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Stabilization of Systems with Asynchronous Sensors
and Controllers
Masashi Wakaiki, Kunihisa Okano, and Joa˜o P. Hespanha
Abstract
We study the stabilization of networked control systems with asynchronous sensors and controllers.
Offsets between the sensor and controller clocks are unknown and modeled as parametric uncertainty.
First we consider multi-input linear systems and provide a sufficient condition for the existence of linear
time-invariant controllers that are capable of stabilizing the closed-loop system for every clock offset
in a given range of admissible values. For first-order systems, we next obtain the maximum length of
the offset range for which the system can be stabilized by a single controller. Finally, this bound is
compared with the offset bounds that would be allowed if we restricted our attention to static output
feedback controllers.
I. INTRODUCTION
In networked and embedded control systems, the outputs of plants are often sampled in a
nonperiodic fashion and sent to controllers with time-varying delays. To address robust control
with such imperfections, various techniques have been developed, for example, the input-delay
approach [11], [22], the gridding approach [7], [12], [25], and the impulsive systems approach
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based on Lyapunov functionals [23], on looped functionals [4], and on clock-dependent Lyapunov
functions [3]; see also the surveys [17], [18]. In contrast to the references mentioned above,
here we assume that time-stamps are used to provide the controller with information about the
sampling times and the communication delays incurred by each measurement. In this approach,
sensors send measurements to controllers together with time-stamps, and the controllers exploit
this information to mitigate the effect of variable delays and sampling periods [13], [15], [24].
However, when the local clocks at the sensors and at the controllers are not synchronized, the
time-stamps and the true sampling instants do not match. Protocols to establish synchronization
have been actively studied as surveyed in [28], and synchronization by the global positioning
system (GPS) or radio clocks has been utilized in some systems. Nevertheless, synchronizing
clocks over networks has fundamental limits [10], and a recent study [19] has shown that
synchronization based on GPS signals is vulnerable against attacks.
In this paper, we study the stabilization problem of systems with asynchronous sensing and
control. We assume that the controller can use the time-stamps but does not know the offset
between the sensor and controller clocks, but we do assume that this offset is essentially constant
over the time scales of interest. Our objective is to find linear time-invariant (LTI) controllers
that achieve closed-loop stability for every clock offset in a given range.
We formulate the stabilization of systems with clock offsets as the problem of stabilizing
systems with parametric uncertainty, which can be regarded as the simultaneous stabilization
of a family of plants, as studied in [32, Sec. 5.4] and [33]. However, we had to overcome a
few technical difficulties that distinguish the problem considered here from previously published
results:
Infinitely many plants: We consider a family of plant models that is indexed by a continuous-
valued parameter. Such a family includes infinitely many plants, but the approaches for simul-
taneous stabilization e.g., in [30] exploit the property that the number of plant models is finite.
Nonlinearity of the uncertain parameter: In this work, the uncertain parameter appears in
a non-linear form. Therefore, it is not suitable to use the techniques based on linear matrix
inequalities (LMIs) in [6] for the robust stabilization of systems with polytopic uncertainties.
Although the robust stability analysis based on continuous paths of systems with respect to the
ν-gap metric was developed in [5], controller designs based on this approach have not been fully
investigated.
Common unstable poles and zeros: Earlier studies on simultaneous stabilization consider a
restricted class of plants. For example, the sufficient condition in [2] is obtained for a family of
plants with no common unstable zeros or poles. The set of plants in [21] has common unstable
zeros (or poles) but all the plants are stable (or minimum-phase). These assumptions are not
satisfied for the systems in the present paper.
We make the following technical contributions for multi-input systems and first-order sys-
tems: First we consider multi-input systems and obtain a sufficient condition for stabilization
with asynchronous sensing and control. We construct a stabilizing controller from the solution
of an appropriately defined H∞ control problem. The above mentioned difficulties found in
the simultaneous stabilization problem we consider is circumvented by exploiting geometric
properties on H∞. For first-order systems, we obtain an explicit formula for the exact bound
on the clock offset that can be allowed for stability. This result is based on the stabilization of
interval systems [14], [27], to which our problem can be reduced for first-order plants. We start
by formulating the problem in the context of state feedback without disturbances and noise, but
we show in Section 3.2 that the above results also apply for output feedback with disturbances
and noise.
The authors in the previous study [26] have considered systems with time-varying clock offsets
and have proposed a stabilization method with causal controllers, based on the analysis of data
rate limitations in quantized control. The stability analysis and the L2-gain analysis of systems
with variable clock offsets have been investigated in [34] and [36], respectively. The major
difference with respect to those studies is that here we consider only constant offsets but design
stabilizing LTI controllers. This paper is based on the conference paper [35], but here we extend
the preliminary results for single-input systems to the multi-input case.
The remainder of the paper is organized as follows. Section 2 introduces the closed-loop system
we consider and presents the problem formulation. Section 3 is devoted to the discretization of
the closed-loop system. In Section 4, we obtain a sufficient condition for the stabilizability of
general-order systems. In Section 5, we derive the exact bound on the permissible clock offset
for first-order systems. In Section 6, we discuss stabilizability with static controllers and the
comparison of the offset bounds obtained for LTI controllers and static controllers.
Notation and definitions: We denote by Z+ the set of non-negative integers. The symbols D,
D¯, and T denote the open unit disc {z ∈ C : |z| < 1}, the closed unit disc {z ∈ C : |z| ≤ 1},
and the unit circle {z ∈ C : |z| = 1}, respectively. We denote by Dc the complement of the
open unit disc {z ∈ C : |z| ≥ 1}.
A square matrix F is said to be Schur stable if all its eigenvalues lie in the unit disc D. We say
that a discrete-time LTI system ξk+1 = Fξk +Guk, yk = Hξk is stabilizable (detectable) if there
exists a matrix K (L) such that F −GK (F −LH) is Schur stable. We also use the terminology
(F,G) is stabilizable (respectively, (F,H) is detectable) to denote this same concept.
We denote by RH∞ the space of all bounded holomorphic real-rational functions in D. The
field of fractions of RH∞ is denoted by RF∞. For a commutative ring R, M(R) denotes the
set of matrices with entries in R, of any order. For M ∈ M(C), ‖M‖ denotes the induced
2-norm. For G ∈ M(RH∞), the RH∞-norm is defined as ‖G‖∞ = supz∈D ‖G(z)‖. For
G =
G11 G12
G21 G22
 ∈ M(RF∞) and Q ∈ M(RF∞), we define a lower linear fractional
transformation of G and Q as F`(G,Q) := G11 +G12Q(I −G22Q)−1G21.
A pair (N,D) inM(RH∞) is said to be right coprime if the Bezout identity XN +Y D = I
holds for some X , Y ∈M(RH∞). P ∈M(RF∞) admits a right coprime factorization if there
exist D, N ∈M(RH∞) such that P = ND−1 and the pair (N,D) is right coprime. Similarly,
a pair (D˜, N˜) in M(RH∞) is left coprime if the Bezout identity N˜X˜ + D˜Y˜ = I holds for
some X˜ , Y˜ ∈ M(RH∞). P ∈ M(RF∞) admits a left coprime factorization if there exist D˜,
N˜ ∈M(RH∞) such that P = D˜−1N˜ and the pair (D˜, N˜) is left coprime. If P is a scalar-valued
function, then we use the expressions coprime and coprime factorization.
II. PROBLEM STATEMENT
Consider the following LTI plant:
ΣP : x˙(t) = Ax(t) +Bu(t), (1)
where x(t) ∈ Rn and u(t) ∈ Rm are the state and the input of the plant, respectively. As shown
in Fig. 1, this plant is connected through a sampler and a zero-order hold (ZOH) to a time-stamp
aware estimator and a controller, which will be described soon.
Let s1, s2, . . . be sampling instants from the perspective of the controller clock. A sensor
measures the state x(sk) and sends it to a controller together with a time-stamp. However,
since the sensor and the controller may not be synchronized, the time-stamp determined by
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Fig. 1: Closed-loop system with a time-stamp aware estimator.
the sensor typically includes an unknown offset with respect to the controller clock. In this
paper, we assume that the clock offset is constant. Although clock properties are affected by
environment such as temperature and humidity, the change of such properties is slow for the
time scales of interest. Furthermore, the difference of clock frequencies can be ignored. This
is justified by noting that time synchronization techniques, like the one proposed in [16], can
achieve asymptotic convergence of the clock frequencies (in the mean-square sense), even in
the presence of random network delays. We thus assume that the time-stamp sˆk reported by the
sensor is given by
sˆk = sk + ∆ (k ∈ N) (2)
for some unknown constant ∆ ∈ R.
Let h > 0 be the update period of the ZOH. The control signal u(t) is assumed to be
piecewise constant and updated periodically at times tk = kh (k ∈ N) with values uk computed
by the controller: u(t) = uk for t ∈ [tk, tk+1). We place a basic assumption for stabilization of
sampled-data systems.
Assumption 2.1: (Stabilizability and non-pathological control update) The plant (A,B) is
stabilizable and the update period h is non-pathological, that is, (λp − λq)h 6= 2pij` (` =
±1,±2, . . . ) for each pair (λp, λq) of eigenvalues of A.
While the ZOH updates the control signal u(t) periodically, the true sampling times sk and
the reported sampling times sˆk may not be periodic. However, we do assume that both sk and
sˆk do not fall behind tk by more than the ZOH update period h. This assumption is formally
stated as follows.
Assumption 2.2: (Bounded clock offset) For every k ∈ Z+, sk, sˆk ∈ [tk, tk+1).
Time	
tk=kh
sk
sˆk sˆk+1
sk+1
tk+1=(k+1)h tk+2=(k+2)h   
Fig. 2: Sampling instants sk, reported time-stamps sˆk, and updating instants tk of the zero-order
hold.
This assumption implies that the clock offset ∆ is smaller than the control update period h, which
holds in most mechatronics systems. In fact, control update periods for mechatronics systems
generally take values from 100 µs to 10 ms, while recent clock synchronization algorithms such
as the IEEE 1588 Precision Time Protocol (PTP) [1] make clock offsets smaller than a few tens
of microseconds.
Fig. 2 shows the timing diagram of the sampling instants sk, the reported time-stamps sˆk, and
updating instants tk of the control inputs.
The controller side is comprised of a time-stamp aware estimator and a controller as in the
model-based or emulation-based control of networked control systems [13]. The time-stamp
aware estimator generates the state estimate xˆ(tk+1) ∈ Rn from the data (x(sk), sˆk) according
to the following dynamics:
ΣE :

˙ˆx(t) = Axˆ(t) +Bu(t) (tk < t ≤ tk+1)
xˆ(sˆk) = x(sk), (k ∈ Z+).
(3)
Note that if the time-stamp is correct, i.e., sk = sˆk, then this estimator consistently produces
xˆ(t) = x(t) for all t, perfectly compensating transmission delays. Time-stamp aware estimators
have been used to compensate for network-induced imperfections, e.g., in [13], [15], [24].
The controller is a discrete-time LTI system and generates the control input uk based on the
state estimate xˆk := xˆ(tk):
ΣC :
ζk+1 = Acζk +Bcxˆkuk = Ccζk +Dcxˆk, (4)
where ζk ∈ Rnc is the state of the controller.
The objective of the present paper is to find a discrete-time LTI controller ΣC as in (4)
that achieves closed-loop stability for every clock offset in a given range of admissible values.
Specifically, we want to solve the following problem:
Problem 2.3: Given an offset interval [∆,∆], determine if there exists a controller ΣC as in
(4) such that x(t), xˆ(t) → 0 as t → ∞ and ζk → 0 as k → ∞ for every ∆ ∈ [∆,∆] and for
every initial states x(0) and ζ0. Furthermore, if one exists, find such a controller ΣC .
III. DISCRETIZATION OF THE CLOSED-LOOP SYSTEM
To solve Problem 2.3, we discretize the system comprised of the plant ΣP , the estimator ΣE ,
the ZOH, and the sampler. In this section, we obtain a realization for the discretized system and
describe its basic properties related to stability, stabilizability, and detectability. Moreover, we
extend the discretized system to scenarios with disturbances/noise and output feedback.
A. Discretized system and its basic properties
The following lemma provides a realization for the discretized system:
Lemma 3.1: Define
ξk :=
x(tk)− xˆ(tk)
xˆ(tk)
 .
The dynamics of the discretized system Σd comprised of the plant ΣP , the estimator ΣE , the
ZOH, and the sampler can be described by the following equations:
Σd : ξk+1 = F∆ξk +G∆uk, ηk = H∆ξk, (5)
where Λ := eAh, Θ := e−A∆ − I , and
F∆ :=
 −ΛΘ −ΛΘ
Λ(I + Θ) Λ(I + Θ)
 , H∆ := [0 I]
G∆ :=
Λ(∫ h0 e−Aτdτ − (I+ Θ)∫ h−∆0 e−Aτdτ)B
Λ(I + Θ)
∫ h−∆
0
e−AτdτB
 . (6)
Proof: Using Λ = eAh, we have from the state equation (1) that
x(tk+1) = Λx(tk) + Λ
∫ h
0
e−Aτdτ ·Buk. (7)
We compute xˆ(tk+1) in terms of x(tk) and uk. It follows from the dynamics of the estimator
ΣE in (3) that
xˆ(tk+1) = e
A(tk+1−sˆk)xˆ(sˆk) +
∫ tk+1
sˆk
eA(tk+1−τ)Bdτ · uk (8)
and
xˆ(sˆk) = x(sk) = e
A(sk−tk)x(tk) +
∫ sk
tk
eA(sk−τ)Bdτ · uk. (9)
Since tk+1 − tk = h and sˆk = sk + ∆, it follows that
eA(tk+1−sˆk) · eA(sk−tk) = eA(h−∆), (10)
and also that
eA(tk+1−sˆk)
∫ sk
tk
eA(sk−τ)dτ =
∫ sˆk
tk+∆
eA(tk+1−τ)dτ. (11)
Using Λ = eAh and Θ = e−A∆ − I , we conclude from (8)–(11) that
xˆ(tk+1) = Λ(I + Θ)x(tk) + Λ(I + Θ)
∫ h−∆
0
e−AτBdτ · uk. (12)
From (7) and (12), we obtain the F∆ and G∆ in (6). Moreover, we have H∆ = [0 I] by the
definition of the extended state ξk. 
Next we show that if the extended state ξk and the controller state ζk converge to the origin,
then the intersample values of x and xˆ also converge to the origin.
Proposition 3.2: For the discreteized system Σd in Lemma 3.1, we have that ξk, ζk → 0 as
k →∞ if and only if x(t), xˆ(t)→ 0 as t→∞ and ζk → 0 as k →∞.
Proof: The statement that x(t), xˆ(t)→ 0 as t→∞ and ζk → 0 as k →∞ imply ξk, ζk → 0
as k →∞, follows directly from the definition of ξk.
To prove the converse statement, assume that ξk, ζk → 0 as k →∞. Then xˆ(tk) = H∆ξk → 0
and x(tk), uk → 0 as k →∞. Since
‖x(tk + τ)‖ ≤ e‖A‖h‖x(tk)‖+
∫ h
0
e‖A‖h‖B‖dt · ‖uk‖
for all k ∈ Z+ and all τ ∈ [0, h), we derive x(t) → 0 (t → ∞). Similarly, we see from the
dynamics of the estimator ΣE that xˆ(t)→ 0 as t→∞. This completes the proof. 
This proposition allows us to conclude Problem 2.3 can be solved by finding LTI controllers ΣC
achieving ξk, ζk → 0 (k →∞) for every ∆ ∈ [∆,∆] and for every initial states ξ0 and ζ0.
The following result allows us to conclude that the discretized system Σd is detectable and
stabilizable for all ∆ and almost all h if the plant (A,B) is stabilizable.
Proposition 3.3: The discretized system Σd in (5) is detectable for all ∆ and h. Moreover,
Σd is stabilizable for all ∆ if Assumption 2.1 holds.
Proof: Let us first obtain another realization (F¯∆, G¯∆, H¯∆) of the discretized system Σd in
(5). We can transform F∆ into
F¯∆ := T
−1F∆T =
Λ 0
0 0
 , where T :=
 −Θ −I
I + Θ I
 .
Furthermore, if we define
J1 :=
∫ h
0
e−Aτdτ, J2 :=
∫ h−∆
0
e−Aτdτ,
then we obtain
G¯∆ := T
−1G∆ =
 ΛJ1B
−Λ(J1 − (I + Θ)J2)B −ΘΛJ1B

and H¯∆ := H∆T = [I + Θ I]. We have thus another realization (F¯∆, G¯∆, H¯∆) for Σd.
Next we check detectability and stabilizability by using the realization (F¯∆, G¯∆, H¯∆). Define
L∆ :=
Λ(I + Θ)−1
0
 . (13)
Then we have that
F¯∆ − L∆H¯∆ =
0 −Λ(I + Θ)−1
0 0
 , (14)
and clearly F¯∆−L∆H¯∆ is Schur stable. Therefore, the discreteized system Σd is detectable for
all h and ∆.
To show stabilizability, we use the well-known rank conditions (see, e.g., [40, Sec. 3.2]). We
have that [zI − F¯∆ G¯∆] is full row rank for all z ∈ Dc if and only if[
zI − Λ ΛJ1B
]
=
[
zI − eAh ∫ h
0
eAτBdτ
]
is full row rank for all z ∈ Dc. Hence, the discretized system Σd is stabilizable for all ∆ if
Assumption 2.1 holds.
B. Extension to the output feedback case with disturbances and noise
Instead of ΣP in (1), consider a plant Σ′P with disturbances, noise, and output feedback:
Σ′P :
x˙(t) = Ax(t) +Bu(t) + d(t)y(t) = Cx(t) + n(t),
where d(t) ∈ Rn and n(t), y(t) ∈ Rp are the disturbance, measurement noise, and output of the
plant, respectively. As in [13, Chap. 3], [38], and the references therein, we assume that a smart
sensor is co-located with the plant and that the sensor has the following observer to generate
the state estimate, which is sampled and sent to the controller side:
ΣO : ˙¯x(t) = Ax¯(t) +Bu(t) + L(y(t)− Cx¯(t)),
where x¯(t) ∈ Rn is the state estimate and L is an observer gain such that A− LC is Hurwitz.
The sampler sends the state estimate x¯, and the resulting dynamics of the time-stamp aware
estimator Σ′E is provided by
Σ′E :

˙ˆx(t) = Axˆ(t) +Bu(t) (tk ≤ t < tk+1)
xˆ(sˆk) = x¯(sk) + wk, (k ∈ Z+),
where wk ∈ Rn is the quantization noise. A calculation similar to the one performed in the proof
of in Lemma 3.1 can be used to show that the dynamics of the discretized system Σ′d is given
by
Σ′d : ξk+1 = F∆ξk +G∆uk + dk, ηk = H∆ξk, (15)
where dk := [d>1,k d
>
2,k]
> and
d1,k :=
∫ tk+1
tk
eA(tk+1−τ)d(τ)dτ − d2,k
d2,k := −eA(tk+1−sˆk)
(
e(A−LC)(sk−tk)ek − wk
+
∫ sk
tk
(
e(A−LC)(sk−τ)(d(τ)− Ln(τ))− eA(sk−τ)d(τ)) dτ)
ek := x(tk)− x¯(tk).
The only difference from the original idealized system Σd in (5) is that Σ′d has the disturbance
dk. Hence, for the output feedback case with bounded disturbances and noise, solutions of
Problem 2.3 achieve the boundedness of the closed-loop state.
Proposition 3.4: Assume that ξk, ζk → 0 as k → ∞ for the idealized system Σd in Lemma
3.1 (in the context of state feedback without distubances and measurement noise). If d(t), n(t),
and wk are bounded for all t ≥ 0 and all k ∈ Z+, then the states x(t), x¯(t), xˆ(t), and ζk are
also bounded for all t ≥ 0 and all k ∈ Z+. Moreover, if d(t) = n(t) = wk = 0 for all t ≥ 0 and
all k ∈ Z+, then x(t), x¯(t), xˆ(t), and ζk converge to the origin.
Proof: Since dk is bounded for every k ≥ 0 and every sk, sˆk ∈ [tk, tk+1), it follows that ξk
and ζk are also bounded for all k ≥ 0. The rest of the proof follows the similar lines as that of
Proposition 3.2, and hence it is omitted.
See also [36] for the L2-gain analysis of systems with time-varying offsets.
IV. CONTROLLER DESIGN VIA SIMULTANEOUS STABILIZATION
A. Preliminaries
We first consider a general simultaneous stabilization problem not limited to the system
introduced in Section 2.
The transfer function P of the system ξk+1 = Fξk + Guk, yk = Hξk is usually defined by
the Z-transform of the system’s impulse response, i.e., H(zI − F )−1G, but in this paper, we
define the transfer function P by P (z) := H(1/z · I − F )−1G for consistency of the Hardy
space theory; see [32, Sec. 2.2] for details. Hence the transfer function of a causal system is not
proper. We say that C ∈M(RF∞) stabilizes P ∈M(RF∞) if (I+PC)−1, C(I+PC)−1, and
(I + PC)−1P belong to M(RH∞). We recall that when these three transfer functions belong
to M(RH∞), they will have no poles in the closed unit disk.
Consider the family of plants Pθ ∈M(RF∞) parameterized by θ ∈ S, where S is a nonempty
parameter set, and assume that we have a doubly coprime factorization of Pθ over RH∞ Yθ Xθ
−N˜θ D˜θ
Dθ −X˜θ
Nθ Y˜θ
 = I, (16)
where Pθ = NθD−1θ and Pθ = D˜
−1
θ N˜θ are a right coprime factorization and a left coprime
factorization, respectively. We explicitly construct the matrices in (16) using a stabilizable and
detectable realization of Pθ; see, e.g., [32, Theorem 4.2.1].
The following theorem provides a necessary and sufficient condition for simultaneous stabi-
lization:
Theorem 4.1 ([32], [33]): Given a nonempty set S, consider the plant Pθ having a doubly
coprime factorization (16) for each θ ∈ S. Fix θ0 ∈ S and define[
Uθ Vθ
]
:=
[
D˜θ N˜θ
] Y˜θ0 −Nθ0
X˜θ0 Dθ0
 (θ ∈ S). (17)
Then (Vθ, Uθ) is right coprime for every θ ∈ S. Moreover, there exists a controller that stabilizes
Pθ for every θ ∈ S if and only if there exists Q ∈M(RH∞) such that for all θ ∈ S,
(Uθ + VθQ)
−1 ∈M(RH∞). (18)
Such a stabilizing controller is given by
C := (X˜θ0 +Dθ0Q)(Y˜θ0 −Nθ0Q)−1. (19)
Remark 4.2: Although the simultaneous stabilization of a finite family of plants is considered
in [32, Sec. 5.4] and [33], generalization to an arbitrary family of plants is readily apparent, as
mentioned in the last paragraph of Section 3 in [33].
Remark 4.3: A left coprime factorization of stabilizing controllers is used in [32, Sec. 5.4]
and [33], whereas we represent controllers by a right coprime factorization in (19). Therefore,
Theorem 4.1 is slightly different from its counterpart in [32, Sec. 5.4] and [33].
B. Robust Controller Design
It is generally not easy to verify in a computationally efficient fashion that a transfer function
Q satisfying (18) exists. In the next theorem, we develop a simple sufficient condition for (18)
to hold, by exploiting geometric properties on H∞ inspired by results on strong stabilization
[39].
Theorem 4.4: Given a nonempty set S, assume that each plant Pθ (θ ∈ S) has a doubly
coprime factorization (16) such that there exist θ0 ∈ S, W ∈ M(RH∞), and R(θ) ∈ M(R)
satisfying D˜θ = D˜θ0 and
N˜θ(z)− N˜θ0(z) = R(θ)W (z), (20)
for all θ ∈ S. If there exists Q ∈M(RH∞) satisfying the following H∞-norm condition:
‖W (X˜θ0 +Dθ0Q)‖∞ <
1
supθ∈S ‖R(θ)‖
, (21)
then Q satisfies (18), and hence the controller C in (19) stabilizes Pθ for every θ ∈ S.
Proof: We define Uθ and Vθ as in (17). Since D˜θ = D˜θ0 , it follows from (17) and the Bezout
identity D˜θ0Y˜θ0 + N˜θ0X˜θ0 = I in (16) that
Uθ = D˜θY˜θ0 + N˜θX˜θ0 = I + (N˜θ − N˜θ0)X˜θ0 .
Moreover, since D˜−1θ0 N˜θ0 = Nθ0D
−1
θ0
, we obtain
Vθ = −D˜θNθ0 + N˜θDθ0 = (N˜θ − N˜θ0)Dθ0 .
Hence Uθ + VθQ = I + (N˜θ − N˜θ0)(X˜θ0 + Dθ0Q). Since (I + Φ)−1 ∈ M(RH∞) for all Φ ∈
M(RH∞) satisfying ‖Φ‖∞ < 1, it follows that if
‖(N˜θ − N˜θ0)(X˜θ0 +Dθ0Q)‖∞ < 1 (θ ∈ S), (22)
then (18) holds for all θ ∈ S. From the assumption (20),
‖(N˜θ − N˜θ0)(X˜θ0 +Dθ0Q)‖∞ ≤ ‖R(θ)‖ · ‖W (X˜θ0 +Dθ0Q)‖∞.
Hence if Q satisfies (21) for all θ ∈ S, then (22) holds, and consequently Pθ is simultaneously
stabilizable by C in (19) from Theorem 4.1. 
The proposition below shows that our discretized system Σd in (5) always satisfies the
assumptions on D˜θ and N˜θ that appear in Theorem 4.4. This result also provides the matrices
R and W in (20) without explicitly calculating a coprime factorization of Pθ for all θ ∈ S.
Proposition 4.5: Define the transfer function P∆(z) := H∆(1/z · I − F∆)−1G∆. For all ∆ ∈
(−h, h), there exists a doubly coprime factorization (16) such that D˜∆(z) = D˜0(z) = I − zeAh,
and (20) holds with
R(∆) :=
∫ ∆
0
eA(h−τ)Bdτ ∈ Rn×m (23)
W (z) := z(z − 1) ∈ RH∞. (24)
Proof: Consider the realization (F¯∆, G¯∆, H¯∆) in the proof of Proposition 3.3. For every
∆ ∈ (−h, h), the matrix L∆ in (13) achieves the Schur stability of F¯∆ − L∆H¯∆ as shown in
(14). From the realization of D˜∆, e.g., in [32, Theorem 4.2.1], we can write D˜∆ as
D˜∆(z) = I − H¯∆(1/z · I − (F¯∆ − L∆H¯∆))−1L∆ = I − zΛ.
Noticing that the far right-hand side of the equation above does not depend on ∆, we have
D˜∆(z) = D˜0(z) = I − zΛ.
It follows that N˜∆ − N˜0 = D˜0(P∆ − P0). From the realization (F¯∆, G¯∆, H¯∆), we see that
P∆(z) = z
(
(I + Θ)(I − zΛ)−1ΛJ1 − Λ(J1 − (I + Θ)J2)−ΘΛJ1
)
B.
Since Θ = 0 and J2 = J1 for ∆ = 0, it follows that
P∆(z)− P0(z) = z
(
Θ(I − zΛ)−1ΛJ1 − Λ(J1 − (I + Θ)J2)−ΘΛJ1
)
B. (25)
On the other hand, we have J1 − (I + Θ)J2 =
∫ ∆
0
e−Aτdτ =: Θ¯, and
Θ¯A = −
∫ ∆
0
(
d
dτ
e−Aτ
)
dτ = −Θ. (26)
Since A(I − zΛ) = A − zAeAh = A − zeAhA = (I − zΛ)A, it follows that A(I − zΛ)−1 =
(I − zΛ)−1A. Therefore we derive from (25)
P∆ − P0 = zΛΘ¯(I − zΛ)−1 (−I + zΛ(I − AJ1))B.
Similarly to (26), we have I − AJ1 = Λ−1, and hence P∆ − P0 = z(z − 1)ΛΘ¯(I − zΛ)−1B.
Since λ, Θ¯, and (I − zΛ)−1 are commutative, we derive
P∆ − P0 = z(z − 1)(I − zΛ)−1Θ¯ΛB,
and N˜∆ − N˜0 = z(z − 1)Θ¯ΛB. Thus (20) holds with R in (23) and W in (24) 
Define
γ :=
1
max
∆∈[∆,∆]
∥∥∥∫ ∆0 eA(h−τ)Bdτ∥∥∥ . (27)
From Theorem 4.4, to obtain a controller ΣC as in (4), it is enough to solve the following
suboptimal problem: Find Q ∈ M(RH∞) satisfying ‖W (X˜0 − D0Q)‖∞ < γ. This problem
is equivalent to a standard suboptimal H∞ control problem [40, Chaps. 16, 17]: Find Q ∈
M(RH∞) such that ‖F`(Φ, Q)‖∞ < γ, where Φ is defined by
Φ :=
WX˜0 WD0
−I 0
 . (28)
The results of this section can be summarized through the following controller design algorithm:
Algorithm 4.6: 1) Using the realization
(F¯0, G¯0, H¯0) =
eAh 0
0 0
,
∫ h0 eAhBdτ
0
, [I I]
 ,
the matrix L0 = [eA
>h 0]>, and an arbitrary matrix K0 such that Φ := F¯0 − G¯0K0 is
Schur stable, set
D0(z) := I −K0(1/z · I − Φ)−1G¯0
N0(z) := H¯0(1/z · I − Φ)−1G¯0
X˜0(z) := K0(1/z · I − Φ)−1L0
Y˜0(z) := I +H0(1/z · I − Φ)−1K0
W (z) := z(z − 1).
2) For a given offset interval [∆,∆], set γ as in (27), and solve the H∞ control problem [40,
Chaps. 16, 17]: Find Q ∈M(RH∞) such that ‖F`(Φ, Q)‖∞ < γ, where Φ is defined by
(28).
3) If the H∞ control problem is not solvable, then the algorithm fails. Otherwise the transfer
function C of the controller ΣC is given by C = (X˜0 +D0Q)(Y˜0 −N0Q)−1.
Remark 4.7: We have from Proposition 4.5 that P∆ = P0 + WD−10 R(∆) for constant ∆,
where P∆ is expressed as the nominal component P0 plus the uncertainty block WD−10 R(∆).
If we obtain a similar formula for the case of time-varying offsets as studied for systems with
aperiodic sampling in [12], we can deal with the stabilization problem of systems with time-
varying offsets through a small gain theorem. Although the uncertainty part of the discretized
system Σd may be non-causal, the small gain theorem for systems with non-causal uncertainty
in [31] can be used. This extension is a subject for future research.
Example 4.8: Consider the unstable batch reactor studied in [29], where the system matrices
A and B in (1) are given by
A :=

1.38 −0.2077 6.715 −5.676
−0.5814 −4.29 0 0.675
1.067 4.273 −6.654 5.893
0.048 4.273 1.343 −2.104
 , B :=

0 0
5.679 0
1.136 −3.146
1.136 0
 .
This example has been developed over the years as a benchmark example for networked control
systems, and its data were transformed by a change of basis and time scale [29].
Here we compare the proposed method with the robust stabilization method in [8] and [32,
Chap. 7] based on the following fact: Consider a family of plants P∆ ∈ M(RF∞) with ∆ ∈
[∆,∆]. Assume that P∆ has no poles on T and the same number of unstable poles for every
∆ ∈ [∆,∆] and that a function r ∈ RH∞ satisfies
‖P∆(ejω)− P0(ejω)‖ < |r(ejω)| (29)
for all ∆ ∈ [∆,∆] and all ω ∈ [0, 2pi]. If the controller C ∈M(RF∞) stabilizes P0 and satisfies∥∥rC(I + P0C)−1∥∥∞ ≤ 1, (30)
then C stabilizes P∆ for all ∆ ∈ [∆,∆]. The order of such a controller is typically equal to the
order of the following transfer function: 0 rI
I P0
 .
We compute the length of the allowable offset interval [∆,∆] obtained from the sufficient
condition (21) for each h ∈ [0.2, 3.6], which is shown as the solid line in Fig. 3. On the other
hand, the dashed line in the figure represents the length of the offset interval [∆,∆] obtained
from the robust control approach that leads to the condition (30) with an appropriate function
r ∈ RH∞ satisfying (29). For example, we use r(z) = 0.1766(z − 1)/(z − 0.9389) for h = 1
and [∆,∆] = [−0.02, 0.02], and this r satisfies (29) and
1
2pi
∫ 2pi
0
(|r(ejω)| − ‖P∆(ejω)− P0(ejω)‖) ≤ 8.5× 10−3
for all ∆ ∈ [∆,∆] = [−0.02, 0.02]. The solid line is obtained by finding the maximum and
minimum of ∆ that satisfies the condition∥∥∥∥∫ ∆
0
eA(h−τ)Bdτ
∥∥∥∥ ≤ 1minQ∈RH∞ ‖F`(Φ, Q)‖∞ ,
whereas to derive the dashed line, we first calculate r satisfying (29) for a fixed [∆,∆] and then
check the existence of a controller C that stabilizes P0 and achieves the H∞-norm condition
(30). We see from Fig. 3 that the proposed sufficient condition (21) is less conservative than
(30).
Consider the case h = 1, and let C1 and C2 be controllers that are obtained from the sufficient
conditions (21) and (30) with the maximum offset length, respectively. The order of the controller
C1 is 7, but applying balanced model truncation [40, Chap. 6] to the controller C1, we can obtain
an approximated controller Capp with order 5, which satisfies ‖Capp − C1‖∞/‖C1‖∞ = 0.023.
0.2 0.6 1 1.4 1.8 2.2 2.6 3 3.4
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
Sampling	period	
2.61.0
0
0.2
0.1
Existing	condition	(34)
 
 
 
Of
fs
et
	le
ng
th
3.41.8
0.2
0.3
0.4
h
Proposed	condition	(21)
Fig. 3: Allowable offset length ∆−∆ versus sampling period h.
From iterative calculations of the eigenvalues of the discretized closed-loop system for each ∆,
we find that both C1 and Capp stabilize the discretized system Σd in (5) for all ∆ ∈ (−1, 1). The
controller C2 has order 5 and allows the offsets ∆ ∈ [−0.054, 0.068] without compromising the
closed-loop stability. Approximated controllers with any order obtained by applying balanced
model truncation to C2 do not achieve the closed-loop stability even in the case ∆ = 0. For
comparison, a linear quadratic regulator whose state weighting matrix and input weighting matrix
are identity matrices with appropriate dimension stabilizes the discretized system Σd in (5) only
for ∆ ∈ [−0.029, 0.062]. From this numerical result, we see that the derived controller achieves
better robust performance against clock offsets than a linear quadratic regulator designed without
regard to the clock offset and also than the robust controller based on (30).
V. EXACT BOUND ON OFFSETS FOR FIRST-ORDER SYSTEMS
In this section, the bounds on the clock offset that were obtained for LTI controllers (from
Theorems 5.1 and 4.4) are compared with the exact bound that would be allowed if we restricted
our attention to a time-invariant static output feedback controller, and with an offset range that
gives a sufficient condition for the existence of a time-varying 2-periodic static output feedback
controller. We also derive a bound obtained using standard robust control tools, regarding the
clock offset as an additive uncertainty.
In this section, the plant class is restricted to scalar systems, and we reduce the necessary and
sufficient condition for stabilizability in Theorem 4.1 to a computationally verifiable one, which
gives an explicit formula for the exact bound on the clock offset that LTI controllers can allow.
Consider an unstable scalar plant: x˙ = ax+ bu with a > 0. If a < 0, the stabilization problem
is trivial because a zero control input u(t) = 0 leads to the stability of the closed-loop system.
So in the reminder o this section, we will focus our attention to the case a > 0. The case a = 0
will be addressed separately later.
Solving explicitly the integrals that appear in (6), the extended system (5) is given by
ξk+1 =
 −λθ −λθ
λ(1 + θ) λ(1 + θ)
 ξk + b
a
 −λθ
λ(1 + θ)− 1
uk
yk =
[
0 1
]
ξk, (31)
where λ := eah and θ := e−a∆− 1. In what follows, we take b/a = 1 for simplicity of notation,
because stabilizability does not depend on the value of this ratio.
The extended system (31) is stabilizable and detectable except for θ = −1, at which point the
system loses detectability. Since θ = e−a∆ − 1, it follows that
∆ ∈ [∆,∆] ⇔ θ ∈ [e−a∆ − 1, e−a∆ − 1] =: S. (32)
We have from Assumption 2.2 that −h < ∆ < h, and hence the set S on θ is a subset of
(e−ah − 1, eah − 1) =: Smax. (33)
As in Section 3, taking the Z-transform of (31) and then mapping z 7→ 1/z, we obtain the
transfer function Pθ:
Pθ(z) =
(λ− 1)z
1− λz − θ
λz(z − 1)
1− λz (θ ∈ S ⊂ Smax). (34)
The system (34) belongs to a class of the so-called interval systems. The stabilization of general
interval systems has been studied, e.g., in [14], [27]. Here we shall develop a new approach
based on Theorem 4.1.
A. Main result for scalar plants
The following theorem gives the exact bound on the clock offset for scalar systems:
Theorem 5.1: Define λ := eah and θ := e−a∆ − 1. Let θ < 0 < θ and consider the set S in
(32) of the form S = [θ, θ] ⊂ Smax. There exists a controller that stabilizes Pθ in (34) for all
θ ∈ S, that is, there exists Q ∈ RH∞ satisfying (18) for all θ ∈ S if and only if
(λ− 1)2θ − (λ+ 1)2θ < 4λ. (35)
In particular, if −θ = θ, then (35) is equivalent to
θ <
2λ
λ2 + 1
. (36)
Furthermore, define a conformal mapping φ from G := C \ {(−∞, 1/θ] ∪ [1/θ,∞)} to D by
φ : G→ D : s 7→
1−
√
(1− θs)/(1− θs)
1 +
√
(1− θs)/(1− θs)
. (37)
If (35) holds, then a finite-dimensional stabilizing controller C is given by
C :=
X0 +D0Q
Y0 −N0Q , Q :=
φ−1 ◦ g − T1
T2
,
where the RH∞ functions N0, D0, X0, Y0, T1, and T2 are defined by
N0(z) :=
(λ− 1)z
z − c , D0(z) :=
1− λz
z − c
X0(z) :=
1− cλ
λ− 1 , Y0(z) := −c (38)
T1(z) := λ
1− cλ
λ− 1
z(z − 1)
z − c , T2(z) := λ
z(z − 1)(1− λz)
(z − c)2 .
for any arbitrarily fixed c ∈ C with |c| > 1, and any rational function g : D¯→ D that satisfies
the interpolation conditions g(0) = φ(0), g(1) = φ(0), and g(1/λ) = φ(−1). Such a function g
always exists if (35) holds.
Proof: See Section 4.2.
Remark 5.2: The rational function g in Theorem 5.1 can be obtained from the Schur-Nevanlinna
algorithm; see, e.g., [20], [37].
Remark 5.3: Since the inverse mapping φ−1 is given by the following rational function:
φ−1(s) =
4s
θ(s+ 1)2 − θ(s− 1)2 , (39)
the stabilizing controller C is finite dimensional for a rational function g.
If we change the offset variable from θ = e−a∆−1 to ∆, then (32) and (35) give the maximum
length of the offset interval [∆,∆] allowed by an LTI controller.
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Corollary 5.4: Assume −h < ∆ < 0 < ∆ < h. There exists a controller that stabilizes the
extended system (31) for all ∆ ∈ [∆,∆] if and only if
∆−∆ < 2
(
log(eah + 1)− log(eah − 1))
a
. (40)
Proof: See Section 4.2.
Remark 5.5: In the case a = 0, the extended system P∆ is given by
P∆(z) =
hz
1− z −∆z.
Similarly to the case a > 0, one can show that there exists a controller stabilizing P∆ for all
∆ ∈ (−h, h). This result is consistent with that in the case when a → 0 in Corollary 5.4, but
we omit the proof for brevity.
Example 5.6: Consider a scalar plant with unstable pole a = 1. In Fig. 4, we plot the
maximum length of the offset interval (∆,∆) versus the ZOH-update period h. The solid line
is the maximum length ∆−∆ and the vertical dotted lines indicate h = h0 := (log(1 +
√
2))/a.
If h < h0, then the restriction −h < ∆ < ∆ < h arising from Assumption 2.2 gives the bound
∆ − ∆ < 2h. On the other hand, if h ≥ h0, then ∆ − ∆ is bounded by (40). The maximum
offset length ∆−∆ exponentially decreases as h ≥ h0 becomes larger.
B. Proofs of Theorem 5.1 and Corollary 5.4
We prove Theorem 5.1 by reducing the stabilization problem to a Nevanlinna-Pick interpolation
problem. This reduction relies on results stated in Lemmas 5.7 and 5.9 have appeared in [14],
[27], but we give new proofs of these results based on Theorem 4.1.
First we show that the stabilization problem is equivalent to an interpolation problem with a
specified codomain:
Lemma 5.7: Let θ < 0 < θ and S := [θ, θ] ⊂ Smax. There exists a controller that stabilizes
Pθ in (34) for all θ ∈ S, that is, there exists Q ∈ RH∞ satisfying (18) for all θ ∈ S if and only
if there exists f ∈ RH∞ such that f is a map from D¯ to G := C \ {(−∞, 1/θ]∪ [1/θ,∞)} and
satisfies the interpolation conditions f(0) = 0, f(1) = 0, and f(1/λ) = −1.
Proof: We obtain an RH∞ coprime factorization Pθ = Nθ/Dθ with
Nθ(z) :=
(λ− 1)z
z − c − θ
λz(z − 1)
z − c , Dθ(z) :=
1− λz
z − c , (41)
where c is a fixed complex number with |c| > 1. If we define X0 and Y0 as in (38), then the
Bezout identity N0X0+D0Y0 = 1 holds. Hence defining T1 and T2 by (38), we see that Uθ+VθQ
in (18) satisfies
Uθ + VθQ = 1− θ (T1 + T2Q) (Q ∈ RH∞). (42)
Theorem 4.1 and (42) show that the plant Pθ is simultaneously stabilizable by a single LTI
controller if and only if there exists Q ∈ RH∞ such that
(1− θ(T1 + T2Q))−1 ∈ RH∞ (θ ∈ S). (43)
We have (43) if and only if 1 − θ(T1 + T2Q) has no zero in D¯ for all θ ∈ S, that is, T1(z) +
T2(z)Q(z) ∈ G for all z ∈ D¯.
It is now enough to show that G ∈ RH∞ if and only if f := T1 + T2Q satisfies f ∈ RH∞
and the interpolation conditions in the lemma.
Suppose that Q ∈ RH∞. Since T1, T2 ∈ RH∞, we have f = T1 + T2Q ∈ RH∞. Moreover,
since the unstable zeros of T2 are 0, 1, and 1/λ and since Q has no unstable poles, it follows
that f(0) = T1(0) = 0, f(1) = T1(1) = 0, and f(1/λ) = T1(1/λ) = −1.
Conversely, let f ∈ RH∞ satisfy f(0) = 0, f(1) = 0, and f(1/λ) = −1. If we define
Q :=
f − T1
T2
, (44)
then Q belongs to RH∞. Assume, to get a contradiction, that Q 6∈ RH∞. Since
T2Q = f − T1 ∈ RH∞, (45)
it follows that Q has some unstable poles that are zeros of T2 in D¯. Let p0 be one of the poles.
Since T2 has only simple zeros in D¯, it follows that (T2Q)(p0) 6= 0. The interpolation conditions
of f lead to f(p0)− T1(p0) = 0, which contradicts the equality in (45).
From Lemma 5.7, it suffices to study the following interpolation problem for stabilizability:
Problem 5.8: Let z1, . . . , zn be distinct points in D¯ and let w1, . . . , wn belong to G := C \
{(−∞, 1/θ] ∪ [1/θ,∞)}. Find a function f ∈ RH∞ such that
f : D¯→ G and f(zi) = wi (i = 1, . . . , n). (46)
We solve Problem 5.8 by reducing it to the Nevanlinna-Pick interpolation. To this effect, we
need a conformal map from G to D. In [27], [9, Section 4.1], such a conformal map φ is given
in (37).
Using the conformal map defined in (37), we see that Problem 5.8 can be reduced to the
Nevanlinna-Pick interpolation problem.
Lemma 5.9: Problem 5.8 is solvable if and only if the following Nevanlinna-Pick interpola-
toin problem is solvable: Find a function g ∈ RH∞ such that
g : D¯→ D and g(zi) = φ(wi) (i = 1, . . . , n). (47)
Proof: Let f be a solution to Problem 5.8, and set g = φ◦f . Then we derive the equivalence
between (46) and (47). Since φ is a conformal map, we see that f is holomorphic in D¯ if and
only if g is so.
Regarding the rationality of solutions, since φ−1 is given by a rational function in (39) and
since f = φ−1 ◦ g, it follows that f is rational for every rational solution g.
Conversely, φ ◦ f may not be rational for a rational function f . However, φ ◦ f is holomorpic
in D¯, and hence it is an irrational solution of the Nevanlinna-Pick interpolation problem. If the
Nevanlinna-Pick interpolation problem is solvable, then there exists a rational solution, which
can be obtained from the Schur-Nevanlinna algorithm, e.g., in [20], [37] and the explicit formula
of the solutions in [9, Sec. 2.11]. We therefore have the desired rational function g.
Interpolating functions and a conformal map in Lemma 5.9 are illustrated by the commutative
diagram in Fig. 5.
D¯ G
D
f(zi) = wi
g(zi) =  (wi)
 (wi)
Fig. 5: Interpolating functions f, g and a conformal map φ.
Finally we obtain the proof of Theorem 5.1.
Proof of Theorem 5.1: Lemmas 5.7 and 5.9 show that the stabilization problem for systems
with clock offsets can be reduced to the Nevanlinna-Pick interpolation problem with a boundary
condition; see, e.g., [9, Sec. 2.11] for the interpolation problem. We therefore obtain a necessary
and sufficient condition based on the positive definiteness of the associated Pick matrix:1 1
1 1−|φ(−1)|
2
1−1/λ2
 > 0. (48)
From the Schur complement formula, (48) is equivalent to
1− |φ(−1)|2
1− 1/λ2 > 1. (49)
We see that (49) is
λ2
∣∣∣∣∣∣1−
√
1 + θ
1 + θ
∣∣∣∣∣∣
2
<
∣∣∣∣∣∣1 +
√
1 + θ
1 + θ
∣∣∣∣∣∣
2
. (50)
Since −1 < θ < θ, it follows that (50) is equivalent to
(p− 1)2(1 + θ) < (p+ 1)2(1 + θ). (51)
After rearranging this, we derive (35). 
Proof of Corollary 5.4: Substituting θ = e−a∆ − 1 and θ = e−a∆ − 1 into (51), we obtain
(λ− 1)2e−a∆ < (λ+ 1)2e−a∆,
and hence
ea(∆−∆) <
(
λ+ 1
λ− 1
)2
.
Taking the logarithm function of both sides gives the desired conclusion. 
C. Comparison with time-invariant/2-periodic static controllers
The proposition below gives the exact bound on the clock offset that could be obtained using
a static stabilizer for a scalar plant.
Proposition 5.10: Consider the extended system (31). Define λ := eah, θ := e−a∆ − 1, and
Smax as in (33). There exists a static output feedback controller uk = −Kyk that achieves
limk→∞ ξk = 0 for every θ ∈ S ⊂ Smax if and only if
S ⊂
(
−1
λ
,
1
λ
)
. (52)
Proof: Without loss of generality, we assume that b/a = 1. Introducing the static controller
uk = −K
[
0 1
]
ξk
into the extended system (31), we have
ξk+1 =
 −λθ −λθ(1−K)
λ(1 + θ) λ(1 + θ)(1−K) +K
 ξk. (53)
From the Jury stability criterion, the above system is stable if and only if the following three
inequalities hold:
(λ− 1)(K − 1) > 0 (54)
λθK + 1 > 0 (55)
2λθK + (λ− 1)K − λ− 1 < 0. (56)
From (54) and λ > 1, we have
K > 1. (57)
Therefore (55) and (56) give a lower and upper bound on θ, respectively:
θ > − 1
λK
, θ <
p+ 1
2λK
− λ− 1
2λ
. (58)
Notice that the lower (upper) bound in (58) is increasing (decreasing) with respect to K. Hence
these bounds take the inifimum and the supremum under (57) when K → 1, and
lim
K→1
(
− 1
λK
)
= −1
λ
, lim
K→1
(
p+ 1
2λK
− λ− 1
2λ
)
=
1
λ
.
Thus, there exists a static controller K that stabilizes the extended system (31) for all θ ∈ S if
and only if S satisfies (52).
The next result provides a sufficient condition on the offset range (θ, θ) for the existence of
time-varying 2-periodic controllers that stabilize the extended system (31).
Proposition 5.11: Consider the extended system (31). Define λ := eah, θ := e−A∆ − 1, and
Smax as in (33). There exists a 2-periodic static controller uk
uk+1
 = −
K1 0
0 K2
 yk
yk+1
 (59)
that achieves limk→∞ ξk = 0 for every θ ∈ S ⊂ Smax if
S ⊂
(
− 1
λκ
,
1
λκ
)
, (60)
where
κ :=
√
λ2 + 1
√
λ2 − 4√2 + 5− 2 (√2− 1)λ
λ2 − 1 < 1.
Proof: This is also based on the Jury stability criterion.
Without loss of generality, we assume that b/a = 1. With the 2-periodic controller (59), the
extended system (31) can be written as
ξk+2 =
F 2 − [ FG G ]
 1 0
−K2HG 1
 K1 0
0 K2
 H
HF
 ξk, (61)
where
F :=
 −λθ −λθ
λ(1 + θ) λ(1 + θ)
 , G :=
 −λθ
λ(1 + θ)− 1
 , H := [ 0 1 ] .
Denote the characteristic polynomial ρ(λ) of the matrix in (61) by ρ(λ) = λ2 + α1λ + α0.
The coefficients α0, α1 are given as
α0 := ζp
2θ2,
α1 := −ζλ2θ2 + (2ζ − η)(1− λ)λθ − (ζ − η + 1)λ2 + (2ζ − η)λ− ζ,
where ζ := K1K2 and η := K1 +K2. From the Jury stability test, we have that stability of (61)
is equivalent to the following three inequalities i)–iii): i) The first condition is given by
1− α0 = 1− ζλ2θ2 > 0. (62)
ii) Furthermore,
1 + α1 + α0 = (2ζ − η)(1− λ)λθ − (ζ − η − 1)λ2 + (2ζ − η)λ− ζ + 1
= (1− λ) {(2ζ − η)λθ + (ζ − η + 1)λ− ζ + 1} > 0.
This inequality is equivalent to the following inequalities:
θ < − (ζ−η+1)λ−ζ+1
(2ζ−η)λ if 2ζ − η > 0
ζ > 1 if 2ζ − η = 0
θ > − (ζ−η+1)λ−ζ+1
(2ζ−η)λ if 2ζ − η < 0.
(63)
iii) Finally,
1− α1 + α0 = 2ζλ2θ2 + λ(λ− 1)(2ζ − η)θ + (ζ − η + 1)λ2 − (2ζ − η)λ+ ζ + 1 > 0. (64)
In what follows, we fix a controller, or (ζ, η), and then evaluate the range of permissible θ
with the controller. Suppose that ζ > 0 and 2ζ − η < 0. For such parameters (ζ, η), (62) and
(63) are reduced to
− 1√
ζλ
< θ <
1√
ζλ
(65)
and
θ > −(ζ − η + 1)λ− ζ + 1
(2ζ − η)λ , (66)
respectively. Select the parameters (ζ, η) so that the lower bounds on θ in (65) and (66) coincide
with each other. That is, ζ and η are chosen to satisfy the following relation:
1√
ζ
=
(ζ − η + 1)λ− ζ + 1
2ζ − η . (67)
Moreover, we select (ζ, η) so that (64) holds for any θ ∈ R. This implies that
(λ− 1)2(2ζ − η)2 − 8ζ {(ζ − η + 1)p2 − (2ζ − η)λ+ ζ + 1} < 0. (68)
With the above class of controllers, where ζ and η satisfy ζ > 0, 2ζ − η < 0, (67), and (68),
the conditions (62)–(64) for stability hold if and only if (65) follows. We will show that ζ and
η satisfy ζ > 0, 2ζ − η < 0, (67), and (68) if and only if
ζ ∈ (κ2, 1), (69)
η =
√
ζ
{
(λ− 1)ζ − 2√ζ + λ+ 1}√
ζλ− 1 , (70)
where κ is defined in (5.11). We then analyze the bounds on θ followed by (65) when the
controller belongs the class characterized by (69) and (70).
The equation (70) is obtained from (67) with the fact that
√
ζλ− 1 6= 0.
We now aim to show (69). Substituting (67) into (68) and using 2ζ − η < 0, we have that
(68) is satisfied if and only if
η < 2
(
ζ + 2
√
ζ
√
2− 1
λ− 1
)
. (71)
From (70) and (71), ζ satisfies
(
√
ζ − κ)(√ζ − κ′)√
ζλ− 1 > 0, (72)
where κ′ is given as
κ′ :=
−√λ2 + 1
√
λ2 − 4√2 + 5− 2(√2− 1)λ
λ2 − 1 .
Note that
√
ζ − κ′ > 0 from λ > 1. Thus, from (72), ζ satisfies one of the following two cases:
i)
√
ζ > 1/λ and
√
ζ > κ, or ii)
√
ζ < 1/λ and
√
ζ < κ. A routine calculation shows that
κ > 1/λ. Thus, i) is reduced to
√
ζ > κ and ii) is to
√
ζ < 1/λ. On the other hand, from
2ζ − η < 0 and (70), it follows that √ζ > 1/λ and ζ < 1. Therefore, we arrive at (69).
Conversely, (69) implies that ζ > 0. Moreover, from (70), we have (67) and
2ζ − η =
√
ζ(ζ − 1)(λ+ 1)√
ζλ− 1 .
The right-hand side is negative by (69) and the fact κ > 1/λ. Note also that (68) holds if ζ and
η are taken as (69) and (70).
Finally, taking the supremum and the infimum of the upper bound and the lower bound on θ
in (65) over (69), we conclude the proof.
We are now in a position to compare the bounds (36), (52), and (60). For all λ = eah > 1, a
routine calculation shows that
1
λ
<
1
λκ
<
2λ
λ2 + 1
. (73)
As expected, the offset condition (52) for time-invariant static controllers results in the smallest
range for values of θ = e−a∆ − 1 because the set of all time-invariant static controllers is a
subset of the class of LTI controllers and that of 2-periodic static controllers in (59). On the
other hand, 2-periodic static stabilizers do not belong to the class of LTI controllers, and vice
versa. The second inequality in (73) always holds for all λ > 1, but the bound (73) is a sufficient
condition. In order to compare the ability to robustly stabilize the closed loop of 2-periodic static
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Fig. 6: Comparison among the maximum offset length ∆ − ∆ obtained using each class of
controllers (h = 1): The solid (dashed) line is the exact bound on the maximum offset length
allowed by LTI (time-invariant static) controllers. The dashed-dotted line is a lower bound on
the maximum offset length by 2-periodic static controllers.
controllers versus LTI controllers, we need to do a brute-force computation for the exact bound
on clock offset that would be allowed by a 2-periodic static controller.
Example 5.12: Consider a scalar plant with ZOH-update period h = 1. Fig. 6 shows the
maximum offset lengths ∆−∆ allowed by LTI stabilizers and static ones, which are obtained
by Theorem 5.1 and Proposition 5.10, respectively. The figure also gives a lower bound on
the maximum offset length obtained using 2-periodic static stabilizers, which is derived from
Proposition 5.11. All lines decreases exponentially as the unstable pole a grows to ∞. If the
unstable pole a is smaller than 0.9, then Assumption 2.2 gives the bound ∆ − ∆ < 2h = 2.
We also observe that LTI controllers double the robustness with respect to that achieved by
time-invariant static controllers. For example, for the unstable pole a = 1, the maximum offset
length by LTI controllers is ∆−∆ = 1.544, whereas that by time-invariant static controllers is
∆−∆ = 0.7719.
D. Conservativeness due to the small gain theorem
The sufficient condition in Theorem 4.4 with
L(z) :=
λz(z − 1)
z − c , R(θ) := θ (c ∈ C, |c| > 1)
in (20), shows that there exists a controller stabilizing Pθ for all θ ∈ (−1/λ, 1/λ). This bound
of θ is the same as that was obtained in (52) for a static controller, which shows that the use of
the small gain theorem is as conservative as the restriction of controllers to static gains.
This conservativeness arises from the codomain of interpolating functions. For simplicity,
let the offset bound [θ, θ] = [−1, 1]. In Theorem 4.4, the stabilization problem we consider is
equivalent to finding f : D¯ → D satisfying f(0) = 0, f(1) = 0, f(1/λ) = −1. Recall that a
necessary and sufficient condition for stabilization in Lemma 5.7 is the existence of a function
f : D¯→ G = C\{(−∞, 1]∪ [1,∞)} satisfying the same interpolation conditions. The difference
between the codomains D and G leads to conservativeness in the stabilization analysis.
E. Regarding a clock offset as an additive uncertainty
The transfer function Pθ in (34) can be viewed as a perturbation of the nominal transfer
function P0 = (λ− 1)z/(1− λz) by the following additive uncertainty:
Pθ(z)− P0(z) = m(z)rθ(z)
where
m(z) :=
z(λ− z)
1− λz , rθ(z) :=
θλ(z − 1)
λ− z .
Since |m(ejω)| = 1, it follows that
|Pθ(ejω)− P0(ejω)| ≤ |Wθ(ejω)|
for all ω ∈ [0, 2pi] and θ ∈ [−θ, θ] with θ > 0. Hence, as shown in [9, Sec. 3.5], there exists a
controller stabilizing Pθ for all θ ∈ [−θ, θ] if θ satisfies
‖Wθ(X0 +QD0)‖∞ < 1 (74)
for some Q ∈ RH∞, where the RH∞ functions X0 and D0 are part of the coprime factorization
P0 = N0/D0 satisfying the Bezout identity N0X0 +D0Y0 = 1. Reducing the problem of finding
Q ∈ RH∞ with (74) to the Nevanlina-Pick interpolation problem as in [9, Sec. 4.3], we see
that θ satisfies (74) for some Q ∈ RH∞ if and only if θ < 1/λ.
This bound derived from the classical approach of H∞ robust control turns out to also coincide
with the one in (52) obtained for a static controller. This shows that the classical H∞ robust
control approach uses an unnecessarily large class of parametric uncertainty. In conjunction with
the observation in Section 5.2, this discussion implies that the use of the small gain theorem, the
over-approximation of a offset uncertainty by an H∞-additive uncertainty, and the restriction of
controllers to static gains have the same level of conservativeness for scalar plants.
VI. CONCLUDING REMARKS
We studied the problem of stabilizing systems in which the sensor and the controller have
a constant clock offset. We formulated the problem as the stabilization problem for systems
with parametric uncertainty. For multi-input systems, we derived a sufficient condition that is
numerically testable, based on the results of simultaneous stabilization. For first-order systems,
we obtained the maximum offset length that can be allowed by an LTI controller. However, a
full investigation of the problem for general-order systems and systems with model uncertainty
is still an open area for future research.
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