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A novel approach to prototype selection for multi-output regression data sets is presented. A multi- 
objective evolutionary algorithm is used to evaluate the selections using two criteria: training data set 
compression and prediction quality expressed in terms of root mean squared error. A multi-target regres- 
sor based on k -NN was used for that purpose during the training to evaluate the error, while the tests 
were performed using four different multi-target predictive models. The distance matrices used by the 
multi-target regressor were cached to accelerate operational performance. Multiple Pareto fronts were 
also used to prevent overﬁtting and to obtain a broader range of solutions, by using different probabil- 
ities in the initialization of populations and different evolutionary parameters in each one. The results 
obtained with the benchmark data sets showed that the proposed method greatly reduced data set size 
and, at the same time, improved the predictive capabilities of the multi-output regressors trained on the 
reduced data set. 
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0. Introduction 
Machine Learning uses data sets for learning tasks, that con-
ist of collections of observations and historical data. Each element
f a data set is an instance that comprises a series of attributes:
he input attributes that have to be measured for new observa-
ions; and, the output attributes that will be predicted. Tradition-
lly, interest has mainly been focused on a single output attribute,
hich can either be nominal, for classiﬁcation problems, or con-
inuous for regression problems. Recent research has also focused
n the simultaneous prediction of several target attributes. In this
ase, we refer to multi-label problems when considering nominal
ttributes [1] , and we refer to multi-output regression problems
hen predicting continuous attributes [2] . 
.1. Prototype selection 
An important part of the Machine Learning pipeline is the ini-
ial data pre-processing step. Prototype selection (or instance se-
ection) is one of the tasks at that stage. The ﬁrst purpose of pro-
otype selection is to obtain a reduced data set that can be used to
rain predictive models successfully with a similar performance to∗ Corresponding author. 
E-mail addresses: mkordos@ath.bielsko.pl (M. Kordos), alvarag@ubu.es (Á. 
rnaiz-González), cgosorio@ubu.es (C. García-Osorio). 
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925-2312/© 2019 The Authors. Published by Elsevier B.V. This is an open access article uhose that can be obtained using the whole data set [3] . In some
ases, this reduction simply attempts to remove outliers and noisy
nstances, thereby facilitating the learning of a model and even im-
roving its performance [4] . In others, the reduction is more ag-
ressive, seeking the application of methods that might otherwise
ot be applied to the initial data set, and doing so without ex-
essively affecting the performance of such methods. The avail-
bility of a reduced data set, that retains the properties of the
riginal one, also permits several methods to be tested within a
easonable time, or to try several parameter values of a method
o ﬁnd the best model to solve the prediction task. Obviously,
his task is much more challenging in multi-output regression
han in single-label classiﬁcation or in traditional (single-output)
egression. 
There are plenty of prototype selection methods for classiﬁca-
ion problems, for a thorough review of prototype selection meth-
ds, we recommend the taxonomy of Garcia et al. [5] . Over the
ast few years, some of these algorithms have been adapted to
eal with regression problems [6,7] . It has also recently become
ossible to perform instance selection with extremely large data
ets using algorithms of linear complexity [8] and implementations
hat exploit the parallelization of the map-reduce approach [9,10] .
nfortunately, there are only a few prototype selection methods for
ulti-label classiﬁcation [11] and, to the best of our knowledge,
here are as yet no prototype selection methods for multi-output
egression. Thus, the aim of this paper is twofold: nder the CC BY-NC-ND license. ( http://creativecommons.org/licenses/by-nc-nd/4.0/ ) 
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y• To propose the ﬁrst prototype selection method that is capable
of dealing with multi-output regression data sets (EPS-MOR).
The method consists of several stages and uses the multi-
objective evolutionary algorithm NSGA-II [12] as the engine
that searches the solution space. 
• To evaluate the performance of the EPS-MOR algorithm in
an experimental study that thoroughly investigates the perfor-
mance of the proposal, verifying not only the possibility of
greatly reducing the size of the data sets, but also of improv-
ing the multi-output predictive capacity of the models trained
with the reduced set. 
The paper will be organized as follows: in Section 2 , the con-
cept of multi-output regression will be introduced; the instance
selection task will be presented in Section 3 along with its aims
and diﬃculties; in Section 4 , the EPS-MOR algorithm is explained;
then, the experimental setup and the results will be presented and
analyzed in Section 5 ; ﬁnally, the main conclusions will be sum-
marized in Section 6 . 
2. Multi-output regression 
Multi-output regression, also known as multivariate or multi-
target regression, is a task that involves the prediction of multiple
continuous values by using a set of input variables or fea-
tures [13] (so the problem is also multivariable). Consider a
training set D = { ( x 1 , y 1 ) , . . . , ( x n , y n ) } with n instances, each of
them composed of d descriptive attributes and q target variables.
Formally, a multi-target regression problem can be deﬁned as the
task of learning a model h : X → Y, where X ⊆ R d is a set of input
attributes, and Y ⊆ R q consists of a set of target variables that,
given an unlabeled input instance x , can predict its output set of
variables [14,15] . 
A simple approach to multi-output regression would be to con-
sider each of the outputs to be predicted as independent, and to
learn a different model for each of them (commonly known as the
single-target method). However, this procedure was incapable of
exploiting the existing relationships between the different outputs.
In fact, the models that exploit those relationships have proven
that they can give much better results than those obtained by
independent models [2,16,17] . Two strategies are commonly con-
sidered for dealing with multi-label/multi-output data sets: data
transformation and algorithm adaptation [2] . The former is mainly
based on transforming the multi-output label data set into a set
of single-target data sets, which are then used for training a model
for each target. The prediction is made by concatenating the differ-
ent predictions of each regressor. In this work, we used four data-
transformation methods implemented in Mulan [18] : 
• Single-target regressor: the equivalent of the binary relevance
method [19] for regression. Binary relevance creates as many
single-label data sets as there are labels in the original multi-
label data set. A classiﬁer is then trained with each of these
sets. Single-target regressors perform in the same way, but a
regressor instead of a classiﬁer is trained. 
• Multi-target stacking: inspired by the stacked binary relevance
technique, adapts the idea of stacked generalization [20] to
multi-label learning. It consists of two stages: in the ﬁrst
stage, as many independent models as outputs are trained
(as in single-target); these models are used to generate meta-
variables for use at a later stage. The second stage builds the
same number of models as the previous stage, but the origi-
nal instances are augmented by the estimation of the values of
their target attributes. 
• Regressor chain: inspired by the classic classiﬁer chains
method [21] . Several regressors are chained in sequence, theﬁrst learns the relation between the inputs and the ﬁrst out-
put, the second uses the inputs and the output of the ﬁrst to
learn the second output,...: the last regression model attempts
to predict the last output using all the inputs and all the out-
puts predicted by the previous regressors. The drawback of this
method is that it is highly affected by the order in which the
outputs are sorted in the chain. 
• An ensemble of regressor chains serves to mitigate the inﬂu-
ence of the order in the chaining order, by combining several
regressor chains with different chaining orders in an ensemble.
. Prototype selection and state-of-the-art 
The task of selecting a subset of a large number of instances,
xamples or points, that are able to preserve the predictive ca-
abilities of the entire set is an important and well-known prob-
em in Machine Learning. These elements, that are able to summa-
ize the whole data set, are called prototypes, representatives, or
xemplars. 
.1. Prototype selection for single-label/output data 
Prototype selection, also known as instance selection [5] , is the
ask of selecting the most relevant instances/prototypes/examples
rom a data set. The aim of these algorithms is to obtain a sub-
et of the original data set with the same (or in certain cases even
igher) predictive capabilities than the original set [22] . In other
ords, given a training set, T , the problem is to select a subset
 ⊆T , so that S contains no irrelevant or superﬂuous instances, and
o that the accuracy of a predictor trained with S is similar to the
esults of having used T [23] (or even better if the prototype se-
ection method is capable of removing those instances that com-
licate the learning task, such as noise and anomalies). 
Prototype selection is a multi-objective problem [24] : both
ccuracy and compression are important. A properly performed
nstance selection ﬁrst removes noise and then compresses the
emaining data. At the noise removal stage, both objectives can
requently be improved; removing the few noisy instances also
owers the RMSE and increases the compression. So, if the data set
s more strongly compressed, improving compression worsen the
MSE , and the reverse. 
The ﬁrst prototype selection proposals for the nearest neighbor
lassiﬁer date back to the late sixties and early seventies, where
he two ﬁrst methods, Condensed Nearest Neighbor [25] (CNN) and
dited Nearest Neighbour [26] (ENN), were proposed. Since then, a
arge number of different proposals have emerged. A detailed re-
iew of these methods is beyond the scope of the paper, although
e recommend [5] to readers with an interest in those methods. 
.2. Subset representatives selection 
The problem of ﬁnding a subset of representative examples that
re able to summarize the whole data set has also been widely
esearched in such ﬁelds as computer vision, image processing,
ioinformatics, and recommender systems, among others [27] . In
hese kinds of applications, the instances/examples are usually re-
erred to as representatives or exemplars [28] . 
According to the type of information that representatives selec-
ion seeks, these algorithms can be divided into two groups. The
rst one assumes that data sets can be summarized with low-
imensional subspaces [29] . The algorithms of the second group
se similarities/dissimilarities between pairs of instances instead
f measurement vectors [30] , which gives better results on high-
imensional data sets and makes possible to consider models be-
ond linear subspaces [28] . 
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 The problem of ﬁnding data representatives has been broadly
esearched [29,31] . Although, as for prototype selection, a thorough
eview of these methods is not the aim of this paper. 
.3. Evolutionary methods of prototype selection 
Evolutionary algorithms make no assumptions about data set
roperties. Instead, they empirically verify large numbers of differ-
nt subsets in an intelligent way to minimize the search in the so-
ution space. This approach frequently yields much more eﬃcient
olutions than those that are achievable with non-evolutionary
ethods. Regarding prototype selection, evolutionary algorithms
ave shown better results than other approaches to the prob-
em [32,33] . On the other hand, the good results usually imply
uch higher computational cost. Below, we brieﬂy review the
pplication of some evolutionary algorithms for instance selec-
ion for single-label classiﬁcation tasks that can be found in the
iterature. 
The ﬁrst proposals of evolutionary instance selection methods
ere based on the application of conventional evolutionary search
lgorithms to the selection of prototypes [34,35] . Tolvi [36] used
enetic algorithms for outlier detection and variable selection in
inear regression models, performing both operations simulta-
eously. In [37] , an algorithm called Cooperative Coevolutionary
nstance Selection (CCIS) was presented. The method used two
opulations that were evolved cooperatively. The training set was
ivided into approximately N equal parts, and for each part a
ubpopulation of the ﬁrst population was used. Each individual
n a subpopulation encoded a subset of training instances. Like-
ise, each subpopulation was evolved using a standard genetic
lgorithm for its evolution. The second population consisted of
ombinations of instance sets. The population of individuals kept
rack of the best combinations of selectors for different subsets of
nstances, yielding a ﬁnal selection that had the most promising
ombination for the whole data set. 
Antonelli et al. [38] presented a complex genetic algorithm
or dealing with prototype selection. They tackled the problem
hrough a co-evolutionary approach in the framework of multi-
bjective evolutionary fuzzy systems. During the execution of the
earning process, a genetic algorithm periodically evolved a popu-
ation of reduced training sets. The single-objective algorithm aims
o optimize an index that measures how close the results obtained
ith the reduced set are from those obtained when using the
hole data set. 
To the best of our knowledge, there are only three papers that
escribe the application of multi-objective evolutionary algorithms
or prototype selection. All of them have been published in the last
wo years and were designed for single-label classiﬁcation prob-
ems. 
In [39] , the MOEA/D algorithm was used to integrate instance
election, instance weighting, and feature weighting. The paper
as focused on the use of co-evolution to approach the simultane-
us selection of instances and hyper-parameters to train an SVM.
he optimization criteria were the reduction of the training set and
he performance (when the reduced set was used to train an SVM
ith the hyper-parameters found for the algorithm). 
Another interesting approach is the one proposed by Escalante
t al. [40] , consisting in updating the training and validation parti-
ions at each iteration of the genetic algorithm, in order to prevent
he prototypes from overﬁtting a single validation data set. 
In [41] Acampora et al. proposed a multi-objective training set
election. Their algorithm was mainly based on the evolutionary
lgorithm PESA-II [42] and was used for improving the perfor-
ance of SVM by proper training set selection. They included sev-
ral modiﬁcation in their design for improving the performance of
he PESA-II as a prototype selection algorithm. Table 1 shows a comparison between the method proposed in
his paper (EPS-MOR) and all the aforementioned algorithms. 
.4. Prototype selection for multi-output data 
Even though prototype selection has been broadly researched
or single-label classiﬁcation and, to a lesser degree, for single-
utput regression; the same can not be said for multi-label/multi-
utput [11] . In the same way as classiﬁer or regressor adaptation to
ulti-output, two approaches can be used for adapting single-label
rototype selection methods to multi-output scenarios: data trans-
ormation (i.e. transform original multi-output data sets on one or
ore single-label data sets) and method adaptation (i.e. adapt the
riginal single-label prototype selection methods, so that they can
rocess multi-output data sets). Data transformation techniques for
rototype selection were studied in [11] . Regarding method adapta-
ion, there are currently only three prototype selection algorithms
apable of processing multi-label data sets: 
• Charte et al. [43] proposed a heuristic undersampling method
for imbalanced multi-label data sets based on the canonical
Wilson Editing method [26] . 
• Kanj et al. [44] proposed a prototype selection method, also
based on Wilson Editing, that aims to purify the data set by
removing harmful instances. 
• Arnaiz-González et al. [45] recently proposed a method for
adapting the local-set concept, successfully used on single-label
instance selection methods [24,46] , to multi-label data sets. It
was used for adapting two single-label instance selection meth-
ods, LSSm and LSBo, to multi-label learning. 
To the best of our knowledge, there are no prototype selection
lgorithms capable of processing multi-output regression data sets.
o, up until now, it has not been possible to exploit the advantages
ffered by the prototype selection methods for this kind of prob-
em: namely the speeding up of model learning, by means of data
et size, and the performance increase of the trained models, as a
onsequence of the reduction of noisy and anomalous instances. 
The challenges of prototype selection for multi-output data sets
re manifold. One is related to the diﬃculties associated with pro-
otype selection for regression [6] (it is usually diﬃcult for the pro-
otype selection algorithms for regression to improve the predictive
apabilities of the methods trained with the selected subset [7] ),
nd the other is related to the problems that arise when prototype
election is applied to multi-label data sets [43] . 
. Evolutionary prototype selection for multi-output regression 
EPS-MOR) 
In this section, EPS-MOR, the proposed evolutionary method of
rototype selection for multi-output regression is presented. The
im of EPS-MOR is to obtain several possible reduced training sets,
hich minimize two criteria: the training set size and the pre-
iction error of a model trained on the reduced data set. Our
ethod uses as a search algorithm a multi-objective genetic algo-
ithm based on NSGA-II as a search algorithm to ﬁnd the optimal
olutions. The ﬁrst criterion (compression) is just the ratio between
he size of the selected subset and the size of the original set. The
econd criterion is the prediction error on the test set, which dur-
ng the prototype selection process is approximated by the predic-
ion error on the training set, because the output values of the test
et instances are normally unknown just before the training starts.
Some characteristics of EPS-MOR worth highlighting are: 
• For the ﬁrst time, a prototype selection for multi-output regres-
sion is presented. 
• Use of multi-parent multi-point crossover with optimized num-
bers of splits and parents. 
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Table 1 
Comparison between the proposed method and several evolutionary instance selection algorithms. For each method the table shows the type of data 
set to which is applied (single-label or multi-output), the type of function is optimizing (single-objective or bi-objective), the evolutionary algorithm 
used for the search, the type of crossover and mutation operators, and if it uses Pareto fronts, how they are used. 
Algorithm Label Objective Evol. algorithm Crossover Mutation Pareto front 
CHC [35] Single-label Single-objective CHC Single-point - - 
GGA [34] Single-label Single-objective - Single-point Symmetric - 
CCIS [37] Single-label Single-objective - Two-point Symmetric - 
Tolvi [36] Single-output Single-objective - Single-point Symmetric - 
PAES-SOGA [38] Single-output Single-objective (2 + 2)M-PAES Single-point Symmetric - 
EMOMIS [39] Single-label Bi-objective MOEA/D Single-point Symmetric Ensemble combination 
MOPG [40] Single-label Bi-objective NSGA-II Multi-point Symmetric Highest accuracy 
Pareto-TSS [41] Single-label Bi-objective PESA-II Single-point Asymmetric Sum model 
EPS-MOR Multi-output Bi-objective NSGA-II Multi-point Asymmetric 3-front combination 
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t  • Use of up to three populations with different initialization and
mutation probabilities. These three can be merged into a single
Pareto front, in order to reduce overﬁtting and improve cover-
age of the solution space. 
• Use of asymmetric mutation: making it possible to have data
sets with lower error in the populations. 
• Eﬃcient evaluation of the ﬁtness function by pre-calculating
and reusing the distances matrices for k -NN (calculated and
sorted only once at the beginning of the process). 
In the following sections more details are given of certain rele-
vant steps of the method. 
4.1. Basic concepts of evolutionary prototype selection 
Prototype selection is a bi-objective task with two goals: min-
imization of the number of instances in the training set (com-
pression) and maximization of the prediction quality of the model
trained on the selected instances [24] . In the case of the regres-
sion task, the prediction quality is commonly measured by using
the mean squared error on the test set. 
Each individual in the population represents a set of selected
instances. Every single position in the individual chromosome rep-
resents an instance of the training data set. A value of 1 at a given
position means that the corresponding instance is selected and a
value of 0 means that is rejected. 
In standard (single-objective) genetic algorithms used for proto-
type selection, both objectives are incorporated into a single ﬁtness
function, which measures the quality of the obtained solution. One
of the simplest versions of a ﬁtness function is shown in Eq. (1) : 
ﬁtness = 
(
γ
avgRMSE 
rmse 
+ (1 − γ ) avgN umI nstances 
numInstances 
)p 
(1)
where, the RMSE is the root mean square error of the model
trained on the current training set, avgRMSE is the average RMSE
over the whole population of training sets, numInstances is the
number of selected instances in the current training set, and avgN-
umInstances is the average number of selected instances over the
whole population of training sets. γ is a value between 0 and 1
that controls the importance given to each of the objectives. p is a
positive real number, controlling the steepness of the ﬁtness func-
tions, i.e. how much the better solutions are favored. 
As may be deduced, the most time-consuming part of the ge-
netic algorithm is the evaluation of the ﬁtness function value, as
it requires a calculation of the RMSE performed by the predictive
model on the training set. (In the method that is presented, special
effort was spent on reducing this time, as will be discussed later.) 
There are two problems with the single-objective approach.
First, we must know which weights to assign to each criterion.
Second, if we need several solutions with different weights, then
the optimization needs to be run several times: each time with aifferent γ value ( Eq. (1) ) to achieve one solution, which is deﬁ-
itely a time-consuming process. 
.2. Multi-objective genetic algorithms for prototype selection 
The main advantage of multi-objective evolutionary algorithms
s that they do not require the coeﬃcients that indicate the ex-
ected balance between the objectives ( γ value of Eq. (1) ) to be
etermined. Instead, these algorithms produce a set of solutions
hat generate the highest ﬁtness, i.e. the result of the algorithm
s the front of the non-dominated individuals (Pareto front) with
ifferent trade-offs between objectives. Solutions based on Pareto-
ront and domination between individuals [47] can be divided into
anking, elitist and diversity maintaining methods [48] . 
A solution x dominates another solution y (with the minimiza-
ion goal) if it achieves better (lower) or equal values of all objec-
ive functions (of all criteria), and additionally better value of at
east one objective function (one criterion) [49] , this is when both
quations below are satisﬁed: 
ob j i ( x ) ≤ ob j i ( y ) for all i 
ob j i ( x ) < ob j i ( y ) for at least one i 
(2)
here i is the objective function index ( i = 1 . . . O ), O is the number
f objectives, and obj i (...) is the objective function. The examples of
omination between individuals and the Pareto front can be seen
n Fig. 2 . 
Despite the fact that several multi-objective evolutionary algo-
ithms have been proposed [12] , the NSGA-II algorithm is the most
requently used and one of the best for bi-objective problems. (For
ore than two objetives, there is an extension of the aforemen-
ioned algorithm called NSGA-III [50] ). 
.3. Genetic operators 
Seeking to obtain the best results for the prototype selection
roblem, several improvements to the genetic operators were in-
roduced, as explained below. 
.3.1. Crossover 
There are two commonly used crossover schemes: single-point
nd many-point split. The former takes two parents and randomly
etermines one split point. The child inherits the ﬁrst part of the
hromosome from the ﬁrst parent, and the second part from the
econd parent. Instead of a single-point split, many can be used,
o the offspring is formed combining multiple parts of its two
arents. Also, instead of two parents, the new individual can be
btained by combining several parts of multiple parents. In the
ethod proposed in this paper, multi-point multi-parent crossover
as used, since for the prototype selection task, a signiﬁcant im-
rovement of the convergence was observed. Nevertheless, using
oo many split points may not allow the genetic algorithm to build
M. Kordos, Á. Arnaiz-González and C. García-Osorio / Neurocomputing 358 (2019) 309–320 313 
Fig. 1. Formation of a single Pareto front during the prototype selection process. 
Fig. 2. Formation of a Pareto front using three sub-fronts during the prototype selection process. 
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1 Each individual representing the instances selected from the original data set. ffectively the highly ﬁtted blocks in the chromosome, as their
onstruction will be permanently disrupted. Experimentally, we
erived the formula shown in Eq. (3) , explained later at the end
f Section 5.2 . 
.3.2. Mutation 
There are cases where a genetic algorithm can ﬁnd the opti-
al solutions even without the mutation operator. For example,
hen the chromosome is short enough and the population is large
nough. However, in other cases the mutation operator is crucial,
specially in the ﬁnal stages of the process, where the diversity of
he population is limited and some optimal positions in the chro-
osome may no longer exist in any individual. (Or even if they
o exist, the individual may have low ﬁtness and therefore a low
robability of selection as a parent for the next generation.) 
Commonly, in evolutionary algorithms, a symmetric mutation
perator is used, i.e. the probability of switching from 1 to 0 is the
ame as from 0 to 1. The problem that arises is that symmetric
utation exerts a pressure on the process to set, on average, the
ame number of ones and zeros as in the initial population. That
roblem is also one of the reasons why the multi-objective proto-
ype selection genetic algorithms tend to contract the Pareto front,
ot including the solutions that have selected either very few or
oo many instances. 
In the problem of prototype selection, we are not interested
n extreme data set reduction, if it is at the cost of worsening
he error too much (which will make the selection useless in real
pplications, as the subset would not be representative of the
riginal data set, leaving it of no use for learning tasks). We are
nterested in reductions that keep the statistical properties of the
riginal data set, but allowing predictors with lower errors and
ood generalization to be obtained. 
In some data sets, the lowest error is obtained when quite
 lot of instances are rejected, say 40% or 50%. In that case,
here is no problem and the symmetric mutation will do properly.onetheless, for other data sets obtaining the lowest error requires
ejecting very few instances, frequently below 10%. In these cases,
e should enforce those solutions will be found by generating the
nitial population with much more ones than zeros in the chromo-
ome and using the asymmetrical mutation operator to maintain
his proportion as the process progresses. Thus, for example the
robability of switching from 0 to 1 can be 90%, while the proba-
ility of switching from 1 to 0 will be 10%. 
.4. Extending the Pareto front 
In a typical optimization process, where the genetic algorithm
irectly optimizes the ﬁnal objectives, a simple approach to ﬁnd
he best possible solution is to increase the number of iterations.
evertheless, prototype selection belongs to a different class of
roblems, because the optimization is performed on the training
et (the test set is unknown during the optimization), yet one of
he objectives is to reduce the RMSE in the test. For this reason,
he RMSE on the training set is minimized during prototype selec-
ion, assuming that it yields a decrease of the RMSE on the test
et. 
It is similar to the process of training a predictive model. Anal-
gously, as we cannot train the model for too many iterations, we
annot run the genetic optimization too long, because overﬁtting
egins to occur at a certain point; the RMSE is constantly decreas-
ng on the training set, but at a certain point it begins to increase
n the test set. The simplest solution to this problem is to use early
topping, which in our preliminary experiments worked well in
ore than half of the data sets. 
For explanatory purposes, let us consider the idealized situa-
ion shown in Figs. 1 and 2 . At the beginning of the optimization,
ll positions in all chromosomes have random values. Thus, the lo-
ations of all the individuals 1 in the compression- RMSE space are
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Table 2 
Summary of data sets characteristics: name, domain, number of instances, features, 
and targets. 
Data sets Domain Instances Attributes Targets 
Num. Nom. 
Andromeda Water 49 30 0 6 
Slump Concrete 103 7 0 3 
EDM Machining 154 16 0 2 
ATP7D Forecast 296 211 0 6 
Solar ﬂare 1 Forecast 323 0 10 3 
ATP1D Forecast 337 411 0 6 
Jura Geology 359 15 0 3 
Online sales Forecast 639 401 0 12 
ENB Buildings 768 8 0 2 
Water quality Biology 1 060 14 0 16 
Solar ﬂare 2 Forecast 1 066 0 10 3 
SCPF Forecast 1 137 23 0 3 
River ﬂow 1 Forecast 9 125 64 0 8 
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2 Available at http://mulan.sourceforge.net/datasets-mtr.html . very close to each other and they all have a relatively poorly bal-
anced compression- RMSE for any γ value in Eq. (1) . These loca-
tions are shown in Fig. 1 (a), where the blue diamonds represent
the solutions of the evolutionary algorithm. Each solution (set of
selected instances) on the Pareto front of the training set is used
to train a model. The green circles (connected with the thick line)
represent the RMSE value obtained from the regressor that was
in turn trained using the selected subset applied to the training
subset itself. Obviously, this RMSE is a very optimistic estimation
of the error as the same data set is used both for training and
testing. The result of the model on the test set is expected to be
higher and, in the ﬁgures, it is represented by an orange square
just above the green circle (both marks: the orange square and the
green circle are obtained from the same training set of selected in-
stances, hence they have the same compression value — the com-
pression of the selected training set). As the green circles, the or-
ange squares are connected by a line, although this time a thin
one that represents the expected Pareto front on testing. The base-
line represented by the horizontal line is the RMSE on the training
set obtained by the regressor trained on the original full size data
set. 
As the optimization progresses, the points move gradually to
the positions shown in Fig. 1 (b), and then 1 (c). But, before they
reach the positions in Fig. 1 (c), the overﬁtting has already started
to happen (the green thick line in Fig. 1 (c) is lower than in
Fig. 1 (b), and the thin orange line is situated at a higher point,
i.e. more RMSE ). 
Nonetheless, as shown in Fig. 2 (c), when there are more fronts,
solutions with low compression and low RMSE are reached before
overﬁtting occurs. (The thick green line in Fig. 2 (c) is lower than
in Fig. 2 (b), and the thin orange line is also lower). 
Frequently we do not need the front to be extended in the di-
rection of low compression (high retention rate), because the low-
est RMSE is already reached below the baseline in Fig. 1 (b) and
will probably not improve any further. However, if the lowest RMSE
is at or above the baseline, we may want to search for a solution
with an even lower RMSE . Running the optimization for more iter-
ations will not always lower the RMSE , as it will also cause over-
ﬁtting. We therefore need to obtain more fronts, which we call
sub-fronts, to cover a broader space without overﬁtting. The sub-
fronts are obtained by generating the initial populations with dif-
ferent proportions of 0 and 1, and then, using different probabil-
ities in the mutation phase, so that the percentage of 0s and 1s
in the chromosomes remain relatively close to the proportions in
the initial populations, as it is shown in Fig. 2 (a). Finally, the sub-
fronts will be merged into one Pareto front (and thus some points
from some sub-front may not be included in the ﬁnal front, if the
points from another sub-front satisfy both objectives with greater
accuracy). 
4.5. Summary of EPS-MOR 
In summary, the sequence of steps of the proposed method is: 
1. Calculate and sort the distance matrices that will be used later
by k -NN based predictive models. 
2. Obtain the Pareto front of the selected test sets: 
(a) Initialize the population P with S individuals, with different
proportions of 0s and 1s in each front. 
(b) Start the iterative prototype selection process: 
i. Evaluate the population P according to the two objec-
tives: compression and average RMSE . 
ii. Select the individuals that will be included in each of the
fronts. First, the non-dominated individuals from P pop-
ulations are transferred to the ﬁrst front. Then, the next
front is selected from remaining individuals. This processperformance is optimized by Fast Non-dominated Sort
(for further details see [12] ). 
iii. Calculate crowding distances. Within each front a crowd-
ing distance for each individual is calculated (for fur-
ther details see [12] ). It determines the distance between
neighboring individuals from a given front and promotes
more diverse solutions in the following selection process.
iv. Apply the multi-point multi-parent crossover. In this step
a population P ′ with s children is created. For each child,
a number of parents is chosen using ranking selection
(using values speciﬁc to each front and then crowding
distance — individuals with smaller values are selected). 
v. Apply the mutation operator with probabilities speciﬁc
to each front. 
vi. Merge the populations. Populations P and P ′ are merged
into a single one ( P = P ∪ P ′ ). 
vii. Select the individuals that will be included in the com-
bined front and calculate the crowding distances for the
merged population P . 
viii. From the population P (with size 2 · s ) s best individuals
are selected. In this selection, the individuals from the
front are prioritized. If the front has less than s individ-
uals, all of them are included and the rest, up to s , are
randomly selected from the rest of individuals of popu-
lation P not in the front. If in the front there are already
more than s individuals, only the s with largest crowding
distance are selected. 
ix. Evaluate the stopping criterion. The algorithm stops if
the criterion is met, otherwise the algorithm will per-
form the next iteration. 
(c) Return, as the result of the prototype selection process, the
ﬁrst front of non-dominated solutions with all the solutions
found (each of them represents a reduced data set). 
3. Check whether the next front is required: if so, go to point 2a. 
4. Merge all fronts into one ﬁnal front of solutions. 
. Experimental evaluation 
The performance of EPS-MOR was experimentally evaluated in a
0-fold cross-validation process using several multi-output regres-
ors and compared with the results of training the regressors using
he original data sets. The software was written in C# language for
erforming the prototype selection process, and Mulan [18] was
sed to evaluate the results. The experiments were performed on
he 13 multi-output regression data sets (see Table 2 ) that are the
enchmark ﬁles available from the Mulan project website 2 . All the
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Fig. 3. The graphical representation of the experimental process. 
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Fig. 4. Schematic representation of the different instance selection solutions se- 
lected for the experimental comparisons. Baseline represents the RMSE obtained 
with the test set of the regressor trained on the original training data set. 
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 oftware and data sets used in the experiments can be downloaded
rom http://kordos.com/eps-mor . 
.1. Experimental setup 
The experimental setup is presented in Fig. 3 . First of all, two
dditional pre-processing steps were performed: missing data im-
utation (replacing missing values by the mean of the feature),
nd nominal attribute replacement (transforming them into binary
nes) 3 . 
During training, the distance matrices were ﬁrstly computed
nd sorted. Then the NGSA-II algorithm was used for searching
he solution space. Initially, the population was randomly gener-
ted with a 0.5 probability of 0 and 1 at each position, equal to the
robability of either selecting or rejecting each instance (if needed,
he next two sub-fronts were obtained, with different proportions
f 0s and 1s, and all the sub-fronts merged into the ﬁnal Pareto
ront). 
In the testing part, the base regressor was k -NN ( k =
 , 3 , 5 ) adapted to multi-output regression by four different tech-
iques [14] : single-target regressor, multi-target stacking, regressor
hain, and ensemble of regressor chains. All of the parameters of
he regressors were set to the default values in Mulan. The aver-
ge root mean squared error ( RMSE ) was used as a measure of the
rediction quality: 
MSE = 1 
q 
q ∑ 
j=1 
√ ∑ n 
i =1 
(
y i j − ˆ yi j 
)2 
n 
here, n is the number of instances, q the number of outputs, y i 
nd ˆ yi are, respectively, the vector of the actual and the predicted
utputs for x i . 
In a typical case, Fig. 4 shows the Pareto front obtained in
raining (green circles), some of the solutions of this front (orange
quares) and their positions in testing, and a horizontal line repre-
enting the error obtained by the regressor trained with the whole
ata set. As can be seen, the solutions that ﬁnd themselves exactly
n the Pareto front in training are displaced when the testing er-
or is considered (although their compression is exactly the same,3 Both the missing data imputation and nominal to binary features replacement 
ere performed by using Weka [51] . 
 
 
 heir RMSE can differ). However, it is expected that most of them
ill be close enough to the ideal Pareto front in testing (some ex-
eptions are mentioned in the discussion of the experiments). 
The results of a multi-objective evolutionary algorithm simulta-
eously yield several solutions. These results are always advanta-
eous, since one could then either choose solutions with higher
ompression, or solutions with a lower error, depending on the
peciﬁc needs of the problem to solve (as discussed later on, the
igh cost, traditionally associated with genetic algorithms, is not
o high, if they are carefully implemented). Nevertheless, to facili-
ate the analysis of the experimental results, only 3 representative
olutions were considered: 
• EPS-MOR-1st: The ﬁrst point of the Pareto Front, i.e., the solu-
tion with the lowest compression and with the lowest RMSE on
the training set. Although it is not guaranteed that this subset
will produce the lowest RMSE on the training set in every case,
it will usually do so. 
• EPS-MOR-bsl: The point of the Pareto front when the front
intersects the baseline on the test set (we understand the
baseline to be the RMSE obtained on the test set with the
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Table 3 
Summary of the parameters’ values of EPS-MOR used in the experiments. 
Parameter Value 
Number of epochs 25 
Number of individuals 96 
Number of parents and crossover points given by Eq. (3) 
Initialization probability 0.5 (1 st front), 0.8 (2 nd front), 0.92 (3 rd front) 
Mutation probability (1 st front) 0.005 from 1 to 0 and from 0 to 1 
Mutation probability (2 nd front) 0.002 from 1 to 0 and 0.008 from 0 to 1 
Mutation probability (3 rd front) 0.001 from 1 to 0 and 0.009 from 0 to 1 
Crossover probability 100% 
Inner regressor set of single target k -NN regressors 
Table 4 
Summary of the results for the RMSE with k -NN regressor with k = 1 (lower is better). The best result for each data set (and regressor) and the best values are 
highlighted in bold. 
(a) single-target (b) stacking of single-target 
Data set Original EPS-MOR Data set Original EPS-MOR 
1st bsl 5pc 1st bsl 5pc 
Andromeda 0.4478 0.4419 0.4419 0.5151 Andromeda 0.4478 0.4419 0.4419 0.5151 
SCPF 0.9580 0.7633 0.8556 0.8556 SCPF 0.9580 0.7633 0.8556 0.8556 
Water quality 0.9421 0.8944 0.9036 0.9036 Water quality 0.9421 0.8944 0.9036 0.9036 
Solar ﬂare 1 1.2250 0.8985 1.1894 1.2981 Solar ﬂare 1 1.2312 0.8988 1.1832 1.2923 
Solar ﬂare 2 0.9353 0.8396 0.9193 0.9557 Solar ﬂare 2 0.9506 0.8389 0.9203 0.9558 
Slump 0.9086 0.8031 0.8857 0.9468 Slump 0.9086 0.8031 0.8857 0.9468 
ATP1D 0.5535 0.5151 0.4872 0.6966 ATP1D 0.5535 0.5151 0.4872 0.6966 
ATP7D 0.7823 0.7342 0.7412 0.7844 ATP7D 0.7823 0.7342 0.7412 0.7844 
EDM 0.6035 0.5252 0.5970 0.6718 EDM 0.6035 0.5252 0.5970 0.6718 
River ﬂow 1 0.0901 0.0661 0.0786 0.0786 River ﬂow 1 0.0901 0.0661 0.0786 0.0786 
ENB 0.5732 0.5257 0.4 4 43 0.4 4 43 ENB 0.5732 0.5257 0.4 4 43 0.4 4 43 
Jura 0.8133 0.8059 0.8059 0.8577 Jura 0.8133 0.8059 0.8059 0.8577 
Online sales 0.9003 0.8589 0.8956 0.9637 Online sales 0.9003 0.8589 0.8956 0.9637 
Average 0.7487 0.6671 0.7112 0.7671 Average 0.7503 0.6670 0.7108 0.7666 
(c) chain of k -NN regressors (d) ensemble of chains 
Data set Original EPS-MOR Data set Original EPS-MOR 
1st bsl 5pc 1st bsl 5pc 
Andromeda 0.4478 0.4419 0.4419 0.5151 Andromeda 0.4114 0.4912 0.4912 0.5555 
SCPF 0.9580 0.7633 0.8556 0.8556 SCPF 0.8266 0.7453 0.7938 0.7938 
Water quality 0.9421 0.8944 0.9036 0.9036 Water quality 0.8284 0.7983 0.8138 0.8138 
Solar ﬂare 1 1.2525 0.8976 1.1832 1.2959 Solar ﬂare 1 1.1081 0.8928 1.0540 1.1344 
Solar ﬂare 2 0.9799 0.8387 0.9193 0.9549 Solar ﬂare 2 0.9234 0.8164 0.8776 0.8831 
Slump 0.9086 0.8031 0.8857 0.9468 Slump 0.7516 0.7861 0.8507 0.9070 
ATP1D 0.5535 0.5151 0.4872 0.6966 ATP1D 0.4772 0.5555 0.5330 0.6893 
ATP7D 0.7823 0.7342 0.7412 0.7844 ATP7D 0.6810 0.6702 0.7035 0.7051 
EDM 0.6035 0.5252 0.5970 0.6718 EDM 0.5804 0.5228 0.6146 0.7409 
River ﬂow 1 0.0901 0.0661 0.0786 0.0786 River ﬂow 1 0.0837 0.0659 0.0784 0.0784 
ENB 0.5732 0.5257 0.4 4 43 0.4 4 43 ENB 0.4623 0.4175 0.3883 0.3883 
Jura 0.8133 0.8059 0.8059 0.8577 Jura 0.7304 0.7431 0.7431 0.8020 
Online sales 0.9003 0.8589 0.8956 0.9637 Online sales 0.7907 0.7786 0.8086 0.8781 
Average 0.7542 0.6669 0.7107 0.7668 Average 0.6658 0.6372 0.6731 0.7207 
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 regressor trained on the whole training set). This result would
usually correspond to a solution with a RMSE that is close to
the one obtained with the whole data set, but with higher com-
pression than EPS-MOR-1st. 
• EPS-MOR-5pc: The point of the Pareto front that shows a 5%
higher RMSE on the test set than the ﬁrst solution (EPS-MOR-
1st). That solution has a worse RMSE , but with much more
compression than EPS-MOR-1st. 
At times, some of the solutions can actually be the same: for
example, if the ﬁrst point is above the baseline, EPS-MOR-1st and
EPS-MOR-bsl share the same RMSE . It is also possible that EPS-
MOR-5pc might have a lower error than, for example, the error
of the EPS-MOR-1st plus 5%, if the last point of the Pareto front
is reached and its error is still not 5% higher than EPS-MOR-1st.
Even in some cases, the ﬁrst point of the Pareto front has higher
error than some of the next points and EPS-MOR-bsl could be even
better than EPS-MOR-1st, for some data sets. .2. Parameters of the evolutionary prototype selection algorithm 
An initial exploratory analysis was performed before the exper-
ments, in order to select the best parameters for EPS-MOR. De-
pite the fact that a carefully and customized parameter tuning for
ach data set could have achieved better results, we launched all
he experiments with a common conﬁguration of parameters for
ll data sets. Table 3 shows the values of the parameters ﬁnally
sed, which are explained in greater detail below. 
• Initialization: the initial probability in the ﬁrst Pareto front was
that the chromosomes of the individuals would have a value
of 1 in a position is 0.5. This probability increased to 0.8 for
the individuals in the second Pareto front (if needed), and to
0.92 for the individuals in the third Pareto front (if needed).
Nevertheless, the ﬁrst Pareto front was suﬃcient in 59% of our
experiments, as the RMSE obtained with it was already below
95% of the baseline and the inclusion of additional fronts did
not reduce the RMSE any further. 
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Table 5 
Summary of the results for the RMSE with k -NN regressor with k = 3 (lower is better). The best result for each data set (and regressor) and the best values are 
highlighted in bold. 
(a) Single-target (b) Stacking of single-target 
Data set Original EPS-MOR Data set Original EPS-MOR 
1st bsl 5pc 1st bsl 5pc 
Andromeda 0.5870 0.5066 0.5810 0.6491 Andromeda 0.5642 0.4663 0.5659 0.6078 
SCPF 0.8430 0.7366 0.8224 0.8646 SCPF 0.8578 0.7356 0.8232 0.8650 
Water quality 0.7884 0.7804 0.7770 0.8103 Water quality 0.7878 0.7853 0.7841 0.8356 
Solar ﬂare 1 1.0279 0.9096 0.9897 0.9897 Solar ﬂare 1 1.0607 0.9086 0.9871 0.9871 
Solar ﬂare 2 0.9072 0.8592 0.8772 0.8772 Solar ﬂare 2 0.9056 0.8684 0.8886 0.8886 
Slump 0.70 0 0 0.7398 0.7398 0.7694 Slump 0.6 86 8 0.7708 0.7708 0.7793 
ATP1D 0.4389 0.4577 0.4577 0.4698 ATP1D 0.4391 0.4580 0.4580 0.4702 
ATP7D 0.6268 0.6360 0.6360 0.6643 ATP7D 0.6268 0.6361 0.6361 0.6644 
EDM 0.5866 0.5833 0.5833 0.6190 EDM 0.5715 0.5806 0.5806 0.6165 
River ﬂow 1 0.0929 0.0717 0.0744 0.0744 River ﬂow 1 0.0934 0.0728 0.0756 0.0756 
ENB 0.2967 0.3049 0.3049 0.3117 ENB 0.2764 0.2965 0.2965 0.3039 
Jura 0.7229 0.7273 0.7273 0.7713 Jura 0.7350 0.7385 0.7385 0.7739 
Online sales 0.8001 0.8199 0.8199 0.8938 Online sales 0.7983 0.8240 0.8240 0.9016 
Average 0.6476 0.6256 0.6454 0.6742 Average 0.6464 0.6263 0.6484 0.6746 
(c) chain of k -NN regressors (d) ensemble of chains 
Data set Original EPS-MOR Data set Original EPS-MOR 
1st bsl 5pc 1st bsl 5pc 
Andromeda 0.5700 0.4976 0.5915 0.6409 Andromeda 0.5999 0.5285 0.6112 0.6620 
SCPF 0.8333 0.7356 0.8188 0.8620 SCPF 0.7763 0.7370 0.7862 0.8181 
Water quality 0.7890 0.7871 0.7846 0.8074 Water quality 0.7654 0.7653 0.7689 0.7945 
Solar ﬂare 1 1.0187 0.9106 0.9824 0.9824 Solar ﬂare 1 1.0129 0.8924 0.9241 0.9241 
Solar ﬂare 2 0.8876 0.8593 0.8858 0.8858 Solar ﬂare 2 0.9149 0.8517 0.8606 0.8606 
Slump 0.7209 0.7508 0.7508 0.7786 Slump 0.7166 0.7249 0.7249 0.7588 
ATP1D 0.4372 0.4577 0.4577 0.4695 ATP1D 0.4315 0.4 4 49 0.4 4 49 0.4659 
ATP7D 0.6243 0.6343 0.6343 0.6608 ATP7D 0.6083 0.6066 0.6066 0.6232 
EDM 0.5749 0.5833 0.5833 0.6107 EDM 0.6278 0.6161 0.6161 0.6773 
River ﬂow 1 0.0930 0.0719 0.0749 0.0749 River ﬂow 1 0.0757 0.0740 0.0776 0.0776 
ENB 0.2919 0.3089 0.3089 0.3187 ENB 0.3438 0.3253 0.3253 0.3499 
Jura 0.7293 0.7239 0.7239 0.7733 Jura 0.7247 0.7270 0.7270 0.7749 
Online sales 0.7943 0.8151 0.8151 0.8960 Online sales 0.7780 0.7824 0.7824 0.8874 
Average 0.6434 0.6258 0.6471 0.6739 Average 0.6443 0.6212 0.6351 0.6673 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
M
5
 
s  
g  
c  
o  
p
 
s  
R  
t  
n  
m  
t  
t  
r  
ﬁ  
t  
w
 
w  
h  
f  
t  
t  
n
 
h  
t  
s  • Population size: the optimal value slightly grows with the chro-
mosome length, and it was about 60–70 for the data sets with
less than 1 0 0 0 instances and around 75–85 for the larger ones.
The difference in the optimization time, between 65 and 100
individuals, was about 3% – the function resembled a parabolic
curve and grew very slowly close to the minimum (a very
ﬂat parabola). Using only a single CPU, the time of the pro-
cess is proportional to the number of ﬁtness function evalua-
tions. Nonetheless, in multi-CPU solutions, the dependence is
more complex and for optimal performance the population size
should be a multiple of the available CPU core number. As we
used a 48-core machine for the experiments, we set the popu-
lation size at 96 individuals. 
• Crossover: multi-point multi-parent crossover can signiﬁcantly
increases the convergence on the genetic instance selection al-
gorithm (a 3-fold increase in our experiments). The optimal
number of parents can be equal to the optimal number of
split points and both can be set, so on average the split oc-
curs from every 10 positions for short chromosomes up to ev-
ery 100 positions for longer chromosomes ( Eq. (3) ). The par-
ents were randomly selected with a probability proportional to
their ﬁtness value. Each selection was independent, so it could
happen that one parent was selected more than once, giving
its genetic material to more than one segment of the child
chromosome. 
 = 
{
round ( n/ 10 ) for n ≤ 1 0 0 0 
100 + round ( ( n − 10 0 0 ) / 100 ) for n > 1 0 0 0 
(3) .3. Results and discussion 
Tables 4 , 5 , and 6 show the RMSE results of the k -NN clas-
iﬁer ( k = 1 , 3 , 5 ) adapted to multi-label by means of: single tar-
et, multi-target stacking, chain of k -NN, and an ensemble of k -NN
hains, with (EPS-MOR-1st, EPS-MOR-5p, EPS-MOR-bsl) and with-
ut prototype selection. Table 7 shows the compression rates (in
ercentages) achieved by EPS-MOR. 
As shown in Tables 4, 5, 6 (a), the application of some data
et size reduction algorithm (EPS-MOR-1st solutions) reduced the
MSE consistently in most data sets, as might be expected, given
hat prototype selection was very likely to remove outliers and
oisy instances. The compression achieved by EPS-MOR-1st was re-
arkable, at around 40%, i.e. the 60% of instances were kept and
he RMSE was lowered. However, applying more extreme reduc-
ion (EPS-MOR-5p solutions) rised the RMSE and the number of
emaining instances may be insuﬃcient to train a model with suf-
cient generalization. And between these two (EPS-MOR-bsl solu-
ions), a RMSE slightly lower than the baseline was achieved, but
ith higher compression values than EPS-MOR-1st solutions. 
It is worth noting the results of data sets ATP1D and ENB,
here the EPS-MOR-bsl solution, despite applying a reduction
igher than EPS-MOR-1st, managed to reduce the RMSE . This ef-
ect could be explained because, although the solutions are from
he Pareto front obtained in training, when the RMSE from the
esting procedures was considered, the solutions themselves would
ot necessarily form a Pareto front. 
As shown in subtables (b) and (c) of Tables 4, 5 , and 6 , the be-
avior of stacking and regressor chain were the same as in single
arget, shown in subtables (a) of the aforementioned tables. The
olutions of the Pareto front in training appeared to form a Pareto
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Table 6 
Summary of the results for the RMSE with k -NN regressor with k = 5 (lower is better). The best result for each data set (and regressor) and the best values are 
highlighted in bold. 
(a) Single-target (b) Stacking of single-target 
Data set Original EPS-MOR Data set Original EPS-MOR 
1st bsl 5pc 1st bsl 5pc 
Andromeda 0.5870 0.6019 0.6019 0.6257 Andromeda 0.5642 0.5804 0.5804 0.6100 
SCPF 0.7850 0.7311 0.7842 0.7971 SCPF 0.7898 0.7401 0.7850 0.7965 
Water quality 0.7704 0.7728 0.7728 0.7932 Water quality 0.7734 0.7772 0.7772 0.8037 
Solar ﬂare 1 0.9539 0.9044 0.9072 0.9633 Solar ﬂare 1 0.9892 0.9068 0.9186 0.9754 
Solar ﬂare 2 0.8868 0.8423 0.8606 0.8606 Solar ﬂare 2 0.9058 0.8618 0.8739 0.8739 
Slump 0.7121 0.7098 0.7098 0.7560 Slump 0.7153 0.7183 0.7183 0.7609 
ATP1D 0.4435 0.4412 0.4412 0.4725 ATP1D 0.4425 0.4433 0.4433 0.4732 
ATP7D 0.6104 0.6384 0.6384 0.6488 ATP7D 0.6103 0.6376 0.6376 0.6468 
EDM 0.5812 0.5701 0.5701 0.6158 EDM 0.5841 0.5701 0.5701 0.6144 
River ﬂow 1 0.0876 0.0758 0.0874 0.0921 River ﬂow 1 0.0813 0.0769 0.0882 0.0924 
ENB 0.3123 0.3032 0.3065 0.3375 ENB 0.3110 0.2997 0.3076 0.3366 
Jura 0.7229 0.7256 0.7256 0.7592 Jura 0.7350 0.7369 0.7369 0.7623 
Online sales 0.8116 0.8018 0.8018 0.8603 Online sales 0.8050 0.8010 0.8010 0.8769 
Average 0.6358 0.6245 0.6313 0.6602 Average 0.6390 0.6269 0.6337 0.6633 
(c) chain of k -NN regressors (d) ensemble of chains 
Data set Original EPS-MOR Data set Original EPS-MOR 
1st bsl 5pc 1st bsl 5pc 
Andromeda 0.5700 0.6104 0.6104 0.6140 Andromeda 0.5999 0.6212 0.6212 0.6282 
SCPF 0.7596 0.7280 0.7805 0.7854 SCPF 0.7374 0.7306 0.7540 0.7999 
Water quality 0.7763 0.7809 0.7809 0.7974 Water quality 0.7627 0.7662 0.7662 0.7692 
Solar ﬂare 1 0.9562 0.9065 0.9086 0.9569 Solar ﬂare 1 0.9481 0.9087 0.9049 0.9630 
Solar ﬂare 2 0.8890 0.8459 0.8559 0.8559 Solar ﬂare 2 0.8943 0.8457 0.8458 0.8458 
Slump 0.7273 0.7211 0.7211 0.7633 Slump 0.7060 0.7059 0.7059 0.7426 
ATP1D 0.4422 0.4418 0.4418 0.4728 ATP1D 0.4322 0.4383 0.4383 0.4637 
ATP7D 0.6096 0.6399 0.6399 0.6480 ATP7D 0.5999 0.6436 0.6436 0.6415 
EDM 0.5840 0.5701 0.5701 0.6110 EDM 0.6344 0.6755 0.6755 0.6843 
River ﬂow 1 0.0875 0.0757 0.0875 0.0919 River ﬂow 1 0.0791 0.0793 0.0940 0.0980 
ENB 0.3091 0.3057 0.3072 0.3376 ENB 0.3189 0.3121 0.3252 0.3541 
Jura 0.7293 0.7305 0.7305 0.7531 Jura 0.7247 0.7348 0.7348 0.7679 
Online sales 0.8065 0.8001 0.8001 0.8499 Online sales 0.7817 0.7910 0.7910 0.8356 
Average 0.6344 0.6274 0.6334 0.6567 Average 0.6322 0.6348 0.6385 0.6611 
Table 7 
Summary of the compression results (in percentage) of the prototype selection method. 
Data set k = 1 k = 3 k = 5 
1st bsl 5pc 1st bsl 5pc 1st bsl 5pc 
Andromeda 45.12 45.12 49.29 22.68 30.55 40.74 17.14 17.14 17.80 
SCPF 67.99 82.39 82.39 67.16 83.18 86.35 67.62 75.20 94.14 
Water quality 51.32 80.86 80.86 62.41 66.21 80.31 9.84 9.84 81.08 
Solar ﬂare 1 69.39 89.82 95.51 82.64 89.65 89.65 67.67 83.02 89.48 
Solar ﬂare 2 69.55 82.46 82.97 66.47 78.85 78.85 72.49 82.85 82.85 
Slump 56.73 78.85 80.05 54.14 54.14 56.31 19.61 19.61 63.73 
ATP1D 49.29 52.30 59.94 49.31 49.31 60.15 10.68 10.68 57.91 
ATP7D 60.68 77.78 79.67 6.18 6.18 59.62 54.95 54.95 56.24 
EDM 41.69 64.92 67.76 31.96 31.96 52.29 40.46 40.46 46.62 
River ﬂow 1 64.05 79.32 79.32 67.92 73.88 73.88 66.89 73.78 76.16 
ENB 19.43 80.86 80.86 13.55 13.55 14.02 58.31 67.75 80.91 
Jura 5.18 5.18 62.39 10.09 10.09 57.02 1.37 1.37 48.29 
Online sales 9.93 44.71 51.29 5.52 5.52 62.17 10.33 10.33 70.36 
Average 46.95 66.51 73.25 41.54 45.62 62.41 38.26 42.08 66.58 
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t  front for most training sets when the RMSE in the testing proce-
dure was considered (except for data sets ATP1D and ENB men-
tioned as exceptions above). 
The strategy of combining several regressors chains can be seen
in subtables (d) of Tables 4, 5 , and 6 , corresponding to the regres-
sor chain ensemble. As a robust ensemble method, the improve-
ments introduced by prototype selection were hardly noticeable. 
Table 7 shows the compression rates (in percentages) achieved
by EPS-MOR when k = 1 , k = 3 and k = 5 are used. As expected,
the best compression rates were achieved at the point EPS-MOR-
5pc (of the three selected solutions, which is towards the left) with
an average compression rate of between 62 and 73% . Nevertheless,
this high compression has as a counterpart high error rates, as has αreviously been shown. It should be mentioned that EPS-MOR-1st
the most conservative solution) achieved both high compression
ates, of around 38 − 47% , and high accuracy expressed by a low
MSE . 
.3.1. Statistical tests 
Average ranks [52] and the Hochberg procedure [53] were both
omputed for a proper comparison of the results. Table 8 summa-
izes the results of the RMSE for each regressor and k value for
 = 1 , 3, and 5. The best method according to the RMSE is high-
ighted in bold, and the symbol ( ✖ ) indicates that the result is sta-
istically worse than the best method in each block (at a level of
= 0 . 05 ). 
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Table 8 
Average rankings for the different regressors and k values. The best results for each regressor and k value are highlighted in bold. The symbol ( ✖ ) marks the results 
that are statistically worse than the best in each block (at a level of α = 0 . 05 ). 
k value Algorithm Single-target MT stacking k -NN chain Ensemble of chains 
k = 1 Original 3.3077 ✖ 3.3077 ✖ 3.3846 ✖ 2.5385 
EPS-MOR-1st 1.3077 1.3077 1.3077 1.6145 
EPS-MOR-bsl 1.9231 1.9231 1.9231 2.4615 
EPS-MOR-5pc 3.4615 ✖ 3.4615 ✖ 3.3846 ✖ 3.3846 ✖ 
k = 3 Original 2.3077 2.0769 2.2308 2.2308 
EPS-MOR-1st 1.8077 1.8846 1.8077 1.5709 
EPS-MOR-bsl 2.2308 2.3846 2.3077 2.4615 
EPS-MOR-5pc 3.6538 ✖ 3.6538 ✖ 3.6538 ✖ 3.7308 ✖ 
k = 5 Original 2.4615 2.1538 2.3846 ✖ 1.6923 
EPS-MOR-1st 1.6154 1.7692 1.6154 2.0769 
EPS-MOR-bsl 2.0385 2.2692 2.1154 2.50 0 0 
EPS-MOR-5pc 3.8846 ✖ 3.8077 ✖ 3.8846 ✖ 3.7308 ✖ 
Table 9 
Average rankings of compression. The best result for each regressor is highlighted 
in bold. The symbol ( ✖ ) marks the results that are statistically worse than the best 
(at a level of α = 0 . 05 ). 
Algorithm k = 1 k = 3 k = 5 
EPS-MOR-1st 2.9231 ✖ 2.7308 ✖ 2.6923 ✖ 
EPS-MOR-bsl 1.9231 ✖ 2.1538 ✖ 2.2692 ✖ 
EPS-MOR-5pc 1.1538 1.1154 1.0385 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
c  
b  
b  
t  
o
6
 
m  
e  
r  
o  
u  
t  
t  
f  
g
 
s  
t  
o  
b
 
s  
p  
a  
t  
t  
a  
o  
d
D
A
 
e  
2
U  
G  
d
R
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Some remarks of interest in relation to Table 9 are as follows: 
• The subsets obtained with EPS-MOR-1st consistently yielded
the best results in all situations, except in the case of the
ensemble of chains of regressors at k = 5 . As previously dis-
cussed, the robustness obtained by the ensemble and a high
number of k had already yielded a very good result that would
be diﬃcult to improve upon. 
• If we focus on the value of the regressors with k = 1 , the so-
lutions corresponding to EPS-MOR-1st were signiﬁcantly bet-
ter than those obtained when using the whole data set, for all
methods, except, once again, for the ensemble of chains of re-
gressors, where it was better (but not signiﬁcantly). 
• For all regressors and k values, EPS-MOR-1st was signiﬁcantly
better than EPS-MOR-5pc. As commented earlier, the compres-
sion of EPS-MOR-5pc was too high and the highly reduced data
sets were unable to retain the prediction capabilities of the
whole data set. 
Table 9 shows the Average ranks and Hochberg procedures over
ompression. As expected, taking into account compression, the
est results were achieved by EPS-MOR-5pc, followed by EPS-MOR-
sl and EPS-MOR-1st, in that order. Moreover, the differences be-
ween EPS-MOR-5pc and the other two were signiﬁcant (at a level
f α = 0 . 05 ). 
. Conclusions 
EPS-MOR has been presented as the ﬁrst prototype selection
ethod for multi-output regression problems. The bi-objective
volutionary algorithm NSGA-II has been used as the search algo-
ithm for the prototype selection method. The design of EPS-MOR
vercomes the limitations of the NSGA-II regarding overﬁtting by
sing, when needed, more than one Pareto front with speciﬁc ini-
ialization and mutation parameters, which were merged to obtain
he ﬁnal solutions. Also, to speed up the evaluation of the ﬁtness
unction, the distances were pre-calculated and cached at the be-
inning of the execution. 
The experimental validation of EPS-MOR has shown that de-
pite the large reduction of data set size, in some cases by more
han 50%, when the selected instances are used to train multi-
utput regressors, their performance is not worse and can even be
etter than having trained the regressors on the whole data set. The performance and eﬃciency shown by EPS-MOR demon-
trates that the Pareto-based multi-objective evolutionary ap-
roach can offer a good trade-off between compression and
ccuracy for multi-output regression tasks. One of its great advan-
ages is that, instead of a single solution, many solutions are ob-
ained from which one can be chosen. So, if greater importance is
ttached to the reduction of the RMSE , a solution on the right side
f the Pareto front can be used. Otherwise, if the reduction of the
ata set size is being sought, a left side solution can be chosen. 
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