A generic expression for the scattering wave function in terms of the full discrete spectral Green's function on a finite range is used to obtain the "finite range scattering wave function (FRSW)" which is accurate over a finite range of the scattering coordinate. We show that the representation of the FRSW in a finite basis set can be used to compute the scattering matrix and related quantities when the interaction potential is also restricted to this range. Comparisons of numerical results for several model problems with those of other methods and with analytical results indicate that the FRSW method is very accurate when converged and requires comparable or less computation than other methods. The main difference between the present method and other variational scattering methods is that the real Green's function is used and that the scattering wave function itself is calculated nonvariationally. Thus the FRSW can be used to solve quantum mechanical problems involving scattering wave functions over a finite range such as scattering theory, resonance studies, and photodissociation. Results of two implementations are presented. Both require only one representation of the real Green's function in a finite basis. One requires energy dependent matrix elements, while the other does not.
I. INTRODUCTION
Some years ago, several quantum scattering numerical methods were developed involving the full Green's operator directly or indirectly.1V2 Although the details of the formulations differ, they are all variational methods using L2 bases. They are obtained by extremizing a particular functional of the trial wave function such as the S matrix. Also there are other methods which involve the Lippmann-Schwinger equation and treat it variationally or nonvariationally.3 Numerical applications of these methods to model problems and to three-dimensional reactive scattering problems have shown their efficiency, accuracy, and stability. '-3 In this paper, we present another method which can be applied, in principle, to any quantum mechanical problem formulated in terms of scattering wave functions such as scattering theory, resonance studies, and photodissociation. In contrast to other methods which explicitly evaluate the wave functions over all space, we focus on evaluation of the wave functions in a finite range, but one which is sufficiently large to determine the asymptotic behaviors, i.e., the S matrix. While the scattering wave function cannot be expanded properly by a finite number of square integrable functions on an infinite range, it is possible to do so for a finite range. This may be fruitful if the interaction potential also acts only over the finite range. A generic expression for the exact scattering wave function on a finite range is developed in terms of the exact real L2 Green's function on this range and one additional function, which may be an exact eigenfunction of the asymptotic Hamiltonian, or, in fact, an energy-independent arbitrary function. The resulting expression is named "finite range scattering wave function (FRSW). " The accurate scattering wave function may then be represented by a finite basis in this finite range.
This generic expression has been less utilized than the analogous Lippmann-Schwinger equation4 probably because of the expected difficulty in representing the full Green's operator by a finite basis set. We show, however, that a finite basis set can be used to represent the FRSW, replacing the complete basis set for practical purposes, and the resulting approximation of the FRSW is shown to be useful for scattering calculations in regard to accuracy, efficiency, and simplicity. This method is used to calculate the S matrix and the energy derivative of S matrix in this paper, which are the essence of the cross section calculations and resonance lifetime studies.5
In the FRSW method, the calculated S matrix satisfies only SS*=S*S=I (it is not unitary or symmetric automatically, although it becomes so numerically as the basis size and the range are increased). However, this method is easily adapted to calculate the K matrix (reactance matrix)3'4 which, when symmetrized, yields a unitary and symmetric S matrix. Other characteristics of the FRSW method are that ( 1) it is a direct, but nonvariational approach to the scattering wave function; (2) no arbitrary cut-off functions or optical potentials are used; (3) real quantities only are used until the final evaluation of the S matrix; (4) only a single diagonalization of the real Green's function is used over a wide range of energy; (5) either local surface or global volume projections onto energy dependent asymptotic wave functions may be used with comparable accuracy; and (6) energy derivatives of the S matrix can be determined which permits evaluation of resonance time delays or lifetimes.
The nonunitarity of the calculated S matrix indicates that the range is not extended to the asymptotic region and/or that the size of the basis set is not large enough to accommodate the dynamics for the chosen range. There-checking the adequacy of the calculated S matrix. At the same time, a more physically acceptable S matrix can be obtained either through a symmetric orthogonalization6 of the calculated S matrix to a symmetric and unitary form or by calculating the K matrix, symmetrizing, and then calculating the S matrix.
asymptotic Hamiltonian Ho. We later will show that an energy independent auxiliary function F can be used instead, with substantial increase in efficiency and little, if any, loss in accuracy. The derivation for @ is first. Let \I' be the desired solution to the Schrbdinger equation of the full Hamiltonian H for a given initial state j, The characteristics of the FRSW make it a suitable tool to solve quantum mechanical problems such as photodissociation in addition to scattering theory and resonance studies, mainly because the FRSW is a direct evaluation of the scattering wave functions, not an operator or a matrix element. Only one real matrix diagonalization is required to study resonance states in the present method, while a series of matrix diagonalizations (real or complex) must be done in the alternative approaches such as the stabilization method, complex rotation/scaling method, and the optical potential method.7-9 We present two ways of defming the FRSW. In one, the integrals appearing in the defining equation of the FRSW are energy dependent, while in the other, they are energy independent. The latter makes the FRSW method much more efficient for multiple energy calculations as are required, e.g., for highly accurate resonance state studies.
(E-H)Yj=O, (2.la) and ~j be a certain linear combination of all independent regular solutions #i for the asymptotic Hamiltonian H,, with normalization to be determined later
(for convenience, we drop the initial state label j below except where needed). We note that @ does not satisfy specified scattering boundary conditions for translation and therefore the real solutions may be used. Then, subtraction of
The derivations of the FRSW and the theoretical aspects of its application to scattering theory and resonance studies are given in Sec. II, which is followed by numerical applications to simple model problems of scattering and resonances in Sec. III. Finally, Sec. IV contains the conclusions of this paper.
II. THEORY
In this section, we present the basic theory of the finite range scattering wave function and the specifics of its implementation. In the first section below, we derive the basic equations for two types of auxiliary functions Cp, which is a real regular solution of an asymptotic Hamiltonian at energy E; and F, which is an energy independent regular function at the origin, is linearly independent of the L2 basis, and has a boundary condition different from that of the L2 basis at the end of the range. We then give the expressions if a discrete variable representation of the L2 basis is used. In Sec. II C, we give the expressions for the S matrix in terms of the FRSW evaluated at two points near the boundary of the L2 basis and discuss the measures of unitarity and the use of a symmetrized K matrix to evaluate the S matrix. In addition, we define the lifetime matrix Q used for resonances. Finally, in Sec. II D, we show how the range may be partitioned so that two or more smaller L2 bases may be used, and the FRSW constructed by forcing continuity on an overlapping region.
where V is the interaction potential equal to H-H,.
After operating with (E-H) -' on Eq. (2. Id), one gets a generic expression of the scattering wave function Y-@=(E-H)- 'VQ+CY, (2.le) where C is an arbitrary constant and we indicate explicitly that the normalization must be determined. Remembering that @ has arbitrary normalization to be determined, we may write the exact solution as
A. Derivation of FRSW
In this section, we present expressions for the scattering wave function defined on a finite range of the scattering coordinate using the full Green's operator4 (E--H) -'. We assume that there are internal degrees of freedom in addition to the translational scattering coordinate.
We first give the derivation using an auxiliary function @ made up of regular eigenfunctions at energy E of an i.e., the desired \I, can be expressed by Eq. (2.lf), where @ is a certain linear combination of all independent regular solutions pi for Ho with the expansion coefficients (normalization) to be determined. On the face of it, Eq. (2.lf) looks implausible since we have not imposed scattering boundary conditions. However, @ in Eq. (2. If), in contrast to the Lippmann-Schwinger equation, is a linear combination of pi determined for each initial state j by choosing the set of complex constants Cij( E) in Eq. (2. lb) which yield the correct flux normalized Yj(E). We now consider the evaluation of Eq. (2. lf) on a finite coordinate range which extends into the region in which V-+0, but not r-+c4.
A complete real orthonormal basis set { 1 m)} is defined on a finite range (r, ,rz), satisfying some boundary condition at r2, and the same boundary condition at the origin (rl) as Y and a. We assume that 1 m)'s are eigen-functions of H. The completeness relation composed of { Im)} applied to Eq. (2.lf) gives the finite range scattering wave function (FRSW)
(2. w Equation (2.lg) represents the set of exact solutions Y,(E) on the finite range. The appropriate expansion coefficients for & in @ and the basis boundary conditions must now be found to determine the desired Y. Since Y is required to be regular at the origin and bounded over the whole space in a scattering problem, the basis set should be chosen to be regular and $i to be the bounded and regular solutions for Ho in Eq.
(2.lg). At this stage, the remaining arbitrariness in the right hand side of Eq. (2. lg) can be eliminated by evaluating it in the "near asymptotic region" around r2. This depends on the outer boundary condition on the basis and on the expansion coefficients for oi in <p. This freedom to choose the expansion coefficients is necessary for Y to have the proper functional form in the asymptotic region of r<r2. Since the boundary condition of Y at r2 is not known a priori, it is determined by choosing the expansion coefficients for 4i such that Y has the correct asymptotic functional form near r,. This is possible as long as pi and Y are linearly independent of the basis, e.g., both do not satisfy zero boundary condition of the basis at r2 (see Sec. III).
An extremely important simplification is also possible using a different auxiliary function. We can choose a simple energy independent set of regular functions &, which are not eigenfunctions of H,, instead of & for Eqs. (2.la)-(2. lg) with minimal modifications of the formulas. In particular, substituting the negative of the left-hand side of Eq. (2.1~) rather than the right-hand side in Eq. (2.lf), we have another expression for Y,
Now F must be a linear combination of &, each of which is an internal state basis function times a regular energy independent translational function [fi( r) or a single f(r)]. This translational function(s) must be linearly independent of the L2 translational basis used for the representation of (E-H) -' and satisfy different boundary conditions at the outer boundary. As long as F in our implementation does not lie entirely in the space spanned by our representations of (E-H) -', then Eq. (2.2) is a valid expression. Results of both approaches will be presented later. It is clear from the assumptions made thus far that the FRSW is not determined at the energies of the singularities of the Green's function E=E,,,. The singularity of the Green's function turns out not to be a problem, since the S matrix determined from Y remains finite at E= E,,, to computer accuracy. The auxiliary function Q (or F) must, however, be linearly independent (different boundary conditions) of the basis used to represent (E-H)-'.
For a fixed range, this may be a problem with the energy dependent method as 4 ,(E) may go to zero at r,, for example. To obtain a practical tool for solving quantum mechanical problems, we develop an approximate expression for the FRSW in this section, replacing the complete basis set with a finite basis set, in particular, a discrete variable representation (DVR) basis set." Unless otherwise specified, the translational basis spans a finite range and satisfies zero boundary conditions at both ends. For simplicity, we present the energy-dependent scheme first.
A projection operator is defined P= 8: I m) (m I composed of N real orthonormal basis functions { I m)}. We assume that the matrix representation of the full Hamiltonian operator is diagonal in this basis with eigenvalues E rnr The derivations thus far are exact; however, several approximations are now required in order to go further. The first one is to approximate the weighted DVR basis projection with a delta function integration," i.e., in the standard DVR fashion, we set
which are exact for a complete basis set. The second is to approximate the true eigenfunction by the finite basis eigenfunction throughout the basis range, i.e., set Hlm)=E,,,lm), (2.8)
which is exact for a complete basis set for the specified boundary conditions. The final form of the finite-basis FRSW is obtained after invoking the above approximations as
which is one of the main equations in this paper. The above two approximations are implied in one approximation, namely, replacing the identity operator by 2: I m) (m I on a finite range. To take full advantage of DVR, the integrals in Eq. (2.9) are further approximated by Gaussian quadratures" (2.10) which could be evaluated exactly if desired. Since Eq. (2.9) is an approximation to the amplitude of the true wave function at rj,
should be a good approximation to the true Green's function G(rj,rk;E) and the weighted DVR basis should be sufficiently complete that Y (rj) and @ ( rj) are approximated well by Eq. (2.7).
A similar evaluation of Eq. (2.2) leads to an expression, entirely in terms of energy-independent integrals
where F should be regular and independent of the basis {I m)} with different boundary conditions, but otherwise arbitrary. In addition, the operation HI F) must be carried out analytically before the result is expressed in the finite range DVR. The integrals in Eq. (2.11) can be evaluated conveniently in the DVR in a similar manner as Eq. (2.10). We note that Eq. (2.11) reduces to Eq. (2.9) when the auxiliary function F is the eigenfunction of the asymptotic Hamiltonian. Since all the integrals in Eq. (2.11) are energy independent, it reduces the cost of calculating scattering quantities for many scattering energies as compared to Eq. (2.9). It is also readily noticed that only the component of F orthogonal to the basis functions contributes in Eq. (2.11) ; in other words, if F is linearly dependent on the basis, Eq. (2.11) is identically zero and nothing but a trivial wave function results.
There is an interesting relation between Eq. (2.11) and the log-derivative Kohn variational wave function [Eq. (8) of Ref. 2(a) ] for the potential and the inelastic scattering where an orthogonal basis is used. These two wave functions are exactly identical to each other provided that the "interior"
Lobatto shape functions (vanishing at the boundaries) are used as the basis and that the "outer boundary" Lobatto shape function (vanishing at the origin, unit at the outer boundary) is used for F in Eq. (2.11).
In Sec. III B, one numerical (2.11) to a lifetime calculation is Eq. (2.9).
result of applying Eq. compared with that of C. S-matrix and lifetime-matrix calculations
The calculation of the S matrix of scattering theory and the lifetime matrix' for resonance state studies are important applications of the FRSW method. In this section, we detail the procedures required to evaluate the S matrix and its energy derivative from the expressions for the FRSW given in Eq. (2.9) or Eq. (2.11). The multichannel equations for inelastic radial scattering with an interaction potential acting over a finite range of the scattering coordinate is assumed for the derivation here, although the extension to reactive scattering should be straightforward. For total angular momentum J, the total model Hamiltonian is [using wave function factorization and volume element dr(O<r< cc, ) for the scattering coordinate] H=h(r) +h(s) + V(r,s),
where m is the reduced mass of the system, h(s) is the internal Hamiltonian, and V(r,s) is the interaction potential which causes inelastic transitions, with r being the scattering coordinate and with units such that fi= 1. The bridge between the S matrix and the scattering wave function Y is the known asymptotic form of the scattering wave function in the region near r, in the L2 basis range. This is given by a linear combination of fluxnormalized eigenfunctions of the asymptotic Hamiltonian h(r) +W),
where Yj is the stationary scattering wave function for the incoming channel j. In Eq. (2.13), the wave vectors kj [which must be real so that (kjr)h$lv2)( kjr) are bounded asymptotically] are determined to satisfy energy conservation E= [@/2m] +ej, where Ej is the internal energy of the normalized internal state dj(s)[h(s)~j(s) =Ej~j(S)]. The h$'92)(kjr) are the outgoing and incoming sphericalHankel functions of the third kind" which are the eigenfunctions of the free particle radial Hamiltonian h(r) . The summation limit N.O. indicates the number of open channels and S, is the S-matrix element for jth incoming and ith outgoing channels. totic region, the FRSW is reduced to its asymptotic form (2.13) at DVR points ra( < r2) in the asymptotic region.
Assuming that the basis range extends to the asympWith Eq. (2.9),
where Cij is the jth vector of the "normalization constants" of Q [@ is a linear combination of the asymptotic Hamiltonian eigenfunctions j,( ktT)#i(s) (spherical-Bessel function of the first kind" times internal eigenfunction) with the Cij's chosen to yield the functional form of Eq. (2.13) asymptotically]. Projecting Eq. (2.14) on the internal states results in simultaneous equations for Cij and Sij , The S matrix S and the coefficient matrix C are obtained by solving the two sets of simultaneous linear equations obtained by evaluation of Eq. (2.15b) at two DVR points rl and r2 in the asymptotic region (which would be two adjacent DVR points, not the limits of the L2 basis). Solving these, we have kir)$i(s) ) for each energy after the first, since the eigenvectors and eigenvalues of the total Hamiltonian are not energy dependent (furthermore, the only energy dependent parts of the integrals are one dimensional). This feature is convenient when locating the possible resonance states. On the other hand, the scheme based on Eq. (2.11) requires evaluations of the 4xNx N.O. energy independent integrals (rd$i(s) I m), (mIHlf(r)Ms)), and (m I f (r)#i(s)) only once since f(r) is the energy independent function of the translational coordinate of Sec. II A.
It is apparent from Eq. (2.16) that the calculated S matrix satisfies the relation SS=PS=I.
(2.17)
Either unitarity or symmetry is required in addition to Eq. (2.17) for the S matrix to be physically acceptable. Even though S in Eq. (2.16) is not automatically symmetric, it becomes so as the basis range extends to the asymptotic region and the basis set becomes complete on the finite range. Then, with Eq. (2.17), the calculated S matrix is unitary and symmetric numerically. This nonunitarity feature can be used to determine the accuracy of the results. A quantity can be defined which is a measure of how nonunitary the S matrix is. It indicates the quality of the calculated S matrix. We use a "unitarity error" A, defined as
where Au=0 for the exact unitary S matrix, so the bigger the A,, the poorer the S matrix in a certain sense (but keep in mind that AU=0 is a necessary condition, but not a sufficient condition for the exact S matrix).
One of the inconveniences in dealing with the nonsymmetric S matrix is that the transition probability from ith to jth internal state Pji is different from Pij, which should, by microscopic reversibility, be identical, but with the inaccuracy of such an S matrix understood, it can be transformed to a symmetric and unitary S matrix through a symmetric orthogonalization.6 This process is unnecessary if the calculation is converged and numerically symmetric and unitary S matrices are produced from solving Eq. (2.16). In summary, the S matrix determined by Eq. (2.16) has its own "measure" of accuracy, but can be transformed conveniently to a physically acceptable S matrix to obtain approximate transition probabilities satisfying microscopic reversibility.
As an alternative, we can also use the standing wave boundary conditions3P4 rather than the scattering boundary conditions of Eq. (2.13), i.e., write the known asymptotic form as ogous to Eq. (2.16), or it can also be calculated by taking the energy derivative of the expression of S in the first line of Eq. (2.16). It is necessary to solve Eqs. (2.16) and (2.21) for many scattering energies to locate the possible resonance states. If a basis set which is suitable for bound states is used, then some eigenvalues of the Hamiltonian may be very close to any resonance energies which exist (since the resonance scattering wave functions almost satisfy the bound state boundary conditions, they can be represented well by the basis set). Thus, these eigenvalues can serve as the starting points for scanning the scattering energy to find resonance states.
D. Wave function continuation
Since it is computationally expensive to diagonalize the Hamiltonian over a very large range, we consider partitioning the problem and solving in more than one smaller range. Once Eq. (2.9) [or Eq. (2.1 I)] is admitted as the scattering wave function defined in a range I (O,r, ), then another portion of the wave function defined in a slightly overlapped adjacent range II ( r2,r3) ( r2 < rl ) can be determined through a similar equation to Eq. (2.9) [or Eq. (2.1 l)]. However, all solutions for the asymptotic Hamiltonian (or energy independent auxiliary functions, irregular as well as regular at r2) are permitted in the range II. Then we match amplitudes of the wave functions in both ranges at two or more (with a least squares fit) DVR points r,, in the overlap region. The "wave function matrices" of Eq. we can solve for the numerical K matrix which is real. The symmetrized part of the K matrix gives the unitary and symmetric S matrix It is interesting to note that the Wf, and UF1 matrices become diagonal rather than full matrices when the interaction potential becomes diagonal in a range. In this case, the overall continuation scheme becomes equivalent to the elastic distorted wave method. If the finite-basis FRSW is sufficiently accurate, then the results of the two-point matching scheme should be the same as those from the least squares fit scheme. This is hard to achieve in practice. It is found that the final S matrix depends somewhat on the choice of basis functions and the basis set boundary condition. Thus for a given basis density, we do not achieve the same accuracy from the continuation scheme as from a larger one sector calculation at present. If it is sufficiently accurate, however, the benefit of the continuation scheme is enormous since an extensive basis set spanning the large range is not necessary, but rather a sequence of small basis sets over successive small ranges. Some comparisons are shown in Sec. III.
III. TESTS FOR MODEL SCATTERING SYSTEMS
In this section, we apply the FRSW approach to several test problems in order to evaluate both the accuracy and the efficiency. We examine carefully the possible problems at energies near the eigenvalues of the Hamiltonian in the L2 basis and the problems occurring if the auxiliary function becomes linearly dependent on the L2 basis or is zero at the outer boundary. The model problems considered are the one-dimensional Eckart barrier to simulate reactive scattering; the radial potential corresponding to rotational predissociation resonances of a van der Waals molecule; the two-dimensional model of Secrest and
Johnson for vibrational excitation; and finally a similar two-dimensional model of Feshbach resonances in vibrational excitation. Comparisons with earlier studies and convergence studies show that the FRSW method yields highly accurate results both for phase shifts and inelastic scattering as well as resonance energies and lifetimes, with the primary computational effort in diagonalization of the Hamiltonian in the L2 basis. In these model calculations, the only successful basis sets for the scattering coordinate (among harmonic oscillator eigenfunctions, Sturmian functions, sinusoidal functions, and Lobatto shape functions2'a') are the DVRs based on sine functions and Lobatto shape functions. Thus we use mostly the second kind of Chebyshev polynomials (sine functions, although cosine functions are also used for the problem in Sec. III A and for the second range in the wave function continuation scheme). These are, of course, the proper asymptotic translational functions for our problems. In addition, for a part of Fig. 6 , "interior" Lobatto shape functions2(a) are used as basis. Except for Fig. 6 , all calculations are done using the "energy dependentintegral" FRSW scheme [Eq. (2.9)].
One implication of using sine functions (or any functions with vanishing boundary conditions) as the basis is that the FRSW fails and represents only trivial scattering wave function solutions (zero wave function) at certain discrete scattering energies for a given basis range in the "energy dependent-integral" FRSW scheme. At the outer boundary 0, Eq. (2.9) for W( 0) reduces to
because the sine functions of the basis vanish at 0. Whenever @ becomes zero at 0, \v reduces to the trivial solution for the entire basis range unless \I' happens to be zero at 0 (highly unlikely). This occurs because the normalization constant for @ should also be able to be determined from Eq. (3.1) which is undefined for a nontrivial V, in this case. This is also true when Y ( 0) = 0 and Cp ( 0) #O, but it corresponds to nothing but E= E,,, , which is highly unlikely to occur in practice. This phenomenon, consequently, causes an error of the solutions at these specific scattering energies. However, this troublesome energy, corresponding to the point where @ becomes zero at the outer boundary, is known analytically before attempting to solve Eq. (2.16) for S and C. Thus the neighborhood of that energy could be skipped and covered later after changing the basis range. This problem energy occurs because of the linear dependence of Q, on the basis at that energy and not because of the apparent singularity of the Green's function. Once understood, this problem can be avoided. Furthermore, in the energy independent-integral FRSW scheme, there are no such problematic energies since F is nonvanishing at 0.
A. Eckart barrier
As the first test of the FRSW method, the reflection and transmission coefficients are calculated for a one- where the potential V is symmetric about the origin and v-*0 as X--rfco.
Both of the two linearly independent solutions for Ho must be used in Eq. (2.9) since no boundary conditions are imposed except the asymptotic ones x-m Y-----+-s~ * ikx 3 ' ' x---m 1 ikx Yqe -So$ewih. Miller' s method requires a cut-off function and the accuracy depends slightly on this choice. We used two choices, one going from zero to unity on half the basis range, the other varying more smoothly from zero to unity over the whole range. The steeper cut-off function gives poorer results. It is easily seen that the present method gives comparable or more accurate and stable results than Miller's (3.5)
The resonance states can be located as the local maximum lifetime state. The lifetime is obtained as
, where S= -e2is, 6 being the phase shift.12 There are other methods7'8 which characterize resonance states as having complex energies E,+ iEi (E, and Ei are real), where E, is the resonance energy and Ei is related to another definition of the lifetime rl= -fi/Ei (note that rI differs from the conventional lifetime of the probability densityI by a factor of 2). Physically, 7s is the drag time of the wave packet in a scattering experiment12 and rI is the decay lifetime of the wave function amplitude rather than that of the probability density.13 As explained in Sec. II C, the Q matrix (a unimodular complex number in this case) of Eq. (2.20) must be evaluated on a fine grid of scattering energies to locate any resonance energies which exist. The present method involves only one real matrix diagonalization and subsequently only evaluations of energy dependent real integrals at each energy (or only one evaluation of energy independent real integrals in the energy independent-integral FRSW scheme). By contrast, the optical potential method' and the stabilization method' involve a series of matrix diagonalizations. The result of our scan of energy is shown in Fig. 3 along with the locations of eigenvalues (in our basis) of the total Hamiltonian near the resonance energy. The converged results of the present method are compared with those of time delay maximum and optical potential methods in Table I . It is interesting to investigate the convergence behavior of the phase shift S and of the lifetime ~~ as a function of the scattering coordinate as it approaches the asymptotic region. The typical behavior is illustrated in Figs. 4 and 5. The phase function of the variable phase method15 is identical to the present phase shift as a function of the scattering coordinate. The step-like behavior of the phase function with evaluation at different "asymptotic" positions for 0.4036 '  I  1  a  I  I  I  ,  I  17  18  19  20  21  22  23  24  25  scattering 1.2OE-7
aThe number of DVR harmonic oscillator eigenfunctions for internal vibration/number of DVR sine functions for translation. bReference 1 (a). 'Variational S matrix using distorted waves. dPresent results. Note that the "7/70;-3-63" results are probably the most accurate presented for this problem, being converged apparently to five significant figures with relatively modest computational cost. Two-sector wave function continuation. The whole range is divided into two equal size sectors as explained in Sec. II D. The 7/36 basis for each sector; two-point fit.
'Two-sector wave function continuation. The whole range is divided into two equal size sectors. The 7/37 basis for each sector; four-point least squares fit.
low E is related to Levinson's theorem for the number of bound states.15 Thus the less prominent step-like behavior at positive scattering energy of Fig. 4 could be a reminiscence of it. The oscillating behavior of the lifetime in Fig.  5 as a function of the scattering coordinate is a direct consequence of the step-like behavior of the phase shift. The energy independent-integral FRSW scheme [Eq. (2.11)] along with Gauss-Lobatto quadrature& ') is used to calculate the resonance lifetime with the "interior" Lobatto shape functions as basis, i.e., the basis is [ui(r);i = l,Nj excluding the "outer boundary" function uc( r), and the result is compared with the corresponding result of energy dependent-integral FRSW scheme (with sine functions as the basis) in Fig. 6 on a greatly expanded scale. The resonance lifetimes agree to five significant figures and the numerical results of the energy independent-integral scheme do not depend on the choice of the "arbitrary F" as long as it is a slowly varying smooth function, nonzero at the outer boundary.
C. Inelastic scattering and Feshbach resonances
In this section, a model Hamiltonian for onedimensional inelastic scattering is considered. We solve for the transition probabilities between internal vibrational states and also for a model with Feshbach resonance states. These Qj are eigenfunctions of He with the usual restriction on kj (Sec. II C) and r. is chosen such that Y(ro,s) is sufficiently large that Y essentially vanishes for r<ro. The transition probabilities are calculated for several sets of parameters and are listed in Tables II-IV with other published results for comparison. Since our S matrix is not initially symmetric (consequently pii may not be equal to pji) and unitary, we transform the S matrix following the scheme explained in Sec. II C and present the symmetricorthogonalized results. It is interesting to note that the numerical integration results of Ref. 1 (a) are very close to the present results corresponding to a local minimum of the "unitarity error" AU for the basis coordinate range l-33 shown in Table II(A) . Results of the wave function continuation scheme are also shown as the last two columns of Tables II-IV. Agreement with the exact results to four significant figures (of about six) is obtained in these trials. In each table, the last column represents a four-point least squares fit of the sector wave functions, while the next-to-last column gives the results of the minimum twopoint fits. The least squares fits require only two extra points of overlap of the two regions and thus are computationally about equivalent. They appear to be somewhat more accurate from the limited tests. The regional partitioning is much more efficient computationally than the full domain diagonalization ( -a factor of 3 or more), and the results of these calculations, at least, are quite accurate TABLE III. Inelastic scattering transition probability. E=8.0, m=0.6667, a=0.3, and V,=24. enough for most purposes. The transition probabilities as a function of scattering energy are plotted in Fig. 7 for a particular incoming channel. If the interaction potential I'in ECq. (3.6 ) is changed to a Morse potential v(r,s)= yo[e-a(r-s)_2e-('")"('-S)], (3.8) the system can support Feshbach resonance states.' In Table V, the resonance energies and their corresponding largest eigenlifetimes are listed together with other published results for comparison. In the complex rotation7'9 and the optical potential methods,* a series of complex matrices must be diagonalized to find the resonance states, but in dThe same as in Table II ; the two-point fit. @The same as in Table II ; the four-point least squares lit.
the present method, only one real matrix is diagonalized, which results in a considerable computational savings. The eigenlifetime profile around a particular resonance state is shown in Fig. 8 . Typically, the second largest eigenlifetime at a resonance energy is smaller than the largest one by a factor of lo4 or more if more than one channel is open. It is interesting to note that the various lifetimes are numerically the same even though the definitions differ between the present method and the other methods of Table V.
IV. CONCLUSION
A new formulation to solve quantum scattering problems is presented which restricts the solution of the scat- 'The same as in Table II . dPresent results. bReference 1 (a). 'Variational S matrix using distorted waves.
The same as in Table II ; the two-point fit.
'The same as in Table II ; the four-point least squares fit. later development, we show that an energy independent auxiliary function F can be used instead of Cp to simplify the calculations with comparable accuracy. We have demonstrated that the numerical results are very accurate when converged for several model scattering problems. The method requires comparable or less computation than other methods. In particular, "real integrals", "no optical potential", and "no cut-off function" are desirable features, while energy dependent integrals are not desirable in the scheme using Eq. (2.9). However, using Eq. (2.11)) the energy dependent-integral problem is resolved. Once the total Hamiltonian represented by a finite basis set is diagonalized, the major part of work in the energy dependent-integral scheme consists of evaluating "Nopen X N&is)' energy dependent real integrals at each scattering energy. This may be done conveniently by Gaussian quadratures. There then remain several smaller "Nopen by lvopen" matrix multiplications and inversions to get the final S-matrix scattering information. In the energy independent-integral scheme, the overlap integrals of F over the discrete eigenfunctions need to be evaluated only once instead of once at each energy. While an arbitrariness in the choice of F is introduced [Eq. (2.1 l)] formally, this is not a problem. Numerical calculations indicate that the results do not depend on the particular choice of F as long as it is a slowly varying smooth function (such as "extremely large period" sine functions or linear functions), nonzero at the outer boundary.
We also note that the computation times are modest for the FRSW approach, particularly in the energy independent-integral scheme. All calculations in this paper were carried out on workstations. Typically, computation times were roughly two times as long as required for the real L2 diagonalization in order to evaluate the S matrices or lifetimes at many ( 10-100) energies. The maximum L2 basis used was 800 for the highly accurate Feshbach resonance calculations of Table V which yielded resonance energies to at least nine significant figures.
A problem due to the zero boundary condition of the sine basis functions may cause trouble at energies at which @ is also zero at the boundary in the energy dependentintegral FRSW scheme. However, these problem energies are predictable analytically. This problem can also be resolved by simply using the energy independent-integral FRSW scheme with a properly chosen F.
The present method produces directly the scattering wave functions on a finite range satisfying the desired boundary conditions at any scattering energy. This makes it promising for other quantum mechanical problems involving scattering wave functions such as photodissociation. The time independent approach, such as closecoupling calculation, in photodissociation involves numerical solutions of the Schrddinger equation for each energy to find the scattering wave function. This could be found relatively easily in the present finite-basis FRSW scheme.
Finally, it should be pointed out that the S matrix and the coefficient matrix C can also be solved from the simultaneous equations obtained from the wave function and its coordinate derivative at one DVR point. Surprisingly, this approach shows poorer convergence behavior than that of Eq. (2.16). The approximation to dY/dr should be, following the spirit of Eq. which is obtained by differentiating Eq. (2.9) with respect to the scattering coordinate. The possibility that Eq. (4.2) is not an adequate approximation to Eq. (4.1) is the probable reason for the poor convergence.
