The paper focuses on the computation of a class of running lters de ned as the n-ary extension of an associative, commutative and idempotent binary operation T on an ordered sequence of operands.
Introduction
Max/min lters are widely used in nonlinear signal and image processing applications 1]-4]. They are very attractive, since their computation requires only comparisons and no arithmetic operations. The computational complexity of max/min lters (i.e., the number of comparisons per sample) depends on the size of the lter window. A direct evaluation of the computational complexity may lead to O(n) comparisons per sample. The particular case when the size of the lter window is a power of two is known to be of O(log 2 n) complexity. Thus, a fast "divide and conquer" algorithm and an e cient pipeline implementation were presented 5]. We mention that the development of the divide and conquer algorithm was based on the particular structure of the lter window. By extending the validity of the fast algorithm for arbitrary size windows, 6], we have gured out that the crucial point for the existence of running max/min algorithms is not the arithmetic properties of the number n but the intrinsic algebraic properties of the max/min operators, namely associativity, commutativity and especially idempotence. This observation leads us to a general approach by de ning a running lter class based on an operation T possessing the above mentioned algebraic properties. T could be maximum or minimum as well as other operations that could be of interest in applications. Several examples of T operations are the least common multiple and the greatest common divisor on the lattice of integers, union and intersection on the lattice of partitions, etc.
The outline of the paper is the following. In section 2, the n-order running T lter is de ned. The existence of a fast algorithm for arbitrary order n lter is proven in section 3. The solution proposed in section 3 is re ned in section 4 towards the implementation of fully programmable pipeline processors for ltering on variable size windows. In section 5, the fast computation of two-dimensional running T lters is discussed. Finally, in section 6, we present our conclusions and we summarize the results of our research.
Running T lter
Let E be a set and let T be a binary operation, T : E E ! E. T is supposed to have the following properties:
1. associativity: (xT y)Tz = xT(yTz), 8x; y; z 2 E; 2. commutativity: xTy = yTx, 8x; y 2 E; 3. idempotence: xTx = x, 8x 2 E. Let X be a mapping, X : N ! E, X(i) = x i .
De nition 1 The n-th order running T lter on X, denoted by RT n (X), is the composite mapping RT n (X) ! E, where:
RT n (X)(i) = (: : : (x i Tx i?1 )T x i?2 ) : : :)Tx i?n+1 (1) The ordered sequence (x i ) may represent an input signal (denoted by X). Thus, RT n (X) is the result of the running lter, i.e., the output signal. We shall further denote y i = RT n (X)(i) and we shall consider the corresponding mapping Y : N ! E, Y (i) = y i .
Since T is associative we have:
RT n (X)(i) = x i Tx i?1 Tx i?2 : : : Tx i?n+1 (2) We write (2) in a closed form by introducing a short-hand notation similar to the product of n operands:
RT n (X)(i) = T n?1 j=0 x i?j
Since the computation of RT n lter implies T-operations on position ordered operands, we introduce the delay operator D m . For any sequence X, D m is a composite mapping D m : X ! E, D m (X)(i) = X(i ? m). We assume that X(i) = 0 for i < 0. 
We have de ned, in a general setting, the class of running lters under study. (E; T) is a commutative semigroup and, besides, T is idempotent. No constraints have been imposed on E. The mapping X determines an ordered sequence on E that is further transformed by the natural n-ary extension of T. RT n may also be approached as a mapping RT n : E E : : : E ! E.
However, its de nition as a composite mapping is more related to the meaning of the problem at hand.
The direct evaluation of (1) requires a number n ? 1 of T-operations for the computation of each element y i . We say that the computational complexity of the n-order running T lter is O(n). It is easy to see that, in the evaluation of any two consecutive elements, e.g., y i and y i+1 , all the operands but two are common: y i = (x i Tx i?1 : : : Tx i?n+2 )T x i?n+1 (5) y i+1 = x i+1 T(x i Tx i?i : : : Tx i?n+2 ) (6) This observation is of great importance in reducing the computational complexity of the running T lter. The idea is to factorize the computation in order to take advantage of the common terms, namely to use partial results on common terms in many computations. In the sequel, we prove that:
the computation of the running T lters can be factorized to derive, for each order n, an algorithm of O(dlog 2 ne) complexity, where dxe is the least integer greater than x; the derived algorithm corresponds to a pipeline implementation; the algorithm is optimal in the sense that it de nes the pipeline structure with the least complexity.
If (E; T) is a group there is the element 1 E , where xT1 E = 1 E Tx = x 8x 2 E and each element x has a symmetric x ?1 2 E so that xTx ?1 = x ?1 Tx = 1 E . In this case, the computational complexity of running T lter is two operations per element. Obviously, y i+1 = x i+1 Ty i Tx ?1 i?n+1 . This is the case of moving average lter ((Z; +) or (R; +) are groups). Since this case is trivial, in what follows we analyze only the general setting of the problem, i.e., when (E; T) is a semigroup. 
We want to compute RT n (X) by using the structure presented in Fig. 2 . To do this, we have to determine in what conditions, if any, equations (4) and (8) are equivalent. Notice that for n power of two, n = 2 k , the right sides of (4) and (8) (4) and (8) is di erent, the idempotence property of T is of crucial importance for the existence of the solution. Equation (8) gives the RT n of a sequence, if the following three conditions are met:
1. 2 k n, i.e., there are enough operands in (8); 2. S(j) < n, i.e., the delay operators in (8) do not exceed the range of delay operators in (4); 3. S(j) takes all the values in the closed interval 0; n ? 1], i.e., all the delay operators in (4) appear also in (8).
We shall prove that, for each n, there is a minimal set I that satis es the above conditions. From condition 1, we have k log 2 n. k is integer and its minimum admissible value is k = dlog 2 ne. We shall prove the existence of the minimal solution by nding the set I. Let I 0 be the set f2 i ; 0 i k ? 2g and let I = I 0 fn ? 2 k?1 g. The set I has k elements. For all I j 2 P(I), we have 0 S(j) n ? 1. If I j = I, the sum S(j) takes its maximum value, namely P k?2 i=0 2 i + n ? 2 k?1 =2 k?1 ? 1 + n ? 2 k?1 = n ? 1. This satis es condition 2. Let us consider any integer p, 0 p < 2 k?1 . Obviously, there is a subset I j of I 0 such that p = S(j). Let us consider 2 k?1 p < n and let q = n ? p ? 1. We have 0 q < 2 k?1 and, based on the same consideration as before, there is an I j I 0 such that q = S(j). In this case the sum of the elements of the set-di erence InI j is exactly p. Consequently, S(j) takes all the integer values in the interval 0; n ? 1] and condition 3 is met. The set I = f1; 2; : : : ; 2 k?2 ; n ? 2 k?1 g is a solution for the general problem of arbitrary n.
Our proof shows that, for each n, the n-order running T lter can be computed by using the structure presented in Fig. 2, i .e., a pipeline of k simple structures as presented in Fig. 1 , k = dlog 2 ne. The computational complexity of RT n decreases from O(n) to O(dlog 2 ne).
The computational complexity of the derived structure is k operations. As we have proven, for a given n, k determined as above is the minimum number to satisfy the problem; from here we infer that the solution is optimal. However, the optimality of k should be understood in connection with the problem we have stated, namely to compute the T running lter by using the pipeline structure of Fig. 2 . The lter is computed by using the 4 cascaded structures with the delays speci ed above.
From the commutativity of T it follows that any permutation of the set I of delay constants is also a solution of the problem. The entire set of solutions for any given n can be determined if we approach the problem as an integer programming one. This means to determine all the sets fm 1 ; m 2 ; : : : ; m k g, k = dlog 2 ne, such that conditions 2 and 3 from section 2 are ful lled. Each m i is bounded, 0 < m i < n. The problem may be solved by exhaustive search. The equations S(j) = p, p = 0; 1; : : : ; n ? 1 lead to e cient branch and bound of solutions space. The analysis of the complexity of the integer programming problem is beyond the purpose of this paper and, besides, our proof gives directly a particular solution. However, for a broader view of the problem, we give all the distinct solutions when n ranges 5; 16] ( Table 1 ). The last column of Table 1 shows the total number of solutions derived by permutation.
Structures for variable window length
The above mentioned structure is tailored to any particular T operation by de ning the processing task of the nodes. T operation may be implemented either by software or by hardware. The delay operators are memory cells or, equivalently, registers. Their size depends on the nature of data required by the problem at hand. If the hardware implementation is needed, the structure presented in Fig. 2 is a pipeline processor. Its clock is determined by the processing time required by the computation of T operations.
For almost all practical applications of such running lters, the window size is a exible design parameter. This problem has a serious impact on hardware implementations and demands for programmable processors. We shall propose two solutions to this problem.
The rst one is generated by the particular solution to the fast algorithm given in section 3.
We have shown that for 2 k?1 < n 2 k the running lter is implemented by k cascaded simple structures. Each structure is composed by a T processor fed on with operands through two delay lines: an identity delay line and a xed value delay line, m i . The delay constants are 1, 2, : : :, There is a second approach to this problem. The basic idea is to implement the architecture for the maximal window size of interest, n, and to perform the computation for windows smaller than n by introducing dummy operands up to n. Let m be the size of a window, where 2 k?1 < m n. We adjust the input data taking care to have in each group of n data exactly m original operands.
The dummy operands may be either the unity element on E (if 1 E exists), or any values of some operands within the group of m (by idempotence of T). We shall give next a procedure for the expansion of the input sequence. 
where bxc denotes the greatest integer less than or equal to x and mod is the modulus operation.
is an increasing mapping too. The expanded sequence of the input (x i ) is generated by the following procedure: each sample x i is placed in position (i); between samples x (i) and x (i+1) (i+1)? (i)?1 dummy samples are inserted. (0) dummy samples are inserted in front of x (0) .
By construction, the sample placed at position j belongs to the initial sequence if j mod n 2 J. Similarly, if j mod n 2 KnJ, a dummy sample is inserted on position j. Let us consider a group of n consecutive samples of the expanded sequence and let j be the index of its rst sample. Their indices are j + q, where 0 q < n. (j + q) mod n takes distinct values for distinct values of q. (If q 1 6 = q 2 and (j + q 1 ) mod n = (j + q 2 ) mod n, we have (q 1 ? q 2 ) mod n = 0. Thus q 1 ? q 2 = rn.
Since q 1 , q 2 < n then q 1 = q 2 ). We get n distinct values for (j +q) mod n, i.e., 0; : : : ; n?1. The set f(j +q) mod ng is identical with set K. Therefore, exactly m samples belong to the initial sequence and p samples are dummy ones. Since j has been taken arbitrarily, the property is valid for each group of n consecutive samples. Let us consider a window that starts with a dummy sample z i . When the window moves one position, z i is discarded and a new sample is added. According to this expansion procedure, the new sample is a dummy sample as well, z i+n . Since dummy samples do not in uence the computation, the result is the same in both windows and one sample must be discarded from the output sequence. Let : I ! K be:
Each inserted sample z i takes the value of its previous sample x i . The expanded sequence is:
x 0 ; z 0 ; x 1 ; z 1 ; : : : ; x p?1 ; z p?1 ; x p ; x p+1 ; : : : ; x m?1 ; x m ; z n ; : : :
The mapping (10) is appropriate for hardware implementation with no apparent loss of performance due to dummy insertion/elimination. The idea is to keep input/output data samples synchronized and, meantime, to insert hidden clock cycles for the processing of dummy samples. Since each dummy sample is a copy of the previous sample and if the T processors are fast enough, we may compute two cycles instead of one when, according to (11), a dummy sample has to be inserted.
This means to load two times the data sample x i (corresponding to x i and z i ), to forward it in the pipeline and to output only one result. Therefore, when no dummy samples have to be inserted, the pipeline and the input/output data have the same timing, otherwise the processing chain executes two clock cycles instead of one. The domain of operation can be further extended to 2; n] by multiplexing the output of the T processors and selecting the command timing and the output according to the range of n. The second solution has the advantage of eliminating the programmable delay lines required by the rst solution by using an adequate clock signal. More aspects regarding non-pipeline schemes derived by optimizing the sequence expansion scheme are given in 7].
2D Filtering
In the previous sections we have presented the 1D n-order running T lter; the 2D case immediately follows. Thus, the mapping X extends naturally to a 2-dimensional one, X : N N ! E, X(i; j) = x i;j , where 0 i; j < N. The delay operators are mappings D p;q : X ! E, D p;q (X)(i; j) = X(i ? p; j ? q). They preserve the properties shown in section 2. With the above notations we have:
De nition 2 The 2D running T lter on X for a n m window size is the composite mapping RT n;m (X) ! E de ned by: 
The number of operands in equations (12,13) is n m. Therefore, the direct computation of RT n;m (X) requires n m?1 operations for each output sample, i.e., the computational complexity of 2D running transform is O(n m). Let us assume, for simplicity, that n = m and let us investigate the computation of RT n;n (X)(i; j) in the j direction (we consider directions i and j as rows and columns). For consecutive outputs, n 2 ?n operands are common and n operands are di erent. This means that, when the lter window moves one position a new column of n operands is added, let say column j. Simultaneously, the n operands of the column j ? n are thrown away. The passage from one window position to the next one may be seen as a sequential procedure that takes place in n steps; in each step an operand is discarded and a new one is added. Thus, the 2D mapping X is transformed to a 1D mapping, and the 2D running lter can be implemented by a 1D n 2 -order running lter whose output preserves only one out of n consecutive results. By using the algorithm proposed in section 3, the computational complexity of the 2D running lter becomes O(nd2 log 2 ne) operations per sample, (d2 log 2 ne T-operations for each result, and n results have to be computed until a nal result is obtained). This approach requires n Thus, the computation is done in two passes. First the 1D n-order lter is computed on rows and then a second 1D n-order lter is computed on the columns of the results. By using the fast algorithm, the computational complexity of the 2D lter is O(2dlog 2 ne) at the cost of two passes over the 2D sequence (the entire intermediate sequence have to be stored). Since the intermediate sequence can be stored in place, this is not a major drawback of the separable implementation. The decrease of the computational complexity for the separable approach is signi cant.
Conclusions
We have proven the existence of a fast computation method, data independent, for a class of 1D and 2D running lters. The de nition of the lters under study is based on the natural n-ary extension of a binary operation T. The cornerstone of our approach is given by the algebraic properties of T, namely associativity, commutativity and idempotence. Our approach has considered a general pipeline computational structure that has been constrained to compute the desired lter output by specifying its elements, i.e., the number of T processors and the values of delay constants. We have proven that, for each window size n, there is a set of delay constants, namely f1; 2; : : : ; 2 k?2 ; n?2 k?1 g, so that the computation is done in k = dlog 2 ne T-operations per sample.
The resulted computational complexity is optimal with respect to the considered pipeline structures. Programmable structures for variable size windows have been investigated and two methods have been discussed.
The most obvious application of our results is for the computation of max/min lters. This is of large interest in signal and image processing, notably in mathematical morphology. Other applications may be taken into consideration as well, since the assumptions on T are ful lled also by other operations (e.g., the greatest common divisor, the least common multiple, union and intersection). 
