Supplemental Methods
Computing NO profiles from δ-FlincG fluorescence signals. The method was grounded in the kinetics of NO-activated GC, PDE5 and δ-FlincG (Supplemental Fig. 2A ). To define a generic detector cell, several kinetic parameters allowed to vary in the previous analysis (1) had to be fixed. First, the maximum activities of NO-activated GC and of PDE5 were set at 16.6 and 2.65 µM/s, respectively, these being the mean values found for the cells in the earlier experiments. Second, the proportion of PDE5 in its persistently active form (pPDE5* in Supplemental Fig. 2A ) at the start of each experiment was set at 2 %, based on comparing the computed NO profiles with the known profiles in 3 experiments in which a range of clamped NO concentrations (10 pM-1 nM) was applied to the cells by perfusion (Supplemental Fig. 2B & C). These data are from a recently published study (1) 1 For computing the NO profile, it was necessary to input a generic profile shape and then allow the computer to find the shape parameters that best fit the data. Since the responses under consideration rose to a peak or plateau at various rates and then declined at various rates, an asymmetric double-sigmoid shape was selected as the input. This was found to be the most flexible shape compatible with the efficient operation of the fitting program (the Levenberg-Marquardt method implemented by the "Minerr" function in Mathcad), and is described by the following equation:
. With pPDE5*fixed at 2 %, the model also gave a good simulation of the NO profiles when delivered to the detector cells in brief (1-s) puffs (Supplemental Fig where c [NO] is the computed NO concentration profile, A is the amplitude parameter, t = time, xc = center, and w1, w2 and w3 are width parameters.
To quantify just the peak NO concentrations, an alternative and simpler method might be to measure the amplitudes of the detector cell responses (relative to maximum) and read off the concentrations from the detector cell NO concentration-response curve (Supplemental Fig. 5 ). Such an estimate would necessarily be crude, however, because it takes no account of the time factor, which is an important determinant of the detector cell response (i.e. gradual and rapid rises of NO to a given concentration would not give the same response amplitudes). The reason lies in the kinetics of activation of the detector cell PDE5 by cGMP (1) . Analyzing the same data (those in text Fig. 3 ) using either the complete response (as done here) or the peak height, shows that the estimates based on peak height are 2-to 3-fold higher (depending on the cerebellar subregion). Thus, ignoring the kinetics introduces substantial errors. Additionally, of course, our method of analysis provides information on how the NO concentration changes over time, which does not necessarily follow the same time-course as the detector-cell signal.
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As before (2), clamped NO concentrations in this previous study were generated by mixing different concentrations of a slow NO releaser with the slow NO consumer CPTIO (100 µM) and uric acid (0.1 mM). At this CPTIO concentration, a steady-state NO concentration is attained within 4 s of mixing and it lasts until the donor and/or the CPTIO becomes significantly depleted. In this case, 1-hydroxy-2-oxo-3-(N-ethyl-2-aminoethyl)-3-ethyl-1-triazene (NOC-12), which has a half-life of 100 min at pH 7.4 and at 37 °C, was used as the NO donor. This donor is even more stable at room temperature (half-life = 327 min at 22 °C), which allowed mixtures to be kept on the bench for up to 30 min without significantly affecting the NO concentration generated on perfusing them into the experimental chamber at 37 °C. The value of the resulting clamped NO concentration is directly proportional to the NO donor concentration, the proportionality constant being the ratio of rate constants for NO release from the donor and NO consumption by CPTIO. Typically, the conversion came to 10 µM NOC-12 per nM NO. The NO concentration-response curves for guanylyl cyclase activation in the cells determined using NOC-12 as the donor, and the response kinetics, were indistinguishable from previously published results obtained using other donors (1) .
Error analysis. The method we elaborated generates a best estimate of the NO profile underlying the detector cell responses based on minimizing the sum of the squares of the errors, irrespective of the NO concentration. Nonetheless, the degree of confidence that can be attached to the result varies with concentration because of the characteristics of the δ-FlincG biosensor, which approaches its maximum fluorescent output at a cGMP concentration of about 2 µM. Close to this value, small changes in fluorescence correspond to large changes in cGMP concentration and, hence, NO concentration. The method is expected to extract NO concentrations most sensitively, therefore, when they elicit submaximal δ-FlincG responses. A quantitative analysis of this point was undertaken based on a large number of individual detector cells underlying cerebellar slices that gave a range of fluorescence amplitudes on superfusion of NMDA. The analysis was carried out by fixing the amplitude parameter ("A" in eq. S1) at a range of values around its computer-generated best-fit and determining the resulting variation in fitting error (the sum of the squares of the errors divided by the degrees of freedom) and peak c [NO] . The results are given in Supplemental Fig. 3 .
NO diffusion from discs. Diffusion profiles from NO-emitting discs (Supplemental Fig. 4 ) were calculated by integrating with respect to time the equation for an instantaneous disc source ((3) equation 10.3.10, p 260), modified to include NO inactivation. On the axis of the disc, the NO concentration with respect to distance (z) and time (t) is given by:
D is the diffusion coefficient, Q the NO synthesis rate (mol/s), a the radius of the disc, and λ the inactivation rate (s -1 ). To simulate reflection at a surface, a second source was positioned an appropriate distance beyond it and the concentration profile in the region of interest superimposed (4) .
NO diffusion in and around a detector cell.
A HEK 293T cell was modeled as a hemisphere (5) with its base positioned on a non-absorbing surface, representing the coverslip. Analogous to models of intracellular Ca 2+ diffusion and reaction (6, 7), the intracellular and extracellular compartments were divided into thin shells (0.3-1 µm apart, depending on location). Each intracellular shell contained all the NO signal transduction machinery (as in Supplemental Fig. 2A ) and NO and cGMP were free to diffuse across the boundaries with diffusion coefficients of 8.48 x 10 -10 (8) and 3 x 10 -10 m 2 /s (9), respectively. NO (but not cGMP) was also free to diffuse across the cell boundary. Since the detector cells were located immediately underneath brain slices, the NO diffusion coefficient outside the cell was taken to be its intracellular value given above. In this location, NO was assumed to be inactivated at a rate of 150 s -1 , which is the rate predicted for cerebellar slices at the NO concentrations of interest, assuming MichaelisMenten kinetics and a K m of 10 nM and V max of 1.5 µM/s (10). The NO source was positioned in a shell (0.5 µm thick) at, or outside, the cell boundary. The rate of inactivation of NO in the intracellular compartment was varied. As expected, reversible binding of NO to its much more numerous intracellular receptors slows its penetration into the cell interior. Nevertheless, with a constant release rate, free NO largely equilibrates throughout the cell within 5 s, reaching the same concentrations as would be found without any binding sites. With a uniform rate of NO consumption, the accuracy of the results was checked using analytical solutions for diffusion from a continuous spherical surface source ((3) equation 10.4.10, p 263), modified to include NO inactivation:
), r = radius from center of source, r' = source radius, D = diffusion coefficient and λ = rate constant for NO consumption. The solution for diffusion from a spherical surface source is the same as for a hemisphere having half the source strength positioned on its curved surface, with reflection at its base (as in the detector cell model). Results are in Supplemental Fig. 4C .
Modeling the distribution of detector cell responses.
The lognormal distributions of detector cell response amplitudes (Fig. 5B) were hypothesized to reflect the approximately linear relationships predicted to exist between the logarithm of NO concentration and distance from source (Supplemental Fig. 4B ). To test this hypothesis, the source was modeled as an NO-emitting disc (eq. S2), 10 µm in radius. The disc size was chosen to be large enough to cover a detector cell but sufficiently small to confine the spread of NO in active concentrations (> 10 pM) to within a diameter of 20 µm a distance of 10 µm away, thereby limiting cross-activation of adjacent detector cells (c.f. Fig. 5A ). Having a larger disc (e.g. 100 µm radius), however, made no difference to the fit parameters. The rate of NO inactivation was taken to be 150 s -1 (see above). Using the "runif" function in Mathcad, random values for the distance from the source along its axis (the same number as in the experimental data) were fed into eq. S2 and the resulting distribution (average of 20 runs) compared with the respective experimental distribution (Fig.  5B) . Fits to the data generated values for the NO emission rate (Q) and concentration at the source surface, and the maximum distance from the source surface that the detectors were located (Supplemental Fig. 4D, Tables 1 & 2) . Varying the rate of NO inactivation (λ in eq. S2) did not affect the NO concentrations at the source surface but influenced the maximum source surface-to-detector cell separation (e.g. a 10-fold reduction in λ increased it by ≈2.5-fold).
Estimating tissue NO concentrations and synthesis rates.
To obtain values for the source strengths within the tissue giving rise to the NO concentrations at the source surface, we used the diffusion equation Table 2 . Values were the same with the source positioned within a tissue depth of 10 µm or more, with NO being free to diffuse away on both sides. From the tissue surface outwards, the NO profile closely followed its profile for diffusion from discs, validating the use of the simpler disc sources for analyzing the distribution of detector cell responses (see above). Altering the rate of NO consumption by changing V max (eq. S4) had little effect on the predicted tissue NO concentrations but the source strength changed proportionately (e.g. with V max reduced 10-fold, the tissue NO concentration was 16 % lower but the required source strength was 10-fold lower).
Supplemental Fig. 1 . Origin of, and correction for, the fluorescent undershoot observed in detector cells following washout of NMDA. A typical undershoot is seen in the mean traces from one experiment (A) whether the detector cells were classified individually either as responders to NMDA (gray symbols) or non-responders (blue symbols), and in both the absence and presence of the NO synthase inhibitor Lnitroarginine (L-NNA, 30 µM), together showing that the undershoot is unrelated to NO formation. Being slow relative to the NO-mediated component, it had little influence on the computed NO waveform, and could be subtracted out for analysis and display in one of two ways. When the NO-dependent response was abolished (here in the presence of L-NNA), the undershoot was fitted to an asymmetric doublesigmoid (red line, upper trace; eq. S1) from the start of the NMDA application. The same fit was then superimposed on the control NMDA response sequence and subtracted from it (gray symbols below). As shown in the "non-responder" data (blue symbols), the falling phase of the undershoot could also be fitted, again from the start of the NMDA application, with a logistic function of the type: where A 1 and A 2 are the initial and final values, respectively, y is ΔF/F 0 , t is time, t 0 is the center, and p is the power. The fit parameters were consistent between experiments (t 0 = 57 ± 3.7 s, p = 5.3 ± 0.55; means ± S.E., n = 5). When the undershoot was not isolated experimentally (e.g. with L-NNA), these parameters were used to subtract the falling phase of the undershoot and the subsequent return to baseline was subtracted secondarily after fitting it to a second logistic function. In the example illustrated it is evident that, after applying the undershoot correction (either method; lower blue symbols), the "non-responders", on average, displayed a small response to NMDA (here corresponding to a c[NO] of about 10 pM).
Because eGFP-based biosensors are pH-sensitive (11), we suspected that the undershoot might be caused by a fall in the intracellular pH of the detector cells as a result of the metabolic stimulation of the overlying brain tissue by NMDA. In accordance with this possibility, perfusion of lactate (0.5 -2 mM), which is produced in response to NMDA (12) , caused a concentration-dependent fall in δ-FlincG fluorescence in detector cells (no brain slice) that reversed on washout (B). The size and shape of the NMDA-induced undershoot was not markedly altered by increasing the O 2 supply, brought about by equilibrating the perfusion solution with pure O 2 instead of air (C,D), implying that the presumed acidification was not because the NMDA-induced increase in O 2 consumption led to transient hypoxia. The usual amplitude of the undershoot (ΔF/F 0 = -0.05 to -0.1) corresponds to the effect of about 1 mM lactate (B), a reasonable concentration to be found extracellularly in the brain in vivo after excitatory stimulation (13) . Traces were corrected in the same way for a similar undershoot observed using hippocampal slices. panel A) , the proportion of this species was stepped between 0 % and 5 % of the total. Each time, the NO profile computed from experimental data was compared with the (known) applied profile (from (1)) in terms of both the peak amplitude (B) and, as a measure of the overall response shape, the peak area (C). Broken horizontal lines are actual values. The best convergence overall was at a resting pPDE5* of 2 % of total. Note that the response to 100 pM NO appears best fitted with 4 % PDE5* but, in part, this may be because this concentration was applied after the lower concentrations (1), which would have led to elevated PDE5*. An example of one experiment is illustrated in panels D-G, the insets of which compare the actual (blue lines) and computed (red lines) NO profiles, the latter with 2 % resting pPDE5*. Fits to the data are shown in the main panels by red lines; the fade of the response during exposure to the higher NO concentrations (F,G) is the result of the PDE5 activity becoming higher than the guanylyl cyclase activity (1). The mean results from analyzing all 3 experiments in this way (panels I-L; conditions as in D-G, respectively) showed good agreement between actual and computed NO profiles (displayed on a logarithmic scale). The same analysis was applied to results of experiments in which NO was applied to the cells in brief puffs (1-s duration) from an adjacent pipette (1 nM NO in pipette: (1)). A single experiment (4 puffs delivered 12 s apart) is shown in panel H. In the inset, the blue line is the applied NO and the red line the computed NO (resting PDE5* = 2 %), the red line in the main panel being the fit to the data. The mean computed NO profile from analyzing 3 such experiments (M) again showed good accord with the true profile when the resting pPDE5* was set at 2 %. Thus, with this value fixed, the method is reliable for extracting NO profiles from the δ-FlincG kinetics, even when rapid. The experimental data in panels D-H are from Figs. ), the intracellular NO concentration is relatively uniform and corresponds approximately to the concentration that would be found within 2 µm of the cell boundary with no detector cell present. D. Simulation of experimental results by a model based on the detector cells being located at random distances from sources of unknown strength. The main panel shows a sample frequency histogram for 95 detector cells located randomly up to 11.5 µm from the source (c.f. Fig. 5B ). The insets are fits to the lognormal probability plots of the peak c[NO] values found for the cerebellum and hippocampus (Fig. 5B) ; EGL = external granule cell layer, ML/PCL = molecular /Purkinje cell layer, IGL = internal granule cell layer. The fit parameters are given in Table 2 and the distributions are compared with experimental values in Table 1 . In all cases the data conformed to linear fits (R 2 = 0.93-0.99) and the experimental and theoretical datasets were not significantly different (P = 0.5-0.7 by F-test). Linear fits (solid lines for the simulation, broken lines for the experimental data) mostly superimpose. Supplemental Figure 5 Supplemental Fig. 5. NO concentration-response curves for detector cells. A,B . Two experiments performed 11 months apart (data are from a previous study (1) ). NO was applied in clamped concentrations for 1 min by perfusion (as in Supplemental Fig. 2D-G) and the peak response of each individual detector cell was measured. Mean values are shown in C; the curves were fitted to a logistic function (n H = Hill slope). Consistent NO sensitivity is observed across the detector cells and the overall fit parameters (EC 50 and n H ) do not differ significantly between experiments (P = 1 and 0. 
