Introduction 2. Transparent, Passive Estimation of End-
The Management System for Heterogeneous Networks
to-End Throughput and Latency
(MSHN) is a system-for managing a-set of distributed resources. Integral to MSHN is the maintenance of status information concerning the resources available on those systems. This paper focuses on monitoring the end-to-end performance of message passing. The method used to gather this information is subject to three constraints: (1) the implementation must not require any changes to the operating system; (2) modifications to the applicationk code must be minimized; and (3) the overhead imposed by the information gathering mechanism should not be excessive.
We examined eight tools and application components, both commercial and research, that attempt to measure end-to-end message passing performance [HAYE94, HEWL96. KRES97, LEEC98, NETS98, SPRI97, WOLS971. They can be characterized as either active or passive. Those that are active pass messages to acquire their performance estimates; these messages serve no other useful purpose. Previous experimentation has demonstrated that for such methods to be accurate, very frequent messages are required [KRES97]. The increase in network load associated with these frequent messages is not acceptable in MSHN, particularly when networking and CPU resources are heavily used. During these times, these resources are needed by applications that can have critical deadlines. Passive mechanisms, on the other hand, do not add significantly to the load carried by these already taxed resources. In all cases examined, though, the passive approach was implemented as an integral part of each application, using application-specific knowledge to obtain performance estimates.
Although the passive approach is much preferable in MSHN, constraint (2) requires that application source code not be modified to perform such measurements. In what follows we describe MSHNS passive approach that does not require code modification and that provides an accurate estimate of both end-to-end latency and throughput.
MSHN employed a technique devised in Condor to transparently intercept system calls LITZ971. Condor required applications to be linked with a special library for intercepting system calls and performing pre-and postprocessing of parameters. This allows transparent process migration in UNIX environments. MSHN intercepts the read ( ) and w r i t e ( ) system calls in order to measure end-to-end throughput and latency. The calls are transparently intercepted by linking the application's object files with MSHN libraries. The modified read ( ) call augments the data to be sent, adding a size field and a timestamp. (MSHN does not assume that all machines are perfectly synchronized; instead, it uses an algorithm derivative of that used by Network Time Protocol to estimate clock offsets.) The modifiedwrite ( ) call strips off the augmented data and, when appropriate according to the rules described below, estimates end-to-end throughput and latency. Below, the process invoking the read ( ) call is termed the reader and the process invoking the w r i t e ( ) call is termed thewriter.
The reader can only accurately estimate latency and throughput under particular circumstances. That is, latency should only be estimated when the reader invokes read ( 1 before the writer invokes w r i t e ( 1. Latency in this case is the (adjusted) difference between the w r i t e ( ) invocation and the time when data is available at the reader. MSHN calculates end-to-end latency by subtracting the time when the reader receives the message from when it was sent by the writer. Of course, this difference between the send and receive times is not simply composed of transmission time. The reading process may spend some amount of time in the blocked queue before reading the message, and the operating systems of both the reader and the writer spend time packaging the message before putting it onto or receiving it from the network. However, our definition of end-toend, i.e.. application to application, latency includes blocked time. operating system processing time. as well as transmission time.
To estimate throughput, MSHN exploits the fact that many writes to the network are large. When a large message is read from the network, read ( ) must be called repeatedly by the application until the entire message is received. Define as the message tail, the part of the message that is not obtained in the first invocation of read ( ) . MSHN computes the difference between the time when the first part of the message is available at the reader and when the last read completes; this difference is the transmission time for the message tail. Thus, the number of bytes received is the length of the message tail. Hence, dividing the length of the message tail by the transmission time yields an estimate of end-to-end throughput.
Overhead of Network Monitoring
We ran our tests between an Intel Pentium Pro dual processor system and a Sun Sparc server. The Pentium To determine overhead, we linked the test program with the MSHN library. We then compared its performance to that of the same test program when not linked to this library. In order to ensure that the time duration that we measured within each test exceeded the minimum precision of the clock, we repeated t h e r e a d ( 1 and w r i t e ( system calls a sufficient number of times to obtain an elapsed time in excess of 0.005 seconds.
The test program executed 25 large (50 KB) read ( ) S and w r i t e ( 1 S, and 200 small (100 byte) read ( ) S and w r i t e ( ) S across a socket to a remote process. It then calculated the total time elapsed and output this time to a log file. We made 100 runs and averaged the results; these are listed below:
Large read() Small write()
1.44
Note that the test times listed are for the entire test on that system call, as described above, not for a single invocation of a system call. The modifications add a fixed amount of processing. Therefore, the low overhead for the large (versus the small) read ( ) ' s and w r i t e ( 1 ' s is intuitive. Additionally, because w r i t e ( ) 's do not generally block, they execute much faster than the corresponding read ( 3. Therefore, any processing added to the w r i t e ( ) shows up as a larger percentage overhead. The small w r i t e ( ) provides a good example: although it took each modified w r i t e ( ) 91% longer to execute, this was equivalent to only an additional 0.000024 seconds.
Finally, it is important to realize that an application does more than invoke system calls. The overhead stated above must be amortized over the entire runtime of the program. The test program used did little more than invoke system calls and record times, yet the entire runtime for the test program increased by less than 3%.
Summary
The technique presented above measures perceived end-to-end message passing performance while meeting the three MSHN criteria set forth in the introduction. By using CondorS technique for modifying a system library, the first two constraints are met as no operating system or application source code changes are required. The third constraint (low overhead) is met through the use of passive monitoring.
Current research is focusing on validating the accuracy of the results obtained by MSHN using the technique described here and on modifying the executable itself to avoid requiring the application object files.
