Bio-energy Transport as a Phonon Dressed Vibrational Exciton in Protein
  Molecules by De Silva, Theja N. & Bolt, Peighton
ar
X
iv
:1
90
3.
11
58
1v
1 
 [p
hy
sic
s.b
io-
ph
]  
27
 M
ar 
20
19
Bio-energy Transport as a Phonon Dressed Vibrational Exciton in Protein Molecules
Theja N. De Silva1,2 and Peighton Bolt1
1. Department of Chemistry and Physics, Augusta University, Augusta, Georgia 30912, USA;
2. Kavli Institute for Theoretical Physics, University of California, Santa Barbara, California 93106, USA.
Following the ideas of Davydov’s soliton theory, we study the bio-energy transport in protein
molecules. By using a quantum Brownian motion model for a phonon dressed vibrational exciton,
we calculate the time-dependence on the mean square distance, diffusion coefficient, and energy of
the vibrational exciton. We find the time-dependence by solving the quantum Langevin equation
and find oscillatory behaviors due to the super-diffusive non-ohmic dissipation. We find that the
vibrational exciton gains an overall energy due to the coupling to the phonon bath; it also dissipates
its energy to the environment as it propagates. The amount of energy gain and the oscillatory
features depend on both temperature and the phonon-vibron coupling.
I. INTRODUCTION
The energy needed for various biological phenomena
and biochemical processes are captured during the hy-
drolysis of adenosine triphosphate (ATP) [1–3]. It is be-
lieved that about 0.43 ev of energy is released in these
vital chemical events within living systems. This energy
release is associated with the dissociation of phosphate-
oxygen bonds in ATP [4, 5]. The underlying mechanism
of this energy release is not completely understood on a
molecular basis. However, it is well understood that this
bio-energy must transfer from one place to another in
protein molecules to perform biological processes [6–11].
These biological processes include muscle contractions,
DNA replications, neuro-electric pulse transfer, calcium
pumps and sodium pumps all occur due to energy trans-
fer through protein molecules. The theory of this en-
ergy transfer, now widely known as Davydov theory, was
first proposed by Davydov [12–14]. It has been argued
that the energy released from ATP is not sufficient to
excite the electronic states of a molecule. The leading
role in the energy transfer of proteins must be provided
by the vibrations of atoms in C = O bonds in the pep-
tide group. However, the life time of such an isolated
vibration (Amide-I vibration) is very short, thus Davy-
dov suggested that the bio-energy is carried by a soli-
ton mechanism in the protein molecule. In a quantum
mechanical sense, a soliton is a wave packet that prop-
agates in a medium while keeping its shape. The soli-
ton mechanism suggests that the self-trapping Amide-I
vibration, generated by the energy released in ATP hy-
drolysis, carries the energy through its interactions with
acoustic phonons. These acoustic phonons are the har-
monic lattice vibrations of the peptide molecular units in
the protein.
There are many studies that support the energy trans-
fer through soliton mechanism [15–36], however the
Davydov soliton mechanism in α-helix protein molecules
needs some improvements to address many unanswered
questions. It is well known that quantum mechanical ef-
fects, thermal effects, and disorder greatly effect the life
time of solitons. A quantummechanical perturbation cal-
culation predicts that the life time of the Davydov soliton
at biological temperature 300K is too small to be respon-
sible for biological processes [37, 38]. Many improved
models that involve soliton mechanism were proposed for
the energy transfer [39–51], but most of them were not
able to explain the complete picture of underlying mecha-
nism. Specifically, the soliton mechanism in the presence
of classical phonons require strong exciton-phonon cou-
pling for nonlinear dynamics [52–54]. Further, partially
dressed vibrational excitons also require a strong exciton-
phonon coupling for nonlinear soliton mechanics [55–58].
However, most ab initio calculations estimate a smaller
and negative coupling strength when compared with the
values needed to satisfy nonlinear dynamics for classically
treated phonons [59–61]. Although partially dressed vi-
brational excitons can be expected at low temperatures,
fully dressed vibrational excitons are expected at biolog-
ical temperatures. Therefore, for realistic systems, one
must treat bio-energy transfer as a quantum mechanical
propagation of fully dressed excitons at a weak coupling
regime.
In a series of publications [53, 62–68], V. Pouthier et
al. have studied the bio-energy transport in a lattice of
H-bonded peptide units using the framework of Davy-
dov soliton mechanism. The idea is that the energy is
transferred through phonon dressed vibrational excitons
known as vibrons. The authors have studied the trans-
port properties by calculating the reduced density matrix
using the time-convolutionless master equation [67, 68].
It is the purpose of this work to revisit the vibrational
energy flow model and study the transport properties
of peptide molecular chains by means of the quantum
Langevin equation. Following Davydov’s idea, we con-
sider a simple model of a protein molecule where peptide
groups are arranged in a periodic structure connected by
hydrogen bonds. We treat quantum mechanical Brow-
nian motion as a mechanism for the bio-energy transfer
based on a self-trapped, narrow band, vibrational exci-
ton in the presence of acoustic phonons generated by the
vibration of peptide units. The motion of an effective
vibrational exciton or Amide-I vibron is surrounded by
2elementary excitations of lattice vibrations or phonons.
This vibron dressed with a virtual cloud of phonons is
called a polaron. The concept of polaron is very com-
mon in studying mobility of impurities in materials. We
investigate the physics of the fully phonon dressed vibron
as an open system in the framework of quantum Brown-
ian motion. In this context, the effective vibron plays the
role of a Brownian particle moving in a thermal bath con-
sisting of a collection of phonons satisfying Bose-Einstein
statistics. We find that the transport properties are very
sensitive to the temperature and the coupling between
the vibron and the phonon bath. The calculated time-
dependence on diffusion coefficient shows non-monotonic
oscillatory behavior indicating that the vibron diffusion is
not a simple diffusion nor coherent. Further, we find that
the time-dependence of energy is also oscillatory. While
dressed vibrons acquire an overall energy, they dissipate
energy to the environment as it propagates. The overall
gain in vibron energy depends on temperature and the
coupling between the vibron and phonons.
The paper is organized into seven sections. Section
II introduces a simple Frohlich type Hamiltonian as our
model for the single vibron. Section III includes our
derivation of the spectral density and the damping ker-
nel through the self-correlation function. Section III also
contains our arguement that the energy dissipation is
super-ohmic and the vibron propagation carries mem-
ory effects. Section IV introduces the quantum Langevin
equation and present its solution in section V. Section V
also includes the derived time dependent transport quan-
tities. Finally, section IV presents our results and we
summarize our results with a discussion in section VII.
II. THE MODEL
The model describing the dynamics of vibrons is de-
scribed by the Hamiltonian, H = Hex+Hph+Hint, where
Hex represents the Boson-type vibrational excitation ex-
cited by the energy released in ATP, Hph represents the
harmonic lattice vibrations of peptide molecular units,
and Hint represents the interaction between the vibron
and the lattice vibrations. We consider a single vibron
with an effective mass mex and momentum pex,
Hex =
p2ex
2mex
. (1)
and a chain of peptide units connected by chemical bonds
with an effective spring constant ks, and mass m,
Hph =
N∑
n=1
m
2
d2xn
dt2
+
N∑
n=1
1
2
ks(xn+1 − xn − a)
2, (2)
where xn is the position of n-th peptide unit in the chain
and a is the length of a peptide unit. Notice that we have
introduced an effective mass to the vibron and consider
the vibron as a particle moving along the peptide chain.
This is done for the convenience in our theoretical formu-
lation, however, we replace its effective mass at the end of
our derivation using the initial kinetic energy of a single
amide-I vibron ǫ0 =
h¯2
2mexl2
, where l is the characteristic
length scale in the problem. Assuming |xn(t) − x¯n| ≤ a
and changing the variables xn = x¯n + φn with equilib-
rium position x¯n = na, the lattice vibration part of the
Hamiltonian can be written as
Hph =
N∑
n=1
[
p2n
2m
+
ks
2
(φn+1 − φn)
2
]
, (3)
where pn = m(dφn/dt). When the relative displacements
of neighboring peptide units are small, |φn+1 − φn| ≪ a,
we can take the continuum limit φn → φ(x)x=na and
the summation of discrete variables are then converted
into an integral over the position x. Taking the Fourier
transform of the displacement vector,
φ(x) =
1
L
∑
k
eikxφk, (4)
the phonon part of the Hamiltonian becomes,
Hph =
∑
k
[
pkp−k
2ρ
+
1
2
ρω2kφkφ−k
]
, (5)
where ωk = ak
√
k0/ρ with ρ = m/a and k0 = ks/a.
Finally, the Hamiltonian can be represented in sec-
ond quantized from in terms of bosonic operator b†k =√
mωk
2h¯ (φ−k −
i
mωk
pk) as,
Hph =
∑
k
Ek
(
b†kbk +
1
2
)
, (6)
where Ek = h¯ωk and the usual bosonic operator b
†
k cre-
ates a phonon with wave vector k. The interaction part
of the Hamiltonian Hint now can be written in terms of
bosonic operators,
Hint =
1
L
∑
k
vI(k)ρI(k)(bk + b
†
−k), (7)
where ρI(k) =
∫∞
−∞
eikx˜δ(x˜−x)dx˜ is the density of vibron
in the momentum domain and vI(k) is the interaction
strength between an exciton at x = x˜ and the phonon
gas. For the case of kx ≪ 1, using eikx ≃ 1 + ikx, the
final form of the system Hamiltonian can be simplified
using the transformation bk → bk − vI(k)/Ek,
3Hint = Hex +
∑
k
Ekb
†
kbk +
∑
k
h¯gkπkx, (8)
where we have defined effective coupling constant be-
tween exciton position and phonon momenta gk =
kvI(k)/h¯ and dimensionless momenta πk = i(bk − b
†
k).
Notice that we have kept only the linear bosonic oper-
ators in the interaction term, thus our Hamiltonian is
valid only for the weak coupling regime. In the polaronic
physics literature, this weak coupling regime is known as
Frohlich regime [69–71]. For the strong coupling regime,
one needs to include the quadratic and higher order oper-
ators in the interaction term to generalize the model [72–
76]. The Frohlich regime for the vibrons is justified by
the ab initio calculations for α-helix fragments containing
two H-bond peptide units [59–61].
III. LONG TIME SUPER-DIFFUSIVE
NON-OHMIC DISSIPATION
The spectral density defined through the self-
correlation function of the oscillators characterizes the
dynamics of quantum Brownian motion of the dressed
vibrons. The coupling between bath oscillator momenta
πk and the dressed vibrons enters in the dynamics of the
system via the self-correlation function C(τ) of the oscil-
lator environment [77],
C(τ) =
∑
k
h¯g2k〈πk(τ)πk(0)〉, (9)
where 〈πk(τ)πk(0)〉 indicates the quantum or thermal av-
erage of the operator product πk(τ)πk(0) over the system
Hamiltonian. Replacing oscillator momenta πk in terms
of bosonic operators bk and using the phonon occupa-
tion number nk ≡ 〈b
†
kbk〉 = 1/[e
Ek/kBT − 1], the self-
correlation function can be cast as C(τ) = ν(τ) − iλ(τ),
where kBT is the dimensionless temperature with Boltz-
man constant kB . The real part of the self-correlation
function represents the noise,
ν(τ) =
∫ ∞
0
J(ω) coth[h¯ω/2kBT ] cos[ωτ ]dω, (10)
and the imaginary part of the self-correlation function
represents the dissipation kernal,
λ(τ) =
∫ ∞
0
J(ω) sin[ωτ ]dω, (11)
where the spectral density J(ω)
J(ω) =
∑
k 6=0
h¯g2kδ(ω − ωk). (12)
Here ωk = Ek/h¯ ≡ a
√
k0/ρk ≡ ck. In order to derive
an analytic expression for the spectral density, we as-
sume interaction strength vI(k) ≈ vI(0) is momentum
independent. As stated before, the weak coupling limit
is justified by the ab initio calculations for α-helix frag-
ments containing two H-bond peptide units [59–61]. Al-
though theoretical estimates give small negative coupling
constants, the sign of the interaction does not effect the
dynamics as the spectral density depends on the square
of the coupling constant. Further, in the presence of
a large number of oscillators, the discrete sum can be
converted into an continuous integral over the momenta,
1
N
∑
k →
a
2π
∫
dk. The resulting spectral density is,
J(ω) =
vI(0)
2a
2πh¯c3
ω2. (13)
Notice that the spectral density does not depend lin-
early on the phonon frequency, thus the dissipation is not
ohmic but super-ohmic. This super-ohmic dependence
has been found in many other physical systems; such as
an impurity immersed in a Luttinger liquid [79, 80], a
bright soliton in a superfluid [81], and a Bose-impurity
immersed in a Bose-Einstein condensate [77, 78]. This
super-ohmic behavior is due to the linear momentum de-
pendence of the phonon spectrum. The damping kernel,
which is related to the life time of the dressed exciton
can be written using spectral density,
Γ(τ) =
1
mex
∫ ∞
0
J(ω)
ω
cos[ωτ ]dω. (14)
The integration can be completed by introducing a fre-
quency cut-off Λ as an upper bound,
Γ(t) =
vI(0)
2a
2πh¯c3mex
(
Λ
t
sin[Λt] +
1
t2
cos[Λt]−
1
t2
)
. (15)
The introduction of a cut-off frequency Λ is reasonable as
we are interested in the long-time dynamics of the dressed
vibron. In addition, this natural cut-off frequency distin-
guishes the linear phonon spectrum from the quadratic
spectrum and the low-frequency portion of the damp-
ing kernel is responsible for the long-time behavior. The
most important feature of the damping kernel is that it
is non-local in time. In other words, the dressed vibron
at position x at time t depends on its past trajectory.
This non-local time dependence indicates that the dy-
namics of a vibron always carries memory effects. In the
following section, we investigate time dependent trans-
port properties through a generalized quantum Langevin
equation.
4IV. THE GENERALIZED QUANTUM
LANGEVIN EQUATION
Even though our Hamiltonian does not explicitly in-
clude the time-dependent forces, the energy dissipation
occurs in non-linear systems through coupling between
different degrees of freedoms. The statistical dynam-
ics governed by the fluctuations are given by the gen-
eralized Langevin equation [82–84]. Starting with the
Heisenberg equations of motions for the operators η(t) =
x(t), p(t), bk(t), b
†
k(t),
dη
dt
=
i
h¯
[H, η(t)], (16)
with [H, η(t)] being the commutator between the system
Hamiltonian and the time-dependent operator η(t) =
η exp(−iHt/h¯), and combining these equations, one can
derive the generalized Langevin equation for the system.
The derivation is straight forward, however it is lengthy
and tedious. The details can be found in ref. [78]. The
resulting generalized Langevin equation has the form,
mex
d2x(t)
dt2
−
∫ t
0
λ(t− s)x(s)ds = ξ(t), (17)
where ξ(t) =
∑
k h¯gkπk(t) is the generalized quantum
Brownian force factor and λ(t) is the dissipation kernel
introduced in the previous section. The dissipation kernel
is related to the damping kernel Γ(t) according to the
relateion mex(dΓ/dt) = −λ(t).
V. TIME EVOLUTION OF THE VIBRON’S
MEAN SQUARE DISTANCE, DIFFUSION
COEFFICIENT, AND ENERGY
The time dependence on the dressed vibron energy
E(t) = 〈p2(t)〉/(2m), mean square distance Xm(t) =
〈x2(t)〉, and diffusion coefficient D(t) = ddt 〈x
2(t)〉/2 can
be calculated through the solution x(t) of generalized
Langevin equation. Using Laplace transformation tech-
niques and assuming an initial condition x(t = 0) = 0,
the solution to the Langevin equation can be written as,
x(t) = G(t)
dx(0)
dt
+
1
mex
∫ ∞
0
G(t− s)ξ(s)ds, (18)
where the Green’s function G(t) is defined through the
laplace transformation,
Lz{G(t)} =
1
z2 + zLz{Γ(t)}
, (19)
and satisfy the boundary condition G(t = 0) = 0 and
dG
dt |t=0 = 1. By calculating 〈|x(t)|
2〉 and 〈|dx(t)/dt|2〉
and using 〈ξ(s)ξ(σ) + ξ(σ)ξ(s)〉 = 2h¯ν(s− σ), we derive
close form expressions for E(t), Xm(t), and D(t) for the
time dependence. By defining the natural frequency for
peptide units ω0 =
√
ks/m, with effective spring con-
stants for chemical peptide bonds ks and mass m, we
scale the energy by h¯ω0, the length by l =
√
h¯
mω0
, and
the time by ω0 (i.e. t → tω0, Λ→ Λ/ω0, T → kBT/h¯ω0
etc.). This allow us to construct the dimensionless equa-
tions for the energy, mean square distance, and the dif-
fusion coefficient,
E(t)
h¯ω0
=
E(0)
h¯ω0
(
dG(t)
dt
)2
+ γδ(t− t′)F (t, t′), (20)
mexXm(t)
h¯
= γ
∫ t
0
ds
∫ t
0
dσG(t− s)G(t− σ)I(s − σ)(21)
+
E(0)
h¯ω0
G2(t),
and
mexD(t)
h¯
=
mex
h¯
d
dt
Xm(t). (22)
Here we have defined a dimensionless coupling constant
γ =
ǫ0v
2
I
(0)
2π(h¯ω0)3
(
l
a
)2
, where the effective mass is replaced
by the initial kinetic energy of the amide-I vibron ǫ0 =
h¯2
2mexl2
. The two dimensionless functions are defined as,
F (t, t′) =
d
dt
d
dt′
∫ t
0
ds
∫ t′
0
dσG(t − s)G(t′ − σ)I(s − σ),(23)
and
I(t) =
∫ y0
0
y2 coth[y/2T ] cos[yt]dy. (24)
The cut-off frequency y0 = Λ/ω0 appears in Lz{G(t)}.
The laplace transformation of the dimensionless Green’s
function G(t) reads,
Ls{G(t)} =
1
s2 + y0γs2 ln[1 + y20/s
2]
. (25)
Equations (20)-(22) complete the main theoretical for-
mulation of the present study. All physical quantities,
such as the time, energy, frequency, and temperature are
now written as dimensionless quantities. The boundary
condition of the Green’s function G(t) guarantees that
E(t) → E(0), X(t) → 0, and D(t) → 0 in the limit
t→ 0.
5VI. THE RESULTS
In order to evaluate the time dependence on dimen-
sionless energy, mean square distance, diffusion coeffi-
cient, three input parameters; the dimensionless cut-off
frequency y0, the effective dimensionless coupling param-
eter γ, and the dimensionless initial energy E(0) are
needed. Using widely accepted values for the α-helix pro-
tein molecules [67, 85], we have E(0) = 3.36×10−20J and
h¯ω0 ∼ (1 − 13)× 10
−22J . The room temperature in di-
mensionless form kBT/h¯ω0 is about 4. For a lattice of
H-bonded peptide units, the vibron bandwidth is smaller
than the phonon cut-off frequency 2ω0 [67]. Therefore,
we set our cut-off frequency Λ = 2ω0 for the longer time
dynamics. Depending on the dimensionless coupling con-
stant γ, we can define three interaction regimes as the,
weak coupling limit (γ ≪ 1), moderate coupling limit
(γ ∼ 1), and strong coupling limit (γ ≫ 1).
The Green’s function defined through the Eq. (25)
does not have an analytical form. As we have introduced
a dimensionless frequency cut-off y0 in our formalism, our
theory is valid only for longer-time dynamics. At the zero
interaction limit where the coupling constant γ = 0, the
green’s function has a simple linear form G(t) = t. Notice
that the non-interacting Green’s function is independent
of the cut-off and it obeys the boundary conditions. In
the presence of interaction, we numerically calculate the
longer time Green’s function. We find that the Green’s
function has an oscillatory behavior at shorter-times and
a linear behavior at long-times. As we are interested in
the longer time dynamics, we present our results in the
longer time scale where the Green’s function is in linear
time dependence region. Notice that the Green’s function
is independent of the temperature, but strongly depends
on the coupling constant.
The FIG. 1 and FIG. 2 show our results at a longer
time regime for a set of representative values of input
parameters. While FIG. 1 shows the temperature de-
pendence, the FIG. 2 shows the coupling dependence of
transport properties as a function of dimensionless time.
As seen from the graphs, both temperature and coupling
dependence show similar time dependent behavior.
The mean square distance Xm monotonically increases
as one increases the time or the temperature, however,
it monotonically decreases with the coupling parameter.
The behavior of Xm indicates the power law dependence
on time and the power law exponent increases with in-
creasing the temperature or decreasing the coupling pa-
rameter. This indicates that the dressed vibrons move at
a faster rate at higher temperatures and smaller couplings
with phonons. The non-linear time dependence of the
mean square distance is a signature of the super-diffusion
caused by the memory effects discussed before [86].
Notice that the diffusion coefficients shown in panel (b)
of FIG. 1 and FIG. 2 are neither linear with respect to
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FIG. 1: (color online) The time dependence of the
dimensionless mean square distance (Xm) in panel (a),
diffusion coefficient (D) in panel (b), and energy (E) in
panel (c), at different temperatures. The coupling
parameter has been fixed to be γ = 0.5. The results are
shown from zero temperature to room temperature and
the color code is given in panel (a).
time nor time-independent. Essentially, the energy dissi-
pation is not a simple coherent nor an incoherent normal
diffusive transfer. The diffusion coefficient shows an oscil-
latory behavior with time and the oscillation amplitude is
larger at larger temperatures and at smaller coupling pa-
rameters. The time-average diffusion coefficient is linear
indicating somewhat coherent energy transfer resulting
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FIG. 2: (color online) The time dependence of the
dimensionless mean square distance (Xm) in panel (a),
diffusion coefficient (D) in panel (b), and energy (E) in
panel (c) at different coupling strengths. The
temperature has been fixed to be about room
temperature kBT = 4h¯ω0. The color code is given in in
panel (a).
from a wavelike motion of the vibron. This oscillatory
behavior of the diffusion coefficient contrasts with the
linear time-dependence predicted in previous generalized
master equation approach [67].
In Panel (c) of FIG. 1 and FIG. 2, we present the time
dependence of vibron energy for a set of two representa-
tive values of the coupling parameter at room tempera-
ture. Here the time-dependent energy Eg is defined as
Eg = E(t) − E(0)(dG/dt)
2. In fact, the second term
here is time-independent in the longer time scale as the
Green’s function G(t) is linear. The time dependence of
the energy also shows an oscillatory behavior. Initially,
the vibron gains energy from the environment and then
oscillates rapidly before it approaches to an asymptotic
limit at a large time. The gain in energy is due to the flow
of energy from the phonon bath to the vibron. This en-
ergy back flow is direct evidence of memory effects [87].
The rate of energy dissipation/gain is larger at higher
temperatures and at smaller coupling parameters. Even
though the energy dissipation/gain is higher, the dressed
vibron moves a longer distance for higher temperatures
and smaller coupling parameters, as evidenced by the
mean square distance values in panel (a) of FIG. 1 and
FIG. 2. The non-monotonic, oscillatory time-dependence
of the energy indicates that the dressed vibron does not
just acquires its energy, but also dissipates energy to the
environment as it propagates.
VII. CONCLUSIONS
Inspired by the Davydov’s soliton theory, we treated a
vibrational exciton as a bio-energy carrier and discussed
the physics of energy transport in protein molecules. We
used a quantum Brownian motion model for phonon
dressed vibrational exciton and calculated the time-
dependence on dynamical properties using quantum
Langevin equation. We found that the Brownian mo-
tion of the vibrational exciton in the presence of vibron-
phonon interaction yields a super-diffusive transport be-
haviour to the vibron. This super-diffusive behavior gives
an oscillatory time dependence for both the diffusion co-
efficient and energy. However, the time average diffusion
coefficient is linear indicating that the time average en-
ergy transport is coherent. We find that the vibrational
exciton gains an overall energy, however, it also dissi-
pates its energy to the environment as it propagates. We
find that the transport properties are very sensitive to
temperature and the phonon-vibron coupling.
In this work, we neglected the phonon-phonon inter-
actions, anharmonic effects, and lattice effects. We do
not expect such effects to change the qualitative features
of the transport properties. While phonon-phonon inter-
action renormalizes the phonon frequency, anharmonic
effects may weaken the oscillatory behavior. Further, we
have restricted ourselves to a single exciton dressed in a
bath of phonons and investigated the effect of its cou-
pling to the phonons and quantum fluctuations on the
dynamics. Studying the interacting many excitons in a
phonon bath is a challenging task that requires powerful
theoretical tools to unravel the dynamics. The restric-
tion to a single exciton is reasonable for energy transfer
in a biological systems and makes the problem tractable
to a mostly analytical treatment, allowing us to gain im-
7portant physical insight.
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