Abstract. Micro-injection moulding is frequently used for the mass production of devices in micro-medical technologies, microoptics and micro-mechanics. This work focuses mainly on offering numerical tools to model the injection of micro-textured moulds. Such tools can predict the different filling scenarios of the micro-details and consequently offer optimal operating conditions (mould and melt temperatures, melt flow, stresses, etc.) to analyse the final part quality. To do so, a full Eulerian approach is used to model the injection of textured moulds at both the macroscopic and microscopic scales as usual industrial software cannot handle the filling of micro details. Since heat transfers with the mould are very relevant due to high cooling rates, the coupling between microand macro-simulations is primordial to insure a complete and accurate representation of textured mould injection.
Introduction
A micro-moulding process consists on transferring micro details of micro-structured mould to products having a shear-thinning behaviour in their liquid phases. By definition, a micro moulded part can be either a piece weighing less than 1 mg or a part exhibiting micro details with a wall thickness less than 100 µm. In the last decades, microinjection moulding was rated as the most used micro-moulding technique. It presents a wide range of applications like micro-mechanics, micro-optics, micro-medical and micro-chemical applications, with good cost-effectiveness ratio for mass production.
Modelling Micro-Injection moulding presents a lot of challenges as it can be difficult to scale down the macroscopic physical properties [2, 3, 4] . In addition, several factor/phenomena commonly neglected in macroscopic moulding simulations have significant impact on micro-injection accuracy [5] due to the greater surface-volume ratio. Some of these neglected components are the surface tension, the surface roughness, the heating of the melt by viscous friction and the fast cooling due to the thin wall thickness [6] .
A multiphase Eulerian approach is adopted where the different phases are described implicitly using a Level set method [10] . The global properties are determined from local ones using mixture laws. One mesh is used all over the domain. It is anisotropically refined relocating nodes to zones where information is highly needed [9] . The adopted strategy to pass from a macroscopic to a microscopic scale is described in the next sections.
Macroscopic computations using industrial software
Using the commercial software Rem3D R [7] , we model the injection moulding on the macroscopic scale. The mould itself is represented by its internal boundaries on which both temperature and velocities are imposed. To clarify the adopted procedure, we begin by looking at an example at the macroscopic scale. The mould cavity illustrated in o C and 2.5 m/s. Except close to the lateral walls, the flow is essentially 2D in the xy plane (x being the streamline direction, y being aligned along the thickness). Therefore, the flow motion and temperature profile would be obtained by a two dimensional computations. This is why a two dimensional computations will be performed in the sequel with the data collected before the textured zone. 
Multiphase Computations
The depth of textured zone is around 10µm or 100 times smaller than the cavity thickness and thus cannot be detected using common industrial software. The micro details studied here are uniform slots in the transverse direction (perpendicular to the flow direction) positioned in the center of the bottom side. Therefore two dimensional computations can be enough to describe the melt behaviour in the textured zone.
They are then fed to the multiphase model as illustrated in Figure 3 . The main parameter describing the lowest levels is the characteristic length L re f which gives the thickness of the computational domain equally divided between the mould and the cavity. In practice, we choose two characteristics lengths L re f equal to 1 mm and 0.1 mm and boundary conditions are recovered from previous computations.
• L re f = 1 mm (a macroscopic multiphase computation), the flow motion corresponds roughly to a half Poiseuille flow. The thermal transfers are properly represented. The upper velocity and initial temperature are deduced from Rem3D R computations.
• L re f = 0.1 mm (a microscopic multiphase computation), the flow motion corresponds roughly to a Couette flow, and the cavity filling is analysed. It is recommended to use scaled equations in this framework. Not only zooming-in is simpler (by modifying L re f ) but also computing cavity filling (needing very small time steps) is possible. They enable us to work with constant fictitious time steps (namely ∆t f ict ) which corresponds to very small real time steps
Scaled equations and non-flow criterion
The computations are performed on a rectangular domain with an unitary height. Therefore, we choose to scaled the momentum and heat equations by taking L re f , V re f , a melt diffusivity k melt and a reference viscosity η 0 for scaling factors:
where v, p, T and (v) are the velocity, the pressure, the temperature and shear rate tensor respectively. The temperature dependence is usually described by Arrhenius or WLF laws. For simplicity, the Cadmould material database proposes that the PP behaviour is approximated by an amorphous polymer (the crystallisation is not taken into account) and its dependence is given a modification of WLF relationship which will depend on two temperatures T ref and 
where C 1 and C 2 are universal constants obtained by averaging values for several polymers (C 1 = 8.86, C 2 = 101.6 in our study). As a consequence, the polymer should no longer progress as the temperature tends towards T s . In our multi-domain approach [10] , the viscosities for mould and air are chosen with respect to the melt viscosity by taking into account the following constraints: for the numerical procedure, the matrix conditioning is better if the ratio between maximal and minimal viscosities through the computational domain is less than 10 10 ; the mould viscosity has to be important enough in order to have an almost null velocity inside the mould; the air viscosity should be small enough to guarantee the fountain flow at the air/melt interface. Thus, a non-flow criterion based on the high values of viscosity when the temperature is close to the solidification temperature has been already tested [8] and gives raise to ill conditioned matrix. As this criterion is especially crucial when modelling micro-cavity filling, we have checked another method based on a penalty method which can ensure no flow motion for a given temperature T ps .
The numerical method used to solve the above equations is based on the use of a stable mixed formulation, which consists of continuous piecewise linear functions enriched with a bubble function for the velocity and piecewise linear functions for the pressure. A brief presentation of our mixed finite element method is presented in [10] . We can explain here how to impose the no-flow condition by penalty method. The weak formulation of Navier-Stokes equations is written on a suitable trial functional spaces Q and V and reads: find (u, p) ∈ V × Q such that
where the penalty factor A p (T ) is defined:
and [[σ · n]] is the jump of the normal stress at the interface Γ, defined implicitly by T = T ps (δ Γ being the Dirac function associated to this interface). This latter term is added as the vanishing condition on the velocity and it is not compatible with the continuity of the normal stress involved in the classical Finite Element formulation.
Multiphase Computations at Macroscale: L re f = 1 mm
In the entrance, we impose a Poiseuille flow conserving the same flow rate (Q = 2.5 10 −5 /0.015/2 = 0.008333 m 2 /s). Thus, the reference velocity V ref is equal to Q/L ref . At the entrance of the cavity, a temperature profile is imposed: first the contact temperature T i between the mould and melt for a purely conductive heat transfer is computed thanks to an analytic formula [1] by taking T mould = 35 o C and T melt = 210 o C; then a constant temperature T melt is put inside the melt expect in the thermal boundary layer at the mould/melt interface (the temperature smoothness between T melt and T i is made with an er f function); finally a linear profile between T m and T i is imposed inside the mould.
The results are presented in Figures 4 where the mould/melt interface is located at y = 0. For y = −0.5 (scaled vertical coordinate), the temperature is equal to the mould temperature 35 o C. As for y = 0.5, it is equal to the melt temperature 205 o C. The interface temperature corresponding to y = 0 is equal to 47.8 o C. Studying the thermal transfers in the mould is achievable on this scale but the cavities are hardly visible. Thus, tracking the textured zone filling is impossible. To overcome this point, we take next L re f = 0.1 mm as explained earlier. This value seems suitable since the size of thermal boundary layer above the mould is around 0.05 mm. The choice of a suitable solidification temperature T ps which can depend on the shear rate can be made by comparing experimental and numerical filling rates.
Multiphase Computations at

