Abstract. We consider minimizers for the natural time-dependent La-
Introduction
In this paper we study the question of how large the velocity of a Lagrangian minimizer can be. More precisely, we consider the natural time-dependent Lagrangian system in R d with Lagrangian
where β > 1 and |v| = (
. It is assumed that, for fixed t, the potential U (x, t) belongs to C 1 (R d ) and is uniformly bounded together with its derivatives with respect to x:
Note that we do not impose any regularity conditions on the time-dependence of the potential. In fact, we could assume that U (x, t) is a continuous or even measurable function of time t. For an arbitrary time interval [t 1 , t 2 ] of length t 2 − t 1 = T , consider the variational problem of minimizing the Lagrangian action over the curves γ(τ ) ∈ R d , τ ∈ [t 1 , t 2 ] with one of the end-points, either at t 1 or at t 2 , fixed. Without loss of generality, we assume that the final position of the curve is fixed and look for inf
where the infimum is taken over all absolutely continuous curves γ and
Let γ x t1,t2 denote the corresponding minimizer (which is not necessarily unique). We study the question of how large the absolute value of the velocity |γ x t1,t2 (τ )|, τ ∈ [t 1 , t 2 ], of such a minimizer can be. In particular, we are interested in the velocity of a minimizer at the final moment t 2 . We would like to know whether for a fixed end-point (x, t 2 ) there exists a constant K(x, t 2 ) such that
uniformly in t 1 as t 1 → −∞. For the variational problem (3), the initial velocity of any minimizer isγ To what degree can we accelerate a minimizer on a time interval of length T with the help of a bounded potential? In our opinion, this problem is quite interesting on its own. However, our study was mostly motivated by analysis of the asymptotic properties of solutions to Hamilton-Jacobi and inviscid Burgers-type equations in unbounded domains. We shall discuss this connection in more detail in the last section. The main and very important difference between the settings considered here and in earlier works on velocity estimates for Lagrangian trajectories (see, e. g., [10] , [2] , [1] ) is the non-compactness of the Lagrangian manifold.
First, note that, in the case of a compact manifold M , the velocity of a minimizer is obviously uniformly bounded. This is so because the displacement of a minimizer during any time interval is bounded by the diameter of the manifold. This implies that an action minimizing trajectory cannot have large velocity, and there exists a constant K(M, C) such that, for any minimizer γ,
The simplest example is given by the d-dimensional torus
Hence, the uniform bound (6) holds in the case of a Z d -periodic potential, i. e., a potential
However, in the case of non-periodic potentials, the answer can be more complicated. One can imagine a situation where a minimizer spends almost all its time in a very favourable part of R d , which may lie far away from its prescribed end-point x, and then goes very quickly to x. Such a scenario implies a large velocity at the point x, which may depend on the minimization time interval. There are two cases where such a behaviour is impossible. The first one is very simple. If the potential does not depend on time, i. e., U (x, t) ≡ U (x) (the autonomous case), then the energy
is preserved, and the velocity of any Lagrangian trajectory is uniformly bounded by a constant K(C, β) provided this trajectory is at rest at the initial moment of time. Since all minimizers are Lagrangian trajectories, the bound on their velocities follows immediately.
In the second case, where the potential U (x, t) depends on time periodically, the situation is more delicate. The velocities of Lagrangian trajectories are no longer bounded. Moreover, it was shown recently by J. Mather that even in the case of a compact manifold, Lagrangian trajectories can be arbitrary accelerated by means of a time-periodic potential. However, as follows from the results of A. Fathi [4] , [5] , the velocities of minimizers are still bounded even in the non-compact case as long as the potential is time-periodic. For the formal proof of this fact see [9] .
These simple remarks demonstrate that, for the effect which we discuss below, it is crucial to have an unbounded manifold (R d ) and a time-dependent potential U (x, t) which depends on time non-periodically.
We are ready now to formulate the main results of the paper.
Theorem 1.
There exist positive constants K 1 (C, β) and T 1 (C, β) such that, for any t 1 , t 2 ∈ R 1 with t 2 − t 1 = T and for any
The next theorem shows that the estimate above is asymptotically sharp.
Theorem 2. There exist positive constants K 2 (C, β) and T 2 (C, β) such that, for any t 1 , t 2 ∈ R 1 with t 2 − t 1 = T ≥ T 2 (C, β) and any ball B = B R T (y) = {x ∈
Finally, we show that the "accelerating" potential can be constructed on the semi-infinite time interval t ∈ (−∞, 0].
In Section 2, we prove Theorem 1. Section 3, where Theorems 2 and 3 are proven, is devoted to constructing accelerating potentials. Section 4 contains concluding remarks.
This paper is dedicated to Yulij Sergeevich Ilyashenko. One of the authors (K. Kh.) at the age of 15 was privileged to study mathematics under guidance of Ilyashenko. In just two months of classes Yulij Sergeevich managed to communicate his feeling of the beauty of mathematics which was extremely important for a high school student contemplating reading mathematics at MGU. This paper is a small token of appreciation of friendship with Yulij Sergeevich Ilyashenko which lasts already for more than 30 years.
Proof of the Upper Bound
In this section, we prove Theorem 1. Throughout the paper, the time interval [t 1 , t 2 ] and the final position x ∈ R d of a minimizer on [t 1 , t 2 ] are fixed. To simplify notations, we denote a minimizer γ x t1,t2 (t) by γ(t). For convenience, we introduce a positive variable s = t 2 − t. Let w(s) denote the absolute value of the average velocity over
In what follows, we use the obvious estimate
Proof. It is easy to see that
On the other hand, the action of the curve
Proof. As in the proof of Lemma 1, we have
Let γ 2 (t), where t ∈ [t 2 − s 2 , t 2 ], be a curve which moves with constant velocity from (γ(t 2 − s 2 ), t 2 − s 2 ) to (γ(t 2 ), t 2 ). Since
and A t2−s2,t2 (γ) ≤ A t2−s2,t2 (γ 2 ), we have
We set y = w
, we obtain
Taking the second-order Taylor expansion of the third term on the right-hand side, we get
where z = xy and θ(xw
β is bounded, the right hand side of (18) is decreasing as a function of z, provided that w 1 is large enough. It follows that there exists a constantK(C, β) such that H C,β (z; x, w 1 ) < 0 for all z > β+1 2β and w 1 ≥K(C, β). Hence, if w 1 ≥K(C, β), all solutions to inequality (18) satisfy z ≤ β+1 2β < 1. The second-order Taylor expansion of the left-hand side gives
which implies
where
) and
, and there exists a positive constant z(C, β) such that z ≤ z(C, β)w
It follows that
Since both θ 1 and θ 3 tend to 1 as w 1 → ∞ and x ≥ 2 −β , we finally obtain (13) for w 1 large enough. Remark 1. The proof of Lemma 2 is particularly simple in the case β = 2. In this case, an easy calculation gives
for all w 1 and ∆ ≤ w 1 .
Lemma 3.
There exists a positive constant W (C, β) such that if
Proof. We set v(t) =γ(t). Since the minimizer γ is a solution of the Euler-Lagrange system of equations, we have
Let V = |v(t 2 )|. It follows from (25) that
On the other hand, the action of the curveγ(t), t ∈ [t 2 − 1, t 2 ], which moves with constant velocity from (γ(t 2 − 1), t 2 − 1) to (γ(t 2 ), t 2 ), satisfies the estimate
which implies the statement of the lemma for w 1 large enough.
We are now ready to prove Theorem 1.
Proof of Theorem 1. Consider s = 1 and let 
where K = log 1 +
. This immediately gives w 1 ≤ 2 K log T + 2 2/β . The statement of the theorem follows now from Lemma 3.
Construction of Accelerating Potentials
First, note that it is sufficient to prove Theorems 2 and 3 in the case d = 1. Indeed, by considering potentials which depend only on one spatial coordinate, we can reduce the multi-dimensional case to the one-dimensional situation. Hence, without loss of generality, we may assume that d = 1 and x ∈ R 1 . Recall that [t 1 , t 2 ] is a time interval with t 2 −t 1 = T . We shall use the abbreviated notation γ x for the minimizer γ x t1,t2 with γ x t1,t2 (t 2 ) = x. For t ∈ [t 1 , t 2 ], we set
where U 0 (x) is a C 1 -function on R 1 such that U 0 (x) = 0 for x ≤ 0, U 0 (x) = 1 for x ≥ 1, and 0 < U 0 (x) < 1, 0 < U 0 (x) < 2 for 0 < x < 1. Obviously, the potential U (x, t) satisfies (2) if C 0 ≤ C/2.
Suppose that t 2 − t ≥ 1 but it is small in comparison with T : t 2 − t = o(T ). Then, integrating (28), we obtain the asymptotic relation
Note that
Then, for any S > 0, there exists a constant T S > 0 such that any minimizing trajectory γ x with x < 0 intersects the domain
Proof. Suppose that, on the contrary, a minimizing trajectory γ x with x < 0 stays outside D for t ∈ [t 1 , t 2 − S]. It must then cross the boundary of D at some moment t 2 − s, where s ≤ S (we have γ x (t 2 − s) = f T (t 2 − s) at this moment) and stay outside D for t ∈ [t 1 , t 2 − s]. It is also clear that, once γ x leaves D, its velocity must vanish in order to minimize the action, so that γ x (t) = f T (t 2 − s) for t ∈ [t 1 , t 2 − s]. Consider the curve γ given by
. On the other hand,
for T large enough, which contradicts the assumption that γ x is a minimizer. Indeed, by (30), the first integral on the right-hand side of (31) is equal to 2K β T /β, while the second integral grows not faster than a power of log T . Hence A t1,t2−s (γ) ≤ 2K β T /β + o(T ) < C 0 (T − S) for T large enough. This contradiction shows that a minimizing trajectory must re-enter the domain D at some t ∈ [t 1 , t 2 − S].
Consider curves γ f (τ ), which coincides with f T (τ ) for t ≤ τ ≤ t 2 , and γ f,t (τ ), which moves from (f T (t), t) to (f T (t 2 ), t 2 ) with constant velocity. The following lemma asserts that difference between the "kinetic" parts of their actions is at most 4K β (t 2 − t)/β.
Lemma 5. The following inequality holds
Proof. Note that
According to (30), it suffices to show that
First, consider the case 1 < β ≤ 2. Twice integrating the above equality by parts, we obtain
This and
readily imply (33). Now, consider the case β > 2. Note that (33) obviously holds in the case T /e ≤ s ≤ T . If s < T /e, then, integrating by parts three times, we obtain
Applying again (34), we get (33).
We also need the following lemma.
Using (24) and (25), we obtain
We proceed to prove Theorem 2.
Proof of Theorem 2. Let C 0 = C/2 and consider the potential U (x, t) given by (28) with K = (C 0 β/6) 1/β . Without loss of generality, we assume that y = −R T and consider the ball |x − y| ≤ R T . Let S = 1, and let γ x be a minimizing trajectory with −2R T ≤ x ≤ 0. By Lemma 4, it must intersect the domain D at some t ∈ [t 1 , t 2 −1]. If the trajectory is inside D for t = t 2 −1, then |γ (1)). This estimate together with Lemma 6 imply (9) for large T . Now, suppose that γ x is outside D at t 2 − 1, so that it crosses the boundary of D at t 2 − s 1 , stays outside at t ∈ (t 2 − s 2 , t 2 − s 1 ), and re-enters D at t 2 − s 2 , where 0 ≤ s 1 < 1 < s 2 ≤ T . We assume that s 2 − s 1 ≥ 2. Otherwise, as above, the required estimate follows from Lemma 6. To be minimizing, the trajectory γ x must have a constant velocity outside D; to be more precise,
Note that the action for γ x obeys the estimate
where γ f,t2−s2 is the curve defined before the statement of Lemma 5. Consider the trajectory γ with t ∈ [t 2 − s 2 , t 2 − s 1 ] defined by
For γ, the action can be estimated by
We denote the two integrals appearing in (36) by I 1 and I 2 . Using (35), (36), and Lemma 5, we obtain
where we have used βC 0 /K β = 6. First, note that the very rough estimate I 1 , I 2 = O(log 2 T ) holds. Hence s 2 < O(log 3 T ). We have the following expansions for I 1 and I 2 :
and
It is easy to see that, for all α ∈ R 1 and all 0 ≤ s ≤ log 3 T , the following asymptotics holds:
A simple calculation shows that the main contributions to I 1 and I 2 cancel each other. Using this cancellation and (40), it is easy to show that
Hence, there exist positive constants M (β) and M such that
for T large enough. Now, in the case 1 < β ≤ 2, Theorem 2 follows immediately from Lemma 6. If β > 2, note that (29) implies
while s 2 < M (β) log 2−4/β T . Since 2(β − 1)/β > 2 − 4/β, we can again apply Lemma 6.
Finally, we discuss the proof of Theorem 3. As above, we fix K = (C 0 β/6) 1/β , where C 0 = C/2. We define an increasing sequence T n , n ≥ 1, by
where T 2 (C, β) is defined as in Theorem 2. We set S(n) = n i=1 T i . Let us construct a potential U ∞ (x, t) for t ∈ (−∞, 0] by induction. Consider the sequence of time intervals J i = (−S(i − 1) − T i , −S(i − 1)], i ≥ 1, where S(0) = 0. In the proof of Theorem 2, we defined the potentials U (x, t) corresponding to any time interval [t 1 , t 2 ] with t 2 − t 1 = T and any ball |x − y| ≤ R T consisting of initial positions x at time t 2 . We shall use the same construction for the time intervals J i , assuming that the ball of initial positions is centred at y = 0. More precisely, let G T (s) = s 0 (log T − log u) 2/β du.
Then, for t ∈ (−S(i − 1) − T i , −S(i − 1)] U ∞ (x, t) = C 0 U 0 x + KG Ti (−t − S(i − 1)) − R Ti + 1 , i ≥ 1.
Below, we show that Theorem 3 holds for the potential U ∞ (x, t).
Section 3) to the case where x takes not only negative but also positive values. These and other generalizations will be discussed elsewhere [9] . 2. It is interesting whether lim sup t→−∞ can be replaced by lim t→−∞ in Theorem 3. We believe that the answer to this question is affirmative.
3. Notice that, for the potentials constructed in this paper, unique global solution with probability 1. The crucial role in the construction of this global solution is played by the so-called one-sided minimizers, that is, Lagrangian minimizers γ x t (τ ), τ ∈ (−∞, t], on a semi-infinite time interval (−∞, t). The unique global solution to the random forced inviscid Burgers equations is given by u(x, t) =γ x t (t). The existence of such one-sided minimizers is proved by taking the limit as T → ∞ of minimizers γ x t−T,t (τ ), τ ∈ [t−T, t] defined on finite time intervals. The existence of such a limit follows from a uniform bound on the absolute value |γ x t−T,t (t)| of the velocity. That is why the whole theory is developed at the moment only in the case of compact manifolds, where such a bound can be easily proved. At present, there are almost no results on global solutions in the case of R d (see [7] for some results and discussions). The examples constructed in this paper show that for special potentials U (x, t) global solution may not exist. However, if the conjecture formulated above holds true, then global solutions exist with probability 1 in the case of random potentials.
