Abstract
Introduction
Capped waste sites are used to dispose of the more than 40 million tons of hazardous waste produced in the United States each year (EPA, 2003) . Waste materials are typically placed in containers, distributed in trenches, and then covered with a combination of impermeable polyethylene sheeting and relatively impervious clay or other soil materials. These cap materials are designed to prevent water from coming into contact with the subsurface containers. If water does come into contact with the containers or the containers fail for other reasons, then noxious Significance of Altitude and Posting Density on Lidar-derived Elevation Accuracy on Hazardous Waste Sites María J. García-Quijano, John. R. Jensen, Michael E. Hodgson, Brian C. Hadley, John B. Gladden, and Lewis A. Lapine chemicals may be introduced into the surrounding environment. Compromised hazardous waste sites can have a significant negative impact on humans, flora, and fauna. It is essential that they be monitored systematically so that any problem with a waste site can be identified and repaired immediately. Surface topography subsidence is one of the most diagnostic indicators that materials stored in a hazardous waste site may be compromised. Monitoring subsidence on hazardous waste sites requires vertical accuracies on the order of just a few centimeters. Unfortunately, budget and temporal limitations can sometimes limit the ability of hazardous waste site managers to obtain accurate subsidence information. For this reason, there is great interest in the use of remote sensing technology to measure surface elevation through time to accurately map subsidence on hazardous waste sites. Accurate surface elevation information may be obtained using four methods: in situ surveying, interferometric synthetic aperture radar (IFSAR) remote sensing, photogrammetric mapping, and light detection and ranging (lidar) remote sensing. This study focuses on the accuracy of elevation data obtained using lidar technology.
Lidar remote sensing has great potential for obtaining accurate elevation information through time that can be used to detect hazardous waste site subsidence. Lidar-derived elevation data are collected in a digital format and already geo-referenced to a datum and map projection. This reduces the time required to produce elevation and subsidence products when compared to elevation derived from photogrammetric mapping or in situ surveying (Maune, 2001; Jensen, 2006) . In addition, lidar-derived elevation is in often more accurate than elevation data derived using other methods (Hodgson et al., 2003) .
Lidar vertical accuracy, however, is very dependent on environmental conditions, landscape characteristics, and mission parameters. Vertical root mean square error values (RMSE z ) reported in the literature range from 7 cm to 153 cm (Huising and Gomes-Pereira, 1998; Hodgson et al., 2003; Veneziano et al., 2004; Jensen, 2006) . This range makes it difficult for hazardous waste site managers to determine if lidar-derived elevation data can meet their needs. There is also a lack of information on how various lidar mission parameters (e.g., instrument altitude, footprint size, posting density) can help improve the quality of lidar-derived elevation data. Empirical studies are needed that quantify the level of vertical elevation accuracy attainable over realworld hazardous waste sites using a variety of mission parameters.
This study reports on the vertical accuracy of two lidarderived elevation datasets acquired at two different altitudes (700 m and 1,200 m AGL) over a clay-capped hazardous waste site at the Savannah River Site (SRS), a U.S. Department of Energy facility near Aiken, South Carolina, using the same Optech ALTM 2050 lidar and Cessna 337 platform. The objective of the research was to determine how the vertical accuracy of the lidar-derived elevation data is affected by decreasing platform altitude and increasing posting density. This information can assist hazardous waste site managers and others concerned with the acquisition of accurate topographic data to determine the usefulness of lidar for their intended application and in selecting optimum mission parameters.
Background Lidar Observed Vertical Error
The observed vertical error in a lidar-derived triangulated irregular network (TIN) or digital terrain model (DTM) is the result of a number of contributing processes, including: sensor system error, the error introduced when automatically or manually selecting last return lidar data to use in the preparation of the bare-earth DEM, and the error introduced when interpolating the lidar point measurements to generate a continuous surface. Hodgson and Bresnahan (2004) devised an error budget model that quantifies the contribution of these sources of error to the total error observed in the lidar-derived elevation data:
(1) where is the error introduced by the lidar system and the selection of last return data for the preparation of the bare-earth DEM, is error in the in situ ground reference data (often referred to as checkpoints), is interpolation error, and is the contribution of apparent vertical error caused by horizontal error over sloped surfaces. Discussion on the nature and influence of these sources of error may be found in the literature (e.g., Baltsavias, 1999; Huising and Gomes-Pereira, 1998; Jensen, 2006) . While a detailed discussion of individual error sources for lidar-derived elevation data is beyond the scope of this study, it is important to discuss: (a) how the environmental conditions on a typical hazardous waste site (e.g., slope and vegetative cover) influence the observed vertical error in lidar-derived elevation data, and (b) how mission parameters (e.g., sensor flying altitude and posting density) can be adjusted to improve the accuracy of the lidar-derived elevation data under those environmental conditions.
Environmental Parameters and Lidar-derived Elevation Accuracy
It is apparent from the error budget model (Equation 1), that lidar-derived elevation accuracy is influenced by a number of environmental parameters such as land-cover and slope of the target area. The magnitude of labeling error, for instance, depends on the type of land-cover present on the ground. Lidar last returns in areas dominated by scrub-shrub and/or forest typically require very careful post-processing to ensure that only points that actually hit the ground are retained to produce the bare-earth DTM. However, the smaller number of postings used in the interpolation process may result in a less accurate bare-earth DTM. Cowen et al. (2000) found that lidar-derived elevation error increased as a function of canopy closure, due to the greatly reduced number of lidar pulses that were able to reach the ground in forested areas in South Carolina. Hodgson et al. (2003) found lidar mean elevation error to be lowest in low grass among all land-cover categories surveyed in North Carolina during leaf-on conditions. Hodgson and Bresnahan (2004) found the most accurate lidar-derived elevation occurred in open-canopy southern pine, asphalt, and grass. Greater lidarderived elevation error occurred on deciduous forest and scrub/shrub. Veneziano et al. (2004) and Hodgson and Bresnahan (2004) found the greater the slope, the greater the lidar-derived elevation error.
Capped hazardous waste sites are typically very level with slopes of Ͻ 3 percent. In humid climates they are usually covered with grass (e.g., Centipede and/or Bahia grass). The apparent vertical error introduced by positional uncertainty on sloped surfaces and the contribution of above ground vegetation removal to the overall error should therefore be limited. Consequently it is expected that lidarderived elevation data over capped hazardous waste sites will be more accurate than elevation data obtained on sites with more complete vegetation cover.
Lidar Mission Parameters and Lidar-derived Elevation Accuracy
It is generally accepted that higher posting density and lower instrument flying altitude may result in improved vertical accuracy for lidar-derived elevation data. Higher posting density directly affects interpolation error and reduces the likelihood of data voids. Posting density is particularly important over highly variable terrain. Lower flying altitudes result in shorter ranges from the lidar instrument to the ground, and consequently in lower range uncertainty (Baltsavias, 1999) . Signal-to-noise ratios (S/N) are also improved by the decreased travel distance of the laser pulses. Finally, lower flying altitude projects a smaller lidar footprint area on the ground, thus reducing the positional uncertainty of each lidar hit and its related error from slope (RMSE Horiz.Slope ). This potential improvement on data quality, however, can significantly increase the cost of acquiring, storing, and processing lidar data. Lower flying altitudes require additional flightlines to cover the same geographic area when lidar scan angles are kept constant. Increased posting density can dramatically increase costs for acquisition and processing of larger volumes of data. Hence, knowing how these mission parameters affect lidar-derived elevation accuracy is important to justify the increased cost.
Some modeling efforts have focused on exploring how lidar accuracy varies with posting density by generating synthetic lidar data at different post spacing and different amounts of system error (Raber et al., 2002) . However, the relationship between these variables has not been explored empirically. This is due to the cost involved in the acquisition of multiple lidar datasets that can be compared one to another. To date, most studies of this kind have taken place in forested areas, and have focused on canopy volume and timber estimates rather than quantifying lidar-derived elevation accuracy (e.g., Naesset, 2004; Parker and Glass, 2004) .
This article uses two lidar-derived elevation datasets acquired on consecutive days using the same lidar instrument and platform from two different altitudes over the same site. Differences in lidar-derived elevation vertical accuracy between the missions allowed for an empirical assessment of the influence of data collection altitude and posting density on lidar-derived elevation accuracy. Two independent in situ reference datasets were collected and used to evaluate lidar-derived elevation accuracy. Results from this research can assist decision making and mission planning by hazardous waste sites managers and other user groups that require accurate elevation data to detect subsidence.
Methodology Study Area
The study area was located on the Savannah River Site (SRS), a U.S. Department of Energy facility located near Aiken, South Carolina. SRS has more than 450 waste disposal facilities that store a variety of materials, a number of man-made structures (e.g., buildings, parking lots, roads), water bodies, and forested areas (Mackey, 1998) . Accuracy assessment focused on the clay-capped Mixed Waste Management Facility (MWMF), thus excluding all other surrounding land-cover categories. This approach controlled for the possible effect that varied land covers may have on the observed lidar-derived elevation accuracy. The vertical accuracy attained using lidar at two different flying altitudes over the MWMF is reported.
The MWMF is a 0.3 km 2 clay-capped waste disposal facility with a nearly level surface (approximately 3 percent slope). The vegetative cover on the waste site is composed of Bahia grass (Paspalum notatum) and Centipede (Eremochloa ophiuroides), that are mowed regularly to a height of just a few centimeters. This short vegetative cover is common on capped hazardous waste sites, with the exception of those in arid climates, which are sometimes kept barren to prevent root systems from penetrating the cap. In humid climates, low vegetative cover minimizes erosion. . The empirical evaluation in this study used a common area of approximately 0.5 km 2 centered over the Mixed Waste Management Facility. These missions are referred to as "low altitude" and "high altitude" lidar, respectively. Specifications of the low altitude and the high altitude lidar data collection missions are summarized in Table 1 .
Lidar Data Collection
The lidar data were post-processed to yield planimetric coordinates (UTM Zone 17N NAD83) and orthometric heights (NAVD88) for all first and last returns. Last return data were processed using TerraModel's TerraScan morphological filtering software, eliminating obstructions on the ground to generate a "bare earth" dataset for each of the missions.
Ground Reference Data (Checkpoints)
Ground reference elevation data were collected during two independent campaigns. The first campaign was part of the lidar data acquisition QA/QC requirements. Sanborn, LLC, surveyed 95 locations on the SRS, including 48 points on the Mixed Waste Management Facility, using real-time kinematic GPS (RTK GPS) during the period of 09-11 November 2004. First-order positional accuracy National Geodetic Survey (NGS) control stations Greenjo and U102 were set up as base stations, and the reference points were surveyed using a Trimble 5700 GPS. Scientists from the University of South Carolina (USC) and South Carolina Geodetic Survey (SCGS) acquired a second set of RTK GPS ground reference points on 23 May 2005. First-order positional accuracy NGS stations Zulu and Zebra were set up as base stations using a Trimble 4800 receiver with Trimmark II radio modem. In this second mission, 79 checkpoints were surveyed throughout the capped study site using Trimble 4700 and 5700 receivers as roving units. The roving units were calibrated and radio linked to the base station. Each roving unit measured the position and elevation of the known geodetic control stations. Three-dimensional network adjustment (3D) was carried out in Trimble TGO software for both reference datasets. Ground reference checkpoints with an estimated GPS positional error of Ͻ 1.5 cm (0.05 ft) were retained to assess the accuracy of the lidar-derived elevation data.
Ground reference data acquired by the contractor, Sanborn LLC, and by the USC/SCGS team were analyzed separately since National Standards for Spatial Data Accuracy (NSSDA) suggests that, for accuracy assessment purposes, reference data should be acquired independently from the lidar contractor. The differences in lidar vertical error calculated from these two separate reference sources were used to estimate the magnitude of the in situ survey error. Table 2 summarizes the descriptive statistics of the Sanborn and USC/SCGS reference points used for accuracy assessment.
Elevation Accuracy
The vertical accuracy for the high and low altitude lidar data were evaluated using the filtered bare earth lidar returns. The filtered bare earth lidar returns were used to generate a triangulated irregular network (TIN) for each dataset. A point-to-point accuracy assessment was then computed from the differences between the elevation at the RTK GPS-surveyed ground reference locations and the elevation interpolated at those same locations in the lidarderived TIN elevation datasets. Vertical errors were calculated as: (2) where Z reference(i) is the elevation surveyed at a reference location i, and Z Lidar(i) is the elevation derived using TIN linear interpolation at that same horizontal location i on the bare earth lidar-derived elevation dataset. Vertical errors derived from TIN interpolated elevations at the horizontal location of reference points provide users with a reliable estimate of the accuracy level that can be expected from final mapping products generated using that lidar data (Flood, 2004) . Additional measures of error computed included mean signed error, mean absolute error, standard deviation of the error, RMSE z , and Accuracy z (95 percent RMSE z ) where:
and,
Accuracy z corresponds to the 95 percent confidence interval on the elevation error, assuming that lidar errors are normally distributed. An issue seldom addressed in empirical evaluations of lidar-derived elevation accuracy is that Equation 4 is based on the assumption that errors are independent. Therefore, it was necessary to determine if the reference data were acquired over distances beyond the range of spatial autocorrelation. This issue is implicitly recognized in some manuals and guidelines of lidar accuracy and DEM production. For instance, the National Standard for Spatial Data Accuracy (NSSDA) suggests that reference checkpoints over uniform rectangular areas should be separated by distances of at least 10 percent the diagonal distance across the area (FGDC, 1998) . Spatial autocorrelation of the vertical error for the reference data in this study was quantified by calculating Moran's I (Table 3) . Seven reference points were excluded from the reference data collected by Sanborn, LLC, and eight from the data collected by the USC/SCGS team in order for the vertical error to meet the independence criteria required by several of the measures of positional accuracy and by statistical tests used in the analysis of the vertical error for the high-and low-altitude lidar datasets.
Statistical Analyses
This research first presents an overall comparison of the vertical accuracy of the high-and low-altitude lidar-derived
n elevation datasets. Biases in the elevation estimates derived from the high-and low-altitude lidar data were assessed by comparing the mean vertical error in the low-altitude and the high-altitude lidar datasets. The null hypothesis tested was that the mean vertical error was equal to zero for both lidar datasets. Differences in the magnitude of random error in the lidar data were explored by comparing the standard deviation of the vertical errors. The null hypothesis was that the standard deviation of the error was equal for both lidar datasets.
In addition to computing and reporting the observed vertical accuracy of the low-and high-altitude lidar-derived elevation data, the influence of (a) instrument altitude, (b) reference checkpoints, and (c) posting density on lidar error were examined. The influence of lidar sensor altitude on elevation error was assessed by testing the significance of the differences between the mean vertical error observed in the low-and high-altitude lidar-derived datasets while controlling for posting density and reference data. In order to isolate the influence of altitude from the posting density, the low-altitude data was decimated based on individual time stamps to match the posting density observed in the high-altitude lidar data. The null hypothesis tested was that the mean vertical error would be the same for the decimated low-altitude lidar data and the high-altitude lidar data.
After checking that vertical errors on the locations sampled over the study site met the assumptions of normality and independence, a two-factor Analysis of Variance (Two-factor ANOVA) was used to test for differences in mean error between flying altitudes and to determine the influence of reference data missions (Sanborn checkpoints versus USC/SCGS checkpoints). Two-factor ANOVA quantifies the influence of two changing parameters, such as reference data and acquisition altitude, over a response variable (Neter et al., 1996) . Significant differences between mean vertical errors derived from the reference data missions would indicate the introduction of a non-negligible surveyor error. Therefore, the null hypothesis tested was that the mean vertical error in the lidar data would be equal regardless of the reference data source used. In order to complement the significance assessment provided by two-factor ANOVA, a Multiple-Comparison-Analysis (MCA) was used with Tukey's adjustment method. MCA measures the differences introduced in the response variable for the factors that were found to be statistically significant. Tukey's adjustment accounts for the wider confidence levels needed when testing multiple factors that may influence vertical error (Neter et al., 1996) .
The influence of posting density was assessed by comparing vertical errors on the decimated lidar dataset to the vertical error found in the full resolution posting density for the same flying altitude. The null hypothesis was that the mean error would be equal regardless of posting density if the lidar acquisition altitude is kept constant. Paired t-tests were used to evaluate the effect of varying posting densities while controlling for instrument altitude. This test accounted for the non-independence of the observations derived by decimating the lidar data to lower posting densities.
Results and Discussion
Vertical Accuracy of Low-and High-Altitude Lidar-derived Elevation As recommended by the NSSDA, vertical elevation errors were computed separately using the reference data provided by the lidar contractor, Sanborn, and by the USC/SCGS mission. Figure 1 documents the frequency distribution of vertical errors for the low-and high-altitude lidar data using both Sanborn and USC/SCGS reference checkpoints. Overall vertical accuracy estimates for the low-and high-altitude lidar datasets are summarized in Table 4 . The measures of error indicate that, as expected, lower flying altitude (and thus higher posting densities) produced more accurate lidar-derived elevation estimates. Elevation estimates were very good for both datasets, with RMSE z values ranging from 5.52 cm for the low altitude lidar to 14.14 cm for the high altitude dataset. After checking that the vertical errors were normally distributed with the standard battery of normality test, Accuracy z (95%) estimates were also computed. According to these results we can estimate with a confidence level of 95 percent that vertical errors in the low altitude lidar data are, at most, within 13.05 cm of the true topographic surface. Vertical errors for the high-altitude lidar data are estimated to be, at most, within 27.71 cm of the true topographic elevation. The characteristics of the MWMF, nearly flat and covered with low grass, minimize the contribution of RMSE Horiz.Slope and mislabeling error to the overall RMSE z . Additionally, both lidar missions were flown at relatively low altitudes (700 m and 1,200 m), using an instrument with a very high posting rate frequency (PRF) and multiple overlapped flightlines, so that the contribution of interpolation to the overall error is likely very small.
Systematic Errors in the Low-and High-altitude Lidar-derived Elevation Data
After verifying that vertical errors for the low-and highaltitude elevation data met the assumptions of independence and normality for both reference datasets, t-tests were used to determine if the mean signed error for the low-and the high-altitude lidar-derived elevation data were significantly different from zero (Table 5 ). Mean signed errors were found to be very close to 0 for the low-altitude lidar mission, with a significant underestimation of 2 cm when compared with the Sanborn ground reference data. No significant bias was observed when compared with the USC/SCGS data. This discrepancy suggests some slight differences in the accuracy of surveyed ground reference data. The high flying altitude lidar underestimated the actual terrain elevation by approximately 11.5 cm when using the Sanborn checkpoints as reference data and 10.8 cm when using the USC/SCGS checkpoints. This underestimation of terrain elevation for the high-altitude lidar data was found to be significant at the 99 percent confidence level for both reference datasets.
Random Error in High-and Low-altitude Lidar-derived Elevation Data
Random error appears as a dispersion of lidar returns around the true topographic surface. Several of the sources of random error such as platform attitude, S/N of received pulses, and atmospheric attenuation, depend on flying altitude above ground level. Random error is consequently expected to increase with lidar data acquisition altitude (Huising and Gomes-Pereira, 1998) .
The standard deviations of the vertical errors s(Z error ) for the low-altitude (700 m AGL) and the high-altitude (1,200 m AGL) lidar-derived elevation data were examined and compared, as an estimate of the magnitude of the random error. The standard deviation values for the high-and the lowaltitude lidar-derived data were similar, regardless of the reference data (Sanborn or USC/SCGS) used to calculate vertical errors. The standard deviation of the vertical error for the low-altitude lidar-derived data was 5.20 cm using Sanborn reference data and 6.69 cm using USC/SCGS reference data. For the high-altitude lidar-derived elevation data the estimated standard deviation of the vertical error were 8.32 cm using Sanborn reference data and 6.49 cm using USC/SCGS reference data. The significance of this observation was tested using the Modified Levine's Test of Homogeneity of Variance for the Sanborn reference data (F ϭ 0.14, p ϭ 0.7121), and for the USC/SCGS reference data (F ϭ 0.01, p ϭ 0.9084). These results strongly suggest that the vertical errors in the high-and low-altitude lidar-derived elevation data have similar frequency distributions. Both datasets have comparable amounts of random error, but there is a systematic bias present in the high altitude lidar-derived elevation data that results in a shifted mean error. Histograms of vertical error observed on these particular missions differed noticeably from the expected changes in lidar vertical error as the instrument flying altitude increased (Figure 2) .
There are several possible causes for the discrepancies between the expected and the observed histograms of the vertical errors. First, it is possible that increasing instrument altitude from 700 m to 1,200 m does not introduce enough variation to cause an observable change in the spread of the returns around the true topographic surface. Second, the systematic bias found in the high-altitude lidar data may be due to a number of reasons including lidar system error (e.g., airborne GPS system and constellation error during data acquisition, misalignment and gyro drift of the INS, miscalibration of the signal bias and gain), and lidar labeling error.
Quantifying lidar system error requires detailed knowledge of mission-specific information, such as atmospheric transmittance and instrument gain and bias. It was not possible to obtain all of this information a posteriori from the vendor. Labeling error, on the other hand, can be assessed by examining last return lidar data for the highand low-altitude flights and comparing it to the bare earth data. The lidar returns cross-sections presented in Figure 3 illustrate the systematic underestimation observed in the high-altitude bare earth returns compared to the low-altitude bare earth returns, and two of the possible causes that created this pattern.
Labeling is the process of finding and filtering (classifying) lidar masspoints that encountered vegetation or other obstructions and thus failed to reach the "bare" ground. Errors introduced during this process can result in over-prediction (when non-ground points are labeled as bare earth and fail to be filtered out), but they can also introduce under-prediction if ground points are incorrectly labeled and filtered out. Vegetation removal algorithms often filter lidar returns that are identified as local maxima (Raber et al., 2002) . This approach could eliminate a portion of lidar ground returns, particularly those with positive residuals, while retaining returns with the largest amount of under-prediction. Eliminating an excessively large number of returns in this manner can cause a shift in mean elevation. It is therefore possible that mislabeling caused the high altitude bare earth data to under-predict elevation by eliminating the right tail of the true error distribution (i.e., a portion of the positive residuals) while at the same time artificially reducing the observed standard deviation of the error.
This hypothesis was tested by comparing the focal (i.e., neighborhood) standard deviation s L of the last returns from the low-and high-altitude lidar-derived elevation datasets. Both missions targeted the same grass-covered surface, and the vegetation removal algorithm should have resulted in a comparable decrease in local standard deviation from last return to bare earth data for both the high-and the lowaltitude lidar data. If labeling error did not notably affect the lidar data acquired during the high***altitude mission, the following null hypothesis would hold:
where s L (Z error last high ) is the focal standard deviation of the vertical errors from the last returns for the high altitude lidar data, and s L (Z error last low ) is the focal standard deviation of the vertical errors from the last returns for the low altitude lidar data. Figure 3a illustrates this situation, where last returns from both the high-and low-altitude have similar amounts of
random error and the high-altitude lidar-derived elevation data exhibits a systematic bias due to lidar system error.
The alternate hypothesis was: s L (Z error last high ) Ͼ s L (Z error last low ). This corresponds to a situation where labeling error in the last return high altitude lidar data caused the removal of a significant number of ground returns with positive residuals. Figure 3b illustrates this situation, where the "raw" last return lidar data did not have a substantial amount of systematic bias prior to vegetation removal. The apparent bias in the elevation derived from the bare earth returns resulted from labeling error, and in turn reduced the observed s L (Z error bald high ).
In order to test this alternate hypothesis, focal standard deviation surfaces were derived using the last return lidarderived elevation data from the high-and low-altitude missions. A moving circular neighborhood with a radius of 10 m was used to compute the focal standard deviation for last return low-altitude lidar data s L (Z i last low AGL ) (Figure 4a) , and last return high altitude lidar data s L (Z i last high AGL ) (Figure 4b ). These surfaces appear similar, with high standard deviation values (greater than 25 cm) limited to areas of high slope, such as the edges of the clay caps, where elevation changed rapidly. Focal standard deviation values of Ͻ 15 cm were common on top of the capped surfaces. Figure 5 shows the pattern and magnitude of the differences in focal standard deviation for the low altitude and high altitude last returns (s L (Z error last high ) Ϫ s L (Z error last low )). A majority of the clay capped area exhibited differences within 3 cm. Negative values, where the standard deviation of the last returns was greater for the lowaltitude lidar data than for the high-altitude lidar data, are interspersed in the top of the caps. These differences are relatively small in magnitude, indicating that the standard deviations of the high-and low-altitude lidar data were similar for the last returns. While there are some obvious spatial patterns to these differences, they seem to follow the direction of the flightlines and appear along the edges. These patterns could be caused by the spatial distribution of individual returns on individual scan lines, with more returns near the edges of the scan lines and variation in scan swath due to the differences in instrument flying altitude. The null hypothesis, s L (Z error last high ) ϭ s L (Z error last low ), cannot be rejected based on the values observed in this difference map. This suggests that filtering did not substantially reduce the standard deviation of the high-altitude lidar-derived bare earth elevation data, and by elimination, this supports lidar system error as the cause of the systematic bias observed in the high-altitude lidar-derived elevation data. GPS-derived transects over level areas on top of the MWMF facility were examined to corroborate the previous conclusions. Figure 6 depicts the distribution of individual lidar masspoints from the low-altitude (Figure 6a, and 6c) and from the high-altitude missions (Figure 6b, and 6d) . Each diagram shows the GPS reference data surveyed, the bare earth returns, as well as the last returns that were filtered out to generate the bare earth (i.e., postings present in the last return datasets, but absent from the bare earth dataset).
From these cross-sections, it is obvious that the mean surface estimated from the low-altitude lidar-derived elevation data matches the location of the reference data well. In the case of the high-altitude lidar-derived elevation data, the reference points are located above the majority of the last returns (including both filtered and bare earth). This pattern was evident in all of the transects examined, supporting the conclusion that the bias present in the high-altitude lidar-derived elevation data was due to system error, since under-prediction is evident in the data prior to vegetation removal.
Mission Parameters and Vertical Accuracy
The low altitude lidar-derived bare earth elevation dataset was decimated based on the time stamps of individual returns. One-fourth of the returns were kept, generating a low-altitude decimated bare earth dataset that matched the mean posting density (0.54 hits/m 2 ) of the high-altitude lidar data over the MWMF. The differences in vertical error between the bare earth dataset at the original posting density (2.67 hits/m 2 ) and the decimated posting density (0.54 hits/m 2 ) provided an approximation as to the impact of interpolation error on the vertical accuracy. This influence of instrument varying posting density on lidar vertical accuracy was evaluated using a paired t-test. The results from this test (t ϭ Ϫ 0.81, p ϭ 0.4194) strongly suggest that varying posting densities did not influence lidar-derived elevation error over the study area. The lack of complex landforms and the low slope over the clay-capped study area justify this result. It appears that the surface elevation is adequately predicted with a relatively lower number of lidar masspoints.
The influence of instrument flying altitude and ground reference data on lidar vertical accuracy was assessed with a two-factor ANOVA. The decimated low-altitude lidar-derived elevation dataset was compared to the high-altitude lidarderived elevation data over the MWMF. Comparable posting densities ensured that elevation estimates were interpolated across similar distances in both the high-and low-elevation datasets. Controlling for interpolation error (RMSE Interp .) in this manner allowed for a direct assessment on how varying instrument flying altitude affected lidar vertical accuracy as measured with two different sets of checkpoints (Sanborn and USC/SCGS). Results from the 2-factor ANOVA test with interactions are summarized in Table 6 . This test provided evidence that mean signed vertical error was significantly different (F ϭ 118.37, p Ͻ 0.0001) between the elevation data derived from the high-and low-altitude lidar missions, independent from the posting density. The interaction effect between the checkpoints used and the flying altitude was not significant, suggesting that the influence of instrument flying altitude on lidar-derived elevation vertical accuracy is not affected by the choice of ground reference data used as checkpoints. Finally, the influence of the checkpoint dataset used to determine mean signed lidar error was not significant (F ϭ 3.63 p ϭ 0.058) at the 95 percent confidence level. Additive factor ANOVA analysis, where factor refers to the flying altitude and ground reference data, was used to confirm these results. Finally, a least squares Tukey adjustment was used to determine the long-run mean differences in vertical errors by factor. Table 7 summarizes the range of differences in vertical elevation error that can be expected by varying flying altitude from 700 m to 1,200 m AGL over the study area. Based on these results we can conclude with a 95 percent confidence that increasing the lidar flying altitude from 700 m to 1,200 m caused the mean vertical error to increase by at least 8.96 cm and at most 12.63 cm. Table 8 reports the differences in vertical error that could be expected depending on the ground reference datasets, and thus, the differences in surveyor error introduced by the Sanborn and USC/SCGS reference datasets. These differences were not significant at the 95 percent confidence level, but the long-run mean differences estimated by least squares with Tukey's adjustment suggest that surveyor's error was at most 3.74 cm greater in the USC/SGCS ground reference data than in the Sanborn ground reference data.
Conclusions
The results of this study confirm the expectation that lidarderived elevation data exhibit adequate vertical accuracy, and thus can be a valuable tool for monitoring subsidence on hazardous waste sites. Short grass vegetative cover requires little data post-processing to remove masspoints associated with above-ground vegetation. Low slopes limit the influence of positional uncertainty (RMSE horizontal ) on the observed vertical errors. RMSE z values were quite good for both the lowand high-altitude lidar-derived datasets. RMSE z was approximately 6 cm for the lidar-derived elevation data obtained at 700 m AGL, and approximately 13.5 cm for the mission flown at 1,200 m AGL. The differences observed in mean vertical elevation error between the low-and high-altitude elevation data, albeit significant at the 0.01 level, were caused by a systematic under-prediction of elevation by the high-altitude lidar-derived elevation dataset rather than by an increase in random error. While the absolute vertical accuracy of the lowaltitude lidar-derived elevation data was significantly better, it can be concluded that both lidar datasets had comparable relative vertical accuracy. This observation is deemed very important from an operational standpoint, since systematic biases can be eliminated a posteriori. Therefore, after compensating for the under-estimation of elevation, digital elevation products of similar quality can be generated using either the lidar-derived elevation data acquired at 700 m or 1,200 m AGL. In addition, high vertical accuracy was obtained even after eliminating a large portion of the masspoints through decimation. This result, although not surprising given the grass monoculture and level terrain associated with capped hazardous waste sites, provides a valuable guideline for hazardous waste managers when planning for the acquisition and processing of lidar-derived elevation data. 
