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Avant-propos
La question principale de mon sujet de thèse est de savoir comment utiliser une informa-
tion auxiliaire, c’est-à-dire une information que l’on aurait a priori ou qui a été obtenue par
une source d’information, afin d’améliorer nos statistiques. Grâce à une information auxi-
liaire, il paraît naturel que l’on puisse améliorer nos estimations dans le sens où l’on pourrait
faire baisser le risque quadratique de nos estimateurs. On pourrait également améliorer cer-
tains tests statistiques, dans le sens où on augmente la puissance de ces tests, en exploitant
l’information auxiliaire. Les questions sous-jacentes auxquelles j’essaye de répondre dans
cette thèse sont donc quelle définition peut-on donner de l’information auxiliaire, comment
combiner différentes informations auxiliaires et quelle est la contribution d’une information
auxiliaire dans l’amélioration de nos statistiques ?
Ces questions sont d’autant plus pertinentes que nous avançons dans un monde connecté
qui a la possibilité de stocker une très grande masse d’informations, peut diffuser de manière
quasiment instantanée une partie de cette information et recherche constamment des ma-
nières d’exploiter cette abondance d’information, des manières d’affiner les prédictions ou les
tests statistiques effectués à partir d’un échantillon donné. Bien que cette problématique soit
d’actualité, force est de constater que peu de résultats dans la littérature aborde ce problème
d’un point de vue empirique.
Premier chapitre
Dans ce premier chapitre nous regroupons des définitions et résultats qui seront utilisés
dans les chapitres suivants. Nous donnons la définition de convergence en loi ainsi que les
problèmes de mesurabilité qui peuvent découler. Nous en profitons pour rappeler le théorème
de représentation de Skorokhod qui justifie l’outil approximation forte. Nous continuons ce
chapitre en donnant la définition, les propriétés et résultats principaux de la mesure et
du processus empirique. Nous donnons la définition de ces objets quand ils sont indexés
par une classe de fonctions mesurables à valeurs réelles. Nous donnons les résultats liés à
l’approximation forte du processus empirique et notamment l’approximation forte de Berthet-
Mason, qui concerne l’approximation forte du processus empirique indexé par des classes
de fonctions mesurables à valeurs réelles vérifiant certaines conditions de mesurabilité et
d’entropie. Il s’agit de l’outil de démonstration le plus important de cette thèse et on fera
souvent mention de ce résultat.
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Deuxième chapitre
Le deuxième chapitre regroupe les premières traces de recherche de cette thèse. Nous
nous sommes focalisés sur l’étude du processus empirique quand on disposait de la proba-
bilité d’ensembles d’une partition donnée comme information auxiliaire. Il s’agit d’un cas
particulier du chapitre suivant mais nous pouvons établir des résultats plus puissants.
Nous définissons la mesure et le processus empirique avec ce type d’information auxi-
liaire. Ces derniers semblent difficiles à étudier pour une taille d’échantillon finie puisqu’elle
substitue des poids déterministes de chaque individu de l’échantillon par des poids aléatoires
dépendant de l’ensemble de la partition connue auquel appartient l’individu. Les résultats de
la statistique théorique empirique nous permettent néanmoins de répondre à ce problème.
Nous étudions les propriétés asymptotiques et non-asymptotiques de ces objets. Au niveau
des propriétés asymptotiques nous établissons en particulier des résultats d’approximation
forte et des résultats de convergence en loi. Pour les propriétés non-asymptotiques, nous don-
nons une loi du logarithme itéré, une borne pour majorer le biais introduit par la modification
du processus empirique pour prendre en compte l’information auxiliaire et nous montrons
que cette nouvelle mesure empirique n’est autre que la projection de la mesure empirique
initiale sous l’ensemble des mesures de probabilité discrètes vérifiant l’information auxiliaire
au sens de la distance de Kullback-Leibler. Nous finissons ce chapitre par un exemple concret,
l’amélioration du test d’adéquation de Kolmogorov-Smirnov. Nous apportons une informa-
tion auxiliaire précise et nous prouvons l’augmentation de la puissance de ce test après avoir
utilisé l’information auxiliaire.
Troisième chapitre
Le troisième chapitre concerne la méthode du Raking-Ratio, une méthode statistique
permettant d’utiliser l’information auxiliaire donnée par la connaissance de la probabilité
d’ensembles de plusieurs partitions, pour améliorer nos estimations par exemple. C’est l’un
des chapitres les plus importants de cette thèse puisqu’on aborde la méthode du Raking-
Ratio du point de vue de la théorie du processus empirique, ce qui permet d’établir des
résultats puissants d’approximation forte et de convergence faible. Le fait qu’on généralise
nos travaux à des processus empiriques indexés par des classes de fonction nous permet de
rester général au niveau des résultats établis.
Nous commençons par donner un exemple concret de cette méthode sur un tableau de
contingence fictif et nous rappelons la littérature concernant celle-ci. Nous évoquons en par-
ticulier les résultats les plus importants qui ont été établis. La plupart d’entre eux sont des
résultats limités à un nombre restreint de tour ou proposant des formules difficiles à exploi-
ter. Nous étudions les propriétés asymptotiques d’une collection d’estimateurs après avoir
appliqué la méthode du Raking-Ratio. Nous montrons une baisse de la variance uniforme
sur une classe de fonctions et nous sommes à même d’établir l’expression formelle des va-
riances de ces estimateurs. Nous nous focalisons sur un cas particulier de cette méthode qui
consiste à travailler en cycle sur l’information donnée par la connaissance de deux partitions
uniquement. Nous pouvons dans ce cas précis donner une expression formelle de la limite
quand la méthode du Raking-Ratio se stabilise. Nous finissons ce chapitre par étudier une
particularité de cette méthode, celle où l’information auxiliaire ne serait pas donnée par les
probabilités exactes des ensembles des partitions mais par une estimation de ces probabilités.
Cette information serait donnée par une source extérieure qui se base sur une estimation à
partir d’un échantillon vraisemblablement plus grand que la taille d’échantillon sur lequel
nous travaillons. Ce chapitre fait l’objet des articles [2] et [1].
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Quatrième chapitre
Dans ce quatrième chapitre, nous donnons une définition de ce qu’est l’information auxi-
liaire générale. Il y a très peu de littérature et donc peu de résultats autour de cette pro-
blématique. Nous allons voir dans ce chapitre que le problème suivant se pose. Donner une
définition trop générale de l’information auxiliaire empêche d’établir des résultats puissants
autre que des résultats de convergence en loi. Mais donner une définition trop restrictive
de l’information auxiliaire ne recouvre pas les cas intéressants sur lesquels on peut tomber
dans la pratique et que l’on souhaite pouvoir inclure dans cette thèse. Il faut donc pouvoir
définir l’information auxiliaire avec un juste milieu de manière à pouvoir appliquer les outils
théoriques que nous avons à disposition.
Nous rappelons dans un premier temps la définition d’un estimateur avec information
auxiliaire générale donnée par Tarima et Pavlov ainsi que leurs résultats. Il s’agit du résultat
le plus général à notre connaissance qui a été retrouvé dans la littérature statistique concer-
nant l’information auxiliaire. Au prix d’une notation lourde, ils modifient n’importe quelle
statistique afin de prendre en compte n’importe quel type d’information auxiliaire, qu’elle soit
exacte ou estimée par une source auxiliaire d’information. Sous de nombreuses hypothèses
de comportement asymptotiques gaussiens, Tarima et Pavlov ont montré que leur estimateur
avec information auxiliaire convergeait en loi vers une variable aléatoire gaussienne dont la
variance était inférieure à la statistique initiale.
Nous définissons et étudions deux cas particuliers de ce qui aura été présenté : le processus
empirique avec information auxiliaire donnée par des espérances de fonction et le processus
empirique avec information auxiliaire donnée par des fonctionnelles de la loi mère supposée
inconnue. Dans chacun de ces cas, nous donnons des exemples de statistique avec information
auxiliaire rentrant dans le cadre d’étude que nous nous imposons.
Cinquième chapitre
Ce cinquième chapitre n’est pas la suite directe du quatrième chapitre. Il regroupe les
résultats d’approximation forte d’un travail effectué avant la thèse. Nous rappelons la littéra-
ture et donnons la définition de la mesure et du processus empirique boostrappés indexés par
une classe de fonctions mesurables à valeurs réelles. Il s’agit des objets statistiques concer-
nant la fameuse méthode statistique de ré-échantillonnage introduite par Efron. Si la classe
de fonctions vérifie certaines conditions d’entropie, nous établissons l’approximation forte du
processus empirique bootstrappé vers un processus gaussien centré ayant la même fonction de
covariance que le P -pont brownien. Il s’agit d’une extension des travaux d’Alvarez-Andrade
et Bouzebda puisque ces derniers ont étudié l’approximation forte du processus empirique
bootstrappé indexé par la classe des fonctions indicatrices F  t1s8,ts : t P Ru.
Le résultat d’approximation forte permet d’établir des résultats comme la justification
de l’utilisation de l’estimateur de la variance d’un estimateur par la méthode du bootstrap,
ou encore la justification de l’estimateur de la fonction de répartition d’un estimateur par
bootstrap. Le résultat d’approximation forte permet également d’adapter la méthode du
boostrap pour l’utiliser au niveau du processus empirique associé à la méthode du Raking-
Ratio et permet de justifier cette utilisation. Un travail futur pourrait être d’adapter la
méthode du bootstrap au niveau du processus empirique avec information auxiliaire générale.
Ce chapitre fait l’objet de l’article [3].
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CHAPITRE 1
Préliminaires techniques
Comme énoncé dans l’introduction, l’objectif principal de cette thèse est d’étudier le
comportement asymptotique et non-asymptotique du processus empirique avec informations
auxiliaires. Il est nécessaire pour cela de rappeler dans un premier temps les résultats clas-
siques du processus empirique. Ce chapitre regroupe les définitions et résultats qui seront
utilisés dans la suite de ce manuscrit.
On rappelle à la section 1.1 les définitions de la convergence en loi d’une suite de variable
aléatoire réelle. La section 1.2 rappelle la définition, les propriétés et résultats tels que des
inégalités de concentration qui entourent le processus empirique, objet fondamental dans ce
manuscrit. Elle est suivie de la section 1.3 qui traite de l’approximation forte, l’outil essentiel
pour les résultats donnés dans cette thèse et donne la littérature qui touche cette notion.
1.1 Convergence en loi
Cette première section fait un rappel sur les définitions de la convergence en loi et
les problèmes de mesurabilité que certaines de ces définitions peuvent entraîner. La sous-
section 1.1.1 soulève et règle un premier problème de la définition de convergence en loi, lié
à l’espace de probabilité sur lequel sont définies les variables aléatoires. La sous-section 1.1.2
donne deux approches possibles de la définition de convergence en loi. La première est clas-
sique mais pose quelques problèmes de mesurabilité. La deuxième définition, plus générale,
règle ce problème.
1.1.1 Théorème de Kolmogorov
Motivation. Soient pXnqnPN et X des variables aléatoires à valeurs dans un même
espace probabilisable pX ,Aq. Nous définirons plus loin la convergence faible ou convergence en
loi de la suite pXnq vers la variableX. Cette notion implique que les lois des variablesXn etX
ne dépendent pas a priori d’un même espace de probabilité où seraient définies simultanément
tous les Xn. Il se pourrait en effet que chaque variable Xn soit définie sur un espace de
probabilité pΩn, Tn,Pnq différent, ce qui rend impossible l’étude même de la convergence en
probabilité ou presque sûre, ces deux derniers types de convergence nécessitant de travailler
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sur les mêmes ω P Ω. Il convient donc de montrer comment répondre à cette problématique
avant d’établir une définition de la convergence en loi.
Théorème d’extension de Kolmogorov. Le résultat suivant établi par Kolmogorov
montre qu’il est possible de travailler sur un espace commun sans changer les lois des variables
étudiées. Pour une esquisse de preuve, voir l’appendice 1 de Lamperti [55].
Théorème 1.1.1. On note Sn le groupe symétrique d’ordre n. Soit T un intervalle et pour
tout n-uplet d1, . . . , dn P T , on se fixe une mesure de probabilité µd1,...,dn sur Rn. On suppose
que cette dernière vérifie pour tout A1, . . . , An P BpRq et τ P Sn,
• µd1,...,dnpA1     Anq  µdτp1q,...,dτpnqpAτp1q     Aτpnqq ;
• µd1,...,dnpA1     An1  Rq  µd1,...,dn1pA1     An1q.
Alors il existe un espace de probabilité pΩ, T ,Pq et un processus stochastique X : T ΩÑ Rn
tels que pour tout d1, . . . , dn P T et A1, . . . , An P BpRq,
PpXd1 P A1, . . . , Xdn P Anq  µd1,...,dnpA1     Anq.
Les deux conditions requises pour ce théorème sont satisfaites par les lois finies-dimensionnelles
d’un processus stochastique pXtqtPT où T est un espace d’indice. La question de l’existence
d’un processus donné est parfois délicate. Cependant les processus stochastiques qui sont
étudiés dans cette thèse, notamment les processus gaussiens, sont bien représentables simul-
tanément sur le même espace de probabilité grâce au théorème 1.1.1. Par conséquent il sera
licite de parler de la convergence en loi sur un même espace de probabilité sans pour autant
expliciter celui-ci.
1.1.2 Définition
Motivation. Nous allons à plusieurs reprises parler de la convergence en loi d’une suite
de variables aléatoires pXnqnPN vers une variable X. Nous allons donner dans un premier
temps sa définition et dans un second temps une équivalence qui permettra de comprendre le
lien théorique entre la convergence faible et l’approximation forte. Cette première définition
ne sera pas suffisamment exigeante et peut poser des problèmes au niveau de la mesurabilité.
On résout ce problème par une seconde approche qui est présentée.
Première définition. On dit qu’une suite de variables aléatoires pXnqnPN définies sur
un espace de probabilité pΩ, T ,Pq à valeurs dans un espace mesurable pX ,Aq converge en loi
vers une variable aléatoire X si toute fonction continue bornée ϕ : X Ñ R vérifie
lim
nÑ 8ErϕpXnqs  ErϕpXqs.
Grâce au théorème d’extension de Kolmogorov (théorème 1.1.1), il est inutile d’expliciter dans
quel espace vivent les variables Xn et X. On sait que l’on peut construire un espace commun
sur lequel sont définies des copies de ces variables. Cette définition possède des équivalences
comme le théorème porte-manteau ou le théorème de convergence de Lévy. L’équivalence qui
nous intéresse met en relation la convergence en loi et la convergence presque sûre. On donne
son enoncé dans le cas de variables aléatoires réelles.
Théorème 1.1.2 (Théorème de représentation de Skorokhod). Soient pXnqnPN des va-
riables aléatoires réelles. Cette suite converge en loi vers une variable aléatoire réelle X
si et seulement s’il existe un espace de probabilité pΩ1, T 1,P1q et des variables aléatoires
pYnqnPN , Y définies sur cet espace telles que X  Y , pour tout n P N, Xn  Yn et Yn
converge pΩ1, T 1,P1q-presque sûrement vers Y .
2
Xn X
Yn Y
L
p.s.
L L
Fig. 1.1: Schéma du théorème de représentation de Skorokhod
La figure 1.1 est un schéma explicatif de ce résultat. Ce théorème sera l’outil qui nous per-
mettra d’établir de manière efficace les convergences en loi. En effet, il suffira alors pour cela
de construire un espace de probabilité convenable où on peut démontrer qu’il y a convergence
presque sûre avec une vitesse de convergence explicite. Cet outil théorique est utile pour les
études de convergence puisqu’il suffit de remplacer les variables Xn par des copies Yn qui
sont proches de leur limite. L’approximation forte qui sera présentée dans la partie suivante
est un outil qui se fonde sur ce principe.
Problèmes de mesurabilité liés à la topologie. Cette façon d’introduire la conver-
gence en loi n’est cependant pas suffisante. En effet, si les variables aléatoires Xn sont définies
sur un espace de probabilité pΩ, T ,Pq à valeurs dans un espace mesurable pX ,Aq, celles-ci
doivent être des fonctions mesurables, autrement dit
@n P N, @A P A, X1n pAq P T .
Cette hypothèse n’est pas vérifiée si on considère la variable aléatoire à valeurs dans un espace
trop grand, par exemple sur certains espaces non séparables. Par exemple, le théorème de
Donsker énonce que le processus empirique (dont la définition est redonnée après) converge
en loi vers un pont brownien sur l’espace de Skorohod muni de sa topologie usuelle. Mais
cette convergence dépend de la topologie choisie. Par exemple, la convergence du processus
empirique ne peut pas s’étudier avec cette définition sur l’espace X  ℓ8pr0, 1sq des fonctions
réelles bornées définies sur r0, 1s muni de la distance uniforme ||  ||8 car ce processus n’est
pas mesurable par rapport à la σ-tribu engendrée par la distance uniforme. Pour montrer
cela posons pΩ, T ,Pq  pr0, 1s,Bpr0, 1sq, λq, où λ est la mesure de Lebesgue, X  ℓ8pr0, 1sq
et A  Bpr0, 1sq la σ-tribu sur r0, 1s. On définit la variable aléatoire X : ΩÑ X définie par
@ω P Ω, @U P r0, 1s, XpωqpUq  1tU¤ωu.
En notant H une partie non borélienne de r0, 1s, B||||8pf, rq  th P H : ||f  h||8   ru
la boule ouverte dans H centrée en f P H de rayon r ¡ 0 et A un ouvert de l’espace
pℓ8pr0, 1sq, ||  ||8q défini par
A 
¤
tPH
B||||8
 
1t¤tu, 1{2

,
on a que
H  tw P r0, 1s : Xpωq P Au  X1pAq,
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donc X n’est pas mesurable. Dans ce cas, la convergence en loi introduite précédemment
est dénuée de sens. La solution proposée dans Pollard [66] consiste à distinguer la topologie
(pour la continuité) et la mesurabilité (tribu non borélienne), notamment en utilisant la tribu
engendrée par les boules ouvertes. Une alternative usuelle consiste à changer la topologie
uniforme en celle dite de Skorohod sur l’espace du même nom DpR, ||  ||8q (voir [14]).
Seconde définition. Pour résoudre ce problème de mesurabilité, il faut trouver une
définition de la convergence faible qui gère ces éventuels problèmes de mesurabilité. Une
manière de faire consiste à utiliser les intégrales extérieures (« outer integrals ») introduites
par Hoffmann et Jørgensen [47] (voir également section 1.2 de [80]).
Définition 1.1.1 (Intégrale extérieure). Si pΩ, T ,Pq est un espace de probabilité et X : ΩÑ
R une variable aléatoire alors on définit l’intégrale extérieure de X comme
ErXs  inf  ErY s : Y : ΩÑ R mesurable tel que ErY s    8 et Y ¥ X( .
Grâce à cette nouvelle définition, on introduit une nouvelle définition de la convergence en loi
qui résout ce problème de mesurabilité, appelée convergence au sens de Hoffman-Jørgensen.
Définition 1.1.2. On dit qu’une suite de variables aléatoires réelles pXnqnPN définies sur
pΩ, T ,Pq converge en loi vers une variableX si pour toute fonction continue bornée ϕ : RÑ R,
lim
nÑ 8E
rϕpXnqs  ErϕpXqs.
Dans la suite, nous définirons et utiliserons une hypothèse qui nous permet d’éviter le recours
aux intégrales extérieures.
1.2 Processus empirique
Le processus empirique est un objet fondamental en statistique théorique puisqu’il inter-
vient dans la plupart des cas. Pour être général, nous travaillerons sur le processus empirique
indexé par une classe de fonctions mesurables et à valeurs réelles. On fixe les notations et
hypothèses des classes de fonctions dans la sous-section 1.2.1 et on donne la définition du
processus empirique indexé par des classes de fonctions dans la sous-section 1.2.2. Le lien
entre le processus empirique et le processus des quantiles est donné dans la sous-section 1.2.3.
Certaines inégalités de concentration et d’autres résultats théoriques de la littérature concer-
nant le processus empirique indexé par des classes de fonctions et les processus gaussiens
sont rappelés dans la sous-section 1.2.4
1.2.1 Notations et hypothèses
Cadre d’étude. On travaillera au long de cette thèse avec des variables pXnqnPN i.i.d.
de même loi qu’une variable X que l’on note P  PX toutes définies sur un même espace de
probabilité pΩ, T ,Pq à valeurs dans un espace mesurable pX ,Aq. On note M l’ensemble des
fonctions mesurables de pX ,Aq à valeurs réelles que l’on dote de la semi-métrique dP définie
par dP pf, gq 
 ³
X pf  gq2dP
1{2
. Pour f, g PM on note par la suite ||f ||Q,r 
 ³
X
frdQ
1{r
et dQ,rpf, gq  ||f  g||Q,r. Pour une classe de fonctions F M, nous notons
P pfq  ErfpXqs 
»
X
fpxqdP,
σ2F  sup
fPF
VarpfpXqq  sup
fPF

P pf2q  P pfq2 .
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Hypothèses de mesurabilité. L’objectif de cette thèse est d’établir des résultats les
plus généraux possibles pour certains processus stochastiques indexés par des classes de
fonctions F à valeurs réelles et mesurables vérifiant des hypothèses simples et générales qui
nous assurerons la bonne définition de convergence en loi. Les résultats de cette thèse feront
intervenir régulièrement les deux hypothèses exposées ci-dessous.
Hypothèse (F .i). DMF ¡ 0, @f P F , ||f ||X  supxPX |fpxq| ¤MF .
Hypothèse (F .ii). F est ponctuellement mesurable, autrement dit il existe un sous-ensemble
dénombrable rF  F tel que toute fonction f P F peut s’écrire comme la limite simple d’une
suite d’éléments p rfnqnPN de rF , i.e. @x P X , limnÑ 8 rfnpxq  fpxq.
L’hypothèse F .i est une condition suffisante pour l’existence d’une enveloppe de la classe de
fonction, i.e. d’une fonction intégrable F : X Ñ R telle que
@f P F , @x P X , |fpxq| ¤ F pxq.
C’est une condition forte mais commode pour s’affranchir des problèmes techniques pour
gérer les queues de distribution qui alourdiraient des preuves déjà longues. Une classe de
fonctions F vérifiant la condition F .i admet donc pour enveloppe F pxq  MF . La seconde
condition F .ii est une condition suffisante pour s’assurer que le classe de fonctions F soit
P -mesurable (voir définition 2.3.3 de [80]). Cela permet d’assouplir nos hypothèses de me-
surabilité puisqu’il suffit de reporter la condition de P -mesurabilité de F sur la sous-classe
dénombrable rF de F . Sans hypothèse de mesurabilité de ce type, les résultats du type loi
des grands nombres ou théorème central limite peuvent échouer. Cette condition est, par
exemple, évoquée dans l’exemple 2.3.4 de [80].
Hypothèse d’entropie. Les classes de fonctions sur lesquelles nous établissons des ré-
sultats doivent aussi vérifier une condition d’entropie, une façon de s’assurer que nous ne
travaillons pas sur des classes de fonctions « trop grosses ». Nous devons faire des hypothèses
qui font intervenir la notion de recouvrement. Cette notion permet de « mesurer » une classe
infinie de fonction mesurables à valeurs réelles. Deux approches sont possibles : les classes à
entropie uniforme et à entropie avec crochets.
Hypothèse sur les classes VC. Pour une classe de fonctions F M, ε ¡ 0 et d une
distance surM, on note NpF , ε, dq le nombre minimal de boules de rayon ε par rapport à la
distance d pour recouvrir F . On note HpF , ε, dQq  logNpF , ε, dQq l’entropie de F , c’est-
à-dire le logarithme du nombre de recouvrements de F . Une classe F vérifie l’hypothèse VC
si elle vérifie l’hypothèse suivante.
Hypothèse (VC). Dc0 ¡ 0, ν0 ¡ 0 et une enveloppe de fonction F de la classe F tels que
@0   ε   1, sup
Q
N pF , ε||F ||Q,2,dQq ¤ c0εν0 ,
où le supremum est pris parmi toutes les mesures de probabilités Q de pX ,Aq pour lesquelles
0   QpF 2q    8.
Il ne s’agit pas de la définition d’une VC-classe (au sens de Vapnik–Chervonenkis) mais
d’une propriété de ces classes : les VC-classes sont des classes polynomiales, c’est-à-dire que
le nombre de recouvrements d’une VC-classe est polynomial en son rayon ε. En plus d’être
polynomial le recouvrement des VC-classes est uniforme à toute mesure de probabilité. Plus
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précisément, il existe une constante universelle K telle que pour toute VC-classe F et toute
mesure de probabilité Q vérifiant ||F ||Q,r ¡ 0,
@0   ε   1, @r ¥ 1, NpC, ε||F ||Q,r,dQ,rq ¤ K VCDpFqp16eqVCDpFq

1
ε

rpVCDpFq1q
,
où VCDpFq est la dimension VC de l’ensemble des sous-graphes de F (voir théorème 2.6.7
de [80]). Ainsi toute classe VC de dimension supérieure ou égale à 2 vérifie l’hypothèse VC
avec ν0  2pVCDpFq1q et c0  KVCDpFqp16eqVCDpFq. Une classe vérifiant l’hypothèse VC
n’est pas forcément une VC-classe. L’exemple suivant donne un exemple de classe vérifiant
cette hypothèse.
Exemple 1.2.1. D’après le Lemme 2.6.16 de [80], la classe de fonctions des translatés
Fx  tψpx hq : h P Ru pour x P R et ψ : RÑ R une fonction monotone, est une classe VC
de dimension 2. Elle vérifie en particulier l’hypothèse VC avec ν0  2 et c0  2p16eq2K ¤
3784K.
D’après le Lemme 2.6.17 de [80], la propriété d’être une VC-classe est stable pour de nom-
breuses opérations telles que la complémentarité, l’union, l’intersection, réciproque d’une
fonction, produit cartésien, etc.
Hypothèse sur le recouvrement avec crochets. Bien que la définition de classe
VC reste générale et concerne de nombreuses classes de fonctions intéressantes, de nom-
breux résultats ont été établis pour des classes de fonctions vérifiant l’hypothèse qui va
suivre, notamment pour des classes de fonctions très régulières. Pour ε ¡ 0 et d une dis-
tance sur M on note Nr spF , ε, dq le nombre minimal de ε-crochets, c’est-à-dire d’éléments
rg, g s  tf P F : g ¤ f ¤ g u vérifiant dpg, g q   ε, nécessaires pour recouvrir F .
Les éléments g et g  n’appartiennent pas forcément à la classe de fonctions F . On note
Hr spF , ε, dQq  logNr spF , ε, dQq l’entropie avec crochets de F . Nous dirons qu’une classe
F vérifie l’hypothèse BR si elle vérifie l’hypothèse suivante :
Hypothèse (BR). Db0 ¡ 0, 0   r0   1, @0   ε   1, Hr spF , ε, dP q ¤ b20ε2r0 .
On donne quelques exemples de classes de fonctions vérifiant cette dernière hypothèse.
Exemple 1.2.2. D’après le Théorème 2.7.5 de [80], la classe F des fonctions monotones
f : RÑ r0, 1s vérifie
sup
Q
Hr spF , ε, dQ,rq ¤ Kε ,
où le supremum est pris sur l’ensemble des mesures de probabilités Q de pX ,Aq, r ¥ 1 et
pour une certaine constante K  Kprq ¡ 0. Elle satisfait en particulier BR avec r0  1{2 et
b0 ¡ 0.
Exemple 1.2.3. Soit d ¥ 2 et Cd l’ensemble des sous-ensembles compacts et convexes d’un
sous-ensemble borné Bd de Rd. D’après le corollaire 2.7.9 de [80],
Hr spFd,dQ,rq ¤ K
εpd1qr{2
,
où Fd  t1C : C P Cdu, Q est une mesure de probabilité de Lebesgue et absolument continue
et K  KpBd, Q, dq ¡ 0 est une constante. En particulier, F2 vérifie BR avec r0  1{2 et
b0  b0pB2q.
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1.2.2 Définition du processus empirique
Processus empirique classique. Soit pXnqnPN une suite de variables i.i.d. à valeurs
réelles définies sur un espace de probabilité pΩ, T ,Pq et de même loi P  PX . On note F la
fonction de répartition de X et Fn sa fonction de répartition empirique, i.e.
@t P R, Fnptq  1
n
n¸
i1
1tXi¤tu,
qui converge presque sûrement et uniformément vers F d’après le théorème de Glivenko-
Cantelli. Définissons le processus empirique réel αXn par
@t P R, αXn ptq 
?
npFnptq  F ptqq  1?
n
n¸
i1
 
1tXi¤tu  F ptq

.
On devrait le noter αX1,...,Xnn mais s’il n’y a pas d’ambiguïté ce processus sera simplement
noté αn. Une des convergences les plus importantes concernant αXn est la convergence faible,
dite de Donsker. Le théorème de Donsker énonce que sur l’espace DpR, ||  ||8q ce processus
converge faiblement vers un pont brownien, i.e. un processus pPtqtPr0,1s gaussien centré dont
la fonction de covariance est donnée par
@0 ¤ s   t ¤ 1, CovpPt, Psq  F psqp1 F ptqq  F ps^ tq  F ptqF psq.
Processus empirique indexé par des classes de fonctions. Généralisons les notions
et les résultats de convergence en loi précédents à un processus empirique qui est indexé par
des classes de fonctions mesurables, à valeurs réelles et vérifiant F .i et F .ii. Soient pXnqnPN
une suite de variables i.i.d. définies sur un espace de probabilité pΩ, T ,Pq et à valeur dans un
espace mesurable pX ,Aq. Nous donnons les définitions de la mesure et du processus empirique
indexés par des classes de fonctions ainsi que des exemples.
Définition 1.2.1 (Mesure empirique). On appelle mesure empirique indexée par une classe
de fonctions F la fonction linéaire Pn : F Ñ r0, 1s définie par
@f P F , Pnpfq  1
n
n¸
i1
fpXiq.
Exemple 1.2.4 (Moyenne et variance empirique). SiX1, . . . , Xn sont des variables aléatoires
réelles alors Pnpf0q  pX1     Xnq{n correspond à la moyenne empirique des X1, . . . , Xn
et Pnpf1q  P2npf0q correspond à la variance empirique avec f0  id et f1pxq  x2.
Exemple 1.2.5 (Fonction de répartition). La fonction de répartition peut s’écrire comme la
mesure empirique indexée par la classe des fonctions indicatrices, i.e. F  t1s8,ts : t P Ru.
Le processus empirique indexé par une classe de fonctions correspond à la mesure empirique
normalisée et indexée par une classe de fonctions centrées. On le note de la façon suivante.
Définition 1.2.2 (Processus empirique). On appelle processus empirique indexé par la classe
de fonctions F vérifiant F .i et F .ii le processus αXn pFq  tαnpfq : f P Fu défini par
@n P N, @f P F , αXn pfq 
?
npPnpfq  P pfqq,
avec Pnpfq la mesure empirique indexée par F et P pfq  ErfpXqs. S’il n’y a pas d’ambiguïté,
on le note αnpFq.
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Exemple 1.2.6. Le processus empirique classique t ÞÑ αXn ptq correspond au processus em-
pirique αnpFq indexé par la classe des fonctions indicatrices F  t1s8,ts : t P Ru.
D’après le théorème central limite multidimensionnel, comme la classe de fonctions F est
incluse dans L2pP q alors le vecteur de variables aléatoires pαX1 pf1q, . . . , αXn pfnqq converge en
loi vers N p0,Σq où Σ est la matrice de covariance définie par
@1 ¤ i, j ¤ n, Σi,j  Covpfi, fjq  Erfifjs  ErfisErfjs.
S’il existe, le processus limite faible de αnpFq dans ℓ8pFq noté GpFq  tGpfq : f P Fu, est
alors nécessairement centré et sa fonction de covariance est donnée par
@f, g P F , ErGpfqGpgqs  Covpαnpfq, αnpgqq  Erfgs  Erf sErgs, (1.1)
donc en particulierGpfq est une loi normale centrée et de variance VarpfpXqq. Sans hypothèse
supplémentaire sur F , la convergence faible peut ne pas avoir lieu ou le processus GpFq peut
ne pas être gaussien. Sous les hypothèses VC ou BR, F est une classe de Donsker dans le
sens où αnpFq converge faiblement vers le processus gaussien GpFq suivant. Rappelons qu’un
processus gaussien est caractérisé par ses lois finies-dimensionnelles.
Définition 1.2.3 (Processus de P -pont brownien). On appelle le P -pont brownien GpFq
le processus gaussien centré, indexé par une classe de fonctions F  L2pX ,A, P q dont la
covariance est donnée par (1.1).
Exemple 1.2.7 (Pont brownien classique). Le processus empirique αUn ptq 
?
npFUn ptq  tq
de variables aléatoires U1, . . . , Un i.i.d. et uniformes sur r0, 1s converge en loi dans l’espace
de Skorokhod DpR, ||  ||8q vers le pont brownien pPU ptqqtPr0,1s, processus gaussien centré
dont la fonction de covariance est donnée par CovpPU ptq, PU psqq  t ^ s  st où s ^ t 
minps, tq. Ce processus peut aussi être défini à partir d’un mouvement brownien pBtqt¥0 via
pPU ptqqtPr0,1s  pBt  tB1qtPr0,1s. Le supremum du pont brownien pPU ptqqtPr0,1s intervient
dans le test d’adéquation de Kolmogorov-Smirnov. Grâce à la représentation du pont brownien
par Bt et au principe de réflexion du mouvement brownien, il est possible d’expliciter la loi
du supremum d’un pont brownien (voir section 12.3 de [35]). Pour tout ε ¡ 0,
P

sup
tPr0,1s
|PU ptq| ¥ ε

 2
¸
k¥1
p1qk1e2k2ε2 .
Applications statistiques. Les fluctuations de PnpFq par rapport à P pFq jouent un rôle
primordial en statistique. Ces écarts sont à la base des déviations de toutes les statistiques.
En effet, les statistiques réelles T pX1, . . . , Xnq peuvent généralement s’écrire sous la forme
T pX1, . . . , Xnq  ϕpPnq,
avec ϕ une fonction à valeurs réelles, pas forcément régulière. L’étude du processus empirique
αXn permet alors de contrôler les déviations de la statistique T  ErT pX1, . . . , Xnqs par
rapport à sa moyenne du fait que
T pX1, . . . , Xnq  ϕpPnq  ϕ

P  α
X
n?
n


.
Exemple 1.2.8 (Minimisation d’un risque). Soit L un ensemble de fonctions de perte. Pour
estimer argminLPLErLpXqs parmi les fonctions de pertes appartenant à la classe de fonctions
L, on calcule la statistique
T pX1, . . . , Xnq  argminLPLPnpLq  argminLPL 1n
n¸
i1
LpXiq.
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Cela revient à étudier le processus empirique αXn pLq puisque
T pX1, . . . , Xnq  argminLPL

ErLpXqs   1
n
n¸
i1
pLpXiq  ErLpXiqsq

 argminLPL

ErLpXqs   1?
n
αXn pLq


.
1.2.3 Transformation et approximation des quantiles
Grâce à l’inverse généralisée d’une fonction de répartition F (appelée aussi fonction de quan-
tile) définie par
@u Ps0, 1r, FÐpuq  inftt P R : F ptq ¥ uu,
on peut ramener l’étude de notre processus empirique à l’étude du processus empirique dans
le cas des lois uniformes. C’est l’objet du résultat suivant.
Lemme 1.2.1 (Transformation des quantiles). Soit une variable uniforme U  Upr0, 1sq
alors FÐpUq L X. De plus, F pXq L U si et seulement si F est continue.
Ainsi, pour étudier le processus empirique αXn on peut se ramener à l’étude du cas du
processus empirique uniforme αUn . Le résultat suivant donne la condition suffisante pour
que ce soit le cas.
Corollaire 1.2.2 (Transformation du processus empirique). Supposons que U1, . . . , Un sont
i.i.d. de loi uniforme Upr0, 1sq et que X soit une variable de fonction de répartition F . Alors
αUn
L αXn  FÐ. De plus, si F est continue, alors αXn L αUn  F.
Exemple 1.2.9 (Pont brownien). D’après le Corollaire 1.2.2 et l’Exemple 1.2.7, le pro-
cessus empirique αXn ptq 
?
npFnptq  F ptqq de variables aléatoires X1, . . . , Xn i.i.d. de
fonction de répartition continue F converge en loi dans l’espace de Skorokhod vers le pont
brownien pP ptqqtPR, processus gaussien centré dont la fonction de covariance est donnée par
CovpP ptq, P psqq  F pt ^ sq  F psqF ptq. La relation entre les ponts browniens pP ptqqtPR et
PU ptqqtPr0,1s défini dans l’exemple 1.2.7 est pP ptqqtPR  pPU  FXptqqtPr0,1s. On en déduit la
loi du supremum du pont brownien suivant. Pour tout ε ¡ 0,
P

sup
tPR
|P ptq| ¥ ε


 2
¸
k¥1
p1qk1e2k2ε2 . (1.2)
On peut effectuer la même réduction pour le processus des quantiles uniforme βXn défini pour
tout n P N et u Ps0, 1r par
βXn puq 
?
n
 
F1n puq  FÐpuq

,
où F1n puq correspond à la i-ème plus grande valeur de l’échantillon X1, . . . , Xn si u P
spi 1q{n, i{ns. Ce processus permet lui d’étudier les fluctuations des statistiques d’ordre, de
leurs espacements ainsi que de leurs transformations.
Corollaire 1.2.3 (Transformation du processus des quantiles). Supposons que U1, . . . , Un
sont i.i.d. de loi uniforme Upr0, 1sq et que X soit une variable de fonction de répartition F .
Alors βXn L βUn  FÐ. De plus, si F est continue, βUn L βXn  F.
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On a procédé jusqu’à présent à deux réductions, celle des deux processus αXn , βXn par αUn , βUn .
Il existe une troisième réduction, celle de βUn par αUn . Grâce à l’étude du processus de Bahadur-
Kiefer, Deheuvels et Mason ont pu obtenir des résultats sur l’écart de αUn et βUn (voir
théorème 1A de [29]).
Théorème 1.2.4 (Théorème de Deheuvels-Mason). Les processus empiriques et de quantiles
empiriques uniformes vérifient
lim
nÑ 8
n1{4||αUn   βUn ||8?
logn
a||βn||  1 p.s.
Comme corollaire de ce résultat, Deveuhels et Mason ont montré que l’écart entre les pro-
cessus αn et βn était p.s. de l’ordre de O
 
n1{4plognq1{2plog lognq1{4 (voir corollaire 1A
de [29]). En conclusion, l’étude du processus empirique uniforme est suffisant pour étudier
tous les autres processus.
1.2.4 Inégalités de concentration
Inégalité de Borell-Sudakov. Dans les parties suivantes nous établirons des conver-
gences presque sûres vers un processus gaussien centré indexé par une classe de fonction.
Il est donc nécessaire de pouvoir étudier le supremum sur cette classe de fonctions d’un tel
processus. Le résultat suivant nous permet d’établir une inégalité de concentration pour ce
supremum indexé par un ensemble dénombrable. C’est un résultat puissant dans le sens où
celui-ci ne requiert pas d’hypothèses très fortes. Nous travaillons avec un processus pXtqtPT
séparable, c’est-à-dire avec un processus vérifiant la définition suivante.
Définition 1.2.4 (Processus séparable). On dit qu’un processus pXtqtPT est séparable s’il
possède une version séparable rX, i.e. qu’il existe un ensemble rT  T dénombrable tel que
pour tout t P T il existe ptkqkPN  rT vérifiant
lim
kÑ 8
rXtk  Xt.
Le théorème suivant est un résultat de concentration valable pour les processus gaussiens
séparables indexés par un ensemble quelconque.
Théorème 1.2.5. Soit pXtqtPT un processus gaussien centré séparable vérifiant σ2T 
suptPT ErX2t s    8. Si on pose ||X||T  suptPT |Xt| alors Er||X||T s    8 et,
@λ ¡ 0, P p| ||X||T  Er||X||T s| ¡ λq ¤ 2 exp

 λ
2
2σ2T


,
Pp||X||T ¡ λq ¤ 2 exp

 λ
2
8Er||X||2T s


.
Ce résultat puissant est dû à Borell (cf. Théorème 5.2 de [18]). Différents énoncés sont donnés
dans l’annexe A.2.1 de [80]. Ces inégalités ne sont pas vraies dans le cas où l’on travaille avec
des processus non séparables.
Inégalité de Talagrand. Concernant le processus empirique, nous avons également
quelques résultats de concentration. Comme pour l’inégalité de Borell, ils s’avèrent être des
outils théoriques puissants pour étudier les déviations du supremum du processus empirique
indexé par des classes de fonctions vérifiant certaines conditions d’entropie. Le premier ré-
sultat donne une inégalité de concentration de la déviation du processus empirique indexé
par une classe VC (cf. théorème 1.3 de [78] ou théorème 2.14.9 de [80]).
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Théorème 1.2.6. Si F est une classe de fonctions mesurables à valeurs réelles et véri-
fiant F .i, F .ii et VC alors il existe C  Cpc0q ¡ 0 tel que pour tout t ¡ 0,
Pp||αn||F ¡ tq ¤

Ct
2?ν0MF

ν0
e
 t2
2M2F ,
où c0, ν0 sont donnés par l’hypothèse VC.
Il manque un résultat similaire dans la littérature dans le cas où l’hypothèse BR est vérifiée.
Nous combinons les résultats de concentration connus pour établir un résultat similaire au
théorème 1.2.6.
Théorème 1.2.7. Si F est une classe de fonctions mesurables à valeurs réelles et véri-
fiant F .i, F .ii et BR alors il existe C  CpMF , b0, r0, σ2F q, t0  t0pMF , b0, r0q ¡ 0 tel que
pour tout t ¡ t0,
Pp||αn||F ¡ tq ¤ exp
 Ct2 ,
où b0, r0 sont données par l’hypothèse BR.
Démonstration. Puisque F vérifie F .i, il suffit d’étudier l’inégalité pour t   2MF?n. Il
existe d’après le théorème 2.14.25 de [80] ou corollaire 2 de [16], des constantes universelles
D1, D2 ¡ 0 telles que pour tout t ¡ 0,
P p||αn||F ¡ D1pµn   tqq ¤ exp

D2min

t2
σ2F
,
t
?
n
MF



,
avec µn  Er||αn||F s qu’il nous faut borner. D’après le théorème 2.14.2 de [80] ou corollaire
4.3 de [65],
µn ¤
» MF
0
b
1 Hr spF , ε, dP qdε.
Puisque F vérifie BR nécessairement µn ¤ C 1 avec C 1  C 1pMF , b0, r0q MF p1 b0{p1r0qq.
On pose t0  2D1C 1 et t1  2D1σ2F
?
n{MF . Pour t0   t   t1,
min

t2
p2D1σF q2 ,
t
?
n
2D1MF


 t
2
p2D1σF q2 ,
et de fait,
P p||αn||F ¡ tq  P

||αn||F ¡ t2  
t
2


¤ P

||αn||F ¡ D1

µn   t2D1



¤ exp

 D2t
2
4D21σ2F


.
Pour t1   t   2MF?n, on a
min

t2
p2D1σF q2 ,
t
?
n
2D1MF


 t
?
n
2D1MF
¥ t
2
4D1M2F
,
et on obtient
P p||αn||F ¡ tq ¤ exp

 D2t
2
4D1M2F


.
Le résultat est prouvé en posant C  D2{4D1maxpD1σ2F ,M2F q.
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Ce résultat entraîne en particulier que si F vérifie F .i, F .ii et BR ou VC alors presque
sûrement ||αn||F  Op?lognq.
Inégalité de Bousquet. L’inégalité suivante étudie les déviations du supremum du
processus empirique par rapport à sa moyenne (cf. théorème 2.3 de [20] ou partie 12.4 de [19]).
Théorème 1.2.8. Si F est une classe de fonctions dénombrable vérifiant F .i alors pour tout
t ¥ 0,
P

sup
fPF
αnpfq  ErsupfPF αnpfqs ¥ MF t?n

¤ exp

vh

t
v



,
avec v  nσ2F   2
?
nErsupfPF αnpfqs et hpxq  p1   xq logp1   xq  x. En particulier pour
tout t ¥ 0,
P
 
supfPF αnpfq  ErsupfPF αnpfqs ¥ t
 ¤ exp ?nt22p2MFErsupfPF αnpfqs   ?nσ2F  MF t{3q


.
Loi du logarithme itéré. Notons LLn  LpLpnqq avec Lpnq  maxp1, lognq. Nous
rappelons le résultat d’Alexander [4] concernant la loi du logarithme itéré pour un processus
empirique indexé par une classe de fonctions vérifiant une des conditions d’entropie.
Théorème 1.2.9. Si F est une classe de fonctions mesurables qui vérifie F .i et BR ou VC.
Alors,
lim sup
nÑ 8
||αn||F
σF
?
2LLn
¤ 1 p.s.
Remarque 1.2.1. Dans le cas réel, si la fonction de répartition F est continue alors l’in-
égalité est une égalité car d’après Chung et Smirnov (voir [42]),
lim sup
nÑ 8
suptPR |αXn ptq|?
2LLn
 lim sup
nÑ 8
suptPr0,1s |αUn ptq|?
2LLn
 12 p.s.
Le résultat concernant la condition BR résulte du théorème 2.12 et celui concernant la
condition VC provient du théorème 2.13 basé sur le théorème 2.8 qui utilise dans sa preuve
la conséquence du lemme 2.7 qui correspond en fait à l’hypothèse VC.
1.3 Approximation forte
Nous supposons dans cette partie que pXnqnPN est une suite de variables i.i.d. de loi P et
nous notons Sn  °nk1Xk la somme empirique. La sous-section 1.3.1 donne les éléments
principaux de la littérature de l’approximation forte et les résultats importants. Une référence
pour cet outil théorique est le livre de Csörgő et Révész [28]. Nous rappelons dans la sous-
section 1.3.2 le résultat établi par Berthet et Mason, qui donne l’approximation forte du
processus empirique indexé par des classes de fonctions sous des conditions d’entropie.
1.3.1 Approximation forte : de Skorokhod à KMT
Résultat de Skorokhod. L’approximation forte débute en 1961 avec le résultat de
Skorohod, connu sous le nom de théorème de représentation de Skorokhod. Il établit que si les
Xi admettent un moment d’ordre deux, il existe un espace de probabilité, un temps d’arrêt
τ défini sur cet espace et un mouvement brownien pBtqt¥0 tel que Sn  °ni1Xi ait la même
loi que Bτ . Le théorème suivant énonce ce résultat.
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Théorème 1.3.1 (Skorokhod, 1961). Supposons que pXnqnPN sont des variables aléatoires
i.i.d. centrées réduites. Il existe un espace de probabilité, un mouvement brownien pBtqt¥0 et
une suite pτiqiPN de variables i.i.d. positives définies sur cet espace vérifiant
1. @n P N, Bτ1  τn L Sn ;
2. @n P N, τ1        τn est un temps d’arrêt ;
3. Erτ1s  1.
De plus si @n P N, ErX2n1 s   8 alors Erτn1 s   8.
Le théorème de Skorokhod est suffisant pour prouver le théorème de Donsker qui est un
principe d’invariance faible. Ce théorème conduit à la notion de principe d’invariance forte
qui consiste à construire sur le même espace de probabilité Sn et Bn de sorte que leurs
trajectoires respectives soient les plus proches possibles (voir [77]).
Théorème 1.3.2 (Strassen, 1964). Il existe un espace de probabilité, un mouvement brownien
pBtqt¥0 et une suite pXnqnPN de loi X définis sur cet espace vérifiant presque sûrement
|Sn Bn|  op?n log lognq.
La borne proposée par Strassen est la meilleure que l’on puisse obtenir sans hypothèses
supplémentaires sur la suite des Xn. Ce résultat provient de la proposition suivante [59] :
Proposition 1.3.3 (Major, 1979). Pour toute suite de réels panqnPN vérifiant limnÑ 8 an 
 8, il existe une suite de variables pXnqnPN i.i.d. centrées et réduites telle que pour tout
mouvement brownien pBtqt¥0 on ait
lim sup
nÑ 8
an
|Sn Bn|?
n log logn   8 p.s.
Résultat de KMT. Bien que ce soit un résultat fort, le résultat de Strassen n’est
pas suffisant pour démontrer des résultats comme le théorème de Donsker. C’est en 1975
qu’apparaît une meilleure approximation de la somme partielle par un mouvement brownien.
Sous une hypothèse plus forte que l’existence du moment d’ordre 2, les mathématiciens
Komlós, Major et Tusnády ont montré le résultat qui suit (voir [51, 52]).
Théorème 1.3.4 (KMT, 1975-1976). Supposons que pXnqnPN soient des variables centrées
réduites et que la fonction génératrice MX1ptq  EretX1s de X1 existe sur un voisinage de 0.
Il existe alors un mouvement brownien pBtqt¥0 vérifiant pour tout x ¡ 0 et n P N,
P

max
1¤k¤n |Sk Bk| ¡ C logn  x


  Keλx,
où C,K, λ sont des constantes positives dépendant de la distribution de X1.
Corollaire 1.3.5. Sous les hypothèses du théorème 1.3.4, presque sûrement max1¤k¤n |Sk
Bk|  Oplognq.
Démonstration. Si l’on note An  tmax1¤k¤n |Sk  Bk| ¡ C logn   xu, le théorème 1.3.4
implique que °n¥1 PpAnq    8. Le lemme de Borel-Cantelli appliqué à ce résultat montre
que Pplim supnÑ 8Anq  0, i.e. Pplim infnÑ 8Anq  1. C’est-à-dire, avec probabilité 1 il
existe N  Npωq P N tel que pour tout n ¥ N , max1¤k¤n |Sk Bk|  Oplognq.
13
La borne proposée par KMT est la meilleure possible excepté dans le cas où X1 serait lui-
même une loi normale. Cette affirmation est confirmée par le résultat suivant (cf. théorème
2.3.2 de [28]) :
Proposition 1.3.6. S’il existe un mouvement brownien pBtqt¥0 vérifiant presque sûrement
|Sn Bn|  oplognq alors X1 est une loi normale centrée réduite.
Ce résultat est également optimal dans le sens où si l’hypothèse d’existence de MX1 au
voisinage de 0 est supprimée, alors la borne donnée par le théorème 1.3.4 n’est plus valide
(voir relation 2.3.2 dans [28]) :
Proposition 1.3.7. Si MX1ptq n’est définie pour aucun t ¡ 0 alors pour tout mouvement
brownien pBtqt¥0,
lim sup
nÑ 8
Sn Bn
logn   8 p.s.
L’étude du comportement asymptotique de Sn permet celui du processus empirique puisque
ce dernier se comporte asymptotiquement comme le processus interpolé
Snptq  Srnts   pnt rntsqXrnts 1,
où rts désigne la partie entière de t. L’approximation forte du processus empirique uniforme
est donnée par le théorème de KMT (voir théorème 3 de [51]).
Théorème 1.3.8 (KMT). Il existe des variables pUnqnPN i.i.d. de loi uniforme Upr0, 1sq et
une suite de pont brownien pPnqnPN telles que pour tout x P R,
P

sup
tPr0,1s
|αUn ptq  Pnptq| ¡ C logn  x?n

¤ Keλx,
avec C,K, λ des constantes positives universelles. En particulier presque sûrement,
sup
tPr0,1s
|αUn ptq  Pnptq|  O

logn?
n


.
Pour des valeurs explicites de K,λ,C, voir le théorème 1 de Bretagnolle et Massart [22]. Ce
résultat est optimal car le fait de rajouter une constante n’entraîne plus l’approximation forte
par des ponts browniens. C’est l’objet du théorème suivant (voir théorème 4.4.2 de [28]).
Théorème 1.3.9. Soient des variables pUnqnPN i.i.d. de loi uniforme Upr0, 1sq alors pour
toute suite de pont brownien pPnptqqnPN définies sur le même espace de probabilité que αUn
on a que
P

sup
tPr0,1s
|αUn ptq  Pnptq| ¥ logn6?n

ÝÑ
nÑ 8 1.
Grâce au corollaire 1.2.2, on obtient l’approximation forte du processus empirique dans les
cas autres que la loi uniforme. C’est l’objet du corollaire suivant.
Corollaire 1.3.10. Soit X une variable aléatoire réelle ayant une fonction de répartition
F continue. Alors il existe une suite de variables pXnqnPN i.i.d. de même loi que X et une
suite de ponts browniens pPnqnPN telles que pour tout x P R,
P

sup
tPR
|αXn ptq  Pn  F ptq| ¡ C logn  x?n


¤ Keλx,
avec C,K, λ les constantes positives universelles définies par le théorème 1.3.8. En particulier,
presque sûrement,
sup
tPR
|αXn ptq  Pn  F ptq|  Opn1{2 lognq.
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1.3.2 Approximation forte de Berthet-Mason
Énoncé. En 1983, Dudley et Philipp ont établi une approximation forte pour les sommes
de variables i.i.d. définies dans des espaces de Banach[36]. C’est en 2006 que Berthet et
Mason proposèrent une généralisation de ce résultat, généralisant l’approximation forte au
processus empirique indexé par des classes de fonctions soumises à des hypothèses d’entropie
par des processus de P -ponts browniens. Le résultat de Berthet et Mason dans le cas des
classes vérifiant la condition VC résulte du théorème 1 de [12]. Il est énoncé comme suit.
Théorème 1.3.11. Sous les hypothèses F .i, F .ii et VC, pour tout p2 5ν0q{2 ¤ α ¤ 2 5ν0
et θ ¡ 0, il existe Cpα, θq ¡ 0, des variables pXnqnPN i.i.d. de loi P et une suite indépendante
pGnqnPN de processus de P -pont browniens définis sur un même espace de probabilité vérifiant
pour tout n P N,
P

max
1¤k¤n
∥∥∥∥∥?kαXk  k¸
i1
Gi
∥∥∥∥∥
F
¡ Cpα, θqn1{2τpαqplognqτ2

¤ 1
nθ
,
et presque sûrement,
max
1¤k¤n
∥∥∥∥∥?kαXk  k¸
i1
Gi
∥∥∥∥∥
F
 O

n1{2τpαqplognqτ2
	
,
où
τpαq  α{p2  5ν0q  1{21  α ¡ 0, τ2 
4  5ν0
4  10ν0 .
Remarque 1.3.1. L’optimisation de la borne donne que presque sûrement
max
1¤k¤n
∥∥∥∥∥?kαXk  k¸
i1
Gi
∥∥∥∥∥
F
 O

n1{2p11{p3 5ν0qqplognqτ2
	
.
L’approximation forte de αnpFq dans le cas où F vérifie BR résulte du théorème 2 de [12].
Il est énoncé comme suit.
Théorème 1.3.12. Sous les hypothèses F .i, F .ii et BR, pour tout κ   1{2 et θ ¡ 0, il existe
Cpτ, θq ¡ 0, des variables pXnqnPN i.i.d. de loi P et une suite indépendante pGnqnPN de
processus de P -pont brownien définis sur un même espace de probabilité vérifiant pour tout
n P N,
P

max
1¤k¤n
∥∥∥∥∥?kαXk  k¸
i1
Gi
∥∥∥∥∥
F
¡ ?nCpτ, θqplognqτ

¤ plognqθ,
et presque sûrement,
max
1¤k¤n
∥∥∥∥∥?kαXk  k¸
i1
Gi
∥∥∥∥∥
F
 O  ?nplognqτ ,
où τ  κp1{2 κq{p1 κq.
Remarque 1.3.2. L’optimisation de la borne donne que presque sûrement
max
1¤k¤n
∥∥∥∥∥?kαXk  k¸
i1
Gi
∥∥∥∥∥
F
 O
?
nplognqp11{
?
2q2
	
.
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Reformulation de l’énoncé. Supposons qu’une classe F donnée vérifie BR ou VC. On
reformule les théorèmes 1.3.12 et 1.3.11 sous l’énoncé suivant.
Théorème 1.3.13. Si F vérifie les conditions F .i, F .ii, VC ou BR alors pour tout θ ¡ 0,
il existe Cθ ¡ 0, une suite pvnqnPN de la forme vn  nαplognqβn si F vérifie VC et
vn  plognqβ si F vérifie BR, avec α, β ¡ 0, des variables pXnqnPN i.i.d. de loi P et une
suite indépendante pGnqnPN de processus de P -pont brownien définis sur un même espace
de probabilité vérifiant pour tout n P N,
P

n1{2 max
1¤k¤n
∥∥∥∥∥?kαXk  k¸
i1
Gi
∥∥∥∥∥
F
¡ Cθvn

¤ uθn , (1.3)
et presque sûrement,
n1{2 max
1¤k¤n
∥∥∥∥∥?kαXk  k¸
i1
Gi
∥∥∥∥∥
F
 O pvnq , (1.4)
avec un  1{n si F vérifie VC et un  1{ logn si F vérifie BR.
Ce résultat sera souvent utilisé par la suite pour nous assurer des résultats aux preuves simples
mais aux conséquences puissantes. N’oublions pas que dans le cas où la classe de fonction
étudiée est la classe des fonctions indicatrices F  t1s8,ts : t P Ru et que les Xi sont
des variables aléatoires réelles admettant une fonction de répartition continue alors on peut
utiliser l’approximation KMT (théorème 1.3.8) pour améliorer la vitesse d’approximation.
Remarques. La suite vn introduite dans le théorème précédent ne tend pas très rapide-
ment vers 0 : ce qu’on gagne en généralité on le perd en vitesse. En effet, l’approximation forte
KMT nous apprend que ||αnGn||F  Opn1{2 lognq dans le cas où F  t1s8,ts : t P Ru est
la classe VC des fonctions indicatrices. L’approximation forte de Berthet-Mason nous apprend
juste dans ce cas particulier que ||αnGn||F  Opnαplognqβq avec α  0.4375, β  0.6429.
Dans les cas BR et VC le passage de la relation (1.3) à la relation (1.4) se fait via un rai-
sonnement par blocs et l’utilisation du lemme de Borel-Cantelli. Précisément, on prend la
relation (1.3) pour tout n de la forme 2l et le membre de droite devient le terme général
d’une série convergente. Ce résultat est une conséquence du résultat suivant donnée par la
proposition 1 et 2 de [12].
Théorème 1.3.14. Si F vérifie les conditions F .i, F .ii, VC ou BR alors @θ ¡ 0, il existe
Cθ ¡ 0, une suite pvnqnPN de la forme vn  nαplognqβ si F vérifie VC et vn  plognqβ
si F vérifie BR, avec α, β ¡ 0, des variables pXnqnPN i.i.d. de loi P et une suite de P -pont
brownien pGnqnPN définis sur un même espace de probabilité vérifiant pour tout n P N,
P p∥αn Gn∥F ¡ Cθvnq ¤
1
nθ
,
et presque sûrement,
∥αn Gn∥F  O pvnq .
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CHAPITRE 2
Information auxiliaire d’une partition
Lors de l’étude d’un échantillon, il est monnaie courante de recueillir des informations
qualitatives ou quantitatives sur les individus d’une population telles que le poids, la taille,
l’âge, ... Par ailleurs, il arrive que les statisticiens aient à disposition des informations auxi-
liaires telles que la proportion de gens appartenant à une classe spécifique, c’est-à-dire la
probabilité d’appartenir à un ensemble d’une partition. Par exemple, la proportion exacte
d’une population dont l’âge, le poids ou la taille est comprise dans une certaine tranche.
On peut imaginer qu’une telle information est apportée par un expert, par l’exploitation
d’une grande base de données, par les résultats d’un sondage préliminaire de très grande
taille, etc... On souhaite naturellement intégrer ces informations a priori dans l’étude de
l’échantillon avec l’espoir de corriger des sous et sur-représentations d’individus appartenant
à une certaine catégorie que le hasard entraînerait inéluctablement. Nous devons donc ap-
porter des modifications au niveau du processus empirique afin d’utiliser cette information.
Cela entraîne inévitablement un biais, que nous souhaitons être asymptotiquement nul, mais
nous avons l’espoir d’augmenter la précision dans les estimations d’une large collection de
statistiques, sous-entendu que l’information amenée permet de réduire asymptotiquement la
variance et donc le risque quadratique des estimateurs.
Très peu de recherches porte sur l’utilisation d’une telle information auxiliaire. Le peu
d’articles entourant ce sujet ne traite pas ce problème du point de vue de la théorie du
processus empirique. La plupart de ces articles montrent que l’on peut améliorer l’estimation
d’une seule statistique en utilisant l’information auxiliaire alors que nous souhaitons dans
notre cas montrer qu’il y a amélioration d’une collection de statistiques. Nous rappelons la
littérature qui entoure cette question.
Ce chapitre est dédié à l’étude de l’injection de l’information auxiliaire apportée par la
connaissance de la probabilité d’appartenir à un ensemble d’une seule partition. Il est le cas
particulier du chapitre suivant mais il regroupe les premières traces de recherche concernant
l’étude du processus empirique avec information auxiliaire. Certains résultats sont par ailleurs
plus précis que dans le chapitre suivant.
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2.1 Introduction
2.1.1 Notations et définitions
Cadre de travail. Soient X,X1, . . . , Xn des variables i.i.d. définies sur un espace de
probabilité pΩ, T ,Pq à valeurs dans un espace mesurable pX , T 1q. On note P  PX la loi de
X et Pn la mesure empirique associée à X1, . . . , Xn. Dans la suite, F désigne une classe de
fonctions mesurables à valeurs réelles. Nous notons
@f P F , @n P N, P pfq  ErfpXqs, Pnpfq  1
n
n¸
i1
fpXiq.
Nous supposons dans cette partie que l’on connaît la valeur de P rAs  pP pA1q, . . . , P pAmqq
où les événements pAjq1¤j¤m  T 1 forment une partition de X . Il s’agit d’une information
exacte que nous supposons apportée par le biais d’une source extérieure (expert, base de
données, ...). Remarquons qu’il suffit de connaître P pAq pour A P A pour connaître la
partition tA,ACu où AC  X zA. Nous introduisons ci-après la mesure prenant en compte
cette information auxiliaire.
Mesure empirique avec information auxiliaire. L’objectif statistique est de créer
une version modifiée pPnpFq du processus empirique PnpFq qui vérifie en particulier pPnpAjq 
P pAjq pour tout 1 ¤ j ¤ m. L’espoir est qu’en injectant cette information auxiliaire vraie,
nous diminuons l’écart de PnpFq à P pFq. Nous supposons que les probabilités connues ne
sont pas triviales, c’est-à-dire P pAjq R t0, 1u, 1 ¤ j ¤ m.
Définition 2.1.1 (Mesure empirique avec information auxiliaire d’une partition). On notepPAn pFq la mesure empirique avec pour information auxiliaire la connaissance de P rAs et
indexée par la classe de fonctions F définie pour tout n P N et f P F par
pPAn pfq  m¸
j1
P pAjq
PnpAjqPnpf1Aj q 
1
n
n¸
i1

fpXiq

m¸
j1
P pAjq
PnpAjq1tXiPAju


m¸
j1

P pAjq
nPnpAjq

n¸
i1
fpXiq1tXiPAju

.
S’il n’y a pas d’ambiguïté sur la partition de l’information auxiliaire apportée, nous notonspPnpFq. Cette nouvelle mesure empirique affecte donc à fpXiq le poids aléatoire P pAjq{nPnpAjq
aux Xi P Aj et vérifie en particulier pPnpAjq  pPnp1Aj q  P pAjq. Cette mesure conserve la
même propriété de linéarité que Pn, i.e. pPnpf   λgq  pPnpfq   λpPnpgq. On remarque que
cette mesure peut se voir comme la mesure empirique Pnpfq corrigée en A puisque pour tout
f P F ,
pPAn pfq  Pnpfq  m¸
j1
Pnpf1Aj q
PnpAjq pPnpAjq  P pAjqq. (2.1)
Probabilité d’existence. Pour tout n P N, la nouvelle mesure empirique pPnpFq est
défini sur l’ensemble Bn  tminj1,...,m PnpAjq ¡ 0u . La probabilité que la mesure empirique
avec information auxiliaire ne soit pas définie est bornée par
P pBCn q  P pΩzBnq  P

m¤
j1
n£
i1
tXi R Aju

¤ m

1 min
j1,...,mP pAjq

n
. (2.2)
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Avec l’hypothèse que P pAjq R t0, 1u pour tout 1 ¤ j ¤ m, nécessairement la probabilité que
la mesure pPnpFq ne soit pas définie tend exponentiellement vers 0.
Processus empirique avec information auxiliaire. Naturellement on associe à cette
nouvelle mesure le processus empirique avec information auxiliaire.
Définition 2.1.2 (Processus empirique avec information auxiliaire d’une partition). On
appelle pαAn pFq le processus empirique avec pour information auxiliaire la connaissance de
P rAs et indexé par la classe de fonctions F , le processus défini pour tout n P N et f P F
par pαAn pfq  ?nppPAn pfq  P pfqq,
où pPAn pFq est la mesure empirique avec information auxiliaire apportée par A indexée par F .
Comme pour la mesure empirique avec information auxiliaire, s’il n’y a pas d’ambiguïté sur
les variables aléatoires étudiées et sur la partition qui constitue l’information auxiliaire on
note ce processus pαnpFq.
Remarque 2.1.1. Il est également possible de définir le processus empirique indexé par des
ensembles. Si on prend f  1A on obtient que
pPnpAq  pPnp1Aq  m¸
j1
PnpAXAjq
PnpAjq P pAjq.
Le processus empirique avec information auxiliaire devient dans ce cas
pαnpAq  pαnp1Aq  ?n m¸
j1
P pAjq
PnpAjqPnpAXAjq  P pAXAjq

.
D’après la remarque précédente, on a en particulier que pPnpAjq  P pAjq et pαnpAjq  0.
On dénote l’espérance conditionnelle de f sachantA par P pf |Aq  ErfpXq|As  P pf1Aq{P pAq.
Avec cette notation on peut écrire que Pnpfq  °ni1 PnpAjqPnpf |Ajq et d’autre part pPnpfq °m
j1 P pAjqPnpf |Ajq. La mesure pPn peut être vue comme une correction de la mesure Pn.
2.1.2 Motivation
Approche existante. Il existe dans la littérature plusieurs méthodes, œuvrant dans ce
but, appelées méthodes de redressement. Parmi ces méthodes, on retrouve le redressement
par suppression, par extraction ou par repondération. C’est cette dernière qui est étudiée en
détail sous un nouvel angle dans ce chapitre. En effet nous avons substitué les poids initiaux
1{n de chaque individu par des poids aléatoires, dépendant de l’ensemble de la partition
A dans lequel l’individu appartient. Cette approche diffère de ce qui a été fait dans la
littérature. La seule notion se rapprochant le plus de notre étude est l’estimateur d’Horvitz-
Thompson introduit par ces derniers en 1952 [49]. Dans notre étude, l’information auxiliaire
est apportée par la probabilité d’appartenir à un ensemble d’une partition donnée de notre
population et on considère que notre modèle est celui d’une superpopulation. L’information
auxiliaire étudiée par Horvitz et Thompson est donnée par la probabilité d’appartenir à un
sous-ensemble de la population et les individus n’ont pas la même probabilité d’appartenir
à l’échantillon. Plus formellement, Horvitz et Thompson s’intéressent à l’estimation de
X  1
N
N¸
i1
xi,
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où xi correspond à la valeur du i-ème individu. On note s un échantillon de la population
x1, . . . , xN tiré aléatoirement et sans remise, pii  Ppi P sq pour tout 1 ¤ i ¤ N la probabilité
qu’un individu i appartienne à cet échantillon et ce modèle suppose que ces probabilités
d’inclusion sont connues et possiblement inégales. L’estimateur non biaisé x de X proposé
par Horvitz et Thompson est donné par
x  1
N
¸
iPs
xi
pii
.
Les principaux résultats établis sur l’estimateur de Horvitz-Thompson sont les suivants.
Robinson [68] a montré que cet estimateur était consistant. Plus précisément, il a montré
dans un premier temps que si les xi étaient uniformément bornées alors
x  X  OpN1ϵ1{2q  OpN1ξ1{2q,
où ϵ  °Ni1p1 piiq{pii et ξ  °Ni1°ji,pipij piij ppiij  piipijq{pi2i puis dans un second temps
que si lim supNÑ 8
°N
i1 x2i {N    8 alors
x  X  OpN1{2δ1{2q  OpN1{2δ1ζq,
où δ  mini1,...,N pii, ζ  maxi1,...,N °ji,piipij piij ppiij  piipijq. Erdös et Rényi [41] ont
prouvé qu’il était asymptotiquement gaussien. Yates et Grundy [81] ainsi que Sen [70] ont
proposé un estimateur de la variance de cet estimateur faisant intervenir les probabilités d’in-
clusion d’ordre 1 et 2. Le point de vue de Horvitz et Thompson ne permet pas de généraliser
les résultats ci-dessus à une collection d’estimateurs. Pour cela, nous proposons d’adopter le
point de vue des processus empiriques indexés par les fonctions dans lesquels nous exploitons
la connaissance d’une information auxiliaire.
Convergence du processus stochastique pαnpFq. Une question à laquelle nous allons
répondre dans ce chapitre est de connaître la convergence du processus pαnpFq. Nous allons
montrer grâce à l’outil d’approximation forte que ce processus converge en loi dans ℓ8pFq
vers un processus gaussien centré pGpFq dont la variance sera uniformément sur la classe
de fonctions plus faible que celle du P -pont brownien GpFq. On s’intéresse ainsi non pas à
un seul estimateur mais à une collection d’estimateurs. L’approximation forte nous permet
même de quantifier la vitesse de convergence faible de pαnpFq vers pGpFq.
Problème de biais et variance. Le fait de substituer les poids de chaque individu par
des poids aléatoires entraînent l’apparition d’un biais. Plus formellement,
ErpPnpfqs  m¸
j1
P pAjqE

Pnpf1Aj q
PnpAjq

 Erf s.
L’une de nos principales motivations est de montrer que, uniformément sur une grande classe
de fonctions, ce biais introduit s’annule asymptotiquement et que la variance, donc le risque
quadratique, diminue quand nÑ  8. Nous allons montrer que c’est effectivement le cas en
majorant le biais introduit par une borne tendant exponentiellement vers 0 et en quantifiant
la diminution de variance asymptotique.
Organisation. Ce chapitre sera bref car le chapitre suivant étudie un processus qui géné-
ralise celui-ci. Nous donnons les résultats asymptotiques et non-asymptotiques du processus
empirique avec information auxiliaire respectivement dans les sections 2.2 et 2.3. Nous finis-
sons ce chapitre par une application de cette nouvelle théorie au test d’adéquation à une loi
de Kolmogorov-Smirnov à la section 2.4.
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2.2 Résultats asymptotiques
2.2.1 Approximation forte
Simplification du problème. Le processus empirique avec information auxiliaire pαnpFq
peut s’exprimer grâce au processus empirique classique αnpFq de la manière suivante. Pour
tout n P N,
pαnpfq  ?n m¸
j1
P pAjq
PnpAjq

1
n
n¸
i1
fpXiq1tXiPAju  Erf |AjsPnpAjq

 ?n

m¸
j1
P pAjq
PnpAjq
 
Pnpf1Aj q  P pf1Aj q  Erf |AjspPnpAjq  P pAjqq


m¸
j1
P pAjq
PnpAjq
 
αnpf1Aj q  Erf |AjsαnpAjq

.
Puisque chaque PnpAjq converge presque sûrement vers P pAjq, on s’attend à ce que pαnpFq
ait le même comportement asymptotique que le processus rαnpFq défini par
rαnpfq  m¸
j1
αnpf1Aj q  Erf |AjsαnpAjq (2.3)
 αnpfq 
m¸
j1
Erf |Ajs αnpAjq  αn

f 
m¸
j1
Erf |Ajs1Aj

,
car pαnpfq  °mj1 rαnpf1Aj qP pAjq{PnpAjq. Nous allons montrer dans un premier temps
l’approximation forte et par suite la convergence en loi de rαnpFq par un processus gaus-
sien centré pGpFq dont on étudie la fonction de covariance dans la sous-section 2.2.3. Nous
montrons ensuite que cette approximation forte par ce processus gaussien reste valable pourpαnpFq.
Hypothèses. Dans le cas où la classe de fonctions F vérifie certaines conditions d’en-
tropie, on est en mesure d’établir une approximation forte du processus avec information
auxiliaire d’une partition. Nous supposons dans ce chapitre que F vérifie BR ou VC. Si F
vérifie VC, on note vn  nαplognqβ , α  1{p2   5ν0q, β  p4   5ν0q{p4   10ν0q et si F
vérifie BR on note vn  plog nqγ , γ  p1 r0q{2r0. Posons la classe
G 
#
f 
m¸
j1
Erf |Ajs1Aj : f P F
+
,
qui est de Donsker. Le lemme suivant établit que cette classe possède la même entropie que
la classe de fonctions F .
Lemme 2.2.1. Si F vérifie les conditions F .i, F .ii alors il en va de même pour G. Si VC
(resp. BR) est vérifié alors G vérifie également VC (resp. BR) avec la même puissance ν0
(resp. r0).
Démonstration. Celle-ci vérifie la condition F .i avec la constante MG  2MF . Le théorème
de convergence dominée permet de montrer que si limkÑ 8 fk  f avec pfkqk  rF alors
limkÑ 8 fk °mj1 Erfk|Ajs1Aj  f °mj1 Erf |Ajs1Aj , ce qui entraîne que G vérifie F .ii
21
avec comme sous-ensemble dénombrable rG  tf  °mj1 Erf |Ajs1Aj : f P rFu. Pour j 
1, . . . ,m notons ϕjpfq  f  Erf |Ajs et ϕpfq  f  °mj1 Erf |Ajs1Aj  °mj1 ϕjpfq1Aj .
Alors
d2Qpϕpfq, ϕpgqq 
»
X
pϕpfq  ϕpgqq2dQ 
»
X

m¸
j1
pϕjpfq  ϕjpgqq1Aj
2
dQ

m¸
j1
»
Aj
pϕjpfq  ϕjpgqq2dQ 
m¸
j1
»
Aj
pf  g  Erf  g|Ajsq2dQ
¤ d2Qpf, gq.
Donc dQpf, gq   ε entraîne dQpϕpfq, ϕpgqq   ε. Si F peut être recouverte par NpF , ε, dQq
boules de dQ-rayon ε avec des centres g alors G peut être recouvert par le nombre de boules
de même rayon et centrés en les fonctions ϕpgq. On vient de montrer que si F vérifie VC il
en va de même pour G. Si g ¤ f ¤ g  alors
hj  pg  Erg |Ajsq1Aj ¤ ϕjpfq ¤ pg   Erg|Ajsq1Aj  h j .
La taille dP du crochet rhj , h j s est
d2P phj , h j q 
»
Aj
 
g   g   Erg   g|Ajs
2
dP
 P ppg   gq2q   P pAjqErg   g|Ajs2   2Erg   g|AjsP ppg   gq1Aj q.
Si dP pg , gq   ε alors l’inégalité de Hölder entraîne que P ppg   gq1Aj q ¤ ε
a
P pAjq et
Erg   g|Ajs ¤ ε{
a
P pAjq d’où
d2P phj , h j q ¤ P ppg   gq21Aj q   3ε2.
Ainsi, ϕpfq  °mj1 ϕjpfq1Aj P rh, h s avec h  °mj1 hj qui satisfait
d2P ph, h q 
m¸
j1
d2P phj , h j q ¤ d2P pg, g q   3mε2 ¤ 4mε2.
Il s’ensuit que Nr spG, ε, dP q ¤ Nr spF , ε{2?m, dP q. On vient de montrer que si F vérifie BR
il en va de même pour G avec les constantes r0 et 2r0mb0.
Le lemme 2.2.1 nous permet d’utiliser l’approximation forte de Berthet-Mason sur la classe
de fonctions G.
Approximation forte. Le résultat qui suit montre que si la classe de fonctions F le
permet, le processus empirique rαnpFq peut être approché fortement par un P -pont brownien
modifié pGApFq défini pour tout f P F par pGApfq  GpfqG∇,Apfq, où GpFq est le P -pont
brownien usuel et G∇,ApFq est définie pour tout f P F par
G∇,Apfq 
m¸
j1
Erf |Ajs GpAjq.
On note respectivement pGpFq,G∇pFq les processus limites pGApFq,G∇,ApFq s’il n’y a pas
de risque de confusion avec la partition A étudiée.
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Théorème 2.2.2. Si F vérifie les conditions F .i, F .ii alors pour tout θ ¡ 0 il existe
Cθ, nθ ¡ 0, des variables pXnqnPN i.i.d. de loi P et une suite pGnqnPN de processus de
P -pont brownien définis sur un même espace de probabilité vérifiant pour tout n ¡ nθ,
P

t||pαn  pGn||F ¡ Cθvnu¤t||αn Gn||F ¡ Cθvnu	 ¤ 1
nθ
, (2.4)
et presque sûrement,
maxp||αn Gn||F , ||pαn  pGn||F q  Opvnq. (2.5)
Démonstration. Remarquons que ||pαn  pGn|| ¤ ||pαn  rαn||F   ||rαn  pGn||F . D’après le
lemme 2.2.1 on peut appliquer l’approximation forte de Berthet-Mason à G. Il existe donc
C0 ¡ 0, des variables pXnqnPN i.i.d. de loi P et une suite pGnqnPN de processus de P -pont
brownien définis sur un même espace de probabilité vérifiant pour tout n P N,
P

||rαn  pGn||F ¡ C0vn	 ¤ P p||αn Gn||G ¡ C0vnq   13nθ . (2.6)
Sous réserve que ||αn||F   ?nδ avec δ  minj1,...,m P pAjq, on a
||pαn  rαn||F 
∥∥∥∥∥ m¸
j1

P pAjq
PnpAjq  1


αn
 pf  Erf |Ajsq1Aj
∥∥∥∥∥
F
¤ mmax
m
j1 |αnpAjq|?
npδ maxmj1 |αnpAjq|{
?
nq ||αn||G
¤ m?
npδ  ||αn||H{?nq ||αn||
2
H, (2.7)
où H  G Y t1Aj : 1 ¤ j ¤ mu. D’après (2.7) et l’inégalité de Talagrand (théorèmes 1.2.6
et 1.2.7), il existe D ¡ 0 et n1 tel que pour tout n ¡ n1,
Pp||αn||H ¡ ?nδq   13nθ ,
P

||pαn  rαn||F ¡ D logn?
n


¤ P

m?
npδ  ||αn||H{?nq ||αn||
2
H ¡ D logn?n


¤ P

||αn||2H ¡ Dδ logn2m


  P

||αn||H ¡
?
nδ
2


  13nθ . (2.8)
L’inégalité (2.4) est une conséquence de (2.6) et (2.8) avec Cθ ¡ 0 suffisamment grand pour
vérifier Cθvn ¡ C0vn   D logn{?n pour tout n ¥ nθ  n1. Pour θ ¡ 1, le lemme de
Borell-Cantelli permet de conclure à (2.5) à partir de (2.4).
Remarque 2.2.1. Dans la preuve du théorème 2.2.2, nous avons mis en évidence que presque
sûrement ||pαn  rαn||F  Oplogn{?nq.
Remarque 2.2.2. Si la classe de fonctions F est la classe de fonctions indicatrices F 
t1s8,ts : t P Ru alors on aurait pu appliquer l’approximation forte de KMT. Dans ce cas,
on peut remplacer la suite vn par logn{?n.
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2.2.2 Convergence en loi
Distance de Lévy-Prokhorov. L’approximation forte de pαnpFq par le P -pont brownien
avec information auxiliaire pGpFq permet de dériver d’autres résultats tels que la convergence
en loi. Mieux celle-ci donne une vitesse pour ce mode de convergence. On note dLP la distance
de Lévy-Prokhorov qui est définie de la manière suivante (voir section 11.3 de [35] pour une
définition). Si pS, dq est un espace métrique et P,Q deux lois sur S alors
dLP pP,Qq  inf tε ¡ 0 : P pAq ¤ QpAεq   ε, @A ensemble borélienu ,
où Aε  ty P S : Dx P A, dpx, yq ¤ εu. Cette distance caractérise la convergence en loi sur
l’ensemble des lois de S.
Résultat. La proposition suivante borne la distance de Lévy-Prokhorov de pαnpFq par
rapport à pGpFq. Elle implique en particulier que pαnpFq converge en loi vers pGpFq dans
ℓ8pFq.
Proposition 2.2.3. Supposons que F vérifie F .i et F .ii. Il existe C ¡ 0 tel que pour tout
n P N, dLP ppαn, pGq ¤ Cvn.
Démonstration. On peut appliquer l’approximation forte du théorème 2.2.2 et notamment
utiliser l’inégalité (2.4). Soit A un borélien de ℓ8pFq alors
Pppαn P Aq ¤ Ptpαn P Au X t||pαn  pGn||F   Cθvnu XBn	
  P

t||pαn  pGn||F ¡ Cθvnu XBn	  PpBCn q
¤ P
pGn P ACθvn	  1
nθ
 mp1 δqn,
avec δ  minj1,...,m P pAjq. Cette inégalité reste vraie en intervertissant pαn par pGn. Puisque
vn est la suite convergeant le moins vite vers 0, il existe n1 ¡ tel que pour tout n ¡ n1,
1{nθ  mp1  δqn   Cθvn. La proposition découle de la définition de la distance de Lévy-
Prokhorov.
Nous montrons par la suite que le processus avec information auxiliaire, comme nous le
souhaitions au départ, possède une variance plus faible que le pont brownien classique.
2.2.3 Variance et covariance asymptotiques
Diminution de variance et covariance asymptotiques. Le résultat suivant confirme
la propriété de diminution de variance qu’on attend de notre processus empirique avec infor-
mation auxiliaire.
Proposition 2.2.4. La variance du processus empirique avec information auxiliaire pG est
plus faible que celle du processus empirique G.
Démonstration. Par convexité de x ÞÑ x2 et en utilisant (2.11), on obtient immédiatement
que
@f P F , VarppGpfqq ¤ Erf2pXqs  m¸
j1
P pAjqErf |Ajs
2
 Erf2pXqs  ErfpXqs2  VarpGpfqq.
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Voici une simulation numérique représentant la proposition précédente. Sont en rose et en
bleu respectivement la loi du processus empirique αnpFq et la loi du processus pαnpFq.
Dans cette simulation, nous avons généré des lois normales, calculé leur moyenne et apporté
comme information auxiliaire la probabilité pour ces lois normales d’appartenir à des inter-
valles disjoints. On peut apprécier dans cet exemple une réduction de variance importante :
la variance du processus empirique avec information auxiliaire est ici 12 fois inférieure à celle
du processus empirique classique. La proposition 2.2.4 nous apprend qu’injecter l’information
auxiliaire permettait de réduire la variance du processus empirique sur une classe de fonc-
tions donnée. On se demande alors s’il en va de même pour la covariance de ce processus. La
proposition suivante affirme que l’ajout d’information auxiliaire permet également a fortiori
de diminuer la covariance en un sens à définir.
Proposition 2.2.5. Pour tout f1, . . . , fk P F si on note Σ la matrice de covariance de
pGpf1q, . . . ,Gpfkqq et pΣ celle de ppGpf1q, . . . , pGpfkqq alors Σ pΣ est semi-définie positive.
Remarque 2.2.3. En particulier, toute combinaison linéaire °ki1 aipGpfiq sera nécessaire-
ment de variance plus faible que la combinaison °ki1 aiGpfiq.
Démonstration. La différence de matrice Σ  pΣ correspond d’après (2.10) à la matrice de
covariance de pG∇pf1q, . . . ,G∇pfkqq d’où le résultat.
Expression. Le processus empirique avec information auxiliaire converge vers une mo-
dification du pont brownien qui possède une variance plus faible que le P -pont brownien
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initial. La covariance du processus limite pGpFq est la même que celle du processus dominantrαnpFq défini par l’équation (2.3). Étudions les covariances des processus GpFq et G∇pFq
intervenant dans l’écriture du processus limite pG. Pour tout f, g P F ,
CovpG∇pfq,G∇pgqq  Cov

m¸
j1
Erf |AjsGpAjq,
m¸
j1
Erg|AjsGpAjq


¸
j1,j2¤m
Erf |Aj1sErg|Aj2s pP pAj1 XAj2q  P pAj1qP pAj2qq

m¸
j1
P pAjqErf |AjsErg|Ajs 

m¸
j11
P pAj1qErf |Aj1s

m¸
j21
P pAj2qErf |Aj2s


m¸
j1
P pAjqErf |AjsErg|Ajs  ErfpXqsErgpXqs.
De même,
CovpGpfq,G∇pgqq  Cov

Gpfq,
m¸
j1
Erg|AjsGpAjq


m¸
j1
Erg|Ajs
 
Erf1Aj s  ErfpXqsP pAjq


m¸
j1
P pAjqErf |AjsErg|Ajs  ErfpXqsErgpXqs
 CovpG∇pfq,G∇pgqq, (2.9)
qui est en général différent de CovpGpfq,Gpgqq. On est donc à même de donner la fonction
de covariance du processus limite pGpFq.
@f, g P F , CovppGpfq, pGpgqq  CovpGpfq,Gpgqq  CovpG∇pfq,G∇pgqq (2.10)
 ErfpXqgpXqs 
m¸
j1
P pAjqErf |AjsErg|Ajs.
Donc la variance est donnée par
@f P F , VarppGpfqq  VarpGpfqq VarpG∇pfqq
 Erf2pXqs 
m¸
j1
P pAjqErf |Ajs2. (2.11)
La réduction de variance peut s’exprimer également comme
VarpGpfqq VarppGpfqq  m¸
j1
P pAjqErf |Ajs2  ErfpXqs2

m¸
j1
ErfpXq1Aj s2
P pAjq  ErfpXqs
m¸
j1
ErfpXq1Aj s

m¸
j1
ErfpXq1Aj s pErf |Ajs  ErfpXqsq .
On remarque que l’ajout de l’information auxiliaire est inutile si toutes les moyennes condi-
tionnelles Erf |Ais sont égales à la moyenne Erf s : il faut donc au minimum une information
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auxiliaire qui propose des ensembles où la moyenne dans ces ensembles diffère de la moyenne
de la population.
Qualité de l’information auxiliaire. Une question naturelle se pose alors, celle de
savoir qu’est-ce qui fait qu’une information sera meilleure qu’une autre. La réécriture de la
formule (2.11) permet d’apporter un début de réponse. Pour tout f P F ,
VarppGpfqq  Erf2s  m¸
j1
P pAjq
 
Erf2|Ajs Varpf |Ajq
  m¸
j1
P pAjqVarpf |Ajq.
En d’autres termes, plus les données sont dispersées autour de la moyenne conditionnelle,
moins l’information est bonne. Dans la continuité de la recherche de qualité d’une information
auxiliaire, une autre question se pose naturellement dans l’étude de la diminution de la
variance du processus empirique avec information auxiliaire d’une partition. La variance
est-elle diminuée de manière plus efficace si le nombre de partitions est plus important ?
Autrement dit si deux experts utilisent une information auxiliaire et que l’un d’eux dispose
de plus d’information, est-ce que ce dernier sera plus efficace que l’autre ? Il semble intuitif
d’apporter une réponse affirmative à cette question mais la formulation d’un tel résultat
ne doit pas tenir compte uniquement du nombre de partitions apportées par l’information
auxiliaire mais du rapport entre ces deux partitionnements. La proposition suivante montre
que si l’on dispose de deux informations auxiliaires et que si l’une de ces information auxiliaire
est le raffinement de l’autre, il y a nécessairement diminution de la variance.
Proposition 2.2.6. Soient m1 ¥ m et pBjq1¤j¤m1  T 1 une partition de X constituant une
autre information auxiliaire. Supposons que B1, . . . , Bm1 un raffinement de A1, . . . , Am, i.e.
@j  1, . . . ,m1, Di  1, . . . ,m tel que Bj  Ai. Alors
@f P F , VarppGBpfqq ¤ VarppGApfqq,
où pGB est le processus gaussien avec l’information auxiliaire apportée par B1, . . . , Bm1 .
Démonstration. D’après (2.11) il suffit de montrer que
m1¸
j1
P pBjqErf |Bjs2 ¥
m¸
j1
P pAjqErf |Ajs2.
Pour j  1, . . . ,m, on note Sj  tj1  1, . . . ,m1 : Bj1  Aju alors il suffit de montrer que
@j  1, . . . ,m, P pAjqErf |Ajs2 ¤
¸
j1PSj
P pBj1qErf |Bj1s2.
Par convexité de x ÞÑ x2, pour tout j  1, . . . ,m
¸
j1PSj
P pBj1qErf |Bj1s2  P pAjq
 ¸
j1PSj
P pBj1q
P pAjq Erf |Bj1s
2

¥ P pAjq
 ¸
j1PSj
P pBj1q
P pAjq Erf |Bj1s
2
 1
P pAjqErf1Aj s
2  P pAjqErf |Ajs2.
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2.2.4 Loi du logarithme itéré
Le résultat suivant implique que la mesure avec information auxiliaire pPnpFq vérifie de
la même manière que PnpFq une loi du logarithme itéré.
Théorème 2.2.7. Si F vérifie F .i, VC ou BR alors presque sûrement
lim sup
nÑ 8
c
n
2σ2FLLpnq
||pPn  P ||F ¤ mMF   σF .
Démonstration. On pose un 
a
n{2LLpnq et ε ¡ 0. D’après la loi du logarithme appliquée
à Pn, il existe un rang n0 P N tel que pour tout n ¥ n0 on ait un||Pn  P ||F ¤ σF p1  εq.
Alors,
un||pPn  P ||F ¤ un||pPn  Pn||F   un||Pn  P ||F
¤ un||pPn  Pn||F   σF p1  εq.
En utilisant le fait que pour tout ensemble A, ||Pnpf1Aq||F ¤MFPnpAq on obtient que
||pPn  Pn||F ¤ m¸
j1
||Pnpf1Aj q||F
PnpAjq |PnpAjq  P pAjq|
¤ mMF max
j1,...,m |PnpAjq  P pAjq|.
D’après la loi du logarithme itéré classique, il existe un rang n1 P N tel que pour tout n ¥ n1
on ait unmaxj1,...,m |PnpAjq  P pAjq| ¤ 1  ε. Finalement, pour tout n ¥ maxpn0, n1q on
obtient que un||pPn  P ||F ¤ pmMF   σF qp1  εq.
2.3 Résultats non-asymptotiques
2.3.1 Expression du biais
Même si le processus étudié est asymptotiquement sans biais, ce n’est pas le cas pour n
fini. En effet, on a apporté des modifications au niveau du processus empirique, qui est un
objet sans biais, afin de prendre en compte l’information auxiliaire. Le biais du processus
empirique avec information auxiliaire est donné par la proposition suivante.
Proposition 2.3.1. Pour tout @n P N, Erpαnpfqs  ?n°mj1 ErfpXq1tXPAjusP pAjqn.
Pour le démontrer, nous aurons besoin du résultat suivant :
Lemme 2.3.2. Si X  Bpn; pq alors E r1{p1 Xqs  p1 p1 pqn 1q{ppn  1qpq.
Démonstration. Soit X  Bpn; pq alors
E

1
1 X


n¸
k0

n
k


pkp1 pqnk  1
k   1 
1
n  1
n¸
k0

n  1
k   1


pkp1 pqnk
 1pn  1q
n 1¸
k1

n  1
k


pkp1 pqn 1k  1 p1 pq
n 1
pn  1qp .
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Preuve de la proposition 2.3.1. En reprenant la définition du processus empirique avec in-
formation auxiliaire et avec les propriétés de l’espérance conditionnelle on a que
Erpαnpfqs  E?n m¸
j1
P pAjq°n
i1 1tXiPAju
n¸
i1
fpXiq1tXiPAju  ErfpXqs

 ?n

m¸
j1
P pAjq2

n¸
i1
E

fpXiq°n
k1 1tXkPAju
Xi P Aj ErfpXqs
 ?n

m¸
j1
P pAjqErfpXq1tXPAjus

n¸
i1
E

1
1 Bj

 ErfpXqs

,
où Bj  Bpn  1;P pAjqq est une variable indépendante de Xi (par indépendance des X).
D’après le lemme précédent, E r1{p1 Bjqs  p1 P pAjqnq{pnP pAjqq. Alors,
Erpαnpfqs  ?n m¸
j1
ErfpXq1tXPAjusp1 P pAjqnq  ErfpXqs

 ?n
m¸
j1
 
ErfpXq1tXPAjusp1 P pAjqnq  ErfpXq1tXPAjus

 ?n
m¸
j1
ErfpXq1tXPAjusP pAjqn.
Si la classe de fonctions F vérifie l’hypothèse F .i avec la constante MF alors le biais est
majoré pour tout f P F par
|Erpαnpfqs| ¤MF?nm1 min
j1,...,mP pAjq

n
.
Puisqu’on a supposé que les P pAjq R t0, 1u, nous retrouvons que le processus empirique est
asymptotiquement sans biais et que ce biais converge exponentiellement vers 0.
2.3.2 Divergence de Kullback-Leibler
La divergence de Kullback-Leibler est une mesure entre deux distributions de probabilités
P et Q. Dans le cas où X est un espace discret, cette mesure est définie par
dKLpP ||Qq 
¸
iPX
P ptiuq log

P ptiuq
Qptiuq


.
Dans le cas où P,Q sont des probabilités admettant pour densités respectives p, q par rapport
à une mesure µ, la divergence de Kullback-Leibler est définie par
dKLpP ||Qq 
»
X
ppxq log

ppxq
qpxq


dµpxq
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dans le cas de distributions. La divergence de Kullback-Leibler entre la mesure empirique
avec information auxiliaire pPn et la mesure empirique Pn est donnée par :
dKLpPn||pPnq  n¸
i1
1
n
m¸
j1
1tXiPAju log

1{n
P pAjq{pnPnpAjqq



m¸
j1
PnpAjq log

PnpAjq
P pAjq


.
La mesure empirique avec information auxiliaire minimise la divergence de Kullback-Leibler
par rapport à la mesure empirique sur l’ensemble des mesures vérifiant l’information auxi-
liaire. En d’autres termes, elle est la projection de la mesure empirique sur cet ensemble par
la divergence de Kullback-Leibler. Ceci est justifiée par le résultat suivant :
Proposition 2.3.3. La mesure empirique pPn minimise la divergence de Kullback-Leibler
dKLpPn||Qq entre Pn et l’ensemble des probabilités discrètes Q sur X1, . . . , Xn qui coïncident
avec P sur les Aj , 1 ¤ j ¤ m.
Démonstration. Soit Q une probabilité discrète sur X1, . . . , Xn affectant à chaque Xi un
poids Qi, 1 ¤ i ¤ n et coïncidant avec la mesure P sur les Aj ,¤ j ¤ m, i.e. QpAjq  P pAjq.
Alors
dKLpPn||Qq   logn 1
n
n¸
i1
logpQiq   logn 1
n
m¸
j1
nPnpAjq
¸
iPIj
1
nPnpAjq logpQiq,
où Ij  t1 ¤ i ¤ n : Xi P Aju qui est de cardinal nPnpAjq. Avec la concavité du logarithme
et le fait que °iPIj Qi  P pAjq on a que
dKLpPn||Qq ¥  logn
m¸
j1
PnpAjq log
 1
nPnpAjq
¸
iPIj
Qi

¥
m¸
j1
PnpAjq log

PnpAjq
P pAjq


 dKLpPn||pPnq.
2.4 Application : test de Kolmogorov-Smirnov
Description du test. Le test de Kolmogorov-Smirnov consiste à tester si des variables
aléatoires X1, . . . , Xn i.i.d. de fonction de répartition continue FX ont la même fonction de
répartition F qu’une loi continue donnée. Plus formellement, l’hypothèse nulle est donnée
par
pH0q : FX  F, pH1q : FX  F.
Ce test exploite la loi asymptotique du supremum du processus empirique uniforme, c’est-à-
dire la loi de suptPr0,1s |αUn ptq| quand nÑ  8. La statistique du test est
Dn  sup
tPR
|Fnptq  F ptq|  1?
n
sup
tPR
|αXn p1¤tq|,
30
où Fn est la fonction de répartition empirique. L’écart entre la fonction de répartition empi-
rique et la vraie fonction de répartition correspond au processus empirique
αXn ptq  αXn p1¤tq 
?
npPXn p1¤tq  FXptqq  1?n
n¸
i1
p1Xi¤t  FXptqq.
Sous pH0q, le processus pαXn ptqqtPR converge en loi dans l’espace de Skorokhod vers le pont
brownien pP ptqqtPR  pPUFXptqqtPR, qui est un processus gaussien centré dont la fonction de
covariance est CovpP ptq, P psqq  F pt^sqF psqF ptq comme rappelée dans l’exemple 1.2.9. En
conséquence, la statistique ?nDn converge vers le supremum d’un pont brownien standard.
Sous pH1q, la statistique?nDn diverge vers  8 presque sûrement car αXn ptq 
?
npFXF qptq
se comporte, avec n suffisamment grand, comme P ptq   ?npFX  F qptq.
Motivation. La question est de savoir si l’on peut améliorer asymptotiquement ce test
en ajoutant comme information auxiliaire la probabilité que les variables aléatoires Xi soit
comprises dans des intervalles qui forment une partition de son support. On pourrait imaginer
par exemple qu’une enquête préliminaire à moindre coût a été menée sur un large échantillon
mais que la précision de cette étude n’a permis de récupérer que l’intervalle de valeur dans
lequel appartenait les variables et non pas les valeurs directement. On aimerait pouvoir
exploiter les résultats de cette enquête préliminaire pour améliorer l’enquête qui récolterait
directement les valeurs. Asymptotiquement, nous verrons qu’améliorer ce test revient à faire
en sorte que la probabilité pour le processus gaussien avec information auxiliaire p pP ptqqtPr0,1s
de dévier devienne plus faible que celle du pont brownien pP ptqqtPr0,1s. Nous allons établir
dans cette partie la loi exacte du processus gaussien avec information auxiliaire limite et
quantifier le gain d’amélioration.
Notation. Posons 8  a0   a1   . . . am1   am   8 et Ai  rai1, ais pour tout
j  1, . . . ,m. On suppose que l’information auxiliaire est donnée par la connaissance des
P pAiq  P pai1   X   aiq  FXpaiq  FXpai1q. La mesure empirique avec information
auxiliaire est donnée pour tout t P R par
pFnptq  m¸
j1
P pAjq
PnpAjqPnpAjXs 8, tsq
 1
n
n¸
i1
1AjXs8,tspXiq

m¸
j1
nP pAjq°n
i1 1Aj pXiq

.
Le processus empirique avec information auxiliaire ppαnptqqtPR défini par
pαnptq  ?np pFnptq  FXptqq
 1?
n
n¸
i1

1AjXs8,tspXiq

m¸
j1
nP pAjq°n
i1 1Aj pXiq

 FXptq

,
s’annule aux points aj pour tout 0 ¤ j ¤ m puisque pFnpajq  P pAjq. D’après la pro-
position 2.2.3 et l’équation (2.10), le processus ppαnptqqtPR converge en loi dans l’espace de
Skorokhod vers un processus gaussien centré p pP ptqqtPR dont la fonction de covariance est
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donnée pour s, t P R par
Covp pP ptq, pP psqq  FXps^ tq  m¸
j1
1
P pAjqEr1r0,tsXAj s Er1r0,ssXAj s
 FXps^ tq 
m¸
j1
1
FXpajq  FXpaj1qEr1r0,tsXraj1,ajss Er1r0,ssXraj1,ajss.
La statistique du test amélioré sera donnée par
pDn  sup
tPR
| pFnptq  F ptq|,
et en particulier sous pH0q, la statistique ?n pDn converge en loi vers la variable suptPR | pP ptq|.
Loi du processus gaussien limite. Le comportement du processus p pP ptqqtPR avec ce
type d’information auxiliaire est celui de plusieurs ponts browniens indépendants s’annulant
aux points aj pour 1 ¤ j ¤ m. Le résultat suivant donne la loi du supremum du pont
brownien avec information auxiliaire donnée par les P pAjq.
Proposition 2.4.1. Pour tout ε ¡ 0,
P

sup
tPR
| pP ptq| ¥ ε
  1 m¹
j1

1 2
¸
k¥1
p1qk1e2k2ε2{pFXpajqFXpaj1qq

. (2.12)
Démonstration. Soient s, t P R avec t P Aj1 , s P Aj2 . Si j1  j2 alors Covp pP ptq, pP psqq  0, il
y a donc indépendance des processus p pP ptqqtPAj restreints sur chaque bloc formé par les Aj .
Si j1  j2 alors
Covp pP ptq, pP psqq  FXps^ tq  FXpaj1q  pFXptq  FXpaj1qqpFXpsq  FXpaj1qq
FXpajq  FXpaj1q .
On vient de montrer que p pP ptqqtPAj L pY pjqptqqtPAj avec
pY pjqptqqtPAj L

BpFXptq  FXpaj1qq  F
Xptq  FXpaj1q
FXpajq  FXpaj1qBpF
Xpajq  FXpaj1qq


tPAj
L
b
FXpajq  FXpaj1q

B

FXptq  FXpaj1q
FXpajq  FXpaj1q


 F
Xptq  FXpaj1q
FXpajq  FXpaj1qBp1q


tPAj
L
b
FXpajq  FXpaj1qpP ptqqtPR,
où pBtqt¥0 désigne le mouvement brownien. Le processus limite p pP ptqqtPR est donc la conca-
ténation de m ponts browniens indépendants. Par indépendance du processus sur chaque Aj
et en utilisant la loi du supremum d’un pont brownien rappelée par (1.2), la loi du supremum
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du processus p pP ptqqtPR est donnée par
P

sup
tPR
| pP ptq| ¥ ε
  1 m¹
j1

1 P

sup
tPAj
| pP ptq| ¥ ε
 1
m¹
j1

1 P

sup
tPAj
|Y pjqptq| ¥ ε

 1
m¹
j1

1 P

sup
tPR
|P ptq| ¥ εa
FXpajq  FXpaj1q

,
qui conduit à (2.12) grâce à (1.2).
Fig. 2.1: Illustration de p pP ptqqtPR
Remarque 2.4.1. La fonction ε ÞÑ 2°k¥1p1qk1e2k2ε2 étant décroissante, la proposition
précédente implique en particulier que pour tout ε ¡ 0,
P

sup
tPR
| pP ptq| ¥ ε
 ¤ min
j1,...,m

2
¸
k¥1
p1qk1e2k2

ε{
?
FXpajqFXpaj1q
	2
 2
¸
k¥1
p1qk1e2k2

ε{minj1,...,m
?
FXpajqFXpaj1q
	2
¤ 2
¸
k¥1
p1qk1e2k2ε2  P

sup
tPR
|P ptq| ¥ ε


.
Amélioration du test de Kolmogorov-Smirnov. On note θ4 la fonction theta de
Jacobi, c’est-à-dire la fonction définie par
θ4pz, qq 
 8¸
n8
p1qnqn2e2niz.
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D’après (1.2) les lois du supremum des processus pP ptqqtPR et p pP ptqqtPR peuvent se réécrire
avec cette fonction comme suit. Pour tout ε ¡ 0,
Φ1pεq  P

sup
tPR
|P ptq| ¡ ε


 1 θ4p0, e2ε2q,
Φ2pεq  P

sup
tPR
| pP ptq| ¡ ε
  1 m¹
j1
θ4

0, e2ε
2{pFXpajqFXpaj1qq
	
. (2.13)
Les fonctions Φ1 et Φ2 sont des bijections décroissantes de R  dans r0, 1s vérifiant Φ2pεq ¤
Φ1pεq pour tout ε ¡ 0. Avec un logiciel de calcul il est possible de calculer l’inverse de ces
deux fonctions. La fonction Φ2 est plus difficile à inverser du fait de son écriture. On pourra
néanmoins utiliser le fait que d’après la remarque 2.4.1,
Φ2pεq ¤ Φ1

ε{ min
j1,...,m
b
FXpajq  FXpaj1q


,
alors pour tout α P p0, 1q,
Φ12 pαq ¤ Φ11 pαq min
j1,...,m
b
FXpajq  FXpaj1q ¤ Φ11 pαq.
Le test de Kolmogorov-Smirnov qui consistait à rejeter l’hypothèse nulle quand ?nDn ¡
Φ11 pαq au seuil α peut être remplacé par le test qui rejette l’hypothèse nulle quand la
nouvelle statistique avec information auxiliaire pDn vérifie ?n pDn ¡ Φ12 pαq.
Exemple. Supposons que l’on connaisse les aj tels que FXpajq  j{m, c’est-à-dire que
l’on connaît les quantiles de X d’ordre j{m avec 1 ¤ j   m. Dans ce cas on a en particulier
que pour tout ε ¡ 0,
Φ2pεq  1

1 2
¸
k¥1
p1qk1e2k2ε2
m
 1 θ4p0, e2mε2qm.
Les tableaux 2.1 et 2.2 donnent les valeurs des seuils Φ11 pαq et Φ12 pαq pour quelques valeurs
de α et de m. Malheureusement, il n’existe pas de lien simple et exploitable entre Φ11 pαq et
Φ12 pαq.
Résultat. La proposition suivante montre qu’en exploitant l’information auxiliaire ap-
portée par la connaissance de la probabilité des ensembles Aj alors ce nouveau test améliore
le test de Kolmogorov-Smirnov.
Proposition 2.4.2. Supposons que pH1q est vérifiée. Alors pour tout α ¡ 0, il existe presque
sûrement n1 ¥ n2 tel que pour tout n ¡ n1, |Dn| ¡ Φ11 pαq et pour tout n ¡ n2, | pDn| ¡
Φ12 pαq.
Démonstration. D’après la loi des supremums de pP ptqqtPR et p pP ptqqtPR donnée par (2.13),
Φ1pεq  P

sup
tPR
|P ptq| ¡ ε


¤ 2e2ε2 ,
Φ2pεq  P

sup
tPR
| pP ptq| ¡ ε
 ¤ 2e2Mε2 ,
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α 0.05 0.1 0.15 0.2 0.3 0.4 0.5
1.3581 Φ11 pαq 1.22385 1.13795 1.07275 0.973063 0.894764 0.827574
Tab. 2.1: Valeurs de Φ11 pαq
αzm 2 3 4 5 10 20 50 100
0.05 1.04514 0.891674 0.794988 0.726492 0.546282 0.408055 0.275243 0.203332
0.1 0.956931 0.82256 0.736796 0.675535 0.512414 0.385418 0.261851 0.194283
0.15 0.900493 0.778424 0.6997 0.643098 0.490959 0.371144 0.253451 0.188628
0.2 0.857519 0.744828 0.671484 0.618445 0.4747 0.360361 0.24713 0.184382
0.3 0.791284 0.692985 0.627948 0.580425 0.449691 0.343828 0.23748 0.177919
0.4 0.738507 0.651528 0.593099 0.549986 0.429702 0.330656 0.229826 0.172809
0.5 0.692445 0.615152 0.562455 0.523196 0.412108 0.319087 0.223128 0.168349
Tab. 2.2: Valeurs de Φ12 pαq
où M  maxj1,...,mpFXpajqFXpaj1qq. D’après Borel-Cantelli, presque sûrement pour n
suffisamment grand,
sup
tPR
|P ptq| ¤alogn, sup
tPR
| pP ptq| ¤alogn{M.
Cela entraîne que
|Dn| ¥ ?n sup
tPR
|pFX  F qptq| alogn, | pDn| ¥ ?n sup
tPR
|pFX  F qptq| 
c
logn
M
.
Le résultat est vérifié pour n1, n2 vérifiantc
n
logn ¥
1
suptPR |FXptq  F ptq|

1  Φ
1
1 pαq?
logn


,c
n
logn ¥
1
suptPR |FXptq  F ptq|

1
M
  Φ
1
2 pαq?
logn


.
Compte tenu du fait que m ¡ 1 et Φ12 pαq   Φ11 pαq on peut prendre n1 ¥ n2.
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CHAPITRE 3
Méthode du Raking-Ratio
La partie précédente a été l’occasion d’étudier le comportement du processus empirique
lorsqu’on injecte à celui-ci l’information donnée par la probabilité des ensembles d’une seule
partition. La transformation du processus empirique qui a été étudiée consistait à substituer
les poids 1{n de chaque individu d’un échantillon de taille n par des poids aléatoires de telle
sorte que la somme des poids des individus appartenant à l’un des ensembles d’une partition
corresponde à la probabilité connue qu’un individu appartienne à cet ensemble. Ce procédé ne
peut pas s’appliquer si on connaît la probabilité d’ensembles de plusieurs partitions puisqu’il
n’y a aucune raison que l’on connaisse la probabilité des intersections possibles parmi ces
ensembles. Or c’est justement une situation courante que le statisticien a à sa disposition la
connaissance de la probabilité d’ensembles de plusieurs partitions (étude préliminaire sur un
échantillon plus grand et indépendant, big data, connaissance d’un expert, ...). Une question
naturelle est de savoir comment combiner toute cette information, le statisticien pouvant
ne pas avoir à sa disposition les probabilités des intersections des événements ou bien les
événements n’étant pas forcément indépendants. Des méthodes statistiques ont été mises au
point afin de transformer le processus empirique dans le but d’utiliser toute l’information
connue. On présente et étudie dans cette partie la méthode du Raking-Ratio.
3.1 Introduction
3.1.1 Description de la méthode
Motivation. La méthode du Raking-Ratio ou méthode de ratissage est une technique
itérative couramment utilisée dans la pratique (en statistiques, informatique, économie, ...)
et qui a pour but d’exploiter au niveau d’un échantillon l’information auxiliaire donnée par la
connaissance de plusieurs lois marginales d’une variable discrète multivariée. Historiquement
et malgré la littérature autour de ce sujet, cette méthode ne semble pas avoir été traitée du
point de vue des processus empiriques. Dans le but d’étudier la méthode du Raking-Ratio
il est nécessaire de voir que cette dernière fait justement intervenir le processus empirique
en lui faisant subir itérativement des modifications afin de combiner l’information auxiliaire.
Nous nommerons ce processus modifié, processus empirique associé à la méthode du Raking-
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Ratio ou bien processus empirique raké. Quand la taille de l’échantillon sera suffisamment
grande, nous pourrons approcher fortement le processus empirique raké par un processus
gaussien dont on souhaite connaître les principales propriétés : variance, covariance, biais,
... Les propriétés du processus empirique associé à la méthode du Raking-Ratio pour une
taille d’échantillon suffisamment grande seront proches de celles du processus gaussien limite
avec une erreur que l’on souhaite majorer par une borne convergeant rapidement vers 0. On
souhaite également établir des résultats non-asymptotiques pour le processus empirique raké.
L’étude de ce processus se fera sur une classe de fonctions afin de conserver un cadre très
général. Nous montrerons que les estimateurs qui font intervenir le processus empirique voient
leur variance diminuer si on substitue le processus empirique par le processus empirique raké.
L’algorithme. L’algorithme associé à la méthode du Raking-Ratio a été introduit par
Deming et Stephan [30]. L’idée de départ était de déterminer la projection d’un tableau de
fréquence initiale, c’est-à-dire la projection de la mesure empirique, au sens des moindres
carrés, vers une mesure satisfaisant les marges connues. La partie 5 de leur papier détaille
le fonctionnement de cet algorithme : celui-ci part d’un tableau initial de fréquence qui
affecte un poids 1{n à chaque donnée et rectifie les effectifs de ce tableau au tour-à-tour afin
de vérifier une marginale donnée. Nous dirons alors par la suite que nous avons « raké »
par rapport à une marge donnée. On vérifie les marges données périodiquement, une marge
seulement étant vérifiée à la fois à chaque tour. L’algorithme se stabilise après un nombre
acceptable d’étapes vers un tableau vérifiant toutes les marges connues. Nous donnons un
exemple numérique dans le paragraphe suivant.
Exemple de l’algorithme. Supposons que l’on observe dans un échantillon la table
de fréquences suivante, dont les cellules contiennent les valeurs de la mesure empirique
Pnp1Ap1q
i
XAp2q
j
q pour i  1, 2 et j  1, 2, 3.
A
p2q
1 A
p2q
2 A
p2q
3 Total Total attendu
A
p1q
1 0.2 0.25 0.1 0.55 0.52
A
p1q
2 0.1 0.2 0.15 0.45 0.48
Total 0.3 0.45 0.25 1
Total Attendu 0.31 0.4 0.29
Les différences entre les fréquences observées et les fréquences attendues sont dues à l’effet du
hasard. L’algorithme rectifie dans un premier temps par exemple les fréquences connaissant
les marges des lignes. Concrètement dans notre cas, pour que la somme des fréquences de
la première ligne (catégorie Ap1q1 ) fasse 0.52, on multiplie chaque case par 0.52/0.55 et de la
même manière on multiplie chaque case de la seconde ligne par 0.48/0.45. Le tableau devient
(en arrondissant) :
A
p2q
1 A
p2q
2 A
p2q
3 Total Total Attendu
A
p1q
1 0.189 0.236 0.095 0.52 0.52
A
p1q
2 0.11 0.21 0.16 0.48 0.48
Total 0.299 0.446 0.255 1
Total Attendu 0.31 0.4 0.29
On effectue les mêmes opérations mais par rapport aux marges des colonnes. On multiplie
ainsi les cases des colonnes respectivement par 0.31/0.299, 0.4/0.446 et 0.29/0.255. On obtient
alors la correction suivante :
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A
p2q
1 A
p2q
2 A
p2q
3 Total Total Attendu
A
p1q
1 0.196 0.212 0.108 0.516 0.52
A
p1q
2 0.114 0.188 0.182 0.484 0.48
Total 0.31 0.4 0.29 1
Total Attendu 0.31 0.4 0.29
Ces deux dernières étapes sont répétées jusqu’à ce que le tableau se stabilise. Au bout de
7 itérations seulement l’algorithme se stabilise et on obtient le tableau final suivant (en
arrondissant à 103) :
A
p2q
1 A
p2q
2 A
p2q
3 Total Total Attendu
A
p1q
1 0.199 0.212 0.109 0.52 0.52
A
p1q
2 0.111 0.188 0.181 0.48 0.48
Total 0.31 0.4 0.29 1
Total Attendu 0.31 0.4 0.29
Les effectifs finaux vérifient les deux marges connues. Il est possible d’appliquer ce genre
d’algorithme avec plus que deux marges connues. Cette méthode est élémentaire : il est facile
de programmer un tel calcul avec des logiciels simples comme un tableur. Étant couramment
utilisé en statistiques, cet outil est déjà implémenté dans les principaux langages statistiques
: SAS (CALMAR), R (icarus).
Limite. Deming et Stephan [30] affirment que cette méthode qu’ils nomment « iterative
proportions » fait converger un tableau de fréquences vers la solution des moindres carrés sur
l’ensemble des tableaux de fréquences vérifiant les contraintes de marge. Cette affirmation
est erronée. En effet, Stephan [76] montre que la méthode proposée dans le papier d’origine
donne seulement une approximation de la solution des moindres carrées et non pas la solution
exacte. Il propose une modification de l’algorithme pour corriger cela. Lewis [57] et Brown [23]
ont étudié la minimisation avec la distance de Shannon-Kullback dans le cas de variables de
Bernoulli. Brown utilise en particulier l’algorithme du Raking-Ratio afin d’atteindre cette
minimisation. La méthode du Raking-Ratio dans le cas où on rake périodiquement deux
partitions peut être vu comme une matrice stochastique double dont on normalise les lignes
et les colonnes au tour-à-tour afin de respecter alternativement l’information apportée par ces
partitions. Sinkhorn [74, 75] montre que l’on peut décomposer de manière unique ces matrices
avec deux matrices diagonales et prouve que l’algorithme converge nécessairement si les
coefficients sont strictement positifs. Plus concrètement, Ireland et Kullback [50] apportent les
arguments nécessaires pour justifier que cet algorithme converge vers l’unique projection de
la mesure empirique au sens de la divergence de Kullback-Leibler sur l’ensemble des mesures
discrètes de l’échantillon vérifiant les contraintes apportées par l’information auxiliaire.
3.1.2 Cadre de travail
Notation. On note pX ,Aq un espace mesurable. Pour N P N on note pmN qNPN le
nombre d’ensembles donnés par une partition et ApNq  tApNq1 , . . . , ApNqmN u  A les partitions
de X qui nous servent d’informations auxiliaires. Autrement dit, on connaît les probabilités
P pApNqj q pour tout N P N et 1 ¤ j ¤ mN . Par convention, on note m0  1 et Ap0q  tX u.
Nous supposons que la probabilité d’appartenir à un ensemble d’une partition n’est pas nulle,
autrement dit
@N P N, δpNq  min
k1,...,N δk ¡ 0 où δN  minj¤mN P pA
pNq
j q.
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Supposons que nous travaillons avec un tableau de fréquence. L’algorithme du Raking-Ratio
appliqué à des marges successives consiste à modifier tour-à-tour les fréquences afin de les
rapprocher au mieux des marges connues. Notons f pNqpAq les fréquences d’un ensemble
A P A après la Nème modification de l’algorithme. Celui-ci consiste à multiplier au tour
N les éléments de la catégorie ApNqj par le rapport P pApNqj q{f pNqpApNqj q. Au tour N   1 la
méthode du Raking-Ratio applique la relation de récurrence suivante :
f pN 1qpAq 
mN 1¸
j1
f pNqpAXApN 1qj q
P pApN 1qj q
f pNqpApN 1qj q
. (3.1)
Pour généraliser cette méthode du point de vue de la théorie des processus empiriques,
nous allons créer une suite de mesures empiriques PpNqn pFq  tPpNqn pfq : f P Fu indexées
par la classe de fonctions F qui correspond aux opérations effectuées successivement. Nous
l’appelons mesure empirique associée à la méthode du Raking-Ratio ou bien mesure empirique
rakée. Si F vérifie l’hypothèse VC ou BR alors la classe de fonction
G  F
¤ !
f1
A
pNq
j
: f P F , N P N, 1 ¤ j ¤ mN
)
vérifie la même condition d’entropie avec des nouvelles constantes c0 ou b0. Nous supposons
donc sans perte de généralité pour la suite de cette partie que F  G. La mesure initiale
doit correspondre au tableau initial, i.e. les fréquences observées. On définit donc la mesure
initiale par la mesure empirique classique, c’est-à-dire Pp0qn  Pn. En s’inspirant de (3.1), la
mesure empirique rakée est définie par récurrence pour tout f P F par
PpN 1qn pfq 
¸
j¤mN 1
PpNqn pf1ApN 1q
j
q P pA
pN 1q
j q
PpNqn pApN 1qj q
. (3.2)
Pour A P A, nous utilisons la notation suivante PpNqn pAq  PpNqn p1Aq. Au tour N cette mesure
vérifie l’information auxiliaire donnée par la Nème marge ApNq puisque
@N P N, @j  1, . . . ,mN , PpNqn pApNqj q  P pApNqj q. (3.3)
Dans le cas N  1, on retrouve la mesure empirique avec l’information auxiliaire apportée par
une partition étudiée dans la partie précédente. Le Raking-Ratio est donc une généralisation
de notre étude précédente. On définit le processus empirique associé à la méthode du Raking-
Ratio αnpFq  tαpNqn pfq : f P Fu pour tout f P F par
αpNqn pfq 
?
npPpNqn pfq  P pfqq. (3.4)
En particulier, αp0qn  αn. Nous notons également pour A P A, αpNqn pAq  αpNqn p1Aq.
D’après (3.3), on a immédiatement qu’au tour N ce processus vérifie l’information auxi-
liaire en s’annulant en les fonctions indicatrices des ensembles appartenant à la partition
ApNq, i.e.
@N P N, @j  1, . . . ,mN , αpNqn pApNqj q  0.
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Mélange de processus empiriques conditionnels. On introduit pour tout A P A tel
que PpNqn pAq ¡ 0, la notation EpNqn rf |As  PpNqn pf1Aq{PpNqn pAq. On peut alors écrire que
PpNqn pfq 
mN¸
j1
P pApNqj qEpN1qn rf |ApNqj s,
αpNqn pfq 
mN¸
j1
P pApNqj qαpN1qn,j pfq.
avec αpN1qn,j pfq 
?
n

EpN1qn rf |ApNqj s  Erf |ApNqj s
	
. Chaque processus αpN1qn,j correspond
au processus empirique αpN1qn conditionné sur l’ensemble ApNqj de la partition ApNq à raker
au tour N . La combinaison linéaire de ces derniers avec les poids P pApNqj q constitue αpNqn .
3.1.3 Motivation
Biais et variance non explicite. La mesure initiale avant application du Raking-Ratio
est la mesure empirique. Il en résulte que les mesures PpNqn apportées par la méthode dévient
de la vraie mesure de probabilité et ce de manière de plus en plus complexe à chaque tour
de la méthode. De fait, le vecteur de biais et la matrice de covariance des poids aléatoires
PpNqn ptXiuq que l’algorithme affecte au N -ème tour à chaque individu sont délicats à exprimer
pour n fini. Cette remarque nous conforte dans l’idée qu’il faille étudier cette méthode d’un
point de vue asymptotique afin d’obtenir l’expression exacte du biais et de la covariance
asymptotique. Il est nécessaire d’obtenir aussi une borne d’erreur entre le biais, variance
asymptotique et non-asymptotique en fonction de la taille d’échantillon n de limite nulle.
Problème concernant le biais. De la même manière que dans le cas de l’information
auxiliaire apportée par une partition, le fait de modifier le processus empirique initial afin
que celui-ci utilise notre information a priori lui rajoute du biais. En effet, les processus
α
pN1q
n,j ne sont pas centrés du fait de la présence des facteurs aléatoires 1{PpN1qn pApNqj q dans
la définition de ceux-ci. De manière plus formelle pour f  1
A
pN1q
j
, j  1, . . . ,mN1, on a
E

EpN1qn rf |As  Erf |As

 E

PpN1qn pf1Aq

1
PpN1qn pAq
 1
P pAq

 0.
Nous espérons d’une part avoir un biais asymptotiquement nul et d’autre part compenser l’in-
troduction de ce biais par une diminution de la variance. Par la définition (3.2), nous voyons
que le biais se propage car l’information auxiliaire donnée par les pP pApN 1qj qqj1,...,mN 1 est
appliquée à la mesure biaisée PpNqn au lieu de la mesure empirique non biaisée Pn. Pour des
classes de fonctions raisonnables, nous allons montrer que le biais converge vers 0 avec une
vitesse plus rapide que 1{?n.
Problème concernant la variance. L’algorithme produit à la fin des estimateurs de
fréquence vérifiant les marges imposées. L’objectif est d’obtenir des estimateurs avec une
variance plus faible que l’estimateur classique fourni par la mesure empirique. Certains ont
donné une expression de la variance après un nombre fini d’étapes. Dans cette littérature
on retrouve Bracktone et Rao en 1979[21] avec l’étude de 4 étapes, Konijn en 1981[53] et
Choudhry et Lee en 1987[27] avec 2 étapes ou Bankier en 1986 avec un nombre arbitraire
d’étapes. L’outil classique est la linéarisation de Taylor. D’autres ont donné une estimation
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de la variance asymptotique complexe à utiliser en pratique (cf. Binder et Théberge en
1988[15]). Finalement, Deville et Särndal [32, 33] ont étudié à population finie une méthode
appelée « calibration » faisant intervenir une fonction de distance que le statisticien peut
choisir : l’une de ces distances permet de retrouver la méthode du Raking-Ratio. Ils ont
montré qu’asymptotiquement le choix de cette distance importait peu et ont pu établir un
estimateur de la variance asymptotique. Aucun résultat cité jusqu’à présent ne donne une
expression exacte et simple de la variance asymptotique au N -ème tour de l’algorithme. Un
des objectifs de cette partie est de trouver l’expression exacte de la variance asymptotique
de αpNqn et de montrer que pour n suffisamment grand, VarpαpNqn pfqq ¤ Varpαp0qn pfqq. Si
certaines conditions simples et naturelles sont respectées, nous montrons également que,
asymptotiquement, VarpαpN1qn pfqq ¤ VarpαpN2qn pfqq pour certains N1 ¡ N2. Néanmoins pour
des petites valeurs de n le risque quadratique risque d’augmenter, i.e. ErpPpNqn pfqP pfqq2s ¡
ErpPp0qn pfq  P pfqq2s à cause de l’introduction du biais. Nous montrons que ce n’est pas le
cas asymptotiquement.
Organisation. Nous étudions les propriétés de la mesure et du processus empirique rakés
dans un premier temps. La partie 3.2 regroupe les propriétés et résultats non-asymptotiques
de ces objets tandis que la partie 3.3 étudie leur comportement asymptotique. Nous étudie-
rons le cas spécial où on applique la méthode du Raking-Ratio sur deux partitions en boucle.
Nous renforçons les propriétés non-asymptotique de le mesure et du processus empirique
rakés dans la partie 3.4 et nous donnerons plus de précision du comportement asymptotique
dans la partie 3.5. La section 3.6 contient quelques simulations numériques ainsi que des ré-
sultats pour mettre en pratique les résultats établis à la partie 3.5. Nous finirons par étudier
dans à la section 3.7 le comportement de la mesure et du processus empirique raké dans le
cas où l’information auxiliaire n’est pas exacte mais est donnée par une estimation provenant
d’une source auxiliaire.
3.2 Résultats non-asymptotiques
3.2.1 Mesure empirique rakée
Probabilité de définition. Posons pour tout n,N0 P N l’ensemble
Bn,N0 
"
min
0¤N¤N0
min
1¤j¤mN
PnpApNqj q ¡ 0
*
. (3.5)
La probabilité que αpN0qn n’est pas défini est donnée par
P pBCn,N0q  P

N0¤
N1
mN¤
j1
n£
i1
tXi R ApNqj u

¤
N0¸
N1
mN p1 δN qn.
Pour N0  1 cette probabilité est celle de la relation (2.2).
Poids des individus. La mesure associée à la méthode du Raking-Ratio affecte à chaque
Xi P ApNqj le poids aléatoire
PpNqn ptXiuq  PpN1qn ptXiuq
P pApNqj q
PpN1qn pApNqj q
.
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La proposition suivante donne le poids que la mesure empirique associée à la méthode du
Raking-Ratio PpNqn pFq attribue pour chaque fpXiq en fonction des ensembles auxquels Xi
appartient.
Proposition 3.2.1. Soit N P N. Si Xi P Ap1qj1 X    X ApNqjN avec 1 ¤ ji ¤ mi pour tout
1 ¤ i ¤ N alors PpNqn affecte à fpXiq le poids 1n
±N
k1 P pAjkq{Ppk1qn pApkqjk q.
Démonstration. Le cas N  1 correspond au processus empirique avec information auxiliaire
donnée par une partition qui affecte un poids aléatoire P pA1qj q{nPnpAp1qj q aux Xi P Ap1qj .
Supposons que cette proposition soit vraie jusqu’au rang N alors
PpN 1qn pfq 
mN 1¸
jN 11
P pApN 1qjN 1 q
PpNqn pApN 1qjN 1 q
PpNqn pf1ApN 1q
jN 1
q

mN 1¸
jN 11
P pApN 1qjN 1 q
PpNqn pApN 1qjN 1 q
¸
j1¤m1
...
jN¤mN
n¸
i1
fpXiq

1
n
N¹
k1
P pApkqjk q
Ppk1qn pApkqjk q

1
XiPAp1qj1 XXA
pN 1q
jN 1

n¸
i1
fpXiq
¸
j1¤m1
...
jN 1¤mN 1

1
n
N 1¹
k1
P pApkqjk q
Ppk1qn pApkqjk q

1
XiPAp1qj1 XXA
pN 1q
jN 1
.
Donc PpN 1qn pFq affecte à chaque fpXiq le poids 1n
±N 1
k1 P pApkqjk q{Ppk 1qn pApkqjk q si Xi P Ap1qj1 X
   XApN 1qjN 1 . Par principe de récurrence, la proposition est vraie pour tout N P N.
Projection de Kullback-Leibler. La proposition suivante généralise la proposition 2.3.3
dans le sens où PpNqn pFq est la projection de PpN1qn pFq sur l’ensemble des mesures vérifiant
l’information auxiliaire donnée par les P pAN 1j q, 1 ¤ j ¤ mN 1.
Proposition 3.2.2. Soit N P N. La mesure empirique PpNqn minimise la divergence de
Kullback-Leibler dKLpPpN1qn ||Qq entre PpN1qn et l’ensemble des probabilités discrètes Q sur
X1, . . . , Xn qui coïncident avec P sur les ApNqj , j ¤ mN .
Démonstration. La divergence de Kullback-Leibler entre PpN1qn et PpNqn est donnée d’après
la proposition 3.2.1 par
dKLpPpN1qn ||PpNqn q 
n¸
i1
PpN1qn ptXiuq log

PpN1qn ptXiuq
PpNqn ptXiuq


n¸
i1
PpN1qn ptXiuq
¸
j1¤m1
...
jN¤mN
1
XiPAp1qj1 XXA
pNq
jN
log

1
n
±N1
k1 P pAjkq{Ppk1qn pApkqjk q
1
n
±N
k1 P pAjkq{Ppk1qn pApkqjk q


n¸
i1
PpN1qptXiuq
mN¸
jN1
1
XiPApNqjN
log

PpN1qn pApNqjN q
P pApNqjN q


mN¸
jN1
PpN1qn pApNqjN q log

PpN1qn pApNqjN q
P pApNqjN q

.
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Soit Q une mesure de probabilité discrète sur X1, . . . , Xn vérifiant QpApNqj q  P pApNqj q pour
tout 1 ¤ j ¤ mN . Par concavité du logarithme,
dKLpPpN1qn ||Qq  
n¸
i1
mN¸
jN1
PpN1qn pApNqjN q
PpN1qn pXiq
PpN1qn pApNqjN q
1XiPAjN log

QpXiq
PpN1qn pXiq

¥ 
mN¸
jN1
PpN1qn pApNqj q log

n¸
i1
QpXiq
PpN1qn pApNqjN q
1
XiPApNqjN

¥
mN¸
jN1
PpN1qn pApNqjN q log

PpN1qn pApNqjN q
P pApNqjN q

 dKLpPpN1qn ||PpNqn q.
Loi du logarithme itéré. La proposition suivante donne une loi du logarithme itéré
pour la mesure empirique raké PpNqn pFq.
Proposition 3.2.3 (LLI de PpNqn ). Soit F vérifiant F .i, F .ii, BR ou VC. Alors pour tout
N0 P N,
lim sup
nÑ 8
c
n
2LLpnq max0¤N¤N0 ||P
pNq
n  P ||F ¤ σF
±N0
N1p1 MF{δN q p.s.
Remarque 3.2.1. La constante qui intervient dans le résultat précédent explose si la plus
petite des probabilités d’appartenir à un ensemble est très faible ou bien si le nombre de
partitions est trop importante. Cette borne n’est certainement pas optimale sauf dans le cas
trivial où N0  0 qui correspond à la loi des logarithmes itérés classique. Dans le cas N0  1,
on ne retrouve pas la même borne que celle donnée par le théorème 2.2.7.
Démonstration. Pour N0  0, la proposition est vraie d’après la LLI (cf. théorème 1.2.9).
On pose un 
a
n{2σ2FLLpnq, bN 
±N
k1p1 MF{δkq et ε ¡ 0. Supposons pour N0 ¡ 0 fixé
qu’il existe p.s. un rang n0 P N tel que pour tout n ¥ n0, unmax0¤N¤N0 ||PpNqn  P ||F ¤
bN0p1  εq. Donc pour tout n ¥ n0,
un||PpN0 1qn  P ||F ¤ un||PpN0 1qn  PpNqn ||F   un||PpN0qn  P ||F
¤ un||PpN0 1qn  PpN0qn ||F   bN0p1  εq.
Puisque PpN0qn est une mesure de probabilité pour tout ensemble A on a ||PpN0qn pf1Aq||F ¤
MFPpN0qn pAq d’où
||PpN0 1qn  PpN0qn ||F 
∥∥∥∥∥
mN0 1¸
j1
PpN0qn pf1ApN0 1q
j
q

P pApN 1qj q
PpN0qn pApN0 1qj q
 1
∥∥∥∥∥
F
¤
mN0 1¸
j1
||PpN0qn pf1ApN0 1q
j
q||F
PpN0qn pApN0 1qj q
|PpN0qn pApN0 1qj q  P pApN0 1qj q|
¤MFmN0 1||PpN0qn  P ||F .
Enfin en utilisant le fait que mN0 1 ¤ 1{δN0 1, on obtient pour tout n ¥ n0,
un||PpN0 1qn  PpN0qn ||F ¤ MFδN0 1 bN0p1  εq
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ce qui prouve l’hérédité de notre hypothèse puisqu’on a montré que
un||PpN0 1qn  P ||F ¤ p1 MF{δN0 1qbN p1  εq  bN0 1p1  εq.
3.2.2 Processus empirique raké
Nous réécrivons le processus empirique αpNqn pFq pour les preuves qui vont suivre :
αpN 1qn pfq 
¸
j¤mN 1
P pApN 1qj q
PpNqn pApN 1qj q
αpNqn pf1ApN 1q
j
q 
Erf1
A
pN 1q
j
s
PpNqn pApN 1qj q
αpNqn pApN 1qj q

¸
j¤mN 1
P pApN 1qj q
PpNqn pApN 1qj q

αpNqn pf1ApN 1q
j
q  Erf |ApN 1qj sαpNqn pApN 1qj q
	
Pour N P N, notons ∆N  ±Nk1 δk, SN  °Nk1mk. Le résultat suivant donne une
inégalité de concentration pour αpNqn pFq. Elle borne la probabilité que le supremum ||αn||F
dévie d’une valeur donnée.
Proposition 3.2.4. Si F vérifie F .i et F .ii alors pour tout n,N0 P N et t ¡ 0,
P

max
0¤N¤N0
||αpNqn ||F ¥ t


¤ 2
N0N0
∆N0
P

||αn||F ¥ t∆N0p1 MF   t{?nqN0


  SN0p1 δpN0qqn.
(3.6)
En particulier, pour t ¤ 2MF?n,
P

max
0¤N¤N0
||αpNqn ||F ¥ t


¤ 2
N0N0
∆N0
P

||αn||F ¥ t∆N0p1  3MF qN0


  SN0p1 δpN0qqn.
Si F vérifie VC alors il existe C1  C1pc0, ν0, N0,MF q, C2  C2pN0,MF q ¡ 0 tels que pour
tout 0   t   2MF?n,
P

max
0¤N¤N0
||αpNqn ||F ¥ t


¤ C1tν0 exp
 C2t2  SN0p1 δpN0qqn, (3.7)
où c0, ν0 sont les constantes données par l’hypothèse VC. Si F vérifie BR alors il existe
t0  t0pMF , b0, r0q, D1  D1pN0q, D2  D2pMF , N0, b0, r0, σ2F q ¡ 0 tels que pour tout t0   t,
P

max
0¤N¤N0
||αpNqn ||F ¥ t


¤ D1 exppD2t2q   SN0p1 δpN0qqn. (3.8)
Remarque 3.2.2. La preuve de cette proposition et donc la borne qui en résulte ne prenne
pas en compte le fait que l’on puisse raker périodiquement sur un nombre fini et petit de
partitions. Pour une étude plus fine dans le cas du ratissage à deux partitions, nous renvoyons
à la partie 3.4. Cette proposition suggère donc de fixer N0, de prendre des grandes valeurs pour
n et de travailler sur une classe de fonctions F avec une petite entropie. En particulier pour
les classes vérifiant l’hypothèse VC ou BR, cette proposition indique que presque sûrement
||αpN0qn ||F est de l’ordre de C?logn. Les bornes de concentration de mesure sont plus difficiles
à obtenir dû au mélange des processus αpN1qn,j impliquant des coefficients aléatoires non
bornés.
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Démonstration. Nous travaillons sur l’ensemble Bn,N0 défini par (3.5). Par soucis de simpli-
fication, les événements suivants sont implicitement en intersection avec cet ensemble. On
peut écrire pour tout N ¥ 1,
α
pN1q
n,j pfq 
1
PpN1qn pApNqj q
αpN1qn

pf  Erf |ApNqj sq1ApNq
j
	
,
avec |Erf |ApNqj s| ¤M . Par suite,
Pp||αpNqn ||F ¥ tq ¤ P

mN¸
j1
P pApNqj q||αpN1qn,j ||F ¥
mN¸
j1
P pApNqj qt

¤
mN¸
j1
Pp||αpN1qn,j ||F ¥ tq.
Tous les termes de la dernière somme satisfont pour K ¤ P pApNqj q et K 1 ¤ P pApNqj q K,
P

1
PpN1qn pApNqj q
∥∥∥αpN1qn pfq  Erf |ApNqj sαpN1qn pApNqj q∥∥∥F ¥ t

¤ Ppp1 MF q||αpN1qn ||F ¥ Ktq   PpPpN1qn pApNqj q ¤ Kq
¤ P

||αpN1qn ||F ¥ Kt1 MF


  PpαpN1qn pApNqj q ¤ K 1
?
nq
¤ 2P

||αpN1qn ||F ¥ Kt1 MF


, (3.9)
la dernière borne étant satisfaite si K 1?n ¥ tK{p1 MF q. On pose
β  11 MF   t{?n Ps0, 1r, K  βδN , K
1  δN p1 βq.
Puisque β   1 pour tout N ¥ 1 on a K 1 ¡ 0 et en utilisant le fait que β ¤ p1  MF q{p1  
MF   t{?nq,
t?
np1 MF q ¤
δN p1 βq
δNβ
 K
1
K
.
Nous avons montré pour tout N ¥ 1,
Pp||αpNqn ||F ¥ tq ¤ 2δN P

||αpN1qn ||F ¥ βδN t1 MF


.
En appliquant (3.9) à nouveau avec pour t la valeur βδN t{p1  MF q ¤ t puis en itérant on
obtient que
Pp||αpNqn ||F ¥ tq ¤ 2
N
∆N
P

||αp0qn ||F ¥ t∆Np1 M   t{?nqN


. (3.10)
Puisque la dernière borne croît avec N on en conclut que
P

max
0¤N¤N0
||αpNqn ||F ¥ t


¤
N0¸
N1
Pp||αpNqn ||F ¥ tq ¤ N0Pp||αpN0qn ||F ¥ tq. (3.11)
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Les inégalités (3.10), (3.11) et en prenant en compte le fait que BCn,N0 soit de probabilité
plus petite que SN0p1  δpN0qqn entraînent (3.6). Sous l’hypothèse VC, il suffit d’appliquer
l’inégalité de Talagrand pour les classes vérifiant VC (cf. théorème 1.2.6) à (3.6) en posant
C1  2
N0N0
∆N0

C1∆N0
p1  3MF qN0

ν0
, C2  12

t∆N0
p1  3MF qN0

2
,
afin d’obtenir (3.7). Sous l’hypothèse BR, on obtient (3.8) en appliquant l’inégalité de Tala-
grand pour les classes vérifiant BR (cf. théorème 1.2.7 et en posant
D1  2
N0N0
∆N0
, D2  C

∆N0
p1 MF qN0

2
,
avec C  CpMF , b0, r0, σ2F q ¡ 0.
3.3 Résultats asymptotiques
3.3.1 Processus gaussien raké
Définition et motivation. À N fixé, nous allons établir la convergence en loi de αpNqn
quand n Ñ  8 vers le processus gaussien GpNqpFq défini par récurrence pour tout f P F
par
Gp0q  G et GpN 1qpfq  GpNqpfq 
¸
j¤mN 1
Erf |ApN 1qj sGpNqpApN 1qj q. (3.12)
Par construction, GpNqpFq est un processus gaussien centré indexé par F . Nous le désigne-
rons par processus gausisen raké ou bien P -pont brownien raké. Cette partie sera consacrée
à l’étude des propriétés de ce processus : expression formelle, formule de variance et cova-
riance et propriété de réduction de variance. Asymptotiquement le processus empirique raké
α
pNq
n pFq possédera ces propriétés établies.
Expression de GpNqpFq. En effectuant les calculs, on peut trouver l’expression du pro-
cessus gaussien GpNqpFq défini par récurrence par (3.12). L’expression donnée par la propo-
sition suivante est complexe et on devra adapter notre notation pour en faciliter l’étude.
Proposition 3.3.1. Soit GpNq le processus gaussien centré défini par (3.12). Alors,
@N ¥ 1, GpNqpfq  Gpfq 
¸
1¤i¤N
1¤ji¤mi
ϕpNqpf, i, jiqGpApiqji q
avec
ϕpNqpf, i, jiq  Erf |Apiqji s
 
¸
1¤L¤Ni
i l1 l2  lL¤N
p1qL
¸
k1¤ml1...
kL¤mlL
P pApl1qk1 |Apiqji qP pApl2qk2 |Apl1qk1 q . . . P pAplLqkL |AplL1qkL1 qErf |AplLqkL s
(3.13)
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Démonstration. Pour N  1 le résultat est vrai car @j ¤ m1, ϕpNqpf, 1, jq  Erf |Ap1qj s et
donc Gp1q  pGAp1q . Supposons que le résultat soit vrai pour un certain rang N ¥ 1. Alors,
GpN 1qpfq  GpNqpfq 
mN 1¸
j1
Erf |ApN 1qj sGpNqpApN 1qj q
 Gpfq 
¸
1¤i¤N
1¤ji¤mi
GpApiqji q

ϕpNqpf, i, jiq 
mN 1¸
j1
Erf |ApN 1qj sϕpNqp1ApN 1q
j
, i, jiq


mN 1¸
j1
Erf |ApN 1qj sGpApN 1qj q.
La proposition est vraie au rang N  1 puisque d’une part Erf |ApN 1qj s  ϕpN 1qpf,N  1, jq
et d’autre part on peut vérifier par (3.13) que
ϕpNqpf, i, jiq 
mN 1¸
j1
Erf |ApN 1qj sϕpNqp1ApN 1q
j
, i, jiq  ϕpN 1qpf, i, jiq.
Par principe de récurrence, la proposition est vraie pour tout N ¥ 1.
Afin d’alléger l’expression (3.13) on peut adopter une notation matricielle que l’on conserve
par la suite. On note
@1 ¤ j ¤ N, Epjqrf s 

Erf |Apjq1 s, . . . , Erf |Apjqmj s
	t
,
GrApiqs 

GpApiq1 q, . . . , GpApiqmiq
	t
,
et PApkq|Aplq PMml,mkpRq la matrice stochastique définie par
@1 ¤ k, l ¤ N, @1 ¤ i ¤ ml, @1 ¤ j ¤ mk, pPApkq|Aplqqi,j  P pApkqj |Aplqi q 
P pApkqj XAplqi q
P pAplqi q
.
L’expression de GpNq s’exprime alors par
GpNqpfq  Gpfq 
¸
1¤i¤N
ΦpNqi pfqt GrApiqs, (3.14)
avec
ΦpNqi pfq  Epiqrf s  
¸
1¤L¤Ni
i l1 l2  lL¤N
p1qLPApl1q|ApiqPApl2q|Apl1q . . .PAplLq|AplL1qEplLqrf s.
Variance de GpNqpFq. Même si la formule qui va suivre n’est pas exploitable, on peut
exprimer la variance du processus GpNqpFq par rapport à celle du processus pGXNi1ApiqpFq le
pont brownien exploitant information auxiliaire l’information complète, c’est-à-dire la pro-
babilité de toutes les intersections Ap1qi1 X  XApNqiN pour tout 1 ¤ i1 ¤ m1, . . . , 1 ¤ iN ¤ mN
dont on n’a pas connaissance. On peut écrire que GpNq  pGXNi1Apiq G∇∇,Ap1q,...,ApNq avec
G∇∇,A
p1q,...,ApNqpfq 
¸
j1¤m1
...
jN¤mN
GpAp1qj1 X    XApNqjN q

N¸
i1
ϕpi, jiq  Erf |Ap1qj1 X    XApNqjN s

.
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Les processus pGXNi1Apiq et G∇∇,Ap1q,...,ApNq sont indépendants puisque pour tout f P F ,
CovppGXNi1Apiqpfq,G∇∇,Ap1q,...,ApNqpfqq

¸
j1¤m1
...
jN¤mN
Kj1,...,jNCov
Gpfq 
¸
j11¤m1
...
j1N¤mN
Erf |Ap1qj11 X    XA
pNq
j1
N
sGpAp1qj11 X    XA
pNq
j1
N
q,GpAp1qj1 X    XApNqjN q

 0,
oùKj1,...,jN 
°N
i1 ϕpi, jiqErf |Ap1qj1 X  XApNqjN s. La variance du processus avec la méthode
du Raking Ratio généralisée est alors donnée par :
VarpGpNqpfqq  VarppGXNi1Apiqpfqq  VarpG∇∇,Ap1q,...,ApNqpfqq.
En particulier, on voit que la méthode du Raking Ratio fait toujours moins bien que si
on avait l’information complète. Nous pouvons aussi nous poser la question de savoir si
la variance décroît nécessairement à chaque itération de l’algorithme, i.e. a-t-on forcément
VarpGpN 1qpfqq ¤ VarpGpNqpfqq pour tout f P F , N P N ? La réponse est négative. Prenons
par exemple la matrice des probabilités
P pAi XBjq A1 A2 A3 P pBjq
B1 0.2 0.25 0.1 0.55
B2 0.25 0.1 0.1 0.45
P pAiq 0.45 0.35 0.2
et les espérances suivantes
Erf |Ai XBjs A1 A2 A3 Ep2qrf s 
B1 0.75 -0.5 0.5 0.136
B2 0.5 0.25 0.5 0.444
Ep1qrf s  0.611 -0.286 0.5
et fixonsVarpf |AiXBjq  0.5. Alors on obtient les variances théoriques suivantes :VarpGpfqq 
0.734, VarpGp1qpfqq  0.563, VarpGp2qpfqq  0.569 et VarpGp3qpfqq  0.402. La variance ne
décroît pas à chaque étape du Raking-Ratio puisque VarpGp2qpfqq ¡ VarpGp1qpfqq. Une autre
question est de savoir maintenant si on fait mieux que le P -pont brownien GpFq à chaque
tour dans le sens où on aurait VarpGpNqpfqq ¤ VarpGpfqq pour tout f P F et N P N ? Dans
l’exemple précédent, GpNqpFq semble au moins avoir une variance plus faible que GpFq. Nous
allons montrer que cela est toujours vrai. On note CovpGrApiqsq la matrice de variance du
vecteur GrApiqs, i.e.
pCovpGrApiqsqqj,k  CovpGpApiqj q,GpApiqk qq  P pAj XAkq  P pAjqP pAkq
 diagpP rApkqsq  P rApkqstP rApkqs,
où P rApkqs  pP pApkq1 , . . . , P pApkqmkqqt. On note également CovpGrApiqs,Gpfqq le vecteur
constitué des covariances des éléments de GrApiqs avec Gpfq, i.e.
CovpGrApiqs,Gpfqq 

CovpGpApiq1 q,Gpfqq, . . . , CovpGpApiqmiq,Gpfqq
	t


P pApiq1 qpErf |Apiq1 s  Erf sq, . . . , P pApiqmiqpErf |Apiqmis  Erf sq
	t
.
Ces éléments vérifient le lemme suivant :
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Lemme 3.3.2. Pour tout 1 ¤ k, l ¤ N et f P F on a
Cov

GrApkqs,Gpfq
	
 Var

GrApkqs
	
 Epkqrf s, (3.15)
Cov

GrApkqs,GrAplqs
	
 Var

GrApkqs
	
PAplq|Apkq , (3.16)
ΦpNqk pfq  Epkq rf s 
¸
k l¤N
PAplq|ApkqΦ
pNq
l pfq. (3.17)
Démonstration. La j-ème coordonnée du vecteur Var
 
GrApkqs  Epkqrf s est
P pApkqj qErf |Apkqj s 
¸
i¤mk
P pApkqi qP pApkqj qErf | Apkqi s  Erf1Apkq
j
s  P pApkqj q
¸
1¤i¤mk
Erf1
A
pkq
i
s
 Cov

GpApkqj q,Gpfq
	
,
ce qui prouve (3.15). De la même manière la coordonnée pi, jq de la matrice Var  GrApkqs 
PAplq|Apkq est
P pApkqi qP pAplqj | Apkqi q 
¸
m¤mk
P pApkqi qP pApkqm qP pAplqj | Apkqm q
 P pAplqj XApkqi q  P pApkqi q
¸
1¤m¤mk
P pAplqj XApkqm q
 Cov

GpApkqi q,GpAplqj q
	
,
ce qui prouve (3.16). Par définition des fonctions ΦpNqj données par (3.14), on trouve que¸
i j¤N
PApjq|ApiqΦ
pNq
j pfq 
¸
i j¤N
PApjq|ApiqEpjqrf s
 
¸
i j¤N
1¤L¤Nj
j l1  lL¤N
p1qLPApjq|ApiqPApl1q|Apjq . . .PAplLq|AplL1qEplLqrf s

¸
1¤L¤Ni
i l1  lL¤N
p1qL 1PApl1q|Apiq . . .PAplLq|AplL1qEplLqrf s
 ΦpNqi pfq   Epiqrf s,
ce qui prouve (3.17).
Proposition 3.3.3. Pour tout N P N et pf, gq P F2,
VarpGpNqpfqq  VarpGpfqq 
N¸
i1
ΦpNqi pfqt VarpGrApiqsq  ΦpNqi pfq (3.18)
CovpGpNqpfq,GpNqpgqq  CovpGpfq,Gpgqq 
N¸
i1
Cov

ΦpNqi pfqt GrApiqs,ΦpNqi pgqt GrApiqs
	
.
(3.19)
En particulier, VarpGpNqpfqq ¤ VarpGpfqq pour tout f P F .
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Remarque 3.3.1. La réduction de risque asymptotique est quantifiée par la combinaison
des propositions 3.3.3 et 3.3.10. Soit ε ¡ 0, il existe n0 P N tel que pour tout n ¡ n0 et pour
tout f P F le nouveau risque après avoir raké N fois est donné par
E

pPpNqn pfq  P pfqq2

 σ
2
F
n
p∆pfq   epfqvnq,
∆pfq  VarpG
pNqpfqq
VarpfpXqq P r0, 1s,
sup
fPF
|epfq|   p1  εq
c
8
pi
Cθ,
où vn Ñ 0 et Cθ sont données par le théorème 3.3.7. Le risque de réduction a donc lieu
puisque ∆pfq   1 pour des valeurs de n suffisamment grandes.
Démonstration. D’après (3.14) et le lemme 3.3.2, on peut écrire que
VarpGpNqpfqq VarpGpfqq

N¸
i1
ΦpNqi pfqt VarpGrApiqsq  ΦpNqi pfq  2
n¸
i1
ΦpNqi pfqt  CovpGrApiqs,Gpfqq
  2
¸
1¤i¤N
i j¤N
ΦpNqi pfqt  CovpGrApiqs,GrApjqsq  ΦpNqj pfq

N¸
i1
ΦpNqi pfqt VarpGrApiqsq 

ΦpNqi pfq  2Epiqrf s   2
¸
i j¤N
PApjq|ApiqΦ
pNq
j pfq

.
On obtient (3.18) en remarquant que le dernier terme en facteur correspond à ΦpNqi pfq
d’après le lemme 3.3.2. La forme polaire permet de passer de (3.18) à (3.19).
La méthode du Raking Ratio diminue la structure de covariance du P -pont brownien initial
GpFq dans le sens où pour tout f1, . . . , fk P F , si on note Σ la matrice de covariance
de pGpf1q, . . . ,Gpfkqq et ΣpNq celle de pGpNqpf1q, . . . ,GpNqpfkqq alors Σ  ΣpNq est semi-
définie positive. En effet cette différence de matrices correspond à la matrice de covariance
de pG∇,pNqpf1q, . . . ,G∇,pNqpfkqq où G∇,pNqpfq  °Ni1ΦpNqi pfqt  GrApiqs. Finalement, nous
avons vu que le processus gaussien limite ne diminue pas nécessairement sa variance à chaque
tour mais il existe néanmoins un cas naturel où celle-ci subit une diminution. Il s’agit du
bouclage qui consiste à répéter cette méthode sur un même cycle de partitions. Ce résultat
est donné de manière généralisée par le lemme suivant.
Lemme 3.3.4 (Lemme de bouclage). Soient N0, N1 P N tels que N1 ¥ 2N0 et supposons
que
@0 ¤ i   N0, ApN0iq  ApN1iq.
Alors @f P F , VarpGpN1qpfqq ¤ VarpGpN0qpfqq.
Démonstration. Avec l’hypothèse de bouclage et la formule de variance donnée par la pro-
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Fig. 3.1: Illustration du lemme de bouclage
position 3.3.3 on a nécessairement que @0 ¤ i   N0,ΦpN0qN0i  ΦpN1qN1i. Alors
VarppGpN0qpfqq VarppGpN1qpfqq

N1¸
i1
ΦpN1qi pfqt VarpGrApiqsq  ΦpN1qi pfq 
N0¸
i1
ΦpN0qi pfqt VarpGrApiqsq  ΦpN0qi pfq

N1¸
i1
ΦpN1qi pfqt VarpGrApiqsq  ΦpN1qi pfq 
N1¸
iN1N0 1
ΦpN1qi pfqt VarpGrApiqsq  ΦpN1qi pfq

N1N0¸
i1
ΦpN1qi pfqt VarpGrApiqsq  ΦpN1qi pfq ¥ 0
La figure 3.1 illustre un cas où la variance VarpGpiqpfqq, i P t6, 7, 8u est plus faible que
VarpGpjqpfqq, j  1, 2, 3 et ce pour tout f P F .
3.3.2 Approximation forte et applications
Approximation forte. Avec des hypothèses fortes sur la classe de fonctions F il est pos-
sible de donner une vitesse de convergence asymptotique du processus αpNqn pFq vers GpNqpFq.
On note pour N P N et j  1, . . . ,mN ,
ϕpNq,jpfq  pf  Erf |ApNqj sq1ApNq
j
, ϕpNqpfq  °mNj1 ϕpNq,j ,
avec la convention ϕp0qpfq  f . De manière immédiate ErϕpNqpfqs  ErϕpNq,jpfqs  0 et
puisque ApNq est une partition de X , on a que
@1 ¤ j  j1 ¤ mN , ϕpNq,jpfq ϕpNq,j1pgq  0.
De plus les propriétés de l’espérance conditionnelle entraîne que
σ2ϕpNq,jpFq ¤ σ2ϕpNqpFq ¤ σ2F . (3.20)
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Avec ces nouvelles notations, on peut alors écrire que
αpNqn pfq 
mN¸
j1
P pApNqj q
PpN1qn pApNqj q
αpN1qn pϕpNq,jpfqq  αpN1qn pϕpNqpfqq   ΓpNqn pfq,
ΓpNqn pfq 
mN¸
j1
qnpj,NqαpN1qn pϕpNq,jpfqq, qnpj,Nq 
P pApNqj q
PpN1qn pApNqj q
 1.
Par itérations successives, on a nécessairement que
αpNqn pfq  αp0qn pϕp1q      ϕpNqpfqq   F pNqn pfq, (3.21)
F pNqn pfq 
N1¸
k1
Γpkqn pϕpk 1q      ϕpNqpfqq.
Il sera nécessaire d’étudier les classes de fonctions des itérés renversées suivantes
GpNq  ϕp1q      ϕpNqpFq
HpNq 
N¤
k1
mk¤
j1
ϕpkq,j  ϕpk 1q      ϕpNqpFq,
avec la convention ϕpk 1q      ϕpNq  id si k  N et Gp0q  Hp0q  F . En itérant (3.20),
il vient σ2H0 ¤ σ2G0 ¤ σ2F . On pose de la même manière G0  Y0¤N¤N0GpNq et H0 Y0¤N¤N0HpNq. Le lemme suivant montre que les classes introduites précédemment conservent
les mêmes conditions d’entropie que F .
Lemme 3.3.5. Si F vérifie F .i, F .ii alors GpNq,HpNq (respectivement G0,H0) vérifient
également F .i avec pour borne p2MF qN{∆N (respectivement p2MF qN0{∆N0) ainsi que F .ii.
Si F vérifie BR ou VC il en va de même pour GpNq,HpNq,G0,H0.
Remarque 3.3.2. Dans la preuve de ce lemme, on constate que l’indice r0 (pour l’hypo-
thèse BR) est préservé, ce qui n’est pas le cas de l’indice ν0 (pour l’hypothèse VC). Cela aurait
pour conséquence de détériorer la vitesse d’approximation forte des classes GpNq et HpNq par
rapport à la vitesse d’approximation forte vn de la classe F . Néanmoins si dP pf, gq   ε avec
f, g P F alors
d2P pϕpNq,jpfq, ϕpNq,jpgqq 
»
A
pNq
j

f  g  Erf  g|ApNqj s
	2
dP ¤
»
A
pNq
j
pf  gq2 dP,
d2P pϕpNqpfq, ϕpNqpgqq 
»
X

mN¸
j1
ϕpNq,jpfq  ϕpNq,jpgq
2
dP

mN¸
j1
d2QpϕpNq,jpfq, ϕpNq,jpgqq ¤
mN¸
j1
»
A
pNq
j
pf  gq2 dP ¤ ε2.
En prenant en compte cette inégalité et avec l’article de Berthet-Mason [12] il est possible de
conserver la vitesse vn de l’approximation forte de la classe F .
Démonstration. Si F est uniformément bornée par MF alors pour N ¤ N0 on a,
sup
fPF
sup
xPX
|ϕpNqpfpxqq|  sup
fPF
max
1¤j¤mN
sup
xPX
|ϕpNq,jpfpxqq| ¤MF

1  1
δN


¤ 2MF
δN
.
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Il s’ensuit immédiatement que GpNq,HpNq (respectivement G0,H0) sont uniformément bornés
par p2MF qN{∆N (respectivement par p2MF qN0{∆N0). Soit pfmqm  rF convergeant simple-
ment vers f P F . À partir de
lim
mÑ 81ApNqj pXqfmpXq  1ApNqj pXqfpXq, P pf1ApNqj q ¤ P pfmq ¤MF ,
on en déduit par convergence dominée que limmÑ 8 Erfm|ApNqj s  Erf |ApNqj s. Par consé-
quence ϕpNq,jpfmq converge simplement vers ϕpNq,jpfq et ϕpNqpfmq  °mNj1 ϕpNq,jpfmq vers
ϕpNqpfq  °mNj1 ϕpNq,jpfq. En itérant ce raisonnement de N à 1 on obtient que GpNq,HpNq
vérifie la condition F .ii avec pour sous-classes dénombrables rGpNq et rHpNq définies par
rGpNq  ϕp1q      ϕpNqp rFq, rHpNq  ¤
1¤k¤N
¤
1¤j¤mk
ϕpkq,j  ϕpk 1q      ϕpNqp rFq.
Si F vérifie VC, il en va de même pour GpNq et HpNq. En effet d’après la proposition 3.3.1,
pour tout f P F , ϕp1q      ϕpNqpfq  f  ° 1¤i¤N
1¤ji¤mi
ϕpNqpf, i, jiq1Apiq
ji
, avec ϕpNqpf, i, jiq
définie par (3.13). Si dQpf, fQq   ε et dP pf, fP q   ε avec fP , fQ P F alors pϕpNqpf, i, jiq 
ϕpNqpfP , i, jiqq2 ¤ 2Ni 1ε2, ce qui entraîne que
d2Q
ϕp1q      ϕpNqpfq, fQ  ¸
1¤i¤N
1¤ji¤mi
ϕpNqpfP , i, jiq1Apiq
ji

¤ 2d2Qpf, fQq   2d2Q
 ¸
1¤i¤N
1¤ji¤mi
ϕpNqpf, i, jiq1Apiq
ji
,
¸
1¤i¤N
1¤ji¤mi
ϕpNqpfP , i, jiq1Apiq
ji

¤ 2ε2   4
¸
1¤i¤N
1¤ji¤mi
QpApiqji qpϕpNqpf, i, jiq  ϕpNqpfP , i, jiqq2 ¤ 2N 3ε2.
Si F peut être recouvert par au plusN boules de rayon ε par rapport à la distance dQ centrées
en des fonctions pfQ,iq1¤i¤N et par au plus N boules de rayon ε par rapport à la distance dP
centrées en les fonctions pfP,iq1¤i¤N alors GpNq peut être recouvert par au plus N 2 boules de
rayon 2pN 3q{2ε et centrées en les fonctions

fQ,k ° 1¤i¤N
1¤ji¤mi
ϕpNqpfP,l, i, jiq1Apiq
ji


1¤k,l¤N
.
Toutes les fonctions

fQ,k ° 1¤i¤N
1¤ji¤mi
ϕpNqpfP,l, i, jiq1Apiq
ji


1
A
psq
r


1¤k,l¤N ,1¤s¤N,1¤r¤ms
suffisent à recouvrir HpNq, c’est-à-dire qu’il faut au plus SNN 2 boules de rayon 2pN 3q{2ε
pour recouvrir cette classe. Les classes G0,H0 vérifient également VC avec la même puissance
ν0 et les constantes c0pN0 1q, c0°N0N0 SN . De la même manière, supposons que F vérifie BR
et montrons que ces classes vérifient également cette hypothèse. Supposons que f   f   f 
avec dP pf , fq   ε. On pose
hpNq,j  pf  Erf |ApNqj sq1ApNq
j
¤ ϕpNq,jpfq ¤ pf   Erf|ApNqj sq1ApNq
j
 h pNq,j ,
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et la distance dP du crochet rhpNq,j , h pNq,js est donnée par
d2P phpNq,j , h pNq,jq 
»
A
pNq
j

f   f   Erf   f|ApNqj s
	2
dP
 Erpf   fq21ApNq
j
s   P pApNqj qErf   f|ApNqj s2
  2Erf   f|ApNqj sErpf   fq1ApNq
j
s.
D’après l’inégalité de Hölder, Erpf   fq1ApNq
j
s ¤ ε
b
P pApNqj q et Erf   f|ApNqj s ¤
ε{
b
P pApNqj q d’où
d2P phpNq,j , hpNq,jq ¤ Erpf   fq21ApNq
j
s   3ε2,
et par suite ϕpNqpfq  °mNj1 ϕpNq,jpfq P rhpNq, h pNqs où hpNq  °mNj1 hpNq,j satisfait
d2P phpNq, h pNqq 
mN¸
j1
d2P phpNq,j , h pNq,jq ¤ d2P pf, f q   3mNε2 ¤ 4mNε2.
Il s’ensuit que
Nr spϕpNqpFq, ε, dP q ¤ Nr spF , ε{2?mN , dP q,
Nr spGpNq, ε, dP q ¤ Nr spF , ε{2N
a
MN , dP q.
Pour couvrir ϕpkq,jϕpk 1q  ϕpNqpFq on a besoin d’au plusmkNr spF , ε{2Nk?mk 1 . . .mN , dP q
crochets. On a prouvé alors que
Nr spG0, ε, dP q ¤ pN0   1qNr spF , ε{2N0
a
MN0 , dP q,
Nr spH0, ε, dP q ¤ SN0Nr spF , ε{2N0
a
MN0 , dP q.
Par conséquence G0,H0 satisfont BR avec la puissance r0 et la constante 2r0N0Mr0N0b0.
Au vue de (3.21) on voit que αp0qn pGpNqq est le processus contribuant principalement à
α
pNq
n pFq. Le processus F pNqn agit comme un processus d’erreur, il est donc nécessaire de
l’étudier en détail :
Lemme 3.3.6. Soit F vérifiant les conditions F .i, F .ii, BR ou VC. Il existe C0    8 tel
que presque sûrement pour n suffisamment grand,
max
0¤N¤N0
||F pNqn ||F ¤ C0LLpnq?n .
De plus, pour tout θ, ζ ¡ 0, il existe une suite vn de la forme vn  nαplognqβ si F vérifie VC
et vn  plognqβ si F vérifie BR (avec α, β ¡ 0) et des variables pXiqiPN i.i.d. de loi P
vérifiant pour tout n suffisamment grand,
P

max
0¤N¤N0
||F pNqn ||F ¡ ζvn


¤ 12nθ .
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Démonstration. Grâce au lemme 3.3.5 on peut appliquer la proposition 3.2.3 aux classes H0
et HpNq. En prenant également en compte (2.2.6), pour n suffisamment grand on a presque
sûrement que
max
1¤N¤N0
max
1¤j¤mN
|αpN1qn pApNqj q| ¤ bn  2σFκN0
a
LLpnq,
max
1¤N¤N0
max
1¤k¤N max1¤j¤mk
|αpk1qn pϕpkq,j  ϕpk 1q      ϕpNqpfq| ¤ max1¤k¤N0 ||α
pk1q
n ||H0 ¤ bn,
où κN0 
±N0
N1p1   MF{δN q. Avec des valeurs de n suffisamment grande pour avoir
bn{?nδpN0q ¤ 1{2 on obtient la majoration des erreurs qnpj,Nq  11αpN1qn pApNqj q{p?nP pApNqj qq
1 suivante
max
1¤N¤N0
max
1¤j¤mN
|qnpj,Nq| ¤ 2bn?
nδpN0q
.
Ce qui implique
||F pNqn ||F ¤
N¸
k1
max
1¤j¤mk
|qnpj, kq|
mk¸
j1
αpk1qn pϕpkq,j  ϕpk 1q      ϕpNqpfqq ,
max
1¤N¤N0
||F pNqn ||F ¤ 2bn?nδpN0q
SN0 max1¤k¤N0
||αpk1qn ||H0 ¤ 2b
2
nSN0?
nδpN0q
.
On conclut la première inégalité en prenant C0  8σ2Fκ2N0SN0{δpN0q. Pour établir la seconde
inégalité on travaille sur l’événement Bn,N0 défini par (3.5). Il existe un rang n1 à partir
duquel SN0p1  δpN0qqn ¤ 1{4nθ pour tout n ¡ n1. Soit ε ¡ 0 tel que n2ε  op
?
nvnq qui
vérifie alors pour n suffisamment grand ζvn ¡ 2SN0n2ε{δpN0q
?
n. Alors pour des valeurs de
n suffisamment grandes,
P

max
0¤N¤N0
||F pNqn ||F ¡ ζvn


¤ P

SN0 max1¤N¤N0

||αpN1qn ||H0 max1¤j¤mN |qnpj,Nq|


¡ ζvn


¤ P

max
1¤N¤N0
max
1¤j¤mN
|qnpj,Nq| ¡ 2n
ε
δpN0q
?
n


  P

max
1¤N¤N0
||αpN1qn ||H0 ¡ nε


¤ 2P

max
1¤N¤N0
||αpN1qn ||H0 ¡ nε


.
Par l’inégalité de Talagrand donnée par la proposition 3.2.4, quelque soit la condition d’en-
tropie respectée, la dernière probabilité peut être bornée par 1{8nθ pour n suffisamment
grand.
Nous avons les outils suffisants pour démontrer le résultat d’approximation forte suivant.
Théorème 3.3.7. Si F vérifie les conditions F .i, F .ii, BR ou VC alors pour tout θ ¡ 0, il
existe Cθ ¡ 0, une suite vn de la forme vn  nαplognqβ si F vérifie VC et vn  plognqβ
si F vérifie BR (avec α, β ¡ 0), des variables pXnqnPN i.i.d. de loi P et une suite pGnq
de P -ponts browniens indépendants définis sur un même espace de probabilité vérifiant pour
tout n suffisamment grand,
P

max
0¤N¤N0
||αpNqn GpNqn ||F ¡ Cθvn


¤ 1
nθ
, (3.22)
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et presque sûrement
max
0¤N¤N0
||αpNqn GpNqn ||F  Opvnq, (3.23)
où GpNqn pFq est une version de GpNqpFq construite à partir de Gp0qn  Gn via (3.12).
Démonstration. On se fixe 0 ¤ N ¤ N0. D’après le lemme 3.3.5 on peut appliquer le résultat
de Berthet-Mason à la classe G0. Avec un certain Dθ ¡ 0 et nθ ¡ 0 on peut construire sur
un même espace de probabilité des variables pXnqn indépendantes et de loi P et une suite
Gp0qn pG0q de versions de Gp0qpG0q tel que pour tout n ¥ nθ,
P

||αp0qn Gp0qn ||G0 ¡ Dθvn
	
¤ 12nθ , (3.24)
Par construction de la suite pGpNqn qN et en utilisant (3.21) on peut écrire que
max
0¤N¤N0
||αpNqn GpNqn ||F  max1¤N¤N0 ||α
pN1q
n pϕpNqpfqq GpN1qn pϕpNqpfqq   ΓpNqn pfq||F
 max
0¤N¤N0
||αp0qn pϕp1q      ϕpNqpfqq Gp0qn pϕp1q      ϕpNqpfqq   F pNqn pfq||F
¤ ||αp0qn Gp0qn ||G0   max0¤N¤N0 ||F
pNq
n ||F .
En utilisant (3.24), le lemme 3.3.6 et en posant Cθ  Dθ ζ, on obtient pour n suffisamment
grand (3.22). Le lemme de Borell-Cantelli appliqué à (3.22) avec θ ¡ 1 entraîne (3.23).
Avec le résultat précédent on a nécessairement que le processus empirique raké αpNqn pFq
converge en loi dans ℓ8pFq vers le P -pont brownien raké N fois GpNqpFq défini par (3.12).
Nous pouvons même grâce à l’approximation forte étendre cette convergence au vecteur
aléatoire constitué des processus empiriques rakés à tous les tours avant N0 vers le vecteur
des P -pont browniens rakés correspondant.
Proposition 3.3.8. Si F vérifie F .i, BR ou VC alors pour tout N0 P N, le vecteur
pαp0qn pFq, . . . , αpN0qn pFqq converge en loi dans ℓ8pF Ñ RN0 1q quand nÑ  8 vers le vecteur
pGp0qpFq, . . . ,GpN0qpFqq.
L’approximation forte du processus empirique raké nous permet de faciliter les études de
convergence faible de statistiques faisant intervenir αpNqn pFq en substituant ce dernier par
GpNqn pFq. Elle nous permet également d’exploiter les propriétés limites de ces statistiques à
travers celles de GpNqn pFq. Des exemples sont donnés dans les deux paragraphes qui suivent.
Inégalité de Berry-Esseen. Une conséquence possible et immédiate du résultat d’ap-
proximation forte donné par le théorème 3.3.7 est l’établissement d’une borne du type Berry-
Esseen pour la fonction de répartition du processus empirique raké. On note Φ la fonction de
répartition de la loi normale centrée réduite et L un ensemble de fonctions ϕ lipschitziennes
définies sur ℓ8pFq dont la constante de Lipschitz est bornée par C1    8 et telles que
ϕpGpNqq ait une densité bornée par C2    8 pour tout 0 ¤ N ¤ N0 et ϕ P L.
Proposition 3.3.9. Soit N0 P N et F0  F tel que
σ20  inftVarpGpNqpfqq : f P F0, 0 ¤ N ¤ N0u ¡ 0.
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Si F vérifie les conditions F .i, F .ii, BR ou VC alors presque sûrement il existe n0 P N tel
que pour tout n ¥ n0,
max
0¤N¤N0
sup
ϕPL,fPF0
sup
xPR
PϕpαpNqn q ¤ x	 PϕpGpNqq ¤ x	 ¤ C0C1C2vn, (3.25)
avec C0 ¡ C et C ¡ 0 donné par le théorème 3.3.7. En particulier, pour n ¥ n0,
max
0¤N¤N0
sup
fPF0
sup
xPR
PαpNqn pfq ¤ x	 PGpNqpfq ¤ x	 (3.26)
 max
0¤N¤N0
sup
fPF0
sup
xPR
P

?
n
PpNqn pfq  P pfqa
VarpGpNqpfqq ¤ x

 Φpxq
 ¤ C?2piσ0 vn.
Remarque 3.3.3. Les fonctions f P F surdéterminées par l’information auxiliaire apportée
par les P pApNqq ont des faibles variances VarpGpNqpfqq et doivent être exclues de la classe
F0. La proposition 3.3.9 est particulièrement utile dans le cas où F vérifie VC puisque vn
décroît polynomialement et autorise de travailler avec des grandes valeurs de C1, C2.
Démonstration. On applique le théorème 3.3.7 : pour tout 0 ¤ N ¤ N0, ϕ P L et n ¥ n0,
P

φpαpNqn q ¤ x
	
¤ 1
n2
  P
!
φpαpNqn q ¤ x
)
X
!αpNqn GpNqn F   Cvn)	
¤ 1
n2
  P

φpGpNqn q ¤ x  CC1vn
	
¤ 1
n2
  P

φpGpNqn q ¤ x
	
  CC1C2vn,
et
P

φpGpNqn q ¤ x CC1vn
	
¤ 1
n2
  P
!
φpGpNqn q ¤ x CC1vn
)
X
!αpNqn GpNqn F   Cvn)	
¤ 1
n2
  P

φpαpNqn q ¤ φpGpNqn q   CC1vn ¤ x
	
,
de telle sorte que
P

φpαpNqn q ¤ x
	
¥ P

φpGpNqn q ¤ x
	
 CC1C2vn  1
n2
.
L’inégalité (3.25) est montrée pour C0 ¡ C et n ¥ n0 suffisamment grand pour avoir 1{n2 ¤
pC0  CqC1C2vn. L’inégalité (3.26) est une conséquence de la première inégalité en prenant
le cas spécial où L  tϕf : f P F0u avec les fonctions lipschitziennes ϕf pgq  gpfq pour g P
ℓ8pFq, dont les constantes de Lipschitz sont bornées par 1 qui vérifie que ϕf pGpNqn q  GpNqn
et qui ont une densité gaussienne bornée par
1b
2piVarpGpNqn pfqq
¤ C2  1?2piσ0    8.
Nous donnons une application de ce résultat dans l’exemple suivant :
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Exemple 3.3.1 (Matrices de covariances rakées). Soient d P N et f1, . . . , fd P F . On
note CovpY q la matrice de covariance du vecteur aléatoire Y  pf1pXq, . . . , fdpXqq que
nous supposerons centré par soucis de simplicité. À la place de la covariance empirique
CovnpY q  n1°ni1 Y ti Yi on considère la version rakée
CovpNqn pY q 

pPpNqn pfifjqqi,j
	
.
On note ||  || la norme de Frobenius et on pose
ϕY pαpNqn q 
?
n
∥∥∥CovpNqn pY q  CovpY q∥∥∥ .
En d’autres termes,
ϕ2Y pαpNqn q 
d¸
i1
d¸
j1

αpNqn pfifjq
	2
, ϕ2Y pGpNqq 
d¸
i1
d¸
j1

GpNqpfifjq
	2
.
On observe dans le contexte de la proposition 3.3.9 que la fonction ϕY est p||||F , ||||q-Lipschitz
de constante C1  d. Clairement ϕY pGpNqq possède une densité bornée car ϕ2Y pGpNqq est une
forme quadratique de composants gaussiens et possède donc une distribution de χ2 modifiée.
Prendre un ensemble fini de ϕY nous assurerait l’hypothèse C2    8. Plus généralement, on
suppose que pf1, . . . , fdq appartient à un ensemble infini Ld  Fd de petite entropie vérifiant
des conditions de régularité telle que l’on ait C2    8 et tfifj : fi, fj P Fu qui vérifie BR.
La plus grande constante C2 des ensembles pLdqd¤d0 reste valable pour L  Yd¤d0Ld. Alors
la proposition 3.3.9 garantit que
max
0¤N¤N0
d¤d0
sup
pf1,...,fdqPLd
x¡0
PϕY pαpNqn q ¤ x	 PϕY pGpNqq ¤ x	 ¤ d0C0C1C2vn,
avec C0 ¡ C et C ¡ 0 donné par le théorème 3.3.7. Or pour toutN ¤ N0, d ¤ d0, pf1, . . . , fdq P
Ld et x ¡ 0,
P

ϕY pGpNqq ¤ x
	
¤ P

ϕY pGp0qq ¤ x
	
,
par la propriété de réduction de variance de la proposition 3.3.3 et notamment de la re-
marque 3.3.1. Asymptotiquement nous avons donc PpϕY pαpNqn q ¤ xq   PpϕY pαp0qn q ¤ xq  ε
uniformément sur les Y tels que PpϕY pGpNqq ¤ xq   PpϕY pGp0qq ¤ xq  2ε pour tout ε ¡ 0
fixé.
Biais et estimation de la variance. La puissance de l’approximation forte donnée par
le théorème 3.3.7 nous permet d’établir le résultat suivant concernant le biais et l’estimation
de la variance du processus empirique raké :
Proposition 3.3.10. Si F vérifie F .i, F .ii, VC ou BR alors pour tout N0 P N,
lim sup
nÑ 8
?
n
vn
max
0¤N¤N0
sup
fPF
ErPpNqn pfqs  P pfq ¤ C,
lim sup
nÑ 8
n
vn
sup
f,gPF
CovpPpNqn pfq,PpNqn pgqq  1nCovpGpNqpfq,GpNqpgqq
 ¤
c
8
pi
CσF ,
lim sup
nÑ 8
n
vn
sup
fPF
VarpPpNqn pfqq  1nVarpGpNqpfqq
 ¤
c
8
pi
CσF ,
où C ¡ 0 et pvnqnPN sont donnés par le théorème 3.3.7 et σ2F  supfPF VarpfpXqq.
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Démonstration. (i). Le théorème 3.3.7 implique pour tout f P F ,
PpNqn  P
	
pfq  1?
n
GpNqn pfq   1?nR
pNq
n pfq, (3.27)
où GpNqn pFq est une suite de versions du processus gaussien GpNqpFq définie par (3.12) et la
suite aléatoire rpNqn  ||RpNqn ||F vérifie
rpNqn ¤ ||GpNqn ||F   ||αpNqn ||F ¤ ||GpNqn ||F   2MF
?
n, lim
nÑ 8
r
pNq
n
vn
¤ C p.s.
Nous devons faire attention à l’espérance, la variance et la covariance de l’erreur d’approxi-
mation RpNqn pFq. Puisque GpNqn pFq est un processus gaussien centré, le biais de PpNqn pFq est
borné par
sup
fPF
?
n
vn
ErPpNqn pfqs  P pfq  sup
fPF
 1vnErRpNqn pfqs
 ¤ E

r
pNq
n
vn

. (3.28)
On se fixe des paramètres K ¡ 0, θ0 ¡ 1 aussi grands que l’on souhaite et on pose an ?
K logn. Pour γ ¡ 1, ε ¡ 0, θ ¡ 1 et k P N on pose les événements
An  trpNqn ¤ pCθ   εqvnu, Bn  t||GpNqn ||F ¤ anu, Cn,k 
!
γk1an ¤ ||GpNqn ||F ¤ θkan
)
.
D’après le théorème d’approximation forte 3.3.7 appliqué au paramètre θ0, PpACn q   1{nθ0 .
Pour n suffisamment grand, vn ¡ an{?n et par suite
1
vn
ErrpNqn s  E

r
pNq
n
vn
1An

  E

r
pNq
n
vn
1ACnXBn

  E

r
pNq
n
vn
1ACnXBCn

¤ pCθ   εq   an   2MF
?
n
vn
PpACn q   E

r
pNq
n
vn
1BCn

¤ Cθ   2ε 
 8¸
k1
E

r
pNq
n
vn
1Cn,k

.
D’après le théorème 3.3.3, GpNqpFq vérifie sous BR ou VC,
Er||GpNq||F s    8, sup
fPF
VarpGpNqpfqq ¤ σ2F    8,
Er||GpNq||2F s ¤ C2F  σ2F   Er||GpNq||F s2    8,
ce qui entraîne d’après l’inégalité de Borell-Sudakov, pour toute version GpNqn de GpNq,
Pp||GpNqn ||F ¡ λq ¤ 2 exp

 λ
2
8C2F


. (3.29)
Ainsi en utilisant (3.29) on obtient pour θ ¡ 1 et des valeurs de n suffisamment grandes pour
avoir vn ¡ 4MF{?n ¡ 2an{n,
E

r
pNq
n
vn
1Cn,k

¤ θ
kan   2MF?n
vn
PpCkq ¤ θknPp||GpNqn ||F ¡ θk1anq
¤ 2θkn exp

pθ
k1anq2
8C2F


,
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et la série suivante converge vers une somme arbitrairement petite,
 8¸
k1
E

r
pNq
n
vn
1Cn,k

¤ 2n exp

 a
2
n
8C2F

  8¸
k1
θk exp



θ2pk1q  1
8C2F


a2n


¤ n exp

K logn8C2F

  8¸
k1
2eθk exppθ2pk1qq ¤ 1
nδ
,
où δ   K{8C2F  1. Il s’ensuit que (3.28) est finalement bornée par Cθ.
(ii). En utilisant (3.27) et la décomposition biais-variance, le risque quadratique est
contrôlé par
E

pPpNqn pfq  P pfqq2

 1
n
VarpGpNqpfqq

ErPpNqn pfqs  P pfq2   1nVarpRpNqn pfqq   2nCovpGpNqn pfq,RpNqn pfqq.
D’après la première étape, le premier terme est de l’ordre de C2θv2n{n. Il nous reste à borner
les deux derniers termes. Soit ε ¡ 0, spNqn  prpNqn q2 et n suffisamment grand pour avoir
vn ¡ an{?n, an  K?logn   ?n. On obtient pour θ0  2,
1
v2n
sup
fPF
E

RpNqn pfq2

¤ E

s
pNq
n
v2n
1An

  E

s
pNq
n
v2n
1AcnXBn

  E

s
pNq
n
v2n
1AcnXBcn

¤ pCθ   εq2  

an   2MF?n
vn
2
PpAcnq   E

s
pNq
n
v2n
1Bcn

¤ pCθ   2εq2  

3MF
?
n
logn

2 1
n2
 
 8¸
k1
E

s
pNq
n
v2n
1Cn,k

¤ pCθ   3εq2  
 8¸
k1
θ2kn2P

}GpNqn }F ¡ θk1an
	
¤ pCθ   4εq2,
la série étant bornée par son premier terme n2 exppa2n{8C2F q multiplié par une série conver-
gente, en utilisant à nouveau (3.29) avec K ¡ 16C2F . Nous avons borné notre premier terme
par
lim sup
nÑ 8
1
v2n
sup
fPF
Var

RpNqn pfq
	
¤ lim sup
nÑ 8
1
v2n
ErspNqn s ¤ C2θ .
Concernant le terme avec la covariance il vient
1
vn
CovGpNqn pfq,RpNqn pfq	  1vn
E GpNqn pfqRpNqn pfq
¤ TAnpfq   TAcnXBnpfq   TAcnXBcnpfq,
où
TDpfq  E
GpNqn pfq rpNqnvn 1D

, D P tAn, Acn XBn, Acn XBcnu .
Or,
TAnpfq ¤ E
GpNqn pfq pCθ   εq1An ¤ pCθ   εqσFE r|N p0, 1q|s .
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En utilisant le fait que PpACn q   1{n2 on voit que
TACnXBnpfq ¤ E

an

2M
?
n  an
vn


1ACnXBn

¤ an

3MF
?
n
vn


1
n2
¤ ε.
Enfin pour gpNqn  }GpNqn }F , K et n suffisamment grand, il vient d’après (3.29),
TAcnXBcnpfq ¤ E

gpNqn

2MF
?
n  gpNqn
vn

1BCn


 8¸
k1
E

gpNqn

2MF
?
n  gpNqn
vn

1Cn,k

¤
 8¸
k1
θ2ka2nnP
GpNqn F ¡ θk1an	 ¤ ε.
La borne établie ci-dessus ne dépend pas de f . Au final,
lim sup
nÑ 8
n
vn
sup
fPF
E pPpNqn pfq  P pfqq2 1nVGpNqpfq	
 ¤
c
8
pi
CθσF .
(iii). Étendons l’étape précédente au cas de la covariance. Avec la première étape, pour
n suffisamment grand nous avons queCovPpNqn pfq,PpNqn pgq	 E pPpNqn pfq  P pfqqpPpNqn pgq  P pgqq

ErPpNqn pfqs  P pfq	ErPpNqn pgqs  P pgq	   C2θ v2nn .
Avec les bornes établies à l’étape 2, on aE pPpNqn pfq  P pfqqpPpNqn pgq  P pgqq 1nCovGpNqpfq,GpNqpgq	

¤ 1
n
E
GpNqn pfqRpNqn pgq  1nE GpNqn pgqRpNqn pfq  1nERpNqn pfqRpNqn pgq	
¤ 2
n
sup
fPF
E
GpNqn pfq rpNqn   1nEspNqn 	
¤ 2
n
pCθ   εqσF
c
2
pi
vn   1
n
pCθ   εq2v2n.
3.4 Résultats non-asymptotiques avec deux partitions
Motivation. Dans le cas où on applique le Raking-Ratio itérativement et périodiquement
sur un nombre fini de partitions, la loi du logarithme itéré établie par la proposition 3.2.3
est insatisfaisante pour montrer que la mesure PpNqn pFq converge quand N Ñ  8. En effet,
la borne donnée exige de prendre un n très grand pour compenser des valeurs de N même
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petites, à cause de la dépendance exponentielle en N issue de cette proposition. Or comme
nous avons précédemment dit que l’algorithme se stabilisait dans ce cas en un nombre fini
et très petit de tours, nous avons l’espoir de trouver une borne plus satisfaisante qui prend
en compte le fait que l’on ratisse périodiquement.
Notation. Nous allons étudier le cas du ratissage de deux partitions A  tA1, . . . , Am1u
et B  tB1, . . . , Bm2u, le cas de plusieurs partitions se montre de manière similaire. On
peut exprimer la mesure empirique associée à la méthode du Raking-Ratio avec des suites
papNqn,i q1¤i¤m1 , pbpNqn,j q1¤j¤m2 de la manière suivante. Pour tout 1 ¤ i ¤ m1 et 1 ¤ j ¤ m2,
a
p0q
n,i  PnpAiq, bp0qn,j  PnpBjq, si N est pair alors apN 1qn,i  P pAiq{
°m2
j1 b
pNq
n,j Pnp1AiXBj q,
b
pN 1q
n,j  bpNqn,j , et siN est impair alors apN 1qn,i  apNqn,i , bpN 1qn,j  P pBjq{
°m1
i1 a
pNq
n,i Pnp1AiXBj q.
Pour tout N P N la mesure empirique PpNqn pFq s’exprime donc avec les coefficients introduits
précédemment par
PpNqn pfq 
m1¸
i1
m2¸
j1
a
pNq
n,i b
pNq
n,j Pnpf1AiXBj q.
Elle vérifie comme attendu Pp2N1qn pAiq  P pAiq et Pp2Nqn pBjq  P pBjq pour tout N P N.
Résultats. Ireland et Kullback[50] ont montré que les suites apNqn,i et bpNqn,i convergeaient
quand N Ñ  8 vers des réels ap8qn,i et bp8qn,j pour tout 1 ¤ i ¤ m1 et 1 ¤ j ¤ m2. Puisque
la mesure Pn converge presque sûrement vers P pour les indicatrices des ensembles Ai XBj
et que P vérifie naturellement l’information auxiliaire, nécessairement les réels ap8qn,i , bp8qn,j
sont de limite 1 quand n Ñ  8. On pose Pp8qn pfq  °i¤m1,j¤m2 ap8qn,i bp8qn,j Pnpf1AiXBj q lamesure associée au Raking-Ratio après stabilisation i.e. quand N Ñ  8. Le résultat suivant
montre que la mesure empirique rakée PpNqn converge quand N Ñ  8 vers la vraie mesure
de probabilité P .
Proposition 3.4.1. Pour tout N,n P N,
||PpNqn  Pp8qn ||F ¤MF max
i,j
|apNqn,i bpNqn,j  ap8qn,i bp8qn,j |,
||Pp8qn  P ||F ¤ 1σF
c
LLpnq
2n  MF maxi,j |a
p8q
n,i b
p8q
n,j  1|,
où les maximums sont pris pour 1 ¤ i ¤ m1 et 1 ¤ j ¤ m2.
Démonstration. Pour tout n,N P N,
||PpNqn  Pp8qn ||F  sup
fPF
m1¸
i1
m2¸
j1
papNqn,i bpNqn,j  ap8qn,i bp8qn,j qPnpf1AiXBj q

¤MF max
i,j
|apNqn,i bpNqn,j  ap8qn,i bp8qn,j |
m1¸
i1
m2¸
j1
PnpAi XBjq
¤MF max
i,j
|apNqn,i bpNqn,j  ap8qn,i bp8qn,j |,
||Pp8qn  P ||F ¤ ||Pp8qn  Pn||F   ||Pn  P ||F .
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D’après la loi du logarithme itéré donnée par la proposition 3.2.3, ||PnP ||F ¤
a
LLpnq{2nσ2F .
De plus,
||Pp8qn  Pn||F  sup
fPF
m1¸
i1
m2¸
j1
pap8qn,i bp8qn,j  1qPnpf1AiXBj q

¤MF max
i,j
|ap8qn,i bp8qn,j  1|.
3.5 Résultat asymptotiques avec deux partitions
3.5.1 Expression du processus gaussien raké
Motivation Nous allons étudier plus précisément le cas particulier où on applique le
Raking Ratio en boucle sur deux ensembles A et B. Dans le cas particulier du mélange de
deux information auxiliaire, l’expression (3.13) se simplifie.
Notation. On conserve la même notation que la partie précédente : on note pPA|Bqi,j 
P pAj |Biq, pPB|Aqi,j  P pBj |Aiq et
GrAs  pGpA1q, . . . ,GpAm1qqt, Ep1qrf s  pErf |A1s, . . . ,Erf |Am1sqt ,
GrBs  pGpB1q, . . . ,GpBm2qqt, Ep2qrf s  pErf |B1s, . . . ,Erf |Bm2sqt .
L’expression du processus associé à la méthode du Raking Ratio dans le cas de deux in-
formations auxiliaires est donnée par la proposition suivante. Nous conviendrons pour la
proposition suivante qu’une somme dont la borne supérieure est négative est nulle et qu’une
puissance négative d’une des deux matrices PA|BPB|A ou PB|APA|B est nulle.
Proposition 3.5.1. Soit N P N. Si N est pair alors
GpNqpfq  Gpfq 
N{21¸
k0
pPB|APA|Bqk  pEp1qrf s PB|AEp2qrf sq
tGrAs

N{22¸
k0
pPA|BPB|Aqk  pEp2qrf s PA|BEp1qrf sq   pPA|BPB|AqN{21Ep2qrf s
tGrBs,
et si N est impair alors
GpNqpfq  Gpfq 
N32¸
k0
pPB|APA|Bqk  pEp1qrf s PB|AEp2qrf sq   pPB|APA|BqpN1q{2Ep1qrf s
tGrAs

N32¸
k0
pPA|BPB|Aqk  pEp2qrf s PA|BEp1qrf sq
tGrBs.
Démonstration. Nous montrons ce résultat par récurrence double. Pour N  0 et N  1 la
proposition est vraie compte tenu du fait que Gp0q  G par définition et Gp1q  pG. Supposons
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que la propriété soit vérifiée pour un rang N,N   1 avec N pair. Alors
GpN 2qpfq  GpN 1qpfq  Ep2qrf st GpN 1qrBs,
GpN 3qpfq  GpN 2qpfq  Ep1qrf st GpN 2qrAs,
où
GpN 1qrBs : pGpN 1qpB1q, . . . ,GpN 1qpBm2qqt,
GpN 2qrAs : pGpN 2qpA1q, . . . ,GpN 2qpAm1qqt.
Grâce à la notation matricielle, on peut dire que
GpN 1qrBs  GrBs 
N2 1¸
k0
pPB|APA|BqkpPB|A PB|AIdm1q   pPB|APA|BqN2 PB|A
tGrAs

N2 1¸
k0
pPA|BPB|AqkpIdm2 PA|BPB|Aq
tGrBs
 

pPB|APA|BqN{2PB|A
t
GrAs  

pPA|BPB|AqN{2
t
GrBs.
En réunissant les termes qui factorisent GrAs et GrBs dans les expressions de GpN 1qpfq et
GpN 1qrBs on retrouve l’expression voulue au rang N   2. On fait de même pour le rang
N   3.
On note pour toutN ¥ 0 les matrices SpNq1,pairpfq, SpNq1,impairpfq PMm1,1pRq et SpNq2,pairpfq, SpNq2,impairpfq P
Mm2,1pRq définies par
S
pNq
1,pairpfq 
N¸
k0
pPB|APA|Bqk  pEp1qrf s PB|AEp2qrf sq, (3.30)
S
pNq
2,impairpfq 
N¸
k0
pPA|BPB|Aqk  pEp2qrf s PA|BEp1qrf sq, (3.31)
S
pNq
2,pairpfq  SpNq2,impair   pPA|BPB|AqN 1Ep2qrf s, (3.32)
S
pNq
1,impairpfq  SpNq1,pair   pPB|APA|BqN 1Ep1qrf s. (3.33)
Le lien entre ces matrices et le processus itératif est donné par la proposition 3.5.1. En
conservant la convention adoptée plus haut, pour tout N P N,
Gp2Nqpfq  Gpfq 

S
pN1q
1,pair pfq
	t
GrAs 

S
pN2q
2,pair pfq
	t
GrBs, (3.34)
Gp2N 1qpfq  Gpfq 

S
pN1q
1,impairpfq
	t
GrAs 

S
pN1q
2,impairpfq
	t
GrBs. (3.35)
3.5.2 Limite du processus gaussien raké
Matrices limites. Intéressons-nous à la convergence des matrices définies ci-dessus et
leur limite éventuelle. Par soucis de simplicité, nous ne noterons pas nécessairement que ces
matrices dépendent de f .
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Lemme 3.5.2. Les matrices PA|BPB|A et PB|APA|B sont stochastiques et leur mesure inva-
riante est respectivement P rBs : pP pB1q, . . . , P pBm2qqt et P rAs : pP pA1q, . . . , P pAm1qqt.
Démonstration. Les matrices PA|B et PB|A étant stochastiques il en va de même par stabilité
du produit pour les matrices étudiées. Par symétrie, il en va de même pour PB|APA|B.
Vérifions que P rAs est mesure invariante de la matrice PB|APA|B :
pP rAst PB|APA|Bqk 
¸
i¤m1
P pAiq  pPB|APA|Bqi,k 
¸
i¤m1
P pAiq 
 ¸
l¤m2
pPB|Aqi,lpPA|Bql,k


¸
i¤m1
P pAiq 
 ¸
l¤m2
P pBl|AiqP pAk|Blq


¸
l¤m2
P pBlqP pAk|Blq  P pAkq.
De la même manière, on montre que P rBs est la mesure invariante de la matrice PA|BPB|A.
Nous ferons l’hypothèse supplémentaire dans tout le raisonnement qui suit :
Hypothèse (d’ergodicité). Les matrices PA|BPB|A et PB|APA|B sont ergodiques.
Remarque 3.5.1. L’hypothèse d’ergodicité nous permettra de montrer la convergence de la
méthode de Raking Ratio. Elle est en particulier vérifiée si les matrices PA|B et PB|A sont
strictement positives. Une condition suffisante qui peut correspondre à certains cas d’études
est que les événements Ai XBj soient tous de probabilité non nulle.
Puisque les matrices PA|BPB|A et PB|APA|B sont stochastiques d’après le lemme 3.5.2 il
existe des matrices U, V P GLm1pRq, U 1, V 1 P GLm2pRq et A PMm11, A1 PMm21 vérifiant
V  U1, V 1  U 11 et
PB|APA|B  U

1 0M1,m11
0Mm11,1 A


V, PA|BPB|A  U 1

1 0M1,m21
0Mm21,1 A1


V 1.
(3.36)
On peut supposer que les matrices U,U 1 contiennent des 1 sur leur première colonne (puisque
c’est un vecteur propre associé à la valeur propre 1) et par conséquence les matrices V, V 1
contiennent respectivement sur leur première ligne les vecteurs P rAs, P rBs (puisque d’après
le lemme 3.5.2 ces vecteurs sont les vecteurs propres à gauche associées à 1 des matrices
concernées).
Lemme 3.5.3. Les matrices A,A1 vérifient
lim
kÑ 8A
k  0Mm11 , limkÑ 8A
1k  0Mm21 .
Démonstration. On note A  D   N et A1  D1   N 1 la décomposition de Dunford des
matrices A,A1. Il existe des matrices ∆,∆1 diagonales, des matrices P, P 1 inversibles tels que
D  P∆P1, D1  P 1∆1P 11.
En particulier, les éléments diagonaux de ∆ et ∆1 sont de module strictement inférieur à 1
(puisque c’est le cas des valeurs propres de A,A1 et donc de D,D1) donc
lim
kÑ 8∆
k  0, lim
kÑ 8∆
1k  0,
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ce qui entraîne que
lim
kÑ 8D
k  0, lim
kÑ 8D
1k  0.
Enfin, on note n et n1 les indices de nilpotence de N et N 1. Alors, puisque les matrices D,D1
commutent respectivement avec les matrices N,N 1 :
Ak 
n1¸
j0

k
j


N jDkj , A1k 
n1¸
j0

k
j


N 1jD1kj .
Les matrices Ak, A1k s’écrivent comme une somme finie de termes convergeant vers la matrice
nulle quand k tend vers l’infini. Ces matrices convergent donc vers la matrice nulle.
Lemme 3.5.4. Les matrices stochastiques PB|APA|B et PA|BPB|A vérifient :
lim
kÑ 8pPB|APA|Bq
k  pEp1qrf s PB|AEp2qrf sq  0Mm1,1 ,
lim
kÑ 8pPA|BPB|Aq
k  pEp2qrf s PA|BEp1qrf sq  0Mm2,1 .
Démonstration. D’après le lemme 3.5.2 et par ergodicité les matrices ppPB|APA|Bqkqk et
ppPA|BPB|Aqkqk convergent respectivement vers
 P rAst...
P rAst
 et
 P rBst...
P rBst
. D’une part, P rAst 
Ep1qrf s  °j1¤m1 P pAj1qErf |Aj1s  Erf s et d’autre part
P rAst PB|AEp2qrf s 
¸
j1¤m1
P pAj1qpPB|AEp2qrf sqj1 
¸
j1¤m1
j2¤m2
P pAj1 XBj2qErf |Aj1 XBj2s  Erf s.
La première relation est donc montrée. La seconde se démontre mutatis mutandis.
Remarque 3.5.2. En notation matricielle et d’après le lemme 3.5.3 cela revient à dire que
U

1 0M1,m11
0Mm11,1 0Mm11


V  pEp1qrf s PB|AEp2qrf sq  0Mm1,1 ,
U 1

1 0M1,m21
0Mm21,1 0Mm21


V 1  pEp2qrf s PA|BEp1qrf sq  0Mm2,1 .
On est donc à même de déterminer la convergence des matrices intervenant dans la méthode
du Raking-Ratio définies plus haut. En particulier les matrices associées à GrAs et celles
associées à GrBs ne sont pas les mêmes :
Proposition 3.5.5. Les matrices SpNqi,pairpfq et SpNqi,impairpfq pour i  t1, 2u définies par les
relations (3.30), (3.32), (3.33) et (3.31) sont convergentes. Si on note Si,pairpfq et Si,impairpfq
les limites des matrices SpNqi,pairpfq et SpNqi,impairpfq pour i  t1, 2u alors on a les relations
S1,impairpfq  S1,pairpfq   Ep0,1qrf s, S2,pairpfq  S2,impairpfq   Ep0,2qrf s,
avec Ep0,iqrf s : pErf s, . . . ,Erf sqt PMmi,1pRq pour i  1, 2. De plus, il existe 0 ¤ λ1, λ2   1,
une constante universelle K ¡ 0 tels que pour toutes normes vectorielles ∥∥m1 , ∥∥m2 sur
Rm1 et Rm2 , pour tout i  1, 2 et N P N,
sup
fPF
∥∥∥SpNqi,pairpfq  Si,pairpfq∥∥∥
m1
¤ KMFλN1 , (3.37)
sup
fPF
∥∥∥SpNqi,impairpfq  Si,impairpfq∥∥∥
m2
¤ KMFλN2 .
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Démonstration. Les matrices Idm11  A et Idm21  A sont inversibles (puisque 1 est une
valeur propre de multiplicité 1 pour les matrices PB|APA|B et PA|BPB|A) d’où
N¸
k0
pPB|APA|Bqk  U

N   1 0M1,m11
0Mm11,1
°N
k0Ak


V
 U

N   1 0M1,m11
0Mm11,1 pIdm11 Aq1  pIdm11 AN 1q


V,
N¸
k0
pPA|BPB|Aqk  U 1

N   1 0M1,m21
0Mm21,1 pIdm21 A1q1  pIdm21 A1N 1q


V 1.
En utilisant le lemme 3.5.4 (et notamment la remarque 3.5.2 de ce lemme), on a que
S
pNq
1,pairpfq  U

0 0M1,m11
0Mm11,1 pIdm11 Aq1  pIdm11 AN 1q


V  pEp1qrf s PB|AEp2qrf sq,
S
pNq
2,impairpfq  U 1

0 0M1,m21
0Mm21,1 pIdm21 A1q1  pIdm21 A1N 1q


V 1  pEp2qrf s PA|BEp1qrf sq.
Les deux matrices ci-dessus convergent d’après le lemme 3.5.3 respectivement vers les ma-
trices
S1,pairpfq  U

0 0M1,m11
0Mm11,1 pIdm11 Aq1


V  pEp1qrf s PB|AEp2qrf sq, (3.38)
S2,impairpfq  U 1

0 0M1,m21
0Mm21,1 pIdm21 A1q1


V 1  pEp2qrf s PA|BEp1qrf sq. (3.39)
Les convergences des matrices SpNq1,impair et SpNq2,pair vers des matrices S1,impair et S2,pair et les
relations entre les différentes matrices limites données par la proposition se déduisent du
fait que, comme rappelé dans la preuve du lemme 3.5.4, les matrices ppPB|APA|Bqkqk et
ppPA|BPB|Aqkqk convergent respectivement vers

P rAst
...
P rAst


et

P rBst
...
P rBst


ce qui entraîne
que
lim
kÑ 8pPB|APA|Bq
k  Ep1qrf s  Ep0,1qrf s, lim
kÑ 8pPA|BPB|Aq
k  Ep2qrf s  Ep0,2qrf s.
Montrons maintenant que la première concentration donnée par (3.37) est vraie, la suivante
se démontre mutatis mutandis. Soit λ1  ρpAq   ε avec ε ¡ 0 suffisamment petit pour
avoir λ1   1. Il existe alors une norme ||  || sur Rm11 vérifiant |||A||| ¤ λ1. On note
||  ||1 la norme qui à x  px1, . . . , xm1q P Rm1 associe |x1|   ∥px2, . . . , xm1qt∥ et |||  |||1
sa norme subordonnée. Cette norme matricielle vérifie en particulier pour toute matrice
B PMm11, |||
 0 0M1,m11
0Mm11,1 B
	
|||1  |||B|||. Alors,
∥∥∥SpNq1,pairpfq  S1,pairpfq∥∥∥1 ¤ ∣∣∣∣∣∣∣∣∣∣∣∣U  0 0M1,m110Mm11,1 pIdm11 Aq1AN 1


V
∣∣∣∣∣∣∣∣∣∣∣∣1 ∥∥∥Ep1qrf s PB|AEp2qrf s∥∥∥1
¤ |||pIdm11 Aq1|||  |||A|||N 1 K1||Ep1qrf s PB|AEp2qrf s||8,
où K1 ¡ 0 vérifie ||  ||1 ¤ K1||  ||8. Le premier facteur ne dépend ni de N , ni de F . Le second
facteur est majoré par λN 11 tandis que le dernier facteur peut être majoré par 2K1MF .
Finalement,
sup
fPF
∥∥∥SpNq1,pairpfq  S1,pairpfq∥∥∥ ¤ 2|||pIdm11 Aq1|||K1MFλN 11 .
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L’inégalité (3.37) résulte de l’équivalence des normes.
Processus gaussien limite. Nous allons donner et démontrer le résultat principal de
cette partie. Il justifie la convergence de la méthode de Raking Ratio et donne l’expression
du processus limite quand le nombre d’itérations tend vers l’infini. Malgré la différence des
limites des matrices 1 et 2 donnée par la parité, le processus limite est le même. Autrement
dit, la différence est compensée en termes de processus.
Théorème 3.5.6. La suite de processus pGpNqqN converge presque sûrement dans ℓ8pFq
quand N tend vers l’infini vers le processus gaussien centré Gp8q indexé par la classe de
fonctions F et défini par
Gp8qpfq  Gpfq  S1,pairpfqt GrAs  S2,impairpfqt GrBs.
De plus, il existe K ¡ 0 tel que
dLP pGpNq,Gp8qq ¤ K
?
N maxpλ1, λ2qN{2,
où 0   λ1, λ2   1 sont donnés par la proposition 3.5.5.
Remarque 3.5.3. Ce théorème peut être vu comme l’équivalent stochastique de la vitesse
déterministe obtenue par Franklin et Lorentz [43] vis-à-vis de l’algorithme de Sinkhorn. Une
recherche plus poussée qui combinerait les deux résultats pourrait renforcer ces résultats.
Remarque 3.5.4. Les matrices PA|B,PB|A ainsi que les vecteurs Erf |As,Erf |Bs ne sont pas
connus sans information supplémentaire. Ils peuvent être néanmoins estimés uniformément
sur F quand nÑ  8 afin d’évaluer les distributions de GpNq et Gp8q et de pouvoir établir des
tests statistiques ou des estimateurs. Enfin, les constantes K,λ1, λ2 dépendent des matrices
stochastiques PA|B,PB|A : elles peuvent donc être estimées avec une vitesse en 1{?n en
probabilité et fournissent une évaluation de la borne d’erreur de dLP pGpNq,Gp8qq.
Démonstration. D’après la proposition 3.5.5, le processus empirique associé à la méthode du
Raking Ratio converge respectivement dans les cas pair et impair vers les processus gaussiens
centrés Gp8qpair,Gp8qimpair indexés par F et définis par
Gp8qpairpfq  Gpfq  S1,pairpfqt GrAs  S2,pairpfqt GrBs
 Gpfq  S1,pairpfqt GrAs  pS2,impairpfq   Ep0,2qrf sqt GrBs
 Gp8qpfq  Ep0,2qrf st GrBs
Gp8qimpairpfq  Gpfq  S1,impairpfqt GrAs  S2,impairpfqt GrBs
 Gpfq  pS1,pairpfq   Ep0,1qrf sqt GrAs  S2,impairpfqt GrBs
 Gp8qpfq  Ep0,1qrf st GrAs.
Ces processus sont les mêmes car Ep0,1qrf st  GrAs  Erf s°j¤m1 GpAjq  Erf sGp1q  0 et
Ep0,2qrf st  GrBs  0 d’où Gp8qpair  Gp8qimpair. En utilisant (3.34) et (3.35), on obtient presque
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sûrement les inégalités
||Gp2Nq Gp8qpair||F 
∥∥∥pSpN1q1,pair  S1,pairqtGrAs   pSpN2q2,pair  S2,pairqtGrBs∥∥∥F
¤ m1 max
i1,...,m1
|GpAiq| ||SpN1q1,pair  S1,pair||F
 m2 max
i1,...,m2
|GpBiq| ||SpN2q2,pair  S2,pair||F
¤ CZmaxpλ1, λ2qN2,
||Gp2N 1q Gp8qimpair||F ¤ CZmaxpλ1, λ2qN1,
où C  2maxpK,K 1qMF pm1   m2q, Z  maxi1,...,m1 |GpAiq|   maxi1,...,m2 |GpBiq| et
0   K,K 1, 0   λ1, λ2   1 sont donnés par la proposition 3.5.5.
En conclusion Gp8q est le processus limite quand on fait tendre n Ñ  8 puis N Ñ  8.
Même si n est grand, il serait judicieux de prendre des valeurs faibles pour N afin de s’assurer
d’avoir des bornes de majoration satisfaisantes.
3.6 Exemples numériques
3.6.1 Calcul d’une moyenne rakée
Exemple d’une moyenne rakée. La manière usuelle de calculer la moyenne deX1, . . . , Xn
est d’additionner les données Xi multipliées par les poids wi  1{n. Si on a une information
auxiliaire P rApNqs  pP pApNq1 q, . . . , P pApNqmN qq pour 1 ¤ N ¤ N0 on vaut changer itérative-
ment les poids initiaux wi par des nouveaux poids wpNqi tels que
°n
i1 w
pNq
i et
n¸
i1
w
pNq
i 1
pNq
Aj
pXiq  P pApNqj q,
pour tout 1 ¤ N ¤ N0 et 1 ¤ j ¤ mN . Il faut avoir en mémoire que cela n’implique pas que°n
i1 w
pN1q
i 1
pN2q
Aj
pXiq  P pApN2qj q avec N1  N2 et 1 ¤ j ¤ N2. Pour cet exemple on prend
N0  2,Ap2q  tA1, A2, A3u,B  tB1, B2u et on génère des variables aléatoires normales Xi
avec des variances fixées σ2  0.1 et tel que la probabilité et l’espérance conditionnelle sont
données par le tableau suivant :
P pAi XBjq A1 A2 A3
B1 0.2 0.25 0.1
B2 0.25 0.1 0.1
Tab. 3.1: Probabilités des ensembles
ErX|Ai XBjs A1 A2 A3
B1 0.75 -0.5 1
B2 0.5 0.25 -0.5
Tab. 3.2: Espérance conditionnelle
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En particulier,
P rAs  pP pA1q, P pA2q, P pA3qq  p0.45, 0.35, 0.2q,
P rBs  pP pB1q, P pB2qq  p0.55, 0.45q,
P pXq  ErXs  0.225,
ErX|As  pErX|A1s,ErX|A2s,ErX|A3sq  p0.611,0.286, 0.25q,
ErX|Bs  pErX|B1s,ErX|B2sq  p0.227, 0.222q.
On génère n  10 valeurs et on obtient les données suivantes :
Xi A B
0.953 1 1
0.975 1 1
0.058 1 1
-0.766 2 1
-0.644 2 1
-0.819 2 1
0.028 2 2
0.627 2 2
1.04 3 1
-0.904 3 2
Tab. 3.3: Variables aléatoires générées
Dans ce cas la moyenne usuelle correspond à la somme de tous les Xi sur 10, c’est-à-dire
qu’on assigne un poids 1{n  0.1 à chaque Xi et on obtient PnpXq  0.055. Quand on rake
une fois on assigne les poids 0.15, 0.07, 0.1 aux individus appartenant respectivement aux
ensembles A1, A2, A3. La moyenne rakée pour N  1 vaut
Pp1qn pXq  0.15 P pA1qPnpA1q   0.07
P pA2q
PnpA2q   0.1
P pA3q
PnpA3q  0.2.
Quand l’algorithme est stabilisé les poids finaux sont donnés par le tableau suivant :
w
p8q
i A1 A2 A3
B1 0.15 0.024 0.029
B2 X 0.139 0.17
Tab. 3.4: Poids rakés finaux
Notons que la croix dans le tableau signifie que l’on n’a pas géénré de variable aléatoire
appartenant à A1XB2 dû à la faible valeur de n. La moyenne rakée finale est Pp8qn pXq  0.212
qui est plus proche de P pXq que la moyenne usuelle PnpXq.
3.6.2 Calcul de S1,pairpfq et S2,impairpfq
Pour déterminer de manière numérique les limites S1,pairpfq et S2,impairpfq il est possible
de faire une décomposition spectrale des matrices stochastiques PA|BPB|A et PB|APA|B et
de supprimer la valeur 1 de la matrice contenant les valeurs propres. Plus précisément :
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Proposition 3.6.1. On note ψ l’application qui, à une matrice A admettant pour décom-
position spectrale A  P

1 0
0 B


P1 avec B P GLnpRq vérifiant Idn  B P GLnpRq, lui
supprime la valeur propre 1, i.e. lui associe la matrice P

0 0
0 B


P1. Alors,
S1,pairpfq  ψ
 pId ψpPB|APA|Bqq1  pEp1qrf s PB|AEp2qrf sq,
S2,impairpfq  ψ
 pId ψpPA|BPB|Aqq1  pEp2qrf s PA|BEp1qrf sq.
Démonstration. Avec les relations (3.36), (3.38) et (3.39), il suffit de vérifier que
ψ

Id ψ

1 0M1,m11
0Mm11,1 A


1


0 0M1,m11
0Mm11,1 pIdm11 Aq1


,
ψ

Id ψ

1 0M1,m21
0Mm21,1 A1


1


0 0M1,m21
0Mm21,1 pIdm21 A1q1


.
Ces relations sont immédiates par définition de ψ.
Il est possible d’estimer les matrices S1,pairpfq, S2,impairpfq en utilisant le résultat précédent
avec les estimés empiriques de PB|A,PA|B et de Ep1qrf s,Ep2qrf s.
3.6.3 Simulation du processus empirique raké
Un moyen de tester numériquement nos résultats théoriques est de générer des variables
aléatoires tout en ayant la main sur l’information auxiliaire. Nous avons pris deux parti-
tions A  tA1, . . . , Am1u et B  tB1, . . . , Bm2u dont nous pouvons contrôler la taille et
la probabilité d’appartenir aux ensembles de ces partitions. La simulation génère des va-
riables normales de même variance paramétrable, appartenant avec probabilité P pAi X Bjq
à l’ensemble Ai XBj et de moyenne dépendant de l’ensemble auquel la variable appartient.
L’objectif de cette simulation était de vérifier que la loi asymptotique des estimateurs rakés,
par exemple de la moyenne ou de la variance des Xi, suivait bien la loi limite donnée par
le théorème 3.5.6 quelque soit les paramètres d’entrée du programme. Par la méthode de
Monte-Carlo on voit numériquement d’une part le processus empirique raké αpNqn converger
vers une gaussienne pour des valeurs n grandes et d’autre part la variance estimée tendre
vers la variance théorique que l’on peut calculer à partir des données d’entrée modifiables.
La figure suivante illustre ce comportement en générant N  10000 échantillons de taille
n  700. La courbe rose représente la loi du processus empirique αnpidq autrement dit la
moyenne des Xi centrée et normalisée. La courbe bleue représente la loi de αpNqn pidq pour
un N qu’on a fixé à l’avance.On observe une diminution de variance en ayant appliqué la
méthode du Raking-Ratio comme le prouve la proposition 3.3.3. La courbe rouge correspond
à la densité de VarpGpNqpidqq calculable grâce à la proposition 3.5.1 puisque les probabilités
d’ensemble des partitions et l’espérance des Xi sur ces ensembles ont été fixées par notre
programme.
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3.6.4 Fonctions de répartitions rakées.
Soit pX,Y q un vecteur gaussien centré de matrice de covariance   3 11 1 . On considère
l’estimation jointe et rakée des deux fonctions de répartition FX , FY . On apporte comme
information auxiliaire la valeur de ces fonctions aux points de l’intervalle r2, 2s avec un
pas de 0.5. La classe F sur laquelle nous travaillons est composée des fonctions de la forme
fXt px, yq  1s8,tspxq, fYt px, yq  1s8,tspyq pour t P R donc l’hypothèse VC est respectée.
Pour Z  X,Y on pose F pNqZ,n ptq 
°
Zi¤t P
pNq
n ptZiuq la fonction de répartition empirique
rakée N fois et on écrit Zp1q ¤    ¤ Zpnq les statistiques d’ordre. Afin d’exploiter au mieux
l’information, nous utilisons N  2m 1 pour étudier F pNqX,n et N  2m pour étudier F pNqY,n :
si 1s8,ts est une information auxiliaire on a d’après cette convention que F pNqX,n pfq  FXptq
et F pNqY,n ptq  FY ptq. On considère la statistique
d
pNq
Z,n 
n1¸
i1
pZpi 1q  Zpiqq
F pNqZ,n pZpi 1qq  FZpZpi 1qq ,
qui approxime sur rZp1q, Zpnqs la distance L1 entre F pNqZ,n et FZ . On note #pNqZ,n la proportion
aléatoire de couples de l’échantillon qui ont été mieux estimés par la méthode du Raking-
Ratio, c’est-à-dire la proportion d’individus où F pNqZ,n est plus proche de FZ que F
p0q
Z,n. Le ta-
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bleau suivant fournit des estimations par Monte-Carlo de DpNqZ,n  ErdpNqZ,ns et ppNqZ,n  Er#pNqZ,ns
à partir de 1000 simulations basées sur des échantillons de taille n  200 :
Z D
p0q
Z,n D
p10q
Z,n D
p8q
Z,n p
p10q
Z,n p
p8q
Z,n
X 0.084 0.058 0.065 0.752 0.724
Y 0.085 0.043 0.053 0.731 0.681
Ce tableau montre quelques améliorations, spécialement pour N  10. Pour des valeurs n
trop petites, il ne semble pas toujours pertinent d’attendre la stabilisation de l’algorithme que
l’on dénote par N  8. Nos résultats théoriques nous apportent des garanties uniquement
pour des petites valeurs de N et des grandes valeurs de n. On peut observer graphiquement
que F pNqZ,n passe forcément par les points connus. La figure suivante représente les fonctions
de répartition empirique rakées en vert et non rakées en violet. Les courbes rouges et bleus
représentent respectivement FX , FZ .
3.7 Apprentissage de l’information auxiliaire
3.7.1 Introduction
Motivation. Supposons que le statisticien ne dispose pas de la vraie probabilité des
ensembles d’une partition donnée, mais dispose d’une source d’informations lui permettant
d’avoir une estimation de cette probabilité plus précisément que s’il utilisait son propre
échantillon. Cette source peut être de différents types : enquête préliminaire sur un large
échantillon de personnes, traitement d’une base de données, achat de données supplémen-
taires à moindre coût, connaissances d’un expert ... Nous supposons dans notre modèle que
seule l’estimation de l’information auxiliaire est transmise par la source. Cette hypothèse as-
sure une rapidité d’acquisition des données et permet une pluralité de sources d’informations
et donc une diversité de partitions. Il s’agit d’une situation courante dans le domaine des
statistiques, car les technologies actuelles, telles que la transmission en continu de données,
permettent la collecte et la transmission de telles informations en temps réel. Le statisticien
peut utiliser ces informations acquises comme information auxiliaire, même si elle constitue
une estimation de la véritable information. La méthode du Raking-Ratio permet de combiner
des informations partagées de plusieurs sources. La principale question statistique de cette
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partie est de savoir si le statisticien peut toujours appliquer la méthode du Raking-Ratio en
utilisant l’estimation des probabilités d’inclusion plutôt que la vraie comme information auxi-
liaire. Nous montrerons que la réponse à cette question est positive à condition de contrôler
la taille minimale des échantillons des différentes sources d’informations auxiliaires.
Notation. Pour N ¡ 0 soit P1N rApNqs  pP1N pApNq1 q, . . . ,P1N pApNqmN qq un vecteur aléatoire
suivant une loi multinomiale avec nN essais et de probabilités d’événements P rApNqs 
pP pApNq1 q, . . . , P pApNqmN qq. Ce vecteur aléatoire correspond à l’estimation des informations
auxiliaires de la N -ème source basée sur un échantillon de taille nN  nN pnq " n pas
nécessairement indépendant de X1, . . . , Xn . Nous étudions le comportement asymptotique
du processus empirique raké qui utiliserait P1N rApNqs comme information auxiliaire au lieu de
P rApNqs. En définissant la séquence pnN qN¥1, nous supposons que ces informations peuvent
être estimées par différentes sources qui n’auraient pas nécessairement la même taille d’échan-
tillon mais conserveraient quand même une taille d’échantillon supérieure à n. On noterPpNqn pFq  trPpNqn pfq : f P Fu la mesure empirique rakée avec information auxiliaire apprise
définie récursivement par rPp0qn  Pn et pour tout N ¡ 0, f P F ,
rPpNqn pfq  mN¸
j1
P1N pApNqj qrPpN1qn pApNqj qrPpN1qn pf1ApNqj q.
Cette mesure empirique satisfait l’information auxiliaire apprise puisque
rPpNqn rApNqs  prPpNqn pApNq1 q, . . . , rPpNqn pApNqmN qq  P1N rApNqs.
Nous définissons rαpNqn pFq  trαpNqn pfq : f P Fu le processus empirique raké avec informations
auxiliaires apprises définies pour tout f P F par
rαpNqn pfq  ?nprPpNqn pfq  P pfqq. (3.40)
Pour cette partie, nous adopterons les notations qui suivent. On note KF  maxp1,MF q et
pour N0 ¡ 0,
ppN0q  min1¤N¤N0 min1¤j¤mN P pA
pNq
j q, mpN0q  sup
0¤N¤N0
mN , npN0q  min1¤N¤N0 nN ¡ n.
3.7.2 Résultats principaux
Préliminaires. On suppose dans cette partie que F vérifie F .i et F .ii. Nous fixons N0 ¡
et nous notons Λn,Λ1n ¡ 0 les supremums suivants
Λn  max

sup
0¤N¤N0
||rαpNqn ||F , sup
0¤N¤N0
||αpNqn ||F


,
Λ1n  sup
1¤N¤N0
sup
1¤j¤mN
|α1N pApNqj q|,
où α1N pApNqj q  ?nN pP1N pApNqj qP pApNqj qq. Immédiatement, par l’inégalité de Hoeffding on
a que pour tout λ ¡ 0,
P
 
Λ1n ¡ λ
 ¤ 2N0mpN0q exp 2λ2 . (3.41)
74
On donne les décompositions de αpNqn pFq et rαpNqn pFq qui seront utilisées dans les preuves qui
vont suivre. En utilisant la définition de αpNqn pFq donnée par (3.4) on obtient que
αpNqn pfq 
?
n

mN¸
j1
P pApNqj q
PpN1qn pApNqj q
PpN1qn pf1ApNq
j
q  P pf1
A
pNq
j
q


mN¸
j1
1
PpN1qn pApNqj q

P pApNqj qαpN1qn pf1ApNq
j
q  P pf1
A
pNq
j
qαpN1qn pApNqj q


. (3.42)
De la même manière en utilisant la définition de rαpNqn pFq donnée par (3.40) on obtient que
rαpNqn pfq  mN¸
j1
P1N pApNqj qrPpN1qn pApNqj q rαpN1qn pf1ApNqj q 
P pf1
A
pNq
j
q
rPpN1qn pApNqj q
rαpN1qn pApNqj q c nnN α1N pApNqj q


.
(3.43)
Inégalité de Talagrand. La proposition suivante borne la probabilité que le supremum
||rαpNqn ||F dévie d’une valeur donnée. Il s’agit du pendant de la proposition 3.2.4.
Proposition 3.7.1. Pour tout N0 P N, n ¡ 0 et t ¡ 0, sous l’événement Bn,N0 on a
P

sup
0¤N¤N0
||rαpNqn ||F ¡ t

¤ N0P

||rαp0qn ||F ¡ tpN0pN0q4N0mN0pN0qKN0F p1  t{?nqN0

  2N30mpN0q exp

npN0qp
2
pN0qt
2
2nm2pN0qK
2
F

.
(3.44)
Sous l’hypothèse VC et l’événement Bn,N0 ion a pour tout t ¡ 0,
P

sup
0¤N¤N0
||rαpNqn ||F ¡ t
 ¤ D1tν0 exppD2t2q   2N30mpN0q exp

npN0qp
2
pN0qt
2
2nm2pN0qK
2
F

, (3.45)
où D1, D2 ¡ 0 sont définis par (3.50). Sous BR et l’événement Bn,N0 il existe t0, C ¡ 0 tels
que pour tout t0   t   C?n,
P

sup
0¤N¤N0
||rαpNqn ||F ¡ t
 ¤ D3 exppD4t2q   2N30mpN0q exp

npN0qp
2
pN0qt
2
2nm2pN0qK
2
F

, (3.46)
où D3, D4 ¡ 0 sont définis par (3.52).
Remarque 3.7.1. La proposition 3.7.1 prouve que si F vérifie VC ou BR alors presque
sûrement ||rαpNqn ||F  Op?lognq.
Démonstration. Nous prouvons (3.44), (3.45) et (3.46) respectivement aux étapes 1, 2 et 3.
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Étape 1. Soit 0 ¤ N ¤ N0. Grâce à (3.43) on peut écrire que
Pp||rαpNqn ||F ¡ tq ¤ P
KFmpNq

2||rαpN1qn ||F  b nnpNqΛ1n


ppNq  ||rαpN1qn ||F{?n ¡ t

¤ P

Λ1n ¡
c
npNq
n
tppNq
2mpNqKF


  P

||rαpN1qn ||F ¡ tppNq4mpNqKF p1  t{?nq


¤ P

Λ1n ¡
c
npN0q
n
tppN0q
2mpN0qKF


  P

||rαpN1qn ||F ¡ tppNq4mpNqKF p1  t{?nq


.
(3.47)
Avec (3.41) et par induction de (3.47), on trouve que
P

||rαpNqn ||F ¡ t	 ¤ P

||rαp0qn ||F ¡ tpNpNq4NmNpNqKNF p1  t{?nqN

  2N20mpN0q exp

npN0qp
2
pN0qt
2
2nm2pN0qK
2
F

.
La borne de la dernière inégalité croît avec N ce qui entraîne (3.44). Puisque
rαp0qn pFq  αnpFq  αp0qn pFq, (3.48)
on peut appliquer l’inégalité de Talagrand pour contrôler la probabilité que ||rαp0qn ||F dévie
comme décrit dans les deux étapes ci-après.
Étape 2. D’après le théorème 1.2.6 si F vérifie VC, il existe une constante D  Dpc0q ¡ 0
telle que pour t ¡ 0,
P

||rαp0qn ||F ¡ t	 ¤  DtMF?ν0

ν0
exp
2t2
M2F


. (3.49)
Les inégalités (3.44) et (3.49) entraînent (3.45) pour tout 0   t avec D1, D2 ¡ 0 définis par
D1  N0

DpN0pN0q
ν04N0mN0pN0qK
N0 1
F
ν0
, D2 
p2N0pN0q
72N0m2N0pN0qK
3N0 1
F
. (3.50)
Étape 3. D’après le théorème 1.2.7, si F vérifie BR il existe D  DpMF , b0, r0, σ2F q ¡ 0, t0 
t0pMF , b0, r0q ¡ 0 tels que pour tout t0   t,
P

||rαp0qn ||F ¡ t	 ¤ exppDt2q. (3.51)
Alors (3.44) et (3.51) implique (3.46) où D3, D4 ¡ 0 sont définis par
D3  N0, D4 
Dp2N0pN0q
8N0m2N0pN0qK
2N0
F p1  2σ2F{MF q2N0
. (3.52)
Approximation forte. Le résultat suivant établit l’approximation forte de rαpNqn pFq par
GpNqpFq.
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Théorème 3.7.2. Soit N0 P N. Il existe d0, n0 ¡ 0, une suite pXnqnPN de variables i.i.d.
de loi P et une suite pGnqnPN de versions de G définis sur un même espace de probabilité
tels que pour tout n ¡ n0,
P

sup
0¤N¤N0
||rαpNqn GpNqn ||F ¡ d0

vn 
d
n logn
npN0q

  1
n2
, (3.53)
où GpNqn est une version de GpNq construite à partir de Gp0qn  Gn via (3.12).
Remarque 3.7.2. D’après le lemme de Borel-Cantelli, presque sûrement pour n suffisam-
ment grand,
sup
0¤N¤N0
||rαpNqn GpNqn ||F ¤ d2

vn  
d
n logn
npN0q

.
La suite vn dans le borne précédente correspond à la déviation de αpNqn pFq par rapport
à GpNqn pFq alors que
b
n logn{npN0q représente la déviation de rαpNqn pFq par rapport à
α
pNq
n pFq. Sous réserve que la taille d’échantillon des sources est suffisamment grande, le
théorème 3.7.2 implique que le vecteur aléatoire prαp0qn pFq, . . . , rαpN0qn pFqq converge en loi vers
pGp0qpFq, . . . ,GpN0qpFqq dans ℓ8pF Ñ RN0 1q de la même manière que pαp0qn pFq, . . . , αpN0qn pFqq.
Démonstration. D’après la proposition 3.7.1, l’inégalité (3.41) et les propositions 3.2.4 et 3.7.1,
il existe D ¡ 0 tel que
P

tΛn ¡ D
a
lognu
¤
tΛ1n ¡ D
a
lognu
	
¤ 13n2 . (3.54)
D’après le théorème 3.3.7, on peut définir sur un même espace de probabilité une suite
pXnqnPN de variables i.i.d. et de loi P ainsi qu’une suite pGnqnPN de versions de G vérifiant
la propriété suivante. Il existe n1, d1 ¡ 0 tels que pour tout n ¡ n1,
P

sup
0¤N¤N0
||αpNqn GpNqn ||F ¡ d1vn


¤ 13n2 ,
où GpNqn est une version de GpNq construite à partir de Gp0qn  Gn via (3.12). Pour mon-
trer (3.53) il reste à prouver, grâce à (3.48), que pour tout n suffisamment et pour un certain
d0 ¡ 0,
P

sup
0¤N¤N0
||rαpNqn  αpNqn ||F ¡ d0
d
n logn
npN0q

¤ 23n2 .
Soit 1 ¤ N ¤ N0. La décomposition de αpNqn et rαpNqn donnée respectivement par (3.42)
et (3.43) entraînent que
rαpNqn pfq  αpNqn pfq  mN¸
j1
P1N pApNqj qrPpN1qn pApNqj q prαpN1qn pf1ApNqj q  αpN1qn pf1ApNqj qq
  αpN1qn pf1ApNq
j
q

P1N pApNqj qrPpN1qn pApNqj q 
P pApNqj q
PpN1qn pApNqj q

 P pf1
A
pNq
j
q
rαpN1qn pApNqj qrPpN1qn pApNqj q 
α
pN1q
n pApNqj q
PpN1qn pApNqj q

 
c
n
nN
P pf1
A
pNq
j
qrPpN1qn pApNqj qα1N pApNqj q.
(3.55)
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Avec (3.48) pour N  1 on a en particulier que
rαp1qn pfq  αp1qn pfq  m1¸
j1
αnpf1Ap1q
j
q

P1n1pAp1qj q  P pAp1qj q
PnpAp1qj q

 
c
n
n1
P pf1
A
p1q
j
q
PnpAp1qj q
α1n1pAp1qj q,
qui est uniformément bornée par
||rαp1qn  αp1qn ||F ¤ mpNqKFΛ1nppNq  Λn{?n
c
n
npNq
p1  Λn{?nq. (3.56)
Let Cn,N  4mpNqKF{pppNq  Λn{?nq2. L’équation (3.55) entraîne aussi que
||rαpNqn pfq  αpNqn pfq||F ¤ Cn,N

||rαpN1qn  αpN1qn ||F   Λ2n?n   Λ1npΛn  
?
nq?
npNq

.
Par récurrence sur la dernière inégalité et en remarquant que pour tout n ¡ 0,mpNqKF{pppNq
Λn{?nq2 ¥ 1, on a que
||rαpNqn pfq  αpNqn pfq||F ¤ CN1n,N ||rαp1qn  αp1qn ||F   pN  1qCN1n,N

Λ2n?
n
  Λ
1
npΛn  
?
nq?
npNq

,
alors l’inégalité (3.56) implique immédiatement que
||rαpNqn pfq  αpNqn pfq||F ¤ NCNn,N

Λ2n?
n
  Λ
1
npΛn  
?
nq?
npNq

.
Puisque la borne de la dernière inégalité croît avec N on trouve que pour tout t ¡ 0,
P

sup
1¤N¤N0
||rαpNqn pfq  αpNqn pfq||F ¡ t

¤ P

C0
pppN0q  Λn{
?
nq2N0

Λ2n?
n
  Λ
1
npΛn  
?
nq?
npN0q

¡ t

, (3.57)
avec C0  N20 p4mpN0qKFN0qN0 ¡ 0. Il existe n2 ¡ 0 tel que pour tout n ¡ n2 on ait
D
a
logn{n ¤ ppN0q{2 ¤ 1{2. Pour n ¡ n2 on a d’après (3.54) et (3.57) que
P

sup
1¤N¤N0
||rαpNqn pfq  αpNqn pfq||F ¡ t

¤ P

Λn ¡ D
a
logn
	
  P

Λ1n ¡ 12
c
npN0q
n

tp2N0pN0q
4N0C0
 D
2 logn?
n

¤ 13n2   P

Λ1n ¡ 12
c
npN0q
n

tp2N0pN0q
4N0C0
 D
2 logn?
n

.
En utilisant (3.54) à nouveau, la dernière inégalité implique
P

sup
1¤N¤N0
||rαpNqn pfq  αpNqn pfq||F ¡ tn
 ¤ 23n2 ,
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pour tout n ¡ n2 et
tn  4
N0 1C0D
p2N0pN0q
d
n logn
npN0q
  D logn?
n

.
Par définition de vn, il existe d2 ¡ maxpd1, 4N0 1C0D{p2N0pN0qq et n3 ¡ 0 tels que pour tout
n ¡ n3,
d2

vn  
d
n logn
npN0q

¡ d1vn   tn.
Alors (3.53) est prouvé pour d0  d2 et n0  maxpn0, n1, n3q.
3.7.3 Applications statistiques
Motivation. Tout test statistique utilisant le processus empirique peut être modifié
pour utiliser l’information auxiliaire afin de renforcer ce test. Il suffit de remplacer dans
l’expression de la statistique du test le processus αnpFq par αpNqn pFq si nous avons la véritable
information auxiliaire ou par rαpNqn pFq si nous avons une estimation de cette information.
Les deux paragraphes suivants donnent un exemple d’application dans le cas du test de la
moyenne et du test du χ2. Dans ces deux cas, on transforme la statistique de ces tests et
on garde la même décision de rejet. Dans le premier cas nous montrons que le nouveau
test statistique a le même risque α mais une puissance améliorée. Dans le second cas, nous
prouvons que le risque de première espèce diminue et que sous pH1q la nouvelle statistique
diverge vers l’infini comme la statistique du test du χ2 usuel.
Test de la moyenne. On note σpNqf  VarpGpNqpfqq la variance du processus gaussien
raké GpNq évalué en f P F . Ce test sert à comparer la moyenne d’un échantillon à une
valeur donnée lorsque la variance de l’échantillon est connue. L’hypothèse nulle est pH0q :
P pfq  P0pfq, pour une certaine fonction f P F et une mesure de probabilité P0 P ℓ8pFq.
La statistique usuelle de ce test est
Zn  ?nPnpfq  P0pfq
σf
.
Sous pH0q, la statistique Zn suit asymptotiquement la distribution normale standard. Nous
rejetons l’hypothèse nulle au niveau α lorsque |Zn| ¡ tα, tα  Φp1 α{2q avec Φ la fonction
probit. Notre objectif est de savoir si les statistiques suivantes
ZpNqn 
?
n
PpNqn pfq  P0pfq
σ
pNq
f
, rZpNqn  ?nrPpNqn pfq  P0pfq
σ
pNq
f
,
améliore le test de la moyenne. Puisque la loi P est inconnue, les variances σf et σpNqf pour
N ¥ 1 sont généralement inconnues. Néanmoins, un estimateur consistant de ces variances
peut être utilisé pour calculer Zn, ZpNqn et rZpNqn . Le paragraphe suivant donnera un exemple
concret de cette dernière remarque. Faire cela ne changera pas le comportement asymptotique
des variables Zn, ZpNqn , rZpNqn que l’hypothèse pH0q soit vérifiée ou non. Les tests statistiques
|Zn| ¡ tα, |ZpNqn | ¡ tα, | rZpNqn | ¡ tα ont le même risque de première espèce puisque sous pH0q
ces variables convergent toutes vers N p0, 1q. La proposition ci-dessous montre que le test
est effectivement amélioré quand on utilise les statistiques avec information auxiliaire. Elle
montre en particulier que le ratio du risque β du test usuel sur celui du test amélioré diverge
vers l’infini.
79
Proposition 3.7.3. Supposons que VarpGpNqpfqq   VarpGpfqq et que n logpnq  opnpN0qq.
Sous pH1q, pour tout α P p0, 1q il existe une suite Un 
nÑ 8 npP pfqP0pfqq
2

1{σpNqf  1{σf
	
telle que pour n suffisamment grand,
Pp|Zn| ¤ tαq
Pp|ZpNqn | ¤ tαq
¥ exppUnq, Pp|Zn| ¤ tαq
Pp| rZpNqn | ¤ tαq ¥ exppUnq. (3.58)
Démonstration. D’après le théorème 3.3.7 et 3.7.2, on peut construire une suite de variables
pXnqnPN i.i.d. de loi P et zn  N p0, 1q tels que pour n ¡ n1 pour un certain n1 ¡ 0,
PpZnq ¤ 1{n2 avec
Zn  t|αnpfq{σf  zn| ¡ unu
¤!
|αpNqn pfq{σf  zn| ¡ un
)
,
où un est une suite de limite nulle. L’approximation forte implique que
lim
nÑ 8
Pp|Zn| ¤ tαq
Pp|zn  Mn{σf | ¤ tαq  1, limnÑ 8
Pp|ZpNqn | ¤ tαq
Pp|zn  Mn{σpNqf | ¤ tαq
 1, (3.59)
avec Mn  ?npP pfq  P0pfqq. Si on note fµ,σ2 la fonction de densité de N pµ, σ2q alors
Pp|zn  Mn{σf | ¤ tαq ¥ 2tα infrtα,tαs fMn,1
¥ 2tα?
2pi
exp
 pMn{σf   tαq2 ,
Pp|zn  Mn{σpNqf | ¤ tαq ¤ 2tα suprtα,tαs
fMn,1
¤ 2tα?
2pi
exp

pMn{σpNqf  tαq2
	
.
ce qui entraîne que
Pp|zn  Mn{σf | ¤ tαq
Pp|zn  Mn{σpNqf | ¤ tαq
¡ exp

M2n

1
σ
pNq
f
 1
σf

 2tα|Mn|

1
σ
pNq
f
  1
σf

Pour n suffisamment grand, il existe une suite Un 
nÑ 8 M
2
n

1{σpNqf  1{σf
	
telle que
Pp|zn  Mn{σf | ¤ tαq
Pp|zn  Mn{σpNqf | ¤ tαq
¥ exp pUnq . (3.60)
Alors (3.59) et (3.60) entraîne (3.58).
Test de la moyenne dans un cas simple. Pour calculer ZpNqn or rZpNqn on a besoin de
l’expression de σpNqf . Pour illustrer comment l’obtenir nous travaillons dans un cas simple,
quand l’information auxiliaire est donnée par les probabilités de deux partitions ayant cha-
cune deux ensembles. Plus formellement, pour k P N on définit Ap2k1q  A  tA,ACu et
Ap2kq  B  tB,BCu. En utilisant la proposition 3.3.3 on peut exprimer simplement σpNqf
pour N  1, 2. Pour des soucis de simplification on note
pA  P pAq, pA  P pACq, pB  P pBq, pB  P pBCq,
pAB  P pAXBq, ∆A  Erf |As  Erf s, ∆B  Erf |Bs  Erf s, (3.61)
80
alors,
σ
p1q
f  σf  Erf |Ast VarpGrAsq  Erf |As
 σf  pApApErf |As  Erf |ACsq2,
σ
p2q
f  σf  Erf |Bst VarpGrBsq  Erf |Bs
  Erf |As PB|A  Erf |Bst VarpGrAsq   Erf |As PB|A  Erf |Bs
 σf  pBpBpErf |Bs  Erf |BCsq2


pApA  
pBpBppAB  pApBq
p2Ap
2
A

pErf |As  Erf |ACsq2,
oùPA|B,PB|A sont les matrices stochastiques exprimées simplement avec (3.67), Erf |As,Erf |Bs
est les vecteurs conditionnels données par (3.68) et VarpGrAsq,VarpGrBsq sont les matrices
de covariance de GrAs  pGpAq,GpACqq et GrBs  pGpBq,GpBCqq, c’est-à-dire les matrices
données par (3.69). D’après le théorème 3.5.6, le processus gaussian raké GpNq converge
presque sûrement quand N Ñ  8 vers le processus gaussien Gp8q qui a une expression ex-
plicite. La stabilisation de la méthode du Raking-Ratio dans le cas de deux partitions quand
N Ñ  8 est rapide puisque la distance de Levy-Prokhorov entre GpNq et Gp8q est presque
sûrement bornée par OpNλN{2q pour un certain λ P p0, 1q. On note Pp8qn pFq la mesure em-
pirique rakée après stabilisation de l’algorithme du Raking-Ratio et σp8qf  VarpGp8qpfqq la
variance asymptotique. On définit la statistique suivante
Zp8qn 
?
n
Pp8qn pfq  P0pfq
σ
p8q
f
.
D’après la proposition 3.7.3, le test statistique fondé sur la décision de rejet |Zp8qn | ¡ tα
a la même risque α que le Z-test usuel fondé sur la décision |Zn| ¡ tα mais il est plus
puissant quand n tend vers l’infini. Dans le cas de deux partitions, on peut donner une ex-
pression simple et explicite de la variance asymptotique. En utilisant les notations introduites
par (3.61) on a
σ
p8q
f  σ2f 
pApB
 
pA∆2A   pB∆2B  pApBp∆A ∆Bq2  2pAB∆A∆B

pApBpApB  ppAB  pApBq2
. (3.62)
Le calcul de cette variance est faite la sous-section suivante. Si on n’ pas les valeurs données
par (3.61) on peut utiliser leur estimateur consistant pour évaluer les valeurs de σp8qf . Si
∆A  ∆B  0 alors naturellement l’information auxiliaire est inutile puisque dans ce cas
σ
p8q
f  σf , donc il n’y a pas de réduction du risque quadratique. Si A est indépendant de B
alors pAB  pApB et
σ
p8q
f  σf 

pA
pA
∆2A   pBpB
∆2B


.
Test du χ2. Le test d’ajustement du χ2 consiste à savoir si les données de l’échantillon
correspondent à une distribution hypothétique lorsque nous avons une variable catégorielle.
Soit B  tB1, . . . , Bmu une partition de X . L’hypothèse nulle est
pH0q : P rBs  P0rBs, (3.63)
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où P rBs  pP pB1q, . . . , P pBmqq, P0rBs  pP0pB1q, . . . , P0pBmqq avec P0 une certaine mesure
de probabilité. La statistique usuelle de ce test est
Tn  n
m¸
i1
pPnpBiq  P0pBiqq2
P0pBiq .
Sous pH0q, la statistique Tn suit asymptotiquement une loi du χ2 avecm1 degrés de liberté.
L’hypothèse pH0q est rejetée au seuil α si Zn ¡ tpmqα , tpmqα  Φmp1αq où Φm est la fonction
de quantile d’une loi χ2pmq. L’objectif est de savoir si les statistiques suivantes
T pNqn  n
m¸
i1
pPpNqn pBiq  P0pBiqq2
P0pBiq ,
rT pNqn  n m¸
i1
prPpNqn pBiq  P0pBiqq2
P0pBiq ,
améliore d’une quelconque manière le test du χ2. La proposition suivante montre que c’est
effectivement le cas.
Proposition 3.7.4. Sous pH0q et pour tout α ¡ 0,
lim
nÑ 8PpT
pNq
n ¡ tpmqα q ¤ lim
nÑ 8PpTn ¡ t
pmq
α q  α, (3.64)
et si n logn  opnpNqq alors
lim
nÑ 8Pp rT pNqn ¡ tpmqα q ¤ α. (3.65)
Sous pH1q et pour tout α ¡ 0, presque sûrement il existe n0 ¡ 0 tel que pour tout n ¡ n0,
minp|Tn|, |T pNqn |, | rT pNqn |q ¡ tpmqα . (3.66)
Démonstration. Notons C  pC1, . . . , Cmq  p1B1{
a
P pB1q, . . . ,1Bm{
a
P pBmqq. On traite
le cas pH0q avec (i) et le cas pH1q avec (ii).
(i). Sous pH0q, Tn  αnrCs  αnrCsT , T pNqn  αpNqn rCs  αpNqn rCsT et rT pNqn  rαpNqn rCs rαpNqn rCsT . La statistique αnrCs converge en loi vers une loi normale multivariée Y  N p0,Σq
alors que les statistiques αpNqn rCs, rαpNqn rCs convergent en loi vers Y pNq  N p0,ΣpNqq d’après
les théorèmes 3.3.7 et 3.7.2. D’après la proposition 3.3.3, Σ  ΣpNq est semi-définie positive
ce qui implique que pour tout α ¡ 0,
PpY  Y T ¥ tαq ¥ PpY pNq  pY pNqqT ¥ tαq,
et par conséquence (3.64), (3.65) par convergence en loi.
(ii). Sous pH1q, il existe i P t1, . . . ,mu tel que P0pBiq  P pBiq impliquant
minp|Tn|, |T pNqn |, rT pNqn |q ¡ Λ2n  2?nΛn|P0pCiq  P pCiq|   npP0pCiq  P pCiqq2.
Par le lemme de Borel-Cantelli et (3.54) avec probabilité 1 il existe n1 ¡ 0 tel que pour tout
n ¡ n1, Λn   D?logn ce qui entraîne que
tn   minp|Tn|, |T pNqn |, rT pNqn |q,
tn  D2 logn 2D
a
n logn|P0pCiq  P pCiq|   npP0pCiq  P pCiqq2.
Puisque limnÑ 8 tn   8, pour tout α P p0, 1q il existe n2 ¡ 0 tel que tn ¡ tα pour tout
n ¡ n2. L’inégalité (3.66) est vérifiée pour n0  maxpn1, n2q.
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Fig. 3.2: Loi de Tn et T p1qn
La figure 3.2 est un exemple numérique de la proposition 3.7.4 sous pH0q. Nous avons simulé
une table de contingence avec des probabilités fixées P rBs, P rAs et nous avons appliqué le
test du χ2 avec l’hypothèse nulle (3.63). Par Monte-Carlo, nous avons simulé la loi de Tn
avec n  1000 ainsi que la loi de T p1qn avec l’information auxiliaire donnée par P rAs.
3.7.4 Calcul de σp8qf dans un cas simple
Dans le cas simple, c’est-à-dire le cas où on travaille avec Ap2k1q  A  tA,ACu et
Ap2kq  B  tB,BCu pour k ¥ 1 alors on peut exprimer plus simplement les matrices et
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vecteurs intervenant dans l’expression de Gp8q. On a
PA|B 

P pA|Bq P pAC |Bq
P pA|BCq P pAC |BCq




pAB{pB 1 pAB{pB
ppA  pABq{pB 1 ppA  pABq{pB


,
PB|A 

P pB|Aq P pBC |Aq
P pB|ACq P pBC |ACq




pAB{pA 1 pAB{pA
ppB  pABq{pA 1 ppB  pABq{pA


, (3.67)
Erf |As  pErf |As,Erf |ACsq, Erf |Bs  pErf |Bs,Erf |BCsq, (3.68)
VarpGrAsq  pApA

1 1
1 1


, VarpGrBsq  pBpB

1 1
1 1


, (3.69)
V1pfq  Erf |As PB|A  Erf |Bs


Erf |As
Erf |ACs




pAB{pA 1 pAB{pA
ppB  pABq{pA 1 ppB  pABq{pA




Erf |Bs
Erf |BCs


 pErf sppA  pABq  Erf |AspApB   Erf |BsppAB  pApBqq 
1{pApB
1{pApB


,
V2pfq  Erf |Bs PA|B  Erf |As


Erf |Bs
Erf |BCs




pAB{pB 1 pAB{pB
ppA  pABq{pB 1 ppA  pABq{pB




Erf |As
Erf |ACs


 pErf sppB  pABq  Erf |BspApB   Erf |AsppAB  pApBqq 
1{pApB
1{pApB


.
Les valeurs propres dePA|BPB|A etPB|APA|B sont 1 et T1  T2  ppABpApBq2{pApApBpB .
Leurs vecteurs propres associés à T1 et T2 sont respectivement ppB{pB ,1qt et ppA{pA,1qt
ce qui entraîne que
U1 

1 pA{pA
1 1


, U2 

1 pB{pB
1 1


.
Dans le cas de deux marginales, GpNq converge presque sûrement vers Gp8qpfq  Gpfq 
S1,pairpfqt GrAs  S2,impairpfqt GrBs où
S1,pairpfq  U1

0 0
0 p1 T1q1


 U11  V1pfq  C1,pairpfq
pApB
pApB


,
C1,pairpfq  Erf |BsppAB  pApBq  Erf |AspApB  Erf sppAB  pAq
pApBpApB  ppAB  pApBq2
,
S2,impairpfq  U2

0 0
0 p1 T2q1


 U12  V2pfq  C2,impairpfq
pApB
pApB


,
C2,impairpfq  Erf |AsppAB  pApBq  Erf |BspApB  Erf sppAB  pBq
pApBpApB  ppAB  pApBq2
.
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Par linéarité de f ÞÑ Gpfq et le fait que Gpaq  0 pour toute constante a P R on peut écrire
que
Gp8qpfq  G pf   pBC1,pairpfq1A   pAC2,impairpfq1Bq ,
ce qui entraîne que
σ
p8q
f  VarpGp8qpfqq
 Varpfq  VarppBC1,pairpfq1A   pAC2,impairpfq1Bq
  2Covpf, pBC1,pairpfq1A   pAC2,impairpfq1Bq
 Varpfq   pApAp2BC21,pairpfq   p2ApBpBC22,impairpfq
  2pApBC1,pairpfqC2,impairpfqppAB  pApBq
  2pApB pC1,pairpfq∆A   C2,impairpfq∆Bq
Avec quelques calculs on trouve la simple expression de σp8qf donnée par (3.62).
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CHAPITRE 4
Information auxiliaire générale
4.1 Introduction
Jusqu’à présent nous avons traité le cas d’une information auxiliaire donnée par une ou
plusieurs partitions (chapitres 2 et 3). Cela n’est pas suffisant car l’information auxiliaire
peut être plus complexe que la probabilité qu’un individu appartienne à un ensemble d’une
partition donnée. Les deux chapitres précédents ne peuvent pas répondre à la probléma-
tique de pouvoir traiter une information auxiliaire générale. Il faut créer un outil capable
de s’adapter à tout type d’information et donc dans un premier temps définir ce qu’est une
information auxiliaire générale.
En premier lieu nous avons pensé à définir une information auxiliaire par la connaissance
de l’espérance d’une fonction, c’est-à-dire formellement la connaissance de ErfpXqs pour une
certaine fonction f mesurable et à valeur réelle. Bien qu’elle concerne des cas intéressants,
cette définition n’est pas encore satisfaisante puisque certains types d’information auxiliaire
que nous évoquerons ne sont pas concernés par cette définition. Dans un second temps, nous
avons pensé à l’information auxiliaire comme la connaissance de l’image de la loi P  PX
par une fonction vérifiant une hypothèse de différentiabilité. Cette définition généralise la
définition précédente et englobe les cas manquants à celle-ci. En résumé, l’objectif de cette
partie est de créer un outil généralisant toutes les notions précédentes et qui assure de baisser
la variance quelque soit l’information apportée.
L’étude générale de l’information auxiliaire sera aussi l’occasion de traiter certains cas
spéciaux sur lesquels nous pouvons tomber lors d’une étude statistique. Par exemple, nous
évoquerons le cas où une information auxiliaire ne correspond pas à l’espérance d’une fonc-
tion mesurable à valeurs réelles. Parmi les exemples proposés, nous traiterons le cas de
l’information auxiliaire donnée par la connaissance d’une covariance de deux variables, d’une
espérance conditionnelle ou du coefficient de corrélation.
Nous rappelons à la section 4.2 la littérature principale ayant traité l’information auxi-
liaire d’un point de vue général. Nous définissons et traitons les deux points de vue de
l’information auxiliaire générale évoquées ci-dessus dans les sections 4.3 et 4.4.
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4.2 Estimateur avec information auxiliaire générale
4.2.1 Littérature
Dmitriev et Tarasenko[34] ont étudié quand l’information auxiliaire est donnée par la
connaissance de P pg1q, . . . , P pgmq ou quand une approximation de cette information est dis-
ponible. Ils ont déterminé la projection de la mesure empirique qui minimise la divergence
de Kullback-Leibler sur l’ensemble des mesures de probabilité vérifiant cette information.
Zhang a étudié l’information auxiliaire donnée par des espérances de fonctions supposées
nulles. Il a en particulier montré que les M -estimateurs et les estimateurs de quantile avec
information auxiliaire possédaient une variance asymptotique plus faible que les estimateurs
classiques [82], que la fonction de répartition empirique avec ce type d’information auxiliaire
était uniformément plus petite que la fonction de répartition empirique [83] et a étudié le
comportement asymptotique de la fonction quantile avec information auxiliaire [84]. Cette
vision de l’information auxiliaire correspond à celle que nous étudions à la section 4.3. Tarima
et Pavlov [79] ont étudié de manière générale comment modifier une statistique pour utili-
ser une information auxiliaire générale donnée par des sources d’information différentes. Ils
mettent en évidence que la corrélation entre l’estimateur d’intérêt et l’information auxiliaire
intervient dans l’utilisation d’une l’information auxiliaire. Si cette corrélation ainsi que la
variance de l’information auxiliaire est connue du statisticien, il est assuré d’avoir l’estima-
teur le plus efficace en termes de variance, quelque soit la taille de l’échantillon. À l’inverse,
si celles-ci ne sont pas connues, le statisticien devra recourir à une méthode de plug-in et
sera assuré asymptotiquement d’avoir une réduction de variance optimale. À de nombreux
points de vue cet article est très général mais il fait appel à de nombreuses hypothèses de
normalité qui sont néanmoins vérifiées dans la plupart des cas pratiques. De plus leur résultat
est de type convergence en loi et ne propose pas de vitesse de convergence. En somme, les
définitions du processus empirique avec information auxiliaire de cette partie seront des cas
particuliers de l’article de Tarima et Pavlov mais les résultats seront plus forts.
4.2.2 Estimateur de Tarima et Pavlov
Notation. De par sa généralité, les notations pour introduire les résultats de Tarima
et Pavlov sont lourdes. Nous les rappelons ici et nous ferons le lien avec les objets sta-
tistiques introduits dans la suite. Avec un échantillon X1, . . . , Xn on estime un paramètre
Θ  pθ1, . . . , θSq avec un estimateur non biaisé pΘ  ppθ1, . . . , pθSq où S P N désigne le
nombre de statistiques d’intérêts. L’information auxiliaire est donnée par des estimateurs
non biaisés rBi  prβi1, . . . , rβiJiqt provenant de I sources d’information différentes pas for-
cément indépendantes, i  1, . . . , I et Ji désigne le nombre d’informations apportées par
la ième source d’information. Notre modèle suppose que les rBi estiment de manière précise
Bi  pβi1, . . . , βiJiqt. Le statisticien estime ces derniers avec des estimateurs non biaiséspBi. On note B  pBt1, . . . ,BtJiqt, pB  p pBt1, . . . , pBtJiqt et rB  p rBt1, . . . , rBtJiqt. Si X,Y sont
des vecteurs aléatoires, on note pCovpX,Y qqi,j  CovpXi, Yjq. Les vecteurs aléatoires pΘ, pB
dépendent de la taille d’échantillon n.
Estimateur optimal. L’idée de cet article est d’étudier une transformation de l’estima-
teur pΘ afin d’exploiter l’information auxiliaire. L’objectif est de déterminer la valeur de la
matrice Λ qui minimise la variance de l’estimateur non biaisé
pΘΛ  pΘ  Λ  p pB  rBq.
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Si la matrice V  Varp pBq  Varp rBq est inversible alors la solution à cette optimisation est de
prendre la valeur
Λ0  CovppΘ, pBq  V1. (4.1)
Si la matrice V n’est pas inversible il suffit de considérer la valeur Λ 0  CovppΘ, pBq V , où
A   limδÑ0pAtA   δIdq1At est la pseudo-inverse (ou inverse généralisée) d’une matrice
carrée A. Sauf remarque de notre part nous supposerons que la matrice de covariance V est
inversible. L’estimateur optimal de Θ devientpΘ0  pΘ  Λ0  p pB  rBq  pΘ CovppΘ, pBq  V1  p pB  rBq.
La matrice de covariance de cette nouvelle statistique est
VarppΘ0q  VarppΘq  CovppΘ, pBq  V1  CovppΘ, pBqt. (4.2)
Puisque l’inverse d’une matrice semi-définie positive est semi-définie positive,
VarppΘ0q ¤ VarppΘq. (4.3)
La pseudo-inverse d’une matrice semi-définie positive est semi-définie positive (voir corollaire
3 de [58]), donc cette propriété est aussi vérifiée quand on utilise la matrice Λ 0 , autrement
dit,
Var
pΘ Λ 0  p pB  rBq	 ¤ VarppΘq.
Si la covariance entre la fonction d’intérêt et l’information auxiliaire est nulle, c’est-à-dire si
CovppΘ, pBq  0 alors il n’y a pas de réduction de variance. Si les sources sont indépendantes
entre elles alors la matrice de covariance Varp rBq est diagonale par blocs.
Estimateur adaptatif. Sous réserve d’avoir la valeur Λ0 le statisticien est en mesure de
calculer la nouvelle statistique pΘ0 qui exploite l’information auxiliaire. Il est assuré que, pour
toute taille d’échantillon n fixée, d’améliorer assurément et de manière optimale la statistique
initiale pΘ. Dans la majorité des cas le statisticien n’aura pas accès à la vraie valeur de Λ0
puisqu’il n’aura pas à sa disposition la valeur exacte des matrices CovppΘ, pBq ou V ou bien
ces deux dernières valeurs. Pour compenser ce manque d’information, on peut substituer Λ0
par un estimateur consistant pΛ0 de celui-ci. On note pΘ l’estimateur adaptatif défini parpΘ  pΘ pΛ0  p pB  rBq,
que le statisticien pourra utiliser s’il lui manque la valeur de Λ0.
Hypothèses et résultats. Le résultat de Tarima et Pavlov reste général mais suppose
que certaines conditions de comportement asymptotique gaussien soient vérifiées. Nous listons
ces conditions ci-après et supposons qu’elles sont vérifiées.
• anppΘΘq LÝÑ
nÑ 8 ξ avec ξ  N p0,Σ11q, an une suite de réels positifs, telle que an ÝÑnÑ 8
 8 et a2nVarppΘq ÝÑ
nÑ 8 Σ11 ;
• τn  anp pB  Bq LÝÑ
nÑ 8 τ avec τ  N p0,Σ
1
22q et a2nCovp pB, pBq ÝÑ
nÑ 8 Σ
1
22 ;
• ζin  binp rBi  Biq Ñ ζi où bin est une suite de réels positifs telle que bin ÝÑ
nÑ 8  8,
ζi  N p0,Σ222iq, i  1, . . . , I et b2inCovp rBi, rBiq ÝÑnÑ 8 Σ222i.
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Notons Σ12  Covpξ, τq. Sous ces hypothèses de convergence, Tarima et Pavlov ont démontré
le résultat suivant (voir Proposition 1 et 2 de [79]).
Proposition 4.2.1. Si anb1in Ñ wi P r0, 8r et Σ22  Σ122 diagpw2iΣ222iq est définie positive
alors anppΘ0Θq LÝÑ
nÑ 8 N p0,Σ11Σ12Σ
1
22 Σt12q et anppΘΘq LÝÑnÑ 8 N p0,Σ11Σ12Σ122 Σt12q.
Ce résultat est général par rapport aux statistiques concernées mais n’apporte pas d’infor-
mation concernant la vitesse de convergence et concerne qu’une seule statistique à la fois.
4.3 Information auxiliaire donnée par des espérances
4.3.1 Introduction
Motivation. Nous avons étudié lors des parties précédentes comment injecter dans notre
étude statistique une information auxiliaire donnée par la connaissance d’appartenir à l’en-
semble d’une ou de plusieurs partitions. Dans tous les cas, nous avons montré qu’on aug-
mentait nécessairement la qualité de nos estimations en baissant la variance des estimateurs
et la puissance de certains tests statistiques. Un problème reste à résoudre, celle de sa-
voir comment intégrer dans nos études statistiques l’information auxiliaire apportée par la
connaissance d’une fonction quelconque P pgq, voir la connaissance de plusieurs fonctions
quelconques P pg1q, . . . , P pgmq. La question est de savoir combiner cette information pour
créer un processus empirique qui tient compte de toute cette information à la fois et qui nous
assurerait de baisser de manière optimale la variance du processus empirique. Peut-on créer
un processus qui gère une information auxiliaire partielle, par exemple qui gère le cas où le
statisticien possède la connaissance des P pg1q, . . . , P pgmq sans connaître nécessairement les
covariances P pgigjq ou P pfgiq où fpXq est la variable d’intérêt. Il ne s’agit pas ici du cas le
plus général que sera étudié dans la thèse mais il n’en reste pas moins intéressant.
Organisation. Nous introduisons dans cette sous-section le processus empirique indexé
par une classe de fonctions mesurables à valeurs réelles permettant de répondre à ce problème
particulier. Dans la sous-section 4.3.2 nous établissons des résultats élémentaires comme la
baisse de variance ainsi que des résultats plus puissants tels que l’approximation forte et la
convergence faible de ce nouveau processus vers un processus gaussien centré indexé ayant
une variance plus faible que le P -pont brownien. Nous donnons des exemples d’applications
statistiques dans la sous-section 4.3.3 qui rentre dans notre cadre d’étude. Nous finissons
dans la sous-section 4.3.4 par étudier comment cette partie généralise certains des chapitres
précédents.
Notation. Nous supposons que le statisticien a à sa disposition la connaissance de l’espé-
rance de plusieurs fonctions, i.e. qu’il connaît P pgiq,@1 ¤ i ¤ m avec pgiq1¤i¤m des fonctions
mesurables à valeurs réelles. Nous supposons que la classe des fonctions tg1, . . . , gmu vérifient
l’hypothèse F .i. Nous devons donc modifier la mesure empirique Pn en prenant en compte
les mesures empiriques Pnpgiq de telle sorte à garder un processus centré. Il est naturel
donc de faire intervenir une combinaison linéaire des termes centrés Pnpgiq  P pgiq avec
des coefficients à optimiser afin de réduire au mieux la variance du processus empirique.
On pose le vecteur g  pg1, . . . , gmqt P Fm contenant les fonctions dont on connaît l’espé-
rance P rgs  pP pg1q, . . . , P pgmqqt et le vecteur des coefficients Λ  pλ1, . . . , λmqt associés
aux termes Pnpgiq  P pgiq. On définit la mesure et le processus avec l’information auxiliaire
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généralisée P rgs par :
Pg,Λn pfq  Pnpfq   Λ  pPnrgs  P rgsq,
αg,Λn pfq 
?
npPg,Λn pfq  P pfqq  αnpfq   Λ  αnrgs,
avec Pnrgs  pPnpg1q, . . . ,Pnpgmqqt et αnrgs  ?npPnrgs  P rgsq.
Estimateur optimal. Le processus empirique αg,Λn pFq est un cas particulier de celui de
Tarima et Pavlov. Il suffit de prendre Θ  P pfq, pΘ  Pnpfq, B  rB  P rgs, pB  Pnrgs. On
note Varpgq la matrice de variance définie pour tout 1 ¤ i, j ¤ m par
pVarpgqqi,j  CovpgipXq, gjpXqq.
Elle correspond à la matrice V introduite précédemment. On note Covpg, fq la matrice définie
pour tout 1 ¤ i ¤ m par
pCovpg, fqqi  CovpgipXq, fpXqq.
Elle correspond à la matrice CovppΘ, pBq introduite précédemment. La valeur Λ0 minimisant
la variance du processus αg,Λn pfq dépend de la fonction f . Sous réserve que la matrice de
variance Varpgq soit inversible, sa valeur est donnée grâce à (4.1) par
Λ0  Covpg, fq Varpgq1.
Si la matrice de covariance Varpgq n’est pas inversible il suffit de considérer la valeur
Λ 0  Covpg, fq Varpgq .
La mesure PgnpFq et le processus empirique αgnpFq avec information auxiliaire donnée par
des espérances de fonctions sont respectivement définis pour tout f P F par
Pgnpfq  Pg,Λ0n pfq  Pnpfq  Λ0  αnrgs
 Pnpfq  Covpg, fq Varpgq1  pPnrgs  P rgsq,
αgnpfq  αg,Λ0n pfq  αnpfq  Λ0  αnrgs
 αnpfq  Covpg, fq Varpgq1  αnrgs.
Comme pour l’article de Tarima et Pavlov, nous étudions ci-après le cas où le statisticien
n’aurait pas accès à la valeur de Λ0.
Estimateur adaptatif. Comme nous l’avons évoqué précédemment, si le statisticien
n’a pas accès à la valeur de Covpg, fq ou celle de Varpgq alors il peut la substituer la valeur
manquante par un estimateur consistant. On note Varnpgq et Covnpg, fq des estimateurs
consistants respectifs de Varpgq et Covpg, fq. Par exemple on peut prendre les estimateurs
suivants définies pour tout 1 ¤ i, j ¤ m par
pVarpgqi,j  Covnpgi, gjq
 1
n
n¸
k1
gipXkqgjpXkq 

1
n
n¸
k1
gipXkq

1
n
n¸
k1
gjpXkq

,
pCovpg, fqqi  Covnpgi, fq
 1
n
n¸
k1
gipXkqfpXkq 

1
n
n¸
k1
gipXkq

1
n
n¸
k1
fpXkq

.
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Si Varnpgq est inversible il peut par exemple utiliser l’estimateur naturelpΛ0  Covnpg, fq Varnpgq1. (4.4)
Si Varnpgq n’est pas inversible il peut par exemple utiliser l’estimateurpΛ0  Covnpg, fq Varnpgq . (4.5)
Dans un tel cas, le statisticien exploitera l’estimateur adaptatif suivant
Pgn pfq  Pnpfq  pΛ0  pPnrgs  P rgsq,
αgn pfq  αnpfq  pΛ0  αnrgs,
où pΛ0 est un estimateur consistant de Λ0. L’exemple qui suit reprend l’information auxiliaire
apportée par la connaissance de la probabilité d’appartenir à l’ensemble d’une partition, cas
étudié au chapitre 2.
Exemple 4.3.1. Prenons g1  1A1 , . . . , gm  1Am avec pAiq1¤i¤m une partition de X .
On suppose que le statisticien a à sa disposition les valeurs Ergis  P pAiq. Les matrices
Covpg, fq et Varpgq valent respectivement
pCovpg, fqqi  P pAiqpErf |Ais  Erf sq,
Varpgq  diagpP rAsq  P rAs  P rAst,
où 1 ¤ i ¤ m et P rAs  pP pA1q, . . . , P pAmqq. La solution optimale est
Λ0  pErf |A1s, . . . ,Erf |Amsq.
Si le statisticien connaît les valeurs Erf |Ais il n’aurait pas besoin d’utiliser l’échantillon pour
estimer Erf s puisqu’il pourrait effectuer le calcul direct Erf s  °mi1 Erf |AisErgis.
Hypothèse supplémentaire. Nous établissons des résultats aussi bien pour le processus
αgnpFq que pour le processus adaptatif αgn pFq. Nous devrons donc supposer une vitesse de
convergence supplémentaire et suffisante pour l’estimateur pΛ0 de Λ0. On pose |||pΛ0Λ0|||F 
maxi1,...,m ||ppΛ0  Λ0qi||F . Nous ferons régulièrement appel à l’hypothèse suivante.
Hypothèse (CV). Il existe C0  C0pFq ¡ 0 tel que pour tout t ¡ 0 et n suffisamment grand
P

|||pΛ0  Λ0|||F ¡ t	 ¤ exppC0nt2q.
Cette hypothèse est naturellement vérifiée si pΛ0 est l’estimateur empirique de Λ0 donnée
par (4.4) ou (4.5). Elle est également vérifiée si on prend un estimateur au moins aussi
efficace que ces derniers.
4.3.2 Résultats
Propriétés immédiates. La nouvelle mesure PgnpFq est linéaire, par linéarité de f ÞÑ
Pnpfq et f ÞÑ Λ0pfq. Elle vérifie en outre l’information auxiliaire P rgs puisque
Pgnrgs  pPg,Λ0n pg1q, . . . ,Pg,Λ0n pgmqqt
 Pnpgq Varpgq Varpgq1  pPnpgq  P pgqq  P rgs.
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D’après (4.2) la variance du processus empirique avec information auxiliaire αgnpFq est donnée
par la relation suivante. Pour tout f P F ,
Varpαgnpfqq  Varpfq  Covpg, fq Varpgq1  Covpg, fqt.
En particulier, comme (4.3), Varpαgnpfqq ¤ Varpαnpfqq pour tout f P F . La matrice de
covariance de αgnpFq est donnée pour tout f, g P F par
Covpαgnpfq, αgnpgqq  Covpf, gq  Covpg, fq Varpgq1  Covpg, gqt.
Qualité de l’information. Une idée naturelle vérifiée par la généralisation du processus
empirique avec information auxiliaire est que plus on a d’informations à disposition, plus la
variance du processus diminue. Cette idée est confirmée par la proposition suivante.
Proposition 4.3.1. Soient m ¤ m1, g1, . . . , gm1 des fonctions mesurables de X dans R et
g  pg1, . . . , gmq,g1  pg1, . . . , gm1q. Alors, Varpαgnpfqq ¥ Varpαg1n pfqq.
Démonstration. Il suffit de voir que pour Λ  pλ1, . . . , λmq on peut écrire que αg,λn  αg1,Λ1n
avec Λ1  pλ1, . . . , λm, 0, . . . , 0q qui sera nécessairement de variance supérieure à αg
1,Λ10
n .
Une autre question naturelle est de savoir si la qualité de l’information est améliorée si on
décompose une information donnée par une fonction réelle en somme d’autres fonctions dont
on connaît l’espérance. Par exemple dans le cas de partitions, nous nous demandons ici si le
fait de connaître P pA1q, . . . , P pAmq où A1, . . . , Am est une partition de A est plus efficace que
de simplement connaître P pAq. La proposition suivante montre qu’une information raffinée
améliore l’efficacité du processus.
Proposition 4.3.2. Soient m1 ¥ m et g1, . . . , gm1 des fonctions mesurables de X à valeurs
réelles qui forment un raffinement de g1, . . . , gm dans le sens où les ensembles pJiq1¤i¤m
définies par
@i  1, . . . ,m, gi  °jPJi g1j
forment une partition de t1, . . . ,m1u. Alors
@f P F , Varpαgnpfqq ¥ Varpαg
1
n pfqq
où g1  pg11, . . . , g1mqt.
Démonstration. Pour j  1, . . . ,m1 on note ij l’indice vérifiant j P Jij . Par hypothèse on
peut écrire que
Pg,Λn pfq  Pnpfq  
m¸
i1
λipPnpgiq  P pgiqq  Pnpfq  
m¸
i1
λi
°
jPJi Pnpg1jq  P pg1jqq
	
 Pnpfq  
m1¸
j1
λij pPnpgj1q  P pgj1qq.
Pour tout f P F et Λ P Rm, Pg,Λn pfq est nécessairement de variance supérieure à Pg1n pfq.
Remarque 4.3.1. La proposition précédente est une généralisation de la proposition 2.2.6.
92
Approximation forte. Si la classe de fonctions F vérifie les conditions d’entropie du
théorème de Berthet-Mason alors nous sommes en mesure d’établir un résultat d’approxima-
tion forte du processus αgnpFq avec information auxiliaire avec le processus gaussien centré
GgpFq défini pour tout f P F par
Ggpfq  Gpfq   Λ0 Grgs  Gpfq  Covpg, fq Varpgq1 Grgs, (4.6)
où Grgs  pGpg1q, . . . ,Gpgkqqt. Ce processus gaussien possède la même variance que celui du
processus αgnpFq, c’est-à-dire pour tout f P F ,
VarpGgpfqq  Varpfq  Covpg, fq Varpgq1  Covpg, fqt. (4.7)
La fonction de covariance du processus GgpFq est donnée pour tout f, g P F par
CovpGgpfq,Ggpgqq  Covpf, gq  Covpg, fq Varpgq1  Covpg, gqt.
Nous mentionnons ce dernier comme le P -pont brownien avec information auxiliaire donnée
par des espérances de fonctions. Le théorème suivant conserve le même format que l’approxi-
mation forte de Berthet-Mason.
Théorème 4.3.3. Si F vérifie F .i, F .ii, BR ou VC alors pour tout θ ¡ 0 il existe Cθ ¡ 0,
une suite vn de la forme vn  nαplognqβ si F vérifie VC et vn  plog nqβ si F vérifie BR
(avec α, β ¡ 0), des variables pXnqnPN i.i.d. de loi P et des processus pGnqn de P -pont
brownien définis sur un même espace de probabilité vérifiant pour tout n,
P p||αgn Ggn||F ¡ Cθvnq ¤ 1nθ , (4.8)
et presque sûrement
||αgn Ggn||F  Opvnq, (4.9)
où Ggn est le P -pont brownien avec information auxiliaire donnée par des espérances de
fonction défini par (4.6) via les Gn. De plus si CV est vérifiée alors pour tout n suffisamment
grand,
P p||αgn Ggn||F ¡ Cθvnq ¤ 1nθ , (4.10)
et presque sûrement
||αgn Ggn||F  Opvnq. (4.11)
Démonstration. D’après le théorème de Berthet-Mason, il existe C0  C0pθq ¡ 0, une suite
pXnqnPN de variables i.i.d. de loi P , une suite pGnqnPN de P -pont browniens construits sur
un même espace de probabilité et tels que pour tout n,
P p||αn Gn||F ¡ C0vnq ¤ 13nθ . (4.12)
Si Λ0  pλ0,1, . . . , λ0,mq alors ||αgnGg||F ¤ p1 
°m
i1 |λ0,i|q||αnGn||F où pGgnpFqqn sont
les P -ponts browniens avec information auxiliaire donnée par les espérances de fonctions g
construits à partir des pGnpFqqn via (4.6). Il suffit de prendre C1  p1 °mi1 λ0,iqC0 pour
conclure grâce à (4.12) à l’inégalité
P p||αgn Ggn||F ¡ C1vnq ¤ 13nθ ,
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qui entraîne (4.8) avec Cθ  C1. Pour la seconde partie du théorème, il suffit d’établir une
inégalité de concentration pour ||αgn  αgn||F . Pour tout n P N,
||αgn  αgn||F  ||ppΛ0  Λ0q  αnrgs||F ¤ m||αn||F |||pΛ0  Λ0|||F .
D’après l’inégalité de Talagrand et l’hypothèse CV, il existe D  Dpθq ¡ 0 tel que pour tout
n suffisamment grand,
Pp||αn||F ¡
a
D lognq ¤ 13nθ , P

|||pΛ0  Λ0|||F ¡cD logn
n

¤ 13nθ .
On a ainsi montré que
P

||αgn Ggn||F ¡ C1vn   Dm logn?n


¤ P p||αgn Ggn||F ¡ C1vnq
  Pp||αn||F ¡
a
D lognq   P

|||pΛ0  Λ0|||F ¡cD logn
n

,
qui permet de conclure à (4.10) en prenant Cθ suffisamment grand pour avoir Cθvn ¡ C1vn 
Dm logn{?n. Le lemme de Borel-Cantelli appliqué à (4.8), (4.10) et θ ¡ 1, nous permet de
conclure à (4.9) et (4.11).
Convergence en loi. Le résultat de Tarima et Pavlov rappelé par proposition 4.2.1
montre que pour f P F fixé, αgnpfq converge en loi vers Ggpfq. La proposition suivante
renforce ce résultat en montrant que la convergence reste vraie au niveau du processus αgnpFq
qui converge faiblement dans ℓ8pFq vers GgpFq et donne même une vitesse de convergence.
Proposition 4.3.4. On note dLP la distance de Lévy-Prokhorov. Si F vérifie F .i et F .ii
alors il existe C ¡ 0 tel que pour tout n, dLP pαgn,Ggq ¤ Cvn. Si l’hypothèse CV est vérifiée
alors pour n suffisamment grand, dLP pαgn ,Ggq ¤ Cvn.
La preuve de cette proposition est en tout point similaire à celle de la proposition 2.2.3 en
utilisant l’approximation forte du théorème 4.3.3 et ne sera donc pas présentée.
4.3.3 Exemples
Variable de contrôle. La variable de contrôle est une méthode statistique utilisée pour
obtenir une réduction de la variance en utilisant la connaissance de la corrélation entre deux
statistiques (voir par exemple [62]). Concrètement, si X,Y sont des variables corrélées et
que l’on connaît ErY s alors on peut utiliser cette information afin de réduire la variance de
l’évaluation de X en considérant la variable X définie par
X  X  CovpX,Y qVarpY q pY  ErY sq.
La nouvelle variance est donnée par
VarpXq  VarpXq  CovpX,Y q
2
VarpY q  p1 CorrpX,Y qqVarpXq,
où CorrpX,Y q  CovpX,Y q{σXσY est le coefficient de corrélation entre X et Y . Si on
travaille sur un échantillon pX1, Y1q, . . . , , pXn, Ynq il est possible d’améliorer de la même
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façon l’estimation de la moyenne empirique de X en utilisant l’information auxiliaire ErY s.
En effet, si on travaille avec la loi P  PpX,Y q, que notre fonction d’intérêt est fpX,Y q  X
et que l’information auxiliaire est donnée par g  pgq avec gpX,Y q  Y c’est-à-dire que l’on
a connaissance de ErgpX,Y qs  ErY s alors la mesure empirique avec information auxiliaire
est donnée par
Pgn  PnpXq  CovpX,Y qVarpY q pPnpY q  ErY sq
et sa variance asymptotique VarppGpfqq est la même que VarpXq.
Fonction de répartition. Zhang [83] a étudié le comportement asymptotique de la
fonction de répartition en présence d’informations auxiliaires donnée par des espérances de
fonctions supposées nulles. Il a en particulier montré (voir théorème 3) que si X est une
variable aléatoire réelle dont le support est contenu dans un intervalle ra, bs et qui possède
une fonction de répartition F continue alors le processus αgnpra, bsq, où αgnptq  αgnp1ra,tsq
converge en loi sur Dpra, bsq vers le processus gaussien centré W pra, bsq dont la fonction de
covariance est donnée par
CovpW psq,W ptqq  F pminps, tqq  F psqF ptq  ErgrXs1X¤ss Varpgq1  ErgrXs1X¤tst,
où ErgrXs1X¤ss  pErg1pXq1X¤ss, . . . ,ErgmpXq1X¤sq.
Vraisemblance empirique. La vraisemblance empirique est une méthode proche au
niveau du concept de la méthode du maximum de vraisemblance. Alors que cette dernière
est une méthode d’estimation nécessitant de travailler avec une famille paramétrique de lois,
la méthode de vraisemblance empirique s’affranchit de cette contrainte. Cette méthode a été
introduite par Owen [63] (voir également [64]).
Estimateur par le ratio. Le résumé de la méthode du redressement par ratio qui est
faite dans ce paragraphe provient de l’article [24] de Bernard Bru présentant les estimations
laplaciennes. L’estimateur par le ratio ou par le quotient est une méthode de redressement
utilisé pour une variable d’intérêt qui suivrait une relation à peu près linéaire par rapport
à une autre variable dont on connaîtrait l’espérance. On peut trouver une présentation dé-
taillée de cette méthode dans le chapitre III.3 de [7]. C’est une méthode a été originellement
introduite en France vers 1740 par le magistrat Jean-Baptiste François de La Michodière, a
été validée par Laplace dans son mémoire intitulé « Sur les naissances, les mariages et les
morts... » [56] et s’est répandue dans l’administration française. Elle avait pour but à l’époque
de donner une approximation de la taille de la population française de l’époque en partant
du principe selon Derham que « le nombre des mariages, des naissances et des morts est
proportionné au nombre des personnes qui composent une nation entière, ou qui se trouvent
dans toute une province, ou dans une paroisse » [31]. Ainsi les intendants obtenaient une
approximation de la population d’une ville ou d’une province en multipliant le nombre de
naissances exacte obtenu à partir des registres par un facteur longuement débattu au cours
du XVIIIe siècle et qui variait selon la personne et le lieu d’intérêt (ville/campagne, localité,
...). Formellement on s’intéresse à la valeur P pfq  ErfpXqs et on suppose qu’il existe une
relation presque linéaire de la forme fpXq  RgpXq ϵ où ϵ est une variable aléatoire centrée
indépendante de X en ayant à disposition la valeur théorique P pgq  ErgpXqs. La statistique
proposée permettant ce redressement est donnée par
pPnpfq  pRnP pgq  P pgqPnpfqPnpgq . (4.13)
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On a estimé le coefficient de proportionnalitéR  P pfq{P pgq par le rapport pRn  Pnpfq{Pnpgq.
L’estimateur par le ratio est un cas particulier du processus empirique avec information auxi-
liaire que nous avons défini dans cette partie. En effet, l’information auxiliaire est donnée ici
par la connaissance de P pgq et la mesure empirique utilisant l’information est donnée par
Pgnpfq  Pnpfq  Covpf, gqVarpgq pPnpgq  P pgqq.
En utilisant le fait que dans notre cas Covpf, gq  RVarpgq on obtient que
Pgnpfq  Pnpfq RpPnpgq  P pgqq.
L’approximation du ratio R par pRn nous permet de retomber sur l’estimateur par le ratio
donné par la formule (4.13). En utilisant (4.7) on obtient que la variance du processus em-
pirique avec information auxiliaire tout comme la variance du processus empirique résultant
de l’estimateur par le ratio est donnée par
VarpGgpfqq  Varpfq  Covpf, gq
2
Varpgq  Varpfq R
2Varpgq.
Jusqu’à présent nous avons supposé qu’il existait une relation de quasi-linéarité entre les
variables fpXq et gpXq. Si cette relation n’existait pas, rien ne garantit que l’estimateur par
le ratio diminuerait la variance, pire on peut exhiber des cas où on empire les estimations
en augmentant la variance de l’estimateur par le ratio. Avec les outils d’approximation forte
on peut montrer que le processus ?n pP pgqPnpfq{Pnpgq  P pfqq converge en loi dans ℓ8pFq
vers le processus Gpfq  P pfqGpgq{P pgq de variance
Varpfq  2P pfq
P pgqCovpf, gq  

P pfq
P pgq

2
Varpgq.
Dans le cas trivial où la variable gpXq est indépendante de fpXq, la variance serait de
Varpfq  

P pfq
P pgq

2
Varpgq ¥ Varpfq
ce qui augmente la variance, comparé au processus empirique usuel. Finalement, il serait
préférable de privilégier la mesure empirique avec l’information auxiliaire P pgq qui améliore
les estimations que l’on soit dans un cas de quasi-linéarité ou non. Quand la covariance et la
variance ne sont pas connues on peut utiliser
Pgn pfq  Pnpfq  Pnpfgq  PnpfqP pgqPnpg2q  P pgq2 pPnpgq  P pgqq.
La variance asymptotique est donnée par
VarpGgpfqq  Varpfq  Covpf, gq
2
Varpgq ¤ Varpfq.
Espérance du produit. Supposons que l’on travaille avec la loi P  PpX,Y q, que notre
fonction d’intérêt est fpX,Y q  X et que l’information auxiliaire est donnée par g  pgq
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avec gpX,Y q  XY , c’est-à-dire que l’on a connaissance de ErgpX,Y qs  ErXY s. La mesure
empirique avec information auxiliaire est donnée par
Pgnpfq  Pnpfq  CovpXY,XqVarpXY q pPnpXY q  ErXY sq.
Si les valeurs CovpXY,Xq et VarpXY q ne sont pas connues il convient d’utiliser la mesure
empirique
Pgn pfq  Pnpfq  PnpX
2Y q  ErXY sPnpXq
VarnpXY q pPnpXY q  ErXY sq,
où Varn désigne la variance empirique. La variance du processus gaussien ay point f P F
sans information auxiliaire est VarpGpfqq  VarpfpX,Y qq  VarpXq tandis que la variance
du processus gaussien limite avec information auxiliaire est donnée par
VarpGgpfqq  VarpXq  CovpXY,Xq
2
VarpXY q .
Le cas trivial où Y  1 conduirait à connaître ErXs et on retombe VarppGpfqq  0. Le cas où
Y  X revient à connaître le moment d’ordre 2 de la variable X et dans ce cas la variance
du processus gaussien limite avec information auxiliaire est donnée par
VarpGgpfqq  σ2  pµ3  µpµ
2   σ2qq2
µ4  pµ2   σ2q2 ,
où µ, σ2, µk sont respectivement l’espérance, la variance et le moment d’ordre k de la variable
X.
Espérance tronquée. Supposons que le statisticien ait à sa disposition la connaissance
de l’espérance de sa variable tronquée, c’est-à-dire qu’il ait connaissance de la valeur de
l’espérance ErgpXqs avec gpXq  X1a¤X¤b a1X a b1X¡b. On peut imaginer par exemple
qu’une étude préliminaire a été menée sur la variable d’intérêt avec des outils dont soit une
capacité réduite, soit un mauvais paramétrage de la part de l’utilisateur ou bien encore un
dysfonctionnement a tronqué les valeurs observées. Si une seconde étude permet l’observation
non tronquée de ces valeurs, il serait alors dommage de ne pas utiliser les résultats établis lors
de l’enquête préliminaire. On pourrait intégrer cette information auxiliaire pour améliorer
l’estimation de l’espérance des X en utilisant la mesure empirique avec information auxiliaire
Pgnpfq  PnpXq  CovnpX, gpXqqVarnpgpXqq pPnpgq  ErgpXqsq.
Par exemple si X  N p0, 1q et b  a  1 alors CovpX, gpXqq  0.683,VarpgpXqq  0.516 et
donc la variance baisse de CovpX, gpXqq2{VarpgpXqq  0.903. La figure 4.1 est une simulation
de la loi du processus empirique avec et sans l’information auxiliaire ErX11¤X¤1 1X¡1
1X 1s  0.
4.3.4 Généralisation des chapitres précédents
Information auxiliaire d’une partition. On travaille avec P  PX et notre fonction
d’intérêt est fpXq  X. Supposons que l’information auxiliaire est donnée par la connais-
sance d’appartenir à un ensemble d’une partition de X , autrement dit supposons que l’on
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Fig. 4.1: Simulation numérique du processus avec/sans informations auxiliaires
ait à disposition Ergis  P pAiq avec gi  1Ai , i  1, . . . ,m où A  tA1, . . . , Amu forme une
partition de X . La valeur optimale Λ0 à estimer est Λ0  pErf |A1s, . . . ,Erf |Amsq. Si l’utilisa-
teur ne connaît aucune valeur de ces espérances conditionnelles il peut les estimer grâce aux
valeurs Pnpf1Aiq{PnpAiq ou bien Pnpf1Aiq{P pAiq. Ces estimateurs permettent de retrou-
ver le processus empirique avec information auxiliaire d’une partition. En effet d’après (2.1),
on obtient dans les deux cas que Pgn pfq  pPAn pfq où pPAn pfq est le processus défini et étudié
dans la partie avec l’information auxiliaire d’une partition. Connaître toutes les valeurs bi
reviendrait à connaître Erf s, et par conséquence que l’on aurait αgnpfq  0 pour tout f P F .
Raking-Ratio. Supposons que l’information auxiliaire est donnée par la connaissance
d’appartenir pour toutN P N à un ensemble pApNqi qi¤mN d’une partitionApNq  tApNq1 , . . . , ApNqmn u
de X . Le Raking-Ratio a pour objectif d’intégrer itérativement par rapport à N l’information
auxiliaire donnée par ApNq en utilisant la suite de mesure empirique modifiée PpNqn définie
par Pp0qn  Pn et
PpN 1qn pfq 
mN 1¸
j1
P pApN 1qj q
PpNqn pApN 1qj q
PpNqn pf1ApN 1q
j
q.
Pour tout f P F on note αpNqn pfq  ?npPpNqn pfq  P pfqq le processus empirique associé à
la méthode du Raking-Ratio. Le résultat suivant montre que notre généralisation est plus
optimale que le Raking-Ratio par rapport à l’intégration de cette information.
Proposition 4.3.5. Pour tout N P N, il existe pbpNqi,j qi¤N,j¤mN tel que pour tout f P F ,
PpNqn pfq  Pnpfq  
N¸
i1
mi¸
j1
b
pNq
i,j pPnpApiqj q  P pApiqj qq.
98
Démonstration. La mesure empirique avec l’information auxiliaire d’une partition Pp1qn pFq pPAp1qn pFq étudié au deuxième chapitre vérifie cette propriété. Supposons que l’hypothèse soit
vérifiée au rang N . Montrons qu’elle l’est également au rang N   1.
PpN 1qn pfq 
mN 1¸
k1
P pApN 1qk q
PpNqn pApN 1qk q
PpNqn pf1ApN 1q
k
q

mN 1¸
k1
P pApN 1qk q
PpNqn pApN 1qk q

Pnpf1ApN 1q
k
q  
N¸
i1
mi¸
j1
b
pNq
i,j pPnpApiqj q  P pApiqj qq

 Pnpfq  
N¸
i1
mi¸
j1
b
pNq
i,j

mN 1¸
k1
P pApN 1qk q
PpNqn pApN 1qk q

pPnpApiqj q  P pApiqj qq

mN 1¸
k1
Pnpf1ApN 1q
k
q
PpNqn pApN 1qk q
pPpNqn pApN 1qk q  P pApN 1qk qq
Or,
mN 1¸
k1
Pnpf1ApN 1q
k
q
PpNqn pApN 1qk q
pPpNqn pApN 1qk q  P pApN 1qk qq

mN 1¸
k1
Pnpf1ApN 1q
k
q
PpNqn pApN 1qk q

pPnpApN 1qk q  P pApN 1qk qq  
N¸
i1
mi¸
j1
b
pNq
i,j pPnpApiqj q  P pApiqj qq

,
d’où PpN 1qn  Pnpfq  °N 1i1 °mij1 bpN 1qi,j pPnpApiqj q  P pApiqj qq avec
@1 ¤ i ¤ N, @1 ¤ j ¤ mi, bpN 1qi,j  bpNqi,j
mN 1¸
k1
P pApN 1qk q  Pnpf1ApN 1q
k
q
PpNqn pApN 1qk q
@1 ¤ k ¤ mN 1, bpN 1qN 1,k  
Pnpf1ApN 1q
k
q
PpNqn pApN 1qk q
Compte tenu du résultat précédent et de la proposition 4.3.1 on a en particulier pour tout
f P F ,
VarpαpNqn pfqq ¥ VarpαgNn pfqq ¥ Varpαgnpfqq
où gN  t1Apiq
j
: i ¤ N, j ¤ miu,g  t1ApNq
j
: N P N, j ¤ mNu.
4.4 Information auxiliaire générale
4.4.1 Introduction
Motivation. Nous avons traité le cas d’une information auxiliaire de la forme P pgkq,
c’est-à-dire une information qui est l’espérance d’une fonction mesurable. Mais comme évo-
qué dans l’introduction certains cas ne rentrent malheureusement pas dans cette définition.
Par exemple l’information auxiliaire donnée par la connaissance de la variance d’une variable
ou de la covariance de deux variables ne rentre pas dans le cadre précédent puisque la va-
riance et covariance empirique ne peuvent s’exprimer comme la moyenne empirique d’une
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seule fonction, c’est-à-dire qu’on ne peut pas les écrire sous la forme Pnpgq. C’est également
le cas simple de la moyenne empirique conditionnelle, de l’inverse d’une moyenne, etc... De
manière générale, il faut considérer que l’information auxiliaire peut s’exprimer comme une
fonction compliquée à valeur réelle de la loi de l’échantillon qui est naturellement approchée
asymptotiquement par l’image de la mesure empirique par cette même fonction. Cette fonc-
tion doit vérifier au minimum des conditions de dérivabilité afin que l’on puisse théoriquement
assurer la convergence de ce processus empirique avec informations auxiliaires générales.
Organisation. Nous introduisons dans cette sous-section le processus empirique avec in-
formation auxiliaire générale. Dans la sous-section 4.4.2 nous établissons des résultats d’ap-
proximation forte et de convergence faible sur ce processus. Nous donnons des exemples
d’application aux sous-sections 4.4.3, 4.4.4 et 4.4.5.
Notation et hypothèses. On fixe t0 ¡ 0. Nous allons travailler sur une classe de
fonctionsH de fonctions définies sur ℓ8pFq à valeurs réelles vérifiant les hypothèses suivantes.
Hypothèse (H.i). Pour tout h P H, hpP q est défini et pour tout Q P ℓ8pFq vérifiant
||Q||F   t0,
hpP  Qq  hpP q  Q  φhpP q  RhpQq,
où φh : ℓ8pFq Ñ VecpFq et Rh : ℓ8pFq Ñ R une application vérifiant sur une boule centrée
en l’origine B, |Rhpq| ¤ ||  ||qF pour un certain q ¡ 1.
Hypothèse (H.ii). Pour tout h P H, VarpφhpP qq existent.
Cette classe contient nos fonctions statistiques d’intérêt et les informations auxiliaires. L’hy-
pothèse H.i signifie que les fonctions sont différentiables en la mesure P tandis que l’hypo-
thèse H.ii s’assurera de la bonne définition de l’objet limite. L’information auxiliaire sera
représentée par la connaissance de g1pP q, . . . , gmpP q où g1, . . . gm P H. Cette façon de repré-
senter l’information auxiliaire permet d’inclure les cas que nous avons cité et que ne pouvions
pas traiter jusqu’à présent. Plus de détails sont donnés dans les exemples qui suivent. On
définit le processus empirique avec information auxiliaire générale agnpHq pour tout n P N
et h P H par
Pg,Λn phq  hpPnq   Λ  pgrPns  grP sq,
ag,Λn phq 
?
npPg,Λn phq  hpP qq
 ?n phpPnq  hpP q   Λ  pgrPns  grP sqq
où grQs  pg1pQq, . . . , gmpQqqt.
Exemples de classe H. Le tableau suivant donne des exemples de classes de fonctions
H d’intérêt avec leur différentielle et reste respectives.
hpP q F φhpP q
Espérance
P pf0q tf0u f0
Variance
P pf20 q  P 2pf0q tf
2
0 , f0u f20  2f0P pf0q
Inverse de l’espérance
1{P pf0q tf0u f0{P
2pf0q
Espérance conditionnelle
P pf01Aq{P pAq tf01A,1Au pf0  P pf0|Aqq1A{P pAq
Produit des espérances
P pf0qP pg0q tf0, g0, f0g0u f0g0  f0P pg0q  P pf0qg0
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Tab. 4.1: Tableau des différentielles usuelles
Une définition générale de l’information auxiliaire requiert donc d’étudier en détail la statis-
tique afin d’exprimer pour tout h P H la fonction φh.
Estimateur optimal. Le processus ag,Λn pHq est comme αg,Λn pFq un cas particulier de
l’étude de Tarima et Pavlov. Il suffit de prendre en effet Θ  hpP q, pΘ  hpPnq,B  rB 
grP s, pB  grPns. Notons Σ1,Σ2 les matrices de covariance suivantes définies par
Σ1phq  Cov pφhpP q, φgrP sq PM1,mpRq,
Σ2  Var pφgrP sq PMm,mpRq,
c’est-à-dire les matrices définies pour tout 1 ¤ i, j ¤ m par
pΣ1phqqi  Cov pφhpP q, φgipP qq ,
pΣ2qi,j  Cov
 
φgipP q, φgj pP q

.
Sous réserve que Σ2 soit inversible, la valeur Λ0 minimisant la variance du processus ag,Λn phq
est donnée grâce à (4.1) par
Λ0  Σ1phq  Σ12 .
Si la matrice Σ2 n’est pas inversible, il suffit de considérer la valeur
Λ0  Σ1phq  Σ 2 .
La mesure PgnpHq et le processus empirique agnpHq avec information auxiliaire générale sont
respectivement définis pour tout f P F par
Pgnphq  hpPnq  Λ0  pgrPns  grP sq (4.14)
 hpPnq  Σ1phq  Σ12  pgrPns  grP sq,
agnphq 
?
n phpPnq  hpP q  Λ0  pgrPns  grP sqq (4.15)
 ?n  hpPnq  hpP q  Σ1phq  Σ12  pgrPns  grP sq .
Comme dans le cas précédent, nous étudions ci-après le cas où la valeur Λ0 n’est pas connue.
Estimateur adaptatif. Si la valeur Λ0 n’est pas connue du statisticien, celui-ci peut
utiliser un estimateur consistant pΛ0 de Λ0. Notons les matrices Σ1,n P M1,mpRq,Σ2,n P
Mm,mpRq définies pour tout 1 ¤ i, j ¤ m par
pΣ1,nphqqi  CovnpφhpPnq, φgipPnqq,
pΣ2,nqi,j  CovnpφgipPnq, φgj pPnqq,
Si Σ2,n est inversible alors le statisticien peut utiliser l’estimateur consistant naturelpΛ0  Σ1,nphq  Σ12,n.
Si la matrice Σ2,n n’est pas inversible il peut par exemple utiliser l’estimateur consistantpΛ0  Σ1,nphq  Σ 2,n.
Dans tous les cas on emploie l’estimateur adaptatif suivant
Pgn phq  hpPnq  pΛ0  pgrPns  grP sq,
agn phq 
?
n

hpPnq  hpP q  pΛ0  pgrPns  grP sq	 .
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L’exemple qui suit reprend à nouveau l’information auxiliaire apportée par la connaissance
de la probabilité d’appartenir à un ensemble d’une partition donnée mais avec les nouvelles
notations.
Exemple 4.4.1. On pose g1pP q  P pA1q, . . . , gm  P pAmq avec pAiq1¤i¤m une partition
de X . On étudie la statistique hpP q  P pfq. Les fonctions gi, h vérifient l’hypothèse H.i
avec φhpP q  f , φgipP q  1Ai . On suppose que le statisticien a à sa disposition les valeurs
Ergis  P pAiq. Comme pour l’exemple 4.3.1, les matrices Σ1phq,Σ2 valent respectivement
pΣ1phqqi  CovpfpXq,1AipXqq  P pAiqpErf |Ais  Erf s,
Σ2  diagpP rAsq  P rAs  P rAst,
où 1 ¤ i ¤ m et P rAs  pP pA1q, . . . , P pAmqq.
4.4.2 Résultats
Approximation forte. Pour tout h P H, on définit le processus gaussien avec informa-
tion auxiliaire générale par
Ggphq  G pφhpP qq   Λ0 GrφgrP ss, (4.16)
où φgrP s  pφg1pP q, . . . , φgmpP qqt. Nous mentionnons de dernier comme le P -pont brownien
avec information auxiliaire générale. Si la classe de fonctions F vérifie les conditions d’entropie
de Berthet-Mason il est encore possible d’établir une approximation forte du processus agnpHq
avec le processus gaussien GgpHq. Le théorème suivant énonce l’approximation forte.
Théorème 4.4.1. Supposons que F vérifie F .i, F .ii, VC ou BR et que H vérifie H.i, H.ii.
Pour tout θ ¡ 0 il existe Cθ ¡ 0, une suite vn de la forme vn  nαplognqβ si F vérifie VC
et vn  plog nqβ si F vérifie BR (avec α, β ¡ 0), des variables pXnqnPN i.i.d. de loi P et
des processus pGnqn de P -pont brownien définis sur un même espace de probabilité vérifiant
pour tout n,
P p||agn Ggn||H ¡ Cθvnq ¤ 1nθ , (4.17)
et presque sûrement
||agn Ggn||H  Opvnq, (4.18)
où Ggn est le P -pont brownien avec information auxiliaire générale défini par (4.16) via les
Gn. De plus si l’hypothèse CV est vérifiée alors pour tout n suffisamment grand,
P p||agn Ggn||H ¡ Cθvnq ¤ 1nθ , (4.19)
et presque sûrement
||agn Ggn||H  Opvnq. (4.20)
Démonstration. D’après l’approximation forte de Berthet-Mason, il existe C0 ¡ 0, des va-
riables pXnqnPN i.i.d. de loi P , des P -ponts browniens pGnqnPN sur un même espace de
probabilité tels que
Pp||αn Gn||F ¡ C0vnq ¤ 13nθ .
102
On note Λ0  pλ0,1, . . . , λ0,mq. En utilisant les définitions de agnpHq et GgpHq données
par (4.15) et (4.16) on peut écrire que
||agn Ggn||H ¤

1 
m¸
i1
|λ0,i|
 ||αn Gn||F   ||αn{?n||qF ,
où les processus GgnpHq sont définis avec de (4.16) à partir des GnpFq. Il existe C1 tel que
P

||αn||qF ¡ C1vnnq{2
	
¤ 13nθ .
L’inégalité (4.17) est vérifiée en prenant Cθ ¡ 0 suffisamment grand pour avoir Cθvn ¡
p1 °mi1 |λ0,i|qpC0   C1qvn. On note que ||agn Ggn||H ¤ ||agn  agn||H   ||agn Ggn||H et
que
||agn  agn||H ¤ ||ppΛ0  Λ0q  ?npgrPns  grP sq||H
¤ |||pΛ0  Λ0|||F p2MF   ||αn||qF{npq1q{2q.
D’après l’hypothèse CV, il existe D ¡ 0 tel que
P

|||pΛ0  Λ0|||F 2MF   ||αn||qF{npq1q{2	q ¡
c
D logn
n
p2MF   C1vnnpq1q{2q

¤ 13nθ ,
ce qui entraîne (4.19) avec Cθ suffisamment grand pour avoir
Cθvn ¡

1 
m¸
i1
|λ0,i|

pC0   C1qvn  
c
D logn
n

2MF   C1vnnpq1q{2
	
.
Les inégalités (4.18) et (4.20) découlent du lemme de Borel-Cantelli et des inégalités (4.17)
et (4.19) en prenant θ ¡ 1.
Convergence en loi. Comme pour le processus αgnpFq dans le cas où l’information
auxiliaire est donnée par des espérances de fonctions, le processus agnpHq converge en loi dans
ℓ8pHq vers GgpHq avec une vitesse de l’ordre de vn qui dépend de la condition d’entropie
vérifiée par F . Le résultat suivant est une conséquence de l’approximation forte donnée par
le théorème 4.4.1 et la preuve est similaire à celle de la proposition 2.2.3.
Proposition 4.4.2. On note dLP la distance de Lévy-Prokhorov. Si F vérifie F .i et F .ii
alors il existe C ¡ 0 tel que pour tout n, dLP pang,Ggq ¤ Cvn. Si l’hypothèse CV est vérifiée
alors pour n suffisamment grand, dLP pagn ,Ggq ¤ Cvn.
4.4.3 Application : covariance connue
Motivation. Plaçons-nous dans le cas où le statisticien connaît la covariance entre une
variable d’intérêt X et une autre variable aléatoire Y et que celui-ci souhaite estimer l’espé-
rance de X. Autrement dit nous travaillons avec la loi P  PpX,Y q et l’ensemble H  th, gu
avec la fonction hpP q  P pf0q, f0 : R2 Ñ R définie par f0px, yq  x et la fonction auxiliaire
gpP q  P pf0g0q  P pf0qP pg0q, g0 : R2 Ñ R définie par g0px, yq  y. L’hypothèse H.i est
vérifiée avec les fonctions
φhpP q  f0, RhpQq  0, φgpP q  g0, RgpQq  0,
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d’après le tableau 4.1. L’hypothèse H.ii est vérifiée si X,Y et XY admettent des moments
d’ordre deux. Par conséquence, les matrices Σ1phq,Σ2 sont respectivement données par
Σ1phq  CovpX,XY  ErXsY  ErY sXq,
Σ2  VarpXY  Y ErXs XErY sq.
D’après (4.14), la mesure empirique avec l’information auxiliaire donnée par CovpX,Y q est
donnée par
Pgnphq  PnpXq  CovpX,XY  Y ErXs XErY sqVarpXY  Y ErXs XErY sq pCovnpX,Y q  CovpX,Y qq, (4.21)
avec Covn la covariance empirique. Si le statisticien n’a pas accès aux valeurs de Σ1phq ou Σ2
il pourra utiliser des estimations en utilisant la connaissance de la covariance. Par exemple
la matrice Σ1phq peut être estimée par la valeur suivante
pΣ1phq  PnpX2Y q  PnpY qpP2npXq  VarnpXqq  2PnpXqCovpX,Y q,pΣ2  VarnpXY q   P2npXqVarnpY q   P2npY qVarnpXq
 2pPnpXqCovnpXY, Y q   PnpY qCovnpXY,Xqq   2PnpXqPnpY qCovpX,Y q,
avec Varn la variance empirique. Asymptotiquement la variance du processus gaussien limite
sera donnée par
VarpGgphqq  VarpXq  CovpX,XY  Y ErXs XErY sq
2
VarpXY  Y ErXs XErY sq . (4.22)
Un autre exemple qui pourrait être intéressant est la connaissance du fait que les variables
aléatoires X,Y sont indépendantes et donc que la covariance entre les variables est nulle.
Malheureusement, si X,Y sont indépendantes alors Σ1phq  0, ce qui n’apporte aucune
baisse de variance de l’estimation de l’espérance de X. Si les variables X,Y sont des lois
normales, on peut également montrer que Σ1phq  0 et donc encore une fois qu’il n’y a pas
de baisse de variance.
Information donnée par VarpXq. Si Y  X, c’est-à-dire si la variance de X est
connue alors il est nécessaire que X admette un moment d’ordre 4 et la mesure empirique
avec l’information auxiliaire et la variance du processus gaussien limite données par (4.21),
(4.22) deviennent
Pgnphq  PnpXq  CovpX,X
2q  2ErXsVarpXq
VarpX2  2XErXsq pVarnpXq VarpXqq,
VarpGgphqq  VarpXq  rCovpX,X
2q  2ErXsVarpXqs2
VarpX2  2XErXsq .
Cette information peut être supposée connue dans le cadre de certains tests statistiques,
comme nous le préciserons après. Nous donnons ci-après quelques exemples avec des lois
usuelles.
Loi multivariée de Poisson. Un vecteur aléatoire suit une loi multivariée de Poisson
si ses marginales suivent des lois de Poisson unidimensionnelles. Cette distribution a été
proposée par Campbell en 1934 [25]. En 1964, Holgate [48] permet d’exprimer une variable
de Poisson bivariée à l’aide de trois variables univariées de Poisson indépendantes. Pour plus
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Fig. 4.2: Loi de αnpX1q et agnpX1q
de renseignements concernant cette loi, voir l’article de Morin [61]. Formellement, pX,Y q
suit une loi multivariée de Poisson s’il existe X1, X2, X3 tels que X  X1 X2, Y  X1 X3
avec Xi  Ppλiq indépendantes deux à deux pour i  1, 2, 3. Nous supposons que nous
connaissons la covariance CovpX,Y q  λ1 et que λ1  0 auquel cas nous retombons sur des
variables indépendantes, cas évoqué précédemment. Si l’on souhaite estimer l’espérance de
X avec l’information auxiliaire, les valeurs de Σ1,Σ2 sont données par
Σ1phq  λ1, Σ2  λ1   2λ21   λ1λ2   λ1λ3   λ2λ3.
La formule (4.22) de la variance asymptotique devient
VarpGgphqq  λ1   λ2  λ
2
1
λ1   2λ21   λ1λ2   λ1λ3   λ2λ3
.
La figure 4.2 est une illustration numérique du processus empirique sans et avec l’informa-
tion auxiliaire de la covariance. Les paramètres utilisés pour cette simulation sont λ1 
0.2623, λ2  λ3  0.1. La courbe bleue représente la loi du processus empirique avec l’in-
formation auxiliaire et la rose celle sans. On utilise une méthode de Monte-Carlo avec des
échantillons de taille n  1000.
Généralisation à d’autres lois. On peut appliquer la même idée pour des variables
X,Y définies par X  X1  X2, Y  X1  X3 avec Xi  Epλiq deux à deux indépendantes.
Pour estimer l’espérance de X avec l’information auxiliaire, les valeurs Σ1,Σ2 sont données
par
Σ1phq  2
λ31
, Σ2  λ
4
1   λ21λ22   λ21λ23   8λ22λ23
λ41λ
2
2λ
2
3
.
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Fig. 4.3: Formule de Wolfram alpha
La variance asymptotique du processus avec informations auxiliaires est donnée par
VarpGgphqq  1
λ21
 4λ
2
2λ
2
3
λ21pλ41   λ21λ22   λ21λ23   8λ22λ23q
.
On peut remarquer que plus la valeur λ1 est faible, plus la réduction de variance sera impor-
tante. Si les Xi suivent une loi normale ou uniforme, Σ1phq  0 et il n’y a donc pas réduction
de variance. Les valeurs des variances et covariances ont pu être calculées grâce au logiciel
Wolfram Alpha. La figure 4.3 est une capture d’écran de la formule permettant d’obtenir les
valeurs dans le cas où les Xi suivent une loi exponentielle. Il suffit de changer la distribution
pour obtenir les valeurs de Σ1phq,Σ2 dans le cas où les Xi, i  1, 2, 3 suivent une autre loi.
4.4.4 Application : espérance conditionnelle connue
Motivation. Plaçons-nous cette fois-ci dans le cas où le statisticien connaît une espé-
rance conditionnelle ErY |As  P pY 1Aq{P pAq. On peut imaginer par exemple qu’une étude
préliminaire à moindre coût a été menée sur une variable spécifique auprès d’une certaine
partie de la population et que l’on souhaite utiliser les résultats de cette étude afin de ren-
forcer nos statistiques. Nous travaillons avec la loi P  PpX,Y q et l’ensemble H  th, gu
avec la fonction hpP q  P pf0q, f0 : R2 Ñ R définie par f0px, yq  x et la fonction auxiliaire
gpP q  P pg01Aq{P pAq, g0 : R2 Ñ R définie par g0px, yq  y. L’hypothèse H.i est vérifiée
avec les fonctions
φhpP q  f0, RhpQq  0, φgpP q  pf0  P pf0|Aqq1A, |RgpQq| ¤ ||Q||F .
L’hypothèse H.ii est satisfaite si les variables X et Y 1A admettent des moments d’ordre 2.
Les valeurs Σ1phq,Σ2 sont données par
Σ1phq  1
P pAqCovpX, pY  ErY |Asq1Aq
 ErXY |As  ErX|AsErY |As  CovpX,Y |Aq,
Σ2  1
P pAq2VarppY  ErY |Asq1Aq
 1
P pAq pErY
2|As  ErY |As2q  VarpY |Aq
P pAq .
Encore une fois, si Y est indépendante de X sur l’événement A alors Σ1phq  0 et il n’y a pas
de réduction de variance. Si le statisticien n’a pas accès aux valeurs de Σ1phq,Σ2 il pourra
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les estimer respectivement par
pΣ1phq  PnpXY 1Aq  PnpX1AqErY |AsPnpAq ,pΣ2  1PnpAq

PnpY 21Aq
PnpAq  ErY |As
2


.
La mesure empirique et la variance asymptotique finale sont respectivement données par
Pgn  PnpXq  P pAqCovpX,Y |AqVarpY |Aq

PnpY 1Aq
PnpAq  ErY |As


,
VarpGgphqq  VarpXq  P pAqCovpX,Y |Aq
2
VarpY |Aq .
Information donnée par ErX|As. Si Y  X alors cela revient à dire que nous connais-
sons l’espérance de notre variable d’intérêt conditionnée à appartenir à l’ensemble A. Les
valeurs de Σ1phq,Σ2 sont simplement exprimées par
Σ1phq  VarpX|Aq, Σ2  VarpX|Aq
P pAq .
La valeur Σ1phq peut être estimée par pΣ1phq  PnpX21AqErX|As2PnpAqPnpAq et la variance asymp-
totique finale est donnée par
VarpGgphqq  VarpXq  P pAqVarpX|Aq.
La figure 4.4 est une simulation numérique de l’estimation de la moyenne empirique d’une
variable X suivant une loi normale centrée réduite quand on injecte l’information ErX|2 ¤
X ¤ 2s  0. Dans ce cas, les valeurs Σ1,Σ2 valent approximativement Σ1phq  0.774,Σ2 
0.811, la réduction de variance est de 0.739.
Information donnée par P pB|Aq. Supposons maintenant que la variable Y indique
l’appartenance à une sous-population, i.e. Y  1B et que l’on connaît ErY |As  P pB|Aq.
Par exemple, on pourrait envisager que des experts ont mené une étude afin de connaître
le taux d’infection ou d’une maladie dans une certaine partie de la population et que cette
information puisse être utilisée dans une nouvelle étude. Les valeurs Σ1,Σ2 et la variance
asymptotique sont données par
Σ1  P pB|AqpErX|AXBs  ErX|Asq,
Σ2  P pB|Aqp1 P pB|Aqq
P pAq ,
VarpGgphqq  VarpXq  P pAXBqpErX|AXBs  ErX|Asq
2
1 P pB|Aq .
4.4.5 Application : coefficient de corrélation connu
Motivation. Soient X et Y des variables admettant des moments d’ordre 2. Supposons
que nous sommes dans le cas où le statisticien connaît le coefficient de corrélation entre les
variables aléatoires X et Y , c’est-à-dire la quantité ρpX,Y q  CovpX,Y q{σXσY . Supposons
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Fig. 4.4: Loi de αnpXq et agnpXq
également que celui-ci souhaite estimer l’espérance de X, c’est-à-dire que hpP q  P pXq. La
fonction d’information auxiliaire est donnée par
gpP q  P pXY q  P pXqP pY qa
P pX2q  P pX2qaP pY 2q  P pY q2 .
Cette fonction est différentiable en la mesure P et admet pour différentielle appliquée en G,
dP gpGq  1
σXσY
GpXYP pY qXP pXqY qρpX,Y q2

GpX2  2P pXqXq
VarpXq  
GpY 2  2P pY qY q
VarpY q


L’hypothèse H.i est vérifiée et H.ii l’est si les variables X,Y et XY admettent des moments
d’ordre deux. Les valeurs de Σ1 et Σ2 sont données par
Σ1  CovpdP gpGq, φhpP qq
 1
σXσY
pCovpXY,Xq  P pY qVarpXqq  ρpX,Y q2

CovpX2, Xq
VarpXq  
CovpY 2  2P pY qY,Xq
VarpY q


,
Σ2  VarpdP gpGqq
 Var

XY  P pY qX  P pXqY
σXσY
 ρpX,Y q2

X2  2P pXqX
VarpXq  
Y 2  P pY qY
VarpY q



.
Si le couple pX,Y q suit une loi normale multivariée, Σ1  0 donc il n’y a pas réduction de
variance.
4.4.6 Régression linéaire et information auxiliaire
Motivation. On se place dans le cadre d’un modèle de régression linéaire simple. On
suppose que la relation suivante est vérifiée : Y  β0   β1X   ε avec ε  N p0, σ2q. Nous ne
faisons pas d’hypothèse sur la loi de X. La variable ε représente des erreurs potentielles, telles
que des erreurs de prélèvement de données (liés à un matériel défectueux par exemple). On
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suppose que les variables X et ε sont indépendantes. Les estimateurs classiques des moindres
carrés sont données respectivement par
pβ0  PnpY q  pβ1PnpXq, pβ1  CovnpX,Y qVarnpXq .
Sous ce modèle ces estimateurs vérifient le théorème central limite suivante
?
nppβ0  β0q LÑ
nÑ 8 N

0, σ
2ErX2s
VarpXq


,
?
nppβ1  β1q LÑ
nÑ 8 N

0, σ
2
VarpXq


.
Régression avec information auxiliaire. On suppose qu’on travaille avec la loi P 
PpX,Y q et que nos fonctions d’intérêt sont données par
h0pQq  Qpg0q  h1pQqQpf0q,
h1pQq  Qpp0q Qpf0qQpg0q
Qpf20 q Qpf0q2
,
avec f0px, yq  x, g0px, yq  y, p0px, yq  xy. Avec ces notations, β0  h0pP q, β1  h1pP q
et pβ0  h0pPnq, pβ1  h1pPnq. Ces applications vérifie l’hypothèse H.i sous réserve que la
variance de X soit non nulle. Les fonctions de cette hypothèse sont données par
φh0pP q  g0  h1pP qf0  P pXqφh1pP q  g0  β1f0  P pXqφh1pP q,
φh1pP q  1P pX2q  P pXq2 pp0  P pXqg0  P pY qf0q
 P pXY q  P pXqP pY qpP pX2q  P pXq2q2
 
f20  2P pXqf0

.
Supposons que l’information auxiliaire est donnée par une statistique de la forme gpP q avec
dP gpGq  GpZq où Z une variable aléatoire pouvant être corrélée aux paramètres de notre
modèle. On suppose que Z admet un moment d’ordre 2. Alors dP gpQq  QpZq et
Σ1ph1q  CovpdPh1pGq, dP gpGqq  CovpX, εZqVarpXq ,
Σ1ph0q  CovpdPh0pGq, dP gpGqq  Covpε, Zq  ErXsCovpdPh1pGq, dP gpGqq
 Covpε, Zq  ErXsCovpX, εZqVarpXq ,
Σ2  VarpdP gpGqq  VarpGpZqq  VarpZq.
Les covariances sont nulles si Z est indépendante de ε. Nous allons étudier plusieurs informa-
tions auxiliaires. Ainsi toute information auxiliaire donnée par une transformée de la variable
X uniquement (l’espérance ou la variance de X par exemple) n’apporte aucune baisse de
variance. Les nouveaux estimateurs de β0 et β1 sont dans ce cas respectivement donnés parppβ0  Pgnph0q  h0pPnq  Σ1ph0qΣ2 pgpPnq  gpP qq
 pβ0  Σ1ph0qΣ2 pgpPnq  gpP qq,ppβ1  Pgnph1q  h1pPnq  Σ1ph1qΣ2 pgpPnq  gpP qq
 pβ1  Σ1ph1qΣ2 pgpPnq  gpP qq.
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Espérance des Y . Supposons que l’information auxiliaire soit donnée par la connaissance
de ErY s  β0   β1ErXs. Cette information auxiliaire n’apporte aucune baisse de variance
dans l’estimation de β1 puisque Σ1ph1q  CovpdPh1pGq,GpY qq  0. Elle est néanmoins
efficace dans l’estimation de β0. Les valeurs de Σ1,Σ2 sont données par
Σ1ph0q  CovpdPh0pGq,GpY qq  Covpε, Y q  σ2,
Σ2  VarpGpY qq  VarpY q,
qui peuvent être estimé empiriquement et respectivement par
pΣ1ph0q  Covnppε, Y q  CovnpY  pβ0  pβ1X,Y q
 VarnpY q  CovnpX,Y q
2
VarnpXq  VarnpY q 
pβ21VarnpXq,pΣ2  VarnpY q.
Le nouvel estimateur de β0 avec l’information auxiliaire est donnée par
ppβ0  pβ0 1 pβ21VarnpXqVarnpY q pPnpY q  ErY sq

.
La baisse de variance asymptotique de ?npppβ0  β0q par rapport à ?nppβ0  β0q est donc de
Σ21{Σ2  σ
4
β21VarpXq σ2 . Cette réduction est donc d’autant plus importante que la variance
de l’erreur est élevée et que la variance de X ou la valeur de |β1| est faible. La figure 4.5
représente en rouge ?npppβ0  β0q avec X  N p1, 0.82q, σ2  4, β0  2, β1  0.5. La
diminution de variance asymptotique est donc approximativement de 3.85. Numériquement,
on trouve par une méthode de Monte-Carlo pour n  2000 que Varp?nppβ0β0qq  10.19 et
Varp?npppβ0  β0qq  6.42.
Espérance du produit XY . Supposons que l’information auxiliaire soit donnée par
la connaissance de ErXY s  ErXspβ0   β1ErXsq   β1VarpXq. L’estimation de β0 n’est pas
améliorée avec cette information auxiliaire puisque Σ1ph0q  CovpdPh0pGq, XY q  0. Les
valeurs des matrices Σ1,Σ2 intervenant dans l’amélioration de pβ1 sont données par
Σ1ph1q  CovpX,XY εqVarpXq  σ
2,
Σ2  VarpXY q  β20VarpXq   β21VarpX2q   σ2ErX2s,
qui peuvent être estimés empiriquement et respectivement par
pΣ1ph1q  VarnpY q  pβ21VarnpXq,pΣ2  pβ20VarnpXq   β21VarnpX2q   Covnppε, Y qPnpX2q
 pβ20VarnpXq   β21VarnpX2q   PnpX2qpVarnpY q  pβ21VarnpXqq.
La réduction de variance asymptotique de β1 Vraisemblance empirique. La vraisemblance
empirique est une méthode proche au niveau du concept de la méthode du maximum de
vraisemblance. Alors que cette dernière est une méthode d’estimation nécessitant de travailler
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Fig. 4.5: Loi de ?nppβ0  β0q et agnph0q
avec une famille paramétrique de lois, la méthode de vraisemblance empirique s’affranchit
de cette contrainte. Cette méthode a été introduite par Owen [63] (voir é
sous information auxiliaire est de
Σ21ph1q{Σ2  σ
4
β20VarpXq   β21VarpX2q   σ2ErX2s
.
La figure 4.6 représente ppβ1 avec X  Upr0, 1sq, σ2  9, β0  1, β1  1. La diminution de va-
riance asymptotique de l’estimation de β1 est approximativement de 25.43. Numériquement,
on trouve par une méthode de Monte-Carlo pour n  2000 que Varp?nppβ1  β1qq  107.47,
Varp?npppβ1  β1qq  81.34.
Covariance CovpX,Y q. Supposons que l’information auxiliaire soit donnée par gpP q 
P pXY q  P pXqP pY q, c’est-à-dire que l’on connaît la valeur CovpX,Y q  β1VarpXq. La
différentielle de cette information auxiliaire est donnée par dP gpGq  GpXY  ErXsY 
ErY sXq. Les valeurs de Σ1,Σ2 sont données par
Σ1ph0q  Covpε,XY  ErXsY  ErY sXq  ErXsΣ1ph1q
 ErXsσ2,
Σ1ph1q  CovpX, εpXY  ErXsY  ErY sXqVarpXq  σ
2,
Σ2  VarpXY XErY s  Y ErXsq
 β21VarpX2q   σ2VarpXq  4ErXsβ21pErX3s   ErXs3q.
La réduction de variance asymptotique de l’estimation de β0 et β1 est donnée respectivement
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Fig. 4.6: Processus empirique de l’estimation de β1 avec/sans l’information auxiliaire ErXY s
par
Σ21ph0q{Σ2  ErXs
2σ4
VarpXY XErY s  Y ErXsq ,
Σ21ph1q{Σ2  σ
4
VarpXY XErY s  Y ErXsq .
La figure 4.7 et 4.8 illustrent respectivement ppβ0 et ppβ1 avec X  N p0.5, 0.52q, σ2  16, β0 
1, β1  3. Les diminutions de variance asymptotique de l’estimation de β0 et β1 sont
respectivement de 5.13 et de 20.5. Numériquement on trouve avec une méthode de Monte-
Carlo pour n  2000 que Varp?npxβ0β0qq  23.65, Varp?npxβ0β0qq  18.84, Varp?npxβ1
β1qq  31.9 et Varp?npxβ1  β1qq  11.83.
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Fig. 4.7: Processus empirique de l’estimation de β0 avec/sans l’information auxiliaire
CovpX,Y q
Fig. 4.8: Processus empirique de l’estimation de β1 avec/sans l’information auxiliaire
CovpX,Y q
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CHAPITRE 5
Processus empirique bootstrappé
5.1 Introduction
5.1.1 The classical bootstrap
Presentation. The bootstrap is a very popular method of statistical inference introduced
by Efron [37, 38, 40] that could be viewed as a generalization of the older jackknife method
or leave k-out methods. Given n ¥ 1 independent random variables X1, ..., Xn with common
law P on a measurable space pX ,Aq let Pn  1n
°n
i1 δXi denote the associated empirical
measure where δXi is the Dirac measure at Xi. Any statistic of interest SnpX1, ..., Xnq is
symmetric in its arguments, at least in distribution, and thus can be written φpPnq. In
practice one could face statistics that are not known to satisfy good estimation or test
properties, or with unknown limiting variance thus preventing from computing confident
bands. Each such Sn being unfortunately observed only once, moreover jointly to the same
sample, it may seem irrelevant to infer their properties. The classical bootstrap aims to learn
about unobserved properties of a statistic Sn by re-sampling X1 , ..., Xn among X1, ..., Xn
uniformly with replacement. The procedure consists in iterating to estimate by Monte Carlo
methods the bias, variance or distribution of Sn  SnpX1 , ..., Xn q  φpPnq centered at
the initially observed SnpX1, ..., Xnq, where Pn  1n
°n
i1 δXi . The paradigm of Efron isthat without any information on P the best way to mimic the unknown product measure
pP qn  P      P of the original sample is to use the product empirical measure pPnqn 
Pn      Pn and to center Pn at Pn instead of P . However, general assumptions ensuring
non-asymptotic results are lacking to confirm such a belief, and to justify the Monte Carlo
bootstrap approach by controlling the bias carried over each boostrap experiment.
Motivation. From the mathematical statistics viewpoint a crucial question that has not
been investigated in depth is to quantify the information one really gets about the distri-
bution of Sn when bootstrapping bn times, with bn Ñ  8 as n Ñ  8. Towards this aim
we address two unusual problems. The first problem is to choose bn small enough to ensure
the joint weak convergence of bn Monte Carlo experiments and prove joint uniform Central
Limit Theorems for an infinite collection of statistics, together with non asymptotic estima-
tion properties of bootstrapped smooth statistics. The second problem is to incorporate an
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auxiliary information on P while bootstrapping, and conversely to use the bootstrap method
to simulate the behavior of an informed empirical process. The information we consider is the
knowledge of the probability P pAq of finitely many sets A or, equivalently, finitely many dis-
crete marginals of P – in survey analysis, for instance. It is incorporated by the raking-ratio
procedure we studied in [2], through an iterative modification of Pn.
Monte Carlo bootstrap. A theoretical justification of the bootstrap method is not obvious
even for a single explicit statistic Sn  φpPnq since it strongly depends on φ itself. One should
evaluate how close the random experiments φpPnq and φpPnq are as n Ñ  8 to derive the
consequences for the subsequent estimation procedure driven by bn conditionally independent
bootstraps. The known answers mainly concern empirical means and are asymptotic. Most
often bn  1 when nÑ  8 and, for fixed n, it is left implicit in practice that taking bn large
allows to numerically learn statistical properties of φpPnq. Since no general study is available
at fixed n, the balanced choice of bn to guaranty the accuracy of Monte Carlo estimates can
not be discussed. The probability distribution learned by bootstrapping being conditional
to the initial sample, the difference with the unknown distribution of φpPnq could very well
be misleading. Clearly, in the worse cases letting bn Ñ  8 with n fixed is neither useful
nor careful due to over-fitting and biasness. Our main contribution is to show that taking
c1 logn   bn   c2 n1{5 with c1 large and c2 small is a non-asymptotic rigorous compromise to
control the bootstrap, in particular to estimate the variance and the distribution of a regular
enough statistic – in a tractable setting.
Asymptotic justification. The statistics Sn we consider are of additive nature in the sense
that they are sensitive to deviations between empirical and true expectations over a class of
functions F  L2pP q. They are thus determined by Pnpfq  n1°ni1 fpXiq, f P F , and
their behavior is led by αnpfq  ?npPnpfq  P pfqq where P pfq  EpfpXqq. The collection
αnpFq  tαnpfq : f P Fu is called the empirical process αn indexed by F . Its bootstrapped
version is αnpFq  tαnpfq : f P Fu where αnpfq 
?
npPnpfq  Pnpfqq and Pn is the
weighted bootstrap empirical measure introduced below. What has to be established is that
conditionally to X1, ..., Xn the observed bootstrap process αnpFq has the same behavior as
the unobserved empirical process αnpFq itself, for n large. Typically, with probability one αn
weakly converges to the weak limit of αn as nÑ  8, usually the P -Brownian bridge GpFq
indexed by a P -Donsker class F . The bootstrap method is therefore justified at the first order
if Sn  φpPnq P Rd, Sn  φpPnq and φ is Fréchet-differentiable at P with linear derivative
operator φ1pP q since then the distribution of Yn  ?npSn  φpP qq can be estimated by the
distribution of Y n 
?
npSnSnq which is in smooth cases asymptotically the same random
vector φ1pP q  G as the limit of Yn provided that the differential distortion φ1pPnq  φ1pP q
vanishes. Whenever Y n is simulated bn times, the distortion generates a bias and bn should
be calibrated to avoid learning too much bias through φ1pPnq. In the general regular cases
considered at Section 5.2.4 the weak distance between the distributions of Yn, Y n and the
centered normal variable φ1pP q G or between the distributions of Sn and Sn are proved to
vanish with explicit rates depending on bn and entropy parameters.
Weak convergence approach. Giné and Zinn [44] proved that for any class of functions
F with envelope in L2pP q the weak convergence of αnpFq to a – Gaussian or not – process G
indexed by F is necessary and sufficient for the Efron’s bootstrap empirical process αnpFq
to almost surely converge weakly to GpFq also. This very nice statement is one of the most
general results of the huge literature on the bootstrap methodology. We shall also work at
this empirical process level. For a single real valued and regular statistic Sn a more common
approach is through Edgeworth expansions, which exploits the cumulant expansion of the
distribution function, see e.g. Hall [46] or Shao and Tu [71]. Other approaches rely on Berry-
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Esseen bounds, like in Singh [73] or Mallows distances, as in Bickel and Freedman [13]. Under
the name of Bayesian bootstrap, Rubin [69] defined an analogue of Efron’s bootstrap by
resampling according to exchangeable weights that are independent of X1, ..., Xn rather than
uniformly according to Pn. In the case X  R, Mason and Newton [60] further generalized the
bootstrap by independently assigning self-normalized random weights to the original data.
If the weights are drawn independently from a multinomial distribution this reduces to the
Efron’s bootstrap whereas if the weights come independently from a Dirichlet distribution this
reduces to the Bayesian bootstrap. They established the weak convergence of this weighted
real empirical process to a Brownian bridge provided the positive exchangeable weights satisfy
a weak convergence condition. Unlike Giné and Zinn [44], their result does not handle the
case indexed by F . Præstgaard and Wellner [67] fills this gap, by still assuming that the
exchangeable weights are independent of the data, with again a similar weak limit GpFq for
αnpFq and αnpFq, and bn  1.
About rates. The above weak convergence of Efron’s and weighted bootstrap processes
are usually formulated in the sense of Hoffmann-Jørgensen to handle carefully measurability
problems – see [6, 47]. The best known results – mainly [44] – are assembled in Chapter 3.6 of
Van der Vaart and Wellner [80] – see also Kosorok [54]. The weak convergence is quantified
in terms of the bounded Lipschitz norm between the processes αnpFq and GpFq, with no
explicit rate. Obviously the rates could be arbitrarily slow for large F or inadequate couples
pP,Fq. One nice feature of our study is to provide general and explicit rates at the empi-
rical process level for typical P -Donsker classes F , with quantified statistical consequences
on any bootstraped regular statistic Sn . In this direction, a few authors considered the dis-
tance between the probability measures themselves, like Pn, Pn or P . For instance Shao [72]
proved that the bounded Lipschitz distance between the uniform empirical measure Pn on
the d-dimensional unit cube and the Efron’s bootstrap empirical measure Pn is bounded by
Opn1{dq if d ¡ 2 and Opn1{2plognqpd1q{2q if d  1, 2. This improved Beran, Le Cam and
Millar’s result [11] which only implies the convergence to zero, however in the more gene-
ral indexed by sets setting. Other metrics have been studied in the indexed by F setting.
For instance, Barbe and Bertail [9] showed that various supremum type distances between
the weighted bootstrap measure Pn and P on F are Opn1{2plognq1{2q in probability where
the extra logn term can be removed by following [67]. The forthcoming rates are of order
Opn1{2vnq with vn Ñ 0 at geometric or logarithmic decay.
Organization of the chapter. The weighted bootstrap we study is defined at Section 5.1.2.
Our paradigm of auxiliary information from partitions is explained in Section 5.1.3 together
with the two other bootstrap procedures to be considered. The main results are stated in
Sections 5.2 and 5.3. More precisely, assumptions and notation are given at Section 5.2.1 then
Section 5.2.2 and Section 5.2.3 provide the strong approximation of the weighted bootstrap
empirical process iterated one and bn times respectively. A few statistical consequences are
derived in Sections 5.2.4 and 5.2.5 for statistics with Gaussian limits. Results of Section 5.3.1
show that we can apply the raking-ratio method after bootstrapping a sample in order to
simulate the asymptotic law of the raking-ratio process. The results of Section 5.3.2 show
how the performance of the basic bootstrap are improved by using a true information on
P . The proof of all results are postponed until Section 5.4, focusing mainly on the classical
case without information then avoiding straightforward but cumbersome details for the raked
versions.
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5.1.2 The weighted bootstrap
A strong approximation approach. By strong approximation we mean a coupling of a
version of the process αnpFq and a very close version GnpFq of its Gaussian limiting process
GpFq that is valid for all large n. This is easy to apply and provides a sharp control over the
weak convergence metrics and rates. Such a Brownian coupling has been established in the
very specific setting where KMT [51] can be applied, that is when P is the uniform law on
p0, 1q. Alvarez-Andrade and Bouzebda [5] derived the usual almost sure rate Opn1{2 lognq
of strong approximation by a sequence of Brownian bridges of the weighted bootstrap process
αnpuq 
?
npFnpuq  Fnpuqq, where
Fnpuq  1
n
n¸
i1
1tXi¤uu, F

npuq 
n¸
i1
Wi,n1tXi¤uu, u P p0, 1q,
are the standard and weighted distribution functions respectively, with weights derived from
independent and identically distributed (i.i.d.) positive random variables Z1, ..., Zn also in-
dependent of X1, ..., Xn in the following way,
Wi,n  Zi
Tn
, Tn 
n¸
i1
Zi, (5.1)
provided EpZq  VpZq  1 and Z1 has a Laplace transform in a neighborhood of 0. By
classical arguments this induces a distance Opn1{2 lognq between Fn and Fn in various weak
convergence metrics. We extend this indexed by p0, 1q setting into the indexed by functions
setting, and relax the usual assumption that the resampling weights Zi{Tn are independent
of the original sample by allowing pXi, Ziq to be i.i.d. with some distribution P pX,Zq while
still controlling the marginal laws P of X and PZ of Z. Notice that at that level of generality
using KMT [51] is no more possible.
The weighted bootstrap empirical process. We revisit the results mentioned at Sec-
tion 5.1.1 by analyzing the self-normalized weighted bootstrap empirical process
αnpfq 
?
npPnpfq  Pnpfqq, Pnpfq 
n¸
i1
Wi,nfpXiq, f P F , (5.2)
where the weights Wi,n are defined at (5.1) and pX1, Z1q, . . . , pXn, Znq are i.i.d. random
vectors with distribution P pX,Zq on pX ,Aq  pR ,BpR qq. The conditional distributions
P pZ|Xxq are assumed to exist and satisfy
EpZ|X  xq  VarpZ|X  xq  1, x P X . (5.3)
For sake of simplicity we shall assume
Pp0   Z ¤MZq  1, 1  MZ    8. (5.4)
This is not restrictive when n is fixed since forMZ  F1Z p11{nθ 1bnq the random variable
ϕMZ pZq  1t|Z|¤MZuZ   1t|Z|¡MZuMZ behaves like Z over bn bootstrapped samples with
probability of the same order 1  1{nθ as our non asymptotic approximations. Hence the
assumption (5.4) could be weakened by assuming light tails – like a finite Laplace transform
or a finite high order moment – at the cost of additional technicalities as n Ñ  8 through
truncation arguments. For F  t1t¤tu : t P Ru and the uniform distribution on p0, 1q in
(5.2) we recover the bootstrapped empirical process αnpuq of [5] defined above, and the
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assumptions stated at Section 5.2.1 allow any distribution P on R for this class F – not only
compactly supported ones with positive continuous density away from zero as required by
KMT approach. Moreover, we allow bn bootstraps, which could not be handled by univariate
KMT-type results.
New results in the purely nonparametric setting. Our main Theorem 5.2.5 is a non-
asymptotic joint strong approximation of bn  opn1{5q bootstrap iterations of αnpFq by
independent versions of the Gaussian limit process GpFq of αnpFq, jointly to the approxi-
mation of αnpFq itself. This allows to turn the conditionally independent and orthogonal
bootstrap empirical processes into i.i.d. Gaussian processes, which is a powerful transform.
It ensues at Propositions 5.2.6 and 5.2.7 an uniform Central Limit Theorem for the bootstrap
procedure (5.2) at first order rate n1{2 with second order rates in various weak convergence
metrics, together with uniform Berry-Esseen type results at Corollary 5.2.10 and distances
between distributions of Sn and Sn at Corollary 5.2.9, in particular an estimate of the va-
riance at Corollary 5.2.8. The distance in distribution between Sn and Sn being controlled
simultaneously for bn bootstraps for statistics Sn built from pPn,Fq the Monte Carlo weigh-
ted bootstrap itself is justified, which answers to our first problem.
5.1.3 More weighted bootstraps
Bootstrapping in the auxiliary information nonparametric setting. Our second
problem is to extend the bootstrap procedure to a less classical setting where an auxiliary
information is known or learned about P . The motivation comes from the hasty development
of distributed data. In this context it is realistic to consider a global statistical model where
several sources learn deeply about one partial aspect of P – like a discrete marginal – and
only communicate or sell their conclusions rather than their too large or confidential samples.
In [2], by assuming this partial information to be exact we studied in details the raking-ratio
empirical process obtained after N iterations of a reweighting procedure of Pn that combines
the auxiliary information given recursively by known partitions. In particular we showed that
the limiting Gaussian process has a reduced variance. Suitable notation and a few results are
recalled briefly below. In [1] this is extended to the actually learned information provided the
auxiliary test samples are large enough. The underlying intuition connecting the bootstrap
and the raking-ratio is twofold. On the one hand a better knowledge of P may help the
bootstrap by either improving the initial Pn and/or the redrawn Pn. On the other hand
bootstrapping the raked empirical measure may open access to the distribution of a raked
statistic observed only once, to evaluate its lower variance, smaller bias and reduced risk.
The raking-ratio empirical process. The raking-ratio procedure consists in changing
iteratively the weights of each Xi to match known probabilities of discrete marginals of P .
This algorithm was introduced by Deming and Stephan [30] and rectified by Stephan [76] then
justified by Lewis [57], Brown [23], Sinkhorn [74, 75] and finally Ireland and Kullback [50]
who established the convergence to the Kullback projection. Special cases or closely related
methods are stratification, calibration, fitting after sampling, iterative proportions, and some
kind of nonparametric likelyhood. For N0 P N and all 1 ¤ N ¤ N0 assume that mN ¥ 1
and ApNq  pApNq1 , . . . , ApNqmN q P AmN is a partition of X such that the marginal P pApNqq 
pP pAp1q1 q, . . . , P pApNqmN qq is known and pN  min1¤j¤mN P pApNqj q ¡ 0. Let PpNqn and αpNqn
denote the empirical measure and process associated with the raking-ratio method. They are
defined to be Pp0qn  Pn, αp0qn  αn then recursively, on the event BN0n 

1¤N¤N0 B
pNq
n with
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BpNqn  tmin1¤j¤mN PpN1qn pApNqj q ¡ 0u for 1 ¤ N ¤ N0,
PpNqn pfq 
mN¸
j1
P pApNqj q
PpN1qn pApNqj q
PpN1qn pf1ApNq
j
q,
αpNqn pfq 
?
npPpNqn pfq  P pfqq, f P F . (5.5)
In particular, PpNqn pApNqj q  P pApNqj q and αpNqn pApNqj q  0 for j  1, . . . ,mN . By Propo-
sition 2.3.3, PpNqn is the Kullback projection of PpN1qn satisfying the N -th step constraint
PpNqn pApNqq  P pApNqq. Under classical entropy conditions on F , αpNqn pFq converges weakly
as nÑ  8 to a centered Gaussian process GpNq defined in an iterative way similarly to αpNqn
– see Proposition 3.3.8. More precisely, write Epf |Aq  P pf1Aq{P pAq and set Gp0q  G to
be the P -Brownian bridge indexed by F then define the P -raked Brownian bridge to be, for
N P N,
GpNqpfq  GpN1qpfq 
mN¸
j1
Epf |ApNqj qGpN1qpApNqj q, f P F . (5.6)
The covariance of the limiting process GpNq is
CovpGpNqpfq,GpNqpgqq  CovpGp0qpfq,Gp0qpgqq RN pP, f, gq (5.7)
where RN pP, f, gq has the closed form expression given at Proposition 3.3.3,
RN pP, f, gq 
N¸
k1
ΦpNqk pP, fq VarpGrApkqsq  ΦpNqk pP, gq, (5.8)
ΦpNqk pP, fq  Erf |Apkqs  
N¸
lk 1
PpP, lq  Erf |Aplqs,
with PpP, lq a signed finite sum of l l matrices depending on l and the values P pApj1qi1 |Apj2qi2 q
for k   j1   j2 ¤ N , i1  1, . . . ,mj1 , i2  1, . . . ,mj2 , whereas
VarpGrApkqsq  diagpP pApkqqq  P pApkqqtP pApkqq,
Erf |Aplqs  pEpf |Aplq1 q, . . . ,Epf |Aplqmlqqt.
The asymptotic uniform variance reduction is induced by RN pP, f, fq ¥ 0 for all N ¥ 1,
f P F , and all finite dimensional covariance matrices of GpNqpFq are decreasing compared
to the initial one. The strong approximation of αpNqn by GpNq established by Theorem 3.3.7
shows that the bias EpPpNqn pfqqP pfq is uniformly small and further provides rates of uniform
quadratic risk reduction over F . If recursive loops are performed among p partitions with
known probabilities, for n sufficiently large the finite covariance matrices of αpkpqn decrease
at each loop k. Theorem 3.5.6 provides a very simple expression for GpNq as N Ñ  8 when
raking with p  2 partitions alternatively, which is the generic case of a two-way contingency
table with known marginals enforced.
Raking the bootstrapped empirical process. Beyond the process αn defined at (5.1)
and (5.2) let us then introduce two other weighted bootstraps – a few variants satisfy si-
milar results, unfortunately with heavier notation. According to the bootstrap paradigm, in
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order to mimic the distribution of αpNqn one has to re-sample according to the weighted Pn
then apply the N -th order raking-ratio procedure to Pn. This gives access by Monte Car-
lo approaches to the unknown distribution of αpNqn hence GpNq for large n, which is useful
since P is unknown. Define the raked bootstrapped empirical measure to be Pp0qn  Pn
then, recursively and conditionally to X1, ..., Xn on the event BN0n 

1¤N¤N0 B
pNq
n where
BpNqn  tmin1¤j¤mN PpN1qn pApNqj q ¡ 0u,
PpNqn pfq 
mN¸
j1
PnpApNqj q
PpN1qn pApNqj q
PpN1qn pf1ApNq
j
q,
αpNqn pfq 
?
npPpNqn pfq  Pnpfqq, f P F . (5.9)
The centering with respect to Pn in (5.9) should be discussed. In (5.2) the centering Pn
stands for the conditional expectation of Pn and plays the role of the expectation P of Pn
in the centered process αn. On the opposite, there is a bias inherent to the raking-ratio
procedure so that P is no more the expectation of PpNqn in (5.5). This bias was established
by Proposition 3.3.10 to be uniformly small and vanishing, hence P was confirmed as the
targeted probability measure and the limiting process is centered. In order to simulate the
influence of this bias we center the bootstrap (5.9) on Pn. Therefore, the N -th order raked
bootstrapped measure PpNqn and process αpNqn use the auxiliary information PnpApNqq 
pPnpApNq1 q, . . . ,PnpApNqmn qq instead of the original P pApNqq thus
PpNqn pApNqj q  PnpApNqj q, αpNqn pApNqj q  0, j  1, . . . ,mN .
Bootstrapping the raked empirical process. A way to exploit directly the information of
partitions is to bootstrap by using a probability that is possibly closer to P than Pn actually
is, namely PpNqn . Let T pNqn {n denote the mean of Z1, ..., Zn under the discrete measure PpNqn ,
that is T pNqn  °ni1 nPpNqn ptXiuqZi. In particular, T p0qn  Tn. Given 1 ¤ N ¤ N0, define the
bootstrapped N -th order raked empirical measure and process to be, on the event BN0n ,
PpNqn pfq 
n¸
i1
nPpNqn ptXiuqZi
T
pNq
n
fpXiq, (5.10)
αpNqn pfq 
?
npPpNqn pfq  PpNqn pfqq, f P F .
This reproducible imitation of αn is a variant of (5.2).
5.2 Main results
5.2.1 The class F
From now on, it is assumed that X is measurable with σ-field A. Notice that X is not
required to be metric separable nor A to be Borel sets in order to establish approximation
results, however this may helps differentiability properties of the statistics to be bootstrap-
ped. Let M be the set of measurable real valued functions on pX ,Aq and rF  F  M
satisfying F .i and F .ii. Condition F .ii ensures that the empirical process αn and the va-
riants defined in the previous section are point-wise separable and hence ball measurable,
which allows to restrict their weak convergence to ball measurable test maps and avoid ou-
ter probabilities – see example 2.3.4 of [80]. Write σ2f  VarpfpXqq  P pf2q  P pfq2 and
σ2F  supfPF σ2f ¤M2F    8.
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5.2.2 Strong approximation for one bootstrap
For n P N, write Lpnq  maxp1, lognq and LLpnq  LpLpnqq.
Proposition 5.2.1. Assume (5.3), (5.4) and either VC or BR. There exists a finite K 
KpF , P pX,Zqq ¡ 0 such that
lim sup
nÑ 8
c
n
LLpnq ||P

n  P ||F ¤ K a.s.
Démonstration. This bounded LIL is established at Section 5.4.2.
In order to state the joint convergence of pαnpFq, αnpFqq with rates, define
un  n, vn  nα0plognqβ0 , vn  nα1plognqβ1 , if F satisfies VC,
un  logn, vn  plog nqγ0 , vn  plognqγ1 , if (F ,P ) satisfies BR.
Let formulate their joint approximation in the same way as in [12].
Théorème 5.2.2. Assume (5.3), (5.4) and either VC or BR. For all θ ¡ 0 there exists
Cθ ¡ 0, nθ ¡ 0 and a probability space supporting a sequence tpXn, Znqu of i.i.d. random
variables with distribution P pX,Zq and a sequence tpGnpFq,GnpFqqu of pairs of independent
P -Brownian bridges such that, for all n ¡ nθ,
P pt∥αn Gn∥F ¡ Cθvnu Y t∥αn Gn∥F ¡ Cθvnuq ¤
1
nθ
. (5.11)
Next assume either VC or BR with r0 ¡ 1{2. On the same probability space there exists two
independent sequences tG1npFqu and tG1n pFqu of independent P -Brownian bridges such that,
for all n ¡ nθ,
P

1?
n
max
1¤k¤n∥
?
kαk 
k¸
i1
G
1
i∥F ¡ Cθvn

¤ 1
uθn
, (5.12)
P

1?
n
max
kn,θ¤k¤n
∥
?
kαk 
k¸
i1
G
1
i ∥F ¡ Cθvn

¤ 1
uθn
. (5.13)
Démonstration. See Steps 1 and 2 at Section 5.4.4. The constant Cθ, nθ are different for each
statement. The independence of Gn and Gn comes from Lemma 5.4.2. The processes Gn
(resp. Gn) are not pair-wise independent, whereas by construction the G
1
n (resp. G
1
n) are
mutually independent.
Notice that (5.11) applied with θ ¡ 1 not only implies that αn almost surely weakly
converges to G but also provides a rate of weak convergence vn. Let dPL,1pµ, νq denote
the Prokhorov-Lévy distance between two random elements of ℓ8pFq. The biased bootstrap
process αPn pFq  t
?
npPnpfqP pfqq : f P Fu is asymptotically unbiased, Gaussian and with
doubled variance compared to the centered empirical process, that is VarpαPn pfqq  2σ2f .
Corollaire 5.2.3. Under the assumptions of Theorem 5.2.2, αPn pFq has weak limit 2GpFq
on ℓ8pFq and dPL,1pαPn pFq, 2GpFqq ¤ Cvn for some C ¡ 0 and all n large enough.
Démonstration. Since αPn  αn αn we get by (5.11) that for any θ ¡ 0, on the probability
space of Theorem 5.2.2 it holds, for all n ¡ nθ,
∥∥αPn Gn Gn∥∥F ¡ 2Cθvn with probability
at most 2{nθ. Now, Gn   Gn is distributed as 2G and vn ¡ 1{nθ for n large. Therefore, by
definition, dPL,1pαPn pFq, 2GpFqq   2Cθvn.
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We also deduce the asymptotic independence of the coupled processes αn and αn, and their
residual orthogonality is quantified by vn.
Corollaire 5.2.4. Under the assumptions of Theorem 5.2.2 it holds
lim sup
nÑ 8
1
vn
sup
f,gPF
|Covpαnpfq, αnpgqq|    8.
Démonstration. Remind that Covpαnpfq, αnpgqq is deterministic and depends on the joint
law of the processes pαn, αnq, not on the underlying probability space. Hence apply (5.11)
and substitute Gn and Gn then follow the same path as the proof of Proposition 3.3.10.
5.2.3 Strong approximation for several bootstraps
Consider now the Monte Carlo experiment of bn conditionally independent bootstraps. Eva-
luating the weak distance between αn and its limit is crucial since each new bootstrap sample
X1 , ..., Xn is affected by it. In order to control the global distortion in play by not using
Pn when bootstrapping a collection of estimators φpPnq we first approximate jointly the
bn bootstrapped empirical processes. The coupling error being quantified in the very strong
sup-norm over F , bn has to be sufficiently small to guaranty that the confident bands for
infinitely many estimated parameters are uniformly not over-biased.
Let Pn,pjq denote the j-th bootstrapped empirical measure built from the weights pZ1,pjq, . . . , Zn,pjqq
drawn conditionally toX1, . . . , Xn from the product distribution P pZ|XXiq  P pZ|XXnq.
Write αn,pjqpfq 
?
npPn,pjqpfqPnpfqq the associated empirical process. For any fixed n and
1 ¤ i ¤ n, the weights pZi,p1q, ..., Zi,pbnqq thus correspond to Xi in each of the bn bootstraps
and they are not independent. Let denote P pX1,Z1,p1q,...,Z1,pbnqq the ensuing joint distribution,
so that the full experiment is distributed as the n-product of it.
For bn  1 the following result reduces to Theorem 5.2.2, otherwise the joint rate of approxi-
mation is slowed down. If F satisfies (VC) then define
wn 

b5n
n
plognq2

α0 
log

n
b5n


5v{p4 10vq
¤

b5n
n

α0
plognqβ0 . (5.14)
If pF , P q satisfy BR then define
wn 

1
logpn{b5nq

γ0
¥

1
logn

γ0
. (5.15)
Théorème 5.2.5. Assume (5.3), (5.4) and either VC or BR. Let bn P N be such that
bn{n1{5 Ñ 0. For all θ ¡ 0 there exists Cθ ¡ 0, nθ ¡ 0 and a probability space sup-
porting a triangular array tpXn, Zn,p1q, ..., Zn,pbnqqu of i.i.d. random vectors distributed as
P pX1,Z1,p1q,...,Z1,pbnqq and a triangular array Gn,bnpFbn 1q  tpGn,p0qpFq,Gn,p1qpFq, ...,Gn,pbnqpFqqu
of pbn   1q-uplets of mutually independent P -Brownian bridges and a rectangular array
tpXn, Zn,p1q, Zn,p2q, ...qu of random variables such that, for all n ¥ nθ, the n random vectors
in Rbn 1,
pX1, Z1,p1q, ..., Z1,pbnqq, ..., pXn, Zn,p1q, ..., Zn,pbnqq
are i.i.d. with distribution P pX1,Z1,p1q,...,Z1,pbnqq and satisfy
P

t∥αn Gn,p0q∥F ¡ Cθwnu Y
bn¤
j1
t∥αn,pjq Gn,pjq∥F ¡ Cθwnu

¤ 1
nθ
. (5.16)
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Démonstration. See Step 3 at Section 5.4.4. The coupling performed there implies that the
pbn 1q-uplets Gn,bnpFbn 1q are dependent, hence Gm,pjq and Gn,pkq are dependent if m  n
and independent if m  n and j  k.
Remarque 5.2.1. Theorem 5.2.5 allows to study the weak convergence of functionals es-
timated by bn bootstrap experiments which are conditionally independent versions of αn, by
substituting the i.i.d. processes Gn,pjq, j ¤ bn, to the αn,pjq. Moreover, the performance is
good among a collection of statistics of interest.
If bn  b is fixed, a multiple functional Central Limit Theorem immediately follows. Define
the Rb 1-valued empirical process indexed by Fb 1 to be
Λn,bpFb 1q  tpαnpf0q, αn,p1qpf1q, . . . , αn,pbqpfbqq : f  pf0, f1, . . . , fbq P Fb 1u.
Consider any norm ||.|| on Rb 1 then endow ℓ8b 1pFq  ℓ8pFb 1 Ñ Rb 1q with the distance
associated to the sup-norm ||Λ||b 1  supfPFb 1 ||Λpfq||.
Corollaire 5.2.6. Under the assumptions of Theorem 5.2.5, for any fixed b P N the sequence
Λn,bpFb 1q converges weakly in ℓ8b 1pFq as nÑ  8 to
GbpFb 1q  tpGp0qpf0q,Gp1qpf1q, . . . ,Gpbqpfbqq : f  pf0, f1, . . . , fbq P Fb 1u
where Gp0q,Gp1q, . . . ,Gpbq are mutually independent P -Brownian bridges.
Démonstration. By Theorem 5.2.5, for any K-Lipschitz bounded function Ψ on ℓ8b 1pFq,
EpΨpΛn,bpFb 1qqq  EpΨpGbpFb 1qqq
¤ KEp1An ||Λn,bpFb 1q Gn,bpFb 1q||b 1q   ||Ψ||8PpAnq
¤ C 1θKwn   ||Ψ||8nθ
where An is the event in (5.16) and C
1
θ depends on the norm chosen on Rb 1.
Theorem 5.2.5 also implies that the distance in distribution between Λn,bnpFbn 1q and
Gn,bnpFbn 1q is at most Opwnq, which is severely impacted by bn and requires that bn{n1{5 Ñ
0. Let dPL,bnpµ, νq denote the Prokhorov-Lévy distance between two random variables pµ, νq
with value in ℓ8b 1pFq.
Corollaire 5.2.7. Under the assumptions of Theorem 5.2.5 we have
dPL,bnpΛn,bnpFbn 1q,Gn,bnpFbn 1qq  Opwnq.
Démonstration. By definition of dPL,bn , (5.16) and since wn   1{nθ for θ ¡ 1{2.
Remarque 5.2.2. Statisticians used to bootstrap far more than n times may find the restric-
tion bn{n1{5 Ñ 0 rather penalizing. However, letting bn Ñ  8 with n fixed simply simulates
the distribution of Sn  φpPnq conditioned to Pn, which is not the desired target – especially
for small n. On the one hand, if the variance of Sn  φpPnq is not small the bootstrap can
not help much as Sn is severely biased with high probability, and with high variance itself also,
thus bn should be kept carefully small. On the other hand, if n is large and the distributions of
Sn is rather concentrated – and typically nearly Gaussian, like a maximum likelyhood estima-
tor – then generating bn  opn1{5q resamples produces confident bands of width 1{?bn times
the already small variance – say, σ2{n – thus the Monte Carlo information is significantly
refined and relevant. This is quantified more precisely below by applying Theorem 5.2.5 to
Frechet differentiable statistics.
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The above coupling results are useful to analyze estimators Sn bootstrapped bn times as
soon as they are smooth transforms of PnpFq. For instance, in Section 5.2.4 we evaluate
the variance and the distribution function of Sn by assuming a local expansion – linear with
second order error – which establishes in a wide setting a rigorous Monte Carlo bootstrap size
compromise. In Section 5.2.5 we derive Berry-Esseen type bounds that are valid uniformly
over F .
5.2.4 Bootstrap estimation of variance and distribution function
Motivation. Consider the bootstrap Monte Carlo procedure in which Pn is reevaluated bn
times by redrawing each time the n weights Zi according to the conditional distribution
P pZ|XXiq. When bn  1 the bootstrapped moments of smooth transforms of a mean es-
timator Pnpfq are classically controlled by using Edgeworth expansions – even themselves
estimated, see Beran [10]. When bn  b ¡ 1 estimators of the moments of Pnpfq have also
been studied, but not jointly, and heuristically. For instance, in the spirit of Efron [39], by
assuming that the statistic of interest is approximately normal Booth and Sarkar [17] argued
that the distribution of the bootstrap estimator of its variance is approximately a chi-squared
distribution with b 1 degrees of freedom. They deduce the b ¡ 1 necessary to get a relative
error less than a fixed bound with some probability, assuming n large – for an error less than
10% with probability 0.95 about b  800 are required. To consolidate these approximative
statements one may adapt the convergence of transforms of the empirical mean to a centered
chi-squared distribution obtained by Chandra and Ghosh [26] through Edgeworth expan-
sions. In this vein, Babu [8] showed that the bootstrapped version of smooth transforms
of a single empirical mean has a similar weak asymptotic behavior by assuming that the
functional is three times continuously differentiable. We revisit and complement this kind of
bootstrap estimation of moments and distribution functions in the general case of functionals
of the empirical measure itself instead of one or several empirical means. This follows from
the above Brownian approximation under a generic assumption of first order differentiability
on the space of measures.
Some regularity. Consider a statistic Sn  φpPnq with φ differentiable at P in the following
weak sense.
Hypothesis (FR). Let φ : ℓ8pFq Ñ R be a real-valued function and t0 ¡ 0 such that for
all Q P ℓ8pFq with ||Q||F   t0,
φpP  Qq  φpP q   φ1pP q Q RpQq, (5.17)
where φ1pP q : ℓ8pFq Ñ R is a linear application satisfying |φ1pP q  Q| ¤ MP,F ||Q||F and
R : ℓ8pFq Ñ R is an application such that for a ball B centered on the zero function, some
q ¡ 1 and MP,F    8 it holds |RpQq| ¤ MP,F ||Q||qF for all Q P B. Assume also that for
some κ ¡ 0, C ¡ 0 and all n,
Sn   Cnκ, (5.18)
and that σ2  Varpφ1pP q GpFqq    8 where G is the P -Brownian bridge.
Remarque 5.2.3. Typical examples for Sn are additive statistics, regular maximum likeli-
hood estimators or a delta-method by-products. Since they converge almost surely by the strong
law of large numbers, the truncated version Sn1|Sn|¤nκ   signpSnqnκ1|Sn|¡nκ satisfies (5.18)
and eventually coincides with Sn. The local expansion (5.17) includes Frechet differentiability
and examples pages 11-16 in Barbe and Bertail [9]. The main feature behind (5.17) is that it
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allows to evaluate the asymptotic variance of Sn or
?
npSn  EpSnqq by bootstrapping, and
obviously the variance showing up when using Q  αn{?n is σ2{n.
Examples. In the following table we make (5.17) explicit for a few classical estimators and
finite classes for which q  2 and σ2 and the differential φ1pP q  G are easily computed.
Let denote Sn,1  Pnpf0q, Sn,2  Pnpf20 q  Pnpf0q2, Sn,3  Pnpf01Aq{PnpAq and, for εn ¡
exppnκq, 0   κ   1,
Sn,4  1Pnpf0q1|Pnpf0q|¡εn   signpPnpf0qq
1
εn
1|Pnpf0q|¤εn .
Sn  φpPnq F φ1pP q G σ2
Sn,1 tf0u Gpf0q Varpf0pXqq
Sn,2 tf20 , f0u Gpf20 q  2P pf0qGpf0q Varpf20 pXqq
Sn,3 tf01A,1Au Gpf01AqP pf0|AqGpAqP pAq Varppf0pXqEpf0pXq|Aq1XPAqP pAq2
Sn,4 tf0u  Gpf0qP 2pf0q Varpf0pXqqP 4pf0q
Variance estimation by bootstrap. Write Sn,pjq  φpPn,pjqq, for 1 ¤ j ¤ bn and φ
satisfying (5.17). The variance of Sn is estimated by
yVarpSnq  1bn
bn¸
j1
pSn,pjq  Snq2 
1
bn
bn¸
j1

φpPn,pjqq  φpPnq
	2
.
The next statement provides a confidence band forVarpSnq and establishes that pnbn{σ2qyVarpSnq
is close to the chi square distribution χ2pbnq with bn degrees of freedom for large value of n.
Proposition 5.2.8. Assume (5.3), (5.4), (FR) and either (VC) or (BR) with r0   1{2. Let
bn P N be such that bn{n1{5 Ñ 0. For an P p0, 1q define δn  δpan, bnq ¡ 0 to be such that
P
χ2pbnqbn  1
 ¥ δn
 ¤ an.
Write ξn  maxpwn, plognqq{2{npq1q{2q. Then, for all θ ¡ 0 there exists C0 ¡ 0, Cθ ¡ 0 and
nθ ¡ 0 such that for all n ¡ nθ,
P
 n
σ2
|yVarpSnq VarpSnq| ¥ δn   Cθξnalogn	 ¤ an   1nθ , (5.19)
|VarpSnq  σ2| ¤ C0ξ

n
?
logn
n
. (5.20)
Remarque 5.2.4. Observe that if an  α P p0, 1q and bn Ñ  8 then δn  δpα, bnq
is of order
?
2Φ1p1  α{2q{?bn whereas ξn Ñ 0 is most often of order wn. Here Φ is
the distribution function of the standard normal. Assuming (FR) and (BR) with r0   1{2
entails that γ0 ¡ 1{2 in (5.15) thus ξn
?
logn Ñ 0 with logarithmic decay rate and there
is no guaranteed improvement by taking bn larger than p1{ξnq2 for a fixed or very slow an
since then the main term in the deviation bound (5.19) remains ξn
?
logn. On the opposite,
assuming (FR) and (VC) together with an  α allows to choose bn  nβ with polynomial
decay rate with power β   minp1{5, 2α0{p10α0   1qq and keep the main order δn in (5.19).
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Remarque 5.2.5. Precise approximations of the chi-square distribution by the standard
normal could make the bivariate quantile function δpa, bq tractable at appropriate joint scales
pa, bq Ñ p0, 8q and the relationship between an, bn and δn more explicit. For instance, if
an ¡ 1{nθ is slow enough and bn  nβ with β   1{5 then δn  δn
?
bn{?logn is slowly
varying with respect to n. Assuming (FR) and (VC), ξn has first order rate pb5n{nqα0 thus
for β small enough we have bn   pδn {ξnq2 which implies, by (5.19) and (5.20) that for some
C 1θ ¡ 0 and all n sufficiently large,
P
yVarpSnqσ2  1
 ¥ C 1θδn
?
logn
n
?
bn

¤ 2an.
Remarque 5.2.6. If bn  b is fixed large, and the class F is finite we get the same
approximation for b as suggested by Booth and Sarkar [17] to have a relative error foryVarpSnq less than δ with a probability greater than 1  α, namely b  2Φ1p1  α{2q2{δ2.
Moreover, Proposition 5.2.8 provides a second order control as αÑ 0 of both the width and
probability of the confident interval for the variance, uniformly in n and for infinite classes.
Remarque 5.2.7. Combining Theorem 5.2.8 with a crude moment bound to control an
yields that there almost surely exists C 10 ¡ 0, n10  n10pωq ¡ 0 such that for all n ¡ n10,
|yVarpSnq  VarpSnq| ¤ C 10plognqι{?nbn for ι ¡ 1{2 which is not efficient in view of (5.20)
and far weaker than the rate δn
?
logn{pn?bnq of Remark 5.2.5.
Distribution function estimation by bootstrap. The following result is a DKW-type in-
equality for bootstrapped statistics. It evaluates the uniform deviation between the unknown
distribution function FSn of Sn and the estimated empirical distribution function
pFSn pxq  1bn
bn¸
j1
1tS
n,pjq¤xu.
The shift due to the unavoidable bias Bn  SnφpP q makes pFSn less accurate on the middleof the sample.
Proposition 5.2.9. Assume (5.3), (5.4), (FR) and either (BR) or (VC). Let bn P N be
such that bn{n1{5 Ñ 0. For any θ ¡ 0 there exists Cθ ¡ 0 and nθ ¡ 0 such that, for all
n ¡ nθ,
P

sup
xPI0,n
| pFSn pxq  FSnpxq| ¡ Cθwn

  1
nθ
(5.21)
P

sup
xRI0,n
| pFSn pxq  FSnpxq| ¡ Cθ
c
logn
bn

  1
nθ
(5.22)
where I0,n  pφpP q  zn, φpP q   znq and zn 
a
σ2{nalogpbnw2n{ lognq if bnw2n ¡ logn,
otherwise I0,n  ?.
Remarque 5.2.8. If bn is slow then supxPR | pFSn pxqFSnpxq|  Opaplognq{bnq almost sur-
ely. If bn is fast then supxRI0,n | pFSn pxq FSnpxq|  Opaplognq{bnq and supxPI0,n | pFSn pxq 
FSnpxq|  Opwnq almost surely, with zn 
a
2σ2plognq{n. In the latter case one can
state (5.21) and (5.22) differently. Let Λ denote the class of strictly increasing continuous
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mappings of R onto itself. Consider the Skorokhod metric on the space of distribution func-
tions – see Billingsley [14] –
d1pF,Gq  inf
λPΛmax

sup
xPR
|λpxq  x|, sup
xPR
|G  λpxq  F pxq|


.
Since ?nBn converges weakly to ϕ1pP q  G then Bn  Op
a
logn{nq almost surely and it
follows from the proof of Proposition 5.2.9 that for all n ¡ nθ,
P

d1pFSn , pFSn q ¡ Cθ
c
logn
bn

¤ 1
nθ
.
5.2.5 Rates of weak convergence
Local Berry-Esseen bounds. Singh [73] – see also Section 3.1.3. of [71] – obtained
Berry-Esseen type inequalities for the distribution of a bootstrapped mean, when b  1.
Under certain conditions he established that the uniform deviation between these distri-
butions and Φ is almost-surely at most Opn1{2q. With Edgeworth expansion techniques,
Hall [45, 46] studied the leading term of the expansion of the uniform deviation conditio-
nally to the sample and found the same rate as the statistic n3{2|°nj1X3j |   n2°nj1X4j
converges to 0 – that is also Opn1{2q if the fourth moment exists. In this section, we derive
a Berry-Esseen inequality for the bootstrapped empirical process indexed by functions, i.e.
uniform results among larger classes of statistics. The rates are slower than the Opn1{2q for
a single smooth statistic.
Uniform Berry-Esseen bounds. Let L be a set of Lipschitz functions defined on ℓ8pFq
such that all ϕ P L has a Lipschitz constant bounded by C1    8 and the density of ϕpGpfqq
is bounded by C2    8 for all f P F .
Proposition 5.2.10. Assume (5.3), (5.4) and either (VC) or (BR). There exists C0 ¡
0, n0 ¡ 0 such that for all n ¡ n0,
sup
ϕPL
sup
fPF
sup
xPR
|P pϕ pαnpfqq ¤ xq  P pϕpGpfqq ¤ xq| ¤ C0C1C2vn, (5.23)
sup
ϕPL
sup
fPF
sup
xPR
|P pϕ pαnpfqq ¤ xq  P pϕpαnpfqq ¤ xq| ¤ C0C1C2vn. (5.24)
In particular, if rσ2F  inffPF VarpfpXqq ¡ 0 then
sup
xPR
sup
fPF
P

αnpfqa
VarpfpXqq ¤ x

 Φpxq
 ¤ C0?2pirσF vn,
sup
xPR
sup
fPF
P

αnpfqa
VarpfpXqq ¤ x

 P

αnpfqa
VarpfpXqq ¤ x
 ¤ C0?2pirσF vn.
5.3 Raking-ratio results
5.3.1 Strong approximation of αpNqn
Fix N0 P N and denote PN0 
±N0
N1 pN ,MN0 
±N0
N1mN . The bootstrapped em-
pirical measure associated with the raking-ratio method obeys the bounded law of iterated
logarithm.
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Proposition 5.3.1. If F satisfies VC or BR then there exists K  KpF , Zq ¡ 0 such that,
lim sup
nÑ 8
max
1¤N¤N0
c
n
LLpnq ||P
pNq
n  P ||F ¤ KbN0 a.s.,
where b0  1 and bN0 
±N0
N1p1 MF{pN q.
The bootstrapped empirical process αpNqn satisfies concentration inequalities with explicit
but large constants.
Proposition 5.3.2. Let KF  maxp1,MF q and assume (5.3), (5.4) and that αpNqn and αpNqn
are both defined for every 0 ¤ N ¤ N0. For all n ¡ 0, λ ¡ 0 we have
P

max
0¤N¤N0
||αpNqn ||F ¡ λ


¤ 4N0 1N20MN0P

||αn||F ¡ λP
2
N0
3MN0p4KF qN0p1  λ{
?
nq2N0


  2N0 2N0 exp

 λ
2P 4N0
18M2N0M
4
ZM
2
F p4KF q2N0p1  λ{
?
nq4N0


.
(5.25)
Under BR it holds, for n ¡ n0 and λ0   λ   D0?n,
P

max
0¤N¤N0
||αpNqn ||F ¡ λ


¤ D1 exppD2λ2q, (5.26)
for some positive values λ0, D0, D1, D2. Under VC it holds, for n ¡ n0 and λ0   λ   2MF?n,
P

max
0¤N¤N0
||αpNqn ||F ¡ λ


¤ D3λν00 exppD2λ2q, (5.27)
for some positive values λ0, D3, D4.
The approximation of αpNqn by a version GpNq of (5.6) holds with larger conctants Cθ.
Théorème 5.3.3. Assume (5.3), (5.4) and either VC or BR. Let θ ¡ 0. There exists Cθ, nθ ¡
0 and a probability space supporting a sequence tpXn, Znqu of i.i.d. random variables with
distribution P pX,Zq and sequences tpGpNqn pFqq,GpNqn pFqqu of pairs of independent versions
of GpNqpFq for all 0 ¤ N ¤ N0 such that for all n ¡ nθ,
P

max
1¤N¤N0
||αpNqn GpNqn ||F ¡ Cθvn


  1
nθ
, (5.28)
P

max
1¤N¤N0
||αpNqn GpNqn ||F ¡ Cθvn


  1
nθ
. (5.29)
In the same spirit as Theorem 5.2.5 we also get the following.
Théorème 5.3.4. Assume (5.3), (5.4) and either VC or BR. Let θ ¡ 0 and bn P N be such
that bn{n1{5 Ñ 0. There exists Cθ ¡ 0, nθ ¡ 0 and a probability space supporting a triangular
array tpXn, Zn,p1q, ..., Zn,pbnqqu of i.i.d. random vectors distributed as P pX1,Z1,p1q,...,Z1,pbnqq
and a triangular array tpGn,p0qpFq,Gn,p1qpFq, ...,Gn,pbnqpFqqu of pbn   1q-uplets of mutually
independent P -Brownian bridges such that, for n ¥ nθ,
P

max
j1,...,bn
max
1¤N¤N0
||αpNqn,pjq GpNqn,pjq ||F ¡ Cθwn


  1
nθ
,
P

max
j1,...,bn
max
1¤N¤N0
||αpNqn,pjq GpNqn,pjq||F ¡ Cθwn


  1
nθ
.
128
In particular, Theorem 5.3.3 implies that the bootstrapped empirical process associated with
this method αpNqn converges weakly in ℓ8pFq to the Gaussian process GpNq as the same way
as αpNqn . A simple way to simulate the law of the raking-ratio process is to bootstrap the
initial available sample and apply the raking-ratio method. We can therefore estimate the
covariance or variance of the raking-ratio empirical process by Monte-Carlo method without
applying (5.7). The next result is a corollary of Theorem 5.3.4 and gives details about the
precision of these estimators :
Proposition 5.3.5. Assume (5.3), (5.4) and (VC). Let bn P N be such that bn{n1{5 Ñ 0.
There exists C0 ¡ 0, n0  n0pωq ¡ 0 such that for all n ¡ n0 it holds
max
0¤N¤N0
sup
f,gPF
ErαpNqn pfqαpNqn pgqs  CovpGpNqpfq,GpNqpgqq ¤ C0vn.
Démonstration. We adapt the proof of Proposition 3.3.10 by replacing PpNqn by PpNqn and
GpNqn by GpNqn from Theorem 5.3.3.
Remarque 5.3.1. Proposition 5.3.5 is an interesting result since we could estimate by Monte
Carlo methods the variance and covariance of the raking-ratio process, and so the efficiency of
an auxiliary information, without knowing probabilities P pApNqq for N P N. If the auxiliary
information has a cost – for example if this information is provided by experts, statistical
learning or by data purchasing – the statistician could test the efficiency of the information
before paying it.
5.3.2 Strong approximation of αpNqn
We defined our raked bootstrapped empirical process αpNqn by bootstrapping αn in a
first time and raking among known partitions after. We have shown that this process has the
same asymptotic behavior as the raking-ratio Gaussian process GpNq. So a natural question
is whether the behavior is the same for αpNqn , if we apply the raking-ratio at first and
bootstrapped in a second time by adding random weights. The answer to this question is
negative, main reason being that our process αpNqn no longer satisfies the constraints given
by the auxiliary information PnpApNqq and has no reason to have the same asymptotic limit
as that the non-bootstrapped process αpNqn . However, we can prove that αpNqn has the same
asymptotic behavior as αn.
Proposition 5.3.6. Assume (5.3), (5.4) and either VC or BR. For all θ ¡ 0 there exists po-
sitive constants Cθ, nθ and a probability space supporting a sequence tpXn, Znqu of i.i.d. ran-
dom variables with distribution P pX,Zq and a sequence tpGnpFq,Gp0qn pFq, . . . ,GpN0qn pFqqu
of P -Brownian bridges such that for all n ¥ nθ,
P

t||αn Gn||F ¡ Cθvnu Y
N0¤
N0
t||αpNqn GpNqn ||F ¡ Cθvnu

¤ 1
nθ
. (5.30)
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5.4 Proofs
5.4.1 Decomposition of αn
Let express the boostrapped empirical process through the classical empirical process
indexed by an appropriate extension of F .
Step 1. In order to study αnpFq from (5.2) it is more convenient to work with the conditio-
nally centered version rαnpFq that we define to be
rαnpfq  ?nprPnpfq  ZnPnpfqq  1?n
n¸
i1
pZi  ZnqfpXiq, f P F , (5.31)
where, by recalling also (5.1) and (5.2),
rPnpfq  1n
n¸
i1
ZifpXiq, Zn  Tn
n
 1
n
n¸
i1
Zi, α

npfq  nTn rαnpfq. (5.32)
Step 2. Define ϕM pzq  maxpM,minpM, zqq for z P R. Let M ¡ 0 and write 1 the
application constant to 1 on R or X . Given f P F write hf  hp1qf  P pfqhp2q  hp3qf where,
for px, zq P X  R,
h
p1q
f px, zq  ϕMZ pzqfpxq, hp2qpx, zq  ϕMZ pzq, hp3qf px, zq  fpxq. (5.33)
The functions of (5.33) belong to the following extension F1 of F ,
F1  thpx, zq  fpxqgpzq : f P F Y t1u, g P tϕMZ ,1uu , (5.34)
and F1 has the same entropy as F .
Lemme 5.4.1. The class F1 defined by (5.34) is uniformly bounded, point-wise measurable,
σF1  σF and satisfies conditions VC or BR with respect to P pX,Zq with the same powers as
F with respect to P , that is c0, ν0, b0, r0.
Démonstration. Let h  fg P F1 with f P F Yt1u and g P t1, ϕMu. Clearly h is bounded by
M1 MZ maxp1,MF q    8. For px, zq P X R, fpxq is the limit of a sequence tfnpxqu with
fn P rF , so hpx, zq is the limit of fnpxqgpzq where pfn, gq P rFt1, ϕMu which is countable and
independent of h. By (5.3) it holds P pX,Zqphq  EpEpZ|XqpfpXq  P pfqqq  P pfq  P pfq
thus hP pX,Zqphq  pZ  1qpfpXqP pfqq and Vphq  EpEppZ  1q2|XqpfpXqP pfqq2q 
Vpfq hence σF1  σF . If F is covered by NpF , ε, dP q balls then F1 can be covered by
2NpF , ε{MZ , dP pX,Zqq because d2Qph, f0gq ¤ M2Zd2Qpf, f0q. If F is covered by Nr spF , ε, dP q
ε-brackets then F1 can be covered by 2Nr spF , ε, dP pX,Zqq ε-brackets since fpxq   fpxq  
f pxq implies fpxqgpzq   hpx, zq   f pxqgpzq for g positive. Hence if F satisfies VC or BR
it is the same for F1 with larger constants c0 or b0.
Step 3. By (5.3) we have EpZfpXqq  P pfq  EpZP pfqq, thus by (5.31), rαn can be split
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into
?
nrαnpfq  n¸
i1
fpXiqZi  Zn

n¸
i1
fpXiq


n¸
i1
ZipfpXiq  P pfqq  Zn?nαnpfq

n¸
i1
pZifpXiq  EpZfpXqqq 
n¸
i1
pZiP pfq  EpZP pfqqq
 ?nαnpfq
 
1   Zn  1 .
The last expression is a linear functional of the empirical process αpX,Zqn built from the sample
pX1, Z1q, ..., pXn, Znq and indexed by F1 from (5.34) since
rαnpfq  αpX,Zqn php1qf q  P pfq  αpX,Zqn php2qq  αpX,Zqn php3qf q  1   Zn  1
 αpX,Zqn phf q  αpX,Zqn pfq
 
Zn  1

, (5.35)
where hp1qf , hp2q, h
p3q
f P F1 are defined by (5.33), αpX,Zqn 
?
npPpX,Zqn P pX,Zqq and PpX,Zqn 
1
n
°n
i1 δpXi,Ziq.
5.4.2 Proof of Propositions 5.2.1, 5.3.1 and 5.3.2
At Step 1 we prove a law of iterated logarithm for the simpler empirical bootstrapped measurerPn and Proposition 5.2.1 follows. Then it is used to prove Proposition 5.3.1 at Step 2. Finally,
Proposition 5.3.2 is established at Step 3.
Step 1. Let tn 
a
n{LLpnq and fix ε ¡ 0. By Lemma 5.4.1, F and F1 satisfy both VC
or BR. As a consequence, the law of the iterated logarithm holds – see Alexander [4] – and
with probability one there exists n0  n0pωq ¡ 0 such that for n ¡ n0,
tn||Pn  P ||F ¤
?
2σF p1  εq, (5.36)
tn||PpX,Zqn  P pX,Zq||F1 ¤
?
2σF1p1  εq,
tn
Zn  1  tn|PpX,Zqn php2qq  P pX,Zqphp2qq| ¤ ?2p1  εq. (5.37)
Let us bound the two terms
tn||rPn  P ||F ¤ tn||rPn  ZnPn||F   tn||ZnPn  P ||F . (5.38)
By (5.35) and (5.36), for all n ¥ n0 we have
tn||rPn  ZnPn||F ¤ tn||PpX,Zqn  P pX,Zq||F1p2 MF   εq
¤ ?2MZσF p2 MF   εqp1  εq. (5.39)
Remind that F  F1. By (5.36) and (5.37) we can write for all n ¥ maxpn0, n1q,
tn||ZnPn  P ||F  tn
∥∥∥∥°ni1 Zin
°n
i1 fpXiq
n
 ErfpXqs
∥∥∥∥
F
¤ tn
∥∥∥PpX,Zqn php2qqpPnpfq  P pfqq∥∥∥F1
 MF tn|PpX,Zqn php2qq  P pX,Zqphp2qq|
¤ ?2pMZσF  MF qp1  εq. (5.40)
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We have shown by (5.38), (5.39) and (5.40) that for all n ¡ maxpn0, n1q, tn||rPn  P ||F  
K0p1   εq with K0  K0pF , P pX,Zqq 
?
2MZσF p3   2MF q ¡ 0. By (5.32) we have for all
n ¡ 0,
tn||Pn  P ||F  tn||
rPn  P ||F
1  pZn  1q .
According to the conclusion of Step 1 and (5.37) for all n ¡ maxpn0, n1q and ε P p0, 1{2q it
holds,
tn||Pn  P ||F ¤ K01 ε p1  εq ¤ 2K0p1  εq.
Proposition 5.2.1 is proved with K  KpF , P pX,Zqq  2K0pF , P pX,Zqq ¡ 0.
Step 2. Let b  ?2σF . A sufficient condition to prove Proposition 5.3.1 is to show that with
probability one there exists K  KpF , P pX,Zqq ¡ 0, n2  n2pωq ¡ 0 such that for all n ¡ n2,
tn||PpNqn  P ||F ¤ pKbN  bqp1  εq. (5.41)
The case N  0 is proved by Proposition 5.2.1. Now let assume that this condition is satisfied
for some fixed 0 ¤ N   N0. Then by (5.41) for all n ¥ n2,
tn||PpN 1qn  P ||F ¤ tn||PpN 1qn  PpNqn ||F   tn||PpNqn  P ||F
¤ tn||PpN 1qn  PpNqn ||F   pKbN  bqp1  εq (5.42)
Notice that mN 1 ¤ ppN0q and ||PpNqn pf1Aq||F ¤ MFPpNqn pAq. By (5.36) and (5.41) we
have for all n ¡ maxpn0, n2q,
tn||PpN 1qn  PpNqn ||F  tn
∥∥∥∥∥∥
¸
j¤mN 1
PpNqn pf1ApN 1q
j
q
PpNqn pApN 1qj q
pPpNqn pApN 1qj q  PnpApN 1qj qq
∥∥∥∥∥∥
F
¤ MF
pN 1
ptn||PpNqn  P ||F   tn||Pn  P ||F q
¤ MF
pN 1
KbN p1  εq. (5.43)
Remind that bN 1  bN p1 MF{pN 1q. By (5.42) and (5.43) we have for all n ¡ maxpn0, n2q,
tn||PpN 1qn  P ||F ¤ pKbN 1  bqp1  εq which proves Proposition 5.3.1 by induction.
Step 3. Denote βpNqn pFq the process defined by βpNqn pfq  ?npPpNqn pfq  PpNqn pfqq. Notice
that αpNqn  βpNqn   αpNqn  αn. For all λ ¡ 0,
P

||αpNqn ||F ¡ 3λ
	
¤ P p||αn||F ¡ λq   P

||αpNqn ||F ¡ λ
	
  P

||βpNqn ||F ¡ λ
	
. (5.44)
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Remind that KF  maxp1,MF q. For K ¤ pN and K 1 ¤ pN K we have
P

||βpNqn ||F ¡ λ
	
¤ P

?
n
mN¸
j1
 PnpA
pNq
j q
PpN1qn pApNqj q
PpN1qn pf1ApNq
j
q  P pA
pNq
j q
PpN1qn pApNqj q
PpN1qn pf1ApNq
j
q
 ¡ λ

¤ P

mN¸
j1
||αn||F   ||βpN1qn ||F
PpN1qn pApNqj qPpN1qn pApNqj q
¡ λ2KF

¤ P

||αn||F ¡ λK
2
4mNKF


  P

||βpN1qn ||F ¡ λK
2
4mNKF


  P

min
j1,...,mN
PpN1qn pApNqj q   K


  P

min
j1,...,mN
PpN1qn pApNqj q   K


¤ P

||αn||F ¡ λK
2
4mNKF


  P

||βpN1qn ||F ¡ λK
2
4mNKF


  P

||αpN1qn ||F   ||βpN1qn ||F ¡ K 1
?
n
	
  P

||αpN1qn ||F ¡ K 1
?
n
	
¤ P

||αn||F ¡ λK
2
4mNKF


  2P

||βpN1qn ||F ¡ λK
2
4mNKF


  2P

||αpN1qn ||F ¡ λK
2
4mNKF


,
where the last inequality holds provided that K 1?n ¥ λK2{2mNKF . Define
β  11  λ{?n P p0, 1q, K  βpN , K
1  pN p1 βq.
Since pN ¤ 1{2 for any N ¥ 1 it holds K 1 ¡ 0 and K 1?n ¥ λK2{mN p1 KF q. By iteration,
we obtain that
P

||βpNqn ||F ¡ λ
	
¤ 2N1P

||αn||F ¡ λP
2
N
MN p4KF qN p1  λ{?nq2N


  2NP

||βp0qn ||F ¡ λP
2
N
MN p4KF qN p1  λ{?nq2N


  2NP

max
K1,...,N ||α
pKq
n ||F ¡ λP
2
N
MN p4KF qN p1  λ{?nq2N


. (5.45)
Notice that P 2N{MN p4KF qN p1 λ{
?
nq2N ¤ 1. By using (5.44), (5.45) and Proposition 3.2.4
we have, under the event that αpNqn are defined for every 0 ¤ N ¤ N0, that
P

||αpNqn ||F ¡ λ
	
¤ 4N 1NMNP

||αn||F ¡ λP
2
N
3MN p4KF qN p1  λ{?nq2N


  2N 1P

||βp0qn ||F ¡ λP
2
N
3MN p4KF qN p1  λ{?nq2N


. (5.46)
Since βp0qn  αn and according to Hoeffding inequality we have
Pp||βp0qn ||F ¡ λq ¤ P
 nTn  1
 ¡ λMZMF?n


 P

|Tn  n| ¡ λ
?
n
MZMF


¤ 2 exp

 λ
2
2M4ZM2F


. (5.47)
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With (5.46) and (5.47) we have
P

||αpNqn ||F ¡ λ
	
¤ 4N 1NMNP

||αn||F ¡ λP
2
N
3MN p4KF qN p1  λ{?nq2N


  2N 2 exp

 λ
2P 4N
18M2NM4ZM2F p4KF q2N p1  λ{
?
nq4N


.
The latter bound is increasing withN and Ppmax0¤N¤N0 ||αpNqn ||F ¡ λq ¤
°N0
N0 Pp||αpNqn ||F ¡
λq which leads to (5.25). Inequality (5.26) is a consequence of Theorem 2.14.2 and 2.14.25 of
van der Vaart and Wellner [80] whereas (5.27) is a consequence of Theorem 2.14.9 of [80].
5.4.3 Construction of the limit Gaussian processes
Bootstrapped Gaussian processes. Remind (5.33) and (5.34). The Gaussian processes
leading the asymptotic behavior of the weighted bootstrap empirical processes are as follows.
Let G0pF1q be the P pX,Zq-Brownian bridge indexed by F1. The bootstrapped Gaussian
process GpFq and the standard P -Brownian bridge GpFq – which is actually in this section
the margin process of G0pF1q on F  F1 – are defined to be
Gpfq  G0php3qf q  G0pf  1q, (5.48)
Gpfq  G0php1qf q  P pfqG0php2qq G0php3qf q, f P F . (5.49)
By linearity one can extend G0 to thf : f P Fu by setting G0phf q  Gpfq. The following
lemma gives the joint distribution of GpFq and GpFq.
Lemme 5.4.2. If (5.3) and (5.4) hold then GpFq and GpFq are independent P -Brownian
bridges.
Démonstration. By definition of G0pF1q, the two processes GpFq and GpFq are centered li-
near Gaussian, indexed by F such that, for all f, g P F , CovpGpfq,Gpgqq  P pX,Zqphp3qf hp3qg q
P pX,Zqphp3qf qP pX,Zqphp3qg q  P pfgqP pfqP pgq. By (5.4) we have hf pX,Zq  pZ1qpfpXq
P pfqq  P pfq almost surely thus (5.3) implies P pX,Zqphf q  EpZpfpXq  P pfqq  fpXqq 
EpEpZ|XqpfpXq P pfqqq P pfq  P pfq. Since G0 is also linear and (5.3) implies EppZ 
1q2|Xq  1 we get
CovpGpfq,Gpgqq  P pX,Zqpphf   P pfqqphg   P pgqqq
 EppZ  1q2pfpXq  P pfqqpgpXq  P pgqqq
 P pfgq  P pfqP pgq.
Moreover, for all f, g P F we get, since (5.3) implies EpZ  1|Xq  0,
CovpGpfq,Gpgqq  CovpG0phf q,G0php3qg qq
 P pX,Zqpphf   P pfqqphp3qg  P pgqqq
 EppZ  1qpfpXq  P pfqqpgpXq  P pgqqq  0,
which proves the independence.
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Raked bootstrapped Gaussian process. Let GpNqpFq be the raked bootstrapped P -
Brownian bridge defined recursively by :
Gp0qpfq  Gpfq, GpN 1qpfq  GpNqpfq 
mN 1¸
j1
Erf |ApN 1qj sGpNqpApN 1qj q, (5.50)
where GpFq is defined by (5.49) through G0pF1q. The following lemma establishes the
distribution of GpNq and the independence between this process and GpNqpFq.
Lemme 5.4.3. If (5.3) and (5.4) hold then GpNqpFq and GpNqpFq are independent Gaussian
processes with same distribution.
Démonstration. Let f, g P F . By Lemma 5.4.2 we have
CovpGp0qpfq,Gp0qpgqq  0,
CovpGp0qpfq,Gp0qpgqq  CovpGp0qpfq,Gp0qpgqq.
If we assume that
CovpGpNqpfq,GpNqpgqq  0,
CovpGpNqpfq,GpNqpgqq  CovpGpNqpfq,GpNqpgqq,
for some N ¡ 0 then by construction of GpNqpFq,GpNqpFq respectively defined by (5.6)
and (5.50) we have necessary
CovpGpN 1qpfq,GpN 1qpgqq  0,
CovpGpN 1qpfq,GpN 1qpgqq  CovpGpN 1qpfq,GpN 1qpgqq,
which prove the lemma by induction the same distribution.
Bootstrapped raked Gaussian process. Let G0,pNqpF1q be the P pX,Zq-raked Brownian
bridge defined recursively as in (5.6) from G0,p0q  G0 and the following auxiliary informa-
tion, for all N ¡ 0 and j  1, . . . ,mN ,
A0,pNq  tA0,pNq1 , . . . , A0,pNqmN u, A0,pNqj  ApNqj  r0,MZs. (5.51)
Notice that P pX,ZqpA0,pNqq  P pApNqq. The bootstrapped raking-ratio Gaussian process
GpNqpFq is defined through
GpNqpfq  G0,pNqphp1qf q  P pfqG0,pNqphp2qq G0,pNqphp3qf q, f P F . (5.52)
By linearity, one can define G0,pNqphf q  GpNqpfq. The following lemma gives the distribu-
tion of GpNqpFq.
Lemme 5.4.4. If (5.3) and (5.4) hold then for all GpNqpFq and GpFq are independent
P -Brownian bridges.
Démonstration. By (5.7), Lemma 5.4.2 and definition of GpNqpFq given by (5.52) and we
have for all f, g P F ,
CovpGpNqpfq,GpNqpgqq  CovpG0,pNqphf q,G0,pNqphgqq
 CovpG0phf q,G0phgqq RN pP pX,Zq, hf , hgq
 CovpGpfq,Gpgqq RN pP pX,Zq, hf , hgq.
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Let h1, h2 P F1 defined by hipx, zq  fipxqgipzq for i  1, 2. By the definition of RN given
by (5.8) we have ΦpNqk pP pX,Zq, hq  ΦpNqk pP, f1q and VarpGrApNqsq  VarpG0rA0,pNqsq since
for every 1 ¤ j1, j2 ¤ mN ,
CovpG0pA0,pNqj1 q,G0pA0,pNqj2 qq  P pX,ZqpA0,pNqj1 XA0,pNqj2 q  P pX,ZqpA0,pNqj1 qP pX,ZqpA0,pNqj2 q
 P pApNqj1 XApNqj2 q  P pApNqj1 qP pApNqj2 q
 CovpGpApNqj1 q,GpApNqj2 qq.
These remarks lead to RN pP pX,Zq, h1, h2q  RN pP, f1, f2q. Then
RN pP pX,Zq, hf , hgq  RN pP pX,Zq, hp1qf  P pfqhp2q  hp3qf , hp1qg  P pgqhp2q  hp3qg q
 P pfqP pgqRN pP,1,1q.
By using (5.7) and the fact that Gp1q  0,GpNqp1q  0 we have
RN pP,1,1q  CovpGp1q,Gp1qq  CovpGpNqp1q,GpNqp1qq  0.
We have shown that CovpGpNqpfq,GpNqpgqq  CovpGpfq,Gpgqq. By Lemma 5.4.2 G0,p0q 
G is independent of G and if for all f, g P F ,
CovpGpNqpfq,Gpgqq  CovpG0,pNqphf q,Gpgqq  0,
then
CovpGpN 1qpfq,Gpgqq  CovpG0,pN 1qphf q,Gpgqq  0,
since G0,pN 1qphf q is a linear combination of elements of G0,pNqpF1q. By induction, we have
proved the independence between GpNqpFq and GpFq.
5.4.4 Proof of Theorem 5.2.2 and 5.2.5
At Step 1 we prove Proposition 5.4.5 below, by applying the strong approximation results
of [12] to P pX,Zq and the relevant class of functions to approximate in turn the weighted
bootstrap empirical process αn. At Step 2 we deduce Theorem 5.2.2 from Proposition 5.4.5.
At Step 3 the previous arguments are adapted for another appropriate empirical process and
class, to derive Theorem 5.2.5.
Proposition 5.4.5. Assume (5.3), (5.4) and either VC or BR. Fix any θ ¡ 0. There exists
constants Cθ ¡ 0, nθ ¡ 0 and sequences tpXn, Znqu of i.i.d. random variables with distribution
P pX,Zq and a sequence tpGnpFq,GnpFqqu of pairs of independent P -Brownian bridges, all of
these sequences being defined on the same probability space, such that for all n ¡ nθ,
P pt∥αn Gn∥F ¡ Cθvnu Y t∥rαn Gn∥F ¡ Cθvnuq ¤ 1nθ . (5.53)
On the above probability space there also exists independent sequences tG1npFqu and tG1n pFqu
of independent versions of GpFq such that, for all n ¡ nθ,
P

1?
n
max
1¤k¤n∥
?
kαk 
k¸
i1
G
1
i∥F ¡ Cθvn

¤ 1
uθn
, (5.54)
P

1?
n
max
1¤k¤n∥
?
krαk  k¸
i1
G
1
i ∥F ¡ Cθvn

¤ 1
uθn
. (5.55)
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In the following steps we use the fact that by definition of vn and vn there exists ε0 P p0, 1{2q
such that vn n1{2ε0 ¤ vnn1{2ε0   nαplognqβ for all n large enough, and some α P p0, 1{2q,
β P R.
Step 1. Berthet and Mason [12] proved that one can construct a probability space on which
the sequence of empirical processes αnpFq can be defined together with a coupling sequence
of P -Brownian bridges GnpFq such that, almost surely, ||αn Gn||F ¤ Cvn for some C ¡ 0
and all n large enough. By Lemma 5.4.1 one can apply Propositions 1,2 and Theorems 1,2
of [12] to αpX,Zqn pF1q. There exists C0  C0pθq ¡ 0, n0  n0pθq ¡ 0 and a probability space
where one can construct a sequence of independent random variables tpXn, Znqu distributed
as P pX,Zq and two sequences tG0npF1qu, tG01n pF1qu of independent P pX,Zq-Brownian bridge
satisfying for all n ¡ n0,
P

∥αpX,Zqn G0n∥F1 ¡ C0vn
	
¤ 1
nθ
(5.56)
P

1?
n
max
1¤k¤n∥
?
kα
pX,Zq
k 
k¸
i1
G0
1
i ∥F1 ¡ C0vn

¤ 16uθn . (5.57)
We only prove (5.54) and (5.55) by using (5.57). We can adapt the following proof to
show (5.53) by using (5.56). Let denote tGnpFqu and tGnpFqu the processes defined respecti-
vely by (5.48) and (5.49) both built through tG0npF1qu. According to Lemma 5.4.2, tGnpFqu, tGnpFqu
are independent P -Brownian bridges. Since αpX,Zqk php3qf q  αkpfq, inequality (5.54) is satis-
fied for the first event as a special case of (5.56), and the second is controlled by the same
argument as below. Write C 10  C0maxp2,MF q. By (5.57) one can write that for all n ¡ n0,
P

1?
n
max
1¤k¤n∥
?
krαk  k¸
i1
Gi ∥F ¡ C 10vn

¤ P

1?
n
sup
fPF
max
1¤k¤n
?kαpX,Zqk php1qf q  k¸
i1
G0
1
i php1qf q
 ¡ C 10vn

  P

1?
n
sup
fPF
max
1¤k¤n
P pfq
?
kα
pX,Zq
k php2qq 
k¸
i1
G0
1
i php2qq
 ¡ C 10vn

  P

1?
n
sup
fPF
max
1¤k¤n
?kαpX,Zqk php3qf q  k¸
i1
G0
1
i php3qf q
 ¡ C 10vn

  P

1?
n
sup
fPF
max
1¤k¤n
?kαpX,Zqk php3qf q  1k
k¸
i1
pZi  1q
 ¡ C 10vn

¤ 12uθn   P

1?
n
max
1¤k¤n

∥
?
kα
pX,Zq
k ∥F1 
1k
k¸
i1
pZi  1q


¡ C 10vn

. (5.58)
The last right-hand side member of (5.58) can be bounded by
P

1?
n
max
1¤k¤n

∥αpX,Zqk ∥F1 
 1?k
k¸
i1
pZi  1q


¡ C 10vn

(5.59)
¤ P

max
1¤k¤n∥α
pX,Zq
k ∥F1 ¡ 2C0vn n1{2ε0


  P

max
1¤k¤n
 1?k
k¸
i1
pZi  1q
 ¡ nε0

.
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By Hoeffding inequality and the fact that ε0 P p0, 1{2q there exists n1  n1pθq ¡ 0 such that
for all n ¡ n1,
P

max
1¤k¤n
 1?k
k¸
i1
pZi  1q
 ¡ nε0

¤ 2n exp

2n
2ε0
M2Z


¤ 16uθn . (5.60)
Moreover by (5.57) it holds, for all n ¡ n0,
P

max
1¤k¤n∥α
pX,Zq
k ∥F1 ¡ 2C0vn n1{2ε0


¤ P

max
1¤k¤n∥α
pX,Zq
k 
1?
k
k¸
i1
G0
1
i ∥F1 ¡ C0vn n1{2ε0

  P

max
1¤k¤n∥
1?
k
k¸
i1
G0
1
i ∥F1 ¡ C0vn n1{2ε0

¤ 16uθn   P

max
1¤k¤n∥
1?
k
k¸
i1
G0
1
i ∥F1 ¡ C0vn n1{2ε0

, (5.61)
Write G01pkq  1?k
°k
i1G0
1
i for short, so that G0
1
pkqpF1q is a P pX,Zq-Brownian bridge. By
Lemma 5.4.1, F1 has small entropy, bounded variance so that we deduce that Ep∥G01pkq∥F1q  
K
?
logn   C0vn n1{2ε0 for a finite K ¡ 0 and all n large enough. Thus, by Borell-TIS
inequality – see annex A.2.1 of [80] – there exists n2  n2pθq ¡ 0 such that for all n ¡ n2,
some C20   C0,
P

max
1¤k¤n∥G
01
pkq∥F1 ¡ C0vn n1{2ε0


¤
n¸
k1
P

∥G01pkq∥F1  Ep∥G0
1
pkq∥F1q ¡ C
2
0v

n n
1{2ε0
	
¤ 2n exp

pC
2
0v

n n
1{2ε0q2
2M2Zσ2F1

¤ 16uθn . (5.62)
The bounds (5.60), (5.61) and (5.62) imply that for all n ¡ maxpn0, n1q,
P

1?
n
max
1¤k¤n

∥
?
kα
pX,Zq
k ∥F1 
1k
k¸
i1
pZi  1q


¡ C 1θvn

¤ 12uθn
then (5.55) follows from (5.58) with nθ  maxpn0, n1, n2q and Cθ  C 10.
Step 2. Now we prove (5.12) and (5.13) of Theorem 5.2.2. By adapting the following
proof we can also show (5.11). According to Proposition 5.4.5, there exists a constant
C0  C0pθq, n0  n0pθq ¡ 0, a sequence tpXn, Znqu of i.i.d. random variables with distribu-
tion P pX,Zq, a sequence tG1npFqu, tG1n pFqu of independent P -brownian bridge satisfying, for
all n ¡ n0, (5.12) and
P

1?
n
max
1¤k¤n∥
?
krαk  k¸
i1
G
1
i ∥F ¡ C0vn

¤ 14nθ . (5.63)
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By the definition of rαn given at (5.32),
P

1?
n
max
kn,θ¤k¤n
∥
?
kαk 
k¸
i1
G
1
i ∥F ¡ 3C0vn

 P

1?
n
max
kn,θ¤k¤n
∥ k
Tk
?
krαk  k¸
i1
G
1
i ∥F ¡ 3C0vn

¤ P

1?
n
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∥ k
Tk
p?krαk  k¸
i1
G
1
i q∥F ¡ 2C0vn

  P

1?
n
max
kn,θ¤k¤n
∥

k
Tk
 1

 k¸
i1
G
1
i ∥F ¡ C0vn

. (5.64)
According to Hoeffding inequality there exists n1  n1pθq ¡ 0 such that for all n ¡ n1,
P

max
kn,θ¤k¤n
k
Tk
¥ 2


¤
n¸
kkn,θ
P

Tk
k
¤ 12


¤
n¸
kkn,θ
P p|Tk  k| ¥ k{2q
¤ 2
n¸
kkn,θ
exp

2pk
2{4q
kM2Z


¤ 14nθ . (5.65)
Combining (5.63) and (5.65), we obtain that for all n ¡ maxpn0, n1q,
P

1?
n
max
kn,θ¤k¤n
∥ k
Tk
p?krαk  k¸
i1
G
1
i q∥F ¡ 2C0vn

¤ 12nθ . (5.66)
Using again the definition of ε0 we see that
P

1?
n
max
kn,θ¤k¤n
∥

k
Tk
 1

 k¸
i1
G
1
i ∥F ¡ C0vn

¤ P

n1{2 ε0 max
kn,θ¤k¤n
∥ 1?
k
k¸
i1
G
1
i ∥F ¡ C0vn

  P

max
kn,θ¤k¤n
?k kTk  1

 ¡ nε0
 . (5.67)
With the same calculations as (5.62) – but on the class F – we show that there exists
n2  n2pθq ¡ 0 such that for all n ¡ n2 :
P

n1{2 ε max
kn,θ¤k¤n
∥ 1?
k
k¸
i1
G
1
i ∥F ¡ C0vn

¤ 14nθ , (5.68)
By (5.65) and Hoeffding inequality, there exists n3  n3pθq ¡ 0 such that for all n ¡ n3,
P

max
kn,θ¤k¤n
?k kTk  1

 ¡ nε0
  P maxkn,θ¤k¤n
 kTk  Tk  k?k
 ¡ nε0

¤ P

max
1¤k¤n
Tk  k?k
 ¡ nε02


  P

max
kn,θ¤k¤n
k
Tk
¡ 2


¤ 14nθ . (5.69)
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By (5.64), (5.66), (5.67), (5.68) and (5.69), we have proved (5.13) with nθ  maxpn0, n1, n2, n3q
and Cθ  3C0. Note that we needed that n ¥ maxpnθ, kn,θq, where kn,θ  r2M2Zpln 8  p1 
θq lnnqs which is true for all n ¡ nθ, nθ large.
Step 3. Let P pX,Z1,...,Zbn q be the joint probability distribution of pX,Z1, ..., Zbnq where
X has marginal P then each Zj has conditional marginal PZ|X and is independent of Zj1
conditionally to X, for 0   j1   j ¤ bn. Consider the class defined by
Fbn  thjpf, gqpx, z1, . . . , zbnq  fpxqgpzjq : 1 ¤ j ¤ bn, f P F Y t1u, g P tϕMZ ,1uu.
By (5.4) Fbn is uniformly bounded by MZ maxp1,MF q and by (5.3) we have σFbn  σF .
The pointwize measurable property is justified as follows. For j ¤ bn, rewrite hjpf, gq P Fbn
into fpxqgjpzq with f P F Y t1u, gj  g  pij , g P t1, ϕMu and pijpzq  zj is the j-th unit
projector, z P Rbn . Given px, zq P X  Rbn , if fpxq is the limit of tfnpxqu with fn P rF then
hjpf, gq is the limit of hjpfn, gq where pfn, gjq P rF bnj1t1, ϕM  piju which is a countable
family. These properties are inherited by the recombined class
Hbn  thjpfq  hp1qj pfq  P pfqhp2qj pfq  hp3qj pfq, 1 ¤ j ¤ bn, f P Fu
where hp1qj pfq  hjpf, ϕMZ q, hp2qj pfq  hjp1, ϕMZ q, hp3qj pfq  hjpf,1q, that is
h
p1q
j pfqpx, z1, . . . , zbnq  fpxqϕMZ pzjq, hp2qj pfqpx, z1, . . . , zbnq  ϕMZ pzjq,
h
p3q
j pfqpx, z1, . . . , zbnq  fpxq.
We adapt the proof of Propositions 1 and 2 in [12] according to the following strategy.
Consider a sequence εn Ñ 0, to be chosen at the end, and write Npεnq the covering number
in L2pP q driven by (VC) or (BR). We control the relevant indexing class Hbn by a covering of
F used simultaneously for the bn bootstrap samples. The centers of balls used to cover F are
denoted fk, for k  1, ..., Npεnq. We associate to each center fk the bn functions hjpfkqpx, zq,
for j  1, ..., bn and also h0pfkqpx, zq  fkpxq. For any fixed j  0, ..., bn the centers hjpfkq,
for k  1, ..., Npεnq are then used to construct the P -Brownian bridge Gn,pjq indexed by the
functions hjpfq and thus by F . It suffices to determine Gn,pjqphjpfkqq close to αn,pjq then
to extend it by using a union bound for the modulus of continuity of Gn,p0q which is their
common distribution. The extension is built independently as j varies since the processes
Gn,pjq for j  0, 1, ..., bn are orthogonal. More precisely, consider the column vector Y defined
by Yj,k  hjpfkqpX,Z1, ..., Zbnq   P pfkq indexed by pj, kq with j fixed first then running
increasingly among the indexes k. Thus Y  Y pX,Z1, ..., Zbnq is a centered random vector
of size pbn   1qNpεnq. Clearly, thanks to (5.4), as already seen in the proof of Lemma 5.4.1,
any function hjpfq P Fbn is at L2pP pX,Z1,...,Zbn qq distance Cεn of one of the Npεnq centers
hjpfkq at least, for some C ¡ 0. The covariance matrix Σn  pCovpYj,k, Yj1,k1qpj,kq,pj1,k1qq of
Y is very sparse since it is given by
CovphjpfkqpX,Z1, ..., Zbnq, hj1pfk1qpX,Z1, ..., Zbnqq  0
if j  j1 and, recalling Lemma 5.4.2,
CovphjpfkqpX,Z1, ..., Zbnq, hjpfk1qpX,Z1, ..., Zbnqq  CovpfkpXq, fk1pXqq
otherwize. Next, on the same probability space, we approximate the i.i.d. sum
1?
n
n¸
i1
Yi, Yi  Y pXi, Zi,p1q, ..., Zi,pbnqq
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by a coupled Gaussian vector U with the same covariance matrix Σn as Y , thanks to Zaitzev’s
construction. For any k the coordinates Uj,k for k  1, ..., Npεnq are used to jointly define
pointwize the P -Brownian Bridges Gn,pjqpfkq  Uj,k. Now by replacing everywhere in [12]
the vector size Npεq with the current one pbn   1qNpεnq that we write bnNpεnq by changing
constants, we readily obtain the probability bound
P

bn¤
j0
!
||αn,pjq Gn,pjq||F ¡ en,pjq   gn,pjq   δ   t
)
¤ b2nNpεnq2 exp

 c1δ
?
n
b
5{2
n Npεnq5{2

  bn exp
 c2t?n  bn expc3t2
ε2n


where, for independent Rademacher random variables ϵi,pjq,
en,pjq  E

sup
f,gPF,dP pf,gq εn
 1?n
n¸
i1
ϵi,pjqphjpfq  hjpgqqpXi, Zi,p1q, ..., Zi,pbnqq


and
gn,pjq  E

sup
f,gPF,dP pf,gq εn
Gn,pjqphjpfqq Gn,pjqphjpgqq

are the suprema of the increments of length εn at most, for the symmetrized empirical
process αn,pjq and the Gaussian process Gn,pjq, respectively. Therefore the same concentration
inequalities as in [12] under (VC) or (BR), moment bounds and discussions to optimize the
parameters t and δ can be reproduced by turning n into n{b5n in the most critical first
exponential term above, and remarking that only constants change through, at times, the
fact that 1   log pn{b5nq   logn. This is why the approximation rates (5.14) and (5.15) finally
show up. By construction the initial and bootstrap Gaussian processes thus built have the
desired covariance structure – they are independent P -Brownian Bridges indexed by F .
5.4.5 Proof of Theorem 5.3.3 and 5.3.4
The process αpNqn pFq could be seen as the process αpN1qn pFq corrected with partition
ApNq since
αpNqn pfq 
?
npPpNqn pfq  Pnpfqq
 ?n

mN¸
j1
PnpApNqj q
PpN1qn pApNqj q
PpN1qn pf1ApNq
j
q  Pnpf1ApNq
j
q


mN¸
j1
PnpApNqj q
PpN1qn pApNqj q
pαpN1qn pf1ApNq
j
q  Enrf |ApNqj sαpN1qn pApNqj qq,
where Enrf |As  Ppf1AqPnpAq . We denote the following random variables :
p
pNq
n,j 
PnpApNqj q
PpN1qn pApNqj q
 1, qpNqn,j pfq  Enrf |ApNqj s  Erf |ApNqj s.
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Then,
αpNqn pfq  αpN1qn  ϕpNqpfq   ΓpNqn pfq,
ΓpNqn pfq 
mN¸
j1
p
pNq
n,j α
pN1q
n  ϕpNq,jpfq  p1  ppNqn,j qqpNqn,j pfqαpN1qn pApNqj q.
By successive iterations we get
αpNqn pfq  αp0qn  ϕp1q      ϕpNqpfq  zpNqn pfq, (5.70)
zpNqn pfq 
N¸
k1
Γpkqn pϕpk 1q      ϕpNqpfqq.
Let introduce the same notations than the Chapter 3. For all f P F , N ¤ N0 for some fixed
N0 and j  1, . . . ,mN we denote
ϕpN,jqpfq  pf  Erf |ApNqj sq1ApNq
j
, ϕpNqpfq  °mNj1 ϕpN,jqpfq,
and function classes
FpNq  ϕp1q      ϕpNqpFq,
HpNq 
¤
1¤k¤N
¤
1¤j¤mk
ϕpj,kq  ϕpk 1q      ϕpNqpFq,
F0 
¤
0¤N¤N0
FpNq, H0 
¤
0¤N¤N0
HpNq.
The following lemma establishes that the bootstrapped process αnpFpNqq is the main process
contributing for αpNqn pFq and zpNqn is an error process. It is the equivalent of Lemma 3.3.6.
Lemme 5.4.6. Assume (5.3), (5.4) and either VC or BR. For any ξ, θ ¡ 0 there exists
nξ,θ ¡ 0 such that, for all n ¡ nξ,θ,
P

max
0¤N¤N0
||zpNqn ||F ¡ ξvn


¤ 1
nθ
.
Fix θ, ξ ¡ 0. Now we prove Lemma 5.4.6 at Step 1 and apply it at Step 2 to prove Theo-
rem 5.3.3. In Step 3, we describe how to prove Theorem 5.3.4.
Step 1. Let bound the terms of error :
|ppNqn,j | 
PnpA
pNq
j q  PpN1qn pApNqj q
PpN1qn pApNqj q
 ¤ ||αn||F   ||αpN1qn ||F?npN  ||αpN1qn ||F ,
||qpNqn,j ||F 
∥∥∥∥∥∥
Pnpf1ApNq
j
q  Erf |ApNqj sPnpApNqj q
PnpApNqj q
∥∥∥∥∥∥
F
¤ 2MF ||αn||F?
npN  ||αn||F ,
||zpNqn ||F ¤
N¸
k1
max
1¤j¤mk
|ppkqn,j |
mk¸
j1
|αpk1qn  ϕk,j  ϕpk 1q      ϕpNqf |
  max
1¤j¤mk

|1  ppkqn,j | |qpkqn,j | |αpk1qn pAjq|
	
¤ SN max
0¤k¤N1 ||α
pkq
n ||H0

P pNqn   p1  P pNqn qQpNqn
	
,
max
1¤N¤N0
||zpNqn ||F ¤ SN0 max0¤N¤N01 ||α
pNq
n ||H0

P pN0qn  QpN0qn   P pN0qn QpN0qn
	
,
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where P pNqn  max0¤k¤N max1¤j¤mk |ppkqn,j |, QpNqn  max0¤k¤N max1¤j¤mk |qpkqn,j |. For ε P
p0, 1{2q there exists nξ ¡ 0 such that for all n ¡ nξ, ξvn ¡ 4SN0p1   2MF qnε{p
?
npN0q.
Then, for every n ¡ nξ we have
P

max
0¤N¤N0
||zpNqn ||F ¡ ξvn


¤ P

max
0¤N¤N0
||αpNqn ||H0 ¡ nε{2


  2P

P pN0qn ¡ 4n
ε{4
?
npN0


  2P

QpN0qn ¡ 4MFn
ε{4
?
npN0


. (5.71)
According to Lemma 3.3.5 and Proposition 5.3.2 there exists n0  n0pθq ¡ 0 such that for
all n ¡ n0 we have
P

max
0¤N¤N0
||αpNqn ||H0 ¡ nε{2


¤ 13nθ . (5.72)
Moreover there exists n1  n1pθq ¡ 0 such that for all n ¡ n1,
P

P pN0qn ¡ 4n
ε{4
?
npN0


¤ P

||αn||F ¡ nε{4
	
  P

max
0¤N¤N0
||αpNqn ||F ¡ nε{4


  P

max
0¤N¤N0
||αpNqn ||F ¡
?
npN0
2


¤ 16nθ , (5.73)
P

QpN0qn ¡ 4MFn
ε{4
?
npN0


¤ P

||αn||F ¡ nε{4
	
  P

||αn||F ¡
?
npN0
2


¤ 16nθ (5.74)
By (5.71), (5.72), (5.73) and (5.74), Lemma 5.4.6 is proved with nξ,θ  maxpnξ, n0, n1q.
Step 2. By Lemma 3.3.5 we can apply Lemma 5.4.6, Theorem 5.2.2 and Theorem 3.3.7 to
F0. Since these two last theorems are based on the Berthet and Mason strong approximation
of αnpFq to GpFq, the following Gaussian approximation is satisfied. For some constant
C0  C0pθq ¡ 0 and nθ ¡ 0 one can build on a probability space pΩ, T ,Pq a version of
the sequence tpXn, Znqu of i.i.d. random variables with distribution P pX,Zq and a sequence
tGnpFqu of independent P -Brownian bridges in such a way that, that for all n ¡ nθ, (5.29)
holds and
P

t||αn Gn||F0 ¡ C0vnu Y
"
max
0¤N¤N0
||zpNqn ||F ¡ C0vn
*

¤ 12nθ . (5.75)
Let denote tGpNqn pFqu the N -th raked P -Brownian bridge defined by (5.50) built through
tGnu. This construction implies Gp0qn  Gn. Successive iterations given by (5.70) give
max1¤N¤N0 ||αpNqn GpNqn || ¤ ||αnGn||F0  max0¤N¤N0 ||zpNqn ||F . By (5.75) we have for
all n ¡ nθ,
P

max
1¤N¤N0
||αpNqn GpNqn ||F ¡ 2C0vn


¤ P p||αn Gn||F0 ¡ C0vnq   P

max
0¤N¤N0
||zpNqn ||F ¡ C0vn


¤ 1
nθ
.
We have proved (5.28) of Theorem 5.3.3 with Cθ  2C0 ¡ 0.
Step 3. To prove Theorem 5.3.4 we only need to extend the notations of previous steps and
use Theorem 5.2.5 instead of Theorem 5.2.2 at Step 2.
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5.4.6 Proof of Propositions 5.2.8, 5.2.9 and 5.2.10
Assume (FR) and either VC or BR. Introduce, on the probability space of Theorem 5.2.5,
for j  1, . . . , bn,
Rn,0  ?nR

αn,p0q?
n

, Rn,j  ?nR

αn,pjq   αn,p0q?
n

, (5.76)
with the notational convention αn,p0q  αn and Pn,p0q  Pn. Let define the following events,
for large enough constants C1, C2 ¡ 0,
An 
bn£
j0
!
max

||αn,pjq||F , ||Gn,pjq||F
	
  C1
a
logn
)
,
Bn 
bn£
j0
!
||αn,pjq Gn,pjq||F   C2wn
)
.
Likewise, on the probability space of Theorem 5.2.2, which coincides with the previous one
for bn  1 and wn  vn, consider Rn  ?nR pαn{?nq and
An 
!
max p||αn||F , ||Gn||F , ||αn||F , ||Gn||F q   C1
a
logn
)
,
Bn  t||αn Gn||F   C2vnu X t||αn Gn||F   C2vnu .
For any fixed θ ¡ 0 we have, with respect to the two distinct probability distributions and
their associated nθ, PpBCn q   1{3nθ and PpBCn q   1{3nθ for all n ¡ nθ. Choose n1 ¡ 0 such
that for all n ¡ n1 and the fixed ball B  ℓ8pFq from (FR), we have
An 
#
αn,p0q?
n
P B
+
X
bn£
j1
#
αn,pjq   αn,p0q?
n
P B
+
,
An 
"
αn?
n
P B
*
X
"
αn   αn?
n
P B
*
.
By (5.17) for all n ¡ n1, on the event An it holds, for j  1, . . . , bn,
Sn,p0q  φpPn,p0qq  φpP q  
1?
n
φ1pP q  αn,p0q  
1?
n
Rn,0,
Sn,pjq  φpPn,pjqq  φpP q  
1?
n
φ1pP q  pαn,pjq   αn,p0qq  
1?
n
Rn,j ,
and, for j  0, . . . , bn,
max

|φ1pP q  αn,pjq|, |φ1pP q Gn,pjqq|
	
 MP,FC1
a
logn,
Rn,j  MP,FCq1
plognqq{2
npq1q{2
.
On the event Bn it is true that |φ1pP q  pαn,pjq  Gn,pjqq|   MP,FC2wn for j  0, . . . , bn.
By Proposition 5.3.2 – reduced for N  0 to the usual concentration inequality – it holds
Pp||αn||F ¡ λ?nq   bnPp||αn||F ¡ λ
?
nq   1{3nθ for all n ¡ nθ,λ and a small enough
λ ¡ 0 depending on B. By the Borell-Sudakov deviation inequality similar bounds hold for
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||Gn,pjq||F thus PpACn q   2{3nθ. Concerning the bootstrap resampling, if n ¡ n1, on the
event An we then have the following equalities, for j  1, . . . , bn,
Sn,pjq  Sn,p0q  φ1pP q 
αn,pjq?
n
  1?
n
pRn,j Rn,0q. (5.77)
Finally, the real random variables Y n,pjq  φ1pP q  Gn,pjq for j  0, ..., bn are independent,
centered and Gaussian with common variance σ2 ¡ 0. Similar relations as above hold in the
probability space of Theorem 5.2.2 on the event An which is also such that PpACn q   1{3nθ
for n ¡ nθ,λ and entails
1AnSn  1Anφ

P   αn?
n


 1?
n
1Anpφ1pP q  αn  Rnq. (5.78)
On the event Bn we have |φ1pP q  pαn  Gnq|   MP,FC2vn and PpBCn q   1{3nθ. Also,
Yn  φ1pP q  Gn and Y n  φ1pP q  Gn are independent, centered Gaussian with variance
σ2 ¡ 0. We are now ready to prove Proposition 5.2.8 at Step 1, Proposition 5.2.9 at Step 2
and Proposition 5.2.10 at Step 3.
Step 1. It is important to point out that φpPn,p0qq and φpPnq below have the same distribu-
tion as Sn but are not defined on the same probability space. Let us first work on the space
of Theorem 5.2.2. Consider the event Cn  An XBn. The normal random variable φ1pP q G
being centered we have
σ2  Ep1Cnpφ1pP q Gq2q  Ep1CCn pφ1pP q Gq2q
¤ap1 PpCnqqEppφ1pP q Gq4q ¤ ?µ4
σ2nθ{2
where µ4 is the fourth moment of the standard Gaussian distribution. Moreover,
Ep1Cnpφ1pP q Gq2q Varp1Cnpφ1pP q Gqq  Ep1Cnpφ1pP q Gqq2
 Ep1CCn pφ1pP q Gqq2 ¤
σ2
nθ
.
By (5.18) we have
|VarpSnq Varp1CnSnq| 
Varp1CCn Snq  2Ep1CnSnqEp1CCn Snq
¤ 3p1 PpCnqqn2κ ¤ 2
nθ2κ
.
Now, by denoting Rn  αn  Gn that is a centered process indexed by F , and ξn 
Ep1Cnpφ1pP q  Rn  Rnq2q it holdsVarp1Cnpφ1pP q  αn  Rnqq Varp1Cnφ1pP q Gq
 Varp1Cnpφ1pP q  Rn  Rnqq   2Covp1Cnφ1pP q Gn,1Cnpφ1pP q  Rn  Rnqq
¤ ξn   2σ
a
ξn. (5.79)
By proceeding as in [2] – in particular the arguments establishing (3.27) of that paper – we
readily get that for some d0 ¡ 0 and n large enough,
sup
fPF
Varp1CnRnpfqq  sup
fPF
Ep1CnRnpfq2q ¤ Ep||Rn||2F q   d0v2n. (5.80)
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According to Theorem 2.14.9 of [80], under (VC) or (BR) there exists CF ¡ 0 such that for
n large enough, Ep||αn||2qF q ¤ CF which implies
Ep1CnR2nq ¤ 1nq1Ep||αn||
2q
F q ¤
CF
nq1
. (5.81)
Combining (5.80) and (5.81), for n large enough, it follows from (FR),
ξn ¤M2P,FEp||Rn||2F q   2MP,FEp||Rn||2F q1{2EpR2nq1{2   EpR2nq
¤ d0pMP,Fvnq2   2MP,Fvn

d0CF
nq1

1{2
  CF
nq1
  d1ξ n , (5.82)
for some d1 ¡ 0 depending on pP,Fq and ξ n  max
 
v2n, 1{nq1
Ñ 0. By (5.79) and (5.82)
we can find n3 ¡ 0, C3 ¡ 0 such that for all n ¡ n3,Varpφ1pP q  αn  Rnq  σ2 ¤ d1ξ n   2σbd1ξ n ¤ C3bξ n . (5.83)
Next, in the space of Theorem 5.2.5 consider Cn  An X Bn . By (5.76), (5.77) and (5.78)
one can write, on the event An,
npyVarpSnq VarpSnqq
 n
bn
bn¸
j1

pφpPn,pjqq  φpPn,p0qqq2 VarpφpPnqq
	
 1
bn
bn¸
j1

φ1pP q  αn,pjq  Rn,j Rn,0
	2 Var  φ1pP q  αn  Rn .
One can find C4 ¡ 2M2P,FC1C2 and n4 ¡ n1 such that for all n ¡ n4 and 1 ¤ j ¤ bn, on the
event Cn we havepφ1pP q  αn,pjq  Rn,j  Rn,0q2  Y 2n,pjq

pφ1pP q  αn,pjq  Rn,j  Rn,0q2  pφ1pP q Gn,pjqq2
¤
φ1pP q  pαn,pjq Gn,pjqq φ1pP q  pαn,pjq  Gn,pjqq
  pRn,j  Rn,0q2   2|Rn,j  Rn,0| |φ1pP q  αn,pjq|
¤ C4ξn
a
logn (5.84)
where ξn  maxpwn, plognqq{2{npq1q{2q. Since
a
ξ n   ξn for all n large we get by (5.83)
and (5.84) that for some C5 ¡ C4, n5 ¡ maxpn3, n4q and any n ¡ n5 such that An X Bn is
satisfied, it holds
n|yVarpSnq VarpSnq| ¤
 1bn
bn¸
j1
pφ1pP q Gn,pjqq2  σ2
  C5ξnalogn. (5.85)
Notice that °bnj1 φ12pP q  Gn,pjq has the same distribution as σ2χ2pbnq. By (5.85) we have,
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for all n ¡ n5,
P

n
σ2
yVarpSnq VarpSnq ¥ δ   C5σ2 ξnalogn


¤ P

1
σ2
 1bn
bn¸
j1
φ
12pP q Gn,pjq  σ2
 ¥ δ

  PpACn q   PpBCn q
¤ P
χ2pbnqbn  1
 ¥ δ
  1nθ ¤ an   1nθ .
We have shown that (5.19) is satisfied for C0  C5 and n0  n6. According to Tchebychev
inequality, P
 χ2pbnq{bn  1 ¡ δ ¤ 2{bnδ2. Take δ2  2{anbn and an  1{nplognq2ι with
ι ¡ 1{2. Since plognqι{?nbn ¡ wn?logn{n eventually in n, Remark 5.2.7 follows from (5.19)
and Borel-Cantelli lemma since, provided that n ¡ n6,
P

|yVarpSnq VarpSnq| ¡ C 10{abn	
¤ P

|yVarpSnq VarpSnq| ¡ σ2 1?bn   C0wn
?
logn
n



¤ 3
n1 ι
.
Step 2. As a consequence, by the concentration inequality we get
|FSn pxq  P ptSn ¤ xu XAn XBnq| ¤ P
 
ACn
  P  BCn  ¤ 2nθ .
Write
yn  max

logn
n

q{2
, vn

, Cθ ¡MP,F C
q
1   C2
σ
,
and observe that yn Ñ 0. We have, by (FR),
P ptSn ¤ xu XAn XBnq
 P
"
1?
n
φ1pP q Gn ¤ x φpP q  1?
n
φ1pP q  pαn Gnq  1?
n
Rn,0
*
XAn XBn


P

Φ
?
n
x φpP q
σ
 Cθ yn


; Φ
?
n
x φpP q
σ
  Cθ yn


. (5.86)
The length of the latter interval is of order 2dnpxq where, for some C 1θ ¡ Cθ and all n large
enough,
dnpxq ¤ C
1
θyn?
2pi
exp

n px φpP qq
2
2σ2


, x P R.
Therefore we conclude the deterministic fact thatFSn pxq  Φ?nx φpP qσ

 ¤ dnpxq   2nθ , x P R.
The empirical distribution function pFY n of variables Y n,pjq can be compared to Φ by using
the DKW inequality. Whatever the probability space, hence on the previous one, we have
P

sup
xPR
 pFY n pxq  Φxσ	 ¡ δn


¤ 2
nθ
, δn 
d
θσ2 logn
2bn
. (5.87)
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By (5.86) and (5.87) it follows, on the probability space of Theorem 5.2.5, for any interval I,
P

sup
xPI
 pFY n  ?npx φpP qq FSnpxq ¡ δn   sup
xPI
dnpxq   2
nθ


¤ 2
nθ
  P

sup
xPI
FSnpxq  Φ?nx φpP qσ

 ¡ sup
xPI
dnpxq   2
nθ


 2
nθ
.
Finally we study the bootstrap empirical distribution function pFSn . For yn ¤ yn  maxpyn, wnq Ñ
0 we have
An XBn 
bn£
j0
#Sn,pjq  φpP q  Y

n,pjq?
n
   σCθ yn?n
+

bn£
j0
!Sn,pjq  Tn,pjq   εn) ,
where we write Tn,pjq  φpP q   Y n,pjq{
?
n and εn  σCθ yn{
?
n. On the event An X Bn
the empirical distribution function pFY n can be compared to pFSn through pFTn,pjq px εnq ¤pFSn pxq ¤ pFTn,pjq px  εnq and hence
pFY n  ?npx φpP qq  σCθ yn ¤ pFSn pxq ¤ pFY n  ?npx φpP qq   σCθ yn .
Therefore we can attest that on the probability space of Theorem 5.2.5 it holds, for any Borel
set I  R, any δn ¡ 0 and dn  δn   supxPI dnpxq   2{nθ,
P

sup
xPI
 pFSn pxq  FSn pxq ¡ δn   δn   dn

¤ 2
nθ
  P

An XBn X
"
sup
xPI
 pFSn pxq  FSn pxq ¡ δn   δn   dn*

¤ 4
nθ
  P

An XBn X
"
sup
xPI
 pFSn pxq  pFY n  ?npx φpP qq ¡ δn   δn*

¤ 4
nθ
  P

max

sup
xPI
psn pxq , sup
xPI
ps n pxq
 ¡ δn   δn

where psn pxq  pFY n p?npx φpP qq  σCθ ynq  pFY n p?npx φpP qqq are local empiricalGaussian increments. By applying (5.87) again, we conclude that
P

sup
xPI
 pFSn pxq  FSn pxq ¡ δn   δn   dn

¤ 4
nθ
  P

max

sup
xPI
sn pxq , sup
xPI
s n pxq
 ¡ δn
  4nθ (5.88)
where sn pxq  Φ p
?
npx φpP q{σq  Cθ ynq  Φ p
?
npx φpP qq{σq are local deterministic
Gaussian increments and
δn ¥ max

sup
xPI
sn pxq , sup
xPI
s n pxq
 .
It remains to evaluate δn and supxPI dnpxq for I including φpP q and I far from φpP q while
comparing the sequences δn, δn, dn, yn, wn. First assume that wn ¡
aplognq{bn and define
I  I0,n  pφpP q  zn, φpP q   znq where zn 
a
σ2{nalogpbnw2n{ lognq. We have Cθyn 
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Cθvn, Cθ yn  Cθ wn for all n large enough provided that q ¡ 1 is large enough under (VC)
and q ¡ 1 under (BR), hence supxPI0,n dnpxq ¤ D
1
θvn ¤ D
1
θwn and in the same way we
see that δn ¤ Dθ wn for some constants D
1
θ ¡ 0, Dθ ¡ 0 whereas δn  Dθ
aplognq{bn  
Dθwn by the current assumption, so that we clearly have δn   δn   dn ¤ Dθwn and (5.88)
implies (5.21) for an appropriate choice of constants Cθ ¡ Dθ and nθ with respect to the
previous ones. On the complement intervals I  Ic0,n the largest increment is achieved at the
boundary – that is at x  φpP q  zn and no more at x  φpP q R Ic0,n – and, by symmetry,
supxPI0,n dnpxq ¤ D
1
θvn exppnz2n{2σ2q  pD
1
θvn{wnq
aplognq{bn ¤ D1θvn. We similarly get
that δn ¤ Dθ wn exppnz2n{2σ2q ¤ Dθ
aplognq{bn and this time dn is of order δn thus
δn  δn dn ¤ Dθ
aplognq{bn. Whenever we have everywhere a rate δn of orderaplognq{bn
or wn faster than
aplognq{bn.
Step 3. According to Theorem 5.2.2, there exists C0 ¡ 0, n1 ¡ 0, a sequence tpXn, Znqu of
i.i.d. random variables with distribution P pX,Zq and a sequence of tGnpFqu of P -Brownian
bridge such that for all n ¡ n1, PpAnq ¤ 1{n2 with
An  t||αn Gn||F ¥ C0vn{4u
¤
t||αn Gn||F ¥ C0vn{4u .
Then we have for all n ¡ n0
Ppϕpαnpfqq ¤ xq ¤ P

ϕpGnpfqq ¤ x  14C0C1vn


  P pAnq
¤ PpϕpGnpfqq ¤ xq   14C0C1C2vn  
1
n2
.
Similarly,
PpϕpGnpfqq ¤ xq  C0C1C2vn ¤ P

ϕpGnpfqq ¤ x 14C0C1vn


¤ Ppϕpαnpfqq ¤ xq   P pAnq
¤ Ppϕpαnpfqq ¤ xq   1n2 .
By definition of vn, for some n2 ¡ 0 and all n ¡ n2, 1{n2 ¤ C0C1C2vn{4. Thus (5.23) holds
for n0  maxpn1, n2q. The same arguments yield
sup
ϕPL
sup
fPF
sup
xPR
|P pϕ pαnpfqq ¤ xq  P pϕpGpfqq ¤ xq| ¤ 12C0C1C2vn.
thus inequality (5.24) follows.
5.4.7 Proof of Proposition 5.3.6
Let θ ¡ 0. Proposition 5.4.7 below is proved at Step 1 then Proposition 5.3.6 is pro-
ved at Step 2. Like rαnpFq given by (5.32)let us define the process rαpNqn pFq by rαpNqn pfq 
pT pNqn {nqαpNqn pfq. The following proposition establishes the strong approximation of rαpNqn pFq
to GpNqpFq.
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Proposition 5.4.7. Assume (5.3), (5.4) and either (VC) or (BR). There exists Cθ, nθ ¡ 0,
a sequence tpXn, Znqu of i.i.d. random variables with distribution P pX,Zq and a sequence
tpGnpFq,Gp0qn pFqq, . . . ,GpN0qn pFqu of P -Brownian bridges, all of these sequences being de-
fined on the same probability space, such that for all n ¡ nθ,
P

t∥αn Gn∥F ¡ Cθvnu Y
N0¤
N0
t∥rαpNqn GpNqn ∥F ¡ Cθvnu

¤ 1
nθ
. (5.89)
Step 1. By Lemma 5.4.1 one can apply Theorem 2.1 of [2] to pαpX,Zqn qpNqpF1q the N -
th raked empirical process of αpX,Zqn defined by (5.5), the law P pX,Zq and the auxiliary
information A0,pNq defined by (5.51). There exists C0  C0pθq, n0  n0pθq ¡ 0 and a
probability space which supports a sequence of independent random variables tpXn, Znqu
distributed as P pX,Zq and a sequence tG0,p0qn pF1q, . . . ,G0,pN0qn pF1qu of process of independent
P pX,Zq-raked Brownian bridge satisfying for all n ¡ n0,
P

max
0¤N¤N0
||pαpX,Zqn qpNq G0,pNqn ||F1 ¡ C0vn


¤ 17nθ . (5.90)
Since αnpfq  pαpX,Zqn qp0qphp3qf q then (5.90) implies immediately
Pp∥αn Gn∥F ¡ Cθvnq ¤ 17nθ . (5.91)
Let decompose rαpNqn pfq as the same way as (5.35):
rαpNqn pfq  pαpX,Zqn qpNqphp1qf q  Erf s pαpX,Zqn qpNqphp2qq
 pαpX,Zqn qpNqphp3qf q

1 

T pNqn {n 1
		
, (5.92)
where hp1qf , hp2q, h
p3q
f are defined by (5.33). Let C 10  C 10pθq  C0maxp1,MF q. By (5.90), (5.92)
and definition of GpNqpFq given by (5.52) it holds for all n ¡ n0,
P

max
0¤N¤N0
||rαpNqn GpNqn ||F ¡ C 10vn

¤ 37nθ   P

max
0¤N¤N0
T pNqnn  1
 ∥pαpX,Zqn qpNq∥F1 ¡ C0vn

. (5.93)
Last term of (5.93) can be bounded as the same way as (5.59). By (5.90) and definition of ε
we have for all n ¡ n0,
P

max
0¤N¤N0
T pNqnn  1
∥∥∥pαpX,Zqn qpNq∥∥∥F1 ¡ C0vn

¤ P

||pαpX,Zqn qpNq||F1 ¡ C0vnn1{2ε
	
  P

max
0¤N¤N0
?
n
T pNqnn  1
 ¡ nε

¤ 17nθ   P

∥G0,pNqn ∥F1 ¡ C 10vnn1{2ε
	
  P

max
0¤N¤N0
?
n
T pNqnn  1
 ¡ nε

.. (5.94)
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We do the same calculations as (5.62). By Borell-Sudakov there exists n1  n1pθq ¡ 0 such
that for all n ¡ n1,
Pp∥G0,pNqn ∥F1 ¡ Cθvnn1{2εq ¤ 17nθ . (5.95)
Since ?npT pNqn {n1q  pαpX,Zqn qpNqp1ϕMZ q, Proposition 3 of [2] implies that there exists
n2  n2pθq ¡ 0 such that for all n ¡ n2,
P

max
0¤N¤N0
?
n
T pNqnn  1
 ¡ nε

¤ P

max
0¤N¤N0
||pαpX,Zqn qpNq||F1 ¡ nε


¤ 17nθ . (5.96)
By (5.91), (5.93), (5.94), (5.95) and (5.96) we have shown that (5.89) is satisfied with nθ 
maxpn0, n1, n2q and Cθ  C 10.
Step 2. According to Proposition 5.4.7 there exists C0  C0pθq ¡ 0, n0  n0pθq ¡ 0,
a sequence tpXn, Znqu of i.i.d. random variables with distribution P pX,Zq and a sequence
tpGnpFq,Gp0qn pFqq, . . . ,GpN0qn pFqu of P -Brownian bridges, all of these sequences being de-
fined on the same probability space, such that for all n ¡ n0,
P

t||αn Gn||F ¡ C0vnu Y
N0¤
N0
t||rαpNqn GpNqn ||F ¡ C0vnu

¤ 15nθ . (5.97)
In particular for all n ¡ n0,
P p||αn Gn||F ¡ C0vnq ¤ 15nθ . (5.98)
To prove (5.30) we use the same method as the proof of Theorem 5.2.2. We write
P

max
0¤N¤N0
||αpNqn GpNqn ||F ¡ 3C0vn


¤ P

max
0¤N¤N0
n
T
pNq
n
∥rαpNqn GpNqn ∥F ¡ 2C0vn

  P

max
0¤N¤N0
∣∣∣∣ n
T
pNq
n
 1
∣∣∣∣ ∥GpNqn ∥F ¡ C0vn
 . (5.99)
From one hand, using (5.97) one can say that for all n ¡ n0,
P

max
0¤N¤N0
n
T
pNq
n
∥rαpNqn GpNqn ∥F ¡ 2C0vn

¤ P

max
0¤N¤N0
||rαpNqn GpNqn ||F ¡ C0vn
  P

max
0¤N¤N0
T pNqnn  1
 ¡ 1{2

¤ 15nθ   P

max
0¤N¤N0
||pαpX,Zqn qpNq||F1 ¡
?
n{2


. (5.100)
By Proposition 3 of [2] there exists n1  n1pθq ¡ 0 such that for all n ¡ n1,
P

max
0¤N¤N0
||pαpX,Zqn qpNq||F1 ¡
?
n{2


¤ 15nθ . (5.101)
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By (5.100) and (5.101) we have shown that for any n ¡ maxpn0, n1q,
P

max
0¤N¤N0
n
T
pNq
n
∥rαpNqn GpNqn ∥F ¡ 2C0vn
 ¤ 25nθ . (5.102)
From the other hand, we write
P

max
0¤N¤N0
 n
T
pNq
n
 1
 ∥GpNqn ∥F ¡ C0vn

¤ P

max
0¤N¤N0
||GpNqn ||F ¡ C0vnn1{2ε


  P

max
0¤N¤N0
?
n
 n
T
pNq
n
 1
 ¡ nε
 . (5.103)
By definition of ε and Borell-Sudakov inequality, there n2  n2pθq ¡ 0 such that for all
n ¡ n2,
P

||Gn||F ¡ Cvnn1{2ε
	
¤ 15nθ . (5.104)
There also exists n3  n3pθq ¡ 0 such that for all n ¡ n3,
P

max
0¤N¤N0
?
n
 n
T
pNq
n
 1
 ¡ nε
 ¤ P max0¤N¤N0 ||pαpX,Zqn qpNq||F1 ¡ 2nε


¤ 15nθ . (5.105)
By (5.103), (5.104) and (5.105) it holds that for any n ¡ maxpn2, n3q,
P

max
0¤N¤N0
 n
T
pNq
n
 1
 ∥GpNqn ∥F ¡ C0vn
 ¤ 25nθ . (5.106)
By (5.98) (5.99), (5.102) and (5.106) we have shown (5.30) with nθ  maxpn0, n1, n2, n3q
and Cθ  3C0 ¡ 0.
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