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Using the covariant formalism, we derive the equations of motion for adiabatic and entropy
perturbations at third order in perturbation theory for cosmological models involving two
scalar fields. We use these equations to calculate the trispectrum of ekpyrotic and cyclic
models in which the density perturbations are generated via the entropic mechanism. In these
models, the conversion of entropy into curvature perturbations occurs just before the big
bang, either during the ekpyrotic phase or during the subsequent kinetic energy dominated
phase. In both cases, we find that the non-linearity parameters fNL and gNL combine to
leave a very distinct observational imprint.
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I. INTRODUCTION AND SUMMARY OF RESULTS
The cosmic microwave background radiation (CMB) provides us with a staggering amount of
information about the early universe. In fact, its exploration has only recently begun in detail
with the WMAP satellite, but with the successful launch of the Planck satellite, we can hope to
get yet more precise maps of the microwave sky in the near future. At the same time, surveys
of the large-scale structure of the universe are becoming increasingly detailed, to the point where
they can rival the precision of the CMB maps, albeit with more complicated, and less understood,
physics involved. The analysis of the statistics of density fluctuations is thus becoming a strong
discriminator of competing models of the early universe.
An increasingly important aspect is non-gaussianity [1], i.e. the deviation from perfect gaussian
statistics. Indeed, there are many models of the early universe that, at the linear level, give
degenerate predictions (e.g. the large class of inflationary models [2] and ekpyrosis [3]) - hence
the importance of studying higher correlation functions. As we go to higher n-point functions, the
degeneracy typically tends to be broken, as has been demonstrated by the study of the bispectrum
in recent years. Clearly, the larger the number of distinct observations that a cosmological model
is in agreement with, the more plausible it becomes, and this constitutes the primary reason for
extending the analysis to the trispectrum, i.e. the Fourier transform of the 4-point function.
Even though we are looking at what appear to be increasingly small details of the CMB maps,
the implications can be far-reaching, since different models can give rise to vastly different pictures
of the universe in terms of its long-time evolution and its appearance on scales larger than the
current horizon - in this vein one should for example compare eternal inflation [4] and the phoenix
universe [5]. Hence it is of crucial importance to understand the predictions of the various models,
ideally before the measurements are made, so that these measurements can be interpreted within
a suitably developed theoretical framework.
In this paper, we extend to third order in perturbation theory the derivation of the equations of
motion needed to calculate the non-gaussianity of two-scalar-field cosmological models. For this,
we use the covariant formalism, as it provides a conceptually unambiguous path to the definition
3of higher-order perturbations and the derivation of their equations of motion (for some of our
examples, the background evolution is complicated, so that we cannot easily use the δN formalism).
The resulting equations are generally applicable, and we have used them here to calculate the
trispectrum of perturbations generated by ekpyrotic and cyclic cosmological models. For certain
inflationary models, the trispectrum has already been calculated using the δN formalism [6–8],
and, in future work, it would certainly be of interest to use the formalism developed here in order
to check and extend these results to cases where the δN formalism is less readily applicable.
Ekpyrotic models constitute a case of particular interest regarding non-gaussianities, since the
cosmological perturbations are generated in the presence of a steep potential. Hence, we are
automatically in a regime where we expect significant self-interactions of the scalar fields, and
hence significantly non-gaussian distributions of temperature fluctuations. This is in stark contrast
to simple inflationary models [9, 10], where the flatness of the potential implies that the inflaton
is practically massless, with negligible self-interactions. In more complicated inflationary models,
such as the curvaton model [11, 12], significant non-gaussianities can be developed due to the
interactions of various scalar fields, but with the drawback that the range of possible values for the
non-linearity parameters is difficult to pin down [65]. The beauty of the ekpyrotic models is that,
despite the fact that the potential has not been derived microphysically, and that we therefore must
use a parameterized form for the potential, the results are nevertheless surprisingly predictive.
In this paper, we restrict our attention to those models in which the curvature perturbations
are generated via the entropic mechanism [13], as this is the most robust mechanism known to
date. In this mechanism, nearly scale-invariant entropy perturbations are generated first, and are
subsequently converted into curvature perturbations via a bending of the trajectory in scalar field
space just before the big bang. Such a bending of the trajectory is generically expected in various
contexts [14–16]. Broadly speaking, there are two limiting cases that are of special interest: the
first is where the bending occurs after the ekpyrotic phase, during the approach to the big crunch.
In this case, which is the natural case in cyclic models, the kinetic energy of the scalar fields is the
dominant contribution to the total energy density while the conversion takes place, and hence we
call this case “kinetic conversion”. The other limiting case is where the conversion occurs during
the ekpyrotic phase, and we call this “ekpyrotic conversion”.
Postponing all details to sections IV and V, we simply state our main results here. We define
the local non-linearity parameters fNL and gNL via an expansion of the curvature perturbation ζ
4in terms of its linear, gaussian part ζL,
ζ = ζL +
3
5
fNLζ
2
L +
9
25
gNLζ
3
L. (1)
During the ekpyrotic phase, we adopt the following parametrization of the potential:
Vek = −V0e
√
2ǫσ[1 + ǫs2 +
κ3
3!
ǫ3/2s3 +
κ4
4!
ǫ2s4 + · · · ], (2)
where we expect κ3, κ4 ∼ O(1) and where ǫ ∼ O(102) is related to the ekpyrotic equation of state
wek via ǫ = 3(1+wek)/2. σ denotes the adiabatic direction, i.e. the direction tangent to the scalar
field space trajectory, while s denotes the “entropy” direction, i.e. the direction perpendicular
to the background trajectory. During the ekpyrotic phase, we are able to solve for the entropy
perturbation, with the result that
δs = δsL +
κ3
√
ǫ
8
δs2L + ǫ(
κ4
60
+
κ23
80
− 2
5
)δs3L, (3)
with the linear, gaussian part δsL being inversely proportional to time t.
Then, for kinetic conversions lasting on the order of one e-fold of contraction of the scale factor,
we find the following approximate fitting formula for the third order non-linearity parameter gNL
(and we include fNL for completeness [17, 18]) :
fNL ∼ 3
2
κ3
√
ǫ+ 5 (4)
gNL ∼ 100 ǫ(κ4
60
+
κ23
80
− 2
5
). (5)
These simple formulae accurately reflect the scaling with ǫ, κ3, κ4 of the non-linearity parameters.
But crucially, note that when κ3 and κ4 are small, gNL is always negative. Hence, even though fNL
is small in that case, gNL is negative and typically of order a few thousand, so that any accidental
degeneracy at the level of fNL between simple inflationary and cyclic models is very likely to be
broken at the level of the trispectrum. More generally, unless |fNL| turns out to be quite large, one
would typically expect gNL to be negative, as obtaining a positive gNL in that case would require
unnaturally large values of κ4.
For ekpyrotic conversions, it is easier to perform the analysis in terms of the orthogonal fields
φ1 and φ2, with φ2 being the direction of the trajectory after the bending (φ1 and φ2 are related
to σ and s by a rotation in field space). Then, if the potential is expressed as
Vek = −V1e−c1φ1 − V2e−c2φ2 , (6)
5we find the following approximate formulae for the non-linearity parameters (where fNL was first
calculated in [19]):
fNL ∼ − 5
12
c21 (7)
gNL ∼ 25
108
c41. (8)
Here fNL is always negative while gNL is always positive, and both scale rather fast with increasing
c1. Since we must have c1 & 8 in order not to conflict with spectral index measurements, we can
expect future observations to be unambiguous in their support or refutation of these models, and
current limits on fNL are already putting some strain on this particular mode of conversion.
The plan of this paper is as follows: we start with a short summary of the covariant formalism,
and of how it has been used to derive the equations of cosmological perturbations up to second
order in perturbation theory. Then we extend these results to third order, and derive the equations
of motion relevant for calculating the trispectrum of cosmological perturbations. In section IV,
we define the non-linearity parameters that are typically used to quote observational results, and
that we wish to calculate. Then, in section V we apply our equations to ekpyrotic models, and
numerically solve them for the cases of kinetic and ekpyrotic conversion. We end with a discussion
of our results. The appendix contains a collection of useful formulae.
II. COVARIANT FORMALISM AND PERTURBATION THEORY UP TO SECOND
ORDER
Motivated by the calculation of the primordial trispectrum in ekpyrotic models, we study the
cosmological fluctuations of a system of two scalar fields at third order in perturbation theory. We
adopt the 1+3 covariant formalism developed by Langlois and Vernizzi [20–23], along the lines of
earlier works by Ellis and Bruni [24] and Hawking [25] (see also [26]). Applications of this formalism
to a wide variety of cosmological contexts can be found in [27]. It is particularly well suited to
analyze fluctuations of the system we consider, as it provides a geometric and, most importantly, a
fully non-perturbative description of spacetimes that are distorted away from the standard FLRW
form.
The idea is to define perturbations via spatial projections of various scalar quantities, such as
the energy density or the integrated expansion along a time-like curve. These spatial projections
(covectors) vanish for an exact homogeneous and isotropic FLRW spacetime, and hence they nat-
urally play the role of ‘perturbations’, even though they can be defined non-perturbatively. The
6formalism allows one to derive simple, all-orders, equations of motion for these covectors, which,
after choosing a convenient coordinate basis, can be expanded up to the desired order in pertur-
bation theory. Also, the formalism leads to a clear and natural decomposition of fluctuations into
adiabatic and entropy components, again in a fully non-perturbative way.
In this section, we give an overview of the covariant formalism and its application to the study
of a system of two scalar fields, up to second order in perturbation theory, as done in [23] (see also
[28] for an extension to two-field models with non-standard kinetic terms of the form studied in
[29, 30]). This provides the necessary groundwork for our investigation of third-order perturbation
theory in the following section. We will also focus on the large scale limit, i.e we only consider the
leading-order terms in an expansion in spatial gradients. In this respect, our formalism is similar
to the one developed in [31].
Our analysis is quite general: we do not specify an underlying potential and do not use approx-
imations other than the large scale limit. In particular, although we will apply it to a particular
scenario of a contracting universe, it is equally well suited to the study of cosmological perturbations
generated during a period of inflation.
A. Covariant formalism
A key role in the covariant splitting of space and time in the 1+3 covariant formalism is played
by the a priori arbitrary unit timelike vector ua = dxa/dτ (uau
a = −1), defining a congruence of
cosmological observers. The spatial projection tensor orthogonal to the four-velocity ua is provided
by
hab ≡ gab + uaub, (habhbc = hac, h ba ub = 0). (9)
where gab is the cosmological metric. To describe the time evolution, the covariant definition of
the time derivative is then the Lie derivative with respect to ua, defined for a generic covector Ya
by (see e.g. [32])
Y˙a ≡ LuYa ≡ ub∇bYa + Yb∇aub, (10)
and denoted by a dot. For scalar quantities, one simply has
f˙ = ub∇bf. (11)
7To describe perturbations in the covariant approach, we consider the projected covariant derivative
orthogonal to the four-velocity ua, denoted by Da. For a generic tensor, the definition is
DaT
c...
b... ≡ h da h eb . . . h cf . . .∇dT f...e... . (12)
In particular, when focussing on a scalar quantity f , this reduces to
Daf ≡ h ba ∇bf = ∂af + uaf˙ . (13)
Geometrical properties of the congruence are defined via the decomposition
∇bua = σab + ωab + 1
3
Θhab − aaub, (14)
with the (symmetric) shear tensor σab and the (antisymmetric) vorticity tensor ωab; the volume
expansion, Θ, is defined by
Θ ≡ ∇aua, (15)
while
aa ≡ ub∇bua (16)
is the acceleration vector. A useful related quantity is the integrated volume expansion along ua,
defined as
α ≡ 1
3
∫
dτ Θ (Θ = 3α˙). (17)
Since Θ/3 corresponds to the local Hubble parameter, one sees that the quantity α can be in-
terpreted as the number of e-folds measured along the world-line of a cosmological observer with
four-velocity ua. Finally, it is always possible to decompose the total energy momentum tensor of
a system as
Tab = (ρ+ P )uaub + qaub + uaqb + gabP + πab, (18)
where ρ, P , qa and πab are respectively the energy density, pressure, momentum and anisotropic
stress tensor measured in the frame defined by ua.
The above quantities enter into the definition of the generalized curvature perturbation on
uniform energy density hypersurfaces ζa (see [20, 21])
ζa ≡ Daα− α˙
ρ˙
Daρ. (19)
8ζa is the key quantity we want to track the evolution of. In the large scale limit (for which we are
using the notation ≈), it satisfies the simple first-order evolution equation
ζ˙a ≈ Θ
2
3ρ˙
Γa, (20)
where
Γa ≡ DaP − P˙
ρ˙
Daρ (21)
is the nonlinear nonadiabatic pressure perturbation. For a barotropic fluid, Γa = 0 and ζa is
conserved on large scales. The relation (20) can then be seen as a generalization of the familiar
conservation law for ζ, the linear curvature perturbation on uniform energy hypersurfaces [33, 34].
Finally, note a useful property of ζa: in its definition Eq. (19) one can replace the spatial gradients
Da by partial or covariant derivatives,
ζa = ∇aα− α˙
ρ˙
∇aρ . (22)
The same property of course applies to similar combinations of spatial gradients, such as Γa.
B. Two scalar fields
In this subsection, we specify the above formalism to the situation where two scalar fields
minimally coupled to gravity fill the universe. The corresponding Lagrangian density is
L = −1
2
∂aφI∂
aφI − V (φK), (23)
where V is the potential. We assume, for simplicity, canonical kinetic terms. Here and in the
following, summation over the field indices (I, J = 1, 2) will be implicit. The energy-momentum
tensor derived from this Lagrangian reads
Tab = ∂aφI∂bφ
I − 1
2
gab
(
∂cφI∂
cφI + 2V
)
. (24)
Starting from the energy-momentum tensor (24) one finds
ρ ≡ Tabuaub = 1
2
(
φ˙I φ˙
I +Daφ
IDaφI
)
+ V, (25)
P ≡ 1
3
hacTabh
b
c =
1
2
(
φ˙I φ˙
I − 1
3
DaφID
aφI
)
− V, (26)
qa ≡ −ubTbchca = −φ˙IDaφI , (27)
πab ≡ h caTcdhdb − Phab = DaφIDbφI −
1
3
habDcφID
cφI . (28)
9In the two-field case, it is convenient to introduce a particular basis in field space in which
various field dependent quantities are decomposed into adiabatic and entropy components. In the
linear theory, this decomposition was first introduced in [35] for two fields. For the multi-field case,
it is discussed in [29, 36] in the linear theory and in [31] in the nonlinear context. In our case,
the corresponding basis consists of a unit vector eIσ defined in the direction of the velocity of the
two fields, and thus tangent to the trajectory in field space, and of a unit vector eIs defined along
the direction orthogonal to it (with respect to the field space metric GIJ , taken here to be trivial,
GIJ = δIJ , with which the field indices are raised and lowered), namely
eIσ ≡
1√
φ˙21 + φ˙
2
2
(
φ˙1, φ˙2
)
, eIs ≡
1√
φ˙21 + φ˙
2
2
(
−φ˙2, φ˙1
)
. (29)
To make the notation shorter it is convenient to introduce the angle θ defined by
cos θ ≡ φ˙1√
φ˙21 + φ˙
2
2
, sin θ ≡ φ˙2√
φ˙21 + φ˙
2
2
, (30)
so that
eIσ = (cos θ, sin θ) , e
I
s = (− sin θ, cos θ) . (31)
This angle, in contrast with the linear theory case where it is a background quantity that depends
only on time, is here an inhomogeneous quantity which depends on time and space. By taking the
time derivative of the basis vectors eIσ and e
I
s , we get
e˙Iσ = θ˙e
I
s , e˙
I
s = −θ˙eIσ. (32)
It is also convenient to introduce the formal notation
σ˙ ≡
√
GIJ ϕ˙I ϕ˙J =
√
φ˙21 + φ˙
2
2 , (33)
such that, for instance,
eIσ =
φ˙I
σ˙
. (34)
Notice that generically, the quantity σ˙ is not the derivative along ua of a scalar field σ ; we just
use it as short-hand notation.
Making use of the basis (29), one can then introduce two linear combinations of the scalar field
gradients and thus define two covectors, respectively denoted by σa and sa, as
σa ≡ eσI∇aφI , (35)
sa ≡ esI∇aφI . (36)
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These two covectors are called the adiabatic and entropy covectors, respectively, by analogy with
the similar definitions in the linear context [29].
Although one can derive a second-order (in time) equation for the adiabatic covector (see [23]),
on large scales it is simpler to resort to the evolution equation for ζa. In that purpose, it is useful
to introduce the covector
ǫa ≡ Daρ− ρ˙
σ˙
σ⊥a , (37)
which can be interpreted as a covariant generalization of the comoving energy density perturbation.
Indeed, it has been shown in [23] that if the shear can be neglected on large scales, ǫa is also
negligible, in particular in Eqs. (38) and (39) below. On large scales, the shear rapidly decreases
in an expanding universe while it gets far less blueshifted than the dominant energy contribution
in ekpyrotic models; therefore, one can safely neglect it in both cases. However, to accurately
describe the evolution of perturbations in a local way on large scales, we will need to keep track of
it, as discussed below.
Then, in our two-field system, Eq. (20) reduces to [23]
ζ˙a ≈ 2
3σ˙3
V,σǫa +
2Θ
3σ˙2
V,ssa. (38)
while the entropic equation can be expressed as
s¨a +Θs˙a +
(
V,ss + 3θ˙
2
)
sa ≈ −2 θ˙
σ˙
ǫa. (39)
In the above equations, V,σ ≡ eIσV,I , V,s ≡ eIsV,I , V,ss ≡ eIseJs V,IJ , etc. Recall that we are using
the notation that ≈ denotes an equality on large scales. Eqs. (38) and (39) are our two master
equations. They are exact on large scales and despite their simple appearance, they contain all the
nonlinearities of the Einstein-scalar field equations on large scales. In the following subsection, we
will review how the introduction of a coordinate system enables one to straightforwardly derive
from them the linearized and second-order perturbation equations, while we derive new results
at third order in the next section. Although the route to pursue is straightforward, intermediate
calculations can become long. Therefore, for convenience, we have collected in the appendix various
background as well as first- and second-order expressions that will be used in the rest of this paper.
C. Perturbation theory up to second order
To relate the covariant approach with the more familiar coordinate based formalism (for a recent
review of cosmological perturbations in this context, see [37]), one introduces generic coordinates
11
xµ = {t, xi} to describe an almost-FLRW spacetime. A prime will then denote a partial derivative
with respect to the cosmic time t, i.e. ′ ≡ ∂/∂t, since the dot has been reserved to denote the Lie
derivative with respect to ua. Also, we expand fields as follows:
X(t, xi) = X¯(t) + δX(1)(t, xi) + δX(2)(t, xi) + δX(3)(t, xi), (40)
i.e. without factorial factors, where a quantity with an over-bar is evaluated on the background.
Here, δX(1) refers to a quantity that solves the linearized equations of motion, δX(2) the quadratic
equations, and so on. Occasionally, and only when we feel that the meaning is unambiguous, we
drop the superscript (1) for perturbations at linear order. Also, in the following, ua is chosen such
that ui = 0. The remaining component u0 is then determined solely in terms of metric quantities.
By expanding Eqs. (35) and (36) up to second order, one finds, for σi and si respectively,
δσi = ∂iδσ, δσ ≡ e¯σIδφI (41)
δsi = ∂iδs, δs ≡ e¯sIδφI , (42)
at linear order and
δσ
(2)
i ≡ ∂iδσ(2) +
θ¯′
σ¯′
δσ∂iδs − 1
σ¯′
Vi, (43)
δs
(2)
i ≡ ∂iδs(2) +
δσ
σ¯′
∂iδs
′, (44)
at second order. We have used the definitions
δσ(2) ≡ e¯σIδφI(2) + 1
2σ¯′
δsδs′, (45)
δs(2) ≡ e¯sIδφI(2) − δσ
σ¯′
(
δs′ +
θ¯′
2
δσ
)
(46)
and introduced the spatial vector
Vi ≡ 1
2
(δs∂iδs
′ − δs′∂iδs), (47)
which we will discuss shortly.
The definitions of the entropy perturbations at first and second order are chosen such that these
quantities are gauge-invariant. Given a vector ξa, the gauge transformation it generates is defined
by the transformation law of tensors [37] (whose coordinate functions are a particular case)
T˜→ eLξT . (48)
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With the perturbative expansion ξ =
∑
n
1
n! ξ(n), the first and second-order perturbations of a
tensor T are then found to transform as [38]
δT(1) → δT(1) + Lξ(1)T(0), δT(2) → δT(2) + Lξ(2)T(0) +
1
2
L2ξ(1)T(0) + Lξ(1)δT(1). (49)
Using these relations, it is easy to verify that δs(1),(2) are indeed gauge-invariant on large scales.
The adiabatic perturbations are gauge-variant quantities, and hence, their definition can be
chosen for convenience. In fact, it turns out that an inspection of the momentum density
qi = −σ˙σi (50)
typically provides a clue as to what a convenient definition for δσ ought to be. A straightforward
expansion yields
δqi = −∂i
(
σ¯′δσ
)
(51)
δq
(2)
i = −∂i
(
σ¯′δσ(2) +
1
2
σ¯′′
σ¯′
δσ2 + θ¯′δσδs
)
− 1
σ¯′
δǫ∂iδσ + Vi, (52)
and hence we can see that the momentum density perturbations almost automatically vanish when
the adiabatic perturbations do. In other words, setting the adiabatic perturbations to zero (as
a gauge choice) almost automatically corresponds to adopting comoving gauge. The fly in the
ointment is the spatial vector Vi. However, as can be seen from its definition above, Vi vanishes
when δs′ and δs have the same spatial dependence, i.e. when δs′ = f(t)δs. This condition is
fulfilled for super-Hubble modes in inflationary and also in ekpyrotic models, as such relative
spatial gradients are heavily suppressed on large scales in both cases. Thus we can define an
approximate comoving gauge at second order, which coincides with setting δσ(1) = δσ(2) = 0.
Expanding now Eq. (37), one finds
δǫi = ∂iδǫ, δǫ ≡ δρ− ρ¯
′
σ¯′
δσ, (53)
where δǫ is the first-order comoving energy density perturbation, while at second order,
δǫ
(2)
i = ∂iδǫ
(2) +
δσ
σ¯′
∂iδǫ
(1)′ − 3H Vi, (54)
with δǫ(2) defined by
δǫ(2) ≡ δρ(2) − ρ¯
′
σ¯′
δσ(2) − δσ
σ¯′
[
δǫ(1)′ +
1
2
(
ρ¯′
σ¯′
)′
δσ +
ρ¯′
σ¯′
θ¯′δs
]
. (55)
representing the energy density in the approximate comoving gauge on large scales.
13
As for the curvature perturbation on uniform energy density hypersurfaces, it reads
δζi = ∂iζ, ζ ≡ δα − H
ρ¯′
δρ. (56)
ζ
(2)
i = ∂iζ
(2) +
δρ
ρ¯′
∂iζ
(1)′ (57)
with
ζ(2) ≡ δα(2) − H
ρ¯′
δρ(2) − δρ
ρ¯′
[
ζ(1)′ +
1
2
(
H
ρ¯′
)′
δρ
]
, (58)
Using the transformations (49), one can readily verify that δǫ(1),(2) and ζ(1),(2) are gauge-invariant
quantities on large scales.
After these identifications of the desired gauge-invariant quantities, the expansion of the master
equations Eqs. (38) and (39) on large scales gives (neglecting the first- and second-order comoving
energy density δǫ and δǫ(2) at the end of the calculation)
ζ ′ ≈ −2H
σ¯′
θ¯′δs , (59)
δs′′ + 3Hδs′ + (V¯,ss + 3θ¯′2)δs ≈ 0 (60)
at first order, and
ζ(2)′ ≈ − H
σ¯′2
[
2θ¯′σ¯′δs(2) − (V¯,ss + 4θ¯′2) δs2 + V¯,σ
σ¯′
δsδs′
]
,(61)
δs(2)′′ + 3Hδs(2)′ +
(
V¯,ss + 3θ¯
′2) δs(2) ≈ − θ¯′
σ¯′
δs′2 − 2
σ¯′
(
θ¯′′ + θ¯′
V¯,σ
σ¯′
− 3
2
Hθ¯′
)
δsδs′
−
(
1
2
V¯,sss − 5 θ¯
′
σ¯′
V¯,ss − 9 θ¯
′3
σ¯′
)
δs2 (62)
at second order. It is worth commenting that if one neglects the covector ǫa in Eqs. (38) and (39)
from the beginning, one can write the second order equations of motion derived from them as a
total gradient, and hence in a local form as in Eqs. (61) and (62), only if one assumes throughout
that Vi = 0. If ǫa is kept however, the equations of motion become local, and the two limits of the
equations agree if the scalar quantities δǫ and δǫ(2) are neglected, as is appropriate.
These equations form a closed system: on large scales, the entropy perturbation evolves in-
dependently of the adiabatic component, and it sources the curvature perturbation. In the next
section, we will derive the corresponding third-order equations, which are needed for the study of
the primordial trispectrum of curvature perturbation.
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III. DERIVING THE THIRD ORDER EQUATIONS OF MOTION
Let us start by identifying the third order curvature perturbation on a hypersurface of uniform
energy density. By expanding Eq. (19), one finds, after some manipulations, that one can write
δζ
(3)
i ≡ ∂iζ(3) +
δρ
ρ¯′
∂iζ
(2)′ +
δρ(2)
ρ¯′
∂iζ
(1)′ − ρ¯
′′
2ρ¯′3
δρ2∂iζ
(1)′ +
δρ2
2ρ¯′2
∂iζ
(1)′′ , (63)
with
ζ(3) = δα(3) − H
ρ¯′
δρ(3) − 1
ρ¯′
(
δα′ − H
ρ¯′
δρ′
)(
δρ(2) − δρ δρ
′
ρ¯′
+
ρ¯′′δρ2
2ρ¯
′2
)
− δρ
ρ¯′
(
δα(2)
′ − H
ρ¯′
δρ(2)
′
)
+
δρ2
2ρ¯′2
(
δα′′ − H
ρ¯′
δρ′′
)
+
1
ρ¯′
(
H
ρ¯′
)′
δρ(2)δρ− 1
ρ¯′2
(
H
ρ¯′
)′
δρ2δρ′ − 1
6ρ¯′
[
1
ρ¯′
(
H
ρ¯′
)′]′
δρ3. (64)
Moreover, by applying the gauge transformation at third order [38]
δT(3) → δT(3) + Lξ(1)δT(2) + (
1
2
L2ξ(1) + Lξ(2))δT(1) + (Lξ(3) + Lξ(1)Lξ(2) +
1
6
L3ξ(1))T(0) (65)
to the covector ζa (for which the formula simplifies since ζ
(0)
a = 0), one verifies that ζ(3) is indeed
gauge invariant at third order on large scales. From its definition Eq. (64), one sees that it has the
desired interpretation as the third-order curvature perturbation (or perturbation in the integrated
expansion α) on uniform energy density hypersurfaces. It also matches the definition of the same
quantity on large scales given in [39]. Its evolution equation can be found by expanding Eq. (20):
ζ(3)
′
= − H
σ¯′2
Γ(3) − 4
3σ¯′2
Γ(2)ζ(1)
′ − 1
3Hσ¯′2
Γ(1)(ζ(1)
′
)2 − 2
3σ¯′2
Γ(1)ζ(2)
′
(66)
where Γ(3) is defined in the same way as ζ(3) in Eqs. (63) and (64) with the replacements α →
P, ζ → Γ.
As the non-adiabatic pressure perturbation Γa is ultimately related to the presence of the
entropic perturbation (see Eq. (38)), one needs to identify the latter at third order. This is similar
to the analysis carried out for the curvature perturbation, except that has to bear in mind that
δσ(2) does not transform as the second-order perturbation of a scalar quantity. Instead
δσ(2) → δσ(2) + ξ0(2)σ¯′ +
1
2
ξ0(1)
(
ξ0(1)σ¯
′
)′
+ ξ0(1)δσ
′ − ξ0(1)θ¯′δs (67)
where the last term is different from the transformation properties of say δρ(2). Then, using
Eqs. (117) and (119), one finds
δs
(3)
i ≡ ∂iδs(3) +
δσ
σ¯′
∂iδs
(2)′ +
δσ(2)
σ¯′
∂iδs
′ − σ
′′
2σ¯′3
δσ2∂iδs
′ +
(δσ)2
2σ¯′2
∂iδs
′′
+
(δs′ + 2θ¯′δσ)
2σ¯′2
δs∂iδs
′, (68)
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where δs(3) is a gauge invariant quantity at third order on large scales, with the explicit definition
δs(3) ≡ e¯sIδφI(3) − δσ
(2)
σ¯′
(
δs′ + θ¯′δσ
) − δσ
σ¯′
δs(2)
′ − δσ
2
2σ¯′2
(δs′′ − σ¯
′′
σ¯
δs′ + θ¯
′2δs)− δσ
3
6σ¯′
(
θ¯′
σ¯′
)′
− θ¯
′
2σ¯′2
δsδs′δσ. (69)
Of course, one could have added additional gauge-invariant terms to the definition of δs(3), e.g.
terms involving cubic combinations of the entropy perturbation at first order. Our definition is the
most natural as it represents the purely third order perturbations of the fields perpendicular to the
trajectory in the approximate comoving gauge where δσ(1) = δσ(2) = 0. One can also build up δs(3)
by identifying the gauge-invariant quantity that precisely reduces to e¯sIδφ
I(3) in the approximate
comoving gauge. Using the transformation rules for the field perturbations, this leads to the same
definition Eq. (69).
There is more freedom for the adiabatic perturbation as one is not guided by gauge-invariance
requirements. Expanding Eq. (35) using Eqs. (116) and (118), one obtains
δσ
(3)
i = ∂iδσ
(3) +
θ¯′
σ¯′
(
δσ∂iδs
(2) + δσ(2)∂iδs
)
+
δσ
σ¯′2
(δs′ + θ¯′δσ)∂iδs′ +
1
2σ¯′2
(δs′ + θ¯′δσ)2∂iδσ
+
(
θ¯
′2
σ¯′2
δs +
(
θ¯′
σ¯′
)′
δσ
2
+
1
σ¯′
δs′′ − σ¯
′′
σ¯′2
δs′
)
δσ∂iδs − 1
σ¯′
V
(3)
i −
θ¯′
3σ¯′2
δsVi , (70)
with
δσ(3) ≡ e¯σIδϕI(3) + 1
2σ¯′
(δsδs(2)
′
+ δs(2)δs′) +
θ¯′
6σ¯′2
δs2δs′ (71)
and
V
(3)
i =
1
2
(
δs(2)∂iδs
′ + δs∂iδs(2)
′ − δs(2)′∂iδs− δs′∂iδs(2)
)
, (72)
which is the natural generalization to third order of the non-local term Vi. The global consistency
of the formalism leads us to the particular choice Eq. (71) for δσ(3) as will be clear from the
subsequent discussion of the momentum.
Expanding Eq. (50), one finds, after a long calculation,
q
(3)
i = −∂i
(
σ¯′δσ(3) + θ¯′δσδs(2) + θ¯′δσ(2)δs+
σ¯′′
σ¯′
δσ(2)δσ +
θ¯′
σ¯′
(δσ)2δs′ +
1
2σ¯′
δσ(δs′)2
+
1
2
(
σ¯′′θ¯′
σ¯′2
+
θ¯′′
σ¯′
)
δsδσ2 − (V¯,ss + θ¯
′2)
2σ¯′
δs2δσ +
V¯,σ
2σ¯′2
δsδs′δσ
+
(
−2V¯,σσ − θ¯
′2
2σ¯′
+
1
2σ¯′2
(
ρ¯′
σ¯′
)′
− (σ¯
′′)2
2σ¯′3
+
θ¯
′2
2σ¯′
)
δσ3
3
)
− δǫ
(2)∂iδσ
σ¯′
− δǫ∂iδσ
(2)
σ¯′
− δσδǫ
′∂iδσ
σ¯′2
+
δǫ2∂iδσ
2σ¯′3
+
σ¯′′
σ¯′3
δǫδσ∂iδσ
16
− 3HδσVi
σ¯′
+
θ¯′
σ¯′2
δǫ∂i(δsδσ) +
V¯,σs
σ¯′
δσδs∂iδσ +
V¯,ss
2σ¯′
δs2∂iδσ
+ V
(3)
i +
4θ¯′
3σ¯′
δsVi +
δǫ
σ¯′2
Vi (73)
The third-order momentum is similar in form to the second-order one, Eq. (52). In particular, it
also cannot directly be written as a total gradient. Of particular relevance are the last three terms.
While the last two involve the second-order quantity Vi, negligible in the approximate comoving
gauge at second order, there also appears its third-order generalization V
(3)
i . V
(3)
i again vanishes
when the total entropy perturbation factorizes in terms of its time and spatial dependence, and we
neglect it for the same reason that we neglect Vi at second order, namely that such differences of
spatial gradients are heavily suppressed on large scales in both inflationary and ekpyrotic models.
When both Vi and V
(3)
i are negligible, one can define the comoving gauge at third order on large
scales as δσ = δσ(2) = δσ(3) = 0.
Using the definitions above, we can define the (approximate) comoving energy density at third
order. Requiring that this should be a gauge invariant quantity at third order on large scales,
reducing to the third-order perturbation of the energy density in the approximate comoving gauge,
we are led to define
ǫ(3) ≡ δρ(3) − ρ¯
′
σ¯′
δσ(3) − 1
σ¯′
(
δρ′ − ρ¯
′
σ¯′
δσ′
)(
δσ(2) − δσ δσ
′
σ¯′
+
σ¯′′δσ2
2σ¯′2
)
− δσ
σ¯′
(
δρ(2)
′ − ρ¯
′
σ¯′
δσ(2)
′
)
+
δσ2
2σ¯
′2
(
δρ′′ − ρ¯
′
σ¯′
δσ′′
)
+
1
σ¯′
(
ρ¯′
σ¯′
)′
δσ(2)δσ − 1
σ¯
′2
(
ρ¯′
σ¯′
)′
δσ2δσ′ − 1
6σ¯′
[
1
σ¯′
(
ρ¯′
σ¯′
)′]′
δσ3
− ρ¯
′θ¯′
σ¯′2
(δsδσ(2) + δs(2)δσ) − θ¯
′
σ¯′2
δρ′δsδσ +
2ρ¯′θ¯′
σ¯′3
δσδσ′δs − ρ¯
′θ¯
′2
6σ¯′3
δσ3 − ρ¯
′
2σ¯′3
δσδs′2
+
ρ¯′(V¯,ss + θ¯
′2)
2σ¯′3
δs2δσ +
(
ρ¯′′θ¯′
σ¯′3
+
ρ¯′θ¯′′
2σ¯′3
− 3θ¯
′ρ¯′σ¯′′
2σ¯′4
)
δsδσ2 − V¯,σρ¯
′
2σ¯′4
δsδs′δσ − 3Hθ¯
′
σ¯′2
δσδǫδs. (74)
Expanding Eq. (37), with the experience of the calculation of ζ
(3)
i , one obtains, using Eqs. (120),
(121), (122) and (123)
ǫ
(3)
i = ∂iǫ
(3) +
δσ
σ¯′
∂iǫ
(2)′ +
δσ(2)
σ¯′
∂iǫ
(1)′ − σ¯
′′
2σ¯′3
δσ2∂iǫ
(1)′ +
δσ2
2σ¯′2
∂iǫ
(1)′′
+
δσ
σ¯′
[
3Vi
(
1
2
σ¯′2 + 3H2
)
+
θ¯′δs∂iδǫ′
σ¯′
− 3Hθ¯
′
σ¯′
(δǫ∂iδs − δs∂iδǫ)
]
− 3HV (3)i −
4Hθ¯′
σ¯′
δsVi +
Viδǫ
′
σ¯
′2
(75)
where the two non-local terms Vi and V
(3)
i naturally appear.
We now have all the necessary ingredients to derive the third-order equations of motion on large
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scales. Using the first and second-order results (which can be read off from Eqs. (59) and (61))
Γ(1) ≈ −2V¯,sδs , (76)
Γ(2) ≈ −2V¯,sδs(2) − V¯,ssδs2 + V¯,σ
σ¯′
δsδs′ , (77)
we deduce from the equivalent of Eq. (63) that
Γ(3) ≈ −2V¯,sδs(3) − 2V¯,ssδsδs(2) + V¯,σ
σ¯′
(δs(2)δs)′ − 1
3
V¯,sssδs
3 +
θ′V¯,σ + 3V¯,σs
3σ¯′
δs′δs2 . (78)
Hence, from Eq. (79), we obtain
ζ(3)
′ ≈ 2H
σ¯′2
(
V¯,sδs
(3) − 1
2σ¯′
V¯,σ(δsδs
(2))′ − θ¯
′
6σ¯′2
V¯,σδs
2δs′ + V¯,ssδsδs(2) − 1
2σ¯′
V¯,sσδs
2δs′ +
1
6
V¯,sssδs
3
)
+
8H
σ¯
′4
(
V¯ 2,sδsδs
(2) − 1
2σ¯′
V¯,sV¯,σδs
2δs′ +
1
2
V¯,sV¯,ssδs
3
)
+
8H
σ¯
′6
V¯ 3,sδs
3 . (79)
This equation describes the evolution of the curvature perturbation on large scales at third order,
and how it is sourced by the entropy perturbation up to third order. It is the third-order counterpart
of Eqs. (59) and (61). Note that, once the potential V becomes irrelevant, ζ is conserved on large
scales. This is important, as the potential indeed becomes irrelevant in the approach to the big
crunch in ekpyrotic models.
To complete the system of equations, one needs to derive the second order (in time) equation
of motion for δs(3). This is done by expanding Eq. (39) up to third order, with the result that
δs(3)
′′
+ 3Hδs(3)
′
+ (V¯,ss + 3θ¯
′2)δs(3) + 2
θ¯′
σ¯′
δs(2)
′
δs′
+
(
2
θ¯′′
σ¯′
+ 2
θ¯′V¯,σ
σ¯′2
− 3H θ¯
′
σ¯′
)
(δs(2)δs)′ +
(
V¯,sss − 10 θ¯
′V¯,ss
σ¯′
− 18 θ¯
′3
σ¯′
)
δs(2)δs
+
V¯,σ
σ¯′3
δs′3 +
(
V¯,σσ
σ¯′2
+ 3
V¯ 2,σ
σ¯′4
+ 3H
V¯,σ
σ¯′3
− 2 V¯,ss
σ¯′2
− 6 θ¯
′2
σ¯′2
)
δs′2δs
+
(
−10 θ¯
′θ¯′′
σ¯′2
− 3
2σ¯′
V¯,ssσ − 5 V¯,σV¯,ss
σ¯′3
− 7 θ¯
′2V¯,σ
σ¯′3
− 3H V¯,ss
σ¯′2
+ 14H
θ¯
′2
σ¯′2
)
δs′δs2
+
(
1
6
V¯,ssss − 7
3
θ¯′
σ¯′
V¯,sss + 2
V¯ 2,ss
σ¯′2
+ 21
θ¯
′2V¯,ss
σ¯′2
+ 27
θ¯
′4
σ¯′2
)
δs3 = 0 . (80)
Similarly to the second-order calculation, one can derive the same equation by neglecting the
covector ǫa in Eq. (39) from the beginning, if at the same time one assumes that both Vi = 0 and
V
(3)
i = 0.
Eqs. (79) and (80) are the key results of this section. They describe the coupled third order
perturbations of a system of two scalar fields on large scales without any approximations. In the
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following sections, we will use them to evaluate the primordial trispectrum in various ekpyrotic
models of the universe. However, we emphasize that these equations are valid on superhorizon
scales whatever the dynamics of the scale factor of the universe, so that they are equally well
suited to the study of cosmological perturbations generated during a period of inflation.
IV. NON-LINEARITY PARAMETERS AT THIRD ORDER
The observable that is relevant for comparison with observations is the curvature perturbation
ζ, and hence this is the variable that we will focus on. In particular, we wish to evaluate the
trispectrum, i.e. the Fourier transform of the 4-point function of the curvature perturbation. We
are interested in calculating the classical non-linearity generated on super-Hubble scales. This was
shown to be a good approximation for the bispectrum in [19], and consequently we expect this to
be a good approximation for the trispectrum also. In other words, we expect the non-linearity on
sub-Hubble scales to be subdominant compared to the non-linear classical super-Hubble evolution.
We only need to consider the connected part of the 4-point function, i.e. the part that is not
captured by products of 2-point functions. If a distribution is exactly gaussian, all information is
contained in the 2-point function. In particular this means that when n is odd, all n-point functions
are zero, and when n is even they can be decomposed into products of 2-point functions. Here we
therefore consider the part of the 4-point function which is not already captured by the product of
two 2-point functions. Thus we define
〈ζk1ζk2ζk3ζk4〉c = (2π)3δ3(k1 + k2 + k3 + k4)T (k1, k2, k3, k4), (81)
where T describes two different shape functions parameterized by the k-independent parameters
τNL and gNL, see [8] for more details. These are defined via
T = τNL[P (k13)P (k3)P (k4)+11permutations]+
54
25
gNL[P (k2)P (k3)P (k4)+3permutations], (82)
where P (k) is the power spectrum defined by the 2-point function
〈ζk1ζk2〉 = (2π)3δ3(k1 + k2)P (k1), (83)
and kij = ki + kj .
The parameters τNL and gNL can be related to an expansion of the curvature perturbation in
terms of its gaussian component, as follows. The Bardeen space-space metric perturbation ΦH [40]
is expanded as
ΦH = ΦL + fNLΦ
2
L + gNLΦ
3
L, (84)
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where ΦL denotes the linear, gaussian part (up to an unimportant zero mode such that 〈ΦH〉 = 0).
During the era of matter domination, this variable is related to the curvature perturbation via
ζ = 53ΦH , so that we obtain the expansion
ζ = ζL +
3
5
fNLζ
2
L +
9
25
gNLζ
3
L, (85)
with ζL being the linear, gaussian part of ζ. τNL is directly related to the square of fNL, explicitly
τNL =
36
25
f2NL. (86)
The strategy for calculating the non-linearity parameters is straightforward: first we solve the
equations of motion for the entropy perturbation up to third order in perturbation theory. This
allows us to integrate the equation of motion for ζ, also at the first three orders in perturbation
theory, and then we obtain the non-linearity parameters by evaluating
fNL =
5
3
∫ tf
ti
ζ(2)
′
(
∫ tf
ti
ζ(1)′)2
(87)
gNL =
25
9
∫ tf
ti
ζ(3)
′
(
∫ tf
ti
ζ(1)′)3
, (88)
where the integrals are evaluated from the time ti that the ekpyrotic phase begins until the con-
version phase has ended at tf and ζ has evolved to a constant value. The next sections will deal
with the details of these calculations.
V. EKPYROTIC EXAMPLES
In ekpyrotic and cyclic models of the universe, the standard cosmological puzzles, such as the
horizon and flatness problems, are resolved by a phase of slow contraction before the big bang [41].
During this ekpyrotic phase, the equation of state wek (the ratio of pressure to energy density) is
very large, with the consequence that the ekpyrotic matter (usually modeled as a scalar field with a
steep and negative potential) quickly comes to dominate the energy budget in the universe. In other
words, the contributions to the total energy density due to spatial curvature and anisotropies, for
example, become suppressed, and in this way the flatness problem is solved. The horizon problem
does not even arise, as there was plenty of time before the big bang for different regions of the
universe to be in causal contact with each other.
Interestingly, and just as in inflation, the ekpyrotic phase can (quantum-mechanically) produce a
nearly scale-invariant spectrum of density perturbations at the same time as (classically) flattening
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the universe. However, early studies [42–44] of single-field ekpyrotic models uncovered a subtlety
related to the fact that the perturbations are generated during a contracting phase: namely, the
mode that picks up a scale-invariant spectrum corresponds to a small time-delay perturbation to
the big crunch, and this mode turns out to be the decaying mode in a contracting universe. The
adiabatic mode, on the other hand, picks up a blue spectrum. Hence, unless these two modes mix
during the big crunch - big bang transition (which they might do due to higher-dimensional effects
for example [45, 46]), the spectrum of the growing mode during the subsequent expanding phase
will be incompatible with observations.
However, it is unnatural to restrict the analysis to a single scalar field. In models inspired by
heterotic M-theory for example [47–50], there are two universal scalars, namely the radion mode
and the volume modulus of the internal Calabi-Yau manifold. The radion determines the distance
between two orbifold planes, and in this braneworld scenario, our currently observed universe is
identified with one of the orbifold planes. In this picture, the ekpyrotic potential corresponds to
an attractive force between the orbifold planes, which eventually causes the branes to collide. This
collision then looks like a big bang to an observer on the brane. Quickly afterwards, the distance
between the branes becomes fixed again, but the branes themselves expand during the phases of
radiation, matter and dark energy domination. Actually, the dark energy can be modeled by the
same inter-brane force that is at play during the ekpyrotic phase, it just corresponds to a rather
flat plateau at large field values. Inexorably though, the branes are attracted to each other again,
a new ekpyrotic phase takes place, which is then swiftly followed by a new brane collision, etc. In
this way a cyclic picture naturally emerges [51].
But back to the two scalar fields: the theory we are considering can be described by the effective
action [52]
S =
∫ √−g[R− 1
2
(∂φ1)
2 − 1
2
(∂φ2)
2 − V (φ1, φ2)], (89)
where φ1 and φ2 are related by a field redefinition to the radion and the Calabi-Yau volume
modulus. We are assuming that during the ekpyrotic phase, both fields feel an ekpyrotic-type
potential, e.g.
V (φ1, φ2) = −V1e−c1φ1 − V2e−c2φ2 . (90)
In fact, as discussed in detail in [53], it is much more natural to discuss the evolution in terms
of the variables σ and s pointing transverse and perpendicular to the field velocity respectively
(these are the variables we have used in sections II and III). In terms of those variables, the above
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potential can be re-expressed as an ekpyrotic potential for σ combined with a tachyonic potential
in the transverse direction. The evolution proceeds along this unstable ridge in the potential. This
instability is necessary for the amplification of scale-invariant entropy perturbations [54], and leads
to an interesting global structure [5].
Recasting the potential in terms of σ and s in fact suggests that, in the absence of a microphysical
derivation, we should use a more general, parameterized, form for the potential instead of (90).
The feature that we want to keep is that we should still obtain a nearly scale-invariant spectrum
of entropy perturbations. Hence, during the ekpyrotic phase, we require the potential to have the
following features: 1. Along the σ direction, it must be of ekpyrotic form, i.e. negative and steep;
more precisely, we want V¯,σσ ≈ −2/t2. 2. Along the s direction, it must be tachyonic, i.e. we need
V¯,s = 0 and V¯,ss < 0. As we just said, this instability is necessary in order for entropy perturbations
to grow. 3. In order to obtain a nearly scale-invariant spectrum of entropy fluctuations, we must
have V¯,σσ ≈ V¯,ss. Small deviations from these relations lead to small differences for the tilt of the
spectrum of fluctuations [53]. Thus we write the potential as
Vek = −V0e
√
2ǫσ[1 + ǫs2 +
κ3
3!
ǫ3/2s3 +
κ4
4!
ǫ2s4 + · · · ], (91)
where we expect κ3, κ4 ∼ O(1) and where ǫ ∼ O(102) is related to the equation of state wek
via ǫ = 3(1 + wek)/2. For exact exponentials of the form (90), one has κ3 = 2
√
2(c21 − c22)/|c1c2|
and κ4 = 4(c
6
1 + c
6
2)/(c
2
1c
2
2(c
2
1 + c
2
2)). Before continuing, we should comment on a subtlety: strictly
speaking, s is not a field, since by definition s = 0 along the background trajectory. Hence, when
we expand the potential in terms of s, we simply use s to denote the direction transverse to the
ridge of the potential. We can only use the more compact notation here because the background
trajectory is a straight line during the ekpyrotic phase, and hence the meaning of s is unambiguous:
in terms of the original fields, one could use the replacement s = (c2φ2 − c1φ1)/
√
c21 + c
2
2, and this
would give identical results.
Along the ridge, the background scaling solution is given by
a(t) = (−t)1/ǫ σ¯ = −
√
2
ǫ
ln
(
−
√
ǫV0t
)
s¯ = 0, (92)
where time runs from large negative values at the beginning of the ekpyrotic phase to t = 0 at
the big crunch. This scaling solution corresponds to a straight line trajectory in scalar field space.
At the same time, nearly scale-invariant entropy perturbations are produced and amplified, their
final amplitude being determined by the depth of the potential. Subsequently, any bending of
the trajectory in field space will result in the conversion of entropy perturbations into curvature
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(adiabatic) perturbations, which inherit the same spectral index [13]; accordingly, this mechanism
is termed the entropic mechanism.
A bending of the trajectory is expected in many models on generic grounds - we will discuss two
cases in detail in sections VC and VD. The first is where the bending occurs during the kinetic
energy dominated phase that leads up to the big crunch (“kinetic conversion”), and the second is
where the trajectory starts out slightly off the ridge, so that after some time, but still during the
ekpyrotic phase, it naturally rolls off the ridge to one side (“ekpyrotic conversion”). As we will
see, both the sign and the amplitude of the non-linearity parameters depend rather crucially on
the details of this conversion process.
Before continuing, we should state an important assumption that we are making in this work:
namely, we assume that the curvature perturbation passes through the big crunch - big bang tran-
sition essentially unchanged. The reason for doing so is that the perturbations we are considering
are vastly larger than the horizon size around the time of the crunch, and hence, due to causality,
it seems reasonable to assume that long-wavelength modes suffer no change. Nevertheless, in the
absence of a complete quantum-gravitational treatment of the big crunch - big bang transition,
this statement remains an assumption subject to possible revision in the future.
A. Initial conditions for the entropy mode
During the ekpyrotic phase, the trajectory is a straight line with θ¯′ = 0, (see Eqs. (30) and (32))
and so the equation of motion for δs(3) simplifies to
δs(3)
′′
+ 3Hδs(3)
′
+ V¯,ssδs
(3) + V¯,sssδs
(2)δs
+
V¯,σ
σ¯′3
δs′3 +
(
V¯,σσ
σ¯′2
+ 3
V¯ 2,σ
σ¯′4
+ 3H
V¯,σ
σ¯′3
− 2 V¯,ss
σ¯′2
)
δs′2δs
+
(
− 3
2σ¯′
V¯,ssσ − 5 V¯,σV¯,ss
σ¯′3
− 3H V¯,ss
σ¯′2
)
δs′δs2 +
(
1
6
V¯,ssss + 2
V¯ 2,ss
σ¯′2
)
δs3 = 0 . (93)
Using the following useful expressions, valid during the ekpyrotic phase,
σ¯′ = −
√
2√
ǫt
V¯ = − 1
ǫt2
V¯,σ = −
√
2√
ǫt2
V¯,σσ = − 2
t2
V¯,sσ = 0 V¯,ssσ = −2
√
2ǫ
t2
V¯,s = 0 V¯,ss = − 2
t2
V¯,sss = −κ3
√
ǫ
t2
V¯,ssss = −κ4ǫ
t2
,
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together with the first- and second-order entropic equations (60), (62) in the limit when θ¯′ = 0, we
iteratively find that the entropy perturbation (to leading order in 1/ǫ) can be expanded as
δs = δsL +
κ3
√
ǫ
8
δs2L + ǫ(
κ4
60
+
κ23
80
− 2
5
)δs3L, (94)
with δsL ∝ 1/t. The above equation specifies the initial conditions for the start of the conversion
phase.
B. Integrated contributions during the ekpyrotic phase
There are contributions to both fNL and gNL even during the ekpyrotic phase, since some of
the terms in the equation for ζ ′ do not vanish when θ¯′ = 0. Specifically, during the ekpyrotic phase,
we have (ζ here is the full ζ(1) + ζ(2) + ζ(3))
ζ ′ =
H
σ¯′2
[V¯,ssδs
2 − V¯,σ
σ¯′
δsδs′ +
V¯,sss
3
δs3]
≈ −1
t
δs2 − 1
2
δsδs′ − κ3
√
ǫ
6t
δs3
≈ −δs
2
L
2t
− 11κ3
√
ǫδs3L
48t
(95)
This leads to
fNLintegrated =
5
12
[δsL(tek−end)]2
[ζL(tf )]2
(96)
gNLintegrated =
275
1296
κ3
√
ǫ
[δsL(tek−end)]3
[ζL(tf )]3
, (97)
where tf denotes the time at the end of the conversion stage, when ζ becomes constant on large
scales, and tek−end denotes the time at the end of the ekpyrotic phase.
Numerically speaking, both fNLintegrated and gNLintegrated are typically subdominant contribu-
tions to the total non-linearity parameters.
C. Kinetic conversion
In the original ekpyrotic and cyclic models, the phase dominated by the steep, ekpyrotic po-
tential Vek comes to an end (at t = tek−end < 0) before the big crunch/big bang transition (at
t = 0), and as the ekpyrotic potential becomes negligible the universe becomes dominated by the
kinetic energy of the scalar fields. In this subsection, we consider the case where the conversion
from entropic to curvature perturbations occurs during this kinetic energy dominated phase. This
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FIG. 1: fNL as a function of the duration of conversion and for the values κ3 = −5, 0, 5 and ǫ = 36. In
each case, we have plotted the results for four different reflection potentials, with the simplest potentials
(φ−2
2
, (sinhφ2)
−2) indicated by solid lines, while the dashed ((sinhφ2)
−2+(sinhφ2)
−4) and dotted (φ−2
2
+φ−6
2
)
lines give an indication of the range of values that can be expected. As the conversions become smoother, the
predicted range of values narrows, and smooth conversions lead to a natural range of about−50 . fNL . +60
or so.
occurs naturally in the heterotic M-theory embedding of the cyclic model [55] (briefly discussed
towards the beginning of this section) because the negative-tension brane bounces off a spacetime
singularity (see [14] for a detailed discussion) – thus creating a bend in the trajectory in field space
in the 4-dimensional effective theory [52]– before it collides with the positive-tension brane (the
latter collision corresponds to the big crunch-big bang transition). This bending of the trajectory
automatically induces the conversion of entropy to curvature perturbations [13]. From the view-
point of the 4-dimensional effective theory, the bounce of the negative-tension brane corresponds
to the trajectory in scalar field space being reflected off a boundary of scalar field space, and it can
be modeled by having a repulsive potential Vrep in the vicinity of the boundary. Here we take the
boundary to be located at φ2 = 0, and we only consider conversions during which θ
′ > 0 – other
cases can be related to these by an appropriate change of coordinates. The repulsive potential can
in principle be calculated, given a specific matter configuration on the negative-tension brane [14].
Here, in order to be general, we consider four different forms for the repulsive potential that we
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FIG. 2: gNL as a function of the duration of conversion, with κ3 = κ4 = 0 and for four different reflection
potentials, with the same line style assignments as in Fig. 1. As the conversions become smoother, the
predicted range of values narrows considerably, allowing us to make rather definite predictions.
consider to be representative, namely
Vrep ∝ φ−22 , φ−22 + φ−62 , (sinhφ2)−2, (sinhφ2)−2 + (sinhφ2)−4, (98)
with the overall magnitude adjusted in order to obtain various values for the duration of the
conversion (see below). These potential forms should give an indication of the range of values that
one can expect the non-linearity parameters to take.
An important parameter turns out to be the duration of the conversion, measured by the
number of Hubble times during which most, say 90 percent, of the conversion takes place, i.e. the
duration is measured by the number of e-folds by which the scale factor shrinks during conversion.
Conversions lasting less than about 0.2 Hubble times correspond to what we call sharp conversions,
while those that last on the order of 1 Hubble time correspond to smooth conversions. For fNL,
the range of predicted values is considerably narrower as the conversion becomes smoother [17, 18],
as illustrated in Fig. 1. It is possible to estimate fNL semi-analytically, with the result that for
smooth conversions [18],
fNL ∼ 3
2
κ3
√
ǫ+ 5. (99)
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FIG. 3: This figure shows gNL to be proportional to ǫ, i.e. proportional to the equation of state wek.
The values for τNL = 36/25f
2
NL follow directly from these calculations, and hence they do not
require an extensive discussion.
In order to calculate gNL, we have solved and integrated numerically the equations of motion
(80) and (79), using the expression (94) as the initial condition for the entropy perturbation. ζ is
initially zero. The initial conditions for the background trajectory are taken to be those suggested
by the heterotic M-theory embedding [52], i.e. we take the incident angle of the trajectory with
respect to the boundary surface φ2 = 0 (and thus the reflection potentials) to be π/6. On changing
this angle, we expect our results to change only modestly [18].
The results of our numerical calculations are shown in Figs. 2 to 5. In each case, we have
plotted the results obtained for the four repulsive potentials (98). Fig. 2 shows that, even more
so than for the calculation of fNL the range of predicted values for gNL narrows drastically as the
conversion process becomes smoother. In fact, for sharp conversions, typical values are very large
in magnitude, and we expect these to be observationally disfavored shortly, if they aren’t ruled
out already. Thus, phenomenologically speaking, it is much more interesting to focus on smooth
conversions. In this respect, it is important to note that for smooth conversions, the predicted
range of values for fNL lies within the current observational bounds [56, 57]. Hence, we will now
focus on conversions that occur while the scale factor evolves by more than about half an e-fold.
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FIG. 4: This figure indicates that gNL depends linearly in κ4, the parameter we are using to specify the
fourth derivative of the ekpyrotic potential with respect to the entropic direction.
The next three figures show the dependence of gNL on the potential parameters κ3, κ4 and
ǫ = 3(1 + wek)/2, as defined in (91). Fig. 3 shows that gNL is proportional to ǫ, and we have
verified that this result holds independently of the values of κ3 and κ4. Similarly, Fig. 4 indicates
that gNL depends linearly on κ4 (independently of ǫ and κ3), while Fig. 5 indicates that gNL
depends approximately quadratically on κ3 (independently of ǫ and κ4). In fact, all our numerical
results indicate that gNL scales with ǫ, κ3, κ4 exactly as the third-order coefficient in the expression
(94) for the entropy perturbation during the ekpyrotic phase, and we have found that we can fit
all our data by the approximate formula
gNL ∼ 100 ǫ(κ4
60
+
κ23
80
− 2
5
), (100)
i.e. gNL is roughly speaking directly proportional to the third-order coefficient in the expansion
(94) of the entropy perturbation during the ekpyrotic phase. This formula is one of the key results
of this paper. It shows that gNL is proportional to the equation of state of ekpyrosis wek ∼ ǫ.
Hence it scales in the same way as τNL ∝ f2NL ∝ (
√
ǫ)2. Also, from the fitting formula for fNL
(99), we can deduce that a large |fNL| tends to make gNL more positive due to its dependence on
κ3. Most significant is perhaps the term independent of κ3, κ4. This term is negative and typically
of order 1000, and it implies that gNL can be expected to be negative unless |κ3| is large and/or
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FIG. 5: gNL can be seen to depend approximately quadratically on κ3, the parameter determining the third
derivative of the ekpyrotic potential with respect to the entropic direction.
κ4 is large and positive. In fact, the smaller |fNL| is, the more ‘tuned’ the value of κ4 has to be
in order to make gNL positive – for κ3 ≈ 0, we would require κ4 ≈ 25 just in order to make gNL
zero. Hence, any accidental degeneracy at the level of fNL between simple inflationary models (in
which both fNL and gNL are expected to be very close to zero) and cyclic models is extremely
likely to be broken at the level of the trispectrum. Our result indicates that it is far from true
that “anything goes”, e.g. it would be natural to find fNL = 20 and gNL = −1500, while it
would be very unnatural to get fNL = 20 together with gNL = +3000. Thus, for the currently
best-motivated cyclic models in which the perturbations are converted during the kinetic phase,
Eq. (100) provides a distinct observational imprint.
For completeness, we should note that there is the possibility that the dominant amount of
conversion could occur after the big bang, via the mechanism of modulated preheating suggested
by Battefeld [58]. The idea here is that massive matter fields could be produced in large quantities at
the brane collision and could dominate the energy density right after the big bang. If these massive
fields were to couple to ordinary matter via a function h(δs), then their decay into ordinary matter
would occur at slightly different times for different values of δs. In this way, the ordinary matter
perturbations would inherit the entropic perturbation spectrum. This conversion would typically
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also happen during a phase of kinetic energy domination, so that we would expect the orders of
magnitude of fNL and gNL to be similar to the examples above. However, in the absence of a
detailed model, which would determine h(δs), we cannot do better than this order-of-magnitude
estimate.
D. Ekpyrotic conversion
In this section, we analyze the case where the conversion of entropy into curvature modes
occurs during the ekpyrotic phase. Indeed, if the background trajectory starts out slightly off the
ridge in the ekpyrotic potential, then after some time, the field will naturally roll off down one
side [15, 59, 60]. For this scenario, the non-gaussianity up to second order has been analyzed by
Koyama et al. [19] using the δN formalism, with the result that fNL = −5/12 c21, for the case
where φ1 is the field that is frozen in at late times, and where c1 is the constant appearing in
the ekpyrotic potential (90). For ekpyrotic conversion, the calculation is most easily performed,
and the result most easily expressed, in terms of the potential (90), which is why we are adopting
this restricted form here. In working with a parameterized potential like (91), the bending of the
trajectory can be more complicated, in the sense that there can be multiple turns, and one has
to decide when to stop the evolution. In this case, the results are strongly cut-off dependent, and
without a precisely defined model specifying the subsequent evolution, it is impossible to make
any generic predictions. For kinetic conversion, this problem does not arise, since the reflection
potential is entirely unrelated to the potential during the ekpyrotic phase. The bottom line is that
we will stick with the form (90) in this section.
The δN formalism is particularly well suited to the case of ekpyrotic conversion, as the back-
ground evolution is simple. In fact, it turns out that by making the approximation that the bending
is instantaneous, it is very easy to find an approximate formula for the non-linearity parameters
at any chosen order in perturbation theory. Below, we will summarize the calculation of [19] and
extend it to third order. Subsequently, we will compare the approximate formula thus obtained
with the result from solving and integrating the equations of motion numerically. In a sense, this
provides a check of the instantaneous bending approximation. At second order in perturbation
theory, it has been checked explicitly that if the instantaneous bending approximation is relaxed,
then both methods (namely a numerical calculation using the δN formalism, and a numerical cal-
culation using the equations of motion directly) agree to high precision in the value of fNL that
they predict, and moreover that the results are in good agreement with the formula quoted above
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[18].
In order to implement the δN formalism, we have to calculate the integrated expansion N =∫
Hdt along the background trajectory. Initially, the trajectory is close to the scaling solution
(92). Then, we assume that at a fixed field value δsB away from the ridge, the trajectory instantly
changes course and rolls off along the φ2 direction. At this point, the trajectory follows the single-
field evolution
a(t) = (−t)2/c22 φ2 = 2
c2
ln(−t) + constant φ1 = constant. (101)
It is now easy to evaluate the integrated expansion, with the result that
N = − 2
c21
ln |HB |+ constant, (102)
where HB denotes the Hubble parameter at the instant that the bending occurs. Note that all
c2-dependence has canceled out of the formula above. At the end of the conversion process, we are
interested in evaluating the curvature perturbation on a surface of constant energy density. But, in
comoving gauge, the curvature perturbation is equal to a perturbation in the integrated expansion.
Then, if we assume that the integrated expansion depends on a single variable α, we can write
ζ = δN = N,αδα+
1
2
N,αα(δα)
2 +
1
6
N,ααα(δα)
3. (103)
In our example, we indeed expect a change in N to depend solely on a change in the initial value
of the entropy perturbation δs. Now, from Eq. (94), we know that δsL ∝ 1/t ∝ H, and hence we
can parameterize different initial values of the entropy perturbation by writing
δsL = αH. (104)
Note that since δsL is gaussian, so is α. With this identification, we have
δs = αH +
κ3
√
ǫ
8
(αH)2 + ǫ(
κ4
60
+
κ23
80
− 2
5
)(αH)3, (105)
so that at the fixed value δs = δsB , we have
α ∝ 1
HB
. (106)
Now we can immediately evaluate
N,α = N,HB
dHB
dα
=
2
c21α
, (107)
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c1 c2 fNL,δN τNL,δN gNL,δN fNL τNL gNL
10 10 -41.67 2500 2315 -39.95 2298 2591
10 15 -41.67 2500 2315 -40.45 2356 2813
10 20 -41.67 2500 2315 -40.62 2377 3030
15 10 -93.75 12660 11720 -91.01 11930 13100
15 15 -93.75 12660 11720 -92.11 12220 13830
15 20 -93.75 12660 11720 -92.49 12320 14440
20 10 -166.7 40000 37040 -162.5 38020 41320
20 15 -166.7 40000 37040 -164.4 38930 43170
20 20 -166.7 40000 37040 -165.1 39240 44490
TABLE I: Ekpyrotic conversion: the values of the non-linearity parameters estimated by the δN formalism
compared to the numerical results obtained by directly integrating the equations of motion.
and, similarly
N,αα = − 2
c21α
2
N,ααα =
4
c21α
3
. (108)
In this way, with very little work, we can estimate the non-linearity parameters
fNL =
5N,αα
6N2,α
= − 5
12
c21 (109)
τNL =
36
25
f2NL =
1
4
c41 (110)
gNL =
25N,ααα
54N3,α
=
25
108
c41. (111)
We are now in a position to compare these estimates to the numerical results obtained by solving
and integrating the equations of motion (80) and (79). In order to do this, we choose initial
conditions that are given by the scaling solution (92), except that we increase the initial field
velocity |φ′2| by 0.1 percent. This causes the trajectory to eventually roll off in the φ2 direction,
and to quickly approach the single-field solution (101). The results for several values of c1 and c2
are shown table I, alongside the values estimated by the δN formulae.
It is immediately apparent that the general trend is accurately captured by the δN formulae.
However, one may notice that the agreement is slightly less good at third order than at second,
and also, that the δN formulae tend to slightly over-estimate τNL and slightly under-estimate gNL.
But given the quickness of the δN calculation and the complexity of the third order equations of
motion, the agreement is pretty impressive. Of course, the δN formula was derived subject to the
instantaneous bending approximation. Without this approximation, we would expect a numerical
scheme that uses the δN formalism to yield results in close agreement with our numerical results.
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The general conclusion is that, contrary to fNL, the sign of gNL turns out to be always positive.
Moreover, both τNL and gNL scale very fast with increasing equation of state wek ∼ c21, and hence
we can expect future observations to be highly constraining for this type of conversion (current
observations are in fact already rather constraining regarding fNL [56, 57]).
Finally, we should note that a conversion mechanism similar to ekpyrotic conversion (in the
sense that the conversion is assumed to happen during the ekpyrotic phase) has been considered
in the new ekpyrotic models of Buchbinder et al. [16, 53, 61], except that the roll-off from the
ridge is expected to be caused by a feature in the potential rather than by initial conditions that
are slightly off-centered. We would simply like to note that for these models, there is in fact
considerably more flexibility, as the ekpyrotic phase is followed by a ghost condensate phase. The
details of how the transition to the ghost condensate phase occurs will determine what one expects
for the non-linearity parameters fNL, τNL, gNL. For example, it is conceivable that the ekpyrotic
phase might be followed by a kinetic phase during which the ghost condensate starts dominating.
In that case, one would expect the results to be more closely aligned with those presented in the
previous section. In the absence of a concrete model, we must postpone making definite predictions
for these models.
VI. DISCUSSION
The analysis of the distribution of density fluctuations, either via the CMB or via large-scale
structure surveys, currently offers the best prospects for gaining information about the time around
the big bang. In ekpyrotic and cyclic models, the pattern of these fluctuations is imprinted during
a slowly contracting ekpyrotic phase preceding the current expanding phase. We have restricted
our analysis to the most robust mechanism to date by which the density fluctuations can arise in
these models, namely the entropic mechanism in which entropy perturbations are generated first,
and are then converted into curvature perturbations just before the big bang. The conversion can
happen in at least two distinct ways, either directly during the ekpyrotic phase or during the kinetic
energy dominated phase that leads up to the big crunch - big bang transition. In this paper, we
have assumed that the dominant amount of conversion occurs before the big crunch, and that the
resulting density perturbations evolve essentially unchanged up to the time of nucleosynthesis, so
as to become the ‘primordial’ density perturbations.
For both conversion modes, we have found that the combined consideration of the non-linearity
parameters fNL (and by extension τNL) and gNL results in a distinct observational imprint, that
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should enable one to select or rule out these models on observational grounds in the foreseeable
future. In short, for ekpyrotic conversion, fNL is always negative and typically of O(10 − 100),
while gNL is always positive and typically of O(103 − 104). For kinetic conversion, on the other
hand, fNL can have either sign and is typically of O(10), while gNL is typically negative and
of O(1000). Thus, typical values are substantially different from the predictions of simple single-
field inflationary models, and the local form of the produced non-gaussianity should also easily
distinguish ekpyrotic models from single-field inflationary models with non-canonical kinetic terms.
The comparison with multi-field inflationary models is more subtle, as some of those models can
allow for virtually any values of fNL and gNL. However, should the observed values happen to
lie in the ranges predicted in this paper, then ekpyrotic models will provide strong candidates for
a model of the early universe due to the correlation between the values of fNL and gNL. It will
certainly be exciting to compare the predictions derived here to the results of future observations.
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Appendix - Useful formulae
u0 =
dt
dτ
= 1−A(1) −A(2) + 3
2
A(1)2 −A(3) + 3A(2)A(1) − 5
2
A(1)3 (112)
ui = 0, (113)
where A is the lapse function defined by g00 ≡ −(1 + 2A).
ζ˙
(3)
i = ζ
(3)′
i −Aζ(2)
′
i −A(2)ζ(1)
′
i +
3
2
A2ζ
(1)′
i (114)
ζ¨
(3)
i = ζ
(3)′′
i − 2Aζ(2)
′′
i −A′ζ(2)
′
i − 2A(2)ζ(1)
′′
i −A(2)
′
ζ
(1)′
i + 4A
2ζ
(1)′′
i + 4AA
′ζ(1)
′
i (115)
δeIσ=
1
σ¯′
(
δs′ + θ¯′δσ
)
e¯Is (116)
δeIs=−
1
σ¯′
(
δs′ + θ¯′δσ
)
e¯Iσ (117)
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δeI(2)σ = −
e¯Iσ
2σ¯
′2
(
δs′ + θ¯′δσ
)2
+
e¯Is
σ¯′
[
− 1
σ¯′
(
δσ′ − θ¯′δs) (δs′ + θ¯′δσ) + θ¯′(δσ(2) − 1
2σ¯′
δsδs′
)
+ δs(2)
′
+
(
δσ
σ¯′
(
δs′ +
θ¯′
2
δσ
))′]
(118)
δeI(2)s = −
e¯Is
2σ¯′2
(
δs′ + θ¯′δσ
)2 − e¯Iσ
σ¯′
[
− 1
σ¯′
(
δσ′ − θ¯′δs) (δs′ + θ¯′δσ) + θ¯′(δσ(2) − 1
2σ¯′
δsδs′
)
+ δs(2)
′
+
(
δσ
σ¯′
(
δs′ +
θ¯′
2
δσ
))′]
(119)
δσ˙(1) = u0(1)σ¯′ + δσ′ − θ¯′δs (120)
δσ˙(2) = u0(2)σ¯′ + u0(1)δσ′ + δσ(2)
′
− u0(1)θ¯′δs − θ¯′δ(2)s+ (V¯,ss + 3θ¯′2)δs
2
2σ¯′
− V¯,σ
2σ¯′2
δsδs′ +
θ¯′
σ¯′2
δsδǫ (121)
(
ρ˙
σ˙
)(1)
=
(
δρ′
σ¯′
− ρ¯
′
σ¯′2
δσ′
)
+
ρ¯′
σ¯′2
θ¯′δs (122)
(
ρ˙
σ˙
)(2)
=
δρ′
σ¯′
[(
δσ′
σ¯′
)2
− δσ
′
σ¯′
δρ′
ρ¯′
]
+
ρ(2)
′
σ¯′
− ρ¯
′
σ¯′2
δσ(2)
′
+
δρ′
σ¯′2
[
θ¯′δs(2) − (V¯,ss + θ¯′2)δs
2
2σ¯′
+
V¯,σ
2σ¯′2
δsδs′ − θ¯
′
σ¯′2
δsδǫ− 2θ¯
′δsδσ′
σ¯′
+
δρ′
ρ¯′
θ¯′δs
]
(123)
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In comoving gauge and on large scales
δV,s ≈ V¯,ssδs − V¯,σ
σ¯′
δs′ (124)
δV (2),s ≈
1
2
V¯,sssδs
2 + V¯,ssδs
(2) − 3
2σ¯′
V¯,sσδsδs
′ − V¯,s
2σ¯′2
δs′2 − V¯,σ
σ¯′
(δs(2)
′
+
θ¯′
2σ¯′
δsδs′) (125)
δV,ss ≈ V¯,sssδs − 2 V¯,sσ
σ¯′
δs′ (126)
δV (2),ss ≈
1
2
V¯,ssssδs
2 + V¯,sssδs
(2) − 5
2σ¯′
V¯,ssσδsδs
′ +
V¯,σσ − V¯,ss
σ¯′2
δs′2
−2 V¯,sσ
σ¯′
(δs(2)
′
+
θ¯′
2σ¯′
δsδs′) (127)
δθ˙(2) ≈ V¯,σ
σ¯′2
δs(2)
′ − 1
σ′
(V¯,ss + θ¯
′2)δs(2) − θ¯
′
2σ¯′3
δs′2 +
1
2σ¯′2
(
4
θ¯′V¯,σ
σ¯′
− 3θ¯′′ + 9Hθ¯′
)
δs′δs
+
1
2σ¯′2
(
−σ¯′V¯,sss + 3V¯,ssθ¯′ + 3θ¯′3
)
δs2 (128)
A ≈ −2 θ¯
′
σ¯′
δs (129)
A(2) ≈ −2 θ¯
′
σ¯′
δs(2) +
1
σ¯′2
(V¯,ss + 6θ¯
′2)δs2 − V¯,σ
σ¯′3
δsδs′ (130)
Finally, the constraint equations derived in [23] imply, in the comoving gauge and on large scales
Θ(1) ≈ 0 , (131)
Θ(2) ≈ 0. (132)
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