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Abstract:  As a traditional form in NLP, the identification and comprehension of metaphor is a bottle-neck problem in NLP and machine 
translation. In this paper, based on the basic theory, current computational models for metaphor are reviewed. According to the methods, 
models are divided into metaphor identification and comprehension. The advantages of every model are also analyzed. At last, the paper 
introduces the current resources of metaphor processing. 







(1) John is a pig(约翰是头猪)[1]. 
(2) I kill a process. 
在(1)中,如果仅仅依靠字面直译,那么往往会解释为“约翰是一头猪”,这样的翻译显然是不符合大部分要求
的.作为隐喻的理解,“约翰是可爱的”或“约翰是愚蠢的”,这样的结果无疑将准确得多.(2)中的“kill”在语言中的
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1   基本理论 










Lakoff 和 Johnson 认为概念隐喻最主要的功能是通过认知的具体经验知识来理解抽象的领域,概念隐喻是
对认知概念化的一种推理方式,是从一个概念域到另一个概念域的映射. 




在伪文本中寻找一个合适的语义框架来解释异常现象.例如“my car drinks gasoline”,其中 drink 的主语应为生命
体,宾语应为液体,也就是 drink 的优先语义为((ANIMATE,SUB),(LIQUID,OBJ)),而这里的 car 不是生命体,因此
触发了异常中断,隐喻解释系统从伪文本中选择一个合适的语义框架来代替. 
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2   隐喻识别 
2.1   基于语法搭配的方法 
Krishnakumaran 和 Zhu[7]基于 Wilks 的优先中断的思想,利用 WordNet 中的上、下位义关系,提出了“A is B”, 
“verb+noun”,“adj+noun”的隐喻识别方法.给定一个含有“A is B”的句子,如果主语 A 和宾语 B 之间存在 WordNet
中的上、下位义关系,那么这个句子为字面义表达,否则为隐喻表达. 
对于含有“verb+noun”,“adj+noun”结构的句子 ,首先用二元语法对 Web 1T 语料库进行语法标注 ,计算
“verb+noun”和“adj+noun”(包括名词的上下位义词)在语料库中共同出现的频率,如果这个频率大于给定的阈
值,那么认为这个句子为字面义用法,否则认为是隐喻用法. 
不同于 Wilks 和 Fass[8],Krishnakumaran 提出的这种方法只依赖于 WordNet 中的上、下位义关系和 Web 1T
的二元语法选择限制,而不是人工标注的知识库.Krishkumaran 不仅仅解决了动词的选择限制,也包括形容词和
“A is B”形式的隐喻表达. 
但是,由于依赖二元语法分析,语法分析器的精确性成为制约此方法正确率的重要因素,并且这些算法对于
代词“it”造成的错误分类并没有有效地得到解决.另外,利用 WordNet 带来歧义的影响仍然存在. 











Shutvoa 结合了概念隐喻理论和语义优先理论,以 BNC(British National Corpus)为语料库,提出了采用谱聚
类的新颖的隐喻识别系统.这种方法类似于基于 WordNet 的隐喻识别,所不同的是,它是以 BNC 为语料库,因此
没有识别域的限制.另外,不同于 WorldNet中单纯的同义关系,采用聚类的算法可以更加有效地将尽可能多的具
有内在联系的动词(名词)形成概念集合,能够识别更大范围的隐喻表达.但是,由于采用初始的种子集合,这样便
使得系统的召回率存在问题.另外,Shutvoa 的这种方法还只是初步适用于 V+N 形式的隐喻表达,有待进一步应
用在更多形式的隐喻映射. 
2.3   基于语料库的方法 





那些词干即为特征谓词.如在 LAB 领域,动词“vapor”在语料库中出现的频率为 0.000 7,在通用英语词典中频率
为 5.2e-7,因此,“vapor”的相对频率为 1 325.527,这表明“vapor”在 LAB 领域中出现的频率远远高于通用频率. 
随后,CorMet采用Resnik的选择优先学习算法[13]获取一个动词的优先语义,即出现在动词各个格位上的选
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2.3.2   基于论元角色的抽取 
Gedigian[14]在 WSJ 等语料库和 PropBank 命题库[15]以及 FrameNet 映射标注方法的基础上,利用最大熵模
型,给出了动词隐喻的分类器. 
Gedigian 认为隐喻就是具体域到抽象域的映射 ,但是没有语料库的帮助 ,这些映射很容易出错 .因此 , 




目标域(抽象概念),那么这个动词就判别为隐喻表达.Gedigian 利用 PropBank 直接提取论元,根据 Collins 语料库
的方法,对每一个论元,提取首词的信息.如果首词是代词,那么这个论元被判别为代词类型;如果首词是已命名
实体,用 BNN 的 IdentiFinder 包作为论元的类型[16];如果两者都不是,那么用 WordNet 中该论元的同义词集合作
为论元的类型 .对已有的数据集做上述处理后 ,他将其中 65%的数据作为训练集 ,20%作为测试语料 .最
后,Gedigian 使用 Standford 线性分类器[17]来训练语料.这样,根据目标动词的论元类型,就建立了一个动词隐喻
的分类器. 




2.4   基于相似度的机器学习方法 
2.4.1   句子相似度计算 
Brike 和 Sarker[18]给出了一个识别字面义表达和非字面义表达的计算模型——TroFi(Trope Finder)系统,解
决了动词的字面义和非字面义用法的识别与分类问题. 
TroFi 通过对 Karov 和 Edelman 的词义消歧算法[19]结合句子的上下文信息进行改进,以实现对目标动词的
字面义和非字面义的识别.TroFi 将 BNC,WSJ 以及 WordNet 提取的高频词汇和成语、习语、熟语等人工地分





与 Mason 提出的 CorMet 系统相似,TroFi 系统也采用 WordNet 作为知识库,并从大量的语料库中提取上下
文信息.但是,TroFi 摒弃了 CorMet 以及 Wilks,Fass 等人的选择优先异常中断的方法,采用了聚类的算法. 
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2.4.2   词义相似度计算 
Nissim 和 Market[20]也提出了一种基于计算词义相似性的机器学习方法来识别转喻——PMWs.与 TroFi 相





因此对于整篇文本或者句子,他将其简化为偏正模式,如“Pakistan had won the World Cup”简化为“Pakistan- 




Nissim 和 Market 提出的这种基于计算词义相似度的机器学习方法,从语法层次上很好地解决了转喻的识
别问题.通过借助词典避免了类似方法中的数据稀疏问题.他将转喻的识别划归为分类问题,并且借用词义消歧
的方法.但是,传统的词义消歧和转喻识别有很大差距,Nissim 并没有提出很好的方法来解决这一问题. 
3   隐喻解释 




之间关系的方法.对于形如“X is Y”语句,Met*首先查找 X 与 Y 之间是否满足优选限制.若满足,则表示可以从字
面意义理解,算法结束;若存在优选限制冲突,则进入转喻搜索,寻找可用的转喻.若找到,表示 X 与 Y 之间可以通
过转喻解释来形成字面意义关系;若没有,则继续在转喻链寻找其他可用的转喻关系,直到所有可能的转喻均没
有找到,跳出转喻搜索,进入寻找隐喻关系.若没有,则认为 X 和 Y 之间属于异常运用.Met*系统中,动词的意义由
一个向量来表示 ,其中的元素为动词参数的优先选择类型 .如动词 “drink”的优先选择向量是 (animal, 
drink,liquid),通过实际词义向量与动词优先参数和实际参数共同祖先的匹配向量进行隐喻的解释.比如对于
“My car drinks gasoline”,词义向量表示为(car,drink,gasoline),这与 drink 的优先向量(animal,drink,liquid)不匹配,
系统为两个向量搜索一个公共的祖先向量 ,即 (thing,use,energy-source).因此 ,该隐喻就解释为“My car uses 






3.2   基于推理的方法 
3.2.1   基于词义替换的推理 
Veale 和 Hao[21]提出了一个基于推理的隐喻解释模型——Talking Points.Talking Points 利用 WordNet 和网
页来提取源域和目标域概念的特征集合,提取的原则有:1) 如果某个词在 WordNet 中的注释是形如 Adj+Noun
的形式,那么 Talking Points 注释为“is_Adj:Noun”;2) 如果一个名词在 WordNet 中有形如{Adj+Noun}的上位词,
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构,那么其 Talking Points 解释为“谓语:宾语”. 
然后,Talking Points 将其中提取到的特征集按照 Slipnet 的规则[22]进行插入、删除、替换等操作,建立源域
和目标域概念之间的联系,这样就对隐喻表达进行了解释. 
Make-up
          typically worn by women
          expected to be worn by women
          must be worn by women









从上图的例子中可以看出,对 make-up 原有的解释“typically worn by women”进行插入、替换等操作后,形
成了新的解释“must be worn by Muslim women”,也就是 WordNet 中“Burqa”的解释,这样就解释了“make-up”和
“burqa”隐喻表达.但是 Veale 和 Hao 并没有说明 Talking Points 推理隐喻解释的应用范围. 
3.2.2   基于类比的推理 
Martin[23]给出了一个隐喻识别系统——MIDAS,并将其应用于 Unix 操作系统的教学软件. 
MIDAS 采用 KL2ONE 的扩展语义系统 KODIAK 作为知识表示语言,KODIAK 通过继承机制和概念层次

















Fig.1  Hierarchical relationships of metaphorical mapping 
图 1  隐喻映射的层次关系 
隐喻解释系统分两步处理:第 1 步对输入的句子进行句法分析,并形成初步的语义表示,这一步得到的是初
步内容(primal content),可以认为是解释过程的一个中间阶段,主要来源于分析器的语法和词库;第 2 步把这个
初步内容替换为能解释输入的具体解释,即真实内容,它可能是字面意义或者是某个常规隐喻解释.第 2 步中涉
及两种推理模式:一种称为具体化模式,用具体概念替换抽象概念;另一种是用相应的目标概念替换源概念.当






思想    植物 
非生命体   生命体 
思想    生命体 非生命体    动物 非生命体    植物 
通货膨胀    动物 
进程    生命体 
忘记   死亡 
终止进程    杀死生命 思想    动物 




46 Journal of Software 软件学报 Vol.26, No.1, January 2015   
 
3.3   基于语料库的方法 
Shutova[25]在优先语义学的基础上,提出了由 BNC 语料库引导动词隐喻解释的方法.他认为,隐喻解释就是
将隐喻表达直译为字面义表达.Shutova 首先选取 BNC 作为实验语料库,利用 MIP[26]对语料库标注,根据上下文
信息生成隐喻动词的可能释义,应用概率模型决定每个可能释义的排列,然后根据 Resnik 提出的选择性关系测
量过滤其中不相关的或者仍为隐喻表达的释义 ,这样就得到了隐喻动词可能释义的候选列表 ,最后利用
WordNet 进行词义消歧得到最终的隐喻释义.Shutova 用动宾结构隐喻对提出的模型进行测试,并得到 0.82 的准
确率. 




Shutova 选用了 UKwac 语料库[28]和 Stanford Part-Of-Speech 标注语料[29]对文本进行自动标注,提取出其中
每个动词的依存关系组.通过因式分解模型(factorization model)[30],Shutova 获得了目标动词所在文本的潜在特
征,并计算每个特征的条件概率 p(z|dj),通过公式 p(d|dj)=p(z|dj)p(d|z)可以获得每个释义的条件概率.但是,Shutova
认为,隐喻的释义还受到目标动词本身的制约,因此将公式引入目标动词 wi 变形为 p(d|wi,dj)=p(d|wi)p(d|dj),其中
d 为包含目标动词可能释义的向量.如“reflect concern”中“reflect”的释义向量为(address,0.1657;highlight,0.1638; 
express,0.1608;focus,0.1488;outline,0.1473;comment,0.1415).可以看到,向量空间里的有些释义(比如 highlight)对






4   隐喻语料资源[31] 
综上我们可以看到,隐喻是一种基于知识获取的语言现象.因此,如何人工或者自动地获取这些知识,亦即
语料资源,成为隐喻识别和解释过程中必不可少的部分. 
4.1   Master Metaphor List[32] 
Lakoff 最早提出了基于源域和目标域映射的在线知识库——重要隐喻目录(Master Metaphor List),用来处
理常规隐喻表达. 
Lakoff 从出版的隐喻文献、Berkely 分校研究生论坛中收集隐喻实例,手工编辑而成.他将数据库中的隐喻
实例分为 event structure(时间结构)、mental events(心理事件)、emotions(情感)和 other(其他)这 4 个范畴,每个
词条又分为不同层级的隐喻类别.每个隐喻类别都包含了各种隐喻的源域和目标域的描述及例句. 
Master Metaphor List 是最早的隐喻知识库之一,将各种隐喻形式按照专家们的直觉划分成不同的概念隐
喻类别,而没有考虑这些隐喻是否已经词汇化. 
4.2   Sense-Frame[8] 
Fass 在 Met*系统中创建了词例化隐喻知识库——Sense-frame.其中每个词义框架包含了 arcs 和 node 两部
分.Arcs包含了该词条类属条目,语义框架内所有的 arcs共同构成了深层结构化的语义网络.Node包含了各个语
义框架的差异. 
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( eat1,
[ [ arcs, [ [ supertype, [ ingest1, expend1] ] ] ]
[ node2,
[ agent, [ preference, animal1] ]





利用 Sense-frame 对名词、动词和形容词不同的形式化描述,Fass 实现了 Met*对隐喻的解释. 
4.3   MetaBank[33] 
Martin 将经验诱导与理论驱动相结合,从文本语料的收集和语言知识的泛化、资源的扩展方法、知识库的
构建 3 个方面探索了隐喻知识库的构建.他将这 3 个方面综合为一个整体框架,提出了 MetaBank. 
在文本语料的收集和语言的泛化方面,MetaBank 采用了 Master Metaphor List、WSJ 语料库以及一个 UNIX
操作系统用户邮件语料库,为 Martin 研究相关语料库提供了必要的资源. 
在资源的拓展方面,Martin 采用了习惯性思维的定义,以直接搜索已知隐喻并随机抽取的方法来实现.另
外,MetaBank 还是用了 OntoLingua 知识表达语言,这样能够提供隐喻的独立规范的表示方法,并能为知识库的
潜在使用提供帮助. 
此外,还有如 ATT-Meta[34],Metalude[35],Hamburg Metaphor Database[36],ItalWordNet 等隐喻知识库. 
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(2) 现有隐喻计算模型的应用往往比较单一,国外目前主要集中在动词隐喻的识别和理解上(如 Shutova 等
人的方法),国内目前主要的研究集中在名词性隐喻的自动处理(如王治敏、苏畅等人的方法).我们认为,未来对
于隐喻的自动处理研究可以着眼于提出一个广泛应用的、不拘泥于隐喻类型的计算模型. 






(5) 从模型的理论基础来说,现今的多数方法都是基于统计理论的(如 TroFi 系统、PMWs 系统等).隐喻更
是一种认知现象,如果仅仅基于统计方法模型去处理隐喻理解问题,这是不够的.因此,我们认为必须要把隐喻
的处理纳入认知的范畴,将现有的计算模型结合认知的方法,这样才能更好地处理隐喻问题. 
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