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Abstrakt
Pra´ce se snazˇ´ı zmapovat strukturu s´ıteˇ strˇedneˇ velke´ho poskytovatel prˇipojen´ı k inter-
netu v okol´ı Rous´ınova a zjistit pozˇadavky poskytovatele na funkcˇnost smeˇrovacˇe. Pra´ce
prˇedevsˇ´ım diskutuje zvolenou distribuci operacˇn´ıho syste´mu a vy´beˇr sluzˇeb, prˇedevsˇ´ım vzh-
ledem k vy´konu pocˇ´ıtacˇe, na ktere´m se implementuje softwarovy´ smeˇrovacˇ a stabiliteˇ dany´ch
sluzˇeb. Pro smeˇrovacˇ je implementova´no prˇipojen´ı k internetu skrz protokol IPv6, prˇesto lze
prˇedpokla´dat, zˇe naprosta´ veˇtsˇina provozu p˚ujde prˇes IPv4. Soucˇa´st´ı pra´ce je jednoducha´
autentizace klient˚u spojena´ s blokac´ı teˇch nezna´my´ch, rˇ´ızen´ı sˇ´ıˇrky pa´sma a pouzˇit´ı v´ıce
WAN spojen´ı.
Kl´ıcˇova´ slova
Linux, Debian, smeˇrovacˇ, router, ISP, Rous´ınovsko.net, rˇ´ızen´ı sˇ´ıˇrky pa´sma, transparentn´ı
SMTP/POP3/IMAP proxy
Abstract
This Bachelor Thesis tries to investigate structure of a network of medium size Internet
Service Provider in Rous´ınov and surroundings, as well as tries to study demands of ISP
that belongs to router’s functionality. Thesis discuss mainly choosen distribution of the
Linux operating system and used system services with regard to computer and system
services performace and stability. Anyway an absolute majority of bandwidth will belong
to IPv4 traffic, Router is IPv6 capable throught Tunnel Broker. Another components of
thesis are basic authentication, blocking of unknown clients, traffic shaping and basics of
theory about WAN interfaces bonding.
Keywords
Linux, Debian, router, ISP, Rousinovsko.net, traffic shaping, transparent SMTP/POP3/IMAP
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Zada´n´ı
PC jako hranicˇn´ı smeˇrovacˇ poskytovatele sluzˇeb Internetu
PC as a Border Router of an Internet Service Provider
Vedouc´ı: Rychly´ Marek, Mgr., UIFS FIT VUT
Oponent: Ocˇena´sˇek Pavel, Ing., UIFS FIT VUT
Prˇihla´sˇen: Nowak Michal
Zada´n´ı:
1. Seznamte se se strukturou pocˇ´ıtacˇove´ s´ıteˇ vybrane´ho ISP a se SW a HW pozˇadavky
na hranicˇn´ı smeˇrovacˇ prˇipojuj´ıc´ı s´ıt’ ISP do Internetu.
2. Zvolte vhodnou distribuci GNU/Linux a SW splnˇuj´ıc´ı pozˇadovane´ funkce. Zvazˇte
omezen´ı dana´ HW smeˇrovacˇe a s´ıt´ı ISP a diskutujte zvolene´ prostrˇedky.
3. Nastudujte problematiku a navrhneˇte rˇesˇen´ı pro prˇideˇlova´n´ı a smeˇrova´n´ı priva´tn´ıch
i verˇejny´ch IPv4 adres a pro prˇideˇlova´n´ı IPv6 adres a prˇipojen´ı do IPv6 Internetu
pomoc´ı IPv4.
4. Nastudujte problematiku a navrhneˇte rˇesˇen´ı pro autentizaci klient˚u, u´cˇtova´n´ı provozu
a rˇ´ızen´ı sˇ´ıˇrky pa´sma.
5. Seznamte se s problematikou vyuzˇit´ı v´ıce WAN rozhran´ı pro rozdeˇlova´n´ı za´teˇzˇe a
prevenci vy´padku spojen´ı. Navrhneˇte rˇesˇen´ı.
6. Realizujte smeˇrovacˇ na PC. Implementujte rˇesˇen´ı z bodu 3 a alesponˇ cˇa´stecˇneˇ (naprˇ.
pro nemeˇnne´ parametry) rˇesˇen´ı z bodu 4.
7. Oveˇrˇte rˇesˇen´ı v testovac´ım provozu. Diskutujte vy´sledky a navrhneˇte mozˇna´ vylepsˇen´ı.
Kategorie: Pocˇ´ıtacˇove´ s´ıteˇ
Operacˇn´ı syste´m: GNU/Linux
Literatura:
• Hunt, Craig. Konfigurace a spra´va s´ıt´ı TCP/IP. Vyd. 1. Computer Press, Praha. 1997.
• Bert Hubert. Linux Advanced Routing & Traffic Control HOWTO. [http://lartc.org/howto/]
• Leonardo Balliache. Network Traffic Control Network Modeling. [http://www.opalsoft.net/qos/]
Komenta´rˇ: Pra´ce vyzˇaduje kladny´ vztah k operacˇn´ımu syste´mu GNU/Linux a za´kladn´ı
znalost pocˇ´ıtacˇovy´ch s´ıt´ı.
Konzultantem pra´ce bude za´stupce strˇedneˇ velke´ho ISP se s´ıdlem v Rous´ınoveˇ (preferuje
se elektronicka´ komunikace). Po domluveˇ bude studentovi zap˚ujcˇen HW pro implementaci,
vcˇetneˇ vysokorychlostn´ıho prˇipojen´ı v mı´steˇ p˚usobnosti ISP (pokud bude potrˇeba). Mozˇnost
odmeˇny v prˇ´ıpadeˇ kvalitneˇ odvedene´ pra´ce s prakticky´m uplatneˇn´ım.
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Licence
Licencˇn´ı smlouva je ulozˇena v archivu Fakulty informacˇn´ıch technologi´ı Vysoke´ho ucˇen´ı
technicke´ho v Brneˇ.
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Kapitola 1
U´vod
Smyslem te´to bakala´rˇske´ pra´ce je vytvorˇit smeˇrovacˇ pro strˇedneˇ velke´ho poskytovatele
prˇipojen´ı k internetu (ISP) obcˇanske´ sdruzˇen´ı Rous´ınovsko.net. Smeˇrovacˇ soucˇasny´ ne-
dosahuje vy´konu, ktery´ si nar˚ustaj´ıc´ı pocˇet uzˇivatel˚u zˇa´da´ a neobsahuje sluzˇby, ktere´ by
zajistili uzˇivatel˚um veˇtsˇ´ı bezpecˇ´ı prˇi spojen´ı s internetem. Na´vrh smeˇrovacˇe byl konzultova´n
se za´stupcem ISP a je vytva´rˇen na za´kladeˇ jeho prˇedstav o vylepsˇen´ı te´to cˇa´sti s´ıt’ove´ in-
frastruktury s d˚urazem na dostupnost, minima´ln´ı potrˇebu spra´vy a co nejˇsirsˇ´ı uplatneˇn´ı
svobodne´ho a otevrˇene´ho softwaru.
V prvn´ı cˇa´sti pra´ce se zaob´ıra´m prˇedevsˇ´ım vy´beˇrem vhodne´ distribuce operacˇn´ıho
syste´mu a hardware, nacˇrta´va´m strukturu s´ıteˇ. Diskutuji zvolenou distribuci a porovna´va´m
jej´ı vhodnost pro pouzˇit´ı na smeˇrovacˇi vzhledem k jiny´m obecny´m distribuc´ım a spe-
cializovany´m distribuc´ım. Jednou ze steˇzˇejn´ıch cˇa´st´ı cele´ pra´ce je sekce “Realizace snahy
o minima´ln´ı mnozˇstv´ı za´pis˚u na me´dium”, ve ktere´ se snazˇ´ım nale´zt teoreticka´ i prakticka´
vy´chodiska pro eliminaci za´pis˚u na datove´ me´dium, ktere´ jsem pro smeˇrovacˇ zvolit, a to
USB flash disk tvorˇeny´ z logicky´ch obvod˚u typu NAND.
Ve druhe´ cˇa´sti popisuji prˇedevsˇ´ım zvolene´ sluzˇby. Popisuji vybrane´ implementace a
porovna´va´m je s jejich mozˇny´mi na´hradami. Neˇktera´ zvolena´ vy´chodiska mu˚zˇou by´t kon-
troverzn´ı a veˇrˇ´ım, zˇe mnoz´ı administra´torˇi produkcˇn´ıch syste´mu˚ by se mnou nesouhlasili,
konkre´tneˇ mluv´ım o sekci “DNS cache”, kde rozeb´ıra´m, mimo jine´, konflikt mezi filosofiı
djbdns a BIND jakozˇto nejpouzˇ´ıvaneˇjˇs´ıch DNS a DNS cache server˚u.
Trˇet´ı cˇa´st je veˇnova´na prˇedevsˇ´ım autentizaci klient˚u, rˇ´ızen´ı sˇ´ıˇrky pa´sma a u´cˇtova´n´ı
provozu. Autentizace prob´ıha´ na u´rovni MAC adres a IP adres, pokud se snazˇ´ı do internetu
prˇistoupit neˇkdo, jehozˇ dvojice MAC:IP adresa nen´ı registrova´na, prˇ´ıstup je mu odeprˇen.
U´cˇtova´n´ı provozu je realizova´no pomoc´ı MRTG a statistiky uzˇivatel˚u jsou dostupne´ na web
serveru, ktery´ je spusˇteˇn na smeˇrovacˇi. Sˇ´ıˇrka pa´sma je vsˇem klient˚um poskytova´na stejna´.
V posledn´ı kapitole se snazˇ´ım zhodnotit sv˚uj osobn´ı prˇ´ınos pro realizaci smeˇrovacˇe,
zhodnotit dalˇs´ı vy´voj jak smeˇrovacˇe tak i cele´ s´ıteˇ a navrhnout zlepsˇen´ı a shrnout, co mi
pra´ce na bakala´rˇske´ pra´ci dala.
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Kapitola 2
Soucˇasny´ stav s´ıteˇ, volba hardware
a distribuce operacˇn´ıho syste´mu
2.1 Soucˇasny´ stav s´ıteˇ
Rous´ınovsko.net je strˇedneˇ velky´ poskytovatel internetove´ho prˇipojen´ı v Rous´ınoveˇ a prˇilehly´ch
obc´ıch; expanze postupuje tak, jak dovoluj´ı financˇn´ı prostrˇedky a jine´ promeˇnne´ vlivy.
V soucˇasne´ dobeˇ jsou zahrnuty tyto obce [36]
• Rous´ınov,
• Habrovany,
• Velesˇovice,
• Vı´tkovice,
• Kova´lovice a
• Komorˇany.
Pokryta jsou prˇedevsˇ´ım nejhusteˇji obydlena´ mı´sta a d˚ulezˇite´ verˇejne´ prostory, jako
naprˇ´ıklad na´meˇst´ı.
S´ıt’ je zalozˇena na technologii IEEE 802.11g [35], zna´me´ te´zˇ jakoWi-Fi, neboli bezdra´tove´
prˇipojen´ı. V s´ıti jsou rozmı´steˇny prˇ´ıstupove´ body a za´kazn´ık se prˇipojuje k nejblizˇsˇ´ımu
z nich, na ktery´ ma´ prˇ´ımou viditelnost. Vzda´lenost mezi klientem a prˇ´ıstupovy´m bodem je
mezi 500-800 metr˚u. Samotne´ spojen´ı je realizova´no ante´nou spojenou koaxia´ln´ım kabelem
s PCI kartou v pocˇ´ıtacˇi.
Jako prˇ´ıstupove´ body se pouzˇ´ıvaj´ı prˇedevsˇ´ım: Ovislink WL5460, USRobotics USR5450,
Ovislink 1120 a mı´sty i jine´ typy. Pouzˇite´ prˇep´ınacˇe: Edimax, Ovislink a TP-link. K zabezpecˇen´ı
se pouzˇ´ıva´ veˇtsˇinou WEP, cˇtyrˇi prˇ´ıstupove´ body podporuj´ı WPA, ale jenom softwarove´,
hardwarove´ neumı´.
Celkovy´ pocˇet uzˇivatel˚u je 300, ale toto cˇ´ıslo se meˇn´ı s prˇipojova´n´ım dalˇs´ıch obc´ı do s´ıteˇ
a reprezentuje sp´ıˇse pocˇet prˇipojeny´ch doma´cnost´ı.
Prˇipojen´ı do vneˇjˇs´ıho internetu je realizova´no spojem na 10GHz prˇi sˇ´ıˇrce pa´sma 10/10
MBit/s. Cˇas odezvy ICMP paketu (round trip time) prˇes program ping z uzˇivatelske´ stanice
na smeˇrovacˇ poskytovatele prˇipojen´ı je asi 20ms z toho trˇi cˇtvrtiny tvorˇ´ı latence uvnitrˇ s´ıteˇ.
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Obra´zek 2.1: Sche´ma s´ıteˇ Rous´ınovsko.net
2.2 Hardware
Soucˇasny´m smeˇrovacˇem je PC s procesorem AMD Sempron 2600+ (1,4GHz, 64-bitova´
varianta), operacˇn´ı pameˇt’ 256MB DDR RAM, s´ıt’ove´ karty firmy RealTek.
Protozˇe nen´ı u´plneˇ jednoduche´ implementovat smeˇrovacˇ na smeˇrovacˇi jizˇ beˇzˇ´ıc´ım, dostal
jsem starsˇ´ı osobn´ı pocˇ´ıtacˇ, ktery´ drˇ´ıve slouzˇil jako hern´ı stanice. Jeho soucˇasna´ konfigurace
je na´sleduj´ıc´ı
• AMD Athlon XP 3200+ (2,2 GHz, 32-bitova´ varianta),
• operacˇn´ı pameˇt’ 768MB RAM,
• s´ıt’ove´ karty RealTek a nvidia.
Mı´sto karet RealTek RTL8139 jsem meˇl mozˇnost zvolit karty 3COM, ale vybral jsem je,
protozˇe ovladacˇe pro RealTek jsou v ja´drˇe velmi dlouhou dobu, firma sama k nim doda´va´
technickou dokumentaci, prˇ´ıpadneˇ plat´ı vy´voj otevrˇeny´ch ovladacˇ˚u a v neposledn´ı rˇadeˇ tyto
karty/cˇipy vyra´b´ı v milionovy´ch na´kladech, a proto veˇrˇ´ım v jejich odladeˇnost [45], prˇestozˇe
na jejich adresu jsou i negativn´ı kritiky, ktere´ rˇ´ıkaj´ı, zˇe i kdyzˇ cˇipova´ sada 8139 podporuje
bus-master DMA, ma´ tak sˇpatneˇ udeˇlane´ rozhran´ı, zˇe vsˇechen vy´konnostn´ı zisk plynouc´ı
z DMA je t´ımto ztracen [48].
2.2.1 Vy´beˇr datove´ho me´dia
Jako datove´ me´dium jsem pouzˇil 4GB USB 2.0 flash disk. Pocˇ´ıtacˇ sice disponoval pevny´m
diskem, ale ten jsem zavrhl, protozˇe obsahuje mechanicky se pohybuj´ıc´ı cˇa´sti a ty nemaj´ı tak
dlouhou zˇivotnost jako naprˇ´ıklad flash disky, compact flash karty a jina´ nerotuj´ıc´ı nevolatiln´ı
me´dia.
Za nevy´hodou flash disk˚u povazˇuji to, zˇe mu˚zˇou by´t snadno znicˇeny mechanicky´m
za´sahem, naprˇ´ıklad neopatrnou manipulac´ı vyrva´ny z USB portu, prˇ´ıpadneˇ znicˇeny elek-
tricky´m proudem, ktery´ by mohl vzniknout u neznacˇkove´ho pocˇ´ıtacˇe. Relativn´ı nevy´hodou
je take´ maxima´ln´ı pocˇet za´pis˚u do jednoho bloku - tato hodnota se u beˇzˇneˇ proda´vany´ch
model˚u pohybuje ve stovka´ch tis´ıc˚u pr˚upis˚u [47]. Veˇtsˇineˇ sluzˇeb beˇzˇ´ıc´ıch na pozad´ı by trvalo
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des´ıtky let, nezˇ by blok znicˇila (v te´to chv´ıli prˇedpokla´da´m, zˇe je pouzˇit souborovy´ syste´m,
ktery´ nepouzˇ´ıva´ rozprostrˇeny´ za´pis a za´pis prob´ıha´ do stejny´ch blok˚u), avsˇak neˇktery´m,
jako naprˇ´ıklad syslogu, by to mohlo trvat pa´r dn´ı.
2.3 Volba souborove´ho syste´mu
Pravdeˇpodobneˇ nejvhodneˇjˇs´ım souborovy´m syste´mem na flash me´dium je JFFS2 [20], ktere´
nepouzˇ´ıva´, tak jako starsˇ´ı, souborove´ syste´my na flash disky, prˇekladovou vrstvu na flash
disku k emulaci funkce pevne´ho disku, ale umist’uje souborovy´ syste´m prˇ´ımo na cˇip. Na
rozd´ıl od JFFS, ktere´ podporovalo pouze NOR flash pameˇti, JFFS2 podporuje i NAND
flash disky, ktere´ maj´ı pouze sekvencˇn´ı V/V rozhran´ı a nemohou by´t mapova´ny do pameˇti
[4]. Souborovy´ syste´m podporuje kompresi trˇemi algoritmy: zlib, rubin a rtime a obsahuje
Garbage Collector, ktery´ nahrazuje kruhovy´ za´znam v JFFS.
I kdyzˇ je JFFS2 dobry´m kandida´tem na vyuzˇit´ı ve smeˇrovacˇi ma´ neˇktere´ nevy´hody,
ktere´ rozhodly v jeho neprospeˇch. Nevy´hodou rodiny JFFS souborovy´ch syste´mu je nutnost
kontroly vsˇech uzl˚u v dobeˇ prˇipojen´ı souborove´ho syste´mu, cozˇ je by byl u 4GB flash disku
velky´ cˇasovy´ proble´m [21]. Jako va´zˇny´ proble´m prˇi nasazen´ı JFFS2 se uka´zala neexistence
uzˇivatelske´ dokumentace, ktera´ by popisovala filosofii vytva´rˇen´ı a provozu souborove´ho
syste´mu v praxi.
Druhou volbou byl syste´m ReiserFS, ktery´ ma´m na desktopu, ale ten se uka´zal
nepouzˇitelny´. Z nezna´me´ho d˚uvodu na neˇm za´pis trval neu´meˇrneˇ dlouhou dobu. Nakonec
byl vyuzˇit le´ty proveˇrˇeny´ souborovy´ syste´m ext3 s vypnuty´m noatime [19], ktere´ zarucˇ´ı,
zˇe se nebudou aktualizovat prˇ´ıstupove´ cˇasy k uzl˚um typu i (inode), cozˇ zajist´ı rychlejˇs´ı
prˇ´ıstup k me´diu a take´ jeho delˇs´ı zˇivotnost.
2.4 Realizace snahy o minima´ln´ı mnozˇstv´ı za´pis˚u na me´dium
Protozˇe jsem se rozhodl pouzˇ´ıt “klasicky´” souborovy´ syste´m a ne takovy´, ktery´ pro za´pis
pouzˇ´ıva´ cely´ prostor me´dia, mus´ım zajistit, aby se na flash disk zapisovalo co nejme´neˇ.
Dı´ky dobre´ koncepci adresa´rˇove´ struktury v Debianu, jsou soubory, do ktery´ch se za-
pisuje bez prˇicˇineˇn´ı uzˇivatele, v adresa´rˇi /var. Korˇenovy´ adresa´rˇ je ulozˇen na svazku, ktery´
je prˇipojen pouze pro cˇten´ı; adresa´rˇi /rw/var je prˇipojen jako tmpfs, tedy je alokova´n do
pameˇti (jeho velikost je omezena pouze velikost´ı virtua´ln´ı pameˇti), do tohoto adresa´rˇe je prˇi
startu operacˇn´ıho syste´mu skriptem /etc/init.d/copytoram nakop´ırova´n obsah /var, ten
je tak v pameˇti a pote´ je prˇ´ıkazem mount --bind /rw/var /var prˇipojen prˇes “fyzicky”
/var. Vsˇechny za´pisy pote´ prob´ıhaj´ı do pameˇti. Prˇi ukoncˇova´n´ı beˇhu operacˇn´ıho syste´mu
se spust´ı skript /etc/init.d/writefromram a ten zajist´ı zpeˇtne´ prˇekop´ırova´n´ı zmeˇneˇny´ch
soubor˚u zpa´tky na disk a odpoj´ı nepouzˇ´ıvane´ svazky v pameˇti.
Tyto jednoduche´ skripty jsou soucˇa´st´ı dodatku B.
Tato operace se ukazuje neˇkdy jako cˇasoveˇ na´rocˇna´, trva´ azˇ 15 minut, ale neprˇedpokla´da´
se, zˇe by restart syste´mu byl prˇ´ıliˇs cˇasty´, proto mu˚zˇeme tuto nedokonalost povazˇovat za
neprˇ´ıliˇs za´vazˇnou. Druhou vlastnost´ı toho syste´mu nacˇ´ıta´n´ı cely´ch adresa´rˇovy´ch struktur
do operacˇn´ı pameˇti je to, zˇe prˇi vy´padku elektricke´ho napa´jen´ı budou tato data ztracena,
a protozˇe beˇh syste´mu bez restartu, a tedy i bez ulozˇen´ı zmeˇneˇny´ch dat, lze pocˇ´ıtat na
meˇs´ıce, mu˚zˇeme po opeˇtovne´m nastartova´n´ı pocˇ´ıtacˇe dostat cˇa´stecˇneˇ neaktua´ln´ı syste´m.
Pravdeˇpodobneˇ t´ım nejd˚ulezˇiteˇjˇs´ım, co by se mohlo ztratit, jsou emaily nedorucˇene´ uzˇivatel˚um,
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nastaven´ı DNS cache a za´znamy, ktere´ jsou sice v adresa´rˇi /var/log, ale nedostaly se tam
skrz syslog daemona.
2.5 Diskuze: specializovana´ vs. obecna´ distribuce
Na sta´vaj´ıc´ım smeˇrovacˇi je “disketova´” distribuce floppyFw verze 2.99.4 obsahuj´ıc´ı ja´dro
2.4.29, zkompilovane´ gcc-3.4.3, iptables a HTB v3 k rˇ´ızen´ı sˇ´ıˇrky pa´sma.
2.5.1 Vy´hody z pohledu administra´tora
Za vy´hodou toho rˇesˇen´ı povazˇuji snadnost jeho pouzˇit´ı pro danou situaci, tedy vytvorˇen´ı
samostatneˇ stoj´ıc´ıho smeˇrovacˇe internetove´ho provozu, minima´ln´ı na´roky na administra´tora
a sn´ızˇen´ı na´rok˚u na syste´move´ zdroje, protozˇe distribuce obsahuje pouze software nutny´
k beˇhu smeˇrovacˇe a nic nav´ıc.
Dalˇs´ı za´stupci vy´vojove´ho smeˇru specializovany´ch distribuc´ı [46] jsou
• na operacˇn´ım syste´mu Linux – Shurdix, ClarkConnect, Coyote Linux, Voyage
Linux
• a na operacˇn´ım syste´mu FreeBSD – m0n0wall (FreeBSD 4.11)
2.5.2 Nevy´hody z pohled administra´tora
Vy´kon
Podstatnou nevy´hodou pro rozr˚ustaj´ıc´ı se s´ıt’ je samotna´ koncepce te´to mini distribuce.
Minimalismus se objevuje na vsˇech vrstva´ch. Ja´dro verze 2.4 je mensˇ´ı nezˇ obdobne´ ja´dro
verze 2.6 [23], syste´move´ na´stroje jsou kompilova´ny oproti oproti uClibc, cozˇ jde v duchu dis-
tribuce, poskytovat na´stroje s minima´ln´ımi pameˇt’ovy´mi na´roky, ale za cenu ztra´ty vy´konu
[38]. Naproti tomu to, zˇe sestavova´n´ı prob´ıhalo kompila´torem gcc-3.4.3 bylo uzˇ v minulosti
povazˇova´no za vy´hodu. Koncem roku 2004 povazˇovali vy´voja´rˇi Linuxove´ho ja´dra gcc verze
2.95 lepsˇ´ı co do rychlosti kompilace i produkovane´ho ko´du nezˇ gcc verze 3.2 a prˇedverze
rˇady 4.0 [1].
Lze ale namı´tnout, zˇe moderneˇjˇs´ı specializovane´ distribuce obsahuj´ı cˇasto stejny´ soft-
ware jako distribuce obecne´ a nav´ıc nab´ızej´ı onu zmı´neˇnou minimalisticˇnost. S t´ımto se
vyrovna´vaj´ı na´sleduj´ıc´ı dva argumenty o rozsˇiˇritelnosti a bezpecˇnosti.
Rozsˇiˇritelnost
Takovouto samostatneˇ stoj´ıc´ı (standalone) distribuci, je mnohem teˇzˇsˇ´ı rozsˇ´ıˇrit o programove´
vybaven´ı, ktere´ nen´ı jej´ı integra´ln´ı soucˇa´st´ı, nezˇ distribuci obecnou jako naprˇ´ıklad Gentoo,
Debian nebo CentOS.
Prˇida´n´ı nove´ho programu, ktery´ tv˚urci distribuce nepovazˇovali za potrˇebny´, mu˚zˇe by´t
slozˇite´, cˇi prˇ´ımo nemozˇne´ v prˇ´ıpadeˇ distribuc´ı na me´diu pouze pro cˇten´ı. Podobne´ proble´my
nasta´vaj´ı i u uchova´va´n´ı konfigurace, ktera´ se mus´ı ukla´dat na jine´m me´diu.
Bezpecˇnost
Za velice odva´zˇne´, avsˇak z dlouhodobe´ perspektivy nerozumne´ povazˇuji zvolen´ı distribuce,
o kterou se stara´ jednotlivec, prˇ´ıpadneˇ mala´ skupina vy´voja´rˇ˚u, ve sve´m volne´m cˇase a
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zadarmo. Pokud se nalezne bezpecˇnostn´ı chyba v ja´drˇe nebo sluzˇbeˇ, je spra´vce syste´mu
cˇasto odka´za´n na sve´ho distributora, azˇ uverˇejn´ı opravenou verzi. U velky´ch komunitn´ıch
distribuc´ı je reakcˇn´ı doba v rˇa´du dn˚u; pokud administra´tor syste´mu nesleduje obdobu
bezpecˇnostn´ı hla´sˇen´ı CERT ve sve´ distribuci (DSA – Debian Security Advisories [5], GLSA
– Gentoo Linux Security Advisories [15], . . . ), dozv´ı se o chybeˇ i jej´ı opraveˇ ve chv´ıli,
kdy se pokus´ı aktualizovat syste´m. A podle me´ho na´zoru nen´ı d˚uvod takove´to aktualizace
nedeˇlat kazˇdy´ den. Jak by ale administra´tor meˇl vyrˇesˇit ten samy´ proble´m prˇi pouzˇit´ı mini
distribuce, kdyzˇ jej´ı spra´vce je docˇasneˇ nedostupny´, prˇ´ıpadneˇ prˇestal jevit o sve´ d´ılo za´jem?
Odpoveˇd’ je nasnadeˇ: bude muset prˇej´ıt na jinou distribuci, nebo ponechat syste´m sve´mu
osudu a doufat, zˇe je pro u´tocˇn´ıka nezaj´ımavy´. Je zrˇejme´, zˇe tento prˇ´ıstup je nezodpoveˇdny´
a od˚uvodnitelny´ snad jen v doma´c´ım prostrˇed´ı.
Nasˇteˇst´ı u neˇktery´ch vy´sˇe zmı´neˇny´ch specializovany´ch distribuc´ı lze z´ıskat placenou
podporu.
2.6 Volba distribuce operacˇn´ıho syste´mu
Z argument˚u vy´sˇe uvedeny´ch vyply´va´, zˇe inklinuji k pouzˇit´ı obecne´ distribuce a k jej´ı
na´sledne´ specializaci.
2.6.1 Fa´ze prvn´ı: Gentoo Linux
Protozˇe na desktopu ma´m nainstalovany´ Gentoo Linux, cozˇ je meta distribuce zalozˇena´ na
kompilova´n´ı aplikac´ı podle dany´ch prˇedpis˚u [13], a jsem s jeho spra´vou i vy´konem spoko-
jen, byl pro meˇ intuitivn´ı volbou. Od poskytovatele prˇipojen´ı byl do budoucna prˇisl´ıbeny´
pocˇ´ıtacˇ, ktery´ v te´ chv´ıli fungoval jako smeˇrovacˇ. Protozˇe jsem pocˇ´ıtacˇ nemeˇl fyzicky, moje
pracovn´ı stanice je 32-bitova´ a sl´ıbeny´ pocˇ´ıtacˇ 64-bitovy´, a nemeˇl jsem zkusˇenosti s insta-
lac´ı a provozem Gentoo na 64-bitove´ platformneˇ, zkousˇel jsem pokusne´ instalace vytva´rˇet
v emulacˇn´ım softwaru Qemu s prˇedpoklady, zˇe
• instalace ve virtua´ln´ım stroji bude posle´ze prˇenesena na stroj fyzicky´,
• programy nutne´ pro spra´vu syste´mu, prˇed doda´n´ım PC, budu cross-kompilovat [12]na
stanici a na´sledneˇ prˇena´sˇet do virtua´ln´ıho stroje,
• v rea´lne´m provozu by nemuselo by´t mozˇne´ instalovat - tedy kompilovat - programy,
proto by k tomu byl pouzˇ´ıt jiny´ pocˇ´ıtacˇ.
Dva z vy´sˇe uvedeny´ch prˇedpoklad˚u se vsˇak nepodarˇilo naplnit. Ne vsˇechny programy
bylo mozˇne´ cross-kompilovat (naprˇ´ıklad vim [40]) a do virtua´ln´ıho stroje se musely prˇene´st
jejich 32-bitove´ varianty, cˇ´ımzˇ se ztra´cel mozˇny´ vy´konnostn´ı zisk vzhledem k 32-bitove´
platformeˇ. Samotna´ kompilace ve virtua´ln´ım stroji je velice pomala´. Dalˇs´ım nenaplneˇny´m
prˇedpokladem byla existence druhe´ho pocˇ´ıtacˇe, ktery´ by poskytoval vy´pocˇetn´ı vy´kon nutny´
prˇi instalaci softwaru. Pocˇ´ıtacˇ sice existuje, ale je na neˇm nainstalova´n operacˇn´ı syste´m
neunixove´ho typu a jeho pouzˇit´ı by vsˇe da´le zteˇzˇovalo.
Z komplikac´ı, ktere´ se prˇi pokusu o umı´steˇn´ı Gentoo Linuxu objevily , se zda´ pouzˇit´ı te´to
distribuce nevhodne´ pro pouzˇit´ı na smeˇrovacˇi, pro ktery´ nen´ı dostupna´ kompilovac´ı farma,
ktera´ by odst´ınila explicitn´ı na´roky distribuce zalozˇene´ na kompilova´n´ı ze zdrojovy´ch ko´d˚u.
Dalˇs´ım d˚uvodem pro nenasazen´ı Gentoo Linuxu v prostrˇed´ı, kde pravdeˇpodobneˇ nebude
vzˇdy prˇ´ıtomen administra´tor je to, zˇe v te´to distribuci nen´ı dostupna´ vy´vojove´ veˇtev, ktera´
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by se dala oznacˇit za stabiln´ı. Stabiln´ı v tom smyslu, zˇe pokud se objev´ı chyba v nain-
stalovane´m programu, tak se ta chyba oprav´ı ve verzi programu, ktera´ je nainstalova´na.
V Gentoo to cˇasto funguje tak, zˇe pokud chce administra´tor odstranit bezpecˇnostn´ı chybu,
tak mus´ı nainstalovat nejnoveˇjˇs´ı verzi programu, cozˇ mu˚zˇe prˇine´st komplikace, co se ty´cˇe
zmeˇny konfiguracˇn´ıch soubor˚u, nutnosti aktualizova´n´ı i jiny´ch aplikac´ı a podobneˇ. Ale tento
d˚uvod jsem si uveˇdomil azˇ da´vno pote´, co byl nainstalova´n Debina GNU/Linux.
2.6.2 Fa´ze druha´: Debian GNU/Linux
Debian Linux je distribuce slozˇena´ prˇedevsˇ´ım ze svobodne´ho a otevrˇene´ho softwaru [6]
dostupna´ pro sˇiroke´ spektrum platforem. Vyznacˇuje se stabilitou syste´mu, minima´ln´ımi
zmeˇnami v pr˚ubeˇhu zˇivotn´ıho cyklu a sˇirokou komunitou. Debian se vyskytuje v neˇkolika
verz´ıch, v dobeˇ psan´ı te´to pra´ce jsou to tyto [41]
• old stable – prˇedchoz´ı stabiln´ı – Debian 3.1 Sarge,
• stable – soucˇasna´ stabiln´ı – Debian 4.0 Etch,
• testing – testovac´ı/budouc´ı stabiln´ı – Debian Lenny,
• unstable – nestabiln´ı – Debian Sid (nestabiln´ı verze se vzˇdy jmenuje Sid).
Verze Debianu jsou pojmenova´va´ny podle postavicˇek z filmu Toy Story (cˇesky: Prˇ´ıbeˇh
hracˇek) [42]. Sid (nestabiln´ı verze) je pojmenova´n podle emociona´lneˇ labiln´ıho chlapce,
ktery´ pravidelneˇ nicˇil hracˇky.
Uzˇ v dobeˇ vyda´n´ı (2005) byl Debianu Sarge povazˇova´n za zastaraly´, co se ty´cˇe softwarove´
vy´bavy, a cˇasto se nedal nainstalovat na tehdejˇs´ı hardware. Da´ se rˇ´ıct, zˇe to Debianu dost
usˇkodilo, co se media´ln´ıho obrazu ty´cˇe, a prˇedevsˇ´ım ti, kterˇ´ı prˇesˇli k Ubuntu, nad n´ım
la´mali h˚ul. Prˇesto byla tato verze stabiln´ı, a to, podle me´ho na´zoru, je d˚uvod, procˇ si
administra´torˇi Debian vyb´ıraj´ı. Debian s ko´dovy´m oznacˇen´ım Etch, ktery´ byl pla´nova´n
na prosinec 2006, a vysˇel se zpozˇdeˇn´ım 8. dubna 2007, tato stigmata prˇekona´va´ a v neˇm
obsazˇeny´ software je mnohdy aktua´lneˇjˇs´ı nezˇ ten v Gentoo Linuxu, a prˇesto je stabiln´ı a jde
bez proble´mu nainstalovat i na modern´ı hardware. Debian je dle me´ho na´zoru nejvhodneˇjˇs´ı
distribuc´ı k implementaci smeˇrovacˇe na operacˇn´ım syste´mu Linux.
2.6.3 Instalace operacˇn´ıho syste´mu
O instalaci Debianu koluje zveˇst, zˇe se da´ prove´st pomoc´ı peˇti u´der˚u do kla´vesy Enter.
V me´m prˇ´ıpadeˇ byla o neˇco slozˇiteˇjˇs´ı.
K instalaci jsem se snazˇil ze zacˇa´tku pouzˇ´ıt tzv. netinstall ISO obraz, vedla meˇ k tomu
snaha o co nejaktua´lneˇjˇs´ı syste´m hned po instalaci, ale protozˇe mu˚j poskytovatel prˇipojen´ı
k internetu neprˇideˇluje IP adresu nezna´me´ MAC adrese a softwarova´ zmeˇna te´to adresy
se mi v prˇ´ıkazove´m shellu, ktery´ je soucˇa´st´ı instala´toru Debianu, busyboxu, z nezna´me´ho
d˚uvodu nepodarˇila, pouzˇil jsem k instalaci prvn´ı CD ze sady instalacˇn´ıch disk˚u. Tento ISO
obraz obsahuje vsˇe, co je trˇeba k za´kladn´ı instalaci syste´mu, kterou jsem zvolil. Po instalaci
je syste´m tvorˇen jen t´ım, co je nutne´ pro elementa´rn´ı funkcˇnost, zbytek bude nainstalova´n
oddeˇleneˇ.
Po instalaci sta´le jesˇteˇ testovac´ı verze je nutne´ syste´m co nejdrˇ´ıve aktualizovat; protozˇe
jsem porˇa´d nemeˇl prˇipojen´ı k internetu, “zmeˇnil” jsem pomoc´ı programu ip z bal´ıku pro-
gramu˚ iproute (zna´me´ho take´ jako iproute2) MAC adresu s´ıt’ove´ karty,
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ip link set eth0 address 00:0a:e4:53:92:61
pozˇa´dal DHCP server o prˇideˇlen´ı IP adresy,
/etc/init.d/networking restart
a pomoc´ı
aptitude update && aptitude -VD dist-upgrade
povy´sˇil aplikace na opravene´ verze. Neˇktere´ programy byly nahrazeny verzemi noveˇjˇs´ımi,
protozˇe kdyzˇ jsem syste´m instaloval, Debian Etch byl jesˇteˇ testovac´ı verz´ı, takove´ zmeˇny
jsou v n´ı prˇ´ıpustne´.
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Kapitola 3
Vy´beˇr a nastaven´ı sluzˇeb
3.1 PAT - Port Address Translation
Poskytovatel prˇipojen´ı k internetu Rous´ınovsko.net nema´ prˇideˇleno dostatek verˇejny´ch IPv4
adres, proto je k prˇipojen´ı trˇ´ı stovek klientsky´ch pocˇ´ıtacˇ˚u nutne´ spustit prˇeklad adres a
port˚u (PAT) - oficia´lneˇ oznacˇovany´ jako symetricky´ NAT a v Linuxove´ komuniteˇ jako
“masˇkara´da” (MASQUERADE). Prˇeklad bude prova´deˇn technikou Full cone NAT - v textu
da´le nazy´vanou jako PAT - definovanou v RFC 3489 [33]. Tento dokument definuje cˇtyrˇi
typy NAT a to: “Full cone NAT”, “restricted cone NAT”, “port restricted cone NAT” a
“symmetric NAT”.
Toto rozdeˇlen´ı je ale diskutabiln´ı. Bylo definova´no v dobeˇ, kdy existovalo neˇkolik im-
plementaci NAT/PAT, ktere´ se v r˚uzny´ch ohledech liˇsily a tato standardizace nezp˚usobila,
zˇe by se k sobeˇ prˇibl´ızˇily. Druhy´m d˚uvodem je, zˇe toto vymezen´ı vzniklo, azˇ prˇi prˇ´ıpraveˇ
protokolu STUN, ktery´ meˇl umozˇnit zjiˇsteˇn´ı existence a typu NATu a firewall˚u mezi aplikac´ı
a internetem. Da´ se prˇedpokla´dat, zˇe dodavatele´ s´ıt’ove´ho infrastruktury, kterˇ´ı nepodporuj´ı
STUN, ani neparticipuj´ı na IETF toto rozdeˇlen´ı NATu˚ nedodrzˇuj´ı.
PAT u´zce souvis´ı s NAT. NAT - Network Address Translation - definuje staticke´ nebo
dynamicke´ prˇekla´da´n´ı vnitrˇn´ıch adres v s´ıti na adresy vneˇjˇs´ı, ktere´ maj´ı prˇ´ıstup da´le do
jine´ cˇa´sti s´ıteˇ nebo do internetu. Pro prˇ´ıklad na vnitrˇn´ım rozhran´ı je s´ıt’ 192.168.1.0/24 a
na vneˇjˇs´ım 10.10.10.0/8 ; pokud paket smeˇrˇuje z vnitrˇn´ı s´ıteˇ ven, zmeˇn´ı se zdrojova´ adresa
v hlavicˇce paketu z 192.168.1.X na 10.10.10.Y . Pokud c´ılove´ zarˇ´ızen´ı zachyt´ı tento paket,
odpov´ı na adresu 10.10.10.Y, paket prˇijde na smeˇrovacˇ, ktery´ provedl prˇeklad, a ten podle
NAT tabulky distribuuje paket da´l do vnitrˇn´ı s´ıteˇ. Nikdo kromeˇ smeˇrovacˇe, nev´ı, kdo je ve
skutecˇnosti odesilatelem dat – je to mozˇne´ bra´t jako jistou formu zt´ızˇen´ı pra´ce u´tocˇn´ıkovi,
ale v zˇa´dne´m prˇ´ıpadeˇ ne jako bezpecˇnostn´ı (security) za´lezˇitost, cˇi ochranu prˇed u´tokem
[3].
NAT v nasˇem prˇ´ıpadeˇ lze pouzˇ´ıt pouze v prˇ´ıpadeˇ, zˇe ma´me dostatek verˇejny´ch IP adres,
na ktera´ je trˇeba ty neverˇejne´ prˇekla´dat, cozˇ nema´me.
PAT funguje stejneˇ jako NAT a nav´ıc prˇekla´da´ porty. Pocˇ´ıtacˇ z loka´ln´ı s´ıteˇ odes´ıla´ paket,
se svou zdrojovou adresou a portem, ktery´ prˇijde na smeˇrovacˇ, ten prˇiˇrad´ı noveˇ vznikle´mu
spojen´ı cˇ´ıslo portu z mnozˇiny dostupny´ch port˚u a vlozˇ´ı tento port do pole zdrojova´ adresa
hlavicˇky paketu. Smeˇrovacˇ pote´ odesˇle paket na vy´stupn´ı rozhran´ı.
Smeˇrovacˇ si vytvorˇ´ı za´znam v prˇekladove´ tabulce, ktery´ obsahuje
• vnitrˇn´ı IP adresu,
• vnitrˇn´ı zdrojovy´ port a
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• vneˇjˇs´ı port.
Na´sleduj´ıc´ı pakety ve spojen´ı jsou uzˇ prˇiˇrazova´ny k tomuto za´znamu.
Vzda´leny´ pocˇ´ıtacˇ vlozˇ´ı zdrojovou adresu a port do pol´ı v hlavicˇce pro c´ılovou adresu a
c´ılovy´ port. Smeˇrovacˇ v loka´ln´ı s´ıti uzˇ zajist´ı prˇeklad hlavicˇky na u´daje da´le identifikuj´ıc´ı
cestu ke klientovi.
PAT: vy´hody
1. Dovoluje prˇipojova´n´ı zarˇ´ızen´ı k internetu, i kdyzˇ celosveˇtoveˇ docha´z´ı k nedostatku
volny´ch verˇejny´ch IPv4 adres [43].
2. Klienti ve vnitrˇn´ı s´ıti jsou jisty´m zp˚usobem “chra´neˇni”, protozˇe jejich IP adresa je
skryta. Existuje mensˇ´ı nebezpecˇ´ı prˇ´ımy´ch u´tok˚u.
PAT: nevy´hody
1. Se zarˇ´ızen´ım za prˇekladem port˚u nen´ı mozˇne´ vytvorˇit prˇ´ıme´ spojen´ı, ktere´ je nutne´
naprˇ´ıklad pro FTP, SIP, H.323. Mus´ı se pouzˇ´ıt tzv. connection tracking moduly v ja´drˇe
[44].
2. Protokol UDP lze protunelovat za PAT pomoc´ı protokolu STUN (aplikace chownat),
ale to nen´ı mozˇne´ u nejcˇasteˇji pouzˇ´ıvane´ho symetricke´ho NAT/PAT.
3. PAT porusˇuje pravidlo, na ktere´m je postaven internet: Kazˇde´ zarˇ´ızen´ı ma´ mozˇnost
se spojit s jaky´mkoliv jiny´m zarˇ´ızen´ım.
4. PAT, a NAT obecneˇ, nefunguje s IPSec, protozˇe NAT modifikuje hlavicˇku, cozˇ nejde
dohromady s kontrolami prova´deˇny´mi IPSecem. Jine´ tunelovac´ı protokoly se poty´kaj´ı
s podobny´m proble´mem.
5. PAT zpomaluje na´stup IPv6, protozˇe z pohledu uzˇivatele internetu (tedy prˇedevsˇ´ım
webu) jej prˇipojen´ı skrz PAT neomezuje, a na druhou stranu internet nove´ generace
nenab´ız´ı nic, co by v IPv4 internetu nebylo.
Implementace v Netfilteru
iptables -A FORWARD -i ${LAN_IFACE} -s 192.168.0.0/255.255.0.0 -j ACCEPT
iptables -A FORWARD -i ${WAN_IFACE} -d 192.168.0.0/255.255.0.0 -j ACCEPT
iptables -t nat -A POSTROUTING -o ${WAN_IFACE} -j MASQUERADE
Smeˇrova´n´ı klient˚u, kterˇ´ı nejsou soucˇa´st´ı syste´mu PAT, maj´ı verˇejnou IP adresu, prob´ıha´
nastaven´ım pravidla ve firewallu, kdy se povol´ı jej´ıch prˇesmeˇrova´n´ı a za´rovenˇ se prˇidaj´ı
informace o klientech do smeˇrovac´ı tabulky.
3.2 Vy´beˇr vhodny´ch sluzˇeb
Z na´sleduj´ıc´ıch krite´ri´ı lze dovodit, jake´ programy lze naj´ıt v za´kladn´ı instalaci Debianu a
obecneˇ v jeho repozita´rˇ´ıch [7]. Programy
• maj´ı dobrou historii, co se ty´cˇe bezpecˇnostn´ıch chyb,
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• jsou sˇiroce pouzˇ´ıvane´,
• jsou podporovane´ a da´le vyv´ıjene´ svy´mi autory (tzv. upstream) a
• svobodne´ dle krite´ri´ı Debianu.
Proto naprˇ´ıklad sendmail, ktery´ meˇl velice sˇpatnou bezpecˇnostn´ı historii [2], nen´ı
soucˇa´st´ı vy´choz´ı instalace, ale je nahrazen programem Exim, ktery´ je ale me´neˇ pouzˇ´ıvany´.
Podobna´ krite´ria, spolu se snadnou a jasnou konfigurovatelnost´ı, jsem si dal i ja´. Snazˇil
jsem se pouzˇ´ıvat bal´ıcˇky obsazˇene´ v samotne´ distribuci, ale vy´jimecˇneˇ jsem vybral i ty,
ktere´ jsem si musel zkompilovat sa´m.
3.2.1 SSH server/klient
SSH server je sluzˇba umozˇnˇuj´ıc´ı vzda´lene´ prˇipojen´ı a na´sledne´ spusˇteˇn´ı zabezpecˇene´ho
(sˇifrovane´ho) shellu skrz nezabezpecˇenou s´ıt’ (naprˇ´ıklad internet nebo LAN). Tato sluzˇba
nahrazuje nezabezpecˇenou sluzˇbu rshd. K vy´beˇru jsou trˇi rˇesˇen´ı implementuj´ıc´ı protokol
SSH v2
• lsh,
• SSH Tectia (zna´my´ te´zˇ jako “SSH.com”),
• OpenSSH.
lsh je GNU GPL implementuj´ıc´ı SSH protokol v2, posledn´ı verze - 2.0.3 - vysˇla 9. kveˇtna
2006. Je teˇzˇke´ zjistit, zda ho neˇkdo pouzˇ´ıva´ na tak exponovane´m mı´steˇ, jako bezesporu
smeˇrovacˇ internetove´ho provozu je, v popisku u Debian´ıho bal´ıcˇku s touto serverovou i
klientskou aplikac´ı je zd˚urazneˇno, zˇe mu˚zˇe mı´t proble´my s bezpecˇnost´ı.
Aplikace server/klient SSH Tectia, produkovana´ spolecˇnost´ı SSH Communications Se-
curity, nen´ı svobodny´m softwarem a ani jsem o n´ı neuvazˇoval - uva´d´ım ji pouze pro u´plnost.
Jednoznacˇneˇ nejpouzˇ´ıvaneˇjˇs´ı implementac´ı v1 a v2 protokolu SSH je OpenSSH od ko-
munity kolem operacˇn´ıho syste´mu OpenBSD. Tato sluzˇba je dostupna´ pro sˇirokou paletu
operacˇn´ıch syste´mu od Linuxu, prˇes varianty BSD azˇ po ty komercˇn´ı. V za´kladn´ı konfigu-
raci nen´ı trˇeba nic meˇnit, pouze pokud bychom chteˇli podporovat X protokol a naprˇ´ıklad
dovolovat spousˇteˇn´ı X aplikac´ı na serveru s jejich na´sledny´m zobrazen´ım na straneˇ klienta,
povol´ıme v konfiguracˇn´ım souboru /etc/ssh/sshd_config na´sleduj´ıc´ı volbu
X11Forwarding yes
Klientsky´mi aplikacemi jsou v prˇ´ıpadeˇ OpenSSH programy ssh, scp a sftp a nahrazuj´ı
telnet, rlogin, rcp a jine´. Pouzˇit´ı ssh k prˇipojen´ı k vzda´lene´mu serveru je beˇzˇneˇjˇs´ı nezˇ
alternativou putty, zna´mou prˇedevsˇ´ım na nesvobodny´ch operacˇn´ıch syste´mech.
Zmeˇnou voleb
ForwardX11 yes
ForwardX11Trusted yes
v konfiguracˇn´ım souboru /etc/ssh/ssh_config doc´ıl´ıme vy´sˇe zmı´neˇne´ho spousˇteˇn´ı X
aplikac´ı na klientske´ plosˇe.
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3.2.2 Pla´novacˇ u´loh Cron
Cron je daemon, ktery´ spousˇt´ı napla´novane´ u´lohy, ktere´ z´ıska´va´ pomoc´ı programu crontab,
v dane´m cˇase, naprˇ´ıklad: kazˇdou minutu, hodinu, den, ty´den, meˇs´ıc nebo v urcˇity´ cˇas.
Dosahuje toho tak, zˇe se spust´ı kazˇdou minutu, provede napla´novane´ u´lohy a ukoncˇ´ı se [14].
Na Debianu jsou k u´kolova´n´ı cronu pouzˇ´ıva´ny na´sleduj´ıc´ı soubory a adresa´rˇe
• uzˇivatelske´ u´lohy (soubory) – /var/spool/cron/crontabs/{user1, root}
• syste´move´ u´lohy (adresa´rˇe)
– periodicke´ – /etc/cron.{daily, weekly, monthly}/
– definovane´/te´maticke´ – /etc/cron.d/
Dillon’s Cron
Nejjednodusˇsˇ´ı z cron˚u; snazˇ´ı se by´t bezpecˇnou implementac´ı cronu, bez ma´lo pouzˇ´ıvany´ch
funkc´ı. Naprˇ´ıklad nepodporuje definici promeˇnny´ch v teˇle souboru crontab. Vsˇechny u´lohy
jsou spusˇteˇny ze shellu /bin/sh.
Fcron
Nejpokrocˇilejˇs´ı ze vsˇech cron˚u, obsahuje nejv´ıce funkc´ı. Je vhodny´ pro syste´my, ktere´ nebeˇzˇ´ı
soustavneˇ, protozˇe serializuje nesplneˇne´ u´lohy a v nejblizˇsˇ´ım mozˇne´m okamzˇiku je spust´ı.
Podporuje nastavova´n´ı promeˇnny´ch, kazˇdy´ uzˇivatel mu˚zˇe mı´t sv˚uj vlastn´ı crontab. Prˇ´ıstup
ke cronu je rˇ´ızen skrz soubory /etc/cron.allow a /etc/cron.deny. Fcron se nada´le
vyv´ıj´ı.
Anacron
Anacron je vhodny´ pro syste´my, ktere´ nebeˇzˇ´ı kontinua´lneˇ. Za´vis´ı na jednom z cron˚u, ktery´
by meˇl Anacron jednou denneˇ spustit, a ten pak provede “prˇeskocˇene´” u´lohy (kdyzˇ byl
syste´m vypnuty´). De facto se nejedna´ o cron.
Vixie cron
Vixie cron je implementac´ı SysV cronu. Kazˇdy´ uzˇivatel ma´ sv˚uj crontab, definice promeˇnny´ch
je povolena. Na rozd´ıl od ostatn´ıch cron˚u podporuje SELinux a PAM. Je to “strˇedn´ı cesta”
mezi Dcronem a Fcronem. Vybral jsem si ho, protozˇe je na Debianu v za´kladn´ı instalaci,
ma´m s n´ım zkusˇenosti z desktopu a veˇtsˇina aplikac´ı, ktere´ instaluj´ı sve´ vlastn´ı u´lohy do
crontabu, vyuzˇ´ıva´ jeho vlastnost´ı.
Pra´ce s cronem
Pla´nova´n´ı uzˇivatelsky´ch u´loh provedeme prˇ´ıkazem crontab -e v shellu dane´ho uzˇivatele.
Pokud by chteˇl administra´tor implantovat uzˇivateli newman u´lohu, zada´ v administra´torske´m
shellu: contab -e -u newman , cˇ´ımzˇ se mu otevrˇe editor definovany´ promeˇnnou EDITOR,
nebo VISUAL, pokud takove´ promeˇnne´ definovane´ nejsou, pouzˇije se program /usr/bin/editor
[17].
Na´sleduj´ıc´ı syntaxi lze pouzˇ´ıt jak v souboru crontab, tak i souborech v adresa´rˇi /etc/cron.d/,
kde jsou “te´maticke´ crontaby”. Naprˇ´ıklad v souboru mrtg budou pravidla pro spusˇteˇn´ı
tvorby grafu prˇes program MRTG. Na´sleduj´ı prˇ´ıklady syntaxe:
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#Minuty Hodiny Dny Meˇsı´ce Den v ty´dnu Prˇı´kaz
0 3 1 1 * /bin/false
30 16 * 1,2 * /bin/true
* * * 1-12/2 * /bin/who am i
3.2.3 Syslog, zaznamena´va´n´ı chodu syste´mu
Syslog je program, ktery´ prˇepos´ıla´ zpra´vy v IP s´ıti. K tomu obsad´ı port 514/UDP, cˇte
zpra´vy, ktere´ mu prˇicha´zej´ı, trˇ´ıd´ı je podle pravidel v konfiguracˇn´ım souboru a ukla´da´ do
adresa´rˇe /var/log/a take´ odes´ıla´ na logovac´ı server pro prˇ´ıpad, zˇe by smeˇrovacˇ byl obsazen
u´tocˇn´ıkem, ktery´ by urcˇiteˇ jako jednu z prvn´ıch veˇc´ı v nasˇem syste´mu vypnul logovac´ıho
daemona.
Jako syslog je cˇasto oznacˇova´n jednak server sb´ıraj´ıc´ı zpra´vy a pak take´ vlastn´ı pro-
tokol, ktery´ je k tomuto pos´ıla´n [18].
Nejcˇasteˇji pouzˇ´ıvan´ı syslog daemoni
• metalog – sˇiroce konfigurovatelny´ logovac´ı daemon, sa´m prova´d´ı rotaci log˚u (podobneˇ
jako samostatny´ program logrotate, ktery´ pouzˇ´ıvaj´ı ostatn´ı daemoni). Jeho nevy´hodou
je, zˇe neumı´ pos´ılat za´znamy aktivity na jine´ stroje, ani je neumı´ prˇij´ımat.
• syslog-ng – asi nejcˇasteˇji pouzˇ´ıvany´ logovac´ı daemon, neprova´d´ı rotaci za´znamu˚. Je
dobrˇe konfigurovatelny´ a umı´ odes´ılat za´znamy na jine´ stroje, ale tato vlastnost se mi
nepovedla nakonfigurovat, a proto jsem pouzˇil program na´sleduj´ıc´ı.
• sysklogd – nejstarsˇ´ı, prˇesto sta´le vyv´ıjeny´, z dnes pouzˇ´ıvany´ch logovac´ıch daemon˚u,
neprova´d´ı rotaci. Umozˇnˇuje odes´ıla´n´ı za´znamu˚ na jine´ stroje. Tento syslog daemon
jsem si vybral.
3.2.4 DNS cache
Na smeˇrovacˇi jsem povazˇoval za nutne´ spustit DNS cache, ktera´ by sb´ırala dvojice rekurzivn´ı
DNS pozˇadavek (dome´nove´ jme´no) — IP adresa. Od klient˚u v mı´stn´ı s´ıti jako naprˇ´ıklad
od webove´ho prohl´ızˇecˇe nebo od emailove´ho klienta z´ıska´ dotaz na dome´nove´ jme´no a od
vzda´lene´ho DNS serveru z´ıska´ IP adresu jakozˇto odpoveˇd’.
Samotna´ cache urychl´ı prˇ´ıˇst´ı prˇeklad dome´nove´ho jme´na na IP adresu t´ım, zˇe se ne-
provede dotaz na vzda´leny´ DNS server, ale pouzˇij´ı se data z cache.
Pro samotnou DNS cache nen´ı nutne´ pouzˇ´ıt tak rozsa´hly´ program jako je bind, stacˇ´ı ap-
likace, ktera´ deˇla´ pouze onu cache nebo DNS software, ktery´ je modula´rn´ı. Jako nejvhodneˇjˇs´ı
rˇesˇen´ı povazˇuji dnscache z bal´ıku djbdns Daniela Bernsteina. Djbdns vznikl z frustrace
zp˚usobene´ bezpecˇnostn´ımi proble´my a nerespektova´n´ım standard˚u ze strany bal´ıku bind,
prˇedevsˇ´ım verze 4 a 8. Djbdns je naproti tomu, stejneˇ jako vsˇechny programy profesora
D. J. Bernsteina, vytva´rˇen s d˚urazem na bezpecˇnost (beˇh v chroot u, oddeˇlen´ı cache a DNS
serveru, beˇh pod nerootovsky´m uzˇivatelem, . . . ) a tradicˇn´ı UNIXovou modularitu (kazˇdy´
u´kon, ktery´ je nutne´ v ra´mci DNS syste´mu udeˇlat, rˇesˇ´ı samostatny´ program, ktery´ je snadno
nahraditelny´ programem jiny´m) [10]. Nevy´hodou jeho programu˚ je jejich licence, tedy sp´ıˇse
to, zˇe licenci nemaj´ı (pouzˇ´ıva´ se pro neˇ oznacˇen´ı license-free software) [8].
Pameˇt’ovou na´rocˇnost lze ovlivnit promeˇnnou CACHESIZE, asi 5% z cache zab´ıra´ tabulka
s rozpty´leny´mi polozˇkami. Pokud dojde v syste´mu pameˇt’, zahod´ı se nejstarsˇ´ı za´znam a
odpoveˇd’ na aktua´ln´ı pozˇadavek se zaznamena´. Vy´choz´ı nastaven´ı po instalaci je CACHESIZE
= 1 MB [9].
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Prˇ´ıklad experimenta´ln´ıho nastaven´ı na velikost 10MB,
# velikost cache
echo 10000000 > /service/dnscache/env/CACHESIZE
# maxima´lnı´ datovy´ limit
echo 10485760 > /service/dnscache/env/DATALIMIT
# restart sluzˇby ‘dnscache’
svc -t /service/dnscache
ktere´ zbytecˇneˇ neomezuje de´lku platnosti za´znamu˚.
Postup konfigurace dnscache viz dodatek A.
3.2.5 DHCP server
Dynamic Host Configuration Protocol je protokol pouzˇ´ıvany´ s´ıt’ovy´mi zarˇ´ızen´ımi k z´ıska´n´ı
IP adresy a obvykle i jiny´ch u´daj˚u pro plnohodnotnou pra´ci v s´ıti. Protokol je typu
server/klient. Server je obvykle jeden na segmentu s´ıteˇ a rozdeˇluje IP adresy ze zadane´ho
rozsahu.
Komunikace serveru a kliente vypada´ takto
1. DHCP DISCOVERY — klient posˇle na broadcastu UDP paket na adresu
255.255.255.255; t´ım pozˇa´da´ vsˇechny dostupne´ DHCP servery o poskytnut´ı adresy
2. DHCP OFFER — server odpov´ı na unicastu prˇ´ımo klientovi a nab´ıdne mu IP
adresu ze sve´ho rozsahu
3. DHCP REQUEST — klient prˇijme adresu a odpov´ı serveru na broadcastu, aby
ostatn´ı DHCP servery veˇdeˇly, zˇe jejich nab´ıdka nebyla klientem prˇijata
4. DHCP ACKNOWLEDGEMENT— server na unicastu klientovi odpov´ı a doda´
mu dalˇs´ı pozˇadovane´ informace (vy´choz´ı bra´na, s´ıt’ova´ maska, DNS servery, . . . )
Implementac´ı DHCP serveru je v Debianu v´ıce, neˇktere´ z nich kra´tce prˇedstav´ım.
udhcp
Je DHCP server/klient vhodny´ prˇedevsˇ´ım pro vestaveˇne´ syste´my, a pokud je kompilova´n
proti uClibc, serverovy´ i klientsky´ bina´rn´ı soubor mu˚zˇe mı´t dohromady jenom 36 kB.
Tento bal´ık nen´ı vhodny´ pro nasazen´ı v s´ıti poskytovatele prˇipojen´ı, protozˇe mu chyb´ı
neˇktere´ vlastnosti a prˇedevsˇ´ım uzˇ nen´ı neˇkolik let vyv´ıjeny´ [39].
dnsmasq
Jednoduchy´ DHCP a DNS server vhodny´ vy´hradneˇ pro doma´c´ı pouzˇit´ı.
ISC DHCP server/klient
ISC DHCP server/klient jsem si zvolil, protozˇe, je aktivneˇ vyv´ıjeny´ a ma´ sˇiroke´ mozˇnosti
konfigurace.
Prˇ´ıklad konfigurace DHCP serveru - prˇideˇlova´n´ı IP adres
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# definice podsı´teˇ
subnet 192.168.0.0 netmask 255.255.0.0 {
pool {
# rozsah prˇideˇlovany´ch adres
range 192.168.1.0 192.168.255.254;
# neprˇideˇlı´ adresu nezna´me´mu klientovi
deny unknown-clients;
# definice klientske´ho zarˇı´zenı´
host user1 {
# adresa HW rozhranı´ (MAC adresa)
hardware ethernet 00:11:22:33:44:55;
# prˇideˇlı´ vzˇdy fixnı´ IP adresu
fixed-address 192.168.1.1;
} # host
} # pool
} # subnet
Alternativa: Zeroconf
Alternativou k syste´mu DHCP je Zeroconf, cozˇ je souhrnny´ na´zev pro sadu technik, ktera´
automaticky vytvorˇ´ı pouzˇitelnou s´ıt’ na technologii IP bez toho, aby byla nutna´ konfigu-
race zarˇ´ızen´ı cˇi specializovane´ servery. Zeroconf mu˚zˇe usnadnit netechnicky´m uzˇivatel˚um
nastaven´ı mensˇ´ı s´ıteˇ, ktera´ mu˚zˇe obsahovat klientske´ pocˇ´ıtacˇe, tiska´rny a jina´ zarˇ´ızen´ı od
ktery´ch se da´ cˇekat automaticke´ nakonfigurova´n´ı. Zeroconf mu˚zˇe zastoupit funkci DHCP a
DNS server˚u [49] [29].
Zeroconf automaticky rˇesˇ´ı tyto proble´my: vy´beˇr s´ıt’ovy´ch adres pro zarˇ´ızen´ı, jme´na
konkre´tn´ıch zarˇ´ızen´ı, zjiˇst’ova´n´ı dostupny´ch sluzˇeb v s´ıti.
Hlavn´ı implementace: Apple Bonjour, Avahi a implementace Zeroconf ve Windows CE
5.0 .
Rozsˇ´ıˇren´ı Zeroconfu je pomaly´ a nikdy jsem se s n´ım nesetkal, jedn´ım z d˚uvod˚u mu˚zˇe
by´t autokonfigurace IP adresy v protokolech IPv4 a IPv6 tzv. link-local. Je pravdeˇpodobne´,
zˇe pro tak velkou s´ıt’ jako je Rous´ınovsko.net by se ani nehodil.
3.2.6 Transparentn´ı SMTP/POP3/IMAP proxy
Na smeˇrovacˇi jsem nasadil transparentn´ı SMTP/POP3/IMAP proxy p3scan. Idea je takova´,
zˇe porty 25 (SMTP), 110 (POP3) a 143 (IMAP) jsou prˇesmeˇrova´ny pomoc´ı iptables na
port 8110, na ktere´m posloucha´ p3scan a kontroluje obsah email˚u na viry a spam.
Pokud je prˇi prˇij´ıma´n´ı emailu jeden z teˇchto nezˇa´douc´ıch element˚u nalezen, je ulozˇen
do “karante´ny” a adresa´t je uveˇdomeˇn v tom smyslu, zˇe zpra´va pro neˇj byla za´vadna´,
a pokud ma´ pochybnosti o spra´vnosti jej´ıho prˇesunu do karante´ny, a tedy nedorucˇen´ı,
mu˚zˇe kontaktovat administra´tora, sdeˇlit mu ko´d, pod jaky´m byla ulozˇena, a ten zpra´vu
zkontroluje rucˇneˇ.
Je-li pos´ıla´n spam nebo zavirovany´ email z vnitrˇn´ı s´ıteˇ, je ze strany p3scanu zrusˇeno
spojen´ı se vzda´leny´m SMTP serverem a zpra´va nedorucˇena.
p3scan umozˇnˇuje definovat program nebo skript, ktere´mu bude prˇi “pr˚uchodu” emailu
smeˇrovacˇem prˇedlozˇen soubor s emailem. Vytvorˇil jsem skript, ktery´ otestuje zpra´vu antivi-
rovy´m programem na prˇ´ıtomnost vir˚u a antispamovy´m softwarem na prˇ´ıtomnost spamu,
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a pokud oba dva testy skoncˇ´ı negativn´ım vy´sledkem, je email zhodnocen jako prˇ´ıpustny´ a
pouze v tomto prˇ´ıpadeˇ je odesla´n cˇi prˇijat. Skript je soucˇa´st´ı dodatku C.
S programem p3scan byla mala´ pot´ızˇ. V repozita´rˇi Debianu byla pouze stara´ verze,
ktera´ nepodporovala protokol SMTP, proto jsem si sta´hl vy´vojovou verzi a tu zkompiloval.
Prˇestozˇe je to verze vy´vojova´, nenarazil jsem prˇi jej´ım pouzˇ´ıva´n´ı na zˇa´dne´ proble´my.
3.2.7 Antivirovy´ software
Jako antivirovy´ software byl zvolen svobodny´ Clam AntiVirus, ktery´ je periodicky aktuali-
zova´n sluzˇbou clamav-freshclam. ClamAV jsem nastavil jako server/klient architekturu,
jej´ı pouzˇit´ı je doporucˇova´no jako vy´konneˇjˇs´ı nezˇ samostatneˇ stoj´ıc´ı rˇesˇen´ı. Sluzˇba clamd
posloucha´ na portu 3310 a cˇeka´ na prˇ´ıchoz´ı spojen´ı. Program, ktery´ takove´to spojen´ı ob-
vykle iniciuje, je clamdscan.
Ten prˇeda´ serveru soubor a cˇeka´ na rozhodnut´ı, zda je email zavirova´n cˇi ne.
Obra´zek 3.1: “Obarveny´” za´znam cˇinnosti sluzˇby aktualizuj´ıc´ı virove´ definice
3.2.8 Antispamovy´ software
Za nejvhodneˇjˇs´ı rˇesˇen´ı na zjiˇst’ova´n´ı spamu jsem zvolil SpamAssassin. Stejneˇ jako u an-
tivirove´ho rˇesˇen´ı jsem dal prˇednost architekturˇe server/klient. Server spamd nasloucha´ na
portu 783, klientskou aplikac´ı je spamc, ktery´ je na rozd´ıl od programu spamassassin
[Perl] naprogramovany´ v jazyce C.
Aby SpamAssassin s co nejveˇtsˇ´ı pravdeˇpodobnost´ı rozeznal spam (nevyzˇa´dana´ posˇta)
a ham (vyzˇa´dana´ posˇta), je trˇeba ho doslova “naucˇit”, co je spam a co ham. Z webove´ho
archivu jsem si sta´hl neˇkolik tis´ıc email˚u, ktere´ jsou povazˇova´ny za spam, a nechal jsem je
aplikac´ı sa-learn naucˇit. To same´ jsem udeˇlal asi se stovkami email˚u, ktere´ ma´m ve sve´
osobn´ı schra´nce, a oznacˇil je za ham.
3.2.9 Podpora IPv6 v operacˇn´ım syste´mu a prˇideˇlova´n´ı IPv6 adres
Aby se klientska´ stanice mohla prˇipojit do IPv6 internetu, mus´ı pro tento internet nove´
generace obsahovat podporu. Podpora v ra´mci operacˇn´ıho syste´mu se deˇl´ı na dveˇ cˇa´sti
• ja´dro operacˇn´ıho syste´mu – podporu pro IPv6 poskytuje jaderny´ modul ipv6.ko.
Nejlepsˇ´ı podpora IPv6 je v ja´drˇe rˇady 2.6, v rˇadeˇ 2.4 uzˇ nejsou prˇida´va´ny nove´ funkce,
ktere´ by pokry´valy nejnoveˇjˇs´ı RFC dokumenty.
• uzˇivatelske´ aplikace – Sendmail, Exim, Qmail, BIND, VLC/VLS, Quake, SSH,
Apache, Mozilla Firefox, lynx, elinks, Squid, wget, mplayer a dalˇs´ı.
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Ve vsˇech modern´ıch distribuc´ıch je dnes IPv6 podpora implicitneˇ zapnuta jak v ja´drˇe,
tak v uzˇivatelsky´ch aplikac´ıch. Za´lezˇ´ı na dodatecˇne´ konfiguraci jednotlivy´ch sluzˇeb a pro-
gramu˚, zda budou prˇipojen´ı skrz internet nove´ generace preferovat a protokol IP verze
cˇtvrte´ pouzˇij´ı pouze jako za´lozˇn´ı mozˇnost.
Pokud na´sˇ poskytovatel prˇipojen´ı k internetu neposkytuje IPv6 konektivitu, mus´ıme si
ji zarˇ´ıdit sve´pomoc´ı skrz tak zvane´ho “Tunnel Brokera”. Tunnel Broker je organizace, ktera´
z´ıskala komercˇn´ı adresn´ı rozsah a poskytuje ho svy´m za´kazn´ık˚um. Obvykly´ rozsah, ktery´ je
poskytnut za´kazn´ıkovi, je /64 (takzvany´ prefix a ten na´m dovol´ı prˇipojit 2(128−64) zarˇ´ızen´ı,
cozˇ je 4 294 967 296 dnesˇn´ıch internet˚u.
Prˇideˇlova´n´ı IPv6 adres
Jsou dostupne´ dveˇ metody automaticke´ho prˇideˇlova´n´ı IPv6 adres, bezstavove´ ([30] a [31])
a stavove´ ([32]).
1. Bezstavove´ prˇideˇlova´n´ı IPv6 adres, smeˇrovacˇem, klient˚um je rˇesˇeno skrz Router Ad-
vertisement Daemona radvd, ktery´ je definova´n v RFC2461. Tento daemon ocˇeka´va´
router solicitations (zˇa´dost smeˇrovacˇe) a odpov´ıda´ pomoc´ı router advertisement (hla´sˇen´ı
smeˇrovacˇe), ktere´, v za´vislosti na nastaven´ı v souboru /etc/radvd.conf , obsahuje
prefix s´ıteˇ, MTU linky a dalˇs´ı. Teˇchto neˇkolik ma´lo informac´ı stacˇ´ı klientovi, aby svou
IPv6 adresu tzv. autokonfiguroval.
Z MAC adresy klienta 00:11:22:33:44:55 vytvorˇ´ıme adresu ve forma´tu EUI-64
tak, zˇe doprostrˇed vlozˇ´ıme sekvenci FFFE a znegujeme sedmy´ bit zleva. Vy´sledkem
budizˇ
02:11:22:FF:FE:33:44:55. Spojen´ım prefixu z´ıskane´ho od Tunnel Brokera Hurri-
cane Electric, 2001:470:1F00:3740::/64 a EUI-64 adresy, z´ıska´me verˇejnou IPv6
adresu 2001:470:1f00:3740:211:22ff:fe33:4455/64 , se kterou mu˚zˇeme prˇistupovat
do IPv6 internetu.
2. Stavove´ prˇideˇlova´n´ı adres je rˇesˇeno prˇes DHCPv6. Acˇkoliv protokol IPv6 byl navrzˇen
tak, aby pouzˇit´ı DHCP serveru nebylo nutne´, prˇesto bylo pozdeˇji zahrnuto do trˇ´ı
dokument˚u IETF: RFC cˇ´ıslo 3315, 3633 a 3646. Skrz DHCPv6 mohou by´t sˇ´ıˇreny
informace, ktere´ by se nedaly zjistit z jiny´ch zdroj˚u – naprˇ´ıklad DNS server. Pouzˇ´ıvaj´ı
se dveˇ implementace DHCPv6
• wide-dhcpv6 – Implementace navazuj´ıc´ı na projekty KAME a WIDE, posledn´ı
verze vysˇla 16. rˇ´ıjna 2006. Projekt se zda´ by´t v´ıce cˇi me´neˇ mrtvy´.
• dibbler – Aktivneˇ vyv´ıjeny´ projekt, ktery´ byl prˇed vyda´n´ım verze 0.6 otestova´n,
zda spolupracuje se sedmi r˚uzny´mi, otevrˇeny´mi i uzavrˇeny´mi, platformami
(z´ıska´va´n´ı a poskytova´n´ı adres zarˇ´ızen´ım, relay sluzˇby, . . . ). Je implementova´n na
GNU/Linuxu a prˇedpokla´da´ se jeho portace na FreeBSD.
Prakticke´ spojen´ı s Tunnel Brokerem
Spojen´ı s Tunnel Brokerem a prˇ´ıstup na internet z´ıska´me takto
1. nacˇteme jaderny´ modul ipv6.ko
modprobe ipv6
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2. vytvorˇ´ıme pojmenovany´ tunel sixbone mezi verˇejnou IPv4 adresou smeˇrovacˇe (147.229.194.163)
a IPv4 adresou Tunnel Brokera (64.71.128.82)
ip tunnel add sixbone mode sit remote 64.71.128.82 local 147.229.194.163
ttl 255
3. aktivujeme tunel
ip link set sixbone up
4. asociujeme IPv6 adresu z´ıskanou od Hurricane Electric s rozhran´ım sixbone
ip addr add 2001:470:1F00:FFFF::1C71/127 dev sixbone
5. vsˇechen IPv6 provoz smeˇrujeme skrz rozhran´ı sixbone
ip route add ::/0 dev sixbone
6. vsˇechen provoz z adresn´ıho rozsahu 2001:470:1F00:3740::/64 posˇleme na rozhran´ı
eth1, ktere´ smeˇrˇuje do vnitrˇn´ı s´ıteˇ
ip route add 2001:470:1F00:3740::/64 dev eth1
7. prˇ´ıkazem ip -f inet6 addr si mu˚zˇeme zkontrolovat nastaven´ı rozhran´ı
1: lo: <LOOPBACK,UP,10000> mtu 16436
inet6 ::1/128 scope host
valid_lft forever preferred_lft forever
3: eth0: <BROADCAST,MULTICAST,UP,10000> mtu 1500 qlen 1000
inet6 fe80::20a:e4ff:fe53:9261/64 scope link
valid_lft forever preferred_lft forever
4: eth1: <BROADCAST,MULTICAST,UP,10000> mtu 1500 qlen 1000
inet6 fe80::219:e0ff:fe0b:6930/64 scope link
valid_lft forever preferred_lft forever
7: sixbone@NONE: <POINTOPOINT,NOARP,UP,10000> mtu 1480
inet6 2001:470:1f00:ffff::1c71/127 scope global
valid_lft forever preferred_lft forever
inet6 fe80::c0a8:1/64 scope link
valid_lft forever preferred_lft forever
inet6 fe80::93e5:c2a3/64 scope link
valid_lft forever preferred_lft forever
3.2.10 Web server pro nenada´le´ situace
Pro prˇ´ıpad, zˇe by smeˇrovacˇ ztratil spojen´ı s vneˇjˇs´ım internetem, je nanejvy´sˇ vhodne´, aby
poskytovatel prˇipojen´ı sve´ za´kazn´ıky o tomto stavu uveˇdomil. Da´ se prˇedpokla´dat, zˇe
uzˇivatele´ v dobeˇ vy´padku pouzˇ´ıvaj´ı prˇedevsˇ´ım sluzˇbu WWW, a pokud ne, trˇeba si do te´
doby vymeˇnˇovali zpra´vy prˇes XMPP/Jabber, pokus´ı se v prˇ´ıpadeˇ proble´mu˚ na tuto sluzˇbu
prˇipojit. Proto stacˇ´ı prˇesmeˇrovat vsˇechen odchoz´ı provoz smeˇrˇuj´ıc´ı na port 80 na webovy´
server poskytovatele prˇipojen´ı, kde bude zpra´va o nastale´ chybeˇ a prˇedpokla´dane´ dobeˇ do
vyrˇesˇen´ı.
Takovy´mto serverem mu˚zˇe by´t i tento smeˇrovacˇ.
Za WWW/HTTP server jsem zvolil Lighttpd, protozˇe je snadno konfigurovatelny´ a
zab´ıra´ minimum syste´movy´ch prostrˇedk˚u. Protozˇe tento server host´ı take´ u´cˇtova´n´ı provozu
22
jednotlivy´ch uzˇivatel˚u, je dostupny´ pouze s vnitrˇn´ı s´ıteˇ. Kv˚uli vysˇsˇ´ı bezpecˇnosti je spusˇteˇn
v chrootu a pod nerootovsky´m u´cˇtem.
Tento prˇ´ıkaz zajist´ı vy´sˇe zminˇovane´ prˇesmeˇrova´n´ı provozu na portu 80
iptable -t nat -A PREROUTING -p tcp -i eth1 --destination ! 192.168.0.0/16
--dport 80 -j DNAT --to 192.168.0.1:8080
Web server mu˚zˇe by´t pouzˇit potencia´lneˇ i pro jine´ u´cˇely, trˇeba kdyzˇ uzˇivatel prˇekrocˇ´ı
datovy´ limit prˇi stahova´n´ı, mu˚zˇe mu by´t na webu zobrazeno, zˇe je odpojen od vneˇjˇs´ıho
internetu. Prˇ´ıpadneˇ by provozovatel s´ıteˇ mohl prˇi prvn´ım prˇ´ıstupu webu od prˇideˇleni IP
adresy prˇesmeˇrovat za´kazn´ıka na stra´nku s aktua´ln´ımi informacemi o s´ıti nebo s rekla-
mami. Prˇedpokla´da´m, zˇe tuto “vlastnost” by uzˇivatele´ neprˇijali s nadsˇen´ım, proto jsem se
j´ı nezaby´val jinak, nezˇ v u´vahou v tomto odstavci.
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Kapitola 4
Autentizace klient˚u, u´cˇtova´n´ı
provozu a rˇ´ızen´ı sˇ´ıˇrky pa´sma
4.1 Autentizace klient˚u
Oveˇrˇova´n´ı klient˚u je prova´deˇna na dvou u´rovn´ıch
1. pomoc´ı jaderne´ho frameworku netfilter, beˇzˇneˇ asociovane´ho s programem iptables
a
2. pomoc´ı nastaven´ı DHCP serveru.
Pomoc´ı iptables mu˚zˇeme “spa´rovat” IP adresu s MAC adresou. Pokud si neˇkdo (stat-
icky) nastav´ı IP adresu na jinou, nezˇ je registrova´na na smeˇrovacˇi, a bude cht´ıt prˇistoupit
do internetu, bude j´ım poslany´ paket zahozen bez upozorneˇn´ı.
Abych toto nemusel deˇlat rucˇneˇ vytvorˇil jsem si k tomu shellovy´ skript gen.sh. Uka´zky
viz dodatek D, ktery´ pomoc´ı prˇednastaveny´ch promeˇnny´ch zajist´ı vygenerova´n´ı pravidel
pro firewall, rˇ´ızen´ı sˇ´ıˇrky pa´sma a DHCP server, vzhledem k pocˇtu uzˇivatel˚u.
GRP + HOST - urcˇujı´ IP adresu (jsou za´visle´ na pocˇtu klientu˚ v sı´ti)
MAC - MAC adresa klienta
iptables -A FORWARD -s 192.168.${GRP}.${HOST}
-m mac --mac-source ! ${MAC} -j DROP
Logika prˇ´ıkazu je takova´to: “Pokud se paket snazˇ´ı j´ıt skrz smeˇrovacˇ do internetu a
jeho IP adresa je 192.168.1.1 a MAC adresa nen´ı 00:11:22:33:44:55, zahod’ paket bez
upozorneˇn´ı.”
Druhou “lini´ı obrany” je prˇideˇlova´n´ı IP adres DHCP serverem jenom teˇm klient˚um,
kterˇ´ı jsou definova´ni v konfiguracˇn´ım souboru /etc/dhcp/dhcpd.conf
range 192.168.1.0 192.168.255.254;
deny unknown-clients;
host user1 {
hardware ethernet 00:11:22:33:44:55;
fixed-address 192.168.1.1;
}
Ostatn´ım klient˚um nebude IP adresa prop˚ujcˇena d´ıky volbeˇ deny unknown-clients .
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4.2 Skript gen.sh
Nastaven´ım promeˇnny´ch GARANCE1, MAXIMUM, BURST, BAND DOWN, BAND UP, WAN IFACE a
LAN IFACE doda´me skriptu “prˇedstavu” o nasˇ´ı s´ıti prˇedevsˇ´ım co se ty´cˇe rozhran´ı smeˇrem
do internetu a do vnitrˇn´ı s´ıteˇ a take´ o tom, jakou propustnost budou mı´t jednotliv´ı uzˇivatele´
k dispozici.
Pocˇet uzˇivatel˚u obsahuje promeˇnna´ USERS, ktera´ je naplneˇna prˇ´ıkazem wc -l mac.list
| awk ’ print $1 ’. V souboru mac.list jsou ulozˇeny MAC adresy uzˇivatel˚u s´ıteˇ, jedna
na rˇa´dek.
Skript obsahuje trˇi funkce. Popis v dodatku D nen´ı u´plny´, pro ucelene´ informace viz
skript samotny´ v adresa´rˇi /root/ibp/scripts/ na odevzdane´m datove´m me´diu.
4.3 U´cˇtova´n´ı provozu
Aby bylo mozˇne´ zjistit, kolik dat uzˇivatele´ stahuj´ı z internetu, a t´ım prˇ´ıpadneˇ porusˇuj´ı
pravidla s´ıteˇ, je na smeˇrovacˇi zavedeno u´cˇtova´n´ı provozu jednotlivy´m uzˇivatel˚um. Ke kazˇde´
klientske´ IP adrese je je prˇiˇrazeno specia´ln´ı pravidlo ve firewallu netfilter
iptables -I FORWARD --destination 192.168.1.1 -j ACCEPT
ktere´ zajist´ı, zˇe kazˇdy´ paket, ktery´ prˇijde klientovi s IP adresou 192.168.1.1, bude
zapocˇ´ıta´n. Pote´ si mu˚zˇeme prˇ´ıkazem iptables -L FORWARD -v -n -Z zjistit, kolik bajt˚u
jizˇ ke klientovi prˇiˇslo. Tento u´daj je potrˇebny´ pro na´stroj MRTG, ktery´ si ho kazˇdy´ch peˇt
minut prˇecˇte a podle neˇj dopln´ı u´daje do grafu.
4.3.1 MRTG
MRTG je software pro monitorova´n´ı zat´ızˇen´ı s´ıt’ovy´ch linek pomoc´ı vygenerovany´ch graf˚u.
MRTG je napsany´ v Perlu a take´ d´ıky tomu je multiplatformn´ı, funguje na Linuxu, vari-
anta´ch BSD, Novel Netware a jiny´ch; sˇ´ıˇreny´ je pod GNU GPL 2 [27]. Pu˚vodneˇ byl vytvorˇen
k monitorova´n´ı smeˇrovacˇ˚u, ale cˇasem se vyvinul k obecne´mu monitorova´n´ı syste´mu skrz
SNMP.
MRTG pos´ıla´ zarˇ´ızen´ı pomoc´ı SNMP pozˇadavek s dveˇma identifika´tory objekt˚u (OID).
Zarˇ´ızen´ı, ktere´ mus´ı podporovat SNMP, obsahuje management information base (MIB), ve
ktere´m dohleda´ specifikovane´ identifika´tory (OID) a vra´t´ı data. MRTG si pote´ zaznamena´
data do logu (za´znamu) na klientovi a spolecˇneˇ s uzˇ drˇ´ıve sesb´ırany´mi u´daji vytvorˇ´ı HTML
soubor a vygeneruje grafy vztahuj´ıc´ı se k dane´mu zarˇ´ızen´ı.
Protozˇe smeˇrovacˇ de facto poskytuje informace sa´m sobeˇ, je za´kladn´ı podmı´nkou, aby
na smeˇrovacˇi beˇzˇel SNMP daemon, ktery´ bude poskytovat informace a data klientovi -
v nasˇem prˇ´ıpadeˇ MRTG.
4.3.2 Monitorova´n´ı syste´movy´ch prostrˇedk˚u
Pomoc´ı MRTG se da´ nejen sledovat mnozˇstv´ı prˇeneseny´ch dat, ale take´ jake´koliv jine´ u´daje
dosazˇitelne´ prˇes SNMP v MIB. Na´sleduje komentovany´ prˇ´ıklad
• WorkDir: /var/www/mrtg
Nastav´ı pracovn´ı adresa´rˇ, do neˇj bude generovat vy´sledky (databa´ze, grafy)
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Obra´zek 4.1: Vyuzˇit´ı operacˇn´ı pameˇti
• LoadMIBs: /usr/share/snmp/mibs/UCD-SNMP-MIB.txt
Nacˇten´ı MIB databa´ze
• Target[router01.cpu]:ssCpuRawUser.0&ssCpuRawUser.0:publicrouter01+
ssCpuRawSystem.0&ssCpuRawSystem.0:publicrouter01+
ssCpuRawNice.0&ssCpuRawNice.0:publicrouter01
Rˇeteˇzec urcˇuj´ıc´ı, ktera´ data budou z databa´ze vyb´ıra´na.
• RouterUptime[router01.cpu]: public@router01
Na smeˇrovacˇi router01 zjist´ı, kolik cˇasu uplynulo od posledn´ıho spusˇteˇn´ı.
• MaxBytes[router01.cpu]: 100
Maxima´ln´ı hodnota na stupnici, vsˇe, co je veˇtsˇ´ı, je zahozeno jako chybna´ data.
Dalˇs´ı polozˇky v konfiguracˇn´ım souboru jsou v´ıce me´neˇ nepovinne´ a zlepsˇuj´ı cˇitelnost a
orientaci ve vy´sledne´ stra´nce i grafech.
4.3.3 Monitorova´n´ı provozu uzˇivatel˚u s´ıteˇ
Vytvorˇen´ı nove´ho kontrolovane´ho uzˇivatele
Skript mkusertraffic.sh <IP adresa> prˇida´ uzˇivatele se zadanou IP adresou do seznamu
kontrolovany´ch uzˇivatel˚u tak, zˇe vytvorˇ´ı soubor s konfigurac´ı pro MRTG, ne nepodobny´ te´
vy´sˇe uvedene´.
Obra´zek 4.2: “Vyuzˇit´ı” sˇ´ıˇrky pa´sma klientem
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Z´ıska´n´ı u´daj˚u o prˇeneseny´ch datech
Pomoc´ı skriptu getusertraffic.sh <IP adresa> vra´t´ı pocˇet prˇeneseny´ch dat smeˇrem
k uzˇivateli s danou IP v Bytech.
Vygenerova´n´ı graf˚u uzˇivateli
Skript runusertraffic.sh zjist´ı IP adresy vsˇech kontrolovany´ch uzˇivatel˚u a spust´ı na
jejich konfiguracˇn´ıch souborech MRTG. Po skoncˇen´ı tohoto skriptu jsou vsˇechny grafy pro
uzˇivatele vygenerova´ny a rˇeteˇzec FORWARD, ze ktere´ho jsou bra´na data, vynulova´n.
Automatizace cronem
Pomoc´ı cron daemonu mu˚zˇeme periodicky napla´novat u´lohy, ktera´ zajist´ı automaticke´ ak-
tualizova´n´ı graf˚u.
Pravidlem
*/5 * * * * root if [ -x /usr/bin/mrtg ] && [ -r /etc/mrtg/cpu.cfg ]; then env
LANG=C /usr/bin/mrtg /etc/mrtg/cpu.cfg >> /var/log/mrtg/mrtg.log 2>&1; fi
automatizujeme sb´ıra´n´ı dat o vyt´ızˇen´ı procesoru a pravidlem
*/5 * * * * root /etc/mrtg/runusertraffic.sh
zajist´ıme generova´n´ı graf˚u pro vsˇechny uzˇivatele.
Publikace graf˚u
MRTG generuje HTML stra´nky a obrazove´ grafy do adresa´rˇe /var/www/ , cozˇ je take´
rootovsky´ adresa´rˇ pro server. Prˇ´ıstup k HTTP serveru je omezen na vnitrˇn´ı s´ıt’ z d˚uvodu
priva´tnosti dat.
4.4 Rˇı´zen´ı sˇ´ıˇrky pa´sma
Zˇa´dna´ s´ıt’ nema´ neomezene´ prostrˇedky, co se ty´cˇe propustnosti, chce-li uzˇivatel˚um nab´ıdnout
maximum ze sve´ konektivity, mus´ı klient˚um garantovat minima´ln´ı propustnost, ktera´ bude
vzˇdy dostupna´, a maxima´ln´ı propustnost nastavit bl´ızko rychlosti spojen´ı do internetu.
Pokud je o sˇ´ıˇrku pa´sma veˇtsˇ´ı za´jem, nezˇ jsme schopni zajistit, prˇicha´z´ı na rˇadu omezova´n´ı
uzˇivatel˚u.
K omezova´n´ı potrˇeb uzˇivatel˚u na´m pomu˚zˇe classfull qdisc ([qdisc = queueing discipline]
volneˇ prˇelozˇeno “rˇad´ıc´ı discipl´ına obsahuj´ıc´ı trˇ´ıdy”) a konkre´tneˇ jeho HTB v3 (Hierarchical
Token Bucket) implementace v ja´drˇe noveˇjˇs´ım nezˇ 2.4.20 [16].
Prˇedevsˇ´ım je d˚ulezˇite´ si uveˇdomit, zˇe nemu˚zˇeme prˇ´ımo urcˇovat, kolik dat k na´m prˇicha´z´ı
- mu˚zˇeme to ale cˇa´stecˇneˇ ovlivnit. V obvykle´m prˇ´ıpadeˇ, pokud na´m vzda´leny´ server pos´ıla´
data rychleji, nezˇ jsme schopni prˇij´ımat, data jsou po cesteˇ k na´m zahozena, nebo ne-
dorucˇena, a pokud server nen´ı informova´n o dorucˇen´ı, sn´ızˇ´ı rychlost (konkre´tn´ı algoritmus
zmeˇny pos´ıla´n´ı dat je za´visly´ na implementaci TCP/IP za´sobn´ıku). Sˇ´ıˇrku pa´sma mu˚zˇeme
ovlivnˇovat pouze smeˇrem ven z nasˇ´ı s´ıteˇ a tuto kontrolu je nejlepsˇ´ı deˇlat a rozhran´ı smeˇrem
do nasˇ´ı s´ıteˇ. Pokud bychom sˇ´ıˇrku pa´sma rˇ´ıdili na vneˇjˇs´ım rozhran´ı, kde je naprˇ´ıklad 256MBit
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ADSL router, tak by k neˇmu mohlo prˇicha´zet v´ıce dat, nezˇ je schopen odes´ılat, a v tom
prˇ´ıpadeˇ by sˇ´ıˇrku pa´sma rˇ´ıdil on. Stav se pokus´ıme “umeˇle” navodit pomoc´ı na´stroj˚u k rˇ´ızen´ı
sˇ´ıˇrky pa´sma [22].
Da´le je nutne´ mı´t na pameˇti, zˇe sˇ´ıˇrku pa´sma mu˚zˇeme rˇ´ıdit pouze u protokolu TCP, ne
tak uzˇ u UDP, ktere´ nema´ zˇa´dny´ potvrzovac´ı mechanismus, a nemu˚zˇe proto “zrychlovat”
ani “zpomalovat”.
Pravidla jsou ja´dru prˇeda´va´na programem tc (Traffic Control) z bal´ıku iproute.
Struktura pravidel je hierarchicka´, ma´ jeden pojmenovany´ korˇenovy´ uzel a procha´z´ı se
rekurzivneˇ. Prˇi zada´van´ı novy´ch pravidel rˇ´ızen´ı sˇ´ıˇrky pa´sma je dobre´ vsˇechny prˇedchoz´ı
rˇad´ıc´ı discipl´ıny vymazat a pote´ vlozˇit novou – typu HTB. Na tento korˇenovy´ uzel, obvykle
znacˇeny´ 1:0, “poveˇs´ıme” dalˇs´ı uzel, ktery´ bude mı´t sˇ´ıˇrku pa´sma stejnou nebo o neˇco mensˇ´ı,
nezˇ je konektivita do internetu. Pojmenujeme ho 1:1 a poveˇs´ıme na neˇho dalˇs´ı uzly, ktere´
uzˇ budou reprezentovat sˇ´ıˇrku pa´sma rezervovanou pro klienty.
tc class add dev eth1 parent 1:0 classid 1:1 htb rate 256kbit
tc class add dev eth1 parent 1:1 classid 1:11 htb rate 64kbit ceil 256kbit
Rˇa´dek prvn´ı vytvorˇ´ı zminˇovany´ korˇenovy´ uzel. Rˇa´dek druhy´ prˇipoj´ı uzel 1:11 na uzel
1:1 a definuje pro neˇj, zˇe
1. garantovana´ propustnost bude 64 kbit/s a
2. maxima´ln´ı propustnost bude 256 kbit/s (anizˇ by byli omezeni ostatn´ı uzˇivatele´).
4.4.1 Volby ovlivnˇuj´ıc´ı sˇ´ıˇrku pa´sma
• rate – maxima´ln´ı propustnost, kterou ma´ dana´ trˇ´ıda a jej´ı potomci garantovanou
• ceil – maxima´ln´ı propustnost, ktere´ mu˚zˇe trˇ´ıda dosa´hnout, pokud trˇ´ıda prˇedch˚udce
neˇco usporˇila. Pokud nen´ı tato volba explicitneˇ zada´na, pouzˇije se mı´sto n´ı implicitneˇ
hodnota rate. Cozˇ znamena´ zˇe, zˇa´dne´ “vy´p˚ujcˇky” u nadrˇazene´ trˇ´ıdy se prova´deˇt
nebudou.
• burst – mnozˇstv´ı, o ktere´ mu˚zˇe mu˚zˇe by´t hodnota ceil prˇekrocˇena prˇi nevyuzˇit´ı
propustnosti z rate. U na´sledn´ıka by meˇla by´t alesponˇ tak velka´, jako nejvysˇsˇ´ı z teˇchto
hodnot u potomk˚u.
4.4.2 Znacˇkova´n´ı paket˚u
Aby bylo mozˇne´ pakety propousˇteˇt, cˇi zahazovat, je nutne´ si je poznacˇit:
iptables -t mangle -A POSTROUTING -d 192.168.1.1 -j MARK --set-mark 1
iptables -t mangle -A POSTROUTING -d 192.168.1.2 -j MARK --set-mark 2
iptables -t mangle -A POSTROUTING -d 192.168.1.3 -j MARK --set-mark 3
Pakety jsou oznacˇeny cˇ´ısly (1,3), kazˇdy´ z nich smeˇrˇuje na jinou c´ılovou stanici [34].
Na´sleduj´ıc´ımi filtrovac´ımi pravidly jsou prˇiˇrazeny do spra´vne´ “sˇkatulky”
tc filter add dev eth1 parent 1:0 protocol ip handle 1 fw flowid 1:11
tc filter add dev eth1 parent 1:0 protocol ip handle 2 fw flowid 1:12
tc filter add dev eth1 parent 1:0 protocol ip handle 3 fw flowid 1:13
a mu˚zˇou by´t rˇ´ızeny, co se ty´cˇe sˇ´ıˇrky pa´sma.
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4.4.3 Dalˇs´ı metody rˇ´ızen´ı sˇ´ıˇrky pa´sma
Pouzˇita´ implementace rˇ´ızen´ı sˇ´ıˇrky pa´sma nen´ı prˇirozeneˇ jedinou, ktera´ se da´ pouzˇ´ıt. Mozˇnou
alternativou jsou:
• CBQ - Je stejneˇ vy´konne´ jako HTB, ale je povazˇova´no za obt´ızˇneˇji nastavitelne´.
• IMQ - Da´va´ pravdeˇpodobneˇ nejsilneˇjˇs´ı mozˇnosti k rˇ´ızen´ı sˇ´ıˇrky pa´sma, ale nikdy nebyl,
a nikdy nebude, zarˇazen do hlavn´ı veˇtve linuxove´ho ja´dra, protozˇe, podle neˇktery´ch
vy´voja´rˇ˚u ja´dra, nen´ı korektneˇ naprogramova´n, a to, co deˇla´, je teoreticky sˇpatneˇ [11].
Jeho pouzˇit´ı na produkcˇn´ım stroji je diskutabiln´ı a distribuc´ıch, ve ktery´ch k pro neˇho
nen´ı prˇ´ıma´ podpora, jako naprˇ´ıklad v Debianu, velmi slozˇite´.
• IFB - Je na´sledn´ık IMQ, azˇ doneda´vna k neˇmu nebyla zˇa´dna´ dokumentace, meˇlo by
nab´ızet sˇirsˇ´ı mozˇnosti nezˇ HTB, ale dosud nen´ı pravdeˇpodobneˇ tak stabiln´ı [25].
4.4.4 Rˇı´zen´ı sˇ´ıˇrky pa´sma na dle pouzˇite´ho aplikacˇn´ıho protokolu
Vsˇechny doposud zmı´neˇne´ zp˚usoby rˇ´ızen´ı sˇ´ıˇrky pa´sma neanalyzovaly, jaka´ data prˇes smeˇrovacˇ
proud´ı. Prˇitom pro provozovatele mu˚zˇe by´t vy´hodne´ omezit uzˇivatele, kterˇ´ı stahuj´ı au-
diovizua´ln´ı materia´ly prˇes BitTorrent nebo DC++, a da´t usˇetrˇenou sˇ´ıˇrku pa´sma k dispozici
uzˇivatel˚um webu. Jedno z mozˇny´ch rˇesˇen´ı je l7-filter, ktery´ se skla´da´ ze trˇ´ı cˇa´st´ı: jaderny´ch
modul˚u pro inspekci procha´zej´ıc´ıch dat, z definic rozpozna´vaj´ıc´ıch pouzˇity´ protokol v datech
a z programu˚ v uzˇivatelske´m prostoru, ktere´ spolupracuj´ı s netfilterem (iptables). Druhou
mozˇnost´ı filtrovat data na aplikacˇn´ı u´rovni je IPP2P, ale ta neprocha´z´ı aktivn´ı vy´vojem a
nema´ takove´ mozˇnosti jako sada l7-filter.
Filtry na aplikacˇn´ı u´rovni jsem nepouzˇil protozˇe poskytovatel prˇipojen´ı takovou sluzˇbu
nema´ za´jem vyuzˇ´ıvat, filtry mu˚zˇou by´t potencia´lneˇ na´rocˇne´ na vy´kon a od smeˇrovacˇe se
prˇedpokla´da´ prˇedevsˇ´ım rychle´ a spolehlive´ dorucˇova´n´ı a odes´ıla´n´ı paket˚u. Pokud by ovsˇem
neˇkdy pouzˇity byly, pak na sp´ıˇse na dedikovane´m stroji, prˇes ktery´ by procha´zela vsˇechen
pr˚uchoz´ı tok dat.
4.5 Vyuzˇit´ı v´ıce WAN spojen´ı – prevence vy´padku
Pokud vypadne linka spojuj´ıc´ı na´s s internetem, nasˇe s´ıt’ ztrat´ı spojen´ı s vneˇjˇs´ım sveˇtem
a budeme muset pocˇkat, azˇ na´sˇ poskytovatel prˇipojen´ı chybu odstran´ı. Tomuto stavu
se mu˚zˇeme vyhnout pouzˇit´ım za´lozˇn´ı linky vedene´ u jine´ho poskytovatele. Za´lozˇn´ı linku
mu˚zˇeme bud’ pouzˇ´ıvat spolecˇneˇ s linkou hlavn´ı, a t´ım zvy´sˇit sˇ´ıˇrku pa´sma anebo ji pouzˇ´ıvat
jen prˇi vy´padku [24].
Pokud chceme pouzˇ´ıt jednu linku jako hlavn´ı a druhou jako za´lozˇn´ı, nab´ız´ı se dva
zp˚usoby rˇesˇen´ı.
Ten prvn´ı je nakonfigurovat fyzicka´ zarˇ´ızen´ı pro spojen´ı s internetem a pak nastavit
jednotlivy´m cesta´m (route), asociovany´m s fyzicky´m zarˇ´ızen´ım, vhodne´ metriky, a t´ım
urcˇit, ktera´ z nich bude pouzˇita prˇednostneˇ prˇi vyb´ıra´n´ı cesty protokolem RIP nebo OSPF,
ale v te´to varianteˇ by musela by´t podpora smeˇrovac´ıho protokolu na obou strana´ch spoje
[26].
Druhou mozˇnost´ı je tzv. bonding, kdy vytvorˇ´ıme logicke´ zarˇ´ızen´ı bond0 a na neˇj prˇipoj´ıme
za´visla´ fyzicka´ zarˇ´ızen´ı - v nasˇem prˇ´ıpadeˇ by to byly ethernetove´ s´ıt’ove´ karty ethX. Vy´hodou
tohoto spojen´ı je rozmanitost vyuzˇit´ı tohoto spojen´ı v za´vislosti na pouzˇite´m mo´du.
Obecneˇ:
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1. mu˚zˇeme z´ıskat bud’ vysˇsˇ´ı rychlost (rychlosti zarˇ´ızen´ı se scˇ´ıtaj´ı), nebo
2. z´ıskat syste´m hlavn´ı linka/za´lozˇn´ı linka - takto vznikly´ syste´m by mohl by´t vysoce dos-
tupny´ (High Availability), protozˇe lze nastavit kra´tke´ intervaly testova´n´ı dostupnosti
linek a prˇ´ıpadneˇ mezi nimi automaticky prˇepnout.
Bonding zarˇ´ızen´ı v Linuxu poskytuje modul bonding.ko.
4.5.1 Parametry modulu bonding.ko
• mode – Specifikuje metodu bondova´n´ı. Vy´choz´ı je balance-rr (round robin).
– balance-rr nebo 0 – Prˇenos paket˚u je v sekvencˇn´ım porˇad´ı od prvn´ıho za´visle´ho
zarˇ´ızen´ı k posledn´ımu. Tento mo´d umozˇnˇuje rozdeˇlova´n´ı za´teˇzˇe a prevenci proti
vy´padku spojen´ı.
– active-backup nebo 1 – Jenom jedno za´visle´ zarˇ´ızen´ı je aktivn´ı, ostatn´ı za´visla´
zarˇ´ızen´ı jsou aktivova´na pouze prˇi vy´padku aktivn´ıho.
– balance-xor nebo 2 – Prˇenos je za´visly´ na zvolene´ hashovac´ı funkci. Jako
vy´choz´ı je zvolena tato: (zdroj+cil)%nzavislych. Mozˇno zmeˇnit pomoc´ı nastaven´ı
parametru xmit hash policy.
– broadcast nebo 3 – Vys´ıla´ vsˇe na vsˇechna za´visla´ zarˇ´ızen´ı. Mo´d poskytuje
ochranu prˇed vy´padkem spojen´ı.
– 802.3ad nebo 4 – Definova´no standardem IEEE 802.3ad. Vytva´rˇ´ı agregacˇn´ı
skupiny, ktere´ sd´ılej´ı stejnou rychlost a duplexitu linky - vyuzˇ´ıva´ vsˇechna za´visla´
zarˇ´ızen´ı ve skupineˇ najednou. Hashovac´ı funkce, ktera´ vyb´ıra´ agregacˇn´ı skupinu,
je za´visla´ na obsahu volby xmit hash policy - ne vsˇechny existuj´ıc´ı funkce jsou
802.3ad - kompatibiln´ı.
– balance-tlb nebo 5 – Odchoz´ı mnozˇstv´ı dat je distribuova´no relativneˇ k rychlosti
dany´ch zarˇ´ızen´ı. Prˇ´ıchoz´ı data prˇicha´zej´ı na aktua´ln´ı za´visle´ zarˇ´ızen´ı, pokud to
selzˇe, jine´ za´visle´ zarˇ´ızen´ı si prˇivlastn´ı jeho MAC adresu a nahrad´ı ho.
– balance-alb nebo 6 – Podobne´ jako balance-tlb, ale obsahuje nav´ıc vyvazˇova´n´ı
za´teˇzˇe pro IPv4 provoz.
• miimon – Specifikuje frekvenci v milisekunda´ch, ktera´ urcˇuje, jak cˇasto je linka kon-
trolova´na na selha´n´ı. Nula znamena´ “neprova´deˇj kontrolu”, hodnota 100 je obecneˇ
povazˇova´na za dobrou hodnotu pro veˇtsˇinu linek.
• downdelay – Uda´va´ cˇas, za jak dlouho, v milisekunda´ch, po zjiˇsteˇn´ı chyby bude linka
vypnuta.
4.5.2 Prakticke´ pouzˇit´ı
modprobe bonding mode=balance-alb miimon=100
modprobe e100
ip addr add 192.168.44.1/24 dev bond0
ip link set dev bond0 up
ifenslave bond0 eth0
ifenslave bond0 eth1
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Kapitola 5
Za´veˇr
Prac´ı na bakala´rˇske´ pra´ci jsem si meˇl mozˇnost zjistit pozˇadavky, ktere´ maj´ı poskytova-
tele´ prˇipojen´ı na smeˇrovacˇ, z´ıskal jsem na´hled do struktury s´ıteˇ a dovolila mi spojit mu˚j
vlastn´ı za´jem o operacˇn´ı syste´m Linux se znalostmi z oboru s´ıt´ı z´ıskany´mi v povinny´ch,
ale prˇedevsˇ´ım ve volitelny´ch prˇedmeˇtech na Fakulteˇ informacˇn´ıch technologi´ı. Za zvla´sˇteˇ
zaj´ımave´ povazˇuji to, zˇe jsem jednak meˇl mozˇnost vyzkousˇet si a sestavit konkre´tn´ı smeˇrovacˇ,
a prˇedevsˇ´ım to, zˇe smeˇrovacˇ bude v rea´lu pouzˇit a pra´ce na neˇm odvedena´ nebude samou´cˇelna´.
Du˚lezˇita´ je pro meˇ zpeˇtna´ vazba, kterou jsem meˇl po dobu tvorby smeˇrovacˇe od za´stupce
ISP Rous´ınovsko.net a take´ prˇedpokla´dana´ zpeˇtna´ vazba prˇi nasazova´n´ı do ostre´ho provozu
od uzˇivatel˚u s´ıteˇ.
Z obecne´ho hlediska lze za nejprˇ´ınosneˇjˇs´ı cˇa´sti odvedene´ pra´ce povazˇovat, odstraneˇn´ı
pevne´ho disku a t´ım sn´ızˇen´ı pravdeˇpodobnosti odsta´vky syste´mu, implementaci trans-
parentn´ı SMTP/POP3/IMAP proxy, ktera´ spolupracuje s antivirem a nastaveny´m anti-
spamovy´m filtrem, jenzˇ pravdeˇpodobneˇ napomu˚zˇe poskytovateli prˇipojen´ı k odstraneˇn´ı sve´
dome´ny ze seznamu “sˇiˇritel˚u spamu”, na kterou se dostal kv˚uli cˇasto napadeny´m klientsky´m
pocˇ´ıtacˇ˚um, a t´ım i k plne´mu vyuzˇit´ı jeho MX za´znamu. Za, prˇedevsˇ´ım do budoucna,
uzˇitecˇnou cˇa´st povazˇuji implementaci protokolu IPv6, jako protokolu, ktery´m se lze prˇipojit
do IPv6 internetu. Dalˇs´ı d˚ulezˇite´ cˇa´sti z hlediska ISP jsou bezpochyby rˇ´ızen´ı sˇ´ıˇrky pa´sma a
prevence vy´padku spojen´ı pouzˇit´ım v´ıce WAN spojen´ı.
V pr˚ubeˇhu pra´ce jsem se musel vyporˇa´dat s proble´my prˇedevsˇ´ım prˇi instalaci za´kladn´ıho
syste´mu, popsa´no v kapitole 2.6.3, neexistenc´ı aktua´ln´ı verze transparentn´ı proxy p3scan
v Debianu, volbou vhodne´ distribuce Linuxu, kapitola 2.6.1 a 2.6.2 a mı´sty i s proble´my
drobneˇjˇs´ıho ra´zu. Protozˇe jsem zvolil svobodnou distribuci Linuxu s komunitn´ım vy´vojem,
povazˇoval jsem za samozrˇejme´, zˇe sluzˇby, ktere´ bude syste´m zajiˇst’ovat, budou realizova´ny
pomoc´ı softwaru, ktery´ je bud’
1. svobodny´ (free),
2. otevrˇeny´ (open) nebo
3. bez licence, ale s dostupny´mi zdrojovy´mi ko´dy (license-free).
Smeˇrovacˇ jsem meˇl mozˇnost nasadit do testovac´ıho provozu jenom jednou a to v dobeˇ,
kdy v meˇla s´ıt’ova´ infrastruktura Rous´ınovsko.net proble´my s kolizn´ımi ra´mci, kdy se klienti
na smeˇrovacˇi objevovali pod stejnou, te´meˇrˇ ucˇebnicovou, MAC adresou 00:11:22:33:44:55.
V obeˇ testu se podarˇilo odzkousˇet za´kladn´ı konektivitu do internetu a vnitrˇn´ı s´ıteˇ, NAT
a u´cˇtova´n´ı provozu prˇes MRTG. Prˇi dalˇs´ıch testova´n´ı je nutne´ proveˇrˇit prˇedevsˇ´ım rˇ´ızen´ı
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sˇ´ıˇrky pa´sma, transparentn´ı SMTP/POP3/IMAP proxy a blokova´n´ı uzˇivatel˚u, kterˇ´ı nejsou
cˇleny s´ıteˇ. Do budoucna chci odladit smeˇrovacˇ na stejnou u´rovenˇ spolehlivosti jako smeˇrovacˇ
sta´vaj´ıc´ı a nastavit ho tak, aby splnˇoval pozˇadavky poskytovatele prˇipojen´ı a t´ım naplnil
jeden z c´ıl˚u bakala´rˇske´ pra´ce. Da´ se prˇedpokla´dat, zˇe do doby obhajoby by smeˇrovacˇ mohl
by´t plneˇ funkcˇn´ı.
Da´le lze prˇemy´sˇlet nad celkovy´m rozvojem s´ıteˇ jako celku. S´ıt’ Rous´ınovsko.net ma´ plo-
chou strukturu bez smeˇrovacˇ˚u, vsˇichni uzˇivatele´ jsou v jedne´ LAN s´ıti. S´ıt’ je podle informac´ı
od poskytovatele prˇipojen´ı zaplavena ARP dotazy. Situaci by vyrˇesˇilo prˇida´n´ı smeˇrovacˇ˚u
a prˇep´ınacˇ˚u s podporou VLAN (IEEE 802.1Q), cozˇ by si ale pravdeˇpodobneˇ vyzˇa´dalo in-
vestice do administrace a nove´ho hardware. Spra´vce s´ıteˇ by uv´ıtal webove´ administracˇn´ı
na´stroje ke spra´veˇ s´ıteˇ, ty rˇesˇ´ı paraleln´ı bakala´rˇska´ pra´ce Spra´va hranicˇn´ıho smeˇrovacˇe
poskytovatele sluzˇeb Internetu.
Pouzˇite´ prˇep´ınacˇe a prˇ´ıstupove´ body jsou ty z levneˇjˇs´ıch typ˚u, ktere´ cˇasto obsahuj´ı
nekvalitneˇ naprogramovany´ firmware a prˇehrˇ´ıvaj´ı se; vylepsˇen´ı s´ıteˇ by meˇlo zasa´hnout i
tuto oblast.
Celkoveˇ si dovol´ım konstatovat, zˇe navrzˇene´ rˇesˇen´ı bude obecneˇ vyhovovat poskytova-
tel˚um prˇipojen´ı strˇedneˇ velke´ho rozsahu o rˇa´doveˇ stovka´ch klient˚u. U veˇtsˇ´ıch poskytovatel˚u
by bylo radno vymeˇnit neˇktere´ hardwarove´, prˇedevsˇ´ım s´ıt’ove´ karty, a softwarove´, p3scan
nen´ı testova´n na veˇtsˇ´ı zat´ızˇen´ı nezˇ des´ıtky paraleln´ıch spojen´ı, komponenty.
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Dodatek A
Konfigurace dnscache
1. Zjist´ıme, zda jsme prˇipojeni k internetu
dnsq a www.aol.com 192.203.230.10.
2. Vytvorˇ´ıme uzˇivatele dnscache, pod ktery´m bude beˇzˇet cache a dnslog, pod ktery´m
bude beˇzˇet (samostatna´) logovac´ı sluzˇba.
3. Spust´ıme prˇ´ıkaz
dnscache-conf dnscache dnslog /var/lib/dnscache 192.168.0.1
posledn´ı argument je adresa, ze ktere´ bude na´sˇe cache dostupna´.
4. Sluzˇbeˇ svscan, ktera´ kontroluje beˇzˇ´ıc´ı procesy v ra´mci programu˚ djbdns, sdeˇl´ıme,
zˇe prˇibyla nova´ sluzˇba
ln -s /var/lib/dnscache /service && sleep 5 && svstat /service/dnscache
&& svstat /service/dnscache/log.
5. Vytvorˇ´ıme soubor, ktery´ urcˇ´ı adresy autorizovane´ k prˇ´ıstupu ke cachei
touch /var/lib/dnscache/root/ip/192.168.
6. Do konfiguracˇn´ıho souboru DHCP serveru nebo do souboru /etc/resolv.conf, ktery´
mus´ı by´t rezistentn´ı v˚ucˇi vlivu zmeˇny konfigurace z DHCP serveru
nameserver 192.168.0.1.
7. Pomoc´ı prˇ´ıkazu
dnsip www.fsf.org
zjist´ıme, jestli cache funguje.
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Dodatek B
Nastaven´ı snizˇuj´ıc´ı pocˇet za´pis˚u na
me´dium
B.1 Konfiguracˇn´ı soubor /etc/fstab
# /etc/fstab: static file system information.
#
# <file system> <mount point> <type> <options> <dump> <pass>
# pseudo souborovy system, uzivatelsky dosazitelny
proc /proc proc defaults 0 0
# zavadeci oddil na externim flash mediu pripojenem na IDE kanal
/dev/hdc1 /boot ext3 defaults,noatime,ro 1 2
# korenovy oddil na USB flash mediu
/dev/sda1 / ext3 defaults,noatime,ro 0 1
# odkladaci prostor v RAM
tmpfs /tmp tmpfs defaults,noatime,mode=1777 0 0
# drzi obsah adresare s casto menenymi soubory operacni pameti
tmpfs /rw/var tmpfs defaults,noatime 0 0
# CD mechanika 1
/dev/hda /media/cdrom0 udf,iso9660 user,noauto 0 0
# CD mechanika 2
/dev/hdb /media/cdrom1 udf,iso9660 user,noauto 0 0
B.2 Skript /etc/init.d/copytoram
Inspiraci pro tyto skripty jsem nasel zde [37].
#!/bin/sh
case ‘‘$1’’ in
start)
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echo -n ’Kopiruju obsah adresaru urcenych pro zapis do RAM... ’
cp --preserve=all -P -r /var /rw
echo -n ’/var’
echo ’hotovo’
echo ’pripojuji tmpfs na /var’
mount --bind /rw/var /var
;;
stop)
;;
esac
B.3 Skript /etc/init.d/writefromram
#!/bin/sh
case ‘‘$1’’ in
start)
;;
stop)
echo ’Ukoncuji programy drzici si soubory ve /var...’
kill ‘lsof | grep /var | awk ’{print $2}’ | uniq‘
sleep 1
kill -9 ‘lsof | grep /var | awk ’{print $2}’ | uniq‘
echo ’hotovo’
sleep 2
echo -n ’Odpojuji adresare typu tmpfs... ’
umount /var
mount -o remount,rw /
echo ’hotovo’
echo -n ’Kopiruji aktualizovane soubory zpatky na flash disk...’
cp -r -u --preserve=all /rw/var /
mount -o remount,ro /
sync
echo ’hotovo’
;;
esac
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Dodatek C
p3scan - kontrola email˚u
OUTPUT=‘‘/tmp/p3scan.test’’
THISPGM=$0
FILENAME=$1
MAILFROM=$2
MAILTO=$3
USERNAME=$4
SUBJECT=$5
MAILDATE=$6
SERVERIP=$7
SERVERPORT=$8
CLIENTIP=$9
CLIENTPORT=${10}
PROTOCOL=${11}
# P3Scan
PROGNAME=${12}
# P3Scan version
VERSION=${13}
# Virus info?
VDINFO=${14}
# hlavicka antiviroveho programu
HEADER=${15}
echo 1 $THISPGM > $OUTPUT
echo 2 $FILENAME >> $OUTPUT
echo 3 $MAILFROM >> $OUTPUT
echo 4 $MAILTO >> $OUTPUT
echo 5 $USERNAME >> $OUTPUT
echo 6 $SUBJECT >> $OUTPUT
echo 7 $MAILDATE >> $OUTPUT
echo 8 $SERVERIP >> $OUTPUT
echo 9 $SERVERPORT >> $OUTPUT
echo 10 $CLIENTIP >> $OUTPUT
echo 11 $CLIENTPORT >> $OUTPUT
echo 12 $PROTOCOL >> $OUTPUT
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echo 13 $PROGNAME >> $OUTPUT
echo 14 $VERSION >> $OUTPUT
echo 15 $VDINFO >> $OUTPUT
echo 16 $HEADER >> $OUTPUT
# volame antivirovy program
/usr/bin/clamdscan ${FILENAME}
CLAMSCAN=$?
echo ’ClamAV respoded: ’${CLAMSCAN} >> $OUTPUT
if [[ ${CLAMSCAN} == ’0’ ]]; then
/usr/bin/spamc -c < ${FILENAME} >> $OUTPUT
SPAMSCAN=$?
echo ’spamc respoded: ’${SPAMSCAN} >> $OUTPUT
fi
if [[ ${CLAMSCAN} == ’0’ && ${SPAMSCAN} == ’0’ ]]; then
P3SCAN=0;
else
P3SCAN=1;
fi
echo ’P3SCAN respoded: ’${P3SCAN} >> $OUTPUT
exit ${P3SCAN}
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Dodatek D
Popis skriptu gen.sh
D.1 Funkce gen iptables rules
Obsahuje vytvorˇen´ı NATu, ochranu proti spoofingu a zahazova´n´ı paket˚u na portu pouzˇ´ıvane´m
pro sd´ılen´ı ve Windows.
iptables -F
iptables -t nat -F
iptables -I INPUT 1 -i ${WAN_IFACE} -j ACCEPT
iptables -I INPUT 1 -i ${LO} -j ACCEPT
# NAT/PAT
iptables -A FORWARD -i ${LAN_IFACE} -s 192.168.0.0/255.255.0.0 -j ACCEPT
iptables -A FORWARD -i ${WAN_IFACE} -d 192.168.0.0/255.255.0.0 -j ACCEPT
iptables -t nat -A POSTROUTING -o ${WAN_IFACE} -j MASQUERADE
# povoleni preposilni paketu skrz smerovac
echo 1 > /proc/sys/net/ipv4/ip_forward
# zapne ochranu proti spoofingu
for f in /proc/sys/net/ipv4/conf/*/rp_filter ; do
echo 1 > $f
done
# zahazuje vschny pakety, ktere prochazeji skrz smerovac a smeruji
# do nebo z portu, ktery je pouzit pro sdileni souboru ve Windows
iptables -A FORWARD --dport 445 -j DROP
iptables -A FORWARD --sport 445 -j DROP
D.2 Funkce gen tc rules
Vygeneruje za´kladn´ı strukturu pro rˇ´ızen´ı sˇ´ıˇrky pa´sma.
# smaze qdisk
tc qdisc del dev $LAN_IFACE root >/dev/null
# vytvori qdisk typu HTB
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tc qdisc add dev $LAN_IFACE root handle 1:0 htb default 1
# na qdisk ‘‘povesi’’ korenovy uzel urcujici maximalni propustnost linky
tc class add dev $LAN_IFACE parent 1:0 classid 1:1 htb
rate ${BAND_DOWN}Kbit burst $BURST
D.3 Funkce gen dhcp
Funkce pracuje v cyklu, kdy pro kazˇdy´ za´znam v souboru mac.list vygeneruje pravidlo
pro
• DHCP server do soubory /etc/dhcp3/dhcpd.conf, ktere´ zajist´ı, zˇe klient s MAC
adresou $MAC dostane vzˇdy stejnou IP adresu:
host user${CNT} {
hardware ethernet ${MAC}
fixed-address 192.168.${GRP}.${HOST}
}
• rˇ´ızen´ı sˇ´ıˇrky pa´sma
# trˇı´da s garantovanou propustnosti ${RATE}
tc class add dev ${LAN_IFACE} parent 1:1 classid 1:1${CNT} htb
rate ${RATE}Kbit ceil ${MAXIMUM} burst ${BURST}
# prida na konec vetve SFQ qdisc s prepocitavanim kazdych 5 minut
tc qdisc add dev ${LAN_IFACE} parent 1:1${CNT} handle 1${CNT}:0
sfq perturb ${PERTURB}
# znackovaci pravidlo do firewallu
iptables -t mangle -A POSTROUTING -o ${LAN_IFACE}
-d 192.168.${GRP}.${HOST} -j MARK --set-mark ${CNT}
# filtrovani paketu, pokud ma paket znacku ${CNT} (defacto
# poradove cislo), tak je poslan na konecnou vetev 1:1${CNT}
tc filter add dev ${LAN_IFACE} parent 1:0 protocol ip handle ${CNT}
fw flowid 1:1${CNT}
SFQ patrˇ´ı do rodiny rˇad´ıc´ıch discipl´ın, ktere´ jsou zalozˇene´ na fair-queue algoritmu
v´ıce informac´ı viz [28].
• sva´za´n´ı IP adresy s klientskou MAC adresou
iptables -A FORWARD -s 192.168.${GRP}.${HOST}
-m mac --mac-source ! ${MAC} -j DROP
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