A laser-wire transverse electron beam size measurement system has been constructed and operated at the Accelerator Test Facility (ATF) extraction line at KEK. The construction of the system is described in detail along with the environment of the ATF related to the laser wire. A special set of electron beam optics was developed to generate an approximately 1 m vertical focus at the laser-wire location. The results of our operation at the ATF extraction line are presented, where a minimum rms electron beam size of 4:8 AE 0:3 m was measured, and smaller electron beam sizes can be measured by developing the method further. The beam size at the laser-wire location was changed using quadrupoles and the resulting electron beam size measured, and vertical emittance extracted.
I. INTRODUCTION
Electron-positron accelerators such as a linear collider and other low emittance accelerator facilities, like light sources, will generate beams with transverse beam sizes of the order of 1 m [1]. The normal techniques of beam size measurement, for example, wire scanners and screens which intersect the charged particle beam, are not applicable when the bunch charge density is sufficiently large to damage the material placed in the beam. In these scenarios noninvasive techniques must be used such as optical diffraction radiation [2] or methods based on laser interactions with electron beams. A review of beam size measurement of electron beams can be found in [3] . A number of Compton scattering diagnostics have already been developed for beam size measurement, such as the Stanford Linear Collider (SLC) laser wire [4, 5] , ATF damping ring laser wire [6] , and PETRA laser wire [7] . A method for measuring submicron beams using a laser interference pattern has also been developed [8] . A related technology for application at proton machines is a laser wire based on hydrogen ion neutralization as opposed to Compton scattering [9] .
The aim of the ATF extraction line laser-wire project is to develop a system capable of reliably measuring an electron beam of the order of 1 m in vertical transverse size [10] . This paper describes our prototype hardware system in which we have tested various optical focusing and operation schemes. We report on the operation with the extraction line laser wire, including a custom made short focal length final focus lens, interaction chamber mover system, and knife edge vacuum manipulator, and on results obtained using this system, including the ATF extracted beam emittance measurement.
A. Laser wire
A laser wire uses a focused laser pulse which interacts with the electron beam via Compton scattering. The laser photons are scattered to higher energies, almost parallel to the incident electron beam, while the scattered electrons are reduced in energy. Moving the laser focus across the electron beam while monitoring the rate of Compton scattered photons provides information on the electron beam transverse charge density. A key requirement is knowledge of the laser beam radius at the collision point. We briefly review Gaussian laser beams [11] as relevant for the ATF laser wire. The laser beam must be focused so that the laser beam is smaller than or comparable to the electron beam. For a Gaussian laser beam, in the absence of spherical aberrations, the beam radius at focus, created by a simple converging lens of focal length f, assuming an infinite lens aperture and plane wave illumination is given by
where W 0 is the laser beam radius at the laser waist, W 1 is the laser beam size incident on the lens, is the laser wavelength, and M 2 is a measure of the transverse mode quality of the laser. For a Gaussian beam the radius W is defined as the distance between the peak of the intensity distribution and the point at which it reaches 1=e 2 of its peak value. The radius of such a beam propagates according to
where z is the distance along the optical axis and z 0 is the waist location. The Rayleigh range is defined as the propagation distance over which the beam size grows to ffiffiffi 2 p of the focused value W 0 and is given by
In the presence of aberrations, Eqs.
(1) and (3) are modified and in general optical simulation or measurement of the laser propagation is typically required to determine the smallest achievable focused spot size and the beam size near the focus. In the presence of spherical aberrations the M 2 used in Eqs.
(1) and (3) is modified according to the following equation [12, 13] :
where M 2 0 is the initial beam quality factor and M 2 q is due to a lens producing spherical aberrations.
The laser focus is moved transversely by adjusting the incoming angle of the laser beam on the focusing lens. Using simple geometric optics, the movement of the focus (y L ) that can be produced by changing the angle of the laser beam on the focusing lens ( y ) is given by
There are a large number of devices which can rapidly deflect a laser beam such as piezoelectric stacks, acoustoelectric and electro-optic scanners. However, the development of such scanners that can maintain the beam quality, sustain high laser power densities, and can scan beams over rad at frequencies of the order of 100 kHz [14] is an active research topic. Another method of scanning the laser beam is to change the position of the lens itself. Using this method, a change in transverse lens position corresponds to a change in laser focus position.
B. Compton scattering
The average total rate of Compton photons hN i generated by a laser pulse colliding with an electron pulse is given by [3] 
y; zÞ L ðx; y; zÞdxdydz;
where C is the Compton cross section, N b is the bunch population, P L is the laser pulse power, the laser wavelength, and e and L are the electron and photon number densities, respectively. This also assumes that the laser pulse duration is significantly longer than that of the electron pulse. In the case where both the laser energy and electron charge density distributions are Gaussian, and where the laser Rayleigh range is significantly longer than the horizontal beam size, Eq. (6) can be simplified by performing the integral to give [3] hN
where y ¼ y L À y e is the vertical position difference between electron and laser beam centers ( Fig. 1) and s is the quadrature sum of the vertical laser and electron beam sizes ( 2 s ¼ 2 L0 þ 2 e ) at the laser-wire interaction point (LWIP). Then by measuring the modulation of the Compton rate (N ) as a function of relative displacement (y), the quadrature beam size ( s ) can be extracted. L0 is the smallest vertical laser beam size at the LWIP. Provided this is known, or is small enough that it is negligible when added in quadrature with the electron beam size, the vertical electron beam size ( e ) can be extracted from s . A similar procedure could be carried out in the horizontal axis.
The laser photons are typically scattered to larger energies (inverse Compton scattering) and the spectrum of scattered photons is given by [3] 
where is the cross section, 0 is the Thomson scattering cross section, and is the normalized energy of the laser photon in the electron rest frame, hc=ðm e Þ. Here is the relativistic factor and w ¼ E =E, where E is the scattered photon energy and E is the electron energy. The maximum energy of scattered photons is given by 
II. ATF AND ELECTRON BEAM OPTICS
The ATF is a test accelerator to investigate the radiation damping of an electron beam for injection into the linac of the ILC [15] . Table I shows the major parameters of the ATF. The ATF consists of a radio frequency (rf) laser injector system and S-band linac which accelerates the electron beam to an energy of 1.28 GeV. The beam is injected into the ATF damping ring where it is stored for typically 0:5 Â 10 6 revolutions, until the beam reaches the equilibrium vertical emittance of 5 Â 10 À11 mrad and horizontal emittance 1:6 Â 10 À9 mrad. The beam is extracted using a double kicker and septum magnet system into the extraction line that is used for testing advanced diagnostics and to safely transport the beam to the dump, as shown in Fig. 2 .
A special set of optics was developed to generate a small beam size at the laser-wire location. The Methodical Accelerator Design program (MAD) [16] [17] [18] was used to develop a simulation of the ATF extraction line. The results are shown in Fig. 3 . The laser-wire interaction chamber was located in between two ATF extraction line dipoles at s ¼ 21 m. The lattice was designed such that the first order dispersion could be corrected in the diagnostics section of the extraction line, downstream of dipole BH2X.1. The ATF extraction line optics did not allow the horizontal dispersion function to be nulled with zero gradient in the region around the LWIP. However, the dispersion sign could be changed from negative to positive around the LWIP, creating a null point.
A. Verification of electron beam optics
The horizontal dispersion zero point and the laser-wire IP (LWIP) beam size were verified by carrying out both horizontal and vertical dispersion ð x ; y Þ measurements using two calibrated beam position monitors (BPMs) attached to the interaction chamber upstream and downstream of the LWIP and the standard ATF BPMs (see Fig. 4 ). These dispersion measurements were performed concurrently with the laser-wire collision tests presented in Sec. V. Emittance measurements were performed in the preceding weeks with the quadrupole scan method [19] using a downstream wire scanner and quadrupole in the dispersion free region.
To measure the dispersion, the beam energy was varied by ramping the radio frequency (rf) cavities in the damping ring, the beam position was plotted against E, and the tangent was extracted from the resulting parabola. The y and x measured using this technique along with the x calculated from MAD is plotted in Fig. 4 . Although the vertical dispersion should nominally be zero, Fig. 4 shows there was some residual dispersion. The dispersion at the LWIP was measured as x ¼ ðÀ3:2 AE 0:1Þ Â 10 À1 m and y ¼ ðÀ3:9 AE 0:8Þ Â 10 À3 m. This was done by taking beam position measurements from two BPMs, one upstream and one downstream of the LWIP, and assuming a linear dispersion function between these two points. This is a reasonable assumption because there are no magnetic fields in this region. The error in includes a statistical error and a systematic error associated with the error in the position of the LWIP. The dispersion crosses zero 9 cm upstream of the LWIP. Using 
III. HARDWARE INSTALLATION
A schematic of the major beam line components of the laser-wire system is shown in Fig. 5 . This section describes the main elements of the laser-wire system. The key elements are the high power pulsed laser, laser focusing optics, interaction region chamber, and Compton photon detectors.
A. Laser system
The laser system was located above the beam line experiment, on the shielding blocks of the ATF, in a temperature controlled room. The laser consists of three main components: a passively mode locked seed laser, a regenerative amplifier (RGA), and a linear amplifier. A neodymium vanadate (Nd:VAN) seed laser produces 20 ps long, 1064 nm pulses at 357 MHz with an average output power of 600 mW. It is frequency locked to a 357 MHz signal derived from the ATF rf system. Two Pockels cells are used to pick pulses at the ATF extraction frequency of 1.56 Hz, which are injected into the flash lamp pumped neodymium yttrium aluminum garnet (Nd:YAG) RGA where they are stretched to $150 ps and amplified to 15 mJ. The Pockels cells are triggered from a timing signal from the ATF extraction kicker. These pulses are then amplified in two single pass flash lamp pumped Nd:YAG amplifiers to a typical energy of 900 mJ. The pulses are frequency doubled in a potassium dideuterium phosphate (KD*P) crystal to 532 nm with a pulse energy of 400 mJ, and separated from the remaining 1064 nm radiation using a dichroic mirror. This frequency doubling has the advantage that, in accordance with Eq. (1), a shorter wavelength gives a smaller spot size at the focus, and visible light is easier to align at the LWIP. To achieve the smallest (diffraction limited) spot size at the LWIP requires both that the focusing optics are of an extremely high quality and that the spatial mode of the laser beam is close to a perfect TEM 00 mode, i.e., an M 2 0 close to 1. The laser pulses were transported 9 m to a 3 Â 1 m optical table placed parallel with the ATF extraction line, used for laser beam diagnostics and alignment. Two smaller optical breadboards were placed on either side of the beam line. Two final mirrors steered the laser light onto the focusing lens used to create the focus inside the interaction chamber, as shown in Fig. 6 .
B. Final focus lens
The laser was focused at the interaction point by a custom doublet lens of focal length 56.6 mm (Fig. 7) . The lens consists of three elements, the first two elements with curved surfaces and then a vacuum window, which is an integral part of the lens design. The first curved surface is aspheric to correct for spherical aberrations. All of the optical elements were made of fused silica to withstand both high laser power and a high radiation environment. The lens has a high damage threshold antireflective coating to prevent the formation of ghosts within the lens, which could destroy it. The lens design parameters are shown in Tables II and III . Equation (10) is the equation describing an even asphere surface, like the first surface of the final focus lens (material interface number 1 in Tables II and III and Fig. 7 ):
Here z is the distance of the surface in the direction of the optical axis, c ¼ 1 R , where R is the radius of curvature, k is the conic constant, and the i are the higher order terms, given in Tables II and III . The tilts of the final two mirrors were controlled by two remote controlled DC-servo linear actuators. Additionally, the entire interaction chamber, to which the lens was affixed, could be moved horizontally (x) and vertically (y), so the lens position both vertically and along the laser beam propagation axis could be adjusted. The laser focus could be moved by either moving the interaction chamber or changing the tilt of the mirrors. The focusing lens was also mounted on a manually actuated translation and tilt system, to align the lens with respect to the chamber center. After the laser beam exits the interaction chamber another lens was used to recollimate the divergent light from the LWIP. A further lens was used to bring it to an acceptable size onto a power meter. This recollimation lens was also remotely movable, so that both the pre-LWIP and the post-LWIP lenses could be simultaneously moved in order to keep the same beam size on the laser power meter and other detectors.
Lens simulation
A simulation of the lens and interaction chamber window setup was carried out using ZEMAX [21] to find the M The intensity distribution is calculated on a two-dimensional rectangular grid and the laser beam size at focus computed by calculating the second moment of the ZEMAX simulated intensity distribution. The laser beam profiling systems used to measure the laser beam sizes apply a cut to remove the background of 0.3% of the peak projected intensity, and this was also applied to the ZEMAX computed intensity profiles. It was found that the calculated focused beam profile was slightly dependent on the grid size used. This is illustrated in Fig. 8 , which shows the input laser beam size W 1 plotted against the focused spot size W 0 . The dashed and dotted lines show the minimum and maximum values of W 0 for each value of W 1 calculated using the different grid sizes (128, 256, 512, 1024, and 2048 pixels squared). The data points were taken using a beam profiler [22] to measure the focused spot size after the lens using a continuous wave (CW) laser with an M 2 0 of 1 and are an excellent fit to the simulation. The M 2 q of the lens can be 
C. Interaction chamber
A custom interaction chamber was machined from a single block of vacuum grade stainless steel (T316LN electroslag refined, cross forged, and heat treated to stress relive prior to machining). The interaction chamber is shown in Figs. 6 and 10. As short focal length optics were used, the chamber was designed to minimize the distance between the vacuum window and chamber center, while maintaining an electron beam stay clear of 15 mm. This resulted in a thin octagonal chamber with large flanges on the laser entrance and exit faces to allow future reentrant window mounts to be employed.
A special indium vacuum seal was developed to mount the laser windows while minimizing the possibility of distorting the window, shown in detail in Fig. 11 . The sealing surface is around the circumference of the optic to avoid uneven compressive forces distorting the optical surface. This solution is vital to minimize wavefront distortion.
To assist with the procedure of obtaining temporal and spatial overlap between the electron and laser beams (see Sec. V), a screen/knife edge was mounted on the end of a 2 inch travel vacuum translator. The knife edge vacuum translator has four directions of movement: one rotation axis with 0.1 precision and three translation axes with micron precision. The insertion/retraction and rotation axes are controlled using stepper motors and can be II. Custom laser-wire lens design parameters. ''Thickness'' is the distance from the previous surface along the optical axis. ''Radius'' is the radius of curvature of the surface. Additional parameters for interface number 1 are shown in Table III operated remotely as part of the data acquisition and control system for use during an electron beam collision search. The other two axes are controlled manually for prior laser focus positioning within the interaction chamber (Fig. 10) . The knife edge was fabricated from a 300 m thick single crystal of silicon using etch and mask and then coated with gold [2] .
The laser was aligned in the center of and perpendicular to the lens surface using the final two mirrors. The vertical position of the laser beam was changed by moving the interaction chamber vertically.
D. Compton photon detectors
A laser waist vertical size ( L0 ) of 5 m and peak power of 150 MW incident on an electron beam of charge 1 Â 10 10 electrons with a vertical beam size ( e ) of 1 m generates 6:8 Â 10
4 Compton scattered -ray photons. The maximum energy of these photons, using Eq. (9), is 28.6 MeV. The total energy of the scattered photons per collision is approximately 975 GeV. The scattered photons exited the extraction line via a 1 mm thick aluminum window and traveled through 7.7 m of air to the first detector system. Two types of detector were used to measure the Compton rays. The primary detector was an Aerogel Cherenkov detector. First the rays were converted into electron-positron pairs using 7.35 mm of lead. Then the electron-positron pairs radiated Cherenkov radiation in 5.5 cm of Matsushita Denshi SP-15 Aerogel, with an area in the beam direction of 10 Â 10 cm. The refractive index of the Aerogel is 1.015, with a Cherenkov threshold of 2.983 MeV. The Cherenkov light was guided down to a photomultiplier tube (PMT) at floor level which prevents direct beam induced backgrounds generating a signal in the PMT. A BDSIM [23] simulation from the LWIP to the detector was developed and samples of 1000 photons from the laser wire were simulated. In this simulation 10% of the photons were below the Cherenkov threshold, 1% were converted to e þ e À by the aluminum window and finally the number of electrons plus the number of positrons above the Aerogel Cherenkov threshold entering the Aerogel itself was 14% of the number of Compton scattered photons (Fig. 12) .
The second detector was a calorimeter composed of a single (110 mm Â 120 mm Â 360 mm) lead glass crystal coupled directly to a photomultiplier tube. This detector was placed directly behind the Aerogel detector and measured all the photons that were not converted by the thin lead plate. This was approximately 85% of the photons produced at the LWIP. This detector directly measured the total energy of the Compton scattered photons.
These two methods are complementary, the Cherenkov detector counting the photons generated and the calorimeter measuring the total energy. The charged particle background environment in the ATF was difficult to control and a great deal of beam time was required to reduce the backgrounds in the two detectors while preserving a small beam size at the LWIP.
E. Data acquisition
The data acquisition (DAQ) system for the laser wire was based upon multiple small executable programs written either in C++ or LABVIEW TM . A central data acquisition system communicated to each program via a short messaging protocol based on TCP/IP. This enabled the varied components of such a system (accelerator, optical devices, digital to analogue converter) to communicate and distribute data effectively. The ATF repetition frequency is sufficiently low that the latency in network communication does not lead to desynchronization of recorded data. The whole DAQ system was clocked via a trigger pulse which was generated from a signal from the ATF extraction kicker when it fired. This trigger pulse was used to gate all the digitizers and was monitored in software to notify the entire DAQ system of beam arrival in the extraction line. After the laser was optimized and collisions between the laser and electron beam were detected, the whole experiment was conducted in the ATF control room, from where remote control of the entire system was possible.
IV. LASER PROPAGATION MEASUREMENTS
As discussed in Sec. I, to find the electron beam size from a laser-wire measurement it is necessary to know the laser spot size at the LWIP. In principle, it is possible to measure the laser beam size of the pulsed laser at focus using the knife edge and appropriate laser power detector. This proved impractical for numerous reasons. First, the lowest power output from the RGA could still easily damage the knife edge and attenuation would introduce a systematic error. Second, the knife edge could only be moved with micron precision, yielding relatively few measurements over a laser beam profile of a few microns. An imaging screen with magnifying optics and camera could have been employed. However, access to the IP location in the interaction chamber was difficult and additional systematic errors would have been introduced due to the magnifying optics. Ultimately, LW systems will be prepared without the ability to easily access the IP and suitable methods for determining the IP beam size need to be developed. Therefore, a model of the beam propagation from laser output to focus was created (including the additional M 2 q introduced by the final focus lens), which took as inputs the laser beam size and M 2 0 and produced as output the focused spot size at the LWIP. To verify the model, measurements were taken of the initial beam size, M 2 0 , and focused spot size of a low power CW laser, and the predicted spot size for these inputs was compared with the measured value. The model is illustrated schematically in Fig. 13 .
To find the inputs for the model, a set of laser and lens performance measurements were performed. The M 2 0 of both the high power and CW lasers were measured by placing a planoconvex lens, f ¼ 1 m [24] (chosen to avoid introducing any additional aberrations to the measurement) and translating a CCD camera [25] along the optical axis through the focus, measuring the beam size at each longitudinal position. The diagnostic lens was positioned on the table such that it was approximately the same distance from the laser exit port as the final focus lens (11 m). An average of 64 images taken at each position on the optical axis was used to find the size of the beam at that point. Both lasers were simply astigmatic (i.e. the transverse beam profiles were elliptical), so the beam sizes at each point were taken along orthogonal axes, u and v (Fig. 14) , where u is defined as the semimajor axis at the input to the lens, and is rotated from the y axis by angle (Fig. 13) . A systematic error on each beam size measurement of AE5 m due to the resolution of the camera was added to the statistical error in quadrature. The beam sizes along each axis were fitted to the propagation equation (2), with W 0 , z 0 , and M 2 0 as fit parameters. The M 2 0 of the pulsed laser was found to be $2, whereas for the CW laser M 2 0 $ 1, a full summary is shown in (Table IV ). The propagation model shows that the effect of the astigmatism on the final beam size is small [26] .
The input beam sizes of the pulsed and CW lasers on the final focus lens were measured by directing the lasers at a calibrated screen and imaging the screen with a CCD camera. The results of the input beam size measurements are shown in Table V , where is defined as the rotation of the semimajor axis of the transverse beam profile (Fig. 13) . The standard deviation in the beam position on the final focus lens was measured using the same camera as 29 m. The distance to the final focus lens is 11 m, therefore the standard deviation in the angle from the propagation axis is 2:6 Â 10 À6 rad. With the 56.6 mm focal length lens this corresponds to a standard deviation in position at the laser focus of 0:15 m, which is negligible.
The measurements above gave the transverse mode quality (M 2 0 ) and beam sizes (W 1 ) on the final focus lens for the pulsed and CW lasers, used as inputs to the simple model described at the beginning of this section. A summary of the measurements (input) and model (output) is shown in Table VI . Rows 1 and 2 show the input beam sizes of the two lasers, W 1 , in the two axes. In rows 3 and 4 are the estimated beam sizes at the lasers W 2 . These were determined after calculating the divergences by propagating back the distance from the lens to the laser. The divergences were calculated using the locations of the minima of the 1 m diagnostic lens. The astigmatism angle is from Table V. The error in the measurement of the input beam size dominates the systematic uncertainties in all the outputs of the model because M 2 q goes as the fourth power in W 1 (Fig. 9) . Lines 6 to 9 in Table VI summarize the  measured M 2 0 values, as well as the total M 2 , which includes the contribution M 2 q from the lens. Lines 10 and 11 in Table VI show the global minimum beam sizes in the two orthogonal axes, W 0;u and W 0;v of the custom doublet 56.6 mm focal length lens (Sec. III B) used in laser-wire running, as outputs for both the CW and pulsed lasers. Lines 12 and 13, W 0;x and W 0;y , are the global minimum beam sizes in the x and y axes, taking into account the astigmatism angle .
To test the model predictions, the focused spot size of the CW laser was also measured directly using a beam profiler [22] . The CW input beam size on the final focus lens was set to be $9 mm and beam size measurements were taken at several positions along the optical axis, in a similar manner to the M 2 0 measurements described above. The beam size was defined as the rms beam size with a cut at 0.3% of the peak projected intensity which was sufficient to remove any background without removing the tails of the profile. The data were fitted with the laser propagation function, Eq. (2), resulting in estimates of W 0 and M 2 (Fig. 15) . The measurements of the M 2 after the final lens and W 0 for the CW laser were 3:47 AE 0:79 and 3:25 AE 0:75 m respectively, in good agreement with the predicted values from the model. This gives us confidence in the main result of the model, which is the estimate for the Before taking laser-wire data, the laser was tuned to high energy, ( $ 400 mJ pulse energy), which remained steady for the entire shift. Then the laser was aligned and input beam size measurements were performed as described in Sec. IV. The laser-wire electron beam optics as presented in Sec. II were then loaded and the orbit in the extraction line was tuned to minimize the background in the Cherenkov detector. The dispersion measurements presented in Sec. II A were then performed before beginning the beam overlap procedure.
V. RESULTS

In
A. Beam overlap procedure
The procedure to overlap the beams was as follows: (1) Determine the laser position in the interaction chamber using the screen and the CW laser. (2) Set coarse timing and spatial overlap using the screen. First, the CW laser was used with the screen to determine the position of the laser focus within the interaction chamber. The screen was then moved a few microns above this point. The pulsed laser was operated at low power by disabling the final amplification stage, and the screen was brought close to the electron beam by moving the chamber vertically. This generated an optical diffraction radiation (ODR) or optical transition radiation (OTR) pulse in the direction of the laser beam which passed through the laser optics to the avalanche photodiode (APD). It is entirely possible that the light from the screen included incoherent synchrotron radiation (ISR) that was reflected from the screen towards the APD, but ISR arrives at the screen at the same time as the electron pulse. Heavily attenuated pulses from the main laser were also incident on the APD. As shown in Fig. 5 , the attenuated laser light passed underneath the screen close to the point where the ODR/ OTR light was produced. Therefore the path lengths to the APD were very similar, and certainly differed by much less than the laser pulse duration of 168 AE 0:5 ps, or pulse length of 5:02 AE 0:02 cm. The difference in arrival times of the laser pulse and beam induced radiation could therefore be monitored directly by observing the signal from the APD on a fast scope [27] . The laser timing was modified so that the laser light arrival at the APD was as close as possible to the arrival of light from the screen, typically much less than an rf bucket of 2.8 ns, and less than the laser pulse duration of 168 AE 0:5 ps. The method of using a single detector removes any possible systematic offset in the timing of the two pulses, as the timing is measured with exactly the same path difference from the LWIP and same detector and cable. In order to obtain spatial overlap the beams were configured so that the electron beam passed just below the screen and the laser beam was obscured. The laser beam was moved vertically downwards until a laser signal was observed on the APD. This guaranteed that both beams were just below the height defined by the knife edge. The ODR/OTR screen was then removed and the laser returned to full power. This process typically resulted in a Compton signal observable over the detector background, as seen on a scope connected to the output of the Compton detectors. The signal was then transferred to a CAMAC based digitizer system. The Compton signal was optimized by varying the phase of the 357 MHz laser locking rf signal (which changed the arrival time of the laser pulse), an example of which is shown in Fig. 16 . The fit to the plot in Fig. 16 is a normal distribution with a width of 168 AE 5 ps, in reasonable agreement with the expectations for the laser [28] . Having maximized the temporal overlap, the vertical and laser waist position could be optimized for maximum signal.
B. Collision measurements
In the collision data presented below, various methods of analyzing the convoluted electron/laser beam profiles in order to extract the width of the profile are considered. The conditions for validity and usefulness of these methods are discussed in Secs. V B 4 and V B 6.
First, the background is subtracted by fitting a straight line function to the points at the edges of the distribution and then subtracting this function from all points in the distribution. The width is then calculated in one of the following ways: (1) The rms of the distribution is calculated after applying cut at 0.3% of the peak intensity in order to remove the background noise, which was the same cut applied to the laser and lens model and measurements. (2) A Gaussian plus a constant is fit to the data.
Laser waist scan
Laser waist scans were performed in the following way: the laser focus position was changed by moving the interaction chamber and lens along the laser propagation axis and at each focus position a vertical scan was performed.
s was plotted as a function of lens position and fitted to the laser propagation function [Eq. (2)]. Through this process, the laser beam focus position could be found.
Single quadrupole scan
The electron beam focus position can be changed by varying the current through an upstream quadrupole (QD4X) to change its focusing strength. Quadrupole focusing strength lk QF4X was also changed in order to move the horizontal axis focus position at the same rate. A quadrupole scan was performed by carrying out a laserwire vertical chamber scan at each different quadrupole setting. The current through QD4X was changed while the current through QF4X was held constant at 73.58 A and the results are shown in Fig. 17 .
Skew quadrupole scan
The QD4X current was set to the current which gave the minimum beam size, at 74.06 A, and skew quadrupole QS1X was scanned to try and reduce the vertical beam size (Fig. 18) . Changing the skew quadrupoles could have changed the focus position slightly. A further quad scan could have confirmed this but due to time constraints was not possible.
Smallest s laser-wire scan
A plot of the smallest rms s laser scan is shown in Fig. 19 . This scan was performed after fully optimizing the experiment as described above, with the QD4X current and 76.04 A and the QS1X current at À2 A. The smallest rms convoluted beam size, s , was measured as 5:4 AE 0:1 m. In Sec. III A the laser beam size was estimated to be L0 ¼ 2:54 þ0:55 À0:43 m (Table VI) . Therefore the minimum measured rms electron beam size was 4:8 AE 0:3 m. The contribution to the vertical electron beam size due to dispersion was found to be 3:03 AE 0:66 m. These results are consistent with an electron beam size due to the beta function of 3:7 AE 0:7 m. The results, along with the results from the Gaussian fit for comparison, are summarized in Table VII . Typically, as can be seen from Figs. 17 and 18 and Table VII, the Gaussian fit yields a smaller value for s indicating some non-Gaussian shape. Figure 19 also shows the laser wire fitted with a Gaussian, as expected from the theory presented in Sec. I B. However, this analysis assumes that the Rayleigh range of the laser is longer than the horizontal size of the electron beam. When this is not the case the wings of the smaller laser-wire profiles are enhanced and are not well fitted to a Gaussian. It is possible to numerically solve the generalized function Eq. (6) (this fit is also shown in Fig. 19 ) and this method is discussed in Sec. V B 6, but as we show, to correctly extract the vertical electron beam size using this method requires the horizontal electron beam size, which was unknown in our experiment. Therefore the rms method seems the most reliable. However, Fig. 18 and the results in Sec. V B 6 imply that the fit function methods have more sensitivity to the electron beam size at rms s below about 5 m. This could be because the enhanced profile wings at these beam sizes, which contribute to rms s , are due to the Rayleigh range effects described in Sec. V B 6 and not the electron beam profile.
Laser propagation collision data
The electron beam size found in the previous section (Sec. V B 4) was checked for consistency with the laser waist scan (Sec. V B 1). If the extracted electron beam size is correct then the data for the laser waist scan should be consistent with the laser measurements and model presented in Sec. IV. The size of the electron beam was not precisely known when this data was taken, but subtracting the smallest electron beam size in quadrature from each rms s data point gives an upper limit to the laser beam size at that point. These upper laser beam sizes are plotted in Fig. 20 , and the results from the laser propagation fit function are shown in Table VIII . These data are completely consistent with the results of the laser propagation model given in Table VI.
Integral fit to collision data
As discussed in Sec. V B 4, the Gaussian fit expected from Eq. (7) is not a good fit to the laser-wire convoluted profile data when Rayleigh range effects are appreciable. This can be seen in Fig. 19 , where the Gaussian fit to the wings of the profile is not good, and more clearly in Fig. 21 , which shows a laser-wire scan taken with QS1X at 3 A. At this QS1X setting the Gaussian fit s is a minimum, although the fit to this data is poor in the wings of the profile. It is, however, possible to evaluate the number of Compton scattered photons without the assumption that the Rayleigh range of the laser focus is large compared with the electron beam size. This yields [10] an integral fit function [Eq. (11) where I l and I e are constants related to the laser and electron beam intensities, and
where x and y are the horizontal and vertical displacements, respectively, ex and ey are the horizontal and vertical transverse electron beam sizes, and f R ðxÞ is given by
where x R is the Rayleigh range. Figures 19 and 21 show the integral fit to the data with a ratio of the horizontal to vertical electron beam size of 50. It can be seen from the figures that the integral fit is a better fit to the data than a Gaussian, and this is confirmed by the fact that the rms of the data in Fig. 21 is s ¼ 6:30 AE 0:04 m and the rms of the fit function is s ¼ 6:34 m i.e. they are practically the same. Once the ratio ex = ey is set, the only free parameter of the integral fit, apart from the centroid and amplitude, is the electron beam vertical size e . The other parameters are fixed to the values in Table IX vary by a factor of nearly 4 between the rms analysis and the integral fit for large aspect ratios of the beam. This is predominantly because using the rms method attributes the enhancement of the wings of the laser-wire profile to the electron beam size, whereas it is accounted for by the diffractive spread of the laser beam in the integral fit. This suggests strongly that the profile width as measured by calculating the rms of the data may be an overestimate when Rayleigh range effects are important. However, the beam size extracted from the integral fit is strongly dependent on the aspect ratio. This is illustrated in Figs. 22 and 23 , which show the beam size and the 2 =NDF of the overlap fit for different values of this ratio. The quality of the fit does not significantly improve for values of ex = ey > 100 but Fig. 22 demonstrates that without a proper estimate of the horizontal electron beam size it is not really possible to use the integral fit to find the vertical beam size, which is why we have chosen to use the rms value for the data presented in the paper. One of the improvements of the laser-wire experiment is to make it a 2D system, which would avoid this problem in the future. Furthermore, the new laser-wire installation at the ATF2 beam line incorporates an OTR system located at the laserwire IP, which will give independent horizontal and vertical beam size measurements.
Emittance measurement using the laser wire
Data from a quadrupole scan fit (Fig. 24) , dispersion measurement (Sec. II A), and laser profiling (Sec. III A) are combined to produce an emittance measurement. s is the quadrature sum of the electron beam size due to the beta function e; , the electron beam size due to dispersion e; , and the laser beam size at the laser waist L0 . The contribution to s from the electron beam size due to dispersion together with the laser is given by þL ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi An emittance measurement was carried out by performing a two quadrupole (QD4X and QF4X) scan and fitting a parabola to the squared beam size as a function of quadrupole strength (Fig. 24) . Subtracting þL in quadrature from each beam size measurement in the quadrupole scan, the emittance was measured as 560 þ70 À110 pm, taking into account the above error on þL . The upper and lower values of come from subtracting the lower and upper values of þL in quadrature from each beam size measurement before fitting. As with the wire scanner emittance measurement of 207 pm in the previous month, this value is of the order of 10 times the nominal value needed to produce a 1 m vertical electron beam size at the LWIP. It is important to note that the entire quadrupole scan shown in Fig. 24 used laser-wire scans with s below 10 m, possibly explaining the large uncertainty and the systematic shift in the central value compared to the traditional wire measurement.
VI. CONCLUSIONS
We have constructed and operated a laser-wire transverse beam size measurement system at the ATF, which successfully measured electron beam sizes between approximately 40 and 4:8 m. The upper limit is dictated by the signal to noise for the Compton detector at the 150 MW peak laser power used for collision. An increase in laser power of a factor of 4 can be easily delivered from the laser, enabling the measurement of rather large beam sizes of 80 m, without any improvement of the Compton detection system. The lower limit was set by the laser and optical system, and by the emittance of the ATF electron beam, which was not optimal (Sec. II A). The Cherenkov signal is background subtracted using data points outside of the Compton signal region. Beam sizes are then calculated using the rms of the distribution, which gives a meaningful measurement for any profile shape. First, a cut is made at 0.3% intensity to remove background noise, in exactly the same way as with the laser and lens model and measurements. These data were also fitted to a Gaussian function for comparison. Rayleigh range effects could contribute when the beam is small (Sec. V B 6). The full integral fit to collision data is preferable (Sec. V B 6) but this was not used in the main analysis because there was no precise knowledge of the horizontal electron beam size.
Measurements were made to account for contributions to s , the size of the convolution between the electron beam and laser beam. Contributions to the electron beam size are from the emittance, and from the dispersion. Factors contributing to the laser beam size include the input beam size on the lens, and the M 2 laser quality factor. Simulations and measurements indicate that the lens introduces spherical aberrations above a certain input beam size (Secs. and IV) and these affect the quality of the laser; an input laser beam with M Simulations and measurements predict that L0 < 1 m could be achieved by reducing the input beam size (Fig. 9) . The maximum contribution to the beam size from a simple astigmatism is small ( < 0:1 m).
The smallest convoluted beam size, s , was measured after skew quadrupole tuning as 5:4 AE 0:1 m (Table VII and Fig. 19 ). In Sec. III A the laser beam size was estimated to be L0 ¼ 2:54 þ0:55 À0:43 m (Table VI) . Therefore the minimum measured rms electron beam size was 4:8 AE 0:3 m. The contribution to the vertical electron beam size due to dispersion was found to be 3:03 AE 0:66 m. These results are consistent with an electron beam size due to the beta function of 3:7 AE 0:7 m.
Using all the above information, the electron beam emittance in the ATF extraction line was measured as 560 þ70 À110 pm by the laser wire. The design value of y for ATF is 20 pm in the damping ring, and this increases in the extraction line to $3 times this value, but a value of 207 pm was measured in the previous month using a wire scanner. For a more accurate emittance measurement using the laser wire, a higher resolution dispersion measurement is needed. However, the $ 560 pm laser-wire measurement and the 207 pm wire scanner measurement are approximately 10 times the nominal value (measured in 2005, before collisions) needed to produce a 1 m vertical electron beam size.
In the future these measurements should be performed with an input laser beam size of W 1 ¼ 6 mm (Fig. 8) , which will allow us to achieve an even smaller spot size.
High power fiber lasers are being developed [29] which should be able to produce high power, high quality beams.
To verify that the remaining contribution to s is due to a large emittance electron beam may require an independent emittance measurement simultaneously with the laser-wire emittance measurement, along with dispersion measurements, during a single data taking shift. The extracted emittance at ATF2 [30] is expected to be smaller and more stable.
The tails in the convoluted distributions could be due to Rayleigh range effects or lens aberration effects, which give similar signal curves, depending on the aspect ratio of the electron beam. The aspect ratio cannot be determined from the fit, so in the future the horizontal electron beam size must be measured independently. Figure 22 suggests that the profile width as measured by calculating the rms of the distribution instead of using the full integral fit function [Eq. (11) ] may be an overestimate at the smallest beam sizes, where Raleigh range effects come into play.
