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In this paper, the semi-discrete and full discrete biquadratic finite volume element schemes
based on optimal stress points for a class of parabolic problems are presented. Optimal
order error estimates in H1 and L2 norms are derived. In addition, the superconvergences
of numerical gradients at optimal stress points are also discussed. A numerical experiment
confirms some results of theoretical analysis.
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1. Introduction
The finite volume element (FVE) method [1–4], also named the generalized difference method [5–7], covolume
method [8,9] or box method [10], has been becoming increasingly important as a discretization tool in lots of practical
computations. The FVE method possesses not only the simplicity of a finite difference method but also the accuracy of a
finite element method. More importantly, the method preserves local conservation of certain physical quantities. Readers
are referred to [11–14] and references cited therein for some recent developments. By the approximation theory, we know
that the numerical derivatives limited by the degree k of the approximate polynomials can obtain only k-th order accuracy;
in general this estimate cannot be improved even if the solution possesses a higher smoothness. But this fact does not
exclude the possibility that the approximation of derivatives may be of higher order accuracy at some special points, called
optimal stress points. The FVE method based on optimal stress points for solving partial differential equations has been
studied [15–18].
Recently, many researchers have focused on the FVE method in parabolic equations. The linear FVE method has been
studied extensively in [2,8,19–24]. However, there is not a lot of literature on the high order FVE method. As regards the
error estimates of the FVE method for the second order parabolic problems, we can borrow the theories and techniques
of finite element methods to get basically parallel results. But there are certain difficulties requiring special treatment,
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such as the asymmetry of (·,Π∗h ·); a technique dealing with the asymmetry of (·,Π∗h ·) is given in [25]. In [26,18] Wang
presented some high order FVE schemes for one-dimensional elliptic and parabolic differential equations. In [27] Yang and
Yuan developed a symmetric biquadratic FVE scheme for nonlinear convection–diffusion problems and obtained an optimal
H1 error estimate. The dual partition ratio of the method is 1:4:1, i.e., each edge of an element in the primal partitionΩh is
partitioned into three segments so that the ratio of these segments is 1:4:1, this dual partition is different from the usually
used ones in [5], where the partition ratio is 1:2:1 instead of 1:4:1. Using four interpolation optimal stress points on every
rectangle element to construct a dual partition related to the primal partition, the authors in [16,17] developed a new class
of biquadratic FVE methods for Poisson equations, and obtained the following optimal order L2 error estimate by taking the
advantage of optimal stress points:
‖u− uh‖0 ≤ Ch3‖u‖4.
However, many numerical experiments indicate that both convergence rates of the biquadratic FVE methods carried out
from the former two dual partitions are only O(h2) in the L2 norm for elliptic equations, which are not optimal. In this paper,
wewill apply the same dual partition in [16,17] to establish some new FVE schemes for second order parabolic problems.We
prove that these schemes not only possess optimal error estimates inH1 and L2 norms but also obtain the superconvergences
of numerical gradients at optimal stress points.
The remainder of this paper is organized as follows. In Section 2, we introduce some necessary notations, and formulate
the semi-discrete and full discrete FVE schemes. In Section 3, some auxiliary lemmas in order to analyze these schemes are
proved. The semi-discrete and Crank–Nicolson FVE schemes are analyzed in Sections 4 and 5, respectively, including optimal
order error estimates in theH1 norm, L2 norm and the superconvergences of numerical gradients at optimal stress points. In
Section 6, a numerical experiment on the performance of the threemethods, based on the different dual partitions, confirms
that the new method improves the convergence rate of the other two methods.
Throughout this paper, the letter C denotes a generic positive constant independent of the mesh parameter and the time
step size, and can have different values in different places.
2. The finite volume element methods
We consider the following second order parabolic problem:
∂u
∂t
−∇ · (a(x)∇u) = f (x, t), (x, t) ∈ Ω × (0, T ],
u(x, t) = 0, (x, t) ∈ ∂Ω × (0, T ],
u(x, 0) = u0(x), x ∈ Ω
(2.1)
where Ω = (xL, xR) × (yL, yR), x = (x, y), a(x) is a positive real-valued function and f (x, t): Ω × [0, T ] → R. The initial
function u0 is assumed to be smooth enough to insure the problem (2.1) has a unique solution in some Sobolev space.
For simplicity, we denote ut = ∂u∂t . The weak formulation associated with (2.1) is: Find u = u(·, t) ∈ H10 (Ω) (0 < t ≤ T )
such that
(ut , v)+ a(u, v) = (f , v), ∀v ∈ H10 (Ω), 0 < t ≤ T ,
u(x, 0) = u0(x), x ∈ Ω, (2.2)
where (·, ·) denotes the inner product in L2(Ω) and a(·, ·) : H10 (Ω)× H10 (Ω)→ R is a bilinear form defined by
a(u, v) =
∫
Ω
a∇u · ∇vdxdy, ∀u, v ∈ H10 (Ω). (2.3)
Definition 2.1 (Cf. [5]). Point x0 is called an optimal stress point if there exists a q ∈ [1,∞] such that
|▽(u−Πhu)(x0)| ≤ Chk+1− Nq ‖u‖k+2,q,E, ∀u ∈ W k+2,q(E), (2.4)
where E denotes the union of all the elements containing x0, ▽v(x0) the arithmetic mean of the values ▽v(x0) at every
element in E,N the dimension of the region, and C a constant independent of the gridΩh and the solution u.
In [28], we have clarified that the set of the interpolation optimal stress points for a one-dimensional Lagrange quadratic
finite element is
N2 = FNˆ2,
where F is the invertible affine mapping from the reference element Kˆ = [−1, 1] to the finite element K , and Nˆ2 is the set
of the interpolation optimal stress points on [−1, 1]:
Nˆ2 =

− 1√
3
,
1√
3

.
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Fig. 2.1. Dual elements for interior nodes.
First, we shall define a nonuniform partition Ωh of Ω as the tensor product Ωxh × Ωyh . To define Ωxh and Ωyh , we need
distribute 2Nx + 1 and 2Ny + 1 grid points in the x and y directions as follows:
Ωxh : xL = x0 < x1/2 < x1 < · · · < xNx−1/2 < xNx = xR,
Ω
y
h : yL = y0 < y1/2 < y1 < · · · < yNy−1/2 < yNy = yR,
where Nx and Ny are any two positive integers, xi−1/2 = 12 (xi−1 + xi), i = 1, 2, . . . ,Nx and yj−1/2 = 12 (yj−1 + yj), j =
1, 2, . . . ,Ny, then we denote the set of the discrete nodes by Nh = {x|x = (xp/2, yq/2), 0 ≤ p ≤ 2Nx, 0 ≤ q ≤ 2Ny}.
Let hxi = xi − xi−1 and hyj = yj − yj−1. We define h = max{hxi , hyj : 1 ≤ i ≤ Nx, 1 ≤ j ≤ Ny} as the mesh size of Ωh.
Assume thatΩh is shape-regular, i.e., there exists a positive constant ρ such that
ρh ≤ hxi , hyj ≤ h, 1 ≤ i ≤ Nx, 1 ≤ j ≤ Ny.
The trial function space Uh is taken as the biquadratic finite element space with respect toΩh, which consists of all the
functions uh satisfying
(i) uh ∈ C(Ω¯), uh|∂Ω = 0;
(ii) uh is the biquadratic on each element Kij.
Next, we shall construct the dual partitionΩ∗h . The twoGauss points of [0, 1]will be denoted by e1 = 12−
√
3
6 , e2 = 12+
√
3
6 .
As shown in Fig. 2.1, the four interpolation optimal stress points on every rectangle element are used as the nodes of the
dual elements. Similar toΩh, we get the dual partitionΩ∗h = Ωx,∗h ×Ωy,∗h by
Ω
x,∗
h : xL = x0 < xe1 < xe2 < x1+e1 < · · · < xNx−e1 < xNx = xR,
Ω
y,∗
h : yL = y0 < ye1 < ye2 < y1+e1 < · · · < xNy−e1 < yNy = yR,
where xi−1+e1 = xi−1 + e1hxi , xi−1+e2 = xi−1 + e2hxi , i = 1, 2, . . . ,Nx, and yj−1+e1 , yj−1+e2 , j = 1, 2, . . . ,Ny are defined
similarly. Then for any xp/2,q/2 = (xp/2, yq/2) ∈ Nh, 0 ≤ p ≤ 2Nx, 0 ≤ q ≤ 2Ny, we associate a control volume with it
satisfying
K ∗p/2,q/2 = [x−p/2, x+p/2] × [y−q/2, y+q/2]
= [xp/2−1/4+(−1)p(1/4−e1), xp/2+1/4−(−1)p(1/4−e1)] × [yq/2−1/4+(−1)q(1/4−e1), yq/2+1/4−(−1)q(1/4−e1)],
where x−0 = x0, x+Nx = xNx , y−0 = y0, y+Ny = yNy .
Accordingly, we choose the test function space Vh as the piecewise constant function space with respect to Ω∗h , which
consists of all the functions vh satisfying
(i) vh ∈ L2(Ω), vh|∂Ω = 0;
(ii) vh is the characteristic function on each control volume K ∗p/2,q/2.
The semi-discrete FVE scheme for problem (2.1) is: Find uh = uh(·, t) ∈ Uh (0 < t ≤ T ), such that
(uht , vh)+ ah(uh, vh) = (f , vh), ∀vh ∈ Vh, 0 < t ≤ T ,
uh(x, 0) = u0h(x), x ∈ Ω, (2.5)
where
ah(uh, vh) = −
−
K∗∈Ω∗h
∫
∂K∗
a∇uh · nvhds, (f , vh) =
−
K∗∈Ω∗h
∫
K∗
f vhdxdy,
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Fig. 3.1. Rectangle element Kij .
Fig. 3.2. Reference element Kˆij .
n denoting the unit outward normal vector of ∂K ∗. Obviously, ah(·, ·) can be thought by integrating the right-hand side of
(2.3) in the sense of generalized functions, i.e., the integrals are computed in terms of a δ-functionmethod on the boundaries
of neighboring dual elements (see [5]). u0h is a certain approximation of u0 on Uh, satisfying
‖u0 − u0h‖s ≤ Chr−s, s = 0, 1; 2 ≤ r ≤ 3. (2.6)
Commonly, u0h is chosen by the interpolation projectionΠhu0 or elliptic projection Rhu0.
The full discrete FVE scheme for problem (2.1) is: Find unh ∈ Uh (n = 1, 2, . . . ,Nt), such that
∂tunh, vh
+ ah(un,θh , vh) = (f n,θ , vh), ∀vh ∈ Vh,
u0h = u0h(x), x ∈ Ω,
(2.7)
where Nt denotes a positive integer, τ = TNt the time step size, tn = nτ and
∂tunh = (unh − un−1h )/τ ,
un,θh = θunh + (1− θ)un−1h ,
f n,θ = θ f n + (1− θ)f n−1,
f n = f (tn).
The scheme is the so-called backward Euler and Crank–Nicolson FVE scheme when θ is equal to 1 and 12 , respectively.
3. Some auxiliary lemmas
Let Kij = [xi−1, xi]×[yj−1, yj] ∈ Ωh be a rectangle (see Fig. 3.1) with barycenterQ and themiddle pointsMk, (1 ≤ k ≤ 4)
of four edges (in Fig. 3.1, the dotted lines denote the interface of the corresponding control volumes), SKij the area of Kij.
We perform a linear transformation
ξ = (x− xPi)/hxi ,
η = (y− yPi)/hyj ,
(3.1)
then the mapping (3.1) maps Kij onto a reference element Kˆij with vertexes Pˆi(0, 0), Pˆj(1, 0), Pˆk(1, 1) and Pˆl(0, 1) on the
(ξ , η) plane;Mi,Q , Si, . . . become Mˆi, Qˆ , Sˆi · · · (see Fig. 3.2). For any uh ∈ Uh, write uP = uh(P), then on Kij
uh = uPi(2ξ − 1)(ξ − 1)(2η − 1)(η − 1)+ uPjξ(2ξ − 1)(2η − 1)(η − 1)+ uPkξ(2ξ − 1)η(2η − 1)+ uPl
× (2ξ − 1)(ξ − 1)η(2η − 1)+ uMi4ξ(1− ξ)(2η − 1)(η − 1)+ uMjξ(2ξ − 1)4η(1− η)
+ uMk4ξ(1− ξ)η(2η − 1)+ uMl(2ξ − 1)(ξ − 1)4η(1− η)+ uQ4ξ(1− ξ)4η(1− η).
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Lemma 3.1. Let
‖uh‖0,h =
 −
Kij∈Ωh
SKij{uh}TKij{uh}Kij
 1
2
, |||uh|||0,h =
 −
Kij∈Ωh
SKij{uh}TKijB{uh}Kij
 1
2
,
where {uh}Kij = (uPi , uMi , uPj , uMl , uQ , uMj , uPl , uMk , uPk)T , B = E ⊗ E,
E =
 8 2 −1
2 32 2
−1 2 8

,
and⊗ represents Kronecker tensor product. Then ‖uh‖0,h, |||uh|||0,h are equivalent with the L2 norm ‖ · ‖0.
Proof. For any uh ∈ Uh,
‖uh‖20 =
−
Kij∈Ωh
∫
Kij
u2hdxdy =
−
Kij∈Ωh
SKij
∫
Kˆij
u2hdξdη,
it is easy to show that

Kˆij
u2hdξdη, {uh}TKij{uh}Kij , {uh}TKijB{uh}Kij are positive definite quadratic forms of uPi , uMi , uPj , uMl , uQ ,
uMj , uPl , uMk , uPk , thus the conclusion holds. 
The following lemma shows the equivalence of the H1 semi-norm.
Lemma 3.2 (Cf. [16,17]). Let
|uh|1,h =
−
Kij∈Ωh
|uh|21,h,Kij

1
2
,
where
|uh|21,h,Kij =
hyj
hxi
[(uPi − uMi)2 + (uMi − uPj)2 + (uMl − uQ )2 + (uQ − uMj)2 + (uPl − uMk)2 + (uMk − uPk)2]
+ h
x
i
hyj
[(uMl − uPi)2 + (uPl − uMl)2 + (uQ − uMi)2 + (uMk − uQ )2 + (uMj − uPj)2 + (uPk − uMj)2],
then | · |1,h is equivalent with the H1 semi-norm | · |1.
LetΠh : U = H10 (Ω)→ Uh andΠ∗h : U → Vh be the interpolation operators, then (cf. [5,29])
‖u−Πhu‖m ≤ Ch3−m‖u‖3, m = 0, 1, 2, ∀u ∈ U ∩ H3(Ω), (3.2)
‖u−Π∗h u‖0 ≤ Ch‖u‖1, ∀u ∈ U . (3.3)
Using the tensor product basis, a direct calculation shows the following lemma.
Lemma 3.3. For any uh, wh ∈ Uh, we have
(wh,Π
∗
h uh) =
−
Kij∈Ωh
SKij{wh}TKij B˜{uh}Kij ,
where B˜T = G⊗ G, and
G =

e31
3
e21
2
e1
e32 − e31
3
e22 − e21
2
e2 − e1
1− e32
3
1− e22
2
1− e2

 2 −4 2
−3 4 −1
1 0 0

.
Imitating the proofs of Lemmas 3.2 and 3.3 in [14], we obtain the following estimates about ah(·, ·).
Lemma 3.4. When h is small sufficiently, there exist positives constants β and γ independent of h such that
ah(uh,Π∗h uh) ≥ β‖uh‖21, ∀uh ∈ Uh, (3.4)
ah(uh,Π∗hwh) ≤ γ ‖uh‖1‖wh‖1, ∀uh, wh ∈ Uh. (3.5)
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Lemma 3.5 (Cf. [16,17]). Let Rhu ∈ Uh be the elliptic projection of u ∈ H2(Ω) ∩ H10 (Ω) defined by
ah(Rhu, vh) = ah(u, vh), ∀vh ∈ Vh, (3.6)
then Rhu is uniquely defined, and
‖Rhu− u‖1 ≤ Ch2‖u‖3, ∀u ∈ H3(Ω) ∩ H10 (Ω), (3.7)
‖Rhu− u‖0 ≤ Ch3‖u‖4, ∀u ∈ H4(Ω) ∩ H10 (Ω), (3.8)
‖Rhu−Πhu‖1 ≤ Ch3‖u‖4, ∀u ∈ H4(Ω) ∩ H10 (Ω). (3.9)
For any uh ∈ Uh, we obtain a corresponding u˜h ∈ Uh defined by
{u˜h}Kij = D{uh}Kij , ∀Kij ∈ Ωh,
where D is nonsingular and satisfies B = B˜D. It easily follows that (uh,Π∗h u˜h) = |||uh|||20,h.
Lemma 3.6. The norms of uh and u˜h satisfy the following inequalities:
‖Π∗h u˜h‖0 ≤ C‖uh‖0, ∀uh ∈ Uh, (3.10)
‖u˜h‖1 ≤ C‖uh‖1, ∀uh ∈ Uh. (3.11)
Proof. For any uh ∈ Uh,
‖Π∗h u˜h‖20 =
−
Kij∈Ωh
SKij{u˜h}TKijA{u˜h}Kij =
−
Kij∈Ωh
SKij{uh}TKijDTAD{uh}Kij ,
where
A =

3−√3
6 √
3
3
3−√3
6
⊗

3−√3
6 √
3
3
3−√3
6
 ,
thus, DTAD is a symmetric and positive definite matrix since A is symmetric and positive definite and D is nonsingular. By
virtue of Lemma 3.1 we have
‖Π∗h u˜h‖0 ≤ C‖uh‖0.
For any uh ∈ Uh, we define two vectorsXuh and Yuh on Kij, where
Xuh = [uMi − uPi , uQ − uMl , uMk − uPl , uPj − uMi , uMj − uQ , uPk − uMk ]T ,
Yuh = [uMl − uPi , uPl − uMl , uQ − uMi , uMk − uQ , uMj − uPj , uPk − uMj ]T .
If a(x) ≡ 1, we shall denote ah(uh,Π∗hwh) by a˜h(uh,Π∗hwh). Using the tensor product basis, we calculate to obtain
a˜h(uh,Π∗hwh) =
−
Kij∈Ωh

X TwhH ⊗ GXuh
hyj
hxi
+ Y TwhG⊗ HYuh
hxi
hyj

,
where H =

3− 4e1 4e1 − 1
4e1 − 1 3− 4e1

.
A direct calculation gives
a˜h(uh,Π∗h w˜h) =
−
Kij∈Ωh

{w˜h}TKijP1H ⊗ GXuh
hyj
hxi
+ {w˜h}TKijP2G⊗ HYuh
hxi
hyj

=
−
Kij∈Ωh

{wh}TKijDTP1H ⊗ GXuh
hyj
hxi
+ {wh}TKijDTP2G⊗ HYuh
hxi
hyj

=
−
Kij∈Ωh

X TwhG1Xuh
hyj
hxi
+ Y TwhG2Yuh
hxi
hyj

, (3.12)
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where
P1 =

−1 0 0 0 0 0
1 0 0 −1 0 0
0 0 0 1 0 0
0 −1 0 0 0 0
0 1 0 0 −1 0
0 0 0 0 1 0
0 0 −1 0 0 0
0 0 1 0 0 −1
0 0 0 0 0 1

, P2 =

−1 0 0 0 0 0
0 0 −1 0 0 0
0 0 0 0 −1 0
1 −1 0 0 0 0
0 0 1 −1 0 0
0 0 0 0 1 −1
0 1 0 0 0 0
0 0 0 1 0 0
0 0 0 0 0 1

,
G1 =

1008 252 −126 −144 −36 18
252 4032 252 −36 −576 −36
−126 252 1008 18 −36 −144
−144 −36 18 1008 252 −126
−36 −576 −36 252 4032 252
18 −36 −144 −126 252 1008
 , and
G2 =

1008 −144 252 −36 −126 18
−144 1008 −36 252 18 −126
252 −36 4032 −576 252 −36
−36 252 −576 4032 −36 252
−126 18 252 −36 1008 −144
18 −126 −36 252 −144 1008
 .
Therefore,
a˜h(u˜h,Π∗h u˜h) =
−
Kij∈Ωh

X TuhG1Xu˜h
hyj
hxi
+ Y TuhG2Yu˜h
hxi
hyj

. (3.13)
By the similarity diagonalization, we have G1 = Q T1Λ1Q1 and G2 = Q T2Λ2Q2, where Q1 and Q2 are orthogonal matrices, and
Λ1 = Λ2 = diag(972, 1296, 2106+ 162
√
73, 2106− 162√73, 2808+ 216√73, 2808− 216√73).
Note that
X TuhXuh
hyj
hxi
+ Y TuhYuh
hxi
hyj
= |uh|21,h,Kij .
It follows from the Cauchy–Schwarz inequality and Lemma 3.2 that
a˜h(u˜h,Π∗h u˜h) ≤ (2808+ 216
√
73)
−
Kij∈Ωh

(X TuhXuh)
1/2(X Tu˜hXu˜h)
1/2 hyj
hxi
+ (Y TuhYuh)1/2(Y Tu˜hYu˜h)1/2
hxi
hyj

≤ C |uh|1|u˜h|1.
Noticing the equivalence of the seminorm | · |1 and the norm ‖ · ‖1 in H10 (Ω), we have
a˜h(u˜h,Π∗h u˜h) ≤ C‖uh‖1‖u˜h‖1,
which together with (3.4) gives
‖u˜h‖21 ≤
1
β
a˜h(u˜h,Π∗h u˜h) ≤ C‖uh‖1‖u˜h‖1,
thus (3.11) holds. 
Lemma 3.7. When h is small sufficiently, there exists a positive constant β∗ independent of h such that
ah(uh,Π∗h u˜h) ≥ β∗‖uh‖21, ∀uh ∈ Uh.
Proof. Set a¯(x) = a(xi−1/2,j−1/2),∀x ∈ Kij. We define an auxiliary bilinear form a¯h(·, ·) : H10 (Ω)× Vh → R such that
a¯h(uh,Π∗h u˜h) =
−
Kij∈Ωh
I¯Kij(uh,Π
∗
h u˜h),
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where
I¯Kij(uh,Π
∗
h u˜h) = −
−
vi,vj=0, 12 ,1
u˜h(xi−vi,j−vj)
∫
∂K∗i−vi,j−vj

Kij
a¯∇uh · nds.
Similar to (3.12), we have
a¯h(uh,Π∗h w˜h) =
−
Kij∈Ωh
a¯

X TwhG1Xuh
hyj
hxi
+ Y TwhG2Yuh
hxi
hyj

. (3.14)
Thus,
a¯h(uh,Π∗h u˜h) =
−
Kij∈Ωh
a¯

X TuhG1Xuh
hyj
hxi
+ Y TuhG2Yuh
hxi
hyj

≥
−
Kij∈Ωh
(2106− 162√73 )a¯

X TuhXuh
hyj
hxi
+ Y TuhYuh
hxi
hyj

≥ C‖uh‖21. (3.15)
Imitating the proof of Lemma 3.3 in [14], we obtain
|ah(uh,Π∗hwh)− a¯h(uh,Π∗hwh)| ≤ Ch‖uh‖1‖wh‖1, ∀uh ∈ Uh, ∀wh ∈ Uh,
which together with (3.11) gives
|ah(uh,Π∗h u˜h)− a¯h(uh,Π∗h u˜h)| ≤ Ch‖uh‖1‖u˜h‖1 ≤ Ch‖uh‖21. (3.16)
Finally, combining (3.15) and (3.16), we obtain the desired result. 
Lemma 3.8. For any uh, wh ∈ Uh, there exists a positive constant C independent of h such that
|ah(uh,Π∗h w˜h)− ah(wh,Π∗h u˜h)| ≤ Ch‖uh‖1‖wh‖1, ∀uh ∈ Uh, ∀wh ∈ Uh.
Proof. Noticing G1 and G2 are symmetric matrices, from (3.14), we have
a¯h(uh,Π∗h w˜h) = a¯h(wh,Π∗h u˜h),
which together with the triangle inequality and (3.11) leads to
|ah(uh,Π∗h w˜h)− ah(wh,Π∗h u˜h)| ≤ |ah(uh,Π∗h w˜h)− a¯h(uh,Π∗h w˜h)| + |ah(wh,Π∗h u˜h)− a¯h(wh,Π∗h u˜h)|
≤ Ch‖uh‖1‖w˜h‖1 + Ch‖u˜h‖1‖wh‖1 ≤ Ch‖uh‖1‖wh‖1. 
Remark 3.1. In Lemma 3.1, we construct a symmetric positive definite matrix B, and define a discrete norm ||| · |||0,h
with respect to B, which is equivalent with the L2 norm. Then we obtain a piecewise biquadratic element function u˜h
corresponding to uh ∈ Uh defined by
{u˜h}Kij = D{uh}Kij , ∀Kij ∈ Ωh,
where D is nonsingular and satisfies B = B˜D. The construction of the special matrix B in Lemma 3.1 requires that u˜h ∈ Uh,
a¯h(uh,Π∗h w˜h) = a¯h(wh,Π∗h u˜h) and ah(uh,Π∗h u˜h) ≥ β∗‖uh‖21.
4. Error estimates for the semi-discrete FVE scheme
The ordinary differential equation theory tells us that the semi-discrete FVE scheme (2.5) has a unique solution for any
f ∈ L2(Ω).
Theorem 4.1. Let u and uh be the solutions of the problem (2.1) and the semi-discrete FVE scheme (2.5), respectively, for
t ∈ (0, T ] and sufficiently small h, then
(I) ‖u− uh‖0 ≤ C

‖u0 − u0h‖0 + h3‖u0‖4 + h3
 t
0 ‖uτ‖4dτ

;
(II) ‖u− uh‖1 ≤ C

‖u0 − u0h‖1 + h2‖u0‖3 + h2
 t
0 ‖uτ‖3dτ + h2
 t
0 ‖uτ‖23dτ
1/2
;
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(III) if u0h is chosen by the interpolation operator Πh or elliptic operator Rh, we have the following superconvergence results:
‖uh −Πhu‖1 ≤ Ch3, (4.1)
and 
1
r
−
x0∈Mh
|▽(u− uh)(x0)|2
1/2
≤ Ch3, (4.2)
where Mh denotes the set of the optimal stress points of the interpolationΠhu, r the number of points in Mh.
Proof. We split u− uh = ρ + ewith ρ = u− Rhu and e = Rhu− uh, then it follows from Lemma 3.5 that
‖ρ‖0 ≤ Ch3‖u‖4 ≤ Ch3

‖u0‖4 +
∫ t
0
‖uτ‖4dτ

, (4.3)
‖ρ‖1 ≤ Ch2‖u‖3 ≤ Ch2

‖u0‖3 +
∫ t
0
‖uτ‖3dτ

, (4.4)
‖ρτ‖0 ≤ ‖ρτ‖1 = ‖uτ − Rhuτ‖1 ≤ Ch2‖uτ‖3. (4.5)
From (3.6), it easily follows that
(et , vh)+ ah(e, vh) = −(ρt , vh), ∀vh ∈ Vh. (4.6)
Choosing vh = Π∗h e˜ in the above identity and using Lemma 3.3 yields−
Kij∈Ωh
SKij{et}TKij B˜D{e}Kij + ah(e,Π∗h e˜) = −(ρt ,Π∗h e˜),
which together with Lemma 3.7 and (3.10) gives
1
2
d
dt
|||e|||20,h = |||e|||0,h
d
dt
|||e|||0,h ≤ −(ρt ,Π∗h e˜) ≤ ‖ρt‖0‖Π∗h e˜‖0 ≤ C‖ρt‖0‖e‖0.
Noticing that the equivalence of the norm ||| · |||0,h and the norm ‖ · ‖0, and hence, after cancellation of one factor |||e|||0,h (the
case that |||e(t)|||0,h = 0 for some t may easily be handled), and integration,
‖e‖0 ≤ ‖e(0)‖0 + C
∫ t
0
‖ρτ‖0dτ . (4.7)
It is easy to see from Lemma 3.5 that
‖e(0)‖0 = ‖Rhu0 − u0h‖0 ≤ ‖u0 − u0h‖0 + ‖ρ(0)‖0
≤ ‖u0 − u0h‖0 + Ch3‖u0‖4, (4.8)
‖ρτ‖0 = ‖uτ − Rhuτ‖0 ≤ Ch3‖uτ‖4. (4.9)
Finally, (4.3), (4.7)–(4.9) complete the proof of (I).
Next, we deal with the H1-estimate (II). Take vh = Π∗h e˜t in (4.6) to get
(et ,Π∗h e˜t)+ ah(e,Π∗h e˜t) = −(ρt ,Π∗h e˜t).
In view of Lemma 3.3, we obtain
|||et |||20,h + ah(e,Π∗h e˜t) = −(ρt ,Π∗h e˜t),
i.e.,
|||et |||20,h +
1
2
d
dt
ah(e,Π∗h e˜) = −(ρt ,Π∗h e˜t)+
1
2
[ah(et ,Π∗h e˜)− ah(e,Π∗h e˜t)]. (4.10)
Using Lemmas 3.1 and 3.8, the inverse property of the finite element space and the ε-inequality, we find
|ah(et ,Π∗h e˜)− ah(e,Π∗h e˜t)| ≤ Ch‖et‖1‖e‖1 ≤ C‖et‖0‖e‖1
≤ |||et |||20,h + C‖e‖21.
Thus
d
dt
ah(e,Π∗h e˜) ≤ C(‖ρt‖20 + ‖e‖21).
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Integrate on t and use Lemma 3.7, (3.5) and (3.11) to obtain
β∗‖e‖21 ≤ ah(e,Π∗h e˜) ≤ ah(e(0),Π∗h e˜(0))+ C
∫ t
0
(‖ρτ‖20 + ‖e‖21)dτ
≤ γ ‖e(0)‖1‖e˜(0)‖1 + C
∫ t
0
(‖ρτ‖20 + ‖e‖21)dτ
≤ C‖e(0)‖21 + C
∫ t
0
(‖ρτ‖20 + ‖e‖21)dτ . (4.11)
By virtue of Lemma 3.5 we have
‖e(0)‖1 = ‖Rhu0 − u0h‖1 ≤ ‖u0 − u0h‖1 + ‖ρ(0)‖1
≤ ‖u0 − u0h‖1 + Ch2‖u0‖3.
From the Gronwall inequality and (4.5), we have
‖e‖1 ≤ C

‖u0 − u0h‖1 + h2‖u0‖3 + h2
∫ t
0
‖uτ‖23dτ
1/2
,
which together with (4.4) completes the proof of (II).
If u0h = Πhu0, (3.9) gives
‖e(0)‖1 = ‖Rhu0 −Πhu0‖1 ≤ Ch3‖u0‖4. (4.12)
If u0h = Rhu0, it is easy to see that
e(0) = Rhu0 − u0h = 0. (4.13)
Substitute (4.3), (4.12), (4.13) in (4.11) to obtain
‖e‖1 = ‖uh − Rhu‖1 ≤ Ch3, (4.14)
which together with (3.9) leads to
‖uh −Πhu‖1 ≤ ‖uh − Rhu‖1 + ‖Πhu− Rhu‖1 ≤ Ch3. (4.15)
The inverse property of the finite element space leads to
|▽(Πhu− uh)(x0)| ≤ Ch−1‖Πhu− uh‖1.
Noticing r = O(h−2), from (4.15) we obtain
1
r
−
x0∈Mh
|▽(Πhu− uh)(x0)|2
1/2
≤ C‖Πhu− uh‖1 ≤ Ch3. (4.16)
By virtue of (2.4) and (4.16) we have
1
r
−
x0∈Mh
|▽(u− uh)(x0)|2
1/2
≤ Ch3,
which completes the proof of (4.2). 
5. Error estimates for the Crank–Nicolson FVE scheme
Setting θ = 12 in (2.7), we obtain the Crank–Nicolson FVE scheme as follows: Find unh ∈ Uh (n = 1, 2, . . . ,Nt), such that

∂tunh, vh
+ ah unh + un−1h2 , vh

=

f n + f n−1
2
, vh

, ∀vh ∈ Vh,
u0h = u0h(x), x ∈ Ω.
(5.1)
In this section, we shall give the error estimates for the Crank–Nicolson FVE scheme (5.1).
Theorem 5.1. Let un and unh be the solution of the problem (2.1) and the Crank–Nicolson FVE scheme (5.1), respectively, for
sufficiently small h, then
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(IV) ‖un − unh‖0 ≤ C

‖u0 − u0h‖0 + h3‖u0‖4 + h3
 tn
0 ‖ut‖4dt + τ 2
 tn
0 ‖uttt‖0dt

;
(V) ‖un − unh‖1 ≤ C(T )

‖u0 − u0h‖1 + h2‖u0‖3 + h2
 tn
0 ‖ut‖3dt ++h2
 tn
0 ‖ut‖23dt
1/2 + τ 2  tn0 ‖uttt‖0dt1/2

;
(VI) if u0h is chosen by the interpolation operator Πh or elliptic operator Rh, we have the following superconvergence results:
‖unh −Πhun‖1 ≤ C(h3 + τ 2), (5.2)
and 
1
r
−
x0∈Mh
|▽(un − unh)(x0)|2
1/2
≤ C(h3 + τ 2), (5.3)
where Mh denotes the set of the optimal stress points of the interpolationΠhu, r the number of points in Mh.
Proof. Let ρn = un − Rhun and en = Rhun − unh, then un − unh = ρn + en. From (3.6), then we have
(∂ten, vh)+ ah

en + en−1
2
, vh

= (rn, vh), ∀vh ∈ Vh, (5.4)
where
rn = ∂tRhu(tn)− ut(tn)+ ut(tn−1)2 .
Setting vh = Π∗h e˜
n+e˜n−1
2 in (5.4) and using Lemma 3.7, we then have
∂ten,Π∗h
e˜n + e˜n−1
2

≤

rn,Π∗h
e˜n + e˜n−1
2

, ∀vh ∈ Vh,
which together with Lemma 3.3 and (3.10) gives
1
2τ
 −
Kij∈Ωh
SKij{en}TKij B˜D{en}Kij −
−
Kij∈Ωh
SKij{en−1}TKij B˜D{en−1}Kij

= 1
2τ

|||en|||20,h − |||en−1|||20,h

≤ C
2
‖rn‖0(‖en‖0 + ‖en−1‖0).
Using Lemma 3.1, we obtain
‖en‖0 ≤ ‖en−1‖0 + Cτ‖rn‖0.
By the recursion relation we have
‖en‖0 ≤ ‖e0‖0 + Cτ
n−
j=1
‖r j‖0. (5.5)
Write r j = r j1 + r j2, where
r j1 = ∂tRhu(tj)− ∂tu(tj) =
1
τ
∫ tj
tj−1
(Rh − I)utdt, r j2 = ∂tu(tj)−
ut(tj)+ ut(tj−1)
2
.
It is easy to see that
n−
j=1
‖r j1‖0 ≤ Cτ−1h3
∫ tn
0
‖ut‖4dt,
n−
j=1
‖r j2‖0 ≤ Cτ
∫ tn
0
‖uttt‖0dt. (5.6)
Using (3.8), we obtain
‖e0‖0 = ‖Rhu0 − u0h‖0 ≤ ‖u0 − u0h‖0 + ‖ρ(0)‖0
≤ ‖u0 − u0h‖0 + Ch3‖u0‖4 (5.7)
‖ρn‖0 ≤ Ch3‖u(tn)‖4 ≤ Ch3

‖u0‖4 +
∫ tn
0
‖uτ‖4dτ

. (5.8)
Substitute (5.6), (5.7) in (5.5) to obtain
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‖en‖0 ≤ C

‖u0 − u0h‖0 + h3‖u0‖4 + h3
∫ tn
0
‖ut‖4dt + τ 2
∫ tn
0
‖uttt‖0dt

,
which together with (5.8) gives (IV).
Taking vh = Π∗h ∂t e˜n in (5.4) and using Lemma 3.3 leads to
|||∂ten|||20,h + ah

en + en−1
2
,Π∗h ∂t e˜
n

= (rn,Π∗h ∂t e˜n). (5.9)
Using (3.5), (3.11), Lemmas 3.1, 3.7 and 3.8 and the inverse property of the finite element space, we find
ah

en + en−1
2
,Π∗h ∂t e˜
n

= 1
2τ
ah(en + en−1,Π∗h (e˜n − e˜n−1))
= 1
2τ
[ah(en,Π∗h e˜n)− ah(en−1,Π∗h e˜n−1)− ah(en,Π∗h e˜n−1)+ ah(en−1,Π∗h e˜n)]
= 1
2τ

ah(en,Π∗h e˜
n)− ah(en−1,Π∗h e˜n−1)+
1
2
(ah(en + en−1,Π∗h (e˜n − e˜n−1))
− ah(en − en−1,Π∗h (e˜n + e˜n−1)))

≥ C
2τ
[‖en‖21 − ‖en−1‖21] − Ch‖en + en−1‖1‖∂ten‖1
≥ C
2τ
[‖en‖21 − ‖en−1‖21] − C‖en + en−1‖1|||∂ten|||0,h
≥ C
2τ
[(1− Cτ)‖en‖21 − (1+ Cτ)‖en−1‖21] −
1
2
|||∂ten|||20,h. (5.10)
It follows from Lemma 3.1, (3.10) and the ε-inequality that
|(rn,Π∗h ∂t e˜n)| ≤ ‖rn‖0‖Π∗h ∂t e˜n‖0 ≤ C‖rn‖20 +
1
2
|||∂ten|||20,h,
which together with (5.9) and (5.10) gives
‖en‖21 ≤
1+ Cτ
1− Cτ ‖e
n−1‖21 + Cτ‖rn‖20.
Note that τ = TNt , then

1+Cτ
1−Cτ
n
≤

Nt+CT
Nt−CT
Nt
→ e2CT <∞(Nt →∞). By the recursion relation we have
‖en‖21 ≤ C(T )

‖e0‖21 + τ
n−
j=1
‖r j‖20

. (5.11)
It is easy to see that
‖e0‖21 = ‖Rhu0 − u0h‖21 ≤ ‖u0 − u0h‖21 + ‖ρ(0)‖21
≤ ‖u0 − u0h‖21 + Ch4‖u0‖23. (5.12)
As for r j = r j1 + r j2, we easily get
n−
j=1
‖r j1‖20 ≤ Cτ−1h4
∫ tn
0
‖ut‖24dt,
n−
j=1
‖r j2‖20 ≤ Cτ 3
∫ tn
0
‖uttt‖20dt. (5.13)
Combining (5.11)–(5.13), we have
‖en‖1 ≤ C(T )

‖u0 − u0h‖1 + h2‖u0‖3 + h2
∫ tn
0
‖ut‖23dt
1/2
+ τ 2
∫ tn
0
‖utt‖0dt
1/2
,
which along with (4.4) yields (V).
(VI) can be obtained by imitating the analysis for (III). 
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Table 1
Rates of convergence of Method I.
N ‖un− unh‖0 Rate ‖un− unh‖1 Rate Esup Rate
4 8.4816E−3 – 4.6542E−2 – 4.3105E−3 –
8 2.2777E−3 1.8967 1.1703E−2 1.9916 1.0424E−3 2.0480
16 5.6241E−4 2.0179 2.9259E−3 2.0000 2.5420E−4 2.0358
32 1.4011E−4 2.0051 7.3147E−4 2.0000 6.3147E−5 2.0092
64 3.4996E−5 2.0013 1.8287E−4 2.0000 1.5761E−5 2.0023
Table 2
Rates of convergence of Method II.
N ‖un− unh‖0 Rate ‖un− unh‖1 Rate Esup Rate
4 1.1636E−2 – 4.7452E−2 – 5.6769E−3 –
8 3.0674E−3 1.9236 1.2023E−2 1.9807 1.3932E−3 2.0267
16 7.5183E−4 2.0285 3.0080E−3 1.9989 3.3920E−4 2.0382
32 1.8693E−4 2.0079 7.5204E−4 1.9999 8.4219E−5 2.0099
64 4.6669E−5 2.0020 1.8801E−4 2.0000 2.1017E−5 2.0026
Table 3
Rates of convergence of Method III.
N ‖un− unh‖0 Rate ‖un− unh‖1 Rate Esup Rate
4 4.5085E−3 – 4.4960E−2 – 2.4608E−3 –
8 5.6955E−4 2.9848 1.1262E−2 1.9972 3.0736E−4 3.0011
16 7.1386E−5 2.9961 2.8165E−3 1.9994 3.8034E−5 3.0146
32 8.9253E−6 2.9997 7.0417E−4 1.9999 4.7357E−6 3.0056
64 1.1156E−6 3.0000 1.7604E−4 2.0000 5.9184E−7 3.0003
Remark 5.2. If θ = 1 in (2.7), we obtain the back Euler FVE scheme. Imitating the proof of Theorem 5.1, the error estimates
for this full discrete scheme can be proved.
6. Numerical experiment
In this section, we shall compare the results of a numerical experiment by using the Crank–Nicolson FVE schemes in the
previous section, based on different dual meshes. We shall refer to the scheme whose partition ratio is 1:2:1 as Method I,
the scheme whose partition ratio is 1:4:1 as Method II and the scheme (5.1) as Method III. Consider the following problem:
∂u
∂t
−∇ · (ex+y∇u) = f (x, t), (x, t) ∈ Ω × (0, 1],
u(x, t) = 0, (x, t) ∈ ∂Ω × (0, 1],
u(x, 0) = u0(x), x ∈ Ω,
(6.1)
whereΩ = (0, π)2, u0(x) = sin(x) sin(y) and f (x, t) is chosen so that the exact solution u = e−t sin(x) sin(y). The example
is computed on a uniform grid consisting of N × N square elements and time step τ = (1/N)2.
In the Tables 1–3, we present some numerical results with tn = 18 and u0h = Πhu0, including the L2 norm, H1 norm and
the superconvergence of averaging gradient at optimal stress points (Esup).
The numerical results show that the three methods have roughly the same convergence rate in the H1 norm. Moreover,
it is worth noting that the convergence rates in the L2 norm and averaging gradient at optimal stress points are third order
accurate only for Method III, which confirms our theory. This means that the new biquadratic FVE methods for parabolic
problems in this paper are more accurate than Method I and Method II.
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