Abstract-Chaotic dynamics is widely used to design pseudorandom number generators and for other applications, such as secure communications and encryption. This paper aims to study the dynamics of the discrete-time chaotic maps in the digital (i.e., finite-precision) domain. Differing from the traditional approaches treating a digital chaotic map as a black box with different explanations according to the test results of the output, the dynamical properties of such chaotic maps are first explored with a fixed-point arithmetic, using the Logistic map and the Tent map as two representative examples, from a new perspective with the corresponding state-mapping networks (SMNs). In an SMN, every possible value in the digital domain is considered as a node and the mapping relationship between any pair of nodes is a directed edge. The scale-free properties of the Logistic map's SMN are proved. The analytic results are further extended to the scenario of floating-point arithmetic and for other chaotic maps. Understanding the network structure of a chaotic map's SMN in digital computers can facilitate counteracting the undesirable degeneration of chaotic dynamics in finite-precision domains, also helping to classify and improve the randomness of pseudorandom number sequences generated by iterating the chaotic maps.
Yet, the implementation of a chaotic system in a digital device is always an inevitable problem withholding its real applications [2] , [3] . Under the joint influence of round-off errors and truncation errors (i.e., algorithmic errors) in a finite-precision domain (e.g. in a finite-state machine), a resultant digital orbit will be off-tracking from the theoretical one [4] , [5] . Based on the well-known shadowing lemma, many believed that any pseudo-random number sequence generated by iterating a chaotic map retains the complex dynamics of the original chaotic map to a high extent [6] . However, it was found that the dynamics of a digital chaotic map are definitely degraded to some degree [7] . In 1988, Yorke et al. [8] investigated the period distribution of an orbit of the Ikeda map, starting from a specific initial point under various round-off precisions, and found that the expected number of periodic orbits is scaled to the precision. In [9] , a set of objective metrics were proposed to measure the degree of dynamics degradation of piecewiselinear chaotic maps. In 1991, Lin and Chua [10] suggested that a real digital filter can exhibit near-chaotic behaviors if its wordlength is sufficiently large (e.g., larger than 16 bits).
Due to the "pigeonhole principle" and a limited possible number of a digital state, the orbit generated by iterating a chaotic map from any initial state in the digital domain will definitely enter a periodic loop after the transient process, referring to the general cycle detection problem about periodic functions, as discussed in [11] and [12] . The existence of a network relationship among all possible states of a given chaotic map in the digital domain was often ignored [13] , instead having focus on statistics along the orbit (path) on the network. When the orbits of the Logistic map are computed in 64-bit floating-point precision, by statistical analysis it was shown in [4] how the errors change with respect to the control parameters. In [14] , period distribution of the generalized discrete Arnold cat map was precisely derived. Furthermore, the maximum period of the sequences generated by iterating the Logistic map over the field Z 3 n was derived in [15] . In [16] , the influences of different rounding methods on the transient lengths and cycle lengths were analyzed experimentally. The influences caused by control parameters were further analyzed in [17] . In [7] , the periods and cycles of the Logistic map are exhaustively calculated in 32-bit floating point precision using high-throughput computing.
Some earlier works on the dynamics of digital chaos via studying the state-mapping network (or state transition diagram, or functional graph), composing of relationships between every pair of states, fall into the scope of network science studies. In 1986, Binder and Jensen [18] drew the state network of the Logistic map in the 5-bit fixed-point arithmetic domain and reported that the counterparts of some metrics for measuring dynamics in continuous chaos, such as Lyapunov exponent and entropy, work just as well. In [19] , he further experimentally studied how the number of limit cycles and the size of the longest cycle change with the fixed-point precision. Later, an analytical framework was proposed for recurrence network analysis of chaotic time series [20] , [21] . In [22] , the complexity of 1-D cellular automata was classified by two parameters of its state-mapping network. However, the validity of such classification method was questioned in [23] . In [24] , an orbit of a state-mapping network (SMN) was transformed into a network via horizontal visibility. It was found that the network entropy can mimic the Lyapunov exponent of the original map in a subtle level. In [25] [26] [27] [28] , a mapping network among sub-intervals was established to explore the coherence between network parameters and some wellrecognized metrics characterizing chaotic dynamics. In [29] , the relative frequency of different 4-node subgraphs of SMN of some chaotic maps and flows was used to discriminate the underlying chaotic systems.
In retrospect, the seemingly complex dynamics of chaos has been very appealing for random number generation [30] [31] [32] and random permutation [33] . In fact, in 1947, von Neumann already suggested using the Logistic map as a pseudo-random number generator (PRNG) [34] . Since then, a large number of PRNG have been proposed based on various chaotic maps and their variants, e.g., the Logistic map [6] , [32] , [35] [36] [37] , the Tent map [31] , [33] , [38] , the Sawtooth map [39] , [40] , the Rényi chaotic map [41] , and the Cat map [14] . In addition, chaos theory was widely used to design hash functions and encryption schemes. However, it is impossible for any chaotic map to reach the ideal chaotic state in a finite-precision digital domain. As reviewed in [42] and [43] , any dynamics degradation of digital chaos may facilitate thwarting security of the supporting encryption schemes.
To counteract dynamics degradation, many methods have been proposed, for example adopting higher precision [10] , perturbing chaotic states [35] [36] [37] , [44] , perturbing control parameters [45] , and cascading multiple chaotic maps [46] , switching multiple chaotic maps [47] , [48] , and feedback control [32] , [49] . Most of these works claimed that the improved discrete chaotic maps can work as good alternatives of the classic PRNG, by showing that their results pass typical randomness test suites. The real structures of such chaotic maps implemented in the computer remain mysterious, in which some important details occurring with a very low probability were omitted by a limited number of random experiments. To improve such a situation, this paper studies the properties of SMN generated by iterating a chaotic map in the digital domain: every representable value in the domain of the chaotic map is considered as a node, while a directed edge between a pair of nodes is built if and only if the former node is mapped to the latter one by the chaotic map. Using the Logistic map and the Tent map as illustrative examples, the dynamical properties of chaotic maps in the fixed-point arithmetic domain are disclosed by studying their corresponding SMN. The scale-free properties of SMN are mathematically proved. The relationship between an SMN obtained in a floating-point arithmetic domain and that in a fixed-point arithmetic domain is revealed. Finally, it will be shown that SMN can work as fingerprints of chaos-based PRNG to coarsely evaluate their randomness.
The remainder of the paper is organized as follows. Section II performs network analysis on the SMNs of the Logistic map and the Tent map in the fixed-point arithmetic domain. Section III presents an analysis of the SMNs of the two maps in the floating-point arithmetic domain. An application of SMN to the evaluation of PRNG is discussed in Sec. IV. The last section concludes the investigation.
II. STATE-MAPPING NETWORK OF DIGITAL CHAOTIC MAPS IN THE FIXED-POINT ARITHMETIC DOMAIN
First, the state-mapping network of chaotic maps implemented in the fixed-point arithmetic precision is defined and its general properties are proved. Then, the special properties of SMN of the Logistic map and the Tent map are analyzed.
A. Basic Properties of Chaotic Maps Implemented in the Fixed-Point Arithmetic Precision
and a computing domain of fixed-point arithmetic precision n, with a specified quantization scheme, its domain and range are both defined as a discrete set {x | x = i 2 n } 2 n i=0 . The associate state-mapping network F n is built in the following way: the 2 n + 1 possible states are viewed as 2 n + 1 nodes; every pair of nodes with labels i and j is linked with a directed edge if f (i /2 n ) = j/2 n , calculated in the quantization domain. Let f n (i ) denote the original value corresponding to the node with label i in F n before the final quantization step, namely,
where R(·) is an integer quantization function, e.g. floor, ceil, and round. As discussed in [9] , a different quantization function only has a slight effect on the quantized value and does not significantly influence the overall structure of SMN. So, only round quantization is considered throughout the paper. Property 1 below describes the relationship between the i -th node in F n and the (2i )-th node in F n+1 . Meanwhile, Properties 2, 3 characterize that between the former and the (2i ± 1)-th node in F n+1 .
Property 1: The node with label "2i" in F n+1 and that with label "i " in F n satisfy
where
frac(x) = x − x , i ∈ {0, · · · , 2 n }, and x returns the largest integer less than or equal to x.
the proof of this property is straightforward using
Property 2: The node with label "2i + 1" in F n+1 and that with label "i " in F n satisfy
and i ∈ {0, · · · , 2 n − 1}. Proof: According to the triangular inequality, one has
Utilizing the property of the integer quantization function
one obtains
Incorporating the above inequality and Eq. (1) into inequality (3), the property is proved. Property 3: The node with label "2i − 1" in F n+1 and that with label "i " in F n satisfy
and i ∈ {1, · · · , 2 n }. Proof: As the proof is very similar to that of Property 2, it is omitted.
B. SMN of the Digital Logistic Map
In the digital domain with fixed-point precision n, the Logistic map
becomes where N μ is an odd integer in {0, · · · , 2 n μ +2 }, μ = N μ /2 n μ , and n μ ≤ n. To facilitate the following discussion, draw the SMN of the Logistic map, F * n , with a fixed control parameter in the three arithmetic domains shown in Fig. 1a), b) , and c), respectively.
From Fig. 1 , the following basic characteristics of SMN of the digital map can be noticed:
• The whole SMN is composed of a number of weakly connected components, which are maximal subgraphs of a directed graph such that, for every pair of nodes u, v in the subgraph, there is a path between u and v in the underlying undirected version of the subgraph.
• Each weakly connected component has one and only one self-loop (an edge connecting a node to itself) or cycle (a sequence of nodes starting and ending at the same node such that, for every two consecutive nodes in the cycle, there exists an edge directed from the former node to the latter one.) • Any node is linked to the cycle of the associated weakly connected component via a transient process. From Figs. 1a) , b), c), one can further observe a special property of the SMN of the Logistic map: one weakly connected component dominates the whole SMN and there is a clear decreasing order among all the weakly connected components [50] . More precisely, the size of the component accounts for more than half of the size of the whole network. 
Property 4: The nodes labeled number "i " in F *
n and that in F * n+1 with number "2i + 1" satisfy
where i ∈ {0, · · · , 2 n − 1}, and n ≥ 3. Proof: By putting Eq. (8) into inequality (2), one gets
, one furthermore has
From the proof of Property 4, one can see that the upper bound of |F * n+1 (2i Fig. 1a ). The corresponding data for the nodes shown in Fig. 1b ) are plotted in Fig. 2b ), to further demonstrate the differences between F * n and F * n+1 .
Fact 1: Round function R(·) satisfies that R(x) = R(y) if and only if
where x, y ∈ R.
Property 5: The in-degree of node F * n (2 n−1 ) in the SMN of the Logistic map implemented by n-bit finite precision is
one can ensure the degree of the node F n (i ) among the SMN be N k t , where k t ∈ Z and N k t is the number of all possible values of k t satisfying Eq. (10). Putting Eq. (8) with i = 2 n−1 into Eq. (10), one gets
Referring to Fact 1, one has
from Eq. (11), where one of the two cases in Fact 1 is selected, depending on the value of R(d) ∈ {0, 1}. Since d −R(d) < 1/2 for any d, the right part of the above inequality is always satisfied. Solving the left part of inequality (12),
, which completes the proof of the property.
and the value of the Logistic map monotonously increases from zero to the maximum value f (1/2) = μ/4, which becomes R(N μ /2 n μ −n+2 ) in the n-bit finite arithmetic domain. The point 1/2 in the infinite-precision domain corresponds to the
in the associate SMN when n > n μ + 1. Since f (x) monotonously decreases from μ to zero in the studied interval, the in-degree (the number of edges directed into a node in a directed network) corresponding to y monotonously increases as y increases from zero to the maximum value f (1/2) = μ/4. But, due to the quantization in the n-bit arithmetic domain, not every possible value in the codomain can be accessed by the digital version of the Logistic map (see Fig. 3 ). Fortunately, the quantization can only change the monotonicity when the degree is relatively small, as demonstrated in Fig. 3 . As to the node F * n (2 n−1 ), its in-degree (the number of edges linking to the node) in the associate SMN has been exactly derived in Property 5. To obtain the overall relationship among the most important nodes in the SMN in terms of degrees, assume that the monotonicity is retained in the right part of the interval (0, F * n (2 n−1 )/2 n ) in the following analysis. In-degree distribution p(k), the fraction of nodes in the network with in-degree k, is a fundamental characteristic of a directed network. To derive the distribution of the SMN of the Logistic map, first compute its variant in Theorem 3, where cumulative in-degree distribution P(k) means the fraction of nodes in the network with in-degrees larger than k.
Theorem 1: The cumulative in-degree distribution of the SMN F * n approaches
as n increases. Proof: In a computing domain of fixed-point arithmetic precision n with a specified quantization scheme, the domain and codomain of any 1-D map are both divided into intervals of fixed length = 1/2 n .
As demonstrated by Fig. 4 , assume a point x 0 and y 0 = f (x 0 ) are both multiples of . As for the interval to which y 0 belongs, the number of intervals having pre-image of y 0 in the neighborhood of x 0 is
where · gives the smallest integral value not less than the argument. Since moving location of coordinate origin does not influence the value of the calculated degree, the above equation is applicable to any other point in the map. Since the Logistic map (7) has a symmetric property, i.e.
the in-degree of the node corresponding to y = f (x) is double of that in the left part of the domain. In the interval [0, 1/2], the inverse function of map (7) is
So, one has the in-degree of the node to which y belongs, as
where is the change caused by the quantization function, and 0 ≤ < 2. Squaring both sides of the above equation twice, one gets
As the relative influence of is very small, such similar cases are neglected in the following discussion.
Since f (x) ≡ −2μ < 0 for x ∈ [0, 1/2], the rank (order) of the interval the state y belongs, among all intervals, is
According to the definition of the cumulative in-degree distribution, one has
is the number of nodes in the SMN. Incorporating Eq. (14) into the above equation, one obtains
Obviously, P(k) monotonously increases with respect to n. So, by increasing the value of n, the cumulative in-degree distribution of the SMN for the Logistic map tends to its limit: lim
To verify Theorem 1, draw the cumulative in-degree distributions of SMN F * 5 ∼ F * 20 as in Fig. 5 , where N is fixed to be 2 20 , to clearly demonstrate the evolution of the distributions. The corresponding in-degree distributions are shown in Fig. 6 , which agree with Corollary 1.
Proof: Due to the symmetry property of the Logistic map, the in-degree of its SMN is always even, except the one corresponding to the critical point f (1/2) .
According to the definition of the cumulative in-degree distribution, in-degree distribution p(k) can be calculated by So, one has
Obviously, p(k) monotonously tends to its limit value: lim
C. SMN of the Digital Tent Map
In the same digital domain discussed in the last subsection,
To facilitate the following discussion, draw the SMN of the Tent map, F n , with μ = 31/2 5 in the domains of fixed-point 5-bit and 6-bit, respectively, as shown in Figs. 7a) 
where i ∈ {0, · · · , 2 n − 1}. Proof: The proof is very similar to that of Property 4. Since N μ /2 n μ −1 ∈ [0, 2], one has From the proof of Corollary 2, one can see that the upper bound of |F n+1 (2i Fig. 7 , which agrees with Properties 1 and 4. The corresponding data with n = 6 are shown in Fig. 8b ), which further demonstrate the differences between F n and F n+1 . Now, one can see that the SMN of the Tent map also incrementally expand, just as the Logistic map, in the same digital domain. Proof: When x = 1/2, the maximum value f (x) = μ is obtained. The node corresponding to x = 1/2 only points to one node corresponding to y = μ. So, the in-degree of the node to which y = μ belongs is k = 1.
Due to the symmetry property of the Tent map, only the left half part of the domain is considered. In the interval [0, 1/2], the inverse function of the Tent map y = f (x) is
Since f (x) = 2μ > 0 for x ∈ [0, 1/2], f (x) monotonously increases with respect to x. Similarly to the proof of Theorem 1, one has the in-degree of the node to which y belongs, as
From Property 6, the edges in the SMN of the Tent map are not accumulated as the implementation precision increases (see Fig. 10 ), which is different from that of the Logistic map.
Based on the above discussions, one can conclude that f (x) > 0 in the whole domain is only a sufficient but not a necessary condition, for which the associate SMN of the corresponding map follows a power-law distribution.
III. ANALYSIS OF SMNS OF DIGITAL CHAOTIC MAPS IN FLOATING-POINT ARITHMETIC DOMAIN

A. Influence Caused by Floating-Point Arithmetic
To obtain a trade-off between a wide range and a high precision, digital computers adopt two kinds of binary representation formats to represent real numbers: fixedpoint format and floating-point format. The former is more suitable for integers or real numbers with a fixed precision, and the latter for approximating real numbers with a higher and variable precision. Before standardization by IEEE and ANSI in 1985, different machines used dramatically different representation forms for the floating-point arithmetic.
Following the floating-point standards, a sequence of n bits, {b(i )} n−1 i=0 , is divided into three parts: a sign, a signed exponent, and a significand. The represented number is interpreted as the signed product of the significand and the number 2 to the power of its exponent:
if e = 0, os = 0;
As to the single-precision floating-point format (binary32), e.g. "float" in C-language and "single" in Matlab, (l, m) = (8, 23), whereas (l, m) = (11, 52) in double-precision floating-point format (binary64). In IEEE 754-2008, halfprecision floating-point format (binary16) is designed for storaging with a higher precision, not for performing arithmetic computations, where (l, m) = (5, 10). Meanwhile, due to the intermediate scale of the data generated by binary16, its simulation is widely adopted for experiments [51] .
In the floating-point arithmetic domain, equality (13) does not hold in general. Some concrete intermediate data from calculating the Logistic map are shown in Table I . Specifically, 
For any x ∈ R ∩ [0, 1], there exists a unique integer e such that x = ( 
where e ∈ {2 − 2 l−1 , · · · , −2}. Then, one has
wherex i = 1 − x i . Observing the first item in the righthand side of Eq. (17), one can see that the exponent for the representation of (1 − fl(x)) in that domain is minus one, namely,
wherex i ∈ {0, 1}. In addition, 2 l−1 − 2 ≥ m + 1 is a necessary condition for ensuring a sufficient scope of represented numbers by the floating-point format. So, the two cases in Eq. (17) need to be further divided into three cases:
Referring to the first case in Eq. (16) and subtracting Eq. (18) from Eq. (17), one obtains 
From Eq. (19), it follows that the difference between 1 − (1 − x) and x decreases monotonically in every selected interval, which is verified by the differences shown in Fig. 11 . As shown in the inset in Fig. 11 , the two segments corresponding the first two cases in Eq. (19) e 1 =−14 , can be connected smoothly. The corresponding difference yielding the final result of the Logistic map is shown in Fig. 12 .
Assume that the initial condition is x(0)
Then, the iteration of the Tent map becomes where denotes the left bit-shifting operation. Note that
That is, the number of required iterations converging to zero is N r = L + 1. Note that N r = 0 when x(0) = 0. To visualize the operations of the digital Tent map with a typical example, the evolution process of the number is presented corresponding to the node labeled with "13" in Fig. 13a) 
From the above analysis, it is clear that no any quantization error is introduced into the digital chaotic iterations, because the chaotic iterations can be exactly carried out with the digital operation . The value of L can be estimated according to two different conditions of x(0) = 0:
• x(0) is a non-zero denormalized number:
Assuming that the least 1-bit of x(0) is b i = 1, one can immediately get x(0) = (0.
Next, consider the mathematical expectation of i ∈ {0, · · · , m − 1}. Without loss of generality, for a denormalized number or a normalized number with a fixed exponent e, assume that the mantissa fraction (b m−1 · · · b 0 ) 2 distributes uniformly over the discrete set {0, · · · , 2 m −1}. Then, the probability of
, and the probability of (b m−1 = · · · = b 0 = 0) is 1 2 m . Thus, the mathematical expectation of i is
Next, the mathematical expectation of e ∈ {1, · · · , 2 l−1 − 2} is analyzed. From the uniform distribution of x(0) in the interval [0,1], it follows that the probability of the exponent e is about Prob[2 −e ≤ x < 2 −(e−1) ] = 2 −e . Thus, the mathematical expectation of e is
From the above deductions, one can deduce that
To verify the mathematical expectation of N r , some experiments were performed for testing on 10,000 initial conditions, pseudo-randomly generated with the standard Rand function of Microsoft Visual Studio 2010. The occurrence frequency of different values is shown in Fig. 14 , where the average values of N r for the three arithmetic domains are about 11.95, 24.97, and 54.01, respectively. All distributions well agree with the theoretical expectations.
B. Relationship Between the SMNs Obtained in Two Arithmetic Domains
In the floating-point arithmetic domain with the exponent width of l bits and the mantissa width of m bits, the minimum fixed interval is 2 (1−(2 l−1 −1) ) ·2 −m = 2 2−2 l−1 −m . Under a fixedpoint computing environment of precision n, the fixed interval 
where j ∈ {2 l−1 − 3, 2 l−1 − 4, · · · , 1, 0}, and
Proof: Utilizing the property of the integer quantization function
As for the node labeled with "i " in F n , the corresponding value i /2 n can be accurately represented in both the floatingpoint domain with (l, m) and the n-bit fixed-point domain. Furthermore, the intermediate processes of calculating f (i /2 n ) are the same in the two arithmetic domains. So, the difference between f l,m (i ) and f n (i ) is caused only by the final quantization step.
When Thus, one can conclude that
is a subnormal number, and f l,m (i ) and f n (i ) can be expressed as
Similarly to the above cases, one has
So, one gets
To illustrate Theorem 2, draw three connected components of the SMN of the Logistic map with μ = 121/2 5 , F 12 , in Fig. 15a ). Relative relations of the nodes in F 4, 6 are shown in Fig. 15b ). The corresponding parts of F 4, 6 are shown in Fig. 15b) .
Due to the space limitation, only the involved nodes and their neighbors, but not the original connected components, are shown in Fig. 15b) . Moreover, differences between some mappings in F 12 and that in F 4, 6 are listed in Table II, The process can be verified by comparing Fig. 16a ) and Fig. 16b) with Fig. 17a) and Fig. 17b ), respectively. Table III presents the differences between the two SMNs in the two arithmetic domains with n = 6 and (l, m) = (3, 4) .
Referring to Theorems 1 and 2, one can conclude that the cumulative in-degree distribution and the in-degree distribution of the SMN of the Logistic map implemented in the floating- point arithmetic domain approximate that implemented in the corresponding fixed-point arithmetic domain. This is verified by comparing Fig. 5 and Fig. 18 with Fig. 6 and Fig. 19 This section demonstrates that SMN can be used to classify the structures of various PRNGs based on iterating a chaotic map. Furthermore, it can work as a coarse visual tool for evaluating their randomness levels, as a complement to all kinds of test indexes enclosed in the standard test suites, e.g. NIST SP 800-22 [52] and TestU01 [53] . For this purpose, the various methods for chaos-based PRNG are classified into the following six categories by scrutinizing the SMNs of enhanced Logistic maps:
• Selecting state and control parameters By observing Fig. 1 , one can see that the nodes labeled "0" and "2 n " are pathological seeds, therefore they should be excluded from any PRNG. More similar nodes can be found from Fig. 1c) , which are very difficult to be identified by a randomness test suite. In [31] , it was claimed that the discrete Tent map can achieve a satisfactory trade-off among the period lengths, the statistical characteristics of the generated bit sequences, and the complexity of hardware implementations in the fixed-point domain. As the control parameter is the sole factor in the SMN of the Tent map under the given implementation environment, now one can see that in [35] it only selects the desired SMN by choosing some control parameters.
• Increasing the arithmetic precision
As discussed in [10] , increasing the arithmetic precision can substantially enlarge the average length of the orbit of an SMN and enhance its complexity. However, such enhancing method cannot change its overall structure, as can be observed from Fig. 1. [7, Fig. 2 ] also confirms that increasing the precision does not always enlarge the average path period of an SMN. In addition, exhaustively searching smaller-scale data incurred by a lower arithmetic precision, e.g. binary16, may also discover the rules found from the big data generated by a higher-precision as in [7] .
• Perturbing states
Essentially, perturbing the state is to jump from a walk path in an SMN to another (namely, to rewire the linking edges of an SMN) [35] [36] [37] , [44] . To show the effect of this kind of methods, the SMN is perturbed as shown in Fig. 1b) , by the method given in [44] . The result is presented in Fig. 20a ), where the perturbation is performed by bit-wise XOR of the three least significant bits of the mapping value and the perturbing bit sequence (100) 2 . From Fig. 20a ), one can see that the orbit starting from some states, especially that in connected components of small sizes, remains unchanged. A cycle may become even shorter after the states are perturbed. Generally, the enhancing methods based on feed-back control proposed in [32] and [49] can be considered as perturbing nodes of the corresponding SMN adaptively.
• Perturbing the control parameters
Perturbing the control parameters is to walk from a path of an SMN corresponding to one control parameter to that corresponding to another one with a timely jump. So, this kind of methods is actually to cascade multiple SMNs generated by the same chaotic map [45, Sec. 4] . To visualize this strategy, SMN cascades are shown in Fig. 1b) , along with that in Fig. 16b) , and the results are presented in Fig. 20b ).
• Switching among multiple chaotic maps
In each iteration, the chaotic map is switched from one candidate to another, so as to generate the next state [47] , [48] . From the viewpoint of SMN, the obtained orbit is to walk on every SMN for one step and then jump to another SMN, depending on the switching operation. As one state may be operated by different chaotic maps, the out-degrees of some nodes of the final SMN may be larger than 1 but bounded by the number of available chaotic maps. A demo on switching between the Logistic map and the Tent map is shown in Fig. 20c ).
• Cascading among multiple chaotic maps This kind of methods is to cascade some walks on multiple SMNs into one walk [46] . The method used in [35] is an extreme case, where the outputs of one chaotic map are used to select the start of the path in the SMN of another chaotic map. Although two chaotic maps were used, the finally obtained SMN is not updated. A demo of the SMN, on cascading two chaotic maps shown in Fig. 1b) and Fig. 7 respectively, is depicted in Fig. 20d ). The isolated but connected components in the original SMN can be connected together into the final cascaded SMN once they own one pair of nodes connected in any SMN. As above enhancing methods can be considered to make the dynamical properties of an existing chaotic map become more complex, SMN can also be used to evaluate its dynamical complexity as did in [54] .
V. CONCLUSIONS
This paper has studied the dynamical properties of digital chaotic maps with the methodology of complex networks. Some subtle properties of the state-mapping networks of the Logistic map and the Tent map have been revealed, offering a panorama with both microscopic and macroscopic structures of the network. It has been demonstrated that the state-mapping network of a digital map in a small-precision digital domain can work as an efficient tool for classifying its structure and coarsely verify its randomness. This analysis can be further extended to higher-dimensional chaotic systems. Achievements notwithstanding, more properties and applications of the state-mapping network framework of various chaotic maps call for further exploration in the near future.
