This paper investigates the adaptive solution of linear elastic structural analysis problems through re-positioning of the nite element nodal points (r-renement) using an approach known as the Moving Finite Element method. After a brief introduction to the Moving Finite Element method it is proved that this technique can yield optimal nite element solutions on optimal meshes in the energy norm associated with this problem. Following this there is a discussion of the practical applications of this result in the development of adaptive software, where it is proposed that a combination of r-renement followed by local h-renement is likely to be most benecial. A small number of illustrative examples are included.
Introduction
The problem of attempting to nd an optimal nite element mesh for performing structural analysis has been considered by numerous authors over the past 20 years or so (see [5] , [8] , [9] or [23] for example). Many possible approaches have been considered, including methods based on energy minimization (such as [8] ) and others based upon geometric considerations (such as [5] ). In addition numerous dierent remeshing techniques have also been considered, based upon either h-renement ( [25] ), where extra mesh points are added locally, or r-renement ( [5] ), where a xed number of mesh points are redistributed over the computational domain. Other forms of adaptive analysis have also been considered, such as p-renement for example (where the degree of the nite element approximation is allowed to increase to obtain higher accuracy, [4] ), or various combinations of these. In all cases however the general aim is to improve the quality of the nite element approximation space so as to allow accurate solutions to be reliably found at the lowest possibly computational expense.
In this paper we will consider a remeshing technique based upon the use of r-renement, with a xed number of degrees of freedom. The approach that we follow is slightly dierent to most of the papers cited above since this work is motivated primarily by an analysis ( [13] , [14] ) of a nite element technique that was originally intended for use with transient problems, known as the Moving Finite Element method, due to Miller et al ([10] , [18] and [19] ). This method has been applied to a wide variety of time-dependent problems of both hyperbolic (e.g. [2] ) and parabolic (e.g. [16] ) nature. The idea behind it, which is explained in more detail in section 2 below, is to produce a nite element scheme in which the mesh deforms continuously with time as the solution evolves. In this work, we obtain solutions to elastostatic structural analysis problems through the use of articial time-stepping in such a way that the nal solution obtained turns out to be an optimal nite element solution on an optimal mesh.
A general form for the usual elastostatic equations of linear elasticity, representing a small displacement, u(x), of a (possibly inhomogeneous) structure initially occupying a domain , may be expressed in Cartesian tensor notation as = 0b i ; (1:1) where (x) is the mass density, b(x) is an external body force and C ijk`( x) are the components of the fourth order elasticity tensor. The usual summation convention for repeated suces is employed both here and throughout the rest of the paper, and the elasticity tensor is assumed to have the following symmetries: C ijk`= C k`ij = C jik`= C ij`k :
(1:2)
1 Typical boundary conditions associated with this problem are either displacement conditions, of the form u i = d i ; (1:3) or traction conditions, of the form n j C ijk`@ u k @x`= n j ij = i ; (1:4) or some combination of these on disjoint portions @ d and @ of the boundary @. Further details of these equations or boundary conditions may be found in many standard texts, such as [17, chapter 4] for example. It is well known (see [12, section 5.6] for example) that a Galerkin nite element approximation to the solution, u(x), of this problem on a given mesh yields a best possible approximation to the true solution on this given mesh in the energy norm 
Z ij ij dV ; (1:5) where ij and ij are the coecients of the stress and strain tensors respectively. Another way of expressing this is to say that the nite element solution, u h say, is such that
( 1:6) where S is the nite element approximation space on the given mesh. That is, the nite element solution is the best possible in terms of the energy norm. In section 3 of this paper we prove that when the r-renement approach that is proposed here is applied to the problem (1.1) using articial time-stepping, then under certain hypotheses it is possible to obtain not only the best nite element solution on a given mesh but also the best possible mesh itself, measured in the energy norm (1.5). In section 4 we give some simple numerical examples and consider the signicance of this result in terms of its application to practical software for adaptive structural analysis problems. The paper ends with a brief discussion.
The Moving Finite Element Method
As briey outlined in section 1, one strategy for adaptively solving problem (1.1) is to introduce an articial time parameter, say, and solve the parabolic problem
on a continuously deforming spatial mesh. Of course in practice the solution will be determined by taking a nite number of discrete \time"-steps and so the solution process itself is not actually that dierent from a more conventional adaptive strategy involving numerous solution/remeshing iterations, although the underlying philosophy is indeed rather dierent.
In this section we concentrate on the solution of (2.1) using the Moving Finite Element (MFE) method [3, 19] . In the rst subsection the MFE method is derived for a more simple linear parabolic problem than (2.1). Section 2.2 then extends this approach to the modied linear elasticity equations of (2.1) in the presence of simple displacement boundary conditions. The aects of more complicated displacement and traction boundary conditions are briey outlined in section 2.3. Here we will take d = 2 and will assume that the matrix C(x) is dierentiable, symmetric and strictly positive denite. For simplicity we will also assume that the domain is xed, that its boundary @ is polygonal and that on this boundary the solution satises the homogeneous Dirichlet condition uj @ = 0 : (2:3) (It is straightforward to demonstrate existence and uniqueness of a classical solution of (2.2) in this case provided the boundary has no problematic corners (see [11, section 6.3] for example).)
In order to proceed it will be helpful to introduce some notation. It is possible to discretize into a set of non-overlapping triangles which can be uniquely specied as a mesh M = (s; C), where s = (s 1 ; :::; s N ; s N+1 ; :::; s N+B ) (2:4) is an ordered set of the position vectors of the vertices of the mesh (N interior points and B points on the boundary), and C is a list of all of the edges. The MFE method seeks to approximate u(x; t), the solution of (2.2), by a time-dependent piecewise linear function, u h say, dened on a mesh of triangles M(t) = (s(t);C) covering the spatial domain . As has been indicated, this mesh is allowed to deform smoothly in time by allowing the positions of the internal knot points, s 1 (t);:::; s N (t), to be time-dependent. Their connectivity C remains xed however.
Because C is kept xed throughout we will generally refer to a mesh M(t) = (s(t); C) only by the ordered set s(t) for notational convenience. Given that this is the case we can write our approximation u h in the form In order to determine this approximation to u(x; t) we need to nd values for the unknowns a 1 (t); s 1 (t); :::; a N (t);s N (t). The Moving Finite Element method does this by producing a weak or variational form of (2.2) for which the trial solution u h takes the form of (2.5) and the test space is the space in which the function @u h @t lies at each instant in time. In order to determine this space we dierentiate (2.5) with respect to time to give for the unknowns a 1 (t); s 1 (t); :::; a N (t); s N (t), with n = 1; :::; N and e = 1; 2. In the above notation < 1; 1 > represents the usual L 2 inner product on . It should be noted at this point however that the second of these sets of equations is not properly dened for a piecewise linear function u h (x; t), even in a distributional sense. To overcome this diculty it is necessary to express these equations in a formally equivalent form which is welldened for such functions u h . This can be achieved by applying the following integration by parts argument, similar to that in [20] , to the second order term on the right-hand-side of (2. for n = 1; :::; N and e = 1;2. Note that the use of homogeneous Dirichlet boundary conditions has again simplied things by ensuring that there are no boundary integrals present in these equations. Also, some authors prefer to derive these equations in a slightly dierent manner, using mollication or recovery methods to deal with the second derivatives (see [7] , [16] or [19] for example).
As has already been implied, the sets of equations (2.12) Proof See [24] .
It should be noted that even though (2.2) is linear, the Moving Finite Element semi-discretization yields a non-linear system of dierential equations (2.14). When the matrix A(y) in this system is singular due to u h having a continuous directional derivative at a knot point, the MFE solution will be described as \degenerate". Otherwise it will be said to be \non-degenerate", in which case A(y) is strictly positive denite.
The diculties associated with degeneracy along with the possibility of the area of one or more of the elements in the mesh becoming non-positive as the knot points evolve are often cited as two of the major drawbacks of the MFE method. One approach to overcoming these diculties is to attempt to inuence the nodal motion by using penalty functions in the underlying minimization to which equations (2.12) and (2.13) correspond. This is the approach of Miller et al ([10] , [18] , [19] ) and Mueller and Carey [21] for example. However, much of the work of Baines et al ([1] , [2] , [3] , [16] , [24] ) suggests that the use of these awkward-to-handle penalty functions may not always be necessary. No such penalty functions will be considered in this paper.
2.2
Using MFE for Linear Elastic Structural Analysis
We now return to equation (2.1) for which we wish to obtain a steady solution using the Moving Finite Element method. This will then give a solution to the original problem (1.1), hopefully on a high quality mesh. Following the approach of subsection 2.1 we will again assume zero Dirichlet (displacement) boundary conditions uj @ = 0 over the entire boundary @. This choice of boundary condition is made in the rst instance in order to keep the theory that follows as simple and concise as possible (subsection 2.3 addresses the use of a wider variety of boundary conditions). Also for simplicity we will again work in two space dimensions and assume that our domain has a piecewise linear boundary. Hence, for i = 1; 2, we seek an approximation of the form Again we will refer to the matrix A(y) as the \MFE mass matrix" and we will also refer to u h as being \degenerate" or \non-degenerate" depending on whether A(y) is singular or not respectively.
By solving the system of equations (2.24) for the unknown knot positions, s(), and the unknown nodal amplitudes, (a 1 ();:::; a N ()), it is possible to nd both the mesh and the solution for each value of the parameter . When a steady state is reached with respect to changes in this parameter, we will have obtained both a mesh and a solution for the original problem of interest (1.1).
A Wider Selection of Boundary Conditions
In the previous subsection it is demonstrated how the Moving Finite Element method can be applied to the solution of equation (2.1), thus leading to a solution of the elastostatic problem (1.1) on an adapted mesh. For the purposes of simplicity the approach considered above assumes the existence of homogeneous Dirichlet (displacement) boundary conditions everywhere on @ and also xes the location of all of the nite element node points which lie on this domain boundary. Such restrictions are not in fact necessary and the method is quite capable of dealing with any physical boundary conditions of the form (1.3) or (1.4) on dierent regions of @. Moreover, it is also possible to allow the constrained motion of boundary node points provided they lie within ane regions of the boundary (and so can move along the boundary without distorting the geometry of the domain). For example, suppose we have traction conditions, (1.4), on some subset, @ say, of @. If we do not wish to allow the motion of any of the node points that lie on @ then the only additional degrees of freedom that are added to the problem are the displacements at those nodes lying in @ . Let these nodes be numbered N +1;:::; N +A (where A < B and B is dened as in (2.4) Clearly there are numerous other combinations of boundary conditions and node motion constraints that could be considered but as is illustrated here they will not particularly eect the underlying nature of the equations that must be solved. For this reason the theory that is developed in the following section is presented only for the simplest case of xed, zero displacement boundary conditions, (2.3), with (2.24) being the corresponding Moving Finite Element equations. Extensions to cases where there are constrained motions of boundary nodes and/or traction boundary conditions are straightforward. 3 
An Optimal Mesh Using the MFE Method
In this section we demonstrate that if the Moving Finite Element method is applied to equation (2.1) in the manner described in subsection 2.2, then it is possible to obtain a steady solution of the MFE equations (2.24) which corresponds to an optimal nite element solution of (1.1) on an optimal mesh in the energy norm (1.5). As with subsection 2.2 we will assume here that the boundary conditions associated with (1.1) are zero displacement conditions of the form uj @ = 0 : Again this is only for the sake of clarity and all of the theory that we cover in this section can be extended to include more general displacement conditions as well as traction boundary conditions such as those of (1.4).
We begin by dening the following energy functional
and noting that due to the symmetries present in the elasticity tensor (1.2), E(e) =k e k 2 E ; where k 1 k E is dened in (1.5). The main result of this section is to show that any stable, steady solution, y say, of (2.24) corresponds to a nite element function u h such that the error, e = u 0 u h , is a local minimizer of the energy functional E(e) over all choices of the mesh as well as over all nite element functions on that mesh.
In order to prove this result it will be helpful rst to establish some more notation and then to prove a preliminary lemma.
Suppose n 2 f1; :::; Ng is the number of an internal node of a triangulation of the domain . Then we will denote by N(n) the number of elements in the triangulation that have this node as a vertex. Further, for t = 1;:::; N(n), let T (n; t) be a unique ordering of these N(n) elements which have a vertex at s n , let T (n;t) be the region occupied by the triangle numbered T (n; t) and let A T (n;t) be the area of this region. Given any triangle within a nite element mesh we may represent the vertices of that triangle by a local numbering asŝ 0 ,ŝ 1 andŝ 2 .
We may also dene a standard triangle, 1, as the triangle whose vertices are e 0 = (0; 0) T , e 1 = (1; 0) T Since this argument is valid for any choice of 2 f0;1; 2g, the result is proved. /// We are now in a position to prove the following theorem. for n = 1;:::; N and e = 1;2. We now show that the components of rI(y) are as claimed in (3.5) by demonstrating that (3.6) is 0 @I @a ni for i = 1; 2 and n = 1; :::; N, and (3.7) is 0 @I @sne for n = 1; :::; N and e = 1;2.
For the rst of these two cases,
which is equal to -1 times (3.6) as required.
For the other case
where on each triangle, T (n; t), is the local vertex number corresponding to node n and D pq represents the value of @u h p @xq restricted to this triangle (note that this value is independent of x since we are using piecewise linear nite elements). Also noting that on each triangle, T (n;t), the Jacobian, j dx d j, of the transformation (3.2) onto the standard triangle, 1, is simply 2A T (n;t) , we deduce that, The above theorem tells us that when we have obtained a non-degenerate steady solution of the Moving Finite Element Equations (2.24), and so g(y) = 0, then we are also at a stationary value of the functional I(y), which is equal to the energy of the error U 0 u h . In order to show that this stationary point is in fact a local energy minimizer we must also show that the Hessian of I is positive denite at this point. This means that the Jacobian of g(y), which by (3.5) must be symmetric, must be shown to be negative denite at such a steady solution of the Moving Finite Element equations. This is done in the following proof. where Dg(y 0 ) is the Jacobian of g with respect to y evaluated at y 0 . Now, the asymptotic stability of y 0 implies that all eigenvalues of the product A 01 (y 0 )Dg(y 0 ) must have strictly negative real parts. Since A 01 (y 0 ) is strictly positive denite we deduce that Dg(y 0 ) must be strictly negative denite and so, from (3.5), the Hessian of I(y) must be strictly positive denite at y 0 , as required. /// The outcome of this therefore means that if we apply the approach outlined in subsection 2.2 to solving the problem (1.1), then any steady solution of (2.24) that we obtain will be locally optimal on an optimal mesh in the energy norm (1.5).
Practical Application of the Method in Structural Analysis
As with subsection 2.2, the results of the previous section may easily be generalized to a wider variety of boundary conditions. In particular the result showing how the Moving Finite Element method can lead to a best free-knot linear spline approximation to the solution of (1.1) also holds in conjunction with traction boundary conditions of the form (1.4). Before we demonstrate this computationally however we consider a simple, although rather articial, example which has a known solution with which we may compare our computed solution in order to verify the result of theorem 3.2 and its corollary.
In this rst example the domain, , is (0;1) 2 (0; 1) and the elasticity tensor, C, corresponds to an isotropic material with Young's modulus E = 100 and Poisson ratio = 0:001. The values of b 1 (x) and b 2 (x) in (1.1) are chosen so as to obtain the exact solution u 1 (x) = u 2 (x) = 64x 2 1 (1 0 x 1 )x 2 2 (1 0 x 2 ) 13 which satises the zero displacement boundary condition everywhere on @. Figure 1 shows the initial and nal meshes when a solution to this problem was computed using the Moving Finite Element method and table 1 shows the nal values of all of the degrees of freedom (node positions, s i , and displacements, a i , for i = 1; :::; 25). Once these values were obtained we used the NAG library minimization routine E04JAF, [22] , to conrm that they do indeed minimize the error (which is known exactly for this example) in the energy norm (1.5). In fact the error in the Moving Finite Element solution is about 20% smaller than the error obtained by a conventional nite element analysis on the original grid (the rst grid in gure 1).
Having established the correctness of the results in section 3 for the example above, we now show how the method performs on a slightly more realistic problem which involves the use of traction boundary conditions. Figure 2 depicts an overhanging cantilever beam with a vertical concentrated load at the end of the cantilever. An initial nite element mesh is also shown. When this problem is solved using the same elasticity tensor as in the previous example we obtain the nal solution tabulated in table 2, with the corresponding nal mesh shown in gure 3.
At rst sight this mesh appears to be of slightly dubious quality however it is possible to conrm that it is indeed optimal even though, unlike the previous example, we have no analytic expression The reason that the optimal mesh shown in gure 3 may not appear at rst sight to be particularly ideal is that it is subject to the constraint of having the same topology as the initial mesh shown in gure 2. This is undoubtedly one of the practical drawbacks of the Moving Finite Element method as outlined here, although the situation is likely to be improved somewhat by remeshing the node points obtained at this stage, thus altering the connectivity, C, of the grid. (In addition, in this particular example node movement is restricted to those points inside the domain and so there is a lot of stretching of elements adjacent to the boundary. This could be rectied by permitting constrained motion of the boundary nodes as outlined in subsection 2.3.)
Another practical drawback of using the Moving Finite Element method as described in section 2 is the computational overhead associated with it. By allowing the nodal positions to become degrees of freedom we eectively double the size of the discrete problem that must be solved. Moreover, since equations (2.24) are nonlinear and dependent upon the articial parameter , the work involved in solving them is considerably more than that associated with a more conventional discretization of (1.1). This does not mean however that the method and the results of section 3 cannot be of signicant practical value.
Firstly, there is no need to solve equations (2.24) with particularly high accuracy: a nearly steady solution (within a couple of percent of the true steady solution for example) will provide an almost optimal mesh, and a good initial estimate of the displacements, which can be used with a standard nite element analysis code. This will allow a considerably more accurate solution to be obtained than would be possible on a uniform mesh.
Secondly, and perhaps more practically, equations (2.24) need only be solved using a coarse nite element mesh. This would yield an optimal coarse initial mesh upon which to base an adaptive nite element analysis using h-renement. Since the eciency of most h-renement algorithms is heavily dependent upon the choice of coarse mesh that is used and it is known that this coarse mesh is optimal, it is to be expected that this combination of r-and h-renement should work well. Figure 4 illustrates how this looks in practice by showing the eect of local h-renement on the grid that was produced in the solution to example 2 (gure 3) above. Those elements with the largest contributions to (4.1) have been found at very little extra computational cost and then locally rened, to give the mesh shown. A more accurate solution can now be found on this mesh in the usual way. The main result of this paper is a theoretical one which shows that the Moving Finite Element method can be applied to the solution of linear elastic structural analysis problems to yield an optimal solution on an optimal mesh. For clarity the theory is presented for two-dimensional problems however it extends to three dimensions without any fundamental alterations. In addition, although the computational examples discussed in section 4 are for isotropic materials this is not a necessary assumption.
It would be desirable to extend the results to the case of nonlinear structural analysis problems and current research suggests that this is possible. The generalization to nonlinear problems comes from the observation made in section 4 that, for a linear problem, minimizing the error in the energy norm corresponds to minimizing the energy functional (4.1). This leads one to the hypothesis that for problems in nonlinear elasticity the Moving Finite Element method could be used to obtain an optimal mesh for the purposes of energy minimization.
Whilst theoretical results are of great interest, from a practical point of view it is important that they can be utilized to improve the quality of numerical software. It remains to be seen whether the Moving Finite Element method has a role to play in structural analysis however if it does then it will almost certainly be in conjunction with some other form of adaptivity. In section 4 it is suggested that the method could be eectively combined with local h-renement in order to get an optimal coarse mesh as the starting point for this local renement. Further work is certainly required to establish the quantitative benets of this or similar approaches.
A nal point which has not been addressed at all in this paper is that of what should be done if the solution of equations (2.24) is such that one or more of the nite elements shrinks to zero area as evolves. In theory there is nothing to prevent such an occurrence although this does not appear to happen in practice. It would be useful either to prove that this will never happen or else to implement a suitable strategy, such as regridding the mesh points, for when it does occur.
