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Abstract:We present a lattice theory with an exact fermionic symmetry, which mixes the
link and the fermionic variables. The staggered fermionic variables may be reconstructed
into a Majorana fermion in the continuum limit. The gauge action has a novel structure.
Though it is the ordinary plaquette action, two different couplings are assigned in the
“Ichimatsu pattern” or the checkered pattern. In the naive continuum limit, the fermionic
symmetry survives as a continuum (or an O(a0)) symmetry. The transformation of the
fermion is proportional to the field strength multiplied by the difference of the two gauge
couplings in this limit. This work is an extension of our recently proposed cell model
toward the realization of supersymmetric Yang-Mills theory on lattice.
Keywords: Lattice Gauge Field Theories, Nonperturbative Effects, Supersymmetry and
Duality.
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1. Introduction
The importance to formulate the super Yang-Mills theory (SYM) on lattice cannot be
overemphasized[1]. Most of previous approaches[2]-[4] to the problem are based on the idea
of Curci-Veneziano[5].1 According to them, theories do not have any fermionic symmetry
at a finite lattice constant and the supersymmetry shows up only in the continuum limit.
In the absence of an exact symmetry, one must assume a supersymmetric fixed point and
investigate the Ward-Takahashi identity for SUSY[2], [7].
In our previous paper[8], we introduced the lattice gauge model with an exact fermionic
symmetry. The model will be called the cell model in the present paper. It has a Grassmann
variable on each site and plaquettes distributed in the Ichimatsu pattern or the checkered
1Recently an interesting approach to the lattice SUSY is proposed based on the hamiltonian formalism[6].
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pattern. Assuming the form of the preSUSY transformation for the fermionic and link
variables, we derived the relations among the transformation parameters and coefficients
in the action. We showed that the relations may be solved by independent variables.
Therefore, we concluded that the cell model has the exact fermionic symmetry for a finite
lattice spacing.
In order to realize SYM on lattice, there remain several important questions to be
resolved. First of all, we would like to recover the spinor structure in the fermionic sector.
Second, the role of the peculiar pattern of plaquette distribution must be clearly explained.
Third, we would like to see the relation between the continuum SUSY and the exact
fermionic symmetry. In the present paper, we would like to address some of the questions
listed above.
The peculiar pattern of the plaquettes showed up in the construction of the cell
model[8]. However it was not clear whether this pattern is necessary or not for having
the fermionic symmetry. Actually, in the present paper, we will show the presence of other
two models with an exact fermionic symmetry. Our new models differ from the cell model
only in the gauge sector. In our first new model, we exchange the allowed and discarded
plaquettes in the cell model. This complimentary pattern, when realized in three dimen-
sion, looks like a set of connected pipes (cf. Fig.2). So the model will be called the pipe
model. Repeating the similar procedure to our previous paper[8], we show the presence of
the preSUSY in sect. 3. The gauge action of the other model is the weighted sum of those
of the cell and pipe models. So we call it the mixed model.
There has been a question of a proper continuum limit posed for the cell model: ie,
when we switch off the fermion variables, the plaquettes are completely dissolved. In other
words, the perturbative picture is not present in the cell model and we are forced to study
it in a nonperturbative way. As for the pipe model, we do not encounter the difficulty
described above, even when we remove the fermion variables. However, we can show
that the pipe model without fermions does not have an appropriate continuum limit[9].
Therefore it is natural to consider the cell and pipe mixed model to overcome this difficulty.
In defining the mixed model, we assign different coupling constant βc or βp to each
set of plaquettes. When we consider the preSUSY transformation in the mixed system, we
have twice as many parameters associated with the plaquettes compared to the cell model.
So it is not so obvious whether we may keep the fermionic symmetry or not. In the present
paper, we answer to this question affirmatively.
We will present a naive continuum limit of the preSUSY transformation for the fermionic
variable. There, we observe a very important result. The transformation is proportional to
the field strength, a good sign toward the continuum SUSY. It is also proportional to the
difference of the two coupling constants βc and βp. Therefore, if we are to find the expected
SUSY algebra in the continuum limit, it would be present only when the two couplings are
different.
In relation to the spinor structure, we show that our staggered fermion action produces
the Majorana fermion in the continuum limit. So we may say that our mixed theory is the
system of the ordinary gauge (but with two different coupling constants) plus the staggered
Majorana fermions. However, the complete realization of spinor structure still remains as
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Figure 1: The Ichimatsu pattern and its relation to the cell and pipe models
an unresolved question. Further discussion on this and related points will be found in the
last section.
This paper is organized as follows. In the next section, we introduce the cell, pipe
and mixed models and derive the conditions for the preSUSY invariance. The conditions
obtained here are solved in sect. 3. In sect. 4 we present a brief summary of our discussion
of the Majorana staggered fermion given in appendix C. The naive continuum limit of the
fermion transformation is to be studied in sect. 5. There we also explain some properties
of our models as proper lattice models. The last section is devoted to a summary and
discussion. Four appendices are added. Appendix A is more detailed discussion in support
for sect. 3. Appendix B is on the reality properties of various quantities. It is explained
how our fermion action is related to continuum Majorana fermions in appendix C. In the
last appendix, we show, under some conditions, the uniqueness of the models discussed in
this paper.
2. The cell + pipe mixed system and its fermionic symmetry
2.1 The cell and pipe models
In our previous paper, we presented the multi-cell model as connected hypercubes.2 Con-
trary to the ordinary lattice theory, not all the possible plaquettes are included in the
action. In two dimensional model, the allowed and discarded plaquettes form the check-
ered or the Ichimatsu pattern.3 Even in an arbitrary space dimension, the cell model carries
the same pattern on any two dimensional surfaces (cf. Figs. 1 and 2).
Here we show that, using the Ichimatsu pattern, we may construct another model,
called the pipe model. It differs from the cell model only in the gauge sector. The gauge
action includes the set of plaquettes which are complimentary to the cell model.
2The model is simply called the cell model in the present paper. Its three dimensional example is shown
in Fig. 2.
3The checkered pattern is traditionally called “Ichimatsu” in Japan.
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Figure 2: The cell and pipe models.
In order to explain the new model, we take the three dimensional case shown in Figs. 1
and 2 for convenience. Consider the Ichimatsu patterns given in Fig. 1(a). It is easy to see
that the cell model is obtained based on the shaded pattern. Take the shaded pattern on
the x1x2 plane and put the same pattern on every two dimensional surfaces parallel to it;
repeat the same for the x2x3 and x3x1 planes; then, we obtain the cell model in Fig. 1(b).
It is also easy to understand that, doing the same for the unshaded one, we obtain the
model shown in Fig. 1(c). The figure looks like a connected pipe-like object (see Fig. 1(c)).
So let us call this model the pipe model. By construction, allowed plaquettes for the pipe
model form a complimentary set to that of the cell model. In Fig. 2, we show how the cell
and pipe models look like.
Starting from Fig. 1(a), we obtained the cell and pipe models. Of course, Fig. 1(a) is
not the only way to put the Ichimatsu patterns on the three planes; we could have started
from the pattern with shaded and unshaded plaquettes exchanged on the x1x2 plane, for
example. However, later in sect. 5, we will find that the pattern in Fig. 1(a) is uniquely
figured out once we require some properties like the rotational invariance.
Though explained for the three dimensional case, clearly the pipe model can be defined
for any dimension. Its plaquettes are arranged in the complimentary pattern to that for
the cell model.
Now let us find the gauge action for the cell and pipe models. In Fig. 3, we see how
the four plaquettes are arranged around the site n on a µ − ν plane (µ < ν). There are
always two plaquettes for each model. We introduce the notation U δ,ǫn,µν to represent each
open plaquette. The index δ is to distinguish the cell (δ = +1) and pipe (δ = −1) models.
The other index ǫ = ±1 specifies one of the two plaquettes. In concrete, U δ,ǫn,µν is defined as
U δ,ǫn,µν ≡ Un,ǫ(−)nµµUn+ǫ(−)nµ µˆ,δǫ(−)nν ν
× U †n+δǫ(−)nν νˆ,ǫ(−)nµµU
†
n,δǫ(−)nν ν . (2.1)
The arrows on Fig. 3 correspond to the directions of the link variables arranged in eq. (2.1),
for the case of nµ = nν = even.
The gauge action may be written as
Sδg = −
βδ
2
∑
n
∑
0<µ<ν
∑
ǫ=±1
trU δ,ǫn,µν
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= −
βδ
2
∑
n
∑
0<µ<ν
∑
ǫ=±1
tr
✲
✻
n
ǫ(−)nµµ
δǫ(−)nν ν , (2.2)
where βδ=+1 = βc and βδ=−1 = βp. Here, for later convenience, we introduced a graphical
representation of the open plaquette. By writing δ in Sδg explicitly, we mean that the action
is for the cell or pipe model. Later we will introduce the cell and pipe mixed model. But
here we consider two models separately.
We introduce non-abelian Grassmann variables ξ ≡ ξaT a
ǫ = +1
ǫ = −1
ǫ = −1
ǫ = +1
✲
✻
n
µ (< ν)
ν
✻
❄ ❄
✻
Figure 3: The shaded pla-
quettes are for the cell model,
δ = +1 and the unshaded
ones for the pipe model, δ =
−1. Arrows correspond to
those in eq. (2.1) or the most
rhs of eq. (2.2). This figure
is for the case of nµ = nν =
even.
to represent a staggered Majorana fermion[10], [11]:
Sf =
1
2
∑
n
∑
±ρ
b±ρ(n) tr
[
ξnUn,±ρξn±ρˆUn±ρˆ,∓ρ
]
=
1
2
∑
n
∑
±ρ
b±ρ(n) tr
[
✲✛
n ±ρ
]
. (2.3)
We use this fermion action for both models. So it does not
carry the index δ. In order to have a non-vanishing action, it
must hold that b−ρ(n) = −bρ(n− ρˆ). Later in sect. 4 we find
the expression for bρ(n) which gives a Majorana fermion in the
continuum limit. The expression satisfies this non-vanishing
condition. In the figure on the second line of eq. (2.3), the
blobs represent the fermions located at the two sites, while the
lines connecting them are link variables. Since the Grassmann
variables are present, it is important to keep the order of the
variables. So we make the following rule: when we need to
recover the equation from a figure, we write down variables
following arrows in the figure.
In sect. 4 and appendix C, we will explain how the action (2.3) is related to the
continuum Majorana fermion.
Now we would like to consider a fermionic transformation (the preSUSY transfor-
mation) which mixes the link and the fermion variables. We assume the form of the
transformation, hoping to realize the ordinary SUSY in a continuum limit. The continuum
SUSY transformation of a fermion field is proportional to the field strength. So we take
our fermion transformation as follows,
δξn =
∑
0<µ<ν
∑
ǫ=±1
Cδ,ǫn,µν
(
U δ,ǫn,µν − U
δ,ǫ†
n,µν
)
(2.4)
or
δ
(
n
)
=
∑
0<µ<ν
∑
ǫ=±1


✲
✻
×
ǫ(−)nµµ
δǫ(−)nνν −
✲
✻
×
ǫ(−)nµµ
δǫ(−)nν ν

 . (2.5)
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The Grassmann transformation parameters are denoted as Cδ,ǫn,µν . In the figure they are
represented by the crossed circles. In order to distinguish between the cell and pipe models,
this C-parameter carries the index δ. Later we also use the notation C
(ǫ)
n,µν for δ = +1 and
C¯
(ǫ)
n,µν for δ = −1.
The action is to be invariant under the preSUSY transformations of both of the link and
fermion variables. So, once eq. (2.4) is given, the form of the link variable transformation is
naturally determined.4 By introducing Grassmann odd transformation parameters A and
B, it may be written as
δUn,µ = (A · ζ)n,µUn,µ + Un,µ(B · ζ)n+µˆ,−µ (2.6)
where
(A · ζ)n,µ ≡
∑
±ρ
A±ρn,µζ
±ρ
n , (B · ζ)n+µˆ,−µ ≡
∑
±ρ
B±ρn+µˆ,−µζ
±ρ
n+µˆ, (2.7)
and
ζ±ρn ≡ Un,±ρξn±ρˆU
†
n,±ρ. (2.8)
Eq. (2.6) implies
δU †n,µ = −U
†
n,µδUn,µU
†
n,µ = −(B · ξ)n+µˆ,−µU
†
n,µ − U
†
n,µ(A · ξ)n,µ. (2.9)
By introducing the notation Un+µˆ,−µ ≡ U
†
n,µ, we may write eqs. (2.6) and (2.9) in a single
equation,
δUn,σµ = (α · ζ)n,σµUn,σµ − Un,σµ(α · ζ)n+σµˆ,−σµ (2.10)
where α are related to A or B in eqs. (2.6) and (2.9) as
α±ρn,µ = A
±ρ
n,µ, α
±ρ
n,−µ = −B
±ρ
n,−µ.
We have three comments. 1) In writing (2.10) or originally eq. (2.7), we made a minor
change of notation from our previous paper[8]: the minus sign of −µ of α±ρn+µˆ,−µ indicates
the α-parameter is located at the end point of the transformed link variable Un,µ. 2) The
relation δU † = −U †δUU † is obtained from the unitarity of the link variable. The result
must be the same as (δU)†. Therefore the quantity (α · ζ) must be pure imaginary. Then,
each term in (2.10) may be regarded as an infinitesimal form of an unitary transformation
acted from the left or the right. This fact is important for the invariance of the path integral
measure[8]. 3) Though eq. (2.10) may look like a gauge transformation, it is not so. In
the next section we solve conditions on the parameters for the action invariance. Then we
clearly understand that the solution, expressed in terms of independent parameters, does
not contain the gauge transformation.
4This step is easily understood when we write graphically the transformation of the action.
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For later convenience, we introduce a graphical representation of eq. (2.10) as
δ
(
✲
n
σµ
n+ σµˆ
)
=
∑
ρ,σ′
[ σ′ρ
n σµ
✻❄✲ −
σ′ρ
n σµ
✻❄✲
]
. (2.11)
The circles are for the α-parameters.
As is easily realized, the variation of the action under the preSUSY contains terms
cubic and linear in the fermion variables. For the action to be invariant, these two set of
terms should vanish separately.
The change of the fermion action (2.3) when link variables are transformed, denoted
as δUSf , consists of fermion cubed terms. A term may be represented by the following
figure,
tr

 ✻✲
n
σµσ
′ρ
n+ σ′ρˆ
n+ σµˆ

 . (2.12)
Here σ and σ′ are sign factors. This figure may be generated in two different ways, by the
transformation of the link variable Un,σµ or Un+σ′ρ,−σ′ρ. Taking care of the sign factor due
to the Grassmann nature of the α-parameter, we obtain
0 = −bσµ(n)α
σ′ρ
n,σµ + b−σ′ρ(n+ σ
′ρ)ασµn,σ′ρ
= −bσµ(n)α
σ′ρ
n,σµ − bσ′ρ(n)α
σµ
n,σ′ρ. (2.13)
Note that eq. (2.13) should hold both for cell and pipe models, independently of δ.
In a similar manner, we may study the cancellation of fermion linear terms, δUS
δ
g +
δξSf = 0,
0 =
∑
n,0<µ<ν
∑
ρ,ǫ,σ
(
−
1
2
bσρ(n)
✲
❄
n
σρ
ǫ(−)nµµ
δǫ(−)nν ν
×
−
1
2
βδ
(
❄
✲
n
σρ ǫ(−)
nµµ
δǫ(−)nνν
−
✛ ✲
n
σρ
ǫ(−)nµµ
δǫ(−)nνν ))
. (2.14)
From eq. (2.14), we may extract a relation between the transformation parameters. In
doing that, remember to follow the arrows in writing down equations from figures. Finally
we obtain the relation,
1
2
b±ρ(n)C
δ,ǫ
n,µν −
βδ
2
(
α±ρn,ǫ(−)nµµ − α
±ρ
n,δǫ(−)nν ν
)
= 0. (2.15)
– 7 –
The first term of eq. (2.15) is from the transformation of ξn in Sf . The other two terms
are from δUS
δ
g : the second (third) term is obtained by transforming the link variable
Un,ǫ(−)nµµ ( Un,δǫ(−)nν ν ). Note that, contrary to eq. (2.13), eq. (2.15) is δ-dependent. It is
also important to remember that ±ρ can take any direction, independently µ and ν.
2.2 Invariance of the cell + pipe mixed system
Up to now, we have studied the cell or pipe model separately. Here we would like to
introduce their mixed system and derive the conditions for its preSUSY invariance.
The actions for the cell and pipe models differ in the allowed plaquettes, while the
fermion action is independent of δ. As for the preSUSY transformation, the model de-
pendence appears only in eq. (2.4). These observations are made explicit in the following
equations,
S = Sf + S
cell
g + S
pipe
g , δ = δU + δ
cell
ξ + δ
pipe
ξ . (2.16)
Here the model dependence is written explicitly, rather than indicating it by the sign
factor δ. The gauge action consists of two parts, each of them is multiplied by the overall
coefficient βδ . When two β coincide, β+1 = β−1 the gauge action is an ordinary plaquette
action.
In the transformation of the action
δS = δUSf + δUS
cell
g + δUS
pipe
g + δ
cell
ξ Sf + δ
pipe
ξ Sf = 0, (2.17)
three different types of diagrams vanish independently:
δUSf = 0,
δUS
cell
g + δ
cell
ξ Sf = 0, (2.18)
δUS
pipe
g + δ
pipe
ξ Sf = 0.
Only the first equation contains fermion cubic terms. In the other two equations, different
set of plaquettes appear. So it vanishes independently.
Therefore for the invariance of the action, the transformation parameters must satisfy
eqs. (2.13) and (2.15). In particular, the latter must hold both for δ = ±1. These
conditions will be solved in the next section.
A comment is in order for the number of transformation parameters in the case of the
mixed model. δU is the same both for the cell or pipe model. So even for the mixed model,
we have the same number of α-parameters. The δ dependence shows up in the fermion
transformation. The number of C-parameters is doubled for the mixed model, accordingly.
Though we solved eqs. (2.13) and (2.15) for the cell model, it is not so obvious that we
could do the same for the mixed model. This will be discussed in the following section.
3. Solving conditions for the invariance
We obtained the conditions for the action invariance (2.13) and (2.15) listed below:
bσµ(n)α
σ′ρ
n,σµ + bσ′ρ(n)α
σµ
n,σ′ρ = 0, (3.1)
bσρ(n)C
δ,ǫ
n,µν − βδ
(
ασρn,ǫ(−)nµµ − α
σρ
n,δǫ(−)nν ν
)
= 0 (µ < ν). (3.2)
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The restriction µ < ν is due to the definition of Cδ,ǫn,µν . Because of this, we need some
care in writing equations. In this section, when we have a similar restriction, we write it
explicitly as eq. (3.2) to avoid confusion.
The first equation tells us that bσµ(n)α
σ′ρ
n,σµ is antisymmetric under the exchange of
σµ ↔ σ′ρ. From the relation, we may obtain, eg, ασµn,σµ = 0 or α
−µ
n,µ − α
µ
n,−µ = 0. By
solving eq. (3.2) for one of the α’s, we find that the lower index of the α’s can be changed
by adding the C-parameter.
For the cell model, we solved eqs. (3.1) and (3.2) with δ = +1 and find (2D − 1)
independent parameters at each site[8]. At this moment it is not clear whether we can do
the same for the pipe model or the mixed model. For the pipe model, we consider (3.1)
and (3.2) with δ = −1, while for the mixed model we must solve three conditions, (3.1)
and (3.2) with δ = ±1, corresponding to three equations given in (2.18). Thus one may
consider that we solve different sets of equations for the pipe and mixed models. However
we actually can show that effectively the same set of equations are to be solved for both
of the mixed and the pipe models. We first explain this observation.
Consider the conditions for pipe model. Eqs. (3.1) and (3.2) hold at each site inde-
pendently. So let us study the conditions at the origin n = 0 for simplicity. This makes us
easy to understand the following discussion without being too much bothered by various
sign factors. In appendix A, we will solve the conditions at a generic site. As for bµ(n),
we use the expression to be given in the next section, which produces a Majorana fermion
in the continuum limit. At the origin, it takes the values as b±µ(n = 0) = ±1. Thus eqs.
(3.1) and (3.2) for δ = −1 are written as
σασ
′ρ
σµ + σ
′ασµσ′ρ = 0, (3.3)
C¯(ǫ)µν − σβp
(
ασρǫµ − α
σρ
−ǫν
)
= 0 (µ < ν). (3.4)
Here we dropped the site index and used the notations C¯ and βp to represent the quantities
for δ = −1.
It is easy to derive
C¯
(ǫ)
λµ + C¯
(−ǫ)
µν = σβp
(
ασρǫλ − α
σρ
ǫν
)
(λ < µ < ν). (3.5)
Though the lhs depends on ǫ, µ, ν and λ, the rhs does not depend on the index µ. On top
of that, the combination on the rhs of eq. (3.5) appears in eq. (3.2) written for δ = +1 and
n = 0,
C
(ǫ)
λν ≡ σβc
(
ασρǫλ − α
σρ
ǫν
)
(λ < ν). (3.6)
Thus, for the pipe model, we solve three relations (3.3), (3.4) and (3.6); the last relation is
regarded as the definitions of C
(ǫ)
λν and βc. This is the same set of equations to be solved
for the mixed model. Therefore, by solving these three relations, we can consider the pipe
and mixed models at once.
Note that C in eq. (3.6) enjoys the property C
(ǫ)
λµ + C
(ǫ)
µν − C
(ǫ)
λν = 0 (λ < µ < ν)
which may be solved as[8]
C(ǫ)µν = C
(ǫ)
1ν − C
(ǫ)
1µ (1 < µ < ν). (3.7)
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From eq. (3.3), we learn that diagonal elements of the α-parameter vanish. Using this
fact, we may derive the relations between α-parameters and C-parameters from eqs. (3.4)
and (3.6),
C(ǫ)µν = ǫβcα
ǫν
ǫµ = −ǫβcα
ǫµ
ǫν (µ < ν), (3.8)
C¯(ǫ)µν = −ǫβpα
−ǫν
ǫµ = −ǫβpα
ǫµ
−ǫν (µ < ν). (3.9)
For example, eq. (3.9) is obtained from eq. (3.4) by taking σρ = −ǫν or ǫµ.
As transformation parameters, C
(ǫ)
µν and C¯
(ǫ)
µν are associated with the plaquettes for
the cell and pipe models, respectively. Through eqs. (3.8) and (3.9), we may relate these
α-parameters to the cell and pipe plaquettes. Note that eq. (3.4) contains another type of
α-parameters, α−µµ = α
µ
−µ, which do not appear in eqs. (3.8) and (3.9). Thus there are
three types of α-parameters.
Next we show that all the parameters may be written in terms of α−11 and C
(ǫ)
1µ (or
C¯
(ǫ)
1µ ).
By using eqs. (3.7) and (3.8), the α-parameters associated with the cell model may be
written as
αǫνǫµ = −α
ǫµ
ǫν =
ǫ
βc
(
C
(ǫ)
1ν − C
(ǫ)
1µ
)
(µ < ν). (3.10)
Next consider the α-parameters associated with the pipe model, α−ǫνǫµ = α
ǫµ
−ǫν . Let us
write the relation to shift the lower index of an α-parameter, which is obtained from (3.6)
by the replacements, λ→ 1 and ν → µ,
ασρǫµ = α
σρ
ǫ1 −
σ
βc
C
(ǫ)
1µ (µ > 1). (3.11)
Using eqs. (3.3) and (3.11), we find that
α−ǫνǫµ = α
−ǫν
ǫ1 +
ǫ
βc
C
(ǫ)
1µ = α
ǫ1
−ǫν +
ǫ
βc
C
(ǫ)
1µ = α
ǫ1
−ǫ1 +
ǫ
βc
(
C
(ǫ)
1µ − C
(−ǫ)
1ν
)
= α−11 +
ǫ
βc
(
C
(ǫ)
1µ − C
(−ǫ)
1ν
)
(1 < µ, ν, µ 6= ν). (3.12)
It would be instructive to explain the above calculation. In the first equality, we shifted
the lower index of α by using eq. (3.11) with σ → −ǫ and ρ → ν. In the second equality,
we exchanged the upper and lower indices by using eqs. (3.3). We again shifted the (new)
lower index in the next expression.
Eq. (3.12) with (3.9) gives us the expression of C¯
(ǫ)
µν in terms of α
−1
1 and C
(ǫ)
1µ ,
C¯(ǫ)µν = −ǫβpα
−1
1 −
βp
βc
(
C
(ǫ)
1µ − C
(−ǫ)
1ν
)
(µ < ν). (3.13)
We obtain the expression for αµ−µ as follows,
αµ−µ = α
−ǫµ
ǫµ = α
−ǫµ
ǫ1 +
ǫ
βc
C
(ǫ)
1µ = α
ǫ1
−ǫ1 −
ǫ
βc
(
C
(−ǫ)
1µ − C
(ǫ)
1µ
)
= α1−1 +
1
βc
(
C
(+)
1µ − C
(−)
1µ
)
(µ > 1). (3.14)
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Here, in the first equality, use was made of eq. (3.11) with σ → −ǫ and ρ→ µ.
In summary, we have derived expressions of all the parameters by independent ones,
given in eqs. (3.7), (3.10), (3.12), (3.13) and (3.14). It is easy to confirm the validity of our
results by substituting them back to eqs. (3.3), and (3.4) and (3.6).
Studying relations on the parameters at the origin, we have shown explicitly that all
the parameters can be expressed with α−11 and C
(ǫ)
1µ (µ > 1). However, it must be obvious
that our discussion may be applicable to other sites, that is to be done in appendix A.
There, we find 2D-1 independent parameters at each site, α−1n,1 and C
(ǫ)
n,1µ (µ > 1), the
same number as the cell model. Of course, we may choose a different set of independent
parameters. In particular, we can take C¯
(ǫ)
n,1µ instead of C
(ǫ)
n,1µ (cf. eq. (A.16)). Leaving
the details to appendix A, we quote the expressions of parameters in terms of independent
parameters,
C(ǫ)n,µν = C
(ǫ)
n,1ν − C
(ǫ)
n,1µ =
βc
βp
(
C¯
(−ǫ)
n,1ν − C¯
(−ǫ)
n,1µ
)
(µ < ν), (3.15)
C¯(ǫ)n,µν =
βp
βc
(
C
(−ǫ)
n,1ν − C
(ǫ)
n,1µ
)
− ǫβp(−)
n1α−1n,1
= C¯
(ǫ)
n,1ν − C¯
(−ǫ)
n,1µ + ǫβp(−)
n1α−1n,1 (µ < ν). (3.16)
The α-parameters may be written as
α
ǫ(−)nµµ
n,δǫ(−)nν ν = −
ǫ(−)nµ
βδ
bµ(n)C
δ,ǫ
n,µν (µ < ν), (3.17)
α−νn,ν = (−)
nν+n1bν(n)α
−1
n,1 +
ǫ(−)nν
βc
bν(n)
(
C
(ǫ)
n,1ν − C
(−ǫ)
n,1ν
)
= −(−)nν+n1bν(n)α
−1
n,1 −
ǫ(−)nν
βp
bν(n)
(
C¯
(ǫ)
n,1ν − C¯
(−ǫ)
n,1ν
)
(ν > 1) (3.18)
where βc ≡ βδ=+1.
We conclude that above equations solve the conditions for any model, ie, the cell, the
pipe and even the mixed model.
4. The Majorana staggered fermion
Here we consider the reconstruction problem and show that our fermion action in eq. (2.3)
produces a Majorana fermion in a naive continuum limit. We briefly summarize our results
and describe the details in appendix C.
We consider the following action,
Sf =
∑
n
ηµ(n)ξnξn+µˆ. (4.1)
The coefficient bµ(n) in eq. (2.3) is chosen to be ηµ(n) ≡ (−)
n1+···nµ−1 . As explained in
appendix C, this coefficient ηµ(n) is naturally obtained when we start from the naively
discretized Majorana fermion. The fermion variable ξn satisfies the reality condition
ξ†n = (−)
|n|ξn (4.2)
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so that the action in eq. (4.1) is real. The condition given in eq. (4.2) is also discussed in
appendix C.
For the reconstruction, we make the identification ξr(N) ≡ ξ2N+r, where 2N is the
reference coordinate of a hypercube and r is the relative coordinate in the hypercube. In
rewriting the action (4.1), we obtain
Sf =
1
2
∑
n
ηµ(n)ξn(ξn+µˆ − ξn−µˆ)
=
1
2
∑
N,r,µ>0
ηµ(r)ξr(N)∂ˆµ
[
ξr+µˆ(N) + ξr−µˆ(N)
]
+ · · · . (4.3)
The higher order terms in the naive continuum limit are denoted by dots. The difference
∂ˆµ is defined as
∂ˆµξr′(N) ≡
1
2
(
ξr′(N + µˆ)− ξr′(N − µˆ)
)
.
Note that, in the reconstruction of the Dirac fermion, we have ξ¯r(N) instead of ξr(N)
in the second line of eq. (4.3). In that case, we reach the ordinary action
SDirac =
∑
N,µ>0
¯ˆ
ψiα(N)γαβ ∂ˆµψˆβi(N) + · · · , (4.4)
by using the relations,
ξr(N) =
1
N0
tr
[
V †r ψˆ(N)
]
,
ξ¯r(N) =
1
N0
tr
[
¯ˆ
ψ(N)Vr
]
, (4.5)
and the completeness of Vr ≡ γ
r1
1 γ
r2
2 · · · γ
rD
D . N0 is a normalization coefficient. In eq. (4.4),
the spinor and flavor indices are written as α and i, respectively.
In the Majorana staggered fermion case, ξr(N) must represent two expressions on the
rhs of eq. (4.5). This condition may be realized as the Majorana condition for ψˆ
ψˆ = C
¯ˆ
ψ
T
C−1. (4.6)
Note that C−1 acts on the “flavor” index. From Ref. [12], we find the dimensions to
realize the Majorana condition (4.6): D = 1, 2, 8 (mod 8) for Majorana fermions; D =
4, 5, 6 (mod 8) for Usp Majorana fermions. The (pseudo-)Majorana fermions inD = 3, 7, 11
are not realized this way.
The reality of ξn is translated into the condition on ψˆ,
¯ˆ
ψ = γ†D+1ψˆ
†γD+1, (4.7)
where γD+1 is a hermitian matrix
γD+1 ≡ i
D/2γ1 · · · γD. (4.8)
Since γD+1 can be used as eq. (4.7) only in the even dimensional spaces, the dimensions
listed in the last paragraph must be restricted accordingly. The odd dimensional spaces
must be considered separately; the subject will not be discussed in the present paper.
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5. On the continuum limit
When we introduced our preSUSY transformation, we first assumed the form of the fermion
transformation given in eq. (2.4). The form was chosen with the expectation that it would
produce the continuum SUSY transformation, δψ ∼ γµνFµνǫ. Without fully studying the
spinor structure, it is not clear whether this is achieved or not. However, as a step toward
it, we would like to see its form in the naive continuum limit. This is to be discussed in
the next subsection.
The pattern we put the plaquettes may look peculiar. Since we expect an appropriate
continuum limit, we confirm, in the second subsection, that our models satisfy reasonable
requirements for such a limit. That is, we show that our models have translational and
rotational invariances, and satisfy the condition of the reflection positivity[13].
5.1 Continuum limit of the fermion transformation
Here we will show that eq. (2.4) becomes
δξn ∼
(
1−
βp
βc
)
2iaD/2g
∑
0<µ<ν
(−)nµ+nν
(
C(+)n,µν + C
(−)
n,µν
)
Fn,µν (5.1)
in the naive continuum limit. On the rhs, there follows the terms of the higher order in a.
So, on the dimensional ground, we would like to keep the rhs of (5.1), the term with the
field strength. If the rhs vanishes, the transformation is higher order in a and vanishes in
the continuum limit. Therefore two couplings βc and βp must be different. This implies
the importance of the Ichimatsu pattern.
Now we derive eq. (5.1). A plaquette is related to the field strength as
U δ,ǫn,µν ∼ 1 + i a
D/2gF δ,ǫn,µν . (5.2)
Since the direction of the plaquettes are defined as indicated in eq. (2.2) or Fig. 3, we easily
find the relation of the field strength F δ,ǫn,µν to the ordinary Fn,µν as
F δ,ǫn,µν = δ(−)
nµ+nνFn,µν . (5.3)
Using (5.2) and (5.3) on the rhs of eq. (2.4), we find
δξn ∼ 2ia
D/2g
∑
ǫ,δ
∑
0<µ<ν
Cδ,ǫn,µνδ(−)
nµ+nνFn,µν
= 2iaD/2g
∑
0<µ<ν
(−)nµ+nν
(
C(+)n,µν + C
(−)
n,µν − C¯
(+)
n,µν − C¯
(−)
n,µν
)
Fn,µν .
Now, note that the relation,
C¯(+)n,µν + C¯
(−)
n,µν =
βp
βc
(
C(+)n,µν + C
(−)
n,µν
)
,
may be obtained from eq. (3.16). Thus we have the transformation (5.1).
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Before closing this subsection, it would be worth pointing out that the gauge coupling
g is related to βc and βp as
1
g2
= βc + βp. (5.4)
In the naive continuum limit, the link field may be written as Un,µ = exp(i a
D−2
2 g An,µ).
Accordingly, the action becomes the sum of terms such as, aDβcg
2F 2µν + a
Dβpg
2F 2µν . Thus
the relation (5.4) follows.
5.2 Requirements for a proper continuum theory
Let us see that the cell, pipe and mixed models have some properties so that we may expect
an appropriate continuum theory: they are translational and rotational invariant, and they
have positive definite transfer matrices. By construction, the three models are translational
invariant under the finite translation by 2a. The Ichimatsu pattern is invariant under the
rotation by π/2 around the center of any plaquette. Our three models have this invariance
on any two dimensional plane. That is the rotational invariance of these models.
Osterwalder and Seiler[13] gave a sufficient condition for a model, defined on the Eu-
clidean lattice, to have the positive definite transfer matrix. Let us see that our models
satisfy this condition as well. Take any coordinate axis, say xD, and regard it as an imag-
inary time axis. We consider the reflection along this xD-axis, denoted as θ,
θn = θ(n1, n2 · · · , nD) = (n1, n2 · · · ,−nD), (5.5)
where (n1, n2 · · · , nD) is the coordinate of a site n. In this subsection we assume that ni is
a half-integer so that all the sites are reflected under the above action.
Suppose we may define the action of θ on the fields so that the action S may be written
as
S = f + θf +
∑
i
(θgi)gi, (5.6)
for some f and g. Then, the transfer matrix is positive definite[13]. So it is important to
find out that we can define appropriate transformation of the fields under (5.5).
As for the link variables, we take the temporal gauge. So it holds that
Un,D = θUn,D = 1. (5.7)
The reflection acts on the “space”-like link variables as
θUn,k = U
†
θn,k (5.8)
where k = 1 ∼ D − 1. The action of the reflection on the fermion is
θξn = ηD(n)ξθn. (5.9)
Following the arguments in [13], the condition (5.6) on the action may be easily shown.
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It may be said that the cell, pipe and the mixed models are natural set of models having
three properties: translational and rotational invariances, and the reflection positivity.
However it is not trivial that these are the only models having these properties. In appendix
D, we consider this point under the restricted situation: we assume the Ichimatsu pattern
on every two dimensional surface of the lattice. Under this restriction, we show that our
three models are the only models having the three properties.
6. Summary and Discussion
In order to overcome an unnatural feature of the cell model, we introduced the cell-pipe
mixed model. The mixed model may be treated perturbatively, contrary to the cell model.
Furthermore we showed that the exact fermionic symmetry is present in the mixed model
as well. We also have seen that the fermionic sector may be reconstructed as a Majo-
rana fermion in a naive continuum limit. Therefore we may conclude that the staggered
Majorana fermion plus the mixed gauge system has the exact fermionic symmetry.
We still have not figured out how the preSUSY could be related to the continuum
SUSY. In sect. 5, we looked at the naive continuum limit of the fermion preSUSY trans-
formation. There we observed how the output could contain the field strength. Most
importantly, we noticed that the term with the field strength survive in a naive continuum
limit only when βp/βc 6= 1. This observation in sect. 5 is the only result we have in relation
to the continuum SUSY. It is quite interesting that the connection of our preSUSY and the
SUSY shows up based on the particular pattern of plaquettes. In other words, we may keep
this fermionic symmetry in the continuum limit only when we have the Ichimatsu pattern.
For the ordinary lattice (βc = βp), the rhs of eq. (5.1) vanishes and the transformation will
become the higher order in O(a). This observation could be of vital importance.
So, if the fermionic symmetry is really related to the expected SUSY, the continuum
limit are to be studied with the cell and pipe mixed model. In particular, we have to
approach to the limit keeping the condition βp/βc 6= 1. Therefore we would like to see
how the theory with βp/βc 6= 1 is related to the ordinary one with βp/βc = 1. In the
forthcoming paper[9], we study the (βp, βc) phase structure for the pure gauge system.
There are other questions to be resolved. Among others, the recovery of the spinor
structure and the doubling problem are crucially important and most difficult. In our for-
mulation, the doubling problem could show up as unbalanced degrees of freedom between
the fermion and the gauge field. The situation suggests the higher N SUSY in the contin-
uum theory. Otherwise we have to consider some way to remove unwanted doublers. To
understand this point, it would be necessary to reconstruct the spinor structure including
that of the transformation parameters.
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A. Invariance under infinitesimal transformation
In sect. 3, we solved eqs. (3.1) and (3.2) for the site n = 0. In this appendix, we extend
our results there to a generic site n.
As in sect. 3 we consider the pipe model and solve the conditions eqs. (3.1) and (3.2)
for δ = −1. The same logical steps will be taken here as sect. 3.
Rewriting eq. (3.2) for δ = −1 in the following form
C¯(ǫ)n,µν =
βp
bσρ(n)
(
ασρn,ǫ(−)nµµ − α
σρ
n,−ǫ(−)nν ν
)
(µ < ν), (A.1)
we easily find the relation for λ < µ < ν
C¯
(ǫ)
n,λµ + C¯
(−ǫ)
n,µν =
βp
bσρ(n)
(
ασρn,ǫ(−)nλλ − α
σρ
n,ǫ(−)nν ν
)
≡
βp
βc
C
(ǫ)
n,λν ,
Here we have defined the quantity for λ < ν
C
(ǫ)
n,λν ≡
βc
bσρ(n)
(
ασρn,ǫ(−)nλλ − α
σρ
n,ǫ(−)nν ν
)
. (A.2)
There holds the relation, C
(ǫ)
n,λµ + C
(ǫ)
n,µν − C
(ǫ)
n,λν = 0 (λ < µ < ν), which may be solved as
C(ǫ)n,µν = C
(ǫ)
n,1ν − C
(ǫ)
n,1µ (1 < µ < ν). (A.3)
This is the first equality of eq. (3.15).
Eq. (A.2) is nothing but (3.2) for δ = +1. Therefore we solve three conditions eqs.
(3.1) and (3.2) for δ = ±1 in the following discussion.
From the symmetry property (3.1), the diagonal elements of α vanish. Thus we obtain
for µ < ν,
C¯(ǫ)n,µν =
βp
bσρ(n)
ασρn,ǫ(−)nµµ
∣∣∣
σρ=−ǫ(−)nν ν
= −
βp
bσρ(n)
ασρn,−ǫ(−)nν ν
∣∣∣
σρ=ǫ(−)nµµ
, (A.4)
C(ǫ)n,µν =
βc
bσρ(n)
ασρn,ǫ(−)nµµ
∣∣∣
σρ=ǫ(−)nν ν
= −
βc
bσρ(n)
ασρn,ǫ(−)nν ν
∣∣∣
σρ=ǫ(−)nµµ
, (A.5)
from eqs. (A.1) and (A.2). Using the relation
bσν(n) = σbν(n) (σ = ±1), (A.6)
which holds for bµ(n) = ηµ(n), we may further rewrite eqs. (A.4) and (A.5). For example,
we find
α
−ǫ(−)nν ν
n,ǫ(−)nµµ = −
ǫ
βp
(−)nν bν(n)C¯
(ǫ)
n,µν (µ < ν). (A.7)
Eqs. (A.4) and (A.5) are equivalent to eq. (3.17).
Let us show that all the parameters may be written in terms of 2D − 1 of them, ie,
α−1n,1 and C
(ǫ)
n,1µ (µ > 1). Later we also show that C
(ǫ)
n,1µ can be replaced by C¯
(ǫ)
n,1µ.
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As explained for the n = 0 case in sect. 3, there are three kinds of α-parameters, α−µn,µ,
and those associated with the cell and pipe models via the relations in eqs. (A.5) and (A.4),
respectively.
Using eqs. (A.3), (A.5) and (A.6), the α-parameter for the cell model is expressed as
ǫ(−)nν
βc
bν(n)
α
ǫ(−)nν ν
n,ǫ(−)nµµ = −ǫ(−)
nµ βc
bµ(n)
α
ǫ(−)nµµ
n,ǫ(−)nν ν
= C
(ǫ)
n,1ν − C
(ǫ)
n,1µ (1 < µ < ν). (A.8)
Now consider the α-parameter for the pipe model. Rewriting eq. (A.2), we obtain the
relation
1
bσρ(n)
ασρn,ǫ(−)nµµ =
1
bσρ(n)
ασρn,ǫ(−)n11 −
1
βc
C
(ǫ)
n,1µ (A.9)
which shifts the lower index. Using eqs. (3.1) and (A.9), we find
1
bσρ(n)
ασρn,ǫ(−)nµµ
∣∣∣
σρ=−ǫ(−)nν ν
= −
1
bσρ(n)
ασρn,−ǫ(−)nν ν
∣∣∣
σρ=ǫ(−)nµµ
=
1
bσρ(n)
ασρn,ǫ(−)n11
∣∣∣
σρ=−ǫ(−)nν ν
−
1
βc
C
(ǫ)
n,1µ
= −
1
bǫ(−)n11(n)
α
ǫ(−)n11
n,−ǫ(−)nν ν −
1
βc
C
(ǫ)
n,1µ
= −
1
bǫ(−)n11(n)
α
ǫ(−)n11
n,−ǫ(−)n11 +
1
βc
(
C
(−ǫ)
n,1ν − C
(ǫ)
n,1µ
)
= −ǫ(−)n1α−1n,1 +
1
βc
(
C
(−ǫ)
n,1ν −C
(ǫ)
n,1µ
)
(1 < µ, ν, µ 6= ν). (A.10)
Let us consider α−µn,µ. Again, using eqs. (3.1) and (A.9), we obtain
−
ǫ(−)nµ
bµ(n)
α−µn,µ =
1
bσρ(n)
ασρn,ǫ(−)nµµ
∣∣∣
σρ=−ǫ(−)nµµ
=
1
bσρ(n)
ασρn,ǫ(−)n11
∣∣∣
σρ=−ǫ(−)nµµ
−
1
βc
C
(ǫ)
n,1µ
= −
1
bǫ(−)n11(n)
α
ǫ(−)n11
n,−ǫ(−)nµµ −
1
βc
C
(ǫ)
n,1µ
= −
1
bǫ(−)n11(n)
α
ǫ(−)n11
n,−ǫ(−)n11 +
1
βc
(
C
(−ǫ)
n,1µ − C
(ǫ)
n,1µ
)
= −ǫ(−)n1α−1n,1 +
1
βc
(
C
(−ǫ)
n,1µ − C
(ǫ)
n,1µ
)
. (A.11)
This gives the first line of eq. (3.18). Note that eqs. (A.10) and (A.11) can be summarized
by a single equation,
(−)nν
bν(n)
α
−ǫ(−)nν ν
n,ǫ(−)nµµ =
(−)nµ
bµ(n)
α
ǫ(−)nµµ
n,−ǫ(−)nν ν = (−)
n1α−1n,1 +
ǫ
βc
(
C
(ǫ)
n,1µ − C
(−ǫ)
n,1ν
)
, (A.12)
which is valid for µ, ν > 1.
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Using eqs. (A.7) and (A.12), we find that
1
βp
C¯(ǫ)n,µν = −ǫ(−)
n1α−1n,1 −
1
βc
(
C
(ǫ)
n,1µ − C
(−ǫ)
n,1ν
)
, (A.13)
the first equality of eq. (3.16). Eq. (A.13) completes our derivation. All the parameters
are written in terms of α−1n,1 and C
(ǫ)
n,1µ by eqs. (A.3), (A.8), (A.12) and (A.13).
Finally, we derive the relation between C
(ǫ)
n,1µ and C¯
(ǫ)
n,1µ. The relation allows us to take
C¯
(ǫ)
n,1µ and α
−1
n,1 as independent variables.
We find the relation
C
(−ǫ)
n,1ν =
βc
bǫ(−)n11(n)
(
α−1n,1 − α
ǫ(−)n11
n,−ǫ(−)nν ν
)
(A.14)
by making the replacements in eq. (A.2) as λ→ 1, ǫ→ −ǫ and σρ → ǫ(−)n11. Rewriting
(A.3) for µ = 1 with the use of eq. (A.4), we find that
1
βp
C¯
(ǫ)
n,1ν =
1
bσρ(n)
ασρn,ǫ(−)n11
∣∣∣
σρ=−ǫ(−)nν ν
= −
1
bσρ(n)
ασρn,−ǫ(−)nν ν
∣∣∣
σρ=ǫ(−)n11
(A.15)
Removing α
ǫ(−)n11
n,−ǫ(−)nν ν from eqs. (A.14) and (A.15), we obtain
C
(−ǫ)
n,1ν = ǫ(−)
n1βcα
−1
n,1 +
βc
βp
C¯
(ǫ)
n,1ν . (A.16)
The expressions of parameters in terms of C¯
(ǫ)
n,1µ and α
−1
n,1 at the end of sect. 3 can be
derived by using eq. (A.16).
B. Reality of various coefficients
Here we study the reality properties of various coefficients. In [8], we noticed that the
combination (α · ζ)n,σµ must be pure imaginary for the measure invariance. From the
definition, the condition may be written as
(α · ζ)†n,σµ = Un,σ′ρξ
†
n+σ′ρU
†
n,σ′ρ(α
σ′ρ
n,σµ)
∗
= −(α · ζ)n,σµ = −α
σ′ρ
n,σµUn,σ′ρξn+σ′ρU
†
n,σ′ρ. (B.1)
Using eq. (4.2), we find the relation,
(ασ
′ρ
n,σµ)
∗ = (−)|n|+1 ασ
′ρ
n,σµ. (B.2)
The consistency of eqs. (2.4) and (4.2) implies that
(Cδ,ǫn,µν)
∗ = (−)|n|Cδ,ǫn,µν . (B.3)
As for the link variable, it is easy to confirm that the notation Un+µˆ,−µ ≡ U
†
n,µ is consistent
with eq. (2.10), when (α · ζ)n,σµ is pure imaginary.
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C. The Majorana staggered fermion
In the first two subsections we describe how our fermion is related to Majorana fermions
naively discretized on lattice. In the last subsection, we discuss the reconstruction problem,
ie, how we could obtain the Majorana fermion at the naive continuum limit.
C.1 The Majorana staggered fermion
First take a free Dirac fermion action naively discretized on the lattice,
∑
n,µ
ψ¯nγµ
(
ψn+µˆ − ψn−µˆ
2
)
. (C.1)
As for the γµ, we follow Kugo’s notation[14][12]. In particular, γµ are hermitian and thus
unitary in the Euclidean space.
We impose the Majorana condition on ψ as
ψn = ψ
c
n ≡ Cψ¯
T
n . (C.2)
The charge conjugation matrix C has the properties
C−1γµC = η
′γTµ , C
T = ε′C. (C.3)
with sign factors η′ and ε′. In Ref. [12] one finds the table relating the space dimension to
the allowed values for these factors. When the fermion carries the flavor indices, we may
impose other Majorana conditions. That possibility is not discussed in this paper.
Following the standard procedure[15], we rewrite the action in terms of the new vari-
ables ωn defined as
ψn ≡ Vnωn , ωn =


ξ
(1)
n
ξ
(2)
n
...

 (C.4)
where
Vn ≡ γ
n1
1 γ
n2
2 · · · γ
nd
d . (C.5)
The fermion action is now expressed as
∑
n,µ
ψ¯nγµ
(
ψn+µˆ − ψn−µˆ
2
)
=
ε′
2
∑
n,µ>0
(η′)|n|ηµ(n)
[
ωTnC
−1(ωn+µˆ − ωn−µˆ)
]
=
1
2
(ε′ + η′)
∑
n,µ>0
(η′)|n|ηµ(n) ω
T
nC
−1ωn+µˆ. (C.6)
In the second equality, the use has been made of the relation
ωn
TC−1ωn+µˆ = −ωn+µˆ
T (C−1)Tωn −→ −ωn
T (C−1)Tωn−µˆ.
n+µˆ→n
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From eq. (C.6), it is easy to see that the lattice Majorana fermion is allowed if
ε′η′ = +1. (C.7)
Following the standard procedure for the staggered Dirac fermion, we would like to
reduce the number of degrees of freedom on a site. Suppose we have only one independent
component in ωn, ie,
ωn = ξnu0 (C.8)
with u0 as a constant spinor. Then we have
ωn
TC−1ωn+µˆ = ξnξn+µˆ
(
u0
TC−1u0
)
∝
{
= 0 (ε′ = −1)
6= 0 (ε′ = +1)
(C.9)
owing to the property of the charge conjugation matrix. Therefore we may conclude that
the expression (C.8) is allowed only for the case of ε′ = +1 (and η′ = +1). In this case, the
action (C.6) becomes the fermion action (2.3), up to an irrelevant normalization coefficient,
Snaive =
(
u0
TC−1u0
)∑
n,µ
ηµ(n)ξnξn+µˆ. (C.10)
We can derive the reality condition on ξn,
ξ†n =
(uT0 C
−1u0)
(u†0γD+1u0)
(−η′)|n|ξn, (C.11)
from the Majorana condition (C.2) and the definition of ψ¯
ψ¯ ≡ ψ†γD+1. (C.12)
Though η′ = 1, we leave eq. (C.11) as it is to remember where the sign factor comes from.
The matrix γD+1, given in eq. (4.8), is available only for even dimensional space. So
the definition (C.12) of ψ¯ is valid for that case. The odd dimensional cases require separate
consideration, that will not be discussed in this paper.
From the way ξn and u0 appeared in eq. (C.8), clearly we have the freedom to multiply
a phase factor and its inverse to ξn and u0 simultaneously, In particular, we may make
positive the coefficient of the action (C.10) or the numerator of eq. (C.11). Therefore the
fermion action and the reality condition on the fermionic variable can be chosen as
Snaive =
∑
n,µ
ηµ(n)ξnξn+µˆ, (C.13)
and
ξ†n = (−η
′)|n|ξn. (C.14)
The denominator of eq. (C.11), (u†0γD+1u0), is obviously real. Therefore the coefficient on
the rhs of eq. (C.11) is either +1 or −1. In writing eqs. (C.13) and (C.14), we ignored this
possible sign factor.
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This is how we reached the fermion action and the reality condition used in this paper.
In the next subsection, we consider the reconstruction problem starting from the action
(C.13). Soon we realize that the reduction from eq. (C.1) and the reconstruction from
eq. (C.13) give rise different conditions on the sign factors ε′ and η′. This is no surprise,
since we reduced the number of degrees of freedom as (C.8) in the middle of the reduction
process. In considering the proper continuum limit, the reconstruction problem and its
results are far more important than the reduction.
C.2 Reconstruction problem for the free Majorana fermion
In this subsection we reconstruct the (free) Majorana fermion on the lattice with the spacing
2a.5 We start from the action (2.3)
Sf =
∑
n,µ
ηµ(n)tr(ξnξn+µˆ) =
1
2
∑
n,µ>0
ηµ(n)tr(ξnξn+µˆ − ξnξn−µˆ). (C.15)
The action (C.15) is real with the reality condition assigned on the fermion ξ†n = (−)|n|ξn
(see appendix B). Note that the coefficient in the fermion action is taken as bµ(n) = ηµ(n).
We understand that the degrees of freedom are distributed in a hypercube attached to
the reference point 2N = 2 × (N1, N2, · · ·ND), where Nµ are the integers. So let us write
the site coordinates as
nµ ≡ 2Nµ + rµ. (C.16)
Here rµ, being the relative coordinate, takes the values of 0 or 1. Since ηµ(n) = ηµ(r), the
fermion action may be rewritten as
Sf =
1
2
∑
N,r
∑
µ>0
ηµ(r)tr
(
ξ2N+r
[
ξ2N+r+µˆ − ξ2N+r−µˆ
])
. (C.17)
Collecting the 2D-fields in the hypercube with the reference coordinate 2N , we define
ξr(N) ≡ ξ2N+r. (C.18)
It is easy to find the following relations
ξ2N+r+µˆ =
∑
r′
[
δr+µˆ,r′ξr′(N) + δr−µˆ,r′ξr′(N + µˆ)
]
,
ξ2N+r−µˆ =
∑
r′
[
δr−µˆ,r′ξr′(N) + δr+µˆ,r′ξr′(N − µˆ)
]
. (C.19)
So we have
ξ2N+r+µˆ − ξ2N+r−µˆ ≡
∑
r′
[
δr+µˆ,r′ ∂ˆ
L
µ ξr′(N) + δr−µˆ,r′ ∂ˆ
R
µ ξr′(N)
]
(C.20)
5We follow the discussion for the staggered Dirac fermion given in Ref. [15]. The important difference
is in the presence of the Majorana condition.
– 21 –
where we have introduced derivatives with respect to the lattice spacing 2a,
∂ˆLµ ξr′(N) ≡ ξr′(N)− ξr′(N − µˆ), ∂ˆ
R
µ ξr′(N) ≡ ξr′(N + µˆ)− ξr′(N). (C.21)
Substituting eq. (C.20) into eq. (2.3), we obtain
Sf =
1
2
∑
N,r,r′
∑
µ>0
[
ξr(N)
(
Γµrr′ ∂ˆµ +
1
2
Γ5µrr′ˆµ
)
ξr′(N)
]
(C.22)
where
Γµrr′ ≡ (δr+µˆ,r′ + δr−µˆ,r′)ηµ(r), Γ
5µ
rr′ ≡ (δr−µˆ,r′ − δr+µˆ,r′)ηµ(r),
∂ˆµξr′(N) ≡
1
2
(
ξr′(N + µˆ)− ξr′(N − µˆ)
)
,
ˆµξr′(N) ≡ ξr′(N + µˆ) + ξr′(N − µˆ)− 2ξr′(N). (C.23)
Obviously only the first term survives in the naive continuum limit. Therefore we consider
the first term given in eq. (4.3)
Sf =
1
2
∑
N,µ>0,r
ηµ(r)ξr(N)∂ˆµ
[
ξr+µˆ(N) + ξr−µˆ(N)
]
+ · · · . (C.24)
We would like to further rewrite the above action in terms of the reconstructed fermion
ψˆαi(N) ≡ N0
∑
r
(Vr)αiξr(N), (C.25)
The coefficient N0 is a normalization constant to be fixed appropriately. Note that Vr has
the properties ∑
r
(V †r )iα(Vr)βj = 2
D
2 δαβδij , V
†
r = drVr
tr(V †r Vr′) = δrr′2
D
2 , Vr±µˆ = ηµ(r)γµVr, (C.26)
where dr = (−)
|r|(|r|−1)/2 is a sign factor. Reversing the expression (C.25), we have
ξr(N) =
1
N 0
tr
[
V †r ψˆ(N)
]
. (C.27)
We would like to write the action (C.22) in terms of ψˆ. For that purpose, it is useful
to remember how it goes for the Dirac fermion. In that case we have ξ¯r and ξr which are
related to the reconstructed fermions as (4.5). Using the relation,∑
r
ηµ(r)ξ¯r(N)∂ˆµξr±µˆ(N) = (N0)
−2
∑
r
ηµ(r)tr
[
¯ˆ
ψ(N)Vr
]
∂ˆµtr
[
V †r±µˆψˆ(N)
]
= (N0)
−22D/2
¯ˆ
ψ(N)iα(γµ)αβ ∂ˆµψˆ(N)βi, (C.28)
the action SDirac of the (Dirac) staggered fermion can be obtained as
SDirac =
∑
N,µ
tr
[
¯ˆ
ψ(N)(γµ)∂ˆµψˆ(N)
]
+ · · · . (C.29)
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Here the normalization constant is chosen as N0 = 2
D/4.
If we expect to have the relation similar to eq. (C.28) for the Majorana staggered
fermion, ξr(N) must be related to both ψˆ(N) and
¯ˆ
ψ(N) as
ξr(N) =
1
N0
tr
[
V †r ψˆ(N)
]
=
1
N0
tr
[
¯ˆ
ψ(N)Vr
]
. (C.30)
For the second equality to hold, we find the Majorana condition on ψˆ with η′ = 1
ψˆ = C
¯ˆ
ψ
T
C−1. (C.31)
The restriction η′ = 1 may be easily read off from the following relation,
tr
[
ψˆV †r
]
= tr
[
¯ˆ
ψ
T
C−1γrDD · · · γ
r1
1 C
]
= tr
[
¯ˆ
ψ
T
(η′)|r|V Tr
]
= (η′)|r|tr
[
¯ˆ
ψVr
]
.
Eq. (C.30) and the reality condition on ξn, ie, ξ
†
n = (−)|n|ξn, imply the relation
¯ˆ
ψ = γ†D+1ψˆ
†γD+1, (C.32)
where γD+1 is a hermitian matrix defined in eq. (4.8). Remember that, for a Euclidean
theory, ψ¯ ≡ ψ†γD+1 is the appropriate relation to keep the reality of the action ψ¯(γµ∂µ +
m)ψ. Eq. (C.32) is a multi-flavored extension of this relation. The matrix γD+1 is defined
only for even dimensional spaces and we have to consider the odd dimension separately.
That is, however, beyond the scope of the present paper.
In Ref.[12], we find the list of Majorana fermions realized by the condition given in
eq. (C.31), as already presented in the sect. 3.
D. Uniqueness of the models
Here we find out how we can classify the plaquettes in the entire space so that the
following four conditions are satisfied: 1) Ichimatsu pattern on any two dimensional surface6
; 2) invariance under mod 2 translations; 3) symmetry under π/2 rotations; 4) the reflection
positivity. The cell, the pipe and the mixed models are uniquely selected out by the
first three conditions; the models have the reflection positivity to allow an appropriate
continuum limit, as already discussed in sect. 5.2.
From the condition 1), we are to classify plaquettes into shaded and unshaded sets on
every two dimensional surface. In the following, we show that the assignment is uniquely
determined by two other conditions. Based on this pattern, we construct the cell, pipe and
mixed models. Collecting shaded (unshaded) plaquettes, we obtain the cell (pipe) model.
For the mixed model, we give the coefficients βc (βp) to shaded (unshaded) plaquettes. In
this sense, the cell, pipe and mixed models are uniquely selected out by the conditions.
The three dimensional case suffices to illustrate our consideration. Take a two di-
mensional plane and choose the coordinate system so that the plane is the x1x2-plane with
xD ≡ x3 = 0. On this plane, we take the plaquette closest to the origin in the first quadrant
and make it shaded: the plaquette is F0 in Fig. 4. Remember that this choice completely
determines the Ichimatsu pattern on the plane.
6We do not necessarily assume that the plaquette patterns on two parallel surfaces are the same.
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Next we find out how we may re-
✲
❂
✻
■
Q
F0
F ′0
F1
F ′1
F2
F ′2
x1
x2
x3
Figure 4: This figure shows how the face F0 is related
to other faces by four conditions listed in the text.
alize rotations consistently with the
Ichimatsu pattern. Take again the x1x2-
plane in the last paragraph and con-
sider the π/2 rotation of this plane
which does not affect the Ichimatsu
pattern on the plane. Clearly the cen-
ter of the rotation must be located
at the center of a plaquette. Its ro-
tational axis passes through the cen-
ter of a hypercube, eg, Q ≡ (1/2, 1/2, 1/2)
shown in Fig. 4. Consider two other
axes through the same point Q and
parallel to x1 and x2. We are to ar-
range the pattern in the entire space
so that the π/2 rotations around these
axes do not change the pattern.
Although the reflection is not necessary for the present discussion, it is appropriate to
mention how the reflection plane should be chosen. The reflection must be consistent with
the Ichimatsu patterns in the entire space. There are two types of planes, perpendicular
to the x3-axis, which respect the lattice structure. One is the x1x2-plane and the other is
the plane that contains the point Q. Obviously the reflection with respect to the former
does change the Ichimatsu pattern on the x1x3-plane. Therefore the reflection plane must
contain the center of a hypercube.
In Fig. 4, the face F0 is a shaded plaquette. Using twice the π/2 rotation around the
x1 axis, we find that F1 must also be shaded. From the invariance under the translation by
mod 2, F2 is also shaded. These results completely determine the Ichimatsu patterns on
planes parallel to the x1x2-plane. By the π/2 rotation around the x1 axis, the plaquettes
F0, F1 and F2 are brought to those with primes, and the Ichimatsu patterns parallel to the
x1x3-plane are determined. Obviously, rotations around another axis give the unique and
complete classification of all the plaquettes into the shaded and unshaded set. This proves
our claim for the three dimensional case. It must be obvious that the proof may be easily
extended to any dimension.
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