Abstract: We study a multi-class queueing network which consists of a finite capacity node (node 0) linked to M parallel finite capacity nodes (nodes 1 to M). M classes of customers are assumed. All customers first join node 0. A class i customer after completion of its Service at node 0 always joins the ith node. All service times and inter-arrival times are assumed to be exponentially distributed. The service priority at node 0 is head-of-line with preemption. When node i (i=1,2, ..., M) is full, node 0 cannot process class i customers. In addition to the service priority at node 0, push-out is employed. That is, a customer that arrives at node 0 when the node is full, takes the space of a customer which has the lowest priority among the customers already in the node. If all customers in the node have a higher or equal priority. then the arriving customer is lost. This queueing network is analyzed approximately by decomposing it into individual nodes, and then analyzing each node separately. Node 0 is analyzed using a class by class decomposition. The approximation algorithm has been validated using simulation, and the approximate results have a good error.
Introduction
Queueing networks with blocking have recently received a lot of attention (see [l] and [8] ). Blocking arises as a consequence of the finiteness of the buffers. In many real systems, and especially in computer networks and in manufacturing systems, the finiteness of buffers has a significant effect on the performance. Thus, it is important to be able to analyze queueing network models with finite capacity queues. So far, most of the work on queueing networks with blocking has been devoted to single-class queueing networks. Exact solutions of queueing networks with blocking are, in general, not obtainable. As a result, much effort has been devoted to obtaining approximate solutions. Several approximation methods have been proposed for the analysis of open tandem queueing networks with finite buffers. These approximation algorithms are based on the notion of decomposing the original system into a set of smaller subsystems. These methods are efficient and usually provide a fairly accurate estimation of the performance measures, such as throughput and queuelength distributions. Some of these methods have been extended to handle open queueing networks with a general topology. A survey of these approximation algorithms is given in [ 6 ] .
Approximation methods for analyzing closed queueing networks with finite buffers have also been proposed. A unified view of decomposition methods for the analysis of closed queueing networks with finite buffers is presented in [2] , and a survey of relevant results is given in [4] . Despite the numerous contributions in the area of single class queueing networks with blocking, very few papers have addressed the problem of analyzing open multiclass queueing networks with blocking (see [5] ). One of the main difficulties encountered when analyzing approximately such networks, is the analysis of a single node. Due to multiple classes and blocking, this is not a simple task as it was in the case of singleclass open queueing networks with blocking. In this paper, we consider an open multiclass queueing network consisting of a finite capacity node (node 0) linked to M parallel finite capacity nodes (nodes 1 to M).
M classes of customers are assumed. This queueing network is analyzed approximately using single-node decomposition. The main contribution in this paper, is the analysis of node 0 for which we have assumed M classes of customers, head-of-line with preemption service priority, blocking, and a mechanism for managing the space in node 0 known as push-our. "he computational complexity of analyzing node 0 numerically increases rapidly as the number of classes increases. In order to avoid this problem, we propose a class aggregation technique which drastically reduces the complexity of the numerical technique.
The multi-class queueing network under study
The multi-class queueing network under study is a treelike configuration consisting of a node linked to M parallel nodes, as shown in the figure below. We shall refer to the first node as node 0, and the M parallel nodes are numbered from 1 to M. Each node isrepresentedby a single server queue with a finite capacity bi (i=O.l, ....M) 0-8186-5292-6/94 $3.00Q 1994 IEEE r " -bM which includes the space in front of the server. There are M classes of customers. Class i customers arrive at node 0 in a Poisson fashion at a rate Xi and they receive an exponentially distributed service with parameter poi (i=l, .... M). Each class of customers has a unique destination node. That is, upon service completion at node 0, class i customers always join node i (i=l, ...,M). In view of this, node 0 is shared by all classes, while nodes 1 to M is used only by a single class. The service times at node i (i=l,...,M) are exponentially distributed w i t h parameter k.
We assume that class i (i=la2,...,M-1) has a higher priority than class i+l. The service discipline at node 0 is head-of-line with preemption. Note that since the service times are exponentially distributed and because of the memoryless property of the exponential dismbution, it is not important to specify whether the discipline is preemptive resume or preemptive repeat. Due to the fact that the destination nodes 1 to M are finite, the flow of customers through node 0 may be blocked. Blocking-before-service is assumed (see [6] ). That is, a customer cannot begin his service unless there is space in the destination node. If node i becomes full upon service completion at node 0, the whole class i of customers becomes blocked. However, the server at node 0 is not blocked, and it can proceed to serve customers from lower classes that may be present at node 0. The server will become blocked if all classes present at node 0 are blocked. Class i becomes unblocked at the moment when a departure takes place from node i (i=1,2, ..., M).
Due to service preemption, a class i customer can start service immediately, if the server is busy serving a lower class customer. We shall refer to this type of blocking as class blocking. We note that in view of this type of blocking, it is possible to have a lower class customer in service while higher class customers are present at node 0 despite the service preemption discipline. This happens when all the higher class customers are blocked. Blocking-before-service has been used extensively in single-class queueing networks with finite capacity queues. In this blocking mechanism the server gets blocked each time a customer becomes blocked, whereas in class blocking the server gets blocked only when all classes become blocked. Intuitively. one can easily see that the utilization of the server at node 0 is higher in the case of class blocking than in the case of blockingbefore-service. Therefm, in the case of class blocking, the system's throughput is also higher. The overall capacity of node 0, bo, is shared by all classes of customers. A customer that arrives to node 0 when the node is full, is not always lost. In particular, let us assume that a class i customer arrives when node 0 is full. Then, the customer is lost if the node at that moment only contains customem of class i or higher. However, if the node contains lower class customers, then a customer of the lowest class currently present at node 0 is forced out of the node SO that the arriving customer may enter the node. As an example, let us consider the case where we have four classes (i.e. M=4). Let us assume that node 0 is full and that a class 2 customer arrives. The customer will get lost if node 0 at that moment only contains customers belonging to class 1 or 2. The customer will not get lost, however, if there is a class 3 or class 4 customer present. In particular, the arriving customer will first attempt to force out a class 4 customer. If there is no class 4 customer present, then he will force out a class 3 customer. In general, when the arriving class i customer forces a class j customer out of node 0 (where j > i), the forced out customer within class j is the one that arrived last. Due to the service preemption discipline, this customer will be forced out even if at that moment it so happens that he is receiving service. This mechanism for managing the space in a finite capacity queue is known as push-out. This mechanism and other similar mechanisms have been proposed within the context of high-speed computer networks. However, only two classes have been considered (see 131).
The approximation algorithm
In this section, we present an approximation algorithm for analyzing the multi-class queueing network with blocking described above. We analyze this queueing network using a single-node decomposition algorithm.
The principle of this algorithm is similar to that proposed in [7] for singleclass queueing networks with blocking-after-service. The multiclass queueing network described in section 2 is analyzed by decomposing it to its individual nodes. In particular, each node i is analyzed by approximating it by another node. hereafter referred to as Qi (i=0,1, ... N). Qi (i=l, ..., M) is a singleclass node with the same buffer capacity and service rate as node i but with a revised arrival process. This arrival process approximates the actual arrival process to node i from node 0 in the original network. This arrival process is assumed to be Poisson with rate A : . Thus, Qi is simply an WI/N queue with arrival rate Ai, service rate h, and buffer capacity bi. Let pi(ki) be the steady-state probability that there are ki customers in Qi (ki=O,l, ..., bi) and let Xi be the throughput of Qi. For a given arrival rate AT, these quantities can be easily Calculated.
QO is a multiclass node that is identical to node 0 except that the blocking effect due to the downstream nodes (nodes 1 to M) is taken into account in an approximate way. The blocking effect is modeled as follows. Upon service completion of a class i customer i h Qo, class i is blocked with a probability ri and is not blocked with a probability 1-ri. If it is blocked, the server is prevented from servicing class i customers. This blocking condition will last for a period of time that is exponentidly distributed with rate &. As soon as this period of time ends, the server is again allowed to serve customers of class i. Due to service preemption, a class i customer can start service immediately, if the server is busy serving a lower class customer. The behavior of QO is otherwise identical to that of node 0, i.e. it has the same service priority and space priority mechanisms. Let po(noi) denote the probability that there are noi class i customers in Qo. Also, let Xoi be the throughput of class i customers at Qo. Note that XO; is less than hi due to the finite capacity of Qo and also due to push-out.
The behavior of QO can be described by a continuous- In order to analyze Qo we need to know the completion instant blocking probabilities ri (i=l, ..., M). These probabilities are obtained as follows. Class i becomes blocked when a class i customer, upon completion of its service at Qo, occupies the last position of the buffer at Qi. Therefore, the event "class i becomes blocked at Qo upon service completion of a class i customer" corresponds to the event "the buffer of Qi becomes full upon arrival of a customer". Therefore, we approximate probability ri (i=l, ...,M) by the probability Xi that a customer arriving at Qi occupies the last position (see [2] for more details). Using standard queueing theory we
. Also, the analysis of Q~ (i=1, ...,M) requires knowledge of the arrival rate Xr.
This arrival rate is determined in such a way that the throughput of Qiis equal to the throughput of class i customers in Qo, that is Xi = Xoi. The following iterative algorithm can be used to determine the unknown parameters Algorithm 1.
Step 0. Initialization. Set Xoi=hi, for all i = 1,2 ,... ,M.
Step 1. Analysis of each single-class queue Qr For i = 1.2, ... , M:
Step 1.a. Determine A; such that Xi = X O~
Step 1.b. Calculate probability %.
Step 2. Analysis of the multi-class queue Q.
Step 2.a. For i = 1, ..., M, set q = 9.
Step 2.b. Cakulate probability vector p.
Step 2.c. For i = 1 ,..., M, derive throughputs Q.
Step 3. Go to Step 2 .b. the vector p is the solution of the system of equations pQ = 0 and pe = 1. In our implementation of this algorithm, we used the power method to solve the above system of equations. Obviously, more efficient methods can be used (see [lo] ). In Step 3, the iterative procedure is stopped as soon as (zi@)-q@-'))/q@) < E, for all i=l, ..., M, where xi@) is the k-th estimate of q.
In our implementation of this algorithm, we used In terms of complexity, the main difficulty of algorithm 1 lies in the numerical solution of the CTMC associated with Qo. The CPU and memory complexity of the solution depends on the size of the state space of the CTMC. The number of states of the CTMC is a function of the buffer capacity bo of QO and the number of classes of customers M. Thus, the size of the CTMC is very large when bo and M are large. Moreover, the CTMC has to be solved as many times as the number of iterations requited for the convergence of algorithm 1.
Thus, this numerical solution can only be used when the CTMC associated with Qo is of moderate size. In the next section, we present an approximation method for analyzing Qo which avoids the complexity issues of the above numerical solution.
Class aggregation
As stated above, the size of the CTMC associated with QO can be very large for networks with an arbitrary number of classes. However, for networks with only two classes, the number of states will in general be acceptable. Indeed, in that case, the number of states is equal to 2@0+l)(b0+2). For instance, for b0=10 the number of states is264. Thus, except for very large = Xi /( l-pi(bi)) (~e e [2] and [A f a details). On the OW E = 10-3.
values of bo. the solution of the CTMC associated with a network consisting of only two classes is obtainable in a reasonable amount of time.
Based on this observation, we propose a class aggregation technique which reduces the analysis of Qo to analyzing this node M-1 times, but each time with two classes of customers. Due to the head-of-line preemptive service priority and the push-out mechanism, the behavior of class i is not affected by the lower priority classes. Thus, it can be analyzed without considering the lower priority classes. The behavior of class i, however, is affected by the higher priority classes. We now proceed to describe how two classes are aggregated into one. We first consider the aggregation of classes 1 and 2. After algorithm 1 has been applied to nodes Qo. Q1 and 42, the quantities r1 and r2 as well as the steady-state probabilities of the CTMC associated with QO are known. Let E be the set of states of the CTMC. where each state is given by the vector (nl, j,, "2, jz). E is partitioned into several subsets of states. jA=O,l. The set of states that belong to E(nA, jA) is defined as follows:
(nl, j,,n2. j2) E E(~A,O) if (n1+"2 = "A) and (("1 > 01 and (jl = 0)) or ( (n2 > 0) and (j2 = 0 ) ) (nl, j1.9, j d E E(nA,1) if (n1+n2 = "A) and I ( n l = 0) or (j1= 1)) and ( (n2 = 01 or (j2 = 1 ) ) . That is, a state belongs to E(nA, 0) if the total number of customers of classes 1 and 2 is equal to nA and one class of customers (either class 1 or 2) is currently receiving service. On the other hand, a state belongs to E(nA, 1) if the total number of customers of classes 1 and 2 is equal to nA and neither class 1 nor class 2 is receiving service. This happens when for each class of customers, either there is no customer (n; = 0) or the class is blocked (ji = 1). It is easy to check that the total number of subsets is equal to 2bo+l (subset E(0, 0) is and 3. Class k t E(nA, jA) be a subset of E, where nA=O,l, ..., bo, and empty).
The reason we partition the states of the CIUC in this way is because the behavior of class 3 in QO with respect to higher priority classes 1 and 2, is only affected by two factors: 1) the total number of class 1 and 2 customers currently present in Qo, and 2) whether the server is busy working on a class 1 or 2 customer. The former factor is represented by variable nA and the latter According to this partition, we can &fine an aggregate CTMC. Each state of this aggregate CTMC is given by the vector (nA, jA), and the total number of states is equal to the number of subsets of states of the original CTMC. The transitions rates are obtained using standard Markov chain aggregation. Let us briefly recall how this works. Consider a CTMC partitioned into several subsets of states (El ,... .E, ,... ,ER). Let j be any state of the CTMC and let p(i) be the probability of being in state j. Let r(i, k) be the transition rate between states j and k. Then, the transition rate between states E, and Es in the aggregate CTMC, say 6(rs), is given by by j,+
The aggregate CTMC describes the behavior of the aggregate class AlV2 We note however that the behavior of the aggregate CTMC is only an approximation to the behavior of the original CTMC. This is because the transitions between subsets of states in the original CTMC are not Markovian. Having aggregated classes 1 and 2 to class A12, we can proceed to analyze class 3. This is achieved by analyzing nodes Qo and Q3 using algorithm 1 and assuming that Qo has two classes, namely, aggregate class A1.2 and class 3. The unknown parameters are the completion instant blocking probabilities r3 of class 3 customers at Qo. and the arrival rate kf at Q3. For a given value of r3, QO can again be analyzed by constructing a CTMC describing its behavior in a similar way as what was done in section 3. The state of this CTMC is defmed by the vector s = (nA, jA, "3, j3). The transition rates of this CTMC are obtained as follows. For any transition related to the aggregate class, i.e. any transition that involves a modification of either nA or jA or both, the transition rate is obtained from the aggregate CTMC described above. For any transition related to class 3 customers, the transition rate is simply obtained according to the Markovian behavior of class 3.
The unknown parameters, r3 and kl, can then be determined using a fixed-point procedure similar to that described in algorithm 1. Having analyzed class 3. 
Algorithm 2.
Seti= 1.
Step 0. Initialization. Set Xoi = Xi.
Step 1. Analysis of Qp
Step 1.a Determine 1; such that Xi = Xoi.
Step 1.b. Calculate probability xi.
class i.
Step 2.a. Set ri = xi.
Step 2.b. Calculate probability vector p.
Step 2.c. Derive throughputs.
unknown parametem
Step 2. Analysis of QO consisting of class A1,i-l and
Step 3. Go to
Step 1 until convergence of the
Step 4. Derive the transition rates of the aggregate
Step 5. If icM, set i=i+l and go to step 0. Else stop.
Validation
The approximation algorithm described above, including the class aggregation approach, was implemented on a vax workstation. Different configurations were analyzed and the approximate results were compared against simulation data. The simulation model was developed using QNAP2 [9] . Four representative comparisons between the approximate and the simulation data are presented in Tables 2 to 5 assuming 4 classes of customers. Each table gives the mean queue length for each class in node Q, the global mean queue length for node 0, the mean queue length for nodes 1 to 4, and the throughput of each class (departure rate from queue 1,2, 3, and 4). The relative error calculated as (simul-approx)/ simul is also given. In general, the accuracy of this type of approximation algorithm depends upon the amount of traffic carried by the network. Therefore, in order to put the results in perspective, each table gives the utilization, as measured by simulation, of the server at node 0 (per class and global), and the utilization of the servers at nodes 1 to 4. The parameters of the four examples are given in Table 1 . Tables 2 and 3 give results where the server at node 0 is utilized considerably more by classes 1 and 2 than by classes 3 and 4. The utilization of the server at node 0 is about 58% in Table 2 and about 70% in Table 3 . Table 4 gives an example where the utilization of classes 3 and 4 is higher than the utilization of classes 1 and 2. The server's utilization at node 0 is about 81% in Table 4 . The example given in 
