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ABSTRACT
We present results from the “Mint” resolution DC Justice League suite of Milky Way-like zoom-in
cosmological simulations, which extend our study of nearby galaxies down into the ultra-faint dwarf
regime for the first time. The mass resolution of these simulations is the highest ever published for
cosmological Milky Way zoom-in simulations run to z = 0, with initial star (dark matter) particle
masses of 994 (17900) M, and a force resolution of 87 pc. We present initial results from these
simulations, focusing on both satellite and near-field dwarf galaxies. We find that the simulated
dwarfs and ultra-faint dwarfs (UFDs) reproduce the observed structural and dynamical properties of
galaxies with −3 < MV < −19. We predict the vast majority of nearby galaxies will be observable
given the surface brightness limits of the Vera Rubin Observatory’s co-added Legacy Survey of Space
and Time (LSST). We additionally show that faint dwarfs with velocity dispersions . 5 km/s result
from severe tidal stripping of the host halo. These simulations allow us to investigate quenching of
UFDs in a hydrodynamical Milky Way context for the first time. We find that the majority of the
UFDs are quenched prior to interactions with the Milky Way, though some of the quenched UFDs
retain their gas until infall. Additionally these simulations yield some unique dwarfs that are the
first of their kind to be simulated, e.g., an HI-rich field UFD, a late-forming UFD that has structural
properties similar to Crater 2, as well as a compact dwarf satellite that has no dark matter at z = 0.
1. INTRODUCTION
In recent years, many simulations have focused on the
dwarf galaxy regime to test our understanding of galaxy
formation. Not only are dwarf galaxies the closest galax-
ies to the Milky Way, but their smaller potential wells
make them more sensitive tests of our physical models.
Most dwarf galaxy simulations have focused on galax-
ies with Mstar & 105−6 M, in the mass range of the
Milky Way’s “classical dwarf” satellite galaxies. With
these simulations, we have greatly improved our un-
Corresponding author: Elaad Applebaum
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derstanding of galaxy formation, thanks to advances
in resolution, the detailed modeling of relevant physi-
cal processes, and a consideration of observational bi-
ases. For example, simulations in a ΛCDM universe
can now explain the number, distribution, and central
densities of classical Milky Way satellites (e.g., Zolotov
et al. 2012; Brooks et al. 2013; Brooks & Zolotov 2014;
Wetzel et al. 2016; Sawala et al. 2016; Tomozeiu et al.
2016; Santos-Santos et al. 2018; Garrison-Kimmel et al.
2019a). Various simulations explain both the diversity
of dwarf galaxy star formation histories in the Local
Group as well as average mass-dependent trends (e.g.,
Ben´ıtez-Llambay et al. 2015; Wetzel et al. 2016; Wright
et al. 2019; Buck et al. 2019; Digby et al. 2019; Garrison-
Kimmel et al. 2019b). Additionally, many simulations
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reproduce a variety of other scaling relations in this mass
range, such as the stellar mass-halo mass, Tully-Fisher,
and mass-metallicity relations (e.g., Munshi et al. 2013;
Vogelsberger et al. 2013; Shen et al. 2014; Christensen
et al. 2016, 2018; Brook et al. 2016; Brooks et al. 2017;
El-Badry et al. 2018; Santos-Santos et al. 2018). While
many open questions remain, our ability to model galax-
ies in the classical dwarf regime has dramatically im-
proved in the last decade, and we have successfully ex-
plained myriad properties of observed galaxies.
The advent of digital sky surveys has led to the rapid
discovery of dozens of new dwarf galaxies around the
Milky Way (see Simon 2019, for a recent review), largely
in the regime of the ultra-faint dwarfs (UFDs; MV
fainter than −81, and Mstar . 105 M). In this sub-
classical regime, however, our understanding is incom-
plete, and more work must be done to replicate the suc-
cesses seen in simulating higher mass dwarfs.
Given the pace of discovery, there is still a large un-
certainty in the number and distribution of these faint
dwarfs. Different assumptions about survey complete-
ness and the underlying halo distribution lead to es-
timates differing by nearly an order of magnitude in
the predicted number of satellites (Simon & Geha 2007;
Tollerud et al. 2008; Hargis et al. 2014; Newton et al.
2018; Jethwa et al. 2018; Drlica-Wagner et al. 2020;
Nadler et al. 2020). Predictions for the Milky Way satel-
lite distribution are influenced by uncertainties in the
connection between halos and galaxies, such as the re-
lationship between stellar mass and halo mass in small
halos (e.g., Garrison-Kimmel et al. 2017; Munshi et al.
2017; Read & Erkal 2019; Rey et al. 2019), or the sur-
face brightnesses—and therefore detectability—of galax-
ies in low-mass halos (e.g. Bullock et al. 2010; Wheeler
et al. 2019). Differing assumptions about which halos
can host galaxies can even lead to a “too few satellites”
problem (Kim et al. 2018; Graus et al. 2019), in which
there are more Milky Way satellites than theoretically
expected, reversing the decades-old Missing Satellites
Problem (Klypin et al. 1999; Moore et al. 1999).
The star formation histories (SFHs) and quenching
mechanisms of UFD galaxies are also uncertain. It has
been suggested that ultra-faint dwarf galaxies are fos-
sils of reionization (Bovill & Ricotti 2009), having been
quenched via gas heating during reionization (e.g., Bul-
lock et al. 2000; Benson et al. 2002; Somerville 2002).
Early quenching is consistent with observations of some
UFDs (e.g., Brown et al. 2014; Weisz et al. 2014), but
1 We use MV = −8 as our boundary, but note that Simon (2019)
has argued for MV = −7.7.
all UFDs with constrained star formation histories are
close to the Milky Way or M31, complicating any inter-
pretation. Previous simulations of isolated UFDs (e.g.,
Fitts et al. 2017; Jeon et al. 2017; Wheeler et al. 2019)
are consistent with reionization quenching. However,
simulations must be able to simultaneously explain the
apparent early quenching of most UFDs, along with the
existence of UFDs hosting recent star formation, such
as Leo T (Irwin et al. 2007; see also Rey et al. 2020).
Other properties of the newly discovered nearby faint
dwarfs are becoming clearer, including their kinematics
(e.g., Kleyna et al. 2005; Mun˜oz et al. 2006; Simon &
Geha 2007; Wolf et al. 2010; Koposov et al. 2011; Kirby
et al. 2013a), morphology and structure (e.g., Martin
et al. 2008; McConnachie 2012; Mun˜oz et al. 2018),
and metallicity and chemical composition (e.g., Simon
& Geha 2007; Frebel et al. 2010; Norris et al. 2010; Var-
gas et al. 2013; Kirby et al. 2013b; Ji et al. 2020). As
our knowledge of faint galaxies increases, the emerging
view is that below the mass of classical dwarfs, galax-
ies trend towards increasingly ancient and dark matter-
dominated stellar systems. Even UFD galaxies seem to
be in many ways a natural extension of more luminous
systems to lower mass, with any clear physical division
likely to be driven by the details of reionization (Bose
et al. 2018; Simon 2019). Nonetheless, even among the
faintest dwarfs, there is a great deal of galaxy-to-galaxy
diversity, including in kinematics, sizes, and star forma-
tion histories, that has proven challenging to reproduce
in existing simulations.
Now that dozens of new galaxies have been discovered
around the Milky Way, it is crucial to test our galaxy for-
mation models in this fainter regime, and to ensure that
we can still match and explain the properties of observed
dwarf galaxies. However, while there are a wealth of
Milky Way simulations resolving classical dwarf galax-
ies, there is a paucity of simulations capable of resolving
down to the UFD range.
It is important, therefore, to run new simulations ca-
pable of resolving the Milky Way’s fainter satellites.
However, it is computationally expensive to achieve the
resolution necessary to resolve down to the UFD range
while simultaneously placing galaxies in a cosmological
context allowing for gas inflow and outflow as well as
tidal interactions with larger galaxies. As alternatives,
several groups have undertaken direct simulation of very
small dwarf galaxies in non-cosmological contexts (e.g.,
Read et al. 2016; Corlies et al. 2018; Emerick et al. 2019).
Other groups have simulated cosmological regions at
high resolution, but have stopped at high redshift (e.g.,
Wise et al. 2014; Jeon et al. 2015; Safarzadeh & Scanna-
pieco 2017; Maccio` et al. 2017), or used the results as ini-
Simulated UFDs Around the Milky Way 3
tial conditions for later host-satellite simulations (Frings
et al. 2017). Finally, there have been several simulations
of field dwarfs in cosmological environments, achieving
analogs to dwarf galaxies far from the Milky Way (e.g.,
Simpson et al. 2013; Munshi et al. 2017, 2019; On˜orbe
et al. 2015; Wheeler et al. 2015, 2019; Jeon et al. 2017;
Fitts et al. 2017; Revaz & Jablonka 2018; Agertz et al.
2020a). Cosmological simulations have made significant
strides in resolution (e.g., Agertz et al. 2020b; Renaud
et al. 2020b,a), but have not achieved the mass resolu-
tion required to reliably study the properties of galax-
ies with Mstar . 105 M in a Milky Way context (e.g.,
Zolotov et al. 2012; Brooks & Zolotov 2014; Sawala et al.
2016; Wetzel et al. 2016; Simpson et al. 2018; Buck et al.
2019; Garrison-Kimmel et al. 2019a). To test whether
our models still match observations given our burgeon-
ing Milky Way census, it will be necessary to achieve
higher resolution in a Milky Way context.
To this end, we introduce the DC Justice League suite
of Milky Way zoom-in simulations, run at high (“Mint”)
resolution sufficient to begin probing analogs of the
faintest Milky Way satellites. While our studies of spa-
tially resolved galaxies are limited to larger UFDs, these
simulations serve as a crucial step forward in our study
of the Milky Way environment. We will describe the
global properties of galaxies as faint as MV ∼ −3 and
the resolved properties of dwarfs with MV . −5. We
present two simulations run from z = 159 to z = 0, with
present-day Milky Way halo masses of 7.5×1011 M and
2.4×1012 M, allowing us to bracket the suspected lower
and upper limits of the Milky Way’s mass, respectively.
We use these simulations to show that we can match
dwarf galaxy properties simultaneously across 6 orders
of magnitude in luminosity, including lower luminosi-
ties than ever before studied around a fully cosmologi-
cal Milky Way simulation. We further take advantage of
these new simulations to study the star formation histo-
ries and gas properties of UFDs around the Milky Way.
We focus in particular on the question of what quenched
star formation in UFDs, which in previous simulations
could not be studied in the context of the Milky Way.
Through case studies, we finally show how much of the
variety seen in faint galaxy properties arises naturally in
our simulations.
The paper is organized as follows: in Section 2 we de-
scribe our simulations. In Section 3 we present the basic
properties of the Milky Way-like galaxies. We then dis-
cuss the properties of the dwarf galaxies in Section 4.
In Section 5 we show that reionization is responsible for
quenching the majority of UFD galaxies, even around
the Milky Way. We present several case studies of in-
teresting galaxies in Section 6. We discuss our results in
Section 7, including limitations of this work. We sum-
marize our results in Section 8.
2. SIMULATIONS
The simulations used in this work were run using
ChaNGa (Menon et al. 2015), a smoothed particle hy-
drodynamics (SPH) + N-body code. ChaNGa includes
the hydrodynamic modules of Gasoline (Wadsley et al.
2004, 2017) but uses the charm++ (Kale´ & Krishnan
1993) runtime system for dynamic load balancing and
communication to allow scalability up to thousands of
cores. ChaNGa also incorporates an improved gravity
solver that is intrinsically faster than Gasoline.
The simulations were run using the “zoom-in” tech-
nique (e.g., Katz & White 1993; On˜orbe et al. 2014),
where smaller regions within large, dark matter-only
volumes are resimulated at higher resolution with full
hydrodynamics. The zoom-in technique allows for very
high resolutions in the regions of interest, while still cap-
turing large-scale gravitational tidal torques. The zoom
regions were selected from a 50 Mpc, dark matter-only
volume run using the Planck Collaboration et al. (2016)
cosmological parameters. The high-resolution regions
are largely uncontaminated by low-resolution particles
out to 2 Rvir for each host. However, since the zoom re-
gions are non-spherical we find galaxies out to ∼2.5 Rvir
in the present day. Gas particles are split from the dark
matter particles according to the cosmic baryon frac-
tion Ωbar/Ωm = 0.156. The present-day central halos
were chosen to be Milky Way analogs; they are isolated
and have virial masses bracketing the range of observa-
tionally constrained estimates (≈ 0.5 − 2.5 × 1012 M;
e.g., Wilkinson & Evans 1999; Watkins et al. 2010; Kafle
et al. 2014; Sohn et al. 2018; Eadie & Juric´ 2019). The
simulations have a gravitational spline force softening of
87 pc, minimum hydrodynamical smoothing length of
11 pc, and dark, gas, and (maximum) initial star particle
masses of 17900, 3310, and 994 M, respectively. These
constitute the highest mass resolution of any cosmolog-
ical simulations ever run of Milky Way-like galaxies. At
z = 0, the two simulations contain approximately 108.3
and 108.8 particles; in total, they required approximately
14 million and 120 million core hours, respectively. De-
spite their large computational expense, the simulations
were possible owing to the excellent scaling of ChaNGa.
The Milky Way simulation suite presented here serves
as a complement to the MARVEL-ous Dwarfs, a suite
of four high-resolution zoom-in regions of field dwarf
galaxies formed in low-density environments (Mun-
shi et al. in prep). The Milky Way simulations we
discuss here are nicknamed the “DC Justice League,”
named in honor of the female United States Supreme
4 Applebaum et al.
Court justices. While there are four Milky Way zoom-
in simulations in the suite, we discuss two in this pa-
per that have been run at the above-described resolu-
tion; we term these “Mint” resolution. The two have
been nicknamed “Sandra” and “Elena.” Lower resolu-
tion versions of these simulations (run at 175 pc reso-
lution, dubbed “Near Mint”) have been presented else-
where (Bellovary et al. 2019; Akins et al. 2020; Iyer et al.
2020), but we are introducing these high-resolution sim-
ulations here for the first time, with spatial and mass
resolutions within a factor of ∼2 of the MARVEL-ous
dwarfs (Munshi et al. in prep).
Star particles represent simple stellar populations with
a Kroupa (2001) initial mass function (IMF) and an ini-
tial mass of 30% that of their parent gas particle. We
use the “blastwave” form of supernova feedback (Stin-
son et al. 2006), in which mass, metals, and energy from
Type II supernovae are deposited among neighboring
gas particles. We distribute 1.5×1051 erg per supernova,
then turn off cooling until the end of the snowplow phase
(the extra energy above 1051 erg is designed to mimic the
energy injected into the local ISM by all feedback pro-
cesses coming from young stars, including high energy
radiation). The simulations also incorporate feedback
from Type Ia supernovae, mass loss in stellar winds,
and iron, oxygen, and total metal enrichment (Stinson
et al. 2006), a time-dependent, uniform UV background
(Haardt & Madau 2012), and metal cooling and diffu-
sion in the interstellar medium (Shen et al. 2010). We
discuss the effect of feedback models on our results later
in the paper (Section 7).
Star formation in these simulations is based on the
local non-equilibrium abundance of molecular hydrogen
(H2; Christensen et al. 2012). The recipe follows the cre-
ation and destruction of H2 both in the gas-phase and on
dust-grains, as well as dissociation via Lyman-Werner
radiation. We include both dust-shielding and self-
shielding of H2 from radiation, as well as dust-shielding
of HI. The probability of forming a star particle of mass
mstar from a gas particle of mass mgas is
p =
mgas
mstar
(
1− ec∗0XH2∆t/tdyn
)
, (1)
where XH2 is the is H2 abundance and tdyn is the lo-
cal dynamical time. The star formation efficiency pa-
rameter, c∗0 = 0.1, is calibrated to provide the correct
normalization in the Kennicutt-Schmidt relation (Chris-
tensen et al. 2014). This star formation prescription
successfully reproduces the low velocity dispersion of
star-forming gas, which is critical to forming the kine-
matically cold young stars seen in the Milky Way’s age-
velocity relation (Bird et al. 2020).
We also model supermassive black hole (SMBH) for-
mation, growth, feedback, and dynamics based on lo-
cal gas conditions (Tremmel et al. 2015, 2017; Bellovary
et al. 2019). SMBHs form in cold (T < 2 × 104 K),
primordial (Z < 10−4 and XH2 < 10
−4), and dense
(nH > 1.5 × 104 cm−3) gas, with a seed mass of
5 × 104 M. Black holes grow by accreting gas us-
ing a modified Bondi-Hoyle formalism that includes a
term for momentum supported gas, and by merging with
other black holes. Black holes are allowed to move freely
within their host galaxies, while explicitly modeling un-
resolved dynamical friction; this freedom can lead to
delayed SMBH mergers (Tremmel et al. 2018a,b) and
off-center black holes in dwarf galaxies (Bellovary et al.
2019). Akin to supernova blastwave feedback, SMBHs
deposit thermal energy in surrounding gas when they
accrete gas, and we turn off cooling in the heated gas
for the length of the SMBH time step (usually < 104 yr),
with a feedback coupling efficiency of 0.02. We as-
sume accretion is Eddington limited, with a radiative
efficiency of 0.1.
We identify halos using Amiga’s Halo Finder (Gill
et al. 2004; Knollmann & Knebe 2009), which identifies
a halo as the spherical region within which the density
satisfies a redshift-dependent overdensity criterion based
on the approximation of Bryan & Norman (1998). We
use AHF for all halo properties unless otherwise stated.
Galaxies are defined as all stellar content residing within
halos2, and satellite galaxies are galaxies residing within
subhalos. We trace all main progenitors with at least
100 particles at z = 0 back in time, and include in our
final sample those galaxies with at least 10 star particles
and 1000 dark matter particles prior to mass loss due to
interactions with the central halo. This corresponds to a
peak dark matter halo mass of Mpeak ≥ 107.25 M. For
resolving structural properties of the galaxies, we require
at least 50 star particles. Table 1 shows the number of
galaxies in our sample that meet our resolution criteria,
along with the basic properties of the two Milky Way-
like halos.
Further analysis was performed using the pynbody
analysis code (Pontzen et al. 2013). Galaxy magnitudes
and luminosities are calculated by interpolating on a
grid of metallicities and ages, using Padova simple stellar
population isochrones (Marigo et al. 2008; Girardi et al.
2010)3. We make no corrections for dust extinction; we
expect dust to have little impact in the dwarf galaxy
regime focused on in this work.
2 For dwarf galaxies, it makes little difference whether all stars or
only those within 10% of the virial radius are considered.
3 http://stev.oapd.inaf.it/cgi-bin/cmd
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Table 1. Properties of the simulations.
Simulation Mvir Rvir Mstar Rd Nsat Nfield Nsat,prior
(1012 M) (kpc) (1010 M) (kpc)
Elena 0.75 240 6.8 3.8 12 (8) 5 (2) 0 (0)
Sandra 2.4 350 16.5 3.5 51 (34) 18 (16) 10 (5)
Note—The name of each simulation, the virial mass (Mvir), virial radius (Rvir), and
stellar mass (Mstar; defined within 3× the 3D half-mass radius) of its main Milky Way
halo, the scale length (Rd), the number of satellite galaxies of the main halo (Nsat)
that meet both our resolution criteria (globally resolved first, structurally resolved in
parentheses; see Section 2), the number of central galaxies beyond the virial radius
(Nfield) that are globally (structurally) resolved, and the number of present-day Milky
Way satellites that fell in as satellites of another dwarf galaxy (Nsat,prior) that are
globally (structurally) resolved.
Simulations run with ChaNGa and Gasoline us-
ing the above star formation and feedback models have
yielded numerous results in the dwarf galaxy regime, and
have explained a variety of observed properties, such as
the stellar mass-halo mass relation (Munshi et al. 2013,
2017), the baryonic Tully-Fisher relation (Christensen
et al. 2016; Brooks et al. 2017), the mass-metallicity re-
lation (Brooks et al. 2007; Christensen et al. 2018), and
the properties of Milky Way satellites (Zolotov et al.
2012; Brooks & Zolotov 2014) and field dwarfs (Brooks
et al. 2017). These models produced the first simulated
cored dark matter density profiles and bulgeless disk
galaxies (Governato et al. 2010; Brook et al. 2011; Gov-
ernato et al. 2012). The simulations have also been used
to make observable predictions for the star formation
histories of nearby dwarf galaxies (Wright et al. 2019)
and the merger rates of dwarf galaxy SMBHs (Bellovary
et al. 2019).
3. MILKY WAY-LIKE GALAXIES
While the focus of this work is on the satellite and
other nearby dwarf galaxies, we also briefly present the
properties of the central, Milky Way-like galaxies. Fu-
ture work will investigate these galaxies more closely.
Figure 1 shows mock face-on and edge-on multi-band
images of the galaxies. These images have been gen-
erated using the Monte Carlo radiative transfer code
SKIRT (Baes et al. 2003, 2011; Camps & Baes 2020),
assuming a dust-to-metals ratio of 0.3. The two galax-
ies have very different morphology. Sandra has floccu-
lent spiral arms and a clear bar structure in the center.
Elena, on the other hand, hosts no spiral arms but has
a star-forming ring. As late as z ∼ 0.5, Elena had spi-
ral and bar structures. However, during its latest merger
(see below), it began to quench and redden, and its mor-
phology transformed to the one seen in the figure. While
Sandra Elena
Figure 1. Mock UVI images of Sandra (left column) and
Elena (right column), for both face-on (top) and edge-on
(bottom) orientations. Images were generated using outputs
from the Monte Carlo radiative transfer code SKIRT, as-
suming a dust-to-metals ratio of 0.3 and a maximum dust
temperature of 8000 K. Images are 40 kpc across. Elena
is shown to a dimmer surface brightness (23 mag arcsec−2)
than Sandra (21 mag arcsec−2) in order to highlight the low
surface brightness disk. Sandra shows a strong central bar,
flocculent spiral arms, and a dusty disk. Elena shows an ap-
parent ring structure and an extended low surface brightness
disk.
it may not be morphologically a Milky Way analogue,
its halo and stellar masses, as well as its relatively quiet
assembly history, are thought to be consistent with that
of the Milky Way. We will therefore continue to refer to
it as a Milky Way-like galaxy.
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Summary properties of the two Milky Way-like galax-
ies, including virial masses, virial radii, and number of
dwarf satellites, are listed in Table 1.
Throughout its history, Sandra experiences multiple
mergers with LMC-mass halos4. Its last major merger
is with an LMC-mass halo (merger ratio ∼1.5) at z ∼ 2,
though the first infall of the galaxy occurs earlier, at
z ∼ 3. During this time in the galaxy’s history, a clear
disk has not yet formed, and many simultaneous mergers
occur close in time. Therefore, there is some uncertainty
on the exact timing and masses involved. However, the
merger is consistent with a Gaia-Enceladus/Sausage-like
event (e.g., Belokurov et al. 2018; Helmi et al. 2018). By
z ∼ 1.5, a clear disk forms, around which time another
LMC-mass halo falls in, completing its merger by z = 1.
At z ∼ 0.5, the galaxy experiences another LMC-mass
infall, which orbits for several Gyr before merging at
z = 0.15. Finally, in the present-day, an LMC-mass
halo satellite is completing its first pericentric passage,
currently at a galactocentric distance of 200 kpc.
Commensurate with its lower mass, Elena experiences
mergers with smaller halos than Sandra. At z ∼ 3, it
experiences its most major merger (though, similar to
Sandra, there are many simultaneous mergers that com-
plicate the picture), with a merger ratio of 4. At z ∼ 1 it
experiences a Sequoia-like infall (e.g., Barba´ et al. 2019;
Myeong et al. 2019) of a ∼1010 M halo. Finally, at
z ∼ 0.5 two unassociated halos fall in, one LMC-mass
and one SMC-mass, with both eventually merging by
z = 0. During their several Gyr of orbit, the two galax-
ies fly by the Milky Way numerous times and harass it
substantially, ultimately leading to the quenching and
morphological transition mentioned above. Addition-
ally, about 2 Gyr before the present day, one of these
galaxies passes directly through the center of the main
galaxy, which may explain its ring structure (see, e.g.,
Appleton & Struck-Marcell 1996).
Figure 2 shows the star formation histories of the two
central galaxies. As expected, Sandra, the more massive
galaxy, has a higher star formation rate throughout its
history. As noted above, Elena’s last merger caused a
decline in star formation, visible in the last 2-3 Gyr.
4. THE DWARF GALAXY POPULATION
In this section we focus on the properties of the dwarf
galaxies in the simulations. First, we discuss the gen-
eral attributes of the population, demonstrating con-
sistency with observations across the entire luminosity
range. Properties of the galaxies that are presented be-
4 For the sake of brevity, we are considering halos with virial mass
between 8× 1010 M and 2× 1011 M to be “LMC-mass.”
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Figure 2. Star formation histories of the 2 Milky Way-
like galaxies in the suite, in bins of 200 Myr, calculated
for all stars within 3 times their 3D half-mass radii. For
each galaxy, the three most major mergers are marked, with
the size inversely proportional to the merger ratio (i.e. the
largest point is the most major merger). Sandra has a higher
star formation rate across most of cosmic time, commensu-
rate with its higher mass. In the last ∼3 Gyr, Elena has had
a declining star formation rate, leading to its redder color.
During this time, the central galaxy is harassed by the or-
biting dwarf that ultimately merges at ∼13 Gyr.
low are collated in Table 2, the full version of which is
available as supplementary material.
4.1. Observational Sample
We compare the results of our simulations to several
dwarf galaxy catalogs that have been assembled in the
literature. In particular, we compare to the updated
version of the McConnachie (2012) catalog5 (though we
take the velocity dispersions for Phoenix and Tucana
from Kacharov et al. 2017 and Taibi et al. 2020, respec-
tively.). We also compare to the Milky Way satellites
sample assembled from the literature in Simon (2019).
We additionally compare to the homogeneously ana-
lyzed outer halo satellites sample of Mun˜oz et al. (2018).
For the latter catalog, we have used their best-fit pa-
rameters assuming an exponential density profile in or-
der to better compare to our galaxy morphological fits.
In cases where the same galaxy may exist in multiple
catalogs, we show values only for the more recent esti-
mate. We exclude observed galaxies that are more than
1.5 Mpc from the Milky Way, in order to keep their en-
vironments comparable to our simulations.
In comparing to our simulations, we assume a virial
radius of 300 kpc for both the Milky Way and M31. We
5 http://www.astro.uvic.ca/∼alan/Nearby Dwarf Database.html
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Figure 3. Luminosity functions of the simulated galaxies. In the left panel we compare to the Milky Way and M31, as well as
M94 (Smercina et al. 2018), M101 (Bennet et al. 2019, 2020), Centauras A (Cen A; Crnojevic´ et al. 2019), and M81 (Chiboucas
et al. 2013), down to their completeness limits. The SAGA results (Geha et al. 2017) are shown as the grey band, representing
the full range of luminosity functions from their survey. Sandra and Elena are largely consistent with luminosity functions from
the literature, bracketing the range of observed satellite populations. Commensurate with its larger mass, Sandra hosts many
more satellites, and is more similar to M31 and Cen A, while the lower mass Elena is comparable to the sparsely populated M94
system. In the right panel we compare to the Near Mint resolution versions of Sandra and Elena (Sandra NM and Elena NM),
which are consistent down to our resolution cutoffs.
exclude all observed dwarf galaxies with half-light radii
below 50 pc; this is approximately the radius at which
size alone cannot distinguish objects as galaxies versus
globular clusters (Simon 2019), and all such galaxies are
below the resolution limit of the simulations, so we do
not in general expect to be able to reproduce them. For
clarity in plot comparisons, we exclude observed prop-
erties with large uncertainties (e.g., uncertainty in MV
greater than 5); however, if the uncertainty is missing
for MV , we assume it to be 1.
4.2. Luminosity Functions
The left panel of Figure 3 shows the satellite luminos-
ity functions of the simulated galaxies. We compare to
the sample of Simon (2019) for Milky Way satellites and
the updated version of McConnachie (2012) for M31.
We also show results from the SAGA survey (Geha et al.
2017) down to the survey completeness limit, where we
represent the full range of luminosity functions as a grey
band. Finally, we also include, down to their complete-
ness limits, the luminosity functions of M94 (Smercina
et al. 2018), M101 (Bennet et al. 2019, 2020), Centauras
A (Cen A; Crnojevic´ et al. 2019), and M81 (Chiboucas
et al. 2013), where for M81 we have included galaxies
within a projected distance of 300 kpc. We find that our
simulations fall within the range of observed luminosity
functions for this mass range; Elena has fewer satellites
than the Milky Way, and is more consistent with M94,
while Sandra is more similar to M31, M81, and Cen A.
Given the halo masses of the simulated galaxies, it is
unsurprising that Sandra would have significantly more
satellites. Elena and Sandra are also in line with re-
sults from the SAGA survey, though Elena is among the
sparsest systems. Together, Elena and Sandra seem to
bracket the observed range of luminosity functions very
well.
The right panel of Figure 3 shows the satellite lumi-
nosity functions of the Near Mint (2x lower force reso-
lution) versions of each simulation, indicated by “Elena
NM” and “Sandra NM.” The luminosity functions are
consistent between the Near Mint and Mint resolution
simulations. The results are even converged down to the
faintest galaxies in the Near Mint sample. For the Near
Mint simulations, we applied the same resolution crite-
ria (Nstar ≥ 10 and Ndark ≥ 1000 at peak halo mass) for
inclusion in the sample. It is therefore reassuring that
galaxy global properties are converged down to 10 star
particles, consistent with Hopkins et al. (2018). Addi-
tionally, the Near Mint simulations are in fact able to
probe the very brightest UFDs, and while their resolu-
tion is lower than the simulations presented in this work,
they are still comparable to other high resolution studies
of the Milky Way (e.g., Sawala et al. 2016; Grand et al.
2017; Garrison-Kimmel et al. 2019a; Buck et al. 2020).
We expect existing observations of the Milky Way to
be largely complete brighter than MV ∼ −8, but in the
UFD regime a full census is likely to more than dou-
ble the number of known satellites. By combining the
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Table 2. Properties of individual dwarf galaxies.
Simulation Halo Number Mvir Mpeak Mstar Mgas MHI MV rh [Fe/H] Rgal τ90
(M) (M) (M) (M) (M) (pc) (kpc) (Gyr)
Sandra 2 9.1× 1010 1.3× 1011 2.0× 109 6.5× 109 2.3× 109 -18.5 2730 -0.9 203 13.0∗
Sandra 3 4.4× 1010 7.0× 1010 1.4× 109 1.6× 109 6.3× 108 -17.4 2310 -0.9 235 11.5∗
Sandra 4 3.1× 1010 3.9× 1010 3.2× 108 9.1× 108 3.1× 108 -15.8 2370 -1.2 255 11.1∗
Sandra 5 3.0× 1010 4.2× 1010 2.3× 108 9.5× 108 3.5× 108 -15.5 1530 -1.3 337 11.3∗
Elena 9 1.5× 109 7.6× 109 2.6× 107 1.2× 108 3.1× 107 -13.3 2370 -1.6 71 11.7∗
Elena 14 1.9× 109 3.3× 109 2.1× 106 2.0× 107 1.1× 106 -10.0 665 -2.0 524 8.5∗
Elena 16 1.7× 109 3.9× 109 2.5× 105 8.6× 105 4.0× 104 -8.1 227 -2.1 200 11.5
Elena 20 1.1× 109 2.0× 109 6.0× 105 0.0 0.0 -8.4 313 -2.2 157 2.3
Note—The Milky Way simulation in which the galaxies are found, their halo numbers in the simulation, their virial masses (Mvir),
peak halo masses (Mpeak), stellar masses (Mstar), total gas masses (Mgas), and HI masses (MHI), their V -band magnitudes and
half-light radii (rh; see Section 4.4), their metallicities, their galactocentric distances (Rgal), and the time at which 90% of their
stars had formed (τ90; if they are still star-forming, τ90 is marked with an asterisk). This table is published in its entirety in
machine-readable format, with the four most massive dwarf galaxies from each simulation shown here as examples.
satellite distribution and survey coverage of SDSS and
DES along with the radial subhalo distribution from the
(dark matter-only) Aquarius simulations (Springel et al.
2008), Newton et al. (2018) predict that there should be
∼40 galaxies brighter than MV = −4 within 300 kpc of
the Milky Way. This indicates that we may be under-
producing the faintest galaxies in our simulations, or
that adjustments to our halo- and galaxy-finding proce-
dure are necessary. On the other hand, a large fraction
of the UFDs discovered in DES are thought to be asso-
ciated with the Magellanic Clouds (e.g., Deason et al.
2015; Jethwa et al. 2016; Sales et al. 2017; Kallivay-
alil et al. 2018; Li et al. 2018), the exclusion of which
would substantially lower the faint-end luminosity func-
tion, alleviating the tension. Since Sandra appears fully
consistent with the expectations of Newton et al. (2018),
it is likely that Elena’s lower mass and lack of LMC are
sufficient to explain any tension.
While we only compare to two simulations, the differ-
ent luminosity functions strongly suggest a dependence
of the total satellite population on the host halo mass
(see also Carlsten et al. 2020), in contrast to e.g., Samuel
et al. (2020), who find little correlation. We note, how-
ever, that our mass range is a factor of two larger than
in their work, which may account for the difference.
4.3. Stellar Mass-Halo Mass Relations
To explore the galaxy-halo connection, in Figure 4 we
show the stellar mass-halo mass (SMHM) relation for
all galaxies in our sample, along with recent results from
the literature for comparison purposes (Read et al. 2017;
Jethwa et al. 2018; Nadler et al. 2020)6. We note that at
low masses, not all halos host galaxy counterparts, and
we have chosen to compare to relations that incorporate
this fractional occupation. We show both centrals and
satellites. The left panel shows stellar mass as a function
of present-day virial mass, while the right panel uses
Mpeak, the peak halo mass (i.e., before stripping), as
done in abundance matching techniques.
As was shown in the satellite luminosity functions
of Figure 3, Sandra hosts many more satellites and
nearby galaxies than Elena, in approximate proportion
to the higher mass of the main halo. However, the
SMHM relation appears to be consistent between the
two runs. As in previous works (e.g., Garrison-Kimmel
et al. 2017; Munshi et al. 2017), we find increasing scat-
ter at lower masses, extending all the way to the UFD
regime. Nonetheless, above Mpeak ∼ 1010 M our re-
sults appear to be consistent with the results of Read
et al. (2017). At lower masses, we largely overlap with
the results of Nadler et al. (2020). In the left-hand panel,
satellite galaxies exhibit the largest scatter, where tidal
interactions with the main halo can lead to preferential
mass loss of the dark matter content of halos. When
using the peak halo mass, the scatter is greatly reduced,
though it still increases at low masses. For an in-depth
analysis of scatter and more regarding the SMHM re-
lation, we refer the reader to Munshi et al. (in-prep),
6 We note that these simulations were calibrated to match the re-
lation from Moster et al. (2013), albeit at higher masses than the
dwarfs studied here.
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Figure 4. The stellar and halo masses of galaxies in our sample, for both simulations in our suite. Satellite galaxies are shown
as filled squares, backsplash galaxies are shown as stars, and field galaxies are shown as empty squares. The left panel shows
galaxies’ present-day halo masses, while the right panel shows their peak halo masses through time. Both panels show z = 0
stellar masses. We compare to the stellar mass-halo mass relation inferred in Nadler et al. (2020), as well as the halo occupation
+ scatter model of Jethwa et al. (2018), where the dark (light) bands represent the 68 (95)% confidence intervals. Both Nadler
et al. (2020) and Jethwa et al. (2018) derive their relations via a Bayesian analysis of the Milky Way’s observed satellites. We
also compare to the relation of Read et al. (2017), which uses halo masses inferred from HI rotation curves of isolated field
dwarf galaxies; the lines enclose the inner 68% confidence interval, and we use dashed lines to indicate an extrapolation of their
relation.
which will update the results of Munshi et al. (2017)
using the larger Marvel + DC Justice League sample.
We note here that a large fraction of galaxies presently
in the field have passed within the virial radius of the
Milky Way previously. In Figure 5 we show that in
the region just beyond the virial radius, these so-called
“backsplash” galaxies are the majority of galaxies (as
opposed to those that have never had an infall), con-
sistent with previous results (e.g., Teyssier et al. 2012;
Buck et al. 2019). Over half of all present-day field
galaxies in our sample have had at least one infall within
the virial radius of the Milky Way. As we show later in
this work, these passages through the Milky Way halo
can substantially alter the galaxies’ kinematic and struc-
tural properties.
4.4. Galaxy Sizes
To calculate the structural parameters of the galaxies,
we use maximum (log) likelihood estimation to find the
best fitting parameters for a 2D elliptical exponential
density profile7; for more detail, see Martin et al. (2008).
The density profile has the following functional form:
Σ(r) = Σ0e
r/re , (2)
7 These fits actually find half-density radii rather than half-light
radii. As a check, we have fit to images of the V-band luminos-
ity for these systems and found no systematic differences in the
parameter estimates.
where re is the scale radius (with a half-light radius given
by rh = 1.68re), Σ0 is the central density, and r is the
elliptical radius given by
r =
{[
1
1−  (X cos θ − Y sin θ)
]2
+ (X sin θ + Y cos θ)
2
}1/2
,
(3)
where  is the ellipticity8 and θ is the angular offset of the
ellipse from the vertical. We additionally simultaneously
fit for the centroid (x0, y0) of the ellipse, such that Xi =
xi − x0 and Yi = yi − y0.
Figure 6 shows the size-luminosity relationship as
viewed on the sky from the central simulated Milky
Way galaxy. We compare to observational data from
McConnachie (2012) and Mun˜oz et al. (2018). We
also show the line of constant mean surface brightness,
µV = 32 mag arcsec
−2, which is approximately the lim-
iting surface brightness of the Vera Rubin Observatory’s
co-added Legacy Survey of Space and Time (LSST Sci-
ence Collaboration et al. 2009). We finally also show
the results from several cosmological simulations of field
UFDs (Jeon et al. 2017; Fitts et al. 2017; Wheeler et al.
2019), where for Jeon et al. (2017) and Wheeler et al.
(2019) we have determined their galaxy luminosities by
assuming a stellar mass-to-light ratio of 2, as appro-
8 The ellipticity is defined as  = 1− b/a, where a and b are scale
lengths along the major and minor axes, respectively.
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Figure 5. Magnitude vs distance from the central Milky
Way for galaxies in both simulations. Satellites are shown as
filled squares, field galaxies are empty squares, and back-
splash galaxies (galaxies that were previously within the
virial radius of the Milky Way) are shown as stars. The ver-
tical dashed line represents the virial radius, for visualization
purposes. Marginalized histograms are shown for field (solid
black lines) and backsplash (dashed grey lines) galaxies. Just
beyond Rvir, most “field” galaxies are backsplash galaxies,
while beyond ∼1.5 Rvir most galaxies have never fallen into
the Milky Way. Over half of the galaxies beyond the virial
radius are backsplash galaxies, but there is no trend with
luminosity.
priate for the predominantly ancient populations of the
galaxies. For Fitts et al. (2017), whose galaxies span
a variety of SFHs, we have assumed a mass-to-light ra-
tio of 1.6. We note that the half-light radii in the other
works were not calculated via the same exponential ellip-
tical fitting as in this work. Additionally, the half-light
radii of Fitts et al. (2017) are 3D, so we multiply the
listed values by 3/4 to approximate the 2D projected
half-light radii (Wolf et al. 2010).
Across most of the sample, including in the ultra-faint
range, we reproduce the same size-luminosity relation
as observed in nearby galaxies, including approximately
the same scatter9. At a given magnitude, the galaxies
span a range of sizes, including some diffuse and some
relatively compact galaxies. Our most compact galaxies
are generally about as bright and slightly larger than
Andromeda XVI or Leo T; reproducing these galaxies
9 We have ensured these results are robust by fitting along many
random lines of sight. As in El-Badry et al. (2016), we find that
half-light radii vary typically by no more than ∼10%
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Figure 6. Magnitude versus half-light radius for galaxies
with at least 50 star particles, derived using a 2D elliptical
exponential fit. Galaxies are oriented as viewed on the sky
from the central simulated Milky Way galaxy. We compare
to observed dwarf galaxies in the updated catalog of Mc-
Connachie (2012) and the sample from Mun˜oz et al. (2018);
see Section 4.1 for more detail. We also compare to the sim-
ulated samples of Jeon et al. (2017), Fitts et al. (2017), and
Wheeler et al. (2019). The dashed line represents a constant
surface brightness of µV = 32 mag arcsec
−2, roughly the
limit of co-added Vera Rubin Observatory’s LSST. We ex-
pect essentially all galaxies near the Milky Way to be observ-
able by LSST. With the exception of the compact elliptical
galaxies like M32, the simulated galaxies reproduce the full
range of scatter in the size-luminosity plane.
has been a challenge in some previous works (e.g., Revaz
& Jablonka 2018; Garrison-Kimmel et al. 2019a). There
is one additional galaxy with MV ∼ −9 and rh = 40 pc
that is by a wide margin the most compact simulated
dwarf. This galaxy seems to be a faint analog of ultra-
compact dwarf (UCD) galaxies, and understanding its
evolution may shed light on the origin of UCD galaxies.
Our sample includes just one of these galaxies; it is pos-
sible that a larger simulation suite—or a more massive
central galaxy—would include more of them, or even
brighter ones. In Section 6.3 we discuss this compact
galaxy in more detail, including its evolutionary history.
The UCD analog represents a step forward in mod-
eling compact galaxies. However, the lack of compact
bright galaxies like M32 in cosmological simulations is
a manifestation of the “diversity” problem (Oman et al.
2015), for which there is as yet no accepted solution10.
It is possible that we lack the ability to resolve such
dense galaxies, or that spurious dynamical heating from
2-body interactions systematically increases half-light
10In non-cosmological contexts, however, simulations have success-
fully reproduced M32-like galaxies (Du et al. 2019)
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radii by z = 0 (Revaz & Jablonka 2018; Ludlow et al.
2019b). Nonetheless, with the exception of the com-
pact ellipticals such as M32, we do produce the entire
observed range of luminosities at a given size. Prior
works, while overlapping with these simulations in the
size-luminosity plane, show less scatter.
Importantly, none of our galaxies have mean central
surface brightnesses dimmer than 32 mag arcsec−2. We
therefore expect essentially all nearby galaxies to be
observable by the Vera Rubin Observatory’s co-added
LSST, with no galaxies too diffuse to detect in the
UFD galaxy range, at least down to the luminosity limit
probed here. This prediction stands in contrast to the
simulated field galaxies of Wheeler et al. (2019), who
predict that ultra-faint dwarfs are fairly diffuse, with
the majority having surface brightness much dimmer
than the detection limit of LSST. Multiple factors could
influence this discrepancy: the work of Wheeler et al.
(2019) focused on isolated dwarf galaxies far from any
massive galaxy, and perhaps environment plays a role
in galaxy sizes. Additionally, their resolution, with a
baryonic particle mass of 30 M, is higher than in this
work, and all the most diffuse galaxies in their work are
fainter than we can structurally resolve; thus, we cannot
rule out that we could be consistent if we had a higher
resolution. We explore possible numerical explanations,
including feedback implementations and resolution, in
Section 7.1.
4.5. Kinematics
Figure 7 shows the line-of-sight velocity dispersions for
galaxies in the simulations, separated by environment.
We compare to observations from McConnachie (2012)
and Simon (2019), as well as previous simulations of
field dwarfs (Jeon et al. 2017; Revaz & Jablonka 2018).
We also compare to the FIRE-2 simulations of Garrison-
Kimmel et al. (2019a), who investigated dwarf galaxies
with Mstar > 10
5 M in a suite of Milky Way-like and
Local Group-like simulations, and the NIHAO simula-
tions of Buck et al. (2019). Both the latter simulations
have large samples, so we show their results as shaded
bands that approximate their full range of values.
The kinematics of the simulated DC Justice League
galaxies reproduce those of observed galaxies. For lu-
minosities LV < 10
6 L, galaxies show a large scat-
ter, but that scatter is relatively constant down to the
faintest galaxies, such that galaxies with LV ∼ 104 L
and galaxies with LV ∼ 106 L appear to span a sim-
ilar range of masses/kinematics, just as seen in the ob-
servations. However, for LV > 10
6 L galaxies have
higher velocity dispersions. In our simulations, galaxies
with Mstar & 107 M are able to form cored dark mat-
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Figure 7. Line-of-sight velocity dispersion of the simulated
dwarf galaxies as a function of luminosity for both simu-
lations (Sandra and Elena). We show satellites as filled
squares, backsplash galaxies as stars, and field galaxies as
empty squares. We compare to observed dwarfs using the
compilation of Simon (2019) and the updated version of Mc-
Connachie (2012). We also compare to previous simulations,
including the field dwarf galaxies of Jeon et al. (2017) and Re-
vaz & Jablonka (2018), the Milky Way simulations of Buck
et al. (2019), and the Milky Way and Local Group simu-
lations of Garrison-Kimmel et al. (2019a). For clarity, for
the latter two simulations we show bands that approximate
the full range of their results. For Jeon et al. (2017), Buck
et al. (2019), and Garrison-Kimmel et al. (2019a), we as-
sume a stellar mass-to-light ratio of 2 for galaxies fainter
than 106 L, and a ratio of 1 otherwise. While the prior
field simulations tend to have higher velocity dispersion, our
simulations reproduce the full range. The dynamically cold-
est systems (σv . 5 km/s) have all been severely tidally
stripped; see Figure 8.
ter density profiles. Dark matter cores allow for more
substantial tidal stripping that can also lead to smaller
velocity dispersion, particularly for those satellites with
small orbital pericenters (e.g., Brooks & Zolotov 2014).
Unlike most of the prior simulations we compare to in
Figure 7, we produce galaxies with σv < 5 km/s, consis-
tent with many observed galaxies. This can largely be
explained by the effects of environment: all of the low-σv
galaxies in our simulations are either current satellites
or backsplash galaxies. Jeon et al. (2017) and Revaz
& Jablonka (2018) simulated only isolated field envi-
ronments. Correspondingly, their galaxies are generally
consistent with the galaxies from our simulations that
have the highest dispersions at a given luminosity.
Previous work has consistently shown that severe tidal
stripping in the presence of a massive host can lead to
lower velocity dispersions (e.g., Pen˜arrubia et al. 2008;
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Brooks & Zolotov 2014; Errani et al. 2015; Frings et al.
2017; Fattahi et al. 2018; Buck et al. 2019), explaining
the difference between environments. Pen˜arrubia et al.
(2008) found that galaxy structure and kinematics tend
to follow evolutionary tracks that depend mainly on how
much total mass has been lost, with σv decreasing mono-
tonically as mass loss increases. In Figure 8 we show
the same is true in our simulations. The figure shows
the present-day velocity dispersion for all galaxies with
LV < 10
6 L as a function of their (total) mass loss from
peak. We separate by environment, though σv appears
to only depend on mass loss, not present-day location.
Figure 8 directly shows the importance of simulating
faint galaxies in the context of the Milky Way environ-
ment. All but one of the galaxies with σv < 5 km/s
have lost most of their mass due to tidal stripping, and
all galaxies with both LV > 10
4 L and σv < 5 km/s (all
of which have Mpeak > 10
8.5 M) have lost at least 90%
of their mass. Importantly, even some backsplash galax-
ies that today are in the field have experienced severe
tidal stripping. The figure also shows a mass-dependent
trend in velocity dispersion. While tidal stripping leads
to lower dispersions in all halos, galaxies in smaller halos
are systematically dynamically colder; the coldest field
galaxy has σv = 4.8 km/s, despite having lost less than
4% of its mass.
Tidal effects explain why the field simulations in Fig-
ure 7 do not contain low-σv galaxies. Buck et al. (2019)
are the only other set of simulations that produce galax-
ies with velocity dispersions below 5 km/s. We note that
their simulations were run with a modified version of
Gasoline, which uses the same hydrodynamics solver
upon which ChaNGa is based, as well as similar feed-
back recipes. However, their simulations were run at
lower resolution and with a density-based star formation
scheme. ChaNGa’s H2-based star formation scheme
leads to low velocity dispersions at birth (Bird et al.
2020), and may be necessary in order to reproduce the
galaxies with LV < 10
4 L and σv < 5 km/s, which have
generally been less severely tidally stripped than their
more luminous counterparts. It is interesting that the
Milky Way and Local Group simulations of Garrison-
Kimmel et al. (2019a) also do not reproduce the low-
est σv galaxies, despite capturing the same environmen-
tal effects as our simulations, and despite adopting a
star formation prescription that should also capture the
high densities and low temperatures of gas forming in
H2. They discuss several possible explanations, includ-
ing insufficient resolution, N-body dynamical heating, or
spurious (numerical) subhalo disruption (van den Bosch
& Ogiya 2018).
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Figure 8. Velocity dispersion as a function of the fraction of
mass remaining from peak halo mass for all galaxies in the
simulations with LV < 10
6 L. Present-day satellites are
marked with filled squares, backsplash galaxies are marked
with stars, and field galaxies are marked with empty squares.
There is a tight correlation between velocity dispersion and
tidal stripping: the dynamically coldest halos at a given
Mpeak have experienced the most mass loss, regardless of
present-day location, while less massive halos tend to be in-
trinsically dynamically colder. All galaxies with σv < 5 km/s
and LV > 10
4 L (all of which have Mpeak > 108.5 M) have
lost at least 90% of their mass.
4.6. Mass-to-Light Ratios
We show in Figure 9 the mass-to-light ratio within
the half-light radius as a function of V -band luminos-
ity. Previous studies have shown that enclosed mass is
robustly estimated within the observed half-light radius
(e.g., Walker et al. 2009; Wolf et al. 2010). For both
the observed and simulated galaxies, we therefore use
the methodology of Wolf et al. (2010) to calculate the
dynamical mass within the half-light radius, or
M1/2 ≈ 930
(
σ2v
km2 s−2
) (
rh
pc
)
M, (4)
where σv is the line-of-sight velocity dispersion (as seen
from the Milky Way) and rh is the half-light radius.
When calculating the mass-to-light ratios, we find the
mass within the “circularized” half-light radius rh
√
1− 
(Sanders & Evans 2016), where  is the ellipticity of the
system as seen from the Milky Way. For comparison, we
also plot the mass-to-light ratios calculated by directly
summing the particle data enclosed within the half-light
radius.
The results in Figure 9 match the observational data,
whose masses are also derived using equation 4. The
simulations reproduce the general trend, as well as the
scatter, with the faintest systems being dominated by
dark matter. For the most part, the mass-to-light ra-
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Figure 9. Mass-to-light ratios within the half-light radius
for galaxies with at least 50 star particles. We show the val-
ues as derived using the Wolf et al. (2010) mass estimator
(equation 4), separated into present-day field, satellite, and
backsplash populations. For all galaxies, we also show the
mass-to-light ratios as derived from the simulation particle
data; the two methods are generally consistent with each
other, even at higher luminosities where the systems are no
longer dispersion-supported. We compare to observed dwarf
galaxies, whose values have all been derived using the Wolf
et al. (2010) relation. The case where only an upper limit
exists on the observations is shown as a downward red ar-
row. Across the whole range of luminosities, the simulated
galaxies match the observed relation. In the faint end, sim-
ulated galaxies with higher mass-to-light ratios tend to be
field galaxies, unlike the observational data. We note that
above∼107L, galaxies transition to rotation support, so the
inferred mass-to-light ratios should be treated with caution.
tios derived from equation 4 are close to the true values
derived from particle data, indicating the general ro-
bustness of the Wolf et al. (2010) estimator (see also
Campbell et al. 2017; Gonza´lez-Samaniego et al. 2017).
The outlier to this trend, with LV ∼ 105.5 L and a
particle-derived mass-to-light ratio < 10, has a ∼0.5 dex
lower ratio when inferred from the velocity dispersion.
This galaxy corresponds to the compact system (see Fig-
ure 6) with limited dark matter content; it is seemingly
an ultra-compact dwarf analog, which we discuss in more
detail in Section 6.3.
A few of the simulated galaxies with LV < 10
4.5 L
are more dark matter-dominated than observed sys-
tems in the same luminosity range. These galaxies are
mostly field galaxies that have never had an infall—in
other words, they have never been substantially tidally
stripped. As shown in the previous section, these are the
galaxies that are dynamically hottest in this luminosity
range. On the other hand, all of the observed galaxies
in this range are either satellites of the Milky Way or
Andromeda; the observations may therefore be biased
toward more heavily stripped halos, and subsequently
lower mass-to-light ratios.
We additionally note that in Figure 9, galaxies with
LV & 107 L transition from primarily dispersion-
supported to rotation-supported galaxies, and so equa-
tion 4 is no longer valid. Despite this, for the simulated
galaxies the estimator remains consistent with the parti-
cle data across the entire range of luminosities, demon-
strating its robustness. Nonetheless the mass-to-light
ratios of the brightest observed galaxies in the figure
should be treated with caution.
4.7. Metallicities
Observations of Local Group galaxies follow a univer-
sal relationship between stellar mass (or luminosity) and
stellar metallicity, across orders of magnitude in mass
and across various morphologies (e.g., Kirby et al. 2013a,
2019). At higher masses, numerous groups are now able
to reproduce these trends (e.g., Brooks et al. 2007; Ma
et al. 2016; De Rossi et al. 2017; Christensen et al.
2018; Torrey et al. 2019). At lower masses, however,
most simulations produce galaxies with stellar metal-
licities below those observed (e.g., Maccio` et al. 2017;
Revaz & Jablonka 2018; Wheeler et al. 2019). Part of
the challenge stems from the need to both ensure inef-
ficient star formation via feedback, while also retaining
metals in the interstellar medium to be incorporated in
subsequent generations of stars. Multiple explanations
have been offered to explain the too-low stellar metallic-
ities, including pre-enrichment from Population III (Pop
III) stars or varying IMF yields (e.g., Revaz & Jablonka
2018; Wheeler et al. 2019), insufficient time resolution
(Maccio` et al. 2017), pre-enrichment from the more mas-
sive host galaxy (Wheeler et al. 2019), or too-efficient
feedback (Agertz et al. 2020a).
The left panel of Figure 10 shows the luminosity-
metallicity relationship for all galaxies in the sample. To
maximally separate out the effects of environment, we
plot satellite and backsplash galaxies with filled squares
while showing galaxies that have never had an infall as
empty squares. We compare to observed Milky Way
satellite galaxies (Simon 2019; McConnachie 2012), as
well as Local Group dIrrs and M31 satellites (Kirby et al.
2013a). We also compare to simulations of field dwarf
galaxies from the literature (Jeon et al. 2017; Revaz &
Jablonka 2018; Wheeler et al. 2019). When calculating
the mean, we assign a metallicity of [Fe/H] = −4 to any
star particles with [Fe/H] < −4. This allows our results
to be more directly comparable to those of Wheeler et al.
(2019), who impose this metallicity floor in the simula-
tions themselves.
14 Applebaum et al.
104 106 108 1010
LV/L
4.0
3.5
3.0
2.5
2.0
1.5
1.0
0.5
[F
e/
H]
Sandra
Elena
M31 dSph and LG dIrr
MW Sats
Jeon+ 2017
Wheeler+ 2019
Revaz & Jablonka 2018
104 106 108 1010
LV/L
4.0
3.5
3.0
2.5
2.0
1.5
1.0
0.5
lo
g 
Z/
Z
No Infall
Sat + Backsplash
Figure 10. Stellar metallicities of the simulated galaxies as a function of luminosity. Left : metallicities are calculated as
the mean [Fe/H]. Satellite and backsplash galaxies are shown as filled squares, while galaxies that have never had an infall
are shown as empty squares. Data of observed satellite galaxies are taken from the compilation by Simon (2019), except for
the Magellanic Clouds, which are taken from McConnachie 2012, while non-satellite dwarf irregular galaxies and Andromeda
satellite dwarf Spheroidals are from Kirby et al. (2013b). We also show simulated field dwarf galaxies from Jeon et al. (2017),
Revaz & Jablonka (2018), and Wheeler et al. (2019). Since the simulations of Wheeler et al. (2019) apply a metallicity floor of
[Fe/H] = −4, we have applied the same floor to any star particles with a lower metallicity in our simulations. There is broad
agreement between the observations and the simulations presented in this work for galaxies with LV & 104 L. For galaxies
below 104 L, simulated metallicities appear to be lower than observations, but substantially more metal rich than in Wheeler
et al. (2019). Right : metallicities are calculated from total metals, also applying a floor of logZ/Z = −4. Symbols are the
same as the left panel, except we no longer compare to prior simulations. Compared to the left panel, agreement is improved
even further, especially for the faintest galaxies. This agreement indicates that the simulated UFDs are able to retain metals in
the ISM, but may be under-producing iron.
Galaxies with LV & 104 L are consistent with ob-
servations across the full luminosity range, and there
are no systematic differences across environment in Fig-
ure 10, in agreement with the observed data. While
the metallicities might be slightly low (but see below),
their slope is consistent with observations. In fainter
galaxies, with LV < 10
4 L, the simulations are less
successful at reproducing the observations, with a few
of the simulated UFDs having stellar metallicities that
are largely unenriched. However, most of the UFDs—
even those with as few as 10 star particles—have experi-
enced some level of cumulative chemical enrichment that
brings their metallicity above the floor. The more metal-
rich UFDs are fully consistent with observed galaxies.
This is in contrast to the results of Wheeler et al. (2019),
who found no metal enrichment at all in galaxies with
Mstar < 10
4 M, despite resolving these galaxies with
> 100 star particles. Only at Mstar > 10
5 M do their
galaxies approach the observed relation.
The discrepant results between this work and Wheeler
et al. (2019) may reflect the different feedback imple-
mentations between our simulations and the FIRE-2
simulations. Work by Agertz et al. (2020a) showed
that metallicity is highly sensitive to feedback im-
plementation; we discuss this further in Section 7.1.
Wheeler et al. (2019) suggest that a lack of Pop III
or environmental pre-enrichment may account for their
low simulated metallicities, but contributions from pre-
enrichment may be insufficient: while highly uncertain,
Pop III yields were likely iron-deficient (e.g., Iwamoto
et al. 2005; Ishigaki et al. 2014), and even assuming
solar abundance in the yields is unlikely to raise the
simulated metallicities to observed values (Agertz et al.
2020a). Pre-enrichment from a more massive host is
also unlikely, since as we show in the next section, these
galaxies tend to quench long before they approach the
Milky Way. This is reflected in Figure 10, which shows
that galaxies that have never had an infall in our sim-
ulations have comparable metallicities to satellite and
backsplash galaxies.
Similarly, Pop III or environmental pre-enrichment
likely does not account for the low [Fe/H] of galaxies
with LV . 104 L in our simulations. Instead, the
timing of star formation may be more important. The
right panel of Figure 10 shows the luminosity-metallicity
relationship again, but instead uses total stellar metal-
licity rather than [Fe/H]. The galaxies across the entire
luminosity range—including the faintest galaxies—are
consistent with the observed data. None of the UFDs
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are at or near the metallicity floor. This suggests the
galaxies are successfully retaining metals in the ISM.
If the galaxies are both producing and retaining
enough metals to enrich to the observed luminosity-
metallicity relationship, then the low [Fe/H] in the
faintest galaxies implies that they are simply underpro-
ducing iron relative to oxygen. Iron is produced pre-
dominantly in Type Ia explosions, which occur in our
simulations on ∼Gyr timescales (Raiteri et al. 1996). It
is likely, therefore, that star formation is stopping too
soon relative to Type Ia delay times. One possibility is
that the duration of star formation is too short in the
UFDs. Another is that the timescale for Type Ia super-
novae is too long, and that we need to include models for
“prompt” Type Ia supernovae, occurring on ∼100 Myr
timescales (Mannucci et al. 2006; Maoz et al. 2012). Fi-
nally, Pop III stars may pre-enrich galaxies to a higher
[Fe/H] floor, though this seems unlikely as Pop III yields
were likely iron-poor (e.g., Iwamoto et al. 2005).
5. THE QUENCHING OF THE ULTRA-FAINTS
Of the UFDs with resolved star formation histories
and ages, most appear to have formed the bulk of their
stars early on (Okamoto et al. 2012; Brown et al. 2014;
Weisz et al. 2014; Skillman et al. 2017). Such early
quenching is consistent with UFDs being fossils of reion-
ization (Bovill & Ricotti 2009). However, all observed
UFDs with constrained SFHs are satellites of the Milky
Way or M31 (with the exception of Leo T, which is in
the field but may be a backsplash galaxy; see, e.g., Blan˜a
et al. 2020), so it is difficult to rule out quenching due
to interactions with the Milky Way. We compare both
satellites of the Milky Way and near-field UFD galaxies
in the same simulation, and use their orbital histories to
show that feedback from reionization and/or supernovae
is the dominant quenching mechanism.
The left panel of Figure 11 shows the cumulative (frac-
tional) star formation histories of all galaxies in the sam-
ple, color-coded by V -band luminosity. SFHs are calcu-
lated from the star particles remaining in the galaxy at
z = 0; stars that may have formed in a galaxy but been
tidally stripped are not included. The galaxies exhibit
a range of SFHs across all luminosities. On average,
however, more massive galaxies form the bulk of their
mass later than smaller galaxies. Several galaxies dis-
play “gaps” in their SFHs where previously quenched
galaxies restart their star formation, similar to the phe-
nomenon described in Wright et al. (2019). There also
exist several galaxies that have delayed-onset star for-
mation, with the first star formation starting well after
the end of reionization. It is unknown whether any ob-
served galaxies have such late star formation; these will
be the subject of future work. Generally, however, most
galaxies begin their star formation before z ∼ 6, and
form the majority of their mass by z ≈ 2.
The right panel of Figure 11 includes only galaxies
that are in the UFD range, along with the star for-
mation histories of observed UFDs derived from color-
magnitude diagarams (Weisz et al. 2014; Brown et al.
2014). For clarity, we plot only galaxies whose star
formation lasts at least 100 Myr11; the galaxies with
< 100 Myr SFHs predominantly form as single-age pop-
ulations within the first 500 Myr after the Big Bang
(z & 10). The simulated UFDs are color-coded by their
environment (either satellite of the Milky Way or near-
field galaxy). All of the observed UFDs with star forma-
tion histories, on the other hand, are satellites of either
the Milky Way or Andromeda, with the exception of
Leo T. In this luminosity range, most of the simulated
galaxies quench by t ∼ 3 Gyr, regardless of whether or
not the UFDs are satellites (one of the quenched UFDs
restarts its star formation again at later times, which
we discuss further in Section 6.1). The lack of environ-
mental dependence suggests that quenching is caused
by reionization and/or supernova feedback, rather than
environmental effects.
Compared to the observations in the right panel of
Figure 11, the simulated UFDs appear to quench faster,
with less extended star formation. However, within the
total uncertainties of Weisz et al. (2014), several of the
observed UFDs are consistent with forming all of their
stars before z = 3, as in the simulations. Additionally,
the inferred star formation later than z ∼ 3 may be
so slight that it would be difficult for the simulations
to capture it given the resolution of the star particles.
Finally, while there is a slight tension between the simu-
lated SFHs and those of Weisz et al. (2014), our results
are consistent with the SFHs of the 6 UFDs studied in
Brown et al. (2014)12. They found that all the UFDs
in their sample formed 80% of their stars by z ∼ 6 and
100% by z ∼ 3, as in these simulations.
There is also one late-forming UFD in the right panel
of Figure 11; this is a near-field galaxy just beyond the
virial radius of Elena with a V -band magnitude of −7.9.
1136% of the UFDs have star formation lasting less than 100 Myr.
It is unclear whether any real galaxies have star formation lasting
less than 100 Myr; though many UFDs are consistent with ex-
actly single-age populations (Brown et al. 2014), the uncertainty
in stellar ages is well above this timescale at ∼1 Gyr.
12Three of the UFDs studied in Brown et al. (2014) also have star
formation histories from Weisz et al. (2014). Two of the three
galaxy star formation histories are consistent between the two
studies, but the SFH for Canes Venatici II (CVn II) is discrepant
for as-yet unknown reasons.
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Figure 11. Cumulative star formation histories of galaxies in our sample. The left panel shows all galaxies, colored by their
V -band luminosity. The dwarf galaxies display a wide array of SFHs, with a general trend that more massive galaxies form their
mass later. The right panel shows only UFD galaxies, colored by their present-day environment (satellite or field). For clarity,
in the right panel we do not plot simulated UFDs with star formation lasting less than 100 Myr. We also show observed UFD
star formation histories derived from color-magnitude diagrams. For Weisz et al. (2014) we show their best-fit SFH as orange
lines and their uncertainty as orange bands, while for Brown et al. (2014) we show as grey bands the full statistical uncertainty
range of their cumulative SFHs as derived from their 2-burst model. Our UFDs have generally quick star formation, with most
of them quenching by z ∼ 3. The star formation histories are consistent with those from Brown et al. (2014), but somewhat
inconsistent with those of Weisz et al. (2014), who find later star formation in some UFDs. However, our results are largely
consistent within their uncertainties. We note that both Brown et al. (2014) and Weisz et al. (2014) use isochrones older than
the age of the Universe, and the latter sets the cumulative SFH to 0 at log(t) = 10.15 Gyr; we have made no correction for this,
which is why their SFHs appear to start in many cases at t < 0.
Unlike the other UFDs in the sample, it began star for-
mation well after reionization and undergoes a differ-
ent evolution, which we discuss as a case study in Sec-
tion 6.2.
To isolate the role of environment in UFD quenching,
Figure 12 focuses on two processes pertaining to dwarf
galaxies: star formation quenching and gas loss. The
top panel shows the quenching time (here defined as
τ90, the time when a galaxy reached 90% of its final
stellar mass) of all quenched galaxies as a function of
infall time to 2 Rvir
13, colored by peak halo mass. If
halos had multiple infalls, the time of their first infall is
used. Halos which have never approached within 2 Rvir
are assigned an infall time of 14 Gyr. We also mark the
beginning and end of reionization as implemented in our
simulations (z = 15 - 6).
Figure 12 shows two different galaxy populations—
galaxies that quenched uniformly early regardless of in-
fall time, and galaxies whose quenching correlates with
13Previous work (e.g., Behroozi et al. 2014; Fillingham et al. 2018)
has found that environmental effects from the Milky Way extend
out to ∼2 Rvir, so we compare to infall at this radius. We have
additionally confirmed that the results of Figure 12 hold true for
infall radii between 1-3 Rvir.
infall. The populations are approximately separable by
mass, and the division between these galaxies occurs at
Mpeak ∼ 109.3 M14. This division coincides with that
of UFD galaxies, which have Mpeak . 109.5 M. Though
we do not show show it here, we have verified that the
two populations of Figure 12 are just as clearly sepa-
rated for infalls to 1 Rvir as for 2 Rvir. Additionally,
for small halos hosting UFD galaxies, quenching was
generally earlier than infall to 3 Rvir, let alone 1 Rvir.
Combined with the general lack of connection between
infall time and quenching time, the early cessation of
star formation indicates that reionization and/or super-
nova feedback was responsible for quenching the major-
ity of the UFDs. Larger halos, whose quenching is tied
to infall, stop forming stars as a result of environmental
effects. They are studied in more detail in Akins et al.
(2020).
Interestingly, the processes responsible for quenching
are not necessarily the same processes that remove gas
from the galaxy. The bottom panel of Figure 12 shows
14We have confirmed that the division in peak halo mass is the
same in the Near Mint runs, and so quenching results in our
simulations are resolution-independent.
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Figure 12. Top: Quenching time τ90 vs infall time (to
2 Rvir); galaxies that have not had an infall to this radius are
placed on the right-most edge of the figure at 14 Gyr. Galax-
ies are colored by their peak halo mass. The purple bands
show z = 15 − 6, which is when reionization occurs in our
simulations. The dashed line indicates the one-to-one line.
There are two different populations in the figure: one pop-
ulation, characterized by Mpeak . 109.3 M (corresponding
to UFD galaxies), are quenched uniformly early, regardless
of infall time. More massive galaxies’ quenching times are
correlated with infall time. Bottom: The HI mass at infall
(to 2 Rvir) for the same galaxies as in the top panel. Galaxies
that are star-forming at infall are shown with squares, while
galaxies that are quenched at infall are shown as triangles.
Galaxies with less than 103 M in HI at infall are shown at
the bottom of the figure. Combined with the top panel, the
figure shows three populations of galaxies: galaxies that have
lost their gas and quenched prior to infall, galaxies that have
quenched but retained their gas prior to infall, and galaxies
that are quenched after infall.
the HI mass at infall (to 2 Rvir) for the same galaxies
as in the top panel; any galaxy without gas or with HI
mass < 103 M is shown at the bottom of the panel.
Galaxies that are star-forming at infall are shown as
squares, while galaxies quenched at infall are shown as
triangles.
The figure shows that a large number of galaxies that
are already quenched at infall have retained substantial
amounts of cold gas (we have confirmed the same holds
true for infalls to 1 Rvir). The division for these galax-
ies occurs at Mpeak ∼ 109 M. In other words, while
the large majority of UFDs quench early, well before
any interaction with the Milky Way, UFDs residing in
more massive halos (109.0 ≤ Mpeak ≤ 109.5 M) retain
their gas until they interact with the Milky Way. The
processes responsible for quenching (supernova feedback
and reionization) do not fully heat or remove cold gas
prior to infall. Yet, in the present day, as we discuss
in Section 6.1, most of the UFDs that contained gas at
infall no longer do.
In summary, we see a transition in the way reion-
ization acts on halos as we increase our mass scale.
UFDs in halos with Mpeak . 109.0 M are quenched
uniformly early; the vast majority of these halos
also lose their gas quickly. Galaxies in halos with
109.0 ≤ Mpeak ≤ 109.5 M represent a transition range,
in which the galaxy is quenched early but can re-
tain some halo gas for many Gyr, until infall. Above
Mpeak ≥ 109.5 M, galaxies are quenched environmen-
tally, if at all; these galaxies also retain gas until the
present day, as we discuss below.
6. CASE STUDIES
Here we discuss several interesting dwarf galaxies;
these either have unique properties or have interest-
ing evolutionary histories. Taken together, they demon-
strate how interactions in a Milky Way environment con-
tribute to the diversity observed in faint dwarf galaxy
properties.
6.1. Gas-rich UFDs
Figure 13 shows the HI fractions of all galaxies in the
sample as a function of their distance from the Milky
Way. Triangles at the bottom indicate galaxies devoid
of HI. Points are sized by galaxy V -band luminosity;
on the right are several points for comparison. Finally,
the points are colored by specific star formation rate
(sSFR; defined as SFR/Mstar), with quenched galaxies
as unfilled points. Star formation rates are calculated as
in Tremmel et al. (2019): we calculate the 25 Myr SFR,
except in cases where two or fewer star particles form.
To minimize numerical noise in these cases we use the
average SFR over 250 Myr.
Most of the brighter galaxies are actively star forming,
and even the few that are quenched (or nearly so) retain
some HI. While the lowest sSFR galaxies are all found
within 1 Rvir, the higher sSFR galaxies can be found
across a range of galactocentric distances. As seen in
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Figure 13. HI fraction as a function of galactocentric dis-
tance for all galaxies in the sample. Squares represent star
forming galaxies, colored by specific star formation rate,
while triangles represent quenched galaxies. Galaxies devoid
of HI are placed at the bottom of the plot. Finally, squares
and triangles are sized according to the galaxy’s V -band lu-
minosity, with references to guide the eye on the right-hand
side of the plot. While most faint galaxies are quenched and
have no gas or HI, a few have retained their gas. The solid
circles highlight two UFDs that have non-zero HI masses,
located at ∼2 Rvir, while the dashed circles show slightly
brighter galaxies (−10 < MV < −8) with HI.
Figure 11, all UFDs are quenched. However, not all the
UFDs are devoid of HI.
Two UFDs near 2 Rvir (about 600 kpc) have non-
zero HI masses; they are shown in solid circles in the
figure. While unusual among UFDs, they are not as
rare when considering slightly more massive galaxies;
among galaxies with −10 < MV < −8, there are three
galaxies with HI, shown in dashed circles. Most of them
are concentrated near 2 Rvir, but one of them is located
within the virial radius. The more HI-rich UFD, with
an HI mass of 3.5 × 105 M, should be detectable by
surveys such as ALFALFA (Giovanelli et al. 2010) or
through targeted observations. The more massive HI-
rich dwarf galaxies may likewise be detectable through
targeted searches, including the nearest one, which has
a distance of 200 kpc and HI mass of 4× 104 M.
The standard view of UFD galaxies is not only that
they quench during or shortly after the epoch of reioniza-
tion, but that they are devoid of gas. Previous searches
for HI in UFDs have yielded upper limits with no de-
tections (e.g., Grcevich & Putman 2009; Spekkens et al.
2014; Westmeier et al. 2015; Crnojevic´ et al. 2016). Leo
P (MV = −9.27) is among the fainter known galaxies
hosting HI, but at a distance of 1.62 Mpc (Giovanelli
et al. 2013; Rhode et al. 2013; McQuinn et al. 2015) it
is far more isolated than most known UFDs. Currently,
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Figure 14. Evolutionary history of an HI-rich UFD. The
top panel shows dark matter, total gas, and HI mass of
the main progenitor through time. The middle panel shows
its galactocentric distance (interpolated between time steps
with a cubic spline) as well as the virial radius of the Milky
Way-like galaxy Sandra. The bottom panel shows the cu-
mulative star formation history. The purple band shows
z = 15 − 6, the epoch of reionization. Despite quenching
early, the galaxy retained all of its gas until falling into
∼2 Rvir. At this point, it began losing gas but continued
gaining HI, as well as restarting star formation. Nonethe-
less, it retains appreciable HI content at z = 0.
Leo T (whose luminosity of MV = −8.0 is on the edge of
the UFD definition; see, e.g., Simon 2019) is the faintest
known galaxy hosting HI (Irwin et al. 2007; Ryan-Weber
et al. 2008); at 420 kpc from the Milky Way, it is also
among the more distant of the known galaxies at such
low luminosity.
Figure 14 shows the evolutionary history of the most
HI-rich UFD galaxy in Figure 13 (halo 24 in Sandra).
The top panel shows the dark matter, total gas, and HI
mass of the main progenitor. The middle panel shows
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the galactocentric distance of the halo as well as the
virial radius of the Milky Way-like main halo. For vi-
sualization purposes, the galactocentric distance is in-
terpolated between time steps on a cubic spline, though
as shown in Richings et al. (2020) this can lead to un-
derestimates in pericentric distances. The bottom panel
shows the cumulative SFH. The purple band indicates
the duration of the epoch of reionization.
Figure 14 shows that the HI-rich UFD had a largely
uneventful history; star formation began shortly after
the epoch of reionization, and it formed the bulk of
its stars around 1.5-2.5 Gyr, at which time it also lost
most of its cold gas. It continued accreting dark mat-
ter throughout its lifetime, showing no obvious signs of
interaction with either the Milky Way or other dwarf
galaxies. However, during its long approach to the Milky
Way, it began accumulating HI again, while also losing
gas overall. When it neared 2 Rvir, it restarted star
formation, similarly to the reignited galaxies of Wright
et al. (2019). The increase in HI mass, decrease in total
gas mass, and renewed star formation can all be ex-
plained by ram pressure on the infalling galaxy as it ap-
proaches the halo of the Milky Way-like host; ram pres-
sure compresses the galaxy’s gas, increasing gas densities
and promoting star formation (e.g., Fujita & Nagashima
1999; Bekki & Couch 2003; Du et al. 2019). We classify
it now as quenched—it last formed stars 400 Myr ago—
but it may be more accurately described as forming stars
at a rate below our resolution, as the formation of star
particles at such low SFR is subject to shot noise.
Recently, Janesh et al. (2019) found 5 candidate UFD
galaxies in imaging follow-up to ultra-compact high-
velocity clouds discovered in the ALFALFA HI survey
(Giovanelli et al. 2005). Of the candidates, several have
distances of ∼2− 3 Rvir, HI masses of ∼105−6 M, and
estimated magnitudes of -4 to -7. Given their similar
properties, the very faint yet gas-rich galaxies of Fig-
ure 13 may serve as simulated counterparts to these re-
cently discovered candidate galaxies, and can offer in-
sight into their origin.
6.2. Late-forming UFD
Another outlier among the UFDs is the late-forming
UFD of Figure 11 (halo 409 in Elena). It not only be-
gan star formation later than 2 Gyr, it then continued
forming stars for over 7 Gyr, albeit with some periods
of quenching during that time. Both its late onset and
long duration make it unusual among UFDs.
Figure 15 shows this galaxy’s evolutionary history,
akin to Figure 14. We additionally mark with a dashed
vertical line the (approximate) time of pericenter dur-
ing the halo’s orbit. Interestingly, this halo began form-
ing stars near apocenter, and continued forming stars
(though with long pauses) until pericenter, at which
point it quickly lost all of its gas and over 90% of its
dark matter. Similarly dramatic tidal stripping occur-
ring near pericenter is common (e.g., Klimentowski et al.
2009; Pen˜arrubia et al. 2010), particularly on highly
eccentric orbits with close approaches, and in gas-rich
dwarf galaxies where ram pressure stripping lowers the
central density of the halo (e.g., Kazantzidis et al. 2017).
We note that this galaxy is a backsplash galaxy; due to
its eccentric orbit, it is currently in the near-field despite
having a past pericentric passage closer than 50 kpc.
While Section 5 showed that the bulk of the UFDs are
quenched early on by reionization and/or feedback, this
galaxy demonstrates that even these seemingly simple
systems can exhibit a variety of histories. While most
of the observed UFD star formation histories show early
quenching (see Figure 11), galaxies such as this one may
explain the later star formation observed in a couple of
the Weisz et al. (2014) UFDs. This kind of UFD is quite
rare in our sample, however, so additional CMD-derived
star formation histories are needed to better constrain
how rare such dwarfs are in the observed Universe.
In addition to its unique star formation history, this
galaxy’s kinematics and structure are worth noting.
With a half-light radius of 600 pc, MV = −7.9, and a
line-of-sight velocity dispersion of 3.2 km/s, this galaxy
is in many ways an analog of Crater 2 (MV = −8.2; Tor-
realba et al. 2016), which is unusually large (rh ∼ 1 kpc)
and cold (σv = 2.7 km/s). For halo 409, the same severe
tidal stripping that quenched its star formation is also
likely responsible for its low velocity dispersion; before
tidal stripping, it had a velocity dispersion of 6.5 km/s,
which while low, would not be rare. In Figure 8, this
galaxy is one of the most severely tidally stripped, and
also has one of the lowest velocity dispersions of any
galaxy in the simulations.
Prior work using the APOSTLE simulations addressed
the formation of cold, large galaxies such as Crater 2
(Torrealba et al. 2018), and similarly predicted that se-
vere mass loss could explain their structure. However,
as they could not directly probe such faint galaxies, they
instead tied their derived stellar mass-halo mass relation
with the tidal stripping evolutionary tracks of Errani
et al. (2015) to infer progenitor properties from present-
day dwarf galaxies. While our halo 409 exhibits a sim-
ilar total mass loss to their predictions (∼99%), they
also predict similar tidal stripping in the stellar compo-
nent. Halo 409, on the other hand, lost less than 10% of
its stars. This preferential stripping of the dark matter
component may explain a lack of (so-far) observed tidal
debris in the vicinity of Crater 2.
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Figure 15. Evolutionary history of a late-forming UFD.
The top panel shows dark matter, HI, and stellar mass of
the main progenitor through time. The middle panel shows
its galactocentric distance (interpolated between time steps
with a cubic spline) as well as the virial radius of the Milky
Way-mass host. The bottom panel shows the archaeological
cumulative star formation history—i.e. the star formation
history as inferred from the unstripped stellar population
remaining at z = 0. The purple band shows z = 15 − 6,
the epoch of reionization. The galaxy began forming stars
late, and continued forming stars (with long pauses) until
losing all of its gas and most of its dark matter during its
first pericentric passage.
There are two additional Crater 2 analogs in the simu-
lations, which similarly underwent severe tidal stripping:
halo 1467 in Sandra has MV = −8.3, rh = 1.3 kpc, and
σv = 2.6 km/s, and halo 2026 in Sandra has MV = −7.8,
rh = 1.05 kpc, and σv = 2.5 km/s. These are among the
most diffuse galaxies in our sample, with central surface
brightnesses of ∼30 mag arcsec−2. Unlike the above-
discussed halo 409 in Elena, however, they have been
stripped of the majority of their stars, and so would
potentially have observable tidal debris in their vicinity.
6.3. Compact Dwarf
Below, we discuss a compact galaxy that forms in
these simulations. Cosmological simulations, while suc-
cessful in reproducing a wide array of dwarf galax-
ies, have had trouble simulating compact dwarf galax-
ies (e.g., Jeon et al. 2017; Fitts et al. 2017; Revaz
& Jablonka 2018; Garrison-Kimmel et al. 2019a). In
particular, none of these previous cosmological simula-
tions have reproduced ultra-compact dwarf galaxies15
(UCDs; Hilker et al. 1999; Drinkwater et al. 2000;
Phillipps et al. 2001), a population of galaxies with
Mstar ∼ 106 − 108 M and rh ∼ 10 − 100 pc, nor
have they produced compact elliptical (cE) galaxies
(Mstar ∼ 108 − 1010 M and rh ∼ 100 − 700 pc), of
which M32 is the prototype.
In Figure 6, there is a clear outlier in the size-
luminosity plane. While hosting a typical V -band mag-
nitude of −9.2, it is unusually compact, with a half-
light radius of 40 pc. This size and luminosity places
it firmly within the faint end of the UCD population
(Brodie et al. 2011). As we discuss below, this galaxy
(halo 1179 in Sandra) is the remnant of a severely tidally
stripped dwarf galaxy.
Figure 16 shows the galaxy’s evolutionary history; the
top panel shows the dark matter, gas, and stellar mass
of the halo as a function of time, the middle panel
shows the orbital history of the galaxy, and the bottom
panel shows the archaeological cumulative star forma-
tion history—i.e. the star formation history as inferred
from just the remnant stellar population. We also mark
the times of most severe gas loss and dark matter loss.
Interestingly, while the galaxy loses its gas at second
pericenter, it loses its dark matter at the following apoc-
enter. It may be that the halo is tidally shocked dur-
ing its pericentric passage, resulting in heating and ex-
pansion that lead to greater susceptibility to tidal mass
loss (e.g., Gnedin & Ostriker 1999; Gnedin et al. 1999).
Alternatively, ram pressure stripping at pericenter may
have left the halo more susceptible to stripping (e.g.,
Kazantzidis et al. 2017). Ultimately, the tidal stripping
was incredibly severe, with the galaxy losing all of its
gas and over 99.99% of its dark matter over the course
15Shen et al. (2014) did find, however, field galaxies with Mstar ∼
105 M and rh ∼ 80 − 90 pc, which formed the bulk of their
stars close to z = 0, leading to their compact morphology.
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of several Gyr16. Currently, it would be observationally
consistent with being devoid of dark matter.
The bottom panel of Figure 16 shows that the stars
that constitute the central cluster formed within a very
short period of time at ∼4 Gyr, at the time of the
galaxy’s first pericenter. These stars formed as a sin-
gle, compact cluster, with approximately the same half-
light radius as their present-day descendent. We find
that the surviving stars all formed at the extreme high-
pressure tail allowed by our star formation model (see,
e.g., Munshi et al. 2014), which may explain their quick
formation and initial compact nature. The summary of
the formation scenario for this galaxy, then, is that it is
the remnant of a large star cluster that formed in a typi-
cal, dark matter-dominated dwarf galaxy, that was then
stripped of all dark matter, leaving only the compact,
dense cluster as a dark matter-free galaxy. Among the
many UCD formation scenarios proposed, halo 1179’s
formation is most consistent with being the nuclear rem-
nant of a tidally “threshed” dwarf galaxy (e.g., Bassino
et al. 1994; Bekki et al. 2001).
However, this galaxy is at the edge of our resolution;
in fact, with a gravitational softening length of 87 pc,
the half-light radius is below our force resolution. It
is therefore in some ways surprising that the galaxy is
dynamically stable. This simulation allows for a mini-
mum hydrodynamical smoothing length of 11 pc, mak-
ing the gas clump that formed this cluster hydrodynam-
ically resolved at the time of formation. The structure
of the stars has evolved little since formation, despite
being below the force resolution. However, given its sub-
resolution size, we are cautious that this galaxy may be
influenced by unidentified numerical issues. Addition-
ally, it is possible that the dark matter halo was stripped
too efficiently due to artificial numerical disruption (van
den Bosch & Ogiya 2018).
Finally, we note that this galaxy was identified using
AHF, which is tuned to find cosmological overdensities
(see Section 2), which is biased towards the prevailing
dark matter-dominated galaxies. The only reason this
galaxy was identified at all is due to its extremely high
baryonic density. It is therefore likely that other dark
matter-free and/or compact galaxies of slightly lower
density are not being identified. Future work will return
to these topics using alternate methods for identifying
galaxies.
16In the present day, this halo hosts < 10 dark matter particles;
nonetheless, these particles were sufficient to trace a main pro-
genitor back in time. As an extra check, given the paucity of
dark matter particles, we ensured that tracing the star particles
separately yielded the same main progenitor halo.
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Figure 16. Evolutionary history of a compact dwarf galaxy.
The top panel shows dark matter, HI, and stellar mass of
the main progenitor through time. The middle panel shows
its galactocentric distance (interpolated between time steps
with a cubic spline) as well as the virial radius of the Milky
Way-like host. The bottom panel shows the archaeological
cumulative star formation history—i.e. the star formation
history as inferred from the unstripped stellar population re-
maining at z = 0. We mark using vertical dashed lines the
time of greatest gas and dark matter loss (defined by steepest
logarithmic slope), which correspond to the second pericen-
ter and apocenter after infall, respectively. The archaeolog-
ical star formation history differs from the true stellar mass
through time because most of the stellar material has been
stripped by the present day.
7. DISCUSSION
We have presented a new set of cosmological hydro-
dynamic simulations of Milky Way-like galaxies, capa-
ble of resolving satellite and near-field galaxies down to
MV ∼ −4. These simulations simultaneously produce
realistic galaxies from the UFD regime to Milky Way
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mass, with the same feedback and star formation recipes
for all galaxies.
7.1. Comparison to Previous Works
7.1.1. Structural Properties and Scaling Relations
To date, several simulation groups have simulated
dwarf galaxies in the same luminosity ranges as in this
work, at comparable or higher resolution. However,
none yet have done so in the environment of the Milky
Way, which requires substantially more computational
investment. Nonetheless, many of the prior simulations,
like Simpson et al. (2013), On˜orbe et al. (2015), Fitts
et al. (2017), Jeon et al. (2017), Revaz & Jablonka
(2018), and Agertz et al. (2020a), yield consistent re-
sults to many of our scaling relations, albeit each one
doing so in a much narrower luminosity range. Much of
this consistency likely results from the high dynamical
mass-to-light ratios of these low mass dwarfs, which lead
to the dark matter halos setting the structural proper-
ties of the galaxy (e.g., Agertz et al. 2020a).
While our galaxy sizes and metallicities are consistent
with those of other groups, our results are in some ten-
sion with those of Wheeler et al. (2019). Their faintest
galaxies are more diffuse (Figure 6) and less chemi-
cally enriched (Figure 10) than those in our simulations.
There are several possible explanations for these discrep-
ancies. Recently, Agertz et al. (2020a) demonstrated
that the mass-metallicity relation is highly sensitive to
feedback strength. Explosive feedback can shut down
star formation quickly and expel enriched gas, leaving
stellar metallicities well below the observed relation. In
their tests, the strongest feedback resulted in essentially
primordial abundances. The feedback implementation
in the FIRE-2 simulations is quite different from those
implemented in ChaNGa. While we have included
only thermal energy from supernovae as feedback, the
FIRE-2 feedback model (Hopkins et al. 2018) incorpo-
rates more feedback channels, including both energy and
momentum injection from supernovae, radiation heat-
ing, and radiation pressure. Recently, Iyer et al. (2020)
showed that dwarf galaxy SFHs are burstier in FIRE-
2 than in ChaNGa, which may be a reflection of the
different feedback implementations.
Most of the UFDs in Wheeler et al. (2019) are lower
surface brightness than we find for our UFDs, but they
are also at fainter luminosities than we are able to ex-
plore. Thus, it is not clear if there is a discrepancy
between our size results, but we note that all of the
Wheeler et al. (2019) UFDs at these fainter magnitudes
are larger than have been observed, despite having a
gravitational force softening of only 14 pc. Thus, we
speculate on how the different feedback strengths might
impact sizes. At higher masses, feedback has been shown
to heat the stellar component (Agertz & Kravtsov 2016;
El-Badry et al. 2016; Chan et al. 2018). Perhaps ex-
plosive outflows could also lead to large sizes in UFDs.
However, the FIRE-2 simulations produce realistic sizes
in higher mass dwarfs (at lower resolutions; On˜orbe et al.
2015; Fitts et al. 2017), indicating that if the feedback
implementation is affecting galaxy sizes, it would be a
resolution-dependent phenomenon. Alternatively, Re-
vaz et al. (2016) found that 2-body relaxation in their
simulated galaxies led to a lack of compact dwarfs. Lud-
low et al. (2020) recently demonstrated that gravita-
tional softening lengths that are too small can exacer-
bate this issue and lead to greater galaxy sizes than with
larger softening lengths.
Finally, we note that none of the FIRE-2 galaxies in
Garrison-Kimmel et al. (2019a) had velocity dispersions
below 5 km/s, despite capturing the same environmen-
tal processes that in our simulations lead to disper-
sions as low as ∼2 km/s. It is possible that dynami-
cal heating from 2-body interactions plays a role. Al-
ternatively, stars may be born too kinematically hot,
rendering it difficult to lower the velocity dispersion be-
low 5 km/s even with tidal stripping. In fact, Sander-
son et al. (2020) recently showed that, despite form-
ing in dense, self-shielding gas, the youngest stars in
the FIRE-2 Milky Way simulations have (total) veloc-
ity dispersions & 20 km/s higher than those observed
in the Milky Way (see their Figure 2). Likewise, El-
Badry et al. (2016) and Yu et al. (2020) showed that
some stars in FIRE-2 are born in feedback-driven su-
perbubbles with large initial radial velocities.
7.1.2. Quenching
Our results indicating that most UFDs were likely
quenched by reionization (and feedback) are in line with
previous cosmological simulations of field dwarf galax-
ies (e.g., Simpson et al. 2013; Munshi et al. 2013, 2017,
2019; Wheeler et al. 2015, 2019; Jeon et al. 2017; Revaz
& Jablonka 2018; Rey et al. 2019, 2020). We note that
Rey et al. (2020) also find that above Mpeak ∼ 109 M
dwarf galaxies quenched by reionization can remain gas-
rich. While in our simulations these galaxies generally
lose their gas later as they fall in to the Milky Way,
Rey et al. (2020) find that in the field these galaxies
can continue to accrete gas, and even reignite their star
formation. This presents a possible second mechanism
for restarting star formation, in addition to the ram
pressure-induced star formation discussed in Section 6.1
or Wright et al. (2019).
In this work, we have not separated out the contribu-
tions of feedback and reionization in UFD quenching at
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high redshift. Many prior works have relied on the tim-
ing, as we have here, to infer that reionization is primar-
ily responsible for quenching. To separate the effects of
the two processes, Jeon et al. (2017) instead resimulated
a field UFD with energetic supernova feedback turned
off. They found that the UFD did not quench in the
latter run, implying that while reionization is important
in quenching, feedback is also a necessary contributor.
On the other hand, Katz et al. (2020) used high-
redshift radiation hydrodynamic simulations to study
early galaxies, and found that in the absence of reioniza-
tion, galaxies would not quench. Even in halos that do
not form stars at all, outside-in reionization causes a net
outflow of gas, which does not occur in their simulation
without reionization. At higher masses, however, super-
nova feedback begins to contribute to the outflow rate
from halos. Unfortunately, it appears that the impor-
tance of reionization versus supernova feedback may be
dependent on the specific feedback implementation, so
we cannot assume results from their simulations would
hold true in ours. We leave separating the effects of the
two processes to future work.
Observationally, reionization quenching is consistent
with previous works that compared infall times from
dark matter-only simulations with CMD-derived star
formation histories (e.g Rocha et al. 2012; Weisz et al.
2015; Rodriguez Wimberly et al. 2019; Fillingham et al.
2019). Recent work deriving UFD orbits using Gaia
proper motions also shows that many UFDs likely had
later infalls than quenching times (e.g., Fritz et al. 2018;
Simon 2018). Recently, Miyoshi & Chiba (2020) di-
rectly compared the integrated orbital histories of sev-
eral UFDs with the peaks in their inferred star forma-
tion histories. Unlike earlier works that use a static
potential, they explicitly modeled the growing mass and
radius of the Milky Way (compare, e.g., Figure 15 to
their Figure 1). They also found that star formation in
UFDs occurs well before infall. However, they did find
evidence that one UFD (CVn I) had a second burst of
star formation at infall, suggesting that some ultra-faint
dwarf galaxies retained gas until infall, as we found in
this work. This example emphasizes the need for more
observed UFD star formation histories in order to quan-
tify how much variety there is, if any, in UFD star for-
mation.
7.2. Caveats
While these simulations represent a step forward in
the modeling of galaxies—particularly dwarf and ultra-
faint dwarf galaxies—there remain limitations that this
work, as in all simulations, still face.
7.2.1. Reionization Model
In these simulations, we adopted the uniform back-
ground UV photoionization and photoheating rate of
Haardt & Madau (2012). This model has been shown
to spuriously heat the IGM too early (On˜orbe et al.
2017). Since we focus in this work on faint galaxies that
are often quenched during reionization, correcting for a
later reionization model may have a particularly large
effect on the SFHs presented in Section 5. More recent
UV background models (e.g., Puchwein et al. 2019) have
corrected for this discrepancy, but the simulations pre-
sented in this work were begun before their release. On
the other hand, because most UFDs infall to their par-
ent halo much later than z = 6, we do not expect a
later reionization model to alter our conclusions about
the source of quenching. Additionally, the overdense
Milky Way environment may be better represented by
an earlier reionization (Li et al. 2014).
Garrison-Kimmel et al. (2019b) found that using a
later reionization model in their simulations shifts the
majority of the star formation to even earlier times, as
more stars are allowed to form in the pre-reionization
era; if the same were true in our simulations, it would
not change any of our main results. However, the spe-
cific mass at which galaxies transition from reioniza-
tion and feedback quenching to environmental quench-
ing may change, and galaxies in the UFD range could po-
tentially form more stars before reionization ends, shift-
ing them to higher masses. Future work will explore the
impact of changing the reionization model in ChaNGa.
With the exception of a model for tracking Lyman-
Werner radiation (Christensen et al. 2012), there is also
no radiative transfer (RT) in these simulations. Ideally,
reionization would be simulated self-consistently with
RT rather than imposed as a uniform background. Ra-
diative transfer, however, is computationally expensive,
and simulations relying exclusively on RT without a cos-
mic UV background have been largely stopped at high
redshift (e.g., Wise et al. 2014; Gnedin 2014; O’Shea
et al. 2015; Pawlik et al. 2017; Rosdahl et al. 2018),
both due to the expenses of RT and the need to resolve
cosmologically representative volumes.
7.2.2. Resolution
A variety of recent works have shown that low-mass
galaxies tend to approach a minimum size, which grows
with time even for quiescent galaxies (e.g., Furlong et al.
2017; Revaz & Jablonka 2018; Pillepich et al. 2019). A
likely contributor to this behavior is numerical: the 2-
body relaxation of unequal mass particles, such that the
more massive (dark matter) particles sink to the bottom
of the potential well and the less massive (star) parti-
cles slowly diffuse outward (e.g., Binney & Knebe 2002;
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Ludlow et al. 2019b). When approaching a simulation’s
resolution limits and studying poorly resolved galaxies,
this can set a floor on the size of a galaxy and prevent,
for example, the modeling of ultra-compact dwarf galax-
ies (e.g., Garrison-Kimmel et al. 2019a).
We expect spurious dynamical heating of the stellar
component to be more severe for larger mass ratios (Lud-
low et al. 2019b). Since star particles in our simulations
are smaller than our gas particles, which themselves are
initially smaller than the dark matter particles by the ra-
tio Ωbar/ΩDM, it is possible that 2-body interactions are
even more impactful in our simulations that some oth-
ers. However, as evidenced in Figure 6 and others, we
are indeed resolving effectively fairly compact galaxies.
Likewise, we see no evidence of the size floor that can
be introduced by 2-body effects (Ludlow et al. 2019b).
Using collisionless simulations, Ludlow et al. (2019a)
argue that halos are resolved above a convergence radius
rconv ≈ 0.055×l, where l is the mean inter-particle spac-
ing, and l = L/N1/3, where L is the simulation box size
and N is the number of particles. Ludlow et al. (2019b)
find that spurious growth due to 2-body interactions is
confined largely to radii below rconv. The dependence on
softening length is weak, so long as the softening length
is smaller than the convergence radius. Convergence,
therefore, is based almost exclusively on particle num-
ber. The high resolution region starts with equivalent
resolution to a 61443 grid, which would yield a conver-
gence radius of rconv ≈ 450 pc. If including baryons in
the mean inter-particle spacing, the convergence radius
reduces to . 300 pc. Even so, Figure 6 shows that sev-
eral galaxies have half-light radii smaller than this value,
though caution should be used in interpreting these par-
ticular galaxies.
7.2.3. Feedback Models
In this work, star particles were treated as simple stel-
lar populations, in which the deposited supernova en-
ergy is calculated by integrating the IMF to calculate
the number of exploding stars. As simulations increase
in resolution, however, this methodology becomes insuf-
ficient, as such small stellar populations may contain
only a few stars that explode as supernovae. It there-
fore becomes necessary to stochastically sample from the
IMF. Applebaum et al. (2020) showed that while using
a stochastic IMF has no effect on more massive galaxies
(see, however, Su et al. 2018), for galaxies in the UFD
range stellar feedback becomes more effective and their
stellar masses are reduced. However, there appears to
be no change in the metallicity of the galaxies.
The simulations in this work were not run with a
stochastic IMF, and so it is possible that with the
more realistic feedback model the UFDs would be gen-
erally less massive. Additionally, it is in principle pos-
sible that the burstier feedback could lead to structural
changes (e.g., by producing stronger repeated gas out-
flows). However, at the low masses of the UFDs, it is
likely that galaxy morphology is set primarily by the
dark matter halo properties and assembly history (Rey
et al. 2019; Agertz et al. 2020a). Additionally, no con-
clusions regarding the quenching of the ultra-faint dwarf
galaxies would change, since any change in feedback
from a stochastic IMF would lead toward even earlier
quenching times.
Future work will additionally explore the impacts
of different feedback models, including a superbubble
model of supernova feedback that includes thermal con-
duction and models the subgrid multiphase ISM (Keller
et al. 2014). Preliminary work has shown that dwarf
galaxy properties remain nearly identical between the
blastwave and superbubble feedback implementations,
but that stellar masses in Milky Way-mass galaxies are
suppressed with superbubble feedback relative to blast-
wave by a factor of 2 to 3 (Keller et al. 2015).
8. SUMMARY
We have introduced a new suite of cosmological hy-
drodynamic zoom-in simulations, the DC Justice League
simulations, run at “Mint” (87 pc) resolution with the
ChaNGa N-Body + SPH code, and focusing on Milky
Way-like environments. This suite has the highest-ever
published mass resolutions for cosmological Milky Way-
like simulations run to z = 0, and pushes the bound-
aries of resolution forward to move beyond the classical
dwarf regime, and begin the study of fainter dwarfs like
those rapidly being discovered by digital surveys. With
these simulations, we study a sample of 86 galaxies with
MV . −3, out to a distance of 2.5 Rvir, including satel-
lite and near-field galaxies.
We first compared our new galaxies to observations,
ensuring that they are realistic and representative, and
showed that our galaxy formation models continue to
explain observations down into the UFD range. We
found that the two simulations presented here, Sandra
and Elena—whose galaxies span approximately 6 dex in
luminosity, excluding the central Milky Way—reproduce
the observations for a variety of scaling relations. In par-
ticular, with the exception of the compact ellipticals like
M32, these galaxies span the full range of luminosities
for a given size, down to ∼200 pc in half-light radius
(Figure 6). The galaxies also span the full range of ob-
served kinematics of dispersion-supported systems (Fig-
ure 7), with tidal stripping responsible for the dynami-
cally coldest galaxies. Given their central surface bright-
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nesses, we predict all nearby galaxies will be observable
by the Vera Rubin Observatory’s co-added LSST.
We found our metallicities are generally consistent
with observations for all galaxies with LV & 104 L
(Figure 10). The faintest galaxies are under-enriched in
Fe compared to observed dwarfs, but the discrepancy
disappears if total metallicity is considered. This re-
sult suggests that the galaxies are forming and retain-
ing metals but may be Fe poor due to either SFHs that
are truncated before enrichement by SN Ia, or a lack of
a model for “prompt” SN Ia in our simulations. Future
work will investigate the discrepancy further.
We took advantage of the high resolution of the sim-
ulations to investigate the star formation and quench-
ing of UFDs (MV & −8) in Section 5. We found that
their SFHs are largely consistent with the limited num-
ber of available CMD-derived SFHs (Brown et al. 2014;
Weisz et al. 2014). Additionally, while the large ma-
jority of UFDs quench uniformly early and long before
infall, many of the quenched UFDs still retain their gas
until later interactions with the Milky Way.
In Section 6, we also highlighted dwarf galaxies that
are the first of their kind to be simulated around a Milky
Way-mass galaxy. One of them is an HI-rich UFD, which
is atypical in our simulations, and unseen in observa-
tions of UFDs near the Milky Way. We find that while
quenched early on, this galaxy retained its gas until its
first infall towards the Milky Way, at which point it also
briefly restarted forming stars. We also highlighted a
late-forming UFD that is structurally similar to Crater
2, which both started forming stars late, and maintained
ongoing star formation for many Gyr before quenching
during a close pericentric passage. Finally, we also ex-
amined a compact, dark matter-free dwarf galaxy in our
simulations, which formed as the remains of a tidally
threshed galaxy. This galaxy may serve as an analog to
the observed ultra-compact dwarf galaxies. These rare
but unusual galaxies emphasize the need for additional
observations (such as CMD-derived star formation his-
tories or targeted HI observations) that can quantify the
full diversity of faint dwarf galaxies.
The simulations we have introduced in this work
demonstrate that a unified set of physics can simulta-
neously explain galaxy formation across many orders of
magnitude, as well as naturally reproduce the variety
seen in observations. The simulations show that one of
the primary drivers of the variety seen in nearby galaxies
is due to interaction with the Milky Way galaxy. These
simulations fill a gap in the available literature, extend-
ing the study of dwarf galaxies around the Milky Way
below the classical dwarf regime, which before was only
accessible in field environments very different from the
majority of the observations.
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