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SIEGEL-VEECH TRANSFORMS ARE IN L2
JAYADEV S. ATHREYA, YITWAH CHEUNG, AND HOWARD MASUR,
WITH AN APPENDIX BY JAYADEV S. ATHREYA AND RENE RU¨HR
Dedicated to the memory of William Veech.
Abstract. Let H denote a connected component of a stratum of
translation surfaces. We show that the Siegel-Veech transform of a
bounded compactly supported function on R2 is in L2(H, µ), where
µ is Lebesgue measure on H, and give applications to bounding
error terms for counting problems for saddle connections. We also
propose a new invariant associated to SL(2,R)-invariant measures
on strata satisfying certain integrability conditions.
1. Introduction
Motivated by counting problems for polygonal billiards and more
generally for linear flows on surfaces, Veech [28] introduced what is now
known as the Siegel-Veech transform on the moduli space of abelian
differentials (in analogy with the Siegel transform arising from the space
of unimodular lattices in Rn). The main result of [28] is an integration
(L1) formula for this transform (see §1.3.1), a version of the classical
Siegel integral formula.
Our main result Theorem 1.1 is that the Siegel-Veech transform f̂ of
any bounded compactly supported function f on R2 satisfies
f̂ ∈ L2(H, µ)
with respect to the natural Lebesgue measure µ on any (connected com-
ponent of a) stratum H of abelian differentials. It seems an interesting
question what the closure of the set of f̂ is in L2(H, µ).
1.1. Translation surfaces. A translation surface S is a pair (X,ω)
where X is a Riemann surface and ω is a holomorphic 1-form. The
terminology is motivated by the fact that integrating ω (away from its
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zeros) gives an atlas of charts to C whose transition maps are transla-
tions. These can be viewed as singular flat metrics with trivial rota-
tional holonomy, with isolated cone-type singularities corresponding to
zeros of ω. An saddle connection γ on S is a geodesic segment connect-
ing two zeros of ω with none in its interior. Associated to each saddle
connection is its holonomy vector
zγ =
∫
γ
ω ∈ C
and its length
|γ| =
∫
γ
|ω|.
We denote the set of holonomy vectors by Λω. Λω is a discrete subset
of the plane C ∼ R2.
1.2. Strata. The moduli space Ωg of genus g translation surfaces is the
bundle over the moduli space Mg of genus g Riemann surfaces with
fiber over each Riemann surface X given by Ω(X), the vector space of
holomorphic 1-forms on X . Ωg decomposes into strata depending on
the combinatorics of the differentials.
Since the orders of the zeros of ω must sum to 2g − 2, there is a
stratum associated to each integer partition of 2g − 2. Each of these
strata has at most three connected components [16].
The flat metric associated to a one-form ω also gives a notion of
area on the surface. We consider the subset of area 1 surfaces of a
connected component of a stratum, and denote it by H. We will, by
abuse of notation, often simply refer to this as a stratum, and we will
denote elements of it by (X,ω).
1.2.1. Lebesgue measure. The group GL(2,R) acts on Ωg via linear
post-composition with charts, preserving combinatorics of differentials.
The subgroup SL(2,R) preserves each area 1 subset, so acts on each
stratum H. On each stratum, there is a natural measure µ, known
as Masur-Veech or Lebesgue measure, constructed using period coor-
dinates on strata (see, e.g. [9] or [32] for a nice exposition of the con-
struction of this measure). A crucial result, independently shown by
W. Veech and the H. Masur, is
Theorem. [19, 30] µ is a finite SL(2,R)-invariant ergodic measure on
each stratum H.
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1.3. Siegel-Veech transforms. Fix a stratum H. Let Bc(R2) denote
the space of Borel measurable bounded compactly supported functions
on R2 ∼= C. Given (X,ω) ∈ H and f ∈ Bc(R2), Veech [28] introduced
the Siegel-Veech transform
f̂(X,ω) =
∑
v∈Λω
f(v).
Note that this is a finite sum for any fixed f and ω, since Λω is discrete.
Our main result is:
Theorem 1.1. Let f ∈ Bc(R2). Then f̂ ∈ L2(H, µ).
This corrects a mistake in [2], which claimed that if f was the indicator
function of the unit disk, that f̂ /∈ L2. In fact, the proof in [2] only
shows f̂ /∈ L3.
1.3.1. Siegel-Veech formulas. Veech [28] showed f̂ ∈ L1(H, µ), and us-
ing the SL(2,R)-invariance of µ and a classification of the SL(2,R)-
invariant measures on R2, concluded
Theorem. [28] There is a constant c = c(µ) so that∫
H
f̂dµ = c
∫
R2
fdm,
where m is Lebesgue measure on R2.
This is a generalization of the Siegel integral formula [26], which
applies to averages of similar transforms over spaces of unimodular
lattices.
1.3.2. Siegel-Veech constants. In fact, Veech showed (using Masur’s
quadratic upper bounds [18]) that for any SL(2,R)-invariant ergodic
finite measure λ, that f̂ ∈ L1(H, λ), so there is c = cSV (λ) so that∫
H
f̂dλ = c
∫
R2
fdm.
He called these measures Siegel measures onH. These constants cSV (λ)
are known as Siegel-Veech constants and are important numerical in-
variants associated to SL(2,R)-invariant measures.
1.4. Siegel-Veech measures. For any measure λ with f̂ ∈ L2(H, λ),
we can define two measure-valued invariants. First, we extend the
notion of Siegel-Veech transform to Bc(R
4), viewing R4 = R2 × R2.
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1.4.1. Generalized Siegel-Veech transforms. Given
h ∈ Bc(R4) = Bc(R2 × R2).
define the Siegel-Veech transform
ĥ(ω) =
∑
v1,v2∈Λω
h(v1, v2).
Note that if h(x, y) = f(x)f(y) for f ∈ Bc(R2),
ĥ = (f̂)2.
1.4.2. Measure-valued invariants.
Theorem 1.2. Let λ denote an SL(2,R)-invariant measure on H so
that for any f ∈ Bc(R2), f̂ ∈ L2(H, λ). Let κ denote normalized
Haar measure on SL(2,R). Then there exist Siegel-Veech measures
ν = ν(λ) on R\{0} and η = η(λ) on P1(R) = R∪∞ such that for any
h ∈ Bc(R4),∫
H
ĥ(ω)dλ(ω) =
∫
R\{0}
(∫
SL(2,R)
h(tx, y)dκ(x, y)
)
dν(t)
+
∫
P1(R)
(∫
R2
h(x, sx)dx
)
dη(s).
1.5. Counting bounds. Veech introduced the Siegel-Veech transform
to understand counting problems. Given a translation surface (X,ω)
(or simply ω), let
N(ω,R) = # (Λω ∩B(0, R))
denote the number of saddle connections of length at most R. Ma-
sur [18] showed that there are constants
0 < c1 = c1(ω) ≤ c2 = c2(ω)
so that
c1R
2 ≤ N(ω,R) ≤ c2R2.
Dozier [8] recently improved these bounds, showing that there is a
uniform c and R(ω) so that
N(ω,R) ≤ cR2 for R > R(ω).
The Siegel-Veech formula computes the mean of N(ω,R),∫
H
N(ω,R)dµ(ω) = cSV (µ)πR
2.
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Eskin-Masur [10] showed that for µ-almost every ω ∈ H,
lim
R→∞
N(ω,R)
πR2
= cSV (µ).
1.5.1. Error terms. Our results can be viewed as showing that Siegel-
Veech transforms have finite variance. Variance bounds in turn yield
concentration bounds, bounding the probability of large discrepancy
from the mean. Finally, combining concentration bounds with the
Borel-Cantelli lemma yield almost everywhere error term bounds for
N(ω,R). Suppose we write
L(R) = ‖N(ω,R)‖22,
and let e(R) denote an error function. Define
V (R) = L(R)− ‖N(ω,R)‖21 = L(R)− cSV (µ)2π2R4.
Theorem 1.3. Let Rk → ∞ be a sequence, and e be a function such
that
∞∑
k=1
V (Rk)
e(Rk)2
<∞.
Then for µ-almost every ω ∈ H, there is a k0 so that for all k ≥ k0∣∣N(ω,Rk)− cSV (µ)πR2k∣∣ < e(Rk).
The main result Theorem A.1 of Appendix A gives a power savings
bound for |L(R)− cµπR2|. Using this, we obtain in §5.4 almost every-
where power savings along lacunary sequences. Recently, Nevo-Ru¨hr-
Weiss [21], using exponential mixing of Teichmu¨ller flow, give error
bounds with a power savings (along the full sequence).
1.6. Organization of the paper. In §2, we describe technical result
about Delaunay triangulations that is crucial in our proofs. In §3, we
prove Theorem 1.1 via intermediate results Theorem 3.1 and Theo-
rem 3.3, which prove the result for the indicator function of the unit
disk and of a ball of radius R respectively. In §4, we prove Theorem 1.2
and discuss explicit computations in special cases.
1.6.1. Acknowledgments. We would like to thank Alex Eskin, Duc-
Manh Nguyen, Kasra Rafi, Rene Ruhr, John Smillie, and Barak Weiss,
for useful discussions. Both Ben Dozier and the anonymous referee
made suggestions which greatly improved the paper. We dedicate this
paper to the memory of William Veech. This project was initiated dur-
ing the Spring 2015 programs at the Mathematical Sciences Research
Institute (MSRI), “Geometric and Arithmetic Aspects of Homogeneous
Dynamics” and “Dynamics on moduli spaces of geometric structures”.
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versity of Chicago in Fall 2017; the Mathematisches Forschungsinsti-
tut Oberwolfach (MFO) workshop on “Flat Surfaces and Algebraic
Curves” in Fall 2018; and completed at the Fields Institute program
on “Teichmller Theory and its Connections to Geometry, Topology and
Dynamics” in Fall 2018. We thank the organizers of these meetings,
MSRI, the University of Chicago, MFO, and the Fields Institute for
their hospitality and support.
2. Delaunay triangulations and Chew’s theorem
In this section, we review the concepts of a Delaunay triangulation
(introduced in [20]) of a translation surface and show how to adapt a
theorem of Chew [7] from the Euclidean plane to the setting of trans-
lation surfaces.
2.1. Delaunay triangluations. Let S = (X,ω) be a translation sur-
face. Pulling back the L1 metric from C using the charts determined
by ω, we can consider the Voronoi decomposition of the translation
surface with respect to this metric: each singular point determines a
cell given by points which are closer to it than to any other singular
point, and have a unique shortest geodesic connecting the two. The
dual decomposition is the Delaunay decomposition of the surface, and
any triangulation given by a further dissection of this is a L1 Delau-
nay triangulation of (X,ω). We recall the following elementary but
important lemma:
Lemma 2.1. Let γ be the shortest saddle connection on S. Then γ is
an edge in any Delaunay triangulation of S.
Proof. Consider the endpoints (possibly the same point) of γ. If the
points are distinct, the edge between the two Voronoi regions containing
the points is a segment of the perpendicular bisector of γ. Thus γ is an
edge of the Delaunay decomposition. If γ is closed, the perpendicular
bisector of γ consists of points where there are two shortest paths to
the singularity, and again is an edge of the Voronoi decomposition. 
2.2. Chew’s algorithm. We will use the Delaunay triangulation to
build paths that approximate saddle connections. The ideas come
from the remarkable work in computational geometry by Chew [7].
He proved the following:
Theorem 2.2. Let Σ be a set of points in the plane R2 and let T be
an L1 Delaunay triangulation of Σ. For any points A and B of Σ,
there exists an A-to-B path along edges of T that has length at most
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√
10|AB|, where |AB| is the standard Euclidean distance between A
and B.
We will apply Chew’s argument (which goes through word-for-word)
to the collection of singular points on a translation surface, using the
L1 Delaunay triangulation defined above. Precisely, Chew’s argument
yields the following:
Lemma 2.3. Let S = (X,ω) be a translation surface, and let T be the
L1 Delaunay triangulation with respect to the set of singular points Σ.
Then every saddle connection β is homotopically equivalent to a path
P (β) in the L1-Delaunay triangulation whose total (euclidean) length
sastifies
|P (β)| ≤
√
10|β|.
Proof. We describe Chew’s algorithm to produce a Delaunay path. We
assume, without loss of generality, that the slope of β is bounded in
absolute value by 1. Consider the collection of triangles in the universal
cover of S given by lifting the triangulation. Suppose β crosses N
triangles in the triangulation. Then the sequence of these triangles
crossed by any lift of β in the universal cover forms an (N + 2)-gon.
Write the triangles from left to right as ∆j , j = 1, . . . , N , and let z0
be left endpoint of β. The algorithm recursively selects a subsequence
∆ji, i = 0, 1, 2, . . . starting with j0 = 1 and a sequence of vertices zi of
∆ji. Given ∆ji having zi as a vertex, let
ji+1 = max{j : zi is a vertex of ∆j}.
zi+1 is the vertex of ∆ji+1 chosen as follows: Let Di denote the circum-
scribing diamond of ∆ji, that is the domain of an immersed L
1 disc
(that is, a diamond) having the vertices of ∆ji on its boundary. We
assume our surface has the property that each Delaunay triangle has
at most one singularity on each side of Di, since the collection of such
surfaces is of full measure. Assume zi is on or above β. (The other case
is similar.) We divide into two cases:
(1) zi lies on an upper side of Di. We choose zi+1 to be the first
vertex encountered moving clockwise around boundary of Di.
Note that zi+1 remains above β.
(2) zi lies on the lower side of Di. Note that this implies zi is on
the lower left of Di by the slope assumption.
1 We choose zi+1
to be the vertex in the lower right. Now zi+1 is below β
1In particular, the fourth and last case of Chew’s algorithm in [7] never occurs.
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Note that in the second case, the path along boundary of Di from zi
to zi+1 is a 2-segment v-shape. The first case has 3 subcases:
(1) zi on upper left, zi+1 on upper right, the path connecting them
on the boundary of Di is carat (^) shaped, consisting of two
line segments.
(2) zi on upper left, zi+1 on lower right,the path connecting them on
the boundary ofDi is ] shaped, consisting of three line segments
(not necessarily at right angles).
(3) zi on upper right, zi+1 on lower right, the path connecting them
on the boundary of Di is > shaped, consisting of two line seg-
ments.
In the last 2 subscases (of the first case) the path along boundary Di
from zi to zi+1 backtracks in the sense that dx/dt is negative on the last
segment. The estimate on length follows because we can only have a
limited amount of back-tracking in the sense that if the last segment is
extended to hit β, the point where it hits is to the right of the vertical
line of symmetry of Di. 
Remark 1. Notice that the saddle connection joining zi−1 to zi makes
an angle at zi strictly less than 2π with the saddle connection joining zi
and zi+1. This follows from the fact that each makes an angle strictly
smaller than π with the last saddle connection crossed by β.
3. Measure bounds and decompositions
In this section we prove Theorem 1.1, first proving it for the indicator
function of a small disk (Theorem 3.1) and then for the disk of radius
R (Theorem 3.3).
3.1. Tail bounds. Given f ∈ Bc(R2), to prove f̂ ∈ L2(H, µ), we need
to show
(3.1)
∞∑
k=1
µ{(X,ω) : f̂(X,ω) >
√
k} <∞.
3.2. A fixed disc. The first iteration of our main result is:
Theorem 3.1. Fix a small ǫ0 and let f : R
2 → R be the indicator
function of the disc of radius ǫ0. Then
f̂ ∈ L2(H, µ).
Proof. We will divide the stratum H into a finite number of subsets Hi
and prove ∫
Hi
(f̂)2dµ <∞
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for each Hi.
3.3. Thick part. Let H1 be the subset where every saddle connection
has length at least ǫ0. By definition for (X,ω) ∈ H1, f̂(X,ω) = 0.
3.4. No short loops. Let H2 be the set of (X,ω) for which there
are saddle connections of length smaller than ǫ0 but no homotopically
nontrivial closed curves of length less than ǫ0.
Take the L1 Delaunay triangulation of (X,ω). There are no loops
with length shorter than ǫ0. By Lemma 2.3 any saddle connection
is homotopic to a path in the edges of the Delaunay triangulation of
length at most a fixed multiple of the length of the saddle connection.
Since there are no loops shorter than ǫ0, any such path in the edges
traverses successively at most a fixed number of edges shorter than ǫ0
before traversing one of length at least ǫ0. Thus a saddle connection
of length at most 1 can be written as a union of at most O(1/ǫ0)
edges of the triangulation and therefore expressed in terms of a fixed
basis for H1(X,ω,Σ) as a linear combination with coefficients that are
O(1/ǫ0). Thus there are O(1/ǫ
N
0 ) saddle connections, where N is the
dimension of H1(X,ω,Σ). Since ǫ0 is fixed, f̂ is bounded on H2, that
is f̂ ∈ L∞(H2, µ) ⊂ L2(H2, µ), so∫
H2
(f̂)2dµ <∞.
3.5. Short loops. Now we treat the case that there are short loops of
length smaller than some fixed ǫ0. Let H3 be the set of (X,ω) with a
short curve γ of length at most ǫ0. Let N be the dimension of relative
homology, and choose
0 < δ < p <
1
N
.
Let |γ| be the length of shortest saddle connection (possibly loop) on
(X,ω), and recall that f̂(X,ω) counts the number of saddle connections
whose holonomy vector lies in a disc of radius ǫ0. By Theorem 5.1 of
[10], for some fixed ǫ0, there is C (depending on δ but not |γ|) such
that
(3.2) f̂(X,ω) ≤ C|γ|1+δ .
If f̂(X,ω) ≥ √k, then the above bound says that for c = C 11+δ ,
(3.3) |γ| ≤ ck− 12(1+δ) .
We will make crucial use of the following:
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Lemma 3.2. Suppose γ is the shortest saddle connection on (X,ω).
Let β be a saddle connection (with an orientation)such that the path
P (β) follows edges parallel to γ more than 2M + 1 times, where M is
the total number of triangles in the Delaunay triangulation. Then there
is a cylinder C with γ on its boundary and β crosses C.
Proof. The saddle connection γ appears as an edge in the Delaunay
triangulation since it is the shortest saddle connection. Chew’s algo-
rithm produces a path P (β) that follows the 1-skeleton of the complex
of triangles crossed by β. Lift this path to the universal cover (˜X,ω)
of (X,ω). Let ∆1,∆2, . . . ,∆j be the sequence of triangles in (˜X,ω)
with an edge parallel to γ written in the order they appear in P (β).
Consider the connected components of the lifts of this set of edges in
∆i parallel to γ. Since β is a geodesic, its lift to (˜X,ω) can cross at
most one edge in a component; otherwise in (˜X,ω) the lift of β and
the edges in a component would bound a disc, contradicting that each
is a geodesic. Since by assumption, P (β) follows at least 2M +2 edges
parallel to γ, without loss of generality we can assume that the lift of
β crosses at least M + 1 of the triangles ∆1, . . . ,∆j which have edges
parallel to γ, does not cross any of the edges of these ∆i which are
parallel to γ, and these edges are to the right of the lift of β.
Since there are only M distinct triangles of (X,ω), and the lift of
β crosses M + 1 triangles, there are ∆i1 ,∆i2 which are lifts of the
same triangle on (X,ω) such that the lift of β does not cross the edges
ei1 , ei2 of ∆i1 ,∆i2 which are parallel to γ. The angle on the left side
between consecutive parallel segments of P (β) at a singularity is an
integer multiple of π; by Remark 1 it is exactly π. The corresponding
edges of ∆i1 and ∆i2 adjacent to ei1 and ei2 are parallel of the same
length. Subsegments of these together with the saddle connections
parallel to γ and a segment parallel to γ joining the regular endpoints
of the subsegments form a parallelogram on (˜X,ω) which projects to
a cylinder on (X,ω). Further β crosses the corresponding maximal
cylinder. 
3.6. Decomposing H3. We break the set of (X,ω) ∈ H3 such that
f̂ ≥ √k into three sets Ω0(k) ∪ Ω1(k) ∪ Ω2(k). It suffices to prove∑
k
µ(Ωi(k)) <∞
for each i. Let ǫ(X,ω) be the length of the second shortest nonhomlo-
gous saddle connection on (X,ω).
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3.6.1. The second shortest nonhomologous saddle connection is shorter
than a power of the shortest. Let
Ω0(k) = {(X,ω) ∈ H3 : f̂(X,ω) ≥
√
k and ǫ(X,ω) ≤ |γ|p}.
Since we have a saddle connection of length |γ| and one of length at
most |γ|p we have, by (3.3)
µ(Ω0(k)) = O(|γ|2+2p) = O(k−
1+p
1+δ )
which is summable since δ < p. Thus∑
k
µ(Ω0(k)) <∞.
3.6.2. The second shortest saddle connection is longer than a power of
the shortest, and the shortest is not a cylinder curve. Let Ω1(k) be the
set of surfaces (X,ω) such that the shortest saddle connection γ is not
on the boundary of a cylinder and
f̂(X,ω) ≥
√
k, ǫ(X,ω) > |γ|p.
Since γ is shortest, the saddle connection(s) making up γ are edges
of the Delaunay triangulation. Then by Lemma 3.2 the path β when
written as a path in the Delaunay triangulation may follow γ succes-
sively at most 2M times, but then must follow some other edge. We
are then reduced to the argument in §3.4 to give
f̂(X,ω) = O
(
ǫ−N
)
= O
(|γ|−Np) .
For this to be bigger than
√
k have
|γ| = O
(
k−
1
2Np
)
.
Thus
µ(Ω1(k)) = O(|γ|2) = O
(
k−
1
Np
)
which is summable since Np < 1 and again we have∑
k
µ(Ω1(k)) <∞.
3.6.3. The second shortest saddle connection is longer than a power of
the shortest, and the shortest is a cylinder curve. Let Ω2(k) be the set
of (X,ω) such that
f̂(X,ω) ≥
√
k, ǫ(X,ω) > |γ|p
and there is a flat cylinder having γ on its boundary. There are two
cases. The first case is that the height of the cylinder is at most ǫ0. The
shortest saddle connection β ′ crossing the cylinder has a component in
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the direction of the cylinder of length at most |γ| and an orthogonal
component of length at most ǫ0. If we include γ and β
′ as part of
a collection of saddle connections whose holonomy vectors (or period
coordinates) define the Lebesgue measure µ we see
µ(Ω2(k)) = O(ǫ0|γ|3) = O(k−
3
2(1+δ) ).
We are using [20, proof of Theorem 10.3] for the proof of the first
equality. There the measure of a set of surfaces is being bounded.
Since δ < 1
N
, and N ≥ 2,
3
2(1 + δ)
> 1,
so again µ(Ω2(k)) is summable in k. The second case is the height is
greater than ǫ0. In this case, we again apply the argument in §3.6.2,
observing that P (β) cannot follow γ successively more than 2M times
because its length is less than ǫ0 and, by Lemma 3.2, our saddle connec-
tion β would have to cross the cylinder that has γ on its boundary. 
Theorem 3.3. Suppose f is the characteristic function of a disc of
radius R. Then f̂ ∈ L2(H, µ).
Proof. We cover the disc of radius R with sectors of angle
ǫ20
R2
. It is
enough to show that for f the characteristic function of any of these
sectors the function f̂ is in L2(H, µ). Let θ0 the center angle of this
sector. Let t0 = log
R
ǫ0
. Let (X,ω) any translation surface and consider
(Y, ω′) = gt0r−θ0(X,ω). That is, we rotate so direction θ0 is vertical
and flow time t0. Then since the angle is
ǫ20
R2
, every saddle connection
of (X,ω) in that sector has length at most ǫ0 on (Y, ω
′). Let h be the
characteristic function of the disc of radius ǫ0. Then since the flow is
µ measure preserving,∫
(f̂)2(X,ω)dµ(X) ≤
∫
(ĥ)2(Y, ω′)dµ(Y ) <∞.

3.7. Proof of Theorem 1.1. Let f ∈ Bc(R2). then there is an R > 0
so that the support of f is contained in B(0, R), and letting C = max f ,
we have
f ≤ CχB(0,R),
so
f̂ ≤ Cχ̂B(0,R).
Applying Theorem 3.3, we have our result. 
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3.8. Optimizing exponents. In fact, our proof shows the following:
Theorem 3.4. Let f ∈ Bc(R2), Then for any q < 1 +
√
1 + 4
N
,
f̂ ∈ Lq(H, µ).
Here N = 2g + |Σ| − 1 is the dimension of the relative homology
H1(X,ω,Σ) of surfaces in H.
Proof. We need to show the measure µk of the set of surfaces (X,ω)
with
f̂ ≥ k1/q
is summable in k. The same argument as (3.3) shows that if f̂(X,ω) ≥
k1/q, there is a c so that
(3.4) |γ| ≤ ck− 1q(1+δ) .
As before, we need to understand the set H3. We use the partition
H3 = Ω0 ⊔ Ω1 ⊔ Ω2 in §3.6. Following §3.6.1, the contribution µk,0 to
µk from Ω0 satisfies
µk,0 < O(|γ|2+2p) = O
(
k−
2(1+p)
q(1+δ)
)
.
For this to be summable, we need q < 21+p
1+δ
. Following §3.6.2, the
contribution µk,1 from Ω1 satisfies
µk,1 = O(|γ|2) = O
(
k−
2
qNp
)
.
For this to be summable we need q < 2
Np
. Following §3.6.3, the contri-
bution µk2 from Ω2 satisfies
µk,2 = O(ǫ0|γ|3) = O(k−
3
q(1+δ) ).
For this to be summable we need q < 3
1+δ
. Combining these estimates,
we need
q < min
(
3
1 + δ
, 2
1 + p
1 + δ
,
2
Np
)
,
for some 0 < δ < p < 1/N . To optimize this estimate, we put δ = 0,
and note that the first term is always the largest, so we need to compute
max
0<p< 1
N
min
(
2(1 + p),
2
Np
)
= 2 max
0<p< 1
N
min
(
(1 + p),
1
Np
)
.
Since 1 + p is increasing in p and 1
Np
is decreasing in p, we set these
two equal to each other, and obtain
Np(1 + p) = 1.
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Solving this yields
pc =
−1 +
√
1 + 4
N
2
,
and so for any
q < qc = 2(1 + pc) =
2
Npc
= 1 +
√
1 +
4
N
,
we have f̂ ∈ Lq, as desired. We do not know if this is truly the optimal
exponent, but it is the best exponent our proof yields. 
3.9. Rank one orbit closures. Wright [31] showed that any (X,ω) in
a rank 1 orbit closure in H is completely periodic. Completely periodic
means that for any direction with a cylinder γ, the surface can be
written as a union of cylinders in that direction, and there are always
such cylinder directions (actually a dense set). Thus the set of (X,ω)
with f̂ ≥ √k coincides with the set Ω0(k). Nguyen [22, Proposition
4.3] proved that for any ergodic SL(2,R) invariant measure ν on a rank
1 orbit closure, and any such cylinder γ,
ν(Ω0(k)) = O(|γ|3).
Together with the discussion in the cylinder case in the proof of The-
orem 3.1, this gives f̂ ∈ L2(ν) for any such ν (in fact, in Lq(ν) for any
q < 3).
4. Siegel-Veech measures
In this section, we prove Theorem 1.2, and give examples of the
resulting Siegel-Veech measures in some special cases.
4.1. Transforms and bounds. Let τ denote an SL(2,R) invariant
measure on a stratum H of abelian differentials, and suppose that
for any f ∈ Bc(R2), f̂ ∈ L2(H, τ). Then, for any h ∈ Bc(R4), ĥ ∈
L1(H, τ), since we can dominate
ĥ(ω) =
∑
v1,v2∈Λω
h(v1, v2)
by (f̂)2 where f = ‖h‖∞χH , where H denotes the union of the projec-
tions of the support of h via the maps R4 = R2 × R2 → R2
(x, y) 7−→ x and (x, y) 7−→ y.
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4.2. Haar measures. Our claim in Theorem 1.2 is that there are
Siegel-Veech measures ν = ν(τ) on R\{0} and η = η(τ) on P1(R) =
R ∪∞ such that∫
H
ĥ(ω)dτ(ω) =
∫
R\{0}
(∫
SL(2,R)
h(tx, y)dκ(x, y)
)
dν(t)
+
∫
P1(R)
(∫
R2
h(x, sx)dx
)
dη(s).
Here, κ is Haar measure on SL(2,R) (with a fixed normalization), and
the integral over SL(2,R) is taken over pairs (x, y) ∈ R2 × R2 with
det(x, y) = 1, that is, we view SL(2,R) as a subset of R4 = R2 × R2.
This follows by the SL(2,R)-invariance of τ and the classification of
SL(2,R)-orbits on R4. By the invariance of τ , and our integrability
condition,
h 7−→
∫
H
ĥ(ω)dτ(ω)
is a SL(2,R)-invariant linear functional on Bc(R
4), the set of bounded
compactly supported functions on R4. Therefore, there is an SL(2,R)-
invariant measure m = m(τ) (a Siegel-Veech measure) on R4 = R2 ×
R2 =M2(R) so that ∫
H
ĥ(ω)dτ(ω) =
∫
R4
hdm
4.3. SL(2,R)-invariant measures on R4. To describe SL(2,R)-invariant
measures on R4, we need to understand SL(2,R)-orbits on R4. For
t ∈ R, let
Dt = {(x, y) ∈ R2 × R2 : det(x, y) = t}
For t 6= 0, Dt is an SL(2,R)-orbit. D0 decomposes further. For s ∈
P1(R), let
Ls = {(x, sx) : x ∈ R2, x 6= 0},
with
L∞ = {(0, y) : y ∈ R2, y 6= 0}
4.3.1. Orbits and measures. Dt and Ls are the non-trivial SL(2,R)
orbits on R2 × R2, and each carries a unique (up to scaling) SL(2,R)-
invariant measure. These are the (non-atomic) ergodic invariant mea-
sures for SL(2,R) action on R2 × R2. On Dt, the measure is Haar
measure on SL(2,R), and on Ls it is Lebesgue on R
2. Thus, associ-
ated to any SL(2,R) invariant measure m on R4 we have measures
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ν = ν(m) and η = η(m) so that∫
R4
hdm =
∫
R\{0}
(∫
SL(2,R)
h(tx, y)dκ(x, y)
)
dν(t)
+
∫
P1(R)
(∫
R2
h(x, sx)dx
)
dη(s).
4.4. Siegel-Veech measures from measures on strata. Putting
ν(τ) = ν(m(τ)) and η(τ) = η(m(τ)), we have our Siegel-Veech mea-
sures. These measures are interesting invariants associated to SL(2,R)-
invariant measures τ on H. A natural question is:
Question. Let µ denote Lebesgue measure on the stratum H. What
are the Siegel-Veech measures ν(µ) and η(µ)?
4.4.1. Virtual Triangles. Smillie-Weiss [27] introduced the notion of
virtual triangles on a surface. A virtual triangle is simply a pair of
(distinct) saddle connections, and the area of a virtual triangle is the
(absolute value of the) determinant of the matrix given by the holo-
nomy vectors.
They showed that there is a positive lower bound on the area of
virtual triangles on the surface ω if and only if the surface ω is an lattice
surface, that is, its stabilizer SL(X,ω) under SL(2,R) is a lattice.
In this case the SL(2,R) orbit is closed, and the Haar measure τ on
SL(2,R)/SL(X,ω) is finite.
This condition, known as no small virtual triangles (NSVT) can be
summarized as saying that ν(τ) has no support in a neighborhood of 0.
More generally, given an arbitrary SL(2,R)-invariant measure τ , the
support of ν(τ) is the collection of virtual triangle areas for surfaces ω
in the support of τ .
4.5. Lattice surfaces and covering loci. For some lattice surfaces
and loci of covers, we have examples where we can compute these
measures explicitly.
4.5.1. Flat tori. For
H(∅) = SL(2,R)/SL(2,Z),
the moduli space of abelian differentials on flat tori, these measures
were implicitly computed by Schmidt [25], see Fairchild [14] for an
explicit computation with full proofs (which correct a mistake in a
paper of Rogers [24]). Precisely, if the Haar measure κ on SL(2,R) is
normalized so that
κ(SL(2,R)/SL(2,Z)) = ζ(2),
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we have
ν =
∑
n∈Z\{0}
1
ζ(2)
φ(n)δn and η = δ1 + δ−1.
4.5.2. Covering loci and affine lattices. In the stratum H(1, 1) we have
the subvariety V of two identical tori glued along a slit. These are
double covers of a flat torus branched over two points. V is a degree
4 cover of H(0, 0), the space of tori with two distinct marked points,
where the slit is a segment connecting the two points. The cover has
degree 4 since a pair of slits joining the same marked points determines
the same point in H(1, 1) if the slits are in the same relative homology
class mod 2; and the relative homology group with Z2 coefficients has
order 4. Further,
H(0, 0) = A∗SL(2, R)/A∗SL(2,Z),
where
A∗SL(2,R) = SL(2,R)⋉R2\{0}, A∗SL(2,Z) = SL(2,Z)⋉ Z2\{0}.
Then (X,ω) ∈ V covers a point which we identify as [g, v], g ∈ SL(2,R),
0 6= v ∈ R2/gZ2. For (X,ω) in V for which the holonomy vector of the
slit is totally irrational (a set of full measure), we have [6]
Λω = gZ
2
prim ∪ (gZ2 + v),
where Z2prim is the set of primitive integer vectors. Thus, we can break
the Siegel-Veech measures up into the measures associated to each
piece. For the first piece gZ2prim, the computation in §4.5.1 yields the
measures, and for the second, these were computed in [1].
4.5.3. Lattice surfaces. More generally, for lattice surfaces ω, it seems
possible to use the fact that there are vectors v1, . . . vk ∈ R2 so that
Λω =
k⋃
j=1
SL(X,ω)vj
to turn to algebraic techniques to compute these measures, which will
depend on the action of SL(X,ω) on R2 × R2.
5. L2 bounds and error terms
5.1. Notation. We prove Theorem 1.3. We write
L(R) = ‖N(ω,R)‖22,
and
V (R) = L(R)− ‖N(ω,R)‖21 = L(R)− cSV (µ)2π2R4.
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5.2. Expectation and variance. Then
µ
(
ω ∈ H : ∣∣N(ω,R)− cSV (µ)πR2∣∣ > e(R)) =
µ
(
ω ∈ H : ∣∣N(ω,R)− cSV (µ)πR2∣∣2 > e(R)2) ≤
1
e(R)2
∫
H
∣∣N(ω,R)− cSV (µ)πR2∣∣2 dµ = V (R)
e(R)2
.
5.3. Borel-Cantelli. Theorem 1.3 then follows from applying the easy
part of the Borel-Cantelli lemma to the sequence of sets
Ak =
{
ω ∈ H : ∣∣N(ω,R)− cSV (µ)πR2∣∣} > e(Rk).

5.4. Power savings on lacunary sequences. We show how to com-
bine the main result Theorem A.1 of Appendix A with Theorem 1.3
to obtain almost everywhere power savings along a lacunary sequence
of radii Rk (i.e., there is a c > 1 so that
Rk+1
Rk
≥ c. ) The results of
Nevo-Ru¨hr-Weiss [21] give this quality of bound for R→∞ in general.
Theorem A.1 yields a δ > 0 so that we have the bound
V (R) = o(R4−δ).
Setting e(Rk) = R
2−η
k , η < δ, and applying Theorem 1.3, we obtain:
Corollary 5.1. Let Rk be a lacunary sequence. Then for µ-almost
every ω ∈ H,
|N(ω,Rk)− cSV (µ)πR2k| ≤ R2−ηk .
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Appendix A. Variance Estimates
Jayadev S. Athreya and Rene Ru¨hr
Notation. H is a connected component of a stratum of area one trans-
lation surfaces, and N(ω,R) is function 1̂BR(ω) where BR is the Eu-
clidean disc centered at zero of radius R in C. The goal of this appendix
is to prove the following asymptotic estimate for the L2 norm of the
counting function N(·, R). We fix some notation. For g ∈ SL(2,R),
and a function f on a space Y on which SL(2,R) acts, we write
g.f(y) = f(g−1y).
Our spaces will be either Y = R2 where SL(2,R) acts linearly, or
Y = H. We write cµ to be the Siegel-Veech constant for the Lebesgue
probability measure µ on H, so that for any bounded compactly sup-
ported function f on R2, the Siegel-Veech formula [28] yields
(A.1)
∫
H
f̂dµ = cµ
∫
R2
f(x)dx.
Theorem A.1. There exists δ > 0 such that for any sufficiently large
R,
‖N(·, R)‖L2(H,µ) = cµπR2 +O(R2−δ).
Proof. The key idea in the proof comes from the work of Eskin-Masur [10]:
There is a function φ ∈ Bc(R2) with
∫
R2
φ(x)dx = 1 such that(
ARφ̂
)
(ω) :=
1
2π
∫ 2π
0
φ̂(aRrθω)dθ ≈ 1
πR2
N(ω,R)
where aR = diag (R,R
−1) and rθ is counterclockwise rotation by θ. On
the other hand,
‖ARf‖2L2(H,µ) = 〈aR.ARf, f〉L2(H,µ)
and the right hand side can be approximated with effective bounds on
matrix coefficients of L2(H, µ) (effective mixing of the aR-action) so
that
‖ARf‖2L2(H,µ) ≈
(∫
H
fdµ
)2
.
(A.1) gives ∫
H
φ̂dµ = cµ
∫
R2
φ(x)dx = cµ,
so we deduce
‖N(ω,R)‖L2(H,µ) ≈ cµπR2.
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Sectors. We now make those estimates precise, recalling the argument
of Nevo-Ru¨hr-Weiss [21], which in turn is based on ideas of Eskin-
Margulis-Mozes [11], Veech [28] and Eskin-Masur [10]. Start by taking
an ǫ-approximation φǫ of the characteristic function of a sector of the
unit ball symmetric at the y-axis with total angle 2θ. The key obser-
vation is that a−1R .φǫ approximates now a sector of the ball of radius R
with new angle
θR = θR
−2 +O(θ3R−2).
Computing ARφǫ(x) (i.e., integrating φǫ(aRrθx) in θ from 0 to 2π) yields
θR/π if and only if x has length less than R, and is 0 otherwise. There
is a small approximation problem: Dilating a sector by aR does not give
a sector again. However, aR does map triangles to triangles, and we
approximate the original sector S by two such triangles W1 ⊂ S ⊂W2
with W1 ⊂ B1 of angle 2θ, touching at the corners with S1, and thus is
of height cos θ and the midpoint of the top ofW2 touching S
1. There are
smooth bump functions 0 ≤ φ±,ǫ ≤ 1 (see [21, p12]) that approximate
W1 from its interior and W2 from the outside respectively, and satisfy∫
R2
φ±,ǫ(x)dx = R
2θR +O(ǫ
1/2R2θR),
where
‖∂θφ±,ǫ‖L∞(R2) = O(ǫ−1).
This discussion is summarized in the following chain of inequalities:
ARφ̂−,ǫ(ω) ≤ AR1̂W1(ω) ≤
θR
π
N(ω,R)
≤ AR1̂W2(ω) ≤ ARφ̂+,ǫ(ω).
Effective equidistribution. We need two definitions before stating
our key lemma. We say f ∈ L2(H, µ) is K-finite if the span of the set
of functions {rθ.f : 0 ≤ θ < 2π} is finite-dimensional. We define the
K-Sobolev norm SK(f) of such a function by S2K(f) = ‖f‖2L2(H,µ) +
‖ηf‖2L2(H,µ) on L2(H, µ) where η is a generator of Lie(S1), i.e., η is a
differential operator coming from the action of rθ. We say f is K-
smooth if this norm is finite.
Lemma A.2. There exists κ > 0 such that for any K-smooth f ∈
L2(H, µ) with ‖f‖∞ ≤ SK(f),(
‖ARf‖2L2(H,µ) −
(∫
H
fdµ
)2)1/2
=
∥∥∥∥ARf − ∫
H
fdµ
∥∥∥∥
L2(H,µ)
≪ R−κSK(f).
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Proof. This is Theorem 3.3 in [21]. We only recall here that it fol-
lows from [5], by which there exists κ > 0 and C > 0 such that for
any g ∈ SL2(R) and any f1, f2 ∈ L2(H, µ) that are not constant K-
eigenfunctions
|〈g · f1, f2〉L2(H,µ)| ≤ C‖f1‖L2(H,µ)‖f2‖L2(H,µ)‖g‖−κ.
By a Fourier decomposition argument, one obtains the claimed inequal-
ity for functions with finite K-Sobolev norm. 
Completing the proof. To complete the proof of the theorem, we’ll
pick θ to depend on R and ǫ to depend on θ to achieve our desired
bound. Note that by equivariance of the Siegel-Veech transform,
φ±,ǫ ≤ 1B1 and ‖∂θφ±,ǫ‖L∞(R2) = O(ǫ−1).
We deduce SK(φ̂+,ǫ) = O(ǫ−1) (see [17, Lemma 3.4]). Set ǫ = θ2, so
ǫ1/2 = θ. Then
‖N(·, R)‖2L2(H,µ) ≤
π2
θ2R
‖ARφ̂+,ǫ‖2L2(H,µ)
=
π2
θ2R
((∫
H
φ̂+,ǫdµ
)2
+O(R−2κSK(φ̂+,ǫ)2)
)
=
π2
θ2R
(
(cµR
2θR +O(θR
2θR))
2 +O(R−2κθ−4)
)
= π2R4
(
c2µ +O(θ)
)
+O(R4−2κθ−6).
The lower bound follows verbatim. Choose δ > 0 and put θ = R−δ to
match error terms and to finish the proof of the theorem. 
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