Abstract. We consider the Schr odinger operator ; + V in R d with periodic potential V in the Kato class. We s h o w that, if d = 2 or 3, the spectrum of ; + V is purely absolutely continuous.
It is well known that, if V 2 K d , then the quadratic form associated with ; + V de nes a unique self-adjoint operator which we still denote by ; + V 7] . The purpose of this paper is to show that, if d = 2 or 3, and V 2 K d is a real periodic function on R d , then the spectrum of ; + V is purely absolutely continuous.
Main Theorem. Let A f e w remarks are in order. Remark 1.3. For Schr odinger operator ; + V with periodic potential V , the absolute continuity of the spectrum was established rst by L. Thomas 20] in R 3 under the assumption V 2 L 2 loc (R 3 ). Thomas' result was extended subsequently by M. Reed-B. Simon 13] , L. Danilov 4] , R. Hempel-I. Herbst 5, 6] , M. Birman-T. Suslina 1,2,3], A. Morame 12] , and A. Sobolev 18] . In particular, the results in Our main theorem is proved by using the approach of L. Thomas 20] and a new pointwise estimate on the kernel function of certain integral operator. To bemore
We consider a family of operators Thomas' argument, we may reduce the main theorem to the problem of showing that the family of operators fH V (za + b) : z 2 C g has no common eigenvalues, as in previous works. To this end, we will show that, for some appropriate chosen a 2 R d ,
where < b a >= 0 , z = + i , and is some xed numberdepending on a and b.
To prove (1.10), the key step is to show that The paper is organized as follows. In sections 2 and 3 we give the proof of the kernel function estimate (1.12). The main theorem will be proved in section 4.
Throughout the rest of this paper we assume that d = 2 or 3, V 2 K d is periodic with respect to the lattice (2 Z) d . We use k k p to denote the norm in L p (T d ).
Finally we will use C and c to denote positive constants which m a y depend on the matrix A, which are not necessarily the same at each occurrence.
Some Preliminaries
We begin by choosing a = ( a 1 : : : a d ) 2 R d such that 
We denote its inverse Fourier transform by F (x), i.e., (2.12)
Using the fact that (;x) F (x) is the inverse Fourier transform of D h ( ), one sees that In view of (2.9), this implies that (2.13)
which is a form of Poisson summation formula 19]. In particular, (2.14)
To estimate function F (x), we rst note that
It follows that A direct computation yields the following estimates 
we have This will be used to estimate the terms in the right hand side of (2.14) where jx + 2 nj 1=2.
Pointwise Estimate of the Kernel Function G (x)
In this section we will show that, if jxj 1=2, then
This, together with (2.24) and (2.14), would imply that To this end, we recall that F (x) = d;2 f ( x) and write 
To estimate the rst term on the right hand side of (3.3), we rst note that, by several changes of variables, we have Next we suppose 0 < r < 1. We may assume x 1 < 0 since v(r x 1 ) = 0 if 0 < r < 1 Proof. We rst consider the case d = 3 .
It follows from (3. This, together with (3.3) and (3.5), implies that (3.24) jf (x)j 
Proof. In view of (2.8), it su ces to show that
To this end, note that, by H older's inequality, (2.9) and the Plancherel theorem, The desired estimate now follows easily from (3.2).
We are now in a positionto give the Proof of Main Theorem. We give the proof for the case d = 3. The two dimensional case may behandled in the same manner. 
