Introduction
Our goal is to present some estimates of the Ahlfors-Beurling operator and related plane Fourier multipliers. The Ahlfors-Beurling operator T itself can be presented as a Fourier multiplier:
Estimation of L p norms of Fourier multipliers is known to be hard. It is usually connected to some interesting types of PDE, see several such PDE for several Fourier multipliers on the line in a recent paper of Kalton and Verbitsky [13] . Sometimes, but much more rarely, one can establish sharp L p estimates for Fourier multipliers in several variables. Riesz transforms are examples of success. They are defined in the following way. Choose k ∈ {1, ... , n}. The scalar Riesz transform R k acts on a test function f (say, belonging to C ∞ c or the Schwartz class S) by
For arbitrary functions f ∈ L p = L p (R n ) we extend this by density. Pichorides [17] found an estimate from above for R i L p (R n )→L p (R n ) . The fact that this is actually also its estimate from below is proved in the paper of T. Iwaniec and G. Martin [12] . In the same paper the authors estimate the norm R L p (R n )→L p (R n ,l 2 n ) of vector Riesz transform R := (R 1 , ..., R n ). The same is done for R 2 := (R 2 1 , ..., R 2 n ). In this paper we will give some new estimates for T p := T L p (R 2 )→L p (R 2 ) , whereas the new estimates of R 2 from L p (R n ) into L p (R n , l 2 n ) will be proven elsewhere. Throughout the paper, p will be a number from (1, ∞), while q will stand for its conjugate exponent. Let us denote p * = max{p, q}. We will most often encounter the factor
The operator R can be naturally considered on L p (R n , l .
The estimate
was in the case of s = 1 (i.e. when R s = R) proven in [9] , while the result for s = 2 will follow elsewhere.
These results can be compared with Theorem 1.5 of [12] , which says that one can replace 2(p * −1) in (1.1) by √ 2 s H p (s). Here H p (s) := (R 1 +iR 2 ) s p , where R 1 and R 2 are planar Riesz transforms. Notice that H p (2) = T p .
To our knowledge, neither H p (1) nor H p (2) are known. However, S.K. Pichorides proved that
where R k is a scalar Riesz transform on arbitrary R n . In particular, it immediately follows that
Thus for m = 1 and s = 1 the estimate (1.1) is weaker than the one in [12] , provided that p is large enough. On the other hand, when s = 2 the estimate in [12] prescribes 2H p (2). Our estimate (1.1) gives just the numerical estimate 2(p * − 1). It is conjectured, though, that
In other words, we do not know how to derive (1.1) from the known results, it seems to be new for the case s = 2.
As said before, the operator T is given in the Fourier domain (ξ 1 , ξ 2 ) by the multiplier [12, p. 34 ]
Thus, T can be written as T = R 
p space of real-valued functions with respect to the Lebesgue measure on the plane. We want the estimate
The following asymptotic estimate on complex function will be also obtained:
These both estimates will follow from the next one (valid for any ϑ ∈ [0, 2π), and p ≥ 2)
(1.5)
We discuss this inequality a bit further.
The main estimate
The key to our results will be this Littlewood-Paley-type inequality:
wheref andg denote the heat extensions of f and g, respectively.
Let us mention few things. First of all, the estimate (1.5) for ϑ = 0 was proved in [15] . This immediately yielded
Estimate (1.6) is also proved by a different method in [3] . The previous best estimate was 4(p − 1), see [4] . Here we will show how to win √ 2. This is based on a self-improvement of quadratic forms, as formulated in Lemma 3. At last, let us notice that getting rid of 2 in (1.6) entirely would yield very interesting geometric consequences. However, this seems to be very difficult. See [2] , [3] , [12] , [15] . In [2] it is shown that "p − 1" -problem is very closely related to the famous Morrey's problem concerning quasiconvexity.
It would be interesting to get rid of 2 in (1.6) at least asymptotically, when p → ∞. This might help to prove that the weak 1 − 1 norm of T is equal to 1, which would have interesting geometric implications.
Consequences of the "p − 1 estimate"
Let us formulate the analytic and geometric consequences of getting rid of 2 in (1.6). We are dealing with (local) solutions of the Beltrami equation
We ask two questions:
1. Given µ ∞ = k < 1 and given that a solution is a priori in W locally, where ε(k) > 0. The best ε(k) was the essence of the problem by F. Gehring solved by K. Astala [1] . The answer turned out to be equal to
. It is not attainable in general.
2. Given µ ∞ = k < 1 and given that solution is a priori in W for any positive τ )? The smallest q turns out to be 1 + k. And it is attainable (see [16] ).
These both questions are intimately connected to estimate (1.6). Let us show why.
Consider a W 
So we have a function h analytic in V , such that
in V . If we multiply (1.7) by ϕ we thus get in V g − µT g = µh := r .
The function r is bounded in U := 1 2 V and so belongs to any
we see that from kt(p) < 1 (1.8) it follows that g ∈ L p in U, which is the same as to say that f ∈ W p 1 locally (because g = fz on V ).
We see now that (1.6) without 2 would imply that for any p such that 
1+k . And this does not belong to any L p (dA) for p greater or equal to 1 + 1/k. There is motivation enough to justify our interest in the estimation of the L p −norms of such particular Fourier multipliers as T and the multipliers related to T , which are being considered here.
Heat extensions
For ϕ on the plane, its heat extension to the upper half-space R
Such function solves the heat equation
+ , whereas on the boundary R 2 × {0} it coincides with ϕ. If ϕ t (y) := ϕ(y, t), then obviously ϕ t = h t * ϕ (the convolution being taken with respect to the measure dm 2π
), where
From now on we will often use the same letter to denote both the function and its heat extension.
.
Using the facts listed just before the formulation of the Lemma, together with the Parseval equality, after some computation we see that this integral equals to
and furthermore to
which had to be proven.
Our next goal is to estimate the right side of (1.9) from above. The following theorem was proved in [15] .
and i, j ∈ {1, 2} we have
Corollary 1. In particular,
This corollary immediately implies (1.6). But to obtain (1.3), (1.4) and (1.5) we need a stronger estimate. It will be obtained by the use of the same technique as in the proof of Theorem 1, but also we need to apply Lemma 3. Here is a strengthened version of Theorem 1. This is our new Littlewood-Paley inequality for the heat kernel.
The following corollary from Theorem 2 proves (1.5). In its turn, (1.5) proves, as we will see, (1.3) and (1.4).
Both corollaries (but not the theorems) above were proven by R. Bañuelos and P. Méndez-Hernández in [3] . Their method, however, is different.
Before proceeding with the proofs, let us describe the most important ingredient of our approach. It has already been presented in [15] . In order to keep this paper self-contained, we repeat the corresponding part of [15] .
The Bellman function
Take p ∈ (1, ∞) and assume that M and N are natural numbers. Define
This is a convex domain in
There is a function B : Ω → R, such that
everywhere on its domain;
2.
If K is a compact subset of Ω and κ is a positive number, smaller than min{1, d(K, ∂Ω)}, then there exists a smooth function B K,κ on the neighbourhood Ω κ := {x ∈ Ω ; d(x, ∂Ω) > κ} of K, such that the second estimate still holds. In that case, it takes the form
The first estimate is perturbed only by the factor 1 + κ.
We will deliver the proof of this theorem in Section 5. This is our Bellman function. By the second property we mean that for any choice of (ζ, η, Z, H) ∈ Ω and (α,
Naturally, the Hessian d 2 B can be thought of as a real d × d matrix, whose upper left 2 × 2 submatrix, for instance, equals
2 .
In general we do not know of a formula, i.e. an algebraic expression, which would possess the properties of a Bellman function. The only exception occurs when p = 2. In that case one possible choice for B is given by
Proof of Theorem 2.
We shall invoke the Bellman function that was announced in Theorem 3. We will use only the special case when
We emphasize that the components of v are in fact the heat extensions of functions f , g, |f | p and |g| q , respectively. Having this in mind, we see that v maps into the region Ω, defined in Theorem 3.
Next, we introduce a Green's function G(x, t) as in [11] . Fix l > 1 and consider the cylinder Q = Q l := B(0, l)×(0, l). Denote ∂ Q = ∂B(0, l)×(0, l). These are the properties of our Green's function:
Here δ 0,1 is the delta-function of the point (0, 1).
4t , (x, t) ∈ R 2 × (0, ∞) be a heat kernel in R 3 + . One can understand k(0, t) as the temperature of point (0, 0) on the plain at time t > 0, if initially (at t = 0) one has the delta distribution of temperature placed at (0, 0). It is important to keep in mind that
In fact, just compare the interpretation of k(0, 1) with the fact that G Q (0, 0) is temperature at time 1 when the same initial distribution is given but when also the temperature on ∂ Q is kept to be 0. However, when l is large, it is clear that these two quantities are very close. For R > 0 we also need a Green's function in the cylinder Q(R, R 2 ) := B(0, lR) × (0, lR 2 ) :
In addition, choose 0 < δ < 1 and denote
For such chosen R we apply the Green's formula in Q(R, R 2 ).
The last inequality is clear: the double integrals are both nonnegative, because b is nonnegative and because G R Q is nonnegative and vanishes on the side boundary.
On the other hand, since v(0, R 2 ) ∈ Ω κ , we get from Theorem 3
The combination of recent estimates for b(0, R 2 ) gives
At this point we need the two auxiliary results stated below. They allows us to apply the second key property of the Bellman function (see Theorem 3).
Proof. Choose x 0 = (x, t) ∈ M. Denote also v 0 = v(x 0 ). Using the chain rule gives
and similarly for the partial derivative with respect to t, which implies
So far the formulae are true for arbitrary B, v, b = B • v, x 0 , v 0 = v(x 0 ). Now we use that v is comprised of heat extensions, which, after subtracting ∂b ∂t (x 0 ), forces the first term on the right to vanish. This finishes the proof of lema 2.
In particular, the (restriction) operator A| R m+n ×{0} k "becomes" injective.
This lemma will be proven in the Addendum.
The two lemmas, combined with Theorem 3, imply that there is τ > 0 such that for all (x, t) ∈ Q R,δ , 
One can easily see that 
||f || p ||g|| q for all R > 0 large enough for Q R,δ to contain M. Taking into account that
uniformly on the compact M and that κ < R −1 by construction, we obtain
Now it is time to tend Q = Q l to R 3 + by making l go to infinity. By (3.1) we conclude that G Q l (0, 0) → 
(3.7) Since M was an arbitrary compact set in the upper half space, the Theorem 2 is proven.
Applications of Theorem 2: asymptotic behavior of T p
We start by proving Corollary 2.
Proof. Fix two test functions f, g ∈ C ∞ 0 (R 2 ). Let
We can write using Lemma 1 .
Combining these two relations we get
The use of Theorem 2 now leads to Corollary 2 and (1.5).
Now we want to prove (1.3) and (1.4), which are certain asymptotic estimates for T p , p → ∞.
We need the following 
Proof. It almost repeats the proof of the frequently used MarcinkiewiczZygmund lemma, which asserts that the operator acting on real L p acts on complex L p with the same norm. The trick in the proof of MarcinkiewiczZygmund lemma was to act on f cos ϑ + g sin ϑ.
Now instead of acting by T on f cos ϑ + g sin ϑ we fix u ∈ L p real (µ) and apply to it A cos ϑ + B sin ϑ. Take ω ∈ [0, 2π) and write temporarily a = Au(ω), b = Bu(ω). Since a and b are real (by the assumption of the lemma), there is δ = δ(ω) ∈ [0, 2π) such that
It follows that
or, in other words,
for all ϑ ∈ [0, 2π). Consequently,
Integrate this inequality with respect to the normalized Lebesgue measure (2π) −1 dϑ on [0, 2π). By denoting
and Lemma 4 is proved.
For A = R 
We are left to prove (1.4). It would follow immediately if the following variant of Marcinkiewicz-Zygmund lemma would hold. First let us mention that the classical Marcinkiewicz-Zygmund lemma states (all spaces are real):
is bounded, and has the same norm. However strange this may be, it seems to us that the following very close analogue of Marcinkiewicz-Zygmund lemma does not hold. Let again all spaces be real. Let T : L p → L p (l 2 ) be bounded. We would wish to state that then T :
has the same norm. But this is false! Suppose for the moment that such "tensorisation" were true. Then for real functions u, v we have the analogue of (4.1) (A = R
We are sure that (4.2) is correct. And of course it gives (1.4) because then obviously
However, the "tensorisation" which led to (4.2) is false, as said before. So we have to prove (4.3) without using (4.2).
First we write
We use the same trick as in the proof of Lemma 4, namely, we introduce cos ϑ, sin ϑ as follows. Considering a (real-valued) test function ψ,
It is easy to see that our last integral is just (A + iB)(u + iv), e iϑ ψ . Use this for A = R 2 1 − R 2 2 and B = 2R 1 R 2 and rewrite the expression by using Lemma 1. We get
Of course here u, v, ψ are heat extensions of our initial u, v, ψ. Let us fix t > 0 and consider J(u, v), the Jacobian of the map (u(x, t), v(x, t)) :
Then our previous equality gives us
, where ϕ := u + iv. Now we have to use Theorem 2 again. It gives that the last expression is bounded by √ 2(p − 1) u + iv p ψ q . Gathering all together, one obtains
And so
Once again we utilize the trick used in the proof of Lemma 4:
Therefore, by (4.4),
We integrate with respect to normalized Lebesgue measure dm(ϑ) as we have already done once before. With τ p as on page 16, one gets (4.3), which is essentially the same as (1.4), so the proof is complete. We can extend this notions to C M . Define, for j ∈ {1, . . . , M} and any interval I ⊂ R, functions h
The set {h
The operators T σ will be called martingale transforms. Note that f, h
We aim to utilize our "model" operator T σ . The logic will be the following. First, let us find the sharp estimate of T σ L p (C)→L p (C) , i.e. the martingale transform for M = 1, in terms of p. This problem was solved by Burkholder. He found out in [5] that
He proved (5.1) by constructing a function of two real variables (actually another Bellman function) with certain convexity and size properties. The reader is referred to the papers of Burkholder [5] , [6] or the book of D. Stroock [18] to study his approach. In particular, on page 344 of [18] it is written about (5.1): "Quite recently Burkholder has discovered the right argument: (...) it is completely elementary. Unfortunately, it is also completely opaque. Indeed, his new argument is nothing but an elementary verification that he has hot the right answer; it gives no hint about how he came to that answer". Further on "for those who want to know the secret behind his proof, Burkholder has written an explanation in his article" [5] . Here is Burkholder's function, again for p ≥ 2:
Actually stochastic Bellman PDE explains readily the way to write this function, and this is made, for example, in [19] .
We want to use this Bellman function of Burkholder in solving our problem, but we are unable to do that. The reason is simple. The variables of the Burkholder's function stand for certain martingales, which in are his case related: one is subordinate to the other. And subordination is in a sense a differential relation "of the first order". In our case we replace these variables not by martingales but by functions: the first is R function). There is no subordination here. The only differential relationship between these two functions (actually between their heat extensions) is
f .
This is a differential relation of the second order, and being such it has no connection with convexity of the Burkholder's function. It would be connected to convexity would it be a differential relation of the first order. What we mean can be illustrated by this example. It is obvious that a superposition of convex function a with linear function l is convex, but a superposition of convex a and convex l may not be convex (a(x) = e −x , l(x) = x 2 ). That is exactly the obstacle to use Burkholder's function and compose it with our second order Riesz transforms.
Of course, maybe there is a way around this. But we prefer another approach. It follows the approach in [16] .
Idea: we formulate Burkholder's inequality in equivalent (dual) form. The resulting inequality generates another Bellman function. This will be our B from Theorem 3.
We will use the following lemma due to Burkholder.
By the Cauchy-Schwartz inequality, it can be estimated as
Moreover, we can choose the coefficients σ
Addendum
Here we demonstrate Lemma 3.
Since the assumption and the conclusion of the Lemma are homogenous inequalities with respect to v, it is equivalent to prove:
Note that E τ ⊂ H for every τ > 0. Since A is a positive matrix, E (more precisely, its boundary) is an ellipsoid. The geometrical shape of other two sets is also clear. Suppose that we have the proof in case when k = 0. Now take arbitrary natural numbers m, n, k. If E ⊂ H, then E ⊂ H , where E and H are images of E and H, respectively, under the orthogonal projection
It is clear that this τ also satisfies E ⊂ E τ . Hence it is enough to prove the Lemma for k = 0.
We may also assume that at some point equality is attained in (3.3) . This implies that there is v ∈ R d for which Rr = 1 and Av, v = 2. In other words, v ∈ ∂E ∩ ∂H. For λ = √ R −1 r we have λR = λ −1 r = 1. The operator T = λI R m ⊗ λ −1 I R n leaves H unchanged, whereas it maps E into some other ellipsoid, whose boundary intersects that of H in a point with R = r = 1. 
R
m ⊕ R n = R d . To summarize, it suffices to solve the case when k = 0 and ∂E intersects ∂H at v 0 . Since in this case it is obvious that the only admissible τ is 1, our task is reduced to proving that E is contained in E 1 = √ 2 B d =: B, i.e. in the closed ball in R d , centered at 0 and with radius √ 2.
Intersection ∂H ∩ ∂B is the "torus" T = {v ∈ R d ; R = r = 1} = S m−1 × S n−1 . Let P be the family of all 2-dimensional planes in R d which pass through 0 and v 0 . We would like to find a subfamily P of planes that intersect with T in more than the obvious two points. Take P ∈ P. There is u ∈ v ⊥ 0 such that ||u|| 2 = 2 and P = Lin{v 0 , u}. Roughly speaking, this establishes a correspondence between P and a portion of the sphere ∂B = √ 2S d−1 . We can write u = {a} ⊕ b ⊕ {−a} ⊕ c for some a ∈ R, b ∈ R m−1 and c ∈ R n−1 . If p = λv 0 + µu ∈ P is to intersect T in a point, different than ±v 0 , then we must have (λ + µa) 2 + ||µb|| 2 = (λ − µa) 2 + ||µc|| 2 = 1 for some λ, µ ∈ R, µ = 0 (otherwise p = ±v 0 ). After adding and subtracting equations and using that 2a 2 + ||b|| 2 + ||c|| 2 = ||u|| 2 = 2, one can see that this set of equations is equivalent to λ 2 + µ 2 = 1 4λa + µ(||b|| 2 − ||c|| 2 ) = 0 .
If a = 0 then we must have ||b|| = ||c||. For a = 0 the system admits solutions 
This justifies employing identifications
P ≡ {u = u(a, b, c) ∈ ∂B ; u⊥v 0 } and P ≡ {u ∈ P ; a = 0 ∨ ||b|| = ||c||} , which in principle imply that the set P is "dense" in P.
We would like to show that E∩P ⊂ B∩P or, equivalently, ∂E∩P ⊂ B∩P for all P ∈ P . Since ∂E ∩ P is an ellipse, this simply follows from the fact that E ⊂ H and that T ∩ P contains at least four different points, as has just been shown.
Finally we note that the collection P is sufficiently large to conclude that E ⊂ B, which had to be proven.
