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Abstract
We consider the problem of approximating in H∞ norm a given discrete inverse-time
stable system (possibly improper)
T =
[
T11 T12
T21 T22
]
by a discrete-time system S with no more than r poles outside the unit disk (possibly at
infinity) such that∥∥∥∥[T11 + S T12T21 T22
]∥∥∥∥∞ < γ.
Here r  0 is an integer and γ > 0 is a prescribed tolerance. If r = 0, this is the four-block
Nehari problem while if we consider the “one block case” where T = T11 we obtain the
well-known Hankel norm approximation problem. The theoretical developments are based on
a frequency domain signature condition while the class of solutions is constructed in state-
space in terms of the solutions to two Riccati equations. © 2001 Elsevier Science Inc. All
rights reserved.
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1. Introduction
In the last decade, the generalized distance problem (also known in various frame-
works as the Adamjan–Arov–Krein (AAK) problem or the Hankel norm approx-
imation problem) has been thoroughly investigated due to its foremost role played
in several control related problems: H∞ control, model order reduction, and ap-
proximation. For several applications of the AAK problem see for example [18,27].
The topic of generalized distance problem has been initiated by Nehari [23] in the
framework of complex analysis. Preliminary works in the field are [5,11]. From the
theoretical viewpoint an elegant treatment of the subject has been given in [9], where
the Nagy–Foias commutant lifting theorem [25] played a central role. By using
an all-pass embedding technique, a state-space characterization of all solutions to
the four-block problem for continuous-time systems was given in [12,13] (see also
[18,27]). Related important works based on the operator theory combined with inter-
polation techniques are [1,3,4,6,8,14,22], where the Nehari and AAK problems are
solved for various classes of systems, either in the suboptimal or optimal versions.
In the framework of the generalized Popov theory a computationally efective state-
space solution to the Nehari problem was given in [19] for continuous-time systems
and in [20] for discrete-time systems (see also [21]).
The present paper aims to present a general approach to the discrete-time four-
block AAK problem for descriptor systems (that may have poles at infinity). As in
[19,20], our results lead also to a numerically sound state-space construction of the
class of all solutions which implies the use of certain results specific to the discrete-
time Riccati theory developed in a general setting in [21].
The paper is organized as follows. In Section 2 we introduce some notation and
in Section 3 we state the AAK problem and show that it is equivalent to a frequency
domain inequality—called the signature inequality. The signature inequality will be
solved in the framework of the generalized Popov–Yakubovich theory in Sections 4
and 5. Section 6 contains the main result. Several technical results are deferred to an
Appendix.
2. Preliminaries
We use the following notation. R stands for the field of real numbers; by Rm and
Rn×m we denote the linear Euclidean m-dimensional space over R and the ring of
n×m matrices with real entries, respectively. If T (z) is a z-transfer matrix with real
coefficients, then T ∗(z) := T T(z−1), where the superscript stands for the transpose.
The open unit disk is denoted D. The boundary of D is denoted by D. The poles
of a matrix function located in D are called stable, and the poles located outside
D ∪ D (including at infinity) are called antistable. The number of antistable poles
of a matrix function T is denoted by P+(T ) (counting multiplicities and including
infinity). By RL∞p×m we denote the space of p ×m rational matrices with elements
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analytic on D; RH∞+,p×m denotes the space of p ×m rational matrices with all
poles stable, and RH∞−,p×m is the space of rational matrices with all poles anti-
stable. The subspace of RL∞p×m consisting of rational matrices with no more than
r antistable poles is denoted by RH∞+,p×m,r . When the dimensions of the matrices
are irrelevant, we shall simply write RL∞, RH∞+ , RH∞− , or RH∞+,r . The matrix
A ∈ Rn×n is called stable if all its eigenvalues are in D. A square matrix pencil
zE − A is called dichotomic if det(zE − A) 
= 0 ∀z with |z| = 1. Notice that a
dichotomic pencil is automatically regular, i.e., det(zE − A) 
≡ 0. Two matrix pen-
cils zE − A and zE˜ − A˜ are called strictly equivalent if there exist two invertible
matrices Q and Z such that zE˜ − A˜ = Q(zE − A)Z. Two strictly equivalent matrix
pencils share the same generalized eigenvalues (see [10] for a detailed treatment
of matrix pencils, including canonical forms, equivalence, generalized eigenvalues
and spectra). For a regular pencil zE − A, we denote by νc(E,A), πc(E,A), and
δc(E,A), the number of generalized eigenvalues of zE − A with strictly negative,
strictly positive, and null real parts, respectively, and by νd(E,A), πd(E,A), and
δd(E,A), the number of generalized eigenvalues of zE − A with modulus less than,
greater than, and equal to 1, respectively. As usual, infinity is counted in δc(E,A) and
πd(E,A). If E = I , we will omit the matrix E in the above notation. For an n× n
hermitian matrix A = A∗ we denote by λi(A), i = 1, 2, . . . , n, its real eigenvalues
ordered decreasingly. If in addition A is invertible, we define its signature matrix
by sgn(A) := diag(−In1 , In2), where n1 := νc(A), n2 := πc(A), (n1 + n2 = n). Let
A ∈ Rn×n, E ∈ Rn×n, C ∈ Rp×n. The pair (C, zE − A) is called detectable if the
following two rank conditions hold:
rank
[
E
C
]
= n, rank
[
zE − A
C
]
= n ∀z with |z|  1, (1)
and it is called observable if in addition the second condition in (1) holds for all
z ∈ C. By HaT and TT we denote the anticausal Hankel operator and the causal
Toeplitz operator with symbol the rational matrix T, respectively. By ‖T ‖∞ and
‖T ‖Ha we denote the infinity and the anticausal Hankel norm of T, respectively (both
considered with respect to the unit circle). It is well known that any rational matrix
which takes finite values at infinity has a (causal) minimal state-space realization of
the form
G(z) =
[
A B
C D
]
:= C(zIn − A)−1B +D, (2)
while any rational matrix which has no poles in z = 0 has an (anticausal) minimal
state-space realization of the form
G(z) =
[
A B
C D
]a
:= C(z−1In − A)−1B +D. (3)
HereA,B,C,D are constant real matrices of appropriate dimensions and n = δ(G),
where δ(G) stands for the McMillan degree of G. Notice the superscript “a” in
(3) that makes the difference between a causal and an anticausal realization. For
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any matrix function G ∈ RL∞ there exists an additive decomposition of the form
G = Gc +Ga, whereGc ∈ RH∞+ andGa ∈ RH∞− . Notice that any element of RH∞+
has a causal realization (2) with A stable, while any element of RH∞− has an anti-
causal realization (3) with A stable. With a causal realization we associate the (direct)
discrete-time system
σx = Ax + Bu,
y = Cx +Du, (4)
while with an anticausal realization we associate the (inverse) discrete-time system
x = Aσx + Bu,
y = Cσx +Du, (5)
where the sequences x = (xk)k∈Z, u = (uk)k∈Z, y = (yk)k∈Z, with xk ∈ Rn, uk ∈
Rm, yk ∈ Rp, are the state, input and output evolutions, respectively, σ denotes the
unit forward shift, i.e., (σx)k := xk+1, and Z stands for the set of integer numbers.
If the matrix A in (4) or (5) is stable, the corresponding system is called stable.
More generally, any rational matrix has both a causal state-space realization of
the form
G(z) = C(zE − A)−1B +D, (6)
and an anticausal state-space realization of the form
G(z) = C(z−1E − A)−1B +D, (7)
whereE,A,B,C,D are constant real matrices of appropriate dimensions, and zE −
A is a regular pencil. In this case the McMillan degree of G and the dimension of the
pencil zE − A in a minimal realization are related in a more complicated way.
3. Problem statement
Let T ∈ RH∞−,p×m given by the anticausal realization
T =
[
A B
C D
]a
=
A B1 B2C1 D11 D12
C2 D21 D22

a
=
[
T11 T12
T21 T22
]
,
T (z) := C(z−1I − A)−1B +D,
Tij (z) := Ci(z−1I − A)−1Bj +Dij ,
(8)
where A ∈ Rn×n is stable, Bi ∈ Rn×mi , Cj ∈ Rpj×n, Dij ∈ Rpi×mj (i, j = 1, 2;
m = m1 +m2; p = p1 + p2). With (8) we associate the discrete inverse-time stable
system
x = Aσx + B1u1 + B2u2,
y1 = C1σx +D11u1 +D12u2,
y2 = C2σx +D21u1 +D22u2.
(9)
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In this paper we deal with the following problem.
3.1. The four-block AAK problem
Given T ∈ RH∞−,p×m as in (8), a real number γ > 0, and an integer r  0, find
necessary and sufficient conditions for the existence of an S ∈ RH∞+,p1×m1,r such
that ∥∥∥∥[T11 + S T12T21 T22
]∥∥∥∥∞ < γ. (10)
Moreover, when solutions exist, give a state-space construction of the class of solu-
tions. In system terms, given a discrete inverse-time (anticausal) stable system (9)
with transfer function matrix T, we seek a state-space construction of the class of
systems with transfer function matrix S which have no more than r antistable poles
and satisfy the norm constraint (10).
The problem as formulated above is the so-called suboptimal version of the AAK
problem as opposed to the optimal version for which the strict inequality in (10) is
replaced with a nonstrict one (see for example [3,12]). However, in the suboptimal
case treated in this paper, we shall exclude a finite number of points from the allow-
able set of values for γ , points which give raise to some computational intricacies
similar to those occurring in the optimal case. In the case T = T11 (the one block
case), these points are exactly the Hankel singular values of T, while in the general
four-block case they are the Hankel singular values of the  operator associated with
T. A thorough and comprehensive discussion of these singular values is provided in
[3].
It a salient feature of the discrete-time case that the class of solutions may have,
and actually do contain, elements S which are improper (having poles at infinity).
This is a consequence of the fact that the class RH∞+,r in which we seek the solutions
contains improper elements for r > 0.
Note that there is no loss of generality in assuming D11 = 0 and γ = 1. Indeed,
settingD11 to 0 comes to a shift of the solution S to S −D11, while putting γ = 1 im-
plies an appropriate scaling of T only. We assume hereafter that these two conditions
hold.
Remark 3.1. If S ∈ RH∞+,p1×m1,r , we can write S = Sc + Sa, where Sc ∈
RH∞+,p1×m1 , Sa ∈ RH∞−,p1×m1 , and δ(Sa)  r . It follows that∥∥∥∥[T11 + Sa T12T21 T22
]∥∥∥∥
Ha
< 1.
Hence Sa is a four-block Hankel approximant for T of McMillan degree less than or
equal to r.
Roughly speaking, our approach to the AAK approximation problem consists of
reducing it to a frequency domain signature inequality written for an appropriate
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spectral density (self-adjoint) matrix function, inequality which could be solved in
the framework of the generalized Riccati theory developed in [21].
In this respect, notice that (10) is equivalent to∥∥∥∥[T1 + ST2
]∥∥∥∥∞ < 1 (11)
with the structure constraint S = [S O], where T1 :=
[
T11 T12
]
, T2 :=
[
T21 T22
]
.
From (11) we have
(T1 + S)∗(T1 + S)+ T ∗2 T2 − I
=
[
T1
T2
]∗ [
T1
T2
]
+ S∗T1 + T ∗1 S + S∗S − I
= T ∗T + S∗T1 + T ∗1 S + S∗S − I < 0 on D. (12)
Rewriting (12) compactly results in the signature condition
[I S∗]
[
I
S
]
< 0 on D (13)
for the (m+ p1)× (m+ p1) self-adjoint rational matrix function
=
[
11 12
∗12 I
]
:=
[
T ∗T − Im T ∗1
T1 Ip1
]
=
[
T1 Ip1
T2 O
]∗ [
T1 Ip1
T2 O
]
−
[
I O
O O
]
. (14)
Thus, the four-block AAK problem has a solution S ∈ RH∞+,p1×m1,r if and only if
the signature inequality (13) holds for S = [S O].
We solve this signature inequality in two steps. First, we assume that the spectral
density  has a particular J-spectral factorization and show in the following section
that the J-spectral factor acts as a generator of all solutions to (13). Further, we
state and prove a generalized signature theorem which gives conditions under which
 admits a J-spectral factorization and the class of all solutions to the signature
inequality expressed in state-space terms.
4. A characterization of solutions to the signature inequality
In this section we give sufficient solvability conditions and characterize the class
of solutions to the signature inequality (13). Actually, we solve the signature inequal-
ity in a slightly more general context when  is a spectral density function which
has a J-spectral factorization with a certain prescribed structure.
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Theorem 4.1. Let
 :=
[
11 12
∗12 22
]
= ∗ (15)
be a (m+ p1)× (m+ p1) rational matrix with 22 > 0 on D. Assume that 
admits a J-spectral factorization
 = G∗JG, (16)
where
J := diag(−Im, Ip1) = diag(−Im1 ,−Im2 , Ip1), (17)
the spectral factor has the particular structure
G =
[
G1 G2
-
-
-
-
-
-
-
-
-
---------
G3 G4
]
=
G11 O G13
-
-
-
-
-
-
-
-
-
-
-
-
G21 G22 G23
------------------
G31 O G33
 , (18)
and G is a unit in RH∞+,(m+p1)×(m+p1). Then we have:
(1) G4 (= G33) is a unit in RL∞p1×p1 .
(2) Let r0 := P+(G−14 ). The class S ∈ RH∞+,p1×m,r0 (S = [S Op1×m2 ], S ∈
RH∞+,p1×m1,r0), which satisfy the signature inequality
[I S∗]
[
I
S
]
< 0 on D (19)
is given by
S := S2S−11 ,
[
S1
S2
]
= G−1
[
Im
θ
]
, θ = [θ O], (20)
where θ is an arbitrary element of RH∞+,p1×m1 with ‖θ‖∞ < 1.
The proof of this theorem is lengthy and therefore we shall state the main steps
of the proof as auxiliary lemmas, one of which will serve also for the proof of the
Generalized Signature Theorem given in the following section.
Lemma 4.2. Let  be an (m+ p1)× (m+ p1) self-adjoint rational matrix func-
tion partitioned as in (15). Suppose that  admits a J-spectral factorization (16),
where
G =
[
G1 G2
-
-
-
-
-
-
-
-
-
---------
G3 G4
]
is a unit in RH∞+,(m+p1)×(m+p1) and is partitioned conformably to the signature
matrix J := diag(−Im, Ip1).
(1) The following two statements are equivalent:
(a) 22 > 0 on D,
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(b) G4 is a unit in RL∞p1×p1 and
‖G2G−14 ‖∞ < 1. (21)
(2) Assume that G4 is a unit in RL∞p1×p1 and let
G×1 := G1 −G2G−14 G3. (22)
Then G−14 , G
−1
4 G3, G2G
−1
4 , G
×
1 share the same antistable poles.
Proof. (1) From (16) it follows:
22 = −G∗2G2 +G∗4G4. (23)
“(a) ⇒ (b)”: Using 1(a) in (23) we get G∗4G4 > 0 on D and since G4 ∈
RH∞+,p1×p1 we conclude that G4 is a unit in RL
∞
p1×p1 . Furthermore, (23) yields
(G2G
−1
4 )
∗(G2G−14 ) = I −G−∗4 22G−14 (24)
and (21) follows.
“(b) ⇒ (a)”: If G4 is a unit in RL∞, we arrive again at (24) from which 1(a)
follows with the help of (21).
(2) Since G4 is a unit in RL∞ and G is a unit in RH∞+ , it follows that G×1 is
invertible as a rational matrix function. The standard inversion formula then gives
G−1 =
[
(G×1 )−1 −(G×1 )−1G2G−14
−G−14 G3(G×1 )−1 G−14 +G−14 G3(G×1 )−1G2G−14
]
=:
[
G1 G2
G3 G4
]
. (25)
As G−1 ∈ RH∞+ , it follows from the (1, 2) entry that (G×1 , G2G−14 ) and from the
(2, 1) entry that (G−14 G3, G×1 ) share the same antistable poles.
It only remains to show that the pair (G×1 , G−14 ) share the same antistable poles.
Indeed, since
G4 = G−14 +G2G×1 G3 ∈ RH∞+ ,
it follows that the antistable poles of G−14 are among the antistable poles of G
×
1 and
from (22) we have that the antistable poles of G×1 are among the antistable poles of
G4, from where the conclusion. 
Lemma 4.3. Under the hypotheses and notation of Lemma 4.2, assume additionally
22 > 0 on D, and let r0 := P+(G−14 ). Then we have:
(1) There exists S ∈ RH∞+,p1×m,r satisfying the signature inequality
[Im S∗]
[
Im
S
]
< 0 on D (26)
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if and only if
r  r0. (27)
(2) The class of all solutions S ∈ RH∞+,p1×m,r satisfying (26) with r = r0 is given
by
S = S2S−11 ,
[
S1
S2
]
= G−1
[
Im1
θ
]
, (28)
where θ is a free parameter in RH∞+,p1×m with ‖θ‖∞ < 1.
Proof. Since 22 > 0 on D, we are in the position of point 1 of Lemma 4.2 and
we can use the conclusions obtained alongside its proof.
(1) “Only if”: We prove that any S ∈ RH∞+,r which satisfies the signature inequal-
ity (26) satisfies also inequality (27). Define[
θ1
θ2
]
:= G
[
I
S
]
∈ RL∞(m+p1)×m. (29)
Using this definition together with (16) and (26) we get successively
−θ∗1θ1 + θ∗2θ2 = [θ∗1 θ∗2]J
[
θ1
θ2
]
= [I S∗]
[
I
S
]
< 0 on D,
which in conjunction with (29) shows that θ1 is a unit in RL∞m×m and
‖θ‖∞ < 1, (30)
where
θ := θ2θ−11 ∈ RL∞p1×m. (31)
Writing (29) componentwise yields
θ1 = G1 +G2S, (32)
θ2 = G3 +G4S, (33)
and since G4 is a unit in RL∞p1×p1 we can eliminate S to get
θ1 −G2G−14 θ2 = G×1 . (34)
Taking into account that G×1 and θ1 are units in RL
∞
m×m, we get further
θ
−1
1 = (G×1 )−1(I −G2G−14 θ). (35)
Since ‖G2G−14 θ‖∞ < 1, as follows from (30) and (21), we can invoke Corollary A.3
and point (2) of Lemma 4.2 to get successively from (35):
P+(θ
−1
1 )− P+(θ1)=P+((G×1 )−1)− P+(G×1 )
=−P+(G×1 ) = −P+(G−14 ) = −r0.
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Further we have
P+(θ
−1
1 ) = P+(θ1)− r0. (36)
On the other hand, (32) shows that
P+(θ1)  P+(S)  r. (37)
Using this in (36) yields
P+(θ
−1
1 )  P+(S)− r0  r − r0, (38)
or r − r0  0, which is equivalent to (27).
“If”: Let r  r0 be fixed and define
S := −G−14 G3 ∈ RL∞p1×m. (39)
According to point (2) of Lemma 4.2 we have
P+(S) = P+(G−14 G3) = P+(G−14 ) = r0. (40)
Hence S ∈ RH∞+,p1×m,r0 , and also S ∈ RH∞+,p1×m,r because we chose r  r0. From(39) we get further
G
[
Im
S
]
=
[
G1 G2
G3 G4
] [
Im
−G−14 G3
]
=
[
G×1
O
]
. (41)
Using this in conjunction with (16) yields
[Im S∗]
[
Im
S
]
= −(G×1 )∗G×1 < 0 on D,
because (G×1 )−1 ∈ RH∞+,m×m as follows from (25). Therefore, the signature inequal-
ity (26) is fulfilled for S ∈ RH∞+,p1×m,r defined through (39).
(2) We show first that if S ∈ RH∞+,p1×m,r0 is a solution to (26), then it is given by
(28). Let θ1 and θ2 be defined by (32) and (33), respectively. Notice that
P+(S) = r0 (42)
as follows from point (1) of Lemma 4.3. Hence we get from (38)
P+(θ
−1
1 ) = 0, (43)
and further with (36)
P+(θ1) = r0 = P+(S). (44)
Thus (43) shows that
θ
−1
1 ∈ RH∞+,m×m. (45)
Now we shall show that θ := θ2θ−11 belongs to RH∞+,p1×m. Let
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S = NsM−1s (46)
be a right coprime factorization over RH∞+ . Then (32) and (33) yield
θ1 = (G1Ms +G2Ns)M−1s ,
θ2 = (G3Ms +G4Ns)M−1s ,
(47)
from which
θ = θ2θ−11 = (G3Ms +G4Ns)(G1Ms +G2Ns)−1. (48)
To show that θ ∈ RH∞+,m×m is sufficient to prove that (G1Ms +G2Ns)−1
∈ RH∞+,m×m. Indeed, (44) shows that (G1Ms +G2Ns) and Ms are coprime over
RH∞+ , and from (43) we conclude that (G1Ms +G2Ns)−1 ∈ RH∞+ and therefore
θ ∈ RH∞+ as well.
To complete the proof we still have to show that (28) yields a class of solutions
S ∈ RH∞+,p1×m,r0 to (26). We show first that S ∈ RH∞+,m2×m1,r0 . Using (25) in (28)
we obtain
S1 = (G×1 )−1(I −G2G−14 θ) = (G×1 )−1 − (G×1 )−1G2G−14 θ. (49)
But (G×1 )−1 and (G
×
1 )
−1G2G−14 are both in RH
∞+ as follows from (25). Hence S1 ∈
RH∞+ . Since ‖θ‖∞ < 1 and (21) holds we have ‖G2G−14 θ‖∞ < 1, and with (49)
we get
S
−1
1 = (I −G2G−14 θ)−1G×1 .
From this, by invoking Theorem A.2 in Appendix and point (2) of Lemma 4.2 we
get successively
P+(S
−1
1 )− P+(S1) = P+(S−11 ) = P+(G×1 )− P+((G×1 )−1) = P+(G−14 ).
Therefore
P+(S
−1
1 ) = r0, (50)
and from (28) we have
S = (G3 +G4θ)S−11 . (51)
From these two relations we get
P+(S)  P+(S
−1
1 ) = r0 (52)
and S ∈ RH∞+,m2×m1,r0 . We finally show that S satisfies the signature inequality (26).
Indeed, since ‖θ‖∞ < 1 and S1 is a unit in RL∞, one gets
[I S∗]
[
I
S
]
=S−∗1
[
S
∗
1 S
∗
2
]
G∗JG
[
S1
S2
]
S
−1
1
=S−∗1 (−I + θ∗θ)S−11 on D (53)
which ends the proof. 
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Remark 4.4. From the above lemma we see that for any solution S ∈ RH∞+,p1×m,r0
to the signature inequality (26) we actually have P+(S) = r0, i.e., the number of
antistable poles of S is exactly r0.
Proof of Theorem 4.1. (1) Since22 > 0 on D it follows from point (1) of Lemma
4.2 that G4 is a unit in RL∞.
(2) The proof is essentially based on Lemma 4.3 combined with a careful exploit-
ation of the particular form of the spectral factor which leads to the zero pattern of
the solution S = [S O]. Indeed,[
S1
------
S2
]
=
G11 +G13θ OG21 +G23θ G22
--------------------
G31 +G33θ O
 ,
where
G := G−1 =
G11 O G13G21 G22 G23
G31 O G33
 (54)
has the same zero pattern as G. Consequently,
S = S2S−11 = [(G31 +G33θ)(G11 +G13θ)−1 O] =: [S O].
Conversely, we now show that any S = [S O] that satisfies the signature condition
(19) can be written, for an appropriate θ , in the form (20). Indeed, we define[
θ1
θ2
]
:= G
[
I
S
]
and by substituting (18) and S = [S O] we get
θ := θ2θ−11 = [(G31 +G33S)(G11 +G13S)−1 O] = [θ O]
has the desired zero pattern.
The rest of the proof is a direct consequence of point (2) of Lemma 4.3. 
The next corollary gives equivalent parameterizations of the class of solutions to
the signature condition (19).
Corollary 4.5. Under the assumptions and notation of Theorem 4.1, the class of
S ∈ RH∞+,p1×m1,r0 for which S = [S Op1×m2 ] satisfies (19) is given by one of thefollowing equivalent forms in which θ is an arbitrary element of RH∞+,p1×m1 with‖θ‖∞ < 1:
(1)
S = (G31 +G33θ)(G11 +G13θ)−1,
V. Ionescu, C. Oaraˇ / Linear Algebra and its Applications 328 (2001) 95–119 107
where Gij (i, j = 1, 2, 3) are the entries of G := G−1 depicted in (54).
(2)
S = −(G33 + θG13)−1(G31 + θG11).
(3)
S = LFT(H, θ) := H11 +H12θ(I −H22θ)−1H21,
where the coefficients Hij of the linear fractional transformation (LFT) are given by
H11 := −G−133 G31, H12 := G−133 , H21 := G11 −G13G−133 G31, H22 := G13G−133 .
Proof. Point (1) is exactly (20), while points (2) and (3) follow by simple algebraic
manipulations. 
5. The generalized signature theorem
In this section we extend the Signature Theorem 4.12.9 in [21] (see also [24])
to include the case in which the discrete-time Riccati equation may have a sign
indefinite stabilizing solution. This result will be central in the next section in which
we give the solution to the four-block AAK problem.
We recall briefly several notions of the generalized Riccati theory developed in
[21]. A triplet of matrices  = (A,B;P), where A ∈ Rn×n, B ∈ Rn×m and
P =
[
Q L
LT R
]
= P T ∈ R(n+m)×(n+m),
is called a Popov triplet. More often, we will use the explicit representation  =
(A,B;Q,L,R). A Popov triplet = (A,B;Q,L,R) can be viewed as a collection
of the matrix coefficients of several associated mathematical objects:
(1) The discrete-time algebraic Riccati equation (denoted DTARE()) given by
ATXA−X + (L+ ATXB)(R + BTXB)−1(BTXA+ LT)+Q = 0.
Recall that any symmetric solution X to the DTARE is called stabilizing if the matrix
A+ BF is stable for the stabilizing feedback matrix
F := −(R + BTXB)−1(BTXA+ LT).
(2) The Kalman–Szegö–Popov–Yakubovich system in J-form (denoted KSPYS
(, J )) given by
R + BTXB = V TJV,
L+ ATXB = WTJV, (55)
Q+ ATXA−X = WTJW,
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where J is an m×m nonsingular sign matrix. Recall that a triplet of matrices (X =
XT, V ,W) satisfying (56) is called a stabilizing solution if R + BTXB is invertible
and A+ BF is stable, for the stabilizing feedback matrix F := −V−1W .
Remark 5.1. Notice that the KSPYS(, J ) has a stabilizing solution (X = XT,
V ,W) if and only if the DTARE() has a stabilizing solution X and sgn(R + BTXB)
= J .
(3) The Popov function (denoted(z)) given by
(z) := [BT(z−1I − AT)−1 I ]
[
Q L
LT R
] [
(zI − A)−1B
I
]
. (56)
Notice that  is a self-adjoint rational matrix function.
With these notions, we are ready to state and prove a generalization of the Signa-
ture Theorem. Consider the Popov triplet  = (A,B;Q,L,R) with B,L,R parti-
tioned as
B = [B1 B2], L = [L1 L2], R =
[
R11 R12
RT12 R22
]
(57)
(Bi ∈ Rn×mi , Li ∈ Rn×mi , Ri,j ∈ Rmi×mj ; i = 1, 2, j = 1, 2;m = m1 +m2). Let
the Popov function be partitioned in accordance with R in (57), i.e.,
 =
[
11 12
∗12 22
]
. (58)
Introduce also the sign matrix
J :=
[−Im1
Im2
]
(59)
and the Popov triplet2 = (A,B2;Q,L2, R22). It is easy to see that the Popov func-
tion associated with the Popov triplet 2 satisfies2 = 22. We have the following
main result.
Theorem 5.2 (Generalized Signature Theorem). Let = (A,B;Q,L,R) be a Popov
triplet with A ∈ Rn×n stable and its entries partitioned as in (57). Assume 22 > 0
on D, let r be any integer with 0  r  n and J be given by (59). Then we have:
I. The KSPYS(2, Im2) has a stabilizing solution (X2, V2,W2) and the following
two assertions are equivalent:
(1) The causal Toeplitz operator T is boundedly invertible and there exists S ∈
RH∞+,m2×m1,r , which satisfies the signature inequality
[I S∗]
[
I
S
]
< 0 on D. (60)
(2) The KSPYS(, J ) has a stabilizing solution
(X, V,W) =
(
X,
[
V11 V12
V21 V22
]
,
[
W1
W2
])
, (61)
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with
r0 := νc(X −X2)  r, (62)
and where the partitions of V and W are conformably to J in (59).
II. If assertion (1) or (2) in part I holds, then has a J-spectral factorization
 = G∗JG, (63)
where the spectral factor
G =
[
G1 G2
G3 G4
]
=
[
A B
W V
]
=
 A B1 B2W1 V11 V12
W2 V21 V22
 (64)
is a unit in RH∞+ , G4 is a unit in RL∞, G4 ∈ RH∞+,m2×m2 , and P+(G−14 ) = r0.
The class of all S ∈ RH∞+,m2×m1,r0 for which (60) holds is given by
S = S2S−11 ,
[
S1
S2
]
= G−1
[
I
θ
]
, (65)
where θ is a free parameter in RH∞+,m2×m1 with ‖θ‖∞ < 1.
Proof. I. Since 22 = 2 the existence of the stabilizing solution to the KSPYS
(2, Im2 ) follows from Corollary 4.12.6 in [21].
“(1) ⇒ (2)”: Since the Toeplitz operator T has a bounded inverse, it follows
from Theorem 4.7.1 in [21] that the DTARE() has a stabilizing solution X and from
Proposition 3.6.17 in [21] that the spectral factorization identity
 = S∗F (R + BTXB)SF (66)
holds. Here
SF :=
[
A B
−F I
]
(67)
is the spectral factor and F := −(R + BTXB)−1(BTXA+ LT) is the stabilizing
Riccati feedback.
We show now
sgn(R + BTXB) = J, (68)
from which, in view of the relationship between the stabilizing solution to the
DTARE() and the KSPYS(, J ) (see Remark 5.1) it will follow that the KSPYS
(, J ) has a stabilizing solution (X, V,W). Let
 =
[
11 12
∗12 22
]
:=
[
Im1 S
∗
O Im2
] [
11 12
∗12 22
] [
Im1 O
S Im1
]
. (69)
A straightforward computation shows that
22 = 22 (70)
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and
×11 = ×11, (71)
where ×11 and 
×
11 are the Schur complements of the (1, 1) elements in  and ,
respectively.
However,
×11 :=11 − 12−122 ∗12
= [Im1 S∗]
[
Im1
S
]
− 12−122 ∗12 < 0 on D, (72)
as follows from (60) combined with (70) and the assumption22 > 0 on D. Using
(72) in (71) we get×11 < 0 on D which together with 22 > 0 on D shows that
sgn()|D = J. (73)
Combining (66) and (73) we conclude that (68) holds and therefore the KSPYS(, J )
given explicitly by
R + BTXB = V TJV,
L+ ATXB = WTJV,
Q+ ATXA−X = WTJW,
(74)
has a stabilizing solution (61).
We conclude the proof of the implication “(1) ⇒ (2)” by showing that (62) holds
as well. Let F2 := −(R22 + BT2 X2B2)−1(BT2 X2A+ L2) be the stabilizing feedback
corresponding to X2. Define the Popov triplet ˜ = (A˜, B; Q˜, L˜, R˜) with the entries
given explicitly by
A˜ = A+ B2F2,
Q˜ = Q+ L2F2 + FT2 LT2 + FT2 R22F2 + A˜TX2A˜−X2 = 0,
L˜ = L+ A˜TX2B = [L1 + A˜TX2B1 L2 + A˜TX2B2] = [L˜1 0],
R˜ = R + BTX2B =
[
R˜11 R˜12
R˜T12 R˜22
]
,
where
R˜22 = R22 + BT2 X2B2 > 0, (75)
and we have used that F2 is the stabilizing feedback and X2 the stabilizing solution
to the KSPYS(2, Im2 ). Then the KSPYS(˜, J ) given explicitly by
R˜ + BTX˜B = V TJV,
L˜+ A˜TX˜B = W˜TJV,
A˜TX˜A− X˜ = W˜TJ W˜,
(76)
has a stabilizing solution (X˜, V , W˜ ), where
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X˜ = X − X2, W˜ = W + VF2 =
[
W1 + V12F2
W2 + V22F2
]
=
[
W˜1
W˜2
]
. (77)
Writing componentwise (76) we obtain the following equations:
R˜22 + BT2 X˜B2 = −V T12V12 + V T22V22,
A˜TX˜B2 = −W˜T1 V12 + W˜T2 V22, (78)
A˜TX˜A˜− X˜ = −W˜T1 W˜1 + W˜T2 W˜2.
Let
A˜R :=
[
A˜ B2
W˜2 V22
]
, E˜R :=
[
In O
O Om2
]
,
X˜R :=
[
X˜ O
O −Im2
]
, C˜R :=
[
W˜1 V12
O R˜
1/2
22
]
. (79)
Notice from (75) that C˜R is well defined. With (79), (78) can be brought into the
condensed form
A˜TRX˜RA˜R − E˜RX˜RE˜R + C˜TRC˜R = 0. (80)
From (79) it is easy to check that the pair (C˜R, zE˜R − A˜R) is detectable and ac-
cording to Theorem A.1 in Appendix A we conclude from (80) that zE˜R − A˜R is
dichotomic (hence it is regular) and
νc(X˜R) = πd(E˜R, A˜R). (81)
Since νc(X˜R) = m2 + νc(X˜) as easily can be seen from (79), (81) yields
νc(X˜) = νc(X −X2) = πd(E˜R, A˜R)−m2. (82)
It can be easily checked that the pencil zE˜R − A˜R is strictly equivalent to the pencil
zER − AR, where
AR =
[
A B2
W2 V22
]
, ER =
[
In O
O Om2
]
.
Hence (82) implies further
νc(X −X2) = πd(ER,AR)−m2. (83)
But (64) shows that zER − AR is the transmission pencil of G4. As G4 is a unit in
RL∞m2×m2 (because zER − AR is dichotomic) and A is stable, (83) becomes
r0 := νc(X −X2) = P+(G−14 ). (84)
Finally, (62) follows from (84) by simply invoking the “only if” part of Lemma 4.3.
We prove now “(2) ⇒ (1)”. Since the KSPYS(, J ) has a stabilizing solution
(61) it follows automatically that X is the stabilizing solution to the DTARE() (see
Remark 5.1). Hence, Theorem 4.7.1 in [21] shows that the Toeplitz operator T has
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a bounded inverse and from Proposition 3.6.17 in [21] that the spectral factorization
identity (66) holds with SF given by (67). From (67) and the first equation of the
KSPYS(, J ) in (74) it follows that  has a J-spectral factorization (63) with
the spectral factor given explicitly in (64) being a unit in RH∞+ . Of course also
G4 ∈ RH∞+ . Since 22 > 0 on D we have from Lemma 4.2 that G4 is a unit in
RL∞. Further, because the KSPYS(, J ) has a stabilizing solution we can repeat the
reasoning in the proof of implication “(1)⇒ (2)” of this theorem to arrive at (84). We
can now apply point (1) of Lemma 4.3, and since r  r0 = P+(G−14 ) = νc(X −X2)
there exists an S ∈ RH∞+,r satisfying the signature inequality (60).
II. The KSPYS(, J ) has a stabilizing solution (61), and we have just proved
above alongside the proof of implication “(2) ⇒ (1)” that  has a J-spectral
factorization with the spectral factor satisfying all the required properties. Finally,
the characterization of the class of all solutions follows directly from point (2) of
Lemma 4.3. 
6. Main result
We now return to our main problem and give solvability conditions and a con-
struction of the class of solutions for the suboptimal four-block AAK problem for-
mulated for the state-space system given in (8). In Section 3 we have seen that
the AAK problem is equivalent to the signature condition (13) for the self-adjoint
rational matrix  in (14). A direct check shows that (z) = (1/z), where  is
the Popov function associated with the Popov triplet
 = (A,B;Q,L,R)
:=
(
A, [B O];CTC, [CTD CT1 ],
[
DTD − I DT1
D1 I
])
, (85)
whereD := [D11 D12]. We solve the signature condition (13) by employing the gen-
eral result of Theorem 5.2. To apply this theorem, we must switch to a Popov function
in the variable z (rather than 1/z). To this end we need the following lemma that
expresses the contractiveness property of a system given by an anticausal realization.
Lemma 6.1. Let T be as in (8). Define the Popov triplets
1 = (A,B2;CTC,CTD2,DT2D2 − I), D2 :=
[
D12
D22
]
, (86)
and
2 = (AT, CT2 ;BBT, BDT2 ,D2DT2 − I), D2 := [D21 D22]. (87)
I. The following assertions are equivalent:
(1) We have∥∥∥∥[T12T22
]∥∥∥∥∞ < 1.
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(2) The KSPYS(1,−I) given by
D
T
2D2 − I + BT2 XB2 = −V TV,
CTD2 + ATXB2 = −WTV,
CTC + ATXA− X = −WTW,
(88)
has a stabilizing solution (X1, V1,W1), and X1  0.
II. The following assertions are equivalent:
(1) ‖[T21 T22]‖∞ < 1.
(2) The KSPYS(2,−I) given by
D2DT2 − I + C2XCT2 = −V TV,
BDT2 + AXCT2 = −WTV,
BBT + AXAT − X = −WTW,
(89)
has a stabilizing solution (X2, V2,W2), and X2  0.
Proof. This is exactly Lemma 8.5.1 in [21]. 
Clearly,∥∥∥∥[T12T22
]∥∥∥∥∞ < 1
is a necessary condition for the solvability of the four-block AAK problem and,
according to Lemma 6.1, also the existence of a stabilizing solution (X1, V1,W1) to
the KSPYS(1,−I ). Similarly for the KSPYS(2,−I ). We will derive further other
necessary solvability conditions.
Using X1 and the corresponding stabilizing feedback
F1 := −(DT2D2 + BT2 X1B2 − I)−1(BT2 X1A+DT2C),
we define the Popov triplet ˜ := (A˜, B˜; Q˜, L˜, R˜) with the coefficients given by the
following formulas:
A˜ := (A+ B2F1)T,
B˜ := [B˜1 O B˜3]
= [(CT2 + F1DT22)D21 + A˜X1B1 O CT1 + FT1 DT12] ,
Q˜ := 0,
L˜ := [B1 B2 O],
R˜ =

DT21D21 − I + BT1 X1B1 DT21D22 + BT1 X1B2 O
DT22D21 + BT2 X1B1 D
T
2D2 − I + BT2 X1B2 DT12
O D12 I
 .
(90)
Associate with ˜ the Popov function ˜. It is a remarkable fact that the signature
inequality written for˜(z) is solvable if and only if the signature inequality written
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for (z) = (1/z) is solvable and, as we have seen in Section 3, the signature
inequality written for (z) gives the solutions to the discrete-time four-block AAK
problem. Moreover, both signature inequalities and the AAK problem share the same
set of solutions. Indeed, a little computation shows that
 = S˜∗F˜S˜F , (91)
where
S˜F :=

A B1 B2 O
O I O O
−F1 O I O
O O O I
 .
From (91) and the properties of S˜F we conclude that
[I S∗]
[
I
S
]
< 0 on D (92)
if and only if
[I S∗]˜
[
I
S
]
< 0 on D. (93)
Before stating our main result we still need the following lemma relating the sta-
bilizing solutions to the DTAREs associated with the Popov triplets 1, 2 and
˜.
Lemma 6.2. Assume that DTARE(1) and DTARE(2) have the stabilizing solu-
tions X1 and X2, respectively. Then the DTARE(˜, J ) has a stabilizing solution X˜ if
the matrix
I −X1X2 (94)
is nonsingular. In this case we have
X˜ = X2(I −X1X2)−1. (95)
Proof. The proof follows by routine algebraic manipulations in matrix pencils (see
for example Chapter 10 in [21]). 
We get the following main result giving solvability conditions for the discrete-
time four-block AAK problem together with a characterization of the class of solu-
tions in the suboptimal case. The theorem below can be seen as a state-space version
of the general result given in [3] (see Theorem 3.5), where a Grassmanian approach
is used to give solvability conditions in terms of infinite Hankel operators.
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Theorem 6.3. Let T be given by (8) and 1, 2 the Popov triplets defined in (86)
and (87), respectively. Assume∥∥∥∥[T12T22
]∥∥∥∥∞ < 1, ‖[T21 T22]‖∞ < 1,
and I −X1X2 nonsingular, where (X1, V1,W1) and (X2, V2,W2) are the stabiliz-
ing solutions to the KSPYS(1,−I) and KSPYS(2,−I), respectively. Let k be the
integer for which λk+1(X1X2) < 1 < λk(X1X2), where by definition λ0 := ∞ and
λn+1 := 0. Then we have:
I. The Popov triplet ˜ in (90) is well defined, the KSPYS(˜, J ) has a stabilizing
solution (X˜, V˜ , W˜ ), with V˜ of the following form:
V˜ :=
V11 O V13V21 V22 V23
V31 O V33
 , (96)
νc(X˜) = k, and the Popov function˜ has a J-spectral factorization
˜ = G∗JG, (97)
where the J-spectral factor G satisfies all the conditions in Theorem 4.1 and is given
explicitly by
G =
[
A˜ B˜
W˜ V˜
]
. (98)
II. The discrete-time four-block AAK problem has a solution S ∈ RH∞+,p1×m1,r if
and only if k  r . The class of all solutions S ∈ RH∞+,p1×m1,k is given by any of the
equivalent expressions (1)–(3) in Corollary 4.5, where the intervening coefficients
are given by the explicit state-space formulas (98) partitioned conformable.
Proof. I. Clearly ˜ is well defined since the KSPYS(1,−I ) has a stabilizing solu-
tionX1. Since I −X1X2 is assumed nonsingular, it follows from Lemma 6.2 that the
DTARE(˜) has a stabilizing solution X˜ and also νc(X˜) = k. Then the spectral fac-
torization identity for ˜ holds and therefore with (91) we get sgn(R˜ + B˜TX˜B˜) =
sgn(˜)|D = sgn()|D = J . This shows that the KSPYS(˜, J ) has a stabilizing
solution (X˜, V˜ , W˜ ) and also (97). The required zero pattern (96) for V˜ follows from
Lemma A.4 in Appendix A applied to R˜ + B˜TX˜B˜. The rest of the proof is a direct
consequence of the Generalized Signature Theorem 5.2 and Theorem 4.1 applied to
˜ and ˜. 
Appendix A
Theorem A.1. Let A ∈ Rn×n, E ∈ Rn×n, C ∈ Rp×n and assume (C, zE − A) is
detectable. Let X = XT be a solution to the equation
ATXA− ETXE + CTC = 0. (A.1)
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Then the pencil zE − A is dichotomic and νc(X) = πd(E,A).
Proof. Assume by contrary that zE − A is not dichotomic. Then there exist z0 ∈ C
with |z0| = 1, and x0 ∈ Cn, x0 /= 0, such that Ax0 = λ0Ex0. Pre- and post-
multiplying both sides of (A.1) by xH0 and x0, respectively, we get ‖Cx0‖2 = 0.
Hence Cx0 = 0. Therefore[
z0E − A
C
]
x0 = 0, |z0| = 1, x0 
= 0,
which contradicts the detectability assumption. Therefore zE − A is dichotomic and
there exist two nonsingular matrices Q and Z such that
Q(zE − A)Z =
[
zIr − A1 O
O zA2 − In−r
]
, (A.2)
where both A1 and A2 are stable. Let also
[C1 C2] := CZ,
[
X11 X12
XT12 X22
]
:= Q−T XQ−1, (A.3)
partitioned conformably to the right-hand side of (A.2). With (A.2) and (A.3) in (A.1)
we have[
AT1 O
O In−r
][
X11 X12
XT12 X22
][
A1 O
O In−r
]
−
[
Ir O
O AT2
][
X11 X12
XT12 X22
][
Ir O
O A2
]
+
[
CT1
CT2
] [
C1 C2
] = 0 (A.4)
from which we extract the equations
AT1X11A1 − X11 + CT1C1 = 0 (A.5)
and
X22 − AT2X22A2 + CT2C2 = 0. (A.6)
Since the pair (C, zE − A) is detectable, it follows from (A.2) and (A.3) that
(C1, zI − A1) is detectable, and the pair (C2, zI − A2) is observable. Invoking The-
orems 1.5.5 and 1.5.6 in [21] we conclude from (A.5) that X11  0 and X22 < 0.
Therefore
X×11 := X11 −X12X−122 XT12  0
from where it follows that νc(X) equals the dimension of X22 which in turn equals
πd(E,A). 
Theorem A.2 (Generalized Small Gain Theorem). Let G be an m×m rational
matrix and assume G has no poles on the unit circle and ‖G‖∞ < 1. Then
P+((I −G)−1) = P+(G). (A.7)
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Proof. The theorem follows directly from the variation of argument formula for
rational matrix functions (see for example [26]). 
From this theorem we have the following corollary.
Corollary A.3. Let N be a unit in RL∞m×m and Q ∈ RL∞m×m with ‖Q‖ < 1. Denote
M := N(I −Q). Then we have
P+(M−1)− P+(M) = P+(N−1)− P+(N).
Lemma A.4. Consider the symmetric matrix R ∈ Rn×n, partitioned as
R =
R11 R12 R13RT12 R22 R23
RT13 R
T
23 R33
 , (A.8)
where Rij ∈ Rni×nj (i, j = 1, 2, 3), n1 + n2 + n3 = n. Assume that:
(i) R22 < 0.
(ii) sgn(R) = J, where J = diag(−In1 ,−In2 , In3).
Then there exists a J-factorization of R in the form
R = V TJV, (A.9)
where the factor V ∈ Rn×n has the zero pattern
V =
V11 O V13V21 V22 V23
V31 O V33
 (A.10)
and Vij ∈ Rni×nj (i, j = 1, 2, 3).
Proof. Let
R×22 :=
[
R11 R13
RT13 R33
]
−
[
R12
RT23
]
R−122 [RT12 R23]. (A.11)
Since R22 < 0 and sgnR = J , we must have
sgn(R×22) = diag(−In1 , In3 ) =: J ′. (A.12)
Writing explicitly (A.9) with (A.10) we obtain successively from the (2, 2), (2, 1)
and (2, 3) entries
V22 =
√−R22, V21 = −V−T22 RT12, V23 = −V−T22 R23. (A.13)
It only remained to determine the matrices V11, V13, V31, and V33. Writing explicitly
the (1, 1), (1, 3), (3, 1) and (3, 3) entries in (A.9), we get with (A.13)[
V11 V13
V31 V33
]T
J ′
[
V11 V13
V31 V33
]
= R×22. (A.14)
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But from (A.12) it follows that there exist a matrix[
V11 V13
V31 V33
]
such that (A.14) holds, which ends the construction of V. 
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