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Abstract
We prove the following quantitative hardness results for the Shortest Vector Problem in the
`p norm (SVPp), where n is the rank of the input lattice.
1. For “almost all” p > p0 ≈ 2.1397, there no 2n/Cp -time algorithm for SVPp for some explicit
constant Cp > 0 unless the (randomized) Strong Exponential Time Hypothesis (SETH) is
false.
2. For any p > 2, there is no 2o(n)-time algorithm for SVPp unless the (randomized) Gap-
Exponential Time Hypothesis (Gap-ETH) is false. Furthermore, for each p > 2, there
exists a constant γp > 1 such that the same result holds even for γp-approximate SVPp.
3. There is no 2o(n)-time algorithm for SVPp for any 1 ≤ p ≤ 2 unless either (1) (non-uniform)
Gap-ETH is false; or (2) there is no family of lattices with exponential kissing number in
the `2 norm. Furthermore, for each 1 ≤ p ≤ 2, there exists a constant γp > 1 such that
the same result holds even for γp-approximate SVPp.
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1 Introduction
A lattice L is the set of all integer combinations of linearly independent basis vectors b1, . . . , bn ∈ Rd,
L = L(b1, . . . , bn) :=
{ n∑
i=1
zibi : zi ∈ Z
}
.
We call n the rank of the lattice L and d the dimension or the ambient dimension of the lattice L.
The Shortest Vector Problem (SVP) takes as input a basis for a lattice L ⊂ Rd and r > 0 and
asks us to decide whether the shortest non-zero vector in L has length at most r. Typically, we
define length in terms of the `p norm for some 1 ≤ p ≤ ∞, defined as
‖x‖p := (|x1|p + |x2|p + · · ·+ |xd|p)1/p
for finite p and
‖x‖∞ := max |xi| .
In particular, the `2 norm is the familiar Euclidean norm, and it is the most interesting case from
our perspective. We write SVPp for SVP in the `p norm (and just SVP when we do not wish to
specify a norm).
Starting with the breakthrough work of Lenstra, Lenstra, and Lova´sz in 1982 [LLL82], algo-
rithms for solving SVP in both its exact and approximate forms have found innumerable appli-
cations, including factoring polynomials over the rationals [LLL82], integer programming [Len83,
Kan87, DPV11], cryptanalysis [Sha84, Odl90, JS98, NS01], etc. More recently, many cryptographic
primitives have been constructed whose security is based on the (worst-case) hardness of SVP or
closely related lattice problems [Ajt04, Reg09, GPV08, Pei10, Pei16]. Such lattice-based crypto-
graphic constructions are likely to be used on massive scales (e.g., as part of the TLS protocol) in
the not-too-distant future [ADPS16, BCD+16, NIS16].
Most of the above applications rely on approximate variants of SVP with rather large approxi-
mation factors (e.g., the relevant approximation factors are polynomial in n for most cryptographic
constructions). However, the best known algorithms for the approximate variant of SVP use an
algorithm for exact SVP2 over lower-rank lattices as a subroutine [Sch87, GN08, MW16]. So, the
complexity of the exact problem is of particular interest. We briefly discuss some of what is known
below.
Algorithms for SVP. Most of the asymptotically fastest known algorithms for SVP are variants
of the celebrated randomized sieving algorithm due to Ajtai, Kumar, and Sivakumar [AKS01],
which solved SVPp in 2
O(d) time for p = 2 and p =∞. This was extended to all `p norms [BN09],
then to SVP in all norms [AJ08], and then even to “norms” whose unit balls are not necessarily
symmetric [DPV11]. These 2O(d)-time algorithms that work in all norms in particular imply 2O(n) ·
poly(d)-time algorithms for SVPp, by taking the ambient space to be the span of the lattice. We
are therefore primarily interested in the running time of these algorithms as a function of the rank
n. (Notice that, in the `2 norm, we can always assume that n = d.)
In the special case of p = 2, quite a bit of work has gone into improving the constant in the
exponent in these 2O(n)-time algorithms [NV08, PS09, MV10, LWXZ11]. The current fastest known
algorithm for SVP2 runs in 2
n+o(n) time [ADRS15, AS17]. But, this is unlikely to be the end of
the story. Indeed, there is also a 2n/2+o(n)-time algorithm that approximates SVP2 up to a small
1
constant factor,1 and there is some reason to believe that this algorithm can be modified to solve
the exact problem [ADRS15, AS17]. Further complicating the situation, there exist even faster
“heuristic algorithms,” whose correctness has not been proven but can be shown under certain
heuristic assumptions [NV08, WLTB11, Laa15]. The fastest such heuristic algorithm runs in time
(3/2)n/2+o(n) ≈ 20.29n [BDGL16].
Hardness of SVP. Van Emde Boaz first asked whether SVPp was NP-hard in 1981, and he
proved NP-hardness in the special case when p =∞ [van81]. Despite much work, his question went
unanswered until 1998, when Ajtai showed NP-hardness of SVPp for all p [Ajt98]. A series of works
by Cai and Nerurkar [CN98], Micciancio [Mic01], Khot [Kho05], and Haviv and Regev [HR12]
simplified the reduction and showed hardness of the approximate version of SVPp. We now know
that SVPp is NP-hard to approximate to within any constant factor and hard to approximate
to within approximation factors as large as nc/ log logn for some constant c > 0 under reasonable
complexity-theoretic assumptions.2
However, such hardness proofs tell us very little about the quantitative or fine-grained complex-
ity of SVPp. E.g., does the fastest possible algorithm for SVP2 still run in time at least, say, 2
n/5,
or is there an algorithm that runs in time 2n/20 or even 2
√
n? The above hardness results cannot
distinguish between these cases, but we certainly need to be confident in our answers to such ques-
tions if we plan to base the security of widespread cryptosystems on these answers. Indeed, most
proposed instantiations of lattice-based cryptosystems (i.e., proposed cryptosystems that specify a
key size) can essentially be broken by solving SVP2 with, say, n  600 or SVPp for any p with
n 1500. So, if we discovered an algorithm running in time, say, 2n/20-time for SVP2 or 2n/50 or
2n/ log
2 n for SVPp, then these schemes would be broken in practice. And, given the large number
of recent algorithmic advances, one might (reasonably?) worry that such algorithms will be found.
We would therefore very much like to rule out this possibility!
To rule out such algorithms, we typically rely on a fine-grained complexity-theoretic hypothesis—
such as the Strong Exponential Time Hypothesis (SETH, see Section 2.3) or the Exponential Time
Hypothesis (ETH). To that end, Bennett, Golovnev, and Stephens-Davidowitz recently showed
quantitative hardness results for the Closest Vector Problem in `p norms (CVPp) [BGS17], which is
a close relative of SVPp that is known to be at least as hard (so that this was a necessary first step
towards proving similar results for SVPp). In particular, assuming SETH, [BGS17] showed that
there is no 2(1−ε)n-time algorithm for CVPp or SVP∞ for any ε > 0 and “almost all” 1 ≤ p ≤ ∞
(not including p = 2). Under ETH, [BGS17] showed that there is no 2o(n)-time algorithm for CVPp
for any 1 ≤ p ≤ ∞. We prove similar results for SVPp for p > 2 (and a conditional result for
1 ≤ p ≤ 2 that holds if there exists a family of lattices satisfying certain geometric conditions).
1.1 Our results
We now present our results, which are also summarized in Table 1.
1Unlike all other algorithms mentioned here, this 2n/2+o(n)-time algorithm does not actually find a short vector;
it only outputs a length. In the exact case, these two problems are known to be equivalent under an efficient
rank-preserving reduction [MG02], but this is not known to be true in the approximate case.
2All of these reductions for finite p are randomized, as are ours. An unconditional deterministic reduction would
be a major breakthrough. See [Mic01, Mic12] for more discussion and even a conditional deterministic reduction that
relies on a certain number-theoretic assumption.
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Upper Bound Lower Bounds Notes
SETH Gap-ETH
Gap-ETH +
Kissing Number
p0 < p <∞ 2O(n) 2n/Cp 2Ω(n) 2Ω(n) See Fig. 1.
2 < p ≤ p0 2O(n) – 2Ω(n) 2Ω(n) p0 ≈ 2.1397
p = 2 2n (20.3n) – – 2Ω(n)
1 ≤ p < 2 2O(n) – – 2Ω(n)
p =∞ 2O(n) 2n 2Ω(n) 2Ω(n) [BGS17]
Table 1: Summary of known fine-grained upper and lower bounds for SVPp for various p under
various assumptions, with new results in blue. Lower bounds in bold also apply for some constant
approximation factor strictly greater than one. The one upper bound in parentheses is due to a
heuristic algorithm. The SETH-based lower bound only applies for “almost all” p > p0, in the
sense of Theorem 4.3. We have suppressed low-order terms for simplicity.
SETH-hardness. Our first main result essentially gives an explicit constant Cp > 1 for each
p > p0 ≈ 2.1397 such that, under (randomized) SETH, there is no algorithm for SVPp that runs in
time better than 2n/Cp . The constants p0 and Cp do not have a closed form, but they are easily com-
putable to high precision in practice. (E.g., p0 = 2.13972134795007 . . ., C3 = 3.01717780317660 . . .,
and C5 = 1.3018669052709 . . ..) We plot Cp over a wide range of p in Figure 1. Notice that Cp is
unbounded as p approaches p0, but it is a relatively small constant for, say, p & 3.
We present this result informally here, as the actual statement is rather technical. In particular,
because we use the theorem from [BGS17] that only applies to “almost all” p, our result also has
this property. See Theorem 4.3 for the formal statement.
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Figure 1: The value Cp for different values of p > p0. In particular, up to the minor technical
issues in Theorem 4.3, there is no 2n/Cp-time algorithm for SVPp unless SETH is false. The plot
on the left shows Cp over a wide range of p, while the plot on the right shows the behavior when p
is close to its minimal value p0 ≈ 2.13972.
Theorem 1.1 (Informal). For “almost all” p > p0 ≈ 2.1397 (including all odd integers p ≥ 3),
there is no 2n/Cp-time algorithm for SVPp unless (randomized) SETH is false, where Cp > 1 is as
in Figure 1. Furthermore, Cp → 1 as p→∞.
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To prove this theorem, we give a (randomized) reduction from the CVPp instances created by
the reduction of [BGS17] to SVPp that only increases the rank of the lattice by a constant factor.
As we describe in Section 1.3, our reduction is surprisingly simple. In particular, the key step in
Khot’s reduction [Kho05] uses a certain “gadget” consisting of a lattice L†, vector t†, and distance
r† > 0 to convert a provably hard CVPp instance into an SVPp instance. Our reduction is similar
to Khot’s reduction with the simple gadget given by L† := Zn† , t† := (1/2, . . . , 1/2) ∈ Rn† , and
r† := n1/p/2.
We note in passing that we actually do not need the full strength of SETH. We can instead
rely on the analogous assumption for Max-k-SAT, which is potentially weaker. (We inherit this
property directly from [BGS17]. See Section 4.)
Gap-ETH-hardness. Our second main result is the Gap-ETH-hardness of SVPp for all p > 2.
3
In fact, we prove this even for the problem of approximating SVPp up to some fixed constant
γp > 1 depending only on p (and the approximation factor implicit in the Gap-ETH assumption).
See Corollary 5.5.
Theorem 1.2 (Informal). For any p > 2, there is no 2o(n)-time algorithm for SVPp unless (ran-
domized) Gap-ETH is false. Furthermore, for each such p there is a constant γp > 1 such that the
same result holds even for γp-approximate SVPp.
Our reduction is again quite simple (though the proof of correctness is not). We follow Khot’s
reduction from approximate Exact Set Cover, and we again use the integer lattice as our gadget
(with a different target).4
We note in passing that for this result (as well as Theorem 1.3 and Corollary 1.4), we actually
rule out even 2o(d)-time algorithms. However, we focus on the rank n instead of the dimension d
for simplicity.
Towards p = 2. We are unable to extend either Theorem 1.1 or Theorem 1.2 to the important
case when p = 2. Indeed, we cannot use the integer lattice as a gadget in the Euclidean norm.
However, we do show that the existence of a certain type of lattice that is believed to exist would
be sufficient to show (possibly non-uniform) Gap-ETH-hardness of SVP2. In particular, it would
suffice to show the existence of any family of lattices with exponentially large kissing number. See
Theorem 5.9 for the precise statement, which requires the existence of a structure that might be
easier to construct (and see, e.g., [Alo97, CS98] for discussion of the lattice kissing number).
Theorem 1.3 (Informal). There is no 2o(n)-time algorithm for SVP2 unless either (1) (non-
uniform) Gap-ETH is false; or (2) the lattice kissing number is 2o(n). Furthermore, there exists a
constant γ > 1 such that the same result holds even for γ-approximate SVP2.
In fact, Regev and Rosen show that `2 is in some sense the “easiest norm” [RR06]. (See
Theorem 2.3.) In particular, to show that SVPp is Gap-ETH-hard for all 1 ≤ p ≤ 2, it suffices to
show it for p = 2. From this, we derive the following. (See Corollary 5.10 for the formal statement.)
3Gap-ETH is the assumption that there is no 2o(n)-time algorithm that distinguishes a satisfiable 3-SAT formula
from one in which at most a constant fraction of the clauses are simultaneously satisfiable. See Section 2.3.
4We note that Khot claimed in Section 8 of [Kho05] that he had discovered a linear reduction from γ′-approximate
CVPp to 2
1−3/p-approximate SVPp for p ≥ 4 and some unspecified constant γ′. However, it is not clear whether γ′
is a small enough constant to yield an alternate proof of Theorem 1.2 for p ≥ 4. In particular, one would need to
show Gap-ETH-hardness of γ′-approximate CVPp.
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Corollary 1.4 (Informal). There is no 2o(n)-time algorithm for SVPp for any 1 ≤ p ≤ 2 unless
either (1) (non-uniform) Gap-ETH is false; or (2) the lattice kissing number is 2o(n) (in the `2
norm). Furthermore, for each 1 ≤ p ≤ 2, there exists a constant γp > 1 such that the same result
holds even for γp-approximate SVPp.
1.2 Khot’s reduction
Before we describe our own contribution, it will be useful to review Khot’s elegant reduction from
CVPp to SVPp [Kho05]. We do our best throughout this description to hide technicalities in an
effort to focus on the high-level simplicity of Khot’s reduction.5 (Since the hardness of SVPp went
unproven for many years, this simplicity is truly remarkable.)
First, some basic definitions and notation. For a lattice L ⊂ Rd and 1 ≤ p ≤ ∞, we write
λ
(p)
1 (L) := min
y∈L\{0}
‖y‖p
for the length of the shortest non-zero vector in L in the `p norm. For a target vector t ∈ Rd, we
write
distp(t,L) := min
y∈L
‖y − t‖p
for the distance between t and L. For any radius r > 0, we write
Np(L, r, t) := |{y ∈ L : ‖y − t‖p ≤ r}|
for the number of lattice vectors within distance r of t.
Recall that CVPp is the problem that takes as input a lattice L ⊂ Rd, target vector t ∈ Rd,
and distance r > 0 and asks us to distinguish the YES case when distp(t,L) ≤ r from the NO case
when distp(t,L) > r. When talking about a particular CVPp instance, we naturally call a lattice
vector y ∈ L with ‖y − t‖p ≤ r a close vector, and we notice that the number of close vectors is
Np(L, r, t).
The naive reduction and sparsification. The “naive reduction” from CVPp to SVPp simply
takes a CVPp instance consisting of a lattice L ⊂ Rd with basis B ∈ Rd×n, target t ∈ Rd, and
distance r > 0 and constructs the SVPp instance given by the basis of a lattice L′ of the form
B′ :=
(
B −t
0 s
)
,
where s > 0 is some parameter depending on the CVPp instance. Notice that, if y ∈ L is a close
vector (i.e., ‖y− t‖ ≤ r), then ‖(y− t, s)‖pp ≤ rp+sp. Therefore, in the YES case when there exists
a vector close to t, we will have λ
(p)
1 (L′) ≤ r′ := (rp + sp)1/p.
However, in the NO case there might still be non-zero vectors y′ ∈ L′ \ {0} whose length is less
than r′. These vectors must be of the form y′ = (y− zt, zs) for some integer z 6= 1. Let us for now
only consider the case z = 0, in which case these vectors are in one-to-one correspondence with the
non-zero vectors in L of length less than r′. We naturally call these short vectors.
5Khot’s primary motivation for his reduction was to prove hardness of approximating SVPp to within any constant
factor, by showing a reduction that is well-behaved under a certain tensor product. We are not interested in taking
tensor products (since they produce lattices of superlinear rank), so we ignore this issue entirely.
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Khot showed that a (randomized) reduction exists if we just assume that the number of close
vectors in any YES case is significantly larger than the number of short vectors in any NO case. In
particular, Khot showed that we can randomly “sparsify” the lattice L′ to obtain a sublattice L′′
such that each of the short non-zero vectors in L′ stays in L′′ with probability 1/q where q ≥ 2 is
some parameter that we can choose. So, if we take q to be significantly smaller than the number of
close vectors in the YES case but significantly larger than the number of short vectors in the NO
case, we can show that the resulting lattice will have λ
(p)
1 (L) ≤ r′ in the YES case but λ(p)1 (L) > r′
in the NO case with high probability.
Unfortunately, the CVPp instances produced by most hardness reductions typically have 2
Ω(n)
short vectors, and they might only have one close vector in the YES case. So, if we want this
reduction to work, we will need some way to increase this ratio by an exponential factor.
Adding the gadget. To increase the ratio of close vectors to short vectors, Khot uses a certain
gadget that is itself a CVPp instance (L†, t†, r†), where L† ⊂ Rd† is a lattice with basis B†, t† ∈ Rd†
is a target vector, and r† > 0 is some distance. He then takes the direct sum of the two instances.
I.e., Khot considers the lattice
L̂ := L ⊕ L† = {(y,y†) : y ∈ L,y† ∈ L†} ⊂ Rd+d†
with basis
B̂ :=
(
B 0
0 B†
)
,
the target t̂ := (t, t†) ∈ Rd+d† , and the distance r̂ := (rp + (r†)p)1/p. We wish to apply the
sparsification-based reduction described above to this new lattice. So, we proceed to make some
observations about L† to deduce some properties that it must have in order to make this reduction
sufficient to derive our hardness results.
First, we simply notice that the rank of L̂ = L ⊕ L† is the sum of the ranks of L and L†. To
prove the kind of fine-grained hardness results that we are after, we are only willing to increase the
rank by a constant factor, so the rank of L† must be at most O(n). (Of course, prior work did not
have this restriction.)
Next, we notice that any ŷ = (y,y†) ∈ L̂ with ‖y − t‖p ≤ r and ‖y† − t†‖p ≤ r† satisfies
‖ŷ − t̂‖p ≤ r̂. We call these good vectors, and we notice that there are at least Np(L†, r†, t†) good
vectors in the YES case.
Now, we worry about short vectors in L̂ in the NO case, i.e., non-zero ŷ = (y,y†) with ‖ŷ‖p ≤ r̂.
Clearly, ŷ will be short if ‖y‖p ≤ r and ‖y†‖p ≤ r†. Therefore, the number of short vectors is at
least
Np(L, r,0) ·Np(L†, r†,0) ≥ 2Ω(n) ·Np(L†, r†,0) ≥ 2Ω(n†) ·Np(L†, r†,0) ,
where we have used the fact that n† = O(n) and the fact that the input CVPp instances that
interest us have 2Ω(n) short vectors. (This is not true in general, but it is true of most CVPp
instances resulting from hardness proofs.) Since the number of good vectors in the YES case is
potentially only Np(L†, r†, t†), our gadget lattice must satisfy
Np(L†, r†, t†) ≥ 2Ω(n†) ·Np(L†, r†,0) . (1)
Though this in itself is not sufficient to make our reduction work, it is the most important feature
that a gadget lattice must have. Indeed, we show in Corollary 5.3 that a slightly stronger condition
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is sufficient to prove Gap-ETH hardness. (This property and various variants are sometimes called
local density, and they play a key role in many hardness proofs for SVPp.)
However, short vectors are no longer our only concern. We also have to worry about close
vectors that are not good vectors, i.e., vectors ŷ = (y,y†) in the NO case such that ‖ŷ − t̂‖p ≤ r̂
but ‖y − t‖p > r. We call such vectors impostors. Impostors certainly can exist in general, but
our sparsification procedure will work on them just like any other vector. So, as long as our gadget
lattice is chosen such that the number of impostors in the NO case is significantly lower than the
number of good vectors in the YES case, they will not trouble us.
1.3 Our techniques
We learned in the previous section that, in order to make our reduction work, it is necessary (though
not always sufficient) that our gadget (L†, t†, r†) has exponentially more close vectors than short
vectors. I.e., we need to find a family of gadgets that satisfies Eq. (1). Furthermore, we must
somehow ensure that the the number of impostors in the NO case is exponentially lower than the
number of good vectors in the YES case.
The integer lattice, Θp, and SETH-hardness. To prove Theorem 1.1, we take L† := Zn† ,
t† := (1/2, . . . , 1/2) ∈ Rn† , and r† := distp(t†,Zn†) = (n†)1/p/2. Notice that, by taking r† =
distp(t
†,L†), we ensure that there simply are no impostors in the NO instance (i.e., when ‖y−t‖p >
r, we can never have ‖(y,y†)− (t, t†)‖pp ≤ rp + (r†)p).6
To prove that our reduction works, we wish to show that the ratio
Np(Zn
†
, r†, t†)
Np(Zn† , r†,0)
is (exponentially) large. Of course, the numerator is easy to calculate. It is |{0, 1}n† | = 2n† . So,
we wish to prove that
Np(Zn
†
, r†,0) 2n† . (2)
Unfortunately, Eq. (2) does not hold for all `p norms. For example, for p = 2, consider the
points in {−1, 0, 1}n† with n†/4 non-zero coordinates, which have `2 norm r†. There are
2n
†/4 ·
(
n†
n†/4
)
≈ 2n†/4 · 4n†/4 · (4/3)3n†/4 ≈ 2.0867n†
such points. (In fact, this is a reasonable estimate for the exact value of N2(Zn
†
, r†,0), which
is Cn
†+O(
√
n†) for C = 2.0891 . . ., as we show in Section 6.) However, Np(Zn
†
, (n†)1/p/2, t†) is
decreasing in p. So, one might hope that Eq. (2) holds for slightly larger p.
To prove this, we wish to find a good upper bound on the number of integer points in a centered
`p ball, Np(Zn
†
, r†,0). A very nice way to do this uses the function
Θp(τ) :=
∑
z∈Z
exp(−τ |z|p)
6We note that any gadget that allows us to use r† = distp(t†,L†) must satisfy quite rigid requirements. We need
exponentially many vectors that are all exact closest vectors, and we still must satisfy Eq. (1).
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for τ > 0 [MO90, EOR91].7 Notice that
Θp(τ)
n† =
∑
z1,z2,...,zn∈Z
exp(−τ(|z1|p + · · ·+ |zn† |p)) =
∑
z∈Zn†
exp(−τ‖z‖pp) .
In particular,
Θp(τ)
n† ≥
∑
z∈Zn†
‖z‖p≤r†
exp(−τ‖z‖pp) ≥ exp(−τ(r†)p) ·Np(Zn
†
, r†,0) .
Rearranging and taking the infimum over τ , we see that
Np(Zn
†
, r†,0) ≤ inf
τ>0
exp(τ(r†)p)Θp(τ)n
†
. (3)
We can relatively easily compute this value numerically and see that it is less than 2n
†
for p > p0 ≈
2.1397. (Indeed, we will see below that there is a nearly matching lower bound in a more general
context. So, Eq. (3) is quite tight.)
To prove Theorem 1.1, we can plug this very simple gadget into Khot’s reduction described
in Section 1.2 to reduce the SETH-hard instances of CVPp from [BGS17] to SVPp. To make the
constant Cp as tight as we can, we exploit the structure of these SETH-hard CVPp instances. In
particular, we observe that these instances themselves actually look quite a bit like our gadget,
in that they are in some sense “small perturbations” of the integer lattice with the all one-halves
point as the target. (See Section 4. This is in fact quite common for the CVPp instances resulting
from hardness proofs.) This allows us to analyze the direct sum resulting from Khot’s reduction
very accurately in this case.
More Θp for p > 2, and Gap-ETH hardness. To extend our hardness results to all p > 2,
we need to construct a gadget with exponentially more close vectors than short vectors for such
p. We again choose our gadget lattice as Zn† , but we now take t† = (t, t, . . . , t) ∈ Rn† for some
t ∈ (0, 1/2], and we take r† = C(n†)1/p for some constant C > 0.
Our previous gadget was quite convenient in that it was very easy to count the number of close
vectors, but for arbitrary t and r†, it is no longer clear how to do this. Fortunately, Θp can be used
for this purpose. In particular, we define
Θp(τ ; t) :=
∑
z∈Z
exp(−τ |z − t|p) .
By the same argument as before, we see that
Np(Zn
†
, r†, t†) ≤ inf
τ>0
exp(τ(r†)p)Θp(τ ; t)n
†
=
(
inf
τ>0
exp(τCp)Θp(τ ; t)
)n†
.
But, we need a lower bound on Np(Zn
†
, r†, t†). To that end, we show that the above is actually
quite tight. In particular,
Np(Zn
†
, r†, t†) =
(
inf
τ>0
exp(τCp)Θp(τ ; t)
)n† · 2−O(√n†) . (4)
7One can think of this as a variant of Jacobi’s Theta function. In particular, with p = 2, this is Jacobi’s Theta
function with a slightly different parametrization. Computer scientists might be more familiar with the closely related
function ρs(Z) := Θ2(pi/s2).
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I.e., Θp tells us the number of integer points in an `p ball up to lower-order terms. (Eq. (4) was
already proven for p = 2 by Mazo and Odlyzko [MO90] and for all p by Elkies, Odlyzko, and
Rush [EOR91]. See Section 6 for the proof.)
It follows that there exists a t† and r† with exponentially more close integer vectors than short
integer vectors in the `p norm if and only if there exists a τ > 0 and t ∈ (0, 1/2] such that
Θp(τ ; t) > Θp(τ ; 0). Furthermore, this holds if and only if p > 2. See Section 6 for the proof.
So, to prove Theorem 1.2, we start with the observation that approximating the Exact Set Cover
problem is Gap-ETH-hard for some constant approximation factor η < 1. We then plug our gadget
into Khot’s reduction from constant-factor-approximate Exact Set Cover to SVPp. (This reduction
uses CVPp as an intermediate problem.) The above discussion explains why Eq. (1) is satisfied.
And, like Khot, we exploit the approximation factor η to show that the number of impostors in a
NO instance is much smaller than the number of good vectors in a YES instance.
Building gadgets in `2 from lattices with high kissing number. While we are not able to
construct a gadget that satisfies Eq. (1) in the `2 norm, we show the existence of such a gadget under
the reasonable assumption that for any n†, there exists a lattice L† of rank n† with exponentially
many non-zero vectors of minimal `2 norm. I.e., we show that such a gadget exists if there is
a family of lattices with exponentially large kissing number. (We actually show that something
potentially weaker suffices. See Theorem 5.9.)
To prove this, we show how to choose a t† and r† < λ1(L†) such that Np(L†, r†, t†) ≥ 2Ω(n†).
Indeed, we show that if we choose the vector t† uniformly at random from vectors of an appropriate
length, then the expected number of lattice vectors within distance r† from t† is exponential in n†.
And, we again exploit the fact that there is a constant-factor gap between the YES and the NO
instances to show that the number of impostors in the NO instances is exponentially smaller than
the number of good vectors in the YES instances.
1.4 Direction for future work
Our dream result would be an explicit 2Cn-time lower bound on approximate SVP2 for the ap-
proximation factors most relevant to cryptography (e.g., poly(n)) for some not-too-small explicit
constant C > 0, under a reasonable complexity-theoretic assumption. This seems very far out
of reach. There are even complexity-theoretic barriers towards achieving this result, since SVP
with these approximation factors cannot be NP-hard unless the polynomial-time hierarchy col-
lapses [AR05, Pei08]. So, any proof of something this strong would presumably have to use a
non-standard reduction (e.g., a non-deterministic reduction). Nevertheless, we can still dream of
such a result and take more modest steps to at least get results closer to this dream.
One obvious such step would be to extend our hardness results to the p = 2 case, i.e., to
show that there is no 2o(n)-time algorithm for SVP2 under reasonable purely complexity-theoretic
assumptions (as opposed to our geometric assumption). We provide one potential route towards
proving this in Theorem 1.3 (or its more general version in Theorem 5.9), but this would require
resolving an older open problem in the geometry of numbers. Perhaps a different approach will
prove to be more fruitful?
Alternatively, one could try to improve the approximation factor given by Theorem 1.2. The
currently known hardness of approximation proofs for SVPp with large approximation factor (e.g.,
a large constant or superconstant) work by “boosting” the approximation factor via repeatedly
taking the tensor product [Kho05, HR12]. I.e., given a family of lattices L ⊂ Rd for which we know
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that SVPp is hard to approximate to within some small constant factor γ > 1, we argue that it
is hard to approximate SVPp to within a factor of γ
k on the tensor product L⊗k for some k ≥ 2.
Unfortunately, even a single tensor product increases the rank of the lattice quadratically. So,
we cannot afford to use this technique to prove reasonable fine-grained hardness of approximation
results. We therefore need a new technique.
Yet another direction would be to try to improve the constant Cp in Theorem 1.1. Perhaps the
simple gadget that we use is not the best possible.
Finally, in a completely different direction, we note that Theorem 1.1 provides some additional
incentive to study algorithms for SVPp for p 6= 2 to improve the hidden (very large) constant in the
2O(n) running time of existing algorithms. In particular, it would be interesting to see how close
we can get to the lower bound given by Theorem 1.1.
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2 Preliminaries
We denote column vectors x ∈ Rd by bold lower-case letters. Matrices B ∈ Rd×n are denoted by
bold upper-case letters, and we often think of a matrix as a list of column vectors. For x ∈ Rd1 ,y ∈
Rd2 , we abuse notation a bit and write (x,y) ∈ Rd1+d2 when we should technically write (xT ,yT )T .
For x ∈ R, we write
exp(x) := ex = 1 + x+ x2/2 + x3/6 + · · · .
Logarithms are base e.
Throughout this paper, we consider computational problems over Rd. Formally, we should
specify a method of representing arbitrary real numbers, and our running times should depend in
some way on the bit length of these representations and the cost of doing arithmetic in this rep-
resentation. For convenience, we ignore these issues (in particular assuming that basic arithmetic
operations always have unit cost), and we simply note that all of our reductions remain efficient
when instantiated with any reasonable representation of R. When we say that something is effi-
ciently computable as a function of a dimension d, rank n, or cardinalities m, we mean that it is
computable in time poly(d), poly(n), or poly(m), respectively (as opposed to polynomial in the
logarithm of these numbers).
2.1 Lattice problems
Definition 2.1. For any 1 ≤ p ≤ ∞ and any γ ≥ 1, the γ-approximate Shortest Vector Problem in
the `p norm (SVPp,γ) is the promise problem defined as follows. The input is a (basis for a) lattice
L ⊂ Rd and a length r > 0. It is a YES instance if λ(p)1 (L) ≤ r and a NO instance if λ(p)1 (L) > γr.
Definition 2.2. For any 1 ≤ p ≤ ∞ and any γ ≥ 1, the γ-approximate Closest Vector Problem in
the `p norm (CVPp,γ) is the promise problem defined as follows. The input is a (basis for a) lattice
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L ⊂ Rd, a target t ∈ Rd, and a distance r > 0. It is a YES instance if distp(t,L) ≤ r and a NO
instance if distp(t,L) > γr.
When γ = 1, we simply write SVPp and CVPp. We will need the following (simplified version
of a) celebrated result, due to Figiel, Lindenstrauss, and Milman [FLM76].
Theorem 2.3 ([FLM76]). For any ε ∈ (0, 1), 1 ≤ p ≤ 2, and any positive integers n and m with
m ≥ n/ε2, there exists a linear map f : Rn → Rm such that for any x ∈ Rn,
(1− ε)‖x‖2 ≤ ‖f(x)‖p ≤ (1 + ε)‖x‖2 .
Regev and Rosen showed how theorems like this can be applied to obtain reductions between
lattice problems in different norms [RR06]. Here, we only need the following immediate consequence
of the above theorem. (The non-uniform reduction can be converted into an efficient randomized
reduction and a similar result holds for p > 2, but we do not need this for our use case.)
Corollary 2.4. For any constants γ1 > γ2 > 1 and 1 ≤ p ≤ 2, there is an efficient rank-preserving
non-uniform reduction from SVP2,γ1 in dimension d to SVPp,γ2 in dimension O(d).
2.2 Sparsification
A lattice vector y ∈ L is non-primitive if y = kx for some scalar k > 1 and lattice vector x ∈ L.
Otherwise, y is primitive. (Notice that 0 is non-primitive.) For a radius r > 0, we write
ξp(L, r) := |{y ∈ L : y is primitive and ‖y‖p ≤ r}|/2
for the number of primitive lattice vectors of length at most r in the `p norm (counting ±y only
once). We will use the following generalization of a sparsification theorem from [Ste16] to all `p
norms.
Theorem 2.5 ([Ste16, Proposition 4.2]). There is an efficient algorithm that takes as input (a
basis for) a lattice L ⊂ Rd of rank n and a prime q ≥ 101 and outputs a sublattice L′ ⊆ L of rank
n such that for any radius r < q · λ(p)1 (L) and any 1 ≤ p ≤ ∞,
N
q
− N
2
q2
≤ Pr[λ(p)1 (L′) ≤ r] ≤
N
q
,
as long as N ≤ q/(20 log q), where N := ξp(L, r) is the number of primitive lattice vectors of length
r in the `p norm (up to the sign). Furthermore, if r ≥ qλ(p)1 (L), then λ(p)1 (L′) ≤ r always.
We note in passing that the algorithm works by taking a random linear equation 〈z,a〉 ≡ 0 mod
q for uniformly random z ∈ Znq and setting L′ to be the set of lattice vectors whose coordinates
in some arbitrary fixed basis satisfy this linear equation. (This idea was originally introduced by
Khot.)
2.3 Fine-grained assumptions
Recall that, for integer k ≥ 2, a k-SAT formula is the conjunction of clauses, where each clause is
the disjunction of k literals. I.e., k-SAT formulas have the form
∧m
i=1
∨k
j=1 bi,j , where bi,j = xk or
bi,j = ¬xk for some boolean variable xk.
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Definition 2.6. For any k ≥ 2, the decision problem k-SAT is defined as follows. The input is a
k-SAT formula. It is a YES instance if there exists an assignment to the variables that makes the
formula evaluate to true and a NO instance otherwise.
Definition 2.7. For any k ≥ 2, the decision problem Max-k-SAT is defined as follows. The input
is a k-SAT formula and an integer S ≥ 1. It is a YES instance if there exists an assignment to the
variables such that at least S of the clauses evaluate to true and a NO instance otherwise.
Notice that k-SAT is a special case of Max-k-SAT.
Impagliazzo and Paturi introduced the following celebrated and well-studied hypothesis con-
cerning the fine-grained complexity of k-SAT [IP99].
Definition 2.8 (SETH). The (randomized) Strong Exponential Time Hypothesis ((randomized)
SETH) asserts that, for every constant ε > 0, there exists a constant k ≥ 3 such that there is no
2(1−ε)n-time (randomized) algorithm for k-SAT formulas with n variables.
Definition 2.9. For η ∈ (0, 1) and k ≥ 2, the promise problem Gap-k-SATη is defines as follows.
The input is a k-SAT formula with m clauses. It is a YES instance if the formula is satisfiable,
and it is a NO instance if the maximal number of simultaneously satisfiable clauses is strictly less
than ηm.
Dinur [Din16] and Manurangsi and Raghavendra [MR16] recently introduced the following nat-
ural assumption, called Gap-ETH. We also consider a non-uniform variant.
Definition 2.10 (Gap-ETH). The (randomized) Gap-Exponential Time Hypothesis ((randomized)
Gap-ETH) asserts that there exists a constant η ∈ (0, 1) such that there is no (randomized) 2o(n)-
time algorithm for Gap-3-SATη over n variables.
Non-uniform Gap-ETH asserts that there is no circuit family of size 2o(n) for Gap-3-SATη over
n variables.
Definition 2.11. For η ∈ (0, 1), k ≥ 2, and C ≥ 2, the promise problem Gap-k-SAT≤Cη is defined
as follows. The input is a k-SAT formula such that each variable appears in at most C clauses. It
is a YES instance if the formula is satisfiable, and it is a NO instance if the maximal number of
simultaneously satisfiable clauses is at most ηm.
We will need the following result due to Manurangsi and Raghavendra [MR16].
Theorem 2.12 ([MR16]). Unless Gap-ETH is false, there exist constants η ∈ (0, 1) and C ≥ 2
such that there is no 2o(n)-time algorithm for Gap-3-SAT≤Cη .
Definition 2.13. For η ∈ (0, 1), the promise problem ExactSetCoverη is defined as follows. The
input consists of sets S1, · · · , Sm ⊆ U with |U | = k and a positive integer “size bound” d ≤ m. It
is a YES instance if there exist disjoint sets Si1 , · · · , Si` such that
⋃
j Sij = U for some ` ≤ ηd. It
is a NO instance if for every collection of (not necessarily disjoint) sets Si1 , · · · , Sid,
⋃
j Sij 6= U .
The following reduction is due to [Man17].
Theorem 2.14. For any constant C ′ > 0, and η′ ∈ (0, 1), there is a polynomial-time Karp reduction
from Gap-3-SAT≤C
′
η′ on n variables to ExactSetCoverη with d := n/η and m, k ∈ [n,Cn] for some
constants C > 1 and η ∈ (0, 1) depending only on C ′ and η′.
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Proof. The reduction takes as input a set of clauses C1, C2, · · · , Ct, over a set of variables x1, . . . , xn
where each variable is in at most C ′ clauses. We assume without loss of generality that each variable
or its negation is in at least one clause, and so n/3 ≤ t ≤ C ′n.
Define U to be the set {C1, . . . , Ct, x1, . . . , xn}. For each literal b = xi or b = ¬xi and for each
set S of clauses containing bi, we create a set S∪{xi} in our instance. I.e. a literal that is contained
in exactly r clauses will be contained in exactly 2r sets. The reduction outputs YES if there exists
an exact set cover of size at most n, and no, otherwise.
It is easy to see that the reduction is efficient and that n ≤ k ≤ (C ′+ 1)n and n ≤ m ≤ 2C′+1n.
We now argue correctness.
Suppose the Gap-3-SAT≤C
′
η′ instance is a YES instance, i.e. the formula is satisfiable. Then
there exists a satisfying assignment obtained by setting b1 = b2 = · · · = bn = 1, where each bi is
either xi or ¬xi. Thus, for all i = 1, 2, . . . , n, let Si be the set of clauses containing bi but not
containing any of b1, . . . , bi−1. Clearly, each of these sets is disjoint, and ∪iSi = {C1, . . . , Ct}, since
b1, . . . , bn is a satisfying assignment. Thus, the sets Si∪{xi} form an exact set cover of U of size n.
Suppose, on the other hand, that the Gap-3-SAT≤C
′
η′ instance is a NO instance, i.e. any as-
signment satisfies at most η′t clauses. Let S1, . . . , S` be a set cover of U , where the sets are not
necessarily disjoint. We wish to show that ` ≥ d = n/η for some constant η ∈ (0, 1).
Let S(b) be the set of all clauses containing a literal b. Without loss of generality, we can
assume that each set Si equals either S(xj) ∪ {xj} or S(¬xj) ∪ {xj} for some j. The total number
of variables for which S(xi) ∪ {xi} and S(¬xi) ∪ {xi} are both in the set cover is at most ` − n.
Thus, the total number of clauses covered by S1, . . . , S` is at most η
′t+C ′(`−n), so we must have
η′t+ C ′(`− n) ≥ t. This implies that
` ≥ t
C ′
(1− η′) + n ≥
(
1 +
1− η′
3C ′
)
· n ,
as needed.
3 A reduction from a variant of CVP to SVP
As we discussed in Section 1.2, the “naive reduction” from CVPp,γ′ to SVPp,γ simply takes a CVP
instance consisting of a basis B ∈ Rd×n for a lattice L ⊂ Rd, target t ∈ Rd, and distance r > 0,
and constructs the SVP instance given by the basis for L′ of the form
B′ :=
(
B −t
0 s
)
and length r′ := (rp + sp)1/p, where s > 0. Notice that, if the input is a YES instance (i.e.,
distp(t,L) ≤ r, then λ(p)1 (L′) ≤ r′.
If the input instance is a NO instance (i.e., if distp(t,L) > γ′r), then we call a non-zero vector
y′ = (y−zt, zs) ∈ L′ annoying if ‖y′‖p ≤ γr′. As Khot showed, we can sparsify (as in Theorem 2.5),
to make this naive reduction work as long as there are significantly fewer annoying vectors than
close vectors. We therefore define a rather unnatural quantity below that exactly counts the number
of annoying vectors in a NO instance.
For 1 ≤ p <∞, and γ ≥ 1, a lattice L ⊂ Rd, target t ∈ Rn, and distances r, s > 0, we define
A(p)r,s,γ(t,L) :=
γ(rp/sp+1)1/p∑
z=0
Np(L, (γprp − (zp − γp)sp)1/p, zt)− 1 .
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Notice that A
(p)
r,s,γ does in fact count the number of annoying vectors resulting from the above
reduction (up to sign). In particular, the summand Np(L, (γprp− (zp−γp)sp)1/p, zt) is the number
of vectors y′ = (y − zt, zs) ∈ L of length at most γr′ for some fixed z.
We now define the class of CVPp instances on which this sparsification-based reduction works.
Definition 3.1. For 1 ≤ p <∞, A = A(n) ≥ 0 (the number of annoying vectors), G = G(n) ≥ 1
(the number of “good” or close vectors), and γ = γ(n) ≥ 1 (the approximation factor), the promise
problem (A,G)-CVPp,γ is defined as follows. The input is a (basis for a) lattice L ⊂ Rd, target
t ∈ Rd, and distances r, s > 0. It is a YES instance if Np(L, r, t) ≥ G. It is a NO instance if
A
(p)
r,s,γ(t,L) ≤ α.
Notice that the YES and NO instances of (A,G)-CVPp,γ are disjoint when A < G, since
A
(p)
r,s,γ(t,L) ≥ Np(L, r, t).8 We drop the subscript γ from A(p)r,s,γ(t,L), (A,G)-CVPp,γ and SVPp,γ if
γ = 1.
Having defined (A,G)-CVPp,γ specifically so that we can reduce it to SVPp,γ , we now present
the reduction from (A,G)-CVPp,γ to SVPp,γ . It essentially follows from the definition of A
(p)
r,s,γ
together with Theorem 2.5.
Theorem 3.2. For 1 ≤ p < ∞ and efficiently computable A = A(n) ≥ 1, G = G(n) ≥ 1000A(n),
and γ = γ(n) ≥ 1, there is a (randomized) reduction from (A,G)-CVPp,γ on a lattice with rank
n in d dimensions to SVPp,γ on a lattice with rank n + 1 in d + 1 dimensions that runs in time
poly(d, logA, logG).
Proof. On input a basis B for a lattice L ⊂ Rn, a target vector t ∈ Rn, and distances r, s > 0, the
reduction does the following. Let L′ be the lattice generated by
B′ :=
(
B −t
0 s
)
,
as above. Let M := 10
√
AG. The reduction does the following ` := d100d logMe times. It finds
a prime q with 10M logM ≤ q ≤ 20M logM and calls the procedure from Theorem 2.5, receiving
as output some new lattice L′′. It then calls its SVP oracle with input L′′ and r′ := (rp + sp)1/p.
Finally, it outputs YES if and only if the SVP oracle returned YES more than δ` times, where
δ :=
M
20q
− M
2
200q2
≥ 1
100 logM
.
The running time is clear, as is the fact that the reduction increases both the dimension and
rank by exactly one.
If the input instance is a YES instance, then the number of vectors in L′ of the form (v− t, s),
where v ∈ L, is Np(L, r, t) ≥ G. These are primitive vectors in L′ and have length at most r′ (and
there is no pair ±y in this collection of vectors). I.e., there are at least M/10 primitive lattice
vectors in L′ of length at most r′, and it follows from Theorem 2.5 that
Pr[λ
(p)
1 (L′′) ≤ r′] ≥ 2δ .
8We find it convenient to define the problem even for A ≥ G because it will not always be clear which of the two
values is larger. Our results will always be vacuous when A ≥ G. E.g., Theroem 3.2 requires G A.
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Then, by the Chernoff-Hoeffding bound, the oracle will output YES except with probability
exp(−Ω(d)), as needed.
If the input instance is a NO instance, then notice the number of primitive vectors in L′ of
length at most γr′ is at most A(p)r,s,γ(t,L) ≤ A (up to sign). Furthermore, the total number of
vectors of length at most γr′ (including non-primitive vectors) is at most 2A(p)r,s,γ(t,L)+1 ≤ 2A+1.
In particular, this implies that λ
(p)
1 (L′) > γr′/(A + 1) > γr′/q.9 So, we may apply Theorem 2.5,
and we have that
Pr[λ
(p)
1 (L′′) ≤ γr′] ≤
A
q
≤ δ
2
.
The result again follows by the Chernoff-Hoeffding bound.
4 SETH-hardness of this variant of CVP (and therefore SVP)
We now show that (A,G)-CVPp is SETH-hard. We first observe that the SETH-hard CVPp
instances from [BGS17] “have a copy of Zn embedded in them.” This fact will allow us to compute
A
(p)
r,s quite accurately.
Theorem 4.1 ([BGS17]). For any constant k ≥ 2, the following holds for all but finitely many
values of p ≥ 1. There is a Karp reduction from Max-k-SAT on n variables to CVPp on a rank n
lattice L ⊂ Rd such that the resulting CVPp instance (B, t, r) has the form
B =
(
Φ
In
)
,
for some matrix Φ ∈ R(d−n)×n;
t =

t1
...
td−n
1/2
...
1/2

,
for some scalars ti ∈ R; and r = (n+ 1)1/p/2. Moreover, when k = 2, this holds for all p ≥ 1, and
for any k ≥ 2, this holds for all odd integers p ≥ 1.
We note the following easy corollary, which we can think of as either an application of Khot’s
gadget reduction (as described in Section 1.2) or simply as a “padded” variant of Theorem 4.1.
Corollary 4.2. For any constant integer k ≥ 2, the following holds for all but finitely many values
of p ≥ 1. For any efficiently computable integer n† = n†(n) ≤ poly(n), there is a Karp reduction
from Max-k-SAT on n variables to (A,G)-CVPp on a rank n+ n
†(n) lattice with
A :=
√
n+ n† ·Np(Zn+n† , (rp + 1)1/p,0) and G := 2n† ,
9Suppose that λ
(p)
1 (L′) ≤ γr′/(A + 1), and let v ∈ L \ {0} with ‖v‖p ≤ γr′/(A + 1). Then, for every z ∈
{−A − 1,−A, . . . , A,A + 1}, zv is a distinct lattice vector with ‖zv‖p ≤ γr′, which contradicts the fact that there
are at most 2A+ 1 such vectors.
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where r := (n + n† + 1)1/p/2 and t̂ := (1/2, . . . , 1/2) ∈ Rn+n†. Moreover, when k = 2, this holds
for all p ≥ 1, and for any k ≥ 2, this holds for all odd integers p ≥ 1.
Proof. It suffices to show how to convert the CVPp instance from Theorem 4.1 into a (A,G)-CVPp
instance. To do this, we simply append the matrix In† to the basis and t
† := (1/2, . . . , 1/2) ∈ Rn†
to the target. I.e., we construct,
B :=
Φ 0In 0
0 In†
 ,
where Φ ∈ R(d−n−n†)×n is as in Theorem 4.1, and
t :=

t1
...
td−n−n†
1/2
...
1/2

∈ Rd ,
where ti ∈ R are as in Theorem 4.1. We simply take s = 1.
Let L := L(B) ⊂ Rd. Let L′ ⊂ Rd−n† be the lattice generated by the basis without the
additional identity matrix, and let t′ ∈ Rd−n† be the target without the additional coordinates.
Notice that vectors in L have the form y := (y′, z), where y′ ∈ L′ and z ∈ Zn† . In particular,
‖y − t‖pp = ‖y′ − t′‖pp + ‖z − t†‖pp ≥ ‖y′ − t′‖pp + n†/2p .
So, if the input Max-k-SAT instance is a YES instance, then distp(t
′,L′) ≤ (n + 1)1/p/2, and
so there are at least 2n
†
distinct vectors in y ∈ L such that ‖y− t‖p ≤ r. (In particular, all vectors
of the form (y′, z) with z ∈ {0, 1}n† and ‖y′ − t′‖p ≤ (n + 1)1/p/2 have this property.) Thus, the
resulting (A,G)-CVPp instance is a YES instance.
On the other hand, if the input Max-k-SAT instance is a NO instance, then we have that
distp(t
′,L′) > (n+ 1)1/p/2. I.e., Np(L, r, t) = 0. Therefore,
A
(p)
r,1(t,L) =
(rp+1)1/p∑
z=0
Np(L, (rp − zp + 1)1/p, zt)− 1
≤ Np(Zn+n† , (rp + 1)1/p,0)− 1 +Np(L, r, t) +
(rp+1)1/p∑
z=2
Np(Zn+n
†
, (rp − zp + 1)1/p, zt̂)
≤ r ·Np(Zn+n† , (rp + 1)1/p,0) ,
where we have used the fact that Np(Zn+n
†
, (rp − zp + 1)1/p, zt̂) = 0 for odd z ≥ 3 and
Np(Zn+n
†
, (rp − zp + 1)1/p, zt̂) = Np(Zn+n† , (rp − zp + 1)1/p,0) ≤ Np(Zn+n† , (rp + 1)1/p,0)
for even z. Thus, the resulting (A,G)-CVPp instance is a NO instance.
In the next section, we show that A G if and only if p > p0 ≈ 2.13972.
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4.1 Finishing the proof
It remains to bound the number of integer points in an `p ball centered at the origin. As in
Section 1.3, for 1 ≤ p <∞ and τ > 0, we define
Θp(τ) :=
∑
z∈Z
exp(−τ |z|p) .
Notice that we can write Θp(τ)
n as a summation over Zn,
Θp(τ)
n =
∑
z∈Zn
exp(−τ‖z‖pp) .
In particular, for any radius r > 0 and τ > 0, we have
Θp(τ)
n ≥
∑
z∈Zn
‖z‖p≤r
exp(−τ‖z‖pp) ≥ exp(−τrp)Np(Zn, r,0) .
Rearranging and taking the minimum over all τ > 0, we see that
Np(Zn, r,0) ≤ min
τ>0
exp(τrp)Θp(τ)
n . (5)
(It is easy to see that the minimum is in fact achieved.) In Section 6, we will show that this upper
bound is actually quite tight (even in the more general settings of shifted balls here). Here, we use
this bound to prove the following theorem.
Theorem 4.3. For any constant integer k ≥ 2, the following holds for all but finitely many con-
stants p > p0. There is an efficient randomized reduction from Max-k-SAT on n variables to SVPp
on a lattice of rank dCpn+ log2 ne, where
Cp :=
1
1− log2Wp
and Wp := min
τ>0
exp(τ/2p)Θp(τ) .
Here, p0 ≈ 2.13972 is the unique solution to the equation Wp0 = 2. Moreover, when k = 2, this
holds for all p > p0, and for any k ≥ 2, this holds for all odd integers p ≥ 3.
In particular, for every ε > 0, for all but finitely many p > p0 (including all odd integers p ≥ 3)
there is no 2n/(Cn+ε)-time algorithm for CVPp unless SETH is false.
Proof. Let n† := dCpn + log2 ne − n − 1 Then, by Corollary 4.2 together with Theorem 3.2, it
suffices to show that
Np(Zn+n
†
, r̂,0) ≤ 2n†−10/
√
n+ n†
for sufficiently large n, where r̂ := (n+ n† + 2p+1)1/p/2.
Let τp > 0 such that Wp := exp(τp/2
p)Θp(τp). (One can check that τp exists, e.g., by differen-
tiating exp(τp/2
p)Θp(τp) with respect to τ .) By Eq. (5), we have
Np(Zn+n
†
, r̂,0) ≤ exp(τpr̂p)Θp(τp)n+n† ≤ exp(2τp) ·Wn+n†p ≤ exp(2τp + 1) · 2n
†−log2 n ·W log2 np .
The result follows by noting that Wp < 2 so that for sufficiently large n, (2/Wp)
log2 n ≥ exp(2τp +
20)
√
n+ n†.
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Finally, we compute a simple bound on Cp. In particular, this implies the claim that Cp → 1
as p→∞.
Claim 4.4. For any p ≥ 3, we have
Cp <
1
1− 2−p(p+ log2(3e))
.
Proof. We have
Wp := min
τ>0
exp(τ/2p)Θp(τ) = min
x>1
x2
−p · (1 + 2x−1 + 2x−2p + 2x−4p + · · · ) .
Fix x := 3 · 2p. Then, we have
Wp ≤ x2−p · (1 + 2x−1 + 2x−2p + 2x−4p + · · · ) < x2−p · (1 + 3x−1) = x2−p · (1 + 2−p) .
Therefore,
log2Wp < 2
−p log2 x+ log2(1 + 2
−p) < 2−p(p+ log2(3e)) ,
so that
Cp =
1
1− log2Wp
<
1
1− 2−p(p+ log2(3e))
,
as needed.
5 Gap-ETH-hardness via a gadget
The following theorem shows how to use a certain gadget lattice L† ⊂ Rd† and target t† ∈ Rd† with
certain properties to reduce ExactSetCoverη to (A,G)-CVPp. In particular, the ratio of the number
of “close points” in L† to t† compared to the number of “short points” in L† should be larger than
the total number of short points in Zm. (For p > 2, we construct such a gadget in Section 6 that
will be sufficient to prove the Gap-ETH-hardness of SVPp. For 1 ≤ p ≤ 2, we do not know of such
a gadget, but in Section 5.2, we will show that one exists under plausible conjectures.)
For 1 ≤ p ≤ ∞, a lattice L ⊂ Rn, and radius r > 0, we define the maximal density at radius r
of L as
Dp(L, r) := max
t∈Rn
Np(L, r, t) .
We observe the trivial fact that Dp(L, r) is non-decreasing in r.
Theorem 5.1. For any p ≥ 1, constant η ∈ (0, 1) and γ ≥ 1, there is a Karp reduction from
ExactSetCoverη on m sets with size bound d to (A,G)-CVPp,γ on a lattice of rank m + n
† that
requires as auxiliary input a gadget consisting of a lattice L† ⊂ Rd† of rank n†, target t† ∈ Rd†, and
distances r ≥ d1/p and s > 0 for any
A ≥ Np(Zm, r∗,0) ·
(
Np(L†, r∗,0) + (r∗/s) ·Dp(L†, ((r∗)p − d)1/p)
)
,
and G ≤ Np(L†, (rp − ηd)1/p, t†), where r∗ := γ(rp + sp)1/p.
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Proof. The reduction takes as input S1, · · · , Sm ⊆ U = {u1, . . . , uk} with
⋃
Si = U , size bound
d ≤ m, a lattice L† ⊂ Rd† with basis B†, target t† ∈ Rd† , and distances r, s > 0 and behaves as
follows. We first define the intermediate CVP instance consisting of the lattice L̂ := L(B̂) ⊂ Rm+k
and target t̂ ∈ Rm+k given by
B̂ := (b̂1, . . . , b̂m) =
S1 · · ·Sj · · · · · · Sm
u1
... r∗
...
... r∗
ui · · · r∗ if ui ∈ Sj
...
... 0 otherwise
...
...
... = t̂
uk r
∗
1
. . .
. . .
1
.
The reduction then constructs the (A,G)-CVP instance consisting of a lattice L := L(B) ⊂
Rm+k+d† , t ∈ Rm+k+d† , and the distances r, s, where
B :=
(
B̂ 0
0 B†
)
,
and
t :=
(
t̂
t†
)
.
The reduction then outputs YES if the (A,G)-CVPp oracle on input (B, t, r, s) outputs YES, and
NO, otherwise.
Suppose the input is a YES instance, and let i1, . . . , ij with j ≤ ηd such that the Si` are
disjoint with
⋃
Si` = U . Let v̂ := b̂i1 + · · · + b̂ij be the corresponding vector in L̂. Notice that
‖v̂− t̂‖pp = j ≤ ηd. Therefore, for any v† ∈ L† with ‖v†‖pp ≤ rp− ηd, the vector v := (v̂,v†) is in L
with ‖v‖p ≤ r. So,
Np(L, r, t) ≥ Np(L†, (rp − ηd)1/p, t†) ≥ G ,
as needed.
Now, suppose the input is a NO instance. Then, we wish to show that
γ(rp/sp+1)1/p∑
`=0
Np(L, (γprp − (`p − γp)sp)1/p, ` · t) ≤ A .
We first bound the ` = 0 term as
Np(L, r∗) ≤ Np(Zm ⊕ L†, r∗,0) ≤ Np(Zm, r∗,0) ·Np(L†, r∗,0) .
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Turning to the ` ≥ 1 terms, let v = (v̂ − ` · t̂,v† − ` · t†) ∈ L with ` ≥ 1, and suppose
that ‖v − ` · t‖pp ≤ γprp − (`p − γp)sp. Let v̂ =
∑m
i=1 zib̂i. First, notice that ‖(z1, . . . , zm)‖pp ≤
γprp−(`p−γp)sp ≤ (r∗)p because of the “identity matrix gadget” at the bottom of B̂. Furthermore,
if there are at most d non-zero zi’s, zi1 , . . . , zij , then since the input is a NO instance, there must
be an element u ∈ U not contained in Si1 ∪ · · · ∪Sij . Thus, the uth coordinate of v̂− ` · t̂ is at least
r∗, and we cannot possibly have ‖v‖pp ≤ γprp − (`p − γp)sp.
So, it must be the case that there are at least d non-zero zi. In particular, ‖(z1, . . . , zm)‖pp ≥ d,
so we must have ‖v† − ` · t†‖pp ≤ γprp − d− (`p − γp)sp < (r∗)p − d. Therefore,
Np(L, (γprp − (`p − γp)sp)1/p, ` · t) ≤ Np(Zm, r∗,0) ·Np(L†, ((r∗)p − d)1/p, ` · t̂)
≤ Np(Zm, r∗,0) ·Dp(L†, ((r∗)p − d)1/p) .
The result follows by noting that the total contribution of the terms with ` ≥ 1 is at most r∗/s
times this quantity (since there are at most r∗/s such terms).
Our goal is now to construct a useful gadget L†, t†, r† for Theorem 5.1. In particular we wish to
find a gadget with rank(L†) = O(n) and G A. In the following rather technical lemma, we show
that such a gadget exists if there exists any lattice with “an exponential gap between the number
of close vectors and the number of short vectors.”
Lemma 5.2. Suppose that for some constants p ≥ 1, ε ∈ (0, 1/2), and β > 1, the following
holds. For every sufficiently large integer n, there exists a lattice Ln ⊂ Rdn with rank(Ln) = n and
dn ≤ poly(n), target tn ∈ Rdn, and radius rn > 0 such that
Np(Ln, (1− ε)1/p · rn, tn) ≥ βn ·Np(Ln, rn,0) . (6)
Then, for any constants C ≥ 1 and η ∈ (2ε2, 1), there exist constants γ > 1, C† > 0 such that the
following holds.
1. For any sufficiently large integers m and d satisfying m/C ≤ d ≤ Cd, there exist distances
r, s > 0 and t† ∈ Rdn† for n† := dC†me such that
Np(Zm, r∗,0) ·
(
Np(L†, r∗,0) + (r∗/s) ·Dp(L†, ((r∗)p−d)1/p)
)
< 2−m ·Np(L†, (rp−ηd)1/p, t†) ,
(7)
where r∗ := γ(rp + sp)1/p and L† := αLn† for some α > 0.
2. If we also have
Np(Ln, (1− ε)1/prn, tn) ≥ βn ·Dp(Ln, (1− ε/√η)1/prn) , (8)
then we can take r = (1− ε/2)1/pαrn†, t† = αtn†, s = 1, and α = (2ηd/(εrpn†))1/p.
Proof. We prove Item 2 first. We take L† = αLn† , r = (1 − ε/2)1/pαrn† , t† = αtn† , s = 1, and
α = (2ηd/(εrp
n†))
1/p, as above. Notice that rp = 2(1− ε/2)ηd/ε. We choose
γp = 1 + min{1/100, (1/√η − 1)2/2} · ε > 1 .
We assume without loss of generality that ηd ≥ 10, and εd(1−√η)2 ≥ 2γp
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Notice that r∗ = O(m1/p). Thus, there is some constant C˜ such that
Np(Zm, r∗,0) ≤ C˜m .
(This follows, e.g., from Eq. (3).) Furthermore, notice that
(r∗)p = γp(rp + 1) ≤ ((1− ε/2)αprp
n† + 1) · (1 + ε/100) ≤ αpr
p
n† ,
where the last inequality uses the assumption that εαprp
n†/2 = ηd ≥ 10. Therefore, by Eq. (6),
Np(L†, r∗,0) ≤ β−C†mNp(Ln† , (1− ε)1/p · rn† , tn†) = β−C
†mNp(L†, (rp − ηd)1/p, t†) ,
where the last equality uses the fact that αp(1− ε)rp
n† = r
p · (1− ε)/(1− ε/2) = rp − ηd. Finally,
we note that
(r∗)p − d ≤ 2ηd · ·(1− ε/2) · (1 + (1/
√
η − 1)2 · ε/2)
ε
− d+ γp
= 2ηd · (1− ε/
√
η)
ε
− εd
2
· (1−√η)2 + γp
≤ 2ηd · (1− ε/
√
η)
ε
= (1− ε/√η) · αprp
n† .
Therefore, applying Eq. (8), we have
Dp(L†, ((r∗)p − d)1/p) ≤ Dp(Ln† , (1− ε/
√
η)1/prn†) ≤ β−C
†mNp(Ln† , (1− ε)rn† , tn†) .
Putting everything together, we see that it suffices to take C† > 0 to be a large enough constant
so that C˜mβ−C†m < 2−m/(1 + r∗/s).
We now move to proving Item 1. By Item 2, it suffices to find some new family of targets
t′1, t′2, . . . , and radii r′1, r′2, . . . , satisfying Eqs. (6) and (8), perhaps for some new constants ε′ ∈ (0, 1)
and β′ > 1. We would of course like to simply take t′n = tn and r′n = rn, but we have to worry
about the possibility that Dp(Ln, (1− ε/√η)rn) is not much smaller than Np(Ln, (1− ε)1/prn, tn).
Intuitively, this can only happen if either (1)Dp(Ln, (1−ε)1/prn) Np(Ln, (1−ε)1/prn, tn), in which
case we should clearly replace tn with t
′
n such that Np(Ln, (1− ε)1/prn, t′n) = Dp(Ln, (1− ε)1/prn);
or (2) Dp(Ln, (1−ε)1/pr′n) ≈ Dp(Ln, (1−ε)1/prn), for some r′n < rn, in which case we should clearly
replace rn with r
′
n. So, intuitively, as long as tn and rn are “reasonable,” we should be done.
To make this rigorous, let Nn := Np(Ln, rn,0), ε0 := ε, and r(−1)n = rn. For i = 1, . . . , `+ 1, let
εi := εi−1/
√
η and r
(i)
n := (1− εi−1) · r(i−1)n . Here, ` is the largest integer such that r(`)n > rn/2. In
particular, ` is a constant. Let N
(i)
n := Dp(Ln, r(i)n ). It follows that N (`+1)n ≤ Nn, since if there were
Nn + 1 distinct lattice vectors v1, . . . ,vNn+1 at distance rn/2 from any vector t then, by triangle
inequality, there would necessary be Nn + 1 distinct lattice vectors vi − v1 for i = 1, . . . , Nn + 1 of
length at most rn, contradicting the definition of Nn.
By Eq. (6), we have N
(0)
n ≥ βn† ·Nn. Thus, there exists an i ∈ {0, . . . , `} such that
N
(i)
n
N
(i+1)
n
≥ (β′)n ,
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and
N
(i)
n
Nn
≥ (β′)n ,
where β′ := β1/(`+1) > 1. Fix such an i. Then, taking ε′ := εi−1, r′n := r
(i−1)
n , and t′n to be any
vector satisfying Np(L, r(i)n , t′n) = Dp(L, r(i)n ) gives the result.
Putting everything together, we get the following conditional result.
Corollary 5.3. Suppose that for some constants p ≥ 1, ε ∈ (0, 1/2), and β > 1, the following
holds. For every sufficiently large integer n, there exists a lattice Ln ⊂ Rdn with rank(Ln) = n and
dn ≤ poly(n), target tn ∈ Rdn, and radius rn > 0 such that
Np(Ln, (1− ε)1/p · rn, tn) ≥ βn ·Np(Ln, rn,0) . (9)
Then for any constant C ≥ 1 and η ∈ (0, 1), there is a constant γ > 1, such that there is an
efficient (non-uniform) reduction from from Gap-3-SAT≤Cη on n variables to SVPp,γ on a lattice of
rank O(n) and dimension O(n) + dO(n), for some constant γ > 1.
Furthermore, if Ln, tn, and rn are computable in time poly(n) and for any constant δ ∈ (ε, 1),
there exists a β′ > 1 such that
Np(Ln, (1− ε)1/prn, tn) ≥ (β′)n ·Dp(Ln, (1− ε/δ)1/prn) , (10)
then we may replace the non-uniform reduction with a randomized reduction.
Proof. By Theorem 2.14, it suffices to show a reduction from ExactSetCoverη′ with d = n/η
′ and
m ∈ [n,C ′n] for some constants C ′ ≥ 1 and η′ ∈ (0, 1). By Theorem 3.2, it suffices to reduce this to
(A,G)-CVPp,γ on a rank O(n) lattice with A ≤ 2−mG. By Theorem 5.1, such a reduction exists,
but it requires a gadget a lattice of rank O(n) satisfying Eq. (7) as auxiliary input.
By Item 1 of Lemma 5.2, such a gadget exists for sufficiently large n if Eq. (9) holds. Therefore,
we get a non-uniform reduction that uses this gadget as advice.
To prove the “furthermore,” it suffices to show that the additional assumptions are sufficient
to make this gadget efficiently computable. Indeed, by Item 2 of Lemma 5.2, if Eq. (10) holds with
δ = 1/
√
η′, then we may take the gadget to be a scaling of Ln† , tn† , and rn† for an appropriate choice
of n† = O(n). The scaling and n† are clearly efficiently computable. So, if both Eqs. (9) and (10)
hold and the family is efficiently computable, then the advice is indeed efficiently computable, as
needed.
5.1 Gap-ETH Hardness of SVPp for p > 2
In order to prove Gap-ETH hardness of SVPp, we will need the following lemma. The proof can
be found in Section 6.
Lemma 5.4. For any constants p > 2 and δ ∈ (0, 1), there exist (efficiently computable) constants
β > 1, t ∈ (0, 1/2], Cr > 0, and ε ∈ (0, δ), such that for any positive integer n,
Np(Zn, (1− ε)1/p · r, t) ≥ βn ·Np(L, r,0) ,
where r := Crn
1/p and t = (t, t, . . . , t) ∈ Rn, and
Np(Zn, (1− ε)1/pr, t) ≥ βn ·Dp(Zn, (1− ε/δ)1/pr) .
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Corollary 5.5. For any constants p > 2 and C ′ ≥ 1, there exists a constant γ > 1 such that there
is an efficient (randomized) reduction from Gap-3-SAT≤C
′
η′ on n variables to SVPp,γ on a lattice of
rank and dimension O(n)
In particular, for some constant γ > 1, there is no 2o(n)-time algorithm for SVPp,γ unless
(randomized) Gap-ETH is false.
Proof. Simply combine Corollary 5.3 with Lemma 5.4, with Ln := Zn, rn := Crn1/p, and tn :=
(t, t, . . . , t) ∈ Rn.
5.2 Gap-ETH-hardness of SVP2 under a certain assumption
We now show that, at least in the special case of the `2 norm, we can simplify Corollary 5.3 a bit
further to get a relatively clean conditional hardness result. (See Theorem 5.9 below.) We focus
on the `2 norm because (1) we obtain the simplest statement in this case; and (2) hardness in the
`2 norm implies hardness in other norms. But, we mention in passing that qualitatively similar
results hold for all `p norms.
Lemma 5.6. For any integer n ≥ 100, let u ∈ Rn be a fixed vector, and let t ∈ Rn be a uniformly
random unit vector in the `2 norm. Then for any 0 < θ1 < θ2 < pi, the probability that the angle
between u and t is between θ1 and θ2 is at least∫ θ2
θ1
sinn−2 θ dθ .
Proof. The probability density function of the angle θ is proportional to sinn−2 θ [CFJ13]. So, it
suffices to show that the constant of proportionality is at least one. I.e., it suffices to show that the
integral of this from 0 to pi is at most one. Indeed,∫ pi
0
sinn−2 θ dθ = 2
∫ pi/2
0
sinn−2 θ dθ
= 2
∫ 2pi/5
0
sinn−2 θ dθ + 2
∫ pi/2
2pi/5
sinn−2 θ dθ
≤ 2 sin98(2pi/5) + 2(pi/2− 2pi/5)
≤ 1 .
The result follows.
Corollary 5.7. For any ε, δ ∈ (0, 1/100) with ε ≤ √δ/10 and vector v ∈ Rn with n ≥ 100 and
1 ≤ ‖v‖22 ≤ 1 + δ, we have
Pr[‖v − t‖22 ≤ 1− ε] ≥
ε
2
√
δ(1 + δ)
·
(
1− 2ε− ε2/δ
1 + δ
)n/2
,
where t ∈ Rn is a vector of `2 norm
√
δ chosen uniformly at random.
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Proof. Let θ be the angle between v and t. We have
Pr[‖v − t‖2 ≤ 1− ε] = Pr[‖v‖22 + ‖t‖22 − 2‖v‖2‖t‖2 cos θ ≤ 1− ε]
≥ Pr
[
cos θ ≥ 1 + δ + δ − 1 + ε
2
√
δ(1 + δ)
]
≥ Pr [ cos θ ≥ (2δ + ε)/(2√δ(1 + δ))]
≥
∫ arccos( 2δ+ε
2
√
δ(1+δ)
)
arccos
(
δ+ε√
δ(1+δ)
) sinn−2 θ dθ
≥
(
arccos
(
δ + ε√
δ(1 + δ)
)
− arccos
(
2δ + ε
2
√
δ(1 + δ)
))
·
(
1− 2ε− ε2/δ
1 + δ
)n/2
≥ ε
2
√
δ(1 + δ)
·
(
1− 2ε− ε2/δ
1 + δ
)n/2
,
where the first inequality uses the fact that x − a/x is an increasing function of x if a > 0, the
second-to-last inequality uses the fact that sin(arccos(x)) =
√
1− x2, and the last inequality uses
the fact that ∂∂x arccos(x) = −(1− x2)−1/2 ≤ −1.
Corollary 5.8. For any lattice L ⊂ Rn with n ≥ 100, ε, δ ∈ (0, 1/100) with ε ≤ √δ/10, radius
r > 0, and target t ∈ Rn, there exists a vector t′ ∈ Rn such that
N2(L,
√
1− ε · r, t′) ≥ ε
2
√
δ(1 + δ)
·
(
1− 2ε− ε2/δ
1 + δ
)n/2
·N2(L,
√
1 + δ · r, t) .
Proof. Take t′ ∈ Rn to be a uniformly random vector that is at `2 distance
√
δ · r away from t
as in Corollary 5.7. Then, by the corollary, the expectation of N2(L,
√
1− ε · r, t′) is at least the
right-hand side of the above inequality, and the result follows.
We now show that a family of lattices with “surprisingly many” points in a ball is enough
to instantiate Corollary 5.3. In more detail, notice that we expect N2(L, r, t) to “typically” be
proportional rn, and in particular, we expect N2(L, r′, t) . (r′/r)n ·N2(L, r,0) for r′ > r. We show
that, in order to instantiate Corollary 5.3, it suffices to find a family of lattices, radii, and targets
such N2(L, r′, t) ≥ βn · (r′/r)n · N2(L, r,0) for some constant β > 1 and r′ ≤ O(r). For example,
by taking r = λ
(2)
1 (L) − ε, r′ = λ(2)1 (L), and t = 0, we see that it would suffice to find a family of
lattices with exponentially many non-zero vectors of minimal length in the `2 norm—i.e., a family
with exponentially large kissing number.
Theorem 5.9. Suppose that for some constants β, α > 1, the following holds. For every sufficiently
large integer n, there exists a lattice Ln ⊂ Rn, radii 0 < rn ≤ r′n ≤ αrn, and a target tn ∈ Rn such
that
N2(Ln, r′n, tn) ≥ βn · (r′n/rn)n ·N2(Ln, rn,0) . (11)
Then for any constant C ≥ 1 and η ∈ (0, 1), there is an efficient (non-uniform) reduction from
from Gap-3-SAT≤Cη on n variables to SVP2,γ on a lattice of rank and dimension O(n), for some
constant γ > 1.
In particular, if such a family of lattices and radii exists, then for some constant γ > 1, there
is no 2o(n)-time algorithm for SVP2,γ unless (non-uniform) Gap-ETH is false.
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Proof. We first prove the theorem under the assumption that r′n/rn < 1 + 1/400. We may assume
without loss of generality that r′n/rn > β1/2. (Otherwise, we may replace r′n with rn · β1/2 and β
with β1/2. Then, clearly r′n/rn > β1/2 and Eq. (11) still holds.)
Let sn := rn ·
√
1− ε′/√1− ε for some small constants 0 < ε′ < ε < 1/100 to be chosen later.
By Corollary 5.3, it suffices to find a t′n ∈ Rn such that
N2(Ln,
√
1− ε′ · rn, t′n) = N2(Ln,
√
1− ε · sn, t′n) ≥ (β′)n ·N2(Ln, rn,0) , (12)
for some constant β′ > 1 and sufficiently large n. Let δ := (r′n/sn)2 − 1 ∈ (β1/2 − 1, 1/100). By
Corollary 5.8, as long as ε <
√
β1/2 − 1/10, we see that there exists a t′n ∈ Rn with
N2(Ln,
√
1− ε · sn, t′n) ≥
ε
2
√
δ(1 + δ)
·
(
1− 2ε− ε2/δ
1 + δ
)n/2
·N2(Ln,
√
1 + δ · sn, tn)
=
ε
2
√
δ(1 + δ)
·
(
1− 2ε− ε2/δ
1 + δ
)n/2
·N2(Ln, r′n, tn)
≥ ε
2
√
δ(1 + δ)
·
(
1− 2ε− ε2/δ
1 + δ
)n/2
· (r′n/rn)n · βn ·N2(Ln, rn,0)
>
ε
2
√
δ(1 + δ)
· (1− 2ε− ε2/δ)n/2 · βn ·N2(Ln, rn,0) .
The result follows by taking ε and β′ to be a small enough constant that (1−2ε−ε2/δ)1/2·β > β′ > 1.
Now, suppose r′n/rn ≥ 1+1/400. We claim that there exists some 0 < sn ≤ s′n < (1+1/400) ·sn
such that
D2(Ln, s′n) ≥ (β′)n · (s′n/sn)n ·N2(Ln, sn,0) (13)
for some constant β′ > 1 depending only on β and α. Clearly, this suffices to prove the result.
To that end, for i = 0, . . . , ` := d2000 log(r′n/rn)e, let s(i)n := (r′n/rn)i/` · rn, D(i)n := D2(Ln, s(i)n ),
and N
(i)
n := N2(Ln, s(i)n ,0). We take to be the constant β′ := β1/d2000β logαe ≤ β1/`. We claim that
it suffices to find an index i such that D
(i+1)
n /N
(i)
n ≥ (r′n/rn)n/`βn/`. Indeed, if such an index exists,
then we can take s′n := s
(i+1)
n and sn := s
(i)
n . Clearly, s′n/sn = (r′n/rn)1/` ≤ 1 + 1/400, and Eq. (13)
is indeed satisfied.
It remains to find such an index i. By assumption, we have D
(`)
n /N
(0)
n ≥ (r′n/rn)n · βn, and by
definition, we have D
(i)
n ≥ N (i)n . If there exists an index i such that D(i+1)n /D(i)n ≥ (r′n/rn)n/`βn/`,
then we are done, since N
(i)
n ≤ D(i)n . Otherwise, we have
D(1)n ≥ (r′n/rn)−(`−1)n/` · β−(`−1)n/`D(`)n ≥ (r′n/rn)n/` · βn/`N (0)n ,
as needed.
Corollary 5.10. Suppose that for some constants β, α > 1, the following holds. For every suf-
ficiently large integer n, there exists a lattice Ln ⊂ Rn, radii 0 < rn ≤ r′n ≤ αrn, and a target
tn ∈ Rn such that
N2(Ln, r′n, tn) ≥ βn · (r′n/rn)n ·N2(Ln, rn,0) .
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Then for any constants C ≥ 1, η ∈ (0, 1), and p ∈ [1, 2], there is an efficient (non-uniform)
reduction from from Gap-3-SAT≤Cη on n variables to SVPp,γ on a lattice of rank and dimension
O(n), for some constant γ > 1.
In particular, if such a family of lattices and radii exists, then for each constant p ∈ [1, 2] there
exists a constant γp > 1, such that there is no 2
o(n)-time algorithm for SVPp,γp unless (non-uniform)
Gap-ETH is false.
Proof. Combine Thereom 5.9 with Corollary 2.4.
6 On the number of integer points in an `p ball
In this section, we prove Lemma 5.4 by studying the function Np(Zn, r, t). The results in this
section were originally proven by Mazo and Odlyzko [MO90] for p = 2 and Elkies, Odlyzko, and
Rush [EOR91] for arbitrary p. In particular, the main theorem of this section, Theorem 6.1,
appeared in [MO90] for p = 2 and in [EOR91] for arbitrary p (and even in a more general setting),
and (a variant of) Lemma 5.4 already appeared in [EOR91]. Our proof mostly follows that of Mazo
and Odlyzko.
6.1 Approximation by Θp
We extend our definition of Θp(τ) to “shifted sums” as follows. For 1 ≤ p <∞, τ > 0, and t ∈ R,
let
Θp(τ ; t) :=
∑
z∈Z
exp(−τ |z − t|p) .
We then further extend this definition to vectors t = (t1, . . . , tn) ∈ Rn by
Θp(τ ; t) :=
n∏
i=1
Θp(τ ; ti)
We will often assume without loss of generality that t ∈ [0, 1/2] and t ∈ [0, 1/2]n.
We have
Θp(τ ; t) =
∑
z∈Zn
exp(−τ‖z − t‖pp) .
It follows that for any radius r > 0 and any τ > 0,
Np(Zn, r, t) ≤ exp(τrp)Θp(τ ; t) . (14)
We wish to show that this inequality is quite tight if τ satisfies µp(τ ; t) = r
p, where
µp(τ ; t) :=
n∑
i=1
E
X∼Dp(τ ;ti)
[|X|p] ,
and Dp(τ ; t) is the probability distribution over Z − t that assigns to each x ∈ Z − t probability
exp(−τ |x|p)/Θp(τ ; t).10 Indeed, the main theorem that we prove in this section is the following
(which, again, was originally proven in [MO90, EOR91]).
10It is easy to see that there exists a τ satisfying µp(τ ; t) = r
p if and only if there is a lattice point inside the open
`p ball of radius r around t. So, we do not lose much by assuming that r
p = µp(τ ; t) for some τ > 0.
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Theorem 6.1. For any constants p ≥ 1 and τ > 0, there is another constant C∗ > 0 such that
exp(τµp(τ ; t)− C∗
√
n) ·Θp(τ ; t) ≤ Np(Zn, µp(τ ; t)1/p, t) ≤ exp(τµp(τ ; t)) ·Θp(τ ; t) ,
for any t ∈ Rn and any positive integer n.
Lemma 6.2. For any 1 ≤ p <∞, τ > 0, and t ∈ R,
∂
∂τ
log Θp(τ ; t) = −µp(τ ; t) < 0 ,
and
∂2
∂τ2
log Θp(τ ; t) = E
X∼Dp(τ ;t)
[|X|2p]− µp(τ ; t)2 > 0 .
Proof. We have
∂
∂τ
log Θp(τ ; t) =
1
Θ(τ ; t)
·
∑
z∈Z
∂
∂τ
exp(−τ |z − t|p)
= − 1
Θ(τ ; t)
·
∑
z∈Z
|z − t|p exp(−τ |z − t|p)
= −µp(τ ; t) .
The second derivative follows from a similar computation.
To use Θp(τ ; t) to get a lower bound on Np(Zn, r, t), we wish to “isolate” the contribution of
vectors of length roughly r to the sum Θp(τ ; t). To do so, we define for δ > 0 the (rather unnatural)
function
Hp(τ, δ; t) := Θp(τ + δ; t)− exp(−δµp(τ ; t))Θp(τ ; t)− exp(δµp(τ + 2δ; t))Θp(τ + 2δ; t) .
The following lemma shows why we are interested in Hp.
Lemma 6.3. For any 1 ≤ p <∞, τ > 0, δ > 0, and t ∈ [0, 1/2]n,
Np(Zn, µp(τ ; t)1/p, t) ≥ exp(τµp(τ + 2δ; t))Hp(τ, δ; t) .
Proof. We can write
Hp(τ, δ; t) =
∑
z∈Zn
exp(−(τ + δ)‖z − t‖pp) ·
(
1− f1(z)− f2(z)
)
,
where f1(z) := exp(δ(‖z − t‖pp − µp(τ ; t))), and f2(z) := exp(δ(µp(τ + 2δ; t) − ‖z − t‖pp)). In
particular, the summand is negative if ‖z − t‖pp ≥ µp(τ ; t) or ‖z − t‖pp ≤ µp(τ + 2δ; t). Therefore,
there are at most Np(Zn, µp(τ ; t)1/p, t) positive summands, and each has magnitude at most
exp(−(τ + δ)µp(τ + 2δ; t)) ≤ exp(−τµp(τ + 2δ; t)) .
The result follows.
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Proof of Theorem 6.1. We may assume without loss of generality that t ∈ [0, 1/2]n. Let δ > 0 with
δ = O(1) to be chosen later. By taking the Taylor expansion of log Θp(τ ; t) around τ , we see by
Lemma 6.2 that
log Θp(τ ; t)− log Θp(τ + δ; t) ≤ δµp(τ ; t)− δ
2
2
inf
τ≤τ ′≤τ+δ
n∑
i=1
V (τ ′; ti) ,
where
V (τ ′; ti) := E
X∼Dp(τ ′;ti)
[|X|2p]− µp(τ ′; ti)2 .
Notice that V (τ ′; ti) is a continuous positive function. Therefore, it has a positive lower bound on
the compact set τ ≤ τ ′ ≤ τ + 2δ and 0 ≤ ti ≤ 1/2. (We have deliberately taken the upper limit on
τ ′ to be τ + 2δ rather than just τ + δ.) Let Cmin > 0 be such a bound. We therefore have
log Θp(τ ; t)− log Θp(τ + δ; t) ≤ δµp(τ ; t)− Cminnδ2/2 .
By an essentially identical argument, we have,
log Θp(τ + 2δ; t)− log Θp(τ + δ; t) ≤ −δµp(τ + 2δ; t)− Cminnδ2/2 .
It follows that
Hp(τ, δ; t) ≥ Θp(τ + δ; t) · (1− 2 exp(−Cminnδ2/2)) .
Plugging this in to Lemma 6.3, we see that
Np(Zn, µp(τ ; t)1/p, t) ≥ exp(τµp(τ + 2δ; t))Θp(τ + δ; t) · (1− 2 exp(−Cminnδ2/2)) .
By a similar argument, we see that there is some constant Cmax > 0 such that µp(τ ; ti) − µp(τ +
2δ; ti) ≤ Cmaxδ and log Θp(τ ; ti)− log Θp(τ + δ; ti) ≤ Cmaxδ. Therefore,
Np(Zn, µp(τ ; t)1/p, t) ≥ exp(τµp(τ ; t))Θp(τ ; t) · exp(−Cmaxδn(τ + 1))(1− 2 exp(−Cminnδ2/2)) .
The result follows by taking δ = C†/
√
n for a sufficiently large constant C† > 0.
6.2 Dense shifted balls and the proof of Lemma 5.4
We now wish to show that for p > 2, there exist shifts t ∈ Rn such that Np(Zn, r, t) is exponen-
tially larger than Np(Zn, r,0). (Again, this result is not original to us, as it was already proven
in [EOR91].) By Theorem 6.1, it suffices to show that there exists τ > 0 and t ∈ (0, 1/2] such that
Θp(τ ; t) > Θp(τ ; 0).
Lemma 6.4. For any p > 2 and τ ≥ 1− 1/p, there exists a t ∈ (0, 1/2] such that
Θp(τ ; t) > Θp(τ ; 0) .
Proof. We have ∂∂tΘp(τ ; t)|t=0 = 0, and
∂2
∂t2
Θp(τ ; t)
∣∣
t=0
= pτ
∑
z∈Z
exp(−τ |z|p)|z|p−2(pτ |z|p − (p− 1)) . (15)
(Here, we have used the fact that exp(−τ |t|p) is twice differentiable at t = 0 for p > 2, with first
and second derivative both zero. Notice that this is false for p ≤ 2.) For τ ≥ 1 − 1/p, all of the
summands are non-negative, so that 0 is a local minimum of the function t 7→ Θp(τ ; t). Therefore,
for sufficiently small t > 0, Θp(τ ; t) > Θp(τ ; 0), as needed.
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Proof of Lemma 5.4. Choose t ∈ [0, 1/2] to maximize Θp(1; t). (Since Θp(1; t) is a continuous
function and [0, 1/2] is a compact set, such a maximizer is guaranteed to exist.) By Lemma 6.4,
we must have Θp(1; t) > Θp(1; 0), and in particular t > 0. Let ε ∈ (0, δ) be a constant to be chosen
later. Let Cr := µp(1; t)
1/p/(1− ε)1/p.
Let ε ∈ (0, δ) be a constant to be chosen later, and let r := Crn1/p and t := (t, t, . . . , t) ∈ Rn.
Notice that (1− ε)rp = µp(1; t). By Theorem 6.1, we have
Np(Zn, (1− ε)1/p · r, t) ≥ exp(−C∗
√
n) · exp((1− ε)rp) ·Θp(1; t)n (16)
for some constant C∗ > 0.
We have
Np(Zn, r,0) ≤ exp(rp)Θp(1; 0)n .
Let α := Θp(1; t)/Θp(1; 0) > 1. Then, combining the above with Eq. (16), we see that
Np(Zn, (1− ε)1/pr, t)
Np(Zn, r,0)
≥ αn · exp(−εCprn) .
We therefore take ε ∈ (0, δ) to be any constant small enough to make α exp(−εCpr ) > 1.
Now, for any t′ = (t′1, . . . , t′n) ∈ Rn, we may repeat the above argument to show that
Np(Zn, (1− ε)1/pr, t)
Np(Zn, (1− ε/δ)r, t′) ≥ exp(εC
p
rn · (1/δ − 1)) ·Θp(1; t)n/Θp(1; t′)
Recall that, by definition, Θp(1; t
′) =
∏
i Θp(1; t
′
i) ≤ Θp(1; t)n, where the last inequality follows
from our choice of t. Therefore,
Np(Zn, (1− ε)1/pr, t)
Dp(Zn, (1− ε/δ)r) ≥ exp(εC
p
rn · (1/δ − 1)) .
The result follows by taking β := min{α exp(−εCpr ), exp(εCpr (1/δ − 1))} > 1.
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