Introduction
In a multi-talker environment, the intelligibility of a target talker against a background of concurrent talkers can be degraded as a consequence of masking. This phenomenon, the cocktail-party problem, highlights that ignored sound streams can, in certain conditions, alter the perception of attended speech (Carlile, 2014; Cherry, 1953) . In general, the ignored sound interferes with the target speech in two ways: through energetic masking and through informational masking. The spectro-temporal overlap between the target speech and the distractor, leading to the degradation of the target speech input signal, results in energetic masking. The interference in cognitive processing between the target and distractor is generally referred to as informational masking.
Knowing the diversity in features encoded in speech, informational masking could occur at different levels of the speech processing hierarchy (Brungart, 2001; Evans and Davis, 2015; Hoen et al., 2007; Mattys et al., 2012; Rhebergen et al., 2005) . Of particular interest is how to disentangle the effects related to acoustic processing from those related to linguistic analysis. Some evidence suggests that distracting signals have dissociable masking effects on target speech comprehension depending on their amount of linguistic information. For example, distracting speech impairs the processing of target speech more strongly than does other unintelligible noise [e.g., noisevocoded (NV) speech, rotated speech, time-reversed speech] (Brungart, 2001; Calandruccio et al., 2013; Hoen et al., 2007; Rhebergen et al., 2005) ; native distracting speech is a stronger distractor than non-native or unknown speech (Brouwer et al., 2012; Rhebergen et al., 2005; Van Engen and Bradlow, 2007) .
While these results have been interpreted as the consequence of competition between the linguistic information in the target and unattended speech channels, it cannot be fully excluded that these observations originate from acoustic masking effects. Intelligible speech and unintelligible speech-like signals or foreign speech differ both in linguistic content and in the spectro-temporal properties of the acoustics (Tong et al., 2006) . Thus, intelligible speech could be a stronger distractor than unintelligible speech for two reasons, either because it presents closer acoustic information to the target speech, or because it carries competing linguistic information. We present a new a) Author to whom correspondence should be addressed. b) Also at: Donders Institute for Brain, Cognition and Behaviour, Radboud University, 6500 HB Nijmegen, The Netherlands. c) Also at: Max Planck Institute for Psycholinguistics, 6500 AH Nijmegen, The Netherlands. method to distinguish these two components (referred to as acoustic masking and linguistic masking from here on), by manipulating the linguistic content of the masker while keeping its acoustic properties constant.
To do so, participants completed a dichotic listening cocktail-party task with NV speech sentences as distracting signals before and after they were given training on understanding the distracting NV speech. Crucially, the NV speech sentences were initially poorly intelligible but could be understood after training (Davis et al., 2005; Sohoglu and Davis, 2016) . Hence, before and after training, the NV speech would have the same acoustic information but not carry the same linguistic information. By comparing the intelligibility reports of the target speech before and after training, we could isolate the contributions of the linguistic masking on target speech comprehension.
Methods

Participants
Twenty-four participants (15 female; mean 6 standard deviation ¼ 24 6 2 yrs) from the Max Planck Institute for Psycholinguistics participant panel were tested. All participants were native Dutch speakers and were right-handed. Subjects had no known history of neurological, language, or hearing problems. Written informed consent was obtained from all participants prior to measurement and the study received ethical approval from the local reviewing committee "CMO Arnhem Nijmegen." All participants were paid for their participation.
Materials
The speech stimuli were selected from a corpus with meaningful conversational Dutch sentences, digitized at a 44 100 Hz sampling rate and recorded at the VU University Amsterdam (Versfeld et al., 2000) by a male or female speaker. Each speech stimulus consisted of a combination of two sentences of the corpus uttered by the same speaker, separated by a 300-ms silence gap (average duration ¼ 4.15 6 0.13 s).
The target speech stimuli consisted of intact sentence pairs spoken by one of the two speakers. The distracting speech stimuli were NV versions of distinct sentence pairs taken from the same corpus and spoken by the other speaker (opposite sex). Noise-vocoding (Davis et al., 2005) was performed using either 4 (main condition) or 2 (control) frequency bands logarithmically spaced between 50 and 8000 Hz. These values were selected based on pilot data, which showed that the intelligibility of 4-band vocoded speech could be improved through training, while 2-band NV speech remained unintelligible. One trial consisted of the presentation of the target speech with the interfering NV speech. The signals were delivered dichotically to the two ears and the target speech reached randomly one of them. The stimuli were presented at a comfortable listening level (overall average level of 70 dB sound pressure level) with three signal-to-noise ratio (SNR) conditions: 0, À3, and À6 dB.
Procedure
Participants were tested individually in a sound proof booth in a behavioral experiment lab at the Max Planck Institute for Psycholinguistics. The experimental design was implemented using Presentation software (Version 16.2, www.neurobs.com). All stimuli were played from a sound card (X-Fi Extreme) in a computer (HP Z400) through headphones (Sennheiser HD-520). Participants' responses were recorded by a microphone (Sennheiser K6 þ ME64) with a sampling rate of 44 100 Hz.
The experiment included three phases: pre-training, training, and post-training (Fig. 1) . In the pre-and post-training phases [ Fig. 1(B) ], the participants performed the dichotic listening task, in which they were instructed to listen to the presentation of one intact speech channel and one unintelligible NV speech channel and pay attention to the intact target speech only. After the presentation, the participant's task was to repeat the sentences of the target speech. Trials were divided into blocks of 24 trials per SNR (0, À3, À6 dB) and NV condition (4 -and 2-band). The target speech differed across trials and all conditions (hence a target stimulus was only presented once during the whole experiment). The distracting speech differed between the two NV conditions and each stimulus was repeated three times (one stimulus per SNR condition). In each block, the target stimuli in half of the trials were spoken by the female speaker, and the rest were spoken by the male speaker. The distracting speech (prior to noise-vocoding) was always spoken by the other speaker. A total of 144 trials were tested in each phase.
In the training phase [second phase of the experiment, Fig. 1(C) ], participants were trained to understand the 4-band NV speech. The training phase included three parts: (a) pre-test: the participants were tested on their ability to understand the 4-band NV speech; they were presented with the interfering speech binaurally and were asked to repeat it afterwards; (b) training: they were presented one token of an intact version of an NV stimulus followed by one token of the NV version of that stimulus; at the same time, they could read the content of the NV speech on the screen; (c) posttest: they performed the intelligibility test again. Untrained 4-band sentences were added in the last section to test the generalization of the training procedure. To ensure no learning of 2-band NV speech, 2-band NV sentences were not presented in the training session. In total, 96 trials were tested in this phase.
Results and discussion
The intelligibility of speech was measured by calculating the percentage of correct content words (excluding function words) in participants' reports for each speech sequence. Words were regarded as correct if there was a perfect match (correct word without any tense errors or singular/plural form changes). The percentage of correct content words was chosen as a more accurate measure of intelligibility based on acoustic cues than percentage correct of all words, considering that function words could be guessed based on the content words (Brouwer et al., 2012; Hustad, 2006) . But we also performed the analyses with all correct words; these analyses yielded similar results.
Training improved the intelligibility of 4-band NV speech
As shown in Fig. 2(A) , the training phase significantly improved the perception of 4-band NV speech. The intelligibility of the NV sentences was low before training [mean ¼ 26.07%, standard error (SE) ¼ 1.91] and improved after training (mean-¼ 56.34%, SE ¼ 2.59). The intelligibility of untrained 4-band NV sentences also improved (relative to the matched pre-training sentences) after training (mean-¼ 40.50%, SE ¼ 2.10), which suggests that the training could generalize to new speech utterances, in line with previous reports (Davis et al., 2005; Sohoglu and Davis, 2016) . Both improvements were significant [pre-vs post-trained: t(23) ¼ 18.34, p < 0.001; prevs post-untrained: t(23) ¼ 10.14, p < 0.001, Bonferroni corrected], but intelligibility after training was stronger for the trained sentences compared to the untrained sentences [t(23) ¼ 10.64, p < 0.001].
NV speech was a stronger masker when intelligible
We predicted that the distracting NV signal would interfere more with target speech comprehension in the dichotic listening task when intelligible, that is, after training. In addition, the training phase should have no influence on the performance in the dichotic listening task when the distracting signal is untrained 2-band NV speech. A three-way repeated-measures analysis of variance (ANOVA) was performed to assess the contribution of the three factors: Time (pre-/post-training), NV (trained 4-band/untrained 2-band), and SNR (0, À3, À6 dB). In line with our predictions, the interference on target speech through training was observed [ Fig. 2 The experiment consisted of three phases. In the first and third phases of the experiment, participants performed a dichotic listening cocktail-party task, in between the two dichotic listening tasks participants were trained to understand 4-band NV speech. (B) During the dichotic listening tasks, participants listened to the presentation of one intact target with one NV distractor (either 2 -or 4-band) and were asked to repeat the intact target speech. (C) During the training of the 4-band NV sentences, participants listened to the distractor once in the intact and then once in the NV version. At the same time, they read the text of the sentences on the screen. We tested the intelligibility of the 4-band NV sentences before (pre-test) and after (post-test) the training by asking participants to listen to and repeat the NV sentences.
The performance in post-training could have declined because of increased intelligibility of the distractor acquired via training, but also because of confounding effects such as fatigue. To test for this, we compared performance in the trained 4-band and the untrained 2-band NV distracting speech conditions. We expected that the training influences should only be observed for 4-band NV signals. In line with this prediction, the three-way interaction between Time, NV, and SNR was significant [F(2, 46) ¼ 4.494, p ¼ 0.016]. This suggested that training differentially influenced target speech perception depending on the NV masker. Although the two-way interactions were not significant [Time * NV:
, the three-way interaction indicates that the effect of training was dependent on SNR.
3.3 Linguistic masking effects were most prominent at SNR 5 23 dB To further investigate the effect of SNR on intelligibility reports, we performed a twoway ANOVA analysis for each SNR level. A significant interaction was found between NV and Time at SNR À3 dB only [F(1, 23) ¼ 24.08, p < 0.001] [ Fig. 2(B) ]. At SNR ¼ À3 dB, 4-band distracters interfered more strongly with the processing of target speech after training compared to before training, whereas intelligibility of the target speech did not vary significantly when the distracting signal was 2-band NV speech (4-band post vs pre: p < 0.001; 2-band post vs pre: p ¼ 0.269, Bonferroni corrected for multiple comparisons). At the other SNRs, the interaction between NV and Time was not significant [SNR 0: F(1, 23) 
Hence, the effects attributable to linguistic masking were primarily found when the distracting speech was 3 dB louder than the target speech. One potential explanation for this is based on the observation that linguistic masking has distinct effects on target speech comprehension depending on SNR (Brungart et al., 2005) . Speech-like noise maskers have been shown to impair target speech intelligibility monotonically for low SNRs ( À3 dB) (Brungart, 2001) . In contrast, target speech comprehension with speech maskers also drops as the SNR drops but tends to plateau and even improve when SNR levels are below À3 dB (Brungart, 2001) . As a consequence, the effect of linguistic masking may reverse as a function of SNR, starting from an increasingly distracting influence on target speech comprehension as SNRs drop down to at least À3 dB, but a facilitating effect at even lower SNRs (Brungart et al., 2005) . It is thus possible that À3 dB SNR is the level in this study at which linguistic interference is strongest (higher SNRs provide less interference, and lower SNRs provide facilitation because the distractors become easier to identify).
Another plausible reason could be the existence of an interaction effect between linguistic and acoustic masking. By analogy to a previous discussion on interactions between informational masking and energetic masking Neff and Jesteadt, 1996) , the total amount of masking produced may be either dominated by acoustic or linguistic masking depending on contextual constraints. When the distractor was much louder than the target speech (i.e., at low SNR conditions), the Target speech intelligibility during the dichotic listening task before and after training, when the distracting speech is trained 4-band NV speech (black) or untrained 2-band NV speech (gray). Bottom: Relative performance change between pre-training and post-training. Each dot represents the difference of performance for one participant. ***p < 0.001, n.s., not significant. acoustic masking could dominate the overall informational masking effects. This would be in line with the idea that informational masking partly originates from the degradation of auditory representations at higher levels of the speech processing hierarchy (Durlach et al., 2003) . Auditory networks encoding the competing speech signals may only represent one of the stimuli if the SNR is too unbalanced. Acoustic masking could dominate at low SNRs due to this representational bias operating prior to linguistic analysis.
Summary
In this study, we investigated the origins of informational masking effects during speechin-speech comprehension. We asked whether the competition between target and distracting speech results from the parallel processing of linguistic information, or from the competition of processed acoustic information. We proposed a new paradigm to test this, where distracting signals were NV speech that were initially unintelligible, and that became more intelligible via training. We show that unattended NV speech becomes more distracting when intelligible (after training) compared to when it is poorly understood (prior to training) and that these effects appear more prominent at SNR À3 dB. In line with past reports (Brouwer et al., 2012; Brungart, 2001; Calandruccio et al., 2013; Hoen et al., 2007; Iyer et al., 2010; Lecumberri and Cooke, 2006; Lecumberri et al., 2010; Rhebergen et al., 2005; Van Engen and Bradlow, 2007) , the present results show that an intelligible distractor interferes more with the processing of target speech and suggest that speech-in-speech interference originates, to a certain extent, from the parallel processing of competing linguistic content.
