Dynamics of a generic Brownian motion: Recursive aspects  by Fouché, Willem L.
Theoretical Computer Science 394 (2008) 175–186
www.elsevier.com/locate/tcs
Dynamics of a generic Brownian motion: Recursive aspects
Willem L. Fouche´
Department of Decision Sciences, University of South Africa, PO Box 392, UNISA, 0003, Pretoria, South Africa
Abstract
We study the local fluctuations of Brownian motions which are represented by infinite binary strings which are random in the
sense of Kolmogorov–Chaitin. We show how the dynamical properties of such a Brownian motion at a point depend on its recursive
properties.
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1. Introduction
In this paper we study the fluctuation rate of a typical Brownian motion at a point t in the unit interval. We show
that the rate crucially depends on the algorithmic properties of t .
It was shown in [5,6] that each binary string α which is complex (random) in the sense of Kolmogorov–Chaitin
(a KC-string) can be algorithmically transformed into a “generic” Brownian motion xα . It is generic in the sense that
every probabilistic event which holds almost surely with respect to the Wiener measure, is reflected in xα , provided the
probabilistic event has a suitably effective description. The class of generic Brownian motions coincides with a class
C of functions which was introduced by Asarin and Prokovskii in [1]. Each function in the latter class is a uniform
limit of a sequence (xn) of piecewise linear functions; moreover, every xn can be encoded by a binary string sn of
length n such that, for some positive constant d , the Kolmogorov complexity of sn is at least n − d. For this reason
we referred in [5,6] to the elements of C as complex oscillations.
Call a point t ∈ (0, 1) a rapid point of a continuous function X on the unit interval when
lim
h→0
|X (t + h)− X (t)|√|h| log(1/|h|) > 0.
Denote the set of rapid points of X by R(X). It was shown in [18] that Brownian motion has almost surely a set
of rapid points of Hausdorff dimension 1 (even though it has Lebesgue measure zero!). When X is one-dimensional
Brownian motion, the set R(X) has an extremely interesting structure. For example, Kaufmann [11] showed that,
almost surely, R(X) contains, for each 0 < β < 1, a so-called Salem set of Hausdorff dimension β. (Recall that a
compact subset E of Rd of Hausdorff dimension β > 0 is said to be a Salem set, if β is the supremum of the reals
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0 ≤ α < d for which there is some positive nonzero Radon measure µ with support contained in E , such that the
Fourier transform µˆ of µ satisfies |µˆ(ξ)|2  |ξ |−α , for all large values of |ξ |. In this case, E will generate Rd as an
abelian group!)
In this paper, we prove that if x is a complex oscillation, then x has a dense set of rapid points. If xα is the complex
oscillation associated to the KC-string α, a dense set of rapid points can be effectively retrieved from α. Indeed, there
is a universal algorithmic procedure which, upon having access to an oracle for a KC-string α, will yield, for any
closed dyadic interval I , a sequence (tk) of rational numbers in I such that |tk+1 − tk | < 2−k for all k ≥ 1 and,
moreover, such that the limit t of the sequence (tk) is a rapid point of the complex oscillation xα associated to α.
Moreover, it will be shown that each rapid point of a complex oscillation is not a recursive real number. In fact, if
t ∈ (0, 1) is a recursive real number, then t is an “ordinary” point of x . This means that Khintchine’s law of the iterated
logarithm [14] is reflected in x at every recursive t , i.e., if t is recursive, then
lim
h→0
|x(t + h)− x(t)|√
2|h| log log(1/|h|) = 1.
Recently, Kjos-Hanssen and Nerode [15] showed that one can use the results of this paper and of [5] to show that, for
each complex oscillation, the set of points t for which the law of the iterated logarithm holds has Lebesgue measure
one! In particular, the set of rapid points of a complex oscillation has Lebesgue measure zero.
The proofs of the results make substantial use of the formalism introduced in [5] and further developed in [6].
All the required results from these papers will be stated in full. This will make this paper reasonably self-contained.
In developing the analytical arguments of this paper, the author benefited greatly from reading the papers [13,12] of
Kahane. We mention that a thorough complexity-theoretic investigation of the law of the iterated algorithm in the
context of Bernoulli processes was undertaken by Vov’k in [24].
There are still many open problems which are related to the theme of this paper. The fractal properties of the
set of rapid points of a complex oscillation remain to be investigated. More generally, it will be interesting to find
the analogue, for complex oscillations, of the random generation of fractals by Brownian motion and to identify the
recursive properties that such fractals might have. Some partial results of these problems will appear in [7].
2. Complex oscillations and Wiener measure
The set of non-negative integers is denoted by ω and we write N for the product space {0, 1}ω. The set of words
over the alphabet {0, 1} is denoted by {0, 1}∗. If a ∈ {0, 1}∗, we write |a| for the length of a. If α = α0α1 . . .
is in N , we write α(n) for the word ∏ j<n α j . We use the usual recursion-theoretic terminology Σ 0r and Π 0r for
the arithmetical subsets of ωk × N l , k, l ≥ 0. (See, for example [10] for the recursion-theoretic background.) We
follow [10] by referring to a Σ 01 set of reals as a semi-recursive set instead of a recursively enumerable set. We write
λ for the Lebesgue probability measure on N . For a binary word s of length n, say, we write [s] for the “interval”
{α ∈ N : α(n) = s}. A sequence (an) of real numbers converges effectively to 0 as n →∞ if for some total recursive
f : ω → ω, it is the case that |an| ≤ (m + 1)−1 when n ≥ f (m). A subset A of N is of constructive measure 0,
if there is a total recursive φ : ω2 → {0, 1}∗ such that A ⊂ ⋂n⋃m[φ(n,m)], where λ(⋃m[φ(n,m)]) converges
effectively to 0 as n →∞.
For any binary word a we denote its Kolmogorov complexity by K (a). One can think of K (a) as the shortest
self-delimiting program for a universal Turing machine U which will output a from an empty input. We assume that
U accepts self-delimiting programs only. It is well known that if K1, K2 correspond to universal Turing machines
U1,U2, then K1(a) = K2(a) + O(1) for all a. (See, for example, [23] for a discussion.) In what follows, we shall
regard our choice of K as fixed. An infinite binary string α is Kolmogorov–Chaitin complex if
∃d∀n K (α(n)) ≥ n − d.
In what follows, we shall denote this set by KC and refer to its elements as KC-strings.
The core result of the theory of Kolmogorov complexity is the following:
Theorem 1. If α ∈ N , then α ∈ KC iff α is in the complement of every subset ofN which is of constructive measure 0.
For a discussion, see [23,22,2,3,16,17].
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A Brownian motion on the unit interval is a real-valued function (ω, t) 7→ Xω(t) on Ω × [0, 1], where Ω is the
underlying space of some probability space, such that Xω(0) = 0 a.s. and for t1 < · · · < tn in the unit interval,
the random variables Xω(t1), Xω(t2) − Xω(t1), . . . , Xω(tn) − Xω(tn−1) are statistically independent and normally
distributed with means all 0 and variances t1, t2− t1, . . . , tn− tn−1, respectively. We say in this case that the Brownian
motion is parametrised by Ω . Alternatively, the map X defines a Brownian motion iff for t1 < · · · < tn in the unit
interval, the random vector (Xω(t1), . . . , Xω(tn)) is Gaussian with correlation matrix (min(ti , t j ) : 1 ≤ i, j ≤ n).
It is a fundamental fact that any Brownian motion has a “continuous version”. This means the following: Write Σ
for the σ -algebra of Borel sets of C[0, 1] where the latter is topologised by the uniform norm topology. There is a
probability measure W on Σ such that for 0 ≤ t1 < · · · < tn ≤ 1 and for a Borel subset B of Rn , we have
P({ω ∈ Ω : (Xω(t1), . . . , Xω(tn)) ∈ B}) = W (A),
where
A = {x ∈ C[0, 1] : (x(t1), . . . , x(tn)) ∈ B}.
(See, for example, [9, p. 46–50] or [8].) The measure W is known as theWiener measure. We shall usually write X (t)
instead of Xω(t).
We next survey the results from [1,5,6] which will play an important role in this paper. The key idea in these
papers is that of a so-called complex oscillation, which is a limit of a sequence of finitary random walks of growing
Kolmogorov complexity, which is in a definite sense also a generic Brownian motion. We first introduce some
notations. For n ≥ 1, we write Cn for the class of continuous functions on the unit interval that vanish at 0 and
are linear with slopes ±√n on the intervals [(i − 1)/n, i/n] , i = 1, . . . , n. With every x ∈ Cn , one can associate a
binary string of length n by setting ai = 1 or ai = 0 according to whether x increases or decreases on the interval
[(i − 1)/n, i/n]. We call the sequence a1 · · · an the code of x and denote it by c(x). The following notion was
introduced by Asarin and Prokovskii in [1].
Definition 1. A sequence (xn) in C[0, 1] is complex if xn ∈ Cn for each n and there is a constant d > 0 such that
K (c(xn)) ≥ n − d for all n. A function x ∈ C[0, 1] is a complex oscillation if there is a complex sequence (xn) such
that ‖x − xn‖ converges effectively to 0 as n →∞.
The class of complex oscillations is denoted by C. It was shown by Asarin and Prokovskiy [1] that the class C has
Wiener measure 1.
For the results in this paper, we shall require a recursive characterisation of the almost sure events, with respect to
Wiener measure, which are reflected in each complex oscillation. In order to describe this characterisation, we use, as
in [5], an analogue of a Π 02 subset of C[0, 1] which is of constructive measure 0. We introduce some notations. If F
is a subset of C[0, 1], we denote by F the topological closure of F in C[0, 1]. For  > 0, we let O(F) be the set
{ f ∈ C[0, 1] : ∃g∈F‖ f − g‖ < }. For the sake of convenience, we write F0 for the complement of F and F1 for F .
Definition 2. A sequence F0 = (Fi : i < ω) in Σ is an effective generating sequence if
(1) for F ∈ F0, for  > 0 and δ ∈ {0, 1}, we have, for G = O(Fδ) or for G = Fδ , that W (G) = W (G),
(2) there is an effective procedure that yields, for each sequence 0 ≤ i1 < · · · < in < ω and k < ω a binary rational
number βk such that
|W (Fi1 ∩ · · · ∩ Fin )− βk | < 2−k,
(3) for n, i < ω, a strictly positive rational number  and for x ∈ Cn , both the relations x ∈ O(Fi ) and x ∈ O(F0i )
are recursive in x, , i and n.
If F0 = (Fi : i < ω) is an effective generating sequence and F is the Boolean algebra generated by F0, then there
is an enumeration (Ti : i < ω) of the elements of F (with possible repetition) in such a way, for a given i , that one
can effectively describe Ti as a finite union of sets of the form
F = Fδ1i1 ∩ · · · ∩ F
δn
in
,
where 0 ≤ i1 < · · · < in and δi ∈ {0, 1} for each i ≤ n. We call any such sequence (Ti : i < ω) a recursive
enumeration of F . We say in this case that F is effectively generated by F0 and refer to F as an effectively generated
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algebra of sets. A sequence (An) of sets in F is said to be F-semi-recursive if it is of the form (Tφ(n)) for some total
recursive function φ : ω → ω and some effective enumeration (Ti ) of F . (Note that the sequence (Acn), where Acn is
the complement of An , is also an F-semi-recursive sequence.) In this case, we call the union
⋃
n An a Σ
0
1 (F) set. A
set is aΠ 01 (F) set if it is the complement of a Σ 01 (F) set. It is of the form
⋂
n An for some F-semi-recursive sequence
(An). A sequence (Bn) in the sigma-algebra generated by F is a uniform sequence of Σ 01 (F) sets if, for some total
recursive function φ : ω2 → ω and some effective enumeration (Ti ) of F , each Bn is of the form
Bn =
⋃
m
Tφ(n,m).
In this case, we call the intersection
⋂
n Bn a Π
0
2 (F) set. If, moreover, the W -measure of Bn converges effectively to
0 as n →∞, we say that the set given by⋂n Bn is a Π 02 (F) set of constructive measure 0.
The proof of the following theorem appears in [5].
Theorem 2. LetF be an effectively generated algebra of sets. If x is a complex oscillation, then x is in the complement
of every Π 02 (F) set of constructive measure 0.
We shall also make frequent use of the following two results from [5].
Theorem 3. If B is a Σ 01 (F) set and W (B) = 1, then C, the set of complex oscillations, is contained in B.
It follows that if a Π 01 (F) set A contains at least one complex oscillation, then W (A) > 0. For otherwise, the
complement of A is a Σ 01 (F) set of measure 1 which fails to contain all the complex oscillations. An analogue for
KC-strings of Theorem 3 appears in [4]. The following is an effective version of the Borel–Cantelli lemma restricted
to Wiener processes.
Theorem 4. If (Ak) is a uniform sequence of Σ 01 (F) sets with
∑
k W (Ak) < ∞, then, for each complex oscillation
x, it is the case that x 6∈ Ak for all large values of k.
An analogue for KC-strings of this theorem appears in [20].
We introduce a class of effective generating sequences which is most useful for reflecting local properties of one-
dimensional Brownian motion into complex oscillations. Let G0 be a family of sets in Σ each having a description of
the form:
a1X (t1)+ · · · + anX (tn) ≤ L , (1)
where all the a j , t j (0 ≤ t j ≤ 1) are rational numbers, L is a recursive real number and X is one-dimensional
Brownian motion. If  > 0 and G ∈ Σ is described by (1), we have that O(G) is described by the inequality
a1X (t1)+ · · · + anX (tn) < L + 
∑
j
|a j | (2)
while O(G0) is given by
a1X (t1)+ · · · + anX (tn) > L − 
∑
j
|a j |. (3)
We require that it be possible to find an enumeration (Gi : i < ω) of G0 such that, for given i , if Gi is given by (1),
we can effectively compute the denominators and numerators of the rational numbers a j , t j and the recursive real L
can be computed up to arbitrary accuracy. This has the implication that there is an effective procedure, Π , such that,
for given i, ,m with i,m < ω and  a positive rational, the validity of (2) and (3) can be decided by Π when Gi is
given by (1) and when X ∈ Cm .
It is readily seen that, under these conditions, G0 = (Gi : i < ω) is an effective generating sequence in the sense of
Definition 2. (See [5].) In what follows, we call a sequence G0 meeting these requirements a Gaussian sequence and
the algebra G generated by G0, a Gaussian algebra.
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3. Rapid points of a complex oscillation
Let x be a continuous function on the unit interval. We call t ∈ (0, 1) an ordinary point of x when
lim
h→0
|x(t + h)− x(t)|√
2|h| log log(1/|h|) = 1.
We call t ∈ (0, 1) a rapid point of x if
lim
h→0
|x(t + h)− x(t)|√|h| log(1/|h|) > 0.
Theorem 5. (1) If x is a complex oscillation, then the set of rapid points of x is dense in the unit interval.
(2) Each recursive real in the unit interval is an ordinary point of x. Consequently, the rapid points of x are all
non-recursive real numbers.
Proof. (1) In what follows, a random variable ξ is said to be an N (0, 1)-variable if it is normally distributed with
mean 0 and variance 1.
For a subset I of the unit interval, let χ(I ) be the characteristic function of I . Our proof of Theorem 5 will be
based on the Franklin–Wiener representation of Wiener processes. (Our exposition is heavily influenced by the book
of Kahane [13].) We consider the Haar system in L2([0, 1]) defined as
e0 = 1, e1 = χ([0, 1/2))− χ([1/2, 1))
and
e jn = {χ([n2− j , n2− j + 2−( j+1)))− χ([n2− j + 2−( j+1), (n + 1)2− j ))}2 j/2
(0 ≤ n < 2 j , j ≥ 1). Let∆0(t),∆1(t),∆ jn(t) be the (zig-zag) functions obtained by integrating e0, e1, e jn from 0 to
t . Let (Ω , A, P) be a probability space on which a sequence ξ0, ξ1, ξ jn (0 ≤ n < 2 j , j ≥ 1) of independent N (0, 1)
random variables is defined. Then the “curve” F : [0, 1] → L2(Ω) given by
F(t) ∼ ξ0∆0(t)+ ξ1∆1(t)+
∑
j,n
ξ jn∆ jn(t) (4)
(for t ∈ [0, 1] and the expansion in L2(Ω)) is almost surely uniformly convergent and represents a function which
has the same distribution as the one-dimensional Brownian motion X . The representation (4) is known as the
Franklin–Wiener representation of Brownian motion. It is suggested by Kahane on [13, p. 239] that one can use
this representation to find the modulus of continuity of a typical Brownian motion. We follow this suggestion as this
will lead to the effective estimates of probabilities which are needed for our purposes.
Elementary geometric considerations show that, if |h| < 2− j , then, for all n < 2 j it is the case that
|∆ jn(t + h) − ∆ jn(t)| ≤ |h|2 j/2 while it is always the case that this difference is bounded by 2− j/2. Since for
fixed j , the ∆ jn have disjoint supports for different values of n and since for |h| < 2− j the numbers t and t + h are
at most in two adjacent dyadic intervals, we have, almost surely, that
|F(t + h)− F(t)| ≤ 2
(
|ξ0||h| + |ξ1||h| +
∑
j≥1
max
n
|ξ jn|min(|h|2 j/2, 2− j/2)
)
. (5)
We may assume, without loss of generality, that the series in (4) converges uniformly to F everywhere on Ω . For
given L > 1, let AL be the event[
|ξ0|, |ξ1| <
√
2L log 2 and (∀ j≥1 max
0≤n<2 j
|ξ jn| ≤
√
2L log 2 j )
]
.
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For real numbers a, b with b > 0, we write b  a (Vinogradov’s notation) to signify the existence of a constant c > 0
independent of a such that b ≤ ca. In what follows, all the constants implicit in the O-notation or in Vinogradov’s
-notation will depend effectively on the parameter L . It follows from (5), that for all ω ∈ AL , we have
|F(t + h)− F(t)|  |h| + |h|
∑
j< j0
√
j 2 j/2 +
∑
j≥ j0
√
j 2− j/2, (6)
where j0 is the largest integer such that 2 j0 ≤ |h|−1. Assume that j0 ≥ 1, i.e. |h| ≤ 1/2. The right-hand side of (6) is
 |h| + |h|√log(1/|h|)∑
j< j0
2 j/2 +√ j0 2− j0/2 ∑
j≥ j0
2−( j− j0)/2
√
j/j0,
where the second term is
 |h|√log(1/|h|)2 j0/2
and the final term is
 √ j0 2− j0/2∑
k≥0
2−k/2
√
k.
This shows that the left-hand side of (6) is O(
√|h| log(1/|h|)) when ω ∈ AL .
We have shown that there is a recursive function L 7→ D(L) such that, if ω ∈ AL , then
|F(t + h)− F(t)| < D(L)√|h| log(1/|h|), (7)
where t, t + h are reals in the unit interval.
From now on the constant implicit in the-notation will be absolute. If ξ is a N (0, 1) random variable, then it is
easily seen that for K , L > 1, we have
Prob(|ξ | > √2L log K ) K−L . (8)
(See, for example, [13, p. 218].) Writing BL for the complement of AL , we have
Prob(BL) ≤ 2Prob(|ξ0| >
√
2L log 2)+
∑
j
∑
n
Prob(|ξ jn| >
√
2L log 2 j )
which, by (8), is 2−L .
We let G be a Gaussian algebra which contains all events of the form
|X (t + h)− X (t)| ≤ D(L)√|h| log(1/|h|), (9)
where t, t + h are dyadic rationals in the unit interval and where L is a natural number. Let GL be the Π 01 (G) event
which states that (9) holds for all dyadic t, t + h in the unit interval. Now writing HL for the complement of GL , we
have that
W (HL) ≤ Prob(BL)
because (7) holds for all reals t, h when ω ∈ AL so that Prob(AL) ≤ W (GL). Since Prob(BL) 2−L , it follows that
W (HL) converges effectively to 0 as L →∞ and we conclude that⋂L HL is a Π 02 (G) set of constructive measure 0.
By Theorem 2, it follows that, if x ∈ C, then x 6∈ ⋂L HL . In particular, x satisfies (9) for some L ≥ 1 and all dyadic
t, t + h. Therefore, for each complex oscillation x , the modulus of continuity, ωx (h), of x satisfies
ωx (h) = O(
√|h| log(1/|h|).
It is shown on [13, p. 221] that if ξ1, . . . , ξm are independent N (0, 1) variables, if 0 < λ < 1 and c < 1− λ, there
is some n0 = n0(c) such that, for all m ≥ n0(c) it is the case that
Prob
(
max
j≤m ξ j ≤
√
2λ logm
)
≤ e−mc . (10)
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It readily follows from the Franklin–Wiener representation of Brownian motion that if we set t jn = (n + 12 )/2 j , δ j =
2−( j+1), the random variable Y jn given by
Y jn = 2X (t jn)− X (t jn − δ j )− X (t jn + δ j ) (11)
has the same distribution as 2− j/2ξ jn (0 ≤ n < 2 j , j ≥ 1), where the ξ jn are independent N (0, 1) variables. Set
I jn =
[
t jn − δ j , t jn + δ j
] = [ n
2 j
,
n + 1
2 j
]
. (12)
Let λ be a fixed positive rational number. Let G be a Gaussian algebra that contains all events of the form[
Y jn ≤ 2− j/2(2λ logm)1/2
]
for all n < 2 j , j ≥ 1 and m < ω. Fix a dyadic interval I , a positive rational λ < 1 and let A j be the event in G
described by:
For all n < 2 j for which I jn ⊂ I , it is the case that Y jn ≤ 2− j/2(2λ logm)1/2, where m = m( j) is the number
of n < 2 j for which I jn ⊂ I .
It follows from (10) that W (A j ) ≤ e−mc when 0 ≤ c ≤ 1 − λ and m = m( j) is sufficiently large. If I has length
2−k , say, and j = k + l, then m( j) = 2l = 2 j−k . It follows that m( j) k 2 j for all j ≥ 1. We conclude that∑
j W (A j ) < ∞. Each A j is an effective finite conjunction of basic event of the Gaussian algebra G. It follows that
(A j ) is a uniform sequence of Σ 01 (G) sets. Therefore, by Theorem 4, for x ∈ C, we have x 6∈ A j for all large j . Fix
x ∈ C and set
y jn = 2x(t jn)− x(t jn − δ j )− x(t jn + δ j ). (13)
For every dyadic I there are infinitely many j, n with t jn in I and j > 2k, where |I | = 2−k , such that
y jn  2− j/2
√
j, (14)
the implied constant being absolute. Thus, for given I , we can find a strictly decreasing sequence I = I0 ⊃ I1 ⊃ · · ·
of closed dyadic intervals and two sequences jk, nk with y jknk satisfying (14). Write tk for the midpoint of Ik . Take
t ∈⋂k Ik . Then writing ηk for δ jk (which is half the length of Ik), we have, by (14), for each k, that at least one of the
differences
|x(t)− x(tk)|, |x(t)− x(tk − ηk)|, |x(t)− x(tk + ηk)|
is 2− j/2√ j , where j = jk . The difference is of the form |x(t)− x(t + h)| where |h| ≤ 2− j . In addition, by taking
the modulus of continuity of x into account, we find that
2− j/2
√
j  |x(t)− x(t + h)|  √h log(1/|h|)
and, therefore, that |h|  2− j . All in all there are infinitely many h having 0 as a limit point for which
|x(t + h)− x(t)|  √|h| log(1/|h|). This shows that t is a rapid point of x .
(2) It is well known that if X is one-dimensional Brownian motion, then, for each τ ∈ (0, 1),
lim
h→0
|X (τ + h)− X (τ )|√
2|h| log log(1/|h|) = 1
almost surely. (Khintchine’s law of the iterated logarithm [14].) We now discuss how the law is reflected in each
complex oscillation provided that τ is a recursive real number. The proof will closely follow the discussion in Hida [9,
p. 58–60]. We shall focus on the recursive representations of the relevant events.
Let τ be a fixed recursive real number in [0, 1). Let 0 < θ < 1, δ > 0 be fixed rational numbers and for n > 0 set
an = (1+ δ)θ−nh(θn), bn = 12h(θ
n), tn = θn−1,
where h(t) = (2t log log 1/t)1/2 when t > 0.
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Let Y (s) denote the process X (τ + s)− X (τ ). Note that Y itself is a version of Brownian motion. Write An for the
event
An :=
[
sup[0,tn ]
(
Y (s)− 1
2
ans
)
≥ bn
]
.
It is shown on [9, p. 59] that
∑
n W (An) <∞, and therefore, we have almost surely that
sup[0,tn ]
(
Y (s)− 1
2
ans
)
< bn, (15)
for all n large. We want to show that (15) holds for all complex oscillations x with Y replaced by y(s) =
x(τ + s) − x(τ ). For this purpose, we introduce the following effective generating sequence F0. For rational η > 0,
one can effectively find, for each n ≥ 1, a rational number βn such that
bn < βn < bn(1+ η).
Set αn = (1+ δ)θ−n2βn . Note that an < αn < an(1+ η). The elements of F0 are events of the form
F(s, α, β) :=
[
Y (s) <
1
2
αs + β
]
,
where α = αn, βn for some n ≥ 1 and where s is a positive rational number such that s+τ is in the unit interval. Note
that if F is of the form F(s, α, β) or this event described by ≤, then for rational positive , the set O(F) is given by
[Y (s) < αs+β+2], while O(F0) is given by [Y (s) > α+β−2]. Since τ is recursive, the predicates x ∈ O(F)
and x ∈ O(F0) with x ∈ Cn are recursive in x, , s, α, β and n. Hence if Fi is any enumeration of the elements of
F0 in such a way that from i the relevant s, α, β can be retrieved, we see that condition (3) of Definition 2 is met.
Since Y (s) is a normal random variable, it is absolutely continuous with respect to Lebesgue measure and therefore
the first condition of Definition 2 is met. As to the second clause, note that any finite intersection of events in F0 can
be effectively written as:
n⋂
i=1
[
Y (si ) <
1
2
αn(i)si + βn(i)
]
, (16)
where s1 · · · < sn . Since Y is itself a Brownian motion, the probability of the event (16) is given by∫
Jn
. . .
∫
J1
g(xn, . . . , xn)dx1 . . . dxn,
where Ji := (−∞, αn(i)si + βn(i)), i = 1, . . . , n and, writing s0 = x0 = 0, the function g is the Gaussian kernel
n∏
k=1
{2pi(sk − sk−1}−1/2 exp
(−(xk − xk−1)2
2(sk − sk−1)
)
.
We conclude that the probability of (16) can be computed up to arbitrary accuracy. It follows that F0 = (Fi ) is an
effective generating sequence. Write F for the algebra generated by F0 and fix any recursive enumeration of F . Note
that the event An contains the event Bn which is defined by the predicate
∃s≤tn , s∈D
(
Y (s) >
1
2
αns + βn
)
,
where D is the set of rationals s such that s + τ belongs to the unit interval. In particular, (Bn) is a uniform sequence
of Σ 01 (F) sets such that
∑
n W (Bn) < ∞. It follows from Theorem 4 that, if x ∈ C, then x 6∈ Bn , for all n large.
Consequently, if x ∈ C, there is some n = nx , such that, for all n ≥ nx , for t with tn+1 < t ≤ tn , we have
x(τ + t)− x(τ ) ≤ sup[0,tn ]y(s) <
1
2
αn tn + βn,
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which is bounded from above by (1+ η)( 12an tn + bn), which in turn is majorised by
(1+ η)
(
1+ δ
2θ
+ 1
2
)
h(tn+1).
Since h(tn+1) ≤ h(t) for all n large, we conclude that
lim
t→0+
x(τ + t)− x(τ )
h(t)
≤ (1+ η)
(
1+ δ
2θ
+ 1
2
)
. (17)
It follows, upon letting δ→ 0, θ → 1 and η→ 0 through the positive rationals that the left-hand side of (17) is ≤ 1.
The proof that this estimate holds when α ∈ (0, 1] and t → 0− is similar. This already shows that the rapid points
of a complex oscillation are all non-recursive real numbers. The proof that the left-hand side of (17) is ≥ 1 is much
easier. We again base our recursive analysis on [9]. Still using the same notation we write A′n for the event
A′n :=
[
Y (tn+1)− Y (tn+2) > (1−
√
θ)h(tn+1)
]
.
It is shown on [9, p. 60] that, almost surely, the event A′n holds infinitely often. This means that if we set
Bm :=
⋃
n≥m
A′n,
then W (Bm) = 1, for all m. One can easily construct a Gaussian algebra G which contains all the An as basic events.
In particular, each Bm is a Σ 01 (G) set which, moreover, has Wiener measure one. It follows from Theorem 3 that for
each complex oscillation x , the corresponding function y satisfies all the events Bm . The remainder of the proof is
exactly as in [9, p. 60].
We now discuss an effective version of Theorem 5. We first recall a few results from [6]. Let g : (0, 1)→ R be the
function defined by
α =
∫ g(α)
−∞
e−t2/2√
2pi
dt, α ∈ (0, 1).
Note that g is a recursive function, i.e., there is a uniform procedure that outputs g(α) up to arbitrary accuracy using
only a finite number of bits of α. We fix a recursive bijection 〈, 〉 from ω2 to ω. With any α = α0α1 . . . ∈ N , we
associate a sequence B = (β0, β1, β jn : j ≥ 1, 0 ≤ n < 2 j ), where the sequence (β jn) is lexicographically ordered
with respect to the double indices jn, in such a way that the kth term of the sequence B is given by
αk0αk1 · · · .
Here, we have written kl instead of 〈k, l〉. For 1 ≤ j < ω, 0 ≤ n < 2 j , set ξ jn = g(β jn); in addition, set ξk = g(βk),
for k = 0, 1. It follows that there is a uniform procedure that computes from α ∈ KC, for each j, n, the number ξ jn
up to arbitrary accuracy. For α ∈ N and t ∈ [0, 1] set
xα(t) = ξ0∆0(t)+ ξ1∆1(t)+
∑
j≥1
∑
n<2 j
ξ jn∆ jn(t).
It is shown in [6] that, if α ∈ KC, then the series converges and that the function xα is in fact a complex oscillation.
Conversely, for every complex oscillation x , there is a unique KC-string α such that x = xα .
Theorem 6. There is an oracle computation, that yields, upon having access to an oracle for a given α ∈ KC, for
every dyadic interval I contained in the unit interval, a sequence (sk) of rationals in I which converges effectively to
a rapid point of the complex oscillation xα .
Proof. Let α ∈ KC, and write x for the complex oscillation xα . For j, n with n < 2 j , let y jn be given by (13). We
have shown in the proof of Theorem 5 that, for some positive rational number C , we have, for a given dyadic interval
I , that there are infinitely many j, n with t jn in I such that
y jn > C2− j/2
√
j . (18)
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One can easily show that y jn = 2− j/2ξ jn , where ξ jn is defined in terms of α as summarised above. Therefore, both
the inequalities y jn > C2− j/2
√
j and y jn < C2− j/2
√
j are semi-recursive (i.e., Σ 01 ) in α, j and n. It is shown in [6]
that all the numbers y jn are non-recursive real numbers when α ∈ KC. We conclude that the relation (18) is in fact
recursive in α, j and n.
Let s1 be the midpoint of I . Keep on subdividing I into proper dyadic subintervals until a proper dyadic subinterval
I j1n1 , say, of I is found such that (18) holds for the corresponding j = j1 and n = n1. Let s2 be the midpoint of I j1n1 .
Note that j1 and n1 can be effectively computed from α. It is clear that |s2 − s1| ≤ 1/2 and that the construction
of s2 is recursive in α. By repeating this procedure, we find, effectively relative to α, a nested sequence of dyadic
intervals (I jknk ) such that (18) holds for j = jk and n = nk for every k ≥ 1. Write sk+1 is the midpoint of I jknk . Then
|sk+1 − sk | ≤ 1/2k for every k ≥ 1. It follows from the arguments of Theorem 5 that the limit s of the sequence is a
rapid point of x . It is clear that the sequence (sk) converges effectively to s and that the construction of the sequence
is recursive in α. 
Remark. Note that the preceding argument shows that the sequence (sk) converging to the rapid point of the complex
oscillation x can also be effectively computed from the values of x at the dyadic rationals.
We conclude this paper with a global property which can be reflected in every complex oscillation. The proof is
based on the ideas in [12].
Theorem 7. There is an absolute constant C > 0, such that, if x ∈ C, then, for each t ∈ [0, 1],
lim
h→0
|x(t + h)− x(t)|√|h| ≥ C.
Proof. We shall make free use of the notations introduced in the proof of Theorem 5. Let λ be a strictly positive
rational number such that
p(λ) :=
∫
|t |>λ
e−t2/2√
2pi
dt >
1
2
.
The proof of the theorem will follow quite readily from the following statement:
(]) For each t ∈ [0, 1], for x ∈ C, there are infinitely many dyadic intervals I jn with t ∈ I jn such that
|y jn| > 2− j/2λ
where I jn and y jn are given by Eqs. (12) and (13), respectively.
To prove (]), fix t and choose any natural number j0 and n0 < 2 j0 such that t ∈ I j0n0 . For a sample Brownian
motion X on the unit interval, let Y jn be the sample function defined by (11). Consider the following birth and
death process: Bisect I j0n0 and call any of the half-intervals I jn , say, containing t alive if |Y jn| < 2− j/2λ and
dead, otherwise. Repeat the process by bisecting, at every stage, only the remaining (if any) intervals which are
alive. Let Cm denote the event: “Some interval has survived after m stages”. Denote by Pm the set of sequences
pi = ( j1n1, . . . , jmnm) where jk+1 = jk + 1, k = 0, . . . ,m − 1 and I jk+1,nk+1 ⊂ I jknk for k = 1, . . . ,m − 1. For
x ∈ C[0, 1], define the event Bm by
x ∈ Bm ↔ ∃pi∈Pm∀ jn∈pi [|Y jn| < 2− j/2λ].
The sequence (Bm) is a uniform sequence of Σ 01 (G) sets for some Gaussian algebra G. Note that
W (|Y jn| < 2− j/2λ) = Prob(|ξ jn| < λ) = 1− p(λ).
Since there are 2m elements in Pm and the (Y jn) are pairwise independent, it follows that
W (Bm) ≤ 2m(1− p(λ))m,
and in particular that
∑
m W (Bm) < ∞. It follows from Theorem 4 that, if x ∈ C, then x 6∈ Bm for all large values
of m. Clearly Cm ⊂ Bm , for every m. We conclude that, if x ∈ C, then x 6∈ Cm for all large values of m. Repeated
application of this fact to (dead) intervals containing t leads to the required conclusion (]).
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If t ∈ I jn and |y jn| > 2− j/2λ, then at least one of the differences |x(t) − x(t jn)|, |x(t) − x(t jn − δ j )|, |x(t) +
x(t jn + δ j )| is bounded from below by (λ2− j/2)/4. Since this holds for infinitely many jn for every given t ∈ [0, 1]
and any given complex oscillation x , the proof of the theorem is complete. 
4. Open problems
In conclusion, we mention three problems which are related to the results of this paper.
(1) In [5] the author showed that, if x is a complex oscillation and if t is a nonzero recursive real number, then x(t)
is not. One may ask whether such a value x(t) might be semi-recursive (recursively enumerable). This question was
raised by the referee of [5]. As was noted by the referee of this paper, there are two possible meanings of “recursively
enumerable” here. It is a corollary of the approach of Kjos-Hanssen and Nerode [15] that x(t) will in fact be a
KC-string. On the other hand, as noted by the referee, the set of rational numbers q with q < x(t) may very well be
recursively enumerable. For example, could the value x(1) be Chaitin’s Omega? Whether this is possible seems like
an interesting open problem.
(2) In [6], we constructed a bijection Φ : KC → C which is effective in the following sense: If α ∈ KC
and m < ω, one can effectively construct from the first m bits of α a function pm , where pm is a finite linear
combination of piecewise linear functions, such that, for some absolute positive constant C , the complex oscillation
Φ(α) is approximated by the sequence (pm) as follows:
supt∈[0,1]|Φ(α)(t)− pm(t)| ≤ C logm/
√
m,
for all m > M , where M is a constant that depends on α only. Conversely, if x ∈ C, then one can compute, relative
to an infinite binary string which encodes the values of x at the dyadic rational numbers in the unit interval, the KC-
string α such that Φ(α) = x . Consider any effective enumeration t0, t1, . . ., without repetition, of the nonzero dyadic
rationals in the unit interval. To every x ∈ C[0, 1], one can associate the ω × ω array having the dyadic expansion of
x(ti ) as its i th row. (Here, no ambiguity can arise, for as was shown in [5], for every recursive real number t ∈ (0, 1],
and complex oscillation x , the number x(t) is not a recursive real number.) By using any recursive bijection between
ω2 and ω, one can represent the array associated with the continuous function x as a single binary string E(x), say.
Set E = {E(x) : x ∈ C}. As was shown in [6], the map Φ induces a partial recursive φ : {0, 1}ω → {0, 1}ω which
maps KC bijectively to E in such a way that for some partial recursive ψ : {0, 1}ω → {0, 1}ω, the restriction of ψ to
E is the inverse to φ. In this sense the sets KC and E are recursively isomorphic. This has the immediate implication
that φ defines a homeomorphism between KC and E , when both these spaces are viewed as subspaces of the Baire
space {0, 1}ω. Define ν : E → C by E(x) 7→ x for all complex oscillations x . This obviously is a bijection since a
continuous function is uniquely determined by its values at the dyadic rationals. It is shown in [6] that the function is
discontinuous at every element of E , even though its inverse is continuous everywhere on C. This strongly depicts an
infinite information-theoretic gap between the values of a complex oscillation at the dyadic rationals and the complex
oscillation itself. It will be interesting to find specific stochastic phenomena related to Brownian motion in which
this information-theoretic gap is reflected and to investigate this phenomenon from the point of view of effective
descriptive set theory.
(3) In [21], Tsirelson proved the following remarkable theorem:
Theorem 8 (Tsirelson). Consider the Borel space (C[0, 1] × (0, 1)ω). There exists a probability measure P on the
product space such that the first marginal of P is the Wiener measure W, the second is the Lebesgue measure Λ on
the infinite-dimensional cube (0, 1)ω. Moreover, for P almost all pairs (x, u) ∈ C[0, 1] × (0, 1)ω the sequence u is
an enumeration of the set of local minima of the sample Brownian motion X.
Thus the conditional distribution of u, given x , provides an enumeration of the Brownian local minima of
independent uniform random variables. It will be interesting to articulate how an enumeration of the local minima
of a complex oscillation can be a ‘generic’ countable set of real numbers in the unit interval. It can be shown that the
local minima of a complex oscillation are all non-recursive.
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