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Introduction	




intensive	algorithms	to	achieve	their	goals;	while	not	necessarily	an	 issue	 it	 requires	all	data	to	be	
mapped	towards	an	arithmetic	world.	Since	the	world	is	not	necessarily	mathematical	in	all	aspects	
and	 can	 only	 be	 represented	 in	 this	manner	 as	 far	 as	 our	 current	 level	 of	mathematics	 has	 been	
developed,	 which	 leads	 to	 the	 problem	 that	 any	 mathematical	 model	 will	 be	 limited	 by	 the	
development	of	mathematics	in	relation	to	representing	the	real	world.	The	better	one	can	make	this	
representation,	the	more	likely	the	system	will	operate	with	a	good	accuracy.	However,	as	complexity	





























recognise	 something,	 and	 consequently	 the	 amount	 of	 data	 that	 really	 needs	 to	 be	 stored	 for	
recognition,	even	though	they	may	both	depend	on	the	amount	of	context	information	available.		
Being	able	to	use	contextual	information	should	provide	the	system	with	a	far	greater	understanding	
of	 the	data	 provided	 to	 it,	while	 also	 becoming	more	 able	 to	 determine	 the	 intention	behind	 the	


















This	 research	aims	 to	develop	an	algorithm	that	 is	biologically	 inspired,	and	understands	and	uses	
approximate	data	to	achieve	transferability	in	its	applications.	Considering	that	all	human	learning	is	
an	 evolutionary	 process,	 it	 is	 expected	 that	 this	 algorithm	 will	 have	 to	 incorporate	 evolutionary	
aspects	 to	 “fine	 tune”	any	 learned	data.	 It	 is	 in	 this	 context	 that	 language	processing	 seems	most	
suitable	as	an	application	as	it	allows	for	the	exploration	of	general	elements	as	a	building	block,	to	
master	 one	 aspect	 of	 natural	 language	while	 invariance	 and	 evolution	 can	 be	 found	 in	 secondary	
aspects	such	as	interpretations	and	so	on.		
	
Discussion	
	
In	order	to	overcome	some	of	the	challenges	of	current	research,	this	work	will	focus	on	developing	
from	a	data	centred	model,	rather	than	a	processor	based	one,	with	the	aim	to	achieve	significant	
savings	in	data	storage	and	processing	requirements	for	AI	systems.	Savings	of	this	nature	will	also	
help	improve	the	efficiency	of	such	systems,	while	using	a	less	deterministic	approach	is	expected	to	
make	AI’s	transferability	more	effective;	allowing	them	to	be	competent	in	several	applications	rather	
than	just	one.		
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