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I.N. Herstein proved that if R is a prime ring satisfying a differen-
tial identity [xd1 , xd2] = E2(xd1 , xd2), with d a nonzero derivation of R,
then R embeds isomorphically in M2(F) for F a ﬁeld. We consider
a natural generalization of this result for the class of polynomi-
als En(X) = [En−1(x1, . . . , xn−1), xn]. Using matrix computations,
we prove that if R satisﬁes a differential identity En(x
d1
1 , . . . , x
dn
n ),
or [En(. . . , xdii , . . .), Em(. . . , yhjj , . . .)] with some restrictions, then
R must embed in M2(F), but that differential identities using[[En, Em], Es] with m, n, s > 1 need not force R to embed in M2(F).
These results hold if the expressions are identities for a noncom-
mutative Lie ideal of R, rather than for R itself.
© 2010 Elsevier Inc. All rights reserved.
Matrix computations comprise the bulk of our arguments, but our main results are for prime rings
satisfying certain identities, so we begin with a brief discussion of relevant notions. A ring R is prime
if the product of nonzero ideals of R is nonzero: equivalently, aRb = 0 for a, b ∈ R implies a = 0 or
b = 0. The Martindale quotient ring W of R is, up to isomorphism, an overring of R whose elements
correspond to right R-modulemaps from ideals of R to R (see [18] or [6]). An important subring ofW is
Q = {q ∈ W|qI, Iq ⊆ R for some ideal I of R} [6], called the symmetric quotient ring of R; Q contains
R isomorphically via left multiplications. The center of W , and of Q , is a ﬁeld C called the extended
centroidofR [6].Q is a prime ringwith extended centroidC [13, Lemma1, p. 1429]. Throughout the paper
R, Q , and C will be as above.When R = Mn(D) forD a commutative domain, thenW = Q = Mn(F) for F
the quotient ﬁeld ofD, and C = F . Amore interesting example takes R to be the ring of those countable
by countable matrices over a ﬁeld F having only ﬁnitely many nonzero entries. ThenW consists of the
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row ﬁnite matrices, Q the row and column ﬁnite matrices, and C = F . For any matrix ring Mn(F) we
use the usual notation {eij} to denote the matrix units, and In for the identity matrix.
A derivation of R is an additive d: R → R that satisﬁes d(xy) = d(x)y + xd(y) for all x, y ∈ R, the
set of all such is denoted by Der(R), and we let Der(R)∗ = Der(R) − {0}. Any d ∈ Der(R) extends
uniquely to a derivation of Q [6]. Thus we may assume that any derivation of R is the restriction of
a derivation of Q . A d ∈ Der(R) is called inner, if when acting on Q, d(q) = Aq − qA for some A ∈ Q ,
in which case we may write d = ad(A); when d is not inner it is called outer [6]. Finally, if A is an
additive subgroup of R, let [A, A] denote the additive subgroup generated by all simple commutators
[x, y] = xy − yx, for all x, y ∈ A. A Lie ideal of R is any additive subgroup L ⊆ R satisfying [a, r] ∈ L for
all a ∈ A and all r ∈ R.
To understand our main results and how they can be reduced to matrix computations, we need
to discuss notions of identities for rings. For R a prime ring with extended centroid C, a polynomial
p(x1, . . . , xn) ∈ C{x1, . . . , xn} in noncommuting indeterminates is a polynomial identity for a nonempty
V ⊆ R if every evaluation of p(X) at elements ofV is zero, inwhich casewe say that V satisﬁes p(X). The
standard polynomial of degree k n in C{x1, . . . , xn} is Sk = Sk(x1, . . . , xk) = ∑σ (−1)σ xσ(1) · · · xσ(k)
where σ varies over all elements in the symmetric group on k letters; (−1)σ is 1 when σ is even and
is−1 when σ is odd. It is well known [2,3] that if a prime ring R satisﬁes a polynomial identity then it
satisﬁes some standard identity. Clearly, R is commutative exactly when it satisﬁes S2 = x1x2 − x2x1.
In the literature, R satisfying some Sk is interpreted as a generalization of commutativity for R. The
important Amitsur-Levitzki result [3] shows thatR satisﬁes the standard identity S2k if andonly ifR em-
beds in someMk(F), for F aﬁeld. ThusR embeds inM2(F) exactlywhenR satisﬁes S4.More generally, an
element p(X) ∈ Q∗CC{x1, . . . , xn}, the free product over C of Q and C{x1, . . . , xn}, is a generalized poly-
nomial identity (GPI) for V ⊆ R if it is zero for every evaluation in V . The elements of Q∗CC{x1, . . . , xn}
look like those of C{x1, . . . , xn} but elements of Q may appear before or after each variable.
Adifferential polynomial foraprimeringR is anexpressionp(X) = g(xd11 , . . . , xdnn ) forg(x1, . . . , xn) ∈
Q∗CC{x1, . . . , xn}, where each dj ∈ Der(R)∗ ∪ {IR} for IR the identity map of R. This deﬁnition sufﬁces
for our purposes although in general the "exponents" of the various xj are compositions of derivations.
Such a p(X) is a (differential) identity for a nonempty V ⊆ R if all its evaluations at V result in zero:
the evaluation of xd at a ∈ R is just the image of a under the action of d, written as ad. An identity
p(X) = g(xd11 , . . . , xdnn ) is nontrivialwhen each dj /= 0 and g(x1, . . . , xn) ∈ Q∗CC{x1, . . . , xn} is not the
zero element.
A major result of Kharchenko [6] shows, roughly, that if R satisﬁes a nontrivial differential identity
then it satisﬁes a nontrivial generalized polynomial identity. Then a crucial result of Martindale [18]
shows that R must be primitive with minimal right ideal and associated division ring that is ﬁnite
dimensional over C. These two results are fundamental in a host of papers dealingwith rings satisfying
identities; they reduce theproblemathand tomatrix calculations, asweshall see. It is important tonote
that if R satisﬁes a nontrivial GPI, then it need not satisfy any polynomial identity. The easiest example
of this is to take R to be the ring of (inﬁnite) countable by countable row ﬁnitematrices over a ﬁeld F . It
is easy to see that for the matrix unit e11, R satisﬁes the generalized identity e11xe11ye11 − e11ye11xe11.
However, R satisﬁes no polynomial identity, since if it did, then it would satisfy some Sk and then
substitution of appropriate matrix units would give a contradiction.
The primary motivation for our work here is a result and a question of I.N. Herstein [4], which
show how differential identities arise. He shows that if d is a nonzero derivation of a prime ring R,
and if Rd, the image of R under d, is commutative, then R is commutative unless both charR = 2 and R
satisﬁes the standard identity S4: R embeds in some M2(F). Ignoring the exceptional case, this result
can be restated as: if R satisﬁes the differential polynomial S2(x
d, yd) = [xd, yd] = xdyd − ydxd, then R
itself satisﬁes S2(x, y). Herstein then asked: If R satisﬁes Sk(x
d
1, . . . , x
d
k), thenmust R be special, perhaps
satisfying Sk itself? That this conclusion need not hold was shown in [8] using R = HomF(V, V) for F a
ﬁeld, V an inﬁnite dimensional vector space over F , and d the derivation Ad = [e11, A] = e11A − Ae11.
Then if charF = p > 0, R satisﬁes the identity S4p+1(xd1, . . . , xd4p+1), but no Sn(. . . , xi, . . .). An easier
example in [9] shows that if R is the ring of denumerable by denumerable row ﬁnite matrices over
a ﬁeld F , and if a ∈ R is of rank one with a2 = 0, then for rd = [a, r], R satisﬁes S3(xd1, xd2, xd3), but as
above, R satisﬁes no Sk .
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Since a differential identity Sk(x
d
1, . . . , x
d
k) for a prime ring R need not force R to satisfy a polynomial
identity, can we ﬁnd a large and easily described class of differential identities, generalizing the one
in [4], that force any R satisfying them to satisfy some Sk , and perhaps even S4, as in [4, Theorem
2]? The higher degree standard identities Sk(x1, . . . , xk) generalize S2(x1, x2) appearing in Herstein’s
result, and are also interpreted as a generalization of commutativity. Another class of identities also
related to commutativity, and generalizing S2(x1, x2), are the higher commutator, Engel-type identities
deﬁned next. These will be the focus of our study. Wewill describe an interesting class of expressions,
based on commutators of these Engel-type polynomials that force any R satisfying them to satisfy S4,
and also generalize most of the known results in this area.
Deﬁnition. Let E1(x) = x and for k 1, let Ek+1(x1, . . . , xk+1) = [Ek(x1, . . . , xk), xk+1] = Ek(x1, . . . ,
xk)xk+1 − xk+1Ek(x1, . . . , xk).
Note that E2(x, y) = S2(x, y). Little seems to be known about differential identities based on Ek but
[14, Theorem 2] shows that if L is a noncommutative Lie ideal of the prime ring R, d is a derivation of
R, and En(x
d, x, . . . , x) is an identity for L, then either d = 0 or else both charR = 2 and R satisﬁes S4.
Some variations of this result, for example [17, Theorem 1], replace xwith a polynomial P in k variables
and get the same conclusion unless P has central values: Rmust be commutative when P = E2(x1, x2).
A recent and related result [20, Theorem 2.6] implies that if En(x
d, yd, . . . , yd) is an identity for a prime
ring R, then charR = 2 or R is commutative. For each of these results, the assumption that the variables
are distinct in Ek gives the same conclusions by restriction. As a ﬁnal example, [12, Theorem 4] shows
that if E2(x
d, xh) is an identity for a Lie ideal of a prime ring R, for d and h derivations, then h is a central
multiple of d or else charR = 2 and R satisﬁes S4. This last conclusions holds when E2(xd, yh) is an
identity by applying [4].
A direct generalization of [4]would be to assume that R is a prime ring and satisﬁes some Ek(x
d
1, . . . ,
xdk), then show that R must satisfy S4. To see whether more general identities than this ought to be
considered, we present some examples, the ﬁrst of which simply records an example for Herstein’s
result when charR = 2 and R satisﬁes S4 but R is not commutative. As above, {eij} denotes the usual
set of matrix units in a matrix ring.
Example 1. Let R = M2(F) for a ﬁeld F with charF = 2. If d is the derivation Ad = [e12 + e21, A] then
Rd = F ·I2 + F ·(e12 + e21), so it follows that [Rd, Rd] = 0, although R is not commutative.
One might wonder if we ought to consider identities based on multiple commutators of various
Ek , such as [Ek, Es], [[Ek, Es], Et], or, [[Ek, Es], [Et , Ew]]. Our next example shows that fairly simple such
identities do not force the ring to satisfy any polynomial identity.
Example 2. There are simple rings R, of any characteristic, that satisfy [[[xd1, xd2], [xd3, xd4]], [xd5, xd6]], but
satisfy no polynomial identity.
LetR = M0(F)be the ring of all thosedenumerable bydenumerablematrices over aﬁeld F that have
only ﬁnitely many nonzero entries. It is easy to see that R is a simple ring and satisﬁes no polynomial
identity. For the derivation d = ad(e12) on R and A ∈ R, all nonzero entries of ad(e12)(A) = Ad =
e12A − Ae12 are in the ﬁrst rowor second column, and the sameholds for [Ad, Bd] for B ∈ R. Speciﬁcally,
if we write
Ad = e12A − Ae12 =
∑
k
A2ke1k −
∑
t
At1et2
then computing entries we have [Ad, Bd]11 = A21B21 − B21A21 = [Ad, Bd]22 = 0. Thus
[Ad, Bd] = ∑
k>1
rke1k +
∑
t /=2
stet2
It follows that for Ai ∈ R, [[Ad1, Ad2], [Ad3, Ad4]] ∈ F ·e12, and that e12[Ad5, Ad6] = 0 = [Ad5, Ad6]e12. Thus
[[[xd1, xd2], [xd3, xd4]], [xd5, xd6]] is an identity for R.
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A consequence of Example 2 is that we cannot hope to consider identities of the form [[Ek, Es], Em],
or more complicated versions, if we want these identities to force R to satisfy S4. Therefore we focus
on identities based on Ek or [Ek, Es]. Once again, as our next example shows, we must allow for the
possibility that R satisﬁes S4, even if charR /= 2.
Example 3. R = M2(F) can satisfy [Ek(xd11 , . . . , xdkk ), Es(yh11 , . . . , yhss )] for di, hj ∈ Der(R)∗ when F is a
ﬁeld with charF /= 2 and k s 2.
Let d = ad(e12), so Rd = F ·e12 + F ·(e11 − e22). It follows that [Rd, Rd] = F ·e12. Now [F ·e12, Rd] =
F ·e12 and [F ·e12, R] = Rd. Thus, a simple example takes all di = d = hj . One can also take d1 = d2 =
dk = d = h1 = h2 = hs, all remaining d2t = d = h2v, and the other d2t+1 and h2v+1 arbitrary in
Der(R)∗. Then again Ek(Rd1 , . . . , Rdk) = F ·e12 so [Ek(Rd1 , . . . , Rdk), Es(Rh1 , . . . , Rhs)] = 0.
Our ﬁnal example shows that expressions like thosementioned above and appearing in [20] or [12],
so having derivations that may be distinct but have restrictions on the variables, can be identities for
ﬁnite rings that do not satisfy S4.
Example 4. If n > 1 and F is a ﬁnite ﬁeld thenMn(F) can satisfy Es(x
d, yh2 , . . . , yhs) or [Ek(xd, yd2 , . . . ,
ydk), Em(z
h, yh2 , . . . , yhm)].
Let the set of noncentral elements of Mn(F) be partitioned by {FAi − {0}|2 i s}, and let hi =
ad(Ai)be the inner derivation determinedbyAi. EachB ∈ Mn(F) is either central or for some j, [B, Aj] =
0. Thus Es(x
d, yh2 , . . . , yhs) is an identity forMn(F), for d any derivation, or the identity map, ofMn(F),
and for 2 k < s and for any d, h ∈ Der(R)∗ ∪ {IR}, [Ek(xd, yh2 , . . . , yhk), Es+1−k(zh, yhk+1 , . . . , yhs)] is
an identity for R.
Our examples show that if a prime ring R satisﬁes an identity based on [Ek, Es]we cannot conclude
that charR = 2, that ifwe insist that somevariables inEk(X)areequal thenRneednot satisfyS4, and that
ifweconsider commutatorexpressionsusingmore than twoEk ’s thenRneednot satisfyanypolynomial
identity. In view of these examples, the strongest and most reasonable generalization of Herstein’s
result is to assume that the prime ring R satisﬁes an identity [Ek(xd11 , . . . , xdkk ), Es(yh11 , . . . , yhss )] for
di, hj ∈ Der(R)∗ ∪ {IR}, and to prove that R must satisfy S4. We cannot quite do this, but can come
close to this general result. We will obtain the direct generalization of Herstein’s result for the case
of Ek(x
d
1, . . . , x
d
k), and the more general Ek(x
d1
1 , . . . , x
dk
k ). Also, we will assume more generally that the
identity is satisﬁed for a noncentral Lie ideal of R rather than for R itself.
As a reminder, throughout the paper R denotes a prime ring with center Z , extended centroid C,
symmetric quotient ring Q (see [6]), set of derivations Der(R), and Der(R)∗ = Der(R) − {0}. We will
need to obtain identities for Q starting from identities for a Lie ideal of R. This requires [11, Lemma 2],
which we state next for the convenience of the reader.
Lemma 1. Let R be a prime ring with center Z, d ∈ Der(R), and L a noncommutative Lie ideal of R. Then
except when both charR = 2 and R satisﬁes S4, there is a noncommutative ideal M of R so that [M,M] ⊆
L, [L, L] is a noncommutative Lie ideal of R, and [L, L]d ⊆ Z forces d = 0.
Using Lemma 1 and [11, Theorem 7] one can show by induction that if Ek(x
d1
1 , . . . , x
dk
k ) is an identity
for L then charR = 2, andwe do this next (note Example 4 that has equal variables). Also, one can prove
that Rmust satisfy S4, but this requires more work and a different approach, so we defer proving that
until our ﬁnal result.
Theorem 1. Let R be a prime ring with center Z, L a noncommutative Lie ideal of R, k 1, and d1, . . . , dk ∈
Der(R)∗ ∪ {IR}. If Ek(xd11 , . . . , xdkk ) is an identity for L then charR = 2.
Proof. Letm k beminimal so that Em(x
d1
1 , . . . , x
dm
m ) is central for all evaluations in L. Assumeﬁrst that
m = 1andthatd = d1 = IR. ThenL ⊆ Z , a contradiction.Next,whend ∈ Der(R)∗,wehaveLd ⊆ Z , and
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it follows from the deﬁnition of derivation that [L, L]d = 0, contradicting Lemma 1 unless charR = 2.
Hence wemay assume thatm > 1, so there are y1, . . . , ym−1 ∈ Lwith A = Em−1(yd11 , . . . , ydm−1m−1 ) /∈ Z .
Consequently, [A, xdmm ] is central on L. When dm = IR then [A, L] ⊂ Z , and this implies that [A, [L, L]] =
0. Now, again by Lemma 1, the derivation ad(A) = 0, so A ∈ Z , a contradiction, or charR = 2. Finally
when d = dm ∈ Der(R)∗ then [A, Ld] is central on L, which together with [11, Theorem 7] force A ∈ Z
or charR = 2, proving the theorem. 
The obstruction in Theorem 1 to proving that R satisﬁes S4 is the very last application of Lemma 1.
Our second theorem considers identities that have the form [Em, Ek]when no derivations appear. The
argument is a fairly easy consequence of [15, Lemma 7, p. 120].
Theorem 2. Let R be a prime ring with center Z, and L a noncommutative Lie ideal of R. If p(X, Y) =
[Em(x1, . . . , xm), Ek(y1, . . . , yk)] is an identity on L, so if q(X) = Em(x1, . . . , xm) is an identity on L, then
charR = 2 and R satisﬁes the standard identity S4.
Proof. Assume that either charR /= 2 or R does not satisfy S4. It is clear from its deﬁnition that
p(X, Y) ∈ C{x1, . . . , ys} − {0}. By Lemma 1, L contains [M,M] for a noncommutative ideal M of R, so
the additivity of p(X, Y) in each of its variables implies that p(X, Y) is a nontrivial identity for [M,M].
Thus, the prime ringM satisﬁes a nontrivial polynomial identity. It follows ﬁrst that the center ofM is
not zero [19, Theorem2, p. 221], and then easily that Z /= 0 [3, Lemma1.1.5, p. 6]. Since the commutator
[U, V] of Lie ideals U and V of R is again a Lie ideal, it follows that the set Em(L, . . . L) of all evaluations
of Em in L is a Lie ideal of R, as is [Em(L, . . . , L), Ek(L, . . . , L)]. Now [15, Lemma 7, p. 120], together
with our assumptions, shows that for Lie ideals, [U, V] central forces U or V to be central. Thus, we
must conclude here that L is central. This contradiction implies both that charR = 2 and that R must
satisfy S4. 
Although we cannot prove in general that [Em(xd11 , . . . , xdmm ), Ek(yh11 , . . . , yhkk )] an identity on a Lie
ideal L forces R to satisfy S4, we can prove two independent and special cases that almost give the
general result. The ﬁrst of these assumes that all the di and hj are equal derivations—Theorem 2 is
the case when they are all the identity map. Since arguments involving differential identities typically
reduce to the case of matrices, we deal with that situation ﬁrst; note that we need no assumption on
characteristic, and can restrict the variables used. Also, observe the relevance here of Examples 3 and
4, so we cannot expect to prove that charR = 2.
Theorem 3. Let F be an algebraically closed ﬁeld and A ∈ Mn(F). If L = [Mn(F), Mn(F)] and if G(X, Y) =[Em([x1, A], [y, A] . . . , [y, A]), Ek([x2, A], [y, A], . . . , [y, A])]orP(X, Y) = Em([x1, A], [y, A] . . . , [y, A]) is an
identity for L, then A ∈ F ·In or n 2.
Proof. Since we want to force either n 2 or A to be central, we assume that n 3 and that A is not
central, then derive a contradiction. If {eij} are the usual matrix units in Mn(F), then for i /= j, eij =[eij, ejj] and e12 + e21 = [e11, e12 − e21] are in L.
Clearly G, or P, remains an identity for L if A is replaced with A + f ·In, for any f ∈ F , so we
may assume that A is invertible since F is inﬁnite. For any invertible B ∈ Mn(F), B−1GB is still an
identity for L. Now L is invariant under conjugation by B, so we may assume that in the identity
G, or P, that A may be replaced by B−1AB. The upshot is that we may take A to be in (upper tri-
angular) Jordan canonical form. Assuming for now that A is not diagonalizable, the ﬁrst elemen-
tary Jordan block of A is aIt + e12 + · · · + et−1t , with t  2, where a /= 0 since A is invertible, and
It = e11 + · · · + ett .
Using that n 3 compute [−e23, A] = [−e23, be33 + de34 + e12 + ae22], where d = 0 or d = 1,
and b /= 0 since A is invertible (b = a is possible), so [−e23, A] = e13 + (a − b)e23 − de24 follows.
Observe next that [e21, A] = [e21, ae11 + e12 + ae22] = e22 − e11. Combining these two computations
yields
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[[−e23, A], [e21, A]]=[e13 + (a − b)e23 − de24, e22 − e11]
=(e11 − e22)(e13 + (a − b)e23 − de24)
=e13 − (a − b)e23 + de24
Continuing, it is clear that for anym 2
Em([−e23, A], [e21, A], . . . , [e21, A]) = e13 + (−1)m−1((a − b)e23 − de24)
It is now clear that P(X, Y) cannot be an identity for R, so we proceed using G. Repeat the previous
computations with a different matrix unit to get
[e31, A]=[e31, ae11 + e12 + fe23 + be33]
=ae31 + e32 − fe21 − be31
=e32 + (a − b)e31 − fe21
where f = 0 or f = 1.
Now as above
[[e31, A], [e21, A]]=[e32 + (a − b)e31 − fe21, e22 − e11]
=e32 − (a − b)e31 + fe21 + fe21
=e32 − (a − b)e31 + 2fe21
and so for k 2
Ek([e31, A], [e21, A], . . . , [e21, A]) = e32 + (−1)k−1((a − b)e31 − 2k−1fe21)
Using our computations above,whenm = k = 1, [E1([−e23, A]), E1([e31, A])]12 = 1, so this cannot
be an identity for L; whenm > 1 and k = 1 then
[Em([−e23, A], [e21, A], . . . , [e21, A]), E1([e21, A])]13 = Em+1([−e23, A], [e21, A], . . . , [e21, A])13 = 1
and again this cannot be an identity; similarlym = 1 and k > 1 leads to a contradiction. Finally, when
m > 1 and k > 1 then
[Em([−e23, A], [e21, A], . . . , [e21, A]), Ek([e31, A], [e21, A], . . . , [e21, A])]12 = 1
and so G(X, Y) cannot be an identity, proving that both n > 2 and A not central are impossible when
A is not diagonalizable.
Now suppose that A is diagonalizable. Since A is not central we may assume, by replacing A
with a suitable conjugate, that A = ae11 + be22 + ce33 + · · ·with a /= b and b /= c. For f12 = (b −
a)−1e12, [f12, A] = e12, and similarly we can ﬁnd f21, f23, f32 ∈ L so that for each of these [fij , A] = eij . It
is straightforward to see that Em(e23, e12 + e21, . . . , e12 + e21) ∈ {−e13, e23}, so P(X, Y) cannot be an
identity for R. Similarly, Ek(e32, e12 + e21, . . . , e12 + e21) ∈ {e31, e32}. Thus, again, G(X, Y) cannot be
an identity for L if both n > 2 and A is not central, ﬁnally proving the theorem. 
Using Theorem 3 we can deal with identities using [Em, Ek] when all the derivations are equal,
generalizing Herstein’s result [4]. An essential ingredient in our argument is a theorem of Litoff that
we state now [5, Theorem 3, p. 90].
Litoff’s Theorem. If H is a simple ring with minimal right ideal, then for any a1, . . . , ak ∈ H, there is an
idempotent e ∈ H so that all ai ∈ eHe.
Theorem 4. Let R be a prime ring, L a noncommutative Lie ideal of R, and d ∈ Der(R)∗. If [Em(xd1, . . . , xdm),
Ek(y
d
1, . . . , y
d
k)] is an identity for L, then R must satisfy S4.
Proof. We assume that R does not satisfy S4 and show that [Em(. . . , xdi , . . .), Ek(. . . , ydj , . . .)] cannot
be an identity for L, so Em(. . . , x
d
i , . . .) cannot be either. By Lemma 1, there is a noncommutative ideal
1218 C. Lanski / Linear Algebra and its Applications 433 (2010) 1212–1223
M of R with [M,M] ⊆ L. Now using that d is a derivation, M satisﬁes the identity G(X, U, Y , V) =
[Em(. . . , [xdi , ui] + [xi, udi ], . . .), Ek(. . . , [ydj , vj] + [yj, vdj ], . . .)]. If d is an outer derivation, then by [7,
Theorem 2 and Remark], R satisﬁes the polynomial identity obtained from G by replacing each xdi
with si, u
d
i with ti, y
d
j with wj , and v
d
j with zj . By setting all si = 0 = zj we get that the multilinear[Em(. . . , Xi, . . .), Ek(. . . , Yj, . . .)] is an identity for [R, R], contradicting Theorem 2.
Now we may assume that d is inner, so d = ad(−A) for some noncentral A ∈ Q , since d /= 0.
Hence P = [Em(. . . , [[xi, ui], A], . . .), Ek(. . . , [[yj, vj], A], . . .)] is a nontrivial identity forM, so for Q by
[10, Theorem 1]. Using that P is multilinear and homogeneous, it is an identity for Q ⊗C F where
F is an algebraic closure of C. Since Q ⊗C F is a prime ring with extended centroid F [1, Theorem
3.5, p. 59], by Martindale’s Theorem [18, Theorem 3, p. 579] it is primitive with nonzero socle H, a
simple ring; further, for any minimal idempotent f ∈ H, fHf is a division algebra, ﬁnite dimensional
over F , and fF ∼= F . Note ﬁrst that since F is algebraically closed, for any nonzero idempotent e ∈
H, eHe ∼= Mn(F), and if H ∼= Ms(F), then s 3 since in this case H = Q ⊇ R and R does not satisfy
S4.
Regard Q ⊆ Q ⊗C F in the natural way: for q ∈ Q identify q with q ⊗ 1. Suppose that whenever
e = e2 ∈ H then eAe ∈ eF , the center of eHe. By Litoff’s theorem, for any h ∈ H there is an idem-
potent e ∈ H satisfying h, hA, Ah ∈ eHe. But now hA = eheeAe = eAehe = eAh = Ah, forcing A ∈ F ,
a contradiction. Thus eAe /∈ eF for some nonzero e = e2. Either eHe = H or there is an idempo-
tent g ∈ H orthogonal to e, so f = e + g ∈ H is an idempotent of larger rank than e with fAf /∈ fF .
Consequently there is an idempotent e ∈ H with eHe ∼= Mn(F) and n 3 so that eAe is not cen-
tral in eHe. Clearly ePe = [Em(. . . , [[xi, ui], eAe], . . .), Ek(. . . , [[yj, vj], eAe], . . .)] is an identity for eHe,
contradicting Theorem 3. Therefore, we must have that R satisﬁes S4, completing the proof. 
We turn to the major result of this paper. We will prove that when the Lie ideal L of R satisﬁes
an identity [Em(. . . , xdii , . . .), Ek(. . . , yhjj , . . .)] then either R satisﬁes S4, charR = 2, or dm and hk are
C-dependent inner derivations of R. One would like to conclude, more simply, that R must satisfy
S4, but the other possibilities need to be avoided for our proof; we do not know if this is necessary.
As for the case of equal derivations above, we ﬁrst consider matrix rings. It will be convenient to
isolate a special result about matrices that is crucial for our approach and is not readily available in
the literature.
Lemma 2. Let A1, . . . , Ak ∈ Mn(F) − F ·In for F an inﬁnite ﬁeld andn 2. There is an invertible P ∈ Mn(F)
so that each P−1AiP has all nonzero entries.
Proof. We claim that if A ∈ Mn(F) is not central, then for any 1 i, j n there is a conjugate U−1ij AUij
with its i − j entry nonzero. To see this, note that the rational canonical form of A has its 1 − 2
entry equal 1, say (Q−1AQ)12 = 1. When n > 2 then for any j > 2 and any λ ∈ F , the 1 − j entry
of (In − λe2j)Q−1AQ(In + λe2j) is equal to (Q−1AQ)1j + λ(Q−1AQ)12. Thus for any particular j > 2
and suitable choice of λ, this conjugate of A has a nonzero 1 − j entry. Similarly, conjugating this
matrix, having a nonzero 1 − j entry, by (In + μek1) for 1 < k < j yields, for a suitable μ ∈ F , a
matrix with a nonzero k − j entry. Thus for all n 2 and for any particular entry above the diagonal,
some conjugate of A has a nonzero entry in that position. But if Akj /= 0 for some 1 k < j n then
conjugatingAby (In + λejk)andmakinga suitable choice forλallowsus to conclude that this conjugate
of A has a nonzero j − k entry, a nonzero j − j entry, and a nonzero k − k entry. This veriﬁes our
claim.
Now let X = (xij) ∈ Mn(F[xij]) and set Y = adj(X), the classical adjoint of X . The entries of Y are
nonzero polynomials in F[xij] and are homogeneous of degree n − 1. In Mn(F[xij]) write YAsX =
(pijs), for each 1 s k, where each pijs is homogeneous of degree n, and by the paragraph above,
no pijs = 0. Note also that det(X) ∈ F[xij] is nonzero and homogeneous of degree n. Thus, if q is
the product of det(X) and all pijs, then q /= 0 is homogeneous. Since F is inﬁnite there are auv ∈ F ,
for all 1 u, v n so that q(auv) /= 0. In particular P = (auv) ∈ Mn(F) is invertible and for all the
As, (P
−1AsP) = det(P)−1adj(P)AsP has all nonzero entries, since all pijs(auv) /= 0. 
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We can now prove the matrix version of our major result; again, note Example 4.
Theorem 5. Let F be an inﬁnite ﬁeld and A(1), . . . , A(m), B(1), . . . , B(s) ∈ Mn(F) − F ·In, with n > 2. Then
for L = [Mn(F), Mn(F)], q(X, Y) = Em([x, A(1)], [y, A(2)], . . . , [y, A(m)]) cannotbean identity for L.Further,
if m, s 2 then
p(X, Y) = [Em([x, A(1)], [y, A(2)], . . . , [y, A(m)]), Es([x, B(1)], [y, B(2)], . . . , [y, B(s)])]
is an identity for L only if either charF = 2 or if {In, A(m), B(s)} is an F-dependent set.
Proof. If q(X, Y) or p(X, Y) is an identity for L, then any evaluation in L conjugated by an invertible
matrixW has value zero, soW−1q(X, Y)W , orW−1p(X, Y)W is also an identity for L. Since L is invariant
under conjugation, we may assume by Lemma 2 that all of the A(i) and B(j) have all nonzero entries.
Choose distinct i, j, and k between 1 and n, and recall that for all i /= j, eij ∈ L. We compute that
[[eij, A(1)], [eik, A(2)]]=
[∑
s
A
(1)
js eis −
∑
t
A
(1)
ti etj,
∑
u
A
(2)
ku eiu −
∑
v
A
(2)
vi evk
]
=A(1)ji
∑
u
A
(2)
ku eiu −
(∑
s
A
(1)
js A
(2)
si
)
eik + A(2)ji
∑
t
A
(1)
ti etk
−A(2)ki
∑
s
A
(1)
js eis +
(∑
u
A
(2)
ku A
(1)
ui
)
eij − A(1)ki
∑
v
A
(2)
vi evj
=−A(1)ki A(2)ji ejj − A(1)ki A(2)ki ekj + A(1)ki A(2)ji ekk + α2ejk + β2
where (β2)st = 0 = (β2)ii for s, t ∈ {j, k}, and (β2)st /= 0 implies that s = i or t ∈ {j, k}, so coli(β2) =
0. Thus [[eij, A(1)], [eik, A(2)]]eii = 0. We claim that
Em([eij, A(1)], [eik, A(2)], . . . , [eik, A(m)])
= −A(1)ki · · · A(m−1)ki A(m)ji ejj − A(1)ki · · · A(m)ki ekj + A(1)ki · · · A(m−1)ki A(m)ji ekk + αmejk + βm
where βm has the same form as β2 above.
To prove this claim we proceed by induction, having shown this when m = 2. Suppose that for
2w < mwe have
γ =Ew([eij, A(1)], [eik, A(2)], . . . , [eik, A(w)])
=−A(1)ki · · · A(w−1)ki A(w)ji ejj − A(1)ki · · · A(w)ki ekj + A(1)ki · · · A(w−1)ki A(w)ji ekk + αwejk + βw
for βw of the same form as β2 above. Now take the commutator of γ with
[eik, A(w+1)] =
∑
u
A
(w+1)
ku eiu −
∑
v
A
(w+1)
vi evk
Observe that the j − j entry of this commutator is
−[eik, A(w+1)]jkγkj = −A(w+1)ji A(1)ki · · · A(w)ki
the k − k entry is
γkk[eik, A(w+1)]kk + γkj[eik, A(w+1)]jk − [eik, A(w+1)]kkγkk = −A(1)ki · · · A(w)ki (−A(w+1)ji )
and the k − j entry is
−[eik, A(w+1)]kkγkj = A(w+1)ki (−A(1)ki · · · A(w)ki )
Thus the claim is veriﬁed after an easy check that all nonzero entries of this new commutator
[γ , [eik, A(w+1)]] must be in the k-th column, the j-th column, or the i-th row, and that the i-th col-
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umn of the commutator is zero. Therefore, since all A
(t)
ki /= 0, q(X, Y)kj = Em([eij, A(1)], [eik, A(2)], . . . ,
[eik, A(m)])kj /= 0, and so q(X, Y) cannot be an identity for L.
Assume now that p(X, Y) is an identity for L. Clearly, the computations above yield
Es([eij, B(1)], [eik, B(2)], . . . , [eik, B(s)])
= −B(1)ki · · · B(s−1)ki B(s)ji ejj − B(1)ki · · · B(s)ki ekj + B(1)ki · · · B(s−1)ki B(s)ji ekk + ρsejk + δs
where (δs)cd /= 0 implies that d ∈ {j, k} or c = i, (δs)cd = 0 when c, d ∈ {j, k}, and coli(δs) = 0. We
now compute the k − j entry of
[Em, Es] = [Em([eij, A(1)], [eik, A(2)], . . . , [eik, A(m)]), Es([eij, B(1)], [eik, B(2)], . . . , [eik, B(s)])]
This entry is
∑
v (Em)kv(Es)vj −∑r (Es)kr(Em)rj . But (Em)kv /= 0 only for v = j or v = k, and simi-
larly for Es, so this entry is
(Em)kj(Es)jj + (Em)kk(Es)kj − (Es)kk(Em)kj − (Es)kj(Em)jj = 2((Em)kj(Es)jj − (Em)jj(Es)kj)
since (Em)jj + (Em)kk = 0: it is the trace of the commutator Em.
Using that p(X, Y) is an identity for L, then when charR /= 2 the last computation shows that
(Em)kj(Es)jj − (Em)jj(Es)kj = 0 = A(1)ki · · · A(m−1)ki B(1)ki · · · B(s−1)ki (A(m)ki B(s)ji − A(m)ji B(s)ki ).
But for i, j, k distinct allA
(t)
ki /= 0 andB(u)ki /= 0, sowegetA(m)ki B(s)ji = A(m)ji B(s)ki . Hence for each1 i n
there is a nonzero fi ∈ F with B(s)ki = fiA(m)ki for all k /= i.
Let the taking of transposes be denoted by a superscript T . Clearly LT = L and
[Em([x, A(1)], [y, A(2)], . . . , [y, A(m)]), Es([x, B(1)], [y, B(2)], . . . , [y, B(s)])]T =
±[Em([xT , (A(1))T ], [yT , (A(2))T ], . . . , ), Es([xT , (B(1))T ], [yT , (B(2))T ], . . . , [yT , (B(s))T ])]
so in the computation above that A
(m)
ki B
(s)
ji = A(m)ji B(s)ki we may replace each of A(m) and B(s) by its
transpose. This yields A
(m)
ik B
(s)
ij = A(m)ij B(s)ik whenever i, j, k are distinct. Again, for each 1 i n there
is a nonzero gi ∈ F with B(s)ik = giA(m)ik for all k /= i. But now for any u /= v, guA(m)uv = B(s)uv = fvA(m)uv ,
forcing gu = fv since A(m)uv /= 0. It follows from n > 2 that fi = gj = η ∈ F for all i and j. We conclude
that when charR /= 2, and when all the A(t) and B(v) have nonzero off-diagonal entries (these are the
only nonzero entriesweneed above!), then except for their diagonals,A(m) andB(s) are scalarmultiples
of each other. To see that they are dependentmodulo the scalarmatriceswe need further computation.
If we conjugate p(X, Y) by an invertible P ∈ Mn(F), then if all off-diagonal entries of all P−1A(t)P
and P−1B(v)P are nonzero, then as above, except for their diagonal entries, P−1A(m)P and P−1B(s)P
are scalar multiples of each other. Set P(λ) = In + λeij with i /= j, and for V ∈ Mn(F) with all its off-
diagonal entries nonzero, let W = P−1VP, so we may write W = V + λ(Veij − eijV) − λ2Vjieij . The
corresponding entries of V and of W are equal except possibly in rowi W or in colj W , and for these
entries
Wij = Vij + λ(Vii − Vjj) − λ2Vji
Wsj = Vsj + λVsi for s /= i and
Wit = Vit − λVjt for t /= j
Since F is inﬁnite, since Vcd /= 0 when c /= d, and since each of the expressions above is a nonzero
polynomial in F[λ] − F , there are inﬁnitely many choices of λ ∈ F so that all P(λ)−1A(t)P(λ) and
P(λ)−1B(v)P(λ) have nonzero off-diagonal entries. Choose such a λ so that for all i, j, k distinct A(m)kj +
λA
(m)
ki /= 0. As we saw above, there is a nonzero μ = μ(λ) ∈ F so that each off-diagonal entry of
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P(λ)−1B(s)P(λ) is μ times the corresponding entry of P(λ)−1A(m)P(λ). In particular, when i, j, k are
distinct, (P(λ)−1B(s)P(λ))kj = μ(P(λ)−1A(m)P(λ))kj and using the expressions just above we have
that B
(s)
kj + λB(s)ki = μ(A(m)kj + λA(m)ki ). But the off-diagonal entries of B(s) are each η times the corre-
sponding entry of A(m) so in fact η(A
(m)
kj + λA(m)ki ) = μ(A(m)kj + λA(m)ki ). Equivalently, (η − μ)A(m)kj =
λ(μ − η)A(m)ki , so if η /= μ then A(m)kj + λA(m)ki = 0, contradicting the choice of λ. We may conclude
that for inﬁnitely many λ, we have η = μ = μ(λ).
Finally, assuming that we have chosen one of the many nonzero λ satisfying the appropriate
conditions above, then we may write (P(λ)−1B(s)P(λ))ij as
B
(s)
ij + λ(B(s)ii − B(s)jj ) − λ2B(s)ji = η
(
A
(m)
ij + λ
(
A
(m)
ii − A(m)jj
)
− λ2A(m)ji
)
NowB
(s)
ij = ηA(m)ij andB(s)ji = ηA(m)ji , sousing these in the last equalityand thatλ /= 0result inB(s)ii −
B
(s)
jj = ηA(m)ii − ηA(m)jj . Since this holds for all i /= j, it follows that B(s) = ηA(m) + (B(s)jj − ηA(m)jj ) · In,
proving that when charR /= 2, {A(m), B(s), In} is F-dependent, so ﬁnally completing the proof of the
theorem. 
Our main theorem comes next. Just as Theorem 3 was used in Theorem 4, we next use Theorem 5
once we reduce the situation for prime rings to matrices.
Theorem 6. Let R be a prime ring, L a noncommutative Lie ideal of R, and di, hj ∈ Der(R)∗ ∪ {IR}. Let L
satisfy the identity p(X, Y) = [Em(xd11 , . . . , xdmm ), Es(yh11 , . . . , yhss )]. If s = 0, so no yhjj appears, or if s = 1
or m = 1, then charR = 2 and R must satisfy S4. If both m, s 2, then either R satisﬁes S4, charR = 2, or
dm and hs are C-dependent inner derivations of R.
Proof. Assume throughout that R does not satisfy S4. We want to replace all di and hj with nonzero
inner derivations, and if m, s 2 and one of dm or hs is outer, then we want to replace these with
C-independent inner derivations. By Lemma 1, L contains [M,M] for a noncommutative ideal M of R,
so we may assume that L = [M,M].
Since [L, r] ⊆ L, if any di or hj is IR then it may be replaced with any inner derivation. When
m, s 2, dm is inner, andhs = IR, thenhsmaybereplacedwithan innerderivation that isC-independent
of dm. Thus we may assume that all di and hj are derivations, and whenm, s 2 either dm and hs were
C-dependent inner derivations to start with, are now C-independent inner derivations, or else at least
one of them is outer.
Write p(X, Y) = p(xd1, xd22 , . . . , yhss ), allowing s = 0 with no yhjj appearing. Suppose that some di is
an outer derivation: for simplicity take i = 1 and let d = d1. If p(xd1, ad22 , . . . , bhss ) = 0 ∈ Q∗CC[xd1] for
all ai, bj ∈ L, then p(z, xd22 , . . . , yhss ) is an identity for L. Otherwise, for some choice of ai, bj ∈ L, f (xd1) =
p(xd1, a
d2
1 , . . . , b
hs
s ) /= 0 ∈ Q∗CC[xd1]. Since f (xd1) is an identity for L, f ([x, y]d) is an identity forM, and it
follows that f ([xd, y]) + f ([x, yd]) is an identity forM. Butd is outer, so f ([u, y]) + f ([x, v]) is an identity
forM [16, Theorem 1, p. 30] and setting x = 0 shows that f (z) is an identity for L. Putting the two cases
together yields: p(z, x
d2
1 , . . . , y
hs
s ) is an identity for L. Replace z with z
ad(r) for any noncentral r ∈ R.
Further, if originally i = m and s 2, thenwe can choose r so that ad(r) and hs are C-independent. Our
argument shows that in p(X, Y) any outer di, or similarly any outer hj , may be replaced with an inner
derivation, preserving the assumption that p(X, Y) is an identity for L. Finally, when m, s 2, if either
dm or hs is outer then it may be replaced with an inner derivation that is C-independent of the other.
We may assume now that each di and hj is inner. Since p(X, Y) is a homogeneous and multilin-
ear generalized polynomial identity for [M,M], G = p([x11, x12], . . . , [ys1, ys2]) is such a GPI for M.
Applying [10] shows that G is an identity for Q , so p(X, Y) is an identity for [Q, Q ], and thus an
identity for [Q, Q ] ⊗C F = [Q ⊗C F, Q ⊗C F] = [QF , QF ], where QF = Q ⊗C F for an algebraic closure
F of C. It is clear from the form of p(X, Y) that it is not identically zero, so QF satisﬁes a GPI. As in
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the proof of Theorem 4, QF is a prime ring with extended centroid F [1], so Martindale’s Theorem
[18, Theorem 3] shows that H = soc(QF) /= 0, and for any nonzero idempotent e ∈ H, eHe ∼= Mn(F).
Note that H ∼=M2(F) if and only if Q = H ⊇ R, satisﬁes S4. Each derivation in p(X, Y) is now ad(A) for
A ∈ Q , so A can be considered in QF via A ⊗ 1. Thus we may take ad(A) ∈ Der(H). Hence, if p(X, Y) is
an identity for L then we may assume that it is an identity for [H, H] and that all di and hj are nonzero
inner derivationswith dm andhs F-independentwhenm, s 2, unless initially thesewereC-dependent
inner derivations of R.
Write di = ad(−Ai) and hj = ad(−Bj). As in Theorem 4, since Ai and Bj are not central, there are
idempotents ei, ej ∈ H so that eiAiei /∈ Fei and ejBjej /∈ Fej . Using Litoff’s Theorem there is v2 = v ∈ H
so that all ei, ej ∈ vHv, and each vAiv, vBjv /∈ Fv, the center of vHv ∼= Mn(F), and we may choose v
with n > 2 (R does not satisfy S4). We claim that when m, s 2 there is w = w2 ∈ H with v ∈ wHw
so that also {wAmw, wBsw, w} is F-independent, unless originally dm and hs were C-dependent inner
derivations of R.
For our claim, assume that in p(X, Y), dm and hs were not C-dependent inner derivations to start
with. Set Am = A, Bs = B and suppose that {eAe, eBe, e} are F-dependent for all nonzero e2 = e ∈ H
with v ∈ eHe; our choice of v implies that all eAie and eBje are not central in eHe. Our argument
above, which reduced our situation to all inner derivations, ensured that ad(A) and ad(B) are C-
independent, or equivalently that {A, B, 1Q } is C-independent. Thus, basic facts about tensor products
show that, considered in QF , {A, B, 1QF } is F-independent. Should H ∼= Mn(F) then H = QF and we can
takew = 1QF , so our assumption about all e ∈ H contradicts the independence of {A, B, 1QF }. Thus we
may assume that there are idempotents in H of arbitrarily large rank.
Take any idempotents e, f ∈ H so that v ∈ eHe ∩ fHf . By Litoff’s Theorem, there is an idempo-
tent g ∈ H with v, e, f ∈ gHg. Our assumption is that αeeAe + βeeBe + γee = 0 with coefﬁcients in
F and not all zero. Since neither eAe nor eBe is central in eHe we may re-write this equality as
eAe = σeeBe + ρeewith σe /= 0. Similarly, gAg = σggBg + ρgg and fAf = σf Bf + ρf f . It follows from
e ∈ gHg that eAe = σgeBe + ρge. This yields (σe − σg)eBe = (ρg − ρe)e so forces σe = σg and ρg =
ρe since eBe is not central in eHe. In the same way we get that σf = σg and ρg = ρf . Consequently
there are σ , ρ ∈ F , with σ /= 0, so that eAe = σ eBe + ρe for any idempotent e ∈ H so that v ∈
eRe.
For anyh ∈ H use Litoff’s Theoremtoﬁndan idempotent e ∈ H so that the set {v, h, hA, Ah, hB, Bh} ⊆
eHe. From the last paragraph, eAe = σ eBe + ρe. Thus, [h, A] = hA − Ah = ehAe − eAhe = eh(eAe) −
(eAe)he = σ(eh(eBe) − (eBe)he) = σ(ehBe − eBhe) = σ(hB − Bh) = σ [h, B]. This shows that [H,
A − σB] = 0 and since H is an ideal in the prime ring QF , it follows that A − σB is central in QF .
We are forced to conclude that {A, B, 1QF } is F-dependent, a contradiction. This, ﬁnally, veriﬁes our
claim that there is an idempotent e ∈ H with v ∈ eHe so that {eAme, eBse, e} is F-independent, when
m, s 2 and when the original dm and hs were not C-dependent inner derivations.
We have shown that unless dm and hs were C-dependent inner derivations to start with, there is an
idempotent e ∈ H so that eHe = T ∼=Mn(F)withn > 2,withp(X, Y) = [Em(. . . , [xi, eAie], . . .), Es(. . . ,
[yj, eBje], . . .)] an identity for [T, T]. By Theorem 5 this is impossible if p(X, Y) = Em(xd11 , . . . , xdmm )
originally. We arrive at the same contradiction when m = 1 or s = 1 since [E1, Es] = −Es+1 and[Em, E1] = Em+1. In these cases, if L satisﬁes the given identity then R satisﬁes S4 by Theorem 5, and
charR = 2 by Theorem 1. Finally when m, s 2, then since {eAme, eBse, e} is F-independent, Theorem
5 shows that R satisﬁes S4 or charR = 2. This completes the proof of the theorem. 
Our results have proved the following generalizations of [4]: if a prime ring R satisﬁes an identity
of the form Em(x
d1
1 , . . . , x
dm
m ) then charR = 2 and R satisﬁes the standard identity S4; and if R satisﬁes
[Em(xd1, . . . , xdm), Es(yd1, . . . , yds )] thenR satisﬁes S4.Wehave beenunable to obtain this same conclusion
for identities [Em(xd11 , . . . , xdmm ), Es(yh11 , . . . , yhss )], but must allow one of three possible conclusions:
charR = 2, R satisﬁes S4, or that dm and hs are C-dependent inner derivations. We suspect that the
possibilities that charR = 2 and the statement about dm and hs are not necessary. Further, we have not
been able to show that the identity using [Em, Es] forces R to satisfy some polynomial identity, which
we suspect must be true.
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