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ABSTRACT 
In the field of Artificial Intelligence, programming styles 
have evolved where programs ·operate on data according to 
structured rules to accomplish goals. 
Object-oriented programming is a way of structuring these 
programs so that particular data types and program parts that 
process that data type are combined (collectively called 
"objects"). 
The basic focus of this thesis research is as follows : 
- An in-depth analysis of the various farms of knowledge 
representation used. 
- The choice of inferencing mechanisms to be applied to 
those representations. 
- The assignment of various categories of knowledge to 
those representations. 
- Representation of frame-based reasoning techniques to 
structure the design for a knowledge base application. 
- Utilization of frame-based knowledge representation 
techniques in an object-oriented environment. 
1 
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ARTIFICIAL INTELLIGENCE 
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ARTIFICIAL INTELLIGENCE 
Artificial Intelligence · (AI) can be defined as a programming 
style, where programs operate on data according to rules in order 
to accomplish goals. 
AI is a subfield of computer science concerned with the concepts 
and methods of symbolic inference by a computer and the knowledge 
representation used in making those inferences. AI includes the 
following major areas : 
-1 
- Computer interfacing dialogue in human languages like 
English 
[NATURAL LANGUAGE] 
- Enabling computers to record, store complex interrelated 
facts and draw conclusions from them 
( INFERENCE ] 
- Generating computer planned action sequences and 
accomplishing goals 
(PLANNING] 
- Receiving computer based advice on complicated rules for 
• • • 
various s1 tua t1ons 
[ EXPERT SYSTEMS] 
- Implementing computers to identify and locate objects 
through visualization techniques 
[VISION] 
- Implementing computers to pick, place, assemble, move or 
machine objects in a real time scenario 
I 
[ROBOTICS] 
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KNOWLEDGE BASED SYSTEMS 
4 
I 
! . . ·{! 
KNOWLEDGE BASED SYSTEMS 
The fundamental concept behind a Knowledge based system (KBS) 
is to capture the problem solving expertise of a human being 
in a highly defined but relatively unstructured problem 
domain; and represent this expertise through a computer such 
that the computer can approximate the expert's ability to 
solve a particular class of problems. 
In addition to containing public knowledge (i.e. rules, 
facts, statements, formulae etc. ), Knowledge based systems 
also contain what is known as private knowledge or heuristics 
(i.e. rules of thumb, hints and experiences that the expert 
has used or developed over a period of time ). 
This knowledge ( public and private ) must be acquired and 
represented in a form suitable for use in a knowledge based 
system. 
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STRUCTURE OF A KNOWLEDGE BASED SYSTEM 
A knowledge based system is typically structured into three 
basic modules : 
- Knowledge Base 
- Inference Engine 
- Interface Groups 
Knowledge Base - The knowledge base comprises of memory and 
rules containing the expert's factual and heuristic knowledge 
represented in one or more different ways. 
Inference Eneine - The inference engine is that component of 
a knowledge based system that contains the problem solving 
mechanism. It directs searches for rules and facts in the 
database and determines when a solution point has been 
reached. 
Interface Groups - These connect the inference engine to the 
user, to external databases, as well as to other computers or 
programs. 
Generic problem areas for which knowledge base systems have 
been used include : diagnosis or class if ica tion, evaluation, 
selection, parameter estimation, design and configuration. 
Application domains include the fields of Bioengineering, 
Chenris try, Design, Finance, 
h, 
Geology, Law, Equipment 
maintenance, Medicine, and Petroleum • • eng1neer1ng. 
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LIFE CYCLE OF KNOWLEDGE BASED SYSTEMS 
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LIFE CYCLE PHASES OF A KNOWLEDGE BASED SYSTEM 
... P ..... r __ o ... ie ..... c;;...t ___ ...... I __ n ___ c __ e...,.p __ t ...... i ___ o_n - This 
initial concept planning 
project. 
step concerns itself with 
I 
I 
and overall organization of 
• 
the 
the 
Team Development - This includes the selection of 
team players from developers, management, and end users. 
various 
System Requirements -
establish the system 
perceived then. 
This step involves the team 
and application requirements 
to 
as 
Feasibility Study - This is a techno .. economic study to 
determine the team consensus as to whether to pursue the 
development of a knowledge base system for the proposed 
application. 
System Desi2n - This step consists of specifying the 
knowledge structures and reasoning mechanisms to be used, 
which implies the software/hardware tools to be used in the 
development process. 
Craft Prototype - This involves the iteration of a series of 
prototypes developed to test and evaluate the expert's 
knowledge interfacing with the system requirements. 
Test and Evaluate - This effort is conducted during the 
prototype as well as the pilot phases. It verifies whether 
each system 
problem areas. 
• version performs 
11 
as intended and identifies 
/ 
Pilot Version - This is the iterative conversion from a final 
prototype to a functional pilot version. This version is 
tested under controlled circumstances very similar to the 
ones anticipated by the final system. 
System Implementation - This process involves in placing the 
pilot system into a real time operational version w·here the 
application is placed in production use. 
Maintenance and Enhancement - This step covers ongoing 
maintenance and system modification over time to reflect 
changes in the expertise and to provide additional 
functionality, if required. 
12 
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SYSTEM DESIGN METHODOLOGY 
Once the system requirements have been specified for an 
application, work can begin on developing a specific design 
for it. The requirements phase is preceded by knowledge 
acquisition. This is done by literature reviews and 
interviews with experts. 
The system design must address two basic areas : 
1. the structure and content of the application and 
2. the environment in which that application will be 
developed and used. 
L. Application Structure : The design of the application 
structure specifies the representation of knowledge as well 
as its processing mechanisms. The main aspects of structure 
design are the following: 
- Knowledge structure 
- Inference Engine 
- Control Mechanisms 
- Data Interfaces 
Knowledge Structure - consists of three activities and 
items: 
- Identification and 
knowledge base 
description of components in the 
- Organization of the various knowledge types 
- Representational form for the knowledge items 
Inference Engine - The problem solving mechanism and 
processing technique to be used by the system. 
14 
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Control Mechanisms - The procedures by which various 
inferencing mechanisms are applied to particular portions of 
the knowledge base. 
Data Interfaces - The method and connections by which data 
and information are passed from and to the following : 
- human end-users 
- databases 
- sensors ( real time data collection ) 
- computer systems 
2. Application Environment : The design of the application 
environment should stress on these two areas : 
- Development environment 
- Delivery enviro1:1ment 
Development environment - the context in which the developer 
will work with the system. 
Delivery environment - the context in which the user will 
work with the system in an operational or production mode. 
15 
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.. 
r KNOWLEDGE REPRESENTATION 
The first step in determining the correct form of knowledge 
representation for a problem would be to disseminate that 
problem into relatively self-contained pieces. The objective 
is to minimize connections between sections but maximize the 
homogeneity of the knowledge in each section. 
The next step is to examine the characteristics and 
organization of the knowledge contained in each of the 
pieces. This structure characterization can be summarized 
in to four categories: 
- knowledge about the domain 
- knowledge about control of the reasoning process 
- knowledge about the application interface 
- knowledge about the condition of the knowledge 
The three most common forms of knowledge representation are 
the fallowing: 
- Rule Based 
- Frame/Object Based 
- Model Based 
These three representation techniques are discussed below in 
detail. 
17 
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RULE BASED REPRESENTATION 
Knowledge represented in an application knowledge base can be 
structured as a set of rules. These rules establish 
relationships between facts in the knowledge base and permit 
new facts or relationships to be derived. Rules are 
conceptually represented as IF /THEN statements with the 
lo.gical form : 
IF <PREDICATE> THEN <CONSEQUENT> 
All rules are formulated as a result of knowledge obtained 
through experts. 
Solutions to problems may be developed as a result of 
reasoning with a collection of rules. The inference engine 
analyzes and processes the rules in two ways : 
1. Backward-chaining 
2. Forward-chaining 
_d, 
Discussed below are ways in which knowledge can be structured 
and reasoned about by using rule-based representations. 
1. Backward-chaining : In this method of reasoning, the 
inference engine identifies a set of one or more hypotheses 
by finding consequents that do not appear as predicate 
elements in other rules. The analysis process begins with 
the user specifying one or more hypotheses, also referred to 
as goals. 
The reasoning process begins with the inference engine taking 
the first hypothesis and locating all rules having the 
18 
hypothesis as a consequent. It then moves backward from the 
consequent to the predicate. in each of those rules and tests 
the truth of the predicate. If any predicate tests TRUE, 
the consequent is established and inserted to the knowledge 
base. 
If the truth of no predicate can be determined, then each 
such unknown predicate is established as a new hypothesis and 
the process continues. The inference engine selects one of 
the new hypotheses, examines each rule having that hypothesis 
as a consequent, tests the predicate of each such rule, and 
so forth. This process forms a chain, linking rule 
predicates backward to the consequents of other rules. 
Application example : Failure diagnostics 
2. Forward chaining : This method also operates with a set 
··-
of rules. Each rule is examined, and each predicate is 
evaluated to determine its truth. The consequents of those 
rules with predicates evaluating to TRUE are then added to 
• 
the knowledge base and the entire process is repeated. The 
process continues until the truth of no additional 
consequents can be determined. 
This process of reasoning from the consequent of one rule to 
the predicate of another forms a chain in the forward 
direction. 
,, 
Application example : Monitoring systems 
·~ 
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FRAME BASED REPRESENTATION 
Frame based representations provide a mechanism for 
structuring certain types of knowledge in a knowledge base. 
The types of knowledge that can suitably be structured using 
a frame-based organization can range from collections of 
related facts, to relationships between such collections , to 
rule-based and even procedural representations of knowledge . 
• 
The knowledge-structuring capabilities provided by a frame-
based form of representation facilitate• the development of a 
knowledge-based application in two ways : 
•) 
- Firstly, they assist the knowledge crafter in 
understanding the relationships that exist among the 
data assembled. J-,-
- Secondly, they enhance the ability of the inference 
engine to operate on the assembled data as well as on 
the structural relationships. 
A "frame" can be viewed as a collection of related 
information about a topic. This information may be factual 
or procedural (e.g. data or functions). A frame may be taken 
to represent a class of similar objects. Other frames, 
represention subclasses or specific instances of those 
objects, can be formed from the initial class frame. The 
properties (e.g., knowledge) contained in a class frame can 
be inherited by its subclass and instance frames. Rule-based 
and procedural knowledge · representations can operate 
efficiently on frame-based representations. 
The concept of Object-oriented programming paradigm is 
similar in concept to the frame paradigm. Hence, an "object" 
/) 
,• ~. 
20 
.l 
is equivalent to a "frame"; thus the· two terms may 1be used 
interchangeably. 
Frames - A frame is basically a structure for holding 
various types of knowledge. Conceptually, a frame represents 
an item or a concept. The contents of the slot then describe 
that item in some way (e.g. characteristics, properties, 
behavior). 
Slots - The internal structure of a frame can be charaterized 
as providing a set of slots in which the knowledge associated 
with a frame can be stored. Values or facts that are related 
to the frame are one of the major types of knowledge that can 
be stored in slots. Slots may contain restrictions on 
data value (e.g., numeric, logical, symbolic), data content 
(e.g., value restrictions), and data representation (e.g., 
slot restrictions). 
Facets - The mechanism by which control information can be 
attached to slots in a frame. Facets contain certain types \ 
of information that are related to a ·slot. Certain 
application development tools may contain standard facets. 
Active value - Facets can be used to support a number of 
special purpose capabilities. Since access to a slot value 
in a frame takes place only after the system refers to the 
relevant facets controlling access, setting up a facet to 
indicate that a slot value is active is relatively simple, 
i.e., any access to an active slot turns control over to an 
active value before access is made. 
21 
FRAME STRUCT.URE 
Part of the power of a frame-based representation is 
" 
ability to capture relationships between objects 
represent this in the knowledge base. One way to • view 
• ItS 
and 
such 
rel a ti on ships is with the concept of ref in em en t. In the 
process of refinement, focus shifts ·. systematically from one 
frame to the next, the idea or object represented by each 
frame becomes progressively either more specific or general. 
Class - The frames in a class contain the knowledge about a 
set or class of objects of a given type. 
Subclass - The term subclass is used to denote frames 
belonging to a specialized class r')to which they relate. 
Subclasses are 
have subclasses. 
Instance -
themse~l ves classes, • since they in turn can 
The smallest division of a class contains i 
multiple objects is an instance. Each instance represents a 
specific case or ins tan tia tion of the general concept. 
22 
ADV ANT AGES OF FRAME-BASED REPRESENTATION 
The main advantage of frame-based reasoning is that 
it 
provides a means for structuring a variety of types of da
ta 
in the knowledge base and a framework whereby not only t
he 
data but also the structure of that data can be reason
ed 
about. The following are some major advantages of frame-
based re pres en ta tion: 
1. Greatly aids in structuring the design of a 
knowledge based application 
2. Enables rules and procedures in an application to be 
more generic. This helps reduce rule-set or procedure 
size and makes the knowledge base easier to 
understand and test 
3. Compartmentalizes the data in the knowledge base, 
oftentimes reducing the complexity so that an 
application can be built and tested in less time 
4. Permits greater understanding of knowledge structure 
and relationships through graphical displays of the 
structure 
5. Enhances the maintainability of the knowledge base 
6. Provides many of the essential characteristics of an 
object once the type of that object has been 
identified, eliminating the need to derive these 
properties indi vid uall y. 
23 
MODEL-BASED REPRESENTATION 
Generally speaking, . model-based representations are used in 
combination with other techniques to bring a more powerful 
paradigm to bear on the problem. The benefits from a 
combination of the representations is much greater when 
compared with the various representations used individually. 
~ 
Model-based representations are of two types, depending on 
the characteristics of the application : 
1. Static model representation 
2. Dynamic model representation 
1. Static model representation - can be used to support 
reasoning about aspects of a system that are relatively 
constant, such as the interconnections between components. 
Some ideal applications are diagnostic or failure isolation. 
2. Dynamic model representation - can be used to 
investigate the time-varying characteristics of systems, 
often sub'stituting for the system itelf when experimental use 
or behavioral measurement is not possible. 
24 
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ADV ANT AGES OF · MODEL-BASED REPRESENTATION 
The advantages to be derived from the use of a model-based 
knowledge representation depend to some degree on the 
specific problem and the characteristic of the knowledge to 
be represented. However, all applications can accrue four 
general types of advantages from the use of this form of 
representation. They are the following : 
I . 
1. Generality of the representation 
2. The compatibility with other inferencing tools 
3. The economy of the representation structure 
4. Tlte communicability provided by the form or external 
appearance of the representation 
Generality of the representation : A knowledge-based 
system that relies entirely on specific rules or procedures 
for representing knowledge cannot handle cases not addressed 
by the rules or procedures. 
The model-based representation provides an "else clause" to 
be used when all else fails. The system behavior is 
determined by some general principles. 
The advantage gained by representation generality is that an 
application can respond to a range of · inputs and situations. 
Developing the set of relevant principles, putting them in a 
form in which they can be applied efficiently, and ensuring 
completeness of the representation are nontrivial tasks which 
need further research. 
25 
2.: Compatibility of the Representation : Many model 
representation methods are compatible with the use of 
variables in rule systems and with various pattern-matching 
algorithms provided in commercial inference engines. 
3. Economy of Representation : The model based 
representation can be relatively compact, yet the knowledge 
can be accessed and used quickly without additional 
processing or transformation. Th us, storage space, paging, 
and processing power are used more efficiently. 
4. Communicability of the Representation : This form of 
the knowledge can f acili ta te greater understanding of that 
knowledge, minimize errors. Knowledge crafting sessions can 
become much more productive, because the experts can deal 
with the knowledge representation directly rather than trying 
~ 
to understand something quite foreign to them. 
26 
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STATIC MODEL-BASED VERSUS RULE-BASED REPRESENTATION 
A static model is analogous to· a set of production rules. In 
each case, a set of data is provided as input (to the model 
or to the rule-set) and another set of data is returned. 
Providing a set of input data values to the ni'odel is 
analogous to providing a set of conditions to the rule-set 
(for the IF part of production rules). The set of output 
data derived from the model would be analogous to the 
consequents produced by the THEN part of the rules whose 
conditions were satisfied. This mode of model usage is 
conceptually analogous to forward-chaining with a set of 
production rules. 
Similarly, supplying a set of system output data (actual or 
hypothesized) to the model would be analogous to supplying 
consequent data to a rule-set (for the THEN part of 
production rules). The derivation from the model of the 
input data that could have given rise to those outputs would 
be analogous to deriving necessary conditions from the IF 
part of rules having the given consequents. This mode of 
model usage is conceptually analogous to backward-chaining 
through a set of production rules. 
27 
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DYNAMIC MODEL-BASED VERSUS RULE-BASE·D REPRESENTATION 
Like the static model, the dynamic model can also be viewed 
as a set of (very ·complicated) IF-THEN rules. Given a set of 
conditions, actual or hypothesized, the model provides a set 
of consequents as output. However, in this case the results 
are based on the simulated dynamic behavior of the system 
rather than firing of a particular set of rules. This type 
of dynamic use of a model-based representation can be 
understood as a forward-chaining application analogous t'o 
real time simulation of events as in procedural based 
• programming. 
\ 
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FRAME-BASED VERSUS RULE-BASED REPRESENTATION 
•,, 
,. 
Rules and procedures in a frame application are more generic, 
and less complex thereby making it easier to structure an 
application compared to rule-based systems where specific 
rule sets enhance complexity of knowledge base design. 
Owing to the logical simplicity of frame-based representation 
techniques, it is easier to represent graphical procedures as 
compared to rules. 
; 
,, 
However, the dynamic ability to modify a knowledge structure 
requires a large number of instruction sets and execution 
time. Rule based systems are easier to segregate and have a 
higher modification execution speed. 
Frame-based representation is able to include both procedural 
and nonprocedural representations of knowledge, thus a hovTc,e-
programmer may fall in a procedural rut (due to past 
experience), and be unable to fully exploit the realm of 
versatility nonprocedural programming offers. Rule-based 
representation, on the other hand, operates strictly 
according to a set. of predefined instructions and procedures 
unable to offer the flexibility of frame-based 
• represen ta t1on. 
29 
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PROGRAMMING STYLES 
,, 
• FUNCTION BASED 
• RULE BASED 
• OBJECT ORIENTED 
30 
BASIC PROGRAMMING STYLES 
Many different programming styles have evolved in recent 
years, but there are three common ways of arranging computer 
programs. They are the following : 
A. Function-based or procedural programming 
B. Rule-based or logic programming 
C. Object-oriented programming. 
In the following • section, function-based and rule-based 
programming styles are discussed briefly, whereas the object-
·oriented programming style is discussed in depth. 
A. Function-based proe;rammine; - Most computer programs are 
based on functions. These functions may be called 
"procedures", "subroutines", "modules", or "entry points". A 
function receives control of the computer when it is called. 
Data called "arguments" are passed to the function and it 
computes a result. This result is returned to the calling 
function. If the programming language permits side effects, 
a function may change other variables in addition to 
returning a value. 
Large functions are built up by calling smaller functions 
that are constructed out of fundamental language operators. 
Construction of larger functions by calling smaller ones is 
the fundamental concept of most programming languages. 
Functions run when called by another function, and they 
manipulate data. So, functions are active and · data are 
. . passive. · 
31 
B. Rule-based pro2rammin2 - These programs require data 
patterns in memory that reflect facts about the outside world 
and rules that carry out appropriate actions based on these 
data. Rule notation is convenient for specifying responses 
to conditions outside the computer that are reflected in 
patterns in computer memory. 
C. Obiect-oriented pro2rammin2 - This is a way of 
structuring programs so that a particular type of data and 
parts of a program that process that type of data are 
combined or "encapsulated". Data and the functions that 
manipulate that data are collectively called an "object". 
32 
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OBJECT ORIENTED PROGRAMMING (OOP) 
•TERMINOLOGY/STRUCTURE 
• APPLICATION CHARACTERISTICS 
• COMPARATIVE ANALYSIS 
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OBJECT-ORIENTED PROGRAMMING 
The development of programs on the basis of associating 
program data and programmed behavior (e.g. functions) with 
each object in the application system is known as object-
oriented programming. 
Messages are sent to objects requesting that particular 
functions or services be perf armed. The object responds, 
relying on methods or functions to provide the requested 
action. Necessary data are obtained from the requesting 
message, from data stored with the object, and from other 
objects as necessary. 
Such message passing is similar to function or subroutine 
,;J 
calls. It differs only in that the definition of the 
. function is taken from the object receiving the message, not 
the object sending the message. 
Each object can be represented as a frame, with the data 
about that object stored in slots in its frame. The various 
behaviors of the object are provided by methods that are 
also stored in the frame's slots. Messages are then 
exchanged between objects to provide a collection of 
behaviors that represent the purpose of the entire system. 
Many people have concluded that object-oriented programming 
is nothing 
subroutine 
technical! y 
more than the development of programs using 
calls to a core set of subroutines. While 
true, that view misses the point that object-
• 11 
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oriented programming represents a methodology for thinking 
about a problem, as well as an approach to structuring a 
computer program. The encapsulation of data and methods with 
each object provides a number of benefits including error 
reduction and comparatively easy maintenance. 
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OOP : TERMINOLOGY/ CHARACTERISTICS 
Thinking in terms of., objects makes it easier to organize and 
maintain large computer programs. Once the interface to an 
object has been defined, programs that manipulate it do not 
care how any of the code associated with an. object works. 
Thus, in its purest sense, object-oriented 
implemented by sending messages to objects. 
• • programming 1s 
Problem solutions that use object-oriented programming 
principles consist of identifying the objects, messages and 
object-message sequences to effect a solution. An object-
oriented language is defined as one that supports the 
fallowing four properties of objects : 
- Abstraction 
- Encapsulation 
- Inheritance 
- Polymorphism 
These four object properties are explained below. 
1. Abstraction : In the most general sense, abstraction is 
a concise representation for a more complicated idea or 
object. Details of the implementation of an abstraction are 
not essential to the understanding of its purpose and 
functionality. Thus the use of abstractions enables higher-
level human functioning than is possible if one always needs 
to dig into the details. Objects are encapsulations of 
abstractions, th us its support.":.:· by object-oriented languages 
is essential. 
Since each object is an encapsulation of an abstraction, 
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definition of new abstractions requires definition of new 
objects. For each new object, there is a need to specify a 
set of properties, features and messages to which the object 
can respond. A problem solution may contain many objects, 
,, 
some with similar properties. This leads to the· concept of 
grouping similar objects into classes. Common properties of 
objects within a class are defined in the class. Each object 
is then an instance of a class, and its behavior is defined 
by a set of properties that are consistent of all objects in 
that class. The use of classes to define properties for 
objects reduces the redundancy that occurs if properties are 
defined for each individual object. 
The addition of new abstractions consists of first defining 
new classes and then creating objects as instances of the new 
classes. For a particular problem solution, a class 
~ 
definition is required for each kind of object. · One or more 
instances of each class may be used in the problem solution. 
Classes are also objects and must have their properties 
defined in a class description. The details for describing 
the properties of objects that are classes are handled 
differently by the various object-oriented languages. 
A class description protocol 'is the complete definition of 
all properties, features, and messages that ares_, descriptive 
of any object that is an instance of that class. 
Ways for establishing new instances of the class (new 
objects) must be included in the class description protocol. 
The class structure is a natural way to define define various 
kinds of objects. 
,' 
) 
.' 
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2. Encapsulation : Encapsulation is the process by which 
• /;k,o 
individual software components are defined. A good· method· of 
encapsulation has the following desirable features : 
- A clear boundary defining the scope of all its 
internal software 
- A well-defined interface that describes how the 
software component interacts with other software 
- A protected internal implementation that gives the 
details of the functionality provided by the software 
component. 
The concept of encapsulation is related to class 
descriptions; however, it provides an additional refinement 
on how the various components of a problem solution are 
grouped. The unit of encapsulation in an object-oriented 
approach to problem solving is the object. An object will 
have properties described by its class. Some of these 
properties are shared with other objects of the same class. 
Some of these properties will be private to each individual 
object. This distinctness of private features for an object 
is the refinement mentioned above. Encapsulation as objects 
is more specific than saying that a class represents 
encapsulation. With this definition of encapsulation, each 
instance of a class is a separate encapsulation or component 
in a problem solution. 
An object (encapsulation) has the following features as given 
in the class description protocol : 
Private Data - objects that are descriptive parameters of 
the given class. All objects of this class have similar 
parameters but would typically have different values. 
Objects may only access their own private data. 
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Shared Data - objects that are descriptive parameters 
instance of the given class. All obfects of this class have 
similar parameters. All instances of the class have access 
to the shared data. 
Global Shared Data - In some cases data (objects) can be 
shared by instances of several classes. Global shared data 
have the same values for all objects that share them. 
Messages - a set of messages to which the object respond·s. 
All objects that are instances of a given class will respond 
to the same set of messages. 
With the object as a unit of encapsulation, the scope of all 
messages, shared data, and private data is limited to the 
individual object. Con€ern about duplication of identifiers 
and messages is then restricted to the protocol description 
of an individual object. 
An object's protocol is that given in its class plus protocol 
inherited from its superclasses. This significantly reduces 
the problem of controlling fallout effects during maintenance 
of a software system. The object represents a complete 
software system. It responds to its own protocol of messages 
and can send messages to other objects. 
The concepts of inheritance and polymorphism as properties 
' 
for objects are a result of the arrangements of different 
kinds of objects in a hierarchy of classes. These two object 
properties are discussed below. 
3. Inheritance : The concept of a class hierarchy is 
required at this point. Some classes are subordinate to 
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others, i.e., subclasses. Subclasses are considered to be 
special cases of the class under which they are ~grouped in 
the hierarchy. The higher levels in a class hierarchy 
represe~ t g~}l,_~~1tjliza tion and lower levels in the hierarchy 
C ,.,. 
represent increased specialization. The concept of 
inheritance is very important and may be better understood 
with Diagram 3 on the following page. 
Given a hierarchy of classes such that Subclass I is a 
subclass of Class A, objects that are instances of Subclass 1 
can be described as more specialized instances of Class A. 
It is then possible to state that instances of Subclass I 
have at least the same properties as instances of Class A. 
Because of their more specialized nature, instances of 
Subclass I may have new properties that are not descriptive 
of the mOI"e general instances of Class A. Instances of 
Subclass I inherit the properties of , Class A. 'these 
inherited properties can include private data, shared data, 
and messages. Class A is called a superclass of Subclass I. 
Inheritance is the property of objects, which are instances 
of a specific class, whereby they inherit properties from 
their superclasses. 
Subclasses may be nested to several levels. A class at the 
lowest level in a class hierarchy inherits properties from 
all its superclasses. Because of inheritance, the scope of 
an object that is an instance of a given subclass includes 
the scope of all its superclasses. An instance of a subclass 
has access to all private data, shared data, and messages of 
all its superclasses. The reverse is not true, i.e. 
superclasses do not have access to the private data, shared ( 
data, or messages that are specific to any of its subclasses. 
The concept of multiple inheritance is also a part of the 
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object-oriented model. Multiple inheritance means that a 
clas-s, inherits proA,erties from two or more classes that are 
not related as superclasses or subclasses of each other . 
4. Polymorphism 
L 
• 
• This property allows us to send the same 
message to different objects and have each object respond in 
a way appropriate to the kind of object it is. The ability 
to use the same message for a similar operation on different 
kinds of objects is consistent with the way that human beings 
think about solving problems. 
Polymorphism also supports the process of passing different 
' kinds of objects as parameters of messages sent to other 
objects. This property's redefinition of a message can be 
used in subclasses as well as across classes at equal 
hierarchical levels. Polymorphic redefinition of operator 
symbols, called operator overloading in structured languages, 
is just another case of message polymorphism in an object 
oriented language. Fdr each new class, a class description 
i ·., 
protocol is given that identifies inherited properties, new 
properties, and polymorphic (redefined) properties. 
It may be concluded from dicussions about abstraction and 
polymorphism that the object-oriented approach to problem 
solving uses objects as a method of encapsulation and defines 
objects to be instances of classes. The classes provide, 
through a protocol description, - the properties of those 
instances. The protocol description includes private data, 
shared data, global shared data, and messages. 
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APPLICATION CHARACTERISTICS FOR 
OBJECT-ORIENTED PROGRAMMING 
An Object-oriented approach is ideal whenever an application 
involves the behavioral representation of a set of objects. 
· This approach should be considered anytime the application 
logic involves behavioral performance or triggering of a 
behavior from several locations. The benefit of this means 
of structuring and applying knowledge derives from the 
structural characteristics of the application, not the 
particular domain knowledge to be associated with the system. 
Object-oriented programming is intertwined with a frame-based 
representation and the organization of the knowledge base. 
Many of the benefits of the object-oriented approach will be 
.., 
lost if a frame-based representation- is not used. This 
provides two rules of thumb for the design process : 
1. Whenever a frame-based representation appears to be 
appropriate, an object-oriented approach should be 
considered. 
2. Whenever an object-oriented approach appears to be 
appropriate, based on expected behavioral 
I 
characteristics of the application, employing a frame-
based repres_en,tation should be considered (perhaps 
,,, 
along with other representational forms). 
Despite the close relationship between frame-based 
organizations, rule-based systems, and object-oriented 
programming, a rule-based system operating with a frame-based 
representation generally represents a violation of object-
oriented programming principles. 
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In a pure object-oriented approach, data from a frame must .be 
kept within the object itself and is not accessible from 
outside. Only the functions operating within the object have 
free access to the data. This restriction enforces the 
modularity and independence required to achieve the benefits 
of object-oriented programming. This requirement would 
prevent a rule-based knowledge representation from accessing 
the information contained in a companion frame-based 
• represen ta t1on. 
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'1 COMPARATIVE ANALYSIS 
Object-Oriented Problem Solving versus 
Structured Problem Solving 
There are relatitely few references regarding the object-
oriented model and its relationship to other problem-solving 
models. This comparison is required to better understand 
where we have been and where we are today as well as 
directions for the f-uture, as far as problem solving 
approaches are concerned. 
A structured problem solution using procedural languages 
consists of molding the steps in a solution to fit the set of 
available instructions and data structures provided by the 
language. Since we are familiar with procedural languages, 
we may conclude that the solution is natural. Closer 
inspection will often reveal that the solution is not only 
awkward, but conceptually 'J difficult to fallow. This 
conclusion is more easily reached for some problem solutions 
than others. 
Comparison with other familiar problem-solving methodologies 
is a useful technique in understanding what object-oriented 
problem solving really is. Most of the modern computer 
languages widely used for problem solving are procedural 
languages. 
Function or procedure based programming and Rule or logic 
based programming are combined under the structured approach 
for this comparison with object-oriented programming. 
Comparisons between these approaches are made in terms of the 
fallowing features : 
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1. Technique for accomplishing actions with data 
2. Abstraction and encapsulation 
. 3. Inheritance. a·nd polymorphism 
4. Extensibility and relative status of new protocol 
5. Iteration versus true object-oriented solutions to a 
simple problem 
I 
· 6. / Accessing . objects by nested indices versus sending 
1 messages to objects 
7. Refinement of class hierarchy· versus status 
description software 
8. Object parameters versus record parameters 
Each of these comparison features is discussed in greater 
detail below. 
1. Technique for accomplishing actions with data : In the 
object-oriented programming approach, messages (actions) are 
sent to objects (data). The object responds to the message 
in a predetermined way. 1In the structured approach, 
parameters (data) are sent to procedures (actions). The 
procedures operate on the data in a predetermined way. The 
receiver object in an object-oriented approach must be 
included as another parameter in the structured approach. 
Keywords in the message of an object-oriented programming 
approach give information about what is to be done with 
parameters. In the structured approach, this information 
must be added as comments. This makes the structured 
approach less readable. 
2. Abstraction and encapsulation : There are two major 
.. / 
forms of abstraction - data a-nd functional. · In the object-
oriented language, data abstractions are represented by 
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selected classes of objects, and functional abstractions are 
represented by messages. 
In a procedural language, data abstractions are . typically 
represented by some combination of predefined Jdata types 
~;;, 
provided by the specific language. Functional abstractions 
are represented as procedures operating on the data 
/ l!ist"ra-c!t~rlf., The central focus is on data types and how 
.1,, they can be used to represent various data abstractions as 
(, well as more general abstractions. 
'\ 
{ Aside from differences in implementation details, the major \ 
,--.,~ difference between an object-oriented language and procedural 
language for representing abstractions is one of focus. Data 
types are the central focus for procedural languages, and 
classes are the central focus for object-oriented languages. 
Encapsulation methods are also different for object-oriented 
and procedural languages. In the object-oriented approach to 
problem solving, the unit of encapsulation is the object. It 
contains the complete class description as well as the 
private data of the particular instance of that class. 
Encapsulation is in the form of library software components 
in procedural languages. Each component may contain more 
than one data abstraction as well as associated functional 
abstractions. 
3. Inheritance and polymorphism : All object-oriented 
fl languages support inheritance and polymorphism, by 
definition. Procedural languages in general do not support 
these two characteristics. 
Because of the lack of support for inheritance, software 
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components and the data abstractions they · represent are of 
equal hierarchical level in non-object-oriented languages. 
This severely restricts the understanding of the 
relationships among the various components of a problem 
solution. 
The lack of support for polymorphism causes a number of 
complicated factors in the choice of names for procedures. 
Simil3:r operations in different compolnent libraries must be 
distinct, either through choice of identifier or by 
qualification upon use. 
4. Extensibility and relative status of new protocol : The 
property of computer languages that allows the user to define 
new constructs is termed extensibility. In most procedural 
languages, the user-generated constructs have a secondary 
status to those provided by the language. This typically 
means that the new constructs suffer significant degradation 
in efficiency. <> 
, 
In an object-oriented language, both user-generated and 
system kernal objects have equal status. This consistency 
generates a trade-off for overall efficiency. 
5. Iteration versus Object-oriented solutions : The use 
of object-oriented languages does not guarantee object-
oriented solutions. An object-oriented approach decomposes 
the problem differently than procedural languages. It places 
more emphasis on objects and messages that are simple. 
Higher level abstractions are used with details kept as 
simple as possible within any message implementation. 
Al though looping is possible in the object-oriented solution, 
iteration details are in the implementation for the messages . 
• 
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6. Accessing objects by nested indices versus sending 
messages to objects : In the object-oriented approach, 
there is limited use of nested indexing structures. Since 
objects also have action data attached to them, this provides 
full support for incremental problem solving. ,,, 
7. Refinement of class hierarchy versus equivalent status of 
all software components : Since the object-oriented approach 
supports inheritance and polymorphism, it also supports the 
development of a hierarchy of classes. This has the 
advantage that many problem solutions consist of adding 
incremental capability to an existing class hierarchy through 
subclasses. 
In a structured approach, since inheritance and polymorphism 
are not supported, new software components all have equal 
status. They cannot draw upon existing capability without 
redundant storage of copies of selected procedures. Also, 
the interdependence of various software components is not 
clear without a hierarchical structure. Procedural languages 
use variations on modular design charts to show relative 
interdependence of the software components. 
8. Passing objects as parameters in the object-oriented 
approach and passing records as parameters in a structured 
approach : Both object-message sequences and procedure calls 
have the ability to pass structured parameters in or out. In 
a procedural language, this is accomlished with the data type 
record. In an object-oriented language, parameters are 
objects. Each object ,has its own private data as well as 
,,' l_ 
shared data. Passing an object as a parameter makes 
available the private data through appropriate messages. 
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The significant difference is one of encapsulation. A record 
parameter in a procedural language can be accessed in any way 
i by receJving procedure. An object parameter sent tcr·····another 
object can be accessed by that object only in ways provided 
by the protocol of the object parameter. The chance for 
errors from misuse are essentially eliminated by the 
encapsulation. 
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JUSTIFICATION FOR USING OBJECT-ORIENtED PROGRAMMING 
FOR STRUCTURING KNOWLEDGE-BASED SYSTEMS 
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JUSTIFICATION FOR USE OF OBJECT-ORIENTED PROGRAMMING 
IN DESIGNING A KNOWLEDGE-BASE SYSTEM 
Object-oriented programming consists of sending messages to 
~ 
objects where both the object as well as the object message 
sequence comprise of what is collectively summarized as an 
"object". 
Object-oriented programming has a structured approach to the 
crafting of a knowledge-base system. The problem solving 
sequence consists of the following : 
- identifying the objects in a problem statement 
- identifying the messages associated with each object 
- developing a sequence of messages to objects that 
solve the problem. 
Object-oriented programming offers a higher flexibility with 
respect to system design because it supports the concept of 
extensibility. Extensibility allows the user to define 
objects. Furthermore, systems objects as well as user-defined 
objects have equal status. Object-oriented programming 
offers full support for incremental problem solving in an 
i tera ti ve pattern. 
Object-.oriented programming provides a broader generic base 
with respect to knowledge structuring by abstraction. 
Abstraction is supported by defining a hierarchy of classes 
and subclasses representing different kinds of objects. This 
provides a more general capability than data abstraction 
provided by most procedural languages. 
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"The adv'ahtage of Object-oriented programming over procedural 
languages is its support of polymorphism. Polymorphism is 
the ability to use the same message for a similar operation 
on different kinds of objects. Object-oriented programming 
also supports the concept of property inheritance by 
subclasses from their superclass. 
'" 
In synopsis, the greater flexibility, versatility as well as 
generality of Object-oriented programming languages over 
conventional procedural programming positions them as prime 
candidates for choice in the. crafting of a kno·wledge base 
system design. 
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ANALOGY OF FRAMES AND OBJECTS APPLICABLE WITHIN 
THE OBJECT-ORIENTED PARADIGM 
OBJECTS 
INHERITANCE is a property of 
objects, which are instances 
of a specific subclass or class, 
. 
whereby they inherit properties 
from their superclasses. 
Inherited properties include 
private data, shared data and 
messages. 
ABSTRACTION supports the 
concept of class hierarchy 
representing different kinds of 
objects. A class description 
protocol defines the properties 
of each abstraction class and 
subclass. 
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FRAMES 
Each subclass obtains certain 
properties of its parent 
class. Th us, there is an 
inheritance of values from 
parent to offspring frames in 
an iterative manner through 
the structured hierarchy. 
Different types of inheritance 
include slot, value, null, 
restriction, and multiple. 
In frames, classes contain the 
I 
knowledge about a class of 
objects of a given type. 
Subordinate frames represent 
subclasses within specialization 
of the superclass to which 
they relate. The lowest possible 
subdivision of a class without 
losing the concept property of 
that class is termed as 
an instance. 
) 
{j 
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ENCAPSULATION is the property 
of capturing specific properties 
about an Qbject in its class. 
Properties include private data, 
shared data and messages. 
POLYMORPHISM is the ability 
to use the same message for 
similar operations on different 
objects which respond in a way 
appropriate to the kind of an 
· object it is. 
. I 
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The internal structure of a frame 
is characterized to provide a set 
of slots where the knowledge 
associated with a frame is 
stored. Data repr~d within 
a slot conf Orms to distinctive 
I 
' 
prop~rties sp.cicif ied by a facet. 
/ l ( 
, I 
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Each frame has a slot with an 
active value which when 
initiated triggers the process-
ing of the rule set specific 
for that frame. 
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FUTURE TRENDS IN ARTIFICIAL INTELLIGENCE 
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FUTURE OF ARTIFICIAL INTELLIGENCE 
One can make some relatively conservative predictions about 
commercial products that could come to the markets of the 
future. The future market could evolve given minor 
extrapolations of the current technology. 
Some of the· potential opportunities for the future of expert 
systems are: 
- Medical Systems 
- Weather Forecasting 
- Construction 
- Information Access 
- Simulated Interaction 
- Product Design 
- Self -guided Vehicles 
Medical Systems - Expert systems could aid emergency medical 
teams to quickly respond with the appropriate action. They 
would also enable the hospital to be more proactive in 
preventing dangerous delays. 
Weather Forecasting - Expert weather forecasting programs 
are being developed that would minimize the inconsistencies 
of prediction in the existing local systems. NASA has an 
expert system that assesses the 'risks of thunderstorms near 
the shuttle launch area. 
Construction - In the home building arena, expert systems 
can minimize the variations in the process of cost estimation 
and job scheduling. The systems can supplement existing CAD 
plan drafting systems, Bill of Material (BOM) listings etc. 
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Information Access -
~ 
There may be a democratization of 
information in the major professional areas of accounting, 
law, medicine and engineering. Advanced programs would be 
built around a body of knowledge that has been encoded in 
computer readable form. 
Simulated Interaction - Examples in this area would be 
highly sophisticated · applications like aircraft cockpit 
simulators, US army tank training simulators, driving 
schools, etc. These technologies will be further combined 
with Artificial Intelligence based animation software to 
• 
simulate real time scenarios. 
Product Design - Computer and design systems can proactively 
assist the developer with design rules, standards, cost 
verification etc. This would save valuable project 
scheduling time and help in checking the correctness of the 
design. This would also save expensive prototyping costs 
(e.g. stereolithography). 
Self Guided Vehtcles - There already has been initial 
progress in the areas of unmanned robotic vehicles in the 
space and military area. Applications can be implemented in 
the construction arena, farming and ploughing, even vision 
systems with on-board computers for enhancing driving 
conditions. 
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CONCLUSION 
The representation and programming techniques to be used for 
designing a knowledge base system depends on the nature of 
the specific problem being addressed. 
Due to a proliferation of representation/ programming 
techniques available, the knowledge crafter /system designer 
', 
'• '• •,,.) 
must fully grasp the scope of the technique as well as its 
-versatility of application to the problem at hand. 
Whenever possible and applicable, it • IS desirable to 
decompose the problem set into smaller pieces. This not only 
makes, it easier to apply representations to segmented parts 
but also makes the system easier to understand, maintain and 
efficient to use. 
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