Abstract-Upper and lower bounds are presented for the maximal possible size of mixed binary/ternary error-correcting codes. A table up to length 13 is included. The upper bounds are obtained by applying the linear programming bound to the product of two association schemes. The lower bounds arise from a number of different constructions.
I. INTRODUCTION
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be the set of all vectors with binary and ternary coordinates (in this order). Let denote Hamming distance on . We study the existence of large packings in , i.e., we study the function giving the maximal possible size of a code in with for any two (distinct) codewords . The dual version of this problem, the existence of small coverings in , has been discussed in [17] and [33] . Both of these problems were originally motivated by the football pool problem (see [16] ).
We begin by describing the use of product schemes to get upper bounds on , and then discuss various constructions and computer searches that provide lower bounds. Among the codes constructed, there are a few (with ) that improve the known lower bounds for ternary codes.
The paper concludes with a table of for . The first and fourth authors produced a version of this table in 1995 (improving and extending various tables already in the literature, for example, that in [24] ). These results were then combined with those of the second and third authors, who had used computer search and various constructions to obtain lower bounds (many of which were tabulated by the second author already in 1991).
II. PRODUCTS OF ASSOCIATION SCHEMES
Let and be two association schemes, with and . (For definitions and notation, see [7, ch. 2] .) We get a new association scheme , the product of these two, by taking for the point set, and Manuscript received January 10, 1997; revised May 7, 1997 . The work of P. R. J.Östergård was supported by the Academy of Finland.
A. E. It is trivial to verify that this product scheme indeed is an association scheme. The intersection numbers are given by , where , etc., and the dual intersection numbers by . The adjacency matrices are given by , the idempotents by , and for the eigenmatrix and dual eigenmatrix (defined by and ) we have and . Products of more than two schemes can be defined in an analogous way (and the multiplication of association schemes is associative).
Although product schemes are well known, we cannot find an explicit discussion of their properties or applications. There is a short reference in Godsil [15, p. 231] and an only slightly longer one in Dey [11, Sec. 5.10.7] . (We wrote this in 1995. In the meantime several other applications of product schemes have come to our attention. See for example [18] , [19] , [30] , [36] , and [37] .) Another recent paper dealing with mixed codes is [12] .
Our interest in product schemes in the present context stems from the fact that the set of mixed binary/ternary vectors with binary and ternary coordinate positions does not, in general, form an association scheme with respect to Hamming distance, and so Delsarte's linear programming bound cannot be directly applied there. This was a source of worry to the fourth author for many years. However, this set does have the structure of a product scheme, and so a version of the linear programming bound can be obtained for both designs (cf. [37] ) and codes.
The linear programming bound for codes in an arbitrary association scheme can be briefly described as follows. If (the code we want to study) is a nonempty subset of an association scheme, we can define its inner distribution by , the average number of codewords at "distance" from a codeword. Clearly, (if is the identity relation), and . A one-line proof 1 shows that one has (that is, for all ), and thus we obtain the linear programming bound and The upper bound obtained this way will be referred to as the "pure LP" bound. As we shall see, slightly better results can 1 Let be the characteristic vector of C. Then, since E j is idempotent
0018-9448/98$10.00 © 1998 IEEE sometimes be obtained by adding other inequalities that is known to satisfy.
A. The Hamming Scheme
Of course, the usual Hamming scheme also carries the structure of a product scheme, for , and it is sometimes useful to study nonmixed codes using this product scheme setting, getting separate information on the weights in the head and in the tail of the codewords, as in the split weight enumerator of a code (cf. [29, pp. 149-150] ).
Consider the Hamming scheme as being obtained from the product of and by merging all relations with into one relation . We have and for any pair with . Indeed, the first holds by definition, the second follows from the third, and the third follows as soon as we have shown that the right-hand side does not depend on the choice of the pair . But that follows by viewing all three association schemes involved as merged versions of powers of : we must show that for any -vector with . However, since such vectors are equivalent under the symmetric group on the coordinates, the right-hand side is independent of , and the equality follows.
Here we did not need to actually compute the , but since in we have it follows immediately that in
The "detailed" linear programming bound obtained in the above manner always implies the "ordinary" linear programming bound: given any solution of the detailed system for all it follows by summing over the pairs with that , where, of course, . Conversely, given any solution of the ordinary system , we find a solution of the detailed system by letting for all Indeed, this follows if we again go "to the bottom," express everything in terms of , and use the symmetric group on the coordinates.
Thus the two systems are equivalent over . However, the detailed system can be useful i) if it is known that the are integral, e.g., because is linear, or ii) when one can add further constraints, e.g., because one has information on a residual code. Jaffe [19] has recently obtained a number of new bounds for binary linear codes by recursive applications of this approach.
III. COMPARISON WITH EARLIER RESULTS AND THE CASE
A. Counting
In the final section we give tables of upper and lower bounds for codes in the mixed binary/ternary scheme. A table with upper bounds was given in Van Lint Jr. and Van Wee [24] . Pure linear programming agrees with or improves all the values in their table with four exceptions, namely the parameter sets , where [24] gives while the pure LP bound yields the upper bounds respectively. The upper bound used in these cases in [24] . On the other hand, there are at most choices for , and given there are at most choices for , so the number of paths is at most . In the four cases mentioned, this yields the bounds respectively. We shall see below (in Proposition 5.10) that the last mentioned bound in fact holds with equality.
B. Linear Programming with Additional Inequalities
The preceding results were obtained by studying what happens close to the code. In general, one should obtain at least as strong results by adding analogous constraints on the with small to the linear program (note that we change notation here from what is usual in association scheme theory to what is common in coding theory, and write where the previous section had ).
What are the obvious inequalities to add when ? Well, no two words of weight can agree in two nonzero coordinates, so we have a packing problem for triples in a -set, with a prespecified matching of size , where the triples may not cover any edge of the matching. The extra inequalities are found by counting triples, point-triple incidences, and pair-triple incidences. Starting with the latter, there are pairs in the binary set, available pairs in the ternary set, and pairs between the two sets. This yields the inequalities Next, counting point-triple incidences, we find Finally, counting triples, we obtain where with and . Of course, the last three inequalities only contribute when rounding down occurs.
As a test case, let us compute the improved LP bound in the four cases mentioned above. We find respectively. This improves the pure LP bound (of course), and three of the four bounds from [24] . However, Proposition 3.1 is stronger-it really encodes information about distance , and we would have to add inequalities involving with to approach or beat it. Precisely the same ideas work for larger . It is easy to give an explicit description of the codes achieving these bounds.
Below we shall see that for very small codes the Plotkin bound describes the situation completely. Let us state the Plotkin bound in our case. . When equality holds, any code is equidistant.
We omit the proof, which is analogous to that for the binary case. (A slightly incorrect 3 version of this bound for pure ternary codes was given in [28] .) Given a code, there are various obvious ways of deriving other codes from it. Proposition 4.3: For nonnegative and we have:
and . (The inequalities and follow from i), iii) and ii), iv), respectively.)
We know precisely where the very small values of will occur.
Proposition 4.4:
i) precisely when .
ii) precisely when .
iii) precisely when . v) In all other cases, . Proof: The upper bounds follow from the Plotkin bound, the lower bounds from juxtaposition (see below). All the necessary ingredients for making these codes exist, except in the explicitly listed cases under iv), where we cannot find codes of size or , even though the Plotkin bound would permit them. Why are these codes impossible? In the cases and a code of size or would have equality in the Plotkin bound, hence would be equidistant. Since , we can make the ternary coordinate positions binary by selecting a subcode of size at least . But in a binary Hamming space, an equilateral triangle has an even side. This eliminates and . The case does not occur since shortening would yield a code. In this latter code, at most two distances differ from , so we can again throw out two codewords and obtain an equilateral triangle of odd side.
Sometimes it is possible to show that a code cannot be obtained by truncation (as in Proposition 4.3 vi)). For example, if a code of minimum distance is obtained by removal of a binary (ternary) coordinate position in a code of minimum distance , then the distancegraph on its codewords does not contain a triangle ( , respectively). In the lemma below an integrality argument is used. First we need some preparation.
The following result may be well-known. The proof is almost identical to the proofs for the binary case in [3] .
Proposition 4.5: Let . Any -ary -error-correcting code of length has size at most , and the inner distribution of any code meeting this bound is uniquely determined. In particular, this holds for any code with the parameters of the singly shortened perfect -ary Hamming code.
Proof 
B. Partitions of Zero-Sum Codes
As a special case of the juxtaposition construction, suppose is an code with a partition into eight parts, each with minimum distance (at least) . Then is an code. In this way we find , , , and using , , , and codes with appropriate partitions.
Motivated by this construction, we investigate distancecodes and their partitions into distance-codes. As a consequence, we will show that , , , and . to and obtain a partition of a code into six distance-codes. Now the required code is constructed as
Lemma 5.5:
The zero-sum code has a partition into eight distance-codes.
Proof: Take of size , and seven codes of size , namely where is the cyclic coordinate permutation.
As a consequence we find , as announced.
Lemma 5.6:
. Proof: Let be the partition constructed in the previous lemma. Then
Note that the former ingredient exists: we can construct as , and then use translates by the eight coset leaders of . We have not found a partition of the zero-sum code into eight distance-codes, but can come close. First notice that a partition of a zero-sum code into distance-codes that are invariant under translation by is equivalent to a partition of a zero-sum code into codes in which the distances and do not occur.
Thus we find a partition of a zero-sum code from
As a consequence we find . Shortening this yields a good partition of a code. An explicit code does slightly better. The code below is a good partition of a code, and if we delete the words that have a at the second position, we obtain a good partition of a code. (This last one is optimal: .) As a consequence we find and . 
C. The Construction
D. Constructions from the Binary Hamming Code
The following result is useful for constructing codes with minimum distance or .
Proposition 5.9: Let be an code and assume that is a vector of weight on the binary coordinates and weight on the ternary coordinates such that . Then we can construct an code with by taking three of the four patterns , , , on the support of , and replacing them by ternary symbols , , .
Since the binary Hamming code is perfect (and linear), it is a good starting point for constructions.
The picture below shows the distribution of codewords in the binary Hamming code with respect to five codewords of weight with pairwise-disjoint supports. The rows are numbered from to . Each left son in row gives the number of codewords counted by its father that have the pattern on the support of , the right son gives the number of codewords with one of the patterns , , or . Thus the entry for the father is twice the sum of the entries for the sons. For rows 1, 2, 3 the entries are determined because the positions are independent, and all patterns occur equally often. For rows 4 and 5 the zero entries are caused by the fact that has minimum distance , and they determine the remaining entries.
We now start with and repeatedly apply Proposition 5. . Proof: The upper bound follows from Proposition 3.1. The lower bound can be established using the juxtaposition construction , where is a partition of the zero-sum code into eight distancecodes. (Such a partition is equivalent to a perfect oneerror-correcting code with one octal coordinate, eight binary coordinates, and 128 codewords.) The partition can be obtained using the construction of Section V-B in reverse. Let be the set of coordinate positions of . Fix a codeword of weight in , and let be its support. We find the code by discarding the coordinate positions in . The discarded tails of a codeword form a coset of the code formed by the codewords of with support in , and we can define the partition by letting the eight parts correspond to the eight cosets of .
E. Constructions from the Ternary Golay Code
Most of the lower bounds for and are derived from the extended ternary Golay code. We saw in Section V-B how to obtain using this code.
Lemma 5.11:
, , and . Proof: Take the extended ternary Golay code and let be the support of some codeword of weight . There are 3, 0, 6, 6, 18, 30, and 66 codewords whose support meets in a given subset of size and (respectively). Taking the 66 codewords that do not vanish on , we see that . If we pick two or three more positions outside , and require that the codewords do not vanish there either, we find and .
Lemma 5.12:
. Proof: Take the ternary Golay code . In the last two coordinates replace each ternary digit by two binary digits (e.g., replace by ). Discard all words that have a in either of the first two coordinates. We now have a code . There are precisely 36 words at distance from (all ending in ), forming four cosets of the subcode of consisting of the codewords that are on the first two and the last two coordinates. The four cosets are permuted transitively by the four-group generated by multiplication by and the element of that interchanges the first two coordinates and fixes the last two, so that there are three different ways of taking the union of two cosets. These unions have minimum distances (corresponding to respectively). Taking this latter union together with yields the required code of size . Lemma 5.13:
. Proof: Take the ternary Golay code , chosen in such a way that is a codeword. In the last two coordinates replace each ternary digit by two binary digits (e.g., replace by ). Discard all words that have a in one of the first three coordinates. We now have a code . There are precisely 54 words at distance from (all ending in ). Inspection using a small clique-finding program shows that there is a set of 18 (invariant under negation and under translation by ) among these 54 that have mutual distances at least . Adding these to yields the required code.
F. Some Cyclic Codes
Let be the smallest length ternary code which is invariant under translation by and under cyclic coordinate permutations, and which contains the vector . Let
. Both are equidistant codes, and is a code. If we now replace the first coordinate of all words in by and in by , we get a code with minimum distance , so . Let be the smallest code which is invariant under negation and under translation by , and contains Then is a code. We construct a code proving that by taking and adding the words from , each prefixed by a .
The code already improves the old bound , but we can do even better. Indeed, we find by taking the smallest cyclic code containing Similarly, we get from the smallest cyclic code containing Finally, one obtains from the smallest cyclic code containing
G. Constructions Using a Union of Cosets
We give the codes in humanly readable format, and the coset leaders in compressed format: the binary part in hexadecimal, the ternary part in base , both right-justified. If the linear code is the direct sum of a binary part of dimension and a ternary part of dimension , then we arrange the code generators so that there is a binary identity matrix of order in front, and a ternary identity matrix of order at the back, and the coset leaders are zero on these positions, so that we need give only the remaining coordinates.
(i 
H. Explicitly Presented Codes
In this section we give a number of codes for which we have no better description than to simply list all the words. These were found by a variety of techniques: by hand, by exhaustive search, by clique-finding using a number of different programs, or by heuristic search procedures like those described in Section VI.
The first few codes are given explicitly.
The remaining codes are given in the compressed format where the binary portion is in hexadecimal and the ternary portion in base , both right-justified.
(i) . This improves the bound found by Mario Szegedy.
(ii) .
(iii) . (iv)
. A code proving has been published in Norway (see [41] ) as a football pool system.
(v)
. This improves an earlier bound found by Lohinen [27] , and by Vaessens et al. [42] .
(vi)
. This improves an earlier bound by Seppo Rankinen (personal communication).
(vii) (found by Mario Szegedy, personal communication).
(viii)
.
(ix) .
(x) and . The former is given explicitly, the latter follows by discarding the words ending in .
(xi) .
(xii) .
(xiii) .
(xiv) .
(xv) .
(xvi) .
(xvii) .
(xviii) .
(xix) .
(xx) .
(xxi) .
(xxii) .
(xxiii) .
(xxiv) .
(xxv) .
(xxvi) .
(xxvii) .
(xxviii) .
(xxix) .
VI. HEURISTIC SEARCHES
Given parameters , , , and , we search for mixed binary/ternary codes of size , with binary and ternary coordinate positions, and minimum Hamming distance . For very small parameters an exhaustive search is possible. For slightly larger parameters we employed tabu search [14] . Let be the set of all codes satisfying the requirements except possibly that on the minimum distance, that is, the set of allsubsets of . Starting with an arbitrary we do a walk on in the hope of encountering a with minimum distance . Each step goes from a code to a neighbor , that is, to a code obtained from by replacing a single codeword by one that is at Hamming distance . We choose the best neighbor, where the badness of a code is Almost the same methods and programs were used earlier for finding covering codes .
A. Searching for Codes with a Given Structure
Searching for codes by these methods becomes ineffective if the codes are too large (for , when there are more than about 100 codewords, for example). However, imposing some structure on the code allows us to search for larger codes.
A method used by Kamps and Van Lint [21] and Blokhuis and Lam [6] leads to codes that are unions of cosets of linear codes. This method was originally developed for covering codes. An analogous method that works for error-correcting codes was presented in [34] . Let us formulate it here for the case of mixed binary/ternary error-correcting codes. (See also [10] and [33] , where the method is applied to mixed binary/ternary covering codes.) Let be an binary matrix of rank and let be an ternary matrix of rank . For two words with we define the distance between and using and to be with and . As the matrices and have full rank, the distance is always defined. For a set of words we further define Proposition 6.1: Let be a parity-check matrix for a binary linear code with minimum distance , let be a parity-check matrix for a ternary linear code with minimum distance , and let be a subset of . Then the code has minimum distance and . In searching for codes using this approach, the following idea from [31] was used. First, we construct a family of inequivalent matrices and with given parameters. Then the computer search is carried out separately for all possible combinations of these matrices.
Most of the codes given in Section V-G were found in this way. 
VII. TABLES
Tables of bounds on binary codes can be found in many places-see, e.g., Conway and Sloane [9, Table 9 .1, p. 248]. An improvement was given in [22] .
An early table of bounds on , the maximal size of a ternary code of length and minimum distance , was given in [28] . Another table was given in Vaessens, Aarts, and van Lint [42] . We know of 19 improvements to the latter table, and give an updated version in Table I In [34] it was shown that (using a variation on Proposition 5.8).
Svanström [38] showed that , and Bitan and Etzion [5] improved this to . In this paper we find that and (see Section V-F). Concerning upper bounds, Mario Szegedy (personal communication) proved that (cf. Lemma 4.7) and Antti Perttula [35] showed that . In this paper we find (see Lemma 4.6) and (by the linear programming bound, using the analog of (L ) for this case). Best code, see [2] , [25] . From the ternary Golay code. Generalized Hadamard matrix, see [28] . From the binary Nordstrom-Robinson code.
Ternary
Hamming code. From [42] . From a cyclic code, see Section V-F. Follows from lower bound for larger (Proposition 4.3(vi)). Juxtaposition, see Section V-A. Juxtaposition, using two partitioned codes, see Section V-A. Juxtaposition, using one partitioned code, see Section V-A. Juxtaposition plus additional words, see Section V-A. See [4] . See [3] . (This also falls under .) See [22] . Pure LP bound, using only the Delsarte inequalities. LP bound, with additional inequalities for words of weight , cf. Section III. 
