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Abstract—A stochastic multi-armed bandit problem with side information on the similarity and dissimilarity across different arms is
considered. The action space of the problem can be represented by a unit interval graph (UIG) where each node represents an arm
and the presence (absence) of an edge between two nodes indicates similarity (dissimilarity) between their mean rewards. Two
settings of complete and partial side information based on whether the UIG is fully revealed are studied and a general two-step
learning structure consisting of an offline reduction of the action space and online aggregation of reward observations from similar
arms is proposed to fully exploit the topological structure of the side information. In both cases, the computation efficiency and the
order optimality of the proposed learning policies in terms of both the size of the action space and the time length are established.
Index Terms—Multi-armed bandits, unit interval graph, side information.
✦
1 INTRODUCTION
Anumber of emerging applications involve large-scaleonline learning in which the objective is to learn, in
real time, the most rewarding actions among a large number
of options. Example applications include various socio-
economic applications (e.g. ad display in search engines,
product/news recommendation systems, targeted market-
ing and political campaigns) and networking issues (e.g.
dynamic channel access and route selection) in large-scale
communication systems such as Internet of things. For such
problems, a linear scaling of the learning cost with the prob-
lem size resulting from exploring every option to identify
the optimal is undesirable, if not infeasible. The key to
achieving a sublinear scaling with the problem size is to ex-
ploit the inherent structure of the action space, i.e., various
relations among the vast number of options.
A classic framework for online learning and sequential
decision-making under unknownmodels is the multi-armed
bandit (MAB) formulation. In the classic setting, a player
chooses one arm (or more generally, a fixed number of arms)
from a set of K arms (representing all possible options) at
each time and obtains a reward drawn i.i.d. over time from
an unknown distribution specific to the chosen arm. The
design objective is a sequential arm selection policy that
maximizes the total expected reward over a time horizon
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of length T by striking a balance between learning the
unknown reward models of all arms (exploration) and cap-
italizing on this information to maximize the instantaneous
gain (exploitation). The performance of an arm selection
policy is measured by regret, defined as the expected cumu-
lative reward loss against an omniscient player who knows
the reward models and always plays the best arm.
A traditionally adopted assumption in MAB is that arms
are independent and that there is no structure in the set of
reward distributions. In this case, reward observations from
one arm provide no information on other arms, resulting in
a linear regret order inK . The main focus of the classic MAB
problems has been on the regret order in T , which measures
the learning efficiency over time. The seminal work by
Lai and Robins showed that the minimum regret has a
logarithmic order in T [1]. A number of learning policies
have since been developed that offer the optimal regret
order in T (see [2], [3], [4] and references therein). Developed
under the assumption of independent arms and relying
on exploring every arm sufficiently often, however, these
learning policies are not suitable for applications involving a
massive number of arms, especially in the regime ofK > T .
1.1 Main Results
In addressing the challenge of massive number of arms,
there has been a growing body of studies aiming at exploit-
ing certain side information on the relations among the large
number of arms. Among various formulations of the side
information (see a more detailed discussion in Sec. 1.2), one
notable example is the statistical similarity and dissimilarity
among arms. For instance, in recommendation systems and
information retrieval, products, ads, and documents in the
same category (more generally, close in some feature space)
have similar expected rewards. At the same time, it may
also be known a priori that some arms have considerably
different mean rewards, e.g., news with drastically different
opinions, products with opposite usage, documents associ-
ated with key words belonging to distant categories in the
2taxonomy. Such side information opens the possibility of
efficient solutions that scale well with the large action space.
In this paper, we study a bandit problem with side
information on similarity and dissimilarity relations across
actions. We first show that the similarity-dissimilarity struc-
ture of the action space can be represented by a unit interval
graph (UIG) where the presence (absence) of an edge be-
tween two arms indicates that the difference of their mean
rewards is within (beyond) a given threshold. Based on
whether the UIG is fully revealed to the player, we consider
two cases of complete and partial side information. For both
cases, we propose a general two-step learning structure—
LSDT (Learning from Similarity-Dissimilarity Topology)—
to achieve a full exploitation of the topological structure of
the side information. The first step is an offline reduction of
the action space to a candidate set, which consists of arms
that can assume the largest mean rewards under certain
assignments of reward distributions without violating the
side information. Arms outside the candidate set are sub-
optimal and eliminated from online exploration. The second
step carries out an online learning algorithm that further ex-
ploits the similarity structure through collective exploration
by aggregating reward observations from similar arms.
In the case of complete side information, we show that
the candidate set is given by the set of left anchors of
the UIG, which can be identified by a Breadth-First-Search
(BFS) based algorithm in polynomial time. By defining an
equivalence relation between arms through the neighbor
sets in the UIG, we obtain an equivalence class partition
of arms. We show that the candidate set consists of at
most two equivalence classes if the UIG is connected. We
exploit this topological structure by maintaining two UCB
(upper confidence bound) indices, one at the class level
aggregating observations from arms within the same class,
the other at the arm level. At each time, the arm with the
largest arm index within the class with the largest class
index is played. We establish the order optimality of the
proposed policy in terms of both K and T by deriving an
upper bound on regret and a matching lower bound feasible
among uniformly good policies.
In the case of partial side information, we represent the
partially revealed UIG by a multigraph with two types
of edges indicating the presence and the absence of the
corresponding UIG edges. We show the NP-completeness
of finding the candidate set and propose a polynomial time
approximation algorithm to reduce the action space. We
show that under certain probabilistic assumptions on the
partial side information, the size of the reduced actions
space is comparable to that of the ground truth candidate
set as determined by the underlying UIG. In the second
step of online learning, the key to a full exploitation of the
similarity relation is to determine the frequency of exploring
an arm based on its exploration value, which measures the
topological significance of the node in a similarity graph.
By sequentially eliminating arms less likely to be opti-
mal through a UCB index aggregating observations from
similar arms, only arms close to the optimal one remain
after a sufficient number of plays. We provide performance
guarantee for the proposed policy and establish its order
optimality under certain probabilistic assumptions on the
side information.
It should be noted that the main issue and main con-
tribution of this paper are on how to succinctly model
and fully exploit the side information on the similarity
and dissimilarity relations across arms. The solution to the
former is the UIG representation of the actions space, and
to the latter is the two-step learning structure LSDT, which
is independent of the specific arm selection rule adopted at
the online learning step. In particular, different arm selection
techniques developed for the original bandit problems may
be incorporated into the second step of LSDT, except based
on aggregated observations. In Sec. 5.3, we discuss the use
of Thompson Sampling (TS), one of the most well-known
learning techniques in bandit problems (see [25], [27], [28],
[29] and references therein), with LSDT to fully exploit the
side information.
In summary, we develop a UIG formulation of side in-
formation on arm similarity and dissimilarity in MAB prob-
lems and consider two cases of complete and partial side
information in this paper. We propose a general and com-
putationally efficient two-step learning structure achieving
full exploitation of side information and establish the order
optimality of the proposed learning policies through theo-
retical upper bounds on regret as well as matching lower
bounds in both cases.
1.2 Related Work
Existing studies on MAB with structured reward models
can be categorized based on the types of arm relations
adopted in the MAB models. The first type is realization-
based relation that assumes a certain known probabilistic
dependency across arms. Examples include combinatorial
bandits [5], [6], [7], [8], linearly parameterized bandits [9],
[10], [11], and spectral bandits for smooth graph functions
[12], [13]. The second type of arm relation can be termed
as observation-based relation [14], [15], [16]. Specifically,
playing an arm provides additional side observations about
its neighboring arms. See [17] for a survey on various bandit
models with structured action spaces.
The problem studied in this paper considers another
type of relation among arms: ensemble-based relation that
aims to capture the relations on ensemble behaviors (i.e.,
mean rewards) across arms, rather than probabilistic de-
pendencies in their realizations1. Related work includes
Lipschitz bandits [18], [19], [20], taxonomy bandits [21] and
unimodal bandits [22]. Specifically, in Lipschitz bandits, the
mean reward is assumed to be a Lipschitz function of the
arm parameter. Taxonomy bandits have a tree-structured
action space where arms in the same subtree are close in
their mean rewards. In unimodal bandits, the action space
is represented by a graph where from every sub-optimal
arm, there exists a path to the optimal arm along which
the mean reward increases. Different from these existing
studies, the bandit model studied in this paper considers
an action space represented by a UIG indicating not only
similarity but also dissimilarity relations across actions. Be-
sides, the structure of the proposed learning policy consists
of a two-level exploitation of the UIG structure, which is
fundamentally different from the existing ones. Recently, a
1. The mean rewards of different arms exhibit certain relations (e.g.,
closeness or in certain orders) but the realized random rewards of arms
being played do not need to exhibit any probabilistic dependency.
3general formulation of structured bandits was proposed in
[23], which includes a variety of known bandit models (e.g.,
Lipschitz bandits, unimodal bandits, linear bandits, etc.) as
well as the bandit model studied in this work as special
cases. The learning policy developed in [23], however, was
given only implicitly in the form of a linear program (LP)
that needs to be solved at every time step. For the problem
studied in this paper, the LP does not admit polynomial-
time solutions (unless P=NP).
Side information has also been used to refer to context in-
formation in the so-called contextual bandits (see [24], [25],
[26] and references therein). Under this formulation, context
information is revealed at each time, which affects the arm
reward distributions. A contextual bandit problem can thus
be viewed as multiple simple bandits, one for each context,
that are interleaved in time according to the context stream.
The complexity of the problem comes from the coupling of
these simple bandits by assuming various models on how
context affects the arm reward distributions. The problem is
fundamentally different from the one studied here.
2 MULTI-ARMED BANDITS ON UNIT INTERVAL
GRAPHS
2.1 Problem Formulation
Consider a stochastic K-armed bandit problem. At each
time t, a player chooses one arm to play. Playing an arm
i yields a reward Xi(t) drawn i.i.d. from an unknown dis-
tribution fi with mean µi. We assume that fi belongs to the
family of sub-Gaussian distributions2 for all i. Extensions to
other distribution types are discussed in Sec. 5.
AcrossK arms, the similarity and dissimilarity relations
are defined through a parameter ǫ > 0: two arms are similar
(dissimilar) if the difference between their mean rewards
is below (above) ǫ. The similarity-dissimilarity structure of
the action space can be represented by an undirected graph
G∗ǫ = (V , E∗ǫ ). In the graph representation, every node i ∈
V represents an arm with reward distribution fi and the
presence (absence) of an edge (i, j) corresponds to a similar
(dissimilar) arm pair. Throughout the paper, 1 ≤ i ≤ K is
used to refer to an arm or a node, exchangeably. We first
show that G∗ǫ is a UIG.
Definition 1 (Unit interval graph and unit interval model).
A graph G = (V , E) is a unit interval graph if there exists a set
of unit length intervals3 {Ii}i∈V on the real line such that each
interval Ii corresponds to a node i ∈ V and there exists an edge
(i, j) ∈ E if and only if Ii ∩ Ij 6= ∅. The set of intervals {Ii}i∈V
is a unit interval model (UIM) for the UIG.
Through a mapping from every node i ∈ V to an ǫ-length
interval Ii = (µi, µi + ǫ), it is not difficult to see that
|µi − µj | < ǫ⇔ Ii ∩ Ij 6= ∅, (1)
which indicates that G∗ǫ is a UIG (see an example in Fig. 1).
Without loss of generality, we assume that G∗ǫ is connected.
Extensions to the disconnected case are discussed in Sec. 5.
2. A random variable Y with mean µ is sub-Gaussian with parameter
σ (or σ sub-Gaussian) if E[eλ(Y−µ)] ≤ eσ
2λ2/2, for all λ ∈ R [30].
3. If a UIG is finite (with a finite number of nodes), there is no
difference between taking open intervals or closed intervals to represent
nodes [31]. Without loss of generality, we assume that Ii = (li, ri)
where li, ri are the left and right coordinates of interval Ii.
Fig. 1: action space as a UIG: each node (arm) i is associated
with an ǫ-length interval Ii.
We define ESǫ , EDǫ as the side information on arm sim-
ilarity and dissimilarity. Based on whether ESǫ , EDǫ fully
reveal the UIG G∗ǫ , we consider the following two cases
separately. In the case of complete side information, ESǫ , EDǫ
are identical to the edge set and the complement edge set
of G∗ǫ , i.e., ESǫ = E∗ǫ , EDǫ = E∗ǫ . In the case of partial side
information, they are subsets of the latter, i.e., ESǫ ⊆ E∗ǫ ,
EDǫ ⊆ E∗ǫ .
The objective is an online learning policy π that specifies
a sequential arm selection rule at each time t based on both
past observations of selected arms and the side information
ESǫ , EDǫ . The performance of policy π is measured by regret
Rπ(T ; ESǫ , EDǫ ) defined as the expected reward loss against
a player who knows the reward model and always plays
the best arm imax (chosen arbitrarily in the case of multiple
optimal arms), i.e.,
Rπ(T ; ESǫ , EDǫ ) = Eπ
[
T∑
t=1
µimax(t)−
T∑
t=1
Xπt(t)
]
, (2)
where µimax is the largest mean reward and πt is the arm
selected by policy π at time t. The dependency of regret
on the unknown reward distributions f = (f1, ..., fK) is
omitted in the notation. When there is no ambiguity, the
notation is simplified to R(T ).
Let τi(T ) denote the number of times that arm i has been
selected up to time T . We rewrite the regret as:
R(T ) = µimaxT −
K∑
i=1
µiE[τi(T )] =
K∑
i=1
∆iE[τi(T )], (3)
where ∆i = µimax − µi. The objective of maximizing the
expected cumulative reward is equivalent to minimizing the
regret over a time horizon of length T . In order to minimize
regret, it can be inferred from (3) that every sub-optimal arm
(∆i > 0) should be distinguished from the optimal one with
the least number of plays.
2.2 Two-Step Learning Structure
While classic bandit algorithms have to try out every arm
sufficiently often to distinguish the sub-optimal arms from
the optimal one, which induces a linear scaling of regret in
the number of arms, the side information on arm similarity
and dissimilarity allows the possibility of identifying a set
of sub-optimal arms without even playing them. To be
specific, we define a candidate set B determined by the side
information ESǫ , EDǫ as follows.
Definition 2 (Candidate Arm and Candidate Set). Given
the side information ESǫ , EDǫ , an arm i is a candidate arm if there
4exists an assignment of reward distributions with means µ =
(µ1, ..., µK) conforming to ESǫ , EDǫ and µi = max1≤j≤K µj .
The candidate set B is the set consisting of all candidate arms.
Note that the optimal arm imax under the ground truth
assignment of reward distributions in the bandit problem al-
ways belongs to the candidate set B. It is clear that if we can
find the candidate setB from the side information efficiently,
the action space can be reduced to B. Only arms in B need
to be explored. Furthermore, certain topological structures
of the revealed UIG on the reduced action space can be
further exploited to accelerate learning. In estimating the
mean reward of every arm in the candidate set, observations
from similar arms can also be leveraged as approximations,
which reduces the number of plays required to distinguish
sub-optimal arms from the optimal one.
The aforementioned facts motivate a general two-
step learning structure: Learning from Similarity-Dissimilarity
Topology (LSDT) for both cases of complete and partial side
information. Specifically, LSDT consists of (1) an offline
elimination step that reduces the action space to the can-
didate set and (2) online learning of the optimal arm by
aggregating observations from similar ones. We specify each
step for the cases of complete and partial side information
separately in Sec. 3 and Sec. 4.
3 COMPLETE SIDE INFORMATION
We first consider the case of complete side information that
fully reveals the UIG G∗ǫ . We follow the two-step learning
structure proposed in Sec. 2.2 and develop a learning pol-
icy: LSDT-CSI (Learning from Similarity-Dissimilarity Topology
with Complete Side Information) along with theoretical anal-
ysis on its regret performance. While restrictive in appli-
cations, this case provides useful insights for tackling the
general case of partial side information addressed in Sec. 4.
3.1 Offline Elimination
The first step of LSDT-CSI is an offline preprocessing that
aims at identifying the candidate set from the complete side
information. Since the UIG G∗ǫ is fully revealed, we denote
the candidate set in this case as B∗ to distinguish from the
case of partial side information. We show that B∗ is identical
to the set of left anchors of the UIG G∗ǫ .
Definition 3 (Left Anchor). Given a UIG G = (V , E), a
node i ∈ V is a left anchor if there exists a UIM for G where
i corresponds to the leftmost interval along the real line.
Since the mirror image of an UIMwith respect to the ori-
gin is also an UIM for the sameUIG, the node corresponding
to the rightmost interval in a UIM is also a left anchor. Based
on the definition of the UIG G∗ǫ that represents the similarity-
dissimilarity structure of the arm set in Sec. 2.1, it is not
difficult to see that the candidate set B∗ is identical to the set
of left anchors of G∗ǫ , which can be identified through a BFS-
based algorithm proposed in [32]. The BFS-based algorithm
starts from an arbitrary node in a UIG and returns a set
of left anchors. We apply the algorithm two times: in the
first time, we start from an arbitrary node in G∗ǫ and obtain
a set of left anchors. In the second time, we re-apply the
algorithm starting from one of the returned node in the
last time. One can directly infer from Proposition 2.1 and
Theorem 2.3 in [32] that the obtained set is the candidate set
B∗. The detailed algorithm is summarized below. Note that
the computation complexity of the offline elimination step
is O(|E∗ǫ |), which is polynomial in the problem size.
LSDT-CSI (Step 1): Offline Elimination
Input: Fully revealed UIG G∗ǫ .
Output: Candidate set B∗.
Initialization: B∗ = ∅.
Start from an arbitrary node i and perform a BFS on G∗ǫ .
Let L be the set of nodes in the last level of the BFS.
for each j ∈ L do
if deg(j) = mink∈L deg(k) then
B∗ ← B∗ ∪ {j}.
Start from a node j ∈ B∗ and repeat the previous steps.
3.2 Online Aggregation
We now present the second step of online learning that fur-
ther exploits topological structures of the candidate set B∗.
We first introduce an equivalence relation between nodes in
the UIG G∗ǫ .
Definition 4 (Neighborhood Equivalence). Two nodes i, j in
G∗ǫ are (neighborhood) equivalent if N [i] = N [j], where N [i] is
the set of neighbors of i in G∗ǫ , including i. Moreover, let {B∗i }
denote the partition of the arm set V in G∗ǫ with respect to the
neighborhood equivalence relation.
Note that arms within the same equivalence class have
the same set of neighbors and thus, they are topologically
indistinguishable in the UIG. Based on the equivalence class
partition, we obtain a closed-form expression for B∗.
Theorem 1. When the side information fully reveals the UIG G∗ǫ
(assumed to be connected), the candidate set B∗ is the union of
two equivalence classes containing the optimal arm imax and the
worst arm imin (with minimum mean reward)
4, i.e.,
B∗ = B∗imax ∪ B∗imin, (4)
where
B∗imax = {j : N [j] = N [imax]}, (5)
B∗imin = {j : N [j] = N [imin]}. (6)
Proof. See Appendix B in the supplementary material.
The result is also illustrated in Fig. 2: the candidate set B∗
is the union of two equivalence classes B∗imin = {1, 2, 3} andB∗imax = {10, 11}, which can be directly obtained through
the offline elimination step.
Based on the topological structure of the candidate set,
we develop a hierarchical online learning policy that aggre-
gates observations from arms within the same equivalence
class. By considering each class as a super node (arm), we
reduce the problem to a simple two-armed bandit problem.
Specifically, the second step of LSDT-CSI carries out a
hierarchical UCB-based online learning on the candidate set
4. Note that the two equivalence classes containing the optimal arm
and the worst arm are identical in the special case where G∗ is fully
connected. The proposed algorithm and analysis still apply in this case.
Without loss of generality, we assume that G∗ǫ is not fully connected.
5Fig. 2: left anchors and candidate set: the node corresponding
to I1 (or I11) is the left anchor under the current UIM (or its
mirroring). Switching I1, I2, I3 (or I10, I11) does not change the
graph connectivity, i.e., each node in Bimin (or Bimax ) is a left
anchor. Hence the candidate set B = {1, 2, 3} ∪ {10, 11}.
B∗ by maintaining a class index Hi(t) for each equivalence
class B∗i and an arm index Lj(t) for each individual arm j
in B∗. The arm index is defined as:
Lj(t) = x¯j(t) +
√
8 log t
τj(t)
, (7)
where x¯j(t), τj(t) are the empirical average of observations
from arm j and the number of times that arm j has been
played up to time t. The class index Hi(t) aggregates the
same statistics across arms in the class:
Hi(t) =
∑
j∈B∗
i
x¯j(t)τj(t)∑
j∈B∗i τj(t)
+
√
8 log t∑
j∈B∗i τj(t)
. (8)
At each time, the online learning procedure selects the
equivalence class with the largest class index and plays the
arm with the largest arm index within the selected class.
Once the reward has been observed, both class indices and
arm indices are updated.
LSDT-CSI (Step 2): Online Aggregation
Input: Candidate set B∗ = B∗1 ∪ B∗2 where B∗1 ,B∗2 are two
disjoint equivalence classes.
Initialization: Play each arm in B∗ once, update all the
arm indices {Lj(t)}j∈B∗ and class indices H1(t), H2(t)
defined in (7) and (8).
for t = |B∗|+ 1, |B∗|+ 2, ... do
Let i∗t = argmax
2
i=1Hi(t− 1).
Play arm j∗t = argmaxj∈B∗
i∗
t
Lj(t− 1).
3.3 Order Optimality
We first present the regret analysis of LSDT-CSI, which
focuses on upper bounding the expected number of times
that each suboptimal arm has been played up to time T . We
show that when the total number of times that arms in B∗imin
have been played is greater than Ω(logT ), the class index
Himin(t) will not be chosen with high probability. Besides,
if each suboptimal arm j ∈ B∗imax has been played more
than Ω(logT ) times, the arm index Lj(t) will not be chosen
with high probability. The following theorem provides the
performance guarantee for LSDT-CSI.
Theorem 2. Suppose that G∗ǫ is connected. Assume that the
reward distribution for each arm is sub-Gaussian with parameter
σ = 1 5. Then the regret of LSDT-CSI up to time T is upper
bounded as follows:
R(T ) ≤
(
32maxi∈Bimin ∆i
(minj∈B∗
imin
∆j −maxk∈B∗
imax
∆k)2
+
∑
i∈B∗
imax
\A
32
∆i
)
logT +O(|B∗|),
(9)
whereA is the set of arms with largest mean rewards (imax ∈ A).
Proof. See Appendix C in the supplementary material.
Remark 1. For fixed ∆i, the regret of LSDT-CSI is of order
O
(
(1 + |B∗imax \ A|) log T
)
, (10)
as T → ∞. In certain scenarios (e.g., G∗ǫ is a line graph),
|B∗imax | ≪ K , which indicates a sublinear scaling of regret in
terms of the number of arms given such side information.
Remark 2. If G∗ǫ is fully connected (e.g., ǫ is large), then B∗imax =B∗imin = V . In this case, LSDT-CSI degenerates to the classic UCB
policy and R(T ) ∼ O(K logT ).
We discuss in Sec. 6 that if the mean reward of each arm
is independently and uniformly chosen from [0, 1] and ǫ is
bounded away from 0 and 1, the expected value of |B∗|
is smaller than O(K1/2 logK), which indicates a sublinear
scaling of regret in terms of the size of the action space. We
also use a numerical example to verify the result in Sec. 6.
To establish the order optimality of LSDT-CSI, we further
derive a matching lower bound on regret. We focus here
on the case that the unknown mean reward of each arm is
unbounded (i.e., can be any value on the real line). We adopt
the same parametric setting as in [1] on classic MAB where
the rewards are drawn from a specific parametric family
of distributions with known distribution type6. Specifically,
the reward distribution of arm i has a univariate density
function f(·; θi) with an unknown parameter θi from a set
of parameters Θ. Let I(θ||λ) be the Kullback-Leibler (KL)
distance between two distributions with density functions
f(·; θ) and f(·;λ) and with means µ(θ) and µ(λ) respec-
tively. We assume the same regularity assumptions on the
finiteness of the KL divergence and its continuity with
respect to the mean values as in [1].
Assumption 1. For every f(·; θ), f(·;λ) such that µ(λ) >
µ(θ), we have 0 < I(θ||λ) <∞.
Assumption 2. For every ǫ > 0 and θ, λ ∈ Θ with µ(λ) >
µ(θ), there exists η > 0 for which |I(θ||λ) − I(θ||ρ)| < ǫ
whenever µ(λ) < µ(ρ) < µ(λ) + η, ρ ∈ Θ.
The following theorem provides a lower bound on regret
for uniformly good policies7.
5. See Sec. 5 for extensions to general σ.
6. Although the upper bound on regret of LSDT-CSI is derived under
the non-parametric setting (the distribution type is unknown), the non-
parametric lower bound suffices to show the order optimality of LSDT-
CSI since it should be no smaller than that in the parametric one.
7. A policy pi is uniformly good if for every f , the regret of pi satisfies
R(T ) = o(Tα), ∀α > 0, as T →∞ [1].
6Theorem 3. Suppose G∗ǫ is connected. Assume that Assumptions
1, 2 hold and the mean reward of each arm can be any value in R.
For any uniformly good policy, the regret up to time T is lower
bounded as follows:
lim
T→∞
R(T )
logT
≥ C1, (11)
where C1 is the optimal value of an LP that only depends on
f1, ..., fK and ǫ (see (53) in Appendix D for details). It can be
shown that for fixed∆i, I(θi||θ′i) and I(θi||θimax), the regret for
any uniformly good policy is of order
Ω
(
(1 + |B∗imax \ A|) log T
)
,
as T →∞.
Proof. See Appendix D in the supplementary material.
Remark 3. LSDT-CSI is order optimal since its upper bound on
regret matches the lower bound shown in Theorem 3.
Remark 4. If there is a unique optimal arm, i.e., |A| = 1,
R(T ) ∼ Θ
(
|B∗imax | logT
)
, as T →∞.
4 PARTIAL SIDE INFORMATION
In this section, we consider the general case of partial side
information where the UIG G∗ǫ is partially revealed. We de-
velop a learning policy: LSDT-PSI (Learning from Similarity-
Dissimilarity Topology with Partial Side Information) following
the two-step structure proposed in Sec. 2.2 and provide
theoretical analysis on the regret performance.
4.1 Offline Elimination
A partially revealed UIG can be represented by an undi-
rected edge-labeled multigraph Gǫ = (V , ESǫ , EDǫ ) (see Fig.
3). Specifically, Gǫ consists of two types of edges: type-S
edges (ESǫ ) and type-D edges (EDǫ ) indicating the presence
and the absence of the corresponding UIG edges. The ab-
sence of an edge between two nodes indicates an unknown
relation between the two arms.
We first show that finding the candidate set under partial
side information ESǫ , EDǫ is NP-complete. We notice that
finding the candidate set is equivalent to considering every
node i individually and deciding if i can be a left anchor of
a UIG G′ǫ = (V , EPǫ ) consisting of the same set of nodes with
Gǫ and the potential edge set EPǫ satisfying
ESǫ ⊆ EPǫ , (12)
EPǫ ∩ EDǫ = ∅. (13)
Specifically, we show the NP-completeness of the follow-
ing decision problem.
LEFTANCHOR
[INPUT]: A multigraph G = (V , E1, E2) knowing that
there exists a UIG G′ = (V , E3) where E1 ⊆ E3 and
E3 ∩ E2 = ∅, and a specific node i.
[QUESTION]: Does there exist a UIG G′′ = (V , E4)
where E1 ⊆ E4 and E4 ∩ E2 = ∅ such that node i is a
left anchor of G′′?
Theorem 4. LEFTANCHOR is NP-complete.
Fig. 3: Partially revealed UIG as an undirected edge-labeled
multigraph: black solid lines represent type-S edges and red
dash lines represent type-D edges. The candidate set B =
{1, 2, 3, 5, 6, 10, 11}: take ǫ = 0.15, there exists a graph con-
forming assignment of mean rewards µ = (0.8, 0.8, 0.8, 0.9,
1, 1, 0.9, 0.9, 0.8, 0.7, 0.6), where node 5 and 6 are optimal.
Proof. To show the NP-completeness of LEFTANCHOR, we
give a reduction from a variant of the 3-SAT problem:
CONSISTENT-NAE-3SAT. Due to the page limit, we include
the definition of CONSISTENT-NAE-3SAT as well as its
proof of NP-completeness in Appendix E in the supple-
mentary material. The reduction to LEFTANCHOR and the
remaining proof are presented in Appendix F.
It should be noted that LEFTANCHOR is similar to the
so-called UIG Sandwich Problem [33] where two graphs
G1 = (V , E1) and G2 = (V , E2) are given satisfying E1 ⊆ E2.
The question is whether a UIG G3 = (V , E3) exists satisfying
E1 ⊆ E3 ⊆ E2. It is not difficult to see that the type-S
edge set ESǫ corresponds to E1 in the sandwich problem
and the complement of EDǫ corresponds to E2. However,
LEFTANCHOR is different from the sandwich problem as
we know that the sandwich problem is satisfied by the
ground truth UIG G∗ǫ , and what we are interested in is
whether a specific node i can be a left anchor.
To address the challenge of finding the candidate set
in polynomial time, we exploit the following topological
property of Gǫ to obtain an approximation solution.
Proposition 1. Given Gǫ, an arm i is sub-optimal if it is
similar to two dissimilar arms, i.e., if there exist j, k, such that
(i, j), (i, k) ∈ ESǫ but (j, k) ∈ EDǫ , then i 6∈ B.
Based on this property, we develop the offline elimina-
tion step of LSDT-PSI with O(K|EDǫ |) complexity.
LSDT-PSI (Step 1): Offline Elimination
Input: Gǫ = (V , ESǫ , EDǫ ).
Output: B0.
Initialization: B0 = V .
for i = 1, 2, ...,K do
B0 ← B0 \ {i} if there exist j, k ∈ V such that
(i, j), (i, k) ∈ ESǫ , (j, k) ∈ EDǫ .
It is clear that in general, B∗ ⊆ B ⊆ B0. However,
in certain scenarios, the partially revealed UIG provides
sufficient topological information to identify the ground
truth candidate set B∗ obtained from the fully revealed UIG.
We show that such information is fully exploited by the
offline elimination step of LSDT-PSI to achieve the same
performance as that of LSDT-CSI for the case of complete
side information.
7Specifically, we make the following assumptions on
G∗ǫ and its equivalence classes {B∗i }mi=1 assuming that the
neighbor set of every arm i 6∈ B∗ is diverse enough. Without
loss of generality, we assume an increasing order of the
equivalence classes along the real line, i.e., ∀1 ≤ i < j ≤ m
and ∀ki ∈ B∗i , kj ∈ B∗j , we have µki < µkj . Note that
B∗ = B∗1 ∪ B∗m.
Assumption 3. For every 1 < i < m, assume that there exist
j, k such that j < i < k and B∗j ,B∗k are connected to B∗i but
mutually disconnected in G∗ǫ .8
Assumption 4. Assume that there exists a constant κ > 0 and
for every i, |B∗i | ≥ κ logK .
We further make a probabilistic assumption on the par-
tial side information.
Assumption 5. The presence and the absence of an edge in
the UIG G∗ǫ are revealed by the partial side information ESǫ and
EDǫ independently with probabilities pS and pD. Assume that
p2SpD ≥ 1− e−2/κ, where κ is defined in Assumption 4.
Note that as κ increases, for every arm i 6∈ B∗, the
number of dissimilar arm pairs that are similar to i increases.
Therefore, smaller probabilities of observing edges can still
guarantee that arm i is elilminated with high probability.
Based on these assumptions, we provide performance
guarantee for the offline elimination step of LSDT-PSI
through the following theorem. We also verify the results
through numerical examples in Sec. 6.
Theorem 5. Given a UIG G∗ǫ , under Assumptions 3-5, with
probability at least 1− 1K2 , every arm i 6∈ B∗ is eliminated by the
offline elimination step of LSDT-PSI and thus,
EESǫ ,EDǫ
[∣∣B0∣∣] = ∣∣B∗∣∣+ o(1), (14)
as K → ∞, where B0 is the arm set remaining after the offline
elimination step of LSDT-PSI.
Proof. See Appendix G in the supplementary material.
4.2 Online Aggregation
Now we present the second step, the online learning pro-
cedure of LSDT-PSI. We first define a similarity graph
G′ǫ = (V ′, ESǫ ′) restricted to the remaining arm set B0:
V ′ = B0 and ESǫ ′ = {(i, j)
∣∣i, j ∈ B0, (i, j) ∈ ESǫ }. For
every arm i ∈ B0, we define an exploration value zi ∈ [0, 1],
which measures the topological significance of node i in the
similarity graph G′ǫ and determines the frequency of playing
arm i. Intuitively, a node with a higher degree has a higher
exploration value since playing this node provides informa-
tion about more (neighboring) nodes. Specifically, we define
exploration values {zi}i∈B0 as the optimal solution to the
following LP.
P2 : C2 = min{zi}i∈V′
∑
i∈V′
zi,
s.t.
∑
j∈N ′[i]
zj ≥ 1, ∀i ∈ V ′,
zi ≥ 0, ∀i ∈ V ′,
(15)
8. Two equivalence classes are connected if and only if at least one
pair of arms from the two classes are adjacent in the UIG. It can be
inferred from the equivalence relation that if there exists an adjacent
arm pair from the two classes, all arm pairs are adjacent.
whereN ′[i] is the set of neighbors of node i in G′ǫ (including
i). In the online learning procedure, the number of times
arm i is played is proportional to its exploration value zi.
Note that if at least ni plays are necessary to distinguish a
suboptimal arm i from the optimal one in the classic MAB
problem, now if suffices to play only zini times by aggregat-
ing observations from every neighboring arm j ∈ N ′[i] that
is played zjni times. Note that zi ≤ 1, ∀i and C2 is upper
bounded by the size of the minimum dominating set of Gǫ′.
We briefly summarize the second step of LSDT-PSI:
the algorithm is played in epochs and during epoch m,
arms are played up to τi(m) ∼ Θ(zi logT ) times. Arms
less likely to be optimal are eliminated at the end of
every epoch and only two types of arms will be played
in the next epoch: 1) non-eliminated arms and 2) arms
with non-eliminated neighbors. After a sufficient num-
ber of epochs, only arms close to the optimal one re-
main and we use single arm indices for selection. Let x¯i(m)
be the average reward from arm i up to epoch m.
LSDT-PSI (Step 2): Online Aggregation
Input: G′ǫ = (V ′, ESǫ ′), time horizon T , parameter λ > 0.
Initialization: Let ∆˜0 = 1, S0 = B0, {zi}i∈V′ be the
solution to P2, mf = min
{⌈
log2
(
8√
2λǫ
)⌉
,
⌊
1
2 log2
T
e
⌋}
.
for m = 0, 1, ...,mf do
if |Bm| = 1 then Play i ∈ Bm until time T .
else
for each arm i ∈ Sm do
Play arm i until τi(m) =
⌈
λzi log(T ∆˜
2
m)
∆˜2m
⌉
.
Let Bm+1 = Bm.
for each arm i ∈ Bm do
Bm+1 ← Bm+1 \ {i} if∑
j∈N ′ [i] x¯j(m)τj(m)∑
j∈N ′[i] τj(m)
+
√√√√ log(T ∆˜2m)
2
∑
j∈N ′[i] τj(m)
+ ǫ ≤
max
k∈Bm


∑
j∈N ′[k] x¯j(m)τj(m)∑
j∈N ′[k] τj(m)
−
√√√√ log(T ∆˜2m)
2
∑
j∈N ′[k] τj(m)

 .
(16)
Let Sm+1 = {i : N ′[i] ∩ Bm+1 6= ∅}.
Let ∆˜m+1 = ∆˜m/2.
for t =
∑
i∈V′ τi(mf ) + 1, ..., T do
Play arm i∗t = argmaxi∈Bmf+1 x¯i(t− 1)+
√
2 log(t−1)
τi(t−1) .
4.3 Order Optimality
The following theorem provides an upper bound on regret
of LSDT-PSI for any given partially revealed UIG.
Theorem 6. Given a partially revealed UIG Gǫ. Assume that the
reward distribution of reach arm is σ = 1/2 sub-Gaussian9. Let
Q = {i ∈ B0 : ∆i > 4ǫ}. Then the regret of LSDT-PSI up to
time T is upper bounded by:
9. Certain sub-Gaussian distributions (e.g. Bernoulli distribution, uni-
form distribution on [0, 1]) have parameters σ = 1/2. See Sec. 5 for
extensions to general σ.
8R(T ) ≤
∑
j∈B0\(Q∪A)
∆j max
{
8 logT
∆2j
,
32zj log(T ǫ
2)
ǫ2
}
+
∑
i∈Q
∆izi
32 log(T ∆ˆ2i )
∆ˆ2i
+ O(|V ′|),
(17)
where ∆ˆi = max{minj∈N ′[i]∆j − 3ǫ, ǫ}.
Proof. See Appendix H in the supplementary material.
Remark 5. For fixed ∆i, the regret of LSDT-PSI is of order
O
(
(γ(G′ǫ) + |B0 \ (Q∪A)|) log T
)
, (18)
as T → ∞, where γ(G′ǫ) is the size of the minimum dominating
set of graph G′ǫ and |B0 \ (Q ∪A)| is the number of sub-optimal
arms that are 4ǫ-close to the optimal one. It is not difficult to see
that as ǫ increases, γ(G′ǫ) decreases and |B0 \ (Q∪A)| increases.
For an appropriate ǫ, a sublinear scaling of regret in terms of the
number of arms can be achieved.
Recall that in Theorem 5, we show that under certain as-
sumptions, the offline elimination step of LSDT-PSI achieves
the same performance as LSDT-CSI for the case of complete
side information. The following corollary further shows the
order optimality of LSDT-PSI in terms of both K and T .
Corollary 1. Assume that Assumptions 3-5 hold and ∆i >
4ǫ, ∀i ∈ B∗imin . For fixed ∆i, pS, pD, the expectation of regret
of LSDT-PSI taken over random realizations of the partial side
information ESǫ , EDǫ is upper bounded as follows:
EESǫ ,EDǫ [R(T )] ≤ O
(
(1 + |B∗imax \ A|) logT
)
, (19)
as T →∞, which matches the lower bound on regret for the case
of complete side information established in Theorem 3.
Proof. See Appendix I in the supplementary material.
5 EXTENSIONS
In this section, we discuss extensions of the proposed poli-
cies: LSDT-CSI and LSDT-PSI as well as their regret analysis
to cases with disconnected UIGs and other reward distribu-
tions. We also discuss the extension of applying Thompson
Sampling techniques to the LSDT learning structure.
5.1 Extensions to disconnected UIG
Suppose that the UIG G∗ǫ has M (M > 1) connected
components. It is not difficult to see that every connected
component of G∗ǫ is still a UIG and the set of left anchors of
G∗ǫ is the union of left anchors of all components. Therefore,
in the case of complete side information, the offline elimi-
nation step of LSDT-CSI outputs at most 2M equivalences
classes and the second step of LSDT-CSI can be directly
applied by maintaining a class index for every equivalence
class as defined in (8). Moreover, by extending the regret
analysis of LSDT-CSI in Theorem 2 as well as the lower
bound on regret for uniformly good policies in Theorem 3 to
the disconnected case, we can show that LSDT-CSI achieves
an order optimal regret, i.e.,
R(T ) ∼ Θ
(
(M + |B∗imax \ A|) log T
)
, (20)
as T → ∞. In the extreme case when M = K (e.g., ǫ → 0),
LSDT-CSI degenerates to the classic UCB policy andR(T ) ∼
Θ(K logT ).
In the case of partial side information, the LSDT-PSI
policy along with its regret analysis applies to any par-
tially revealed UIGwithout assumptions on the connectivity
of the graph. The upper bound on regret in Theorem 6
still holds when G∗ǫ has M connected components. In the
extreme case where M = K , the size of the minimum
dominating set of the similarity graph G′ǫ equalsK and thus,
R(T ) ∼ O(K logT ).
To show the order optimality of LSDT-PSI in the discon-
nected case, we need certain modifications on the assump-
tions of the UIG.We consider every connected componentm
of G∗ǫ with ℓ equivalence classes {B∗
(m)
i }ℓi=1. We assume that
Assumptions 3 and 4 hold for every connected component
and without loss of generality, we assume that the optimal
arm imax is in componentm = 1. Then under Assumption 5,
we can extend the regret analysis in Corollary 1 to the case
where G∗ǫ has M connected components. It can be shown
that the expected regret of LSDT-PSI is upper bounded by
O
(
(M + |B∗imax \ A|) log T
)
, (21)
as T → ∞, which matches the lower bound in the case of
complete side information.
5.2 Extensions to Other Distributions
Recall that in the regret analysis of LSDT-CSI and LSDT-
PSI, we assume sub-Gaussian reward distributions with
parameter σ = 1 (e.g., standard normal distribution) or
σ = 1/2 (e.g., Bernoulli distribution). We first discuss exten-
sions to general sub-Gaussian distributions with arbitrary
parameters σ.
In LSDT-CSI, by replacing the second terms of the UCB
indices defined in (7) and (8) by
√
α log t
τj(t)
and
√
α log t∑
j∈B∗
i
τj(t)
where α is an input parameter, the regret analysis in The-
orem 2 still applies and the upper bound on regret is only
affected up to a constant scaling factor, as long as α > 6σ2. A
similar extension also applies to LSDT-PSI if we change the
second terms of the UCB indicies in (16) to
√
β log(T ∆˜2m)∑
j∈N′ [i] τj(m)
where β ≥ 2σ2.
Furthermore, we can extend the results for sub-Gaussian
reward distributions to other distribution types such as
light-tailed and heavy-tailed distributions. There are stan-
dard techniques for such extensions by replacing the con-
centration result with the corresponding ones for light-
tailed and heavy-tailed distributions (the latter also requires
replacing sample means with truncated sample means).
Similar extensions for classic MAB problems without side
information are discussed in [4], [34]. To illuminate the main
ideas without too much technicality, most existing work
assumes an even stronger assumption of bounded support
in [0, 1] (see [2], [3], [24], etc.).
5.3 Extensions to Thompson Sampling Techniques
The two-step learning structure LSDT is in general indepen-
dent of the specific arm selection rule adopted in the online
learning step. We discuss here how Thompson Sampling
(TS) techniques can be extended and incorporated into the
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Fig. 4: Reduction of the action space with complete side infor-
mation: comparison between the size of the candidate set |B∗|
and the number K of arms. In (a), K = 100, |B∗| ≈ 5 when
ǫ ∈ [0.1, 0.9]. In (b), ǫ = 0.2,|B∗|/K decreases as K increases.
basic structure with aggregation of reward observations.
Specifically, in the case of complete side information, af-
ter reducing the action space to the candidate set via the
offline step, we adopt a similar hierarchical online learn-
ing policy as that used in LSDT-CSI by maintaining two
posterior distributions on the reward parameters, one at
the equivalence class level, the other at the arm level. At
each time, the policy first randomly selects an equivalence
class according to its class-level probability of containing the
optimal arm and then randomly draws an arm within the
class according to its arm-level probability of being optimal.
In the case of partial side information, similar to LSDT-
PSI, an eliminative strategy is carried out to sequentially
eliminate arms less likely to be optimal. At each time, an
arm is randomly drawn according its arm-level posterior
distribution of being optimal. The observation from the
selected arm is also used to update higher level posterior
distributions of its neighbors, which aggregate observations
from all similar arms. According to the high level posterior
distribution, the arm that is least likely to be optimal is
eliminated if it has been explored for sufficient times. Simu-
lation results in Appendix A.1 show a similar performance
gain by exploiting the side information on arm similarity
and dissimilarity through the two-step learning structure
when TS is incorporated in both cases. To achieve a full
exploitation of the side information and establish the order
optimality on regret, however, further studies are required.
6 NUMERICAL EXAMPLES
In this section, we illustrate the advantages of our policies
through numerical examples on both synthesized data and
a real dataset in recommendation systems. All the experi-
ments are run 100 times using a Monte Carlo method on
MATLAB R2014b.
6.1 Reduction of the action space
6.1.1 Complete Side Information
We use two experiments to show howmuch the action space
can be reduced by exploiting the complete side information.
In the first experiment, we fix K = 100 arms with mean
rewards uniformly chosen from (0, 1) and let ǫ vary from 0
to 1. For every ǫ, we obtain a UIG G∗ǫ . We apply the offline
elimination step of LSDT-CSI to G∗ǫ and compare the size of
the candidate set B∗ with K . In the second experiment, we
fix ǫ = 0.2 and let K increase from 10 to 200. We generate
arms and UIGs in the same way as in the first experiment.
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Fig. 5: Reduction of the action space with partial side informa-
tion: comparison between the size of |B0| and the number K of
arms. In (a), K = 100, ǫ = 0.2, |B0| decreases as p grows to 1. In
(b), ǫ = 0.2, p = 0.5, |B0|/K decreases as K increases.
We show how |B∗|/K varies as K increases. The results are
shown in Figs. 4a and 4b.
As we can see from Fig. 4a, when ǫ is small (ǫ < 0.1),
the graph is disconnected. As ǫ increases, the number of
connected components decreases and thus, |B∗| decreases.
When the graph is connected (ǫ > 0.1), the candidate set B∗
only contains two equivalence classes and thus |B∗| is much
smaller than K . When ǫ is large (ǫ > 0.9), the probability
that the graph is complete increases as ǫ increases. In this
case, the candidate set contains all the arms. Thus, |B∗|
increases to K as ǫ grows to 1. In Fig. 4b, we notice that
B∗ has a diminishing cardinality compared with K . Since
the mean rewards are uniformly chosen from (0, 1), the set
of arms becomes denser on the interval (0, 1) as K grows.
It can be inferred from [35] that the maximum distance
d between two consecutive points uniformly chosen from
(0, 1) is in the order of O( logK√
K
)with probability 1− 1/K . If
we choose ǫ = ρ logK√
K
for some ρ > 0, Gǫ will be connected
with high probability. Moreover, it can be shown that the
cardinality of B∗imax (B∗imin) is smaller than the number
of nodes whose distance to imax (imin) is smaller than d.
Therefore, it follows that the cardinality of the candidate set
in this setting is smaller than O(K1/2 logK).
6.1.2 Partial Side Information
We use two other experiments to show the reduction of
the action space with partial side information. In the first
experiment, we fix K = 100 arms with mean rewards
uniformly chosen from (0, 1). We choose ǫ = 0.2 and obtain
the UIG G∗ǫ . We let pS = pD = p vary from 0.1 to 1 and
for every p, we observe the presence and the absence of
edges in G∗ǫ independently with probability p. We apply the
offline elimination step of LSDT-PSI on Gǫ and compare the
size of the output set B0 with K . Note that when p = 1,
G∗ǫ is fully revealed and we use the offline elimination step
of LSDT-CSI to obtain B∗. In the second experiment, we
fix ǫ = 0.2, pS = pD = 0.5 and let K increase from 10 to
150. We generate arms and side information graphs in the
same way as in the first experiment and show how |B0|/K
varies asK increases. The results of the two experiments are
shown in Figs. 5a and 5b .
It can be seen from Fig. 5a that as p increases, |B0|
decreases to |B∗|. Besides, when p > 0.5, the performance
of the offline elimination step of LSDT-PSI is as good as that
of LSDT-CSI, which is optimal, i.e. only arms in B∗ remain.
Moreover, in Fig. 5b, we see that |B0|/K decreases as K
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Fig. 6: Regret on randomly generated arms with complete side
information: K = 100, ǫ = 0.1. (a) Comparison with existing
algorithms. (b) Comparison with an intuitive algorithm.
increases which indicates a diminishing cardinality of the
reduced action space in terms of K .
6.2 Regret on Randomly Generated Graphs
6.2.1 Complete Side Information
We compare LSDT-CSI with existing algorithms on a set of
randomly generated arms. We obtain the UIG G∗ǫ on K =
100 nodes with means uniformly chosen from [0.1, 1] and
ǫ = 0.1. Every time an arm i is played, a random reward
is drawn independently from a Gaussian distribution with
mean µi and variance 1. We let T vary from 10 to 1000 and
compare the regret of LSDT-CSI and 4 baseline algorithms:
(i) UCB1: classic UCB policy proposed in [2] assuming no
relation among arms.
(ii) TS: classic Thompson Sampling algorithm proposed in
[27] assuming Beta prior and Bernoulli likelihood on
the reward model.
(iii) CKL-UCB: proposed in [20] for Lipschitz bandit ex-
ploiting only similarity relations.
(iv) OSUB: proposed in [22] for unimodal bandits. Note
that if the UIG G∗ǫ is connected, it satisfies the unimodal
structure: for every sub-optimal arm i, there exists a
path P = (i1 = i, i2, ..., in = imax) such that for every
t = 1, ..., n− 1, µit ≤ µit+1 .
(v) OSSB: proposed in [23] for general structured bandits.
At each time, OSSB estimates the minimum number of
times that every arm has to be played by solving a LP.
The results shown in Fig. 6a indicate that LSDT-CSI
outperforms the baseline algorithms. In particular, when
T < K , LSDT-CSI has already started to exploit the op-
timal arm while the other algorithms are still exploring.
We also compare LSDT-CSI with an intuitive algorithm ap-
plying UCB1 on the candidate set in Fig. 6b. With the same
setup, we see performance gain due to the online step.
We also evaluate the time complexity of the learning
policies. Due to the page limit, we summarize the running
times of LSDT-CSI and the other baseline algorithms in
Table 1 in Appendix A.2. It is shown that LSDT-CSI has
a relatively low computation cost in contrast to algorithms
with comparable performance, i.e., CKL-UCB and OSSB.
6.2.2 Partial Side Information
We compare LSDT-PSI with existing algorithms. We obtain
the UIG G∗ǫ onK = 100 arms with means uniformly chosen
from [0.1, 0.9] and ǫ = 0.1. We let pS = pD = p = 0.5
and get the partially observed UIG Gǫ based on Assumption
5. The random rewards for every arm i are independently
generated from a Bernoulli distribution with mean µi. We
consider T ∈ [100, 1000].
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Fig. 7: Regret on randomly generated arms with partial side
information: K = 100, ǫ = 0.1, p = 0.5. (a) Comparison with
existing algorithms. (b) Comparison with a heuristic algorithm.
Given that finding the candidate set is NP-complete,
the OSSB policy is not applicable since the LP is unspec-
ified. Besides, OSUB is also inapplicable since Gǫ is not
unimodal in general. Therefore, we only compare LSDT-PSI
with three baseline algorithms: UCB1, TS and CKL-UCB. In
LSDT-PSI, we choose the input parameter λ = 1/8. Note
that the choice of λ does not affect the theoretical upper
bound on regret. However, in practice, it is better to use a
smaller λ to avoid excessive plays of suboptimal arms. The
simulation results shown in Fig 7a indicates that LSDT-PSI
outperforms the other two algorithms. Besides, similar to
the case of complete side information, we compare LSDT-
PSI with a heuristic algorithm applying UCB1 on B0 and a
similar performance gain is observed in Fig. 7b. Moreover,
the computational efficiency of LSDT-PSI is also verified in
Table 2 in Appendix A.2.
6.3 Online Recommendation Systems
In this subsection, we apply LSDT-PSI to a problem in
online recommendation systems. We test our policy on a
dataset from Jester, an online joke recommendation and
rating system [36], consisting of 100 jokes and 25K users
and every joke has been rated by at least 34% of the entire
population.10. Ratings are real values between −10.00 and
10.00. In the experiment, we recommend a joke (modeled
as an arm) to a new user at each time and observe the
rating, which corresponds to playing an arm and receiving
the reward. Note that although different users have different
preference towards items, every item exhibits certain inter-
nal quality that is represented by the mean reward, i.e., the
average rating from all users. The variations of ratings from
different users correspond to the randomness of rewards.
Notice that the algorithms we propose work for any reward
distribution as long as it is sub-Gaussian, Jester is a suitable
dataset for the purpose of evaluating the performance of our
algorithms since any distribution with bounded support is
sub-Gaussian. In accordance with the assumptions of the
policy, all ratings are normalized to [0, 1].
To test our policy using side information, we partition
the dataset into a training set (5% or 10% of the users) and
a test set (20K users). We obtain the partially revealed UIG
from the training set as follows: we estimate the distance
between two jokes i, j by calculating the difference between
their average ratings from users in the training set who have
rated both jokes. We define a confidence parameter α > 0.
If the distance between (i, j) is larger than (1 + α)ǫ, we add
(i, j) to EDǫ . Otherwise if the distance is smaller than (1−α)ǫ,
10. Available on http://eigentaste.berkeley.edu/dataset/.
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Fig. 8: Joke recommendation on Jester.
we add (i, j) to ESǫ . It is clear that there exist certain pairs
of arms whose relations are unknown. We let α = 0.2 if the
size of the training set is 2% of the entire dataset or α = 0.1
if the size of the training set is 5%. Note that as the size
of the training set increases, the estimation of distances be-
tween jokes becomes more accurate and thus, the confidence
parameter can be smaller. As a consequence, the number
of joke pairs whose relations are known increases. For the
hyper-parameter ǫ, we use an iterative approach to find the
best ǫ that minimize the size of B0, i.e., the set of arms that
need to be explored. Intuitively, as ǫ increases, |B0| first
decreases since the side information graph becomes more
connected and more similarity relations can be observed.
Therefore, the probability of eliminating sub-optimal arms
by the offine step becomes higher. When ǫ is large, the
graph approaches a complete graph and less dissimilarity
relations are observed. As a consequence, the probability
of eliminating sub-optimal arms decreases and thus |B0|
increases. A similar tendency of variation can be observed
on the overall regret performance of the learning policy.
Based on this, the iterative approach starts from a small ǫ(0)
(i.e., 0.01) at time t = 0 and find B0(0). It keeps doubling the
value of ǫ at each step until time twhen |B0(t)| > |B0(t−1)|.
Then a binary search method is applied to find the best
ǫ∗ (with resolution 0.01, i.e., the minimum increment of ǫ)
between ǫ(t− 1) and ǫ(t) that achieves the minimum |B0|.
We use an unbiased offline evaluation method intro-
duced in [26] and [37] to evaluate algorithms including
LSDT-PSI, UCB1, TS, CKL-UCB and UCB1 on B0, on the test
set. Fig. 8 shows the average rating per user with confidence
intervals (scaled back to [0, 10.00]) of every policy. Note
that CKL-UCB needs to estimate the KL-divergence between
two distributions. Since the distribution type in the real
dataset is unknown, we can only use ∆2 to approximate
the KL-divergence where ∆ is the distance between the av-
erage ratings. For LSDT-PSI, we choose the input parameter
λ = 1/32. Simulation results in Fig. 8 show that LSDT-PSI
has the best performance with relatively small variations.
Besides, the effectiveness of the adaptive approach on se-
lecting the hyper-parameter ǫ is verified. Moreover, it can
be observed that as the size of the training data increases,
the performance of LSDT-PSI and UCB1 on B0 get improved
since more side information is available.
7 CONCLUSION
We studied a stochastic multi-armed bandit problem with
side information on the similarity and dissimilarity across
arms. The similarity-dissimilarity structure is represented
by a UIG where every node represents an arm and the
presence (absence) of an edge between two nodes represents
similarity (dissimilarity) of their mean rewards. We consid-
ered two settings of complete and partial side information
based on whether the UIG is fully revealed and proposed
a general two-step learning structure: LSDT consisting of
an offline reduction of the action space to the candidate set
and online aggregation of observations from similar arms.
In the case of complete side information, we showed that
the candidate set can be identified by a BFS-based algorithm
in polynomial time and the proposed learning policy LSDT-
CSI achieves order optimal regret in terms of both the size of
the action space and the time horizon. In the case of partial
side information, we showed that finding the candidate set
is NP-complete and proposed an approximation algorithm
to reduce the action space with polynomial time complexity.
We proved that under certain probabilistic assumptions on
the side information, the approximation algorithm achieves
the same performance as that in the case of complete side
information and the proposed learning policy LSDT-PSI is
order optimal.
For future directions, it will be interesting to consider
different probabilistic models of the side information. It is
reasonable to assume that if the difference between the mean
rewards of two arms is smaller (larger), their similarity (dis-
similarity) relation is more likely to be revealed. In addition,
it is worth investigating a case with spurious relations across
arms (e.g., the side information indicates that two arms are
close in their mean rewards but actually are not). Besides,
while we assumed a single hyper-parameter ǫ to quantize
the similarity and dissimilarity relations across arms, a
more general setting is to consider distinct parameters ǫi,j
to characterize different similarity and dissimilarity levels
between different arm pairs.
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APPENDIX A
ADDITIONAL NUMERICAL RESULTS
A.1 LSDT with Thompson Sampling Techniques
As discussed in Sec. 5.3, we use numerical examples to show the performance of applying TS techniques in the two-
step learning structure: LSDT. We adopt the same experiment setup with that in the simulation of regret analysis on
randomly generated graphs with complete side information (Sec. 6.2.1) and compare LSDT-TS (CSI) (applying TS in LSDT
learning structure in the case of complete side information, which is introduced in Sec. 5.3) with classic TS that ignores
side information. The results in Fig. 9a verify the advantage of our two-step learning structure, which fully exploits
the topological structure of the side information graph. Besides, we also compare LSDT-TS (CSI) with another heuristic
algorithm, which simply applies classic TS on the reduced action space B∗ without aggregation observations from similar
arms in the second step of online learning. The results in Fig. 9b further indicates that the online aggregations step in the
two-step learning structure improves the performance.
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Fig. 9: Regret on randomly generated arms with complete side information: K = 100, ǫ = 0.1.
In the case of partial side information, we conduct an experiment similar with that in Sec. 6.2.2 to evaluate the
performance of LSDT-TS (PSI), which applies TS in LSDT learning structure in the case of partial side information as
discussed in Sec. 5.3. We compare LSDT-TS (PSI) with classic TS ignoring side information and another heuristic algorithm
applying TS on the reduced action space without online aggregation. The results are shown in Fig. 10 and the performance
gain through both offline and online steps of LSDT is verified.
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Fig. 10: Regret on randomly generated arms with partial side information: K = 200, ǫ = 0.1, p = 0.5.
A.2 Comparison of Running Times
We compare the running time of LSDT-CSI as well as the baseline algorithms in Table 1 for the case of complete side
information. It is not difficult to see that LSDT-CSI has a relatively low computation complexity in contrast to algorithms
with comparable performance, i.e., CKL-UCB and OSSB. Note that CKL-UCB and OSSB are time consuming since they
have to solve an optimization problem at each time step. Besides, it can be seen that the time complexity of the offline
reduction step is not too high to be applied.
Algorithm UCB1 TS CKL-UCB OSUB OSSB LSDT-CSI (offline) LSDT-CSI (online) UCB1 on B∗
Running Time (ms) 9.7 37.6 849.5 880.3 3.3× 105 14.1 18.6 9.1
TABLE 1: Running times in the case of complete side information.
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For the case of partial side information, we summarize the running times of LSDT-PSI and the other baseline algorithms
in Table 2. Note that the running times of UCB1 and TS are smaller than LSDT-PSI since they ignore the similarity-
dissimilarity relations across arms and have worse performance. When compared with CKL-UCB, which achieves a
comparable performance by exploiting the similarity relations, LSDT-PSI has a smaller computation complexity.
Algorithm UCB1 TS CKL-UCB LSDT-PSI (offline) LSDT-CSI (online) UCB1 on B0
Running Time (ms) 10.3 38.3 354.2 12.6 161.4 10.1
TABLE 2: Running times in the case of partial side information.
APPENDIX B
PROOF OF THEOREM 1
We first show that B∗imax ∪ B∗imin ⊆ B∗. Clearly imax ∈ B∗. For each j ∈ B∗imax , N [j] = N [imax]. Thus if we construct a new
set of mean rewards (µ′1, ..., µ′K) where the mean values of j and imax get switched and the others remain the same, the
UIG G∗ǫ remains unchanged. Thus, j ∈ B∗. Similar result holds for B∗imin . Therefore B∗imax ∪ B∗imin ⊆ B∗.
Next, we show that B∗ ⊆ B∗imax ∪ B∗imin . For each j 6∈ B∗imax ∪ B∗imin , consider two cases:
1) j ∈ N [imax]∪N [imin]: without loss of generality, assume that j ∈ N [imax]. Since j 6∈ B∗imax , there exists an arm k such
that k ∈ N [j] but k 6∈ N [imax]. Now suppose there exists an assignment of mean rewards (µ′1, ..., µ′K) conforming to
G∗ǫ such that arm j is optimal, then µ′k, µ′imax ∈ (µ′j−ǫ, µ′j] and thus, arm k and imax are neighbors. This contradicts the
assumption that k 6∈ N [imax]. Hence, there doesn’t exists a set of mean rewards conforming to G∗ǫ where j is optimal.
Thus j 6∈ B∗. Similar result holds for the case when j ∈ N [imin].
2) j 6∈ N [imax] ∪ N [imin]: define
k1 = argmin
k 6∈N [j],µk>µj
µk, (22)
k2 = argmax
k 6∈N [j],µk<µj
µk. (23)
Notice that k1, k2 are not neighbors. However, since the component is connected, k1, k2 must connect with arms in
N [j]. Now suppose there exists an assignment of mean rewards (µ′1, ..., µ′K) conforming to G∗ǫ such that j is optimal,
then µ′k1 , µ
′
k2
∈ (µ′j − 2ǫ, µ′j − ǫ]. This contradicts the assumption that k1, k2 are not neighbors. Thus, j 6∈ B∗.
Therefore, we have that if j 6∈ B∗imax ∪ B∗imin , then j 6∈ B∗. This implies that B∗ ⊆ B∗imax ∪ B∗imin . In summary,
B∗ = B∗imax ∪ B∗imin. (24)
APPENDIX C
PROOF OF THEOREM 2
When G∗ǫ is connected, B∗ = B∗imin ∪ B∗imax where B∗imin and B∗imax are disjoint if G∗ǫ is not complete. We upper bound
the number of times that arms in B∗imin have been played up to time T . Let τB∗imin (T ) =
∑
j∈B∗
imin
τj(T ), τB∗imax (T ) =∑
j∈B∗imax τj(T ). Let ct,s =
√
(8 log t)/s. Let πt be the arm selected at time t and I{·} be the indicator function. Let
ℓ > |B∗imin | be an arbitrary integer, then with Hi(t) defined in (8),
E[τB∗imin (T )] = E

|B∗imin |+
T∑
t=|B∗|+1
I{πt ∈ B∗imin}


≤ℓ+
T∑
t=|B∗|+1
P
(
πt ∈ B∗imin , τB∗imin (t− 1) ≥ ℓ
)
≤ℓ+
T∑
t=|B∗|+1
P
(
Himin(t− 1) ≥ Himax(t− 1), τB∗imin (t− 1) ≥ ℓ
)
≤ℓ+
T−1∑
t=|B∗|
t∑
s=ℓ
t∑
r=1
P
(
Himin(t) ≥ Himax(t), τB∗imin (t) = s, τB∗imax (t) = r
)
.
(25)
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To upper bound each term on the RHS of the last inequality in (25), we consider
P
(∑
j∈B∗
imin
τj(t)x¯j(t)
s
+ ct,s ≥
∑
j∈B∗imax τj(t)x¯j(t)
r
+ ct,r
)
≤P
(∑
j∈B∗
imin
τj(t)x¯j(t)
s
≥
∑
j∈B∗
imin
τj(t)µj
s
+ ct,s
)
+ P
(∑
j∈B∗
imax
τj(t)x¯j(t)
r
≤
∑
j∈B∗
imax
τj(t)µj
r
− ct,r
)
+ P
(∑
j∈B∗
imax
τj(t)µj
r
<
∑
j∈B∗imin
τj(t)µj
s
+ 2ct,s
)
,
(26)
where τB∗
imin
(t) = s, τB∗
imax
(t) = r. The inequality holds because the event on the LHS indicates that at least one of the
three events on the RHS happens. To upper bound the first term, let Zt =
∑
j∈B∗imin
I{πt = j}Xj(t), where Xj(t) is the
random reward from arm j at time t. Let νt =
∑
j∈B∗imin
I{πt = j}µj . Note that if πt 6∈ B∗imin , Zt = νt = 0. Consider the
first term on the RHS of (26):
P
(∑t
τ=1(Zτ − ντ )
s
≥
√
8 log t
s
, τB∗
imin
(t) = s
)
≤ P
(
I{τB∗
imin
(t) = s} · eλ
∑t
τ=1(Zτ−ντ ) ≥ eλ
√
8s log t
)
, (27)
Using the Markov inequality, we have
P
(
I{τB∗
imin
(t) = s} · eλ
∑t
τ=1(Zτ−ντ ) ≥ eλ
√
8s log t
)
≤ e−λ
√
8s log t · E
[
I{τB∗
imin
(t) = s}eλ
∑t
τ=1(Zτ−ντ )
]
. (28)
Let Ft = σ(Z1, ..., Zt) be a filtration on the observation history, Yt = I{πt ∈ B∗imin}; clearly Yt ∈ Ft−1. Let St =
∑t
τ=1 Yτ ,
Gt = e
λ
∑t
τ=1(Zτ−ντ ) (note that G0 = 1 and S0 = 0). We show that
{
Gt/e
1
2λ
2St
}
t
is a submartingale. Consider
E
[
Gt
e
1
2λ
2St
∣∣∣∣∣Ft−1, Yt = 1
]
=
Gt−1E
[
eλ(Zt−νt)
∣∣∣Ft−1, Yt = 1]
e
1
2λ
2(St−1+1)
≤ Gt−1
e
1
2λ
2(St−1+1)
e
1
2λ
2
=
Gt−1
e
1
2λ
2St−1
, (29)
and
E
[
Gt
e
1
2λ
2St
∣∣∣∣∣Ft−1, Yt = 0
]
=
Gt−1E
[
eλ(Zt−νt)
∣∣∣Ft−1, Yt = 0]
e
1
2λ
2St−1
=
Gt−1
e
1
2λ
2St−1
. (30)
Note that the inequality in (29) holds because given Ft−1, πt is fixed and thus Zt = Xπt(t)which is a sub-Gaussian random
variable. Equation (30) holds because given Yt = 0, Zt = νt = 0. Therefore,
{
Gt/e
1
2λ
2St
}
t
is a submartingale and
E
[
Gt
e
1
2λ
2St
]
≤ E
[
G0
e
1
2λ
2S0
]
= 1. (31)
Moreover, we have
E
[
I{St = s} Gt
e
1
2λ
2St
]
≤ E
[
Gt
e
1
2λ
2St
]
≤ 1, (32)
and thus
E [I{St = s}Gt] ≤ e 12λ2s. (33)
Applying this to (28) and choosing λ =
√
8s log t
s , we have
P
(
I{τB∗
imin
(t) = s} · eλ
∑t
τ=1(Zτ−ντ ) ≥ eλ
√
8s log t
)
≤ e 12λ2s−λ
√
8s log t = e−4 log t = t−4. (34)
Similarly, the second term can also be upper bounded by t−4. For the third term, let
ℓ ≥ 32 logT
(minj∈B∗
imax
µj −maxj∈B∗
imin
µj)2
. (35)
Then, since s ≥ ℓ, t ≤ T , we have∑
j∈B∗imax njµj
r
−
∑
j∈B∗
imin
njµj
s
− 2ct,s ≥ min
j∈B∗
imax
µj − max
j∈B∗
imin
µj −
√
32 log t
s
≥ 0. (36)
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Therefore, if we choose ℓ = ⌈ 32 log T(minj∈B∗
imax
µj−maxj∈B∗
imin
µj)2
⌉, we get
E[τB∗
imin
(T )] ≤ ℓ+
T−1∑
t=|B∗|
t∑
s=1
t∑
r=1
2t−4
≤ 32 logT
(minj∈B∗imax µj −maxj∈B∗imin µj)2
+O(1)
=
32 logT
(minj∈B∗
imin
∆j −maxj∈B∗
imax
∆j)2
+O(1).
(37)
Now we upper bound the number of times that arms in B∗imax have been played up to time T . For each i ∈ B∗imax \ A,
E[τi(T )] = E

1 + T∑
t=|B∗|+1
I{πt = i}


≤ℓ+
T∑
t=|B∗|+1
P (πt = i, τi(t− 1) ≥ ℓ)
≤ℓ+
T∑
t=|B∗|+1
P (Li(t− 1) ≥ Limax(t− 1), τi(t− 1) ≥ ℓ) .
(38)
Using an argument similar to that for τB∗
imin
, we get
E[τi(T )] ≤ 32 logT
∆2i
+O(1). (39)
Therefore, we get the upper bound on regret of LSDT-CSI in (9) if G∗ǫ is connected but not complete.
APPENDIX D
PROOF OF THEOREM 3
The basic structure of the proof follows that in [1] and [15]. For every suboptimal arm i (µi < µimax), we construct
a new set of reward distributions with parameters θ(i) = (θ
(i)
1 , θ
(i)
2 , ..., θ
(i)
K ) and means µ
(i) = (µ
(i)
1 , µ
(i)
2 , ..., µ
(i)
K ) such
that µ
(i)
i = maxj∈V µ
(i)
j . Then we can generate a new graph G(i)ǫ = (V(i), E(i)) where V(i) is the set of new arms, and
(u, v) ∈ E(i) if and only if |µ(i)u − µ(i)v | < ǫ.
To establish the relationship between the new problem and the original one, we need to retain the same graph
connectivity. Since B∗ is the set of arms that could potentially be optimal given G∗ǫ , we could only construct for each
i ∈ B∗ \ A a set of new reward distributions with parameters θ(i) such that arm i is optimal. Thus, for each i ∈ B∗ \ A,
consider θ(i) with mean rewards µ(i) satisfying:
1) If i ∈ B∗imax \ A: µ(i)i = µimax + η, µ(i)j = µj , ∀j 6= i.
2) If i ∈ B∗imin : µ(i)i = µ(θ′i) + η, µ(i)j = µ(θ′j), ∀j 6= i, where µ(θ′i), µ(θ′j) are defined as
µ(θ′j) =


µj , ∀j ∈ B∗imax ,
µimax + min
k∈B∗imax
µk − µimin , ∀j ∈ B∗imin,
µimax + min
k∈B∗
imax
µk − µj , ∀j 6∈ B∗.
(40)
One can check that in both cases, G(i)ǫ and G∗ǫ have the same connectivity if
η < ǫ−max{µimax − min
j∈N [imax]
µj , max
j∈N [imin]
µj − µimin
}
. (41)
Then we define the log-likelihood ratio between the observations from two sets of arms with distribution parameters
θ = (θ1, ..., θK) and θ
(i) = (θ
(i)
1 , ..., θ
(i)
K ) up to time T under any uniformly good policy π as
L(i)(T ) =
∑
j∈V
τj(T )∑
s=1
log
(
f(Xj,s; θj)
f(Xj,s; θ
(i)
j )
)
, (42)
where τj(T ) is the number of times arm j has been played by policy π up to time T and Xj,s is the reward obtained when
arm j is played for the s-th time. We show that it is unlikely to have∑
j∈V
τj(T )I(θj||θ(i)j ) ≤ (1 − γ) logT, (43)
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under two separate cases: L(i)(T ) ≤ (1− δ) log T and L(i)(T ) > (1− δ) log T where δ, γ > 0 are determined later.
1) If L(i)(T ) ≤ (1− δ) logT : by the uniform goodness of policy π, we have
Pθ(i)


∑
j∈V
τj(T )I(θj ||θ(i)j ) ≤ (1− γ) logT


≤Pθ(i)
{
τi(T )I(θi||θ(i)i ) ≤ (1− γ) logT
}
=Pθ(i)
{
T − τi(T ) ≥ T − (1 − γ) logT
I(θi||θ(i)i )
}
≤Eθ(i) [T − τi(T )]
T − (1−γ) log T
I(θi||θ(i)i )
= o(Tα−1),
(44)
for all α > 0 as T →∞.
We let
H =
{∑
j∈V
τj(T )I(θj ||θ(i)j ) ≤ (1− γ) logT,L(i)(T ) ≤ (1 − δ) logT
}
. (45)
By a change of measure from Pθ(i) to Pθ , we have
Pθ{H} ≤
∫
H
dPθ =
∫
H
exp
(
L(i)(T )
)
dPθ(i) ≤ T 1−δo(Tα−1) = o(1), (46)
for all δ > 0 as T →∞ if we choose α < δ.
2) If L(i)(T ) > (1− δ) logT : by the strong law of large numbers, as t→∞, we have
1
t
t∑
s=1
log
(
f(Xj,s; θj)
f(Xj,s; θ
(i)
j )
)
→ I(θj ||θ(i)j ) almost surely. (47)
Rewrite L(i)(T ) as
L(i)(T ) =
∑
j∈V
τj(T )
1
τj(T )
τj(T )∑
s=1
log
(
f(Xj,s; θj)
f(Xj,s; θ
(i)
j )
)
(48)
and then
Pθ
{∑
j∈V
τj(T )I(θj ||θ(i)j ) ≤ (1 − γ) logT, L(i)(T ) > (1− δ) log T
}
=Pθ
{∑
j∈K
τj(T )I(θj||θ(i)j ) ≤ (1 − γ) logT,
∑
j∈K
τj(T )
1
τj(T )
τj(T )∑
s=1
log
(
f(Xj,s; θj)
f(Xj,s; θ
(i)
j )
)
> (1− δ) log T
}
=o(1),
(49)
as T →∞ if we choose γ > δ.
Now we have proved that for all i ∈ B∗ \ A, we have
∑
j∈V
E[τj(T )]
logT
I(θj ||θ(i)j ) ≥ 1. (50)
To be specific,
1) If i ∈ B∗imax \ A, let η → 0, we have
E[τi(T )] ≥ logT
I(θi||θimax)
, (51)
2) If i ∈ B∗imin , let η → 0, we have ∑
j 6∈B∗imax
E[τj(T )]I(θj||θ′j) ≥ logT. (52)
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Therefore, the optimal constant in front of logT is the solution to the linear program P1:
P1 : C1 = min{τi}i∈V
∑
i∈V
∆iτi,
s.t.
∑
j 6∈B∗
imax
τjI(θj ||θ′j) ≥ 1,
τi ≥ 1
I(θi||θimax)
, ∀i ∈ B∗imax \ A,
τi ≥ 0, ∀i ∈ V .
(53)
where θ′j is the parameter of the density function f(xj ; θ
′
j) whose mean value µ(θ
′
j) is defined in (40).
In light of the LP P1, each sub-optimal arm in B∗imax has to be played Ω(logT ) times to be distinguished from the
optimal one. Moreover, the total number of times that arms in V \ B∗imax are played should be at least Ω(log T ). Thus if we
consider the regret order in terms of the number of arms and the time length, we can conclude that for fixed ∆i, I(θi||θ′i)
and I(θi||θimax), the regret for any uniformly good policy is of order
Ω
(
(1 + |B∗imax \ A|) log T
)
,
as T →∞, which matches the upper bound on regret of LSDT-CSI. Therefore, LSDT-CSI is order optimal.
APPENDIX E
CONSISTENT-NAE-3SAT AND PROOF OF NP-COMPLETENESS
We first give the definition of CONSISTENT-NAE-3SAT and then show that it is NP-complete.
CONSISTENT-NAE-3SAT
[INPUT]: A not-all-equal satisfiable 3-SAT instance: there exists a truth assignment such that every clause contains one or
two true literals .
[QUESTION]: Does there exist a consistent truth assignment, i.e., every clause contains exactly one true literal OR every
clause contains exactly two true literals?
The problem is clearly in NP since a given truth assignment can be verified in polynomial time. To show the NP-
completeness, we first show that 1-CONSISTENT-NAE-3SAT is NP-complete. Note that 1-CONSISTENT-NAE-3SAT asks
if there exists a truth assignment such that every clause has exactly 1 true literal given true instance of NAE-3SAT.
It is clear that 1-CONSISTENT-NAE-3SAT is in NP. We give a reduction from 1-IN-3SAT, a known NP-complete problem
[38], as follows: given an instance of 1-IN-3SAT, for every clause Ci = (xi,1, xi,2, xi,3), we construct three clauses in the
corresponding 1-CONSISTENT-NAE-3SAT instance with two additional variables ai, bi:
Ci,1 = (xi,1, xi,2, ai), Ci,2 = (xi,2, xi,3, bi), Ci,3 = (ai, bi, xi,2).
This is clearly a polynomial time reduction.
We first show that the 1-CONSISTENT-NAE-3SAT instance we constructed is not-all-equal (NAE) satisfiable, i.e., there
exists a truth assignment such that every clause is satisfied and contains at most 2 true literals. For any arbitrary truth
assignment of (x1, ..., xn), we can choose (a1, b1, ..., am, bm) according to Table 3. One can check that every clause is
satisfied with at most 2 true literals. Therefore, the 1-CONSISTENT-NAE-3SAT instance is NAE satisfiable.
xi,1 xi,2 xi,3 ai bi
0 0 0 1 1
0 0 1 1 0
0 1 0 0 0
1 0 0 0 1
0 1 1 0 0
1 0 1 1 1
1 1 0 0 0
1 1 1 0 0
TABLE 3: Truth table for NAE-3SAT.
Now we assume that the original 1-IN-3SAT instance is satisfied by an assignment of (x1, ..., xn) with three cases:
(i) only xi,1 is true: let ai = 0, bi = 1;
(ii) only xi,2 is true: let ai = 0, bi = 0;
(iii) only xi,3 is true: let ai = 1, bi = 0.
It is clear that the 1-CONSISTENT-NAE-3SAT is satisfied by the assignment of (x1, ..., xn, a1, b1, ..., am, bm).
On the other hand, assume that the 1-CONSISTENT-NAE-3SAT instance is satisfied by an assignment of (x1, ..., xn,
a1, b1, ..., am, bm). Consider clause Ci,1 = (xi,1, xi,2, ai):
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(a) Variable gadget
(b) Clause gadget
Fig. 11: Variable and clause gadgets: in each gadget, solid line edges represent type-S edges in E1, missing edges represent type-D
edges in E2, dash line edges represent unknown edges in (E1 ∪ E2)
C .
(i) only xi,1 is true: xi,2 = ai = 0. It is clear that bi = 1 since Ci,3 is satisfied. Thus, xi,3 = 0 since Ci,2 is satisfied with
only one true literal (bi). Therefore, we have xi,1 = 1, xi,2 = 0, xi,3 = 0;
(ii) only xi,2 is true: since Ci,1, Ci,2, Ci,3 are all satisfied with only one true literal in each clause, we have xi,1 = xi,3 =
ai = bi = 0;
(iii) only ai is true: xi,1 = xi,2 = 0. since Ci,2, Ci,3 are satisfied with only one true literal in each clause, we have
bi = xi,2 = 0 and xi,3 = 1.
Therefore, every clause Ci = (xi,1, xi,2, xi,3) in the original 1-IN-3SAT instance is satisfied with only one true literal.
In summary, we have shown that the 1-IN-3SAT instance is satisfiable if and only if the corresponding 1-CONSISTENT-
NAE-3SAT instance is satisfiable, which indicates the NP-completeness of 1-CONSISTENT-NAE-3SAT.
Finally, we show that CONSISTENT-NAE-3SAT (clearly in NP) is NP-complete via a reduction from 1-CONSISTENT-
NAE-3SAT. Given an instance of 1-CONSISTENT-NAE-3SATwith n variables (x1, ..., xn) andm clausesC1, ..., Cm, we add
a new clause C0 = (x1, x¯1, 0) and get an instance of CONSISTENT-NAE-3SAT with n variables andm+ 1 clauses. This is
clearly a polynomial reduction and there must exist a NAE satisfiable assignment for the new instance. Nowwe assume that
the original 1-CONSISTENT-NAE-3SAT instance has a satisfiable assignment (x1, ..., xn), it follows immediately that the
CONSISTENT-NAE-3SAT is also satisfied by the same assignment. On the other hand, we assume that CONSISTENT-NAE-
3SAT is satisfied by a truth assignment (x1, ..., xn). Since C0 is satisfied with exactly 1 true literal, so are the other clauses.
Thus (x1, ..., xn) is a satisfiable assignment for the 1-CONSISTENT-NAE-3SAT instance. Therefore, we have shown that
the 1-CONSISTENT-NAE-3SAT instance is satisfiable if and only if the corresponding CONSISTENT-NAE-3SAT instance
is satisfiable.
In conclusion, CONSISTENT-NAE-3SAT is NP-complete.
APPENDIX F
PROOF OF THEOREM 4
It is clear that LEFTANCHOR is in NP since given a graph, one can verify if it is a UIG and if a specific node is a left anchor
in polynomial time. Now we show the NP-completeness of LEFTANCHOR through a reduction from CONSISTENT-NAE-
3SAT. The reduction is similar to the one used in proving the NP-completeness of the UIG Sandwich Problem in [33].
Given an instance of CONSISTENT-NAE-3SAT, let x1, ..., xn be n variables and C1, ..., Cm be m clauses where Ci =
(xi,1, xi,2, xi,3) and xi,j ∈ {x1, ..., xn, x¯1, ..., x¯n}. For every variable xi, we construct a variable gadget with 5 vertices
(xi, x
′
i, p, x¯
′
i, x¯i) in the LEFTANCHOR instance: add 4 type-S edges (xi, x
′
i), (x
′
i, p), (p, x¯
′
i), (x¯
′
i, x¯i) to E1 and 6 type-2 edges
(xi, p), (xi, x¯
′
i), (xi, x¯i), (x
′
i, x¯
′
i), (x
′
i, x¯i), (p, x¯i) to E2 (see Figure 11a).
Moreover, for every clause Ci = (xi,1, xi,2, xi,3), we construct a clause gadget with 6 vertices (xi,1, xi,2, xi,3, vi,1,
vi,2, vi,3) in the LEFTANCHOR instance: add 3 type-S edges (xi,j , vi,j), j = 1, 2, 3 to E1 and 9 type-D edges (vi,j , xi,k), j 6= k
and (vi,j , vi,k), j 6= k to E2 (see Figure 11b). Note that every vertex xi,j in the clause gadget belongs to one of the variable
gadgets, we don’t create additional vertices.
In summary, there are 4n+ 3m+ 1 vertices in the LEFTANCHOR instance, i.e.,
V ={p} ∪ {xi, x′i, x¯′i, x¯i|i = 1, ..., n} ∪ {vi,1, vi,2, vi,3|i = 1, ...,m},
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Fig. 12: Unit interval realization of a satisfiable instance of CONSISTENT-NAE-3SAT.
4n+ 3m type-S edges, i.e.,
E1 =
{
(xi, x
′
i), (x
′
i, p), (p, x¯
′
i), (x¯
′
i, x¯i)|i = 1, ..., n
}
∪
{
(xi,j , vi,j)|i = 1, ...,m, j = 1, 2, 3
}
,
and 6n+ 9m type-D edges, i.e.,
E2 =
{
(xi, p), (xi, x¯
′
i), (xi, x¯i), (x
′
i, x¯
′
i), (x
′
i, x¯i), (p, x¯i)
∣∣∣i = 1, ..., n}
∪
{
(vi,j , xi,k)
∣∣∣i = 1, ...,m, j 6= k} ∪ {(vi,j , vi,k)∣∣∣i = 1, ...,m, j 6= k}.
Clearly the construction is done in polynomial time. Moreover, it is shown in [33] that if there exists a truth assignment
of (x1, ..., xn) such that every clause Ci is satisfied with at most two true literals, there exists a UIG G′ = (V , E3) such that
E1 ⊆ E3 and E3 ∩ E2 = ∅. Now, let x1 and x¯1 be two nodes that we want to decide if they can be left anchors. Then we
get two corresponding instances of LEFTANCHOR for any given instance of CONSISTENT-NAE-3SAT. We need to show
that the instance of CONSISTENT-NAE-3SAT is satisfiable if and only if at least one of the two corresponding instances of
LEFTANCHOR is satisfiable, i.e., at least one of the two nodes x1 and x¯1 can be a left anchor of a UIG G′′ = (V , E4) where
E1 ⊆ E4 and E4 ∩ E2 = ∅.
We first assume that the CONSISTENT-NAE-3SAT instance is satisfied by a truth assignment of (x1, ..., xn). Suppose
every clause has only 1 true literal and with out loss of generality, we assume x1 = 1. We show that x1 can be a left anchor
of a UIG satisfying the constraints. We assign a unit length interval for every vertex in V as follows (see Figure 12): we
let I(p) = P . For i = 1, ..., n, if xi = 1, we let I(xi) = Ai, I(x
′
i) = L, I(x¯
′
i) = R and I(x¯i) = Bi; if xi = 0, we let
I(xi) = Bi, I(x
′
i) = R, I(x¯
′
i) = L and I(x¯i) = Ai. In other words, we put all the true (or false) literals to the left (or right)
“staircases” and assign x′i and x¯
′
i accordingly. For every clause Ci, i = 1, ...,m, let xi,j be the true literal in Ci, then we let
I(vi,j) = I(xi,j). For the other two false literals xi,k1 , xi,k2 , the two corresponding intervals both have non-overlapping
tails. Therefore, we can assign I(vi,k1) and I(vi,k2 ) extending from the respective tails. For example in Figure 12: consider
a clause (x1, x¯2, x¯3), A1, B2, B3 are assigned to the three literals and V1, V2, V3 are assigned to the associated vertices
vi,1, vi,2, vi,3. One can easily check that the induced UIG from the interval assignment of vertices in V satisfies all the edge
constraints and x1 is a left anchor. Similarly, we can show that if x1 = 0, then x¯1 can be a left anchor of a UIG in the
LEFTANCHOR instance. Now suppose every clause has 2 true literals, we can use similar proof structure to show that if
x1 = 0, then x1 can be a left anchor of a UIG satisfying the edges constraints; otherwise x¯1 can be a left anchor.
On the other hand, we assume that at least one of the two nodes x1 and x¯1 can be a left anchor of a UIG G′′ = (V , E4)
satisfying the edge constraints and we need to show that the original instance of CONSISTENT-NAE-3SAT is satisfiable.
Without loss of generality, we assume that x1 can be a left anchor. Let I(v) be the unit interval assigned to vertex v in
the UIM of the UIG G′′. By changing scale and shifting, we can assume that every interval has length 1 and I(p) = [0, 1].
Consider for every variable gadget i = 1, ..., n, It is not difficult to see that I(xi) contains either −1 or 2. We assign truth
values to the variables as follows: let xi = 1 if I(xi) contains −1 and xi = 0 if I(xi) contains 2. Now we show that every
clause is satisfied with only 1 true literal OR every clause is satisfied with only 2 true literals by the truth assignment.
Consider every clause gadget: we show that there is exactly one edge among (xi,j , xi,k), j 6= k that belongs to E4:
(i) if all three edges belong to E4, then vi,1, vi,2, vi,3 form an asteroidal triple11, which is forbidden in a UIG [39];
(ii) if exactly two edges belong to E4, e.g., (xi,1, xi,2) and (xi,1, xi,3), then xi,1, xi,2, xi,3 and vi,1 form a claw (K1,3) which
is also forbidden in a UIG [39];
(iii) I(xi,j) contains either −1 or 2. Hence, there always exist two intervals containing the same point, thus intersecting.
Therefore, at least one edge belongs to E4.
Since there is exactly one edge among (xi,j , xi,k), j 6= k that belongs to E4, it follows that every clause has only 1 or 2
true literals. Furthermore, since x1 is a left anchor of G′′, within every clause gadget containing x1, the truth assignment
11. An asteroidal triple in a graph is a triple of mutually non-adjacent nodes i, j, k such that between any two of them, there exists a path
avoiding the neighborhood of the third.
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of x1 should be different from the other two variables: consider a clause gadget containing x1, assume that xi,k has the
same truth assignment as x1 and x1 is connected to v1, then we have (x1, xi,k), (x1, v1) ∈ E4, but (v1, xi,k) 6∈ E4. This
contradicts the assumption that x1 is a left anchor since (v1, xi,k) should also belong to E4 if x1 is a left anchor and
(x1, xi,k), (x1, v1) ∈ E4.
We first consider if x1 = 1, then we claim that every clause has exactly one true literal. We prove by contradiction:
assume that there exists a clause Ci = (xi,1, xi,2, xi,3) with two true literals, e.g., xi,1, xi,2. By the assignment of truth
values, it is clear that I(xi,1) = [l1, r1] and I(xi,2) = [l2, r2] contains −1. Without loss of generality, we assume that l1 < l2.
Then we consider I(vi,1) = [lv, rv]: since (vi,1, xi,1) ∈ E4 and (vi,1, xi,2) 6∈ E4, we have l1 ≤ rv < l2. Then it is not
difficult to see that I(vi,1) doesn’t contain −1 and lv is smaller than the left coordinate of I(x1), i.e., x1 is not a left anchor.
Contradiction! Therefore, we have shown that every clause has exactly one true literal. On the other hand, if x1 = 0, it can
be shown similarly that every clause has exactly two true literals. In summary, we have shown that the original instance of
CONSISTENT-NAE-3SAT is satisfiable if at least one of the two nodes x1 and x¯1 can be a left anchor of the corresponding
UIG. This completes the entire reduction and we conclude that LEFTANCHOR is NP-complete.
APPENDIX G
PROOF OF THEOREM 5
We first show that with probability at least 1 − 1K2 , every arm i 6∈ B∗ is eliminated by the offline elimination step of
LSDT-PSI. Consider any i 6∈ B∗. Note that under Assumption 3, there exists j, k ∈ [m] s.t. ∀u ∈ B∗j , v ∈ B∗k,
(u, i) ∈ E∗ǫ , (v, i) ∈ E∗ǫ , (u, v) ∈ E∗ǫ . (54)
Let N = min{|B∗j |, |B∗k|}. According to Assumption 4, we have N ≥ κ logK . We select {u1, u2, ..., uN} from B∗j and
{v1, v2, ..., vN} from B∗k, then for n = 1, ..., N , define
En,1 =
{
(un, i) ∈ ESǫ
}
, (55)
En,2 =
{
(vn, i) ∈ ESǫ
}
, (56)
En,3 =
{
(un, vn) ∈ EDǫ
}
. (57)
According to Assumption 5, {En,ℓ}n=1,...,N,ℓ=1,2,3 are independent and P(En,1) = P(En,2) = pS , P(En,3) = pD. Therefore,
according to the offline elimination step of LSDT-PSI, the probability that arm i is not eliminated is upper bounded as
follows:
P(i is not eliminated from B0) ≤
N∏
n=1
(
1−
3∏
ℓ=1
P(En,ℓ)
)
= (1− p2SpD)N . (58)
Since N ≥ κ logK and according to Assumption 5, p2SpD ≥ 1− e−2/κ, we have
(1 − p2SpD)N ≤ (e−2/κ)κ logK ≤
1
K2
. (59)
Moreover, we can show that
EESǫ ,EDǫ
[∣∣B0∣∣] = K∑
i=1
P(i is not eliminated from B0)
= |B∗|+
∑
i6∈B∗
1
K2
≤ |B∗|+ o(1),
(60)
as K →∞.
APPENDIX H
PROOF OF THEOREM 6
The basic structure of the proof follows that in [40] and [15]. Define Q = {i ∈ V ′ : ∆i > 4ǫ} (note that V ′ = B0). For each
i ∈ Q, let
mi = min
{
m ≥ 0 : 2−m <
√
2λ(∆i − 3ǫ)
4
}
. (61)
One can easily verify that
min
{
1
2
,
√
2λ(∆i − 3ǫ)
8
}
≤ 2−mi <
√
2λ(∆i − 3ǫ)
4
, (62)
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and
max
i∈Q
mi ≤ max
{
1,
⌈
log2
(
8√
2λǫ
)⌉}
. (63)
We first consider suboptimal arms in Q and analyze regret in the following cases:
(a) Some suboptimal arm i ∈ Q is not eliminated in roundmi (or before) with an optimal arm imax ∈ Bmi .
Consider i ∈ Q, note that if∑
j∈N ′[i] x¯j(m)τj(m)∑
j∈N ′[i] τj(m)
≤
∑
j∈N ′[i] µjτj(m)∑
j∈N ′[i] τj(m)
+
√√√√ log(T ∆˜2m)
2
∑
j∈N ′[i] τj(m)
, (64)
and ∑
j∈N ′[imax] x¯j(m)τj(m)∑
j∈N ′[imax] τj(m)
≥
∑
j∈N ′ [imax] µjτj(m)∑
j∈N ′[imax] τj(m)
−
√√√√ log(T ∆˜2m)
2
∑
j∈N ′[imax] τj(m)
, (65)
hold for m = mi, then under the assumption that imax, i ∈ Bmi , we have√√√√ log(T ∆˜2mi)
2
∑
j∈N ′[i] τj(mi)
≤
√√√√ log(T ∆˜2mi)
2λ
∑
j∈N ′[i] zj log(T ∆˜2mi)/∆˜
2
mi
≤ ∆˜mi√
2λ
<
∆i − 3ǫ
4
, (66)
√√√√ log(T ∆˜2mi)
2
∑
j∈N ′[imax] τj(mi)
≤
√√√√ log(T ∆˜2mi)
2λ
∑
j∈N ′[imax] zj log(T ∆˜
2
mi)/∆˜
2
mi
≤ ∆˜mi√
2λ
<
∆i − 3ǫ
4
. (67)
Thus, ∑
j∈N ′[i] x¯j(mi)τj(mi)∑
j∈N ′[i] τj(mi)
+
√√√√ log(T ∆˜2mi)
2
∑
j∈N ′[i] τj(mi)
+ ǫ
≤
∑
j∈N ′[i] µjτj(mi)∑
j∈N ′[i] τj(mi)
+
∆i − 3ǫ
2
+ ǫ
≤µi + 2ǫ+ ∆i − 3ǫ
2
= µimax − ǫ−
∆i − 3ǫ
2
≤
∑
j∈N ′[imax] µjτj(mi)∑
j∈N ′[imax] τj(mi)
− 2
√√√√ log(T ∆˜2mi)
2
∑
j∈N ′[imax] τj(mi)
≤
∑
j∈N ′[imax] x¯j(mi)τj(mi)∑
j∈N ′[imax] τj(mi)
−
√√√√ log(T ∆˜2mi)
2
∑
j∈N ′[imax] τj(mi)
.
(68)
Therefore, arm i will be eliminated in round mi. Using Hoeffding’s inequality, we know that for every m = 0, 1, 2, ...,
P{(64) doesn’t hold} ≤ 1
T ∆˜2m
, (69)
P{(65) doesn’t hold} ≤ 1
T ∆˜2m
. (70)
As a consequence, the probability that a suboptimal arm i is not eliminated in round mi (or before) by an optimal arm is
bounded by 2/(T ∆˜2mi) and thus, the regret contributed by case (a) is upper bounded by
Ra(T ) ≤
∑
i∈Q
2∆i
∆˜2mi
= O(|V ′|). (71)
(b) The last remaining optimal arm imax is eliminated by some suboptimal arm i in some round m
∗ < mf .
Note that if (64) and (65) hold atm = m∗, then∑
j∈N ′[imax] x¯j(m
∗)τj(m∗)∑
j∈N ′[imax] τj(m
∗)
+
√√√√ log(T ∆˜2m∗)
2
∑
j∈N ′ [imax] τj(m
∗)
+ ǫ
≥
∑
j∈N ′[imax] µjτj(m
∗)∑
j∈N ′[imax] τj(m
∗)
+ ǫ ≥
∑
j∈N ′[i] µjτj(m
∗)∑
j∈N ′[i] τj(m∗)
≥
∑
j∈N ′[i] x¯j(m
∗)τj(m∗)∑
j∈N ′[i] τj(m∗)
−
√√√√ log(T ∆˜2m∗)
2
∑
j∈N ′[i] τj(m∗)
.
(72)
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Therefore, the optimal arm imax will not be eliminated in round m
∗. Consequently, by (69) and (70) the probability that
imax is eliminated by a suboptimal arm i in roundm
∗ is upper bounded by 2/(T ∆˜2m∗). Thus the regret contributed by case
(b) is upper bounded by
Rb(T ) ≤
mf∑
m∗=0
∑
i∈V′\A
2
T ∆˜2m∗
max
j∈V′\A
∆jT
≤
∑
i∈V′\A
mf∑
m∗=0
2
2−2m∗
=
∑
i∈V′\A
2(22mf+2 − 1)
3
≤
∑
i∈V′\A
2(16 · ( 8√
2λǫ
)2 − 1)
3
= O(|V ′|).
(73)
(c) Each arm i ∈ Q is eliminated in (or before) round mi. Note that arm i will be played until the last arm in N ′[i] is
eliminated or the last roundmf ≤ ⌈log2(8/
√
2λǫ)⌉. Thus,
Rc(T ) ≤
∑
i∈Q
∆izi
λ log(T ∆˜2m′i
)
∆˜2m′i
, (74)
where
m′i ≤ min
{
max
j∈N ′[i]
mj ,
⌈
log2
(
8√
2λǫ
)⌉}
. (75)
Therefore, the regret contributed by arms in Q is upper bounded by
RQ(T ) ≤
∑
i∈Q
∆izi
32 log(T ∆ˆ2i )
∆ˆ2i
+O(|V ′|), (76)
where
∆ˆi = max{ min
j∈N ′[i]
∆j − 3ǫ, ǫ}. (77)
Moreover, for each arm j ∈ V ′ \ (Q ∪ A), if j is eliminated before mf , then the number of times that arm j has been
played up to time T is upper bounded by
E[τj(T )] ≤ 32zj log(T ǫ
2)
ǫ2
. (78)
Otherwise, j will only be played when Lj(t) > Limax(t) if imax is not eliminated. Since we have already shown in case (b)
that the regret caused by the fact that imax is eliminated before mf is upper bounded by O(|V ′|), we assume that imax is
not eliminated aftermf rounds. Using an argument similar to that in the proof of Theorem 2, we have
E[τj(T )] ≤ 8 logT
∆2i
. (79)
Note that the constant before logT becomes 8/∆2i instead of 32/∆
2
i because the reward distributions are assumed to be
1/2 sub-Gaussian. Thus, the total regret of LSDT-PSI is upper bounded by
R(T ) ≤
∑
j∈V′\(Q∪A)
∆j max
{
8 logT
∆2j
,
32zj log(T ǫ
2)
ǫ2
}
+
∑
i∈Q
∆izi
32 log(T ∆ˆ2i )
∆ˆ2i
+O(|V ′|). (80)
APPENDIX I
PROOF OF COROLLARY 1
According to Theorem 6, we have that for every realization of the partially revealed UIG Gǫ = (V , ESǫ , EDǫ ), the expected
regret of LSDT-PSI is upper bounded by
O
(
(|V \ (Q ∪A)|+
∑
i∈Q
zi) log T
)
, (81)
where Q = {i ∈ V ′ : ∆i > 4ǫ}. Let CPSI = |V \ (Q ∪A)|+∑i∈Q zi, we need to show that
EESǫ ,EDǫ [CPSI] ≤ α(1 + |B∗imax \ A|), (82)
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where α is a constant independent of T and the size of the action space. We simplify the notation of expectation in (82) to
E[CPSI]. Note that
E[CPSI] = E[CPSI
∣∣F ]P(F ) + E[CPSI∣∣F¯ ]P(F¯ ) (83)
where F = {every i 6∈ B∗ is eliminated from B0}.
From Theorem 5, the probability that every arm i 6∈ B∗ is not eliminated is upper bounded by 1/K2, therefore, we have
P(F¯ ) ≤
∑
i6∈B∗
1
K2
≤ 1
K
. (84)
It is clear that E[CPSI
∣∣F¯ ] ≤ K and P(F ) ≤ 1, therefore it suffices to show that
E[CPSI
∣∣F ] ≤ α(1 + |B∗imax \ A|)− 1. (85)
Notice that given F , every arm out of B∗ is eliminated. Besides, we assumed that B∗imin ⊆ Q. Thus,
E[CPSI
∣∣F ] = E[ ∑
i∈B∗imin
zi
∣∣∣F ]+ |B∗imax \ A|. (86)
Moreover, it is clear that no matter what realization of the revealed UIG is, every arm i ∈ B∗imin will not be eliminated.
The fact that every arm i 6∈ B∗ is eliminated only affects the probabilistic assumptions on edges with at least one end
point not in B∗. Therefore, we can claim that conditioned on F , every type-S edge between arms in B∗imin is still observed
independently with probability pS and hence E[
∑
i∈B∗imin
zi|F ] is equal to the expectation of the optimal value CL of the
following linear program:
CL = min
z1,...,zL
L∑
i=1
zi,
s.t. zi +
∑
j 6=i
zjI{(i, j) ∈ E} ≥ 1, ∀i,
zi ≥ 0, ∀i.
(87)
where L = |B∗imin | and ∀i, j ∈ [L], (i, j) ∈ E happens independently with probability p = pS . We show that E[CL] ≤ cp
where cp is a constant only related to pS . We consider a solution z
∗
i =
2
pL , ∀i ∈ [L]. We first show that {z∗i } is in the feasible
region with probability at least 1− 1/L. Define A = {{z∗i } is feasible}, then
P(A¯) ≤
L∑
i=1
P
(
z∗i +
∑
j 6=i
z∗j I{(i, j) ∈ E} < 1
)
(88)
=
L∑
i=1
P
(
1
L− 1
∑
j 6=i
I{(i, j) ∈ E} < Lp− 2
2(L− 1)
)
(89)
≤
L∑
i=1
P
(
1
L− 1
∑
j 6=i
I{(i, j) ∈ E} < p
2
)
(90)
≤
L∑
i=1
P
(( 1
L− 1
∑
j 6=i
I{(i, j) ∈ E}
)
− p < −p
2
)
(91)
≤
L∑
i=1
e−2(L−1)
p2
4 (92)
Note that the last inequality is derived through the Hoeffding inequality. If p >
√
4 logL
L−1 ,
12 the RHS of (92) is upper
bounded by 1/L. Since it is obvious that CL ≤ L, we have
E[CL] = E[CL|A]P(A) + E[CL|A¯]P(A¯) (93)
≤
L∑
i=1
z∗i + 1 =
2
p
+ 1 = βp,1. (94)
On the other hand, if p ≤
√
4 logL
L−1 (this is equivalent to that L is smaller than a constant that only depends on p, we denote
the constant as βp,2), we have E[CL] ≤ L ≤ βp,2. In summary, if we let cp = max(βp,1, βp,2), we have that E[CL] ≤ cp.
Finally, we let α = cp + 1 and combining with (86), we get the desired result in (85).
12. Without loss of generality, we assume that
√
4 logL
L−1
< 1. Otherwise, E[CL] is trivially upper bounded by a constant independent of L.
