ABSTRACT This paper proposes an improved robust interacting multiple model (RIMM) algorithms with modeling uncertainties for maneuvering target tracking with changing dynamics. To mitigate the effects of the modeling uncertainty, a compensation step is introduced to adjust the degree of dependence of the filtering on the system or the measurement model based on the orthogonality principle between the state estimation error and innovation sequence of the subfilter model in the RIMM algorithm. By relying on the compensation parameter, the proposed algorithm fully utilizes the useful information in the innovation sequence and reduces the impact of system model error. The numerical simulation and car-mounted experiments using time difference of arrival (TDOA) measurements of the maneuvering target tracking with changing dynamics are conducted to verify the effectiveness of the proposed RIMM algorithm. Compared with the conventional approaches, the proposed RIMM algorithm results in a remarkable improvement in the state estimation accuracy and small bias while improving the consistency of the filter.
I. INTRODUCTION
Maneuvering target tracking with changing dynamics has been widely investigated in various applications such as aircraft traffic control (ATC) [1] , multiple target tracking/ recognition [2] , road vehicle navigation [3] , and spacecraft detection/characterization [4] . Because of the characterization complexity and diversity of maneuvering target trajectories, a standard Kalman filter designed using a single dynamic model with constant parameters -process and measurement noise -does not achieve satisfactory performance when the mode of the maneuvering target varies unexpectedly [5] .
To resolve this mode-changing problem, a variety of methods have been investigated, such as the interacting multiple model (IMM) algorithm [6] , the α-β filter [7] , and the trackbefore-detect (TBD) algorithm [8] . Among these approaches, the IMM algorithm has attracted substantial attention in the The associate editor coordinating the review of this manuscript and approving it for publication was Rui-Jun Yan.
past few decades [6] . The IMM algorithm runs a number of subfilter models in parallel to obtain a better state estimate of a system with changing dynamics [6] . In addition, the modelmatched subfilters in the IMM filter interact with each other, leading to improved estimation results [9] .
The linear/nonlinear dynamic systems in the IMM subfilter consist of the system and measurement models [10] . The system model defines the mathematical model of the physical phenomena of the system state variables, whereas the measurement model represents the information measured by sensors. Because the system model is only an approximation based on the physical interpretation of the true system, modeling errors are inevitable in practical problems. An incorrect model may affect the estimation performance of the filter and may even cause the filter to diverge [11] .
II. RELATED WORKS
To deal with model uncertainty, various promising approaches, such as the innovation-based adaptive Kalman filter [12] , noise covariance matching filter [13] , fading memory filter [14] , and Sage-Husa adaptive Kalman filter [15] , have been proposed. However, both the innovationbased adaptive Kalman filter and noise covariance matching filters have the drawback of high computational complexity. The traditional Sage-Husa Kalman filter cannot guarantee the convergence of the solution [15] . In addition, the abovementioned algorithms have only been implemented in single-model systems and have not been demonstrated to be suitable solutions for multiple-model changing systems with modeling uncertainties.
To address the modeling uncertainty, a Student's t distribution-based robust filtering algorithm has recently been proposed [16] . Student's t distribution has heavy tails when the degree of freedom (DOF) parameter is less than infinity, which makes it more suitable to model heavy-tailed process noise. The robust Student's t-based third-degree cubature Kalman filter has been proposed to suppress the process and measurement noise [17] . A Student's t-based Kalman filter has also been investigated for linear systems with heavy-tailed process and measurement noises for a maneuvering target tracking simulation [18] . In addition, a robust fixed-interval smoother based on Student's t distribution for heavy-tailed process and measurement noises has been investigated using a variational Bayesian approach [19] . However, the aforementioned approaches require several complicated tuning parameters and a fixed calculation iteration to infer the latent variables, limiting the capability for real-time computation.
In addition, the design of a reasonable subfilter model set in the IMM algorithm is one of the most challenging tasks in practical applications [20] . Because the system always operates in a surrounding environment with uncertainty, it is not practical to include all possible system models to address the modeling uncertainty [21] . Moreover, a large number of subfilter models does not always guarantee an improvement of the estimation performance. In fact, it has been reported that the estimation performance of the IMM algorithm is degraded significantly if too many models are implemented in the subfilter [21] .
To the best of our knowledge, few studies have employed robust algorithms for single-model target tracking problems with model mismatch, and very few studies have investigated the feasibility of robust algorithms for target tracking problems with changing dynamics subject to uncertain modeling parameters. In this paper, we propose a novel robust IMM algorithm for multiple-model systems with modeling uncertainties. In contrast to the aforementioned methods, an uncertainty compensation step is introduced to ensure that the errors of the state estimation in the dominating subfilter model are orthogonal to the innovation sequence as much as possible, leading to a higher estimation accuracy and consistency of the filter. The performance of the proposed RIMM algorithm is demonstrated by comparison with the conventional IMM approach.
III. THE ROBUST INTERACTING MULTIPLE-MODEL FILTER
Consider the following discrete stochastic hybrid system of the j-th model belonging to the subfilter model set:
where k is the time index, x j (k) the state vector, z j (k) the measurement vector, u k the input variable, w j (k) the process noise, υ(k) the measurement noise,
the system model function, j the noise excitation matrix, and h(·) the measurement function. In this paper, f 1 (·) nd f 2 (·) denote the uniform motion model and the coordinated turn model, respectively. The details of the subfilter model are provided in Section V.
The IMM algorithm uses a recursive algorithm composed of the following four sequential processes: (1) interaction/ mixing process, (2) filtering, (3) model probability update, and (4) estimate and covariance combination [5] . All possible system behaviors are denoted by a set of models M = {1, 2, . . . , N r }, where N r is the total number of models. The transition probability from the i-th model, M i , to the j-th model, M j , is represented as
where i, j ∈ {1, 2, · · · , N r }.
A. INTERACTION/MIXING PROCESS
The mixing probability that model M i was in effect at time
can be obtained using the transition probability, p ij , as follows [22] :
where the normalizing constant is
Starting with the previous estimatex(k−1|k−1), the mixed statex 0j (k − 1|k − 1) and mixed covariance P 0j (k − 1|k − 1) of each subfilter model can be obtained using the mixing probabilities as follows:
B. FILTERING PROCESS
The individual subfiltering process of the IMM filter is the same as that of the standard Bayesian filter. Among the various filtering approaches, the extended Kalman filter (EKF) is the most widely utilized approach to handle state estimation for nonlinear systems. The EKF runs on the basis of the first-order Taylor expansion to approximate the means and covariances of the true nonlinear system. Thus, the EKF might suffer from several critical issues such as large initial state estimation errors, the need to calculate the Jacobian and Hessian matrices and poor robustness against incorrect system modeling [23] .
The unscented Kalman filter (UKF) is an extension of the classical EKF to nonlinear estimation [24] . The time propagation of the state and state error covariance of the UKF is performed based on an unscented transformation that realistically estimates the probability density of the state distribution, avoiding the calculation of the Jacobian and Hessian matrices and thus making the UKF algorithm easier to implement. In particular, the UKF can achieve greatly improved estimation performance and robustness to large initial state estimation errors compared with the EKF filter for nonlinear systems [25] . Thus, either the EKF and UKF filter can be used as the individual subfilter of the IMM filter in this paper. It should be noted that the mixed statex 0j (k − 1|k − 1) and mixed covariance P 0j (k−1|k−1) are utilized as the inputs in the following EKF/UKF subfiltering.
1) EXTENDED KALMAN FILTER
To obtain the prior mean statex j (k|k − 1) and the covariance P j (k|k − 1) of the j-th subfilter, the standard EKF is adapted as follows [26] :
The innovation covariance matrix S j (k) can be described as
The posterior state and the corresponding error covariance are updated as follows:
2) UNSCENTED KALMAN FILTER Unscented transformation (UT) is the core statistical technique of the UKF [24] and is used to address the nonlinearity in a nonlinear system model y = f (x), where x and y are L × 1 vectors, f is an L × 1 vector-valued function, and L is the length of the state vector. Using three scaling parameters (i.e., α, β, and κ), an additional scaling parameter, λ, and weight vectors for the i-th sigma point, the η m i (mean) and η c i (covariance) are defined, and the standard nonaugmented UKF [27] is adopted here.
The parameter λ, the prior meanx j (k − 1|k − 1), and the covariance P j (k − 1|k − 1) are then used to generate 2L + 1 sigma points as follows:
where √ P can be calculated through the Cholesky decomposition of the covariance matrix.
The sigma point χ i is processed through the nonlinear system model to generate a transformed sample, and the mean and covariance of the predicted state can be calculated aŝ
A set of new sigma points χ j i,k|k−1 is re-selected based on the meanx j (k|k − 1) and the corresponding covariance P j (k|k − 1) similar to (6) , and the transformed sigma points for measurement are:
The predicted measurement and its corresponding covariance matrix are described aŝ
The cross-covariance between the predicted state and measurement can be calculated as
The state estimatex(k|k) and corresponding error state covariance matrix P(k|k) are updated as follows:
C. MODEL PROBABILITY UPDATE PROCESS
The model probability µ i (k) is updated according to the model likelihood and model transition probability by
D. COMBINATION PROCESS
The state estimates and covariance of the subfilter model are combined into the overall state and covariance as follows:
The detailed derivation of the IMM algorithm is given in [22] .
IV. COMPENSATION ALGORITHM FOR MODELING UNCERTAINTY IN THE IMM FILTER
The proposed compensation algorithm for modeling uncertainty in the IMM filter is motivated by the basic idea of the strong tracking filter (STF) [28] . However, the original STF approach is not directly applicable to the multimodelbased estimation problem since the STF does not consider the effect of the interaction between models in a multimodel problem. Thus, the proposed compensation algorithm is modified to address the subfilter model of the IMM filter to handle the multimodel-based estimation problem with modeling uncertainty.
A. BRIEF REVIEW OF THE ORTHOGONAL PRINCIPLE IN THE IMM FILTER
Let ε j (k) = x(k) −x j (k|k) be the state estimation error in the j-th subfilter at time k, and assume that
In the standard Kalman filter where the mode sequence for the model is available, it is straightforward to prove that the estimation error ε j (k) is orthogonal to its innovation ν j (k). Reference [29] , [30] demonstrated that the estimation error ε j (k) is also orthogonal to its innovation ν j (k) in the j-th subfilter model of the IMM filter when the system model is correct, which is used to derive the model uncertainty compensation algorithm in the following subsection.
For the clarity and completeness of the remainder of this subsection, the orthogonality principle of the j-th subfilter model of the IMM filter derived in reference [29] , [30] is briefly reviewed. In this subsection, instead of a nonlinear system and measurement equation, we use a linear system and measurement equation for simplicity (i.e.,
The model-matched subfilter determines primarily the estimation performance of the IMM filter, as the mode probabilities of the unmatched subfilters are relatively small. Therefore, when calculating the inner product of the innovation sequence under the true subfilter modelsĩ andj at time instants k − 1 and k, respectively, defined as I <j,ĩ> (k|k − 1), the innovation sequence of the unmatched subfilters can be neglected, thus yielding the following [30] :
where
is the innovation sequence in thej-th subfilter model. Substituting x(k) and z(k) into the system and measurement equations yields
wherex 0j (k − 1|k − 1) is the mixed input to the j-th subfilter.
In the standard Kalman filter, it is straightforward to verify that (9) equals zero (i.e., I <j,ĩ> (k|k − 1) = 0). However, the inputx 0j (k − 1|k − 1) to the subfilter in the IMM filter, in contrast tox(k − 1|k − 1), is computed by mixing all previous estimates according to the corresponding mode probability µ ij (k −1|k). In this sense, (9) is no longer equal to zero [29] . According to (3), the mode probability µ ij (k − 1|k) satisfies the following property:
With this property, I <j,ĩ> (k|k − 1) specified by (9) can be equivalently rewritten as
By extracting the terms with respect to the true mode i, (10) becomes
In addition, the term ε˜i(k − 1) in (11) can be decomposed as
wherex˜i(k − 1|k − 2) is the predicted estimate at time k − 1 and K˜i(k − 1) is the corresponding Kalman gain. Following the definition of the innovation sequence, we obtain
We introduce an intermediate variable,
The Kalman gain can be computed by
Thus, we can obtain the following result [30] :
Equation (13) implies that the estimation error ε˜i(k) with respect to theĩ-th model is orthogonal to the corresponding innovation ν˜i(k) if the model used in the filter perfectly matches the true model [30] . This important property provides the basis for deriving the modeling uncertainty compensation algorithm of the IMM filter in the following subsection.
B. MODELING UNCERTAINTY COMPENSATION ALGORITHM
According to the orthogonality principle in (13), the estimation error is orthogonal to the innovation sequence when the theoretical subfilter model in the IMM filter exactly matches the actual true model [31] . However, with uncertain model parameters, (13) is no longer a valid property because (8) cannot be transformed into (9) . Thus, a time-variant compensation parameter for modeling the uncertainty λ is introduced as in [32] , which modifies the mixed variance P 0j (k −1|k −1) specified by (4) before filtering as
whereP denotes the modified variance by the uncertainty compensation operation.
To satisfy the orthogonal principle, λ j must be determined to satisfy (13) under the dominating subfilter of the IMM filter. This is similar to approaches like [28] and [33] that add artificial process noise into the state prediction error covariance of the Kalman filter to improve the estimation accuracy when there is a modeling mismatch, thus making the innovation sequence orthogonal to the estimation error. The filter can achieve a better balance between dependence on the system and dependence on the measurement by adjusting the Kalman gain K j (k) adaptively to yield a higher robustness to system model uncertainty. According to (5) and (7), K j (k) represents the Kalman gain matrix of the j-th dominating model, and ν j (k) represents the innovation sequence of the j-th model. As reviewed in the previous subsection, to ensure that the innovation sequence ν j (k) is orthogonal to the state estimation error ε j (k), (13) should be satisfied as follows:
Substituting the prior state estimation errorε
Using the measurement equation (2), ν j (k) can be written as
which further results in
which together with (12) yields that (15) can be rewritten as
A sufficient condition for (16) to be satisfied can be expressed as follows:
Substituting (14) into (17), the above equation can be expressed as
λ j (k) ≥ 0 exists only when the term on the right-hand side of (18) is a positive semidefinite matrix. To improve the smoothness of the state estimationx(k), a softening factor α ≥ 1 is introduced into (18) [29] , [34] , and rearranging the term yields
Taking the trace operation on both sides of (19) , the equivalent formulation is [29] 
According to [28] , S j (k) can be defined as
where 0 < ρ < 1 is a softening factor designed to give less weight to older variances [34] , and it is selected by experience as, e.g., 0.95. S 0j (k − 1) is specified by
From (14), we can see the effect of λ ≥ 1 in increasing the reliance of the subfilter j-th model on the measurement relative to the system model. Specifically, by multiplying the prior covariance by the model compensation parameter λ in the j-th subfilter of the IMM filter, the information of the system model is weighted less, and hence, the information of the measurement model is weighted more. More specifically, if there is no significant system model error, λ remains one, and it does not influence the estimation performance. On the other hand, λ ≥ 1 indicates that the model utilized in the subfilter does not exactly coincide with the model of the true system.
However, the true system can be reflected primarily under the j-th dominating subfilter model of the IMM filter [30] . Therefore, compensating P 0j (k − 1|k − 1) from (14) with λ may considerably reduce the distinctive separation between the matched and unmatched subfilter models of the IMM filter [29] . In addition, the compensation parameter under the matched subfilter models in the IMM filter should be smaller than that of the other subfilter models. Thus, to overcome this drawback [29] , [30] , the following additional minimization step is introduced:
Note that λ may be less than 1 in (22) . To avoid such a circumstance, λ can be further taken as
Fig. 1 provides a basic operational diagram of the proposed RIMM-based estimation. The proposed RIMM-based algorithm has obvious significance; when there are noticeable discrepancies between the true system model and the subfilter model used in the IMM filter, the innovation sequence is constrained to be orthogonal to the estimation error by adaptively tuning the Kalman gain. This implies that all important information in the innovation sequence is utilized so that the proposed algorithm has strong robustness to modeling uncertainties.
To calculate the time-variant compensation parameter of the EKF, we need to calculate the linearization of the nonlinear system and measurement matrix. However, the calculation of the Jacobian or Hessian matrix is not required in the UKF. The equivalent expression of the time-variant compensation parameter for (20) can be expressed as follows [35] :
where P(k|k − 1) is the state error covariance matrix before introducing the compensation parameter, P j zz (k) is the measurement covariance matrix, and P j xz (k) is the crosscovariance matrix. Substituting (23) into (20), we can obtain the following equivalent equation for the UKF.
The time-variant compensation parameter of the UKF can be obtained by (24) . It can be observed that the calculation of the time-variant compensation parameter in the above expression does not require a Jacobian or Hessian matrix to be computed. The cumulative numerical errors from the iterative modification of the mixed variance P 0j (k − 1|k − 1) specified by (4) can result in a loss of symmetry or loss of positive definiteness [36] . Thus, the following equation is utilized to guarantee positive-definite and symmetric covariance matrices after the operation of (4) [37] : 
Example 1:
Suppose that a different model 1 and model 2 are running simultaneously in the proposed IMM algorithm at times k − 1 and k, as shown in Fig. 2 , where the true node is highlighted in gray. It is shown that the estimation error ε 1 (k − 1) is orthogonal to the residual ν 1 (k − 1) and that I <2, 1> (k|k − 1) depends only on ε 2 (k − 1). Notably, the orthogonal principle (15) of the proposed IMM algorithm is valuable since it can be utilized to check whether the IMM filter is consistent or not [29] . This means that the orthogonal principle (15) should be satisfied as much as possible to guarantee the consistency of the proposed IMM filter [30] .
The differences between the proposed compensation algorithm and traditional STF are summarized as follows. The traditional STF is not directly applicable to the multimodelbased estimation problem because of its structure. However, the proposed compensation algorithm considers the mixing of the submodel filter when calculating the compensation parameter, as described in (14) . Moreover, the negative effect of compensating P 0j (k − 1|k − 1) with λ is effectively mitigated, as described in (22) . VOLUME 7, 2019 In addition, the distinctive difference between the proposed algorithm and the approaches in [29] and [30] is in how the compensation parameter λ is formulated. Equations (28) and (29) in [30] present the compensation parameter θ to modify the covariance to address the model parameter mismatch. Although the result is satisfactory to some extent, the algorithm cannot be extended into the UKF since the compensation parameter is multiplied by the weighted twonorm of the covariance. However, the proposed algorithm can easily be extended into the UKF or another approximate Bayesian filter such as the cubature Kalman filter (CKF) as shown in (24) .
Moreover, the proposed compensation parameter can adaptively tune the Kalman gain matrix according to the innovation sequence. Thus, a high tracking performance can be achieved when faced with abrupt state changes caused by model mismatch. The effects of the compensation parameter have rarely been discussed in previous research, and we thoroughly analyze the effect of the compensation parameter via numerical simulation in the next section.
V. NUMERICAL SIMULATION
To assess the effectiveness of the proposed RIMM algorithm, two simulation scenarios of a maneuvering target tracking problem with artificial uncertainty are considered. To track the maneuvering target, two models are utilized by each subfilter in the IMM filter: a uniform motion model and a coordinated turn model in the horizontal plane. The proposed algorithm is compared with the conventional IMM-EKF and IMM-UKF algorithms.
A. UNIFORM MOTION MODEL
The uniform motion (UM) model with a nearly constant velocity in discrete time can be described as follows [38] : (25) where T s is the sampling time interval and the state of the target (x) is defined as
The first two states (ξ , η) refer to the x-axis and y-axis positions on the horizontal plane, respectively, and the last two states (ξ k ,η k ) are the velocities in the directions of the x-axis and y-axis, respectively. w(k) UM is the zero-mean Gaussian white noise used to represent relatively small accelerations with an appropriate covariance Q(k) UM . It is assumed in the UM model that only x-axis and y-axis position measurements are available as follows:
where υ(k) is zero-mean white Gaussian measurement noise.
B. COORDINATE TURN MODEL
The turning motion of a target usually follows a pattern termed a coordinated turn (CT), which is characterized by a nearly constant turn rate and a constant speed [22] . The CT model may be considered to be a nonlinear model if the turn rate of the target is unknown. In the CT model, the state vector needs to be augmented to include the turning rate as x = [ξ ηξη ] T . The coordinated turn model is then represented by the following [39] :
The measurement equation of the CT model is assumed to be the same as that of the UM model in that only x-axis and y-axis position measurements are available. Note that the states of the UM and CT models of the IMM algorithm differ; that is, the turning rate from the state of the UM model is added to the state of the CT model, but the measurement model is the same as shown in equation (26) for the UM and CT models. (25) through (27) are used to generate the true navigation trajectory and their corresponding measurements. Note that the average velocity of the maneuvering target in the simulation scenario is designed to be consistent with the experiment described in Section VI. The resulting trajectory is plotted in Fig. 3 . The variance of the process noise for the UM model is set to Q(k) UM = 0.01, and the variance of the process noise for the CT model is set to Q(k) CT = 0.15. The measurement noise variance for the UM and CT models is set to R = diag([0.05 0.05]). Note that the target motion is designed to be extremely slow compared to the conventional ATC scenario in this simulation to highlight the effects of the modeling uncertainty.
The initial state estimate is chosen randomly from the Gaussian distribution N (x(0) The initial model probabilities are set to µ(0) = 0.95 0.05 .
D. EVALUATION
In this simulation, 1,000 independent Monte Carlo runs of the conventional IMM-EKF/IMM-UKF algorithms and the proposed robust IMM-EKF (RIMM-EKF)/UKF (RIMM-UKF) algorithms are performed and analyzed. All filters are programmed with MATLAB 2017b on a PC with an Intel Core i7-6500U CPU at 2.50 GHz. The root mean square error (RMSE), averaged RMSE (ARMSE), and averaged absolute value of biases (AAVB) of the position metrics are utilized to evaluate the performance:
where T and M refer to the simulation duration and iteration number of the Monte Carlo simulation, respectively; (ξ, η) is the true value of the target position; and (ξ ,η) is the estimated position at time k in the m-th Monte Carlo simulation. The RMSE, ARMSE, and AAVB of the velocity can be formulated in the same manner. The AAVB performance metric is often utilized to analyze the bias of state estimates. In other words, a smaller AAVB means that the state estimate is more likely to be unbiased [41] . In this simulation, to demonstrate the validity of the proposed RIMM filter under modeling uncertainty, four different test cases, such as inaccurate covariances of the process noise for the UM model (Scenario 1) and CT model (Scenario 2), are performed, as summarized in (28) and Table 3 .
where w.p. denotes ''with probability'', CT , and ρ is the multiplier factor that represents the degree of the modeling uncertainty. Equation (28) means that w j (k) is drawn from N (0, Q(k) model ) with probability 1 − p c and N (0, ρ × Q(k) model ) with probability p c . The multiplier factor ρ depends on the simulation test scenario, as shown in Table 3 . In this simulation, p c is set to 0.7. Scenario 1 refers to a situation in which artificial modeling uncertainty is injected into the UM model, while keeping the process noise of the CT model constant, whereas Scenario 2 refers to a situation in which artificial modeling uncertainty is injected into the CT model, while keeping the process noise of the UM model constant. The RMS position and velocity errors for 1,000 Monte Carlo runs during Scenario 1 are shown in Figs. 4(a) and 4(b) , respectively. It can be observed during the time intervals of 0-4 s, 9-11 s, and 16-20 s with process noise covariance that the estimation errors of the IMM-EKF and IMM-UKF algorithms increase significantly, whereas because of the modeling uncertainty compensation algorithm, the estimation errors under the RIMM-EKF and RIMM-UKF algorithms are much smaller, leading to improved filtering accuracy. Similarly, Figs. 5(a) and 5(b) show the RMS position and velocity errors for 1,000 Monte Carlo runs during Scenario 2. It can also be observed during the time intervals of 5-9 s and 11-16 s with process noise covariance that the estimation errors of the IMM-EKF and IMM-UKF algorithms increase significantly, whereas the estimation errors of the RIMM-EKF and RIMM-UKF algorithms are much smaller, leading to improved robustness of the filter.
The ARMSEs of the position, velocity, and course heading errors and the AAVB of the position velocity obtained by each algorithm for the four test cases are summarized in Tables 1 and 2 , respectively. The ARMSEs of the position, velocity, and course heading errors obtained by the proposed RIMM-EKF and RIMM-UKF algorithms are substantially smaller than those obtained by the IMM-EKF and IMM-UKF algorithms. Furthermore, the AAVB of the position and velocity from the proposed RIMM-EKF and RIMM-UKF algorithms are smaller than those from the conventional IMM-EKF and IMM-UKF algorithms because the introduction of the modeling uncertainty compensation parameter decreases the effect of the modeling uncertainty. In addition, as expected, the UKF provides more accurate estimates than the EKF because no linearization of the coordinated turn model is required. Finally, the proposed robust algorithm has a more profound effect on the estimation performance of Case 2 than that of Case 1 because the process noise covariances of Case 2 are increased by a factor of 100.
In the compensation step, the modeling uncertainty parameter λ in the IMM filter should be automatically adjusted to effectively address the inaccuracies of the model used in the filter. Figs. 6(a) and 6(b) show the online change in the modeling uncertainty parameter λ for Scenarios 1 and 2. Note that the λ of the IMM-EKF and IMM-UKF algorithms is computed using only (21) since the modeling uncertainty compensation step is not incorporated into the IMM-EKF and IMM-UKF algorithms. It can be observed during the time intervals of 0-4 s, 9-11 s, and 16-20 s with process noise covariance that the λ values of the IMM-EKF and IMM-UKF methods increase considerably because IMM-EKF and IMM-EKF do not incorporate the modeling uncertainty compensation step. This indicates that the orthogonality (13) condition is not guaranteed because of the incorrect process noise (i.e., increased by a factor of 10 or 100) during the time intervals of 0-4 s, 9-11 s, and 16-20 s. On the other hand, the λ values of the RIMM-EKF and RIMM-UKF algorithms remain close to 1 even during the time intervals of 0-4 s, 9-11 s, and 16-20 s because the proposed algorithm determines the compensation parameter adaptively to ensure that the innovation sequences remain orthogonal to the state estimation errors, which makes (13) true and λ remain close to 1.
Figs. 7(a) and 7(b) describe the mode probability calculated in the proposed IMM filter for Scenario 1. It can be observed that compared to the true mode probability, the mode probabilities of the proposed RIMM-EKF and RIMM-UKF algorithms are lower than those of the conventional IMM-EKF and IMM-UKF algorithms. The cause of this phenomenon may be the increase in the process noise covariance during Scenarios 1 and 2. Thus, it can be concluded that the mode probability of the proposed RIMM-EKF and RIMM-UKF algorithms better describes the true trajectory of Scenario 2 than the conventional IMM-UKF and IMM-EKF algorithms. The aforementioned results can also be found in Fig. 8(a) and 8(b) for Scenario 2.
To conduct filter consistency testing, statistical hypothesis tests were implemented [22] . An acceptance region for the filter consistency testing is defined based on the fact that under the hypothesis that the filter model is correct, the normalized innovation squared (NIS) statistic follows a chi-square distribution. Specifically, when the filter is consistent, the average NIS from N independent samples is [22] :
where ν j (k) is the innovation sequence in the j-th subfilter of the IMM filter. The NIS is expected to follow a χ 2 n distribution, where n is the number of measurements (degrees of freedom). Ifε v (k) is outside the bounds of the chi-square VOLUME 7, 2019 To further analyze the credibility of the proposed algorithm, an analysis of the averaged normalized estimation error squared (ANEES) was conducted as follows [22] :
where the NEES in the i-th run is defined by
The ANEES is often used as a measure of an estimator's credibility: The closer to 1 the ANEES is, the more credible the estimator [42] . As shown in Fig. 10 , the ANEES of the RIMM-EKF and RIMM-UKF is closer to 1 than that of the IMM-EKF and IMM-UKF, although a temporary increase in the ANEES can be observed.
Figs. 9(a) and 9(b) show the NIS during Scenario 1, including the upper and lower limits of χ 2 n . In this simulation, the two-sided 95% region for an n = 2 degrees of freedom chi-square random variable is theoretically χ 2 2 (0.025), χ 2 2 (0.975) = [0.0506, 7.3778]. Because the lower limit is essentially zero, only the upper limit is of interest, and it was taken for the 5% tail rather than for the 2.5% tail, which is 7.3778. It should be noted that taking a 5% or a 2.5% tail is rather arbitrary, and the design decision is based on the confidence level. It can be observed during the time intervals of 0-4 s, 9-11 s, and 16-20 s with the process noise covariance that the NISs of the IMM-EKF and IMM-UKF are outside the bounds of the chi-square distribution for the desired confidence level (95%), whereas the NISs of the RIMM-EKF and RIMM-UKF are inside the bounds. By modifying the prior covariance by the model compensation parameter λ in the j-th subfilter of the IMM filter, the information of the system model is more lightly weighted, and hence, the information of the measurement is more heavily weighted. As a result, the undesirable impacts of the model errors are effectively minimized, thus improving the consistency of the filter and maintaining the NIS inside the bounds of the chi-square distribution, although the computational complexity of the RIMM-UKF and RIMM-EKF is slightly higher than that of the RIMM-UKF and IMM-EKF as shown in Table 4 . 
VI. EXPERIMENTAL RESULTS
To further evaluate the effectiveness of the proposed RIMM algorithm, car-mounted experiments using the TDOA measurements were conducted in an airport as follows.
A. EXPERIMENTAL SETUP
The fundamental principle of multilateration (MLAT) is the use of a hyperbolic curve and determination of a hyperbolic position by utilizing the TDOA of the received signal from at least four RUs, as shown in Fig. 11 . One of the RUs is used as a reference, and the remaining RUs are employed to calculate the position of the MU. Among several wireless network approaches in the MLAT system, TDOA was chosen to achieve a high-accuracy measurement and to decrease the complexity of the system since accurate time synchronization is not required.
The MLAT system consists of a number of RUs, which are installed in locations known a priori around an airport. The MLAT system uses 1090 MHz Mode A/C and Mode S transponder signals to receive the squitters and replies from the aircraft. The processed TDOA measurement along implemented in the CPS is our main focus, the detailed explanation of MLAT systems is beyond the scope of this paper and thus only briefly depicted in Fig. 12 . The TDOA measurements z j (k) (j = 2, · · · , m, where m is the number of receivers) between RU j and RU 1 in the MLAT system, as the measurement model of the UM and CT models, can be expressed as follows:
where ξ k and η k refer to the x and y positions of the MU at time index k. ξ j,k and η j,k refer to the x and y positions of RU j , and RU 1 refers to the reference RU. υ j (k) is zero-mean white Gaussian measurement noise of RU j . c = 3 × 10 8 ms −1 is the approximate speed of light.
To verify the proposed RIMM algorithm, car-mounted experiments were conducted. A single-antenna GPS receiver, a mode S transponder, and a UHF antenna were utilized in these experiments, as depicted in Fig. 13 . The field experiment was conducted at Hanseo University, Korea. First, the no modeling uncertainty case was considered. As shown in Fig. 14 , the navigation trajectory can be approximated as the combination of the UM and CT models. Thus, the UM and CT model is utilized as the subfilter and Q is set to diag( [10 , 10 , 5 , 5] ) and diag([10 , 10 , 5 , 5 , 1]) for the UM and CT models, respectively, and R is set to 4.5I m×m . The initial mode probabilities of the IMM filter were set to µ(0) = 0.85 0.15 . The model transition probability matrix of the IMM filter was set to p ij = 0.8 0.2 0.2 0.8 . Fig. 15 shows the mode probabilities of the UM model (model 1) and CT model (model 2) and the corresponding x and y positions. As shown, the mode probability of the conventional IMM-UKF algorithm correctly describes the true trajectory, that is, the mode probability of the CT model (model 2) rapidly increases during the turning motion of the vehicle. In addition, the position estimate of the IMM-UKF with the UM and CT models closely follows the true RTK data. Thus, the IMM-UKF with the UM and CT models (IMM-UKF (UM, CT)) is considered the true model without the modeling uncertainty.
B. EVALUATION
To assess the proposed RIMM-UKF algorithm under modeling uncertainty, two CT models corresponding to different turn rates are used, that is, −1 rad/s and 0 rad/s. As the turn rate of the CT model approaches zero, it can be regarded as an approximation of the UM model [43] . However, two CT models corresponding to different turn rates do not exactly match the true navigation trajectory, as shown in Fig. 14 . In other words, the models used in the proposed RIMM-UKF algorithm do not describe the true navigation trajectory, and thus, modeling uncertainty or mismatch against the true model exists. In the RIMM-UKF with two CT models (RIMM-UKF (CT, CT)), the initial mode probabilities were set to µ(0) = 0.85 0.15 . The model transition probability matrix of the RIMM-UKF (CT, CT) was set to p ij = 0.85 0.15 0.15 0.85 .
The logarithmic localization errors (LLEs), root mean square errors (RMSEs), AAVBs, and max absolute errors (MAEs) of the position metrics were considered to evaluate the performance. The LLE, RMSE, and AAVB are, respectively, defined as follows: Table. 5 summarizes the estimation performance results. Note that only the UKF filter is utilized as the individual subfilter in the experiment since the UKF provides more accurate estimates than the EKF. Although the estimation performance of the RIMM-UKF (CT, CT) is slightly lower than that of the IMM-UKF (UM, CT), the proposed RIMM-UKF (CT, CT) outperforms the IMM-UKF (CT, CT) in terms of the position RMSE, AAVB and MAE. Fig. 16 also depicts the LLEs of the three approaches. It can be seen that the position estimate of the IMM-UKF (CT, CT) often significantly deviates from the true trajectory, while the position estimate of the RIMM-UKF (CT, CT) closely follows the true trajectory. This deviation of the IMM-UKF (CT, CT) is attributable to the absence of the modeling uncertainty compensation. It can be concluded that the proposed RIMM-UKF (CT, CT) algorithm exhibits robustness against modeling uncertainty. 
VII. CONCLUSION
In this paper, a robust IMM is proposed for target tracking modeled by a combination of multiple linear/nonlinear stochastic hybrid systems with uncertain model parameters. An uncertainty compensation procedure is devised to change the prior variances to satisfy the proposed orthogonality condition as much as possible, thus improving the consistency of the filter. To verify the effectiveness of the proposed algorithm, numerical simulations and a car-mounted experiment in an airport using the TDOA measurement are conducted. The experimental results show that compared with the conventional IMM-EKF and IMM-UKF methods, the proposed RIMM-EKF and RIMM-UKF methods achieve better target tracking estimation accuracies with smaller biases. This result is attributable to the incorporation of the modeling uncertainty compensation algorithm, which effectively changes the covariance in the proposed robust filters, thus alleviating the undesirable influence of the inaccurate model on the state estimation solution. Therefore, it can be concluded that the proposed RIMM algorithm has strong robustness to model parameter mismatch for maneuvering target tracking with changing dynamics.
