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Analysis of multicentre trials with continuous
outcomes: when and how should centre effects
be accounted for?
Brennan C Kahana∗, Tim P Morrisa,b
In multicentre trials, randomisation is often done using permuted blocks stratified by centre. It has previously been
shown that stratification variables used in the randomisation process should be adjusted for in the analysis in order
to obtain correct inference. For continuous outcomes, the two primary methods of accounting for centres are fixed-
effects and random-effects models. We discuss the differences in interpretation between these two models, and the
implications that each pose for analysis. We then perform a large simulation study comparing the performance
of these analysis methods in a variety of situations. In total, 378 scenarios were assessed. We found that random
centre effects performed as well or better than fixed-effects models in all scenarios. Random centre effects models
led to increases in power and precision when the number of patients per centre was small (e.g. 10 patients or
less), and in some scenarios when there was an imbalance between treatments within centres, either due to
the randomisation method or to the distribution of patients across centres. With small samples sizes, random-
effects models maintained nominal coverage rates when a degrees of freedom correction was used. We assessed
the robustness of random-effects models when assumptions regarding the distribution of the centre-effects were
incorrect, and found this had no impact on results. We conclude that random-effects models offer many advantages
over fixed-effects models in certain situations, and should be used more often in practice. Copyright c© 0000 John
Wiley & Sons, Ltd.
Keywords: Multicentre trials, continuous outcomes, fixed effects, random effects, randomised controlled
trials
1. Introduction
Many randomised controlled trials (RCTs) recruit patients to multiple centres or hospitals, rather than to a single centre.
This is because it may be difficult or impossible to recruit enough patients to a single centre to fulfil the sample size
requirements in a reasonable time frame. Additionally, multicentre trials allow treatments to be tested in a variety of
different settings, allowing the study results to be more generaliseable than results from a single centre trial [1].
In multicentre trials, patients in the same centre tend to have correlated outcomes, meaning they are more similar to other
patients from the same centre than to patients from other centres. This is measured by the intraclass correlation coefficient
(ICC), which measures the proportion of the total variability explained by the between-centre variance. Larger ICC values
indicate a higher level of correlation between individuals in the same centre. This correlation can arise because of either
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differences between centres or differences between patients who present to different centres. For example, centres may
have different clinical procedures or the quality of staff may vary between centres, both of which could lead to correlation
between patient outcomes at the same centre. Conversely, patients presenting to one centre may be older and/or sicker
than patients presenting to another centre, and so will have poorer outcomes.
For these reasons, RCTs with multiple centres often use balanced randomisation (most commonly permuted blocks
within centre) to ensure similar proportions of treatment assignments across centres. It has previously been shown that
when balanced randomisation has been used, all balancing factors should be adjusted for in the analysis, otherwise the
standard errors for treatment effect will be biased upwards [2]. Therefore, if the randomisation process has balanced
on centre, it is generally recommended that centre-effects should be accounted for in the analysis. However, this can
be problematic in situations where there are few patients per centre, as this can involve estimating a large number of
parameters compared to the overall sample size.
For continuous outcomes, the two primary methods of adjusting for centre in the analysis are models using either
fixed centre-effects (FCE) or random centre-effects (RCE). FCE is the most common method of adjustment [3], however
Pickering and Weatherall have shown when many centres have very few patients, RCE can increase power [4].
The outline of this paper is as follows: Section 2 explores issues surrounding unadjusted analyses after balancing on
centre. Section 3 describes the statistical differences and differences in interpretation between FCE and RCE. Sections 4
and 5 present a simulation study comparing FCE and RCE in a variety of situations. Section 6 is a literature review of
recent trials and assesses how frequently multicentre trials were performed, the average number of patients in each centre,
and how often FCE and RCE were used in practice. Section 7 is a discussion. We restrict our attention to continuous
outcomes, and do not consider the issue of treatment-by-centre interaction.
2. Adjusted vs unadjusted analyses after balanced randomisation
When centres or prognostic factors have been balanced between treatment groups during randomisation, it is necessary to
adjust for these factors in the analysis in order to obtain valid results (i.e. correct coverage and type I error rates) [2, 5].
If an unadjusted analysis is performed after balanced randomisation, the estimate of treatment effect will be unbiased,
however the standard errors (SEs) will be biased upwards by a factor of
√
1/(1− ICC), leading to coverage and type I
error rates that are incorrect, and a reduction in power.
The amount of the bias depends on the ICC: if the ICC is small it is unlikely that an unadjusted analysis will have much
impact; for an ICC of 0.01 the SE will be biased upwards by only 1%, leading to a coverage rate of 95.2%, rather than the
nominal 95%. However, higher ICCs will have a larger impact. ICCs of 0.05 and 0.10 will lead to coverage rates of 96.1%
and 97.1% respectively. Parzen et al [5] gave an example where ignoring centre-effects after balanced randomisation led to
a SE that was biased upwards by 22%, resulting in a large difference in p-values (0.027 unadjusted vs 0.006 adjusted)[5].
Therefore, in deciding whether to adjust for centre-effects, it is necessary to consider the size of the ICC. For a small ICC,
the centre-effects can be ignored with little impact on the analysis. However, determining whether an ICC is small enough
to ignore is difficult. There are two potential approaches to the issue.
The first approach involves estimating the ICC during the analysis of the trial, and deciding whether an adjusted analysis
is necessary based on this estimate. A major concern for this approach is that it allows trialists to choose between two
potential models for presentation (where they may choose the most favourable result). Even if the method of model
selection is pre-specified (e.g. adjusting for centre-effects only if the estimated ICC is above a certain threshold), problems
may still occur, as there will inevitably be errors which result in an unadjusted analysis when the centre-effects are large
enough to cause bias. This is particularly a concern as the power to detect whether the ICC is greater than 0 will generally
be low. Therefore, basing the analysis method on results from the trial data is not recommended.
The second approach involves using prior data to estimate the likely size of the ICC. Authors have previously catalogued
ICC estimates in certain areas to help inform future studies. Adams et al [6] surveyed 1039 outcomes from 31 primary
care studies, and found the median ICC was only 0.01, which would generally be small enough to ignore in an analysis.
However, 40% of outcomes had an ICC between 0.01 and 0.055, 10% an ICC of 0.055 or higher, 5% an ICC of 0.095 or
higher, and 1% an ICC of 0.27 or higher. Cook et al [7] presented 48 ICCs from multicentre surgery trials, and found 33%
were less than 0.01, 23% were between 0.01 and 0.05, 15% were between 0.05 and 0.10, and 29% were greater than 0.10.
Over 10% of ICCs from Adams et al [6] and 44% of ICCs from Cook et al [7] were greater than 0.05, which would be
large enough to cause biased SEs, and to significantly affect coverage rates.
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It has previously been noted that ICC estimates are highly variable [7]. Therefore, the approach of estimating the ICC
value based on previous data can be problematic, as results could potentially be misleading. This issue is further explored
in the next section.
Although this paper primarily focuses on continuous outcomes, the issues of adjusted vs unadjusted analyses apply to
all outcome types, and consequently the examples in the following section uses binary endpoints.
2.1. A case study: the MIST trials
In order to explore this issue of basing the analysis method (adjusted vs unadjusted for centre-effects) on ICC estimates
from previous data, we examine ICC estimates from two previous trials.
The MIST1 and MIST2 trials [8, 9] assessed different treatments for patients with pleural effusions. MIST1 recruited
454 patients from 61 centres, and MIST2 recruited 210 patients from 11 centres. The two trials used the same
inclusion/exclusion criteria, and all centres used in MIST2 were also used in MIST1; therefore, it would seem reasonable
to use the ICC estimates from MIST1 to help inform the analysis method for MIST2. For example, one could look at
the ICC of an outcome in MIST1 to decide whether adjustment for centre-effects is necessary in MIST2. Table 1 shows
ICC estimates and 95% confidence intervals for both trials. Four outcomes are considered: mortality at 3 months, overall
mortality, referral for surgery at 3 months, and overall referral for surgery.
It is apparent from Table 1 that for both trials the ICC estimates are imprecisely estimated. The 95% CI for the ICC for
mortality at 3 months in the MIST1 trial is <0.001 to 0.88 for example. Even the most precisely estimated ICC has a CI
wide enough to be of no help: the 95% CI for surgery at 3 months was 0.01 to 0.34.
In addition, ICC estimates varied not only between the two trials (where the ICC for overall mortality was 0.13 and
<0.001 in MIST1 and 2 respectively), but also within a trial depending on the time at which an outcome was defined (e.g.
within the MIST1 trial, the ICCs for overall mortality and mortality at 3 months were 0.13 and 0.02 respectively).
This demonstrates that choosing the analysis method based on previous data can be misleading. For example, if the
situations were reversed and the ICCs for overall mortality in MIST1 and 2 were <0.001 and 0.13 respectively, we would
likely not adjust for centre-effects in MIST2. However, ignoring centre-effects when the ICC was 0.13 would lead to a SE
that was biased upwards by 15%.
Given how imprecise ICC estimates are, and the fact they can vary both between trials, and even within trials depending
on when they are measured, we do not recommend basing the decision of whether to adjust for centre-effects on ICC
estimates from previous data. Instead we recommend that when centre has been balanced on during randomisation, it is
prespecified in the protocol or statistical analysis plan that centre-effects will be accounted for in the analysis.
3. Fixed and Random centre-effects
3.1. Differences in interpretation
The two primary methods of adjusting for centre with a continuous outcome are FCE and RCE. A major difference
between them is the way in which they treat the centres. FCE treats centres as fixed factors, no different to other covariates
such as age or gender. RCE however assumes the centre-effects are random variables that follow some distribution
(generally a normal distribution).
The chosen method of analysis (FCE vs RCE) can be important if the centre-effects themselves are of interest (e.g.
testing one specific centre against another vs estimating the overall variability of the centre-effects would lead to different
analysis choices). However, in the context of RCTs, centre-effects can be regarded as a nuisance parameter, as the primary
goal is to estimate the treatment effect. From this perspective, either FCE or RCE are adequate choices.
It has previously been argued that one advantage of RCE is they allow the results to be generalised to centres not
involved in the trial [4, 10] (as opposed to FCE where the results would only apply to those centres that took part in the
trial). However this argument assumes that trial centres were randomly sampled from a wider population of centres. This
will rarely, if ever be the case in RCTs, as centres are carefully selected on the basis of their ability to recruit patients and
to adhere to the trial protocol.
It is interesting to note that both FCE and RCE can be used to account for individual patient-effects in crossover trials
with a continuous outcome. However, the idea that RCE could generalise the results to a wider population of patients than
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those included in the trial has, to our knowledge, not been raised [11, 12], and the estimated treatment effects from both
models are regarded as giving the same interpretation.
We would therefore argue that using RCE does not allow the treatment effect to be generalised to centres outside of
the trial, meaning that estimated treatment effects from both FCE and RCE analyses have the same interpretation. Any
generalisation to patients or centres outside the trial should be done on the basis of external validity, rather than on the
basis of a particular statistical model.
3.2. Differences in analysis
The primary difference in estimating a treatment effect between the two methods is FCE rely solely on within-centre
comparisons (a treatment effect is estimated within each centre separately, and the results are then combined), whereas
RCE combine within and between-centre estimates.
From Senn [13] and Jones et al [14], the formula for estimating a treatment effect using FCE is:
βˆwithin =
c
∑
i=1
widi (1)
where c is the number of centres, wi = ni∑ci=1 ni , di is the mean treatment difference in centre i, and ni is the number of
patients recruited to centre i. The above formula assumes that the standard deviation (SD) of the outcome is the same
across all centres.
RCE use both the within-centre estimate (as above), and the between-centre estimate. From Rabe-Hesketh and Skrondal
[15], the between-centre treatment effect is estimated by first calculating the mean response for each centre. A regression
model is run with each centre being treated as an observation, the mean response from each centre as the outcome, and
the proportion of patients on the treatment of interest in each centre as a covariate. The resulting regression coefficient is
the between-centre treatment effect.
The formula for calculating the treatment effect using RCE is:
βˆrandom = (1−m)βˆbetween +mβˆwithin (2)
where
m=
ˆSE(βˆbetween)2
ˆSE(βˆbetween)2 + ˆSE(βˆwithin)2
(3)
This combines the within and between-centre estimators of treatment effect.
3.3. Implications of each analysis
Because FCE use a strictly within-centre comparison, centres where all patients are assigned to only one treatment arm
by chance are not used in the estimate of the treatment effect. However, these centres do contribute to the estimate of
the residual SD, provided they recruit more than one patient. Centres that recruit only one patient do not contribute to
either the estimate of treatment effect or the residual SD (i.e. the patient is dropped from the analysis entirely). In contrast,
centres where all patients are assigned to only one treatment arm contribute to both the estimate of treatment effect and
residual SD when using RCE, even if only one patient is recruited to the centre.
Because FCE rely on within-centre comparisons, the distribution of the centre-effects has no impact on the analysis.
The estimated treatment effect and SE for treatment effect will be exactly the same regardless of the centre-effects
(including the case of centre-effect outliers). When using RCE, the variance of the centre-effects is used in the inference
and estimation of the treatment effect, so different centre-effects could lead to different results.
Inference for FCE relies on the t-distribution, so it is reliable even in small sample situations (provided the patient level
residuals are normally distributed). Inference for RCE relies on asymptotic results, and may not perform well in small
sample situations. In particular, RCE use the normal distribution for inference rather than the t-distribution, which may
result in confidence intervals that are too narrow and p-values that are too small, leading to type I error rates that are too
high. However, it is unclear whether this is an issue for multicentre trials, many of which recruit at least 100 patients.
A number of modifications to the inference for RCE are available. These typically involve using the t-distribution for
inference rather than the normal distribution. There are several different methods available for calculating the degrees
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of freedom for the t-distribution. A simple method involves using the same residual degrees of freedom as when using
FCE. This is calculated as the number of patients minus the number of parameters (including the number of centres). For
example, a trial with 100 patients across 10 centres that fit only a treatment effect in the model would have 89 degrees of
freedom. SAS has several different methods of calculating the degrees of freedom for RCE, however, most other major
software packages do not offer any degree of freedom corrections, and instead rely on the normal distribution, which
assumes either the variance is known or the sample size is large (e.g. Stata, R, and MLwiN).
4. Simulation study
A simulation study was performed to compare FCE and RCE in a variety of situations. Three primary situations were
considered: (1) when the sample size is small compared to the number of centres (i.e. when many centres contain very
few patients); (2) when the sample size is large compared to the number of centres (i.e. when most centres contain a large
number of patients); and (3) when there are very few centres. These scenarios are described further in sections 4.1–4.3.
We generated data from the following model:
yi j = α+β ti+u j+ εi j (4)
where β is the treatment effect, ti is an indicator of the treatment assignment for the ith individual, u j is the centre
effect for centre j, and follows a normal distribution with mean 0 and standard deviation σ j, and εi j is the residual for
patient i in centre j, and follows a normal distribution with mean 0 and standard deviation σi. u j and εi j were generated
independently. The treatment effect was set to give 80% power based on the sample size and the residual SD (ignoring
centre-effects).
For each scenario, we varied the following parameters:
• The ICC: values of 0.01, 0.05, and 0.10 were used. The residual SD (σi) was held constant at 1, and σ j was varied
to give the desired ICC.
• The overall number of patients and number of centres (this is described further in sections 4.1–4.3, and in the online
appendix).
• The method of randomisation. Three different methods were used: (1) permuted blocks within centre with a block
size of 4; (2) permuted blocks within centre with a block size of 16; and (3) simple randomisation.
• The distribution of patients across centres, i.e. whether most patients were concentrated in a select few centres, and
the remaining centres had relatively few patients (skewed patient distribution), or there was a relatively even number
of patients in all centres (even patient distribution). More information can be found in the online appendix.
We used three methods of analysis: (1) FCE; (2) RCE with inference based on the normal distribution (using a Wald
test); and (3) RCE with inference based on the t-distribution, using the same degrees of freedom (DF) as in a FCE analysis.
All RCE models were estimated using restricted maximum likelihood.
Different analyses were compared in terms of (1) % bias in the SEs [16]; (2) coverage (proportion of times the 95%
CIs contained the true treatment effect); (3) power; and (4) relative efficiency of RCE compared to FCE (calculated as the
empirical SE of FCE divided by the empirical SE of RCE). 8000 replications were used for all scenarios in order to give
a SE of less than 0.25% when estimating the coverage, assuming the true coverage is 95%.
Additional results for each set of simulations is available in the online appendix. All simulations were performed using
Stata 12.1. There were no convergence issues for either FCE or RCE in any scenario.
4.1. Few patients per centre
We simulated data based on the following six patient-centre combinations (where c denotes the number of centres, and n
denotes the total sample size); 1) c= 50, n= 100; 2) c= 100, n= 200; 3) c= 50, n= 150; 4) c= 100, n= 300; 5) c= 50,
n = 200; and 6) c = 100, n = 400. Scenarios 1–2 had on average two patients per centre, scenarios 3–4 had on average
three patients per centre, and scenarios 5–6 had on average four patients per centre. The number of patients in each centre
for each scenario can be found in the online appendix.
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4.1.1. Extension to three treatment arms Many trials compare three or more treatments. In this setting, the important
consideration is the number of patients available for each treatment arm per centre, rather than the number of patients per
centre. For example, an average of six patients per centre may seem adequate. However, it is conceivable that in some
centres all patients are randomised to two treatment arms and none to the third, particularly if large block sizes are used.
These centres would then not contribute to any estimate of treatment effect involving the third treatment arm in a FCE
analysis, and so in situations where the number of patients per treatment arm in each centre is small, a RCE analysis may
be preferable.
We simulated data based on the following six patient-centre combinations; 1) c= 50, n= 150; 2) c= 100, n= 300; 3)
c= 50, n= 300; 4) c= 100, n= 600; 5) c= 50, n= 450; and 6) c= 100, n= 900. Scenarios 1–2 have an average of one
patient per treatment per centre, scenarios 3–4 have an average of two patients per treatment per centre, and scenarios 5–6
have an average of three patients per treatment per centre. The number of patients in each centre for each scenario can be
found in the online appendix.
4.2. Many patients per centre
We simulated data based on the following six patient-centre combinations; 1) c = 25, n = 250; 2) c = 50, n = 500; 3)
c = 100, n = 1000; 4) c = 15, n = 375; 5) c = 25, n = 625; and 6) c = 50, n = 1250. Scenarios 1–3 have on average 10
patients per centre, and scenarios 4–6 have on average 25 patients per centre. See the online appendix for the number of
patients in each centre for each scenario.
4.3. Few overall centres
We simulated data based on the following six patient-centre combinations; 1) c= 5, n= 100; 2) c= 10, n= 200; 3) c= 5,
n = 250; 4) c = 10, n = 500; 5) c = 5, n = 375; and 6) c = 10, n = 750. Scenarios 1–2 have an average of 20 patients
per centre, scenarios 3–4 have an average of 50 patients per centre, and scenarios 5–6 had an average of 75 patients per
centre. Only a balanced distribution of patients across centres was used. See the appendix for the number of patients in
each centre for each scenario.
4.4. Simple randomisation
When simple randomisation (or any other method of randomisation that does not balance on centre) is used, valid inference
can be obtained even if centre-effects are not accounted for in the analysis. However, when the centre-effects are associated
with outcome (i.e. a non-zero ICC), an adjusted analysis will generally result in more power and precision. We therefore
compared FCE, RCE, and unadjusted analyses after simple randomisation was used in order to determine which methods
of analysis were preferable. These analysis methods were compared using all scenarios described in sections 4.1–4.3.
4.5. Sensitivity analyses
4.5.1. Very large number of patients per centre We performed a set of simulations to compare FCE and RCE when there
was a very large number of patients per centre. Simulations were performed as above. We used the following scenarios:
1) c= 25, n= 2500; and 2) c= 100, n= 10,000. Both scenarios had an average of 100 patients per centre. We used both
balanced and skewed patient distributions for each scenario, and set the ICC to 0.05 for all simulations.
4.5.2. Non-normal centre effects and centre outliers We performed another set of simulations to determine how robust
RCE are to departures from assumptions concerning the distribution of the centre-effects. Non-normal centre-effects for
u j were simulated using a t-distribution with 3 degrees of freedom or a Chi-square distribution with 1 degree of freedom.
Centre outliers were simulated using a normal distribution, and replacing the value of one of the centre-effects with five
times the between-centre SD.
All simulations were generated in the same way as in section 4, except when generating non-normal centre-effects, the
between-centre SD (σ j) was held constant (based on the variance of the chosen distribution) and the patient level residual
SD (σi) was chosen to give the desired ICC.
Only a subset of the previous centre-sample size combinations were used, and all ICCs were set to 0.05. We used the
following scenarios: 1) c= 50, n= 100; 2) c= 100, n= 400; 3) c= 25, n= 250; 4) c= 50, n= 1250; 5) c= 5, n= 100;
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and 6) c= 10, n= 750. We used both balanced and skewed patient distributions for all scenarios, apart from 5 and 6 where
only a balanced distribution was used.
4.5.3. When all centres have at least one patient on each treatment arm In our simulations involving a small number of
patients per centre, some centres would not recruit patients to both treatment arms, and would therefore be excluded from
a FCE analysis. We performed another set of simulations to compare FCE and RCE when all centres recruited at least one
patient to each treatment arm. We used 1) c = 25, n = 100; and 2) c = 25, n = 250. For scenarios 1 and 2, we set each
centre to recruit 4 and 10 patients respectively. The block sizes were set to 6 and 18 respectively so that each centre would
always recruit at least one patient from each arm. An ICC of 0.05 was used for all simulations.
4.5.4. Simulations based on FCE Until now, we generated centre-effects based on a RCE model. We performed a set of
simulations to determine whether RCE models were robust to centre-effects based on a FCE model. Centre-effects were
based on the MIST2 trial [9]. We generated 210 patients across 11 centres. The within-centre SD was set to 15.8. The
number of patients in each centre can be found in the online appendix.
5. Simulation study results
5.1. Few patients per centre
Eighteen scenarios (accounting for different ICCs, randomisation methods, and patient distributions across centres) were
considered for all six combination of centres and patients (108 scenarios in all). Figure 1 shows the median, minimum,
and maximum estimates for power, coverage, % bias in the SEs, and relative efficiency from these 18 scenarios for each
centre-sample size combination.
The % bias in the estimated SE was small for both FCE and RCE, although RCE was biased downwards by
approximately 2-3% in some scenarios. Coverage rates for FCE were nominal across all scenarios (range 94.3 to 95.5).
RCE gave slightly lower than nominal coverage with two patients per centre (e.g. for c=50, n=100, the median coverage
across 18 scenarios was 94.4, range 93.9 to 94.8). However, RCE with a DF correction provided closer to nominal coverage
in these scenarios (e.g. for c=50, n=100, the median coverage across 18 scenarios was 95.0, range 94.5 to 95.4). With larger
samples, RCE gave close to nominal coverage. Coverage rates were not affected by ICC, randomisation method, or patient
distribution across centres.
Figure 2 shows power results across different scenarios for an ICC of 0.05. Using RCE (with or without a DF correction)
gave greatly increased power compared to FCE in most situations. The median increase in power using RCE compared
to FCE across all 108 scenarios was 13.9% (IQR 9.4 to 20.7%; range 2.1 to 30.2%). Differences were less extreme with
larger sample sizes, an even patient distribution, and a block size of 4, though still favoured RCE. Differences in power
between RCE with and without a DF correction were minimal. RCE was more efficient than FCE in all situations, although
the difference was small with larger numbers of patients per centre, an even patient distribution, and a block size of four
(median relative efficiency 1.16, range 1.02 to 1.43).
5.2. Few patients per centre (3 treatment arms)
Figure 3 shows the median, minimum, and maximum estimates for power, coverage, % bias in SEs, and relative efficiency
from across the 18 scenarios used for each centre-sample size combination.
FCE and RCE both gave unbiased estimates of the SE across all scenarios. Coverage rates were close to nominal for
all analysis methods, although RCE with a DF correction did generally give slightly better results than RCE in scenarios
with only one patient per treatment per centre.
Power results across different scenarios with an ICC of 0.05 are shown in Figure 4. RCE gave increased power compared
to FCE (median increase across all 108 scenarios 5.3%; IQR 3.1 to 12.5%; range 0.4 to 18.4% ), although the difference
was small for scenarios with a block size of four, an even patient distribution across centres, and larger numbers of patients
per treatment per centre. Results for relative efficiency were similar to results for power, in that RCE gave better results in
all scenarios, though the difference was negligible in some cases (median 1.06, range 1.01 to 1.32).
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5.3. Many patients per centre
Figure 5 shows the median, minimum, and maximum estimates for power, coverage, % bias in the SEs, and relative
efficiency from across the 18 scenarios used for each centre-sample size combination.
Both FCE and RCE gave unbiased estimates of the SE across all scenarios, and coverage results were nominal using all
three analysis methods (FCE, RCE, and RCE with a DF correction).
RCE provided small gains in power (median increase 1.5%; range -0.1 to 4.7%), particularly with only 10 patients per
centre (median 2.3%; IQR 1.6 to 3.2%). With 25 patients per centre the difference in power was minimal (median 0.5%;
IQR 0.2 to 0.8%).
With 10 patients per centre, RCE were upwards of 5% more efficient than FCE, although with a small block size and
even patient distribution the difference is negligible. With 25 patients per centre, RCE were approximately 2.5% more
efficient, although in most scenarios the difference was negligible. There were no occurrences of FCE being more efficient
than RCE.
5.4. Few overall centres
Both FCE and RCE gave unbiased estimates of the SE across all scenarios, and coverage was close to nominal using all
three analysis methods, although a DF correction gave slightly improved coverage rates for RE. Power results were similar
for all analyses methods, although RCE gave very slight improvements. Efficiency was similar for both FCE and RCE.
5.5. Simple randomisation
Each method of analysis gave unbiased SEs and correct coverage. RCE gave higher power compared to FCE and
unadjusted analyses in all scenarios. Compared to FCE, RCE increased power by a median of 1.9% (IQR 1.1 to 3.4%) in
trials with many patients per centre, and 0.8% (IQR 0.3 to 1.2%) in trials with a small number of centres. With a small
number of patients per centre, results were similar to those in sections 5.2 and 5.1.
When the ICC was low (i.e. 0.01), the difference in power between RCE and an unadjusted analysis was negligible. In
trials with many patients per centre, RCE led to a median increase in power of 1.2% (IQR 1.1 to 1.3%) with an ICC of
0.05, and 2.9% (IQR 2.3 to 3.4%) with an ICC of 0.10. Similar results were seen in all other scenarios.
5.6. Sensitivity analyses
5.6.1. Very large number of patients per centre There was no difference between FCE and RCE in terms of % bias in
SEs, coverage, power, or efficiency.
5.6.2. Non-normal centre effects and centre outliers RCE were robust to both non-normal centre-effects and centre
outliers. For a t-distribution with three degrees of freedom, SEs were unbiased across all 30 scenarios. Coverage rates
were close to nominal, however improved when a DF correction was used (range 94.0 to 95.6% for RCE, and 94.5 to
95.7% for RCE with a DF correction). Likewise power and relative efficiency were unaffected (76.0 to 81.1% for RCE
with a DF correction for power; 1.00 to 1.38 for relative efficiency).
Similar results were seen with a Chi-square distribution and for centre outliers (results not shown), indicating RCE are
robust to assumptions concerning the distribution of centre-effects.
5.6.3. When all centres have at least one patient on each treatment arm Both FCE and RCE gave nominal coverage rates
and unbiased SEs. RCE led to higher power than FCE in both scenarios (5.1% for 4 patients per centre, and 1.4% for 10
patients per centre.
5.6.4. Simulations based on FCE Both FCE and RCE gave good results for coverage and estimated SEs, although power
was slightly higher with RCE (between 0.5 and 1.4% depending on the randomisation method).
6. Literature review
We carried out a literature review to assess how frequently multicentre trials are performed and the average number of
patients per centre. When more than two treatment groups were used we summarised the average number of patients per
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treatment per centre. For trials with a continuous primary outcome, we also assessed whether randomisation was balanced
on centre, and if so, whether centre was adjusted for in the analysis and whether FCE or RCE models were used. We
hand-searched The Lancet, BMJ, NEJM, and JAMA between January and December 2010 for reports of parallel group,
individually randomised trials. We excluded cluster randomised, crossover, non-randomised, single-arm, and phase I or
II trials. Articles reporting single centre studies, secondary analyses, interim analyses, or results that had been previously
published in 2010 were also excluded, as were articles that did not state the number of centres involved. Although we
recorded whether the primary outcome was continuous or not, we also assessed trials whose primary outcome was not
continuous as we felt most of these trials would likely have continuous secondary outcomes.
After excluding single-centre trials (n= 22) and trials that did not report the number of centres (n= 30), we identified
176 eligible trials. The majority of trials had only two treatment groups, however 31 trials (18%) used three or more
treatment groups.
The median number of centres was 20.5 (IQR 8 to 71). Twenty four trials (14%) had fewer than 5 centres, 32 (18%)
had between 5 and 10 centres, 38 (22%) had 11–25 centres, 27 (15%) had 26–50 centres, 24 (14%) had 51–100 centres,
and 31 (18%) had more than 100 centres.
The median number of patients per trial was 596 (interquartile range 300 to 1563), and only 5 trials (3%) had fewer
than 100 patients. For trials with two treatment groups, the median number of patients per centre was 26.6 (interquartile
range 11.1 to 80.0). Only three trials (2%) had an average of four or fewer patients per centre, although 31 trials (21%)
had between 5 and 10 patients per centre. Twenty six trials (18%) had 11–20 patients per centre, 31 (21%) had 21–50, and
the remaining 54 (37%) more than 51.
For trials with three or more treatment groups, the median number of patients per treatment group per centre was 3.9
(interquartile range 1.8 to 17.3). Thirteen trials (42%) had an average of three or fewer patients per treatment per centre.
Six trials (19%) had 5–10 patients per treatment per centre, 5 (16%) had 11–20, 4 (13%) had 21–50, and the remaining 3
(10%) had 51 or more.
Forty six trials had a continuous primary outcome, 21 (46%) of which used centre as a balancing factor in the
randomisation. The majority of trials that used centre as a balancing factor reported adjusting for centre in the analysis
(13/21; 62%). Of the 13 trials that used an adjusted analysis, 10 (77%) reported using a FCE, one (8%) reported using
RCE, one used a stratified rank-sum test, and one did not report the method of adjustment.
7. Discussion
Multicentre trials are common in practice, and pose unique challenges to the analysis of trials. If balanced randomisation
is used to ensure treatment assignments are balanced within centres, then the centre-effects should be accounted for in the
analysis. Failure to do so can result in SEs for treatment effect that are biased upwards, leading to confidence intervals that
are too wide, and a reduction in power [2]. In many trials the ICC is small, and so an unadjusted analysis may lead to valid
results, however this will not generally be known prior to trial commencement. Additionally, previous reviews [6, 7] have
shown that a significant proportion of ICCs are large enough to affect coverage rates. Therefore, when centre is balanced
on during randomisation, the protocol and statistical analysis plan should pre-specify that centre-effects will be accounted
for in the analysis. If they are not accounted for in the analysis, this decision should be justified. We found that 38% of
trials which used centre as a balancing factor in the randomisation and had a continuous outcome did not adjust for the
centre-effects in the analysis, meaning that the results from these trials may be overly conservative.
We have used simulation to compare FCE and RCE as methods of adjusting for centre-effects in a variety of situations,
and have accounted for different numbers of centres, different numbers of patients per centre, different ICCs, and differing
patient distribution across centres. In total, we considered 378 scenarios.
In all scenarios, RCE were either superior to FCE, or the two methods were equivalent. There were no scenarios where
FCE were preferable. The primary advantages of RCE was an increase in power and efficiency compared to FCE. These
advantages were substantial in trials with a small number of patients per centre (e.g. reductions in power from 80% to
50-60% with 50 centres and 100 patients using FCE). RCE also performed better in scenarios where there was imbalance
between treatment assignments within centres, which was the case with a skewed patient distribution or with a block size
of 16. The increase in power and efficiency from RCE was in part due to FCE analyses excluding patients from centres that
only recruited to one treatment arm. However, even when all centres recruited patients to both arms, RCE still increased
power, likely due to the incorporation of between-centre information to the analysis.
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Despite these advantages, the coverage with RCE was too low in scenarios with a small number of patients per centre.
However, using RCE with a DF correction provided nominal coverage, and maintained advantages in power and efficiency
compared to FCE. Therefore, when using RCE with small sample sizes, or with a small number of patients per centre,
we recommend using a DF correction to ensure nominal coverage. Further research is required to determine which DF
correction is best; although the simple correction used in our simulations is easy to implement and gave good empirical
results, there is (to our knowledge) no theoretical basis to show it will give good results in scenarios outside of those
studied in this paper. One procedure which does have a theoretical basis is the Kenward-Roger DF correction, which not
only corrects the DF used, but also adjusts the estimated SE. Given we found estimated SEs to be too low for RCE with
very few patients per centre, the Kenward-Roger DF correction may be ideal in these circumstances, particularly in trials
with fewer than 100 patients. This DF correction is however only currently available in SAS.
Although RCE were most beneficial with a small number of patients per centre, these scenarios were relatively rare
for trials with only two treatment arms. Our literature review showed that only 2% of trials with two treatment arms had
four or fewer patients per centre. However, for trials with three or more treatment arms, the median number of patients
per treatment in each centre was 3.9, and 42% of trials had three or fewer patients per treatment in each centre. Our
simulations indicate that RCE may provide substantial benefits in these trials, and in trials with up to 10 patients per centre
in the two-arm setting. We found that 21% of trials had between 5–10 patients per centre, and so RCE could also be
beneficial in these scenarios.
RCE also offer advantages with skewed patient distributions across centres, as this will inevitably lead to more
unbalanced treatment assignments within smaller centres. It is unclear how often balanced or skewed patient distributions
occur in practice, and it is likely that in many trials the patient distribution lies somewhere between the two scenarios
we have used in our simulations. However, in our experience, trials with a large number of centres tend more towards
the skewed patient distribution. There are several potential reasons for this: (1) centres usually start recruiting at different
times throughout the trial, so some will have a longer time frame for recruitment; (2) centres vary in size, and some centre
may recieve more eligible patients; and (3) some centres may be more enthuasiastic about the trial than others, and may
put more effort into recruitment.
One concern about RCE is it makes additional assumptions regarding the distribution of centre-effects. However, we
found RCE to be robust to non-normal centre-effects and to centre outliers. Neither extreme skewness or heavy tails in the
centre-effects had any impact on results.
When there was a small number of centres (i.e. 5 or 10) or a large number of patients per centre (25 or more), RCE and
FCE performed equally well in terms of coverage, power, and efficiency, regardless of patient distribution, block size, or
ICC. Fifty eight per cent of trials had more than 20 patients per centre, indicating that in the majority of trials, either RCE
or FCE are adequate choices.
When centre has not been balanced on during randomisation (e.g. if simple randomisation or permuted blocks ignoring
centre has been used), ignoring centre-effects in the analysis will still lead to valid results. However, when the ICC is
non-zero, an analysis that adjusts for the centre-effects will be more powerful, and as the size of the ICC increases, so will
the amount of power that can be gained from an adjusted analysis. RCE are superior to FCE and unadjusted analyses in
most scenarios, however when the ICC is very low, unadjusted analyses and RCE give similar results. Therefore, if the
ICC is expected to be moderate or large, we recommend adjusting for centre-effects using RCE. If the ICC is expected to
be small, either RCE or an unadjusted analysis can be used. This decision should be pre-specified prior to analysis.
One interesting issue is the implication of FCE when some centres contain only one patient. These patients will be
dropped from the analysis entirely which goes against the intention-to-treat principle, which dictates that all patients are
included in the analysis. Additionally, the ethical implications of this are unclear. It is recognised that patients who enter
a trial do not necessarily benefit themselves (as the treatment they receive could be less beneficial than standard care, or
even harmful), but their information will be used to benefit future patients by helping to inform patient care. Asking a
patient to participate in a study that could prove harmful, but at the same time potentially denying them the opportunity
for their experience to benefit future patients if they happen to present to a centre where they are the only patient recruited,
is difficult to justify. RCE avoid this issue, as all patients are included in the analysis, regardless of whether they were the
only patient recruited to their centre.
Our simulation study only considered the case where there was one follow-up measurement per patient. However,
when continuous outcomes are used, the patient often has several follow-up measurements. A mixed-effects model is
generally used to take into account the correlation between measurements from the same patient. This method of analysis
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is particularly useful in the case where patients may have outcomes observed at some, but not all, timepoints. Accounting
for centre-effects using RCE would require a three-level random-effects model, which could in some circumstances be
computationally difficult. It is unclear in this scenario whether RCE or FCE is superior.
We have not considered the issue of treatment-by-centre interaction in our simulations. ICH E9 [1] suggests that
questions of treatment-by-centre interaction should not be included in the primary analysis, but should rather be regarded
as exploratory, as with other subgroup analyses. We have therefore focused on scenarios which reflect the primary analysis
and have not compared FCE and RCE models when accounting for treatment-by-centre interactions.
Given the wide variety of scenarios in which RCE provide substantial benefits over FCE, we recommend they be used
more frequently in practice. In particular, RCE should be the default option when the number of patients per centre is
small (i.e. <10), or when there are likely to be imbalances in treatment assignments within centres, either due to large
block sizes, or to a skewed patient distribution where many centres have a small number of patients.
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Table 1. ICC estimates and 95% CIs from the MIST 1 and 2 trials
Outcome MIST1 MIST2
Mortality at 3 months 0.02 (<0.001 to 0.88) <0.001 (<0.001 to 1)
Overall mortality 0.13 (0.01 to 0.58) <0.001 (<0.001 to 1)
Surgery at 3 months 0.05 (0.01 to 0.34) 0.03 (<0.001 to 0.73)
Overall surgery 0.02 (0.001 to 0.36) 0.02 (0.001 to 0.52)
Statist. Med. 0000, 00 1–13 Copyright c© 0000 John Wiley & Sons, Ltd. www.sim.org 13
Prepared using simauth.cls
