In this paper a novel distributed algorithm for blind macro-calibration in sensor networks based on consensus is proposed. The algorithm is formulated as a set of gradient-type recursions for estimating parameters of sensor calibration functions, starting from local criteria defined as weighted sums of mean square differences between the outputs of neighboring sensors. It is proved that the algorithm achieves asymptotic agreement for sensor gains and offsets in the mean square sense and with probability one. In the case of additive measurement noise, additive inter-agent communication noise and communication outages, a modification of the original algorithm is proposed. It is proved using stochastic approximation arguments that the modified algorithm achieves asymptotic consensus for sensor gains and offsets in the mean square sense and with probability one. Special attention is paid to the situation when one sensor is selected as a reference. Illustrative simulation examples are provided.
Introduction
Attention is devoted also to the convergence analysis of the proposed algorithm in the case of macro-calibration where a subset of sensors remains with fixed characteristics. In Section 4 we present some illustrative simulation results.
Notation and some definitions
 denotes the set of real numbers,  denotes the set of complex numbers, while   denotes the set of complex numbers with positive real parts. {} E  denotes the mathematical expectation. k I denotes the identity matrix of dimension k , 0 i j  denotes a i j  matrix with all the elements equal to zero.  denotes the Kronecker product. diag{ }  denotes a block diagonal matrix with the specified diagonal elements.  denotes an operator norm. span{ } A denotes a linear space spanned by the columns of matrix A . min ( ) A  denotes an eigenvalue of matrix A with the smallest absolute value, while max ( ) A  denotes an eigenvalue of matrix A with the largest absolute value.
is said to be an M-matrix if its off-diagonal entries are less than or equal to zero, and if all its principal minors are positive (see, e.g., [15] for different equivalent characterizations of M-matrices).
In a given directed graph (digraph) ( , )     , where  is the set of nodes (vertices) and  is the set of links (arcs), if there is a walk from the node j to the node i we say that the node i is reachable from j . A node from which every node in the digraph is reachable is called center node.
Problem Formulation and the Main Algorithm
Consider n distributed sensors measuring a discrete-time signal ( ), x t , 1,0,1, t    , and assume that the output of the i -th sensor can be represented by ( ) ( ) ,
where the gain i  and the offset i  are unknown constants.
By sensor calibration we consider the application of an affine calibration function which produces the overall sensor output ( ) We assume that the observed sensors form a network with a predefined structure of inter-sensor communications represented by a directed graph ( , )     , where  is the set of nodes (one node corresponds to one sensor) and  the set of links (arcs Starting from the general concept of blind macro calibration, the aim of this paper is to propose an algorithm for distributed real-time estimation of the calibration parameters i a and i b which would provide asymptotically equal outputs ( ) i z t of all the sensors without the knowledge of the measured signal. Furthermore, the algorithm should be adjusted such that, loosely speaking, the well calibrated sensors would correct, on the basis of global consensus, the behavior of those that are not. Assuming that { ( )} x t is a stochastic process, the algorithm will be derived starting from the following set of local criteria: 
, we obtain for the gradient of:
The last equation gives rise to the following stochastic gradient recursion for estimating i   which minimizes (3)
where 
and  ˆ(
so that (5) becomes 
with the initial conditions ˆ(0) [ ] ,
where
accordance with (8) . The asymptotic value of ˆ( ) t  , which depends on the initial conditions and matrix ( ) B t , which is, in turn, a function of the signal, sensor and network parameters, should be such that the components with odd indices and the components with even indices become equal.
Notice that, in general, the choice of the weighting coefficients ij  plays an important role in achieving successful performance of the whole scheme. If the underlying idea of the whole methodology is to achieve good absolute calibration results ( g as close as possible to one and f as close as possible to zero) by exploiting sensors with good characteristics in a large sensor network, there are two main possibilities: 1) to rely on the majority of good sensors, when all ij  in any neighborhood i  can take the same value, or 2) to emphasize the effect of a priori selected good sensors j belonging to a set f    by: a) attaching to them relatively high values of ij  within all i  for which i is an out-neighbor
 , by a relatively small positive number (thus preventing big changes of ˆ( ) j t  ). Section 5 will be devoted to the situation in which a set of reliable sensors in the network is left with fixed characteristics.
Convergence Analysis

Noiseless case
In this paragraph we assume no communication errors and no measurement errors in order to emphasize structural properties of the proposed algorithm. For this scenario we assume:
For the sake of clearer presentation, we first adopt a simplifying assumption, which will be relaxed later:
Based on A1) and A2), we obtain the following recursion for the mean of the parameter estimates ( )
A closer insight into the recursion (11) shows that its properties cannot be analyzed using the known methodologies due to the block structure of B composed of specific 2 2  block matrices (see, e.g., [17, 18] and many references therein). In order to cope with this problem, we shall first propose a novel methodology based on the concept of diagonal dominance of matrices decomposed into blocks [11, 14, 15] . We formulate several lemmas which represent basic prerequisites for the subsequent analysis. The following lemma has a very important role. The proof is given in [11] ; it is based on the basic ideas exposed in [14, 16] .
The structure of the blocks of matrix B is defined by the structure of the digraph  . We assume the following assumption, typical for consensus schemes: A3) Graph  has a spanning tree.
Assumption A3) implies that matrix  has one eigenvalue at the origin and the other eigenvalues with negative real parts, e.g., [18] . Consequently, matrix B from (11) has at least two eigenvalues at the origin. In the following, we characterize its remaining eigenvalues.
A4)
  
Both inequalities hold iff A4) holds.
The following lemma applies the above general results to matrix B .
Lemma 3. Let Assumptions A3) and A4) be satisfied. Then, matrix B in (11) has two eigenvalues at the origin and the remaining eigenvalues have negative real parts.
The proof is given in the Appendix.
Define vectors
which represent the right eigenvectors of B corresponding to the zero eigenvalue, and let 1  and 2  be the corresponding normalized left eigenvectors,
The following lemma introduces a similarity transformation which will be used in the rest of the derivations.
Lemma 4 ([11]
where B  is Hurwitz.
Notice that
where (2 2) 2 n n S   is defined in accordance with the definition of T .
We are now ready to prove the following theorem dealing with the asymptotic behavior of the mean of the parameter estimates generated by (11) . lim ( ) ( ) (0)
. From (11) we obtain
( 1)
. Using Lemma 3 we conclude that
for  small enough all the eigenvalues of I B    lie within the unit circle.
Therefore, [2] lim ( ) 0
, so that [1] lim (0) 0 0
Consequently,
Having in mind the definition of 1 i and 2 i , we conclude that
Now we focus on the original recursion (10). First we demonstrate the important fact, stemming from the structure of the matrices in (11) , that the transformation T from Lemma 4, after being applied to the time-varying matrix ( ) B t , results in a matrix with the same structure as the transformed matrix B in (13).
Lemma 5 ([11] ). Matrix ( ) B t in (10) satisfies for all t 2 2 2 (2 2) 1
where ( ) B t  is an (2 2) (2 2) n n    matrix and T is given in Lemma 4.
Now we are in a position to prove the following theorem dealing with the convergence of the main recursion (1) in the mean square sense and w.p.1. im ( ) ( ) (0)
in the mean square sense and w.p.1. ( 1) ( ) ,
Proof. Using Lemmas 4 and 5, we define
where ( 1) ( ) ( ( ) ) ( ( ) ) ( )
T T q t E t E I B t R I B t t
and, further,
having in mind that { ( ) } E B t B    . Consequently, there exists such a   that for     , 1, , i n   , the term in the brackets at the right hand side of (22) is less than one. Therefore, ( ) q t tends to zero exponentially, implying that [2] ( ) t   converges to zero in the mean square sense and with probability one. The result follows from ˆ( ) ( ) t T t     , analogously with Theorem 1. ■
Communication errors
We assume that communication errors are manifested in two ways: 1) communication dropouts and 2) additive communication noise. Accordingly, we formally assume:
A5) The weights ij  in the algorithm (5) We will study convergence of the recursion (23) starting from the results of the previous paragraph. Notice first that, due to mutual independence between the random variables in ( ),
has qualitatively the same properties as B in (11): it has two eigenvalues at the origin and the remaining eigenvalues in the left half plane. Further, we now assume that the step sizes ( ) i t  satisfy the following assumption standard for stochastic approximation algorithms (e.g., [19] ):
Therefore, we have 
ˆˆ( 1) ( ( ) ) ( ) ( ) ( ) ( ) ( ) ( ). t I t B t t B t t t t
. Then, (24) gives
where [1] ( ) t   and [2] ( ) t   are defined as in (15),
way that 1 ( ) G t contains the first two rows,
directly following the methodology of [20] (Theorem 11), one obtains
s t s t C t s t V t V t c t V t C t s t V t
where 0 c , 1 C and 2 C are appropriately chosen positive constants. According to [20] (Lemma 12 and Theorem 11) and [21] , inequalities (27) give rise to the conclusion that [1] ( ) t   tends to a vector random variable and [2] ( ) t   to zero in the mean square sense and w.p.1. Finally, the claim of the theorem follows after calculating [1] lim ( ) lim . 0 follow from Theorems 1 and 2. This is an important property from the point of view of the global behavior of the proposed calibration scheme. ■
Measurement noise
We assume in this subsection that the signal ( ) x t is contaminated by additive measurement noise. This is formally defined by the following assumption: A9) Instead of ( ) (5), we obtain, after changing the variables, the following "noisy" version of (8):
we can write in accordance with (10)
Applying the methodology from the previous section to the analysis of (11), we conclude that, instead of (29), we have now ( 1) 
where B is defined in (11) and are a priori known. Consequently, the following algorithm, able to achieve asymptotic consensus, is proposed as a modification of: i w i w  in the mean square sense and w.p.1, where 1 w and 2 w are scalar random variables satisfying
Proof. The algorithm (30) can be represented in the following compact form (compare with (29)): We observe that (32) represents structurally a special case of (24), not containing the last, stochastic, term. Therefore, the proof can be completed by applying the methodology of the proof of Theorem 4. ■
Convergence rate
A closer view on the asymptotic formulae in the above theorems shows that the asymptotic convergence rate of all the analyzed algorithms follows general statements related to stochastic approximation algorithms. Focusing the attention on the basic aspects of convergence to consensus determined by the behavior of [2] ( ) t   in the context of all the above theorems, we have the following result giving an upper bound of the mean square error: 
Proof. Select the pair of inequalities related to ( ) s t and ( ) V t in (27). Applying Lemma 12 from [20] , one obtains
In Fig. 1 the equivalent gains ˆ( ) i g t and offsets ˆ( ) i f t generated by the proposed algorithm (5) are presented for a preselected gain 0.01   in the noiseless case. It is clear that calibration is achieved, and that the asymptotic values are equal; in this case they are close to the optimal values. Fig. 2 depicts the situation when the first node is assumed to be a reference node with 1 1   and 1 0   . Convergence to the reference value is obvious (see Section 5). x t is a correlated random sequence with zero mean and variance 1. It is clear that calibration is achieved in spite of the noise existence.
Conclusion
In this paper a new distributed blind calibration algorithm of gradient type resulting in extended consensus has been proposed for sensor networks. The algorithm provides a new efficient tool for coping with the problem of calibration of large wireless sensor networks with communications limited to close neighbors, without requiring any fusion center. It is proved, after developing a novel methodology of treating consensus schemes on the basis of the diagonal dominance of matrices decomposed into blocks, that the algorithm achieves asymptotic agreement on all sensor gains and offsets in a given network. Convergence to consensus in the mean square sense and with probability one is proved separately for the cases of noiseless and noisy environments. In the case of imperfect inter-node communications and measurement noise, a modification of the basic gradient algorithm is proposed. Special attention is paid to the convergence rate of the proposed algorithms. The problem of distributed macro
