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Chapitre 1
Introduction
Ce travail de the`se s’inscrit dans le cadre de l’e´tude des syste`mes quantiques ouverts non-
relativistes applique´e a` la physique nucle´aire dans le but d’obtenir une description mi-
croscopique des noyaux faiblement lie´s, ainsi que des me´canismes de re´action impliquant
de tels noyaux. Ce travail regroupe diﬀe´rents domaines de la the´orie nucle´aire tels que la
the´orie du mode`le en couches, la the´orie Hartree-Fock, la the´orie des re´actions ...
L’approche standard dans l’e´tude des syste`mes quantiques ou` le nombre de particules
est trop important pour que l’on puisse re´soudre le proble`me exactement, se base sur la
construction d’un champ moyen (ressenti par chaque particule) a` partir d’une interaction
nucle´on-nucle´on donne´e. Ce champ moyen permet de de´ﬁnir un hamiltonien individuel
ge´ne´rant une base individuelle. Cette base individuelle est utilise´e pour la construction
d’une base a` N corps (de´terminants de Slater). Enﬁn, les nucle´ons sont corre´le´s entre eux
par l’interaction re´siduelle qui est diagonalise´e dans la base a` N corps, fournissant ainsi
les me´lange de conﬁgurations. La construction du champ moyen, et donc de l’hamiltonien
individuel, diﬀe`re d’une the´orie a` l’autre.
Dans la the´orie du mode`le en couches la base individuelle est construite a` partir d’un puit
de potentiel inﬁni [1, 2, 3, 4, 5]. Cette base est tronque´e puis utilise´e pour la construction
des de´terminants de Slater. Enﬁn, l’interaction re´siduelle est ajuste´e en fonction de l’espace
de valence choisi. En pratique cependant, les monopoˆles ainsi que les multipoˆles sont ﬁtte´s
de manie`re a` reproduire au mieux la spectroscopie des noyaux e´tudie´s. On comprend de`s
lors pourquoi cette me´thode est susceptible de fournir les me´langes de conﬁgurations les
plus re´alistes. Cependant ce genre d’approche ne s’applique qu’aux syste`mes quantiques
ferme´s (noyaux proches du fond de la valle´e de stabilite´) et ne permet pas de fournir une
bonne description des noyaux faiblement lie´s.
Aﬁn d’inclure les couplage aux e´tats du continuum dans le mode`le en couches fut introduit
le GSM (Gamow Shell Model) [6, 7, 8, 9, 10, 11, 12, 13, 14]. Ce mode`le utilise les e´tats de
Gamov [15], ge´ne´re´s par un puits de potentiel ﬁni et ve´riﬁant la relation de comple´tude de
Berggren [16]. Le GSM permet de prendre en compte le couplage aux e´tats du continuum
d’un nombre arbitraire de particules mais ne permet pas une description des me´canismes
de re´action car ce mode`le n’oﬀre pas la possibilite´ de distinguer les diﬀe´rents canaux de
de´roissance.
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5Aﬁn de de´crire les me´canismes de re´action dans le contexte du mode`le en couches, Feshbach
a introduit un formalisme [17] dans lequel l’espace de Hilbert est se´pare´ en deux parties :
l’espace Q dans lequel nous voulons de´velopper la fonction d’onde du syste`me, et l’espace P
qui contient le reste de l’espace. S’appuyant sur ce formalisme, Mahaux et Weidenmu¨ller,
dans leur e´tude des me´canismes de re´action par la the´orie du mode`le en couches [18], ap-
proximent le champ moyen par un simple puit de potentiel de type Saxon-Woods avec un
couplage spin-orbite ainsi que l’interaction centrale de Coulomb. Ce potentiel e´tant de pro-
fondeur ﬁnie, l’hamiltonien individuel ge´ne`re un ensemble ﬁni d’e´tats individuels lie´s ainsi
q’un continuum. L’espace q des e´tats individuels lie´s et l’espace p des e´tats de diﬀusion sont
utilise´s pour la construction des espace Q (syste`me total lie´) et P (syste`me total compor-
tant une particule dans un e´tat de diﬀusion). Le puit de potentiel e´tant cense´ repre´senter
le champ moyen, l’interaction re´siduelle doit correspondre exactement a` la diﬀe´rence entre
l’interaction nucle´on-nucle´on et ce potentiel moyen. Ce formalisme n’a cependant fait l’ob-
jet d’aucune application nume´rique, en raison de la de´ﬁnition peu re´aliste des espaces q et
p et des couplages entre les espaces Q et P .
Se basant sur le formalisme de Feshbach, Rotter et le groupe de Dresde ont de´veloppe´ le
Continuum Shell Model [19, 20], dans lequel l’espace q est re-de´ﬁni de manie`re a` y inclure
les re´sonances individuelles sous forme d’e´tats quasi-lie´s. L’espace p est alors renormalise´
et constitue un continuum non-re´sonant. Pour des raisons e´videntes de simpliﬁcation, leurs
applications nume´riques furent mene´es a` bien en approximant l’interaction re´siduelle par
une interaction sche´matique de porte´e nulle. En de´pit de ces approximations, la meˆme
interaction est utilise´e pour le calcul des me´langes de conﬁguations ainsi que pour le cou-
plage aux e´tats du continuum. Cette approche pre´sente ne´anmoins le de´savantage lie´ aux
me´langes de conﬁgurations obtenus, rappelons-le, au moyen d’une interaction sche´matique.
Pour pallier a` ce proble`me a e´te´ introduit le formalisme du SMEC (Shell Model Embed-
ded in the Continuum) [21, 22, 23, 24] dans lequel les me´langes de conﬁgurations sont
fournis par le mode`le en couches, et ce pour une interaction ajuste´e pour l’espace de va-
lence conside´re´. Cette approche permet d’obtenir des re´sultats quantitatifs tre`s proches
des donne´es expe´rimentales pour les spectres [21, 22] et sections eﬃcaces de diﬀusion [22],
de capture radiative [22, 23, 25], de dissociation Coulombienne [26], de de´croissance beta
premie`re interdite [27] et de radioactivite´ 2 protons [28].
Ces deux derniers mode`les, Continuum Shell Model et SMEC, souﬀrent du proble`me lie´ a`
la dissociation du potentiel moyen (et donc de l’interaction re´siduelle) et de l’interaction
nucle´on-nucle´on, les e´tats individuels et le couplage aux e´tats du continuum e´tant obtenus
a` partir de diﬀe´rentes interactions. En eﬀet, l’interaction re´siduelle de´pend du choix du
potentiel moyen ainsi que de l’interaction nucle´on-nucle´on de base. C’est pourquoi avons-
nous de´cide´ de mener une e´tude dans laquelle tous les ingre´dients ne´cessaires a` un calcul de
mode`le en couches avec couplage aux e´tats du continuum sont de´rive´s a` partir de la seule
donne´e de l’interaction nucle´on-nucle´on. L’interaction re´siduelle devant, par de´ﬁnition, eˆtre
minimum, nous construisons la base individuelle a` partir d’un champ moyen auto-consistant
de´rive´ des e´quations de Hartree-Fock. Cette meˆme interaction re´siduelle est alors utilise´e
pour les couplages aux e´tats du continuum.
Dans cet expose´, nous pre´sentons en premier lieu une approche the´orique ge´ne´rale. Cepen-
dant, la validation nume´rique du mode`le n’est que prototypique. En eﬀet, nous sommes
encore, a` l’heure actuelle, confronte´s au proble`me de dimensionnalite´ de la base de Fock
fournissant les me´langes de conﬁgurations. Ceci nous oblige a` restreindre tout calcul de
6structure a` un espace de valence fortement tronque´ (le noyau e´tant en grande partie
constitue´ d’un coeur inerte de couches ferme´es). Ces restrictions nous obligent donc a`
utiliser une interaction eﬀective approprie´e pour l’espace de valence choisi. C’est pourquoi
nous gardons la philosophie de SMEC en utilisant les me´langes de conﬁgurations de mode`le
en couches.
Les applications nume´riques pre´sente´es dans cet expose´ se limitent au formalisme du mode`le
en couches avec couplage d’une seule particule aux e´tats du continuum. Cependant, l’uti-
lisation d’une interaction nucle´on-nucle´on de porte´e ﬁnie nous permet d’envisager une
ge´ne´ralisation de ce formalisme avec la prise en compte d’un nombre arbitraire de par-
ticules couplant aux e´tats du continuum. C’est pourquoi nous proposons e´galement une
ge´ne´ralisation the´orique du formalisme applique´e au proble`me des canaux de re´action
couple´s ou` le syste`me total est scinde´ en deux fragments (cible et projectile).
Dans le deuxie`me chapitre, nous commenc¸ons par introduire les e´quations radiales
inte´gro-diﬀe´rentielles ge´ne´rant la base radiale individuelle dont nous nous servirons tout
au long du chapitre. Quelques rappels sur la the´orie du mode`le en couches ainsi que sur la
the´orie des re´actions nous permettent ensuite d’introduire nos notations. Ceci e´tant, nous
pre´sentons une nouvelle me´thode de coupure des re´sonances individuelles menant a` une
nouvelle de´ﬁnition des e´tats quasi-lie´s inclus dans le continuum. Etats lie´s, quasi-lie´s et
de diﬀusion nous permettent ensuite de construire la base de Fock ainsi que les espaces
mode`les. Nous ferons ensuite le lien entre espaces mode`les et espaces des canaux physiques,
et enﬁn de´riverons les e´quations ge´ne´rales du mode`le en couches avec couplage d’une par-
ticule aux e´tats du continuum a` partir de l’interaction nucle´on-nucle´on.
Nous donnons, dans le chapitre 3, quelques applications nume´riques du mode`le pre´sente´
dans le premier chapitre. La premie`re partie est consacre´e a` l’e´tude des proprie´te´s des
e´tats quasi-lie´s ainsi qu’a` l’illustration de la nouvelle me´thode de coupure sur des exemples
de de´phasage. Nous introduisons ensuite l’interaction nucle´on-nucle´on que nous utilisons.
Enﬁn, la spectroscopie (e´nergies et largeurs) des noyaux miroirs 17F et 17O, ainsi que les
de´phasages de diﬀusion 16O(p, p)16O seront pre´sente´s.
Dans le chapitre 4 nous ge´ne´ralisons le formalisme en prenant en compte le couplage d’un
nombre arbitraire de particules aux e´tats du continuum individuel. Nous commenc¸ons par
des conside´rations ge´ne´rales quant a` la de´ﬁnition des espaces mode`les et leur lien avec les
espaces des canaux physiques. Nous de´rivons ensuite les e´quations ge´ne´rales du mode`le dans
un syste`me de coordonne´es arbitraire. Nous nous limiterons alors a` la construction d’une
base a` deux fragments projete´e sur le continuum individuel multiple et nous inte´resserons
a` la forme explicite des e´quations de canaux couple´s dans le cadre de cette approximation.
Enﬁn, nous donnons quelques remarques concernant la possibilite´ de prendre en compte
des formes asymptotiques plus complexes.
Nous concluerons et donnerons les perspectives dans le chapitre 5.
Le chapitre 6 est consacre´ a` des annexes qui appuient les chapitres 2, 3 et 4 de fac¸on
line´aire. Nous pre´sentons dans un premiers temps quelques de´tails relatifs aux me´thodes
nume´riques employe´es pour la re´solution des e´quations Hartree-Fock (section (6.1)) ainsi
que le calcul explicite des e´le´ments de matrice a` deux corps de l’interaction nucle´on-nucle´on
utilise´e (section (6.2)). Nous donnons ensuite (section (6.3)) quelques remarques sur le code
de mode`le en couches que nous avons de´veloppe´.
7Dans le chapitre 2 sont de´veloppe´es les e´quations de canaux couple´s homoge`nes mode´lisant
la diﬀusion d’un nucle´on sur une cible. Le calcul des e´le´ments de la matrice de couplage
de ces e´quations est donne´ dans la section (6.4). La de´croissance d’un noyau instable est,
quant a` elle, mode´lise´e par des e´quations de canaux couple´s inhomoge`nes. Le calcul de
la source a` ces e´quations est donne´ dans la section (6.5). La repre´sentation radiale de la
fonction d’onde totale du syste`me ne´cessite celle des solutions de l’espace Q qui est donne´e
dans la section (6.6). Les e´quations de canaux couple´s homoge`nes et inhomoge`nes doivent
eˆtre projete´es sur le continuum individuel. C’est pourquoi nous donnons dans la section
(6.7) une me´thode de projection de ces e´quations.
La ge´ne´ralisation du mode`le, de´veloppe´e dans le chapitre 4, ne´cessite la de´ﬁnition d’un
nombre arbitraire d’espaces mode`les. Dans la section (6.8) est de´veloppe´e la re´solvante
totale du syste`me pour un nombre arbitraire d’espaces mode`les. La construction de la
base a` deux corps utilise´e dans le chapitre 4 ne´cessite le calcul des e´tats lie´s du projec-
tile dans un syste`me de coordonne´es intrinse`ques. Ces e´tats doivent eˆtre de´veloppe´s dans
une base antisymme´trique dont la construction ne´cessite celle de fonctions de spin-isospin
de symme´trie bien de´ﬁnie que nous donnons dans la section (6.9). La ge´ne´ralisation du
formalisme ne´cessite la projection des e´quations de voies couple´es sur le continuum indivi-
duel multiple. Nous proposons, dans la section (6.10), une technique de projection de ces
e´quations applique´e au cas particulier ou` deux particules peuplent les e´tats du continuum
individuel. Dans la section (6.11), nous de´rivons les e´le´ments de la matrice de couplage
des e´quations de canaux couple´s dans le cas particulier ou` le syste`me est scinde´ en deux
fragments. Enﬁn, un exemple de calcul des sources aux e´quations inhomoge`nes est donne´
dans la section (6.12).
Chapitre 2
Structure et re´action dans une
approche unifie´e
Le but de ce chapitre est de mettre en avant le fait qu’a` partir de la seule inte´raction
nucle´on-nucle´on, il est possible de de´crire, sur le meˆme plan, la structure des noyaux fai-
blement lie´s ainsi que les me´canismes de re´action impliquant de tels noyaux. Une analyse
structurelle d’un syste`me de fermions sugge`re la de´ﬁnition d’une base a` N corps anti-
syme´trique dans laquelle est ensuite diagonalise´e l’interaction en question. Dans la the´orie
du mode`le en couches nucle´aire cette base est construite a` partir de de´terminants de Sla-
ter, ces derniers e´tant construits a` partir d’une base individuelle engendre´e par un puits
de potentiel harmonique. Cependant, le moyen le plus approprie´ de ge´ne´rer une base indi-
viduelle a` partir d’une interaction nucle´on-nucle´on consiste a` construire un champ moyen
auto-consistant. Aussi commenc¸ons-nous par de´river explicitement, dans la section (2.1),
les e´quations inte´gro-diﬀe´rentielles radiales obtenues a` partir des e´quations de Hartree-
Fock, dans le cas des noyaux de couches ferme´es, puis dans le cas des noyaux de couches
non ferme´es moyennant certaines approximations. Les e´tats propres lie´s et quasi-lie´s des
e´quations Hartree-Fock constitueront alors, dans tout ce qui suit, la base individuelle nous
permettant de de´ﬁnir l’espace de valence. A ce stade, l’interaction re´siduelle doit eˆtre dia-
gonalise´e dans la base a` N corps construite au moyen de ces derniers e´tats individuels,
menant aux me´langes de conﬁgurations repre´sentatifs de la structure nucle´aire. Cepen-
dant, les me´langes de conﬁgurations les plus re´alistes e´tant obtenus graˆce a` la the´orie du
mode`le en couches, nous donnons, dans la section (2.2), quelques rappels relatifs a` cette
the´orie ainsi que sur l’utilisation du formalisme de seconde quantiﬁcation, aﬁn d’introduire
nos notations. Dans la section (2.3), nous rappelons les re´sultats de base de la the´orie des
re´actions auxquels nous ferons re´fe´rence tout au long du pre´sent expose´. Enﬁn, la section
(2.4) est entie`rement de´die´e a` l’utilisation d’une inte´raction nucle´on-nucle´on de porte´e ﬁnie
dans le formalisme du mode`le en couches avec couplage d’une particule aux e´tats du conti-
nuum, uniﬁant ainsi les diﬀe´rents ingre´dients mentionne´s plus haut. Dans cette dernie`re
partie, certaines de´monstrations de´licates et fastidieuses sont donne´es en annexe, aﬁn de
ne pas surcharger de formules le de´roulement de l’expose´. Cependant, ces annexes sont des
parties en soi dont l’importance est capitale. Les conventions d’e´criture et notations sont
introduites de fac¸on line´aire tout au long du chapitre.
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92.1 Champ moyen et interactions
2.1.1 Les e´quations de Hartree-Fock
2.1.1.1 Formalisme de base
L’hamiltonien H d’un syste`me de A particules peut s’e´crire,
H =
A∑
i=1
t(i) +
A∑
1=i<j
V (ij) +
∑
i<j<k
V (ijk) + . . . , (2.1)
ou` t(i) est l’ope´rateur e´nergie cine´tique de la particule i, V (ij) est l’interaction a` deux corps
entre les particules i et j, V (ijk) l’interaction a` trois corps entre les particules i, j et k, etc
... Une approximation, ge´ne´ralement utilise´e dans la the´orie du mode`le en couches, consiste
a` ne´gliger les interactions a` plus de deux corps. Nous ne´gligerons donc ces interactions dans
tout ce qui suit.
L’interaction mutuelle des particules me`ne a` un potentiel moyen ressenti par chaque par-
ticule. Si nous notons U(i) le potentiel moyen ressenti par la particule i, nous pouvons
exprimer l’hamiltonien du syste`me sous la forme suivante,
H =
A∑
i=1
(
t(i) + U(i)
)
+
( A∑
1=i<j
V (ij)−
A∑
i=1
U(i)
)
, (2.2a)
=
A∑
i=1
h(i) +
A∑
1=i<j
V res(ij), (2.2b)
ou` l’hamiltonien a` un corps h(i) spe´ciﬁe le mouvement de la particule i dans le cadre
d’une approximation de particules inde´pendantes, et l’ope´rateur a` deux corps V res(ij)
correspond a` l’interaction re´siduelle entre les particules i et j. Pour re´soudre le probleme
aux valeurs propres (E − H)|Ψ(1, 2, . . . , A)〉 = 0, on de´compose ge´ne´ralement l’e´tat a` A
corps |Ψ(1, 2, . . . , A)〉 dans une base constitue´e d’un produit tensoriel d’e´tats individuels
propres de l’hamiltonien a` un corps h,
|Ψ(1, 2, . . . , A)〉 =
∑
i
Ci|ai(1), bi(2), . . . , ci(A)〉, (2.3a)
(eai − h)|ai〉 = 0, (ebi − h)|bi〉 = 0, . . . (2.3b)
ou` Ci est le coeﬃcient du de´veloppement correspondant a` la conﬁguration d’occupation
nume´rote´e i. Dans le cas d’un syste`me de nucle´ons (et plus ge´ne´ralement d’un syste`me
de fermions), cette base doit satisfaire au principe de Pauli et est construite a` partir de
de´terminants de Slater. La fonction d’onde a` A corps indiscernables, que nous noterons
de´sormais |Ψ〉, et ve´riﬁant (E −H)|Ψ〉 = 0, s’e´crit donc,
|Ψ〉 =
∑
i
Ci|DSi〉, (2.4)
ou` |DSi〉 est un de´terminant de Slater normalise´ construit de la manie`re suivante,
|DSi〉 ≡ |ai, bi, . . . , ci〉 ≡ 1√
A!
∣∣∣∣∣∣
ai(1) ai(2) . . .
bi(1) bi(2) . . .
...
...
∣∣∣∣∣∣ . (2.5)
10
La the´orie Hartree-Fock nous donne une me´thode permettant de de´terminer, a` partir d’une
interaction nucle´on-nucle´on V , le meilleur potentiel moyen U (ainsi que les e´tats individuels
correspondants), tel que le de´terminant de Slater normalise´ |DS0〉, ou` toutes les particules
occupent les e´tats individuels de plus basse e´nergie, correspond a` une bonne approximation
de l’e´tat fondamental du syste`me. Le crite`re pour satisfaire cette condition est que l’e´nergie
doit eˆtre minimum. Cette stationnarite´ est exprime´e a` travers un principe variationnel
conservant la norme,
δ 〈DS0|H|DS0〉 = 0, (2.6a)
〈DS0|DS0〉 = 1. (2.6b)
En notant {|a〉, |b〉, · · · } la base individuelle, on peut montrer [29] que, si l’interaction V
n’admet pas de de´pendance en densite´, (2.6) me`nent aux e´quations,
ea,b ≡ 〈a|t|b〉+
∑
c≤λ
〈a, c|V |b, c〉as = 0 , pour a ≤ λ, b > λ, (2.7)
ou` λ est le niveau de Fermi et ou` nous avons introduit l’e´le´ment de matrice a` deux corps
antisyme´trise´,
〈a, c|V |b, c〉as = 〈a(1), c(2)|V |b(1), c(2)〉 − 〈a(1), c(2)|V |c(1), b(2)〉. (2.8)
Les e´quations (2.7) ne disent rien sur les e´le´ments de la matrice e connectant deux e´tats
occupe´s, ou deux e´tats inoccupe´s. Cependant, nous pouvons choisir la base individuelle de
manie`re a` ce qu’elle diagonalise se´pare´ment les matrices ea≤λ,b≤λ et ea>λ,b>λ, obtenant donc
les e´quations de base commune´ment utilise´es en calcul Hartree-Fock,
〈a|t|b〉+
∑
c≤λ
〈a, c|V |b, c〉as = eaδa,b. (2.9)
L’e´quation (2.9) est alors e´quivalente a`,
〈a|t+ U |b〉 = eaδa,b, (2.10)
ou` le potentiel moyen U est de´ﬁnit par l’e´quation,
〈a|U |b〉 =
∑
c≤λ
〈a, c|V |b, c〉as. (2.11)
Enﬁn, la valeur moyenne de l’hamiltonien H dans l’e´tat fondamental Hartree-Fock |DS0〉
est donne´e par,
EHF = 〈DS0|H|DS0〉 =
∑
c≤λ
(
ec − 1
2
〈c|U |c〉
)
. (2.12)
Notons ici que l’hamiltonien H de´crit un syste`me a` 3A degre´s de liberte´ spatiales, incluant
donc les e´tats du centre de masse. Ces derniers e´tats ne sont d’aucun inte´reˆt et doivent eˆtre
supprime´s pour peu que l’on s’inte´resse aux e´tats intrinse`ques du syste`me. Une me´thode
approximative pour supprimer ces e´tats [30] consiste a` soustraire, dans les e´quations, l’ha-
miltonien du centre de masse, apre`s variation. En notant −→p i l’ope´rateur impulsion de la
particule i, l’hamiltonien du centre de masse s’e´crit,
1
2Am
( A∑
i=1
−→p i
)2
=
1
A
A∑
i=1
t(i) +
1
2Am
∑
i6=j
−→p i.−→p j, (2.13)
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ou` m est la masse d’un nucle´on. Une autre approximation peut eˆtre faite en ne´gligeant
le deuxie`me terme du membre de droite de (2.13). La soustraction du premier terme a`
l’hamiltonien (2.2) me`ne alors a`,
〈a|t− 1
A
t+ U |b〉 = 〈a| − ~
2
2m∗
∇2 + U |b〉 = eaδa,b, (2.14)
ou` nous avons de´ﬁni la masse normalise´e m∗ par,
m∗ =
A
A− 1 m. (2.15)
Aﬁn de simpliﬁer les expressions, nous noterons t∗ l’ope´rateur e´nergie cine´tique normalise´
de la manie`re suivante,
t∗ =
A− 1
A
t. (2.16)
Dans nos conventions d’e´criture, nous de´signerons par une lettre arrondie, du type H,
l’hamiltonien d’un syste`me de nucle´ons incluant le centre de masse, et par une lettre droite,
du type H , l’hamiltonien intrinse`que d’un tel syse`me.
2.1.1.2 Noyaux a` couches ferme´es
Le potentiel Hartree-Fock peut engendrer des e´tats individuels de´ge´ne´re´s. Nous supposons
dans un premier temps que le nombre de particules est tel que ces e´tats sont compleˆtement
occupe´s. Dans ce cas le potentiel est a` syme´trie sphe´rique et il devient commode de se´parer
parties radiale et angulaire. En repre´sentation coordonne´e, nous e´crirons donc l’e´tat indi-
viduel de nombres quantiques {nαlαjαmατzα} 1,
〈−→r |nαlαjαmατzα〉 = ϕnαlαjαmατzα(−→r ) =
unαlαjατzα(r)
r
Ymαlαjατzα(Ω), (2.17)
ou` nous avons de´ﬁni,
Ymαlαjατzα(Ω) =
∑
ml,ms
〈lα1/2, mlms|jαmα〉Y mllα (Ω)χms ττzα , (2.18)
ou` Y mllα (Ω) est une harmonique sphe´rique d’ordre lα et de projection ml, χms est le spineur
de projection ms, ττzα est l’isospineur de projection τzα. Dans nos notations, nα correspond
au nombre de noeuds de la fonction radiale u s’il s’agit d’un e´tat lie´ et au nombre d’onde
s’il s’agit d’un e´tat de diﬀusion, auquel cas cet indice devient continu.
Pour simpliﬁer les expressions, nous introduisons les notations suivantes, qui seront utilise´es
dans tout ce qui suit,
α ≡ {nαlαjατzα}, (2.19a)
α¯ ≡ {lαjατzα}. (2.19b)
1Puisque le « spin-orbit splitting » est une proprie´te´ tre`s marque´e dans les noyaux, dans tout ce qui
suit nous opterons pour le couplage j − j.
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La repre´sentation coordonne´es (2.17) s’e´crit alors,
〈−→r |αmα〉 = uα(r)
r
Ymαα¯ (Ω). (2.20)
A l’aide de ces notations, nous pouvons introduire la forme couple´e des e´tats a` deux corps
du type,
|α(1), β(2)〉Γ,M =
∑
mα,mβ
〈jαjβ , mαmβ |ΓM〉|αmα(1), β mβ(2)〉. (2.21)
Pour un e´tat a` deux corps ne comprenant que les parties angulaire, de spin et d’isospin,
nous noterons alors,
|α¯(1), β¯(2)〉Γ,M =
∑
mα,mβ
〈jαjβ , mαmβ |ΓM〉|α¯mα(1), β¯ mβ(2)〉. (2.22)
L’indexation des particules n’a pas lieu d’eˆtre pour les e´tats antisyme´trise´s. Nous rappel-
lerons toutefois cette antisyme´trisation par l’indice « as » (comme en (2.8)) pour les e´tats
a` deux corps, et omettrons ce de´tail pour les e´tats a` 3 corps et plus. Notons enﬁn que la
redondance de certains nombres quantiques dans les e´quations, et non de tous ceux de´ﬁnis
par les symboles (2.19), nous obligera parfois a` utiliser une notation mixte. Par exemple,
les relations d’orthogonalite´ et de comple´tude des fonctions d’onde radiales individuelles
s’e´crivent, ∫
dr unα α¯(r) unβ α¯(r) = δnα,nβ , (2.23a)∑
nα
∫
uα(r)uα(r
′) = δ(r − r′), (2.23b)
ou` le double symbole de sommation dans (2.23b) rappelle que la comple´tude inclut les
e´tats lie´s aussi bien que les e´tats du continuum re´el.
Re-e´crivons donc les e´quations (2.9) en substituant les e´tats individuels ge´ne´riques |a〉, |b〉, . . .
par les e´tats |αmα〉, |βmβ〉, . . . introduits en (2.20), et en soustrayant la contribution du
centre de masse,
〈αmα|t∗|βmβ〉+
∑
γ mγ
〈αmα, γ mγ |V |β mβ , γ mγ〉as = eαδαmα,β mβ . (2.24)
L’interaction V conservant le moment angulaire total Γ, le deuxie`me terme du membre de
gauche de l’e´quation (2.24) peut s’e´crire sous la forme couple´e,∑
γ mγ
∑
Γ,M
〈jαjγ , mαmγ|ΓM〉〈jβjγ , mβmγ|ΓM〉 1
Γˆ
〈α, γ||V ||β, γ〉Γas, (2.25)
ou` Γˆ =
√
2Γ + 1 et ou` nous avons re´duit l’e´le´ment de matrice a` deux corps. En utilisant la
relation d’orthogonalite´ suivante des coeﬃcients de Clebsch-Gordan [31],
∑
mγ ,M
〈jαjγ , mαmγ |ΓM〉〈jβjγ , mβmγ |ΓM〉 = Γˆ
2
jˆα
2 δjαmα,jβmβ , (2.26)
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le fait que l’ope´rateur e´nergie cine´tique conserve les nombres quantiques orbital, de spin,
d’isospin et de projection, et le fait que l’interaction V conserve la parite´ totale, nous
obtenons,
〈nαα¯mα|t∗|nβ α¯mα〉+∑
nγ γ¯
∑
Γ
Γˆ
jˆα
2 〈nαα¯ , nγ γ¯ ||V ||nβ α¯ , nγ γ¯ 〉Γas = enαα¯ δnα,nβ . (2.27)
En inse´rant une relation de comple´tude dans l’espace coordonne´e et en inte´grant sur la
partie angulaire, nous pouvons e´crire l’e´le´ment de matrice de l’ope´rateur e´nergie cine´tique
sous la forme suivante,
− ~
2
2m∗
∫
dr unαα¯(r)
[ d2
dr2
− lα(lα + 1)
r2
]
unβ α¯(r), (2.28)
En utilisant une proce´dure analogue, nous pouvons e´crire le terme a` deux corps,
〈nαα¯ , nγ γ¯||V ||nβ α¯ , nγ γ¯〉Γas =∫∫
dr dr′ r r′ unαα¯(r) unγ γ¯(r
′)
[
V Γα¯γ¯α¯γ¯(r, r
′)
(unβα¯(r)
r
unγ γ¯(r
′)
r′
)
−(−1)Γ−jα−jγ V Γα¯γ¯γ¯α¯(r, r′)
(unβ α¯(r′)
r′
unγ γ¯(r)
r
)]
, (2.29)
ou` nous avons de´ﬁni,
V Γα¯γ¯α¯γ¯(r, r
′) = 〈α¯(1) γ¯(2)||V ||α¯(1) γ¯(2)〉Γ (r, r′) =
Γˆ
∫∫
dΩ dΩ′
[
Y†lαjατzα(Ω)× Y†lγjγτzγ (Ω′)
]ΓM
V (−→r ,−→r ′)
[
Ylαjατzα(Ω)× Ylγjγτzγ (Ω′)
]ΓM
, (2.30)
et similairement pour le terme d’e´change. Notons que le terme de´ﬁni en (2.30) peut, en
toute ge´ne´ralite´, eˆtre un ope´rateur diﬀe´rentiel agissant sur la partie radiale qui est situe´e
dans les grandes parenthe`ses de l’e´quation (2.29). Enﬁn, en utilisant (2.28) et (2.29), et en
se souvenant de la relation de comple´tude (2.23b), nous pouvons inte´grer l’e´quation (2.27)
sur nα pour obtenir les e´quations inte´gro-diﬀe´rentielles,
− ~
2
2m∗
( d2
dr2
+ k2α −
lα(lα + 1)
r2
)
uα(r) +Dα¯(r)uα(r) +
∫
dr′Eα¯(r, r′)uα(r′) = 0, (2.31)
ou` kα =
√
2m∗eα/~2, et ou` les potentiels direct et d’e´change sont donne´s par,
Dα¯(r) =
∑
γ,Γ
Γˆ
jˆα
2
∫
dr′ r r′ uγ(r′)V Γα¯γ¯α¯γ¯(r, r
′)
(uγ(r′)
rr′
× , (2.32a)
Eα¯(r, r
′) = −
∑
γ,Γ
Γˆ
jˆα
2 (−1)Γ−jα−jγ r r′ uγ(r′)V Γα¯γ¯γ¯α¯(r, r′)
(uγ(r)
rr′
× . (2.32b)
Une me´thode nume´rique de re´solution des e´quations inte´gro-diﬀe´rentielles est pre´sente´e en
annexe (6.1). Le calcul des e´le´ments de matrice du type V Γ
α¯β¯γ¯δ¯
(r, r′) est donne´ en annexe (6.2)
pour diﬀe´rents types d’interaction nucle´on-nucle´on. Dans le cas particulier de l’interaction
spin-orbite de porte´e ﬁnie (la seule force non centrale que nous utilisons dans cet expose´),
nous pouvons montrer que la partie directe (2.32a) du potentiel se re´sume a` un scalaire (et
non a` un ope´rateur diﬀe´rentiel). Le seul terme diﬀe´rentiel apparaissant dans les e´quations
radiales Hartree-Fock (2.31) est donc celui de l’ope´rateur e´nergie cine´tique.
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2.1.1.3 Noyaux a` couches non ferme´es
Lorsque le syste`me conside´re´ comporte un nombre de particules tel que certaines couches
ne sont que partiellement remplies, le potentiel n’est plus a` syme´trie sphe´rique, et la
de´composition (2.20) n’est pas approprie´e. Nous pouvons cependant utiliser une approxi-
mation fort utile pour outre-passer ce proble`me, et ainsi e´viter la ne´cessite´ de re´soudre
des e´quations inte´gro-diﬀe´rentielles en deux (syme´trie cylindrique) voire trois dimensions.
Aﬁn d’illustrer le fondement de cette approximation, conside´rons a` nouveaux les e´quations
(2.27). L’obtention de ces e´quations suppose implicitement que toute orbitale de moment
de spin donne´ est compleˆtement remplie. Par exemple, dans la relation (2.26), la somma-
tion sur mγ est eﬀectue´e de −jγ a` +jγ . La probabilite´ d’occupation d’un e´tat de nombres
quantiques {γ mγ} est alors de 1/jˆ2γ. Si maintenant p particules sont ajoute´es a` un coeur
de couches ferme´es sur une orbitale de spin j, nous pouvons, dans le cadre d’une approxi-
mation raisonable, conside´rer que cette couche sera occupe´e avec la probabilte´ p/jˆ2. Nous
pouvons « simuler » cette approximation par une re-de´ﬁnition de la partie angulaire, de
spin et d’isospin des e´tats individuels,
|α¯,mα〉 −→
√
pα
jˆα
|α¯,mα〉, (2.33)
ou` pα est le nombre de particules occupant la couche conside´re´e. En utilisant cette substitu-
tion dans l’e´quation (2.27), et en de´signant par {γ mγ} l’ensemble des nombres quantiques
caracte´risant les e´tats individuels du coeur de couches ferme´es et par {δ mδ} ceux de la
couche non ferme´e, nous obtenons facilement,
〈αmα|t∗|β mβ〉+
∑
γ mγ
〈αmα, γ mγ|V |β mβ , γ mγ〉as +
pδ
jˆ2δ
∑
mδ
〈αmα, δ mδ|V |β mβ , δ mδ〉as = eαδαmα,β mβ . (2.34)
Ainsi, l’inﬂuence de la substitution (2.33) sur les solutions radiales est e´quivalente a` la
rede´ﬁnition suivante des potentiels (2.32),
Dα¯(r) =
∑
γ,Γ
Γˆ
jˆα
2 P
occ
jγ
∫
dr′ r r′ uγ(r
′)V Γα¯γ¯α¯γ¯(r, r
′)
(uγ(r′)
rr′
× , (2.35a)
Eα¯(r, r
′) = −
∑
γ,Γ
Γˆ
jˆα
2 P
occ
jγ (−1)Γ−jα−jγ r r′ uγ(r′)V Γα¯γ¯γ¯α¯(r, r′)
(uγ(r)
rr′
× . (2.35b)
ou` la probabilite´e d’occupation P occjγ de la couche de spin jγ est de´ﬁnie par,
P occjγ =
{
1 pour une couche ferme´e,
pγ
jˆγ
2 pour une couche non ferme´e comportant pγ particules.
(2.36)
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2.2 Le mode`le en couches
2.2.1 Formalisme de base
La the´orie du mode`le en couches nucle´aire [1, 2, 3, 4, 5] stipule que le noyau peut eˆtre
de´crit par un coeur inerte de couches ferme´es auquel s’ajoutent des nucle´ons de valence se
distribuant sur un ensemble ﬁni de couches. La ﬁgure (2.1) montre un exemple de de´ﬁnition
du coeur et de l’espace de valence pour la description de 16O. La conﬁguration d’occupation
0s1/2
0p3/2
0p1/2
0d5/2
0d3/2
1s1/2
protons neutrons
coeur
espace de
valence
Fig. 2.1 – Exemple de de´finition du coeur et de l’espace de valence pour la description de
16O.
pre´sente´e sur cette ﬁgure correspond a` celle de plus basse e´nergie (donc a` la conﬁguration
Hartree-Fock). Le coeur e´tant inerte, nous construisons la base en distribuant les particules
de valence sur les orbitales de valence de toute les fac¸ons possibles. Dans l’exemple de la
ﬁgure (2.1), ceci revient a` distribuer 4 particules sur 20 e´tats individuels. En nume´rotant
les particules de valence de 1 a` nval, l’hamiltonien du syste`me s’e´crit,
H = Hcore +
nval∑
i=1
hsm(i) +
nval∑
1=i<j
V sm(ij), (2.37)
ou` Hcore est l’hamiltonien du coeur, et ou` nous avons ajoute´ l’exposant « sm » aﬁn de
rappeler que l’hamiltonien a` un corps hsm et l’interaction re´siduelle V sm diﬀe`rent de ceux
de´ﬁnis en (2.2). L’hamiltonien individuel est construit de la manie`re suivante,
hsm(i) = t(i) + Uho(i), (2.38)
ou` le potentiel Uho(i) est un puits harmonique, qui a l’avantage d’eˆtre analytique et fournit
une base dans laquelle les e´tats du centre de masse peuvent eˆtre e´limine´s facilement, plus
un terme spin-orbite. De meˆme qu’en (2.5), la base individuelle {|a〉sm} ge´ne´re´e par hsm est
utilise´e pour construire une base a` A corps antisyme´trise´e {|DSi〉sm}. Puisque le coeur est
inerte, Hcore est diagonal dans cette base et de valeur constante que nous noterons Ecore.
En notant Hcm l’hamiltonien du centre de masse, l’hamiltonien intrinse`que H du syste`me
est alors donne´ par,
H = H−Hcm. (2.39)
Les vecteurs d’e´tat intrinse`ques du syste`me, que l’on note |ψi〉, ou` l’indice i diﬀe´rencie les
e´tats, sont alors de´veloppe´s simmilairement a` (2.4),
|ψi〉 =
∑
j
Csmij |DSj〉sm. (2.40)
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L’espace de valence est tronque´, ce qui limite le de´veloppement (2.40) a` un nombre ﬁni
de conﬁgurations. La diagonalisation de H dans la base {|SDi〉sm} nous fournit alors les
coeﬃcients de me´lange de conﬁgurations de mode`le en couches {Csmij }.
Comme nous l’avons mentionne´ plus haut, l’interaction re´siduelle V sm ne correspond pas a`
l’interaction V res de´ﬁnie en (2.2b) car la base utilise´e est tronque´e. La me´thode donnant les
meilleurs re´sultats consiste a` ajuster les e´le´ments de matrice a` deux corps de l’interaction
V sm aﬁn de ﬁtter les proprie´te´s spectroscopiques d’un grand nombre de noyaux. On obtient
alors une interaction eﬀective qui de´pend de l’espace de valence choisi. De meˆme qu’en
(2.20), le sche´ma de couplage j − j est le plus approprie´ pour de´crire les e´tats individuels.
Nous noterons donc la base individuelle de mode`le en couches {|αmα〉sm}, ou` les e´tats sont
de´compose´s d’une manie`re analogue a` (2.20),
〈−→r |αmα〉sm = ϕsmαmα(−→r ) =
uhoα (r)
r
Ymαα¯ (Ω), (2.41)
ou` uhoα (r) sont les fonctions propres radiales de l’oscillateur harmonique [1, 2, 3].
2.2.2 Me´thode de seconde quantification
Nous introduisons dans cette partie certains re´sultats de base dont nous ferons usage par
la suite. Nos conventions sont celles introduites dans [3].
La me´thode habituelle pour re´soudre le proble`me aux valeurs propres pour un syste`me de
fermions utilise le formalisme de seconde quantiﬁcation. Ce formalisme repose sur le fait
que la fonction d’onde d’un syste`me de A fermions peut eˆtre de´veloppe´e dans l’espace de
Fock, c’est a` dire dans une base a` A corps compleˆtement antisyme´trise´e. Si nous notons
{|a〉, |b〉, . . .} une base orthogonale individuelle, alors un e´tat |SD〉 de la base de Fock a` A
particules est construit selon (2.5), que nous e´crivons ici en faisant apparaˆıtre l’ope´rateur
d’antisyme´trisation A,
|SD〉 = |a, b, . . . , c〉 = A|a(1), b(2), . . . , c(A)〉, (2.42a)
A = 1√
A!
∑
P
(−1)P Pˆ , (2.42b)
ou` Pˆ est un ope´rateur de permutation de parite´ (−1)P , et ou` la sommation est eﬀectue´e
sur les A! permutations possibles. Dans le ket du membre de droite de (2.42a) nous avons
indique´ que la particule (1) occupe l’e´tat individuel |a〉, la particule (2) occupe |b〉, etc ...
Cet ordre est compleˆtement arbitraire car l’antisyme´triseur A eﬀace cette discernabilite´.
La dimension de la base de Fock correspond au nombre de conﬁgurations d’occupation pos-
sibles et est en ge´ne´ral inﬁnie. En mode`le en couches, la troncation est eﬀectue´e en premier
lieu sur la base individuelle, ce qui limite le nombre de conﬁgurations a` une valeur ﬁnie.
Une autre troncation peut e´galement eˆtre eﬀectue´e sur les conﬁgurations elles-meˆmes ; ce
qui re´duit encore la dimension de la base de Fock. Notons cependant que plus la troncation
est drastique, moins l’espace de Fock est riche en conﬁgurations, et plus le caracte`re eﬀectif
de l’interaction V sm est prononce´.
17
Le formalisme de seconde quantiﬁcation introduit les ope´rateurs a†a et ab, de´nomme´s res-
pectivement ope´rateur de cre´ation et ope´rateur d’annihilation et satisfaisant aux relations,
{a†a, a†b} = {aa, ab} = 0, (2.43a)
{a†a, ab} = δa,b. (2.43b)
L’e´tat de base (2.42a) est alors construit selon la convention suivante,
|a, b, . . . , c〉 = a†c . . . a†ba†a|〉, (2.44)
ou` |〉 de´signe l’e´tat vide.
Si T (i) est un ope´rateur a` un corps agissant dans l’espace des e´tats de la particule i, alors
le formalisme de seconde quantiﬁcation nous permet d’e´crire,
A∑
i=1
T (i) =
∑
a,b
〈a|T |b〉a†aab, (2.45)
ou` la sommation dans le membre de droite est eﬀectue´e sur tous les e´tats de la base in-
dividuelle conside´re´e. Il est a` noter que la relation (2.45) n’est valable que dans la base
de Fock de´ﬁnie en (2.44), en d’autres termes, les e´le´ments de matrice de l’ope´rateur du
membre de gauche de l’e´quation (2.45) ne sont e´gaux a` ceux de l’ope´rateur du membre de
droite uniquement dans la base de Fock. L’application de ce dernier ope´rateur dans une
base constitue´e d’un simple produit tensoriel d’e´tats individuels serait d’une interpre´tation
douteuse et pour le moins complique´e.
De meˆme, si K(ij) est un ope´rateur a` deux corps agissant dans l’espace compose´ d’un
produit tensoriel des e´tats de la particule i avec ceux de la particule j, nous pouvons
e´crire, dans la base de Fock,
A∑
1=i<j
K(ij) = 1
4
∑
a,b,c,d
〈a, b|K|c, d〉as a†aa†badac. (2.46)
Introduisons maintenant les notations couple´es pour la construction de la base de Fock.
Nous substituons alors la base individuelle ge´ne´rique {|a〉} par la base {|αmα〉}introduite
en (2.20). Si nous notons
−→
j (i) =
−→
l (i)+−→s (i) l’ope´rateur moment de spin total de la particule
(i), alors nous pouvons de´ﬁnir l’ope´rateur moment de spin total du syste`me de A nucle´ons
par,
−→J =
A∑
i=1
−→
j (i). (2.47)
Nous noterons alors |Φ〉J,M un e´tat a` A corps compleˆtement antisyme´trique et satisfaisant
aux e´quations suivantes, (
J(J + 1)− J 2
)
|Φ〉J,M = 0, (2.48a)(
M − Jz
)
|Φ〉J,M = 0. (2.48b)
Une me´thode de construction de tels e´tats est de´crite dans [3].
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Il devient alors utile d’introduire e´galement les notations couple´es pour les ope´rateurs ten-
soriels irre´ductibles (dont nous ferons plus tard un usage extensif). Si T θ,mθ est un ope´rateur
tensoriel d’ordre θ (et de projection mθ) dans la base {|αmα〉}, on montre facilement que
l’on peut e´crire, dans la base de Fock,
A∑
i=1
T θ,mθ(i) = 1
θˆ
∑
α,β
〈α||T θ||β〉
(
a†αa˜β
)θ,mθ
, (2.49)
ou` nous avons introduit l’ope´rateur a˜αmα = (−1)jα+mαaα,−mα qui, comme l’ope´rateur de
cre´ation, est un ope´rateur tensoriel. De meˆme, si Kθ,mθ(ij) est tensoriel d’ordre θ dans la
base a` deux corps {|αmα(i), β mβ(j)〉}, nous pouvons e´crire, dans la base de Fock,
A∑
1=i<j
Kθ,mθ(ij) = −1
θˆ
∑
α≤β,γ≤δ
∑
Γ,Γ′
Γ〈α, β||Kθ||γ, δ〉Γ′nas
[(
a†αa
†
β
)Γ(
a˜γ a˜δ
)Γ′]θ,mθ
, (2.50)
ou` nous avons introduit l’e´le´ment de matrice a` deux corps antisyme´trise´ et normalise´,
Γ〈α, β||Kθ||γ, δ〉Γ′nas =
Γ〈α, β||Kθ||γ, δ〉Γ′as√
1 + δα,β
√
1 + δγ,δ
. (2.51)
Comme nous l’avons vu, l’hamiltonien de mode`le en couches n’est actif que pour les parti-
cules de valences, l’hamiltonien du coeur ne fournissant qu’une contribution scalaire. Nous
pouvons donc limiter la diagonalisation de l’hamiltonien a` une base de Fock a` nval parti-
cules. En utilisant les re´sultats pre´ce´dents, on montre alors facilement que l’hamiltonien
(2.37) peut s’e´crire2,
H = Ecore +
∑
(α)∈val
〈α||hsm||α〉
(
a†αa˜α
)0,0
−
∑
(α≤β,γ≤δ)∈val
∑
Γ
〈α, β||V sm||γ, δ〉Γnas
[(
a†αa
†
β
)Γ(
a˜γ a˜δ
)Γ]0,0
, (2.52)
ou` nous avons spe´ciﬁe´ que les sommations sur les e´tats individuels se limitent a` l’espace de
valence (de´note´ par val), et ou` nous avons utilise´ le fait que l’hamiltonien hsm est diagonal
dans la base {|αmα〉sm}.
Inte´ressons-nous maintenant plus pre´cise´ment a` la base de Fock. Si nous de´ﬁnissons l’e´tat
antisyme´trise´ a` nval corps,
|Φval〉 = |v1, v2, . . . , vnval〉, (2.53)
ou` les e´tats individuels |v1〉, |v2〉, . . . appartiennent a` l’espace de valence, et l’e´tat anti-
syme´trise´ a` ncore corps que l’on note |0〉 et de´ﬁnissant l’e´tat du coeur, alors nous pouvons
de´ﬁnir l’e´tat antisyme´trise´ a` A corps (ncore + nval = A),
|0,Φval〉 = A
(
|0〉 ⊗ |Φval〉
)
, (2.54)
2Nous omettons ici l’exposant sm sur les e´tats individuels pour simplifier les expressions ; il reste
cependant pre´sent pour les ope´rateurs e´crits en premie`re quantification, rappelant ainsi que ces expressions
ne sont valables que dans la base de mode`le en couches.
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ou`, cette fois-ci, l’ope´rateur A antisyme´trise l’e´tat partiellement antisyme´trique situe´ a` sa
droite. Par de´ﬁnition, le coeur n’admet qu’un seule conﬁguration3. La dimension de l’espace
engendre´ par les e´tats (2.53) est donc e´gale a` la dimension de l’espace engendre´s par les
e´tats (2.54). De plus, on peut montrer [3] que les e´le´ments de matrice de l’hamiltonien H
sont les meˆmes dans les deux bases. Nous pouvons donc e´crire en toute quie´tude,
〈0,Φval|H|0,Φ′val〉 = 〈Φval|H|Φ′val〉, (2.55)
car cette re´duction fait intervenir une phase de re´arrangement positive. Cependant, et ce
pour les besoins ulte´rieurs du pre´sent expose´, nous utiliserons une base ge´ne´rale a` A corps.
Dans tout ce qui suit, nous de´signerons l’ensemble des e´tats du coeur par « core » et
l’ensemble des e´tats de l’espace de valence par « val » . Les indices regroupant les nombres
quantiques de´ﬁnissant chaque couche seront ordonne´s de la manie`re suivante,
α ∈ core, β ∈ val ⇒ α < β. (2.56)
Quelques de´tails sur les me´thodes nume´riques utilise´es dans le code de mode`le en couches,
ainsi que des remarques sur le formalisme proton-neutron sont expose´s en annexe (6.3).
3Ce qui correspond de´ja` a` une troncation de l’espace total ; donc plus le coeur est grand, plus l’espace
est tronque´.
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2.3 La the´orie des re´actions
2.3.1 Le proble`me avec asymptotique a` deux fragments
Nous rappelons ici quelques re´sultats fondamentaux sur la the´orie des collisions n’incluant
que les partitions de masse correspondant au proble`me a` deux corps asymptotique. On peut
trouver une description compleˆte de cette the´orie dans [32], [33], [34]. Ce succint rappel
nous permet cependant d’introduire les notations qui seront noˆtres par la suite.
Nous conside´rons un syste`me qui e´volue a` une e´nergie intrinse`que totale E durant un
processus de collision. Nous de´ﬁnissons alors le passe´ infini ainsi que le futur infini re-
lativement a` l’instant de la collision. Dans ces zones de temps lointaines, le syste`me est
suppose´ consister en deux fragments4 : l’un des deux est appele´ la cible, et l’autre le pro-
jectile. Nous notons −→r la coordonne´e relative se´parant les centres de masse de la cible et
du projectile. Dans le passe´ inﬁni, ainsi que dans le futur inﬁni, la distance relative |−→r |
est suppose´e tre`s grande. Dans un formalisme inde´pendant du temps nous parlerons alors
de re´gion asymptotique. Dans la re´gion asymptotique, les deux fragments n’interagissent
pas et cible et projectile sont inde´pendemment de´crits par leur hamiltonien intrinse`que que
l’on note Ht et Hp respectivement. Nous notons |tjtmt〉 les vecteurs d’e´tats intrinse`ques
de la cible, ou` jt est le moment de spin total et mt sa projection. Tous les autres nombres
quantiques ne´cessaires pour de´ﬁnir la cible de manie`re unique sont symbolise´s par la petite
lettre capitale « t » (re´miniscente du mot anglais Target). Ces e´tats sont alors solution de
l’e´quation stationnaire,
(Et −Ht)|tjtmt〉 = 0. (2.57)
De meˆme, nous notons les e´tats intrinse`ques du projectile |pjpmp〉, solutions de,
(Ep −Hp)|pjpmp〉 = 0. (2.58)
Dans la re´gion asymptotique, l’hamiltonien intrinse`que du syste`me total, que l’on note H0
et que l’on qualiﬁe d’asymptotique (ou libre), peut s’e´crire,
H0 = Ht +Hp +
q2
2µ
, (2.59)
ou` −→q est le moment conjugue´ de la variable relative −→r et µ est la masse re´duite cible-
projectile. Les e´tats stationnaires du syste`me « libre » se re´duisent alors a`,
|tjtmt ⊗ pjpmp ⊗−→q 〉, (2.60)
ou` |−→q 〉 est une onde plane de moment −→q . Ces vecteurs d’e´tats satisfont donc a`,
(E −H0)|tjtmt ⊗ pjpmp ⊗−→q 〉 = 0, (2.61)
ou` E = Et + Ep + q
2/2µ. A un temps proche de l’instant de la collision, la distance |−→r |
est suppose´e suﬃsamment petite pour que les deux fragments puissent interagir via un
potentiel V. Nous parlerons alors de re´gion d’interaction. Dans la re´gion d’interaction,
l’hamiltonien intrinse`que du syste`me, que l’on note H , s’e´crit alors,
H = Ht +Hp +
q2
2µ
+ V. (2.62)
4Ce que nous appelons fragment correspond ici a` un syste`me dans sa partition de masse la plus simple,
a` savoir un e´tat lie´.
21
Nous noterons |ψ〉 les e´tats stationnaires intrinse`ques du syste`me total satisfaisant a`,
(E −H)|ψ〉 = 0. (2.63)
Dans une expe´rience de diﬀusion, le faisceau est mode´lise´, avant la collision, par une su-
perposition d’e´tats du type (2.60), dont la distribution en impulsion est centre´e sur une
valeur moyenne. Ce paquet d’ondes est alors propage´ puis diﬀuse´ par le potentiel V avant
d’atteindre a` nouveau la re´gion asymptotique ou` les produits de la re´action peuvent eˆtre
de´tecte´s.
La the´orie formelle des collisions nous permet d’exprimer, dans un formalisme inde´pendant
du temps, les e´tats solutions de (2.63) connaissant, a` une e´nergie donne´e E, l’e´tat du
syste`me dans le passe´ inﬁni. Ceci est acheve´ a` l’aide de l’ope´rateur de Mo¨ller de´ﬁni par
[32],
Ω+ = lim
t→−∞
e
i
~
Hte−
i
~
H0t, (2.64)
qui mappe les e´tats stationnaires de H0 sur ceux de H . En conside´rant que le syste`me est,
dans le passe´ inﬁni, dans l’e´tat |tjtmt ⊗ pjpmp ⊗ −→q 〉, la solution |ψ〉+ de l’e´quation (2.63)
est alors donne´e par,
|ψ〉+ = Ω+|tjtmt ⊗ pjpmp ⊗−→q 〉. (2.65)
L’e´quation (2.65) exprime le fait que, pour un e´tat initial de moment −→q donne´, l’e´tat |ψ〉+
contient toutes les informations sur le processus de collision. L’e´tat physique ﬁnal est alors
obtenu en propageant la superposition des e´tats |ψ〉+ correspondant a` la distribution ini-
tiale en impulsion.
De meˆme, nous pouvons de´ﬁnir l’ope´rateur de Mo¨ller,
Ω− = lim
t→+∞
e
i
~
Hte−
i
~
H0t, (2.66)
qui mappe les e´tats |t′jt′mt′ ⊗p′jp′mp′ ⊗−→q ′〉 de´crivant le syste`me dans le futur inﬁni sur les
solutions |ψ′〉− de (2.63) de la manie`re suivante,
|ψ′〉− = Ω−|t′jt′mt′ ⊗ p′jp′mp′ ⊗−→q ′〉, (2.67)
ou` nous avons prime´ les e´tats et nombres quantiques, aﬁn de rappeler que l’hamiltonien
libre n’admet pas ne´cessairement la meˆme forme avant et apre`s la collision. En eﬀet, il
se peut que le syste`me change de partition de masse lors du processus de collision. La
convention consistant a` ajouter les exposants in et out aux kets et aux ope´rateurs aﬁn de
distinguer les e´tats asymptotiques dans le passe´ ou dans le futur lointains, ainsi que les
deux formes post et prior de l’interaction, est ici abandonne´e pour des raisons de simplicite´
dans les notations.
En introduisant les deux formes (sortante et entrante) de la re´solvante totale de l’hamil-
tonien H ,
G± =
1
E± −H = limε→0
1
E ± iε−H , (2.68)
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qui peuvent se de´velopper de la manie`re suivante,
G± = G±0 +G
±
0 VG±, (2.69)
ou` la re´solvante « libre » est de´ﬁnie par,
G±0 =
1
E± −H0 = limε→0
1
E ± iε−H0 , (2.70)
on peut montrer que l’e´quation (2.65) se re´duit a`,
|ψ〉+ = lim
ε→0
iεG+|tjtmt ⊗ pjpmp ⊗−→q 〉 (2.71a)
= |tjtmt ⊗ pjpmp ⊗−→q 〉+G+0 V|ψ〉+. (2.71b)
et que (2.67) se re´sume a`,
|ψ′〉− = lim
ε→0
−iεG−|t′jt′mt′ ⊗ p′jp′mp′ ⊗−→q ′〉 (2.72a)
= |t′jt′mt′ ⊗ p′jp′mp′ ⊗−→q ′〉+G′−0 V ′|ψ′〉−. (2.72b)
2.3.2 Canaux d’arrangement
Dans cette partie, nous conside´rons le cas, plus ge´ne´ral, ou` le syste`me ne se re´duit pas
ne´cessairement a` un proble`me a` deux corps dans la re´gion asymptotique. Cette dernie`re
re´gion peut alors eˆtre de´ﬁnie au moyen de syste`mes de coordonne´es plus complexes, ap-
proprie´s pour chaque partition de masse. Nous utiliserons donc la terminologie ade´quate
de canal d’arrangement pour distinguer ces diﬀe´rentes partitions de masse. Par exemple,
dans la section pre´ce´dente, les canaux d’arrangement conside´re´s correspondent aux parti-
tions de masse ou` le syste`me est scinde´ en deux fragments. Notons cependant qu’a` chaque
canal d’arrangement peut correspondre plusieurs canaux d’excitation comme spe´ciﬁe´, par
exemple, par les e´tats intrinse`ques |tjtmt〉 et |pjpmp〉 de´ﬁnis dans la section pre´ce´dente.
Un canal d’arrangement, que nous notons a, est donc de´ﬁni par les vecteurs d’e´tat |a〉
solutions de l’e´quation (E−Ha0 )|a〉 = 0, ou` Ha0 est l’hamiltonien de´crivant le syste`me dans
une certaine partition de masse dans la re´gion asymptotique. Nous pouvons alors de´ﬁnir
les ope´rateurs de Mo¨ller ge´ne´ralise´s Ω±a qui mappent l’espace engendre´ par les e´tats |a〉 du
canal d’arrangement a sur l’espace engendre´s par les e´tats,
|ψa〉± = Ω±a |a〉 = |a〉+Ga±0 Va|ψa〉±, (2.73)
solutions de (2.63), ou` la re´solvante Ga±0 est de´ﬁnie de manie`re analogue a` (2.70). Selon la
the´orie multi-canaux avec re´arrangement [33], la solution |ψ+a 〉 peut eˆtre e´crite en fonction
d’un autre canal d’arrangement b de la manie`re suivante,
|ψb〉+ = lim
ε→0
iεGa+0 |b〉+Ga+0 Va|ψb〉+, (2.74)
ou` il peut eˆtre de´montre´ que,
lim
ε→0
iεGa+0 |b〉 ∼ δa,b|a〉, (2.75)
dans la re´gion asymptotique. Chaque canal d’arrangement peut admettre plusieurs (voire
un continuum) e´tats d’excitation. C’est le cas lorsque, par exemple, l’hamiltonien Ha0 du
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canal d’arrangement a peut supporter plusieurs e´tats lie´s. Notons ces e´tats |ai〉, ou` l’indice
i diﬀe´rencie les e´tats d’excitation. Pour un canal d’arrangement donne´ a, les e´tats |ai〉 sont
orthogonaux : 〈ai|aj〉 = δi,j . En revanche, les e´tats propres de deux canaux d’arrangement
diﬀe´rents a et b ne ve´riﬁent pas ne´cessairement cette relation puisque qu’ils sont e´tats
propres d’hamiltoniens diﬀe´rentsHa0 etH
b
0. Ceci me`ne a` des proble`mes de non-orthogonalite´
et de surcomple´tude [35, 36]. Cependant, on peut montrer que les espaces P±a engendre´s par
les e´tats {Ω±a |a〉} pour diﬀe´rent canaux d’arrangement sont orthogonaux. Si nous notons
P±a les projecteurs sur les espaces P±a , nous pouvons donc e´crire,
P±a P
±
b = 0, a 6= b. (2.76)
De plus, il peut eˆtre de´montre´ la relation suivante, appele´e relation de comple´tude asymp-
totique,
Q+
∑
a
P±a = 1, (2.77)
ou` Q est le projecteur sur l’espace des e´tats ou` le syste`me total est lie´ (consistant donc en
un seul fragment).
Dans ce chapitre nous nous limiterons aux canaux d’arrangement correspondant au pro-
ble`me asymptotique a` deux corps, et oublierons les proble`mes de non-orthogonalite´. Ceci
revient a` conside´rer que le syste`me n’admet qu’une seule partition de masse dans la re´gion
asymptotique.
2.3.3 Ondes partielles et sche´ma de couplage
Comme nous l’avons mentionne´ plus haut, nous ne conside´rons que les canaux d’arrange-
ment ou` le syste`me est scinde´ en deux fragments dans la re´gion asymptotique, et ce pour
une partition de masse donne´e. L’espace des canaux d’excitation correspondant a` l’hamil-
tonien libre (2.59) est alors engendre´ par les e´tats (2.60). Nous pouvons ainsi de´ﬁnir le
projecteur P˜ sur cet espace de la manie`re suivante,
P˜ =
∑
tjtmt ,pjpmp
∫
d3q |tjtmt ⊗ pjpmp ⊗−→q 〉〈tjtmt ⊗ pjpmp ⊗−→q |, (2.78)
ou` les sommations portent sur tous les e´tats propres lie´s de Ht et Hp.
Il devient alors commode d’introduire une repre´sentation coordonne´e de l’espace des ca-
naux. Les e´tats {|tjtmt ⊗pjpmp ⊗−→q 〉} correspondent aux e´tats asymptotiques physiques et
sont facilement interpre´tables en ce sens. Cependant, la de´ﬁnition (2.78), qui n’est autre
qu’une relation de comple´tude au sein de l’espace des canaux a` deux fragments de meˆme
partition de masse, peut indiﬀe´remment eˆtre e´crite au moyen des e´tats sus-mentionne´s, ou
au moyen des e´tats {|tjtmt ⊗pjpmp ⊗−→r 〉} ou` |−→r 〉 est le ket coordonne´e correspondant a` la
variable relative entre les deux fragments. Nous pouvons ainsi e´crire (2.78) sous la forme
suivante,
P˜ =
∑
tjtmt ,pjpmp
∫
d3r |tjtmt ⊗ pjpmp ⊗−→r 〉〈tjtmt ⊗ pjpmp ⊗−→r |. (2.79)
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En utilisant une base d’harmonique sphe´riques pour la comple´tude au sein de l’espace
angulaire, nous pouvons alors e´crire,
P˜ =
∑
tjtmt ,pjpmp ,l,ml
∫
dr r2 |tjtmt ⊗ pjpmp ⊗ lml, r〉〈tjtmt ⊗ pjpmp ⊗ r, lml|, (2.80)
ou` la base {|lml, r〉} admet la repre´sentation suivante,
〈−→r |lml, r′〉 = δ(r − r
′)
rr′
Y mll (Ωr). (2.81)
Enﬁn, nous introduisons notre sche´ma de couplage (qui sera utilise´ dans tout ce qui suit)
au moyen des e´tats {|YJ,Mc , r〉} admettant la repre´sentation suivante,
〈−→r |YJ,Mc , r′〉 =
δ(r − r′)
rr′
YJ,Mc (Ωr), (2.82)
ou` les fonctions angulaires sont donne´es par5,
YJ,Mc (Ωr) =
∑
mt,mp
〈lj,mlmp|jm〉〈jtj,mtm|JM〉 |tjtmt ⊗ pjpmp〉 Y mll (Ωr), (2.83)
et ou` nous avons introduit la notation simpliﬁe´e6,
c ≡ {tjt, (l, pjp)j}, (2.84)
qui n’est autre que la de´ﬁnition des canaux en termes d’ondes partielles. En de´composant
la repre´sentation coordonne´es de l’onde plane |−→q 〉 en ondes partielles, on montre facilement
que l’on a,
〈r,YJ,Mc′ |tjtmt ⊗ pjpmp ⊗−→q 〉 =
∑
l,j
δc,c′ jl(kr) Ξ
J,M
c (mt, mp,Ωq), (2.85)
ou`, pour une e´nergie totale E,
k =
q
~
=
√
2µ(E − Et −Ep)
~2
, (2.86)
jl est la fonction de Bessel sphe´rique et ou` le terme de´pendant de la partie angulaire Ωq
est donne´ par,
ΞJ,Mc (mt, mp,Ωq) =
4pi
(2pi~)3/2
il 〈lj,mlmp|jm〉〈jtj,mtm|JM〉Y ∗mll (Ωq). (2.87)
Il est aise´ de montrer que les fonctions angulaires (2.87) satisfont aux relations suivantes,∑
mt,mp
∫
dΩq
(
ΞJ,M
tjt ,pjp ,l,j(mt, mp,Ωq)
)†
ΞJ
′,M ′
tjt ,pjp ,l′,j′(mt, mp,Ωq) =
2
pi~3
δ(l,j,J,M),(l′,j′,J ′,M ′),(2.88a)
∑
l,j,J,M
ΞJ,Mc (mt, mp,Ωq)
(
ΞJ,Mc (mt′ , mp′,Ω
′
q)
)†
=
2
pi~3
δ(mt,mp),(mt′ ,mp′) δ(Ωq − Ω′q). (2.88b)
Enﬁn, nous concluons en e´crivant le projecteur (2.78) comme suit,
P˜ =
∑
c,J,M
∫
dr r2 |YJ,Mc , r〉〈r,YJ,Mc |. (2.89)
5Notons que ml = m−mp et m =M −mt.
6L’odre de couplage est ici symbolise´, la lettre c n’en de´crivant pas moins l’ensemble des nombres
quantiques {t, jt, l, p, jp, j}.
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2.3.4 Ondes distordues et potentiel de Coulomb
Rede´ﬁnissons l’hamiltonien total par H = Hc0 + V, ou` Hc0 = H0+ Vc et Vc est un potentiel
additionnel. Nous pouvons alors de´ﬁnir la re´solvante du nouvel hamiltonien libre Hc0,
Gc±0 =
1
E± −Hc0
. (2.90)
En notant |ψ0〉 la solution de (E −H0)|ψ0〉 = 0, nous pouvons e´crire les solutions totales
(analogues de (2.71) et (2.72)),
|ψ〉± = lim
ε→0
iεG±|ψ0〉 (2.91a)
= lim
ε→0
iε(Gc±0 |ψ0〉+G±VGc±0 |ψ0〉). (2.91b)
En introduisant,
|ψc〉± = lim
ε→0
iεGc±0 |ψ0〉, (2.92)
(2.91) me`ne a`,
|ψ〉± = |ψc〉± +Gc±0 V|ψ〉±. (2.93)
Le proble`me se re´duit donc a` (2.71b-2.72b) a` ceci pre`s que le vecteur libre |ψ0〉 est remplace´
par le vecteur distordu |ψc〉±. Si le potentiel additionnel Vc est le potentiel de Coulomb :
Vc(r) = e2ZtZp/r, ou` Zt et Zp sont les nombres de charge de la cible et du projectile
respectivement, alors le nouvel ope´rateur de Mo¨ller,
Ω±c = lim
t→∓∞
e
i
~
Hte−
i
~
Hc0t, (2.94)
n’est plus de´ﬁni a` cause de la porte´e inﬁnie de ce potentiel. Ne´anmoins, par une proce´dure
de renormalisation [37, 38], nous pouvons trouver une solution analytique, que l’on note7
|ψc〉± ≡ |−→q c〉±, commune´ment de´nomme´e onde plane distordue de Coulomb et admettant
la repre´sentation coordonne´e suivante,
〈−→r |−→q c〉± = 1
(2pi~)
3
2
e−piη/2Γ(1± iη)ei
−→
k −→r
1F1(∓iη; 1; i(kr −−→k −→r )), (2.95)
ou` η = µe2Z1Z2/~
2k est le parameˆtre de Sommerfeld, et 1F1(a; b; z) est la fonction hy-
perge´ome´trique conﬂuente de premie`re espe`ce [39]. L’onde plane |−→q c〉+ peut eˆtre de´veloppe´e
sur une base d’ondes partielles comme suit,
〈−→r |−→q c〉+ = 4pi
(2pi~)
3
2
∑
l,m
ileiσlfl,η(kr)Y
∗m
l (Ωq)Y
m
l (Ωr), (2.96)
ou` fl,η(kr) est la fonction d’onde de Coulomb re´gulie`re, normalise´e de la manie`re suivante
(pour r →∞),
fl,η(kr) ∼ 1
kr
sin(kr − ηlog(2kr)− pil/2 + σl), (2.97)
7Nous oublions ici les e´tats intrinse`ques de la cible et du projectile pour simplifier les notations.
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et ou` σl est le de´phasage de Coulomb,
σl = arg(Γ(l + 1 + iη)). (2.98)
La fonction d’onde de Coulomb re´gulie`re (2.97) peut s’e´crire en fonction des fonctions
d’onde de Coulomb irre´gulie`res h±l,η comme suit,
fl,η(kr) =
1
2
(eiσlh+l,η(kr) + e
−iσlh−l,η(kr)), (2.99)
ou`, pour r ∼ ∞,
h±l,η(kr) ∼
i∓(l+1)
kr
e±i(kr−ηlog(2kr)). (2.100)
Dans tout ce qui suit, nous assimilerons l’hamiltonien libre H0 a` l’hamiltonien H
c
0, suppo-
sant implicitement que le potentiel de Coulomb y est contenu. Les e´tats (2.60) sont alors
remplace´s par les e´tats,
|tjtmt ⊗ pjpmp ⊗−→q c〉, (2.101)
et la relation (2.85) devient,
〈r,YJ,Mc′ |tjtmt ⊗ pjpmp ⊗−→q c〉 =
∑
l,j
δc,c′ e
iσl fl,η(kr) Ξ
J,M
c (mt, mp,Ωq). (2.102)
2.3.5 Comportement asymptotique
Nous supposons toujours, dans cette partie, que l’espace des canaux ou` le syste`me est scinde´
en deux fragments pour une partition de masse donne´e est suﬃsant pour de´crire l’ensemble
des e´tats accessibles au syste`me. La relation (2.78) devient alors une relation de comple´tude.
Les coeﬃcients du de´veloppement de l’e´tat de difusion (2.71) dans la base {|YJ,Mc′ , r〉} in-
troduite dans la section (2.3.3) sont note´s,
〈r,YJ,Mc′ |ψ〉+ =
1
r
ψJ,Mc′ (r). (2.103)
On peut montrer [40] que les e´le´ments de matrice de la re´solvante G+0 peuvent s’e´crire,
〈r,YJ,Mc′ |G+0 |YJ,Mc′ , r′〉 = g+l′ (k′, r, r′), (2.104)
ou` la fonction de Green g+l′ admet l’expression suivante,
g+l′ (k
′, r, r′) = −2iµ
′k′
~2
eiσl′fl′,η′(k
′r<)h+l′,η′(k
′r>). (2.105)
En e´crivant les e´le´ments de matrice de l’interaction V comme suit,
〈r,YJ,Mc′ |V|YJ,Mc′′ , r′′〉 = VJc′,c′′(r′, r′′), (2.106)
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l’e´quation (2.71b) est e´quivalente a`,
1
r
ψJ,Mc′ (r) =
∑
l,j
δc,c′ e
iσl fl,η(kr) Ξ
J,M
c (mt, mp,Ωq) +
∑
c′′
∫∫
dr′ dr′′ r′2 r′′2 g+l′ (k
′, r, r′)VJc′,c′′(r′, r′′)ψJ,Mc′′ (r′′). (2.107)
Enﬁn, en posant8,
ψJ,Mc′ (r) =
∑
l,j
ψJc′,c(r) Ξ
J,M
c (mt, mp,Ωq), (2.108)
et en utilisant la relation d’orthogonalite´ (2.88a), (2.107) me`ne a`,
ψJc′,c(r) = δc,c′ e
iσl r fl,η(kr) +
∑
c′′
∫∫
dr′ dr′′ r′2 r′′2 g+l′ (k
′, r, r′)VJc′,c′′(r′, r′′)ψJc′′,c(r′′). (2.109)
En introduisant les fonctions radiales suivantes,
H±c (r) = k r e
±iσl h±k,η(r), (2.110)
on montre facilement que la solution matricielle ψJc′,c(r) admet la forme asymptotique
suivante,
ψJc′,c(r) ∼
eiσl
2k′
[
H−c (r)δc,c′ +H
+
c′ (r)S
J
c′,c
]
, (2.111)
ou`,
SJc′,c = δc′,c −
4iµ′
~2
k′e−iσl′
∑
c′′
∫∫
dr′dr”r′2r”2fl′η′(k′r′)VJc′,c′′(r′, r”)ψJc′′,c(r”), (2.112)
sont les e´le´ments d’une matrice relative a` la matrice de diﬀusion par une transformation
unitaire.
2.3.6 De´croissance spontane´e
Il peut arriver qu’un syste`me quantique dans sa partition de masse la plus simple (syste`me
total lie´) aspire a` de´croˆıtre, c’est a` dire a` se scinder spontane´ment en deux (ou plus) frag-
ments s’e´loignant l’un de l’autre avant d’atteindre la re´gion asymptotique. Nous supposons
que, dans le canal d’arrangement correspondant a` un seul fragment9, le syste`me est de´crit
par l’e´tat |Φ〉J,M de moment de spin total J (et projection M). Tout les autres nombres
quantiques sont de´note´s Φ. De meˆme qu’en (2.74), nous pouvons e´crire,
|ψ〉+ = lim
ε→0
iεG+0 |Φ〉J,M +G+0 V|ψ〉+. (2.113)
8Notons que les nombres quantiques tjt,mt de la cible et pjp,mp du projectile sont fixe´s pour le canal
entrant.
9En toute rigueur, nous ne pouvons pas ici parler de canal, car le syste`me admet une forme asymptotique
nulle. Nous utiliserons cependant cet abus de language dans tout ce qui suit.
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Dans la base des canaux a` deux fragments, (2.113) admet alors la repre´sentation suivante,
〈r,YJ,Mc |ψ〉+ =
1
r
ψJc (r) = 〈r,YJ,Mc | lim
ε→0
iεG+0 |Φ〉J,M + 〈r,YJ,Mc |G+0 V|ψ〉+, (2.114)
et la relation (2.75) nous permet d’e´crire,
〈r,YJ,Mc | lim
ε→0
iεG+0 |Φ〉J,M ∼ 0 , pour r →∞. (2.115)
Avant d’aller plus loin, une remarque s’impose. Comme nous l’avons mentionne´ dans la
section (2.3.3), la relation (2.78) est assimilable, dans le cadre de notre approximation, a`
une relation de comple´tude dans l’espace des canaux a` deux fragments de meˆme partition
de masse. Mais nous remarquons que le sous-espace engendre´ par les e´tats |Φ〉J,M de´crivant
le syste`me total lie´ est inclu dans l’espace des canaux a` deux fragments, ces deux derniers
pouvant eˆtre lie´s dans leur mouvement relatif. Ceci nous permet d’utiliser la meˆme me´thode
que dans la section pre´ce´dente pour de´river la forme asymptotique suivante,
ψJc (r) ∼
eiσl
2k
H+c (r) Γ
J
c , (2.116)
ou` nous avons pose´,
ΓJc = −
2iµk
~2
∫
dr′ r′2 fl,η(kr′) 〈r′,YJ,Mc |V|ψ〉+. (2.117)
Notons la forme vectorielle de la solution ψJc (r), a` la diﬀe´rence de la forme matricielle
(2.111), car le canal entrant e´tant inexistant, cette solution ne de´pend pas de la partie
angulaire d’une quelconque onde incidente.
2.3.7 Introduction de notations suple´mentaires
Nous introduisons dans cette partie, peu primesautie`re mais he´las ne´cessaire, quelques no-
tations supple´mentaires qui nous seront utiles par la suite. Le sche´ma de couplage introduit
dans la section (2.3.3) peut eˆtre symbolise´ de la manie`re suivante,[
(cible)jt ×
[
(moment angulaire relatif)l × (projectile)jp
]j ]J,M
. (2.118)
Nous avons alors introduit en (2.84) une notation simpliﬁe´e visant a` symboliser l’ensemble
des nombres quantiques de´ﬁnissant chaque canal (en termes d’onde partielles) par la lettre
romaine c. Nous introduisons alors la forme re´duite c¯ de cette notation de la manie`re
suivante,
c¯ ≡ {l, p, jp, j}, (2.119)
ne correspondant donc qu’aux nombres quantiques de´crivant le moment relatif, le projectile
et le moment de spin j. Nous pouvons alors factoriser la notation (2.84) de la manie`re
suivante,
c ≡ {t, jt, c¯}. (2.120)
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De meˆme, nous factorisons les fonctions angulaires (2.83) comme suit,
YJ,Mc (Ω) =
[
|tjt〉 × Yc¯(Ω)
]J,M
=
∑
mt,m
〈jtj,mtm|JM〉 |tjt,mt〉Ymc¯ (Ω), (2.121)
ou` nous avons de´ﬁni,
Ymc¯ (Ω) =
∑
ml,mp
〈ljp, mlmp|jm〉 Y mll (Ω) |pjp,mp〉. (2.122)
Chaque ket |YJ,Mc , r〉 de la base des canaux peut alors s’e´crire,
|YJ,Mc , r〉 = |tjt ⊗Yc¯, r〉J,M . (2.123)
Aﬁn d’illustrer simplement cette nouvelle notation, prenons l’exemple ou` le fragment appele´
projectile correspond a` un seul nucle´on. Dans ce cas, les nombres quantiques intrinse`ques de
ce « fragment » , de´note´s pre´ce´demment par la petite capitale p, se re´sument a` la projection
de l’isospin τz, et le moment jp n’est autre que le spin 1/2 du fermion conside´re´. La notation
(2.119) se re´sume donc a`,
c¯ ≡ {l, j, τz}, (2.124)
ou` nous avons omis le spin 1/2. La seule diﬀe´rence entre les notations (2.19a) et (2.84)
re´side donc uniquement dans les nombres quantiques d’excitation : l’utilisation de la lettre
romaine c sous-entend les nombres quantiques {t, jt} de´ﬁnissant l’e´tat d’excitation du
fragment appele´ cible, alors que l’utilisation de la lettre grecque α sous-entend le nombre
quantique nα (kα pour un e´tat de diﬀusion) de´ﬁnissant l’e´tat d’excitation du fragment
appele´ projectile, relativement a` la cible.
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2.4 Le mode`le en couches avec couplage aux e´tats du
continuum
2.4.1 Etats individuels
2.4.1.1 Etats lie´s, continuum et re´sonances
On suppose une base constitue´e des e´tats |αmα〉 de´ﬁnis comme en (2.20) et satisfaisant a`
l’e´quation,
(eα − h)|αmα〉 = 0, (2.125)
ou` h est un hamiltonien construit a` partir d’un potentiel a` syme´trie sphe´rique et de pro-
fondeur ﬁnie. En toute ge´ne´ralite´, ce potentiel peut eˆtre de porte´e ﬁnie, auquel cas les
fonctions d’onde radiales uα(r) sont solutions d’une e´quation inte´gro-diﬀe´rentielle du type
(2.31). Cette e´quation radiale peut admettre trois types de solutions d’un inte´reˆt physique
imme´diat :
– des solutions de diffusion, qui constituent un ensemble continu et sont caracte´rise´es
par un nombre d’onde kα re´el positif ; ces solutions admettent la forme asymptotique
suivante,
uα(r) ∼ C−α kα r h−lα,ηα(kαr) + C+α kα r h+lα,ηα(kαr)
= Aα kα r
(
h−lα,ηα(kαr) + Sα h
+
lα,ηα
(kαr)
)
, (2.126)
ou` h±lα,ηα(kαr) sont les fonctions d’onde de Coulomb irre´gulie`res sortante et entrante
de´ﬁnies comme en (2.99), C±α et Aα sont des constantes et Sα est l’e´le´ment de la matrice
S de diﬀusion pour l’onde partielle conside´re´e,
– des solutions lie´es, qui constituent un ensemble discret et sont caracte´rise´es par un
nombre d’onde kα imaginaire positif ; ces solutions admettent la forme asymptotique
d’onde sortante,
uα(r) ∼ Cα kα r h+lα,ηα(kαr), (2.127)
ou` Cα est une constante,
– des solutions re´sonnantes [41], qui constituent un ensemble discret et sont caracte´rise´es
par un nombre d’onde kα de parties re´elle positive et imaginaire ne´gative telles que
Re(kα) > −Im(kα) ; ces solutions admettent e´galement la forme asymptotique sortante.
Dans ce qui suit, nous construirons l’espace des e´tats individuels a` partir des e´tats lie´s et
de diﬀusion. Les solutions radiales satisfont donc a` la relation de comple´tude de Newton
[42], ∑
nα
uα(r)uα(r
′) +
∫ ∞
0
dkαuα(r)uα(r
′) = δ(r − r′). (2.128)
Dans l’espace total, la relation de comple´tude devient alors,∑
α¯,mα
Ymαα¯ (Ω)
[∑
nα
uα(r)
r
uα(r
′)
r′
+
∫ ∞
0
dkα
uα(r)
r
uα(r
′)
r′
]
Y†mαα¯ (Ω′) = δ(−→r −−→r ′)1SI ,(2.129)
31
ou` les fonctions angulaires Ymαα¯ (Ω) ont e´te´ de´ﬁnies en (2.18) et ou` 1SI repre´sente l’iden-
tite´ dans l’espace de spin et d’isospin. Nous verrons quelle est l’inﬂuence des solutions
re´sonnantes sur le continuum re´el dans la partie (2.4.1.3).
2.4.1.2 Equation radiale et condition de raccordement
L’ensemble des fonctions d’onde radiales qui nous inte´resse est constitue´ des solutions de
l’e´quation ge´ne´rique suivante,
− ~
2
2m∗
[ d2
dr2
+ k2α −
lα(lα + 1)
r2
]
uα(r) +Dα¯(r)uα(r) + Θα(r) = 0, (2.130)
ou` nous avons de´ﬁni le terme source,
Θα(r) =
∫
dr′Eα¯(r, r′)uα(r′). (2.131)
Outre les restrictions habituelles [43]-[47], on demande au potentiel de satisfaire aux condi-
tions suivantes,
Dα¯(r) ∼ e2Z1Z2/r, (potentiel de Coulomb) pour r →∞, (2.132a)
Eα¯(r, r
′) = Eα¯(r′, r), (syme´trie du noyau inte´gral), (2.132b)
Θα(r) ∼ 0, pour r →∞. (2.132c)
Pour re´soudre cette e´quation on divise habituellement l’axe radial en deux parties :
– la partie inte´rieure de´ﬁnie par l’intervalle [0, R], ou` R correspond approximativement au
rayon du potentiel10 ; sur cet intervalle, la solution uα(r) est e´crite,
uα(r) = C u
reg
α (r), (2.133)
avec C une constante, et ou` la solution re´gulie`re uregα (r) satisfait a`,
lim
r→0
r−lα−1uregα (r) = 1, (2.134)
– la partie exte´rieure [R,Rmax], telle que pour r ≥ Rmax les conditions (2.132a) et (2.132c)
sont ve´riﬁe´es ; sur cet intervale, la solution uα(r) est de´compose´e de la manie`re suivante,
uα(r) = C
−
α H
−
α (r) + C
+
α H
+
α (r), (2.135)
ou` C±α sont des constantes proportionnelles aux fonctions de Jost [40], et ou` H
±
α sont les
solutions de Jost.
10Nous entendons ici par rayon du potentiel le rayon R aux alentours duquel Dα¯(r) et Θα(r) varient
brusquement ; ce rayon correspond a` ce que l’on pourrait appeler la surface du noyau.
32
Les solutions de Jost H±α (r) sont solutions de l’e´quation (2.130) et admettent la forme
asymptotique,
H±α (r) ∼ kα r h±lα,ηα(kαr). (2.136)
Ayant obtenu les solutions re´gulie`re et de Jost, on trouve la solution totale en re´solvant
l’e´quation de continuite´ de la de´rive´e logarithmique de uα en R. Pour les e´tats de diﬀusion,
cette e´quation est e´quivalente au syste`me line´aire suivant,
C uregα (R) = C
−
α H
−
α (R) + C
+
α H
+
α (R),
C
duregα (r)
dr
∣∣∣
r=R
= C−α
dH−α (r)
dr
∣∣∣
r=R
+ C+α
dH+α (r)
dr
∣∣∣
r=R
. (2.137)
Les e´tats de diﬀusion sont normalise´s de manie`re a` satisfaire a`,∫
dr uk,α¯(r)uk′,α¯(r) = δ(k − k′), (2.138)
qui est l’e´quivalent de (2.23a) pour les e´tats de diﬀusion. Enﬁn, on peut montrer que (2.138)
implique,
C+αC
−
α =
1
2pi
. (2.139)
Pour les e´tats lie´s et les solutions re´sonnantes, on adopte une autre me´thode. Nous savons
[48] que, pour un potentiel non-local syme´trique, les fonctions de Jost peuvent s’exprimer
en fonction du Wronskien11 W de la fonction re´gulie`re avec les solutions de Jost, calcule´
en r = 0 ou r =∞,
C±α = ∓
1
2ikα
W (uregα , H
∓
α )r=0 ou∞, (2.140)
a` la diﬀe´rence du cas local ou` cette e´galite´ est ve´riﬁe´e pour toute valeur de r. On choisit
donc une valeur de r suﬃsamment grande de manie`re a` ve´riﬁer (2.132c), s’assurant ainsi
que le Wronskien est constant au-dela` de cette valeur, et cherche les ze´ros de la fonction
de Jost C−α (qui correspondent aux poˆles de la matrice S) aﬁn de satisfaire a` la condition
asymptotique (2.127).
Remarquons que, dans le cas d’un potentiel non-local, l’existence des fonctions de Jost
n’est pas assure´e dans le plan complexe [47]. De plus, l’inte´gration nume´rique de l’e´quation
(2.130) ne´cessite un calcul de terme source tel que Θα(r), qui peut diverger. Dans ces
conditions, la seule me´thode pour de´terminer la position d’une re´sonance d’un tel potentiel
est de tracer le de´phasage du continuuum re´el, et de localiser le passage par pi/2.
11Le Wronskien de deux fonctions f(r) et g(r) est ici de´fini par W (f, g)(r) = f(r)g′(r) − f ′(r)g(r), ou`
le prime de´signe la de´rive´ premie`re.
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2.4.1.3 Etats quasi-lie´s inclus dans le continuum
Si l’e´quation radiale (2.130) admet une solution re´sonante tre`s proche de l’axe re´el positif,
alors le continuum re´el est perturbe´ et admet une forte densite´ d’e´tats dans la zone situe´e
juste au dessus du poˆle (cf. Fig. (2.2)).
du continuum réel
zone influencée
pole
état lié
Im(k)
Re(k)
Fig. 2.2 – Plan complexe k.
Cette proprie´te´ se traduit par une variation rapide du de´phasage dans cette zone, ainsi que
de la section eﬃcace qui prend alors la forme bien connue de Breit-Wigner dont la largeur
est relative a` la partie imaginaire de la position du poˆle.
Aﬁn de pouvoir illustrer facilement l’inﬂuence des poˆles de la matrice S sur les e´tats de
diﬀusion, nous emploierons dans cette partie un potentiel local simpliﬁe´ de type Woods-
Saxon additionne´ d’un terme spin-orbite (sans oublier le potentiel de Coulomb, simule´ par
une sphe`re uniforme´ment charge´e). Ce potentiel « test » prend alors la forme suivante (en
repre´sentation radiale),
Uα¯(r) = V0 Uws(r) + 2
[
jα(jα + 1)− lα(lα + 1)− 3
4
]
Vso
1
r
dUws(r)
dr
+ δτzα,−1/2 V
C(r),(2.141)
ou` V0 et Vso sont des constantes. Le terme Uws(r) n’est autre qu’une distribution de Fermi,
Uws(r) =
1
1 + e(r−R)/d
, (2.142)
ou` R est le rayon du potentiel et d sa diﬀusivite´. Enﬁn, le terme coulombien est donne´ par,
V C(r) = Ccoul Zt
[(3
2
− 1
2
(r/R)2
)
δ(r < R) +
1
r
δ(r ≥ R)
]
, (2.143)
ou` Ccoul (≃ 1.44MeV ) est la constante de Coulomb et Zt le nombre de charge de la cible.
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L’e´quation radiale ve´riﬁe´e par la solution uα(r) prend alors la forme triviale suivante,
− ~
2
2µ
[ d2
dr2
+ k2α −
lα(lα + 1)
r2
]
uα(r) + Uα¯(r)uα(r) = 0, (2.144)
ou` nous avons pris la peine d’inclure la masse re´duite cible-projectile µ, soucieux de de´crire
un phe´nome`ne de diﬀusion dans le re´fe´rentiel du centre de masse.
Dans la zone d’inﬂuence du poˆle, les e´tats de diﬀusion prennent une forme tre`s localise´e.
Nous entendons ici par localise´, le fait que l’amplitude maximale de la fonction d’onde est
atteinte dans la re´gion inte´rieure au noyau, et y prend une forme disproportionne´e par
rapport a` la forme sinusoidale asymptotique (que nous appellerons queue). Si le poˆle est
vraiment tre`s proche de l’axe re´el, nous pouvons raisonablement supposer que l’e´tat de
diﬀusion le plus aﬀecte´ sera celui se situant imme´diatement au-dessus. En d’autres termes,
si kres correspond au nombre d’onde d’une solution re´sonante, alors l’e´tats du continuum
re´el de nombre d’onde Re(kres) est suspecte´ comme e´tant le plus localise´.
Aﬁn d’illustrer ce phe´nome`ne, nous cherchons l’e´tat re´sonant 0d5/2 proton dans le puit de
potentiel (2.141) avec les parameˆtres suivants,
V0(MeV ) Vso(MeV ) R(fm) d(fm)
40.0 3.5 3.5 0.5
(2.145)
ge´ne´re´ par une cible de masse 16 amu et de nombre de charge Zt = 8. Nous trouvons
alors un poˆle situe´ a` Re(kres) = 0.265126 fm
−1, Im(kres) = −0.00139835 fm−1, ce qui
correspond a` une e´nergie eres = 1.54955MeV et une largeur Γres = 32.692 keV . La fonction
d’onde radiale de l’e´tat de diﬀusion correspondant a` l’e´nergie eres est pre´sente´e ﬁgure (2.3).
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Fig. 2.3 – Fonction d’onde radiale de l’e´tat de diffusion 0d5/2 proton a` l’e´nergie de la
re´sonance, obtenue a` partir du potentiel (2.141). Les valeurs des parameˆtres sont donne´s
en (2.145).
Nous observons clairement cette partie localise´e de la fonction d’onde qui pre´sente de fortes
similitudes avec un e´tat lie´.
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Comme nous l’avons vu dans la section (2.2.1), l’hamiltonien de mode`le en couches se base
sur des e´tats individuels engendre´s par un puits de potentiel inﬁni. Un tel puits ne peut
eˆtre repre´sentatif du champ moyen que pour un nombre tre`s limite´ d’e´tats : ceux du coeur
et de l’espace de valence, car il ne peut pas ge´ne´rer de continuum. Nous savons que le
champ moyen nucle´aire est de profondeur ﬁnie. Ce continuum doit donc, en toute rigueur,
exister. Les e´tats individuels de mode`le en couches n’ont valeur que de base, et n’ont pas
la pre´tention d’eˆtre repre´sentatifs de ce que seraient les hypothe´tiques « vrais » e´tats indi-
viduels ge´ne´re´s par le « vrai » champ moyen nucle´aire. Nous pouvons meˆme supposer que
certains e´tats de l’espace de valence, lie´s dans le mode`le en couches, correspondraient en
fait a` des e´tats re´sonnants si ceux-ci avaient e´te´ calcule´s dans un potentiel plus re´aliste.
En eﬀet, chaque e´tat lie´ correspond, au meˆme titre que les e´tats re´sonnants, a` un ze´ro de
la fonction de Jost C−. Lorsque l’on diminue la profondeur du puit de potentiel, ce ze´ro se
de´place le long de l’axe imaginaire en se rapprochant de 0. Si l’on continue de diminuer la
profondeur du puit, alors ce ze´ro devient un poˆle de la matrice S, continuant a` se de´placer
dans le quart de plan complexe infe´rieur droit, en s’e´loigant progressivement de l’axe re´el.
Certains mode`les, tels que le Gamow Shell Model [6]-[14], utilisent les e´tats re´sonnants
(ou e´tats de Gamow) pour comple´ter la base individuelle. La relation de comple´tude in-
dividuelle est alors celle de Bergreen [16]. Dans notre cas, nous voulons construire la base
individuelle a` partir des seuls e´tats lie´s et de diﬀusion. Comme nous le verrons plus tard,
l’espace de valence que nous utiliserons doit correspondre a` celui de mode`le en couches.
Ceci nous ame`ne donc au proble`me suivant : si, a` partir d’un puits de potentiel ﬁni, un
e´tat qui devrait se trouver dans l’espace de valence, se trouve en fait dans le continuum,
comment inclure celui-ci dans l’espace des e´tats lie´s ?
Nous avons vu que l’e´tat de diﬀusion situe´ juste au-dessus d’un poˆle pre´sente une forte
ressemblance avec un e´tat lie´. Nous pourions donc supprimer cet e´tat du continuum et
l’inclure dans l’espace de valence. Bien qu’orthogonal aux autres e´tats lie´s, cet e´tat n’est
pas normalisable au sens usuel, et ve´riﬁe toujours la relation (2.138). La premie`re me´thode
utilise´e pour normaliser un tel e´tat [49] consistait simplement a` « couper » la queue de
la fonction radiale au moyen d’une distribution de Heaviside dont le rayon correspond
approximativement a` celui du potentiel conside´re´. L’e´tat ainsi obtenu est alors orthonor-
malise´ par rapport aux autres e´tats lie´s. Cette me´thode permet de supprimer correctement
les re´sonances du continuum individuel, mais pre´sente ne´anmoins le de´savantage lie´ a` la
non-continuite´ de la fonction d’onde. De plus, le rayon de coupure reste un parameˆtre libre
qui doit eˆtre ajuste´. Pour pallier au proble`me de non-continuite´, une autre me´thode fut
introduite [24] consistant a` multiplier la fonction radiale par une distribution de Fermi.
Cependant, cette me´thode admet toujours un parameˆtre libre correspondant au rayon de
la distribution.
L’e´tat obtenu a` partir de ces me´thodes est traditionnellement appele´ e´tat quasi-lie´ inclu
dans le continuum (EQLIC). Le fait d’inclure un tel e´tat dans l’espace des e´tats lie´s im-
plique une rede´ﬁnition de l’hamiltonien, car cet e´tat n’en est plus e´tat propre. Supposons
que l’hamiltonien h admette Nb e´tats lie´s {|αmα〉} satisfaisant a` (eα − h)|αmα〉 = 0, et
Nr solutions re´sonantes auxquelles correspondent les EQLIC {|αmα〉res} de´ﬁnis comme
pre´ce´demment a` l’e´nergie de la re´sonance eresα . Nous regroupons ces e´tats dans une base
commune {|γ˜ mγ〉} comportant Nb +Nr e´tats.
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Le nouvel hamiltonien h˜ est alors de´ﬁni comme suit,
h˜ =
∑
αmα
|α˜mα〉 e˜α〈α˜mα|+(
1−
∑
αmα
|α˜mα〉〈α˜mα|
)
h
(
1−
∑
βmβ
|β˜ mβ〉〈β˜ mβ|
)
, (2.146)
ou`,
e˜α = eα pour un e´tat lie´, (2.147a)
e˜α = e
res
α pour un EQLIC. (2.147b)
Les e´tats |α˜mα〉 ve´riﬁent alors,
(e˜α − h˜)|α˜mα〉 = 0, (2.148)
et le continuum de h˜ est naturellement renormalise´ a` travers le second terme du membre
de droite de l’e´quation (2.146). La me´thode nume´rique pour inte´grer les e´tats de diﬀusion
de l’hamiltonien projete´ (2.146) n’est qu’un cas particulier de la me´thode ge´ne´rale multi-
canaux pre´sente´e en annexe (6.7).
Dans cet expose´, nous adoptons une nouvelle me´thode qui s’ave`re eˆtre eﬃcace et est
de´pourvue des inconve´nients mentionne´s plus haut. Le principe de cette me´thode repose sur
le fait que, si nous voulons que l’EQLIC admette une asymptotique d’e´tat lie´, nous devons
inte´grer l’e´quation radiale dans la partie exte´rieure avec comme condition asymptotique,
uα(r) ∼ C+α kα r h+lα,ηα(iRe(kres)r), (2.149)
ou` kres est est la position du poˆle. D’autre part, dans la partie inte´rieure, la fonction radiale
doit eˆtre proportionnelle a` la solution re´gulie`re de nombre d’onde Re(kres). Le proble`me est
alors que l’e´quation de continuite´ de la fonction d’onde et de sa de´rive´e premie`re n’admet
pas de solution. En eﬀet, trouver le nombre d’onde kα qui ve´riﬁe cette e´quation de continuite´
pour un e´tat lie´ est e´quivalent a` trouver le nombre d’onde qui annule le Wronskien de la
solution re´gulie`re avec la solution de Jost sortante,
W (uregα , H
+
α )(r) = 0. (2.150)
L’e´quation (2.150) doit eˆtre ve´riﬁe´e pour toute valeur de r dans le cas d’un potentiel local,
et en r = 0 ou∞ dans le cas d’un potentiel non-local syme´trique. Dans notre cas, le nombre
d’onde est ﬁxe´ dans les parties inte´rieure et exte´rieure, ce qui interdit (2.150). L’ide´e est
alors de re´soudre l’e´quation (2.150) avec comme inconnue la variable radiale r elle-meˆme.
La solution rcut de cette e´quation ﬁxe alors le rayon de coupure.
L’application de cette me´thode a` l’exemple utilise´ dans cette partie nous donne le rayon
de coupure rcut = 17.9966 fm. L’EQLIC obtenu, apre`s normalisation, est pre´sente´ ﬁgure
(2.4). Remarquons la grande porte´e (∼ 20 fm) de cet e´tat, entraˆınant une augmentation
du rayon moyen 〈r〉 en comparaison de celui obtenu a` partir d’un e´tat lie´ normal.
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Fig. 2.4 – EQLIC obtenu avec la nouvelle me´thode (voir texte) et correspondant a` la
re´sonance 0d5/2 proton pre´sente´e figure (2.3).
Le de´phasage obtenu avec l’hamiltonien h en comparaison de celui obtenu avec l’hamilto-
nien h˜ est pre´sente´ ﬁgure (2.5).
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Fig. 2.5 – De´phasage du continuum re´sonant (trait plein), en comparaison de celui corres-
pondant au nouvel hamiltonien (tirets) de´fini par l’e´quation (2.146).
Nous voyons clairement que la re´sonance est supprime´e du continuum. Nous dirons alors
que l’hamiltonien h˜ admet un continuum non-re´sonant.
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2.4.1.4 Projecteurs et comple´tudes
Nous introduisons dans cette partie des notations exploitant la syme´trie sphe´rique et qui
nous seront fort utiles par la suite. L’espace des e´tats individuels que nous utiliserons
dans tout ce qui suit est construit a` partir des e´tats lie´s, des EQLIC et du continuum
non-re´sonant de´ﬁnis a` partir de l’hamiltonien h˜ (cf. eq. (2.146)). La base individuelle re-
groupant e´tats lie´s et EQLIC e´tait note´e {|α˜mα〉}. Dans ce qui suit, nous revenons aux
anciennes notations pour simpliﬁer les expressions. Nous noterons donc h l’hamiltonien in-
dividuel, et {|αmα〉} la base des e´tats lie´s, des EQLIC et du continuum non-re´sonant. De
plus, nous ne ferons plus de distinction entre e´tats lie´s et EQLIC, et utiliserons simplement
les termes e´tats lie´s pour regrouper les deux. Les e´tats du continuum non-re´sonant seront,
pour leur part, de´nomme´s e´tats de diffusion (ou e´tats du continuum). La distinction, dans
les e´quations, entre e´tats lie´s et de diﬀusion se fera, comme auparavant, par le symbole
de sommation discret
∑
pour les e´tas lie´s, et continu
∫
pour les e´tats de diﬀusion. Dans
le cadre de ces notations, les e´tats individuels ve´riﬁent toujours la relation de comple´tude
(2.129).
Comme nous l’avons vu, l’e´tat individuel |αmα〉 peut s’e´crire, en repre´sentation coor-
donne´es,
〈−→r |αmα〉 = uα(r)
r
Ymαα¯ (Ω). (2.151)
Il devient alors commode de se´parer le vecteur d’e´tat |αmα〉 en un produit de vecteurs
d’e´tats admettant respectivement une repre´sentation radiale et angulaire. En factorisant
le ket coordonne´es |−→r 〉 = |r〉|Ω〉, nous noterons donc,
〈−→r |αmα〉 = 〈r|uα〉 〈Ω|Ymαα¯ 〉, (2.152)
ou` nous avons de´ﬁni,
〈r|uα〉 = uα(r)
r
, (2.153a)
〈Ω|Ymαα¯ 〉 = Ymαα¯ (Ω). (2.153b)
Rappelons maintenant quelques relations basiques. Les relations d’orthogonalite´ et de
comple´tude de la base coordonne´e s’e´crivent,
〈−→r |−→r ′〉 = 〈r|r′〉 〈Ω|Ω′〉 = δ(−→r −−→r ′) = δ(r − r
′)
rr′
δ(Ω− Ω′), (2.154a)∫
dr3|−→r 〉〈−→r | =
∫
drr2 |r〉〈r|
∫
dΩ |Ω〉〈Ω| = 1. (2.154b)
La comple´tude dans l’espace angulaire incluant les degre´s de liberte´ de spin et d’isospin
peut eˆtre e´crite a` l’aide des fonctions (2.153b),∑
ms,τz
∫
dΩχmsττz |Ω〉〈Ω|χ†msτ †τz =
∑
α¯mα
|Ymαα¯ 〉〈Ymαα¯ |, (2.155)
car elles y forment une base comple`te. De plus, ces fonctions sont orthogonales. Ainsi
pouvons-nous construire la base de l’espace total,
{|Ymαα¯ , r〉}, (2.156)
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et ve´riﬁant les relations d’orthogonalite´ et de comple´tude,
〈r,Ymαα¯ |Ymββ¯ , r′〉 =
δ(r − r′)
rr′
δα¯mα,β¯ mβ , (2.157a)∑
α¯mα
∫
drr2 |Ymαα¯ , r〉〈r,Ymαα¯ | = 1. (2.157b)
Les coeﬃcients du de´veloppement (inde´pendant de la projection) d’un e´tat quelconque |ϕ〉
dans cette base seront note´s,
〈r,Ymαα¯ |ϕ〉 =
1
r
ϕα¯(r). (2.158)
Nous voulons maintenant scinder l’espace des e´tats individuels en deux espaces ortho-
gonaux : l’espace q des e´tats lie´s et l’espace p des e´tats de diﬀusion. A cette ﬁn, nous
de´ﬁnissons les projecteurs sur ces espaces,
qˆ =
∑
α¯mα
∑
nα
|αmα〉〈αmα|, (2.159a)
pˆ =
∑
α¯mα
∫
dkα|αmα〉〈αmα|, (2.159b)
satisfaisant a`,
qˆ + pˆ = 1, (2.160)
car les espace q et p sont suﬃsants pour de´crire l’ensemble des e´tats individuels12. Nous
de´ﬁnissons ensuite les projecteurs qα¯ et pα¯ agissant dans les sous espaces radiaux de nombres
quantiques angulaires (α¯mα) ﬁxe´s,
qα¯ = 〈Ymαα¯ |qˆ|Ymαα¯ 〉 =
∑
nα
|uα〉〈uα|, (2.161a)
pα¯ = 〈Ymαα¯ |pˆ|Ymαα¯ 〉 =
∫
dkα |uα〉〈uα|. (2.161b)
Ces ope´rateurs sont eﬀet inde´pendants de la projection mα. De meˆme, qα¯ et pα¯ satisfont a`,
qα¯ + pα¯ = 1α¯. (2.162)
Nous introduisons maintenant les repre´sentations radiales des ope´rateurs (2.161),
〈r|qα¯|r′〉 = qα¯(r, r
′)
rr′
=
∑
nα
uα(r)
r
uα(r
′)
r′
, (2.163a)
〈r|pα¯|r′〉 = pα¯(r, r
′)
rr′
=
∫
dkα
uα(r)
r
uα(r
′)
r′
. (2.163b)
A l’aide des de´ﬁnitions pre´ce´dentes, nous pouvons e´crire les coeﬃcients du de´veloppement,
dans la base (2.156), des projections qˆ|ϕ〉 et pˆ|ϕ〉 d’un e´tat |ϕ〉,
〈r,Ymαα¯ |qˆ|ϕ〉 =
1
r
∫
dr′ qα¯(r, r′)ϕα¯(r′), (2.164a)
〈r,Ymαα¯ |pˆ|ϕ〉 =
1
r
∫
dr′ pα¯(r, r′)ϕα¯(r′). (2.164b)
12Dans le cadre de notre approximation consistant a` ne prendre en compte que les e´tats lie´s et de
diffusion.
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Forts de ces notations, nous pouvons de´ﬁnir la base projete´e,
{|Ymαα¯ , qα¯r〉, |Ymαα¯ , pα¯r〉}, (2.165)
par les expressions suivantes,
|Ymαα¯ , qα¯r〉 ≡ qˆ |Ymαα¯ , r〉 =
∫
dr′r′2 |Ymαα¯ , r′〉
qα¯(r
′, r)
r′r
, (2.166a)
|Ymαα¯ , pα¯r〉 ≡ pˆ |Ymαα¯ , r〉 =
∫
dr′r′2 |Ymαα¯ , r′〉
pα¯(r
′, r)
r′r
, (2.166b)
et satisfaisant aux relations d’orthogonalite´s et de comple´tude,
〈rqα¯,Ymαα¯ |Ymββ¯ , qβ¯r′〉 = δα¯mα,β¯ mβ
qα¯(r, r
′)
rr′
, (2.167a)
〈rpα¯,Ymαα¯ |Ymββ¯ , pβ¯r′〉 = δα¯mα,β¯ mβ
pα¯(r, r
′)
rr′
, (2.167b)
〈rqα¯,Ymαα¯ |Ymββ¯ , pβ¯r′〉 = 0, (2.167c)∑
α¯mα
∫
drr2 |Ymαα¯ , qα¯r〉〈rqα¯,Ymαα¯ |+
∑
α¯mα
∫
drr2 |Ymαα¯ , pα¯r〉〈rpα¯,Ymαα¯ | = 1. (2.167d)
Si nous notons |αmα〉 un e´tat lie´, alors nous pouvons e´crire,
〈rqβ¯,Ymββ¯ |αmα〉 = δβ¯ mβ ,α¯mα
uα(r)
r
, (2.168a)
〈rpβ¯,Ymββ¯ |αmα〉 ≡ 0. (2.168b)
De meˆme, si nous notons |δ mδ〉 un e´tat du continuum, alors,
〈rqβ¯,Ymββ¯ |δ mδ〉 ≡ 0, (2.169a)
〈rpβ¯,Ymββ¯ |δ mδ〉 = δβ¯ mβ ,δ¯ mδ
uδ(r)
r
. (2.169b)
Enﬁn, nous concluerons en remarquant que,
pα¯(r, r
′)
r r′
= 〈r|pα¯|r′〉 ∼ 〈r|pα¯ + qα¯|r′〉 = 〈r|1α¯|r′〉 = δ(r − r
′)
r r′
, (2.170)
lorsque r →∞ (ou r′ →∞), ce qui nous permet d’e´crire,
|Ymαα¯ , qα¯r〉 ∼ 0, (2.171a)
|Ymαα¯ , pα¯r〉 ∼ |Ymαα¯ , r〉, (2.171b)
pour r →∞.
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2.4.2 Etats a` N-corps
2.4.2.1 Relation de comple´tude dans l’espace de Fock
Dans cette partie, nous restons dans le cadre de conside´rations ge´ne´rales, et supposons
toujours une base individuelle {|αmα〉} ge´ne´re´e par un potentiel a` syme´trique sphe´rique.
Cette base est comple`te au sens de Newton ; elle est donc compose´e d’e´tats lie´s ainsi que
d’un continuum. Conside´rons alors un syste`me physique constitue´ de A nucle´ons. Comme
nous l’avons vu dans la partie (2.2.2), nous pouvons construire une base comple`tement
antisyme´trise´e (base de Fock) a` partir des e´tats individuels sus-mentionne´s. Chaque e´tat de
cette base est donc construit comme en (2.42a). A chaque ensemble de nombres quantique
angulaires (α¯mα) correspond un ensemble de fonctions radiales |uα〉 de´ﬁnie comme en
(2.153a). Ces fonctions correspondent soit a` des e´tats lie´s, soit a` des e´tats de diﬀusion.
Rappelons que l’indice α, de´ﬁni en (2.19a), repre´sente un ensemble de nombres quantiques
permettant de de´ﬁnir ces fonctions d’une manie`re univoque. Nous pouvons donc assimiler
ces indices a` un ensemble de nombres, une partie duquel est discre`te (e´tats lie´s) et l’autre
continue (e´tats de diﬀusion). Nous notons D l’ensemble des indices correspondant aux
e´tats lie´s et C celui correspondant aux e´tats du continuum. Dans tout ce qui suit nous
ordonnerons ces indices de la manie`re suivante,
α ∈ D, β ∈ C ⇒ α < β. (2.172)
Inte´ressons-nous maintenant plus pre´cise´ment a` la base de Fock. Si nous notons {|d1〉, |d2〉, . . .}
un ensemble d’e´tats individuels lie´s, et {|c1〉, |c2〉, . . .} un ensemble d’e´tats individuels du
continuum, alors la base de Fock doit the´oriquement eˆtre engendre´e a` partir de tous les
de´terminants de Slater du type,
|d1, d2, . . . , dA〉, (2.173a)
|d1, d2, . . . , dA−1, c1〉, (2.173b)
|d1, d2, . . . , dA−2, c1, c2〉, (2.173c)
...
|c1, c2, . . . , cA〉, (2.173d)
soit : tous les e´tats ou` les A particules occupent des e´tats lie´s, tous les e´tats ou` A−1 parti-
cules occupent des e´tats lie´s et une particule peuple les e´tats du continuum, etc... Comme
nous allons le voir, les e´tats de Fock comportant au moins une particule dans un e´tat de
diﬀusion nous permettent de faire un lien avec les espace des canaux physiques dans la
re´gion asymptotique, car les e´tats de diﬀusion, a` la diﬀe´rence des e´tats lie´s, admettent une
forme asymptotique non nulle. Si l’on s’inte´resse a` un noyau faiblement lie´ dont le premier
seuil correspond a` l’e´mission d’une particule, on peut alors raisonnablement supposer que
les e´tats de Fock du type (2.173b) seront suﬃsants pour de´crire convenablement l’espace
des canaux dans la re´gion asymptotique. Puisque nous nous inte´ressons a` des domaines
d’e´nergie voisines d’un tel seuil, nous nous limiterons dans ce chapitre aux e´tats du type
(2.173a) et (2.173b). Nous supposons donc, dans une premie`re approximation, que l’en-
semble des e´tats accessibles au syste`me est de´crit par les e´tats de Fock avec au plus une
particule dans un e´tat de diﬀusion. Si nous notons {|αimi〉} un ensemble d’e´tats indivi-
duels lie´s, et |αmα〉 un e´tat individuel qui peut eˆtre lie´ ou de diﬀusion, alors nous pouvons
construire un e´tat de la base de Fock a` A particules de la manie`re suivante,
|α1m1 , α2m2 , · · · , αA−1mA−1 , αmα〉 =
A
(
|α1m1 , α2m2 , · · · , αA−1mA−1〉 ⊗ |αmα〉
)
, (2.174)
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ou` A est un antisyme´triseur. En toute rigueur, nous devrions indiquer, dans le membre
de droite de l’e´quation (2.174), les indices des particules que de´crivent chaque ket. Nous
oublierons ce de´tail pour simpliﬁer les expressions et conside´rerons, par exemple, que le ket
|α1m1 , α2m2 , · · · , αA−1mA−1〉 est constitue´ d’une combinaison line´aire antisyme´trique de
produits tensoriels des e´tats individuels des particules (1, 2, . . . , A−1), et que le ket |αmα〉
repre´sente l’e´tat le la particule A. Cet indexation est arbitraire, mais ne´cessaire. Cepen-
dant, dans le cas pre´sent il n’est pas diﬃcile de se souvenir de cette convention sans pour
autant l’e´crire explicitement.
L’ensemble des de´terminants de Slater {|α1m1 , α2m2 , · · · , αA−1mA−1〉} obtenus en dis-
tribuant de toutes les fac¸ons possibles A−1 particules sur l’ensemble des e´tats lie´s forment
une base comple`te et orthogonale de l’espace de Fock a` A− 1 particules lie´es. Aussi, tout
ensemble d’e´tats obtenus a` partir de ces derniers par une transformation orthogonale peut
e´galement constituer une base comple`te et orthogonale du meˆme espace. Il devient alors
commode de diviser cette base en e´tats de moment de spin bien de´ﬁni. Nous noterons
donc {|tjtmt〉} une telle base, ou` |tjtmt〉 est un e´tat normalise´ compose´ d’une combinaison
line´aire comple`tement antisyme´trique de A−1 e´tats individuels lie´s et couplant au moment
de spin jt (et de projection mt). Nous pouvons maintenant de´ﬁnir un e´tat antisyme´trique
a` A particules de la manie`re suivante,
|tjt,mt , αmα〉 = A
(
|tjt,mt〉 ⊗ |αmα〉
)
. (2.175)
En utilisant la comple´tude de la base {|tjtmt〉} dans l’espace de Fock a` A − 1 particules
lie´es, et en se servant de la relation de comple´tude (2.160) dans l’espace des e´tats de la
particule A, nous pouvons e´crire la relation de comple´tude au sein de l’espace total,∑
tjtmt
A
[
|tjtmt〉〈tjtmt | ⊗
(∑
α¯mα
∑
nα
|αmα〉〈αmα|+
∑
α¯mα
∫
dkα|αmα〉〈αmα|
)]
A† = 1.(2.176)
Nous e´crivons le deuxie`me terme dans les grandes parenthe`ses de l’e´quation (2.176) au
moyen de la base projete´e de´ﬁnie en (2.166b),∑
α¯mα
∫
dkα|αmα〉〈αmα| =
∑
α¯mα
∫
drr2 |Ymαα¯ , pα¯r〉〈rpα¯,Ymαα¯ |, (2.177)
menant a`,∑
tjtmt
∑
αmα
|tjtmt , αmα〉〈tjtmt , αmα|+
∑
tjtmt
∑
α¯mα
∫
drr2 |tjtmt ,Ymαα¯ pα¯r〉〈tjtmt , rpα¯ Ymαα¯ | = 1. (2.178)
Enﬁn, en introduisant les formes couple´es suivantes,
|tjt, α〉J,M =
∑
mt,mα
〈jtjα, mtmα|JM〉 |tjtmt , αmα〉, (2.179a)
|tjt,Yα¯ pα¯r〉J,M =
∑
mt,mα
〈jtjα, mtmα|JM〉 |tjtmt ,Ymαα¯ pα¯r〉, (2.179b)
nous pouvons e´crire,∑
tjt ,α¯,nα
∑
J,M
|tjt , α〉J,M〈tjt, α|+
∑
tjt ,α¯
∑
J,M
∫
drr2 |tjt,Yα¯ pα¯r〉J,M〈tjt , rpα¯Yα¯| = 1. (2.180)
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2.4.2.2 Espace des e´tats lie´s
Dans (2.180), le premier terme du membre de gauche agit dans l’espace de Fock engendre´
par les de´terminants de Slater du type (2.173a), c’est a` dire dans l’espace ou` toutes les
particules occupent des e´tats lie´s. Les e´tats {|tjt, α〉J,M} forment une base comple`te et
orthogonale de cet espace. Ainsi, tout ensemble d’e´tats obtenus a` partir de ces derniers
par une transformation orthogonale constitue e´galement une base orthogonale et comple`te
de cet espace. Par la suite, nous noterons Q l’espace engendre´ par de tels e´tats et Q le
projecteur sur cet espace. En notant {|Φ〉J,M} une base de l’espace Q, ou` Φ de´signe tous
autres nombres quantiques que le spin total et sa projection, nous avons donc,
J,M〈Φ|Φ′〉J,M = δΦ,Φ′, (2.181a)∑
ΦJ,M
|Φ〉J,M〈Φ| = Q. (2.181b)
2.4.2.3 Espace des e´tats avec une particule dans un e´tat de diffusion
Dans (2.180), le deuxie`me terme du membre de gauche agit dans l’espace de Fock engendre´
par les de´terminants de Slater du type (2.173b), c’est a` dire dans l’espace ou` A−1 particules
occupent des e´tats lie´s et une particule occupe un e´tat de diﬀusion. Par la suite, nous
noterons P l’espace engendre´ par les e´tats du type (2.173b) et P le projecteur sur cet
espace. Nous choisissons {|tjt,Yα¯ pα¯r〉J,M} comme base de l’espace P. Nous pouvons alors
montrer que ces e´tats ve´riﬁent,
J,M〈tjt , rpα¯Yα¯|t′j′t,Yβ¯ pβ¯r′〉J,M = δtjt ,t′j′t δα¯,β¯
pα¯(rr
′)
rr′
, (2.182a)∑
tjt ,α¯,J,M
∫
drr2 |tjt,Yα¯ pα¯r〉J,M〈tjt, rpα¯Yα¯| = P. (2.182b)
2.4.2.4 Espaces mode`les
Dans le cadre de notre approximation, les espaces Q et P sont suﬃsants pour de´crire
l’ensemble des e´tats accessibles au syste`me. De plus, ces espaces sont orthogonaux par
construction. Nous pouvons donc e´crire,
Q+ P = 1, (2.183a)
PQ = 0. (2.183b)
Comme nous allons le voir dans la section suivante, les espaces Q et P ne sont pas appro-
prie´s pour la description des canaux physiques. Ces espaces nous permettent simplement
de de´composer un e´tat du syste`me total en deux parties orthogonales, l’une des deux
admettant une asymptotique non nulle. Ces espaces sont commune´ment appele´s espaces
mode`les.
44
2.4.3 Formalisme de Feshbach
Le formalisme de´veloppe´ par Feshbach [17] nous permet de remplacer l’e´quation de Schro¨din-
ger totale par des e´quations ve´riﬁe´es par la fonction d’onde projette´e sur certains espaces
mode`les. Ces espaces mode`les sont, dans notre cas, les espaces Q et P introduits dans la
section pre´ce´dente. Le proble`me principal dans ce genre d’approche est de faire le lien entre
les espaces mode`les et les espaces des canaux physiques aﬁn d’obtenir des e´quations avec
de correctes conditions asymptotiques. Dans cette partie, nous commencerons par faire le
lien entre les espaces mode`les et les espaces des canaux physiques en expliquant les ap-
proximations faites dans le cadre du pre´sent expose´, puis nous de´composerons la re´solvante
de l’hamiltonien du syste`me en plusieurs parties agissant chacune dans l’un des espaces
mode`les.
2.4.3.1 Lien entre les espaces mode`les et les canaux physiques
Dans un proble`me de physique nucle´aire ou` le nombre de particules est trop grand pour
que l’on puisse traiter le proble`me entier dans un syste`me de coordonne´es exclusivement
intrinse`que, les nucle´ons sont ge´ne´ralement repe´re´s par leur position −→r i par rapport a` une
origine arbitraire ﬁxe O. Les moments conjugue´s des ces variables sont note´s −→p i. Dans ce
syste`me de coordonne´es, l’hamiltonien total du syste`me de A nucle´ons s’e´crit,
H =
A∑
i=1
p2i
2m
+
∑
i<j
V (ij). (2.184)
Cet hamiltonien de´crit un syste`me a` 3A degre´s de liberte´ (sans compter les degre´s de liberte´
de spin et d’isospin), incluant donc ceux du centre de masse. En de´ﬁnissant le moment total,
−→
P cm =
A∑
i=1
−→p i, (2.185)
qui est la variable conjugue´e de la position du centre de masse, de´ﬁnie par,
−→
R cm =
1
A
A∑
i=1
−→r i, (2.186)
nous pouvons e´crire (2.184) sous la forme suivante,
H = P
2
cm
2Am
+H, (2.187)
ou` H est l’hamiltonien intrinse`que du syste`me de A nucle´ons, invariant par translation13.
Dans tout calcul de physique nucle´aire, H est le seul hamiltonien dont les vecteurs et
valeurs propres sont d’un inte´reˆt, car de´crivant un syste`me quantique intrinse`que, et non
sont mouvement global relativement a` un hypothe´tique laboratoire. Comme nous l’avons
vu, l’hamiltonien total peut se scinder en un hamiltonien a` un corps (construit a` partir du
champ moyen), et un hamiltonien a` deux corps (correspondant a` l’interaction re´siduelle).
Le fait de ﬁxer l’origine du champ moyen brise l’invariance par translation de l’hamiltonien,
13Nous supposons ici, et dans tout ce qui suit, que l’interaction a` deux corps V (ij) admet une de´pendance
en |−→r i −−→r j | et |−→p i −−→p j |.
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et le centre de masse peut admettre des e´tats d’excitation non-physiques (ou spurieux ) se
me´langeant aux e´tats d’excitation intrinse`ques. En mode`le en couches, l’hamiltonien (non-
physique) du centre de masse est connu analytiquement, ce qui permet de supprimer ces
e´tats spurieux facilement. Comme nous l’avons vu, il existe aussi des techniques en calcul
Hartree-Fock visant a` supprimer ces e´tats. Bien que construits a` partir de A e´tats indivi-
duels, les e´tats de la base de Fock obtenus apre`s suppression des e´tats du centre de masse
n’en de´crivent pas moins les e´tats intrinse`ques du syste`me.
Il existe nombre de syste`mes de coordonne´es, tels que les coordonne´es de Jacobi (dont
nous ferons usage dans le chapitre suivant), permettant de mener a` bien des calculs dans
le re´fe´rentiel du centre de masse. Aﬁn d’illustrer notre proble`me, nous choisissons ici un
ensemble de coordonne´es relatives, peu approprie´ pour un calcul pratique, mais plus « par-
lant » dans un contexte de champ moyen. Nous de´ﬁnissons ces coordonne´es de la manie`re
suivante,
−→r ′i = −→r i −
−→
R cm, i = 1, 2, . . . , A. (2.188)
Ces coordonne´es de´crivent donc un syste`me a` 3A − 3 degre´s de liberte´. On peut en eﬀet
construire A − 1 combinaisons line´aires inde´pendantes a` partir des A vecteurs −→r ′i (leur
somme e´tant nulle). Conside´rons alors un e´tat a` A corps |Ψ〉, propre de H. Selon (2.187),
cet e´tat peut se factoriser comme suit,
|Ψ〉 = |Ψcm〉|ψ〉, (2.189)
ou` |Ψcm〉 est l’e´tat du centre de masse, et |ψ〉 est l’e´tat intrinse`que du syste`me. La ﬁgure
(2.6) illustre la se´paration entre coordonne´es relatives et position du centre de masse pour
un syste`me compose´ de quatre particules.
|ψ〉
−→r 1
−→r 2
−→r 3
−→r 4
O O
−→r ′1
−→r ′2 −→r ′3
−→r ′4
−→
R cm
Fig. 2.6 – A gauche : les vecteurs position −→r i sont de´finis par rapport a` une origine
arbitraire O. A droite : l’e´tat intrinse`que |ψ〉 est exprime´ dans le syste`me de coordonne´es
relatives (2.188).
Puisque
−→
R cm est syme´trique par toute permutation, l’antisyme´trie de la fonction d’onde to-
tale est contenue dans la partie intrinse`que. Nous supposons alors que l’e´tat intrinse`que |ψ〉
est de´compose´ en une combinaison line´aire de de´terminants de Slater a` A e´tats individuels
calcule´s a` partir d’un champ moyen dont l’origine est ﬁxe´e. Cependant, apre`s suppression
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des e´tats non-physiques du centre de masse, nous supposons que cette origine coincide
avec la position du centre de masse du syste`me. Dans le cadre de cette approximation, les
fonctions d’onde individuelles sont suppose´es admettre la repre´sentation (2.151) dans le
syste`me de coordonne´es (2.188). Supposons maintenant que la particule A se trouve tre`s
e´loigne´e des A−1 autres particules que l’on suppose conﬁne´es dans une re´gion tre`s localise´e.
En utilisant une terminologie propre a` la the´orie des partitions, nous dirons que le syste`me
est compose´ de deux fragments : le fragment constitue´ des particules (1, 2, . . . , A − 1), et
le fragment constitue´ de la particule A. Nous pouvons alors raisonablement penser que la
particule A contribue peu (ou pas) au champ moyen ressenti par les autres particules. L’ori-
gine de ce champ moyen est alors de´place´e dans une re´gion voisine au centre de masse du
fragment (1, 2, . . . , A−1). La position du centre de masse −→R t du fragment (1, 2, . . . , A−1)
et son moment conjugue´
−→
P t sont respectivement de´ﬁnis par,
−→
R t =
1
A− 1
A−1∑
i=1
−→r i, (2.190a)
−→
P t =
A−1∑
i=1
−→p i. (2.190b)
De meˆme qu’en (2.188) nous pouvons de´ﬁnir les coordonne´es intrinse`ques au fragment
(1, 2, . . . , A− 1),
−→x i = −→r i −−→R t, i = 1, 2, . . . , A− 1. (2.191)
Supposons alors que la distance entre les deux fragments est assez grande pour que l’on
puisse ne´gliger (outre l’interaction Coulombienne) toute interaction entre la particule A et
le reste du syste`me. Dans ce cas l’hamiltonien total, que l’on qualiﬁe d’asymptotique et que
l’on note H0, peut se diviser de la manie`re suivante,
H0 = Ht + p
2
A
2m
, (2.192)
ou` Ht est l’hamiltonien du syste`me a` 3A − 3 degre´s de liberte´ compose´ des particules
(1, 2, . . . , A− 1). De meˆme qu’en (2.187), nous pouvons e´crire,
Ht = P
2
t
2(A− 1)m +Ht, (2.193)
ou` Ht est l’hamiltonien intrinse`que du fragment (1, 2, . . . , A − 1). Nous pouvons alors
construire des e´tats a` A− 1 corps |T 〉 propres de Ht et pouvant se factoriser de la manie`re
suivante,
|T 〉 = |T cm〉|tjt,mt〉, (2.194)
ou` |T cm〉 est l’e´tat du centre de masse du fragment (1, 2, . . . , A − 1), et ou` la partie in-
trinse`que satisfait a`,
(Et −Ht)|tjt,mt〉 = 0. (2.195)
La ﬁgure (2.7) illustre le nouveau syste`me de coordonne´es approprie´ pour une repre´sentation
dite asymptotique.
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|tjtmt〉
−→x 1
−→x 2−→x 3 −→r = −→r 4 −−→R t
−→
R t
−→r 4
O
Fig. 2.7 – La particule 4 n’inte´ragissant pas avec le reste du syste`me, l’e´tat intrinse`que
|tjt,mt〉 du fragment (1, 2, 3) est exprime´ dans le syste`me de coordonne´es (2.191).
Si nous notons −→r la coordonne´e relative se´parant la particule A du centre de masse des
A − 1 autres particules, et −→q le moment conjugue´ de cette variable, alors l’hamiltonien
(2.192) peut s’e´crire de manie`re a` faire apparaˆıtre le mouvement du centre de masse total,
H0 = P
2
cm
2Am
+Ht +
q2
2µ
, (2.196)
ou`,
µ = m
A− 1
A
, (2.197)
est la masse re´duite entre la particule A et le fragment (1, 2, . . . , A− 1). Apre`s suppression
de l’hamiltonien du centre de masse, nous obtenons l’hamiltonien asymptotique intrinse`que,
H0 = Ht +
q2
2µ
. (2.198)
Re´sumons alors la situation ainsi : l’hamiltonien intrinse`que du syste`me compose´ des par-
ticules (1, 2, . . . , A) est note´ H . Un e´tat intrinse`que |ψ〉 de ce syste`me ve´riﬁe,
(E −H)|ψ〉 = 0, (2.199)
et est de´compose´ dans une base de Fock a` A particules de la manie`re suivante,
|ψ〉 =
∑
i
Ai|ai1, ai2, . . . , aiA〉, (2.200)
ou` |ai1〉, |ai2〉, . . . , |aiA〉 sont des e´tats individuels obtenus a` partir d’un champ moyen en-
gendre´ par les A particules et dont l’origine coincide avec la position du centre de masse
du syste`me. L’hamiltonien asymptotique intrinse`que du syste`me compose´ des fragments
(1, 2, . . . , A− 1) et (A) est H0 = Ht + q2/2µ. Les e´tats propres correspondants sont alors
|tjt,mt⊗χmsττz⊗−→q 〉 ou` |−→q 〉 est une onde plane de moment −→q , et χms et ττz sont le spineur
et l’isospineur de la particule A respectivement. Ces e´tats ve´riﬁent,
(Et + εq −H0)|tjt,mt ⊗ χmsττz ⊗−→q 〉 = 0, (2.201)
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ou` εq = q
2/2µ, et ou` l’e´tat intrinse`que |tjtmt〉 est de´compose´ dans une base de Fock a` A−1
particules de la manie`re suivante,
|tjtmt〉 =
∑
j
Bj |bj1, bj2, . . . , bjA−1〉, (2.202)
ou` |bj1〉, |bj2〉, . . . , |bjA−1〉 sont des e´tats individuels obtenus a` partir du champ moyen ge´ne´re´
par les particules (1, 2, . . . , A − 1) et dont l’origine coincide avec la position du centre
masse du fragment correspondant. Les e´tats {|tjtmt ⊗ χmsττz ⊗ −→q 〉} forment alors une
base de l’espace des canaux physiques de partition de masse constitue´e des fragments
(1, 2, . . . , A − 1) et (A). Nous pouvons donc, comme dans la section (2.3.3), de´ﬁnir le
projecteur P˜ sur cet espace de la manie`re suivante,
P˜ =
∑
c
∑
J,M
∫
dr r2|tjt ⊗ Yc¯r〉J,M〈tjt ⊗ rYc¯|, (2.203)
ou` nous utilisons les notations introduites dans l’exemple de la section (2.3.7). Revenons
alors aux espaces mode`les introduits dans la section (2.4.2) et de´composons la solution |ψ〉
de (2.199) au moyen de la relation (2.183a),
|ψ〉 = Q|ψ〉+ P |ψ〉. (2.204)
Les composantes du vecteur d’e´tat |ψ〉 dans la base des canaux peuvent alors s’e´crire,
J,M〈tjj ⊗ r,Yc¯|ψ〉 = J,M〈tjj ⊗ r,Yc¯|Q|ψ〉+ J,M〈tjj ⊗ r,Yc¯|P |ψ〉. (2.205)
L’ope´rateur Q projetant sur l’espace des e´tats a` A corps lie´s (partition de masse constitue´
d’un seul fragment), nous pouvons e´crire,
lim
r→∞
J,M〈tjj ⊗ r,Yc¯|Q|ψ〉 = 0, (2.206)
car l’e´tatQ|ψ〉 doit eˆtre conﬁne´ a` une re´gion localise´e de l’espace. Ceci nous permet d’e´crire,
de fac¸on symbolique, la forme asymptotique de la solution totale projete´e sur l’espace des
canaux physiques,
P˜ |ψ〉 = P˜ (Q+ P )|ψ〉 ∼ P˜P |ψ〉. (2.207)
Nous avons vu dans la section (2.4.2) qu’une base de l’espace P peut s’e´crire,
{|t′jt,Yα¯ pα¯r′〉J,M}, (2.208)
ou` nous avons prime´ l’e´tat de Fock a` A − 1 particules lie´es |t′jt〉 aﬁn de le diﬀe´rencier
des e´tats intrinse`ques du fragment (1, 2, . . . , A − 1) de´ﬁni pre´ce´demment. Tous les e´tats
individuels constituant l’e´tat |t′jt〉 ainsi que les projecteurs qˆ et pˆ sont obtenus a` partir
du champ moyen ge´ne´re´ par l’ensemble des A particules. De plus, la coordonne´e radiale r′
est e´value´e dans le syste`me de coordonne´es (2.188). Le calcul du produit d’ope´rateurs P˜P
ne´ce´ssite celui de recouvrements du type,
J,M〈tjt ⊗ rYc¯|A|t′jt ⊗Yα¯pα¯r′〉J,M , (2.209)
symbolise´ sur la ﬁgure (2.8), ou` A est l’antisyme´triseur agissant sur le produit tensoriel
d’e´tats situe´ a` sa droite.
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|t〉
|ψ〉
|t′〉
−→r −→r ′
Fig. 2.8 – Repre´sentation sche´matique du recouvrement (2.209).
Le proble`me est alors que l’e´tat intrinse`que |tjtmt〉 n’est pas e´value´ dans le meˆme syste`me
de coordonne´es que le « sous-e´tat » |t′jtmt〉. Remarquons toutefois que la variable −→r ′ est
coline´aire a` −→r . En eﬀet, nous avons,
−→r = A
A− 1
−→r ′, (2.210)
ces variables admettant donc la meˆme de´pendance angulaire. Voici donc les approximations
que nous ferons dans le pre´sent expose´ :
– nous supposons que, dans la re´gion asymptotique, le sous e´tat a` A−1 particules lie´es issu
du champ moyen ge´ne´re´ par l’ensemble des A particules correspond a` l’e´tat intrinse`que
du fragment (1, 2, . . . , A− 1),
〈tjtmt |t′jtmt〉 = δt,t′, (2.211)
– nous prenons en compte le recul de la cible par le changement d’e´chelle radiale (2.210).
Revenons alors au recouvrement (2.209). Dans cette expression, l’antisyme´triseur, peut
s’e´crire [3],
A = 1√
A
A−1∑
i=1
ΠiAPˆiA, (2.212)
ou` PˆiA est un ope´rateur qui permute les particules i et A, et ΠiA est la phase correspondante.
Ainsi pouvons-nous e´crire le recouvrement (2.209) sous la forme suivante,
1√
A
A−1∑
i=1
J,M〈tjt(1, . . . , A− 1)⊗ rYc¯(A)|ΠiAPˆiA|t′jt(1, . . . , A− 1)⊗Yα¯pα¯r′(A)〉J,M ,(2.213)
ou` nous avons fait apparaitre explicitement l’indexation des particules. Puisque, dans notre
approximation, l’e´tat individuel |Yα¯pα¯r′〉 est orthogonal a` tous les e´tats individuels consti-
tuant l’e´tat |tjtmt〉 (car issus du meˆme champ moyen), seule la permutation correspondant
a` l’identite´ donne une contribution non nulle. Le recouvrement (2.213) se simpliﬁe donc
en,
1√
A
δt,t δc¯,α¯
pc¯(r, r
′)
rr′
. (2.214)
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En utilisant les re´sultats pre´ce´dents ainsi que l’idempotence du projecteur pα¯, nous de´montrons
facilement que le produit d’ope´rateurs P˜P s’e´crit,
P˜P =
1√
A
∑
c
∑
J,M
∫
dr r2|tjt ⊗ Yc¯r〉J,M〈tjt, rpc¯Yc¯|. (2.215)
Enﬁn, en utilisant l’expression conjugue´e de (2.215), puis en utilisant la relation (2.171b),
nous pouvons e´crire,
〈tjt, r pc¯ Yc¯|PP˜ ∼ 1√
A
〈tjt ⊗ rYc¯|, (2.216)
pour r →∞.
2.4.3.2 Projecteurs et re´solvante
Comme nous l’avons vu dans la section (2.3), l’objet mathe´matique d’inte´reˆt central dans
la formulation de la the´orie des collisions est la re´solvante G. La technique de projection de
Feschbach nous permet d’introduire des re´solvantes (ou propagateurs) partielles agissant
dans chacun des espaces mode`les et d’exprimer la re´solvante totale en fonction de celles-ci.
Comme nous l’avons suppose´, les espaces Q et P sont suﬃsants pour de´crire l’ensemble
des e´tats accessibles au syste`me, les projecteurs sur ces espaces ve´riﬁant donc la relation
(2.183a). Ainsi pouvons nous de´composer l’hamiltonien intrinse`que H de la manie`re sui-
vante,
H = (Q+ P )H(Q+ P ) = HQQ +HQP +HPQ +HPP , (2.217)
ou` nous avons de´ﬁni HQQ = QHQ etc ... En utilisant l’identite´ ope´ratorielle,
1
A
=
1
B
+
1
B
(B −A) 1
A
, (2.218)
nous pouvons e´crire la re´solvante totale,
G =
1
E −H =
1
E −HPP +
1
E −HPP (HQQ +HQP +HPQ)G. (2.219)
En de´ﬁnissant la re´solvante projette´e,
GP = P
1
E −HPP P, (2.220)
il vient,
PG = GP +GPHPQG, (2.221)
ou` nous avons utilise´ la relation d’orthogonalite´ (2.183b). En utilisant la meˆme proce´dure,
on montre que,
QG = GQ +GQHQP (PG) (2.222a)
= GQ +GQHQPGP +GQHQPGPHPQ(QG), (2.222b)
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ou` la re´solvante GQ est de´ﬁnie par,
GQ = Q
1
E −HQQQ. (2.223)
Nous factorisons ensuite (2.222b) de la manie`re suivante,
(Q−GQHQPGPHPQ)(QG) = GQ +GQHQPGP . (2.224)
En multipliant (2.224) a` gauche par (GQ)
−1 = Q(E −HQQ)Q, il vient,
(E −HQQ −HQPGPHPQ)(QG) = Q+HQPGP . (2.225)
En de´ﬁnissant l’ope´rateur suivant,
HeffQQ = HQQ +HQPGPHPQ, (2.226)
et la re´solvante associe´e,
GeffQ = Q
1
E −HeffQQ
Q, (2.227)
nous obtenons,
QG = GeffQ (Q+HQPGP ), (2.228a)
PG = GP +GPHPQG
eff
Q (Q+HQPGP ). (2.228b)
Enﬁn, la re´solvante totale peut s’e´crire,
G = QG + PG = GP + (Q+GPHPQ)G
eff
Q (Q+HQPGP ). (2.229)
Notons ici que pour l’obtention de (2.229), nous avons choisi un « chemin » particulier.
Nous verrons par la suite que le nombre de fac¸on de de´composer la re´solvante totale pour
N espaces mode`les s’e´le`ve a` N !. Dans le cas pre´sent, il n’est pas diﬃcile de montrer que la
deuxie`me fac¸on de de´composer G est,
G = GQ + (P +GQHQP )G
eff
P (P +HPQGQ), (2.230)
ou`,
GeffP = P
1
E −HeffPP
P, (2.231a)
HeffPP = HPP +HPQGQHQP . (2.231b)
Cependant, dans ce chapitre nous utiliserons la forme (2.229), qui se preˆte mieux a` un
calcul de diﬀusion d’une particule sur une cible.
L’ope´rateur HeffQQ de´ﬁni en (2.226) n’est autre que l’hamiltonien eﬀectif agissant dans l’es-
pace Q en prenant en compte les couplages a` l’espace P. Ce caracte`re eﬀectif se comprend
mieux en e´crivant,
QGQ = Q
1
E −HeffQQ
Q. (2.232)
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2.4.4 Les e´quations ge´ne´rales du mode`le en couches avec cou-
plage d’une particule aux e´tats du continuum
2.4.4.1 Forme ge´ne´rale des solutions de diffusion
Dans cette partie, nous cherchons la forme ge´ne´rale des solutions de diﬀusion |ψ〉 de
l’e´quation,
(E −H)|ψ〉 = 0, (2.233)
ou` H est l’hamiltonien intrinse`que du syste`me de A particules. Nous avons de´ﬁni, dans la
section pre´ce´dente, les e´tats asymptotiques physiques |tjtmt ⊗ χmsττz ⊗ −→q 〉, solutions de
l’e´quation,
(E −H0)|tjtmt ⊗ χmsττz ⊗−→q 〉 = 0, (2.234)
ou` H0 est l’hamiltonien « libre » correspondant au canal d’arrangement ou` le syste`me est
scinde´ en deux fragments (l’un des deux consistant simplement en une particule). Le pro-
jecteur sur l’espace de ces canaux e´tait note´ P˜ . En utilisant les re´sultats de la section (2.3),
nous pouvons e´crire la solution |ψ〉+ de (2.233) en fonction des solutions asymptotiques
dans le passe´ inﬁni de la manie`re suivante,
|ψ〉+ = lim
ε→0
iεG+|tjtmt ⊗ χmsττz ⊗−→q 〉 (2.235a)
= lim
ε→0
iεG+P˜ |tjtmt ⊗ χmsττz ⊗−→q 〉, (2.235b)
ou`, dans (2.235b), nous avons utilise´ le fait que l’e´tat |tjtmt ⊗ χmsττz ⊗ −→q 〉 appartient
a` l’espace des canaux physiques conside´re´s. En utilisant la de´composition (2.229) de la
re´solvante totale, nous pouvons alors e´crire,
|ψ〉+ = lim
ε→0
iε
[
G+P + (Q+G
+
PHPQ)G
eff +
Q (Q+HQPG
+
P )
]
P˜ |tjtmt ⊗ χmsττz ⊗−→q 〉.(2.236)
Inte´ressons-nous alors a` l’hamiltonien eﬀectif HeffQQ de´ﬁni en (2.226). Nous notons
14 {|Φi〉}
une base comple`te orthogonale de l’espace Q (ou` l’indice i diﬀe´rencie les e´tats). Nous
supposons que les e´tats constituant cette base sont e´tats propres de l’hamiltonien projete´
HQQ, satisfaisant donc a`,
(Ei −HQQ)|Φi〉 = 0. (2.237)
Les e´le´ments de matrice de l’hamiltonien eﬀectif dans cette base sont alors,
〈Φi|HeffQQ |Φj〉 = 〈Φi|HQQ +HQPG+PHPQ|Φj〉 = Eiδij + 〈wi|ωj〉, (2.238)
ou` nous avons de´ﬁni,
|wi〉 = HPQ|Φi〉, (2.239a)
|ωj〉 = G+PHPQ|Φj〉. (2.239b)
La diagonalisation de l’hamiltonien eﬀectif dans la base {|Φi〉} nous fourni les e´tats propres
{|Φ˜i〉} satisfaisant a`,
(E˜i −HeffQQ )|Φ˜i〉 = 0. (2.240)
14Nous oublions ici le sche´ma de couplage introduit en (2.181) afin de simplifier les e´quations.
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Nous notons O la matrice de changement de base {|Φi〉} → {|Φ˜i〉} ou, plus pre´cise´ment,
|Φ˜i〉 =
∑
j
Oij |Φj〉. (2.241)
L’hamiltonien eﬀectif de´pend de l’e´nergie totale E par l’interme´diaire de la re´solvante G+P .
Il en va donc de meˆme des ses vecteurs et valeurs propres. La re´solvante G+P peut s’e´crire,
G+P = P
1
E −HPP P = PV
( 1
E −HPP
)
P − 2ipiδ(E −HPP ) P, (2.242)
ou` PV de´signe la partie principale. Nous voyons donc que, pour une e´nergie E situe´e dans le
continuum de l’hamiltonien projete´ HPP , l’hamiltonien eﬀectif est non-hermitique, admet-
tant donc des valeurs propres complexes. Cet hamiltonien est cependant syme´trique, ses
vecteurs propres fournissant une base bi-orthogonale [50]. La base duale est alors construite
par transposition (et non conjuguaison hermitique) de ces vecteurs. Dans la repre´sentation
spectrale de la re´solvante GeffQ , qui s’e´crit,
GeffQ =
∑
i
|Φ˜i〉 1
E − E˜i
〈Φ˜i|, (2.243)
le de´nominateur n’a donc pas la possibilite´ de s’annuler pour une e´nergie re´elle positive
(correspondant a` une solution de diﬀusion). Ceci nous permet d’e´crire,
lim
ε→0
iεGeff +Q P˜ |tjtmt ⊗ χmsττz ⊗−→q 〉 = 0, (2.244)
pour E re´elle positive. Enﬁn, en de´ﬁnissant,
|ξ〉+ = lim
ε→0
iεG+P P˜ |tjtmt ⊗ χmsττz ⊗−→q 〉, (2.245)
(2.236) se re´duit a`,
|ψ〉+ = |ξ〉+ + (Q+GPHPQ)GeffQ HQP |ξ〉+. (2.246)
En utilisant la repre´sentation spectrale (2.243), nous obtenons alors,
|ψ〉+ = |ξ〉+ +
∑
i
(|Φ˜i〉+ |ω˜i〉) 1
E − E˜i
〈w˜i|ξ〉+, (2.247)
ou` nous avons de´ﬁni,
|w˜i〉 = HPQ|Φ˜i〉 =
∑
j
Oij |wj〉,
|ω˜i〉 = G+PHPQ|Φ˜i〉 =
∑
j
Oij |ωj〉. (2.248a)
Les solutions |ξ〉+ et les quantite´s {|ωi〉} sont respectivement solutions d’e´quations de ca-
naux couple´s homoge`nes et inhomoge`nes que nous traiterons explicitement dans les parties
(2.4.4.3) et (2.4.4.4).
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Nous nous inte´ressons maintenant a` la forme asymtotique de la solution |ξ〉+. Nous remar-
quons tout d’abord que l’on peut e´crire,
|ξ〉+ = P |ϕ˜〉+, (2.249)
ou` nous avons de´ﬁni,
|ϕ˜〉+ = lim
ε→0
iεG˜+P |tjtmt ⊗ χmsττz ⊗−→q 〉, (2.250)
et ou` la re´sovante G˜P est donne´e par,
G˜+P =
1
E+ −HPP . (2.251)
En utilisant les re´sultats de la section (2.3), nous pouvons e´crire,
|ϕ˜〉+ = |tjtmt ⊗ χmsττz ⊗−→q 〉+G+0 V˜ |ϕ˜〉+, (2.252)
ou` G+0 est la re´solvante libre correspondant a` l’hamiltonien asymptotique H0 du canal
sortant, et ou` l’interaction V˜ est de´ﬁnie par,
V˜ = HPP −H0. (2.253)
En utilisant le fait que |ϕ˜〉+ appartient ne´cessairement a` l’espace des canaux a` deux frag-
ments (dont l’un est constitue´ d’une seule particule), et en utilisant la relation (2.216),
nous pouvons e´cire,
1
r
ξJ,Mc′ (r) =
J,M〈t′jt′ , r pc¯′ Yc¯′|ξ〉+
= J,M〈t′jt′ , r pc¯′ Yc¯′|PP˜ |ϕ˜〉
∼ 1√
A
J,M〈t′jt′ ⊗ r Yc¯′|ϕ˜〉 , pour r →∞. (2.254)
Enﬁn, en posant,
ξJ,Mc′ (r) =
∑
l,j
ξJc′,c(r) Ξ
J,M
c (mt, ms,Ωq), (2.255)
et en se souvenant de la forme asymptotique (2.111) de la solution |ϕ˜〉+, nous trouvons,
ξJc′,c(r) ∼
eiσl
2k′
√
A
[
H−c (r)δc,c′ +H
+
c′ (r)S
J
c′,c
]
. (2.256)
En utilisant une proce´dure analogue, et se servant de la relation (2.116), on montre sans
diﬃculte´s que les termes |ωi〉 admettent la forme asymptotique suivante,
r J,M〈tjt , r pc¯ Yc¯|ωi〉 = ωJc (r) ∼
eiσl
2k
√
A
H+c (r) Γ
J
c . (2.257)
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2.4.4.2 Se´paration de l’hamiltonien total en hamiltoniens partiels et ope´rateurs
de transition
La re´solution de l’e´quation (2.233) passe ne´cessairement par le calcul explicite des ope´rateurs
HQQ, HPQ, . . . Nous commencerons cependant par traiter les projections de l’hamiltonien
total H = H + Hcm, et aborderons l’hamiltonien du centre de masse Hcm dans des par-
ties subse´quentes. En se souvenant des e´quivalences (2.49) et (2.50), nous pouvons e´crire
l’hamiltonien (2.1) en seconde quantiﬁcation, et sous forme couple´e,
H =
∑
α, β
∫
〈α||t||β〉
(
a†αa˜β
)0,0
−
∑
α≤β, γ≤δ
∫ ∑
Γ
〈α, β||V ||γ, δ〉Γnas
[(
a†αa
†
β
)Γ(
a˜γ a˜δ
)Γ]0,0
, (2.258)
ou` les doubles symbole de sommation rappellent que les e´tats lie´s aussi bien que les e´tats de
diﬀusion individuels sont pris en compte. Les conventions de notation que nous utiliserons
sont les suivantes, ∑
α
≡
∑
lα,jα,τzα
∑
nα
, (2.259a)∫
dα ≡
∑
lα,jα,τzα
∫
dkα. (2.259b)
En introduisant les notations simpliﬁe´es,
t 0,0α,β = 〈α||t||β〉
(
a†αa˜β
)0,0
, (2.260a)
Vˆ 0,0α,β,γ,δ = −
∑
Γ
〈α, β||V ||γ, δ〉Γnas
[(
a†αa
†
β
)Γ(
a˜γ a˜δ
)Γ]0,0
, (2.260b)
(2.258) se re´duit a`,
H =
∑
α, β
∫
t 0,0α,β +
∑
α≤β, γ≤δ
∫
Vˆ 0,0α,β,γ,δ. (2.261)
Les sommations sur les indices α et β dans l’ope´rateur a` un corps de l’e´quation (2.261)
peuvent se diviser en quatre parties, selon que ces indices appartiennent a` l’ensemble D ou
C de´ﬁnis dans la section (2.4.2). Ces combinaisons sont pre´sente´es dans le tableau (2.1).
α D D C C
β D C D C
Tab. 2.1 – Les quatre combinaisons d’indices possibles pour la partie a` un corps de l’ha-
miltonien (2.261).
Toutes les combinaisons d’indice possibles dans les sommations de la partie a` deux corps
sont pre´sente´es dans le tableau (2.2), ou` nous avons barre´ celles exclues par le fait que
α ≤ β et γ ≤ δ dans (2.258) tout en respectant l’ordre de´ﬁni en (2.172).
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α D D D D C D D C D C C D C C C C
β D D D C D D C D C D C C D C C C
γ D D C D D C D D C C D C C D C C
δ D C D D D C C C D D D C C C D C
Tab. 2.2 – Combinaisons d’indices possibles pour la partie a` deux corps de l’hamiltonien
(2.261).
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La se´paration des sommations sur les e´tats individuels nous permet d’e´crire l’hamiltonien
(2.261) sous la forme compacte suivante,
H =
1∑
i,j=0
Tij +
2∑
i,j=0
Vij, (2.262)
ou` les ope´rateurs a` un corps Tij sont donne´s par,
T00 =
∑
α,β
t 0,0α,β, (2.263a)
T10 =
∫
dα
∑
β
t 0,0α,β, (2.263b)
T01 =
∑
α
∫
dβ t 0,0α,β, (2.263c)
T11 =
∫∫
dα dβ t 0,0α,β, (2.263d)
et les ope´rateurs a` deux corps Vij sont de´ﬁnits comme suit,
V00 =
∑
α≤β,γ≤δ
Vˆ 0,0α,β,γ,δ, (2.264a)
V01 =
∑
α≤β,γ
∫
dδ Vˆ 0,0α,β,γ,δ, (2.264b)
V10 =
∑
α,γ≤δ
∫
dβ Vˆ 0,0α,β,γ,δ, (2.264c)
V11 =
∑
α,γ
∫∫
dβ dδ Vˆ 0,0α,β,γ,δ, (2.264d)
V02 =
∑
α≤β
∫∫
γ≤δ
dγ dδ Vˆ 0,0α,β,γ,δ, (2.264e)
V20 =
∫∫
α≤β
dα dβ
∑
γ≤δ
Vˆ 0,0α,β,γ,δ, (2.264f)
V12 =
∑
α
∫
dβ
∫∫
γ≤δ
dγ dδ Vˆ 0,0α,β,γ,δ, (2.264g)
V21 =
∫∫
α≤β
dα dβ
∑
γ
∫
dδ Vˆ 0,0α,β,γ,δ, (2.264h)
V22 =
∫∫
α≤β
dα dβ
∫∫
γ≤δ
dγ dδ Vˆ 0,0α,β,γ,δ. (2.264i)
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L’interpre´tation des ope´rateurs (2.263) et (2.264) est imme´diate : les ope´rateurs du type
Tii (Vii) sont des ope´rateurs partiels agissant dans un espace de Fock contenant au moins
i particules dans le continuum, alors que les ope´rateurs du type Tij (Vij) (i 6= j) sont des
ope´rateurs de transition d’un espace de Fock contenant par exemple n particules dans le
continuum (n ≥ j), a` un espace contenant n+ i− j particules dans le continuum.
A partir des ope´rateurs (2.263) et (2.264), nous pouvons construire les hamiltoniens partiels
suivants,
H00 = T00 + V00, (2.265a)
H11 = T11 + V11, (2.265b)
H22 = T11 + V11 + V22, (2.265c)
ainsi que les ope´rateurs de transitions,
H10 = T10 + V10, (2.266a)
H01 = T01 + V01 = H†10, (2.266b)
H02 = V02, (2.266c)
H20 = V20 = H†02, (2.266d)
H12 = T01 + V01 + V12, (2.266e)
H21 = T10 + V10 + V21 = H†12. (2.266f)
Si nous notons |DSi〉 un de´terminant de Slater comportant i particules dans un e´tat de
diﬀusion, alors nous de´montrons facilement les relations suivantes,
〈DS0|H|DS0〉 = 〈DS0|H00|DS0〉, (2.267a)
〈DS1|H|DS1〉 = 〈DS1|H00 +H11|DS1〉, (2.267b)
〈DSi|H|DSi〉 = 〈DSi|H00 +H22|DSi〉, i ≥ 2, (2.267c)
〈DS0|H|DS1〉 = 〈DS0|H01|DS1〉, (2.267d)
〈DSi−1|H|DSi〉 = 〈DSi−1|H12|DSi〉, i ≥ 2, (2.267e)
〈DSi−2|H|DSi〉 = 〈DSi−2|H02|DSi〉, i ≥ 2. (2.267f)
Etant donne´ que nous limitons l’hamiltonien (2.1) aux interactions a` deux corps au plus,
ce dernier ne peut pas coupler les de´terminants de Slater qui diﬀe`rent de plus de deux
particules dans le continuum. Dans ce chapitre, nous nous limitons a` un espace de Fock
admettant au plus une particule dans le continuum, ce qui exclu l’action des ope´rateurs
H20, H21, H02, H12 et H22. Enﬁn, a` partir des relations (2.267), il est aise´ de montrer,
QHQ = QH00Q, (2.268a)
QHP = QH01P, (2.268b)
PHQ = PH10Q, (2.268c)
PHP = P (H00 +H11)P. (2.268d)
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2.4.4.3 Les e´quations homoge`nes
Dans cette section, nous nous inte´ressons a` la solution de diﬀusion projete´e |ξ〉+ de´ﬁnie en
(2.245). En multipliant (2.245) a` gauche par P (E − H)P , nous obtenons, dans la limite
ε→ 0,
P (E −H)P |ξ〉+ = 0. (2.269)
En substituant l’hamiltonien intrinse`que H par l’hamiltonien total H auquel l’on soustrait
celui du centre de masse, l’e´quation (2.269) est e´quivalente a`,
P (E −H + P
2
cm
2Am
)P |ξ〉+ = 0. (2.270)
Enﬁn, en utilisant la relation (2.268d), il vient joyeusement,
P (E −H00 −H11 + P
2
cm
2Am
)P |ξ〉+ = 0. (2.271)
En multipliant (2.271) a` gauche par J,M〈tjt, r pc¯ Yc¯| et en utilisant l’expression (2.182b) du
projecteur P , nous obtenons,∑
c′
∫
dr′ r′2 〈tjt , r pc¯ Yc¯|E −H00 −H11 + P
2
cm
2Am
|t′jt′ ,Yc¯′ pc¯′ r′〉J,M 1
r′
ξJ,Mc′ (r
′) = 0,
(2.272)
ou` nous avons de´ﬁni,
1
r′
ξJ,Mc′ (r
′) = J,M〈t′jt′ , r′ pc¯′ Yc¯′|ξ〉. (2.273)
En suivant une proce´dure similaire a` celle introduite dans la section (2.3), nous posons,
ξJ,Mc′ (r
′) =
∑
l′′,j′′
ξJc,c′′(r
′) ΞJ,Mc′′ (mt′′ , m
′′
s ,Ωq), (2.274)
supposant ainsi que le canal physique entrant est de´crit par l’e´tat,
|t′′jt′′mt′′ ⊗ χm′′s ττ ′′z ⊗−→q 〉. (2.275)
Enﬁn, en utilisant la relation d’orthogonalite´ (2.88a) des fonctions angulaires Ξ, nous ob-
tenons facilement,∑
c′
∫
dr′ r′2 〈tjt, r pc¯ Yc¯|E −H00 −H11 + P
2
cm
2Am
|t′jt′ ,Yc¯′ pc¯′ r′〉J,M 1
r′
ξJc′,c′′(r
′) = 0,
(2.276)
ou` la solution matricielle ξJc′,c′′(r) est suppose´e ve´riﬁer la forme asymptotique (2.256). Notre
proble`me premier consiste donc en le calcul des e´le´ments de matrice des ope´rateurs H00 et
H11 dans la base {|tjt,Yc¯ pc¯ r〉J,M} de l’espace P.
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Nous nous inte´ressons tout d’abord aux e´le´ments de matrice de l’hamiltonien partiel H00.
Selon (2.265a), (2.263a) et (2.264a), cet ope´rateur s’e´crit,
H00 =
∑
α,β
〈α||t||β〉
(
a†αa˜β
)0,0
−
∑
α≤β,γ≤δ
∑
Γ
〈α, β||V ||γ, δ〉Γnas
[(
a†αa
†
β
)Γ(
a˜γ a˜δ
)Γ]0,0
,(2.277)
et n’agit que sur les e´tats lie´s. Applique´ dans la base {|tjt,Yc¯ pc¯ r〉J,M} ge´ne´rant l’espace
P, cet ope´rateur n’agit donc que sur le sous-e´tat a` A − 1 particules lie´es |tjt〉. Ceci nous
permet d’e´crire,
〈tjt, r pc¯ Yc¯|H00|t′jt′ ,Yc¯′ pc¯′ r′〉J,M = δjt,jt′ 〈tjtmt |H00|t′jtmt〉 δc¯,c¯′
pc¯(r, r
′)
rr′
. (2.278)
La phase de re´arrangement correspondant a` la re´duction (2.278) est en eﬀet positive. De
plus, nous avons utilise´ le fait queH00 conserve le moment de spin jt, ainsi que sa projection
mt (que nous avons fait apparaˆıtre explicitement au lieu de re´duire l’e´le´ment de matrice).
Dans la base de Fock a` A−1 particules lie´es {|tjtmt〉}, l’hamiltonien H00 peut alors s’e´crire,
en se souvenant des correspondances entre premie`re et seconde quantiﬁcation introduites
dans la section (2.2.2),
H00 =
A−1∑
i=1
t(i) +
A−1∑
1=i<j
V (ij), (2.279)
ou`, une fois de plus, l’indexation des particules est arbitraire. Nous voyons donc qu’il s’agit
d’un proble`me a` A − 1 particules limite´ a` la base engendre´e par les e´tats |tjtmt〉. Nous
avons vu dans la partie (2.4.2) que nous disposons d’une liberte´ quant au choix de ces
e´tats, pourvu qu’ils forment une base comple`te et orthogonale de l’espace de Fock a` A− 1
particules lie´es. Nous choisissons donc ces e´tats de manie`re a` ce qu’ils satisfassent a`,
(Et −Ht)|tjtmt〉 = 0, (2.280)
ou`Ht est l’hamiltonien intrinse`que du sous-syste`me a` A−1 particules de´ﬁni par la relation,
Ht = H00 − P
2
t
2(A− 1)m, (2.281)
ou` le deuxie`me terme du membre de droite repe´sente l’hamiltonien du centre de masse de
ce sous-syste`me et n’agit que sur les e´tats individuels lie´s. Il est a` noter que l’hamiltonien
Ht posse`de un caracte`re eﬀectif duˆ au fait que la base {|tjtmt〉} est tronque´e (car n’incluant
pas les e´tats du continuum). Enﬁn, nous re´sumons les re´sultats pre´ce´dents en e´crivant les
e´le´ments de matrice de l’hamiltonien partiel H00 de la manie`re suivante,
〈tjt , r pc¯ Yc¯|H00|t′jt′ ,Yc¯′ pc¯′ r′〉J,M = 〈tjt, r pc¯ Yc¯|Et + P
2
t
2(A− 1)m |t
′j
t′ ,Yc¯′ pc¯′ r′〉J,M . (2.282)
Nous nous inte´ressons maintenant aux e´le´ments de matrice de l’ope´rateur T11 de´ﬁni en
(2.263d). Cet ope´rateur s’e´crit, en se souvenant de la de´ﬁnition (2.260a),
T11 =
∫∫
dα dβ 〈α||t||β〉
(
a†αa˜β
)0,0
, (2.283)
et n’agit donc que sur les e´tats du continuum individuel. Nous pouvons alors e´crire,
〈tjt, r pc¯ Yc¯|T11|t′jt′ ,Yc¯′ pc¯′, r′〉J,M = δtjt ,t′jt′ δc¯,c¯′ 〈r pc¯ Ymc¯ |T11|Ymc¯ pc¯, r′〉, (2.284)
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car la phase de re´arrangement est positive. De plus, nous avons utilise´ le fait que l’ope´rateur
T11 conserve les nombres quantiques de´ﬁnis par c¯ (ainsi que la projection m). Applique´ dans
la base partielle {|Ymc¯ pc¯, r〉}, l’ope´rateur T11 prend alors la forme, en premie`re quantiﬁca-
tion,
T11 =
∑
i∈C
p2i
2m
, (2.285)
ou`, dans le membre de droite, nous avons spe´ciﬁe´ symboliquement par i ∈ C que la som-
mation porte sur les particules occupant un e´tat de diﬀusion. Puisque la base {|Ymc¯ pc¯, r〉}
de´crit l’espace des e´tats d’une seule particule, (2.285) se re´sume a`,
T11 = p
2
C
2m
, (2.286)
ou` −→p C est l’ope´rateur impulsion agissant dans l’espace des e´tats de la particule se trouvant
dans un e´tat de diﬀusion.
Re´sumons alors les re´sultats pre´ce´dents en e´crivant le noyau de l’e´quation inte´gro-diﬀe´rent-
ielle (2.276) sous la forme suivante,
〈tjt, r pc¯ Yc¯|E −Et − V11 − p
2
C
2m
− P
2
t
2(A− 1)m +
P 2cm
2Am
|t′jt′ ,Yc¯′ pc¯′ r′〉J,M . (2.287)
En remarquant que,
p2C
2m
+
P 2
t
2(A− 1)m =
P 2cm
2Am
+
q2C
2µ
, (2.288)
ou` nous avons fait apparaˆıtre le mouvement du centre de masse du syste`me total et ou` µ
est la masse re´duite de´ﬁnie en (2.197) et −→q C est le moment conjugue´ de la variable relative
entre la particule occupant un e´tat de diﬀusion et le reste du syste`me, nous pouvons e´crire
(2.287) sous la forme,
〈tjt, r pc¯ Yc¯| − q
2
C
2µ
+ (E − Et)− V11|t′jt′ ,Yc¯′ pc¯′ r′〉J,M . (2.289)
En se souvenant des arguments de la section (2.4.3.1), on peut facilement se convaincre
que l’ope´rateur −→q C de´ﬁni en (2.288) n’agit que sur les e´tats de diﬀusion. Tout comme en
(2.278), les e´le´ments de matrice de l’ope´rateur q2C/2µ dans la base de l’espace P peuvent
s’e´crire,
〈tjt, r pc¯ Yc¯| q
2
C
2µ
|t′jt′ ,Yc¯′ pc¯′, r′〉J,M = δc,c′ 〈r pc¯ Ymc¯ |
q2C
2µ
|Ymc¯ pc¯, r′〉. (2.290)
Enﬁn, nous re´sumons les re´sultats pre´ce´dents en e´crivant,
〈tjt , r pc¯ Yc¯|E −H00 − T11 + P
2
cm
2Am
|t′jt′ ,Yc¯′ pc¯′ r′〉J,M
= δc,c′ 〈r pc¯ Ymc¯ | −
q2C
2µ
+ (E − Et)|Ymc¯ pc¯ r′〉
= −δc,c′ 1
jˆ
〈rYc¯||pˆ
(
Tˆ
)
pˆ||Yc¯ r′〉, (2.291)
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ou` nous avons utilise´ la relation (2.166b) et avons de´ﬁni,
Tˆ =
q2C
2µ
− (E −Et). (2.292)
Dans (2.287), seul le terme V11, de´ﬁni en (2.264d), couple les e´tats lie´s a` ceux du continuum.
Le calcul explicite des e´le´ments de matrice de ce terme est donne´ en annexe (6.4) ou` l’on
montre que l’on peut e´crire,
〈tjt, r pc¯ Yc¯|V11|t′jt′ ,Yc¯′ pc¯′ r′〉J,M = 〈rYc¯|| pˆ
(
JV
tjt ,t′jt′
)
pˆ ||Yc¯′ r′〉, (2.293)
ou` JV
tjt ,t′jt′ est un ope´rateur a` un corps non local prenant en compte la structure interne
de la cible dans les diﬀe´rents canaux d’excitation. En d’autres termes, la structure de la
cible ge´ne`re un potentiel moyen ressenti par le projectile (la particule se trouvant dans un
e´tat de diﬀusion), qui peut se mettre sous la forme d’un ope´rateur a` un corps « eﬀectif »
que nous notons JV
tjt ,t′jt′ .
Comme nous l’avons mentionne´ dans la partie (2.4.2), les e´tats de la cible sont construits a`
partir de combinaisons line´aires de de´terminants de Slater a` A− 1 particules lie´s. Comme
nous le verrons plus tard, cette base peut eˆtre tronque´e au niveau des conﬁgurations. Par
exemple, nous pouvons nous attendre a` ce que les premiers e´tats excite´s de cette cible
puissent eˆtre, comme en mode`le en couches, convenablement de´crits par un coeur inerte
auquel est ajoute´ un me´lange de conﬁgurations dans un espace de valence. Dans ce cas, le
potentiel JV
tjt ,t′jt′ est la somme de deux contributions : celle du coeur, et celle de l’espace
de valence de la cible (cf. Fig. (2.9)). Dans l’annexe (6.4), il est montre´ que la contribution
coeur
valence
V
Fig. 2.9 – Illustration des diffe´rentes contributions au potentiel ressenti par le projectile
(en bleu sur la figure).
du coeur est diagonale dans la base des canaux (ne couple pas les diﬀe´rents canaux) et
admet une forme similaire aux potentiels Hartree-Fock (2.32). En revanche, la contribution
de l’espace de valence, et par la` meˆme des me´langes de conﬁgurations, couple les diﬀe´rents
canaux d’excitation, et ne´cessite le calcul d’e´le´ments de matrice de produits d’ope´rateurs
de cre´ation et d’annihilation dans la base des e´tats intrinse`ques de la cible.
La repre´sentation radiale de l’ope´rateur a` un corps JV
tjt ,t′jt′ dans la base non projete´e
{|Ymc¯ , r〉} est, a` l’instar du potentiel Hartree-Fock, la somme d’une partie directe et d’une
partie d’e´change,
〈r,Yc¯||JVtjt ,t′jt′ ||Yc¯′, r′〉 =
δ(r − r′)
rr′
JDc,c′(r) +
1
rr′
JEc,c′(r, r
′), (2.294)
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dont les expressions sont donne´es en (6.99a). En utilisant (2.291) et (2.293), les e´quations
inte´gro-diﬀe´rentielles (2.276) peuvent s’e´crire,∑
c′
∫
dr′ r′ 〈rYc¯||pˆ
(1
jˆ
δ
tjt ,t′jt′ Tˆ +
JV
tjt ,t′jt′
)
pˆ||Yc¯′ r′〉 ξJc′,c′′(r′) = 0. (2.295)
En utlisant la relation (2.166b) et en de´ﬁnissant,
〈rYc¯||1
jˆ
δ
tjt ,t′jt′ Tˆ +
JV
tjt ,t′jt′ ||Yc¯′ r′〉 =
1
rr′
Kc,c′(r, r′), (2.296)
nous de´rivons facilement,
1
r
∫
dr1 pc¯(r, r1)
∑
c′
∫
dr2Kc,c′(r1, r2)
∫
dr′ pc¯′(r2, r′) ξJc′,c′′(r
′) = 0. (2.297)
Enﬁn, en introduisant matrices d’ope´rateurs non-locaux K˜(r) et p˜(r) qui admettent les
e´le´ments de matrice suivants, [
K˜(r)
]
c,c′
=
∫
dr′Kc,c′(r, r′)× (2.298a)[
p˜(r)
]
c,c′
= δc,c′
∫
dr′ pc¯(r, r′)×, (2.298b)
et en de´ﬁnissant la matrice ξJ(r) comme suit,[
ξJ(r)
]
c,c′
= ξJc,c′(r), (2.299)
le syste`me d’e´quations (2.297) est alors e´quivalent a` l’e´quation matricielle suivante,
p˜
(
K˜
(
p˜ ξJ
))
(r) = 0. (2.300)
Une me´thode de re´solution des e´quations projete´es sur le continuum individuel est pre´sente´e
en annexe (6.7) pour diﬀe´rents cas de conditions asymptotiques. Cette me´thode ne´cessite
la re´solution d’e´quations du type,
K˜ξJ = Θ, (2.301)
ou` Θ repre´sente quelque terme source discute´ en de´tails dans l’annexe, ainsi que de l’e´quation
homoge`ne (i.e. ou` Θ ≡ 0). En termes simples, la re´solution des e´quations projete´es (2.300)
passe par la re´solution des e´quations non projete´es aux solutions desquelles l’on soustrait
ensuite les solutions particulie`res n’appartenant pas a` l’espace P, tout en ve´riﬁant la condi-
tion asymptotique physique de´sire´e. Inte´ressons nous alors aux e´quations non projete´es aﬁn
d’illustrer le proble`me. En e´crivant l’ope´rateur e´nergie cine´tique en repre´sentation radiale
et en utilisant (2.294), nous pouvons e´crire,
Kc,c′(r, r′) = −δ(r − r′) δc,c′ ~
2
2µ
( d2
dr2
+ k2c −
l(l + 1)
r2
)
+
δ(r − r′) JDc,c′(r) + JEc,c′(r, r′), (2.302)
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ou` nous avons de´ﬁni,
kc =
√
2µ(E − Et)
~2
. (2.303)
Nous en de´duisons les e´quations inte´gro-diﬀe´rentielles couple´es ve´riﬁe´es par la solution
non-projette´e,
− ~
2
2µ
( d2
dr2
+ k2c −
l(l + 1)
r2
)
ξJc,c′′(r) +
∑
c′
JDc,c′(r)ξ
J
c′,c′′(r)
+
∑
c′
∫
dr′ JEc,c′(r, r′)ξJc′,c′′(r
′) = 0. (2.304)
Livrons nous alors a` quelques remarques. Comme nous l’avons mentionne´ plus haut, la
contribution d’un e´ventuel coeur aux potentiels JDc,c′ et
JEc,c′ ne couple pas les diﬀe´rents
canaux et admet la meˆme forme que les potentiels Hartree-Fock (2.32), a` ce de´tail pre`s
que les sommations sur γ sont limite´es aux e´tats de´ﬁnissant ce coeur. Si maintenant nous
limitons la description de la cible a` un unique coeur, c’est a` dire a` la seule conﬁguration
d’occupation ou` toutes les orbitales de plus basse e´nergie sont occupe´es, alors le potentiel
cible-projectile correspond exactement au potentiel Hartree-Fock pour un e´tat inoccupe´
situe´ dans le continuum.
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2.4.4.4 Les e´quations inhomoge`nes
Dans cette section, nous nous inte´ressons aux quantite´s {|ωi〉} de´ﬁnies en (2.239b). Aﬁn
d’eˆtre un peu plus pre´cis, nous revenons aux notations introduites dans la section (2.4.2.2)
et de´signons par |Φ〉J,M un e´tat de l’espace Q couplant au moment de spin total J . Nous
re-de´ﬁnissons alors,
|ω〉J,M = G+PHPQ|Φ〉J,M . (2.305)
Le membre de droite de cette e´quation indique que l’e´tat |ω〉J,M est le re´sultat d’une tran-
sition (par l’ope´rateur HPQ) de l’e´tat lie´ |Φ〉J,M vers l’espace P, puis d’une propagation
(par l’ope´rateur G+P ) dans l’espace P. C’est pourquoi l’on qualiﬁe souvent l’e´tat |ω〉J,M de
prolongation de l’espace Q dans l’espace P. L’e´quation (2.305) simule donc la de´croissance
de l’e´tat |Φ〉J,M en deux fragments, l’un des deux consistant en un seul nucle´on.
En suivant la meˆme proce´dure que dans la section (2.4.4.3), nous pouvons e´crire,
P (E −H)P |ω〉J,M = PHQ|Φ〉J,M . (2.306)
En substituant l’hamiltonien intrinse`que H par l’hamiltonien total H auquel l’on soustrait
celui du centre de masse, puis en utilisant les relations (2.268d) et (2.268c), il vient,
P (E −H00 −H11 + P
2
cm
2Am
)P |ω〉J,M = P (H10 − P
2
cm
2Am
)Q|Φ〉J,M . (2.307)
En multipliant (2.307) a` gauche par J,M〈tjt, r pc¯ Yc¯| et en utilisant l’expression (2.182b) du
projecteur P , nous obtenons,∑
c′
∫
dr′ r′2 〈tjt , r pc¯ Yc¯|E −H00 −H11 + P
2
cm
2Am
|t′jt′ ,Yc¯′ pc¯′ r′〉J,M 1
r′
ωJc′(r
′) =
〈tjt, r pc¯ Yc¯|(H10 − P
2
cm
2Am
)|Φ〉J,M , (2.308)
ou`, dans le membre de droite, nous avons utilise´ le fait que l’e´tat |Φ〉J,M appartient a` l’es-
pace Q. La solution vectorielle ωJc′(r) est suppose´e ve´riﬁer la forme asymptotique (2.257).
Dans (2.308), le terme du membre de gauche admet exactement la meˆme forme qu’en
(2.276) et a e´te´ discute´ dans la section pre´ce´dente. Le terme du membre de droite repre´sente
une source aux e´quations dont l’expression excplicite est de´rive´e en annexe (6.5) ou` l’on
montre que l’on peut e´crire,
〈tjt , r pc¯ Yc¯|(H10 − P
2
cm
2Am
)|Φ〉J,M = 1
r
∫
dr′ pc¯(r, r′) wc(ΦJ , r′), (2.309)
ou` le terme wc(Φ
J , r′) est donne´ par la formule ge´ne´rale (6.145). En utilisant les re´sultats
de la section pre´ce´dente, nous pouvons e´crire (2.308) sous la forme suivante,∫
dr1 pc¯(r, r1)
∑
c′
∫
dr2Kc,c′(r1, r2)
∫
dr′ pc¯′(r2, r′)ωJc′(r
′) =
∫
dr′ pc¯(r, r′) wc(ΦJ , r′),
(2.310)
65
ou` l’ope´rateur non local K a` e´te´ de´ﬁni en (2.296). Enﬁn, en de´ﬁnissant la solution vectorielle−→ω J(r) et le vecteur « source » −→w(r) dont les composantes sont donne´es respectivement
par, [−→ω J(r)]
c
= ωJc (r), (2.311a)[−→w(r)]
c
= wc(Φ
J , r), (2.311b)
et en faisant usage des matrices d’ope´rateurs non-locaux introduits en (2.298), nous pouvons
e´crire le syste`me d’e´quations (2.310) sous la forme suivante,
p˜
(
K˜
(
p˜−→ω J
))
(r) =
(
p˜−→w
)
(r). (2.312)
Une me´thode de re´solution des e´quations projete´es sur le continuum individuel est pre´sente´e
en annexe (6.7).
Le terme source wc(Φ
J , r) simule la « perte » d’un nucle´on par l’e´tat |Φ〉J . Un nucle´on,
occupant un e´tat lie´ dans |Φ〉J , est alors promu vers un e´tat de diﬀusion, ce qui scinde le
syste`me total en un sous-e´tat a` A− 1 particules lie´es |tjt〉 et le nucle´on conside´re´ (assimile´
au projectile dans la re´gion asymptotique). Chaque conﬁguration d’occupation de´ﬁnissant
l’e´tat de l’espace Q contribue au terme wc(ΦJ , r). De meˆme que la cible, l’e´tat |Φ〉J peut
eˆtre de´crit par un coeur inerte plus un me´lange de conﬁgurations dans un espace de valence.
Puisque le coeur est inerte, nous nous attendons a` ce que seules les particules de l’espace
de valence contribuent au terme source. Le calcul de l’annexe (6.5) montre que c’est bien le
cas mais fait cependant apparaˆıtre un terme supple´mentaire que l’on pourrait qualiﬁer de
correctif. Aﬁn d’illustrer simplement ce fait, e´crivons ici l’hamiltonien total H en seconde
quantiﬁcation,
H =
∑
a,b
〈a|t|b〉 a†aab +
1
4
∑
a,b,c,d
〈a, b|V |c, d〉as a†aa†badac, (2.313)
ou` les e´tats individuels ge´ne´riques |a〉, |b〉, · · · peuvent aussi bien repre´senter les e´tats lie´s
que les e´tats de diﬀusion. L’utilisation du the´ore`me de Wick [3] nous permet d’e´crire (2.313)
sous la forme suivante,
H = EHF +
∑
a
ea : a
†
aaa : +
1
4
∑
a,b,c,d
〈a, b|V |c, d〉as : a†aa†badac :, (2.314)
ou` EHF est l’e´nergie Hartree-Fock (cf. equ. (2.12)), ea repre´sente l’e´nergie de l’e´tat indivi-
duel |a〉 et les produits d’ope´rateurs encadre´s des notations :: repre´sentent leur ordonnement
normal par rapport au vide ge´ne´ralise´ de´ﬁni par la conﬁguration de plus basse e´nergie. Dans
l’annexe, le calcul des e´le´ments de matrice du type,
〈tjt , r pc¯ Yc¯|H|Φ〉J,M , (2.315)
est eﬀectue´ a` l’aide de l’expression (2.313). Conside´rons ne´anmoins l’expression (2.314) pour
le calcul de ces e´le´ments de matrice. L’e´tat |Φ〉J,M e´tant orthogonal a` l’e´tat |tjt ,Yc¯ pc¯ r〉J,M ,
la contribution scalaire EHF disparaˆıt. De plus, il n’est pas diﬃcile de se convaincre qu’il
en est de meˆme pour l’ope´rateur a` un corps, ce dernier conservant le nombre de particules
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lie´es. Il ne reste donc plus que le terme a` deux corps. Or, nous savons que l’application
d’un produit d’ope´rateurs dans l’ordre normal sur la conﬁguration Hartree-Fock (ou` les
particules occupent les e´tats de plus basse e´nergie) donne un re´sultat nul. Dans l’e´tat
|Φ〉J,M , cette conﬁguration d’occupation particulie`re ne doit donc pas contribuer au terme
source. Nous e´crivons ce fait sous la forme symbolique suivante,
〈tjt, r pc¯ Yc¯|H|Φ〉J,M = 〈tjt, r pc¯ Yc¯|H
(
|Φ〉J,M − |DS0〉
)
, (2.316)
ou` le de´terminant de Slater |DS0〉 repre´sente la conﬁguration Hartree-Fock. Cette dernie`re
conﬁguration est constitue´e du coeur auquel s’ajoutent des particules additionnelles. La
ﬁgure (2.10) montre sche´matiquement (dans l’exemple de la section (2.2.1)) la de´ﬁnition
de l’e´tat |DS0〉 ou` l’e´tat du coeur est symbolise´ par |0〉 et l’e´tat repre´sentant les particules
additionnelles par |add〉.
|add〉
|0〉
protons neutrons
Fig. 2.10 – Exemple de de´composition de l’e´tat |DS0〉 en un coeur |0〉 et un e´tat |add〉
constitue´ de particules additionnelles.
D’autre part, l’e´tat |Φ〉J,M est constitue´ du meˆme coeur |0〉 ainsi que d’un me´lange de
conﬁgurations des particules de valence que l’on note |val〉 (cf. Fig. (2.11)).
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neutronsprotons
Fig. 2.11 – Exemple de de´composition de l’e´tat |Φ〉J,M (voir texte) en un coeur |0〉 et un
me´lange de configurations |val〉 dans l’espace de valence.
Nous pouvons alors e´crire symboliquement,
|Φ〉J,M − |DS0〉 = |0, val〉 − |0, add〉 = |val〉 − |add〉, (2.317)
car les deux contributions du coeur s’annulent. La correction duˆe a` la contribution des
particules additionnelles apparaˆıt naturellement lors du calcul explicite du terme source.
Remarquons pour ﬁnir que si le coeur englobe toutes les particules (espace de valence nul),
alors le terme source disparaˆıt.
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2.4.4.5 Re´sonances a` N corps
Dans les deux parties pre´ce´dentes, nous avons de´rive´ les e´quations que ve´riﬁent les solu-
tions homoge`ne |ξ〉+ et inhomoge`ne |ω〉J,M ne´cessaires au calcul de la solution comple`te
|ψ〉+ de´ﬁnie en (2.247). Nous nous inte´ressons donc maintenant a` cette solution comple`te.
Une fois de plus, nous nous voyons dans l’obligation de modiﬁer le´ge`rement les notations
pour plus de commodite´. Un e´tat de l’espace Q couplant au moment de spin total J et
de projection M sera note´ |Φi〉J,M , ou` Φi repre´sente tous les autres nombres quantiques
de´ﬁnissant l’e´tat de l’espace Q (excitation, parite´ etc.). Les termes source et prolongements
sont alors note´s,
| iw 〉J,M = HPQ|Φi〉J,M , (2.318a)
| iω 〉J,M = G+P | iw 〉J,M , (2.318b)
ou` nous avons place´ l’indice i en exposant a` gauche aﬁn de faire de la place pour la
de´ﬁnition ulte´rieure des canaux. Les vecteurs propres de l’hamiltonien eﬀectif sont pour
leur part note´s (cf. eq. (2.241)),
|Φ˜i〉J,M =
∑
j
Oij|Φi〉J,M , (2.319)
et ve´riﬁent,
(E˜Ji −HeffQQ )|Φ˜i〉J,M . (2.320)
Nous de´ﬁnissons enﬁn,
| iw˜ 〉J,M =
∑
j
Oij | iw 〉J,M , (2.321a)
| iω˜ 〉J,M = G+P | iw˜ 〉J,M . (2.321b)
En termes de ces notations, l’e´quation (2.247) s’e´crit,
|ψ〉+ = |ξ〉+ +
∑
i,J,M
(
|Φ˜i〉J,M + | iω˜ 〉J,M
) 1
E − E˜Ji
J,M〈 iw˜|ξ〉+. (2.322)
La solution comple`te |ψ〉+ repre´sente un syste`me de A particules indiscernables. Aussi les
composantes de ce vecteur d’e´tat dans la base des canaux |tjt ⊗ Yc¯r〉J,M , ou` l’indexation
des particules constituant chaque fragment est ﬁxe´e, ne repre´sente-t’elle qu’une partie de la
solution antisyme´trique. Puisque la solution (2.322) est la somme d’une partie appartenant
a` l’espace Q et d’une partie appartenant a` l’espace P, une repre´sentation radiale doit
contenir ces deux espaces. A l’aide des arguments de la section (2.4.2), il n’est pas diﬃcile
de montrer que l’identite´ peut s’e´crire,
1 = P +Q =
∑
c,J,M
∫
dr r2 |tjt,Yc¯ r〉J,M〈tjt, rYc¯|, (2.323)
ou` les vecteurs d’e´tat |tjt,Yc¯ r〉J,M sont de´ﬁnis par,
|tjt,Yc¯ r〉J,M = A
(
|tjt(1 · · ·A− 1)⊗ Yc¯ r(A)〉J,M
)
, (2.324)
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et ou` l’antisyme´triseur partiel A a e´te´ de´ﬁni en (2.212). Ces vecteurs forment alors une
base comple`te et orthogonale de l’espace de Fock dans laquelle la solution totale peut
eˆtre de´veloppe´e en toute quie´tude. Nous multiplions alors a` gauche l’e´quation (2.323) par
J,M 〈tjt, rYc¯|, obtenant,
J,M〈tjt , rYc¯|ψ〉+ = 1
r
ψJ,Mc (r)
J,M〈tjt , rYc¯|
[
|ξ〉+ +
∑
i
(
|Φ˜i〉J,M + | iω˜ 〉J,M
) 1
E − E˜Ji
J,M〈 iw˜|ξ〉+
]
. (2.325)
Puisque la solution |ξ〉+ et les prolongements |iω〉J,M appartiennent a` l’espace P, nous
pouvons e´crire,
J,M〈tjt, rYc¯|ξ〉+ = J,M〈tjt, r pc¯ Yc¯|ξ〉+ = 1
r
ξJ,Mc (r), (2.326a)
J,M〈tjt, rYc¯|iω˜〉J,M = J,M〈tjt, r pc¯ Yc¯|iω˜〉J,M = 1
r
iω˜J,Mc (r). (2.326b)
En revanche, les termes J,M 〈tjt, rYc¯|Φ˜i〉J,M admettent une forme beaucoup plus complique´e
dont le calcul est donne´ en annexe (6.6). En utilisant la relation de comple´tude (2.322),
nous pouvons e´crire,
J,M〈 iw˜|ξ〉+ =
∑
c′′
∫
dr′ iw˜Jc′′(r
′) ξJ,Mc′′ (r
′), (2.327)
ou` nous avons pose´,
J,M〈tjt, rYc¯|iw˜〉J,M = J,M〈tjt, r pc¯ Yc¯|iw˜〉J,M = 1
r′
iw˜Jc′′(r
′), (2.328)
quantite´ suppose´e inde´pendante de la projectionM . Les informations physiques mesurables
lors d’un processus de collision sont contenues dans la matrice de diﬀusion qui est relie´e a` la
forme asymptotique de la fonction d’onde. Nous nous inte´ressons donc a` la forme que prend
la solution comple`te pour de grandes valeurs de r. Ceci nous permet de´ja` de supprimer
le terme J,M 〈tjt, rYc¯|Φ˜i〉J,M qui est de contribution nulle dans la re´gion asymptotique. En
posant,
ψJ,Mc (r) =
∑
l′,j′
ψJc,c′(r) Ξ
J,M
c′ (mt′ , mp′,Ωq), (2.329a)
ξJ,Mc (r) =
∑
l′,j′
ξJc,c′(r) Ξ
J,M
c′ (mt′ , mp′,Ωq), (2.329b)
nous obtenons alors, pour r ∼ ∞,
ψJc,c′(r) ∼ ξJc,c′(r) +
∑
i
iω˜Jc (r)
1
E − E˜Ji
∑
c′′
∫
dr′ iw˜Jc (r
′) ξJc′′,c′(r
′). (2.330)
Les prolongements iωJc (r) admettent la forme asymptotique (2.257), que nous e´crivons ici
en faisant apparaˆıtre la de´pendence en i,
iωJc (r) ∼
eiσl
2 k
√
A
H+c Γ
J
c (i). (2.331)
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En posant,
Γ˜Jc (i) =
∑
j
Oij ΓJc (j), (2.332)
nous pouvons e´crire la forme asymptotique des prolongements iω˜Jc (r),
iω˜Jc (r) ∼
eiσl
2 k
√
A
H+c Γ˜
J
c (i). (2.333)
Finalement, en se souvenant de la forme asymptotique (2.256) de la solution homoge`ne,
celle de la solution comple`te est donne´e par,
ψJc,c′(r) ∼
eiσl
2 k
√
A
[
H−c (r) δc,c′ +H
+
c (r)
(
SJc,c′ +
∑
i
Γ˜Jc (i) γ˜
J
c′(i)
E − E˜Ji
)]
, (2.334)
ou` nous avons pose´,
γ˜Jc′(i) =
∑
c′′
∫
dr′ iw˜Jc′′(r
′) ξJc′′,c′(r
′). (2.335)
Nous voyons donc que le rapport entre onde sortante et entrante admet la forme suivante,
SJc,c′ +
∑
i
Γ˜Jc (i) γ˜
J
c′(i)
E − E˜Ji
. (2.336)
Il s’agit donc de la somme d’une partie non-re´sonante (SJ) et d’une partie re´sonante. Le
caracte`re non-re´sonant de la matrice de diﬀusion partielle SJ s’explique par le fait que la
solution ξJ de l’e´quation homoge`ne est projete´e sur le continuum individuel qui est non-
re´sonant par construction (voir partie (2.4.1.3)). En revanche, le terme de droite de (2.336)
admet des poˆles qui ne sont autres que les e´tats propres (de valeur propre complexe) de
l’hamiltonien eﬀectif HeffQQ . La position de ces poˆles est de´termine´e par la structure de la
cible a` A − 1 particules ainsi que de l’e´tat a` A particules |Φi〉J,M . La partie re´elle de la
position d’un poˆle correspond a` l’e´nergie aux alentours de laquelle un syste`me composite
re´sonant a` A particules peut subsister pendant un temps relativement long (relatif a` la
partie imaginaire). Nous parlons alors de re´sonance a` N -corps.
Les e´le´ments de matrice de l’hamiltonien eﬀectif dans la base {|Φi〉J,M} sont donne´s par,
J,M〈Φi|HQQ +HQPG+PHPQ|Φj〉J,M = EJi δi,j +
∑
c
∫
dr iwJc (r)
jωJc (r). (2.337)
La diagonalisation de cet hamiltonien nous fournit les coeﬃcients Oij ainsi que les valeurs
propres complexes E˜Ji (E), expression dans laquelle nous rappelons qu’elles de´pendent de
l’e´nergie totale E. Enﬁn, la position d’un poˆle dans le plan complexe e´nergie est de´termine´e
en re´solvant l’e´quation suivante,
E = E˜Ji (E). (2.338)
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2.4.5 Les approximations du mode`le
2.4.5.1 Les me´langes de configurations
Les e´tats individuels lie´s {|a〉, |b〉 · · · } ge´ne´re´s par le champ moyen engendre´ par l’ensemble
des particules servent a` la construction des de´terminants de Slater {|DSi〉},
|DSi〉 = |a, b, · · ·〉. (2.339)
Le de´terminant de Slater |DS0〉 ou` toutes les orbitales de plus basse e´nergie sont occupe´es
n’est pas suﬃsant pour de´crire les e´tats excite´s du syste`me, voire meˆme l’e´tat fondamental.
Les conﬁgurations d’occupation {|DSi〉} sont en eﬀet couple´es par l’interaction re´siduelle
V res. Les diﬀe´rents e´tats d’excitation {|ψi〉} du syste`me doivent donc eˆtre repre´sente´s par
des combinaisons line´aires de de´terminants de Slater (me´lange de conﬁgurations),
|ψi〉 =
∑
j
Cij|DSj〉. (2.340)
Dans tout ce qui pre´ce`de, les e´tats a` A particules |ψ〉, |Φ〉 etc... ainsi que les e´tats a`
A − 1 partcules |t〉 sont construits comme en (2.340). En toute rigueur, les coeﬃcients
de me´lange de conﬁgurations {Cij} sont obtenus en diagonalisant l’interaction re´siduelle
V res correspondant a` l’interaction nucle´on-nucle´on V choisie. Une telle me´thode, bien que
rigoureuse d’un point de vue formel, ne permet pas une bonne description de la structure
nucle´aire. Nous adopterons donc, dans cet expose´, la me´thode utilise´e dans le formalisme
du SMEC consistant a` remplacer les coeﬃcients {Cij} par les coeﬃcients de me´lange de
conﬁgurations de mode`le en couches {Csmij } comme de´ﬁnis en (2.40), car fournissant une
meilleure description de la strucrure des e´tats du syste`me.
2.4.5.2 Proble`mes lie´s a` la troncation de l’espace de valence
Un calcul de mode`le en couches ne´cessite la de´ﬁnition d’un coeur et d’un espace de valence
(cf. section (2.2)). Puisque nous avons de´cide´ d’utiliser dans nos calculs les coeﬃcients
de me´lange de conﬁgurations de mode`le en couches, nous nous voyons dans l’obligation
d’utiliser e´galement la meˆme de´ﬁnition du coeur et de l’espace de valence. L’ensemble des
e´tats individuels ge´ne´rant la base a` N corps doivent donc correspondre a` ces de´ﬁnitions.
Les e´tats re´sonnants dans le puits de potentiel Hartree-Fock qui devraient se trouver dans
l’espace de valence sont alors re-de´ﬁnis a` l’aide de la me´thode introduite dans la section
(2.4.1.3). Nous pouvons cependant eˆtre confronte´s au proble`me inverse, qui peut se re´sumer
en ces quelques lignes : notre mode`le se targue de pouvoir de´ﬁnir les re´sonances a` N
corps, correspondant aux poˆles de la partie re´sonnante de la matrice de diﬀusion (2.336).
Si maintenant le potentiel admet un e´tat re´sonant qui n’est pas inclu dans l’espace de
valence, cet e´tat n’est pas couple´ au reste du syste`me par les me´langes de conﬁgurations,
et cette re´sonance devient une re´sonance a` 1 corps (individuelle) correspondant a` un poˆle
de la matrice SJ apparaissant dans (2.336), et que nous qualiﬁions de non-re´sonante, a` tort
comme nous le constatons a` pre´sent. L’interaction nucle´on-nucle´on eﬀective e´tant de´ﬁnie
de manie`re a` reproduire les caracte´ristiques intrinse`ques d’un syste`me a` N corps, il ne
faut pas s’attendre a` ce qu’elle reproduise correctement les observables de diﬀusion (sans
re´arrangement) d’une particule sur une cible.
Chapitre 3
Applications
Nous pre´sentons dans ce chapitre quelques applications nume´riques de base sur des exemples
simples illustrant les principaux points discute´s dans le chapitre 2. Nous commencerons par
quelques observations concernant les proprie´te´s des e´tats quasi-lie´s inclus dans le conti-
nuum. Nous pre´senterons ensuite les diﬀe´rentes interactions nucle´on-nucle´on que nous uti-
liserons pour un calcul de mode`le en couches avec couplage d’une particule aux e´tats du
continuum. La spectroscopie de 17F et 17O ainsi que les de´phasages de diﬀusion 16O(p, p)16O
obtenus a` l’aide de ce dernier mode`le seront ensuite analyse´s.
3.1 Coupure des re´sonances individuelles
Nous voulons ici e´tudier les conse´quences de la nouvelle de´ﬁnition des EQLIC pre´sente´e
dans la section (2.4.1.3). Pour plus de commodite´, nous emploierons dans cette partie le
potentiel local simpliﬁe´ (2.141) pour ge´ne´rer les re´sonances individuelles. En eﬀet, il est
bien plus aise´, nume´riquement, de trouver les e´tats re´sonnants d’un tel potentiel que ceux
d’un potentiel non-local.
Deux quantite´s d’inte´reˆt concernant les EQLIC sont : leur rayon carre´ moyen, et le « rayon
de jonction ». Nous nous proposons d’e´tudier l’e´volution de ces deux quantite´s en fonction
de la largeur de l’e´tat pour trois exemples. Les ﬁgures (3.1-3.3) pre´sentent les variations du
rayon de jonction rm et du rayon carre´ moyen 〈r2〉1/2 en fonction de la largeur Γ de l’e´tat
pour les e´tats re´sonnants neutron 1p1/2, neutron 0d5/2 et proton 1s1/2 respectivement. Pour
l’obtention de ces ﬁgures, nous avons choisi les parameˆtres Vso = 3.5 MeV, R = 3.5 fm et
d = 0.5 fm du potentiel (2.141). Nous faisons varier la position de l’e´tat re´sonnant (poˆle de
la matrice de diﬀusion) en faisant varier le parameˆtre V0. Enﬁn, dans tous ces exemples, le
potentiel est ge´ne´re´ par une cible de masse 16 amu et de nombre de charge Zt = 8.
Nous observons les faits suivants : pour les e´tats neutrons, le rayon de jonction diverge en
Γ ∼ 0 pour toutes valeurs du moment angulaire l, alors que le rayon carre´ moyen diverge
pour l = 1 et admet une valeur maximale pour l = 2. Pour les e´tats protons, le rayon carre´
moyen ne diverge pas en Γ ∼ 0, c’est a` dire lorsque l’on s’approche du seuil, ce qui n’est
pas le cas pour rayon de jonction.
Pour l > 1, la barrie`re centrifuge a pour eﬀet de conﬁner la fonction radiale ; ce qui explique
la valeur maximale du rayon carre´ moyen rencontre´e pour l’e´tat neutron avec l = 2. La
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Fig. 3.1 – Variation du rayon carre´ moyen 〈r2〉1/2 et du point de jonction rm en fonction
de la largeur Γ de l’e´tat re´sonnant neutron 1p1/2. La profondeur V o du puits varie de 65.5
MeV a` 61.485 MeV.
barrie`re coulombienne a le meˆme eﬀet pour les e´tats proton et ce, pour toute valeur du
moment angulaire. Ces proprie´te´s sont typiques de celles d’un e´tat lie´, ce qui nous conforte
dans l’ide´e que la nouvelle de´ﬁnition des EQLIC est bien approprie´e.
Pour expliquer les proprie´te´s du rayon de jonction, rappelons tout d’abord que la largeur
d’un e´tat re´sonnant diminue lorsque l’e´nergie (partie re´elle de la position du poˆle) diminue.
Nous voyons donc que le point de raccordement entre la solution re´gulie`re et la solution de
Jost sortante (qui admet une asymptotique d’e´tat lie´) diverge losque l’e´nergie se rapproche
du seuil. Ce phe´nome`ne peut s’expliquer de la manie`re suivante : si l’e´nergie a une valeur
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Fig. 3.2 – Variation du rayon carre´ moyen 〈r2〉1/2 et du point de jonction rm en fonction
de la largeur Γ de l’e´tat re´sonnant neutron 0d5/2. La profondeur V o du puits varie de 35
MeV a` 29.54 MeV.
infe´rieure a` celle de la barrie`re centrifuge, alors la fonction d’onde n’admet la forme
asymptotique d’onde sortante libre que bien au dela` du point tournant exte´rieur (i.e. le
deuxie`me point d’intersection entre la barrie`re et l’e´nergie). Alors que pour une e´nergie
bien supe´rieure a` celle de la barrie`re, cette forme asymptotique peut eˆtre atteinte dans une
re´gion situe´e en dec¸a du point tournant exte´rieur.
Aﬁn d’illustrer la nouvelle me´thode de coupure des re´sonances individuelles, nous pre´sentons
ﬁg. (3.4,3.6,3.8) les EQLIC obtenus pour les trois exemples utilise´s dans cette partie, et
pour plusieurs positions de la re´sonance. Les ﬁgures (3.5,3.7,3.9) pre´sentent les de´phasages
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Fig. 3.3 – Variation du rayon carre´ moyen 〈r2〉1/2 et du point de jonction rm en fonction
de la largeur Γ de l’e´tat re´sonnant proton 1s1/2. La profondeur V o du puits varie de 44.5
MeV a` 39.64 MeV.
re´sonnants en comparaison des de´phasages non-re´sonnants obtenus par projection de l’ha-
miltonien individuel (cf. equ. (2.146)) au moyen de ces EQLIC.
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Fig. 3.4 – EQLIC 1p1/2 neutron pour trois positions de la re´sonance.
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Fig. 3.5 – De´phasage du continuum re´sonnant (trait plein) compare´ au de´phasage du conti-
nuum non-re´sonnant (tirets) pour les trois exemples pre´sente´s fig. (3.4).
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Fig. 3.6 – EQLIC 0d5/2 neutron pour trois positions de la re´sonance.
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Fig. 3.7 – De´phasage du continuum re´sonnant (trait plein) compare´ au de´phasage du conti-
nuum non-re´sonnant (tirets) pour les trois exemples pre´sente´s fig. (3.6).
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Fig. 3.8 – EQLIC 1s1/2 proton pour trois positions de la re´sonance.
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Fig. 3.9 – De´phasage du continuum re´sonnant (trait plein) compare´ au de´phasage du conti-
nuum non-re´sonnant (tirets) pour les trois exemples pre´sente´s fig. (3.8).
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3.2 Interaction nucle´on-nucle´on
Nos calculs se basent sur la force de porte´e ﬁnie eﬀective B1 de Brink et Boeker [51] qui
fut construite pour reproduire les e´nergies de liaison expe´rimentales de 4He, 16O et 40Ca.
Aﬁn de prendre en compte l’interaction coulombienne, Bautista et.al. [52] ont le´ge`rement
modiﬁe´ la force B1, menant a` la force B1a, et lui ont ajoute´ un terme spin-orbite de porte´e
ﬁnie. La forme ge´ne´rale de l’interaction nucle´on-nucle´on que nous utiliserons prend la forme
suivante,
V (−→r ) =
2∑
i=1
(
Wi +BiP
σ −HiP τ −MiP σP τ
)
e−β
2
i r
2
+Vso e
−β2so r2
(−→
L .
−→
S
)
+ δτz1,−1/2 δτz2,−1/2
C
|−→r | , (3.1)
ou` −→r est la position relative des deux nucle´ons, P σ est l’ope´rateur d’e´change de spin, P τ
est l’ope´rateur d’e´change d’isospin et C est la constante de Coulomb. Les parame`tres de
l’interaction spin-orbite ont e´te´ ajuste´s de manie`re a` reproduire le splitting pi(0p) de 6.3
MeV dans 16O avec l’interaction B1a, et prennent les valeurs suivantes : Vso = 81.5 MeV
et βso = 1.2 fm. Aﬁn d’e´tudier les variations des re´sultats donne´s par le mode`le de´veloppe´
dans le chapitre 2 en fonction de l’interaction nucle´on-nucle´on, nous avons construit deux
autres variantes de l’interaction originale B1, que l’on note B1b et B1c. Les parameˆtres des
trois interactions (B1a, B1b et B1c) que nous utiliserons dans ce chapitre sont pre´sente´s
dans le tableau (3.1). Les e´nergies de liaison de 4He, 12C, 14C, 16O, 17F et 40Ca obtenues
B1a B1b B1c
W1 (MeV ) −77.335 −79.445 −80.1477
B1 (MeV ) 0 0 0
H1 (MeV ) 0 0 0
M1 (MeV ) −63.274 −61.165 −60.4623
β1 (fm
−1) 0.51 0.51 0
W2 (MeV ) 595.55 595.55 595.55
B2 (MeV ) 0 0 0
H2 (MeV ) 0 0 0
M2 (MeV ) −206.04 −206.04 −206.04
β2 (fm
−1) 2.04 2.04 2.04
Tab. 3.1 – Valeurs des parameˆtres des interactions de type Brink-Boeker utilise´es dans ce
chapitre.
avec les interactions B1a, B1b et B1c sont compare´es aux valeurs expe´rimentales dans le
tableau (3.2). Les tableaux (3.3-3.7) pre´sentent les e´nergies des e´tats individuels pour ces
meˆmes noyaux et en fonction de l’interaction utilise´e. Dans le cas particulier de 17F , nous
donnons e´galement les e´nergies des e´tats inoccupe´s ν(0d5/2), ν(1s1/2) et pi(1s1/2) car ces
e´tats font partie de l’espace de valence que nous utiliserons dans la partie suivante. Notons
que pour les trois interactions que nous utilisons, l’e´tat pi(1s1/2) est situe´ dans le continuum.
Nous construisons alors l’EQLIC correspondant a` la partie re´elle eres de la position du poˆle.
C’est cette quantite´ (eres) qui apparaˆıt dans le tableau (3.6) pour l’e´tat pi(1s1/2). Enﬁn,
les distributions de densite´ proton (dont l’expression est donne´e en (6.61)) sont pre´sente´es
ﬁgure (3.10) pour 12C, 16O, 17F et 40Ca.
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B1a B1b B1c Exp.
4He 27.56 27.56 27.56 28.30
12C 64.54 69.60 71.37 92.16
14C 87.60 94.17 96.46 105.28
16O 117.42 125.82 128.74 127.62
17F 116.94 126.12 129.32 128.22
40Ca 342.18 382.00 396.20 342.05
Tab. 3.2 – Energies de liaison (en MeV ) en fonction de l’interaction utilise´e, et compa-
raison avec les donne´es expe´rimentales.
B1a B1b B1c
ν(0s1/2) −47.00 −48.97 −49.64
ν(0p3/2) −16.74 −17.89 −18.29
pi(0s1/2) −44.05 −45.96 −46.61
pi(0p3/2) −14.19 −15.29 −15.67
Tab. 3.3 – Energies (en MeV ) des e´tats individuels de 12C en fonction de l’interaction.
B1a B1b B1c
ν(0s1/2) −47.43 −49.50 −50.21
ν(0p3/2) −19.88 −21.20 −21.66
ν(0p1/2) −13.72 −14.53 −14.81
pi(0s1/2) −49.88 −52.08 −52.83
pi(0p3/2) −20.56 −21.89 −22.35
Tab. 3.4 – Energies (en MeV ) des e´tats individuels de 14C en fonction de l’interaction.
B1a B1b B1c
ν(0s1/2) −54.00 −56.33 −57.13
ν(0p3/2) −26.65 −28.21 −28.76
ν(0p1/2) −20.26 −21.29 −21.65
pi(0s1/2) −50.12 −52.37 −53.14
pi(0p3/2) −23.07 −24.57 −25.09
pi(0p1/2) −16.77 −17.74 −18.08
Tab. 3.5 – Energies (en MeV ) des e´tats individuels de 16O en fonction de l’interaction.
83
B1a B1b B1c
ν(0s1/2) −55.52 −58.08 −58.96
ν(0p3/2) −28.35 −30.08 −30.69
ν(0p1/2) −22.09 −23.27 −23.67
ν(0d5/2) −5.15 −6.13 −6.49
ν(1s1/2) −1.47 −1.66 −1.97
pi(0s1/2) −50.21 −52.63 −53.46
pi(0p3/2) −23.24 −24.83 −25.38
pi(0p1/2) −17.30 −18.37 −18.75
pi(0d5/2) −0.831 −1.66 −1.97
pi(1s1/2) 1.34 0.97 0.86
Tab. 3.6 – Energies (en MeV ) des e´tats individuels de 17F en fonction de l’interaction.
B1a B1b B1c
ν(0s1/2) −81.50 −87.22 −89.22
ν(0p3/2) −53.83 −57.88 −59.31
ν(0p1/2) −48.39 −51.68 −52.83
ν(0d5/2) −29.50 −32.26 −33.24
ν(0d3/2) −21.12 −22.75 −23.33
ν(1s1/2) −24.85 −27.37 −28.27
pi(0s1/2) −72.88 −78.34 −80.25
pi(0p3/2) −45.76 −49.58 −50.93
pi(0p1/2) −40.39 −43.46 −44.53
pi(0d5/2) −21.91 −24.44 −25.35
pi(0d3/2) −13.68 −15.11 −15.62
pi(1s1/2) −17.13 −19.43 −20.26
Tab. 3.7 – Energies (en MeV ) des e´tats individuels de 40Ca en fonction de l’interaction.
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Fig. 3.10 – Distributions de densite´ proton pour l’interaction B1a (lignes continues), pour
l’interaction B1b (lignes en tirets) et pour l’interaction B1c (lignes en pointille´s).
3.3 Spectroscopie de 17F et 17O et de´phasages de dif-
fusion 16O(p, p)16O
Nous choisissons, comme premier test, d’appliquer le mode`le au calcul du spectre de 17F .
Les e´nergies (complexes) composant ce spectre sont solution de (2.338). Rappelons alors que
le calcul des e´le´ments de matrice de l’hamiltonien eﬀectif ne´cessite le calcul du recouvrement
de la solution des e´quations inhomoge`nes de canaux couple´s avec le terme source de ces
e´quations (cf. equ. (2.337)). Ces e´quations inhomoge`nes sont re´solues pour une e´nergie
intrinse`que totale E qui, pour un canal donne´, peut s’e´crire,
E = EA−1 + e, (3.2)
ou` EA−1 est l’e´nergie intrinse`que de la cible (constitue´e de A − 1 particules) et e est
l’e´nergie incidente du projectile par rapport a` la cible. L’e´nergie de l’e´tat de la cible peut
se de´composer de la manie`re suivante,
EA−1 = EA−1 + E0A−1, (3.3)
ou` E0A−1 est l’e´nergie de l’e´tat fondamental, et EA−1 est l’e´nergie d’excitation par rapport
a` l’e´tat fondamental. De meˆme, l’e´nergie du syste`me a` A particules lie´es peut s’e´crire,
EA = EA + E0A. (3.4)
Les valeurs propres (complexes) de l’hamiltonien eﬀectif peuvent s’e´crire,
E˜ = EA +∆+ i
Γ
2
, (3.5)
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ou` ∆ est une correction re´elle a` l’e´nergie EA, et Γ correspond a` la largeur de l’e´tat. Les
poˆles de la partie re´sonnante de la matrice de diﬀusion (2.336) correspondent alors aux
ze´ros des quantite´s suivantes,
E − E˜ = e− (EA − EA−1 +∆+ iΓ
2
)− δ, (3.6)
ou` nous avons pose´,
δ = E0A − E0A−1. (3.7)
Nous conside´rons alors δ comme un parameˆtre libre que l’on ajuste aﬁn de reproduire
l’e´nergie de se´paration du noyau conside´re´. L’interaction de mode`le en couches utilise´e
pour fournir les me´langes de conﬁgurations des syste`mes lie´s a` A − 1 et A particules est
l’interaction ZBM F [27], de´rive´e de l’interaction ZBM propose´e par Zuker, Buck et Mc
Grory [53] en vue de donner une description des noyaux avec A ∼ 16. Cette interaction
conside`re le noyau comme un coeur de 12C auquel s’ajoutent des nucle´ons de valence se
distribuant sur les couches 0p1/2, 0d5/2 et 1s1/2. Dans nos calculs, nous ne conside´rons que
le canal de de´croissance de 17F en 16O + p, ou` 16O est dans l’e´tat fondamental. Ceci reste
une approximation raisonable si l’on s’inte´resse a` des domaines d’e´nergie bien en dec¸a` de
l’e´nergie ou` le premier canal de diﬀusion ine´lastique s’ouvre, c’est a` dire ∼ 7.6 MeV. Le
tableau (3.8) pre´sente le spectre obtenu par re´solution de l’e´quation (2.338) dans le plan
complexe pour les trois interactions nucle´on-nucle´on discute´es dans la section pre´ce´dente,
en comparaison des e´nergies de mode`le en couches standard et des e´nergies expe´rimentales.
Jpi SM B1a B1b B1c Exp
E (MeV)
E (MeV) Γ (keV) E (MeV) Γ (keV) E (MeV) Γ (keV) E (MeV) Γ (keV)
5/2+ −0.592 −1.154 − −1.103 − −1.082 − −0.600 −
1/2+ −0.105 −0.105 − −0.105 − −0.105 − −0.105 −
1/2− 2.527 2.601 47.240 2.617 52.105 2.628 54.125 2.504 19
5/2− 3.178 3.228 0.370 3.249 0.354 3.260 0.357 3.257 1.5
3/2− 4.040 4.184 18.743 4.210 20.314 4.225 21.151 4.040 225
9/2− 4.576 4.730 ∼ 0 4.757 ∼ 0 4.772 ∼ 0 4.620 −
3/2− 4.912 5.065 7.240 5.092 7.594 5.107 8.075 4.888 48
7/2− 5.111 5.206 2.562 5.228 2.700 5.241 2.768 5.072 40
5/2− 5.467 5.611 0.002 5.637 0.006 5.653 0.004 5.082 < 0.6
3/2+ 5.393 5.544 15.466 5.571 19.241 5.586 21.736 5.220 180
1/2− 5.043 5.194 13.424 5.220 14.609 5.236 15.047 5.437 30
1/2+ 6.126 6.274 20.184 6.303 21.518 6.318 21.111 5.960 200
5/2+ 6.780 6.923 16.909 6.949 15.370 6.964 14.942 6.097 ≤ 1.8
3/2+ 6.588 6.745 36.586 6.774 37.894 6.791 38.428 6.178 4.5
Tab. 3.8 – Energies de mode`le en couches (SM) et e´nergies (et largeurs) du mode`le en
couches avec couplage aux e´tats du continuum en comparaison des donne´es expe´rimentales
pour 17F . L’interaction de mode`le en couches ZBM F a e´te´ utilise´e pour fournir les
me´langes de configurations. Le parameˆtre δ a` e´te´ ajuste´ de manie`re a` reproduire l’e´nergie
expe´rimentale du premier e´tat excite´ 1/2+ (−105 keV). Il prend la valeur de −0.434 MeV
pour l’interaction B1a, de −0.407 MeV pour l’interaction B1b et de −0.392 MeV pour
l’interaction B1c.
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Nous observons une forte inﬂuence du couplage au continuum pour l’e´tat fondamental
5/2+ qui est beaucoup abaisse´ en comparaison de la valeur expe´rimentale. Meˆme la valeur
donne´e par le mode`le en couches est plus correcte. L’importance de la correction ∆ (cf.
equation (3.5)) est relative a` l’amplitude du terme source apparaissant dans les e´quations
inhomoge`nes. Le terme source correspondant a` cet e´tat est celui de plus grande amplitude.
Les inade´quations entre valeurs the´oriques et epe´rimentales peuvent s’expliquer en premier
lieu par les me´langes de conﬁgurations utilise´s, ﬁtte´s pour un calcul de mode`le en couches
standard, et non pour un calcul de mode`le en couches avec couplage aux e´tats du conti-
nuum. D’autre part, la troncation de l’espace de valence ne nous permet pas d’inclure l’e´tat
individuel proton d3/2 dans l’espace q. A titre de comparaison, nous pre´sentons, tableau
(3.9), le spectre de 17O pour l’interaction B1a, en comparaison des e´nergies de mode`le en
couches et des valeurs expe´rimentales.
Jpi SM B1a Exp
E (MeV)
E (MeV) Γ (keV) E (MeV) Γ (keV)
5/2+ −4.222 −4.820 − −4.143 −
1/2+ −3.734 −3.862 − −3.272 −
1/2− −1.102 −1.127 − −1.088 −
5/2− −0.451 −0.520 − −0.300 −
3/2− 0.411 0.411 6.075 0.411 40.0
9/2− 0.947 0.977 ∼ 0 1.073 < 0.1
3/2− 1.283 1.311 4.0 1.236 28.0
7/2− 1.482 1.508 0.002 1.554 3.4
5/2− 1.838 1.861 0.01 1.590 < 1.0
3/2+ 1.764 1.770 10.222 1.726 6.6
1/2− 1.414 1.440 5.697 1.796 32.0
Tab. 3.9 – Energies de mode`le en couches (SM) et e´nergies (et largeurs) du mode`le en
couches avec couplage aux e´tats du continuum en comparaison des donne´es expe´rimentales
pour 17O. L’interaction de mode`le en couches ZBM F a e´te´ utilise´e pour fournir les
me´langes de configurations. Le parameˆtre δ a` e´te´ ajuste´ de manie`re a` reproduire l’e´nergie
expe´rimentale du premier e´tat non lie´ 3/2− (411 keV). Il prend la valeur de −4.187 MeV
pour l’interaction B1a.
Nous observons cette fois-ci que le couplage au continuum re´ajuste l’e´cart entre les deux
premiers niveaux (5/2+ et 1/2+). Cependant les largeurs restent en ge´ne´ral trop faibles
pour les e´tats de parite´ ne´gative.
Les de´phasages de diﬀusion e´lastique 16O(p, p)16O pour les ondes partielles 1/2−, 7/2−,
3/2+ et 3/2− sont pre´sente´s ﬁgures (3.11), (3.12), (3.13) et (3.14) respectivement. Ces
re´sultats ont e´te´ obtenus avec l’interaction B1a. Les donne´es expe´rimentales proviennent
de [54].
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Fig. 3.11 – De´phasage de diffusion e´lastique 16O(p, p)16O pour l’onde partielle 1/2− en
comparaison de donne´es expe´rimentales (cercles).
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Fig. 3.12 – De´phasage de diffusion e´lastique 16O(p, p)16O pour l’onde partielle 7/2− en
comparaison de donne´es expe´rimentales (cercles).
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Fig. 3.13 – De´phasage de diffusion e´lastique 16O(p, p)16O pour l’onde partielle 3/2+ en
comparaison de donne´es expe´rimentales (cercles).
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Fig. 3.14 – De´phasage de diffusion e´lastique 16O(p, p)16O pour l’onde partielle 3/2− en
comparaison de donne´es expe´rimentales (cercles).
Chapitre 4
Mode`le en couches avec un nombre
arbitraire de particules peuplant les
e´tats du continuum
Une approche structurelle prenant en compte le couplage d’une seule particule aux e´tats
du continuum individuel me`ne aise´ment a` un proble`me de diﬀusion avec re´arrangement.
Une particule peuplant un e´tat du continuum a en eﬀet une probabilite´ non-nulle d’eˆtre
de´tecte´es dans la re´gion asymptotique, ce qui me`ne a` un proble`me a` deux corps asympto-
tique. Lorsque deux ou plus particules peuplent les e´tats du continuum, la varie´te´ des pro-
cessus de re´action possibles prenant en compte la structure du syste`me devient tre`s riche,
trop riche. En eﬀet, si plusieurs particules ont une probabilite´ non-nulle d’eˆtre de´tecte´e dans
une re´gion e´loigne´e de celle de la re´action, toute forme d’asymptotique possible (deux, trois
et plus corps) est the´oriquement a` prendre en compte dans un calcul de voies couple´es.
Cependant, la se´lection de certains processus, dont on sait qu’ils sont pre´ponde´rants pour
tels types de noyaux et pour certaines gammes d’e´nergie, permet en ge´ne´ral de simpliﬁer
conside´rablement le proble`me. Dans ce chapitre, nous n’e´tudierons pas tous les cas de ﬁ-
gure et nous limiterons l’application du formalisme du mode`le en couches avec couplage
aux e´tats du continuum au proble`me standard des canaux de re´action couple´s n’incluant
que les partitions de masse ou` le syste`me est scinde´ en deux fragments. Il s’agit la` d’une
ge´ne´ralisation directe du formalisme. Cette approche est purement formelle et n’a fait l’ob-
jet d’aucune « expe´rimentation » nume´rique. Il est a` noter que seul un calcul massivement
paralle`le est susceptible d’en fournir des re´sultats quantitatifs.
4.1 Conside´rations ge´ne´rales
4.1.1 Espaces des canaux physiques
La me´thode des canaux de re´action couple´s [55, 56] suppose que le vecteur d’e´tat |ψ〉
satisfaisant a`,
(E −H)|ψ〉 = 0, (4.1)
ou` H est l’hamiltonien intrinse`que du syste`me total, peut eˆtre approxime´ par une superpo-
sition d’e´tats a` deux fragments correspondant aux e´tats stationnaires du syste`me dans la
89
90
re´gion asymptotique. On obtient alors un syste`me d’e´quations inte´gro-diﬀe´rentielles pour
la fonction d’onde du mouvement relatif de ces deux fragments. En conside´rant un syste`me
compose´ de A nucle´ons, nous le scindons en une cible compose´e de A − i particules et
de´crite par ses vecteurs d’e´tat lie´s que l’on note {|tA−i〉} et un projectile compose´ de i
particules et de´crit par ses vecteurs d’e´tat lie´s que l’on note {|pi〉}. Les e´tats stationnaires
asymptotiques du syste`me total dans cette partition de masse, que l’on appelera « partition
de masse i » , peuvent alors s’e´crire,
|tA−i ⊗ pi ⊗−→q i〉, (4.2)
ou` |−→q i〉 est une onde plane de moment −→q i de´crivant le mouvement relatif cible-projectile.
En notant −→x i la coordonne´e relative se´parant les centres de masse des deux fragments,
nous pouvons de´ﬁnir, comme dans la section (2.3.3), le projecteur P˜i sur l’ensemble des
canaux d’excitation correspondant a` la partition de masse i de la manie`re suivante,
P˜i =
∑
tA−i
∑
pi
∫
d3xi |tA−i ⊗ pi ⊗−→x i〉 〈tA−i ⊗ pi ⊗−→x i|, (4.3)
ou` les sommations portent sur tous les e´tats lie´s de la cible et du projectile. Nous noterons
P˜i l’espace sur lequel projette P˜i. La ﬁgure (4.1) illustre sche´matiquement diﬀe´rentes par-
titions de masse d’un syste`me compose´ de A = 7 particules ou` les e´tats intrinse`ques de la
cible sont na¨ıvement repre´sente´s dans un syste`me de coordonne´es relatives telles que celui
introduit dans la section (2.4.3.1), et ceux du projectile dans un syste`me de coordonne´es
de type Jacobi.
|tA〉 ≡ |pA〉 |tA−1〉 |tA−2〉
|p2〉
|tA−3〉
|p3〉
−→x 1 −→x 2 −→x 3
Fig. 4.1 – Exemples de partition de masse a` deux fragments.
Rappelons alors que les e´tats (4.2) pour diﬀe´rentes partitions de masse sont e´tats propres
d’hamiltoniens diﬀe´rents. Par conse´quents, ils ne sont pas orthogonaux. De plus, les espaces
des canaux d’excitation pour des partitions de masse diﬀe´rentes ne sont pas line´airement
inde´pendants. Ces deux malheureux proble`mes (non orthogonalite´ et sur-comple´tude) peu-
vent se re´sumer par les deux formules (non moins malheureuses) suivantes,
P˜iP˜j 6= δi,j P˜i, (4.4a)∑
i
P˜i > 1. (4.4b)
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4.1.2 Espaces mode`les
Bien que nous sommes suppose´s, dans ce chapitre, ge´ne´raliser le formalisme en prenant en
compte les espaces engendre´s par tous les de´terminants de Slater (2.173), nous limiterons
le nombre de particules peuplant les e´tats du continuum a` une valeur maximum imax telle
que imax << A/2. Les raisons de cette limitation deviendrons claires par la suite.
Conside´rons un e´tat de Fock a` A particules dont i occupent les e´tats du continuum. Un tel
e´tat peut eˆtre de´compose´ dans la base de Fock engendre´e par les de´terminants de Slater
du type,
|d1 , d2 , · · · , dA−i , c1 , c2 , · · · , ci〉 = a†ci · · ·a†c2a†c1a†dA−i · · ·a†d2a†d1 |〉, (4.5)
ou` nous reprenons les notations introduites dans la section (2.4.2.1). En notant {|t′A−i〉}
une base comple`te orthogonale de l’espace de Fock a` A− i particules lie´es, obtenue a` partir
des de´terminants de Slater du type |d1 , d2 , · · · , dA−i〉 par transformation orthogonale,
nous pouvons de´ﬁnir une base de l’espace de Fock comprenant i particules dans un e´tat de
diﬀusion au moyen des e´tats,
|t′A−i, c1, c2, · · · , ci〉 =
∑
{d}
C{d}|d1 , d2 , · · · , dA−i , c1 , c2 , · · · , ci〉, (4.6)
ou` la sommation sur {d} et les coeﬃcients C{d} symbolisent la combinaison line´aire sur les
e´tats lie´s. Le projecteur Pi sur l’espace Pi des e´tats de Fock avec i particules peuplant les
e´tats du continuum peut alors s’e´crire,
Pi =
∑
t′A−i
∑
c1<c2<···<ci
∫
|t′A−i, c1, c2, · · · , ci〉 〈t′A−i, c1, c2, · · · , ci|, (4.7)
ou` l’ordonnement dans la sommation sur les e´tats du continuum est ne´cessaire pour e´viter
les comptages multiples, duˆs a` l’antisyme´trisation, de de´terminants de Slater. Cependant,
nous pouvons supprimer cet ordonnement (peu commode) en divisant par le nombre de
fois (i!) qu’apparaˆıt chaque de´terminant de Slater. Nous e´crirons donc,
Pi =
1
i!
∑
t′A−i
∑
{ck}
∫
|t′A−i, c1, c2, · · · , ci〉 〈t′A−i, c1, c2, · · · , ci|, (4.8)
ou` {ck} symbolise tout ensemble de i e´tats de diﬀusion individuels sans ordonnement
particulier. Dans le cadre de notre approximation, les espaces Pi (i = 0, 1, · · · , imax) sont
suﬃsants pour de´crire l’ensemble des e´tats accessibles au syste`me. De plus, ces espaces sont
orthogonaux par construction. Nous re´sumons ces deux faits heureux par les deux formules
(non moins heureuses) suivantes,
PiPj = δi,j Pi, (4.9a)∑
i
Pi = 1. (4.9b)
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4.1.3 Lien entre les espaces mode`les et les canaux physiques
Nous commenc¸ons ici en introduisant, comme dans la section (2.4.3.1), l’approximation
visant a` assimiler, pour une partition de masse i donne´e, l’e´tat de la cible |tA−i〉 dans la
re´gion asymptotique, au sous e´tat a` A− i particules lie´es |t′A−i〉,
〈tA−i|t′A−i〉 = δt,t′ . (4.10)
Nous comprenons de`s lors la limitation impose´e sur le nombre de particules peuplant les
e´tats du continuum. En eﬀet, si nous pouvons facilement prendre en compte le recul de la
cible pour le mouvement relatif des deux fragments, le changement de position de l’origine
du champ moyen devient proble`matique si A − i ∼ i, et ne peut eˆtre traˆıte´ de manie`re
satisfaisante dans un formalisme inde´pendant du temps.
Nous nous proposons maintenant, et ce a` l’aide de l’approximation (4.10), de de´duire
quelques proprie´te´s relatives aux produits de projecteurs du type P˜iPj . Nous voyons de´ja`
que, si le nombre de particules peuplant les e´tats du continuum est supe´rieur au nombre
de particules constituant le projectile, alors ce produit est nul,
P˜iPj ≡ 0, si j > i. (4.11)
En eﬀet, ce produit d’ope´rateurs contient ne´cessairement le recouvrement d’un e´tat du
continuum individuel avec un des e´tats lie´s de la cible, ces deux e´tats e´tant orthogonaux
car suppose´s issus du meˆme champ moyen. La ﬁgure (4.2) illustre sche´matiquement ce fait.
|p2〉
−→x 2
|tA−2〉 |tA−3〉
|c1〉
|c2〉
|c3〉|d〉
Fig. 4.2 – A gauche est illustre´ un e´le´ment de l’espace des canaux a` deux fragments pour la
partition de masse 2 (voir texte). A droite est illustre´ un e´le´ment de l’espace dans lequel trois
particules peuplent les e´tats du continuum, symbolise´s par |c1〉, |c2〉 et |c3〉. Le recouvrement
de ces deux e´le´ments implique ne´cessairement celui de l’un des e´tats lie´s de la cible |tA−2〉,
symbolise´ par |d〉, avec l’un des e´tats du continuum (p. ex. |c3〉).
En revanche, si le nombre de particules occupant un e´tat de diﬀusion est infe´rieur ou e´gal
au nombre de particules constituant le projectile, le recouvrement correspondant n’est pas
force´ment nul,
P˜iPj 6= 0, si j ≤ i. (4.12)
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Cependant, une simple illustration graphique (ﬁgure (4.3)) est suﬃsante pour nous convain-
cre du fait suivant : pour une partition de masse i, seuls les e´tats avec au moins i particules
dans un e´tat de diﬀusion sont de contribution non nulle dans la re´gion asymptotique, c’est
a` dire lorsque la coordonne´e relative −→x i des deux fragments devient grande. Nous pouvons
alors e´crire,
lim
xi→∞
P˜iPj = 0, si j < i. (4.13)
Enﬁn, nous re´sumons les re´sultats pre´ce´dents en e´crivant,
lim
xi→∞
P˜iPj = δi,j P˜iPi. (4.14)
|p2〉
−→x 2 |c1〉
|tA−2〉 |tA−1〉
−→r |d〉
Fig. 4.3 – A gauche est illustre´ un e´le´ment de l’espace des canaux a` deux fragments pour
la partition de masse 2 (voir texte). A droite est illustre´ un e´le´ment de l’espace dans lequel
une seule particule occupe un e´tat du continuum, symbolise´ par |c1〉. Lorsque la distance
relative x2 des deux fragments devient grande, alors le module de la coordonne´e
−→r dans
laquelle est e´value´ l’un des e´tats lie´s (symbolise´ par |d〉) de l’e´tat |tA−1〉 devient e´galement
grand, du fait du confinement du projectile a` une re´gion localise´e de l’espace. L’e´tat lie´ |d〉
admettant une asymptotique nulle, l’e´le´ment de droite ne contribue pas a` celui de gauche
lorsque x2 devient grande.
Nous nous proposons maintenant de calculer explicitement le produit d’ope´rateurs P˜iPi
aﬁn d’en de´duire certaines proprie´te´s. A cette ﬁn, nous commenc¸ons par exprimer le
de´terminant de Slater (4.5) de l’espace Pi en un produit de de´terminants de Slater de
la manie`re suivante,
|d1 , d2 , · · · , dA−i , c1 , c2 , · · · , ci〉 =√
(A− i)! i!
A!
∑
Pˆ
pˆiP Pˆ
(
|d1 , d2 , · · · , dA−i〉 ⊗ |c1 , c2 , · · · , ci〉
)
. (4.15)
Dans nos conventions, |d1 , d2 , · · · , dA−i〉 est une combinaison line´aire antisyme´trique des
particules (1, 2, · · · , A−i) et |c1 , c2 , · · · , ci〉 est une combinaison line´aire antisyme´trique des
particules (A−i+1, · · · , A). Dans (4.15), Pˆ est un ope´rateur de permutation (de parite´ piP ),
et la sommation porte sur toutes les permutations possibles entre les groupes de particules
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(1, 2, · · · , A− i) et (A− i+1, · · · , A) (les permutations au sein de chaque groupe ne sont pas
prises en compte). Nous supposons alors que, dans un e´tat |tA−i ⊗ pi ⊗−→x i〉 de la base des
canaux d’excitation dans la partition de masse i, l’e´tat |tA−i〉 de la cible est antisyme´trique
et constitue´ des particules (1, 2, · · · , A − i), et le projectile est antisyme´trique et constitue´
des particules (A− i+ 1, · · · , A). Ceci nous permet d’e´crire,
〈tA−i ⊗ pi ⊗−→x i|d1 , d2 , · · · , dA−i , c1 , c2 , · · · , ci〉 =√
(A− i)! i!
A!
〈tA−i|d1 , d2 , · · · , dA−i〉 〈pi ⊗−→x i|c1 , c2 , · · · , ci〉, (4.16)
car, les e´tats c1 , c2 , · · · , ci du continuum individuel e´tant orthogonaux a` tous les e´tats lie´s
constituant l’e´tat |tA−i〉, seule la permutation correspondant a` l’identite´ est de contribution
non nulle. Enﬁn, en remplac¸ant les de´terminants de Slater (4.15) par les e´tats de´ﬁnis en
(4.6), et en utilisant (4.10), nous obtenons,
〈tA−i ⊗ pi ⊗−→x i|t′A−i, c1 , c2 , · · · , ci〉 =√
(A− i)! i!
A!
δt,t′ 〈pi ⊗−→x i|c1 , c2 , · · · , ci〉. (4.17)
Avant d’aller plus loin, livrons nous a` quelques conside´rations. Un de´terminant de Slater
a` i particules peut s’e´crire,
|a1, a2, · · · , ai〉 = Ai|a1(1), a2(2), · · · , ai(i)〉, (4.18)
ou` l’antisyme´triseur Ai admet l’expression suivante,
Ai = 1√
i!
∑
P
(−1)P Pˆ , (4.19)
ou` Pˆ est un ope´rateur de permutation (de parite´ (−1)P ) et ou` la sommation porte sur
les i! permutations possibles. Le recouvrement de deux de´terminants de Slater peut alors
s’e´crire,
〈a1, a2, · · · , ai|b1, b2, · · · , bi〉 =
1
i!
∑
P,P ′
(−1)P+P ′ 〈a1(1), a2(2), · · · , ai(i)|P †P ′|b1(1), b2(2), · · · , bi(i)〉. (4.20)
Or, le produit P †P ′ est e´galement un e´le´ment du groupe, de parite´ (−1)P+P ′. En posant
P ′′ = P †P ′, nous pouvons e´crire,∑
P,P ′
(−1)P+P ′P †P ′ =
∑
P
(∑
P ′′
(−1)P ′′P ′′
)
=
∑
P
√
iAi = (i!)3/2Ai. (4.21)
En utilisant (4.21) dans (4.20), nous obtenons,
〈a1, a2, · · · , ai|b1, b2, · · · , bi〉 =
√
i! 〈a1(1), a2(2), · · · , ai(i)|b1, b2, · · · , bi〉
=
√
i! 〈a1, a2, · · · , ai|b1(1), b2(2), · · · , bi(i)〉. (4.22)
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Ceci nous permet d’e´crire le recouvrement (4.17) comme suit1,
〈tA−i ⊗ pi ⊗−→q i|t′A−i, c1 , c2 , · · · , ci〉 =
i!
√
(A− i)!
A!
δt,t′ 〈pi ⊗−→q i|c1(1) , c2(2) , · · · , ci(i)〉, (4.23)
et, en utilisant (4.3) et (4.8), il vient,
P˜iPi =
√
(A− i)!
A!
∑
tA−i
∑
pi
∫
dx3i |tA−i ⊗ pi ⊗−→x i〉
〈pi ⊗−→x i|
∑
{ck}
∫
|c1(1), · · · , ci(i)〉 〈tA−i, c1, · · · , ci|. (4.24)
Nous construisons maintenant un e´tat antisyme´trique quelconque a` A particules dont A− i
occupent des e´tats lie´s. Nous notons ces e´tats,
|d1, d2, · · · , dA−i, {ρi}〉, (4.25)
ou` {ρi} repre´sente un ensemble de i e´tats individuels, voire un ensemble de 3i coordonne´es
spatiales et 2i coordonne´es de spin et d’isospin. Ces e´tats engendrent un espace plus grand
que l’espace P˜i des canaux d’excitation dans la partition de masse i, ainsi que l’espace
Pi contenant i particules dans le continuum. Plus pre´cise´ment, l’espace engendre´ par les
e´tats (4.25) contient les espaces P˜i et Pi. Par une combinaison line´aire du type (4.6), nous
pouvons alors construire les e´tats suivants,
|tA−i, {ρi}〉, (4.26)
ainsi que le projecteur,
P¯i =
∑
tA−i
∑
{ρi}
∫
|tA−i, {ρi}〉 〈tA−i, {ρi}|. (4.27)
Ce dernier projecteur est e´quivalent a` l’identite´ dans l’espace de Fock a` A particules dont
A− i occupent des e´tats lie´s. Nous voulons maintenant calculer le recouvrement entre un
e´tat du type (4.6) et un e´tat du type (4.26). Pour mener a` bien ce calcul, nous faisons
usage de l’antisyme´triseur partiel introduit en (4.15) et e´crivons,
〈tA−i, c1, · · · , ci|t′A−i, {ρi}〉 =
(A− i)! i!
A!
∑
P,P ′
piP piP ′
(
〈t′A−i| 〈c1, · · · , ci|
)
Pˆ †Pˆ ′
(
|tA−i〉 |{ρi}〉
)
, (4.28)
ou` la sommation sur P portent uniquement sur les permutations qui e´changent des parti-
cules entre les e´tats |tA−i〉 et |c1, · · · , ci〉, et celles sur P ′ sur les permutations qui e´changent
des particules entre les e´tats |t′A−i〉 et |{ρi}〉. Chacun de ces e´tats a` A−i et i particules sont
1pour plus de commodite´ dans les notations, nous changeons l’indexation des particules, supposant ainsi
que la cible |tA−i〉 est constitue´e des particules i+ 1, i+ 2, · · · , A.
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comple`tement antisyme´triques. En notant Pˆ ′′ = Pˆ †Pˆ ′, qui est un ope´rateur de permutation
de parite´ piP ′′ = piP piP ′ , il vient,
〈tA−i, c1, · · · , ci|t′A−i, {ρi}〉 =
(A− i)! i!
A!
∑
P,P ′′
piP ′′
(
〈t′A−i| 〈c1, · · · , ci|
)
Pˆ ′′
(
|tA−i〉 |{ρi}〉
)
. (4.29)
Puisque les e´tats c1, · · · , ci du continuum individuel sont tous orthogonaux a` tous les e´tats
individuels constituant la cible |tA−i〉, seule la permutation P ′′ = 1 est de contribution
non nulle. De plus, le nombre de permutations « partielles » P apparaissant dans (4.29)
est exactement de A!/(A− i)!i!. Nous pouvons donc e´crire,
〈tA−i, c1, · · · , ci|t′A−i, {ρi}〉 = δt,t′ 〈c1, · · · , ci|{ρi}〉. (4.30)
Avec cette dernie`re relation, nous sommes en mesure de calculer le produit d’ope´rateurs
P˜iPi applique´ a` un e´tat du type (4.26),
P˜iPi|tA−i, {ρi}〉 =
√
(A− i)!
A!
∑
pi
∫
dx3i |tA−i ⊗ pi ⊗−→x i〉
〈pi ⊗−→x i|
∑
{ck}
∫
|c1(1), · · · , ci(i)〉 〈c1, · · · , ci|{ρi}〉. (4.31)
Enﬁn, en utilisant le fait que |{ρi}〉 est un e´tat a` i particules comple`tement antisyme´trique
ainsi que la relation (4.22), et en posant,
ip =
∑
{ck}
∫
|c1(1), · · · , ci(i)〉 〈c1(1), · · · , ci(i)| = pˆ(1)⊗ pˆ(2)⊗ · · · ⊗ pˆ(i), (4.32)
ou` pˆ(k) repre´sente le projecteur (de´ﬁni dans la section (2.4.1.4)) sur les e´tats du continuum
individuel de la particule k, nous obtenons,
P˜iPi|tA−i, {ρi}〉 =
√
(A− i)! i!
A!
∑
pi
∫
dx3i |tA−i ⊗ pi ⊗−→x i〉〈pi ⊗−→x i| ip |{ρi}〉. (4.33)
Nous supposons maintenant que le ket |{ρi}〉 correspond a` un e´le´ment d’une repre´sentation.
L’ensemble {|{ρi}〉} est alors suppose´ former une base comple`te et orthogonale d’un espace
a` 3i dimensions spatiales (dans lequel est de´crit un syste`me a` 3i degre´s de liberte´ spatiales).
Nous notons symboliquement ce fait par la relation,∑
{ρi}
∫
|{ρi}〉 〈{ρi}| = 1. (4.34)
Nous construisons alors une repre´sentation projete´e de la manie`re suivante,
|ip {ρi}〉 ≡ ip |{ρi}〉, (4.35)
ainsi que les e´tats a` A particules comple`tement antisyme´triques,
|tA−i, ip {ρi}〉 ≡ A
(
|tA−i〉 ⊗ |ip {ρi}〉
)
, (4.36)
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qui appartiennent a` l’espace Pi, ou`A est un antisyme´triseur partiel comme de´ﬁni en (4.15).
Il n’est pas diﬃcile de se convaincre que le projecteur Pi peut s’e´crire,
Pi =
∑
tA−i
∑
{ρi}
∫
|tA−i, ip {ρi}〉 〈tA−i, {ρi} ip|. (4.37)
Nous avons de´ﬁni pre´ce´demment la re´gion asymptotique a` deux fragments dans la partition
de masse i par la formule xi →∞. Nous de´ﬁnissons ici la re´gion asymptotique par la formule
symbolique {ρi} → ∞ repre´sentant la re´gion de l’espace a` 3i dimensions spatiales ou` toutes
les particules qui ne sont pas dans un e´tat lie´ se trouvent a` une grande distance de la cible.
En utilisant (2.170), nous pouvons e´crire,
〈{ρi} ip| ∼ 〈{ρi}| , pour {ρi} → ∞, (4.38)
car, dans cette re´gion, le projecteur ip se re´sume a`,
1(1)⊗ 1(2)⊗ · · · ⊗ 1(i). (4.39)
Etudions maintenant le cas particulier ou` le vecteur d’e´tat |{ρi}〉 correspond a` l’e´tat |pi⊗−→x i〉
(ou` l’antisyme´trie est contenue dans |pi〉). Nous noterons donc,
|tA−i, {ρi}〉 ≡ |tA−i,
(
pi ⊗−→x i
)
〉, (4.40)
rappelant ainsi l’antisyme´trie comple`te sur les A particules. Comme en (2.171),nous pou-
vons e´crire, dans la limite xi →∞,
〈pi ⊗−→x i| ip ∼ 〈pi ⊗−→x i|, (4.41)
car ne´cessairement chaque variable radiale dans laquelle est e´value´ l’un des e´tats du conti-
nuum individuel devient grande. En utilisant l’expression conjugue´e de (4.33), nous de´rivons,
〈tA−i,
(
pi ⊗−→x i
)
|PiP˜i ∼
√
(A− i)! i!
A!
〈tA−i ⊗ pi ⊗−→x i|, (4.42)
pour xi →∞. La relation (4.42) nous servira, dans la section suivante, a deriver la forme
asymptotique de la solution projete´e sur l’espace Pi.
98
4.2 Les e´quations ge´ne´rales du mode`le en couches avec
couplage d’un nombre arbitraire de particules aux
e´tats du continuum
4.2.1 Forme ge´ne´rale des e´quations
Dans cette section, nous de´rivons les e´quations de base que nous traiterons en de´tails par
la suite. Quoique possible, une ge´ne´ralisation du formalisme de Feschbach n’est pas appro-
prie´e pour un calcul nume´rique lorsque le nombre de sous-espaces accessibles au syste`me
devient important. Aussi adoptons-nous ici une autre approche. L’approche de Feschbach
peut cependant aider, d’un point de vue purement formel, a` comprendre les me´canismes
microscopiques mis en jeu lors de processus complexes de collision avec re´arrangement im-
pliquant tous les couplages possibles entre les diﬀe´rents espaces mode`les. Aussi donnons-
nous en annexe (6.8) la de´composition de la re´solvante totale pour un nombre arbitraire
d’espaces mode`les. Nous notons |ψi〉 la projection de la fonction d’onde totale |ψ〉 (solution
de (4.1)) sur l’espace Pi des e´tats de Fock avec i particules dans le continuum,
|ψi〉 = Pi|ψ〉. (4.43)
D’apre`s la relation (4.9b), nous avons,
|ψ〉 = 1|ψ〉 =
∑
i
Pi|ψ〉 =
∑
i
|ψi〉. (4.44)
En utilisant la proprie´te´ (4.14), nous pouvons e´crire, lorsque la distance inter-fragment xi
devient grande,
P˜i|ψ〉 =
∑
j
P˜iPj|ψ〉 ∼ P˜i|ψi〉. (4.45)
Les projections de l’hamiltonien intrinse`que total seront pour leur part note´es,
Hij = PiHPj. (4.46)
Toujours en utilisant la relation de comple´tude (4.9b), nous de´rivons,
H = 1H1 =
∑
i,j
Hij. (4.47)
L’e´quation (4.1) prend alors la forme,
(E −
∑
i,j
Hij)|ψ〉 = 0, (4.48)
que nous re-e´crivons de la manie`re suivante,
(E −Hii)|ψ〉 =
∑
(k,j)6=(i,i)
Hkj|ψj〉. (4.49)
En appliquant le projecteur Pi a` gauche de l’e´quation (4.49), il vient,
(E −Hii)|ψi〉 =
∑
j 6=i
Hij|ψj〉. (4.50)
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Nous avons donc obtenu un syste`me d’e´quations inhomoge`nes pous les projections (4.43)
de la fonction d’onde totale. Conside´rons maintenant le canal sortant correspondant a` la
partition de masse f . La forme « post » de l’hamiltonien du syste`me est alors,
H = Hf0 + V
f , (4.51)
ou` Hf0 est l’hamiltonien libre dont les e´tats propres sont,
|tA−f ⊗ pf ⊗−→q f〉, (4.52)
et la re´solvante est,
Gf +0 = lim
ε→0
1
E + iε−Hf0
. (4.53)
En supposant que, pour le canal entrant, le syste`me est dans la partition de masse i, de´crite
par les e´tats,
|tA−i ⊗ pi ⊗−→q i〉, (4.54)
nous pouvons de´ﬁnir la solution |ϕ˜〉+i de l’e´quation (4.1) de la manie`re suivante,
|ϕ˜〉+i = lim
ε→0
iεG+|tA−i ⊗ pi ⊗−→q i〉 = lim
ε→0
iεGf +0 |tA−i ⊗ pi ⊗−→q i〉+Gf +0 V f |ϕ˜〉+i . (4.55)
Dans la re´gion asymptotique du canal sortant (xf →∞), nous avons alors,
P˜f |ϕ˜〉+i ∼ δi,f |tA−i ⊗ pi ⊗−→q i〉+Gf +0 V f |ϕ˜〉+i . (4.56)
Enﬁn, la projection de la solution totale |ψf〉+i sur l’espace a` f particules dans le continuum
peut s’e´crire,
|ψf 〉+i = Pf lim
ε→0
iεG+|tA−i ⊗ pi ⊗−→q i〉, (4.57)
dont nous de´duisons, a` l’aide de la relation (4.42), la forme asymptotique,
|ψf 〉+i ∼ Pf P˜f |ϕ˜〉+i ∼
√
(A− f)! f !
A!
[
δi,f |tA−i ⊗ pi ⊗−→q i〉+Gf +0 V f |ϕ˜〉+i
]
, (4.58)
pourvu que le syste`me de coordonne´es dans lequel est e´value´ |ψf〉+i correspond a` (4.40) dans
la re´gion asymptotique. La re´solution des e´quations de canaux couple´s pour les solutions
projete´es |ϕ˜〉+i sur l’espace des canaux physiques n’est pas aise´e, duˆ a` leur non-orthogonalite´.
En revanche, les solutions projete´es |ψf〉+i sur les espaces mode`les sont orthogonales et
ve´riﬁent le syste`me d’e´quations (4.50). Le prix a` payer pour cette simpliﬁcation est la
projection des e´quations sur le continuum individuel qui est e´value´ dans le re´fe´rentiel cible.
Re-e´crivons donc ici le syste`me (4.50) pour l’ensemble des solutions projete´es |ψf〉i,
Pf (E −H)Pf |ψf 〉i =
∑
j 6=f
PfHPj|ψj〉i. (4.59)
En multipliant (4.59) a` gauche par 〈tA−f , {ρf} fp|, et en posant,
〈tA−f , {ρf} fp|E −H|t′A−f , fp {ρ′f}〉 = 〈{ρf} fp|KtA−f ,t′A−f |
fp {ρ′f}〉 (4.60a)
〈tA−f , {ρf} fp|H|tA−j, jp {ρj}〉 = 〈{ρf} fp|TtA−f ,tA−j |jp {ρj}〉, (4.60b)
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il vient,∑
t
′
A−f
∑
{ρ′
f
}
∫
〈{ρf}| fp KtA−f ,t′A−f
fp |{ρ′f}〉ψt′A−f ,i({ρ
′
f}) =
∑
j 6=f
∑
tA−j
∑
{ρj}
∫
〈{ρf}| fp TtA−f ,tA−j jp |{ρj}〉ψtA−j ,i({ρj}), (4.61)
ou` nous avons pose´,
ψtA−f ,i({ρf}) = 〈tA−f , {ρf} fp|ψf 〉i. (4.62)
Nous voyons donc qu’il s’agit d’un syste`me d’e´quations projete´es sur le continuum indivi-
duel (multiple), que l’on e´crit ici de fac¸on simpliﬁe´e,
fp K fp ψ = fp
∑
j 6=f
wj, (4.63)
ou` wj repre´sente la contribution au terme source de la solution avec j particules dans le
continuum. La re´solution de l’e´quation (4.63) ne´cessite celle de l’e´quation non projete´e,
Kψ =
∑
j 6=f
wj, (4.64)
aux solutions desquelles l’on doit soustraire celles n’appartenant pas a` l’espace Pf , tout
en ve´riﬁant la forme asymptotique de´sire´e. Il est clair que seule une me´thode nume´rique
itte´rative est susceptible de pouvoir re´soudre un tel syste`me d’e´quations. Par exemple,
on commence par re´soudre l’e´quation avec 0 particules dans le continuum. Cette solution
nous fournit une source aux e´quations avec 1 particule dans le continuum. Ayant obtenu
les solutions avec 0 et 1 particules dans le continuum, on obtient deux contributions a` la
source des e´quations avec trois particules dans le continuum ...etc. Lorsque l’on a re´solu les
e´quations jusqu’a` imax particules dans le continuum, on recommence, et ce jusqu’a` conver-
gence.
Pour conclure, nous e´crivons les e´quations avec 0 particules dans le continuum (syste`me
total lie´),
P0(E −H)P0|ψ0〉i =
∑
j 6=0
P0HPj|ψj〉i. (4.65)
On note {|Φ〉} une base comple`te orthogonale de l’espace P0 et dont les e´le´ments ve´riﬁent,
(EΦ −H00)|Φ〉 = 0. (4.66)
La fonction d’onde projete´e |ψ0〉i peut eˆtre de´compose´e dans cette base,
|ψ0〉i =
∑
Φ
|Φ〉 〈Φ|ψ0〉i. (4.67)
D’apre`s (4.65), les coeﬃcients de ce de´veloppement s’e´crivent,
〈Φ|ψ0〉i = 1
E −EΦ
∑
j 6=0
〈Φ|H|ψj〉i. (4.68)
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4.2.2 Choix de la repre´sentation pour la re´solution des e´quations
Comme nous l’avons mentionne´ au de´but de ce chapitre, nous limitons notre e´tude au
proble`me avec asymptotique a` deux fragments. Nous devons donc construire une base
(repre´sentation) dans laquelle nous pouvons de´lopper la fonction d’onde du syste`me et
calculer aise´ment les e´le´ments de matrice de l’interaction re´gissant le mouvement relatif
des deux fragments. Le fragment appele´ « cible » est suppose´ le plus gros, et ses vecteurs
d’e´tats sont de´veloppe´s dans une base de de´terminants de Slater. Les vecteurs d’e´tats du
projectile sont quant a` eux de´veloppe´s dans un syste`me de coordonne´es intrinse`ques de
type hyper-sphe´rique. Nous commencerons donc par introduire dans la section (4.2.2.1) les
coordonne´es hyper-sphe´riques ainsi que les harmoniques hyper-sphe´riques qui constituent
une base de l’espace hyper-angulaire d’un syste`me de particules. Nous pre´sentons ensuite,
section (4.2.2.2), quelques rappels concerant la transformation entre deux syste`mes de coor-
donne´es hyper-sphe´riques au moyen des coeﬃcients de Raynal-Revai. Ces transformations
sont ne´cessaires pour un calcul aise´ des e´le´ments de matrice de l’interaction, ainsi que pour
la construction d’une base a` syme´trie adapte´e. Les vecteurs d’ e´tat du projectile doivent,
tout comme ceux de la cible, satisfaire au principe de Pauli. Nous donnons donc, section
(4.2.2.3), une me´thode de construction d’une base hyper-sphe´rique a` syme´trie adapte´e, a`
l’aide de laquelle nous pouvons construire une base de l’espace hyper-angulaire, de spin
et d’isospin compleˆtement antisyme´trique. L’e´quation de Schro¨dinger pour les e´tats lie´s
du projectile est alors de´veloppe´e dans cette base, section (4.2.2.4). Enﬁn, dans la section
(4.2.2.5), nous construisons la base a` deux fragments.
4.2.2.1 Coordonne´es hyper-sphe´riques
On conside`re un syste`me compose´ de A particules. La position de la particule i, de masse
mi, dans l’espace a` trois dimensions, par rapport a` une origine arbitraire O, est spe´ciﬁe´e
par le vecteur −→r i de composantes carte´siennes,
−→r i =
 r
1
i
r2i
r3i
 . (4.69)
L’ensemble de composantes {rji } forme alors un syste`me de coordonne´es dans un espace
a` 3A dimensions. Nous pouvons de´ﬁnir un nouveau syste`me de coordonne´es {xji} par la
transformation line´aire suivante,
xji =
∑
k
Uik r
j
k. (4.70)
Nous voulons maintenant choisir la transformation (4.70) de manie`re a` ce que l’un des A
vecteurs {−→x i} corresponde a` la position du centre de masse du syste`me, et les A−1 autres
aux degre´s de liberte´ intrinse`ques. Parmis les nombreuses possibilite´s, nous choisissons
les coordonne´es de Jacobi normalise´es [57], obtenus a` partir des coordonne´es {rji } par la
transformation (4.70) ou` les e´le´ments de la matrice U sont donne´s par,
Uij =

√
mi+1
Mi µMi+1
(
mj − δi+1,jMi+1
)
δj≤i+1 , i = 1 · · ·A− 1,
mj
MA
, i = A,
(4.71)
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ou` la masse re´duite µ et les masses partielles {Mi} sont respectivement de´ﬁnies par,
µ =
(∏A
i=1mi
MA
)1/(A−1)
, (4.72a)
Mi =
i∑
j=1
mj . (4.72b)
Le changement de coordonne´es (4.70) peut alors s’e´crire sous la forme suivante,
−→x i =
√
µ(i+1),(1,...,i)
µ
(−→
R i −−→r i+1
)
, i = 1 · · ·A− 1, (4.73a)
−→x A = −→RA = −→R cm, (4.73b)
ou` nous avons de´ﬁni,
−→
R i =
1
Mi
i∑
j=1
mj
−→r j, (4.74)
qui correspond donc a` la position du centre de masse du groupe de particules (1, 2, · · · , i),
et ou`,
µ(i+1),(1,...,i) =
mi+1Mi
Mi+1
, (4.75)
est la masse re´duite entre la particule i+1 et le groupe de particules (1, 2, · · · , i). La ﬁgure
(4.4) illustre ce changement de coordonne´es pour un syste`me compose´ de quatre particules.
−→r 1
−→r 2
−→r 3
−→r 4
O O
−→
X 1
−→
X 2
−→
X 3−→
R cm ≡ −→X 4
Fig. 4.4 – Exemple de passage des vecteurs position {−→r i}, e´value´es par rapport a` une
origine arbitraire fixe O, aux vecteurs de´finissant les coordonne´es de Jacobi. Les vecteurs
apparaissant sur la figure de droite sont de´finis par
−→
X i =
−→
R i − −→r i+1 et sont colline´aires
aux vecteurs −→x i de´finis en (4.73).
Les vecteurs {−→x i} de´ﬁnis par (4.73) sont appele´s vecteurs de Jacobi. En de´ﬁnissant les
matrices diagonales de dimension A, µ˜ et m˜ comme suit,
µ˜ii = (1− δiA)µ+ δiAMA, (4.76a)
m˜ii = mi, (4.76b)
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on peut montrer que l’inverse de la matrice U de´ﬁnie en (4.71) est donne´e par,
U−1 =
1
m˜
UT µ˜, (4.77)
et que la matrice U est bien de de´terminant unite´,
det(U) = 1. (4.78)
Nous nous inte´ressons maintenant a` un changement de coordonne´es curviligne a` 3A dimen-
sions, passant des coordonne´es de Jacobi {xji} a` un nouvel ensemble de coordonne´es que
l’on note {ξk} (k = 1, · · · , 3A). Un tel changement de coordonne´es peut s’e´crire,
xji = x
j
i ({ξk}), (4.79)
ou` les anciennes coordonne´es sont exprime´es comme fonctions des nouvelles. Nous de´ﬁnissons
alors le changement de coordonne´es curvilignes suivant,
−→x i = ρ cos(φA−1) cos(φA−2) · · · cos(φi+1) sin(φi)
 sin(θi) sin(ϕi)sin(θi) cos(ϕi)
cos(θi)
 , i = 1 · · ·A− 1
−→x A = −→R cm, (4.80)
ou` les 3A nouvelles coordonne´es, appele´es coordonne´es hyper-sphe´riques, sont de´ﬁnies par :
• les A− 2 hyper-angles {φi} (φ1 ≡ pi2 ) de´ﬁnis sur [0, pi2 ],
• les 2A − 2 angles {θi, ϕi} ≡ {Ωi} constituant les parties angulaires (en coordonne´es
sphe´riques) des A− 1 vecteurs −→x i (i = 1 · · ·A− 1),
• l’hyper-rayon ρ de´ﬁni sur [0,∞[,
• les 3 composantes carte´siennes de la position du centre de masse −→R cm.
On montre facilement que l’hyper-rayon admet les expressions suivantes,
ρ2 =
A−1∑
i=1
(−→x i)2 = 1
2M µ
A∑
i,j=1
mimj
(−→r i −−→r j)2, (4.81)
dont on de´duit qu’il est invariant par translation et par toute permutation des particules.
En utilisant les re`gles de transformation de l’ope´rateur diﬀe´rentiel laplacien dans un chan-
gement de coordonne´es curviligne, on peut montrer (laborieux) que l’ope´rateur e´nergie
cine´tique du syste`me de A particules s’e´crit,
−
A∑
i=1
~2
2mi
∇2ri = −
~2
2µ
∇2int −
~2
2MA
∇2Rcm, (4.82)
ou` le deuxie`me terme du membre de droite repre´sente l’ope´rateur e´nergie cine´tique du
centre de masse du syste`me. Dans (4.82), nous avons de´ﬁni,
∇2int = ∂2ρ +
3A− 4
ρ
∂ρ − L
2
ρ2
, (4.83)
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ou` l’ope´rateur L2, commune´ment appele´ ope´rateur grand-orbitale, admet l’expression sui-
vante,
L2 =
A−1∑
i=1
1∏A−1
j=i+1 cos
2(φj)
[
− ∂2φi +
(
(3i− 4) tan(φi)− 2 cotan(φi)
)
∂φi +
l2i
sin2(φi)
]
,(4.84)
ou` les ope´rateurs l2i ne sont autres que les ope´rateurs moment angulaire traditionnels (fonc-
tions des angles Ωi) de valeurs propres li(li+1). Les fonctions propres de l’ope´rateur L2, ap-
pele´es harmoniques hyper-sphe´riques, sont note´es {Y[K]} et admettent l’expression ge´ne´rale
suivante,
Y[K]({φi}, {Ωi}) = Y m1l1 (Ω1)
A−1∏
i=2
Y mili (Ωi)Ni sinli(φi) cosKi−1(φi)P
li+
1
2
, Ki−1+
3i−5
2
ni (cos(2φi)),
(4.85)
ou` P a,bn (x) est un polynoˆme de Jacobi et ou` nous avons pose´,
Ki =
i∑
j=1
(2ni + li), n1 = 0, (4.86a)
K ≡ KA−1, (4.86b)
avec {ni} des entiers positifs ou nuls. Nous utilisons la notation [K] pour symboliser
de manie`re simple tous les nombres quantiques ne´ce´ssaires pour de´ﬁnir ces fonctions de
manie`re unique,
[K] ≡ {l1, l2, · · · , lA−1 , m1, m2, · · · , mA−1 , n2, · · · , nA−1}. (4.87)
Enﬁn, les coeﬃcients de normalisation Ni sont de´ﬁnis par,
Ni =
√
2 (Ki + 3i/2− 1)ni! Γ(Ki − ni + 3i/2− 1)
Γ(Ki − ni − li + 3/2(i+ 1)) Γ(ni + li + 3/2) , (4.88)
ou` Γ(x) de´signe la fonction gamma. L’harmonique hyper-sphe´rique Y[K] est fonction propre
de L2 avec la valeur propre K(K + 3A− 5),(
L2 −K(K + 3A− 5)
)
Y[K]({φi}, {Ωi}) = 0. (4.89)
L’e´le´ment de volume a` 3A− 3 dimensions dans l’espace des e´tats intrinse`ques du syste`me
est donne´ par,
dV 3A−3 = ρ3A−4 dρ dφ3A−4, (4.90)
ou` nous avons pose´,
dφ3A−4 = dΩ1
A−1∏
i=2
(
cos(φi)
)3i−4 (
sin(φi)
)2
dφi dΩi, (4.91)
et,
dΩi = sin(φi) dθi dϕi. (4.92)
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Aﬁn de simpliﬁer les expressions, nous regroupons sous la notation
−→
φ toutes les variables
angulaires et hyper-angulaires (repre´sentant donc 3A− 4 variables). Dans le cadre de ces
notations, les harmoniques hyper-sphe´riques satisfont aux relations d’orthogonalite´ et de
comple´tude suivantes, ∫
dφ3A−4
[
Y[K](
−→
φ )
]†
Y[K ′](
−→
φ ) = δ[K],[K ′], (4.93a)∑
[K]
Y[K](
−→
φ )
[
Y[K](
−→
φ ′)
]†
= δ3A−4(
−→
φ −−→φ ′). (4.93b)
La fonction d’onde intrinse`que ψ(ρ,
−→
φ ) d’un syste`me deA particules peut alors se de´composer
de la fac¸on suivante,
ψ(ρ,
−→
φ ) =
∑
[K]
ψ[K](ρ) Y[K](
−→
φ ), (4.94)
ou` les coeﬃcients du de´veloppement sont donne´s par,
ψ[K](ρ) =
∫
dφ3A−4
[
Y[K](
−→
φ )
]†
ψ(ρ,
−→
φ ). (4.95)
Enﬁn, en posant,
ψ[K](ρ) =
ξ[K](ρ)
ρ
3A−4
2
, (4.96)
nous de´montrons facilement, a` l’aide des relations (4.83) et (4.89),
∇2intψ(ρ,
−→
φ ) =
∑
[K]
Y[K](
−→
φ )
1
ρ
3A−4
2
(
d2
dρ2
− K(K + 3A− 5) +
(3A−4)(3A−6)
4
ρ2
)
ξ[K](ρ). (4.97)
Nous ge´ne´ralisons alors la notation introduite plus haut en de´signant par −→ρ l’ensemble des
3A − 3 variables intrinse`ques. Cette notation nous permet, dans le meˆme esprit que dans
la section (2.4.1.4), d’introduire une repre´sentation hyper-sphe´rique |−→ρ 〉, que l’on factorize
comme suit,
|−→ρ 〉 = |ρ〉 |−→φ 〉. (4.98)
Nous noterons alors les relations d’orthogonalite´ et de comple´tude dans l’espace des e´tats
(hyper-spatiaux) intrinse`ques d’un syste`me de A particules,
〈−→ρ |−→ρ ′〉 = 〈ρ|ρ′〉 〈−→φ |−→φ ′〉 = δ(ρ− ρ
′)
ρ3A−4
δ3A−4(
−→
φ −−→φ ′), (4.99a)∫
dρ3A−3 |−→ρ 〉 〈−→ρ | =
∫
dρ ρ3A−4 |ρ〉 〈ρ|
∫
dφ3A−4 |−→φ 〉 〈−→φ | = 1. (4.99b)
Nous de´ﬁnissons ensuite les e´tats | [K] , ρ〉 qui admettent la repre´sentation suivante,
〈−→ρ | [K] , ρ′〉 = δ(ρ− ρ
′)
ρ3A−4
Y[K](
−→
φ ), (4.100)
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et au moyen desquels nous pouvons e´crire,
〈ρ, [K] | [K ′] , ρ′〉 = δ(ρ− ρ
′)
ρ3A−4
δ[K],[K ′], (4.101a)∑
[K]
∫
dρ ρ3A−4 | [K] , ρ〉 〈ρ, [K] | = 1. (4.101b)
Les coeﬃcients du de´veloppement d’un e´tat intrinse`que |ψ〉 dans la base | [K] , ρ〉 seront
note´s,
〈ρ, [K] |ψ〉 = 1
ρ
3A−4
2
ψ[K](ρ). (4.102)
Il devient alors commode d’introduire des fonctions hyper-angulaires couplant a` un moment
angulaire total bien de´ﬁni. Pour simpliﬁer les expressions, nous introduisons les fonctions
suivantes,
FKi−1,li,Ki(φi) = Ni sinli(φi) cosKi−1(φi)P li+
1
2
,Ki−1+
3i−5
2
ni (cos(2φi)),
i = 2 · · ·A− 1. (4.103)
Nous de´ﬁnissons alors les harmoniques hyper-sphe´riques couple´es comme suit,
Y L,M[K] (
−→
φ ) =
[
· · ·
[(
Yl1(Ω1) Yl2(Ω2)
)L2
FK1,l2,K2(φ2) Yl3(Ω3)
]L3
FK2,l3,K3(φ3) · · ·
· · ·YlA−1(ΩA−1)
]L,M
FKA−2,lA−1,KA−1(φA−1), (4.104)
ou`, maintenant, la notation [K] est de´ﬁnie par,
[K] ≡ {l1, l2, · · · , lA−1 , L2, L3, · · · , LA−2 , n2, · · · , nA−1}, (4.105)
ou, selon les relations (4.86), de fac¸on e´quivalente par,
[K] ≡ {l1, l2, · · · , lA−1 , L2, L3, · · · , LA−2 , K2, K3, · · · , KA−1}. (4.106)
Nous adaptons les notations introduites plus haut en de´ﬁnissant les e´tats | [K]L,M , ρ〉
ve´riﬁant,
〈−→ρ | [K]L,M , ρ′〉 = δ(ρ− ρ
′)
ρ3A−4
Y L,M[K] (
−→
φ ), (4.107)
et au moyen desquels nous pouvons e´crire,
〈ρ, [K]L,M | [K ′]L′,M ′ , ρ′〉 = δ(ρ− ρ
′)
ρ3A−4
δ[K],[K ′] δL,L′ δM,M ′, (4.108a)∑
[K],L,M
∫
dρ ρ3A−4 | [K]L,M , ρ〉 〈ρ, [K]L,M | = 1. (4.108b)
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Les e´tats {| [K]L,M 〉} de la base hyper-angulaire a`A particules peuvent eˆtre construits d’une
manie`re re´cursive que nous nous proposons d’investiguer maintenant. Nous commenc¸ons
par construire un e´tat de base de l’espace angulaire a` deux particules, que l’on note,
|K1M1〉 ≡ |l1M1〉, (4.109)
et qui n’est autre qu’une harmonique sphe´rique de moment angulaire relatif l1 et de pro-
jection M1. L’e´tat (4.109) est un e´tat propre de l’ope´rateur,
l21 = −
1
sin(θ1)
∂θ1
(
sin(θ1)∂θ1
)
− 1
sin2(θ1)
∂2ϕ1 , (4.110)
avec la valeur propre l1(l1 + 1) et admet la repre´sentation suivante,
〈Ω1|l1M1〉 = Y M1l1 (Ω1). (4.111)
Un e´tat de base de l’espace hyper-angulaire a` trois particule peut s’e´crire,
|K1 , l2K2〉L2,M2, (4.112)
qui est un e´tat propre de l’ope´rateur,
L22 = −∂2φ2 + 2
(
tan(φ2)− cotan(φ2)
)
∂φ2 +
l21
cos2(φ2)
+
l22
sin2(φ2)
, (4.113)
avec la valeur propre K2(K2 + 4), de l’ope´rateur l
2
1 avec la valeur propre l1(l1 + 1), de
l’ope´rateur l22 (de´ﬁni comme en (4.110) ou` les angles Ω1 sont remplace´s par les angles Ω2)
avec la valeur propre l2(l2+1), de l’ope´rateur L
2
2 = (
−→
l 1+
−→
l 2)
2 avec la valeur propre L2(L2+
1) et de l’ope´rateur (L2)z avec la valeur propre M2. L’e´tat (4.112) admet la repre´sentation
suivante,
〈Ω1,Ω2, φ2|K1 , l2K2〉L2,M2 =
(
Yl1(Ω1) Yl2(Ω2)
)L2,M2
FK1,l2,K2(φ2), (4.114)
ou` les fonctions FKi−1,li,Ki ont e´te´ de´ﬁnies en (4.103). Un e´tat de base de l’espace hyper-
angulaire a` quatre particules peut s’e´crire,
|K1 , l2K2L2 , l3K3〉L3,M3, (4.115)
qui est e´tat propre de l’ope´rateur,
L23 = −∂2φ3 +
(
5tan(φ3)− 2cotan(φ3)
)
∂φ3 +
L22
cos2(φ3)
+
l23
sin2(φ3)
, (4.116)
avec la valeur propre K3(K3 + 7), de l’ope´rateur l
2
3 avec la valeur propre l3(l3 + 1), de
l’ope´rateur L23 = (
−→
L 2 +
−→
l 3)
2 avec la valeur propre L3(L3 + 1) et (L3)z avec la valeur
propre M3 en plus d’eˆtre de bons nombres quantiques l1, l2, K2, L2. Ces e´tats admettent la
repre´sentation suivante,
〈Ω1,Ω2,Ω3, φ2, φ3|K1 , l2K2L2 , l3K2〉L3,M3 =[(
Yl1(Ω1) Yl2(Ω2)
)L2
FK1,l2,K2(φ2) Yl3(Ω3)
]L3,M3
FK2,l3,K3(φ3). (4.117)
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Enﬁn, la re´ccurence me`ne a` l’e´tat,
|K1 , l2K2L2 , l3K3L3 , · · · , lA−1LA−1KA−1〉L,M ≡ | [K]L,M 〉, (4.118)
propre de l’ope´rateur,
L2A−1 ≡ L2 = −∂2φA−1 +
(
(3A− 7)tan(φA−1)− 2cotan(φA−1)
)
∂φA−1 +
L2A−2
cos2(φA−1)
+
l2A−1
sin2(φA−1)
, (4.119)
de valeur propre KA−1(KA−1 + 3A− 5) ≡ K(K + 3A− 5), et admettant la repre´sentation
(4.104).
Par la suite, nous seront parfois amene´s a` pre´ciser, dans nos notations, le nombre de
particules composant le syste`me. Par exemple, l’hyper-rayon de´ﬁni pour un syste`me de
i particules sera parfois note´ ρi. De meˆme, l’ensemble des 3i − 4 variables angulaires et
hyper-angulaires de la base hyper-sphe´rique sera parfois note´e
−→
φ i, pour lever de possibles
ambiguite´s. Dans le cadre de ces notations, et tout en respectant les conventions introduites
dans cette section, nous pouvons e´crire,
−→
φ i+1 ≡ {−→φ i , φi , Ωi}, (4.120a)
ρi = ρi+1 cosφi. (4.120b)
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4.2.2.2 Rotation cine´matique
Comme nous l’avons mentionne´ au de´but de la section (4.2.2.2), il existe de nombreuses
fac¸ons de de´ﬁnir un ensemble de vecteurs de Jacobi. La ﬁgure (4.5) montre un autre exemple
que celui repre´sente´ sur la ﬁgure (4.4).
−→
Y 1
−→
Y 2
−→
Y 3
−→
R cm
O
Fig. 4.5 – Autre exemple de de´finition des vecteurs de Jacobi. Les vecteurs {−→Y i} sont
colline´aires aux vecteurs {−→y i} de´finis en (4.121).
L’ensemble des vecteurs de Jacobi, que l’on note {−→y i}, illustre´s sur cette ﬁgure sont alors
de´ﬁnis de la manie`re suivante,
−→y 1 =
√
µ1,2
µ
(−→r 1 −−→r 2), (4.121a)
−→y 2 =
√
µ(12),(34)
µ
(−→
R 12 −−→R 34
)
, (4.121b)
−→y 3 =
√
µ3,4
µ
(−→r 3 −−→r 4), (4.121c)
−→y 4 = −→R cm, (4.121d)
ou` µ1,2 est la masse re´duite entre les particules (1) et (2), µ3,4 est la masse re´duite entre les
particules (3) et (4), µ(12),(34) est la masse re´duite entre les groupes de particules (1, 2) et
(3, 4),
−→
R 12 est la position du centre de masse du groupe de particules (1, 2) et
−→
R 34 est la
position du centre de masse du groupe de particules (3, 4). −→r i est toujours de´ﬁni comme
repre´sentant la position de la particule (i) par rapport a` une origine arbitraire ﬁxe O, et
la masse re´duite globale µ est toujours de´ﬁnie par (4.72a).
En notant −→r le vecteur de´ﬁni par,
−→r =

−→r 1
−→r 2
...
−→r A
 , (4.122)
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la transformation (4.70) peut s’e´crire,
−→x = U−→r . (4.123)
En notant U ′ la matrice de passage des coordonne´es {rij} a` un autre syste`me de coordonne´es
de Jacobi {yij} nous pouvons e´crire,
−→y = U ′−→r = U ′U−1−→x . (4.124)
Il est alors possible de montrer que la matrice U = U ′U−1 peut s’e´crire,
U =
(
U˜ 0
0 1
)
, (4.125)
ou` U˜ est une matrice orthogonale de dimension A − 1. Nous en de´duisons que le passage
d’un syste`me de vecteurs de Jacobi −→x a` un autre correspond a` une rotation dans l’espace
a` A− 1 dimensions des vecteurs −→x i (i = 1 · · ·A− 1). Une telle transformation est appele´e
rotation cine´matique et est parameˆtrisable par (A− 2)(A− 1)/2 angles. A titre d’exemple,
le passage des coordonne´es de Jacobi de´ﬁnies par les vecteurs (4.73) avec A = 4, aux
coordonne´es de Jacobi de´ﬁnies par les vecteurs (4.121) correspond a` un cas particulier de
rotation a` deux dimensions des vecteurs −→x 2 et −→x 3 d’un angle,
α = arccos
(√
(m1 +m2 +m3 +m4)m3
(m1 +m2 +m3)(m3 +m4)
)
, (4.126)
la matrice U˜ e´tant de´ﬁnie par,
U˜ =
(
1 0 0
0 cos(α) sin(α)
0 − sin(α) cos(α)
)
. (4.127)
Nous avons de´ﬁni dans la section pre´ce´dente les coordonne´es hyper-sphe´riques intrinse`ques
(ρ,
−→
φ ) correspondant aux vecteurs de Jacobi {−→x i} (i = 1 · · ·A−1). Nous pouvons e´galement
de´ﬁnir un changement de coordonne´es curvilignes a` 3A dimensions passant des coordonne´es
{−→y i}, obtenus par rotation cine´matique des vecteurs {−→x i} (i = 1 · · ·A − 1), aux nou-
velles coordonne´es hypersphe´riques que l’on note (ρ′,
−→
φ ′). La rotation cine´matique n’af-
fectant pas l’hyper-rayon, nous pouvons e´crire ρ′ = ρ. En revanche, les variables angu-
laires et hyper-angulaires correspondent a` diﬀe´rents syste`mes de coordonne´es. Nous notons
{| [K]L,M 〉} une base d’harmoniques hyper-sphe´riques couple´es fonctions des variables −→φ
et {| [K ′]L′,M ′ 〉} une base d’harmoniques hyper-sphe´riques couple´es fonctions des variables−→
φ ′. Chacune de ces base est comple`te dans l’espace hyper-angulaire. En utilisant la conser-
vation du moment angulaire total (et de sa projection), ces deux bases doivent donc eˆtre
de´ductibles l’une de l’autre par une transformation orthogonale du type,
| [K]L,M 〉 =
∑
[K ′]
〈 [K]L | [K ′]L 〉 | [K ′]L,M 〉. (4.128)
Le nombre quantique grand-orbitaleKA−1 (cf. eq. (4.86b)) e´tant conserve´, le de´veloppement
(4.128) doit eˆtre ﬁni. Pour un syste`me compose´ de trois particules, les coeﬃcients 〈 [K]L | [K ′]L 〉
ont e´te´ calcule´s analytiquement par Raynal et Revai [58] et portent leur noms. Une ge´ne´ralisation
pour quatre particules a e´te´ e´tudie´e dans [59].
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4.2.2.3 Antisyme´trisation
Comme nous l’avons vu en (4.81), l’hyper-rayon est invariant par toute permutation des
particules. L’antisyme´trie d’une base de´crivant les e´tats intrinse`ques d’un syste`me de fer-
mions doit donc eˆtre contenue dans la partie hyper-angulaire, de spin et d’isospin. Pour la
construction d’une base antisyme´trique, nous adoptons la me´thode introduite dans [60], qui
se preˆte bien a` un calcul nume´rique. Le principe est de construire une base d’harmoniques
hyper-sphe´riques a` syme´trie adapte´e, c’est a` dire suivant une repre´sentation irre´ductible
du groupe syme´trique SA selon la se´quence S2 ⊂ S3 ⊂ · · · ⊂ SA. Les repre´sentations
irre´ductibles du groupe Sn peuvent eˆtre de´crites par les diagrammes de Young [61] qui sont
en correspondance biunivoque avec les partitions de l’entier n du type,
n = ν1 + ν2 + · · ·+ νi,
ν1 ≥ ν2 ≥ · · · ≥ νi ≥ 0,
1 ≤ i ≤ n. (4.129)
Les collections de chiﬀres (ou partitions) {ν1, ν2, · · · } sont note´s [ν]. Chaque diagramme
de Young, que l’on note Y [ν], est constitue´ de n cases arrange´es selon i lignes, la ligne
j comportant νj cases (en suivant la notation (4.129)). On montre alors qu’il y a une
correspondance biunivoque entre les diagrammes de Young et les valeurs propres d’un en-
semble complet d’ope´rateurs qui commutent dans Sn. La ﬁgure (4.6) montre les partitions
correspondant aux repre´sentations irre´ductibles du groupe S4, ainsi que les diagrammes
de Young associe´s. A un diagramme de Young donne´ Y [ν] correspond un ensemble de ta-
[21 ]2 [1 ]4[31] [22][4]
Fig. 4.6 – Les 5 partitions correspondant aux repre´sentations irre´ductibles du groupe S4, et
les diagrammes de Young associe´s. La notation [14], par exemple, est e´quivalente a` [1111].
bleaux de Young obtenus en remplissant les cases du diagramme par un arrangement des
nombres 1, 2, · · · , n de manie`re croissante de gauche a` droite, et de haut en bas. Les ta-
bleaux de Young, que l’on note Y
[ν]
m , ou`m distingue les diﬀe´rents arrangements des nombres
1, 2, · · · , n, constituent alors la base de Yamanouchi. Un vecteur de cette base, note´ |Y [ν]m 〉,
suit les repre´sentations irre´ductibles [ν], [ν ′], [ν ′′], · · · , [1] des groupes Sn, Sn−1, Sn−2, · · · , S1
(S1 est redondant) ou` les partitions [ν
′], [ν ′′], · · · sont obtenues en supprimant successive-
ment les cases du tableau de Young Y
[ν]
m en suivant l’ordre de´croissant des nombres qui
les remplissent. Enﬁn, pour une partition donne´e, les indices m sont ordonne´s par ordre
de´croissant des symboles de Yamanouchi, de´ﬁnis par (rnrn−1 · · · r1) ou` ri de´signe l’indice de
la ligne ou` se trouve le chiﬀre i. La ﬁgure (4.7) illustre cette de´composition pour les trois
tableau de Young correspondant a` la partition [31] du groupe S4. Nous voyons donc que le
tableau de Young Y
[31]
1 suit les la se´quence de repre´sentations irre´ductibles [31], [3], [2], [1],
que Y
[31]
2 suit [31], [21], [2], [1] et que Y
[31]
3 suit [31], [21], [1
2], [1]. Dans ce qui suit, nous uti-
liserons la notation [ν] pour de´signer aussi bien une repre´sentation irre´ductible du groupe
Sn qu’un diagramme de Young ou que la partition de l’entier n, et utiliserons la notation
[ν]m pour de´signer aussi bien un tableau de Young qu’un symbole de Yamanouchi.
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1 2 3
4
1 2 3 1 2 1
1 2 4
3
1 2
3
1 2 1
1 3 4
2
1 3
2
1
2
1
Y[31]1
Y[31]
Y[31]3
2
Fig. 4.7 – Les 3 tableaux de Young Y
[31]
m , et leur de´composition suivant les repre´sentations
irre´ductibles de S4, S3, S2 (et S1).
Un ensemble de n indices ve´riﬁant la syme´trie d’un tableau de Young donne´ est syme´trique
par permutation des indices situe´s sur la meˆme ligne, et antisyme´trique par permutation
des indices situe´s dans la meˆme colonne. Nous voyons donc que la fonction d’onde d’un
syste`me de A fermions doit ve´riﬁer la syme´trie [1A]. Un e´tat de la base hyper-angulaire, de
spin et d’isospin d’un syste`me de A nucle´ons peut eˆtre factorise´ de la manie`re suivante,
Y L,M[K] (1, 2, · · · , A) χms1(1)χms2(2) · · ·χmsA(A) ττz1(1) ττz2(2) · · · ττzA(A), (4.130)
ou` Y L,M[K] (1, 2, · · · , A) est une harmonique hypersphe´rique couple´e, de´ﬁnie comme en (4.104),
et χmsi(i) et ττzi(i) repre´sentent le spineur et l’isospineur du nucle´on (i) respectivement. Si
nous parvenons a` trouver un ensemble de combinaisons line´aires des harmoniques hyper-
sphe´riques, que l’on note {A[ν1]m1}, ve´riﬁant la syme´trie correspondant a` la partition [ν1] du
groupe SA, et un ensemble de combinaisons line´aires des produits des 2A fonctions de spin
et d’isospin, que l’on note {B[ν2]m2}, ve´riﬁant la syme´trie [ν2], alors nous pouvons de´ﬁnir
un e´tat de base ψ[ν]m comprenant tous les degre´s de liberte´, et satisfaisant a` la syme´trie du
tableau de Young [ν]m, de la manie`re suivante,
ψ[ν]m =
∑
m1,m2
〈[ν]m|[ν1]m1 , [ν2]m2〉 A[ν1]m1 B[ν2]m2 ≡
[
A[ν1] × B[ν2]
][ν]m
, (4.131)
ou` les coeﬃcients 〈[ν]m|[ν1]m1 , [ν2]m2〉 correspondent aux coeﬃcients de Clebsch-Gordan du
groupe des permutations2. Dans le cas particulier ou` [ν] = [1A], les coeﬃcients de Clebsch-
Gordan apparaissant dans (4.131) admettent l’expression suivante,
〈[1A]|[ν1]m1 , [ν2]m2〉 =
Λν1m1√
hν1
δ[ν2]m2 ,[eν1] em1 , (4.132)
ou` [ν˜1] em1 de´signe le tableau de Young conjugue´ du tableau [ν1]m1 , c’est a` dire le tableau
obtenu a` partir de [ν1]m1 en permutant lignes et colonnes, hν1 est la dimension de la
representation irreductible [ν1] et Λν1m1 repre´sente la phase correspondant a` la permutation
ne´cessaire pour passer du tableau de Young [ν1]1 (correspondant au plus grand symbole de
Yamanouchi) au tableau [ν1]m1 .
2En ge´ne´ral, un nombre quantique supple´mentaire est ne´cessaire pour de´finir ces coefficients de manie`re
unique. Cependant, ce label supple´mentaire n’apparait que pour des syste`mes a` plus de 4 particules, que
nous ne conside´rerons pas dans la construction d’une base partielle a` syme´trie adapte´e.
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Nous nous proposons maintenant de re´sumer la me´thode de´crite dans [60] pour la construc-
tion d’une base hypersphe´rique a` syme´trie adapte´e, de manie`re a` introduire nos notations.
A cette ﬁn, nous reprenons le sche´ma re´cursif pre´sente´ a` la ﬁn de la section (4.2.2.1) et
commenc¸ons par conside´rer une base angulaire d’un syste`me de deux nucle´ons nume´rote´s
(1) et (2). Les e´tats de cette base sont de simples harmoniques sphe´riques. L’application
de l’ope´rateur de permutation (12) des particules (1) et (2) sur l’e´tat de base |K1M1〉 a
pour eﬀet la multiplication par une phase,
(12)|K1M1〉 = (−1)K1|K1M1〉. (4.133)
Nous en de´duisons que l’e´tat |K1M1〉 admet la syme´trie [2] ou [12] du groupe S2 selon
que K1 ≡ l1 est pair ou impair respectivement. La base angulaire a` syme´trie adapte´e d’un
syste`me de deux particules sera donc note´e,
{|K1[ν2]M1〉}, (4.134)
ou` [ν2] de´signe la repre´sentation irreductible du groupe S2. A partir des e´tats (4.134), nous
pouvons construire une base de l’espace hyper-angulaire d’un syste`me compose´ de trois
particules de la manie`re suivante,
{|K1[ν2], l2K2〉L2,M2}. (4.135)
Ces e´tats sont de bons nombres quantiques K1, [ν2], l2, K2, L2 etM2. Un ensemble complet
d’ope´rateurs qui commutent dans S3 peut eˆtre limite´ a` l’unique ope´rateur suivant, appele´
ope´rateur de somme des classes [61],
[(2)]3 = (12) + (13) + (23), (4.136)
c’est a` dire a` la somme des ope´rateurs de transposition. La diagonalisation de cet ope´rateur
dans un espace de repre´sentation de S3 nous en fournit les repre´sentations irre´ductibles.
Puisque les ope´rateurs L22 (cf. (4.113)), L22 et Lz2 commutent avec l’ope´rateur (4.136),
l’ensemble des e´tats (4.135) avec les nombres quantiques [ν2], K2, L2,M2 ﬁxe´s forment un
espace invariant par toute permutation de S3. La diagonalisation de l’ope´rateur (4.136)
dans cette base nous fourni alors une base hyper-angulaire de syme´trie [ν3] dans S3 (et de
syme´trie [ν2] dans S2),
|K2[ν2][ν3]β3〉L2,M2 =
∑
K1,l2
〈K1[ν2], l2K2|}K2[ν2][ν3]β3〉L2 |K1[ν2], l2K2〉L2,M2, (4.137)
ou` les termes 〈K1[ν2], l2K2|}K2[ν2][ν3]β3〉L2 correspondent aux coefficients de parentage frac-
tionnaire hypersphe´riques. Notons que ces e´tats ne sont plus de bon nombres quantiques K1
et l2, c’est pourquoi nous ajoutons le label supple´mentaire β3 aﬁn de les de´ﬁnir de manie`re
unique. Les valeurs propres de l’ope´rateur (4.136) sont connues analytiquement pour chaque
repre´sentation irre´ductible de S3, ce qui nous permet d’identiﬁer, apre`s diagonalisation, les
e´tats de syme´trie [ν3] donne´e. Le calcul des e´le´ments de matrice de l’ope´rateur (12) dans
la base engendre´e par les vecteurs (4.135) est imme´diate (cf. (4.133)). En revanche, ceux
des ope´rateurs (13) et (23) ne´ce´ssite un changement de coordonne´es de Jacobi au moyen
des coeﬃcients de Raynal-Revai et est de´crite en de´tails dans [60]. Notons enﬁn que la
se´quence de repre´sentations irre´ductibles [ν3], [ν2] suivant S3 et S2 peut eˆtre labelle´e de
manie`re unique par un tableau de Young [ν3]m3 . Nous identiﬁons alors,
|K2[ν2][ν3]β3〉L2,M2 ≡ |K2[ν3]m3β3〉L2,M2. (4.138)
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Nous poursuivons en construisant les e´tats a` quatre particules,
|K2[ν3]m3β3L2, l3K3〉L3,M3. (4.139)
L’ope´rateur de somme des classes du groupe S4 peut s’e´crire,
[(2)]4 = [(2)]3 +
3∑
i=1
(i, 4). (4.140)
Cet ope´rateur commute avec les ope´rateurs L23, L23 et Lz3. L’ensemble des vecteurs (4.139)
avec [ν3]m3 , K3, L3,M3 ﬁxe´s forme un espace invariant de S4. La diagonalisation de (4.140)
dans cette base nous fourni les e´tats,
|K3[ν4]m4β4〉L3,M3 =
∑
K2,L2,l3,β3
〈K2[ν3]m3β3L2, l3K3|}K3[ν4]m4β4〉L3
|K2[ν3]m3β3L2, l3K3〉L3,M3, (4.141)
de bons nombres quantiques K3, L3 et M3 et suivant la se´quence de repre´sentations
irre´ductibles de S4, S3, S2 spe´ciﬁe´es par le tableau de Young [ν4]m4 . Enﬁn, la re´currence
me`ne a` l’e´tat de base a` i particules,
|Ki−1[νi]miβi〉Li−1,Mi−1 =∑
Ki−2,Li−2,li−1,βi−1
〈Ki−2[νi−1]mi−1βi−1Li−2, li−1Ki−1|}Ki−1[νi]miβi〉Li−1
|Ki−2[νi−1]mi−1βi−1Li−2, li−1Ki−1〉Li−1,Mi−1. (4.142)
Dans [60], il est montre´ que les coeﬃcients de parente´ fractionnaire hypersphe´riques, dans
(4.142), de´pendent des partitions [νi] et [νi−1], et non des se´quences spe´cife´es par les indices
mi et mi−1. Dans ce qui suit, nous utiliserons la notation suivante,
[K]i ≡ {l1, l2, · · · , li−1, L2, L3, · · · , Li−2, K2, K3, · · · , Ki−1}, (4.143)
e´quivalente a` (4.106), mais ou` nous spe´ciﬁons en plus (par l’indice i) le nombre de particules
composant le syste`me. Nous pouvons alors e´crire,
[K]i ≡ [K]i−1 + {Li−2, li−1, Ki−1}. (4.144)
Nous pouvons re´sumer les re´sultats pre´ce´dents en e´crivant un e´tat de la base hyper-
angulaire a` i particules suivant la se´quence de repre´sentations irre´ductibles S2 ⊂ S3 · · ·Si
spe´ciﬁe´e par le tableau de Young [νi]mi , comme une combinaison line´aire d’harmoniques
hyper-sphe´riques couple´es,
|Ki−1[νi]miβi〉Li−1,Mi−1 =
∑
[K]i−1
Li−2,li−1
〈 [K]i |}Ki−1[νi]miβi〉Li−1 | [K]i 〉Li−1,Mi−1, (4.145)
ou` nous avons de´ﬁni,
〈 [K]i |}Ki−1[νi]miβi〉Li−1 =∑
β3,··· ,βi−1
β2≡1
i−1∏
k=2
〈Kk−1[νk]βkLk−1, lkKk|}Kk[νk+1]βk+1〉Lk . (4.146)
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Nous nous inte´ressons maintenant a` la partie spin-isospin. Nous introduisons alors les
notations suivantes aﬁn de de´ﬁnir, sous forme couple´es, les fonctions de spin et d’isospin
du syste`me de i particules,
[S]Si−1,Sz ≡
[
· · ·
(
(1/2, 1/2)S1, 1/2
)S2
, · · · , 1/2
]Si−1,Sz
, (4.147a)
[T ]Ti−1,T z ≡
[
· · ·
(
(1/2, 1/2)T1, 1/2
)T2
, · · · , 1/2
]Ti−1,T z
. (4.147b)
avec,
Sz =
i∑
k=1
msk, (4.148a)
Tz =
i∑
k=1
τzk. (4.148b)
La notation [S] ([T ]) peut alors eˆtre utilise´e aﬁn de regrouper l’ensemble des i−2 moments
de spin (d’isospin) autres que Si−1 (Ti−1),
[S] ≡ {S1, S2, · · · , Si−2}, (4.149a)
[T ] ≡ {T1, T2, · · · , Ti−2}. (4.149b)
On peut montrer [62] que chaque produit couple´ (4.147a) de fonctions de spin (de syme´trie
SU(2)) ve´riﬁe la syme´trie d’un tableau de Young. Plus pre´cise´ment, a` un moment de spin
total Si−1 donne´ correspond un diagramme de Young [ν], et chaque tableau de Young [ν]m
correspond a` une donne´e de l’ensemble des i− 2 moments de spin {S1, S2, · · · , Si−2}. Nous
e´crivons ce fait sous la forme suivante,
[S]Si−1 ≡ [νSi−1 ]m[S]. (4.150)
Il en va de meˆme pour les produits couple´s de fonctions d’isospin,
[T ]Ti−1 ≡ [νTi−1 ]m[T ] . (4.151)
Ces produits de fonctions de syme´trie SU(2) couple´es, et les tableaux de Young associe´s
sont donne´s dans l’annexe (6.9) pour i = 2, 3, 4. La construction de fonctions de spin-isospin
(SU(4)) de syme´trie bien de´ﬁnie se fait au moyen de coeﬃcients de Clebsch-Gordan du
groupe du groupe Si. En notant |[ν1]m1〉 l’un des produits de fonctions de spin (4.147a)
ve´riﬁant la syme´trie du tableau de Young [ν1]m1 et |[ν2]m2〉 l’un des produits de fonctions
d’isospin (4.147b) ve´riﬁant la syme´trie du tableau de Young [ν2]m2 , alors une fonction de
spin-isospin B[ν]m de syme´trie [ν]m s’e´crit,
B[ν]m =
∑
m1,m2
〈[ν]m|[ν1]m1 , [ν2]m2〉 |[ν1]m1〉 |[ν2]m2〉. (4.152)
Mais nous voulons construire des fonctions de spin-isospin de moments totaux Si−1 et
Ti−1 donne´s. En utilisant les e´quivalences (4.150) et (4.151), nous pouvons e´crire de telles
fonctions de la manie`re suivante,
B
Si−1,Ti−1,Sz,Tz
[ν]m
=
∑
[S],[T ]
〈[ν]m|[νSi−1 ]m[S], [νTi−1 ]m[T ]〉 |[S]Si−1,Sz〉 |[T ]Ti−1,T z〉. (4.153)
Ces fonctions de spin-isospin a` syme´trie adapte´e sont donne´es dans l’annexe (6.9) pour
i = 2, 3, 4.
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Enﬁn, nous pouvons construire une base compleˆtement antisyme´trique de l’espace hyper-
angulaire, de spin et d’isospin comme suit,
|Ki−1, Li−1, Si−1, gi〉jp,mp =
∑
[K]i−1,Li−2,li−1
[S],[T ]
CLi−1,Si−1,Ti−1[K]i,[S],[T ],gi |
(
[K]
Li−1
i , [S]
Si−1
)jp,mp
, [T ]Ti−1,Tz〉,(4.154)
ou` nous avons pose´ la notation simpliﬁe´e suivante,
gi ≡ {Ti−1, Tz, [νi], βi}, (4.155)
et ou` les coeﬃcients sont donne´s par,
CLi−1,Si−1,Ti−1[K]i,[S],[T ],gi =
∑
mi
Λνimi√
hνi
〈[K]i|}Ki−1[νi]miβi〉Li−1 〈[ν˜i] emi |[νSi−1 ]m[S], [νTi−1 ]m[T ]〉. (4.156)
Dans (4.154), nous avons de surcroˆıt couple´ les fonctions hyper-angulaires et de spin au
moment de spin total jp,
|
(
[K]
Li−1
i , [S]
Si−1
)jp,mp〉 = ∑
Mi−1,Sz
〈Li−1 Si−1,Mi−1 Sz|jp, mp〉 |[K]Li−1,Mi−1i , [S]Si−1,Sz〉.(4.157)
En posant K = Ki−1, L = Li−1 et S = Si−1, nous pouvons construire la base,
{|(KLSgi)jp,mp, ρi〉}, (4.158)
de l’espace intrinse`que total d’un syste`me de i fermions, et ve´riﬁant,
〈(KLSgi)jp,mp , ρi|(K ′L′S ′g′i)jp,mp , ρ′i〉 = δ(K,L,S,gi),(K ′,L′,S′,g′i)
δ(ρi − ρ′i)
ρ3i−4i
, (4.159a)∑
K,L,S,gi,jp,mp
∫
dρi ρ
3i−4
i |(KLSgi)jp,mp, ρi〉 〈(KLSgi)jp,mp, ρi| = 1. (4.159b)
La repre´sentation hyper-angulaire de la base (4.158) sera alors note´e,
〈−→ρ i|(KLSgi)jp,mp, ρ′i〉 =
δ(ρi − ρ′i)
ρ3i−4i
Y
jp,mp
KLSgi
(
−→
φ i). (4.160)
La construction de cette base antisyme´trique va nous permettre, dans la section suivante,
de de´velopper l’e´quation de Schro¨dinger pour les e´tats intrinse`ques lie´s du projectile.
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4.2.2.4 Etats du projectile
L’e´quation aux valeurs propres du vecteur d’e´tat intrinse`que d’un syste`me de i fermions
peut s’e´crire, (
Ep +
~2
2µ
∇2int −
i∑
j<k=1
Vjk
)
|pi〉 = 0, (4.161)
ou` ∇2int est la partie intrinse`que de l’ope´rateur laplacien (cf. (4.83)), µ est la masse re´duite
globale (cf. (4.72a)) et Vjk est l’interaction entre les particules j et k. Nous pouvons
de´composer l’e´tat intrinse`que |pi〉jp,mp (ou` nous ajoutons en exposant le moment angu-
laire jp, ainsi que sa projection mp), du projectile dans la base antisyme´trique (4.158) de
la manie`re suivante,
〈−→ρ i|pi〉jp,mp = 1
ρ
3i−4
2
i
∑
K,L,S,gi
p
jp
KLSgi
(ρi) Y
jp,mp
(KLSgi)
(
−→
φ i). (4.162)
En utilisant l’orthogonalite´ des fonctions Y
jp,mp
(KLSgi)
et la relation (4.97), on montre que
l’e´quation (4.161) est e´quivalente au syste`me d’e´quations diﬀe´rentielles suivant,[
Ep +
~2
2µ
( d2
dρ2i
− K(K + 3i− 5) +
(3i−4)(3i−6)
4
ρ22
)]
p
jp
KLSgi
(ρi) +
∑
K ′L′S′g′i
〈(KLSgi)jp,mp |
∑
jk
Vjk|(K ′L′S ′g′i)jp,mp〉(ρi) pjpK ′L′S′g′i(ρi) = 0, (4.163)
ou` nous avons pose´,
〈(KLSgi)jp,mp|Vjk|(K ′L′S ′g′i)jp,mp〉(ρi) =∫
dφ3i−4i Y
∗ jp,mp
(KLSgi)
(
−→
φ i) Vjk(ρi,
−→
φ i) Y
jp,mp
(K ′L′S′g′i)
(
−→
φ i). (4.164)
Le calcul des e´le´ments de matrice (4.164) se fait a` l’aide des coeﬃcients de Raynal-Revai
aﬁn d’e´viter le calcul d’inte´grales a` 3i−4 dimensions (voir par exemple [63]). La re´solution
du syste`me d’e´quations (4.163) avec comme condition asymptotique,
p
jp
KLSgi
(ρi) ∼ e−κρi , pour ρi →∞, (4.165)
ou` κ =
√−2µEp/~2, fournit un ensemble de solutions discre`tes correspondant aux e´tats
lie´s du syste`me (en supposant que le projectile n’admet pas de sous-syste`me lie´ dans la
re´gion asymptotique, ou qu’il s’agit d’un noyau de type brunnien). Dans ce qui suit, nous
supposerons que le syste`me d’e´quations (4.163) admet au moins un e´tat lie´ et noterons ces
e´tats,
|pjp,mpi 〉 =
∑
KLSgi
|pjpKLSgi〉 |K,L, S, gi〉jp,mp, (4.166)
ou`, en repre´sentation hypersphe´rique, nous avons,
〈ρi|pjpKLSgi〉 =
1
ρ
3i−4
2
i
p
jp
KLSgi
(ρi), (4.167a)
〈−→φ i|K,L, S, gi〉jp,mp = Y jp,mp(KLSgi)(
−→
φ i). (4.167b)
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4.2.2.5 Construction de la base a` deux fragments
Nous nous inte´ressons dans cette section a` la construction d’une base a` deux fragments
prenant en compte explicitement la structure interne de la cible et du projectile. Nous
conside´rons la partition de masse i (cf. partie (4.1.1)). Un e´tat de l’espace P˜i peut alors
s’e´crire,
|tjtA−i ⊗Yc¯ r〉J,M ≡ |tjtA−i ⊗ (li pjpi )j , r〉J,M , (4.168)
ou` nous reprenons les notations introduites dans la section (2.3) a` ce de´tail pre`s que l’on
ajoute l’indice i au moment angulaire relatif cible-projectile. A partir de ces e´tats, nous
pouvons construire les e´tats comple`tement antisyme´triques,
|tjtA−i, (li pjpi )j, r〉J,M = A
(
|tjtA−i ⊗ (li pjp)j , r〉J,M
)
, (4.169)
ou` A est un antisyme´triseur comme de´ﬁni en (4.15). Enﬁn, en utilisant le projecteur (4.32),
nous de´ﬁnissons les e´tats suivants,
|tjtA−i, ip (li pjpi )j , r〉J,M ≡ |tjtA−i, ip Yc¯ r〉J,M , (4.170)
qui appartiennent a` l’espace Pi. Inte´ressons-nous alors aux e´tats du projectile. En utilisant
les re´sultats des deux sections pre´ce´dentes, nous pouvons e´crire, en recouplant de manie`re
ade´quate,
|(li pjpi )j,m〉 =
∑
Ki−1,Li−1,Si−1,Li,gi
[K]i−1,Li−2,li−1,[S],[T ]
CLi−1,Si−1,Ti−1[K]i,[S],[T ],gi (−1)j+Si−1+Li Lˆi jˆp
{
li Li−1 Li
Si−1 j jp
}
|pjpKi−1,Li−1,Si−1,gi〉
∣∣∣([K]Li−1i li)Li, [S]Si−1〉j,m |[T ]Ti−1,Tz〉, (4.171)
ou` les diverses constantes et notations ont e´te´ de´ﬁnies dans les sections pre´ce´dentes. Dans
cette dernie`re expression, la partie hyper-sphe´rique a` i particules (et angulaire relative)
peut s’e´crire en inte´grant sur l’hyper-rayon,
|pjpKi−1,Li−1,Si−1,gi〉
∣∣∣([K]Li−1i li)Li,Mi〉 =∫
dρi ρ
3i−4
2
i p
jp
Ki−1,Li−1,Si−1,gi
(ρi)
(
|[K]Li−1i , ρi〉 × |li〉
)Li,Mi
. (4.172)
Dans (4.172), |[K]Li−1i , ρi〉 repre´sente un e´le´ment de la base hyper-sphe´rique comme de´ﬁnie
en (4.107), et |li〉 est une simple harmonique sphe´rique. Par la suite, nous noterons,(
|[K]Li−1i , ρi〉 × |li〉
)Li,Mi ≡ ∣∣∣([K]Li−1i li)Li,Mi, ρi〉. (4.173)
Aﬁn de pouvoir calculer les e´le´ments de matrice de l’interaction entre les nucle´ons de la
cible et ceux du projectile, nous voulons passer de la repre´sentation a` deux corps (4.168) a`
une repre´sentation hyper-sphe´rique a` i + 1 corps (incluant la cible) de manie`re a` pouvoir
eﬀectuer une rotation cine´matique et ainsi simpliﬁer ce calcul. Une repre´sentation «mixte »
possible de l’espace P˜i peut s’e´crire (en omettant les e´tats intrinse`ques de la cible),
|−→ρ i,−→r 〉 ≡ |(−→φ i, ρi) , (Ωi, r)〉, (4.174)
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ou` |−→ρ i〉 est un e´le´ment de la repre´sentation hyper-sphe´rique intrinse`que a` i particules
(cf. notation introduite dans la section (4.2.2.1)) engendrant l’espace dans lequel sont
e´value´s les e´tats intrinse`ques du projectile, et −→r est la coordonne´e relative cible-projectile.
Dans (4.174), nous notons
−→
φ i l’ensemble des i− 2 hyper-angles et des 2i− 2 angles de la
repre´sentation hyper-sphe´rique a` i particules,
−→
φ i ≡ {φ2, φ3, · · · , φi−1,Ω1,Ω2, · · · ,Ωi−1}, (4.175)
et ρi l’hyper-rayon. r et Ωi correspondent pour leur part au module et a` la partie angulaire
du vecteur −→r respectivement. Nous voulons donc passer de la repre´sentation (4.174) a` la
repre´sentation suivante,
|−→ρ i+1〉 ≡ |−→φ i+1, ρi+1〉, (4.176)
ou`,
−→
φ i+1 ≡ {φ2, φ3, · · · , φi−1, φi,Ω1,Ω2, · · · ,Ωi−1,Ωi} ≡ {−→φ i, φi,Ωi}, (4.177)
et ou` ρi+1 correspond a` l’hyper-rayon du syste`me de i+1 particules. En primant les variables
angulaires et hyper-angulaires a` i particules, on peut montrer, en utilisant les proprie´te´s
de la distribution de Dirac, que l’on a,
〈−→ρ i,−→r |−→ρ i+1〉 = 1
Ji+1
δ(
−→
φ i −−→φ ′i) δ(Ωi − Ω′i)
δ
(
ρi+1 − ρi
cos(φi)
)
δ
(
φi − arctan(α r
ρi
)
)
, (4.178)
ou` Ji+1 est le jacobien de la transformation curviligne (4.80),
Ji+1 = ρ
3i−1
i+1
i∏
k=2
cos3k−4(φk) sin2(φk), (4.179)
et ou` nous avons pose´,
α =
√
µtp
µ
, (4.180)
avec µtp la masse re´duite cible-projectile et µ la masse re´duite globale (de´ﬁnie en (4.72a)).
Nous voulons maintenant passer d’une repre´sentation a` l’autre en termes d’ondes partielles.
A l’aide de (4.178), on montre que l’on peut e´crire,∣∣∣([K]Li−1i li)Li,Mi, ρi, r〉 =∑
Ki
F †Ki−1,li,Ki(φ¯i)
∣∣∣[K]Li,Mii+1 , ρ¯i+1〉, (4.181)
ou` les fonctions FKi−1,li,Ki ont e´te´ de´ﬁnies en (4.103) et ou`,
φ¯i = arctan(
α r
ρi
), (4.182a)
ρ¯i+1 =
√
ρ2i + (α r)
2. (4.182b)
La ﬁgure (4.8) illustre la transformation (4.181) pour i = 3.
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|t〉
x1 , l1
x2 , l2
r , l3
|[K]L23 , ρ3〉
φ2
x3 , l3
|[K]L34 , ρ4〉
φ3
Fig. 4.8 – A gauche : est illustre´ sche´matiquement un e´le´ment de la base a` deux fragments
pour une cible t constitue´e de A−3 particules et un projectile constitue´ de 3 particules. x1
et x2 repre´sentent les modules des vecteurs de Jacobi (de´finis en (4.80)), l1 et l2 sont les
moments angulaires de ces variables et φ2 est l’hyper-angle reliant x1 et x2 a` l’hyper-rayon
ρ3. Les e´le´ments |[K]L23 , ρ3〉 de la base d’ondes partielles dans laquelle sont de´veloppe´s les
e´tats du projectile sont de´finis comme en (4.166). Enfin, r est le module de la position
relative −→r des deux fragments, et l3 le moment angulaire relatif cible-projectile. Une fois
re´solu le proble`me a` trois corps intrinse`que du projectile, le proble`me total se re´sume a` un
proble`me a` deux corps. A droite : la cible est conside´re´e comme une particule ponctuelle
(bien que posse´dant une structure interne). Il s’agit donc d’un proble`me a` quatre corps
de´veloppe´ dans un syste`me de coordonne´es hyper-sphe´riques approprie´. En nume´rotant les
particules constituant le projectile de 1 a` 3, les coordonne´es hyper-sphe´riques a` quatre parti-
cules sont obtenues en ajoutant la quatrie`me particule (la cible) suivant le sche´ma re´cursif
pre´sente´ a` la fin de la section (4.2.2.1). Le passage de la repre´sentation sche´matise´e a`
gauche a` celle sche´matise´e a` droite se traduit par la substitution des variables ρ3 et r par
les variables ρ4 et φ3.
Enﬁn, nous re´sumons ici en e´crivant entie`rement la transformation de´rive´e ci-dessus,
|(li pjpi )j,m, r〉 =∑
cf eq. (4.171)
Ki
∫
dρi ρ
3i−4
2
i CLi−1,Si−1,Ti−1[K]i,[S],[T ],gi (−1)j+Si−1+Li Lˆi jˆp
{
li Li−1 Li
Si−1 j jp
}
F †Ki−1,li,Ki(φ¯i)
p
jp
Ki−1,Li−1,Si−1,gi
(ρi)
∣∣∣([K]Lii+1, [S]Si−1)j,m, [T ]Ti−1,Tz , ρ¯i+1〉. (4.183)
Remarquons pour ﬁnir que le de´veloppement (4.181) sur les fonctions FKi−1liKi est the´orique-
ment inﬁni. Cependant, le de´veloppement d’une interaction (ou d’un e´tat conﬁne´ a` une
re´gion localise´e de l’espace) dans cette base ne doit en principe reque´rir qu’un nombre
limite´ de moments grand-orbitaux Ki.
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4.2.3 Les e´quations homoge`nes dans la base a` deux fragments
Nous nous inte´ressons dans cette section au syste`me d’e´quations (4.50). La re´solution
de ces e´quations inhomoge`nes ne´cessite celle des e´quations homoge`nes correspondantes.
Aussi oublierons-nous ici les sources constituant le membre de droite des e´quations (4.50).
Aﬁn d’eˆtre plus pre´cis, nous modiﬁons le´ge´rement la notation introduite en (2.84) pour
la de´ﬁnition des canaux en ajoutant un indice correspondant au nombre de particules
constituant le projectile. Par exemple, pour la partition de masse f , nous noterons,
cf ≡ {tjtA−f , lf , pjpf , j} (4.184a)
c¯f ≡ {lf , pjpf , j}. (4.184b)
Les e´tats a` deux fragments appartenant a` l’espace Pf sont alors,
|tjtA−f , fp Yc¯f r〉J,M ≡ |tjtA−f , fp (lf pjpf )j r〉J,M , (4.185)
dont la construction a e´te´ donne´e dans la section pre´ce´dente. Enﬁn, nous limiterons l’espace
Pf a` une structure a` deux fragments,
Pf ≃
∑
cf ,J,M
∫
dr r2 |tjtA−f , fp Yc¯f r〉J,M〈tjtA−f , r Yc¯f fp|, (4.186)
ce qui constitue une approximation raisonable si l’on suppose que le projectile est « pre´-
forme´ » dans la re´gion d’interaction. Les e´quations avec une seule particule dans un e´tat
de diﬀusion ayant e´te´ de´veloppe´es en de´tail dans le chapitre pre´ce´dent, nous conside´rerons
le cas ou` f ≥ 2.
Ecrivons donc les e´quations homoge`nes projete´es sur l’espace Pf ,
Pf(E −H)Pf |ψf 〉i = 0. (4.187)
En substituant l’hamiltonien intrinse`que H par l’hamiltonien total H auquel l’on soustrait
celui du centre de masse, puis en utlisant le relation (2.167c), il vient,
Pf(E −H00 −H22 + P
2
cm
2Am
)Pf |ψf〉 = 0. (4.188)
En multipliant (4.188) a` gauche par J,M 〈tjtA−f , r Yc¯f fp| et en utilisant l’expression (4.37)
du projecteur Pf , nous obtenons,∑
c′f
∫
dr′ r′ 〈tjtA−f , r Yc¯f fp|E −H00 −H22 +
P 2cm
2Am
|t′j′tA−f , fp Yc¯′f r′〉J,M ψ
J,M
c′
f
(r′) = 0,(4.189)
ou` nous avons pose´,
J,M〈t′j′tA−f , r′ Yc¯′f fp|ψf〉 =
1
r′
ψJ,Mcf (r
′). (4.190)
L’hamiltonien H00 n’agit que sur les e´tats lie´s constituant les e´tats de la cible |t〉. En
utilisant la meˆme argumentation que dans la section (2.4.4.3), nous en de´duisons que cet
ope´rateur s’e´crit, en premie`re quantiﬁcation, de la manie`re suivante,
H00 =
A−f∑
k=1
t(k) +
A−f∑
1=k<j
V (kj), (4.191)
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ou` les particules nume´rote´es de 1 a` A− f sont suppose´es eˆtre dans un e´tat lie´. De meˆme
qu’en (2.181), nous scindons H00 de la manie`re suivante,
H00 = HtA−f +
P 2t
2(A− f)m, (4.192)
ou` HtA−f repre´sente l’hamiltonien intrinse`que d’un syste`me de A − f particules dans un
e´tat lie´, et ou` le deuxie`me terme du membre de droite correspond a` l’hamiltonien du centre
de masse de ce syste`me (m e´tant la masse d’un nucle´on). Nous choisissons alors les e´tats
|t〉 de la cible de manie`re a` ce qu’ils satisfassent a`,
(Et −HtA−f )|tjtmt〉 = 0. (4.193)
Nous nous inte´ressons maintenant a` l’hamiltonien partiel H22 qui, selon (2.265c), s’e´crit,
H22 = T11 + V11 + V22. (4.194)
D’apre`s (2.263d) et (2.264i), nous avons,
T11 + V22 =
∑
k∈C
t(k) +
∑
k<j
k∈C,j∈C
Vjk (4.195a)
=
P 2
p
2fm
+Hp, (4.195b)
ou`, dans (4.195a), nous avons spe´ciﬁe´ par ∈ C que ces ope´rateurs n’agissent que sur les
particules se trouvant dans un e´tat de diﬀusion. Dans (4.195b), nous avons scinde´ l’hamil-
tonien partiel en un hamiltonien intrinse`que au groupe de particules se trouvant dans un
e´tat de diﬀusion, et l’ope´rateur e´nergie cine´tique du centre de masse de ce meˆme groupe
de particules. L’hamiltonien intrinse`que Hp prend alors la forme suivante,
Hp = − ~
2
2µ
∇2int +
∑
j<k
(j∈C,k∈C)
Vjk, (4.196)
ou` ∇2int est la partie intrinse`que de l’ope´rateur laplacien, de´ﬁnie en (4.83), pour le sous
syste`me de f particules. Enﬁn, nous choisissons les e´tats intrinse`ques |p〉 du projectile de
manie`re a` ce qu’ils satisfassent a`,
(Ep −Hp)|pjpmpf 〉 = 0, (4.197)
e´quation qui a e´te´ de´veloppe´e dans la section (4.2.2.4). En utilisant les re´sultats pre´ce´dents,
nous pouvons e´crire le noyau de l’e´quation inte´grodiﬀe´rentielle (4.189) sous la forme sui-
vante,
〈tjtA−f , r Yc¯f fp|E − Et −Ep − V11 +
P 2cm
2Am
− P
2
t
2(A− f)m −
P 2
p
2fm
|t′j′tA−f , fp Yc¯′f r′〉J,M.(4.198)
En remarquant que l’on a,
P 2cm
2Am
− P
2
t
2(A− f)m −
P 2
p
2fm
= − q
2
C
2µtp
, (4.199)
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ou` −→q C repre´sente la variable conjugue´e de la position relative cible-projectile, et µtp est la
masse re´duite correspondante, a` savoir,
µtp =
f (A− f)
A
m, (4.200)
nous pouvons e´crire (4.198),
〈tjtA−f , r Yc¯f fp|E −Et − Ep −
q2C
2µtp
|t′j′tA−f , fp Yc¯′f r′〉J,M
= −δcf ,c′f
1
jˆ
〈r Yc¯f || fp
(
Tˆ
)
fp ||Yc¯′f r′〉, (4.201)
ou` nous avons pose´,
Tˆ =
q2C
2µtp
− (E − Et −Ep). (4.202)
Nous regardons maintenant en de´tails l’ope´rateur V11. Dans l’annexe (6.4) sont de´rive´s les
e´le´ments de matrice de cet ope´rateur dans une base comprenant une seule particule dans
un e´tat de diﬀusion. Il n’est pas diﬃcile de montrer que le calcul des e´le´ments de matrice de
cet ope´rateur dans une base a` A corps contenant un nombre arbitraire de particules dans
le continuum se fait de manie`re analogue. Une diﬀe´rence apparaˆıt ne´anmoins, que nous
re´sumons ainsi : dans l’annexe (6.4) il est montre´ que la matrice de couplage des e´quations
homoge`nes peut s’e´crire comme les e´le´ments de matrice d’un ope´rateur non-local a` un corps,
note´ JV
tjt ,t′jt′
, dans la base partielle a` une particule {|Yc¯, pc¯, r〉} (cf. e´quation (6.89)). La
de´rivation des e´le´ments de matrice de l’ope´rateur V11 dans la base engendre´e par les e´tats
(4.185) me`ne quant a` elle a`,
〈tjtA−f , r Yc¯f fp|V11|t′j
′
t
A−f ,
fp Yc¯′
f
r′〉J,M = 〈r Yc¯f || fp
(∑
k∈C
JV
tjt ,t′j
′
t
(k)
)
fp ||Yc¯′
f
r′〉, (4.203)
ou` nous spe´ciﬁons par k ∈ C que la sommation porte sur les f particules occupant un
e´tat de diﬀusion et composant les « sous-e´tats » {|fp Yc¯f r〉}. Dans (4.203), l’ope´rateur a`
un corps JV
tjt ,t′j
′
t
(k) agit sur la particule nume´rote´e k et admet la repre´sentation radiale
(6.99a), a` ceci pre`s que la coordonne´e relative est celle se´parant un nucle´on du projectile
(la particule no k) du centre de masse de la cible. Notons que la coordonne´e radiale r, dans
(4.203), correspond a` la distance se´parant les centres de masse des deux fragments, et non a`
celle se´parant le centre de masse de la cible avec l’un des nucle´ons composant le projectile.
D’ou` l’inte´reˆt de la de´composition (4.183) pour le calcul de ces e´le´ments de matrice. La
ﬁgure (4.9) illustre sche´matiquement les diﬀe´rentes interactions inter-nucle´on et nucle´on-
cible pour la partition de masse 3. La de´rivation des e´le´ments de matrice (4.203) dans le
cas ge´ne´ral implique une notation tre`s encombrante. C’est pourquoi nous ne donnons, en
annexe (6.12), qu’un exemple de calcul dans le cas ou` seulement 2 particules composent
le projectile. Enﬁn, nous pouvons re´sumer les re´sultats pre´ce´dents en e´crivant le syste`me
d’e´quations inte´gro-diﬀe´rentielles sous la forme suivante,∑
c′f
∫
dr′ r′ 〈r Yc¯f || fp
(
δcf ,c′f
1
jˆ
Tˆ +
∑
k∈C
JV
tjt ,t′j
′
t
(k)
)
fp ||Yc¯′
f
r′〉 ψJ,Mc′
f
(r′) = 0. (4.204)
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(1)
(3)
(2)
V(1)
V(2)
V(3)
(1)
(2)
(3)
V23
V13
V12
t t
Fig. 4.9 – Illustration sche´matique : la cible t et les trois nucle´ons (nume´rote´s de 1 a`
3) composant le projectile. A gauche est illustre´ l’interaction mutuelle Vij des nucle´ons
composant le projectile. A droite est illustre´ l’interaction V(k) de chaque nucle´on avec la
structure de la cible. L’interaction V est une interaction nucle´on-nucle´on, tandis que V
prend en compte l’interaction d’un nucle´on du projectile avec tous les nucle´ons de la cible,
ces derniers e´tant corre´le´s par les me´langes de configurations. Cette interaction admet donc
un caracte`re non-local, duˆ au principe de Pauli.
En supposant que, dans le canal entrant, le syste`me est dans la partition de masse i, c’est
a` dire dans l’e´tat,
|tjtmtA−i ⊗ pjpmpi ⊗−→q 〉, (4.205)
nous pouvons de´ﬁnir la solution radiale matricielle ψJcf ,ci(r) par la relation,
ψJ,Mc′
f
(r′) =
∑
ci
ψJc′
f
,ci
(r′) ΞJ,Mci (mtA−i , mpi,Ωq), (4.206)
et admettant la forme asymptotique suivante,
ψJcf ,ci(r) ∼
√
(A− f)! f !
A!
eiσlf
2kf
[
H−cf (r) δci,cf +H
+
cf
SJcf ,ci
]
, (4.207)
ou` nous avons pose´,
kf =
√
2µtp(E − Et − Ep)
~2
. (4.208)
La me´thode de projection des e´quations sur le continuum individuel multiple est donne´e
dans l’annexe (6.11) dans le cas ou` deux nucle´ons composent le projectile. La ge´ne´ralisation
a` un nombre plus e´leve´ de particules dans le continuum se fait de manie`re analogue.
Le calcul des termes sources dans le syste`me d’e´quations (4.50) doit se faire au cas par cas.
Nous en donnons un exemple dans l’annexe (6.12).
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4.2.4 Remarques sur les autres formes d’aymptotiques
Nous avons, dans la section (4.2.1), de´rive´ les e´quations du mode`le en couches avec cou-
plage d’un nombre arbitraire de particules aux e´tats du continuum dans une base ge´ne´rale
que nous notions symboliquement |t, {ρi}〉 pour i particules dans le continuum. Nous avons
alors restreint cette base a` des e´tats a` deux fragments, l’ensemble des « coordonne´es » {ρi}
se limitant aux e´tats lie´s du projectile ainsi que la coordonne´e relative cible-projectile.
Nous voulons ici apporter quelques remarques sur la forme des e´quations dans une base ou`
l’identite´ (4.34) est ve´riﬁe´e, et ce dans le cas particulier ou`, dans la re´gion d’interaction,
les particules peuplant les e´tats du continuum ne sont pas « agglome´re´es » sous la forme
d’un cluster.
Nous avons construit, dans le section (4.2.2.5), une base hyper-angulaire, de spin et d’isos-
pin antisyme´trique. Pour un syste`me de f particules, les e´tats de cette base sont des
combinaisons line´aires d’e´tats du type (cf. eq. (4.183)),
|
(
[K]
Lf−1
f , [S]
Sf−1
)j,m
, [T ]Tf−1〉. (4.209)
A partir de ces derniers e´tats de base, nous pouvons, suivant le sche´ma re´cursif pre´sente´ a`
la ﬁn de la section (4.2.2.1), et en recouplant de manie`re ade´quate, construire une base a`
f + 1 particules de la manie`re suivante,∣∣∣[([K]Lf−1f × [S]Sf−1)j,m, lf Kf]J,M , [T ]Tf−1, ρf+1〉 =
∑
Lf
(−1)j+3Sf−1+2J+lf+Lf jˆ Lˆf
{
Sf−1 Lf−1 j
lf J Lf
}
[
| [K]Lff+1, ρf+1〉 × | [S]Sf−1〉
]J,M
| [T ]Tf−1〉, (4.210)
ou`, dans le terme de droite, la partie hyper-angulaire admet la repre´sentation suivante,〈−→ρ f+1∣∣∣[K]Lff+1, ρ′f+1〉 ≡ 〈−→ρ f+1∣∣∣([K]Lf−1f × lf)Kf , ρ′f+1〉Lf ,Mf
=
1
ρ3f−1
δ(ρf+1 − ρ′f+1)
(
Y
Lf−1
[K]f
(
−→
Φ f )× Ylf (Ωf )
)Lf ,Mf
FKf−1,lf ,Kf (Φf ).(4.211)
Dans nos conventions, la particule nume´rote´e f +1 correspond a` la cible. Les e´tats (4.210)
nous permettent alors de construire une base hypersphe´rique a` f + 1 particules et anti-
syme´trique seulement pour le sous-syste`me compose´ des particules 1, 2, · · · , f . Nous note-
rons ces e´tats |Yc¯f , ρf+1〉 ou` c¯f repre´sente l’ensemble des nombres quantiques ne´ce´ssaires
pour les de´ﬁnir de manie`re unique. Pour alle´ger les e´quations nous noterons dans ce qui
suit ρ l’hyper-rayon du syste`me de f +1 particules. Nous poursuivons en construisant une
base incluant les degre´s de liberte´s intrinse`ques a` la cible,
|Ycf , ρ〉J,M ≡ A
([
|tjtA−f〉 × |Yc¯f , ρ〉
]J,M)
, (4.212)
ou` A est un ope´rateur qui ache`ve l’antisyme´trisation sur l’ensemble des A particules. Enﬁn,
nous pouvons de´ﬁnir les e´tats de base projete´s sur le continuum individuel multiple,
|tjtA−f , fpYc¯f , ρ〉J,M . (4.213)
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Enﬁn, les e´quations homoge`nes ve´riﬁe´es par la fonction d’onde totale du syste`me (analogues
des e´quations (4.189)) peuvent s’e´crire,
∑
c′f
∫
dρ′ ρ′3f−1 〈tjtf , ρ Yc¯f fp |E −H|t′j
′
t
f ,
fpYc¯′
f
ρ′〉J,M
Ψc′f (ρ
′)
ρ′
3f−1
2
= 0, (4.214)
ou` nous avons pose´,
Ψc′
f
(ρ′)
ρ′
3f−1
2
= J,M〈tjtf , ρ′ Yc¯f fp |Ψ〉+. (4.215)
Dans (4.214), l’ope´rateur E − H peut, en suivant la meˆme proce´dure que dans le section
(4.2.3), se mettre sous la forme suivante,
E − Et + P
2
CM
2Am
−
∑
k∈C
t(k)− P
2
T
2(A− f)m −
∑
k∈C
JV
tjt ,t′j
′
t
(k)−
∑
k<j
k∈C,j∈C
Vjk. (4.216)
En remarquant que l’on a,∑
k∈C
t(k) +
P 2T
2(A− f)m = −
∑
k∈C
~2
2m
∇2rk −
~2
2(A− f)m∇
2
rt (4.217a)
= − ~
2
2µ
∇2int +
P 2CM
2Am
, (4.217b)
ou` l’ope´rateur ∇2int a e´te´ de´ﬁni en (4.83), et en de´ﬁnissant,∑
k<j
k∈C,j∈C
〈Ycf , ρ|Vjk|Yc′f , ρ′〉J,M =
δ(ρ− ρ′)
(ρρ′)
3f−1
2
1Vcf ,c′f (ρ), (4.218)
ainsi que,
〈Ycf , ρ|V22|Yc′f , ρ′〉J,M =
∑
k∈C
〈Yc¯f , ρ||JVtjt ,t′j′t (k)||Yc¯′f , ρ′〉 =
1
(ρρ′)
3f−1
2
2Vcf ,c′f (ρ, ρ
′), (4.219)
les e´quations non projete´es peuvent se´crire,
− ~
2
2µ
(
∂2ρ + k
2 − K(K + 3f − 1) +
(3f−1)(3f−3)
4
ρ2
)
Ψcf (ρ) +
∑
c′
f
1Vcf ,c′f (ρ) Ψc′f (ρ)
+
∑
c′
f
∫
dρ′ 2Vcf ,c′f (ρ, ρ
′) Ψc′f (ρ
′) = 0, (4.220)
ou` nous avons pose´,
k =
√
2µ(E − Et)
~2
. (4.221)
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La fonction d’onde Ψcf ,c′f du syste`me est donc de´veloppe´e dans un syste`me de coor-
donne´es approprie´ pour le cas ou` il n’y a pas de distinction entre les diﬀe´rents canaux
de de´croissance. Par exemple, dans le cas ou` trois nucle´ons occupent les e´tats du conti-
nuum, il se peut que ces trois particules de´croissent de manie`re de´mocratique, menant ainsi
a` un proble`me asymptotique a` quatre corps (cible comprise), ou bien que deux d’entre elles
se lient menant a` un proble`me a` trois corps asymptotique, ou enﬁn que ces trois particules
forment un cluster menant a` un proble`me asymptotique a` deux corps. Le lien entre re´gion
hyper-sphe´rique (la` ou` les possibles canaux de de´croissance ne sont pas encore diﬀe´rencie´s),
et la re´gion de Jacobi (de´ﬁnissant la re´gion asymptotique) s’eﬀectue en ge´ne´ral par trans-
formation adiabatique de la base hyper-sphe´rique [64] de manie`re a` ne conserver qu’une
seule variable de propagation de l’e´quation de Schro¨dinger.
Chapitre 5
Conclusion et perspectives
Nous avons de´veloppe´ le formalisme du mode`le en couches avec couplage aux e´tats du
continuum avec inte´raction nucle´on-nucle´on de porte´e ﬁnie. Nous avons ensuite ge´ne´ralise´
le formalisme de manie`re a` prendre en compte le couplage d’un nombre arbitraire de par-
ticules aux e´tats du continuum.
Duˆ au principe d’exclusion de Pauli et a` la porte´e ﬁnie de l’interaction utilise´e, les e´quations
de canaux couple´s de´crivant la diﬀusion d’un nucle´on sur une cible de structure complexe
admettent un noyau non-local. La dimension de l’espace de Fock augmentant de fac¸on
prohibitive avec le nombre de couches de l’espace de valence, nous avons construit la cible
a` partir d’un coeur de couches ferme´es ainsi que quelques orbitales additionnelles sur les-
quelles les nucle´ons de valence se distribuent. Le potentiel cible-projectile se divise alors
en deux parties : une contribution duˆe au coeur et admettant la meˆme forme que le po-
tentiel Hartree-Fock, et une contribution duˆe aux me´langes de conﬁgurations de l’espace
de valence. Nous avons alors vu que, le coeur e´tant inerte, seul l’espace de valence est de
contribution non nulle a` la source des e´quations inhomoge`nes de canaux couple´s simulant
la perte d’un nucle´on du syste`me total par e´mission spontane´e.
Le grand progre`s dans cette approche, en comparaison au mode`le pre´ce´dent [22, 24], l’uti-
lisation de la meˆme interaction nucle´on-nucle´on pour le champ moyen et pour le couplage
aux e´tats du continuum. Cependant, le fait de tronquer la base individuelle, ainsi que la
base de Fock, nous a contraint a` utiliser une interaction eﬀective diﬀe´rente pour le calcul
des me´langes de conﬁgurations. Nous comprenons mieux cette se´paration en analysant le
passage d’un cas « extreˆme » a` l’autre. Dans le cas extreˆme ou` l’espace de Fock se limite
a` la seule conﬁguration ou` tous les e´tats individuels de plus basse e´nergie sont occupe´s
(aucun me´lange de conﬁgurations), le potentiel cible-projectile correspond exactement au
potentiel Hartree-Fock pour un e´tat inoccupe´ situe´ dans le continuum ; il n’y a donc pas
de re´action (re´arrangement) et le mode`le se re´sume a` un simple proble`me de diﬀusion d’un
nucle´on par un potentiel. De plus, le terme source e´tant inexistant, le syste`me total cible-
projectile, suppose´ dans un e´tat initial lie´, ne peut pas de´croˆıtre spontane´ment (il est dans
un e´tat « e´ternel » ). Dans le cas extreˆme oppose´ ou` tous les me´langes de conﬁgurations
sont pris en compte, toutes les orbitales lie´es issues du champ moyen couplent aux e´tats
du continuum individuel. Toutes les conﬁgurations d’occupation contribuent au poten-
tiel cible-projectile. La partie structure suppose alors un calcul de mode`le en couches sans
coeur [65, 66, 67, 68, 69, 70] mene´ a` bien avec une interaction nucle´on-nucle´on plus re´aliste.
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Nous avons donc pose´ les bases ne´cessaires a` un calcul ab-initio, le but e´tant de de´river le
champ moyen, les me´langes de conﬁgurations et le couplage aux e´tats du continuum a` par-
tir de la seule interaction nucle´on-nucle´on dans le vide (comme par exemple l’interaction
V18 [71]).
Nous avons montre´, par quelques applications nume´riques sur l’exemple du spectre de 17F
ainsi que sur les de´phasages de diﬀusion 16O(p, p)16O la faisabilite´ de cette approche utili-
sant une interaction eﬀective de porte´e ﬁnie ainsi que des me´langes de conﬁgurations dans
un espace de valence contenant un coeur. Les re´sultats obtenus sont en accord qualitatif
avec les donne´es expe´rimentales. Le formalisme est comple`tement ge´ne´ral et permet une
formulation du mode`le en couches sans coeur avec couplage aux e´tats du continuum.
Le couplage d’une seule particule aux e´tats du continuum oﬀre la possibilite´ d’une descrip-
tion microscopique satisfaisante des noyaux faiblement lie´s dont le premier seuil correspond
a` l’e´mission d’un nucle´on. Cependant, nous savons qu’il s’agit la` d’un bien e´troit aperc¸u
de la carte des noyaux. Les noyaux de type Borrome´ens sont un exemple type de syste`mes
faiblement lie´s ou` trois sous-syste`mes non lie´s sont corre´le´s entre eux pour former un en-
semble lie´. On comprend de`s lors l’importance de la ge´ne´ralisation du formalisme prenant
en compte le couplage d’un nombre arbitraire de particules aux e´tats du continuum indi-
viduel. En eﬀet, meˆme si deux particules du syste`me peuplent les e´tats du continuum, la
correlation re´siduelle qui les lie peut avoir comme conse´quence de lier le syste`me total. La
proche pre´sence du continuum peut alors modiﬁer la structure du sous-syste`me lie´ de fac¸on
non-ne´gligeable, et a pour eﬀet la structure en halo ge´ne´ralement observe´e. Cependant, la
ge´ne´ralisation du formalisme suppose de faire le lien avec les conditions asymptotiques
physiques correspondant au canal de de´croissance e´tudie´. Par exemple, dans les proces-
sus de capture radiative (α, deuton ou autre), les particules composant le cluster e´mis
(ou capture´) doivent eˆtre corre´le´s par l’interaction nucle´on-nucle´on de base. De meˆme, les
correlations entre nucle´ons dans l’e´tude des processus se´quentiels tels que la radioactivite´
deux protons [28] ne´cessitent l’utilisation d’une interaction de porte´e ﬁnie.
Nous avons alors, dans le chapitre 4, ge´ne´ralise´ le formalisme en prenant en compte le
couplage d’un nombre arbitraire de particules aux e´tats du continuum dans le cadre des
canaux de de´croissance a` deux fragments. Ce choix d’asymptotique permet de de´crire les
me´canisme de couplage au continuum aux alentours de tous les seuils de de´croissance a`
deux corps (neutron, proton, deuton, triton, alpha · · · ). En particulier, ce formalisme per-
met d’e´tudier le me´canisme d’alignement d’une fonction d’onde pre`s du seuil d’e´mission de
particule avec la fonction d’onde du canal correspondant [25, 80]. Ce me´canisme d’aligne-
ment est une explication naturelle d’apparition des structures en clusters pre`s des seuils
d’e´mission de ceux-ci [81]. Par exemple, e´tats a` halo a` un neutron apparaissant pre`s du seuil
d’e´mission d’un neutron, ou phe´nome`ne de clusterisation alpha pre`s du seuil de de´croissance
alpha ...
La diﬃculte´ principale dans l’e´tude de ces me´canismes d’alignement par le mode`le en
couches avec couplage aux e´tats du continuum est purement technique et lie´e aux change-
ments de coordonne´es inhe´rents a` tout calcul prenant en compte la structure interne des
deux objets de la re´action. Nous avons alors propose´ une me´thode de calcul des e´le´ments
de matrice de l’interaction cible-projectile dans une base a` deux fragments qui a l’avantage
d’eˆtre facilement adaptable a` un proble`me prenant en compte une forme asymptotique
plus complexe. En eﬀet, les e´tats lie´s du projectile e´tant e´value´ dans un syste`me de coor-
donne´es de type Jacobi, nous pouvons aise´ment substituer, dans la base a` deux fragments,
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la fonction d’onde du projectile par une onde plane hyper-sphe´rique, par exemple, pour la
description des processus de de´croissance « de´mocratique ». En eﬀet, si le deuton corres-
pond a` un e´tat bien lie´, le di-proton correspond lui a` une re´sonance qui, apre`s e´mission,
peut de´croˆıtre, menant ainsi a` un proble`me asymptotique a` trois corps (en comptant le
noyau ﬁls).
Meˆme si les possibilite´s nume´riques actuelles ne nous permettent pas encore une e´tude
syste´matique, nous pouvons envisager, dans un futur proche, d’e´tudier les re´actions de
diﬀusion e´lastique, ine´lastique, de transfert, de knock-out, les phe´nome`nes d’alignement,
de halo, et ce dans un cadre uniﬁe´. Contrairement aux e´tudes pre´ce´dentes [22, 24, 28], ou`
une interaction de porte´e nulle e´tait utilise´e, nous sommes maintenant en mesure d’e´tudier
les corre´lations energe´tiques et spatio-temporelles entre les produits de de´croissance et de
re´action. L’e´tude de ces corre´lations dans un formalisme uniﬁe´ permettra alors de de´duire
les corre´lations internes aux noyaux instables.
Chapitre 6
Annexes
6.1 Me´thode de re´solution des e´quations Hartree-Fock
en repre´sentation coordonne´e
Nous e´crivons ici le type ge´ne´ral d’e´quation inte´gro-diﬀe´rentielle a` une dimension qui nous
inte´resse1,
u′′(r) +D(r)u(r) +
∫
dr′E(r, r′)u(r′) = 0, (6.1)
ou` u(r) est la fonction radiale inconnue, D(r) regroupe tous les termes de porte´e nulle
et E(r, r′) est la partie d’e´change. L’une des premie`res me´thodes introduite ...[72] pour
inte´grer nume´riquement ce type d’e´quation consistait a` re´soudre ite´rativement l’e´quation
suivante,
u′′n(r) +
(
D(r) + E˜n(r)
)
un(r) = 0, (6.2)
ou` E˜n(r) est un potentiel local e´quivalent de´ﬁni par,
E˜n(r) =
1
un−1(r)
∫
dr′E(r, r′)un−1(r′), E˜0(r) ≡ 0. (6.3)
On montre alors aise´ment que l’on a,
lim
n→∞un(r) = u(r). (6.4)
Le proble`me est alors que le potentiel e´quivalent E˜n(r) diverge a` chaque noeud de la fonc-
tion d’onde radiale un−1(r). Aux voisinage de chaque divergence, le potentiel e´tait alors
re´gularise´ par interpolation. Cette me´thode pre´sente les de´savantages d’eˆtre complique´e,
peu pre´cise et instable.
Nous adoptons donc la me´thode introduite dans ...[73] (voir aussi ...[74]), consistant a`
re´soudre ite´rativement l’e´quation suivante,
u′′n(r) +Gn(r)u
′
n(r) +
(
D(r) + Fn(r)
)
un(r) = 0, (6.5)
1Pour alle´ger les expressions, nous utilisons les notations prime´es pour symboliser les de´rivations par
rapport a` la variable radiale : u′(r) = (du/dr)(r), u′′(r) = (d2u/dr2)(r) ...
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ou` les termes Fn(r) et Gn(r) sont de´ﬁnis de la manie`re suivante,
Fn(r) =
1
Bn(r)
∫
dr′E(r, r′)
[
un−1(r)un−1(r′) + a2 u′n−1(r)u
′
n−1(r
′)
]
, F0(r) ≡ 0, (6.6a)
Gn(r) =
a2
Bn(r)
∫
dr′E(r, r′)
[
u′n−1(r)un−1(r
′)− un−1(r)u′n−1(r′)
]
, G0(r) ≡ 0, (6.6b)
ou` nous avons introduit,
Bn(r) =
(
un−1(r)
)2
+ a2
(
u′n−1(r)
)2
, (6.7)
et ou` a est une constante de la dimension d’une longueur. Comme en (6.4), nous montrons
facilement que les solutions un(r) convergent vers la solution de (6.1). L’avantage de cette
me´thode re´side dans le fait que la quantite´ Bn(r) n’admet aucun ze´ro. De plus, l’e´quation
(6.5) devient exacte ∀n pour un potentiel local (ie. E(r, r′) = δ(r − r′)E(r)).
La me´thode nume´rique utilise´e pour re´soudre les e´quations diﬀe´rentielles (6.5) est l’al-
gorithme du point interme´diaire avec extrapolation polynomiale (Burlisch-Stoer modified
midpoint method ...[75]). A chaque ite´ration Hartree-Fock, le potentiel est calcule´ sur une
grille radiale de points e´quidistants. Le calcul en n’importe quel point de l’axe radial est
alors eﬀectue´ par interpolation polynoˆmiale (splines interpolation ...[75]).
Avant convergence, l’e´quations (6.5) correspond a` un proble`me non-hermitique. Une solu-
tion de ces e´quations admet donc une petite partie imaginaire qui peut faire diverger la
proce´dure. D’ou` l’importance de projeter les solutions sur l’axe re´el apre`s chaque ite´ration,
meˆme s’il en re´sulte une fonction d’onde qui n’est pas exactement solution de (6.5) car, de
toute fac¸on, apre`s convergence la solution doit eˆtre re´elle pour un e´tat lie´. Pour les e´tats
de diﬀusion, cette non-hermiticite´ des e´quations ne pose pas de proble`me de convergence.
Le parameˆtre a est choisi, pour les e´tats lie´s, de l’ordre de la porte´e de l’interaction nucle´on-
nucle´on, i.e. ∼ 1 fm. Cependant, nous avons observe´ que, pour les e´tats de diﬀusion, la
meilleure stabilite´ nume´rique est obtenue avec une valeur de a ∼ 0.5 fm.
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6.2 Calcul des e´le´ments de matrice a` deux corps de
l’interaction nucle´on-nucle´on
6.2.1 Interaction de Brink-Boeker
Pour l’interaction eﬀective propose´e par Brink et Boecker ...[51], nous nous limitons au
calcul des e´le´ments de matrice a` deux corps de l’ope´rateur ge´ne´rique suivant,
V =
(
W +BP σ −HP τ −MP σP τ
)
e−r
2β2 . (6.8)
Dans cette expression, −→r de´signe la position relative entre les particules 1 et 2, repe´re´es
par les vecteurs position −→r 1 et −→r 2 respectivement,
−→r = −→r 1 −−→r 2. (6.9)
Les coordonne´es angulaires des particules 1 et 2 seront distingue´es par les notations Ω1
et Ω2 espectivement. Pour leur part, les ope´rateurs seront aﬀuble´s des notations (1) ou (2)
selon qu’ils agissent dans l’espace des e´tats de la particule 1 ou de la particule 2 respecti-
vement.
Le de´veloppement multipolaire de la gaussienne ...[1] nous permet de se´parer parties ra-
diales et angulaires de la manie`re suivante,
e−r
2β2 =
∑
L
(−1)L
Lˆ
VL(r1, r2)
(
YL(Ω1)× YL(Ω2)
)0,0
, (6.10)
ou` nous avons pose´,
VL(r1, r2) = 4pi Lˆ
2 iLe−β
2(r21+r
2
2) jL(−2iβ2r1 r2), (6.11a)(
YL(Ω1)× YL(Ω2)
)0,0
=
1
Lˆ
∑
m
(−1)L−m Y mL (Ω1)Y −mL (Ω2). (6.11b)
Dans (6.11a), jL de´signe la fonction de Bessel sphe´rique. Le de´composition (6.10) est bien
commode car permettant une de´rivation analytique des e´le´ments de matrice de la partie
angulaire. Nous conside´rerons donc a` partir de maintenant la gaussienne (6.10) en tant
qu’ope´rateur agissant dans l’espace angulaire des particules 1 et 2 et noterons simplement,
e−r
2β2 =
∑
L
(−1)L
Lˆ
VL(r1, r2)
(
YL(1)× YL(2)
)0,0
. (6.12)
L’ope´rateur P σ d’e´change de spin s’e´crit,
P σ =
1
2
(
1 +−→σ (1).−→σ (2)
)
, (6.13)
ou` −→σ de´signe la repre´sentation vectorielle des 3 matrices de Pauli. Ce dernier ope´rateur
est tensoriel d’ordre 1. En utilisant la relation entre produit scalaire et produit inte´rieur
...[31], nous pouvons e´crire,
P σ =
1
2
−
√
3
2
[
σ(1) × σ(2)
]0,0
. (6.14)
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En utilisant la relation suivante,(
YL(1) × YL(2)
)0,0(
σ(1)× σ(2)
)0,0
=
1√
3Lˆ
∑
θ
θˆ
[(
YL(1)× σ(1)
)θ
×
(
YL(2) × σ(2)
)θ]0,0
, (6.15)
ainsi que (6.12), l’interaction (6.8) prend alors la forme,
V =
∑
L
(−1)L
Lˆ
VL(r1, r2)
{(
W +
B
2
− P τ (H + M
2
)
)(
YL(1)× YL(2)
)0,0
− 1
2Lˆ
(B −MP τ )
∑
θ
θˆ
[(
YL(1) × σ(1)
)θ × (YL(2)× σ(2))θ
]0,0}
, (6.16)
que nous e´crivons sous la forme plus compacte suivante,
V =
∑
L
(−1)L
Lˆ
VL(r1, r2)
4∑
i=1
aiA
i
L I
i, (6.17)
ou` les constantes ai, les ope´rateurs angulaires et de spin A
i
L et les ope´rateur d’isospin I
i
sont donne´es par,
a1 =W +
B
2
, a2 = −H − M
2
, a3 = −B
2
, a4 =
M
2
(6.18a)
A1L = A
2
L =
(
YL(1) × YL(2)
)0,0
(6.18b)
A3L = A
4
L =
1
Lˆ
∑
θ
θˆ
[(
YL(1)× σ(1)
)θ × (YL(2) × σ(2))θ
]0,0
(6.18c)
I1 = I3 = 1 (6.18d)
I2 = I4 = P τ . (6.18e)
Nous calculons enﬁn les e´le´ments de matrice a` deux corps (de´ﬁnis comme en (2.30)),
V Jα¯β¯γ¯δ¯(r1, r2) = 〈 lαjατzα(1) , lβjβτzβ(2) ||V || lγjγτzγ(1) , lδjδτzδ(2) 〉J (r1, r2)
=
∑
L
VL(r1, r2)
4∑
i=1
ai 〈 lαjα(1) , lβjβ(2) ||AiL|| lγjγ(1) , lδjδ(2) 〉J
〈τzα(1), τzβ(2)|Ii|τzγ(1), τzδ(2)〉. (6.19)
Les e´le´ments de matrice des ope´rateurs d’isospin sont simplement donne´s par,
〈τzα(1), τzβ(2)|I1|τzγ(1), τzδ(2)〉 = δτzα,τzγ δτzβ ,τzδ , (6.20a)
〈τzα(1), τzβ(2)|I2|τzγ(1), τzδ(2)〉 = δτzα,τzδ δτzβ ,τzγ . (6.20b)
Nous calculons ensuite,
〈lαjα(1), lβjβ(2)||A1L||lγjγ(1), lδjδ(2)〉J =
Jˆ
Lˆ
(−1)jγ+jβ+J+L
{
jα jγ L
jδ jβ J
}
〈lαjα||YL||lγjγ〉 〈lβjβ||YL||lδjδ〉, (6.21)
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ou` les e´le´ments de matrice de l’harmonique sphe´rique dans la base individuelle couple´e
sont donne´s par ...[3],
〈lαjα||YL||lγjγ〉 = 〈(lα1/2)jα ||YL||(lγ1/2)jγ 〉
= (−1)jα+ 12 jˆα jˆγ Lˆ√
4pi
(
jα L jγ
1
2 0 −12
)
δ(lα+L+lγ) , pair. (6.22)
Enﬁn, nous avons,
〈lαjα(1), lβjβ(2)||A3L||lγjγ(1), lδjδ(2)〉J =∑
θ
Jˆ
Lˆ
(−1)jγ+jβ+J+θ
{
jα jγ θ
jδ jβ J
}
〈lαjα||
(
YL × σ
)θ||lγjγ〉 〈lβjβ||(YL × σ)θ||lδjδ〉. (6.23)
Dans cette dernie`re formule, nous pouvons simpliﬁer,
〈lαjα||
(
YL × σ
)θ
||lγjγ〉 = jˆα jˆγ θˆ
 lα
1
2 jα
lγ
1
2 jγ
L 1 θ
 〈lα||YL||lγ〉 〈12 ||σ||12 〉, (6.24)
ou` l’e´le´ment de matrice re´duit de l’ope´rateur de Pauli est donne´ par,
〈1
2
||σ||1
2
〉 =
√
6, (6.25)
et ceux de l’harmonique sphe´rique par,
〈lα||YL||lγ〉 = (−1)lα lˆα lˆγ Lˆ√
4pi
(
lα L lγ
0 0 0
)
. (6.26)
6.2.2 Interaction spin-orbite de porte´e finie
Pour le calcul des e´le´ments de matrice de l’interaction spin-orbite, nous utilisons la me´thode
introduite dans ...[52] et adopterons leurs notation. Nous nous limitons ici au terme,
V = Vso e
−β2 r2
(−→
L .
−→
S
)
, (6.27)
et oublierons la partie isospin, dont les e´le´ments de matrice ont e´te donne´s dans le section
pre´ce´dente.
Nous commenc¸ons par e´crire l’ope´rateur moment angulaire relatif
−→
L en repre´sentation
coordonne´es,
−→
L = −i−→r ∧ −→∇ =
√
2
(−→r ×−→∇)1, (6.28)
ou`
−→∇ repre´sente l’ope´rateur gradient par rapport a` la coordonne´e relative −→r de´ﬁnie en
(6.9), ∧ repre´sente le produit exte´rieur et ou` nous avons utilise´ la relation entre produit
exte´rieur et inte´rieur ...[31] pour l’obtention du terme du membre de droite, ou` l’exposant
1 rappelle qu’il s’agit d’un ope´rateur vectoriel. En utilisant la forme tensorielle ...[31] des
vecteurs position des particules 1 et 2, nous pouvons e´crire,
−→r = −→r 1 −−→r 2 =
√
4pi
3
(
r1
−→
Y (1)− r2−→Y (2)
)
, (6.29)
ou`
−→
Y de´signe la forme vectorielle de l’harmonique sphe´rique d’ordre 1, de composantes
Y m1 (m = 0,±1).
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En remarquant que,
−→
S =
1
2
(−→σ (1) +−→σ (2)), (6.30a)
−→∇ = −→∇(1)−−→∇(2), (6.30b)
il vient,(−→
L .
−→
S
)
= −
√
3
(
L× S
)0,0
= −
√
2pi
[((
r1Y1(1) − r2Y1(2)
)
×
(
∇(1)−∇(2)
))1
×
(
σ(1) + σ(2)
)1]0,0
(6.31)
expression qui, apre`s de´veloppement puis recouplage, peut eˆtre e´crite sous la forme plus
compacte suivante,(−→
L .
−→
S
)
= −
√
2pi
∑
(ijk)
(−1)i+j ri
[
Y1(i)×
(
∇(j) × σ(k)
)1]0,0
, (6.32)
ou` les combinaisons d’indices (ijk) sont pre´sente´es ci-apre`s,
i j k
1 1 1
1 1 2
1 2 1
1 2 2
2 1 1
2 1 2
2 2 1
2 2 2
Tab. 6.1 – Combinaisons d’indices apparaissant dans l’expression (6.32).
Enﬁn, en utilisant le de´veloppement multipolaire (6.10), nous pouvons e´crire,
V = −
√
2pi Vso
∑
L
VL(r1, r2)
(−1)L
Lˆ
∑
ijk
(−1)i+jri
[
YL(1)× YL(2)
]0,0 [
Y1(i)×
(
∇(j) × σ(k)
)1]0,0
.
(6.33)
En utilisant la composition des harmoniques sphe´riques ...[3], on peut montrer que l’in-
teraction V prend la forme suivante,
V =
Vso√
2
∑
L,L′
VL(r1, r2)
Lˆ′
Lˆ
(
L L′ 1
0 0 0
)∑
ijk
O0,0L,L′(ijk), (6.34)
ou` nous avons introduit,
O0,0L,L′(ijk) = (−1)i+jri
[(
YL′(i)× YL(¯i)
)1 × (∇(j)× σ(k))1]0,0, (6.35)
ainsi que la notation suivante,
1¯ = 2 (6.36a)
2¯ = 1. (6.36b)
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Aﬁn de pouvoir calculer les e´le´ments de matrice a` deux corps de cette interaction, nous
devons factoriser les ope´rateurs O0,0L,L′(ijk) en un produit d’ope´rateurs chacun agissant dans
l’espace des e´tats d’une seule particule. Cette taˆche est longue et fastidieuse et doit eˆtre
eﬀectue´e au cas par cas pour chaque combinaison d’indices pre´sente´e dans le tableau (6.1).
Aussi pre´sentons nous ici directement le re´sultat ﬁnal,
V =
√
3
2
Vso
∑
L,L′,K
VL(r1, r2)
Lˆ′
Lˆ
(
L L′ 1
0 0 0
) {
L L′ 1
1 1 K
}
∑
(ijk)
∑
M
(−1)L+M O˜MLL′K(ijk). (6.37)
Les ope´rateurs O˜ML,L′,K(ijk) sont de´ﬁnis dans le tableau (6.2) pour chaque combinaison
d’indices (ijk),
(ijk) O˜MLL′K(ijk)
111 −r1 KˆLˆSL
′K
LM (1)Y
−M
L (2)
112 r1C
L′
KM(1)MLK−M(2)
121 r1ML′KM(1)CLK−M(2)
122 −r1 KˆLˆ′Y ML′ (1)SLKL′−M(2)
211 −r2 KˆLˆ′SLKL′M(1)Y −ML′ (2)
212 r2C
L
KM(1)ML′K−M(2)
221 r2MLKM(1)CL′K−M(2)
222 −r2 KˆLˆ Y ML (1)SL
′K
L−M(2)
Tab. 6.2 – De´finition des ope´rateurs O˜MLL′K(ijk) apparaissant dans (6.37).
ou` nous avons introduit les ope´rateurs,
CKLM =
(
YK ×∇
)L,M
(6.38a)
SL
′K
LM =
[(
YL′ ×∇
)K × σ]L,M (6.38b)
MKLM =
(
YK × σ
)L,M
. (6.38c)
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Enﬁn, en utilisant la relation suivante,(
L L′ 1
0 0 0
) {
L L′ 1
1 1 K
}
=
− 2√
6
(−1)K
(
1 K L
1 −1 0
) (
1 K L′
1 −1 0
)
δ(L+L′+1) , pair, (6.39)
nous pouvons e´crire l’interaction (6.27) sous la forme,
V = −Vso
∑
L,L′,K
VL(r1, r2) f(L,L
′,K)
∑
(ijk)
∑
M
(−1)M O˜MLL′K(ijk), (6.40)
ou`,
f(L,L′,K) = (−1)L+K Lˆ
′
Lˆ
(
1 K L′
1 −1 0
) (
1 K L
1 −1 0
)
δ(L+L′+1) , pair. (6.41)
Le calcul des e´le´ment de matrice des ope´rateurs (6.38a) est long et fastidieux. Nous rap-
pelons simplement, comme point de de´part, les deux seuls e´le´ments de matrice re´duits non
nuls de l’ope´rateur gradient,
〈l + 1||∇||l〉 = −
√
l + 1
( d
dr
− l
r
)
, (6.42a)
〈l − 1||∇||l〉 =
√
l
( d
dr
+
l + 1
r
)
, (6.42b)
et donnons les re´sultats ﬁnaux,
〈lj||CKL ||l′j′〉 =
1√
4pi
(−1)j′+1/2+l+l′+L jˆ jˆ′ lˆ lˆ′ Lˆ Kˆ
{
l j 1/2
j′ l′ L
}
[(
l′ L l
0 0 0
) (
L 1 K
0 0 0
)
d
dr
+
√
2 δ(l+l′+K+1) , pair
(
l′ L l
1 −1 0
) (
L 1 K
1 −1 0
) √
l′(l′ + 1)
r
]
, (6.43)
〈lj||SL′KL ||l′j′〉 =
√
3
2pi
(−1)l′ jˆ jˆ′ lˆ lˆ′ Lˆ Lˆ′ Kˆ
 l 1/2 jl′ 1/2 j′K 1 L

[(
l′ K l
0 0 0
) (
K 1 L′
0 0 0
)
d
dr
+
√
2 δ(l+l′+L′+1) , pair
(
l′ K l
1 −1 0
) (
K 1 L′
1 −1 0
) √
l′(l′ + 1)
r
]
. (6.44)
Les e´le´ments de matrice re´duits de l’ope´rateur MKLM ont e´te´ donne´s en (6.24).
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Aﬁn de simpliﬁer les e´quations, nous introduisons les notations suivantes,
〈lαjα||CKL ||lβjβ〉 = CKL (α, β)
1
r
+ C˜KL (α, β)
d
dr
, (6.45a)
〈lαjα||SL′KL ||lβjβ〉 = SL
′K
L (α, β)
1
r
+ S˜L
′K
L (α, β)
d
dr
, (6.45b)
〈lαjα||MKL ||lβjβ〉 = MKL (α, β), (6.45c)
〈lαjα||YL||lβjβ〉 = YL(α, β). (6.45d)
En proce´dant par identiﬁcation, on montre alors que les e´le´ments de matrice a` deux corps
de l’interaction (6.27) prennent la forme suivante,
V Γα¯β¯γ¯δ¯(r1, r2) = 〈lαjα(1), lβjβ(2)||V ||lγjγ(1), lδjδ(2)〉Γ(r1, r2)
= −Vso
∑
L,L′,K
VL(r1, r2) f(L,L
′,K) (−1)jγ+jβ+Γ Γˆ
[
a+ b12
r1
r2
+ b21
r2
r1
+ (c1 r1 + c2 r2)
d
dr1
+ (d1 r1 + d2 r2)
d
dr2
]
, (6.46)
ou` les diverses constantes apparaissant dans les crochets sont donne´es par,
a =
{
jα jγ K
jδ jβ Γ
}[
CL
′
K (α, γ)M
L
K(β, δ) +M
L
K(α, γ)C
L′
K (β, δ)
]
−
{
jα jγ L
jδ jβ Γ
}
Kˆ
Lˆ
[
SL
′K
L (α, γ)YL(β, δ) + YL(α, γ)S
L′K
L (β, δ)
]
, (6.47a)
b12 =
{
jα jγ K
jδ jβ Γ
}
ML
′
K (α, γ)C
L
K(β, δ) −
{
jα jγ L
′
jδ jβ Γ
}
Kˆ
Lˆ′
YL′(α, γ)S
LK
L′ (β, δ), (6.47b)
b21 =
{
jα jγ K
jδ jβ Γ
}
CLK(α, γ)M
L′
K (β, δ) −
{
jα jγ L
′
jδ jβ Γ
}
Kˆ
Lˆ′
SLKL′ (α, γ)YL′(β, δ), (6.47c)
c1 =
{
jα jγ K
jδ jβ Γ
}
C˜L
′
K (α, γ)M
L
K (β, δ) −
{
jα jγ L
jδ jβ Γ
}
Kˆ
Lˆ
S˜L
′K
L (α, γ)YL(β, δ), (6.47d)
c2 =
{
jα jγ K
jδ jβ Γ
}
C˜LK(α, γ)M
L′
K (β, δ) −
{
jα jγ L
′
jδ jβ Γ
}
Kˆ
Lˆ′
S˜LKL′ (α, γ)YL′(β, δ), (6.47e)
d1 =
{
jα jγ K
jδ jβ Γ
}
ML
′
K (α, γ)C˜
L
K(β, δ) −
{
jα jγ L
′
jδ jβ Γ
}
Kˆ
Lˆ′
YL′(α, γ)S˜
LK
L′ (β, δ), (6.47f)
d2 =
{
jα jγ K
jδ jβ Γ
}
MLK(α, γ)C˜
L′
K (β, δ) −
{
jα jγ L
jδ jβ Γ
}
Kˆ
Lˆ
YL(α, γ)S˜
L′K
L (β, δ). (6.47g)
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Nous regardons maintenant le cas particulier du potentiel Hartree (2.32). La partie directe
implique le calcul de la sommation suivante,∑
Γ
ΓˆV Γα¯,β¯,α¯,β¯, (6.48)
et donc des quantite´s suivantes,
a˜ =
∑
Γ
(−1)Γ Γˆ2 a, (6.49a)
b˜12 =
∑
Γ
(−1)Γ Γˆ2 b12, (6.49b)
b˜21 =
∑
Γ
(−1)Γ Γˆ2 b21, (6.49c)
c˜1 =
∑
Γ
(−1)Γ Γˆ2 c1, (6.49d)
c˜2 =
∑
Γ
(−1)Γ Γˆ2 c2, (6.49e)
d˜1 =
∑
Γ
(−1)Γ Γˆ2 d1, (6.49f)
d˜2 =
∑
Γ
(−1)Γ Γˆ2 d2. (6.49g)
A l’aide des expressions (6.47a), nous montrons facilement que,
c˜1 = c˜2 = d˜1 = d˜2 = 0, (6.50)
ce qui e´limine tout ope´rateur diﬀe´rentiel dans la partie directe du potentiel Hartree-Fock
(2.32). L’expression du potentiel (2.32a) se simpliﬁe alors conside´rablement et est donne´e
dans ...[52].
Nous regardons maintenant la partie d’e´change. L’e´quation inte´gro-diﬀe´rentielle (2.31) im-
plique le calcul de l’inte´grale suivante,∫
dr′Eα¯(r, r′)uα(r′), (6.51)
qui, a` son tour, en utilisant les e´quations (2.32b) et (6.46), implique le calcul des inte´grales
suivantes,∫
dr′ r r′ uγ(r′)VL(r, r′)
[
a+ b12
r
r′
+ b21
r′
r
+(c1r + c2r
′)
d
dr
+ (d1r + d2r
′)
d
dr′
](uγ(r)uα(r′)
r r′
)
. (6.52)
En inte´grant par partie, puis en proce´dant pas identiﬁcation, on montre sans diﬃculte´s
que l’inte´grale (6.52) peut se metttre sous la forme suivante,∫
dr′
{
uγ(r)uγ(r
′)
[
VL(r, r
′)
(
a− c1 − 2d2 + (b12 − d1) r
r′
+ (b21 − c2)r
′
r
)
− (d1r + d2r′)dVL(r, r
′)
dr′
]
+uγ(r
′)VL(r, r′)
(
c1r + c2r
′
)duγ(r)
dr
− duγ(r
′)
dr′
VL(r, r
′)
(
d1r + d2r
′
)
duγ(r)
}
uα(r
′). (6.53)
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6.2.3 Interaction coulombienne
Dans cette partie, nous calculons dans un premier temps les e´le´ments de matrice a` deux
corps de l’interaction coulombienne, puis nous calculons explicitement les potentiels direct
et d’e´change dans le cas particulier des e´quations Hartree-Fock. Nous montrerons ensuite
quels sont les proble`mes rencontre´s pour le calcul de la partie d’e´change, et expliquerons
les simpliﬁcations utilise´es dans le pre´sent expose´.
La forme la plus simple de l’interaction coulombienne entre deux protons repe´re´s par leur
position respective −→r 1 et −→r 2 est donne´e par,
V (−→r ) = C|−→r 1 −−→r 2| , (6.54)
ou` C de´signe la constante de Coulomb. (6.54) admet le de´veloppement multipoˆlaire suivant
...[76],
V (−→r ) = 4pi C
∑
L
(−1)L
Lˆ
rL<
rL+1>
(
YL(1)× YL(2)
)0,0
. (6.55)
Les e´le´ments de matrice a` deux corps ’proton-proton’ qui nous inte´ressent sont alors,
V Γα¯β¯γ¯δ¯(r1, r2) = 〈lαjα(1), lβjβ(2)||V ||lγjγ(1), lδjδ(2)〉Γ(r1, r2)
= 4pi C
∑
L
(−1)Γ+jγ+jβ Γˆ
Lˆ
rL<
rL+1>
{
jα jγ L
jδ jβ Γ
}
〈lαjα||YL||lγjγ〉 〈lβjβ||YL||lδjδ〉, (6.56)
ou` les e´le´ments de matrice des harmoniques sphe´riques ont e´te´ donne´s en (6.22).
Nous nous proposons maintenant de calculer la contibution coulombienne aux potentiels
Hartree-Fock (6.32). Les e´le´ments de matrice (6.56) e´tant des quantite´s scalaires, nous
pouvons e´crire,
DCα¯ (r) =
∑
γ,Γ
Γˆ
jˆ2α
∫
dr′ V Jα¯γ¯α¯γ¯(r, r
′)u2γ(r
′), (6.57a)
ECα¯ (r, r
′) = −
∑
γ,Γ
(−1)Γ−jα−jγ Γˆ
jˆ2α
V Jα¯γ¯γ¯α¯(r, r
′)uγ(r)uγ(r′), (6.57b)
ou` les sommations sur l’indice γ ne portent que sur les e´tats protons. En utilisant (6.56),
la partie directe peut s’e´crire,
DCα¯ (r) = 4pi C
∑
γ
(protons)
∑
Γ,L
(−1)Γ+jα+jγ
Lˆ
Γˆ2
jˆ2α
{
jα jα L
jγ jγ Γ
}
〈lαjα||YL||lαjα〉
〈lγjγ ||YL||lγjγ〉
∫
dr′
rL>
rL+1<
u2γ(r
′). (6.58)
Enﬁn, en utilisant la relation suivante,∑
Γ
(−1)Γ+jα+jγ Γˆ2
{
jα jα L
jγ jγ Γ
}
= δL,0 jˆα jˆγ , (6.59)
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nous obtenons facilement,
DCα¯ (r) = 4pi C
∫
dr′
r′2
r<
ρpi(r′), (6.60)
ou` ρpi(r) est la densite´ de protons dont l’expression est la suivante,
ρpi(r) =
∑
γ
(protons)
jˆ2γ
4pi r2
uγ
2(r). (6.61)
Il est alors tre`s simple de voir que, pour r →∞, nous avons,
DCα¯ (r) ∼
C Z
r
, (6.62)
ou` Z est le nombre total de protons. La partie d’e´change, quant a` elle, s’e´crit,
ECα¯ (r, r
′) = −4pi C
∑
γ
(protons)
∑
Γ,L
Γˆ2
jˆ2α Lˆ
{
jα jγ L
jα jγ Γ
} (
〈lαjα||YL||lγjγ〉
)2 rL<
rL+1>
uγ(r)uγ(r
′). (6.63)
En utilisant la relation suivante,∑
Γ
Γˆ2
{
jα jγ L
jα jγ Γ
}
= 1, (6.64)
nous obtenons,
ECα¯ (r, r
′) = −C
∑
γ
(protons)
∑
L
Lˆ jˆ2γ
(
jα L jγ
1/2 0 −1/2
)2
δ(lα+L+lγ) , pair
rL<
rL+1>
uγ(r)uγ(r
′). (6.65)
Calculons alors,∫
dr′ECα¯ (r, r
′)uα(r′) = −C
∑
γ
(protons)
∑
L
Lˆ jˆ2γ
(
jα L jγ
1/2 0 −1/2
)2
δ(lα+L+lγ) , pair
uγ(r)
∫
dr′
rL<
rL+1>
uγ(r
′)uα(r′), (6.66)
ou` uα(r) est la fonction radiale d’un e´tat proton. Dans (6.66), nous pouvons e´crire,∫ ∞
0
dr′
rL<
rL+1>
uγ(r
′)uα(r′) =
1
rL+1
∫ r
0
dr′ r′L uγ(r′)uα(r′) + r′L
∫ ∞
r
dr′
1
r′L+1
uγ(r
′)uα(r′)
∼ δL,0 1
r
∫ ∞
0
dr′ uγ(r′)uα(r′), (6.67)
pour r →∞, dont on de´duit,∫
dr′ECα¯ (r, r
′)uα(r′) ∼ −C 1
r
uα(r). (6.68)
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Ainsi les e´quations Hartree-Fock (2.31) admettent-t’elles la forme asymptotique suivante,( d2
dr2
+ k2α −
lα(lα + 1)
r2
− 2m
∗
~2
C(Z − 1)
r
)
uα(r) = 0, (6.69)
ce a` quoi l’on pouvait s’attendre. Le proble`me est alors que les quantite´s Fn(r) et Gn(r)
de´ﬁnies en (6.6) divergent. La me´thode nume´rique utilise´e ne nous permet donc pas de
prendre en compte la partie d’e´change. Mais l’e´quation Hartree-Fock d’un e´tat proton doit
ve´riﬁer la forme asymptotique (6.69). La partie d’e´change e´tant d’une faible contribution
au potentiel coulombien, nous utilisons alors l’astuce visant a` multiplier la partie directe
par le facteur ade´quat. Nous re-de´ﬁnissons donc le potentiel direct coulombien comme suit,
DCα¯ (r) −→
Z − 1
Z
DCα¯ (r). (6.70)
Il s’agit la` d’une forte approximation qui n’est valable que pour de grandes valeurs de Z.
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6.3 Le code de mode`le en couches
Le code de mode`le en couches d’e´veloppe´ pour mener a` bien cette e´tude repose sur le
meˆme formalisme que le code ANTOINE, de´veloppe´ par E. Caurier. Aussi ce dernier code
a-t’il servi de re´fe´rence pour eﬀectuer tous les tests ne´cessaires. La particularite´ de ce code
repose sur l’utilisation d’une base partiellement antisyme´trique. En eﬀet, si l’on conside`re
les protons et les neutrons comme des particules diﬀe´rentes, l’antisyme´trie n’a lieu d’eˆtre
qu’au sein de chaque ﬂuide se´pare´ment. En notant {|DSi〉pi} l’ensemble des de´terminants
de Slater constitue´s de Z e´tats protons, et {|DSj〉ν} l’ensemble des de´terminants de Slater
constitue´s deN e´tats neutrons, alors la base de Fock {|Φij〉} du syste`me totale est engendre´e
par tous les produits du type,
|Φij〉 = |DSi〉pi |DSj〉ν . (6.71)
Cette division re´duit conside´rablement la dimension de la base en comparaison d’une
base compleˆtement antisyme´trique. Nume´riquement, chaque de´terminant de Slater est
repre´sente´ par un mot binaire dont chaque bit correspond a` un e´tat individuel. En terme
de nombre d’occupation, un e´tat individuel occupe´ est alors repre´sente´ par le chiﬀre 1, et
un e´tat inoccupe´ par 0. A chaque conﬁguration d’occupation correspond donc un nombre
binaire qui peut eˆtre vu comme la mantisse d’un nombre de´cimal. La principale diﬃculte´
est alors d’e´tablir une correspondance biunivoque entre ces nombres et les cases successives
d’un tableau aﬁn de pouvoir facilement stocker la base et y avoir acce`s en un minimum
d’ope´rations mathe´matiques. La base est ge´ne´re´e en sche´ma ’M ’, c’est a` dire sous une
forme non couple´e. On se´lectionne d’abord toutes les conﬁgurations d’occupation pour une
parite´ ainsi qu’un nombre quantique de projection total donne´s, obtenant ainsi une base
de dimension D. On ge´ne`re alors un vecteur ale´atoire dans cette base et le projette sur un
moment de spin total bien de´ﬁni J0 au moyen de l’ope´rateur suivant,∏
J 6=J0
J 2 − J(J + 1)
J0(J0 + 1)− J(J + 1) , (6.72)
ou` l’ope´rateur
−→J a e´te´ de´ﬁni en (2.47). Une proce´dure similaire est utilise´e pour obtenir
un e´tat projete´ sur un moment d’isospin de´ﬁni. L’e´tat obtenu est alors un pivot qui peut
servir comme point de de´part pour l’algorithme de Lanczos.
La de´ﬁnition (6.71) de la base implique une rede´ﬁnition des ope´rateurs de cre´ation et d’ani-
hilation. En eﬀet, la base e´tant partiellement antisyme´trique, ces ope´rateurs ne ve´riﬁent
plus les relations d’anticommutation (2.43). En notant |api〉, |bpi〉, · · · les e´tats individuels
proton, et |aν〉, |bν〉, · · · les e´tats individuels neutron, nous avons les relations suivantes,
{a†api , a†bpi} = 0, {a†api , abpi} = δapi ,bpi , (6.73a)
{a†aν , a†bν} = 0, {a†aν , abν} = δaν ,bν , (6.73b)
[a†api , a
†
bν
] = [a†api , abν ] = 0. (6.73c)
On peut alors de´montrer que l’hamiltonien de mode`le en couches peut s’e´crire, en seconde
quantiﬁcation, de la manie`re suivante,
H =
∑
api
〈api|hsm|api〉 a†api aapi +
1
4
∑
api,bpi,cpi,dpi
〈api, bpi|V sm|cpi, dpi〉as a†api a†bpi adpi acpi
+
∑
aν
〈aν |hsm|aν〉 a†aν aaν +
1
4
∑
aν ,bν ,cν ,dν
〈aν , bν |V sm|cν , dν〉as a†aν a†bν adν acν
+
∑
api,bν ,cpi,dν
〈api, bν |V sm|cpi, dν〉 a†api adpi a†bν acν + Ecore, (6.74)
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ou` les sommations portent sur les e´tats individuels de l’espace de valence. Nous remar-
quons alors que l’hamiltonien se scinde en un hamiltonien ’proton-proton’, un hamiltonien
’neutron-neutron’ et un terme ’proton-neutron’. Notons que l’e´le´ment de matrice a` deux
corps apparaissant dans ce dernier terme n’admet aucune syme´trie particulie`re.
Enﬁn, nous donnons ci-apre`s les expressions de´veloppe´es des e´le´ments de matrice a` un,
deux et trois ope´rateurs apparaissant dans le calcul des e´le´ments de la matrice de couplage
des e´quations homoge`nes de canaux couple´s (annexe (6.4)) ainsi que des termes sources
(annexe (6.5)) :
〈tjt||a˜δ ||ΦJ〉 = (−1)
jδ+mδ
(−1)jt−mt
(
jt jδ J
−mt mδ M
) 〈tjt,mt |aδ,−mδ |ΦJ,M 〉, (6.75)
avec mδ = mt −M ,
〈tjt||
(
a†α × a˜γ
)θ||t′jt′ 〉 = 1
(−1)jt−mt
(
jt θ j
t′
−mt mθ mt′
)
∑
mα+mγ=mθ
〈jαjγ ,mαmγ |θmθ〉 (−1)jγ+mγ 〈tjt,mt|a†α,mα aγ,−mγ |t′jt′ ,mt′ 〉, (6.76)
avec mθ = mt −mt′ ,
〈tjt||
(
a†α ×
(
a˜γ × a˜δ
)Γ)j ||ΦJ〉 = 1
(−1)jt−mt
(
jt j J
−mt mj M
) ∑
mα+mΓ=mj
〈jαΓ,mαmΓ|jmj〉
∑
mγ+mδ=mΓ
〈jγδ,mγmδ|ΓmΓ〉 (−1)jγ+jδ+mΓ 〈tjt,mt|a†α,mαaγ,−mγaδ,−mδ |ΦJ,M〉, (6.77)
avec mj = mt −M . Chaque e´tat de mode`le en couches est de´compose´ dans la base de
Fock. Par exemple, dans (6.75), nous avons,
|tjtmt〉 =
∑
{αim′i}
Ctjtmt{αimi} |α1m1, · · · , αA−1mA−1〉, (6.78a)
|ΦJ,M 〉 =
∑
{βim′i}
CΦJ,M{βim′i} |β1m
′
1, · · · , βAm′A〉, (6.78b)
ou` nous utilisons la notation suivante,
αk ≡ {nk, lk, jk, τzk}. (6.79)
L’e´le´ment de matrice apparaissant dans (6.75) ne´cessite donc ceux du type,
〈α1m1, · · · , αA−1mA−1|aδ,−mδ |β1m′1, · · · , βAm′A〉. (6.80)
L’application de l’ope´rateur aδ,−mδ sur le ket dans (6.80) se fait nume´riquement par appli-
cation d’un ope´rateur binaire sur le mot repre´sentatif de la conﬁguration d’occupation du
de´terminant de Slater en question, et la phase est calcule´e selon la convention introduite
en (2.44). Enﬁn, l’e´tat a` A− 1 particules re´sultant de cette application est recouvert avec
le bra, fournissant le coeﬃcient de´sire´.
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Au vu du formalisme proton-neutron e´nonce´ ci-dessus, nous voyons alors apparaˆıtre une
ﬂagrante incohe´rence avec le reste du pre´sent expose´. En eﬀet, tous les calculs que nous
avons de´rive´s dans les chapitres (2) et (4) supposent une indiscernabilite´ des protons et
des neutrons, utilisant donc le formalisme de seconde quantiﬁcation dans ce sens. Cepen-
dant, nous pouvons nous livrer a` l’argumentation suivante aﬁn de justiﬁer le passage d’un
formalisme a` l’autre : dans les e´quations de canaux couple´s mode´lisant la diﬀusion d’un
projectile sur une cible, voire la de´croissance d’un noyau instable, l’inﬂuence de la struc-
ture complexe de cette cible, ou du noyau e´mmetteur, sur le projectile est contenue dans
les e´le´ments de matrice a` un, deux et trois ope´rateurs tels que ceux apparaissant dans les
e´quations (6.88) et (6.145). Dans ces e´quations, nous pouvons voir ces e´le´ments de matrice
comme de simples coeﬃcients suppose´s repre´senter de la manie`re la plus correcte possible la
structure conside´re´e. Nous identiﬁons donc ces coeﬃcients aux e´le´ments de matrice calcule´s
plus haut, car cense´s repre´senter les meˆmes quantite´s. Cette identiﬁcation nous apparaˆıt
alors justiﬁe´e si nous nous souvenons du fait que le mode`le en couches est a` l’heure actuelle
l’outil permettant les meilleures descriptions de la structure nucle´aire.
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6.4 Matrice de couplage des e´quations homoge`nes
Selon (2.264d) et (2.260b), l’ope´rateur partiel V11, qui couple les e´tats lie´s aux e´tats du
continuum individuels, s’e´crit,
V11 = −
∑
α,γ,Γ
∫∫
dβ dδ 〈α, β||V ||γ, δ〉Γas
[(
a†αa
†
β
)Γ(
a˜γ a˜δ
)Γ]0,0
, (6.81)
ou` nous avons remplace´ l’indice nas par l’indice as a` l’e´le´ment de matrice a` deux corps,
puisque le facteur de´ﬁni en (2.251) est e´gal a` l’unite´ ; en eﬀet nous avons α ∈ D 6= β ∈ C et
γ ∈ D 6= δ ∈ C. Nous nous proposons donc de calculer les e´le´ments de matrice de ce terme
dans la base {|tjt ,Yc¯ pc¯ r〉J,M} de l’espace P. En utilisant le the´ore`me de Wigner-Eckart
pour re´duire l’e´le´ment de matrice de l’ope´rateur ((a†αa†β)
Γ(a˜γ a˜δ)
Γ)0,0, nous obtenons,
〈tjt, r pc¯ Yc¯|V11|t′jt′ ,Yc¯′ pc¯′ r′〉J,M =
−
∑
α,γ,Γ
∫∫
dβ dδ 〈α, β||V ||γ, δ〉Γas
1
Jˆ
〈tjt, r pc¯ Yc¯||
[(
a†αa
†
β
)Γ(
a˜γ a˜δ
)Γ]0||t′jt′ ,Yc¯′ pc¯′ r′〉J . (6.82)
Nous recouplons ensuite le produit d’ope´rateurs actifs de manie`re a` coupler par paires
ceux agissant sur les e´tats lie´s et ceux agissant sur les e´tats de diﬀusion,[(
a†αa
†
β
)Γ(
a˜γ a˜δ
)Γ]0
= −
∑
θ
(−1)jβ+jγ+Γ+θ Γˆ θˆ
{
jα jγ θ
jδ jβ Γ
} [(
a†αa˜γ
)θ(
a†β a˜δ
)θ]0
. (6.83)
Dans cette dernie`re expression, la phase ne´gative supple´mentaire provient de l’anticommu-
tation des ope´rateurs du type a†β,mβ et aγ,mγ (car β 6= γ). Les e´le´ments de matrice re´duits
du produit d’ope´rateurs couple´s dans le membre de droite de (6.83) peuvent alors s’e´crire,
〈tjt, r pc¯ Yc¯||
[(
a†αa˜γ
)θ(
a†β a˜δ
)θ]0||t′jt′ ,Yc¯′ pc¯′ r′〉J =
Jˆ
θˆ
(−1)j+jt′+J+θ
{
jt jt′ θ
j′ j J
}
〈tjt ||
(
a†αa˜γ
)θ||t′jt′ 〉 〈r pc¯ Yc¯||(a†β a˜δ)θ||Yc¯′ pc¯′ r′〉, (6.84)
ou` nous avons utilise´ le fait que (a†αa˜γ)θ n’agit que sur les e´tats lie´s (donc sur les sous e´tats
|tjt〉) et que (a†β a˜δ)θ n’agit que sur les e´tats de diﬀusion (donc sur les sous e´tats |Yc¯ pc¯ r〉). On
peut montrer que la phase de re´arrangement correspondant a` cette se´paration est positive.
Enﬁn nous pouvons e´crire (6.82) comme suit,
〈tjt, r pc¯ Yc¯|V11|t′jt′ ,Yc¯′ pc¯′ r′〉J,M =
∑
α,γ,Γ
∫∫
dβ dδ 〈α, β||V ||γ, δ〉Γas Γˆ (−1)jβ+jγ+j+jt′+J+Γ
{
jα jγ θ
jδ jβ Γ
} {
jt jt′ θ
j′ j J
}
〈tjt||
(
a†αa˜γ
)θ||t′jt′ 〉 〈r pc¯ Yc¯||(a†β a˜δ)θ||Yc¯′ pc¯′ r′〉. (6.85)
Remarquons alors que le terme du membre de droite de l’e´quation (6.85) est fortement
re´miniscent des e´le´ments de matrice re´duits d’une somme d’ope´rateurs tensoriels a` un
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corps d’ordre θ, e´crits en seconde quantiﬁcation, agissant dans la base {|Ymc¯ pc¯ r〉}. Nous
soulignons ce fait en e´crivant,
〈tjt, r pc¯ Yc¯|V11|t′jt′ ,Yc¯′ pc¯′ r′〉J,M =
〈r pc¯ Yc¯||
(∑
θ
∫∫
dβ dδ
1
θˆ
〈β||JVθ
tjt ,t′jt′
||δ〉
(
a†β a˜δ
)θ)
||Yc¯′ pc¯′ r′〉, (6.86)
ou` JVθ
tjt ,t′jt′
est un ope´rateur a` un corps dont les e´le´ments de matrice re´duits dans la base
{|Ymc¯ r〉} sont donne´s par,
〈r,Yc¯|| JVθ
tjt ,t′jt′
||Yc¯′ , r′〉 = 1
rr′
JVθc,c′(r, r′) =
∑
α,γ,Γ
Γ
jˆ jˆ′
ϕθ,J,Γc,c′ (α, γ) 〈α, r Yc¯||V ||γ,Yc¯′ r′〉Γas, (6.87)
ou` nous avons pose´,
ϕθ,J,Γc,c′ (α, γ) = −θˆ jˆ jˆ′ (−1)jγ+jt′+J+Γ
{
jα jγ θ
j′ j Γ
} {
jt jt′ θ
j′ j J
}
〈tjt ||
(
a†αa˜γ
)θ||t′jt′ 〉. (6.88)
En se souvenant des relations entre premie`re et seconde quantiﬁcation, puis en utilisant
la de´ﬁnition (2.166b), nous pouvons e´crire,
〈tjt, r pc¯ Yc¯|V11|t′jt′ ,Yc¯′ pc¯′ r′〉J,M =
〈r pc¯ Yc¯|| JVtjt ,t′jt′ ||Yc¯′ pc¯′ r′〉 = 〈rYc¯|| pˆ
(
JV
tjt ,t′jt′
)
pˆ ||Yc¯′ r′〉, (6.89)
ou` l’ope´rateur JV
tjt ,t′jt′
est de´ﬁni de la manie`re suivante,
〈rYc¯||JVtjt ,t′jt′ ||Yc¯′ r′〉 =
1
rr′
JVc,c′(r, r′) =
∑
α,γ, Γ
Γ
jˆ jˆ′
ϕJ,Γc,c′(α, γ) 〈α, r Yc¯||V ||γ,Yc¯′ r′〉Γas, (6.90)
ou` nous avons introduit,
ϕJ,Γc,c′(α, γ) =
∑
θ
ϕθ,J,Γc,c′ (α, γ). (6.91)
Dans l’expression JV
tjt ,t′jt′
, nous notons le moment total J en exposant a` gauche, rap-
pelant ainsi qu’il ne s’agit pas d’un ope´rateur tensoriel d’ordre J , mais bien d’une somme
d’ope´rateurs tensoriels (a` savoir les ope´rateurs JVθ
tjt ,t′jt′
de´ﬁnis en (6.87)).
Inte´ressons nous maintenant plus pre´cise´ment a` l’e´le´ment de matrice a` deux corps appa-
raissant dans l’expression (6.90). Ce terme s’e´crit,
〈α, r Yc¯||V ||γ,Yc¯′ r′〉Γas =
〈α(1), r Yc¯(2)||V ||γ(1),Yc¯′ r′(2)〉Γ − (−1)Γ−jγ−j′ 〈α(1), r Yc¯(2)||V ||Yc¯′ r′(1), γ(2)〉Γ . (6.92)
En inse´rant une relation de comple´tude dans l’espace coordonne´e de la particule (1), puis
en inte´grant sur la partie angulaire, nous pouvons e´crire la partie directe sous la forme
suivante,
〈α(1), r Yc¯(2)||V ||γ(1),Yc¯′ r′(2)〉Γ =
∫
dr1 r1 uα(r1)V
Γ
α¯c¯γ¯c¯′(r1, r)
(uγ¯(r1)
r1
δ(r − r′)
rr′
)
, (6.93)
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ou` V Γα¯c¯γ¯c¯′(r1, r) est de´ﬁni comme en (2.32), et peut eˆtre un ope´rateur diﬀe´rentiel agissant sur
le terme contenu dans les grandes parenthe`ses. En utilisant les proprie´te´s de la distribution
de Dirac, et en supposant que V Γα¯c¯γ¯c¯′(r1, r) contient au plus des de´rive´es radiales premie`res,
nous montrons facilement, e´tant donne´e une fonction d’onde ξ, la relation suivante,∫
dr′ r′2 〈α(1), r Yc¯(2)||V ||γ(1),Yc¯′ r′(2)〉Γ 1
r′
ξ(r′) =
1
r
∫
dr1 r r1 uα(r1)V
Γ
α¯c¯γ¯c¯′(r1, r)
(uγ(r1)
r r1
ξ(r)
)
, (6.94)
ce qui nous permet d’identiﬁer l’e´le´ment de matrice (6.93) a`,
〈α(1), r Yc¯(2)||V ||γ(1),Yc¯′ r′(2)〉Γ ≡ δ(r − r
′)
rr′
∫
dr1 r r1 uα(r1)V
Γ
α¯c¯γ¯c¯′(r1, r)
(uγ(r1)
r r1
×
)
, (6.95)
en tant que noyau et ope´rateur agissant sur ξ. Suivant la meˆme proce´dure nous montrons
que le terme d’e´change de (6.92) peut s’e´crire,
〈α(1), r Yc¯(2)||V ||Yc¯′ r′(1), γ(2)〉Γ =
∫
dr1 r1 uα(r1)V
Γ
α¯c¯c¯′γ¯(r1, r)
(δ(r1 − r′)
r1 r′
uγ(r)
r
)
, (6.96)
menant a` l’identiﬁcation,
〈α(1), r Yc¯(2)||V ||Yc¯′ r′(1), γ(2)〉Γ ≡ 1
rr′
r r′ uα(r′)V Γα¯c¯c¯′γ¯(r
′, r)
(uγ(r)
rr′
×
)
. (6.97)
Enﬁn, nous re´sumons en e´crivant,
JVc,c′(r, r′) = δ(r − r′) JDc,c′(r) + JEc,c′(r, r′), (6.98)
ou` les potentiels direct JDc,c′ et d’e´change
JEc,c′ sont donne´s par,
JDc,c′(r) =
∑
α,γ
Γ
Γˆ
jˆjˆ′
ϕJ,Γc,c′(α, γ)
∫
dr′ r r′ uα(r′)V Γα¯c¯γ¯c¯′(r
′, r)
(uγ(r′)
rr′
×, (6.99a)
JEc,c′(r, r
′) = −
∑
α,γ
Γ
(−1)Γ−jγ−j′ Γˆ
jˆjˆ′
ϕJ,Γc,c′(α, γ) r r
′ uα(r′)V Γα¯c¯c¯′γ¯(r
′, r)
(uγ(r)
rr′
× . (6.99b)
Nous pouvons alors e´crire,∫
dr′ r′2 〈tjt, r pc¯ Yc¯|V11|t′jt′ ,Yc¯′ pc¯′ r′〉J,M 1
r′
ξ(r′) =
1
r
JDc,c′(r)
(
ξ(r)
)
+
1
r
∫
dr′ JEc,c′(r, r′)
(
ξ(r′)
)
. (6.100)
Le calcul des e´le´ments de matrice du type V Γ
α¯β¯γ¯δ¯
(r, r′) est donne´ dans l’annexe (6.2) pour
chaque partie de l’interaction nucle´on-nucle´on.
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La sommation, dans (6.81), sur les e´tats discrets (indexe´s par α et γ) peut eˆtre divise´e
en une sommation sur les e´tats du coeur de mode`le en couche et une sommation sur
l’espace de valence. Le coeur est inerte, ce qui implique qu’il est le meˆme pour tous les
e´tats a` A (et A − 1) corps conside´re´s. Nous en de´duisons qu’il ne peut pas y avoir de
sommation mixte ; en d’autres termes, si l’indice α, dans (6.81), de´crit un e´tat du coeur,
alors ne´cessairement l’indice γ doit de´crire un e´tat du coeur, car sinon l’ope´rateur (a†αaγ)θ
dans (6.88) ne conservera pas le nombre de particules dans le coeur et l’e´le´ment de matrice
de cet ope´rateur sera nul. Nous pouvons alors e´crire,∑
α,γ
≡
∑
(α,γ)∈core
+
∑
(α,γ)∈val
. (6.101)
La contribution de l’espace de valence au potentiel ressenti par la particule se trouvant
dans un e´tat de diﬀusion admet la forme ge´ne´rale donne´e en (6.99a). Cependant, la contri-
bution du coeur admet une forme beaucoup plus simple, du fait qu’une seule conﬁguration
d’occupation (celle ou` toutes les particules occupent les e´tats de plus basse e´nergie) est
prise en compte. Nous nous inte´ressons donc maintenant a` cette contribution. Nous no-
tons |0〉 l’e´tat du coeur qui, rappelons-le, ne couple qu’au moment de spin nul. suivant la
proce´dure introduite dans la section (2.2.2), nous e´crivons les vecteurs d’e´tats a` A−1 corps
de la manie`re suivante,
|tjt,mt〉 = |0,tjtval〉jt,mt, (6.102)
ou` l’e´tat |tjtval〉 est un me´lange de conﬁgurations des e´tats de l’espace de valence couplant
au moment de spin jt. En suivant une proce´dure analogue a` celle introduite au de´but de
cette annexe, nous pouvons diviser l’e´le´ment de matrice apparaissant dans (6.88) comme
suit,
jt〈0,tjtval||
(
a†αa˜γ
)θ||0,t′jt′val 〉jt′ = δtjt ,t′jt′ δθ,0 jˆt 〈0||(a†αa˜γ)0||0〉, (6.103)
ou` nous avons utilise´ le fait que (α, γ) ∈ core et fait que l’e´le´ment de matrice dans le
membre de droite est nul si θ 6= 0. En utilisant la structure simple du coeur, il n’est pas
diﬃcile de montrer que l’on a,
〈0||
(
a†αa˜γ
)0
||0〉 = δα,γ jˆγ , (6.104)
nous permettant d’e´crire,
ϕJ,Γc,c′(α, γ) = δtjt ,t′jt′ δj,j′ δα,γ jˆt jˆγ , (6.105)
et donc,
JVc,c′(r, r′) = δc,c′
∑
γ∈core, Γ
Γ
jˆ2
〈γ, rYc¯||V ||γ,Yc¯ r′〉Γas. (6.106)
Enﬁn, en utilisant la proprie´te´ de syme´trie suivante,
V Γα¯β¯γ¯δ¯(r, r
′) = (−1)jα+jβ+jγ+jδ V Γβ¯α¯δ¯γ¯(r′, r), (6.107)
nous de´montrons facilement que la contribution du coeur aux potentiels (6.99a) s’e´crit,
JDc,c′(r) = δc,c′
∑
(γ)∈core
Γ
Γˆ
jˆ2
∫
dr′ r r′ uγ(r′)V Γc¯γ¯c¯γ¯(r, r
′)
(uγ(r′)
rr′
×, (6.108a)
JEc,c′(r, r
′) = −δc,c′
∑
(γ)∈core
Γ
Γˆ
jˆ2
(−1)Γ−jγ−j r r′ uγ(r′)V Γc¯γ¯γ¯c¯(r, r′)
(uγ(r)
rr′
×, (6.108b)
a` comparer avec les potentiels Hartree-Fock (2.32).
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6.5 Source des e´quations inhomoge`nes
Nous nous inte´ressons ici au terme source apparaissant dans le membre de droite de
l’e´quation (2.308). Nous commencerons par de´river les e´le´ments de matrice de l’ope´rateur
H10 et e´tudierons la correction de l’hamiltonien du centre de masse par la suite. Selon
(2.266a), nous avons,
H10 = T10 + V10. (6.109)
Inte´ressons nous tout d’abord au terme T10. Selon (2.263b) et (2.260a), ce terme admet
l’expression suivante,
T10 =
∫
dα
∑
β
〈α||t||β〉
(
a†α × a˜β
)0,0
. (6.110)
En utilisant le the´ore`me de Wigner-Eckart pour re´duire l’e´le´ment de matrice du produit
d’ope´rateurs actifs, nous pouvons e´crire,
〈tjt, r pc¯ Yc¯|T10|Φ〉J,M =
∫
dα
∑
β
〈α||t||β〉 1
Jˆ
〈tjt, r pc¯ Yc¯||
(
a†α × a˜β
)0||Φ〉J . (6.111)
En utilisant la relation de commutation (a†αa˜β)0 = −(−1)jα+jβ(a˜βa†α)0, nous pouvons mener
a` bien la se´paration suivante,
〈tjt , r pc¯ Yc¯||
(
a†α × a˜β
)0
||Φ〉J = (−1)j+J+jt 1
jˆ2
δjαjβ δjα,j 〈tjt ||a˜β||Φ〉J 〈r pc¯ Yc¯||a†α||〉, (6.112)
ou` nous avons utilise´ le fait que a˜β n’agit que sur les e´tats lie´s, que a
†
α n’agit que sur les
e´tats de diﬀusion et le fait que la phase de re´arrangement correspondant a` cette se´paration
est ne´gative. Dans (6.212), |〉 de´signe le vide. Aussi pouvons nous e´crire,
〈r pc¯ Yc¯||a†α||〉 =
1
(−1)j−m
(
j jα 0
−m m 0
) 〈r pc¯ Ymc¯ |a†αm|〉 (6.113a)
= −δα¯,c¯ jˆ 〈r pc¯ Ymc¯ |kα c¯m〉, (6.113b)
ou`, rappelons-le, selon nos conventions d’e´criture |kα c¯ m〉 repre´sente le vecteur d’e´tat
individuel de nombre d’onde kα et de nombres quantiques angulaire de spin et d’isospin
regroupe´s sous la notation c¯, et de projection m. En utilisant le fait que l’ope´rateur e´nergie
cine´tique conserve ces derniers nombres quantiques, proprie´te´ que l’on peut e´crire comme
suit,
〈α||t||β〉 = δα¯,β¯ 〈kα α¯||t||nβ α¯〉 = δα¯,β¯ jˆα 〈kα α¯m|t|nβ α¯m〉, (6.114)
nous pouvons re´sumer les re´sultats pre´ce´dents en e´crivant,
〈tjt, r pc¯ Yc¯|T10|Φ〉J,M =
−(−1)j+J+jt 1
Jˆ
∑
nβ
〈r pc¯ Ymc¯ |
[ ∫
dkα |kα c¯ m〉〈kα c¯ m|
]
| t |nβ c¯ m〉 〈tjt||a˜nβ c¯||Φ〉J .(6.115)
En remarquant que,∫
dkα |kα c¯m〉〈kα c¯m| = |Ymc¯ 〉
∫
dkα |ukα c¯〉〈ukα c¯| 〈Ymc¯ | = |Ymc¯ 〉 pc¯ 〈Ymc¯ | = |Ymc¯ 〉〈Ymc¯ | pˆ, (6.116)
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et en utilisant la de´ﬁnition (2.166b), nous pouvons alors e´crire,
〈tjt , r pc¯ Yc¯|T10|Φ〉J,M = −(−1)j+J+jt 1
Jˆ
∑
nβ
〈tjt||a˜nβ ,c¯||Φ〉J 〈 rYmc¯ | pˆ
(
t |nβ c¯ m〉
)
= −(−1)j+J+jt 1
Jˆ
∑
nβ
〈tjt||a˜nβ ,c¯||Φ〉J
1
r
∫
dr′ pc¯(r, r′) r′ 〈r′ Ymc¯ | t |nβ c¯m〉. (6.117)
Les e´le´ments de matrice de l’ope´rateur e´nergie cine´tique s’e´crivent,
〈r′ Ymc¯ | t |nβ c¯ m〉 = −
~2
2m
1
r′
[ d2
dr′2
− l(l + 1)
r′2
]
unβ c¯(r
′). (6.118)
Inte´ressons nous maintenant a` l’hamiltonien du centre de masse. Nous restons ici dans le
cadre de l’approximation introduite dans la section (2.1.1.1) visant a` limiter la contribution
du centre de masse a` l’ope´rateur,
1
A
A∑
i=1
ti. (6.119)
La soustraction de cet ope´rateur a` T10 est alors e´quivalente a` la rede´ﬁnition (2.15) de la
masse d’un nucle´on dans l’expression (6.118). Rappelons alors que la fonction d’onde ra-
diale individuelle unβ c¯(r) satisfait a` l’e´quation inte´grodiﬀe´rentielle (2.31). Ceci nous permet
d’e´crire,
− ~
2
2m∗
[ d2
dr′2
− l(l + 1)
r′2
]
unβ c¯(r
′) =
enβ c¯ unβ c¯(r
′)−Dc¯(r′)unβ c¯(r′)−
∫
dr′′Ec¯(r′, r′′)unβ c¯(r
′′), (6.120)
ou` les potentiels Hartree-FockDc¯ et Ec¯ sont donne´es en (2.35), et enβ c¯ est l’e´nergie de l’e´tat
individuel conside´re´. En remarquant que le terme enβ c¯ unβ c¯(r) disparait par application du
projecteur pˆ, nous pouvons re´sumer les re´sultats pre´ce´dents en e´crivant,
〈tjt, r pc¯ Yc¯|T ∗10|Φ〉J,M =
1
r
∫
dr′ pc¯(r, r′)wHFc (r
′), (6.121)
ou` nous avons pose´,
wHFc (r) = (−1)j+J+jt
1
Jˆ
∑
nβ
〈tjt||a˜nβ ,c¯||Φ〉J
(
Dc¯(r)unβ c¯(r) +
∫
dr′Ec¯(r, r′)unβ c¯(r
′)
)
, (6.122)
et ou` nous avons de´ﬁni,
T ∗10 = T10 −
1
A
A∑
i=1
tˆi. (6.123)
Nous nous inte´ressons maintenant au terme V10. Selon (2.264c) et (2.260b), ce terme s’e´crit,
V10 = −
∑
α,γ≤δ
∑
Γ
∫
dβ 〈α, β||V ||γ, δ〉Γnas
[(
a†αa
†
β
)Γ(
a˜γ a˜δ
)Γ]0,0
. (6.124)
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Comme d’habitude, nous re´duisons l’e´le´ment de matrice du produit d’ope´rateurs actifs
pour obtenir,
〈tjt, r pc¯ Yc¯|V10|Φ〉J,M =
−
∑
α,γ≤δ
∑
Γ
∫
dβ 〈α, β||V ||γ, δ〉Γnas
1
Jˆ
〈tjt, r pc¯ Yc¯||
[(
a†αa
†
β
)Γ(
a˜γ a˜δ
)Γ]0||Φ〉J . (6.125)
Il n’est pas diﬃcile de montrer que le produit d’ope´rateurs peut eˆtre recouple´ de la manie`re
suivante, [(
a†αa
†
β
)Γ(
a˜γ a˜δ
)Γ]0
= −(−1)Γ−jα−jβ
[(
a†α
(
a˜γ a˜δ
)Γ)jβ
a†β
]0
. (6.126)
Les e´le´ments de matrice du produit d’ope´rateurs couple´s dans le membre de droite de
l’e´quation (6.126) peuvent alors se diviser comme suit,
〈tjt , r pc¯ Yc¯||
[(
a†α
(
a˜γ a˜δ
)Γ)jβ
a†β
]0||Φ〉J =
−(−1)j+jt+J 1
jˆ
δc¯,β¯ 〈tjt ||
(
a†α
(
a˜γ a˜δ
)Γ)j||Φ〉J 〈r pc¯ Ymc¯ |kβ c¯ m〉, (6.127)
ou` nous avons utilise´ le fait que (a†α(a˜γ a˜δ)Γ)j n’agit que sur les e´tats lie´s, que a
†
β n’agit que
sur les e´tats de diﬀusion et que la phase de re´arrangement est ne´gative. En utilisant les
re´sultats pre´ce´dents, nous pouvons e´crire,
〈tjt , r pc¯ Yc¯|V10|Φ〉J,M = −
∑
α,γ≤δ
∑
Γ
1
jˆ Jˆ
(−1)Γ+J+jt−jα 〈tjt||
(
a†α
(
a˜γ a˜δ
)Γ)j
||Φ〉J
〈r pc¯ Ymc¯ |
[ ∫
dkβ |kβ c¯ m〉 〈α, kβ c¯||V ||γ, δ〉Γnas
]
. (6.128)
Il n’est alors pas diﬃcile de se convaincre de la relation suivante,
〈r pc¯ Ymc¯ |
[ ∫
dkβ |kβ c¯ m〉 〈α, kβ c¯||V ||γ, δ〉Γnas
]
=
1
r
∫
dr′ pc¯(r, r′) r′ 〈α, r′ Yc¯||V ||γ, δ〉Γnas.(6.129)
nous permettant enﬁn d’e´crire,
〈tjt, r pc¯ Yc¯|V10|Φ〉J,M = 1
r
∫
dr′ pc¯(r, r′)wc(r′), (6.130)
ou` nous avons pose´,
wc(r) = −
∑
α,γ≤δ
∑
Γ
1
jˆ Jˆ
(−1)Γ+J+jt−jα 〈tjt||
(
a†α
(
a˜γ a˜δ
)Γ)j ||Φ〉J r 〈α, r Yc¯||V ||γ, δ〉Γnas. (6.131)
Inte´ressons nous donc a` l’e´le´ment de matrice a` deux corps dans (6.131). Ce terme s’e´crit,
〈α, r Yc¯||V ||γ, δ〉Γnas =
1√
1 + δγ,δ
[
〈α(1), r Yc¯(2)||V ||γ(1), δ(2)〉Γ − (−1)Γ−jγ−jδ 〈α(1), r Yc¯(2)||V ||δ(1), γ(2)〉Γ
]
.(6.132)
154
Puisque, dans (6.131), α ∈ D 6= β ∈ C, le facteur de normalisation (cf. eq. (2.51)) se
re´sume en eﬀet a` 1/
√
1 + δγ,δ. En inse´rant une relation de comple´tude dans l’espace des
e´tats de la particule 1 et en inte´grant sur la partie angulaire, nous pouvons e´crire le terme
direct de la manie`re suivante,
〈α(1), r Yc¯(2)||V ||γ(1), δ(2)〉Γ =
∫
dr′ r′ uα(r′)V Γα¯c¯γ¯δ¯(r
′, r)
(uγ(r′)
r′
uδ(r)
r
)
, (6.133)
et le terme d’e´change comme suit,
〈α(1), r Yc¯(2)||V ||δ(1), γ(2)〉Γ =
∫
dr′ r′ uα(r′)V Γα¯c¯δ¯γ¯(r
′, r)
(uγ(r)
r
uδ(r
′)
r′
)
. (6.134)
Nous pouvons donc e´crire le terme source (6.131) sous la forme suivante,
wc(r) = − 1
jˆ Jˆ
∑
α,γ≤δ
∑
Γ
(−1)Γ+J+jt−jα 〈tjt ||
(
a†α
(
a˜γ a˜δ
)Γ)j ||Φ〉J
[
DΓα¯c¯γ¯δ¯
(
uδ(r)
)
+
∫
dr′EΓα¯c¯δ¯γ¯(r, r
′)
(
uδ(r
′)
)]
, (6.135)
ou` nous avons pose´,
DΓα¯c¯γ¯δ¯(r) =
∫
dr′ r′ uα(r′)V Γα¯c¯γ¯δ¯(r
′, r)
(uγ(r′)
rr′
×, (6.136a)
EΓα¯c¯γ¯δ¯(r, r
′) = −(−1)Γ−jγ−jδ r r′ uα(r′)V Γα¯c¯δ¯γ¯(r′, r)
(uγ(r)
rr′
×, (6.136b)
en tant qu’ope´rateurs agissant sur la fonction radiale individuelle uδ(r).
Les sommations, dans (6.135), sur les indices α, γ et δ peuvent eˆtre divise´es en plusieurs
parties, selon que ces indices appatiennent a` l’espace du coeur ou a` l’espace de valence. En
respectant la convention (2.172) d’ordonnement des indices, ainsi que la conservation du
nombre de particules constituant le coeur, nous de´duisons que ces sommations se divisent
de la manie`re suivante, ∑
α,γ≤δ
=
∑
(α,γ)∈core
(δ)∈val
+
∑
(α,γ,δ)∈val
. (6.137)
La contribution au terme source wc(r) de la deuxie`me sommation du membre de droite
de (6.137) admet la forme ge´ne´rale pre´sente´e en (6.135). Cependant, la contribution de
la premie`re sommation admet une forme plus simple que nous nous proposons d’inves-
tiguer maintenant. A cette ﬁn, nous commenc¸ons par recoupler le produit d’ope´rateurs
apparaissant dans (6.135) aﬁn de coupler ceux agissant sur l’espace du coeur,(
a†α
(
a˜γ a˜δ
)Γ)j
=
∑
θ
(−1)jα+jγ+j+jδ θˆ Γˆ
{
jα jγ θ
jδ j Γ
} ((
a†αa˜γ
)θ
a˜δ
)j
. (6.138)
Pour calculer les e´le´ments de matrice de cet ope´rateur, nous suivons la meˆme proce´dure
que celle introduite dans l’annexe (6.4), et notons les e´tats a` A particules lie´es de la manie`re
suivante,
|Φ〉J,M = |0,ΦJval〉J,M , (6.139)
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ou` |0〉 de´signe l’e´tat du coeur et l’e´tat |Φval〉J est un me´lange de conﬁgurations des e´tats
de l’espace de valence couplant au moment de spin total J . Les e´tats a` A − 1 particules
lie´es sont pour leur part construits selon (6.102). Ainsi pouvons nous aise´ment calculer les
e´le´ments de matrice du produit d’ope´rateurs couple´s du membre de droite de (6.138),
〈tjt||
((
a†αa˜γ
)θ
a˜δ
)j ||ΦJ〉J = 〈0,tjtval||((a†αa˜γ)θa˜δ)j||0,ΦJval〉J (6.140a)
= δθ,0 δα,γ δjδ,j jˆγ 〈tjtval||a˜δ||Φval〉J , (6.140b)
ou` nous avons suivi la me´thode habituelle, et de´duit que la phase de re´arrangement est
positive. Pour alle´ger les notations, nous pouvons prendre avantage de la relation suivante,
〈tjtval||a˜δ||Φval〉J = 〈tjt ||a˜δ||Φ〉J , (6.141)
qui se de´montre aise´ment. Enﬁn, en utilisant (6.140a) et (6.141), ainsi que la relation de
syme´trie (6.107) et la conservation de la parite´ dans les e´le´ments de matrice a` deux corps,
nous de´duisons que la contribution du coeur dans la sommation sur les indices α et γ au
terme source (6.135) est donne´e par,
wcorec (r) = −(−1)j+J+jt
1
Jˆ
∑
nδ
〈tjt||a˜nδ c¯||Φ〉J
(
Dcorec¯ (r)unδ c¯(r) +
∫
dr′Ecorec¯ (r, r
′)unδ c¯(r
′)
)
,(6.142)
ou` nous avons pose´,
Dcorec¯ (r) =
∑
(γ)∈core
Γ
Γˆ
jˆ2
∫
dr′ r r′ uγ(r′)V Γc¯γ¯c¯γ¯(r, r
′)
(uγ(r′)
rr′
×, (6.143a)
Ecorec¯ (r, r
′) = −
∑
(γ)∈core
Γ
(−1)Γ−jγ−j Γˆ
jˆ2
r r′ uγ(r′)V Γc¯γ¯γ¯c¯(r, r
′)
(uγ(r)
rr′
× . (6.143b)
Nous remarquons donc que le terme (6.142) admet exactement la meˆme forme (mais de
signe contraire) que le terme (6.122), a` ce de´tail pre`s que les potentiels Dcorec¯ et E
core
c¯ sont
ge´ne´re´s par les e´tats du coeur uniquement, alors que les potentiels Hartree-Fock Dc¯ et Ec¯
sont ge´ne´re´s par les e´tats du coeur ainsi que par les couches additionnelles moyenant la
probabilite´ d’occupation de´ﬁnie en (2.36).
Nous re´umons ici en e´crivant,
〈tjt, r pc¯ Yc¯|T ∗10 + V10|Φ〉J,M =
1
r
∫
dr′ pc¯(r, r′)wc(ΦJ , r′), (6.144)
ou` le terme source total est de´ﬁni par,
wc(Φ
J , r) =
(−1)j+J+jt 1
Jˆ
∑
nδ
〈tjt||a˜nδ c¯||Φ〉J
[(
Dc¯(r)−Dcorec¯ (r)
)
unδ c¯(r) +
∫
dr′
(
Ec¯(r, r
′)− Ecorec¯ (r, r′)
)
unδ c¯(r
′)
]
− 1
Jˆ
∑
(α,γ,δ)∈val
Γ
(−1)Γ+J+jt−jα 〈tjt ||
(
a†α
(
a˜γ a˜δ
)Γ)j ||Φ〉J [DΓα¯c¯γ¯δ¯uδ(r) + ∫ dr′EΓα¯c¯δ¯γ¯(r, r′)uδ(r′)
]
. (6.145)
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Dans cette dernie`re expression, nous pouvons e´crire,
Dc¯(r)−Dcorec¯ (r) =
∑
(γ)∈add
Γ
Γˆ
jˆα
2 P
occ
jγ
∫
dr′ r r′ uγ(r′)V Γc¯γ¯c¯γ¯(r, r
′)
(uγ(r′)
rr′
× , (6.146a)
Ec¯(r, r
′)− Ecorec¯ (r, r′) = −
∑
(γ)∈add
Γ
Γˆ
jˆα
2 P
occ
jγ (−1)Γ−j−jγ r r′ uγ(r′)V Γc¯γ¯γ¯c¯(r, r′)
(uγ(r)
rr′
× ,(6.146b)
ou` nous avons spe´ciﬁe´ par (γ) ∈ add que les sommations ne portent que sur les particules
additionnelles au coeur de mode`le en couches. Ces termes contribuent donc a` la correction
discute´e dans la section (2.4.4.4).
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6.6 Repre´sentation radiale des solutions de l’espace Q
Nous nous inte´ressons dans cette section a` la repre´sentation radiale d’un e´le´ment de l’es-
pace Q de manie`re a` compleˆter l’expression (2.325) de la solution totale |ψ〉+. Les e´tats
propres de l’hamiltonien eﬀectif |Φ˜〉J,M e´tant des combinaisons line´aires des e´tats propres de
l’hamiltonien HQQ projete´ sur l’espace Q, nous nous limitons ici au calcul du recouvrement
suivant,
J,M〈tjt, rYc¯|Φ〉J,M , (6.147)
ou` l’e´tat |Φ〉J,M , couplant au moment de spin J (et projection M) ve´riﬁe,
(E −HQQ)|Φ〉J,M = 0. (6.148)
En notant {|αi,mi〉} une base d’e´tats individuels lie´s, l’e´tat |Φ〉J,M peut eˆtre de´compose´, en
sche´maM , dans la base de Fock a` A particules {|α1m1, · · · , αAmA〉} de la manie`re suivante,
|Φ〉J,M =
∑
{αimi}
CΦJ,M{αimi}|α1m1, · · · , αAmA〉, (6.149)
ou` {αimi} symbolise l’ensemble des conﬁgurations possibles, et ou` {CΦJ,M{αimi}} repre´sentent
les coeﬃcients du de´veloppement. De meˆme, la cible |tjtmt〉 peut eˆtre de´veloppe´e dans une
base de Fock a` A− 1 particules lie´es,
|tjtmt〉 =
∑
{α′im′i}
Ctjtmt{α′im′i} |α
′
1m
′
1, · · · , α′A−1m′A−1〉, (6.150)
nous permettant de construire les e´tats de base,
|tjt,Yc¯ r〉J,M =
∑
mt,m
〈jtj,mtm|JM〉
∑
{α′im′i}
Ctjtmt{α′im′i} |α
′
1m
′
1, · · · , α′A−1m′A−1, c¯mr〉, (6.151)
ou` |c¯mr〉 admet la repre´sentation suivante,
〈−→r ′|c¯mr〉 = δ(r
′ − r)
r′r
Ymc¯ (Ωr′), (6.152)
et ou` les fonctions angulaires, de spin et d’isospin Yc¯ ont e´te´ de´ﬁnies en (2.18). Le calcul
de la quantite´ (6.147) implique donc celui du recouvrement suivant,
〈α′1m′1, · · · , α′A−1m′A−1, c¯mr|α1m1, · · · , αAmA〉, (6.153)
qui, selon (4.22), peut s’e´crire,
√
A! 〈α′1m′1(1), · · · , α′A−1m′A−1(A− 1), c¯mr(A)|α1m1, · · · , αAmA〉, (6.154)
ou` l’indexation des particules dans le bra est arbitraire. Le ket de (6.154) peut s’e´crire
explicitement a` l’aide de l’ope´rateur d’antisyme´trisation,
|α1m1, · · · , αAmA〉 = 1√
A!
∑
P
(−1)P Pˆ |α1m1(1), · · · , αAmA(A)〉, (6.155)
ou` Pˆ est un ope´rateur de permutation, et ou` la sommation porte sur les A! permutations.
Nous choisissons ici, pour plus de commodite´, de faire agir les permutations sur les e´tats
plutoˆt que sur les particules menant a`,
|α1m1, · · · , αAmA〉 = 1√
A!
∑
P
(−1)P |αP1mP1(1), · · · , αPAmPA(A)〉, (6.156)
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ou` Pi correspond au ie`me indice obtenu par application de la permutation P a` l’ensemble
d’indices (1, 2, · · · , A). Enﬁn, nous pouvons calculer le recouvrement (6.153),∑
P
(−1)P 〈α′1m′1|αP1mP1〉 · · · 〈α′A−1m′A−1|αPA−1mPA−1〉 〈c¯mr|αPAmPA〉. (6.157)
Dans cette dernie`re expression, nous avons,
〈α′im′i|αPimPi〉 = δα′i,αPi δm′i,mPi , (6.158a)
〈c¯mr|αPAmPA〉 = δc¯,α¯PA
uαPA(r)
r
. (6.158b)
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6.7 Re´solution des e´quations projete´es sur le conti-
nuum individuel
6.7.1 Solution matricielle
Dans cette section, nous nous inte´ressons a` la re´solution des e´quations projete´es (2.300),
que nous e´crivons ici sous la forme symbolique,
p˜ K˜ p˜ ξ = 0, (6.159)
ou` la solution matricielle ξ(r) est suppose´e ve´riﬁer la forme asymptotique (2.256). En
posant,
ξ˜ = p˜ ξ, (6.160)
il vient,
p˜ K˜ ξ˜ = 0. (6.161)
Une solution ge´ne´rale ξ˜ de (6.159) doit alors pouvoir s’e´crire de la manie`re suivante,
ξ˜(r) = ξh(r)C + φ(r), (6.162)
ou` ξh est la solution de l’e´quation non-projete´e homoge`ne,
K˜ ξh = 0, (6.163)
et C est une matrice constante. Dans (6.162), φ(r) doit eˆtre, en toute ge´ne´ralite´, une
solution matricielle de l’e´quation,
K˜ φ = U, (6.164)
telle que,
p˜ U = 0. (6.165)
Ecrivons alors cette dernie`re e´quation explicitement,∫
dr′ pc¯(r, r′)Uc,c′(r′) = 0, ∀ {c, c′}. (6.166)
Nous voyons donc que les e´le´ments de la matrice U de canal sortant c doivent appartenir
a` l’espace q des e´tats lie´s de nombre quantiques angulaire, de spin et d’isospin c¯. Nous
e´crivons alors,
Uc,c′(r) =
∑
n
anc un c¯(r), (6.167)
ou` {anc } sont des constantes, et ou` un c¯(r) repre´sente une fonction d’onde radiale individuelle
de nombre de noeuds n et de nombres quantique angulaire, de spin et d’isospin de´signe´s
par c¯. La sommation doit porter sur tous les e´tats lie´s existants de nombres quantiques
c¯. Aussi se peut-t’il qu’il n’y en ait aucun, auquel cas la projection sur le continuum se
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re´sume a` l’identite´. Nous remarquons alors que l’e´le´ment de matrice Uc,c′ ne de´pend pas
du canal entrant c′. Ceci nous permet alors de limiter le terme U a` une forme vectorielle−→
U dont les composantes, en repre´sentation radiale, sont donne´es par,
Uc(r) =
∑
n
anc un c¯(r). (6.168)
Avant de poursuivre, introduisons la notation suivante,
I ≡ {cI , nI}, (6.169)
symbolisant donc un canal donne´, ainsi qu’un nombre de noeuds. A l’aide des remarques
pre´ce´dentes, il n’est pas diﬃcile de montrer que les composantes de la solution ξ˜ peuvent
s’e´crire,
ξ˜c,c′(r) =
∑
c′′
ξhc,c′′(r)Cc′′,c′ +
∑
I
ξIc D
I
c′ , (6.170)
ou` la solution vectorielle particulie`re
−→
ξ I est solution de l’e´quation,
K˜−→ξ I = −→U I , (6.171)
ou` nous avons pose´,
U Ic (r) = δcI ,c unI c¯I (r). (6.172)
Aﬁn de de´terminer les constantes DIc′, nous utilisons le fait que la solution ξ˜ appartient,
par de´ﬁnition (cf. eq. (6.160)), au continuum individuel. Puisque que l’ensemble des vec-
teurs {−→U I} forment une base compleˆte et orthogonale d’un espace nul par application de
l’ope´rateur p˜, nous pouvons e´crire,∫
dr unJ c¯J (r) ξ˜cJ ,c′(r) = 0, ∀ {J, c′}. (6.173)
En utilisant (6.170), l’e´quation (6.173) est alors e´quivalente a`,∑
c′′
AJc′′ Cc′′,c′ +
∑
I
BJ,I DIc′ = 0, (6.174)
ou` nous avons pose´,
AJc′′ =
∫
dr unJ c¯J (r) ξ
h
cJ ,c′′
(r), (6.175a)
BJ,I =
∫
dr unI c¯J (r) ξ
I
cJ
(r). (6.175b)
(6.174) est un simple syste`me line´aire, que nous e´crivons ici sous forme matricielle,
B
−→
D c′ = −
∑
c′′
−→
A c′′ Cc′′,c′. (6.176)
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Enﬁn, la solution (6.170) s’e´crit,
ξ˜c,c′(r) =
∑
c′′
[
ξhc,c′′(r)−
∑
I,J
ξIc (r)
(
B−1
)I,J
AJc′
]
Cc′′,c′. (6.177)
Il nous reste maintenant a` ve´riﬁer la condition asymptotique. Nous supposons donc que
pour r ≥ R cette condition est ve´riﬁe´e. En notant M la matrice de´ﬁnie par,
Mc,c′ = ξ
h
c,c′(R)−
∑
I,J
ξIc (R)
(
B−1
)I,J
AJc′ , (6.178)
ainsi que les matrices H± et Θ de´ﬁnies par,
H±c,c′ = δc,c′H
±
c (R), (6.179a)
Θc,c′ = δc,c′
eiσl
kc
, (6.179b)
ou` les fonctions H±c (r) ont e´te´ de´ﬁnies en (2.110), la condition de raccordement de la
solution physique et de sa de´rive´e premie`re en r = R s’e´crit,
M C = Θ
[
H− +H+ S
]
, (6.180a)
M ′C = Θ
[
H ′− +H ′+ S
]
, (6.180b)
ou` les quantite´s prime´es indique la de´rivation par rapport a` la variable radiale. On montre
facilement que la re´solution de ce syste`me d’e´quations matricielles conduit a`,
C = M−1Θ
(
H− +H+ S
)
, (6.181a)
S = − 1
ΘH ′+ −M ′M−1ΘH+
(
ΘH ′− −M ′M−1ΘH−
)
. (6.181b)
6.7.2 Solution vectorielle
Nous nous inte´ressons maintenant a` la re´solution des e´quations inhomoge`nes projete´es
(2.312) que l’on e´crit ici sous la forme,
p˜
[
K˜−→˜ω = −→w
]
, (6.182)
ou` nous avons pose´,
−→˜
ω = p˜−→ω . (6.183)
Il est alors imme´diat que la solution
−→˜
ω doit s’e´crire,
−→˜
ω (r) = ξh(r)
−→
C +
∑
I
dI
−→
ξ I(r) +−→ω p(r), (6.184)
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ou` ξh est la solution matricielle de (6.163),
−→
C est un vecteur constant,
−→
ξ I est la solu-
tion vectorielle de (6.171), {dI} sont des constantes et ou` −→ω p est la solution particulie`re
satisfaisant a`,
K˜ −→ω p = −→w . (6.185)
De meˆme que dans la section pre´ce´dente, nous de´terminons les constantes {dI} a` l’aide de
l’e´quation, ∫
dr unJ c¯J (r) ω˜cJ(r) = 0, ∀J, (6.186)
qui est e´quivalente au syste`me line´aire suivant,∑
c′
−→
A c′ Cc′ +B
−→
d +−→ϕ = 0, (6.187)
ou` les vecteurs
−→
A c′ et la matrice B ont e´te´ de´ﬁnis dans la section pre´ce´dente, et ou` nous
avons introduit,
ϕJ =
∫
dr unJ c¯J (r)ω
p
cJ
(r). (6.188)
La solution (6.184) s’e´crit enﬁn,
ω˜c(r) =
∑
c′
[
ξhc,c′(r)−
∑
I,J
ξIc (r)
(
B−1
)I,J
AJc′
]
Cc′ + ω
p
c (r)−
∑
I,J
ξIc (r)
(
B−1
)I,J
ϕJ . (6.189)
En de´ﬁnissant le vecteur
−→
Ω par,
Ωc = ω
p
c (R)−
∑
I,J
ξIc (R)
(
B−1
)I,J
ϕJ , (6.190)
ou` R est suﬃsemment grand pour la condition asymptotique (2.257) soit ve´riﬁe´e, alors les
conditions de raccordement s’e´crivent,
M
−→
C +
−→
Ω = ΘH+
−→
Γ , (6.191a)
M ′
−→
C +
−→
Ω ′ = ΘH ′+
−→
Γ , (6.191b)
menant a`,
−→
C = M−1
(
ΘH+
−→
Γ −−→Ω
)
, (6.192a)
−→
Γ =
1
M ′M−1ΘH+ −ΘH+
(
M ′M−1
−→
Ω −−→Ω ′
)
. (6.192b)
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6.8 De´rivation de la re´solvante avec un nombre arbi-
traire d’espaces mode`les
On conside`re n espaces mode`les. Les projecteurs sur ces espaces sont note´s {Pi, i =
1, 2, · · · , n}. La nume´rotation est arbitraire. Aussi toute permutation des indices {1, 2, · · · , n}
peut eˆtre indiﬀe´remment utilise´e pour de´crire l’ensemble des n espaces. Les projecteurs Pi
sont suppose´s ve´riﬁer,
n∑
i=1
Pi = 1, (6.193a)
PiPj = δi,j Pi, (6.193b)
et les projections de l’hamiltonien H sont note´es,
Hij = PiHPj. (6.194)
En utilisant la relation (2.218), nous pouvons e´crire la re´solvante totale sous la forme
suivante,
G =
1
E −H11
[
1+
( n∑
j,i=1
Hji −H11
)
G
]
. (6.195)
En de´ﬁnissant,
G1 =
P1
E −H11 , (6.196)
il vient,
P1G = G1
[
P1 +
∑
i6=1
H1iG
]
= G1
[
P1 +
∑
i6=1,2
H1iG+H12G2
(
P2 +
∑
i6=1,2
H2iG+H21G
)]
= G1
[
P1 +H12G2 +
∑
i6=1,2
(H1i +H12G2H2i)G
]
+G1H12G2H21(P1G). (6.197)
En factorisant (6.197), puis en multipliant a` gauche par (G1)
−1 = P1(E − H11)P1 nous
obtenons,
P1(E −H11 −H12G2H21)G = P1 +H12G2 +
∑
i6=1,2
(H1i +H12G2H2i)G. (6.198)
En de´ﬁnissant les ope´rateurs suivants,
R21 = P1 +H12G2, (6.199a)
H21i = H1i +H12G2H2i, (6.199b)
G21 = P1
1
E −H211
P1, (6.199c)
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nous pouvons e´crire,
P1G = G
2
1
[
R21 +
∑
i6=1,2
H21iG
]
= G21
[
R21 +
∑
i6=1,2,3
H21iG+H
2
13G
2
3
(
R23 +
∑
i6=1,2,3
H23iG+H
2
31G
)]
= G21
[
R21 +H
2
13G
2
3R
2
3 +
∑
i6=1,2,3
(H21i +H
2
13G
2
3H
2
3i)G
]
+G21H
2
13G
2
3H
2
31(P1G). (6.200)
En factorisant (6.200), puis en multipliant a` gauche par (G21)
−1 = P1(E − H211)P1 nous
obtenons,
P1(E −H211 −H213G23H231)G = R21 +H213G23R23 +
∑
i6=1,2,3
(H21i +H
2
13G
2
3H
2
3i)G. (6.201)
En de´ﬁnissant,
R231 = R
2
1 +H
2
13G
2
3R
2
3, (6.202a)
H231i = H
2
1i +H
2
13G
2
3H
2
3i, (6.202b)
G231 = P1
1
E −H2311
P1, (6.202c)
nous pouvons e´crire,
P1G = G
23
1
[
R231 +
∑
i6=1,2,3
H231i G
]
. (6.203)
Enﬁn, la re´currence, qui n’est pas diﬃcile a` de´montrer, me`ne a`,
P1G = G
23···r
1
[
R23···r1 +
∑
i6=1,2,··· ,r
H23···r1i G
]
, (6.204)
ou` les ope´rateurs multi-indices sont de´ﬁnis de manie`re auto-simmilaire comme suit,
Ri1···iki = R
i1···ik−1
i +H
i1···ik−1
i ik
G
i1···ik−1
ik
R
i1···ik−1
ik
, Ri = Pi, (6.205a)
H i1···ikij = H
i1···ik−1
ij +H
i1···ik−1
i ik
G
i1···ik−1
ik
H
i1···ik−1
ik j
, (6.205b)
Gi1···iki = Pi
1
E −H i1···ikii
Pi. (6.205c)
Aﬁn de mener a` bien la deuxie`me partie du calcul, nous proce´dons a` la permutation
d’indice suivante,
1 −→ 1
2 −→ n
3 −→ n− 1
...
n −→ 2.
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En utilisant (6.204) et la permutation ci-dessus, nous pouvons e´crire,
P1G = G
n···2
1 R
n···2
1
P2G = G
n···3
2 R
n···3
2 +G
n···3
2 H
n···3
21 (P1G)
P3G = G
n···4
3 R
n···4
3 +G
n···4
3 H
n···4
31 (P1G) +G
n···4
3 H
n···4
32 (P2G)
...
Nous introduisons alors les notations simpliﬁe´es suivantes,
G˜i = G
n···i+1
i , G˜n = Gn, (6.206a)
R˜i = R
n···i+1
i , R˜n = Pn, (6.206b)
H˜ij = H
n···i+1
ij , H˜nj = Hnj, (6.206c)
qui nous permettent d’e´crire,
P1G = G˜1R˜1
P2G = G˜2R˜2 + G˜2H˜21(P1G)
⇒ (P1 + P2)G = G˜2R˜2 + (P1 + G˜2H˜21)G˜1R˜1 (6.207)
En de´ﬁnissant,
L21 = P1 + G˜2H˜21, (6.208)
il vient,
(P1 + P2)G = G˜2R˜2 + L
2
1G˜1R˜1. (6.209)
Nous poursuivons alors la proce´dure,
P3G = G˜3R˜3 + G˜3H˜31(P1G) + G˜3H˜32(P2G)
⇒ (P1 + P2 + P3)G =
G˜3R˜3 + (P2 + G˜3H˜32)G˜2R˜2 +
[
P1 + G˜3H˜31 + (P2 + G˜3H˜32)G˜2H˜21
]
G˜1R˜1. (6.210)
De´ﬁnissant,
L32 = P2 + G˜3H˜32, (6.211a)
L31 = P1 + G˜3H˜32, (6.211b)
L321 = L
3
1 + L
3
2G˜2H˜21 = P1 + G˜3H˜31 + (P2 + G˜3H˜32)G˜2H˜21, (6.211c)
nous pouvons e´crire,
(P1 + P2 + P3)G = G˜3R˜3 + L
3
2G˜2R˜2 + L
32
1 G˜1R˜1. (6.212)
La re´currence, qui est cette fois un peu plus diﬃcile a` de´montrer, me`ne a`,
n∑
i=1
PiG =
n∑
i=1
Ln···i+1i G˜iR˜i (6.213)
ou` les ope´rateurs multi-indices sont de´ﬁnis comme suit,
Ln···i+1i = L
n···i+2
i + L
n···i+2
i+1 G˜i+1H˜i+1 i, Lj = Pj . (6.214)
Finalement, en de´ﬁnissant,
L˜i = L
n···i+1
i , L˜n = Pn, (6.215)
la re´solvante totale peut s’e´crire sous la forme compacte suivante,
G =
n∑
i=1
L˜iG˜iR˜i. (6.216)
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6.9 Fonctions de spin-isospin a` syme´trie adapte´e
Dans cette annexe, nous utilisons la notation Y
[ν]
m pour de´signer la repre´sentation graphique
d’un tableau de Young, et [ν]m la partition correspondante.
Nous conside´rons la partie de spin d’un syste`me de i particules. Le sche´ma de couplage de
ces fonctions est le suivant,[
· · ·
[
[1/2, 1/2]S1, 1/2
]S2 · · · , 1/2]Si−1, (6.217)
ou` 1/2 repre´sente un spineur. Les tableaux (6.3,6.4,6.5) pre´sentent la syme´trie de ces fonc-
tions de spin sous l’action du groupe des permutations en fonction de l’ensemble des mo-
ments {S1, S2, · · · , Si−1} pour i = 2, 3, 4 respectivement. Pour plus de de´tails, le lecteur est
invite´ a` consulter les ouvrages ...[61, 77, 62]. Nous adoptons le meˆme sche´ma de couplage
S1 Y
[ν]
m [ν]m
1 1 2 [2]
0 11 [1
2]
Tab. 6.3 – Symme´trie des fonctions de spin (6.217) pour i = 2.
S1 S2 Y
[ν]
m [ν]m
1 3
2
1 2 3 [3]
1 1
2
1 2
3 [21]1
0 1
2
1 3
2 [21]2
Tab. 6.4 – Symme´trie des fonctions de spin (6.217) pour i = 3.
pour la partie isospin, [
· · ·
[
[1/2, 1/2]T1, 1/2
]T2 · · · 1/2]Ti−1 , (6.218)
ou`, cette fois-ci, 1/2 repre´sente un isospineur. Nous voulons maintenant de´ﬁnir des fonctions
de spin-isospin de syme´trie bien de´ﬁnie par le produit inte´rieur des fonctions (6.217) et
(6.218). Ces fonctions forment un espace invariant sous l’action du groupe,
SU(4) ⊃ SU(2)× SU(2). (6.219)
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S1 S2 S3 Y
[ν]
m [ν]m
1 3
2
2 1 2 3 4 [3]
1 3
2
1 1 2 34 [31]1
1 1
2
1 1 2 43 [31]2
0 1
2
1 1 3 42 [31]3
1 1
2
0 1 23 4 [22]1
0 1
2
0 1 32 4 [22]2
Tab. 6.5 – Symme´trie des fonctions de spin (6.217) pour i = 4.
Les tableaux (6.6,6.7,6.8) pre´sentent la syme´trie de ces fonctions en fonction de Si−1 et
Ti−1 pour i = 2, 3, 4 ainsi que leur de´composition selon (6.219). Le sche´ma re´cursif (par
produit exte´rieur successif) ustilise´ pour construire ces fonctions de spin-isospin peut eˆtre
illustre´ de la manie`re suivante,
⊗ −→
⊗ −→ 2×

⊗ −→
3×
2×
3×
(6.220)
Enﬁn, la dimension d
SU(N)
[ν] de la repre´sentation irre´ductible de SU(N) associe´e a` la partition
[ν] = [ν1, ν2, · · · , νN ] e´tant donne´e par,
d
SU(N)
[ν] =
N∏
1=i<j
νi − νj + j − i
j − i , (6.221)
l’analyse dimensionnelle peut eˆtre mene´e a` bien a` l’aide de (6.220).
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S1 T1 SU(4) SU(2)× SU(2)
1 1 [2] [2]×[2]
0 0 [2] [12]×[12]
1 0 [12] [2]×[12]
0 1 [12] [12]×[2]
Tab. 6.6 – Fonctions de spin-isospin a` syme´trie adapte´e pour i = 2.
S2 T2 SU(4) SU(2)× SU(2)
3
2
3
2
[3] [3]×[3]
1
2
1
2
[3] 1√
2
([21]1×[21]1 + [21]2×[21]2)
1
2
1
2
[21]1
1√
2
([21]1×[21]1 − [21]2×[21]2)
1
2
3
2
[21]1 [21]1×[3]
3
2
1
2
[21]1 [3]×[21]1
1
2
1
2
[21]2 − 1√2([21]1×[21]2 + [21]2×[21]1)
1
2
3
2
[21]2 [21]2×[3]
3
2
1
2
[21]2 [3]×[21]2
1
2
1
2
[13] 1√
2
([21]1×[21]2 − [21]2×[21]1)
Tab. 6.7 – Fonctions de spin-isospin a` syme´trie adapte´e pour i = 3.
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Tab. 6.8 – Fonctions de spin-isospin a` syme´trie adapte´e pour i = 4.
S3 T3 SU(4) SU(2)× SU(2)
2 2 [4] [4]×[4]
1 1 [4] 1√
3
([31]1×[31]1 + [31]2×[31]2 + [31]3×[31]3)
0 0 [4] 1√
2
([22]1×[22]1 + [22]2×[22]2)
1 2 [31]1 [31]1×[4]
2 1 [31]1 [4]×[31]1
1 1 [31]1
1√
6
(2[31]1×[31]1 − [31]2×[31]2 − [31]3×[31]3)
1 0 [31]1
1√
2
([31]2×[22]1 + [31]3×[22]2)
0 1 [31]1
1√
2
([22]1×[31]2 + [22]2×[31]3)
1 2 [31]2 [31]2×[4]
2 1 [31]2 [4]×[31]2
1 1 [31]2
1√
6
(−[31]1×[31]2 − [31]2×[31]1 +
√
2[31]2×[31]2 −
√
2[31]3×[31]3)
1 0 [31]2
1
2
(
√
2[31]1×[22]1 + [31]2×[22]1 − [31]3×[22]2)
0 1 [31]2
1
2
(
√
2[22]1×[31]1 + [22]1×[31]2 − [22]2×[31]3)
1 1 [211]1
1√
2
([31]1×[31]2 − [31]2×[31]1)
1 0 [211]1
1
2
(
√
2[31]1×[22]1 − [31]2×[22]1 + [31]3×[22]2)
0 1 [211]1 −12(
√
2[22]1×[31]1 − [22]1×[31]2 + [22]2×[31]3)
1 1 [211]2
1√
2
([31]1×[31]3 − [31]3×[31]1)
1 0 [211]2
1
2
(
√
2[31]1×[22]2 + [31]2×[22]2 + [31]3×[22]1)
0 1 [211]2 −12(
√
2[22]2×[31]1 + [22]2×[31]2 + [22]1×[31]3)
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Tab. 6.8 – suite ...
1 1 [211]3
1√
2
([31]2×[31]3 − [31]3×[31]2)
1 0 [211]3 − 1√2([31]1×[22]2 − [31]2×[22]2)
0 1 [211]3
1√
2
([22]2×[31]1 − [22]2×[31]2)
2 0 [22]1 [4]×[22]1
0 2 [22]1 [22]1×[4]
1 1 [22]1
1√
6
(
√
2[31]1×[31]2 +
√
2[31]2×[31]1 + [31]2×[31]2 − [31]3×[31]3)
0 0 [22]1
1√
2
([22]1×[22]1 − [22]2×[22]2)
2 0 [22]2 [4]×[22]2
0 2 [22]2 [22]2×[4]
1 1 [22]2
1√
6
(
√
2[31]1×[31]3 +
√
2[31]3×[31]1 − [31]2×[31]3 − [31]3×[31]2)
0 0 [22]2 − 1√2([22]1×[22]2 + [22]2×[22]1)
0 0 [14] 1√
2
([22]1×[22]2 − [22]2×[22]1)
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6.10 Projection des e´quations avec deux particules
dans le continuum
Pour les besoin de la pre´sente section, nous changeons le´ge`rement les notations introduites
en (6.19), et noterons,
αk ≡ {nk, lk, jk, τzk}. (6.222)
Nous de´veloppons ici une technique de projection des e´quations de canaux couple´s dans le
cas ou` seulement deux particules peuplent les e´tats du continuum individuel. La ge´ne´ralisation
a` un nombre plus e´leve´ de particules dans un e´tat de diﬀusion est envisageable. Nous de-
vons ne´anmoins garder a` l’esprit que la convergence de la pre´sente me´thode n’a pas fait
l’objet de tests quantitatifs.
Nous conside´rons le projecteur introduit en (4.32) dans le cas ou` i = 2,
2p = pˆ(1)⊗ pˆ(2). (6.223)
Nous cherchons alors un ensemble d’e´tats, que l’on note |Ui〉, orthogonaux a` l’espace sur
lequel projette l’ope´rateur (6.223),
2p|Ui〉 ≡ 0. (6.224)
Dans le cas pre´sent, il existe trois types d’e´tats satisfaisant a` cette condition, a` savoir,
|U1〉 = |α1m1(1)⊗ ϕ(2)〉, (6.225a)
|U2〉 = |ϕ(1)⊗ α2m2(1)〉, (6.225b)
|U3〉 = |α1m1(1)⊗ α2m2(1)〉, (6.225c)
ou` |αimi〉 repre´sente un e´tat lie´, et |ϕ〉 est un e´tat individuel quelconque. Tout comme
dans la section (2.4.4.3), le re´solution des e´quations projete´es passe par la re´solution
des e´quations inhomoge`nes avec comme terme source les e´tats mentionne´s plus haut. Le
proble`me est alors que, pour les solutions du type 1 et 2, ces e´quations doivent eˆtre re´solues
pour tous les e´tats |ϕ〉 d’un ensemble complet dans l’espace des e´tats individuels, ou du
moins pour un nombre de ces e´tats formant un ensemble presque complet dans la re´gion
de l’espace qui nous inte´resse. Nous choisissons alors une base d’oscillateurs harmoniques
pour les e´tats |ϕ〉,
|ϕ〉 ≡ |uhonl 〉 |Y mll 〉 |χms〉 |ττz〉, (6.226)
ou` |uhonl 〉 est la partie radiale de nombre de noeud n, |Y mll 〉 est une harmonique sphe´rique
d’ordre l et de projection ml, |χms〉 est le spineur et |ττz〉 l’isospineur. Nous regroupons
parties radiale et angulaire de l’oscillateur harmonique sous la notation suivante,
|uhonl 〉 |Y ml 〉 ≡ |nlml〉. (6.227)
Nous nous inte´ressons a` l’e´tat de type |U1〉. L’e´tat lie´ |α1m1〉 peut se de´composer de la
manie`re suivante,
|α1m1〉 =
∑
ml1 ,ms1
〈l11/2, ml1ms1 |j1m1〉 |uα1〉 |Y ml1l1 〉 |χms1 〉 |ττz1〉, (6.228)
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ou` |uα1〉 repre´sente la partie radiale. Du fait de sa localisation dans l’espace, cette dernie`re
partie peut facilement eˆtre de´veloppe´e dans une base radiale d’oscilateur harmonique
(de meˆme moment angulaire pour acce´le´rer la convergence) car elles y forment une base
comple`te (sur le nombre de noeuds),
|uα1〉 =
∑
n1
〈uhon1l1 |uα1〉 |uhon1l1〉. (6.229)
En utilisant la notation (6.227), nous pouvons donc e´crire l’e´tat lie´ (6.228) sous la forme
suivante,
|α1m1〉 =
∑
ml1 ,ms1 ,n1
〈l11/2, ml1ms1 |j1m1〉 〈uhon1l1 |uα1〉 |n1l1ml1〉 |χms1 〉 |ττz1〉, (6.230)
et enﬁn,
|U1〉 =
∑
ml1 ,ms1 ,n1
〈l11/2, ml1ms1 |j1m1〉 〈uhon1l1 |uα1〉
|n1l1ml1 , n2l2ml2〉 |χms1 , χms2 〉 |ττz1, ττz2〉, (6.231)
ou` nous oublions l’indexation des particules aﬁn de simpliﬁer les expressions. En recouplant
de manie`re ade´quate, puis en utilisant la transformation de Talmi-Moshinsky ...[78, 79],
nous de´rivons,
|n1l1ml1 , n2l2ml2〉 =
∑
θ,M
n′1,l
′
1
n′2,l
′
2
〈l1l2, ml1ml2 |θM〉 〈n′1l′1, n′2l′2|n1l1, n2l2〉θ |n′1l′1, n′2l′2〉θ,M . (6.232)
La ﬁgure (6.10) illustre le changement de coordonne´es correspondant a` cette transforma-
tion.
Nous recouplons ensuite la partie de spin a` un moment total S (et de projection Sz),
|χms1 , χms2 〉 =
∑
S,Sz
〈1
2
1
2
, ms1ms2 |SSz〉 |S, Sz〉, (6.233)
ainsi que la partie d’isospin a` un moment total T (et projection Tz),
|ττz1 , ττz2〉 =
∑
T,Tz
〈1
2
1
2
, ττz1ττz2 |TTz〉 |T, Tz〉. (6.234)
Nous re´sumons en e´crivant l’e´tat (6.231),
|U1〉 =
∑
ml1 ,ms1 ,n1,θ,M
n′1,l
′
1,n
′
2,l
′
2
S,Sz,T,Tz
j,m
〈l11/2, ml1ms1|j1m1〉 〈uhon1l1|uα1〉 〈l1l2, ml1ml2 |θM〉
〈n′1l′1, n′2l′2|n1l1, n2l2〉θ 〈
1
2
1
2
, ms1ms2 |SSz〉 〈
1
2
1
2
, ττz1ττz2 |TTz〉 〈θS,MSz|jm〉
(
|n′1l′1, n′2l′2〉θ × |S〉
)j,m
|T, Tz〉. (6.235)
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(1)
(2)
(1)
(2)
n1, l1
n2, l2
n′1, l
′
1
n′2, l
′
2
Fig. 6.1 – A gauche, les particules (1) et (2) sont dans des e´tats d’oscillateur harmo-
nique spe´cifie´s par les nombres quantiques n1, l1 et n2l2 respectivement et e´value´s dans le
re´fe´rentiel cible. La transformation de Talmi-Moshinsky permet un de´veloppement analy-
tique des e´tats |n1l1, n2l2〉θ, couplant au moment angulaire total θ, dans la base engendre´e
par les e´tats |n′1l′1, n′2l′2〉θ ou`, cette fois-ci, l’oscillateur harmonique de nombres quantiques
n′1, l
′
1 correspond au mouvement relatif des deux particules, et celui spe´cifie´ par n
′
2, l
′
2 cor-
respond au mouvement du centre de masse des particules (1) et (2) par rapport a` celui de
la cible.
Pour plus de clarte´, nous e´crivons le produit tensoriel d’e´tats apparaissant dans (6.235)
sous la forme suivante,(
|n′1l′1, n′2l′2〉θ × |S〉
)j,m
|T, Tz〉 ≡
∣∣∣uhon′1l′1 , uhon′2l′2 , ((l′1, l′2)θ, S)j,m, T, Tz〉, (6.236)
ou` nous avons se´pare´ parties radiale et angulaire. Nous voulons maintenant calculer expli-
citement la repre´sentation de l’e´tat |U1〉 dans la base,
|Yc¯, r〉 ≡ |
(
l, pjp2
)j,m
, r〉, (6.237)
aﬁn d’obtenir un terme source aux e´quations inte´gro-diﬀe´rentielles. Ce terme source, que
l’on note w, est donc de´ﬁni par,
1
r
w(r) = 〈
(
l, pjp2
)j,m
, r |U1〉, (6.238)
ou` |pjp2 〉 est l’e´tat intrinse`que du projectile (cf. section (4.2.2.4)), r est la distance relative
entre les deux fragments et l est le moment angulaire cible-projectile. La construction des
e´tats du projectile a e´te´ donne´e dans la section (4.2.2.4) pour le cas ge´ne´ral. Cependant,
dans le cas ou` le projectile n’est constitue´ que de deux particules, ce calcul se trivialise.
Une base angulaire, de spin et d’isospin d’un syste`me de deux fermions peut s’e´crire, sous
forme couple´e,
|
(
L× S
)jp,mp
, T, Tz〉, (6.239)
ou` L est le moment angulaire relatif, S le moment de spin total et T le moment d’isospin
total. Cette base doit satisfaire au principe de Pauli, ce qui limite les valeurs possibles de
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ces dernier nombres quantiques. Ainsi doit-t’on avoir,
L pair ⇒
S T
1 0
0 1
L impair ⇒
S T
1 1
0 0
(6.240)
Nous notons les e´tats du projectile de la manie`re suivante,
|pjpmp2 〉 =
∑
(LST )as
|P jpLST , (LS)jpmp , T, Tz〉, (6.241)
ou` nous spe´ciﬁon par (LST )as que la sommation sur les nombres quantiques L, S et T est
limite´e aux possibilite´s indique´es plus haut. Nous notons −→ρ la coordonne´e relative entre
les deux nucle´ons. Nous avons donc,
〈−→ρ |pjpmp2 〉 =
∑
(LST )as
1
ρ
P jpLST (ρ) Y
jpmp
LSTTz
(Ω), (6.242)
ou` ρ et Ω sont respectivement le module et la partie angulaire de la variable −→ρ . En
recouplant, nous pouvons e´crire,
|
(
l, pjp2
)j,m
, r〉 =
∑
(LST )as
θ
(−1)θ+j+S θˆ jˆp
{
l L θ
j S jp
} ∣∣∣pjpLST ,((L, l)θ, S)j,m, T, Tz , r〉. (6.243)
Enﬁn, le calcul du recouvrement (6.238) ne´cessite celui du type,〈
p
jp
LST ,
(
(L, l)θ, S
)j,m
, T, Tz , r
∣∣∣uhon′1l′1 , uhon′2l′2 , ((l′1, l′2)θ′, S ′)j′,m′ , T ′, T ′z〉 =
δL,l′1 δl,l′2 δθ,θ′ δS,S′ δ(j,m),(j′m′) δ(T,Tz),(T ′,T ′z) 〈pjpLST , r|uhon′1L, u
ho
n′2l
〉, (6.244)
ou` nous avons,
〈pjpLST , r|uhon′1L, u
ho
n′2l
〉 =
[ ∫
dρpjpLST (ρ) u
ho
n′1L
(ρ)
]
uhon′2l(r). (6.245)
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6.11 Ele´ments de la matrice de couplage dans la par-
tition de masse « 2 »
Nous nous proposons ici de de´river les e´le´ments de matrice de l’interaction V11 dans la base
a` deux fragments construite dans la section (4.2.2.5). Nous nous limiterons au cas parti-
culier ou` le projectile n’est compose´ que de deux nucle´ons, car les expressions deviennent
vite tre`s complexes pour le cas ge´ne´ral.
Selon les notations introduites dans la section (4.2.2.5), la base partielle (moment relatif
cible-projectile + e´tat du projectile) pour un projectile compose´ de deux nucle´ons est,
|Yc¯2 r〉 ≡ |
(
l2, p
jp
2
)j
, r〉, (6.246)
ou` nous omettons le nombre quantique de projection pour alle´ger les notations. Nous avons,
dans l’annexe (6.11), construit une telle base. En substituant, dans l’e´quation (6.243), l
par l2, L par l1 et θ par L2, et en notant
−→ρ 2 la coordonne´e relative entre les deux nucle´ons
du projectile, nous pouvons e´crire,
|
(
l2, p
jp
2
)j
, r〉 =
∑
(l1ST )as
L2
(−1)L2+j+S Lˆ2 jˆp
{
l2 l1 L2
j S jp
}
∫
dρ2 ρ2 p
jp
l1ST
(ρ2)
∣∣∣[(l1, l2)L2 , S]j, TTz, ρ2, r〉. (6.247)
En utilisant la relation (4.181), nous pouvons passer de la repre´sentation a` deux corps (cible-
projectile) a` une repre´sentation a` trois corps (la cible et les deux nucle´ons du projectile),
de la manie`re suivante,∣∣∣(l1, l2)L2 , ρ2 , r〉 =∑
K2
F †l1l2K2(φ¯2)
∣∣∣[K]L23 , ρ¯3,〉, (6.248)
ou` nous faisons usage des notations introduites dans la section (4.2.2.1) pour la base hyper-
angulaire, soit,
|[K]L23 〉 ≡ |
(
l1, l2
)L2
, K2〉. (6.249)
Dans (6.248), nous avons, selon (4.182),
φ¯2 = arctan(
α r
ρ2
), (6.250a)
ρ¯3 =
√
ρ22 + (α r)
2. (6.250b)
Rappelons alors que l’interaction entre le projectile et la cible admet la forme suivante,∑
k∈C
JV
tjt ,t′j
′
t
(k), (6.251)
ou` JV
tjt ,t′j
′
t
(k) repre´sente l’interaction du nucle´on nume´rote´ k avec la structure interne de
la cible. La somme porte sur les particules occupant un e´tat de diﬀusion. Aussi, tous les
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nucle´ons constituant le projectile sont suppose´s eˆtre dans le continuum relativement a` la
cible. Les solutions particulie`res ou` cette condition n’est pas ve´riﬁe´e sont supprime´es au
moyen de la technique de projection introduite dans la section (6.12). Aussi nous limitons-
nous ici au calcul des e´le´ments de matrice (4.203) sans les projecteurs, la sommation, dans
(6.251), portant donc sur les nucle´ons constituant le projectile, que ces derniers soient dans
un e´tat de diﬀusion par rapport a` la cible, ou non. Nous traitons ici l’interaction entre le
nucle´on nume´rote´ (1) et la structure de la cible. La ﬁgure (6.2) illustre sche´matiquement le
syste`me de coordonne´es intrinse`que correspondant a` la base hyper-angulaire (6.249). Nous
(1)
(2)
l2
l1
V(1)
t
Fig. 6.2 – Illustration sche´matique du syste`me de coordonne´es intrinsq`ue correspondant a`
la base hyper-angulaire (6.249). Est e´galement illustre´e l’interaction entre le nucle´on (1)
et la structure de la cible t.
voyons donc la ne´cessite´ d’utiliser une rotation cine´matique (cf. section (4.2.2.2)) aﬁn de
passer dans un syste`me de coordonne´es ou` l’interaction JV
tjt ,t′j
′
t
(1) se calcul aise´ment.
Cette transformation est un cas particulier de la transformation (4.128),
|[K]L23 〉 =
∑
el1,el2
〈[K˜3]|[K]3〉L2 |[K˜]L23 〉, (6.252)
ou` les coeﬃcients 〈[K˜3]|[K]3〉L2 sont les coeﬃcients de Raynal-Revai. La ﬁgure (6.3) illustre
sche´matiquement le changement de cooronne´es correspondant a` cette transformation.
| [K]3 〉 | [K˜]3 〉
−→x −→y
(1)
(2)
(1)
(2)
Fig. 6.3 – Illustration de la rotation cine´matique (6.252) passant des coordonne´es in-
trinse`ques correspondant a` la base hyper-angulaire |[K]L23 〉 aux coordonne´es intrinse`ques
correspondant a` la base hyper-angulaire |[K˜]L23 〉. Les nouvelles coordonne´es de Jacobi sont
note´es −→x et −→y .
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Nos conventions de notations pour la nouvelle base hyper-angulaire sont les suivantes,
|[K˜]L23 〉 ≡ |
(
l˜1, l˜2
)L2
, K2〉. (6.253)
En recouplant de manie`re ade´quate, nous pouvons e´crire,∣∣∣[K˜]L23 , S〉j ≡ ∣∣∣(l˜1, l˜2)L2 , (12 , 12)S , K2〉j
=
∑
j1,j2
Lˆ2 Sˆ jˆ1 jˆ2
 l˜1 l˜2 L212 12 S
j1 j2 j
 ∣∣∣(l˜1, 12)j1 , (l˜2, 12)j2 , K2〉j .(6.254)
Nous de´couplons ensuite la partie isospin du projectile,
|TTz〉 =
∑
τz1,τz2
〈1
2
1
2
, τz1τz2|TTz〉 |τz1, τz2〉. (6.255)
A l’aide des re´sultats pre´ce´dents, nous pouvons e´crire la base partielle (6.246) comme suit,
|
(
l2, p
jp
2
)j
, r〉 =
∑
(l1ST )as
L2,K2,el1,el2
j1,j2,τz1,τz2
(−1)L2+j+S Lˆ2 jˆp
{
l2 l1 L2
j S jp
}
Lˆ2 Sˆ jˆ1 jˆ2
 l˜1 l˜2 L212 12 S
j1 j2 j
 〈[K˜3]|[K]3〉L2 〈12 12 , τz1τz2|TTz〉
∫
dρ2 ρ2 p
jp
l1ST
(ρ2)F
†
l1l2K2
(φ¯2)
∣∣∣[(l˜1, 1
2
)j1
τz1 ,
(
l˜2,
1
2
)j2
τz2
]j
, K2 , ρ¯3
〉
. (6.256)
Enﬁn, nous pouvons inte´grer sur l’hyper-angle pour faire apparatre une de´pendence en x
et y qui sont les modules des nouvelles coordonne´es de Jacobi −→x et −→y respectivement (cf.
ﬁgure (6.3)),∣∣∣[(l˜1, 1
2
)j1
τz1 ,
(
l˜2,
1
2
)j2
τz2
]j
, K2 , ρ¯3
〉
=∫
dφ sin2(φ) cos2(φ)Fel1el2K2(φ)
∣∣∣(l˜1, 1
2
)j1
τz1 x ,
(
l˜2,
1
2
)j2
τz2 y
〉j
. (6.257)
Les variables x et y sont alors respectivement donne´es par,
x = ρ¯3 cos(φ), (6.258a)
y = ρ¯3 sin(φ). (6.258b)
Nous somme maintenant en mesure de calculer les e´le´ments de matrice suivants,
〈Yc¯2 r||JVtjt ,t′jt′ (1)||Yc¯′2 r′〉. (6.259)
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L’interaction JV
tjt ,t′j
′
t
(1) est une somme d’ope´rateurs tensoriels (cf. annexe (6.4)),
JV
tjt ,t′jt′ (1) =
∑
θ
JVθ
tjt ,t′jt′
(1). (6.260)
Le calcul des e´le´ments de matrice (6.259) ne´cessite donc le calcul des e´le´ments de matrice
suivants,
j
〈(
l˜1,
1
2
)j1
τz1 x ,
(
l˜2,
1
2
)j2
τz2 y
∣∣∣∣∣∣JVθ
tjt ,t′jt′
(1)
∣∣∣∣∣∣(l˜′1, 12)j′1τ ′z1 x′ , (l˜′2, 12)j′2τ ′z2 y′〉j′
= δ(el2j2τz2),(el′2j′2τ ′z2)
jˆ jˆ′ (−1)j1+j′+j2+θ+el1+el′1
{
j j′ θ
j′1 j1 j2
}
1
xx′
JVθ
(tjtel1j1τz1),(t
′j
t′el′1j
′
1τ
′
z1)
(x, x′)
δ(y − y′)
yy′
. (6.261)
Dans (6.261), la phase supple´mentaire (−1)el1+el′1 provient de l’inversion des coordonne´es −→x
et −→x ′. Nous montrons sans diﬃculte´s que l’on a,
δ(y − y′)
yy′
=
δ(ρ′2 − ρ¯′2)
ρ¯′2ρ¯3 sin(φ) sin
2(φ′)
, (6.262)
ou` nous avons pose´,
ρ¯′2 =
[(
ρ22 + (αr)
2
) sin2(φ)
sin2(φ′)
− (αr′)2
] 1
2
. (6.263)
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6.12 Exemple de calcul de sources pour les e´quations
inhomoge`nes
Selon (6.190) et (6.206a), et en utilisant les notations introduites dans la section (4.2.2.5),
nous pouvons de´composer le vecteur d’e´tat du syste`me total projete´ sur l’espace Pj conte-
nant j particules dans le continuum (et se trouvant dans la partition de masse i dans le
canal entrant) de la manie`re suivante,
|Ψj〉+i =
∑
J,M,cj,ci
ΞJ,Mci (mtA−i , mpi,Ωqi)
∫
dr rΨJcj ,ci(r) |tjtA−j, jpYc¯j r〉J,M . (6.264)
La repre´sentation radiale du terme source apparaissant dans (4.59) peut alors s’e´crire,
J,M〈tA−f , rYc¯f fp|H|Ψj〉+i =
∑
cj ,ci
ΞJ,Mci (mtA−i , mpi,Ωqi)
∫
dr′ r′ΨJcj ,ci(r
′) J,M〈tjtA−f , r Yc¯f fp |H|tj
′
t
A−j,
jpYc¯j r′〉J,M . (6.265)
Aﬁn d’alle´ger les expressions, nous utiliserons par la suite les notations suivantes,
|tjt〉 ≡ |tjtA−f〉, (6.266a)
|t′j′t〉 ≡ |tj′tA−j〉, (6.266b)
c¯f ≡ {l, pjpf , j}, (6.266c)
c¯j ≡ {l′, pj
′
p
j , j
′}. (6.266d)
Nous substituons ensuite l’hamiltonien intrinse`que H par l’hamiltonien de´ﬁni en (2.258)
auquel l’on soustrait celui du centre de masse du syste`me total,
H = H− P
2
cm
2Am
. (6.267)
Dans cette section, nous nous limiterons au calcul de la contribution de l’hamiltonien H au
terme source, et oublierons celle du centre de masse, qui se fait de manie`re analogue. En
utilisant les re´sultats de la section (2.4.4.2), les projections de l’hamiltonien H s’e´crivent,
PfHPj =

H12 j = f + 1 ≥ 2
H01 j = 1, f = 2
H02 j = f + 2 ≥ 2
(6.268)
ainsi que les expressions conjugue´es (en permutant les indices f et j). Nous voyons donc
que le calcul des termes sources apparaissant dans les e´quations (4.59) doit se faire au
cas par cas. Aussi nous limiterons-nous ici au cas particulier ou` f = 1 et j = 3, qui a
« l’avantage » de regrouper un grand nombre de diﬃculte´s que l’on peut rencontrer dans
ce type de calcul. Nous avons donc,
P1HP3 = P1H02P3, (6.269)
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et, selon (2.266c), (2.264e) et (2.260b),
H0,2 = V0,2 = −
∑
α≤β
Γ
∫∫
γ≤δ
dγ dδ 〈α, β||V ||γ, δ〉Γnas
[(
a†αa
†
β
)Γ(
a˜γa˜δ
)Γ]0,0
. (6.270)
Nous commenc¸ons donc par calculer les e´le´ments de matrice du produit d’ope´rateurs
couple´s,
J,M〈tjt , rYc¯1 p|
[(
a†αa
†
β
)Γ(
a˜γ a˜δ
)Γ]0,0
|t′j′t, 3pYc¯3 r′〉 =
1
Γˆ
(−1)j+j′t+J+Γ
{
jt j
′
t
Γ
j′ j J
}
jt〈t||
(
a†αa
†
β
)Γ
||t′〉j′t 〈rYc¯1 p||
(
a˜γ a˜δ
)Γ
||3pYc¯3 r′〉, (6.271)
ou` nous avons utilise´ le fait que le produit (a†αa†β)
Γ n’agit que sur les e´tats lie´s et que le
produit (a˜γ a˜δ)Γ n’agit que sur les e´tats de diﬀusion. Le calcul des e´le´ments de matrice
dans la base des e´tats lie´s |tjt〉 et |t′j′t〉 se fait de manie`re analogue a` ceux mentioinne´s
a` la ﬁn de l’annexe (6.3). Nous nous inte´ressons donc tout particulie`rement aux e´le´ments
de matrice du produit d’ope´rateurs d’annihilation des e´tats du continuum. En de´couplant,
nous montrons facilement que l’on a (utiliser la relation entre les Wigner 3j et les coeﬃcients
de Clebsch-Gordan),
〈rYc¯1 p||
(
a˜γ a˜δ
)Γ
||3pYc¯3 r′〉 = −
1
jˆ′
(−1)j+j′+Γ
∑
m,M,m′
〈jΓ, m−M |j′m′〉
∑
mγ ,mδ
〈jγjδ, mγmδ|Γ−M〉 〈rYmc¯1 p|aγ,mγaδ,mδ |3pYm
′
c¯3
r′〉. (6.272)
La base partielle de l’espace contenant 3 particules dans le continuum peut s’e´crire, en
utilisant (6.35) et (4.32),
|3pYm′c¯3 r′〉 ≡ 3p|Ym
′
c¯3
r′〉
=
∑
α1m1
α2m2
α3m3
∫
|α1m1(1), α2m2(2), α3m3(3)〉 〈α1m1(1), α2m2(2), α3m3(3)|Ym′c¯3 r′〉
=
1√
6
∑
α1m1
α2m2
α3m3
∫
|α1m1, α2m2, α3m3〉 〈α1m1(1), α2m2(2), α3m3(3)|Ym′c¯3 r′〉, (6.273)
ou` nous utilisons la notation suivante,
αi ≡ {ki, li, ji, τzi}. (6.274)
Dans (6.273), nous avons utilise´ la relation (4.22), sachant que le ket |Ym′c¯3 r′〉 est une
combinaison antisyme´trique a` 3 corps. En utilisant les re´sultats de la sections (2.2.2) sur
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le formalisme de seconde quantiﬁcation, nous pouvons calculer,
aγ,mγaδ,mδ |α1m1, α2m2, α3m3〉 =(
δ(γmγ ),(α2m2)δ(δmδ),(α3m3) − δ(δmδ),(α2m2)δ(γmγ ),(α3m3)
)
|α1, m1〉 −(
δ(γmγ ),(α1m1)δ(δmδ),(α3m3) − δ(δmδ),(α1m1)δ(γmγ ),(α3m3)
)
|α2, m2〉+(
δ(γmγ ),(α1m1)δ(δmδ),(α2m2) − δ(δmδ),(α1m1)δ(γmγ ),(α2m2)
)
|α3, m3〉, (6.275)
qui me`ne sans diﬃculte´s a`,
aγ,mγaδ,mδ |3pYm
′
c¯3
r′〉 =
∑
α1,m1
∫
|α1m1〉 〈α1m1, γmγ, δmδ|Ym′c¯3 r′〉, (6.276)
et enﬁn, permettant d’e´crire (6.272) sous la forme suivante,
〈rYc¯1 p||
(
a˜γ a˜δ
)Γ
||3pYc¯3 r′〉 =
− 1
jˆ
√
6
(−1)j+j′+Γ
∫
dk1 〈rYc¯1||k1c¯1〉 〈
[
k1c¯1,
(
γ, δ
)Γ]j′
||Yc¯3 r′〉. (6.277)
La contribution des e´le´ments de matrice de l’hamiltonien H au terme source (6.265) prend
alors la forme,
J,M〈tjt, rYc¯1 p|H|t′j
′
t, 3pYc¯3 r′〉 =
−1
jˆ
(−1)j+j′t+J
∑
Γ
1
Γˆ
{
jt j
′
t
Γ
j′ j J
}∑
α≤β
jt〈t||
(
a†αa
†
β
)Γ
||t′〉j′t
∑
γ¯,δ¯
∫∫∫
dk1 dkγ dkδ 〈α, β||V ||γ, δ〉Γnas〈rYc¯1||k1c¯1〉 〈
[
k1c¯1,
(
γ, δ
)Γ]j′
||Yc¯3 r′〉, (6.278)
ou` nous avons utilise´ les relations suivantes,
pˆ|k1c¯1〉 = |k1c¯1〉, (6.279a)
3p|
[
k1c¯1,
(
γ, δ
)Γ]j′
〉 = |
[
k1c¯1,
(
γ, δ
)Γ]j′
〉. (6.279b)
Remarquons que l’on peut e´crire (toujours a` l’aide de la relation (4.22)),
〈
[
k1c¯1,
(
γ, δ
)Γ]j′
||Yc¯3 r′〉 =
√
6 〈
[
k1c¯1(1),
(
γ(2), δ(3)
)Γ]j′
||Yc¯3 r′〉. (6.280)
Les e´le´ments de matrice a` deux corps antisyme´trise´s apparaˆıssant dans (6.278) s’e´crivent,
〈α, β||V ||γ, δ〉Γnas =
1√
1 + δα,β
√
1 + δγ,δ
[
〈α(2), β(3)||V ||γ(2), δ(3)〉Γ − (−1)Γ−jγ−jδ 〈α(2), β(3)||V ||δ(2), γ(3)〉Γ
]
, (6.281)
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oﬀrant donc deux contributions : une contribution directe et une contribution d’e´change.
Notons que l’indexation des particules est arbitraire. Nous nous inte´ressons dans cette
section a` la contribution directe seulement (la contribution d’e´change se faisant de manie`re
totalement analogue). La partie directe de (6.281) me`ne, dans (6.278), au calcul de la
quantite´ suivante,
〈rYc¯1(1)||k1c¯1(1)〉 〈α(2), β(3)||V ||γ(2), δ(3)〉Γ =
jˆΓˆ
jˆ′
〈rYc¯1(1),
(
α(2), β(3)
)Γ
||
[
1(14)× V (23)
]0
||k1c¯1(1),
(
γ(2), δ(3)
)Γ
〉j′,(6.282)
qui s’apparente a` un e´le´ment de matrice a` trois corps. Dans (6.278) apparaˆıt donc le
projecteur suivant,∫∫∫
dk1 dkγ dkδ |k1c¯1(1),
(
γ(2), δ(3)
)Γ
〉j′〈k1c¯1(1),
(
γ(2), δ(3)
)Γ
|, (6.283)
qui n’est autre que le projecteur 3p limite´ a` certains nombres quantiques angulaires de spin
et d’isospin. En utilisant les re´sultats pre´ce´dents, nous pouvons alors e´crire,∫∫∫
dk1 dkγ dkδ 〈α(2), β(3)||V ||γ(2), δ(3)〉Γ〈rYc¯1(1)||k1c¯1(1)〉 〈
[
k1c¯1(1),
(
γ(2), δ(3)
)Γ]j′
||Yc¯3 r′〉
=
jˆΓˆ
jˆ′
〈rYc¯1(1),
(
α(2), β(3)
)Γ
||
[
1(14)× V (23)
]0
||3pYc¯3 r′〉. (6.284)
Dans (6.264), la fonction d’onde radiale ΨJcj ,ci(r) est suppose´e avoir e´te´ calcule´e de manie`re a`
ce que le vecteur d’e´tat |Ψj〉+i appartienne a` l’espace Pj . Aussi le projecteur jp apparaissant
dans (6.264) est-t’il redondant. Ce dernier projecteur ne nous a servi jusqu’alors qu’a`
scinder de manie`re formelle le produit d’ope´rateurs couple´s apparaissant dans l’hamiltonien
H. Nous pouvons donc, a` pre´sent, supprimer ce projecteur des e´quations et e´crire l’e´le´ment
de matrice (6.278) sous la forme suivante,
− 1
jˆ′
(−1)j′+j′t+J
∑
Γ
{
jt j
′
t
Γ
j′ j J
} ∑
α≤β
jt〈t||
(
a†αa
†
β
)Γ
||t′〉j′t
〈rYc¯1(1),
(
α(2), β(3)
)Γ
||
[
1(14)× V (23)
]0
||Yc¯3 r′〉. (6.285)
La ﬁgure (6.4) illustre sche´matiquement les diﬀe´rents syste`mes de coordonne´es de´ﬁnissant
bra et ket dans l’e´le´ment de matrice a` trois corps apparaissant dans (6.285). L’indexation
des particules utilise´e jusqu’ici a permis une de´rivation commode de l’expression (6.285).
Elle n’est cependant pas approprie´e pour continuer plus avant. Cette indexation e´tant
arbitraire, nous eﬀectuons la permutation suivante,
1 −→ 3
2 −→ 1
3 −→ 2 (6.286)
menant a` une re-de´ﬁnition de la base a` trois corps,∣∣∣Yc¯1 r(3) , (α(1), β(2))Γ〉j′ = (−1)j′+j+Γ ∣∣∣(α(1), β(2))Γ,Yc¯1 r(3)〉j′. (6.287)
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(1) (2)
(3)
(4)
r
α
β
V (23)
(4)
(2)
(3)
(1)
r′
Fig. 6.4 – Illustration sche´matique des diffe´rents syste`mes de coordonne´es de´finissant bra
et ket dans l’e´le´ment de matrice a` trois corps apparaissant dans (6.285). A gauche, les e´tats
|α〉 et |β〉 sont lie´s par rapport a` la cible (conside´re´e ici comme une particule ponctuelle
nume´rote´e 4), et la variable r repre´sente la distance relative du nucle´on nume´rote´ 1 par
rapport a` la cible. Est e´galement repe´sente´e l’interaction V (23) entre les nucle´ons 2 et 3.
A droite est sche´matise´ l’e´le´ment de la base partielle |Yc¯3 r′〉 ou` r′ repre´sente la distance
relative entre le centre de masse de la cible et celui du projectile (compose´ des particules 1,
2 et 3).
L’e´le´ment de matrice, centre de nos pre´occupations, devient alors,
〈
(
α(1), β(2)
)Γ
, rYc¯1(3)||
[
V (12)× 1(34)
]0
||Yc¯3 r′〉. (6.288)
Pour calculer cet e´le´ment de matrice, nous devons projeter le ket (6.287) sur un syste`me
de coordonne´es approprie´. Nous commenc¸ons par factoriser la base a` deux corps des parti-
cules 1 et 2 de la manie`re suivante (nous oublions l’indexation des particules pour plus de
lisibilite´),
|α, β〉Γ ≡ |uα, uβ〉
∣∣∣(lα, 1
2
)jα
,
(
lβ ,
1
2
)jβ〉Γ |τzα, τzβ〉, (6.289)
ou` nous avons se´pare´ parties radiales, angulaires-spin et d’isospin. Les fonctions d’onde
radiales lie´es |uα〉 et |uβ〉 peuvent eˆtre facilement de´veloppe´es dans une base d’oscillateur
harmonique, menant a`,
|uα, uβ〉 =
∑
n1,n2
〈uhon1lα |uα〉 〈uhon2lβ |uβ〉 |uhon1lα, uhon2lβ〉. (6.290)
Nous recouplons ensuite la partie angulaire et de spin,
∣∣∣(lα, 1
2
)jα
,
(
lβ ,
1
2
)jβ〉Γ
=
∑
L,S
jˆαjˆβLˆSˆ
 lα
1
2
jα
lβ
1
2
jβ
L S Γ
 ∣∣∣(lα, lβ)L,(12 , 12)S〉Γ. (6.291)
L’e´le´ment de la base |Yc¯1 r〉 peut e´galement eˆtre de´veloppe´e dans une base d’oscillateur
harmonique,
|Yc¯1 r〉 ≡
∣∣∣(l, 1
2
)j
r
〉
|τz〉 =
∑
n3
uhon3l(r)
r
|uhon3l〉
∣∣∣(l, 1
2
)j〉
|τz〉. (6.292)
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Le de´veloppement (6.292) est purement formel : La base radiale harmonique |uhon3l〉 e´tant
compleˆte, cette expression est exacte pourvu que la sommation sur n3 soit inﬁnie. Ce-
pendant, du fait de la localisation du terme source a` une re´gion limite´e de l’espace, la
convergence sur n3 dans le calcul de l’e´le´menet de matrice (6.288) doit eˆtre assez rapide.
Nous re´sumons les re´sultats pre´ce´dents en e´crivant le ket (6.287) sous la forme suivante,
∣∣∣(α(1), β(2))Γ,Yc¯1 r(3)〉j′ = ∑
n1n2n3
LS
〈uhon1lα|uα〉 〈uhon2lβ |uβ〉 jˆαjˆβLˆSˆ
 lα
1
2
jα
lβ
1
2
jβ
L S Γ

uhon3l(r)
r
∣∣∣[(n1lα, n2lβ)L,(1
2
,
1
2
)S]Γ
, n3
(
l,
1
2
)j〉j′
|τzα, τzβ, τz〉, (6.293)
ou` nous utilisons la notation simpliﬁe´e,
|n, l〉 ≡ |uhonl 〉 |Yl〉, (6.294)
avec |Yl〉 une simple harmonique sphe´rique d’ordre l. Un dernier recouplage des parties
angulaires et de spin nous permet d’e´crire,∣∣∣[(lα, lβ)L,(1
2
,
1
2
)S]Γ
,
(
l,
1
2
)j〉j′
=
∑
L3,S2
ΓˆjˆLˆ3Sˆ2
 L S Γl 12 jL3 S2 j′
 ∣∣∣[(lα, lβ)L, l]L3 , [(12 , 12)S, 12]S2〉j′. (6.295)
Les e´tats des particules 1, 2 et 3 sont maintenant de´veloppe´s dans une base d’oscillateurs
harmoniques e´value´s dans le re´fe´rentiel cible. En eﬀectuant successivement deux trans-
formations de Moshinsky (cf. annexe (6.11)), ainsi que des recouplages ade´quats, nous
de´rivons,∣∣∣(n1lα, n2lβ)L, n3l〉L3 =
∑
n′1l1,n
′
2l2,n
′
3l3,L2
〈
n′1l1,
(
n′2l2, n
′
3l3
)L2∣∣∣(n1lα, n2lβ)L, n3l〉L3 ∣∣∣n′1l1,(n′2l2, n′3l3)L2〉L3 ,(6.296)
ou` nous avons de´ﬁni,〈
n′1l1,
(
n′2l2, n
′
3l3
)L2∣∣∣(n1lα, n2lβ)L, n3l〉L3 = ∑
n′′2 ,l
′′
2
〈n′1l1, n′′2l′′2 |n1lα, n2lβ〉L
(−1)l1+l′′2+L3+l LˆLˆ2
{
l1 l
′′
2 L
l L3 L2
}
〈n′2l2, n′3l3|n′′2l′′2 , n3l〉L. (6.297)
La ﬁgure (6.5) illustre ces deux transformations successives.
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(4)
(2)
(3)
(1)
n′3, l3
n′1, l1
n′2, l2
(4)
(1) (2)
(3)
V (12)
n1, lα
n2, lβ
n3, l
(4)
(2)
(3)
(1)
n′′2, l
′′
2
n′1, l1
n3, l
Fig. 6.5 – De gauche a` droite : illustration des deux transformations successives de Mo-
shinsky (cf. equ. (6.296)).
Enﬁn, nous passons en repre´sentation coordonne´e,∣∣∣n′1l1,(n′2l2, n′3l3)L2〉L3 =∫∫∫
dx1 dx2 dx3 x1 x2 x3 u
ho
n′1l1
(x1) u
ho
n′2l2
(x2) u
ho
n′3l3
(x3)
∣∣∣x1 l1,(x2 l2, x3 l3)L2〉L3 , (6.298)
ou` les variables radiales sont illustre´es sur la ﬁgure (6.6). Nous nous inte´ressons maintenant
(4)
(2)
(3)
(1)
x3, l3
x2, l2
x1, l1
Fig. 6.6 – Illsutration de la repre´sentation coordonne´e (6.298).
au ket |Yc¯3 r′〉. D’apre`s (6.183), cet e´le´ment peut s’e´crire comme une superposition d’e´tats
du type, ∣∣∣([K]L34 , [S]S2)j′, [T ]T2,Tz2, ρ¯4〉. (6.299)
Nous rappelons alors les conventions de notations introduites dans le section (4.2.2.1) en
ce qui concerne la base d’harmoniques hypersphe´riques,
|[K]L34 〉 ≡
∣∣∣[(l1, l2)L2 , l3]L3 , K2, K3〉. (6.300)
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En recouplant et en inte´grant sur les deux hyper-angles, nous pouvons e´crire l’e´le´ment
|Yc¯3 r′〉 comme superposition des e´tats suivants,∣∣∣[l1,(l2, l3)L2]L3 , K2, K3〉 = ∫∫ dφ2 dφ3 cos2 φ2 sin2 φ2 cos5 φ3 sin2 φ3
Fl1l2K2(φ2)FK2l3K3(φ3)
∣∣∣x1 l1,(x2 l2, x3 l3)L2〉L3 , (6.301)
ou` les fonctions FKi−1liKi ont e´te´ de´ﬁnies en (6.80), et ou`,
x1 = ρ¯4 cosφ3 cosφ2, (6.302a)
x2 = ρ¯4 cosφ3 sin φ2, (6.302b)
x3 = ρ¯4 sin φ3. (6.302c)
Ainsi le calcul de l’e´le´ment de matrice (6.288) implique celui des e´le´ments de matrice du
type,〈[(
x1 l1,
(
x2 l2, x3 l3
)L2)L3
,
((1
2
,
1
2
)S1
,
1
2
)S2]j′
,
(
τzα, τzβ, τz
)∣∣∣∣∣
∣∣∣∣∣V (12)
∣∣∣∣∣
∣∣∣∣∣
[(
x′1 l
′
1,
(
x′2 l
′
2, x
′
3 l
′
3
)L′2)L′3
,
((1
2
,
1
2
)S′1
,
1
2
)S′2]j′
,
(
τ ′zα, τ
′
zβ, τ
′
z
)〉
. (6.303)
En supposant que l’interaction nucle´on-nucle´on V (12) puisse se de´composer de la manie`re
suivante,
V (12) =
(
A(θ).B(θ)
)
I = (−1)θ θˆ
[
Aθ × Bθ
]0,0
I, (6.304)
ou` Aθ est un ope´rateur tensoriel d’ordre θ n’agissant que sur les parties radiale et angulaire,
Bθ est un ope´rateur de spin d’ordre θ et I n’agit que sur la partie isospin, l’e´le´ment de
matrice (6.303) peut se de´composer de la manie`re suivante,
(−1)S2+L′3+j′ jˆ′
{
L3 L
′
3 S
′
2
S2 θ j
′
}
L3
〈
x1 l1,
(
x2 l2, x3 l3
)L2∣∣∣∣∣∣Aθ∣∣∣∣∣∣x′1 l′1,(x′2 l′2, x′3 l′3)L′2〉L′3
S2
〈(1
2
,
1
2
)S1
,
1
2
∣∣∣∣∣∣Bθ∣∣∣∣∣∣(1
2
,
1
2
)S′1
,
1
2
〉S′2
〈τzα, τzβ, τz|I|τ ′zα, τ ′zβ, τ ′z〉. (6.305)
Dans cette dernie`re expression, nous pouvons simpliﬁer,
L3
〈
x1 l1,
(
x2 l2, x3 l3
)L2∣∣∣∣∣∣Aθ∣∣∣∣∣∣x′1 l′1,(x′2 l′2, x′3 l′3)L′2〉L′3 =
δL3,L′3 Lˆ3 (−1)L2+l
′
1+L3+θ
{
l1 l
′
1 θ
L′2 L2 L3
}
δ(l2,l3,L2),(l′2,l′3,L′2)
δ(x1 − x′1)
x1x
′
1
δ(x2 − x′2)
x2x
′
2
δ(x3 − x′3)
x3x
′
3
Aθl1,l′1
(x1), (6.306)
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ainsi que,
S2
〈(1
2
,
1
2
)S1
,
1
2
∣∣∣∣∣∣Bθ∣∣∣∣∣∣(1
2
,
1
2
)S′1
,
1
2
〉S′2
= (−1)S′1+S2+θ+1/2 δS2,S′2 Sˆ2
{
S1 S
′
1 θ
1
2
1
2 S2
}
BθS1,S′1
.(6.307)
Quant a` la partie isospin, c’est en ge´ne´ral la plus triviale a` calculer.
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Re´sume´ :
L’uniﬁcation entre structure et re´action a toujours e´te´ un grand de´ﬁ de la physique nucle´aire.
L’extre`me complexite´ rencontre´e dans la description des syste`mes quantiques ﬁnis a en ef-
fet mene´ la the´orie nucle´aire a` dissocier ces deux approches. Une voie possible pour les
re´concilier est le mode`le en couches avec couplage aux e´tats du continuum. Jusqu’alors,
les applications nume´riques reposant sur ce mode`le utilisaient un puit de potentiel lo-
cal pour ge´ne´rer la base individuelle et une interaction re´siduelle sche´matique de porte´e
nulle pour les couplages au continuum. Nous avons de´veloppe´ le formalisme du mode`le en
couches avec couplage aux e´tats du continuum avec une inte´raction nucle´on-nucle´on de
porte´e ﬁnie. Nous avons ensuite ge´ne´ralise´ le formalisme de manie`re a` prendre en compte
un nombre arbitraire de particules dans un e´tat de diﬀusion. Le grand avantage de cette
approche re´side dans le fait que la meˆme interaction est utilise´e pour la construction de
la base individuelle et pour le couplage aux e´tats du continuum. Nous avons donc pose´
les bases ne´ce´ssaires a` un calcul ab initio, le but e´tant de de´river le champ moyen, les
me´langes de conﬁgurations et le couplage aux e´tats du continuum a` partir de la seule inter-
action nucle´on-nucle´on dans le vide. Nous avons eﬀectue´ une premie`re application re´aliste
en calculant les spectres de 17F et 17O, et les de´phasages de difusion e´lastique 16O(p, p)16O.
Mots cle´s : structure nucle´aire, re´actions nucle´aires, mode`le en couches (phy-
sique nucle´aire), me´thode Hartree-Fock, de´croissnace radioactive, isotopes du
fluor.
Use of a finite range nucleon-nucleon interaction in the continuum shell model.
Abstract :
The uniﬁcation of nuclear structure and nuclear reactions was always a great challenge
of nuclear physics. The extreme complexity of ﬁnite quantum systems lead in the past
to a separate development of the nuclear structure and the nuclear reactions. A uniﬁed
description of structure and reactions is possible within the continuum shell model. All
previous applications of this model used the zero-range residual interaction and the ﬁnite
depth local potential to generate the single-particle basis. In the thesis, we have presen-
ted an extension of the continuum shell model for ﬁnite-range nucleon-nucleon interaction
and an arbitrary number of nucleons in the scattering continuum. The great advantage
of the present formulation is the same two-body interaction used both to generate the
single-particle basis and to describe couplings to the continuum states. This formulation
opens a possibility for an ab initio continuum shell model studies with the same nucleon-
nucleon interaction generating the nuclear mean ﬁeld, the conﬁguration mixing and the
coupling to the scattering continuum. First realistic applications of the above model has
been shown for spectra of 17F and 17O, and elastic phase-shifts in the reaction 16O(p, p)16O.
Keywords : nuclear structure, nuclear reactions, shell model (nuclear physics),
Hartree-Fock method, radioactive decay, fluorine isotopes.
Discipline : Constituants e´le´mentaires
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