We formulate the the generalized Forchheimer equations for the three-dimensional fluid flows in rotating porous media. By implicitly solving the momentum in terms of the pressure's gradient, we derive a degenerate parabolic equation for the density in the case of slightly compressible fluids and study its corresponding initial, boundary value problem. We investigate the nonlinear structure of the parabolic equation. The maximum principle is proved and used to obtain the maximum estimates for the solution. Various estimates are established for the solution's gradient, in the Lebesgue norms of any order, in terms of the initial and boundary data. All estimates contain explicit dependence on key physical parameters including the angular speed.
1 Introduction and formulation of the problem
We study slightly compressible fluid flows in rotating porous media. The fluid has density ρ, velocity v, and pressure p. The porous media is rotated with a constant angular velocitỹ Ω k, with the unit vector k being the axis of rotation, andΩ ≥ 0 being the angular speed. Let x be the coordinate vector of a position in the rotating frame. The equation for fluid flows written in the rotating frame, see e.g. [31] , is
where µ is the dynamic viscosity, k the permeability, cρΩ k × v the Coriolis acceleration, Ω 2 k × ( k × x) the centripetal acceleration, and g the gravitational acceleration. The basic assumption for equation (1.1) is that the flows obey the Darcy's law
However, in many situations, for instance, when the Reynolds number is large, this assumption is invalid. Instead, Forchheimer equations [13, 14] are usually used to model the flows in these cases. For example, the two-term Forchheimer's law states that av + b|v|v = −∇ + ρ g, (1.3) where a, b > 0 are some physical parameters. (See also Forchheimer's three-term and power laws in, e.g., [2, 26, 27] .) A general form of the Forchheimer equations, taking into account Muskat's dimension analysis [26] , is Here we focus on the explicit dependence on the density, leaving the dependence on the dynamic viscosity and permeability encoded in the coefficients a i 's. The interested reader is referred to the books [2, 27, 30] for more information about the Forchheimer equations and a larger family of Brinkman-Darcy-Forchheimer equations. For their mathematical analysis in the case of incompressible fluids, see e.g. [3, 4, 10, 16, 25, 28, 29] and references therein. For the treatments of compressible fluids, see [1, 5, 6, 8, 9, [17] [18] [19] [20] [21] [22] . It is noted that the Forchheimer flows have drawn much less attention of mathematical research compared to the Darcy flows, and among the papers devoted to them, the number of those on compressible fluids is much smaller than that on the incompressible one.
Then the equation for the rotating flows corresponding to (1.4) , written in the rotating frame, is 5) whereφ ∈ (0, 1) is the constant porosity. In particular, when N = 1, the specific Forchheimer's two-term law for rotating fluids [31, 32] is
where c F is the Forchheimer constant. Even in this case, there is no mathematical analysis for compressible fluids in literature.
We make one simplification in (1.5): replacing 2ρΩ φ k × v with 2ρ * Ω φ k × v, ρ * = const. ≥ 0.
(1.6)
We then approximate equation (1.5) by for s ≥ 0, (1.9) where N ≥ 1 is an integer, the powers α 0 = 0 < α 1 < α 2 < . . . < α N are real numbers, and the coefficients a 0 , a N > 0 and a 1 , a 2 , . . . , a N −1 ≥ 0 are constants. Then equation (1.7) can be rewritten as
(1.10)
Multiplying both sides of (1.10) by ρ gives g(|ρv|)ρv + R k × (ρv) = −ρ∇p + ρ 2 g − ρ 2Ω2 k × ( k × x).
(1.11)
We will solve for ρv from (1.11), which is possible thanks to the following lemma.
Lemma 1.1. Given any vector k ∈ R 3 , the function F 0 (v) def = g(|v|)v + k × v is a bijection from R 3 to R 3 .
Proof. Note that F 0 is a continuous function on R 3 and
Then it is well-known that F 0 (R 3 ) = R 3 , see e.g. [11, Theorem 3.3] . It remains to prove that F 0 is one-to-one. Let v, w ∈ R 3 . We have We denote by J the 3 × 3 matrix representing the rotation k×, that is, Jx = k × x for all x ∈ R 3 . Explicitly, we have
(1.13) Definition 1.2. Throughout the paper, the function g in (1.9) is fixed. We define the function F : R 3 → R 3 by 14) and denote its inverse function, which exists thanks to Lemma 1.1, by
Since F is odd, then so is X. Returning to equation (1.11), we can invert ρv = −X(ρ∇p − ρ 2 g + ρ 2Ω2 J 2 x).
(1.16)
The equation of state for (isothermal) slightly compressible fluids is 1 ρ dρ dp = κ, where the constant compressibility κ > 0 is small. 
In the rotating frame, the gravitational field g becomes g(t) =Ge 0 (t), with the unit vector e 0 (t) = (− sin θ cos(Ωt + ω 0 ), − sin θ sin(Ωt + ω 0 ), cos θ), (1.21) where θ ∈ [0, π] is the fixed angle between g and k, the number ω 0 = const., andG > 0 is the gravitational constant.
We make a simple change of variable u = ρ/κ. Then we obtain from (1.20) the partial differential equation (PDE)
where
To reduce the complexity in our mathematical treatment, hereafter, we consider the involved parameters and all equations to be non-dimensional. This is allowed by using appropriate scalings.
In this paper, we study the initial and boundary value problem (IBVP) for equation (1.22) . More specifically, let U be an open, bounded set in R 3 with C 1 boundary Γ = ∂U. We study the following problem 25) where the initial data u 0 (x) and the Dirichlet boundary data ψ(x, t) are given. We will focus on the mathematical analysis of problem (1.25) . We obtain various estimates of the solution in terms of the initial and boundary data. These estimates show how the solutions, in space and time, can be controlled by the initial and boundary data. We emphasize that the dependence on the problem's key parameters, including the angular speed of rotation, are expressed explicitly in our results.
The paper is organized as follows. In section 2, we establish basic properties of the function X which are crucial to our understanding of problem (1.25) . They reveal the nonlinear structure and the degeneracy of the nonlinear parabolic equation (1.22) . Moreover, they have explicit dependence on the physical parameters, which, as stated above, is an important goal of this paper. In section 3, we prove the maximum principle for nonnegative solutions of equation (1.22) in Theorem 3.1. Using this, we derive the maximum estimates for non-negative solutions of the IBVP (1.25) in Corollary 3.2. Section 4 contains the Ladyženskaja-Ural ′ ceva-typed embedding, Theorem 4.2, with the weight K[w, Q] which is related to the type of degeneracy of the nonlinear PDE (1.22) . This is one of the key tools in obtaining higher integrability for the gradient later. In section 5, we establish the estimate for the L 2−a x,t -norm of the gradient in Theorem 5.4. It was done through the K-weighted L 2 -norm first, see Proposition 5.1, and then by the interpretation of the weight K. In section 6, we estimate the L s x,t -norms of the gradient, which is interior in the spatial variables, for any finite number s > 2 − a. Specifically, we obtain estimates for 2 − a < s ≤ 4 − a in subsection 6.1, and for s > 4 − a in subsection 6.2. We use the iteration method by Ladyženskaja and Ural ′ ceva [24] . This is a classical technique but, with suitable modifications based on the structure of equation (1.22) , applies well to our complicated nonlinear PDE. Moreover, it is sufficiently explicit to allow us to track all the necessary constants. Section 7 is devoted to the estimates for the the gradient's L ∞ t L s x -norms, which, of course, are stronger norms than those in the previous section.
It is worth mentioning that the derived estimates in this paper are already complicated, therefore, we strive to make them coherent, and hence more digestible, rather than sharp.
Concerning the simplification (1.6), it is a common strategy when encountering a new nonlinear problem. As presented above, it allows us to formulate the whole fluid dynamics system as a scalar parabolic equation (1.22) . Such approximation, usually with some average density ρ * , makes the problem much more accessible, while still gives insights on the flows' behaviors. More importantly, this approach prompts the way to analyze the full model. Indeed, in the general case, the R in (1.8) becomes R(u), and the PDE (1.22) becomes 26) with X(u, y) defined in the same way as (1.15). Therefore, we can reduce the fluid dynamics system to a scalar PDE again. Furthermore, the properties of function X established in subsection 2.2 with explicit dependence on R = R(u), and other X-related results in section 4 will play fundamental roles in understating the structure of the PDE (1.26). This will be pursued and reported in a sequel (part II) of this paper. Finally, in spite of our focus on the slightly compressible fluids, the techniques developed in the current paper can be combined with those in our previous work [8, 9] to model and analyze other types of compressible fluid flows such as the rotating isentropic flows for gases.
Preliminaries
This section contains prerequisites and basic results on function X.
Notation and elementary inequalities
A vector x ∈ R 3 is denoted by a 3-tuple (x 1 , x 2 , x 3 ) and considered as a column vector, i.e., a 3 × 1 matrix. Hence x T is the 1 × 3 matrix (
In particular, when n = 3 and m = 1, i.e., f : R 3 → R, the derivative is
while its gradient vector is
The Hessian matrix is
.
Interpolation inequality for integrals:
For two vectors x, y ∈ R 3 , their dot product is x · y = x T y = y T x, while xy T is the 3 × 3 matrix (x i y j ) i,j=1,2,3 .
Let A = (a ij ) and B = (b ij ) be any 3 × 3 matrices of real numbers. Their inner product is
The Euclidean norm of the matrix A is
(Note that we do not use |A| to denote the determinant in this paper.) When A is considered as a linear operator, another norm is defined by
We have the following inequalities
It is also known that
where c * is a positive constant independent of A.
In particular, for matrix J, we observe, for any x ∈ R 3 , that |Jx| ≤ | k| |x| = |x| and |J 2 x| ≤ |Jx| ≤ |x|. (2.7)
By choosing x = 0 perpendicular to k, we conclude, for the norm (2.2), that
For the Euclidean norm, we have, from explicit formulas in (1.13), that
We recall below some more elementary inequalities that will be used in this paper. First,
where z + = max{z, 0} for any z ∈ R. Particularly,
11)
(2.12)
By the triangle inequality and the second inequality of (2.10), we have
Properties of the function X
It is obvious that the structure of the parabolic equation (1.22) depends greatly on the properties of the function X. Thus, this subsection is devoted to studying X.
Recall that the functions F and X are defined in Definition 1.2. Throughout the paper, we denote
where c 1 = min{1, χ 0 } a and c 2 = 2 a c −1 18) where 19) where c 4 = (min{1, a 0 , a N }/2 α N ) 1+a . Alternatively, Proof. Let y ∈ R 3 and v = X(y). Then, by (1.15),
v and k × v are orthogonal, we have from (1.14) and (2.21) that
This and (2.7) show that
Thus,
Proof of (2.18). From the first inequality in (2.22),
So we obtain the second inequality of (2.18). From (2.22),
Then we obtain the first inequality in (2.18). Proof of (2.17). Since X(0) = 0, we consider only y, v = 0.
On the other hand, we have from (2.22) that |y| ≤ (g (1) |v|
Case 0 < |v| ≤ 1. It follows (2.22) that a 0 |v| ≤ |y| ≤ χ 1 |v| ≤ χ 1 . Thus,
27)
From (2.25) and (2.27), we obtain the second inequality in (2.17). From (2.26) and (2.28), we obtain the first inequality in (2.17).
(ii) Note that the second inequality of (2.19), respectively (2.20), follows the CauchySchwarz inequality and the second inequality of (2.17), respectively (2.18). Thus, we focus on proving the first inequalities of (2.19) and (2.20) . We have from (1.14) and (2.22) that
We estimate 29) and, by using (2.11),
Note, by (2.10), that we also have
Hence we obtain the first inequality in (2.19) . Then the first inequality of (2.20) follows this by considering |y| ≤ 1 and |y| > 1 separately. 
Proof. Elementary calculations show that
Since g ′ (s) > 0 for s > 0, it follows that
is invertible. By the Inverse Function Theorem, the statements for X follow those for F . Lemma 2.4. For any y ∈ R 3 , the derivative matrix X ′ (y) satisfies
, (2.38) where c 9 = √ 3/(α N + 2), and c * > 0 is the positive constant in (2.6). Accepting (2.38) for a moment, we prove the inequality (2.36). Observe, by (2.24) , that
On the one hand, (2.30) and (2.39) yield
On the other hand, (2.29) and (2.31) give
Then, by combining (2.38), (2.40) and (2.41), we obtain (2.36). We now prove the claim (2.38).
Proof of the first inequality in (2.38). First, we consider y, v = 0. In (2.33), the matrix g ′ (|v|)|v| −1 vv T + g(|v|)I 3 is symmetric, while RJ is anti-symmetric. Hence they are orthogonal, and, together with (2.8), we have
Since trace(vv T ) = |v| 2 , we have
Note that
Similarly, we have from (2.34) that
From (2.42) and (2.43), it follows
which gives
Proof of the second inequality in (2.38). For z = 0, by Cauchy-Schwarz inequality and (2.35), we have
For any ξ ∈ R 3 \ {0}, applying (2.45) to z = X ′ (y)ξ, which is non-zero thanks to X ′ (y) being invertible, gives
Thus, the operator norm of X ′ (y) is bounded by |X ′ (y)| op ≤ 1/g(|v|), and then, by relation (2.6),
Proof of (2.37)
· ξ in terms of u, v and using property (2.35), we have
From (2.3) and (2.44), for any ξ ∈ R 3 :
Combining (2.46), (2.47) and (2.32) yields
This proves (2.37).
Maximum estimates
We will estimate the solutions of (1.25) by the maximum principle. Denote
We re-write the PDE in (1.25) in the non-divergence form as
where A = A(x, t) = X ′ (Φ(x, t)). We write A = S + T, where S and T are the symmetric and anti-symmetric parts of A, i.e.,
Sine D 2 u is symmetric, we have T :
2 is symmetric, and we have A :
Therefore,
Equation (3.2) turns out to possess a maximum principle. Recall that the parabolic boundary of U × (0, T ] is
Proof. We make use of equation (3.2) which is equivalent to (1.22) . We examine the second term on the right-hand side of (3.2). Direct calculations using the formula of J 2 in (1.13) give
By (2.37), we have ξ T Aξ ≥ 0 for all ξ ∈ R 3 , and, hence,
By (3.4) and the fact S is symmetric, we have S ≥ 0 with eigenvalues λ 1 , λ 2 , λ 3 ≥ 0. Then, applying Cauchy-Schwarz's inequality and (2.4) to k T S k, we obtain
Suppose (3.6) is false. Then M ε > 0 and there exists a point (
We observe the followings: (a) The second property of (3.7) implies ∇u(x 0 , t 0 ) = 0. (b) On the one hand, we have from (3.4) that S(x, t) ≥ 0 on U × (0, T ]. On the other hand, the last property of (3.7) implies D 2 u(x 0 , t 0 ) ≤ 0. Then it is well-known that S(x 0 , t 0 ) :
2), (3.5), and (a), (b), we obtain u t (x 0 , t 0 ) ≤ 0. Therefore,
This contradicts the first inequality in (3.7), hence, (3.6) holds true. Note that
Then letting ε → 0 yields (3.3).
Proof. Because of the continuity of u onŪ × [0, t], the quantity M 0 (t), in fact, equals the maximum of u on ∂ p (U × (0, t]). Then applying inequality (3.3) to T = t yields estimate (3.8).
Preparations for the gradient estimates
This section contains technical preparations for the estimates for different norms of the gradient ∇u in the next three sections. Given two mappings Q : U → R 3 and w :
This function will be conveniently used in comparisons with X(∇w(x) + w 2 (x)Q(x)) arising in the PDE (1.22).
Lemma 4.1. If s ≥ a, then the following inequalities hold on U:
Proof. We denote, in this proof, K = K[w, Q]. Let s ≥ a, by the triangle inequality and inequalities (2.11), (2.13), we have
Using inequality (2.13) and the fact K ≤ 1, we estimate
Noticing that 2 2s−a + 2 s ≤ 2 · 2 2s−a , we obtain (4.2) from (4.4). To prove (4.3), we write |∇w| s−a = K|∇w| s−a (1 + |∇w + w 2 Q|) a , and apply inequality (2.10) to have
Concerning the last sum between the parentheses, applying inequality (2.13) to its first term gives
and applying Young's inequality to its last term with the conjugate powers s/(s − a) and s/a, when s > a, gives
Obviously, this inequality also holds when s = a. Thus,
We obtain (4.3).
For our later convenience, we rewrite inequality (4.5), by replacing s − a with s, as
Theorem 4.2. For each s ≥ 1, there exists a constant C > 0 depending only on s and number a in (2.15) such that for any function w ∈ C 2 (U) and non-negative function ζ ∈ C 1 c (U), the following inequality holds
Assume, in addition, that Q and Q ′ are bounded on U. Then,
Proof. For convenience in computing the derivatives, we will first establish (4.7) with K[w, Q] being replaced by the following function
In this proof, the symbol C denotes a generic positive constant depending only on s and number a in (2.15), while C ε > 0 depends on s, a and ε.
We use Einstein's summation convention in our calculations. Let
By integration by parts and direct calculations, we see that
to avoid possible singularities when ∇w = 0.
We estimate I 1 first. Observe that
By Cauchy-Schwarz and triangle inequalities, we have
For J 1 , by using triangle inequality |∇w| ≤ |∇w + w 2 Q| + |w 2 Q|, we have
Applying triangle inequality and (2.11) gives
Let ε > 0. Denote
In the last inequality for J 1 , we apply Cauchy's inequality to obtain
Similarly,
For J 3 , neglecting the denominator in the integrand gives
Combining the above estimates for J 1 , J 2 and J 3 yields
We estimate, by using Cauchy's inequality,
and, with K * ≤ 1,
Applying inequality (2.12) gives
The terms I 2 , I 3 , I 4 can be bounded simply by
Applying Cauchy's inequality to each integral gives
Combining the estimates of I 1 and I 2 + I 3 + I 4 , we have
Selecting ε = 1/8, we obtain
In each integral of I 5 , I 6 and I 7 , we bound
It then follows (4.10) that
We compare K * in (4.9) with K[w, Q] in (4.1). Because
Applying the first, respectively second, inequality of (4.12) to the left-hand side, respectively right-hand side, of (4.11), we obtain inequality (4.7). Now, consider the case w, Q and Q ′ are bounded. By simple estimates of the last two integrals of (4.7) using the numbers M w , M Q , µ Q , and by using the following estimate
for the first integral on the right-hand side of (4.7), we obtain inequality (4.8).
Gradient estimates (I)
This section is focused on a priori estimates for the gradient of a solution u(x, t) of the IBVP (1.25). Hereafter, we fix T > 0. Let u(x, t) be a C 2,1
In the estimates of the Lebesgue norms below, we will use the energy method. For that, it is convenient to shift the solution to a function vanishing at the boundary.
Let Ψ(x, t) be the extension of ψ(
It is assumed to have necessary regularity needed for calculations below. All our following estimates, as far as the boundary data is concerned, will be expressed in terms of Ψ. This will not lose the generality since we can always translate them into ψ-dependence estimates, see e.g. [18, 23] . Defineū = u − Ψ andū 0 = u 0 − Ψ. We derive from (1.25) the equations forū:
where Φ(x, t) is the same notation as (3.1), i.e.,
with W (x, t) = u 2 (x, t)Z(x, t). The following "weight" function will play important roles in our statements and proofs:
We estimate the L 2−a x,t -norm for ∇u in terms of the initial and boundary data. Define
2)
Notation. In the remaining of this paper, the constant C is positive and generic with varying values in different places. It depends on number N, the coefficients a i 's and powers α i 's of the function g in (1.9), the number c * in (2.6), and the set U. In sections 6 and 7, it further depends on number s, the subsets U ′ , V , U k 's of U. However, it does not depend on the initial and boundary data of u, the functions Φ(x, t), Z(x, t), and numbers T , T 0 , t 0 , φ, R, χ * , M * , whenever these are introduced. In particular, it is independent of the cut-off function ζ in Lemmas 6.1, 6.2, 6.7, Proposition 6.3, and inequality (7.1).
Proposition 5.1. One has
Proof. In this proof, we denote J = U Ψ tū dx. Multiplying the PDE (5.1) byū, integrating over domain U and using integration by parts, we have
By (2.17) and (2.19), we have
For the second integral on the right-hand side, applying Cauchy's inequality gives
Choosing ε = c 4 χ
Writingū in J as u − Ψ, and using Cauchy's inequality, we have
Utilizing estimates (5.7) and (5.8) in (5.6), we derive
Then integrating from 0 to T gives
For the left-hand side of (5.9), we use inequalities (2.14) and (5.7) to have
Combining this with (5.9) yields
which proves (5.4).
Using (4.3) and (5.7), we estimate the integrand on the left-hand side of (5.4) by
It results in
which proves (5.5).
To have more specific estimates, we examine the bounds for the constituents of the PDE in (5.1). Note, from (1.23) and (2.7), that
Thus, the number M Z in (5.2) can be bounded by
Next, it is obvious that DZ(x, t) = Ω 2 J 2 , hence, by (2.9),
We rewrite R in (1.8) as
From (5.11), (5.12) and (5.13), we conveniently relate the upper bounds of R, M Z , µ Z to a single parameter χ * as follows
The reason for (5.14), with the choice of χ * ≥ 1, is to simplify many estimates that will be obtained later, and specify the dependence of those estimates on the parameters d * and Ω * . Thanks to (5.15), we can, in this case, replace the r 0 in (5.10) with a smaller number, namely,
Definition 5.3. We will use the following quantities in our estimates throughout the paper:
The estimates obtained in the rest of this paper will depend on the quantities in Definition 5.3. Among those, only M * still depends on the solution u. However, this quantity can be bounded in terms of initial and boundary data by using different techniques. For instance, in our original problem, u = ρ/κ ≥ 0, hence we have from Corollary 3.2 that M * ≤ CM 0 (T ), see (3.8) . Therefore, in the following, we say "the estimates are expressed in terms of the initial and boundary data" even when they contain M * .
As stated in section 1, we will keep tracks of the dependence on certain physical parameters, particularly, the angular speed. Note, by (2.16) and (5.14), that
With this and the fact χ * ≥ 1, we compare E 0 in (5.3) with E * by
It is clear that
(5.19)
Consequently, the following more concise estimates hold
Proof. By the definition of M * , we obviously have
Using (5.26), the relations (5.16), (5.17) , and estimate of M Z in (5.14) for the right-hand side of (5.4), we have
Then (5.20) 
Then (5.21) and (5.24) follow.
We remark that while (5.21) gives a direct estimate for the L 2−a -norm, the alternative estimate in form of (5.20) prepares for the iterations in section 6 below.
Remark 5.5. From the point of view of pure PDE estimates, the right-hand side of (5.22) can be small, for a fixed T > 0, while the right-hand side of (5.23) and (5.24) cannot. It is because |u|, |ū 0 |, and E * being small will make N 0 , but not N * , small.
Gradient estimates (II)
In this section, we establish the interior L s -estimate of ∇u for all s > 0. For the remainder of this paper, ζ always denotes a function in C 2 c (U ×[0, T ]) that satisfies 0 ≤ ζ(x, t) ≤ 1 for all (x, t). When such a function is specified, the quantity D s is defined, for s ≥ 0, by
The next two lemmas 6.1 and 6.2 are the main technical steps for the later iterative estimates of the gradient. 
Consequently,
Proof. For each j = 1, 2, 3 and
0 (U). Multiplying equation (1.22) by −∂ j ϕ n (x), integrating the resulting equation over U, and using the integration by parts twice for the right-hand side give
Passing n → ∞ and summing in j yield
Performing integration by parts again for the left-hand side, we obtain 6) where
For i, j = 1, 2, 3, denote X ′ ij (y) = ∂X i (y)/∂y j . By the second inequality of (2.36),
Estimation of I 1 . We have
To estimate I 1,1 , by applying (2.37) to y = Φ, ξ = ∇(∂ j u), we have
To estimate I 1,2 , using inequality (6.7) to estimate |X ′ im (Φ)|, identity (5.12) for |∂ j Z m |, and then applying the Cauchy inequality to u 2 |D 2 u|, we obtain
Similarly, we estimate I 1,3 by
Summing up, we obtain
Estimation of I 2 . We calculate
where the integral is split along the sum ∂ m ∂ j u + ∂ j Z m u 2 + 2u∂ j uZ m . Using (6.7) and Cauchy's inequality gives
Using (6.7), (5.12) and (5.2), we obtain
and
Thus, we have
Estimation of I 3 . Using similar calculations to those for I 2 , we have
where the integral, again, is split along the sum ∂ m ∂ j u + ∂ j Z m u 2 + 2u∂ j uZ m . Rewriting I 3,1 and applying (2.37) to y = Φ and ξ = 1 2 ∇(|∇u| 2 ), we have
We estimate I 3,2 and I 3,3 similarly to I 2,1 , I 2,2 , I 2,3 , and obtain
(6.10)
Combining (6.6) with the estimates (6.8), (6.9) and (6.10), we have
Using the Cauchy inequality, we have, for the fourth integral on the right-hand side,
and, for the fifth integral on the right-hand side,
Therefore, we obtain
(6.11)
1 /10, and integrating (6.11) in time, we get φ sup
are bounded from above by
Then using the fact ε ≤ c 8 χ
0 /10 ≤ C for the last ε, we obtain (6.2). We now estimate I 0 further. We use (5.14), (5.16) 
With these estimates, we have
Hence, (6.3) directly follows the first estimate (6.2). Similarly, multiplying the second estimate in (6.2) by (s + 1)
, then using (5.16) and (6.12), we obtain (6.4).
Next, we combine Lemma 6.1 with the embedding in Theorem 4.2 to derive a bootstrapping estimate.
Proof. Denote
For s ≥ 0, by applying (4.8) to w(x) = u(x, t), Q(x) = Z(x, t), s := s + 1, and then integrating in t from 0 to T , we have
Using (5.14) for upper bounds of M Z and µ Z , we have
(6.14)
We estimate β by using (6.4) and the fact M ≤ M * to have
(6.15)
For the second term on the right-hand side of (6.15), the integral is bounded by
Combining this with the third term on the right-hand side of (6.15) gives
As far as the two T -terms in the last inequality are concerned, the first one has
while the second one has χ
We estimate the last term by using Cauchy's inequality to obtain
In the last integral, we have
which can be conveniently rewritten as
(6.17)
Combining (6.16) and (6.17) yields
We have proved (6.13).
As one can see from (6.13) that the integral of higher power 2s + 4 of |∇u|, with the weight K(x, t), can be bounded by the corresponding integral of lower power 2s+2. However, it still involves a second order term, which is the last integral of I * . This term, as it turns out, can be estimated in (6.18) below.
Estimates for the L

4−a x,t -norm
We start using inequality (6.13) with the smallest possible value for s, i.e., s = 0. It will result in the K-weighted L 2 x,t -estimate, and, consequently, the L 4−a x,t estimate for |∇u|.
Proof. Denote by I the sum on the left-hand side of (6.18) . It follows (6.13) with s = 0 that
The second term on the right-hand side is bounded by
and the sum of the last two terms on the right-hand side is bounded by
Hence,
Estimating the last integral by (5.20) gives
Grouping the like-terms on the right-hand side and using simple estimations yield inequality (6.18) .
By selecting the cut-off function ζ in (6.18) appropriately, we derive the spatial, as well as the spatial-temporal, interior estimates for |∇u|.
Notation. For simplicity, we will write V ⋐ U to indicate that V is an open, relatively compact subset of U.
Consequently, 23) and, for T 0 ∈ (0, T ),
The estimates obtained in Theorem 6.4 contain the weight K(x, t). Below, we derive the estimates for the standard Lebesgue L 4−a x,t -norm (without that weight). 27) and
Proof. (i) Applying (4.6) to s = 4 − a gives
Combining this with (6.20), respectively (6.22), we obtain (6.27), respectively (6.28).
(ii) Consider 2 − a < s < 4 − a. By interpolation inequality (2.1) and then using (5.24), (5.19) and (6.27), we have
Thus, we obtain (6.29). Similarly, by (2.1), (5.24) and (6.28) we have
Thus, we obtain (6.30).
Remark 6.6. The estimate (6.30) of the L s x,t -norm of ∇u(x, t), for t > 0, requires, as far as the initial data u 0 is concerned, at most the L ∞ -norm of u 0 . Therefore, it shows the (formal) regularization effect of the PDE (1.22) . This observation also applies to Corollary 6.11 and Theorem 7.2 below.
Estimates for higher L s x,t -norms
In this subsection, we have estimates for the L s x,t -norms of ∇u with s > 4 − a.
Lemma 6.7. Let s > 2, and V be an open subset of U.
(i) If ζ = ζ(x) with compact support in V , then
(ii) If ζ = ζ(x, t) with ζ(x, 0) ≡ 0 and, for each t ∈ [0, T ], the mapping ζ(·, t) has compact support in V , then
(i) Consider s > 0. We estimate I by (6.13), neglecting the second term on the left-hand side. Note in this case that ζ t = 0 and hence J * = 0. We then use (6.18) to estimate the last term of I * . The result is
For the terms containing the initial data, we estimate
and for the terms containing T , we use
Hence, we obtain
Now, consider s > 2. By replacing 2s + 2 in (6.34) with s, noting that
the power 8(s + 2) + 4a becomes 4(s + 2 + a), and the power 8(s + 1) becomes 4s, we obtain
On the right-hand side of (6.35), in order to group the terms φ( ū 0 2 
(6.38)
Proof of (6.38). Let {U k } m k=0 be a family of smooth, open subsets of U such that
Let k ∈ {0, 1, 2, . . . , m − 1}. Choose ζ = ζ k (x), a C 2 cut-off function which is equal to 1 on U k+1 and has compact support in U k . Applying (6.31) to s := s * + 2k, we have and we obtain (6.37). Given k ∈ {0, 1, 2, . . . , m − 1}. Let ζ k (x, t) be a smooth cut-off function which is equal to one on U k+1 × [τ k+1 , T ], has compact support in U k × [τ k , T ], and satisfies
where C ′ k > 0 is independent of T, T 0 , t 0 . Then using s := s * + 2k and ζ = ζ k in (6.32), we have the same relation (6.40), with the constants defined by With simple manipulations, we obtain from this the third estimate in (7.2). We obtain the third estimate in ( We obtain the fourth estimate in (7.5). Finally, one can easily unify the estimates in (7.5) for all s > 2 with (7.6). This can also be done for the case s = 2 by comparing N 0 with N * using the last relation in (5.18).
Remark 7.3. Similar to Remark 5.5, when u, u 0 ,ū 0 are small in necessary norms, and E * is small, then M * and N 0 are small, which make the the right-hand sides of (7.2) and (7.5) to be small.
