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Abstract 
 
The new era of mobile communications is dictated by the user demand for robust and high speed 
connections, data hungry applications and seamless connectivity. Operators and researchers all over the 
world are challenged to fulfill these requirements by providing enhanced coverage, increased capacity and 
efficient usage of the scarce spectrum. The introduction of the fourth generation systems (4G), LTE and 
LTE-A, have set the initiative for a technology evolution that offers new possibilities and is able to satisfy 
the user requirements and overcome the imposed challenges.   
However, and despite the improvements brought by the LTE and LTE-A systems, there are certain 
constraints that still need to be surpassed. LTE for example adopts innovating technologies, such as 
Orthogonal Frequency Division Multiplexing Access (OFDMA) that improves the spectral efficiency and 
reduces the Intra-Cell Interference. Nevertheless, Inter-Cell Interference (ICI) remains a constraining 
factor that can degrade the system capacity and limit the overall performance of the network. On that 
respect, Inter-Cell Interference Coordination (ICIC) techniques are adopted with target the interference 
mitigation. One of the limitations of these techniques is that follow static configurations lacking of 
flexibility and adaptation on network changes.  
Moreover, LTE-A employs enhanced and new techniques and involves alternative strategies. A 
promising solution lies on the introduction of Heterogeneous Networks (HetNets), which are networks 
that include low power small cells under the already existing macro cellular network and exploit several 
other technologies, such as WiFi. HetNets can further improve the network capacity, enhance the 
coverage and provide higher speed data transfer. However, due to the heterogeneous nature of the 
network, traditional methods for the user association, resource allocation and interference mitigation may 
not always be suitable since their design was based on homogeneous deployments. As such, new and 
enhanced methods are introduced, such as enhanced ICIC (eICIC), with their accompanied requirements 
and challenges. 
Motivated by the abovementioned aspects, this thesis has been focused on the study of ICIC and 
eICIC schemes, the identification of the related challenges, the enhancement of existing schemes and the 
proposal of novel solutions. In particular in the initial stages of the work, ICIC techniques have been 
studied and analyzed. A distributed algorithm that performs dynamic channel allocation has been 
developed for homogeneous deployments and extended later on to include heterogeneous networks. The 
solution has been optimized with the use of the Gibbs Sampler, while the setting of algorithm related 
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parameters has been addressed through a detailed analysis. Moreover, a possible implementation of the 
solution has been presented in detail. The efficiency of the proposed schemes has been demonstrated 
through simulations and comparisons with benchmark schemes. 
In the next steps, the work has targeted eICIC techniques with purpose the investigation and analysis 
of the main constraining issues related to the user association, resource management and interference 
mitigation. Novel eICIC schemes that aim a better resource management and the overall capacity 
improvement have been developed and presented in detail, while the performance of the solutions has 
been shown through simulations and comparisons with reference schemes. Moreover, an optimized eICIC 
solution has been implemented based on genetic algorithms. Simulation results and comparisons with 
reference schemes have demonstrated the efficiency of the solution, while the selected configurations are 
discussed and analyzed. 
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1. Introduction 
 
1.1 Brief History – Early Generation Systems 
Several decades ago, a wireless call was a utopia that lived in the imagination of some writers and 
ambitious inventors. While various attempts for wireless communications were made earlier, the basis for 
what evolved later on as todays cellular networks started in the early 80s’. The networks developed at that 
time made use of analog technologies and are known as the first generation (1G) of cellular systems. 
However the potentials of these systems were limited in the voice domain and provided basic mobility. As 
such they could not meet the demands of the users and the performance requirements.  
In 1991, the second generation systems (2G) were introduced that were based on digital technologies. 
Among other standards, the most popular is the Global System for Mobile Communications (GSM) 
developed by the European Telecommunications Standard Institute (ETSI) and adopted mainly in Europe. 
The objective was to have a unified technology throughout the different countries with purpose to make 
roaming easier to be carried out. GSM was using Time Division Multiple Access (TDMA) and circuit-
switched technology. Initially, it was intended for voice services, however later on it was modified to 
support also circuit-switched data services. The main problem was that the supported data rates were very 
low. For this reason, the initial concept of GSM was enhanced to support packet-switched services with the 
addition of the General Packet Radio Services (GPRS) and a further enhancement was introduced with the 
Enhanced Data rates for Global Evolution (EDGE), with target to increase the offered data rates. 
Despite the success of GSM, the target of a global standard was not completely achieved. Moreover, the 
user demand was growing continuously with higher requirements in terms of traffic volume and data 
services. As such, while GSM was being established, a new standard has been developed under the 3rd 
Generation Partnership Project (3GPP). This standard is the Universal Mobile Telecommunication Systems 
(UMTS) and represents the third Generation (3G) of mobile communication systems. The advantage of 
UMTS is that it supports both circuit-switched and packet-switched modes, it improves spectral efficiency 
and offers higher transmission rates thanks to the use of Wideband Code Division Multiple Access 
(WCDMA) as air interface. 
 
Mobile communications have become nowadays an essential part of our lives. As technology evolves 
and user demand increases, the requirements are growing exponentially. Smartphones, laptops, tablets, i-
watches and other bandwidth greedy devices are taking leading roles in the daily life. As such, there is the 
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need for new technologies that will satisfy the continuously increasing demands. The standards that the 
future technologies must fulfil are becoming more and more exigent. On that respect, fourth Generation 
(4G) mobile communications systems have been introduced, including a number of new and evolved 
technologies. As this work mainly focuses on the 4G systems, a brief introduction is given in the next 
section. 
 
1.2 Fourth Generation Systems (4G) 
Device proliferation dominated by data hungry applications and user demand for higher data rates 
impose a set of challenges, such as improved capacities and coverage that operators and researchers all 
over the world need to surpass. The initiative for a new era in the mobile communications has been set 
with the introduction of the fourth generation systems such as Long Term Evolution (LTE) and LTE-
Advanced (LTE-A).  
The first steps towards the technology evolution have been made with the development of LTE. The 
architecture of LTE was based on homogeneous deployments of macrocells that involved novel and 
enhanced techniques. Examples include the Orthogonal Frequency Division Multiplexing (OFDM) and the 
use of Multiple Input Multiple Output (MIMO) antennas. Higher data rates and better user experience were 
provided; however with no margins for further improvements since the Shannon capacity limits were 
approached in terms of spectral efficiency per link [1]. Moreover, the uneven nature of the user distribution 
and data traffic was remaining a constraining factor [2]. Despite the possibilities of LTE, it could not meet 
all the specifications defined by the International Telecommunications Union (ITU) for a truly 4G system. 
As such, alternative strategies that will allow further improvement in the cells capacity and the spectrum 
efficiency, yet in low expenditure cost, became a necessity. On that respect, 3GPP developed the 
framework of LTE-A with target to overcome these challenges and further improve the overall network 
performance. This framework involves the enhancement of existing technologies, as well as the adoption 
of new ones, such as Coordinated Multipoint Transmission and Reception (CoMP) and Carrier 
Aggregation (CA). 
One of the most promising solutions in the context of LTE-A consists in the Heterogeneous Networks 
(HetNets), a transition from traditional homogeneous deployments to more complex patterns. This novelty 
was able to enhance the coverage in hot spot areas and allow higher data rate transmissions. The concept of 
HetNets includes the addition of different types of small cells, such as pico and femto cells, as well as the 
incorporation of different types of technologies (e.g. WiFi). With HetNets it is possible to further improve 
the system performances in terms of capacity, coverage and data rates in a cost effective way, reasons that 
drawn the attention of the researchers [3] and Standardization Bodies [4].  
 
3 
 
Nevertheless, due to the diversity and the different characteristics of the involved cells in a HetNet, new 
challenges arise that include the areas of user-to-cell association, interference management and utilization 
of resources [5]. In [6] a survey of challenges is presented, including some suggestions and potentials for 
the different topics that need modifications and enhancements.  
In this thesis, the main target is to address radio resource management issues in 4G systems with special 
focus on the interference management. Throughout this work, the theory behind existing technologies has 
been studied and the associated challenges have been identified. The research has been focused on the 
optimization of existing schemes and the development of new techniques. The implementation process 
started considering homogeneous deployments based on frequency reuse schemes and later on it extended 
to include heterogeneous networks. More details are given in the following. 
 
1.3 Motivations, Objectives and Contributions 
Radio spectrum is a scarce and therefore an expensive resource that undergoes regulations imposed by 
the governments or organizations like the ITU. For this reason, efficient utilization of the resources and 
interference mitigation are crucial issues. The adoption of Orthogonal Frequency Division Multiplexing 
Access (OFDMA) as air interface in the 4G systems resulted in the improvement of the spectral efficiency 
and in the reduction of the intra-cell interference due to the orthogonality of the users. However, inter-cell 
interference (ICI) remains a constraining factor, especially for the users located close to the cell borders. 
On that respect, LTE adopts Inter-cell Interference Coordination (ICIC) techniques that allow the 
allocation of the available resources to the edge users with higher reuse factors, resulting in the mitigation 
of the inter-cell interference [7]. 
Despite the potentials of ICIC schemes, most approaches consider static configurations, constraining in 
this way the network flexibility and the overall performance. Moreover, the design of these schemes has 
been carried out based on homogeneous deployments. As such, the deployment of small cells (e.g. femto 
cells) in the macrocell environments sets additional challenges with respect to the frequency planning and 
the interference management. On that respect, in the context of LTE-A ICIC techniques are evolved and 
enhanced ICIC (eICIC) schemes are introduced. eICIC takes into account the network heterogeneity, 
however new challenges and constraints arise with respect to the interference management and the 
resource utilization.  
Based on the above, the main objective of this thesis is to study, analyze and propose interference 
management solutions under the LTE and LTE-A frameworks that allow the mitigation of the interference, 
the efficient utilization of the available resources and the improvement of the network capacity. 
Investigation focuses on the identification of the technical challenges and the possible implementation 
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constraints of both ICIC and eICIC schemes. Initial work considers ICIC solutions for resource allocation 
in homogeneous deployments and targets the optimization of them. Then, this work is extended to include 
heterogeneous networks. Taking advantage of the knowledge acquired through the study of ICIC 
scenarios, eICIC techniques are investigated and the related problems are identified. Novel solutions are 
proposed for the management of the interference in heterogeneous networks scenarios. Finally, the 
optimization of a novel solution developed throughout this work is carried out.  
As such the contributions of this thesis can be summarized as follows: 
1. The ICIC constraints under homogeneous deployments are investigated and identified and a 
distributed algorithm, known as Gibbs Sampler-based ICIC (GS-ICIC), that performs dynamic 
frequency allocation is developed. The proposed solution targets the mitigation of the ICI in tri-
sectorial frequency reuse scenarios and is based on the Gibbs Sampler as optimization tool. The 
interference problem is formulated accordingly so that the algorithm minimizes the network 
interference through the proper allocation of the available frequencies. The solution results in the 
improvement of the overall network capacity, with special focus on the users located in the cell 
edges, which are the most vulnerable to interference. Moreover, an analysis is carried out with 
respect to variations of algorithm related parameters and how these affect the performance of the 
algorithm in terms of interference reduction, capacity improvement and convergence. 
2. The above solution is further investigated through variations of the formulation of the interference 
problem and the impact they have to the algorithm performance is analyzed. Examples include the 
consideration of the user interference instead of the total and the inclusion of the Signal to Noise 
and Interference Ratio to the formula. The former targets the interference minimization by taking 
into account the number of the network users, while the later aims the capacity maximization along 
with the interference mitigation.  
3. The GS-ICIC scheme is extended to include heterogeneous deployments. The proposed solution is 
known as GS-ICIC for HetNets (HGS-ICIC). Investigation starts from simple scenarios in order to 
study the behavior of the algorithm when small cells are included in the network topology and how 
their locations can impact on the algorithm decisions. Then, more complicated topologies are 
studied consisting in several macrocells and small cells. The benefits brought by the HGS-ICIC 
solution in terms of interference mitigation and capacity increment are demonstrated through 
simulations. 
4. An implementation of the proposed HGS-ICIC scheme is studied considering the Radio 
Environment Maps (REM) concept, which is a database for storing dynamically information about 
the radio environment. The REM-based Frequency Optimization (RFO) uses the information stored 
in the database related to the propagation in order to estimate the received and generated 
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interference and the resource allocation is carried out accordingly. Simulation results show the 
efficiency of the scheme in terms of capacity improvement. 
5. Based on the knowledge gained throughout the previous work, a novel eICIC solution is presented 
for heterogeneous networks based on the joint exploitation of the time-frequency and time-power 
dimensions. The solution aims the efficient utilization of the available resources and the mitigation 
of the interference generated to the small cells from the macrocells with target the improvement of 
the network capacity. The selection of the mechanism that is applied is based on the location of the 
small cells with respect to the macro Base Station (BS). It is shown that the management of the 
resources performed by the algorithm brings significant improvements in the network capacity. 
6. The previously presented solution is extended to include only one mechanism that exploits jointly 
the time, frequency and power dimensions (TFP-eICIC). As such, an alternative and more flexible 
management of the available resources is proposed that results in the mitigation of the small cell 
interference, the increment of the macrocell and the overall network capacity and the efficient 
utilization of the resources. 
7. In the last part of this work the TFP-eICIC scheme is optimized and the OTFP-eICIC scheme is 
proposed. The optimization framework of the OTFP-eICIC solution is based on genetic algorithms 
and adjusts the configuration of the system parameters depending on the network environment with 
result the minimization of the interference, the efficient load balancing and resource utilization and 
the maximization of the network capacity. 
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use of radio environment maps for interference management in heterogeneous networks," in 
Communications Magazine, IEEE , vol.53, no.8, pp.184-191, August 2015 
 
6 
 
Conference Papers 
[C1] K. Koutlia, M. Žiak, J. Pérez-Romero, R. Agustí, “On the Use of Gibbs Sampling for Inter-Cell 
Interference Mitigation under Partial Frequency Reuse Schemes”, Proc. The Third International 
Conference on Mobile Services, Resources, and Users (MOBILITY), Lisbon, Portugal, Nov. 2013 
[C2] K. Koutlia, J. Pérez-Romero, R. Agustí, “Novel eICIC scheme for HetNets exploiting jointly the 
frequency, power and time dimensions”, in Personal, Indoor, and Mobile Radio Communication 
(PIMRC), 2014 IEEE 25th Annual International Symposium on, pp.1078-1082, 2-5 Sept. 2014 
[C3] K. Koutlia, J. Pérez-Romero, R. Agustí, “On enhancing Almost Blank Subframe Management for 
efficient eICIC in HetNets”, 2014 IEEE 81st Vehicular Technology Conference (VTC Spring), May 
2015  Contributions to Research Projects 
• NEWCOM# : Network of Excellence in Wireless Communications#, funded by the European 
Commission (Contract Number 318306). Contribution to Deliverables: 
[D1] A. Zalonis (Editor), “D13.1 Fundamental issues on energy- and bandwidth-
efficient communications and networking”, Deliverable del proyecto NEWCOM#, 
Febrero, 2014 
[D2] A. Zalonis (Editor), “D13.2 Techniques and performance analysis on energy- and 
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Finally it has to be referred that the work has been supported by a scholarship from the Spanish 
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1.5 Organization of the Thesis 
This PhD Thesis is organized in 5 chapters. The structure of the thesis is graphically summarized in 
Figure 1 and a brief overview of each chapter is given in the following.  
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Chapter 2 discusses the fundamental concepts and characteristics of the fourth generation systems. The 
main features of the network architecture of LTE and LTE-A are presented and the new technologies 
adopted by the standards are discussed in detail. Special emphasis is given on the concept of 
Heterogeneous Networks. An overview of the different elements and their main features that comprise the 
network is presented, while the challenges imposed by the combination of the different cell types and 
technologies are addressed.  
Chapter 3 targets on the management of the Inter-Cell Interference in the frequency dimension. A 
discussion on the main reasons that make the usage of ICIC techniques indispensable is given. Moreover, 
the most important ICIC schemes for channel allocation are presented in detail and the related constraints 
are identified. Based on the limitations studied in this chapter, a distributed algorithm that performs 
dynamic channel allocation in homogeneous networks is proposed that targets the minimization of the ICI 
and the network capacity increment. The details of the mathematical framework and the algorithm 
implementation are presented. The efficiency of the proposed solution in terms of interference reduction 
and capacity improvement is demonstrated through simulations and comparisons with a traditional 
frequency allocation scheme. Additional analysis is carried out with respect to the algorithm convergence 
and the possibility of an online implementation. Furthermore, the algorithm behavior is further studied 
with respect to variations of different algorithm related parameters and alternative mathematical 
frameworks. The analysis is focused on the impact they have on the performance of the algorithm in terms 
of interference mitigation, capacity improvement and algorithm convergence. The proposed solution is 
extended to heterogeneous networks comprised of macrocells and small cells. Simulation results and 
comparisons with a reference scheme prove that the proposal introduces significant benefits in the network 
capacity and mitigates the ICI. Finally, a possible implementation of the proposed scheme based on a 
concept of a dynamic database known as REM is discussed in the end of the chapter.  
Chapter 4 is dedicated on the management of interference under heterogeneous topologies. A brief 
introduction is given related to the challenges arising in the field of user association and interference 
management. Possible solutions adopted by the LTE-A framework are presented in detail, while the 
limitations and constraints are identified and discussed. A novel solution for the management of the 
available resources is proposed taking into advantage the knowledge acquired during chapter 3. In 
particular the solution consists of two mechanisms that exploit either the time-frequency domain or the 
time-power domain depending on the position of the small cells in the network topology with purpose to 
mitigate the interference seen by the small cells and increase the capacity of the macrocells. Simulations 
and comparisons with benchmark schemes are presented that show the effectiveness of the proposal in 
terms of resource utilization, interference reduction and capacity improvement. The proposed solution is 
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modified and enhanced with target the further improvement of the network performance and the 
elimination of certain constraints that are identified. The new solution employs only one mechanism that 
exploits jointly the time, frequency and power dimensions with target to balance more effectively the 
trade-off between small cell interference mitigation and the capacity degradation on the macrocells. The 
additional benefits and the overall improvements brought by the scheme are demonstrated through 
simulations and comparisons with different reference schemes. Finally, the solution is optimized using 
genetic algorithms that are used to find the most appropriate configuration of parameters related to the 
partitions on the three dimensions and the user association. Results presented reveal that the optimized 
scheme presents significant benefits in terms of load balancing, resource utilization and capacity 
improvement with respect to a fixed configuration and to reference schemes existing in the literature. The 
results are concluded with an analysis and discussion of the selected configurations. 
 
 
Figure 1: Thesis Structure 
Finally, Chapter 5 summarizes the work presented in this PhD thesis and the most important 
conclusions. In addition, future possible directions are discussed related to the further analysis of the 
performance of the solutions presented throughout this work, as well as several implementation 
considerations and the addition of other technologies related to the current 4G and the envisaged 5G 
networks. 
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2. Fundamental Concepts 
 
2.1 LTE & LTE-A Overview 
Long Term Evolution has been developed by the 3rd Generation Partnership Project (3GPP), which is 
one of the most prominent Standardization Groups on the field of the mobile communications. Work on 
the LTE has been going on since 2004 [8] when a number of mobile communication companies presented 
what they envisioned for the next generation communication systems. The main purpose was to create a 
new technology that fulfilled a set of requirements, such as higher user data rates, improved spectral 
efficiency, and seamless mobility. The first complete specification on LTE was released on March 2009 
(3GPP-Release 8) [9], while some additional enhancements were added with Release 9 [10].  
Despite the potentials of LTE, it did not meet all the requirement specifications envisaged by the ITU 
IMT-Advanced for the fourth generation cellular systems. As such, 3GPP presented a new release under 
the name of LTE-Advanced (Release 10) [11], which includes further improvements and enhanced 
features. Additional features and refinements of the standard were introduced with Release 11 and Release 
12, while Release 13 is under development introducing great potentials and opening the way towards the 
fifth generation (5G) systems. For an overview of the related releases the reader is encouraged to refer to 
[12]. This chapter addresses the main features of LTE and LTE-A with special focus on the involved 
technologies adopted by the standards.  
 
2.1.1 Network Architecture Overview 
The success of the LTE/LTE-A is based on the evolved technologies that are used, as well as on the 
design of the network following a fully packet-switched model. In Release 8, two important aspects are 
specified by 3GPP. These are the Radio Access Network (RAN) known as Evolved-Universal Terrestrial 
Radio Access Network (E-UTRAN) and the System Architecture Evolution (SAE). The SAE includes the 
Evolved Packet Core (EPC) network and, together with the E-UTRAN, they comprise the Evolved Packet 
System (EPS) [10].  
In contrast to the previous mobile generations (2G, 3G), EPS is designed to support only packet-based 
services and is responsible for the seamless connectivity of the users with the external Packet Data 
Network (PDN). Furthermore, functionalities such as the QoS, security and privacy issues are related to 
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the elements comprising the network (EPC and E-UTRAN elements). Finally, EPS ensures 
interoperability among different vendor technologies [13]. Figure 2 gives an overview of the EPS 
architecture.  
 
Figure 2: Evolved Packet System (EPS) Overview [9] 
The Core Network (EPC) follows a flat IP-based structure that enables reliable and cost-effective 
transfers of the data-traffic [10][14]. The architecture has been simplified by means of involved nodes and 
the flexibility of the network has been increased due to the separation of the user plane and the control 
plane [14]. Moreover, the architecture of the EPC focuses on three main aspects: the mobility, the security 
and the policy management [15]. 
LTE eNodeB
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Figure 3: Evolved Packet Core (EPC) architecture  
The Core Network, depicted in Figure 3, is comprised by the following elements: 
• The PDN Gateway (PDN-GW): It serves as the interconnection point between the core network 
(EPC) and the external network (PDN). 
• The Serving Gateway (S-GW): It serves as the interface between the core network (EPC) and 
the radio access network (RAN). 
Both the P-GW and the S-GW manage functionalities related to the user data plane. 
• The Mobility Management Entity (MME): It is the node that deals with the control plane. 
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• The Home Subscriber Server (HSS): It is a database that holds the user and the subscription 
information. In addition, it holds information related to security, user authentication and 
mobility and session management.  
The Evolved - Universal Terrestrial Radio Access Network (E-UTRAN) provides the connection of the 
users with the Core Network [16]. In contrast to the previous technologies, the E-UTRAN does not include 
a centralized Radio Network Controller (RNC) and is comprised only of a number of Base Stations known 
as evolved NodeBs (eNodeB). The communication between the eNodeB and the core network takes place 
through the S1 interface, while the eNodeBs are physically interconnected through the X2 interface (Figure 
4) [8]. The X2 interface allows the hand-over between the eNodeBs in a direct manner achieving in this 
way, faster transitions. 
 
eNB
MME / S-GW MME / S-GW
eNB
eNB
S
1 S1
S1 S1
X2
X2
X2
E-UTRAN
 
Figure 4: E-UTRAN [17] 
The E-UTRAN protocol stack, hosted by the eNodeB, includes the Medium Access Control (MAC), 
the Radio Link Control (RLC) and the Packet Data Convergence Protocol (PDCP) [10]. The eNodeB is 
also responsible for a number of radio related functions. Examples include Radio Resource Management 
(RRM), Connection Mobility control, Dynamic Resource Allocation, routing of the user data traffic 
towards the S-GW, hand-over management, header compression and encryption of the user data 
(measurements) [17].  
One of the key characteristics of the LTE/LTE-A Access Network is the use of the Orthogonal 
Frequency Division Multiplex (OFDM) as transmission scheme and the associated multiple access 
schemes for the downlink and uplink, Orthogonal Frequency Division Multiple Access (OFDMA) and 
Single Carrier - Frequency Division Multiple Access (SC-FDMA), respectively. The main reason for 
adopting the OFDM scheme is the improvement of the spectral efficiency. A detailed description of the 
radio access scheme is given in the section that follows. 
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2.1.2 OFDM 
LTE has adopted Orthogonal Frequency Division Multiplexing (OFDM) as radio access technology, 
due to the advantages it offers that meet the 4G requirements. OFDM is based on a multicarrier 
transmission as shown in Figure 5. This means that the available bandwidth is divided into several 
narrowband sub-channels (sub-carriers), which are overlapping but they are orthogonal to each other 
(using the Inverse Fast Fourier Transform - IFFT) [10]. The data is transmitted in parallel with lower rates 
using these sub-carriers. This implies that the channel for each sub-carrier can be considered as flat fading, 
resulting in this way in a significant reduction of the Inter-Symbol Interference (ISI). On the receiver side 
this implies that the signals can be easily separated without imposing the need for guard bands [18][19]. As 
such, OFDM presents high spectral efficiency and allows a low-complexity implementation of the 
receivers.  
 
Figure 5: OFDM Sub-carriers [20] 
Moreover, OFDM is considered an attractive modulation technology because it is robust to the 
frequency selective fading thanks to the high symbol duration it offers, which when combined with a 
Cyclic Prefix (CP), results in the complete elimination of the ISI and of the Inter-Carrier Interference. The 
CP is simply a duplication of the last part of the signal, which is added in the beginning of the OFDM 
symbol and as long as it is longer than the channel delay spread, the ISI is negligible [21]. In addition, CP 
plays significant role in the maintenance of the orthogonality between the sub-carriers. As such, the 
equalization needed to recover the data is substantially simplified because frequency domain equalizers can 
be used [19][22]. 
Finally, the incorporation of channel coding and interleaving techniques provides robustness against the 
frequency selective fading and allows the data retrieval in cases of erroneous transmissions [10][23].  
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2.1.3 Multiple Access Schemes 
In order to achieve higher capacities, Multiple Access techniques are used to share the available 
spectrum among a set of users. As such, the users are permitted to transmit their information 
simultaneously without interfering with each other. OFDM can be combined with a variety of Multiple 
Access schemes such as FDMA and TDMA. In LTE and LTE-A, two schemes have been adopted, the 
Orthogonal Frequency Division Multiple Access (OFDMA) and the Single Carrier Frequency Division 
Multiple Access (SC-FDMA) for the downlink and the uplink, respectively [8]. 
 
2.1.3.1 OFDMA 
OFDMA is a Multiple Access technique based on OFDM that allows the sub-carriers to be shared 
among multiple users for simultaneous transmissions [10]. Each sub-carrier is used to carry the data 
symbol of one user. Since the sub-carriers are orthogonal to each other, the Multiple Access Interference 
(MAI) is not a subject of concern. As such, the spectral efficiency is significantly improved and therefore 
OFDMA is a technique that satisfies the LTE requirements. Moreover, OFDMA allows the exploitation of 
dynamic frequency allocation techniques, which provide flexibility in the management of the available 
resources and further increase the spectral efficiency of the system [24]. Another characteristic of OFDMA 
is the support of different modulation schemes (e.g. QAM) and variable user data rates according to the 
QoS requirements or the channel conditions [19][25]. Furthermore, as in OFDM, with the insertion of the 
CP OFDMA is robust against the ISI that arises from the multipath propagation and the channel distortion 
can be easily compensated with simple equalization techniques [24][26]. Finally, OFDMA is a very 
attractive scheme because it requires low-complexity implementation. More particularly, thanks to the 
evolution of the Digital Signal Processors (DSPs), the IFFT/FFT processes required in 
transmission/reception can be implemented easily and in a cost-effective way [25][26]. 
 
2.1.3.2 SC-FDMA 
The uplink transmissions differ from the downlink with respect to the user equipment requirements. In 
order to have a successful technology, the performance of the user equipment needs to be improved; that is 
power-efficient devices are needed, yet with simple design and low-cost implementation. SC-FDMA is a 
Multiple Access scheme that combines the advantages of a single carrier (SC) transmission with these of 
OFDMA, constituting in this way the most appropriate technology for the LTE uplink. In particular, SC-
FDMA offers high data rates, robustness against multipath propagation, and allows the exploitation of 
dynamic resource allocation [27].  
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From implementation perspective, SC-FDMA can be seen as a modified form of OFDMA with main 
difference the addition of a precoding scheme carried out with the use of the Discrete Fourier Transform 
(DFT) before the standard OFDM process. Similarly to OFDMA, SC-FDMA divides the available 
spectrum in multiple sub-carriers which are orthogonal to each other, and the orthogonality is maintained 
with the addition of the CP [10].  
 
2.1.4 MIMO 
Multiple Input Multiple Output (MIMO) is a technology that makes use of multiple antennas and is 
adopted by LTE in order to achieve higher spectral efficiency and higher data rates. MIMO in combination 
with OFDM offers several advantages over traditional technologies [21]. The main functionality of MIMO 
is the division of the data stream into multiple data streams in order to be transmitted by the multiple 
antennas, taking advantage of the decorrelation existing between multipath transmissions. 
The key MIMO features that are exploited in LTE are the spatial multiplexing and the diversity. 
 The spatial multiplexing results from exploiting the effects of multipath propagation to perform 
multiple parallel transmissions. The data stream is divided into multiple data streams in order to be 
simultaneously transmitted by the multiple antennas. On the receiver side, the streams are separated 
according to their spatial signatures. This allows the system capacity to be significantly enhanced without 
imposing the need for additional bandwidth usage [28][29]. However, it has to be noted that this technique 
requires good channel conditions and complex signal processing [10].  
The diversity is a technique with which the multipath fading and the ISI are minimized in the cases 
where the user experiences lower SINR (Signal to Noise and Interference Ratio). Reception diversity is 
achieved when the same signal is received from multiple antennas, thus travelling through independently 
fading paths. The receiver then combines the independently fading copies of the signal avoiding this way 
erroneous receptions [30][31]. In this way, the receiver can operate with lower SINR conditions, thus 
resulting in a diversity gain. A similar effect can be achieved with diversity at the transmission side (i.e. 
transmitting replicas of the same signal through different antennas, with the appropriate weights and 
obtaining the combined signal at the receiver).  
 
2.1.5 Radio Resource Management  
Mobile communication systems are challenged by the constant change of the network conditions, such 
as propagation conditions, user mobility, traffic conditions and the interference levels. As such, the 
management of the network should be characterized by flexibility, and thus to be able to adapt itself 
 
15 
 
according to the network evolution. Radio Resource Management (RRM) techniques allow the system to 
adapt to variations of the network environment by controlling the use of the available resources. The main 
purpose is to satisfy each time the performance targets by dynamically changing the system parameters in 
order to optimize the network efficiency and provide better services. Frequency allocation, transmission 
power and coding schemes are some examples of the parameters that can be adapted in order to meet QoS 
requirements, enhance the cell coverage and improve the overall network capacity [26][32].  
In LTE, the main functions of RRM are specified [33], however without specifying the algorithms and 
strategies to be adopted. As such, LTE provides the manufacturers and the operators with a degree of 
freedom to use the RRM functions according to the different design issues of the particular networks. Due 
to the lack of specification, a large amount of RRM algorithms has been presented in the literature; 
however they all can be classified in different categories according to the general aspects they serve. Some 
examples are presented below: 
• Radio Admission Control: It handles the connection requests according to the availability of the 
resources and the network load. A connection may be established if the QoS requirements are 
satisfied, provided that the already established connections are not affected; otherwise it is 
rejected [32].   
• Dynamic Packet Scheduling: This function is responsible for the allocation of resources to the 
users in the short term so that they will be able to carry out their transmissions. The operation 
of the packet scheduling will take into account the QoS requirements, channel conditions, 
interference levels and the buffer status [34].   
• Power Control: It adapts the transmit power levels with main purpose to ensure that certain 
SINR criteria are met, while taking under consideration the overall interference and the battery 
life constraints of the user equipment [26]. It may take place either on the eNodeB or the user 
side. 
• Inter-Cell Interference Coordination (ICIC): These techniques are used in LTE in order to 
mitigate the ICI. Adjacent cells can cooperate, in order to avoid for example the same resource 
usage, by exchanging information related to the resources they occupy and the traffic load 
conditions [26]. This thesis deals with ICIC techniques and the accompanied issues, therefore a 
thorough description will be given in chapter 3. Moreover, it has to be referred that in LTE-A 
eICIC techniques are adopted, which are presented in detailed in chapter 4.  
 
The above presented technologies are part of both LTE and LTE-A systems. However, in LTE-A new 
and improved features are adopted with target to fulfil all the requirements imposed by the ITU for a truly 
 
16 
 
4G system. As such, LTE-A is not a new technology, but it can be considered as an overhaul of LTE. 
Carrier Aggregation (CA), enhanced use of multi-antenna techniques, Coordinated multipoint 
transmission and reception (CoMP) and support for Relay Nodes (RN) and HetNets are the main concepts 
added to the standard aiming to provide higher data rates (up to 100 Mbps for high and 1Gbps for low 
mobility), enhanced coverage, improved spectral efficiency, reduced latencies, and all this with lower 
deployment cost and cost per megabyte [35][36]. The rest of this section gives a brief description of the 
main characteristics of these concepts.  
 
2.1.6 Carrier Aggregation 
One of the main requirements that the IMT-Advanced has issued is the support of higher data rates. 
This goal may be achieved by increasing the transmission bandwidth, which as envisioned by the IMT-
Advanced may reach the 100 MHz [37]. However, since the contiguous spectrum is scarce and in order to 
ensure backward compatibility with LTE, LTE-A has incorporated as key technology the logical 
concatenation of single carriers through Carrier Aggregation (CA) [36]. The concept behind CA is the 
aggregation of contiguous or non-contiguous single carriers (up to 5 for LTE-A) in order to virtually create 
wider transmission bandwidths, enabling in this way higher data rates and throughputs [38].  
 
Figure 6: Carrier Aggregation Types [36] 
In the 3GPP context, the single carriers are referred to as component carriers. Three different types of 
CA are identified, depending on the type of the carriers used (Figure 6). These would be: 
 Intra-Band Contiguous CA: It is considered to be the simplest form of aggregation since the 
component carriers belong to the same frequency band and are adjacent to each other. However 
finding contiguous spectrum is not always possible.  
 Intra-Band Non-Contiguous CA: In this case the component carriers belong to the same 
frequency band, but they are not adjacent. This introduces a degree of complexity, especially 
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when considering the user equipment side, for which space, power and cost are of great 
importance [39].  
 Inter-Band Non-Contiguous CA: It is the most complex form of CA because the component 
carriers belong to different frequency bands and hence it requires multiple transceivers. Apart 
from the increased complexity and the higher cost, additional problems can be introduced due 
to the multiple transceivers, such as the inter-modulation and cross modulation among the 
transceivers [39]. 
 
2.1.7 MIMO and CoMP 
One of the main differences of LTE-A and LTE is the number of the antennas that the base stations and 
the user terminals will be equipped with, in order to further improve the spectral efficiency and allow 
higher data rates. In LTE-A, higher order MIMO are employed; the downlink (DL) is envisioned to 
support spatial multiplexing configurations of up to 8x8, while in the uplink (UL), the user terminals will 
support up to 4 transmitters, thus up to 4x4 transmissions will be possible [40]. Moreover, the number of 
the employed transmission modes is enhanced in order to support the additional introduced configurations. 
Several techniques have been added to the standard, such as advanced MU-MIMO beamforming, in order 
to improve the performance in terms of spectral efficiency and average throughput. 
Coordinated multipoint transmission and reception (CoMP) is also introduced in order to allow higher 
cell throughputs and improve the cell edge performances. CoMP is a set of several techniques that can 
exploit the MIMO antennas in order to enhance the transmission/reception of signals by the edge users 
and the eNodeBs. Let us consider for example a user located in the cell edge and that is prepared for 
handover. At this moment the user will be able to communicate with two or more geographically spaced 
eNodeBs. Through coordination between these base stations (BSs), it is possible to schedule 
transmissions/receptions in order to serve the same user. As such, CoMP can be characterized as a 
distributed MIMO system that improves the signal quality and minimizes the co-channel interference 
[41]. However CoMP has also raised some controversy: In fact, in [6] it is claimed that in practice, taking 
into account all the needed realism, no gain at all is perceived. 
 
2.1.8 Relay Nodes 
Despite of the significant improvement in terms of throughput and capacity with the use of MIMO, 
OFDMA and other techniques, the cell edge users may still suffer from low data rates. In order to further 
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increase the performance when needed, LTE-A exploits the concept of Relay Nodes (RN). RNs are low 
power small cells that are easy to deploy and can extend the cell coverage in a cost effective way since 
they don’t require a fixed backhaul connection.  
The RN is wirelessly connected to a donor eNodeB through the Un interface. Its main responsibility is 
to relay the data between a user and the base station in a multi-hop manner, similarly to a repeater. 
However, RNs differ from repeaters because they also support functionalities as demodulation and 
decoding of the relayed data and error correction in addition to the signal retransmission. As such, the 
signal quality is not degraded, but instead it is improved [42].  
 
2.2 Heterogeneous Networks (“HetNets”) 
Current cellular networks, including LTE, follow usually homogeneous deployments of macro cellular 
architecture, with some micro or pico cells deployed under special situations (e.g. traffic hotspots, etc.). 
The base stations work under similar characteristics, such as transmit powers, antenna patterns, number of 
serving users and backhaul connections. Thus, in order to provide good coverage, while minimizing 
interference, a sophisticated network planning is necessary [43]. However, with the exponentially growth 
of the data demand, cell splitting, additional bandwidth and new macrocell deployments are necessary to 
fulfill the needs in terms of coverage, capacity and high data rates. Moreover, it is very common that the 
data traffic is presented in hotspots; that is for example in stadiums hosting big events or campuses. The 
traditional acquisition of macrocell sites, not only is costly, but in addition it cannot adapt to the uneven 
user allocation and traffic demand [2]. In addition, cell splitting is complex and the usage of more 
frequencies is widely known that is infeasible due to the scarce nature of the radio spectrum [43].  
Standardization Bodies have turned in alternative cost-effective solutions that will allow the further 
improvement of the network performance by deploying more advanced network topologies, known as 
Heterogeneous Networks (Figure 7). The HetNets include the addition of smaller low power cell sites, 
such as pico and/or femto cells throughout the macrocell sites, and they also involve the combination of 
different radio access technologies, such as WiFi and HSPA. HetNets are envisioned to be the future in 
wireless communications since they allow flexible cost-effective deployments in order to provide 
additional coverage in areas that cannot be covered by the macrocells and enhance the capacity in 
hotspots [2].  
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Figure 7: HetNet Topology Example [43] 
According to [2], the addition of low power small cells in a traditional cellular network enhances 
significantly the performance of the network, while offering improved coverage. Figure 8 presents the 
gain in the spectral density depending on the network topology. As it can be observed, the gain is 
tremendously increased as cells of smaller radius are used to serve the data traffic. 
 
Figure 8: Spectral Density Gain with respect to the network topology [2] 
Moreover, simulation results conducted by 3GPP [44] have shown that with the deployment of 
HetNets a macrocell can provide higher capacities since the number of the users it serves is decreased 
(less users share the same capacity), thus allowing higher data rate transmissions. In addition, the users 
that are served by the small cells (pico/femto) experience high quality transmissions with higher data rates 
and due to the low power transmissions the battery life of the terminals is significantly extended.  
 
2.2.1 Network Overview 
For the formation of a HetNet a variety of low power small cells is used, in order to off-load the 
macrocell when necessary and to provide better user experience. These low power cells are classified 
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according to their different characteristics, such as the size and the transmit power, and they are the pico 
cells, the femto cells and the relay nodes. In 2.1.8, an overview of the relay nodes has been given, 
therefore more details about the characteristics of the pico and femto cells are presented in this section. 
Pico cells follow the same concept as the eNodeBs; however they utilize lower transmission powers 
and they cover smaller areas. Moreover, they cannot be equipped with sectorized antennas (only omni-
directional). Their deployment is carried out in an operator planned manner in order to serve indoor or 
outdoor applications. Depending on the deployment, the transmit power may vary between 250mW and 
2W for outdoor and up to 100 mW for indoor scenarios [45]. The connection to the core network is 
carried similarly as with the eNodeBs, therefore pico cells can make use of the X2 interface and benefit 
from the ICIC techniques. 
Femto cells on the other hand, are intended to serve only indoor scenarios. They employ only omni-
directional antennas and their transmit power does not exceed the 100 mW. Due to the low transmit 
power the interference is kept in low levels. In addition, since femto cells offer small coverage, the 
distance between the user and the femto cell is quite low providing in this way better signal quality [46]. 
The installation usually is carried out by the consumers in an unplanned manner, thus operators may not 
be aware of the changes that may occur to the network structure and this becomes one of the greatest 
challenges for the interference management. Moreover, femto cells are not connected to the backhaul of 
the cellular network; instead they utilize the DSL connection or the cable modem of the subscriber. With 
that approach however, the X2 interface is not accessible, thus ICIC techniques are more difficult to be 
implemented. In order to mitigate the femto related interference alternative techniques are studied (e.g. 
[47]). Finally, femto cells can operate in two manners, open and closed. In the closed mode (CSG), only a 
specific group of users is allowed to access the network, which is defined by the subscriber who installed 
the femto cell. In the open mode (OSG), the femto cell can be accessed by all the users [43].  
 
2.2.2 HetNets Challenges 
In addition to the small cells, a HetNet may include the combination of different radio access 
technologies, such as HSPA, UMTS, EDGE, WiMax and WiFi in order to offload the highly congested 
network and boost performances whenever this is feasible. As such, despite the attractive features of the 
HetNets, several challenges are imposed due to the co-existence of such diversity of technologies. These 
issues include the necessity for new metrics in order to accurately evaluate the performance of the HetNet 
network. The outage probability distribution and the area spectral efficiency are considered to be two 
prevalent metrics. Moreover, the way the network topology used to be modeled has to be changed since 
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the deployment of the small nodes usually takes place in areas under the coverage footprint of a macrocell 
and does not follow a regular rule. In addition to this, due to the disparity among the transmit powers the 
coverage area of each node differs substantially. However, the same does not apply for the uplink (users 
transmit with the same power), thus dissimilarities in the SINR of the DL and UL may occur. As such, the 
option that a user may be connected with different cells during the DL and the UL transmissions should 
also be taken into account. This will imply that the interference for a given user will require different 
models in the DL and in the UL. Furthermore, the way the users are associated to each cell needs to 
follow other criteria than these used in traditional macro cellular networks. Similarly, for the user 
mobility alternative solutions should be considered. The handoff decisions should be based on different 
parameters, such as the speed of the user (if a user travels too fast it would be suboptimal to perform 
several handoffs between small cells and macrocells) and the overall interference. Finally, intelligent 
resource and interference management techniques are necessary to cope with the above issues and to 
increase network performance. This work deals with the user association and the interference 
management in HetNets, thus a thorough description will be given in chapter 4. However, for more details 
on the challenges imposed by HetNets the reader is encouraged to refer to [6]. 
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3. Interference Management in the 
Frequency Dimension 
 
3.1 Inter-Cell Interference Management  
 
Two types of interference are mainly distinguished, the intra-cell interference that occurs among users 
of the same cell and the inter-cell interference (ICI) that occurs when adjacent cells utilize the same 
frequencies. LTE and LTE-A are “immune” to the intra-cell interference thanks to the use of OFDM, 
which guarantees orthogonality among the users of the same cell. The ICI however, remains a challenge 
that limits the system performance in terms of capacity especially for the edge users, since these users are 
more susceptible to ICI. Among others, one method that substantially reduces ICI is to apply frequency 
reuse, meaning that adjacent cells utilize different frequencies; however on the cost of spectrum 
underutilization. For this reason, 4G systems employ ICI coordination (ICIC) techniques that are based on 
the frequency reuse, although only for a portion of the users. In particular, the edge users are assigned the 
resources with higher reuse factors compared to the users located at the cell-center, so that an effective 
reuse factor which is slighter greater than 1 is obtained, thus contributing to the mitigation of the ICI while 
utilizing the resources more efficiently [48]. This concept is generally called Fractional Frequency Reuse 
(FFR) [7][49] and is presented more detailed in the following section. 
 
3.1.1 Fractional Frequency Reuse (FFR) 
The concept of FFR has been initially presented for the GSM network [49], and later on it has been 
adopted by the 4G systems [7] since the flexibility of the frequency allocation provided by the OFDM 
makes its implementation quite easy. FFR is a low complexity technique that is based on the division of the 
cell area in two regions, the inner and the outer. Users in the inner part are located closer to the base station 
than users in the outer part and consequently, they are more protected against inter-cell interference. The 
classification of the users between inner/outer can be carried out based on their location, path loss or SINR 
metrics. Furthermore, the available bandwidth is partitioned in two groups, the inner and the outer. The 
outer group consists of the set of sub-bands that can be assigned to the outer users with reuse factors 
greater than 1, while the inner includes the frequencies that can be assigned to the inner users with reuse 
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factor equal to 1 (Full Reuse). Several FFR variants have been presented in the literature, with the most 
prominent being the Soft Frequency Reuse (SFR) [50] and the Partial Frequency Reuse (PFR) [51][52]. A 
brief description of the main idea behind these techniques is given in the following.   
 
• Soft Frequency Reuse (SFR) 
SFR is a variation of FFR that targets the efficient bandwidth utilization. The main characteristic of the 
SFR scheme is that the whole bandwidth is available to all the cells; however each cell can transmit in 
different frequencies with different powers [53], as shown in Figure 9.   
 
Figure 9: Soft Frequency Reuse 
As it can be seen from the figure, the outer users are allowed to utilize only part of the spectrum with a 
reuse factor greater than 1 (equal to 3 in the example), while the inner users may also have access to the 
frequencies reserved for the outer users of the adjacent cells. This forces the restriction of the transmit 
powers of the inner parts to lower levels than the outer parts in order to reduce the interference of the 
network.  
Compared to other FFR schemes, with this technique it is possible to achieve higher data rates for the 
inner users, while the outer users do not suffer from high interference. With this approach, the spectrum 
efficiency can be significantly improved, although outer users still experience some interference from the 
inner part of other cells. Finally, it has to be referred that the transmit powers can be adjusted according to 
the desired reuse factor [50]. 
 
• Partial Frequency Reuse (PFR) 
Another variant of FFR is the Partial Frequency Reuse (PFR), which is a reuse scheme that focuses on 
the reduction of the ICI by splitting the cell in two parts, the inner and the outer. Moreover, the available 
bandwidth is divided into the inner band which is assigned with a reuse-1 factor and which is common to 
all the cells, and the outer band which is assigned with a higher reuse factor (Partial Reuse). As such, the 
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users located in the inner part utilize a common frequency, while the outer users benefit from the allocation 
of non-overlapping frequency sub-bands. The advantage of this strategy is the mitigation of the 
interference experienced by the outer users of the cell since neighboring cells utilize different frequency 
sub-bands (which are orthogonal to each other due to OFDMA), while keeping the interference 
experienced by the inner users in low levels [53].  
 
Figure 10: Partial Frequency Reuse 
In Figure 10, an example of the PFR technique is presented, which allocates the inner band with reuse 
factor 1 and the outer with reuse factor 3. If we consider that the total bandwidth BW is divided in the inner 
part BW1 and the outer BW2, then the effective frequency reuse factor will be BW/( BW1+ BW2/3) [48]. 
Moreover, similar to SFR, the transmit power between the outer and the inner part may differ.  
 
3.1.2 Problem Identification and Literature Review 
 
Despite the fact that the above presented ICIC schemes introduce improvements in terms of spectral 
efficiency and interference reduction, if the allocation of the resources remains static they wouldn’t be able 
to adapt to the network changes, such as in spatial traffic loads that vary over time. Moreover, in 
heterogeneous deployments such static patterns may result sub-optimal. The dynamic allocation allows 
higher performances to be achieved. As such, research has been focused on dynamic ICIC techniques. A 
Dynamic Fractional Frequency Reuse (D-FFR) scheme has been presented in [54], where the resources are 
re-allocated depending on cell load variations. The proposed scheme has been carried out using a graph-
based framework. It has been shown through simulations that the proposed solution presents throughput 
and data rate improvement in scenarios with un-equal cell loads. In [55], the authors presented a dynamic 
Soft Frequency Reuse (ND-SFR) scheme that mainly deals with uneven traffic loads. Two algorithms are 
used, one for resource allocation and another one for power control, which significantly improved the 
network capacity and the energy efficiency. In [56], an Adaptive Partial Frequency Reuse (APFR) scheme 
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has been developed based on an off-line genetic algorithm. Through simulations, it has been demonstrated 
that the proposed solution outperforms the classical PFR scheme in terms of edge user throughput.  
Based on the above, a novel ICIC scheme that allocates the available frequencies (channels) in a 
dynamic manner is presented in this chapter. Initial work targets the mitigation of the ICI and the capacity 
improvement in homogeneous networks, while later on the work is extended to heterogeneous 
deployments that consist in macrocells and small cells. On the contrary to other solutions (e.g. [56]) the 
proposed scheme is based on a distributed algorithm, which as it will be demonstrated in the following 
offers the possibility of an online implementation. 
 
3.2 Gibbs Sampler-based ICIC (GS-ICIC) 
 
Under the previously presented framework, a dynamic ICIC scheme for frequency allocation has been 
developed throughout this work and presented in [57]. The solution targets the minimization of the 
downlink ICI in PFR deployments and is based on the Gibbs Sampler [58][59] algorithm as optimization 
tool. In particular, the algorithms’ target is to find the most appropriate allocation of the available resources 
in a distributed manner so that the network interference is minimized. Before proceeding to more details 
about the implementation of the scheme, the basic theory behind the Gibbs distributions and the Gibbs 
Sampler will be presented first. 
 
3.2.1 Markov Random Fields and Gibbs Distributions 
Probabilistic approaches are considered as useful tools for the estimation of parameters or random 
variables based on probability distributions that involve the variability of the random variables and their 
interaction with other random variables of the structure (known as neighbors). A key concept lies on the 
fact that when specifying joint distributions based on local interactions, a global model can be considered.  
As such, for solving a problem one can target two things; sampling the variables from the joint 
distribution or some form of conditional distribution and maximizing some form of distribution [60].  
Based on the above, let us consider a finite set S of cardinality H that consists of elements that are 
called sites. The sites in this context can be thought as the network cells. Moreover let us consider that 
s=1,2,…H and S={1,2,…,H}. Then, at each site there will be a random variable Xs that takes values from 
the phase space for the sites s∈S denoted as Λ. The collection (or vector) X={Xs}s∈S of random variables 
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is a random field on S, while a realization of the field x={xs,s∈S} is called a configuration and the 
configuration space is denoted as Λs. The objective of the problem is to find the adequate configuration of 
each site. 
Two sites can be related to each other and therefore be neighbors. Ns⊂S corresponds to the 
neighborhood of s, while a neighborhood system on S is a collection N={Ns}s∈S of subsets of S such that 
satisfies two conditions: 1. a site is not a neighbor of itself and 2. two sites are mutually considered 
neighbors to each other. These conditions are expressed as follows: 
s
s t
s Ns S
t N s N



∉
∀ ∈
∈ ⇒ ∈
           (1) 
Then, the above can be interpreted in graphs topology, where S corresponds to the vertices of the 
graph and N to the edges. Therefore, it can be said that the sites s and t can be considered as neighbors 
only when they are connected with an edge. Then, a set  ⊂S is said to be a clique if all of its sites are 
neighbors with each other.  
The random field X is said to be a Markov Random Field (MRF) with respect to the neighborhood 
system N if ∀s∈S: 
\ \( | ( | )s s s s Ns NsS s S sP X x X x P X x X x= = = = =          (2) 
implying that the distribution of Xs depends directly on the distributions of its neighbors.  
With the proper definition of the neighborhood system, any random field can be handled as a MRF. 
However, as with MRFs the construction of the global distribution is not always straightforward, Gibbs 
distributions are needed.  
For the Gibbs distributions the concept of cliques and potentials is of a great importance. Previously, 
the notion of cliques has been presented; therefore let us focus on the potentials: 
A Gibbs potential on Λs is a collection of functions {VO}o∈   such that: 
1. VO(x) ≡0 if O is not a clique 
2. ∀x,x’∈ Λs and o∈ , 
( ) '( ) ( ) ( ')O Ox O x O V x V x= ⇒ =           (3) 
As it can be observed, VO(x) depends only on the configurations of the elements of the clique  . 
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Moreover, let us define as ε the energy function that derives from the potential {VO}o∈  : 
     ( )O
O
x V xε
∈
( ) = ∑

                   (4) 
With all the above, a Gibbs distribution is defined as: 
      ( ) ( )
11 xT
T
x e
z
ε
π
−
=               (5) 
and the random field X is said to be a Gibbs Random Field (GRF) if and only if it follows the Gibbs 
distribution. 
In (5) T is the temperature parameter, ε(x) is the energy of the configuration x and ZT is the normalization 
constant also known as the partition function. More details about the MRF and the Gibbs distributions can 
be found in [58][59] and [61]. 
In the following subsections all the above general concepts are particularized for the ICIC problem 
considered here. 
 
3.2.2 Gibbs Sampler-based Optimization Model 
Gibbs Sampler based solutions have been presented in the literature in a variety of subjects including 
the optimization of problems related to channel allocation, as well as power management and user 
association. In [62], the authors proposed a set of distributed algorithms for unmanaged WiFi networks 
that are based on Gibbs Sampler. The algorithms perform channel allocation and user association with 
target the minimization of the interference and the fair sharing of the bandwidth, respectively. In [63], the 
Gibbs Sampler concept is exploited by the authors with target the joint and separate optimization of the 
transmit power and user association in homogeneous cellular networks. A joint optimization of the 
channel allocation, power control and user association for heterogeneous networks that is based on the 
Gibbs Sampler is presented in [64].  
More details about the optimization algorithm for channel allocation in PFR deployments are given in 
the following sections, although before proceeding to this the system model used for the development of 
the scheme will be presented.  
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3.2.2.1 System Model and Notation 
For the development of the Gibbs Sampler based ICIC scheme we consider an undirected graph where 
each vertex (site) corresponds to a base station (BS). If two sites are within communication range of each 
other, they are considered as neighbors. Each BS is spatially divided with the use of directional antennas in 
three sectors (cells), resulting in a set of X cells. A set of users is randomly distributed in the scenario and 
denoted as U, while the subset of users that are associated to BS x∈X is denoted as ux∈Ux⊆U. The 
association process is carried out according to the minimum experienced path loss, as described by the 
following equation: 
       , ( ) log ( ) ( )u x A BL dB l l d km B Sφ θ= + − , +                  (6)  
where 𝑑 is the distance between user u and cell x, lA and lB are parameters of the propagation model that 
depend on the considered environment, S is a Gaussian random variable representing the Log-Normal 
Shadowing and  is the antenna pattern calculated using the following formulas in 
dB [65]: 
            
2
,
,( ) ,12
u x
H u x oB min B
φ
φ
φ
  −Φ = − ⋅  ∆   
           (7) 
               
2
,
,( ) ,12
u x
u x oVB min B
θ
θ
θ
 −Θ 
 = − ⋅  ∆  
           (8)      
where 𝜙𝑢,𝑥 and 𝜃𝑢,𝑥 are the azimuth and elevation angles, respectively between user u and cell x. 
Moreover, Φ and Θ are the azimuth and downtilt orientations of the antennas, respectively, Δ𝜙 is the 
horizontal antenna beam width, Δ𝜃 is the vertical antenna beam width and Βο is the backward attenuation.  
Furthermore, as it has presented in the theory behind the PFR, the users of a cell are classified into inner 
and outer. The criterion used for the classification in this case is based on a path loss threshold, defined as: 
( ) ( )logth A B inL dB l l R km= +         (9) 
where Rin is the radius of the inner part of the cell. As such, if the path loss Lu,x of user ux is below the 
threshold Lth, the user is considered as inner, otherwise as outer. With this classification two more subsets 
are defined; the subset of the inner users Ux,in⊆U and the subset of the outer users Ux,out⊆U. It has to be 
noted that since the shadowing is included in the path loss calculations, the classification of the users is 
( , ) ( ) ( )VHB B Bφ θ φ θ= +
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carried out not only based on the distance of the user from the BS, but also by taking into account the 
randomness in the propagation that reflects real wireless scenarios. 
Additionally, the total band is split into segments denoted as channels. Following the Gibbs 
terminology, the set of channels C corresponds to the set of states. As such, each cell is characterized by its 
state (c). The bandwidth of each channel c is Bc. In the current implementation we assume for simplicity 
reasons that each cell can be assigned only one channel for the inner and one for the outer part, although it 
can be easily modified in order to include a set of channels for each cell. Therefore, at any instance each 
cell x can be characterized by the state cx=(cx,in,cx,out) that is represented by the configuration of the inner 
cx,in∈C and outer cx,out∈C channels. Moreover, the transmit power for the inner and the outer part of each 
cell x in channel c is described as: 
, ,
, , , , , and 
                if  
                 if  
0                     
x out x out
x c x in x in x in x out
P c c
P P c c c c
otherwise


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

=
= =                 (10) 
where Px,in and Px,out are the transmit power in (W) of cell 𝑥 for the inner and the outer parts, respectively. 
Note that the last expression (10) assumes the more general case in which it may be allowed that the 
channels cx,in and cx,out may be the same. In this respect, different possibilities about making or not this 
consideration will be analyzed later on.  
With all the above, the Signal to Interference and Noise Ratio (SINR) can be formulated. Considering 
an inner user ux,in, the downlink SINR is given by the following formula: 
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                (11) 
Where PN is the noise power and k∈X denotes the interfering cells. 𝐿𝑢𝑥,𝑥 and 𝐿𝑢𝑥,𝑘 stand for the path loss 
of user ux with its serving cell x and with the interfering cell k, respectively.  
Moreover, for the calculation of the capacity it is assumed that the bandwidth of a channel assigned to 
the inner or the outer part of the cell is equally shared among the users of the corresponding part. As such, 
the scheduling can be considered as a round robin, although it can be extended to other scheduling schemes 
through the consideration for example of the user diversity model, and therefore in this case the total 
capacity achieved by user ux,in can be formulated as: 
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and |.| denotes cardinality. It has to be referred that for the outer users, the same formulas as in (11) and 
(12) can be applied by simply replacing the index in by out. 
Then, the average capacity per user in the scenario is: 
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3.2.2.2 Algorithm  
Based on the mathematical background for the Gibbs Sampler and the system model presented in the 
previous sections, the optimization framework is formulated in accordance to the current problem.  
Let us recall that when a system can be described by an energy function ε(c) which takes real values 
depending on the configuration c and derives from a potential function {VO}O∈X , then the Gibbs Sampler 
can be applied [62]. As such, in the following the formulation of the energy function related to the current 
PFR frequency allocation concept is presented. 
The proposed solution aims at finding the states cx, i.e. the channel allocation for the network cells that 
minimizes the global inter-cell interference. On that respect, it is defined a function that describes the total 
interference of the network, the global interference. This will be the aggregation of the interference seen 
by all the cells and the total noise:  
The energy function or the global energy in our problem is the global interference, while the local 
energy is the interference at each BS. Then, the global energy is defined as follows: 
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where k∈X denotes all the neighboring base stations of x, v∈Uk denotes the users associated with the 
neighboring base stations k, and PN denotes the noise power. It has to be noted that in (14) it is considered 
the average interference seen by the users of each cell.  
Then, the energy function can be reformulated as: 
  ( ) ( )( )
( ),
, ,N
x x k
P f k x f x kε = + +∑ ∑            (15)  
where 𝑓(𝑘𝑘, 𝑥) is the interference generated by cell k to cell x: 
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As such, it can be stated that the energy function derives from a potential function VO: 
  { }OV O Xε = ⊆∑                 (17) 
where O represents any possible subset of cells that can be included in X, and VO is given by 
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Gibbs Sampler is based on the local interactions in order to minimize the global energy. In other 
words, it aims as at finding the states that minimize the energy function, which results from minimizing 
the local energy at each site [64][66]. As such in the current problem the purpose is to find the channel 
allocation cx at each cell that will minimize the global inter-cell interference through the minimization of 
the interference at each cell, i.e. the local energy: 
         { } ( ) ( )( ), , ,Ox N
k x
V x O O X P f k x f x kε
≠
= ∈ ⊆ = + +∑ ∑        (19) 
The Gibbs sampler will compute the local energy for each possible state cx=(cx,in,cx,out), given by the 
allocated channels, that is: 
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It has to be noted that the local energy function actually results from the measurement of the mutual 
interference, i.e. the interference that users of cell x will receive from the other cells (second term of the 
equation), as well as the interference that cell x will cause to the neighboring cells (third term of the 
equation). 
 
The procedure for the minimization of the energy function presented above is described by Algorithm 
1 which is executed at each cell. Assuming that the system time starts at t=0, each cell is assigned with an 
exponentially distributed timer with mean ta. The algorithm is executed whenever a cells’ timer expires. 
Then the channel allocation cx (state) is selected by sampling a random variable λ according to the 
following probability distribution that represents the probability of selecting state cx among the set of all 
possible states denoted as CP. 
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where T is the temperature parameter and is calculated according to the following equation: 
     
( )
0
log 2
TT
t
=
+
           (22) 
In (22) T0 is a constant and t is the age variable (t shows the time passed since the simulation started). 
When the state selection is carried out for a cell, a new timer is assigned to this cell to schedule the 
subsequent execution of the algorithm. It has to be noted that the probability distribution described (21) 
favors the lower energy states and with T→0 it will converge to a configuration (state) that minimizes the 
global interference [62][64].  
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 Algorithm 1: Gibbs Sampler Procedure 
1: if cell x timer (Tx) expires at time t 
2: calculate the temperature parameter 𝑇𝑇              (22) 
3: for each state cx∈Cp 
4:             calculate the Local Energy   (20) 
5:             calculate the Selection Probability   (21) 
6: end for 
7: sample a random variable λ with law π(𝑐𝑥)  
8: assign channels (𝑐𝑥,𝑖𝑛, 𝑐𝑥,𝑜𝑢𝑡) according to the outcome of λ 
9: sample an exponential random variable μ with mean ta  
10: assign a new timer (Tx=t+μ)  
11: end if  
 
 
3.2.3 Simulation Results 
The proposed solution has been evaluated through simulations and comparisons with conventional 
schemes. The evaluation is carried out according to two different criteria. First, the benefits brought from 
the optimization process on respect to the interference mitigation (energy minimization) are studied. 
Moreover, the impact of the algorithm to the network and the edge user capacity is analyzed. For the 
evaluation, the classical PFR scheme (as depicted in Figure 11) is used as benchmark, where the channel 
allocation follows a static configuration. Moreover, a study related to the algorithm convergence and real 
time implementation possibilities is presented. Finally, variations of the different algorithm related 
parameters are studied in order to study the impact they have on the algorithm performance and evaluate 
the proper setting of them. 
The simulation scenario consists of 4 tri-sectorial BSs forming a total of 12 cells, as shown in Figure 
11. The possible states are formulated by the set of frequencies C={f0,f1,f2,f3} that can be assigned to the 
set of cells with the restriction that the inner and the outer part cannot be assigned simultaneously the 
same channels (cx,in≠ cx,out). Therefore the total number of states that the algorithm can choose from is 12. 
It has to be noted that the selection of the restriction has been carried out after testing different approaches 
and finding out that when this restriction is applied, better performances are achieved. More details about 
the other approaches and the simulation results are given in 3.2.4.  
Each cell serves 10 users that are distributed uniformly in a circular area with range R = 1km. The 
duration of each simulation is set to 1200∙ta and the simulation step to ta /24. To is set to 0.7 and the 
energy values in (20) are given in dBW. Simulations are performed for variations of the inner cell range 
Rin, while in each experiment the initial allocation that is considered is the one depicted in Figure 11. 
 
( ), ,,x x in x outc cε
( )xcπ
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Figure 11: System topology and frequency allocation for the benchmark scheme 
The transmit power for the outer part of the cell (Px,out) is fixed at 43dBm for all the experiments, while 
the power for the inner part (Px,in) depends to the inner cell range (or equivalently Lth) in each experiment 
and is calculated according to the following expression: 
      ( ) ( ) ( ), , logx in x out A B thP dBm P dBm l l R km L= − − +                 (23)  
This formulation achieves the assignment of the same average received power level for an outer user 
located at a distance equal to the cell range R and for an inner user located at a distance equal to the inner 
cell range Rin. 
The results for each value of the inner cell range Rin are the average of 500 experiments. In each 
experiment the simulation randomly distributes uniformly the users in the scenario. The users’ positions 
are kept static during the experiment. The different users experience independent shadowing conditions. 
Table I presents the rest of the simulation parameters. 
 
 TABLE I: SIMULATION PARAMETERS  
 Antenna Pattern ∆φ=70º, ∆θ=10º, Bo=20 dB, 
Φ=120º, Θ=0º 
 Shadowing Std. Deviation 10 dB 
 Path Loss Parameters lA= 128.1 dB , lB = 37.6 
 Bandwidth per channel Bc 5 MHz 
 Noise Power PN -100 dBm 
 
1. Global Energy Reduction: As it has been referred, the first part of the analysis focuses on the 
energy reduction or in other words the interference mitigation. Figure 12, shows the comparison 
between the Gibbs Sampler based dynamic frequency allocation scheme (GS-ICIC) and the classic 
PFR where the Gibbsian optimization model is not applied. From the figure it can be observed that 
the algorithm achieves a significant reduction of the global energy, especially in the cases of inner 
cell range above 400m. The maximum gain is achieved for inner cell range 900m and is equal to 
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13.43 dB, while the average gain for all the inner cell ranges is 8.47 dB. The proposed solution 
accomplishes such an energy reduction not only due to the proper channel assignment in the outer 
parts of the cells that are the most affected from interference, but also due to the fact that the inner 
parts are also assigned different frequencies on contrast to the reference scheme where all the inner 
parts utilize the same frequency (f0). Having such an allocation increases the interference for the 
users of the inner parts, especially for high inner cell ranges. This justifies the increasing behavior 
of the global energy when increasing the inner cell range. 
 
Figure 12: Global Energy 
2. Capacity Improvement: As a second part of the analysis of the algorithm performance, the impact 
of the algorithm in the user capacity is studied. Subject of interest are both the average user and the 
edge user capacity. In the former case, all the users in the cell are taken into account, while in the 
latter case only the “edge users”, assumed to be those located at a distance higher than 0.9R, are 
taken into account. Note that in this way, edge users may be either outer or inner users depending 
each time on the considered inner cell range of the experiment, as well as on the shadowing 
conditions. Figure 13 presents the comparison of the average edge user capacity between the 
proposed solution and the reference scheme. It can be clearly observed that the benefits brought 
from the Gibbs optimization are remarkable, having an average gain of 11.64%, while the highest 
gain is observed for inner cell range 900m and reaches the 17%.  
Similarly, Figure 14 depicts the comparison of the average user capacity between the proposed 
solution and the classic PFR scheme. It can be seen that also in this case the capacity improvement 
that is offered by the Gibbs optimization is significant, especially for the inner cell ranges above 
400m.  
By studying Figure 13 and Figure 14 together, it can be noticed that the maximum capacity in 
each case occurs for different inner cell ranges. In the case where the capacity of all the cell users 
is considered, the maximum capacity is observed when the inner cell range is 400m, while for the 
GS-ICIC 
Classical PFR 
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edge users, the highest values occur for higher ranges. In addition to the interference reduction, 
this behavior is also related to the fact that, as the inner range is set larger, the outer area is reduced 
and therefore the available capacity is shared by fewer users. Then, the optimal setting of the inner 
cell range would result from the trade-off between average and cell-edge capacity, in accordance 
with network operator policies. 
 
Figure 13: Average Edge User Capacity 
 
Figure 14: Average User Capacity 
 
3. Convergence of the algorithm: As it has been stated, additional information will be presented 
related to the convergence of the algorithm to an optimal solution, as well as for the feasibility of 
implementing it in real time scenarios. In the current problem it has been considered that the 
algorithm is executed either until a convergence criterion is met or the total simulation time 
(12000·ta) is reached. The criterion used in this work in order to evaluate the convergence of the 
algorithm is based on the selection probabilities (21). In particular, when all the selection 
probabilities of all the network cells are above the value of 0.99 for one of the possible states, then 
the algorithm is considered to have converged to an optimal solution.  
Classical PFR 
GS-ICIC 
GS-ICIC 
Classical PFR 
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In Figure 15, it is depicted the average number of experiments that have reached convergence 
according to the criterion presented above as a result from the execution of 500 experiments for 
each inner cell range. As it can be observed, above the 400m the majority of the executed 
experiments converge. However, below this range it can be noticed that a significant number of 
experiments do not meet the convergence criterion. This behavior was expected due to the fact that 
in these ranges only a few or zero users belong to the inner part, therefore the experienced 
interference is negligible. This results in multiple optimal solutions since the inner channel does 
not affect the received inter-cell interference. In cases like this, it has been noticed that the 
algorithm instead of converging to a given state, it was presenting similar probabilities for all the 
optimal states. Therefore, the algorithm behavior is adequate although the convergence criterion is 
not met. 
 
Figure 15: Number of experiments that have reached convergence according to the criterion used in this work 
Finally, the required number of algorithm executions in order to reach the convergence 
criterion has been studied. Figure 16 depicts the evolution of the global energy of a random 
experiment with respect to the times that the algorithm has been executed until it reaches 
convergence. As it can be noticed, after 19 executions the convergence criterion is met. This 
means that the algorithm finds an optimal configuration quite quickly. Furthermore, as it can be 
seen in the figure, the energy follows a continuously decreasing form. This implies that an online 
algorithm implementation would be feasible due to the fact that throughout the algorithm 
execution the impact on the network interference is positive. In particular, it can be observed that 
even though in the first steps of the simulation the algorithm does not reach convergence, the 
channel allocation that it is performed results in the reduction of the interference. Therefore, the 
benefits brought in the network performance are significant form the very beginning of the 
algorithm execution, making an online implementation possible.  
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Figure 16: Global Energy Evolution 
 
3.2.4 Parameter Analysis 
Further analysis has been carried out with respect to different algorithm related parameters in order to 
study the impact they have on the algorithm performance. These parameters include the restrictions on the 
channels used by the inner and outer parts and how they impact on the network capacity, the temperature 
parameter and how it affects the network interference, capacity and algorithm convergence and the number 
of the users and the impact it has on the network interference. 
• Impact of the restrictions applied to the channels used by the inner and outer parts 
The restriction of (cx,in ≠ cx,out) used in the proposed GS-ICIC scheme has been selected after a careful 
evaluation of other possible options. In particular, the same experiments have been evaluated under the 
following options: 
a) GS-ICIC – 1 inner channel: The inner part of the macrocell is allowed to be assigned only one 
channel (i.e. cx,in= f0), therefore the algorithm is actually applied only to the outer part. 
b) GS-ICIC – Restricted: Refers to the case where the inner and the outer parts of the macrocell are 
restricted from utilizing the same channel (i.e. cx,in ≠ cx,out).  
c) GS-ICIC – No restrictions: Corresponds to the case where the channels (f0,f1,f2,f3) are available for 
both parts without any restrictions, so the same channel could be assigned to the inner and outer 
part. 
The analysis is carried out in terms of capacity improvement. In particular, the different approaches are 
compared in terms of average user and the average edge user capacity, which are depicted in Figure 17 and 
Figure 18, respectively.  
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As it can be observed from the figures, the solution where the restriction is applied (GS-ICIC – 
Restricted) outperforms the rest of the cases in terms of average user capacity gain, while in the case of 
average edge user capacity gain it presents a similar behavior as the GS-ICIC – 1 inner channel, where 
only one channel is considered for the inner part. As such, overall it can be said that the best behavior is 
achieved when applying the restriction of (cx,in ≠ cx,out).  
 
Figure 17: Average user capacity comparison 
 
Figure 18: Average edge user capacity comparison 
 
• Temperature Parameter Variations  
The impact that the temperature parameter (To) has on the algorithm performance has been studied 
thoroughly through simulations. The considered network is as presented in Figure 11, while the approach 
under test is the GS-ICIC – 1 inner channel. It is reminded that in this approach only one channel is 
allocated to the inner part of the macrocell (i.e. cx,in= f0) and therefore the algorithm is applied only to the 
outer part. However it has to be noticed that the effect of the To variations is similar for all the approaches. 
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Simulations have been carried out for different values of inner cell range (Rin) and of To, while the results 
are the average of 100 experiments. The analysis has been focused on the global energy reduction and the 
energy reduction that the proposed solution achieves with respect to the classical PFR scheme considering 
the inner and outer parts separately. Moreover, the average user and the average edge user capacity 
improvement are studied, while a discussion about the time required by the algorithm to reach convergence 
is also given.  
Figure 19a depicts the inner energy reduction (in dB), while Figure 19b the outer energy reduction 
achieved by the algorithm with respect to the reference scheme for 4 different values of the temperature 
parameter (To). Starting from the inner energy, it can be seen that for inner cell ranges above 300m, the 
gain for all the values of To is zero. This occurs due to the fact that the inner users do not benefit from the 
algorithm execution since it is applied only in the outer part of the macrocell. Moreover, it can be observed 
that for the ranges below 300m, the inner users see more interference. The reason for this lies on the fact 
that since the restriction (cx,in≠cx,out) is not applied in this case, in some experiments the algorithm assigns f0 
in the outer part which results in higher interference for the inner users. However, looking at Figure 19b it 
can be seen that the benefit for the outer users is significant, and by considering that for these cell ranges 
the number of the inner users is quite small, the impact it has in the global energy is insignificant as it will 
be shown later on.  
Focusing on the outer energy reduction for inner cell ranges above 300m, the gain follows a positive 
slope, although it has to be noted that as the range increases the number of the outer users decreases. For 
ranges up to 800m all the values of To present similar results, however above this range the difference is 
noticeable. Since the number of the outer users is very small, the algorithm for high values of To does not 
reach convergence in most of the experiments due to the fact that as To increases, more time is necessary to 
reach convergence. On the other hand, small values of To perform better.   
 
Figure 19: a) Inner Energy Reduction, b) Outer Energy Reduction with respect to the reference scheme 
Figure 20 presents the global energy reduction (in dB) for the 4 different values of the temperature 
parameter (To). As it can be observed from the figure, the results for the four values are quite similar since 
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for small inner cell ranges the contribution of the outer users is more significant, while as the range 
increases, the inner users contribute more. As such, despite the fact that by looking the inner and the outer 
energies separately differences in the To values can be observed, this is not the case in the global energy.  
 
Figure 20:  Global Energy Reduction with respect to the reference scheme 
As far as for the algorithm convergence, as it was expected results have showed that as the value of To 
is increased the number of experiments that do not reach convergence and the required algorithm 
executions increase, although the global energy reduction for all the tested values resulted to be very 
similar. 
Finally, Figure 21a and b depict the average user and the average edge user capacity, respectively 
compared to the classic PFR. From the figures it can be seen that the proposed solution improves the 
capacity in both cases with higher benefit for the edge users. 
Figure 21: Average User a) and Average Edge User b) Capacity 
Further evaluations have been performed in order to estimate the most appropriate value of the 
temperature parameter (To), Examples include variations of To for a specific inner cell range Rin and 
analysis of the suggested configurations. It has been observed that very small values of To may lead the 
algorithm to converge in configurations that are not optimal. As such, by considering also the results 
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presented above, it can be concluded that the temperature parameter must be chosen carefully depending 
on the network complexity and the requirements of each problem so as to compensate the trade-off 
between the time of convergence and the accuracy of the solutions given by the algorithm. 
• Number of Users Variations 
Finally, an analysis has been carried out in order to evaluate the impact of the user variations on the 
algorithm performance for the GS-ICIC – 1 inner channel scenario. Simulations have been performed for 
5, 10, 15 and 20 users in each cell and with To = 0.2, which as it has been shown in the previous analysis 
offers a good trade-off in terms of selected allocation and algorithm convergence.  
Figure 22 depicts the outer energy reduction for different number of users. As it can be seen, as the 
number of users increases, interference is increased as well, although the performance of the algorithm is 
quite similar in all the cases. Moreover, similar behavior is observed in the average user and the average 
edge user capacity with gains reaching up to 25% and 36%, respectively. 
 
Figure 22: Outer Energy Reduction 
 
3.3 Gibbs-Sampler Formulation Variations 
 
Additional analysis of the Gibbs Sampler-based dynamic frequency allocation scheme (GS-ICIC) has 
been made with respect to different formulations of the energy function and the impact they have on the 
algorithm performance, while having as main target the mitigation of the inter-cell interference and the 
maximization of the capacity. For this purpose, this chapter presents the mathematical framework used for 
the implementation of the different formulations, as well as the related simulation results. 
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3.3.1 User interference based energy function (UIGS-ICIC) 
The formulation of the energy function presented above is based on the interference experienced by all 
the cells of the network. As such, the objective was to minimize the total interference. However, the 
capacity of a user does not only depend on the experienced interference, but also on the number of the 
users that are served by the same cell and therefore they share the same bandwidth.  
Before proceeding to the energy formulation let us recall the expression of the capacity of an inner user 
as presented in (12): 
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Moreover, let us recall that the same expression is valid for an outer user by replacing the index in by the 
index out.  
One way to consider the impact of the bandwidth sharing is to redefine the energy function to include 
both the interference and the number of users. Empirically it has been observed that a way to achieve this is 
by defining the energy to be the product between interference and number of users i.e. Kx,in∙Iux,in for the 
inner users and Kx,out∙Iux,out for the outer users. Based on this, the energy function of (14) is modified 
empirically and takes the following form: 
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Consequently, the local energy will be: 
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3.3.2 User SINR based energy function (USGS-ICIC) 
Another approach that has been studied is to consider the Signal to Interference and Noise Ratio (SINR) 
with purpose the joint minimization of the interference and the maximization of the capacity. Since the 
Gibbs Sampler targets the minimization of the energy function, then in order to achieve the maximization 
of the SINR and consequently the users’ capacity, the inverse of the SINR can be included in the 
formulation of the energy function.  
Let us start by considering that the user capacity presented in (12) can be rewritten as: 
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Since the logarithm is a monotonically increasing function, the following equivalence exists between 
maximization problems: 
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Based on the above, in order to take into account the impact of the bandwidth sharing, the Bcx,in/Kx,in 
exponent is included in the energy function. However it has to referred that in order to avoid having 
computational problems in the exponent due to the high value of the bandwidth (i.e. 5 MHz), it has been 
normalized to Bcx,in = 1, assuming it is the same for all the users. On that respect, the energy function is 
modified as follows: 
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Note that in this function two terms are considered. The first term is the inverse of the signal to noise 
ratio and the second term is the inverse of the signal to interference ratio.  
With all the above, the local energy is formulated as follows: 
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3.3.3 “Negative” user SINR based energy function (NUSGS-ICIC) 
The last variation of the energy function that has been studied is based on empirical observations. 
Throughout the simulations it has been noticed that when multiplying the exponent by a constant (i.e. α), 
the users’ capacity is improved. As such, although the same formulation as previously is carried out, the 
difference is that the exponent takes the form of (Bcx,in/ α∙Kx,in). Note that also in this case the bandwidth is 
normalized to 1. On that respect, the energy function is defined as: 
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Let us define Ε as the summation of the average SINR enhanced by (1/ α∙Kx,in) of all the users for all 
the cells x. Then for Ε it can be written ε−=E . The objective is to maximize the user capacity, 
therefore this can be achieved by maximizing the users’ SINR. As it has already been stated, Gibbs 
Sampler targets the minimization of the energy function and since in this case it is defined as ε−=E , 
then Ε is maximized. With all the above, the local energy will be: 
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3.3.4 Simulation Results 
The evaluation of the different formulations of the energy function has been carried out by means of 
simulations. The simulation model is the same as presented in 3.2.3, except some differences given in the 
following. 
First, the restriction of (cx,in ≠ cx,out) is not applied to the different formulations of the energy, thus the 
number of the possible states increases to 16. This selection has been carried out with the purpose to 
achieve similar or better results as the GS-ICIC without the usage of any restrictions. Another difference in 
the simulation setting has occurred due to the fact that the modifications of the energy functions affected 
the convergence of the algorithm, therefore the value of To was adjusted to 0.2 and 0.7. Finally, it has to be 
mentioned that the results presented for the negative user SINR based energy function are for α equal to 
15. This value has been proven to be the most appropriate through simulations and comparisons with 
several other values; however results are omitted for the sake of brevity. 
Figure 23 presents the comparison of the average user capacity achieved by the different energy 
formulations, while Figure 24 presents the comparison of the average edge user capacity. It has to be noted 
that the different formulations in the results presentation are given as follows: 
GS-ICIC refers to the initial formulation of the algorithm as presented in 3.2. The User Interference 
formulation presented in 3.3.1 is referred to in the results as UIGS-ICIC, the User SINR based formulation 
presented in 3.3.2 is referred to as USGS-ICIC and the Negative User SINR formulation presented in 3.3.3 
is referred to as NUSGS-ICIC. Finally, the classical PFR scheme is also included in the graph in order to 
have a reference for the comparisons.  
From Figure 23 it can be observed that the interference based formulation (GS-ICIC) and the negative 
user SINR (NUSGS-ICIC) are proven to be equally beneficial in terms of average user capacity, presenting 
similar improvements. In Figure 24, it can be seen that the best solution with respect to the edge users’ 
capacity changes with the inner cell range and consequently with the number of the outer users. In the case 
that the inner cell range is small and therefore the outer users are more, the GS-ICIC formulation achieves 
higher improvements. On the other hand, as the inner cell range increases the NUSGS-ICIC based solution 
outperforms the rest. As such, it can be stated that depending on the needs of the current problem, the 
proper formulation can be chosen accordingly, although the GS-ICIC and the NUSGS-ICIC formulations 
are the ones that achieve the best performances. 
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Figure 23: Average User Capacity comparison for different energy function formulations 
 
Figure 24: Average Edge User Capacity comparison for different energy function formulations 
 
3.4 Gibbs Sampler-based ICIC for HetNets (HGS-ICIC) 
 
The Gibbs Sampler based frequency allocation model (GS-ICIC) has been extended to the HGS-ICIC 
scheme in order to include Heterogeneous Networks. On that respect, the proposed solution presented in 
3.2 has been formulated accordingly in order to include small cells in the problem of the frequency 
allocation. The system model used for the implementation of the proposal, the optimization model and the 
simulation results are presented in the following. 
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3.4.1 System Model 
The system model of 3.2.2.1 is extended to include small cells in the network deployment. As such, 
apart from the set of X macro base stations, the set S of small cells is introduced. The macrocells may use 
either omni-directional or tri-sectorial antennas depending on the scenario under test, while the small cells 
make use of only omni-directional antennas. 
The set of the users U is randomly distributed in the scenario, where the association of each user with a 
cell is carried out according to the maximum received power: 
    ( ) ( ) ( )
( ,( / )) ( ,( / )) ( ,( / ))u x s u x sR T u x s
P dBm P dBm L dB= −      (32) 
where the notation x/s refers to the macrocell x or the small cell s, PR(u,x/s)) is the power that a user u receives 
from the macrocell x or the small cell s, PT(u,x/s)) is the transmit power of the macrocell x or the small cell s, 
and L(u,x/s)) is the pathloss as described in (9). Note that when omni-directional antennas are considered the 
antenna pattern is set to 0 dB.  
On a similar way as in 3.2.2.1, the users that are associated with the macrocells are further classified 
into the subsets Ux,in and Ux,out depending on whether they belong to the inner or the outer part of the cell. 
Moreover, the set of channels C can be shared among the macrocell and the small cells, thus let us define 
as Cin, and Cout, the subsets of channels for the inner and the outer part of the macrocell, respectively, and 
as Csc the subset of channels for small cells. Note that Cin⊆C, Cout⊆C and Csc⊆C. Also in this 
implementation we assume for simplicity reasons that each macrocell can be assigned only one channel for 
the inner and another one for the outer part. Each x macrocell will be then characterized by the state 
cx=(cx,in,cx,out), where cx,in∈Cin, cx,out∈Cout and each small cell s by cs∈Csc. It has to be referred that Cin, Cout, 
Csc are not necessarily disjoint sets, meaning that the same channel may be assigned to the inner or outer 
part of the macrocell and the small cells. 
The transmit power of macrocell x in channel c is defined as: 
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                        if    and 
0                            
x out x out
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while for a small cell s the transmit power in channel c is given by: 
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With all the above, the SINR for an inner user ux,in (or outer if replacing the index in by out) will be 
formulated in this case as: 
 
       
,
,
,
, ,
,,
,
,
, ,
,,
x in
x in
x in
x in x in
x inx in
x c
u x
u
k c s c
N u su k s Sk x
k X
P
L
SINR
P P
P L L
∈≠
∈
   
        
+
=
+ ∑ ∑
       (35) 
While the SINR for user us belonging to the small cell s will be: 
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3.4.2 Gibbs Sampler-based Optimization Model for HetNets 
As it has already been stated, in order to minimize the network inter-cell interference the Gibbs Sampler 
should be defined according to the current problem. In this case the total interference is comprised by the 
interference in both the macrocells and the small cells. On that respect, it is defined the macrocell global 
energy and the small cell global energy to be minimized, as the total received interference in the macrocells 
and the small cells, respectively. As such, the macrocell global energy will be: 
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where the second term of the summation corresponds to the interference that the inner/outer users of 
macrocell x receive by the neighboring macrocells k, while the third term represents the interference that 
the inner/outer users of macrocell x receive by the small cells s. 
Similarly, the global energy for a small cell s, will be: 
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, , 
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that includes the interference that the users us of small cell s receive by the neighboring small cells j 
(second term of the summation), as well as the interference that the users us of small cell s receive by the 
macrocells x (third term of the summation). 
With all the above, the network global energy will be defined as the sum of the two energy functions: 
 M Sε ε ε= +            (39) 
Based on the above global energy function, and following a similar procedure like in 3.2.2, the local 
energies for each possible state cx=(cx,in,cx,out) for the macrocells and cs∈Csc for the small cells are 
formulated as: 
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where the first summation corresponds to the received interference from the neighboring cells k, the second 
summation represents the generated interference from macrocell x to the neighboring cells k, and the third 
and fourth summations correspond to the received and generated interference from and to the small cells s, 
respectively.  
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And for the small cells: 
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where the first summation corresponds to the received interference from the other small cells j, the second 
summation represents the generated interference from small cell s to the other small cells j, and the third 
and fourth summations correspond to the received and generated interference from and to the macrocells x, 
respectively.  
The algorithm is executed when the timer of a macrocell or a small cell expires. The difference with the 
previous implementation is that a new random variable is added that corresponds to the selection 
probability of the states of the small cells. As such, the algorithm samples a random variable λm (instead of 
λ) for the macrocell according to equation (21), where instead of εx we now have εMx and a random 
variable λs for the small cells according to the following probability distribution: 
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Let us recall that in (21) CP represents the set of all the possible states for the macrocell, whereas in this 
case CSP corresponds to all the possible states for the small cells. 
Finally, the pseudocode of the execution process of the proposed solution for both the macrocells and 
the small cells is presented in Algorithm 2, below. 
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Algorithm 2: Gibbs Sampler Procedure for HetNets 
1:  if  macrocells x timer (Tx) expires at time t 
2: calculate the temperature parameter 𝑇𝑇        
3: for each state cx∈Cp 
4:             calculate the Local Energy εMx(cx,in,cx,out)   
5:             calculate the Selection Probability π(cx) 
6: end for 
7:      sample a random variable λm with law π(cx) 
8:     assign channels (cx,in,cx,out) according to the outcome of λm 
9:     sample an exponential random variable μ with mean ta  
10:   assign a new timer (Tx=t+μ)  
11: end if  
12: else if small cells s timer (Ts) expires at time t 
13: calculate the temperature parameter 𝑇𝑇        
14: for each state cs∈Csp 
15:             calculate the Local Energy εSx(cs)   
16:             calculate the Selection Probability π(cs) 
17: end for 
18:      sample a random variable λs with law π(cs) 
19:     assign channels cs according to the outcome of λs 
20:     sample an exponential random variable μ with mean ta  
21:    assign a new timer (Tx=t+μ)  
22: end else if  
 
3.4.3 Simulation Results 
The evaluation of the proposed solutions has been carried out considering initially simple scenarios 
and extended later on to include more complicated topologies. Although the simulation setup is similar as 
presented in 3.2.3, due to the addition of the small cells in the network topology some differences occur. 
These are given in detailed in the following. 
The set of channels C={f0,f1,f2,f3} is common for both the macrocells and the small cells. Moreover, for 
simplicity reasons, the inner part of the macrocells can be assigned only one frequency (i.e. f0), therefore 
we have the following subsets: Cin={f0}, Cout={f0,f1,f2,f3}, Csc={f0,f1,f2,f3}. The radius of the small cells is 
set to 100m, where 4 users are distributed uniformly in each of their coverage area. Furthermore, the 
transmit power of the small cells (Ps,c) is fixed and set to 20dBm. Due to the addition of the small cells, 
the temperature parameter needs to be adjusted accordingly. Therefore, several values have been tested 
and the impact on the algorithm convergence has been studied. Based on this study, the temperature 
parameter in the majority of the scenarios has been set to the value of 0.2. Finally, the convergence 
criterion in this case is related with both selection probabilities of the macrocells and the small cells, thus 
it is considered that the algorithm has reached convergence when both the selection probabilities are 
above a specific threshold (i.e. 0.99).  
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The simulation results are mainly divided into two parts. In the first part a simple scenario is 
considered where the network topology consists in one macrocell and two small cells, while in the second 
part the network complexity is increased and therefore 12 macrocells and 10 small cells are considered. In 
both cases the analysis is carried out with special focus on the energy reduction and the capacity 
improvement.  
 
3.4.3.1 Heterogeneous Study Case with one Macrocell 
In the first part, the study has been focused on the frequency allocations performed by the algorithm and 
how these affect the network interference and capacity in the case where small cells are deployed in the 
network topology. In order to facilitate the analysis, the simulation scenario has been simplified to one 
omni-directional macrocell and two small cells in its vicinity. The results have been carried out for two 
different scenarios. In the first scenario, the PFR technique is not applied in the macrocell, therefore the 
cell is considered as a whole part and the allocated channel applies for all the users. In the second scenario 
PFR technique is applied, meaning that the macrocell is divided into the inner and the outer part and that 
two channels are assigned; one for the inner and one for the outer part. Moreover, in each scenario the 
position of the small cells is varied in order to evaluate the impact it has to the algorithm performance and 
the network interference. Finally, for both scenarios simulation results are the average of 100 experiments. 
The topologies of the two cases that are considered in the first scenario (where no PFR is applied for the 
macrocell) are shown in Figure 25. As it can be seen, the locations of the two small cells are changed from 
being quite far away from each other (Figure 25a) to being really close (Figure 25b) with purpose to 
include the case where the small cells interfere severely with each other. 
 
Figure 25: Network topologies for scenario 1 a) case 1 b) case 2 
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The simulation parameters are the same as presented previously with only difference in the number of 
the available frequencies that are reduced to three (i.e. f0, f1, f2) since in this case only three cells are 
involved, and in the transmit power of the small cells that is decreased to -20dBm. It has to be noted that 
all the experiments were initialized to the same frequency for all the cells (i.e. f1, f1, f1) and that a static user 
allocation has been considered.   
For both scenarios, simulations have been performed in order to calculate the global energy 
(interference) for all the possible frequency assignments. Some indicative results for the two cases of the 
first scenario are presented in Table II, where G.E. corresponds to the global energy, MC to the macrocell, 
SC to the small cell and SYS represents the system, while N/A refers to the cases where interference was 
equal to 0 W. These calculations have also been compared to the final assignments that the Gibbs Sampler 
performs. As depicted in Table II with blue color, the best configurations are these where a different 
channel is assigned among the involved cells (e.g. f0, f1, f2). Moreover, especially for case 2 (Figure 25b) 
due to the high distance of the small cells, there are configurations that involve the same channel for the 
small cells and different for the macrocell (indicated by green color in the table) that present results in 
terms of energy reduction very close to the ones where different channels are assigned. Finally, in both 
cases and all of the experiments, it was found that the proposed solution was assigning one of the best 
configurations (i.e. f1, f0, f2) with result the mitigation of the interference and the increment of the capacity 
as shown in Table III and Table IV. As such, it can be stated that the algorithm correctly finds a proper 
channel allocation that results in the reduction of the interference and consequently in the capacity 
improvement.  
  CASE 1                   CASE 2 
    
 
 
 
 
 
 
Table II: Results of the global energy calculations for scenario 1 a) case 1 b) case 2 
Av. Energy Gain MC (dB) Av. Energy Gain SC (dB) Av. Capacity Gain MC (Mbps) Av. Capacity Gain SC (Mbps) 
39.8521 52.8599 5.35 19.03 
Table III: Global Energy and Capacity gain case 1 
Av. Energy Gain MC (dB) Av. Energy Gain SC (dB) Av. Capacity Gain MC (Mbps) Av. Capacity Gain SC (Mbps) 
37.9917 54.2534 4.91 20.07 
Table IV: Global Energy and Capacity gain case 2 
MC SC1 SC2 G.E. MC (dB) G.E. SC (dB) G.E. SYS (dB) 
0 0 0 -132.83926 -99.97577 -99.97353 
0 0 1 -132.93739 -100.45545 -100.45300 
0 0 2 -132.93739 -100.45545 -100.45300 
0 1 0 -146.65153 -109.78095 -109.78006 
0 1 1 N/A -146.93075 -145.18940 
0 1 2 N/A -146.98970 -145.22879 
 
MC SC1 SC2 G.E. MC (dB) G.E. SC (dB) G.E. SYS (dB) 
0 0 0 -142.83958 -101.78946 -101.78912 
0 0 1 -149.75030 -102.54881 -102.54873 
0 0 2 -149.75030 -102.54881 -102.54873 
0 1 0 -142.88928 -10973712 -109.73502 
0 1 1 N/A -143.67524 -142.76529 
0 1 2 N/A -146.98970 -145.22879 
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In a similar way, it has been analyzed the scenario where the PFR technique is applied to the macrocell, 
splitting it into the inner and the outer parts. The inner cell radius is fixed and set to 250 meters. Two 
different cases regarding to the small cells positions were considered, as depicted in Figure 26, with the 
purpose to study the cases where one of the small cells is located in the inner and the outer part of the 
macrocell, respectively. 
 
Figure 26: Network topologies for scenario 2 a) case 1 b) case 2 
In the first case (Figure 26a) one of the small cells is located in the inner part of the macrocell, while in 
Figure 26b both of the small cells are positioned in the outer part. In both scenarios the frequency assigned 
to the inner part of the macrocell is fixed to {f0}, while the set { f0, f1, f2} to be assigned is common for the 
outer part of the macrocell and the two small cells.  
Indicative results for the global energy calculations for both scenarios are given in Table V. As it can be 
seen, the two best configurations are these where the inner and the outer part of the macrocell share the 
same frequency, (i.e. f0), while the small cells are assigned different channels from the set {f1, f2} (depicted 
with blue color). For case 1, the algorithm has converged in these two best configurations in 91/100 
experiments, while in case 2 one experiment did not converge and the fraction of best channel assignment 
was 90/99. It has to noted that in both scenarios the rest of the selected configurations although they were 
not the optimal ones, they were also presenting a notable energy reduction. 
         CASE 1                   CASE 2 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table V: Results of the global energy calculations for scenario 2 a) case 1 b) case 2 
MCin MCout SC1 SC2 GE MC (dB) GE SC (dB) GE SYS (dB) 
0 0 0 0 -104.514 -94.720 -94.287 
0 0 0 1 -105.125 -95.906 -95.415 
0 0 1 2 N/A -146.989 -145.228 
0 0 2 0 -113.330 -100.949 -100.705 
0 0 2 1 N/A -146.989 -145.228 
0 1 2 0 -114.498 -123.567 -113.991 
 
MCin MCout SC1 SC2 GE MC (dB) GE SC (dB) GE SYS (dB) 
0 0 0 0 -107.985 -86.6727 -86.6408 
0 0 0 1 -111.719 -87.8641 -87.8462 
0 0 1 2 N/A -146.989 -145.228 
0 0 2 0 -110.374 -92.922 -92.8454 
0 0 2 1 N/A -146.989 -145.228 
0 1 2 0 -126.101 -115.557 -115.19 
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In Table VI and Table VII it is depicted the energy reduction and the capacity increment for case 1 and 
case 2, respectively. As it can be seen, the energy reduction for both the macrocell and the small cells is 
significant. Moreover, the small cells experience a very high capacity improvement. On the other hand and 
despite the energy reduction, the macrocells present a small loss in their capacity. This is based on the fact 
that in the initial allocation the inner and the outer part were assigned different channels, whereas in the 
end of the simulations they are assigned, in most of the cases, the same channel. Therefore, more users 
have now to share the same frequency with result a small reduction in the capacity. 
 
 
 Av. Energy Gain MC (dB) Av. Energy Gain SC (dB) Av. Capacity Gain MC (Mbps) Av. Capacity Gain SC (Mbps) 
34.8014 60.0428 -0.43 21.19 
Table VI: Global Energy and Capacity gain case 1 
Av. Energy Gain MC (dB) Av. Energy Gain SC (dB) Av. Capacity Gain MC (Mbps) Av. Capacity Gain SC (Mbps) 
34.2783 50.9506 -0.88 18.77 
Table VII: Global Energy and Capacity gain case 2 
 
3.4.3.2 Heterogeneous Study Case with 12 Macrocells  
The second part of the results can be considered as an extension of the previous analysis with a more 
complicated topology. This scenario consists of 12 omni-directional macrocells and 10 small cells 
specifically distributed within each macrocells’ area. For the evaluation of the proposed ICIC solution, the 
analysis is carried out according to the following strategy. Initially the algorithm for the channel allocation 
is executed in a scenario where no PFR technique is applied for the macrocells and no small cells are 
deployed and the PFR. This case is referred to as Case 1. Then, in Case 2, small cells are added to the 
network in order to study the impact of this addition in the network interference and capacity and the 
performance of the dynamic channel allocation performed by the Gibbs Sampler. Finally, the HGS-ICIC is 
evaluated, where the PFR technique is applied in the macrocells and the allocation of the channels is 
carried out in a dynamic manner using Gibbs Sampler as presented in 3.4.2. The evaluation is in this case 
is carried out for different inner cell ranges. 
The simulation setting is given in Figure 27 with the sets of channels being Cin={f0}, Cout={f0,f1,f2,f3}, 
Cs={f0,f1,f2,f3}. Moreover, the transmit power of the inner part Px,in depends on the inner cell radius Rin and 
can get the maximum value of Px,out=43 dBm when Rin=R. Finally the simulation results are the average of 
500 experiments. 
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Figure 27: Network Topology with random user distribution 
 
 
Figure 28: Network Topology and Initial Allocation 
In order to understand the benefits offered by the addition of small cells and the PFR technique to the 
macrocell, a comparison between the three case studies is carried out. The initial allocation and the 
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topology of HGS-ICIC is depicted in Figure 28. It has to be noted that the topology of Case 1 is the same 
without the small cells and the cell splitting (PFR technique), while Case 2 consists of the same macrocells 
and small cells, but it does not include the cell splitting.  
The results of all the three case studies in terms of energy and capacity are summarized in Figure 29a 
and Figure 29b in order to facilitate the comparison. Starting from Case 1, it can be observed in Figure 29a 
that the algorithm execution in such a simple scenario brings a global energy reduction of 4dB and a 
capacity gain of 20% (0.58 Mbps) with respect to the initial fixed allocation. The addition of small cells by 
itself in Case 2 improves the system capacity, although it introduces some level of interference as 
expected. Then, by applying the Gibbs Sampler a gain in the global energy of approximately 19dB is 
provided and the capacity is improved by 13% and 5% for the macrocells and the small cells, respectively. 
Finally, by applying the PFR technique in the macrocells (HGS-ICIC) and testing different inner cell 
ranges it has been noticed that in all cases the macrocell capacity was increased, while this was not the case 
for the small cells. With the algorithm execution however, it has been observed that for inner cell ranges 
100 and 150m both the macrocells and the small cells capacity presented the maximum values, although 
there was a small loss in the macrocells capacity compared to the initial allocation. This occurred due to 
the fact that in the initial allocation the inner and the outer part of the macrocells were assigned different 
frequency channels, while this was not always the case after the algorithm execution since the same 
channel could be assigned to the two parts with result more users to share the same bandwidth. Finally, the 
global energy reduction is observed to present quite high values in these inner cell ranges. Overall, it can 
be clearly stated that the proposed HGS-ICIC solution offers significant benefits in the network 
performance, although the system parameters should be carefully selected according to the necessities of 
each problem.  
  
Figure 29: Result Comparison of different implementations a) Av. Energy Gain b) Av. Capacity Gain 
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3.5 REM based implementation of the HGS-ICIC 
 
Due to the randomness introduced by the user mobility, the data traffic and the propagation 
characteristics, the radio environment changes continuously. As such, prior knowledge of information 
related to the radio environment would be beneficial for the implementation of the inter-cell interference 
coordination (ICIC) techniques. Radio Environment Map (REM) is a database that is used to store 
information related to the radio environment, such as active users’ locations and propagation 
characteristics, in a dynamic manner [67]. In [68] it is presented an implementation of the HGS-ICIC based 
on the REM concept, referred to as the REM-based Frequency Optimization (RFO) scheme. A brief 
introduction on the REM architecture and more details of the RFO implementation are given in the 
following sections. 
 
3.5.1 REM Architecture Overview 
An architectural approach for the REM concept is given in [69], where four main blocks are considered: 
• The measurement-capable devices (MCDs), which are the network elements that are 
responsible for performing spectrum and geo-location related measurements. 
• The REM data storage and acquisition (REM SA), which constitutes the storage element for the 
data resulting from the MCDs, as well as for other processed data. 
• The REM manager, which is responsible for requesting measurements, and extracting and 
processing the data from the REM SA. 
• The REM user that corresponds to the network entity that benefits from the REM data. 
 Let us note that depending on the considered network, the functionalities of the different entities may 
be adjusted accordingly. As such, when considering for example a heterogeneous network consisting of 
macrocells and small cells, a layered REM architecture can be considered, meaning that the same REM 
blocks can be located at different network elements (e.g. macrocells). In this way, the information 
collection is facilitated because each block is responsible for information related to its local environment.  
 
3.5.2 Implementation Considerations 
Depending on the considered network and/or type of ICIC, there are different ways for the 
implementation of a REM-based ICIC. In general, two types of information are considered, the local and 
the global. The local REM database can be included in the macrocells (eNodeB)/small cells (HeNB) and 
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involves information related to their local environment. In particular, the more dynamic parameters are 
preferably stored in the local REM databases, such as propagation loses, cell and user positions and signal 
strengths. The global REM can be included in the mobility management entity (MME)/HeNB Gateway, 
and deals with the less dynamic parameters and/or the parameters that can impact a higher number of 
network nodes. Examples include QoS metrics, cell positions and information related to other technologies 
employed in a heterogeneous network. Depending on the problem needs, the type of REM and the type of 
information may vary. 
Table VIII depicts the different parameters that can be exploited for the implementation of an ICIC 
scheme. Two examples are given, including the proposed RFO approach [68] and a power control ICIC 
scheme presented in [70]. The REM-based Autonomous HeNB Power Control (RAHPC) ICIC adjusts the 
transmit power of the small cells in a heterogeneous network according to information obtained by the 
REM database, in order to achieve a target SINR. As it can be observed from the table, both types of 
information are exploited, local and global. The RFO scheme on the other hand, can be considered as a 
fully distributed architecture that makes use only of local information. REM blocks in this case can 
exchange information using the X2 interface, however with the required signaling to be directly related to 
the amount of the necessary information, the update rate, etc. 
 
Type of 
Information 
 REM-based Autonomous HeNB 
Power Control (RAHPC) [70] 
REM-based Frequency 
Optimization (RFO) [68] 
 
 
Local REM 
Location of nodes Small cell (HeNB), UE locations  
Radio related 
information 
Propagation loses between network 
elements 
Propagation loses between users 
and cells 
Transmit Power  Transmit power in each channel 
List of neighboring 
cells 
 Set of interfering cells for each cell 
 
Global 
REM 
QoS metrics SINR target  
Locations of nodes Macrocell (eNB) locations  
Wi-Fi related 
information 
  
Table VIII: Parameter usage of the RFO approach [68] 
 
3.5.3 RFO Simulation Results 
As it has presented in 3.4, in the proposed solution, the macrocells are split into the inner and the outer 
part using the PFR technique. In each part of the macrocell different channels are assigned, while the small 
cells make use of only one channel. The Gibbs Sampler is then applied to perform the channel allocation, 
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as presented in 3.4 with the difference that the required information for the estimation of the received and 
generated interference is acquired from the REM database as shown in Table VIII.  
The benefits brought by the RFO scheme in terms of capacity improvement and energy reduction have 
been analyzed by means of simulations and comparisons with a reference scheme where the traditional 
PFR is applied to the macrocell (static allocation) and the small cells are assigned a random channel 
selected among the ones that are not used by the closest macrocell. The system model consists of 12 omni-
directional macrocells and 8 small cells with cell radius 500 and 100m, respectively. Simulations have 
been performed for different values of inner cell radius. The transmit power for the outer part and the small 
cells is fixed to 43 and 20 dBm, respectively, while for the inner part varies according to the Rin. Finally 
different values of the REM information error are considered. The error in the REM is modelled as a 
uniform random variable distributed between [-ε, ε], applied for each propagation loss value stored in the 
REM. 
Figure 30 presents the average user capacity gain (in %) for the macrocells and the small cells with 
respect to the reference scheme, for different values of the REM information error ε and for Rin equal to 
200 and 350 meters. As it can be observed from the figure the gain is significant, reaching values of 30% 
and 55% for the small cell users when the information error is 0dB corresponding to the ideal case where 
the information hold by the REM match the real propagation loses. As the error increases, the gain is 
slightly decreased, however even in the worst case of ε=5dB, the gain reaches the values of 22% and 39%, 
respectively. On the other hand, the macrocell users present very small losses for the case of Rin = 200m, 
while for the case of 350m the impact is mostly positive although negligible. As such it can be clearly 
stated that the overall network capacity is increased even in the cases that the information error presents 
relatively high values. 
 
 Figure 30: Average user capacity gain for different values of the REM information error 
 
63 
 
As far as for the network interference, Figure 31 presents the energy reduction (in %) achieved by the 
proposed solution for different values of the information error ε. As it can be seen from the figure, the 
small cells are the ones who mostly benefit from the algorithm, having the interference reduced up to 17% 
and with a minimum value of 13% for the worst case of ε. The macrocell users experience a slight 
improvement, except for the case of Rin = 200m and for ε above 2dB, however it can be stated that in 
general the impact is positive, although very small. 
 
Figure 31: Average energy reduction for different values of the REM information error 
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4. Interference Management combining 
Multiple Dimensions 
 
4.1 Inter-Cell Interference Management in Heterogeneous Networks 
 
With the introduction of HetNets in the framework of LTE-A, great potentials have arisen allowing to 
cope with the requirements imposed by the users and technology evolution. The revolutionary concept of 
combining different cells sizes and various technologies has opened ways towards new possibilities able 
to provide cost effective coverage in areas where the macrocells are not sufficient (i.e. hot spot areas), to 
increase the network capacity and improve the overall system performance. However, due to the 
heterogeneous nature of the network topology and the diversity of the involved technologies, new 
challenges emerge. User-to-cell association requires alternative solutions due to the different 
characteristics of the involved nodes. Moreover, interference becomes more difficult to be controlled 
since femto cells are deployed by the users in an operator unplanned manner. As such, operators are not 
always aware of the number of existing nodes and their location in the network topology, making the 
network planning quite challenging. Another issue arises from the way the small cells can operate. The 
CGS mode for femto cells presented in chapter 2.2.1 introduces additional interference problems. Users 
connected to a CSG femto may generate and/or receive interference from unauthorized users which are 
forced to be connected with a macrocell with which they may not experience high quality transmissions. 
This makes the usage of the already existing interference management techniques insufficient, and poses 
the need for more advanced schemes [1]. Based on the above, in this chapter the main constraints and 
requirements imposed by HetNets are identified and possible solutions are addressed with special focus 
on the user-to-cell association and the interference management.      
 
4.1.1 User Association: Cell Range Expansion (CRE) 
In traditional networks that follow homogeneous cell deployments the user-to-cell association is 
carried out according to the maximum received signal strength (RSS) or Signal to Noise and Interference 
Ratio (SINR). This means that a user will be connected with the cell with which experiences the highest 
RSS or SINR. The optimality of this method however is not always guaranteed in the case of HetNets due 
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to the different characteristics of the involved cells [71]. The small cells have considerably smaller size 
and consequently smaller coverage footprint compared to the macrocells. Moreover, small cells transmit 
much lower power levels. As it has presented in chapter 2.2.1, typical values for the small cells are 
between 250mW and 2W, while for the macrocells these values can be in the order of 40W. Furthermore, 
the small cells are equipped with antennas of lower gains and in lower heights, which may result in higher 
path losses. The combination of the above mentioned issues leads the small cells to provide smaller 
coverage areas, which reduces the number of users that can be offloaded from the macrocell. Moreover, 
since the available bandwidth is equally shared among the macro and the small cells, this can result in 
uneven distribution of the capacity [72]. 
In order to overcome these issues and compensate the traffic distribution with main objective the 
improvement of the capacity distribution (fairness), the Cell Range Expansion (CRE) concept is 
introduced [73] depicted graphically in Figure 32. CRE is a user association technique that involves a 
positive offset, denoted as CRE bias. When the user-to-cell association decision takes place, the CRE bias 
is added to the user measurements of the RSS or SINR of the small cells (SC), as shown in Figure 32. In 
this way the coverage footprint of the small cells is extended, reason that explains the name Cell Range 
Expansion. Having the coverage area of the small cells expanded allows more users to be offloaded from 
the macrocells and consequently the capacity can be shared more equally between macrocells and small 
cells.  
 
Figure 32: Cell Range Expansion 
A crucial factor of the scheme consists the proper setting of the CRE bias, since a too small value may 
not offload adequately the macrocell, while a too high value may lead to over congested small cells 
[74][75]. On that respect, research has focused on the setting of the CRE bias. Third Generation 
Partnership Project (3GPP) reports presented some typical values in [73] and in [76]. Moreover, 
investigation has also targeted adaptive solutions that configure the value of the CRE bias according to the 
network conditions. In particular, a solution that adapts the CRE bias based on logarithmic functions and 
Macro
SC_RSS>MacroRSS
CRE: SC_RSS+CREbias > Macro_RSS
SC
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by taking into account the number of users in the involved cells is proposed in [74]. Another strategy has 
been presented in [77], where the authors adopted different metrics than the ones of [74] with the purpose 
to reduce the required signaling and increase the efficiency of the solution. Finally, in [78] an algorithm 
that updates the values of the CRE bias based on an estimation of the overall system capacity was 
proposed. 
Despite the fact that a proper setting of the CRE bias offers significant benefits, the users that are 
located in the cell borders (i.e. in the expanded area) and therefore are associated with the small cell thanks 
to the CRE bias addition, are considerably vulnerable to interference. The reason is that these users 
experience low SINR values since they actually receive higher RSS from the macrocell than from the 
associated small cell [79]. As such, enhanced interference coordination techniques are indispensable to 
protect these users and further improve the performance of CRE [71][80]. An overview of the solutions 
adopted under the framework of LTE-A is given in the following section. 
 
4.1.2 Enhanced Inter-cell Interference Coordination (eICIC) 
In order to cope with the interference related challenges existing in HetNets presented in this chapter, 
interference management techniques are necessary. However, traditional ICIC techniques may not always 
be suitable in the case of HetNets since their design implicitly assumes homogeneous deployments [1]. 
On that respect, in the framework of LTE-A enhanced ICIC (eICIC) techniques are adopted that take into 
account the heterogeneity of the network. A good introduction to eICIC can be found in [1], while in [81] 
a survey is presented. In general, three types of eICIC are considered [82]: Frequency-Domain, Time-
Domain and Power Control techniques. 
Frequency-Domain methods target on carrying out orthogonal user transmissions of the involved cells 
by scheduling the control channels and the reference signals in reduced bandwidths. The implementation 
of the orthogonality can be achieved both in a static and in a dynamic manner [1]. 
Power Control employs techniques that adjust the power of the small cells and that differ from the 
ones used in the macrocells [83]. The control of the power is carried out by taking into account 
parameters, such as the power received by a small cell from the strongest interfering macrocell, the path 
loss and the SINR of the macrocell and the small cell users. For a detailed description on the Power 
Control one may refer to [84]. 
In the Time-Domain methods, the control and/or data channels of the users that suffer from 
interference are scheduled in time domain resources where the interference is suppressed [1],[85]. Two 
types of Time-Domain eICIC are considered, the OFDM symbol shift and the subframe alignment. 
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OFDM Symbol Shift is a technique where the subframe boundary of the small cell is shifted by one or 
more OFDM symbols so that a difference is introduced with respect to the macrocell node. This way, the 
control channels of the small cell and the macrocell do not overlap, thus interference is avoided. 
Nevertheless, the macrocell users still experience interference in their control channels from the data 
channels of the small cell users [1],[85].To cope with this problem, two approaches are used known as 
PDSCH symbol muting and consecutive subframe blanking. For an overview of these techniques the 
readers may refer to [85]. 
Subframe alignment, depicted in Figure 33, is a Time-Domain technique introduced in Release 10 that 
partitions the total subframes into Normal and Almost Blank Subframes (ABS) [85]. This division allows 
to periodically mute the transmissions of the aggressor cell (the cell that generates interference), and give 
the opportunity to the victim cell to transmit under reduced interference conditions [2]. This is achieved 
by restricting the macrocell transmissions to the Normal subframes, while no data apart from some 
reference signals are allowed to be transmitted during the ABS subframes. As such, the small cells can 
schedule their transmissions during the ABS subframes under reduced interference conditions, which 
results particularly beneficial for the small cell users located in the expanded region. 
 
Figure 33: Almost Blank Subframes (ABS) 
The proper setting of the number of the ABS subframes plays a significant role in the performance of 
the scheme. A value too high may result in degradations of the macrocell capacity since the macrocell 
remains silent during the ABS subframes, while a value too small would imply that a high portion of the 
resources disposed for small cell transmissions would be characterized of high interference, leading in 
degradations of the small cells capacity. On that respect, research has been carried out on determining the 
number of necessary ABS subframes depending on the network conditions. In [86], the authors present a 
solution for deriving the required number of ABS in macro/pico and macro/femto deployments. The 
formulation results from stochastic geometry and takes into account the number of the victim users. 
Another solution that adjusts the number of ABSs dynamically depending on the network load changes is 
presented in [87].  
ABS ABS ABSMacro
Small Cell
Requires strict time-synchronization between Macro and Small Cell 
One Subframe ABS
Almost Blank 
Subframe
Normal Subframe
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4.1.3 Problem Identification and Literature Review 
The combination of CRE and ABS is used widely since it results in significant improvements in the 
network performance [80][88]. However, the setting of the two parameters should be directly related due 
to the fact that the number of ABS subframes depends on the number of the users in the expanded region 
that in turn are determined by the CRE bias. As such, research has focused on solutions that consider the 
joint configuration of the two values. In [88] the problem of the joint optimization of the load balancing 
and resource partitioning (ABS) is addressed. The authors present a general framework and analyze the 
impact on the data rate and the coverage probability. Another approach has been presented by Deb et al. 
in [89]. The authors provide a mathematical framework and an algorithm for the optimization of the user 
association and the number of ABS subframes based on propagation and interference data, the users 
location and the network topology. Exploiting the game theory, the authors of [90] presented a generic 
framework for the joint optimization of the two schemes. The proposed solution maximizes a network 
utility function based on statistics such as the RSS measurements. 
Moreover and despite the fact that the optimization of the parameters leads to significant benefits in 
terms of interference mitigation, especially for the users located in the expanded region of the small cells, 
the ABS faces an important drawback. Due to the silent periods of the macrocell, the available bandwidth 
is not fully utilized leading in capacity degradations for the macrocell users [90]. Therefore, carefully 
devised solutions are indispensable in order to balance the trade-off between the interference mitigation in 
the small cells and the capacity degradation in the macrocells. Recent research has focused on the 
enhancement or modification of the ABS scheme itself. To the best of our knowledge the majority of 
existing solutions target the power domain. For example, in some 3GPP contributions [91][92] it is 
suggested to use lower power in order to allow macrocell transmissions during the ABS subframes. This 
concept is denoted as Low Power ABS (LP-ABS). An introduction to the LP-ABS is given in [93]. The 
authors perform an evaluation of the scheme through simulations and address some technical and 
standardization challenges. A similar approach has been presented by Lopez et al. in [79], where the 
power of the macrocell in the resource blocks used by the edge pico users is adjusted. A resource 
allocation algorithm is proposed in [94] that handles both the time and power domains. In the time 
domain the ABS subframes are configured dynamically based on the network load variations. Then, the 
macrocell transmit power is adjusted according to a utility function that results from game theory. 
Additionally, a time domain scheduling scheme is proposed in order to protect the picocells edge users.  
Based on the above, in this work a novel eICIC scheme for the management of the ABS subframes has 
been studied, implemented and evaluated. For the formulation of the proposed solution, the knowledge 
acquired during the study of ICIC schemes has been exploited. As such, it has been considered that the 
frequency domain can also be combined with the time-domain eICIC. In particular, initial work considers 
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a solution that depending on the small cells position in the network topology it exploits accordingly the 
time-frequency or the time-power domains. Later on, the work has been extended to one mechanism that 
jointly exploits the time, frequency and power domains. Finally, the work has been focused on the 
optimization of the scheme. The choice of the optimization tool has been carried out based on the type of 
the optimization problem, therefore heuristic algorithms have been considered. In particular, genetic 
algorithms have been used as optimization tool, resulting in significant improvements. More details about 
the proposed solutions, the implementation of them and the benefits acquired as evaluated through 
simulations are given in the following chapters. 
 
4.2 Time-Frequency/Time-Power eICIC 
 
In order to utilize the available resources in a more efficient way and increase the macrocell users’ 
capacity, while at the same moment allowing the mitigation of the interference seen by the small cells, in 
this work a novel solution has been proposed, presented in [95], for an alternative management of the 
ABS subframes. The proposal consists of two mechanisms that exploit the time-frequency or the time-
power domains depending on the deployment of the small cells in the network. Thanks to these 
mechanisms it is possible to allow macrocell transmissions during the ABS subframes under special 
constraints. Such conditions are expressed in terms of the allowed RBs in the frequency domain or the 
maximum allowed transmit power. More details about the system model, the implementation of the 
scheme and the numerical results are given in the following.  
 
4.2.1 System Model 
The considered heterogeneous network of this work consists of a set M of macrocells denoted as i = 
1,2…,V and a set S of small cells denoted as k = 1,2,…,P. The set of users, denoted as U is randomly 
distributed in the scenario in a non-homogeneous way, forming some hot spot areas with higher user 
density than other parts. The user-to-cell association is carried out according to the measured RSS with 
CRE being applied. As such, a user u∈U will be associated to cell x* according to: 
            ( ),arg max x u x
x M S
x RSS
∈ ∪
∗= +∆          (43) 
where RSSx,u is the received signal strength of cell x measured by user u and Δx (dB) is the CRE bias for 
the small cell x∈S, while for macrocells x∈M it takes the value Δx=0 dB. Depending on the cell 
association the set of users is further divided into different subsets. The subset of the users that are 
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connected to the i-th macrocell is denoted as UM,i and the subset of users connected to the k-th small cell 
is denoted as US,k. Moreover, the small cell users US,k are further divided into two subsets depending on 
whether they receive the highest RSS from the small cell or they have been connected to it thanks to the 
CRE bias addition (i.e. the users in the extended region). In this way, they are classified as the subset of 
CRE users (UCRE,k), which are the users that belong to the extended region of the k-th small cell so they 
receive higher RSS from the macrocell than from the small cell and the subset of normal small cell users 
(UN,k), which receive higher RSS from the small cell than from the macrocell. It has to be noted that 
, , ,CRE k N k S kU U U∪ = . 
We assume communication in the downlink direction, although the same concept can be applied in the 
uplink. Moreover, it is assumed that all the macrocells and small cells operate in the same LTE carrier. For 
resource allocation purposes, and following the LTE specifications, the frequency dimension is organized 
in a total of N Resource Blocks (RBs) of bandwidth BRB=180 kHz and the time dimension in subframes of 
1 ms organized in frames of 10ms. Each subframe is a TTI (Transmission Time Interval), meaning that it is 
the minimum time that a RB is allocated to a user. As result, the available RBs in a frame are numbered as 
RB(f,t) where f=1,...,N, and t=1,...,10. We assume that the allocation takes place in each frame, where each 
cell decides the resources to be assigned for the transmissions to its users. The ABS technique is applied, 
with μi denoting the number of ABS subframes per frame for the i-th macrocell and λi=10-μi denoting the 
number of Normal subframes. It is assumed that the resource allocation in the k-th small is carried out by 
taking into account the ABS subframes setting of the macrocell that it receives with highest power, i.e. the 
macrocell in whose coverage area the small cell is located.  
The total propagation losses in the RB(f,t) for a user u∈U with respect to the i-th macro and the k-th 
small cell are denoted as LM,u,i,RB(f,t) and LS,u,k,RB(f,t), respectively. They include the shadowing and the fast 
fading due to multipath.  
 
4.2.2 Proposed eICIC Solution 
The proposed solution has been designed under the consideration of the drawback that the ABS 
presents related to the underutilization of the available resources from the part of the macrocell and 
consequently the capacity degradation that its users experience. In order to overcome this constraint, a 
modification and enhancement of the scheme has been carried out so as to preserve the main 
characteristics of the ABS scheme, while allowing a better management of the resources through the 
employment of smart mechanisms. In particular, the key idea of the proposed eICIC solution is to exploit 
the knowledge acquired during the study of the ICIC in order to allow the macrocells to utilize the ABS 
subframes under certain restrictions. On that respect, two mechanisms are applied depending on the 
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position of the small cells that exploit jointly either the time and the frequency domain or the time and the 
power domain. The first case employs a set of RBs that can be exploited by the macrocells, while the 
latter considers the spatial division of the macrocell and the employment of two macrocell transmit power 
levels. More details about the implementation considerations of the proposed solution are given in what 
follows. 
Let us consider the i-th macrocell and the small cells that fall inside its coverage area. Depending on 
the deployment of the small cells in the network topology two cases are considered, as depicted in Figure 
34. 
 
Figure 34: Allocation Criteria for a) case 1 and b) case 2 
Case 1: The first strategy is applied in the case where the small cells that fall under the coverage area 
of the i-th macrocell are located at a high distance from the macro BS, specifically if the distance of the 
closest small cell ds is above a certain threshold that is denoted as Ths. In this case, the time-power 
technique is applied taking advantage of the fact that the interference experienced by the small cell users 
is lower due to the high distance. The idea results from the FFR schemes studied in 3.1.1, where the 
macrocell was spatially divided into two areas; the inner and the outer. As such, by applying a similar 
concept, the ABS subframes can be utilized by the macrocell for transmissions to their inner users with 
the restriction of a lower transmit power in order to keep the generated interference in low levels. The 
macrocell user classification into inner and outer is carried out based on the average propagation loss (i.e. 
without including fast fading). Users with average propagation loss above a defined threshold (i.e. Lth) are 
classified as outer, while as inner are classified the users with average propagation loss below this 
threshold. Then, the subset of the outer users is denoted as UO,i and the subset of the inner users as UI,i. It 
has to be noted that UO,i ∪UI,i=U. Moreover, the value of the Lth is set such that, according to the 
propagation model, the distance associated to Lth is lower than the distance ds to the closest small cell. 
The purpose of the above user classification is to allow transmissions to the inner users to be carried 
out in the RBs of the μi ABS subframes with reduced power level, while transmissions to the outer users 
are restricted only in the Normal subframes. Then, the transmit power per RB for the i-th macrocell will 
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be PTM,i,low for the ABS subframes allocated for transmissions to the inner users and PTM,i,high for the 
Normal subframes allocated for transmissions to either outer or inner users. 
As for the resource allocation in the small cells, transmissions to the CRE users are allocated only in 
the ABS subframes, while transmissions to the normal users are allocated preferably in the ABS 
subframes, but they can also use the Normal subframes when there are not sufficient RBs in the ABS 
subframes. The transmit power per RB of the k-th small cell will be PTS,k in all the subframes allocated for 
transmissions to the small cell users. The abovementioned allocation criteria for both macro and small cell 
users in Case 1 are graphically summarized in Figure 34a. 
Case 2: The second strategy is followed when at least one of the small cells is located in a closer 
distance from the macro BS (i.e. when the distance ds between the macrocell and the closest small cell is 
below the threshold Ths). In this case, the small cells users and especially the CRE users are more 
susceptible to macrocell interference due to the small distance. As such, simultaneous transmissions 
during the ABS subframes are not practical even if the macrocell would transmit with reduced power. On 
that respect, a different approach is adopted where the split takes place in the frequency domain. In 
particular, a number εi ≤ N of RBs is especially reserved in each ABS subframe. These reserved RBs are 
primarily devoted for transmissions to the CRE users of the small cells, therefore macrocell data 
transmissions are prohibited in these RBs. In turn, macrocell transmissions can be performed either in the 
Normal subframes or in the (N- εi) non-reserved RBs of the ABS subframes with PTM,i,high. In this way, the 
macrocell can utilize more resources whenever it is necessary, resulting in increasing the capacity. The 
key factor of this approach is that the number εi of reserved RBs may be reconfigured depending on the 
amount of the CRE users. In particular, in this work we assume the following: 
min([ ], )numCRE Nε α= ⋅          (44) 
where α is a parameter of the algorithm, numCRE is the total number of CRE users in the small cells 
within the coverage area of the i-th macrocell and [∙] represents the rounding operation to the nearest 
integer value.   
The purpose of this consideration is that when there are few CRE users, the number of εi is reduced in 
order to dispose additional resources for macrocell transmissions, while as the number of CRE users 
increases we approach the conventional ABS scenario where the macrocell cannot transmit in any of the 
RBs (i.e. εi =N) of the ABS subframes. 
Summarizing the abovementioned considerations, transmissions to the CRE users can be allocated 
only in the reserved RBs of the ABS subframes with transmit power per RB PTS,k, while transmissions to 
the normal users will be allocated preferably in the ABS subframes (both reserved and non-reserved), 
however they are allowed to be performed in the Normal subframes if there are not sufficient ABS 
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Algorithm 3: Scheduling Algorithm in the i-th macrocell for a frame 
1: compute mu,RB(f,t) for each user u∈UM,i ,for all RBs  
2: initialize Σu=0 for each user u∈UM,i  
3: for each normal subframe t                //Normal subframes 
4:    for (f=1;f≤N) 
5:         Uaux=set of users in UM,i with Ru,RB(f,t) ≥ Rb,min and Σu ≤ Rb,max 
6:         
, ( , )* arg max
aux
u RB f t
u U
u m
∈
=  
7:          allocate RB(f,t) to user u* with PTM,i,high 
8:         Σu*= Σu*+ Ru*,RB(f,t) 
9:     end for   
10: end for 
11: for each ABS subframe t                   //ABS subframes 
12:    if  (ds<Ths)                                   // Case 1 
13:       for (f=1;f≤N) 
14:           Uaux=set of users in UI,i with Ru,RB(f,t) ≥ Rb,min and Σu ≤ Rb,max 
15:           
, ( , )* arg max
aux
u RB f t
u U
u m
∈
=  
16:           allocate RB(f,t) to user u* with PTM,i,low 
17:            Σu*= Σu*+ Ru*,RB(f,t) 
18:      end for 
19:   end if  
20:   else if  (ds>Ths)                          // Case 2 
21:      for (f= ε+1;f≤N)                     //only non-reserved RBs  
22:          Uaux=set of users in UM,i with Ru,RB(f,t) ≥ Rb,min and Σu ≤ Rb,max 
23:          
, ( , )* arg max
aux
u RB f t
u U
u m
∈
=  
24:          allocate RB(f,t) to user u* with PTM,i,high  
25:          Σu*= Σu*+ Ru*,RB(f,t) 
26:     end for 
27:   end else if 
28: end for 
 
Algorithm 4: Scheduling Algorithm in the k-th small cell for a frame 
1: compute mu,RB(f,t) for each user u∈US,k ,for all RBs  
2: initialize Σu=0 for each user u∈US,k 
3: for each ABS subframe t                    // ABS subframes 
4:     if  (ds<Ths)                                    // Case 1 
5:        for (f=1;f≤N)                             //all the RBs 
6:            Uaux=set of users in UCRE,k with Ru,RB(f,t) ≥ Rb,min and Σu ≤ Rb,max 
7:            if Uaux = ∅   
8:                 Uaux=set of users in UN,k with Ru,RB(f,t) ≥ Rb,min and Σu ≤ Rb,max 
9:            end if 
10:          
, ( , )* arg max
aux
u RB f t
u U
u m
∈
=   
11:           allocate RB(f,t) to user u* with PTS,k 
12:             Σu*= Σu*+ Ru*,RB(f,t) 
13:      end for 
14:   else if  (ds>Ths)                             // Case 2 
15:      for(f=1;f≤ ε)                              //reserved RBs 
16:         Uaux=set of users in UCRE,k with Ru,RB(f,t) ≥ Rb,min and Σu ≤Rb,max 
17:          if Uaux = ∅  
18:              Uaux=set of users in UN,k with Ru,RB(f,t)>Rb,min and Σu <Rb,max 
19:          end if 
20:              
, ( , )* arg max
aux
u RB f t
u U
u m
∈
=  
24:               allocate RB(f,t) to user u* with PTS,k 
25:                 Σu*= Σu*+ Ru*,RB(f,t) 
26:      end for 
27:      for(f= ε+1;f≤N)                        //non-reserved RBs 
28:              Uaux=set of users in UN,k with Ru,RB(f,t)>Rb,min and Σu <Rb,max 
29:              
, ( , )* arg max
aux
u RB f t
u U
u m
∈
=  
30:               allocate RB(f,t) to user u* with PTS,k 
31:                   Σu*= Σu*+ Ru*,RB(f,t) 
32:     end for 
33:   end else if  
34: end for 
37: for each normal subframe t             //Normal subframes 
38:   for (f=1;f<=N) 
39:        Uaux=set of users in UN,k with Ru,RB(f,t)>Rb,min and Σu <Rb,max 
40:        
, ( , )* arg max
aux
u RB f t
u U
u m
∈
=  
41:         allocate RB(f,t) to user u* with 𝑃𝑃𝑇𝑇𝑇𝑇,𝑘𝑘   
42:           Σu*= Σu*+ Ru*,RB(f,t) 
43:   end for 
44: end for 
 
subframes. In all the cases the transmit power per RB will be PTS,k. Finally, macrocell transmissions are 
preferably allocated in the Normal subframes, however when the resources are not adequate they are 
allowed to utilize the (N- εi) non-reserved RBs of the ABS subframes. In both cases the transmit power per 
RB will be PTM,i,high. The abovementioned allocation criteria for both macro and small cell users in Case 2 
are graphically summarized in Figure 34b. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The pseudo-code of the scheduling algorithms for allocating the different RBs in each frame according 
to the abovementioned proposed criteria are presented in Algorithm 3 and Algorithm 4 for the macrocells 
and the small cells, respectively. The user prioritization for the scheduling process is carried out based on 
the Proportional Fair algorithm [96]. In particular, for each user u (where u∈UM,i when the scheduling is 
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carried out for the i-th macrocell and u∈US,k for the scheduling at the k-th small cell) the following 
priority metric is defined, associated with each RB(f,t): 
, ( , )
, ( , )
u RB f t
u RB f t
u
R
m W=
          (45) 
where Ru,RB(f,t) is the achievable bit rate by the user u in RB(f,t) and Wu is the bit rate experienced by the 
user averaged over a window of the last TW frames depending on the past allocation of RBs for this user. 
After each frame, Wu is updated taking into account the actual bit rate achieved by user u in its allocated 
RBs.  
Besides, as noted in Algorithm 3 and Algorithm 4 given above, in order to avoid allocating a RB with 
very low bit rate, a user u is only considered as candidate for the assignment of RB(f,t) if Ru,RB(f,t) is above 
a specific threshold Rb,min. Moreover, the maximum number of RBs that can be allocated to a single user u 
in one frame is limited by the fact that the aggregation of the bit rates Ru,RB(f,t) in the RBs allocated to this 
user should be below a maximum value Rb,max. This aggregated bit rates for a given user u is denoted as Σu 
in the pseudo-code, and is updated each time that an RB is allocated to this user u. 
 
4.2.3 Simulation Results 
The performance of the proposed solution has been carried out by means of simulations. In order to 
study the benefits brought by the presented strategies, comparisons have been carried out against the 
classical ABS scheme [85]. In this section, the simulation environment, the parameter setting and the 
numerical results are presented. 
 
4.2.3.1 Simulation Scenario 
The simulation scenario is comprised by a macrocell and two small cells in its coverage area. Two 
different configurations are considered according to the distribution of the small cells, as shown in Figure 
35. In the first scenario (Figure 35a) one of the small cells is located close to the macro BS, while in the 
second scenario (Figure 35b) both small cells are located relatively far away from the macro BS. 90 users 
are non-homogeneously distributed in the scenario. Moreover, a number of users that is varied throughout 
the simulations is distributed in form of a Hot Spot (HS), as depicted in Figure 35. Depending on the 
scenario under study, the position of the HS is changed.  
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Figure 35: Simulation Scenarios a) Scenario 1 b) Scenario 2 
The total propagation losses of a user u with the i-th macrocell and the k-th small cell are denoted as 
LM,u,i,RB(f,t) and LS,u,k,RB(f,t), respectively and calculated according to the following formula: 
    ( ) 128.1 37.6log ( ) 10logL dB d km S F= + + −         (46) 
where d corresponds to the user distance from the cell site, S (dB) is the shadowing modelled as a 
Gaussian random variable with standard deviation σ = 6 dB and F is the fast fading due to multipath, 
modelled as an exponential random variable with average 1 assumed independent for each RB and frame.  
The threshold Ths is set to the value of 250m, while the threshold for the user classification into inner and 
outer in case 1 is set to Lth=101.8 dB that corresponds to an inner cell radius of 200m according to the 
propagation model. Moreover, for the calculation of the reserved RBs in case 2 equation (44) is applied 
with α=2/µ. This value is obtained assuming that each CRE user will require on average 2 RBs to 
transmit.  
The rest of the simulation parameters are given in Table IX. 
 TABLE IX: SIMULATION PARAMETERS  
N Number of RBs per subframe 25 
μ Number of ABS subframes 1 to 6 
Δ Cell Bias 3 dB 
PTM,i,high Macrocell Transmit Power (high level) 29 dBm 
PTM,i,low Macrocell Transmit Power (low level) 11 dBm 
PTs,k, Small cell Transmit Power 6 dBm 
TW Window size 10 frames 
PN Noise Power (per RB) -115.5 dBm 
Rb,min Minimum bit rate threshold 50 Kbps 
Rb,max Maximum bit rate threshold 300 Kbps 
Ths Distance threshold 250m 
Lth User classification threshold 101.8dB 
 
 
 
HotSpot
HotSpot
a) Scenario 1 b) Scenario 2
500 m 500 m
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The achievable bit rate Ru,RB(f,t) is modelled through the Shannon bound as: 
    ( )2, ( , ) , ( , )log 1RBu RB f t u RB f tR B γ= +                     (47)  
where γu,RB(f,t) is the signal to noise and interference ratio experienced by user u in the RB(f,t). Finally, it 
has to be referred that the metric used for the evaluation of the proposed solution is the average capacity 
per user. This is computed by averaging over all the simulated frames the capacity Cu that a user u gets in 
each frame. Cu is computed by aggregating the bit rate in all the RBs allocated to the user u in this frame, 
that is: 
      ( )2 , ( , )
( , )  allocated to user u
log 1u RB u RB f t
RB f t
C B γ= +∑                   (48) 
The presented results are the average of 100 experiments, where each experiment is associated with a 
different random user distribution. Moreover, the simulation time of each experiment has been set to 1000 
frames. For the evaluation of the results, the classical ABS scheme [85] is used as reference where 
macrocell data transmissions are not allowed to be allocated in any of the ABS subframes. As such, the 
ABS subframes are used exclusively by the small cells. More particularly, transmissions to the CRE users 
are restricted to the ABS subframes, while for the normal users there is also the possibility of exploiting 
the Normal subframes. Furthermore, only one transmit power level per RB is considered for the macrocell 
(i.e. PTM,high). Finally, it has to be noted that CRE is being applied and that the same considerations with 
respect to the scheduling criteria and restrictions (Rb,min, Rb,max) are taken into account, in order to provide 
a fair comparison. 
 
4.2.3.2 Numerical Results 
Scenario 1: In the first scenario the two small cells are positioned at distances 400 and 150 meters (m) 
from the macro BS, as depicted in Figure 35a. Then, since the threshold Ths is equal to 250m the strategy 
applied by the proposed algorithm is to perform the splitting in the frequency domain (i.e. case 2) and 
therefore reserve a number ε of RBs in the ABS subframes for macrocell transmissions. It has to be noted 
that since only one macrocell is considered, for simplicity reasons the index i is omitted from the notation 
throughout the presentation of the results. 
Figure 36 below depicts the gain (in %) achieved by the proposed eICIC solution with respect to the 
reference scheme in terms of average user capacity. The results are given as a function of the varying HS 
users and for different values of the number of ABS subframes (μ). As it can be noticed from the figure, a 
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significant gain is achieved by the proposed solution that increases with the number of the ABS 
subframes, reaching a value of 45% for μ=6. A key factor for this performance lies in the proper setting of 
the number of reserved RBs (ε) according to the number of the CRE small cell users. In particular, when 
the number of the HS users and consequently the number of the total small cell users is small, the number 
of the reserved RBs is configured by the algorithm to be also small. On the other hand, as the number of 
the HS users increases, the algorithm tends to reserve a higher amount of RBs in each ABS subframe. In 
other words, the proposed scheme can reconfigure the corresponding resources depending on the traffic 
load. Note also that for small number of ABS subframes, for instance 1 or 2, the behavior of the proposed 
solution resembles that of the reference scheme, since in this case the algorithm leads to ε=N, meaning 
that, like in the reference scheme, the macrocell is not allowed to transmit in ABS subframes.  
 
Figure 36: Average User Capacity Gain (%) – Scenario 1 
Figure 37 and Figure 38 below, depict the average capacity gain (in %) with respect to the classical 
ABS approach for the macrocell and the small cell users, respectively. As it can be seen from Figure 37, a 
very high gain of the order of 70% is achieved in the capacity of the macrocell users, while a small loss 
that reaches a value of 15% is observed in Figure 38 for the case of the small cell users, especially when 
the number of the users in the HS is low. This behavior reflects the good performance of the algorithm, 
because it confirms that when the load of the macrocell is heavy but the load of the small cells is light, the 
proposed scheme tends to utilize the available resources in such a way that compensates the uneven user 
distribution. Furthermore, with the increment of the HS users, the algorithm still reserves some RBs in 
order to serve the traffic of the heavily loaded macrocell, although without generating severe interference 
to the small cell users. Therefore, it is proved that the proposed solution can adapt to traffic load changes 
and balance the capacity among the two types of cells, while keeping the introduced interference to the 
small cell users in low levels. 
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Figure 37: Macrocell User Average Capacity Gain (%) – Scenario 1 
 
Figure 38: Small Cell User Average Capacity Gain (%) – Scenario 1 
Scenario 2: In the second scenario the distance of the two small cells from the macro BS is 400m and 
320m, respectively as shown in Figure 35b. Since their distance results to be above the defined threshold 
(i.e. Ths=250m), the algorithm applies case 1 and performs the macrocell splitting into two areas, the 
inner and the outer, and two transmit power levels are considered, PTM, high and PTM,low.  
In Figure 39 below, it is depicted the average user capacity gain (in %) of the proposed eICIC solution 
with respect to the classical ABS scheme. Similar observations can be conducted as in scenario 1. In 
particular, it can be clearly seen that the proposed solution outperforms the reference scheme in terms of 
average user capacity, while the gain offered by the algorithm increases with the number of the ABS 
subframes, reaching a value of 17% for the case of μ=6. The benefit results from the fact that the 
proposed scheme provides additional resources to the macrocell for transmissions to a fraction of its users 
(i.e. inner users) with the corresponding increase of the capacity.  
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Figure 39: Average User Capacity Gain (%) – Scenario 2 
 
Figure 40: Macrocell User Average Capacity Gain (%) – Scenario 2 
Compared to the previous scenario, the gain in this case is not that high. This occurs due to the 
difference in the macrocell capacity gain. As depicted in Figure 40 presented above, the gain of the 
macrocell user capacity is quite lower than in Scenario 1 (28% vs 70% for μ=6) because in this case only 
a fraction of macrocell users (i.e. the inner users) benefits from the additional resources in the ABS 
subframes. Moreover, transmissions to these users are carried out with lower transmit power, while at the 
same time a small amount of interference is present due to transmissions to the small cell users. In 
Scenario 1, all the macrocell users benefit from the reconfigurable amount of additional resources and 
transmissions were carried out with PTM,i,high. As such, the gain of the macrocell users was higher, 
although there was an impact in the small cell capacity due to the generated interference to the normal 
users. In this case (Scenario 2), the behavior of the small cell capacity resembles the one presented in 
Scenario 1 (Figure 38), however the small cell users now experience less interference. This occurs 
primarily due to the lower transmit power of the macrocell and secondly due to the distance between the 
inner part of the macrocell and the small cells. It is worth mentioning that the highest loss in the small 
cells’ capacity is of the order of 4% for μ=6. Finally, it has to be referred that despite the fact that the loss 
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in the small cells capacity is smaller, the major impact in the total user capacity results from the high 
difference it occurred in the macrocell user capacity gain. 
 
4.3 Time-Frequency-Power eICIC (TFP-eICIC) 
 
Despite the significant benefits brought in the network capacity by the above presented solution ([95]) 
and the efficiency it provides with respect to the resource utilization, the dependence of the scheme on the 
position of the small cells in the network topology does not endow the scheme with flexibility. 
Furthermore, additional signaling is necessary in order to be aware of the small cells position and to select 
the desired mechanism. Moreover, when the time-power strategy is applied, the most vulnerable CRE 
users are not completely protected from interference as in the classical ABS scheme, while in the 
frequency splitting the normal users of the small cells experience a noticeable amount of interference due 
to the high macrocell transmit power level. On that respect, an extension of [95] has been presented that is 
based on a combination of the time, frequency and power domains and is known as Time-Frequency-
Power eICIC (TFP-eICIC) [97]. More details over the considerations of the proposed scheme are given in 
this chapter. The system model and the notation used throughout this work are the same as presented in 
4.2.1.   
 
4.3.1 Proposed TFP-eICIC Solution 
The solution presented in 4.2, has been further modified and enhanced in order to employ only one 
mechanism that is independent of the position of the small cells and that exploits jointly the time, 
frequency and power domains with main objective to further improve the efficiency of the resource 
utilization and to balance in a more effective way the trade-off between the macrocell capacity 
degradation and the small cell interference reduction. As such, the main idea is to preserve the benefits 
brought by the ABS and therefore to keep protecting the most vulnerable users of the small cells (i.e. the 
CRE users), while offering to the macrocells additional resources under special conditions. In particular, 
the solution preserves the time splitting employed by the ABS scheme, while an additional splitting is 
introduced with respect to the frequency domain during the ABS subframes and at the same time two 
transmit power levels are provided for the macrocell transmissions. Therefore, the transmit power per RB 
for the k-th small cell is fixed and denoted as PTS,k, while for the i-th macrocell depending on the subframe 
that is used to perform its transmissions, two possible transmit power levels per RB are considered. Same 
as in 4.2 these are denoted as PTM,i,high and PTM,i,low.  
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Considering the i-th macrocell and the small cells that fall in its coverage area, the TFP-eICIC scheme 
is illustrated in Figure 41, which shows in detail the resource management and the allocation principles of 
the different transmissions depending on the user type.  
 
Figure 41: User allocation principles of the TFP-eICIC scheme 
As it can be observed, the main aspect of the proposed solution is the additional division of the 
frequency domain in the ABS subframes. This allows to separate the different cell transmissions during 
the ABS subframes instead of devoting them exclusively to the small cells, and to exploit different 
transmit power levels. For this purpose a number of RBs εi ≤ N in each ABS subframe is reserved, as 
depicted in Figure 41. These reserved RBs are primarily devoted for transmissions to the CRE users of 
the small cells, since they are the most sensitive users to the macrocell interference. This means that no 
macrocell data transmissions are permitted in these εi RBs. Instead, the macrocell transmissions can take 
place in either the Normal subframes with transmit power PTM,i,high or in the (N-εi ) non-reserved RBs of 
the ABS subframes with the restriction of a lower transmit power PTM,i,low. In this way, it is possible to 
keep the generated interference to the small cells at low levels, while we avoid having the macrocell 
completely silenced during an ABS subframe, resulting in an increase of the macrocell capacity. 
Based on these considerations, the allocation criteria of the solution are outlined in the following: 
1. Transmissions of the k-th small cell to its CRE users can be assigned only in the reserved RBs of 
the ABS subframes with transmit power PTS,k. 
2. Transmissions of the k-th small cell to its normal users can be allocated in all the RBs of both the 
ABS and Normal subframes with the following hierarchy: Primarily, the reserved RBs of the ABS 
subframes are assigned. When these are not adequate, the non-reserved RBs are allocated. Finally, 
if there are still data to be transmitted but there are not sufficient RBs in the ABS subframes, the 
RBs of the Normal subframes are used, although at the cost of higher interference. In all the cases 
the transmit power is PTS,k. 
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3. Transmissions of the macrocell to its users are assigned preferably in the RBs of the Normal 
subframes. When there is a lack of resources, the macrocells can perform transmissions in the non-
reserved RBs of the ABS subframes with PTM,i,low. 
Same as in 4.2, an important feature of the scheme lies on the reconfiguration of the number of the 
reserved RBs (εi) based on the number of the CRE users using equation (44). As such, εi is adjusted in a 
way that will cover the transmission needs of the CRE users in order to keep them protected from 
interference, while whenever it is possible, additional resources will be disposed for macrocell 
transmissions. Finally, the procedure for the allocation of the different RBs in each frame is shown in 
Algorithm 5 and Algorithm 6 given below for the macro and the small cells, respectively. It has to be 
noted, that the Proportional Fair [96] algorithm is applied as presented in 4.2.2, as well as the Rb,min and 
Rb,max restrictions.  
 
 
 
 
 
4.3.2 Simulation Results 
The evaluation of the proposed solution has been carried out through simulations and comparisons 
with existing solutions. In particular, the classical ABS [85], the LP-ABS [91]-[93] and the solution 
Algorithm 5: Scheduling Algorithm in the i-th macrocell  
1: compute mu,RB(f,t) for each user u∈UM,i ,for all RBs  
2: initialize Σu=0 for each user u∈UM,i  
3: for each normal subframe t                //Normal subframes 
4:    for (f=1;f<=N) 
5:         Uaux=set of users in UM,i with Ru,RB(f,t) ≥ Rb,min and Σu ≤ Rb,max 
6:         
, ( , )* arg max
aux
u RB f t
u U
u m
∈
=  
7:          allocate RB(f,t) to user u* with PTM,i,high  
8:         Σu*= Σu*+ Ru*,RB(f,t) 
9:     end for   
10: end for 
11: for each ABS subframe t                   //ABS subframes 
12  for (f= ε +1;f<=N)                          //non-reserved RBs 
13:        Uaux=set of users in UM,i with Ru,RB(f,t) ≥ Rb,min and Σu ≤ Rb,max 
14:           
, ( , )* arg max
aux
u RB f t
u U
u m
∈
=  
15:           allocate RB(f,t) to user u* with PTM,i,low  
16:            Σu*= Σu*+ Ru*,RB(f,t) 
17:      end for 
18: end for 
 
Algorithm 6: Scheduling Algorithm in the k-th small cell 
1: compute mu,RB(f,t) for each user u∈US,k ,for all RBs  
2: initialize Σu=0 for each user u∈US,k 
3: for each ABS subframe t                    // ABS subframes 
4:   for(f=1;f<= ε)                                 //reserved RBs 
5:       Uaux=set of users in UCRE,k with Ru,RB(f,t) ≥ Rb,min and Σu ≤Rb,max 
6:         if Uaux = ∅  
7:              Uaux=set of users in UN,k with Ru,RB(f,t) ≥Rb,min and Σu ≤Rb,max 
8:         end if 
9:         
, ( , )* arg max
aux
u RB f t
u U
u m
∈
=  
10:          allocate RB(f,t) to user u* with PTS,k 
11:             Σu*= Σu*+ Ru*,RB(f,t) 
12:    end for 
13:    for (f= ε+1;f<=N)                       //non-reserved RBs 
14:           Uaux=set of users in UN,k with Ru,RB(f,t) ≥Rb,min and Σu ≤Rb,max 
15:           
, ( , )* arg max
aux
u RB f t
u U
u m
∈
=  
16:            allocate RB(f,t) to user u* with PTS,k  
17:                  Σu*= Σu*+ Ru*,RB(f,t) 
18:     end for 
19: end for 
20: for each normal subframe t             //Normal subframes 
21:   for (f=1;f<=N) 
22:        Uaux=set of users in UN,k with Ru,RB(f,t) ≥Rb,min and Σu ≤Rb,max 
23:        
, ( , )* arg max
aux
u RB f t
u U
u m
∈
=  
24:         allocate RB(f,t) to user u* with PTS,k  
25:            Σu*= Σu*+ Ru*,RB(f,t) 
26:   end for 
27: end for 
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presented in 4.2 [95], are used as benchmarks schemes. The simulation scenario, the evaluation criteria 
and the numerical results are presented in detail in this section. 
 
4.3.2.1 Simulation Scenario 
The simulation scenario consists of a macrocell and three small cells in its coverage area. Two 
different deployments of the small cells are studied, as depicted in Figure 42 below. In the first case 
(scenario 1), all the small cells are deployed in a high distance from the macro BS as shown in Figure 42a, 
while in scenario 2 (Figure 42b), one of the small cells is located close to the macro BS so the small cell 
users will experience higher interference. In both scenarios, a total of 110 users are randomly distributed 
following a uniform distribution. Moreover, two Hot Spots are included as shown in Figure 42. Hot Spot 
1 (HS 1) consists of 20 users, while the number of users of Hot Spot 2 (HS 2) is varied throughout the 
simulations.  
a) Scenario 1 b) Scenario 2
500 m500 m
HotSpot 1 HotSpot 1
HotSpot 2
HotSpot 2
 
Figure 42: Simulation Scenarios a) Scenario 1 b) Scenario 2 
The total propagation loses of user u with the i-th macrocell (i.e. LM,u,i,RB(f,t)) and the k-th small cell (i.e. 
LS,u,k,RB(f,t)) are calculated according to equation (46) presented in section 4.2.3.1. The calculation of the 
reserved RBs is carried out as in 4.2.2 according to equation (44) with the same assumption of 
α=2/µ..The rest of the simulation parameters are presented in Table X. 
 TABLE X: SIMULATION PARAMETERS  
N Number of RBs per subframe 25 
μ Number of ABS subframes 1 to 6 
Δ Cell Bias 3 dB 
PTM,,high Macrocell Transmit Power (high level) 29 dBm 
PTM,,low Macrocell Transmit Power (low level) 23 dBm 
PTs,k, Small cell Transmit Power 6 dBm 
TW Window size 10 frames 
PN Noise Power (per RB) -115.5 dBm 
Rb,min Minimum bit rate threshold 50 Kbps 
Rb,max Maximum bit rate threshold 300 Kbps 
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The performance of the proposed solution is carried out based on the average user capacity (equation 
(48)) as presented in section 4.2.3.1. Finally, it has to be noted that the results presented in this section are 
the average of 100 experiments with different random user distributions. The duration of each experiment 
corresponds to 1000 frames. 
 
4.3.2.2 Reference Schemes 
The reference schemes used for the comparisons with the proposed solution are presented in the 
following: 
1. The classical ABS scheme [85] as presented in 4.2.3.1. Briefly, transmissions to the CRE are 
allocated only in the ABS subframes, while for the normal users the RBs of the Normal subframes 
can also be used. Macrocell data transmissions are restricted only to the Normal subframes. For 
the macrocell only one level of transmit power is considered i.e. PTM,i,high. 
2. The LP-ABS scheme [91]-[93], where macrocell transmissions can be allocated in any RBs of the 
ABS subframes with the restriction of a lower transmit power (i.e. PTM,i,low). Transmissions to the 
normal users of the small cells can be carried out also in the Normal subframes. 
3. The solution of [95] as presented in 4.2.  
It has to be noted that the CRE technique is applied in all the solutions. Moreover, all the simulations 
have been carried out under the same principles, criteria and limitations for the resource allocation as the 
TFP-eICIC scheme in order to have a fair comparison.   
The results are given in terms of gain (in %) that the proposed solution, the LP-ABS and the solution 
of [95] achieve with respect to the classical ABS scheme. Moreover, in all the figures the solid lines 
represent the proposed solution, while the LP-ABS and the solution of [95] are given in dashed and dotted 
lines, respectively. 
 
4.3.2.3 Numerical Results 
Scenario 1: In this scenario all the small cells are located at high distance from the macro BS with 
purpose to examine the case that the small cells are less affected from the macrocell interference. Figure 
43 below depicts the average user capacity gain (in %) of the proposed solution, the LP-ABS and the 
solution of [95] with respect to the classical ABS. It has to be noted that in this case the solution of [95] 
applies the time-power strategy, where the macrocell is allowed to exploit the ABS subframes to perform 
transmissions to the users of its inner part with PTM,i,low.  
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As it can be seen in the figure, the proposed solution outperforms the rest of the strategies. The gain 
achieved with respect to the classical ABS reaches the value of 20%, thanks to the modification in the 
management of the ABS subframes. In particular, in TFP-eICIC the macrocells benefit from the 
additional resources, while the small cells users and especially the CRE users are protected from high 
interferences. In addition, the proposed solution performs better in comparison to the other two schemes 
due to the fact that interference is seen only by the normal small cell users, while the CRE users are 
completely protected from macrocell interference. On the contrary, in [95] interference that comes from 
transmissions to a fraction of the macrocell users (inner users) affects all the small cell users, while in LP-
ABS the interference comes from all the macrocell transmissions to its users and affects all the small cell 
users. It has to be noted that the obtained gain of all the schemes with respect to the classic ABS reduces 
when decreasing the number of ABS subframes, since in all the cases less resources can be exploited by 
the macrocells to perform their transmissions. 
 
Figure 43: Average User Capacity Gain (%) 
The average macrocell and CRE user capacity gains (in %) are presented in Figure 44 and Figure 45, 
respectively. Starting from Figure 44, it can be observed that the schemes that bring the most significant 
improvements in the macrocell user capacity are the TFP-eICIC and the LP-ABS. This occurs due to the 
fact that these two solutions offer more resources for macrocell transmissions to all of its users, while in 
the solution of [95] only a fraction of the macrocell users benefits from the additional resources (i.e. inner 
users). However, it can be clearly seen that the proposed solution presents the better performance. 
Finally, in Figure 45 it can be clearly noticed that the capacity degradation that the CRE users 
experience due to the interference introduced in LP-ABS and in [95], is stronger, while for the TFP-eICIC 
scheme is around zero.  
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Figure 44: Average Macrocell User Capacity Gain (%) 
 
Figure 45: Average CRE User Capacity Gain (%) 
Scenario 2: In this scenario one of the small cells is located in a closer distance from the macro BS, 
therefore its users are more susceptible to interference. It has to be noted that in this case the solution of 
[95] applies a similar strategy as the proposed TFP-eICIC scheme by reserving a number of RBs in the 
frequency domain for transmissions to the CRE users, while providing the rest for macrocell 
transmissions; however by considering only one level of transmit power (i.e. PTM,i,high).  
Figure 46 below depicts the average user capacity gain (in %) provided by all the considered strategies 
with respect to the classical ABS.   
 
 
Figure 46: Average User Capacity Gain (%) 
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Form the figure it can be observed that the TFP-eICIC presents a significant gain with respect to the 
classical ABS that reaches a value of 26% and therefore it can be clearly stated that it utilizes more 
efficiently the available resources. Moreover, it can be seen that it outperforms the rest of the strategies, 
although the difference is not that noticeable, especially when compared to the approach of [95]. This 
resemblance occurs from the fact that apart from the different transmit power levels a similar approach is 
followed by the two solutions under this topology. The advantage of the TFP-eICIC with respect to [95] 
is the lower transmit power that reduces the generated interference levels to the normal small cells users. 
As far as for the LP-ABS, the difference occurs due to the fact that in TFP-eICIC scheme transmissions to 
the CRE users can be allocated to reserved RBs that are free of interference, while this is not the case for 
the LP-ABS, where the macrocell generates a higher level of interference. 
Table XI: Macro and CRE Capacity Gain for 6 ABS 
Hot 
Spot  
Users 
Macro user GAIN (%) CRE Gain (%) 
Proposed LP-ABS [95] Proposed LP-ABS [95] 
10 53.81 51.15 53.94 -0.34 -8.89 -0.53 
40 59.79 57.53 61.32 0.44 -11.41 -0.06 
 
Finally, Table XI presents the gain in the macrocell and CRE user capacity for this scenario in the case 
of μ=6.  Similar observations as in Scenario 1 can be conducted. TFP-eICIC, LP-ABS and the solution of 
[95], achieve a similar gain for the macrocell user case, however in TFP-eICIC the CRE users are more 
protected from interference as in the classical ABS. 
 
4.4 Optimized TFP-eICIC using Genetic Algorithms (OTFP-eICIC) 
 
By exploiting jointly the time, frequency and power domains, the TFP-eICIC scheme presented in the 
previous chapter has been proved to improve significantly the resource utilization and the capacity of the 
macrocells, while keeping the generated interference in the small cells in low levels. However, additional 
benefits can be achieved by determining properly the partitions in the three domains. As such, the solution 
has been optimized using genetic algorithms with main target the further improvement of the performance 
of the scheme. In particular, the parameters that are optimized are the number of ABS Subframes, the 
number of reserved RBs, the lower transmit power level, and the CRE bias of each small cell, in order to 
take also under consideration the load balancing. The proposed solution is known as OTFP-eICIC and it 
has been presented in [98]. In the following chapters the optimization framework is presented in detail, 
together with the simulation-based performance evaluation.  
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4.4.1 Capacity Estimation 
The target of the optimization is the maximization of the network capacity. As such, in order to apply 
an optimization framework there is the need to estimate the capacity according to a given configuration of 
the system parameters. On that respect, the procedure that is followed for the estimation of the aggregated 
capacity as a function of the system parameters is presented in the following. Before proceeding to the 
presentation, it has to be referred that the system model and the notation used throughout this work is as 
presented in section 4.2.1. Moreover the resource management follows the principles presented in section 
4.3.1 with only difference that the restriction Rb,max in this case is modified so as to define a maximum 
number of RBs that can be allocated to a single user u, instead of a maximum bit rate. This limitation is 
denoted as RBmax (instead of Rb,max in 4.3.1) and is introduced in order to avoid the allocation of a high 
number of RBs to only one user. 
The estimation of the aggregated capacity is carried out based on the fact that the different resources 
RB(f,t) can be classified in different subsets in one frame depending on the given configuration of the 
parameters ε and μ of the algorithm, as presented in Figure 47 below. In this way, we define as AN the 
subset that includes the RBs that belong to the Normal subframes, as ANR the subset that includes the non-
reserved RBs of the ABS subframes and finally as AR the subset that includes the reserved RBs of the 
ABS subframes. As such, for any macrocell m∈M the total number of RBs in each subset can be 
calculated as ,N m mN N λ= ⋅ , ( ),NR m m mN N ε µ= − ⋅  and ,R m m mN ε µ= ⋅ , for the AN, ANR and AR subsets, 
respectively. It has to be noted that this classification is valid for the m-th macrocell and for the small 
cells that fall inside its coverage area. 
 
Figure 47: Classification of the resources in subsets. For simplicity, the figure considers that all the ABS subframes are 
contiguous, though this does not necessarily has to be the case 
In this way, the total capacity can be estimated by aggregating the average capacity for each cell m ∈ 
M ∪ S, either macrocell or small cell, and each subset Ax∈{AN,AR,ANR}. 
 
AN
ANR
AR
N RBs
λ Normal 
Subframes
μ ABS 
Subframes
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           ( ), , 2 ,ˆlog 1x x
x
oc A m RB MUD A m
m A
C RB B G γ= +∑∑                 (49) 
where RBoc,Ax,m is the estimation of the RBs that are occupied in the subset Ax of cell m and ,ˆ xA mγ is an 
estimation of the Signal to Noise and Interference Ratio (SINR) seen by the users of cell m in the RBs of 
subset Ax. RBoc,Ax,m will be computed in section 4.4.1.1, while the computation of ,ˆ xA mγ  will be presented 
in section 4.4.1.2.  
GMUD stands for the multiuser diversity gain, which is a gain factor used to capture the capacity increase 
achieved due to the diversity of the channel conditions seen by the different users. In particular, in the case 
that the number of the users is high, there is higher probability that the PF scheduler will select a user with 
better SINR conditions, resulting in this way in higher capacity [99][100]. As such, GMUD takes different 
values depending on the estimated ,ˆ xA mγ  and the number of the users in cell m. 
 
4.4.1.1 Computation of RBoc,Ax,m 
The estimation of RBoc,Ax,m is carried out by taking into account the allocation principles and the 
classification of the resources for each cell, as presented in 4.3.1 and in 4.4.1, respectively. As such, for 
any macrocell m∈M we have: 
, ,Noc A m
RB : This is the estimation of the occupied resources in the subset AN. As it is known, all the 
macrocell transmissions will be allocated preferably in the Normal subframes and therefore in the subset 
AN. Moreover, the total number of users in the m macrocell is |UM,m|, where   ⋅  denotes cardinality. 
Assuming that a user can only get up to RBmax resources, then the total number of occupied resources in the 
subset AN will be the minimum between the resources required by all the users in the macrocell 
|UM,m|∙RBmax and the number of total resources NN,m: 
  ( )max, ,, , min ,N M m N moc A mRB U RB N= ⋅          (50) 
, ,Roc A m
RB : Represents the estimation of the occupied resources in the AR subset. Since no macrocell 
transmissions are permitted in subset AR, the occupied resources will be zero: 
         , , 0Roc A mRB =            (51) 
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, ,NRoc A m
RB : This is the estimation of the occupied resources in the ANR subset. Since the macrocell 
transmissions are performed preferably in the AN subset, then in order to estimate the occupied resources 
in the ANR subset it should be considered only the required RBs after having allocated first the RBs in the 
AN subset ( , ,Noc A mRB ). Thus, the occupied resources in ANR will be the minimum between |UM,m|∙RBmax 
minus the occupied resources in the AN subset ( , ,Noc A mRB ), and the total of NNR,m resources: 
( )max max, , , ,, , min min , ,NR M m M m N m NR moc A mRB U RB U RB N N   = ⋅ − ⋅         (52) 
The estimation of the occupied resources with respect to the m∈S small cell is carried out using the 
same rationality, however it has to be noted that the partitions in the time and frequency domain and 
therefore the number of RBs in each subset are defined by the *m M∈  macrocell that is received with the 
highest power by the small cell. As such, starting from the AR subset the estimations are as follows: 
, ,Roc A m
RB : Since the small cell transmissions are assigned preferably in the AR subset, then the 
estimation of the resources in the AR subset will be the minimum between the resources needed for the all 
the small cell users (|US,m|∙RBmax) and the total NR,m* resources available: 
           max, , , , *min ,Roc A m S m R mRB U RB N
 
 
 
= ⋅          (53) 
, ,NRoc A m
RB : Small cell transmissions to the normal users can be carried out in the ANR subset after 
having allocated first the resources of the AR subset. As such, the resources of the AR subset allocated to 
normal users should be calculated first. In order to do so, it should be considered that the resources of the 
AR subset are allocated preferably to CRE users. Therefore, the resources available for the normal users 
will be NR,m* - min(|UCRE,m|∙RBmax, NR,m*), i.e. the resources in AR after extracting those assigned to CRE 
users. Then, the number of RBs allocated to normal users in the AR subset will be given by the minimum 
between the resources required by the normal users |UN,m|∙RBmax and the available ones, that is 
min(|UN,m|∙RBmax, NR,m* - min(|UCRE,m|∙RBmax, NR,m*)). Therefore, the estimated number of occupied 
resources in the ANR area will be given by: 
( )max max max, ,, , ,, * , * , *min min , min , ,NR N m N m R Roc A m CRE mm m NR mRB U RB U RB N U RB N N      = ⋅ − ⋅ − ⋅ (54) 
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, ,NRoc A m
RB : Small cell transmissions in the AN subset can be carried out only for the normal users. The 
allocation is done after having assigned first the resources in the AR and ANR subsets, respectively. Then, 
following similar reasoning as in the previous case, we get: 
( )( )max max max, ,, , ,, * , * , * , *min min , min , ,N N m N moc A m CRE mR m NR m R m N mRB U RB U RB N N U RB N N   = ⋅ − ⋅ + − ⋅ (55) 
 
4.4.1.2 Computation of ,ˆ xA mγ  
The estimation of the Signal to Noise and Interference Ratio for a RB belonging to the subset Ax is 
calculated as: 
          
,
, ,
,
,
ˆ
x
x
x
x
m A
m m A
A m
N A m
P
L
P I
γ =
+                        (56)                                 
where PN denotes the noise power per RB, Pm,Ax denotes the transmit power of cell m in a RB belonging to 
the subset Ax and is given by: 
,
, ,
,
, ,
        ,  
  if = , 
   if = , 
0             if = , 
x
xTS m
x NTM m high
m A
x NRTM m low
x R
P A m S
P A A m M
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P A A m M
A A m M

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




∀ ∀ ∈
∀ ∈
=
∀ ∈
∀ ∈
         (57) 
, ,m j AxL  is the average path loss of the users allocated in the subset Ax of cell m with respect to cell j:  
   
,
,, ,
,
1
mAx
u jm j Ax
u UAx m
L L
U ∈
= ∑          (58)  
In (58) ,u jL  is the average propagation loss of user u with respect to cell j after having averaged the fast 
fading, and UAx,m denotes the set of users of cell m that can be allocated in the RBs of subset Ax, given by: 
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Finally, IAx,m is the interference seen by the users of cell m in a RB of the subset Ax, estimated as: 
 
, , ,
,
, ,
x
x
x
j A oc Ax j
A m
j M S xm j A
j m
P RB
I
NL∈ ∪
≠
 
= ⋅ 
  
∑          (60) 
where Nx is the number of RBs in subset Ax, i.e. Nx =NR for AR, Nx=NNR for ANR and Nx=NN for AN. 
 
4.4.2 Genetic Algorithm-based Optimization 
4.4.2.1 Problem Formulation 
Based on the framework presented in section 4.4.1 for the estimation of the capacity, the optimization 
problem to derive the optimum values of the parameters for the OTFP-eICIC scheme (i.e. the number of 
ABS subframes µi, the number of reserved RBs εi and the lower transmit power PTM,i,low for the i-th 
macrocell, and the CRE bias ∆k of the k-th small cell) can be formulated as follows: 
, , , , , ,
max
, ,, , ,
arg max
. .
        0 10         
        0         
        0    
        0    
i i
i i
TM i low TM i high TM i low
k k
i i TM i low kP
C
s t
N
P P P
µ ε
µ µ
ε ε
∆
≤ ≤ ∈
≤ ≤ ∈
≤ ≤ ∈
≤ ∆ ≤ ∆ ∆ ∈




                          (61) 
where ∆max is the maximum value of the CRE bias. 
The above presented optimization problem is classified as mixed integer non-linear programming 
(MINLP) type. Such type of problems is known to be NP-hard and can be solved using heuristic methods. 
For this reason, genetic algorithms have been selected in this work as optimization tool since they belong 
to the category of heuristic search algorithms. Genetic algorithms rise from the natural evolution and are 
considered a useful tool due to their simplicity and their ability to investigate search among several 
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potential solutions [101][102]. The main idea of genetic algorithms lies on imitating the evolution of the 
organisms, such as “competition for survival” of the best and usage of operators that recombine the 
possible solutions. 
 
4.4.2.2 Genetic Algorithm Description 
In order to apply genetic algorithms, a vector s=[p1,…, pR] is defined that is known as the individual or 
chromosome in the genetic algorithms terminology and that is comprised of the potential configurations 
of the network. As such, each individual contains the R parameters or genes (p1,…, pR) that are subject of 
optimization. In this work, the R genes correspond to the number of the ABS Subframes μi, the number of 
the reserved RBs εi, the lower transmit power level PTM,i,low, for each macrocell i =1,...,V and the CRE 
biases Δk of each small cell k=1,...,P. Each parameter pr, r=1,...,R can take a discrete number of possible 
values ranging from pr,min to pr,max in steps of stepr. 
The algorithm is executed iteratively, and in each iteration also referred to as generation and denoted 
as z, a number SPOP of candidate configurations (individuals) known as population is selected. Then, each 
individual is evaluated using a function known as fitness or cost function. In this context, the fitness 
function of individual s is the estimated network capacity C(s) that results from equation (49) according to 
the configuration of the parameters corresponding to the individual s. 
When the algorithm is triggered, it begins with the selection of the SPOP individuals that compose the 
population of the first generation z=1. Each individual is obtained by assigning to each parameter pr a 
random value uniformly selected among the set of possible values from pr,min to pr,max in steps of stepr. 
In each iteration (or generation) z, the procedure presented below is followed, as illustrated in Figure 
48: 
1. The capacity C(sx) is calculated for each individual sx of the population, x=1, ..., SPOP.   
2. The algorithm retains the individual s* with the maximum capacity among the individuals of 
generation z and the individuals of previous generations.  
3. The algorithm proceeds with the creation of a new population of individuals for the next 
generation z+1 by applying the following set of operators to the individuals of generation z: 
 
Selection: The selection of two individuals of the current generation, known as parents, is 
carried out with this operator. Then, the parents are used to create two new individuals, known as 
children for the next generation. The target is to allow the best individuals to survive with higher 
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chances in order to pass their “good” genes to the next generations. For this purpose, the 
individuals in this process are selected according to their cost, so that individuals with higher 
capacity have higher probability to be selected. In this work, the selection process is carried out 
with the so called roulette-wheel selection [103], where an individual sx is selected according to 
the following probability: 
                  
1
( )( )
( )
POP
x
s x S
y
y
CP
C
=
=
∑
ss
s
         (62)  
Recombination: The main idea of this operator is to preserve some of the characteristics 
(genes) of the best individuals of the current generation with purpose to create children for the next 
generation with chances to be “fitter” than the parents. On that respect, the recombination starts 
from the two parents obtained in the selection process and the so-called 1-point cross-over 
methodology is applied in order to obtain two children. The procedure is depicted in Figure 49 
where as it can be seen a cross-point is selected randomly that defines the position from which the 
genes of the two parents will be separated and swapped with each other. 
Mutation: The last operator is responsible for introducing some randomness in the genes of the 
children with target to expand the search space [102]. For each gene, the probability that a 
mutation is applied is given by 1/R. If the gene is selected for mutation, its value is altered by 
randomly selecting a value from the range of values this gene can take. 
The result of the execution of the above presented processes is to have two new individuals for 
the next generation. Then, these processes are repeated SPOP/2 times until obtaining the SPOP 
individuals that will constitute the next generation. 
4. Steps 1 to 3 are repeated for each generation until reaching a maximum number of iterations (zmax), 
when the algorithm is terminated.  
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Figure 48: Flow-chart of the Genetic Algorithm-based Optimization 
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4.4.2.3 Implementation Considerations 
Although the implementation of the proposed solution depends on the capabilities offered by the 
management systems that are available at the network and that can differ between manufacturers and/or 
operators, a brief discussion is carried out about some high level considerations on how this 
implementation could be addressed. 
The proposed solution targets the adjustment of the parameters of each macrocell BS and the 
parameters of the small cells that belong to the coverage area of this macrocell. According to 3GPP 
specifications ([104] and [105]) there are different options for the selection of the network element where 
the algorithm will be executed. A first option is to execute it in the management system. In particular, it 
can run either in the Network Management or in the Element Management levels that configure the 
parameters of the network and the different network elements, respectively [104]. Another option for the 
implementation of the proposed solution would be a decentralized approach in which the algorithm is 
executed at the Network Element level [105], i.e. at the macrocell BS in this case. This solution would 
require that connectivity exists between the small cells and the macrocell BS, e.g. through the X2 
interface, in order to exchange measurements related to the propagation losses between the different 
users/cells. These measurements are required to estimate the capacity of each potential configuration 
analyzed by the genetic algorithm using expressions (49) to (60).   
Another consideration is the computational complexity and the frequency at which the algorithm 
should be executed. Since the parameters that are obtained by the optimization process will impact on the 
scheduling algorithm behavior (i.e. Algorithm 5 and Algorithm 6), then the change of these parameters 
and consequently the algorithm execution should occur on a relatively long-term basis, involving multiple 
scheduling cycles in order to assure a proper operation. On that respect, the algorithm is intended to be 
triggered when significant changes are detected in the environment (e.g. significant variations on the 
average propagation losses seen by the users, etc). As such, the algorithm does not need to be executed 
under very stringent real time constraints, reducing in this way the computational complexity. Another 
factor that is related with the algorithm complexity is the population size SPOP. Therefore, a proper setting 
of this parameter can result in the reduction of the execution time. In any case genetic algorithms offer the 
possibility of parallel processing implementation due to the independent evaluation of each individual, 
which contributes also to reducing the execution time of the algorithm. Finally, it has to be noted that 
simulations performed throughout this work, where parallelism was not exploited, have showed that the 
required time for the algorithm execution did not exceed 4 minutes per experiment, proving that even in 
the serial implementation the algorithm complexity is quite low. 
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4.4.3 Simulation Results 
The proposed optimized solution (OTFP-eICIC) has been evaluated by means of simulations. In this 
section a detailed description of the simulation setting and the numerical results obtained throughout this 
work are presented. The presentation is mainly divided into two parts. In the first part the proposed 
solution is compared against existing schemes, such as the classical ABS [85] and the LP-ABS of [91]-
[93] in order to study the efficiency of the scheme. The second part focuses on the benefits brought by the 
genetic optimization; therefore a comparison is carried out between the genetic based optimized approach 
and the solution of [97], where the configuration of the parameters is fixed. Additionally in the second 
part, the configurations selected by the genetic optimization strategy depending on the network load are 
analyzed and discussed. 
 
4.4.3.1 Simulation Scenario 
For the evaluation of the proposed solution two different simulation scenarios have been considered in 
order to study different macrocell interference conditions. On that respect, the analysis is carried out in 
the first scenario for a macrocell with three cells located in a relatively high distance from the macro BS, 
while in the second scenario one of the small cells has been located quite close to the BS. In the latter 
case, the users of the small cell experience higher levels of interference from the macrocell.  
 
     (a)                 (b) 
Figure 50: Simulation Scenarios (a): Scenario 1, (b): Scenario 2. 
Two Hot Spots are considered in small cells 2 and 3 as shown in Figure 50. Hot Spot 1 (HS 1) consists 
of 20 users, while the number of users of Hot Spot 2 (HS 2) is varied throughout the simulations. In 
addition, 120 users, denoted as non-Hot Spot (non-HS) users are distributed uniformly in the scenario. 
For the calculation of the propagation losses of a user u with the i-th macrocell or the k-th small cell 
equation (46) is used with the same parameters. 
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 The considered configuration space of the parameters to be optimized is as follows: The number of 
ABSs μ can vary between 0 and 10 with step 1, the number of the reserved RBs ε can be between 0 and 
25 with step 1, the lower transmit power PTM,low can get values between -14 and 28 (dBm) with step 2 dB 
and finally the CRE biases Δ for the small cells can take values from 0 to 24 dB in step of 1 dB according 
to the limits specified in [106] and [107]. It has to be noted, that since only one macrocell is studied, the 
index i from the parameter notation is omitted for simplicity reasons. Table XII presents the rest of the 
simulation parameters.  
 TABLE XII: SIMULATION PARAMETERS  
N Number of RBs per subframe 25 
PTM,,high Macrocell Transmit Power (high level) 29 dBm 
PTs,k, Small cell Transmit Power 6 dBm 
TW Window size 10 frames 
PN Noise Power (per RB) -115.5 dBm 
Rb,min Minimum bit rate threshold 50 Kbps 
RBmax Maximum Number of allocated RBs 3 RBs 
SPOP Population Size 40 
zmax Maximum Number of Generations 10000 
GMUD Multiuser Diversity Gain Obtained from [100] 
 
The simulation results presented in this section are the average of 30 experiments, where each 
experiment corresponds to a different spatial user distribution and lasts 1000 frames.  
Finally, the metrics used for the performance evaluation are the average capacity per user and the 
aggregated capacity. It is reminded that the average capacity per user is the capacity Cu that a user u 
experiences in each frame averaged along the whole simulation time, for all the users and for all the 
experiments. It results from the aggregation of the bit rates in all the RBs that have been allocated for 
transmissions to this user according to equation (48) as presented in section 4.2.3.1. The aggregated 
capacity is the total capacity seen by all the users of all the cells, averaged for all the experiments. 
 
4.4.3.2 Comparison with Benchmark Schemes 
In order to study the efficiency of the OTFP-eICIC scheme, comparisons have been carried out with 
existing solutions in terms of average user and aggregated capacity. These solutions are the classical ABS 
scheme [85] as presented in 4.2.3.1 and the LP-ABS scheme [91]-[93] as presented in 4.3.2.2, which 
include the CRE technique and follow the same principles, criteria and limitations for the resource 
allocation as the OTFP-eICIC scheme with the target of a fair comparison.  
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The comparison of the average user capacity as resulted for the proposed OTFP-eICIC solution and 
the two benchmark schemes is presented in Figure 51 and Figure 52 for scenario 1 and scenario 2, 
respectively. The results are given as a function of the HS 2 users variations. Moreover, since the 
reference schemes follow a static parameter configuration the results are presented for μ equal to 2, 3, 4 
and 5, which are the values that provided the highest capacities.  
From the figures it can be clearly seen that the proposed optimized solution outperforms both 
benchmark schemes. As it can be observed for the two reference schemes, the number of ABS subframes 
that gives the highest system capacity depends on the network load. This suggests that a fixed 
configuration is not optimal. On the other hand, the genetic algorithm of the OTFP-eICIC approach finds 
the most appropriate configuration of the involved parameters in each case, which results in the increment 
of the capacity with gains of up to 24% with respect to the classical ABS and up to 12% with respect to 
the LP-ABS for both scenarios. 
 
Figure 51: Comparison between different schemes in terms of Average User Capacity in Scenario 1 
 
Figure 52: Comparison between different schemes in terms of Average User Capacity in Scenario 2 
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Furthermore, the comparison of the aggregated capacity with respect to variations of the number of the 
users in HS2 is presented in Figure 53 and Figure 54 for scenario 1 and scenario 2, respectively. As it can 
be observed, an important improvement is offered by the proposed solution with respect to the two 
reference schemes. For the case of the classical ABS the gain reaches a value of 15%, while the gain with 
respect to LP-ABS reaches a value of 13%. Overall, it can be clearly stated that the OTFP-eICIC 
successfully configures the network parameters with result the maximization of the network capacity. 
 
Figure 53: Comparison between different schemes in terms of Aggregated Capacity in Scenario 1 
 
Figure 54: Comparison between different schemes in terms of Aggregated Capacity in Scenario 2 
 
4.4.3.3 Analysis of the Optimization Impact 
The second part of the analysis focuses on the benefits brought by the optimization process in terms of 
capacity improvement. On that respect, this section presents a comparison of the OTFP-eICIC approach 
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the reserved RBs ε in the reference scheme is adjusted with respect to the number of CRE users according 
to equation (44) with α = RBmax/µ. Moreover in this section, an analysis of the configurations as resulted 
by the optimization process is carried out. 
Let us focus on Scenario 1, where the network deployment consists of the small cells located at high 
distance from the macrocell BS, and therefore the small cell users are less susceptible to the macrocell 
interference. Figure 55 presents the gain (in %) in the average user capacity as resulted from the 
comparison of the optimized proposed solution and the reference scheme. It has to be referred that since 
the reference scheme follows a static configuration the results are given for different values of the ABS 
subframes (μ). In particular, the considered values for μ are 2, 3 and 4, which are the ones that provided 
the highest capacities.  
From the figure it can be observed that the optimization process results in a significant improvement 
of the network capacity with gains reaching the value of 12%. Moreover, it can be noticed that as the 
number of users in the HS2 decreases, the gain increases. Since both solutions target the increment of the 
macrocell capacity, this indicates that the optimization process is able to find a configuration that allows 
the macrocell users to utilize the resources in a more efficient way than in the non-optimized reference 
scheme and this gain is more noticeable in the case where there are less small cell users. As such, it can 
be clearly stated that the optimization process improves significantly the network capacity. 
 
Figure 55: Gain in the average user capacity of the OTFP-eICIC case with respect to the fixed configuration case (TFP-
eICIC) 
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obtained with respect to the TFP-eICIC for μ=4, while when the number of the HS2 users is set to 60, the 
highest gain is obtained for μ=2. This clearly suggests that a fixed configuration is not always optimal for 
all load conditions. 
 
(a) 10 HS2 users                             (b) 60 HS users 
Figure 56: Average User Capacity Gain (%) between OTFP-eICIC and TFP-eICIC in scenario 1 
As it has already been stated, genetic algorithms are applied in order to find the most appropriate 
configuration for each experiment according to the network load conditions, with the aim of maximizing 
the network capacity. On that respect, a discussion is given in the following with respect to the 
configurations resulted from the optimization process, with the intention to analyze the parameter setting 
found by genetic algorithms under different situations. 
Based on the above, Figure 57 presented below depicts the evolution of the optimized parameters with 
respect to the variations of the users in the HS2. Figure 57a presents the results of the μ, ε and PTM,low in 
the same figure for simplicity reasons, while Figure 57b depicts the results for the CRE biases Δ1, Δ2, and 
Δ3 of small cell 1, 2 and 3, respectively. Moreover, Figure 58a depicts the average number of CRE and 
normal users in each small cell, while Figure 58b presents the average number of users in the macrocell. 
 
(a)                                        (b) 
Figure 57:  Evolution of the optimized parameters found by the genetic algorithm (a) μ, ε and PTM,low, (b) Δk 
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(a)                          (b) 
Figure 58: Average number of users in (a) Small cells, (b) Macrocell, as a result of the optimization done by the genetic 
algorithm 
Focusing on the figures given above, it can be observed that as the number of the HS2 users increases, 
the algorithm tends to increase the total number of reserved RBs (e.g. for the case of 10 HS2 users the 
number of reserved RBs is μ∙ε=70, while for the case of 60 HS2 users it increases up to μ∙ε=114). This 
occurs due to the fact that as the users in HS2 increase there will be more CRE users in the small cells 2 
and 3 (see Figure 58), meaning that more reserved resources are necessary in order to protect them from 
the macrocell interference. Furthermore, since the number of normal small cell users is also increased, 
PTM,low is kept in low levels around 13 dBm, so as to reduce the generated interference from the macrocell. 
The configuration of the CRE biases of the small cells (depicted in Figure 57b) is carried out in a way 
so that the macrocell will be offloaded. More specifically, since the number of reserved RBs increases 
with the number of the HS2 users, the small cells have in their disposal more resources that are free of 
interference and therefore they can better absorb more traffic from the macrocell. Thus, as the users in the 
HS2 are increased, the algorithm tends to increase the values of the CRE biases in order to absorb this 
traffic. This CRE increase mainly affects small cell 2, where the hotspot HS2 is located, and to a minor 
extent small cell 3, which also includes a hotspot (HS1) in its proximity. 
Similar results are obtained for Scenario 2 when comparing the optimized scheme against the fixed 
configuration case. Although results are not presented in details for the sake of brevity, the optimized 
scheme achieves gains up to 11% when the number of HS2 users and non-HS users and the different 
parameters of the fixed configuration case are varied with the same ranges as in Scenario 1. 
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5. Conclusions and Future Work 
 
LTE and LTE-A have been a crucial point in the evolution of mobile communication systems. The 
incorporation of innovating ideas and technologies has opened the way towards possibilities that can 
surpass the constraints imposed by technology evolution and satisfy the continuously increasing user 
demands in terms of data rates, coverage and data hungry applications. Resource management and 
interference mitigation, however, are still great challenges that attract the attention of operators and 
researches all over the world. In the framework of LTE, ICIC techniques are adopted with target the 
mitigation of the interference, the capacity increment and the improvement of the overall network 
performance. On the other hand, the notion of HetNets is introduced in the context of LTE-A, comprised 
of cells of different sizes and incorporating different technologies. This diversity requires more 
sophisticated ICIC techniques that take into account the heterogeneity of the network topology. As such, 
in LTE-A ICIC is enhanced and eICIC techniques take a leading role.  
The challenges met by ICIC and eICIC have been addressed in this thesis. Initially ICIC techniques 
have been studied, the related problems have been identified and new schemes for homogeneous network 
deployments have been proposed, bringing significant benefits in the network performance. Furthermore, 
the extension of the concept considering HetNets has also been studied and analyzed. In the second part 
of the thesis, eICIC methods and the associated challenges have been investigated. In addition, the user 
association problem in HetNet deployments has also been addressed. Focusing on the network 
heterogeneity and exploiting the knowledge acquired during the study of the ICIC concept, novel e-ICIC 
schemes have been proposed resulting in significant improvements. The most important conclusions as 
resulted throughout this work, as well as a discussion for the future work are given in this chapter.   
 
5.1 Summary of Results 
In the first part of the thesis, research has been focused on the ICIC concept. After investigating 
different existing techniques, work has targeted on the limitations presented when static channel 
allocations are considered. On that respect, a distributed ICIC scheme known as GS-ICIC that 
dynamically allocates the available channels has been presented. The algorithm is based on the Gibbs 
Sampler as optimization tool that targets the minimization of the network interference and consequently 
the capacity increment. The selection of the Gibbs Sampler is based on the fact that it is a useful tool for 
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the estimation of parameters or random variables that depend on the state of other variables in their 
environment (considered as neighbors), which is the case in a cellular network. The estimation is carried 
out by using the local interactions in order to construct a global model, which is target of minimization. 
Therefore, the optimization framework was formulated by defining the local and global interferences 
(energy functions) to be minimized by the algorithm by finding the proper channel allocation. Simulation 
results have shown the efficiency of the GS-ICIC scheme through comparisons with a classical channel 
allocation scheme in terms of interference reduction and capacity improvement. The algorithm 
convergence has been studied showing that most of the experiments converge successfully to an optimal 
solution. Moreover, the possibility of an online implementation has been discussed through the analysis 
of the required number of algorithm executions. Results have shown that the algorithm results in the 
gradual reduction of the interference, therefore having a positive impact in the network performance 
throughout its execution, making it feasible to be executed online.  
Further analysis has been carried out with purpose to study the impact they have on the algorithm 
performance variations of different algorithm related parameters. As a first step, the possible channel 
configurations have been varied by applying different restrictions, e.g. assigning only one channel in the 
inner part of the macrocell. Results have shown that the approach where the inner and the outer parts of 
the macrocell were restricted form being assigned the same channel, presented the best performance in 
terms of capacity increment. In addition, different values of the temperature parameter, which is a 
parameter that impacts on the algorithm convergence, have been tested in order to find the most proper 
setting. Results have shown that too small values may result in configurations that are not optimal, while 
values too high require higher simulation time and convergence is not always assured. As such, it has 
been observed that the temperature parameter must be chosen carefully depending on the network 
complexity and the requirements of each problem in order to compensate the trade-off between time of 
convergence and accuracy of the solutions given by the algorithm. Finally, the impact of the number of 
users on the algorithm performance has been studied. Simulation results have shown that the algorithm 
achieves quite similar performances independently from the number of the users, although it has to be 
referred that when this number is small it performs slightly better. 
The performance of GS-ICIC has been additionally analyzed through different formulations of the 
local and global energy functions in order to study the impact in the interference mitigation and the 
capacity improvement. The first approach, known as UIGS-ICIC, was based on the fact that apart from 
the experienced interference, the user capacity depends also on the number of the users that share the 
same bandwidth, i.e. the number of users that are served by the same cell. As such, both the interference 
and the number of the users have been considered in the energy function. The second approach (USGS-
ICIC) targeted the joint minimization of the interference and the maximization of the capacity. For this 
reason, the SINR has been included in the formulation. Finally, the third approach, known as NUSGS-
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ICIC was based on empirical observations and consists on the inclusion of the SINR and a constant 
parameter. Simulation results have shown that all the approaches outperform a reference scheme in terms 
of average user and average edge user capacity. Compared to the GS-ICIC scheme however, the UIGS-
ICIC and the USGS-ICIC did not present better performances. On the other hand, the NUSGS-ICIC 
present similar results with respect to the average user capacity, while for the average edge user capacity 
results have shown that for large inner cell ranges it performs better, but worse when small inner cell 
ranges are considered. As such, depending on the operators’ requirements, either the GS-ICIC or the 
NUSGS-ICIC can be selected. 
The next part of the ICIC investigation has been focused on the consideration of heterogeneous 
deployments. On that respect, the GS-ICIC scheme has been extended to the HGS-ICIC in order to 
include small cells in the macrocell deployment. The energy function has been formulated accordingly so 
as to include the interference of both macrocells and small cells. Moreover, the performance of the 
algorithm has been analyzed with respect to different scenarios, starting from simpler and moving 
towards more complicated topologies. Through simulations and comparisons with reference schemes it 
has been proved that the algorithm successfully configures the available channels and results in the 
interference mitigation and the capacity improvement.  
Finally, in the last part of the study of the ICIC a possible implementation of the HGS-ICIC scheme 
has been presented, under the name REM-based frequency optimization (RFO). The implementation is 
based on the utilization of a database known as REM that holds information about the radio environment, 
such as active users’ locations and propagation characteristics, in a dynamic manner. The information can 
be classified into two types, local and global depending on whether they are related to the local 
environment or they can impact on a higher number of nodes. RFO exploits local information, such as 
transmit power levels and propagation losses between the users and the cells of the network in order to 
estimate the received and generated interference and perform the channel allocation accordingly. 
Performance evaluation has focused on the impact the REM information error has on the algorithm 
performance in terms of interference reduction and capacity improvement with respect to a traditional 
channel allocation scheme. Results have shown that the gain is decreased as the error in the information 
increases, although the overall performance of the algorithm presents significant improvements with 
respect to the reference scheme.  
 The second part of the thesis has been devoted on the study of eICIC related challenges for HetNets. 
These challenges include the user-to-cell association and the interference management in networks 
comprised of macrocells and small cells. The work has been initially focused on the interference 
management. One of the most prominent solutions used in LTE-A is the ABS scheme that is based on the 
partition of the available subframes into Normal and ABS and that devotes the ABS subframes 
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exclusively for small cell transmissions with result however the resource underutilization for the 
macrocells and consequently the capacity degradation. On that respect, a novel solution, known as Time-
Frequency/Time-Power eICIC, for the management of the ABS subframes has been presented that is 
based on two mechanisms that exploit the time-frequency or the time-power domains depending on the 
deployment of the small cells in the network. The key concept of these mechanisms is based on the fact 
that the macrocells can perform simultaneous transmissions with the small cells in the ABS subframes 
under special constraints. In particular, these conditions include the allowed RBs in the frequency domain 
that can be reconfigured and the maximum allowed transmit power. The efficiency of the solution has 
been studied through simulations and comparisons with the classical ABS scheme in terms of average 
user capacity. It has been shown that both mechanisms increase significantly the user capacity, with the 
Time-Frequency mechanism however presenting higher gains.  
The Time-Frequency/Time-Power eICIC scheme has been further improved in order to overcome the 
constraints presented in the flexibility of the scheme due to the dependence on the small cells position in 
the network topology and the presence of interference when the time-power mechanism is applied. As 
such, the Time-Frequency-Power eICIC (TFP-eICIC) has been proposed, employing a smart mechanism 
that exploits jointly the time, frequency and power domains with purpose to further improve the resource 
utilization and to balance in a more effective way the trade-off between the macrocell capacity 
degradation and the small cell interference reduction. The proposed scheme preserves the time splitting 
employed by the ABS scheme, while an additional splitting is introduced with respect to the frequency 
domain during the ABS subframes and at the same time two transmit power levels are provided for the 
macrocell transmissions. In this way, the most vulnerable users of the small cells (i.e. users located in the 
cell edges) are protected, while additional resources are disposed for macrocell transmissions. The 
efficiency of the scheme has been evaluated through simulations and comparisons with different 
benchmark schemes. These include the classical ABS, the LP-ABS that exploits the power domain and 
the Time-Frequency/Time-Power eICIC. It has been shown that the proposed scheme outperforms all the 
benchmark schemes in terms of average user capacity, proving that a better resource utilization is 
achieved. 
Finally, the last part of the eICIC investigation has been focused on the optimization of the TFP-eICIC 
with purpose to include the user-to-cell association, to enhance the performance of the scheme and 
achieve additional benefits in the network performance. On that respect, the OTFP-eICIC scheme has 
been presented that involves the proper setting of the partitions in the three domains, including the user-
to-cell association parameters, based on genetic algorithms. In particular, the parameters optimized by the 
algorithm are the number of ABS Subframes, the number of reserved RBs, the lower transmit power level 
and the CRE bias of each small cell. The optimization process makes use of a cost function that is based 
on the capacity estimation depending on the configuration under test. As such, genetic algorithms are able 
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to search among several solutions and converge to an optimal configuration. The evaluation of the scheme 
has been carried out through simulations and comparisons with several reference schemes. In particular, 
the classical ABS and the LP-ABS have been used as benchmarks for the comparisons in terms of 
average and aggregated user capacity, while a further comparison has been carried out with the TFP-
eICIC in order to study the benefits brought by the optimization process. In addition, an analysis of the 
resulted configurations has been performed and the implementation considerations have been discussed. 
Results have shown that the OTFP-eICIC scheme outperforms all the reference schemes, improving 
significantly the user capacity. As such, it can be stated clearly that the proposed solution utilizes the 
available resources in a more efficient way. Moreover, it has been demonstrated that the proper setting of 
the related parameters carrier out by the OTFP-eICIC can adapt to traffic load changes, while this is not 
always the case when a static configuration is considered.  
 
5.2 Future Work 
This section includes suggestions for future research directions based on the work presented in this 
PhD thesis. The possible directions can be divided into three groups related to further evaluations that can 
be carried out, different implementations of the proposed solutions and additional technologies that can be 
employed. A brief guideline is given in the following.  
• Additional Evaluation in other scenarios 
The ICIC and eICIC solutions presented in this work are based on simulations where user 
mobility and handover are not included. As such, future work can include evaluations of the 
proposed schemes through simulations of real life scenarios where the environment will be 
changed in certain instances. Moreover, the OTFP-eICIC scenario can be additionally compared 
against further solutions that have been presented in the literature and that have been optimized to 
reconfigure the network parameters.  
Since mobile communications evolution is moving towards 5G, the networks tend to become 
denser. On that respect, further evaluations of the proposed solutions can be carried out under 
scenarios that include a high number of small cells in a specific location (e.g. concerts, stadiums 
etc.), known as ultra-dense networks. In such cases new challenges arise especially related to the 
interference management. As such, it would be very interesting to study the performance of the 
proposed solutions in such type of networks. 
 
 
109 
 
• Implementation Considerations 
In this work it has been given in detail a possible implementation of the GS-ICIC scheme 
based on the concept of REMs. In the same way, the TFP-eICIC and OTFP-eICIC solutions 
can be benefit from the information hold in the REMs with respect to radio environment 
parameters and the conditions that experience the users and the cells of the network. For 
instance, the algorithm can obtain information about the users that are more susceptible to 
interference, i.e. the CRE users and perform the calculations based on this information. 
Nevertheless, specific issues should be devised carefully, such as the rate with which 
information will be obtained, the element that will execute the algorithms and the reliability of 
the information hold by the REM databases.  
Moreover, the implementation of the OTFP-eICIC solution presented in this work has been 
carried out based on a serial execution. As it has been discussed in 4.4.2.3, a parallel 
implementation could reduce significantly the algorithm complexity and the execution time. 
As such, additional benefits could be achieved if the algorithm would be implemented for 
example in an FPGA evaluating in parallel each candidate configuration. 
• Other Technologies 
Another option for extending the work of this thesis would be to consider other features 
included in the context of LTE and LTE-A. A good example would be the incorporation of 
Carrier Aggregation (CA) in the implementation of the proposed solutions in order to increase 
the spectral efficiency and the user data rates, with special focus on the throughputs of the 
users located in the cell edges. On that respect, the proposed strategies can be modified 
accordingly so as to assign the proper component carriers to the network users. 
Finally, one of the most important aspects would be the extension of this work in order to 
be compliant with the 5G requirements. As such, additionally study could be carried out with 
respect to the supported bandwidths and the related challenges resulting from the increment of 
the users and the technologies that are involved, in order to modify accordingly the proposed 
schemes. For example, it is envisaged that 5G networks will employ Cloud-Radio Access 
Networks (C-RAN), Network Function Virtualization (NFV) and Software Defined 
Networking (SDN). C-RAN refers to cloud-based architectures where certain functions can be 
executed in the cloud. NFV is related to the software implementation of network functions, 
such as traffic load management, in general purpose computing and storage resources. SDN 
separates the control plane and the data plane and therefore the control functions can be 
implemented on a software controller, known as the SDN controller that serves as the 
 
110 
 
programmatic interface to the network. It has to be noted that both NFV and SDN can exploit 
C-RAN for an efficient implementation. C-RAN, NFV and SDN endow the network with 
scalability and flexibility since the functions can be reconfigured according the current 
requirements. As such, the implementation of the proposed solutions can be carried out based 
on these architectures with target an easier and more efficient management of interference and 
load balance. 
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