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ABSTRACT
This dissertation consists of three projects focused on low-rank modeling to deal with matrix
completion problems and genomic prediction by adjusting spatial effects. One big challenge in
matrix completion is that the real data arising are high-dimensional, low-rank and have many
missing entries. In the first project (Chapter 2), we propose a column-space-decomposition model
with the utilization of some additional covariate information. This helps us both in improving the
prediction of ratings and understanding how the covariates affect the missingness and ratings. The
proposed estimation method is shown to provide efficient estimators and achieve computational
efficiency. In the second project (Chapter 3), we are motivated by a general low-rank missing
mechanism rather than the specific missing-at-random mechanism assumed in the first project. We
consider an additive model with mean effect to estimate the linear predictors which are further used
to estimate the probabilities of observations. To get the prediction of ratings under non-uniform
missingness, we adopt a weighted objective function and apply constraints to the estimator of
probabilities to avoid issues with extreme values. Both the asymptotic convergence rates and
numerical efficiencies of the proposed estimators of probabilities and ratings are studied.
In the third project (Chapter 4), we address challenges that arise when phenotypes measured
on plants grown in fields are spatially correlated. We focus on a Gaussian random field (GRF)
model with an additive covariance matrix structure that incorporates the genotype effects, spatial
effects and subpopulation effects to predict phenotypes from a huge number of marker genotypes,
accounting for the spatial dependence among measurements. Two datasets are studied by using
the GRF model to show the benefits of spatial effects adjustments. Further, we apply the proposed
GRF method to help choose the best plants in terms of a specific phenotype.
1CHAPTER 1. GENERAL INTRODUCTION
1.1 Background and Motivation
In recent years, the problem of recovering a low-rank data matrix from relatively few observed
entries has drawn a significant amount of attention. These problems arise from a variety of ap-
plications including collaborative filtering, computer visions and positioning and have been widely
studied in matrix completion or recommender systems. Usually, the real data arising in these ap-
plications are high dimensional, low-rank and have many missing entries. One famous example is
the Netflix prize problem(Feuerverger et al., 2012). For this problem, people believe that there are
few hidden factors governing the ratings which implies the popular low-rank assumption(Cande`s
and Recht, 2009; Recht, 2011; Cande`s and Plan, 2010; Koltchinskii et al., 2011; Rohde and Tsy-
bakov, 2011). Because the ratings reflect the reviewers’ preferences to specific movies, these may
also affect the missing mechanism, i.e, the probabilities that the reviewers rate different movies.
In this dissertation (mostly Chapter 2 and Chapter 3), we develop several low-rank modelings on
both rating and missingness under different scenarios motivated by real applications’ data. The
studies of both theoretical properties and numerical performances are presented in each Chapter
separately.
In plant breeding, predicting phenotypes of lines plays an important role. The plants growing
near each other may share a common micro-environment that differs from the micro-environment
experienced by plants in other parts of the field. This micro-environmental variation can induce
phenotypic similarity among neighboring plants. When such spatial effects exist but are unac-
counted for in the analysis, decisions about which plant genotypes are expected to perform best
with regard to one or more phenotypic traits can be adversely affected. In this dissertation (mostly
Chapter 4), we focus on a Gaussian random field (GRF) model by incorporating the spatial in-
2formation into the covariance structure. We further apply it to two real datasets and adjust the
spatial effects to choose top plants as the candidates.
1.2 Dissertation Organization
This dissertation is composed of a general introduction, three main chapters with three dif-
ferent projects, general conclusions and some discussions for the future works at the end and one
supplementary materials for Chapter 2 delegated to the appendix.
The first project (Chapter 2) is motivated by some real applications. In the study of recom-
mender systems, many applications come with covariate information in the form of additional row
and/or column information. For instance, the MovieLens 100K data set1 has both viewer demo-
graphics (age, gender, occupation, and zip code) and movie features (release date and genre). We
utilize the covariate information in both modeling of the observation probability and the completion
of the target matrix. Our strategy is to consider a column-space-decomposition model. Specifi-
cally, our computation requires only one single singular value decomposition (SVD) and it leads to
significant computation reduction in tuning parameter selection. We provide a general asymptotic
upper bound for the mean squared error (MSE) achieved by the completed matrices under a gen-
eral missing mechanism and show the benefits of including the covariate information theoretically.
Additionally, the proposed matrix completion is shown to attain the minimax optimal rate (up
to a logarithmic factor). In the empirical study section, we apply our method successfully to the
MovieLens dataset.
The second project (Chapter 3) is motivated by the fact that missingness mechanism is an
important component in matrix completion. In additional to the low-rank assumption for the ob-
served matrix, we hypothesize that the probabilities of observation also depend on a few hidden
factors. We assume Bernoulli distribution and the probabilities are transformed from a low-rank
linear predictor through common inverse link functions like probit and logit. In this project, we
study a more general and robust low-rank missing mechanism without any additional covariate
1https://grouplens.org/datasets/movielens
3information. We adopt a binary low-rank likelihood estimation algorithm to recover the low-rank
missing pattern with an additional consideration of the mean effect. Given the estimated probabil-
ities of observation, we propose a weighted objective function with nuclear norm penalty to recover
the rating matrix. To overcome the extreme small probabilities issue which may exist in those
inverse propensity weighting problems, we apply some constraints to our probability estimator.
We derive several general asymptotic upper bounds for the MSE for both estimated probabilities
of observation and rating matrix separately and show the benefits of weighted objective function
theoretically as compared with uniform matrix completion. In terms of the constrained estima-
tor of probabilities, we discuss a similarly variance-bias trade off for the probabilities estimator
and recovery of rating matrix. In the empirical study section, we produce excellent results to the
Yahoo Webscope dataset.
The third project (Chapter 4) is motivated by two real datasets. One is a maize dataset involving
a nested association mapping (NAM) panel consisting of 4660 recombinant inbred lines (RILs)
derived from crosses between a reference inbred line B73 and 25 other founder inbreds. The second
dataset is a wheat dataset which consists of genotype and phenotype data on 384 advanced lines
from two different breeding programs. The data are provided in Lado et al. (2013). Recently, several
powerful statistical methods for genome-wide association studies (GWAS) (Pritchard et al., 2000;
Price et al., 2006; Yu et al., 2006; Zhang et al., 2010) have been developed by incorporating high-
dimensional single-nucleotide polymorphism (SNP) genotyping for genomic prediction. However,
in these GWAS statistical methods, phenotypes measured on plants grown in fields can be spatially
correlated. The goal of this Chapter is to predict the genetic values of each maize RIL or each wheat
line from a huge number of SNP marker genotypes, while accounting for the genetic and spatial
dependence among phenotypic measurements. We focus on a Gaussian random field (GRF) model
with an additive covariance matrix structure that incorporates genotype effects, spatial effects
and subpopulation effects. For genotype effects, we adopt a Gaussian kernel to capture general
relationships between genotypes and phenotypes. We compare our spatially adjusted genomic
predictions with genomic predictions generated by existing methods. Practically, we rank the
4plants based on the predictions and choose top plant genotypes as the candidates. It could help
increase tons of yields per year.
5CHAPTER 2. MATRIX COMPLETION WITH COVARIATE
INFORMATION
The materials contained in this chapter are modified from the paper ”Matrix Completion with
Covariate Information” accepted by the Journal of the American Statistical Association (T&M).
Abstract
This chapter investigates the problem of matrix completion from corrupted data, when addi-
tional covariates are available. Despite being seldomly considered in the matrix completion litera-
ture, these covariates often provide valuable information for completing the unobserved entries of
the high-dimensional target matrix A?. Given a covariate matrix X with its rows representing the
row covariates of A?, we consider a column-space-decomposition model A? = Xβ? + B? where
β? is a coefficient matrix and B? is a low-rank matrix orthogonal to X in terms of column space.
This model facilitates a clear separation between the interpretable covariate effects (Xβ?) and
the flexible hidden factor effects (B?). Besides, our work allows the probabilities of observation
to depend on the covariate matrix, and hence a missing-at-random mechanism is permitted. We
propose a novel penalized estimator for A? by utilizing both Frobenius-norm and nuclear-norm reg-
ularizations with an efficient and scalable algorithm. Asymptotic convergence rates of the proposed
estimators are studied. The empirical performance of the proposed methodology is illustrated via
both numerical experiments and a real data application.
Keywords: High-dimensional statistics; Low-rank estimation; Missing data; Nuclear-norm regular-
ization.
2.1 Introduction
In recent years the problem of recovering a low-rank data matrix from relatively few observed
entries has drawn significant amount of attention. This problem arises from a variety of applications
6including collaborative filtering, computer visions and positioning. In these applications, the low-
rank assumption is often used to reflect the belief that rows (or columns) are generated from a
relatively few number of hidden factors. For instance, in the Netflix prize problem (Feuerverger
et al., 2012), viewers’ ratings are assumed to be adequately modeled by a few hidden profiles.
In the noiseless setting, earlier works (Cande`s and Recht, 2009; Recht, 2011) have established
strong theoretical guarantees on perfect matrix recovery. A typical form of this remarkable result
is stated as follows. An n1-by-n2 matrix A? of rank rA? , fulfilling certain incoherence conditions,
can be recovered exactly with high probability from c(n1 + n2)rA? log2(n1 + n2) observed entries
sampled uniformly at random via a convex and tractable constrained nuclear norm minimization
for a positive constant c. As for the noisy setting where observed entries are corrupted by noise,
extensive works on matrix completion (Cande`s and Plan, 2010; Koltchinskii et al., 2011; Rohde and
Tsybakov, 2011) can be found under various forms of noise assumptions.
Some applications come with covariate information in the form of additional row and/or column
information. For instance, the MovieLens 100K data set (Harper and Konstan, 2016) has both
viewer demographics (age, gender, occupation and zip code) and movie features (release date and
genre). These row and column covariates play similar roles as covariates in regression analysis
and therefore can potentially lead to significant improvements in matrix recovery. Recent works
(Abernethy et al., 2009; Natarajan and Dhillon, 2014) have shown such promises. In the noiseless
setting, theoretical guarantees of perfect matrix recovery with covariates are available (Xu et al.,
2013; Chiang et al., 2015). Yet, there have been limited attempts with theoretical results at the
more realistic setting where observed entries are corrupted by noise. One notable study is the
work by Zhu et al. (2016), which study a partial latent model for personalized prediction and its
likelihood estimation.
Moreover, the probabilities of observation may vary with respect to the row and/or column
attributes. As suggested by our real data analysis of the MovieLens data (Section 4.4), the sampling
mechanism of the ratings varies across different viewer groups. The earlier literature of matrix
completion (Cande`s and Recht, 2009; Abernethy et al., 2009; Keshavan et al., 2009b; Recht, 2011;
7Rohde and Tsybakov, 2011; Koltchinskii et al., 2011) focused on uniform sampling mechanism,
where each entry has the same marginal probability of being sampled. There are recent studies
(Srebro and Salakhutdinov, 2010; Negahban and Wainwright, 2012; Klopp, 2014; Cai and Zhou,
2016; Cai et al., 2016; Bi et al., 2016) devoted to relaxing such restrictive assumption to the
nonuniform case, where probabilities of observation are allowed to be different across rows and
columns to some extent. However, the covariates are not taken into account in the modeling of
the probabilities of observation. Driven by the aforementioned empirical observation, we model
probabilities of observation with a missing-at-random (MAR) mechanism, where the probability of
observation is independent of the matrix entry when conditional on the covariates.
In this chapter we utilize the covariate information in both modelings of the observation prob-
ability and the completion of the target matrix. We focus on the use of only row (or equivalently
column) covariates and leave the joint usage of both row and column covariates as a future work.
More specifically, we consider a column-space-decomposition model of a target matrixA? ∈ Rn1×n2 :
A? = Xβ? +B?,
where X ∈ Rn1×m is a covariate matrix with its rows representing the row covariates of A?,
β? ∈ Rm×n2 is a coefficient matrix, and B? ∈ Rn1×n2 is a low-rank matrix. To ensure identification,
the column spaces of X and B? are orthogonal. The above model shares some similarities with a
recent work by Zhu et al. (2016), but differs in the aspect that they did not impose the orthogonality
condition.
The purpose of considering covariate information is to improve the accuracy of the completion
of A? and B?. It is achieved by estimating β? and B? via minimizing a regularized empirical
risk which allows separation with respect to β and B. This means that the proposed estimators
βˆ and B̂ can be computed separately by two separate minimizations, which is scalable and non-
iterative. Specifically, unlike many matrix completion algorithms that involve multiple singular
value decompositions (SVD), our computation requires only one single SVD. This SVD can be
re-used in computations of the proposed estimators with respect to different tuning parameters,
which leads to significant computation reduction in tuning parameter selection. In addition, our
8algorithm can be coupled with the fast randomized singular value thresholding (FRSVT) procedure
(Oh et al., 2015) for efficient computation in large matrix completion problems.
As for theoretical properties, we first provide a general asymptotic upper bounds for the mean
squared error (MSE) achieved by the completed matrices under a general missing mechanism,
followed by specific results for uniform missing and MAR satisfying the logistic regression. To
demonstrate the benefits of including the covariate information, we show a faster convergence of
the covariate part Xβ̂ than the low-rank part B̂. In addition, we provide a non-asymptotic upper
bound for the mean squared error (MSE) of the completed matrix B̂ and show it is no larger
than the one by Koltchinskii et al. (2011) under the uniform missingness. Besides, the proposed
matrix completion is shown to attain the minimax optimal rate (up to a logarithmic factor) in the
estimation of both the entire matrix and its lower rank part B under the uniform missingness.
Additional results for non-uniform missingness are also provided.
The rest of the chapter is organized as follows. The proposed model is constructed in Section
3.2. The associated estimation, computation and tuning parameter selection are all developed
in Section 2.3 while the asymptotic convergence rates are given in Section 2.4. In Section 2.5,
we discuss the benefit of the covariate information with a set of theoretical results. Numerical
performances of the proposed method are illustrated in a simulation study in Section 4.5 and an
application to a MovieLens dataset in Section 4.4. Concluding remarks are given in Section 3.7,
while all technical details are delegated to a supplementary material.
2.2 Proposed Model
Let A? = (A0,ij) ∈ Rn1×n2 be an unknown high dimensional matrix of interest, and Y = (Yij)
be a contaminated version of A? where only a portion of {Yij} is observed. For the (i, j)-th entry,
consider the sampling indicator ωij = 1 if Yij is observed, and 0 otherwise. The contamination
follows the model:
Yij = A0,ij + ij , for i = 1, . . . , n1; j = 1, . . . , n2, (2.1)
9where {ij} are independently distributed random errors with zero mean and finite variance. We
assume that {ij} are independent of {ωij}.
In additional to the incomplete matrix Y , we have an accompanying covariate matrix X =
(x1, . . . ,xn1)ᵀ ∈ Rn1×m, where xi ∈ Rm×1 for i = 1, . . . , n1. Each row of X, namely xᵀi , records
m covariates associated with the corresponding row of A?. We assume that A? is nonrandom
given the covariates X. For notational simplicity, X is assumed to be nonrandom. Compared with
common settings of matrix completions, our setting has an additional covariate matrix X, which
is treated as an additional piece of information for the recovery of A?.
Regarding the sampling (or missingness) mechanism, we adopt the Bernoulli model ωij ∼
Bernoulli(θij(xi)) where the observation probabilities may depend on the covariate. For notational
simplification, we denote θij = θij(xi) in the rest of the chapter. The detailed assumptions of {ij}
and {θij} are specified in Conditions C1 and C4 in Section 2.4.
Prior to the discussion of our model, we briefly present two existing models of A?. The first one
is a low-rank model of A? which assumes each row (or column) of A? is a linear combination of a
small number of hidden factors. This assumption stems from the classical factor model. The second
one assumes A? is modeled as Xβ? with a coefficient matrix β? ∈ Rm×n2 , where the problem of
recovering A? can be treated as a classical multivariate regression (Mardia et al., 1980; Freedman,
2009) (with missingness). This linear modeling affords easy interpretation of the covariate effect.
Our model is a combination of these two models, aiming to incorporate the covariate effect as
well as to allow the hidden factor effect for accurate estimation of A?. To allow separation of these
two effects, we project A? to the column space of X and its orthogonal complement such that
A? = PXA? + P⊥XA?, where PX = X(XᵀX)−1Xᵀ and P⊥X = I − PX .
By assuming thatB? = P⊥XA? is of low rank, and PXA? is linear inX such that PXA? = Xβ?,
we have a specification of A? in (3.1):
A? = Xβ? +B?, (2.2)
The low-rank assumption of B? implies that B? = U0V ᵀ0 where U0 ∈ Rn1×rB? , V0 ∈ Rn2×rB? and
rB? is the rank of B? with rB?  min{n1, n2}.
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Let U˜0 = (X,U0) and V˜0 = (βᵀ? ,V0), then A? = U˜0V˜ ᵀ0 . When compared with the typical
matrix completion, model (2.2) has part of the column space of A? being known due to X. The
coefficient matrix β? signifies the strengths of the m covariate effects with respect to the n2 columns
ofA? and permits more interpretability in addition to the completion ofA?. The goal of this chapter
is to recover the matrix A? = Xβ? +B?, together with the coefficient matrix β? and the low-rank
matrix B?, in the presence of observation noise.
Our model shares some similarities with a recent work by Zhu et al. (2016), which allows the
joint usage of row and column covariates. When only row covariates are used, the authors studied
a model similar to (2.2) under the restriction that β? = (α, . . . ,α), where α ∈ Rm.
2.3 Estimation
2.3.1 Estimation of β? and B?
We develop the estimators of β? and B? based on the framework of regularized empirical risk
minimization. Define C(X) be the column space of a matrix X, N (X) = {B ∈ Rn1×n2 : C(B) ⊥
C(X)}, W = (ωij) and Θ∗ = (θ−1ij ). For any β ∈ Rm×n2 and B ∈ N (X), we consider a population
risk function
R (β,B) = 1
n1n2
E
(
‖Xβ +B −W ◦Θ∗ ◦ Y ‖2F
)
,
where ◦ is the Hadamard product and ‖ · ‖F stands for the Frobenius norm. Our interest of this
risk function originates from the following result established in Section 2.9.1 of the supplementary
material.
Proposition 2.1. Suppose that XᵀX is invertible. Under Conditions C1(a) and C4 stated in
Section 2.4, (β?,B?) uniquely minimizes the risk function R(β,B).
One nice feature of R is that β and B can be separated orthogonally. To appreciate this,
we observe that the inner product 〈Xβ − PX(W ◦Θ∗ ◦ Y ),B − P⊥X(W ◦Θ∗ ◦ Y )〉 = 0 for any
B ∈ N (X). Consequently,
R (β,B) = 1
n1n2
[
E
{
‖Xβ − PX (W ◦Θ∗ ◦ Y )‖2F
}
+ E
{∥∥∥B − P⊥X (W ◦Θ∗ ◦ Y )∥∥∥2
F
}]
.
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This decomposition will facilitate the fast computation of the proposed estimators and simplify
their theoretical analyses.
If {θij} were known, a natural unbiased estimator of R would be
R̂ (β,B) = 1
n1n2
{
‖Xβ − PX (W ◦Θ∗ ◦ Y )‖2F +
∥∥∥B − P⊥X (W ◦Θ∗ ◦ Y )∥∥∥2
F
}
. (2.3)
As {θij} are often unknown, we modify R̂ by plugging in consistent estimators {θ̂ij} of {θij}. We
note that our proposed matrix recovery method can accommodate a variety of models of {θij}.
To achieve various theoretical guarantees, {θ̂ij} are only required to fulfill a mild condition (C5 in
Section 2.4) under the chosen model of {θij}. In the following, instead of R̂, we consider
R̂∗ (β,B) = 1
n1n2
{∥∥∥Xβ − PX (W ◦ Θ̂∗ ◦ Y )∥∥∥2
F
+
∥∥∥B − P⊥X (W ◦ Θ̂∗ ◦ Y )∥∥∥2
F
}
, (2.4)
where Θ̂∗ = (θ̂−1ij ) ∈ Rn1×n2 contains reciprocals of the estimated observed rates {θ̂ij}.
Since β and B are high dimensional parameters, a direct minimization of R̂∗ would often result
in over-fitting. To avoid such an issue, we incorporate penalty terms as regularizations. Specifically,
the estimators (βˆ, B̂) is defined as the minimizer of
f (β,B;λ1, λ2, α) = R̂∗ (β,B) + λ1 ‖β‖2F + λ2
(
α ‖B‖∗ + (1− α) ‖B‖2F
)
(2.5)
with respect to β ∈ Rm×n2 and B ∈ N (X), where ‖ · ‖∗ is the nuclear norm and, λ1, λ2 > 0
along with 0 ≤ α ≤ 1 are regularization parameters. The two Frobenius norm terms, λ1‖β‖2F and
λ2(1 − α)‖B‖2F , are equivalent to the computationally efficient `2-shrinkage of vec(β) as well as
vec(B), while the nuclear norm term, λ2α‖B‖∗, corresponds to the sparsity-promoting `1-shrinkage
of the singular values of B. The combination of these regularizations allows efficient computation
and encourages the low-rank solution. Here the parameter α strikes a balance between the `1 and
`2-shrinkage of B. In our theoretical analysis, either α = 1 or α→ 1 would lead to the convergence
of the proposed estimators. However, it is known that an appropriate amount of `2-regularization
often improves finite sample performance (Zou and Hastie, 2005; Sun and Zhang, 2012). Hence,
instead of fixing α = 1, we select α, together with λ1 and λ2, by the 5-fold cross-validation (Friedman
et al., 2013).
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Due to the orthogonal separation of β and B in (3.8), the minimization of (2.5) is equivalent
to the following two separate minimizations:
βˆ = arg min
β∈Rm×n2
{ 1
n1n2
∥∥∥Xβ − PX (W ◦ Θ̂∗ ◦ Y )∥∥∥2
F
+ λ1 ‖β‖2F
}
and (2.6)
B̂ = arg min
B∈N (X)
{ 1
n1n2
∥∥∥B − P⊥X (W ◦ Θ̂∗ ◦ Y )∥∥∥2
F
+ λ2
(
α ‖B‖∗ + (1− α) ‖B‖2F
)}
. (2.7)
2.3.2 Closed-form Expressions and Fast Computation
We discuss how to compute βˆ and B̂ given in (2.6) and (2.7). As (2.6) is essentially a ridge
regression problem, straightforward algebra gives
βˆ =
(
XᵀX + λ′1Im×m
)−1
Xᵀ
(
W ◦ Θ̂∗ ◦ Y
)
, (2.8)
where λ′1 = n1n2λ1 and Im×m denotes the m-by-m identity matrix. We observe that the matrix
inversion in (2.8) is performed to a m-by-m matrix, which does not scale with n1 and n2. So it
can be computed quite efficiently despite the high dimensionality of A. As for the solution B̂ in
(2.7), the minimization over B ∈ N (X) is not straightforward. The following proposition, whose
proof is given in Section 2.9.1 of the supplementary material, shows that the minimization problem
(2.7) can be carried out by extending the domain from N (X) to Rn1×n2 . This domain enlargement
reduces the complexity of the minimization.
Proposition 2.2. Suppose that XᵀX is invertible, the minimization problem (2.7) is equivalent
to
arg min
B∈Rn1×n2
{ 1
n1n2
∥∥∥B − P⊥X (W ◦ Θ̂∗ ◦ Y )∥∥∥2
F
+ λ2
(
α ‖B‖∗ + (1− α) ‖B‖2F
)}
. (2.9)
An advantage of (2.9), over (2.7), is the availability of a closed-form solution based on existing
results on singular value shrinkage (Mazumder et al., 2010) described as follows. To express the so-
lution, let UΣV ᵀ be the singular value decomposition (SVD) of a matrix D where Σ = diag({σi}).
Define the corresponding singular value soft-thresholding (SVT) operator Tc by
Tc (D) = Udiag({(σi − c)+})V ᵀ for any c ≥ 0, (2.10)
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where x+ = max(x, 0). As suggested by its name, this operator soft-thresholds the singular values
of the input matrixD at a specified threshold c. It can be shown that the solution of (2.9) possesses
the following closed-form expression:
B̂ = 11 + 2 (1− α)λ′2
{
Tαλ′2
(
P⊥X
(
W ◦ Θ̂∗ ◦ Y
))}
, (2.11)
where λ′2 = n1n2λ2/2. The proof of this result follows from the proof of Theorem 1 in Mazumder
et al. (2010), which utilizes simple sub-gradient arguments after re-parameterizing the variable B of
(2.9) in terms of its singular values and singular vectors. The explicit solution (2.11) indicates that
both the singular value soft-thresholding procedure (Tαλ′2) and a scaling procedure (1/{1 + 2(1 −
α)λ′2}) are involved in B̂. Observe that these two procedures arise separately from the nuclear
norm regularization and the Frobenius norm regularization. When α = 1 (only nuclear norm
regularization), (2.11) involves no scaling. As for α = 0 (only Frobenius norm regularization), no
soft-thresholding is administrated.
Among existing matrix completion algorithms, a set of them (Troyanskaya et al., 2001; Mazumder
et al., 2010; Ma et al., 2011) require iterative applications of SVD to n1-by-n2 matrices. In contrast,
the computation of B̂ in (2.11) requires only a single SVD of the matrix P⊥X(W ◦ Θ̂∗ ◦ Y ) due to
the application of Tαλ′2 . Specifically, to obtain B̂ with respect to multiple choices of λ′2 (or λ2) and
α, the exact same SVD is needed. This is particularly favorable to tuning parameter selection, and
allows us to perform the k-fold cross-validation procedure (Mazumder et al., 2010; Xu et al., 2013;
Chiang et al., 2015) with much reduced computational burden. In all of our numerical evaluations,
we choose k = 5. As for most alternative matrix completion algorithms, iterative applications of
SVD need to be re-applied for every choice of tuning parameters, leading to a nested loop of SVDs
and hence significant computational burden.
To further improve the computational efficiency of our method, we provide an approximate com-
putational procedure for the low-rank solutions (2.9). This approximate procedure is particularly
useful, when n1 and n2 are large, as the computation of a full SVD requires significant computational
resources. The key component is the fast randomized singular value (soft-)thresholding (FRSVT)
procedure (Oh et al., 2015), which utilizes random projections (Halko et al., 2011) to approximate
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the SVT operator. Recent work (Halko et al., 2011) has shown that random projections can ex-
plore the low-rank structure effectively, and are suitable for constructing efficient algorithms of
approximate low-rank matrix factorizations. In FRSVT, random projections are obtained through
the generation of Gaussian random matrix with independent entries. To approximate SVT with
output rank at most L, the number of random projections L + d is required to be higher than L.
In the numerical illustrations of this chapter, we set L = 150 and d = 5.
2.4 Asymptotic Convergence Rates
Let ‖A‖ = σmax(A) and ‖A‖∞ = maxi,j |Aij | be the spectral and the maximum norms of a
matrix A, respectively. We use the symbol  to represent the asymptotic equivalence in order, i.e,
an  bn is equivalent to an = O(bn) and bn = O(an), and n = n1 + n2. The mean squared error of
a generic estimator A˜ is defined as d2(A˜,A?) = ‖A˜−A?‖2F /(n1n2).
In this section, we first establish a general convergence result on d2(Â,A?) in Theorem 3.4,
followed by more specific results on the convergence rates under the uniform probability of ob-
servation model and the logistic regression model, respectively. Further, the convergence rate of
‖βˆj − β0j‖F is established.
The technical conditions needed for our analysis are given as follows.
C1. (a) The random errors {ij} in Model (3.1) are independently distributed random variables
such that E(ij) = 0 and E(2ij) = σ2ij <∞ for all i, j. (b) For some finite positive constants cσ and
η, max
i,j
E|ij |l ≤ 12 l!c2σηl−2 for any positive integer l ≥ 2.
C2. The design matrix X is of size n1 × m such that n1 > m. Moreover, there exists a
positive constant ax such that ‖X‖∞ < ax and XᵀX is invertible. Furthermore, there exists a
finite symmetric matrix Sx with 0 < σmin(Sx) ≤ ‖Sx‖ <∞ such that n−11 XᵀX → Sx as n1 →∞.
C3. There exist some positive constants a1 and a2 such that
max {‖Xβ?‖∞ , ‖A?‖∞} ≤
√
log (n)a1 and max
{
‖A?‖∞,2 , ‖Aᵀ?‖∞,2
}
≤ √n1 ∨ n2a2.
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C4. The indicators of observed entries {ωij}n1,n2i,j=1 are mutually independent and ωij ∼ Bern(θij)
for θij ∈ (0, 1), and are independent of {ij}n1,n2i,j=1 . Furthermore, for i = 1, . . . , n1 and j = 1, . . . , n2,
P(ωij = 1|xi, Yij) = P(ωij = 1|xi) =: θij(xi) = θij where xᵀi is the i-th row of the covariate matrix.
C5. (a) There exists a lower bound θL ∈ (0, 1) such that min
i,j
{θij} ≥ θL > 0, where θL is
allowed to depend on n1 and n2. (b) The estimators {θ̂ij} are consistent to {θij}, free of the tuning
parameters λ′1, λ′2 and α, and are independent of {ij}. Moreover, there exists a positive constant
t0 such that for all t > t0, P{∑ij(1/θ̂ij − 1/θij)2 ≥ cn1,n2t} ≤ g(t) + hn1,n2 , where cn1,n2 and hn1,n2
are model specific nonrandom sequences depending on n1 and n2 and are independent of t such
that lim
n1,n2→∞
hn1,n2 = 0; and g(t) is a function independent of n1 and n2 such that limt→∞ g(t)→ 0.
Condition C1(b) is the Bernstein condition which, together with C1(a), covers a variety of
distributions for ij including the Gaussian distribution ij ∼ N (0, σ2ij) for positive constants σ2ij .
In Condition C2, the requirement n1 > m is easily met as the number of covariates per subject
is fixed. As the dimensions of n−11 XᵀX are fixed at m-by-m, the rest of Condition C2 are quite
standard. Condition C3 extends the conditions that ‖Xβ?‖∞ < ∞ and ‖A?‖∞ < ∞ as assumed,
for instance, by Keshavan et al. (2009b), Koltchinskii et al. (2011), Sun and Zhang (2012) and Cai
and Zhou (2016), by allowing both Xβ? and A? diverge at certain rates.
Condition C4 prescribes the independent Bernoulli model for the indicator of observing Yij ,
where the probability of observation θij can depend on the covariate. This is analogous to the
notion of the missing-at-random (MAR) commonly assumed in the missing value literature (Little
and Rubin, 2014). A specific MAR model is the logistic regression model
θij = θij (xi) =
exp {(1,xᵀi )γ.j}
1 + exp {(1,xᵀi )γ.j}
, (2.12)
where γ.j ∈ Rm+1 are the j-th column specific parameter vectors. Most of the existing studies in
matrix completion (Keshavan et al., 2009b; Gross, 2011; Recht, 2011; Rohde and Tsybakov, 2011;
Koltchinskii et al., 2011; Sun and Zhang, 2012) focus on the so-called Uniform Sampling at Random
(USR) scheme. Let N = ∑i,j wij be the total number of observations. Conditioning on N , the USR
takes a random sample of N observed indices from the set {(i, j) : i ∈ {1, . . . , n1}, j ∈ {1, . . . , n2}},
independently with the uniform sampling probability N/(n1n2) with replacement. The “with re-
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placement” means that a A0,ij can be observed more than once, which is not suitable for some
matrix completion problems, for instance the Netflix prize problem (Feuerverger et al., 2012) as a
viewer would not rate a movie more than once. There are studies (Srebro and Salakhutdinov, 2010;
Negahban and Wainwright, 2012; Klopp, 2014; Cai and Zhou, 2016) which adopt heterogeneous
sampling probability models without utilizing covariates, for instance heterogeneity with respect
to the rows and columns while assuming the sampling of the row and the column are independent.
Condition C4 introduces heterogeneity through covariates while including the aforementioned uni-
form and logistic regression models as special cases.
In Condition C5(a), imposing the lower bound θL in the probabilities of observation ensures each
entry of the matrix has a minimum positive probability of observation. However, our condition does
not impose the restriction that the number of observed entries is of the same order as n1n2, since θL
is allowed to go to 0 with n1 and n2 growing. For instance, one could take θL  rB?n log2(n)/n1n2 to
mimic scenarios with crB?n log2(n) observed entries as discussed in Section 4.1. The second part of
Condition C5(b) is used to quantify the sum of squared errors in estimating 1/θij by the consistent
estimator 1/θ̂ij . The convergence rate cn1,n2 and the error bound functions g(t) and hn1,n2 are given
in a general setting, whose orders of magnitude are dependent of the model for θij . We establish
Condition C5(b) in Section 2.9.3 under the logistic regression model given in (2.12) via the uniform
asymptotic normality of the maximum likelihood estimators (MLE) by applying Sweeting (1980)’s
result. Condition C5(b) is also fulfilled under other sampling mechanisms including the uniform
probability of observation model (i.e. θij ≡ θ0).
For any δσ > 0, and t ∈ (0, t0), cn1,n2 specified in Condition C5(b), define
∆ (δσ, t) = max
{√
(n1 ∨ n2) log (n)√
θLn1n2
, (n1n2)−3/4 (cn1,n2t)1/2 logδσ/4 (n)
}
(2.13)
and ηn1,n2(g, δσ, t) = 4g(t) + 4hn1,n2 +C log−δσ(n) for a positive constant C. Here, g(t) and hn1,n2
are specified in C5(b), and C5(b) implies that lim
t→∞ limn1,n2→∞ {ηn1,n2 (g, δσ, t)} = 0. The following
Theorem 3.4 is proved in Section 2.9.5 of the supplementary material.
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Theorem 2.1. Assume Conditions C1-C5, 0 < α ≤ 1, λ1 = o(n−12 ) and λ2α ≥ (2+4m)C0∆(δσ, t),
for any t > t0 and positive constants δσ and C0. Then, for a positive constant C ′,
d2
(
Â,A?
)
≤C ′max
{
min
{
λ2α ‖B?‖∗ , n1n2rB? (λ2α)2
}
,
λ2 (1− α) ‖B?‖2F , n1n2∆2(δσ, t), n22λ21 ‖Xβ?‖2F
}
(2.14)
with probability at least 1− ηn1,n2(g, δσ, t).
The diminishing ηn1,n2(g, δσ, t) means that d2(Â,A?) is bounded by the right hand side of (3.19)
with probability approaching 1 for n1, n2 and t large enough. We note that the order of the upper
bound for d2(Â,A?), as prescribed in (3.19), depends on the specific orders of ∆(δσ, t), ‖B?‖∗, rB? ,
‖Xβ?‖F and ‖B?‖F and the choices of parameters λ1, λ2 and α. In the following, from (3.19), we
derive specific convergence rates for d2(Â,A?) under two models of θij .
We first consider the uniform probability of observation model such that θij ≡ θ0. Under this
model, the MLE for θ0 is θ̂ij ≡ N/(n1n2). It can be shown that we can choose cn1,n2 = (1− θ0)/θ0,
for any t0 > 0, g(t) = P{χ21 > t} and hn1,n2 = sup
t
|P{θ0(1/θ̂ − 1/θ0)2/(1 − θ0) ≥ t} − g(t)| in
Condition C5(b) so that C5(b) holds for any positive t. With the above choice of cn1,n2 , 0 < δσ < 2
and choosing t such that
t0 < t < (n1n2)−1/2 (n1 ∨ n2) log1−δσ/2 (n) , (2.15)
then sup
t
∆(δσ, t)  ∆1 =: θ−1/20 (n1 ∨ n2)1/2(n1n2)−1 log1/2(n).
Corollary 2.1. Assume Conditions C1-C5, under the uniform probability of observation model,
choose cn1,n2 = (1 − θ0)/θ0, 0 < δσ < 2 and t as in (2.15), λ1 = n−12 log−1/2(n)∆1, 1 − α 
1/(n1n2), λ2  θ−1/20 (n1 ∧ n2)−1/2(n1n2)−1/2 log1/2(n) in (2.5). Then, for a positive constant C ′,
with probability at least 1− ηn1,n2(g, δσ, t),
both d2
(
Â,A?
)
and d2
(
B̂,B?
)
≤ C ′rB?θ−10 (n1 ∧ n2)−1 log (n) .
The corollary establishes that d2(Â,A?) and d2(B̂,B?) are all Op{rB?θ−10 (n1 ∧ n2)−1 log(n)}.
We note that the choice of parameter λ2 actually depend on the magnitude of the noise c2σ =
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max
i,j
{σ2ij} as shown in Lemmas 3.3-3.5 of Section 2.9.4 of the supplementary material. This means
that d2(Â,A?) depends implicitly on the level of the noise as well. Although the corollary assumes
the uniform observation probability, its conclusions are valid for other missing models that accom-
modate the rate of cn1,n2 = (1− θ0)/θ0. In our analysis, the effect of the sample size N enters our
results through the Binomial mean n1n2θ0 as it is of the same order of N . We note that Condition
C5(a) allows θ0 = θL to depend on n1 and n2 and to diminish to zero as n1 and n2 diverge to
infinity.
We note that the rate attained by Corollary 2.1 coincides with that of the other matrix comple-
tion methods, for instance Sun and Zhang (2012)’s calibrated elastic regularization estimator ÂSZ,
Negahban and Wainwright (2012)’s row/column weighted regularization estimator ÂNW, Koltchin-
skii et al. (2011)’s prior mask distribution estimator ÂKLT and Mazumder et al. (2010)’s matrix
lasso estimator ÂMHT, under either the USR or the row and column product weight model of Negah-
ban and Wainwright (2012). These methods also require the “incoherence conditions” (Cande`s and
Recht, 2009), and/or the spikiness measure α(A?) =
√
n1n2‖A?‖∞/‖A?‖F of A? to be bounded.
We now consider the scenario where the observation probability θij follows the logistic regression
model given in (2.12). As will be shown in the next corollary, this induces a different rate for cn1,n2
and a slower convergence rates for the estimators. For any δσ > 0, it is shown in Section 2.9.3 of
the supplementary material that for some constants ηg depending on θL and Cm, we can choose
cn1,n2 = η−1g n2 log(n2), t0 = m + 3, g(t) = Cmt exp{−t/2}, and hn1,n2 = n2max
j
sup
t
|P{∑i(1/θ̂ij −
1/θij)2 ≥ t} − P(χ2m+1 ≥ ηgt)| in Condition C5(b) so that C5(b) holds for any positive t > t0 for
the logistic model.
By choosing t such that
m+ 3 < t < logδσ/6 (n) , (2.16)
we have sup
t
∆(δσ, t) = ∆2(δσ)  η−1/2g n−3/41 n−1/42 log1/2(n2) logδσ/3(n). This implies that the con-
vergence rate of d2(Â,A?) given in (3.19) is η−1g n
−1/2
1 n
1/2
2 log(n2) log2δσ/3(n), as summarized in the
following corollary.
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Corollary 2.2. Assume Conditions C1-C5, n1n2θL > (n1 ∨ n2) log(n) and the logistic model.
Choose cn1,n2 = η−1g n2 log(n2), t as (2.16), λ1 = n−12 log−1/2(n)∆2(δσ) for any δσ > 0, 1 − α 
1/(n1n2), λ2  η−1/2g n−3/41 n−1/42 log1/2(n2) logδσ/3(n) in (2.5). Then, for a positive constant C ′,
with probability at least 1− ηn1,n2(g, δσ, t),
both d2
(
Â,A?
)
and d2
(
B̂,B?
)
≤ C ′rB?η−1g n−1/21 n1/22 log (n2) log2δσ/3 (n) .
Corollary 2.2 implies that d2(Â,A?) and d2(B̂,B?) are bothOp{rB?η−1g n−1/21 n1/22 log(n2) log2δσ/3(n)}.
The assumption that n1n2θL > (n1 ∨n2) log(n) is usually considered in existing matrix completion
works. Using the proof of Corollary 2.2, it can be shown that the convergence rates for d2(Â,A?)
and d2(B̂,B?) can be simplified to rB? log−2δσ/3(n2) if n1  η2gn2 log2+2δσ(n2). In our results,
we only specify the order of λ2 although the choice of λ2 depends on the magnitude of the noise
c2σ = max
i,j
{σ2ij}, as shown in Lemmas 3.3-3.5 of Section 2.9.4 of the supplementary material.
Compared with the case of the uniform probability of observation considered in Corollary
2.1, the convergence rate of rB?η−1g n
−1/2
1 n
1/2
2 log(n2) log2δσ/3(n) is much slower than rB?θ−1L (n1 ∧
n2)−1 log(n). This is because of a much larger cn1,n2 due to the heterogeneity in the probability of
observation as prescribed by the logistic model. This heterogeneity results in a larger amount of
errors being accumulated in the estimation of {θij}, that slows down the convergence.
The coefficient matrix β? helps to interpret the role of covariates in completing the target matrix
through the parametric component Xβ?. The following theorem provides the convergence rate of
βˆj under a general setting.
Theorem 2.2. Let βˆj and β0j be the j-th column of βˆ and β? respectively. Assume Conditions
C1, C2, C4 and C5(a), and the estimators θ̂ij of θij satisfy that for |θ̂ij − θij | = Op(n−1/21 ). If
‖β?‖F > 0, ‖β?‖∞ <∞ and λ1 = o(n−12 ), we have ‖βˆj−β0j‖F = Op(n−1/21 ) for each j = 1, . . . , n2.
While the convergence of βˆj is of the standard rate, the theorem does not require any specifi-
cation of cn1,n2 and any restriction on the regularization parameters λ2 and α as in Theorem 3.4
and its two corollaries. Furthermore, Condition C5(b) is replaced by a mild convergence rate of
the estimators {θ̂ij} which is more easily met. These are all due to the closed-form expression of βˆ
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given in (2.8). However, despite the √n1-convergence rate of each βˆj , we are unable to translate
this rate for βˆ. This is because the convergence rates for the whole matrix as stated in Theorem
3.4 as well as Corollaries 2.1 and 2.2 are slower than the √n1-rate.
2.5 Benefits of Covariate Information
In this section, we outline some theoretical benefits of considering covariate information. More
specifically, we compare the upper bounds of the mean squared errors of A? achieved by our
estimator and the one from Koltchinskii et al. (2011) under uniform missingness.
If m  min(n1, n2) and B? is of low rank, our target matrix A? = Xβ? +B? is also a low-
rank matrix. Without using the covariate X, one can recover A? by existing matrix completion
techniques. A natural question is whether the utilization of the covariates improves the estimation.
This question is addressed theoretically in this section by comparing non-asymptotic upper bounds
of mean squared errors. In addition, empirical evidences are shown in Sections 4.5 and 4.4 to
demonstrate the benefits of using covariates.
To provide a simple and transparent comparison with existing results, we restrict our study to
the uniform missingness while the target matrix follows A? = Xβ? +B?.
Write N = ∑i,j ωij . Under the uniform missing mechanism, one can use N/n1n2 to estimate
the common observation probability θij ≡ θ0 where θ0 > 0 is allowed to depend on n1 and n2 in
our analysis; see Condition C5(a) in Section 2.4 for details. For clarity, we write the estimator
(βˆUNI, B̂UNI) of the proposed methodology as
βˆUNI = arg min
β∈Rm×n2
{
1
n1n2
∥∥∥∥Xβ − PX (n1n2N W ◦ Y
)∥∥∥∥2
F
+ λ1 ‖β‖2F
}
and (2.17)
B̂UNI = arg min
B∈Rn1×n2
{
1
n1n2
∥∥∥∥B − P⊥X (n1n2N W ◦ Y
)∥∥∥∥2
F
+ λ2 ‖B‖∗
}
, (2.18)
when α in (2.7) is set to 1. By writing ÂUNI = XβˆUNI+B̂UNI, the mean squared error d2(ÂUNI,A?)
can be decomposed as d2(XβˆUNI,Xβ?) + d2(B̂UNI,B?). If the covariates are not utilized, (2.18)
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(without the projection P⊥X) alone leads to the estimator ÂKLT of Koltchinskii et al. (2011):
ÂKLT = arg min
A∈Rn1×n2
{
1
n1n2
∥∥∥∥A− n1n2N W ◦ Y
∥∥∥∥2
F
+ λKLT ‖A‖∗
}
.
In the following, we compare ÂUNI and ÂKLT to reveal a benefit of the covariate.
It is shown in Theorem 3 of Koltchinskii et al. (2011) that if λKLT ≥ 2‖M‖, then
d2
(
ÂKLT,A?
)
≤ λKLT min
2 ‖A?‖∗ ,
(
1 +
√
2
2
)2
λKLTn1n2rA?
 =: UKLT, (2.19)
say, where M = W ◦ Y /N −A?/(n1n2). Similarly, for the proposed estimator, it can be shown
that if λ2 ≥ 2‖M‖,
d2
(
B̂UNI,B?
)
≤ λ2 min
2 ‖B?‖∗ ,
(
1 +
√
2
2
)2
λ2n1n2rB?
 =: UUNI. (2.20)
Due to Lemmas 3.3-3.5 of the supplementary material, there exist positive constants C and δσ such
that ‖M‖ ≤ Cθ−1/20 (n1∧n2)−1/2(n1n2)−1/2 log1/2(n) with probability at least 1−2/n−4 log−δσ(n).
We note that Koltchinskii et al. (2011) obtain the same rate for ‖M‖ in a similar fashion. Due to
this theoretical guarantee, we pick λ2 = λKLT = Cθ−1/20 (n1 ∧ n2)−1/2(n1n2)−1/2 log1/2(n).
The benefit of the covariate lies in the fast convergence ofXβˆUNI. As shown in Section 2.9.2.1 of
the supplementary material, if λ1 = o{n−11 n−3/22 log−1(n)}, then d2(XβˆUNI,Xβ?) = Op(n−11 ) which
is dominated by the bound UUNI of d2(B̂UNI,B?) in (2.20). As d2(ÂUNI,A?) = d2(XβˆUNI,Xβ?)+
d2(B̂UNI,B?), we only have to compare the bounds UKLT and UUNI in (2.19) and (2.20) when n1 is
large enough. Since these two bounds are of the same order, we have to analyze the corresponding
constant factors. Since rB? ≤ rA? and ‖B?‖∗ ≤ ‖A?‖∗ (Proposition 2.3 of the supplementary
material), we can conclude that UUNI ≤ UKLT. In addition, if β? 6= 0m×n2 and the rank of A? is
small, i.e., of order o{θ1/20 (n1∧n2)1/2}, we have UUNI < UKLT, which implies a strictly better upper
bound for d2(ÂUNI,A?) than d2(ÂKLT,A?). This illustrates the benefit of utilizing the covariates.
The details are summarized in the following theorem whose proof is given in Section 2.9.2.1 of the
supplementary material.
Theorem 2.3. Assume Conditions C1-C3, and take λ2 = λKLT = Cθ−1/20 (n1∧n2)−1/2(n1n2)−1/2 log1/2(n)
in both (2.19) and (2.20). Then UUNI ≤ UKLT. Furthermore, UUNI < UKLT if β? 6= 0m×n2 and
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either one of the two following conditions holds: (i). (low-rank condition) rA? = rB? + m =
o{θ1/20 (n1 ∧ n2)1/2}, or (ii). (row space condition) R(β?) * R(B?).
In the following, we provide a lower bound for d2(ÂUNI,A?). To this end, define two matrix
classes
β (a1) =
{
β ∈ Rm×n2 : ‖Xβ‖∞ ≤ a1
}
, B (r, a1) =
{
B ∈ Rn1×n2 : rB ≤ r, ‖B‖∞ ≤ a1
}
.
Theorem 2.4. Fix a1 > 0, for rB? such that 1 ≤ rB? ≤ min(n1, n2)−m, (n1 ∨ n2)rB? ≤ n1n2θ0.
Assume that ωij ∼ Bern(θ0) for θ0 ∈ (0, 1). Let {ij} be IID Gaussian N (0, σ2) with σ2 > 0. Then,
there exist absolute constants α ∈ (0, 1), c > 0 and 0 ≤ l ≤ rB? such that
inf
βˆUNI,B̂UNI
sup
β?∈β(a1),B?∈B(rB? ,a1)
P
(
d2(ÂUNI,A?) > c(σ ∧ a1)2 (n1 ∨ n2) (rB? + l)
n1n2θ0
)
≥ α.
Theorem 2.4 establishes c(σ∧a1)2(n1∨n2)(rB?+l)/(n1n2θ0) as a lower bound for d2(ÂUNI,A?).
This lower bound is of the same order as the one for d2(ÂKLT,A?) provided in Theorem 6 of
Koltchinskii et al. (2011). Comparing Theorem 2.4 with Corollary 2.1 we see that, under the i.i.d
Gaussian noise ij , the rate of convergence of estimator ÂUNI is optimal in a minimax sense on the
class of matrices that β? ∈ β(a1) and B? ∈ B(rB? , a1) up to a logarithmic factor log(n).
As for the non-uniform missingness, we can derive similar upper bound for d2(B̂,B?) and lower
bound for d2(Â,A?) under the knowledge of the true missing probabilities Θ. In this case, the
non-asymptotic upper bound for d2(B̂,B?) enjoys different constant factors due to the condition
λ2 ≥ 2‖W ◦Θ∗ ◦Y −A?‖, while the lower bound is different by replacing θ0 by θL. The details can
be found in Section 2.9.2.3 of the supplementary material. If we plug in the general estimator Θ̂ of
Θ in the upper bound, it is complicated to trace the constant factors. Instead, we have investigated
the corresponding rates of convergence in the asymptotic regime of n1, n2 in Section 2.4.
2.6 Simulation Study
This section reports results from simulation experiments which were designed to evaluate the
numerical performance of the proposed estimator Â = Xβˆ + B̂ where βˆ is given by (2.6) and B̂
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is given by (2.7). We also carried out comparative evaluation with four existing matrix completion
method.
In the simulation, the target matrix A? = Xβ? +B? was randomly generated once and kept
as fixed for each setting of (n1, n2,m, r). We generate X ∈ Rn1×m, β? ∈ Rm×n2 , U0 ∈ Rn1×r and
V0 ∈ Rn2×r as random matrices with independent standard Gaussian entries independently and
obtain B? = P⊥XU0V
ᵀ
0 . This ensures B? ∈ N (X). Although we do not explicitly enforce that A?,
X and β? are of full rank, this happens with probability 1. The contaminated version ofA? was then
generated as Y = A? + , where  ∈ Rn1×n2 has i.i.d. mean zero Gaussian entries ij ∼ N (0, σ2 ).
The σ2 is chosen such that the signal-to-noise ratio (SNR) is 1, namely SNR =
√
Signal(A?)/σ2 = 1,
where Signal(A?) =
∑n1
i=1
∑n2
j=1(A0ij − A¯0)2/(n1n2 − 1) and A¯0 =
∑n1
i=1
∑n2
j=1A0ij/(n1n2).
The simulation was conducted under two sampling mechanisms: MAR: missing-at-random
and UNI: uniform observation. For MAR, we adopted the logistic model (2.12) with γ.j =
(γ1j , γ2j , γ3j , γ4j , 0, . . . , 0)ᵀ1×(m+1). The entries γ1j , γ2j , γ3j and γ4j were drawn independently ac-
cording to γ1j ∼ N (−1.5, 0.12) and γkj ∼ N (0.3, 0.12) for k = 2, 3, 4. Once generated, they were
kept fixed throughout all MAR settings. For UNI, we set θij = 0.2, which is close to the average θij
under MAR, for all i, j. Throughout the study, we set m = 20 and r = 10, and chose n1 = n2 with
four sizes: 400, 600, 800 and 1000, and the number of simulation for each (n1, n2) combination was
500.
The binary likelihood is used to estimate {θij} via estimating γj˙ first under the MAR. See
Section 2.9.3 of the supplementary material for more details on the MLEs.
Under the MAR, we implemented four versions of the proposed matrix completion approach: (i)
the full SVT (full SVD followed by the singular value soft-thresholding and scaling procedures) with
the tuning parameter α chosen by the 5-fold cross-validation (SVT-α̂-LOG); (ii) the approximate
SVT (ŜVT) as described in Section 2.3.2 with the tuning parameter α chosen by the 5-fold cross-
validation (ŜVT-α̂-LOG); (iii) the full SVT with α = 1 (SVT-1-LOG); (iv) the approximate SVT with
α = 1 (ŜVT-1-LOG). We also experimented these four variates of the proposed matrix completion
estimators under the UNI and denote them as SVT-α̂-UNI, ŜVT-α̂-UNI, SVT-1-UNI and ŜVT-1-UNI.
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For the purpose of benchmarking, we compared with four existing matrix completion techniques:
the methods proposed in Sun and Zhang (2012) (SZ), Negahban and Wainwright (2012) (NW),
Koltchinskii et al. (2011) (KLT) and Mazumder et al. (2010) (MHT). Note that these methods
were not designed to incorporate the covariate information X, and therefore they only provided
an estimate for A?. For SZ, the tuning parameter α was given by a formula in Sun and Zhang
(2012) and λ were chosen by the 5-fold cross-validation. For the other three methods as well as the
proposed method, the 5-fold cross-validation was used to select the tuning parameters.
To quantify the performance of the matrix completion, we used two empirical measures
Test Error =
∥∥∥W ? ◦ (Â−A?)∥∥∥2
F
‖W ? ◦A?‖2F
and RMSE (A?) =
∥∥∥Â−A?∥∥∥
F√
n1n2
,
where W ? is the matrix of missing indicator with the (i, j)-th entry being (1−ωij). The test error
measures the relative estimation error of the unobserved entries to their signal strength. Moreover,
the RMSE measure can be similarly defined for the proposed estimators of β? and B?.
Tables 2.1 and 2.2 summarize the simulation results, with Table 2.1 for the MAR and Table
2.2 for the UNI probability of observation. The most visible aspect of the simulation results was
that the four versions of the proposed methods had superior performance than the four existing
methods by having smaller RMSEs and Test Errors. The proposed estimators with α = 1, namely
SVT-1-LOG and ŜVT-1-LOG, had more accurate rank estimates than the four existing methods in
all cases. The two estimators SVT-α̂-LOG and ŜVT-α̂-LOG over-estimated the rank (the true rank
was 30) when the sample sizes were relatively small under the logistic model, which may be viewed
as a price paid for having better RMSEs and Test Errors than their counterparts with α = 1. We
note that α = 1 meant that the penalty on the low-rank matrix B was entirely based on the nuclear
norm. By inspecting the empirical values of α̂ from the simulations for the logistic model, we found
α̂ appeared to converge to 1 as the sample sizes got larger. This explained why the aforementioned
over-estimation in the ranks by SVT-α̂-LOG and ŜVT-α̂-LOG were reduced for the sample sizes of
800 and 1000. Another feature exhibited from the tables was that as the size of the matrix n1 and
n2 increased, both the RMSEs and Test Errors of the proposed methods got smaller. This was also
the case for the four existing methods under the logistic model in Table 2.1. The latter was likely
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due to the reduction of the variance owing to having more “data” despite employing a misspecified
model. In contrast, the reason for the proposed methods’ having smaller RMSEs and Test Errors
was due to their ability to reduce both the bias and the variance in the completed matrices as the
methods are consistent as shown in the theoretical analyses in Section 2.4.
Comparing the results in Table 2.1 with those in Table 2.2, it was clear that the presence
of the heterogeneity in the observation probability made the matrix completion more difficult as
reflected by Table 2.1 having larger RMSEs and Test Errors. This comparison was fair as the
overall observed rate under the logistic model was close to 0.2, the rate under the UNI. As the true
rank in all settings was 30, It appeared that the estimated ranks were the most affected by the
heterogeneity. However, despite the heterogeneity, the proposed methods tended to produce more
accurate (and smaller) ranks than the four existing methods.
The simulation results reported in Tables 2.1 and 2.2 consistently showed that the full SVT
and the approximate SVT gave very close results, which confirmed that the approximate SVT
can achieve computational reduction without sacrificing much accuracy. Under the MAR setting
(Table 2.1), the proposed methods with the tuning parameter α chosen by the 5-fold cross validation
produced completed matrices with larger ranks but smaller RMSEs than their counterparts with
α = 1, which confirmed an early remark made in Section 2.3 regarding the role of α in balancing
between the nuclear and the Frobenius norms in the regularization of the low rank matrix B. With
the dimensions n1 and n2 growing, the chosen α approached 1 which led to more compatible rank
estimates and the RMSEs between the two approaches of choosing α.
Furthermore, we conducted an additional simulation study where the covariates are not useful
(i.e. A? = B?). Table 2.5 in the supplementary material summarizes the corresponding simulation
results under uniform probability of observation. The simulation results indicated that the two
versions of the proposed methods had slightly inferior performance than the four existing methods
by having larger RMSEs and test errors. This is expected since the existing methods assume no
covariates, which matches with the underlying model. Although β0 = 0 is allowed in the model of
the proposed methods, the proposed methods lose efficiency by considering a more general model.
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Table 2.1: Empirical root mean square errors (RMSEs), test errors, estimated ranks and their standard
errors (in parentheses) under model A? = Xβ? + B? and the logistic missing-at-random model (MAR),
with (n1, n2) = (400,400), (600,600), (800,800), (1000,1000), m = 20, and r = 10, for four versions of the
proposed methods, and the four existing methods (SZ, NW, KLT and MHT).
n1 = n2 = 400 RMSE(β?) RMSE(B?) RMSE(A?) Test error Rank
SVT-α̂-LOG 0.6938 (0.0059) 3.1099 (0.0504) 4.4007 (0.0469) 0.6658 (0.0054) 117.27 (26.55)
SVT-1-LOG 0.6964 (0.0059) 3.1778 (0.1419) 4.4581 (0.1100) 0.6759 (0.0059) 24.55 (3.35)
ŜVT-α̂-LOG 0.6939 (0.0059) 3.1063 (0.0503) 4.3985 (0.0469) 0.6658 (0.0054) 111.96 (21.88)
ŜVT-1-LOG 0.6964 (0.0059) 3.1778 (0.1419) 4.4581 (0.1100) 0.6759 (0.0059) 24.55 (3.35)
SZ 4.8593 (0.0232) 0.8627 (0.0054) 49.76 (3.04)
NW 4.8340 (0.0221) 0.8565 (0.0056) 102.46 (5.34)
KLT 4.9789 (0.0214) 0.8869 (0.0055) 34.55 (2.12)
MHT 4.8507 (0.0234) 0.8595 (0.0056) 50.05 (2.72)
n1 = n2 = 600 RMSE(β?) RMSE(B?) RMSE(A?) Test error Rank
SVT-α̂-LOG 0.6227 (0.0043) 3.1239 (0.0416) 4.1704 (0.0379) 0.5749 (0.0039) 124.97 (17.11)
SVT-1-LOG 0.6237 (0.0041) 3.2491 (0.1484) 4.2686 (0.1203) 0.5834 (0.0055) 50.15 (3.93)
ŜVT-α̂-LOG 0.6230 (0.0043) 3.1162 (0.0412) 4.1653 (0.0375) 0.5752 (0.0040) 113.57 (12.63)
ŜVT-1-LOG 0.6237 (0.0041) 3.2476 (0.1475) 4.2675 (0.1195) 0.5835 (0.0055) 49.67 (4.03)
SZ 4.5510 (0.0195) 0.7438 (0.0050) 80.71 (3.77)
NW 4.4681 (0.0182) 0.7186 (0.0051) 170.32 (6.03)
KLT 4.7097 (0.0143) 0.7821 (0.0041) 60.00 (1.59)
MHT 4.5201 (0.0191) 0.7341 (0.0051) 83.26 (3.29)
n1 = n2 = 800 RMSE(β?) RMSE(B?) RMSE(A?) Test error Rank
SVT-α̂-LOG 0.5661 (0.0033) 3.0785 (0.0343) 3.9787 (0.0300) 0.5146 (0.0037) 101.03 (10.43)
SVT-1-LOG 0.5664 (0.0032) 3.1118 (0.0673) 4.0055 (0.0555) 0.5148 (0.0044) 69.41 (2.06)
ŜVT-α̂-LOG 0.5663 (0.0032) 3.0716 (0.0334) 3.9739 (0.0295) 0.5154 (0.0037) 93.00 (8.11)
ŜVT-1-LOG 0.5665 (0.0031) 3.1094 (0.0669) 4.0037 (0.0552) 0.5154 (0.0044) 66.94 (2.15)
SZ 4.3308 (0.0128) 0.6636 (0.0035) 103.45 (3.36)
NW 4.2144 (0.0142) 0.6284 (0.0039) 222.56 (7.28)
KLT 4.5276 (0.0111) 0.7132 (0.0031) 78.13 (1.55)
MHT 4.2855 (0.0147) 0.6498 (0.0038) 108.63 (4.71)
n1 = n2 = 1000 RMSE(β?) RMSE(B?) RMSE(A?) Test error Rank
SVT-α̂-LOG 0.5109 (0.0027) 2.9337 (0.0461) 3.7107 (0.0388) 0.4601 (0.0037) 87.47 (2.03)
SVT-1-LOG 0.5109 (0.0027) 2.9336 (0.0459) 3.7106 (0.0387) 0.4601 (0.0037) 87.36 (1.88)
ŜVT-α̂-LOG 0.5112 (0.0026) 2.9272 (0.0458) 3.7062 (0.0385) 0.4613 (0.0037) 80.20 (1.65)
ŜVT-1-LOG 0.5111 (0.0026) 2.9281 (0.0460) 3.7068 (0.0387) 0.4611 (0.0037) 81.14 (2.30)
SZ 4.0069 (0.0151) 0.5897 (0.0036) 122.87 (7.36)
NW 3.8522 (0.0119) 0.5439 (0.0031) 270.96 (9.54)
KLT 4.2491 (0.0092) 0.6500 (0.0026) 91.56 (1.40)
MHT 3.9447 (0.0122) 0.5716 (0.0032) 136.57 (5.27)
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Table 2.2: Empirical root mean square errors (RMSEs), test errors, estimated ranks and their standard
errors (in parentheses) under model A? = Xβ? +B? and the uniform observation mechanism (UNI), with
(n1, n2) = (400,400), (600,600), (800,800), (1000,1000) m = 20, and r = 10, for four versions of the proposed
methods, and the four existing methods (SZ, NW, KLT and MHT).
n1 = n2 = 400 RMSE(β?) RMSE(B?) RMSE(A?) Test error Rank
SVT-α̂-UNI 0.6343 (0.0050) 2.8815 (0.0181) 4.0473 (0.0200) 0.5898 (0.0053) 42.86 (3.47)
SVT-1-UNI 0.6344 (0.0051) 2.8804 (0.0177) 4.0466 (0.0201) 0.5896 (0.0053) 42.22 (2.13)
ŜVT-α̂-UNI 0.6343 (0.0050) 2.8816 (0.0181) 4.0474 (0.0200) 0.5898 (0.0054) 42.78 (3.45)
ŜVT-1-UNI 0.6344 (0.0051) 2.8805 (0.0177) 4.0467 (0.0202) 0.5896 (0.0053) 42.18 (2.13)
SZ 4.8318 (0.0251) 0.8528 (0.0060) 52.54 (3.12)
NW 4.8293 (0.0259) 0.8493 (0.0064) 97.47 (5.29)
KLT 4.8994 (0.0217) 0.8721 (0.0052) 45.42 (2.38)
MHT 4.8238 (0.0252) 0.8492 (0.0062) 51.27 (2.75)
n1 = n2 = 600 RMSE(β?) RMSE(B?) RMSE(A?) Test error Rank
SVT-α̂-UNI 0.5711 (0.0037) 2.7570 (0.0136) 3.7423 (0.0145) 0.4893 (0.0035) 58.17 (1.75)
SVT-1-UNI 0.5711 (0.0037) 2.7571 (0.0136) 3.7424 (0.0145) 0.4893 (0.0035) 58.12 (1.75)
ŜVT-α̂-UNI 0.5711 (0.0037) 2.7566 (0.0138) 3.7420 (0.0146) 0.4892 (0.0035) 57.04 (1.64)
ŜVT-1-UNI 0.5711 (0.0037) 2.7568 (0.0137) 3.7421 (0.0146) 0.4892 (0.0035) 57.51 (1.72)
SZ 4.5228 (0.0176) 0.7322 (0.0047) 84.41 (3.07)
NW 4.4838 (0.0201) 0.7181 (0.0052) 160.25 (6.91)
KLT 4.6427 (0.0147) 0.7700 (0.0040) 74.71 (1.89)
MHT 4.4895 (0.0175) 0.7212 (0.0048) 84.30 (2.67)
n1 = n2 = 800 RMSE(β?) RMSE(B?) RMSE(A?) Test error Rank
SVT-α̂-UNI 0.5155 (0.0028) 2.6277 (0.0117) 3.4884 (0.0119) 0.4188 (0.0027) 71.39 (1.53)
SVT-1-UNI 0.5155 (0.0028) 2.6278 (0.0117) 3.4884 (0.0119) 0.4188 (0.0027) 71.34 (1.51)
ŜVT-α̂-UNI 0.5155 (0.0028) 2.6240 (0.0120) 3.4856 (0.0120) 0.4180 (0.0027) 68.25 (1.35)
ŜVT-1-UNI 0.5155 (0.0028) 2.6247 (0.0119) 3.4861 (0.0120) 0.4181 (0.0027) 69.01 (1.62)
SZ 4.2348 (0.0128) 0.6329 (0.0036) 109.41 (2.41)
NW 4.1667 (0.0135) 0.6115 (0.0038) 214.47 (4.28)
KLT 4.4071 (0.0117) 0.6872 (0.0032) 98.45 (1.67)
MHT 4.1837 (0.0138) 0.6171 (0.0038) 111.15 (3.85)
n1 = n2 = 1000 RMSE(β?) RMSE(B?) RMSE(A?) Test error Rank
SVT-α̂-UNI 0.4646 (0.0022) 2.4614 (0.0106) 3.2128 (0.0097) 0.3683 (0.0021) 82.59 (1.49)
SVT-1-UNI 0.4646 (0.0022) 2.4614 (0.0106) 3.2128 (0.0097) 0.3683 (0.0021) 82.59 (1.47)
ŜVT-α̂-UNI 0.4646 (0.0022) 2.4517 (0.0110) 3.2054 (0.0099) 0.3664 (0.0022) 77.11 (1.28)
ŜVT-1-UNI 0.4646 (0.0022) 2.4528 (0.0109) 3.2063 (0.0099) 0.3666 (0.0022) 77.94 (1.78)
SZ 3.8886 (0.0105) 0.5524 (0.0029) 129.51 (2.50)
NW 3.8064 (0.0109) 0.5278 (0.0029) 257.67 (5.05)
KLT 4.1026 (0.0099) 0.6189 (0.0027) 117.78 (1.63)
MHT 3.8277 (0.0111) 0.5342 (0.0030) 132.35 (3.62)
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2.7 Empirical Study
We demonstrate the proposed methodology by analyzing the MovieLens 100K data set as de-
scribed in Harper and Konstan (2016). This data set includes 100,000 movie ratings, ranging from 1
to 5, appraised by 943 viewers on 1682 movies, where each viewer had rated at least 20 movies. The
data came with additional information on both viewers and movies. In this analysis, we adopted age
and gender as the covariates for our proposed method. For evaluation purpose, the data provider
split the 100,000 ratings into a training set with 90,570 ratings and a test set with 9,430 ratings,
such that there were exactly 10 ratings per viewer in the test set. Two versions of such splitting are
provided, which are referred to as Split1=(Training Set1, Test Set1) and Split2=(Training Set2, Test
Set2), respectively. Further, we know that Test Set1 and Test Set2 are disjoint. In our experiment,
we applied those methods as described in Section 4.5 to the training sets and evaluated the test
errors based on the corresponding test sets. As common pre-processing steps, we removed the
movies with no ratings in training sets, and applied the bi-scaling procedure (Mazumder et al.,
2010) which standardizes a matrix to have row and column means zero and variances one, before
applying any matrix completion methods.
To construct the covariate matrix X, gender was encoded as “0” for male and “1” for female.
Age was given as a numerical variable and used directly. Thus the covariate matrix X (viewers’
demographic) was of dimension 943×2. As a standard procedure, every column ofX was normalized
to avoid any scaling issues in the penalties.
Next, we focus on the probabilities of observation {θij}. Our preliminary analysis suggested
a non-monotone trend of observed rates with respect to age. To see this, we divide age into 7
categories: under 18, 18−24, 25−34, 35−44, 45−49, 50−55 and 56+, which are denoted by A1, A2,
. . . , A7, respectively. These age categories were suggested by the document accompanying with the
data set (http://files.grouplens.org/datasets/movielens/ml-1m-README.txt). The non-
monotonicity is demonstrated in Figure 2.1(a), which showed that the rate of observation peaked
at the age group of 18 − 24, continued to decline till the 45 − 49 age group and then had a slight
increase afterward. This indicated a strong age effect on the probability of observation. To gauge
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the gender effect, we split each age group into two sub-groups of male and female. This gave rise
to 14 age and gender combinations which are denoted by MA1, FA1, . . . ,FA7. As shown in Figure
2.1(b), the sample observed rates varied across different viewer groups as determined by age and
gender. Of interest was that female had higher rates of observation than their male counterparts
for all age groups, which suggested the existence of the gender effect.
To reduce the number of parameters in the probability of observation, we explored the possibility
of merging some age-gender categories. However, it was computationally expensive to examine
all possible merging combinations. In our analysis, a simple data-driven screening method was
conducted. We took the uniform probability of observation model as the benchmark model, denoted
as Benchmark, and considered 14 models for the observational probability that had exactly one of
the 14 age-gender categories separated out to have its own individual rate of observation, once at a
time, while the rest of the 13 categories was estimated by a common rate of observation. Then we
applied our matrix completion procedure SVT-α̂-LOG and recorded the empirical validation error.
For all the 14 models and the benchmark model, by applying similar procedure, we obtained the
corresponding validation errors QMA1, . . . , QFA7, QBenchmark shown in Table 2.3. If the validation
error of a model was smaller than QBenchmark, the corresponding group was marked as required
individual modeling and should be separated out from the rest.
For Split1, seven groups (FA1, MA3, FA3, FA4, FA5, FA6, and FA7) were classified as that
individual modeling was needed. For these seven groups, the corresponding sample proportions of
observation were used as the estimates for their respective observation probabilities. The remaining
seven groups were assumed to share a same observation probability, which was estimated by the
pooled sample proportions of observation. Denote this final model for Split1 by Final1. As shown in
Table 2.3, we note that the corresponding validation error QFinal1 = 4.4297 was the smallest among
all the evaluated models for Split1. This provided some validity of this final choice. For Split2,
we identified seven groups (FA1, MA2, MA3, FA3, FA5, FA6 and MA7) and the corresponding final
model Final2 also attained the smallest validation error QFinal2 = 4.4230 among all the evaluated
models. Since the proposed methods require only one SVD for each sampling probability model, we
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can perform this additional exploration of the sampling mechanism while keeping the computational
costs significantly lower than most of the competitors.
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Figure 2.1: Empirical observation rates of the MovieLens 100K data. Panel (a): with respect to
the seven age groups; Panel (b): with respect to the 14 combination groups of age and gender.
Table 2.3: Empirical validation errors Q under the 14 models,the Benchmark and the final selected models (Final), where ∗
and † denote the age-gender combination that requires individual modeling for Split1 and Split2 respectively.
Model MA1 FA1 MA2 FA2 MA3 FA3 MA4 FA4
Split1 4.4342 4.4310∗ 4.4319 4.4346 4.4317∗ 4.4307∗ 4.4322 4.4317∗
Split2 4.4279 4.4235† 4.4239† 4.4269 4.4240† 4.4237† 4.4247 4.4240
Model MA5 FA5 MA6 FA6 MA7 FA7 Benchmark Final
Split1 4.4338 4.4317∗ 4.4335 4.4313∗ 4.4318 4.4317∗ 4.4317 4.4297
Split2 4.4263 4.4239† 4.4260 4.4236† 4.4239† 4.4240 4.4240 4.4230
Table 3.10 reports the root mean square prediction errors (RMSPEs) and estimated ranks of dif-
ferent estimators for both Split1 and Split2, where RMSPE = ‖W test◦(Â−Y )‖F /
√∑n1
i=1
∑n2
j=1 ω
test
ij ,
where W test is the indicator matrix of test set with the (i, j)-th entry being ωtestij . Since Test Set1
and Test Set2, the corresponding test sets of Split1 and Split2, were disjoint and of the same size,
it is fair to calculate the overall RMSPEs for evaluation of different methods. Similarly as the
simulation results reported in the previous section, SVT-α̂-LOG and ŜVT-α̂-LOG produced highly
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comparable results, which indicated the applicability of ŜVT-α̂-LOG to larger data sets whenever
computational resources are scarce. In both Split1 and Split2, the proposed methods outperformed
NW, KLT and MHT in terms of smaller RMSPEs and either smaller or more reasonable rank esti-
mation. Although the proposed methods were slightly inferior to SZ in Split1, they outperformed
SZ significantly in Split2 by having smaller RMSPEs. Among the six matrix completion methods
considered, the two proposed methods and the KLT method offered the most consistent results be-
tween Split1 and Split2, while the other three methods exhibited much larger variations, especially
in the estimated ranks. That KLT method gave rank 1 estimates was likely due to its ignoring the
heterogeneity in the probability of observation, which amplified the difference between the largest
and the rest of the eigenvalues. As a result, (n1n2/N)σ1u1vᵀ1 explained most of the target matrix
A?, leading to the rank-1 estimates in Table 3.10. Overall speaking, the two proposed methods
were among the top two performers of the analysis reported in Table 3.10.
As suggested by an anonymous referee, we experimented treating the age as categorical variables
with the number of categories ranging from three to seven. Corresponding details are given in
Section 2.9.8 of the supplementary material. As reported, the prediction errors of using the four
and five age categories were the best among the five categories. However, they were still inferior to
the method of treating the age as a continues variable as shown in Table 2.6 of Section 2.9.8. This
was likely due to an increase in the rank of X as a result of the age categorization. Nevertheless,
we note that using the categorical age with four or five groups produced better results than the
typical matrix completion without utilizing covariate information.
2.8 Concluding Remarks
This chapter investigates the problem of matrix completion with covariate information. We
have shown that utilizing such information can lead to more accurate completed matrix and more
interpretable results. When the matrix entries are heterogeneously observed due to selection bias
of covariates, this heterogeneity should be taken into account. Our real data analysis on the Movie-
Lens 100K data revealed the existence of the heterogeneity by the age and the gender of the movie
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Table 2.4: Root mean square prediction errors (RMSPEs) and ranks of the completed matrix based
on Split1 and Split2 for the two versions of the proposed method (SVT-α̂-LOG) and (ŜVT-α̂-LOG)
and the four existing methods proposed respectively in Sun and Zhang (2012)(SZ), Negahban and
Wainwright (2012)(NW), Koltchinskii et al. (2011)(KLT) and Mazumder et al. (2010)(MHT).
Split1 Split2 Overall
RMSPE Rank RMSPE Rank RMSPE
SVT-α̂-LOG 0.9415 47 0.9541 46 0.9478
ŜVT-α̂-LOG 0.9418 45 0.9542 43 0.9480
SZ 0.9412 39 0.9563 31 0.9488
NW 0.9421 269 0.9589 289 0.9506
KLT 0.9584 1 0.9688 1 0.9636
MHT 0.9414 56 0.9568 46 0.9491
viewers. The heterogeneity, without proper treatment, can render the consistency of the existing
matrix completion methods. Under a column-space-decomposition model, we propose a matrix
completion procedure that adjusts for the heterogeneity in the observation mechanism by taking
into account the covariate effect. The proposed matrix completion estimator can be coupled with
the fast randomized singular value thresholding (FRSVT) procedure to achieve improved compu-
tational efficiency for high dimensional matrices. A general convergence of the matrix completion
procedure is provided (Theorem 3.4), and specific convergence rates under two popular models for
the probability of observation are also given. The column-space-decomposition model provides an
interpretive coefficient matrix that can quantify the effect of the covariates. Empirical studies show
the attractive performance of the proposed methods as compared with existing matrix completion
methods in terms of the root mean square prediction errors and the ranks of completed matrices.
33
2.9 Appendix
2.9.1 Proof of Propositions
Proof of Proposition 2.1. We have
E ‖Xβ +B −W ◦Θ∗ ◦ Y ‖2F
= ‖Xβ +B‖2F − 2 〈Xβ +B,E (W ◦Θ∗ ◦ Y )〉+ E ‖W ◦Θ∗ ◦ Y ‖2F
= ‖(Xβ +B)− (Xβ? +B?)‖2F − ‖Xβ? +B?‖2F +
∑
ij
(
(Xβ0)ij +B0ij
)2
+ σ2ij
θij
,
due to Conditions C1(a) and C4. For any minimizer (βs,Bs) of R, we have Xβ?+B? = Xβs+Bs,
which implies X(β?−βs) = Bs−B?. Since Bs−B? ∈ N (X), we can conclude both Xβs = Xβ?
and Bs = B?. As matrix XᵀX is invertible, we know that βs = β?. This also implies that (β?,B?)
is the unique minimizer.
Proof of Proposition 2.2. By operator inequality and matrixXᵀX is invertible, we have ‖P⊥XB‖∗ ≤
‖P⊥X‖‖B‖∗ ≤ ‖B‖∗. For any B ∈ Rn1×n2 ,
1
n1n2
∥∥∥P⊥XB − P⊥X (W ◦ Θ̂∗ ◦ Y )∥∥∥2
F
+ λ2
(
α
∥∥∥P⊥XB∥∥∥∗ + (1− α) ∥∥∥P⊥XB∥∥∥2F
)
≤ 1
n1n2
∥∥∥P⊥XB − P⊥X (W ◦ Θ̂∗ ◦ Y )∥∥∥2
F
+ 1
n1n2
‖PXB‖2F + λ2
(
α
∥∥∥P⊥XB∥∥∥∗ + (1− α) ∥∥∥P⊥XB∥∥∥2F
)
+ λ2 (1− α) ‖PXB‖2F
≤ 1
n1n2
∥∥∥B − P⊥X (W ◦ Θ̂∗ ◦ Y )∥∥∥2
F
+ λ2
(
α ‖B‖∗ + (1− α) ‖B‖2F
)
,
where the first inequality is strict whenever PXB 6= 0. Therefore the solution of (2.9) belongs to
N (X) and hence it is also a solution of (2.7).
2.9.2 Benefit of Covariate Information
Before discussing the benefit of using covariates, we need the following proposition which de-
scribes the relationship between ‖A?‖∗ and ‖B?‖∗.
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Proposition 2.3. Let A? = Xβ? +B?, where B? ∈ N (X), we have ‖B?‖∗ ≤ ‖A?‖∗. If R(β?) *
R(B?), once β? 6= 0m×n2, we have ‖B?‖∗ < ‖A?‖∗. Here R(Y ) is the row space of a matrix Y .
Proof. For any Z ∈ ∂‖B?‖∗, we have ‖A?‖∗ ≥ ‖B?‖∗ + 〈Z,Xβ?〉. Write the SVD of B? as∑rB?
i=1 σi(B?)u
(i)
B?
v
(i)T
B?
. Let Bu be the linear span of u(1)B? , . . . ,u
(rB? )
B?
and Bv be the linear span of
v
(1)
B?
, . . . ,v
(rB? )
B?
. We have the fact that the sub-differential of the convex function B? 7→ ‖B?‖∗ is
the following set of matrices:
∂ ‖B?‖∗ =
{rB?∑
i=1
u
(i)
B?
v
(i)T
B?
+ PB⊥uZPB⊥v :
∥∥∥PB⊥uZPB⊥v ∥∥∥ ≤ 1
}
.
On the other hand, by Lemma 3.2 in Cande`s and Recht (2009), there exist matrix Z¯ with
‖Z¯‖ = 1 such that 〈Z¯,Xβ?〉 = ‖Z¯‖‖Xβ?‖∗ = ‖Xβ?‖∗. Pick Z ∈ ∂‖B?‖∗ such that PB⊥uZPB⊥v =
PB⊥u Z¯PB⊥v , then we have
〈Z,Xβ?〉 =
〈rB?∑
i=1
u
(i)
B?
v
(i)T
B?
+ PB⊥u Z¯PB⊥v ,Xβ?
〉
= 0 +
〈
Z¯PB⊥v ,Xβ?
〉
=
〈
Z¯,Xβ?
〉
−
〈
Z¯PBv ,Xβ?
〉
≥ ‖Xβ?‖∗ −
∥∥∥Z¯PBv∥∥∥ ‖Xβ?‖∗ ≥ ‖Xβ?‖∗ − ‖Xβ?‖∗ = 0.
Thus we show that ‖B?‖∗ ≤ ‖A?‖∗.
If R(β?) * R(B?), it implies that β?PBv 6= β?. Thus for the inequality above, we always have
〈Z,Xβ?〉 > 0 which implies ‖A?‖∗ > ‖B?‖∗.
2.9.2.1 Compare the Upper Bounds
As for d2(XβˆUNI,Xβ?), it follows from the closed form of βˆUNI that
XβˆUNI −Xβ? =X(n−11 XᵀX + n2λ1Im×m)−1n−11 Xᵀ
(
n1n2
N
W ◦ Y −Xβ?
)
−X(n−11 XᵀX + n2λ1Im×m)−1n2λ1n−11 Xβ?.
Take λ1 = o(n−12 ), n2λ1 = o(1), we have X(n−11 XᵀX + n2λ1Im×m)−1n−11 Xᵀ = PX(1 + o(1)). It
implies that,
1
n1n2
∥∥∥XβˆUNI −Xβ?∥∥∥2
F
≤ 1
n1n2
∥∥∥∥PX (n1n2N W ◦ Y −A?
)∥∥∥∥2
F
(1 + o (1))+n22λ21 ‖Xβ?‖2F (1 + o (1)) .
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Let PX = (sij), E‖PX(n1n2N W ◦ Y −A?)‖2F =
∑n1
i=1
∑n2
j=1 E(
∑n1
k=1 sik(n1n2ωkjYkj/N − A0kj))2 ≤
2∑n1i=1∑n2j=1(∑n1k=1 s2ikE(n1n2ωkjA0kj/N −A0kj)2 +∑n1k=1 s2ikE(n1n2ωkjkj/N)2). Due to Condition
C1 and C4, we have max E2ij ≤ c2σ and ‖A?‖∞ ≤
√
log(n)a1. Since ωkj
i.i.d∼ Bern(θ0), we have
E
(
ωkj
N
)
=E
(
ωkj
ωkj +
∑
(s,t)6=(k,j) ωst
)
= E
E
 ωkj
ωkj + c
∣∣∣∣∣∣
∑
(s,t) 6=(k,j)
ωst = c

=E
{
n1n2−1∑
c=0
θ0
1 + c
}
= 1
n1n2
(1− (1− θ0)n1n2) ≤ 1
n1n2
,
and similarly,
E
(
ωkj
N2
)
=E
 ωkj(ωkj +∑(s,t)6=(k,j) ωst)2
 = E
{
n1n2−1∑
c=0
θ0
(1 + c)2
}
≤ 2
n1n2 (n1n2 + 1) θ0
.
Combine the above two results together, we have
E
∥∥∥∥PX (n1n2N W ◦ Y −A?
)∥∥∥∥2
F
≤2
n1∑
i=1
n2∑
j=1
{( 2n1n2
(n1n2 + 1) θ0
+ 2 + 1
)
{log (n)} a21
n1∑
k=1
s2ik+
2n1n2c2σ
(n1n2 + 1) θ0
n1∑
k=1
s2ik
}
≤2
{( 2n1n2
(n1n2 + 1) θ0
+ 3
)
{log (n)} a21 +
2n1n2c2σ
(n1n2 + 1) θ0
}
n2m.
Take λ1 = o{n−11 n−3/22 log−1(n)}, we have d2(XβˆUNI,Xβ?) = Op(n−11 ).
Proofs of Theorem 3.5. Under Condition C3, we have ‖A?‖∗ = O{
√
n1n2 log(n)} and ‖B?‖∗ =
O{√n1n2 log(n)}. Under the low rank condition that rA? = rB? + m = o{θ1/20 (n1 ∧ n2)1/2},
we have λKLTn1n2rA? = o(‖A?‖∗) and λ2n1n2rB? = o(‖B?‖∗) since λ2 = λKLT  θ−1/20 (n1 ∧
n2)−1/2(n1n2)−1/2 log1/2(n). Namely, both the first terms in UKLT and UUNI dominate and we
compare the second terms. As rA? = rB? +m, we can claim that UUNI < UKLT.
For the high rank case, i.e the second term dominates or of the same order as the first term,
the first terms in UKLT and UUNI are the smaller order. If R(β?) * R(B?), once there exists
the covariate effect, i.e β? 6= 0m×n2 , as given in Proposition 2.3, ‖B?‖∗ < ‖A?‖∗ which implies
UUNI < UKLT. For the remaining cases, we obtain the result UUNI ≤ UKLT by ‖B?‖∗ ≤ ‖A?‖∗.
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2.9.2.2 Proofs of Theorem 2.4
Proof. For some constant 0 ≤ γ ≤ 1, if n1 ≥ n2, define
C1 =
{
B˜ = (Bij) ∈ Rn1×rB? : Bij ∈
{
0, γ (σ ∧ a1)
(
rB?
(n1 ∧ n2) θ0
)1/2}
, ∀1 ≤ i ≤ n1, 1 ≤ j ≤ rB?
}
,
and consider the associated set of block matrices
A (C1) =
{
A = Xβ˜ +
(
B˜| . . . |B˜|0
)
∈ Rn1×n2 : β˜ ∈ β (a1) , B˜ ∈ C1
}
,
where 0 denotes the n1 × (n2 − rB?bn2/rB?c) zero matrix.
It is easy to see that any element of B(C1) and the difference of any two elements of B(C1) has
rank at most rB? . The entries of any matrix in B(C1) are within [0, a1]. Due to Lemma 2.9 in ?),
there exists a subset B0 ⊂ B(C2) containing the zero n1×n2 matrix 0 where Card(B0) ≥ 2rB?n1/2+1
and for any two distinct elements B1 and B2 of B0,
‖B1 −B2‖2F ≥
n1rB?
8
(
γ2 (σ ∧ a1)2
(
rB?
(n1 ∧ n2) θ0
)⌊
n2
rB?
⌋)
≥ γ
2
16 (σ ∧ a1)
2
(
n1n2rB?
(n1 ∧ n2) θ0
)
.
For 0 ≤ l ≤ rB? , take β0 ⊂ β(a1) such that
β0 =
{
β˜ ∈ Rm×n2 : (Xβ)ij = γ (σ ∧ a1)
(
l
(n1 ∧ n2) θ0
)1/2
, ∀1 ≤ i ≤ n1, 1 ≤ j ≤ n2
}
.
For any A ∈ A0 = β0∪B0, the Kullback-Leibler divergence K(P0,PA) between P0 and PA satisfies
K (P0,PA) = EP0
∑
ij
ωij
A20ij − 2A0ijY0ij
2σ2
 = θ0 ‖A‖2F2σ2 ≤ γ
2 (rB? + l)n1n2
n1 ∧ n2 .
It is easy to know that Card(A0) = Card(B0) ≥ 2rB?n1/2 + 1. From above we deduce the condition
1
Card(A0)− 1
∑
A∈A0
K (P0,PA) ≤ α log
(
Card(A0)− 1
)
(2.21)
is satisfied for any α > 0 if 0 < γ <
√
α/2 and l ≤ rB? . The result now follows by application of
Theorem 2.5 in ?).
For n1 ≤ n2, similarly, define
C2 =
{
B˜ = (Bij) ∈ RrB?×n2 : Bij ∈
{
0, γ (σ ∧ a1)
(
rB?
(n1 ∧ n2) θ0
)1/2}
, ∀1 ≤ i ≤ rB? , 1 ≤ j ≤ n2
}
,
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and consider the associated set of block matrices
A (C2) =
{
A = Xβ˜ +
(
B˜| . . . |B˜|0
)T ∈ Rn1×n2 : β˜ ∈ β (a1) , B˜ ∈ C2} ,
where 0 denotes the (n1− rB?bn1/rB?c)×n2 zero matrix here. Follow the same proof, we have the
same result.
2.9.2.3 Non-Uniform Missing
For the non-uniform missing, we assume that the missing probability Θ = (θij) is known.
Namely, we know Θ∗ = (1/θij) in the risk function (2.3). Thus
B̂NON−UNI = arg min
B∈Rn1×n2
{ 1
n1n2
‖B −W ◦Θ∗ ◦ Y ‖2F + λ2 ‖B‖∗
}
. (2.22)
Follow the same proof of Theorem 3 of Koltchinskii et al. (2011), we have that
Theorem 2.5. Assume Conditions C1-C4, if λ2 ≥ 2‖W ◦Θ∗ ◦ Y −A?‖, then
d2
(
B̂NON−UNI,B?
)
≤ λ2 min
2 ‖B?‖∗ ,
(
1 +
√
2
2
)2
λ2n1n2rB?
 .
As for d2(XβˆNON−UNI,Xβ?), it follows from the closed form of βˆ that
XβˆNON−UNI −Xβ? =X(n−11 XᵀX + n2λ1Im×m)−1n−11 Xᵀ (W ◦Θ∗ ◦ Y −Xβ?)
−X(n−11 XᵀX + n2λ1Im×m)−1n2λ1n−11 Xβ?.
Take λ1 = o(n−12 ), n2λ1 = o(1), we have X(n−11 XᵀX + n2λ1Im×m)−1n−11 Xᵀ = PX(1 + o(1)). It
implies that,
1
n1n2
∥∥∥XβˆNON−UNI −Xβ?∥∥∥2
F
≤ 1
n1n2
‖PX (W ◦Θ∗ ◦ Y −A?)‖2F (1 + o (1))+n22λ21 ‖Xβ?‖2F (1 + o (1)) .
It is not hard to show that E‖PX(W ◦Θ∗ ◦Y −A?)‖2F ≤ {(1/θL− 1)log(n)a21 + c2σ/θL}n2m. Then
take λ1 = o(n−11 n
−3/2
2 log−1(n)), we have d2(XβˆNON−UNI,Xβ?) = Op(n−11 ).
The lower bound can be given in the following theorem.
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Theorem 2.6. Assume Condition C4, fix a1 > 0, for rB? such that 1 ≤ rB? ≤ min(n1, n2) −m,
(n1 ∨ n2)rB? ≤ n1n2θL. Let the variables ij be Gaussian N (0, σ2), σ2 > 0 for i = 1, . . . , n1,
j = 1, . . . , n2. Then there exist absolute constants α ∈ (0, 1), c > 0 and 0 ≤ l ≤ rB?, such that
inf
βˆ,B̂
sup
β?∈β(a1),B?∈B(rB? ,a1)
P
(
d2(Â,A?) > c(σ ∧ a1)2 (n1 ∨ n2) (rB? + l)
n1n2θL
)
≥ α.
2.9.3 Justification of Condition C5(b)
Sweeting (1980) presented a very general result concerning the uniform asymptotic normality
of the MLEs. In this section, we want to verify Condition C5(b) under the logistic sampling model
given in (2.12) by applying Sweeting’s results. A natural estimator of γ.j is the conditional MLE
γˆ.j , denoted as that maximizes the log-likelihood,
`n1 (γ.j) =
n1∑
i=1
{ωij log θij + (1− ωij) log (1− θij)} .
We know that the MLE γˆ.j of γ.j is a consistent estimator and the asymptotic normality of γ.j for
each j = 1, . . . , n2 under some regularity conditions. Then we apply Sweeting’s result to show the
uniform asymptotic normality of these MLEs.
The conditional Fisher information matrix is
In1 (γ.j) = E
(
−∂
2`n1 (γ.j)
∂γ2.j
)
=
n1∑
i=1
θij (1− θij) x˜ix˜iᵀ. (2.23)
Let x¯c = lim
n1→∞
n−11
∑n1
i=1 xi and S˜x =
 1 x¯ᵀc
x¯c Sx
. To guarantee the sum of squared errors in
Condition C5(b), we require the following conditions for the sampling model:
CA(a). (i) There exists a universal upper bound θU ∈ (0, 1), where θU is allowed to depend on
n1 and n2, such that max
i,j
{θij} ≤ θU < 1 uniformly. (ii) 0 < ‖S˜x‖ <∞ and S˜x > 0.
Condition CA(a) is a mild condition. The upper bound θU and the lower bound θL in C5(a)
are considered together to ensure the invertibility of In1(γ.j).
Denote the parameter space Ξ is a bounded subset of Rm+1 which covers the parameters γ.j for
j = 1, . . . , n2. Let Pξ, Pn1,ξ, n1 ≥ 1, be probability measures of random variables A(ξ), An1(ξ),
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n1 ≥ 1 defined on the Borel subset of a metric space depending on a ξ ∈ Ξ, and let C(Rm+1) be
the space of real bounded uniformly continuous functions, An1(ξ)
u⇒ A(ξ) in ξ ∈ Ξ if and only if
sup
ξ∈Ξ
|Pn1,ξ (S)− Pξ (S)| → 0, as n1 →∞,
for any Borel set S with Pξ (∂S) = 0.
In order to show the uniform weak convergence of MLEs, Sweeting proposed additional two
regularity conditions in Sweeting (1980), which we present in a form that would connect well to
the logistic regression model setting.
CA(b). There exist nonrandom square matricesDn1(ξ), continuous in ξ, satisfying sup
ξ∈Ξ
‖D−1n1 (ξ)‖F →
0, as n1 →∞, such that
Wn1 (ξ) ≡D−1n1 (ξ) In1 (ξ)
{
D−1n1 (ξ)
}ᵀ u⇒W (ξ) ,
and P(W (ξ) > 0) = 1.
CA(c). For all  > 0, (i) sup
ξ∈Ξ
sup
ξ′∈A(ξ,)
‖D−1n1 (ξ)Dn1(ξ′)−Im+1‖F → 0, where A(ξ, ) = {ξ′ ∈ Ξ :
‖Dᵀn1(ξ)(ξ′ − ξ)‖F ≤ }, and
(ii)sup
ξ∈Ξ
sup
ξk∈A(ξ,),1≤k≤(m+1)
‖D−1n1 (ξ){(In1(ξ1)ᵀ1., . . . , In1(ξm+1)ᵀ(m+1).)− In1(ξ)}{D−1n1 (ξ)}ᵀ‖F → 0,
where In1(ξk)k. is the k−th row of In1(ξk) for 1 ≤ k ≤ m+ 1.
Under growth and convergence Condition CA(b) and continuity Condition CA(c), Corollary
1 of Sweeting (1980) showed that the MLE of ξˆ is asymptotic normal uniformly with respect to
ξ ∈ Ξ,
W 1/2n1 (ξ)Dn1 (ξ)
(
ξˆ − ξ
)
u⇒ Z, as n1 →∞,
where Z is the standard normal random vector in Rm+1 and independent of W (ξ).
In the case of the logistic regression model, the parameter space Ξ is an open subset of Rm+1
such that for any ξ ∈ Ξ and θiξ = exp(xᵀi ξ)/{1 + exp(xᵀi ξ)}, 0 < θL ≤ mini,j {θiξ} ≤ maxi,j {θiξ} ≤
θU < 1. Let piξ = n−11
∑n1
i=1 θiξ(1− θiξ), Dn1(ξ) = (n1piξ)1/2Im+1 and W (ξ) = S˜x, thus Wn1(ξ) ≡
D−1n1 (ξ)In1(ξ){D−1n1 (ξ)}ᵀ = (n1piξ)−1In1(ξ), where In1(ξ) is defined as the Fisher matrix in (2.23).
The justifications of Conditions CA(b) and CA(c) on any ξ ∈ Ξ are given in the following.
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Justification of Condition CA(b). For any ξ ∈ Ξ, since Ξ is a bounded subset of Rm+1, then
piξ =
∑n1
i=1 θiξ(1−θiξ)/n1 ∈ {min{θU (1−θU ), θL(1−θL)}, 1}. It is easy to see that sup
ξ∈Ξ
‖D−1n1 (ξ)‖F =
√
m+ 1(n1piξ)−1/2 → 0 under the case θL > (n1n2)−1(n1 ∨ n2) log(n) as n1 →∞.
Under Condition C2, there exist a positive constant ax such that ‖X‖∞ < ax, lim
n1→∞
n−11 X
ᵀX =
lim
n1→∞
n−11
∑n1
i=1 xix
ᵀ
i = Sx. Also we have x¯c = limn1→∞n
−1
1
∑n1
i=1 xi, thus
n−11
n1∑
i=1
θiξ (1− θiξ)xi − piξx¯c =n−11
n1∑
i=1
θiξ (1− θiξ)xi − n−11
n1∑
i=1
θiξ (1− θiξ) x¯c
≤
∣∣∣∣∣n−11
n1∑
i=1
θiξ (1− θiξ) (xi − x¯c)
∣∣∣∣∣→ 0.
Similarly, we have n−11
∑n1
i=1 θiξ(1 − θiξ)xi → piξx¯c and n−11
∑n1
i=1 θiξ(1 − θiξ)xixᵀi → piξSx. These
imply, (n1piξ)−1In1(ξ) = (n1piξ)−1
∑n1
i=1 θiξ(1− θiξ)x˜ix˜iᵀ → S˜x.
Since Dn1(ξ) = (n1piξ)1/2Im+1, W (ξ) = S˜x,
Wn1 (ξ) ≡ (n1piξ)−1 In1 (ξ) u⇒ S˜x,
Here W (ξ) = S˜x and P(S˜x > 0) = 1.
Justification of Condition CA(c). For Condition CA(c)(i), for ξ ∈ Ξ, the setA(ξ, ) = ‖Dᵀn1(ξ)(ξ′−
ξ)‖F ≤  implies
tr
{(
ξ′ − ξ)ᵀDn1(ξ)Dᵀn1 (ξ) (ξ′ − ξ)} = (n1piξ) tr {(ξ′ − ξ)ᵀ (ξ′ − ξ)} ≤ 2.
Let θiξ′ = exp(x˜iᵀξ′)/{1 + exp(x˜iᵀξ′)} and piξ′ =
∑n1
i=1 θiξ′(1 − θiξ′). Since we have θiξ′ − θiξ =
θiξ(1 − θiξ)x˜iᵀ(ξ′ − ξ) + (ξ′ − ξ)ᵀx˜i(1 − 2θiξ∗)θiξ∗(1 − θiξ∗)x˜iᵀ(ξ′ − ξ) for ξ∗ ∈ Bm+1(ξ, d(ξ, ξ′)),
where Bm+1(ξ, d(ξ, ξ′)) is the ball belongs to Rm+1 with center at ξ and radius d(ξ, ξ′), d(ξ, ξ′) is
euclidean distance between the vector ξ and ξ′. Since ξ∗ ∈ Ξ, we have |(1−2θiξ∗)θiξ∗(1−θiξ∗)| < 2.
Combining the fact that there exist a positive constant ax such that ‖X‖∞ < ax, ‖x˜ix˜iᵀ‖ <∞, we
can say that θiξ′−θiξ = θiξ(1−θiξ)x˜iᵀ(ξ′−ξ)+o((ξ′−ξ)) and (θiξ′−θiξ)2 = θ2iξ(1−θiξ)2tr(x˜ix˜iᵀ(ξ′−
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ξ)(ξ′ − ξ)ᵀ) + o((ξ′ − ξ)ᵀ(ξ′ − ξ)). It implies that
(n1piξ)1/2
∣∣piξ′ − piξ∣∣ = (n1piξ)1/2
∣∣∣∣∣n−11
n1∑
i=1
{
θiξ′
(
1− θiξ′
)− θiξ (1− θiξ)}
∣∣∣∣∣ ≤ n−1/21 pi1/2ξ
n1∑
i=1
3
∣∣θiξ′ − θiξ∣∣
≤3n−1/21 pi1/2ξ
√√√√ n1
n1piξ
n1∑
i=1
{
n1piξ
(
θiξ′ − θiξ
)2}
≤3n−1/21
√√√√ n1∑
i=1
n1piξtr {x˜ix˜iᵀ (ξ′ − ξ) (ξ′ − ξ)ᵀ + o ((ξ′ − ξ)ᵀ (ξ′ − ξ))}
≤3n−1/21
√√√√2n1tr
{(
1
n1
n1∑
i=1
x˜ix˜i
ᵀ
)
n1piξ (ξ′ − ξ) (ξ′ − ξ)ᵀ
}
≤ 3
√
2
∥∥∥S˜x∥∥∥,
which implies sup
ξ∈Ξ
sup
ξ′∈A(ξ,)
‖D−1n1 (ξ)Dn1(ξ′)−Im+1‖F = (m+1)|piξ′/piξ−1| = (m+1)(n1piξ)−1/2(n1piξ)1/2|piξ′−
piξ| → 0 as n1 →∞.
For Condition CA(c)(ii), Let θiξk = exp(x˜iᵀξk)/{1 + exp(x˜iᵀξk) and piξk =
∑n1
i=1 θiξk(1 −
θiξk)/n1. For any ξ ∈ Ξ, since (n1piξk)−1In1(ξk)→ S˜x and (n1piξ)−1In1(ξ)→ S˜x showed as before,
we have over the sets ‖Dᵀn1(ξ)(ξk − ξ)‖F ≤ , for 1 ≤ k ≤ m+ 1, as n1 →∞,∥∥∥(n1piξ)−1 {In1 (ξk)− In1 (ξ)}∥∥∥
F
≤
∥∥∥∥{(n1piξ)−1 − (n1piξk)−1} In1 (ξk)∥∥∥∥
F
+
∥∥∥∥(n1piξk)−1 In1 (ξk)− (n1piξ)−1 In1 (ξ)∥∥∥∥
F
≤ (n1piξ)−3/2(n1piξ)1/2|piξk − piξ|
∥∥∥∥(n1piξk)−1 In1 (ξk)∥∥∥∥
F
+
∥∥∥∥(n1piξk)−1 In1 (ξk)− (n1piξ)−1 In1 (ξ)∥∥∥∥
F
By the inequalities ‖S˜x‖F ≤
√
m+ 1‖S˜x‖ < ∞ and √n1piξ|piξk − piξ| ≤ 3
√
2‖S˜x‖, we have
‖(n1piξ)−1{In1(ξk)− In1(ξ)}‖F → 0.
Thus we have
sup
ξ∈Ξ
sup
ξk∈A(ξ,)
∥∥∥∥D−1n1 (ξ){(In1 (ξ1)ᵀ1. , . . . , In1 (ξm+1)ᵀ(m+1).
)
− In1 (ξ)
}{
D−1n1 (ξ)
}ᵀ∥∥∥∥
F
≤sup
ξ∈Ξ
m+1∑
k=1
sup
ξk∈A(ξ,)
∥∥∥(n1piξ)−1 {In1 (ξk)− In1 (ξ)}∥∥∥
F
→ 0.
Applying Corollary 1 in Sweeting (1980) we have that I1/2(ξ)(ξˆ− ξ) u⇒ Z for all γ ∈ Ξ. Under
Condition CA(a), we have the parameters γ.j ∈ Ξ for j = 1, . . . , n2. Namely, I1/2(γ.j)(γˆ.j −γ.j) u⇒
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Z which implies I1/2(γ.j)(γˆ.j − γ.j) d→ N (0, 1) for all j = 1, . . . , n2. For j = 1, . . . , n2, define
pij =
∑n1
i=1 θij(1− θij)/n1, and pi∗j ∈ ((1− θU )2/θ2L, (1− θL)2/θ2U ), then we have pij ∈ {min{θU (1−
θU ), θL(1 − θL)}, 1} and pi∗j =
∑n1
i=1{(1 − θij)2/θ2ij}/n1. As shown in Justification of Condition
CA(b), (n1pij)−1/2I1/2(γ.j)→S˜x1/2. Thus we have √n1pij(γˆ.j − γ.j) u⇒ Zj , where Zj ∼ N (0, S˜x−1)
for all 1 ≤ j ≤ n2. For each j = 1, . . . , n2, |γˆ.j − γ.j | = Op(1/√n1pij).
The estimator of θij is given by θ̂ij = exp(x˜iᵀγˆ.j)/{1+exp(x˜iᵀγˆ.j)}, thus, for each j = 1, . . . , n2,
supi |θ̂ij − θij | = Op(1/√n1pij). Also, we have that for specific γ∗.j ∈ Bm+1(γ.j , d(γ.j , γˆ.j)),
1
θ̂ij
− 1
θij
= − 1
θ2ij
(
∂θij
∂γ.j
)ᵀ
(γˆ.j − γ.j) + (γˆ.j − γ.j)ᵀ ∂
2 (1/θij)
∂γ2.j
∣∣∣γ∗.j (γˆ.j − γ.j) ,
which can simplify to be
1
θ̂ij
− 1
θij
= −(1− θij)
θij
x˜i
ᵀ (γˆ.j − γ.j) + (γˆ.j − γ.j)ᵀ
(
1− θ∗ij
)
θ∗ij
x˜ix˜i
ᵀ (γˆ.j − γ.j) .
Since there exist a positive constant ax such that ‖X‖∞ < ax, we have ‖x˜ix˜iᵀ‖∞ < ∞. Also
γ∗.j ∈ B(γ.j , d(γ.j , γˆ.j)) and ‖X‖∞ < ax implies θ∗ij → θij , as n1 → ∞. Namely, (1 − θ∗ij)/θ∗ij →
(1− θij)/θij , as n1 →∞. Once θij 6= 0 and x˜i 6= 0, by Taylor expansion and continuous mapping
theorem, we can see that:(
1
θ̂ij
− 1
θij
)2
= (1− θij)
2
θ2ij
(γˆ.j − γ.j)ᵀ x˜ix˜iᵀ (γˆ.j − γ.j) + o ((γˆ.j − γ.j)ᵀ (γˆ.j − γ.j)) ,
for i = 1, . . . , n1, j = 1, . . . , n2. As n1 →∞, we have
n1∑
i=1
(1− θij)2
θ2ij
x˜ix˜i
ᵀ/
(
n1pi
∗
j
)
→ S˜x.
By Slutsky theorem,
pij
pi∗j
n1∑
i=1
(
1
θ̂ij
− 1
θij
)2
u⇒ Zᵀj
(
S˜x
−1)−1
Zᵀj ,
which implies that pijpi∗−1j
∑n1
i=1(1/θ̂ij − 1/θij)2 u⇒ Uj , where Uj ∼ χ2m+1 for all j = 1, . . . , n2.
By using Polya’s theorem, we have for any t > η−1g (m + 1), let ηg = min{pij/pi∗j }, kn1 =
max
j
sup
t
|P(∑i(1/θ̂ij − 1/θij)2 ≥ t) − P(χ2m+1 ≥ ηgt)| ≤ 1/n22 there exists a positive integer N1/n22 ,
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for n1 ≥ N1/n22 ,
sup
j
P

n1∑
i=1
(
1
θ̂ij
− 1
θij
)2
≥ t
 ≤ supj P
pijpi∗j
n1∑
i=1
(
1
θ̂ij
− 1
θij
)2
≥ ηgt

≤sup
j
{
P
(
χ2m+1 ≥ ηgt
)}
+ kn1 ≤
[
ηgt
m+ 1 exp
{
1− ηgt
m+ 1
}]m+1
2
+ kn1 .
Take cn1,n2 = n2 log(n2)/ηg and t0 = (m+ 3), for t > t0, we have
P

n2∑
j=1
n1∑
i=1
(
1
θ̂ij
− 1
θij
)2
≥ cn1,n2t
 ≤
n2∑
j=1
P

n1∑
i=1
(
1
θ̂ij
− 1
θij
)2
≥ cn1,n2t
n2

=
n2∑
j=1
P
{
χ2m+1 ≥
ηgcn1,n2t
n2
}
≤
n2∑
j=1
[
ηgcn1,n2t
n2 (m+ 1)
exp
{
1− ηgcn1,n2t
n2 (m+ 1)
}]m+1
2
+ n2kn1
≤ (m+ 1)−(m+1)/2 exp
{
m+ 1
2 −
ηgcn1,n2t
2n2
+ log (t) + m+ 12 log
(
ηgcn1,n2
n2
)
+ log (n2)
}
+ n2kn1
≤ (m+ 1)−(m+1)/2 exp
{
m+ 1
2 −
t log (n2)
2 + log (t) +
m+ 3
2 log (n2)
}
+ n2kn1
≤ (m+ 1)−(m+1)/2 exp
{
m+ 2− t2 + log (t)
}
+ n2kn1 .
Let g(t) = (m + 1)−(m+1)/2 exp{m + 2 − t/2 + log(t)} and hn1,n2 = n2kn1 ≤ 1/n2 in Condition
C5(b), we have lim
t→∞ g(t) = 0 and limn1,n2→∞hn1,n2 = 0. It satisfies the requirements.
2.9.4 Lemmas and Proofs
In this section, we provide various results required in the proofs of Theorems 3.4 and 2.2, as well
as Corollaries 2.1 and 2.2. First, we review some basic facts about matrices which will be useful in
the following development. For any A,B ∈ Rn1×n2 , we have
• Trace Duality Property:
|tr (AᵀB)| ≤ ‖B‖ ‖A‖∗ . (2.24)
• Norm Inequalities:
‖A‖F ≤ ‖A‖∗ ≤
√
rA ‖A‖F and ‖A‖ ≤ ‖A‖F ≤
√
rA ‖A‖ , (2.25)
where rA is the rank of matrix A.
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Write Jij = ei(n1)eᵀj (n2), where ei(n) ∈ Rn is the standard basis vector with the i-th element
being 1 and the rest being 0. Now we present several lemmas.
Lemma 2.1. Let Ψ(1) = ∑ij ωijijJij/(n1n2θ̂ij). Under Conditions C1, C4 and C5, for some
positive constants cσ, η, δσ and all t > t0, there exists ∆(1)(δσ, t) such that∥∥∥Ψ(1)∥∥∥ ≤ ∆(1)(δσ, t)  max
{√
(n1 ∨ n2) log (n)√
θLn1n2
, (n1n2)−3/4 (cn1,n2t)
1/2 logδσ/4 (n)
}
holds with probability at least 1− 1/n− g(t)− hn1,n2 − 12c2ση2 log−δσ(n).
More specifically, for the uniform missingness, we have θij ≡ θ0 and θˆij ≡ N/(n1n2) and for
some positive constants δσ and C1 such that∥∥∥Ψ(1)∥∥∥ ≤ C1√(n1 ∨ n2) log (n)√
θ0n1n2
holds with probability at least 1− 1/n− log−δσ(n)− 2/(n1 ∨ n2).
To prove Lemma 3.3, we apply Theorem 6.2 which is matrix Bernstein inequality for the sub-
exponential case provided by Tropp (2012).
Proof of Lemma 3.3. For any rectangular matrix M , let L(M) be the self-adjoint dilation of M
defined as
L (M) :=
 0 M
Mᵀ 0
 .
In our case, for i = 1, . . . , n1, j = 1, . . . , n2, let
Gn2(i−1)+j = L
(
ijωij
θij
Jij
)
and Hn2(i−1)+j = L
(
cσ√
θL
Jij
)
.
To apply Theorem 6.2 of Tropp (2012), we verify the conditions needed in the following.
Since ij is independent of ωij , we have
E
(
ijωij
θij
Jij
)
= E (ij)E
(
ωijJij
θij
)
= 0,
which implies E
(
Gn2(i−1)+j
)
= 0. Write ηH = η/θL, where η is the constant in Condition C1.
Now we want to show that
E
L
(
ijωij
θij
Jij
)l ≤ l!2 · ηl−2H L
(
cσ√
θL
Jij
)2
for l = 2, 3, 4, . . . . (2.26)
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In our case, under Condition C1 and C4, for a finite constant η, we have
E
∣∣∣∣∣ijωijθij
∣∣∣∣∣
l
= E |ij |
l Eωij
θlij
≤ max E |ij |
l
θl−1L
≤ 12 l!
(
cσ√
θL
)2 ( η
θL
)l−2
, l = 2, 3, . . . .
Thus it suffices to show that Ll(Jij) ≤ L2(Jij) for l = 2, 3, 4, . . . .
Let Kn,i = ei(n)eᵀi (n), where ei(n) ∈ Rn is the standard basis vector of Rn with the i-th
element being 1 and the rest being 0. By the properties of Jij , it is not hard to show that for l = 2s
or 2s+ 1, we have
L2s (Jij) =
Kn1,i 0
0 Kn2,j
 and L2s+1 (Jij) =
 0 Jij
Jᵀij 0
 = L (Jij) .
Hence (2.26) is verified as
Kn1,i −Jij
−Jᵀij Kn2,j
 ≥ 0.
Set the constant σ2H = ‖
∑
ij L(cσJij/
√
θL)2‖ = c2σ‖
∑
ij L(Jij)2‖/θL. Since∥∥∥∥∥∥
∑
ij
L (Jij)2
∥∥∥∥∥∥ =
∥∥∥∥∥∥∥
∑ijKn1,i 0
0 ∑ijKn2,j

∥∥∥∥∥∥∥ = max

∥∥∥∥∥∥
∑
ij
Kn1,i
∥∥∥∥∥∥ ,
∥∥∥∥∥∥
∑
ij
Kn2,j
∥∥∥∥∥∥

= max {‖n2In1‖ , ‖n1In2‖} = n1 ∨ n2,
we have σ2H = c2σ(n1 ∨ n2)/θL. By the property of dilation (2.12) of Tropp (2012),
P
λmax
∑
ij
L
(
ijωij
θij
Jij
) ≥ t
 = P
∥∥∥∥∥∥
∑
ij
ijωij
θij
Jij
∥∥∥∥∥∥ ≥ t
 .
By the Matrix Bernstein Inequality in Theorem 6.2 of Tropp (2012), we show that, for all t1 > 0,
P
∥∥∥∥∥∥
∑
ij
ijωij
θij
Jij
∥∥∥∥∥∥ ≥ t1
 ≤n · exp{ −t21/2
c2σ (n1 ∨ n2) /θL + ηHt1
}
≤

n · exp
{ −t21
4c2σ(n1∨n2)/θL
}
for t1 ≤ c2σ (n1 ∨ n2) / (θLηH)
n · exp
{ −t1
4ηH
}
for t1 ≥ c2σ (n1 ∨ n2) / (θLηH)
In other words, for any s1 > 0, with probability at least 1− exp{−s1}, we have∥∥∥∥∥∥
∑
ij
ijωij
θij
Jij
∥∥∥∥∥∥ ≤ max
2cσ
√
(n1 ∨ n2) {s1 + log (n)}
θL
, 4ηH {s1 + log (n)}

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where s′1 = s1 + log(n). Choose s1 = log(n), i.e, s′1 = 2 log(n). With probability at least 1 − 1/n,
we have
1
n1n2
∥∥∥∥∥∥
∑
ij
ijωij
θij
Jij
∥∥∥∥∥∥ ≤ 2cσ
√
2 (n1 ∨ n2) log (n)√
θLn1n2
:= ∆(1)′ .
We also know that∥∥∥∥∥∥
∑
ij
ijωij
(
1
θ̂ij
− 1
θij
)
Jij
∥∥∥∥∥∥
2
≤
∥∥∥∥∥∥
∑
ij
ijωij
(
1
θ̂ij
− 1
θij
)
Jij
∥∥∥∥∥∥
2
F
=
∑
ij
2ijω
2
ij
(
1
θ̂ij
− 1
θij
)2
≤
∑
ij
2ij
(
1
θ̂ij
− 1
θij
)2
≤ max 2ij
∑
ij
(
1
θ̂ij
− 1
θij
)2
.
Due to Markov inequality, under Condition C1, we have for any a > 0,
P
(
max 2ij ≥ a
)
= P
(
max 4ij ≥ a2
)
≤
∑
ij E4ij
a2
≤ 12n1n2c
2
ση
2
a2
.
Take a = (n1n2)1/2 logδσ/2(n) for a positive constant δσ, we have max 2ij ≤ (n1n2)1/2 logδσ/2(n)
with probability at least 1− 12c2ση2 log−δσ(n).
Combining with Condition C5(b), we have for t > t0, with probability at least 1−g(t)−hn1,n2−
12c2ση2 log−δσ(n), ‖
∑
ij ijωij(1/θ̂ij − 1/θij)Jij‖ ≤ (n1n2)1/4(cn1,n2t)1/2 logδσ/4(n).
Then for t > t0, with probability at least 1− 1/n− g(t)− hn1,n2 − 12c2ση2 log−δσ(n), we have
1
n1n2
∥∥∥∥∥∥
∑
ij
ijωij
θ̂ij
Jij
∥∥∥∥∥∥ ≤ 1n1n2
∥∥∥∥∥∥
∑
ij
ijωij
θij
Jij
∥∥∥∥∥∥+ 1n1n2
∥∥∥∥∥∥
∑
ij
ijωij
(
1
θ̂ij
− 1
θij
)
Jij
∥∥∥∥∥∥
≤∆(1)′ + (n1n2)−3/4 (cn1,n2t)1/2 logδσ/4 (n)
:=∆(1) (δσ, t)  max
{√
(n1 ∨ n2) log (n)√
θLn1n2
, (n1n2)−3/4 (cn1,n2t)
1/2 logδσ/4 (n)
}
.
As for the uniform missingness, for the first term without the estimators θˆij , we have the same
upper bound. We also know that for the second term,
E
∥∥∥∥∥∥
∑
ij
ijωij
(
1
θ̂ij
− 1
θij
)
Jij
∥∥∥∥∥∥
2
≤E
∑
ij
2ijω
2
ij
(
1
θ̂ij
− 1
θij
)2 ≤ c2σE
∑
ij
ωij
(
n1n2
N
− 1
θ0
)2
=c2σE
{
N
(
n1n2
N
− 1
θ0
)2}
= c2σ (n1n2)2 E
{ 1
N
− 1
n1n2θ0
}
.
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Also E(N) = n1n2θ0 and Taylor expansions for the moments of functions of random variables im-
plies that E(1/N) = 1/(θ0n1n2)+1/(θ0n1n2)3Var(N)(1+o(1)) = 1/(θ0n1n2)+(1−θ0)/(θ0n1n2)2(1+
o(1)) due to the fact that E(N − (n1n2)θ0)4 = o(Var(N)). We have E‖ijωij(n1n2/N − 1/θ0)Jij‖ ≤
2c2σ(1− θ0)/θ20.
Due to Markov inequality, we have for 0 < δσ < 2, ‖ijωij(n1n2/N − 1/θ0)Jij‖ ≤ c2σ(1 −
θ0) logδσ(n)/θ20 ≤ c2σ logδσ(n)/θ20 with probability at least 1 − 2 log−δσ(n). Since n1n2θ0 > (n1 ∨
n2) log(n), we have logδσ(n)/θ20 < (n1∨n2) log(n)/θ0. Then we have under the uniform missingness,
for a positive constant C1, ∥∥∥Ψ(1)∥∥∥ ≤ C1√(n1 ∨ n2) log (n)√
θ0n1n2
holds with probability at least 1− 1/n− 2 log−δσ(n).
Lemma 2.2. Let Ψ(2) = ∑ij A0ij(ωij/θij − 1)Jij/(n1n2). Under Conditions C3-C5, there exists
∆(2) such that ∥∥∥Ψ(2)∥∥∥ ≤ ∆(2)  √|1/θL − 1| (n1 ∨ n2) log (n)
n1n2
holds with probability at least 1− 1/n.
To prove Lemma 3.4, we utilize Proposition 1 given by Koltchinskii et al. (2011) as an immediate
consequence of the Matrix Bernstein Inequality due to ?) and Tropp (2012). For matrix A?, define
that:
|A?|∗ := max

√√√√ max1≤i≤n1∑n2j=1 |1/θij − 1|A20,ij
n1n2
,
√√√√ max1≤j≤n2∑n1i=1 |1/θij − 1|A20,ij
n1n2
 . (2.27)
Proof of Lemma 3.4. Let Mn2(i−1)+j = A0ij(ωij/θij − 1)Jij . Under Conditions C4 and C5, it is
easy to show that max
k
‖Mk‖ ≤ max{1/θij − 1, 1}‖A?‖∞ ≤ max{1/θL − 1, 1}‖A?‖∞ and
σM = max
 1n1n2
∥∥∥∥∥∑
k
E(MkMᵀk )
∥∥∥∥∥
1/2
,
1
n1n2
∥∥∥∥∥∑
k
E(MᵀkMk)
∥∥∥∥∥
1/2
 ≤ |A?|∗ .
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Take UM = max{1/θL − 1, 1}‖A?‖∞. By Proposition 1 of Koltchinskii et al. (2011), we have,
for all t > 0,
∥∥∥Ψ(2)∥∥∥ ≤ 2 max
|A?|∗
√
t+ log (n)
n1n2
,max
{ 1
θL
− 1, 1
}
‖A?‖∞ t+ log (n)
n1n2

with probability at least 1− exp{−t}.
According to (2.27), under Conditions C3 and C5, we have
|A?|∗ ≤
√
|1/θL − 1|
n1n2
max
{
‖A?‖∞,2 , ‖Aᵀ?‖∞,2
}
≤ a2
√
|1/θL − 1|
n1 ∧ n2 .
Under additional Condition C3 and t = log(n), with probability at least 1− 1/n,∥∥∥Ψ(2)∥∥∥ ≤ 2 (a1 ∨ a2) max
{√
2 |1/θL − 1| log (n)
(n1 ∧ n2)n1n2 , 2 max
{ 1
θL
− 1, 1
} log3/2 (n)
n1n2
}
:= ∆(2),
for some positive constants a1 and a2 defined in Condition C3.
Since (n1n2)−1 log3/2(n) = o{(n1 ∨n2)1/2(n1n2)−1 log1/2(n)} and
√|1/θL − 1| = o(max{1/θL−
1, 1}) when θL = o(1), we have ∆(2) 
√|1/θL − 1|(n1 ∨ n2)1/2(n1n2)−1 log1/2(n).
Lemma 2.3. Let Ψ(3) = ∑ij A0ij(ωij/θ̂ij − ωij/θij)Jij/(n1n2). Under Conditions C3 and C5, for
all t > t0, there exists ∆(3)(t) such that
∥∥∥Ψ(3)∥∥∥ ≤ ∆(3) (t) 
√
cn1,n2t log (n)
n1n2
holds with probability at least 1− g(t)− hn1,n2.
More specifically, for the uniform missingness, we have θij ≡ θ0 and θˆij ≡ N/(n1n2) and for
0 < δσ < 2, such that ∥∥∥Ψ(3)∥∥∥ ≤ √2 (n1 ∨ n2) log (n)a1√
θ0n1n2
holds with probability at least 1− 2 log−δσ(n).
Proof of Lemma 3.5. By the inequality (3.30), we have∥∥∥Ψ(3)∥∥∥ ≤ 1
n1n2
∥∥∥W ◦ Θ̂∗ ◦A? −W ◦Θ∗ ◦A?∥∥∥
F
= 1
n1n2
√√√√√∑
ij
A20ijω
2
ij
(
1
θ̂ij
− 1
θij
)2
≤ ‖A?‖∞
n1n2
√√√√√∑
ij
(
1
θ̂ij
− 1
θij
)2
.
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Under Condition C5,
√∑
ij(1/θ̂ij − 1/θij)2 ≤
√
cn1,n2t with probability at least 1−g(t)−hn1,n2 .
It implies that under Condition C3, with probability at least 1− g(t)− hn1,n2 ,
∥∥∥Ψ(3)∥∥∥ ≤
√
cn1,n2t log (n)a1
n1n2
≤
√
cn1,n2t log (n) (a1 ∨ a2)
n1n2
:=∆(3) (t) 
√
cn1,n2t log (n)
n1n2
.
Since (n1n2)−1 log1/2(n) = o((n1n2)−3/4 logδσ/4(n)), we have ∆(3)(t) = o(∆(1)(δσ, t)).
As for the uniform missingness, similarly as the proof in Lemma 3.3, we have that E{1/N −
1/(n1n2θ0)} ≤ 2(1− θ0)/(θ0n1n2)2. Then for 0 < δσ < 2, with probability at least 1− 2 log−δσ(n),
‖ωij(n1n2/N−1/θ0)Jij‖ ≤ 2(1−θ0) logδσ(n)/θ20 ≤ 2 logδσ(n)/θ20 ≤ 2(n1∨n2) log(n)/θ0 for n1n2θ0 >
(n1 ∨ n2) log(n). Thus it is not hard to conclude that, for 0 < δσ < 2, with probability at least
1− 2 log−δσ(n), ∥∥∥Ψ(3)∥∥∥ ≤ √2 (n1 ∨ n2) log (n)a1√
θ0n1n2
.
2.9.5 Proofs of Theorem 3.4 and Corollary 2.1
Proof of Theorem 3.4. Under Conditions C1 and C3-C5, Lemmas 3.3-3.5 show that there exist
constants ∆(1)(δσ, t), ∆(2) and ∆(3)(t) such that
∥∥∥Ψ(1)∥∥∥ ≤ ∆(1) (δσ, t) , ∥∥∥Ψ(2)∥∥∥ ≤ ∆(2), ∥∥∥Ψ(3)∥∥∥ ≤ ∆(3) (t) ,
with probability at least 1−1/n−g(t)−hn1,n2−12c2ση2 log−δσ(n), 1−1/n and 1−g(t)−hn1,n2 respec-
tively. As defined in (3.18), ∆(δσ, t) = max{θ−1/2L (n1∨n2)1/2(n1n2)−1 log1/2(n), (n1n2)−3/4 (cn1,n2t)1/2 logδσ/4(n)}.
We have for a positive constant C0, ∆(1)(δσ, t) + ∆(2) + ∆(3)(t) ≤ C0∆(δσ, t).
It follows from the closed form of βˆ that
Xβˆ −Xβ? =X(n−11 XᵀX + n2λ1Im×m)−1n−11 Xᵀ
(
W ◦ Θ̂∗ ◦ Y −Xβ?
)
−X(n−11 XᵀX + n2λ1Im×m)−1n2λ1n−11 Xβ?.
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Take λ1 = o(n−12 ), n2λ1 = o(1), we have X(n−11 XᵀX + n2λ1Im×m)−1n−11 Xᵀ = PX(1 + o(1)). It
implies that,
1
n1n2
∥∥∥Xβˆ −Xβ?∥∥∥2
F
≤ 1
n1n2
∥∥∥PX (W ◦ Θ̂∗ ◦ Y −A?)∥∥∥2
F
(1 + o (1)) + n22λ21 ‖Xβ?‖2F (1 + o (1))
≤ m
n1n2
∥∥∥PX (W ◦ Θ̂∗ ◦ Y −A?)∥∥∥2 (1 + o (1)) + n22λ21 ‖Xβ?‖2F (1 + o (1))
≤2mn1n2
(
C20∆2(δσ, t) + a1n22 {log (n)}λ21
)
with the probability at least 1− 2/n− 2g(t)− 2hn1,n2 − 12c2ση2 log−δσ(n).
It follows from the definition of βˆ and B̂ that
1
n1n2
∥∥∥Â−W ◦ Θ̂∗ ◦ Y ∥∥∥2
F
+ λ1
∥∥∥βˆ∥∥∥2
F
+ λ2
(
α
∥∥∥B̂∥∥∥∗ + (1− α) ∥∥∥B̂∥∥∥2F
)
≤ 1
n1n2
∥∥∥Xβˆ +B? −W ◦ Θ̂∗ ◦ Y ∥∥∥2
F
+ λ1
∥∥∥βˆ∥∥∥2
F
+ λ2
(
α ‖B?‖∗ + (1− α) ‖B?‖2F
)
. (2.28)
Since we can rewrite the first term in the left hand side of (3.40) as
1
n1n2
∥∥∥Â−W ◦ Θ̂∗ ◦ Y ∥∥∥2
F
= 1
n1n2
∥∥∥Xβˆ + B̂ −B? +B? −W ◦ Θ̂∗ ◦ Y ∥∥∥2
F
,
the inequality (3.40) is equivalent to
1
n1n2
∥∥∥B̂ −B?∥∥∥2
F
≤ 2
n1n2
(〈
B̂ −B?,W ◦ Θ̂∗ ◦ 
〉
+
〈
B̂ −B?,W ◦Θ∗ ◦A? −A?
〉
+
〈
B̂ −B?,Xβ? −Xβˆ
〉
+
〈
B̂ −B?,W ◦ Θ̂∗ ◦A? −W ◦Θ∗ ◦A?
〉)
+ λ2α
(
‖B?‖∗ −
∥∥∥B̂∥∥∥∗)+ λ2 (1− α)
(
‖B?‖2F −
∥∥∥B̂∥∥∥2
F
)
.
We focus on the bound related to ‖B?‖∗ in (3.19), namely,
d2
(
B̂,B?
)
≤C ′max
{
λ2α ‖B?‖∗ , λ2 (1− α) ‖B?‖2F , n1n2∆2 (δσ, t)
}
, (2.29)
first. By the trace duality property given in (3.29), with probability at least 1 − 2/n − 2g(t) −
2hn1,n2 − 12c2ση2 log−δσ(n), we have
1
n1n2
∥∥∥B̂ −B?∥∥∥2
F
≤ 2
∥∥∥B̂ −B?∥∥∥∗ (∥∥∥Ψ(1)∥∥∥+ ∥∥∥Ψ(2)∥∥∥+ ∥∥∥Ψ(3)∥∥∥)
+λ2α
(
‖B?‖∗ −
∥∥∥B̂∥∥∥∗)+ λ2 (1− α)
(
‖B?‖2F −
∥∥∥B̂∥∥∥2
F
)
≤ 2C0
(∥∥∥B̂∥∥∥∗ + ‖B?‖∗)∆ (δσ, t) + λ2α (‖B?‖∗ − ∥∥∥B̂∥∥∥∗)+ λ2 (1− α)
(
‖B?‖2F −
∥∥∥B̂∥∥∥2
F
)
.
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For 0 < α ≤ 1 and λ2α ≥ 2C0∆(δσ, t), we can simplify the inequality to
1
n1n2
∥∥∥B̂ −B?∥∥∥2
F
≤ (2C0∆ (δσ, t) + λ2α) ‖B?‖∗ + λ2 (1− α) ‖B?‖2F ,
with probability at least 1− 2/n− 2g(t)− 2hn1,n2 − 12c2ση2 log−δσ(n).
Now we focus on the bound related to rB? in (3.19), namely,
d2
(
B̂,B?
)
≤ C ′max
{
n1n2rB? (λ2α)
2 , λ2 (1− α) ‖B?‖2F
}
. (2.30)
To prove the remaining bounds, note that for any Z ∈ ∂‖B?‖∗, we have ‖B?‖∗+〈Z, B̂−B?〉 ≤
‖B̂‖∗. The inequality (3.40) implies, for any Z ∈ ∂‖B?‖∗
1
n1n2
∥∥∥B̂ −B?∥∥∥2
F
(2.31)
≤ 2
n1n2
〈
B̂ −B?,W ◦ Θ̂∗ ◦ Y −B? −Xβˆ
〉
+ λ2α
〈
Z,B? − B̂
〉
+ λ2 (1− α) ‖B?‖2F .
On the other hand, by definition of ∂‖B?‖∗, Z = ∑rB?i=1 u(i)B?v(i)TB? +PB⊥uWPB⊥v , where W is an
arbitrary matrix with ‖W ‖ ≤ 1. It follows from the trace duality (3.29) that there exists W with
‖W ‖ ≤ 1 such that
〈
PB⊥uWPB⊥v ,B? − B̂
〉
= −
〈
PB⊥uWPB⊥v , B̂
〉
= −
〈
W ,PB⊥u B̂PB⊥v
〉
= −
∥∥∥PB⊥u B̂PB⊥v ∥∥∥∗ .
For this particular choice of W , (2.31) implies that
1
n1n2
∥∥∥B̂ −B?∥∥∥2
F
+ λ2α
∥∥∥PB⊥u B̂PB⊥v ∥∥∥∗ (2.32)
≤ 2
n1n2
〈
B̂ −B?,W ◦ Θ̂∗ ◦ Y −B? −Xβˆ
〉
+ λ2α
〈rB?∑
i=1
u
(i)
B?
v
(i)T
B?
,B? − B̂
〉
+ λ2 (1− α) ‖B?‖2F .
Using the facts that ‖∑rB?i=1 u(i)B?v(i)TB? ‖ = 1 and 〈∑rB?i=1 u(i)B?v(i)TB? ,B?−B̂〉 = 〈∑rB?i=1 u(i)B?v(i)TB? ,PBu(B?−
B̂)PBv〉, we deduce from (2.32) that
1
n1n2
∥∥∥B̂ −B?∥∥∥2
F
+ λ2α
∥∥∥PB⊥u B̂PB⊥v ∥∥∥∗ (2.33)
≤2
〈
B̂ −B?,M
〉
+ λ2α
∥∥∥PBu (B? − B̂)PBv∥∥∥∗ + λ2 (1− α) ‖B?‖2F ,
where M = (W ◦ Θ̂∗ ◦ Y −B? −Xβˆ)/(n1n2).
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To provide an upper bound on 2〈B̂ −B?,M〉 we use the following decomposition:〈
B̂ −B?,M
〉
=
〈
B̂ −B?,PB? (M)
〉
+
〈
B̂ −B?,PB⊥uMPB⊥v
〉
=
〈
PB?
(
B̂ −B?
)
,PB? (M)
〉
+
〈
B̂,PB⊥uMPB⊥v
〉
,
where PB?(M) = M − PB⊥uMPB⊥v . Due to the trace duality (3.29),
2
∣∣∣〈B̂ −B?,M〉∣∣∣ ≤Λ ∥∥∥PB? (B̂ −B?)∥∥∥
F
+ Γ
∥∥∥PB⊥u B̂PB⊥v ∥∥∥∗
≤Λ
∥∥∥B̂ −B?∥∥∥
F
+ Γ
∥∥∥PB⊥u B̂PB⊥v ∥∥∥∗ ,
where Λ = 2‖PB?(M)‖F and Γ = 2‖PB⊥u (M)PB⊥v ‖. Note that Γ ≤ 2‖M‖ ≤ 2C0∆(δσ, t) := Γ?.
Since PB?(M) = PB⊥uMPBv + PBuM , rank(PBu) ≤ rB? and rank(PBv) ≤ rB? , we have
Λ ≤ 2
√
rank (PB?(M))‖PB?(M)‖ ≤ 2
√
2rB?C0∆ (δσ, t) := Λ?.
Due to the facts that∥∥∥PBu (B? − B̂)PBv∥∥∥∗ ≤ √rB? ∥∥∥PBu (B? − B̂)PBv∥∥∥F ≤ √rB? ∥∥∥B? − B̂∥∥∥F ,
we have
1
n1n2
∥∥∥B̂ −B?∥∥∥2
F
+ λ2α
∥∥∥PB⊥u B̂PB⊥v ∥∥∥∗
≤ (Λ + λ2α√rB?) ∥∥∥B̂ −B?∥∥∥
F
+ Γ
∥∥∥PB⊥u B̂PB⊥v ∥∥∥∗ + λ2 (1− α) ‖B?‖2F ,
which implies
1
n1n2
∥∥∥B̂ −B?∥∥∥2
F
+ (λ2α− 2C0∆(δσ, t))
∥∥∥PB⊥u B̂PB⊥v ∥∥∥∗
≤ (Λ + λ2α√rB?) ∥∥∥B̂ −B?∥∥∥
F
+ λ2 (1− α) ‖B?‖2F .
Take λ2α ≥ 2C0∆(δσ, t), we have
1
n1n2
∥∥∥B̂ −B?∥∥∥2
F
≤ n1n2rB?
(
2
√
2C0∆ (δσ, t) + λ2α
)2
+ 2λ2 (1− α) ‖B?‖2F .
Note that 2C0∆(δσ, t) ≤ λ2α, this means (2.30) holds.
Finally, in Theorem 3.4, under the choice of parameters 0 < α ≤ 1 and λ2α ≥ (2+4m)C0∆(δσ, t),
we have n1n2C20∆2(δσ, t) ≤ n1n2rB?(λ2α)2. Thus (3.19) follows from (2.29) and (2.30).
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Proof of Corollary 2.1 and Corollary 2.2. For Corollary 2.1, it is readily shown that
√
n1n2θ0/(1− θ0)(1/θ̂−
1/θ0) d→ N (0, 1). Since P{(1/θ̂−1/θ0)2 ≥ (1− θ0)t/θ0 ≤ P{χ21 > t}+ supt |P{χ21 > t}−P{θ0(1/θ̂−
1/θ0)2/(1 − θ0) ≥ t}| where χ21 is the chi-square random variable with one degree of freedom.
Choose cn1,n2 = (1 − θ0)/θ0, t0 > 0, g(t) = P{χ21 > t} and hn1,n2 = sup
t
|P{θ0(1/θ̂ − 1/θ0)2/(1 −
θ0) ≥ t} − g(t)| in Condition C5(b). While that lim
t→∞ g(t) = 0 is obvious, by Polya’s theorem,
lim
n1,n2→∞
hn1,n2 = 0. Thus Condition C5(b) holds for any positive t under the uniform probabil-
ity of observation model. Under Condition C2 and C3, we have ‖B?‖F = O{
√
n1n2 log(n)} and
‖Xβ?‖F = O{
√
n1n2 log(n)}. Thus the dominate term in the right hand side is n1n2rB?∆21.
For Corollary 2.2, it is shown in Section S1.4 that by taking cn1,n2 = η−1g n2 log(n2) and t0 =
(m+ 3), we have
P

n2∑
j=1
n1∑
i=1
(
1
θ̂ij
− 1
θij
)2
≥ cn1,n2t
 ≤ (m+ 1)−(m+1)/2 exp
{
m+ 2− t2 + log (t)
}
+ n2kn1
where ηg is a constant depend on θL, χ2m+1 is the chi-square random variable with m + 1 degrees
of freedom, and kn1 = max
j
sup
t
|P{∑i(1/θ̂ij − 1/θij)2 ≥ t} − P(χ2m+1 ≥ t)|.
Take g(t) = (m+1)−(m+1)/2 exp{m+2− t/2+log(t)}, and hn1,n2 = n2kn1 . Then, limt→∞ g(t) = 0.
By Polya’s theorem, it is shown in Section S1.4 that there exists a positive integer N such that
for n1 > N and kn1 < 1/n22, which implies that limn1,n2→∞hn1,n2 = 0. Thus Condition C5(b) holds
for any positive t > t0 for the logistic model. Choose t as (2.16), we have sup
t
∆(δσ, t) = ∆2(δσ) 
η
−1/2
g n
−3/4
1 n
−1/4
2 log1/2(n2) logδσ/3(n). This implies that the convergence rate for d2(Â,A?) given
in (3.19) is η−1g n
−1/2
1 n
1/2
2 log(n2) log2δσ/3(n). Under Condition C2 and C3, we have ‖B?‖F =
O{√n1n2 log(n)} and ‖Xβ?‖F = O{√n1n2 log(n)}. Thus the dominate term in the right hand
side is n1n2rB?∆22(δσ).
Assume that n1  η2gn2 log2+2δσ(n2), then right hand side becomes rB? log−2δσ/3(n2).
2.9.6 Proof of Theorem 2.2
Proof of Theorem 2.2. Since that λ1 = o(n−12 ), n2λ1 = o(1), we have
(
n−11 X
ᵀX + n2λ1Im×m
)−1 → S−1x .
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We have the estimators θ̂ij of θij satisfy that for |θ̂ij − θij | = Op(n−1/21 ). Thus for the jth column
of matrix W ◦ Θ̂∗ ◦ Y , we have
(
W ◦ Θ̂∗ ◦ Y
)
j
=
(
W ◦
(
1 +Op
(
n
−1/2
1
))
Θ∗ ◦ Y
)
j
.
Let Zj = n−11 Xᵀ(W ◦Θ∗◦Y )j . Then Zkj = n−11
∑n1
i=1 xikωijYij/θij for each k = 1, . . . ,m. Since
E(xikωijYij/(n1θij)) = xik(Xβ0 + B0)ij/n1, Var(xikωijYij/(n1θij)) = x2ik(1 − θij){(Xβ0 + B0)2ij +
σ2ij}/(n21θij), define s2n1 =
∑n1
i=1 x
2
ik(1− θij){(Xβ0 +B0)2ij + σ2ij}/(n21θij). Also we have
E
∣∣∣xikωijYij/ (n1θij)− xik (Xβ0 +B0)ij /n1∣∣∣3 = (x3ik(1− θij){(Xβ0 +B0)3ij + (Xβ0 +B0)ijσ2ij}/θ2ij
−3x3ik (1− θij) {(Xβ0 +B0)3ij + (Xβ0 +B0)ij σ2ij}/θij + 2x3ik (Xβ0 +B0)3ij
)
/n31,
implies the LyapunovâĂŹs condition satisfied, namely,
lim
n1→∞
1
s3n1
n1∑
i=1
E
∣∣∣xikωijYij/θij − xik (Xβ0 +B0)ij∣∣∣3 = 0.
By Lyapunov Central Limit Theorem, we have
1
sn1
n1∑
i=1
(
xikωijYij/ (n1θij)− xik (Xβ0 +B0)ij /n1
)
d→ N (0, 1) .
Combining with n−11 XᵀX → Sx, we have Zj = n−11 Xᵀ(W ◦Θ∗ ◦Y )j = Sxβ0j +Op(1/
√
n1).
For the estimator βˆj = (n−11 XᵀX+n2λ1Im×m)−1n−11 Xᵀ(W ◦Θ̂∗◦Y )j = (1+o(1))S−1x n−11 Xᵀ(W ◦
(1 + Op(n−1/21 ))Θ∗ ◦ Y )j , we have βˆj − β0j
p→ 0 and ‖βˆj − β0j‖2F = Op(m/n1) = Op(1/n1). This
completes the proof of Theorem 2.2.
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2.9.7 (Cont’) Simulation study
Table 2.5: Empirical root mean square errors (RMSEs), test errors, estimated ranks and their standard
errors (in parentheses) under model A? = B? and uniform observation mechanism (UNI), with (n1, n2) =
(400,400), (600,600), (800,800), (1000,1000) m = 20, and r = 10, for two versions of the proposed methods,
and the four existing methods (SZ, NW, KLT and MHT).
n1 = n2 = 400 RMSE(β?) RMSE(B?) RMSE(A?) Test error Rank
SVT-αˆ-UNI 0.0121 (1e-04) 2.2346 (0.015) 2.2354 (0.015) 0.5723 (0.0071) 62.41 (1.59)
ŜVT-αˆ-UNI 0.0121 (1e-04) 2.2342 (0.015) 2.2350 (0.015) 0.5721 (0.0071) 62.23 (1.58)
SZ 2.1082 (0.0167) 0.5059 (0.0076) 46.76 (2.74)
NW 2.0417 (0.0172) 0.4722 (0.0076) 94.48 (5.73)
KLT 2.2565 (0.0148) 0.5827 (0.007) 42.07 (1.58)
MHT 2.0550 (0.0171) 0.4796 (0.0076) 51.42 (2.57)
n1 = n2 = 600 RMSE(β?) RMSE(B?) RMSE(A?) Test error Rank
SVT-αˆ-UNI 0.0147 (1e-04) 2.0246 (0.0104) 2.0257 (0.0104) 0.4540 (0.0044) 75.82 (1.49)
ŜVT-αˆ-UNI 0.0147 (1e-04) 2.0206 (0.0105) 2.0217 (0.0105) 0.4521 (0.0044) 74.51 (1.4)
SZ 1.8500 (0.0132) 0.3725 (0.0048) 58.17 (5.15)
NW 1.7794 (0.013) 0.3425 (0.0047) 120.92 (10.29)
KLT 2.0389 (0.0106) 0.4594 (0.0045) 55.49 (1.49)
MHT 1.7902 (0.011) 0.3476 (0.0042) 66.43 (2.46)
n1 = n2 = 800 RMSE(β?) RMSE(B?) RMSE(A?) Test error Rank
SVT-αˆ-UNI 0.0170 (1e-04) 1.8712 (0.0093) 1.8728 (0.0092) 0.3794 (0.0036) 85.54 (1.38)
ŜVT-αˆ-UNI 0.0170 (1e-04) 1.8617 (0.0093) 1.8633 (0.0093) 0.3753 (0.0036) 82.46 (1.19)
SZ 1.6731 (0.0105) 0.2956 (0.0034) 60.91 (5.64)
NW 1.6055 (0.0085) 0.2707 (0.0029) 130.13 (6.05)
KLT 1.8817 (0.0092) 0.3824 (0.0036) 64.86 (1.36)
MHT 1.6107 (0.0099) 0.2734 (0.0032) 80.98 (6.26)
n1 = n2 = 1000 RMSE(β?) RMSE(B?) RMSE(A?) Test error Rank
SVT-αˆ-UNI 0.0185 (1e-04) 1.7238 (0.0073) 1.7258 (0.0073) 0.3275 (0.0027) 93.03 (1.36)
ŜVT-αˆ-UNI 0.0185 (1e-04) 1.7090 (0.0073) 1.7111 (0.0073) 0.3216 (0.0026) 88.14 (1.12)
SZ 1.5076 (0.0069) 0.2435 (0.0023) 72.89 (2.72)
NW 1.4485 (0.0103) 0.2234 (0.0029) 157.62 (18.01)
KLT 1.7317 (0.0073) 0.3291 (0.0027) 72.37 (1.27)
MHT 1.4556 (0.0068) 0.2260 (0.0021) 85.43 (2.48)
2.9.8 (Cont’) Empirical Study
As suggested at http://files.grouplens.org/datasets/movielens/ml-1m-README.txt, we
divide age into 7 categories: under 18, 18− 24, 25− 34, 35− 44, 45− 49, 50− 55 and 56+ in the
modeling of probability estimator Θ̂∗. However, it will cost much more ranks than keep it as
numerical in the covariate X for prediction. To achieve a balance, we merge some age categories to
form three to seven categories of the age variable. Specifically, the three categories layout is: under
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24, 25− 49 and 50+; the four categories: under 24, 25− 34, 35− 49 and 50+; the five categories:
under 24, 25− 34, 35− 44, 45− 49 and 50+; the six categories: under 18, 18− 24, 25− 34, 35− 44,
45 − 49 and 50+; and the seven categories:under 18, 18 − 24, 25 − 34, 35 − 44, 45 − 49, 50 − 55
and 56+. The predictions errors of using the four and five age categories are the best among the
choices of three to seven categorization of the age.
Table 2.6: Root mean square prediction errors (RMSPEs) and ranks of the completed matrix based
on Split1 and Split2 for the two versions of the proposed method (SVT-αˆ-LOG) and (ŜVT-αˆ-LOG)
and the four existing methods proposed respectively in Sun and Zhang (2012)(SZ), Negahban and
Wainwright (2012)(NW), Koltchinskii et al. (2011)(KLT) and Mazumder et al. (2010)(MHT).
Split1 Split2 Overall
rank(X) RMSPE Rank RMSPE Rank RMSPE
2 SVT-αˆ-LOG 0.9415 47 0.9541 45 0.9478
ŜVT-αˆ-LOG 0.9416 45 0.9543 42 0.9480
4 SVT-αˆ-LOG 0.9420 48 0.9540 42 0.9480
ŜVT-αˆ-LOG 0.9423 46 0.9540 42 0.9482
5 SVT-αˆ-LOG 0.9420 49 0.9544 43 0.9483
ŜVT-αˆ-LOG 0.9422 47 0.9544 43 0.9483
SZ 0.9412 39 0.9563 31 0.9488
NW 0.9421 269 0.9589 289 0.9506
KLT 0.9584 1 0.9688 1 0.9636
MHT 0.9414 56 0.9568 46 0.9491
Table 2.6 reports the root mean square prediction errors (RMSPEs), estimated ranks and overall
RMSPEs of different estimators for both Split1 and Split2. The result with two categorical covariate
X are included. Similarly as the simulation results reported in the Section 4.5, SVT-αˆ-LOG and
ŜVT-αˆ-LOG produced highly comparable results, which indicated the applicability of ŜVT-αˆ-LOG
to larger data sets whenever computational resources are scarce. In Split2, the proposed methods
outperformed SZ NW, KLT and MHT in terms of smaller RMSPEs and either smaller or more
reasonable rank estimation. Although the proposed methods were slightly inferior to SZ and MHT
in Split1, they outperformed SZ and MHT significantly in Split2 by having smaller RMSPEs. Among
the ten matrix completion methods considered, the six proposed methods and the KLT method
offered the most consistent results between Split1 and Split2, while the other three methods exhibited
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much larger variations, especially in the estimated ranks. Overall speaking, the two proposed
methods were among the top two performers of the analysis reported in Table 2.6.
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CHAPTER 3. MATRIX COMPLETION UNDER LOW RANK MISSING
MECHANISM
Abstract
This chapter investigates the problem of matrix completion from corrupted data, when a low-
rank missing mechanism is considered. The better recovery of missing mechanism often helps
completing the unobserved entries of the high-dimensional target matrix A?. We consider a low-
rank matrix M? with a concentration effect as the hidden factors and generate the probabilities
of observation Θ? through general link functions f . Instead of the uniform objective function, we
adopted a weighted version by using the estimated probabilities of observation in the inverse prob-
ability weighting. Asymptotic convergence rates of the proposed estimators for both missingness
M?, Θ? and target matrixA? are studied. The empirical performance of the proposed methodology
is illustrated via both numerical experiments and one real data application.
Keywords: Low-rank missing mechanism; Constraint; Missing data; Nuclear-norm regularization.
3.1 Introduction
The problem of recovering a high-dimensional matrix from very few of its entries is known as
matrix completion. Its applications include collaborative filtering, computer visions and position-
ing. Similar to many missing data problem, the missing mechanism plays an important role in
matrix completion. Most existing work (Cande`s and Recht, 2009; Keshavan et al., 2009b; Recht,
2011; Rohde and Tsybakov, 2011; Koltchinskii et al., 2011) assume uniform sampling mechanism,
where each entry has the same marginal probability of being sampled. This results in significant
simplification, and allows the domain to move forward with various theoretical breakthroughs in the
last decade. However, uniform sampling is often unrealistic. Only very few recent work (Negahban
and Wainwright, 2012; Klopp, 2014; Cai and Zhou, 2016; Cai et al., 2016; Bi et al., 2017; Mao
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et al., 2018) have been devoted to relaxing such an restrictive assumption to a non-uniform setting,
where probabilities of observation are allowed to be different across rows and columns according to
some special structures. However, these special structures usually require many prior knowledge to
guarantee the correction of model due to the lack of robustness.
In this chapter, we focus on both the completion of the target matrix A? and the recovery of the
non-uniform underlying probabilities of observation. In terms of the completion of the unknown
target matrix A?, as Condition C2 allows the lower bound θL depends on the dimensions n1 and n2
to diminish to 0, we cannot guarantee that there always exist some columns or rows sampled with
a high probability. Thus we do not adopted the weighted trace-norm considered in both Foygel
et al. (2011) and Negahban and Wainwright (2012). Unlike the uniform objective functions used
in Cande`s and Plan (2010) and Klopp (2014), we use the weighted version Obj(A;λ) in (3.9). The
purpose of considering the weighted objective function is to improve the accuracy of the completion
of A?. We illustrate the potential benefit intuitively through a toy example studied in Section 3.1.1
and the detailed theoretical comparison leave to Section 3.4.3.
3.1.1 Toy Example
In this section we provide a toy example to illustrate the consideration of weighted objective
function. Consider a 2-by-4, rank-2 matrix A? equal to
A? =
a1 a1 a1 a1
a2 a2 a2 a2
 .
Suppose the missing rates are 1/4 and 3/4 for each row separately. For simplicity, assume the
observed matrix to be
Y =
 ∗ a1 a1 a1
a2 ∗ ∗ ∗
 .
To recover the true matrixA?, we explore several low-rank solutions by minimizing ‖W ◦(Â−Y )‖F
with the knowledge of rank of the estimator Â. As the true rank of A? equals to 2, we only consider
the cases that rank(Â) at most equals to 2. For a fair comparison, we only compare the estimators
with the same rank.
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For rank(Â) = 1, suppose the estimators to be the form
Â =
x x x x
x x x x
 .
Although the solution form could be much different, we can only obtain unique solution for this
one. This is only used to illustrate the potential benefit due to weighted objective function. For
the uniform case, R̂uni(Â) = 3(x− a1)2 + (x− a2)2 implies that xˆuni = (3a1 + a2)/4. Thus we have
‖Âuni−A?‖2F = 5(a1−a2)2/2 and ‖(J−W )◦(Âuni−A?)‖2F = 7(a1−a2)2/4. For the weighted case,
R̂(Â) = 4(x−a1)2 +4(x−a2)2 implies that xˆ = (a1 +a2)/2. Thus we have ‖Â−A?‖2F = 2(a1−a2)2
and ‖(J −W ) ◦ (Â−A?)‖2F = (a1 − a2)2.
For rank(Â) = 2, the estimators are the same under both the uniform and weighted cases. Thus
we can see that with the adjustments of probabilities of observations in the objective function, both
the prediction error and the square error of the whole estimator get improved.
3.1.2 Low-rank Modeling for Missingness
Data arise in many applications of matrix completion, such as recommender systems, usually
possesses very complex missing structure and its distribution are largely unknown. For instance,
for a movie recommender system, some believe that the users typically rate those movies that
they more prefer or extremely unlike. As for an on-line sale system, some users may buy some
items regularly without rating them while buy other items rarely but rate with a high chance.
Similarly to the belief that rating rows (or columns) are generated from a relatively few number of
hidden factors, we believe that the missingness is governed by a few hidden factors through some
transformations. Actually the logistic missing-at-random mechanism considered in Mao et al. (2018)
is similar to the special case of low-rank missingness. The difference is that in Mao et al. (2018),
they have additional covariate information and use these covariates as all row factors which govern
the missingness. Our low-rank assumption here is much more general which allows the factors to be
hidden and do not restrict the number of hidden factors. To model the probabilities of observation,
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we adopt Bernoulli model with parameters depends on the hidden factors M? ∈ Rn1×n2 through
some general inverse link functions f .
To recover the low-rank matrix M?, typical maximum likelihood estimator failed due to the
degree of freedom of M? is rM?(n1 + n2 − rM?). There are several existing works (Cai and Zhou,
2013; Davenport et al., 2014; Bhaskar and Javanmard, 2015) considered a binary matrix completion
problem and tend to recover the underlying distribution matrix with missing binary data. If there
is no missing binary data, the methods proposed in these works can also recover the underlying
probabilities of observation in our problem. We modify the program in Davenport et al. (2014)
with an additional consideration of the mean µ and propose a new algorithm in (3.3). Namely, we
only apply the nuclear norm penalty on the remain part Z when maximizing the log-likelihood.
The purpose of considering the mean µ is to improve the accuracy of the recovery of hidden matrix
M? and its corresponding probability distribution F(M?).
The weighted Frobenius norm term R̂∗(A) in Obj(A;λ) is analog to an inverse probability
weighting (IPW) estimator. It has been well known as a concern with regard to propensity score
weighting that extremely large weights (Rubin, 2001; Kang and Schafer, 2007; Schafer and Kang,
2008), i.e. extreme small probabilities of observation, may yield quite unstable results with high
variance. As suggested in both Potter (1990) and Scharfstein et al. (1999), one simple solution
to adjust the extreme weights is to do weight trimming. Another issue that might jeopardize the
convergence of the estimation would be the unbalance orders of the probabilities. Namely, the
probabilities θij vary a lot. Combining these two potential issues together, we only apply the rt on
our estimator Ẑ given in (3.7) but not µ̂.
As for theoretical properties, we first develop several asymptotic results for the missingness.
We provide several general asymptotic upper bounds for the mean squared error (MSE) for the
estimator µ̂, Ẑ and M̂ and its corresponding probability distribution. As our estimator M̂ is
constrained with a certain constraint level, we provide the results for general constraint levels and
show different trade-offs under absolute constrained, no constrained and general cases. Secondly,
we also develop several asymptotic results for the rating matrix A?. In our main result, we provide
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a non-asymptotic upper bound for the mean squared error (MSE) of the completed matrix Â and
show it is no larger than the MSE of the proposed estimator given by Klopp (2014) through a
roughly inequality.
3.1.3 Related Works
In terms of the missing mechanism, as we mentioned before, most existing work (Cande`s and
Recht, 2009; Keshavan et al., 2009b; Recht, 2011; Rohde and Tsybakov, 2011; Koltchinskii et al.,
2011) assume uniform sampling mechanism. There are also a few closely related non-uniform
models. Srebro and Salakhutdinov (2010) and Negahban and Wainwright (2012) assumed a row
and column sampling, leading to a rank-1 structure for Θ?. Cai et al. (2016) assumed a block
structure for Θ? and hence M?, which could be regarded as a special case of low-rank modeling.
In additional to the uniform and non-uniform missingness literatures mentioned before, some
works (Marlin and Zemel, 2009; Steck, 2010; Herna´ndez-Lobato et al., 2014) adopted the missing-
not-at-random mechanism (Little and Rubin, 2014). However, this assumption cannot extend to
more general cases and the key point is that it is hard for us to tell which specific factors govern
the missing mechanism. Namely, we cannot guarantee the missingness depends on the responses.
3.1.4 Our Contributions
The main contribution of this chapter is four-fold. First, we proposed (3.3) and (3.7) to recovery
of hidden low-rank matrix M? and its corresponding probability distribution F(M?) with the
additional consideration of the mean µ. It can be shown that improve the recovery through the
simulation study compared with existing work (Davenport et al., 2014). Secondly, we provide
the theoretical prosperities of constrained estimators M̂β and Θ̂∗β in Section 3.4.1 and discuss the
trade-off across different constraint levels. Third, we adopt a weighted objective function f(A;λ)
and obtained a non-asymptotic upper bound in Theorem 3.4. In the meanwhile, we also provide
several asymptotic upper bounds under detail cases. Fourth, we give a comparison between the
weighed and the corresponding uniform objective function.
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3.1.5 Organization of the Chapter
The rest of the chapter is organized as follows. The proposed model is constructed in Section
3.2. The associated estimation, computation and tuning parameter selection for both missingness
and target matrix A? are all developed in Section 3.3.1 and 3.3.2 separately while the asymptotic
convergence rates are given in Section 3.4.1 and 3.4.2. In Section 3.4.3, we discuss the comparison
of using the weighted objective function with a set of theoretical results. Numerical performances
of the proposed method are illustrated in a simulation study in Section 4.5 and one application to
a Yahoo music rating dataset in Section 4.4. Concluding remarks are given in Section 3.7, while
some technical details are delegated to 3.8 and the remaining to a supplementary material.
3.2 Proposed Model
Let A? = (a?,ij) ∈ Rn1×n2 be an unknown high dimensional matrix of interest, and Y = (yij)
be a contaminated version of A? according to the following additive noise model:
yij = a?,ij + ij , for i = 1, . . . , n1; j = 1, . . . , n2, (3.1)
where {ij} are independently distributed random errors with zero mean and finite variance. In the
setting of matrix completion, only a portion of {yij} is observed. For the (i, j)-th entry, consider
the sampling indicator wij = 1 if yij is observed, and 0 otherwise. We assume that {ij} are
independent of {wij}. As for the sampling mechanism, we adopt a Bernoulli model where {wij} are
independent Bernoulli random variables with observation probabilities {θ?,ij}, collectively denoted
by a matrix Θ? := (θ?,ij) ∈ (0, 1)n1×n2 . Similar to generalized linear models (GLM), the observation
probabilities can be expressed in terms of an unknown matrix M? = (m?,ij) ∈ Rn1×n2 and a pre-
specified monotone and differentiable function f : R → [0, 1], i.e., θ?,ij = f(m?,ij) for all i, j. The
matrix M? plays the same role as the linear predictor in GLM, while the function f is the inverse
link function. Two popular choices of f are inverse logit function g(m) = em/(1 + em) and the
distribution function of a standard normal random variable.
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The above setup is very general. Without additional assumption, it is virtually impossible to
recover the matrix A?. A common and powerful assumption is that A? is a low-rank matrix,
i.e. rank(A?)  min{n1, n2}. Take the Yahoo! Webscope data set (to be analyzed in Section 4.4)
as an example. The data set contains partially observed matrix of ratings from 15,400 users to
1000 songs, and the goal is to complete the rating matrix. The low-rank assumption reflects the
belief that users’ ratings are generated by a small number of factors, representing several standard
preference profiles for songs. This viewpoint has been proven useful in the modeling of recommender
systems (Abernethy et al., 2009; Cande`s and Plan, 2010; Cai et al., 2010). The same idea could
be adapted to the missing pattern, despite that the factors that induce the missingness may be
different from those that generate the ratings. To this end, we assume M? is also low-rank. We
note that the rank of M? is not the same as the rank of Θ? due to the nonlinear transformation
f . Generally, the low-rank structure of M? imply a specific low-dimensional nonlinear structure
of Θ?. For a common high missingness scenario, most entries of M? are significantly negative, at
where many common choices of inverse link function can be well-approximated by a linear function.
So our modeling can be roughly regarded as a low-rank modeling of Θ?. There are a few closely
related models. Srebro and Salakhutdinov (2010) and Negahban and Wainwright (2012) assumed a
row and column sampling, leading to a rank-1 structure for Θ?. Cai et al. (2016) assumed a block
structure for Θ? and hence M?, which could be regarded as a special case of low-rank modeling.
Liu et al. (2017) treated the nonuniform as a deterministic fashion rather than randomly.
3.3 Estimation
Define Θh∗? := (θ
−1/2
?,ij ) ∈ Rn1×n2 . We consider a risk function R induced by the squared loss
defined as follows. For any A ∈ Rn1×n2 ,
R (A) := 1
n1n2
E
(
‖A− Y ‖2F
)
= 1
n1n2
E
(∥∥∥W ◦Θh∗? ◦ (A− Y )∥∥∥2
F
)
,
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where ◦ represents the Hadamard product and ‖ · ‖F is the Frobenius norm. Clearly, A? uniquely
minimizes the risk R. If Θ were known, an unbiased estimator of R would be
R̂ (A) = 1
n1n2
∥∥∥W ◦Θh∗? ◦ (A− Y )∥∥∥2
F
, (3.2)
which involves inverse probability weighting (IPW), a common technique of handling missing data.
Despite its popularity, IPW is known to often produce unstable estimation due to occurrences of
small probabilities (Rubin, 2001; Kang and Schafer, 2007; Schafer and Kang, 2008). This indeed
coincides with the prevalence setup of matrix completion where one intends to recover a target
matrix from very few observations. Hence a reasonable setup should allow some θ?,ij to go to
zero as n1, n2 → ∞, leading to diverging weights and a non-standard setup of IPW. Due to these
observations, a careful construction of the estimation procedure is required.
For uniform sampling (θ?,ij ≡ θ0 for some probability θ0), one only has to worry about that
the common probability θ0 diminishes in an asymptotic sense. However, for non-uniform setting,
it is not as straightforward due to the variation among {θ?,ij}. To the best of our knowledge, all
existing work (Klopp, 2014; Cai and Zhou, 2016) assume θL  θU where θL := mini,j θ?,ij and
θU := maxi,j θ?,ij . We shall call this balanced setting since the probabilities all have the same
order, i.e., balanced in order. This setting is most appropriate when no entry is observed with
a probability extremely different from the others. In fact, the balanced setting is not very much
different from the uniform sampling in an asymptotic sense, and so it could be also restrictive.
Scenarios with unbalanced probabilities, i.e., θU/θL could be very large, are indeed not rare. Take
our real data application as an example. On one hand, as suggested in Section 4.4, the maximum
ratio of marginal probabilities regard to each song is 395.9286. Thus it implies that the ratio θU/θL
is at least 395.9286 which is quite unbalanced. On the other hand, the corresponding ratio of
estimated rank-1 structure probabilities given by Negahban and Wainwright (2012) is 25656.17 and
of estimated probabilities given by our proposed method is 23987.97. Both of them are pretty large
imply the unbalance. However, research of unbalanced setting is sparse in the literature. From
our analysis, unbalanced setting could jeopardize the rate of convergence of our estimation, and so
will be addressed rigorously in our framework. In below, we propose an estimation of Θ? and an
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appropriate modification which, when substituted into R̂, allows us to construct a stable estimator
for A?.
3.3.1 Estimation of Θ?
3.3.1.1 Regularized Maximum Likelihood Estimation
We develop the estimation of Θ? based upon the framework of regularized maximum likelihood.
The log-likelihood function with respect to the indicator matrix W := (wij) ∈ Rn1×n2 is given by
`W (M) :=
∑
i,j
{
1[wij=1] log (f (mij)) + 1[wij=0] log (1− f (mij))
}
,
for any M = (mij) ∈ Rn1×n2 . Due to the low-rank assumption of M?, one natural candidate
of estimators is the maximizer of the regularized log-likelihood `W (M) − λθ‖M‖∗, where ‖ · ‖∗
represents the nuclear norm and λθ > 0 is a tuning parameter. It is also common to enforce
an additional max-norm constraint ‖M‖∞ ≤ α for some α > 0 in the maximization (Davenport
et al., 2014). Note that the nuclear norm penalty flavors M = 0, corresponding to the case when
Pr(wij = 1) = 0.5 for all i, j. Nevertheless, this does not align well with common settings of matrix
completion under which the average probability of observations is small, and hence results in a
large bias. In view of this, we instead adopt the following estimator:
(
µ̂, Ẑ
)
= arg max
(µ,Z)∈Cn1,n2 (α1,α2)
`W (µJ +Z)− λθ ‖Z‖∗ , (3.3)
where J = 1n11ᵀn2 with 1n being the n-vector of 1 and
Cn1,n2 (α1, α2) := {(µ,Z) ∈ R× Rn1×n2 : |µ| ≤ α1, ‖Z‖∞ ≤ α2, 1ᵀn1Z1n2 = 0}.
Note that the mean µ of the linear predictor µJ+Z is not penalized. With (µ̂, Ẑ), the corresponding
estimator of M? is defined as M̂ = µ̂J+ Ẑ. The constraint 1ᵀn1Z1n2 = 0 ensures the identifiability
of µ andZ in the decompositionM = µJ+Z. We define µ? andZ? as occurred in the corresponding
decomposition of M? = µ?J +Z?. Besides, the constraint described in Cn1,n2 (α1, α2) is an analog
to the constraint ‖M‖∞ ≤ α, but on the parameters µ and Z.
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Similarly, Davenport et al. (2014) consider a regularized maximum likelihood approach for esti-
mation for a binary matrix completion problem. But their goal and difficulty are very different from
ours. As their target is to recover a binary rating matrix instead of the missing structure, they con-
sider a full regularization on M (instead of Z) in the constraint form ‖M‖∗ ≤ α′
√
rank(M?)n1n2.
In addition, this constraint requires a prior knowledge of true rank of M?, which are not required
in our proposed method (3.3). As for the scaling parameter α′, Davenport et al. (2014) consider an
α′ independent of the dimensions n1 and n2 to restrict the “spikiness” of M . As explained before,
in our framework, θL := mini,j θ?,ij should be allowed to go to zero as n1, n2 →∞. To this end, we
allow α1 and α2 to depend on the dimensions n1 and n2. See more details in Section 3.4.
3.3.1.2 Computational algorithm and tuning parameter selection
To solve the optimization (3.3), we begin with the observation that `W (µJ + Z) is a smooth
concave function, which allow the usage of an iterative algorithm called accelerated proximal gradi-
ent algorithm (Beck and Teboulle, 2009). Given the update (µold,Zold) from previous iteration, a
quadratic approximation of the objective function Objα(Z) := −`W (µJ +Z) + λθ‖Z‖∗ is formed:
PL {(µ,Z) , (µold,Zold)} :=− `W (µoldJ +Zold)
+ (µ− µold) 1ᵀn1 (−∇µ`W (µoldJ +Zold)) 1n2 +
Ln1n2
2 (µ− µold)
2
+ 〈Z −Zold,−∇Z`W (µoldJ +Zold)〉+ L2 ‖Z −Zold‖
2
F + λθ ‖Z‖∗ ,
where L > 0.
The next update of (µ,Z) can be obtained by
arg min
(µ,Z)∈Cn1,n2 (α1,α2)
PL {(µ,Z) , (µold,Zold)} , (3.4)
where the optimization with respect to µ and Z can be performed separately. For µ, one can derive
a closed-form update
min{α1,max{−α1, µold + (Ln1n2)−11ᵀn1(−∇µ`W (µoldJ +Zold))1n2}}.
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As for Z, we need to solve the following optimization.
arg min
‖Z‖∞≤α2,1ᵀn1Z1n2=0
〈Z −Zold,−∇Z`W (µoldJ +Zold)〉+ L2 ‖Z −Zold‖
2
F + λθ ‖Z‖∗ ,
which is equivalent to
arg min
‖Z‖∞≤α2,1ᵀn1Z1n2=0
1
2
∥∥∥∥Z −Zold − 1L∇Z`W (µoldJ +Zold)
∥∥∥∥2
F
+ λθ
L
‖Z‖∗ . (3.5)
Although there is a closed form solution for the minimization problem (3.5) without the consid-
eration of constraints ‖Z‖∞ ≤ α2 and 1ᵀn1Z1n2 = 0, we cannot guarantee the solution is feasible.
Instead, we apply a three-block extension of alternative direction method of multipliers (ADMM)
(Chen et al., 2016) to an equivalent form of (3.5):
arg min
Z=G1=G2,1ᵀn1G11n2=0, ‖G2‖∞≤α2
λθ
L
‖Z‖∗ +
1
2
∥∥∥∥G2 −Zold − 1L∇Z`W (µoldJ +Zold)
∥∥∥∥2
F
. (3.6)
Write H = (H1,H2). The augmented Lagrangian for (3.6) is given by
Lu (Z,G1,G2;H) =λθ
L
‖Z‖∗ +
1
2
∥∥∥∥G2 −Zold − 1L∇Z`W (µoldJ +Zold)
∥∥∥∥2
F
− 〈H1,Z −G1〉 − 〈H2,Z −G2〉+ u2 ‖Z −G1‖
2
F +
u
2 ‖Z −G2‖
2
F
+ 1[1ᵀn1G11n2=0] + 1[‖G2‖∞≤α2],
where u > 0 and, 1A = 0 if the constraint A holds and ∞ otherwise. The detailed algorithm to
solve (3.6) is summarized in Algorithm 1. We note that, in general, the multi-block ADMM may fail
to converge for some u > 0 (Chen et al., 2016). In those cases, appropriate selection of u becomes
crucial. But we are able to verify that the form of our ADMM algorithm belongs to a special class
(Chen et al., 2016) in which convergence are guaranteed with arbitrary u > 0. Therefore we simply
set u = 1. We summarize the corresponding convergence result in Theorem 3.1.
Theorem 3.1. Let {Z(k),G(k)1 ,G(k)2 ,H(k)} be the sequence generated by the direct extension of
ADMM Steps 2-4 of (1) and the set of all saddle points of Lu(Z,G1,G2;H) be denoted by S.
Then we have the sequence {Z(k),G(k)1 ,G(k)2 ,H(k) converges to a saddle-point in S.
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The algorithm parameter L determines the step size of the proximal gradient algorithm, and is
chosen by a backtracking method.
We now discuss the choice of tuning parameters. For α1 and α2, they can be chosen according
to prior knowledge of the problem setup, if available. For the simulation studies, we have some prior
knowledge of the infinity norm constraint parameters α1 and α2. In practice when prior knowledge is
not available, one can set large values for these parameters. Once these parameters are large enough,
our method is not sensitive to their specific values. We proposed Akaike information criterion
(AIC) to choose λθ among a grid of parameters where the degree of freedom is approximated by
r
M̂
(n1 + n2 − rM̂ ).
3.3.1.3 Constrained estimation
To use R̂ of (3.2), a naive idea is to obtain Θ̂ = (θˆij) := F(M̂), where F is an operator
defined by F(M) = (f(mij)) ∈ Rn1×n2 for any M = (mij) ∈ Rn1×n2 , and then replace Θh∗? by
Θ̂h∗ := (θˆ−1/2ij ). However, this suffers from the instability due to extremely small probabilities of
observation, and our theoretical result hints that this could lead to slower rates of convergence of
our estimator of A? in unbalanced settings. In the literature of missing data, a simple solution is
weight trimming (Potter, 1990; Scharfstein et al., 1999), which corresponds to winsorizing small
probabilities.
The second issue is the estimation error, which renders a direct winsorization of the estimated
probability an unsatisfying solution with slower rate of convergence. In our estimation of Θ̂ defined
in (3.3), assuming ‖Z?‖∞ ≤ α2, large α2 has an adverse effect on the estimation. In the setting
of diverging α2 (leads to diminishing θL), the rate of convergence of Θ̂ becomes slower and the
estimator obtained after direct winsorization will also be affected. To match with the idea that the
variation of probabilities will control the quality of estimation, instead of direct winsorization, we
consider re-estimate Z with a different constraint level β:
Ẑβ = arg max
Z∈Rn1×n2
`W (µ̂J +Z)− λβ ‖Z‖∗ subject to ‖Z‖∞ ≤ β. (3.7)
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Note that we only re-estimate Z but not µ. This will improve the rate of convergence of Z?
and further improve the rate of convergence of Θ? under the small α1 but diverging α2 scenario
compared with the direct winsorization. Thus we have M̂β = µ̂J + Ẑβ where β is the constraint
level. Numerically we choose β by following an ad-hoc way described in Section 4.5.
For the distribution Θ? = F(M?), we have the corresponding estimator to be Θ̂ = F(M̂) and
Θ̂β = F(M̂β). Similarly with before, we proposed Akaike information criterion (AIC) to choose
λβ among a grid of parameters where the degree of freedom is approximated by rẐ(n1 + n2 − rẐ).
3.3.2 Estimation of A?
Now, we come back to (3.2) and replace Θh∗? by Θ̂h∗β to obtain a modified empirical risk:
R˜ (A) = 1
n1n2
∥∥∥W ◦ Θ̂h∗β ◦ (A− Y )∥∥∥2
F
, (3.8)
where Θ̂h∗β := (θ̂
−1/2
ij,β ) ∈ Rn1×n2 . Since A is high dimensional parameters, a direct minimization of
Rˆ∗ would often result in over-fitting. To avoid such an issue, we incorporate various penalty terms
as regularizations. Specifically, the estimators Â is defined as the minimizer of
Obj (A;λ) = R˜ (A) + λ ‖A‖∗ , (3.9)
with respect to A ∈ Rn1×n2 , where ‖·‖∗ is the nuclear norm and, λ > 0 is regularization parameter.
The nuclear norm regularization, λ‖A‖∗, corresponds to the sparsity-promoting `1-shrinkage of the
singular values of A. The combination of these regularizations allows efficient computation and
encourages low-rank solution. We select λ by the 5-fold cross-validation (Friedman et al., 2013).
Based on the objection function (3.9), analog to the estimators considered in Klopp (2014);
Negahban and Wainwright (2012), we consider
Â = arg min
‖A‖∞≤a
{ 1
n1n2
∥∥∥W ◦ Θ̂h∗β ◦ (A− Y )∥∥∥2
F
+ λ ‖A‖∗
}
, (3.10)
where a is an upper bound on ‖A?‖∞ as defined in Condition C5. This is a restricted version of
the matrix LASSO estimator. Similarly, we use a fast iterative shrinkage-thresholding algorithm
proposed in Beck and Teboulle (2009) to solve minimization problem (3.5). Among the algorithm,
73
we adopt the constant ‖W ◦ Θ̂∗β‖∞ as the step length in each iterative steps. For the choice of
tuning parameter λ in (3.10), usually we adopt the 5-fold cross-validation (Mazumder et al., 2010)
to select the remaining tuning parameters. However, under the assumption of non-uniform missing
mechanism, we should modified the estimator of test error in each fold to be a weighted version.
The specific details are shown in Algorithm 2.
3.4 Theoretical Properties
Let ‖A‖ = σmax(A), ‖A‖∞ = maxi,j |aij | and ‖A‖∞,2 =
√
maxi
∑
j a
2
ij be the spectral norm,
the maximum norm and l∞,2-norm of a matrixA respectively. We use the symbol  to represent the
asymptotic equivalence in order, i.e, an  bn is equivalent to an = O(bn) and bn = O(an). Define n1-
by-n2 matrices Θ∗? = (1/θ?,ij) and Θ̂∗β = (1/θ̂ij,β). We define the average squared distance between
two matrices A,B ∈ Rn1×n2 as d2(A,B) = ‖A−B‖2F /(n1n2). The average squared errors of M̂β
and Θ̂∗β are then defined as d2(M̂β,M?) and d2(Θ̂∗β,Θ∗?) respectively. To measure the similarity
between two probability distributions, we adopt the well-known Hellinger distance d2H(·, ·) defined
as follows. For any two matrices S,T ∈ [0, 1]n1×n2 , d2H(S,T ) = (n1n2)−1
∑
i,j d
2
H (sij , tij) where
d2H (s, t) =
(√
s−√t
)2
+
(√
1− s−√1− t)2 for s, t ∈ [0, 1].
3.4.1 Asymptotic Convergence Rates of Missingness
In this section, we first establish the convergence rates of the proposed estimators M̂β and Θ̂∗β
defined in Section 3.3.1. For the sake of readability, we first introduce the following basic conditions
required throughout the whole section while we defer the more detailed conditions on the random
errors and the target matrix A? to Section 3.4.2.
C1. The indicators {wij}n1,n2i,j=1 are mutually independent and are independent of {ij}n1,n2i,j=1 . For
i = 1, . . . , n1 and j = 1, . . . , n2, wij follows a Bernoulli distribution with probability of success
θ?,ij = f(m?,ij) ∈ (0, 1). Furthermore, f is monotone and differentiable. Without loss of generality,
we assume f is monotone increasing in the following.
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C2. (a) There exists a lower bound θL ∈ (0, 1) such that min
i,j
{θij} ≥ θL > 0, where θL is allowed
to depend on the dimensions n1 and n2. (b) For the hidden matrix M? = µ?J +Z?, assume that
|µ?| ≤ α1 and ‖Z?‖∞ ≤ α2, where α1 and α2 is allowed to depend on the dimensions n1 and n2.
As for all the theorems in Section 3.4.1, we fix n1 = n2 = n and the choice of inverse link
function f to be logit for simplicity of the notation and reduction of the number of parameters.
The general n1, n2 and f cases of the theorems are delegated to Section 3.8.1 in the appendix. We
first establish two convergence results for the mean estimator µ̂ and the constrained estimator M̂β
with threshold level β > 0. To simplicity the notation, let α0 = α1 +α2 and hα1,β = (1 + eα1+β)−1.
Theorem 3.2. Assume that Conditions C1-C2 hold, (µ?,Z?) ∈ Cn1,n2(α1, α2), consider M̂ =
µ̂J + Ẑ where (µ̂, Ẑ) is the solution to (3.3), for any C0 > 8e and positive constants C1, take
λα ≥ C0
√
n in (3.3), with probability at least 1− C1/n, we have
|µ? − µ̂| ≤ 2α1 ∧
√
(C0
√
n+ λα)
θLn2
‖Z?‖∗, and (3.11)
1
n1n2
∥∥∥Ẑ −Z?∥∥∥2
F
≤ 4α22 ∧
(C0
√
n+ λα)
θLn2
‖Z?‖∗ , and (3.12)
1
n1n2
∥∥∥M̂ −M?∥∥∥2
F
≤ 4α20 ∧
(C0
√
n+ λα)
θLn2
‖Z?‖∗ . (3.13)
We show the same convergence rate for the estimator µ̂ as well as Ẑ. This is a new part which
is not covered in the estimator proposed by Davenport et al. (2014). Compare with typical root-N
convergence, µ̂ achieve a slower rate. The bounds related to α1 and α2 are directly derived from
subjection conditions. We keep these obvious results due to Condition C2. The assumption of
diminishing θL leads to the convergence rates related to ‖Z?‖∗ may goes to ∞ rather than goes to
0. Under the extreme scenario, i.e. θL  n−1 logn which guarantees the recovery of matrix (Cande`s
and Plan, 2010; Koltchinskii et al., 2011; Mao et al., 2018), we have α1+α2 = α0 ≤ − log θL  logn.
It implies that all αk = o(n−3/4θ−1/2L ‖Z?‖∗)1/2) for k = 0, 1, 2. Thus it is necessary that we keep
these fundamental upper bounds in the right hand side.
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For any matrix A and each of the element aij , define the truncating operator Tβ by
Tβ(aij) = aij1[−β≤aij≤β] + β1[aij>β] − β1[aij<−β] for any β ≥ 0,
and Tβ(A) = (Tβ(aij)). Similarly, F(A) = (f(aij)) where f is the link function. Thus for µ? and any
β > 0, we denote the constrained distribution to be Θ̂?,β = F(Tβ(Z?)+µ̂J) = (θ̂?,ij,β). It is noticed
that this is a little bit different with the constrained true distribution to be Θ?,β = F(Tβ(Z?)+µ?J).
Denote Nβ =
∑
i,j 1[m?,ij−µ?>β] +1[m?,ij−µ?<−β] which counts the number of extreme values in true
hidden matrix M?. We further study the convergence rate of d2(M̂β,M?) and d2(Θ̂∗β,Θ∗?) in
Theorem 3.3.
Theorem 3.3. Assume that Conditions C1-C2 hold, (µ?,Z?) ∈ Cn1,n2(α1, α2), µ̂ be the estimator
defined in (3.3). Consider M̂β = µ̂J + Ẑβ and Θ̂∗β = 1/F(M̂β) where Ẑβ is the solution to (3.7)
and β > 0, for any C0 > 8e and positive constants C1, take λα ≥ C0
√
n in (3.3) and λβ ≥ C0
√
n
in (3.7), with probability at least 1− 2C1/n, we have
d2
(
M̂β,M?
)
≤2 (C0
√
n+ λα)
θLn2
‖Z?‖∗ ∧ 8α21 +
2(α2 − β)2+Nβ
n2
+
{
2 (C0
√
n+ λβ)
hα1,βn
2 ‖Tβ (Z?)‖∗ +
16Nββ
hα1,βn
2
}
∧ 8β2, (3.14)
d2
(
Θ̂∗β,Θ
∗
?
)
≤ 2
h2α1,β
[
(C0
√
n+ λα)
θLn2
‖Z?‖∗ ∧ 4α21
+
{
(C0
√
n+ λβ)
hα1,βn
2 ‖Tβ (Z?)‖∗ +
8Nββ
hα1,βn
2
}
∧ 4β2
]
+ 4Nβ
n2θ2L
. (3.15)
In (3.14), for the non-constrained version, namely β ≥ α2, as discussed before Nβ = 0, we have
the first term matches with (3.11) and the third term matches with (3.12). Thus d2(M̂β,M?)
matches with (3.13), i.e d2(M̂β,M?) = Op{(α0θ−1L r1/2M?n−1/2) ∧ α20}. For the absolute constrained
version β → 0, the third term is ignorable and the sum of first two terms matches with (µ̂−µ?)2 +
n−2‖Z?‖2F .
The first two terms in (3.15) comes from the bound for d2(Θ̂∗?,β,Θ∗?,β) and d2(Θ̂∗β, Θ̂∗?,β) while
4Nβn−2θ−2L is due to the bound for d2(Θ∗?,β,Θ∗?). It is analog to the variance-bias trade off for the
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estimator Θ̂∗β. For the non-constrained version which suppose to be no bias, due to Nβ = 0, all
the error goes to the variance part, bounded by the first two terms. For the absolute constrained
version, the first term is due to the bound for d2(F(µ̂J),F(µ?J)), second term diminish and the
third term is 4θ−2L . Thus all the error goes to the bias part.
Define the parameter kα1,α2,β,n such that
kα1,α2,β,n = min
[
β2, h−1α1,β max
{
min
{
β, α2r
1/2
M?
n−1/2 + (α2 − β)+Nβn−1
}
, βNβn
−2}] .
Remark 3.1. In Theorem 3.3, by taking λα = C0
√
n in (3.3) and λβ = C0
√
n in (3.7) and the facts
that ‖Z?‖∗ ≤ α2
√
(rM? + 1)n2 and ‖Tβ(Z?)‖∗ ≤ min{β
√
n3, α2
√
(rM? + 1)n2 + (α2 − β)+Nβ
√
n},
with probability at least 1− 2C1/n, we have
d2
(
Θ̂∗β, Θ̂
∗
?,β
)
= Op
(
kα1,α2,β,n
h2α1,β
)
. (3.16)
3.4.2 Asymptotic Convergence Rates of d2(Â,A?)
To study the asymptotic convergence of d2(Â,A?), we require the following additional condi-
tions which prescribe the properties of random errors  and A?.
C3. (a) The random errors {ij} in Model (3.1) are independently distributed random variables
such that E(ij) = 0 and E(2ij) = σ2ij <∞ for all i, j. (b) For some finite positive constants cσ and
η, max
i,j
E|ij |l ≤ 12 l!c2σηl−2 for any positive integer l ≥ 2.
C4. There exists a positive constant a such that ‖A?‖∞ ≤ a.
Denote
h(1),β = max
(
θ?,ij
θ̂?,ij,β
)
, h(2),β = max
(
θ̂?,ij,β
θ?,ij
)
and h(3),β = max
 θ1/2?,ij
θ̂?,ij,β
 ,
and
η
W ,Π,Θ̂?,β
= max
{∥∥∥W ◦ (Π∗ − Θ̂∗?,β)∥∥∥∞,2 , ∥∥∥W ◦ (Π∗ − Θ̂∗?,β)ᵀ∥∥∥∞,2
}
. (3.17)
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in the following. For any constant δ > 0 and any general matrix Π = (piij) with positive elements
where piij > 0, define that
∆
Π,Θ̂?,β
= max
(cσ ∨ a)h(3),β
√
(n1 ∨ n2) log (n1 + n2)
n1n2
,
a
∥∥∥Π∗ − Θ̂∗?,β∥∥∥F
n1n2
,
ηη
W ,Π,Θ̂?,β
log1+δ (n1 + n2)
n1n2
 .
(3.18)
The first term in ∆
Π,Θ̂?,β
is due to ‖W ◦ Θ̂∗?,β ◦ ‖ and ‖(W −Θ?) ◦ Θ̂∗?,β ◦ (2A? − Â−A)‖,
this part can be directly analog to the stochastic terms in both uniform sampling case Koltchinskii
et al. (2011) and general sampling distribution case Klopp (2014). For the absolute constrained with
h(2),βh(3),β = θ
1/2
U θ
−1
L , the order becomes θ
1/2
U θ
−1
L n
−3/2 log1/2 n which is equivalent to the order of
tuning parameters λKLT in Koltchinskii et al. (2011) and λKlopp in Klopp (2014) under the balance
setting θU  θL.
The second term in ∆
Π,Θ̂?,β
is due to ‖W ◦ (Π∗ − Θ̂∗?,β) ◦ (2A? − Â −A)‖. They depend on
the distance and similarity of the matrix Π∗ and Θ̂∗?,β. The difficulty to handle this term is that
there is no concentration effect we can apply for any general matrix Π to reduce the order for the
spectral norm. We only provide a rough bound by the Frobenius norm of the matrix ‖Π∗−Θ̂∗?,β‖F .
In the following, we plug-in the probability estimator Θ̂β comes from (3.7) and study the order of
this term.
The third term in ∆
Π,Θ̂?,β
is due to ‖W ◦(Π∗−Θ̂∗?,β)◦‖. The term of two maximums ηW ,Π,Θ̂?,β
comes from the concentration effect of . It requires more detailed control on the distance and
similarity of the matrix Π∗ and Θ̂∗?,β. However, if we have no more details for some general matrix
Π∗, we can directly bound them by ‖Π∗ − Θ̂∗?,β‖F and it only lose log1+δ(n1 + n2) order which is
ignorable compared with the second term. It is noticed that the second term is small order of the
third term because both a and η are constants. In the following, we focus on discussing ∆˜
Π,Θ̂?,β
where
∆˜Π,Θ?,β = max
(cσ ∨ a)h(3),β
√
(n1 ∨ n2) log (n1 + n2)
n1n2
,
η
∥∥∥Π∗ − Θ̂∗?,β∥∥∥F log1+δ (n1 + n2)
n1n2
 .
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Theorem 3.4. Assume Conditions C1-C4 hold, some positive constants δ, C1 and C3, λ ≥
C3∆˜Π,Θ̂?,β , given the matrix A? of interest, for all A ∈ R
n×n s.t. ‖A‖∞ ≤ a, then
d2
(
Â,A?
)
≤ 2h(1),βh(2),βd2 (A,A?) + min
{
2h(2),βλ ‖A‖∗ , 16n2rAh2(2),βλ2
}
:= UA,β, (3.19)
with probability at least 1− 2/n− 1/(2n)2δ.
For n large enough, d2(Â,A?) is bounded by the right hand side of (3.19) with probability
approaching 1. We note that the order of the upper bound for d2(Â,A?) as prescribed in (3.19),
depends on the specific orders of d2(A,A?), ∆˜Π,Θ̂?,β , ‖A‖∗ and ‖A‖F . Without loss of generality,
we fixed A = A? in this subsection and simplify Theorem 3.4 to be
d2
(
Â,A?
)
≤ min
{
2h(2),βλ ‖A?‖∗ , 16n2rA?h2(2),βλ2
}
:= UA?,β.
By setting Π∗ = Θ̂∗β, we have
∆˜
Θ̂β ,Θ̂?,β
= max
(cσ ∨ a)h(3),β
√
n logn
n2
,
ηk
1/2
α1,α2,β,n
log1+δ n
hα1,βn
 . (3.20)
It is noticed in Remark 3.1 that the event d2(Θ̂∗β, Θ̂∗?,β) = O(h
−2
α1,β
kα1,α2,β,n) hold with probability
at least 1− 2C1/n rather than 1. Also the event 1 hold with probability at least 1− log−δ n rather
than 1. Thus we bound the distance d2(Â,A?) with probability at least 1−2/n−1/(2n)2δ−log−δ n.
For the simplicity, the following discussions are on the specific low-rank linear predictor M?
(rM? = O(1)) case. Now we discuss different convergence rates of d2(Â,A?) under different scenar-
ios. Under the uniform missing, i.e. θij ≡ θ0, it has been shown that N−1n logn and θ−10 n−1 logn
are the optimal rates up to a logarithm factor for d2(Â,A?) in Koltchinskii et al. (2011) and Mao
et al. (2018). Thus it requires θ0 ≥ n−1 logn or N ≥ n logn to ensure the convergence of d2(Â,A?).
This also implies α1 + α2 = α0 ≤ logn. We assume that α1 ≤ logn and α2 ≤ logn hold in all the
following discussions.
Under the uniform missing, we can reach the same optimal rate of θ−10 n−1 logn suggested
by Koltchinskii et al. (2011) and Mao et al. (2018) by taking β → 0. Under the non-uniform
missing, we obtained the convergence rate of Â to be h−3α,βn−1/2log3+2δn under both balanced
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and unbalanced setting. For the non-constrained case, to guarantee the convergence, we require
that θL ≥ n−1/6 log1+2δ/3 n. Thus we cannot obtain the convergence under the extreme very few
observations scenario, for example, n logn number of observations. This implies that we may
need some constrained estimators Θ̂β. The constraint level β should be chosen such that hα,β ≥
n−1/6 log1+2δ/3 n while θL can still diminish much faster.
3.4.3 Comparison with Uniform Objective Function
Without consideration of the non-uniform missingness, one can recover A? by many existing
matrix completion techniques (Cande`s and Plan, 2010; Koltchinskii et al., 2011; Mazumder et al.,
2010) through minimizing the uniform version R̂UNI(A) = (n1n2)−1‖W ◦ (A − Y )‖2F of in the
objective function Obj(A;λ) instead of R̂(A). A natural question is what the difference of uti-
lizing weighted objective function and the uniform objective function. The question is addressed
theoretically in this section by comparing non-asymptotic upper bounds of mean squared errors.
In addition, empirical evidence are shown in Section 4.5 and 4.4 to demonstrate the benefits of
weighted objective function.
By setting β = 0 in (3.10), we obtained the same estimator with ÂUNI. Thus from Theorem
3.4, taking λUNI = C3∆˜Θ̂0,Θ̂?,0 , for A ∈ R
n1×n2 s.t. ‖A‖∞ ≤ a, we have
d2
(
ÂUNI,A?
)
≤ 2h(1),0h(2),0d2 (A,A?) + min
{
2h(2),0λUNI ‖A‖∗ , 16n2rAh2(2),0λ2UNI
}
:= UA,0.
For the estimator Â obtained in (3.10), the convergence rate depend on the probability estimator
Θ̂. We cannot always have the theoretical benefits compared with ÂUNI. However, if we know the
true missing mechanism Θ?, define ÂKNOW be the estimator which minimize the known weighted
version R̂KNOW(A) = (n1n2)−1‖W ◦Θ?? ◦ (A − Y )‖2F of in the objective function Obj(A;λ). We
can take λKNOW = C3∆˜Θα2 ,Θ̂?,α2 and thus d
2(ÂKNOW,A?) ≤ UA,α2 . It is easy to show that
UA,0 ≥ θ−1/2L θ1/2U UA,α2 . The improvement of utilizing the weighted objective function R̂KNOW(A)
lies in the non-uniform missing such that θ−1L θU > 1 which further implies that Uβ < UA?,0.
Theorem 3.5. Assume Conditions C1-C4 holds, and take λKNOW = C3∆˜Θα2 ,Θ̂?,α2 and λUNI =
C3∆˜Θ̂0,Θ̂?,0. The upper bound of d
2(ÂUNI,A?) is the same as UA,0 and the upper bound of
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d2(ÂKNOW,A?) is the same as UA,α2. Then UA,α2 ≤ UA,0. Furthermore, UA,α2 < UA,0 if θU > θL,
i.e. the true missing mechanism is non-uniform.
Similarly with Section 5 in Mao et al. (2018), it is noted that the estimator ÂKNOW in
d2(ÂKNOW,A?) is obtained with the knowledge of true probability of observation Θ? rather than
with the estimated Θ̂ in (3.10). Although we provide the improvement, the comparison above is
not that precise because we only compare the upper bounder of two mean squared errors and show
two roughly bounds UA,0 for d2(ÂUNI,A?) and UA,α2 for d2(ÂKNOW,A?).
3.5 Simulation Study
This section reports results from simulation experiments which were designed to evaluate the
numerical performance of the proposed methodologies (3.3), (3.7) and (3.10) separately.
In the simulation, the true observation probabilities Θ? and target matrix A? were randomly
generated once and kept as fixed for each setting of (n1, n2, rM? , rA?). For the true observa-
tion probabilities Θ?, we generate UM? ∈ Rn1×(rM?−1), VM? ∈ R(rM?−1)×n2 as random Gaus-
sian matrices with independent entries come from Gaussian distribution N (−0.4, 1) and obtain
M? = UM?V
ᵀ
M?
−m¯n1,n2,rM? where the shift parameter m¯n1,n2,rM? is considered to ensure the over-
all average observation rate is 0.2 for each setting of (n1, n2, rM?). We then obtain Θ? = F(M?)
where the inverse link function f is the standard logistic distribution.
Throughout the study, we set rM? = 11, and chose n1 = n2 with four sizes: 600, 800, 1000 and
1200, and the number of simulation for each (n1, n2) combination was 100.
For the purpose of benchmarking, we compared our constrained estimator Θ̂β proposed by (3.7),
non-constrained by (3.3) Θ̂α and no mean effect estimator Θ̂1-bit,α which is similar to the estimator
proposed in Davenport et al. (2014) with two existing estimators: row and column probability
estimator in Negahban and Wainwright (2012) (Θ̂NW) and the uniform estimator N/(n1n2) (Θ̂UNI).
For the non-constrained estimator Θ̂α and no mean effect estimator Θ̂1-bit,α, the scale parameter
α in the subjection condition is set according to the true knowledge of M?. For the constrained
estimator Θ̂β, the constraint level β was chosen by 0.9 of ‖Ẑα‖∞.
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To quantify the performance of the estimation of linear predictor M? and observation proba-
bilities Θ?, we considered the relative Frobenius norm of the error (RFE) with respect to M̂ and
the Hellinger distance and d2H(Θ̂,Θ?) between Θ̂ and Θ?:
RFE
(
M̂
)
=
∥∥∥M̂ −M?∥∥∥
F
‖M?‖F
and d2H
(
Θ̂,Θ?
)
=
∑n1,n2
i,j d
2
H
(
θ̂ij , θ?,ij
)
√
n1n2
,
where d2H(s, t) = (
√
s−√t)2 + (√1− s−√1− t)2 as defined in Section 3.4. As all the estimators
f−1(Θ̂β), f−1(Θ̂α) and f−1(Θ̂1-bit,α) are all low-rank, we also provide their corresponding ranks
which denoted as r
M̂
. The ranks of all probability estimators are provided as r
Θ̂
.
Table 3.1: The relative Frobenius norm of the error with respect to M̂ (RFEs), Hellinger distance d2H(Θ̂,Θ?),
rank of linear predictor M̂ and estimated Θ̂ and their standard errors (in parentheses) under the low rank
missing observation mechanism, with (n1, n2) = (600, 600), (800, 800), (1000, 1000), (1200, 1200) and
rM? = 11, for the proposed estimators Θ̂α, Θ̂1-bit,α and the two existing estimators (Θ̂NW and Θ̂UNI).
600 Θ̂α Θ̂1-bit,α Θ̂NW Θ̂UNI
RFE(M̂) 0.5600 (0.0071) 0.6068 (0.0060) - -
RFE(Θ̂) 0.3425 (0.0072) 0.3577 (0.0063) 0.7051 (1e-04) 0.8335 (0)
d2H(Θ̂,Θ?) 0.0369 (0.0015) 0.0450 (0.0016) 0.1233 (1e-04) 0.1729 (1e-04)
r
M̂
12.45 (0.50) 12.69 (0.46) - -
r
Θ̂
600 (0) 600 (0) - -
800 Θ̂α Θ̂1-bit,α Θ̂NW Θ̂UNI
RFE(M̂) 0.5334 (0.0029) 0.5762 (3e-04) - -
RFE(Θ̂) 0.3109 (0.0028) 0.3219 (7e-04) 0.6944 (1e-04) 0.836 (0)
d2H(Θ̂,Θ?) 0.0317 (5e-04) 0.0379 (1e-04) 0.1219 (1e-04) 0.1767 (1e-04)
r
M̂
12.04 (0.2) 12.03 (0.17) - -
r
Θ̂
800 (0) 800 (0) - -
1000 Θ̂α Θ̂1-bit,α Θ̂NW Θ̂UNI
RFE(M̂) 0.5091 (0.0046) 0.5673 (3e-04) - -
RFE(Θ̂) 0.2845 (0.0042) 0.3091 (5e-04) 0.7017 (1e-04) 0.8356 (0)
d2H(Θ̂,Θ?) 0.0266 (8e-04) 0.0351 (1e-04) 0.1246 (1e-04) 0.1767 (1e-04)
r
M̂
12.68 (0.53) 12 (0) - -
r
Θ̂
1000 (0) 1000 (0) - -
1200 Θ̂α Θ̂1-bit,α Θ̂NW Θ̂UNI
RFE(M̂) 0.4933 (4e-04) 0.5485 (3e-04) - -
RFE(Θ̂) 0.2693 (5e-04) 0.2909 (5e-04) 0.6932 (1e-04) 0.8356 (0)
d2H(Θ̂,Θ?) 0.0242 (1e-04) 0.0314 (1e-04) 0.1211 (1e-04) 0.1761 (1e-04)
r
M̂
12 (0) 12 (0) - -
r
Θ̂
1200 (0) 1200 (0) - -
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Table 3.1 summarize the simulation results for the missingness. The most visible aspect of the
simulation results is that both the proposed estimators Θ̂α and Θ̂1-bit,α have superior performance
than the two existing estimators by having smaller relative Frobenius norms of the error with
respect to M̂ and Θ̂, Hellinger distances d2H(Θ̂,Θ?) and more accuracy estimated rank of M?.
Without the consideration of mean effect µ?, Θ̂1-bit,α has larger error and Hellinger distance than
the proposed estimators. The estimator Θ̂NW is kind of between the proposed estimators and the
uniform estimator Θ̂UNI. Estimator Θ̂UNI is more like a benchmark which captures no information
for the probability. Another feature exhibited from the table is that as the size of the matrix n1
and n2 increased, both get smaller relative Frobenius norms of the error and Hellinger distances.
For the target matrix A?, we generate UA? ∈ Rn1×(rA?−1), VA? ∈ R(rA?−1)×n2 as random
matrices with independent Gaussian entries N (0, σ2A?) and obtain A? = 2.5 + UA?V ᵀA? . The
additional rating 2.5 is to ensure the mean of entries in A? equals to 2.5 rather than 0 which
is more realistic. If there is no additional rating, σA? can be arbitrary since we can adjust it
through the signal to noise ratio defined in the following. Here we set the noise level of UA?V
ᵀ
A?
to be 2.5 to mimic the real data Yahoo Webscope. Thus σA? = (2.52/(rA? − 1))1/4. Although we
do not explicitly enforce that M? and A? are of full rank, this happens with probability 1. The
contaminated version ofA? was then generated as Y = A?+, where  ∈ Rn1×n2 has i.i.d. mean zero
Gaussian entries ij ∼ N (0, σ2 ). The σ2 is chosen such that the signal-to-noise ratio (SNR) ranges
among 1, 2, 3 which is quite common used in many matrix completion literatures stated in Keshavan
et al. (2009a), namely SNR =
√
E‖A?‖2F /E‖‖2F = 1, 2, 3, where E‖A?‖2F = n1n2(rA? − 1 + 2.52)
implies σ = 0.5
√
rA? − 1 + 2.52.
For the estimation Â, we have four version estimators Proposed Θ̂β, Proposed Θ̂α, Proposed Θ̂1-bit,β
and Proposed Θ̂1-bit,α while Proposed denote the estimators obtained by solving problem (3.10) and
Θ̂β, Θ̂α, Θ̂1-bit,β and Θ̂1-bit,α denote the probability estimators used in (3.10). In addition, we
compared with three existing matrix completion techniques: the methods proposed in Negahban
and Wainwright (2012) (NW), Koltchinskii et al. (2011) (KLT) and Mazumder et al. (2010) (MHT).
Here NW cv NW and NW cv UNI adopt two ways to select the tuning parameter λ for method
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NW. NW cv NW consider a weighted validation error as suggested in Step 4 of Algorithm 2 while
NW cv UNI does not adjust the non-uniform missing in the cross validation procedure. We have
these two versions to obtain more complete results for NW.
To quantify the performance of the matrix completion, we used two empirical measures
Test Error =
∥∥∥W ? ◦ (Â−A?)∥∥∥2
F
‖W ? ◦A?‖2F
and RMSE (A?) =
∥∥∥Â−A?∥∥∥
F√
n1n2
,
where W ? is the matrix of missing indicator with the (i, j)-th entry being (1 − wij). The test
error measures the relative estimation error of the unobserved entries to their signal strength. The
estimated ranks of Â are provided.
Tables 3.2-3.9 summarize the simulation results for different sample size n1=n2 ranges from 600
to 1200 and two kinds of ranks A? = 11 or A? = 31. The most visible aspect of the simulation
results is that the four versions of the proposed methods had superior performance than the four
existing methods by having smaller RMSEs and Test Errors. Among the four proposed methods,
Proposed Θ̂β performs better than Proposed Θ̂α but Proposed Θ̂1-bit,β performs pretty similar with
Proposed Θ̂1-bit,α. For the first observation, it is because that the constrained estimator Θ̂β has
much smaller ratio θ̂U/θ̂L than Θ̂α which improve the stability of prediction and the accuracy.
For the second observation, comparing Θ̂1-bit,β and Θ̂1-bit,α, there are not much differences. It is
because that the true M? is centered at a certain level m¯n1,n2,rM? rather than 0. Thus without
the consideration of mean effect, the proportion of probabilities fall into the region near ‖M̂‖∞
(constrained in Θ̂1-bit,β) is much smaller than the proportion of probabilities fall into the region
near ‖Ẑ‖∞ (constrained in Θ̂β). The closeness between Θ̂1-bit,β and Θ̂1-bit,α explains the similar
performances of Proposed Θ̂1-bit,β and Proposed Θ̂1-bit,α. Another observation is that Proposed Θ̂α
perform slightly worse than Proposed Θ̂1-bit,α at many times. This is not surprised. In many
two-step estimation procedures, even you estimate better in the first step, it does not mean that
the final estimator would be better. Both Wooldridge (2002) and Chen et al. (2008) obtained
similar conclusions on the corresponding two-step problems they were interested in. One notable
thing is that for the constrained missing estimation versions, Proposed Θ̂β can be superior than
Proposed Θ̂1-bit,β under the same constraint level 0.9. We can further improve Proposed Θ̂β to be
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superior among four proposed methods by tuning the constrained level. All the methods tend to
over-estimated the rank of target matrix A? (the true rank is either 11 or 31). While NW cv NW
and NW cv UNI cost much more ranks than others due to the poor row and column rank-one
estimator of probabilities Θ̂NW illustrated in Table 3.1. This also ruin the weighted cross validation
estimator in NW cv NW so that the performance is worse than NW cv UNI at most time. However,
both the non-uniform missingness and real data results in Table 3.10 suggest that we should take
the non-uniformity into account. KLT is not a good one as it only impute the missing values by one
time SVD rather than iteratively convergence to the target. It is not surprised that its performance
is almost the worst among all methods. The only benefit would be the computational costing due
to one-time SVD. Compared with our proposed estimator, MHT is not a bad one especially when
the signal to noise ratio is small (SNR = 1). In this case, the noise level will ruin part of the
missing structure which masks our improvements in estimating the probabilities more accuracy.
However, with the increasing of SNR, the ratio of prediction error between proposed methods and
MHT getting smaller and smaller.
Another feature exhibited from the tables was that as the size of the matrix n1 and n2 increased,
both the RMSEs and Test Errors of the proposed methods got smaller. This was also the case for
the three existing methods among all the Tables 3.2-3.9. The latter was likely due to the reduction
of the variance owing to having more “data” despite employing a misspecified model. In contrast,
the reason for the proposed methods’ having smaller RMSEs and Test Errors was due to their ability
to reduce both the bias and the variance in the completed matrices as the methods are consistent
as shown in the theoretical analyses in Section 3.4.2. Comparing the results within each table, it
is clear that the presence of the noise make all the matrix completion methods more difficult as
reflected by different SNR setting as 1, 2, 3.
3.6 Empirical Study
We demonstrate the proposed methodology by analyzing the Yahoo! Webscope dataset ydata-
ymusic-user-artist-ratings-v1 0 provided at http://research.yahoo.com/Academic_Relations.
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Table 3.2: Empirical root mean square errors (RMSEs), test errors, estimated ranks r
Â
and their standard
errors (in parentheses) under the low rank missing observation mechanism, with rM? = 11, rA? = 11,
(n1, n2) = (600, 600) and SNR = 1, 2, 3, for four versions of the proposed methods, and the three existing
methods proposed respectively in Negahban and Wainwright (2012)(NW cv NW, NW cv UNI), Koltchinskii
et al. (2011)(KLT) and Mazumder et al. (2010)(MHT).
SNR = 1 RMSE(A?) Test Error rÂ
Proposed Θ̂β 1.5667 (0.0130) 0.3027 (0.0054) 63.89 (5.07)
Proposed Θ̂α 1.5669 (0.0132) 0.3023 (0.0055) 65.26 (6.37)
Proposed Θ̂1-bit,β 1.5625 (0.0092) 0.3010 (0.0038) 62.14 (4.79)
Proposed Θ̂1-bit,α 1.5625 (0.0092) 0.3010 (0.0038) 62.25 (4.92)
NW cv UNI 2.0766 (0.2536) 0.5060 (0.1260) 180.02 (50.97)
NW cv NW 2.3971 (0.1622) 0.6558 (0.0970) 238.41 (74.36)
KLT 2.2870 (0.0073) 0.5957 (0.0027) 1 (0)
MHT 1.6565 (0.0089) 0.3442 (0.0037) 51.27 (2.61)
SNR = 2 RMSE(A?) Test Error rÂ
Proposed Θ̂β 1.0804 (0.0169) 0.1473 (0.0036) 113.03 (9.83)
Proposed Θ̂α 1.0880 (0.0374) 0.1490 (0.0097) 116.86 (12.34)
Proposed Θ̂1-bit,β 1.0738 (0.0103) 0.1463 (0.0024) 107.73 (6.53)
Proposed Θ̂1-bit,α 1.0737 (0.0099) 0.1463 (0.0023) 107.68 (6.37)
NW cv UNI 1.6845 (0.3788) 0.3922 (0.2033) 212.5 (106.91)
NW cv NW 2.2516 (0.3831) 0.6985 (0.2393) 368.36 (171.58)
KLT 2.2733 (0.0047) 0.5852 (0.0017) 1 (0)
MHT 1.1945 (0.0076) 0.1861 (0.0025) 83.28 (4.00)
SNR = 3 RMSE(A?) Test Error rÂ
Proposed Θ̂β 0.8836 (0.0422) 0.0994 (0.0085) 141.24 (19.85)
Proposed Θ̂α 0.9005 (0.0541) 0.1031 (0.0116) 146.65 (20.39)
Proposed Θ̂1-bit,β 0.8684 (0.0312) 0.0965 (0.0056) 134.01 (18.77)
Proposed Θ̂1-bit,α 0.8685 (0.0312) 0.0965 (0.0056) 134.08 (18.73)
NW cv UNI 2.6593 (0.0217) 0.9918 (0.0155) 597.23 (14.74)
NW cv NW 2.6615 (0.0079) 0.9934 (0.0053) 598.96 (3.48)
KLT 2.2708 (0.0038) 0.5832 (0.0014) 1 (0)
MHT 1.0152 (0.0492) 0.1378 (0.0136) 110.59 (18.22)
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Table 3.3: Empirical root mean square errors (RMSEs), test errors, estimated ranks r
Â
and their standard
errors (in parentheses) under the low rank missing observation mechanism, with rM? = 11, rA? = 31,
(n1, n2) = (600, 600) and SNR = 1, 2, 3, for four versions of the proposed methods, and the three existing
methods proposed respectively in Negahban and Wainwright (2012)(NW cv NW, NW cv UNI), Koltchinskii
et al. (2011)(KLT) and Mazumder et al. (2010)(MHT).
SNR = 1 RMSE(A?) Test Error rÂ
Proposed Θ̂β 1.8449 (0.1237) 0.4080 (0.0503) 26.88 (23.49)
Proposed Θ̂α 1.8772 (0.1114) 0.4199 (0.0448) 18.69 (22.75)
Proposed Θ̂1-bit,β 1.8265 (0.1128) 0.3987 (0.0443) 27.37 (22.73)
Proposed Θ̂1-bit,α 1.8265 (0.1128) 0.3988 (0.0443) 27.37 (22.73)
NW cv UNI 2.1729 (0.2286) 0.5587 (0.1142) 169.27 (59.79)
NW cv NW 2.4673 (0.1775) 0.7026 (0.0961) 234.54 (69.07)
KLT 2.3086 (0.0083) 0.5995 (0.0025) 1 (0)
MHT 1.8134 (0.0081) 0.4027 (0.0035) 43.65 (2.52)
SNR = 2 RMSE(A?) Test Error rÂ
Proposed Θ̂β 1.3822 (0.0101) 0.2445 (0.0032) 122.55 (9.38)
Proposed Θ̂α 1.3855 (0.0212) 0.2456 (0.0070) 121.71 (11.75)
Proposed Θ̂1-bit,β 1.3792 (0.0074) 0.2438 (0.0023) 117.77 (9.14)
Proposed Θ̂1-bit,α 1.3792 (0.0073) 0.2438 (0.0023) 117.78 (9.05)
NW cv UNI 1.9034 (0.3058) 0.4909 (0.1768) 219.06 (109.58)
NW cv NW 2.2712 (0.3254) 0.7008 (0.2079) 341.10 (169.76)
KLT 2.2964 (0.0052) 0.5900 (0.0018) 1 (0)
MHT 1.4579 (0.0059) 0.2743 (0.0023) 92.76 (1.38)
SNR = 3 RMSE(A?) Test Error rÂ
Proposed Θ̂β 1.2387 (0.0387) 0.2007 (0.0109) 132.63 (40.52)
Proposed Θ̂α 1.2412 (0.0407) 0.2018 (0.0114) 135.20 (38.88)
Proposed Θ̂1-bit,β 1.2438 (0.0419) 0.2017 (0.0117) 123.4 (45.82)
Proposed Θ̂1-bit,α 1.2439 (0.0419) 0.2017 (0.0116) 123.41 (45.87)
NW cv UNI 2.6739 (0.0037) 0.9945 (0.0014) 599.24 (0.64)
NW cv NW 2.6675 (0.0258) 0.9897 (0.0186) 595.13 (17.94)
KLT 2.2938 (0.0045) 0.5882 (0.0016) 1 (0)
MHT 1.3203 (0.046) 0.2333 (0.0173) 126.39 (14.67)
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Table 3.4: Empirical root mean square errors (RMSEs), test errors, estimated ranks r
Â
and their standard
errors (in parentheses) under the low rank missing observation mechanism, with rM? = 11, rA? = 11,
(n1, n2) = (800, 800) and SNR = 1, 2, 3, for four versions of the proposed methods, and the three existing
methods proposed respectively in Negahban and Wainwright (2012)(NW cv NW, NW cv UNI), Koltchinskii
et al. (2011)(KLT) and Mazumder et al. (2010)(MHT).
SNR = 1 RMSE(A?) Test Error rÂ
Proposed Θ̂β 1.4782 (0.0132) 0.2679 (0.0049) 88.64 (11.98)
Proposed Θ̂α 1.4798 (0.0136) 0.2681 (0.0046) 88.47 (12.74)
Proposed Θ̂1-bit,β 1.4788 (0.0095) 0.2685 (0.0037) 88.78 (9.56)
Proposed Θ̂1-bit,α 1.4788 (0.0095) 0.2685 (0.0037) 88.77 (9.57)
NW cv UNI 2.1176 (0.2388) 0.5266 (0.1222) 249.99 (69.16)
NW cv NW 2.4072 (0.1725) 0.6657 (0.1072) 329.71 (119.98)
KLT 2.3450 (0.0063) 0.6081 (0.0020) 1 (0)
MHT 1.6073 (0.0086) 0.3248 (0.0035) 63.70 (2.97)
SNR = 2 RMSE(A?) Test Error rÂ
Proposed Θ̂β 1.0323 (0.0455) 0.1320 (0.0102) 159.67 (21.03)
Proposed Θ̂α 1.0544 (0.0668) 0.1369 (0.0173) 170.3 (23.60)
Proposed Θ̂1-bit,β 1.0103 (0.0258) 0.1278 (0.0054) 145.64 (14.68)
Proposed Θ̂1-bit,α 1.0103 (0.0257) 0.1278 (0.0054) 145.64 (14.68)
NW cv UNI 1.7145 (0.4196) 0.4113 (0.2209) 288.44 (154.91)
NW cv NW 2.3301 (0.4047) 0.7462 (0.2505) 542.17 (241.33)
KLT 2.3379 (0.0044) 0.6012 (0.0015) 1 (0)
MHT 1.1449 (0.0056) 0.1707 (0.0017) 106.78 (2.08)
SNR = 3 RMSE(A?) Test Error rÂ
Proposed Θ̂β 0.8730 (0.0680) 0.0954 (0.0171) 205.11 (19.62)
Proposed Θ̂α 0.8776 (0.0520) 0.0964 (0.0114) 205.07 (18.22)
Proposed Θ̂1-bit,β 0.8639 (0.0509) 0.0925 (0.0102) 206.87 (20.98)
Proposed Θ̂1-bit,α 0.8635 (0.0501) 0.0924 (0.0100) 206.86 (20.77)
NW cv UNI 2.2907 (0.5285) 0.7661 (0.3039) 603.00 (252.75)
NW cv NW 2.6669 (0.0503) 0.9900 (0.0343) 794.54 (41.94)
KLT 2.3361 (0.0033) 0.5998 (0.0013) 1 (0)
MHT 0.9478 (0.0056) 0.1194 (0.0015) 132.08 (7.21)
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Table 3.5: Empirical root mean square errors (RMSEs), test errors, estimated ranks r
Â
and their standard
errors (in parentheses) under the low rank missing observation mechanism, with rM? = 11, rA? = 31,
(n1, n2) = (800, 800) and SNR = 1, 2, 3, for four versions of the proposed methods, and the three existing
methods proposed respectively in Negahban and Wainwright (2012)(NW cv NW, NW cv UNI), Koltchinskii
et al. (2011)(KLT) and Mazumder et al. (2010)(MHT).
SNR = 1 RMSE(A?) Test Error rÂ
Proposed Θ̂β 1.6646 (0.0153) 0.3359 (0.0061) 75.47 (7.67)
Proposed Θ̂α 1.6628 (0.0132) 0.3351 (0.0052) 79.02 (8.79)
Proposed Θ̂1-bit,β 1.6711 (0.0111) 0.3381 (0.0043) 70.42 (6.06)
Proposed Θ̂1-bit,α 1.6711 (0.0111) 0.3381 (0.0043) 70.42 (6.06)
NW cv UNI 2.2342 (0.2227) 0.5960 (0.1187) 253.61 (72.85)
NW cv NW 2.4456 (0.1971) 0.7008 (0.1063) 314.9 (103.52)
KLT 2.3583 (0.0063) 0.6104 (0.0018) 1 (0)
MHT 1.7603 (0.0067) 0.3822 (0.0027) 60.94 (3.07)
SNR = 2 RMSE(A?) Test Error rÂ
Proposed Θ̂β 1.3191 (0.0219) 0.2209 (0.0062) 177.83 (15.8)
Proposed Θ̂α 1.3228 (0.0264) 0.2223 (0.0077) 177.19 (16.87)
Proposed Θ̂1-bit,β 1.3158 (0.0145) 0.2196 (0.0037) 179.18 (13.35)
Proposed Θ̂1-bit,α 1.3156 (0.0146) 0.2195 (0.0037) 178.93 (13.37)
NW cv UNI 1.9437 (0.3591) 0.5210 (0.2062) 315.36 (173.49)
NW cv NW 2.2951 (0.3263) 0.7193 (0.2075) 470.79 (229.23)
KLT 2.3507 (0.0043) 0.6034 (0.0016) 1 (0)
MHT 1.3839 (0.005) 0.2484 (0.0018) 121.99 (3.23)
SNR = 3 RMSE(A?) Test Error rÂ
Proposed Θ̂β 1.1194 (0.0149) 0.1651 (0.0048) 187.79 (5.12)
Proposed Θ̂α 1.1239 (0.0179) 0.1666 (0.0058) 187.20 (4.31)
Proposed Θ̂1-bit,β 1.1136 (0.0088) 0.1632 (0.0025) 188.49 (5.61)
Proposed Θ̂1-bit,α 1.1138 (0.0089) 0.1632 (0.0026) 188.65 (5.82)
NW cv UNI 2.5662 (0.2636) 0.9270 (0.1651) 731.63 (166.96)
NW cv NW 2.6652 (0.0321) 0.9905 (0.0227) 794.07 (32.01)
KLT 2.3495 (0.0039) 0.6021 (0.0013) 1 (0)
MHT 1.2148 (0.0053) 0.1973 (0.0018) 152.80 (5.76)
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Table 3.6: Empirical root mean square errors (RMSEs), test errors, estimated ranks r
Â
and their standard
errors (in parentheses) under the low rank missing observation mechanism, with rM? = 11, rA? = 11,
(n1, n2) = (1000, 1000) and SNR = 1, 2, 3, for four versions of the proposed methods, and the three existing
methods proposed respectively in Negahban and Wainwright (2012)(NW cv NW, NW cv UNI), Koltchinskii
et al. (2011)(KLT) and Mazumder et al. (2010)(MHT).
SNR = 1 RMSE(A?) Test Error rÂ
Proposed Θ̂β 1.3885 (0.0071) 0.2347 (0.0023) 113.99 (14.35)
Proposed Θ̂α 1.3997 (0.0173) 0.2382 (0.0043) 113.55 (19.93)
Proposed Θ̂1-bit,β 1.3889 (0.0081) 0.2353 (0.0028) 112.70 (10.06)
Proposed Θ̂1-bit,α 1.3891 (0.0081) 0.2353 (0.0028) 113.77 (10.42)
NW cv UNI 2.0272 (0.2216) 0.4747 (0.1000) 287.10 (50.34)
NW cv NW 2.2626 (0.0960) 0.5829 (0.0613) 341.75 (39.08)
KLT 2.3213 (0.0049) 0.5966 (0.0017) 1 (0)
MHT 1.5083 (0.0091) 0.2856 (0.0035) 77.76 (5.23)
SNR = 2 RMSE(A?) Test Error rÂ
Proposed Θ̂β 0.9768 (0.0728) 0.1157 (0.0176) 210.02 (30.86)
Proposed Θ̂α 1.0550 (0.0857) 0.1325 (0.0232) 244.19 (27.00)
Proposed Θ̂1-bit,β 0.9370 (0.0385) 0.1080 (0.0075) 185.75 (24.33)
Proposed Θ̂1-bit,α 0.9386 (0.0369) 0.1082 (0.0069) 187.11 (24.69)
NW cv UNI 1.4156 (0.2670) 0.2703 (0.1214) 270.83 (80.01)
NW cv NW 1.9748 (0.3127) 0.5297 (0.1846) 428.37 (194.07)
KLT 2.3137 (0.0030) 0.5907 (0.0011) 1 (0)
MHT 1.0503 (0.0055) 0.1432 (0.0016) 122.97 (4.71)
SNR = 3 RMSE(A?) Test Error rÂ
Proposed Θ̂β 0.7718 (0.0298) 0.0737 (0.0058) 236.25 (14.02)
Proposed Θ̂α 0.8065 (0.0436) 0.0813 (0.0102) 241.62 (7.98)
Proposed Θ̂1-bit,β 0.7601 (0.0372) 0.0712 (0.0063) 234.32 (22.12)
Proposed Θ̂1-bit,α 0.7630 (0.0367) 0.0717 (0.0064) 236.11 (21.11)
NW cv UNI 1.9354 (0.5516) 0.5600 (0.3070) 538.08 (301.28)
NW cv NW 2.6624 (0.0375) 0.9878 (0.0265) 992.06 (39.64)
KLT 2.3127 (0.0025) 0.5897 (9e-04) 1 (0)
MHT 0.8544 (0.0052) 0.0967 (0.0012) 148.73 (0.84)
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Table 3.7: Empirical root mean square errors (RMSEs), test errors, estimated ranks r
Â
and their standard
errors (in parentheses) under the low rank missing observation mechanism, with rM? = 11, rA? = 31,
(n1, n2) = (1000, 1000) and SNR = 1, 2, 3, for four versions of the proposed methods, and the three existing
methods proposed respectively in Negahban and Wainwright (2012)(NW cv NW, NW cv UNI), Koltchinskii
et al. (2011)(KLT) and Mazumder et al. (2010)(MHT).
SNR = 1 RMSE(A?) Test Error rÂ
Proposed Θ̂β 1.6131 (0.0133) 0.3134 (0.0048) 94.78 (13.56)
Proposed Θ̂α 1.6151 (0.0093) 0.3143 (0.0035) 107.43 (18.14)
Proposed Θ̂1-bit,β 1.6168 (0.0115) 0.3152 (0.0041) 97.15 (14.64)
Proposed Θ̂1-bit,α 1.6174 (0.0117) 0.3153 (0.0041) 95.92 (14.78)
NW cv UNI 2.0967 (0.217) 0.5199 (0.1057) 275.56 (56.49)
NW cv NW 2.3327 (0.1868) 0.6328 (0.0901) 332.95 (60.73)
KLT 2.3307 (0.0052) 0.5983 (0.0016) 1 (0)
MHT 1.6928 (0.0076) 0.3513 (0.0030) 77.27 (4.94)
SNR = 2 RMSE(A?) Test Error rÂ
Proposed Θ̂β 1.2687 (0.0300) 0.2009 (0.0083) 231.00 (19.33)
Proposed Θ̂α 1.3208 (0.1224) 0.2201 (0.0484) 242.29 (33.47)
Proposed Θ̂1-bit,β 1.2626 (0.0207) 0.1986 (0.0052) 232.36 (16.50)
Proposed Θ̂1-bit,α 1.2603 (0.0206) 0.1981 (0.0051) 229.98 (16.59)
NW cv UNI 1.6824 (0.2391) 0.3801 (0.1213) 287.73 (83.02)
NW cv NW 2.0568 (0.2417) 0.5691 (0.1466) 411.01 (168.70)
KLT 2.3246 (0.0031) 0.5928 (9e-04) 1 (0)
MHT 1.3053 (0.0039) 0.2191 (0.0013) 147.74 (4.14)
SNR = 3 RMSE(A?) Test Error rÂ
Proposed Θ̂β 1.0379 (0.0129) 0.1405 (0.0037) 220.63 (3.22)
Proposed Θ̂α 1.0585 (0.0261) 0.1466 (0.0079) 223.82 (5.48)
Proposed Θ̂1-bit,β 1.0294 (0.0083) 0.1381 (0.0023) 220.03 (3.44)
Proposed Θ̂1-bit,α 1.0300 (0.0085) 0.1383 (0.0024) 220.12 (3.52)
NW cv UNI 2.4413 (0.3550) 0.8427 (0.2219) 803.61 (281.72)
NW cv NW 2.6610 (0.0594) 0.9830 (0.0413) 983.5 (67.12)
KLT 2.3234 (0.0026) 0.5917 (8e-04) 1 (0)
MHT 1.1285 (0.0041) 0.1687 (0.0013) 183.77 (0.92)
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Table 3.8: Empirical root mean square errors (RMSEs), test errors, estimated ranks r
Â
and their standard
errors (in parentheses) under the low rank missing observation mechanism, with rM? = 11, rA? = 11,
(n1, n2) = (1200, 1200) and SNR = 1, 2, 3, for four versions of the proposed methods, and the three existing
methods proposed respectively in Negahban and Wainwright (2012)(NW cv NW, NW cv UNI), Koltchinskii
et al. (2011)(KLT) and Mazumder et al. (2010)(MHT).
SNR = 1 RMSE(A?) Test Error rÂ
Proposed Θ̂β 1.3332 (0.0131) 0.2152 (0.0032) 135.34 (23.29)
Proposed Θ̂α 1.3445 (0.0229) 0.2184 (0.0055) 139.97 (26.80)
Proposed Θ̂1-bit,β 1.3323 (0.0096) 0.2149 (0.0023) 137.82 (19.96)
Proposed Θ̂1-bit,α 1.3295 (0.0089) 0.2143 (0.0022) 136.92 (17.15)
NW cv UNI 1.9423 (0.1951) 0.4460 (0.0872) 326.62 (48.12)
NW cv NW 2.3027 (0.1248) 0.6154 (0.0781) 442.31 (80.10)
KLT 2.3498 (0.0046) 0.6043 (0.0014) 1 (0)
MHT 1.4649 (0.0066) 0.2706 (0.0025) 84.67 (5.3)
SNR = 2 RMSE(A?) Test Error rÂ
Proposed Θ̂β 0.9622 (0.0734) 0.1101 (0.0157) 268.07 (34.85)
Proposed Θ̂α 0.9822 (0.0608) 0.1143 (0.0120) 275.46 (34.47)
Proposed Θ̂1-bit,β 0.9323 (0.0603) 0.1037 (0.0117) 254.68 (33.88)
Proposed Θ̂1-bit,α 0.9075 (0.0456) 0.0992 (0.0081) 238.62 (31.26)
NW cv UNI 1.6110 (0.3800) 0.3639 (0.1914) 385.01 (193.22)
NW cv NW 2.1795 (0.3726) 0.6529 (0.2277) 665.24 (328.04)
KLT 2.3450 (0.0030) 0.5997 (0.0010) 1 (0)
MHT 1.0138 (0.0048) 0.1339 (0.0013) 137.71 (0.9)
SNR = 3 RMSE(A?) Test Error rÂ
Proposed Θ̂β 0.7527 (0.0376) 0.0702 (0.0082) 281.7 (4.95)
Proposed Θ̂α 0.7795 (0.0565) 0.0762 (0.0132) 283.67 (6.69)
Proposed Θ̂1-bit,β 0.7308 (0.0205) 0.0655 (0.0041) 280.18 (5.54)
Proposed Θ̂1-bit,α 0.7229 (0.0161) 0.0638 (0.0032) 279.78 (5.16)
NW cv UNI 2.2604 (0.501) 0.7440 (0.2905) 861.27 (376.66)
NW cv NW 2.6610 (0.0371) 0.9855 (0.026) 1188.26 (45.13)
KLT 2.3435 (0.0023) 0.5987 (8e-04) 1 (0)
MHT 0.8227 (0.0048) 0.0898 (0.0011) 167.71 (13.97)
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Table 3.9: Empirical root mean square errors (RMSEs), test errors, estimated ranks r
Â
and their standard
errors (in parentheses) under the low rank missing observation mechanism, with rM? = 11, rA? = 31,
(n1, n2) = (1200, 1200) and SNR = 1, 2, 3, for four versions of the proposed methods, and the three existing
methods proposed respectively in Negahban and Wainwright (2012)(NW cv NW, NW cv UNI), Koltchinskii
et al. (2011)(KLT) and Mazumder et al. (2010)(MHT).
SNR = 1 RMSE(A?) Test Error rÂ
Proposed Θ̂β 1.575 (0.0078) 0.2997 (0.0029) 131.52 (21.14)
Proposed Θ̂α 1.5844 (0.0141) 0.3030 (0.0051) 132.99 (26.20)
Proposed Θ̂1-bit,β 1.5751 (0.0061) 0.2999 (0.0022) 131.79 (20.21)
Proposed Θ̂1-bit,α 1.5727 (0.006) 0.2992 (0.0022) 132.56 (17.02)
NW cv UNI 2.0583 (0.1618) 0.5098 (0.0861) 322.82 (60.05)
NW cv NW 2.3636 (0.1933) 0.6602 (0.0977) 428.19 (95.55)
KLT 2.3522 (0.0042) 0.6058 (0.0014) 1 (0)
MHT 1.6634 (0.005) 0.3414 (0.0021) 93.72 (2.27)
SNR = 2 RMSE(A?) Test Error rÂ
Proposed Θ̂β 1.2659 (0.0694) 0.1997 (0.0212) 287.19 (32.38)
Proposed Θ̂α 1.3034 (0.1054) 0.2129 (0.0426) 300.31 (32.79)
Proposed Θ̂1-bit,β 1.2412 (0.0944) 0.1927 (0.0393) 279.2 (36.41)
Proposed Θ̂1-bit,α 1.2300 (0.0291) 0.1875 (0.0072) 281.14 (24.22)
NW cv UNI 1.8568 (0.3296) 0.4740 (0.1805) 421.92 (208.07)
NW cv NW 2.2090 (0.3061) 0.6641 (0.1911) 624.15 (306.88)
KLT 2.3478 (0.0027) 0.6015 (9e-04) 1 (0)
MHT 1.2717 (0.0037) 0.2088 (0.0013) 169.74 (5.44)
SNR = 3 RMSE(A?) Test Error rÂ
Proposed Θ̂β 1.0028 (0.0230) 0.1315 (0.0065) 254.74 (6.59)
Proposed Θ̂α 1.0202 (0.0365) 0.1365 (0.0109) 258.12 (9.22)
Proposed Θ̂1-bit,β 0.9892 (0.0116) 0.1277 (0.0032) 252.16 (4.36)
Proposed Θ̂1-bit,α 0.9839 (0.0095) 0.1263 (0.0026) 250.91 (3.73)
NW cv UNI 2.5796 (0.2466) 0.9308 (0.1535) 1103.67 (234.8)
NW cv NW 2.6616 (0.0427) 0.9828 (0.0301) 1181.13 (57.51)
KLT 2.3472 (0.0021) 0.6007 (7e-04) 1 (0)
MHT 1.0941 (0.0036) 0.1588 (0.0011) 222.96 (2.56)
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For the Yahoo! Webscope dataset, denoted as Song in the following, it contains ratings for songs
collected from two different sources. The first part of the ratings is supplied by 15,400 users with at
least 10 ratings for a fixed set of 1000 songs. Approximately they provided about 300,000 ratings in
total. While the difference in the second part is that among these 15,400 users, 5,400 of them were
surveyed about their rating behaviors and each of these 5,400 surveyed user was asked to rated
additional exactly 10 songs from the fixed set. Thus we have a 15,400 by 1,000 incomplete rating
matrix in total and an additional partial user covariate information from 5,400 surveyed users.
Similarly, we simply ignore these partial covariates information here. The rating data has been
divided into a training set and a test set. The test set consists of the 54,000 ratings for randomly
selected songs, while the training set consists of approximately 300,000 user-supplied ratings. Note
that there is no test data for the 10,000 non-survey participants, which are included for training
purposes only. The overall missing rate is 0.9763, 0.3520− 0.9900 per user and 0.6372− 0.9957 per
song. The non-uniformity of the missingness is demonstrated in Figure 3.1 and 3.2. The right panel
of 3.2 shows the shift effect by our proposed method Θ̂α compared with Θ̂1-bit,α. In our experiment,
we applied those methods as described in Section 4.5 to the training sets and evaluated the test
errors based on the corresponding test sets.
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Figure 3.1: Left: The full empirical observation rates of the Yahoo! Webscope dataset for each
user. Right: Partial empirical observation rates to improve the clarity.
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Figure 3.2: Left: Empirical observation rates of the Yahoo! Webscope dataset for each song. Right:
Comparison of empirical, Θ̂1-bit,α and Θ̂α by their corresponding densities.
Table 3.10 reports the root mean square prediction errors (RMSPEs), estimated ranks of Â
and estimated ranks of the observation probability Θ̂ or the corresponding linear predictor part M̂
for Song, where RMSPE = ‖W test ◦ (Â − Y )‖F /
√∑n1
i=1
∑n2
j=1w
test
ij , where W test is the indicator
matrix of test set with the (i, j)-th entry being wtestij .
In Song, Proposed Θ̂1-bit,α performs the best among all four versions of proposed methods. This
indicates that no constrained is required for the probabilities estimator for this dataset Song. With
the consideration of mean effect, Proposed Θ̂α is better than Proposed Θ̂1-bit,α, analogously, Pro-
posed Θ̂β is better than Proposed Θ̂1-bit,β. The rank of completed matrix is either 21 or 11 which is
smaller than 103 or 215, respectively. This is due to the better estimation of probabilities of obser-
vation. Unlike the simulation study, the difference between Proposed Θ̂1-bit,α and Proposed Θ̂1-bit,β
is significant, it may due to the true propensities have many tails. It can be observed that the rank
estimation of M̂ and Θ̂ for Θ̂1-bit,α are 5 and 277(or 248 for Θ̂1-bit,β) respectively while they are
8 and 839 for Θ̂α (same for Θ̂β). This suggests both the over-fitting of the propensities and the
idea that linear predictor part should be estimated with small rank. This coincide with the result
for NW cv NW. Comparing NW cv UNI and NW cv NW, the weighted cross validation improve the
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selection of tunning parameter much. One reason is that the missingness is extremely non-uniform
which requires the consideration in the cross validation. The second reason is that the estimator
of probabilities of observation is not too extreme due to the constrain that at least 10 ratings are
provided by each user. Our proposed methods outperformed NW cv UNI, KLT and MHT in terms of
smaller RMSPEs and either smaller or more reasonable rank estimation. The constrained versions
also show benefits compared with NW cv NW. That KLT method gave rank 1 estimates was likely
due to its ignoring the heterogeneity in the probability of observation, which amplified the difference
between the largest and the rest of the eigenvalues. As a result, (n1n2/N)σ1u1vᵀ1 explained most
of the target matrix A?, leading to the rank-1 estimates in Table 3.10. The uniform missingness
method MHT suffered from the non-uniformity a lot. Overall speaking, the four proposed methods
were among the top performers of the analysis reported in Table 3.10.
Table 3.10: Root mean square prediction errors (RMSPEs) and ranks of the completed matrix based
on Song for the four versions of the proposed method (Proposed Θ̂β, Proposed Θ̂α, Proposed Θ̂1-bit,β
and Proposed Θ̂1-bit,α and the four existing methods proposed respectively in Negahban and Wain-
wright (2012)(NW cv UNI and NW cv NW), Koltchinskii et al. (2011)(KLT) and Mazumder et al.
(2010)(MHT).
Song
RMSPE r
Â
r
M̂
r
Θ̂
Proposed Θ̂β 1.0503 21 5 248
Proposed Θ̂α 1.0383 11 5 277
Proposed Θ̂1-bit,β 1.0643 215 8 839
Proposed Θ̂1-bit,α 1.0840 103 8 839
NW cv UNI 1.7068 418 1 1
NW cv NW 1.0729 109 1 1
KLT 3.6334 1 1 1
MHT 1.3821 157 1 1
3.7 Concluding Remarks
This chapter investigates the problem of matrix completion under low-rank missing mecha-
nism. When the matrix entries are heterogeneously observed due to selection bias, this hetero-
geneity should be taken into account. In the recovery of missingness part, we have shown that
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utilizing an additive model with the consideration of mean effect improves the estimation. As the
extreme values of probabilities will make the prediction of target matrix instable, some constraints
are need. We proposed one constrained methods and show the improvement with constraints in
both theoretical and numerical senses. Our real data analysis on the Yahoo Webscope data re-
vealed the existence of the heterogeneity which may caused by user’s tastes, songs’ styles. The
heterogeneity, without proper treatment, can render the consistency of the existing matrix com-
pletion methods. With a weighted objective function, we propose a matrix completion procedure
that adjusts for the heterogeneity in the observation mechanism by taking into account the low-
rank linear predictor. The proposed matrix completion estimator can be coupled with the fast
iterative shrinkage-thresholding algorithm (FISTA) to realized it. A general convergence of the
matrix completion procedure is provided (Theorem 3.4), and specific convergence rates under dif-
ferent truncation level for the probability of observation are also given. Empirical studies show
the attractive performance of the proposed methods as compared with existing matrix completion
methods in terms of the root mean square prediction errors and the ranks of completed matrices.
3.8 Appendix
Proof of Theorem 3.1. It has been proved in (Chen et al., 2016) that the orthogonality of any two
coefficients lie in the linear constraints will lead to the convergence of the direct extension 3-block
ADMM. In our case, this assumption is fulfilled due to the constraint Z = G1 = G2.
For any threshold level β > 0, we adopt the two quantities Lα0 and γα0 defined respectively:
Lα0 := sup
|m|≤α0
|f ′ (m)|
f (m) {1− f (m)} and γα0 := sup|m|≤α0
f (m) {1− f (m)}
(f ′ (m))2
(3.21)
As discussed in Davenport et al. (2014) Lα0 and γα0 control the “steepness” and “flatness” of link
function f respectively. Under the two natural link function f , we have γα0 = e−α0(1+eα0)2 ' eα0 ,
Lα0 = 1 and γα0 ≤ pieα
2
0/2, Lα0 ≤ 8(α0 + 1) respectively.
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3.8.1 General n1, n2 Cases of the Theorems
Theorem 3.6. Assume that Conditions C1-C2 hold, let Lα0 be the quantities as in (3.21). Consider
M̂ = µ̂J + Ẑ where (µ̂, Ẑ) is the solution to (3.3), for any C0 > 8e and positive constants C1 and
CLα0 ,n1,n2 = C0Lα0
√
n1 ∨ n2, take λα ≥ CLα0 ,n1,n2 in (3.3), with probability at least 1− 2C1/(n1 +
n2), we have
|µ? − µ̂| ≤ 2α1 ∧
√√√√γα0 (CLα0 ,n1,n2 + λα)
n1n2
‖Z?‖∗, and (3.22)
1
n1n2
∥∥∥Ẑ −Z?∥∥∥2
F
≤ 4α22 ∧
γα0
(
CLα0 ,n1,n2 + λα
)
n1n2
‖Z?‖∗ , and (3.23)
1
n1n2
∥∥∥M̂ −M?∥∥∥2
F
≤ 4α20 ∧
γα0
(
CLα0 ,n1,n2 + λα
)
n1n2
‖Z?‖∗ . (3.24)
Theorem 3.7. Assume that Conditions C1-C2 hold, let Lα0 and γβ be the quantities as in (3.21),
µ̂ be the estimator defined in (3.3). Consider M̂β = µ̂J + Ẑβ and Θ̂∗β = 1/F(M̂β) where Ẑβ
is the solution to (3.7) and β > 0, for any C0 > 8e and positive constants C1 and CLα0 ,n1,n2 =
C0Lα0
√
n1 ∨ n2, take λα ≥ CLα0 ,n1,n2 in (3.3) and λβ ≥ CLα0 ,n1,n2 in (3.7), with probability at least
1− 4C1/(n1 + n2), we have
d2
(
M̂β,M?
)
≤
2γα0
(
CLα0 ,n1,n2 + λα
)
n1n2
‖Z?‖∗ ∧ 8α21 +
2(α2 − β)2+Nβ
n1n2
+
2γβ+α1
(
CLα0 ,n1,n2 + λβ
)
n1n2
‖Tβ (Z?)‖∗ +
16γβ+α1Lα0Nββ
n1n2
 ∧ 8β2, (3.25)
d2
(
Θ̂∗β,Θ
∗
?
)
≤2L
2
α1+β
h2α1,β
γα0
(
CLα0 ,n1,n2 + λα
)
n1n2
‖Z?‖∗ ∧ 4α21
+
γβ+α1
(
CLα0 ,n1,n2 + λβ
)
n1n2
‖Tβ (Z?)‖∗ +
8γβ+α1Lα0Nββ
n1n2
 ∧ 4β2
+ 4Nβ
n1n2θ2L
.
(3.26)
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Define the parameter kα1,α2,β,n1,n2 such that
kα1,α2,β,n1,n2 = min
[
β2, γβ+α1 max
{
min
{
β, α2r
1/2
M?
(n1 ∧ n2)−1/2 + (α2 − β)+Nβ (n1n2)−1/2
}
,
βNβ (n1n2)−1
}]
.
Remark 3.2. In Theorem 3.7, by taking λα = CLα0 ,n1,n2 in (3.3) and λβ = CLα0 ,n1,n2 in (3.7) and
the facts that ‖Z?‖∗ ≤ α2
√
(rM? + 1)n1n2 and ‖Tβ(Z?)‖∗ ≤ min{β
√
(n1 ∧ n2)n1n2, α2
√
(rM? + 1)n1n2+
(α2 − β)+Nβ
√
n1 ∧ n2}, with probability at least 1− 4C1/(n1 + n2), we have
d2
(
Θ̂∗β, Θ̂
∗
?,β
)
= Op
(
L2α1+βLα0kα1,α2,β,n1,n2
h2α1,β
)
. (3.27)
Theorem 3.8. Assume Conditions C1-C4 hold, some positive constants δ, C1 and C3, λ ≥
C3∆˜Π,Θ?,β , given the matrix A? of interest, for all A ∈ Rn1×n2 s.t. ‖A‖∞ ≤ a, then
d2
(
Â,A?
)
≤ 2h(1),βh(2),βd2 (A,A?) + min
{
2h(2),βλ ‖A‖∗ , 16n1n2rAh2(2),βλ2
}
:= UA,β, (3.28)
with probability at least 1− (8C1 + 2)/(n1 + n2)− 1/(n1 + n2)2δ − 1/ log(n1 + n2).
3.8.2 Proof of Theorems in Section 3.8.1
First, we review some basic facts about matrices which will be useful in the following develop-
ment. For any A,B ∈ Rn1×n2 , we have
• Trace Duality Property:
|tr (AᵀB)| ≤ ‖B‖ ‖A‖∗ . (3.29)
• Norm Inequalities:
‖A‖F ≤ ‖A‖∗ ≤
√
rA ‖A‖F and ‖A‖ ≤
√
‖A‖∞,2 ‖Aᵀ‖∞,2, (3.30)
where rA is the rank of matrix A.
In this section, we provide the proofs of general n1, n2 and f cases of main theorems presented
in Section 3.8.1. Their corresponding n1 = n2 = n and the choice of inverse link function f to be
logit cases can be directly derived from the general cases.
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To prove Theorem 3.6 and Theorem 3.7, in additional to the Hellinger distance, we also adopt the
Kullback-Leibler (KL) distance. For any S,T ∈ [0, 1]n1×n2 , defineD(S‖T ) as (n1n2)−1∑i,j D(sij‖tij)
where D(s‖t) = s log(s/t) + (1 − s) log((1 − s)/(1 − t)) for s, t ∈ [0, 1] is the KL distance between
two Bernoulli distributions. The KL distance is bounded below by the Hellinger distance, i.e,
d2H(s, t) ≤ D(s‖t). Given any t ∈ R and non-zero matrix Z ∈ Rn1×n2 , we work on the function
¯`
W (t,Z) = `W (tJ +Z)− `W (tJ) ,
rather than on `W itself. Now we present several lemmas and proofs.
Lemma 3.1. Under Condition C2, assume that |t| ≤ α1 and non-zero matrix Z such that ‖Z‖∞ ≤
α2. Then, for any s > 0, we have
Pr
(∣∣∣¯`W (t,Z)− EW {¯`W (t,Z)}∣∣∣ ≥ s ‖Z‖∗) ≤ C1 (8Lα0√n1 ∨ n2s
)log(n1+n2)
, (3.31)
where C1 is an absolute constant and, the probability and the expectation are both taken over W .
Proof of Lemma 3.1. Noting that for any h > 0, by Markov’s inequality, we have that
Pr
(∣∣∣¯`W (t,Z)− EW {¯`W (t,Z)}∣∣∣ ≥ s ‖Z‖∗)
= Pr
(∣∣∣¯`W (t,Z)− EW {¯`W (t,Z)}∣∣∣h ≥ (s ‖Z‖∗)h)
≤
EW
∣∣∣¯`W (t,Z)− EW {¯`W (t,Z)}∣∣∣h
(s ‖Z‖∗)h
. (3.32)
The bound in (3.31) will follow by combining (3.32) with an upper bound on EW |¯`W (t,Z) −
EW {¯`W (t,Z)}|h and setting h = log(n1 + n2). Note that we can write the ¯`W as
¯`
W (t,Z) =
∑
i,j
{
1[wij=1] log
(
f (t+ zij)
f (t)
)
+ 1[wij=0] log
(1− f (t+ zij)
1− f (t)
)}
.
By a symmetrization argument (Lemma 6.3 in Ledoux and Talagrand (2013)),
EW
∣∣∣¯`W (t,Z)− EW {¯`W (t,Z)}∣∣∣h ≤
2hEW ,Ξ
∣∣∣∣∣∣
∑
i,j
ξij
{
1[wij=1] log
(
f (t+ zij)
f (t)
)
+ 1[wij=0] log
(1− f (t+ zij)
1− f (t)
)}∣∣∣∣∣∣
h
, (3.33)
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where ξij are i.i.d. Rademacher random variables and the expectation in the upper bound is taken
with respect to W as well as ξij .
For any |t| ≤ α1 and |x| ≤ α2, define φ1(x) = log(f(t+x)/f(t))/Lα0 and φ2(x) = log{[1−f(t−
x)]/[1−f(t)]}/Lα0 . By the definition of Lα0 , it is not hard to show that |φ1(x1)−φ1(x2)| ≤ |x1−x2|,
φ1(0) = 0 and |φ2(x1) − φ2(x2)| ≤ |x1 − x2|, φ2(0) = 0. For Z satisfies |zij | ≤ α2, we can apply a
contraction principle by Theorem 4.12 in Ledoux and Talagrand (2013). Thus, up to a factor of 2,
the right hand side of (3.33) can only decrease when φ1(zij) and φ2(−zij) are replaced by zij and
−zij respectively. We obtain
EW
∣∣∣¯`W (t,Z)− EW {¯`W (t,Z)}∣∣∣h ≤ 2h (2Lα0)h EW ,Ξ
∣∣∣∣∣∣
∑
i,j
ξij
(
1[wij=1]zij − 1[wij=0]zij
)∣∣∣∣∣∣
h
= (4Lα0)
h EW ,Ξ |〈Ξ ◦ (2W − J) ,Z〉|h , (3.34)
where Ξ denotes the matrix with entries ξij . Using the facts that the distribution of Ξ ◦ (2W −J)
is the same as the distribution of Ξ and trace duality inequality given in (3.29), we have that
EW ,Ξ |〈Ξ ◦ (2W − J) ,Z〉|h = EΞ |〈Ξ,Z〉|h ≤ EΞ
[
‖Ξ‖h ‖Z‖h∗
]
= ‖Z‖h∗ EΞ ‖Ξ‖h , (3.35)
To bound EΞ‖Ξ‖h, observe that Ξ is a matrix with i.i.d. zero mean entries and thus by Theorem 1.1
of Seginer (2000),
EΞ ‖Ξ‖h ≤ C1
(
n
h
2
1 + n
h
2
2
)
for a positive constant C1. This in turn implies that(
EΞ ‖Ξ‖h
) 1
h ≤ C
1
h
1
(
n
1
2
1 + n
1
2
2
)
≤ 2C
1
h
1
√
n1 ∨ n2. (3.36)
Combining (3.36) with (3.34) and (3.35), we obtain{
EW
∣∣∣¯`W (t,Z)− E¯`W (t,Z)∣∣∣h} 1h ≤ 8C 1h1 Lα0 ‖Z‖∗√n1 ∨ n2.
Plugging this into (3.32) and take h = log(n1 + n2), the probability in (3.32) is upper bounded by
C1
(8Lα0√n1 ∨ n2
s
)log(n1+n2)
,
which establishes the lemma.
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Lemma 3.1 presents the general version with complete observations of indicators W . A compa-
rable result is Lemma 1 of Davenport et al. (2014) which provide the incomplete indicators version.
The following remark holds directly by setting s = C0Lα0
√
n1 ∨ n2 in our Lemma 3.1.
Remark 3.3. Under Condition C2, assume that |t| ≤ α1 and non-zero matrix Z such that ‖Z‖∞ ≤
α2. Take s = CLα0 ,n1,n2 = C0Lα0
√
n1 ∨ n2 and provided C0 > 8e, we can simplify (3.31) to be
Pr
(∣∣∣¯`W (t,Z)− EW {¯`W (t,Z)}∣∣∣ ≥ CLα0 ,n1,n2 ‖Z‖∗) ≤ C1n1 + n2 .
Next we will prove Theorem 3.6.
Proof of Theorem 3.6. Due to the fact that |µ?| ≤ α1 and ‖Z?‖∞ ≤ α2, we can easily have
‖M?‖∞ = ‖µ?J + Z?‖∞ ≤ α0. Similarly, due to the feasible set Cn1,n2(α1, α2), we have |µ̂| ≤ α1
and ‖Ẑ‖∞ ≤ α2. These implies the bounds only related to α1 and α2 of all the three terms in
Theorem 3.7.
Now we focus on the bounds related to ‖Z‖∗, according to the definition of ¯`W (M) we have
EW
[
¯`
W
(
M̂
)
− ¯`W (M?)
]
= EW
[
`W
(
M̂
)
− `W (M?)
]
=
∑
i,j
{
f (m?,ij) log
(
f (µ̂+ ẑij)
f (m?,ij)
)
+ (1− f (m?,ij)) log
(
1− f (µ̂+ ẑij)
1− f (m?,ij)
)}
where the expectation is taken over the indicatorsW . This term equals to−n1n2D(F(M?)‖F(M̂)).
Then for M̂ = µ̂J + Ẑ, we have
¯`
W
(
M̂
)
−¯`W (M?) ≤ −n1n2D
(
F (M?) ‖F
(
M̂
))
+
∣∣∣¯`W (M̂)− E¯`W (M̂)∣∣∣+∣∣∣¯`W (M?)− E¯`W (M?)∣∣∣ .
Moreover, from the definition of (µ̂, Ẑ), we also have that ¯`W (M̂)− ¯`W (M?) = `W (M̂)−`W (M?)
and `W (M̂) = `W (µ̂J + Ẑ) ≥ `W (M?) + λα‖Ẑ‖∗ − λα‖Z?‖∗. Thus
λα
∥∥∥Ẑ∥∥∥∗−λα ‖Z?‖∗ ≤ −n1n2D (F (M?) ‖F (M̂))+∣∣∣¯`W (M̂)− E¯`W (M̂)∣∣∣+∣∣∣¯`W (M?)− E¯`W (M?)∣∣∣ .
Applying Remark 3.3 for both matrices M̂ = µ̂J + Ẑ and M? = µ?J +Z?, together with the
triangle inequality of norm, for any C0 > 8e, we obtain that with probability at least 1−2C1/(n1 +
n2),
λα
∥∥∥Ẑ∥∥∥∗ − λα ‖Z?‖∗ ≤ −n1n2D (F (M?) ‖F (M̂))+ CLα0 ,n1,n2 (∥∥∥Ẑ∥∥∥∗ + ‖Z?‖∗) .
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In this case, taking λα ≥ CLα0 ,n1,n2 , with probability at least 1− 2C1/(n1 + n2), we obtain
d2H
(
F (M?) ,F
(
M̂
))
≤ D
(
F (M?) ‖F
(
M̂
))
≤
(
CLα0 ,n1,n2 + λα
)
n1n2
‖Z?‖∗ .
By Lemma 2 of Davenport et al. (2014), we have
1
n1n2
∥∥∥M̂ −M?∥∥∥2
F
≤ γα0d2H
(
F
(
M̂
)
,F (M?)
)
≤
γα0
(
CLα0 ,n1,n2 + λα
)
n1n2
‖Z?‖∗ .
Due to the decomposition that ‖M̂ −M?‖2F = n1n2(µ̂− µ?)2 + ‖Ẑ −Z?‖2F , it implies the bounds
related to ‖Z‖∗ that
|µ? − µ̂| ≤
√√√√γα0 (CLα0 ,n1,n2 + λα)
n1n2
‖Z?‖∗, and
1
n1n2
∥∥∥Ẑ −Z?∥∥∥2
F
≤
γα0
(
CLα0 ,n1,n2 + λα
)
n1n2
‖Z?‖∗ , and
1
n1n2
∥∥∥M̂ −M?∥∥∥2
F
≤
γα0
(
CLα0 ,n1,n2 + λα
)
n1n2
‖Z?‖∗ .
To prove Theorem 3.7, we measure the similarity of estimated distribution Θ̂β = F(M̂β) and
the constrained distribution Θ̂?,β = F(µ̂J + Tβ(Z?)) at first in next Theorem.
Theorem 3.9. Assume that Conditions C1-C3 hold, let Lα0 be the quantities as in (3.21), µ̂ be the
estimator defined in (3.3). Consider M̂β = µ̂J + Ẑβ where Ẑβ is the solution to (3.7) and β > 0,
for any C0 > 8e and positive constants C1 and CLα0 ,n1,n2 = C0Lα0
√
n1 ∨ n2, take λα ≥ CLα0 ,n1,n2
in (3.3) and λβ ≥ CLα0 ,n1,n2 in (3.7), with probability at least 1− 4C1/(n1 + n2), we have
d2H
(
Θ̂β, Θ̂?,β
)
= d2H
{
F
(
M̂β
)
,F (Tβ (Z?) + µ̂J)
}
≤
(
CLα0 ,n1,n2 + λβ
)
n1n2
‖Tβ (Z?)‖∗ +
8Lα0Nββ
n1n2
.
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Proof of Theorem 3.9. For the proof of Theorem 3.9, according to the definition of ¯`W (M) we have
EW
[
¯`
W
(
µ̂,M̂β
)
− ¯`W (µ̂, Tβ (Z?))
]
= EW
[
`W
(
M̂β
)
− `W (Tβ (Z?) + µ̂J)
]
=
∑
i,j
{
f (m?,ij) log
(
f (µ̂+ ẑij,β)
f (µ̂+ Tβ (z?,ij))
)
+ (1− f (m?,ij)) log
(
1− f (µ̂+ ẑij,β)
1− f (µ̂+ Tβ (z?,ij))
)}
=
∑
i,j
{
f (µ̂+ Tβ (z?,ij)) log
(
f (µ̂+ ẑij,β)
f (µ̂+ Tβ (z?,ij))
)
+ (1− f (µ̂+ Tβ (z?,ij))) log
(
1− f (µ̂+ ẑij,β)
1− f (µ̂+ Tβ (z?,ij))
)}
+
∑
m?,ij−µ?>β
{
(f (m?,ij)− f(µ̂+ β)) log
(
f (µ̂+ ẑij,β)
f (µ̂+ β)
)
+ (f (µ̂+ β)− f (m?,ij)) log
(1− f (µ̂+ ẑij,β)
1− f (µ̂+ β)
)}
+
∑
m?,ij−µ?<−β
[
(f (m?,ij)− f(µ̂− β)) log
(
f (µ̂+ ẑij,β)
f (µ̂− β)
)
+ (f (µ̂− β)− f (m?,ij)) log
(1− f (µ̂+ ẑij,β)
1− f (µ̂− β)
)]
,
where the expectation is taken over the indicators W . The first term equals to −n1n2D(F(µ̂J +
Tβ(Z?))‖F(M̂β)). For the second term, similar to φ1(x) and φ2(x), we can construct corresponding
φ3(x) and φ4(x) for any |t| ≤ α1 and |x| ≤ α2 where φ3(x) = log(f(t + x)/f(t))/Lα0 and φ4(x) =
log{[1−f(t−x)]/[1−f(t)]}/Lα0 . Due to the similar facts for φ3(x) and φ4(x) that |φ3(x1)−φ3(x2)| ≤
|x1 − x2| and |φ4(x1)− φ4(x2)| ≤ |x1 − x2|, we have∑
m?,ij−µ?>β
{
(f (m?,ij)− f(µ̂+ β)) log
(
f (µ̂+ ẑij,β)
f (µ̂+ β)
)
+ (f (µ̂+ β)− f (m?,ij)) log
(1− f (µ̂+ ẑij,β)
1− f (µ̂+ β)
)}
≤2Lα0
∑
m?,ij−µ?>β
|f (m?,ij)− f (µ̂+ β)| |β − ẑij,β| ≤ 8Lα0β
∑
i,j
1[m?,ij−µ?>β].
Similarly we can bound the third term in the same way. Together we have
EW
[
¯`
W
(
µ̂,M̂β
)
− ¯`W (µ̂, Tβ (Z?))
]
≤ −n1n2D
(
F (Tβ (Z?) + µ̂J) ‖F
(
M̂β
))
+ 8Lα0Nββ.
Then for M̂β = µ̂J + Ẑβ, we have
¯`
W
(
µ̂,M̂β
)
− ¯`W (µ̂, Tβ (Z?)) ≤ −n1n2D
(
F (Tβ (Z?) + µ̂J) ‖F
(
M̂β
))
+
∣∣∣¯`W (µ̂,M̂β)− E¯`W (µ̂,M̂β)∣∣∣+ ∣∣∣¯`W (µ̂, Tβ (Z?))− E¯`W (µ̂, Tβ (Z?))∣∣∣+ 8Lα0Nββ.
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Moreover, from the definition of Ẑβ, we also have that `W (µ̂J + Ẑβ) ≥ `W (µ̂J + Tβ(Z?)) +
λβ‖Ẑβ‖∗ − λβ‖Tβ(Z?)‖∗. Thus
λβ
∥∥∥Ẑβ∥∥∥∗ − λβ ‖Tβ (Z?)‖∗ ≤ −n1n2D (F (Tβ (Z?) + µ̂J) ‖F (M̂β))
+
∣∣∣¯`W (µ̂,M̂β)− E¯`W (µ̂,M̂β)∣∣∣+ ∣∣∣¯`W (µ̂, Tβ (Z?))− E¯`W (µ̂, Tβ (Z?))∣∣∣+ 8Lα0Nββ.
Applying Remark 3.3 for both matrices µ̂J + Ẑβ and µ̂J + Tβ(Z?), together with the triangle
inequality of norm, for any C0 > 8e, we obtain that with probability at least 1− 2C1/(n1 + n2),
λβ
∥∥∥Ẑβ∥∥∥∗ − λβ ‖Tβ (Z?)‖∗
≤− n1n2D
(
F (Tβ (Z?) + µ̂J) ‖F
(
M̂β
))
+ 8Lα0Nββ + CLα0 ,n1,n2
(∥∥∥Ẑβ∥∥∥∗ + ‖Tβ (Z?)‖∗) .
In this case, taking λβ ≥ CLα0 ,n1,n2 and combining with Theorem 3.6, with probability at least
1− 2C1/(n1 + n2), we obtain
d2H
(
F (Tβ (Z?) + µ̂J) ,F
(
M̂β
))
≤ D
(
F (Tβ (Z?) + µ̂J) ‖F
(
M̂β
))
≤
(
CLα0 ,n1,n2 + λβ
)
n1n2
‖Tβ (Z?)‖∗ +
8Lα0Nββ
n1n2
.
Next we will prove Theorem 3.7 in two parts.
Proof of M̂β part in Theorem 3.7. By Lemma 2 of Davenport et al. (2014), Theorem 3.9 further
implies that
d2
(
Ẑβ, Tβ (Z?)
)
= d2
(
M̂β, Tβ (Z?) + µ̂J
)
≤ γβ+α1d2H
(
F (Tβ (Z?) + µ̂J) ,F
(
M̂β
))
≤
γβ+α1
(
CLα0 ,n1,n2 + λβ
)
n1n2
‖Tβ (Z?)‖∗ +
8γβ+α1Lα0Nββ
n1n2
 ∧ 4β2.
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Combining ‖Tβ(Z?)‖∞ ≤ β and ‖Z?‖∞ ≤ α2, and Theorems 3.6 and 3.9, we have with proba-
bility at least 1− 4C1/(n1 + n2)
d2
(
M̂β,M?
)
≤2
{
(µ̂− µ?)2 + d2
(
Ẑβ, Tβ (Z?)
)
+ d2 (Tβ(Z?),Z?)
}
≤
2γα0
(
CLα0 ,n1,n2 + λα
)
n1n2
‖Z?‖∗ ∧ 8α21 +
2(α2 − β)2+Nβ
n1n2
+
2γβ+α1
(
CLα0 ,n1,n2 + λβ
)
n1n2
‖Tβ (Z?)‖∗ +
16γβ+α1Lα0Nββ
n1n2
 ∧ 8β2,
where x+ = max(x, 0).
Proof of Θ̂∗β part in Theorem 3.7. By Taylor’s theorem, there is some η between µ̂+ ẑij,β and µ̂+
Tβ(z?,ij) so that
1
f (ẑij,β)
− 1
f (µ̂+ Tβ (z?,ij))
= − f
′ (η)
f2 (η) (ẑij,β − Tβ (z?,ij)) .
By ‖M̂β‖∞ ≤ α1 + β, ‖µ̂J + Tβ(Z?)‖∞ ≤ α1 + β, and the definition of Lα1+β and hα1,β, we
have
f ′ (η)
f2 (η) ≤
1
hα1,β
sup
|η|≤α1+β
|f ′ (η)|
f (η) (1− f (η)) =
Lα1+β
hα1,β
,
which further implies
d2
(
Θ̂∗β, Θ̂
∗
?,β
)
≤L
2
α1+β
h2α1,β
d2
(
Ẑβ, Tβ (Z?)
)
(3.37)
≤L
2
α1+β
h2α1,β
γβ+α1
(
CLα0 ,n1,n2 + λβ
)
n1n2
‖Tβ (Z?)‖∗ +
8γβ+α1Lα0Nββ
n1n2
 ∧ 4β2
 ,
Also by ‖µ?J + Tβ(Z?)‖∞ ≤ α1 + β, and the definition of Lα1+β and hα1,β, we have
d2
(
Θ̂∗β,Θ
∗
?,β
)
≤2L
2
α1+β
h2α1,β
{
(µ̂− µ?)2 + d2
(
Ẑβ, Tβ (Z?)
)}
≤2L
2
α1+β
h2α1,β
γα0
(
CLα0 ,n1,n2 + λα
)
n1n2
‖Z?‖∗ ∧ 4α21
+
γβ+α1
(
CLα0 ,n1,n2 + λβ
)
n1n2
‖Tβ (Z?)‖∗ +
8γβ+α1Lα0Nββ
n1n2
 ∧ 4β2
 ,
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As it is easy to bound the remaining part by ‖Θ∗?,β −Θ∗?‖2F ≤ 4Nβ/θ2L, we have
d2
(
Θ̂∗β,Θ
∗
?
)
≤d2
(
Θ̂∗β,Θ
∗
?,β
)
+ d2
(
Θ∗?,β,Θ
∗
?
)
≤2L
2
α1+β
h2α1,β
{
(µ̂− µ?)2 + d2
(
Ẑβ, Tβ (Z?)
)}
+ 4Nβ
n1n2θ2L
.
Proof of Remark 3.2. It can be directly derived from Equation (3.37).
Lemma 3.2. For any two arbitrary matrix A ∈ Rn1×n2 and B ∈ Rn1×n2, we have
‖A ◦B‖ ≤ ‖A‖∞ ‖B‖ .
Proof of Lemma 3.2. For any two arbitrary vectors u ∈ Rn1 and v ∈ Rn2 , the corresponding
diagonal matrices Du and Dv with these vectors as their leading diagonals, we have
uᵀ (A ◦B)v = tr (DᵀuADvBᵀ) .
According to the definition of spectral norm, we have that
‖A ◦B‖ = sup
‖u‖F≤1,‖v‖F≤1
|uᵀ (A ◦B)v|
= sup
‖u‖F≤1,‖v‖F≤1
|tr (DᵀuADvBᵀ)|
≤ sup
‖u‖F≤1,‖v‖F≤1
‖A‖∞ ‖DuBDᵀv‖1,1
= ‖A‖∞ sup‖u‖F≤1,‖v‖F≤1
∑
i,j
|uivjbij |
= ‖A‖∞ sup‖u‖F≤1,‖v‖F≤1
∑
i,j
uivjbij
= ‖A‖∞ ‖B‖ .
In the penultimate line of above inequality, we use the fact that if the sign of uivjbij is negative,
we can arbitrary change the sign of ui so that ‖u‖F ≤ 1 still hold but uivjbij is always. Thus two
supreme are the same which reach the conclusion.
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Write Jij = ei(n1)eᵀj (n2), where ei(n) ∈ Rn is the standard basis vector with the i-th element
being 1 and the rest being 0.
Lemma 3.3. Assume Conditions C1-C4 hold, let Π = (piij) be any arbitrary matrix with positive
elements where piij > 0, denote Ψ(1) =
∑
i,j wijijJij/(n1n2piij), for some positive constants C1 and
δ, there exists ∆(1)
Π,Θ̂?,β
such that
∥∥∥Ψ(1)∥∥∥ ≤ ∆(1)
Π,Θ̂?,β
 max
cσh(3),β√(n1 ∨ n2) log (n1 + n2)
n1n2
,
ηη
W ,Π,Θ̂?,β
log1+δ (n1 + n2)
n1n2
 ,
holds with probability at least 1− 1/(n1 + n2)− 1/(n1 + n2)δ.
Proof of Lemma 3.3. Due to the triangle inequality, we have∥∥∥Ψ(1)∥∥∥ = 1
n1n2
∥∥∥∥∥∥
∑
i,j
ijwij
piij
Jij
∥∥∥∥∥∥ ≤ 1n1n2
∥∥∥∥∥∥
∑
i,j
ijwij
θ̂?,ij,β
Jij
∥∥∥∥∥∥
+ 1
n1n2
∥∥∥∥∥∥
∑
i,j
ijwij
(
1
piij
− 1
θ̂?,ij,β
)
Jij
∥∥∥∥∥∥ . (3.38)
Similarly as the proof of Lemma S1.1 in Mao et al. (2018) and together with Lemma 3.2, we
can show that with probability at least 1− 1/(n1 + n2),
1
n1n2
∥∥∥∥∥∥
∑
i,j
ijwij
θ̂?,ij,β
Jij
∥∥∥∥∥∥ ≤ h(3),βn1n2
∥∥∥∥∥∥
∑
i,j
ijwij
θ
1/2
?,ij
Jij
∥∥∥∥∥∥ ≤ 2cσh(3),β
√
2 (n1 ∨ n2) log (n1 + n2)
n1n2
.
Denote ψij = ijwij(pi−1ij − θ̂−1?,ij,β). By the matrix Bernstein inequality (Tropp, 2012, Theorem
6.2), we show that, for all t > 0,
Pr
∥∥∥∥∥∥
∑
i,j
ψijJij‖ ≥ t
∣∣∣∣∣∣ {wij}
 ≤ (n1 + n2) · exp
 −t
2/2
c2ση
2
W ,Π,Θ̂?,β
+ η
∥∥∥W ◦ (Π∗ − Θ̂∗?,β)∥∥∥∞ t
 .
We further have
Pr
∥∥∥∥∥∥
∑
i,j
ψijJij‖ ≥ t
∣∣∣∣∣∣ {wij}
 ≤ (n1 + n2) · exp
 −t2/2c2ση2W ,Π,Θ̂?,β + ηηW ,Π,Θ̂?,β t
 . (3.39)
For any δ > 0, take t = ηη
W ,Π,Θ̂?,β
log1+δ(n1 + n2) so that c2ση2W ,Θ̂?,β ≤ ηηW ,Π,Θ̂?,β t, we have
that
(n1 + n2) · exp
 −t2/2
c2ση
2
W ,Π,Θ̂?,β
+ ηη
W ,Π,Θ̂?,β
t
 ≤ (n1 + n2) · exp
− t24ηη
W ,Π,Θ̂?,β
t
 ≤ 1
(n1 + n2)2δ
.
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Combining all two terms in (3.38) together, for any δ > 0, with probability at least 1− 1/(n1 +
n2)− 1/(n1 + n2)2δ, we have
1
n1n2
∥∥∥∥∥∥
∑
i,j
ijwij
piij
Jij
∥∥∥∥∥∥ ≤ 1n1n2
∥∥∥∥∥∥
∑
i,j
ijwij
θ̂?,ij,β
Jij
∥∥∥∥∥∥+ 1n1n2
∥∥∥∥∥∥
∑
i,j
ijwij
(
1
piij
− 1
θ̂?,ij,β
)
Jij
∥∥∥∥∥∥ := ∆(1)Π,Θ̂?,β 
max
cσh(3),β√(n1 ∨ n2) log (n1 + n2)
n1n2
,
ηη
W ,Π,Θ̂?,β
log1+δ (n1 + n2)
n1n2
 .
In terms of η
W ,Π,Θ̂?,β
, we bound ‖W ◦ (Π∗ − Θ̂∗?,β)‖∞,2 at first and it is the same for ‖W ◦
(Π∗ − Θ̂∗?,β)ᵀ‖∞,2. On one hand, we have∥∥∥W ◦ (Π∗ − Θ̂∗?,β)∥∥∥∞,2 ≤ ‖W ‖∞,2 ∥∥∥Π∗ − Θ̂∗?,β∥∥∥∞ ≤ 2Lα1+ββhα1,β ‖W ‖∞,2 .
Due to Markov inequality,
Pr
(
‖W ‖∞,2 ≥ t
)
≤ n1θU
t2
.
It implies that for the same δ > 0 in before, with probability at least 1 − log−δ n1, we have
‖W ‖∞,2 ≤ θ1/2U n1/21 logδ/2 n1. Thus ηW ,Π,Θ̂?,β ≤ 2h
−1
α1,β
Lα1+ββθ
1/2
U (n1 ∨ n2)1/2 logδ/2(n1 ∨ n2).
On the other hand, we can always bound η
W ,Π,Θ̂?,β
by ‖Π∗− Θ̂∗?,β‖F due to the lack of further
detailed convergence rates of Π∗. All in all, we have
η
W ,Π,Θ̂?,β
≤ min
2Lα1+ββ
√
θU (n1 ∨ n2) logδ (n1 ∨ n2)
hα1,β
,
∥∥∥Π∗ − Θ̂∗?,β∥∥∥
F
 .
Lemma 3.4. Assume Conditions C1-C2 hold, denote Ψ(2) = ∑i,j(2a?,ij−aˆij−aij)(wij−θ?,ij)Jij/(n1n2θ̂?,ij,β),
for some positive constant C1,there exists
∆(2)
Π,Θ̂?,β
 ah(3),β
√
(n1 ∨ n2) log (n1 + n2)
n1n2
,
such that ‖Ψ(2)‖ ≤ ∆(2)
Π,Θ̂?,β
holds with probability at least 1− 1/(n1 + n2).
Proof of Lemma 3.4. Applying Lemma 3.2 to Ψ(2) we have that ‖Ψ(2)‖ ≤ ‖2A?−Â−A‖∞‖(n1n2)−1(W−
Θ?) ◦ Θ̂∗?,β‖ ≤ 4ah(3),β‖(n1n2)−1(W −Θ?) ◦Θh∗? ‖.
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In the next, we focus on ‖(n1n2)−1(W −Θ?) ◦Θh∗? ‖. Under Conditions C1, C2 and C4, define
that:
‖A?‖∗ := max

√√√√ max1≤i≤n1∑n2j=1 (1− θ?,ij)
n1n2
,
√√√√ max1≤j≤n2∑n1i=1 (1− θ?,ij)
n1n2
 .
Similar to Lemma S1.2 of Mao et al. (2018), there exists ∆(2)
Π,Θ̂?,β
, with probability at least
1− 1/(n1 + n2), ∥∥∥Ψ(2)∥∥∥ ≤ ∆(2)
Π,Θ̂?,β
 ah(3),β
√
(n1 ∨ n2) log (n1 + n2)
n1n2
.
Lemma 3.5. Assume Conditions C1-C4 hold, let Π = (piij) be any arbitrary matrix with positive
elements where piij > 0, Â is the solution to (3.10) and any dummy matrix A with ‖A‖∞ ≤ a,
denote Ψ(3) = ∑i,j(2a?,ij − aˆij − aij)(wij/piij − wij/θ̂?,ij,β)Jij/(n1n2),there exists
∆(3)
Π,Θ̂?,β

aη
W ,Π,Θ̂?,β
n1n2
,
such that ‖Ψ(3)‖ ≤ ∆(3)
Π,Θ̂?,β
holds.
Proof of Lemma 3.5. By Lemma 3.2 and the inequality (3.30), we have
n1n2
∥∥∥Ψ(3)∥∥∥ ≤ ∥∥∥W ◦ (Π∗ − Θ̂∗?,β)∥∥∥ ∥∥∥2A? − Â−A∥∥∥∞ ≤ 4aηW ,Π,Θ̂?,β .
Proof of Theorem 3.8. It follows from the definition of Â that for all A ∈ Rn1×n2 with ‖A‖∞ ≤ a,
1
n1n2
∥∥∥W ◦Πh∗ ◦ (Â− Y )∥∥∥2
F
+ λ
∥∥∥Â∥∥∥∗ ≤ 1n1n2
∥∥∥W ◦Πh∗ ◦ (A− Y )∥∥∥2
F
+ λ ‖A‖∗ . (3.40)
Since we can rewrite the first term in both the left and right hand sides of (3.40) as
1
n1n2
∥∥∥W ◦Πh∗ ◦ (Â− Y )∥∥∥2
F
= 1
n1n2
∥∥∥W ◦Πh∗ ◦ (Â−A? +A? − Y )∥∥∥2
F
, and
1
n1n2
∥∥∥W ◦Πh∗ ◦ (A− Y )∥∥∥2
F
= 1
n1n2
∥∥∥W ◦Πh∗ ◦ (A−A? +A? − Y )∥∥∥2
F
,
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the inequality (3.40) is equivalent to
1
n1n2
∥∥∥W ◦Πh∗ ◦ (Â−A?)∥∥∥2
F
≤ 1
n1n2
∥∥∥W ◦Πh∗ ◦ (A−A?)∥∥∥2
F
+ 2
n1n2
〈
W ◦Πh∗ ◦
(
Â−A
)
,W ◦Πh∗ ◦ (Y −A?)
〉
+ λ
(
‖A‖∗ −
∥∥∥Â∥∥∥∗)
= 1
n1n2
∥∥∥W ◦Πh∗ ◦ (A−A?)∥∥∥2
F
+ 2
n1n2
〈
Â−A,W ◦Π∗ ◦ 
〉
+ λ
(
‖A‖∗ −
∥∥∥Â∥∥∥∗) .
For the left hand side, we have
∥∥∥W ◦Πh∗ ◦ (Â−A?)∥∥∥2
F
=
〈
W ◦Πh∗ ◦
(
Â−A?
)
,W ◦Πh∗ ◦
(
Â−A?
)〉
=
〈
Â−A?,W ◦Π∗ ◦
(
Â−A?
)〉
=
〈
Â−A?,W ◦
(
Π∗ − Θ̂∗?,β
)
◦
(
Â−A?
)〉
+
〈
Â−A?,Θ? ◦ Θ̂∗?,β ◦
(
Â−A?
)〉
+
〈
Â−A?,
(
W ◦ Θ̂∗?,β −Θ? ◦ Θ̂∗?,β
)
◦
(
Â−A?
)〉
.
Similarly,
∥∥∥W ◦Πh∗ ◦ (A−A?)∥∥∥2
F
=
〈
A−A?,W ◦
(
Π∗ − Θ̂∗?,β
)
◦ (A−A?)
〉
+
〈
A−A?,Θ? ◦ Θ̂∗?,β ◦ (A−A?)
〉
+
〈
A−A?,
(
W ◦ Θ̂∗?,β −Θ? ◦ Θ̂∗?,β
)
◦ (A−A?)
〉
.
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It implies that we can turns the above inequality to be
1
n1n2
∥∥∥Θh? ◦ Θ̂h∗?,β ◦ (Â−A?)∥∥∥2
F
≤ 1
n1n2
∥∥∥Θh? ◦ Θ̂h∗?,β ◦ (A−A?)∥∥∥2
F
+ 1
n1n2
〈
A−A?,W ◦
(
Π∗ − Θ̂∗?,β
)
◦ (A−A?)
〉
+
1
n1n2
〈
A−A?,
(
W ◦ Θ̂∗?,β −Θ? ◦ Θ̂∗?,β
)
◦ (A−A?)
〉
+
+ 1
n1n2
〈
Â−A?,W ◦
(
Π∗ − Θ̂∗?,β
)
◦
(
A? − Â
)〉
+
1
n1n2
〈
Â−A?,
(
W ◦ Θ̂∗?,β −Θ? ◦ Θ̂∗?,β
)
◦
(
A? − Â
)〉
+
2
n1n2
〈
Â−A,W ◦Π∗ ◦ 
〉
+ λ
(
‖A‖∗ −
∥∥∥Â∥∥∥∗)
= 1
n1n2
∥∥∥Θh? ◦ Θ̂h∗?,β ◦ (A−A?)∥∥∥2
F
+ 1
n1n2
〈
Â−A,W ◦
(
Π∗ − Θ̂∗?,β
)
◦
(
2A? − Â−A
)〉
+
1
n1n2
〈
Â−A, (W −Θ?) ◦ Θ̂∗?,β ◦
(
2A? − Â−A
)〉
+
2
n1n2
〈
Â−A,W ◦Π∗ ◦ 
〉
+ λ
(
‖A‖∗ −
∥∥∥Â∥∥∥∗) (3.41)
In the following, we use Ψ(i), for i = 1, 2, 3, which are defined in Lemmas 3.3-3.5. Under
Conditions C1-C3 and C4, Lemmas 3.3-3.5 show that there exist constants ∆(1), ∆(2) and ∆(3) such
that with probability at least 1−1/(n1 +n2)−1/(n1 +n2)2δ,1−1/(n1 +n2) and 1 respectively. As
defined in (3.18), we have for a positive constant C3, 2∆(1)
Π,Θ̂?,β
+ ∆(2)
Π,Θ̂?,β
+ ∆(3)
Π,Θ̂?,β
≤ C3∆Π,Θ̂?,β .
Thus we can simplify (3.41) due to the trace duality (3.29) to be
1
n1n2
∥∥∥Θh? ◦ Θ̂h∗?,β ◦ (Â−A?)∥∥∥2
F
≤ 1
n1n2
∥∥∥Θh? ◦ Θ̂h∗?,β ◦ (A−A?)∥∥∥2
F
+ C3∆Π,Θ̂?,β
∥∥∥Â−A∥∥∥∗ + λ (‖A‖∗ − ∥∥∥Â∥∥∥∗) . (3.42)
Due to triangle inequality , the definition of h(1),β, h(2),β and taking λ ≥ C3∆Π,Θ̂?,β , we simply get
the bound related to ‖A‖∗ in (3.28), namely,
d2
(
Â,A?
)
≤ h(1),βh(2),βd2 (A,A?) + 2h(2),βλ ‖A?‖∗ ,
with probability at least 1− 2/(n1 + n2)− 1/(n1 + n2)2δ.
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Now we focus on the bound related to rA in (3.19), namely,
d2
(
Â,A?
)
≤ 2h(1),βh(2),βd2 (A,A?) + 16h2(2),βλ2rAn1n2.
For any matrix B, define the operators
PA⊥ (B) = PA⊥uBPA⊥v and PA (B) = B − PA⊥ (B) .
To prove the remaining bounds, note the fact that for any Â,
‖A‖∗ −
∥∥∥Â∥∥∥∗ ≤ ∥∥∥PA (A− Â)∥∥∥− ∥∥∥PA⊥ (A− Â)∥∥∥ .
This, the triangle inequality and λ ≥ C3∆ lead to
1
n1n2
∥∥∥Θh? ◦ Θ̂h∗?,β ◦ (Â−A?)∥∥∥2
F
≤ 1
n1n2
∥∥∥Θh? ◦ Θ̂h∗?,β ◦ (A−A?)∥∥∥2
F
+ 2λ
∥∥∥PA (Â−A)∥∥∥∗
≤ 1
n1n2
∥∥∥Θh? ◦Θh∗?,β ◦ (A−A?)∥∥∥2
F
+ 2λ
√
2rA
∥∥∥Â−A∥∥∥
F
. (3.43)
The second step in (3.43) is due to rank(PA(B)) ≤ 2rA and norm inequality (3.30).
The inequality (3.43) further implies
1
n1n2
∥∥∥Â−A?∥∥∥2
F
≤ h(1),βh(2),β
n1n2
‖A−A?‖2F + 2h(2),βλ
√
2rA
∥∥∥Â−A∥∥∥
F
.
Thus we have
1
n1n2
∥∥∥Â−A?∥∥∥2
F
≤ 2h(1),βh(2),β
n1n2
‖A−A?‖2F + 16h2(2),βλ2rAn1n2.
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Algorithm 1 The ADMM used to solve (3.6)
1: Initialize k = 0, and select u, H(k), Z(k), G(k)1 , G
(k)
2 such that Z(k) is solution of (3.6) without
any constraints, 1ᵀn1G
(k)
1 1n2 = 0 and ‖G(k)2 ‖∞ ≤ α2.
2: Minimize Lu(Z,G(k)1 ,G(k)2 ;H(k)) with respect to Z. This gives
Z(k+1) := arg min 12
∥∥∥Z − 1/2 (G(k)1 +G(k)2 + 1/uH(k)1 + 1/uH(k)2 )∥∥∥2F + λθuL ‖Z‖∗ ,
and simplifies to Z(k+1) = SVT (uL)−1λθ{1/2(G
(k)
1 +G
(k)
2 + 1/uH
(k)
1 + 1/uH
(k)
2 )}.
3: Minimize Lu(Z(k+1),G1,G(k)2 ;H(k)) with respect to G1. This gives
G
(k+1)
1 := arg min
1ᵀn1G11n2=0
1
2
∥∥∥G1 − (Z(k+1) − 1/uH(k)1 )∥∥∥2F ,
Let B1 = Z(k+1) − 1/uH(k)1 and simplifies to G(k+1)1 = B1 − (n1n2)−11ᵀn1B11n2J .
4: Minimize Lu(Z(k+1),G(k+1)1 ,G2;H(k)) with respect to G2. This gives
G
(k+1)
2 := arg min‖G2‖∞≤α
∥∥∥∥G2 − {Zold + 1L∇Z`W (µoldJ +Zold)−H(k)2 + uZ(k+1)
}
/(1 + u)
∥∥∥∥2
F
.
Let B2 = {Zold + 1L∇Z`W (µoldJ + Zold) − H
(k)
2 + uZ(k+1)}/(1 + u) and simplifies to
G
(k+1)
2 (i, j) = min{α2,max{−α2,B2(i, j)}.
5: Update the dual variable H(k+1) = (H(k+1)ᵀ1 ,H
(k+1)ᵀ
2 )ᵀ by
H
(k+1)
1 = H
(k)
1 − u(Z(k+1) −G(k+1)1 ) and H(k+1)2 = H(k)2 − u(Z(k+1) −G(k+1)2 )
simultaneously, increment k.
6: Return Z = Z(k+1) when
max

∥∥∥Z(k+1) −Z(k)∥∥∥
F∥∥Z(k)∥∥F + 1 ,
∥∥∥G(k+1)1 −G(k)1 ∥∥∥F∥∥∥G(k)1 ∥∥∥F + 1 ,
∥∥∥G(k+1)2 −G(k)2 ∥∥∥F∥∥∥G(k)2 ∥∥∥F + 1 ,
∥∥∥H(k+1) −H(k)∥∥∥
F∥∥H(k)∥∥F + 1
 ≤ 
for some sufficiently small  = 10−5 > 0. Otherwise, repeat Steps 2-6.
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Algorithm 2 Estimation of target matrix Â.
1: Input covariate matrix A, incomplete data matrix Y , the estimation of the probability matrices
{Θ̂β} (or complete version {Θ̂} ), initial tuning parameter candidates λ(1), . . . , λ(k), where k is
the grid lengths used for the search of parameter λ and a k evaluation matrix Q = (Qij) to be
Q = 0.
2: Randomly partitioned the observed entries of Y into 5 equal sized subsamples. These subsam-
ples are used in turn as a test set. When subsample l is used as test data, the remaining 4
subsamples are used as training data. Denote the corresponding indicator matrix of test data
by W (l)∗ and that of training data by W (l).
3: For each i = 1, . . . , k1 and l = 1, . . . , 5, calculate Â(l)λ(i) by plugging W
(l) and λ(i) in (3.10).
4: For i = 1, . . . , k, Qi =
∑5
l=1 ‖W (l)∗ ◦Θh∗β ◦ (Â(l)λ(i) − Y )‖2F .
5: Output the best parameters λ(j) that minimize Qi among the entries of Q.
6: Calculate Âλ(j) by plugging W and λ(j) in (3.10).
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CHAPTER 4. ADJUSTING FOR SPATIAL EFFECTS IN GENOMIC
PREDICTION
Abstract
This chapter investigates the problem of adjusting for spatial effects in genomic prediction.
Despite being seldom considered in genome-wide association studies (GWAS), spatial effects often
affect phenotypic measurements of plants. We consider a Gaussian random field (GRF) model
with an additive covariance structure that incorporates genotype effects, spatial effects and sub-
population effects. An empirical study shows the existence of spatial effects and heterogeneity
across different subpopulation families while simulations illustrate the improvement in selecting
genotypically superior plants by adjusting for spatial effects in genomic prediction.
Keywords: Gaussian random field; Genomic prediction; Spatial effects; Subpopulation effects.
4.1 Introduction
In plant breeding, predicting the genetic value of plant genotypes plays an important role in
determining which genotype to include in subsequent generations. Recently, several powerful GWAS
statistical methods have been developed that use high-dimensional single-nucleotide polymorphism
(SNP) genotypes for genomic prediction. Most of the methods based on mixed linear models (MLM)
are quite flexible due to the consideration of fixed and random effects. For instance, population
structure (discussed in Pritchard et al. 2000) is often accounted for by modeling the fixed effects of
principal components (PCs) derived from the SNPs (Price et al., 2006; Reich et al., 2008; McVean,
2009). For unified MLM approaches (Yu et al., 2006), SNP data are used to determine a kinship
matrix that is assumed to be proportional to the variance of a vector of random effects that
accounts for dependencies due to relatedness among individuals. For a more computationally
efficient Compressed MLM (CMLM) approach (Zhang et al., 2010), data from many individuals is
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compressed into a smaller number of groups, and the inter-individual kinship matrix is replaced by
a lower-dimensional matrix that characterizes correlations among group random effects induced by
genetic similarities among groups.
Aside from correlations due to relatedness among individuals or groups, phenotypes measured
on plants grown in fields can be spatially correlated. Such correlation can arise because plants
growing near each other may share a common micro-environment that differs from the micro-
environment experienced by plants in other parts of the field. This micro-environmental variation
can induce phenotypic similarity among neighboring plants. When such spatial effects exist but
are unaccounted for in the analysis, decisions about which plant genotypes are expected to perform
best with regard to one or more phenotypic traits can be adversely affected. With the adjustment
of these effects, some high-throughput phenotyping technologies (Cabrera-Bosquet et al., 2012;
Masuka et al., 2012; White et al., 2012) can be applied to increase the plant yields.
Several works (Crossa et al., 2006; Lado et al., 2013; Bernal-Vasquez et al., 2014) have considered
spatial effects in linear mixed-effects models. As suggested by Bernal-Vasquez et al. (2014), fitting
a row and column model (RC) (i.e., a model with an effect for each row and for each column
in a field experiment layout) can account for a substantial portion of phenotypic heterogeneity
that may be due to spatial effects. Lado et al. (2013) compared RC models with approaches that
attempt to adjust for spatial effects by using the difference between a plot’s response value and the
average response of its neighboring plots as a covariate. Such a method, referred to by Lado et al.
(2013) as “moving-means as a covariate” (MVNG), was found to best fit the data and lead to the
most accurate phenotypic predictions. In this chapter, we propose an alternative modeling strategy
that has some conceptual advantages and shows performance improvements relative to the existing
approaches for spatial adjustment in genomic prediction.
We study two datasets. One is a maize dataset involving a nested association mapping (NAM)
panel consisting of 4660 recombinant inbred lines (RILs) derived from crosses between a reference
inbred line B73 and 25 other founder inbreds. More information about the NAM panel is available
in Yu et al. (2008) and at http://www.panzea.org. The RILs derived by crossing B73 to any
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one of the 25 other founders from a subpopulation of RILs. Thus, the 4660 RILs we consider can
be partitioned into 25 subpopulations. Even after conditioning on SNP genotypes carried by each
RIL, phenotypic responses from RILs within a subpopulation are expected to be more strongly
correlated than responses from RILs in different subpopulations. The phenotype data considered
for the maize dataset is a measurement of the rate of CO2 emission from plant material incorporated
in soil. The second dataset is a wheat dataset which consists of genotype and phenotype data on
384 advanced lines from two different breeding programs. The data are provided in Lado et al.
(2013).
The goal of this chapter is to predict the genetic value of each maize RIL or each wheat
line from a huge number of SNP marker genotypes, while accounting for the genetic and spatial
dependence among phenotypic measurements. We focus on a Gaussian random field (GRF) model
with an additive covariance matrix structure that incorporates genotype effects, spatial effects and
subpopulation effects. For genotype effects, we adopt a Gaussian kernel (Morota et al., 2013; Ober
et al., 2011) to capture general relationships between genotypes and phenotypes. We compare our
spatially adjusted genomic predictions with genomic predictions generated by existing methods
CMLM (Zhang et al., 2010), RC (Bernal-Vasquez et al., 2014) and MVNG (Lado et al., 2013). In
a simulation study presented in Section 4.5, we apply the proposed GRF method to help identify
the best plant genotypes.
The rest of the chapter is organized as follows. Real data are described in Section 4.2. The
proposed GRF is constructed in Section 4.3. Within Section 4.3, we also discuss the kernels and
corresponding parameter estimation methods. Numerical performances of the proposed model for
genomic predictions and for choosing the best plant genotypes are illustrated in an empirical study
in Section4.4 and a simulation study in Section 4.5, respectively. The chapter concludes with a
discussion in Section 4.6.
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4.2 Data
In this chapter, we study two datasets. Data1 is a maize NAM RIL dataset comprised of 4660
inbred lines genotyped at 687869 SNP markers. For each RIL, we have a measurement of the
carbon dioxide (CO2) emitted from plant material incorporated in a soil sample. Scientific interest
centers on identifying RILs whose genetic constitution makes them relatively low emitters of CO2.
The 4660 genotypes in Data1 can be partitioned into 25 subpopulations. Each subpopulation
was produced from a biparental cross of inbred line B73 to one of the 25 NAM founders inbred
lines. The 4660 RILs were grouped by subpopulation and planted in three fields as depicted in
Figure 4.1.
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Figure 4.1: Geographic locations of 25 subpopulations labeled A through Y.
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Our second dataset (hence forth labeled Data2) focuses on a 2011 wheat dataset considered in
Lado et al. (2013). The Materials and Methods Section of Lado et al. (2013) contains a detailed
description of this dataset, which involves 800 wheat lines genotyped at 102324 bi-allelic markers
and planted in an alpha-lattice design with 20 incomplete blocks, each containing 20 genotypes.
The phenotypes include grain yield (GY), thousand kernel weight (TKW), the number of kernels
per spike (NKS), and days to heading (DH). The wheat lines and their phenotypes were evaluated
in a Mediterranean environment under two levels of water supply, mild water stress (MWS) and
fully irrigated (FI).
4.3 Methods
4.3.1 Models
We are given a training dataset {yi,xi, bi, si}ni=1, where yi ∈ R represents a phenotype measure-
ment from the i-th observation, xi ∈ X is the corresponding p-dimensional vector of binary marker
genotypes, bi ∈ B is the corresponding subpopulation family index of the observation and si ∈ S
is the corresponding spatial location of the observation. Here X , B and S represent the spaces of
binary marker genotype vectors, subpopulation family indices and spatial locations, respectively.
We propose a (univariate) Gaussian random field (GRF) modeling approach that carefully
models (i) genotype effects, (ii) subpopulation effects, and (iii) spatial effects. More specifically, for
i = 1, . . . , n, suppose
yi = Z (ti) + i, (4.1)
where ti = (xᵀi , bi, s
ᵀ
i )ᵀ, Z(ti) is an observation at ti of a GRF Z defined over index domain
T = X ×B×S, and i is a mean zero Gaussian random variable independent of Z. Further, we let
 = [1, . . . , n]ᵀ and assume Var() = σ2 In×n with In×n being the identity matrix of size n. We
assume a constant mean function for Z, i.e., E(Z(t)) = µ for any t ∈ T . The power of this model
lies in the flexible modeling of the covariance structure of Z.
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We consider an additive model for the covariance function that accounts for the three major
effects. Specially, for any ti = (xᵀi , bi, s
ᵀ
i )ᵀ, tk = (x
ᵀ
k, bk, s
ᵀ
k)ᵀ ∈ T = X × B × S, we assume
Cov[Z(ti),Z(tk)] = C (ti, tk) = σ2gCg (xi,xk) + σ2bCb (bi, bk) + σ2sCs (si, sk) ,
where σ2g , σ2b and σ2s are variance components and Cg : X 2 → R, Cb : B2 → R and Cs : S2 → R
are unit-diagonal kernel functions that quantify the corresponding dependence structures arising
from similarity among observations with respect to genetic markers, subpopulations and spatial
locations, respectively. Equivalently, we assume that the GRF Z can be decomposed into Z(ti) =
µ+Zg(xi)+Zb(bi)+Zs(si), where Zg, Zb, Zs are mean zero Gaussian random fields with covariance
structures determined by σ2gCg, σ2bCb and σ2sCs, respectively. We quantify the strength of spatial
effects relative to the effects associated with marker genotypes by using the variance component
ratio γ = σ2s/σ2g .
4.3.2 Marker Kernel Cg
As suggested by Morota and Gianola (2014) and references therein, the Gaussian kernel is a
good choice for the marker kernel. Following their suggestion, we assume that, for any xi,xk ∈ X ,
Cg (xi,xk) = exp
(
−‖xi − xk‖
2
τ
)
,
where ‖ · ‖ represents the Euclidean norm and τ is a parameter greater than zero.
Compared with other common kernels, the Gaussian kernel has been empirically shown to give
robust and strong predictive performance. In Ober et al. (2011), the more general Mate´rn kernel is
studied, but the Gaussian kernel performed best among the Mate`rn family based on their simulation
study. Because the marker genotypes take discrete values, there is a temptation to choose a kernel
on discrete index space. In Morota et al. (2013), a discretized Gaussian kernel, referred to as
a diffusion kernel, was applied to dairy and wheat data for predicting phenotypes using marker
information. However, the predictive power of such a kernel was similar to the Gaussian kernel.
Current high-throughput genotyping technology can provide genotype calls for hundreds of thou-
sands of SNPs. Because most SNPs are unassociated with phenotype or conditionally unassociated
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with phenotype given other SNPs, Cg(xi,xk) does not necessarily provide a good representation
of correlation between the i-th and k-th lines when all SNPs are included in the vector of marker
genotypes. To reduce computation time and improve genomic prediction, we use FarmCPU (Liu
et al., 2016) to select important SNPs for inclusion in xi rather than using the entire ensemble of
SNPs. The details of SNP selection produce are discussed in Section 4.7.1 of the Appendix.
4.3.3 Subpopulation Kernel Cb
The subpopulation GRF Zb is motivated by genetic heterogeneity across different subpopula-
tions and genetic similarity within subpopulations that may not be fully captured by SNP geno-
types. We consider Cb(bi, bk) = 1(bi = bk) for any bi, bk ∈ B, where 1(·) is the indicator function.
This covariance structure is equivalent to that induced by a model with independent constant
variance subpopulation random effects.
4.3.4 Spatial Kernel Cs
In an agricultural field trial, plots are typically embedded in a regular rectangular array with
say m1 rows and m2 columns. In this work we focus on spatial autoregression models (Besag and
Kooperberg, 1995; Dutta and Mondal, 2015) for the spatial effects that may exist in such trails. To
that end, suppose that U(i, j) denotes the underlying spatial effect at plot (i, j). We assume that,
conditioning on the underlying spatial effects of all other plots, the mean of U(i, j) is a weighted
average of the underlying spatial effects of the neighboring plots:
E (U (i, j)| · · · ) = β01 {U(i, j + 1) + U(i, j − 1)}+ β10 {U(i+ 1, j) + U(i− 1, j)} ,
where β01 + β10 ≤ 1/2. Furthermore, we assume the full conditional variance of each interior plot
is constant, and adopt analogous assumptions for plots on the boundary. However, an awkward
consequence of these assumptions is that the marginal variances at the boundary plots are somewhat
larger than the marginal variance for interior plots (Besag and Kooperberg, 1995). In order to
reduce this boundary effect, we follow a convenient approximation proposed by Besag and Higdon
(1999) and add two layers of virtual plots to the boundaries. Consequently suppose m′1 = m1 + 4
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and m′2 = m2 + 4 denote the dimensions of the larger array. Next, for k = m′1 or m′2, define the
k × k matrix tridiagonal Wk as:
Wk(1, 1) = Wk(k, k) = 1, Wk(i, i) = 2(1 < i < k), Wk(i, i+ 1) = Wk(i+ 1, i) = −1 (1 ≤ i < k).
Next define
N01 = Im′2 ⊗Wm′1 and N10 = Wm′2 ⊗ Im′1 .
Then the precision matrix of the spatial autoregression process on the m′1 × m′2 array can be
parametrized as:
W = β00I + β01N01 + β10N10
with β00 + 2(β01 + β10) = 1. Next, let H denote the n × m′1m′2 incidence matrix indicating the
location of the i-th observation in the m′1 ×m′2 array where the elements of y are arranged in a
manner consistent with the precision matrix W (e.g., in column major order).
Finally, to achieve spatial random effects Zs(s1), . . . ,Zs(sn) with constant marginal variance,
we rescale the inverse precision matrix to a correlation matrix and define the covariance matrix of
our spatial random effects as
σ2sHD−1/2W−1D−1/2HT ,
where D is the diagonal matrix consisting of the diagonal entries of W−1 and σ2s is the spatial
variance component introduced in Section 4.3. Element i, k of HD−1/2W−1D−1/2HT is then equal
to Cs(si, sk), where Cs is the spatial kernel introduced in Section 4.3.
The anisotropy parameters β01 and β10 play an important role because these parameters are
related to the field geometry. In fact, McCullagh and Clifford (2006) found substantial empirical
evidence that the non-anthropogenic variability in field trials can be explained by an isotropic
spatial process with correlation decaying approximately logarithmically with distance. This would
imply, for example, that for square plots the values of β01 and β10 should be approximately equal.
On the other hand, if the plots are rectangular and the spacing between the plots is negligible
compared with the plot sizes, the ratio of the β01 and β10 should be close to the aspect ratio of the
plots. Also if the design is single column replication (see the El Bata´n trial in Besag and Higdon
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(1999)), then β10 is zero. In practice the estimates of β01 and β10 are automatically adjusted to the
plot geometry and the inter-plot spacing. For Data1, in our context, the spatial layout in the maize
experiment mimics a single-column replicate design because the distance between two east-west
neighboring maize plants is much larger than the distance between two north-south neighbors.
Thus we apriori expect the estimate of β10 ≈ 0. This expectation is corroborated by the ML
estimates in Section 4.4.2, where we see that the MLE of β10 occurs at the boundary. On the other
hand, the plots in the wheat experiment from Lado et al. (2013) are rectangular, and the inter-plot
spacings are not very large. Thus we observe the MLE of β10 and β01 to be somewhere between
0 and 0.5 in Section 4.4.3. For Data2, the plots are rectangular and we allow the flexibility of β10
and β01. Namely, we estimate them based on Data2 instead of fixing them.
The parameter β00 on the other hand controls the strength of the neighboring correlations
and the range of the correlation. Interestingly, the boundary value of β00 = 0 gives rise to an
intrinsic autoregression process and is the focus of Besag et al. (1995), Besag and Higdon (1999),
and Dutta and Mondal (2015) in the context of fertility adjustments in agricultural variety trials.
In particular, the foundational work of McCullagh and Clifford (2006) and empirical evidence from
Besag et al. (1995), Besag and Higdon (1999), and Dutta and Mondal (2015, 2016) advocate the
use of the intrinsic model for spatial adjustments in agricultural trials. Consequently, to build a
proper covariance model and to avoid boundary issues in maximum likelihood, we fix the parameter
β00 at a small value. To that end, following the suggestion in Besag and Kooperberg (1995), we
numerically compute the neighboring correlations for various values of β00. For Data1, we observe
that the neighboring correlation changes by 11.26% when β00 changes from 0.01 to 0.001 and only
by 1.69% when the β00 changes from 0.001 to 0.0001. Because a change of 1.69% in neighboring
correlation is practically negligible, we choose to fix the value of β00 at 0.001. Our analyses (see
supplementary materials Table 4.8) also shows that the prediction accuracies and ranking do not
change appreciably by changing β00 from 0.001 to 0.0001.
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4.3.5 Estimation
For the training dataset {yi,xi, bi, si}ni=1, let C be the n× n matrix with element i, j equal to
C(ti, tj) for all i, j = 1, . . . , n. Define Cg, Cb and Cs analogously. Then the covariance matrix of
the vector of n phenotypic response values y = (y1, . . . , yn)ᵀ can be written as
Σ = C + σ2 In×n = σ2gCg + σ2bCb + σ2sCs + σ2 In×n.
The variance-covariance matrix Σ is a function of the parameters σg, τ , σb, σs and σ. We maximize
the log-likelihood to estimate these five parameters simultaneously.
It is straightforward to show that, for any given value of Σ, the likelihood is maximized over µ
at µ̂ = 1TΣ−1y/1TΣ−11. Thus, the corresponding profile log-likelihood function is
` (σg, τ, σb, σs, σ) = −12 log |Σ| −
(y − µ̂1)T Σ−1 (y − µ̂1)
2 .
Finding maximizers of this profile log-likelihood function yields maximum likelihood estimates
(MLEs) σ̂g, τ̂ , σ̂b, σ̂s, and σ̂. Let Ĉg and Σ̂ be the estimates of the covariance structures Cg and
Σ obtained by replacing the unknown parameters with their MLEs.
Considering the joint distribution of y, Zg = (Zg(x1), . . . ,Zg(xn))ᵀ, Zb = (Zb(b1), . . . ,Zb(bn))ᵀ
and Zs = (Zs(s1), . . . ,Zs(sn))ᵀ, we have
y
Zg
Zb
Zs

= N


µ1
0
0
0

,

Σ σ2gCg σ
2
bCb σ
2
sCs
σ2gCg σ
2
gCg 0 0
σ2bCb 0 σ
2
bCb 0
σ2sCs 0 0 σ
2
sCs


.
Based on our MLEs, we can estimate the conditional mean and conditional variance of Zg, Zb
and Zs given y, by
Ê


Zg
Zb
Zs

∣∣∣∣∣∣∣∣∣∣∣
y
 =

0
0
0
+

σ̂2gĈg
σ̂2bCb
σ̂2sCs
 Σ̂−1
[
y − µ̂1
]
(4.2)
128
and
V̂ar


Zg
Zb
Zs

∣∣∣∣∣∣∣∣∣∣∣
y
 =

σ̂2gĈg 0 0
0 σ̂2bCb 0
0 0 σ̂2sCs
−

σ̂2gĈg
σ̂2bCb
σ̂2sCs
 Σ̂−1
[
σ̂2gĈg σ̂
2
bCb σ̂
2
sCs
]
. (4.3)
4.4 Empirical Study
4.4.1 Existing Methods
For the purpose of benchmarking, we compared our method with methods based on the Com-
pressed Mixed Linear Model (CMLM) (Zhang et al., 2010) implemented in the GAPIT R package
(Lipka et al., 2012), the Row and Column Model (RC) (Bernal-Vasquez et al., 2014) and the linear
regression with moving means as covariable model (MVNG) (Lado et al., 2013). These competing
methods are described in the following subsections.
4.4.1.1 Compressed Mixed Linear Model
Let M be a matrix whose columns correspond to the first few principal components (usually
3 or 5 by default) computed from the binary genotype matrix to represent population structure.
The compressed mixed linear model is
y = µ1 +Mβ +Zu¯+ e,
where u¯r×1 ∼ N (0, σ2u¯K¯r×r) represents an unknown vector of random additive genetic effects and
e ∼ N (0, σ2eI) are the unobserved vector of errors. The random effects in u¯r×1 are intended
to represent the effects of multiple background quantitative trait loci (QTL) on the phenotypic
response values. Note that u¯r×1 is of dimension r × 1 rather than n × 1 as in the MLM. It is
because that u¯r×1 represents different groups t = 1, . . . , r clustered according to a full kinship
matrix Kn×n rather than individuals/lines. Meanwhile, the matrix K¯r×r is the corresponding
kinship matrix that accounts for varying degrees of genetic similarity among groups rather than
among individuals/lines. We adopt the formula for the kinship matrix suggested by (VanRaden,
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2008):
K¯ = X˜
(g)X˜(g)ᵀ∑ 2pi(1− pi) ,
where X˜(g)t in each group t is the average of X˜i for all i within the group t, the allele calls in X˜i
are centered so that each row sums to zero, and pi is the frequency of the minor allele at locus
i. For the maize dataset Data1, in the model selection part, suggested by the BIC criterion, no
principle components are required. For the wheat dataset Data2, we tried for first one, three, five
and ten principle components to be used as the fixed effect. There is no significant difference, thus
we adopted the default setting, first three principle components were used for the wheat dataset
Data2.
4.4.1.2 RC and MVNG
For the Row and Column Model (RC) and the linear regression with moving means as covariable
model (MVNG), we propose two steps for the prediction as suggested by Lado et al. (2013). The
idea is that we first adjust for spatial effects in the observed phenotypic response values. In the
second step, we provide genomic predictions by using the rrBLUP package applied to the spatially
adjusted phenotypic response values. Two different kernels, RR and GAUSS (Endelman, 2011), are
considered for the genomic predictions.
In the first step, the RC model assumes that
yijk = µ+ rowi + colj + subk + eijk,
where rowi (row effect), colj (column effect) and subk (subpopulation effect) are considered as
independent random effects with mean-zero normal distributions that have variances specific to
the effect type (i.e., one variance for row effects, one for column effects and one for subpopulation
effects). For the adjustment, we have ŷijk = yijk − r̂owi − ĉolj where r̂owi = Ê(rowi|y) and
ĉolj = Ê(colj |y) are the corresponding empirical Best Linear Unbiased Predictors (eBLUPs) of
rowi and colj .
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For MVNG, we adopt the same idea in Lado et al. (2013), namely, we fit the model
yi = µ+ βxi + ei,
where xi = yi − 16
∑6
k=1 y
k
i with yki , k = 1, . . . , 6, the phenotypic response values for the spatial
neighbors (one up, one down, two left, and two right) of the i-th observation, (See Figure 1 in Lado
et al. (2013) for details). For Data2, suggested by Lado et al. (2013) left-right corresponding to
row and up-down corresponding to column. For Data1, based on the observation that two east-
west neighboring is much larger than the distance between two north-south neighbors, we adopt
north-south as the left-right and east-west as the up-down in this MVNG method. The spatially
adjusted values for i-th observation is given by ŷi = yi − β̂xi.
In the second step, genomic prediction assumes that
ŷ = µ1 +Zu+ e,
where u ∼ N (0, σ2uK) represents an unknown vector of random additive genetic effects and e ∼
N (0, σ2eI) is the unobserved vector of residuals. For kernel RR, K = XXᵀ, where X is the original
genotype matrix without scaling and centralization. For kernel GAUSS, K = Cg, the parameter τ
is estimated by residual maximum likelihood (REML).
4.4.2 Data1 Prediction
As described in Section 4.2, the maize dataset (Data1), can be naturally divided into three fields
or into 25 subpopulations (see Figure 4.1). In this section, we provide evidence of both spatial effects
and subpopulation effects in each field and evidence of spatial effects in each subpopulation. To
provide such evidence, we fit three reduced version of the full GRF model defined in Sections 4.3.2-
4.3.4. For the dataset in each field, we fit both GRF−Zb and GRF−Zs , where the corresponding
covariances are Σ−Zb = σ2g−ZbCg + σ
2
s−Zb
Cs + σ2−ZbI and Σ−Zs = σ
2
g−ZsCg + σ
2
b−Zs
Cb + σ2−ZsI,
respectively; i.e., we ignore subpopulation effects in GRF−Zb and spatial effects in GRF−Zs . For
any dataset consisting of a single subpopulation, we drop no subpopulation effects and fit GRF−Zbs
instead of GRF−Zs , where Σ−Zbs = σ2g−ZbsCg + σ
2
−Zbs
I.
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In the following, we report the performance of CMLM, RC(RR, GAUSS), MVNG(RR, GAUSS),
GRF−Zb , GRF−Zs , GRF−Zbs and the full GRF based on analysis of 1000 independent random par-
titions of the data in each subpopulation into training (80%) and test (20%) sets. When performing
analysis at the field level, we combine the training sets from all subpopulations in a field to form
one training set and likewise pool the corresponding subpopulation-specific test sets to form a
field-specific test set.
To evaluate the performance of different methods, we consider the accuracy defined as the
correlation between predicted response values and observed phenotypic response values in the test
set. In Tables 4.1 and 4.2, we report the accuracies, along with estimates of γ̂ = σ̂2s/σ̂2g based on the
whole dataset (without splitting). The magnitude of γ̂ indicates the estimated strength of spatial
effects relative to genotypic variation.
As we can see in both Table 4.1 and 4.2, the GAUSS kernel is inferior to the RR kernel in both RC
and MVNG results. Thus we present only RC(RR) and MVNG(RR) results in subsequent figures.
For each subpopulation, Figure 4.2 (1-3) shows the comparison of CMLM, RC(RR), MVNG(RR)
and two proposed methods GRF−Zbs and GRF−Zb .
For most subpopulations, the accuracy of GRF−Zb is larger than the corresponding accuracies
of the existing methods. When the accuracy of GRF−Zb is close to or smaller than accuracies of
existing methods, the estimated strength of spatial effects γ̂ is close to 0. For the subpopulations
with strong spatial effects, it is reasonable that the predictions can be improved relative to CMLM
(which ignores spatial effects) by incorporating the spatial kernelCs. Because there is little evidence
of horizontal spatial correlation, RC(RR) and MVNG(RR) are based on misspecified spatial models
which lead to smaller accuracies. For the subpopulations with weak or no spatial effects, accuracy of
predictions may be degraded by inclusion of Cs in the model. Comparing CMLM and GRF−Zs (the
methods that ignore spatial effects), we can see that GRF−Zs has slightly lower average accuracy
for many subpopulations. This maybe because of that although the marker SNPs information used
in GRF−Zs and CMLM are exactly the same, we only construct the marker kernel by the Euclidean
norm but CMLM use SNPs information in both fixed effect and random effect parts. CMLM use
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the PCs of SNPs as the fixed effect and construct corresponding kinship matrix as the variance-
covariance structure for random effect. This may also the reason that GAUSS kernel is inferior to
RR kernel in both RC and MVNG methods.
For the field-level analysis, we are able to use the full GRF that includes genotype, subpopulation
and spatial effects. Figure 4.2 (4) and Table 4.2 show that the full GRF has the highest average
accuracy across all methods for every field. These results illustrate that the full GRF can effectively
account for heterogeneity across genotype, subpopulation and spatial location effects at the field
scale to enhance prediction accuracy.
Table 4.1: Average accuracies for Data1 by five existing methods and two proposed methods
(GRF−Zbs and GRF−Zb) for each subpopulation based on 1000 independent random partitions
of the data into training (80%) and test (20%) sets. The highest average accuracy across methods
for each subpopulation is shown in bold.
Accuracies
Field Subpopulation CMLM RC MVNG GRF−Zbs GRF−Zb γ̂ = σ̂2s/σ̂2g
RR GAUSS RR GAUSS
1 A 0.5101 0.4568 0.4196 0.5098 0.5014 0.5036 0.5070 0.0220
B 0.4706 0.4077 0.3544 0.4715 0.4610 0.4657 0.4530 9e-04
C 0.5875 0.4594 0.4388 0.5855 0.5805 0.5788 0.5772 0.0000
D 0.4939 0.3139 0.0779 0.4933 0.4803 0.4886 0.5113 0.0249
2 E 0.5300 0.2966 0.1407 0.5293 0.5295 0.5377 0.5308 0.0228
F 0.4939 0.4102 0.3782 0.4925 0.4847 0.4812 0.5564 0.0994
G 0.5314 0.4670 0.4424 0.5314 0.5278 0.5291 0.5466 0.0412
H 0.5250 0.4421 0.3324 0.5250 0.5281 0.5295 0.5527 0.0704
I 0.5694 0.4629 0.4235 0.5688 0.5689 0.5674 0.6097 0.0576
J 0.4947 0.4741 0.4588 0.4950 0.4916 0.4901 0.4841 0.0285
K 0.6179 0.4399 0.3275 0.6166 0.6044 0.6088 0.6014 0.0014
3 L 0.5116 0.4354 0.2586 0.5104 0.5102 0.5102 0.5455 0.0498
M 0.5036 0.4427 0.4329 0.5024 0.5014 0.5005 0.5028 0.0276
N 0.5162 0.1193 0.0646 0.5148 0.5131 0.5084 0.5166 0.0375
O 0.5381 0.4741 0.2939 0.5373 0.5279 0.5338 0.6024 0.0670
P 0.4983 0.4857 0.4807 0.4966 0.5048 0.5153 0.6598 0.3922
Q 0.5562 0.4979 0.4632 0.5529 0.5508 0.5536 0.5959 0.1044
R 0.5563 0.4380 0.1916 0.5567 0.5563 0.5551 0.5802 0.0650
S 0.6193 0.6057 0.5845 0.6188 0.6166 0.6147 0.6482 0.0502
T 0.5892 0.4056 0.3383 0.5875 0.5837 0.5795 0.6143 0.0242
U 0.5886 0.4930 0.4807 0.5894 0.5795 0.5818 0.5815 0.0000
V 0.5160 0.3830 0.3097 0.5166 0.5076 0.5054 0.5162 0.0202
W 0.5110 0.4842 0.4325 0.5116 0.5049 0.5068 0.4959 0.0038
X 0.4990 0.4314 0.4078 0.4991 0.4960 0.4947 0.4861 0.0120
Y 0.5680 0.4432 0.3613 0.5662 0.5571 0.5593 0.5547 0.0015
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Figure 4.2: (1-3): Comparison of CMLM, RC(RR), MVNG(RR) and two proposed methods
GRF−Zbs and GRF−Zb for each subpopulation (only 9 of 14 are shown in Field 3 to improve
clarity). (4): Comparison of CMLM, RC(RR), MVNG(RR) and three proposed methods GRF−Zb ,
GRF−Zs and GRF for each field.
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Table 4.2: Average accuracies for Data1 by five existing methods and three proposed methods
(GRF−Zb , GRF−Zs and GRF) for each field based on 1000 independent random partitions of the
data into training (80%) and test (20%) sets. The highest average accuracy across methods for
each field is shown in bold.
Accuracies
Field CMLM RC MVNG GRF−Zb GRF−Zs GRF γ̂ = σ̂2s/σ̂2g
RR GAUSS RR GAUSS
1 0.3173 0.3173 0.3144 0.3159 0.3131 0.4199 0.4428 0.4520 0.0646
2 0.2727 0.2727 0.2729 0.2697 0.2698 0.4289 0.3920 0.4558 0.3041
3 0.1930 0.1913 0.1904 0.1883 0.1873 0.4672 0.4395 0.4904 1.0087
4.4.3 Data2 Prediction
For the wheat dataset Data2, there is no subpopulation information. Thus we do not need the
component Zb in the full GRF, and the corresponding subpopulation covariance structure Cb is
ignorable. In the following, we report the performance of CMLM, GRF−Zb and GRF−Zbs based on
1000 independent training-test partitions for the eight phenotypes in the wheat dataset Data2. We
compare the performance of these three methods directly with results for other methods in Table
3 of Lado et al. (2013). For each partition, we split the dataset into training (86%) and test (14%)
sets to match the same settings used in Lado et al. (2013).
Figure 4.3 shows the comparison of CMLM, GRF−Zb and GRF−Zbs . GRF−Zb is best and CMLM
is worst because of the existence of strong spatial effects. For the phenotype grain yield (GY) in
Santa Rosa under two levels of water supply, mild water stress (MWS) and fully irrigated (FI),
the estimated relative strength of spatial effects γ̂ is 2.4231 and 4.5171, respectively. For these
phenotypes, the difference of accuracies between GRF−Zb and GRF−Zbs are much larger than for
other phenotypes. Comparisons with Table 3 in Lado et al. (2013) show that GRF−Zb performed
the best among all the methods in terms of accuracies. Figure 4.3 and Tables 4.3 and 4.4 indicate
that none -f the results are sensitive to selection of SNPs prior to model fitting and analysis.
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Figure 4.3: Comparisons of CMLM and two proposed methods GRF−Zbs and GRF−Zb with full
and selected SNPs. The real lines are different phenotype analysis under water supply FI while
dashed lines are their corresponding analysis under water supply MWS.
Table 4.3: Average accuracies for eight phenotypes by methods (CMLM, GRF−Zbs and GRF−Zb)
with full and selected SNPs based on 1000 independent random partitions of the data into training
(86%) and test (14%) sets. The highest average accuracy across methods for each of the three
methods is printed in bold for each phenotype and each SNP set.
Full Selected
Water Supply Phenotype CMLM GRF−Zbs GRF−Zb CMLM GRF−Zbs GRF−Zb
FI DH 0.2377 0.8562 0.8667 0.1760 0.8103 0.8160
GY -0.0351 0.2968 0.8299 -0.0377 0.2932 0.8309
NLS 0.0344 0.6631 0.7160 0.1131 0.6509 0.7004
TKW 0.2849 0.8108 0.8294 0.2126 0.7825 0.7972
MWS DH 0.2307 0.7953 0.8231 0.1432 0.7483 0.7732
GY -0.0118 -0.0490 0.9275 -0.0243 -0.2004 0.9269
NLS 0.0064 0.5817 0.7248 -0.0307 0.5663 0.7143
TKW 0.2371 0.4650 0.8867 0.2631 0.4072 0.8696
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Table 4.4: The spatial parameter estimates for eight phenotypes by method GRF−Zb with full and
selected SNPs.
Full Selected
Water Supply Phenotype β01 β10 γ̂ β01 β10 γ̂
FI DH 0.0344 0.4656 0.0277 0.0142 0.4858 0.0165
GY 0.0587 0.4413 2.4231 0.0612 0.4388 2.6715
NLS 0.0077 0.4923 0.1670 0.0116 0.4884 0.1629
TKW 0.0264 0.4736 0.0877 0.0270 0.4730 0.0724
MWS DH 0.0394 0.4606 0.0451 0.0333 0.4667 0.0597
GY 0.0644 0.4356 4.5171 0.0688 0.4312 4.7537
NLS 0.0596 0.4404 0.2502 0.0569 0.4431 0.2510
TKW 0.0861 0.4139 0.4125 0.1109 0.3891 0.4787
4.5 Simulation Study
This section reports from simulation experiments designed to evaluate numerical performance
of the genomic predictions after adjusting for spatial effects.
4.5.1 The Maize Dataset Data1 Ranking
From the maize dataset Data1, we fit the full GRF model to obtain parameter estimates
µ̂, σ̂g, τ̂ , σ̂b, σ̂s, and σ̂. These estimates provide Ĉg and Σ̂, which determine the estimated mean and
variance of the conditional multivariate normal distribution for Zg, Zb and Zs according to equa-
tions (4.2) and (4.3). Given these estimated parameters and conditional distributions σ̂2gĈg, σ̂2bCb
and σ̂2sCs, let Z˜g, Z˜b and Z˜s generated simultaneously from the posterior conditional distribution
N (E{(Zg,Zb,Zs)ᵀ|y},Var{(Zg,Zb,Zs)ᵀ|y}), e˜ generated from N (0, σ̂2 I), repeat them N = 1000
times. To allow different strength of spatial effects, we have the simulated y˜ = µ̂1+Z˜g+Z˜b+cZ˜s+e˜,
where c is a constant used to control the strength of spatial effects and we take c = 1, 2, 3, 4 in the
simulations. Give the simulated dataset, we fit the full GRF, GRF−Zs and GRF−Zb to predict y˜.
As we know the true rank-orders of µ̂1 + Z˜g + Z˜b, or the rank-orders of Z˜g + Z˜b as r(o), we
compare them with the estimated rank-orders r(GRF), r(GRF−Zs ) and r(GRF−Zb ) of the predictions
by considering the Spearman’s rank-order correlation as follows:
ρs = 1− 6
∑n
i=1 d
2
i
n(n2 − 1) ,
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where di : i = 1, . . . , n are the corresponding differences between the estimated rank-orders and the
true rank-orders r(o) of each observation.
Table 4.5 reports both the prediction accuracies and Spearman’s rank-order correlations. These
two measurements are highly correlated. It shows that with strong spatial effects, the full GRF is
much better than GRF−Zs and GRF−Zb in terms of prediction accuracies and the similarities of
rank-orders with the true rank-order r(o). It is because that spatial effects and subpopulation effects
for Data1 in each field are strong enough, i.e, γ̂ = 0.0646, σ̂b = 0.3581; γ̂ = 0.3041, σ̂b = 0.3526
and γ̂ = 1.0087, σ̂b = 0.3939 respectively. For different fields, with the increasing of the number of
observations, the Spearman’s rank-order correlations increased under the same spatial strength in
Table 4.5. It may because the estimation of accuracy and rank-orders improved with the help of
more data.
Table 4.5: Average prediction accuracies and Spearman’s rank-order correlations (ρs) based on
1000 simulations for Data1 by the full GRF, GRF−Zs and GRF−Zb for different spatial strengths.
The highest average accuracy and average rank-order correlation across methods for each field with
different spatial strength are shown in bold.
Field Strength Accuracies ρs
GRF GRF−Zs GRF−Zb GRF GRF−Zs GRF−Zb
1 1 0.8249 0.8200 0.5041 0.8076 0.8036 0.4711
2 0.8069 0.7853 0.4795 0.7887 0.7676 0.4459
3 0.7860 0.7343 0.4672 0.7659 0.7169 0.4332
4 0.7632 0.6738 0.4571 0.7421 0.6595 0.4229
2 1 0.8395 0.8317 0.5221 0.8276 0.8196 0.5008
2 0.8129 0.7706 0.5070 0.7995 0.7563 0.4858
3 0.7847 0.6900 0.4952 0.7699 0.6762 0.4740
4 0.7554 0.6067 0.4836 0.7395 0.5956 0.4627
3 1 0.9135 0.9085 0.2835 0.8986 0.8934 0.2760
2 0.8818 0.8505 0.2693 0.8637 0.8310 0.2621
3 0.8486 0.7738 0.2601 0.8286 0.7512 0.2531
4 0.8164 0.6940 0.2523 0.7952 0.6693 0.2453
With the predictions of y˜, we can obtain the first top l lines for l = 1, . . . , n. Denote the first
top l lines together as group {l}. For example, {3} represents group with top 1, 2, 3 lines. In
the following, we evaluate the order performances of first ten groups {{1}, . . . , {10}} among the
predictions. For each group {l}, the estimated rank-orders are 1, . . . , l. In additional to these, we
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have the corresponding true rank-orders rol (due to the simulated data) and thus the median of
r
(o)
l to be med(r
(o)
l ).
The right panels of Figure 4.4 evaluates the median of true rank-orders of the first ten groups
{{1}, . . . , {10}} for the full GRF, GRF−Zs and GRF−Zb on each field while the left panels evaluates
for the full GRF and GRF−Zs . The x-axis {l} represents different groups while y-axis represents
the corresponding median of true rank-orders med(r(o)l ). Under this scenario, the smaller median
imply that we have a better choice of the plant genotype which perform in top l lines. We can see
in Figure 4.4 that the full GRF is consistently better than GRF−Zs and GRF−Zb which provide the
evidence that accounting either spatial or subpopulation effects helps choose better plant genotypes.
For different fields, with the increasing of the number of observations, the median of true rank-
orders increases rapidly for each spatial strength under the full GRF, GRF−Zs and GRF−Zb . It
may because the estimation of rank-orders getting harder and harder due to much more choices of
genotypes.
4.5.2 The Wheat Dataset Data2 Ranking
From the wheat dataset Data2, we report the performances of GRF−Zb , GRF−Zbs and CMLM
based on 1000 independent randomizations each time for the eight phenotypes.
Table 4.6 reports both the prediction accuracies and Spearman’s rank-order correlations. Same
as before, these two measurements are highly correlated. It shows that with strong spatial effects,
i.e, phenotype GY under water supplies FI and MWS, GRF−Zb is much better than GRF−Zbs in
terms of prediction accuracies and the similarities of rank-orders with the true rank-order r(o). We
can see in Figure 4.5 that GRF−Zb is consistently better than GRF−Zbs . This provides the evidence
that accounting spatial effects helps choose better plant genotypes.
4.6 Discussion
This chapter investigates the problem of adjusting for spatial effects in genomic prediction. Our
analysis of the maize dataset Data1 and the wheat dataset Data2 revealed the existence of spatial
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Figure 4.4: Left: Comparisons of the full GRF and GRF−Zs for each field. Right: Comparisons of
the full GRF, GRF−Zs and GRF−Zb for each field. The real lines are different rank-orders analysis
for the full GRF, dashed lines are for GRF−Zs and dotted lines are for GRF−Zb .
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Figure 4.5: Comparisons of GRF−Zbs and GRF−Zb with full and selected SNPs under water supplies
FI and MWS. The real lines are different rank-orders analysis for GRF−Zbs , while dashed lines are
for GRF−Zb .
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Table 4.6: Average prediction accuracies and Spearman’s rank-order correlations (ρs) based on 1000
simulations for different phenotypes by GRF−Zbs and GRF−Zb with full and selected SNPs under
water supplies FI and MWS.
Full Selected
Accuracies ρs Accuracies ρs
WS Phenotype GRF−Zbs GRF−Zb GRF−Zbs GRF−Zb GRF−Zbs GRF−Zb GRF−Zbs GRF−Zb
FI DH 0.9870 0.9895 0.9851 0.9879 0.9604 0.9606 0.9558 0.9562
GY 0.7241 0.8401 0.7056 0.8261 0.7123 0.8334 0.6940 0.8196
NLS 0.9148 0.9302 0.9056 0.9222 0.9067 0.9184 0.8972 0.9098
TKW 0.9622 0.9697 0.9574 0.9658 0.9505 0.9558 0.9446 0.9504
MWS DH 0.9749 0.9783 0.9714 0.9751 0.9467 0.9503 0.9405 0.9443
GY 0.6257 0.8201 0.6060 0.8052 0.6251 0.8195 0.6077 0.8051
NLS 0.9036 0.9184 0.8938 0.9099 0.8927 0.9064 0.8818 0.8966
TKW 0.9336 0.9702 0.9258 0.9660 0.9210 0.9533 0.9122 0.9478
effects and heterogeneity across different subpopulation families. The spatial effects and hetero-
geneity, without proper treatment, can reduce the quality of the phenotype prediction. Under the
Gaussian random field model, we propose an additive covariance matrix structure that incorporates
genotype effects, spatial effects and subpopulation effects. We have also shown that by adjusting
for spatial effects, we can improve the choice of which plant genotypes perform best.
4.7 Appendix
4.7.1 Data Pre-Processing
In this section, we provide a detailed description of the pre-processing procedures for the maize
dataset Data1 and the wheat dataset Data2.
For the maize dataset Data1, as mentioned in Section 4.2, we apply LD-kNNi to impute all
missing SNP genotypes. Because there are only two alleles at each locus, we code the genotype
from each SNP as a binary variable where “1” represents the major more prevalent allele and “0”
represents the minor allele. After all missing SNP genotypes were imputed, we subdivided the 4660
observations into subsets corresponding to the three fields and, further, into subsets corresponding
to the 25 subpopulations.
In each of these datasets, many SNP markers that are identical to other SNP markers for all
observations. We keep only one representative SNP marker in such cases and remove redundant
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SNPs. However, a huge number of SNP markers are still remaining. It is not only a computational
burden for the marker kernel Cg, but also incorporating lots of redundancy information. To get
more useful marker kernel, we apply fixed and random model to select the important SNP markers.
For the fixed effect model step, we test all the genetic markers, one at a time. In each test, we obtain
the p-value. For those genetic markers with p-value larger than 0.05, we just discard them and keep
the remaining. The R package FarmCPU (Liu et al., 2016) was applied for this pro-processing. We
repeat the same procedures for each field and each subpopulation to get different selections. Table
4.7 shows the total number of SNP markers before and after removing the duplicated vectors, the
number of selected SNP markers for Data1 on Field 1. It can be shown in Table 4.7 that, after
Table 4.7: The total number of SNP markers before and after removing the duplicated vectors, the
number of selected SNP markers for Data1 on Field 1.
Chromosome 1 2 3 4 5 6 7 8 9 10
total 104827 81315 78369 73466 67423 58365 59577 59820 54013 50694
unique 95065 71524 68790 64492 60645 51272 51803 52687 47238 44470
selected 470 2666 789 300 503 290 580 343 124 401
the selection, the number of SNP markers are much reduced.
For the wheat dataset Data2, in Lado et al. (2013), they worked on the data with full SNPs.
We work on both the full and selected SNPs. The selection process is the same with before. For
the completeness of our comparison, we provided both results with full and selected SNPs.
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Table 4.8: The mean of accuracies for eight phenotypes by method GRF−Zb (λ00 = 0.001 and
λ00 = 0.0001) with full and selected SNPs based on 1000 independent random partitions of the
data into training (86%) and test (14%) sets.
Full Selected
Water Supply Phenotype GRF−Zb GRF−Zb
λ00 0.001 0.0001 0.001 0.0001
FI DH 0.8667 0.8668 0.8160 0.8185
GY 0.8299 0.8305 0.8309 0.8314
NLS 0.7160 0.7133 0.7004 0.6976
TKW 0.8294 0.8284 0.7972 0.7968
MWS DH 0.8231 0.8249 0.7732 0.7729
GY 0.9275 0.9268 0.9269 0.9257
NLS 0.7248 0.7244 0.7143 0.7140
TKW 0.8867 0.8863 0.8696 0.8700
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CHAPTER 5. SUMMARY AND DISCUSSION
In this dissertation, we developed several appropriate low-rank models to deal with problems
arising from matrix completion and recommender system and a GRF model for genomic predic-
tion. The three main chapters of this dissertation focused on three different models and statistical
inferences for different real datasets which include movie dataset, Yahoo Webscope dataset, maize
dataset and wheat dataset. While we considered application of the low-rank models to specific
matrix completion applications or recommender system, the methods we proposed can be applied
in multiple scenarios involving high dimensional, low-rank and many missing entries. Also the
proposed GRF model in Chapter 4 can be applied in many GWAS cases involving environmental
factors.
In Chapter 2, we investigated the problem of matrix completion with covariate information.
We have shown that utilizing such information can lead to more accurate completed matrix and
more interpretable results. When the matrix entries were heterogeneously observed due to selection
bias of covariates, this heterogeneity should be taken into account. Our real data analysis on the
MovieLens 100K data revealed the existence of the heterogeneity by the age and the gender of the
movie viewers. The heterogeneity, without proper treatment, can render the consistency of the
existing matrix completion methods. Under a column-space-decomposition model, we proposed a
matrix completion procedure that adjusts for the heterogeneity in the observation mechanism by
taking into account the covariate effect. The proposed matrix completion estimator can be cou-
pled with the fast randomized singular value thresholding (FRSVT) procedure to achieve improved
computational efficiency for high dimensional matrices. A general convergence of the matrix com-
pletion procedure was provided, and specific convergence rates under two popular models for the
probability of observation were also given. The column-space-decomposition model provided an in-
terpretive coefficient matrix that can quantify the effect of the covariates. Empirical studies showed
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the attractive performance of the proposed methods as compared with existing matrix completion
methods in terms of the root mean square prediction errors and the ranks of completed matrices.
We can see that the estimated rank was overestimated compared with the true rank in the
simulation section. Thus we proposed a two-step method to further improve the rank estimation
of the estimator proposed in Chapter 2. Our strategy was to allow a second step estimation to
adjust the rank. In the second step, we used the adaptive nuclear norm instead of the regular
nuclear norm. The adaptive weights were obtained by the inverse singular values of the first step
estimator. We showed the consistency of the rank estimation and developed a general asymptotic
upper bound for MSE. It was observed that the MSE of regression coefficients at the second step
was much smaller than the MSE at the first step. This is an on-going work. For future projects, I
will focus on showing the improvement of coefficients MSE theoretically and completing the whole
project.
In some recommender systems applications, people prefer the ordering of ratings than detailed
scores. For future projects, I will focus on improving the performance of the estimator by evaluating
the orders of the estimated ratings. In Chapter 2, we only use one-sided covariate information in
modeling. Another project I would like to work on is extending my current work to a two-sided
covariate scenario. The parameter space is more complex and there is an identifiability issue we
need to overcome.
In Chapter 3, we investigated the problem of matrix completion under low-rank missing mech-
anism. In the recovery of missingness part, we have shown that utilizing an additive model with
the consideration of mean effect improves the estimation. As the extreme values of probabilities
would make the prediction of target matrix instable, some constraints were applied. We proposed
one constrain methods and show the improvement with constraints in both theoretical and numer-
ical senses. With a weighted objective function, we proposed a matrix completion procedure that
adjusts for the heterogeneity in the observation mechanism by taking into account the low-rank
linear predictor. The proposed matrix completion estimator can be coupled with the fast iterative
shrinkage-thresholding algorithm (FISTA) to realized it. A general convergence of the matrix com-
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pletion procedure was provided, and specific convergence rates under different constraint levels for
the probability of observation were also given. Empirical studies showed the attractive performance
of the proposed methods as compared with existing matrix completion methods in terms of the
root mean square prediction errors and the ranks of completed matrices.
In high-dimensional regression problems, it has been showed not easy to find exact model
selection criterion for a particular setting. Recently some works have been established. However,
in matrix completion problems, there have been limited attempts with theoretical results. For
future projects, I will focus on understanding the estimator and getting the useful form of degree
of freedom, stein unbiased risk estimator (SURE), and model selection criterion.
In Chapter 4, we investigated the problem of adjusting for spatial effects in genomic prediction.
Our analysis of the maize dataset Data1 and the wheat dataset Data2 revealed the existence of
spatial effects and heterogeneity across different subpopulation families. The spatial effects and
heterogeneity, without proper treatment, can reduce the quality of the phenotype prediction. Un-
der the Gaussian random field model, we proposed an additive covariance matrix structure that
incorporates genotype effects, spatial effects and subpopulation effects. We have also showed that
by adjusting for spatial effects, we can improve the choice of which plant genotypes perform best.
