The goal of this paper is to study band-dominated operators on Banach spaces with Schauder basis with respect to uniformly locally finite metric spaces as well as the Banach algebras generated by them: the so called uniform Roe algebras. We investigate several kinds of isomorphisms between those Banach spaces (e.g., isomorphisms preserving norm, order, algebraic structure, etc) and prove several rigidity results on when a certain kind of isomorphism between the uniform Roe algebras implies that the base metric spaces are (bijectively) coarsely equivalent.
Introduction
The study of band-dominated operators has gathered considerable attention in the last years (e.g., [9, 23, 24, 25, 29, 31, 34] ). Those operators have been extensively studied as operators on ℓ p (Z n ) and later as operators on ℓ p (X), for arbitrary uniformly locally finite metric spaces (X, d). 1 Banddominated operators form Banach algebras, called uniform Roe algebras, and their study has also being boosted motivated by their connection with Date: March 27, 2020. 1 Uniformly locally finite metric spaces are often referred to as metric spaces with bounded geometry in the literature.
the Baum-Connes conjectures [3, 15, 36] , geometric group theory, (higher) index theory [35] , and, more recently, mathematical physics [12, 18] .
In this paper, we are interested in extending the study of band-dominated operators and their Banach algebras to the broader context of Banach spaces with a fixed Schauder basis E -band-operators are always considered with respect to a fixed base metric space. We explore how several properties of their Schauder basis affect those Banach algebras. Moreover, we investigate how different types of equivalences between those algebras affect the coarse type of the base metric spaces.
Let (X, d) be a countable metric space and E be a Banach space. As we are interested in dealing with Schauder basis which are not necessarily 1symmetric, 2 it is necessary to fix an enumeration of X in order to define band operators on L(E) -where L(E) denotes the space of bounded operators on E -with respect to a basis E and (X, d). Therefore, in order to simplify notation, we assume throughout the paper that X = N and that d is a metric on N. In this setting, an operator a ∈ L(E) is a band operator with respect to E = (e n ) n if there is r > 0 so that e * m (ae n ) = 0 for all n, m ∈ N with d(n, m) > r, where (e * m ) m is the sequence of biorthogonal functions of (e n ) n , i.e., e * m (e n ) = δ n,m for all n, m ∈ N. In this case, we say that a has propagation at most r with respect to E and write prop(a) ≤ r. When the basis E is clear from the context, we omit any reference to it. 2. An operator a ∈ L(E) is band-dominated with respect to E if it is the norm limit of band operators. 3. The uniform Roe algebra of (N, d) with respect to E is the algebra of all band-dominated operators and we denote it by B u (d, E).
If E = ℓ 2 and E is the standard unit basis of ℓ 2 , the uniform Roe algebra of (d, E) is a C * -algebra and it is usually denoted by C * u (N, d) , or by C * u (X) if the metric space under consideration is (X, d). Moreover, for p ∈ [1, ∞), X = ℓ p and E the standard unit basis of ℓ p , the uniform Roe algebra of (d, E) is often denoted by B p u (N, d), or B p u (X). In recent years, rigidity questions for uniform Roe algebras have been extensively studied for ℓ p , with special emphasis for p = 2 (e.g., [4, 6, 10, 30, 32] ). In layman's term, rigidity questions ask what kind of equivalence notions between two uniform Roe algebras are strong enough so that their existence implies that the base spaces of those algebras must be (bijectively) coarsely equivalent. This is the central theme of this piece. The results in this paper hold for both real and complex Banach spaces/algebras. As it is more common in operator algebra theory, we chose to consider all spaces to be complex unless otherwise stated. 3 We now describe the main findings of this paper. Firstly, we notice that, for arbitrary Banach spaces with Schauder basis, the space constructed by S. Argyros and R. Haydon as a solution for the scalar-plus compact problem allows us to prove that rigidity cannot work in general. Indeed, there is a Banach space E with a shrinking basis so that B u (d, E) = B u (∂, F) for all for all metrics d and ∂ on N and all shrinking bases E and F of E (see Proposition 3.8) .
In order to avoid such pathological examples, we must impose some restrictions on the basis of the Banach space E and symmetry of the basis E will be a common running hypothesis throughout these notes. 4 Moreover, a fixed basis E = (e n ) n on E defines natural order structures on E and L(E) which play a fundamental role in our results. Recall, if E is an ordered Banach space, we write E + = {x ∈ E | x ≥ 0} and say that a linear map a : E → E is positive if a(E + ) ⊂ E + (see Appendix). If E is a Schauder basis for E, an order on E is defined by setting n a n e n ≥ 0 if and only if a n ≥ 0 for all n ∈ N. This defines partial orders on both E and L(E) which make those spaces into ordered Banach spaces. Recall, a linear map between ordered Banach spaces is an order isomorphism if it is a positive bijection whose inverse is also positive.
We show in Theorem 5.2 that there are uniformly locally finite metrics d and ∂ on N so that C * u (N, d) and C * u (N, ∂) are simultaneously order and Banach space isomorphic, but d and ∂ are not coarsely equivalent metrics. However, the next theorem shows that this cannot happen if we also demand the isomorphism to be norm preserving. Recall, a Banach space E is strictly convex if x + y < 2 for all distinct unit vectors x, y ∈ E. Theorem 1.2. Let d and ∂ be uniformly locally finite metrics on N, and E and F be strictly convex Banach spaces with 1-symmetric bases E and F, respectively. If B u (d, E) and B u (∂, F) are simultaneously order isomorphic and isometric, then (N, d) and (N, ∂) are bijectively coarsely equivalent.
On the other hand, if one forgets about norm preservation, but demands the isomorphism to be an algebra isomorphism instead, then the strong rigidity above still holds: We point out that Theorem 1.3 can be slightly strengthened in the sense that we do not need the full power of symmetry of the bases, but only a metric version of it (see Definition 3.4 and Theorem 5.10).
When working with the classic uniform Roe algebras C * u (N, d) (or B p u (N, d) ), one does not usually consider the order on C * u (N, d) described above, but instead only looks at C * -algebra isomorphism (or Banach algebra isomorphism). We generalize several of the currently known results to arbitrary symmetric basis. The down side of this approach is that, just as in the case X = ℓ 2 , further geometric assumptions on the metrics d and ∂ are necessary in order to obtain rigidity results (at least with the current techniques). For that, the definition of ghost operators is necessary: an operator a ∈ L(E) is a ghost with respect to E if for all ε > 0 there is n 0 ∈ N so that |e * m (ae n )| ≤ ε for all n, m ≥ n 0 . 5 Theorem 1.4. Let d and ∂ be uniformly locally finite metrics on N, and E and F be Banach spaces with symmetric bases E and F, respectively. Assume that all ghost idempotents in B u (d, E) and B u (∂, F) are compact. If B u (d, N) and B u (∂, N) are Banach algebra isomorphic, then (N, d) and (N, ∂) are coarsely equivalent.
As for Theorem 1.3, only a metric version of basis' symmetry is needed for Thereom 1.4 (see Theorem 7.15). Theorem 1.4 allows us to obtain rigidity results under the assumption that (N, d) and (N, ∂) are metric spaces with G. Yu's property A (see Definition 6.2). For that we introduce the notion of regular uniform Roe algebra. Recall, if E is 1-unconditional, then E is a Banach lattice. In this setting, L(E) r denotes the space of regular operators on E and the regular norm · r is a norm on L(E) r which makes it into a Banach lattice (see Appendix and Section 4 for definitions). Given a uniformly locally finite metric d on N, and a Banach space E with 1-unconditional basis, we show that all band operators in L(E) are regular (see Proposition 4.2) . Therefore, we can introduce the notion of regular uniform Roe algebra: Definition 1.5. Let d be a uniformly locally finite metric on N and E be a Banach space with a 1-unconditional basis E. We define the regular uniform Roe algebra of the pair (d, E) as the · r -closure of all band operators, and denote it by B r u (d, E). It is well known that if (N, d) is a uniformly locally finite metric space with property A, then all ghosts in C * u (N, d) are compact (see [26, Proposition 11.43] ). 6 The following shows that the same holds for any 1-symmetric basis at least for elements in B r u (d, E). 
We point out that the condition Φ(B r u (d, E)) = B r u (∂, F) in the theorem above can be weakened (as well as the basis' symmetry). For details, see Theorem 7.20 below.
The paper is organized as follows: In Section 2, we introduce the basic definitions and terminologies for this paper -with the exception of real Banach lattices, whose basic properties we recall in Appendix. Section 3 deals with several types of basis in Banach spaces (e.g., unconditional, shrinking, symmetric, and subsymmetric) and how those basis' properties manifest in uniform Roe algebras. In Section 4, we recall the basics of complex Banach lattices and show that all band operators are regular (see Proposition 4.2). Section 5 deals with rigidity results for order isomorphisms between the uniform Roe algebras. We show that ordered Banach space isomorphism is not enough to give us rigidity even when E = ℓ 2 (see Theorem 5.2) and we prove Theorem 1.2 and Theorem 1.3. We deal with metric spaces with property A in Section 6 and prove Theorem 1.6. The rigidity results for Banach algebra isomorphisms are obtained in Section 7. Moreover, besides the isomorphism results mentioned above, we also obtain certain embedding results (see Theorem 7.14 and Theorem 7.19) . In Section 8, we list some natural problems which are left open in this paper and we finish the paper with a short appendix on real Banach algebras.
Preliminaries

2.1.
Basic terminology on Banach spaces. The results on this paper hold for both real and complex Banach spaces. As a rule, we chose to follow the common approach used in operator algebra theory, and all the Banach spaces are assumed to be over the complex field unless otherwise stated. We refer to [19] for the basics of Banach space theory.
Given Banach spaces E and F , B E denotes the closed unit ball of E and the space of all bounded operators a : E → F is denoted by L(E, F ), if E = F we simply write L(E). The space of all compact operators in L(E, F ) is denoted by K(E, F ) (if E = F , we write K(E)).
A sequence (e n ) n in a Banach space E is a Schauder basis for E, or simply a basis for X, if each x ∈ E can be written uniquely as x = n∈N α n e n for some (α n ) n ∈ C N . If P n : E → span{e 1 , . . . , e n } denotes the standard projection, then sup n P n < ∞. The basis is called monotone if sup n P n = 1 and bimonotone if it is monotone and sup n Id E −P n = 1. A sequence (x n ) n in E is called a basic sequence if it is a basis for the closure of its span. Given λ ≥ 1, two sequences (x n ) n and (y n ) n in E are called λ-equivalent if
α n x n for all k ∈ N and all (α n ) n ∈ C k .
Given a sequence (x n ) n in a Banach space E, we say that (x n ) n is seminormalized if it is bounded and inf n x n > 0. Given another sequence (y n ) n in E, we say that (y n ) n is a block subsequence of (x n ) n if there are a strictly increasing sequence (n k ) k ∈ N N and (α k ) k ∈ C N so that y k =
Remark 2.1. Let d me a metric on N, (E, · ) be a Banach space with a basis E, and let · ′ be a norm on E equivalent to · . Consider E ′ = (e n / e n ) n as a basis for (E,
This simple observation will be used throughout.
Throughout these notes, given finitely many Banach spaces (E i ) k i=1 , we denote their ℓ ∞ -sum by i∈I E i , i.e., the norm of an I-tuple x = (x i ) i∈I is given by x = max{ x i | i ∈ I}.
2.2.
Metric spaces and coarse equivalences. Let f : (X, d) → (Y, ∂) be a map. We say that f is coarse if for all r > 0 there exists s > 0 so that
for all x, y ∈ X. The map f is called expanding if for all s > 0 there exists r > 0 so that d(x, y) > r implies ∂(f (x), f (y)) > s for all x, y ∈ X. If f is both coarse and expanding, f is called a coarse embedding. We say that f is a coarse equivalence if f is a coarse embedding which is also cobounded, i.e., sup y∈Y ∂(y, f (X)) < ∞. In this case, we say that (X, d) and (Y, ∂) are coarsely equivalent. Equivalently, (X, d) and (Y, ∂) are coarsely equivalent if there are coarse maps f : X → Y and g : Y → X so that f • g and g • f are close to Id Y and Id X , respectively. 7 A metric space (X, d) is locally finite if |B r (x)| < ∞ for all r > 0 and all x ∈ X, where |B r (x)| denotes the cardinality of the closed d-ball centered at x of radius r. We say that (X, d) is uniformly locally finite, abbreviated by u.l.f., if sup x∈X |B r (x)| < ∞ for all r > 0. Clearly, a locally finite metric space must be countable. Hence, fixing an enumeration for an infinite X, it is enough to deal with locally finite metrics defined on N. 7 Recall, maps f, h :
The following is well known and its proof can be found for instance in [ 
such that each A i is the graph of a partial bijection 8 of N. Moreover, the partion can be taken so that d(n 1 , n 2 ) > r and d(m 1 , m 2 ) > r for all i ∈ {1, . . . , k} and all distinct (n 1 , m 1 ), (n 2 , m 2 ) ∈ A i .
Given a Banach space E with basis E and an operator a ∈ L(E), we define the support of a by supp(a) = {(n, m) ∈ N × N | e * m (ae n ) = 0}. The previous lemma gives a way to split the support of a finite propagation operator into finitely many pieces, and, if E is unconditional, we can write such operators as the finite sum of operators supported by members of this partition (e.g., proof of Proposition 2.4).
Proof. The inclusion M
For the other inclusion, let a ∈ B u (d, E) ∩ K(E) and assume that a ∈ M ∞ (E). Then there exists (ξ n ) n ∈ B E so that inf n aξ n > 0 and either ξ n ∈ span{e j | j > n} for all n ∈ N or aξ n ∈ span{e j | j > n} for all n ∈ N. Since a is compact, the latter cannot happen, so assume that ξ n ∈ span{e j | j > n} for all n ∈ N. Since a is compact, by going to a subsequence, we can assume that there exists m ∈ N so that inf n e * m (aξ n ) > 0. Since (N, d) is locally finite, this contradicts the assumption that a can be approximated by finite propagation operators.
Given a u.l.f. metric space (N, d), it easily follows that the space of all ghosts operators in B u (d, E) is an ideal of B u (d, E) (see Section 1 for definition of ghosts). Evidently, the ideal of all ghosts always contains M ∞ (E). In general, this is a strict inclusion (see [14, Page 349] or [27, Theorem 1.3] ). However, under the assumption that the metric space has G. Yu's property A, we can often guarantee that "reasonable" ghosts must belong to M ∞ (E) (see Theorem 1.6 for a precise statement). Proof. Let a be ghost with propagation at most r. Let
be the partition given by Lemma 2.2 for r. Unconditionality of E allow us to write a = k i=1 a i where each a i has its support contained in A i . As a is a ghost, so is each a i . Hence, symmetry of the basis implies that a i ∈ M ∞ (E) for all i ∈ {1, . . . , k}.
Properties of different bases in uniform Roe algebras
In this section, we deal with how different basis' properties affect the uniform Roe algebras. Recall, given a basis E = (e n ) n for a Banach space E and λ ≥ 1, the basis E = (e n ) n is called λ-unconditional if k n=1 α n e n ≤ λ k n=1 β n e n for all k ∈ N and all (α n ) k n=1 , (β n ) k n=1 ∈ C k with |α n | ≤ |β n | for all n ∈ {1, . . . , k}. The smallest such λ is called the unconditional constant of E. A basis E is unconditional if it is λ-unconditional for some λ ≥ 1.
Throughout the paper, we consider
|a ij | < ∞ and a ij = 0, ∀i = j and we view each element in ℓ ∞ as a linear map on C N by setting aξ = (a ii ξ i ) i for each ξ = (ξ i ) i ∈ C N . The proof of the next proposition is completely elementary, so we omit it. In the setting of the proposition above, we write ℓ ∞ (E) to denote the vector space ℓ ∞ endowed with the norm inherited by B u (d, E).
As mentioned in the introduction, if (X, d) is a u.l.f. metric space and E is the standard basis of ℓ p , the uniform Roe algebra B u (d, E) is frequently denoted by B p u (X) (see [8, 10, 31] ). In this case, B p u (X) contains the compact operators if and only if p = 1. Indeed, if f ∈ ℓ ∞ is the functional on ℓ 1 so that f (e n ) = 1 for all n ∈ N, then e 1 ⊗ f is compact but its distance to B 1 u (X) is 1. The next proposition generalizes this fact to a broader setting. Recall, a basis E = (e n ) n for a Banach space E is called shrinking if the sequence of its biorthogonal functionals (e * n ) n is a basis for the dual Banach space E * . Proof. Suppose E = (e n ) n is shrinking. Since compact operators are in the closure of the set of finite rank operators for any Banach space with the approximation property, it is enough to notice that B u (d, E) contains the finite rank operators. Let a be a finite rank operator, so a = k i=1 x i ⊗ f i for some x 1 , . . . , x k ∈ E and some f 1 , . . . , f k ∈ E * . Let P k : E → E and Q k : E * → E * be the projections onto the subspaces of E and E * generated by the first k elements of (e n ) n and (e * n ) n , respectively. Picking m ∈ N large enough, we have that k i=1 P m (x i )⊗ Q m (f i ) is as close to a as we wish. This concludes that K(E) ⊂ B u (d, E).
Suppose E = (e n ) n is not shrinking, and let f ∈ E * be a functional so that δ = lim sup m f m > 0, where
Without loss of generality, assume that E is normalized. Then a = e 1 ⊗ f is a rank 1 operator which does not belong to B u (d, E).
. Then, since (N, d) is locally finite, there exists m ∈ N so that d(1, n) > prop(b) for all n > m. Replacing m by a larger number if necessary, assume that f m > δ/2. Pick x ∈ B span{en|n≥m} so that |f (x)| ≥ δ/2. Then e * 1 b(x) = 0, and we conclude that
A basic sequence E = (e n ) n is symmetric if (e n ) n is equivalent to (e π(n) ) n for all bijections π : N → N, and it is well known that symmetric basis are automatically unconditional. Moreover, we say that E is 1-symmetric if (e n ) n is both 1-unconditional and 1-equivalent to (e π(n) ) n for all bijections π : N → N. Remark 3.3. Notice that, if E = (e n ) n is 1-symmetric, then there is no need to fix an enumeration of a countable metric space (X, d) in order to define band operators. Therefore, for 1-symmetric basis, one could should to use the (more common) notation B u (X, E) to denote the uniform Roe algebra of (d, E).
We now introduce a (nonstandard) metric version of basis' symmetry which gives a characterization of operators in B u [d, E] and will be very useful later -this characterization is also heavily used in the classic ℓ 2 scenario. Definition 3.4. Let (N, d) be a metric space, and E be an unconditional basis for a Banach space E. We say that E is d-symmetric if for all r > 0 and all partial bijections σ :
Clearly, any symmetric sequence is d-symmetric regardless of the metric d on N. In particular, (2) holds if E is symmetric.
be the partition given by Lemma 2.2 for r. Let C > 0 witnesses that
for all ∞ n=1 α n e n ∈ E. Let L be the unconditional constant of E. It follows that a i ≤ LC sup n,m |a j n,m |. Hence, a ≤ kLC sup n,m |a n,m |, and we are done.
(2) ⇒ (1) This follows by looking at matrices a whose support are partial bijections σ : A ⊂ N → B ⊂ N so that d(n, σ(n)) ≤ r for all n ∈ A. We leave the details to the reader.
Remark 3.6. Notice that given a 1-unconditional basis E for a Banach space E and a u.l.f. metric space (N, d), the assumption sup i,j |a ij | < ∞ is not enough to guarantee that a finite propagation matrix a = [a ij ] defines a bounded operator on E. Indeed, let (x n ) n and (y n ) n denote the standard basis of ℓ 1 and ℓ 2 , respectively, and let e 2n = x n and e 2n−1 = y n for each n ∈ N. So (e n ) n is a 1-unconditional basis for E = ℓ 1 ⊕ℓ 2 . Define a = [a ij ] by letting a ij = 1 if i = 2n−1 and j = 2n for some n ∈ N and a ij = 0 otherwise. Considering N with its usual metric, a has propagation 1. However, a is clearly not even a well defined operator.
Pathological examples.
We start by noticing that uniform Roe algebra of nonisomorphic Banach spaces can be isomorphic as Banach spaces. Notice that L(E) and L(F ) are never Banach algebra isomorphic if E and F are nonisomorphic as Banach spaces [11, Theorem 2] . Hence, we cannot use the same approach as in Proposition 3.7 in order to find nonisomorphic Banach spaces E and F with Banach algebra isomorphic uniform Roe algebras (Problem 8.4).
The scalar-plus compact problem was solved in [2] , where S. Argyros and R. Haydon constructed a real Banach space X which is a predual of ℓ 1 (R) and so that all bounded operators on it are a multiple of the identity plus a compact. As such, X admits a shrinking basis, and it is an interesting source for many pathological examples. For instance, we have the following -since we chose to deal with complex Banach spaces in this paper, we do the same below, but the real version of the proposition also holds. Proposition 3.8. Let X C be the standard Banach space complexification of the Argyros-Haydon space. Then X C has a shrinking basis and the following holds: Proof. Let X be the Argyros-Haydon space, i.e., X is a real Banach space which was precisely constructed so that all real-linear bounded operators on X are of the form α · Id X + K for some α ∈ R and some real-linear compact operator K on X (see [2] ). Let X C be the standard Banach space complexification of X, i.e, X C is real-linear isomorphic to X ⊕ X, (α + iβ)(x, y) = (αx − βy, βx + αy), and
for all x, y ∈ X and all α, β ∈ R (see [22] for details on this complexification). As X is an ℓ 1 (R)-predual, X C is an ℓ 1 (C) predual (see [22, Proposition 7] ). In particular, X * C has a basis, which implies that X C has a shrinking basis (see [17, Theorem 1.4] ).
(1) It follows straightforwardly that all operators on X C are also a (complex) scalar multiple of the identity plus a compact, so L(
(2) Separability follows since L(X C ) = K(X C ) + C · Id X C and amenability follows from [2, Proposition 10.6]. For the last statement, notice that Proposition 3.1 implies that B u (∂, F) it not separable for all unconditional basis F.
Regular uniform Roe algebra
In order to avoid anomalies as Proposition 3.8, we will restrict ourselves to Banach spaces with unconditional basis. One of the main benefits of that is the fact that Banach spaces with 1-unconditional basis are Banach lattices -very simple Banach lattices. In this subsection, we use this lattice structure in order to define the regular uniform Roe algebra and we show that operators of finite propagation are regular. We start this section with a quick review of complex Banach lattices and refer the reader to Appendix for a review of real Banach lattices, as well as some basic results which we use throughout these notes.
Let F be a real Banach lattice. Then F C denotes the sum F ⊕ F and we write x + iy for an element (x, y) ∈ F C . We endow F C with the modulus
where the supremum above is taken in F , and endow F C with the norm
for all x + iy ∈ F C (see [28, Section II.11] for details). The space F C is called a complex Banach lattice -and the lattice complexification of F . Clearly, every (complex) Banach space E with a 1-unconditional basis is a complex Banach lattice. Given an operator a ∈ L(F C ), there are operators a r , a c ∈ L(F ) so that
for all x ∈ F . Those operators are the real and complex parts of a, respectively. We say that a is positive if a r is (real) positive and a c = 0, and we say that a is regular if both a r and a c are (real) regular (see Appendix).
We denote the positive operators on F C by L(F C ) + and the set of regular operators by L(F C ) r . The next proposition shows that the elements of B u [d, E] are all regular if E is 1-unconditional. This will be essential for Section 6 in the proofs of Lemma 6.3 and Lemma 6.6.
where each b i has only positive entries and all of their nonzero entries belong to supp(a). Since all positive operators on a real Banach lattice are bounded (Proposition 9.4), it is enough to show that each b i is a well defined positive linear operator.
. . , k} and all ℓ = m (Lemma 2.2). For each i ∈ {1, . . . , k}, let c i be the restriction of b to C i , i.e., supp(c i ) = C i for all i ∈ {1, . . . , k} and b = k i=1 c i . In order to show that b is a well defined positive linear operator, it is enough that the same holds for each c i . Fix i ∈ {1, . . . , k}, and let c = c i and C = C i . To simplify notation, let C = {(x n , y n ) ∈ N × N | n ∈ N}. Let us observe that cξ is well defined for each ξ ∈ E. Indeed, this follows since, for any ξ ∈ E with finite support cξ is well defined and we have that
(here we use that all the entries of b are positive and that
Since ξ ∈ E is an arbitrary element of E with finite support, this shows that cξ is a well defined element of E for all ξ ∈ E. Since c is clearly linear and positive, Proposition 9.4 implies that c ∈ L(E).
Since i ∈ {1, . . . , k} was arbitrary, this shows that b ∈ L(E) r . Analogously, this argument shows that b 2 , b 3 , b 4 ∈ L(E) r , and we conclude that
If F is a real Banach lattice, then L(F C ) is isomorphic to L(F ) C . If moreover, F is Dedekind complete, then every regular operator a ∈ L(F C ) has a well defined modulus |a| given by
(see [28, Theorem 1.8] ). Moreover, the regular operators L(F C ) r can be endowed with the regular norm (or r-norm) given by
, one can return to the definition of the uniform Roe algebra of the pair (d, E) and take the norm closure of B u [d, E] with respect to the regular norm · r . This defines the regular uniform Roe algebra of (d, E), B r u (d, E), which we defined in Section 1 (see Definition 1.5). Notice that, in general, we have the following inclusions: Proof. As E is a (complex) Banach space with 1-unconditinal basis, there exists a real Banach space F with an unconditional basis so that E = F C . By abuse of notation, we still denote the 1-unconditional basis of F by E. Let B r u,R (d, E) denote the · r -closure of all (real-linear) operators a ∈ L(F ) with finite propagation. In order to show that B r u (d, E) is a Banach sublattice of L(E) r , we need to show that B r u,R (d, E) is a real Banach sublattice of the real Banach lattice L(F ) r and notice that B r
and (a n ) n and (b n ) n are sequences of real band operators converging in the r-norm to a and b, respectively, then a ∧ b = · r -lim n a n ∧ b n and a ∨ b = · r -lim n a n ∨ b n . Since a n and b n are band operators, so are a n ∧ b n and a n ∨ b n , and we are done.
By the definition of the modulus, for any sequences (a n ) n and (b n ) n in L(F ) so that · r -lim n (a n +ib n ) = a+ib we must have that · r -lim n a n = a and · r -lim n a n = a. Therefore, if a ∈ B r u (d, E), then a r , a c ∈ B r u,R (d, E). So the standard isomorphism between L(F C ) and L(F ) C restricts to an isomorphism between B r u (d, E) and B r u,R (d, E) C , and we are done.
Rigidity for order preserving equivalences
In this section, we investigate what kind of order preserving equivalences between two given uniform Roe algebras B u (d, E) and B u (∂, F) are strong enough in order to guarantee that the base metric spaces are coarsely equivalent to each other.
We start this section showing that an order preserving Banach space isomorphism is not enough for rigidity to hold (Theorem 5.2). Then, we show that order preserving Banach space isometries and order preserving Banach algebra isomorphisms do give us rigidity under reasonable conditions on E and F (Theorem 1.2 and Theorem 5.10).
5.1.
Banach space isomorphism and nonrigidity. In this subsection, we show that order preserving Banach space isomorphism is too weak of a property to give us rigidity. For that, it will be useful to work with metric spaces admitting infinite-valued metrics. Precisely, if (X, d) is an infinitevalued metric space (i.e., d : X × X → [0, ∞] satisfies all the metric axioms but it may have infinite values), then we define C * u (X) in the exactly same way as for standard metric spaces. 10 Given metric spaces (X 1 , d 2 ) and (X 2 , d 2 ), we write X = X 1 ⊔ X 2 to denote the coarse disjoint union of X 1 and X 2 , i.e., X is the infinite-valued metric space endowed with the metric d defined by
otherwise.
If (X i ) k i=1 are metric spaces, the sum k i=1 X i is defined analogously.
Proposition 5.1. There exists an ordered Banach space isomorphism between C * u (N) and
In particular, C * u (N) and C * u ( 4 i=1 N) are isomorphic as ordered Banach spaces, but N and 4 i=1 N are not coarsely equivalent.
Proof. Let I and P denote the subsets of odd and even natural numbers, respectively. Let U I : ℓ 2 (N) → ℓ 2 (I) and U P : ℓ 2 (N) → ℓ 2 (P ) be the canonical isometries, i.e., U I δ n = δ 2n−1 and U P δ n = δ 2n for all n ∈ N. It is straightforward that
The reader familiar with coarse spaces can also see an infinite-valued metric space (X, d) as a coarse space, and C * u (X) as the uniform Roe algebra of this coarse space. We refer to [26] for details on coarse spaces and [4] for the uniform Roe algebra of arbitrary coarse spaces is a Banach space isomorphism. Indeed, this can be seen by looking at the maps C * u (N) → C * u (N) induced by the bijections (n, m) ∈ N × N → (2n, 2m) ∈ P × P, N) , the result follows.
We now show that the (finite-valued) metric space version of Proposition 5.1 if also true. Precisely, we have the following:
Then N and X are not coarsely equivalent, but there exists an ordered Banach space isomorphism between C * u (Z) and C * u (X). In particular, C * ,r u (N) and C * ,r u (X) are isomorphic as Banach lattices.
Proof. Throughout this proof, we use the word "isomorphism" meaning a Banach space isomorphism which is also an order isomorphism.
Firstly
defines an isomorphic embedding onto the sum of
where each Z i contains (0, 0) and it is coarsely equivalent to Z by a map sending (0, 0) to 0. Under this coarse equivalence, it makes sense to talk about the positive and negative elements of each Z i . For each i, let A i be the positive elements of Z i and B i be the nonpositive elements of Z i . Then the number 8 in C * u (N) 8 ⊕ K(ℓ 2 (N)) 56 comes from the corners
, and the number 56 from all the possible combinations of 8 . Hence, we only need to notice that K(ℓ 2 (N)) is isomorphic to K(ℓ 2 (N)) k for any k ∈ N. For that, given k ∈ N, let I i = {kn − i | n ∈ N} for each i ∈ {0, . . . , k − 1}. Then notice that
is an isomorphism and that each K(ℓ 2 (I i ), ℓ 2 (N)) is isomorphic to K(ℓ 2 (N)). This proves the first assertion. For the last statement, notice that isomorphism Φ : C * u (Z) → C * u (X) constructed above restricts to a positive linear map Ψ : (C * ,r u (Z), · r ) → (C * ,r u (X), · r ) whose inverse is also positive. Therefore, by Proposition 9.4, these restrictions are bounded. Hence Ψ : (C * ,r u (Z), · r ) → (C * ,r u (X), · r ) is both a Banach space isomorphism and an order isomorphism. By [21, Exercise 1.3.E2], Ψ is a Banach lattice isomorphism. The notion of coarse-like maps between uniform Roe algebras was introduced in [4, 7] , and it has been an important tool in the study of rigidity. The next is a stronger version of it. The definition of coarse-like maps is given in Definition 7.7. Let (N, d) and (N, ∂) be metric spaces, E and F be Banach spaces with unconditional bases E and F, respectively, and let Φ :
Proof. Without loss of generality, assume that E and F are normalized and bimonotone. Let r > 0 and write A = {(n, m) ∈ N × N | d(n, m) ≤ r}. Since E is d-symmetric, Proposition 3.5 implies that a = (n,m)∈A e n,m is a well defined operator in B u (d, E). Hence Proposition 5.3 implies that for each (n, m) ∈ A, there exists λ n,m ∈ [ Φ −1 −1 , Φ ] and σ(n, m) ∈ N × N so that Φ(e n,m ) = λ n,m e σ(n,m) . For the other inclusion, let (k, ℓ) ∈ supp(Φ(a)) and pick λ > 0 so that λe k,ℓ ≤ Φ(a). Then Φ −1 (λe k,ℓ ) ≤ a. By Proposition 5.3, Φ −1 (λe k,ℓ ) must equal αe n,m for some (n, m) ∈ N × N and σ(n, m) = (k, ℓ). Notice that every separable Banach space can be (easily) renormed to be strictly convex (see Section 1 for the definition of strict convexity and [16, Page 33] for this renorming result). If E = (e n ) n is a normalized monotone basis of a strictly convex space E, then e n + e m > 1 for all n, m ∈ N. Hence, the operator e n,ℓ + e n,m ∈ L(E) has norm greater than 1. Also, given n = m, there exists λ > 1/2 so that λ(e n + e m ) ≤ 1. Hence, the operator e n,n + e m,n ∈ L(E) has norm greater than 1. Those observations will be used in the following proof.
Proof of Theorem 1.2. Without loss of generality, assume E and F are normalized. Given n, m ∈ X, let σ(n, m) ∈ Y × Y be given by Proposition 5.3, i.e., Φ(e n,m ) = e σ(n,m) for all n, m ∈ X -here we use that Φ is an isometry, so λ = 1. Clearly, σ is a bijection and Φ −1 (e k,ℓ ) = e σ −1 (k,ℓ) for all k, ℓ ∈ Y . Let π 1 , π 2 : Y × Y → Y × Y denote the projections onto the first and second coordinates, respectively. Claim 5.8. There exists i ∈ {1, 2} so that π i (σ(n, n)) = π i (σ(n, m)) for all n, m ∈ X.
Proof. First notice that the claim holds for a fixed n ∈ N. Indeed, fix n ∈ N. Given m = n, the comments preceding this theorem say that e n,n + e n,m has norm greater than 1, hence so does Φ(e n,n +e n,m ) = e σ(n,n) +e σ(n,m) . As F is 1-symmetric, either π 1 (σ(n, n)) = π 1 (σ(n, m)) or π 2 (σ(n, n)) = π 2 (σ(n, m)), and only one of those options can happen. Assume the former (if the latter holds, the proof proceeds analogously). If ℓ = m, the same arguments give that either π 1 (σ(n, n)) = π 1 (σ(n, ℓ)) or π 2 (σ(n, n)) = π 2 (σ(n, ℓ)). Hence, if π 1 (σ(n, n)) = π 1 (σ(n, ℓ)), then e σ(n,m) + e σ(n,ℓ) has norm 1; contradiction.
This shows that for each n ∈ X, there exists i n ∈ {1, 2} so that π i(n) (σ(n, n)) = π i(n) (σ(n, m)) for all m ∈ X. In order to notice that i n = i m for all n, m ∈ X, one only needs to notice that the same proof holds for the map τ (n, m) = σ(m, n).
To simplify notation, assume the previous claim is satisfied with i = 1. Define a map f : X → Y by letting f (n) = π 1 (σ(n, n)) for all n ∈ N. Since σ is a bijection, the previous claim implies that f is surjective. If n = m, then e n,n + e m,m = 1. Hence e σ(n,n) + e σ(m,m) also has norm 1, which implies that π 1 (σ(n, n)) = π 1 (σ(m, m) ). So, f is also injective. Proof. Let r > 0. Since Φ is strongly coarse-like (Proposition 5.5), there exists s > 0 so that ∂(σ(n, m)) ≤ s for all n, m ∈ X with d(n, m) ≤ r. Fix distinct n, m ∈ X with d(n, m) ≤ r. By the comments preceding this theorem, both e n,n + e n,m or e m,m + e n,m must have norm greater than 1. Hence, as Φ is an isometry, both e σ(n,n) + e σ(n,m) and e σ(m,m) + e σ(n,m) must have norm greater than 1 as well. Again by the isometric property of Φ, e σ(n,n) + e σ(m,m) has norm 1.
Therefore, as F is 1-symmetric, we must have that either π 1 (σ(n, n)) = π 1 (σ(n, m)) and π 2 (σ(m, m)) = π 2 (σ(n, m)) or π 2 (σ(n, n)) = π 2 (σ(n, m)) and π 1 (σ(m, m)) = π 1 (σ(n, m)). Without loss of generality, suppose the latter holds. Then ∂(f (n), f (m)) = ∂(π 1 (σ(n, n)), π 1 (σ(m, m))) ≤ ∂(π 1 (σ(n, n)), π 2 (σ(n, m))) + ∂(π 2 (σ(n, m)), π 1 (σ(n, m))) ≤ ∂(π 1 (σ(n, n)), π 2 (σ(n, n))) + s ≤ 2s.
This concludes that f is coarse.
Notice that f −1 (k) = π 1 (σ − 1 (k, k) ). Hence f −1 is coarse by the same arguments applied to σ −1 and Φ −1 .
This concludes the proof. Proof. Since Φ is a homomorphism, Φ(e n,n ) must be an idempotent for all n ∈ N. So Proposition 5.3 gives a map f : N → N so that Φ(e n,n ) = e f (n),f (n) for all n ∈ N. Clearly, f is a bijection. We are left to notice that f is a coarse equivalence. For that, it is enough to show that both f and f −1 are coarse. Fix r > 0 and let s > 0 be so that ∂(k, ℓ) ≤ s for all n, m ∈ N with d(n, m) ≤ r and (k, ℓ) = supp(Φ(e n,m )) (Proposition 5.5). Since Φ(e m,m )Φ(e n,m ) = Φ(e n,m )Φ(e n,n ), we must have that ∂(f (n), f (m)) ≤ s for all n, m ∈ N with d(n, m) ≤ r. So f is coarse. Analogous arguments show that f −1 is coarse, so we are done.
Proof of Theorem 1.3. As symmetric basis are d-symmetric, this is a particular case of Theorem 5.10.
Property A and ghost operators
Section 5 dealt with rigidity for order preserving isomorphisms. For now on, we forget order preservation, and our goal is to obtain rigidity for some uniform Roe algebras under Banach algebra isomorphisms. For that, extra geometric conditions on our metric spaces will be needed. Precisely, we will need to assume that the ghost operators in B r u (d, E) belong to M ∞ (E). Since this is a technical condition, in order to obtain examples, we start by showing in this section that metric spaces with property A satisfy this technical condition (see Theorem 1.6). The definition above is not the original definition of property A given by G. Yu in [36] , but it is equivalent to it by [33, Theorem 1.2.4] . 11 The next result is the version of [31, Lemma 6.3] for our Banach lattice setting. Proof. Fix b ∈ L(E) r . By the definition of a d-partition of unit, it follows that {n ∈ N | ϕ n ξ = 0} is finite if ξ ∈ E has finite support. Hence, in order to show that n∈N ϕ n bϕ n ξ converges strongly for any ξ ∈ E, and that n∈N ϕ n bϕ n is an operator with r-norm at most 4 b r , it is enough to show that n∈N ϕ n cϕ n ξ ≤ b r ξ for all ξ ∈ E with finite support, and all c ∈ {b 1 (see Appendix for the definition of ( n i |x i | 2 ) 1/2 ). Since c is positive, Proposition 4.1 implies that |cϕ n ξ| ≤ |c||ϕ n ξ|. As c ≤ |b|, we have that c ≤ b r . Hence, using positivity of c once again, we have that Given (β n ) n with n β 2 n = 1, the classic Hölder's inequality gives that In order to get equality, fix k ∈ N, let ε = ξ(k)/|ξ(k)| (let ε = 0 if ξ(k) = 0), and let (β n ) n = (εϕ n (k)) n . This implies that |ξ(k)|e k ≤ ( n∈N |ϕ n ξ| 2 ) 1/2 for each k ∈ N. So, |ξ| ≤ ( n∈N |ϕ n ξ| 2 ) 1/2 . The equality ( n∈N |ϕ n ζ| 2 ) 1/2 = |ζ| follows completely analogously.
The previous claim and (1) imply that ζ n∈N ϕ n cϕ n ξ ≤ b r |ξ| |ζ| = b r ξ ζ .
This completes the proof that n∈N ϕ n bϕ n defines an operator on L(E) with r-norm at most 4 b r . The definition of d-partition of unit clearly implies that this operator has finite propagation and it is positive.
Given a metric space (N, d) and a Banach space E with basis E, we say that an operator v ∈ L(E) is a partial translation if there exists a bijection f : A ⊂ N → B ⊂ N so that (1) sup n d(n, f (n)) < ∞ and (2) ve n = e f (n) for all n ∈ A, and ve n = 0 for all n ∈ A. Notice that if E is d-symmetric, then B u (d, E) contains all partial translations in L(E). The next simple result can be obtained by Lemma 2.2 (or [31, Lemma 2.4]) and we omit the details. Lemma 6.5. Let (N, d) be a u.l.f metric space, E be a Banach space with normalized symmetric basis E and let a ∈ L(E) be an operator with propagation at most r. There is N ∈ N, We now show that ( n∈N |[ϕ n , a]ξ| 2 ) 1/2 ≤ εN a |ξ|. As prop(a) ≤ r, write a = N i=1 f i v i , where each f i is a diagonal operator in ℓ ∞ (E) with norm at most a and each v i is a partial translation with propagation at most r (see Lemma 6.5) . Using that diagonal operators commute with each other, we have that
Let n ∈ N and i ∈ {1, . . . , N }. Since v i is a partial translation with propagation at most r, let t i : R i ⊂ N → D i ⊂ N be a bijection so that v i (e t i (k) ) = e k and d(k, t i (k)) ≤ r for all k ∈ R i and v i (e m ) = 0 for all k ∈ D i . Then one can easily see that
This gives us that
Hence, using classic Hölder's inequality just as in the proof of Lemma 6.3 and the fact that (ϕ n ) n has (r, ε)-variation, we obtain that
The estimates above gives us that n∈N ϕ n [ϕ n , a] is well defined and it has norm no greater than εN a . Since (ϕ n ) n has (r, ε)-variation, it is clear that this operator has finite propagation. We leave the details to the reader. Lemma 6.7. Let E be a Banach space with a 1-unconditional symmetric basis E. Let (N, d) be a uniformly locally finite metric space with property A, and for each k ∈ N, let (ϕ n,k ) n be a d-partition of unit with (k, 1/k)variation. For each k ∈ N let By Lemma 6.6, the operator norm of n∈N ϕ n,k [a i , ϕ n,k ] is bounded by N 2 a /k, where N = sup n∈N |B prop(a) (n)|. So we can pick k 0 ∈ N large enough so that a − M k (a) < ε for all k > k 0 . Therefore, we obtain that
for all k > k 0 . Since ε > 0 was arbitrary, this finishes the proof.
Proof of Theorem 1.6. Fix a ghost operator a ∈ B r u (d, E). Let (M k ) k be as in Lemma 6.7. The formula of M k clearly implies that each M k (a) is also a ghost and has finite propagation. Hence, by Proposition 2.4, M k (a) ∈ M ∞ (E) for all k ∈ N. As a = lim k M k (a), this shows that a ∈ M ∞ (E). In particular, a is compact.
Rigidity for Banach algebra isomorphisms
In this section, we prove rigidity results for Banach algebra isomorphisms. Unlike the rigidity results in Section 5, the results in this section only hold under some technical geometric conditions on the u.l.f. metric spaces -on the bright side, no order preservation is needed. We first present our results under the technical condition that ghost idempotents belong to M ∞ (E). In Subsection 7.4, we apply Theorem 1.6 in order to obtain results for spaces with property A. 7.1. Choosing the coarse equivalence. We start by presenting the method of choosing the map which will be later shown to be a coarse equivalence between the base metric spaces of the uniform Roe algebras. This is the only step in our proof that uses the extra geometric condition of the space. Proposition 7.1. Let (N, ∂) be a u.l.f. metric space and F be a Banach space with a bimonotone basis F. Let (p n ) n be a sequence of rank 1 operators so that SOT-n∈M p n ∈ B u (∂, F) for all M ⊂ N and inf n p n > 0. Given an infinite M 0 ⊂ N and ε, ρ ∈ (0, 1), there exist an infinite M ⊂ M 0 and a normalized block subsequence of F so that p n η n ≥ ρ p n and p m η n < 2 −m ε for all m = n in N.
Proof. For each n ∈ N, pick a unit vector ξ n ∈ F and f n ∈ F * so that f n = p n and p n = ξ n ⊗ f n . Since δ = inf n p n > 0, (f n ) n is seminormalized. As n∈N p n converges in the strong operator topology, the sequence (f n ) n must be weak * -null. Since p n ∈ B u (∂, F), each p n can be approximated arbitrarily well by band operators. Hence, it follows that Proof. Suppose δ = 0 and let us show that the second condition must hold. Since δ = 0, pick a sequence (x n ) n in N so that e m,m φ(e xn,xn )e k,k < 2 −n for all m, k ∈ N. Since Φ is injective, by going to a subsequence, we can assume that (x n ) n is a sequence of distinct natural numbers. Claim 7.3. There exists an infinite M ⊂ N so that if p = Φ( n∈M e xn,xn ), then for all ρ ∈ (0, 1) and all m ∈ N, there exists a unit vector ξ ∈ span{f i | i > m} so that pξ ≥ ρ Φ −1 −1 .
Proof. Fix ε > 0. By Proposition 7.1, there exists an infinite M ⊂ N and a sequence (ξ n ) n of unit vectors so that ξ n ∈ span{f i | i > n}, Φ(e xn,xn )ξ n ≥ ρ Φ −1 −1 and Φ(e x i ,x i )ξ n < ερ2 −i Φ −1 −1 for all n ∈ N and all i = n. Hence, since p = SOT-n∈M Φ(e xn,xn ), we have that For any m ∈ N, ρ ∈ (0, 1) and a ∈ M m (E), the previous claim gives a unit vector ξ ∈ span{f i | i > m} so that pξ ≥ ρ Φ −1 −1 . Therefore, Proof. Let ε > 0. Pick n 0 ∈ N so that 2 n 0 ≤ ε/2. Since each Φ(e xn,xn ) is a ghost, fix a finite A ⊂ N so that e m,m φ(e xn,xn )e k,k < ε/(2n 0 ) for all m, k ∈ A and all n ≤ n 0 . Then, using again that p = SOT-n∈M Φ(e xn,xn ), we have that This concludes our proof. Let B ⊂ A be Banach algebras. Inspired by C * -algebra theory, we say that B is a hereditary subalgebra of A if BAB ⊂ B. The following was proved in [8, Lemma 3.11] for E being the standard basis of ℓ p . Since the exactly same proof holds for any basis, we omit its proof here. Let (N, d) and (N, ∂) be u.l.f. metric spaces, and E and F be Banach spaces with bases E and F, respectively. If Φ : F) is a Banach algebra embedding onto a hereditary Banach subalgebra of B u (∂, F), then there exists a surjective isomorphism U :
for all a ∈ B u (d, E) . Moreover, if Φ is an isometry, so is U . In particular, Φ is strongly continuous and rank preserving.
The next corollary spells out our technical geometric condition: all ghost idempotents in the uniform Roe algebra B u (∂, E) belong to M ∞ (E). Theorem 7.9. Let (N, d) and (N, ∂) be u.l.f. metric spaces, and let E and F be Banach spaces with unconditional bases E and F, respectively. If E is d-symmetric, then every strongly continuous rank preserving linear map
Theorem 7.9 is the version of [5, Proposition 3.3] to our settings. In order to prove it, we need the next lemma (c.f [4, Lemma 4.9] ). We use the notation D = {z ∈ C | |z| ≤ 1}. Lemma 7.10. Let (N, d) be a u.l.f. metric space, and let E be a Banach space with an unconditional basis E. Let (a n ) n be a sequence of finite rank operators in B u (d, E) so that n α n a n converges in the strong operator topology to an operator in B u (d, E) for all (α n ) n ∈ D N . Then for every ε > 0 there exists r > 0 so that n α n a n can be ε-r-approximated for all (α n ) n ∈ D N .
Sketch of the proof. The proof follows the proof of [4, Lemma 4.9] almost verbatim. The only difference being that since the unit ball of L(E) does not need to be compact in the weak operator topology (indeed, this holds if and only if E is reflexive), the proof of [4, Lemma 4.7] , which is used in the proof of [4, Lemma 4.9], does not hold. We present a proof of [4, Lemma 4.7] which holds in our setting: Lemma 7.11. Let (N, d) be a u.l.f. metric space, E be a Banach space with an unconditional basis E = (e n ) n , a ∈ L(E), and ε, s > 0. If a is not ε-s-approximable, then aχ [1,n] is not ε-s-approximable for all large enough n ∈ N.
Proof. Without loss of generality, assume E is 1-unconditional. If the lemma fails, then for each n ∈ N pick b n ∈ L(E) with prop(b n ) ≤ s and aχ [1,n] − b n ≤ ε (cf. [4, Proposition 4.6(i)]). Clearly, sup n b n < ∞.
Claim 7.12. The sequence (b n ) n has a subsequence which converges in the strong operator topology.
Proof. For each n ∈ N, let b n = [b n i,j ] be the matrix representation of b n , i.e., b n i,j = e * j (b n e i ). Going to a subsequence, assume that lim n b n i,j exists for all i, j ∈ N. Given ξ = i ξ(i)e i ∈ E, b n ξ(j) = i b n i,j ξ(i) for all j ∈ N. Moreover, as (N, d) is u.l.f. and prop(b n ) ≤ s for all n ∈ N, there is k ∈ N so that for each j ∈ N, there is a subset A j ⊂ N with k elements so that b n i,j = 0 for all i ∈ A. Hence, i b n i,j ξ(i) = i∈A j b n i,j ξ(i) and lim n i b n i,j ξ(i) exists for all ξ ∈ E and all j ∈ N.
We now define a bounded operator b on E by defining the j-th coordinate bξ(j) for each ξ ∈ E. Precisely, for j ∈ N and ξ = i ξ(i)e i ∈ E, let bξ(j) = lim n i b n i,j ξ(i). Notice that, bimonotonicity of the basis implies that As d is u.l.f., there exists an increasing sequence (l N ) N so that
This shows that given any ξ ∈ E, the sum j bξ(j)e j converges in E, so bξ is well defined. Moreover, b is clearly bounded and b n converges to it in the strong operator topology.
By the previous claim, going to a subsequence if necessary, let b = SOT-lim n b n . Clearly, prop(b) ≤ s. As a is not ε-s-approximable, there exists a unit vector ξ ∈ E so that (a − b)ξ > ε. As ξ = lim n χ [1,n] ξ, this contradicts that aχ [1,n] Proof of Theorem 7.9. Let ε, r > 0 and E = (e n ) n . Without loss of generality, assume that E is normalized. Let
By Proposition 3.5, we have that (n,m)∈E α n,m e n,m converges in the strong operator topology to an operator in B u (d, E) for all (α n,m ) (n,m)∈E ∈ D E .
The hypothesis on Φ imply that (n,m)∈E α n,m Φ(e n,m ) converges in the strong operator topology for all (α n,m ) (n,m)∈E ∈ D E . By Lemma 7.10, there exists s > 0 so that Φ( (n,m)∈E α n,m e n,m ) = (n,m)∈E α n,m Φ(e n,m ) can be ε-s-approximated for all (α n,m ) (n,m)∈E ∈ D E . Since every operator in B L(E) with propogation at most r is of the form (n,m)∈E α n,m e n,m for some (α n,m ) (n,m)∈E ∈ D E , the result follows. 7.3. Obtaining coarse equivalences. In Subsection 7.1, we presented a method of choosing candidates for being coarse equivalences and in Subsection 7.2 we show that some maps between uniform Roe algebras have a coarse-like behavior. In this subsection, we put those together and obtain the desired coarse equivalences.
The next lemma is a more general version of [8, Lemma 3.3] to our setting. Since its proof translates almost verbatim, we omit it here (cf. [7, Lemma 3.4] ). If (N, d) is a metric space, E is a Banach space with an unconditional basis E, a = n α n e n,n ∈ ℓ ∞ (E), and A ⊂ N, we write a F = n∈A α n e n,n . Proof. Without loss of generality, assume the bases are normalized and 1unconditional. Let Φ : B u (d, E) → B u (∂, F) be a Banach algebra embedding onto a hereditary subalgebra of B u (∂, F). By Corollary 7.6, there are δ > 0 and maps f, g : (N, d) → (N, ∂) so that e g(n),g(n) Φ(e n,n )e f (n),f (n) ≥ δ for all n ∈ N. By Lemma 7.5 and Theorem 7.9, the map Φ is coarse-like. Hence, Lemma 7.8 implies that f and g are close and we can fix N > 0 so that ∂(f (n), g(n)) < N for all n ∈ N.
Let us notice that f is coarse, for that fix r > 0. As there is a surjective isomorphism U : E → Im(Φ(1)) so that Φ(a) = U aU −1 Φ(1) (Lemma 7.5), a simple computation gives that there exists θ > 0 so that e g(n),g(n) Φ(e m,n )e f (m),f (m) (2) > θ e g(n),g(n) Φ(e n,n ) Φ(e m,m )e f (m),f (m) for all n, m ∈ N (see [8, Claim 3.13] for similar computation). Therefore, since our choice of f and g imply that e g(n),g(n) Φ(e n,n ) ≥ δ and Φ(e n,n )e f (n),f (n) ≥ δ, we have that e g(n),g(n) Φ(e m,n )e f (m),f (m) > θ 2 δ 2 for all n, m ∈ N.
As Φ is coarse-like, there exists s > 0 so that Φ(e n,m ) is θ 2 δ 2 -s-approximable for all n, m ∈ N with d(n, m) < r. So, e k,k Φ(e n,m )e ℓ,ℓ ≤ θ 2 δ 2 if ∂(k, ℓ) > s and d(n, m) < r. Therefore, ∂(f (n), g(m)) ≤ s for all n, m ∈ N with d(n, m) < r, which implies that ∂(f (n), f (m)) ≤ r + N for all n, m ∈ N with d(n, m) < r.
We now follow [8, Lemma 3.14] and sketch the proof that f is expanding. Suppose f is not expanding, so there is s > 0 and sequences (x n 1 ) n and (x n 2 ) n in N so that d(x n 1 , x n 2 ) ≥ n and ∂(f (x n 1 ), f (x n 2 )) ≤ s for all n ∈ N. As d(x n 1 , x n 2 ) ≥ n for all n ∈ N, by going to a subsequence, we can assume (x n 1 ) n is a sequence of distinct elements. Moreover, as ∂(f (x n 1 ), f (x n 2 )) ≤ s for all n ∈ N, proceeding as in [8, Claim 3.15] , we can go to a further subsequence and assume that both (f (x n 1 )) n and (f (x n 2 )) n are sequences of distinct elements.
As F is ∂-subsymmetric and ∂(f (x n 1 ), f (x n 2 )) ≤ s for all n ∈ N, the sum n e f (x n 1 ),f (x n 2 ) converges in the operator topology to an operator with finite propagation, hence in B u (∂, F). Therefore, as Φ (B u (d, E) ) is a hereditary Banach subalgebra of B u (∂, F), there is a ∈ B u (d, E) so that
Proceeding as in [8, Claim 3.16] , it follows that inf n e x n 2 ,x n 2 ae x n 1 ,x n 1 > 0. This gives a contradiction since lim n d(x n 1 , x n 2 ) = ∞. So f is expanding and we are done. Suppose h • f is not closed to Id (N,d) . Then there exists a sequence (n k ) k in (N, d) so that d(n k , h(f (n k ))) > k. For brevity, let m k = f (n k ) and ℓ k = h(m k ) for all k ∈ N. By (2) above, there exists θ > 0 so that e n k ,n k Φ −1 (e m k ,m k )e ℓ k ,ℓ k ≥ θ for all k ∈ N (cf. [8, Claim 3.13] ). Since lim k d(n k , ℓ k ) = ∞, this contradicts the fact that Φ −1 is coarse-like. Hence h • f is close to Id (N,d) . The proof that f • h is close to Id (N,∂) is completely analogous, so we are done. As mentioned in the introduction, we can obtain a slightly stronger result. Precisely, we do not need to require that Φ (B u F) in order for the infimum in Corollary 7.6 to be greater than zero, but only that
i.e., if a is band-r-dominated and Φ(a) is regular, than Φ(a) is band-rdominated. 12 For that, we need the following complement to Proposition 7.1. Proof. For each n ∈ N, pick a unit vector ξ n ∈ F and f n ∈ F * so that f n = p n and p n = ξ n ⊗ f n . Since δ = inf n p n > 0, (f n ) n is seminormalized. As n∈N p n converges in the strong operator topology, the sequence (f n ) n must be weak * -null. Since p n ∈ B u (∂, F), each p n can be approximated arbitrarily well by band operators. Hence, it follows that
Therefore, going to a subsequence if necessary, we can pick a sequence (g n ) n in F * which is a block subsequence of (e * n ) n and so that f n − g n < 2 −n for all n ∈ N. Clearly, SOT-n∈M ξ n ⊗ g n converges to an operator in B u (∂, F) for all M ⊂ N. This implies that lim n ξ n (j) = 0 for all j ∈ N. Indeed, this follows since, for each j ∈ N, we have that χ {j} j∈M ξ j ⊗ g j χ supp(gn) = ξ n (j)e j ⊗ g n and lim n ∂({j}, supp(g n )) = ∞. Hence, going to a further subsequence, pick a sequence (ζ n ) n in B F which is a block subsequence of (e n ) n and so that ξ n − ζ n < 2 −n for all n ∈ N. Clearly, SOT-n∈M ζ n ⊗ g n converges to an operator in B u (∂, F) for all M ⊂ N.
Since (ζ n ) n and (g n ) n are block sequences in (e n ) n and (e * n ) n , respectively, the unconditionality of (e n ) n implies that n∈N |ζ n | ⊗ |g n | is a well defined positive linear function on E. Hence, by Proposition 9.4, n∈N |ζ n | ⊗ |g n | is bounded and we must have that | n∈N ζ n ⊗g n | exists and equals n∈N |ζ n |⊗ |g n |.
In order to conclude that n∈N p n is regular, notice that, letting K = max{1, sup n f n } < ∞, we have
for all n ∈ N. Hence n (p n − ζ n ⊗ g n ) is an absolutely · r -converging series in B r u (∂, F), so n (p n − ζ n ⊗ g n ) ∈ B r u (∂, F). Since n p n = n (p n − ζ n ⊗ g n ) + n ζ n ⊗ g n , this shows that n∈N p n is regular.
Corollary 7.6 then becomes: 
Open questions
We now list a couple of natural questions which this paper leaves open. For instance, Theorem 1.2 gives that, for 1-symmetric basis, the existence of an order Banach space isomorphism which is also an isometry between uniform Roe algebras gives bijective coarsely equivalence between the base metric spaces. We ask whether Banach space isometry would be already enough for that. We do not know the answer to Problem 8.1 even for X = ℓ 2 and E the standard basis of ℓ 2 . In fact, we do not even have an answer for the following: At last, the condition Φ(B r u (d, E)) ⊂ B r u (∂, F) ∪ L(F ) ∁ r in Theorem 7.19 and Theorem 7.20 is rather technical, and we would like to get rid of it. We actually do not know when a regular operator Φ(a) must belong to the regular uniform Roe algebra B r u (∂, F) -notice that it would enough to assume that a is idempotent for our goals. Problem 8.5. Let (N, d) and (N, ∂) be u.l.f. metric spaces and let E and F be Banach spaces with 1-symmetric bases E and F, respectively. Let Φ : B u (d, E) → B u (∂, F) be a Banach algebra isomorphism and a ∈ B r u (d, E) be so that Φ(a) is regular. When can we say that Φ(a) ∈ B r u (∂, F)?
Appendix
In this section, we review the basics of real Banach lattices. We recall the definition and basic properties of complex Banach lattices in Section 4. For a detailed treatment of Banach lattices, we refer to the monographs [21] and [28] . We notice that the lattice operations are all norm continuous in any real Banach lattice [21, Proposition 1.1.6]. Every real Banach space E with an 1-unconditional basis E = (e n ) n is a real Banach lattice with the partial order given coordinate-wise order, i.e., n λ n e n ≤ n θ n e n if and only if λ n ≤ θ n for all n ∈ N. Given x = n λ n e n ∈ E, this partial order gives that |x| = n |λ n |e n .
Given a real Banach lattice E, x 1 , . . . , x n ∈ E, and p, q ∈ (1, ∞) with 1/p + 1/q = 1, define 13 n i |x i | p 1/p = sup Let E and F be real Banach lattices. A linear map a : E → F is called positive if a(E + ) ⊂ F + and we write a ≥ 0. This defines a canonical order on L(E, F ). A bounded linear map E → F is regular if it is the difference between positive linear maps. If F is Dedekind complete (i.e., if every order bounded subset of it has a supremum and an infimum), then the space of all regular operators E → F is a Dedekind complete vector lattice [21, Theorem 1.3.2]. We denote this vector lattice by L(E, F ) r and the subset of all positive operators by L(E, F ) + . Notice that this is consistent with both the +-index and the r-index notation in Definition 9.1 since (L(E, F ) r ) r = L(E, F ) r and (L(E, F ) r ) + = L(E, F ) + . Given a ∈ L(E, F ) r , the r-norm of a is defined by a r = inf b | b ∈ L(E, F ) + , |aξ| ≤ b|ξ| for all ξ ∈ E + .
Dedekind completeness of F implies that (L(E, F ) r , · r ) is a Banach lattice and that a r = |a| for all a ∈ L(E, F ) r [21, Proposition 1.3.6]. 13 For Dedekind complete Banach lattices this supremum is clearly well defined. For the general case see [16, Page 25] .
14 This formula represents the evaluation of the functional ( n j=1 |x * j | p ) 1/p at the vector ( n j=1 |xj| q ) 1/q . Example 9.3. Although L(E) r may equal L(E) -e.g., if E is a Dedekind complete AM-space with unit (see [28, Theorem 1.5] for details) -, this is a rare phenomenon. In fact, one can easily find a ∈ C * u (X) \ L(ℓ 2 (X)) r for any u.l.f. metric space X with infinitely many points. Indeed, write X = n∈N X n , with |X n | = 2 n for each n ∈ N, and for each n ∈ N let a n ∈ L(ℓ 2 (X n )) be a norm 1 operator so that a n r = 2 n/2 . The sum a = n∈N 2 −n/3 a n defines a compact operator (hence, a ∈ C * u (X)) which is not regular. We refer the reader to [28, Chapter IV, §1, Example 2] for details. 
