AEROELASTIC SIMULATION OF WIND TURBINES USING FREE VORTEX METHODS AND STRATEGIES FOR ACCELERATING THE COMPUTATION by Liu, Shujian
University of Massachusetts Amherst 
ScholarWorks@UMass Amherst 
Doctoral Dissertations Dissertations and Theses 
March 2018 
AEROELASTIC SIMULATION OF WIND TURBINES USING FREE 
VORTEX METHODS AND STRATEGIES FOR ACCELERATING THE 
COMPUTATION 
Shujian Liu 
Follow this and additional works at: https://scholarworks.umass.edu/dissertations_2 
 Part of the Energy Systems Commons 
Recommended Citation 
Liu, Shujian, "AEROELASTIC SIMULATION OF WIND TURBINES USING FREE VORTEX METHODS AND 
STRATEGIES FOR ACCELERATING THE COMPUTATION" (2018). Doctoral Dissertations. 1194. 
https://scholarworks.umass.edu/dissertations_2/1194 
This Open Access Dissertation is brought to you for free and open access by the Dissertations and Theses at 
ScholarWorks@UMass Amherst. It has been accepted for inclusion in Doctoral Dissertations by an authorized 
administrator of ScholarWorks@UMass Amherst. For more information, please contact 
scholarworks@library.umass.edu. 
AEROELASTIC SIMULATION OF WIND TURBINES
USING FREE VORTEX METHODS AND STRATEGIES
FOR ACCELERATING THE COMPUTATION
A Dissertation Presented
by
SHUJIAN LIU
Submitted to the Graduate School of the
University of Massachusetts Amherst in partial fulfillment
of the requirements for the degree of
DOCTOR OF PHILOSOPHY
February 2018
Department of Mechanical and Industrial Engineering
c© Copyright by Shujian Liu 2018
All Rights Reserved
AEROELASTIC SIMULATION OF WIND TURBINES
USING FREE VORTEX METHODS AND STRATEGIES
FOR ACCELERATING THE COMPUTATION
A Dissertation Presented
by
SHUJIAN LIU
Approved as to style and content by:
Matthew A. Lackner, Chair
James F. Manwell, Member
Hans Johnston, Member
Sundar Krishnamurty, Department Head
Department of Mechanical and Industrial En-
gineering
This dissertation is dedicated to my beloved parents.
ACKNOWLEDGMENTS
This dissertation would not have been possible without the support of countless
people during my PhD study. I would like first to express my gratitude towards my
advisor, Professor Matthew A. Lackner. I would also like to thank my dissertation
committee members, Professor James F. Manwell and Professor Hans Johnston for
their guidance and suggestions.
I also acknowledge Nathaniel deVelder, Dr. Gordon Stewart, Dr. Yujia Hao,
Gaurav Mate, Evan Gaertner and Semyung Park from our research lab, Dr. Ja-
son Jonkman and Bonnie Jonkman from NREL NWTC and Christopher Hill from
MGHPCC.
Finally, I would like to thank my family members and friends.
v
ABSTRACT
AEROELASTIC SIMULATION OF WIND TURBINES
USING FREE VORTEX METHODS AND STRATEGIES
FOR ACCELERATING THE COMPUTATION
FEBRUARY 2018
SHUJIAN LIU
B.Sc., YANSHAN UNIVERSITY
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor Matthew A. Lackner
Wind power has become an important source of renewable energy. Although the
traditional onshore wind turbines have been utilized for decades to convert wind into
electricity, offshore wind turbines are a relatively new concept which benefit from the
high quality offshore wind above the ocean. To further harvest the strong wind in
deep water locations, offshore floating wind turbines (FOWT) have the potential to
be more economic compared to fixed offshore wind turbines when considering the cost
of building the foundations. The complicated dynamics experienced by such a large
floating structure in the ocean will lead to complex aerodynamics. The aerodynamic
output from floating wind turbines can be difficult to predict compared with onshore
wind turbines. Until thorough engineering analysis and designs are made, it will be
extremely challenging to build offshore floating wind turbines.
vi
Among all of the engineering challenges, understanding the fundamental aero-
dynamic behavior of FOWTs is essential to build them. Previous research on wind
turbine aerodynamics is mostly focused on Blade Element Momentum Theory (BEM)
and Computational Fluid Dynamics (CFD). BEM is widely used in the industry for
design of onshore wind turbines. However, it has been shown to be unable to model
the complex aerodynamics of floating offshore wind turbines by Thomas Sebastian.
CFD methods, on the other hand, can provide high accuracy results, but are compu-
tationally expensive.
This dissertation integrated the free vortex method code Wake Induced Dynamics
Simulator (WInDS), which was developed by Sebastian et al., into the open source
and widely-used software FAST. A range of computational strategies including paral-
lelization and Treecode algorithms are used to increase the computational efficiency
of the software. Full aero-hydro-servo-elastic simulations with free vortex method are
conducted, which focus on an in-depth study on the influence of the aeroelasticity of
the wind turbine and platform motions on the unsteadiness of the aerodynamics, and
the comparison of aeroelastic responses of two floating wind turbine concepts. This
dissertation also applies long short-term memory (LSTM) architecture for fast wind
power prediction.
vii
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CHAPTER 1
THESIS OVERVIEW AND CONTRIBUTIONS
Wind power has become an important source of renewable energy. Although the
traditional onshore wind turbines have been utilized for decades to convert wind into
electricity, offshore wind turbines are a relatively new concept which benefit from the
high quality offshore wind above the ocean. To further harvest the strong winds in
deep water locations, offshore floating wind turbines (FOWT) have the potential to be
more economic compared to fixed offshore wind turbines when considering the cost of
building the foundations. The dynamics experienced by such a large floating structure
in the ocean will lead to complex aerodynamics, which cause the aerodynamic output
and blade loads of floating wind turbines to be difficult to predict compared with
onshore wind turbines.
Among all of the engineering challenges, understanding the fundamental aerody-
namic behavior of FOWTs is essential to their design and analysis. Previous research
on wind turbine aerodynamics is mostly focused on Blade Element Momentum The-
ory (BEM) and Computational Fluid Dynamics (CFD). BEM is widely used in the
industry for design of onshore wind turbines. However, BEM has been shown to be
unable to model the aerodynamics of FOWTs by Thomas Sebastian [68]. CFD meth-
ods, on the other hand, can provide high accuracy results, but are computationally
expensive.
Potential flow methods have better accuracy than BEM but lower computational
cost than CFD methods. Among these potential flow methods, the free vortex method
(FVM) has become popular for unsteady wind turbine aerodynamics in recent years.
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In Thomas Sebastian’s dissertation, the free vortex method is used to model the
unsteady aerodynamics and the near wake of FOWTs.
The free vortex method code WInDS (Wake Induced Dynamics Simulator) devel-
oped for his research suffers from high computational cost since it is prototyped in
Matlab and has the complexity of O(N2) at each timestep. Another limiting feature is
that WInDS is a stand-alone aerodynamic module, with the rotor motions prescribed
from a pre-processed simulation using a BEM code.
The overall goal of this dissertation is to improve accuracy of aerodynamic model
for FOWTs and reduce the computational cost. The major research activities de-
scribed in this thesis are:
• A range of computational strategies including parallelization and Treecode algo-
rithms are used to increase the computational efficiency of the software (Chapter
3).
• In order to achieve full aero-hydro-servo-elastic simulations, WInDS is coupled
with the open source and widely-used software FAST, which was developed
and being maintained by the National Renewable Energy Laboratory (NREL).
FAST is an aero-hydro-servo-elastic model for horizontal axis wind turbines
(Chapter 4).
• Full aero-hydro-servo-elastic simulations with free vortex method are performed,
which focus on an in-depth study on the influence of the aeroelasticity of the
wind turbine and platform motions on the unsteadiness of the aerodynamics,
and the comparison of aeroelastic responses of two FOWT concepts (Chapter
5).
• The application of the long short-term memory (LSTM) architecture for fast
power prediction. A pre-trained LSTM model can greatly reduce the computa-
tional time (Chapter 6).
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The major contributions emerging from these activities are:
• A new computational tool capable of capturing the coupled aero-elastic dy-
namics of FOWTs including an unsteady FVM aerodynamic model has been
developed, providing a fundamental improvement in the modeling fidelity of
FOWTs.
• A systematic evaluation of computational strategies for accelerating simula-
tions, including novel parallelization and Treecode algorithms which are used
to increase the computational efficiency of the software.
• The first analysis of the fully coupled system dynamic using the new computa-
tional tool, yielding a significant insight into the fundamental physical behavior
of FOWTs, including an in-depth study on the influence of the aeroelasticity of
the wind turbine and platform motions on the unsteadiness of the aerodynam-
ics, and the comparison of aeroelastic responses of two floating wind turbine
concepts.
• First to apply long short-term memory (LSTM) architecture for fast power
prediction.
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CHAPTER 2
BACKGROUND
2.1 Offshore Floating Wind Turbines
Wind power has become an important source of renewable energy. Although tra-
ditional onshore wind turbines have been utilized for decades to produce electricity
from wind, offshore wind turbines are a relatively new concept in past decades. Off-
shore wind energy has the advantage of close to population centers and large capacity
compared with land-based wind energy projects [80].
It is not economical to build fixed-bottom wind turbine where water depth is
approximately 40 meters. Floating wind turbine platforms can be most economical
techniques for deploying wind turbines in the deep water, farther from shore, where
visual impact can be minimized [60].
There have been some floating wind turbine designs concepts as shown in Fig-
ure 2.1. There are three full-scale floating turbines have been deployed as demonstra-
tion projects: Hywind and WindFloat. Hywind is the world’s first full-scale floating
wind turbine (Figure 2.2a). It is a 2.3 MW floating wind turbine constructed by
Statoil and Siemens Wind Power and located in the North Sea off Norway. It began
a two-year test deployment in June 2009. The WindFloat is the world’s second full-
scale floating wind turbine (Figure 2.2b). It was equipped with a Vestas V80 2.0 MW
turbine and was installed off the shore of Aguadoura, Portugal in October 2011 [5].
Besides, Mitsubishi Heavy Industries (MHI) floating 7MW wind turbine was ready
for deployment in June 2015 (Figure 2.2c).
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Figure 2.1: Illustrations of floating wind turbines (Source: National Renewable En-
ergy Laboratory. Illustration by Joshua Bauer, NREL)
2.2 Aerodynamic Models For Wind Turbine
Aerodynamics of wind turbines have been reviewed by Leishman [52], Vermeer
et al. [75], Hansen et al. [36], and Sanderse et al. [66]. This dissertation is more
interested in methods suitable for offshore floating wind turbines.
Classification of the models for aerodynamics of wind turbines are listed in Table
2.1.
Table 2.1: Classification of aerodynamic models for wind turbine [66].
Method Blade model Wake model
Kinematic Thrust coefficient Self-similar solutions
BEM Actuator disk + blade element Quasi one-dimensional momentum theory
Vortex lattice, vortex particle Lifting line/surface + blade element Free/fixed vorticity sheet, particles
Panels Surface mesh Free/fixed vorticity sheet
Generalized actuator Actuator disk/line/surface Volume mesh, Euler/RANS/LES
Direct Volume mesh Volume mesh, Euler/RANS/LES
Note: RANS, Reynolds-averaged Navier-Stokes; LES, large eddy simulation.
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(a) Hywind floating wind tur-
bine [1]
(b) WindFloat floating wind
turbine [6]
(c) The Mistubishi 7MW
floating turbine ready for de-
ployment in Fukushima [2]
Figure 2.2: Photos of full-scale floating wind turbines
2.2.1 Blade Element Momentum Theory
The blade element momentum (BEM) theory is the combination of momentum
theory and blade element theory. Momentum theory is a control volume (CV) analysis
of the forces at the blade. It is calculated by the conservation of linear and angular
momentum. Blade element theory is calculation of forces at a section of the blade.
Blade element momentum theory is the combination of the two methods [57]. BEM is
a simple theory with low computational cost. However, it may not accurately predict
the aerodynamics of floating offshore wind turbines.
The wind turbines usually operate in a complicated environment, including mostly
periodic sources such as wind speed, inflow and yaw. It has been shown that BEM is
less capable of catching the physics of aerodynamics under yawed conditions, because
the rotor disc experiences strong non-axisymmetric flow [52].
For a floating wind turbine, the flow field can be more complicated because of
the additional effective wind introduced by translational and rotational motions [69].
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Sebastian’s dissertation shows that although the mean wind speed is usually high
at offshore sites, an offshore turbine will spend a large portion of time operating at
below-rated conditions. It is most likely to violate the momentum balance assumption
in such conditions. The additional kinematics associated with floating systems leads
to higher chance of slip-stream breakdown occurrence than monopile systems [68].
2.2.2 Computational Fluid Dynamics
Computational fluid dynamics (CFD) methods are the most realistic to model
aerodynamics of wind turbines. The CFD methods are based on the solution of the
NavierStokes Equation 2.1.
∂u
∂t
+ (u · ∇)u = −1
ρ
∇p+ γ∇2u + 1
ρ
F (2.1)
where ρ is pressure, γ is dynamic viscosity and F is volume force.
Due to the large computational cost, it is difficult to be fully utilized in the wind
industry and beyond my consideration in the current research. These methods are
reviewed in [66]. CFD techniques can be used as an important tool to validate the
proposed methods.
2.2.3 Potential Flow Methods
2.2.3.1 Overview
A class of engineering methods are based on the combination of blade element
theory and dynamic inflow models/vortex models. This class of models bridge the
BEM theories and CFD methods [52].
The basic aerodynamic theory is given in this section, and the applications to
wind turbines are reviewed in section 2.3.2.
Two basic assumptions are used for potential methods: incompressible and irro-
tational. For an incompressible flow, the volume of a fluid element is constant, which
gives:
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5 ·V = 0 (2.2)
For irrotational flow:
52φ = 0 (2.3)
where φ is the velocity potential. This is Laplace’s equation.
The fundamental potential flows are: uniform flow, potential vortex, source and
sink, and doublet. The velocity potential of these fundamental flows satisfies Laplace’s
equation, which is linear and superpositional. As a result, if the complicated flow is in-
viscid, incompressible, and irrational, it can be calculated by adding the fundamental
flows [79].
In vortex methods, the blade can be represented as a lifting line, a lifting surface
or a vortex panel, as shown in Figure 2.3 and Figure 2.4 shows different models to
represent the near wake.
Figure 2.3: Flowfield approximations in vortex methods [73]
Some basic aerodynamic principles for free vortex method are presented in the
next sections, with more details in the aerodynamic book [9].
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Figure 2.4: Methods to represent the wake in vortex methods [51]
2.2.3.2 Kutta-Joukowski Theorem
By adding the non-lifting flow (V∞) over circular cylinder (with radius of R and
a vortex strength of Γ), the lifting coefficient can be derived to be:
cl =
Γ
RV∞
(2.4)
According to the definition of lifting coefficient, the unit lift L
′
is
L
′
= ρ∞V∞Γ (2.5)
This is the Kutta-Joukowski theorem. With the method of complex variables,
this theorem can apply to bodies with arbitrary cross sections. In the generalized
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form, the value of Γ can be evaluated on the circulation of any curve enclosing the
airfoil. The generalized form of Kutta-Joukowski theorem used in the vortex method
to calculate aerodynamic force is:
L
′
=
1
2
ρ∞V 2∞clC = ρ∞V∞Γ (2.6)
where C is the chord of the airfoil.
2.2.3.3 Kelvin’s Circulation Theorem
Considering a closed curve formed by contiguous fluid elements, the circulation
around this curve remains constant as the fluid elements move throughout the flow.
This is Kelvin’s Circulation Theorem and mathematically speaking, the circulation
around a closed curve consisting of the same fluid elements has zero time rate of
change:
DΓ
Dt
= 0 (2.7)
2.2.3.4 Classical Thin Airfoil Theory
Thin airfoils can be simulated by a vortex sheet placed along the camber line.
By using the Kutta-Joukowski theorem, the lift coefficient of thin airfoil is linearly
proportional to the angle of attack:
cl = 2piα (2.8)
By calculating the moment coefficient, the center of pressure is shown to be the
quarter-chord point for a symmetric airfoil.
2.2.3.5 Vortex Filament and Biot-Savart Law
Vortex filament is a useful tool in aerodynamics. The filament can represent a
flow field in the surrounding space. For a directed segment of the vortex filament dl
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with circulation of Γ, the radius vector from dl to an arbitrary point P is r. The
segment dl induces a velocity at P is
dV =
Γ
4pi
dl× r
|r|3 (2.9)
This is the Biot-Savart Law. For a straight filament, if P is the receiver particle,
L is the filament segment, Γ is the vorticity of this filament segment (Figure 2.10),
the Biot-Savart Law becomes:
Figure 2.5: Diagram of relevant vectors for discretized Biot-Savart law formulation
[68]
Uinduced =
Γ
4pi
(|r1|+ |r2|)(r1 × r2)
|r1||r2|(|r1||r2|+ r1 · r2) (2.10)
In order to remove the singularity, a smooth parameter δ is used [68]:
Uinduced =
Γ
4pi
(|r1|+ |r2|)(r1 × r2)
|r1||r2|(|r1||r2|+ r1 · r2) + (δ|L|)2
(2.11)
Another way of calculation is applying viscous model. For instant, the Vatistas
vortex models [74]:
Uinduced =
CνΓ
4pi
(|r1|+ |r2|)(r1 × r2)
|r1||r2|(|r1||r2|+ r1 · r2) (2.12)
where Cν is a viscous parameter. For vortex filament method [68]:
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Cν =
[
(|L||r1|)2 − (Lr1)2
|L|2
] r2neff +
(
(|L||r1|)2 − (Lr1)2
|L|2
)2− 1n (2.13)
where reff is effective vortex core radius of vortex filament, n is integer and pre-
ferred to set to 2 based on experimental observations.
2.2.3.6 Prandtl’s Classical Lifting-Line Theory
Prandtl’s classical lifting-line theory can be used to represent the flow field by
vortex filaments. The theory superimposes a large number of horseshoe vortices on a
lifting line. As the number goes to infinity, the circulation varies continuously along
the lifting line (Figure 2.6).
2.3 Simulation Tools
2.3.1 Aero-hydro-servo-elastic Tools
Some widely-used aero-hydro-servo-elastic modeling tools for wind turbines are
listed in Figure 2.7.
Since FAST is open source and widely used in the United States, only FAST is
described here. FAST is developed by NREL as aero-hydro-servo-elastic model for
horizontal axis wind turbines. It was evaluated by Germanischer Lloyd WindEnergie
and found suitable for “the calculation of onshore wind turbine loads for design and
certification.” [4]
2.3.2 Aerodynamic Tool using Free Vortex Method
This section will provide a review of how researchers use the free vortex method
to simulate the aerodynamics of horizontal axis wind turbines.
2.3.2.1 Earlier Studies
Related research in past decades will be reviewed in this section.
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(a) Downwash distribution for a single horseshoe vortex
(b) Superposition of a finite number of horseshoe vortices
(c) Superposition of an infinite number of horseshoe vortices
Figure 2.6: Prandtl’s lifting-line theory [7]
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Figure 2.7: Overview of aero-hydro-servo-elastic modeling capabilities [38]
Jean-Claude Gohard [25] first used free vortex method to simulate wind turbine
aerodynamics. In his research, a time independent procedure was used. The calcula-
tion for induced velocities is not only on the blades but also on the whole wake.
In Afjeh et al.’s work [8], a simplified free wake method is used in order to reduce
the computation in [25].
In Simoes et al.’s research [70], a vortex lattice model is developed for heavily-
loaded rotor. In the near wake region, the model wake is allowed to be freely move
in near wake and then join a simplified far wake.
A hybrid method is used in Bareiβ et al.’s work [12] and Voutsinas et al.’s [76]
2.3.2.2 Maryland Free Wake
Maryland Free Wake (MFW) was developed by Sandeep Gupta and J. Gordon
Leishman. The free-vortex method consists of the Lagrangian approach of the rotor
flow field and viscous effects were applied using a viscous splitting method. The
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wake geometry solution was then integrated with the rotor aerodynamics model in a
consistent manner [33][32][34].
2.3.2.3 Free Wake Vortex Code by TU Delft
A free wake lifting line vortex model was developed by M.H.M. Kloosterman in
TU Delft. There are three major implementations in that thesis: (1) Added viscous
effects in the form of vortex core models. (2) Developed a simple model to describe
the turbulent decay of circulation. (3) Implemented models for simulating wind shear
and the nacelle. However, the new model is only valid in the region of the wake where
the vortex structure of the wake is still intact, which is typically between one or two
diameters downstream [47].
2.3.2.4 Other Research
Some other important research can be found in [30] and [73].
2.4 Wake Induced Dynamics Simulator (WInDS)
2.4.1 Overview
Wake Induced Dynamics Simulator (WInDS) was developed by Sebastian and
Lackner at University of Massachusetts Amherst. It is a lifting-line theory (LLT)-
based free vortex wake method (FVM) code to simulate modeling the offshore floating
wind turbine (FOWT) aerodynamics. WInDS has a higher degree of accuracy than
momentum balance methods [67][68]. The structure of WInDS Algorithm is shown
below.
2.4.2 Modifications
Since WInDS is prototyped in Matlab and has complexity of O(N2) at each
timestep, the computational cost limits its ability for long simulations. DeVelder has
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Algorithm 1: WInDS Algorithm [68]
Data: Turbine geometry and load conditions
Result: Turbine loads and wake geometry
1 Import turbine geometry and load conditions;
2 Determine position of blade nodes via rotation sequence;
3 Compute velocity of blade nodes because of platform, turbine and rotor
motions;
4 Determine initial values for spanwise Cl and Γbound using BEM theory;
5 for all time steps do
6 Compute Γshed and Γtrail ;
7 Compute vortex core size, including filament strain effects;
8 Compute induction at all wake nodes via Biot-Savart law;
9 Convect wake nodes via numerical integration;
10 Compute new Γbound via iteration on Kutta-Joukowski theorem;
accelerated the Biot-Savart Law by rewriting it in CUDA and running on GPGPU(General-
purpose computing on graphics processing units). Ground effects are also added into
WInDS to improve accuracy [21].
Lackner et al. have implemented tower interference into WInDS. Both 2D and 3D
potential flow models are used [49].
Gaertner has integrated Leishman-Beddoes (L-B) dynamics stall model into the
code to catch the unsteady viscous response in the blade boundary layer [22][23].
2.4.3 Numerical Methods
2.4.3.1 Integration Scheme
WInDS is a discrete time-marching method. Numerical integration schemes are
used to predict the wake node positions at next timestep by the current wake node
positions velocities.
Sebastian has implemented integration schemes such as forward Euler (FE), predictor-
corrector central (PCC), Adams-Bashforth and Runge-Kutta (RK2). Preliminary
stability analysis is also made in his dissertation and the PCC/Trapezoid method
presented by Bhagwat and Leishman [17] is generally neutrally stable.
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DeVelder made a thorough stability analysis in his thesis [21], where three factors
are considered: timestep resolution, span-wise resolution of blade control points and
numerical methods.
2.4.3.2 Root-Finding Approaches for the Kutta-Joukowski Theorem
Sebastian implemented fixed-point iteration and a hybrid method as root-finding
approaches for the Kutta-Joukowski Theorem.
The integration of dynamic stall model to WInDS by Gaertner challenges the
root-finding approaches, which results in slower convergence.
2.4.3.3 Vortex Core Model
Biot-Savart Law causes singularity at the vortex particle center. Vortex core mod-
els based on experiments can be used to remove the singularity and solve instability.
WInDS uses the Leishman-Ramasamy model, which is derived from the Vatistas vor-
tex models [74].
2.4.4 Validation
Sebastian has validated the WInDS code in a series of cases: elliptical wing,
constant chord rotor and wind tunnel rotor experiments. The validation against two
sets of experimental data provides great confidence for WInDS to simulate offshore
floating wind turbine.
Preliminary validation results show that wakes simulated in WInDS agree with
PIV-derived tip vortex locations for rotors operating in both axial and yawed flows
(Figure 2.8 and 2.9). WInDS is also shown to be capable to estimate the rotor power
and thrust loads measured from experiments with reasonable levels of accuracy [68].
In Gaertner’s thesis [22], comparisons to wind tunnel data for a full scale turbine
indicates the implementation of dynamic stall considerable improvement from the
baseline WInDS model without dynamic stall.
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Figure 2.8: Wake generated by MEXICO rotor and comparison to PIV-derived tip
vortex locations [68]
2.4.5 Potential Improvements
WInDS suffers high computational cost since it is prototyped in Matlab and has
computational complexity of O(N2) at each timestep. The total time complexity is
O(N3). It is necessary to reduce the cost for easy use.
Since WInDS is a stand alone aerodynamic module, the structural dynamics are
computed beforehand. Therefore, another potential improvement can be integrating
WInDS into the open source and widely used software FAST to achieve full aero-
hydro-servo-elastic simulations.
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Figure 2.9: Wake generated by DU rotor and comparison to PIV-derived tip vortex
locations [68]
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CHAPTER 3
COMPUTATIONAL STRATEGIES TO ACCELERATE
WINDS SIMULATIONS
The Biot-Savart Law of WInDS in Matlab cost ninety percent of simulation time
and this part can be parallelized since. The parallelization of code can greatly reduce
the computation time and make it possible for optimal wind turbine design and wind
farm simulation [68].
3.1 N -body Algorithm
The Biot-Savart Law in WInDS, which calculates the induced velocities, can be
considered as an N -body problem. The classic N -body problem simulates the evolu-
tion of a system of N bodies, where the force exerted on each body arises due to its
interaction with all the other bodies in the system [18]. A straightforward approach
to obtaining the forces affecting each particle is the evaluation of all pair-wise interac-
tions. However, it results in O(N2) computational complexity at each timestep. The
N -body problem has widely occurred in astrophysics, molecular dynamics, particle
simulation with non-negligible far fields, acoustics, electromagnetic, etc [78].
The Treecode Algorithm and Fast Multipole Method (FMM) are the most widely-
used N -body Algorithms to reduce the computational complexity. The primary dif-
ference between Treecode and FMM is that Treecode uses particle-cell interactions,
while FMM uses cell-cell interactions [18]. A detailed overview will be given below.
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3.1.1 Treecode Algorithm
The Treecode Algorithm was first developed by Josh Barnes and Piet Hut to
reduce the computation of gravitational N -body problem from O(N2) to O(N logN )
[13].
In their algorithm, the computation (at every timestep) is accomplished in two
steps : (1) recursively divide the domain into eight subcells with the same length,
breadth and width; (2) if one cell is non-empty, small enough and far enough to one
particle, the cell is approximated as (pseudo-)particle with the total mass of the cell
located at the center of mass of this cell. Then, the influence of the cell to this particle
is calculated.
To judge whether one cell is “small enough and far enough”, a fixed accuracy
parameter θ is used. Assume l to be the length of the cell and D to be the distance
from the mass center of this cell to the target particle. Then “small enough and far
enough” refers to l/D < θ.
Over the last decades, researchers have made great improvement to the original
Treecode. Barnes [14] built a reusable interaction list to take advantage of heavily
vector-oriented machines. This modified method has the benefits of portability and
simplicity. Salmon and Warren [65] discussed multipole acceptability criteria (MAC)
and derived new error bounds. Wang [77] made three essential improvements to the
Treecode algorithm, including a revised variable order binary tree.
The present work is based on the adaptive Treecode for vortex methods by Lind-
say and Krasny [55][56]. In their research, the tree is built by a divide-and-conquer
evaluation strategy: the cell is not necessarily divided into eight subcells, but instead
the method adaptively determines whether to divide in every direction to avoid sub-
cells with large aspect ratio. The absolute moment (Equation 3.2) of every cell is
calculated during the tree-construction, which is necessary for the error estimation.
The cells shrink after division. For simplicity, a 2D example is shown in Figure 3.2.
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Figure 3.1: Particle xi vs. a disjoint cell c. The cell center yc is the geometric center
of the box [56]
After tree-construction, the interaction of all the source particles to every target
particle is calculated. When looping every particle, an error and time estimation is
made to decide whether each source will be approximated by Taylor Expansion in
Cartesian coordinates. To reduce the computation of Taylor coefficients, a recurrence
relation is developed. The multipole moment of each cell is calculated only when
necessary and un-calculated before, which not only save time but also memory.
The error estimation criterion fully considers the Taylor expansion order p, pth
absolute moment of the cell, and the regularized distance between the particle, cell
R and user input error tolerance  :
Mp(c)
4piRp+1
≤  (3.1)
where
Mp(c) =
Nc∑
j=1
|yj − yc|p|wj| (3.2)
A non-harmonic kernel can be used in their algorithm, which is one of the im-
portant reasons to use it in current work. Figure 3.3 shows the main structure and
Figure 3.4 shows the decision progress in Treecode.
Lindsay and Krasny’s algorithm calculates the induced velocity from vortex par-
ticles to particles, however, WInDS calculates the induced velocity from vortex fila-
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Figure 3.2: A 2D example of tree construction [56]
ments to particles. The modification of the current work to their algorithm will be
described in section 3.3.1
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Figure 3.3: The main structure of Treecode
Figure 3.4: The decision progress in Treecode
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3.1.2 Fast Multipole Method (FMM)
The Fast Multipole Method has been named to be one of the top ten algorithms of
the 20th century [20]. The Fast Multipole Method was first developed by Greengard
and Rokhlin ([27] in 2D and [28] in 3D). Their algorithm not only uses multipole
expansion, but also shifts multipole expansions to obtain local representations. The
computation of O(N ) or O(N logN ) is achieved by such machinery [15]. One essential
advantage of FMM over Treecode is its mathematically derived rigorous error bounds.
The difference between FMM and Treecode is shown in Figure 3.5. Treecode
algorithm uses tree structure to form a hierarchical list of logN cells that interact with
N particles. This results in O(NlogN) time complexity for the Treecode algorithm.
FMM further reduces the time complexity by cluster-to-cluster interactions. The
algorithm translates multipole expansion coefficients of cells in the far field to local
expansion coefficients of cells in the near field. In FMM, each cell needs to only
consider the interaction with a constant number of neighbor cells. The FMM has a
time complexity of O(N) because number of neighbor cells is O(N) [81].
A more detailed description of Fast Multipole Method in 1D, 2D and 3D can be
found in the short course by Beatson and Greengard [15].
3.2 Parallel Devices
Aside from the software mentioned in section 3.1, N -body problem can also be
accelerated by hardware. There are many choices, namely, multicore systems, cluster
computing, graphics processing units (GPU) etc. [24]
In DeVelder’s thesis [21], the Biot-Savart Law is efficiently accelerated by Open
Multi-Processing (OpenMP) and general-purpose computing on graphics processing
units (GPGPU), as shown in Figure 3.6.
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Figure 3.5: Flow of the Treecode and FMM calculation [81]
Figure 3.6: Comparison of computational methods for the Biot-Savart Law (N refers
to quantity of receiver particles) [21]
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3.3 Parallel Treecode Algorithm
As shown in Figure 3.7 [81], combination of N -body algorithms and GPU can
greatly accelerate the N -body problem.
Figure 3.7: Calculation time for the direct method, Treecode and FMM on CPU and
GPU. (Normalized L2 norm error of the force is 104 for both Treecode and FMM) [81]
In the past years, several papers reported success on GPU-accelerated Treecode
algorithm. Stock et al. [72] is the first successful demonstration of a GPU-accelerated
multipole treecode solver for large, dynamic N -body problems, however, it still built
the tree and calculated moments on CPU. J. Bedorf et al. [16] succeeded to execute
all parts of the Treecode algorithm on the GPU. Hamada and Nitadori run Treecode
on a cluster of GPUs [35].
In the present research, two approaches are used: GPU-enabled Treecode Algo-
rithm (in C) for Matlab WInDS and OpenMP-enabled Treecode Algorithm (in For-
tran) for Fortran WInDS. They are both compared to direct parallel computation.
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3.3.1 GPU-enabled Treecode Algorithm (in CUDA)
This section is mostly based on Lindsay and Krasny’s research. Their Treecode in
C is parallelized on GPU and modified to accelerate the Matlab version of WInDS.
Since tree construction usually costs a small portion of total simulation time, it is
still run on CPU. Another issue is the filament-particle interaction in WInDS. Since
WInDS uses vortex filaments as source instead of vortex particles, the position of
filaments is treated as their midpoint during construction.
After tree construction, the hierarchical tree leaves are copied into a sequential
tree. As a result, when a sequential tree is copied into GPU memory, it is easy to
access. It is unreasonable to copy the hierarchical tree into GPU. Then the moment
is calculated on CPU. Attempts have been made to calculate the moment in GPU,
however, calculating the moment of largest leaf decides the total time and it takes even
longer than using CPU. Since in WInDS, the source are vortex filament segments,
when computing the moment, special care is needed. Analytic integration along the
filament has been tested, however, the time complexity is not tolerable. Numerically
integral is the best solution to this issue. Hence, Simpson’s Rule is used along the
segment.
In the Lindsay and Krasny’s Treecode, the Taylor approximation is:
Nc∑
j=1
Kδ(xi,yj)×wj = ∑
k
ak(xi,yc)×mk(c)
where
ak(xi,yc) =
1
k!
DkyKδ(xi,yc)
and
mk(c) =
Nc∑
j=1
(yj − yc)kwj
To apply 1/4 Simpson’s Rule:
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mk(c) =
Nc∑
j=1
[(yj−start − yc)k(16wj)
+(yj−middle − yc)k(23wj)
+(yj−end − yc)k(16wj)]
Then the algorithm loops all particles and boxes to decide whether to use direct
calculation or Taylor expansion. The result are stored into a list.
After the sequential tree, receiver particles and the interaction list are copied
into GPU memory, where every GPU thread deals with one receiver particle. The
near field interaction is calculated by filament to particle induction, while far field
interaction is calculated by Taylor expansion. Then, the induced velocity is copied
back to CPU.
The computation time and error from experiments is shown in Figure 3.8.
In this experiment, there is an obvious O(NlogN) trend of GPU Treecode. The
current work uses the error estimation in [55]. However, the error in this computation
not only comes from Taylor expansion truncation, but also the Simpson’s rule for
far-field moment and the smoothing parameter in filament-particle interaction. A
better error estimation mechanism is needed to includes all these three parts in future
research. Also, the singularity should be removed by Vatistas vortex models [74]
instead of the smooth parameter δ.
Figure 3.9 shows the time cost of each part in Treecode, the only part running
on GPU is calculating the velocity from box to particle, and it costs the majority of
computation. Since the present research used one gaming GPU (GTX580), each core
can only handle one simple task. It seems the Taylor expansion is heavy duty for the
GPU cores on this chip. Test on top-level GPU, such as Tesla, is needed in the future
research to have better speedup.
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Figure 3.8: Calculation time and L2 norm error for the direct GPU and Treecode on
GPU. (Input error tolerance: 10−4 for Treecode, maximum cell size: 5k)
3.3.2 OpenMP-enabled Treecode Algorithm (in Fortran)
Since WInDS has been reprogrammed in Fortran (details in the next chapter), it
is more straightforward to used a Fortran version Treecode for acceleration.
The OpenMP-enabled Treecode in [53] has been integrated to WInDS. Dr. Hans
Johnston has modified the Treecode to be a shared-tree structure, which is more
space efficient for multi-core CPU. In the present work, electrostatic energy potential
calculation is modified to be induced velocity calculation, and the particle to particle
algorithm is modified to be particle to filament via Simpson’s Rule. This version of
Treecode is compiled on Linux and runs on Massachusetts Green High Performance
Computing Center (MGHPCC).
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Figure 3.9: The time cost of each part in Treecode
The speedup of this version of Treecode Algorithm depends on three parameters:
Taylor expansion order, maximum number of child leaves, and opening angle. In the
future research, the parameters should be tuned based on different particle population
to achieve the best performance.
Figure 3.10 shows the performance from one set of settings: 8 Intel cores are used,
open angle is 0.5, Talyor expansion order is 5, and the maximum amount of filaments
in each box is 500.
In this case, the whole simulation (60 sec) with direct calculation uses 2.87 hours
while 0.999 hours with Treecode. The overall speedup is nearly 3. Figure 3.11 shows
the output differences between direct calculation and Treecode. The relative differ-
ences of power output, rotor torque, and rotor speed are always less than 5E-5. The
relative difference of blade pitch angle is always less than 1E-3. It can be assumed that
Treecode has negligible influence on the simulation accuracy but significant speedup.
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Figure 3.10: Parallelized Treecode in Fortran
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Figure 3.11: Output differences between direct calculation and Treecode
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3.4 Conclusion
WInDS has a complexity of O(N2) at each timestep. Ninety percent of the time of
WInDS simulation is occupied by the calculation of induced velocities within the wake
and on the bound filament using Biot-Savart Law, and this part can be parallelized.
Both parallel devices and N -body algorithms can speedup WInDS and previous re-
search has focused on accelerating WInDS by parallel devices (multiple-core CPU
and GPU). This dissertation is focused on the combination of parallel devices and
N -body algorithms. GPU-enabled Treecode Algorithm has reduced the running time
from O(N2) to O(N logN ). CPU-enabled Treecode Algorithm has been shown to have
insignificant influence on the simulation accuracy but substantial speedup.
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CHAPTER 4
COUPLING WINDS WITH FAST/AERODYN
When WInDS was initially developed, aero-elastic responses of blades and tower
were ignored [68]. Structural positions and velocities are computed a priori [21]. On
the other hand, the aerodynamic module in FAST is based on BEM theory, which
may not be capable to capture the physics of FOWTs.
In order to better understand aerodynamic behaviors and aero-elastic responses of
FOWTs, it was necessary to couple WInDS with NREL FAST. WInDS was recoded
in Fortran 2003 [58] and integrated to be an option within AeroDyn, which makes
it possible to cooperate with hydro, servo, and elastic modules within FAST. The
present work is developed in the new framework of FAST [39].
4.1 FAST
The FAST code, short for Fatigue, Aerodynamics, Structures, and Turbulence,
is a comprehensive computer-aided engineering (CAE) software designed to predict
the coupled dynamic response of two and three-bladed horizontal-axis wind turbines
(HAWTs). FAST is mainly developed by NREL National Wind Technology Center
(NWTC). Many universities, companies and organizations have made contribution
to the code. Germanischer Lloyd issued a certificate of evaluation of onshore based
wind turbines for FAST in 2005, found suitable for ”the calculation of onshore wind
turbine loads for design and certification.” .
FAST contains aerodynamics models, hydrodynamics models (for offshore wind
turbine), control and electrical system dynamics models, and structural dynamics
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models [46]. The aerodynamic model of FAST loads wind-inflow data and solves the
rotor-wake effects and blade-element aerodynamic loads. The model is also capable
of simulating dynamic stall.
4.1.1 New Framework of FAST
With more and more modules added to the FAST code, NREL has put efforts to
improve the overall modularity of FAST for the following benefits [39]:
• make it easy to read and implement the FAST source code
• help module sharing and shared code development across the wind energy com-
munity
• improve numerical performance and robustness of the code
• greatly enhance flexibility and expandability to enable further developments of
functionality
The new modularization framework has introduced many functions such as: module-
independent inputs, outputs, states, and parameters; loose and tight coupling; states
in continuous-time, discrete-time, and constraint form; independent time and spatial
discretizations; time marching, operating-point determination, and linearization; and
save/retrieve capability [39].
4.1.2 Aerodynamic Module (AeroDyn)
AeroDyn is an element-level routine for wind turbine aerodynamics simulation.
It requires information on the status of a wind turbine from the dynamics analysis
routine and returns the aerodynamic loads for each blade element to the dynam-
ics routines. It can be interfaced with dynamics analysis software, such as FAST,
ADAMS and SIMPACK [3, 50].
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The current version of AeroDyn is AeroDyn v14.03.01a-bjj, which is developed
in the new framework of FAST. It has seven public subroutines: AD Init, AD End,
AD UpdateStates, AD CalcOutput, AD CalcConstrStateResidual, AD CalcContStateDeriv,
AD UpdateDiscState [39]. However, only AD Init, AD End and AD CalcOutput are
in use.
• AD Init is the initialization routine, which reads the input file, sets parameters
and calculates basic variables.
• AD End is the ending routine, which deallocates the memory space.
• AD CalcOutput is the routine for computing outputs (aerodynamic loads). It
use Blade Element Momentum Theory or Generalized Dynamic Wake Theory
[59]
In the future version of AeroDyn, it will have six types of global variables: inputs,
outputs, continuous states, discrete states, constraint states and parameters [39].
However, in the current version, all the continuous, discrete and constraint states are
combined and written in “Otherstates”.
• Inputs include turbine displacements, orientation and velocities. These values
are calculate by the structural dynamics module.
• Outputs are aerodynamic loads by Blade Element Momentum Theory or Gen-
eralized Dynamic Wake Theory [59]
• Parameters include turbine geometry, static airfoil data and undisturbed wind
inflow.
• “Otherstates” store all the variables during the simulation.
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4.2 Integration of WInDS with FAST/AeroDyn
In order to better understand aerodynamic behaviors and aero-elastic responses of
FOWTs, it is necessary to couple WInDS with FAST. WInDS was recoded in Fortran
2003 and integrated to be an option within AeroDyn, which makes it possible to
cooperate with hydro, servo, and elastic modules within FAST.
The original algorithmic structure of AeroDyn is shown in Algorithm 2. The
algorithmic structure of AeroDyn with WInDS is shown in Algorithm 3.
In the AD Init subroutine of AeroDyn, WInDS sets parameters and allocate space
for variables.
In the AD CalcOutput subroutine of AeroDyn, upon the first timestep, WInDS
uses the lift coefficient, calculated by BEM, to generate the initial circulation. After
the first timestep, WInDS calculates positions of trailing nodes, computes velocity
of blade nodes, computes induced velocity at all wake points due to the wake, nu-
merically convects wake nodes to next timestep, modifies the vortex core size via the
Ramasamy-Leishman model and includes the effect of filament stretching from the
previous timestep, computes the strength of the new bound vortex via the Kutta-
Joukowski theorem, and finally computes the aerodynamic loads.
The timestep of the current version of FAST(v8.10.00a-bjj) and AeroDyn(v14.03.01a-
bjj) is usually set to be 0.005s. However, due to the convergence and computation
expense, WInDS prefers the timestep between 0.025 and 0.05s [21]. As a compro-
mise, WInDS uses inputs at selected timesteps to calculate loads, and output loads
for unselected timesteps are copied from the previous selected one. These is a param-
eter to set the ratio between the frequency of WInDS and the frequency of FAST(or
AeroDyn). Hopefully after the AeroDyn overhaul ends, AeroDyn will be able to set
the individual frequency as WInDS needs.
In the AD End subroutine, all the allocated memory space is deallocated.
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AeroDyn defines types in a separate Text file and generates the Fortran code
automatically upon compiling. In order to make future development convenient, the
types for WInDS are usually grouped together.
The algorithmic structure of WINDS FVMInitial is shown in Algorithm 4. All
the details about the programming method and user instructions can be found in the
Handbook for FAST-WInDS v8.10.
The Fortran version of WInDS generally follows both the original of Matlab version
of WInDS and the programming style of FAST. However, some compromises are made
between them:
• The timestep duration in AeroDyn is usually very small (< 0.01sec). However,
WInDS (FVM) needs much larger timesteps (usually 0.05 - 0.1 sec) for conver-
gence. One solution is the call WInDS at selected timesteps and for the other
timesteps, copy the output from the previous selected timestep. In the code,
the parameter DT ratio is used. If DT ratio is 5 and AeroDyn is 50 hz, WInDS
will be 10 hz.
• For the unit of angles, Matlab WInDS uses degree, while Fortran code (FAST-
WInDS) uses radius.
• Rotor thrust in Matlab WInDS is calculated simply from aerodynamic forces.
In FAST, it is related to the hub mass, the tip brake, and aerodynamic forces
of blade elements (according to ElastoDyn.f90 code).
• The aerodynamic center of a blade element is set to be the one quarter of the
chord because of the assumption of lifting-line theory [9].
• Since Matlab WInDS uses interpolated twist angle and chord to calculate trail-
ing nodes positions, while the present work interpolates element nodes positions
to obtain trailing nodes positions, there is slight difference of the lifting coeffi-
cient between them. However, the differences are usually less than 1% in some
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simple comparisons. The largest differences often occurs at the tip elements,
although these elements have relatively small area and contribute small force
to the total. Hence it is reasonable to deal in this way.
• WInDS needs to read in the stall angle while original AeroDyn does not.
• The AeroDyn defines types in a separate Text file and generates the Fortran code
automatically upon compiling. In order to make future development convenient,
the types for WInDS are usually grouped together.
• WInDS does not support multiple columns in the airfoil table. Some certifica-
tion test cases in FAST use this kind of airfoil tables.
40
Algorithm 2: Original Algorithm Structure of AeroDyn
Data: Turbine position, velocity and orientation
Result: Aerodynamic loads
1 begin
2 Subroutine AD Init - to initialize module;
3 for all timesteps do
4 Subroutine AD CalcOutput - to calculate the aerodynamic loads;
5 Subroutine AD End - to terminate the module;
Algorithm 3: Algorithm Structure of AeroDyn with WInDS
1 begin AD Init
2 Original code in AD Init;
3 Subroutine WInDS ReadInput;
4 Subroutine WINDS SetParameters ;
5 Subroutine WINDS Allocate ;
6 (optional) Subroutine WINDS Shear Model ;
7 (optional) Subroutine WINDS Ground Model ;
8 (optional) Subroutine LB Initialize AirfoilData (optional) Subroutine
Initialize Paraview Files ;
9 (optional) Subroutine Write Treecode ;
10 (optional) Subroutine Write KJ ;
Algorithm 4: Algorithm Structure of WINDS FVMInitial
1 begin WINDS FVMInitial
2 Make inflow to be steady;
3 Subroutine BEM ;
4 Define initial vortex strength;
5 (Optional) Output First Timestep to Paraview file;
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The algorithmic structure of WINDS FVM is shown in algorithm 5.
Algorithm 5: Algorithm Structure of WINDS FVM
1 begin WINDS FVM
2 Subroutine CUR 2 PREV;
3 Subroutine SHEAR ;
4 if not last timesetp then
5 Subroutine NUM ADVECT ;
6 Subroutine UPDATE WAKE ;
7 Subroutine VCORE ;
8 Subroutine KuttaJoukowski ;
9 Subroutine Aero Loads ;
10 (Optional) Subroutine CreateVTUembedded ;
4.3 Validation for Land Based Wind Turbine
Before running complicated simulations, the newly integrated FAST-WInDS code
is validated for an onshore based wind turbine in simple settings. Firstly, the code is
compared with the original WInDS in Matlab. The exact same outputs are expected
in this validation test. Secondly, the FAST-WInDS code is compared with the original
FAST with blade element momentum method. For an onshore based wind turbine,
only minor difference in the results is expected since the wind turbine operates in a
relatively stable environment.
4.3.1 FAST-WInDS against WInDS in Matlab
The validation test between FAST-WInDS and WInDS in Matlab is focused on
the NREL 5MW onshore wind turbine [41]. This case is based on the FAST certificate
Test 18 in the FAST(v8.10.00a-bjj) installation package.
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The 5 MW baseline wind turbine is a conceptual model designed by NREL and
serves as a foundation for offshore wind turbine design. The major properties are
listed in Table 4.1. The detailed description of the 5 MW baseline wind turbine can
be found in [41].
Table 4.1: Properties of the NREL 5 MW Baseline Wind Turbine [41]
Rating 5 MW
Rotor Orientation, Configuration Upwind, 3 Blades
Control Variable Speed, Collective Pitch
Drivetrain High Speed, Multiple-Stage Gearbox
Rotor, Hub Diameter 126 m, 3 m
Hub Height 90 m
Cut-In, Rated, Cut-Out Wind Speed 3 m/s, 11.4 m/s, 25 m/s
Cut-In, Rated Rotor Speed 6.9 rpm, 12.1 rpm
Rated Tip Speed 80 m/s
Overhang, Shaft Tilt, Precone 5 m, 5 deg, 2.5 deg
Rotor Mass 110,000 kg
Nacelle Mass 240,000 kg
Tower Mass 347,460 kg
Coordinate Location of Overall CM (-0.2 m, 0.0 m, 64.0 m)
In this validation test, there are three changes to FAST Certificate Test18:
• Since the WInDS code in Matlab only supports a rigid turbine, the blades,
tower and platform are set to be rigid
• Based on the assumptions of free vortex method, the inflow is set to be steady
(12 mps)
• The stall is set to be steady
The test case is first run by FAST-WInDS. Then the WInDS code in Matlab
loads the generated output file to calculate the wind turbine positions and velocities.
Finally the aerodynamic loadings are calculated by the Matlab version of WInDS.
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The lifting coefficients from both versions of the code are compared for the first 5
timesteps. The relative error between both two codes are below one percent.
The error arises from the fact that the Matlab version of WInDS uses interpolated
twist angle and chord to calculate trailing nodes positions, while the present work
interpolates element nodes positions to obtain trailing nodes positions and so there is
slight difference of the lifting coefficient between them. However, the differences are
usually less than one percent in the simple comparisons. The largest relative error
often occurs at the tip elements, although these elements have relatively small area
and contribute small force to the total loading. Hence it is reasonable to deal with
the position calculation in this way.
4.3.2 FAST-WInDS against Original FAST
A code to code comparison is made for the onshore based NREL 5 MW wind
turbine between FAST-WInDS and original FAST with BEM. All the simulations in
this section are run on a desktop with 3rd Generation Intel Core i5-3330 processor,
8GB DDR3 SDRAM and Windows 10 Professional (64-bit).
A few modifications are made in FAST input files:
• Bladed style controllers are used.
• Inflow is set to be steady (6.0/11.4/18.0 mps) without shear, since free vortex
method is based on potential flow.
• The aerodynamic centers of the blade elements are set to be at the quarter
chord because of the assumption of lifting-line theory
• For comparison purpose, the stall model in original AeroDyn is set STEADY.
General settings for WInDS:
• For convergence, the time step duration in WInDS is 0.1 sec
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• Integration scheme is fourth order Runge-Kutta method.
• Vatistas viscous model is used to remove the singularity of the Biot-Savart Law.
• Biot-Savart Law is calculated directly via OpenMP. Treecode algorithm is not
used for acceleration.
• Inflow shear, tower shadow, ground effects and dynamic stall are turned off.
The code to code comparison for the NREL 5MW onshore baseline turbine is
shown in Figure 4.1. In these case, there is no additional DOFs associated with the
platform motions. The wind turbine operated in a relatively steady environment.
Only minor difference in the results are expected. Based on the results, both power
and thrust from WInDS converge with the results from original FAST, although it
obviously takes longer in below-rated inflow cases.
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Figure 4.1: Validation test of FAST-WInDS with a NREL 5-MW land-based turbine
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4.4 Simplified Wake Model
During the simulation of WInDS, the quantity of all the filaments representing the
wind turbine wake increases linearly. As a result, the running time of every timestep
increases at the order of N2. Summing this up will lead to the time complexity of N3
for the whole simulation, which means simulation of 2 mins costs 8 times of a 1-min
simulation.
Another issue in current simulation is that when vortex filaments are moving
downwind from the blades, they begin to run into other vortex filaments’ core and
some filaments obtain large induced velocity values and non-physical behavior. This
may cause inaccuracies in the loading prediction.
Friedemann Beyer from University of Stuttgart has made a simplified model for
WInDS: freeze the wake at certain distance (no induced velocity from the filaments
after this distance) and then cutoff the wake at further distance (ignore particles
after this distance). This model can efficiently remove the “noise” in the far wake
and reduce the running time. It has been implemented into FAST-WInDS and tested
by Andrew Sciotti for the NREL 5 MW onshore wind turbine. Figure 4.2 shows a full
wake and simplified wake when it freezes after 2D and cutoffs after 4D. The running
time is 3.2 hrs vs. 1.9 hrs.
Sebastian has quantitively analyzed wake induction at the rotor in his dissertation:
the first five rotor diameters of the wake contributes 100% of the induced velocity,
independent of operating condition. Figure 4.3 shows an example for NREL 5 MW
wind turbine on the ITI Energy barge under platform surge, heave, and pitch motions
under below-rated operating conditions. This analysis gave confidence to use the
simplified wake model for future simulations. Friedemann Beyer also has validated
the predicted power output under different freeze and cutoff settings.
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(a) Full wake
(b) Simplified wake
Figure 4.2: Comparison between full wake and simplified
Figure 4.3: Wake induced velocity at the lifting-line [68]
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4.5 Aero-hydro-servo-elastic Simulation of FOWT
FAST with WInDS is compiled in Linux and such that any future simulations can
be run on Massachusetts Green High Performance Computing Cluster (MGPHCC),
which is a shared high performance computer cluster with 14,376 cores available (Intel
and AMD), and 660TBs of high performance EMC Isilon X series storage and 513TBs
of Farline storage. The acceleration approaches including Parallelized Treecode and
simplified wake model are tuned in the first section, and aero-hydro-servo-elastic
simulations of two floating wind turbines are made in later sections.
4.5.1 Tuning Treecode Algorithm and Far Wake Model
WInDS (implemented with free vortex method) uses the Biot-Savart Law at each
timestep. Since the Biot-Savart Law is O(n2), the whole simulation adds up to
O(n3), which makes it impossible to run long simulations even with the help of
supercomputing. Two approaches has been used in this dissertation: parallelized
Treecode and simplified wake model.
4.5.1.1 Parallelized Treecode Algorithm
Treecode algorithm can reduce the computation of Biot-Savart Law from O(n2)
to O(n log n) or O(n). Thus, the overall running time will be O(n2 log n) or O(n2).
However, 3 parameters (opening angle, Taylor expansion order, and max particle
number in each leaf) can decide the speed and the approximation error of the Treecode
algorithm. To tune the parameters, the WInDS writes the internal variables at certain
timesteps (e.g. 60, 120, 180 and 240 sec), and a driver that loads the data can
call Treecode multiple times with different parameters. The results are shown in
Figure A.1, A.2 and A.3.
Table 4.2 and 4.3 show the domain size and performance of Treecode. The 2nd
table shows the best speedup at certain timesteps within L2 error of 1e-3.
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To make the use of Treecode easy, the parameters are set as: opening angle to be
0.3, Taylor order to be 5, and leaf size to vary with domain size, as listed in Table 4.4.
These parameters are used in the next part.
Table 4.2: Size of domain (number of vortex filaments and particles) for Treecode
Algorithm
Simulation length (sec) No. of filaments (source) No. of points (receiver)
60 32400 32346
120 64800 64746
180 97200 97146
240 129600 129546
Table 4.3: Best speedup of last timestep within error tolerance by Treecode Algorithm
Simulation length (sec) L2 error (less than 1e-3) Speedup Parameters
60 7.59e-4 4.15 0.5/6/1000
120 2.28e-4 6.15 0.4/5/1000
180 8.99e-5 6.58 0.3/5/2000
240 2.37e-4 7.53 0.3/5/4000
Table 4.4: Suggested parameters of Treecode for whole simulation
Simulation length (sec) Openning angle Taylor order Leaf size
60 0.3 5 250
120 0.3 5 750
180 0.3 5 2000
240 0.3 5 4000
The results by Treecode are compared with direct Biot-Savart Law computation
in Figure 4.4. The simulations are based on NREL 5 MW spar buoy turbine. Relative
errors from power, thurst, torque and rotor speed are always below 1e-4.
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(d) Error of rotor torque
Figure 4.4: Relative Error of Simulation by Treecode.
4.5.1.2 Simplified Wake Model
For the freeze and cutoff model by the University of Stuttgart, the wake freezes
and cuts-off at 6D. After the cutoff distance, the whole simulation is O(n).
The results by freeze and cutoff model are compared with full wake and direct
Biot-Savart Law computation in Figure 4.5. The relative error is generally below
1e-4.
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(d) Error of rotor torque
Figure 4.5: Relative error of simulation by wake model
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Figure 4.6: Comparison of running time by three computation approaches
4.5.1.3 Comparison and Combination
The total comparison (Figure 4.6) is based on a simple simulation: NREL 5MW
wind turbine on OC3 Hywind platform, WInDS has frequency of 10 Hz, above rated
wind speed inflow (18 mps), no dynamic stall, no ground effects, no Paraview file
outputs. 8 Intel cores are used for each case.
According to Figure 4.6, Treecode algorithm can greatly reduce the computation
time with mathematical approximation and make longer simulation possible. It is
unlikely to run any simulation over 4 minutes by direct computation since the waiting
time and running time are tremendously large. The memory usage of Treecode is
larger than the direct computation due to the additional tree structure.
The freeze and cutoff models can greatly reduce the running time and memory
usage. The running time is proportional to simulation time. This engineering model
can also reduce the size of Paraview (an open-source visualization application) output
files of WInDS. Notice that the output takes over 13 Gb for direct computation of 3
minutes.
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Figure 4.7: Comparison of running time by three computation approaches in log scale
The log-log scale plot of running time confirms that direct computation is O(n3),
Treecode algorithm takes O(n2 log n) or O(n2) and the simplified wake model reduces
to O(n) after freeze and cutoff distance (42 sec here).
The combination of the simplified wake model and Treecode algorithm can be used
to further reduce the computation time. According to the experiment (Figure 4.8),
10 min simulation (10 Hz, above rated wind, rigid body and non-DS case) can have
a running time of approximately one day (while expected to run 4 months by direct
computation). Since the domain is relatively small (≈ 20k) after cutoff, the Treecode
doesn’t have a large speedup.
One thing to notice is that these simulation are slightly faster than previous sim-
ulations even for the same case. The main reason can be that they are running on
different hosts. These simulations allocated less running time so that the hosts are
supposed to have newer Intel CPUs.
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Figure 4.8: Comparison of running time by two computation approaches
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4.5.2 NREL 5MW Wind Turbine with OC3 Hywind Platform
The platform of the floating OC3 Hywind is shown in Figure 2.1 (left). It is
based on the spar-buoy concept and the properties are shown in Table 4.5. The OC3-
Hywind system has a deeply drafted slender spar buoy and three catenary mooring
lines [42]. Details of this platform can be found in [40].
Table 4.5: Properties of OC3-Hywind spar buoy [42]
Diameter or width length (m) 6.59.4 (is tapered)
Draft (m) 120
Water displacement (m3) 8,029
Mass, including ballast (kg) 7,466,000
CM location of the platform below SWL (m) 89.92
Roll inertia about CM (kg m2 ) 4,229,000,000
Pitch inertia about CM (kg m2 ) 4,229,000,000
Yaw inertia about CM (kg m2 ) 164,200,000
Number of mooring lines 3
Depth to fairleads, anchors (m) 70, 320
Radius to fairleads, anchors (m) 5.2, 853.9
Unstretched line length (m) 902.2
Line diameter (m) 0.09
Line mass density (kg m−1) 77.71
Line extensional stiffness (N) 384,200,000
For the simulations, the inflow is set to be steady: 11.4 mps for rated, 18 mps for
above rated and 6 mps for below rated flow. No wind shear, ground effect or tower
shadow is used. FAST has a frequency of 80 Hz and 10 Hz for WInDS. The water
depth is 320 meters with periodic waves. The significant wave height of incident waves
is 6 meters and the peak-spectral period of incident waves is 10 s. All the simulations
are run on MGHPCC, with 8 Intel cores for each case for the balance of pending
time and simulation cost. Figure 4.9 shows the wave elevation. Aerodynamic outputs
and platform motions are presented in the next sections with additional figures in the
Appendix.
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Figure 4.9: Wave elevation history as the simulation input for OC3 Hywind platform
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4.5.2.1 Above Rated Inflow
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Figure 4.10: NREL 5-MW offshore turbine + OC3 Hywind platform with above rated
inflow
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4.5.2.2 Rated Inflow
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Figure 4.11: NREL 5-MW offshore turbine + OC3 Hywind platform with rated inflow
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4.5.2.3 Below Rated Inflow
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Figure 4.12: NREL 5-MW offshore turbine + OC3 Hywind platform with below rated
inflow
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4.5.2.4 Discussion
Thrust on the blade:
• The result from the first minute still contain the influence of the starting vortex.
Predictions after one or two minutes may be analyzed. For both WInDS and
BEM in FAST, the time series in the thrust prediction is correlated to the wave
elevation.
• WInDS has larger thrust amplitude than BEM. The reason is that WInDS
responds to rapid local velocity changes due to unsteady flows arising from
a platform-derived effective wind component in a more physically consistent
manner [68].
• The thrust amplitude from an elastic body is normally larger than rigid body
in both WInDS and BEM. An elastic body is more sensitive to the wave motion
which leads to larger thrust amplitude.
• Results from WInDS/rigid show discrete jumps between time steps, while a
smoother response is seen with elastic body. The discrete jumps correspond to
one timestep duration in WInDS. WInDS does not calculate aerodynamic forces
at each FAST timestep due to high computational cost and instability. Instead
WInDS uses much larger timestep duration (controlled by user setting). WInDS
copies the forces from previous FAST timestep to match the difference. For the
elastic body, the elasticity appears to adjust to the sudden change in thrust,
which makes the curve smooth. Numerical integration schemes can potentially
improve the smoothness of the thrust curve although that may increase the
computation time.
• In WInDS, the thrust amplitude from simulations with DS is normally larger
than steady stall. Leishman-Beddoes dynamic stall model can take blade section
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level unsteadiness into account and enables InDS to predict aerodynamic forces
during dynamic stall while static 2D airfoil data is not representative of the true
physical behavior [22].
Platform motions:
• Platform pitch, heave and yaw are correlated with the wave elevation and then
influence the aerodynamic loads on the wind turbine blades.
• Elasticity of the system tends to reduce the vibration of platform pitch, heave,
and yaw.
• Platform yaw in simulations using WInDS has much smaller amplitude com-
pared with BEM in rated and below-rated cases. However, it is not observed in
above-rated cases.
In the rated cases, there is significant variation in the generated power because of
the unsteadiness of platform motions. In the below-rated cases, WInDS appears to
have much higher prediction of power outputs, rotor speed, and torque than BEM.
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4.5.3 NREL 5MW Wind Turbine with OC4-DeepCwind Semi-Submersible
The platform of DeepCwind semi-submersible is shown in Figure 4.13. Some
structural properties are shown in Table 4.6.
Figure 4.13: DeepCwind floating wind system design [63].
For the simulations, the inflow is steady: 11.4 mps for rated, 18 mps for above
rated and 6 mps for below rated flow. No wind shear, ground effect or tower shadow
is used. FAST has a frequency of 80 Hz and 10 Hz for WInDS. The water depth is
200 meters with periodic waves. The significant wave height of incident waves is 1.26
meters and peak-spectral period of incident waves is 10 s. All the simulations are run
on MGHPCC with 8 Intel cores for each case. Figure 4.14 shows the wave elevation.
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Table 4.6: Properties of OC4-DeepCwind-Semi-Submersible [63]
Platform mass, including ballast 1.3473E+7 kg
CM location below SWL 13.46 m
Platform roll inertia about CM 6.827E+9 kg −m2
Platform pitch inertia about CM 6.827E+9 kg −m2
Platform yaw inertia about CM 1.226E+10 kg −m2
Aerodynamic outputs and platform motions are presented in the next sections with
additional figures in the Appendix.
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Figure 4.14: Wave elevation history as the simulation input for OC4 DeepCwind
platform
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4.5.3.1 Above Rated Inflow
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(d) Platform Pitch
Figure 4.15: NREL 5-MW offshore turbine + OC4-DeepCwind Semi-Submersible
with above rated inflow
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4.5.3.2 Rated Inflow
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Figure 4.16: NREL 5-MW offshore turbine + OC4-DeepCwind Semi-Submersible
with rated inflow
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4.5.3.3 Below Rated Inflow
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Figure 4.17: NREL 5-MW offshore turbine + OC4-DeepCwind Semi-Submersible
with below rated inflow
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4.5.3.4 Discussion
Thrust on the blade:
• The results from the first minute contains the influence of the starting vortex.
For both WInDS and BEM in FAST, the time series in thrust prediction are
correlated to the wave elevation.
• In the above rated case: WInDS has larger thrust amplitude than BEM. The
thrust amplitude from elastic body is normally larger than rigid body in both
WInDS and BEM. Results from WInDS/rigid show discrete jumps between
time steps, while a smoother response is seen with elastic body. In WInDS, the
thrust amplitude from simulations with DS is normally larger than with steady
stall. However, dynamic stall model needs to be tuned in the WInDS/elastic
body case because the instability in the thrust predication.
• In the rated case: BEM tends to have higher thrust prediction than WInDS.
The influence of the stall model is small in WInDS. The thrust amplitude from
elastic body is normally larger than rigid body in both WInDS and BEM.
• In the below-rated case: BEM tends to have smaller thrust prediction than
WInDS. The influence of stall model is also small in WInDS. The thrust ampli-
tude from elastic body is normally larger than rigid body in both WInDS and
BEM.
Platform motions:
• In the above rated case: Using WInDS tends to decrease the overall value of
sway and yaw. Other motions are similar in BEM and WInDS simulations.
• In rated and below-rated cases: Platform heave motions are close in BEM
and WInDS simulations. This motion is mainly driven by the wave elevation.
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Surge, pitch and sway are larger with BEM than WInDS. Roll motion is larger
in WInDS simulations. Yaw motions are larger with BEM in rated inflow,
however, in below-rated case, the yaw tends to have larger amplitude in BEM
with similar mean.
In the above rated cases, power, rotor speed, thrust and torque appear to converge,
while the results tends to be periodical in other inflow cases. In below-rated cases,
all predications with WInDS tends to be higher than with BEM.
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CHAPTER 5
ANALYSIS OF AEROELASTICITY AND
UNSTEADINESS OF AN OFFSHORE FLOATING WIND
TURBINE
5.1 The Influence of Aeroelasticity
Aeroelasticity is ignored in the original development of WInDS in Matlab. The
integration of WInDS into FAST allows aeroelasticity to be considered in FOWT
simulations with free vortex methods. This section discussed the influence of aeroe-
lasticity on the loading, wake evolution and angle of attack at the blades. This
simulations are only run with WInDS.
5.1.1 Loading
The time series of power generation, torque and blade thrust have been displayed
in the previous chapter. These outputs tend to have larger standard deviation for
elastic turbines than rigid ones. The curves also tend to be smoother in elastic cases.
Table 5.1 and 5.2 summarizes the mean and standard deviation of these time series
for the rigid and elastic WInDS simulations..
In the OC3 Hywind case, the percent difference in mean of thrust is relatively large
(between 1% and 2%), while small in the mean of torque and power. Aeroelasticity
tends to have most influence on the standard deviation of torque, with largest percent
difference in above rated inflow (as high as 59%).
In the OC4 DeepCwind case, the same pattern follows although the percent dif-
ference in standard deviation is much larger, which indicates stronger unsteadiness
in the output with the OC4 DeepCwind platform. The largest percent difference of
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torque occurs in above rated inflow, which is as high as 201% because of drivetrain
flexibility.
Table 5.1: Output Loading for NREL 5MW on OC3 Hywind Platform
µthrust σthrust µtorque σtorque µpower σpower
Above Elastic 500.60 148.28 4179.93 213.06 5067.12 327.67
Rigid 494.75 135.80 4179.96 133.79 5066.69 311.97
δ (%) 1.1826 9.1848 -0.0008 59.2514 0.0085 5.0332
Rated Elastic 815.58 147.65 4103.89 291.14 4917.34 392.06
Rigid 801.24 140.43 4117.76 233.77 4935.05 356.43
δ (%) 1.7903 5.1402 -0.3368 24.5420 -0.3589 9.9938
Below Elastic 383.99 90.68 1141.70 273.69 934.60 304.25
Rigid 378.33 86.93 1138.02 246.50 931.10 306.41
δ (%) 1.4967 4.3160 0.3233 11.0294 0.3752 -0.7058
Table 5.2: Output Loading for NREL 5MW on OC4 DeepCwind Platform
µthrust σthrust µtorque σtorque µpower σpower
Above Elastic 486.71 93.92 4173.01 291.01 5053.17 367.78
Rigid 484.38 78.93 4174.23 93.70 5054.60 333.42
δ (%) 0.4802 19.0030 -0.0295 210.5764 -0.0283 10.3061
Rated Elastic 810.07 43.80 4162.77 170.23 4976.95 256.36
Rigid 790.86 38.01 4166.13 134.03 4981.88 234.60
δ (%) 2.4283 15.2309 -0.0806 27.0140 -0.0989 9.2784
Below Elastic 373.75 20.85 1087.89 108.40 873.36 95.24
Rigid 369.14 18.58 1091.21 101.24 876.49 101.74
δ (%) 1.2479 12.1989 -0.3042 7.0711 -0.3573 -6.3839
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5.1.2 Wake Evolution
The influence of aeroelasticity on wake evolution is also interesting to analyze.
However, due to the storage limit of MGHPCC (50 Gb per user), only the wake
visualization files from first 120 seconds in each simulation have been written to disk.
The Paraview visualization files of a 120 sec simulation takes approximately 5 Gb.
Figure 5.1 and 5.2 display the wake at 120 sec.
For both platforms, since the elastic blades have large deflections near the tip,
the vortex sheet in the wake is less smooth especially near the edges. Due to the
deformation of elastic blades, the wake tends to have a smaller diameter. In below
rated simulations, since the wake moves slowly, the far wake is in chaos. In rated
flow, the wake can keep its structure for almost two diameters. The wake in above
rated inflow is stable for the whole simulation.
In the OC4 DeepCwind simulations, the velocity appears to be much smaller in
the elastic turbine with below rated inflow by looking at the figure (whitish color in
the plot). This is because the aeroelasticity increases unsteadiness of vortex filament
motions and induced velocities at wake nodes are also increased. The overall velocity
is also low in rated inflow.
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(a) Elastic turbine with below rated inflow (b) Rigid turbine with below rated inflow
(c) Elastic turbine with rated inflow (d) Rigid turbine with rated inflow
(e) Elastic turbine with above rated inflow (f) Rigid turbine with above rated inflow
Figure 5.1: Wake evolution of NREL 5-MW offshore turbine + OC3 Hywind platform
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(a) Elastic turbine with below rated inflow (b) Rigid turbine with below rated inflow
(c) Elastic turbine with rated inflow (d) Rigid turbine with rated inflow
(e) Elastic turbine with above rated inflow (f) Rigid turbine with above rated inflow
Figure 5.2: Wake evolution of NREL 5-MW offshore turbine + OC4 DeepCwind
platform
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5.1.3 Angle of Attack
In FOWTs, the aeroelasticity is believed to influence the angle of attack (AoA)
experienced by the blades. The change in AoA therefore results in the change of lifting
force of blades. To investigate the relationship between aeroelasticity and AoA, the
AoA is written from FAST-WInDS. However, due to the storage limit of MGHPCC
(50 Gb per user), only the angles of attack from first 120 seconds in each simulation
have been written to disk.
In the figures below, the 0 element is located at the root of blade and 16 is located
at the tip. For the FOWTs on the OC3 Hywind platform, the difference of the mean
values is small between the rigid and elastic turbines. The standard deviation is
larger in the elastic turbine. The difference is more obvious near the tips of blades,
especially under rated and below rated inflows. As shown in the Table 5.3, the largest
difference occurs in above rated inflow (24.8%). In this table, the standard deviation
of AoA has the unit of radian.
The figures of the FOWT on the OC4 DeepCwind platform are placed in the
Appendix. The difference in standard deviation of AoA between elastic and rigid
turbines are much larger in OC4. In contrast to the OC3 case, the largest differ-
ence occurs in below rated inflow for OC4. The aeroelasticity appears to have more
influence in OC4.
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Figure 5.3: AOA of OC4 DeepCwind with Below Rated Inflow
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Figure 5.4: AOA of OC4 DeepCwind with Rated Inflow
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Figure 5.5: AOA of OC4 DeepCwind with Above Rated Inflow
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Table 5.3: Summary of AoA of NREL 5-MW offshore turbine + OC3 Hywind
Above rated Rated Below rated
Element σrigid σelastic δσ (%) σrigid σelastic δσ (%) σrigid σelastic δσ (%)
0 0.0925 0.0968 4.58 0.1081 0.1170 8.28 0.0851 0.0906 6.51
1 0.0856 0.0896 4.74 0.0938 0.1022 9.03 0.0841 0.0894 6.29
2 0.0755 0.0791 4.78 0.0787 0.0862 9.51 0.0822 0.0869 5.69
3 0.0544 0.0574 5.57 0.0487 0.0544 11.63 0.0444 0.0477 7.59
4 0.0341 0.0377 10.37 0.0302 0.0343 13.65 0.0330 0.0351 6.25
5 0.0260 0.0281 7.94 0.0252 0.0284 12.72 0.0288 0.0305 5.77
6 0.0217 0.0237 9.18 0.0221 0.0250 12.78 0.0255 0.0269 5.09
7 0.0189 0.0210 10.84 0.0209 0.0236 13.10 0.0233 0.0245 5.04
8 0.0163 0.0182 11.65 0.0190 0.0214 12.73 0.0208 0.0217 4.38
9 0.0146 0.0165 12.91 0.0184 0.0206 12.22 0.0194 0.0201 3.76
10 0.0130 0.0148 14.04 0.0174 0.0195 11.71 0.0176 0.0182 3.16
11 0.0125 0.0142 13.83 0.0170 0.0188 10.90 0.0164 0.0167 2.36
12 0.0112 0.0130 16.14 0.0164 0.0181 10.16 0.0150 0.0152 1.64
13 0.0102 0.0122 19.68 0.0160 0.0175 9.35 0.0138 0.0140 0.95
14 0.0093 0.0114 21.84 0.0154 0.0168 8.71 0.0128 0.0129 0.72
15 0.0085 0.0106 24.52 0.0149 0.0161 8.19 0.0118 0.0119 1.08
16 0.0089 0.0111 24.76 0.0157 0.0169 7.87 0.0119 0.0121 1.79
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Table 5.4: Summary of AoA of NREL 5-MW offshore turbine + OC4 DeepCwind
Above rated Rated Below rated
Element σrigid σelastic δσ (%) σrigid σelastic δσ (%) σrigid σelastic δσ (%)
0 0.0849 0.0884 4.14 0.0911 0.0987 8.32 0.0623 0.0664 6.56
1 0.0784 0.0817 4.18 0.0752 0.0818 8.73 0.0462 0.0497 7.41
2 0.0698 0.0729 4.38 0.0597 0.0645 8.09 0.0368 0.0396 7.53
3 0.0484 0.0505 4.26 0.0351 0.0391 11.13 0.0133 0.0146 10.18
4 0.0289 0.0305 5.31 0.0189 0.0211 11.71 0.0089 0.0098 9.80
5 0.0221 0.0233 5.18 0.0141 0.0158 11.98 0.0069 0.0076 9.61
6 0.0180 0.0189 5.14 0.0115 0.0128 11.88 0.0057 0.0062 8.67
7 0.0151 0.0159 5.46 0.0103 0.0118 15.10 0.0049 0.0053 7.90
8 0.0126 0.0133 5.82 0.0088 0.0102 16.08 0.0042 0.0045 7.02
9 0.0109 0.0116 6.32 0.0085 0.0101 18.73 0.0037 0.0040 7.06
10 0.0094 0.0100 6.86 0.0080 0.0097 21.86 0.0033 0.0036 9.17
11 0.0089 0.0096 6.88 0.0077 0.0095 23.40 0.0030 0.0035 13.98
12 0.0081 0.0088 8.33 0.0075 0.0095 26.47 0.0028 0.0034 20.94
13 0.0070 0.0078 11.62 0.0074 0.0096 28.94 0.0027 0.0034 29.60
14 0.0060 0.0069 15.11 0.0073 0.0096 30.52 0.0026 0.0036 37.29
15 0.0052 0.0063 19.93 0.0073 0.0095 30.94 0.0025 0.0037 43.93
16 0.0052 0.0070 35.00 0.0086 0.0110 27.67 0.0026 0.0040 53.55
The influence of aeroelasticity of FOWTs on the loading, wake evolution and angle
of attack at blades is significant. Considering aeroelasticity of offshore floating wind
turbine simulation can help better understand the unsteadiness of power output and
fatigue of blades. This is one of the advantages for FAST-WInDS over WInDS in
Matlab.
80
5.2 Unsteadiness in Loading
5.2.1 Simulations under Different Wind/Wave Conditions
Coupling WInDS to FAST makes it possible for full aero-hydro-servo-elastic sim-
ulations with free vortex method for unsteady aerodynamics. The coupled approach
increases the accuracy in the prediction of the system dynamic response. For instance,
in some cases, the aerodynamic damping from rotors can greatly reduce the effects
of hydrodynamic loads on the support structure, which can only be captured in the
fully coupled simulations [62].
To investigate the unsteadiness in the loading of offshore floating wind turbines,
another set of simulations was conducted. The combination of different wave strengths
and wind speeds were used in this section. The focus is the influence of platform
motions on unsteadiness in aerodynamics (Table 5.5). The wave cases are referred
to [48].
Table 5.5: Test matrix for wind and wave conditions
Wave period (s) / Wave height (m)
3.7 4.0 5.0 5.5 6.0 6.9 10.0 15.0 20.0 21.0
1.0 1.0 1.0 1.0 1.5 2.0 3.0 6.0 9.0 9.0
W
in
d
(m
p
s)
6.0
10.0
11.4
15.0
20.0
25.0
The tests covers two offshore floating wind turbine platforms: OC3 Hywind and
OC4-DeepCwind semi-submersible. For each platform at each wind and wave condi-
tion, there will be 4 sets of simulation: FAST-BEM or FAST-WInDS, dynamic stall
or steady. A total of 10 ∗ 5 ∗ 4 ∗ 2 = 480 simulations are conducted. These simulation
costs over one month on MGHPCC.
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5.2.2 Comparison of Results from WInDS with BEM
Quantitative analysis between the output from WInDS and BEM are made in
this section. In the OC3 simulations, WInDS tends to have higher predictions of the
mean and standard deviation of the power compared to BEM. The largest standard
deviation occurs at 10.0 mps wind and 21.0 sec wave period by WInDS while 11.5 mps
wind and 21.0 sec wave period by BEM. WInDS tends to have higher average thrust
predictions and lower standard deviation over BEM. The OC4 simulations follows the
same patterns.
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6.0 10.0 11.5 15.0 20.0 25.0
Wind
21
.0
20
.0
15
.0
10
.0
6.
9
6.
0
5.
5
5.
0
4.
0
3.
7
W
av
e
4.7e+02 9.6e+02 6.7e+02 3.8e+02 3.6e+02 3.3e+02
4.6e+02 9.5e+02 6.6e+02 3.7e+02 3.5e+02 3.2e+02
2.5e+02 7.2e+02 3.9e+02 2.2e+02 2.1e+02 2.1e+02
79 3.7e+02 1.2e+02 99 1e+02 1.2e+02
35 1.9e+02 96 71 89 1e+02
29 1.5e+02 90 67 88 97
27 1.2e+02 88 66 82 97
26 1.1e+02 87 66 84 96
26 1.1e+02 86 66 83 96
26 1e+02 86 65 83 95
200
400
600
800
(c) STD of power by WInDS
6.0 10.0 11.5 15.0 20.0 25.0
Wind
21
.0
20
.0
15
.0
10
.0
6.
9
6.
0
5.
5
5.
0
4.
0
3.
7
W
av
e
2.1e+02 5.2e+02 6.9e+02 3.6e+02 3.5e+02 3.2e+02
2e+02 5e+02 6.8e+02 3.5e+02 3.4e+02 3.1e+02
98 2.2e+02 4.2e+02 2e+02 2e+02 1.9e+02
30 77 1.6e+02 91 93 95
14 52 1e+02 71 65 73
12 49 91 69 61 70
11 48 87 68 60 69
11 48 86 68 59 68
11 48 84 67 59 68
11 48 84 67 59 68
150
300
450
600
(d) STD of power by BEM
Figure 5.6: Compare power output from WInDS and BEM of NREL 5-MW offshore
turbine + OC3 Hywind platform
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(a) Mean of thrust by WInDS
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Figure 5.7: Compare thrust from WInDS and BEM of NREL 5-MW offshore turbine
+ OC3 Hywind platform
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5.2.3 Influence of Unsteady Platform Motions on the Power and Load
The platform motions of offshore floating wind turbines have influence on the
angle of attack experienced by the blades and therefore influence the power output
and thrust. There are six platform motions. Some of them are correlated (such as
sway and roll in OC3, surge and pitch in OC4) and it is hard to isolate them when
running simulation with FAST.
In OC3, the pair-plot shown in Figure 5.8 indicates clear relationship between
standard deviation of platform pitch and standard deviation of loadings. Heave and
yaw have less influence. Roll, sway and surge have nearly no direct influence.
In OC4, the pair-plot shown in Figure 5.9 indicates very strong relationship be-
tween platform pitch and surge standard deviation and standard deviation of loadings,
especially thrust. Yaw and heave have much less influence. It is hard to see any strong
influence from roll and sway.
For both cases, the unsteadiness of the output is mainly driven by pitch motion.
Reducing pitch motion tends to be the most efficient way to reduce fluctuations in
power output of floating offshore wind turbines.
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Figure 5.8: The correlation of standard deviations of each variable in OC3 Hywind
simulations
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Figure 5.9: The correlation of standard deviations of each variable in OC4 DeepCwind
simulations
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CHAPTER 6
RECURRENT NEURAL NETWORK FOR WIND
TURBINE POWER PREDICTION
6.1 Background
The free vortex method can obtain higher order of prediction accuracy compared
to BEM, but the running time also increases tremendously. For rapid prediction of
wind turbine power output, a recurrent neural network training with WInDS simu-
lated results is proposed. This can enable online control of FOWTs with higher order
of aerodynamic prediction. Recurrent neural networks or long short-term memory
model have the advantage to solve this kind of sequence modeling for dynamic system
problem with low time complexity. Preliminary research has shown great performance
of power prediction by previous wave and wind conditions.
The recurrent neural networks (RNN) and long short-term memory (LSTM) mod-
els have the potential to solve the computational challenges in offshore floating wind
turbine power prediction, which is a time series prediction problem with a sequence
dependence. RNN or LSTM are powerful tools to handle this sort of question. Pre-
trained neural network model can predict wind turbine power much faster than the
existing aerodynamic-dynamic models, and are most suitable for on-line control of
wind turbines. RNN has been used for wind power prediction in previous works, but
the idea of applying LSTM for prediction is new.
6.1.1 Wind power prediction
The wind power generation of a turbine is calculated using aerodynamic and
dynamic models. It is a type of time series prediction problem with a sequence
87
dependence. The near aerodynamic wake has influence on the output forces. As
shown in a sample sequence prediction (shown in Figure 6.1), the crests of waves
correspond the troughs of generated power, and the troughs of waves correspond
with the crests of generated power. Pearson product-moment correlation coefficients
between normalized wave height and power generated is -0.75, which implies strong
negative linear relation. Lag is also evident in FOWT simulations.
0 5000 10000 15000 20000 25000 30000 35000
Time Step
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Figure 6.1: Comparison between normalized wave height and generated power (Wind
speed:15.0 mps. Wave period: 20.0 sec. Wave height: 9.0 m)
Sebastian has mentioned in his dissertation [68] that for an FOWT, the memory
effect of previous platform motions has great impact on the current induction at the
rotor. The platform motions are mainly driven by the sea state (wave). RNN or
LSTM have the potential to simulate the memory effects.
6.1.2 RNN and LSTM
Recurrent neural networks (RNNs) are a family of neural networks developed for
processing sequential data [26]. They are networks with loops in them, allowing
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information to persist (shown in Figure 6.2(left)). In the above diagram, a chunk
of neural network, A, looks at some input xt and outputs a value ht. A loop allows
information to be passed from one step of the network to the next. A recurrent neural
network can be thought of as multiple copies of the same network, each passing a
message to a successor, as illustrated in Figure 6.2(right). This chain-like nature
reveals that recurrent neural networks are intimately related to sequences and lists.
They are the natural architecture of a neural network to use for such data [61].
Normal RNN is difficult to train. Hochreiter and Schmidhuber [37]proposed Long
Short Term Memory networks in 1997 to solve this problem. Long Short Term Mem-
ory networks usually just called LSTMs are a special kind of RNN, capable of
learning long-term dependencies. LSTMs are explicitly designed to avoid the long-
term dependency problem [61].
Figure 6.2: An unrolled recurrent neural network [61]
6.1.3 Early studies
Kariniotakis et al. have used recurrent high order neural networks for short time
wind power forecasting. The model predicted the ouput for the next 2 or 3 hours
with a timestep in the order of 10 minutes[43].
Li used recurrent multilayer perceptron (RMLP) neural networks model to pre-
diction future one-step (10 minutes) of wind turbine power generation[54].
Barbounis et al. have applied locally recurrent multilayer networks for long-term
power prediction [10, 11].
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6.1.4 Keras Library
Keras is an open source neural network library written in Python. It runs on top
of Tensorflow or Theano. Designed to enable fast experimentation with deep neural
networks, Keras is the first high-level library added to core TensorFlow at Google.
The current work selects Keras for deployment [19].
6.2 Dataset
The dataset used in this project are converted from simulation results by FAST
with WInDS model.
The training dataset are the turbine power output from simulations of the NREL
5-MW wind turbine on the OC3 Hywind platform.
The training dataset are generated from 30 simulations, which are the combination
of 5 wave conditions and 6 wind inputs (Table 6.1 and 6.2).
Wave period (sec) 6.9 10.0 15.0 20.0 21.0
Wave height (m) 2.0 3.0 6.0 9.0 9.0
Table 6.1: Wave conditions for the simulations
6.0 10.0 11.5 15.0 20.0 25.0
Table 6.2: Wind conditions (mps) for the simulations
The data has been normalized. LSTMs are sensitive to the scale of the input data.
It can be important to normalize the data (rescale the data to the range between zero
and one).
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6.3 Model and Result
6.3.1 Power prediction based on historical power generation
The experiment starts from a simple case: power prediction based on historical
power generation. The duration of timestep is 0.125 sec. Keras settings are shown
in Table 6.3. The predicted value corresponds well with the true values, as shown
in Figure 6.3. THe MSE is only 4.38e-07. However, obtaining the historical power
generation may not be easy in many cases. In the next section, the power generation
is predicted based on the previous wave and wind.
N prev 100
N epoch 50
Batch size 10
Hidden neurons 50
Table 6.3: Keras setting for power prediction based on historical power generation
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Figure 6.3: Sequence power prediction based on historical power generation
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6.3.2 Power prediction based on historical wave and wind
When the historical power generation is not easy to obtain, prediction can be
made from the previous wave and wind conditions.
The raw data is 600 seconds for each case. The first 100 seconds is ignored because
of the influence of the starting vortex. 100 seconds is randomly chosen for training in
each case. The reason is so the training data fits in the local memory. The training set
is randomly shuffled; otherwise the model will tend to fit more on the larger sequences
in the training data. The settings are shown in Table 6.4.
The case with wind speed of 15.0 m/s, wave period of 20.0 sec and wave height of
9.0 meters is chosen for test data. To minimize the risk of over-fitting, the simulation
cases with the same wave and wind as the test case are not used for training while
the other 18 cases are used.
N epoch 20
Batch size 500
Hidden neurons 50
Table 6.4: Keras setting for power prediction based on historical wave and wind
Training with one previous timestep failed to simulate the lag between power and
waves. This is similar to the widely used blade element momentum theory (BEM).
However training with 1000 timesteps solved the problem. The mean squared error
(MSE) loss is 0.00043 when using 1000 previous timesteps to train the model, which
is the lowest among all choices, as shown in Figure 6.6. No larger value than 1000 is
tested due to the hardware limitation.
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Figure 6.4: Power generation with 1 previous timestep
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Figure 6.5: Power generation with 1000 previous timesteps
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Figure 6.6: Test MSE loss vs number of timesteps used
94
6.4 Discussion
A neural network model cannot help better understand the physics behind a wind
turbine, but it can help rapidly predict future performance, which can be beneficial
in on-line control of wind turbines. The best performance of LSTM is obtained by
using 1000 previous timesteps for training. The time lag is well simulated between the
wave series and generated power with large values of number of previous timesteps.
The simulation costs about 20 hrs with WInDS as the aerodynamics model (8 CPU
cores on supercomputer) while only takes several minutes with a pre-training LSTM
model (4 CPU cores desktop).
6.5 Potential Improvements
Current research suffers from under-fitting, increasing the size of training dataset.
Other neural network structure can be tested, such as Gated Recurrent Unit (GRU)
or stacked RNN.
Only constant wind input is used in this project, but an unsteady wind input can
be used in further investigation. Four features/variables (3D wind and wave history)
can be used instead of two (1D wind and wave history) here, which may require larger
computing resources.
Another interesting direction can be training the LSTM model by the data from
field experiments. This is the ultimate application of current research. Only one
neural network model is needed to train for each type of wind turbine.
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CHAPTER 7
CONCLUSIONS
7.1 Summation of Primary Conclusions
Conclusions regarding the computational strategies to speedup WInDS (Chapter
3):
• This dissertation is focused on the combination of parallel devices and N -body
algorithms to speedup WInDS. Two major implementations are made: GPU-
enabled Treecode Algorithm in CUDA and CPU-enabled Treecode Algorithm
in Fortran.
• Lindsay and Krasny’s Treecode has been modified into CUDA and run on
GPU. The GPU-enabled Treecode Algorithm has reduced the running time
from O(N2) to O(N logN ). However, the performance is still not satisfactory.
Since the present research used one gaming GPU (GTX580), each core can only
handle one simple task. It seems the Taylor expansion is computational expen-
sive for the GPU cores on this chip. A test on top-level GPU, such as Tesla, is
needed in the future research to have better speedup.
• Dr. Hans Johnston’s Fortran version of Treecode has been modified for free
vortex particle simulation. This CPU-enabled Treecode Algorithm has shown
to have insignificant influence on the simulation accuracy but huge speedup.
In a 60-second simulation, overall speedup of the whole simulation is nearly 3.
This algorithm is used for later research in this dissertation.
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Conclusions regarding the coupling WInDS with FAST (Chapter 4):
• Rewriting WInDS in Fortran can help reduce the simulation time and integrate
into FAST. This work enables the full aero-elastic-servo-hydro simulation of
offshore floating wind turbines.
• The validation against a onshore based wind turbine gives confidence in the
accuracy of integration.
For the preliminary simulations of two offshore floating wind turbines, results of
thrust on the blade shows:
• Prediction after one or two minutes is more convincing. For both WInDS and
BEM in FAST, the time series in thrust prediction is correlated to the wave
elevation.
• WInDS has larger thrust amplitude than BEM. The reason is that WInDS
responds to rapid local velocity changes due to unsteady flows arising from
a platform-derived effective wind component in a more physically consistent
manner [68]. The only exception is below-rated case in OC4.
• The thrust amplitude from an elastic body is normally larger than rigid body
in both WInDS and BEM. An elastic body is more sensitive to the wave motion
which leads to larger thrust amplitude.
• Results from WInDS/rigid show discrete jumps between time steps, while a
smoother response is seen with an elastic body. The discrete jumps correspond
to one timestep duration in WInDS. WInDS does not calculate aerodynamic
forces at each FAST timestep due to high computational cost and instability.
Instead WInDS uses much larger timestep duration (controlled by user setting).
WInDS copies the forces from previous FAST timestep to match the difference.
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For the elastic body, the elasticity appears to adjust to the sudden change
in thrust, which makes the curve smooth. Numerical integration schemes can
potentially improve the smoothness of the thrust curve but they may increase
the computation time.
• In WInDS, the thrust amplitude from simulations with DS is normally larger
than steady stall. Leishman-Beddoes dynamic stall model can take blade section
level unsteadiness into account and enables InDS to predict aerodynamic forces
during dynamic stall while static 2D airfoil data is not representative of the true
physical behavior [22].
Platform motions of OC3:
• Platform pitch, heave and yaw are correlated with the wave elevation and then
influence the aerodynamic loads on the wind turbine blades.
• Elasticity of the system tends to reduce the vibration of platform pitch, heave,
and yaw.
• Platform yaw in simulations using WInDS has much smaller amplitude com-
pared with BEM in rated and below-rated cases. However, it is not observed in
above-rated cases.
OC3: In the rated cases, there is significant variation in the generated power
because of the unsteadiness of platform motions. In the below-rated cases, WInDS
appears to have much higher prediction of power outputs, rotor speed, and torque
than BEM.
Platform motions of OC4:
Thrust on the blade:
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• The results from the first minute contains the influence of the starting vortex.
For both WInDS and BEM in FAST, the time series in thrust prediction are
correlated to the wave elevation.
• In the above rated case: WInDS has larger thrust amplitude than BEM. The
thrust amplitude from an elastic body is normally larger than rigid body in both
WInDS and BEM. Results from WInDS/rigid show discrete jumps between time
steps, while a smoother response is seen with an elastic body. In WInDS, the
thrust amplitude from simulations with dynamic stall is normally larger than
with steady stall. However, dynamic stall model needs to be tuned in the
WInDS/elastic body case because the instability in the thrust predication.
• In the rated case: BEM tends to have higher thrust prediction than WInDS.
The influence of the stall model is small in WInDS. The thrust amplitude from
elastic body is normally larger than rigid body in both WInDS and BEM.
• In the below-rated case: BEM tends to have smaller thrust prediction than
WInDS. The influence of stall model is also small in WInDS. The thrust ampli-
tude from elastic body is normally larger than rigid body in both WInDS and
BEM.
Platform motions:
• In the above rated case: Using WInDS tends to decrease the overall value of
sway and yaw. Other motions are similar in BEM and WInDS simulations.
• In rated and below-rated cases: Platform heave motions are close in BEM
and WInDS simulations. This motion is mainly driven by the wave elevation.
Surge, pitch and sway are larger with BEM than WInDS. Roll motion is larger
in WInDS simulations. Yaw motions are larger with BEM in rated inflow,
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however, in below-rated case, the yaw tends to have larger amplitude in BEM
with similar mean.
In the above rated cases, power, rotor speed, thrust and torque appear to converge,
while the results tends to be periodic in other inflow cases. In below-rated cases, all
predictions with WInDS tends to be higher than with BEM.
Conclusions regarding the analysis of aeroelasticity and unsteadiness of an offshore
floating wind turbine (Chapter 5):
With results from preliminary simulations:
• Aeroelasticity tends to have most influence on the standard deviation of torque,
with largest percent difference in above rated inflow (59% for OC3 Hywind and
201% for OC4 DeepCwind). The OC4 DeepCwind platform is less steady in
this setting.
• Since the elastic blades have strong vibration near the tip, the vortex sheet
in the wake is less smooth especially near the edges. Due to the deformation
of elastic blades, the wake tends to have smaller diameter. In below rated
simulations, since the wake moves slowly, the far wake is in chaos. In rated
flow, the wake can keep fine structure for almost two diameters. The wake in
above rated inflow have complete structure for the whole simulation.
• For the offshore floating wind turbine on OC3 Hywind platform, the difference
of average AoA is small between rigid and the elastic turbine. The standard
deviation of AoA is larger in elastic turbine. The difference is more obvious near
the tip of blades, especially under rated and below rated inflows. As shown in
the Table 5.3, the largest difference occurs in above rated inflow (24.76%). The
difference in standard deviation of AoA between elastic and rigid turbines are
much larger in OC4. On the contrary of OC3 case, the largest difference occurs
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in below rated inflow for OC4. The aeroelasticity appears to have more influence
in OC4.
With results from simulations under different wind/wave conditions:
• In the OC3 simulations, WInDS tends to have higher average power prediction
and standard deviation over BEM. The largest standard deviation occurs at
10.0 mps wind and 21.0 wave period by WInDS while 11.5 mps wind and 21.0
wave period by BEM. WInDS tends to have higher average thrust prediction
and lower standard deviation over BEM. The OC4 simulations follows the same
patterns.
• In OC3, the pair-plot indicates clear relationship between standard deviation
of platform pitch and standard deviation of loadings. Heave and yaw have less
influence. Roll, sway and surge have nearly no direct influence. In OC4, the
pair-plot indicates very strong relationship between platform pitch and surge
standard deviation and standard deviation of loadings, especially thrust. Yaw
and heave have much less influence. It is hard to seen any strong influence from
roll and sway. For both cases, the unsteadiness of output is mainly driven by
pitch motion. Reducing pitch motion tends to be most efficient way to reduce
fluctuations in power output of offshore floating wind turbines.
7.2 Future Investigation
7.2.1 Code Improvements
The latest version of AeroDyn is v15.03 while in the current work, WInDS is
integrated to v14. The AeroDyn v15 source code has been entirely rewritten and is
fully compatible with the requirements of the FAST modularization framework.
However it is tricky to update WInDS into AeroDyn v15. One major change from
Aerodyn v14 to v15 is that in the new mesh data structures, calculations take place
101
at nodes that are located at the ends of elements, not element centers, which more
closely matches standard finite-element approaches. However WInDS calculates forces
at the element centers. To adapt this change, one possible solution is to interpolate
the airfoil input data to element centers and do the calculation at element centers,
then interpolate the aerodynamic forces back to the end of elements.
Another improvement can be refactoring the WInDS Fortran source code. The
current code has the same organization with Matlab version of WInDS. The structure
should be modified according to the NREL FAST programming style. This refactoring
can potentially improve the readability and running speed.
7.2.2 Unsteady Inflow
In the current version of WInDS, only steady inflow is used for simulations. Un-
steady/turbulent inflow may violate the fundamental assumptions used for potential
methods: incompressible and irrotational.
Gundling [29][30][31] and Kecskemety [44][45] have implemented unsteady/turbu-
lent inflow into free vortex method for onshore based wind turbine simulations. These
models can be applied to WInDS with extreme caution for offshore floating wind tur-
bine simulations. The use of turbulent flow is more realistic to the environments
experienced by wind turbines.
7.2.3 Validation with Experiment Data
Since full scale floating wind turbine are expensive to build and test, there are only
a few small scale experiments in wave basins. Stewart and Muskulus have reviewed
these experiments [71]. Among all the seven reviewed experiments (Table 7.1), only
the the DeepCWind data is available. Their ongoing project, Integrated Research
Program on Wind Energy (IRPWind), is aimed to create a database of both fixed-
bottom and floating offshore wind turbine test cases for validation of computer-aided
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engineering codes. The database can be used to validate the FAST-WinDS code
developed in this dissertation when available.
Experiment Name Scale Platform Type Aerodynamic Setup
Spar at NRMI (2009) 1/22.5 Spar Buoy Steady Force
WindFloat (2010) 1/105 Semi-submersible
Actuator Disk + Ro-
tating Mass
DeepCWind (2011) 1/50
Semi-submersible,
Spar Buoy, and
Tension-Leg Platform
Full Rotor (Froude-
Scaled)
DeepCWind, contin-
ued (2013)
1/50 Semi-submersible
Full Rotor (Perfor-
mance Scaled)
Tension-Leg Bouy
(2011)
1/100
Tension-Leg Buoy and
Spar Buoy
None
Tension-Leg Bouy
(2014)
1/40 Tension-Leg Buoy None
Concrete Star (2014) 1/40
Braceless Semi-
Submersible
Ducted Fan
MARINTEK Braceless
(2015)
1/30
Braceless Semi-
Submersible
Novel Actuator
INNWIND.eu Model
Test (2015)
1/60
10MW Semi-
Submersible
Ducted Fan and
Froude-scaled Rotor
Table 7.1: FOWT experiment comparisons [71]
If funding permits, it would be valuable to conduct specified experiment to val-
idate the developed model. Robertson et al. have provided suggestions for future
floating offshore wind system test campaigns after the DeepCwind project, which
covers scaling approach, instrumentation, wind quality and wind turbine testing [64].
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APPENDIX A
SUPPLEMENTAL FIGURES
A.1 Performance of Treecode Algorithm
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Figure A.1: Treecode performance at 60 sec.
105
Opening angle
m
a
x 
pa
rti
cle
 p
er
 le
af
Speedup of Treecode
 
 
0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
300
400
500
600
700
800
900
1000
2
3
4
5
6
7
8
9
10
11
(a) Speedup at order of 5
White space: L2 Error > 0.001
Opening angle
m
a
x 
pa
rti
cle
 p
er
 le
af
Error of Treecode
0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
300
400
500
600
700
800
900
1000
(b) Speedup at order of 5
Opening angle
m
a
x 
pa
rti
cle
 p
er
 le
af
Speedup of Treecode
 
 
0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
300
400
500
600
700
800
900
1000
2
3
4
5
6
7
8
9
(c) Speedup at order of 6
White space: L2 Error > 0.001
Opening angle
m
a
x 
pa
rti
cle
 p
er
 le
af
Error of Treecode
0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
300
400
500
600
700
800
900
1000
(d) Speedup at order of 6
Opening angle
m
a
x 
pa
rti
cle
 p
er
 le
af
Speedup of Treecode
 
 
0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
300
400
500
600
700
800
900
1000
2
3
4
5
6
7
8
(e) Speedup at order of 7
White space: L2 Error > 0.001
Opening angle
m
a
x 
pa
rti
cle
 p
er
 le
af
Error of Treecode
0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
300
400
500
600
700
800
900
1000
(f) Speedup at order of 7
Figure A.2: Treecode performance at 120 sec.
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Figure A.3: Treecode performance at 180 sec.
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(c) Speedup at order of 6
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Figure A.4: Treecode performance at 240 sec.
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A.2 Preliminary Simulations
A.2.1 NREL 5MW Wind Turbine with OC3 Hywind Platform
A.2.1.1 Above Rated Inflow
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Figure A.5: NREL 5-MW offshore turbine + OC3 Hywind with above rated inflow
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A.2.1.2 Rated Inflow
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Figure A.6: NREL 5-MW offshore turbine + OC3 Hywind with rated inflow
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A.2.1.3 Below Rated Inflow
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Figure A.7: NREL 5-MW offshore turbine + OC3 Hywind with below rated inflow
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A.2.2 NREL 5MW Wind Turbine with OC4-DeepCwind Semi-Submersible
A.2.2.1 Above Rated Inflow
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Figure A.8: NREL 5-MW offshore turbine + OC4-DeepCwind Semi-Submersible with
above rated inflow
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A.2.2.2 Rated Inflow
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Figure A.9: NREL 5-MW offshore turbine + OC4-DeepCwind Semi-Submersible with
rated inflow
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A.2.2.3 Below Rated Inflow
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Figure A.10: NREL 5-MW offshore turbine + OC4-DeepCwind Semi-Submersible
with below rated inflow
A.3 AoA of OC3 Hywind
A.4 Compare WInDS and BEM of OC4 DeepCwind
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Figure A.11: AoA of NREL 5-MW offshore turbine + OC3 Hywind with Below Rated
Inflow
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Figure A.12: AoA of NREL 5-MW offshore turbine + OC3 Hywind with Rated Inflow
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Figure A.13: AoA of NREL 5-MW offshore turbine + OC3 Hywind with Above Rated
Inflow
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Figure A.14: Compare power from WInDS and BEM of NREL 5-MW offshore turbine
+ OC4 DeepCwind platform
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Figure A.15: Compare thrust from WInDS and BEM of NREL 5-MW offshore turbine
+ OC4 DeepCwind platform
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APPENDIX B
SAMPLE INPUT FILE FOR WINDS IN FAST
A sample input files for WInDS is shown below.
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APPENDIX C
CODE FOR POWER PREDICTION WITH RECURRENT
NEURAL NETWORKS
The Python code used to prediction generated power from wave and wind history
is shown below.
’’’
Reference:
https://gist.github.com/hnykda/c362f0ad488e3b289394
http://stackoverflow.com/questions/36136562/python-keras-
simplernn-wrong-number-of-dimensions-on-model-fit
http://machinelearningmastery.com/time-series-prediction-
lstm-recurrent-neural-networks-python-keras/
’’’
import pandas as pd
from random import *
import csv
from sklearn import preprocessing
from matplotlib import pyplot
import numpy as np
import os
from keras.models import Sequential
from keras.layers.core import Dense, Activation
from keras.layers.recurrent import LSTM
# User settings:
# dir = ’./OC3Hywind/csv’
n_prev = 10
N_EPOCH = 20
BATCH_SIZE = 500 # need to be large
in_neurons = 2
out_neurons = 1
hidden_neurons = 50
timestep_start = 16000 # alway ignore the first 200 seconds
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timestep_end = 47999
duration = 8000 # 100 seconds
def read_input():
train_data = []
data = []
x1min = float("inf")
x1max = float("-inf")
x2min = float("inf")
x2max = float("-inf")
ymin = float("inf")
ymax = float("-inf")
test_file = "wave_8_wind_3.csv" # choice(os.listdir("./data"))
# Read in files
for name in os.listdir("./data"):
if name.endswith(".csv"):
if name == test_file:
with open(’./data/’ + name, ’rb’) as csvfile:
x = np.array(list(csv.reader(csvfile,
delimiter=’,’))).astype(np.float)
test_data = x[timestep_start:, :]
else:
start = randint(timestep_start, timestep_end - duration)
with open(’./data/’ + name, ’rb’) as csvfile:
x = np.array(list(csv.reader(csvfile,
delimiter=’,’))).astype(np.float)
x_select = x[start : start + duration, :]
x1min = min(x1min,np.amin(x_select[:, 0]))
x1max = max(x1max,np.amax(x_select[:, 0]))
x2min = min(x2min,np.amin(x_select[:, 1]))
x2max = max(x2max,np.amax(x_select[:, 1]))
ymin = min(ymin,np.amin(x_select[:, 2]))
ymax = max(ymax,np.amax(x_select[:, 2]))
data.append(x_select)
# Normalize training data
for i in data:
i[:, 0] = (i[:, 0] - x1min) / (x1max - x1min)
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i[:, 1] = (i[:, 1] - x2min) / (x2max - x2min)
i[:, 2] = (i[:, 2] - ymin) / (ymax - ymin)
# Generate sequences
sequence = []
for j in data:
for i in range(len(data[0])-n_prev):
sequence.append((j[i:i+n_prev, 0:2], j[i+n_prev, 2]))
# Shuffle sequences
shuffle(sequence)
X_train = []
y_train = []
for i in sequence:
X_train.append(i[0])
y_train.append(i[1])
X_train = np.array(X_train)
y_train = np.array(y_train)
# Normalize test data
test_data[:, 0] = (test_data[:, 0] - x1min) / (x1max - x1min)
test_data[:, 1] = (test_data[:, 1] - x2min) / (x2max - x2min)
test_data[:, 2] = (test_data[:, 2] - ymin) / (ymax - ymin)
# Generate sequences
sequence = []
X_test = []
y_test = []
for i in range(len(test_data)-n_prev):
X_test.append(test_data[i:i+n_prev, 0:2])
y_test.append(test_data[i+n_prev, 2])
X_test = np.array(X_test)
y_test = np.array(y_test)
print(X_train.shape)
print(y_train.shape)
return X_train, y_train, X_test, y_test
def predict(X_train, y_train, X_test, y_test, N_PREV, N_EPOCH, BATCH_SIZE,
in_neurons, out_neurons, hidden_neurons):
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# Build RNN model
model = Sequential()
model.add(LSTM(hidden_neurons, input_shape=(N_PREV, in_neurons),
return_sequences=False))
model.add(Dense(out_neurons))
model.add(Activation("linear"))
model.compile(loss="mean_squared_error",
optimizer="rmsprop",
metrics=[’accuracy’])
# Train RNN model
model.fit(X_train, y_train, batch_size=BATCH_SIZE, nb_epoch=N_EPOCH,
validation_split=0.05, verbose=1) # validation_data=(X_test,
y_test), verbose=1)
score = model.evaluate(X_test, y_test, verbose=0)
print(’Test score:’, score[0])
predicted = model.predict(X_test, batch_size=BATCH_SIZE)
# Output
name = ’linear/out_prev_’ + str(N_PREV) + ’_epoch_’ + str(N_EPOCH) +
’_batch_’ + str(BATCH_SIZE) + ’_hidden_’ + str(hidden_neurons)
with open(name + ".txt", "w") as text_file:
text_file.write("Test score: %s" % score[0])
pd.DataFrame(predicted).to_csv(name + "_predicted.csv")
pd.DataFrame(y_test).to_csv(name + "_test_data.csv")
# actual data to verify visually the accuracy of the model.
pyplot.plot(predicted, color="blue")
pyplot.plot(y_test, color="green")
pyplot.legend([’Predicted’, ’Test’], loc=4)
pyplot.ylabel(’Normalized Generate Power’)
pyplot.xlabel(’Time Step’)
pyplot.savefig(name + ’_plot.eps’, format=’eps’, dpi=1000)
if __name__ == "__main__":
# Load data and preprocessing
X_train, y_train, X_test, y_test = read_input()
# Train model and test
predict(X_train, y_train, X_test, y_test, n_prev, N_EPOCH, BATCH_SIZE,
in_neurons, out_neurons, hidden_neurons)
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