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Abstract: This paper investigates estimation of the mean vector under
invariant quadratic loss for a spherically symmetric location family with
a residual vector with density of the form f(x, u) = η(p+n)/2f(η{‖x −
θ‖2 + ‖u‖2}), where η is unknown. We show that the natural estimator
x is admissible for p = 1, 2. Also, for p ≥ 3, we find classes of general-
ized Bayes estimators that are admissible within the class of equivariant
estimators of the form {1 − ξ(x/‖u‖)}x. In the Gaussian case, a vari-
ant of the James–Stein estimator, [1− {(p− 2)/(n+ 2)}/{‖x‖2/‖u‖2 +
(p− 2)/(n+ 2) + 1}]x, which dominates the natural estimator x, is also
admissible within this class. We also study the related regression model.
AMS 2000 subject classifications: Primary 62C15; secondary 62J07.
Keywords and phrases: admissibility, Stein’s phenomenon, general-
ized Bayes, Bayes equivariance.
1. Introduction
Let
(X,U) ∼ η(p+n)/2f(η{‖x− θ‖2 + ‖u‖2}) (1.1)
where X ∈ Rp and U ∈ Rn and where θ ∈ Rp and η ∈ R+ are unknown. We
mainly assume
p ≥ 3 and n ≥ 2, (1.2)
and consider the problem of estimating θ under scaled quadratic loss
L(δ, θ, η) = η‖δ − θ‖2. (1.3)
∗This work was partially supported by KAKENHI #25330035, #16K00040.
†This work was partially supported by grants from the Simons Foundation (#209035
and #418098 to William Strawderman).
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In particular, we are interested in the admissibility among the class of equiv-
ariant estimators of the form
δξ(X,U) = {1− ξ(X/‖U‖)}X, where ξ : Rp → R. (1.4)
We assume that f(·) ≥ 0 is defined so that each coordinate has variance
1/η. In particular, this implies that f(·) in (1.1), satisfies∫
Rp+n
f(‖v‖2)dv = 1,
∫
Rp+n
v2i f(‖v‖2)dv = 1, (1.5)
for v = (v1, . . . , vp+n)
T ∈ Rp+n. Needless to say, this is a generalization of
the Gaussian case where
fG(t) =
1
(2pi)(p+n)/2
exp(−t/2)
and hence X ∼ Np(θ, η−1I) and ‖U‖2 ∼ η−1χ2n are mutually independent.
In Section 2, we show that if an estimator of the form
δψ(X,U) =
{
1− ψ(‖X‖2/‖U‖2)}X, where ψ : R+ → R, (1.6)
is admissible within the class of all such estimators, then it is also admis-
sible within a larger class of estimators, the class of all estimators of the
form δξ(X,U) given by (1.6). Note that the risk of an equivariant estimator
of the form (1.6) is a function of λ = η‖θ‖2. Section 3 studies equivariant
estimators of the form (1.6) which minimize the average risk with respect to
a (proper) prior pi(λ) on the maximal invariant λ = η‖θ‖2. We give an ex-
pression for this average risk and for the equivariant estimator which effects
the minimization. Additionally we show that this proper Bayes equivariant
estimator is equivalent to the generalized (and not proper) Bayes estimator
corresponding to the prior on (θ, η)
pi(θ, η) = η−1{η‖θ‖2}1−p/2pi(η‖θ‖2).
Further we demonstrate that such an estimator is admissible among the
class of estimators of the form (1.6) and hence (1.4).
Section 4, using Blyth’s (1951) method, extends the class of estimators
which are admissible within the class of estimators of the form (1.6). One
main result gives admissibility under pi(λ) including
pi(λ) = λα for − 1/2 < α ≤ 0,
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for densities f including the normal distribution and many generalized multi-
variate t distributions. An interesting special case gives admissibility (within
the class of equivariant estimators) of the generalized Bayes equivariant es-
timator corresponding to pi(λ) ≡ 1 or pi(θ, η) = η−1{η‖θ‖2}1−p/2. Here the
form of the generalized Bayes estimator is independent of the underlying
density f(·), as shown in Maruyama (2003). Further this estimator is mini-
max and dominates the James and Stein (1961) estimator(
1− (p− 2)/(n+ 2)‖X‖2/‖U‖2
)
X
provided f(·) is non-increasing. Another interesting result is on a variant of
the James–Stein estimator of the simple form(
1− (p− 2)/(n+ 2)‖X‖2/‖U‖2 + (p− 2)/(n+ 2) + 1
)
X.
In the Gaussian case, this is the generalized Bayes equivariant estimator
corresponding to
pi(λ) = λp/2−1
∫ ∞
0
1
(2piξ)p/2
exp
(
− λ
2ξ
)(
ξ
1 + ξ
)n/2
dξ.
It is admissible within the class of equivariant estimators, and is minimax.
In Section 5, we demonstrate that our setting (1.1) is regarded as a canon-
ical form of a regression model with an intercept and a general spherically
symmetric error distribution, where estimators of the form (1.6) corresponds
to estimators of the vector of regression coefficients of the form {1−ψ?(R2)}βˆ
where ψ? : (0, 1)→ R, βˆ is the vector of least square estimators, and R2 is the
coefficient of determination. Also estimators of the form (1.4) corresponds
to estimators of the vector of regression coefficients of the form {1− ξ?(t)}βˆ
where ξ? : Rp → R and t is the vector of t values. Hence, from the regression
viewpoint, these two classes of equivariant estimators are quite natural.
Section 6 gives some concluding remarks. Most of the proofs are given in
a series of Appendices.
In this paper, we consider admissibility within the (restricted) class of
equivariant estimators. The ultimate goal in this direction is clearly to show
that some equivariant estimators of the form (1.6) are admissible among all
estimators. Actually, when p = 1, 2, the natural estimator X is admissible
among all estimators, as shown in Appendix M. (This is not surprising but
very expected. As far as we know, however, admissibility of X with nuisance
unknown scale η, has not yet reported in any major journals and hence we
Y. Maruyama and W. Strawderman/Admissible Bayes equivariant estimation 4
provide the proof.) When the Stein phenomenon with p ≥ 3 occurs, con-
sidering general admissibility of equivariant estimators in the presence of
nuisance parameter(s) has been a longstanding unsolved problem as men-
tioned in James and Stein (1961) and Brewster and Zidek (1974). While our
results with p ≥ 3 do not resolve the general admissibility issue, they do
advance substantially our understanding of admissibility within the class of
equivariant estimators.
2. Admissibility in a broader sense
We consider two groups of transformations. In the following, let S = ‖U‖2.
Group I
X → γΓX, θ → γΓθ, S → γ2S, η → η/γ2,
where Γ ∈ O(p), the group of p× p orthogonal matrices, and γ ∈ R+.
Group II
X → γX, θ → γθ, S → γ2S, η → η/γ2,
where γ ∈ R+.
Equivariant estimators for Group I should satisfy
δ(γΓX, γ2S) = γΓδ(X,S),
and reduce to estimators of the form
δψ =
{
1− ψ(‖X‖2/S)}X (2.1)
where ψ : R+ → R. Equivariant estimator for Group II should satisfy
δ(γX, γ2S) = γδ(X,S),
and reduce to estimator of the form
δξ =
{
1− ξ(X/
√
S)
}
X (2.2)
where ξ : Rp → R. It is useful to note the following.
Lemma 2.1. 1. The risk, R(θ, η, δψ) = E
[
η‖δψ − θ‖2
]
, of an estimator
δψ, is a function of η‖θ‖2 ∈ R+.
2. The risk, R(θ, η, δξ), of an estimator δξ, is a function of η
1/2θ ∈ Rp.
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The standard proof is left to the reader.
Let two classes of estimators be
Dψ = {δψ with ψ : R+ → R given by (2.1)} ,
Dξ = {δξ with ξ : Rp → R given by (2.2)} .
Clearly it follows that Dψ ⊂ Dξ. We shall show that if δ ∈ Dψ is admissible
among the class Dψ, then it is admissible among the class Dξ. The proof is
due to Section 3 of Stein (1956), based on the compactness of the orthogonal
group O(p), and the continuity of, the problem.
Theorem 2.1. If δ ∈ Dψ is admissible among the class Dψ, then it is
admissible among the class Dξ.
Proof. See Appendix A.
In this paper, we will investigate admissibility among the class Dψ. Ad-
missibility admissibility among the class Dξ then follows by Theorem 2.1.
3. Proper Bayes equivariant estimators
Recall that an equivariant estimator for Group I is given by
δψ =
{
1− ψ(‖X‖2/S)}X. (3.1)
Since, as noted in Lemma 2.1, the risk function of the estimator δψ ∈ Dψ,
R(θ, η, δψ), depends only on η‖θ‖2 ∈ R+, it may be expressed as
R(θ, η, δψ) = R˜(η‖θ‖2, δψ). (3.2)
Let λ = η‖θ‖2 ∈ R+. We assume the prior density on λ is pi(λ), and in this
section, we assume the propriety of pi(λ), that is,∫ ∞
0
pi(λ)dλ = 1. (3.3)
For an equivariant estimator δψ, we define the Bayes equivariant risk as
B(δψ, pi) =
∫ ∞
0
R˜(λ, δψ)pi(λ)dλ. (3.4)
In this paper, the estimator δψ which minimizes B(δψ, pi), is called the Bayes
equivariant estimator and is denoted by δpi. In the following, let
cm = pi
m/2/Γ(m/2) for m ∈ N+ (3.5)
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and
p¯i(λ) = c−1p λ
1−p/2pi(λ) (3.6)
so that p¯i(‖µ‖2) is a proper probability density on Rp, that is,∫
Rp
p¯i(‖µ‖2)dµ = 1. (3.7)
Theorem 3.1. Assume
∫∞
0 pi(λ)dλ = 1 and that f satisfies (1.5).
1. The Bayes equivariant risk B(δψ, pi), (3.4), is given by
B(δψ, pi) = cn
∫
Rp
ψ(‖z‖2)
{
ψ(‖z‖2)− 2
(
1− z
TM2(z, pi)
‖z‖2M1(z, pi)
)}
× ‖z‖2M1(z, pi)dz + p,
(3.8)
where cn is given by (3.5) and
M1(z, pi) =
∫∫
η(2p+n)/2f(η{‖z − θ‖2 + 1})p¯i(η‖θ‖2)dθdη,
M2(z, pi) =
∫∫
θη(2p+n)/2f(η{‖z − θ‖2 + 1})p¯i(η‖θ‖2)dθdη.
(3.9)
2. Given pi(λ), the minimizer of B(δψ, pi) with respect to ψ is
ψpi(‖z‖2) = arg min
ψ
B(δψ, pi) = 1− z
TM2(z, pi)
‖z‖2M1(z, pi) . (3.10)
3. The Bayes equivariant estimator
δpi =
{
1− ψpi(‖X‖2/S)
}
X (3.11)
is equivalent to the generalized Bayes estimator of θ with respect to the
joint prior density η−1ηp/2p¯i(η‖θ‖2) where p¯i(λ) = c−1p λ1−p/2pi(λ).
4. The Bayes equivariant estimator δpi is admissible among the class Dψ.
Proof. See Appendix B.
Remark 3.1. As shown in Appendix C, the generalized Bayes estimator of θ
with respect to the joint prior density ηνηp/2p¯i(η‖θ‖2) for any ν is a member
of the class Dψ. Part 3 of Theorem 3.1 applies only to the special case of ν =
−1. The admissibility results of this section and of Section 4 apply only to
this special case of ν = −1 and imply neither admissibility or inadmissibility
of generalized Bayes estimators if ν 6= −1. Also note that while pi(λ) is
assumed proper in this section, the prior on (θ, η), η−1ηp/2p¯i(η‖θ‖2), is never
proper since∫ ∞
0
∫
Rp
η−1ηp/2p¯i(η‖θ‖2)dθdη =
∫ ∞
0
∫
Rp
η−1p¯i(‖µ‖2)dµdη = 1×
∫ ∞
0
dη
η
=∞.
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4. Admissible Bayes equivariant estimators through the Blyth
method
Even if pi(λ) on R+ (and hence p¯i(‖µ‖2) on Rp) is improper, that is∫
Rp
p¯i(‖µ‖2)dµ =
∫ ∞
0
pi(λ)dλ =∞, (4.1)
the estimator δpi given by (3.11) can be defined if M1(z, pi) and M2(z, pi)
given by (3.9) are both finite, and the admissibility of δpi within the class of
equivariant estimators can be investigated through the Blyth method.
We consider the Bayes equivariant risk difference under pii(λ) which is
proper, but not necessarily standardized; i.e.,
∫∞
0 pii(λ)dλ <∞. Let δpi and
δpii be Bayes equivariant estimators with respect to pi(λ) and pii(λ), respec-
tively. By Parts 1 and 2 of Theorem 3.1, the Bayes equivariant risk difference
under pii(λ) is given as follows:
diffB(δpi, δpii;pii) (4.2)
=
∫ ∞
0
{R(λ, δpi)−R(λ, δpii)}pii(λ)dλ
= cn
∫
Rp
({
ψ2pi(‖z‖2)− 2ψpi(‖z‖2)ψpii(‖z‖2)
}
−{ψ2pii(‖z‖2)− 2ψpii(‖z‖2)ψpii(‖z‖2)}) ‖z‖2M1(z, pii)dz
= cn
∫
Rp
diffB(z; δpi, δpii;pii)dz,
where cn is given by (3.5) and where
diffB(z; δpi, δpii;pii) = {ψpi(‖z‖2)− ψpii(‖z‖2)}2‖z‖2M1(z, pii). (4.3)
There are several versions of the Blyth method. For our purpose, the
following version from Brown (1971) and Brown and Hwang (1982) is useful.
Theorem 4.1. Assume that the sequence pii(λ) for i = 1, 2, . . . , satisfies
BL.1 pi1(λ) ≤ pi2(λ) ≤ . . . for any λ ≥ 0 and limi→∞ pii(λ) = pi(λ).
BL.2
∫ ∞
0
pii(λ)dλ <∞ for any fixed i.
BL.3
∫ 1
0
pi1(λ)dλ > γ for some positive γ > 0.
BL.4 lim
i→∞
diffB(δpi, δpii;pii) = 0.
Then δpi is admissible among the class Dψ.
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Proof. See Appendix D.
We consider the following assumptions on pi in addition to (4.1).
Assumptions on pi.
A.1 pi(λ) is differentiable.
A.2 (Behavior around the origin) For λ ∈ [0, 1], there exist α > −1/2 and
ν(λ) such that
pi(λ) = λαν(λ),
where
0 < ν(0) <∞ and lim
λ→0
λν ′(λ) = 0.
A.3 (Asymptotic behavior) Let κ(λ) = λpi′(λ)/pi(λ). Either A.3.1 or A.3.2
is assumed;
A.3.1 −1 ≤ lim
λ→∞
κ(λ) < 0
A.3.2 lim
λ→∞
κ(λ) = 0. Further either A.3.2.1 or A.3.2.2 is assumed;
A.3.2.1 κ(λ) is eventually monotone increasing and approaches 0
from below.
A.3.2.2 lim sup
λ→∞
{log λ}|κ(λ)| < 1.
A typical prior pi(λ) satisfying Assumptions A.1–A.3, corresponding to a
generalized Strawderman’s (1971) prior, is given by
pi(λ;α, β, b) = cpλ
p/2−1
∫ ∞
b
1
(2piξ)p/2
exp
(
− λ
2ξ
)
(ξ − b)α(1 + ξ)βdξ. (4.4)
Assumptions A.1–A.3 are satisfied when {−1 ≤ α+ β ≤ 0, α > −1, b > 0}
or {−1 ≤ α+ β ≤ 0, α > −1/2, b = 0}. See Appendix L for the proof. Note
that the power prior pi(λ) = λα for −/2 < α ≤ 0, which will be considered
in Section 4.1, corresponds to the case β = 0 and b = 0.
For a generalized prior pi(λ) satisfying Assumptions A.1–A.3, consider the
sequence given by pii(λ) = pi(λ)h
2
i (λ) where hi(λ), for λ ≥ 0 and i = 1, 2, . . . ,
is defined by
hi(λ) = 1− log log(λ+ e)
log log(λ+ e+ i)
, (4.5)
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and e = exp(1). It is clear that pii satisfies BL.1 of Theorem 4.1. In Lemma
E.2 of Appendix E, we show that pii also satisfies BL.2 and BL.3 of Theorem
4.1.
For BL.4, note that diffB(δpi, δpii;pii) given by (4.2) is a functional of f as
well as pi and pii. Some additional assumptions on f (as well as (1.5)) are
required as follows;
Assumptions on f .
F.1 0 < f(t) <∞ for any t ≥ 0.
F.2 f is differentiable.
F.3 the asymptotic behavior: Either F.3.1 or F.3.2 is assumed;
F.3.1 lim sup
t→∞
t
f ′(t)
f(t)
< −p+ n
2
− 2.
F.3.2 lim sup
t→∞
t
f ′(t)
f(t)
< −p+ n
2
− 3.
We note that, in addition to the normal distribution,
fG(t) = (2pi)
−(p+n)/2 exp(−t/2),
an interesting flatter tailed class, also satisfying Assumptions F.1–F.3, is
given by the multivariate generalized Student t with
f(t; a, b) =
∫ ∞
0
fG(t/g)
g(p+n)/2
g−a/2−1
Γ(a/2)(2/b)a/2
exp
(
− b
2g
)
dg
=
Γ((p+ n+ a)/2)
(pib)(p+n)/2Γ(a/2)
(1 + t/b)−(p+n+a)/2.
For Assumptions F.3.1 and F.3.2, a > 4 and a > 6 are needed respectively.
The main result on admissibility of δpi given by (3.11) among the class
Dψ through the Blyth method is as follows.
Theorem 4.2.
Case I Assume Assumptions A.1, A.2 and A.3.1 on pi and Assumptions
F.1, F.2 and F.3.1 on f . Then the estimator δpi given by (3.11) is
admissible among the class Dψ.
Case II Assume Assumptions A.1, A.2 and A.3.2 on pi and Assumptions
F.1, F.2 and F.3.2 on f . Then the estimator δpi given by (3.11) is
admissible among the class Dψ.
The proof of Theorem 4.2, or essentially, equivalently the proof of BL.4,
lim
i→∞
diffB(δpi, δpii;pii) = 0
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under the above Assumptions, is provided in Appendices F, G and H. Prior
to these sections, some preliminary needed results on pi, f and pii are given
in Appendix E.
Remark 4.1. The basic idea behind the sequence hi given by (4.5) comes
from the hi of Brown and Hwang (1982),
hi(λ) =

1 λ ≤ 1
1− log λ/ log i 1 ≤ λ ≤ i
0 λ > i.
(4.6)
A smoothed version of the above is
hi(λ) = 1− log(λ+ 1)
log(λ+ 1 + i)
. (4.7)
The sequence hi given by (4.5) is more slowly changing in both r and i, in
order to handle priors with flatter tail than treated in Brown and Hwang
(1982). Also, with smooth pii = pih
2
i , the proofs become simpler.
Remark 4.2. Assumption A.3 is a sufficient condition for∫ ∞
1
dλ
λpi(λ)
=∞ ⇔
∫ ∞
1
dλ
λp/2p¯i(λ)
=∞, (4.8)
which is related to admissibility in the known variance case as follows.
Maruyama (2009) showed that, in the problem of estimating µ of X ∼
Np(µ, I), regularly varying priors g(‖µ‖2) with∫ ∞
1
dλ
λp/2g(λ)
=∞ (4.9)
lead to admissibility, that is, the (generalized) Bayes estimator
X +∇ logmg(‖X‖2)
where
mg(‖x‖2) = 1
(2pi)p/2
∫
exp(−‖x− µ‖2/2)g(‖µ‖2)dµ (4.10)
is admissible. As Maruyama (2009) pointed out, the sufficient condition
(4.9), which depends directly on the prior g(‖µ‖2), is closely related to
Brown’s (1971) sufficient condition for admissibility∫ ∞
1
dr
rp/2mg(r)
=∞,
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which depends on the marginal distribution and only indirectly on the prior.
Note also that Assumption A.3 is tight for the non-integrability of (4.8), in
the sense that, among the class pi(λ) ≈ {log λ}b with b ∈ R,∫ ∞
1
dλ
λ{log λ}1− =∞,
∫ ∞
1
dλ
λ log λ
=∞,
∫ ∞
1
dλ
λ{log λ}1+ <∞
where in the first expression {log λ}1− satisfies Assumption A.3, and in the
second, log λ does not satisfy Assumption A.3. Actually, in the third case,
{log λ}1+, the corresponding Bayes equivariant estimator is inadmissible as
shown in Maruyama and Strawderman (2017).
4.1. Some interesting cases
Here we present three interesting special cases of our main general theorem.
Corollary 4.1. Assume Assumptions F.1, F.2 and F.3.2 on f .
1. Then δpi with pi ≡ 1, or equivalently the generalized Bayes estimator
under the prior on (θ, η) given by
η−1ηp/2
{
η‖θ‖2}(2−p)/2 ,
is admissible among the class Dψ.
2. The form of the generalized Bayes estimator does not depend on f and
is given by {1− ψ0(W )}X where W = ‖X‖2/S and
ψ0(w) =
∫ 1
0 t
p/2−1(1 + wt)−(p+n)/2−1dt∫ 1
0 t
p/2−2(1 + wt)−(p+n)/2−1dt
.
3. This estimator is minimax simultaneously for all such f .
4. This estimator dominates the James–Stein estimator(
1− p− 2
n+ 2
S
‖X‖2
)
X
if f is nonincreasing.
Proof. For Part 1, Assumptions A.1, A.2 and A.3.2 are satisfied by pi(λ) ≡ 1.
Parts 2 and 4 are both shown by Maruyama (2003). Part 3 is shown by
Cellier, Fourdrinier and Robert (1989).
Corollary 4.2. Assume Assumptions F.1, F.2 and F.3.1 on f . Let α ∈
(−1/2, 0).
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1. Then δpi with pi(λ) = λ
α, or equivalently the generalized Bayes estima-
tor under the prior on (θ, η) given by
η−1ηp/2
{
η‖θ‖2}α+(2−p)/2 ,
is admissible among the class Dψ.
2. The form of the estimator does not depend on f and is given by
{1− ψα(W )}X where W = ‖X‖2/S and
ψα(w) =
∫ 1
0 t
p/2−α−1(1− t)α(1 + wt)−(p+n)/2−1dt∫ 1
0 t
p/2−α−2(1− t)α(1 + wt)−(p+n)/2−1dt
. (4.11)
3. This estimator is minimax when
−
(
5 +
2
p− 2 +
3p
n+ 2
)−1
≤ α < 0.
Proof. For Part 1, Assumptions A.1, A.2 and A.3.1 are satisfied by pi(λ) =
λα for α ∈ (−1/2, 0). Part 2 is shown by Maruyama (2003). For Part 3, see
Maruyama and Strawderman (2009) and Appendix J.
The following corollary relates to the so-called “simple Bayes estimators”
from Maruyama and Strawderman (2005).
Corollary 4.3. Assume f is Gaussian. Then the simple Bayes estimator(
1− a
(a+ 1)(b+ 1) + ‖X‖2/S
)
X
with a ≥ (p − 2)/(n + 2) and b ≥ 0 is admissible among the class Dψ.
Furthermore, the estimator with (p − 2)/(n + 2) ≤ a ≤ 2(p − 2)/(n + 2) is
minimax.
Proof. The estimator is (generalized) Bayes equivariant estimator with re-
spect to pi(λ;α, β, b) given by (4.4) with β = −n/2 and α = (p+ n)/{2(a+
1)} − 1. See Maruyama and Strawderman (2005) and Appendix K.
5. Canonical form of the regression setup
Suppose a linear regression model is used to relate y to the p predictors
z1, . . . , zp,
y = α1m + Zβ + η
−1/2 (5.1)
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where α is an unknown intercept parameter, 1m is an m× 1 vector of ones,
Z = (z1, . . . , zp) is an m × p design matrix, and β is a p × 1 vector of
unknown regression coefficients. In the error term, η is an unknown scalar
and  = (1, . . . , m)
T has a spherically symmetric distribution,
 ∼ f˜(‖‖2) (5.2)
where f˜(·) is the probability density, E[] = 0m, and Var[] = Im. Hence the
density of y is
y ∼ ηm/2f˜(η‖y − α1m − Zβ‖2), (5.3)
where f˜ satisfies ∫
Rm
f˜(‖v‖2)dv = 1
for v = (v1, . . . , vm)
T ∈ Rm. We assume that the columns of Z have been
centered so that zTi 1m = 0 for 1 ≤ i ≤ p. We also assume that m > p + 1
and {z1, . . . , zp} are linearly independent, which implies that
rank Z = p.
Let Q be an m×m orthogonal matrix of the form
Q = (1m/
√
m,Z(ZTZ)−1/2,W )
where W is m × (m − p − 1) matrix which satisfies WT1m = 0, WTZ = 0
and WTW = Im−p−1. Also let x = (ZTZ)−1/2ZTy = (ZTZ)1/2βˆLSE ∈ Rp
where βˆLSE = (Z
TZ)−1ZTy.
Let
QTy = (
√
my¯, xT, uT)T
where u = WTy ∈ Rm−p−1. Then (√my¯, x, u) are sufficient and the joint
density of (
√
my¯, x, u) is
ηm/2f˜(η{m(y¯ − α)2 + ‖x− θ‖2 + ‖u‖2})
where θ = (ZTZ)1/2β. Further the marginal density of (x, u) is
η(m−1)/2f(η{‖x− θ‖2 + ‖u‖2}),
which we are considering in this paper, where m− 1 = p+ n and
f(t) =
∫ ∞
−∞
f˜(v2 + t)dv.
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Note that the loss function η‖δ − θ‖2 corresponds to so-called “predictive
loss” η‖Zβˆ − Zβ‖2 for estimation of the regression coefficient vector β.
In the equivariant estimator δψ of θ{
1− ψ(‖x‖2/s)}x,
‖x‖2/s is R2/(1−R2) in the regression context where R2 is the coefficient of
determination. It is natural to make use of R2 for shrinkage since small R2
corresponds to less reliability of the least squares estimator of β. We note
that the corresponding “simple Bayes estimator” for regression coefficient β
is rewritten as (
1− a
(a+ 1)(b+ 1) +R2/(1−R2)
)
βˆLSE
and has a shrinkage factor which is increasing in R2.
In the equivariant estimator δξ = {1− ξ(x/
√
s)}x ∈ Dξ,
x√
s
=
(ZTZ)1/2βˆLSE√
m− p− 1σˆ =
(ZTZ)1/2√
m− p− 1
βˆLSE
σˆ
(5.4)
where σˆ =
√
s/(m− p− 1) and βˆLSE/σˆ is a vector of the t-values.
Hence the restriction to Dψ or Dξ is quite natural in regression context.
The minimaxity and admissibility results of Sections 3 and 4 provide some
guidance as to reasonable shrinkage estimators in the regression context.
6. Concluding remarks
We have established admissibility of certain generalized Bayes estimators
within the class of equivariant estimators, of the mean vector for a spher-
ically symmetric distribution with unknown scale under invariant loss. In
some cases, we establish simultaneous minimaxity and, equivariant admissi-
bility for broader classes of sampling distributions. In the Gaussian case we
establish admissibility within the equivariant estimators of a class of gener-
alized Bayes minimax estimators of a particularly simple form. We have also
investigated similar issues in the setting of a general linear regression model
with intercept and spherically symmetric error distribution. In this setting,
the shrinkage factor of equivariant estimators of the regression coefficients
depends on the coefficient of determination.
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Appendix A: Proof of Theorem 2.1
Suppose the estimator δξ(X,S) ∈ Dξ is strictly better than the estimator
δψ ∈ Dψ, that is,
E
[
η ‖δξ(X,S)− θ‖2
]
≤ E
[
η ‖δψ(X,S)− θ‖2
]
(A.1)
for all η1/2θ ∈ Rp with strict inequality for some value. Because of the
continuity of δξ(X,S) and δψ(X,S), strict inequality will hold for η
1/2θ ∈ Rp
in some nonempty open set U ⊂ Rp. The inequality (A.1) will remain true
if δξ(X,S) is replaced by Γδξ(Γ
−1X,S) with Γ orthogonal, since
E
[
η
∥∥Γδξ(Γ−1X,S)− θ∥∥2] = E [η ∥∥δξ(Γ−1X,S)− Γ−1θ∥∥2] .
Thus, for fixed η1/2θ ∈ U ⊂ Rp, the set of Γ for which
E
[
η
∥∥Γδξ(Γ−1X,S)− θ∥∥2] < E [η ‖δψ(X,S)− θ‖2]
will be a nonempty open set. Let µ be the invariant probability measure on
O(p) which assigns strictly positive measure to any nonempty open set (for
the existence of such a measure, see Chapter 2 of Weil (1940)). Then the
weighted estimator
δξ? =
∫
O(p)
Γδξ(Γ
−1X,S)dµ(Γ)
is a member of the class Dψ, and because of the convexity of the loss function
in δ, we have
E
[
η ‖δξ?(X,S)− θ‖2
]
≤
∫
E
[
η
∥∥Γδξ(Γ−1X,S)− θ∥∥2]dµ(Γ)
≤ E
[
η ‖δψ(X,S)− θ‖2
]
with strict inequality for η1/2θ ∈ U . This implies that δψ(X,S) is not ad-
missible among Dψ as assumed and hence completes the proof.
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Appendix B: Proof of Theorem 3.1
[Parts 1 and 2] The Bayes equivariant risk given by (3.4) is rewritten as
B(δψ, pi) =
∫
Rp
R˜(‖µ‖2, δψ)p¯i(‖µ‖2)dµ
=
∫
Rp
R˜(η‖θ‖2, δψ)ηp/2p¯i(η‖θ‖2)dθ
=
∫
Rp
R(θ, η, δψ)η
p/2p¯i(η‖θ‖2)dθ,
(B.1)
where the third equality follows from (3.2). Further B(δψ, pi) given by (B.1)
is expanded as
B(δψ, pi) =
∫
Rp
E
[
η‖X‖2ψ2(‖X‖2/S)] ηp/2p¯i(η‖θ‖2)dθ
− 2
∫
Rp
E
[
η‖X‖2ψ(‖X‖2/S)] ηp/2p¯i(η‖θ‖2)dθ
+ 2
∫
Rp
E
[
ηψ(‖X‖2/S)XTθ] ηp/2p¯i(η‖θ‖2)dθ
+
∫
Rp
E
[
η‖X − θ‖2] ηp/2p¯i(η‖θ‖2)dθ.
(B.2)
Note that, by (1.5) and the propriety of the prior given by (3.7), the third
term is equal to p, that is,∫
Rp
E
[
η‖X − θ‖2] ηp/2p¯i(η‖θ‖2)dθ = ∫
Rp
pp¯i(‖µ‖2)dµ = p. (B.3)
The first and second terms of (B.2) with ψj(‖X‖2/S) for j = 2, 1 respec-
tively, are rewritten as∫
Rp
E
[
η‖X‖2ψj(‖X‖2/S)] ηp/2p¯i(η‖θ‖2)dθ (B.4)
= cn
∫∫∫
η‖x‖2ψj(‖x‖2/s)η(2p+n)/2sn/2−1f(η{‖x− θ‖2 + s})
× p¯i(η‖θ‖2)dθdxds
= cn
∫∫∫
ηs‖z‖2ψj(‖z‖2)η(2p+n)/2s(p+n)/2−1f(η{‖√sz − θ‖2 + s})
× p¯i(η‖θ‖2)dθdzds (z = x/√s, J = sp/2)
= cn
∫∫∫
ηs‖z‖2ψj(‖z‖2)η(2p+n)/2s(2p+n)/2−1f(sη{‖z − θ∗‖2 + 1})
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× p¯i(ηs‖θ∗‖2)dθ∗dzds (θ∗ = θ/
√
s, J = sp/2)
= cn
∫∫∫
‖z‖2ψj(‖z‖2)η(2p+n)/2∗ f(η∗{‖z − θ∗‖2 + 1})
× p¯i(η∗‖θ∗‖2)dθ∗dzdη∗ (η∗ = ηs, J = 1/η)
= cn
∫
Rp
‖z‖2ψj(‖z‖2)M1(z, pi)dz,
where cn is given by (3.5), z = x/
√
s, J is the Jacobian, and
M1(z, pi) =
∫∫
η(2p+n)/2f(η{‖z − θ‖2 + 1})p¯i(η‖θ‖2)dθdη. (B.5)
Similarly, the third term of (B.2) is rewritten as∫
Rp
E
[
ηψ(‖X‖2/S)XTθ] ηp/2p¯i(η‖θ‖2)dθ (B.6)
= cn
∫∫∫
ηψ2(‖x‖2/s)xTθη(2p+n)/2sn/2−1f(η{‖x− θ‖2 + s})
× p¯i(η‖θ‖2)dθdxds
= cn
∫∫∫
ηψ(‖z‖2)√szTθη(2p+n)/2s(p+n)/2−1f(η{‖√sz − θ‖2 + s})
× p¯i(η‖θ‖2)dθdzds (z = x/√s, J = sp/2)
= cn
∫∫∫
ηsψ(‖z‖2)zTθ∗η(2p+n)/2s(2p+n)/2−1f(sη{‖z − θ∗‖2 + 1})
× p¯i(ηs‖θ∗‖2)dθ∗dzds (θ∗ = θ/
√
s, J = sp/2)
= cn
∫∫∫
ψ(‖z‖2)zTθ∗η(2p+n)/2∗ f(η∗{‖z − θ∗‖2 + 1})
× p¯i(η∗‖θ∗‖2)dθ∗dzdη∗ (η∗ = ηs, J = 1/η)
= cn
∫
Rp
ψ(‖z‖2)zTM2(z, pi)dz,
where
M2(z, pi) =
∫∫
θη(2p+n)/2f(η{‖z − θ‖2 + 1})p¯i(η‖θ‖2)dθdη. (B.7)
Hence, by (B.3), (B.4) and (B.6), we have
B(δψ, pi) = cn
∫
Rp
{
ψ2(‖z‖2)‖z‖2M1(z, pi)
−2ψ(‖z‖2){‖z‖2M1(z, pi)− zTM2(z, pi)}
}
dz + p.
(B.8)
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Then the Bayes equivariant solution or minimizer of B(δψ, pi) is
ψpi(‖z‖2) = arg min
ψ
(B(δψ, pi)) = 1− z
TM2(z, pi)
‖z‖2M1(z, pi) (B.9)
and hence the corresponding Bayes equivariant estimator is
δpi =
ZTM2(Z, pi)
‖Z‖2M1(Z, pi)X, (B.10)
where Z = X/
√
S.
[Part 3] The generalized Bayes estimator of θ with respect to the density
on (θ, η),
ηνηp/2g(η‖θ‖2)
is given by
δg,ν =
E[ηθ | x, s]
E[η | x, s]
=
∫∫
ηθcnη
(p+n)/2sn/2−1f(η{‖x− θ‖2 + s})ηνηp/2g(η‖θ‖2)dθdη∫∫
ηcnη(p+n)/2sn/2−1f(η{‖x− θ‖2 + s})ηνηp/2g(η‖θ‖2)dθdη
=
∫∫
θη(2p+n)/2+ν+1f(η{‖x− θ‖2 + s})g(η‖θ‖2)dθdη∫∫
η(2p+n)/2+ν+1f(η{‖x− θ‖2 + s})g(η‖θ‖2)dθdη . (B.11)
By change of variables θ∗ = θ/
√
s and η∗ = sη, we have
δg,ν =
√
s
∫∫
θ∗η
(2p+n)/2+ν+1
∗ f(η∗{‖x/
√
s− θ∗‖2 + 1})g(η∗‖θ∗‖2)dθ∗dη∗∫∫
η
(2p+n)/2+ν+1
∗ f(η∗{‖x/
√
s− θ∗‖2 + 1})g(η∗‖θ∗‖2)dθ∗dη∗
.
Comparing δg,ν with δpi given by (B.10), we see that δg,ν with ν = −1 is
δg,−1 =
√
s
M2(z, g)
M1(z, g)
=
√
s
zzTM2(z, g)
‖z‖2M1(z, g) =
zTM2(z, g)
‖z‖2M1(z, g)x.
The second equality follows since M2(z, g) is proportional to z and the length
of M2(z, g) is z
TM2(z, g)/‖z‖.
[Part 4] Since the quadratic loss function is strictly convex, the Bayes
solution is unique, and hence admissibility within Dψ follows.
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Appendix C: Proof that δg,ν ∈ Dψ
As in (B.11), the generalized Bayes estimator of θ with respect to ηνηp/2g(η‖θ‖2)
is given by
δg,ν(x, s) =
∫∫
θη(2p+n)/2+ν+1f(η{‖x− θ‖2 + s})g(η‖θ‖2)dθdη∫∫
η(2p+n)/2+ν+1f(η{‖x− θ‖2 + s})g(η‖θ‖2)dθdη .
The estimator δg,ν(x, s) with x = γΓx and s = γ
2s is
δg,ν(γΓx, γ
2s) =
∫∫
θη(2p+n)/2+ν+1f(η{‖γΓx− θ‖2 + γ2s})g(η‖θ‖2)dθdη∫∫
η(2p+n)/2+ν+1f(η{‖γΓx− θ‖2 + γ2s})g(η‖θ‖2)dθdη
and, by change of variables θ = γΓθ∗ and η∗ = γ2η, is rewritten as
δg,ν(γΓx, γ
2s) = γΓ
∫∫
θ∗η
(p+n)/2+ν+1
∗ f(η∗{‖x− θ∗‖2 + s})g(η∗‖θ∗‖2)dθ∗dη∗∫∫
η
(p+n)/2+ν+1
∗ f(η∗{‖x− θ∗‖2 + s})g(η∗‖θ∗‖2)dθ∗dη∗
= γΓδg,ν(x, s).
Hence δg,ν ∈ Dψ.
Appendix D: Proof of Theorem 4.1
Suppose that δpi ∈ Dψ is inadmissible among the class Dψ and hence δ′ ∈ Dψ
satisfies R˜(λ, δ′) ≤ R˜(λ, δpi) for all λ with strict inequality for some λ. Let
δ′′ = (δpi + δ′)/2. Clearly δ′′ is also a member of Dψ. Then, using Jensen’s
inequality, we have
R˜(λ, δ′′) = E
[
η‖δ′′ − θ‖2]
< (1/2)E
[
η‖δ′ − θ‖2]+ (1/2)E [η‖δpi − θ‖2]
=
1
2
{
R˜(λ, δ′) + R˜(λ, δpi)
}
≤ R˜(λ, δpi),
for any λ. Since R˜(λ, δ′′) and R˜(λ, δpi) are both continuous functions of λ,
there exists an  > 0 such that R˜(λ, δ′′) < R˜(λ, δpi)−  for 0 ≤ λ ≤ 1. Then
diffB(δpi, δpii;pii) =
∫ ∞
0
{
R˜(λ, δpi)− R˜(λ, δpii)
}
pii(λ)dλ
≥
∫ ∞
0
{
R˜(λ, δpi)− R˜(λ, δ′′)
}
pii(λ)dλ
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≥
∫ 1
0
{
R˜(λ, δpi)− R˜(λ, δ′′)
}
pi1(λ)dλ
≥ γ > 0,
which contradicts diffB(δpi, δpii;pii)→ 0 as i→∞.
Appendix E: Preliminary results on pi, pii and f
E.1. Preliminary results on pi
Lemma E.1. 1. Under Assumptions A.1–A.3,
sup
λ∈R+
λ
|pi′(λ)|
pi(λ)
is bounded.
2. Under Assumption A.2,
∫ 1
0
pi(λ)
λ1/2
dλ <∞.
3. Under Assumption A.2 with α > 0,
∫ 1
0
pi(λ)
λ
dλ <∞.
4. Under Assumption A.3.1,
∫ ∞
1
pi(λ)
λ
dλ <∞.
5. Under Assumption A.3,
∫ ∞
1
pi(λ)
λ2
dλ <∞.
6. If limλ→∞ λpi′(λ)/pi(λ) < −1,
∫ ∞
1
pi(λ)dλ <∞.
7. Under Assumption A.3, there exist  ∈ (0, 1) and λ∗ > exp(1) such
that pi(λ)/{log λ}1− for λ ≥ λ∗ is bounded from above.
8. Under Assumption A.3.2,
∫ ∞
1
pi(λ)
λ
κ2(λ)dλ <∞.
Proof. [Part 1] This follows from Assumptions A.1–A.3 in a straightforward
way.
[Part 2] We have∫ 1
0
pi(λ)
λ1/2
dλ ≤ sup
λ∈[0,1]
ν(λ)
∫ 1
0
λ1/2+α−1dλ = sup
λ∈[0,1]
ν(λ)
1
1/2 + α
<∞.
(E.1)
[Part 3] As in (E.1) of Part 2, we have∫ 1
0
pi(λ)
λ
dλ ≤ sup
λ∈[0,1]
ν(λ)
1
α
<∞.
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[Part 4] By Assumption A.3.1, there exist  > 0 and λ1 > 0 such that
λ
pi′(λ)
pi(λ)
≤ −,
for all λ ≥ λ1 and hence we have∫ λ
λ1
pi′(s)
pi(s)
ds ≤ −
∫ λ
λ1
1
s
ds ⇔ log pi(λ)
pi(λ1)
≤ − log λ
λ1
(E.2)
for λ ≥ λ1, which implies that
pi(λ) ≤ pi(λ1)
λ−1
λ− for all λ ≥ λ1. (E.3)
Hence we have∫ ∞
λ1
pi(λ)
λ
dλ ≤ pi(λ1)
λ−1
∫ ∞
λ1
dλ
λ1+
=
pi(λ1)

<∞. (E.4)
[Parts 5 and 6] The proof is omitted since it is similar to that of Part 4.
[Part 7] Under Assumptions A.3.1, by (E.3), pi(λ)→ 0 as λ→∞. Under
Assumption A.3.2.1, it is clear that pi(λ) is bounded. Under Assumption
A.3.2.2, there exist  ∈ (0, 1) and λ2 > exp(1) such that
λ
pi′(λ)
pi(λ)
≤ 1− 
log λ
(E.5)
for all λ ≥ λ2. As in (E.2) and (E.3), we have∫ λ
λ2
pi′(s)
pi(s)
ds ≤ (1− )
∫ λ
λ2
ds
s log s
⇔ log pi(λ)
pi(λ2)
≤ (1− ) {log log λ− log log λ2}
and hence
pi(λ) ≤ pi(λ2){log λ}1− for all λ ≥ λ2, (E.6)
which completes the proof.
[Part 8] Under Assumption A.3.2.1, there exists λ3 > 0 such that |κ(λ)|
for λ ≥ λ3 is monotone decreasing. Then pi(λ) for λ ≥ λ3 is expressed by
pi(λ) = pi(λ3) exp
(
−
∫ λ
λ3
|κ(s)|
s
ds
)
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and∫ ∞
λ3
pi(λ)
λ
κ2(λ)dλ = pi(λ3)
∫ ∞
λ3
{κ(λ)}2
λ
exp
(
−
∫ λ
λ3
|κ(s)|
s
ds
)
dλ
≤ pi(λ3)|κ(λ3)|
∫ ∞
λ3
|κ(λ)|
λ
exp
(
−
∫ λ
λ3
|κ(s)|
s
ds
)
dλ
= pi(λ3)|κ(λ3)|
[
− exp
(
−
∫ λ
λ3
|κ(s)|
s
ds
)]∞
λ3
≤ pi(λ3)|κ(λ3)| <∞.
Under Assumption A.3.2.2, by (E.6), we have∫ ∞
λ2
pi(λ)
λ
κ2(λ)dλ ≤
∫ ∞
λ2
pi(λ2)
λ{log λ}1+dλ =
pi(λ2)
{log λ2} <∞,
which completes the proof.
Remark E.1. By Parts 2 and 6 of Lemma E.1, if limλ→∞ λpi′(λ)/pi(λ) < −1,
the prior pi(λ) with Assumption A.2 is proper and hence Part 4 of Theorem
3.1 can be applied. And this is why we assume limλ→∞ λpi′(λ)/pi(λ) ≥ −1
as the asymptotic behavior in Assumption A.3.
E.2. The sequence pii
The function hi(λ) in (4.5) satisfies the following.
Lemma E.2. 1. hi(λ) is increasing in i for fixed λ, and decreasing in λ
for fixed i. Further limi→∞ hi(λ) = 1 for fixed λ ≥ 0.
2. For fixed i,
lim
λ→∞
{(λ+ e+ i) log(λ+ e+ i) log log(λ+ e+ i)}hi(λ) = i.
3. For λ ≥ 0,
sup
i
|h′i(λ)| ≤
2
(λ+ e) log(λ+ e) log log(λ+ e+ 1)
.
4. h1(1) > 1/8.
5. supi,λ |h′i(λ)| < 5.
6. Under Assumption A.2 on pi,∫ 1
0
pi1(λ)dλ > 0.
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7. Under Assumptions A.1, A.2 and A.3 on pi,∫ ∞
0
λpi(λ) sup
i
{h′i(λ)}2dλ <∞.
8. Under Assumptions A.1, A.2 and A.3 on pi,∫ ∞
0
pii(λ)dλ <∞, for fixed i.
Proof. [Part 1] The part is straightforward given the form of hi(λ).
[Part 2] This follows from the expression,
hi(λ) =
1
log log(λ+ e+ i)
log
log(λ+ e+ i)
log(λ+ e)
=
log({λ+ e+ i}/{λ+ e})
log(λ+ e+ i) log log(λ+ e+ i)
ζ
(
log({λ+ e+ i}/{λ+ e})
log(λ+ e+ i)
)
=
i
(λ+ e+ i) log(λ+ e+ i) log log(λ+ e+ i)
× ζ
(
i
λ+ e+ i
)
ζ
(
log({λ+ e+ i}/{λ+ e})
log(λ+ e+ i)
)
,
where ζ(x) = − log(1− x)/x which satisfies limx→0+ ζ(x) = 1.
[Part 3] The derivative is
h′i(λ) = −
1
(λ+ e) log(λ+ e) log log(λ+ e+ i)
+
log log(λ+ e)
(λ+ e+ i) log(λ+ e+ i){log log(λ+ e+ i)}2 .
Hence we have
|h′i(λ)| ≤
∣∣∣∣ 1(λ+ e) log(λ+ e) log log(λ+ e+ i)
∣∣∣∣
+
∣∣∣∣ log log(λ+ e)(λ+ e+ i) log(λ+ e+ i){log log(λ+ e+ i)}2
∣∣∣∣
≤ 2
(λ+ e) log(λ+ e) log log(λ+ e+ 1)
which does not depend on i.
[Part 4] At λ = 1, h1(λ) is
h1(1) = 1− log log(1 + e)
log log(2 + e)
= 1−
∫ 1+e
e 1/(λ log λ)dλ∫ 2+e
e 1/(λ log λ)dλ
=
∫ 2+e
1+e 1/(λ log λ)dλ∫ 2+e
e 1/(λ log λ)dλ
,
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which is greater than
1/{(2 + e) log(2 + e)}
2(1/e)
>
1
2
e
2 + e
1
log e2
>
1
8
.
[Part 5] The upper bound of supi |h′i(λ)|, derived in Part 3, is decreasing in
λ and hence
sup
i
|h′i(λ)| ≤ sup
i
|h′i(λ)|
∣∣
λ=0
=
2
e log log(e+ 1)
≤ 1
log log(e+ 1)
.
Further we have
log log(e+ 1) =
∫ e+1
e
ds
s log s
>
log(e+ 1)− log(e)
log(e+ 1)
= 1− 1
log(e+ 1)
,
log(e+ 1) = log(e) + log
e+ 1
e
= 1− log
(
1− 1
e+ 1
)
> 1 +
1
e+ 1
,
and hence supλ,i |h′i(λ)| ≤ e+ 2 < 5.
[Part 6] By Parts 1 and 4, h21(λ) ≥ 1/64 for λ ∈ [0, 1]. By Assumption A.2
on pi, there exists λ1 ∈ (0, 1) such that pi(λ) ≥ λα{ν(0)/2} for λ ∈ [0, λ1].
Then ∫ 1
0
pi(λ)h21(λ)dλ ≥
ν(0)
2
1
64
∫ λ1
0
λαdλ =
ν(0)λα+11
128(α+ 1)
> 0.
[Part 7] As in Part 7 of Lemma E.1, there exist  ∈ (0, 1) and λ2 > exp(1)
such that
pi(λ) ≤ pi(λ2){log λ}1− for all λ ≥ λ2. (E.7)
Then, by Part 5 and (E.7), we have∫ ∞
0
λpi(λ) sup
i
{h′i(λ)}2dλ
≤ 25
∫ λ2
0
λpi(λ)dλ+
∫ ∞
λ2
λpi(λ) sup
i
{h′i(λ)}2dλ
≤ 25
∫ λ2
0
λpi(λ)dλ+ pi(λ2)
∫ ∞
λ2
4(λ+ e) log(λ+ e)dλ
{(λ+ e) log(λ+ e) log log(λ+ e)}2
= 25
∫ λ2
0
λpi(λ)dλ+
4pi(λ2)
log log(λ2 + e)
,
where
∫ λ2
0 λpi(λ)dλ in the first term of the right-hand side is bounded by
Part 2 of Lemma E.1.
[Part 8] The proof is omitted since it is similar to the proof of Part 7.
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E.3. Assumption on f
Lemma E.3. Let Assumptions F.1–F.3 hold.
1. Also assume
lim sup
t→∞
t
f ′(t)
f(t)
< −p+ n
2
− 2− j (E.8)
for j ≥ 0 (hence j = 0 for Assumption F.3.1 and j = 1 for Assumption
F.3.2).
1.A Then there exist  ∈ (0, 1) and t∗ > 1 such that
f(t) ≤ f(t∗)
t
−(p+n)/2−2−j−
∗
t−(p+n)/2−2−j−,
F (t) ≤ tf(t)
(p+ n) + 2 + 2j + 2
,
(E.9)
for all t ≥ t∗, where
F (t) =
1
2
∫ ∞
t
f(s)ds.
1.B ∫ ∞
0
t(p+n)/2−1+j
{
F (t)
f(t)
}2
f(t)dt <∞.
2. Assume Assumption F.3.2. Also assume p ≥ 3. Let
F˜(t) = t1/2F (t)/f(t),
f?(t) =
∫ ∞
0
ηn/2−1F˜2(t+ η)f(t+ η)dη.
Then there exists Qf > 0 such that∫
Rp
1
‖y‖2 f?(‖y − µ‖
2)dy ≤ Qf min(1, 1/‖µ‖2). (E.10)
Proof. [Part 1.A] By (E.8), there exist t∗ > 1 and  ∈ (0, 1) such that
t
f ′(t)
f(t)
≤ −p+ n
2
− 2− − j (E.11)
for all t ≥ t∗. Then, by (E.11), we have∫ t
t∗
f ′(s)
f(s)
ds ≤
(
−p+ n
2
− 2− j − 
)∫ t
t∗
ds
s
for t ≥ t∗,
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⇔ log f(t)
f(t∗)
≤
(
−p+ n
2
− 2− j − 
)
log
t
t∗
for t ≥ t∗,
⇔ f(t) ≤ f(t∗)
t
−(p+n)/2−2−j−
∗
t−(p+n)/2−2−j− for t ≥ t∗. (E.12)
Further, by (E.11), we have
tf ′(t) ≤ −
(
p+ n
2
+ 2 + j + 
)
f(t),
for all t ≥ t∗, and hence∫ ∞
t
sf ′(s)ds ≤ −
(
p+ n
2
+ 2 + j + 
)∫ ∞
t
f(s)ds. (E.13)
By an integration by parts, the left-hand side is rewritten as∫ ∞
t
sf ′(s)ds = [sf(s)]∞t −
∫ ∞
t
f(s)ds = −tf(t)− 2F (t),
where the second equality follows from [sf(s)]∞t = −tf(t) by (E.12). Then
the inequality (E.13) is equivalent to
−tf(t)− 2F (t) ≤ −2
(
p+ n
2
+ 2 + j + 
)
F (t),
⇔ F (t)
f(t)
≤ t
(p+ n) + 2 + 2j + 2
,
(E.14)
for all t ≥ t∗. Hence Part 1.A follows from (E.12) and (E.14).
[Part 1.B] By Assumption F.1, we have∫ 1
0
f(s)ds <∞. (E.15)
Also the integrability given by (1.5),∫ ∞
1
s(p+n)/2−1f(s)ds <∞,
implies ∫ ∞
1
f(s)ds <∞. (E.16)
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By (E.15) and (E.16), we have
F (0) =
1
2
∫ ∞
0
f(s)ds <∞. (E.17)
Note 0 < f(0) <∞ by Assumption F.1. Also by (E.14) and (E.17), it follows
that there exists Cf > 0 such that
F (t)
f(t)
≤ Cf max(t, t∗), ∀t ≥ 0. (E.18)
By (E.18), for t ∈ [0, 1], we have
tj
{
F (t)
f(t)
}2
f(t) ≤ C2f t2∗ max
t∈[0,1]
f(t) (E.19)
and hence∫ 1
0
t(p+n)/2−1+j
{
F (t)
f(t)
}2
f(t)dt ≤ 2C
2
f t
2∗
p+ n
max
t∈[0,1]
f(t) <∞. (E.20)
By (E.12) and (E.18), we have
tj
{
F (t)
f(t)
}2
f(t) ≤ f(t∗)C
2
f
t
−(p+n)/2−2−j−
∗
t−(p+n)/2− (E.21)
for t ≥ t∗ and hence∫ ∞
t∗
t(p+n)/2−1+j
{
F (t)
f(t)
}2
f(t)dt ≤ f(t∗)C
2
f
t
−(p+n)/2−2−j−
∗
∫ ∞
t∗
t−1−dt
=
f(t∗)C2f
t
−(p+n)/2−2−j
∗
<∞.
(E.22)
Combining (E.20) and (E.22), completes the proof of Part 1.B.
[Part 2] Note, by Part 1 of this lemma with j = 1,∫ ∞
0
t(p+n)/2−1+1
{
F (t)
f(t)
}2
f(t)dt =
∫ ∞
0
t(p+n)/2−1F˜2(t)f(t)dt
<∞.
(E.23)
To prove Part 2, it suffices to show that, for ‖µ‖ = 0,∫
Rp
1
‖y‖2 f?(‖y‖
2)dy <∞ (E.24)
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and also that there exist a > 0 and b > 0 such that
‖µ‖2
∫
Rp
1
‖y‖2 f?(‖y − µ‖
2)dy < b (E.25)
for all ‖µ‖2 ≥ a.
[Bound in (E.24)] Note f?(0) is decomposed as
f?(0) =
∫ ∞
0
ηn/2−1F˜2(η)f(η)dη
=
∫ 1
0
ηn/2−1F˜2(η)f(η)dη +
∫ t∗
1
ηn/2−1F˜2(η)f(η)dη
+
∫ ∞
t∗
ηn/2−1F˜2(η)f(η)dη,
(E.26)
where t∗ is from (E.11). The first and third terms both are integrable since,
by (E.19),∫ 1
0
ηn/2−1F˜2(η)f(η)dη ≤ C2f t2∗ max
η∈[0,1]
f(η)
∫ 1
0
ηn/2−1dη
= C2f t
2
∗
2
n
max
η∈[0,1]
f(η),
(E.27)
and by (E.21),∫ ∞
t∗
ηn/2−1F˜2(η)f(η)dη ≤ f(t∗)C
2
f
t
−(p+n)/2−3−
∗
∫ ∞
t∗
ηn/2−1−(p+n)/2−dη
=
f(t∗)C2f
t
−(p+n)/2−3−
∗
t
−p/2−
∗
p/2 + 
.
(E.28)
By (E.26), (E.27) and (E.28), we have f?(0) < ∞. Then, by continuity of
f?, it follows that
sup
t∈[0,1]
f?(t) <∞. (E.29)
Further the integrability of
∫
Rp f?(‖y‖2)dy follows since∫
Rp
f?(‖y‖2)dy =
∫
Rp
∫ ∞
0
ηn/2−1F˜2(‖y‖2 + η)f(‖y‖2 + η)dηdy
=
1
cn
∫
Rp+n
F˜2(‖q‖2)f(‖q‖2)dq
=
cp+n
cn
∫ ∞
0
t(p+n)/2−1F˜2(t)f(t)dt
<∞ (by (E.23)).
(E.30)
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Then, by (E.29) and (E.30), we have∫
Rp
f?(‖y‖2)
‖y‖2 dy ≤ sup‖y‖≤1
f?(‖y‖2)
∫
‖y‖≤1
dy
‖y‖2 +
∫
‖y‖≥1
f?(‖y‖2)dy
≤ 2cp
p− 2 sup‖y‖≤1
f?(‖y‖2) +
∫
Rp
f?(‖y‖2)dy
<∞.
Hence the bound in (E.24) is established.
[Bound in (E.25)] Let ‖µ‖2 > 2t∗ where t∗ is from (E.11). Under the
decomposition of the integral region,
Rp =
{
y : ‖y − µ‖2 ≤ ‖µ‖2/2}
∪ {y : ‖y − µ‖2 ≥ ‖µ‖2/2 and 0 ≤ ‖y‖2 ≤ ‖µ‖2}
∪ {y : ‖y − µ‖2 ≥ ‖µ‖2/2 and ‖y‖2 ≥ ‖µ‖2}
= R1 ∪R2 ∪R3,
we have
‖µ‖2
∫
Rp
f?(‖y − µ‖2)
‖y‖2 dy
= ‖µ‖2
(∫
R1
+
∫
R2
+
∫
R3
)
f?(‖y − µ‖2)
‖y‖2 dy.
For the region R1, ‖y − µ‖2 ≤ ‖µ‖2/2 implies ‖y‖2 ≥ ‖µ‖2/2 and hence
‖µ‖2
∫
R1
f?(‖y − µ‖2)
‖y‖2 dy ≤ 2
∫
R1
f?(‖y − µ‖2)dy
≤ 2
∫
Rp
f?(‖y − µ‖2)dy,
which is bounded by (E.30). Similarly, for R1, since ‖y‖2 ≥ ‖µ‖2, we have
‖µ‖2
∫
R3
f?(‖y − µ‖2)
‖y‖2 dy ≤
∫
Rp
f?(‖y − µ‖2)dy <∞.
For the region
R2 =
{
y : ‖y − µ‖2 ≥ ‖µ‖2/2 and 0 ≤ ‖y‖2 ≤ ‖µ‖2} ,
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we have
R2 ⊂
{
y : ‖y − µ‖2 ≥ ‖µ‖2/2} , R2 ⊂ {y : 0 ≤ ‖y‖2 ≤ ‖µ‖2} .
Hence
‖µ‖2
∫
R2
f?(‖y − µ‖2)
‖y‖2 dy
≤ sup
y:‖y−µ‖2≥‖µ‖2/2
f?(‖y − µ‖2)
∫
y:0≤‖y‖2≤‖µ‖2
‖µ‖2
‖y‖2 dy,
(E.31)
where∫
y:0≤‖y‖2≤‖µ‖2
‖µ‖2
‖y‖2 dy = ‖µ‖
2cp
∫ ‖µ‖2
0
rp/2−2dr =
2cp
p− 2‖µ‖
p. (E.32)
Recall the assumption ‖µ‖2 > 2t∗ and hence note
‖y − µ‖2 ≥ ‖µ‖2/2 > t∗. (E.33)
By (E.21), the integrand of f?, for t ≥ t∗, is bounded as
F˜2(t)f(t) ≤ f(t∗)C
2
f
t
−(p+n)/2−3−
∗
t−(p+n)/2−
and hence f?(t) for t ≥ t∗ is bounded as
f?(t) =
∫ ∞
0
ηn/2−1F˜2(t+ η)f(t+ η)dη
≤ f(t∗)C
2
f
t
−(p+n)/2−3−
∗
∫ ∞
0
ηn/2−1(t+ η)−(p+n)/2−dη
= C˜f t
−p/2−,
(E.34)
where
C˜f = f(t∗)C2f t
(p+n)/2+3+
∗ B(p/2 + , n/2).
Then, for any y ∈ {y : ‖y − µ‖2 ≥ ‖µ‖2/2} with ‖µ‖2 > 2t∗,
f?(‖y − µ‖2) ≤ C˜f{‖y − µ‖2}−p/2− ≤ C˜f
2p/2+
‖µ‖−p−2, (E.35)
where the first and second inequalities follow from (E.34) and (E.33), re-
spectively. By (E.31), (E.32), and (E.35),
‖µ‖2
∫
R2
f?(‖y − µ‖2)
‖y‖2 dy ≤
1
‖µ‖2
{
C˜f2
p/2+ 2cp
p− 2
}
which is bounded under the assumption ‖µ‖2 > 2t∗.
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Appendix F: Preliminary results for completing Proof of
Theorem 4.2
Note that the first three parts BL.1, BL.2 and BL.3 of Blyth’s (1951) con-
ditions needed to prove Theorem 4.2 follow from Parts 1, 8 and 6 of Lemma
E.2, respectively. In this appendix we provide an alternative expression
diffB(z; δpi, δpii;pii) in BL.4. The proof of Theorem 4.2’s two cases, I and
II is completed in the two succeeding sections G and H respectively using
this re-expression.
Recall as in (4.2) and (4.3),
diffB(δpi, δpii;pii) = cn
∫
Rp
diffB(z; δpi, δpii;pii)dz,
diffB(z; δpi, δpii;pii) = {ψpi(‖z‖2)− ψpii(‖z‖2)}2‖z‖2M1(z, pii),
(F.1)
with
ψpi(z) = 1− z
TM2(z, pi)
‖z‖2M1(z, pi) =
zTzM1(z, pi)− zTM2(z, pi)
‖z‖2M1(z, pi) ,
M1(z, pi) =
∫∫
η(2p+n)/2f(η{‖z − θ‖2 + 1})p¯i(η‖θ‖2)dθdη,
M2(z, pi) =
∫∫
θη(2p+n)/2f(η{‖z − θ‖2 + 1})p¯i(η‖θ‖2)dθdη.
The numerator of ψpi(z) is rewritten as
zTzM1(z, pi)− zTM2(z, pi)
= zT
∫∫
η(z − θ)η(2p+n)/2−1f(η{‖z − θ‖2 + 1})p¯i(η‖θ‖2)dθdη
= zT
∫∫
η(2p+n)/2−1∇θF (η{‖z − θ‖2 + 1})p¯i(η‖θ‖2)dθdη
= −zT
∫∫
η(2p+n)/2−1F (η{‖z − θ‖2 + 1})∇θp¯i(η‖θ‖2)dθdη,
(F.2)
where the last equality follows from an integration by parts. To justify this
integration by parts, note that, for fixed θi, the i-th component of θ, we have
lim
θi→±∞
F (η{‖z − θ‖2 + 1})p¯i(η‖θ‖2) = 0
for any fixed η, z, θ1, . . . , θi−1, θi+1, . . . , θp, since the asymptotic behavior of
p¯i and F are given by
p¯i(λ) = c−1p λ
1−p/2pi(λ) = o(λ1−p/2 log λ) and F (t) = o(t−(p+n)/2−1),
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as in Part 7 of Lemma E.1 and Part 1.A of Lemma E.3, respectively. Thus
the last equality of (F.2) follows.
Therefore diffB(z; δpi, δpii;pii) is re-expressed as
diffB(z; δpi, δpii;pii)
=
∥∥∥∥∥
∫∫
η(2p+n)/2−1F (η{‖z − θ‖2 + 1})∇θp¯i(η‖θ‖2)dθdη∫∫
η(2p+n)/2f(η{‖z − θ‖2 + 1})p¯i(η‖θ‖2)dθdη
−
∫∫
η(2p+n)/2−1F (η{‖z − θ‖2 + 1})∇θp¯ii(η‖θ‖2)dθdη∫∫
η(2p+n)/2f(η{‖z − θ‖2 + 1})p¯ii(η‖θ‖2)dθdη
∥∥∥∥∥
2
×
∫∫
η(2p+n)/2f(η{‖z − θ‖2 + 1})p¯ii(η‖θ‖2)dθdη.
(F.3)
The proof of Theorem 4.2, Cases I and II, will be completed in Sections G
and H by showing diffB(δpi, δpii;pii)→ 0 as i→∞.
Appendix G: Proof for Case I
By (F.3) and the decomposition
∇θp¯ii(η‖θ‖2) = ∇θ
{
p¯i(η‖θ‖2)h2i (η‖θ‖2)
}
= {∇θp¯i(η‖θ‖2)}h2i (η‖θ‖2) + p¯i(η‖θ‖2){∇θh2i (η‖θ‖2)},
we have
diffB(z; δpi, δpii;pii)
= cn
∥∥∥∥∥
∫∫
η(2p+n)/2−1F (◦)∇θp¯i(•)dθdη∫∫
η(2p+n)/2f(◦)p¯i(•)dθdη −
∫∫
η(2p+n)/2−1F (◦)∇θp¯i(•)h2i (•)dθdη∫∫
η(2p+n)/2f(◦)p¯ii(•)dθdη
−
∫∫
η(2p+n)/2−1F (◦)p¯i(•)∇θh2i (•)dθdη∫∫
η(2p+n)/2f(◦)p¯ii(•)dθdη
∥∥∥∥∥
2 ∫∫
η(2p+n)/2f(◦)p¯ii(•)dθdη,
where, for notational convenience and to control the size of expressions,
• = η‖θ‖2, ◦ = η(‖z − θ‖2 + 1).
Further, by the triangle inequality and the fact h2i ≤ 1, we have
diffB(z; δpi, δpii;pii) ≤ 2cn(∆1i + ∆2i),
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where
∆1i =
∥∥∫∫ η(2p+n)/2−1F (◦)p¯i(•)∇θh2i (•)dθdη∥∥2∫∫
η(2p+n)/2f(◦)p¯ii(•)dθdη
, (G.1)
∆2i =
∥∥∫∫ η(2p+n)/2−1F (◦)∇θp¯i(•)dθdη∥∥2∫∫
η(2p+n)/2f(◦)p¯i(•)dθdη
+
∥∥∫∫ η(2p+n)/2−1F (◦)∇θp¯i(•)h2i (•)dθdη∥∥2∫∫
η(2p+n)/2f(◦)p¯ii(•)dθdη
. (G.2)
The proof of Case I will be completed by showing that each ∆ji for j =
1, 2 is bounded by an integrable function. The theorem then follows by the
dominated convergence theorem since limi→∞ diffB(δpi, δpii;pii) = 0 since
h2i → 1 and δpii → δpi in the expression of (F.1).
G.1. ∆1i
Note
∇θh2i (η‖θ‖2) = 2hi(η‖θ‖2)∇θhi(η‖θ‖2),
‖∇θhi(η‖θ‖2)‖2 = 4η2‖θ‖2{h′i(η‖θ‖2)}2.
Then, by Cauchy-Schwarz inequality,
∆1i =
‖ ∫∫ η(2p+n)/2−1F (◦)p¯i(•){2hi(•)∇θhi(•)}dθdη‖2∫∫
η(2p+n)/2f(◦)p¯ii(•)dθdη
≤ 4
∫∫
η(2p+n)/2−2F2(◦)f(◦)p¯i(•)‖∇θhi(•)‖2dθdη
= 16
∫∫
η(2p+n)/2−2F2(◦)f(◦)p¯i(•)η2‖θ‖2{h′i(•)}2dθdη,
where F(t) = F (t)/f(t). Then∫
Rp supi ∆1idz
16
≤
∫∫∫
η(2p+n)/2−1F2(η{‖z − θ‖2 + 1})f(η{‖z − θ‖2 + 1})
× η‖θ‖2p¯i(η‖θ‖2) sup
i
{h′i(η‖θ‖2)}2dθdηdz
=
∫∫∫
η(p+n)/2−1F2(η{‖z‖2 + 1})f(η{‖z‖2 + 1})
× ‖µ‖2p¯i(‖µ‖2) sup
i
{h′i(‖µ‖2)}2dµdηdz
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≤ A1cp
∫∫
wp/2−1η(p+n)/2−1F2(η{w + 1})f(η{w + 1})dwdη
= A1cp
∫ ∞
0
wp/2−1dw
(1 + w)(p+n)/2
∫ ∞
0
t(p+n)/2−1F2(t)f(t)dt
≤ A1A2cpB(p/2, n/2),
where
A1 =
∫
Rp
‖µ‖2p¯i(‖µ‖2) sup
i
{h′i(‖µ‖2)}2dµ
=
∫ ∞
0
λpi(λ) sup
i
{h′i(λ)}2dλ (G.3)
A2 =
∫ ∞
0
t(p+n)/2−1F2(t)f(t)dt (G.4)
are both bounded as shown in Part 7 of Lemma E.2 and in Part 1 of Lemma
E.3, respectively.
G.2. ∆2i
We consider α > 0 and −1/2 < α ≤ 0 separately in G.2.1 and G.2.2,
respectively.
G.2.1. ∆2i under Assumption A.2 with α > 0
By the Cauchy-Schwarz inequality, we have∥∥∥∥∫∫ η(2p+n)/2−1F (◦)∇θp¯i(•)dθdη∥∥∥∥2
≤
∫∫
η(2p+n)/2−2F2(◦)f(◦)‖∇θp¯i(•)/p¯i(•)‖2p¯i(•)dθdη
×
∫∫
η(2p+n)/2f(◦)p¯i(•)dθdη.
(G.5)
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Similarly, by the Cauchy-Schwarz inequality, we have∥∥∥∥∫∫ η(2p+n)/2−1F (◦)∇θp¯i(•)h2i (•)dθdη∥∥∥∥2
≤
∫∫
η(2p+n)/2−2F2(◦)f(◦)‖∇θp¯i(•)/p¯i(•)‖2p¯i(•)h2i (•)dθdη
×
∫∫
η(2p+n)/2f(◦)p¯i(•)h2i (•)dθdη
≤
∫∫
η(2p+n)/2−2F2(◦)f(◦)‖∇θp¯i(•)/p¯i(•)‖2p¯i(•)dθdη
×
∫∫
η(2p+n)/2f(◦)p¯i(•)h2i (•)dθdη,
(G.6)
where the second inequality follows from the fact h2i ≤ 1. Hence, by (G.5)
and (G.6) with (G.2),
sup
i
∆2i ≤ 2
∫∫
η(2p+n)/2−2F2(◦)f(◦)
∥∥∥∥∇θp¯i(•)p¯i(•)
∥∥∥∥2 p¯i(•)dθdη.
By the relationship
‖∇θp¯i(η‖θ‖2)‖2 = 4η2‖θ‖2{p¯i′(η‖θ‖2)}2, (G.7)
we have
supi ∆2i
2
=
∫∫
η(2p+n)/2−2F2(◦)f(◦)
∥∥∥∥∇θp¯i(•)p¯i(•)
∥∥∥∥2 p¯i(•)dθdη
= 4
∫∫
η(2p+n)/2−1F2(η{‖z − θ‖2 + 1})f(η{‖z − θ‖2 + 1})
× η‖θ‖2
{
p¯i′(η‖θ‖2)
p¯i(η‖θ‖2)
}2
p¯i(η‖θ‖2)dθdη
≤ 4Π2
∫∫
η(2p+n)/2−1F2(η{‖z − θ‖2 + 1})
× f(η{‖z − θ‖2 + 1}) p¯i(η‖θ‖
2)
η‖θ‖2 dθdη, (G.8)
where
Π = max
λ∈R+
λ|p¯i′(λ)|
p¯i(λ)
= max
λ∈R+
∣∣∣∣1− p2 + λpi′(λ)pi(λ)
∣∣∣∣ , (G.9)
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is bounded by Part 1 of Lemma E.1. Further, by (G.8), we have
1
8Π2
∫
sup
i
∆2idz
≤
∫∫∫
η(p+n)/2−1F2(η{‖z‖2 + 1})f(η{‖z‖2 + 1}) p¯i(‖µ‖
2)
‖µ‖2 dµdηdz
= cpA3
∫∫
wp/2−1η(p+n)/2−1F2(η{w + 1})f(η{w + 1})dηdw
= cpA3
∫ ∞
0
wp/2−1dw
(1 + w)(p+n)/2
∫ ∞
0
t(p+n)/2−1F2(t)f(t)dt
= cpA2A3B(p/2, n/2),
(G.10)
where A2 given by (G.4) is bounded and
A3 =
∫
Rp
p¯i(‖µ‖2)
‖µ‖2 dµ =
∫ ∞
0
pi(λ)
λ
dλ (G.11)
is also bounded as shown in Parts 2 and 4 of Lemma E.1.
G.2.2. ∆2i under Assumption A.2 with −1/2 < α ≤ 0
Let
k(λ) = λ1/2I[0,1](λ) + I(1,∞)(λ).
Note that 0 ≤ k(λ) ≤ 1 and 1/k(λ) ≥ 1 for any λ ≥ 0. Then, by Cauchy-
Schwarz inequality, we have∥∥∥∥∫∫ η(2p+n)/2−1F (◦)∇θp¯i(•)dθdη∥∥∥∥2
≤
∫∫
η(2p+n)/2−2F2(◦)f(◦)k(•)
∥∥∥∥∇θp¯i(•)p¯i(•)
∥∥∥∥2 p¯i(•)dθdη
×
∫∫
η(2p+n)/2f(◦) p¯i(•)
k(•)dθdη
≤ J1(f, pi)
∫∫
η(2p+n)/2−2F2(◦)f(◦)k(•)
∥∥∥∥∇θp¯i(•)p¯i(•)
∥∥∥∥2 p¯i(•)dθdη
×
∫∫
η(2p+n)/2f(◦)p¯i(•)dθdη,
(G.12)
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where the second inequality with the constant J1(f, pi) follows from Lemma
I.2, provided below in Appendix I. Similarly, by the Cauchy-Schwarz in-
equality, we have∥∥∥∥∫∫ η(2p+n)/2−1F (◦)∇θp¯i(•)h2i (•)dθdη∥∥∥∥2
≤
∫∫
η(2p+n)/2−2F2(◦)f(◦)k(•)
∥∥∥∥∇θp¯i(•)p¯i(•)
∥∥∥∥2 p¯i(•)h2i (•)dθdη
×
∫∫
η(2p+n)/2f(◦) p¯i(•)
k(•)h
2
i (•)dθdη
≤ J2(f, pi)
∫∫
η(2p+n)/2−2F2(◦)f(◦)k(•)
∥∥∥∥∇θp¯i(•)p¯i(•)
∥∥∥∥2 p¯i(•)dθdη
×
∫∫
η(2p+n)/2f(◦)p¯ii(•)dθdη,
(G.13)
where the second inequality with the constant J2(f, pi) follows from Lemma
I.2, provided below in Appendix I, and from the fact h2i ≤ 1. Hence, by
(G.7), (G.12), (G.13) and with Π given by (G.9), we have
supi ∆2i
J1(f, pi) + J2(f, pi) ≤
∫∫
η(2p+n)/2−2F2(◦)f(◦)k(•)
∥∥∥∥∇θp¯i(•)p¯i(•)
∥∥∥∥2 p¯i(•)dθdη
≤ 4Π2
∫∫
η(2p+n)/2−1F2(◦)f(◦)k(•) p¯i(•)
η‖θ‖2dθdη.
Therefore we have
1
4Π2 {J1(f, pi) + J2(f, pi)}
∫
sup
i
∆2idz
≤
∫∫∫
η(p+n)/2−1F2(η{‖z‖2 + 1})f(η{‖z‖2 + 1})k(‖µ‖2) p¯i(‖µ‖
2)
‖µ‖2 dµdηdz
= A4cp
∫∫
wp/2−1η(p+n)/2−1F2(η{w + 1})f(η{w + 1})dηdw (G.14)
= A4cp
∫
wp/2−1dw
(1 + w)(p+n)/2
∫ ∞
0
t(p+n)/2−1F2(t)f(t)dt
= A2A4cpB(p/2, n/2),
where A2 given by (G.4) is bounded and
A4 =
∫
Rp
k(‖µ‖2) p¯i(‖µ‖
2)
‖µ‖2 dµ
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=
∫
‖µ‖≤1
p¯i(‖µ‖2)
‖µ‖ dµ+
∫
‖µ‖>1
p¯i(‖µ‖2)
‖µ‖2 dµ
=
∫ 1
0
pi(λ)
λ1/2
dλ+
∫ ∞
1
pi(λ)
λ
dλ
is bounded as shown in Parts 2 and 4 of Lemma E.1.
The proof of Theorem 4.2 Case I is thus completed by applying the dom-
inated convergence theorem to diffB(δpi, δpii;pii) as noted above.
Appendix H: Proof for case II
Recall, under Assumption A.3.2, pi and p¯i satisfy
λ
pi′(λ)
pi(λ)
= κ(λ), and λ
p¯i′(λ)
p¯i(λ)
= 1− p
2
+ κ(λ),
where κ(λ)→ 0 as λ→∞.
With κ(λ), we have
∇θp¯i(η‖θ‖2) = 2ηθp¯i′(η‖θ‖2)
= 2ηθ
{
(1− p/2) p¯i(η‖θ‖
2)
η‖θ‖2 +
p¯i(η‖θ‖2)
η‖θ‖2 κ(η‖θ‖
2)
}
.
(H.1)
By Lemma I.3 and the relationship (H.1), the integral included in (F.3) is
rewritten as
− zT
∫∫
η(2p+n)/2−1F (◦)∇θp¯i(•)dθdη
=
(
p− 2
n+ 2
− n+ p
n+ 2
)
zT
∫∫
η(2p+n)/2−1F (◦)∇θp¯i(•)dθdη
=
p− 2
n+ 2
∫∫
η(2p+n)/2f(◦)p¯i(•)dθdη
− (n+ p)(p− 2)
n+ 2
∫∫
η(2p+n)/2−1F (◦)p¯i(•)dθdη
− n+ p
n+ 2
zT
∫∫
η(2p+n)/2−1F (◦)∇θp¯i(•)dθdη
=
p− 2
n+ 2
∫∫
η(2p+n)/2f(◦)p¯i(•)dθdη
+
(n+ p)(p− 2)
n+ 2
∫∫
zTθ − ‖θ‖2
‖θ‖2 η
(2p+n)/2−1F (◦)p¯i(•)dθdη
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− 2n+ p
n+ 2
zT
∫∫
θη(2p+n)/2−1F (◦)κ(•)p¯i(•)‖θ‖2 dθdη
where, again, with the notation
• = η‖θ‖2, ◦ = η(‖z − θ‖2 + 1).
Similarly, by Lemma I.3 and the relationship (H.1), the integral included in
(F.3) is rewritten as
− zT
∫∫
η(2p+n)/2−1F (◦)∇θp¯ii(•)dθdη
=
p− 2
n+ 2
∫∫
η(2p+n)/2f(◦)p¯ii(•)dθdη
− (n+ p)(p− 2)
n+ 2
∫∫
η(2p+n)/2−1F (◦)p¯ii(•)dθdη
− n+ p
n+ 2
zT
∫∫
η(2p+n)/2−1F (◦)∇θp¯ii(•)dθdη
=
p− 2
n+ 2
∫∫
η(2p+n)/2f(◦)p¯ii(•)dθdη
+
(n+ p)(p− 2)
n+ 2
∫∫
zTθ − ‖θ‖2
‖θ‖2 η
(2p+n)/2−1F (◦)p¯ii(•)dθdη
− 2n+ p
n+ 2
zT
∫∫
θη(2p+n)/2−1F (◦)κ(•)p¯ii(•)‖θ‖2 dθdη
− n+ p
n+ 2
zT
∫∫
η(2p+n)/2−1F (◦)p¯i(•)∇θh2i (•)dθdη.
Then diffB(z; δpi, δpii;pii) given by (F.3) is rewritten as
diffB(z; δpi, δpii;pii)
=
cn
‖z‖2
(n+ p)2
(n+ 2)2
{
zT
∫∫
η(2p+n)/2−1F (◦)p¯i(•)∇θh2i (•)dθdη∫∫
η(2p+n)/2f(◦)p¯ii(•)dθdη
+(p− 2)
∫∫
(zTθ/‖θ‖2 − 1)η(2p+n)/2−1F (◦)p¯i(•)dθdη∫∫
η(2p+n)/2f(◦)p¯i(•)dθdη
−(p− 2)
∫∫
(zTθ/‖θ‖2 − 1)η(2p+n)/2−1F (◦)p¯ii(•)dθdη∫∫
η(2p+n)/2f(◦)p¯ii(•)dθdη
−2z
T
∫∫
θη(2p+n)/2−1F (◦){κ(•)p¯i(•)/‖θ‖2}dθdη∫∫
η(2p+n)/2f(◦)p¯i(•)dθdη
Y. Maruyama and W. Strawderman/Admissible Bayes equivariant estimation 40
+2
zT
∫∫
θη(2p+n)/2−1F (◦){κ(•)p¯ii(•)/‖θ‖2}dθdη∫∫
η(2p+n)/2f(◦)p¯ii(•)dθdη
}2
×
∫∫
η(2p+n)/2f(◦)p¯ii(•)dθdη.
By the triangle inequality and the fact h2i ≤ 1,
diffB(z; δpi, δpii;pii) ≤ 2cn(n+ p)
2
(n+ 2)2
{
∆1i + (p− 2)2∆3i + 4∆4i
}
,
where
∆1i =
∥∥∫∫ η(2p+n)/2−1F (◦)p¯i(•)∇θh2i (•)dθdη∥∥2∫∫
η(2p+n)/2f(◦)p¯ii(•)dθdη
,
∆3i =
1
‖z‖2
{∫∫
(zTθ/‖θ‖2 − 1)η(2p+n)/2−1F (◦)p¯i(•)dθdη}2∫∫
η(2p+n)/2f(◦)p¯i(•)dθdη
+
1
‖z‖2
{∫∫
(zTθ/‖θ‖2 − 1)η(2p+n)/2−1F (◦)p¯ii(•)dθdη
}2∫∫
η(2p+n)/2f(◦)p¯ii(•)dθdη
, (H.2)
∆4i =
∥∥∫∫ θη(2p+n)/2−1F (◦)κ(•)p¯i(•)‖θ‖−2dθdη∥∥2∫∫
η(2p+n)/2f(◦)p¯i(•)dθdη
+
∥∥∫∫ θη(2p+n)/2−1F (◦)κ(•)p¯ii(•)‖θ‖−2dθdη∥∥2∫∫
η(2p+n)/2f(◦)p¯ii(•)dθdη
. (H.3)
For ∆1i, as seen in Section G.1, we have
∫
supi ∆1idz < ∞. We will show
integrability
∫
supi ∆3idz < ∞ and integrability
∫
supi ∆4idz < ∞ in Sub-
sections H.1 and H.2, respectively.
H.1. ∆3i
Note the inequality∣∣∣∣ zTθ‖θ‖2 − 1
∣∣∣∣ = ∣∣∣∣(z − θ)Tθ‖θ‖2
∣∣∣∣ ≤ ‖z − θ‖‖θ‖ ≤
√‖z − θ‖2 + 1
‖θ‖ .
Then, in the first and second terms of (H.2), we have∫∫ ∣∣∣∣zTθ − ‖θ‖2‖θ‖2
∣∣∣∣ η(2p+n)/2−1F (η{‖z − θ‖2 + 1})p¯i(η‖θ‖2)dθdη
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≤
∫∫
η(2p+n)/2−1
η1/2‖θ‖ {η(‖z − θ‖
2 + 1)}1/2F (η{‖z − θ‖2 + 1})p¯i(η‖θ‖2)dθdη
=
∫∫
η(2p+n)/2−1
η1/2‖θ‖ F˜(η{‖z − θ‖
2 + 1})f(η{‖z − θ‖2 + 1})p¯i(η‖θ‖2)dθdη
where
F˜(t) = t1/2F(t) = t1/2F (t)
f(t)
and∫∫ ∣∣∣∣zTθ − ‖θ‖2‖θ‖2
∣∣∣∣ η(2p+n)/2−1F (η{‖z − θ‖2 + 1})p¯ii(η‖θ‖2)dθdη
≤
∫∫
η(2p+n)/2−1
η1/2‖θ‖ F˜(η{‖z − θ‖
2 + 1})f(η{‖z − θ‖2 + 1})p¯ii(η‖θ‖2)dθdη.
Under Assumption A.2 on pi with α > 0, applying the same technique used
in Sub-Section G.2.1, the integrability of
B1 =
∫∫∫
η(2p+n)/2−2
‖z‖2 F˜
2(η{‖z − θ‖2 + 1})f(η{‖z − θ‖2 + 1})
× p¯i(η‖θ‖
2)
η‖θ‖2 dθdηdz
implies the integrability of
∫
supi ∆3idz. The integrability of B1 is shown as
follows;
B1 =
∫∫∫
ηn/2−1
‖y‖2 F˜
2(‖y − µ‖2 + η)f(‖y − µ‖2 + η) p¯i(‖µ‖
2)
‖µ‖2 dµdηdy
=
∫
Rp
(∫
Rp
f?(‖y − µ‖2)
‖y‖2 dy
)
p¯i(‖µ‖2)
‖µ‖2 dµ
≤ Qf
∫
Rp
min(1, ‖µ‖−2) p¯i(‖µ‖
2)
‖µ‖2 dµ (H.4)
= Qf
{∫
‖µ‖≤1
p¯i(‖µ‖2)
‖µ‖2 dµ+
∫
‖µ‖>1
p¯i(‖µ‖2)
‖µ‖4 dµ
}
= Qf
{∫ 1
0
pi(λ)
λ
dλ+
∫ ∞
1
pi(λ)
λ2
dλ
}
<∞
where
f?(t) =
∫ ∞
0
ηn/2−1F˜2(t+ η)f(t+ η)dη,
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the inequality with Qf follows from Part 2 of Lemma E.3 and the integra-
bility of the right-hand side follows from Parts 3 and 5 of Lemma E.1.
Under Assumption A.2 on pi with −1/2 < α ≤ 0, applying the same
technique used in Sub-Section G.2.2, the integrability of
B2 =
∫∫∫
η(2p+n)/2−2
‖z‖2 F˜
2(η{‖z − θ‖2 + 1})f(η{‖z − θ‖2 + 1})
× k(η‖θ‖
2)p¯i(η‖θ‖2)
η‖θ‖2 dθdηdz
where k(λ) = λ1/2I[0,1](λ)+I(1,∞)(λ), implies the integrability of
∫
supi ∆3idz.
As in (H.4), B2 is given by
B2 ≤ Qf
∫
Rp
min(1, ‖µ‖−2)k(‖µ‖
2)p¯i(‖µ‖2)
‖µ‖2 dµ
= Qf
{∫ 1
0
pi(λ)
λ1/2
dλ+
∫ ∞
1
pi(λ)
λ2
dλ
}
<∞
which is bounded by Parts 2 and 5 of Lemma E.1.
H.2. ∆4i
Under Assumption A.2 on pi with α > 0, applying the same technique used
in Sub-Section G.2.1, the integrability of
B3 =
∫∫∫
η(2p+n)/2−1F2(η{‖z − θ‖2 + 1})f(η{‖z − θ‖2 + 1})
× κ
2(η‖θ‖2)p¯i(η‖θ‖2)
η‖θ‖2 dθdηdz
implies the integrability of
∫
supi ∆4idz. The integrability of B3 is shown as
follows;
B3 = cpA2B(p/2, n/2)
∫
κ2(‖µ‖2)p¯i(‖µ‖2)
‖µ‖2 dµ
= cpA2B(p/2, n/2)
{
sup
λ∈(0,1)
κ2(λ)
∫ 1
0
pi(λ)
λ
dµ+
∫ ∞
1
pi(λ)κ2(λ)
λ
dµ
}
,
where A2 is given by (G.4), the first term is bounded by Parts 1 and 3 of
Lemma E.1 and the second term is bounded by Part 8 of Lemma E.1.
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Under Assumption A.2 on pi with −1/2 < α ≤ 0, applying the same
technique used in Sub-Section G.2.2 the integrability of
B4 =
∫∫∫
η(2p+n)/2−1F2(η{‖z − θ‖2 + 1})f(η{‖z − θ‖2 + 1})
× k(η‖θ‖
2)κ2(η‖θ‖2)p¯i(η‖θ‖2)
η‖θ‖2 dθdηdz
where k(λ) = λ1/2I[0,1](λ)+I(1,∞)(λ) implies the integrability of
∫
supi ∆4idz.
The integrability of B3 is shown as follows;
B4 = cpA2B(p/2, n/2)
∫
k(‖µ‖2)κ2(‖µ‖2)p¯i(‖µ‖2)
‖µ‖2 dµ
= cpA2B(p/2, n/2)
{
sup
λ∈(0,1)
κ2(λ)
∫ 1
0
pi(λ)
λ1/2
dµ+
∫ ∞
1
pi(λ)κ2(λ)
λ
dµ
}
,
where A2 is given by (G.4), the first term is bounded by Parts 1 and 2 of
Lemma E.1 and the second term is bounded by Part 8 of Lemma E.1.
Appendix I: Additional Lemmas used in Sections G and H
Let
J(f, pi, z) (I.1)
=
∫∫
η‖θ‖2≤1 η
(2p+n)/2{η‖θ‖2}−1/2p¯i(η‖θ‖2)f(η{‖z − θ‖2 + 1})dθdη∫∫
η‖θ‖2≤1 η
(2p+n)/2p¯i(η‖θ‖2)f(η{‖z − θ‖2 + 1})dθdη .
Then we have a following result.
Lemma I.1. Suppose Assumptions F.1–F.3 on f hold. Assume Assump-
tions A.2 on pi with −1/2 < α ≤ 0. Then
J(f, pi, z) ≤ J (f, pi) <∞ (I.2)
for any z ∈ Rp, where
J (f, pi) = 2 α+ 1
α+ 1/2
maxa∈R+ ϕ(a;α+ 1/2)
mina∈R+ ϕ(a;α+ 1)
maxλ∈[0,1] ν(λ)
minλ∈[0,1] ν(λ)
,
ϕ(a; γ) =
∫ a
0 t
(p+n)/2+γf(t)dt∫ a
0 t
(p+n)/2+γfG(t)dt
,
fG(t) = (2pi)
−(p+n)/2 exp(−t/2).
(I.3)
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Proof. By Assumptions A.2 on pi,
J(f, pi, z) ≤ maxλ∈[0,1] ν(λ)
minλ∈[0,1] ν(λ)
J1(f, pi, z) (I.4)
where
J1(f, pi, z) (I.5)
=
∫∫
η‖θ‖2≤1 η
(2p+n)/2{η‖θ‖2}α+(1−p)/2f(η{‖z − θ‖2 + 1})dθdη∫∫
η‖θ‖2≤1 η
(2p+n)/2{η‖θ‖2}α+(2−p)/2f(η{‖z − θ‖2 + 1})dθdη
=
∫
Rp ‖θ‖2α+1−p
{∫ 1/‖θ‖2
0 η
(p+n+1)/2+αf(η{‖z − θ‖2 + 1})dη
}
dθ∫
Rp ‖θ‖2α+2−p
{∫ 1/‖θ‖2
0 η
(p+n+2)/2+αf(η{‖z − θ‖2 + 1})dη
}
dθ
.
Let γ = α+1 for the denominator and α+1/2 for the numerator of J1(f, pi, z).
By change of variables, the integral with respect to η is rewritten as∫ 1/‖θ‖2
0
η(p+n)/2+γf(η{‖z − θ‖2 + 1})dη
= {‖z − θ‖2 + 1}−(p+n)/2−1−γ
∫ a
0
t(p+n)/2+γf(t)dt
= ϕ(a; γ)
∫ 1/‖θ‖2
0
η(p+n)/2+γfG(η{‖z − θ‖2 + 1})dη
where ϕ(a; γ) is defined by (I.3) and a = {‖z − θ‖2 + 1}/‖θ‖2. Note
lim
a→0
ϕ(a; γ) =
f(0)
fG(0)
and lim
a→∞ϕ(a; γ) =
∫∞
0 t
(p+n)/2+γf(t)dt∫∞
0 t
(p+n)/2+γfG(t)dt
,
which are both positive and bounded from the above under 0 < γ ≤ 1 and
under Assumptions F.1–F.3 on f and hence
min
a∈R+
ϕ(a; γ) > 0 and max
a∈R+
ϕ(a; γ) <∞,
under 0 < γ ≤ 1. Therefore we have
J1(f, pi, z) ≤
maxa∈R+ ϕ(a;α+ 1/2)
mina∈R+ ϕ(a;α+ 1)
J2(f, pi, z) (I.6)
where
J2(f, pi, z) (I.7)
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=
∫∫
η‖θ‖2≤1 η
(2p+n)/2{η‖θ‖2}α+(1−p)/2fG(η{‖z − θ‖2 + 1})dθdη∫∫
η‖θ‖2≤1 η
(2p+n)/2{η‖θ‖2}α+(2−p)/2fG(η{‖z − θ‖2 + 1})dθdη
=
∫∫
‖µ‖2≤1 η
(p+n)/2{‖µ‖2}α+(1−p)/2 exp(−‖η1/2z − µ‖2/2− η/2)dµdη∫∫
‖µ‖2≤1 η
(p+n)/2{‖µ‖2}α+(2−p)/2 exp(−‖η1/2z − µ‖2/2− η/2)dµdη .
Note ‖µ‖2 may be regarded as a non-central chi-square random variable
with p degrees of freedom and η‖z‖2 non-centrality parameter. For
aj(η‖z‖2) = 1
Γ(p/2 + j)2p/2+j
(η‖z‖2/2)j
j!
exp(−η‖z‖2/2),
we have
J2(f, pi, z)
=
∑∞
j=0
∫∞
0 η
(p+n)/2aj(η‖z‖2) exp(−η/2)dη
∫ 1
0 r
α−1/2+j exp(−r/2)dr∑∞
j=0
∫∞
0 η
(p+n)/2aj(η‖z‖2) exp(−η/2)dη
∫ 1
0 r
α+j exp(−r/2)dr
=
∑∞
j=0 a˜j(‖z‖2)E[Rj−1/2]∑∞
j=0 a˜j(‖z‖2)E[Rj ]
,
where the expected value is taken under the probability density given by
rα exp(−r/2)I[0,1](r)∫ 1
0 r
α exp(−r/2)dr
and
a˜j(‖z‖2) =
∫ ∞
0
η(p+n)/2aj(η‖z‖2) exp(−η/2)dη
=
Γ((p+ n)/2 + j + 1)2(p+n)/2+j+1
Γ(p/2 + j)2p/2+j
(‖z‖2/2)j
j!(‖z‖2 + 1)(p+n)/2+j+1 .
Since the correlation inequality gives
E[R−1/2] ≥ E[R
1/2]
E[R]
≥ E[R
3/2]
E[R2]
≥ . . . ,
we have∑∞
j=0 a˜j(‖z‖2)E[Rj−1/2]∑∞
j=0 a˜j(‖z‖2)E[Rj ]
≤ E[R−1/2] =
∫ 1
0 r
α−1/2 exp(−r/2)dr∫ 1
0 r
α exp(−r/2)dr
.
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For 0 ≤ r ≤ 1, we have
1/2 < exp(−1/2) ≤ exp(−r/2) ≤ 1,
E[R−1/2] ≤ 2 α+ 1
α+ 1/2
,
and hence
J2(f, pi, z) ≤ 2 α+ 1
α+ 1/2
, for any z ∈ Rp. (I.8)
Finally, by (I.4), (I.5), (I.6), (I.7) and (I.8), we have
J(f, pi, z) ≤ 2 α+ 1
α+ 1/2
maxa∈R+ ϕ(a;α+ 1/2)
mina∈R+ ϕ(a;α+ 1)
maxλ∈[0,1] ν(λ)
minλ∈[0,1] ν(λ)
.
Using Lemma I.1, we have the following result.
Lemma I.2. Suppose Assumptions F.1–F.3 on f hold. Assume Assump-
tions A.2 on pi with −1/2 < α ≤ 0. Let
k(λ) = λ1/2I[0,1](λ) + I(1,∞)(λ).
1. Then∫∫
η(2p+n)/2f(η{‖z − θ‖2 + 1}){p¯i(η‖θ‖2)/k(η‖θ‖2)}dθdη∫∫
η(2p+n)/2f(η{‖z − θ‖2 + 1})p¯i(η‖θ‖2)dθdη
≤ J1(f, pi),
(I.9)
where
J1(f, pi) = J (f, pi) + 1 (I.10)
and J (f, pi) is given by (I.3) of Lemma I.1.
2. We have∫∫
η(2p+n)/2f(η{‖z − θ‖2 + 1}){p¯ii(η‖θ‖2)/k(η‖θ‖2)}dθdη∫∫
η(2p+n)/2f(η{‖z − θ‖2 + 1})p¯ii(η‖θ‖2)dθdη
≤ J2(f, pi),
(I.11)
where
J2(f, pi) = 64J (f, pi) + 1.
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Proof. Let R = {(θ, η) : η‖θ‖2 ≤ 1}. The parameter space for (θ, η) is
decomposed as
Rp × R+ = R∪RC and R∩RC = ∅.
Then∫∫
η(2p+n)/2f(η{‖z − θ‖2 + 1}) p¯i(η‖θ‖
2)
k(η‖θ‖2)dθdη
=
(∫∫
R
+
∫∫
RC
)
η(2p+n)/2f(η{‖z − θ‖2 + 1}) p¯i(η‖θ‖
2)
k(η‖θ‖2)dθdη
≤ J (f, pi)
∫∫
R
η(2p+n)/2f(η{‖z − θ‖2 + 1})p¯i(η‖θ‖2)dθdη
+
∫∫
RC
η(2p+n)/2f(η{‖z − θ‖2 + 1})p¯i(η‖θ‖2)dθdη
≤ {J (f, pi) + 1}
∫∫
η(2p+n)/2f(η{‖z − θ‖2 + 1})p¯i(η‖θ‖2)dθdη,
(I.12)
which completes the proof of Part 1.
For Part 2, note the following relationship;∫∫
R
η(2p+n)/2f(η{‖z − θ‖2 + 1}) p¯ii(η‖θ‖
2)
k(η‖θ‖2) dθdη
≤
∫∫
R
η(2p+n)/2f(η{‖z − θ‖2 + 1}) p¯ii(η‖θ‖
2)
k(η‖θ‖2) dθdη
≤ J (f, pi)
∫∫
R
η(2p+n)/2f(η{‖z − θ‖2 + 1})p¯i(η‖θ‖2)dθdη
=
J (f, pi)
h21(1)
∫∫
R
η(2p+n)/2f(η{‖z − θ‖2 + 1})p¯i(η‖θ‖2)h21(1)dθdη
≤ J (f, pi)
h21(1)
∫∫
R
η(2p+n)/2f(η{‖z − θ‖2 + 1})p¯i(η‖θ‖2)h2i (η‖θ‖2)dθdη
≤ 64J (f, pi)
∫∫
R
η(2p+n)/2f(η{‖z − θ‖2 + 1})p¯i(η‖θ‖2)h2i (η‖θ‖2)dθdη.
where the first inequality follows from the fact h2i ≤ 1, the second inequality
follows from Lemma I.1, the third inequality follows from Part 1 of Lemma
E.2. The last inequality follows from Part 4 of Lemma E.2. Then, as in
(I.12), the inequality (I.11) can be established.
Y. Maruyama and W. Strawderman/Admissible Bayes equivariant estimation 48
Lemma I.3. Under Assumptions F.1–F.3 on f and Assumptions A.1, A.2
A.3 on pi,
zT
∫∫
η(2p+n)/2−1F (η{‖z − θ‖2 + 1})∇θp¯i(η‖θ‖2)dθdη
=
∫∫
η(2p+n)/2f(η{‖z − θ‖2 + 1})p¯i(η‖θ‖2)dθdη
− (p+ n)
∫∫
η(2p+n)/2−1F (η{‖z − θ‖2 + 1})p¯i(η‖θ‖2)dθdη.
Proof. First, note the following relationship;
zT
∫∫
η(2p+n)/2−1F (η{‖z − θ‖2 + 1})∇θp¯i(η‖θ‖2)dθdη
= zT
∫∫
η(2p+n)/2−1F (η{‖z − θ‖2 + 1})2θηp¯i′(η‖θ‖2)dθdη
= 2zT
∫∫
η(p+n)/2F (‖η1/2z − µ‖2 + η)η−1/2µp¯i′(‖µ‖2)dµdη
= 2
∫∫
η(p+n)/2F (‖µ‖2 + η)η−1/2zT(µ+ η1/2z)p¯i′(‖µ+ η1/2z‖2)dµdη
= 2
∫∫
η(p+n)/2F (‖µ‖2 + η) ∂
∂η
p¯i(‖µ+ η1/2z‖2)dµdη.
By an integration by parts, the integral with respect to η in the above is∫ ∞
0
η(p+n)/2F (‖µ‖2 + η) ∂
∂η
p¯i(‖µ+ η1/2z‖2)dη
=
[
η(p+n)/2F (‖µ‖2 + η)p¯i(‖µ+ η1/2z‖2)
]∞
0
+
1
2
∫ ∞
0
η(p+n)/2f(‖µ‖2 + η)p¯i(‖µ+ η1/2z‖2)dη
− p+ n
2
∫ ∞
0
η(p+n)/2−1F (‖µ‖2 + η)p¯i(‖µ+ η1/2z‖2)dµdη,
where the first term becomes zero for any fixed µ under Assumptions. Then
zT
∫∫
η(2p+n)/2−1F (η{‖z − θ‖2 + 1})∇θp¯i(η‖θ‖2)dθdη
=
∫∫
η(p+n)/2f(‖µ‖2 + η)p¯i(‖µ+ η1/2z‖2)dη
− (p+ n)
∫∫
η(p+n)/2−1F (‖µ‖2 + η)p¯i(‖µ+ η1/2z‖2)dµdη
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=
∫∫
η(2p+n)/2f(η{‖z − θ‖2 + 1})p¯i(η‖θ‖2)dθdη
− (p+ n)
∫∫
η(2p+n)/2−1F (η{‖z − θ‖2 + 1})p¯i(η‖θ‖2)dθdη,
which completes the proof.
Appendix J: Proof of Corollary 4.2, Part 3
Let φα(w) = wψα(w) where, as in (4.11),
ψα(w) =
∫ 1
0 t
p/2−α−1(1− t)α(1 + wt)−(p+n)/2−1dt∫ 1
0 t
p/2−α−2(1− t)α(1 + wt)−(p+n)/2−1dt
,
for α ∈ (−1, 0). Maruyama and Strawderman (2009) showed that
1. φα(w) is not monotonic,
2. 0 ≤ φα(w) ≤ φ?(α)
φ?(α) =
p/2− α− 1
n/2 + α+ 1 + α(p/2 + n/2)
,
3. wφ′α(w)/φα(w) ≥ −c(α)
c(α) = −(p/2− α)α
α+ 1
.
in Part (iii) of Corollary 3.1, Part (iv) of Corollary 3.1 and Lemma 3.4,
respectively. Kubokawa (2009) proposed a sufficient condition of δφ = {1−
φ(W )/W}X to be minimax as follows;
wφ′(w)/φ(w) ≥ −c, and 0 ≤ φ ≤ 2 p− 2− 2c
n+ 2 + 2c
, for some c > 0,
where the upper bound is larger than the upper bound which Maruyama and
Strawderman (2009) and Wells and Zhou (2008) applied. Note that φ?(α)
is increasing in α ∈ (−1/2, 0) and that c(α) is decreasing in α ∈ (−1/2, 0).
Then the inequalities
p/2− α− 1
n/2 + α+ 1 + α(p/2 + n/2)
≤ 2 p− 2− 2c(α)
n+ 2 + 2c(α)
= 2
(p− 2)(α+ 1) + 2(p/2− α)α
(n+ 2)(α+ 1)− 2(p/2− α)α
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as well as −1 < α < 0 are a sufficient condition for minimaxity of δψα . Let
f(α) = 2 {(p− 2)(α+ 1) + 2(p/2− α)α} {n/2 + α+ 1 + α(p/2 + n/2)}
− {(n+ 2)(α+ 1)− 2(p/2− α)α} (p/2− α− 1)
=
(p− 2)(n+ 2)
2
+
(n+ 2)(5p− 8) + 3p(p− 2)
2
α
+
{
2(p− 1)2 + (2p− 3)(n+ 2)}α2 − 2(p+ n+ 1)α3.
For α ∈ (−1/2, 0),
f(α) ≥ (p− 2)(n+ 2)
2
+
5(n+ 2)(p− 2) + 2(n+ 2) + 3p(p− 2)
2
α
which is nonnegative when
−
(
5 +
2
p− 2 +
3p
n+ 2
)−1
≤ α < 0.
Hence Part 3 follows.
Appendix K: Proof of Corollary 4.3
Let
p¯i(η‖θ‖2) =
∫ ∞
b
1
(2pi)p/2ξp/2
exp
(
−η‖θ‖
2
2ξ
)
gpi(ξ)dξ
where
gpi(ξ) = (ξ − b)α(ξ + 1)β.
Eventually set −1 < α ≤ n/2, β = −n/2 and b ≥ 0.
Note the underlying density is Gaussian and let
fG(t) =
1
(2pi)(p+n)/2
exp(−t/2).
Note
‖z − θ‖2 + ‖θ‖
2
ξ
=
ξ + 1
ξ
∥∥∥∥θ − ξξ + 1z
∥∥∥∥2 + ‖z‖2ξ + 1 .
Then we have
M1(z;pi)
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=
1
(2pi)(p+n)/2
∫ ∞
b
∫ ∞
0
η(p+n)/2 exp
(
−η
2
)
gpi(ξ)
×
{∫
Rp
ηp/2
(2pi)p/2ξp/2
exp
(
−η‖z − θ‖
2
2
− η‖θ‖
2
2ξ
)
dθ
}
dηdξ
=
1
(2pi)(p+n)/2
∫ ∞
b
∫ ∞
0
η(p+n)/2 exp
(
−η
2
)
gpi(ξ)
× 1
(ξ + 1)p/2
exp
(
− η‖z‖
2
2(ξ + 1)
)
dηdξ
= c
∫ ∞
b
(
1 +
‖z‖2
ξ + 1
)−(p+n)/2−1
gpi(ξ)
(ξ + 1)p/2
dξ
= c
∫ ∞
b
(ξ − b)α(1 + ξ)β+n/2+1
(1 + ξ + ‖z‖2)(p+n)/2+1dξ
= c
∫ ∞
0
ξα(1 + b+ ξ)β+n/2+1
(1 + b+ ‖z‖2 + ξ)(p+n)/2+1dξ
where
c =
Γ((p+ n)/2 + 1)2(p+n)/2+1
(2pi)(p+n)/2
.
Also we have
zTM2(z;pi)
=
1
(2pi)(p+n)/2
∫ ∞
b
∫ ∞
0
η(p+n)/2 exp
(
−η
2
)
gpi(ξ)
×
{∫
Rp
zTθηp/2
(2pi)p/2ξp/2
exp
(
−η‖z − θ‖
2
2
− η‖θ‖
2
2ξ
)
dθ
}
dηdξ
=
‖z‖2
(2pi)(p+n)/2
∫ ∞
b
∫ ∞
0
η(p+n)/2 exp
(
−η
2
)
gpi(ξ)
× 1
(ξ + 1)p/2
ξ
ξ + 1
exp
(
− η‖z‖
2
2(ξ + 1)
)
dηdξ
= ‖z‖2M1(z;pi)− ‖z‖2c
∫ ∞
0
ξα(1 + b+ ξ)β+n/2
(1 + b+ ‖z‖2 + ξ)(p+n)/2+1dξ.
Recall
ψpi(z) =
zTzM1(z, pi)− zTM2(z, pi)
‖z‖2M1(z, pi) .
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Under the choice β = −n/2, we have
ψpi(z) =
∫∞
0 ξ
α(1 + b+ ‖z‖2 + ξ)−(p+n)/2−1dξ∫∞
0 ξ
α(1 + b+ ξ)(1 + b+ ‖z‖2 + ξ)−(p+n)/2−1dξ
=
(
1 + c+
∫∞
0 ξ
α+1(1 + b+ ‖z‖2 + ξ)−(p+n)/2−1dξ∫∞
0 ξ
α(1 + b+ ‖z‖2 + ξ)−(p+n)/2−1dξ
)−1
=
(
1 + b+ (1 + b+ ‖z‖2)B(α+ 2, (p+ n)/2− α− 1)
B(α+ 1, (p+ n)/2− α)
)−1
=
(
1 + b+ (1 + b+ ‖z‖2) α+ 1
(p+ n)/2− α− 1
)−1
.
Let a = {(p+ n)/2− α− 1}/(α+ 1). Then the Bayes equivariant estimator
is (
1− a‖X‖2/S + (a+ 1)(b+ 1)
)
X. (K.1)
When α + β < −1 or equivalently α < n/2− 1 as well as α > −1, this is a
proper Bayes equivariant estimator. When −1 ≤ α + β ≤ 0 or equivalently
n/2 − 1 ≤ α ≤ n/2 as well as α > −1/2, this is an admissible generalized
Bayes equivariant estimator. Hence when a ≥ (p− 2)/(n+ 2) and b ≥ 0, the
estimator (K.1) is admissible within the class of equivariant estimators.
Appendix L: Proof of satisfaction of A.1–A.3 by (4.4)
Lemma L.1. Let pi(λ) = cpλ
p/2−1p¯i(λ) where
p¯i(λ) =
∫ ∞
b
1
(2piξ)p/2
exp
(
− λ
2ξ
)
(ξ − b)α(1 + ξ)βdξ. (L.1)
Then Assumptions A.1–A.3 are satisfied when {b > 0, −1 ≤ α + β ≤
0, and α > −1} or {b = 0, −1 ≤ α+ β ≤ 0, and α > −1/2}.
Note the integrability of (L.1) under (b, b + ) follows b = 0 or b > 0 as
well as α > −1. Also the integrability of (L.1) under (b+ ,∞) follows when
α+ β − p/2 < −1. Further note Note also if α+ β < −1 as well as α > −1,∫∞
b (ξ − b)α(1 + ξ)βdξ <∞ and hence the prior on λ is proper.
Proof. Clearly pi(λ) is differentiable as
p¯i′(λ) = −1
2
∫ ∞
b
(2pi)−p/2
ξp/2+1
exp
(
− λ
2ξ
)
(ξ − b)α(1 + ξ)βdξ. (L.2)
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and hence Assumption A.1 is satisfied.
[Assumption A.2 with α > −1/2 and b = 0] When b = 0, by Tauberian
theorem, we have, in (L.1) and (L.2),
lim
λ→0
(2pi)p/2p¯i(λ)
(λ/2)−(p/2−α−1)Γ(p/2− α− 1) = 1
lim
λ→0
−2(2pi)p/2p¯i′(λ)
(λ/2)−(p/2−α)Γ(p/2− α) = 1,
(L.3)
which implies that
lim
λ→0
λ
p¯i′(λ)
p¯i(λ)
= −p
2
+ α+ 1. (L.4)
Recall pi(λ) = cpλ
p/2−1p¯i(λ) and let ν(λ) = λ−αpi(λ) = cpλp/2−1−αp¯i(λ).
Then we have
ν(0) = cp2
p/2−α−1Γ(p/2− α− 1)(2pi)−p/2
by (L.3) and
lim
λ→0
λ
ν ′(λ)
ν(λ)
= lim
λ→0
λν ′(λ) = 0
by (L.4).
[Assumption A.2 with α > −1 and b > 0] When α > −1 and b > 0,
it follows that 0 < p¯i(0) < ∞ and 0 < |p¯i′(0)| < ∞. For this case take
ν(λ) = cpp¯i(λ). Then pi(λ) = λ
p/2−1ν(λ), where p/2 − 1 > −1/2 and ν(λ)
satisfies
0 < ν(0) <∞ and lim
λ→0
λ
ν ′(λ)
ν(λ)
= 0.
[Assumption A.3] By Tauberian theorem, we have, in (L.1) and (L.2),
lim
λ→∞
(2pi)p/2p¯i(λ)
(λ/2)−(p/2−α−β−1)Γ(p/2− α− β − 1) = 1
lim
λ→∞
−2(2pi)p/2p¯i′(λ)
(λ/2)−(p/2−α−β)Γ(p/2− α− β) = 1,
(L.5)
which implies that
lim
λ→∞
λ
p¯i′(λ)
p¯i(λ)
= −p
2
+ α+ β + 1 and lim
λ→∞
λ
pi′(λ)
pi(λ)
= α+ β. (L.6)
Hence when −1 ≤ α+ β < 0, Assumption A.3.1 is satisfied.
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When α+ β = 0, note
(ξ − b)α(1 + ξ)β =
(
1− 1 + b
1 + ξ
)α
and
lim
ξ→∞
ξ
{(
1− 1 + b
1 + ξ
)α
− 1
}
= −α(1 + b).
Then
lim
ξ→∞
(2pi)p/2p¯i(λ)− (λ/2)−(p/2−1)Γ(p/2− 1)
(λ/2)−p/2Γ(p/2)
= −α(1 + b)
and
lim
ξ→∞
−2(2pi)p/2p¯i′(λ)− (λ/2)−p/2Γ(p/2)
(λ/2)−p/2−1Γ(p/2 + 1)
= −α(1 + b).
Hence we get
lim
ξ→∞
λ
(
λ
p¯i′(λ)
p¯i(λ)
+
p
2
− 1
)
= lim
ξ→∞
λ2
pi′(λ)
pi(λ)
= 2(p− 2)α(b+ 1),
which satisfies Assumption A.3.2.2. Hence Assumption A.3 is satisfied by
−1 ≤ α+ β ≤ 0.
Appendix M: Proof of Admissibility of X for p = 1, 2
In the Gaussian case, X ∼ Np(θ, η−1I) and η‖U‖2 ∼ χ2n, Kubokawa in his
unpublished lecture note written in Japanese, showed that when p = 1, 2,
the estimator X is admissible among all estimators. Here we generalize it
for our general situation with the underlying density f given by (1.1). For
a general prior g(θ, η), we have
δg(x, u) =
∫
Rp
∫∞
0 θηη
(p+n)/2f(η{‖x− θ‖2 + ‖u‖2})g(θ, η)dθdη∫
Rp
∫∞
0 ηη
(p+n)/2f(η{‖x− θ‖2 + ‖u‖2})g(θ, η)dθdη
= x+
∫
Rp
∫∞
0 (θ − x)ηη(p+n)/2f(η{‖x− θ‖2 + ‖u‖2})g(θ, η)dθdη∫
Rp
∫∞
0 η
(p+n)/2+1f(η{‖x− θ‖2 + ‖u‖2})g(θ, η)dθdη
= x−
∫
Rp
∫∞
0 η
(p+n)/2∇θF (η{‖x− θ‖2 + ‖u‖2})g(θ, η)dθdη∫
Rp
∫∞
0 η
(p+n)/2+1f(η{‖x− θ‖2 + ‖u‖2})g(θ, η)dθdη
= x+
∫
Rp
∫∞
0 η
(p+n)/2F (η{‖x− θ‖2 + ‖u‖2})∇θg(θ, η)dθdη∫
Rp
∫∞
0 η
(p+n)/2+1f(η{‖x− θ‖2 + ‖u‖2})g(θ, η)dθdη ,
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where F (t) = (1/2)
∫∞
t f(s)ds and the last equality follows from an integra-
tion by parts. Hence the estimator X is the generalized Bayes estimator with
respect to any improper prior which does not depend on θ, say g(θ, η) = pi(η).
Further let
gi(θ, η) = h
2
i (η‖θ‖2)pi(η)
where hi is given by (4.5). Clearly gi(θ, η) approaches pi(η) as i→∞. Also
gi(θ, η) for any fixed i is integrable under the condition∫ ∞
0
η−p/2pi(η)dη <∞ (M.1)
since ∫
Rp
∫ ∞
0
gi(θ, η)dθdη =
∫
Rp
∫ ∞
0
ηp/2h2i (η‖θ‖2)η−p/2pi(η)dθdη
= cp
∫ ∞
0
λp/2−1h2i (λ)dλ
∫ ∞
0
η−p/2pi(η)dη,
where, by Lemma E.2 of Appendix E,
∫∞
0 λ
p/2−1h2i (λ)dλ <∞ for p = 1, 2.
Theorem M.1. Assume Assumptions F.1, F.2 and F.3.1 on f . Then the
estimator X is admissible for p = 1, 2.
Proof. Let δgi be the proper Bayes estimator with respect to gi(θ, η). Then
the Bayes risk difference of x and δgi with respect to gi(θ, η) is
∆i =
∫
Rp
∫ ∞
0
{R(θ, η,X)−R(θ, η, δgi)} gi(θ, η)dθdη
=
∫
Rp
∫
Rn
∫
Rp
∫ ∞
0
η
{‖x− θ‖2 − ‖δgi − θ‖2}
× η(p+n)/2f(η{‖x− θ‖2 + ‖u‖2})gi(θ, η)dxdudθdη
=
∫
Rp
∫
Rn
∫
Rp
∫ ∞
0
‖δgi − x‖2
× η(p+n)/2+1f(η{‖x− θ‖2 + ‖u‖2})gi(θ, η)dxdudθdη
=
∫
Rp
∫
Rn
∥∥∫
Rp
∫∞
0 η
(p+n)/2F (η{‖x− θ‖2 + ‖u‖2})∇θgi(θ, η)dθdη
∥∥2∫
Rp
∫∞
0 η
(p+n)/2+1f(η{‖x− θ‖2 + ‖u‖2})gi(θ, η)dθdη
dxdu.
Note
∇θgi(θ, η) = 4ηθhi(η‖θ‖2)h′i(η‖θ‖2).
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Then, by Cauchy-Schwarz inequality, we have
∆i ≤
∫
Rp
∫
Rn
∫
Rp
∫ ∞
0
η(p+n)/2−1
F (η{‖x− θ‖2 + ‖u‖2})2
f(η{‖x− θ‖2 + ‖u‖2})
× ‖∇θgi(θ, η)‖
2
gi(θ, η)
dxdudθdη
= cp+n
∫ ∞
0
t(p+n)/2−1
F 2(t)
f(t)
dt
∫
Rp
∫ ∞
0
‖∇θgi(θ, η)‖2
ηgi(θ, η)
dθdη
= 16cp+nA2
∫
Rp
∫ ∞
0
ηp/2η‖θ‖2 {h′i(η‖θ‖2)}2 η−p/2pi(η)dθdη
= 16cpcp+nA2
∫ ∞
0
pi(η)
ηp/2
dη
∫ ∞
0
λp/2 sup
i
{
h′i(λ)
}2
dλ
(M.2)
where A2 =
∫∞
0 t
(p+n)/2−1{F 2(t)/f(t)}dt and it is bounded under Assump-
tions F.1, F.2 and F.3.1 on f , as in Part 1.B of Lemma E.3. Further, by
Lemma E.2 of Appendix E,
∫∞
0 λ
p/2 supi {h′i(λ)}2 dλ < ∞ for p = 1, 2.
Hence, by the dominated convergence theorem, we have ∆i → 0 as i→∞.
By the Blyth sufficient condition, the admissibility of X for p = 1, 2 fol-
lows.
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