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El verdadero e´xito consiste





La creciente preocupacio´n de todos los gobiernos, as´ı como de los ciudadanos, respecto
a los problemas relativos al derecho a la intimidad, plantea la necesidad a los Institutos
Nacionales de Estad´ıstica, organismos cuyas funciones esta´n muy directamente relaciona-
das con estos temas, a analizar las implicaciones que los nuevos enfoques de proteccio´n
de la confidencialidad y del derecho a la intimidad puedan tener para el desarrollo de
su labor. La difusio´n segura de los datos es una de las principales preocupaciones de los
Institutos Nacionales de Estad´ıstica.
Sin embargo, la solucio´n no es fa´cil, ya que un planteamiento en el que el derecho a
la intimidad y la obligacio´n del secreto fuesen llevados a sus u´ltimos extremos, restringir´ıa
gravemente el derecho a la informacio´n, que asiste tambie´n a todos los ciudadanos, e im-
pedir´ıa que los Institutos Nacionales de Estad´ıstica cumplieran su finalidad de: asegurar
que la informacio´n correcta se ponga a disposicio´n de la persona adecuada en el momento
oportuno.
1.1. Secreto Estad´ıstico
El secreto estad´ıstico es una figura especial de derecho administrativo que consis-
te en la obligacio´n de preservar el anonimato de los datos individuales obtenidos en la
realizacio´n de las actividades estad´ısticas, realizadas por los servicios estad´ısticos de las
administraciones pu´blicas, con el fin de proteger la intimidad o privacidad de las personas.
Constituye un deber jur´ıdico por ley, que obliga a todo personal estad´ıstico, a personas
f´ısicas y jur´ıdicas con acceso a informacio´n estad´ıstica individualizada y a o´rganos de la
Administracio´n titulares de la funcio´n pu´blica estad´ıstica, a no difundir ni directa ni in-
directamente datos individuales de los suministradores de la informacio´n.
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El secreto estad´ıstico protege al suministrador de los datos, tanto si se trata de una
persona f´ısica como jur´ıdica, de cualquier revelacio´n que lleve a identificar datos persona-
les. Su regulacio´n se aplica tanto a datos individuales como a aquellos datos que permitan
la identificacio´n de personas que hayan suministrado informacio´n de comunicacio´n obli-
gatoria.
Aunque, en ocasiones, se ha criticado el concepto ”secreto estad´ıstico” presenta´n-
dolo como una limitacio´n arbitrariamente impuesta por los Institutos de Estad´ıstica con
objeto de no ceder el control de los datos y poder tener as´ı el poder exclusivo de ellos, la
realidad es bien distinta ya que el secreto estad´ıstico tiene un claro objetivo de proteccio´n
a las personas f´ısicas o jur´ıdicas que suministran datos a fines estad´ısticos.
En definitiva, existe por un lado la necesidad de tener datos para la realizacio´n de
actividades estad´ısticas y poder publicar resultados estad´ısticos y por otro, la obligacio´n
legal de mantener el secreto estad´ıstico. La prohibicio´n de revelar datos individuales para
proteger la intimidad de las personas no puede ser incompatible con el derecho general a
la informacio´n sobre los datos estad´ısticos, los cuales son sin lugar a dudas de gran intere´s
social.
Por otro lado, garantizar la intimidad y privacidad de los informantes, mejora la ca-
lidad de los resultados de las diferentes actividades estad´ısticas a partir del aumento de
confianza de los ciudadanos y por tanto de la sinceridad en las respuestas.
Varios son los motivos que obligan a mantener la privacidad de los datos y velar por
el secreto estad´ıstico, los principales son:
Uno de los principios de la Declaracio´n Universal de los Derechos Humanos: ”Nadie
sera´ objeto de intromisio´n en su vida privada ni en la de su familia, ni de atentados
contra su fama o reputacio´n”
Principio fundamental de los Institutos Nacionales de Estad´ıstica y estad´ısticas ofi-
ciales: UN Economic Commission report “Fundamental Principles for Official Sta-
tistics”, April 1992, Principle 6: “Individual data collected by statistical agencies
for statistical compilation, whether they refer to natural or legal persons, are to be
strictly confidential and used exclusively for statistical purposes”
Ley de la funcio´n Estad´ıstica Pu´blica (BOE 11-5-1989, ley 12/1989). Art´ıculos 12.1 y
12.2 : “... sera´n objeto de proteccio´n y quedara´n amparados por el secreto estad´ıstico
los datos personales que obtengan los servicios estad´ısticos [...] que, o bien permitan
la identificacio´n inmediata de los interesados, o bien conduzcan por su estructura,
contenido o grado de desagregacio´n a la identificacio´n indirecta de los mismos”.
2
Trabajo Final de Ma´ster Daniel Baena Mirabete
Ley Orga´nica de Proteccio´n de Datos (LOPD), que en su primer art´ıculo establece
como objetivo ”...garantizar y proteger, en lo que concierne al tratamiento de datos
personales, las libertades pu´blicas y los derechos fundamentales de las personas
f´ısicas, especialmente de su honor e intimidad personal y familiar”.
Llei 23/1998, Estad´ıstica de Catalunya (30/12/1998). Art´ıcle 26: ”El secret estad´ıstic
e´s vulnerat per la comunicacio´ de dades no autoritzada i per la comunicacio´ de dades
de les quals es pugui deduir raonablement una informacio´ individual”.
Garantizar el alto nivel de calidad de los datos recogidos por los institutos de estad´ıs-
tica: este nivel es gracias a la confianza de los suministradores de datos (individuos).
Si no se evita el riesgo de revelacio´n esta confianza se perder´ıa.
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1.2. Revelacio´n Estad´ıstica
Podr´ıamos definir la revelacio´n estad´ıstica como el quebrantamiento del secreto
estad´ıstico, en el sentido en que datos confidenciales protegidos por e´ste y referidos a
unidades estad´ısticas de tipo individual, se pongan al descubierto.
Segu´n [7] la revelacio´n estad´ıstica se produce si la publicacio´n de algunos datos per-
mite a un usuario externo obtener un estimador de algu´n dato confidencial mejor del que
ser´ıa posible sin esta publicacio´n. De hecho, siempre existe revelacio´n, lo u´nico que se
puede hacer es limitarla.
La revelacio´n se puede producir por la entrega, a persona o personas no autorizadas
por la ley a conocer los datos por no tener que intervenir profesionalmente ni en su recogida
ni en su proceso, de informacio´n.
Evitar la revelacio´n estad´ıstica no puede significar eliminar por completo el riesgo de
revelacio´n, sino de reducirlo a unos determinados l´ımites.
1.3. Conceptos Previos
A continuacio´n se presentan algunos conceptos y consideraciones usados en el campo
de la proteccio´n de datos estad´ısticos que sera´n usados y algunos vistos con mucho ma´s
detalle en cap´ıtulos posteriores.
Proteccio´n de Datos Estad´ısticos:
La proteccio´n de datos estad´ısticos es el conjunto de me´todos o herramientas que
reducen el riesgo de revelacio´n de informacio´n confidencial de individuos, empresas
u otras organizaciones a un nivel aceptable mientras por otro lado permiten la
publicacio´n de la mayor cantidad posible de informacio´n.
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Campos de aplicacio´n:
Pese a que nuestro trabajo se centra en la proteccio´n de datos estad´ısticos y es e´ste el
campo de aplicacio´n que conocemos de manera ma´s cercana a trave´s de los diversos
Institutos de Estad´ıstica, especialmente l’Institut d’Estad´ıstica de Catalunya, no es
e´ste el u´nico campo de aplicacio´n. Existen ma´s, como por ejemplo:
• Sanidad: Confidencialidad de datos de pacientes.
• Comercio electro´nico: Informacio´n de los consumidores.
• Banca: Informacio´n de clientes.
Microdatos:
Un fichero de microdatos V de s individuos y t variables es una matriz s× t donde
Vij es el valor de la variable j para el individuo i. Segu´n su dominio, las variables
(columnas) pueden ser tanto nume´ricas (p.e., ”edad”, ”salario”) como catego´ricas
(p.e., ”sexo”, ”profesio´n”). En general, son datos de personas o empresas.
Tablas o datos tabulados:
Las tablas son sin lugar a dudas el producto ma´s usado por los Institutos Nacio-
nales de Estad´ıstica. Las tablas presentan datos agregados (como consecuencia, a
partir de los microdatos, de cruzar una o ma´s variables catego´ricas). En un princi-
pio puede parecer que las tablas no necesitan proteccio´n, por el hecho de contener
datos agregados y no informacio´n individual. Sin embargo, si que existe riesgo de
revelacio´n, como se puede ver en el ejemplo de la Fig.1.1. La tabla (a) de la figura
da el salario medio por intervalos de edad y co´digo postal, mientras la tabla (b)
muestra el nu´mero de individuos para un mismo co´digo postal e intervalo de edad.
Si u´nicamente hay un individuo con el co´digo postal z2 e intervalo de edad 51-55,
es fa´cil ver que cualquier persona externa conocera´ que el salario de esa persona es
40000 e. En caso de tener 2 individuos para un mismo intervalo de edad y co´digo
postal, cualquiera de ellos podr´ıa saber el salario del otro (si sabemos que entre A
y B ganan en media 10 e y se sabe que (A) gana 4 e, se puede deducir que B
gana 6 e). Las celdas con pocos individuos se consideran sensibles (no publicables
debido al riesgo de revelacio´n) y son las que se han de proteger puesto que son las
que proporcionan conocimiento a nivel individual de la poblacio´n estudiada. Exis-
ten me´todos para detectar celdas sensibles, pero esta´n fuera de los objetivos de este
trabajo. Si el lector esta´ interesado puede consultar [8].
En la figura 1.1 se muestra un ejemplo de tabla bidimensional. E´ste puede ser con-
siderado el caso ma´s simple. Sin embargo, en la pra´ctica se trabaja con situaciones
mucho ma´s complejas como tablas multidimensionales, tablas jera´rquicas o tablas
enlazadas. Las tablas multidimensionales se obtienen cruzando ma´s de 2 variables
catego´ricas y pueden ser protegidas individualmente. Las tablas jera´rquicas son un
conjunto de tablas cuyas variables tienen una relacio´n jera´rquica (co´digo postal y
5
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z1 z2
... ... ... ... ...
51–55 ... 38000e 40000e ...
56–60 ... 39000e 42000e ...
... ... ... ... ...
(a)
z1 z2
... ... ... ... ...
51–55 ... 20 1 or 2 ...
56–60 ... 30 35 ...
... ... ... ... ...
(b)
Figura 1.1: Ejemplo de una tabla de datos confidenciales. (a) Salario medio por edad y co´digo postal.(b)
Nu´mero de individuos por edad y co´digo postal. Si hay un solo individuo en z2 y intervalo de edad 51–55,
una persona externa puede conocer que el individuo en particular cobra 40000ede media. En caso de 2
individuos, uno de ellos puede llegar a deducir el salario del otro, siendo e´sto un ataque interno.
ciudad, por ejemplo) y deben protegerse de manera conjunta. Existen diferentes
tipos de tablas segu´n la informacio´n que aparece en cada celda.
Tipos de tablas:
• Tablas de frecuencias: Muestran el nu´mero de individuos para el cruce de
variables catego´ricas de cada celda.
• Tablas de magnitudes: Muestran informacio´n (suma, medias, etc) de una
variable nume´rica para el cruce de variables catego´ricas de cada celda. (ej.
sueldo medio segu´n Provincia x Edad)
Segu´n el signo de los valores de cada celda, podemos diferenciar entre:
• Tablas positivas: Todos los valores son ≥ 0. Son las ma´s habituales.
• Tablas generales: Valores ∈ R
Modelizacio´n:
Cualquier tabla puede modelizarse como:
• Conjunto de n celdas ai, i = 1, . . . , n.
• Conjunto de m relaciones lineales Ma = b. M ∈ Rm×n.
• Si la tabla es positiva, se an˜aden restricciones de signo: ai ≥ 0, i = 1, . . . , n.
6
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Me´todos de proteccio´n de tablas:
La clasificacio´n habitual es:
• Me´todos no perturbativos: Ocultan los valores de la tabla o bien cambian
su estructura en lugar de modificar sus valores. El ma´s usado es CSP (Cell
Suppression Problem, o me´todo de supresio´n de celdas).
• Me´todos perturbativos: Presentan una tabla alternativa con algunos va-
lores modificados. Los ma´s usados son CRP (Controlled Rounding Problem
o problema del redondeo controlado) y CTA (Controlled Tabular Adjustment
o Ajuste Controlado de tablas). E´ste u´ltimo es en el que nos basamos en este
trabajo.
CSP:
Cell Suppression Problem es una de las te´cnicas ma´s populares. Se aplica en general
a tablas de 2 o 3 dimensiones. Dado un conjunto de celdas sensibles o primarias se
trata de determinar que conjunto de celdas secundarias se han de eliminar (adema´s
de las primarias) para garantizar la seguridad de la tabla publicada.
CRP
Controlled Rounding Problem. Dada una base r, cada valor de la tabla se ajusta
(por arriba o por debajo) al mu´ltiplo de r ma´s cercano. Puede presentar problemas
de infactibilidad y por ello se deben permitir mu´ltiplos que no sean los ma´s cercanos.
CTA
Controlled Tabular Adjustment consiste en presentar una tabla alternativa con al-
gunos valores modificados (seguros), lo ma´s cercanos posibles a los originales, con-
servando si es necesario los valores marginales, as´ı como otras restricciones lineales
que puedan interesar. Se intenta minimizar la pe´rdida de informacio´n.
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Como ya se ha comentado anteriormente, existe una gran preocupacio´n social por
lo que a la privacidad de datos y el derecho a la intimidad se refiere. Esta preocupacio´n
afecta directamente a los Institutos Nacionales de Estad´ıstica, cuya funcio´n principal es
publicar gran cantidad de datos de cara´cter personal o institucional. La obligacio´n por un
lado de publicar un gran volumen de informacio´n y por otro de garantizar la privacidad
de los mismos, ha llevado a gobiernos, institutos, universidades o centros de investigacio´n,
entre otros, a desarrollar me´todos de proteccio´n que disminuyan el riesgo de revelacio´n
estad´ıstica.
Durante los u´ltimos an˜os se han ido desarrollando nuevos me´todos de proteccio´n de
datos, o bien se han mejorado algunos ya existentes. Entre los ma´s utilizados esta´n CSP
(Me´todos no perturbativos) y CTA (Me´todos perturbativos). En teor´ıa, CTA es un pro-
blema ma´s ”fa´cil” y ra´pido de solucionar que CSP. Por un lado, el nu´mero de restricciones
en CTA es muy inferior a CSP. Por otro, los me´todos CSP resultan un problema de
optimizacio´n combinatoria dif´ıcil de resolver, con 2n posibilidades (n=nu´mero celdas).
Para tablas muy grandes, puede ser inviable. En estos casos es posible usar CTA.
En [4], [5] y [6], se pueden consultar resultados computacionales de aplicar CTA a
tablas reales que demuestran la eficiencia y eficacia del me´todo. Sin embargo, el modelo
CTA en el que no se incluyen variables binarias para decidir el sentido de proteccio´n
de cada celda y se deja esta decisio´n al usuario (ej. INE’s) puede llevarnos a problemas
infactibles. Adema´s, en caso de obtener solucio´n, e´sta seguramente no sea la o´ptima.
Formular CTA como MILP (Programacio´n Lineal Entera Mixta) evita la infactibili-
dad pero hace ma´s dif´ıciles los problemas de optimizacio´n. Cuando el nu´mero de celdas
sensibles aumenta y por tanto aumenta el nu´mero de variables binarias, el problema se
hace ma´s dif´ıcil y el tiempo de CPU empleado en encontrar una solucio´n aumenta conside-
rablemente.
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La presente memoria tiene como objeto de estudio el desarrollo de un me´todo o´ptimo
(Descomposicio´n de Benders) para CTA como MILP que mejore la calidad de los resulta-
dos. La memoria esta´ dividida en 3 bloques. En un primer bloque (cap´ıtulo 3) se presenta
el me´todo CTA, detallando su formulacio´n (lineal y como MILP). En un segundo bloque
(cap´ıtulo 4 y 5) se introduce el me´todo general de Descomposicio´n de Benders para mo-
delos MILP y se aplica al problema CTA descrito en el cap´ıtulo 3. Este segundo bloque
va acompan˜ado de ejemplos que ilustran el funcionamiento del me´todo implementado.
En el u´ltimo bloque (cap´ıtulo 6) se presentan los resultados computacionales obtenidos
con el me´todo desarrollado y se comparan con los obtenidos con el branch-and-cut de
CPLEX.
En un intento de hacer la memoria lo ma´s autocontenida posible, dentro de unos ma´r-
genes razonables, se han incorporado a la memoria dos ape´ndices con algunos conceptos




Dada una tabla positiva ai ≥ 0, i = 1, . . . , n, de m relaciones lineales Ma = b, con
pesos wi asociados a la eliminacio´n de cada celda y un conjunto P de celdas sensibles o
primarias, asumimos que cualquier usuario conoce el l´ımite inferior/superior (lxi, uxi) de
cada celda. CTA determina la tabla x ma´s cercana y segura a a. El me´todo puede ser
aplicado a cualquier tipo de tabla o conjunto de tablas.
Las principales ventajas del me´todo CTA son:
Eficiente: Proteccio´n de grandes tablas en pocos segundos.
Versa´til: Funciona con cualquier tipo de tabla o conjunto de tablas y con cualquier
restriccio´n lineal (ej. Mantener los valores marginales de las tablas originales).
Seguro: Ningu´n atacante es capaz de reproducir los valores originales.
Simple: Derivacio´n y formulacio´n sencilla. Una ventaja que los Institutos Nacionales
de Estad´ıstica tienen muy en cuenta, ya que tienden a evitar me´todos basados en
procedimientos sofisticados.
11
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3.1. Formulacio´n CTA




(P1) s.t Mx = b, (3.2)
lx ≤ x ≤ ux. (3.3)
siendo x ∈ Rn el vector de celdas modificadas.
Para garantizar la seguridad de las celdas sensibles (i ∈ P), el usuario (ej. Institutos
Nacionales de Estad´ıstica) indica unos l´ımites inferiores/superiores de proteccio´n
(lpl, upl) y fuerza a que:
• xi ≥ ai + upli o´ xi ≤ ai − lpli
Si se quiere proteger un nu´mero elevado de celdas, el problema (P1) puede resultar
infactible. Esto puede suceder si se desea mantener los valores marginales de las tablas
originales en tablas pequen˜as. Para tablas grandes, es muy raro que se produzca infactibi-
lidad en la solucio´n.
El problema general (P1) puede formularse en te´rminos de desviaciones respecto los
valores originales. Definiendo:
xi = ai + zi, i = 1, ..., n. (3.4)
de forma que lz = lx − a y uz = ux − a.




(P2) s.t Mz = 0, (3.6)
lz ≤ z ≤ uz. (3.7)
donde z ∈ Rn es el vector de desviaciones.
12
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Dos ventajas de esta formulacio´n son:
No se necesitan los valores originales ai para resolver el problema de optimizacio´n
(P2).
Dos tablas con las mismas relaciones entre celdas y con los mismos l´ımites (inferio-
res/superiores) que u´nicamente difieren en los valores originales (ej. datos de una
misma encuesta realizada en distintos an˜os) son protegidas con las mismas desvia-
ciones. So´lo se necesita resolver el problema de optimizacio´n una u´nica vez.





(P3) s.t (3,9, 3,10).
(3.8)
Para transformar (P3) en un problema equivalente de programacio´n lineal, debe-





respectivamente con las desviaciones positivas y negativas:
zi = z
+
i − z−i , i = 1, ..., n. (3.9)










(P4) s.t M(z+ − z−) = 0, (3.11)
lz ≤ z+ − z− ≤ uz, (3.12)
z+ ≥ 0, z− ≥ 0. (3.13)
siendo z+, z− ∈ Rn los vectores de desviaciones positivas y negativas respectivamente.
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3.2. Formulacio´n CTA como MILP
Es posible formular (P1) como un problema MILP (programacio´n lineal entera mixta)
que decida el mejor sentido para la proteccio´n de las celdas sensibles, es decir, xi ≥
ai + upli o´ xi ≤ ai − lpli. Para ello, es necesario definir una variable binaria (yi) y an˜adir
2 restricciones al modelo:
xi ≥ −S(1− yi) + (ai + upli)yi, i ∈ P
xi ≤ Syi + (ai − lpli)(1− yi), i ∈ P
yi ∈ {0, 1}. i ∈ P
(3.14)
donde S en (3.14) toma un valor alto (ej. S =
∑n
i=1 ai). Cuando yi = 1, S ≥ xi ≥ (ai+upli)
(proteccio´n para arriba). Cuando yi = 0 tenemos −S ≤ xi ≤ (ai − lpli) (proteccio´n para
abajo).
Las ecuaciones (3.12) y (3.13) se pueden simplificar. Para celdas i /∈ P (no sensibles),
las ecuaciones (3.12) y (3.13) se reducen a:
0 ≤ z+i ≤ uxi − ai, i /∈ P
0 ≤ z−i ≤ ai − lxi , i /∈ P . (3.15)
Para las celdas sensibles, las ecuaciones usadas dependen del sentido de la proteccio´n
considerada, definidas en (3.14) por la variable binaria yi. Si el sentido es ”por arriba”
(yi = 1) se tiene que:
upli ≤ z+i ≤ uxi− ai, i ∈ P
z−i = 0, i ∈ P . (3.16)
Si el sentido de proteccio´n es ”por abajo” se necesita imponer:
lpli ≤ z−i ≤ ai − lxi, i ∈ P
z+i = 0, i ∈ P . (3.17)
14
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El problema final considerado para el me´todo CTA, al que aplicaremos el me´todo










s.t M(z+ − z−) = 0,
0 ≤ z+i ≤ (ux − a)i = uzi
0 ≤ z−i ≤ −(lx − a)i = −lzi
}
i /∈ P (21)
upliyi ≤ z+i ≤ (ux − a)iyi = uziyi
lpli(1− yi) ≤ z−i ≤ −(lx − a)i(1− yi) = −lzi(1− yi)
}





upli ≤ z+i ≤ uzi
0 ≤ z−i ≤ 0⇒ z−i = 0
yi = 0→
{
0 ≤ z+i ≤ 0⇒ z+i = 0
lpli ≤ z−i ≤ −lzi
yi ∈ {0, 1} i ∈ P .
Si el lector esta´ interesado en ampliar la informacio´n, puede consultar [4].
15
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Cap´ıtulo 4
Me´todo de Descomposicio´n de
Benders para modelos MILP
Los modelos de programacio´n entera mixta (MILP) se pueden resolver usando el me´-
todo de descomposicio´n desarrollado por J.F.Benders en 1962 [14]. El me´todo se aplica a
problemas con 2 grupos de variables (x,w), donde el grupo de variables (w) ”complican”
la resolucio´n del problema.
Cualquier modelo MILP puede ser formulado como:
min cTx+ dTw
(P ) s.t A1x+ A2w ≥ b
x ≥ 0
w ∈ W.
c, x ∈ Rn1 d, w ∈ Rn2
A1 ∈ Rm×n1 A2 ∈ Rm×n2
La expresio´n w ∈ W indica el conjunto de restricciones que afectan a las variables
enteras (w). El vector x esta´ formado por el resto de variables reales. Asumimos que
W 6= φ. Para w ∈ W fijadas, consideramos el siguiente modelo:
min cTx
(Q) s.t A1x ≥ b− A2w
x ≥ 0.
El dual de (Q) es:
max uT (b− A2w)
(QD) s.t A
T
1 u ≤ c
u ≥ 0.
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El modelo (Q) o bien tiene solucio´n finita o bien es infactible. Si definimos que el
valor de la funcio´n objetivo cuando el problema (Q) es infactible es -∞, podemos escribir:
min
{




uT (b− A2w)|AT1 u ≤ c, u ≥ 0
}
.





uT (b− A2w)|AT1 u ≤ c, u ≥ 0
}}
(P ′) s.t w ∈ W.
Consideremos el conjunto factible de (QD) U =
{
u|AT1 u ≤ c, u ≥ 0
}
. Sea u1, . . . , up
el conjunto de ve´rtices (puntos extremos) y v1, . . . , vq el conjunto de rayos (direcciones









i=1 λi = 1
λi ≥ 0
µj ≥ 0
i = 1, . . . , p, j = 1, . . . , q.
Si vjT (b − A2w) > 0 para algu´n j ∈ {1, . . . , q} entonces (QD) es ilimitado y por lo
tanto (Q) infactible. Para evitar esto e imponer que (Q) sea factible, forzamos a que:
vjT (b− A2w) ≤ 0; j = 1, . . . , q.
De esta forma, la solucio´n de (QD) esta´ en un ve´rtice de U , no en un rayo extremo.
Ahora podemos reescribir (P ′) como:
min dTw +maxi=1..p(u
iT (b− A2w))
(P ′′) s.t vjT (b− A2w) ≤ 0 j = 1, . . . , q
w ∈ W.
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Introduciendo la variable θ, (P ′′) es equivalente a:
min θ
(BP ) s.t θ ≥ dTw + uiT (b− A2w) i = 1, . . . , p
vjT (b− A2w) ≤ 0 j = 1, . . . , q
w ∈ W.
El modelo (BP ) juega un papel clave en el Me´todo Benders. La dificultad en (BP )
viene dada por el desconocimiento a priori de los p ve´rtices (ui) y las q direcciones ex-
tremas (vj). En el me´todo Benders los ve´rtices y direcciones extremas se van generando
sobre la marcha, por lo que en general, no es necesario calcularlos todos.
El me´todo considera una relajacio´n de (BP ) donde u´nicamente hay algunos ve´rtices
y/o direcciones extremas.
min θ
(BPr) s.t θ ≥ dTw + uiT (b− A2w) i ∈ I ⊆ {1, . . . , p}
vjT (b− A2w) ≤ 0 j ∈ J ⊆ {1, . . . , q}
w ∈ W.
inicialmente, I = φ y J = φ y se van an˜adiendo ve´rtices o rayos segu´n se vayan
necesitando.
19
Trabajo Final de Ma´ster Daniel Baena Mirabete
4.1. Algoritmo Me´todo Benders
Denotamos por (θ∗r ,w
∗
r) la solucio´n actual de (BPr) y por (θ
∗,w∗) la solucio´n de (BP ).
1. Inicialmente I = φ y J = φ.




r . En la 1
a iteracio´n, θ∗r = −∞ y w∗r ∈ W
cualquiera.
3. Solucionamos (QD) usando w = w
∗
r . Podemos tener 2 casos:
a) (QD) tiene una solucio´n finita en algu´n ve´rtice u
i0. Por la equivalencia entre
(P’) y (BP) tenemos que:
θ∗ ≤ dTw∗r + ui0T (b− A2w∗r).
Adema´s, como (BPr) es una relajacio´n de (BP) tenemos que:
θ∗r ≤ θ∗.
Entonces,
θ∗r ≤ θ∗ ≤ dTw∗r + ui0T (b− A2w∗r).
Por lo tanto, si al solucionar (QD) tenemos que:
θ∗r = d
Tw∗r + u




i0T (b − A2w∗r) : Esta solucio´n viola la restriccio´n de (BP)
θ > cTw + ui0T (b − A2w∗r). Esta restriccio´n de optimalidad es an˜adida al
modelo (BPr): I := I ∪ {i0}
b) (QD) tiene una solucio´n infinita, a lo largo de la direccio´n v
j0 desde el punto ui0 .
(ui0 +λvj0) para λ ≥ 0. Algunos software de programacio´n lineal proporcionan
esta direccio´n cuando el problema es ilimitado.
En este caso, violamos la restriccio´n:
vj0T (b− A2w) ≤ 0
con lo que se ha de an˜adir a (BPr).
Adema´s, como hemos encontrado tambie´n un ve´rtice ui0 , si se viola la res-
triccio´n:
θ∗r ≥ dTw∗r + ui0T (b− A2w∗r).
podemos an˜adirla tambie´n, con lo que actualizar´ıamos J := J ∪ {j0} y I :=
I ∪ {i0}.
4. Si no encontramos que w∗ = w∗r y θ = θ
∗
r en el paso 3 volvemos a iterar desde el
paso 2.
La convergencia del me´todo Benders esta´ garantizada por el hecho de que en cada
iteracio´n, se an˜aden una o dos restricciones al modelo (BPr). En total, se pueden an˜adir
p+ q restricciones, por lo tanto como mucho en p+ q iteraciones el algoritmo finalizara´.
20
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4.2. Ejemplo Me´todo Benders
A continuacio´n ilustramos el Me´todo Benders con la ayuda de un ejemplo sencillo:
min (−2x1 + 3x2 − 4x3 − 5w1 + 2w2 − 9w3)
(P ) s.t −2x1 − 3x2 − 6x3 − 5w1 + 3w2 − 7w3 ≥ 2
−3x1 + x2 − 3x3 − 4w1 − 2w2 − 4w3 ≥ −10
w1, w2, w3 ≤ 5
x1, x2, x3 ≥ 0
w1, w2, w3 ≥ 0,∈ Z.
En este ejemplo, c =
[ −2 3 −4 ]T , d = [ −5 2 −9 ]T , b = [ 2 −10 ]T ,
A1 =











 | 0 ≤ w1, w2, w3 ≤ 5, w1, w2, w3 ∈ Z.

por lo tanto,
min (−2x1 + 3x2 − 4x3)
(Q) s.t −2x1 − 3x2 − 6x3 ≥ 2 + 5w1 − 3w2 + 7w3
−3x1 + x2 − 3x3 ≥ −10 + 4w1 + 2w2 + 4w3
x1, x2, x3 ≥ 0
La regio´n factible del modelo (QD) es:
U =
{







| 2u1 + 3u2 ≥ 2,−3u1 + u2 ≤ 3,
6u1 + 3u2 ≥ 4, u1, u2, u3 ≥ 0}

























tal y como se observa en la figura 4.1.
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Figura 4.1: Regio´n factible de QD.
por lo tanto,
min (θ)















w2 − 323w3 ≤ θ (u3)−30 + 7w1 + 8w2 + 3w3 ≤ θ (u4)
2 + 5w1 − 3w2 + 7w3 ≤ 0 (v1)
−28 + 17w1 + 3w2 + 19w3 ≤ 0 (v2)
0 ≤ w1, w2, w3 ≤ 5 ∈ Z
Tenemos que:
max [(2 + 5w1 − 3w2 + 7w3)u1 + (−10 + 4w1 + 2w2 + 4w3)u2]
(QD) s.t −2u1 − 3u2 ≤ −2
−3u1 + u2 ≤ 3
−6u1 − 3u2 ≤ −4
u1, u2 ≥ 0.
22
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Una vez definidos los modelos (QD) y (BP ), podemos aplicar el Me´todo Benders.
Iteracio´n 1 (Inicializacio´n): I = J = φ
• Paso 1: Resolvemos (BPr):
min (θ)
s.t 0 ≤ w1, w2, w3 ≤ 5,∈ Z.


























Las restricciones 2− w2 − 2w3 ≤ θ y 2 + 5w1 − 3w2 + 7w3 ≤ 0 son violadas y
por tanto an˜adidas al modelo.
Iteracio´n 2: I := {1},J := {1}.
• Paso 1: Resolvemos (BPr):
min (θ)
s.t 2− w2 − 2w3 ≤ θ (u1)
2 + 5w1 − 3w2 + 7w3 ≤ 0 (v1)































Iteracio´n 3: I := {1, 4},J := {1, 2}.
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• Paso 1: Resolvemos (BPr):
max (θ)
s.t 2− w2 − 2w3 ≤ θ (u1)
−30 + 7w1 + 8w2 + 3w3 ≤ θ (u4)
2 + 5w1 − 3w2 + 7w3 ≤ 0 (v1)
−28 + 17w1 + 3w2 + 19w3 ≤ 0 (v2)


























con valor funcio´n objetivo 0. Esta solucio´n
es o´ptima ya que dTw∗r + u
3T (b− A2w∗r) = −3 + 0 = −3 = θ∗r por lo que no se
viola la restriccio´n. La solucio´n (θ∗r , x
∗
r) = [−3, (0, 3, 1)] es o´ptima.
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Cap´ıtulo 5
Descomposicio´n de Benders para
CTA
Partiendo del modelo CTA como MILP descrito en el cap´ıtulo 3 y que reproducimos
a continuacio´n, aplicamos el me´todo o´ptimo de Descomposicio´n de Benders explicado en










(P ) s.t M(z+ − z−) = 0,
0 ≤ z+i ≤ (ux − a)i = uzi
0 ≤ z−i ≤ −(lx − a)i = −lzi
}
i /∈ P (1)
upliyi ≤ z+i ≤ (ux − a)iyi = uziyi
lpli(1− yi) ≤ z−i ≤ −(lx − a)i(1− yi) = −lzi(1− yi)
}





upli ≤ z+i ≤ uzi
0 ≤ z−i ≤ 0⇒ z−i = 0
yi = 0→
{
0 ≤ z+i ≤ 0⇒ z+i = 0
lpli ≤ z−i ≤ −lzi
yi ∈ {0, 1}i ∈ P .
Las variables binarias yi no cambian las restricciones de (P ), u´nicamente modifican
sus l´ımites (inferiores/superiores) para las celdas sensibles. Podemos reformular (P ) de
manera ma´s general, de la siguiente manera:
25













l+ ≤ z+ ≤ u+
l− ≤ z− ≤ u−
}
(3)
Donde si i /∈ P (3) equivale a (1) y si i ∈ P (3) equivale a (2). Una vez fijamos los
valores de las variables binarias y, conocemos los l´ımites {u+, u−, l+, l−}.
El problema (Q) nunca es ilimitado (z+, z− esta´n acotados y c ≥ 0 en CTA). Puede ser
o´ptimo o infactible. Si z+i ≥ 0 entonces z−i = 0 y si z−i ≥ 0 entonces z+i = 0.
5.1. Formulacio´n del subproblema y ma´ster







para las de desigualdad, obtenemos el siguiente dual (QD) (Consultar ape´ndice B: Duali-
dad).
maxµ+u ,µ−u ,µ+l ,µ
−
l

































l ≥ 0, λ libre.








l para todas las
celdas ∈ P) segu´n los valores yi ∈ {0, 1}.
En el espacio dual:
U =







l ) : A
Tλ− µ+u + µ+l = c,
ATλ− µ−u + µ−l = c
µ+,−u,l ≥ 0.












i∈I αi = 1

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Solucionando (QD), obtenemos u
i si (QD) es o´ptimo o bien (u
i, vj) si es ilimitado (Q
infactible).
Si (QD) es o´ptimo, obtenemos un valor de funcio´n objetivo de (QD) = c
T (z++ z−),
que corresponde a un l´ımite superior del problema P .
Si (QD) es ilimitado, obtenemos un rayo v
j:vjd > 0.














′(−u+ − u−l+l−) =











i∈P:yi=1(−v+uiuzi + v+li upli)+∑
i∈P:yi=0(−v−ui − lzi + v−li lpli).













v+li upli − v−li lpli)yi.






















v+li upli − v−li lpli)yi ≤ 0. (5.1)
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Los cortes de optimalidad de Benders son θ ≥ uid :






θ ≥∑i/∈P(−µ+uiuzi − µ−ui(−lzi))+ ∑i∈P(µ−uilzi + µ−li lpli) +∑i∈P(−µ+uiuzi − µ−uilzi+
µ+liupli − µ−li lpli)yi. (5.2)
Se observa como los cortes generados (5.1) y (5.2) son funcio´n de las variables binarias
de decisio´n yi.
El problema Master segu´n Benders es:
min θ
s.t θ ≥ uid i ∈ I
vjd ≤ 0 j ∈ J
yi ∈ {0, 1} ∈ P
donde θ representa un l´ımite inferior de f ∗(P ). Por lo tanto tenemos que: θ ≤ f ∗(P ) ≤
f ∗(QD) . Cuando θ = f
∗
(QD)
obtenemos una solucio´n o´ptima.
El modelo presentado se ha obtenido de [3].
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5.2. Mejoras introducidas en el modelo
Se han considerado e implementado 3 mejoras, con el objetivo de aumentar el ren-
dimiento del algoritmo. Dos ellas consisten en conservar las ”mejores” cotas obtenidas
(superior/inferior), guardando la mejor solucio´n encontrada (QD y θ) en cada iteracio´n
de Benders. Tanto QD como θ pueden oscilar durante la ejecucio´n del algoritmo y es u´til
guardar y no perder, la informacio´n de la mejor solucio´n encontrada hasta ese momento.
Para ello se introducen en el modelo dos para´metros adicionales (QDbest y θmin) que se
actualizan en cada iteracio´n. (Ver ape´ndice A: Co´digo AMPL).
La tercera mejora consiste en informacio´n que se tiene a priori. Sabemos (ver secciones
Me´todo CTA y Descomposicio´n de Benders para CTA) que el me´todo CTA modifica o
perturba, como mı´nimo, las celdas sensibles una distancia mayor a los para´metros upl o





y esta restriccio´n se ha an˜adido al problema Ma´ster (Ver ape´ndice A: Co´digo AMPL).
Cotas alternativas pueden obtenerse mediante estrategias que esta´n fuera del alcance
de este trabajo (como heur´ısticas particulares para hallar soluciones iniciales factibles del
problema CTA).
5.3. Ejemplo 1.
A continuacio´n aplicaremos, paso a paso, el me´todo o´ptimo de Descomposicio´n de
Benders a dos tablas pequen˜as. La primera tabla considerada es la siguiente:











28 37 34 37 136
Tabla 5.1: Ejemplo 1 Benders para CTA. Tabla original. Las celdas sensibles esta´n en negrita. Los
l´ımites inferiores/superiores de proteccio´n esta´n entre pare´ntesis. Los costes asociados a cada celda son
los valores originales (ci = ai).
En este ejemplo no se da el caso, en ninguna iteracio´n, de que el subproblema (QD)
resulte ilimitado y por lo tanto, no se producen cortes de infactibilidad al no generarse
rayos extremos. U´nicamente generamos cortes de optimalidad.
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Aplicamos me´todo de Benders:
Iteracio´n 1 (Inicializacio´n): I = J = φ ; θ = 165 (ver seccio´n Mejoras introducidas
en el modelo); yi ∀i ∈ P = 0.
• Paso 1:
Resolvemos el subproblema QD. El problema es limitado y el valor de la fun-
cio´n objetivo es 458. No estamos en el o´ptimo, por lo que an˜adimos un corte




s.t 60y1 + 298160000y2 + 350776000y3 + 70155300y4 + θ ≥ 458;
θ ≥ 165.
y obtenemos: θ = 165 ; yi ∀i ∈ P = 1.
Iteracio´n 2:
• Paso 1:
Resolvemos QD. El valor de la funcio´n objetivo es 458. Generamos otro corte




s.t 60y1 + 298160000y2 + 350776000y3 + 70155300y4 + θ ≥ 458;
−60y1 − 368y2 − 304y3 − 202y4 + θ ≥ −476;
θ ≥ 165.
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Iteracio´n 8:
• Paso 1:
Resolvemos QD. El valor de la funcio´n objetivo es 303. Generamos otro corte




s.t 60y1 + 298160000y2 + 350776000y3 + 70155300y4 + θ ≥ 458;
−60y1 − 368y2 − 304y3 − 202y4 + θ ≥ −476;
36y1 + 298160000y2 + 44y3 − 90y4 + θ ≥ 276;
−320y1 − 368y2 − 44y3 + 30y4 + θ ≥ −324;
−36y1 − 72y2 + 36y3 + 280621000y4 + θ >= 274;
54y1 + 24y2 − 44y3 − 418y4 + θ >= −91;
350776000y1 + 298160000y2 + 44y3 − 30y4 + θ ≥ 378;
−54y1 − 24y2 + 44y3 + 280621000y4 + θ ≥ 293;
θ ≥ 303.
y obtenemos: θ = 303. y1, y3 = 1 y y2, y4 = 0.
Iteracio´n 9:
• Paso 1:
Resolvemos QD. El valor de la funcio´n objetivo es 303. Estamos en el o´pti-
mo: (QD − θ)/QD ≤ 0,01) → ACABAMOS.
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Figura 5.1: Gra´fica cotas inferiores/superiores Ejemplo 1 Benders
En la tabla 5.2 se puede ver un resumen del ejemplo 1, con los valores ma´s destacados
en cada iteracio´n. En la figura 5.1 se muestra una gra´fica con la evolucio´n en cada iteracio´n
de las cotas inferiores (θ) y superiores (QD).
iter QD θ y1 y2 y3 y4
1 458 165 1 1 1 1
2 458 165 1 0 0 1
3 330 165 1 1 0 1
4 334 165 0 1 0 0
5 346 165 0 1 0 1
6 303 238 0 0 1 0
7 334 274 1 0 1 0
8 303 303 1 0 1 0
Tabla 5.2: Caracter´ısticas Ejemplo 1 Benders
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5.4. Ejemplo 2
Hemos considerado la misma tabla que en el ejemplo anterior, pero modificando las
celdas sensibles para forzar la generacio´n de cortes de infactibilidad, es decir, provocar que
en alguna iteracio´n el subproblema QD (Q infactible) sea ilimitado y aparezcan direcciones
extremas.









28 37 34 37 136
Tabla 5.3: Ejemplo 2 Benders para CTA. Tabla original. Las celdas sensibles esta´n en negrita. Los
l´ımites inferiores/superiores de proteccio´n esta´n entre pare´ntesis. Los costes asociados a cada celda son
los valores originales (ci = ai).
Aplicamos me´todo de Benders:
Iteracio´n 1 (Inicializacio´n): I = J = φ ; θ = 158 ; yi ∀i ∈ P = 0.
• Paso 1:
Resolvemos el subproblema QD. El problema es ilimitado, por lo que an˜a-
dimos un corte de infactibilidad vjd ≤ 0 y otro de optimalidad θ ≥ uid segu´n




s.t 994y1 + 991y2 + 991y3 + 993y4 ≥ 14;
64690y1 + 88271y2 + 64487y3 + 91444y4 + θ ≥ 1402;
θ ≥ 158.
y obtenemos: θ = 158 ; yi ∀i ∈ P = 1.
Iteracio´n 2:
• Paso 1:
Resolvemos QD. El valor de la funcio´n objetivo es ∞. Generamos otro corte
de optimalidad e infactibilidad a partir de las direcciones y ve´rtices extremos
obtenidos.
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s.t 994y1 + 991y2 + 991y3 + 993y4 ≥ 14;
64690y1 + 88271y2 + 64487y3 + 91444y4 + θ ≥ 1402;
−14y1 − 15y2 − 15y3 − 15y4 ≥ −45;
−794y1 − 747y2 − 777y3 − 748y4 + θ ≥ −2098;
θ ≥ 158.





Resolvemos QD. El valor de la funcio´n objetivo es 180, es decir, QD esta´ aco-





s.t 994y1 + 991y2 + 991y3 + 993y4 ≥ 14;
64690y1 + 88271y2 + 64487y3 + 91444y4 + θ ≥ 1402;
−14y1 − 15y2 − 15y3 − 15y4 ≥ −45;
−794y1 − 747y2 − 777y3 − 748y4 + θ ≥ −2098;
−14y1 + 993y4 ≥ −6;
−682y1 + 72y2 − 72y3 + 41794y4 + θ ≥ −102;
991y3 + 993y4 ≥ 7;
−80y1 + 72y2 + 18901y3 + 41794y4 + θ ≥ 457;
991y2 + 993y4 ≥ 7;
−80y1 + 72y2 + 72y3 + 22927y4 + θ ≥ 324;
994y1 − 15y4 ≥ −7;
39840y1 + 54y2 + 72y3 − 358y4 + θ ≥ 177;
80y1 − 72y2 − 72y3 − 433y4 + θ ≥ −173;
θ ≥ 158;
y obtenemos: θ = 180. y1, y4 = 1 y y2, y3 = 0.
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Iteracio´n 8:
• Paso 1:
Resolvemos QD. El valor de la funcio´n objetivo es 180. Estamos en el o´pti-
mo: (QD − θ)/QD ≤ 0,01) → ACABAMOS.
En la tabla 5.4 se puede ver un resumen del ejemplo 2, con los valores ma´s destacados
en cada iteracio´n. En la figura 5.2 se muestra una gra´fica con la evolucio´n en cada iteracio´n
de las cotas inferiores (θ) y superiores (QD).
Iter QD θ y1 y2 y3 y4
1 ∞ 158 1 1 1 1
2 ∞ 158 1 0 0 0
3 ∞ 158 0 1 0 0
4 ∞ 158 0 0 1 0
5 ∞ 158 0 0 0 1
6 ∞ 158 1 0 0 1
7 180 180 1 0 0 1
Tabla 5.4: Caracter´ısticas Ejemplo 2 Benders
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Hemos implementado el modelo de descomposicio´n de Benders para el me´todo CTA
visto en el cap´ıtulo 3 usando el lenguaje de modelizacio´n AMPL [9] y CPLEX 9.1.0 [10]. Se
ha aplicado el co´digo del ape´ndice A a un conjunto de tablas de 2 dimensiones obtenidas
con el generador aleatorio utilizado en [2]. El generador ha sido modificado con el objetivo
de adaptarlo a este trabajo. Tambie´n se ha probado para 4 tablas reales proporcionadas
por algunos Institutos Nacionales de Estad´ıstica. Todas las pruebas se han realizado en
un servidor Sun Fire V20Z de dos procesadores opteron de 8Gb de RAM con sistema
operativo Linux [11].
En la tabla 6.1 se muestran las caracter´ısticas de las diferentes tablas 2D que han sido
probadas. La columna ”Nombre” representa el identificador de la tabla. La columna ”n” y
”|P|” indican, respectivamente, el nu´mero total de celdas y el nu´mero de celdas sensibles.
La columna ”m” representa el nu´mero de restricciones. La columna ”N.coef” indica el
nu´mero de coeficientes diferentes de 0 de la matriz de restricciones.
En el cuadro 6.2 se pueden ver los resultados de aplicar el modelo Benders para CTA
a las distintas tablas 2D consideradas. La columna ”CPU ” muestra el tiempo total de
CPU empleado por el algoritmo para resolver en cada iteracio´n de Benders, el ma´ster y
el subproblema. Las columnas ”Benders iter”, ”MIP iter”, ”Simplex” indican, respectiva-
mente, total iteraciones de Benders, total iteraciones MIP simplex de todos los problemas
Ma´ster y total iteraciones simplex de todos los subproblemas (QD). La columna ”QD” y
”θ” muestran, respectivamente, la cota superior e inferior encontrada.
En el cuadro 6.3 se pueden ver los resultados de aplicar Branch-and-cut de CPLEX a
las distintas tablas 2D consideradas. La columna ”CPU ”muestra el tiempo total de CPU
empleado. La columna ”MIP iter” indica, el total de iteraciones MIP simplex. La columna
”Q” muestra la solucio´n final encontrada.
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Nombre n |P| m N.coef
dale(*) 16514 4923 405 33028
osorio(*) 10201 7 202 20402
table8(*) 1271 3 72 2542
targus(*) 162 13 63 360
taula1 22801 15000 302 45602
taula2 30351 12000 352 60702
taula3 40401 10000 402 80802
taula4 40401 20000 402 80802
taula5 35376 10000 377 70752
taula6 10201 6000 202 20402
taula7 10201 7000 202 20402
taula8 20301 15000 302 40602
taula9 20301 10000 302 40602
taula10 40401 30000 402 80802
taula11 30351 25000 352 60702
taula12 10251 8500 252 20502
taula13 37901 20000 402 75802
taula14 22801 20000 302 45602
taula15 25351 10000 352 50702
taula16 22801 10000 302 45602
taula17 22801 18500 302 45602
taula18 15251 13000 252 30502
taula19 15251 11000 252 30502
taula20 22801 18500 302 45602
(*) Tablas reales producidas por INE’s.
Tabla 6.1: Caracter´ısticas tablas 2D usadas
Se observa como en todas las tablas (exceptuando dale y targus), el algoritmo de
Benders obtiene mejores resultados en lo que a tiempo de CPU empleado se refiere. En
todos los casos se ha utilizado una precisio´n de optimalidad del 99% (gap de parada del
1%).
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Benders
Name CPU iter MIPiter Simplex QD θ
dale 8,47 20 2591 2783 3581,03 3549,53
osorio 73,94 123 13890 50903 6,0317 6,0073
table8 0,24 9 60 43 3,0848 3,0848
targus 0,62 16 449 399 59,3295 58,8393
taula1 2,38 4 342 494 48477,7 47993
taula2 3,48 5 463 775 38726,3 38398,8
taula3 4,9 7 596 510 32170 31907,4
taula4 4,22 4 338 466 64127,5 63522,7
taula5 4,1 6 577 991 32159,7 31868
taula6 1,73 7 1554 1395 12963,4 12835,9
taula7 1,68 7 574 722 30250,1 29979,5
taula8 3,46 6 461 661 48469 48088,3
taula9 3,00 7 590 779 8852,87 8769,04
taula10 5,90 5 372 642 64720,7 64111,1
taula11 3,15 4 218 397 107088 106025
taula12 4,07 12 1261 1282 18388 18210
taula13 4,84 5 362 131 128188 127164
taula14 3,15 5 337 495 170645 169344
taula15 3,67 7 586 932 85189,8 84441,4
taula16 4,26 9 985 1246 32339,3 32028
taula17 3,24 5 468 635 59720,9 59170,5
taula18 1,69 4 353 411 42052,8 41658,4
taula19 2,02 5 462 553 35507,2 35209,6
taula20 3,18 5 468 635 59720,9 59170,5
Tabla 6.2: Resultados Computacionales Benders
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CPLEX
Name CPU MIP iter Q
dale 3,53 11559 3562,11
osorio 93,09 2093 6,0316
table8 1,08 147 3,0848
targus 0,13 107 59,3295
taula1 14,26 33717 48074,07
taula2 11,38 27526 38474,2
taula3 8,75 23210 31998,93
taula4 23,83 45053 63616,5
taula5 9,41 23302 31953,81
taula6 3,71 13754 12872,3
taula7 4,69 16004 30063,69
taula8 15,33 33749 48161,70
taula9 8,2 22849 8791,66
taula10 36,41 66306 64170,65
taula11 26,8 55080 106138,14
taula12 5,92 19329 18262,87
taula13 22,42 44789 127343,58
taula14 19,86 44124 169538,78
taula15 9,06 23186 84688,72
taula16 8,29 23228 32096,94
taula17 19,08 41301 59240,23
taula18 9,16 28959 41731,95
taula19 8,53 24856 35280,94
taula20 17,33 41301 59240,23
Tabla 6.3: Resultados computacionales CPLEX (Branch-and-cut)
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Cap´ıtulo 7
Conclusiones y futura investigacio´n
Despue´s de introducir a lo largo de los cap´ıtulos precedentes un me´todo o´ptimo (Des-
composicio´n de Benders) para obtener una solucio´n eficiente de CTA, en este cap´ıtulo se
presentara´n, de forma resumida, las principales conclusiones que se pueden extraer del
trabajo desarrollado, as´ı como posibles ampliaciones y futuras l´ıneas de investigacio´n.
7.1. Conclusiones
El me´todo o´ptimo de Descomposicio´n de Benders para CTA, que hemos implementado
en este trabajo, ha sido comparado con el me´todo de ”branch-and-cut” de CPLEX. Las
pruebas computacionales realizadas sobre tablas bidimensionales demuestran la eficiencia
del me´todo desarrollado. Es importante destacar los excelentes resultados de Benders
cuando las tablas tienen un nu´mero elevado de celdas sensibles, que es, lo que realmente
hace dif´ıcil el problema.
7.2. Ampliaciones y futura investigacio´n
La solucio´n eficiente de CTA (por Benders y otras te´cnicas) es un campo de inves-
tigacio´n abierto en la actualidad, por lo que el trabajo desarrollado no esta´, o´bviamente,
cerrado, y puede ser ampliado con nuevos aspectos que mejoren tanto la estabilidad co-
mo la eficiencia del me´todo. En los siguientes puntos se detallan posibles ampliaciones o
actuaciones futuras:
A menudo el problema primal que se pretende resolver es degenerado (es decir, la
solucio´n dual no es u´nica). La eleccio´n del punto extremo lleva a mejores o peores
cortes de optimalidad. Una mejora consiste en generar cortes que no esten dominados
por ninguna otra restriccio´n. [13]
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La correcta eleccio´n del subconjunto inicial de cortes de optimalidad e infactibilidad
es determinante para el correcto funcionamiento del algoritmo. Si no se tiene cuidado
con la eleccio´n inicial, el comportamiento puede resultar inestable. Una opcio´n ser´ıa
solucionar la relajacio´n lineal del problema y tomar los cortes generados por los
ve´rtices y/o rayos requeridos para expresar la solucio´n obtenida de la relajacio´n
lineal. Una segunda alternativa, consistir´ıa en usar una heur´ıstica para generar una
”buena” solucio´n (x, y) y entonces de ah´ı generar los cortes iniciales del subproblema
(x). [13]
En este trabajo u´nicamente se han considerado tablas bidimensionales. Para tablas
ma´s complejas (jera´rquicas, ma´s de 2 dimensiones, etc) se han realizado pocas prue-
bas, y los resultados no han sido del todo satisfactorios, por lo que se deber´ıa mejorar
la versio´n actual del me´todo de Benders para CTA.
7.3. Agradecimientos
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Planificacio´n del Proyecto
A continuacio´n se muestra un esquema detallado de la planificacio´n y evolucio´n del
proyecto.
An˜o Mes Tarea
2007 Mayo Introduccio´n general del proyecto.
2007 Julio Definicio´n de los objetivos del proyecto.
2007 Agosto —
2007 Septiembre Bu´squeda y lectura de documentacio´n.
2007 Octubre Implementacio´n del algoritmo.
2007 Noviembre Ejecucio´n de pruebas. Depuracio´n del co´digo.
2007 Diciembre Depuracio´n del co´digo y aportacio´n (implementacio´n) de posibles mejoras.
2008 Enero Elaboracio´n y revisio´n de la memoria.
Tabla 7.1: Descripcio´n de las tareas realizadas en cada periodo de tiempo en que se ha llevado a cabo
el proyecto.
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Valoracio´n econo´mica
El tiempo para la realizacio´n del proyecto ha sido 8 meses. Se han dedicado, aproxi-
madamente, unas 70 horas cada mes en el desarrollo del estudio (unas 17 horas semanales).
Por tanto, el total de horas brutas dedicadas al proyecto han sido unas 560 horas ( 70 ho-
ras /mes x 8 meses). De estas horas empleadas, finalmente, en la realizacio´n del proyecto
han sido 500 horas. Se ha tenido en cuenta las horas dedicadas a la formacio´n (estudio
metodolog´ıa Benders, lenguaje AMPL y otros conceptos necesarios para la realizacio´n del
proyecto). El coste anual bruto de la mano de obra es de 30.000 e y el pago a la seguridad
social asciende a unos 10.000 e aproximadamente.
Por tanto, los costes salariales (anuales) ascienden a unos 40.000 e.
A continuacio´n, se enumeran el resto de costes imputables al proyecto:
Costes de software utilizado:
• Linux Mandrake 10: Libre Distribucio´n
• Software AMPL: 1000 e
• Licencia de CPLEX 9.1: 1160 e
• Compilador DJGPP (C/C++): Libre Distribucio´n.
Costes adquisicio´n de libros cient´ıficos especializados: 500 e
Costes de Ofima´tica:
• Microsoft Office: 140 e
• Windows 2000 Profesional: 150 e
Costes de Internet:
• Tarifa plana Internet: 70 e/mes
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Costes en equipos informa´ticos:
• Servidor Sun Fire V20Z, dos procesadores opteron de 8Gb de RAM : 1000
e(IVA no incluido).
• Impresora EPSON DX4800 MULTIFUNCION: 139,2 e
• Pen Drive Kingston Data Traveler 2.0 USB 4GB: 39,78 e
• Costes anuales en material de oficina y transporte:
• 2 pack de folios y otros materiales: 30 e
• 2 cajetines de tinta: 90 e
• Encuadernacio´n: 100 e
• Transporte: 60 e
Costes en oficina:
• Alquiler de oficina de 9 m2 en Barcelona: 174,15 e/mes
• Gastos de comunidad: 330 e anuales
• Gastos de oficina (luz, agua y tele´fono): 420 e/mes
Costes de auto´nomo y seguros: 300 e/mes
El coste anual de funcionamiento de 12.123 e ma´s el coste anual en renumeracio´n al
trabajador de 40.000 e, da una cuant´ıa de 52.123 e. Finalmente, teniendo en cuenta que
la jornada de trabajo es de 1.800 horas y dado que se han utilizado 500 horas, el coste
total imputable al proyecto es de aproximadamente 14.478 e1(IVA no incluido).
1La transformacio´n de coste anual a coste imputable al proyecto se realiza multiplicando el coste anual
total por el factor corrector (500h/1800h) que indica la proporcio´n de horas consumidas por el proyecto
sobre el total de jornadas anuales de trabajo. Por tanto, la valoracio´n econo´mica del proyecto viene dada
por el ca´lculo siguiente:
500h
1800
∗ 52,123 = 14,478
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Ape´ndice A: Co´digo AMPL
A continuacio´n se puede consultar la implementacio´n en AMPL del me´todo de des-
composicio´n de Benders para modelos de programacio´n lineal entera mixta (MILP) apli-
cado a CTA. El fichero ”BendersCTA.mod”define para´metros, variables y los modelos QD
(subproblema) y Ma´ster del me´todo Benders definidos en el cap´ıtulo 5. El fichero ”Ben-
dersCTA.run” tiene el algoritmo de Benders descrito en el cap´ıtulo 4, con las mejoras





param ncells integer >0; # numero celdas
param npcells integer>0; # numero celdas sensibles
param nnz integer >0;
param nconstraints integer >0; # numero de restricciones lineales
param c {1..ncells} ; # Costes de cambiar los valores originales
de las celdas.
param is_p {1..ncells}; # 1 si celda sensible, 0 otro caso
param a {1..ncells}; # valores originales de las celdas
param lb {1..ncells}; # lower bounds for increments/decrements
param ub {1..ncells}; # upper bounds for increments/decrements
param b {1..nconstraints}; # right hand side for constraints
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param begconst{1..nconstraints+1}; #pointer to begin info. in coef
and xcoef param coef{1..nnz}; #constraints coefficients
param xcoef{1..nnz}; #index of variable affected fore each
coefficient
param plpl {1..npcells}; # lower protection limit of
primary/sensitive cells
param pupl {1..npcells}; # upper protection limit of
primary/sensitive cells
param p {1..npcells}; # position of primary/sensitive cells
param Trasbegconst{1..ncells+1}; #pointer to begin info. in
Trascoef and Trasxcoef (Matriu Trasposada)
param Trascoef{1..nnz}; #constraints coefficients (Matriu
Trasposada)
param Trasxcoef{1..nnz}; #index of variable affected fore each
coefficient (Matriu Trasposada)
param Ep default .000001; #maximum relative deviation allowed
############################################### # #
#
# Definicio´n del subproblema (QD) #
#
###############################################
var la_up {1..ncells} >= 0;
var la_un {1..ncells} >= 0;
var la_lp{1..ncells} >= 0;
var la_ln {1..ncells} >= 0;
var lambda {1..nconstraints};
param lp{1..ncells} default 0;
param up{i in 1..ncells} default (ub[i]-a[i]);;
param ln{1..ncells} default 0;
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sum {i in 1..ncells} (-la_up[i]*up[i] -la_un[i]*un[i] + la_lp[i]*lp[i]
+ la_ln[i]*ln[i]);
subj to R1_QD {i in 1..ncells}:
sum{l in Trasbegconst[i]..Trasbegconst[i+1]-1} Trascoef[l]*
lambda[Trasxcoef[l]] -la_up[i] + la_lp[i] =c[i];
subj to R2_QD {i in 1..ncells}:




# Definicio´n del problema maestro (MASTER) #
#
##################################################
param nCUT >= 0 integer;
param iter >= 0 integer;
param mipgap;
param CeldaSensible >=0 integer;
param const {1..nCUT} default 0;
param consty {1..npcells,1..nCUT} default 0;
param cut_type {1..nCUT} symbolic within {"point","ray"};
param MinTheta;
var y {1..npcells} binary;
var Theta;
minimize BPr: Theta;
#Cortes de optimalidad y/o factibilidad
subj to Cut_Point {j in 1..nCUT}:
if (cut_type[j]="point") then Theta else 0 >= const[j]+
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sum {i in 1..npcells} consty[i,j]*y[i];






# PROBLEMA Q # #
########################################################
#Eleccio´n del sentido de proteccion para celdas sensibles: Si 1,
sentido es pupl ; si 0 sentido es plpl
#param w{i in 1..ncells} := c[i]; #if (a[i]==0) then 1 else
1/abs(a[i])^gamma[i]; #weights
#incrementos var zp {i in 1..ncells} >= lp[i], <= up[i];
#decrementos var zm {i in 1..ncells} >= ln[i], <= un[i];
minimize distance: sum{i in 1..ncells} c[i]*(zp[i]+zm[i]);














problem SubP: distance, zp, zm, constraints;
suffix unbdd OUT;
############################################################ # # #
#Lectura de datos e Inicializaciones # #
############################################################
printf "\n Tamanyo del problema\n\n";
printf "\t Numero de celdas = %d\n",ncells;
printf "\t Numero de celdas sensibles = %d\n",npcells;
printf "\t Numero de restriciones = %d\n",nconstraints;
printf "\t Numero de no zeros en les restriciones = %d\n",nnz;
# Inicializaciones
printf "\n Valores Iniciales\n\n"; printf "\n Resolucion del
problema de optimitzacion \n\n";
############################################################ # #
Inicialitzaciones Descomposicio´n Benders #
############################################################
let nCUT := 0;
let iter := 0;
let mipgap := 0.01;
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let Theta := MinTheta;
let QDBest:=Infinity;









printf "\nITERATION %d\n\n", iter+1;
#Actualitzem parametres Qd
















option cplex_options ’mipdisplay 1 timing=1 feasibility=1.0e-9
integrality=0 primalopt’;
}
solve Sub; # Resolem el subproblema (Qd)per una y fixada
########################################
# A~NADIMOS RESTRICIONES AL MASTER
########################################
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if Sub.result = "unbounded" then
{
printf "UNBOUNDED\n";
let nCUT := nCUT + 2;
let iter := iter + 1;
let cut_type[nCUT-1] := "ray";
let cut_type[nCUT] := "point";
let CeldaSensible:=1;
for {i in 1..ncells} # Calculamos las constantes (const,consty)




let const[nCUT-1]:= const[nCUT-1] +
( (la_un[i].unbdd*(lb[i]-a[i]) ) +
( la_ln[i].unbdd*(plpl[CeldaSensible])));
























if (QD < QDBest) then
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{
let QDBest:=QD;





if ( (QDBest-Theta)/QDBest <= mipgap) then break;
let nCUT := nCUT + 1;
let iter := iter + 1;
let cut_type[nCUT] := "point";
let CeldaSensible:=1;




let const[nCUT]:= const[nCUT] +
( (la_un[i]*(lb[i]-a[i]) )
+ ( la_ln[i]*(plpl[CeldaSensible]) ) );
let consty[CeldaSensible,nCUT]:= ( (-la_up[i]*(ub[i]-a[i]) )







let const[nCUT]:= const[nCUT]+ ( (-la_up[i]*(ub[i]-a[i]) )




printf "\nRE-SOLVING MASTER PROBLEM\n\n";
problem Master;
option cplex_options ’mipdisplay 1 timing=1 feasibility=1.0e-9
integrality=0 baropt’;
solve Master; # Resolem el problema Master
if (Theta > MinTheta) then let MinTheta:=Theta;
#actualitzacio´ dades subproblema
for {i in 1..npcells}
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{
let ysub[i] := y[i]
};
}; #### FIN ME´TODO BENDERS
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Ape´ndice B: Dualidad
En 1947, J. von Neumann formulo´ el dual de un problema de programacio´n lineal.
Las variables del modelo dual esta´n asociadas con las restricciones de no negatividad del
problema original, llamado tambie´n problema primal. En realidad, los te´rminos primal
y dual son relativos, ya que el dual de un problema dual es otra vez el primal. Todo
problema de programacio´n lineal tiene asociado su correspondiente problema dual. Pese a
que ambos problemas se construyen considerando los mismos costes y coeficientes en las
restricciones, uno es de minimizacio´n y el otro de maximizacio´n, y en ambos los valores
o´ptimos son iguales.
La teor´ıa de la dualidad puede verse como una extensio´n del me´todo de los multiplicado-
res de Lagrange, a menudo usados para minimizar una funcio´n sujeta a restricciones de
igualdad.
Consideremos el problema en su forma esta´ndar:
min c′x
s.t Ax = b
x ≥ 0
que llamaremos problema primal. Asumiremos que existe una solucio´n o´ptima (x∗). Defi-
nimos un problema relajado en el que la restriccio´n Ax = b se reemplaza por una penali-
zazio´n p′(b− Ax), donde p es un vector de igual dimensio´n que b :
min c′x+ p′(b− Ax)
s.t x ≥ 0.




[c′x+ p′(b− Ax)] ≤ c′x∗ + p′(b− Ax∗) = c′x∗,
donde la u´ltima inecuacio´n viene dada por ser x∗ una solucio´n factible del problema
primal, y satisface Ax∗ = b. De hecho, cada p lleva a un l´ımite inferior g(p) del coste
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se conoce como problema dual. El principal resultado en teor´ıa de dualidad dice que
el coste o´ptimo del problema dual es igual al coste o´ptimo (c′x∗) del primal. Usando la
definicio´n de g(p), tenemos que:
g(p) = minx≥0 [c′x+ p′(b− Ax)]




(c′ − p′A)x =
{
0, si c′ − p′A ≥ 0,
−∞, sino.
}
Maximizando g(p), u´nicamente consideramos aquellos valores de p que hacen que
g(p) 6=∞. Es decir, el problema dual es:
max p′b
s.t p′A ≤ c′.
Si en lugar de tener restricciones de igualdad en el problema primal, tenemos alguna
de desigualdad Ax ≤ b, esta la podemos reescribir como Ax− s = b, s ≥ 0 que lleva a las
restricciones duales siguientes:
p′A ≤ c′, p ≥ 0.
Por otro lado, si la variable x es libre tenemos que:
min
x
(c′ − p′A)x =
{
0, si c′ − p′A = 0,
−∞, sino.
}
con lo que obtenemos la restriccio´n dual p′A = c′.
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El Problema dual









s.a λTA ≤ cT
λ ≥ 0
(7.1)
Si A es una matriz m × n, entonces x y cT son vectores de dimensio´n n y b y λT son
vectores de dimensio´n m. El vector x es la variable del problema primal y λ es la variable
del problema dual.
El par de problemas (7.1) son conocidos como la forma sime´trica de dualidad y puede
ser usada para definir el modelo dual de cualquier problema lineal. Es importante darse
cuenta que el papel que toman el primal y dual puede invertirse. Es decir, estudiando el
proceso que se sigue para obtener el modelo dual a partir del primal, podemos fa´cilmente
obtener el problema primal a partir del dual.
El dual de cualquier problema de programacio´n lineal, puede obtenerse convirtiendo
el modelo a su forma esta´ndar (ver (7.1)). Por ejemplo, dado el siguiente problema:
minx c
Tx
s.a Ax = b
x ≥ 0
escribimos su forma equivalente
minx c
Tx
s.a Ax ≥ b l u
−Ax ≥ −b l v
x ≥ 0
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Usando u, v como variables duales, obtenemos el correspondiente problema dual:
maxu,v u
T b− vT b
s.a uTA− vTA ≤ cT
u ≥ 0
v ≥ 0









s.a λTA ≤ cT
λ libre
(7.2)
(7.2) es conocida como la forma asime´trica. En esta forma, el vector λ (compuesto
en realidad por u y v) puede ser positivo o negativo.
En la tabla 7.3 se resume las relaciones primal-dual.
PRIMAL minimizar maximizar DUAL
≥ bi ≥ 0
restricciones ≤ bi ≤ 0 variables
bi libre
≥ 0 ≤ cj
variables ≤ 0 ≥ cj restricciones
libre = cj
Tabla 7.2: Relacio´n entre variables y restricciones primal-dual.
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Dual de problemas con l´ımites inferiores y superiores en las res-
tricciones
Dado el problema (primal) siguiente:
min cTx
(P1) s.t Ax = b
l ≤ x ≤ u
−→
min cTx
s.t Ax = b l λ
−x ≥ −u l µu
x ≥ l l µl
por dualidad de Wolfe, el problema dual de (P1) es:
max(λ,µu,µl) L(x, λ, µu, µl)
s.t ∇xL(x, λ, µu, µl) = 0
µu, µl ≥ 0
donde L(x, λ, µu, µl) = c′x− λ′(Ax− b)− µ′u(−x+ u)− µ′l(x− l).
Sabemos que ∇xL(x, λ, µu, µl) = c−A′λ+ µu − µl con lo que (P2) lo podemos reescribir
como:
max(λ,µu,µl)
= 0 por (a)︷ ︸︸ ︷
(c′ − λ′A+ µ′u − µ′l)x+ λ′b− µ′uu+ µ′ll
s.t A′λ− µu + µl = c → (a)




s.t A′λ− µu + µl = c (Dual1)
µu, µl ≥ 0, λ libre
Es posible obtener el mismo problema dual considerando una aproximacio´n alterna-
tiva:
min c′x
s.t Ax = b
l ≤ x ≤ u
−→
min c′x
s.t Ax = b





s.t A(x˜+ l) = b
x˜+ l + s = u
x˜ ≥ 0
s ≥ 0.
Aplicando dualidad (general) de un problema dado en su forma esta´ndar y conside-
rando la variable dual λ para Ax˜ = b− Al y µ para x˜+ s = u− l tenemos
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Ax˜ = b− Al
















con lo que el problema dual es:
















s.t ATλ+ µ ≤ c
µ ≤ 0
λ libre.
si definimos µu ≥ 0 = −µ y µl ≥ 0 = c− ATλ+ µu obtenemos:
max b′λ− u′µu + l′µl
s.t ATλ− µu + µl = c
µu, µl ≥ 0
λ libre.
que coincide con (Dual1).
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Teoremas de dualidad
La importancia del problema dual se establece en los siguientes teoremas.
Lema 1. Sea P un problema de programacio´n lineal y D su dual. Sea x una solucio´n
factible de P e y una solucio´n factible de D. Entonces
bTy ≤ cTx.
Demostracio´n 1. Si x e y son factibles respectivamente para P y D, entonces
Ax = b, x ≥ 0, ATy ≤ c
Obse´rvese que debido a la no negatividad de x,
bTy = xTATy ≤ xT c = cTx
Corolario 1. Si:
(a) El coste o´ptimo del primal es −∞, entonces el dual es infactible.
(b) El coste o´ptimo en el dual es ∞, entonces el primal es infactible.
Demostracio´n 2. (a) Supongamos que el coste o´ptimo del problema primal es −∞ y
que el problema dual tiene una solucio´n factible y. Por el lema 1, y debe satisfacer que
bTy ≤ cTx, es decir bTy ≤ −∞. Esto es imposible y muestra que el problema dual no
puede ser factible. La demostracio´n de (b) es sime´trica.
Corolario 2. Si x e y son soluciones factibles para primal y dual respectivamente, e
y′b = c′x, entonces x e y son soluciones o´ptimas.
Teorema 1. (teorema de dualidad) Si x˜ es una solucio´n o´ptima de P , existe una solucio´n
o´ptima y˜ para D, y el mı´nimo de P y el ma´ximo de D presentan el mismo valor de la
funcio´n objetivo bT y˜ = cT x˜. Rec´ıprocamente, si y˜ es una solucio´n o´ptima de D, existe
una solucio´n o´ptima de P , x˜, y nuevamente los valores mı´nimo y ma´ximo de P y D dan
lugar a un valor comu´n de la funcio´n objetivo bT y˜ = cT x˜.
Si el lector esta´ interesado en ma´s detalles puede cosultar [12] y [1].
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Ape´ndice B: Geometr´ıa ba´sica
aplicada a la Programacio´n Lineal
Rectas y Segmentos en Rn
Ecuacio´n de una recta. Dados dos puntos x1, x2 ∈ R2, la expresio´n:
x = x1 + λ(x2 − x1);∀λ ∈ R (7.3)
es la ecuacio´n de una recta definida por los puntos dados.
Si escribimos (7.3) de esta forma: x = λx2+(1−λ)x1 vemos la posibilidad de expresar la
recta definida por dos puntos mediante el conjunto:
C =
{
x|x = λx2 + (1− λ)x1, x1, x2 ∈ R2, x1 6= x2, λ ∈ R
}
(7.4)
Generalizando (7.4) para Rn, la ecuacio´n de una recta definida por dos puntos es:
C = {x|x = λx2 + (1− λ)x1, x1, x2 ∈ Rn, x1 6= x2, λ ∈ R} (7.5)
Ecuacio´n de un segmento. El segmento formado por los puntos x1, x2 ∈ R2 se puede
expresar por medio del conjunto:
S =
{
x|x = λx2 + (1− λ)x1, x1, x2 ∈ R2, x1 6= x2, 0 ≤ λ ≤ 1
}
(7.6)
Generalizando (7.6) para Rn, el segmento que une los puntos x1 y x2 viene dado por el
conjunto:
S = {x|x = λx2 + (1− λ)x1, x1, x2 ∈ Rn, x1 6= x2, 0 ≤ λ ≤ 1} (7.7)
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Poliedro y Conjuntos convexos: Definiciones
Definicio´n 1. Un poliedro es un conjunto descrito como (x ∈ Rn | Ax ≥ b), donde A
es una matriz ∈ Rm×n y b un vector ∈ Rm.
Cualquier conjunto factible de cualquier problema de programacio´n lineal puede ser
descrito por un conjunto de inecuaciones del tipo Ax ≥ b. Un poliedro puede ser finito o
no.
Definicio´n 2. . (Conjunto Convexo) Un conjunto S ⊂ Rn es convexo si dados dos
puntos cualesquiera x, y ∈ S y cualquier λ ∈ [0, 1], tenemos que λx+ (1− λ)y ∈ S.
Un ejemplo de conjunto convexo es el de todas las soluciones factibles del problema
lineal Ax=b. Se llama regio´n de factibilidad o conjunto convexo de soluciones
factibles. Ver figura 7.1.
Figura 7.1: Convexidad.





i es una combinacio´n convexa de los vectores x1, ..., xk.
(b) La envolvente convexa de los vectores x1, ..., xk es el conjunto de todas sus com-
binaciones convexas.
La solucio´n o´ptima de un problema de programacio´n lineal se encuentra en las es-
quinas del poliedro sobre el que optimizamos. Estas esquinas se conocen como puntos
extremos o ve´rtices y a continuacio´n damos una definicio´n formal.
Definicio´n 4. Sea P un poliedro. Un vector x ∈ P es un punto extremo o ve´rtice de P si
no podemos encontrar 2 vectores y, z ∈ P diferentes de x, y un escalar λ ∈ [0, 1] tal que
x = λy + (1− λ)z.
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Un problema de programacio´n lineal puede tener conjuntos factibles o poliedros no
acotados, es decir, pueden no ser finitos y por lo tanto, pueden tener adema´s de puntos
extremos, direcciones extremas. De manera intuitiva, las direcciones o rayos extremos
son las direcciones asociadas a las aristas del poliedro que tienden a infinito. Estos casos

















Figura 7.2: (a,b,c y d) son puntos extremos. ~v y ~w representan direcciones extremas.
Definicio´n 5. (Direccio´n) Sea P un conjunto convexo, cerrado y no vac´ıo en Rn. Se
dice que un vector unidad d es una direccio´n de P, si para cada x ∈ P , x+ pid ∈ P para
todo pi ≥ 0.
Definicio´n 6. (Direccio´n extrema) Una direccio´n d se dice extrema si no puede ser
escrita como combinacio´n lineal positiva de dos direcciones diferentes, es decir, si d=
pi1d1 + pi2d2 para pi1, pi2 > 0 , implica que d = d1 = d2.
Consultar cap´ıtulo 2 de [1] para ma´s informacio´n.
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