Let E be a Banach space over C and let the densely defined closed linear operator A: D(A) … E Q E be discretely approximated by the sequence ((A n , D(A n ))) n ¥ N of operators A n where each A n is densely defined in the Banach space F n . Let s a (A) be the approximate point spectrum of A and let s e (A n ) denote the e-pseudospectrum of A n . Generalizing our own result, we show that
INTRODUCTION
Let E be a Banach space and let A: D(A) … E Q E be a closed densely defined linear operator. By r(A) we denote its resolvent set, by s(A) its spectrum, by s p (A) the set of its eigenvalues, and finally by s a (A) the approximate point spectrum [5, 13, 14] ; notice that the e-pseudospectrum as defined here differs from that one in [5] which is the open kernel of ours). The distance dist(K, L) from the bounded set K of the Banach space F to the nonempty set L … F is defined by dist(K, L)=sup
dist(K, L)=0 is obviously equivalent to K … L . So we can define dist(", L) =0 in a consistent manner.
It is well known that the mapping T Q s(T) from the set L(E) of all bounded linear operators on E into the set of all compact subsets of C equipped with the Hausdorff metric is not continuous. More precisely let (T n ) be a sequence in L(E) converging to T ¥ L(E) with respect to the operator norm. Then lim n dist(s(T n ), s(T))=0 but lim n dist(s(T), s(T n )) =0 does not hold in general (see [7, pp. 208-210] ). However the following assertion is true. 
(T) … s e 2 (T n ) holds for all n \ n(e 1 , e 2 ).
Proof. Let n(e 1 , e 2 ) be such that ||T − T n || < e 2 − e 1 holds for all n \ n(e 1 , e 2 ). Assume that l ¥ r e 2 (T n ) where n \ n(e 1 , e 2 ) is fixed. Then . This in turn implies that
||(T − T n )(l − T n )
−
l − T=(l − T n )(I − (l − T n ) −1 (T − T n ))
is invertible and moreover
||(l − T)
−1 || [ ||(l − T n ) −1
|| ||(I − (l − T n ) −1 (T − T n ))
[ 1/e 1 hence l ¥ r e 1 (T). So r e 2 (T n ) … r e 1 (T) for all n \ n(e 1 , e 2 ) which proves the assertion. L Remark 1.2. Harrabi [5] proved the following related theorem: If in addition to the hypotheses of Proposition 1.1 the norm of the resolvent is not constant on any open subset of the resolvent set then
Our main aim is to show that the following assertion s a (T) … 1 n ¥ N 4 k \ n s e (T k ) which is slightly weaker than that one of Proposition 1.1 holds for all e > 0 in a much more general situation. More precisely in the second section we shall prove a somewhat stronger formula in the case of discrete convergence which is motivated by numerical analysis and which we explain now:
Let E 1 be a dense linear subspace of the Banach space E, let (F n ) be a sequence of Banach spaces and for each n let P n : E 1 Q F n be a not necessarily bounded linear mapping. If lim n ||P n x|| n =||x|| holds for every
holds. Then we write x=d − lim x n . Let now (A, D(A)) be a closed densely defined linear operator on E and let E 0 … E 1 be a core of A such that
We say that the sequence (A n ) approximates A discretely if for all x ¥ E 0 the sequence (A n P n x) n converges discretely to Ax, i. e. lim n ||A n P n x − P n Ax|| n =0 holds for all x ¥ E 0 . Let us point out that this notion is weaker than the corresponding notion in [11, p. 168; 15, Sect. 1-2]. The notion of discrete approximation of operators in the literature which is closest to our one is to be found in [3, p. 368] . The main difference is that in our case the P n need not be continuous. In [3, p. 366] , however, there is also indicated how to overcome the restriction on P n to be continuous made there.
Examples. (1) Uniform convergence. Let X be a Banach space, set E=E 1 =L(X), the Banach algebra of all bounded operators on X, set F n =E and P n =I. For T ¥ L(X) we consider the multiplication operator A=M T : U W TU. Then the sequence (T n ) converges to T with respect to the operator norm iff (A n )=(M T n ) approximates A discretely as defined above.
(2) Pointwise (strong) convergence. Here E=E 1 =F n and P n =I for all n. A sequence (A n ) of bounded operators A n converges strongly to A iff (A n ) approximates A discretely.
(3) (Cf. [8] .) Let E be a given Banach space and let (F n ) be an increasing sequence of closed linear subspaces with F . :=1 n F n dense in E. Moreover assume that each F n is the range of a bounded projection P n such that sup n (||P n ||) < . as well as P n+k P n =P n for k \ 0. Let (A, D(A)) be a closed densely defined operator on E such that for all n A| F n =: A n maps D(A) 5 F n =: D(A n ) into F n and moreover that (A n , D(A n )) is densely defined and closable on F n and finally that D(A) 5 F . is a core of A. Then setting E 1 =F . , E 0 =D(A) 5 F . we obtain that the sequence (A n ) approximates A discretely. A similar setting is used in [4] within the context of approximation of ordinary differential operators on the real line.
(5) Same as (4) up to the A n . Here we take A n x=n(
The spaces are the same as in (4) . Af=fOE − f with boundary condition f(0)=f (1) 
APPROXIMATION OF THE SPECTRUM FROM ABOVE
We adhere to the notations of the previous section. However we denote the norm on F n by || · || as usual.
In order to obtain the strongest possible results we have to refine the notion of the e-pseudospectrum of an operator (A, D(A)) defined on the Banach space E. For it turns out that the part s(A) 0 s a (A) cannot always be approximated in the general case.
Set 
Example. Let E=a

2
(N) and let S be the right shift on E given by
Since S is an isometry on E, it is easily checked that a(l − S) \ 1 − |l| holds for all l with 0 [ |l| [ 1. Moreover s a (S)={l ¥ C : |l|=1} and for 0 < e < 1 we obtain s e (S) 0 s e, a (S) ‡ {l: |l| < 1 − e}, the latter set being a subset of the residual spectrum
The main result of this section is a generalization of [16, Theorem 2.2].
There we required A to be continuous. Moreover we assumed that the operators P n of the approximation scheme are continuous. Finally the conclusion was somewhat weaker than that one of the following theorem. 
Proof. For the sake of convenience we set e 1 =g, e 2 =e. Let l ¥ s g, a (A) be arbitrary. Choose b > 0 such that e − g − 2b > 0 and set c=1 − g+2b e
. By hypothesis there exists a core E 0 of A with A(E 0 ) … E 1 . Then there exists x ¥ E 0 of norm 1 such that ||(l − A) x|| < g+b/2. Again by hypothesis there exists n 0 such that for all n \ n 0 |||P n x|| − ||x||| < c.
Then for all n \ n 0 we obtain
Example. Let E=a
(N) and let T be the left shift given by
In the special situation when
holds for all n and a suitable M > 0 we obtain the following stronger result:
. Assume in addition to the hypotheses of Theorem 2.2 that there exists
Proof. Assume that the assertion fails. Then there exists a d > 0, a compact set K … C and a sequence ( 
Here are some applications:
. Then A n is unitary hence normal, and thus we can apply Theorem 2.3 with M=1 to obtain 
APPROXIMATION OF THE SPECTRUM FROM BELOW
In this section we turn to the problem of when
holds where the sequence (A n ) approximates A as before. Let (r n ) n be an arbitrary sequence of positive real numbers converging to 0. Then
is easily seen to hold. So in the following proofs we prefer the right-hand DISCRETE APPROXIMATION OF SPECTRA side description of this set because it contains only two set theoretical operations.
In order to get our results we have to make use of the theory of ultraproducts of Banach spaces (see [12] for details). Let G=(G n ) n be a sequence of Banach spaces. Then a . (G) is the subspace of all norm bounded sequences of the Cartesian product < n G n . Equipped with the norm ||(x n )|| :=sup{||x n ||: n ¥ N} a . (G) is a Banach space. Now let U be an arbitrary free ultrafilter on N. Then c 0, is a closed subspace of a . (G) . The quotient space is called the ultraproduct G U of G with respect to U.
Let U ¥ U be arbitrary. Then t is determined already by the subsequence (x nOE ) nOE ¥ U , a fact which we will use tacitely in the sequel. Now let (T n ) n be a uniformly bounded sequence of operators T n ¥ L(G n ). Then by T t=(T n x n ) n there is defined a bounded linear operator T on a . (G) for which c 0, U (G) is an invariant subspace. The operator T on the quotient space G U is called the ultraproduct of (T n ) with respect to U. Let U ¥ U be arbitrary. Similarly to the fact in the previous paragraph T does not depend on indices not in U. In particular T does not depend on the first n 0 operators. More generally if the sequence is only defined for n ¥ U then we may fill up it with arbitrary bounded operators (T n ) n¨U obtaining always the same operator T .
Let (E, E 1 , (F n ), (P n )) be a given approximation scheme. Let F U be the ultraproduct of (F n ) n with respect to a given free ultrafilter U on N. Since lim ||P n y||=||y|| holds by hypothesis for all y ¥ E 1 we obtain an isometry
(P n y) n . Since E 1 is dense in E V U can be uniquely extended to an equally denoted isometry on E.
Let the closed densely defined operator (A, D(A)) on E be discretely approximated by the sequence (A n ) n of bounded linear operators A n on F n . If this sequence is uniformly bounded then we obtain easily ((A n , D(A n )) ) n . Moreover assume that A as well as all A n are surjective, and that
given approximation scheme. Let (A, D(A)) be discretely approximated by the sequence
Then there exists n 0 ¥ N such that for all n \ n 0 A n is bijective. Moreover A −1 n is bounded, the sequence (A −1 n ) n \ n 0 is uniformly bounded, and A −1 exists and is discretely approximated by (A −1 n ) n \ n 0 . Finally
holds for every free ultrafilter U on N.
Proof. There exists g > 0 and n 0 ¥ N such that a(A n ) \ g for all n \ n 0 . Since all A n are surjective, A n is bijective for n \ n 0 and ||A The following conditions on the approximation scheme (E, E 1 , (F n ), (P n )) are designed for applications to the approximation of operators on infinite-dimensional manifolds (see the example following the next theorem):
Assume that for every m < n there exists a linear isometric embedding S n, m from F m into F n . Moreover let the sequence ((A n , D(A n )) ) approximate DISCRETE APPROXIMATION OF SPECTRA the closed densely defined operator (A, D(A) ). To every n let G n be a core of A n and as before let E 0 be a core of A with A(E 0 ) … E 1 . 
Proof. We use Eq. (1) with r n =1/n. Assume that the assertion fails.
Choose n 0 such that r n < d/3 for all n \ n 0 . Fix n 1 \ n 0 and choose an ultrafilter U with {t n : n ¥ N} ¥ U where (t n ) n is the sequence for the element z=x k n 1 as required in the hypothesis. By assumption there exists an element y in E 0 with
Again by hypothesis lim n Q .
holds. Since S t n , k n 1 (z)=P t n y we obtain
Notice that we have tacitly made use of the fact that elements in the ultraproduct do not depend on values x n , A n , etc. for indices n not contained in {t m : m ¥ N}.
is an approximation scheme we have
Since S n, k n 1 are isometries we obtain
This inequality yields
Example (cf. [8] as well as Example (3) in Section 1). Let H be a separable, infinite dimensional Hilbert space over R with orthonormal basis (e n ). Let E be the space of uniformly continuous complex valued bounded functions on H equipped with the supremum norm. For each n let Q n denote the orthogonal projection of H onto the span H n of e 1 , ..., e n and set F n ={f ¥ E : f=f p Q n }. Then P n : E Q F n , f W f p Q n is a projection of norm 1, and moreover F n is isometrically isomorphic to the space of all bounded uniformly continuous functions on R n . So we identify these two spaces. Then the isometry S n, m whose existence is required in Theorem 3.2 is nothing else than the inclusion mapping.
Let (l n ) be a positive summable sequence and set A n =;
Then all the assumptions made in Theorem 3.2 are satisfied. We show that
Our proof borrows an idea from the original proof of the main result of [8] which however does not use the notion of e-pseudospectrum. To this end let l ¥ C with R(l)=: c < 0 be arbitrary. Then the function
is of norm 1 and a short calculation shows
The inequality
Finally we apply Theorem 2.2: A n is known to be the generator of a contraction semigroup. The Hille-Yosida Theorem (see [10, p. 8 
Our final results are concerned with discretely compact approximation. A sequence (x n ) ¥ < F n is called discretely compact (or d-compact for short) if for every e > 0 there exists a finite set Y(e) … E 1 depending on e such that lim sup
Discretely compact sequences can be described as follows:
Proof. Let U be a fixed free ultrafilter. By hypothesis to every r ¥ N there exists a finite set Y(r) in E 1 depending on r such that lim sup n dist(x n , P n (Y(r))) < 2 −r . Since U is an ultrafilter and Y(r) is finite there exists some y r ¥ Y(r) such that {n: ||x n − P n y r || < 2
. Let p ¥ N be arbitrary. Since V U is an isometry we obtain that
, hence (y r ) is a Cauchy sequence. If y=lim y r then obviously
Let (A, D(A)) be discretely approximated by the sequence ((A n , D(A n ))). We say that the approximation is discretely compact if (A n ) is uniformly bounded and for every bounded sequence (x n ) the sequence (A n x n ) is d-compact. For examples and for the connection to collectively compact sequences in the sense of [1] see [11, Sect. 7.3] 
If moreover A and all A n are surjective, then there exists n 0 ¥ N such that all A n are bijective and the approximation of
Proof. If the assertion fails then to every k ¥ N there exists n k \ k and x n k with ||x n k ||=1 and ||A n k x n k || < 2
Then (y n ) is unbounded hence not d-compact though (A n y n ) is bounded. Now let all A n be surjective. By Proposition 3.1 there exists n 0 such that for all n \ n 0 A n is bijective. Moreover A −1 n is bounded and the sequence (A −1 n ) n \ n 0 is uniformly bounded and approximates A −1 discretely. Finally let (x n ) n be bounded and set y n =A −1 n x n . Then (A n (y n )) n \ n 0 is bounded hence (y n ) n is discretely compact by hypothesis. So the assertion follows. L
Let now T ¥ L(E) with T(E)
… E 1 and let (T n ) be a uniformly bounded sequence of operators T n ¥ L(F n ). Since E 1 may serve as a core of T the discrete approximation of T by (T n ) can be defined unambiguously. Recall that we denote the set of eigenvalues of the operator T by s p (T).
Proposition 3.5. Let T, (T n ) be as above. Assume that (T n ) approximates T discretely and moreover that (T n ) is discretely compact. Then
Proof. Again we use Eq. (1) with r n =1/n. Let 0 ] l ¥ 4 n ¥ N 1 k \ n s r n , a (T k ) be arbitrary. Then there exists a sequence (k n ) n with k n \ n and l ¥ s r n , a (T k n ). This in turn implies the existence of a normalized vector
for l¨{k n : n ¥ N}. Let U be an ultrafilter containing {k n : n ¥ N}. Then for t=(x n ) n we obtain ||t||=1 as well as 0 ] lt=T t. Since by hypothesis the sequence (T n x n ) n is discretely compact by Lemma 3.3 there exists y ¥ E with T t=(T n x n ) N n = V U y which in turn gives lt=V U y. Alltogether we obtain lV U y=lT t=T (lt)=T V U y=V U Ty where the last equation holds since (T n ) n approximates T. Because V U is an isometry this latter equation yields ly=Ty. L DISCRETE APPROXIMATION OF SPECTRA In most cases the spaces F n are finite-dimensional so that s a (T n )=s p (T n ) holds in the following proposition. 
dist(s
Proof. Assume that the assertion does not hold. Then there exists d > 0 and a sequence (k n ) n with k n \ n and moreover to every n a
for l¨{k n : n ¥ N} and let U be a free ultrafilter containing {k n : n ¥ N}. Since (l n ) n is bounded it converges along U. Set m=lim U l n . Then |m| \ d > 0. For every n we choose a normalized vector
. We set x l =0 for l¨{k n : n ¥ N}. Let t=(x n ) n . Then we obtain mt=T t. By Lemma 3.3 there exists y ¥ E with T t=V U y. As in the proof of the preceding proposition we obtain
Our main result is now an immediate consequence of this proposition: 
Proof. By Lemma 3.4 the sequence (A n ) satisfies the hypotheses of Proposition 3.1 and moreover the inverse operators A −1 n which exist from some n 0 on form a discretely compact approximation of A 
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