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Abstract 
 
Viscoelastic materials, such as crosslinked networks of synthetic and biological 
polymers, exhibit a nonlinear rheological response to mechanical deformation. Oscillatory 
shear is a popular deformation protocol for viscoelastic characterization, both linear and 
nonlinear, the latter referred to as large amplitude oscillatory shear (LAOS). However, the 
accompanying nonlinear material response in LAOS is challenging to interpret and requires 
non-trivial material descriptions. The goal of this thesis is to provide a new paradigm of 
nonlinear rheological characterization using oscillatory shear deformation as well as to 
demonstrate applications of nonlinear viscoelastic materials, involving stimuli responsive 
polymer-colloid composites.  
A nonlinear viscoelastic response in LAOS is high dimensional, covering the entire 
range of the 2D Pipkin space of deformation amplitude and frequency. A low-dimensional 
language and framework is introduced for viscoelastic characterization using asymptotic 
material functions in oscillatory shear, referred to as medium amplitude oscillatory shear 
(MAOS). These material functions, four in number, emerge from an asymptotic expansion 
in deformation amplitude and depend only on the oscillatory frequency. They carry 
physically meaningful inter- and intra-cycle information, for example, softening/stiffening 
and thickening/thinning of the stress response. For the first time, experimental 
measurements are shown for all four asymptotic nonlinearities. 
Parallel disk measurements in the MAOS regime require a correction for the apparent 
stress response. In this regime, the derivatives appearing in the general stress correction are 
constant over the range of interest, and this allows exact single-point corrections for all 
four asymptotic nonlinearities. Experimental measurements are presented for the 
asymptotically-nonlinear signals on an entangled polymer melt, using both parallel disk 
and cone fixtures. The corrected (amplified) parallel disk signals match the measurements 
with the cone.  
Using a fourth order fluid expansion, universal frequency scaling and interrelations 
are derived for asymptotic nonlinearities in the terminal regime, defined by the limit of 
De<<1. Experimental measurements, consistent with such predictions, are presented for an 
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entangled polymer melt in the terminal regime. Beyond the terminal regime, at higher 
frequencies, signs and magnitudes cannot be universally predicted, leaving these as free 
parameters that depend on the specifics of the material microstructure or constitutive 
model.  
A library of expectations of signatures (or fingerprints) is developed for all four 
asymptotically-nonlinear material functions for seven nonlinear constitutive models. The 
fingerprints are different in magnitude, frequency-scaling, curve shapes and sign changes, 
and distinguish the models. They obey the terminal regime inter-relations and frequency 
scaling, and are driven by strain-rates at small De and strains at large De. Some constitutive 
models exhibit multiple sign changes at intermediate De and there may be no universal 
behavior of asymptotically-nonlinear fingerprints in this regime. Therefore, frequency-
dependent signatures can be material-specific.  
Frequency-dependent asymptotically-nonlinear fingerprints are presented for a strain 
stiffening transiently-crosslinked polymeric hydrogel of aqueous polyvinyl alcohol (PVA) 
cross-linked by sodium tetraborate (borax). A transient network model with strain-
stiffening elements is developed, and this predicts the asymptotically-nonlinear signatures 
of the PVA-Borax system that no other model predicts. The quantitative agreement 
provides fit parameters that are related to molecular features and network architecture. In 
conclusion, asymptotically-nonlinear descriptions enable structure-rheology insight, 
constitutive model development, and model selection for soft materials.  
As examples of nonlinear viscoelastic materials, polymer/colloid composites are 
developed with field responsive nonlinear elastic mechanical properties. A large mesh 
semi-flexible network of bovine fibrin is nonlinear elastic and stiffening, and serves as the 
scaffold. Methods are described to fabricate fibrin-colloid composites that preserve 
network integrity and nonlinear stiffening properties. The strain-stiffening fibrin network 
is combined with stimuli-responsive colloids that respond to temperature and magnetic 
field, resulting in field-controllable elastic stiffening of the network.  
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Chapter 1 
Introduction  
Physical laws in classical mechanics describe distinct ends of material behavior, 
i.e., solid-like (elastic) or fluid-like (viscous) behavior. However, these theories are 
inadequate to describe the fascinating field of viscoelasticity that deals with coexisting 
time-dependent elastic and viscous phenomena. Viscoelastic materials are ubiquitous, 
notably as soft condensed matter (polymers, colloidal suspensions, emulsions and foams), 
field-responsive materials and as biological materials (cell cytoskeleton, extracellular 
matrix, tissues and biological fluids). Most of these materials show remarkable nonlinear 
mechanical properties that can be harnessed for novel functionality (see Figure 1.1).   
A nonlinear mechanical response in viscoelastic materials is often triggered by 
(external) field-stimulated changes to the constituting microstructure. Transiently 
crosslinked polymer networks show strain-stiffening linked with deformation assisted 
enhancement of their structure and crosslink density [1], [2]. Jammed microgel suspensions 
of poly-N-isopropylamide (PNIPAM) undergo a phase transition with temperature, and 
show dramatic shear thinning [3] and magnetorheological (MR) fluids shows magnetic 
field induced changes to their flow properties and yield strength [4]. Polymer-colloid 
composites that combine some of the above materials hold the potential for field dependent 
mechanical properties, for example, MR carbonyl iron particles in a network of 
carrageenan [5] and pnipam microgels as platelet substitutes in a biopolymer network of 
fibrin [6].  
Biomaterials show remarkable nonlinear viscoelastic properties [7] that are often 
triggered by physiological changes in vivo. The shape and mechanical behavior of 
eukaryotic cells is governed by interconnected network(s) of nonlinear elastic-stiffening 
elements within the cytoskeleton. In the extracellular matrix, networks of collagen and 
fibrin impart strain-stiffening properties that are important for several physiological 
functions. For example, the strain-stiffening fibrils of a fibrin network determine the 
strength of a blood clot during hemostasis (Figure 1.1(b)). In all cases, the strain-stiffening 
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Figure 1.1 Materials with nonlinear viscoelastic properties. (a) A crosslinked polymeric network of
PVA-Borax (see Chapters 2, 6), (b) a network of fibrin in a blood clot (Chapters 7, 8), (c)
temperature sensitive microgel particles (from [8]; see Chapter 8) and (c) magnetorheological fluid
suspension (see Chapter 8). Images (b) and (d) are available in the public domain
(http://www.allposters.com; http://www.ioniqa.com/magneto-rheological-fluids).                        
 properties of the material govern its nonlinear viscoelastic functionality. 
Nonlinear viscoelasticity, despite being found in myriad applications, is 
challenging to characterize and requires complex, function-valued descriptions [9]. An 
additional challenge lies in relating experimental observations to microstructural features 
that contribute to the nonlinear response. Enabling such structure-property connections is 
the ‘holy grail’ in nonlinear rheology. The primary objective in this thesis is to develop a 
new paradigm of nonlinear rheological characterization that is material agnostic (does not 
depend on material chemistry or structure), and allows structure-property connections 
through constitutive model selection/development. The second objective is to demonstrate 
new applications of nonlinear viscoelastic materials using stimuli-responsive polymer-
colloid composites. 
1.1 Rheological characterization techniques 
Rheology is the study of deformation and flow of matter. Matter has been canonically 
categorized into solids and fluids [10]. Perfectly elastic materials obey the classical theory 
(d) 
 (a) (b) 
(c) 
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of Hooke’s law of elasticity. The shear stress response of a Hookean solid to simple shear 
deformation is given by  
    t G t    (1.1) 
where G is the shear modulus of elasticity (with units of Pa) and  t  the shear strain. The 
modulus G is a measure of stored elastic energy and is constant for a linear elastic solid, 
and amplitude dependent for nonlinear solids, i.e.  G  . The strain-dependent modulus 
captures changes to the extent of stored energy as the solid undergoes deformation. 
Nonlinear solids may either ‘soften’ or ‘stiffen’ with imposed deformation.  
Flow of an ideal fluid is described by the Newtonian theory of hydrodynamics, and 
the shear stress tracks linearly with the rate-of-strain  t  and in simple shear flow is given 
by  
    t t     (1.2) 
where   is the viscosity and represents energy dissipated in fluid flow. Nonlinearity in 
fluid flow is driven by the shear rate amplitude, and is characterized by a rate-dependent 
viscosity    . Shear-rate dependent flow behavior leads to ‘thinning’ or ‘thickening’ of 
the fluid.  
Most real materials do not comply with the canonical laws that explain ideal solid-
like and fluid-like behavior, for example, non-Newtonian fluids cannot be explained by 
Eq. (1.2). This thesis focuses on viscoelastic materials that have time-varying (fading) 
memory, owing to which the instantaneous stress depends on the entire history of 
deformation (strain). Such materials exhibit simultaneous elastic (solid-like) and viscous 
(fluid-like) behavior with their relative magnitudes being determined by deformation 
timescales. The complex nature of this behavior has motivated rheologists to develop  
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Figure 1.2 A standard list of shearing flows for rheological characterization, adopted from Bird et 
al. [11]. Appropriate material functions are defined for each flow situation in [11]. Although most 
flow types feature in this thesis, oscillatory shear flows are most frequently used. 
characterization techniques with simple flow situations that permit analysis with symmetry 
arguments rather than with complicated (rheological) equations of state. 
Figure 1.2 lists out commonly used rheological shear flows for characterizing 
viscoelasticity. This list is adapted from the classic text Dynamics of Polymeric Liquids, 
vol. 1 by Bird et al. [11]. Each shear deformation field has its associated material function 
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(also well defined in the text by [11]), and it can be shown that material functions in the 
linear viscoelastic regime are all inter-related [12]. Material measures describing a 
nonlinear viscoelastic response show timescale and amplitude dependence, and inter-
relations cannot always be drawn between them.  
A suitable deformation protocol for nonlinear viscoelasticity is one that 
systematically probes both timescale and amplitude dependence. Step-strain and step-rate 
tests have been used to probe nonlinear properties, but these tests involve discontinuous 
flow conditions that are both difficult to generate. The material measures associated with 
these methods conflate elastic and viscous effects, for example the stress relaxation 
modulus  ,G t  . Although such measures are useful and well defined, our focus is on 
decomposed viscoelastic material functions accompanying an oscillatory deformation 
protocol.  
1.2 Pipkin diagram of oscillatory shear characterization  
  An oscillatory deformation uncouples elastic and viscous components in a 
viscoelastic response, and probes such mechanical properties simultaneously. Oscillatory 
techniques are suitable for both linear and nonlinear viscoelastic characterization. From an 
experimental standpoint, linear properties can be probed with the stipulation that the 
deformation (strain and strain rate) amplitudes are small enough to satisfy the ‘linearity’ 
approximation. Nonlinear properties can be accessed by gradually increasing the 
deformation amplitude, and significant efforts have gone into providing physically 
meaningful information in the nonlinear regime [9], [13]–[23]. 
For simple shear deformation, the time-dependent oscillatory strain input is given by 
   0 sint t     (1.3) 
which simultaneously controls the strain-rate input    0 cos ,t t    where  0   is the 
strain  amplitude and     the oscillatory frequency. The stress component in-phase with 
strain represents the material’s elastic behavior, and the out-of-phase component its viscous 
behavior. Such behavior is best visualized on the deformation domain, where stresses are  
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plotted against strain (and strain rate). Such parametric curves are called Lissajous plots†
(after French physicist Jules A Lissajous; Figure 1.3(a)) and are commonly used to 
represent raw stress-strain waveforms in an oscillatory experiments (Figure 1.3(b)). An 
elastic response on such a plot is a straight line with a slope that gives the modulus of 
elasticity, and a viscous response an ellipse, with axes horizontal and vertical, with the area 
enclosed proportional to the viscosity. A linear viscoelastic response takes the shape of an 
ellipse with any distortion from this shape being associated with the emergence of stress 
nonlinearities (one such shown in Figure 1.3 (b)).  
For a linear viscoelastic response, the steady state stress is given by  
       0 sin cost G t G t          (1.4)  
where  G   is the in-phase elastic storage modulus, and  G   the out-of-phase viscous  
                                                            
†Historically, Lissajous figures were first described by American mathematician Nathaniel Bowditch, and are 
therefore called Lissajous-Bowditch plots [43]. Lissajous invented the apparatus (Figure 1.3(a)) that created the 
orbits that bear his name. 
  
 
Figure 1.3 (a) Lissajous curves date back to the mid-18th century†. Shown here is the optical 
apparatus that Lissajous (in the picture) used to demonstrate them (picture from Wikimedia 
Commons). (b) Standard (normalized) stress-strain and stress-strain rate Lissajous curves for a 
viscoelastic response in an oscillatory shear experiment.  
(a) 
(b) 
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loss modulus. Linear viscoelasticity expresses intrinsic relaxation time scales in a material 
[24]. For instance, when a viscoelastic material is deformed by a small amplitude 
oscillatory shear flow, microstructural elements in the material relax over intrinsic time-
scales. This results in a phase lag between the input strain and the resultant, time varying 
stress. Such materials show rich frequency- dependent behavior that is captured by the two 
linear material functions  G   and  G  . 
The fully nonlinear response can be mapped on a two-dimensional Pipkin diagram 
of strain-amplitude and frequency. This is named after A.C. Pipkin, who first outlined 
complex fluid behavior on a 2-D plot in his treatise Lectures on linear viscoelasticity [24]. 
Using the characteristic viscoelastic relaxation timescale  , a dimensionless Pipkin 
diagram can be constructed by defining a Weissenberg number,  0Wi     and Deborah 
number, De  , shown in Figure 1.4. A linear viscoelastic response spans the entire 
frequency range, but is limited to small deformation amplitudes, or Wi<<1.  
A nonlinear oscillatory response is evoked by systematically increasing the 
deformation amplitude, and the test protocol has been termed ‘large amplitude oscillatory 
shear’ (LAOS). A spectral decomposition of the nonlinear stress waveform yields higher 
order temporal modes. Owing to time-reversal symmetry, the shear stress contains only 
 
Figure 1.4 Pipkin diagram of oscillatory shear characterization with different response regimes. 
The asymptotic nonlinear regime is the focus of this thesis.  
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odd harmonics [11], but normal stresses appear with the even harmonics [25].  Such 
nonlinear waveforms have been used to characterize several viscoelastic materials, as 
recorded in earlier work by [9], [26]–[31], [21], [32]. 
A response to LAOS deformation is high-dimensional in nature and covers the 
entire region of the Pipkin diagram (labeled ‘fully nonlinear’ in Figure 1.4,), with each 
point generating a different response waveform. In this regime, a universal language for 
description of nonlinear behavior (fundamentally, time-dependent oscillatory stress 
waveforms) is not possible, and has required several methods. For example, raw 
experimental waveform data, orthogonal basis sets based on spectral decomposition of the 
stress waveform (most popular being Fourier or Chebyshev) [9], [22], and others that avoid 
a decomposition in favor of locally defined quantities [9], [33]. In addition, LAOS tests 
may suffer from experimental artifacts such as wall slip, non-homogeneous deformation 
and edge fracture [34], [35]. This does not restrict the usefulness of this protocol, but may 
limit the experimental window and cause the experimentalist to cast doubt on obtained 
information that has not been verified to be devoid of artifacts. It is therefore desirable to 
develop a low-dimensional framework for nonlinear characterization that circumvents 
theoretical and experimental challenges encountered in LAOS. An asymptotic treatment in 
oscillatory deformation allows this and is discussed in the following section. 
1.3 Asymptotics in oscillatory shear 
Asymptotic expansions allow for low-dimensional descriptions in an oscillatory 
shear experiment. For a given oscillatory strain input, the so-called medium amplitude 
oscillatory shear (MAOS) limit is defined by asymptotically expanding the time-
dependent stress response with respect to the deformation amplitude (strain or strain-rate 
amplitude). This regime marks the onset of nonlinear viscoelastic behavior and is defined 
in the limits of small strain (or strain-rate) amplitude. The amplitude-intrinsic nature of 
this regime facilitates low-dimensional theory development and an artifact-free (or at 
least a less risky) experimental environment. Theoretically, material functions in this 
regime are amplitude-intrinsic, and depend only on the oscillatory frequency. 
Experimentally, extraction of MAOS material functions does not require large amplitudes 
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and this circumvents experimental artifacts associated with a LAOS experiment (as 
discussed in the previous section).  
For an oscillatory excitation of the form given by Eq. (1.3), the shear symmetric, 
alternant and periodic stress response can be expanded in the higher orders of strain or 
strain rate (index j) and frequency (index n) through the components of tensor coefficients 
A and B (following [16] for component definitions)  
      
:odd :odd
sin cos
j
j j
n n
j n
t n t n t     A B   (1.5) 
The above expression does not invoke a priori assumptions of strain or rate amplitude 
scaling and is a suitable general form to represent an expansion [16]. On expanding Eq. 
(2), an expression for the shear stress can be found as (shown here up to third order),  
 
     
       
1 1
12 12,1 12,1
3 3 3 3
12,1 12,1 12,3 12,3
sin cos
           sin cos sin 3 cos3
           ...        
t A t B t
A t B t A t B t
  
   
 
   

  (1.6) 
Material functions can be defined from the coefficients in Eq. (1.6). Strictly speaking, the 
linear viscoelastic response is defined only in the limit that strain amplitude goes to zero. 
A purely sinusoidal linear viscoelastic response has no contributions from coefficients 
beyond first order. For such a response, the two linear coefficients (first-order) define the 
familiar frequency-dependent linear viscoelastic measures, 
 1
12,1
0
A
G     and 
 1
12,1
0
B
G   .  
The other coefficients appearing in Eq. (1.6) mark the first arising (asymptotic) 
deviation from linearity. Elastic and viscous material functions can be defined by scaling 
the stress coefficients by either the strain or strain-rate amplitude. One or more of these 
stress coefficients have been determined empirically for viscoelastic materials, and 
analytically for nonlinear constitutive models. A power function expansion of shear stress 
was considered theoretically by [28] and first-harmonic stress nonlinearities were 
measured by [36] for solid poly(methyl-methacrylate) (PMMA). Some asymptotic 
measures were used by [37] for checking the validity of certain constitutive models. Recent 
studies have proposed a single metric that lumps the two third-harmonic stress coefficients 
[15], [38], [39]. Small-strain asymptotic approximations have been used with models for 
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branched polymer melts, such as the single mode pompom model [40], [41] and Rolie-poly 
model [42], but these studies report only two of the four stress nonlinearities. In summary, 
common features in previous studies are that (a) they do not measure or report all four 
stress coefficients simultaneously, and (b) do not attribute physical meaning to the 
measured quantities. The focus of this thesis is to address such deficiencies and provide a 
universal nomenclature in the asymptotically-nonlinear (or MAOS) regime.  
1.4 Aims of this thesis 
This thesis introduces a new paradigm of nonlinear rheological characterization using 
oscillatory shear deformation. A nonlinear viscoelastic response in LAOS is high 
dimensional, covering the entire range of the 2D Pipkin space of deformation amplitude 
and frequency. A low-dimensional language and framework is introduced for viscoelastic 
characterization using asymptotic material functions in oscillatory shear, referred to as 
intrinsic/asymptotic-nonlinear oscillatory shear, alternately medium-amplitude oscillatory 
shear (MAOS) (Chapter 2). These material functions, four in number, emerge from an 
asymptotic expansion in deformation amplitude and depend only on the oscillatory 
frequency. They carry physically meaningful inter- and intra-cycle information, for 
example, softening/stiffening and thickening/thinning of the stress response. For the first 
time, experimental measurements are shown for all four asymptotic nonlinearities with 
physical interpretation of the response. 
Parallel disk measurements in the MAOS regime require a correction for the apparent 
stress response. In this regime, the derivatives appearing in the general stress correction are 
constant over the range of interest, and this allows exact single-point corrections for all 
four asymptotic nonlinearities (Chapter 3). Experimental measurements are presented for 
the asymptotically-nonlinear signals on an entangled polymer melt, using both parallel disk 
and cone fixtures. The corrected (amplified) signals match the measurements with the cone.  
Using a fourth order fluid expansion, universal frequency scaling and interrelations 
are derived for asymptotic nonlinearities in the terminal regime, defined by the limit of 
De<<1 (Chapter 4). Experimental measurements, consistent with such predictions, are 
presented for an entangled polymer melt in the terminal regime. Beyond the terminal 
regime, signs and magnitudes cannot be universally predicted, leaving these as free 
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parameters that depend on the specifics of the material microstructure or constitutive 
model.  
A library of expectations of signatures (or fingerprints) is developed for all four 
asymptotically-nonlinear material functions for seven nonlinear constitutive models 
(Chapter 5). The fingerprints are different in magnitude, frequency-scaling, curve shapes 
and sign changes, and distinguish the models. They obey the terminal regime inter-relations 
and frequency scaling, and are driven by strain-rates at small De and strains at large De. 
Some constitutive models exhibit multiple sign changes at intermediate De and there may 
be no universal behavior of asymptotically-nonlinear fingerprints in this regime. Therefore, 
frequency-dependent signatures can be material-specific.  
Frequency-dependent asymptotically-nonlinear fingerprints are presented for a strain 
stiffening transiently-crosslinked polymeric hydrogel of aqueous polyvinyl alcohol (PVA) 
cross-linked by sodium tetraborate (borax) (Chapter 6). A transient network model with 
strain-stiffening elements is developed, and this predicts the asymptotically-nonlinear 
signatures of the PVA-Borax system that no other model predicts. The quantitative 
agreement provides fit parameters that are related to molecular features and network 
architecture. In conclusion, asymptotically-nonlinear descriptions enable structure-
rheology insight, constitutive model development, and model selection for soft materials.  
This thesis also demonstrates applications of nonlinear viscoelastic materials, 
involving stimuli responsive polymer-colloid composites (Chapters 7-8). As examples of 
nonlinear viscoelastic materials, polymer/colloid composites are developed with field 
responsive nonlinear elastic mechanical properties. A large mesh semi-flexible network of 
bovine fibrin is nonlinear elastic and stiffening, and serves as the scaffold. Methods are 
described to fabricate fibrin-colloid composites that preserve network integrity and 
nonlinear stiffening properties. The strain-stiffening fibrin network is combined with 
stimuli-responsive colloids that respond to temperature and magnetic field, resulting in 
field-controllable elastic stiffening of the network.  
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Chapter 2 
 
Asymptotically-nonlinear oscillatory shear:  
Theory and experiments†Equation Chapter (Next) Section 1 
Equation Chapter 2 Section 1 
2.1 Introduction 
To understand mechanical properties of complex fluids or solids, we use descriptive 
material functions including linear viscoelastic moduli  G   and  G  , transient shear 
viscosity ( , )t   , and many other measures [1].  Material functions are the starting point 
to describe intensive material responses to various loading conditions, but they are not 
predictive models in themselves.  Nonlinear rheological characterization can generate an 
overwhelming amount of information and material functions, with various measures that 
each map out a two-dimensional parameter space, e.g. stress relaxation modulus ( , )G t   or 
the variety of material functions associated with large-amplitude oscillatory shear (LAOS); 
e.g. see [2]–[5]. One ever-present challenge is to identify and interpret the most appropriate 
material function(s) for the material and application of interest, choosing these from a high-
dimensional space.   
 Here we describe low-dimensional descriptions (material functions) that can be used 
to rheologically characterize any material of interest.  Asymptotic expansions allow for 
low-dimensional descriptions and we will use the term intrinsic or asymptotic to refer to 
these asymptotically-defined nonlinear material functions.  Here an intrinsic nonlinearity 
is interpreted as an inherent property of a system independent of the input magnitude 
causing the nonlinearity, e.g. independent of the shear amplitude for amplitude-intrinsic 
LAOS.  This is consistent with, but not identical to, existing uses of the term intrinsic.  
Consider intrinsic shear viscosity [ ] , a material function that represents asymptotic 
                                                            
†Portions of this chapter reprinted with permission from (a) R.H. Ewoldt and N.A. Bharadwaj, “Low-
dimensional intrinsic material functions for nonlinear viscoelasticity,” Rheol. Acta 52(3), 201-219 (2013) 
and (b) author’s MS thesis (UIUC, December 2012).    
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changes to viscosity due to an additive at mass concentration c  (mass per volume) [1], [6]. 
The value of intrinsic viscosity is concentration-independent, or we might say 
concentration-intrinsic. A particular functional dependence could be assumed for both 
concentration and shear-rate dependence,  
       20, ( ) 1c c c         O    (2.1) 
where c  is the mass concentration of additive, 0 ( )   is the baseline viscosity, and 2( )cO  
represents terms of order c2 and higher. Standard definitions of intrinsic viscosity [ ]  
neglect shear-rate dependence of the additive, therefore    [ ]    would be a constant.  
In general, an additive may cause rate-dependence of the viscosity, which prompts us to 
show this dependence explicitly. We will see analogies between this and the four 
amplitude-intrinsic LAOS measures that exhibit frequency dependence. A low-
dimensional description is possible within the asymptotic region of critc c  (the precise 
limits of which depend on the desired accuracy).  In such a region, instead of reporting the 
two-dimensional function ( , )  c , one only needs to report two functions,  0   and 
 [ ]  . Related asymptotic measures include concentration-intrinsic dynamic 
viscoelasticity [7]–[11], which on occasion has been expanded also in terms of LAOS shear 
strain amplitude for amplitude intrinsic measures [8].  
Intrinsic properties can be a strong function of molecular or microstructural features, 
e.g. both the magnitude and sign of  [ ]  .  Einstein was the first to relate its measurement 
to molecular dimensions [12], [13].  Since then, the intrinsic viscosity [ ]  has been used 
to infer other micro-, nano-, and molecular-scale features, for example the aspect ratio of 
carbon nanotubes suspended in solution [14].  The sign of [ ]  is also sensitive to the 
underlying molecular features.  It can be negative, for example, with some polymer melts 
with nanoparticle additives [15].  In addition to inferring structure, the intrinsic shear 
viscosity has a clear physical interpretation, readily apparent in Eq. (2.1), where it 
represents a leading-order change in the dissipative resistance to shear flow.    
Here we describe shear amplitude-intrinsic viscoelastic material functions that capture 
leading-order nonlinearities in response to deformation; the motive is to obtain a clear 
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physical interpretation and to associate intrinsic responses to structure. We consider simple 
shear deformation, and specifically oscillatory shear. The power of the oscillatory protocol 
is to conceptually decompose the response into dissipative effects (viscous or plastic) from 
the storage effects (elastic), e.g. linear viscoelastic moduli    ,G G   , or linear 
viscoelastic compliances    ,J J   . In contrast, stress relaxation modulus  0,G t   
conflates viscous and elastic effects into a single measure, as does the creep compliance 
0( , )J t  . While these conflated material functions are valid, useful, and well defined, in this 
work we focus on the conceptually decomposed viscoelastic material functions from 
oscillatory deformation. 
Oscillatory deformation imposes a known frequency and amplitude, and therefore 
covers the two-dimensional viscoelastic response map of timescale and amplitude known 
as the Pipkin space [16]. When the response is observably nonlinear (i.e. not scaling 
linearly with the input amplitude), the protocol has been termed large-amplitude oscillatory 
shear (LAOS). The linear counterpart is known as small-amplitude oscillatory shear 
(SAOS). The limit of linear viscoelasticity is arbitrary, depending on the sensitivity to 
nonlinear deviations.  Experimental measurements may be described as “linear” when 
higher order effects are un-measurable. But theoretically speaking, purely linear 
viscoelasticity is defined only in the limit of zero amplitude (just as intrinsic viscosity is 
defined in the limit of zero concentration).  The asymptotic deviation from SAOS linearity, 
in terms of a power-function expansion of shear stress, was considered theoretically by 
[17] (their Eq.(9)).  Some asymptotic nonlinearities were measured by [18] for solid 
PMMA.  Asymptotic LAOS measures were used by [19] for checking the validity of certain 
constitutive models.  Recently, some have started referring to the region of measurable 
leading-order deviations from linearity as medium-amplitude oscillatory shear (MAOS) 
[20]–[23].  
In the spirit of concentration-intrinsic viscosity denoted as [ ] , in this work will 
sometimes use the shorthand [LAOS] here for amplitude-intrinsic LAOS, and the 
associated material functions will also use brackets [ ].  For LAOS, the input amplitude 
may be either controlled-strain amplitude 0  or controlled-stress amplitude 0 .  To 
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distinguish between shear strain-control and shear stress-control tests, we will use the 
short-hand “LAOStrain” and “LAOStress,” respectively referring to large-amplitude 
oscillatory shear strain/stress [5], [24]. We will use the acronym LAOS when the controlled 
input need not be specified. 
A typical LAOStrain response is shown in Figure 2.1, showing a simulated strain-
amplitude sweep of a single-mode Giesekus model (see Chapter 5 for analytical details in 
MAOS). The first-harmonic moduli are functions of the imposed strain amplitude. To 
illustrate conceptually the limit of linear viscoelasticity (SAOS) we use the criteria that the 
first-harmonic moduli change by 0.1%.  (this arbitrary choice is for illustrative purposes 
only).  The response then enters the intrinsic nonlinear [LAOS], or the medium amplitude 
oscillatory shear regime (MAOS), where the leading-order nonlinearities suitably describe 
the response. The end of this intrinsic regime is loosely defined, and depends only on the 
accuracy required by the asymptotic expansion. For illustrative purposes, we limit the 
intrinsic LAOS regime to the region where the first-harmonic moduli have changed by 
10% or less. Analogous nonlinear criteria for higher harmonic contributions can also be 
defined, e.g. when the third-harmonic amplitude is 0.1% or 10% of the corresponding linear 
viscoelastic measure. The third-harmonic criteria shift the range of SAOS, 
[LAOS]/MAOS, and LAOS to slightly larger strain amplitudes. 
The small changes of the intrinsic regime can be difficult to see in Figure 2.1, and 
indeed difficult to measure, but there are many benefits to defining intrinsic LAOS material 
functions.  First, intrinsic measures are a low-dimensional fingerprint of nonlinear material 
behavior, which can be related to microstructural differences (as with intrinsic viscosity
[ ] ).  Second, any physical interpretation of individual higher-harmonics is best applicable 
in the leading-order regime when the third-harmonics dominate the nonlinearity [25].  
Although leading-order changes may miss trends that occur at much larger strain 
amplitude, focusing on intrinsic nonlinearities allows for robust physical interpretations via 
Chebyshev coefficients and the deformation domain. Third, focusing on intrinsic 
nonlinearities will typically avoid the experimental artifacts associated with very large 
deformations. Experimental artifacts such as nonhomogeneous flow [26], wall slip, edge 
fracture, instrument inertia, and sample inertia can cast doubt on very large amplitude tests 
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and limit how large the amplitude can be. 
2.1.1 Overview of asymptotic material functions 
The uses of asymptotic LAOS material functions for viscoelastic characterization were 
emphasized earlier (in Chapter 1). What is new here (in the forthcoming sections in this 
chapter) is to give meaningful interpretation to the four leading-order nonlinearities of 
LAOS, emphasizing the importance of their signs. In contrast to some recent studies, we 
show that four separate intrinsic nonlinearities can be defined (and measured, see Section 
2.3), giving more information than just a single measure [22]. We introduce new variable 
nomenclature and sign conventions to encode the physical interpretation, for both strain- 
and stress- controlled oscillatory shear. 
For LAOStrain we will have the two familiar linear viscoelastic material functions 
G’(), G’’() and four intrinsic nonlinear material functions [e1](), [v1](), [e3]() and  
[v3]() (Details in Section 2.2; we use the letter “e” for elastic nonlinearities and “v” for 
viscous nonlinearities). All six of these measures have a functional dependence on 
frequency only; a power-function expansion allows for this low-dimensional 
 
Figure 2.1. Four different shear nonlinearities are possible in LAOStrain: changes to the first-
harmonic moduli and emergence of third harmonics.  This is demonstrated with the single-mode 
Giesekus model at Deborah number De 10   with nonlinear parameter 0.3   (numerical 
simulation).  First-harmonic moduli are normalized by the plateau modulus G .  Third-harmonic 
Chebyshev coefficients (Eq.(2.17)-(2.18)) are scaled by the corresponding linear viscoelastic 
material function at the same frequency, De 10 . The regions of linear SAOS, intrinsic nonlinear 
[LAOS] or MAOS, and fully nonlinear LAOS characterization are shown.  The definitions of 0.1% 
and 10% changes are arbitrary and for illustrative purposes only.  
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representation. With strain input represented as   0 sint t   , we will see that the time-
domain expansion of shear stress takes the form  
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 (2.2) 
To be clear that the material functions are a function of frequency , we use e.g. [e3]().  
The negative sign on the term with [e3](), and the multiplicative factors of frequency  
on the [v1] and [v3] terms, result from a coordinate change between the time-domain 
 0; ,t    and the deformation domain  0, ; ,     . Physical interpretations of these 
leading-order nonlinearities are revealed in the deformation domain, which represents 
stress as an instantaneous function of the imposed strain and strain-rate.  The coefficients 
can be transformed into the time-domain representation, Eq.(2.2), for ease of signal 
processing. 
Some analytical solutions are available for intrinsic material functions in LAOStrain.  
A recent summary of available LAOStrain analytical solutions for different constitutive 
models is given in Table 1 of [2], and others have been recently published [27]–[29].  As 
an example we show the rheological fingerprint of the corotational Maxwell model in 
Figure 2.2.2. The equations were derived by [2] and converted to the framework here (see 
Eqs. 5.10-5.13 in Chapter 5) in order to define measures which depend only on De  (and 
not a combination of De  and relaxation time  ).    
LAOStress intrinsic nonlinearities have not yet been defined or measured.  We will 
have the analogous linear viscoelastic material functions    ,J J   , and four intrinsic 
nonlinear material functions        1 3 1 3[ ] , [ ] , [ ] , [ ]c c f f     (we use the letter “c” for 
compliance nonlinearities and “f” for fluidity nonlinearities [5], [24]. With input shear 
stress denoted as 0( ) cost t   [5], the time-domain strain expansion will take the form 
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We see positive signs in front of all terms here for LAOStress, and this is due to a careful 
choice of representing the input as 0( ) cost t    rather than 0( ) sint t   .  The 
seemingly arbitrary choice of the input trigonometric reference (cosine versus sine) has 
important consequences for definitions of material functions in both LAOStrain and 
LAOStress, primarily concerning sign issues of the material functions as discussed in detail 
by [5].  Of course, the relative phase of the input ought not to make a difference to the 
material functions if properly defined.  The issue is resolved by clearly identifying the 
trigonometric reference. Furthermore, the issue exists only in the time-domain (Fourier 
coefficients), whereas the Chebyshev coefficients are immune to the ambiguity since they 
reference the deformation domain in which time is an unseen internal variable. The 
deformation domain also reveals the interpretations of the measures in Eq.(2.3), as we 
discuss in Section 2.2.2.  
 
Figure 2.2. Intrinsic rheological fingerprint of the corotational Maxwell model (single-mode) 
showing the common frequency-dependent linear viscoelastic moduli and the four intrinsic 
nonlinearities of LAOS (derived by [2] and converted here to the intrinsic Chebyshev framework).  
All measures are only a function of the Deborah number, De  . The linear viscoelastic moduli 
are positive, whereas the nonlinearities can take either positive or negative sign as indicated by 
(+) and (-) labels, respectively. 
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2.1.2 Pipkin diagram for MAOS 
The region of the asymptotically-nonlinear regime in oscillatory shear deformation is 
best shown with a Pipkin diagram (as enunciated in Chapter 1 for all regimes of oscillatory 
shear).  Here, we will demarcate this region with an example of a constitutive model.  
The Pipkin diagram is a regime map for viscoelastic material responses as a function 
of timescale and loading amplitude [16].  For strain-controlled oscillatory shear, the two 
deformation inputs define the Pipkin diagram: the strain amplitude 0  and the Deborah 
number De  , as shown in Figure 2.3.  A line delineating the linear from the nonlinear 
regime has been drawn by Pipkin and others [2], [16], [30], [31]. Such a line can be 
interpreted as the maximum linear viscoelastic strain amplitude as a function of De .  The 
sketched shape of this line varies depending on the author. Here we demonstrate how 
MAOS nonlinearities can make quantitative predictions for the shape of this boundary. A 
second line can also be drawn, which shows the limit of the intrinsic nonlinear regime.   
In Figure 2.3, the boundaries for linear, asymptotically-nonlinear, and nonlinear 
regimes are identified based on the corotational Maxwell model asymptotic response to 
LAOStrain (Figure 2.2).  We use the analytical results of [2] (converted to our framework 
in Chapter 5, Eqs. 5.10-5.13). The linear viscoelastic boundary is based on the first 
occurrence of any 0.1% deviation from linear viscoelasticity.  The upper limit of intrinsic 
nonlinearity is based on 10% deviation (similar to Figure 2.1 for the Giesekus model).  
These percent deviations are chosen for illustration and the choices affect only the relative 
positions of the boundary and not the functional dependence.       
The boundaries are drawn by interpreting each MAOS material function as a critical 
amplitude that will generate nonlinearity. Consider normalized nonlinearities less than an 
arbitrary small value  ,  
    
elastic nonlinearity viscous nonlinearity, .
G
       (2.4) 
With the four intrinsic shear stress nonlinearities, Eq.(2.2), we have four possible criteria,   
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 (2.5) 
All of the material functions in Eq.(2.5) depend only on frequency (or Deborah number 
De  ), and therefore each equation can be written to define a line for the critical strain 
amplitude *0 (De)  at which the specified nonlinearity  appears with relative magnitude  .  
For example, in terms of the first-harmonic elastic nonlinearity, the critical strain amplitude 
expression is written 
     
1 2
*
0
1
De
De .
[ ] De
G
e
    (2.6) 
A smaller intrinsic nonlinearity corresponds to a larger strain amplitude to generate a 
nonlinear rheological response. Different critical strain-amplitudes exist for each of the 
material functions         1 3 1 3[ ] , [ ] , [ ] , [ ]e e   v v . Although an arbitrary choice of   is 
required, the boundary shapes depend only on the functional form of the frequency-
dependent material functions. In Figure 2.3 we choose 0.001   for the SAOS limit and 
0.1   for the [LAOS] limit of intrinsic leading-order nonlinearities.  Figure 2.3 does not 
indicate which type of nonlinearity from Eq.(2.5) occurs first. We give this detail in Figure 
2.4 for both the corotational Maxwell model and the Giesekus model. 
It is clear in Figure 2.3 that the critical strain amplitude is a function of De . We observe 
that at high De  the critical strain is approximately constant, but at low De  the critical 
strain scales as 10 ~ De  . This scaling is the signature of a critical Weissenberg number, 
0Wi De .  At moderate De  the criteria transitions between a critical Wi  and a critical 
0 . 
Co-plotted on Figure 2.3 are the regions in which some typical constitutive models are 
applicable, including the Newtonian, Generalized Newtonian Fluid (G.N.F.), and second  
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order fluid. Illustrative but arbitrary limits on De  are used for these boundaries.  Since the 
Newtonian and G.N.F. models are purely viscous, with no elasticity, they apply for very 
small De; here we use 3De 10 . The second order fluid is an expansion with respect to 
De. It does not involve shear-thinning, and only captures the terminal viscoelastic regime 
at low De . We therefore choose 2De 10  for the second order fluid. Since the second 
order fluid does not predict shear-thinning, we limit the critical Wi  to be the same as the 
limit of the linear viscoelastic regime. 
Figure 2.4 indicates the four different critical strain amplitudes as a function of De  for 
the corotational Maxwell model and Giesekus model.  For the corotational Maxwell model, 
the lowest critical strain is always determined by the quantity 21 0[ ]e G  , i.e. the relative 
first-harmonic elastic nonlinearity.  The Giesekus model critical strains are more complex. 
At low De  the subdominant elastic nonlinearity is the first to have   relative change, due 
to 1[ ]( )e  .  In other words, 1[ ]( )e   is the strongest relative nonlinearity, and therefore the  
 
Figure 2.3: The general two-dimensional map of nonlinear rheology as a function of strain 
amplitude 0 and De, known as the Pipkin space. The corotational Maxwell model is used for 
the boundaries of the linear viscoelastic and intrinsic nonlinear regi, using the criteria of the first 
observed 0.1% and 10% changes in a linear viscoelastic measure. The corotational Maxwell 
model quantitatively shows strain-induced nonlinearity at high De ( 0 2 15  ) and strain-rate-
induced nonlinearity at low De (Weissenberg number 0Wi 1 15  ).  Some constitutive 
equations are shown within their region of applicability, including Newtonian, Generalized 
Newtonian Fluid (G.N.F.), and Second Order Fluid.  
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critical strain required to observe this nonlinearity is smaller.  At high De  the sub-
dominant viscous nonlinearity appears first indicating that   v1[ ]( ) ( )  is the strongest 
relative nonlinearity. The critical strain amplitude due to 3[ ]( )e   is noteworthy for this 
model, as it does not plateau at high De like the other intrinsic nonlinearities, but instead 
its critical strain amplitude increases with De.  A large critical strain correlates with a small 
nonlinearity.  In this case, the relative nonlinearity 3[ ]( ) ( )e G   decays as De increases.   
In Figure 2.3 the critical strain lines are smooth, based on the corotational Maxwell 
model.  If these lines were instead based on the Giesekus model, a bump would appear near 
De  2.5.  This is shown by the intersecting lower lines in Figure 2.4b where the critical 
strain changes from 1[ ]( ) ( )e G   to 1[ ]( ) ( )  v  at this location. 
 The mapped region of intrinsic nonlinearity (Figure 2.3) frames the limit of 
applicability for the rest of the work here.  We derive the theory of intrinsic material 
functions for LAOS, including LAOStrain and LAOStress. We start with expressions 
based in the time domain (involving Fourier series).  Here the coefficients are well defined, 
and easily calculated with signal processing, but a physical interpretation is not available 
in the time domain.  We therefore derive a representation in the deformation domain 
(involving Chebyshev polynomials of the first kind), and present an interpretation of the 
 
Figure 2.4.  Critical nonlinear strain amplitude in LAOStrain as a function of De for single-mode 
models, (a) corotational Maxwell, and (b) Giesekus model ( 0.3  ).  Shown are the critical strains 
associated with each of the four intrinsic shear nonlinearities of LAOStrain.  The lowermost 
boundaries of the corotational Maxwell model (smallest critical strain amplitude) associated with 
0.1% and 10% changes are used for the boundaries in Figure 2.3. 
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four intrinsic shear nonlinearities in both LAOStrain and LAOStress.  Finally, we 
demonstrate that these four intrinsic nonlinearities can be experimentally measured, using 
a PVA-Borax polymeric hydrogel.  We observe the integer power function expansion, and 
the measures are used to infer molecular and microstructural information about the 
material. 
2.2 Theory 
2.2.1 Time domain LAOStrain 
In LAOStrain, it is common convention [5] to represent the input for the shear strain 
as 
 0( ) sin ,t t      (2.7) 
where 0  is the strain amplitude and   is the imposed frequency. This consequently 
imposes an orthogonal strain rate  
 0( ) cost t       (2.8) 
where 0  is the strain rate amplitude. The resulting shear stress response can be represented 
as a Fourier series [30] 
       0 0 0 0
: odd
; , , sin , cos ,n n
n
t G n t G n t              (2.9) 
where the Fourier moduli 0( , )nG    and 0( , )nG    are functions of input frequency   
and strain amplitude 0 .  The resulting stress signal is assumed to have attained a time-
periodic response, or alternance [2], [27], and is shear symmetric, hence the inclusion of 
only odd-harmonics n in Eq. (2.9) [3]. An alternate representation of the resultant stress 
response is an infinite power series expansion in both strain amplitude and frequency [17], 
[32] 
           0 0
:odd :odd
; , sin cos .
j
j
jn jn
j n
t G n t G n t             (2.10) 
Importantly, the coefficients ( )jnG   and ( )jnG   are only a function of input frequency 
, and all strain-dependence is assumed to originate from the integer power series expansion. 
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In this notation, the linear viscoelastic moduli are represented as 11( ) ( )G G    and 
11( ) ( )G G   .  Since the expansion is with respect to dimensionless strain amplitude, the 
coefficients ( )jnG   and ( )jnG   maintain the dimensions of stress (F/L2), or Pa in SI units. 
Comparing Eq. (2.9) and Eq.(2.10), the Fourier moduli, which are easier to calculate from 
measured data, can be related to the power expansion coefficients as 
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    (2.11) 
In the limit of small amplitude 0 0  , the first-harmonic moduli reduce to the linear 
viscoelastic moduli 1 0( , ) ( )G G      and 1 0( , ) ( )G G    .  
The four 20( )O  terms that produce leading-order nonlinearities at finite 0 . The 
physical interpretation of these four asymptotic nonlinearities is not clear from a time-
domain representation.  A change of coordinate frame from the time domain to the 
deformation domain (Figure 2.5) is performed and appropriate orthogonal polynomials are 
used to define physically-meaningful intrinsic nonlinearities, as detailed in Section 2.2.2. 
In many cases, a viscoelastic material is also characterized by viscosity coefficients. 
For this purpose, a scaling of stress with respect to strain-rate amplitude 0 0    is 
considered. The Fourier coefficients can then be represented as dynamic viscosity 
coefficients  
     0 0 0
: odd
( ) , sin , cos .n n
n
t n t n t             (2.12) 
For this viscous perspective the power function expansion is [2], [33] 
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         0
: odd : odd
( ) sin cos .
j
j
jn jn
j n
t n t n t             (2.13) 
In the expansion with respect to strain-rate, the coefficients ( )jn   and ( )jn   have 
dimensions that depend on the power j. For j=1 the dimension are that of viscosity (F.T/L2), 
or Pa.s in SI units. But in general the dimensions depend on the index j as (F.Tj/L2). Due 
to these peculiar dimensions, the expansion with respect to dimensionless strain amplitude 
0  may be preferred, as in Eq.(2.10). It is for this reason that the strain-amplitude expansion 
will be used in the deformation-domain Chebyshev representation given in the following 
section, for shear strain-controlled LAOS. We will see that for shear stress-controlled 
 
Figure 2.5 LAOStrain response of the Giesekus model ( =0.3) at De=1 and *0 0.6852   chosen 
such that *21 0| [ ] / | 0.1e G   . Representation of the nonlinear response is possible in (a) the time 
domain as periodic waveforms and in (b) the deformation domain as parametric loops; dashed 
and dotted lines are elastic stress ( )e   and viscous stress ( ) v  , respectively.  The 
deformation domain Lissajous curves are more insightful and provide meaningful physical 
interpretations to each kind of nonlinearity depending on their signs and magnitudes whereas this 
information is uninterpretable in the time domain representation. 
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LAOS the expansion is with respect to stress amplitude 0 , and the peculiar dimensions 
are unavoidable for the intrinsic coefficients.  
A general amplitude-agnostic framework has also been proposed for stress 
expansions in the MAOS regime [27], within which framework, asymptotic stress 
coefficients define leading order nonlinearities. Material functions can be defined by 
scaling these stress coefficients by either the strain or strain-rate amplitude. We will use 
the general framework in the forthcoming chapters (Chapters 3-6). 
2.2.2 Deformation domain LAOStrain 
Meaningful interpretation of LAOS nonlinearities comes from a coordinate 
transformation to the deformation domain (Figure 2.5) with time as an internal variable.    
Starting with LAOStrain, we use normalized deformation-domain parameters  
 0( ) sinx t t      (2.14) 
 0( ) cosy t t       (2.15) 
to represent the total stress   as a superposition of elastic stress ( )e   and viscous 
( )v   stresses [34] 
      0, ; , ; , ; , .e vx y x y             (2.16) 
This decomposition is based on the idea that the elastic and viscous stresses are functions 
of instantaneous strain   and strain rate  , respectively.  Thus, the decomposed stresses 
can be represented as single valued functions of strain and strain rate. This interpretation 
of elastic and viscous stress is well-established in the linear viscoelastic regime, and we 
therefore expect it to be well-defined for the asymptotic nonlinear regime as well.  It is 
worth remarking that these decomposed measures are not useful at very large deformations, 
especially for yield stress fluids, in which case local measures of nonlinearities have proven 
useful [35], including for LAOStress [24]. 
The decomposed stresses in Eq.(2.16) can be represented in terms of orthogonal 
Chebyshev polynomials of the first kind [25] 
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      0 0
: odd
; , ,e n n
n
x e T x         (2.17) 
      0 0
: odd
; , ,n n
n
y T y      v v    (2.18) 
where 0( , )ne    and 0( , )n  v  are functions of the LAOS input parameters   and 0 .  
The Chebyshev basis functions  nT x are defined by the recurrence relation [36] 
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 (2.19) 
The third harmonic is the most important for intrinsic (leading order) nonlinearities,
3
3( ) 4 3T x x x  . The Chebyshev coefficients are directly related to the Fourier coefficients 
of Eq.(2.9) and Eq.(2.12) by the relations for n  odd [25] 
 
   ( 1) 2 ( 1) 21 1n nn n n
n
n n
e G
G


     
  v
 (2.20) 
Some interpretations of first- and third-harmonic coefficients were given previously [25]. 
The first-harmonic material functions 1 0 1 0( , ) ( , )e G     and 1 0 1 0( , ) ( , )v       are 
measures of average elasticity and average dissipation, respectively.  They are coefficients 
of a linear basis response, but this basis response is only equivalent to the linear viscoelastic 
response of ( )G   and ( )   in the limit of zero strain amplitude. 
The third-harmonic measures add the basis function 33( ) 4 3T x x x  , and indicate local 
changes and distortion of the decomposed stresses. The coefficients 3 0( , )e    and 
3 0( , )v    determine the leading order convexity of the decomposed elastic and viscous 
stresses, respectively  Adding a positive function 3( )T x  results in curves with positive 
convexity for positive instantaneous strains.  This convexity of the decomposed elastic 
curve may indicate strain-dependent stiffening for 3 0( , ) 0e    , or softening with 
32 
 
3 0( , ) 0e    , whereas for the viscous curve the convexity indicates strain-rate dependent 
thickening    v3 0( ( , ) 0)  or thinning   v3 0( ( , ) 0) [25].  We qualify this interpretation  
below when we interpret the response of Figure 2.5 in terms of the intrinsic Chebyshev 
coefficients. 
We now define low-dimensional intrinsic Chebyshev nonlinearities, using an integer 
power function expansion of 0( , )ne    and 0( , )n  v  with respect to dimensionless strain 
amplitude.  This is similar to Eq.(2.11) which expands the Fourier coefficients 0( , )nG    
and 0( , )nG   .  The leading-order Chebyshev expansion, with the inter-relation to the 
Fourier coefficients, is    
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  (2.21) 
where the elastic coefficients G’(), [e1](), [e3](), and the viscous coefficients ( ), 
v1[ ]( ) and 3[ ]( )v   are functions of only frequency.  
The four nonlinearities of Eq. (2.21) are summarized graphically in Figure 2.6.  The 
nonlinearities are decomposed to show how each independently rotates or bends the 
Lissajous curves and decomposed stress curves.  The first-harmonic nonlinearities each 
cause rotation of the underlying linear basis function (increasing slope for positive values 
of [e1]() and 1[ ]( )v  ). The underlying basis function is linear, but it changes for each 
cyclic loading at increasing strain amplitude–this has been termed inter-cycle nonlinearity 
[25]. Physically, the rotation is interpreted as changes in the average elasticity or viscosity, 
revealed when plotted in the domain of stress versus strain or stress versus strain rate. 
The third-harmonic intrinsic nonlinearities bend and twist the decomposed stress 
response, by adding the third-harmonic basis function 33( ) 4 3T x x x  . This basis function  
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Figure 2.6 Schematic showing possible nonlinear viscoelastic contributions to LAOStrain 
deformation.  Lissajous curves are normalized by strain amplitude 0  and the linear viscoelastic 
stress amplitude 0 . Each intrinsic nonlinearity is shown separately, each contribution 10% 
nonlinearity compared to the linear response.  Positive values are shown for illustration.  Negative 
values of 1[ ]e  and 1[ ]v  would instead rotation the curves clockwise, and negative values of 3[ ]e  
and 3[ ]v  would cause the opposite convexity. 
 
 
Figure 2.7 Flowchart for interpreting intrinsic Chebyshev LAOStrain nonlinearities.  The symbols 
+ and – indicate positive and negative values of the quantity, respectively. 
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represents local deviation from the linear basis function. It tells of the relative differences 
in local nonlinear effects, relative nonlinearities within a single cycle – this has been called 
intra-cycle nonlinearity [25]. The bending and twisting can be described as intra-cycle 
strain-stiffening/softening or intra-cycle rate-thickening/thinning, but an additional 
interpretation is possible. For any non-zero third-harmonic, there will be regions where the 
total response is higher and lower than the linear basis. Sinusoidal oscillations put strain 
and rate-of-strain out of phase, therefore instantaneous relative deviations can be associated 
with either input. By identifying locations where the relative intra-cycle deviation is 
consistent with the average inter-cycle change, one can identify the driving cause of the 
average change.  Figure 2.7 outlines this additional interpretation. 
We now interpret the Giesekus model response shown in Figure 2.5(b) at De=1. At this 
frequency, the chosen strain amplitude ( 0 0.6852  ) resides in the low-dimensional 
intrinsic LAOS regime. The emergence of nonlinearity changes the shape of the elastic and 
viscous decomposed stress curves, which is explained by the signs and magnitudes of the 
intrinsic nonlinearities. The 1[ ]e  nonlinearity dominates in this example (as can be seen 
from the magnitudes in the inset of Figure 2.6). The negative values of  1[ ]e  and 3[ ]e
signify average elastic softening (clockwise rotation) and instantaneous elastic strain 
softening (mild distortion) in the decomposed elastic stress curve. Independently, negative 
1[ ]v  signifies average viscous thinning (clockwise rotation). Positive 3[ ]v  captures 
relative local changes separate from the average; 3[ ] 0v   bends the curve such that relative 
thinning occurs at 0   and relative thickening at 0.    Since the average change is 
thinning, 1[ ] 0v  , we prefer here to interpret 3[ ] 0v   as an indicator of the location of 
relatively more thinning, which is near 0  , or equivalently 0   .   
An important distinction is that Eq.(2.21) does not use a scaling with respect to the 
linear viscoelastic material functions.  Such a scaling is possible, and for example this 
would result in modifying Eq.(2.21) to take the form (for just the first-harmonic elastic 
modulus)   
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     2 411 0 0 0[ ]( ), 1 ( ) .( )
eG G O
G
    
         (2.22) 
The ratio of 1[ ]( ) / ( )e G   is analogous to intrinsic viscosity [ ]( )   of Eq. (1.1).  This is 
certainly a useful quantity as shown in Eq. (1.3). However, this ratio is not suggested as a 
fundamental material function since it would complicate the definition and also include 
numerical errors associated with division involving two measured quantities with finite 
precision error. 
2.2.3 Interrelations with other nonlinear measures 
The four intrinsic material functions can be related to other nonlinear viscoelastic 
measures, including local measures of nonlinearity introduced by [25]. This gives context 
to the intrinsic measures and supports their physical interpretation.  We also give 
interrelations with other notation to facilitate conversion to a common framework, which 
we will do for some published literature results in Chapter 5. 
Local measures of nonlinear viscoelasticity were introduced by [25], showing 
particular locations on Lissajous curves that can be used to define viscoelastic moduli and 
dynamic viscosities.  At the minimum instantaneous strain 0    (equivalent to maximum 
strain rate 0    ), the local slope is a measure of elastic modulus, 
   
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( 1) 2
0
0
, 1 .nM n
dG ne
d 
 
  



       
 
 (2.23) 
A corresponding measure at the largest instantaneous strain 0    (equivalent to 
minimum strain rate 0  )  is also a measure of local elastic modulus 
  
0
0
0
, .L nG e 

   

      

 (2.24) 
In terms of the intrinsic elastic nonlinearities, the various measures of elastic modulus are 
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  (2.25) 
The average measure 1 0( , )G    is influenced only by 1[ ]( )e  , but the local measures 
0( , )MG    and 0( , )LG    are dependent on a combination of 1[ ]( )e   and 3[ ]( )e  , with a 
different sign dependence on 3[ ]( )e   for each.  For finite 3[ ]( )e  , at leading order, the 
average measure 1 0( , )G    will always lie between 0( , )MG     and 0( , )LG   . 
Analogous intrinsic relations can be derived for average viscosity  1 0,   , 
minimum-rate viscosity  0,M   , and large-rate viscosity  0,L   . These are 
functions of intrinsic viscous measures 1[ ]( )v   and 3[ ]( )v   in the same form as Eq.(2.25)
There are several different measures to characterize a nonlinear response to LAOS, but in 
the intrinsic regime only four measures are required. This is the power of the low-
dimensional representation with intrinsic material functions. Deeper into the nonlinear 
regime the 40( )O  and higher terms appear, and the local measures of 0( , )MG   , 
0( , )M   , etc. become of increasing importance. 
Only four intrinsic nonlinearities are required for the shear response, but various 
nomenclature exists to represent them, as discussed in Section 2.1.1.  Below, inter-relations 
are given for converting other nomenclature to the Chebyshev nomenclature here, 1[ ]( ),e 
3[ ]( ),e  1[ ]( ),v 3[ ]( ).v The Chebyshev coefficient representation is preferred as it 
allows for a physical interpretation and is immune to the trigonometric reference of the 
input which can cause ambiguous signs of higher-harmonic Fourier coefficients [5]. 
Previous work has represented intrinsic nonlinearities in the time-domain, with either the 
elastic or viscous scaling (Eq.(2.10) or Eq.(2.13)). To convert these results from the Fourier 
representation to the Chebyshev representation, we use the inter-relation of Eq.(2.20) and 
compare coefficients of the power function expansions, from Eq.(2.10), Eq.(2.13), and 
Eq.(2.21).  The relation is 
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The conversions result in sign changes (to change from the time-domain to the 
deformation-domain), and factors of   which occur for two reasons.  First, because the 
viscous Chebyshev coefficients  1 0( , )v  and 3 0( , )v    are defined by a shear-rate 
scaling, giving the coefficients dimensions of viscosity.  Second, the intrinsic coefficients 
1[ ]( )v   and 3[ ]( )v   also have dimensions of viscosity since the power function 
expansion is still with respect to the dimensionless strain amplitude 0 , Eq. (2.21).   
Although four independent intrinsic nonlinearities exist, some studies have chosen to 
combine the third harmonic terms into a lumped measure [22]. In this case the relative 
intensity of the third harmonic is normalized by the first harmonic, 3/1 3 1I I I . Based on 
intrinsic regime scaling, a nonlinear coefficient is defined as 20 3/1 0( , ) /Q I   . In the 
asymptotic limit of small strain amplitudes, or intrinsic LAOS, it is possible to obtain 
0
0 00
( ) lim ( , )Q Q   . Using our notations, we rewrite this lumped intrinsic measure as 
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v
 (2.27) 
Such lumped parameters are intrinsic, and can be useful, but they omit first-harmonic 
nonlinearities, combine the elastic and viscous third-harmonic measures, and remove the 
sign information.  The significance of signs and magnitudes of asymptotic nonlinearities is 
shown in Chapters 4, 5 and 6 where the signatures are used to contrast and compare 
between constitutive models, and also compare with experimental fingerprints.  
Translating nomenclature is more important for LAOStrain than LAOStress.  This is 
because asymptotic analytical solutions are available for LAOStrain in the literature, and 
some notation has been introduced which can be converted to the deformation-domain 
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framework. For LAOStress, no analytical asymptotic solutions have been published to 
date, and we are unaware of any intrinsic regime notation.  We define this in the next 
section. 
2.2.4 Theory for LAOStress 
Here, a framework and notation is introduced for interpretation of LAOStress.  
Choosing the right form to represent the input stress is vital [5], requiring that the input 
signal be defined as 
 0( ) cos .t t     (2.28) 
The strain and strain rate response can be represented as 
     0 0 0 0
: odd
( ) ( , ) , cos , sinn n
n
t J n t J n t                (2.29) 
     0 0 0
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t n t n t               (2.30) 
where nJ , nJ  are compliances and n , n are fluidities. The term 0( , )    represents the 
zeroth harmonic accounting for the possibility of the output strain signal not being centered 
about zero. An alternate series expansion of the resulting strain in the powers of stress 
amplitude and frequency is 
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which can be expanded as  
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  (2.32) 
where the linear viscoelastic compliances are 11( ) ( )J J    and 11( ) ( )J J   . A 
relation between the Fourier moduli and the power expansion coefficients can be obtained 
by comparing Eq.(2.29) and Eq.(2.32)  
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The first-harmonic measures again represent a cyclic average, but physical interpretations 
for the third-harmonic measures are not yet apparent.  For the same reasons stated earlier, 
a switch is made to the deformation domain framework to introduce a Chebyshev 
representation [25] through a harmonic stress input ( )t  made dimensionless as   
 
0
( ) .tz    (2.34) 
The resulting strain response is decomposed into apparent elastic and viscous components, 
 ( ) ( )e      v   (2.35) 
which can be rewritten in a viscous perspective in terms of strain rate as 
 ( ) ( ).e      v     (2.36) 
The elastic and viscous decompositions result from the idea that the elastic strain and 
viscous strain-rate are both instantaneous functions of stress. The Chebyshev 
representation follows as 
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where nc  stands for compliances and nf  stands for fluidities. As is the case in LAOStrain 
control, a direct relationship can be identified between the Fourier and Chebyshev 
coefficients 
 
.
n n
n n
c J
f n J

   (2.38) 
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The leading-order Chebyshev expansion, with the inter-relation to the Fourier coefficients, 
is    
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where the intrinsic compliances and fluidities are a function of frequency only. The signs 
are conveniently all positive in this inter-relation, resulting from the choice of a cosine 
input in Eq.(2.28) rather than a sine input to define the Fourier coefficients [5]. 
The dimensions of the orthogonal Chebyshev coefficients 0( , )nc    are compliance 
(L2/F) or 1/Pa in SI, but the intrinsic compliance coefficients 1[ ]( )c   and 3[ ]( )c   have 
dimensions (L6/F3) due to the power function expansion with respect to stress amplitude 
0 .  There is a similar difference between the dimensions of the orthogonal Chebyshev 
coefficients 0( , )nf    which have dimensions of fluidity, or inverse viscosity L2/(FT), and 
the intrinsic fluidities 1[ ]( )f   and 3[ ]( )f   having dimensions of L6/(F3T).  Such 
cumbersome dimensions are not uncommon for intrinsic measures, e.g. when intrinsic 
viscosity [ ]  is defined from an expansion with respect to concentration, rather than volume 
fraction. 
The first-harmonic material functions 1[ ]( )c   and 1[ ]( )f    encode the average changes 
of compliance and fluidity as the stress amplitude is increased.  As with LAOStrain, these 
LAOStress measures cause rotation of Lissajous curves (positive is counterclockwise, 
negative is clockwise).The intrinsic third-harmonics 3[ ]( )c   and 3[ ]( )f   represent relative 
nonlinearities within a cycle, as a function of the input stress.  Adding a positive third-
harmonic basis function 3( )T z  will at high stress cause relatively higher compliance (or 
fluidity), and at low stress relatively lower compliance (or fluidity). The local changes 
(intracycle nonlinearities) should be interpreted in the context of the average changes, as 
indicated by 1[ ]( )c   and 1[ ]( )f  . 
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There is an important difference here between LAOStress and LAOStrain. In 
LAOStrain the elastic response is referenced to strain and viscous response to strain-rate, 
Eq.(2.17)-(2.18). In LAOStress, there is only one input to reference, the stress , as shown 
in Eq.(2.37). Moreover, stress is an absolute reference input. Zero stress and maximum 
stress are clearly defined, in contrast to the strain-input which can be reset by yielding 
events and confuse the interpretation of local responses as “zero strain”. In this way, 
LAOStress is perhaps easier to interpret than LAOStrain. 
For both LAOStrain and LAOStress, the low-dimensional description of the intrinsic 
regime is based on the assumption of a power-function expansion of the response.  A subtle 
point is that an integer expansion has been assumed, and this is the case for all known prior 
work in this area.  Such integer expansions may be insufficient for some rheological 
responses and non-integer power expansions may be required. 
2.3 Experiments  
Rheological measurements were performed using a separated motor-transducer ARES-
G2 rotational rheometer (TA Instruments). Strain controlled LAOS tests are performed on 
a transiently crosslinked PVA-Borax system. A cone-plate geometry with a cone diameter 
of 50 mm was used for these tests.  Constant amplitude frequency sweeps are performed 
to identify a plateau modulus and a steady shear viscosity. Constant frequency strain 
amplitude sweeps are then performed and frequency dependent intrinsic shear material 
functions are extracted from the visibly nonlinear response. The intrinsic rheological 
fingerprints (in terms of the four nonlinearities) of the PVA-Borax are presented as a 
function of frequency. 
2.3.1 Materials and methods 
A mixture of Poly-vinyl alcohol (PVA) and Sodium tetra borate (Borax) was chosen 
for rheometric measurements. The mechanism behind the formation of this mixture is 
popularly called a di-diol complexation reaction, where ion-assisted thermoreversible 
crosslinks occur between the two diol units of PVA and one borate ion [37]–[40] (see  
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Figure 2.8). The choice of this system is motivated by its simplicity and effectiveness, in-
as-much as it shows a single relaxation behavior [38] and simultaneously shows nonlinear 
signatures under LAOS.  
The mixture preparation protocol was as follows. 99% hydrolyzed PVA with 
average molecular weight (Mw) ranging from 85,000 – 110,000 was obtained from Sigma 
Aldrich Chemical Company in granulated form and was dissolved in deionized water to 
form a 4% stock solution. The dissolution was carried out in two stages: first by dispersing 
PVA in water by stirring at room temperature and then by continuous stirring at a 
temperature of o95  C  for about 2 hours until a homogeneous transparent solution was 
obtained. The Borax sample, obtained in granulated form from Sigma Aldrich Chemical 
Company was also mixed under similar conditions to form a 4% stock solution. The 
container used for stirring was covered with a thin layer of plastic film to prevent 
evaporation losses. The two solutions were then allowed to cool under ambient conditions. 
For this PVA concentration (c=2.75 wt.%), prior to being cross-linked with borax 
we calculate / * 10c c  , where c* is the PVA overlap concentration in water (a good 
solvent for PVA) (see Appendix A for this calculation). At this value, PVA chains are at 
the crossover of being entangled, suggested by theoretical requirements that c/c*~4-30 for 
linear polymer chains to be entangled in their good solvents [41]. We measure the linear 
viscoelasticity of aqueous 2.75% PVA in oscillatory shear and find the linear viscoelastic 
Figure 2.8 PVA-Borax reacts in two stages a) monodiol complexation reaction with a borate ion 
b) crosslink reaction (di-diol reaction) 
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Figure 2.10 Temperature dependent linear viscoelastic properties of 2.75wt. % PVA crosslinked 
by 1.25 wt.% borax. (a) Large frequency plateau modulus shows weak dependence with 
temperature, (b) steady shear viscosity η0, and (c) characteristic time scale λ0 decrease with 
temperature (Inset in (c) semi-log plot to show an order of magnitude decrease of λ0 with 
temperature). 
 
 
Figure 2.9. Linear viscoelasticity of 2.75% aqueous PVA solution shows very small measurable 
moduli, characteristic of an unentangled state of polymer chains in solution. Data at 0=5%. 
Measurements to the right of the dashed line are affected by instrument rotational inertia and 
should be ignored. Sample inertia limit is also shown, and corresponds to viscoelastic wave 
propagation affecting measurements. 
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moduli are extremely low ~O(0.1) Pa (see Figure 2.9). Such small values of viscoelastic 
moduli are consistent with an unentangled or very weakly entangled state for the polymer 
chains in solution. However, both intra- and inter-molecular interactions are present for 
this semi-dilute polymer solution.  
For a space spanning PVA-Borax network formed using this concentration of PVA 
(2.75 wt.%), one should expect the primary contribution to the elastic modulus  G   to 
be from borate mediated intermolecular crosslinking of polymer chains [42]. These 
temporary physical crosslinks are thermo-reversible in nature, and affect the elasticity and 
stress relaxation in the network. Temperature dependent properties of the 2.75 wt. % PVA 
and 1.25 wt. % borax network are shown in Figure 2.10. The characteristic shear viscosity 
η0 and relaxation time λ0 both show strong temperature dependence and the common trend 
of decreasing with heating as expected due to reduced segmental friction and weaker 
physical crosslinks. The high frequency plateau modulus G0 shows a relatively weak 
temperature dependence, and thus may be influenced by both entropic and enthalpic 
effects.  
Measurements were performed with a separated-motor-transducer rotational rheometer 
(ARES-G2, TA Instruments) using a cone-plate geometry to impose a homogeneous strain 
field.  A large cone radius (50 mm, 0.04 rad) was chosen for better torque sensitivity at 
lower input strains which assisted in accurate extraction of nonlinearities. To avoid shear 
heating of the sample, experiments were carried out at a temperature of 250C maintained 
by Peltier system in the lower plate.  The sample was uniformly coated with mineral oil 
around its periphery. This layer of mineral oil acts as a barrier between the sample and the 
external atmosphere and prevents evaporation losses in the course of the test. 
     The prepared sample of PVA/Borax (stored in a graduated test tube) was poured onto 
the temperature controlled bottom plate to form a round puddle.  The upper geometry was 
then lowered at a rate limited by the normal reaction force that the sample generated as it 
was being deformed. The cap on this limiting normal force was set to a bare minimum (0.3 
N) to prevent damage to the sample and the sensitive instrument transducer as the upper 
geometry squeezed the material. Care was also taken to confine the puddle to the center of 
the plate so that the material spread out uniformly and completely occupied the gap before  
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the test was executed.  After lowering the geometry, excess sample was trimmed to match 
the sample radius to the cone radius and mineral oil applied to the outer edge. To be sure 
that LAOS tests were run on a completely relaxed sample, the axial force of the loaded 
sample was allowed to relax to a constant value over a zero strain stress relaxation test for 
2700 seconds.  
2.3.2 Linear Viscoelasticity 
To identify the linear viscoelastic (SAOS) regime, strain amplitude sweeps were 
carried out starting from 0 0.1%   to 0 100%   at a fixed frequency of 1   rad/s. 
Reverse amplitude sweeps were subsequently performed to check for reversibility. Figure 
2.11 shows the strain amplitude sweeps and overlapping data points in forward and reverse 
amplitude sweeps confirm strain-reversibility. The response is linear up to 0 ~ 1% , 
beyond which slight deviations are observed from a linear behavior.  
A strain amplitude of 0 0.1%   (from the linear viscoelastic SAOS regime) was 
chosen for the oscillation frequency sweep. The frequency-dependent linear viscoelastic 
measures  G   and     are shown in Figure 2.12(a), (b). The plateau modulus G0  can 
be extracted at large frequency, identified here by fitting a constant function to the data  
 
Figure 2.11 Forward (open circles) and reverse (filled circles) amplitude sweep on the PVA-Borax 
system. A linear viscoelastic region can be assumed till a 0 1%  . Overlapping data points 
confirm strain-reversibility. 
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points in  G   that approach a plateau. This fit results in G0=154613 Pa. In the small  
frequency limit, the viscous measure η’() approaches a constant, and a steady shear 
viscosity η0 can be identically fit to this plateau, resulting in η0=74512 Pa.s. These fits 
define the single mode Maxwell parameters G0 and η0, that can be used to calculate the 
Maxwell timescale 00 0 0.48 G s
   . We will use G0 and η0 to normalize asymptotic elastic 
and viscous nonlinearities.  
2.3.3 Asymptotic nonlinearities of PVA-Borax  
LAOStrain tests were constant frequency strain-amplitude sweeps with 5 points per 
decade of strain amplitude ranging from 0.1% to 250% . The raw transient data of the stress 
response waveforms were analyzed using the FT-Rheology package in TRIOS software 
(TA Instruments) which calculates the Fourier moduli and Chebyshev coefficients. Figure 
2.13 shows the strain amplitude dependence of the absolute values of the first- and third-
harmonic elastic and viscous nonlinearities, from Eq. (2.21).  A power law scaling behavior 
2
0~   is observed for the absolute values of the first and third harmonic nonlinearities.  
Asymptotic nonlinearities are first observable when they rise above the 
measurement resolution. The lower limit of resolution depends on the torque resolution for 
this case (since deformations are easily controlled for the range of strain amplitudes in 
Figure 2.13). The lower limit of torque resolution, or the torque noise floor Tnoise, is used 
to help fit the asymptotically-nonlinear response [43].   
 
Figure 2.12  Linear viscoelastic moduli of PVA-Borax determine the two linear parameters in the 
extreme limits of frequency, identified from fits to be G0=1546±13 Pa and η0=G0λ0=745±12 Pa.s. 
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 Here we consider the noise floor when extracting each of the intrinsic 
nonlinearities.  For example with the measured third-harmonic stress component that is in 
phase with the strain input, we anticipate asymptotic scaling of  
            3 50 3 0 0 3 0, [ ] ( )noisee F T e       O                                              (2.40) 
where F  is the geometry factor to convert torque to stress. For the cone geometry 
 33 / 2F R  . A form analogous to Eq. (2.40) is used for other intrinsic nonlinear 
deviations. Tnoise was a free parameter in the fits, approximately found to be Tnoise1 N.m.  
As an example, for the  = 1 rad/s rad/s data of Figure 2.13, we fit for the e3(0,) 
signal Tnoise0.917 N.m and for the v3(0,) signal Tnoise2.69  N.m. We use the Tnoise 
concept to help visualize the data in Figure 2.13; if the torque amplitude associated with 
the measured quantity is less than 3 N.m, the symbols are made less prominent by lighter 
shading/coloring. 
We identify the asymptotically-nonlinear material functions for a range of 
frequency.  Figure 2.14 shows the frequency-dependent fingerprint of all four intrinsic 
nonlinearities of the PVA-Borax system.  Compared to the corotational Maxwell (CM) 
model fingerprint (Figure 2.2), there is a remarkable similarity in the shapes and even the 
 
 
Figure 2.13 LAOStrain amplitude sweep showing the 20  scaling of all four intrinsic nonlinearities 
for the PVA-Borax system at  =1 rad/s. The fit lines for [e3]()  and [v3]() include a torque noise 
floor in the form of Eq.(2.40). Data points in the noise floor have modified symbol color (less color 
saturation), on the condition that the associated torque amplitude is less than 3N.m.  
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Figure 2.14  Asymptotically-nonlinear fingerprints of PVA-Borax (open symbols for negative
values). Observed frequency scaling for each measure is indicated, and later justified (see Chapter
4). Error bars represent uncertainties in normalization of the four nonlinearities with linear metrics
G0 and  η0. Insets within each plot show sign changes on linear ordinate axes.  
normalized magnitudes (Figure 2.14), however all of the signs are opposite to that of the 
CM model.  The CM model does not include a nonlinear parameter with which to change 
this sign dependence – in fact there is no nonlinear parameter at all in the model, and all of 
the nonlinearities come from the corotational derivative operator.   
2.4 Interpretation of PVA-Borax fingerprints  
Regarding similarities to the CM model, the elastic measures [e1]() and [e3]() 
seem to plateau for De 1  . The material function 3[ ]( )v   also has similarities in 
shape between PVA-Borax and the CM model, including the location of the zero-crossing 
for 1  . The striking contrast to the CM model is the shift in signs of all of the four 
intrinsic nonlinearities. For the experimental measurement, the first harmonic measures are 
always positive, indicating elastic stiffening and viscous thickening of the average 
viscoelastic response. The signature of [e1]()>0 and [v1]() is related to Type II behavior 
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of LAOS, defined by [44], who also demonstrated this with a PVA-Borax system, at a 
single frequency. We see that this Type II LAOS behavior occurs across the entire 
frequency range shown in Figure 2.14. These first-harmonic intrinsic measures represent 
the inter-cycle nonlinearity as strain amplitude increases, causing counter-clockwise 
rotation of both the viscous and elastic Lissajous curves. 
It is noteworthy that average viscous shear-thickening, [v1]()>0, is the asymptotic 
nonlinearity across the entire range of frequency of Figure 2.14, even for 1  . This 
may be related to shear-induced increase of physical associations. Similarly, average elastic 
stiffening, [e1]>0, is observed for the entire range of frequency. Such stiffening at 1   
may come from inherent elastic nonlinearities of the polymers, non-affine deformation, or 
geometric nonlinearities of the evolving network. The fact that elastic stiffening persists 
for 1  , when the network has ample time to relax, suggests that the elastic stiffening 
is mostly likely due to inherent nonlinear elasticity of the polymeric chains. These first-
harmonic nonlinearities give the average inter-cycle nonlinearity, but further insight comes 
from the third-harmonics, which we use to interpret whether it is large strain or strain-rate 
that induces the nonlinearity as a function of frequency. 
The third harmonic measures change sign as a function of frequency. Such a 
signature would be lost with any lumped measure of the third-harmonic intensity.  Intrinsic 
third harmonics indicate the instantaneous location of developing nonlinearities, and can 
be interpreted in the context of the average changes due to [e1]() and [v1]().  Regarding 
elasticity of the material, [e1]()>0 indicates average stiffening for all frequencies.  One 
can then ask, “At what instantaneous deformations does relative stiffening occur, compared 
to the linear basis?” The answer is found in [e3](). At high frequency, [e3]()>0, 
indicating  positive concavity and a stiffer response at the largest instantaneous strains.  At 
these frequencies, stiffening occurs on average, and specifically at large instantaneous 
strains.  In contrast, at low frequency we see [e3]()<0, which gives negative concavity of 
the elastic stress curve. This can be called strain-softening because the material is softer at 
the largest instantaneous strains, and comparatively stiffer at the smallest strains compared 
to the linear basis. Interpreted in the context of average stiffening ([e1]()>0), negative 
concavity ([e3]()<0) suggests that stiffening occurs at the smallest instantaneous strains, 
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or equivalently, at the largest instantaneous strain rate (since 0      at 0  ).  Following 
the flowchart of Figure 2.7, we observe at low frequencies “average elastic stiffening 
driven by large instantaneous rates-of-strain.”  
We see that at low frequency the elastic nonlinearity is caused by large rates of 
deformation, whereas at high frequency it is caused by large strains. This onset of 
nonlinearity is consistent with the Pipkin diagram of Figure 2.3, for which strain-rate (Wi) 
induces nonlinearity at low frequency, De 1 , where strain amplitude 0 induces 
nonlinearity at high frequency ( De 1 ).  The viscous nonlinearities are driven in the same 
way. Average thickening occurs for the entire range of frequency. At small frequency, 
De 0.1  , the thickening occurs locally at the largest instantaneous strain rates, since 
[v3]()>0. At higher frequency, De 0.1  , the instantaneous location of viscous 
thickening is the opposite, since [v3]() change sign. In this high frequency regime, 
thickening occurs at the minimum instantaneous strain-rate, [v3]()<0, or equivalently the 
largest instantaneous strains, since 0    at 0  . 
It is unclear if these trends of critical Wi and critical 0 are general for all 
viscoelastic fluids, experimentally or from constitutive models. To answer these questions, 
we will survey the existing landscape of constitutive models and create a library of 
asymptotically-nonlinear rheological fingerprints (Chapter 5). We will show unique 
intrinsic signatures for different constitutive models.  In this way experimental fingerprints, 
such as Figure 2.14, can be compared to the available library to identify appropriate 
constitutive models and infer composition and morphology from structure-property 
relations with intrinsic viscoelasticity (Chapter 6). 
2.5 Conclusions 
Material functions are the starting point for understanding rheologically complex 
materials. In this chapter, we have defined and interpreted low-dimensional asymptotic 
material functions for nonlinear viscoelasticity with oscillatory simple shear (both shear 
stress-control and shear strain-control). These are descriptive rheological material 
functions for homogeneous simple shear deformation. They are not predictive constitutive 
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model parameters in themselves, but a universal language for describing a material 
response in a way that is independent of a specific model or the class of material. These 
intrinsic measures are akin to linear viscoelastic moduli, because they are independent of 
strain-amplitude and only functions of frequency (or Deborah number).  They can be used 
to describe any nonlinear viscoelastic fluid or solid that is amenable to such 
characterization.  
Asymptotically-nonlinear oscillatory shear characterization allows us to 
conceptually decouple elastic and viscous nonlinearities and give firm interpretation to the 
nonlinearities.  Intrinsic measures, as with any asymptotic description, may not adequately 
describe a material response at very large deformations. For such very large amplitude 
oscillatory shear, it seems that the best physical interpretations have come from a 
combination of average measures (
1 1,G   or 1 1,J   ) and local measures (that are a function 
of all higher harmonics) such as the instantaneous moduli ,M LG G    or compliances ,M LJ J    
[5], [24] and the sequence of physical processes and other instantaneously defined 
measures [35], [45]. 
The number of parameters for characterization grows without bound in the fully 
nonlinear rheological regime. This is true when represented as a superposition of basis 
functions (e.g. Fourier or Chebyshev series), and also when represented by locally defined 
measures such as the sequence of physical processes (SPP) which includes the recently-
defined time-dependent dynamic moduli 0( ; , )R t     and 0( ; , )R t    [35], [45].  For 
the SPP to fully describe the response, information is required at every time step throughout 
the cycle, even in the linear viscoelastic regime; it is a high-dimensional representation that 
depends on the size of the time steps. We do not consider an expansion of 0( ; , )R t     
and 0( ; , )R t    because they currently suffer from reporting elasticity with a generalized 
Newtonian fluid constitutive model [45]. In our work here, we asymptotically expand from 
the standard linear viscoelastic moduli and compliances, using appropriate basis functions, 
which allows for a physically meaningful, complete, and low-dimensional description of 
the nonlinear shear response using two linear and four nonlinear parameters. In the 
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asymptotic intrinsic regime, the Chebyshev coefficient sign interpretations are robust, and 
the use of basis states is natural, just it is with the linear viscoelastic regime.   
The power of intrinsic nonlinearities is this complete representation in a regime that 
probes nonlinearity, but is potentially an easier ground for developing structure-rheology 
models to connect rheological signatures with the molecular-, nano-, and micro-scale 
features of materials (see Chapter 6). Additionally, the asymptotic nonlinear measures can 
be more confidently interpreted based on the stress decomposition [34] and strain 
decomposition [5], [24]. Experimentally, intrinsic measures require high precision and fine 
resolution at the limits of low torque (or force) and displacement. These asymptotic 
changes, while challenging to measure, are becoming realizable with advances in 
rheometer technology and are excellent for avoiding experimental artifacts that are 
common at very large deformations, including edge fracture, wall slip, and non-ideal 
kinematics in general. 
We also present the first measurement of all four frequency-dependent intrinsic 
material functions in LAOStrain.  The particular material example we chose (PVA-Borax) 
was approximately described by a single-mode Maxwell model in the linear viscoelastic 
regime. The observed asymptotic scaling of the leading order nonlinearities scaled as 20 , 
as expected from a simple integer expansion[17]. A more general non-integer expansion is 
available (see Chapter 3 and [46]), but this was not required for the experimental 
observations here. 
The measured intrinsic nonlinearities had a similar functional shape to those of the 
corotational Maxwell (CM) model, but a striking difference was the change in signs of all 
the intrinsic measures. For example, our material showed stiffening and thickening where 
the CM model shows softening and thinning.  There is no adjustable parameter in the CM 
model to change the sign of its response to match our experimental observations.  Chapter 
5 will show asymptotically-nonlinear rheological fingerprints of various models, and 
Chapter 6 will illustrate model development that can match the experimental response in 
Figure 2.14.   
The potential of intrinsic LAOS measurements is starting to be realized. Recent 
studies have focused only on a single metric based on the magnitude of the lumped third-
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harmonic intrinsic nonlinearity.  Even with the limitation of a lumped parameter, there has 
been success in identifying constitutive model parameters [27] and molecular topology 
[22]. Advanced measurement technology combined with the theoretical interpretation of 
all four intrinsic nonlinearities, including signs, will help to develop this field and expand 
available low-dimensional material functions. All of these aspects will addressed in this 
thesis. Exact corrections will be derived for parallel plate measurements of asymptotic 
LAOS measures (Chapter 3), universal terminal regime predictions will be derived 
(Chapter 4), a library of low-dimensional nonlinear rheology fingerprints will be developed 
for nonlinear constitutive models (Chapter 5), and structure-property relationships will be 
enabled using this framework (Chapter 6).  
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Chapter 3 
 
Single-point parallel disk correction for  
asymptotically-nonlinear oscillatory shear†Equation Chapter (Next) Section 1 
Equation Chapter 3 Section 1 
3.1 Introduction 
Parallel disk rotational rheometry has several advantages over a cone-plate setup. 
A plate-plate combination allows an adjustable gap height, a feature useful for loading stiff 
viscoelastic samples and irreversible gels prone to compressional fracture in the confines 
of a cone-plate setup. Additionally, the homogeneous gap in a parallel disk setup can ensure 
the material satisfies the continuum assumption at all radial locations, whereas a cone-plate 
geometry has a small truncated center point gap typically on the order of tens of 
micrometers, which risks violation of the continuum hypothesis for some structured 
materials. A parallel disk geometry is indispensable for such materials, including fiber 
filled polymers [1], cross-linked gel networks [2], biopolymer networks [3], particle 
suspensions [4], [5] and emulsions [6]. 
Despite the advantages, a parallel disk fixture suffers from a major drawback: it 
imposes a radially inhomogeneous strain field that results in a radially inhomogeneous 
stress field. Thus, the calculation of true (edge) shear stress from the total torque is not 
always direct. An apparent edge stress can still be defined by a linear mapping to the total 
torque (details in Section II), but this simplest calculation gives incorrect “apparent” 
nonlinear properties for the parallel-disk geometry. Figure 3.1 shows the measurement 
discrepancy between cone-plate and the apparent parallel-disk measurements in large-
amplitude oscillatory shear (LAOS) (experimental details in Section 3.3). In Figure 3.1, 
and in general, apparent parallel disk measurements in LAOS tend to soften the  
                                                            
†Reprinted with permission from: N.A. Bharadwaj and R.H. Ewoldt, “Single point parallel disk correction 
for asymptotically-nonlinear oscillatory shear,” Rheol. Acta (2013) 
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nonlinearities, smoothing out the linear-to-nonlinear transition, and apparent nonlinear 
measures therefore have lower magnitudes with parallel disks [5], [7]. This occurs because 
part of the sample will always be in the linear regime (due to smaller strains at sufficiently 
small radial position), in contrast to the nearly homogeneous strain field with a cone-plate 
geometry.  
The true stress in parallel-disk measurements requires correction, and involves 
partial derivatives of the torque response from one test to another. For steady flow 
measurements, corrections involve partial derivatives of the apparent steady flow stress 
with respect to the strain-rate [8]. The derivative calculation can be cumbersome with data 
processing and amplify experimental noise, so there have been various efforts to regularize 
[9] or make single-point approximate corrections [10]–[12]. The exact and approximate 
corrections are therefore useful for steady shear. Similar exact and approximate corrections 
have been used for time-dependent viscoelastic characterization protocols. 
 
Figure 3.1 Amplitude sweeps on cis 1,4-polyisoprene at ω=1 rad/s. (a), (b). Apparent nonlinear 
moduli from parallel disk measurements (squares) exhibit weaker nonlinearities compared to the 
true moduli from cone-plate measurements (triangles). (c), (d) A3, B3 are apparent stress 
coefficients defined by Eq. (3.8). Both show a 30  scaling in the MAOS regime, with cone stresses 
being 50% larger. Open symbols represent negative values. The low-torque limit is calculated 
from Eq. (3.30) using Tmin=0.05 µNm.  
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For strain-controlled large-amplitude oscillatory shear (LAOS) (a recent review is 
given by [13]), quantitative parallel disk corrections are available. Phan-Thien et al. [14] 
identified a general correction that is always true; successful implementation requires 
calculation of partial derivatives with respect to strain amplitude, requiring multiple cycles 
of oscillation strain which is non-trivial. Ng et al. [2] (see their supplemental information) 
gave additional details of the general LAOS correction, demonstrated implementation with 
real data of a gluten network, and discussed the implications of using (or not using) such a 
correction.  The numerical evaluation of the partial derivative invariably suffers from 
numerical noise. Fahimi et al. [3] simplified the calculation by representing the apparent 
stress waveform as a Fourier series, and computed the derivatives of the Fourier 
components rather than the derivatives of the waveforms. These available corrections 
support LAOS experiments with parallel disk fixtures, but all require numerical 
differentiation of digital signals as a function of changing the input strain amplitude.   
In this chapter, we derive a general single-point correction (no numerical 
derivatives required) for parallel disk measurements of the four asymptotically-nonlinear 
shear stress components (and material functions). The correction for the apparent shear 
stress is based on the key idea that the strain amplitude scaling is constant throughout this 
so-called medium-amplitude oscillatory shear (MAOS) regime.  
Related corrections have been previously derived in the MAOS regime, but only 
for the third-harmonic torque intensity [15]; they have been neither derived nor 
implemented for all four asymptotically-nonlinear shear stress material functions 
(involving first-harmonic deviations and third-harmonic appearances). Furthermore, 
previous corrections have assumed a cubic strain amplitude scaling for the asymptotically-
nonlinear shear stress deviation from linearity [15],[16]. Our theoretical results will 
acknowledge the possibility of a variable power expansion of strain amplitude scaling for 
the shear stress in MAOS, which may be required as suggested by some rheological 
constitutive models [17] . 
After deriving the theoretical corrections (Section 3.2), we demonstrate their use 
with experimental data (Section 3.3). We show that the equations properly match 
experimental MAOS measurements taken with both cone-plate and parallel disk 
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geometries on an entangled polymer melt. The correspondence is convincingly 
demonstrated with all four shear stress material functions in MAOS over a range of 
frequencies (Section 3.3).  
3.2 Theory 
          For unsteady strain-controlled shearing on a rotational rheometer, the control 
variable is a time-dependent angular displacement  t . The resulting strain of interest  t  
is calculated using a strain-conversion factor F  as 
    t F t    (3.1) 
where ideal conditions are assumed, such as no slip at the boundary, no secondary flow, 
and no viscoelastic waves – for a review of these experimental challenges see [18].  For a 
cone-plate setup with a linearly varying gap height  h r , this conversion factor is a 
constant  ,c tanrh rF   , where   is the cone angle [8]. The strain field in a cone-plate 
setup is thus radially homogeneous. On the contrary, a parallel disk setup with a constant 
gap height h results in a radially-dependent strain-conversion factor ,p ,rhF   and therefore 
a linearly varying heterogeneous strain field. It is useful to work with the rim shear strain 
 R t  at the edge of the disk having radius R 
     .R Rt th    (3.2) 
Practitioners typically use this variable for strain associated calculations [8]. 
The response to an imposed displacement (Eq. (3.1)) is a torque  T t  measured 
by the rheometer transducer. The measured torque can be directly mapped to an apparent 
shear stress using geometry-specific stress conversion factors 
    c ,c ,t F T t    (3.3) 
    p ,p ,t F T t    (3.4) 
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where the subscripts c and p stand for the cone and parallel disk fixtures respectively. The 
stresses are apparent as they are not measured directly, and their calculation from torque 
measurements requires assumptions which are sometimes violated (such as accurate 
sample volume loading, negligible viscoelastic waves in the sample, no surface tension 
forces, and no free surface effects – for a review of these experimental challenges see 
(Ewoldt et al. 2015)). For a cone-plate setup with a homogeneous strain field distribution, 
the stress response is independent of the radial position, and it can be shown that 
3
3
,c 2
.
R
F  On the other hand, the simplest conversion for a parallel-disk fixture, Eq.(3.4) 
requires the assumption of a linear stress response to the imposed strain, resulting in an 
apparent plate shear stress (subscript p) at the rim  
    p 32 .t T tR    (3.5) 
Corrections to Eq. (3.5) have been provided by [3], [14], [19] with additional contributions 
from terms involving partial strain derivatives of the measured torque. These corrections 
resemble the Rabinowitsch correction in capillary rheometry [8].  
In this work, we are interested specifically in oscillatory characterization. For 
sinusoidal strain excitations at amplitude 0  and frequency ,  the input shear strain 
waveform is conventionally given by (following  [20]) 
   0 sin .t t     (3.6) 
A linear stress response is elicited at small deformation amplitudes, and the protocol is 
called small amplitude oscillatory shear (SAOS). Parallel disk measurements in SAOS 
require no correction and Eq. (3.5) gives the true shear stress (if all other assumptions are 
valid). On the other extreme of large-amplitude oscillatory shear (LAOS), large 
deformations invoke a nonlinear stress response. In LAOS, parallel disk measurements 
involve a heterogeneous stress field for which Eq. (3.5) gives an apparent (and not a true) 
stress response.  
In the same spirit as earlier proposed corrections, [2] provided corrections for the 
apparent edge shear stress measured with a parallel disk fixture in LAOS. Their corrected 
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stress (subscript p-corr) involves contributions from terms involving partial strain 
(amplitude) derivatives of the measured torque  0; ,T t    at a fixed cycle time t and fixed 
frequency  
      00p-corr 0 03
0
; ,2 3; , ; , .
4 4
T t
t T t
R
      
    
  (3.7) 
[2] implemented Eq. (3.7) to good effect on LAOS data from gluten gels, but this correction 
required multiple oscillations at different strains for a numerical evaluation of the partial 
derivative. Such numerical derivative calculations will always suffer from experimental 
noise. This can be avoided in the limit of asymptotically-nonlinear shear stress (or medium 
amplitude oscillatory shear (MAOS)), where the derivatives are typically known and are 
constants, thus allowing for single-point corrections for the apparent stress. We now derive 
the single point correction for asymptotically-nonlinear stress coefficients and material 
functions of MAOS. 
For an input shear strain given by Eq. (3.6), the resulting time-periodic, shear-
symmetric and alternance-state shear stress waveform can be represented as a Fourier 
series expansion in the higher odd powers of the frequency  [21]  
      0 0 0
1
odd
; , , sin t , cos .n n
n
t A n B n t        

    (3.8) 
The coefficients  0,nA    and  0 ,nB     are directly measured in the experiment, since 
they are mapped from the torque, Eq. (3.3)-(3.4). It is typical to report normalized Fourier 
moduli [21]–[23] by scaling with the input strain amplitude 0   
    00
0
,
, ,nn
A
G
       (3.9) 
    00
0
,
, .nn
B
G
       (3.10) 
It is also possible to represent the shear stress as a power series expansion in increasing 
odd powers of the frequency  [22], [24], [25] 
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  (3.11) 
The expansion in Eq. (3.11) does not assume any particular strain or rate amplitude scaling 
and is a suitable generalized form of representation. One can rewrite Eq. (3.11) with 
material functions by scaling with respect to the input strain-amplitude 0  [22], [26] 
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where the Chebyshev domain is used for interpreting  1[ ]e  ,  1[ ] ,v   3[ ] ,e    3[ ] v  
[26]. Eq. (3.12) is a generalized form affording flexibility with the strain-amplitude scaling 
through exponents  and , where   . Odd integer powers are typically observed for 
the strain-amplitude (or strain-rate amplitude) scaling,  = 3, =5 etc. [15], [22], [25]–[33], 
but we have encountered other possibilities. For some thixotropic models, even integer 
strain-amplitude scaling in the MAOS regime is observed, i.e.  = 2 [17]. We have also 
observed the potential for non-integer strain-amplitude scaling for some models, such as 
the Cross model [8], [34], [35]. Material functions can be defined from the framework in 
Eq. (3.12): the two linear material functions  G    and  G   at  0O , followed by 
the four asymptotically-nonlinear material functions  1[ ]e  ,  1[ ] ,v   3[ ] ,e    3[ ] v  
at  0O  [17], [26].  
The experimentally determined stress coefficients in Eq. (3.8) can be related to the 
material functions in Eq. (3.12) as  
        1 0 0 1 0 0, [ ]A G e          O   (3.13) 
        1 0 0 1 0 0, [ ]B G          Ov   (3.14) 
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      3 0 3 0 0, [ ]A e        O   (3.15) 
      3 0 3 0 0, [ ] .B       Ov   (3.16) 
Material functions are defined in the limits of small strains (using Eqs. (3.13)-(3.16)) and 
can be related to the Fourier moduli in Eqs. (3.9)-(3.10) and the power series expansion 
coefficients in Eq. (3.11). The two linear material functions are defined as 
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and the four asymptotically-nonlinear material functions are defined as  
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These material functions are based on the assumption of asymptotically-nonlinear stress 
scaling. Single-point corrections can now be obtained for these material functions for 
measurements with a parallel disk fixture. 
The framework in Eq. (3.12) can be used to represent both the apparent and the true 
shear stress response. To relate the apparent to the real shear stress, we use Eq. (3.5) in Eq. 
(3.7) and obtain  
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      0p,corr 0 p 0 p 0
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4 4
t t t        
     (3.23) 
where the right hand side involving the apparent stress  p 0; ,t    can be expanded in the 
form of Eq. (3.11) involving apparent stress coefficients    31,p ,A      33,p ,A      31,pB   and 
   33,p .B   Similarly, the left hand side can expand   p-corr 0; ,t    in the form of Eq. (3.11) 
to involve the corrected stress coefficients (subscript p-corr).  The operator 0/     acts 
on all terms of the expanded  p 0; ,t   , and the resultant expression will have the sin ωt, 
sin 3ωt, cos ωt and cos 3ωt terms. One can then equate coefficients of the trigonometric 
terms on each side of the expanded Eq.(3.23). This obtains single-point corrections for all 
four stress coefficients through the same multiplicative front factor  f   
 
         
         
         
         
3 3
1,p corr 1,p
3 3
3,p corr 3,p
3 3
1,p corr 1,p
3 3
3,p corr 3,p
,
,
,
.
A f A
A f A
B f B
B f B
  
  
  
  








  (3.24) 
where the multiplicative correction is 
   3
4
f    (3.25) 
which depends on the asymptotic strain-amplitude scaling exponent  in the power series 
expansion in Eq. (3.11). For the typically observed case of 3,    
   33
2
f     (3.26) 
indicating that a 50% increase is required to correct all four asymptotically-nonlinear 
apparent stress signals, i.e. the first-harmonic deviations and the third-harmonic 
appearances.  
One can also find corrections for the material functions if the apparent stress 
 p 0; ,t    in Eq. (3.23) is expanded in the form of Eq. (3.12) with apparent material 
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function coefficients  1 p[ ] ,e    3 p[ ] ,e    1 p[ ] v  and  3 p[ ] .v  The corrected material 
functions have a similar form to Eq.(3.24),  
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where ( )f   is given in Eq.(3.25).   
Eqs. (3.24)-(3.27) are the main analytical results of this work. These single-point 
corrections for strain-controlled MAOS allow for a variable strain amplitude scaling , 
which can be measured and which is by definition constant in the MAOS regime. These 
corrections are general in that strong assumptions of a particular constitutive theory are not 
required. That is, the corrections apply for any viscoelastic fluid or viscoelastic solid that 
has a linear viscoelastic regime followed by  0O  effects to the shear stress. 
A subset of our results can be compared to previously obtained theoretical and 
experimental results in the MAOS regime. [36] defined a lumped intrinsic coefficient 0Q  
that has been shown to be related to the decoupled stress coefficients of  Eq. (3.11) through 
the relation [33], [36] 
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  (3.28) 
Using our results, an apparent 0,pQ  measured with a parallel plate can be corrected by using 
Eq. (3.24) in Eq. (3.28), resulting in the true coefficient   
  0,p-corr 0,pQ f Q   (3.29) 
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where   34f    as obtained in Eq. (3.25). The result in Eq. (3.29), for the typical case 
3   with   32f   ,  matches the earlier obtained result of [15].  There, the lumped 
third-harmonic parameter correction was implemented in MAOS experiments on 
monodisperse polymer melts [15], [16]. As yet, there has been no experimental use or 
verification of a parallel disk correction for decomposed third-harmonic asymptotic 
measures, let alone the acknowledgement of needing to measure and correct first-harmonic 
asymptotic nonlinearities. This is pursued in the following section. 
3.3. Experiments 
We now demonstrate experimentally the general correction of Eq. (3.24)-(3.27) 
applied to all four shear stress material function in strain-controlled MAOS, across a range 
of frequencies. Measurements on cis-1,4-polyisoprene are conducted with both parallel 
disk and cone-plate fixtures. We will show that 3   for all four asymptotically-nonlinear 
signals of this material system, implement the theoretically predicted 50% amplification 
for the four apparent stress signals with a parallel-disk setup, and show that they match the 
cone-plate measurements. 
3.3.1 Material and methods 
Experiments are performed on a linear, well-entangled homopolymer melt of cis 
1,4-polyisoprene with a molecular weight of 54,000, as supplied by Kuraray America 
Corporation. This material has been shown by [33] to exhibit all four shear nonlinearities 
in MAOS and is therefore a suitable material choice for our experiments here. [33] studied 
the terminal asymptotically-nonlinear regime, but we will expand upon that work with 
measurements beyond the terminal regime.  
A separated motor transducer ARES-G2 rheometer (TA Instruments) is used for 
experiments. The polymer melt is subjected to oscillatory shear deformation using a 25 
mm diameter cone with a 0.1 radian cone angle, and a 25 mm diameter parallel-disk fixture 
at a gap of 1 mm. All experiments were performed at o25 C  regulated by a Peltier system 
at the bottom plate. Near isothermal conditions were maintained with the use of heat break 
tools (both the cone and parallel-disk fixtures). 
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3.3.2 Experimental results 
 Linear viscoelasticity for the polymer melt is shown as a frequency sweep at 
0 1%    (Figure 3.2). Measurements with the cone (triangles) and parallel-disk (squares) 
fixtures overlap reasonably well over the entire range of frequency. The overlap shows 
consistency between the two measurement geometries and reinforces the idea that, in the 
linear viscoelastic regime, no corrections are needed for parallel-disk measurements using 
apparent stress in Eq.(3.5).  
Low frequency measurements are affected by the torque resolution of the 
instrument. The minimum resolvable modulus Gmin is governed by a criterion involving 
the instrument torque resolution Tmin [33] 
 minminmin
0 0
F TG      (3.30) 
where 32RF   is the stress conversion factor for the parallel-disk geometry with radius 
R . We use the manufacturer specified low-torque limit Tmin=0.05 µNm, calculate  
 
Figure 3.2. Apparent linear viscoelastic measurements are identical for cone-plate (triangles) and 
parallel disk (squares), shown here through a frequency sweep at 0 1%  . Experimental 
limitations are shown for the low-torque limit (Eq. (3.30)) and sample inertia which causes 
viscoelastic shear wave effects (Eq. (3.31)).  
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min 1.6 PaG  , and show this limit in Figure 3.2. The subdominant storage modulus  G   
is affected by this limit at low frequency.  
The experimental limit of sample inertia (viscoelastic shear waves) is avoided. At 
large frequency, viscoelastic shear wave propagation can violate the assumption of 
homogeneous deformation and result in sample inertia effects [37] (as a subset, the 
combination of viscous dissipation with fluid inertia also causes shear waves [38]). Using 
the criterion that the wavelength of the shear wave is at least 10 times the gap height H  
[18], we estimate a sample inertia limit for the linear viscoelastic moduli, involving the 
density   and the phase angle  , 
  2 2 2 210 cos / 2 .
2
G H  
       (3.31) 
 
Figure 3.3. The four apparent asymptotic nonlinearities for the parallel disk (squares) and cone-
plate (triangles) geometries at ω=1 rad/s. Plateaus at small strain indicate the asymptotically-
nonlinear (MAOS) regime. Error bars are calculated using Eq.(3.32) from torques 100 times Tnoise 
(identified from Figure 3.4), those with first harmonics include error in fitting linear measures. Data 
is truncated to show the fit region. 
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Using the density of the polymer melt 3~ 910 kg/m  (as reported by the supplier) and
 2cos / 2 ~ 1 , we identify the sample inertia limit in Figure 3.2. Even at the highest 
frequency tested, the limit line is orders of magnitude below the data. This gives us 
confidence that our kinematics are negligibly influenced by transient shear wave effects. 
 Figure 3.3 shows that measurements of nonlinear apparent properties differ with 
geometry, probed experimentally by gradually increasing the strain amplitude at a fixed 
frequency. At ω=1 rad/s, Figure 3.3 (a)-(b) show the strain amplitude dependence of the 
apparent, normalized first harmonic Fourier moduli (defined by Eqs. (3.9)-(3.10) with 
direct mapping to the total torque, Eq. (3.3)-(3.4)) measured with the cone (triangles) and 
parallel-disk (squares) fixtures. In the small-strain limit of linear viscoelasticity ( 0 0  ), 
measurements with either geometry are identical. In the nonlinear regime, apparent 
parallel-disk measurements exhibit a weaker nonlinear response compared to cone 
measurements, and require corrections. 
Apparent third harmonic stress coefficients (defined by Eq. (3.8)) are shown in 
Figure 3.3(c)-(d); the apparent plate nonlinearities are smaller than the cone measurements. 
The experimental boundary defined by the minimum resolvable stress is shown for 
Tmin=0.05 µNm using Eq. (3.30). In the limits of 0 0  , but above the torque noise limit, 
the asymptotically-nonlinear strain amplitude scaling of stress coefficients is observed to 
be 33 0~ ,A   33 0~B   , as seen with both geometries. This indicates 3   for this material 
in the MAOS regime (Eq. (3.12)), as typically assumed. For 3  , the parallel disk 
correction factor is 32( 3)f    , from Eq. (3.25), which is a 50% amplification of the 
apparent parallel-disk measurements. The 50% increase of the apparent parallel plate third-
harmonics would then match the cone measurements in Figure 3.1 (c)-(d).   
Figure 3.3 identifies the asymptotically-nonlinear material functions from the data 
in Figure 3.1 by scaling the measured stress coefficients by 30 . The cone nonlinear 
measurements (triangles) are always larger than the apparent parallel disk measurements  
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(squares), as expected for LAOS. Plateaus in the limit of small strain identify the 
asymptotically-nonlinear MAOS measures. For all four signals, a plateau region of 
constant asymptotic nonlinearity can be observed in the limits of small strain, but with an 
uncertainty associated with resolving the torque due to the torque noise noise.T  Using the 
observed MAOS regime scaling of 30  and noise ,T  we determine the uncertainty   in 
calculating normalized stress coefficients as 
   noise0 3
0
,F T  
    (3.32) 
where F  is the stress conversion factor. Error bars in Figure 3.3 (a)-(d) show this 
uncertainty  , calculated from a torque 100 times the torque noise floor identified in 
Figure 3.4, i.e. we use noise noise100 0.2T T Nm     in Eq. (3.32). The error bars with the 
first harmonic  coefficients (Figure 3.3 (a), (b)) also include errors in fitting the linear 
viscoelastic moduli G’, G’’ from strain sweeps of the first harmonic moduli G1’ and G1’’. 
For a constant noiseT  in Eq. (3.32), the uncertainty in calculating the moduli is consistently 
smaller at larger strains, as shown in Figure 3.3. These uncertainties are propagated to the 
fitting of a plateau (mean) asymptotic nonlinearity at small strains in Figure 3.3(a)-(d) (see 
Appendix B for details of uncertainty propagation). 
 
 
Figure 3.4. The torque noise floor is identified from a power spectrum of the torque signal from 
oscillatory shear of cis-1,4 polyisoprene; shown here for ω=1 rad/s, γ0=125% and 15 sampling 
cycles.  
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Table 3.1 Ratio of cone to apparent parallel-disk nonlinearities calculated from fits to plateaus in 
Figure 3.3. Theory predicts a ratio of 3/2, Eq.(3.26)-(3.27). 
 
 
 
 
 
To assess the plate correction, we evaluate the ratio of cone versus apparent plate 
measurements, e.g. 3 c 3 p[ ] [ ]e e , and compare this to the theoretical prediction
  33 p corr 3 p 2[ ] [ ] 3e e f     , from Eq. (3.27).  The measured ratios are shown in Table 
3.1 along with the uncertainty in determining the ratio (see Appendix B). Within expected 
measurement uncertainty, the ratios are consistent with the theoretically predicted value of 
3
2 . The viscous nonlinearities are determined with better accuracy owing to larger viscous 
torques at this frequency, evident from smaller error bars with the viscous measures in 
Figure 3.3 (b), (d). The subdominant elastic contributions are resolved with less precision 
(larger error bars in Figure 3.3 (a), (c)) and carry more uncertainty. The comparatively 
large uncertainty for the ratio of 1 c 1 p[ ] [ ]e e  can be attributed to the difficulty in resolving 
the asymptotically-nonlinear contribution from the subdominant first harmonic elastic 
modulus G1’ at this frequency.  This MAOS plateau fitting procedure can be repeated for 
a range of frequencies to generate a frequency-dependent asymptotic nonlinear fingerprint. 
The frequency-dependent asymptotic nonlinear fingerprints are shown in Figure 
3.5 for the cone (triangles) and the parallel-disk (squares) geometries. The third harmonics 
are a pure nonlinearity; their measurements require that they are above the noise floor, in 
contrast to the first harmonic nonlinearities that require subtraction of two large numbers 
G1’ and G’. Thus, the third-harmonic intrinsic nonlinearities carry less uncertainty and for 
clarity we show only the third harmonic nonlinearities in Figure 3.5 (the error bars are less 
than or equal to the symbol size).  
Quantity Value 
1 c
1 p
[ ]
[ ]
e
e  1.2 0.4  
1 c
1 p
[ ]
[ ]
v
v  1.6 0.1  
3 c
3 p
[ ]
[ ]
e
e  1.6 0.5  
3 c
3 p
[ ]
[ ]
v
v  1.5 0.1  
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For the frequencies considered, the apparent nonlinearities measured with the parallel disk 
fixture are smaller than the true nonlinearities reported with a cone (as mentioned, this is 
always expected for LAOS with parallel disks [5]). Using the theoretically predicted shift 
factor   32f    in Eq. (3.27), the apparent parallel-disk nonlinearities are amplified to 
match the cone measurements (circles matching triangles in Figure 3.5). Mismatches occur 
at the location of a sign change in [v3], where the associated torque magnitude is small and 
difficult to resolve from noise.  
3.4 Conclusions 
A single-point correction is derived and experimentally demonstrated for parallel 
disk measurements in strain-controlled medium-amplitude oscillatory shear (MAOS). This 
is an exact correction, not an approximation. Unlike previous corrections that have been 
shown only for the third harmonic intensity, the corrections derived here apply to all four 
shear stress nonlinearities in the asymptotically-nonlinear MAOS regime, i.e. the 
appearance of third harmonics and the deviation of first-harmonics from linear viscoelastic 
moduli. 
The corrections derived here allow for the possibility of non-cubic strain amplitude 
appearance of intrinsic nonlinearities. By assuming a general strain amplitude scaling   
in the MAOS regime, each of the four apparent asymptotically-nonlinear stress coefficients 
 
Figure 3.5 Parallel disk data are shifted up by an exact single-point correction factor for asymptotic 
nonlinearities (Eq.(3.27)). Experimental data for cis 1,4-polyisoprene melt confirms agreement 
between cone-plate and corrected parallel disk measurements.  
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require a multiplicative correction factor   34f   , where typically   323f    . This 
correction is universal in that strong assumptions of a particular constitutive theory are not 
required. That is, the correction applies for any viscoelastic fluid or viscoelastic solid that 
has a linear viscoelastic regime followed by  0O  effects to the shear stress.  
Theoretical predictions are validated with strain-controlled MAOS experiments on 
an entangled linear polymer melt of cis 1,4 polyisoprene, using both parallel disk and cone 
geometries. The polymer shows the typical strain amplitude scaling of 3   in the MAOS 
regime, indicating   32f   , a 50% amplification of the apparent asymptotically-
nonlinear stress coefficients. After amplification, the corrected stress coefficients match 
the true stress coefficients measured with a cone-plate fixture. 
The predictions here are restricted to strain-controlled MAOS. There is growing 
interest in stress-controlled oscillations [39]–[41]. A theoretical framework exists for 
stress-controlled MAOS [26], although stress-controlled MAOS material functions have 
not yet been reported in the literature. We expect parallel disk corrections for the stress-
control protocol will also be useful, and can be derived with an approach similar to that 
used here, but this is beyond the scope of the work here. 
The corrections proposed here will facilitate MAOS experiments with several 
material systems that benefit from the parallel disk geometry, since it facilitates sample 
loading, minimizes slip with roughened surfaces, and better maintains the continuum 
assumptions. This includes biopolymers, large-mesh gel networks, colloidal suspensions, 
foams, and dense emulsions. Experiments combining rheometry and visualization often 
use parallel disk geometries to facilitate simultaneous velocimetry, optical microscopy, 
confocal imaging, and light scattering experiments, and these experiments will also benefit 
from the single-point MAOS correction described here. 
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Chapter 4 
 
Terminal regime predictions for  
asymptotically-nonlinear oscillatory shear†
Equation Chapter 4 Section 1 
4.1 Introduction 
Rheology is complex, with seemingly innumerable material structures and 
architectures that can produce nonlinear viscoelasticity. Yet, some universal predictions 
can still be made, agnostic to specific material structure. With linear viscoelastic 
signatures, there are universal predictions of viscoelastic fluid material functions, e.g. the 
frequency scaling and inter-relationship of viscoelastic moduli in the limit of low Deborah 
number (the terminal regime).   
In this chapter, universal predictions are derived for asymptotically-nonlinear 
viscoelastic signatures in the terminal regime. Identifying which aspects are universally 
predicted, and which may depend on specific material structure, enables two important 
contributions. First, the universally-predicted results provide a reference and check for 
measurements and calculations of these material functions, explaining previous results that 
were based on material-specific constitutive models. Second, the results argue for the 
possibility of inferring material structure from asymptotically-nonlinear measurements, 
based on the material-specific features and the observation that nonlinear properties are 
decoupled from linear viscoelastic properties. The results are derived for oscillatory shear 
material functions which decompose elastic energy storage and viscous energy loss effects 
and have a convenient asymptotically-nonlinear representation. 
For oscillatory simple shear rheological material functions, an oscillatory 
homogeneous deformation input at strain amplitude 0  and frequency  is defined by a 
sinusoid of the form 
                                                            
†Reprinted with permission from N.A. Bharadwaj & R.H. Ewoldt, “The general low-frequency prediction 
for asymptotically-nonlinear material functions in oscillatory shear”, J. Rheol. 58(4), 891-910 (2014) 
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   0sin ,t t     (4.1) 
or alternately with a rate amplitude 0 0   ,  
   0cos .t t      (4.2) 
The stress response to Eq. (4.1) has four independent components that can be compactly 
represented by a symmetric stress tensor  tσ . The shear stress component of the stress 
tensor can be represented as an infinite Fourier series [1] 
      12 0 12, 0 12, 0
1
; , , sin , cosn n
n
t A n t B n t        

     (4.3) 
where the coefficients 12,nA  and 12,nB  are directly measured in the experiment. The shear 
stress can also be written as an asymptotic expansion in amplitude and frequency [2] 
(shown in Chapter 2, but repeated here for convenience)  
      ( ) ( )12 0 0 012, 12,; , , sin , cos ,
j
j j
n n
j n
t A n t B n t              (4.4) 
where odd harmonics, n, will be ensured by a shear symmetric stress response [3]. The 
representation in Eq. (4.4) does not assume a priori strain or rate amplitude scaling, and 
nA  and nB  are the in phase and out of phase nth harmonic contributions to the shear stress 
response. For clarity, we expand Eq. (4.4),  
 
     
   
   
(1) (1)
0 012,1 12,1
12 0
(3) (3)
0 012,1 12,1
(3) (3)
0 012,3 12,3
, sin , cos
; , +                   
 
, sin , cos
                       ...
, sin 3 , cos 3
A t B t
t
A t B t
A t B t
       
     
     
     
      
 (4.5) 
The stress response to small amplitude oscillatory shear (SAOS) is linear and is described 
by the first harmonic stress coefficients    A  1 012,1 ,  and    B 1 012,1 ,  . Linear 
viscoelastic material functions are defined from a linear amplitude scaling for leading order 
 80 
 
first harmonic stress contributions, e.g.  G   and  G   which depend only on the 
frequency of oscillation 
  
   1 012,1
0
,A
G
      (4.6) 
    
   1 012,1
0
,
.
B
G
         (4.7) 
The two frequency-dependent linear material functions are widely used to describe the 
viscoelastic response of materials, as well as constitutive models.  
The terminal regime, defined by the limit of small frequency (  0), is an important 
part of a viscoelastic signature. The terminal regime signature can identify the 
characteristic relaxation time of a viscoelastic material. If a finite longest relaxation time 
exists, then this confirms viscoelastic fluid behavior within the explored range of 
timescales. The long-time relaxation behavior helps to distinguish flowing viscoelastic 
fluids, with stress relaxation over a finite timescale, in contrast to critical gels and 
viscoelastic solids which do not relax on a finite timescale within the range of the 
measurement. The longest relaxation time can be quantitatively fit from the low frequency 
experimental data, subsequently allowing fits of other material parameters like a zero shear 
viscosity associated with the flow behavior. For a viscoelastic fluid, the linear viscoelastic 
material functions in Eqs. (4.6) and (4.7) show universal frequency scaling in the terminal 
regime. A viscoelastic fluid, defined by a decaying relaxation modulus at long times such 
that the steady shear viscosity is finite,  G t  0 0 , is characterized by the following 
terminal regime scaling for the linear material functions, 
  
   1 012,1 1
0 0 0
,
lim lim ~
B
G 
       (4.8) 
  
   1 012,1 2
0 0 0
,
lim lim ~ .
A
G 
        (4.9) 
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The above relations can be proven by assuming a linear superposition to hold for the 
time dependent stresses, resulting in a Boltzmann superposition integral (a convolution 
integral of Volterra type), and subsequent evaluation of the integral for an exponentially 
decaying relaxation modulus  G t  characteristic of a viscoelastic fluid [4] (A notable 
exception is a critical gel with a power law type relaxation modulus   nG t t , which is 
technically not a viscoelastic fluid since no longest exponential timescale is available and 
 G t  0 0  diverges). Following [4], a terminal regime interrelationship between the 
linear viscoelastic moduli can also be established as  
     0 0lim lim ,G G        (4.10) 
where λ is the characteristic time of the fluid used to construct the Deborah number (for a 
generalized Maxwell model, λ is the longest relaxation time of the fluid). 
 
Figure 4.1 Non-dimensional Pipkin space showing applicable regimes under oscillatory shear. 
The terminal regime is restricted to small De and is well described by ordered fluid expansions. A 
second order fluid predicts up to the linear viscoelastic boundary. Shear nonlinearities appear at 
higher order, viscous at third order and elastic at fourth order. Boundary shapes between linear 
asymptotic and fully nonlinear as in [5] (double-log scaling). 
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A nonlinear stress response results from finite amplitude deformations (the protocol 
termed large amplitude oscillatory shear or LAOS) and material functions have been 
defined in this regime  [6], [7].  A methodical treatment of the nonlinear terminal regime 
is difficult as LAOS material functions are high dimensional and grow without bound as 
the input amplitude increases. A low-dimensional asymptotic nonlinear approach (referred 
to as medium amplitude oscillatory shear (MAOS) or asymptotic LAOS) is possible, 
related to Eq.(4.4) [2], [3], [5], [8]–[12]. Under strain-controlled LAOS (LAOStrain), the 
MAOS regime is completely described by four amplitude-intrinsic frequency-dependent 
material functions [5] (see Chapter 2), namely, [e1](), [e3](), [v1](), [v1]() which 
relate to Eq.(4.4) coefficients    A  3 012,1 , ,    B  3 012,1 , ,    A  3 012,3 ,  and    B  3 012,3 ,  
respectively. Experimental measurements of these material functions have been shown in 
Chapters 2 and 3, along with meaningful elastic and viscous interpretations. These 
measures are each frequency-dependent, and a study of one aspect, the low frequency 
terminal regime, is considered in this chapter. In the limits of small strain amplitude and 
frequency, we will systematically demonstrate that the nonlinear stress coefficients of 
Eq.(4.4) of a viscoelastic fluid scale with frequency as    3 3012,1 , ~ ,B     
   3 3012,3 , ~ ,B       3 4012,1 , ~ ,A       3 4012,3 , ~ ,A    and are interrelated as 
   3 3
12,1 12,3A A  and    3 312,1 12,33 .B B  Various material functions can be defined from these stress 
coefficients. 
The expected terminal behavior of MAOS material functions has been considered 
earlier, but only within the context of specific material structure and constitutive models. 
[9] studied the terminal-regime frequency dependence of the Doi-Edwards model in terms 
of higher harmonic Fourier moduli. [10] define an amplitude-intrinsic material parameter 
Q0 in this regime and observe a terminal scaling of 200
lim ~Q   in their experiments. [11] 
explain this result with a single integral constitutive model with a molecular stress function 
(of which the Doi-Edwards model is a subset). In our work here, we will show that these 
frequency scalings result from a universal signature for any viscoelastic fluid, or a 
constitutive model that can be represented by an ordered fluid expansion to fourth order.  
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Our methodology to obtain the terminal regime behavior of viscoelastic fluids is best 
demonstrated with the help of a two-dimensional Pipkin diagram [13] , mapped out in 
Figure 4.1 by the two oscillatory shear input parameters ( 0,  ) in non-dimensional form, 
namely the Weissenberg number ( 0Wi= ) and the Deborah number ( De= ). The 
regimes shown in this diagram are not drawn to scale and only aid visual comparison. Our 
interest lies in the terminal regime of small frequencies (small De ). Departures from 
Newtonian behavior (abbreviated by ‘N’ in Figure 4.1) for slow (small Wi ) and slowly 
varying (small De ) flows are well represented by retarded motion expansions or ordered 
fluid expansions [4]. A second order fluid is one such departure that captures normal stress 
differences in shear, but is incapable of capturing shear stress nonlinearities and hence is 
shown within the linear viscoelastic envelope in Figure 4.1. A third order fluid captures 
viscous shear nonlinearities, and is shown to lie along the boundary separating the linear 
and asymptotically nonlinear regimes. The first step towards capturing both elastic and 
viscous shear nonlinearities is with a fourth-order fluid, shown in Figure 4.1 to lie within 
the asymptotic nonlinear regime. We will use a fourth-order fluid to identify general trends 
of a terminal regime response for MAOS (Section 4.2). Theoretical terminal regime 
predictions are then verified with experimental measurements of the four LAOStrain 
asymptotic nonlinearities on a linear well-entangled homopolymer of polyisoprene 
(Section 4.3). 
4.2 Theory: fourth-order fluid  
We assume one dimensional homogeneous simple shear flow and represent the 
components of the Cartesian velocity field vector as  
 
 1
2
3
v
v v   0
  0v
t y               

  (4.11) 
where ( )t  is the rate of simple shear deformation. We define the velocity gradient as 
  /j iij x   v v  and calculate the rate of strain tensor as    1    Tv vγ , resulting in  
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    1
0 1 0
1 0 0 .
0 0 0
t
      
γ   (4.12) 
Frame invariant rate of strain tensors of higher order are defined by upper convected 
derivatives, given by the recursive relation [4] 
             1 ,Tn n n nDDt       v vγ γ γ γ   (4.13) 
where the subscripts represent the order of the time derivative of the strain. The operator 
/D Dt  is the material derivative defined as  
       + v .D
Dt t
    (4.14) 
The definitions in Eqs.(4.11)-(4.14) allow any time-dependent simple shear deformation 
field  t  and will be used in the following analytical exercise involving expansions with 
ordered fluids. 
An ordered fluid expansion, alternately known as a retarded motion expansion, is a 
systematic expansion of a Newtonian fluid to include non-Newtonian behavior. It is 
applicable to slow and slowly varying flows, e.g. in the terminal regime limit of low 
oscillatory frequency (or low De ) and low amplitude (or low Wi ). Such expansions are 
series expansions of a stress response to an applied deformation in higher orders of the 
convected rate of strain tensor  nγ  [4], [14], given by 
                       
        
                 
               
             
         
1 2 111 2 1 1
3 12 1:113 1 2 2 1 1 1 1
4 31 224 3 1 1 3 2 2
211 2:112 1 1 2 1 1
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               :
. . .
                + . . : . . .
: .
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b b H O T
b
      
        
           
σ γ γ γ γ
γ γ γ γ γ γ γ γ
γ γ γ γ γ γ γ
γ γ γ γ γ γ
γ γ γ γ
       (4.15) 
where the b’s are material coefficients with subscripts (or sum of subscripts) indicating the 
fluid order to which they belong. Eq. (4.15) is shown up to fourth order (higher order terms 
 85 
 
(H.O.T.) would include contributions from fifth order and beyond) and isotropic 
contributions have been left out from Eq. (4.15) for clarity, as these do not affect the 
deviatoric stresses of interest. Up to third order in Eq. (4.15), the expression for an 
incompressible third order fluid is obtained as shown in [4]. For the fourth-order terms, we 
use the stress expansion in [14], but also include other possible non-isotropic and non-
redundant fourth-order contributions. Stress expansions have also been carried out using 
other frame invariant tensors and fourth-order fluids have been expanded using Rivlin-
Ericksen tensors [15]–[17]. Such expansions with different frame invariant tensors will 
have material coefficients different from the b’s in Eq.(4.15). However, the qualitative 
results for frequency scaling and inter-relationships of measurable material functions will 
be the same.  
Fourth-order fluids have been used to address flow problems of non-Newtonian fluids 
[16]. Asymptotic techniques [18], [19] and numerical methods [20]–[25] have been 
developed to obtain analytical approximations for flows involving fourth-order fluids. Our 
treatment does not require solving for the velocity field and will bypass challenges involved 
therein. We simplify the expression in Eq. (4.15) for different deformation protocols and 
calculate suitable material functions in the process. For context, we calculate steady shear 
material functions, then proceed to time-periodic oscillatory shear.  
Under steady simple shear deformation with constant rate of strain  
  t     (4.16) 
the tensor products appearing in Eq. (4.15) are evaluated using calculations shown in 
Appendix C and substituted back into Eq. (4.15) to find the components of the stress tensor. 
The rate-dependent steady shear viscosity is obtained from the 12 component of stress as 
     212 1 12 1:112b b b         (4.17) 
and the first and second normal stress difference coefficients from the diagonal components 
as 
   211 221 2 22 2112 2 2(2 )b b b   
        (4.18) 
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   222 332 11 1:1112 2 .b b   
      (4.19) 
To first order in Eq. (4.17), the constitutive equation of a simple Newtonian fluid is 
regained, where the material coefficient 1b  represents the zero shear viscosity 0  
 1 0.b    (4.20) 
Nonlinear (elastic) effects appear at second order through the second order fluid 
coefficients 2b  and 11b  in Eqs. (4.18)-(4.19). These coefficients can be measured in steady 
simple shear experiments [4],  
 2 1,0
1
2
b     (4.21) 
 11 2,0b    (4.22) 
where 1,0 2,0,     are the zero shear first and second normal stress coefficients.  
      Rate-dependent viscosity     appears at third order, due to third order coefficients (
12 1:11,  b b ) in Eq.(4.17) and rate-dependent normal stress coefficients  1   and  2   
appear at fourth order in Eqs.(4.18) and (4.19). These observations indicate that viscous 
shear nonlinearities appear at third order and elastic shear nonlinearities at fourth order 
under steady homogeneous simple shear deformation of a viscoelastic fluid. With these 
observations, it is not unreasonable to expect similar trends for elastic and viscous shear 
nonlinearities under oscillatory shear deformation. 
For an oscillatory characterization protocol defined in Eq.(4.1) and (4.2), we use 
Eq.(4.15) to compute the 12 component of stress (using tensor products calculated in the 
Appendix C). Trigonometric identities (see Appendix C) are required to convert products 
of sines and cosines to the form of superposed higher harmonic terms of the form of 
 sin n t  and  cos n t . Terms are then grouped as a power series expansion in the higher 
odd powers of the strain amplitude 0 ,  
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O
  (4.23) 
Eq. (4.5) and Eq. (4.23) have identical structures and the stress coefficients in Eq. (4.5) are 
directly related to the ordered fluid expansion coefficients in Eq. (4.23). From this result, 
the stress coefficients defined in Eq.(4.4) are shown in Figure 4.2. The terminal regime 
frequency scaling corresponds to the expansion order that introduces that term, i.e.  
    112,1 00lim , ~B      (4.24) 
    1 212,1 00lim , ~A      (4.25) 
 
   
   
3 3
12,1 0
3 30
12,3 0
, ~
lim
, ~
B
B
 
 



  (4.26) 
 
   
   
3 4
12,1 0
3 40
12,3 0
, ~
lim
, ~ .
A
A
 
 



  (4.27) 
Additionally, some coefficients are related to each other in the terminal regime as 
    3 312,1 12,30 0lim limA A     (4.28) 
    3 312,1 12,30 0lim 3 lim .B B     (4.29) 
Material functions of one’s choice may be defined from the above stress coefficients, but 
the frequency scaling and interrelations for these stress coefficients (Eqs.(4.24)-(4.29)) 
apply universally to the terminal regime of a viscoelastic fluid.    
      As seen from Eqs. (4.18)-(4.19), a second order fluid predicts both viscous and elastic 
effects. For oscillatory characterization it predicts the terminal regime response of a 
Maxwell model (and a viscoelastic fluid with finite longest relaxation time with an 
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Figure 4.2 Fourth-order fluid shear stress coefficients in oscillatory simple shear, Eqs. (4.32)-
(4.37). Dashed lines represent negative values in (b)-(e). As a visual guide, the terminal regime 
is restricted to De ~ 0.2. Third order corrections of the FENE model (lighter lines in (c) and (e), 
shown here for 10b   and 300b  ) help identify possible magnitudes for higher order corrections 
(Eq.(4.42) and (4.43)) that are independent from the linear response in (a).  
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exponential decay). In this terminal regime, the two Maxwell model parameters can be 
related to the second order fluid coefficients resulting in an effective timescale  
 2
1
b
b
     (4.30) 
and an effective modulus  
 
2
0 1
0
2
bG
b

     (4.31) 
where  0 10lim /G b      (see Eq.(4.7) for the definition of  G  ) is the zero shear 
viscosity. We will use these measures to normalize any ordered fluid material function that 
we define.  
The linear viscoelastic material functions (also defined in Eqs.(4.6) and (4.7)) for the 
order four response in Eq.(4.23) are  
      1 212,1 0 2 4 1(4) 0 43
0 2
,
De De ... ,
A bG G b
b
  
          
  (4.32) 
    
   112,1 0 2 1
0 34 2
0 2
,
= 1 De ... ,
B b b
b
    
         
  (4.33) 
where De    with    defined in Eq.(4.30), G0 in Eq.(4.31), and 0 1b   is the zero shear 
viscosity, Eq. (4.31). The subscripts accompanying the material functions denote the 
maximum fluid order considered in the expansion, in this case order four. Terms beyond 
second order go beyond the terminal regime linear response, this occurs for    at third 
order (b3) and Gat fourth order (b4).  
Third and fourth-order terms contribute nonlinearities at the fundamental frequency, 
 3
12,1A , 
 3
12,1B , as well as the third-harmonic frequency with coefficients 
 3
12,3A , 
 3
12,3B . These 
four shear stress coefficients then require four material functions in the asymptotically-
nonlinear regime. Material functions have been proposed in terms of Fourier coefficients 
[2], [9], [26], a combination of only third-harmonic Fourier coefficients [10] and 
decomposed Chebyshev coefficients [5] (Chapter 2). 
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Sign interpretations of nonlinear Fourier-coefficient material functions require 
specification of the oscillatory input, Eq. (4.1), being a sine or a cosine [7]. Chebyshev 
coefficients do not require this distinction, because they are not based in the time domain. 
Rather, the Chebyshev coefficients describe the stress versus strain and stress versus strain 
rate coordinate frame (Lissajous curves) which allows for a more physical interpretation 
(sign interpretation described in [5], [27]). We therefore sometimes prefer the 
asymptotically-nonlinear Chebyshev coefficients which include two elastic and two 
viscous material functions, calculated from the Fourier coefficients (Eq. (4.4)) with a sine 
input (Eq. (4.1)) as 
    
   3 212,1 0 4 1 211
1 0 31 22 2:114 3 3
0 2
, 1[ ] De 3 ...
2 2
A b be G b b b
b
  
               
  (4.34) 
    
     312,1 0 2 11 0 12 1:114 3 2
0 2
, 3[ ] De ...
2
B b b b
b
  
          
v   (4.35) 
    
   3 212,3 0 4 1 211
3 0 31 22 2:114 3 3
0 2
, 1[ ] De 3 ...
2 2
A b be G b b b
b
  
               
  (4.36) 
    
     312,3 0 2 13 0 12 1:114 3 2
0 2
, 1[ ] De ...
2
B b b b
b
  
          
v   (4.37) 
where measures 0 , λ and G0 are related to ordered-fluid expansion coefficients in Eqs. 
(4.20), (4.30), and (4.31). It is now clear that a fourth-order fluid predicts both elastic and 
viscous nonlinearities, and these deserve to be decomposed (e.g. [e3], [v3] etc.), because in 
the terminal regime, they appear at different order in the retarded motion expansion. It 
follows from Eqs. (4.34)-(4.37) that the asymptotic LAOStrain nonlinearities show the 
following terminal frequency dependence 
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1
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  (4.38) 
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It also emerges from Eqs. (4.34)-(4.37) that the relative magnitudes of the asymptotic 
nonlinear measures in the terminal regime obey 
    1 30 0lim[ ] lim[ ]e e       (4.40) 
    1 30 0lim[ ] 3lim[ ] .   v v   (4.41) 
Thus, beyond the two degrees of freedom afforded in the linear terminal regime, where 
( )G G  (see Eq. (4.10)), two extra degrees of freedom appear in the terminal 
asymptotic LAOS regime. The signs of the nonlinearities in Eqs.(4.40) and (4.41) also 
suggest that nonlinearities for a viscoelastic fluid are driven by large strain rate (not strain) 
in the terminal regime (see sign interpretation flowchart of [5]). This is consistent with the 
concept that Weissenberg number (here 0 ) is responsible for fluid nonlinearity. The 
scaling relations above should apply to any constitutive model emerging from the memory 
integral expansion [8] inasmuch as an ordered fluid expansion is also a memory fluid 
expansion [28], [29]. This terminal scaling should unequivocally apply to all constitutive 
models predicting the rheological behavior of viscoelastic fluids, at least where the ordered 
fluid expansion applies.   
Fourth-order corrections influence elastic measures alone (Eqs.(4.34) and (4.36)), 
but fourth-order coefficients (e.g. b4, b31 etc.) have not been established for specific 
constitutive models.  However, third order coefficients (b3, b12, b1:11) are available for some 
kinetic theory based constitutive models [4], Table 6.2-1] and it is possible to compute 
third order corrections to the viscous measures. We carry out this exercise for the FENE 
dumbbell model [4] for two extremes of the nonlinear finite extensibility parameter, 10b  
and 300b  (see Table in Appendix C), and use the results in Figure 4.2 (c), (e) for the 
multiplicative factors in front of the viscous measures,  
  1 32
2
~ 1b b
b
   
O   (4.42) 
    1 12 1:112
2
~ 0.1 .b b b
b
    
O   (4.43) 
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To plot fourth-order coefficients, we have used similar orders of magnitude for the elastic 
front factors 
  21 43
2
~ 1b b
b
    
O   (4.44) 
  21 21131 22 2:113
2
3 ~ 0.1 .
2
b bb b b
b
         
O   (4.45) 
The FENE model limits (shown with lighter lines in Figure 4.2 (c) and (e)) serve as 
references for possible magnitudes of these nonlinear material functions. It is important 
that there is a decoupling of asymptotic signatures in Eqs. (4.34)-(4.37) from linear 
viscoelastic features, with the fourth-order parameter(s) influencing linear measures ( 4b ) 
differing from those affecting the asymptotic nonlinear measures ( 31 22 211 2:11,  ,  ,b b b b ). 
It is therefore possible to have different asymptotically-nonlinear signatures for different 
constitutive models, even when the linear signatures are the same.  
From the results in Figure 4.2, we conclude that models having identical linear 
signatures can have different asymptotically nonlinear signatures. The arrows with the four 
asymptotic nonlinearities in Figure 4.2 (b)-(e) indicate this possibility. As a visual guide, 
the terminal regime in Figure 4.2 is restricted to De<0.2 , and this is consistent with 
experiments (see Section III). The linear fingerprints in Figure 4.2 (a) show the terminal 
scaling of a Maxwell model, 2~G   and ~G   and higher order corrections to the linear 
viscoelastic measures start to appear around De~1. The interrelations between stress 
coefficients (Eqs. (4.28)-(4.29)) and their frequency scaling (Eqs. (4.24)-(4.29)) are also 
shown.  
4.3 Discussion of theoretical results 
Our theoretical results explain previous experimental observations and model-specific 
calculations in the asymptotic terminal regime. For example, our results give proper 
context to the so-called Q0 parameter, defined by [10]. Their parameter Q0 is based on a 
subset of combined asymptotic nonlinearities and can be related to the expansion in Eq. 
(4.4) and fourth-order fluid results of Eq. (4.23) as 
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In the limit of low frequency, we calculate (using Eqs.(4.34)-(4.37)) 
  2 2310 12 1:1120 02
| [ ] |lim De ~bQ b b
b

      
v
  (4.47) 
which shows that 200
lim ~Q   because it is dominated by 
   3 1
0 12,3 12,10
lim ~ /
De
Q B B  in the terminal 
regime. From Eq.(4.47), 00
lim Q
 involves only one of the four nonlinear material functions, 
and also loses the sign information. Previously, this result 200
lim ~Q   was found only with 
specific constitutive models [10], [11] and experiments [10]. Our prediction applies to any 
viscoelastic fluid that can be represented by an ordered fluid expansion. The terminal 
frequency scaling for other asymptotic LAOStrain material function [9] can also be 
explained with the general results in Eqs. (4.34)-(4.37)  
Experimental measurement of all four asymptotic nonlinearities is shown in [5] and 
Chapter 2, Figure 2.14.  A wide range of Deborah number is covered using aqueous poly-
vinyl alcohol (PVA) transiently-crosslinked with sodium tetraborate (Borax). These results 
include some data in the terminal regime, and the available signatures agree with the 
general predictions made here. Specifically, terminal regime data was shown for the 
decomposed signatures of [e1](), [e3](), and  [v1](). The data for  3[ ] v  did not reach 
a clear terminal regime. Thus, the predictions of the fourth-order fluid cannot be fully tested 
by this dataset. To support such general predictions, in the next section, we validate the 
predictions with experimental measurements of all four asymptotically-nonlinear shear 
stress coefficients in the terminal regime. 
4.4. Experimental comparison 
All available evidence in the literature supports the theory of the fourth-order fluid to 
explain the terminal regime scaling of asymptotic nonlinearities. In this section, we present 
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more complete measurements to test the predictions. The results provide further evidence 
for the theoretical predictions of the fourth-order fluid. 
4.4.1 Material and methods  
The material used for experiments is Liquid Isoprene Rubber (LIR50), a linear and 
well-entangled 1,4-polyisoprene (with high cis content) homopolymer melt with a 
molecular weight of 54,000, as supplied by Kuraray America Corporation. This material 
has been shown by [30] to have an accessible terminal regime at room temperature that 
makes it an excellent calibration standard for resolving phase information in low frequency 
oscillatory shear rheology. The linear [31] and nonlinear [32] rheology of this material 
system is also well studied for a range of molecular weights. This material was also used 
in Chapter 3 for parallel plate corrections in MAOS.  
The polymer sample is subjected to oscillatory shear deformation using a separated 
motor transducer ARES-G2 rheometer (TA Instruments). A cone and plate geometry is 
used in the experiments with a 50 mm cone diameter and a 2 degree cone angle. A cone-
plate setup of this kind (small cone angle) ensures approximately homogeneous simple 
shear deformation at all radial and azimuthal locations. Experiments are performed at 250C 
and this temperature is maintained with a Peltier system in the bottom plate.  
4.4.2. Experimental Results  
The linear viscoelastic response (Figure 4.3) is shown as an oscillatory frequency 
sweep. A strain amplitude suitably approaching the linear viscoelastic regime was 
identified as 0 1%   using a  constant frequency strain amplitude sweep. The two linear 
viscoelastic moduli are always positive, and exhibit the expected terminal scaling behavior 
of 2~G   and ~G  .     
The torque resolution limits the measurement of low viscoelastic moduli. The 
minimum measurable modulus is set by the instrument torque resolution minT  that results 
in the criterion 
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Figure 4.4. Experimental strain amplitude sweep at fixed frequency for 1,4 polyisoprene. For 
0 0  , we observe integer strain amplitude scaling for the first and third harmonic stress 
coefficients 12,1 12,1 0,  ~A B   and 312,3 12,3 0,  ~A B  . The expected scaling is clear above a stress 
amplitude ~0.15 Pa, which is 100 times the instrument specification for minimum torque 
resolution. 
 
 
Figure 4.3 Linear viscoelastic frequency sweep for the 1,4 polyisoprene polymer at 0 1%  . 
Viscoelastic moduli show the expected terminal regime scaling of G’=η0λ2 and G’’=η0 (as in 
Figure 4.2), with fitting parameters 0 1410 Pa.s   and 0.02 s  .  For visualization, the limit of 
the terminal regime is approximately indicated by the dotted line, De= =0.2 . The low-torque 
limit uses Eq.(47) with the manufacturer-specified limit  min 0.05 NmT  . 
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 minminmin
0 0
F TG     (4.48) 
where   33 / 2F R   is the stress conversion factor for the cone-plate geometry with 
radius R . Using min 0.05 Nm,T   the manufacturer specified limit for oscillatory shear 
deformation, we calculate min min minG G G    from Eq. (4.48) and show this limit in Figure 
4.3. From Eqs. (4.32) and (4.33), we fit the values 0 1410 Pa.s   and 0.02 s   for the 
viscosity and characteristic relaxation time (Figure 4.3). With this value of λ, we isolate the 
region of De 0.2  ( 10 rad/s ) beyond which the terminal regime fitting should not 
apply.  
The nonlinear properties are measured by increasing the strain amplitude at a given 
frequency. Figure 4.4 shows this at 0.75 rad/s   which lies within the terminal regime. 
In the limit of 0 0  , the first and third harmonic stress coefficients show the expected 
integer scaling with strain amplitude, 12,1 0 12,1 0~ ,  ~A B   and 312,3 12,3 0,  ~A B  , and this 
scaling is observed in Figure 4.4. 
Using techniques proposed in Chapter 2, and [5], the four stress coefficients are 
extracted for probed frequencies in the terminal regime ( = 0.13 – 1.3 rad/s). At higher 
frequencies, the high torque limit of the instrument is reached (due to the first harmonic 
signal) before the asymptotic nonlinearities can be clearly measured. The low-torque limit 
also defines the experimental window; nonlinearities are always present, but to resolve 
them, they must exceed the minimum torque resolution with clear strain-amplitude scaling. 
For the 0.75 rad/s   data in Figure 4.4, we observe the expected strain amplitude scaling 
for the stress coefficients at torque amplitudes that are approximately 100 times minT . For 
the cone-plate geometry we use, this translates to a stress amplitude min 0.15 Pa  . This 
limit is shown in Figure 4.4. 
Above the noise floor, we observe the four asymptotically-nonlinear shear 
contributions: the power law emergence of third-harmonics    3 33 30 012,3 12,3~ ,  ~A B   and the 
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nonlinearity of the first harmonics,    3 33 30 012,1 12,1~ ,  ~A B   . These four parameters are fit at 
each frequency tested. 
The asymptotic nonlinear fingerprints are populated in Figure 4.5 (a)-(d), shown here 
as stress coefficients scaled by the appropriate power of strain amplitude, i.e. 30 . Error 
bars in Figure 4.5 represent standard deviations in measurements across three different 
experimental runs with separate sample loading. The torques associated with the elastic 
stress coefficients are low at frequencies below 0.4 rad/s   and the uncertainty in their 
measurement is noticeable. Above this frequency, the experimental results are in close 
conformance with the fourth-order fluid predictions of frequency scaling and interrelations 
in Eqs.(4.26)-(4.29). Within the identified terminal regime ( De 0.2  or 10 rad/s  ), the 
elastic stress coefficients scale as  3 412,1 ~A   and  3 412,3 ~A   and the viscous nonlinearities 
 
Figure 4.5. The asymptotic nonlinear stress coefficients in (a)-(d), defined in Eq.(4.5), agree with 
the terminal regime predictions of the fourth-order fluid for both the frequency scaling and 
interrelationships (solid lines, Eqs.(4.26)-(4.29)). Hollow symbols are used for negative values in 
these log-log plots. Uncertainty bars indicate standard deviation across three sets of 
experiments. 
 98 
 
as  1 312,3 ~B   and  3 312,3 ~B  . The measurements also obey the interrelationship    3 312,1 12,3A A  
and    3 312,1 12,33B B . 
We can now identify the front factors accompanying the expressions for the four 
asymptotic nonlinear material functions defined in Eqs. (4.34)-(4.37). We do this by 
simultaneously fitting the terminal regime for both elastic stress coefficients beyond 
0.4 rad/s   while constraining the fit to obey the expected frequency scaling of 4  and 
the interrelationship    3 312,1 12,3A A . The terminal asymptotic viscous response is fit with the 
frequency scaling constraint of 3  and the interrelationship    3 312,1 12,33B B  across the entire 
range of frequency. We show such fits in Figure 4.5 (a)-(d), and find for the stress 
coefficients  
      3 3 4012,1 12,3 14.1 DeA A     (4.49) 
      3 3 3012,1 12,33 1.18 DeB B     (4.50) 
where we recall that 0 1410 Pa.s   and 0.02 s   from fitting the linear terminal regime.  
The numerical factors are O(10) for the elastic measures but O (1) for the viscous measures, 
which is larger than the FENE predictions of an O (0.1) front factor for  312,1B  (Eq. (4.43)). 
The signs are identical to the FENE model, which predicts negative values for all four 
stress coefficients in the terminal regime. This result is significant because it highlights the 
universal features predicted by the fourth-order fluid (frequency scaling and interrelations) 
along with the material specific features (signs and magnitudes) that will enable model 
identification or inference of the underlying molecular, nanoscale, or microscale structure.  
4.5 Conclusions 
The terminal regime behavior for asymptotically-nonlinear LAOStrain has been 
derived from an ordered fluid expansion. A fourth-order fluid is required to predict all four 
asymptotic LAOStrain nonlinearities, which obey the interrelation 1 3[ ] [ ]e e   and 
1 3[ ] 3[ ]v v  in the terminal regime. The terminal frequency scaling for the asymptotic 
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nonlinearities is 41[ ] ~ ,e  43[ ] ~ ,e   21[ ]~v  and 23[ ] ~ ,v  and our experimental 
measurements confirm these predictions.  
The predictions made here are universally applicable to all viscoelastic fluids with 
finite relaxation time. However, one must also be aware of their scope and limitations.  
These predictions will not apply to viscoelastic materials that do not exhibit a long time 
flow behavior, classic examples of which include viscoelastic solids (e.g. elastomers) and 
critical gel materials such as percolated polymer networks or colloidal networks where a 
Newtonian viscosity is undefined. Such elastic and critical gel materials cannot be 
represented by the ordered fluid expansion used here, which is an expansion from 
Newtonian fluid behavior.  The predictions in this work are based on an ordered fluid 
expansion, which presumes a particular strain amplitude scaling of the nonlinearities (i.e. 
an integer power function expansion of the stress response).  In our research group, we 
have observed that non-integer power function expansions are required for some 
constitutive models, under which circumstance a completely different framework would 
be required. We will treat such models in a separate publication. Although this influences 
the strain amplitude scaling, it is as of yet unclear if it will influence the frequency scaling 
of the appropriately defined asymptotic nonlinear material functions [33].  
It is shown that asymptotically nonlinear properties distinguish behavior with 
equivalent linear viscoelastic properties in the terminal regime. We anticipate information 
at larger frequencies (or De~O (1) and beyond) to provide additional information to aid this 
process, and a library of constitutive model fingerprints is presented in Chapter 5. 
Numerical calculations can also be used for models that do not have analytical solutions. 
It will be shown (in Chapter 5) that this library of asymptotic constitutive model 
fingerprints will unravel differences between them through rich functional dependence of 
the four asymptotic nonlinearities over the entire spectrum of frequency. The results in this 
Chapter will also be shown to validate analytical and numerical fingerprints for viscoelastic 
fluid constitutive models in the terminal regime.  
Nonlinear oscillatory shear rheology has been used to study material microstructure, 
e.g. branching structure in long chain branched polymers [34], emulsions [35] and foams 
[36]. Our results fundamentally prove that low-dimensional asymptotically-nonlinear 
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measurements can be used for this purpose, since these measurements are decoupled from 
the linear viscoelastic response. We observe in our theoretical treatment and experimental 
measurements that asymptotic nonlinearities may change signs (as a function of frequency) 
unlike the positive linear viscoelastic measures. This extra degree of freedom can be used 
in experiments to distinguish between material systems that show identical linear behavior. 
It is then not unreasonable to relate such sign changes to the inherent material 
microstructure. One should then expect different asymptotic signatures for different 
materials (or variations within the same material, like concentration, molecular weight, 
degree of branching etc.), with frequency-dependent sign changes with asymptotic 
nonlinearities resulting from changes to the underlying material microstructure. Molecular 
features pertaining to a given material could then be inferred by identifying or constructing 
a constitutive model that successfully predicts the experimentally obtained fingerprint 
(illustrated in Chapter 6).  
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Chapter 5 
 
Constitutive model fingerprints in  
asymptotically-nonlinear oscillatory shear†  
 
5.1 Introduction 
Rheological material functions are fundamental to describing rheologically-complex 
materials. The descriptions serve as powerful tools in uncovering nuances in material 
microstructure, select constitutive models, and fit model parameters. Linear viscoelastic 
properties aid in this process, but are often insufficient to distinguish or identify important 
microstructural features, and are completely inadequate to identify nonlinear model 
parameters. Nonlinear viscoelasticity fills this gap, but information here is often complex 
and of high dimensionality, covering the whole range of the Pipkin space[1], with each 
point in Pipkin space generating a different response waveform when oscillatory 
deformation is used for characterization.  
High dimensionality, at the most fundamental level, describes time-dependent 
oscillatory stress waveforms. The description can take multiple forms, e.g. raw 
experimental waveform data, local measures of the waveforms [2], [3], or orthogonal basis 
sets (the most popular being Fourier and Chebyshev) [2], [4], [5]. In the linear regime, the 
time-periodic waveforms of shear stress have a lower dimensional description with only 
two parameters, the linear material functions G’() and G’’(), so that the full waveform 
need not be reported.  
A systematic and low-dimensional step into nonlinearity is the asymptotically-
nonlinear regime, which can be measured in oscillatory shear [6]. These asymptotically-
nonlinear measures contain substantial information beyond the linear-response, yet can 
avoid experimental complications of edge fracture, wall slip, and non-homogeneous shear 
                                                            
†Portions reprinted with permission from N.A. Bharadwaj & R.H. Ewoldt, “Constitutive model fingerprints 
in medium amplitude oscillatory shear”, J. Rheol. 59(2), 557-592 (2015) 
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[7], [8]. The low dimensionality here is based on a series expansion, and is characterized 
by  G  ,  G   and four additional metrics:  1[ ]e  ,  3[ ]e  ,  1[ ] v  and  3[ ] v  
which have been physically interpreted before. The first harmonic measures,  1[ ]e   and 
 1[ ] v  unambiguously describe asymptotic changes to the average stored and dissipated 
energy. The third harmonic measures  3[ ]e   and  3[ ] v  can be related to intra-cycle 
changes to elasticity and viscosity, but this requires assumptions of shear symmetry and 
the existence of elastic and viscous basis states prevailing in a nonlinear stress waveform, 
as in the case of a linear response. At present, rheologists are well-trained to interpret linear 
properties such as  G   and  G  . However, the possible signatures of the four 
asymptotically-nonlinear properties are largely unknown.  
Universal, material-agnostic predictions (i.e. not requiring belief in a particular 
material structure or morphology) have been made for asymptotically-nonlinear signatures 
using a fourth order fluid expansion, but these are limited to viscoelastic fluids in the 
terminal regime [9] (also see Chapter 4). Such predictions include inter-relationships 
between the asymptotically-nonlinear viscous and elastic low-frequency response and their 
scaling in dimensionless frequency. These predictions should unambiguously apply to the 
low frequency behavior of any viscoelastic fluid constitutive model falling within the 
framework of an ordered fluid expansion. Unlike linear viscoelastic material functions, 
asymptotic nonlinearities change signs with frequency, and are shown to distinguish 
between different constitutive models, at least within the terminal regime [9]. Beyond the 
terminal regime, richer signatures exist and have been experimentally measured [6] (see 
Chapter 2, Figure 2.14), but general expectations remain unknown (Figure 5.1b) and a 
systematic treatment in this regime is pending. 
Here, we construct a library of asymptotically-nonlinear fingerprints for nonlinear 
viscoelastic constitutive models admitting analytical solutions to strain-controlled 
oscillatory shear. This library is a first comparative study of its kind, and the treatment here 
extends beyond the terminal regime allowing for an exploration of varied signatures of the 
considered constitutive models. This library will also facilitate comparison with 
experimentally obtained fingerprints under asymptotic oscillatory shear. 
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XXXXXXXXXXXXXXXXX 
Table 5.1: Constitutive models considered for analysis 
 
Figure 5.1. The terminal regime (De<<1) behavior of a viscoelastic fluid is known for the two linear 
measures and the four asymptotic shear nonlinearities. Beyond the terminal regime (shaded), (a) 
the two linear viscoelastic measures may be identical for different viscoelastic fluid constitutive
models. But, (b) the asymptotic nonlinear behavior is unknown (the questions marks), but if found
different, can distinguish between constitutive models (all axes log-scale). 
Constitutive Model Material-Specific Interpretation 
Corotational models [10] Quasi-linear model (no specific material class) 
Giesekus [11] Polymers in solution, worm like micelles 
Integral model generalized 
 strain measure [12] 
Time-strain separability (no specific material class) 
Rigid rod-like polymers [13], [14] Dilute suspension of rigid dumbbells (with and without 
hydrodynamic interaction), infinite rod like polymers 
Curtiss-Bird [15] Polymer melts (entangled) 
Emulsion [16] Simple dilute emulsion 
Fourth Order fluid  [9], [17] Viscoelastic Fluids 
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The nonlinear viscoelastic constitutive models we consider are listed in Table 5.1 and 
are shown along with any material-specific interpretations of the model. There are other 
nonlinear constitutive models representing other viscoelastic material classes, jammed 
systems, transient polymer networks to name a few. But, the constitutive model choices 
made here are restricted to those having analytical solutions under strain-controlled 
oscillatory shear available at this time. A library of analytical asymptotically-nonlinear 
fingerprints for these constitutive models is constructed in Section 5.2. In Section 5.3, we 
use this library to compare and contrast between models by studying changes in a model 
fingerprint with changing model parameters (if any). The differences appear as sign 
changes of the asymptotic nonlinearities (as a function of frequency) and differences in the 
frequency scaling behavior. The library can also be used to compare to fingerprints of 
experiment data, which we also consider. 
The asymptotically-nonlinear material functions defined in Chapter 2 change signs and 
carry physically meaningful interpretations consistent with shape changes in the 
decomposed stress-strain (elastic) and stress-rate (viscous) Lissajous curves (see flowchart 
in Figure 2.7 in Chapter 2). The signs of the first harmonic nonlinearities ( 1[ ]e  and 1[ ]v ) 
can then be interpreted as indicating average inter-cycle changes to the stress-strain or 
stress-rate response, and the signs of the third harmonic nonlinearities ( 3[ ]e  and 3[ ]v ) help 
identify strain or strain-rate driving such changes within a cycle. These material functions  
take specific expressions for a given choice of constitutive model. The shapes of the  G   
and  G   curves are familiar (active matter perhaps being a notable exception [18]), but 
general expectations for shapes (and signs) of 1[ ],e  1[ ],v  3[ ]e  and 3[ ]v  are not yet known 
and may be constitutive model specific. This is the driving question for work in this 
chapter, to provide expectations for magnitudes, signs, sign changes, and frequency-
dependent shapes of these four material functions. 
Figure 5.1(a) shows the normalized linear viscoelastic measures predicted by the 
canonical single mode Jeffreys model (a.k.a. a dashpot superposed with a Maxwell model). 
The terminal regime (described by Deborah Number, De= 1  where   is the 
relaxation time) is shown by the unshaded region in Figure 5.1. The terminal regime 
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behavior for the two linear measures is well understood, with interrelations and frequency 
scaling, i.e.    
De 0
lim / DeG G      and  De 0lim ~ DeG    and   2De 0lim ~ De .G    
Beyond the terminal regime (shaded region), the expected behavior is unknown in general, 
being material-specific (and model-specific). 
In the terminal regime, asymptotic nonlinear signatures provide additional degrees of 
freedom beyond the linear regime. Using an ordered fluid expansion to fourth order, we 
show (in Chapter 4) the terminal asymptotic nonlinear behavior for any viscoelastic fluid 
under oscillatory shear, including scaling and interrelations for the four nonlinearities. We 
also demonstrate that the terminal frequency scaling is preserved for any viscoelastic fluid 
constitutive model obeying an ordered fluid expansion, and differences appear only as 
vertical shifts and sign changes. These features are shown in Figure 5.1 (b) with the arrows 
indicating the possibility of a shift. In this chapter, each viscoelastic fluid constitutive 
model will be confirmed to exhibit this terminal nonlinear behavior.  
Beyond the terminal regime, no previous work has addressed the fundamental question 
of how different the asymptotically-nonlinear signatures may be for different nonlinear 
constitutive models (shown by question marks in Figure 5.1(b)). To address this question, 
we will survey available analytical solutions for asymptotic signatures of constitutive 
model responses to imposed strain- controlled LAOS (LAOStrain). We will translate 
results into the language of asymptotic Chebyshev coefficients (see Chapters 2, 4 for such 
translations) to allow for comparison and conceptual interpretation.   
5.2 Analytical solutions for MAOS 
In this section, we translate and rework existing analytical solutions to a unified 
representation for MAOS fingerprints. The constitutive models considered have analytical 
solutions for LAOStrain, and are chosen from the list in Table 1 of [10], as well as [11]. 
The translation is important, to eliminate sign ambiguity [19], eliminate dependence on 
Weissenberg number, and allow for a comparative study of MAOS signatures. The process 
typically involves a domain transformation that permits the time dependent stress response 
to be represented as a power series expansion involving Chebyshev coefficients. Analytical 
results for most constitutive models facilitate this translation, however, some do not. For 
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these other analytical solutions, we derive asymptotic results in the limits of small strain 
amplitude. Here on, we treat each constitutive model separately, scrutinize the possibility 
of a domain translation and obtain analytical expressions for the four asymptotic 
LAOStrain nonlinearities.  
5.2.1 Corotational models  
Giacomin et al. [10] derived the power-expansion LAOS response of a corotational 
Maxwell/Jeffreys model up to order  50O  for shear stress, as well as first and second 
normal stress differences. Here we extend the  30O  shear stress result for more general 
corotational models with arbitrary relaxation modulus  G t . 
The Boltzmann superposition principle for linear viscoelasticity [20] can be 
generalized to represent the time-dependent stress response to a deformation  t  as a 
superposition of accumulated stresses from all past times t to a current time t   
      , ,tt G t t t t dt

        (5.1) 
where  G t t  is the linear viscoelastic modulus. Eq. (5.1) can also be written for a stress 
input where the kernel function is the temporal derivative of the compliance  J t , an 
analog of the memory function    dG tdtm t    in a strain controlled protocol. One option 
to extend Eq. (5.1) to a nonlinear response is a multiple integral expansion in the higher 
powers of strain rate amplitude [21]. An alternate representation of a nonlinear response is 
the replacement of the rate of strain tensor  t  in Eq. (5.1) with tensorial measures 
capable of capturing nonlinearities. The corotational rate of strain tensor  t  is one such 
metric[10]. It is related to the frame invariant corotational (a.k.a. Jaumann) differential 
operator / tD D , which is defined with operations involving the substantial derivative 
/D Dt  and the vorticity tensor  Tv v   , with i j j iv v / x     , as 
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  1 .
2
    D
t Dt
   D
D
  (5.2) 
Operations involving the vorticity tensor   ensures frame invariance to superposed rigid 
body rotations. For simple shear flows, replacing the rate of strain tensor in Eq. (5.1) with 
the corotational rate of strain tensor, we calculate the shear stress as 
      12 12 , ,
t
t G t t t t dt

        (5.3) 
where 12  is the 12 component of  . For an oscillatory shear deformation 
  0 cost t    , [10] calculate the components of   (their Eq. 24). We use the 12 
component of   in Eq. (5.3), and obtain  
        12 0cos sin sin ,
t
t G t t t t t dt    

           (5.4) 
where    0 cos     t t  is the homogeneous shear rate input. In the asymptotic limit 
of 0 0,  the cos[ ] term in Eq. (5.4) can be expanded as a power series resulting in  
          22 412 0 011 sin sin ,2
t
t G t t t t t dt     

            O   (5.5) 
and a variable transformation t t s   that results in  
           22 412 0 0 0
0
1cos 1 sin sin .
2
t G s t s t t s ds       
          O   (5.6) 
Use of suitable trigonometric identities simplifies Eq. (5.6) to a form involving  sin n t  
and  cos n t , allowing grouping of terms as a power series expansion in the higher odd 
powers of the strain amplitude 0 ,  
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


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 
0
5
0
s cos3 cos3
         .
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

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

O
  (5.7) 
The  0O  term is the same as linear Boltzmann superposition, whereas  30O  terms 
come from the corotational rate of strain tensor. Material functions can now be calculated 
from Eq. (5.7) as a function of a time-dependent kernel function  G t . The linear 
viscoelastic storage and loss moduli are  
    
0
sinG G s sds  

     (5.8) 
      
0
cosG G s sds
   
      (5.9) 
and the elastic and viscous asymptotically-nonlinear shear material functions are  
        312,11 3
0 0
1[ ] 2sin sin ,
4
A
e G s s s ds   

       (5.10) 
       312,11 3
0 0
1[ ] cos cos ,
4
B
G s s s ds  

    v   (5.11) 
        312,33 3
0 0
1[ ] sin 2sin 2 sin3 ,
8
A
e G s s s s ds    

        (5.12) 
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       312,33 3
0 0
1[ ] cos 2cos cos3 .
8
B
G s s s s ds   

    v   (5.13) 
Eqs. (5.10)-(5.13) have not been derived earlier and are applicable to any general stress 
relaxation modulus  G t  in Eq. (5.3).  
To compare with other models, we consider the special case of a single mode Maxwell 
model with a steady shear viscosity 0  and relaxation timescale  with 
   0 .
s
G s e 
      (5.14) 
The use of Eq. (5.14) in Eq. (5.3) results in a corotational Maxwell model. The asymptotic 
material functions for the corotational Maxwell model can be directly calculated by 
substituting Eq. (5.14) into Eqs. (5.10)-(5.13) and performing an integration by parts. The 
asymptotic nonlinearities, normalized by the plateau modulus 0 0 /G     and 0  are  
    
3
12,11 4
3 2 2
0 0 0
[ ] 1 3 1De ,
2 (1 De )(1 4De )
Ae
G G


              
  (5.15) 
    
3
12,11 2
3 2 2
0 0 0
[ ] 1 3 1De ,
4 (1 De )(1 4De )
B
  
              
v
  (5.16) 
    
3 2
12,33 4
3 2 2 2
0 0 0
[ ] 1 3 (1 De )De ,
2 (1 De )(1 4De )(1 9De )
Ae
G G


               
  (5.17) 
    
3 2
12,33 2
3 2 2 2
0 0 0
[ ] 1 1 (1 11De )De .
4 (1 De )(1 4De )(1 9De )
B
  
               
v
  (5.18) 
The normalized asymptotic nonlinearities are functions of only the Deborah number, 
De  , the sole deformation parameter, and do not depend on any nonlinear parameter 
since the nonlinearities arise from the corotational derivative operator. A linear 
superposition of modes results in a multimode Maxwell model with a stress relaxation 
modulus  
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  
1
.n
s
n
nn
G s e 
    

   (5.19) 
The asymptotic nonlinearities of a multimode corotational Maxwell model superpose 
linearly. This can be verified by using Eq. (5.19) in Eqs. (5.10)-(5.13) [see also Section 7 
of [10]]. 
Giacomin et al. [10] analytically solve the integral form of a single mode corotational 
Maxwell model to LAOStrain deformation and obtain analytical expressions for viscosity 
coefficients jn  and jn  up to the fifth harmonic (their Eqs. 160 to 171). These viscosity 
coefficients emerge in a rate amplitude scaled [22] power series expansion of the shear 
stress response to the input strain 
           12 0 0
: odd : odd
; , cos sin .
j
j
jn jn
j n
t n t n t                (5.20)  
Their results involving the viscosity coefficients can be translated to the asymptotic 
descriptions of Eqs. (5.15)-(5.18) using the conversions shown by [6] (their Eq. 26). 
However, the material functions reported in [10] are functions of both De  and Wi , but 
our material functions (Eqs. (5.15)-(5.18)) depend only on the De , which simplifies the 
representation. [10] also obtain analytical expressions for the viscosity coefficients of a 
corotational Jeffreys model under LAOStrain deformation, the asymptotic shear 
nonlinearities for which can be obtained by solving Eqs. (5.10)-(5.13) for the kernel 
function of a Jeffreys model or by converting the results of [10] using Eq. (26) of [6].  
Figure 5.2 shows the frequency-dependent asymptotic nonlinear fingerprints of the 
corotational Maxwell model (Eqs. (5.15)-(5.18)). The first-harmonic nonlinearities are 
always negative, indicative of average elastic softening and average viscous thinning as a 
function of strain amplitude for all De . On the other hand, the third harmonic nonlinearities 
exhibit a change of sign with De  and provide additional information on factors driving 
these nonlinear effects (see Figure 2.7 of Chapter 2 for interpretations). The terminal 
regime behavior ( De 1 ) is particularly interesting, and consistent with the 
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predictions of [9] for LAOStrain asymptotic nonlinearities with a viscoelastic fluid (see 
Chapter 4). The terminal regime interrelationship of  1 3De 0lim [ ] / [ ] 1e e    and 
 1 3De 0lim [ ] / [ ] 3 v v  is observed. The signs suggest that strain rate (not strain) drives 
nonlinearities in the terminal regime of a viscoelastic fluid (see sign interpretation 
flowchart Figure 2.7 of Chapter 2). The opposite occurs at large De, indicating that strain 
(and not strain rate) drives nonlinearities at large frequencies of a corotational Maxwell 
fluid. We will see identical behavior with the asymptotic nonlinearities at De 1  and 
De 1  for all models analyzed in this paper.  
At large frequencies, both elastic nonlinearities plateau and both viscous nonlinearities 
decrease as 2De  (Figure 5.2 insets). Identical trends have been observed in LAOStrain 
experiments on real material systems [6] and such frequency dependent similarities could 
be strongly coupled with molecular features of the material being probed. Such structure-
rheology connections have been made using the nonlinear parameters of a constitutive 
model [11], but the corotational models with no nonlinear parameter do not allow for this 
 
Figure 5.2. Single mode corotational Maxwell model asymptotic LAOStrain fingerprints. 1[ ]e  and 
1[ ]v  are always negative. Third harmonic measures change sign with De. Log-log plots (inset) of 
absolute values show frequency scaling. 
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analysis. This motivates consideration of other nonlinear constitutive models with 
microstructure-based model parameters. We start with constitutive models used in the 
prediction of the nonlinear behavior of polymers and then diversify to models across other 
material classes.  
5.2.2 Giesekus model 
The Giesekus model has been used in predicting the nonlinear effects observed in 
polymer solutions [23], [24] and entangled wormlike micelles [11], [25], [26]. The 
Giesekus model is defined by a tensorial equation in polymeric stress   as   
 (1) 0
0
1 G
G

            (5.21) 
where  1  is the upper convected derivative defined as  
  (1) v ( v) v .TDDt           (5.22) 
The upper convected derivative naturally arises from certain molecular models, such as the 
bead spring model for polymers [27] and is a useful metric to relate molecular contributions 
to a macroscopic response to deformation. When the spring is Hookean, the upper 
convected Maxwell model ensues and the higher harmonics are lost altogether. As in 
Section 5.2.1,   in Eq. (5.21) is the relaxation time of the polymer and 0G  the plateau 
modulus related through the steady shear viscosity 0 0G  . The nonlinear parameter   
is dimensionless, often called the mobility factor (sometimes the drag anisotropy coupling 
parameter) with typical values ranging between 0 and 1 (with =0 being the limit of an 
upper-convected Maxwell model). LAOS is a suitable procedure to extract this parameter, 
as demonstrated by [28] on an  aqueous polyacrylamide based polymer solution. The 
Giesekus constitutive equation has also been used to study the shear-thinning response of 
isotropic wormlike micellar solutions under LAOStrain [25]. There, the mobility factor   
was shown to distinguish between nonlinear effects in such solutions, with values up to 0.5 
characteristic of shear thinning and any greater value representing shear banding.  
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     For a sinusoidal deformation input as defined as   0 sint t   , [11] analytically solved 
Eq. (5.21) for asymptotically large strain amplitude. Conveniently, they present the 
alternant polymeric shear stress response as an asymptotic expansion in the higher orders 
of frequency (index n) and higher powers of strain (index j), as already outlined in Chapter 
4. By expanding to the third harmonic and third power of strain, they obtained analytical 
expressions for the stress coefficients as a function of the Wi  and De . Here, we show that 
alternate scaling eliminates Wi dependence, leaving only De  dependence of the 
asymptotic nonlinear material functions. We take Eqs. 23-26 from [11], convert them to 
notations as prescribed in [6] (Chapter 2) and normalize them with the linear viscoelastic 
plateau modulus 0G  and steady shear viscosity 0  to obtain 
   (3) 4 2 4 212,11 3 2 3 2
0 0 0
[ ] 1 De ( 21 41De 8De 4 (4 7De )) ,
4(1 De ) (1 4De )
Ae
G G
 
            
  (5.23) 
 
Figure 5.3. Giesekus Model asymptotic nonlinear LAOStrain fingerprints for different values of the 
nonlinear parameter . 1[ ]e  is always negative, but the other three nonlinearities change signs 
with De. Changing  modifies the absolute magnitude and, although subtle, changes location of 
zero crossing for nonlinearities. The limit =0 is the upper-convected Maxwell model, which has 
no nonlinearities of shear stress. Inset log-log plots of absolute values for =0.3 
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   (3) 2 2 4 2 412,11 3 2 3 2
0 0 0
[ ] 1 De (9 11De 10De 2 ( 3 De 8De )) ,
4(1 De ) (1 4De )
B   
              
v
  (5.24) 
    
(3) 4 2 4 2 4
12,33
3 2 3 2 2
0 0 0
[ ] De ( 21 30De 51De 4 (4 17De 3De ))1 ,
4(1 De ) (1 4De ) 1 9De
Ae
G G
 
                
  (5.25) 
   (3) 2 2 4 6 2 412,33
3 2 3 2 2
0 0 0
[ ] De ( 3 48De 33De 18De (2 48De 46De ))1 .
4(1 De ) (1 4De )(1 9De )
B   
               
v   (5.26) 
The relations between these measures and the stress coefficients are shown for 
convenience. For the terminal regime, it is verified that  1 3De 0lim [ ] / [ ] 1e e    and
 1 3De 0lim [ ] / [ ] 3 v v , in line with predictions of [9] (Chapter 4). The nonlinear parameter 
  appears as a front factor and within the expression in the numerator. Thus, changing   
shifts the curves both vertically and horizontally. These effects are demonstrated in Figure 
5.3 with three values of  . The vertical shift is clear, with increasing   resulting in higher 
absolute magnitudes of each nonlinearity. The horizontal shift is subtle, but can be seen 
near the location of zero crossing for measures that show a sign change (for example [e3]).  
Comparing Figure 5.3 to Figure 5.2 shows that asymptotic nonlinear signatures are not 
universal. The Giesekus signatures in Figure 5.3 look different from the signatures of the 
corotational Maxwell model in Figure 5.2.  The terminal regime behavior is similar, 1[ ]e  
is qualitatively similar across both models, and viscous nonlinearities similarly decrease at 
large De , scaling as -2De  . The differences are equally interesting, the first being a high 
frequency decaying 3[ ]e  for the Giesekus model contrasting the plateau for the corotational 
Maxwell model. The viscous signature differences involve extra sign changes in the 
Giesekus model, with 1[ ]v  changing sign once and 3[ ]v  twice. The sign change of 1[ ]v  
relates to  1 0G   showing thinning ( 1[ ] 0v  at De<1) or thickening (for 1[ ] 0v  at De>1). 
 
   
118 
 
5.2.3 Integral model generalized strain measure 
Wagner et al. [12] study the mechanical response of entangled linear and model comb 
polymer melts in the MAOS regime and represent the shear stress response as a single 
integral constitutive equation with time strain separability 
 12 ( ) ( , ) ,
t
xym t t S t t dt

       (5.27) 
where ( , )m t t  is the linear viscoelastic memory function and xyS  a generalized material 
strain measure (the corotational strain measure is a subset, as shown later in this section). 
For small shear deformations, they represent the generalized strain measure in higher odd 
powers of the shear strain   as 
    3 5 .xyS O          (5.28) 
This general expansion assumes time-strain separability. Although general for any time-
strain separable model, the front factors in Eq. (5.28) were interpreted within the context 
of entangled polymers, with   depicting the orientation of tube segments and   the 
stretch of polymer chains. The relaxation of its stretch and reorientation of its chains help 
the polymer relax accumulated stresses. The nonlinear parameters   and   take different 
values for different models (see [12]) and govern all arising shear nonlinearities through 
the defined strain measure .  
For an oscillatory shear strain input of the form   0 sint t   , [12] evaluate the shear 
stress as a power series expansion up to the third harmonic and provide analytical 
expressions for the power expansion coefficients as functions of frequency (), discrete 
relaxation times and the nonlinear parameters ( ,    ). Choosing one dominant mode of 
relaxation (pertaining to i =1), we convert their expressions for moduli to our notation as a 
function of De . The linear viscoelastic measures are then 
   20 2De ,1 DeG G
      
 (5.29) 
xyS
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Figure 5.4. Integral generalized strain model asymptotic nonlinear LAOStrain fingerprints. 
Changing - (defined in footnote‡) changes the absolute magnitude of each nonlinearity but not 
the location of zero crossing. Similar De scaling behavior is observed across all models (insets 
show absolute values of the Doi-Edwards (DE) model on double-log axes). 
 
     0 2De ,1 DeG G   
         (5.30) 
where  2240 5 ekTNG   is the plateau modulus with terms having the same meaning as 
defined in [12]. The asymptotic nonlinearities normalized using the plateau modulus 0G  
and steady shear viscosity 0 0G    are 
           
      
(3)
12,11 4
3 2 2
0 0 0
[ ] 1 19 De ,
1 De 1 4De
Ae
G G
  
                
  (5.31) 
           
      
(3)
12,11 2
3 2 2
0 0 0
[ ] 1 9 1De ,
2 1 De 1 4De
B    
                
v
  (5.32) 
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       
(3) 2
12,33 4
3 2 2 2
0 0 0
[ ] 1 1 De9 De ,
1 De 1 4De 1 9De
Ae
G G
  
                 
  (5.33) 
       
(3) 2
12,33 2
3 2 2 2
0 0 0
[ ] 1 3 1 11DeDe .
2 1 De 1 4De 1 9De
B    
                 
v
  (5.34) 
The measures above depend on De and the nonlinear quantity   , but only as a front 
factor. The signatures are identical to the corotational Maxwell model when 1/ 6    
(Figure 5.2). 
For single integral constitutive models, [12] show that asymptotically nonlinear 
measures are simple linear combinations of linear viscoelastic measures. The asymptotic 
nonlinear measures in Eqs. (5.31)-(5.34) are also combinations of linear viscoelastic 
measures  G   and  G   (Eqs. (5.29)-(5.30)) at frequencies of , 2 and 3,   
        
(3)
12,1
1 3
0
3 1[ ] 2 2 ,
2 2
A
e G G    
           (5.35) 
        
(3)
12,1
1 3
0
3 1[ ] 2 ,
2 2
B      
        v   (5.36) 
          
(3)
12,3
3 3
0
3 1[ ] 2 3 ,
4 3
A
e G G G     
              (5.37) 
          
(3)
12,1
3 3
0
3 1[ ] 2 3 .
4 3
B        
         v   (5.38) 
Figure 5.4 shows the asymptotic nonlinear signatures for different values of   and  , 
chosen for different constitutive models‡ originating from the generalized strain measure. 
                                                            
‡) Doi-Edwards (DE) 191/ 420,  0  ; Doi-Edwards with independent alignment(DE-IA) 5 / 21, 
0  ; Linear Material Stress function (L-MSF) 5 / 21,  1/10  ; Quadratic Material stress function (Q 
MSF) 5 / 21,  1 / 5  ). 
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All measures have the term    as a multiplicative front factor, a feature due to the model 
obeying time-strain separability. It should then be expected that the curves shift only 
vertically for different   . The third harmonic measures change sign as a function of 
De , but the location of the sign change does not shift. 
It is worth noting that these results (Eqs. (5.35)-(5.38)) apply only to single integral 
constitutive models and do not apply universally for all nonlinear constitutive models. For 
example, the Giesekus model asymptotic nonlinearities in Eqs. (5.23)-(5.26) have the 
nonlinear parameter  appear as a front factor and also within the numerator, and hence 
cannot be combined using linear viscoelastic measures by analogy to Eqs. (5.35)-(5.38). 
As a consequence, the asymptotic nonlinear signatures shift vertically and horizontally and 
show rich functional dependence with frequency, vastly different form the linear 
signatures. We will observe similarly interesting behavior with the asymptotic nonlinear 
signatures of some other models that we consider here. 
5.2.4 Rod like polymers  
Paul [13] incorporated suitable corrections to earlier studies [29] on the non-Newtonian 
behavior of rigid rod like molecules in solution under the influence of a simple shear strain 
rate deformation  0Re ei t   . They then obtain an expression for the shear stress, 
represented in complex form as 
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(5.39) 
where c  is the concentration in particles per unit volume,   the polymer relaxation time 
and all other symbols retain the same meaning as defined in [29].  
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The expression in Eq. (5.39) accounts for effects from hydrodynamic interaction. For 
a more compact representation, we represent the summation terms (the nonlinear 
parameters) as 
 1 0( ),
n
l
l n
S l 

    (5.40) 
 2 0(2 ).
n
l
l n
S l 

    (5.41) 
To derive the MAOS material functions, we must expand the expression in Eq. (5.39) by 
decomposing the complex variables into their real and imaginary parts and identify the real 
part of the decomposed shear stress as a power series expansion in the higher powers of 
strain ( 0 ). This obtains the linear viscoelastic measures 
 
Figure 5.5. Rod-like polymers (with and without hydrodynamic interaction) asymptotic nonlinear 
LAOStrain fingerprints. For the case with hydrodynamic interaction [13] (solid and dotted lines), 
the nonlinear quantity S2/S1 affects the absolute magnitudes (all measures) and locations of the 
zero crossings for [e3], [v1] and [v3]. The signature of [v3] is the outlier if hydrodynamic interaction 
is neglected (dashed lines). Insets show absolute values of the dumbbell type polymer (with and 
without hydrodynamic interaction) on double-log axes. 
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   20 2De ,1 DeG G
      
  (5.42) 
     20 2
1
2De De ,
31 De
SG G
S
  
       
  (5.43) 
where the plateau modulus 20 1 / 10G c b S   depends on molecular features and the 
summation parameter S1. A characteristic shear viscosity can also be defined using the 
polymer relaxation time   as 0 0G  . The linear response resembles a Jeffreys model 
with DeG    in the limits of De. From the higher order terms in the stress expansion, 
we extract out the first and third harmonic elastic and viscous asymptotic nonlinearities 
(see Appendix D.3 for detailed mathematical analysis) and present them in normalized 
form as 
 
    
2 42 2 2
(3)
12,11 1 1 14
3 22 2 20 0 0
70 920 De 220 1514 De 150 306
[ ] 1 3 De ,
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S S S
Ae S S S
G G


                                     
  (5.44)    
 
    
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                                            
v   (5.45) 
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G G


                                       
    (5.46)     
        
2 4 62 2 2 23
12,33 1 1 1 12
3 2 2 2 2
0 0 0
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[ ] 1 1 De .
7 2 1 De 1 4De 1 9De 25 9De
S S S S
B S S S S
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v   (5.47) 
All asymptotic nonlinear measures are a function of De  and a single nonlinear quantity 
S2/S1. The nonlinear term appears within the numerator of each measure, and not as a 
simple front factor. This nonlinear quantity ranges from 0.5 1 , with the limits defined by 
a large number of rigid links (S2/S1=0.5) or a single large dumbbell S2/S1=1. The calculation 
of these limits is shown in the Appendix D.3. The asymptotic nonlinear fingerprints for 
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these cases are shown in Figure 5.5. Changing 2 1S S  changes the magnitude for all 
nonlinear measures and also the location of the zero crossing for measures undergoing a 
sign change, 3[ ]e , 1[ ]v  and 3[ ]v . This also indicates that the asymptotic nonlinearities in 
Eqs. (5.44)-(5.47) cannot be represented as a combination of linear viscoelastic measures. 
It is also interesting that for nonlinearities that do not change signs with De ([e1]), the 
absolute magnitudes are larger for an infinite rod like molecule than a dumbbell type 
molecule for all De .  
 Recently, [14] have derived analytical results for a solution of rigid dumbbells 
under LAOS, but neglecting hydrodynamic interaction (dilute solution). We use their 
expression for shear stress (their Eq. (82)), which neglects contributions from the 
surrounding solvent, and identify the linear viscoelastic material functions as 
   2 23 De ,5 1 DeG nkT     (5.48) 
   2 23 De1 ,5 1 DeG nkT 
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  (5.49) 
and the four asymptotic nonlinearities in normalized form 
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The normalizing parameters are the plateau modulus 30 5G nkT  calculated from Eq. 
(5.48) and a characteristic shear viscosity 30 0 5G nkT    .  
The frequency dependence of the asymptotically-nonlinear material functions in Eqs. 
(5.50)-(5.53) is shown in Figure 5.5 with their counterparts with hydrodynamic interaction. 
Comparing both signatures, trends are identical for 1[ ]e , 3[ ]e  (overlapping response) and 
1[ ]v . Whereas 3[ ]v  changes signs twice with hydrodynamic interaction, 3[ ]v  in the absence 
of hydrodynamic interaction continues to remain positive at large De. This suggests that 
large strain rates drive viscous nonlinearities at high De  for the [14] model without 
hydrodynamic interactions, whereas large strains drive viscous nonlinearities in the [13], 
[29] model at high De (which is also the case for every other model considered here). 
5.2.5 Curtiss-Bird constitutive equation 
The Curtiss-Bird constitutive equation originates from a kinetic theory consideration 
of entangled polymer melts and the resulting equation, explicit in the stress tensor, is [15]  
        
0 0
1 , ,
3
NnkT s E ds s E ds   
           T   (5.54) 
where ( )s  and ( )s  are polymer specific functions defined as  
  
2 2
,
8
s
odd
s e
 


 

    (5.55) 
  
2 2
2
2
,
16
s
odd
s e
 


  

    (5.56) 
and   is the time constant of the polymer (for the longest relaxation time, see Eq. (5.61)
). Tensors    and T  model the kinematics of the flow field and  , defined as the polymer 
link tension coefficient, is the only nonlinear parameter in the model. All other variables 
are defined in [15]. Fan and Bird [22] apply Eq. (5.54) to an oscillation strain-rate input of 
the form    0Re i tt e     and obtain analytical expressions for material functions (their 
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Eqs. 2.13 to 2.18) that they represent as viscosity coefficients (defined in  Eq. (5.20)). 
Expressions for their material coefficients can be converted to material measures following 
from a strain amplitude scaled stress output (as shown in Chapter 2). We carry out this 
conversion to an elastic perspective and obtain the linear viscoelastic measures  G   and 
 G   as 
                    
1 1sinh sin2 2 21 ,
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2 2
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  (5.57) 
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  (5.58) 
Using the first component of  G   in Eq. (5.58) (neglecting the  term) we calculate the 
characteristic steady shear viscosity as  
 
 
0 0
lim ,
60
G NnkT

  
    (5.59) 
and use Eq. (5.57) to calculate the high frequency plateau modulus 
  0 Delim .5
NnkTG G      (5.60) 
The characteristic longest relaxation time is then obtained as 
 0
0
,
12long G
      (5.61) 
which we choose to define the Deborah number, De= long  . The linear viscoelastic 
measures can now be rewritten using the De  as  
  
0
1 sinh 6De sin 6De1 ,
6De cosh 6De cos 6De
G
G
       
  (5.62) 
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  (5.63) 
and the asymptotic shear nonlinearities (from their Eqs. 2.13-2.18) rewritten as  
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    (5.67)  
The errata in  [22] has been accounted for in the calculations in Eqs. (5.64)-(5.67).  In the 
limit of De 0 , terms involving sinh, cosh, sin and cos in Eqs. (5.64)-(5.67) can be 
expanded as a power series resulting in asymptotic approximations for the four asymptotic 
nonlinearities, to verify terminal regime scaling: 
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Figure 5.6. Curtiss-Bird model asymptotic nonlinear LAOStrain fingerprints. The nonlinear quantity   affects the magnitudes (all measures), locations of the zero crossings ([e3]), signs and 
frequency scaling ([v1] and [v3]) of nonlinear quantities. The terminal regime scaling remains 
unaffected for all four measures (corresponding log-log plots of absolute values shown as insets).
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e
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v
O   (5.71) 
The terminal regime scaling and interrelations in Eqs. (5.68)-(5.71) are consistent with 
predictions of [9].   
     The nonlinear parameter   (polymer link tension coefficient) appears as a front factor 
with various terms in Eqs. (5.64)-(5.67) and its effect on the four nonlinearities is studied 
in Figure 5.6. By setting 0,   we observe that 1[ ]e  and 1[ ]v  are always negative, but 3[ ]e  
and 3[ ]v  change signs. However, by letting   take a small nonzero value, dramatic effects 
are seen, especially with the viscous nonlinearities. By assigning a physically permissible 
value of 0.1  , the elastic measures display minimal changes in their magnitudes and 
show similar trends with sign changes and De  scaling as with 0.   In contrast, the viscous 
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nonlinearities show sign changes of both 1[ ]v  and 3[ ]v  as a function of . Interestingly, these 
sign changes in the viscous measures also accompany a change in the high De  scaling 
behavior, where both measures appear to plateau with increasing De. This is in stark 
contrast to diminishing viscous nonlinearities at large De for the Giesekus and the integral 
model with a generalized strain measure. This behavior is unique for this model and is also 
seen with the linear viscous measure  G   that shows a similar large De behavior in the 
presence of , Eq. (5.58), a response similar to the solvent viscosity in a Jeffreys model.  
5.2.6 Simple emulsion  
Another model with an analytical solution under LAOStrain is that for a simple 
emulsion. Yu et al. [16] consider a model for a simple emulsion of dilute immiscible 
Newtonian ellipsoidal droplets in a Newtonian matrix.  The interfacial stress is directly 
coupled to a second order morphology tensor that represents deformation of the drop 
interface, and solutions are given for an asymptotic expansion response to LAOStrain. 
Their given solutions are not decomposed into harmonics or the leading order terms, but 
these terms can be extracted from their result.  With strain input  0( ) sint t   , droplet 
relaxation time  / / R    and interfacial tension ,  the expression for the oscillatory 
shear stress due to the interface is given by (their Eq. (28)),  
 1 2 3 412
0 1 2 3 4
sin cos sin 3 cos3
sin 2 cos 2 sin 4 cos 4
s a t a t a t a t
b b t b t b t b t
       
         (5.72) 
where the coefficients 1 4a a  and 1 4b b   are functions of the capillary number 0Ca , 
dimensionless time scale   and viscosity ratio parameters 1,f  2f  where  
 0 0 ,Ca     (5.73) 
    1
40 1
,
2 3 19 16
p
f
p p
     (5.74) 
 2
5 ,
2 3
f
p
    (5.75) 
and  
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 d
m
p    (5.76) 
is the viscosity ratio of the Newtonian droplet to the surrounding Newtonian matrix. To 
obtain asymptotic LAOS material functions, Eq. (5.72) is expanded and terms of 50( )O  
are neglected (for details, see Appendix D.3). The linear viscoelastic storage and loss 
moduli are Maxwellian, 
   20 2De1 DeG G
      
  (5.77) 
     0 2De1 DeG G
  
         . (5.78) 
The De  used above is defined through the normalized relaxation time b  as bDe= , 
where 1/b f    is the normalized relaxation time of the interface. It is then possible to 
define a plateau modulus from Eq. (5.78) (in the limits of De  ) as  
 20 2
2 .
3
G Kf   (5.79) 
The plateau modulus is directly related to inherent material properties through a parameter 
K  defined as 
      
1 2 36
5 5 1 5 2
p p
K
R p p


        
  (5.80) 
with   being the surface tension, R  the drop radius and  the volume fraction of the 
droplets.  We also define a steady shear viscosity through the normalized relaxation time 
scale as 0 0 bG  . The normalized asymptotic nonlinearities for this model are then 
calculated as 
    
(3) 2 2 4
12,1 41 2
3 32 2
0 0 0
[ ] 1 2 7De 5DeDe ,
3 1 De 1 4De
Ae f
G G 
               
  (5.81) 
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Figure 5.7. Simple emulsion model asymptotic LAOStrain fingerprints for different values of the 
nonlinear parameter  f2 : f2 =0  (solid sphere),  f2 =1 (matched viscosity) and  f2 =1.65  (air bubble). 
Changing  f2 changes the absolute magnitude of each nonlinear measure but not the location of 
zero crossing or the scaling behavior. The log-log plots of absolute values (inset) show the 
terminal frequency scaling, shown here for  f2=1. 
    
(3) 2 2 4
12,1 21 2
3 32 2
0 0 0
[ ] 1 1 4De 3DeDe ,
2 1 De 1 4De
B f
  
               
v
  (5.82) 
    
(3) 2 2 4
12,3 43 2
3 32 20 0 0
[ ] 1 2 De De = De ,
3 1 De 1 4De
Ae f
G G 
               
  (5.83) 
    
(3) 2 2 4
12,3 23 2
3 32 2
0 0 0
[ ] 1 2 7De 6De= De ,
12 1 De 1 4De
B f
  
              
v
  (5.84) 
where 2f  is defined in Eq. (5.74).  The nonlinear parameter f2 appears only as a front factor, 
suggestive of time-strain separability.  
Figure 5.7 shows the asymptotic nonlinear signatures for different values of the 
nonlinear parameter f2, determined from specific values of the viscosity ratio using Eq. 
(5.76). For one extreme of an air bubble in water, we calculate  f2=1.65 (using / 0.015d mp   
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) and for the other extreme of a solid sphere in water, 2 0f  . For two fluids of the same 
viscosity, 2 1f  . It is clear that different values of this parameter magnify the curves for each 
nonlinearity without changing the location of the zero crossing (the location of sign change) 
or affecting the scaling behavior. The terminal regime behavior for the asymptotic 
nonlinearities complies with predictions of a fourth order fluid, as demonstrated by [9]. In 
the limits of De 0,  the elastic nonlinearities scale as 4De  and the viscous nonlinearities 
as 2De . It can also be verified from Eqs. (5.81)-(5.84) that 1 3De 0 De 0
lim [ ] lim [ ]e e    and 
1 3De 0 De 0
lim [ ] 3 lim [ ] v v . This behavior is preserved for all values of the nonlinear parameter 
2f .  
       Asymptotic nonlinearities provide additional information on the microstructure to that 
obtained from the two linear viscoelastic material functions. All four nonlinearities in Eqs. 
(5.81)-(5.84) depend only on the material parameter 2f , which directly relates to the 
viscosity ratio (Eq. (5.74)). A fit of the parameter 2f  to the asymptotically-nonlinear 
fingerprints should then give the viscosity ratio of the constituent fluids in the dilute 
emulsion. The linear viscoelastic plateau modulus relates to a combination of material 
properties (as shown in Eq. (5.79)). For a known 2f  and a known plateau modulus from 
the linear response, it is possible to calculate other material parameters ( ,  /RK  ) 
through relations in Eq. (5.79) and Eq. (5.80). Thus, microstructural features of the 
emulsion could be inferred from macroscopic measurements involving asymptotic 
nonlinearities. 
5.3 Discussion and experimental comparison 
Now having established an initial library of analytical asymptotic LAOStrain 
fingerprints, we compare and contrast constitutive models against each other. We will then 
demonstrate the use of this library in a fingerprint matching process with experimental data 
obtained with LAOStrain experiments on a real material system. 
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5.3.1 Comparison of available signatures  
The linear viscoelastic quantities  G    and  G   (Figure 5.8(a), (b)) are identical 
for most models, with the exception of the models for rod like polymers and the Curtiss-
Bird model which show a Jeffreys like solvent viscosity behavior at large frequency. The 
linear fingerprints of the models considered here are always positive, and fail to distinguish 
constitutive models, unlike the asymptotically-nonlinear signatures with distinctive 
features across De (Figure 5.8(c)-(e)).  
From the available library of asymptotically-nonlinear fingerprints, one can then ask 
the following questions: What is similar in these fingerprints? What features are different 
in them? And what is missing in the current library?  
Similarities and universal trends can be identified in the terminal low-frequency 
behavior of asymptotic nonlinearities. For the constitutive models considered here, we 
calculate the limiting De behavior (Table 5.2 and Table 5.3). It can be seen that all 
constitutive models obey the low-frequency predictions of [9]. In addition, in this limit all 
four nonlinearities reduce to a form where the nonlinear parameter (if present) emerges as 
a front factor. The results of [9], if recast in a different way (see Appendix D, Eqs. (D.1)-
(D.4)), also suggest this, indicating the universality of this feature in the terminal regime 
for viscoelastic fluid constitutive models. 
Differences and the richness of information beyond the terminal regime are intriguing. The 
nonlinearities of time-strain separable models (integral generalized strain, simple dilute 
emulsion) have the nonlinear parameter as a front factor and merely shift up or down. In 
contrast, time-strain inseparable models (e.g. Giesekus model, Curtiss-Bird model and rod-
like polymers) show De dependent sign changes as a function of their nonlinear parameter. 
This indicates that asymptotically-nonlinear signatures can aid in distinguishing between 
constitutive models, and nonlinear parameters within the models. For suitably chosen 
values of nonlinear parameters (if any), Figure 5.8(e) (inset) shows the locations for the 
sign changes of [e3] for different constitutive models. Clearly, different models change 
signs at different locations. Some models exhibit multiple sign changes; a double sign 
change is observed with [v3] for the Giesekus, rod-like polymers with hydrodynamic  
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Figure 5.8. Analytical fingerprints of all constitutive models considered here, showing linear 
viscoelastic moduli (a, b) and the four asymptotic LAOStrain nonlinearities (c-e). The linear 
viscoelastic moduli are always positive. The asymptotic nonlinearities change signs with De and 
help compare and contrast between models. Line color interpretations are: (black) no nonlinear 
parameter, (blue) time-strain separable, (red) time-strain inseparable. 
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MODEL 
1[ ]e   3[ ]e
De 0
lim   Delim   De 0lim   Delim  
Corotational 
Maxwell 
4
0
3 De
2
G   038 G  
4
0
3 De
2
G   0
1
24
G  
Giesekus 
( 0   ) 
4
0
( 21 16 ) De
4
G     012 G  
4
0
( 21 16 ) De
4
G     0 2(17 4 ) 148 DeG
   
Integral, 
Generalized 
strain 
4
09( ) DeG  
  0
9 ( )
4
G  
 
4
09( ) DeG 
  0
1 ( )
4
G  
 
Simple 
Emulsions 
2 4
2 0
2 De
3
f G  20 2512G f  
2 4
2 0
2 G De
3
f  20 2
1
12
G f  
Rod like 
polymers  
42
0
1
3 7 92 De
175
S G
S
     
2
0
1
1 25 51
140
SG
S
     
42
0
1
3 7 92 De
175
S G
S
      
2
0
1
5 3 1
84
SG
S
      
Rigid 
Dumbbell 
4
0
51 De
35
G   01370G  
4
0
51 De
35
G   0
5
21
G  
Curtiss Bird 40
31 1 D e
169344 5
G            
4
0
31 1 De
169344 5
G           
 
 
 
 
Table 5.2. Limiting behavior of the asymptotic elastic nonlinearities 1[ ]e  and 3[ ]e  at large and small Deborah number for the constitutive 
models considered here. Refer to respective sections for definitions of 0G  and 0 . 
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Table 5.3. Limiting behavior of the asymptotic viscous nonlinearities 1[ ]v  and [v3] at large and small Deborah number for different 
constitutive models.  Refer to respective sections for definitions of 0G  and 0 . 
MODEL 
1[ ]v  3[ ]v  
De 0
lim  Delim  De 0lim  Delim  
Corotational 
Maxwell 
2
0
3 De
4
  0 23 116 De  
2
0
1 De
4
  0 211 1144 De  
Giesekus  
( 0  ) 
2
0
3 (3 2 ) De
4
    0 2(8 5) 18 De
    20(3 2 ) De4
    0 218 De
   
Integral, 
Generalized 
strain 
 
2
0
9 ( ) De
2
   
 
0 2
9 1( )
8 De
   
 
2
0
3 ( ) De
2
    0 2
11 1( )
24 De
  
 
Simple    
Emulsions 
2 2
2 0
1 D e
2
f   22 0 2
3 1
8 De
f   2 22 01 De6 f   
2
2 0 2
1 1
8 De
f   
Rod like 
polymers 
22
0
1
3 4 19 De
70
S
S
   
 20
1
3
70
S
S
  22 0
1
1 4 19 De
70
S
S
   
 20
1
1
14
S
S
  
Rigid 
Dumbbell 
2
0
9 De
14
   0370  
2
0
3 De
14
   0114  
Curtiss Bird 20
17 21 De
18816 5
       
2
0
1 17 21 De
3 18816 5
             
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interaction, and the Curtiss-Bird models, in contrast to single sign changes for other 
constitutive models.  
Models can also be distinguished in the limit of De   . For the time-strain separable 
models in this limit, the elastic nonlinearities plateau to a constant value and the viscous 
nonlinearities approach zero as De-2 (see Figure 5.8, Table 5.2 and Table 5.3). In contrast, 
[e3] for the Giesekus model decays as De-2 and the viscous measures for the Curtiss-Bird 
model and the model for infinite rod like polymers plateau to a constant value.  
These observations lead to a general prediction that there should be a sign change of at 
least one elastic and one viscous measure, so that in the limit of De 1 , strain-rates drive 
nonlinearities of fluid-like behavior, whereas at higher De, strains drive nonlinearities of 
solid-like behavior (again using the sign interpretations described by [6], or Figure 2.7 in 
Chapter 2). This is true for all models, with the exception of the rigid dumbbell model (in 
the absence of hydrodynamic interaction) of [14].  
Some differences are obscured with measures that conflate asymptotic nonlinearities.  
The Q0 parameter, defined by [30], can be calculated for all models considered here. We 
derive Q0 for the corotational Maxwell model (see Appendix D.2 for details) and obtain 
 
6 4 2
2
0 2 2 2
49 7 19De De DeDe 4 2 4 .
2(1 4De )(1 9De ) 1 De
Q
  
      (5.85) 
The terminal scaling of 20De 0lim ~ DeQ  is in conformance with predictions of [9]. This 
measure conflates elastic and viscous third harmonics, omits first harmonic nonlinearities, 
is always positive, and as a consequence cannot be used for interpretations made earlier 
using sign changes of asymptotic nonlinearities. This measure is still useful, as 
demonstrated by [31] with branched polymers, where qualitative trends in the frequency 
dependent signature can be related to molecular features within the polymer.  
Structure-rheology connections can be made if a constitutive model successfully 
predicts an experimental response. Each constitutive model considered here has its 
asymptotically-nonlinear fingerprint affected only by its nonlinear parameter. The 
nonlinear parameter often represents a specific microstructural feature of the material 
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system, suggesting that changes in the signatures directly relate with molecular features. 
Such material-driven signatures demonstrate the possibility of using asymptotically-
nonlinear signatures for inferring material microstructure. Fingerprint matching an 
experimentally obtained asymptotically-nonlinear fingerprint with the library of 
constitutive model fingerprints is the key to establishing this connection.  
We have reported experimental measurements of all four asymptotic nonlinearities 
for a transiently cross-linked hydrogel system (Chapter 2, Figure 2.14). The third harmonic 
measures of the hydrogel show sign changes with De,  confirming that such sign changes 
are indeed real. Additionally, these signs are important. For example, those measurements 
show a positive value of [e1], which is not present in the constitutive models discussed 
here. The current library is clearly incomplete (also incomplete because many material 
classes are not yet represented). Comparisons of that experimental system with the current 
library of fingerprints is meaningful to highlight the magnitudes, frequency-scaling, and 
number of sign changes seen in both experiments and models. 
5.3.2 Experimental comparison 
In this section, we explore the possibility of fingerprint matching experimental 
results of PVA-Borax (Chapter 2, Figure 2.14) with the analytically established library of 
asymptotically-nonlinear fingerprints. 
The experimental fingerprints of PVA-Borax obey predictions of [9] (see Figure 
2.14, Chapter 2), the experimentally measured terminal regime behavior of all four 
asymptotic nonlinearities obeys predictions of a fourth order fluid. The experimental 
response beyond the terminal regime shows rich functional dependence with frequency, 
especially the sign changes of the third harmonic nonlinearities, but this has not been 
studied thus far. We see similar frequency-dependent sign changes in the analytically 
obtained asymptotically-nonlinear fingerprints of some constitutive models, and explore 
the possibility of a fingerprint matching process between analytical and experimental 
fingerprints in. 
Details on the experimental system are furnished in Chapter 2. The linear 
fingerprints are shown again in Figure 5.9(a) and (b). The elastic measure  G    in Figure 
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5.9(a) approaches an apparent plateau at large frequency and allows a fit for the plateau 
modulus 0 1546 Pa.G   A steady shear viscosity 0 745 Pa.s   can be fit to the terminal regime 
of the linear viscous measure   ,   Figure 5.9(b).  
Figure 5.9(c)-(f) show the measured asymptotically-nonlinear signatures 
normalized by the plateau modulus and steady shear viscosity. The terminal regime 
frequency scaling and relative magnitudes of the nonlinearities obey predictions of [9] (also 
derived in Chapter 4). The nonlinearities change signs at least once, such that strains drive 
nonlinearities at large D e  and strain-rates at small De.  These observations are consistent 
with conclusions from the constitutive model fingerprints. However, the signs of the 
experimental fingerprints do not match that of any constitutive model considered here.   
The corotational Maxwell fingerprints are the closest to a match. A comparison 
with a single mode corotational Maxwell model is shown in Figure 5.9(b). The corotational 
Maxwell model does not have a nonlinear parameter, but, interestingly, the magnitudes of 
all nonlinear measures reasonably match the experimental data (see log-log plot in the inset 
of each nonlinear fingerprint of Figure 5.9(b)). The matching process still fails as the signs 
of all measures are opposite between the experiment and the corotational model, as shown 
in Figure 5.9(c)-(f).  
For this fingerprint matching process to work, new fingerprints must be developed, 
likely corresponding to microstructure based constitutive models specific to the material 
class being probed. In our case, the PVA-Borax system is a cross-linked polymeric network 
showing average elastic stiffening for all frequencies (a positive value for [e1]). This 
indicates that micromechanical constitutive models displaying strain induced elastic 
stiffening may fit the experimental response. The initial library must therefore be 
augmented with fingerprints of other material classes, which will also lead to direct 
structure-property connections from fingerprint matching of asymptotic nonlinearities. 
This is treated in Chapter 6. 
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Figure 5.9. Experimental fingerprint of the PVA-Borax hydrogel (symbols). Parameters G0=1546 
Pa and η0=745 Pa.s are fit to the linear fingerprints in (a) and (b). The asymptotic-nonlinear 
measures are normalized by G0 and η0 and compared with the fingerprints of a single mode 
corotational Maxwell model (lines, Eqs.(5.15)-(5.18)). Remarkably, the magnitudes for all 
nonlinear measures match (see inset, absolute values on double-log axes), but the signs are 
switched (negative values indicated by open symbols and broken lines). 
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5.4 Conclusions 
An initial library of asymptotically-nonlinear fingerprints is established for the shear 
stress response of tensorial nonlinear constitutive models under LAOStrain. Prior 
analytical results are given context and are shown in a common language of asymptotically-
nonlinear material functions. This simplifies representation and shows that the asymptotic 
nonlinearities depend only on De  (not Wi) and nonlinear parameters, indicating that they 
are low-dimensional fingerprints of nonlinear viscoelastic material behavior.  
Table 5.2 and Table 5.3 summarize the limiting D e  behavior for the four asymptotic 
nonlinearities across considered constitutive models. In the terminal regime, the nonlinear 
parameters appear as a multiplicative front factor with each nonlinear measure. The 
terminal regime behavior also conforms to predictions of a fourth order fluid with 
1 3[ ] [ ]e e   and 1 3[ ] 3[ ]v v , and 41[ ]~ ,e   43[ ] ~ ,e    21[ ] ~v  and 23[ ] ~v (Chapter 4, 
and [9]). This implies that the mathematical structures of all constitutive models considered 
here can be described as an ordered fluid expansion (a.k.a. retarded motion expansion) for 
slow ( Wi 1 ) and slowly varying ( De 1 ) flow. These results are universal and apply to 
all viscoelastic fluid constitutive models emerging from the retarded motion expansion. In 
this limit, the viscous nonlinearities 1[ ]v  and 3[ ]v  have identical signs, suggesting that 
strain-rates drive nonlinearities as De 0 . In the other extreme of De ,   the elastic 
nonlinearities have identical signs, indicating that strains drive nonlinearities. The only 
exception among the models considered here is the model of [14] where rates drive 
nonlinearities in the De   limit. The general trends imply that sign changes are 
expected as a function of De,  for at least one of the e's and one of the v's. 
One important assumption here is the odd-power expansion for asymptotic 
nonlinearities. In our research group, we have observed constitutive models requiring non-
integer power function expansions [32], [33] and it is possible to define asymptotic material 
functions under this modified framework. One should then expect different strain 
amplitude scaling for these material functions, but it is unclear if this will influence their 
frequency scaling [34].  
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We also anticipate that future work will require multi-mode models, e.g. generalized 
Maxwell model, in which case the asymptotic nonlinearities superpose just like the linear 
viscoelastic measures, resulting in a rich functional dependence with Deborah Number. 
Our analysis here is not exhaustive and is restricted to a specific set of nonlinear 
viscoelastic constitutive models with analytical solutions in the open literature. This 
restricts our treatment to specific material classes. However, we recognize the existence of 
other material classes and affiliated constitutive models that may result in features different 
from what we observe here. Examples of such material systems are surfactant micellar 
solutions, branched polymers melts, entangled branched polymer systems, colloidal gels, 
thixotropic fluids (in general), transient networks (gels and cross-linked networks), active 
gels and active suspensions [18]. 
Throughout this study, we consider homogeneous and affine simple shear deformation, 
but constitutive models exist for inhomogeneous material systems such as granular media 
[35], [36] for whom nonhomogeneous deformation and non-local effects become 
important. Non affine effects are also observed during macroscopic deformation [37] and 
models that incorporate such effects exist [38] and have been examined in LAOS [39], 
[40].  
Although analytical solutions to the above constitutive models are not available at this 
time, numerical calculations and suitable asymptotic approximations can be used. We 
demonstrated the use of such approximations with the dilute emulsion model and solve for 
all four asymptotic shear nonlinearities. Asymptotic approximations have also been used 
in other studies. Low strain asymptotic approximations have been used with models for 
branched polymer melts, such as the single mode pompom model [41], [42] and Rolie-poly 
model [43]. These studies report only two of the four asymptotic nonlinearities. When the 
analysis is extended to include all four asymptotic nonlinearities, the full signatures can be 
included in the library. 
Results from the established library show that constitutive models with identical linear 
viscoelastic behavior can have different low-dimensional nonlinear signatures. This is clear 
in the rich frequency dependence, where the asymptotic nonlinearities change signs (as a 
function of frequency). We also see such sign changes in the experimental fingerprint and 
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it is not unreasonable to relate such sign changes to the microstructure of the material 
system in hand. One can then anticipate different asymptotic signatures for different 
materials (or variations within the same material, like concentration, molecular weight, 
degree of branching etc.).  
Material microstructure has been studied using nonlinear oscillatory shear rheology, 
e.g. emulsions [44], foams [45] and branching structure in long chain branched polymers 
[31]. Our results here suggest that all four asymptotically-nonlinear measurements can be 
used for inferring material microstructure. This requires that a constitutive model 
asymptotic nonlinear fingerprint match an experimentally obtained fingerprint. No 
constitutive model fingerprint from this library matches the experimental asymptotic 
LAOStrain fingerprint of PVA-Borax. A new constitutive model is developed in the next 
chapter (Chapter 6) that enables such microstructure connections from MAOS 
measurements.  
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Chapter 6 
 
A strain-stiffening transient network theory in  
asymptotically-nonlinear oscillatory shear†  
   
6.1 Introduction 
In Chapter 2, it was emphasized that asymptotically-nonlinear oscillatory shear 
(also known as medium-amplitude oscillatory shear (MAOS) or amplitude-intrinsic 
large-amplitude oscillatory shear (LAOS)) describes fundamental, leading order 
nonlinear rheological behavior as a function of timescale (Deborah Number). Beyond the 
wo linear material functions, an asymptotically-nonlinear response provided four 
additional frequency-dependent descriptions [1]–[5]. The full description with all four 
measures is often overlooked; perhaps most common is the practice of using only a 
subset of the measures and reducing them to a single measure that discards sign 
information [6]–[10]. In this chapter, we will further demonstrate that signs are 
significant, and any approach that neglects signs will neglect important physical insight.  
All four asymptotically-nonlinear material functions were reported (in Chapter 2, 
Figure 2.14)) for a hydrogel system of poly(vinyl alcohol) (PVA) cross-linked by sodium 
tetraborate (borax). Although the experimental observations could be qualitatively 
interpreted based on signs and magnitudes of the measures, no available constitutive 
model could predict the observed behavior (Chapter 5) [3], [11]. In fact, all models 
seemed to have opposite signs when compared to experimental observations, as shown in 
Figure 6.1. For example, [e1](ω) is always positive for the experimental data, but negative 
for all available model predictions across the whole frequency range.  
                                                            
†Portions reprinted with permission from N.A. Bharadwaj, K.S. Schweizer, R.H. Ewoldt, “A strain-
stiffening theory for transient polymer networks under asymptotically-nonlinear oscillatory shear” (in 
review, J. Rheol.) 
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Figure 6.1. No existing constitutive models (lines) match experimental data of PVA-Borax 
(symbols), for asymptotically-nonlinear oscillatory shear. Many models have completely opposite 
signs. The abscissa is Deborah Number defined as 0De=  ; for experimental data 0 0.48 s   as 
calculated from the linear data (see Figure 6.4). 
 
The mismatch between existing model predictions and experimental observations 
can be understood from the physical interpretations of asymptotic nonlinearities (see 
flowchart in Figure 2.7, Chapter 2). For example, in Figure 6.1, the experimental 
observation [e1]>0 indicates strain-induced elastic stiffening of the material (increased 
normalized elastic energy storage due to strain), for all probed frequencies. In contrast, 
most of the existing model solutions are for polymeric liquids that elastically strain soften 
under shear (hence the models predict [e1]>0). Thus, what is required is a predictive 
model that captures the right physics for the PVA-Borax system, as well as transient 
polymeric networks more generally. Deformation induced stiffening and thickening in 
transient or associative polymer networks has been explained by theories that could be 
broadly classified into two categories. 
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One school of thought ascribes this effect to flow-mediated structure enhancement in the 
network resulting from a transition from intra-molecular to intermolecular crosslinking 
between polymer chains [12]–[14], and incorporation of floating chains into the stretched 
polymer backbone [15]. The other category attributes this behavior to shear-induced 
polymer chain stretching extending into the non-Gaussian regime [16], with evidence of 
such observations [17], and models with nonlinear force-extension laws to accommodate 
such an effect [18]–[20]. A successful model for an associating polymer network should 
therefore capture both these effects simultaneously.  
Here, we hypothesize that the appropriate physical model is a transient network of 
strain stiffening elastic elements with structural evolution permitted by flow induced 
enhancement of crosslink density (described in Figure 6.2). We embed these two strain 
dependent microstructural features into a single nonlinear parameter and derive analytical 
results for all four asymptotic nonlinearities. As we show, the single nonlinear ingredient 
of stretch-dependent structure formation and strain-stiffening, where network stretch is 
governed by viscoelastic relaxation, predicts the observed complex nonlinear signatures 
of both elastic energy storage ([e1] and [e3]) and viscous energy dissipation ([v1] and 
[v3]), including all frequency-dependent sign changes (Figure 6.1). The quantitative 
agreement results in fit parameters that can be related to molecular features and network 
architecture. 
 
 
Figure 6.2. The PVA-Borax hydrogel is modeled as a transient network of nonlinear elastic 
filaments as shown in (a), with filaments obeying nonlinear force laws as a function of the 
normalized end to end distance Q, shown in (b). 
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6.2 Materials and methods 
For experiments, we choose a self-healing hydrogel network of 2.75 weight % 
poly(vinyl alcohol) (PVA) solution cross-linked physically by 1.25 weight % sodium 
tetraborate (borax). All details regarding this experimental system are provided in 
Chapter 2, Section 2.3.1. This material system is suitable for our treatment here as it 
exhibits a single dominant relaxation timescale [23] and displays a nonlinear viscoelastic 
response under large amplitude oscillatory shear. We will use the dataset in Figure 2.14 
(Chapter 2) for model fitting asymptotic nonlinearities.  
Experimental methods used here have already been described in detail in Chapter 
2. In summary, viscoelastic data is collected using a separated motor transducer 
rheometer (ARES-G2, TA Instruments) with a 50 mm cone-plate geometry. Cone 
measurements give the true stress distribution and corrections are not necessary here, in 
contrast to parallel plate measurements which require a correction in the nonlinear regime 
[24] (Chapter 3). All measurements were performed at 250C and temperatures were 
controlled by a Peltier system at the bottom plate. 
6.3 Material functions  
For convenience, material function definitions are repeated here (for details, see 
Chapters 2, 4 and 5). For a strain-controlled oscillatory deformation protocol with input 
amplitude 0  and frequency , the temporally varying strain rate is given by (following 
convention in [25])  
   0 cos( ).t t      (6.1) 
We write the time varying stress output as an expansion with respect to amplitude and 
frequency, involving stress tensor coefficients A  and B  (see [4] and Chapters 4 and 5 
for component definitions) as  
      
:odd :odd
sin cos ,
j
j j
n n
j n
t n t n t   σ A B   (6.2) 
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where index n denotes the frequency and index j the order of the input amplitude. Eq. 
(6.2) can be expanded for the time dependent shear stress as follows (shown here to third 
order) 
 
         
   
1 1 3 3
21 21,1 21,1 21,1 21,1
3 3
21,3 21,3
sin cos sin cos
sin 3 cos3 ...
t A t B t A t B t
A t B t
    
 
   
     (6.3) 
The stress coefficients in Eq. (6.3) can be used to define oscillatory shear material 
functions, two linear, at order (1), and four asymptotically-nonlinear, at order (3), as 
follows (see Chapters 2, 4 and 5 for details) 
    121,1
0
,
A
G      (6.4) 
      121,1
0
.
BG    
     (6.5) 
    321,11 3
0
[ ] ,
A
e     (6.6) 
    321,11 3
0
[ ] ,
B v   (6.7) 
    321,33 3
0
[ ] ,
A
e      (6.8) 
    321,33 3
0
[ ] .
B v   (6.9) 
Expectations for frequency-dependent responses, including sign changes, for these 
nonlinear measures have been demonstrated for a range of available nonlinear 
viscoelastic models (Chapter 5). We will use the framework of asymptotic nonlinearities 
in Eqs. (6.6)-(6.9) for developing and testing a constitutive model for the transient 
network material. 
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6.4 Theory: Transient network model  
We hypothesize that the relevant physics is that of a transient polymer network (see 
[29]–[33]) with elastic elements obeying a nonlinear force-extension law [34]–[36] 
(Figure 6.2). Stretch-induced elastic stiffening of the network can occur via two possible 
mechanisms: (1) elastic elements (network “strands”) with nonlinear force-extension 
laws, and (2) stretch-induced structuring of the network, e.g. polymer elongation and/or 
orientation could modify the inter-chain packing which could lead to an increase of the 
number of crosslinks or contributing elastic elements.  
We assume that viscoelastic relaxation is dominated by transient release of network 
junctions governed by chemical kinetics [37], and that relaxation timescales are constant 
and independent of strain amplitude, although more complex behavior could be 
considered [35], [38]–[42]. We also assume affine deformation of the network elements 
in response to imposed deformation, as commonly done in simple theories of rubber 
elasticity [43], [44] although non-affine network models [32], [45] have also been 
considered with rubber networks [45] and hydrogels [46]. We consider stress 
transmission through elastically active chains, i.e. chains pinned between junctions, and 
neglect contributions from dangling chains [47]. The treatment here is deliberately 
simple, choosing to focus on a single dominant concept (stretch-induced elastic 
stiffening) to explain the leading-order nonlinear effects across the entire range of 
frequency (Deborah number).  
The basic ingredients of the model follow the treatment of [33], and include elements 
outlined in network theories of [35], [42]. A numerical treatment of a related type of 
nonlinear network model has been undertaken in LAOS flow [48]. The important 
differences in our treatment are: (i) we derive a result for which the force-extension law 
is kept general, without the need to specify a functional form of nonlinear behavior (for 
instance, finitely extensible nonlinear elastic (FENE) and worm-like chain (WLC) 
models are subsets of our general model), (ii) there is only a single nonlinear ingredient, 
the nonlinear stretch-induced stiffening; this does not affect viscoelastic timescales, and 
(iii) we analytically derive results in the limit of asymptotically-nonlinear shear stress for 
all measures, making predictions for both elastic and viscous leading-order nonlinearities. 
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6.4.1 Governing equations  
Consider a network of elastic elements, each carrying an elastic restoring force sF  
along its length and having an end-to-end vector Q  between crosslink points (Figure 
6.2(b)). For an ensemble of such elements with number density n, the macroscopic total 
stress tensor based on the assumed dominance of intra-strand stress is given by the 
Kramers’s expression [33] 
 sn QFσ   (6.10) 
where  denotes the configurational ensemble average of the distribution. We will 
allow both n  and sF  to depend directly on the end to end distance (or stretch magnitude) 
Q, i.e.  n n Q  and  s sF F Q , thereby allowing stretch-induced structuring and 
nonlinear force-extension behavior to modify intra-chain stress. This nonlinear behavior is 
captured by assuming each filament to be a nonlinear spring with a stretch dependent 
spring function h(Q), obeying the vectorial force-extension law along the direction of the 
stretch vector Q   
     .sF Q h Q Q   (6.11) 
We use Eq. (6.11) in Eq. (6.10) in conjunction with a Peterlin closure approximation to 
pre-average contributions from the nonlinear forcing function,  h Q  [35], [42], [50]. 
This expresses the extra-stress as an algebraic function of the mean square extension, 
shown here through the second moment of the stretch Q ,  
 
   
    .
n Q Qh Q Q
n Q h Q QQ



  (6.12) 
For book-keeping convenience, we rewrite the stress tensor with a common front factor 
 H Q  defined as  
      H Q n Q h Q   (6.13) 
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resulting in  
   .H Q QQ   (6.14) 
The stress nonlinearities in Eq. (6.14) arise from the nonlinear front factor  H Q  that 
combines contributions from stretch-dependent microstructural terms  n Q  and  h Q . It 
is important to note that the Peterlin approximation in Eq. (6.12) has been shown under 
some conditions to radically impact the statistical and rheological properties of the model 
[50], [51], as it effectively results in a Gaussian distribution function for chain 
configurations under different flow conditions [51]. This may adversely affect model 
predictions for material behavior under large amplitudes of deformation (i.e. large strains 
or strain-rates), where large stretch of individual chain elements and a wide distribution 
of chain configurations are involved. To this extent, other closure approximations have 
been proposed and used to good effect [53]–[55]. We use the Peterlin approximation, 
noting that our analysis is for asymptotically small strains about an equilibrium 
distribution.   
It is convenient to define a dimensionless conformation tensor 
 2
,eq i
QQ
Q
A   (6.15) 
which, at equilibrium, simplifies to the identity tensor eq A I . The term ,eq iQ  represents 
the ith component of the equilibrium end-to-end vector between neighboring network 
junctions, i.e. the average component-wise equilibrium distance between crosslink points, 
and is calculated for a three-dimensional network as 
  ,2 21 13 3eq i eqeqQ tr QQ Q    (6.16) 
where tr() denotes the trace and eqQ  the scalar magnitude of total inter-junction distance 
at equilibrium. Under isotropic conditions, the magnitude of the total stretch, which is 
required for  H Q , is calculated by evaluating the trace of tensorial quantities in Eq. 
(6.15),   
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    1 12 22 ,| | eq iQ Q tr QQ Q tr        A  . (6.17) 
The stress tensor in Eq.(15) is now rewritten using the microstructural tensor A  defined 
in Eq. (6.15) as  
   2 , ,eq iH Q Q A   (6.18) 
where the functional dependence     , ,eq iH Q H Q tr A  follows from Eq. (6.17), and 
indicates that the initial equilibrium length in each spring element determines the 
apparent linear modulus for the network with an equilibrium crosslink density  eqn Q , 
i.e.     20 ,eq eq eq iG n Q h Q Q .  
Time-dependent viscoelastic relaxation of the network is introduced through transient 
network junctions, with dissociation of existing network junctions and simultaneous 
creation of new ones. We assume that dissociation and creation events occur at a constant 
rate, thus relaxation occurs with a single timescale 0 . In the kinetic evolution equation 
for the microstructural tensor A , we use the frame-invariant upper convected time 
derivative, defined as  
    v vTD
Dt
       AA A A   (6.19) 
where  vDDt t  AA A  is the material derivative. Other frame invariant derivatives 
exist [55], but the upper convected derivative naturally arises from molecular models, 
such as the bead spring model for polymers [33], and is a suitable metric for interpreting 
molecular contributions to a bulk response to deformation. The evolution equation for A  
is then compactly written as   
  
0
1 .
   A A I   (6.20) 
A purely elastic network would ensue if the dissociation and creation timescales are set to 
infinity, reducing Eq. (6.20) to 0
 A  and implying that A  will be advected by the 
velocity gradient terms in Eq.(6.19). In this purely elastic case, the shear and normal 
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stresses are an instantaneous function of shear strain. This can be verified by using 0
 A  
in Eq. (6.19) solving for the components of A  (with suitable initial conditions) and 
substituting into Eq. (6.18).  
The dissociation rate could be generalized to be stretch dependent,  1/  A , a 
feature that has been used to successfully model the transient behavior of networks of 
Hagfish slime threads [36] and gluten dough [35]. This would require a suitable 
functional form to be chosen for the timescale nonlinearity   A , an aspect that is 
material specific and non-trivial. For these reasons, we avoid using the timescale 
nonlinearity and choose to embed nonlinear behavior only in the nonlinear spring 
function  H Q . This is key to our hypothesis, that the primary source of nonlinearity is 
from  H Q .  
The main governing equations for the generic constitutive model are Eqs. (6.18)-
(6.20), where the functional form of  H Q  is unspecified. For strain-stiffening elements, 
 H Q  increases as a function of the state of stretch (strain induced deviation of the end-
end vector Q from the state of equilibrium), i.e. stiffening corresponds to 0HQ   (see 
Figure 6.2 (c) for a strain-stiffening perspective from nonlinear elastic elements).   
Remarkably, we can work with a generic formulation involving an arbitrary 
 H Q  to predict the signs and sign changes of the asymptotically-nonlinear fingerprints 
of Figure 6.1. In the asymptotically-nonlinear limit, only HQ

  will play a role. It is 
noteworthy that capturing all asymptotically-nonlinear signatures does not require a 
timescale nonlinearity; the model proposed here is time-strain separable. Although 
outside the scope of this work, one could rewrite the model as a time-strain separable 
integral constitutive equation, e.g. as done for polymer melts by [7], with  a suitably 
chosen (material specific) functional form for the nonlinear material strain measure.  
In Section 6.4.2, we will obtain analytical solutions for the transient model 
response to homogeneous simple shear deformation. In Section 6.5, we will demonstrate 
that the model predictions qualitatively and quantitatively capture experimental features, 
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without need for specifying a functional form of  .H Q  In Section 6.6, we choose a 
specific functional form for  h Q  (assuming constant n), that of finitely-extensible 
nonlinear elasticity (FENE) and establish connections between experimental observations 
and microstructural contributions from the PVA-Borax hydrogel network. 
6.4.2 Analytical solution to generic model with arbitrary H(Q) 
The general ingredients of the transient network model are given in Eqs.(6.18)-(6.20), 
independent of the choice of  H Q . One can solve Eqs. (6.18)-(6.20) for material 
properties assuming one-dimensional homogeneous simple shear deformation. Under this 
deformation field, the Cartesian velocity field is given by  
 
 1
2
3
v
v = v    0 ,
   0v
t y               

  (6.21) 
where  t  is the scalar strain rate measure. The strain rate tensor is calculated from the 
velocity gradient tensor   j iv v /ij x     as    Tv + v γ t . To solve the tensorial 
differential equation in Eq. (6.19)-(6.20), we note that  v. 0 A  (spatially 
homogeneous A) and rewrite the tensorial equation as a set of component-wise ordinary 
differential equations as follows 
  11 21 11
0
12 ( ) 1 ,dA t A A
dt
       (6.22) 
  21 22 21
0
1( ) ,dA t A A
dt
      (6.23) 
  22 22
0
1 1 ,dA A
dt      (6.24) 
  33 33
0
1 1 .dA A
dt      (6.25) 
 158 
 
Eqs. (6.22)-(6.23) are coupled, and Eqs. (6.22)-(6.25) are all independent of  H Q  and 
can be solved analytically. The initial conditions are 
   0   0
1   ,ij
i j
A t
i j
      (6.26) 
and a particular choice of deformation,  t , must be specified.  
For a strain-controlled oscillatory deformation protocol given by Eq. (6.1), and using 
the initial conditions in Eq. (6.26), the set of coupled first-order, linear, inhomogeneous 
ordinary differential equations in Eqs. (6.22)-(6.25) can be solved analytically for the 
fully transient response (see Appendix E.1 for details). The time periodic alternance state 
solution is obtained from the transient solution in the limit of t  , resulting in the 
following expressions for the components of A   
   221 0 0 2 2De De; ,De sin cos ,1 De 1 DeA t t t    
             
  (6.27) 
  
2 2
2 2
2
2
11 0 0 2 2
2
De 2De sin 2cos 2
1 De 1 4De 2De
De 2De cos 2; , De 1 sin 2 ,
1 De 1 4De 2De
De
1 De
tt
tA t t

   
                                       
  (6.28) 
  22 0; ,De 1,A t     (6.29) 
  33 0; ,De 1,A t     (6.30) 
where 0De    is the dimensionless Deborah number defined using the equilibrium 
viscoelastic timescale 0 . 
The solutions for the components of A  (Eqs. (6.27)-(6.30)) can be pushed through 
the stress calculator in Eq. (8). The model predicts first normal stress differences but we 
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will focus our attention on the shear component of stress 21   calculated using Eq. (6.18) 
as  
      221 , 0 , 21 0; , ,De ; ,De ,eq i eq it Q H Q Q A t       (6.31) 
where the functional dependence     , ,eq iH Q H Q tr A  follows from Eq. (6.17). Shear 
nonlinearities arise from Eq. (6.31) due to  H Q . Note that 21  directly depends on 21A  
and indirectly on all three diagonal components of A  through the dependence of tr(A) in 
 H Q . We use solutions for the components of A  from Eqs. (6.27)-(6.30), substitute 
them into Eq. (6.31) and obtain 
     2221 , 0 , 0 2 2De De; , , De sin cos ,1 De 1 Deeq i eq it Q Q H Q t t                      (6.32) 
where the functional dependence 
   12, 11 02 ; , Deeq iQ Q A t       (6.33) 
follows from Eq. (6.17) and solutions in Eqs. (6.29)-(6.30), and  11 0; ,DeA t   is given 
by Eq.(6.28). The shear stress in Eq. (6.32) depends on the strain-amplitude through the 
dependence of the nonlinear quantity  H Q  on  11 0; ,DeA t  . Shear stress 
nonlinearities should then arise from a systematic asymptotic expansion of  H Q  about 
zero strain amplitude, or physically, about a state of equilibrium stretch. For convenience, 
we prefer an expansion of the fundamental functional form  .H Q   
We expand  H Q  as a Taylor series about 0 0   , i.e., about equilibrium as follows 
            
0
0 0 0
2 32 3
40 0
0 02 30
0 0 00 0 0
,
2 6
H Q H Q H Q
H Q H Q 
  
       
         O   (6.34) 
where  O  represents the lowest order of neglected terms in the expansion. The 
expansion coefficients in Eq. (6.34) can be analytically evaluated and this calculation 
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involves chain rules involving partial derivatives   / ,H Q Q   11/Q A   and 11 0/A    
(see Appendix E.2 for details of calculation). 11/Q A   is solved from Eq. (6.33) and 
11 0/A    can be evaluated from the alternance state solution of  11 0; ,DeA t   in 
Eq.(6.28).   /H Q Q   can be kept as an unspecified fit parameter, and will remain 
unspecified for the generic model. The resulting final solution for the expansion 
coefficients in Eq. (6.34) are 
    
0 0
,eqH Q H Q     (6.35) 
 
 
0
0 0
0,
H Q
 
    (6.36) 
    
0
2 2
2 22
2 2
0 0
2 2
De 2De sin 2cos2
2De1 De 1 4De1 ,
3 De 2De cos2sin 2
2De1 De 1 4De
eq
eq
Q Q
tt
H Q H Q
Q
Q tt

 
                                   
  (6.37) 
 
 
0
3
3
0 0
0.
H Q
 
    (6.38) 
The second order coefficient 
 2
2
0
0 0
H Q
 

 
is the first nonlinear term and captures the 
asymptotically-nonlinear behavior. Below  40O , there are no contributions from 
coefficients appearing with the odd powers of strain amplitude. The calculated expansion 
coefficients in Eqs. (6.35)-(6.38) are used in Eq. (6.34), which we substitute back into the 
expression for the shear stress in Eq. (6.32) to obtain   
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2
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3 1 De 1 De
De 2De sin 2cos 2
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eq
eq
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H Q
tt
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Q
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
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2De
t

                            O
  (6.39) 
We simplify Eq. (6.39) , collect terms appearing at each order of strain amplitude, i.e. 
 0O ,  30O  and other higher order terms at  50O , and arrive at  
   
   
 
2
2
21 0 0 2 2
2
3
2 2
2 23
0
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1 De De; , , De sin cos
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1 De Desin cos
18 1 De 1 De
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eq eq eq
eq
Q Qeq
t Q Q H Q t t
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Q t t
Q
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 

         
            
        
 
2
2 2
5
0
sin 2
2De
De 2De cos 2sin 2
2De1 De 1 4De
                                .
tt
tt



                                  
O
  (6.40) 
To compare with experiment, it is necessary to rewrite Eq.(6.40) to have trigonometric 
functions involving sin t, cos t, sin 3t and cos 3t. Using trigonometric identities in 
Appendix E, we convert products of sines and cosines appearing in Eq.(6.40) (in the 
coefficient at  30O ) to higher harmonic terms of the form of sin nt and cos nt. This 
simplification results in the following form for the shear stress 
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                         
O
  (6.41) 
with 
     20 1 ,3 eq eq eqG n Q h Q Q   (6.42) 
  
   ln ,
ln
Q QQ Q eqeq
H Q H QQ
H Q Q Q 
         
H h n   (6.43) 
where 
  ln ,
ln
eqQ Q
h Q
Q 

h=   (6.44) 
 
 ln ,
ln
eqQ Q
n Q
Q 

n=   (6.45) 
and we have used      eq eq eqH Q n Q h Q  from Eq. (6.13). 0G  in Eq. (6.42) is the high-
frequency plateau shear modulus characteristic of the state of stretch of network elastic 
elements in equilibrium, and is an important metric for determining the linear and 
nonlinear viscoelastic moduli. The nonlinear coefficient H  is interpreted in terms of 
two contributions: (i) the nature of local stretch-dependent nonlinear effects near 
equilibrium, h  in Eq. (6.44) and, (ii) stretch-induced network structuring or disruption 
governed by changes in the crosslink density, n in Eq. (6.45). The sign of h in Eq. (6.44) 
describes nonlinear force-extension behavior: stiffening for h >0, softening for h<0, and 
linear for h=0. For finitely extensible springs, h  at maximum stretch. All 
nonlinearities derive only from H , i.e. from nonlinear elastic elements or stretch 
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induced network structuring/disruption from a change in crosslink density, and the sign 
of H  determines the sign of the four measured asymptotically-nonlinear material 
functions.  
Eqs. (6.41)-(6.45) are the main results of this paper, and can be used to identify 
material functions in oscillatory shear, by comparing Eq. (6.41) to the stress expansion in 
Eq. (6.3) and using the definitions in Eqs (6.4)-(6.9). The two linear viscoelastic material 
functions are obtained as  
 
 1 2
21,1
0 2
0
De ,
1 De
A
G G
      
  (6.46) 
 0 2
1 ,
1 De
G 
          (6.47) 
where     0 , ,eq eq eqG Q n Q h Q  is defined in  Eq. (6.42), and 0  is the characteristic 
steady shear viscosity defined using the characteristic viscoelastic timescale 0  as  
 0 0 0 De 0lim .G       (6.48) 
A Maxwellian linear viscoelastic response of the model, Eqs. (6.46)-(6.47), is a 
consequence of using a single relaxation timescale in the upper-convected derivative to 
capture transient viscoelastic effects in the network (see Eq.(6.20)). The model could be 
generalized to multiple timescales, but this is unnecessary for comparison to the PVA-
Borax data here. Figure 6.3(a) shows the frequency dependent linear viscoelastic 
measures. The magnitudes of these measures depend on G0, or through Eq. (6.42) are 
determined by three different equilibrium quantities, the Hookean spring constant 
  ,eqh Q  crosslink density  eqn Q , and the equilibrium end to end distance of individual 
Hookean elements eqQ . 
 The four asymptotic shear nonlinearities are obtained by using coefficients of 
trigonometric terms appearing at  30O  in Eqs. (6.41), and are normalized by the 
characteristic modulus 0G  in Eq. (6.42) and steady shear viscosity 0  in Eq. (6.48), that 
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Figure 6.3. Prediction of the transient network constitutive model response to oscillatory shear for 
a generic nonlinear spring coefficient H(Q). All time dependence is governed by the transient 
junction timescale 0. (a) Linear viscoelastic measures are Maxwellian, defined by two 
parameters, 0 and plateau modulus G0(Qeq,n(Qeq)h(Qeq)), Eq.(6.42). (b) The four asymptotic shear 
nonlinearities depend on a single nonlinear parameter H , a measure combining both (i) nonlinear 
force-extension behavior of network elements, and (ii) network structuring by stretch-driven 
changes to the crosslink density, defined in Eq. (6.43). Log-log insets show terminal frequency 
scaling.  
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isolates the key nonlinear parameter H  to result in   
 
   
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Their relation to the stress expansion coefficients of Eq. (6.3) follows from the definitions 
in Eqs. (6.6)-(6.9). Each of the four nonlinear measures has a nonlinear parameter H  as 
a common front factor, where H  is defined in Eq. (6.43) and is the sum of two stretch-
dependent phenomena, h and n. 
For nonlinear stiffening elastic elements, h >0 and increases with more dramatic 
stiffening (see Figure 6.5). Flow induced structuring results in n>0. The effect of 
increasing H  is shown with the vertical arrows in Figure 6.3(b), i.e. changing H  
alters the magnitude of the nonlinearities without affecting the position of zero crossing. 
The nonlinear parameter appearing as a front factor is a general trait of time-strain 
separable nonlinear constitutive models [11]. Time-strain separability in our model is a 
consequence of not invoking a timescale nonlinearity (viscoelastic relaxation independent 
of the deformation induced deviations from the equilibrium state of elastic network 
filaments) in Eq. (6.20) and choosing a constant equilibrium timescale for viscoelastic 
events 0 , characteristic of a simple viscoelastic fluid with one dominant mode of 
relaxation.   
For a viscoelastic fluid, the universal terminal asymptotically–nonlinear behavior has 
been derived [27] which predicts interrelations of asymptotic nonlinearities and their 
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terminal frequency scaling behavior. The network model here obeys these terminal 
regime predictions, i.e., it can be verified from Eqs. (6.49)-(6.52) that 1 3De 0 De 0lim [ ] lim [ ]e e    
and 1 3De 0 De 0lim [ ] 3 lim [ ] v v , and 
4
1,3De 0
lim[ ] ~ Dee
  and 
2
1,3De 0
lim[ ] ~ De

v , as predicted by 
Bharadwaj and Ewoldt [27]. The terminal frequency scalings are shown in the insets of 
Figure 6.3(b).   
It is noteworthy that the ingredient of nonlinear elasticity as modeled via  H Q  
results in both: (i) the prediction of both elastic and viscous nonlinearities, and (ii) an 
interpretation that is consistent with the sign interpretations of third harmonics, which 
indicate if strain or strain-rate is causing the associated nonlinearity.  
Feature (i) can be understood from the fact that both the stored and dissipated energy 
are related to the energy carried in the elastic network. Stored energy directly maps to the 
stiffness of the elastic springs, and dissipated energy occurs when junctions dissociate 
and the energy carried in network elements is released, thus also relating to the nonlinear 
elastic stiffness. Flow-induced structuring, aided by an increase in the number density of 
crosslinks, also introduces more elastically active energy carrying elements.  
For feature (ii), the third-harmonic signs are interpreted based on the corresponding 
signs of the first-harmonic nonlinearities (following Figure 2.7 in Chapter 2). From the 
experimental observations, the nonlinearities at low De are due to large strain-rates ([e1] 
and [e3] opposite signs, [v1] and [v3] same signs), and nonlinearities at high De are due to 
large strains ([e1] and [e3] same signs, [v1] and [v3] opposite signs). All signs are 
rationalized with a single explanation: that the instantaneous stretch magnitude Q drives 
all nonlinearities, either through strain-stiffening of network elements or through flow-
induced network structuring aided by an increase in crosslink density, and based on the 
kinetic equation for the conformation tensor A, Eq. (6.15), and its dependence on De in 
Eq.(6.33). At low De, stretch Q is caused by large strain-rates (large Weissenberg 
number), whereas at high De, stretch Q is caused by large strains; this can be shown by 
taking the limits of Eq.(6.33), which depends on Eq.(6.28), in the respective limits. 
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It is also possible to reinterpret nonlinearities of the network model in the framework 
of a high Deborah number elastic modulus that asymptotically changes due to applied 
shear strain   0sint t   . In this limit where 0  , the governing equations for A  in 
Eqs. (6.22)-(6.25) can be solved with the initial conditions in Eq. (6.26) to give  
    21 0; ,A t t     (6.53) 
    211 0, 1 2 ,A t t      (6.54) 
  22 0, 1,A t     (6.55) 
  33 0, 1.A t     (6.56) 
Using Eq.(6.53), we rewrite the shear stress in Eq. (6.31) as  
    21 0; , ,De ,t Q G Q      (6.57) 
where it is implied that  t  , and the secant modulus 
    2 , .eq iG Q Q H Q   (6.58) 
 G Q  can be related to  G  , and this requires taking partial derivatives of quantities in 
Eq. (6.58) with respect to Q . We show details of this calculation in Appendix E.3. We 
find that    
De
lim G Q G 

  which we then expand in terms of the shear strain as  
    2 40 1G G b      O  . (6.59) 
The coefficient b is dimensionless and is related to the nonlinear fitting parameterH  as  
 1 ,
3
b  H   (6.60) 
corroborating that the nature of the nonlinear response depends on the sign of H . It 
should be noted that the secant modulus  G   in Eq. (6.60) is different from the 
experimentally measured first harmonic modulus  1 0 ,G   . The secant modulus  G   
can be related to the large frequency behavior of the asymptotic measures of elasticity 
(Eqs. (6.49) and (6.50)), in which limit we derive 
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lim [ ] lim [ ]8 =8 .
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e e
b
G G
     (6.61) 
Using Eq. (6.61) in Eq. (6.59), we obtain  
      1De 0lim [ ] 2 480 51 eGG G        O   (6.62) 
or,  
      3De 0lim [ ] 2 40 1 8 .eGG G        O   (6.63) 
In conclusion, we have three unspecified fitting coefficients from Eqs. (6.46)-
(6.52),  0  and  0,G H . We will now extract these coefficients for the borate cross-
linked hydrogel of polyvinyl alcohol, by fitting the general analytical predictions in Eqs. 
(6.46)-(6.52) to our experimental data.  
6.5 Experiments compared with general theory (unspecified h(Q))  
For the PVA-Borax material system, the frequency-dependent linear viscoelastic 
measures  G   and     are shown in Figure 6.4(a), (b). The plateau modulus 0G   
can be extracted at large frequency, identified here by fitting a constant function to the 
data points in  G   that approach a plateau. This fit results in 0 1546 13 Pa.G    In the 
small frequency limit, the viscous measure     approaches a constant, and a steady 
shear viscosity 0  can be identically fit to this plateau, resulting in 0 745 12 Pa.s   . 
These fits define the single mode Maxwell parameters 0G  and 0 , that can be used to 
calculate the Maxwell timescale 00 0 0.48 G s
   .  
The four asymptotic nonlinear measures are shown in Figure 6.4 (c)-(f), 
normalized here by the linear viscoelastic constants 0G  and 0 . The uncertainties in 
fitting 0G  and 0  should be propagated in calculating the ratios 1 0[ ] /e G , 3 0[ ] /e G ,  
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Figure 6.4. The experimental fingerprints of PVA-Borax, from Figure 1 (symbols; open symbols 
for negative values), can be explained by the transient network model predictions (lines), Eqs. 
(6.46)-(6.52). (a), (b) The linear viscoelastic response determines the two linear parameters, 
G0=1546±13 Pa and η0=G0λ0=745±12 Pa.s. (c)-(f) The four normalized asymptotic nonlinear 
measures are fit simultaneously with a single nonlinear parameter, Eqs.(6.49)-(6.52), resulting in 
0.81 0.02 H . Error bars represent uncertainties in normalization of the four nonlinearities with 
linear metrics  G0 and  η0 (Eq.(6.64)) 
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1 0[ ] /v  and 3 0[ ] /v , and this was first outlined by [24] (their Eqs. (A1); (A5)-(A8)). In 
general, for two quantities 1G   and 2G  with their respective uncertainties 1G  and 2G , 
the uncertainty in calculating the ratio 1 2/G G   is given by 
 
2 2
1 1
22
2 2
,
iY
G Gu G
G G
            
  (6.64) 
where  3 31 1
0 0 0 0
[ ] [ ][ ] [ ], , ,eei G GY  
vv  represents the ratio of the four normalized nonlinear datasets 
for each data point .i  The calculated uncertainties are shown as error bars in Figure 
6.4(c)-(f) and are insignificant when compared to the symbol size of the data as shown.  
The analytically-determined network model fingerprints (Figure 6.3(b)) can now 
be matched with the experimental fingerprints in Figure 6.4(c)-(f). It is remarkable that 
the model predictions capture frequency-dependent sign information for the elastic and 
viscous asymptotically-nonlinear measures for the PVA-Borax system. No earlier model 
treatment could make this prediction, the closest being the co-rotational Maxwell model 
which predicted opposite signs for all four nonlinear measures, but surprisingly captured 
the approximate absolute magnitudes through the nonlinearity in the Jaumann derivative 
[Bharadwaj and Ewoldt (2015a)]. This emphasizes that shear nonlinearities in the PVA-
Borax system arise from nonlinear elastic elements in the network, an aspect successfully 
built into our treatment involving the nonlinear spring law (Eqs. (6.10),(6.11)). We can 
now fit analytic expressions for the asymptotic nonlinearities in Eqs. (6.49)-(6.52) to the 
experimental data in Figure 6.4 (c)-(f), and determine the sole nonlinear parameter H
for the PVA-Borax material system. 
We fit all four nonlinear measures simultaneously. Using a nonlinear regression 
scheme (Levenberg–Marquardt algorithm), we find the best value for the model 
parameter H  that minimizes a weighted residual ( 2 ) in fitting for all four material 
measures. For each experimental data point i , the weighted residual is calculated as the 
deviation of the dataset  3 31 1
0 0 0 0
[ ] [ ][ ] [ ], , ,eei G GY  
vv  from the theoretical predictions  ,iY  H  in 
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Eqs. (6.49)-(6.52), weighted by the uncertainty associated with each data point Yiu  
(Eq.(6.64)), and is given as  
  
2
2
1
,
.
n
i i
i Yi
Y Y
u


     
H
  (6.65) 
The fit results in 0.81 0.02 H , and the fit curves are shown in Figure 6.4 (c)-(f). 
Interpretations of this fit value in the framework of Eq. (6.60) results in 0.27b   . We 
know from Eq. (6.43) that H  gives the instantaneous logarithmic slope of the generic 
spring function  H Q  at equilibrium, and a positive value of H  implies stiffening 
elastic elements in the network. Seen in the framework of the nonlinear elastic modulus 
 G   in Eq. (6.59), a positive value of b  implies a strain-stiffening scenario.  
At low frequency, the strains experienced by chains in the network depend on the 
strain-rate of deformation [37], and mechanisms describing strain stiffening often relate 
to mechanisms ascribing strain-rate thickening behavior observed in these materials. This 
 
Figure 6.5. Elastic spring coefficient (normalized, see Appendix E.2) for different force-extension 
laws (double log axes). Assuming no changes in crosslink density, the experimentally fit value of 
h=0.81, (Eq.(6.43), Figure 6.4) can be interpreted as the instantaneous log-log slope of the 
nonlinear spring coefficient, i.e. the sensitivity of the nonlinear elasticity to stretch. This can be 
used to infer the equilibrium stretch Qeq, which depends on the assumed nonlinear force-
extension model. 
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aspect is built in our model through the frequency dependence (or rate dependence) of the 
stretch parameter   0 ,Q  A , which explains strain-rate thickening at low Deborah 
number, and frequency dependent sign changes observed in the asymptotic measures.  
Strain-rate thickening and strain-stiffening phenomena have been explained by 
several mechanisms in transient gel networks, for example, flow facilitated cross-link 
creation (or shear-induced structure formation) far exceeding their destruction [14], [40], 
transitions involving inter-chain to intra-chain crosslinking [12], [57], increased number 
of elastically active chains due to deformation [13], [15], [58] and non-Gaussian stretch 
of polymer chains in flow [16], [59].  
We interpret strain-stiffening in PVA-Borax in the framework of specific network 
models exhibiting a nonlinear stiffening force-extension behavior, for instance the 
inverse Langevin function, finitely extensible nonlinear elastic (FENE) or the Warner 
spring law, and a worm-like chain (WLC) (see Appendix E.2). for the analytic force-
extension relation for each model]. Based on the choice of the model, the fit value of 
0.81H  will predict different equilibrium rest states for elastic elements in the network 
(see Figure 6.5). We will now choose a force-extension law that best represents the PVA-
Borax network, and enabled by this model, infer some microstructural features from the 
generically fit value of H .  
6.6. A specific form of h(Q) to infer molecular information   
In the previous section, we made generic predictions for the sole nonlinear model 
parameter H  (in Eqs. (6.49)-(6.52)) from the asymptotically-nonlinear experimental 
response of the PVA-Borax material system. The generality was preserved by not 
invoking a functional form of  h Q . In this section, we will neglect the contribution 
from flow-induced network structuring to the nonlinearity n = 0 (i.e. n = constant), and 
choose a finitely extensible nonlinear elastic (FENE) form for  h Q   and find the three 
model parameters  0 0, ;G H  in the framework of this model. Using the molecular 
parameters in the model, we will then use these predictions to draw microstructural 
inferences with the PVA-Borax network. 
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 It is well known that the inverse Langevin function (see Appendix E.2.2 for 
analytical form) describes the force-extension behavior of a single polymer coil [33], and 
is derived from a freely jointed chain (FJC) model that treats a polymer chain as an 
arrangement of statistically independent segments with length Kb  (Kuhn length)[60], [61]. 
The FENE form is a suitable analytic approximation to the inverse Langevin function 
[60], and has been shown to successfully capture features characteristic to linear flexible 
polymers under both small and large deformation [33]. The FENE model is therefore 
suitable to capture linear and nonlinear viscoelastic behavior of the polymer network of 
poly(vinyl alcohol). 
For a FENE connector, the spring function  h Q  has the following functional 
dependence on the end-to-end distance Q  between junction points 
 
12
2
3( ) 1 .B
k
k T Qh Q
b L L
    
  (6.66) 
 
Figure 6.6. Asymptotic nonlinear magnitudes can vary by several orders of magnitude, depending 
on the equilibrium end to end distance of network elements. Here, the FENE model (with Warner 
spring law), Eq.(6.70), is used in the generalized nonlinear network model, Eqs.(6.49)-(6.52). The 
magnitudes of all four measures depend only on Qeq/L through Eq. (6.68). The bold colored lines 
correspond to the experimentally fit value of H  =0.81  (same as fit lines in Figure 6.4) 
corresponding to  Qeq/L=0.54. Dashed lines represent negative values. 
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In the above equation, L  denotes the maximum extensible length of the segment 
between junctions,  T  the temperature and Bk  the Boltzmann constant. With this choice 
of  h Q , the model parameters  0 ,G H  (Eqs. (6.42)-(6.43)) can be calculated as  
       
12 2
2
0, 2 2
1 1 ,
3 /
eq B eq eq
FENE eq eq eq
K
n Q k T Q Q
G n Q h Q Q
b L L L
      
  (6.67) 
  
  12 2
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eq eq
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h Q Q L L
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
            
h   (6.68) 
The relaxation timescale 0  is independent of  h Q , and is used to define the steady 
shear viscosity 0  as  
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n Q k T Q Q
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b L L L
 
      
  (6.69) 
In Eqs. (6.67) and (6.68), the equilibrium spring constant  eqh Q  is calculated from Eq. 
(6.66) at eqQ Q  which we write as 
  
12
2
3 1 .eqBeq
K
Qk Th Q
b L L
     
  (6.70) 
Network elements have a nonzero average end-to-end distance between junction points at 
equilibrium, i.e. 0eqQ   in Eqs. (6.67)-(6.70). Eqs. (6.67)-(6.69) define the main 
parameters of the FENE model, and also define oscillatory shear material functions.  
From our experimental measurements of  0 ,G H , one can estimate molecular 
and network features including crosslink density n, mesh size ξ, and the ratio Qeq/L . At 
present, these inferences depend on the assumptions used: whether finite extensibility or 
network structuring dominates. 
If the nonlinearities are caused only by finite extensibility, i.e. neglecting strain 
induced network structuring 0n , then 0.81Hh= . In this limit we can compute 
the required ratio Qeq/L using Eq. (6.68), which gives Qeq/L = 0.54. This same 
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information can be visualized from the   h Q  vs.  curve for the FENE model (Figure 
6.1), from the understanding that h is the instantaneous logarithmic slope of the  h Q  
curve at equilibrium (from Eqs.(6.43) and (6.44)). The ratio QeqL  compares the mean end-
to-end distance with the total contour length of the polymer chain between crosslinks. It 
directly determines the magnitude of the four asymptotic nonlinear signatures for the 
transient FENE model, shown by the vertical arrows in Figure 6.6. 
To rationalize the inferred value of  0.54QeqL  , we use it to estimate other molecular 
features in the polymer network (see Appendix E.4 calculation details, which involve 
freely-jointed chain assumptions and known properties of PVA). We can calculate the 
associated average number of C-C bonds in a polymer chain between crosslinks, Nx44, 
which allows for the calculation of both L and Qeq separately. We find 5 .5  nmL   and 
2.9 nmeqQ  . This implies a network mesh size ~ ~ 2.9 nmeqQ . This compares 
remarkably well with experimental light scattering measurements with PVA-Borax which 
report mesh sizes on the order of  ξ ~2.7-3.2 nm [61], providing evidence that it may 
indeed be possible for the finite extensibility alone to be responsible for the observed 
nonlinearities.  
As another comparison to check the possibility that nonlinearities are caused only by 
finite extensibility, we use the inferred value 0.54QeqL   to estimate the associated linear 
elastic modulus, and compare this to our measured modulus. Using known PVA 
properties in the melt state, our loading concentration in solution, and Nx44, we 
calculate a rubber-like modulus for the network G0~6000 Pa (see Appendix E.4). This 
value is ~4x the experimentally measured modulus, which is reasonably in agreement 
considering the approximations made in this calculation. Further, the estimated modulus 
will be smaller if one considers other effects in the polymer chain such as swollen 
strands/blobs. The difference does suggest the possibility that deformation-induced 
network structuring, captured by n , may also be important. Our FENE model above 
gives a specific way to make this connection using G0,FENE in Eq. (6.67). 
Q
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If we allow n  and h  to be free parameters, we can instead use the linear viscoelastic 
information G0,FENE in Eq. (6.67) along with ideal freely jointed chain assumptions, to 
estimate Qeq/L and the mesh size ξ (see see Appendix E.4 for details). This results in a 
smaller value of Qeq/L0.11, corresponding to a mesh size ξ 14 nm. This smaller value 
of Qeq/L would predict that finite extensibility is less important for generating 
nonlinearities; specifically that 0.03h . This is a small fraction of the total nonlinearity 
/ 0.03Hh  and the dominant nonlinearity would therefore need to come from strain-
induced network structuring, 0.78  Hn h . To interpret this number, consider the 
definition of n  in Eq. (6.45), which can be written as //dn ndQ Q Qeqn= . In words, this 
compares the fractional increase in crosslink density with the fractional increase in the 
distance between crosslinks. For example, a 1% increase in the distance between 
crosslinks (or stretch) 0.01dQ Q   would cause a 0.78% increase in the crosslink 
density.  This is qualitatively consistent with observed trends of strain-induced network 
structuring [14]. 
Given current evidence, there are reasons to believe either extremes: (i) 
nonlinearities come from finite extensibility alone through h  and the mesh size is ξ=3 
nm, which is consistent with light scattering, or (ii) strain-induced network structuring 
predominantly causes nonlinearities through n  and the mesh size is comparatively larger, 
ξ =14 nm. As another check, for each extreme there is an associated number density of 
crosslinks n. We find both to be well within the range of available cross-linker (see 
Appendix E.4 for calculations). The ratio of n to available number density of crosslinking 
borate ions is ~0.36% and ~0.5% respectively. A simultaneous occurrence of the two 
nonlinear effects cannot yet be decoupled in our treatment. Future work may more 
precisely distinguish between the balance of these effects, e.g. by considering a spectrum 
of relaxation timescales rather than a single mode, and by performing experiments across 
a range of compositions.  
6.7 Discussions and conclusions 
Frequency-dependent sign changes in asymptotic nonlinearities help to 
distinguish between models and materials, to infer material structure, and to also give 
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physical insight for model development. These insights would be lost with other lumped 
material functions in the MAOS regime [6]. Here, using all four nonlinear measures with 
signs, the experimentally determined e’s and v’s for the PVA-Borax system clearly show 
disagreement between existing constitutive model fingerprints and the data, unlike the 
lumped Q0 parameter of [6] which can incorrectly show an apparent match with the data 
(using the corotational Maxwell model). Additionally, our modeling hypothesis of strain 
stiffening network elements emerged from the sign interpretations of the four asymptotic 
nonlinear measures (Figure 2.7 Chapter 2, and this treatment explains qualitative and 
quantitative experimental observations with the PVA-Borax system. This aspect validates 
physical interpretations from sign changes in asymptotic nonlinearities and also opens the 
possibility of other model selection/development using asymptotically-nonlinear material 
functions.          
Assumptions in our modeling could be relaxed. Our model assumes a single dominant 
relaxation timescale due to the nature of transient crosslinks, but a relaxation spectrum 
could be integrated by superposing stress states with a distribution of timescales [34], 
[35] or, because the model is time-strain separable, it could be generalized as a factorized 
memory integral with a continuous relaxation spectrum. In addition to the strain 
stiffening nonlinearity, a stretch dependent timescale nonlinearity could be chosen to 
capture stretch induced enhancement of relaxation phenomena [35], [36] (this would 
likely lose time-strain separability). Additionally, modeling here is based on affine 
deformation, but flexible polymer networks are prone to strain-dependent non-affine 
deformation, seen in linear viscoelastic experiments in shear [47], [64]. Thus, non-affine 
deformation may be relevant in the asymptotically-nonlinear limit (as the strains are still 
small), and suitable non-affine modifications [32], [45], [65] can be made to our model 
framework. With such modifications, it remains an interesting task to see how sensitive 
the asymptotically-nonlinear fingerprints will be to different modeling assumptions. A 
quantitative framework for model selection, using Bayesian inference techniques, would 
assist in selecting the models that most likely explain the rheological data [64].  
It is noteworthy that a single nonlinear parameter captures the frequency-dependent 
sign information for all four asymptotically-nonlinear measures of the PVA-Borax data. 
The parameter embeds two independent deformation driven effects; finite extensibility of 
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chains, and network structuring. Our calculations show the extreme case of either of the 
two effects acting independently, with each case corresponding to molecular inferences in 
the polymer network. For finite extensibility to drive nonlinearities, we find that the 
morphological features of the network should be small; for example the mesh size ξ~3 
nm which matches remarkably well with observed results from light scattering 
measurements [61]. For (stretch induced) network structuring to dominate the 
nonlinearities, we find that the mesh size should be larger ξ ~14 nm. These two effects 
could occur simultaneously, precisely decoupling them is the subject of our continued 
work. Distinguishing between these concurrently occurring events may require a 
(continuous) relaxation spectra to describe the linear viscoelastic behavior, rather than a 
single mode. Additional experiments across a range of compositions will also be 
insightful. 
We expect the modeling approach here to apply to other strains stiffening networks, 
biological and synthetic, that display an increase in  the strain-dependent elastic modulus 
G'1(γ0) in LAOS [67]–[69]. We measure the nonlinear elastic modulus of a biopolymer 
network of bovine fibrin (material details are provided in Chapter 7). The linear elastic 
modulus of fibrin shows no frequency dependence, representative of a viscoelastic solid-
like behavior. The elastic (large frequency) framework of the network model developed 
 
Figure 6.7 Normalized first harmonic modui at =100 rad/s for PVA (2.75 wt. %)-Borax (1.25 
wt.%), and  =1 rad/s for a network of bovine fibrin (6.4 mg/mL). The nonlinear parameter H     is 
fit using Eqs. (6.60) and (6.61). The fibrin network is more nonlinear than PVA-Borax, and is a 
suitable material choice to demonstrate applications involving nonlinear elasticity (Chapters 7 and 
8).  
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in Eqs. (6.53)-(6.63) applies to this material. Using this framework, we extract 54H . 
The nonlinear parameter H  can be seen as a measure of a material’s inherent sensitivity 
to exhibit nonlinear behavior to external stimuli (deformation, in this case). When 
compared to PVA-Borax, fibrin stiffens more and earlier (see Figure 6.7), and therefore 
has a larger value of H . This suggests that fibrin is a good material choice for 
applications that require a nonlinear elastic functionality. We achieve this by combining a 
network of fibrin with stimuli-responsive colloids (Chapter 8), thereby creating an 
environment where the composite shows stimuli-responsive stiffening enabled by the 
(stiff) network elements.  
Asymptotic nonlinearities can also serve as experimental fingerprints to infer 
molecular or microstructural information with biopolymer systems. It remains to be seen 
how distinct the asymptotic nonlinear signatures will be for different microstructural 
features in the network. It has also been argued that linear viscoelastic measures at large 
frequency give microstructural insight with biopolymer networks [68], despite the 
absence of a finite relaxation time. This fact is encouraging and hints at the possibility of 
using frequency-dependent information from asymptotic nonlinearities to infer 
microstructural information beyond that inferred from linear viscoelasticity. 
With more nonlinearity comes more information and it is possible that observations at 
larger amplitude of oscillatory shear strain may further distinguish materials and models. 
Yet, the usefulness of the asymptotic measures is that they (i) offer finite dimensional 
descriptions of the response, (ii) are more likely to avoid experimental errors at very large 
amplitudes [69], and (iii) are  amenable to analytical derivation of the model fingerprints. 
We therefore expect that these asymptotically-nonlinear fingerprints will be valuable 
across a broad range of material classes and material microstructures just as the linear 
viscoelastic moduli have been for many years. We also expect that it will be interesting to 
compare the experimental fingerprints across a broad range of materials and analytical 
predictions across a wider range of models than that currently exist. Like all other 
rheological material functions, these four asymptotic material functions will give insight 
to material microstructure and architecture, distinguish materials, and down-select 
constitutive models.  
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Chapter 7 
 
Fibrin-colloid composites: Fabrication methods†
In Chapter 6, we showed (using a network model) that a strain-stiffening network 
of fibrin is an excellent material choice for applications requiring nonlinear elasticity. In 
the remainder of the thesis (Chapters 7 and 8) we demonstrate (a) methods for successful 
fabrication of colloid-fibrin composites, and (b) stimuli-responsive nonlinear elasticity 
with composites of field-responsive colloids and fibrin. 
7.1 Introduction 
The field of colloid assembly developed based on particles dispersed in liquids 
without dynamic memory nor viscoelastic time-dependent responses [1]. Yet, complex 
systems of “particles” in viscoelastic polymer gels are ubiquitous in functional biological 
assemblies. For example, in the dynamically reconfigurable cytoskeleton, compact 
proteins, organelles and/or extended cross-linkers permeate a large mesh gel composed of 
rod-like filaments (e.g. F-actin, microtubules) [2], [3]. A fundamental understanding of 
colloid-polymer gel systems could allow novel material functionality to be realized via, for 
example, employing deformable networks as passive or active “internal fields” to control 
particle spatial organization and dynamics [4]. To achieve these visions, the standard 
highly extensible entangled gels composed of synthetic flexible chain polymers [5] are 
inadequate since their meshes are small compared to colloid size and the networks are 
relatively stiff.  
This motivates using large mesh fibrillar physical gels composed of assembled 
strands of high persistence length with a relatively small cross section [2], [6]. A network 
with semi-flexible filaments i.e. with persistence length comparable to their contour length, 
exhibits strong strain- stiffening in shear [7]. A strain-stiffening matrix can also be 
                                                            
†Portions reprinted with permission from N.A. Bharadwaj/Kang/Hatzell et al., “Integrating hard sphere 
colloids into a semi-flexible network of fibrin” (in review, Soft Matter) 
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internally stressed by interacting active colloidal particles, resulting in a strong contractile 
pre-stress in the network. Within eukaryotic cells, active myosin II motors interact with a 
strain-stiffening network of actin to cause strong contractile pre-stress that stiffen the cell 
[8], [9]. Embedding stimuli responsive particles in a strain-stiffening matrix can enable 
such functionalities, where an external stimulus can trigger the network into non-
equilibrium by stimulating particle interaction with network elements. A key requirement 
here will be to retain the strain-stiffening properties of the composite post colloid inclusion.  
Crosslinked biopolymer networks possess semi-flexible components and show 
strain-stiffening attributes, for example, networks of actin, fibrin, collagen, vimentin and 
microtubules [10]. Collagen network formation and morphology of constituent 
components is affected by temperature [11], and there are conflicting scaling theories that 
attempt to relate network modulus to concentration [12], [13]. Probe diffusion studies 
report a smaller mesh size for collagen networks, even at relatively low concentrations 
[14]. Additionally, networks of vimentin and microtubules have not been as extensively 
studied as actin and fibrin, and are not suitable choices as a model material. For these 
reasons, we employ a semi-flexible biopolymer gel network of bovine fibrin [15], [16] as 
a model large mesh network. Bovine fibrin is easier and safer to handle for our materials 
science directed study and has similar properties to human fibrin [17]–[20]. Much like 
fibrin, a crosslinked network of filamentous actin has a reasonably large mesh size and 
shows strain-stiffening, and could be alternately used.  
A network of fibrin is composed of very long fibrils of thickness d~20-40 nm [17], 
[21] that form controllable meshes of pore size ξ~1-10 µm [22]. Semi-flexibility in fibrin 
results from the large persistence length of constituent fibers, typically around 500 nm [7], 
[23], of the same order of magnitude as the fiber contour length. This feature offers rich 
opportunities for nonlinear elastic stiffening of the network, either from macroscopic 
deformation [24]–[27] or from stimuli-responsive colloids that internally stress the network 
in response to an external stimulus (see Chapter 8). Fibrin network elasticity is also well 
studied, both macroscopically [19], [28]–[32] and on the molecular scale [20], [33]. It is 
also a versatile biomaterial that finds use in a variety of applications[34]. Fibrin gels have 
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been used as skin grafts to treat injuries [35], fibrin sealants [36] have found great use in 
drug delivery, stem cell delivery, wound healing, tissue engineering and regeneration [37]–
[42]. Fibrin is a known active ingredient in a blood clot, which is a shear flow driven 
(bio)polymer-colloid (platelet) composite. This has inspired studies of shear driven 
assemblies of polymer-colloid composites [43], and studies of fibrin integrated with soft 
deformable thermally responsive microgels that resemble platelets [44]. Fibrin based 
composites have also been considered for several biomedical applications [45], [46].  
As model colloids, we use carboxylate modified polystyrene/latex (CML) particles 
of diameter d200 nm and d1000 nm [47]–[50]. The larger size coincides with the 
expected size range for other stimuli responsive colloids in a polymer matrix, for example, 
magnetically susceptible particles in a matrix of carrageenan [51] and thermally sensitive 
microgels in fibrin [44]. Fibrin network formation around colloids has been attempted 
before [44], but a systematic study of the limits of colloid inclusion, and the resulting phase 
behavior of such composites is pending. Fibrin formation in a colloidal environment is of 
significant interest in medicine. Natural and artificial colloids are being increasing 
administered as intravenous fluids [52] and they are known to interfere with fibrin 
polymerization, resulting in reduced clot firmness and strength [53], [54]–[58]. 
Unmodified ultrafine polystyrene particles are known to not interfere in a blood clot, but 
carboxylate treated particles of the same dimension adversely affect thrombus formation 
[59]. A successful composite is therefore one that preserves network integrity and strength, 
combined with minimal colloid clustering and phase separation. With these goals, we aim 
to identify practical and useful experimental methods of general relevance for large mesh 
strain-stiffening network-colloid composites, which requires solving non-trivial materials 
selection and fabrication challenges (Figure 7.1).  
We have developed two scenarios for realizing CML colloid-fibrin composites. 
Method I: colloids and fibrinogen are combined in solution before thrombin-initiated 
polymerization, and the network is formed in the presence of the colloid particles. In 
Method II: colloids are driven into a pre-formed fibrin network via external electric field. 
The latter is the protocol in the spirit of the “quenched annealed” (QA) scenario analyzed  
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Figure 7.2:  Methods of forming fibrin-CML colloid composites. (a) Method 1: Fibrin 
polymerization and network formation around CML colloids, (b) Method II: CML colloids driven 
electrophoretically (at 1 V for 1, 3, 5 minutes) into a pre-existing fibrin network. 
 
 
 
Figure 7.1 Components of the colloid polymer composite system. (a) Carboxylate modified latex 
(CML) particle size characterization, dynamic light scattering information suggests colloid 
aggregation in buffer (pH = 7.4) (see Appendix F.1 for additional characterization details).(b) 
Biopolymer fibrin network, confocal images showing fibrin network evolution with time.  
(b) 
(b) 
190 
 
theoretically [60]. Figure 7.2(a) and (b) shows the schematic representation of each 
scenario. For both methods, we characterize the morphological features using bi-
fluorescence laser scanning confocal microscopy and scanning electron microscopy. A 
highly relevant property is the resulting composite viscoelasticity. We report linear and 
nonlinear shear and extensional rheology of these composites. We will show that Method 
I offers more control of colloid concentration, but the maximum concentration attainable 
is limited by the ability of fibrinogen to polymerize into fibrin in the presence of the 
colloids, a difficult to control non-equilibrium process (Sections 3.1 and 3.2). Method II 
offers less control of colloid concentration, but allows much better structural control, well-
dispersed colloids in the wet gel matrix, and accesses higher concentrations in a dehydrated 
state which demonstrate colloidal templating on the low-dimensional fibrin network 
(Section 3.3). 
7.2 Materials and methods 
To minimize ionic species in solution, deionized water with a resistivity of 18.2 
MΩ·cm (at 25 oC) was employed for the all experiments. A pH 7.4 aqueous buffer solution 
was prepared by mixing 25 mM HEPES, 150 mM NaCl, and 20 mM CaCl2 in type I water.  
As model hard sphere colloids, we use commercially available suspensions of 
carboxylate modified polystyrene/latex (CML) colloids in water (4% by weight, as 
supplied by Thermo Fisher Scientific, U.S.A). These are a suitable choice of colloids for 
our study, for they can be tagged to fluoresce in a laser scanning microscope that enables 
wet state imaging, and compared to other surface treated colloids (sulfate-polystyrene), 
aggregate less under conditions of high ionic strength (up to 1M). It is noteworthy that the 
fluorescent wavelength of the colloids is different than that of fibrin, allowing for non-
intrusive two-color fluorescence imaging. They are monodisperse in nonionic solvents (see 
Appendix F.2 for polydispersity information of CML colloids in different dispersing 
media) and also available in a wide range of sizes thereby serving as a suitable model 
choice of colloids with varying size. They also show interesting phase behavior that 
depends on the pH and ionic strength of the suspending medium [61], factors important in 
our study.  
191 
 
According to manufacturer specifications, the average particle diameter in water is 
200 nm. We validate the hydrodynamic diameter and the zeta-potential of these colloidal 
particles in an aqueous environment using dynamic light scattering (Malvern, Zetasizer 
Nano ZS, U.K). CML suspensions in three different aqueous solutions are studied, i) buffer 
solution (HEPES), ii) deionized water and iii) Type 1 water. The diluted CML suspensions 
were then introduced into two different kinds of cuvettes for measuring the diameter and 
zeta-potential, respectively. The data was analyzed using the manufacturer provided 
Zetasizer software.  
Bovine fibrinogen (free of plasminogen and fibronectin) and thrombin were 
acquired commercially (Enzyme Research Laboratories, South Bend, IN, USA), and 
stocked at -60oC before use. Fibrinogen was thawed at 37oC and diluted to desired 
concentrations in the pH 7.4 HEPES buffer. Factor XIII is present in fibrinogen and results 
in a covalently crosslinked network after thrombin initiated gelation. Thrombin was thawed 
in ice and diluted in the same buffer. Fibrin hydrogels were formed by mixing fibrinogen 
and thrombin to achieve the desired final concentrations of fibrinogen [F] and thrombin 
[T], and letting them react for an hour under near isothermal (temperature controlled) 
conditions.  
7.2.1 Scanning electron microscopy 
Samples for imaging are prepared similar to existing studies [62], [63]. Prior to 
imaging, the structure of fibrin (network) was preserved by fixing it overnight in a 2% v/v 
glutaraldehyde solution in water. The samples were then dehydrated serially in 10, 30, 50, 
70, 90, and then 100 % ethanol-in-water mixtures for 20 minutes in each solution. The 
treated samples were then dehydrated in a critical point drier (Tousimis, Autosamdri-931, 
U.S) and coated with sputtered Au-Pd alloy to make them conductive. Samples observably 
shrank during the dehydration step.  The preserved ultrastructure is then observed with a 
field emission scanning electron microscope (FESEM; Hitachi, S-4700, Japan). For SEM 
visualization of CML particles, dilute CML suspensions (1% v/v in type I water) were 
added dropwise onto a silicon wafer and dried in ambient conditions. The samples were 
then sputter coated with Au-Pd alloy.  
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7.2.2 Confocal microscopy 
A laser scanning confocal microscope (Zeiss, LSM 700, Germany) was employed 
to observe the structure of hydrogels and their composites in their wet state. A 63x oil-
immersion objective lens (NA 1.4) was used. To facilitate non-intrusive two-color 
fluorescence imaging of features in the fibrin-colloid composite, the emission wavelengths 
of individual components were separated by at least 60 nm. Commercial fluorescently 
tagged CML suspensions (Thermofisher Scientific, U.S) are used, with a 505/515 nm 
excitation/emission wavelength. Fibrinogen labeling was carried out in house with 5-
carboxytetramethylrhodamine succinimidyl ester (TAMRA-SE; Thermofisher Scientific, 
U.S) having excitation/emission wavelengths of 547/576 nm respectively. The fibrinogen 
labeling process (for fluorescence and confocal microscopy) is well described elsewhere 
[64], and is followed here as well. 
7.2.3 Rheology: shear and extension 
Shear rheology was performed on a separated motor-transducer rotational 
rheometer (ARES-G2, TA Instruments). Geometries used were 25 mm diameter stainless 
steel. A serrated plate was use to avoid slip with already-gelled samples. A cone, with 
smooth surface and one degree cone angle, was used for samples gelled while in contact 
with the rheometer geometry, in which case slip was not observed. The bottom (flat) plate 
was maintained at 25°C by a water recirculating Peltier system. A solvent trap was also 
used to encapsulate the sample in a humid environment. 
For cone-plate rheometry (fibrin gelation occurring on the rheometer), precise 
volumes of fibrinogen and thrombin were mixed and pipetted onto the bottom plate, and 
the upper cone geometry was slowly lowered to squeeze into the sample. Care was taken 
to hold the bottom plate fixed as the sample was being squeezed.  
For parallel disk rheometry (fibrin gelation occurring prior to rheometry), a custom 
made mold (latex rubber, 1.8 mm thick, with 25 mm diameter hole cut out) was placed on 
the bottom plate. Required volumes of fibrinogen and thrombin were mixed and pipetted 
into the well, and fibrin polymerization and gel formation allowed to proceed for one hour. 
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Constant voltage (1 V) electric fields are applied at this point for a fixed duration (1, 3 and 
5 minutes). The top serrated geometry was then lowered to grip the sample, the surrounding 
well was then removed, and the sample was coated with mineral oil to curb evaporation 
during the experiment.  
Extensional rheology was performed using a dual-drum fixture (Sentmanat 
Extensional rheometer (SER)) on a combined-motor transducer (a.k.a. torque-controlled) 
rotational rheometer (DHR-3, TA Instruments). The SER fixture has counter rotating dual 
cylindrical drums that impose tensile loading on samples attached to them. The cylinders 
are wrapped in sand paper (600 grit) to prevent slip during deformation. We prepare 
samples following the method described in Wufsus et al. [65]. Fibrin gels (6.4 mg/ml) and 
colloidal composites were formed in rectangular molds (20 mm x 10 mm) on glass slides 
separated by polypropylene spacers (thickness 0.45 mm). To prevent sample adhesion, the 
glass slides were coated with 25% Triton X-100 solutions in Tris-buffered saline (TBS). 
The thickness varied by <1% across the sample. The drums were rotated at a fixed velocity 
to maintain a constant, slow extensional deformation rate ( 10.1 s  ). The sample 
thickness was not independently measured, and we therefore report the engineering 
extensional stress. As an estimate of the potential true stress, if the material is 
incompressible, then at true strains =1 (near the maximum imposed), the true stress would 
be 2.7x the engineering stress reported. This is a minor difference on the log scale used to 
report the stress. 
7.2.4 Elemental Analysis 
We use the carbon (C), hydrogen (H), nitrogen (N) elemental analysis technique to 
determine colloid volume fractions in the gel after electrophoretic deposition (for 1, 3 and 
5 minutes). Fixed sample volume gel-colloid composites were prepared (0.2 ml) and fixed, 
dehydrated, and critical point dried (identical to samples for SEM imaging). After 
determining the dry mass of each sample, they were stored in a desiccator to prevent 
moisture absorption. The weight percent (wt. %) of C, H and N in each sample was then 
obtained using a CHN analysis instrument (Exeter Analytical, 440 CHN Analyzer). This 
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instrument combusted samples, and gases corresponding to each element were then 
detected. Considering that nitrogen exists in fibrin (C5H11N3O2) and not in polystyrene, 
(C8H8)n, we could deduce the exact weight of C and H in fibrin from the experimentally 
determined wt % of N, the total weight of the dried sample, and the chemical formula of 
fibrin. From the exact weight of C and H in fibrin, the total weight of the dried sample, and 
the wt % of C and H in the dried sample, we obtain the exact amount of C and H in 
polystyrene, which eventually gives us the total weight of polystyrene present in the 
composites. Using the density of polystyrene (1.05 g/ml), we convert the calculated 
weights of polystyrene into volumes in mL, and determine their volume fraction by 
dividing them by the starting volume of the wet-state hydrogels (0.2 ml). The calculated 
volume fractions of colloids in the composite hydrogels are summarized in Table F.1 
(Appendix F.5).  
7.3 Results and discussion: Methods of colloid-fibrin fabrication 
A fibrin network with semi-flexible features satisfies the primary requirement of a 
strain-stiffening scaffold network. The relevant length scales that dictate semi-flexibility 
 
 
Figure 7.3 Fibrin network formation depends on the solution mixture composition; the network 
stiffness and transient gel formation timescale are determined by the concentration of fibrinogen 
[F] and thrombin [T]. (a) Two dimensional fibrinogen-thrombin composition space showing 
compositional formulations considered. Emphasis is on a particular combination of [F]=6.4 g/mL 
and [T]=1.5 U/mL, used throughout this work (shown in black). (b) Fibrinogen concentration (in 
units of mg/mL for each case shown) primarily changes the network shear elastic modulus for a 
fixed [T] =1.5 U/mL; power law scaling is shown as inset. (c) Thrombin concentration primarily 
changes the timescale of network formation, shown at a fixed [F]=6.4 mg/mL. Inset shows the 
half time (time to reach ½ of elasticity at 3600s) decreasing with increasing [T], suggesting faster 
gelation for lager [T]. See Appendix F.3 for additional characterization details, including time 
evolution rheology for other conditions shown in (a).  
 
195 
 
are the length of a network fiber strand L, mesh size ξ, and fiber diameter D. For our system, 
we make estimates for these length scales using confocal microscopy, SEM imaging, 
dynamic light scattering and macroscopic shear rheology. For the fibrin gels we work with, 
we estimate the fiber diameter (Df) to a few tens of nanometers, but not exceeding 100 nm 
in any case (SEM imaging).The fiber diameter (Df) and fiber length (Lf) are dependent on 
the concentration of fibrinogen and thrombin.  
An increase in fibrinogen concentration results in fibers with smaller diameter 
without altering fiber length. Increasing thrombin concentration decreases both the 
diameter and length of the fibers[17]. The network mesh size (ξ) decreases with increasing 
fibrinogen concentration and scales as ξ ~[F]-2 as estimated by visualization 
experiments[22], using which we estimate ξ1.6 mg/mL~2 ξ 6.4 mg/mL. The change in pore size 
can also be estimated from the network elastic shear modulus G0 (see Figure 7.3(b) inset). 
Assuming no significant change in other structural parameters (fiber diameter and length), 
we deduce G0~ ξ  2 from entropic models for semi-flexible networks[66]. Combining this 
relation with our measured values of G0200 Pa for 1.6 mg/mL and G01200 Pa for 6.4 
mg/mL fibrinogen (Figure 3(b)), we estimate ξ1.6 mg/mL=2.5 ξ 6.4 mg/mL. We further identify 
that the pore size varies between 1 to 3 µm (from confocal imaging), and the fiber length 
ranges a few tens of microns (SEM images) for the fibrinogen concentrations considered 
in Figure 7.3(a). These estimates are consistent with earlier observed length scales in fibrin 
networks [22]. We also estimate the  average hydrodynamic diameter of the colloids (dc) 
to be 200 nm from dynamic light scattering (Figure 7.1).  
We discuss two scenarios for realizing CML colloid-fibrin gel network composites: 
one where colloids are present as the fibrinogen evolves into the fibrin network (Method 
I), and in another where we drive colloids into a fully evolved gel network (Method II). 
Figure 7.2(a) shows the case where we polymerize fibrinogen in the presence of CML 
particles, by adding thrombin to the fibrinogen-colloid mixture in the buffer solution. 
Figure 7.2 (b) illustrates the other extreme, where we use external stimuli (electric fields) 
to drive CML particles into a pre-formed fibrin network. We study the morphology of the 
resulting composites using scanning electron microscopy and two-color laser scanning 
confocal microscopy, and characterize them using linear and nonlinear shear and 
196 
 
extensional rheology. We compare and contrast each technique for its efficacy in 
accommodating colloids into the gel matrix, in terms of the attainable range of colloid 
volume fraction, and the ability to retain strain-stiffening behavior that is present in the 
neat fibrin network. 
7.3.1. Fibrin composition effects 
Figure 7.3(a) maps out the two-dimensional composition space of fibrinogen-
thrombin concentrations considered in our analysis with bovine fibrin.  Some of the results 
in Figure 7.3 can be found scattered in old literature, e.g. varying only thrombin or varying 
only fibrinogen with bovine fibrinogen [16]. The qualitative trends shown in Figure 7.3 
might also be expected from studies on human fibrin, which has received more attention, 
as human and bovine fibrin are known to be similar [32].  
Our systematic experiments in Figure 7.3 serve as an important baseline before 
considering the addition of colloids to the system. The network morphology is known to 
show strong dependence on calcium ion concentration [67] and pH [68], which we fix 
before gelation. The composition changes the timescale of network formation and resulting 
elasticity, which are relevant for fabricating these composites.  
For a fixed thrombin concentration [T]=1.5 NIH U/mL, Figure 7.3(b) illustrates 
that fibrinogen content [F] increases the resulting elastic modulus of the network. 
Oscillatory time sweeps (0=1%; =1 rad/s) track gel evolution up to a point where the 
elastic modulus is nearly a constant (3600 s), at which point we define an elastic (quasi-
equilibrium) shear modulus G0. The gel elasticity is fit by the power law G0~[F]2 (see inset 
of Figure 7.3(b)). This is close to earlier observed scaling of G0~[F]2.2 for human fibrin 
[69], and solutions of entangled semi-flexible fibers [70].  
Figure 7.3(c) emphasizes the role of thrombin in the kinetics of gelation. Gelation 
kinetics is tracked using a half-time, t1/2, defined as the time for the gel to attain half its 
quasi-equilibrium elasticity (G'(t1/2)= ½G0). Illustrated here for a fixed fibrinogen 
concentration [F]=6.4 mg/mL, t1/2 progressively drops with increasing [T], indicating faster 
gelation for larger thrombin concentration [T]. The thrombin concentration does not 
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significantly affect the gel elastic modulus, indicating that small amounts of thrombin are 
sufficient to facilitate initiation of protofibrils and subsequent gelation [71]. The 
concentration of [T] however provides a significant improvement on the ability of fibrin to 
form in the presence of colloids, as shown in the following section.  
7.3.2 Fibrin polymerized in a colloidal suspension (Method I) 
In this method, fibrin network formation occurs in the presence of different 
concentrations of CML colloids. We vary the concentrations of fibrinogen and thrombin 
and systematically identify the range of achievable colloid volume fraction across the fibrin 
composition space (Figure 7.3(a)). Our analysis is based on rheological measurements, 
observations from bi-fluorescent confocal imaging, and visual inspection of the resulting 
gel-colloid composite system.  
Colloid-fibrin composites are formed by thrombin initiated gelation of a solution 
containing fibrinogen and colloids (see schematic in Figure 7.2(a)). For a desired volume 
fraction of colloids in the gel, required volumes of the colloidal solution are introduced into 
the fibrinogen buffer. In this solution, colloids are at an aggregated state with a larger 
average diameter, as seen in the dynamic light scattering data in Figure 7.1(b), and the 
confocal image in Figure 7.4(a). The aggregation of colloids results from two 
simultaneously occurring events: a reduced screening length due to a high ionic strength 
buffer (20 mM CaCl2 and 150 mM NaCl), and van der Waals (vdW) attraction between 
high refractive index (n~1.55) polystyrene particles[72]. Network formation is initiated by 
adding thrombin (also in the same buffer) to the fibrinogen-colloid solution.  
Figure 7.4 shows the evolved fibrin network around colloidal clusters, for [F]=1.6 
mg/mL and [T] = 1.5 U/mL. The (aggregated) colloids appear to attract fibrinogen present 
in solution. The confocal image in Figure 7.4 (a)-(b) provides evidence of fibrinogen 
recruitment to the colloid locations. This stops some of the fibrinogen from participating 
in network formation. Colloid clustering is observed for larger fibrinogen concentrations 
as well (not shown here, but seen in confocal images with [F]=6.4 mg/mL, [T]=1.5 U/mL). 
This higher fibrinogen concentration has a larger elastic modulus (see Figure 7.3(b)) and 
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changes to the network elasticity are more easily measured as a function of colloid volume 
fraction. We use this higher concentration of 6.4 mg/mL for the more detailed study of 
nonlinear rheological properties. The success of composite formation is tracked using 
oscillatory shear rheology, and in some cases, visual inspection is sufficient to capture 
macroscopic colloid phase separation. 
Figure 7.5 demonstrates that larger colloidal diameters allow for a higher maximum 
volume fraction, based on measurements of fibrin network elasticity ([F]=6.4 mg/mL, 
[T]=1.5 U/mL). The network evolves around CML colloids with diameters of 200 nm ( 
Figure 7.5(a)) and 1000 nm (Figure 7.5(b)). The larger diameter colloids permit larger 
colloid volume fractions to be accommodated in the gel matrix. We rationalize this based 
on the attraction of fibrinogen to the colloids, and the different surface area to volume ratio 
of the differently sized colloids. For the same volume fraction, smaller colloids have a 
larger surface area and tend to absorb more fibrinogen in solution (compared to larger 
colloids). This reduces the number of fibrinogen units available for participation in network 
formation and disrupts network elasticity. This effect is shown in Figure 7.5(a), (b), where 
the 1000 nm colloid composite displays measurable elasticity up to =1.5%, whereas the 
composite with 200 nm colloids shows significant loss of elasticity at =1%. The upper 
bound of =1.5% (for the 1000 nm colloids) was set by the concentration of colloids in 
solution as supplied by the manufacturer. This indicates that fibrin accommodates larger 
Figure 7.4. Representative microstructure of a composite formed with Method 1: Fibrin (1.6 mg/ml)
network evolution in the presence of CML colloids ( = 0.025%). Bi-fluorescent single plane
confocal imaging shows signals from (a) fibrin (b) colloids (c) fibrin + colloids. Colloid clustering is
evident in (b), fibrinogen recruitment is observed along colloidal clusters in (a), also seen in the
combined image in (c). 
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particles better than smaller ones, at least for these diameters for which the particles stay 
suspended in solution before the onset of gelation.   
The success of composite formation depends on the composition of the fibrin 
network. For a fixed thrombin concentration, [T] =1.5 U/mL, Figure 7.6 shows the 
accessible range of volume fraction for 200 nm colloids in fibrin networks at different 
fibrinogen concentrations. For the considered systems, the general trend is a decreasing 
composite elasticity with colloid inclusion, but a higher fibrinogen concentration 
accommodates slightly larger colloid volume fractions without much loss in network 
elasticity. This is true up to the point where colloid volume fractions are large enough to 
cause macroscopic phase separation (at =0.5%), and significant colloid clustering around 
fibrinogen (=1%) (shown pictorially in Figure 7.6). At =0.5%, gelation occurs but results 
in a heterogeneous composite with a significantly reduced network elasticity (shown as  
in Figure 7.6). At =1%, noticeable colloid-fibrinogen aggregation occurs and interferes 
drastically with gelation. In this case, the elasticity of all composites approaches instrument 
measurement limits (shown as X in Figure 7.6). The extent of colloid accommodation in 
fibrin also depends on thrombin concentration, and Figure 7.7 shows this dependence for 
three different fibrinogen concentrations with 200 nm colloids. The upper limits on 
successful composite formation are marked by the boundaries of shaded regions in the  
 
Figure 7.5 Larger colloid diameters allow for higher volume fractions of particles to be achieved 
in the composite (using Method 1).  Fibrin ([F]=6.4mg.mL; [T]=1.5 U/mL) network elasticity in the 
presence of varying concentration of (a) 200 nm and (b) 1000 nm diameter colloids, probed by 
oscillation time sweeps at 0=1% and  =1 rad/s. The composite with 1000 nm particles 
accommodates a larger colloid volume fraction (~1.5%). The 200 nm particles significantly 
interfere with fibrin formation at  =1 %. Shaded region corresponds to the minimum instrument 
torque resolution (0.05 μN.m) which translates to G’min=1.25 Pa. 
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Figure 7.7. Regime map of successful composite formation using Method 1, in the three-
parameter composition space {[F],[T],}; colloid diameter d=200 nm. The limits on the regimes 
are determined by rheological measurements (Figure 7.6) and/or visual inspection. 
 
fibrinogen-thrombin-colloid regime map in Figure 7.7. For smaller fibrinogen 
concentrations, [F] = 1.6 mg/mL and 3.2 mg/mL, a larger thrombin concentration helps to 
accommodate more colloids. At sufficient colloid concentration, macroscopic phase 
separation still occurs (outside the shaded region). At larger fibrinogen concentration, 
[F]=6.4 mg/mL, the ability of the network to accommodate colloids does not depend on 
the thrombin concentration; accelerated gelation kinetics still occur, as with the neat fibrin, 
for larger thrombin concentration (see Appendix F.4, Figure F.3 (h-j)) for accelerated 
gelation in the presence of colloids with larger thrombin concentration). For successfully  
 
Figure 7.6. Maximum achievable colloid volume fraction based on Method 1 depends on the 
fibrin network composition. Fibrin network forming in the presence of colloids (d = 200 nm), 
showing composite elasticity at 3600 s for fixed thrombin concentration [T]=1.5 U/mL. The 
composite elasticity decreases with colloid inclusion; higher fibrinogen concentration allows for 
a slightly larger colloid concentration. At 1% colloids, all composites have elasticity that 
approaches instrument measurement limits. 
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attained composites in Figure 7.7 (within the shaded region), the linear viscoelastic 
properties show statistically insignificant variations from those of fibrin (Figure 7.5).  
Figure 7.8 presents the measured shear and extensional nonlinear mechanical 
properties of the composites with different colloid volume fractions compared to neat fibrin 
(all at [F]=6.4 mg/mL; [T]=1.5 U/mL). In Figure 7.8(a), the stress-strain hysteresis curves 
(also known as Lissajous-Bowditch curves) represent the response to large amplitude 
oscillatory shear (LAOS) experiments at imposed frequency  =1 rad/s. These raw data 
waveforms show a primarily elastic network (little hysteresis) and intra-cycle strain 
stiffening, indicated by the upturn of stress at large strain. The waveform data can be 
described in many different ways. Here, for brevity, we show only the first-harmonic 
moduli (Figure 7.8(b)), which are average measures of energy storage and loss during the  
  
  
Figure 7.8. Nonlinear oscillatory shear rheology at  = 1 rad/s for fibrin ([F]=6.4 mg/mL; [T]=1.5 
U/mL)-colloid (d=200 nm) composites, formed using Method 1, shows (a) strain-stiffening in the 
shear stress-strain Lissajous curves and, (b) strain stiffening and rate thickening in the 
viscoelastic moduli. (c) Nonlinear extensional rheology ( 10.1 s  ) shows strain stiffening and 
insignificant changes to the network fracture strength with colloid inclusion. Linear extensional 
stress is calculated from linear shear modulus G’ (for fibrin), and shown for reference.  
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nonlinear deformation. Inter-cycle strain stiffening, dependent on the strain amplitude, is 
evident from an increase in the first-harmonic viscoelastic moduli in Figure 7.8(b). Strain 
stiffening in fibrin networks has been observed in experiments [24], [25], [73], [74] and 
predicted by theoretical models for isotropic semi-flexible polymer networks and networks 
of rigid filaments[73]. Notably, colloidal composites formed here also exhibit intra- and 
inter-cycle strain-stiffening, shown in (Figure 7.8(a), (b)). This provides evidence that 
colloid inclusion does not interfere with the fibrillar properties of fibrin that are the origin 
of its strain-stiffening properties. It is also worth noting that the critical strain amplitude to 
see the onset of shear nonlinearity does not change with colloid inclusion.  
The nonlinear properties of homogeneous gel-colloid composites are also probed 
in uniaxial extension (Figure 7.8(c)). Extensional stiffening is observed for fibrin and 
fibrin-colloid composites, indicated by the upturn of the stress-strain curves in Figure 
7.8(c) compared to the linear reference. Gel fracture occurs around a true strain of  =100 
%, and it is noteworthy that colloid inclusion in the gel matrix does not affect the composite 
fracture strength adversely. The homogeneity in the distribution of colloids within the 
fibrin matrix allows for extensional testing of composites prepared with this method, but 
this was not true for the other fabrication methods that follow.  
 
 
 
Figure 7.9 Hydrostatic loading of colloids into fibrin. Cross-section SEM images at (a) top, (b) 
middle, (c) bottom sections of the fibrin sample exposed to a hydrostatic head of a 1% v/v CML 
colloid suspension for 24 hours. Colloids do not diffuse/penetrate into the gel. 
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Figure 7.10  Electrodeposition of colloids in fibrin. Bi-fluorescent confocal images (left: fibrin-
tagging fluorescent dye, middle: colloid-tagging dye, right: fibrin + colloids) shows colloid 
decoration along fibers (1 V for 5 mins in 1 % (v/v) suspension). 
 
7.3.3. Colloids driven into an evolved fibrin network (Method II) 
In this section, we investigate the possibility of introducing colloids into a pre-
formed fibrin network, both passively by diffusion (unsuccessful) and actively by imposing 
an electric field (successful). When successful, the network fibers act as a template for low-
dimensional assembly of colloids. We characterize the morphology of the resulting gel-
colloid composite using cross-sectional SEM imaging and bi-fluorescent confocal imaging, 
and use shear rheology to study its mechanical properties (extensional rheology was not 
performed with samples prepared by Method II, heterogeneous colloid distribution through 
the sample). In suitable cases, we use the technique of elemental analysis to calculate the 
colloid volume fraction in the composite.  
Attempts to passively introduce colloids through diffusion were unsuccessful, as 
confirmed by SEM images as shown in Figure 7.9. In these experiments, fibrin gels with 
known volume were prepared in a cylindrical mold (inner diameter 25 mm, height 1.5 mm), 
with the top surface exposed to atmosphere. After gel formation, a circular wall (cut tube 
with inner diameter 50 mm, height 35 mm) is glued to the plate containing the gel, forming 
a well. Colloidal solution (1% v/v in water) is filled into the well enclosing the inner well 
(with the fibrin gel) and left undisturbed for 24 hours. After 24 hours, the gel is carefully 
sliced into two halves along the diameter, and dried for SEM imaging. Figure 7.9 shows 
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the cross-sectional SEM images of dried gels at three different locations along the cut cross 
section: top, middle and bottom. The absence of colloids in the SEM micrographs provides 
conclusive evidence that colloids do not diffuse through the gel after 24 hours.  
By imposing an electric field at a constant voltage of 1 V, the (charged) colloids 
were successfully driven into the gel matrix. The carboxylate groups in the CML particles 
carry a net negative charge (RCOO-) in solution and thus respond to the imposed electric 
field. We used an electrochemical cell setup (see schematic in Figure 7.2(b)), with 
conductive top and bottom surfaces serving as the counter and working electrodes, 
respectively. Known volumes of fibrin are pre-formed onto the bottom surface and the cell 
is filled with the colloid solution. The charged colloids in solution are then 
electrophoretically driven into preformed fibrin gels ([F]=6.4 mg/mL; [T]=1.5 U/mL)  
 
 
Figure 7.11 Colloid penetration into the network depends on duration of electric field exposure. 
Cross-section SEM images of dried composites fabricated in 1 % (v/v) colloidal suspensions 
exposed to 1 V for 1 min (a-c), 3 mins (d-f), and 5 mins (g-i), respectively. Dense distribution 
observed in the 3 and 5 min cases. Colloids tend to be distributed along fibers, consistent with 
observations from confocal images in Figure 7.10. 
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Table 7.1: Volume fraction estimates of fibrin-colloid composites attained by 
electrodeposition  
 
 
 
under conditions of constant voltage (1 V) held for three different time intervals, namely, 
one, three and five minutes, using a potentiostat/galvanostat (BioLogic, VMP3, France). 
The composite morphology is studied using confocal imaging in wet conditions and cross-
sectional SEM imaging in a dry state of the composite. 
Two-color fluorescent confocal images in Figure 7.10 demonstrate the presence of 
colloids in the network, with a morphology of distributed, rather than aggregated, colloidal 
particles. The successful integration of colloids into the network is also validated by SEM 
images, shown in Figure 7.11 for different locations along the cross-section (top, middle 
and bottom) of dried gels for different intervals of deposition. The “top” surface indicates 
the location where fibrin contacts the colloidal suspension during electrophoresis, and the 
“bottom” where the gel contacts the metal substrate they rest on. The extent of colloid 
penetration into the gel varies directly with the duration of electro-deposition, and deeper 
regions require more time for colloids to penetrate. Three and five minute intervals for 
electro-deposition result in superior colloid penetration into the gel, in contrast to the one 
minute case where the colloids fail to penetrate beyond the top portions of the gel.  
The SEM images show colloids assembled along the fibrous structure of the 
network. We hypothesize the following assembly process. Upon application of the electric 
field, negatively charged CML particles are driven into the fibrin matrix. Even though the 
colloids and the fibrin network are both negatively charged (the isoelectric point of fibrin 
is 5.6, implying that the fibers are negatively charged in the pH 7.4 buffer), due to the high 
ionic strength of the buffer (~200 mM) the screening length is short, and van der Waals 
attraction between the fibers and the colloids leads to assembly of the colloids on the  
 
Characterization Volume fraction of colloids in hydrogel composite (%) 1 min 3 min 5 min 
SEM image 18±6 23±8 33±12 
Confocal image 0.15 0.36 0.87 
C-H-N analysis 0.17 0.20 0.23±0.01 
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network. At this point, we do not know if the colloids are free to translate or not during the 
electrophoretic infilling.  
The colloid volume fractions in the composites are estimated using multiple 
methods: analysis of volumetric confocal images, image analysis from the SEM 
micrographs, and elemental (C-H-N) analysis (details provided in Appendix F.5). For 
confocal images, the coordinate locations of fluorescent particles are used to determine 
number density of particles, and from the known particle diameter (Figure 7.1), this is 
converted to volume fraction (with propagation of uncertainty). The estimates from SEM 
images are more approximate; number density is estimated by counting the number of 
visible particles within an estimated depth of view, and this is similarly converted to a 
volume fraction estimate. Table 7.1 summarizes estimated colloid volume fractions for 
each technique for different field exposure times (1, 3, 5 mins). The volume fraction 
estimates from SEM images are consistently larger, which we attribute to a shrunken 
sample after the sequence of drying processes. The volume fractions from confocal images 
and C-H-N analysis are smaller, comparable to each other, and representative of the true 
colloid volume fraction in the hydrated gel.  
 
     
 
Figure 7.12 Linear oscillatory shear rheology ( = 1 rad/s, γ0=1%) of fibrin ([F]=6.4 mg/ml; [T]=1.5 
U/mL) and CML colloid (d=200 nm) composites prepared under a constant voltage electric field 
(1 V) for different exposure times, namely 1 min, 3 min and 5 min. 
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The colloid volume fraction increases monotonically with field exposure time. It is 
interesting that the maximum achieved colloid volume fraction in the gel is approximately 
the same as that of method I (where fibrin was formed around colloids). However, in 
contrast to method I, the composites fabricated using this method show little phase 
separation at the larger volume fractions. This can be explained by the electric field 
facilitated affinity of colloids to the fibrin template and the fact that a sticky fibrin network 
has been pre-formed, in contrast to the colloid-colloid attractions that resulted in 
aggregation and phase separation in method I. 
Viscoelastic properties of electrodeposited fibrin-colloid composites are measured 
from linear and nonlinear shear rheology with serrated parallel plates. Serrated plates are 
used because slip is a major issue with hydrated gels that are formed before contact with 
the rheometer fixture, as in this Method II. Gels were prepared on the rheometer as per the 
protocol described in Section 7.2, and the serrated plates were lowered to maintain sample 
contact Oscillatory time sweeps at =1 rad/s and 0=1% probe the linear viscoelastic 
properties in shear, and the response is shown in Figure 7.12. When compared with the 
properties of the neat fibrin matrix, the linear viscoelastic shear moduli decrease with 
inclusion of colloids into the matrix. This is contrary to the general continuum mechanics 
prediction that particle inclusions result in an increase in the elastic modulus, as seen with 
particle inclusions in hydrogel composites [75]–[77]. Assuming a no-slip scenario at the 
 
Figure 7.13. Method II, nonlinear oscillatory shear rheology ( = 1 rad/s) for electric field enabled 
fibrin-colloid (200 nm) composites shows (a) intra-cycle stiffening at large strain amplitude 
γ0=20% and, (b) strain softening average elasticity G'1, and local maximum of loss modulus G"1, 
which suggest a yielding or slip response under these conditions. 
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geometry boundary, we attribute the decrease in elastic modulus to the loss/straining of 
physical bonds between fibers that now favor attractive interactions with colloids.  
Nonlinear rheology gives further insight to the structure and properties of the 
resulting composites. Using large amplitude oscillatory shear rheology (=1 rad/s), the 
resulting stress-strain hysteresis curves show local intra-cycle stiffening for fibrin, both 
with and without exposure to electric fields (Figure 7.13(a)). The maximum shear stress 
(corresponding to the maximum shear strain; 020%) decreases with colloid inclusion in 
the matrix (with electric fields), and is smallest for the case with maximum field exposure 
time (five minutes). Attributes of intra-cycle stiffening are progressively lost with exposure 
to electric fields, and this effect is quite pronounced for field exposure times of three and 
five minutes.  
Averaged viscoelastic moduli G'1 and G"1 (from the stress-strain curves) in Figure 
7.13(b) reveal inter-cycle strain-dependent properties. The elastic modulus shows weak 
strain-softening and, at leading order, rate-thickening for fibrin. With field driven colloid 
inclusion in the gel, these effects are accentuated with a smaller critical strain to observe 
the onset of these nonlinearities. These signatures generally indicate yield or slip of the 
material, and we attribute this behavior to insufficient contact of fibrin to the serrated 
geometry (even though the serrations are a counter measure to avoid slip, they are 
insufficient under these conditions). For the composites, there may be contact with a thin 
layer of deposited colloids on the surface. The key take away is that the electrodeposition 
technique creates a material that is slippery, and fragile; as mentioned above, extensional 
rheology was not performed on these systems owing to the difficulty of sample handling 
and the heterogeneity in the distribution of colloids within the gel (illustrated in SEM 
images in Figure 7.11).  
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7.4 Conclusions 
Table 7.2 Summary of results from methods for preparing fibrin-CML colloid composites 
We have developed two methods of combining 200 nm diameter carboxylate 
modified latex (polystyrene) particles with a semi-flexible biopolymer network of bovine 
fibrin. One where we allow the fibrin network to polymerize and evolve in the presence of 
colloids in solution (Method I), and another where we electrophoretically drive colloids 
into a pre-formed fibrin network (Method II). For each method, Table 7.2 summarizes key 
observations from characterization of the resulting composites. For both methods, the CML 
colloids tend to associate with the fibrin template indicating colloid-fiber attractions 
beyond an adsorption threshold. This is significant in the context of recent replica integral 
equation statistical mechanical theory work which predicts beyond the threshold adsorption 
degree of fiber-colloid attraction, macroscopic colloid phase separation in pre-formed fiber 
networks is destroyed due to quenched disorder physics [60]. 
The composites prepared using Method I showed colloid clustering before and after 
network formation, accompanied by fibrinogen recruitment in these regions. This implies 
the presence of competing colloid-colloid and colloid-fiber attractive interactions. The 
consequences of the latter is very complicated and hard to control since fibrin 
polymerization is occurring simultaneously with aggregation and adsorption processes. 
 Principle Composite Morphology/features 
Mechanical 
properties 
Vol. fraction 
max  
Method 
I 
Colloids added 
before 
polymerization 
of fibrin 
Fibrinogen 
recruitment in 
regions of aggregated 
colloids.  
Softer composites 
after colloid 
inclusion. Strain 
stiffening 
attributes 
preserved. 
0.5% (d=200 
nm) 
1.5 % (1000 
nm) 
Method 
II 
Colloids added 
after fibrin 
polymerization, 
driven by 
electric field  
Colloid deposition 
along fibers. Depth 
dependent 
heterogeneity in 
colloid distribution. 
Elastic modulus 
depends on field 
exposure time. 
Softer composites 
with colloid 
inclusion.  
~0.8% 
(confocal) 
~0.2% 
(elemental 
analysis) 
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This is a general challenge to integrating colloids into ‘sticky’ network of semi-flexible 
biopolymers. This might be overcome by using surface treated particles, for example, poly-
(ethylene glycol) (PEG)-coated surfaces that resist protein adsorption [78], including 
fibrinogen [79].  
Mechanical, linear viscoelastic properties of these composites showed strong 
dependence on the concentration of fibrinogen and thrombin, colloid size and volume 
fraction. In general, colloid inclusion in the matrix resulted in composites with a smaller 
elastic modulus than the neat fibrin network, presumably from limited fibrinogen 
participation in network formation. For a given fibrinogen–thrombin combination, a 
minimum measurable elastic modulus and/or large scale phase separation identifies the 
maximum accommodable colloid volume fraction in the gel matrix. Composites formed 
around larger colloids (d=1000 nm) accommodate a larger colloid volume fraction 
compared to those formed with smaller ones (d=200 nm). Much like fibrin, nonlinear 
viscoelasticity from large-amplitude oscillatory shear (LAOS) and extensional experiments 
showed strain-stiffening in these composites. 
The composites formed using Method II showed templated assembly of colloids 
along fibers, and no macroscopic demixing or large colloid aggregates in the pore space of 
the fibrin network. This behavior is qualitatively different than the system fabricated using 
Method I, despite the fact that the sticky colloids are the same particles. The observed 
behavior based on Method II is thus qualitatively consistent with a recent theoretical idea1 
that an effectively quenched fiber network, which attracts colloids beyond a critical 
adsorption threshold frustrates colloid macrophase separation. The resulting composite was 
not, however, spatially homogeneous, but rather showed depth dependent heterogeneity, a 
signature it is not fully equilibrated. Such heterogeneity seems unsurprising given the field-
driven protocol used to insert colloids into the fibrin gel.  The heterogeneity and colloid 
volume fraction also depend on the electric field exposure time, consistent with the 
presence of non-equilibrium aspects of the Method II based assembly. A larger exposure 
time permits superior colloid penetration into the gel, and results in composites with larger 
volume fraction. The colloid volume fractions were estimated using image analysis in dry 
(SEM micrographs) and wet (confocal images) states of the composite, and were validated 
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with estimates from elemental analysis. The volume fraction estimates in a wet state were 
close to those studied in Method I, whereas the dry state estimates were approximately 
100x larger and representative of a shrunken state of the fibrin matrix (presumably from 
the drying process).  
Mechanical properties of these composites were probed using shear rheology. The 
composites showed progressively smaller linear viscoelastic moduli with increased colloid 
inclusion in the gel, and displayed nonlinear strain-softening behavior in LAOS.  However, 
slip at the surface cannot be completely ruled out despite the use of serrated plates in these 
measurements. This calls for characterization of these composites using other techniques 
like active [80], [81] and passive microrheology [82], and tools for measurement of local 
viscoelastic properties [83]. However, if this were a true material signature (free of 
experimental artifacts), the strain-softening may be a consequence of a weakened state of 
physical crosslinks between fibrin elements that now favor attractive interactions with 
colloids. 
We have chosen a particular colloid-biopolymer combination for this study, but the 
scope of our exploration extends beyond this combination. We are currently developing 
composites that combine the strain stiffening properties of the fibrin network with colloids 
that respond to external stimuli (e.g. temperature and magnetic fields). The principles for 
composite formulation in this study will be paramount in determining the optimum and 
obtainable colloid volume fraction in these other composites. We also believe that 
applications with these composites could be more useful with tunable interactions between 
colloids and the network [84], [85]. This could be achieved either by tuning the colloid 
chemistry to attach/detach from the network elements, or alternately choosing a synthetic 
polymer network that can enable such transitions.  
Recent theoretical advances [60] have also considered such large mesh composite 
systems where the fibrils form a quenched network. To suppress colloid macrophase 
separation, and realize massive structural re-configuration and property change (e.g., bulk 
modulus, electrical conductivity) requires control over the competing effects of fiber-
colloid and colloid-colloid attractions and the many length scales that define the hybrid 
system. A bistable or switch-like equilibrium reconfiguration between a relatively dilute 
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suspension of colloids in the network pores to diverse strongly adsorbed and percolated 
colloidal microstructures is predicted to be achievable if the following separation of length 
scales applies:  L>ξ>>d>>D, where L is the length of a network fiber strand, ξ is the mesh 
size, d is the colloid diameter, and D is the fiber diameter. Our material choices satisfy such 
separation of length scales and holds the potential for allowing rational manipulation of 
intermolecular attractions.  Specifically, the ability to control over a significant range the 
attractive interactions is critical to realize the novel microstructures theoretically predicted, 
and the theory at present assumes the fiber network is effectively quenched in place. Thus, 
fibrin is a useful system since it experiences very strong inter-fiber attractions and hence 
strong physical (and chemical) crosslinks, and colloid chemistry can potentially be 
manipulated to realize variable degrees of adsorption on the fiber network.  
Rich opportunities also exist for theoretical model development that can predict the 
structure and dynamics of semi-flexible polymer-colloid composites. Scaling relations 
have been proposed to capture the diffusion of spherical particles in a matrix of 
dynamically configurable networks of rod-like particles [86]. These studies are of practical 
importance and mimic vital in vivo features like the mass transport of proteins in a cell 
environment or their self-diffusion in a network of filamentous actin [87], [88] and 
nucleosomes in dispersions of DNA [89]. Other studies have considered colloidal spheres 
in xanthan dispersions [90], solutions of living polymers [91] and dilute suspensions of 
tobacco mosaic virus [92]. Such scenarios can be experimentally realized with the material 
choices in this work. For instance, removing factor XIIIa from fibrinogen prior to fibrin 
polymerization [74] will result in a composite where the fibrin network is transiently 
crosslinked. Beyond providing opportunities for theoretical modeling, such composites can 
also be expected to show interesting transient dynamics under oscillatory shear 
deformation [74]. It is also worth noting that the fibrin-colloid composition space 
developed here is for conditions of constant buffer pH and ionic strength. The phase space 
can be further expanded by allowing these parameters to change, permitting richer 
morphologies and phase behavior with this combination.  
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Chapter 8 
 
Fibrin-colloid composites: Stimuli-responsive 
elasticity 
 
In Chapter 6, we emphasized that the nonlinear stiffening in fibrin can be 
harnessed to invoke strong elastic stiffening in fibrin-colloid composites. In Chapter 7, we 
showed two methods for fabricating fibrin-colloid composites. It was shown that method 1 
(wherein fibrin polymerization is carried out in a solution carrying colloids) retains the elastic 
stiffening attributes of the network. In this chapter, we will use this method (method 1) to 
fabricate stimuli-responsive composites of fibrin, with temperature-responsive PNIPAM 
microgels and magnetically-responsive carbonyl-iron containing particles. Strong 
network stiffening will be triggered by facilitating stimuli-responsive colloid interaction 
with network elements, specifically, by modulating temperature and magnetic fields.  
8.1 Materials and methods 
Ultralow cross-linked (ULC) PNIPAM microgel particles with high deformability 
were prepared using standard precipitation polymerization techniques, as described in [1], 
[2]. Post synthesis, microgels were purified using ultracentrifugation and a 9 wt. % stock 
sample was prepared. Smaller concentrations were obtained by diluting this stock in the 
fibrin buffer prior to composite formation. The average hydrodynamic diameter of the 
microgels ranged between 1-1.5 µm at room temperature in buffer solution (obtained 
using dynamic light scattering). The lower critical solution temperature (LCST) for these 
microgels are ~290C, beyond which they collapse into particles ~300 nm in diameter 
(also from DLS). For confocal two-color fluorescence microscopy experiments, the 
microgels were labeled with maleimide-Alexa Fluor-488, and fibrin with TAMRA-SE 
(details on excitation/emission wavelengths provided in Chapter 7).  
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Figure 8.1 (a) Components of the magneto-rheological setup (b) left, carbonyl iron particles are 
stable for ~24 hours in a silicone oil-grease medium but sediment in <10 mins in water/buffer 
(right).   
 
Magnetically tunable fibrin hydrogels were prepared by adapting the approach of 
[3] that prepared composites of carbonyl iron (CI) particles (d~1.5-2 µm) in a 
carrageenan matrix. To make particles more stable in the buffer solution, and allow end-
group functionalization, silane chemistry was used to modify the surface with different 
functional groups. This technique has the added benefit of allowing modular 
modifications to the system such as covalent incorporation of moieties to the particles or 
the chemical crosslinking of particles in the hydrogel network. We recently used this 
technique to prepare amine- and methacrylate-terminated CI particles, and combined 
them with a flexible polymer network of polyacrylamide [4]. Amine-terminated CI 
particles are used in this study. To study the rheology of these particles in solution, a 
stable MR fluid suspension was formulated by dispersing these particles in a silicone oil-
grease medium. The medium has a yield stress~2 Pa (measured using shear rheometry) 
and inhibits particle sedimentation for ~24 hours (see Figure 8.1(b)) [5].  
Steady shear rheometry on microgel suspensions was performed on a combined-
motor transducer stress-controlled instrument (DHR-3, TA Instruments) with a 60 mm 
cone-plate geometry [cone angle 40]. For the fibrin-microgel system, viscoelastic data is 
collected using a separated motor transducer rheometer (ARES-G2, TA Instruments) with 
a 25 mm cone-plate geometry. Temperatures were controlled by a Peltier system at the 
bottom plate, and temperature ramps were performed at 10C per minute, unless noted 
otherwise. A solvent trap was used to inhibit sample evaporation during tests.  
(b) 
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Magnetic field coupled rheometry is performed on a rotational rheometer 
(combined-motor-transducer, DHR-3, TA Instruments) with a Magneto-Rheology (MR) 
setup for uniform and controlled application of magnetic fields from -1 T to +1 T 
(experimental setup shown in Figure 8.1(a)). Disks of samples of 1 mm thickness and 20 
mm diameter are prepared, and measurements made with a non-magnetic 20 mm 
diameter parallel plate fixture. An electro-magnetic coil beneath the sample imposed 
magnetic field lines orthogonal to the plate surface, and a hall probe under the bottom 
fixed plate gave real time measurement of the external field strength during tests. An 
upper yoke surrounded the upper geometry to draw field lines orthogonal to the plate 
surfaces. Tests were run at a constant temperature of 250C, maintained by a closed-loop-
control fluid circulator through the bottom MR fixture. For experiments performed in the 
presence of a magnetic field, oscillations were run at a frequency of 1 rad/s and shear 
strain amplitude of 1% (in the linear viscoelastic regime).  
8.2 Results: Temperature-responsive PNIPAM microgels in fibrin 
Initial mechanical property results are presented for the PNIPAM microgel colloid 
composites along with data for the control case of identical microgels in the absence of 
the fiber network.  
Figure 8.2 shows concentration dependent infinite shear viscosity for ultralow 
crosslinked (ULC) microgel suspensions at three different temperatures. The properties at 
250C are most relevant as composites are formed at this temperature. A sharp increase is 
observed in suspension viscosity at concentrations at and above 10 mg/mL (1 wt. %). 
This suggests a transition from a dilute to a jammed state for microgel particles in 
suspension (also see Figure 8.3(b) for evidence of jamming from confocal microscopy). 
The suspension concentration in weight fractions can be converted to volume fractions by 
fitting the Krieger-Dougherty equation to the viscosity data (see Appendix G, Figure G.1 
for the fits to obtain this conversion factor at different temperatures). To invoke a strong 
mechanical response, we prefer to work with suspensions in their jammed state, i.e. at 
concentrations of 10, 20 and 30 mg/mL. 
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Figure 8.2. Temperature and concentration dependence of normalized infinite shear viscosity for 
ULC microgel suspensions. Boxed region shows jammed weight fractions used in this study. See 
Appendix G for Krieger-Doherty fit (inset equation), and estimation of volume fractions.  
 
 
                                    
                    
Figure 8.3 (a) The linear elastic modulus G’ decreases with temperature, (b) as the microgels 
transition from a jammed (250C) to a more dilute state (300C and 350C) in suspension. Scale bar 
5 µm.  
  
 
(a) 
(b) 
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Figure 8.3(a) shows temperature dependence of the linear elastic modulus G  for 
the three (jammed) microgel concentrations considered in this study. The sample was 
exposed to small amplitude oscillations (strain amplitude 1%, frequency 1 rad/s) as the 
temperature was being ramped from 250C to 350C (10C per minute). For temperatures 
below LCST, the particles are swollen and jammed against each other, resulting in a 
measurable elastic modulus. With an increase in temperature to LCST (~290C) and 
beyond, particles collapse and un-jam. This phase transition triggers a dramatic drop in 
the elastic modulus with temperature. The temperature driven conformational change is 
shown in the panel of fluorescence confocal images Figure 8.3(b), with the particles 
starting jammed at 250C (~1.5 µm in diameter), but collapsing (to diameter ~ 300 nm) at 
300C and beyond.  
Fibrin polymerization ([F]=1.6 mg/mL; [T]=0.5 U/mL) is initiated at 250C in the 
presence of varying concentrations of microgels (1, 2 and 3 wt.%), and the network is 
allowed to evolve for 3000 seconds in the confines of a cone-plate setup on the rheometer 
(see Figure 8.4 (a), region I). The inclusion of microgel particles does not interfere with 
fibril formation and allows the fibrin network to retain its integrity and strain-stiffening 
attributes. The inclusion of microgels in fibrin results in composites with elastic moduli 
larger than that of the native fibrin network. Samples with larger microgel concentrations 
(with better particle jamming) have a larger elastic modulus when compared with those 
with smaller microgel concentrations. The fibrin-microgel composites show weak (or 
almost no) frequency dependence in their linear viscoelastic properties (See Appendix 
G).  
Temperature dependent mechanical properties are measured by imposing small 
oscillations (strain amplitude 1%, frequency 1 rad/s) as the temperature is ramped from 
250C to 350C at 10C/min. Figure 8.4(a), regions II-V show the temperature dependent 
mechanical response for two back and forth thermal cycles (also shown in Figure 8.4(b)). 
Temperature dependent properties of fibrin are also shown for comparison. When the 
temperature reaches LCST (~290C), the microgel diameter (volume) strongly shrinks by a 
factor of ~2-3 (~10), which triggers an abrupt and strong elastic stiffening. This stiffening 
is most pronounced in the first thermal cycle (region II, Figure 8.4(a)), that also 
accompanies a strong negative axial force on the geometry (pulling down on the 
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Figure 8.4 (a) Linear elastic modulus (G’) and axial force (on the geometry) during rheological 
experiments: Region I: fibrin (fibrinogen=1.6 mg/mL; thrombin=0.2 U/mL) network evolution 
around 3 wt.% ULC microgels (0=1%; =1 rad/s); regions II, III: back and forth temperature 
ramps from 25 to 350C at 10C per min; regions IV, V: second cycle of the temperature ramp. (b) 
Temperature dependence of the linear elastic modulus for the two back and forth thermal cycles 
in regions II-V. (c) Temperature dependence of deducted elastic modulus ∆G’ of fibrin + 3 wt.% 
microgels; G’ULC from Figure 8.3 (b), compared against temperature dependence of fibrin alone.  
geometry). This can alternately be interpreted as a strong tensile force transmitted to the 
network elements by the shrinking microgels. We emphasize this contribution by 
deducting the temperature dependent elastic modulus of the microgel particles from the 
composite, shown with 3wt. % microgels in fibrin, in Figure 8.4 (c). Microgel transmitted 
network stiffening is pronounced and dramatic when compared with the temperature 
dependent elasticity of fibrin alone (Figure 8.4 (c)). It can also be noted that the first 
thermal cycle is irreversible, presumably from the sample losing contact with the 
geometry after the first thermal ramp, or from the microgel particles losing contact with 
fibrin. The subsequent back and forth thermal ramps are surprisingly reversible (regions 
IV and V in Figure 8.4 (b)). 
(a) 
(b) (c) 
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Figure 8.5 Temperature dependence of fibrin-microgel composites. Fibrin, and the microgels 
alone (Figure 8.3 (a)), soften with temperature. Composites stiffen at and beyond LCST, triggered 
by collapsing microgels interacting with the network (inset schematic). A larger microgel 
concentration corresponds to stronger stiffening.  
 
The reversible part of the thermal response (region IV onwards) is shown for 
three different microgel concentrations in fibrin (see Figure 8.5). Fibrin exhibits enthalpic 
softening with temperature, as shown with previous studies [6]. The composite softens 
from 250C to 290C, with contributions from both the fibrils and collapsing microgels (see 
 
 
Figure 8.6 Two-color fluorescence confocal microscope images of the fibrin-microgel composite 
at (a) 250C (b) 290C and (c) 320C. Signals in first column correspond to fibrin (red); center column 
to microgels (green) and far right column a combination of both (red+green). Scale bar is 5 
microns. 
(c) 
(a) 
(b) 
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Figure 8.3 (a) for softening in microgels). Microgels above 1% by weight strongly stiffen 
the network; this reinforcement effect weakly decreases with heating presumably due to 
modest particle shrinking. The resulting composite has a modulus up to a factor ~10 
larger than that of the pure fibrin network. Such changes are triggered by morphological 
changes to the underlying fibrin network transmitted by interacting microgels as they 
undergo a temperature driven phase transition. Two-color fluorescent confocal images in 
Figure 8.6 show temperature driven morphological changes to the scaffold fibrin 
network. We hypothesize that collapsing microgels internally stress the network (see 
schematic of Figure 8.5(a)), manifesting in the form of changes to the fibrin network 
density (Figure 8.6, column 1 of confocal images), and internal network tension (Figure 
8.4(a) negative axial force) which induces stress-stiffening. 
8.3 Results: Magnetic field-responsive colloids in fibrin 
A suspension of carbonyl iron particles (suspended in silicon oil-grease media; 
Figure 8.1(b)) is tested with the MR setup described earlier (Figure 8.1(a)). Figure 8.7(a) 
shows that storage modulus and loss modulus increase with increasing particle volume 
fraction. We show this volume fraction dependence with a characteristic shear modulus 
G0G’(=1 rad/s), both with and without magnetic field (Figure 8.7(b)). The suspension 
shows magnetic field dependent linear viscoelasticity that scales as G0 ~ ϕ2.2, an exponent 
that is slightly larger than previously observed scaling of 1.7 [7]. The sensitivity to 
continuously modulated magnetic field strength is shown in Figure 8.7(c), with a 
magnetic field ramp from 0.1T to 1T. The elasticity (G’) transitions smoothly and 
continuously as the magnetic field is raised scaling as ~B1.5 for small field strength, and 
leveling off and saturating around 0.8T. Magnetic saturation is a well-known effect in 
magneto-responsive materials [8].  
Fibrin-CI particle composites are formed by allowing fibrin polymerization to 
occur in the presence of CI particles in the Hepes buffer. The particles tend to sediment in 
the water-based buffer solution (contrary to their stable state in the silicone oil-grease 
medium that has a yield stress of 2 Pa). For this reason, the buffer carrying CI particles 
and fibrinogen is vortexed, and thrombin is added immediately after to inhibit particle 
sedimentation before gelation. The evolving gel is then transferred onto the rheometer,  
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Figure 8.7 Rheology of CI particles suspended in a silicone oil-grease media (a) frequency 
dependence at B=0T (b) volume fraction dependence of the modulus at 1 rad/s, G0 with and 
without magnetic fields and (c) field dependence of the linear elastic modulus for different particle 
volume fraction. 
 
 
Figure 8.8 Magnetic field dependent growth of linear elastic modulus G’ for a composite of fibrin 
(fibrinogen 1.6 mg/mL; thrombin 0.2 U/mL with CI particles (~2% v/v). A scaling of G’~B4 is 
attributed to fiber stretching from interacting CI particles (or dipoles).  
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and gelation is allowed to proceed for 3000 seconds. A magnetic field ramp probes field 
dependent mechanical properties of the composite, and the resulting linear elastic 
modulus is shown in Figure 8.8. The modulus increases gradually with magnetic field 
and distinct growth regimes are observed.  The initial growth rate resembles that of the 
particles alone in solution (B1.5 Figure 8.7(c)), but for field strengths beyond 0.3 T, the  
elasticity grows as B4, much faster than that predicted by existing MR fluid theories, and 
especially dramatic since it is in the magnetic saturation regime.  
Existing paradigms for MR fluids and MR elastomers attribute the additional 
modulus to particle interactions alone, independent of the elastic scaffold [9], [10] . A 
fundamental aspect in all these theories is that the magnetic field induces particle dipoles 
that cause particles to attract each other. Current theories for MR fluids attribute the field-
dependent elastic properties to arise from freely moving particles tethering to form chain 
like structures. This results in an additional modulus that scales with the magnetic field as 
ΔG'~B2 (at low field strength, weaker sensitivity at higher fields) [9]. There are theories 
that predict magnetic field dependence of MR-elastomer composites, wherein the 
particles are rendered immobile by the surrounding matrix. These ‘immobile’ particles 
interact via dipole attractions to produce a secondary network. Additional modulus in 
these composites scales identical to MR fluids, ΔG'~B2 (at low field strength) [10].  
We hypothesize that the observed scaling of G’~B4 for the MR-fibrin composite is 
explained by a combination of two simultaneously occurring events. On application of a 
magnetic field, the particles attract and move toward near neighbors, resulting in (i) 
increased attraction between them, and (ii) internally stretching the elastic fibrin network. 
Fibrin with elastic stiffening, nonlinear force-extension fibrils, creates an additional 
stiffening mechanism above that produced by the particle dipole attractions known from 
MR elastomers (see schematic of Figure 8.8). This phenomena (internal stretching of 
nonlinear filaments) results in a steep rise in elastic properties even for the small particle 
volume fractions we consider here. In the presence of a magnetic field, we observe 
~3,000% increase in the elastic modulus for 2% (v/v) carbonyl iron particles in the fibrin 
network, in contrast to ~30% increase found for 10-30% (V/V) in MR elastomers [10].  
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8.4 Conclusions 
The experiments in this chapter demonstrate the sensitivity of semi-flexible 
network structure and mechanics to controllable internal stimulus transmitted by 
responsive colloids. We have shown successful fabrication of composites of fibrin with 
temperature-responsive microgel particles and magnetic field-responsive carbonyl-iron 
particles. For both cases, strong elastic stiffening of the network is achieved by 
modulating external conditions, namely temperature and magnetic fields. We suggest that 
this stimuli-induced stiffening is the result of emergent strong fibrin-colloid attraction 
which triggers filament deformation and strain stiffening.  
The study of the fibrin-microgel system is thorough and establishes concentration 
dependent effects of the microgels on the extent of network stiffening. However, only a 
preliminary study with the fibrin-CI particles is shown here. We showed strong 
enhancement of the network elastic modulus with inclusion of small volume fraction of 
CI particles in fibrin (~3000% increase from the native fibrin elasticity). Much like the 
study in Chapter 6, a comprehensive study on the effect of CI particle volume fraction, 
and fibrin concentration on network elasticity and stiffening will be interesting to 
consider. This study also opens avenues for theoretical treatments involving fibrin-CI 
particle composites. We emphasize the magnetic field-induced stiffening in these 
composites arises from particles interacting and internally stressing nonlinear network 
elements. With this knowledge, it will be interesting to calculate associated internal 
stresses to the scaffold network arising from dipole attractions. One may then design 
experiments (LAOS nonlinear rheology), and measure stress-dependent stiffening across 
a similar range of stresses.  
The fibrin-CI particle composites were undisturbed (by deformation fields) prior 
to being exposed to magnetic fields. We have also considered the effect of an external 
deformation on changes to composite elasticity with magnetic fields. Figure 8.9 shows a 
volume fraction dependent study on the effect of a shear deformation on fibrin-CI 
composite (linear elastic) moduli to magnetic fields. The samples were deformed to a 
shear strain of 10% and 200% prior to being exposed to magnetic fields. Continuous 
small oscillations (=1 rad/s; 0=1%) probed the linear mechanical properties.  
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Figure 8.9 Fibrin-CI particle composites exposed to a large shear strain (200%) show enhanced 
mechanical properties in the presence of magnetic fields, when compared to properties at a 
smaller shear strain (10%). 
Independent of the particle volume fraction, composites deformed to larger shear strains 
(200%) showed a larger relative moduli change at 0.5T (compared to that at 0T) when 
compared to those deformed to smaller strains (10%). This suggests that larger shear 
deformation pre-stretches network elements, and rearranges particles to facilitate better 
particle-particle and particle-fibril interactions.  
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Chapter 9 
 
Conclusions 
 
A diverse range of soft matter and complex fluids exhibit nonlinear viscoelastic 
behavior. This thesis primarily deals with rheology, specifically new method and new 
material development involving nonlinear viscoelasticity. Contributions here span the 
spectrum from theory and mathematical modeling to experimental rheology, and 
demonstration of novel functionality using nonlinear viscoelastic material structures. 
Broadly, contributions here are driven by two main questions: “Is it possible to develop a 
low-dimensional framework for nonlinear viscoelastic characterization that permits 
structure-rheology connections?” and “Can nonlinear viscoelasticity be harnessed for 
novel functionality?”  
The first question is addressed by a new paradigm of rheological characterization 
based on the theoretical framework of low-dimensional asymptotic nonlinearities in large-
amplitude oscillatory shear (LAOS). The material functions in this new framework depend 
only on the oscillatory frequency, carry physically meaningful interpretation and can 
distinguish material properties and constitutive models. Contributions are both theoretical 
and experimental, including first ever measurements of these asymptotically-nonlinear 
properties (Chapter 2), and general/universal material-agnostic predictions for these 
properties in the terminal regime (Chapter 4).  For identity-matching of measured 
experimental rheological signatures to constitutive models, a database of asymptotically-
nonlinear constitutive model fingerprints is developed (Chapter 5). At least one of the four 
asymptotically-nonlinear fingerprints distinguishes between all constitutive models 
considered in the study.  
The new technique proposed here is sensitive to internal material structure yet 
maintains the potential tractability of theoretical modeling. Enabled by this framework and 
a newly developed microstructure-based transient network model, fundamental molecular 
structure-rheology connections are shown for a strain-stiffening crosslinked polymeric 
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network (Chapter 6). A single nonlinear parameter in the network model captures 
frequency dependent signatures of all four asymptotic nonlinearities for a transiently-
crosslinked hydrogel network of PVA-Borax. Asymptotic nonlinearities are sensitive 
nonlinearities, an aspect demonstrated by comparing PVA-Borax with a biopolymer 
network of fibrin. A fibrin network, with semi-flexible nonlinear elastic fibrils, shows 
strong nonlinear strain-stiffening and serves as a scaffold for stimuli-responsive polymer-
colloid systems.  
The second theme in this thesis is to demonstrate applications with nonlinear 
viscoelasticity, and this is shown with field-responsive colloidal composites of fibrin. With 
a suitable model colloid, methods for fabrication of fibrin-colloid composites are shown 
(Chapter 7). A successful method is one that retains the strain-stiffening properties of the 
native fibrin network. Using the appropriate fabrication method, we demonstrate a 
paradigm of actively and drastically tuning nonlinear mechanical properties of fibrin gels, 
with embedded stimuli-responsive particles that respond to temperature and magnetic 
fields (Chapter 8). The particles internally stress the gel network resulting in stimuli-
responsive reversible stiffening in the composites. The experiments presented here provide 
a strong foundation for future work, and some have been documented in Chapter 8, 
however this area remains to be fully explored. With knowledge of microstructural events 
triggering the nonlinear elastic response, opportunities exist for development of 
microstructure-based models for these composites.  
It is noteworthy that the asymptotically-nonlinear framework presented here is 
applicable to any viscoelastic material amenable to oscillatory shear characterization, and 
this covers a whole range of complex fluids and soft solids. This thesis has shown the way 
for establishing structure-property connections with a transiently crosslinked polymer 
network. Future work can tackle other important molecular features, for example, long-
chain branching topologies in polymers and microstructures in dense colloidal dispersions. 
This thesis has also documented initial thoughts on the possibility of a non-integer strain-
amplitude scaling for stress coefficients (Chapter 2, 3), and there is experimental evidence 
of a deviation from the commonly observed cubic scaling (e.g. with carbopol microgels, 
shown in recent work within our research group). The asymptotically-nonlinear framework 
applies equally well to materials that may show non-integer strain-amplitude scaling, and 
236 
 
it remains to be seen if such materials exist or can be designed. We show that the four 
asymptotically-nonlinear material functions successfully complement the linear 
viscoelastic material functions G’() and G’’(). It is known that frequency dependent 
master curves can be generated for the linear viscoelastic properties with the principle of 
time-temperature superposition. Such principles can now be tested in the asymptotically-
nonlinear regime, both theoretically, and experimentally with thermo-rheologically simple 
materials.  
The potential for asymptotic nonlinearities is starting to be realized, with 
applications to in-use processing situations. The proposals outlined above to extend the 
framework to other materials would further corroborate conclusions, and establish the 
impact of contributions in this thesis. Additionally, it is shown that nonlinear viscoelastic 
material structures can be deliberately utilized to enable novel functionality. It is hoped 
that the contributions here have emphasized the importance of low-dimensional 
meaningful descriptions, and use of nonlinear viscoelastic materials. 
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Appendix A 
Overlap concentration of PVA 
The overlap concentration for a flexible (random) polymer coil in good solvent can be 
calculated using the formulation of [1], 
  3* 2A g
Mc
N R
   (A.1) 
where M  is the molecular weight, AN  the Avogadro number and gR  the radius of gyration 
of the polymer. The molecular weight of polyvinyl alcohol we use is M105 g/mol, and we 
use Rg=21 nm for PVA in water [2], from which we calculate  
 3* 2.24 10 .gmlc
    (A.2) 
The calculated value in Eq.(A.2) is close to but lower than the value c*=1.03 x 10-2 g/ml 
estimated by [3] using the inverse of the intrinsic viscosity. For preparing the PVA-Borax 
gels, we use 2.75 wt.%  PVA in water, in which case the solution concentration is calculated 
as 
 22.8 10 gPVA mlc
    (A.3) 
Therefore, prior to being cross-linked with borax, we estimate 10
* PVA
c
c
     .  
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Appendix B 
Uncertainty propagation  
Assuming small uncertainties nG  for a measured quantity Gn, a first order Taylor 
expansion provides a reasonable approximation for uncertainties associated with a 
calculated parameter  1 2, ,..., ny y G G G . The uncertainty in calculating y  in its own 
dimensions is then given by [1] (p.82) 
 
22 2
1 2
1 2
... .N
N
y y yy G G G
G G G
                        
  (B.1) 
For the case where the mean of the N data points of Gn is sought, parameter y  can be 
calculated as  
 1 .
N
n
n
G
y
N


  (B.2) 
The partial derivatives in Eq. (B.1) can be calculated as 
 
1 2
1
N
y y y
G G G N
         (B.3) 
to give  the uncertainty in determining the mean of quantities Gn with their own 
uncertainties nG  
      2 2 21 21 ... .Ny G G GN          (B.4) 
The uncertainties in the four asymptotically-nonlinear moduli for the cone and parallel disk 
are calculated using Eq. (B.4) and propagated to calculate their respective ratios. 
For determining the uncertainties in evaluating the ratio of the cone measurements 
to the apparent plate measurements shown in Table 3.1, we start with  
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 1
2
,Gy
G
   (B.5) 
and evaluate the partial derivatives Eq. (B.1) as  
 
1 2
1 ,y
G G
    (B.6) 
 12
2 2
.Gy
G G
     (B.7) 
Using Eq. (B.6) and Eq. (B.7) in Eq. (B.1), we evaluate the uncertainty in calculating the 
ratio of the two quantities as 
 
2 2
1
1 22
2 2
1 .Gy G G
G G
              
   (B.8) 
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Appendix C 
Mathematical details for Chapter 4 
C.1. Tensor products appearing in a fourth-order fluid 
For a homogeneous simple shear velocity field, the tensors appearing with the recursive 
relation in Eq. (4.13) and products involving them to order four in the stress tensor in Eq. 
(4.13) are shown/calculated below: 
  
0 0 0
v 1 0 0
0 0 0
t
       
   (C.1) 
    1
0 1 0
1 0 0
0 0 0
t 
      
   (C.2) 
  
   2
2
0 1 0 1 0 0
1 0 0 2 0 0 0
0 0 0 0 0 0
d t
t
dt
 
                
    (C.3) 
  
     2 23
0 1 0 1 0 0
1 0 0 6 0 0 0
0 0 0 0 0 0
d t d t
t
dtdt
  
                
    (C.4) 
  
       
23 2
3 24
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1 0 0 6 8 0 0 0
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d t d t d t
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dtdt dt
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Terms involving multiplicative combinations of sin(t) and cos(t) were converted to a 
representation with sin(nt) and cos(nt) using cos2t sint =(1-sin2t)sint  along with 
trigonometric identities sin3t =(3sint-sin3t)/4 and cos3t =(3cost + cos3t)/4. 
C.2. FENE model third order corrections 
Ordered fluid coefficients are calculated for the two extremes of the finite 
extensibility parameter for the FENE model using expressions from Table 6.2-1 of [1]. The 
table below summarizes calculations for coefficients appearing with the viscous measures 
in Eq. (4.33), and Eqs. (4.35) and (4.37) for the FENE model, justifying approximations 
used in Eqs. (4.42)-(4.43).  
Table C.1: Ordered fluid expansion coefficients appearing with viscous measures (Eq. (4.33), and 
Eqs. (4.35) and (4.37)) calculated for the two extremes of b, the finite extensibility parameter.  
Finite Extensibility 
parameter (b )  21 2 3/b b b    21 2 12 1:11/b b b b  
10 1.027 0.126 
300 1.000 0.006 
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Appendix D 
Mathematical details for Chapter 5 
D.1. Asymptotic nonlinearities in the terminal regime 
Using a fourth order fluid expansion, [1] treat the terminal asymptotically-nonlinear 
regime for a viscoelastic fluid (also shown in Chapter 4). Expressions are also given for 
the two linear viscoelastic material functions (their Eqs.32 and 33) and the four asymptotic 
nonlinearities (their Eqs. 34-37) as a function of the ordered fluid expansion coefficients. 
Using the expressions of [1] and retaining all variable definitions, we recast the four 
asymptotic nonlinearities as a combination of the linear viscoelastic measures at frequency 
 and the ordered fluid expansion coefficients and obtain 
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2
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b
       v   (D.4) 
We clearly see the ordered fluid expansion coefficients emerge out as a front factor, a result 
that should apply universally to all viscoelastic fluid constitutive models in the terminal 
regime. 
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D.2. Q0 measure for the corotational Maxwell model 
The Q coefficient is defined in [2] through the relative intensity of the third harmonic 
stress compared to the first harmonic stress 
 3/1 32 2
0 0 1
1 .IQ       (D.5) 
In the limits of small strain amplitudes, it is possible to define 
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0
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v
  (D.6) 
which clearly conflates elastic and viscous measures. Using expressions for the 
asymptotically-nonlinear material functions in Eqs. (5.15)-(5.18), we obtain 
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which simplifies to  
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D.3. Additional mathematical derivations 
We provide the full derivation for analytical expressions presented for the four 
asymptotic shear nonlinearities for the model for rod-like polymers (Eqs. (5.64)-(5.67) in 
the article) and simple dilute emulsions (Eqs.(5.81)-(5.84) in the article). The following 
trigonometric identities have been used in the derivations: 
        
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   

   
 
 
 
For our analysis under oscillatory shear deformation, the time-dependent sinusoidal shear 
strain input waveform is defined as  
   0 sin .t t     (D.9) 
D.3.1. Model for rod-like polymers 
For simplicity, we replace the summation terms appearing in the expression for shear 
stress (Eq. 1 of [3]). For the simple case of a dumbbell type molecule, the summation terms 
are replaced by (see Eq. 11 of [4] for details and definitions) 
  1 0 0
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2 1
n
l
l n
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  2 0 0
1(2 ) ,
2 1 2
n
l
l n
S l  
     (D.11) 
and for infinitely rigid links, i.e. the case where n  is large 
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For a single large dumbbell type molecule, we can assume 0 1   which leads to 
1 0
1( )
2
n
l
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
   and 2 0 1(2 ) 2
n
l
l n
S l 

  . The shear stress can then be rewritten by 
using quantities defined in Eqs. (D.10)-(D.13) 
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The complex terms appearing in Eq. (D.14) can be simplified by multiplying them with 
their complex conjugates resulting in a simplified form for the shear stress 
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 (D.15) 
Eq. (D.15) is further simplified, and the real part of the resulting complex variable is 
retained to result in the final expression for the shear stress 
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  (D.16) 
Eq. (D.16) can be rewritten as a power series expansion in the higher odd powers of the 
strain amplitude 0  and frequency  . To achieve this, terms multiplying trigonometric 
quantities are gathered and simplified to result in the following expression for shear stress 
 
          
 
2 1 1
0 02 2
2 4 6
3 32 1 2 1 2 1 2
02 2 2
2
2
3
2 1 2
2
12
1 Decos sin
15 10 101 De 1 De
100 475 De 444 784 De 380 21 De 36
cos
2 1 De 1 4De 25 9De3 1
350 1 De De 70 920 De 220
S S St t
S S S S S S S
t
S S S
t c b
     
  

 
              
                   
      
          
 
5
3 31 2 1
02 2 2
2 4 6
3 32 1 2 1 2 1 2
02 2 2
2
2
2 1
1514 De 150 306
sin
2 1 De 1 4De 25 9De
20 95 De 212 992 +De 252 603 De 324
cos3
2 1 4De 1 9De 25 9De1 1
70 1 De De 42 552 De
S S S
t
S S S S S S S
t
S S
  
  

                 
                        
3 5
3 32 1 2 1
02 2 2
,
468 102 +De 810 270
sin 3
2 1 4De 1 9De 25 9De
S S S S
t  
                                       
 
  (D.17) 
Eq. (D.17) resembles the familiar form for the power series representation for the shear 
stress given by [5] 
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  (D.18) 
using which the linear viscoelastic moduli are obtained as 
247 
 
   2 21 2De ,10 1 De
c b SG  
     (D.19) 
     2 1 22De De .10 151 De
S Sc bG     
             (D.20) 
A plateau modulus can be defined as  0 limG G    and is calculated from Eq. (D.19) as  
 
2
1
0
S .
10
c bG  
   (D.21) 
A steady shear viscosity is suitably obtained from the polymer relaxation time   as 
0 0G  . These quantities are then used to normalize the first and third harmonic elastic 
and viscous asymptotic nonlinearities, obtained by correlating Eqs. (D.17) and (D.18) as 
follows 
      
2 42 2 2
1 1 141
22 2 20
70 920 De 220 1514 De 150 306
[ ] 3 De ,
35 2 1 De 1 4De 25 9De
S S S
S S Se
G
                             
  (D.22) 
     
2 4 62 2 2 2
1 1 1 121
22 2 20
100 475 De 444 784 De 380 21 De 36
[ ] 3 De ,
35 2 1 De 1 4De 25 9De
S S S S
S S S S

                                    
v    (D.23) 
     
2 42 2 2
1 1 143
2 2 2 2
0
42 552 De 468 102 +De 810 270
[ ] 1 De ,
7 2 1 De 1 4De 1 9De 25 9De
S S S
S S Se
G
                              
  (D.24) 
       
2 4 62 2 2 2
1 1 1 123
2 2 2 20
20 95 De 212 992 +De 252 603 De 324
[ ] 1 De .
7 2 1 De 1 4De 1 9De 25 9De
S S S S
S S S S

                                    
v    (D.25) 
These are the expressions presented in Chapter 5. 
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D.3.2. Model for simple emulsions 
For a sinusoidal shear strain input  0( ) sint t   , droplet relaxation time 
 / / R    and interfacial tension  , Yu et al. [6] express the sinusoidal shear stress 
output as a combination of coefficients a  and b  
  1 2 3 412
0 1 2 3 4
sin cos sin 3 cos3
sin 2 cos 2 sin 4 cos 4
a t a t a t a t
b b t b t b t b t
       
         (D.26) 
where the coefficients 1 4a a  and 1 4b b  are functions of the capillary number 0Ca , 
dimensionless time scale   and viscosity ratio parameters 1,f  2f  where 
 0 0Ca     (D.27) 
 
 
  1
40 1
,
2 3 19 16
p
f
p p
     (D.28) 
 2
5 ,
2 3
f
p
    (D.29) 
where d
m
p   is the viscosity ratio of the Newtonian droplet to the surrounding Newtonian 
matrix. They also derive an expression for a material parameter K (their Eq. 15), 
       
1 2 36 
5 5 1 5 2
p p
K
R p p


        
  (D.30) 
where   is the surface tension, R   the drop radius and   the volume fraction.  [6] provide 
expressions for all the coefficients appearing in the Eq. (D.26) (see Appendix of [6]), which 
can be truncated to a form that enables an order of magnitude analysis with the strain 
amplitude 0 . We rewrite each of the coefficients shorter form by factoring out the strain 
amplitude dependence in each of them, 
    31 0 0 ,a   O O   (D.31) 
    32 0 0 ,a   O O   (D.32) 
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  33 0 ,a O   (D.33) 
  34 0 .a O   (D.34) 
and 
      2 40 0 0 0 ,b     O O O   (D.35) 
    2 41 0 0 ,b   O O   (D.36) 
    2 42 0 0 ,b   O O   (D.37) 
  43 0 ,b O   (D.38) 
  44 0 .b O   (D.39) 
The coefficients ahead of the trigonometric terms can be merged into one, and Eq. (D.26) 
can be rewritten in an alternate form  
 12 1 2 3 4sin cos sin3 cos3 ,A t A t A t A t          (D.40) 
where  
 11
0 1 2 3 4
,
sin 2 cos 2 sin 4 cos 4
aA
b b t b t b t b t          (D.41) 
 22
0 1 2 3 4
,
sin 2 cos 2 sin 4 cos 4
aA
b b t b t b t b t          (D.42) 
 33
0 1 2 3 4
,
sin 2 cos 2 sin 4 cos 4
aA
b b t b t b t b t          (D.43) 
 44
0 1 2 3 4
.
sin 2 cos 2 sin 4 cos 4
aA
b b t b t b t b t          (D.44) 
We will now perform an order of magnitude analysis with 0  for each coefficient. The 
coefficient in front of sin t  can be written using Eq. (D.31) and Eqs. (D.35)-(D.39) as 
 
   
     
3
0 01
1 2 40 1 2 3 4 0 0
,
sin 2 cos 2 sin 4 cos 4 1
a
A
b b t b t b t b t
 
     

      
O O
O O O
  (D.45) 
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Since we are interested in terms that are  30O , terms of  40O  can be neglected in the 
denominator. We then simplify Eq.(D.45) by multiplying and dividing by    201 O O  
 
   
   
    
    
23
00 0
1 2 2
0 0
1
,
1 1
A
 
 
       
O OO O
O O O O
  (D.46) 
that results in 
 
     
   
   
 
3 5 3
0 0 0 0 0
1 2 4
0
11
A
    

   
O O O O O
OO O
  (D.47) 
It is now clear from the denominator in Eq. (D.47) that terms of  40O , i.e. 3b , 4b  can be 
neglected, but we must be careful to retain  20O  terms in the denominator to maintain 
 30O  terms overall. The coefficient of cos t , i.e., 2A  results in the same approximation 
as 1A  
 
     
   
   
 
3 5 3
0 0 0 0 0
2 2 4
0
.
11
A
    

  
O O +O O O
OO O
  (D.48) 
The coefficient of sin 3 t  can be simplified using Eq.(D.31) as  
 
     
3
03
3 2 40 1 2 3 4 0 0
.
sin 2 cos 2 sin 4 cos 4 1
a
A
b b t b t b t b t

           
O
O O O
  (D.49) 
We neglect  40O  term in the denominator, multiply and divide by    201 O O  and 
obtain  
 
 
   
    
    
   
   
 
 
23 3 5 3
00 0 0 0
3 22 42
0 00
1 +
11 11
A
   
 
        
O OO O O O
OO O O OO O
  (D.50) 
The coefficient of cos 3 t , i.e., 4A  results in the same approximation as 3A  
251 
 
 
 
   
    
    
   
   
 
 
23 3 5 3
00 0 0 0
4 22 42
0 00
1 +
.
11 11
A
   
 
        
O OO O O O
OO O O OO O
  (D.51) 
This implies terms 1 2 3 4, , ,b b b b  can be neglected in the denominator in coefficients 3A  and 
4A . 
We now expand the expression for the interfacial shear stress as 
  1 2 3 412 40 1 2 0
sin cos sin 3 cos3 ,
sin 2 cos 2
a t a t a t a t
b b t b t
      
     O   (D.52) 
neglect  40O  terms and beyond in the denominator, and multiply and divide by 
0 1 2sin 2 cos2b b t b t    to obtain 
     1 2 3 4 0 1 2 512 0220 1 2
( sin cos sin 3 cos 3 ) sin 2 cos 2
.
sin 2 cos 2
a t a t a t a t b b t b t
b b t b t
       
     
 
O  
  (D.53) 
The second term in the denominator  21 2sin 2 cos 2b t b t   is  40O  and can be 
neglected resulting in 
    1 2 3 4 0 1 2 512 02
0
( sin cos sin 3 cos3 ) sin 2 cos 2
.
a t a t a t a t b b t b t
b
           O  
  (D.54) 
We expand Eq.(D.54) and use trigonometric identities to replace multiplicative 
occurrences of cosines and sines with a combination of sums of terms with  sin n t  and 
 cos n t , 
 
       
   
1 0 2 2 1 1 1 2 0 25 5
12 0 02 2
0 0
5 51 2 2 1 3 0 1 1 2 2 4 0
0 02 2
0 0
2 2
sin cos
2 2
2 2         + sin3 cos3 .
2 2
a b b a b a b a b b
t t
b b
a b a b a b a b a b a bt t
b b
    
   
                   
                  
O O
O O
 
  (D.55) 
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Terms beyond  30O  are neglected in the process of obtaining Eq.(D.55). 
We will use the Fourier moduli representation 
        12 0 0 0
:
, sin , cosn n
n odd
G n t G n t            (D.56) 
and then convert to the Chebyshev notation [7] where the elastic and viscous coefficients 
are given by    1 0 1 0, , ,e G        1 0 1 0, , ,G    v     3 0 3 0, ,e G      and
   3 0 3 0 , , .G    v  The Chebyshev coefficients are obtained from Eq. (D.55) as 
 
   1 0 2 2 1 50 1 0 1 02
0
2
,
2
a b b a b
e G
b
     O   (D.57) 
 
   1 1 2 0 2 50 1 0 1 02
0
2
,
2
a b a b b
G
b
       Ov   (D.58) 
  51 2 2 1 3 00 3 0 3 02
0
2 ,
2
a b a b a be G
b
      O   (D.59) 
  51 1 2 2 4 00 3 0 3 02
0
2 .
2
a b a b a bG
b
      Ov   (D.60) 
The coefficients in Eqs. (D.57)-(D.60) can be used to find the two linear and four 
asymptotic material functions in Eq.(D.18) from 
      3 50 1 0 0 3 0 0, [ ] ,e G e        O   (D.61) 
      3 50 0 0 3 0 0, [ ] ,G         O1v v   (D.62) 
    3 50 3 0 3 0 0, [ ] ,e e     O   (D.63) 
    3 50 3 0 3 0 0, [ ] ,     Ov v   (D.64) 
To enable this, we further simplify coefficients appearing in Eqs. (D.57)-(D.60) by 
decomposing them to a convenient form, 
 31 11 0 13 0 ,a a a     (D.65) 
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 32 21 0 23 0 ,a a a     (D.66) 
 33 33 0 ,a a    (D.67) 
 34 43 0 ,a a    (D.68) 
 20 00 02 0 ,b b b     (D.69) 
 21 12 0 ,b b    (D.70) 
 22 22 0 ,b b    (D.71) 
where the first digit in the subscript denotes the original coefficient and the second digit 
the strain amplitude scaling. We then use Eqs.(D.65)-(D.71) in Eqs.(D.57)-(D.60).  
Using this framework, the first harmonic elastic Chebyshev coefficient in Eq. (D.57) 
can be rewritten as 
 
      
   
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      

     

O   (D.72) 
We expand Eq.(D.72), neglect terms beyond  30O , and then multiply and divide by 
 2 200 00 02 02b b b   to obtain 
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3 3 3 2 2 2 2 5
0 11 00 0 00 13 02 00 11 11 22 00 21 12 00 00 02 11 0
0 1 4 4
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a b b a b b a a b b a b b b b a
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            
O
O
 
  (D.73) 
Neglecting terms of  40O  in the denominator, we obtain 
  3 513 11 0211 11 22 21 120 1 0 0 02 2 2
00 00 00 00 002 2
a a ba a b a b
e
b b b b b
               
O   (D.74) 
Comparing Eq. (D.61) and Eq.(D.74) and using the expressions for the coefficients given 
by [6], we obtain the linear viscoelastic elastic modulus 
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aG Kf f Kf
b f
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  (D.75) 
where  
 
1
b f
    (D.76) 
is the normalized relaxation time of the interface and De b  is the Deborah number. It 
is now possible to define a plateau modulus from Eq.(D.75) as  
   20 2
De
2lim .
3
G G Kf     (D.77) 
Identically, the first harmonic asymptotic elastic nonlinearity can be obtained as  
   13 11 02 11 22 21 121 2 2 2
00 00 00 00
[ ] .
2 2
a a b a b a be
b b b b
       (D.78) 
which after substitution for the coefficients reduces t
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  
        
2222 214 14 1
1 2 3 3 32 2 2 22 2 2 2
1 1 1 1
5 83 21[ ]  = ,
18 4
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   
           
   (D.79) 
and post simplification results in 
             
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f f
  
 
         
  (D.80) 
Using Eq. (D.76), Eq. (D.80) can be rewritten as a function of the interface relaxation 
time b  as 
             
2 4
44
1 2 32 2
2 7 52[ ] ,
9 1 1 4
b b
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b b
e Kf
  
 
         
  (D.81) 
or using the dimensionless De  as 
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      
2 4
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9 1 De 1 4De
e Kf
         
  (D.82) 
Eq. (D.82) is then normalized by the plateau modulus in Eq. (D.77) to obtain 
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  (D.83) 
Identically, the first harmonic viscous Chebyshev coefficient in Eq.(D.58) can be rewritten 
as 
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  (D.84) 
and then simplified (the same way as for e1) to result in  
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  (D.85) 
Retaining  30O  terms in the numerator and neglecting  40O  terms in the denominator, 
we have 
  3 523 02 21 21 0221 21 22 11 120 1 0 0 02 2 2 2
00 00 00 00 00 00
2 ,
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a b a a ba a b a b
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  (D.86) 
Comparing Eq.(D.62) and Eq.(D.86), we obtain the linear viscoelastic loss modulus as 
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  (D.87) 
and the first harmonic asymptotic viscous nonlinearity as 
   23 02 21 21 22 11 121 2 2 2
00 00 00 00
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     v   (D.88) 
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We substitute for the coefficients in Eq.(D.88) using expressions in [6], simplify the 
resulting expression and obtain 
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v   (D.89) 
or alternately in dimensionless form using the steady shear viscosity 0 0bG   (from 
Eq.(D.76) and Eq.(D.77)) 
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v   (D.90) 
We now calculate the third harmonic elastic and viscous asymptotic nonlinearities. The 
third harmonic elastic Chebyshev coefficient from Eq. (D.59) can be rewritten after 
substitution for the coefficients as 
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  (D.91) 
We now expand Eq.(D.91), neglect terms beyond  30O , and then multiply and divide by 
 2 200 00 02 02b b b   to obtain 
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  (D.92) 
We retain  30O  terms in the numerator and neglect  40O  terms in the denominator, and 
compare Eq.(D.92) with Eq.(D.63) to obtain the third harmonic asymptotic elastic 
nonlinearity  
   3311 22 21 123 2 2
0000 00
[ ] .
2 2
aa b a b
e
bb b
      (D.93) 
We substitute for the coefficients in Eq.(D.93) with expressions from [6], and obtain 
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which can be rewritten in dimensionless form using the plateau modulus calculated in 
Eq.(D.77) 
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  (D.95) 
Identically, the third harmonic viscous Chebyshev coefficient in Eq.(D.60) can be written 
as 
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and further simplified to give 
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  (D.97) 
Retaining  30O  terms in the numerator and neglecting  40O  terms in the denominator, 
we get  
  3 53311 22 21 220 3 0 02 2
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,
2 2
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b b b
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  (D.98) 
and the third harmonic viscous nonlinearity by comparing Eq.(D.98) with Eq.(D.64) 
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We simplify Eq.(D.99) after substitution of coefficients to obtain 
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or in dimensionless form using the steady shear viscosity 0  as 
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Appendix E 
Supplementary information for Chapter 6 
E.1. Analytic solution to governing equations  
Below, we provide analytical solutions to the ODEs in Chapter 6, Eqs. (6.22)-(6.25) 
under homogeneous oscillatory shear deformation. The following trigonometric identities 
have been used in the solution: 
     
   2
sin 2 2sin cos
cos 2 2cos 1
A A A
A A

   
Following Eq. (6.19) in Chapter 6, we know that the tensorial evolution equation for the 
microstructural tensor A  is given by  
      
0
1v v .TD
Dt        
A A A I A   (E.1) 
where D/Dt is the material (or substantial) derivative. For a one-dimensional homogeneous 
deformation field, the Cartesian velocity vector is given by  
 
 1
2
3
v
v = v    0 ,
   0v
t y               

  (E.2) 
Using the definition in Eq. (E.2), we evaluate the gradient as   j iv v /ij x     and the 
strain-rate tensor as    Tv + v γ t . The scalar strain rate  t  is the 12 component of 
the strain rate tensor. Using these definitions, the tensorial equation in Eq. (E.1) can now 
be rewritten as a set of coupled component wise ordinary differential equations (ODEs) as 
follows: 
  11 21 11
0
12 ( ) 1 ,
dA
t A A
dt
     (E.3) 
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  21 22 21
0
1( ) ,dA t A A
dt
      (E.4) 
  22 22
0
1 1 ,
dA A
dt     (E.5) 
  33 33
0
1 1 ,
dA
A
dt     (E.6) 
One can solve the set of equations in Eqs. (E.3)-(E.6) for a specific choice of imposed 
deformation  t  and the following initial conditions for the components ijA  of the tensor 
A  
   0   0
1   .ij
i j
A t
i j
      (E.7) 
We will provide full analytic solutions for the components of A  under homogeneous 
oscillatory shear deformation, for which the temporally varying shear strain-rate input 
waveform is defined as  
   0 cos( ).t t      (E.8) 
The uncoupled set of differential equations for  22A t  (and  33A t ) in Eqs. (E.5), (E.6) are 
of a variable separable form. One can conveniently rewrite Eq. (E.5) as  
  2222 0
1
1
dA dt
A    (E.9) 
and integrate both sides to obtain  
   022 11 tA t C e 
       (E.10) 
The constant of integration can be eliminated with the initial conditions in Eq.(E.7), more 
specifically,  22 0 1A t    that results in 1 0C  . The final solution for  22A t  is then a 
constant 
  22 1A t    (E.11) 
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which is not surprising considering the absence of a time-dependent driving term (the 
strain-rate  t  in this case) in the governing differential equation for  22A t  in Eq. (E.5)
The governing equation and initial condition for  33A t is similar to that of  22A t , and the 
solution for  33A t  should also be  
  33 1A t    (E.12) 
We now rewrite the governing equation for  21A t  as  
  21 21 0
0
1 cos ,dA A t
dt
      (E.13) 
where we have used the definition of  t  in Eq. (E.8) and the solution for  22A t  in Eq. 
(E.11). Eq. (E.13) is a non-homogeneous first-order ODE for  21A t  which can be solved 
analytically to give  
   0 021 0 0 2; , cost tA t e e tdt C      
                     (E.14) 
The integral appearing in Eq. (E.14) can be integrated by parts to give the following result  
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coscos sin
1
t
t e te tdt t
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We use Eq. (E.15) in Eq. (E.14) to obtain  
   02 2021 0 0 22 2
00
cos; , sin
1
ttA t t C e 
         
            
  (E.16) 
and eliminate the integration constant by using the initial condition  21 0 0A t    from 
Eq. (E.7), that results in 
 02 0 2 2
01
C    
     
  (E.17) 
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By substituting for the constant in Eq. (E.17) into Eq. (E.16), we arrive at the full transient 
solution for  21A t  
   02 20 0 021 0 0 02 2 2 2 2 2
0 0 0
; , sin cos
1 1 1
t
A t t t e                 
                          
  (E.18) 
The steady state solution can be obtained in the limit  21A t  , resulting in 
   221 0 0 2 2De De; , De sin cos1 De 1 DeA t t t    
             
  (E.19) 
where 0De    is the dimensionless Deborah number.  
Eq. (E.3) is the only remaining differential equation to be solved and can be 
rewritten as a governing equation for the component  11A t  as 
  11 11 21
0 0
1 1 2 ( )dA A t A
dt
      (E.20) 
The above equation is a non-homogeneous first order differential equation with the 
nonhomogeneous term depending on the imposed strain rate  t  and the component 
 21A t . We substitute the full solution for  21A t  in Eq. (E.18) into Eq. (E.20) to obtain 
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0 0211
11 0
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  (E.21) 
We analytically solve the above nonhomogeneous first order ODE and obtain 
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  (E.22) 
The integrals appearing within the solution for  11A t can be analytically computed using 
integration by parts, and the results are  
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We use Eqs.(E.23), (E.24) in Eq. (E.22) and get 
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  (E.25) 
which can be simplified further to give the following form for  11A t  
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
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                                     
.

  (E.26) 
The constant 3C  can be found by using the initial condition  11 0 1A t    in Eq. (E.7) in 
the solution for  11A t  in Eq. (E.26), and this results in  
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  (E.27) 
We obtain the full transient solution for  11A t  by substituting the calculated constant 3C  
in Eq. (E.27) into Eq. (E.26), giving us  
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  (E.28) 
which we rewrite using the definition for the Deborah number 0De    as follows 
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                    
 
  (E.29) 
The alternant solution for  11A t  is obtained from Eq. (E.29) in the steady state limit that 
 11 ,A t   that gives  
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                                         
  (E.30) 
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E.2. Analytic details for results in Eqs. (6.36)-(6.38) 
Using the functional dependence  11Q A  from Eq. (6.17) and  11 0A   from Eq. (6.28), 
we rewrite the quantity  
0
H Q


  in Eq. (6.38) as a combination of partial derivatives 
involving variables ,Q  11A   and 0   as  
 
   
00 0
0
11
0 11 0 00 0 0
.
H Q H Q AQ
Q A   
    
        (E.31) 
It can be verified from Eq. (6.17) that the quantity  
0
11 0
Q A     is a constant: 
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, ,
11 110 0
1 1 1 1 ,
2 62 2 3eq i eq i eq
Q Q Q Q
A A  
       (E.32) 
where we have used 
0
110
lim 1A   , , 3eq i eqQ Q  from Eq (6.17). The quantity 
 
0
11 0 0
A      can be calculated from Eq. (6.28), resulting in 
 
0
11
0 0
0.A
 
    (E.33) 
Using Eqs. (E.32), (E.33) in Eq.(E.31) gives the result in Eq. (6.36) that  
  
0
0 0
0
H Q
 
    (E.34) 
The second partial derivative of  H Q , i.e.  2 20H Q    in Eq. (6.37) can be rewritten 
as the first partial derivative of   0H Q   , which can then be simplified as follows:  
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,
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                     (E.35) 
266 
 
where we have used the functional dependence   11H Q A  from Eq. (6.17). We expand 
the last term in Eq. (E.35) using chain rule of partial differentiation and arrive at 
 
     2211 11 11
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0 11 0 11 0 11 00 000 00 000 00
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               
  (E.36) 
We evaluate  
0
2 2
11 0 0
A     from the solution of 11A  in Eq. (6.28) and arrive at  
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  (E.37) 
and deduce   
0
11 0
H Q A     in conjuction with Eq. (E.32), i.e. 
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1 .
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         (E.38) 
We then use Eq. (E.33), Eq. (E.37)-(E.38) in Eq. (E.36), and arrive at the result shown in 
Eq. (6.37), i.e. 
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  (E.39) 
The third partial derivative can be identically simplified and evaluated as follows: 
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  (E.40) 
Using chain rule inside the square bracket, Eq. (E.40) can be simplified to give 
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  (E.41) 
which is simplified further to give 
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  (E.42) 
Using chain rule again in Eq. (E.42), we get  
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  (E.43) 
Using Eq. (E.33) and the fact that  2 1120 0 0A     from Eq. (E.37), Eq. (E.43) reduces to  
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The unknown quantity in Eq. (E.44) can be simplified by  
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  (E.45) 
The quantities involving 11Q A   in Eq. (E.45) can be evaluated using Eq. (6.17). We 
already know from Eq. (E.32) that  
0
11 0
Q A     is a constant, and the strain derivative of 
the quantity 11Q A  appearing in Eq. (E.45) can be evaluated using Eq. (6.17) as  
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  (E.46) 
For evaluating Eq. (E.46), we package all frequency dependent terms in the solution of 
11A  in Eq. (6.28)  into one function  ,Def t  and write,  
    211 0 0; ,De 1 ,DeA t f t         (E.47) 
We then use Eq. (E.47) in Eq. (E.46) and obtain the result 
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  (E.48) 
The quantity   
0
0 0
H Q
Q 

  
 can be analytically evaluated for a specific form of  H Q . 
However, the quantity  H Q Q   is the slope of the  H Q   curve and is a constant, and 
the derivative of this constant quantity   
0
0H QQ

   . This aspect can be confirmed with 
expressions for  H Q  for different force laws (see next section). Using this conclusion 
and the result in Eq. (E.48) in Eq. (E.45), we arrive at  
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which when used in Eq. (E.44) gives  
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Asdfas 
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E.3. Analytic forms for force-extension laws 
E.3.1 Hookean spring 
The force-extension behavior for a linear Hookean spring is given by  
 3
2
B
p
k T QF
L
       (E.51) 
where p  is the persistence length, L is the contour length between junctions, kB the 
Boltzmann constant and T the temperature. The terms in Eq. (E.51) can be combined to 
introduce a dimensionless reduced force F , defined as  
 
2
3
p
B
F
F Q
k T
     (E.52) 
where Q Q L . The Hookean spring constant (shown in Figure 6.5) is defined from Eq. 
(E.51) as  
 0 0
3lim .
2
B
Q
p
k TFh
Q L    (E.53) 
E.3.2 Inverse Langevin function 
The force-extension relation of a freely jointed chain can be obtained analytically [1] 
and the solution is of the form 
 2 p
B
F Q
k T L
    L
  (E.54) 
where  xL  is the Langevin function, defined as  
      coth 1 ,x x x L   (E.55)  
and all other terms carry the same meaning as defined earlier. The force-extension behavior 
can be obtained by analytically inverting the Langevin function, resulting in  
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  12B p
k TF Q
 L    (E.56) 
where 1L  is the inverse of the Langevin function. The reduced force shown in Figure 
6.2 is defined as follows: 
  12 p
B
F
F Q
k T
   L    (E.57) 
Eq. (E.56) can be recast to include the definition of the linear Hookean spring constant in 
Eq. (E.53) resulting in  
  10 3LF h Q    L    (E.58) 
The spring function  h Q  can now be defined as follows 
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hF Lh Q Q
Q Q
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L   (E.59) 
and the normalized spring function   h Q  used in Figure 6.2 is obtained as  
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L   (E.60) 
E.3.3 Warner spring law/ FENE chain 
The force-extension behavior of a Warner chain is given as  
 
12
2
3 1B
k
k T Q QF
b L L
       (E.61) 
where Kb  is the Kuhn length and all other terms are defined earlier. The reduced force in 
Figure 6.2(b) is obtained from Eq. (E.61) as 
   121 .3 KB
FbF Q Q
k T
      (E.62) 
The spring function  h Q  is conveniently obtained from Eq. (E.61) as follows 
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where we have used the fact that the persistence length is twice the Kuhn length, 2p Kb   
in the definition of the linear spring constant h0 in Eq. (E.53). The normalized spring 
function is obtained using Eq. (E.63) as follows 
        12
0
1 .
h Q
h Q Q
h
      (E.64) 
E.3.4 Worm-like chain 
We use the approximate form of the force-extension relation proposed for a worm like 
chain by Marko and Siggia [2], given by  
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  (E.65) 
and define the dimensionless reduced force F  (shown in Figure 6.2(b)) as  
   21 1 1 .4pBFF Q Qk T        (E.66) 
We unpack Eq. (E.65), combine terms using the definition of the Hookean spring constant 
h0 in Eq. (E.53) we rewrite Eq. (E.65) to obtain the following form 
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  (E.67) 
Eq. (E.67) is a convenient form for obtaining the spring function h(Q), obtained as  
   20 02 1 1 1 ,3 6
F L Qh Q h h
Q Q L
            
  (E.68) 
and used further to derive the normalized spring function   h Q ,  
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E.4 Relating H(Q) to G(γ) 
An equilibrium shear modulus can be defined by evaluating Eq. (6.58) at equilibrium, 
    20 , .eq eq i eqG G Q Q H Q    (E.70) 
We take partial derivatives of quantities w.r.t. Q  on both sides of Eq. (6.58), evaluate the 
resulting expression at equilibrium, and obtain   
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which simplifies to  
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With the use of definitions in Eq. (E.70) and Eq. (6.43). Eq. (E.72) can be rearranged to 
show that  
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The strain dependent shear modulus  G   can be written as a Taylor series expansion 
about equilibrium, i.e. 0   as follows 
          2 32 3 40 2 3
0 0 0
,
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G G
  
         
         O   (E.74) 
and the partial derivatives appearing at each order in strain can be evaluated. The first 
partial derivative can be written as  
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and can be evaluated using the simplified expression for  Q   from the solutions of 11,A  
22A  and 33A  in Eqs. (6.28)-(6.30), i.e. 
     11 22 2, , 2 3 ,eq i eq iQ Q tr Q        A   (E.76) 
or,  
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which when used in Eq. (E.75) results in  
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The equilibrium result can be obtained by evaluating Eq. (E.78) at 0  , and it can be 
verified that 
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The second derivative can now be evaluated as  
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which when combined with the result in Eq. (E.78) results in  
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We evaluate Eq. (E.81) at equilibrium, i.e. 0  , and obtain  
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where we have used Eq. (E.73) and , 3eq i eqQ Q . The third partial derivative of  G   
can be evaluated using Eq. (E.81) as follows 
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and it can be verified from Eq. (E.83) that at equilibrium ( 0  ),  
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The final result for  G   is obtained using the results in Eq. (E.79), (E.82) and (E.84) as 
follows 
    2 40 11 .3G G       OH   (E.85) 
E.5. Estimating microstructural parameters from Qeq/L 
For an ideal coil strand, the equilibrium end to end distance Qeq is given as [3] 
 eq xQ l N C   (E.86) 
where Nx is the number of backbone bonds between crosslinks, C  the characteristic ratio 
and l   is the length of the C-C bond. We define L  as the maximum extensional distance of 
the polymer chain between crosslinks,  
  cos / 2xL N l    (E.87) 
where   is the bond (valence) angle. The value of Nx is unknown (this depends on the 
network structure), but can be calculated from the ratio Qeq/L, which was the fit parameter 
to the asymptotically nonlinear data (this is not available from linear viscoelastic data 
alone). Using 8.3C   for PVA [4], and 071   in Eqs. (E.86) and (E.87), we calculate 
  
1 3.56 .
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x x
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L N N
    (E.88) 
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We also calculate the Kuhn length of the polymer, bK as 
  
0
16
cos / 2K
C lb A
     (E.89) 
Eqs. (E.86)-(E.89) are polymer specific quantities and are constant. We compare these 
estimates with the maximum available number density of crosslinker, nmax, permitted by 
borate ions in a 1.25 wt. % borax solution that we calculate as 25 3max 7.5 10n m
  . This 
number serves as a reference for comparing crosslink densities estimated from the two 
cases that drive nonlinearities.   
For the case where finite extensibility drives nonlinearities, we use the fit value from 
the FENE model; 0.54QeqL   in Eq. (E.88) and obtain Nx44, which now allows for the 
calculation of both Qeq and L separately; 5.5 nmL   and 2.9 nmeqQ  (using Eq. (E.87)
). Using these numbers, we estimate a rubber like modulus 0G  for the network,  
 0 s
x
kTG
N
   (E.90) 
Assuming ~ 10 MPaskT  for flexible polymer melts, we calculate this factor for 2.75% 
PVA as ~ 0.275 MPaskT . We then estimate 0 ~ 6250 PaG  which is ~4x the 
experimentally determined plateau modulus of 1546 Pa. The crosslink density for this can 
be calculated from known quantities in Eq. (6.67), i.e., the experimentally determined value 
of 0 1546 PaG  , 0.29bKL   (from Eq. (E.89) and 
0
55L A  ) and 0.54QeqL  , using which 
we determine 
 23 30 2 2.7 10 .
0.81
KG bn m
kT L
               (E.91) 
This number is ~0.36% of that admitted by all borate ions in solution (nmax).  
For nonlinearities driven by strain induced structuring, we start by defining a set of 
algebraic equations. We use quantities determined by ideal chain polymer physics ideas in 
Eqs. (E.86)-(E.89), i.e. bK, Qeq, L, Eq. (6.67) with the experimentally measured linear 
plateau modulus G0=1546 Pa. The only unknown in Eq. (6.67) is the crosslink density, for 
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which we determine an equation by assume a cubic lattice with dimensions eq eq eqQ Q Q    
that gives us #crosslinks 1volume 3Qeq
n   . We then solve the coupled set of linear algebraic equations, 
and find Nx981, Qeq14 nm, L123 nm, resulting in Qeq/L0.113 and 23 33.7 10n m  . 
This number is ~0.5% of that allowed by free borate ions in solution. 
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Appendix F  
Additional characterization for Chapter 7 
F.1 CML size characterization (dried state) 
We use SEM imaging to characterize the size of CML particles used in our study, shown 
in Figure F.1. 
 
Figure F.1 Dried state SEM image showing carboxylate modified latex (CML) particles with 200 
nm diameter. 
F.2 Polydispersity index (PdI) of CML in aqueous environment 
For data interpretation of DLS experiments, we used cumulant analysis based on the 
following equation 
     321 32 μ τμ τln g τ Γτ  ...
2! 3!
          (F.1) 
where    1 ,  , g     and m  indicate the first-order autocorrelation function, relaxation 
time, average decay rate, and variance respectively. We fit Eq. (F.1) to the experimental 
data and obtain Γത and µ2, using which we define the polydispersity index (PdI) as 
 22PdI
    (F.2) 
A smaller PdI is representative of monodisperse colloids in solution. The following 
sections show experimentally determined PdI for CML colloids in diverse aqueous 
media.  
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F.2.1 CML in buffer solution (PdI = 0.253) 
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F.2.2 CML in deionized water (PdI = 0.082) 
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F.2.3 CML in Type 1 water (Millipore water: 18.2 MΩ) (PdI = 0.071) 
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F.3 Fibrinogen batch variation 
We compare colloid-fibrin composites prepared using method 1 with two batches of 
fibrinogen (Figures (7.7),(7.8) in the manuscript). Fibrin from batch 1 has a slightly 
smaller elastic modulus (Figure F.2(a)), compared to batch 2 (Figure F.2(b)), but the 
ability to accommodate colloids is identical for both batches. The nonlinear properties are 
identical as well (Figures F.2 (c),(d)).  
 
 
Figure F.2: Fibrinogen batch variation does not affect maximum accommodable colloid volume 
fraction and strain stiffening behavior. Shown here for d=200 nm colloids for [F]=6.4 mg/mL and 
[T]=1.5 U/mL; batch 1 (a, c) and batch 2(b, d). Results from batch 2 (second row) are shown in 
the manuscript. 
 
F.4 Evolution of elastic modulus with colloid inclusion (Method 1) 
Figure 7.7 in the manuscript shows a phase diagram of successful/unsuccessful 
colloid-fibrin composites based on information from the elastic modulus of attained 
composites. Figures F.3 (a-k) show this information for all concentrations of fibrinogen 
and thrombin, and colloid concentrations considered in the phase diagram. 
(b) 
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Figure F.3: Evolution of elastic modulus for d=200 nm colloids in [F]=1.6 mg/mL (a-d); [F]=3.2 mg/mL (e-g); and [F]=6.4 mg/mL (h-k) with varying 
thrombin concentration, probed at γ0=1% and ω=1 rad/s. In all cases, lines with larger thickness represent neat fibrin (without colloids). Shaded 
regions mark the instrument torque noise floor (0.5 μN.m); translating to a minimum measurable modulus of 1.25 Pa. 
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F.5 Elemental (C-H-N) analysis estimates of volume fraction 
(Method 2) 
Table F.1 shows details in arriving at volume fractions reported in Table 7.1 in the 
manuscript. To ensure reproducibility, two samples were analyzed for each exposure 
time.  
Table F.1. Calculation of volume fraction of colloids in composites attained by electrophoretic 
deposition of colloids in fibrin.  
t 
(m) 
Wdried 
(mg) 
C 
(wt%) 
H 
(wt%) 
N 
(wt%) 
WC  
(mg) 
WH  
(mg) 
WN 
(mg) 
WColloids 
(mg) 
VColloids 
(ml) VColloids/VT 
1 1.1 48.93 5.73 13.14 0.5382 0.0630 0.1445 0.3569 3.399E-04 1.700E-03 
1 1.1 48.51 6.15 13.13 0.5336 0.0677 0.1444 0.3571 3.401E-04 1.700E-03 
3 1.3 49.01 5.81 13.29 0.6371 0.0755 0.1728 0.4206 4.006E-04 2.003E-03 
3 1.3 49.07 5.87 13.25 0.6379 0.0763 0.1723 0.4230 4.029E-04 2.014E-03 
5 1.5 48.66 5.89 13.66 0.7299 0.0884 0.2049 0.4719 4.494E-04 2.247E-03 
5 1.5 48.62 6.20 13.07 0.7293 0.0930 0.1961 0.4909 4.675E-04 2.338E-03 
(t: deposition time, Wdried: weight of the dried sample, WC: total weight of carbon, WH: total weight 
of hydrogen, WN: total weight of nitrogen, WColloids: weight of colloids, VColloids: volume of colloids, 
VT: total volume of the wet composite hydrogels (fixed to 0.2 ml) 
 
 
 
 
284 
 
Appendix G 
Supplementary figures to Chapter 8 
 
asdfasdgfasdf 
 
Figure G.2. Frequency dependence of composites of fibrin([F]=1.6 mg/mL; [T]=0.2 U/mL) with 
ULC pnipam microgels, with indicated weight fractions at 250C. The composites show weak 
frequency dependence. 
 
Figure G.1 Krieger Doherty fit to the infinite shear viscosity curves for ULC microgel suspensions. 
Table on the right shows fit values for the conversion factor k, which when multiplied by particle 
weight fractions (abscissa) gives volume fractions. 
