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It is shown that quantum beats can be obtained using a superposition of two Breit-Wigner distributions. This 
modified distribution can explain the GSI time anomaly with quantum beats resulting from the existence of two 
energy levels of the decaying ion. 
  
I. INTRODUCTION 
Non-exponential decays and relaxations have been observed 
and studied extensively in physics, from condensed matter to 
atomic and nuclear physics [1-29]. A recent and really 
challengeable observation of non-exponential decay in nuclear 
physics is GSI anomaly. The GSI anomaly is the periodic 
modulation of the expected exponential law in EC-decays of 
different highly charged ions, stored at GSI, observed by the 
FRS/ESR Collaboration [30,31]. Many attempts have been made 
to explain this observation since 2008. Some authors proposed 
[30-36] that the GSI anomaly is due to the interference of the 
massive neutrinos which compose the final electron neutrino 
state, but this claim is refuted by some other studies [37-41]. 
There are also some other arguments in the literature. It is 
proposed in [42,43], that modulation in the decay of the 
hydrogen-like ions arises from the coupling of rotation to the spin 
of electron and nuclei (Thomas precession). It is suggested in [44] 
that the ‘GSI Oscillations’ may be related to neutrino spin 
precession in the static magnetic field of the storage ring (ESR). 
It is shown in [40], that the Oscillations effect can be explained 
by hypothetical internal excitations of the mother ions, namely by 
quantum mechanical interference effect (quantum beats of the 
mother ion). With the help of an analogy with a double-slit 
experiment it is shown in [37] that the GSI time anomaly may be 
caused by quantum beats due to the existence of two coherent 
energy levels of the decaying ion with an extremely small energy 
splitting.  
In this work we propose a modified Breit-Wigner distribution 
which leads to the correct survival probability observed in GSI 
experiment. This new distribution can explain the GSI time 
anomaly with quantum beats due to the superposition of two 
energy states of the decaying ion. 
II. MODIFIED BREIT-WIGNER DISTRIBUTION 
The basic formulae concerning the decay law of an unstable 
state is as follows [45]: 
𝑎(𝑡) = ⟨𝜓|𝑒𝑥𝑝⁡(−𝑖𝐻𝑡)𝜓⟩ = ∫ 𝑑(𝐸)𝑒−𝑖𝐸𝑡𝑑𝐸
+∞
−∞
, 
 𝑃(𝑡) = |𝑎(𝑡)|2, (1) 
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where 𝑎(𝑡) and 𝑃(𝑡) are the decay survival amplitude and the 
survival probability respectively. 𝑑(𝐸) is the energy distribution 
of the unstable state and for the exponential decay is given by the 
Breit-Wigner distribution: 
 𝑑(𝐸) =
1
2𝜋
⁡
𝛤
(𝐸−𝐸1)
2+
𝛤2
4
, (2) 
where 𝛤 is the decay width. This energy distribution satisfy in the 
energy normalization condition (see Appendix A): 
 ∫ 𝑑(𝐸)
∞
−∞
𝑑𝐸 = 1. (3) 
If we take the Fourier transform (Eq. (1)) of the Breit-Wigner 
distribution, the integral gets only the contribution from the 
simple pole located at  𝐸 = 𝐸1 −
𝑖𝛤
2
 which leads to: 
 𝑎𝐵𝑊(𝑡) = 𝑒
−
𝛤𝑡
2 𝑒−𝑖𝐸1𝑡 . (4)    
So we get the usual exponential law for the survival 
probability: 
 𝑃(𝑡) = |𝑎(𝑡)|2 = 𝑒−𝛤𝑡 . (5)                                                                                       
Another fundamental relation for an exponentially decaying 
unstable system is: 
 𝑁(𝑡) = 𝑁(0)𝑒−𝛤𝑡 = 𝑁(0)⁡𝑃(𝑡). (6)                                                                                                         
Eqs. (5) and (6) lead to the following relation for the number 
of un-decayed systems at time t: 
 ⁡
𝑑𝑁(𝑡)
𝑑𝑡
= 𝑁(0)
𝑑𝑃
𝑑𝑡
= −𝑁(0)𝛤𝑒−𝛤𝑡 ∝ −𝛤𝑒−𝛤𝑡. (7)                                                              
As mentioned before, in 2008, the FRS/ESR Collaboration 
[30] (see also [31]) observed a periodically modulated 
exponential β-decay law of highly charged stored ions at GSI 
laboratory: 
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𝑑𝑁(𝑡)
𝑑𝑡
= 𝑁(0)
𝑑𝑃
𝑑𝑡
∝ −⁡𝛤𝑒−𝛤𝑡[⁡1⁡ + 𝑎⁡ cos(𝜔𝑡 + 𝜑)⁡]. (8)                                                                   
Many theoretical attempts have been made since then to 
explain this unusual periodic decay law. In this work we propose 
a new energy distribution for the unstable state and show that it 
leads to the oscillations such as the ones observed in the GSI 
experiment. In fact, it is easy to understand that oscillations such 
as the ones observed in GSI experiment is not obtained if we use 
the standard (usual) Breit-Wigner distribution, so we need to go 
beyond this widely used formulae. 
Using Eq. (7) and the integrals given in the Appendix A, we 
have the following expression for the survival probability in GSI 
experiment: 
𝑃(𝑡) ∝ 𝑒−𝛤𝑡 {1 +
𝑎⁡𝛤2
𝛤2+𝜔2
⁡cos(𝜔𝑡 + 𝜑) ⁡−
𝑎⁡𝜔𝛤
𝛤2+𝜔2
⁡sin(𝜔𝑡 + 𝜑)}, 
 (9) 
which can be rewritten in the following form: 
 𝑃(𝑡) ∝ 𝑒−𝛤𝑡 {1 +
𝑎⁡𝛤2
𝛤2+𝜔2
⁡cos(𝜔𝑡 + 𝜑) 
 +
𝑎⁡𝜔𝛤
𝛤2+𝜔2
⁡cos (𝜔𝑡 + 𝜑 +
𝜋
2
)}. (10)                                        
If we set 𝑎 = 0, we recover the usual exponential decay law, 
i.e., Eq. (5). 
Now we suppose the following form for the survival 
probability: 
 𝑃(𝑡) = |∫
𝑎1⁡𝑒
−𝑖⁡𝐸⁡𝑡⁡𝑑𝐸
(𝐸−𝐸1)
2+
𝛤2
4
+ ∫
𝑎′′1⁡𝑒
−𝑖⁡𝐸⁡(𝑡+∆𝑡)⁡𝑑𝐸
(𝐸−𝐸′1)
2+
𝛤2
4
|
2
,  (11) 
which shows the interference between two amplitudes at time 𝑡 
that are not coherent (𝛥𝑡 is costant), see Appendix B for more 
details. 
The energy distributions corresponding to the first and second 
amplitudes in Eq. (11), are 
𝛤
2𝜋
𝑎1
(𝐸−𝐸1)
2+
𝛤2
4
 and 
𝛤
2𝜋
𝑎′′1
(𝐸−𝐸′1)
2+
𝛤2
4
 
respectively. 𝑎1 and 𝑎′′1 are real  parameters. Using Eqs. (3) and 
(A2) the normalization condition for the energy distribution, one 
can easily derive the normalization condition, 𝑎1 + 𝑎′′1 = 1. 
The solutions of the integrals are presented in the Appendix 
A, so we have: 
 𝑃(𝑡) = 𝑒−𝛤𝑡|𝑎1⁡𝑒
−𝑖⁡𝐸1𝑡 + 𝑎′1⁡⁡𝑒
−𝑖⁡𝐸′1⁡(𝑡+∆𝑡)⁡|
2
,  (12) 
where 𝑎′1 = 𝑎′′1𝑒
−𝛤∆𝑡 (we suppose 𝛥𝑡 = 0 at 𝑡 = 0, because 
there is no decay and interference at 𝑡 = 0, so 𝑎′1 = 𝑎′′1, at 𝑡 =
0). Introducing the energies 𝐸1 and 𝐸′1 , so that 𝐸′1 − 𝐸1 = 𝜔, for 
example as: 
 𝐸1 = 𝐸 − 𝜔 2⁄ , ⁡⁡⁡𝐸
′
1 = 𝐸 + 𝜔 2⁄ .  (13) 
 we arrive at the following expression: 
 𝑃(𝑡) = 𝑒−𝛤𝑡 [𝑎1
2 + 𝑎′1
2
+ 2⁡𝑎1𝑎′1 ⁡cos ((𝐸′1 − 𝐸1)𝑡 + 𝐸1
′ ∆𝑡)] 
 = 𝑒−𝛤𝑡[𝑎1
2 + 𝑎′1
2 + 2⁡𝑎1𝑎′1 ⁡cos(𝜔𝑡 + 𝐸1
′∆𝑡)], (14) 
 where 𝐸1
′∆𝑡 is a constant phase. Now we suppose there are two 
groups A(or 1) and  B (or 2) of  systems with energy levels 𝐸1 and 
𝐸1
′ . If  for the systems in group A, we have 𝐸1
′∆𝑡 = ⁡𝜑, then the  
survival probability 𝑃1(𝑡) can be written as: 
 𝑃1(𝑡) = 𝑒
−𝛤𝑡[𝑎1
2 + 𝑎′1
2+2𝑎1𝑎′1 cos(𝜔𝑡 + 𝜑)], (15)                                                                    
and for the systems in group B, we suppose 𝐸1
′∆𝑡 = ⁡𝜑 +
𝜋
2
, so 
we have: 
𝑃2(𝑡) = 𝑒
−𝛤𝑡 [𝑎2
2 + 𝑎′2
2 + 2⁡𝑎2𝑎
′
2 ⁡cos (𝜔𝑡 + 𝜑 +
𝜋
2
)] 
 = 𝑒−𝛤𝑡[𝑎2
2 + 𝑎′2
2 − 2⁡𝑎2𝑎′2 ⁡sin(𝜔𝑡 + 𝜑)], (16)                                                                     
with 𝑎2 + 𝑎′2 = 1. So the total probability reads: 
 𝑃(𝑡) =
𝑁1(𝑡)
𝑁(𝑡)
𝑃1(𝑡) +
𝑁2(𝑡)
𝑁(𝑡)
𝑃2(𝑡) 
 = 𝑒−𝛤𝑡 {
𝑁1(𝑡)
𝑁(𝑡)
[𝑎1
2 + 𝑎′1
2 + 2⁡𝑎1𝑎′1 cos(𝜔𝑡 + 𝜙)] 
 +
𝑁2(𝑡)
𝑁(𝑡)
[𝑎2
2 + 𝑎′2
2 − 2⁡𝑎2𝑎′2 ⁡sin(𝜔𝑡 + 𝜑)]}, (17) 
where 𝑁(𝑡) = 𝑁1(𝑡) + 𝑁2(𝑡), is the total number of un-decayed 
systems at time t, and 𝑁𝑖(𝑡), 𝑖 = 1,2, are the  numbers of un-
decayed systems in groups A and B, respectively. 
The probabilities (15)-(17), at time t=0 (so 𝛥𝑡 = 0), are given 
by: 
 𝑃1(0) = (𝑎1 + 𝑎′1)
2 = 1 
 𝑃2(0) = (𝑎2 + 𝑎′2)
2 = 1 
 𝑃(0) =
𝑁1(0)
𝑁(0)
𝑃1(0) +
𝑁2(0)
𝑁(0)
𝑃2(0) 
 = {
𝑁1(0)
𝑁(0)
[(𝑎1 + 𝑎
′
1)
2] +
𝑁2(0)
𝑁(0)
[(𝑎2 + 𝑎
′
2)
2]} 
 =
𝑁1(0)+𝑁2(0)
𝑁(0)
= 1, (18)                                                                 
where we have used the normalization condition of the energy 
distributions  𝑎𝑖 + 𝑎′𝑖 = 1, 𝑖 = 1,2. 
Therefore, all the probabilities satisfy in the correct initial 
conditions. 
III. QUANTUM BEATS AND MODIFIED BREIT-
WIGNER FORMULA 
The quantum beat Spectroscopy is a universal tool for 
determinations of the excited state structures in gases, liquids, and 
solid states. According to the time-energy uncertainty principle 
∆𝐸⁡∆𝑡 ≥ ℏ,  if a limited time is used to determine the energy, one 
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can only determine it with an uncertainty ∆𝐸. So, if several 
quantum levels exist within ∆𝐸⁡ ≥
ℏ
∆𝑡
, these levels will be excited 
simultaneously and produces a superposition of several 
eigenstates  resulting a sinusoidally oscillating and exponentially 
decaying signal. This effect is known as quantum beats and is due 
to the interference between the amplitudes emitted from two or 
more near-degenerate eigenstates.  
Mathematically, the excited state can be expressed as a linear 
combination of the states. For the two states system shown in Fig. 
1, we have: 
 |𝜓(0)⟩ = ⁡ 𝑐1|1⟩ + ⁡𝑐2|2⟩. (19)                                                                                                                          
In general the time evolution of this state is given by: 
 |𝜓(𝑡)⟩ = 𝑐1⁡𝑒
−𝑖𝐸1𝑡+𝑖𝜑1 ⁡|1⟩ + 𝑐2⁡𝑒
−𝑖𝐸2𝑡+𝑖𝜑2 ⁡|2⟩. (20) 
See Appendix C for more explanation. So, the amplitude of the 
evolution of  the system is: 
 ⟨𝜓(0)|𝜓(𝑡)⟩ = [|𝑐1|
2⁡𝑒−𝑖𝐸1𝑡 + |𝑐2|
2𝑒−𝑖𝐸2𝑡+𝑖𝜑]𝑒𝑖𝜑1, (21) 
where 𝜑 = 𝜑2 − 𝜑1. We note that 𝜑1 = 𝜑2 = 0, so 𝜑 = 0 at 𝑡 =
0 and the normalization condition is |𝑐1|
2 + |𝑐2|
2 = 1. If we 
consider the following expressions for the energies  𝐸1 and 𝐸2: 
 𝐸1 = ⁡𝐸 −
𝜔
2
− 𝑖
𝛤
2
 
 𝐸2 = ⁡𝐸 +
𝜔
2
− 𝑖
𝛤
2
                                                                                                                
So, 𝐸2 − 𝐸1 = ⁡𝜔  and we have: 
 |⟨𝜓(𝑡)|𝜓(0)⟩|𝜑
2
=⁡𝑒−𝛤𝑡{|𝑐1|
4 ⁡+ |𝑐2|
4 
 +2⁡|𝑐1|
2⁡|𝑐2|
2 cos(𝜔𝑡 + 𝜑)}. (22) 
Again we suppose there are two groups A and B of systems with 
energy levels 𝐸1 and 𝐸2. If for the systems in group A, we have 
𝜑𝐴 = ⁡𝜑, then the  probability to describe the evolution of  the 
system is as follows : 
 |⟨𝜓(𝑡)|𝜓(0)⟩|𝜑
2 =⁡𝑒−𝛤𝑡{|𝑐1|
4 ⁡+ |𝑐2|
4 
 +2⁡|𝑐1|
2⁡|𝑐2|
2 ⁡cos(𝜔𝑡 + 𝜑)}. (23) 
For the systems in group B, we suppose:  
 |𝜓(0)⟩ = ⁡ 𝑐′1|1⟩ +⁡𝑐′2|2⟩, (24) 
We take 𝜑𝐵 = ⁡𝜑 +
𝜋
2
 , so: 
 
 
 
 
 
 
 
 
 
                                            
 
FIG. 1. Energy levels for a system with two upper and one lower 
state. 
|⟨𝜓(𝑡)|𝜓(0)⟩|
𝜑+
𝜋
2
2 = 𝑒−𝛤𝑡{|𝑐′1|
4 ⁡+ |𝑐′2|
4 
 +2⁡|𝑐′1|
2⁡|𝑐′2|
2 ⁡cos(𝜔𝑡 + 𝜑𝐵)} 
 =𝑒−𝛤𝑡{|𝑐′1|
4 ⁡+ |𝑐′2|
4 
 −2⁡|𝑐′1|
2⁡|𝑐′2|
2 ⁡sin(𝜔𝑡 + 𝜑)}. (25) 
𝜑𝐵 is also zero at 𝑡 = 0 and the normalization condition is 
|𝑐′1|
2 + |𝑐′2|
2 = 1. We note that 𝜑𝐴 = 0 and 𝜑𝐵 = 0 at 𝑡 = 0. It 
is easy to check that |⟨𝜓(0)|𝜓(0)⟩|
𝜑+
𝜋
2
2 = (|𝑐′1|
2 + |𝑐′2|
2)2 = 1. 
Therefore, the total probability is given by: 
 |⟨𝜓(𝑡)|𝜓(0)⟩|2 =
𝑁1(𝑡)
𝑁(𝑡)
|⟨𝜓(𝑡)|𝜓(0)⟩|𝜑
2  
 +
𝑁2(𝑡)
𝑁(𝑡)
|⟨𝜓(𝑡)|𝜓(0)⟩|
𝜑+
𝜋
2
2  
 = 𝑒−𝛤𝑡 {
𝑁1(𝑡)
𝑁(𝑡)
[|𝑐1|
4 ⁡+ |𝑐2|
4 
 +2⁡|𝑐1|
2⁡|𝑐2|
2 ⁡cos(𝜔𝑡 + 𝜑)] 
 +
𝑁2(𝑡)
𝑁(𝑡)
[|𝑐′1|
4 ⁡+ |𝑐′2|
4 
 −2⁡|𝑐′1|
2⁡|𝑐′2|
2 ⁡sin(𝜔𝑡 + 𝜑)]}, (26) 
which is the same as Eq. (17), obtained using Breit-Wigner 
distribution. At time 𝑡 = 0, we get: 
 |⟨𝜓(0)|𝜓(0)⟩|2 =
𝑁1(0)
𝑁(0)
(|𝑐1|
2 +⁡|𝑐2|
2)2 
 +
𝑁2(0)
𝑁(0)
(|𝑐′1|
2 +⁡|𝑐′2|
2)2 
 =
𝑁1(0)+𝑁2(0)
𝑁(0)
= 1. (27) 
IV. CONCLUSION 
The Breit-Wigner energy distribution has a fundamental 
significance in the study of unstable quantum systems. In this 
work we have established a connection between the Breit-Wigner 
formula and quantum beats. We have shown that quantum beats 
can be obtained using superposition of Breit-Wigner distributions. 
This modified distribution can explain the GSI time anomaly with 
𝐶1|1⟩⁡⁡⁡⁡⁡⁡⁡ 
𝐶2|2⟩⁡⁡⁡    
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quantum beats resulting from the existence of two energy levels 
of the decaying ion. 
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Appendix A: Some useful integrals 
The useful integral to calculate the survival probability in GSI 
experiment is as follows: 
 ∫ 𝑒𝑎⁡𝑥 ⁡cos(𝑏⁡𝑥) 𝑑𝑥 =
𝑒𝑎⁡𝑥
𝑎2+𝑏2
[𝑎⁡ cos(𝑏⁡𝑥) + 𝑏⁡ sin(𝑏⁡𝑥)]. (A1) 
Another two helpful integrals used in this work are: 
 ∫
⁡⁡𝑑𝐸
(𝐸−𝐸1)
2+⁡(𝛤 2⁄ )2
=
∞
−∞
2𝜋
𝛤
, (A2) 
  
 
1
2𝜋𝑖
⁡∫
⁡𝑒−𝑖⁡𝐸⁡𝑡⁡𝑑𝐸
(𝐸−𝐸1)+𝑖⁡𝛤 2⁄
=
+∞
−∞
⁡𝑒−𝑖(𝐸1−𝑖⁡𝛤 2⁄ )𝑡 = 𝑒(−𝛤 2⁄ −⁡𝑖⁡𝐸1)𝑡. (A3) 
Appendix B: Partial Coherence- Fourier Transforms- The 
Convolution Integral - Autocorrelation and Cross-
Correlation 
Let's consider the interference of two beams at point 𝑃 which 
are partially coherent, the resulting electric field may write as 
follows [46]: 
 ?⃗? 𝑃(𝑡) = ?⃗? 1(𝑡) + ?⃗? 2(𝑡 + 𝜏) 
 = ?⃗? 01(𝑡)𝑒
−𝑖𝜔𝑡 + ?⃗? 02(𝑡)𝑒
−𝑖𝜔(𝑡+𝜏). (B1) 
𝜏 is the time difference between two waves(coherence 
time). Then the irradiance at point 𝑃 is: 
 𝐼𝑃 = 𝐼1 + 𝐼2 + 2⁡ℜ 〈?⃗? 1. ?⃗? 2
∗
〉. (B2) 
𝐼1 and 𝐼2 represent the irradiances of the individual beams and the 
third term represents interference between them. One can define 
correlation function as: 
 𝛤12(𝜏) = 〈𝐸1(𝑡)⁡𝐸2
∗(𝑡 + 𝜏)〉. (B3) 
So the irradiance at 𝑃 may be written as: 
 𝐼𝑃 = 𝐼1 + 𝐼2 + 2⁡𝐼1⁡𝐼2⁡ℜ⁡[𝛤12(𝜏)]. (B4) 
Now it is useful to review the relation between Fourier 
transform and correlation functions. 𝐹(𝜔) is the Fourier 
transform of 𝑓(𝑡), if: 
 𝐹(𝜔) = ∫ 𝑓(𝑡)⁡𝑒𝑖𝜔𝑡𝑑𝑡
+∞
−∞
, (B5) 
and⁡𝑓(𝑡) itself is said to be the inverse Fourier transform of 𝐹(𝜔): 
 𝑓(𝑡) =
1
2⁡𝜋
∫ 𝐹(𝜔)⁡𝑒−𝑖𝜔𝑡𝑑𝜔
+∞
−∞
.  (B6) 
The so-called convolution integral which describes the 
convolution of two functions 𝑓(𝑥) and ℎ(𝑥), is defined as: 
 𝑔(𝑋) = ∫ 𝑓(𝑥)⁡ℎ(𝑋 − 𝑥)⁡𝑑𝑥
+∞
−∞
. (B7) 
Now, let’s evaluate the following integral: 
 ∫ 𝑓(𝑡 + 𝜏)⁡𝑓∗(𝑡)⁡𝑑𝑡
+∞
−∞
.  (B8) 
Using inverse Fourier transform of 𝑓∗(𝑡), we have: 
 ∫ 𝑓(𝑡 + 𝜏)⁡[
1
2⁡𝜋
∫ 𝐹∗(𝜔)⁡𝑒𝑖𝜔𝑡𝑑𝜔
+∞
−∞
] ⁡𝑑𝑡
+∞
−∞
, (B9) 
 
1
2⁡𝜋
∫ 𝐹∗(𝜔)[∫ 𝑓(𝑡 + 𝜏)⁡𝑒𝑖𝜔𝑡𝑑𝑡
+∞
−∞
]⁡𝑑𝜔
+∞
−∞
, (B10) 
but: 
 𝑓(𝑡 + 𝜏) =
1
2⁡𝜋
∫ 𝐹(𝜔)⁡𝑒−𝑖𝜔(𝑡+𝜏)𝑑𝜔
+∞
−∞
, (B11) 
So: 
 ∫ 𝑓(𝑡 + 𝜏)⁡𝑓∗(𝑡)⁡𝑑𝑡
+∞
−∞
=
1
2⁡𝜋
∫ 𝐹∗(𝜔)⁡𝐹(𝜔)⁡𝑒−𝑖𝜔𝜏𝑑𝜔
+∞
−∞
.  (B12) 
The left-hand side of this formula is defined as the autocorrelation 
of 𝑓(𝑡) and denoted by 
 𝐶𝑓𝑓(𝜏) = ∫ 𝑓(𝑡 + 𝜏)⁡𝑓
∗(𝑡)⁡𝑑𝑡
+∞
−∞
 
 = ∫ 𝑓(𝑡)⁡𝑓∗(𝑡 − 𝜏)⁡𝑑𝑡
+∞
−∞
. (B13) 
So 𝐶𝑓𝑓(𝜏), is the inverse Fourier transform of 𝐹(𝜔) for more 
details see e.g. [47]. Similarly, the cross correlation of the 
functions 𝑓(𝑡) and ℎ(𝑡) is defined as: 
 𝐶𝑓ℎ(𝜏) = ∫ 𝑓
∗(𝑡)⁡ℎ(𝑡 + 𝜏)⁡𝑑𝑡
+∞
−∞
. (B14) 
One can replace 𝜏 by ∆𝑡. 
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Correlation analysis is essentially a means for comparing two 
signals in order to determine the degree of similarity between 
them. 
Cross-correlation and autocorrelation are important analytic 
techniques for comparing sets of data. Autocorrelation represents 
the degree of similarity between a given set of data and a time-
lagged version of that data set and cross-correlation is a measure 
of similarity of two series of data as a function the displacement 
of one relative to the other. Cross and auto correlations are power 
tools which widely used in wave optics and image processing 
science. 
So one can interpret the probability in Eq. (12), as the 
correlation between two amplitudes at time 𝑡. 
Appendix C: Phase difference between different energy 
states due to some interactions 
Interference phenomena on quantum systems can lead to 
extremely curious physics and are still in the heart of quantum 
mechanics. It is well known that potential differences (electric, 
magnetic or gravitational), are detectable by interference 
experiments and are of very physical significance. If a beam of 
particles is split into two parts, passing through two force free 
paths but with a definite potential difference between them, and 
then recombined them in such a way that, they meet in an 
interference region, there will be an observable interference term 
in the beam intensity, i.e. 𝑒𝑖(𝜙1−𝜙2), where 
 𝜙1 − 𝜙2 = (
1
ℏ
) ∫ 𝑑𝑡⁡[𝑉2(𝑡) − 𝑉1(𝑡)]
𝑡𝑓
𝑡𝑖
,  (C1) 
One can call this as quantum interference of potentials which 
discussed in many text books, see, e.g. [48]. 
It is worth mentioning that the quantum interference of force 
is also an interesting phenomenon which has been studied 
recently [49]. 
Equation (22) has been observed and checked experimentally 
in physics and chemistry. One interesting recent experiment, is 
quantum beat spectroscopy in Helium [50]. They observed 
quantum beat signal given by: 
𝐼𝑚𝑛(𝜖, 𝜏) = 𝐴𝑚𝑝(𝜖, 𝜏)𝐴𝑛𝑝(𝜖, 𝜏) cos(𝜔𝑚𝑝,𝑛𝑝𝜏 + 𝜙𝑚𝑝,𝑛𝑝), (C2) 
which is exactly the same as the interference term in Eq. (22). 
Here 𝐴𝑚𝑝(𝜖, 𝜏) and 𝐴𝑛𝑝(𝜖, 𝜏)  are the ionization amplitudes from 
the interfering 𝑚𝑝 and 𝑛𝑝 states and 𝜙𝑚𝑝,𝑛𝑝 is the phase 
difference between⁡𝑚𝑝 and 𝑛𝑝 states due to interaction with 
Coulomb potential. 
In [51], the authors studied the time it takes to remove an 
electron from an atom or molecule during photoionization. They 
discussed a delay time: 
 𝛥𝑡𝑐 = −
𝜕𝜑𝑐
𝜕𝐼𝑝
, (C3) 
that comes about due to the long-range electron-core coulomb 
interaction. Here 𝜑𝑐 is the phase accumulated by the outgoing 
electron due to its interaction with the ionic core and 𝐼𝑝, is the 
ionization potential of the bound state from which the electron 
escaped. 𝜑𝑐 is different for different energy levels, for example 
for 𝑛𝑝 and 𝑚𝑝 states. 
So, the observations confirm Eqs. (20) and (22), namely the 
different energy states can get different additional phase, during 
time evolution, due to some interactions.
____________________________________________________ 
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