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RESUMEN 
 
El Perú está en un constante desarrollo y crecimiento, debido al propio país y a su vez a la 
relación existente con los demás países, esto considerándose de gran importancia, ya que 
por medio de sus comunicaciones y comercializaciones aumenta la economía del Perú. Por 
comercialización entendemos: importaciones y exportaciones, dado que es una de sus 
fuentes generadoras de ingresos, específicamente lo denotamos, por medio de sus 
movimientos, es decir, recepción y despacho de naves desde y hasta puertos peruanos. 
En esta investigación se empezó con un análisis descriptivo sobre la cantidad de naves 
recepcionadas en los puertos del Perú en el periodo del 2011 al 2018.  
Se estimó tres modelos, los cuales son: Autorregresivo Integrado de Promedios Móviles 
(ARIMA), Suavizamiento Exponencial (Holt Winters Aditivo)  y Regresión con variables 
estacionales DUMMY. 
Una vez obtenido los Modelos ajustados, se procedió hallar los valores de los errores 
cuadráticos medios de cada modelo, de esta manera se seleccionó el menor valor, 
escogiendo así el óptimo modelo ajustado de la serie de tiempo. 
Se obtuvo que el tercer modelo de Holt Winters Aditivo: 𝑌𝑡+1 = (341.8272 +
0.30288 𝑇)𝑡 + 𝐹𝑡 + 𝑇 − 𝑃 , con los parámetros 𝛼 = 0.1102,𝛽 = 0.0481 y 𝛾 = 0.4021, 
es el modelo óptimo, este siendo utilizado en nuestro pronóstico para la cantidad de naves 
recepcionadas en los puertos del Perú dentro del periodo 2019 al 2021. 
Por lo expuesto, se concluyó que la cantidad de naves no ha variado lo suficiente durante el 
periodo 2011 al 2018, manteniéndose en sus rangos. Asimismo, se pronostica leves 
aumentos para los años 2019 hasta el 2021.  
Palabras clave: Modelos de series de tiempo, pronóstico, recepción de naves, naves 
extranjeras, puertos peruanos. 
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ABSTRACT 
 
Peru is in constant development and growth, due to the country itself and in turn the 
relationship with the other countries, this is considered to be of great importance, since 
through its communications and commercialises the economy of Peru increases. By 
marketing we mean: imports and exports, since it is one of its sources of income, 
specifically we denote it, through its movements, that is, reception and dispatch of ships to 
and from Peruvian ports. 
This research began with a descriptive analysis of the number of ships received in ports in 
Peru from 2011 to 2018. 
Three models were estimated, which are: Self-Regressive Integrated of Moving Averages 
(ARIMA), Exponential Smoothing (Holt-Winters Additive) and Regression with Seasonal 
Variables DUMMY. 
Once the Adjusted Models were obtained, the values of the mean quadratic errors of each 
model were found, in this way the lowest value was selected, thus choosing the optimal 
adjusted model of the time series. 
It was obtained that the third model of Holt-Winters Additive:  𝑌𝑡+1 =  (341.8272 +
0.30288 𝑇)𝑡 + 𝐹𝑡 + 𝑇 − 𝑃 , with the parameters 𝛼 = 0.1102 , 𝛽 = 0.0481  and                       
𝛾 = 0.4021,  is the optimal model, this being used in our forecast for the number of ships 
received in the ports of Peru within the period 2019 to 2021. 
It was therefore concluded that the number of ships has not changed sufficiently during the 
period 2011 to 2018, staying in their ranks. Also, slight increases are forecast for the years 
2019 to 2021. 
Key words: Time series models, forecast, reception of ships, foreign ships, Peruvian ports. 
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INTRODUCCIÓN 
 
El Perú es uno de los países en donde se lleva a cabo un gran número de operaciones 
comerciales, esto a raíz de que se encuentra ubicado estratégicamente en Sudamérica 
limitando con la costa del Océano Pacífico, de esta manera conectándose con diferentes 
rutas de navegación mundial, a su vez interconectándose con los puertos nacionales e 
internacionales, es ahí, donde la participación de la Autoridad Portuaria Nacional se hace 
más notoria y de suma importancia. 
El desarrollo de la actividad portuaria a nivel nacional está regido por la Ley 27943 desde 
el año 2003 bajo el mando de la Autoridad Portuaria Nacional (APN), entidad tutelada por 
el Ministerio de Transportes y Comunicaciones; que se une a la formación y desarrollo del 
sector, este se encarga principalmente de los movimientos de naves generados por 
banderas extranjeras hacia puertos nacionales o viceversa. Es decir, facilita y controla el 
movimiento de naves que serán recepcionadas y despachadas en los distintos puertos 
peruanos, además, siendo en este caso, que para ser recepcionadas y despachadas dichas 
naves, se debe cancelar una tasa ya establecida por las autoridades competentes. 
Asimismo, la Autoridad Portuaria Nacional se limita a ser un proveedor de infraestructura 
y suelo portuario y a regular la utilización de este dominio público, mientras que los 
servicios son prestados fundamentalmente por operadores privados en régimen de 
autorización o concesión, este es responsable de forma integral de los servicios a las naves 
y a la mercadería. 
Por este motivo, la presente investigación se centra en determinar el Modelo óptimo de 
serie de tiempo para pronosticar la cantidad de naves recepcionadas en los puertos del Perú, 
2011 – 2018.  
Esta investigación empieza con una breve descripción sobre el progreso de la cantidad de 
naves recepcionadas en los puertos del Perú en el periodo de 2011 hasta el 2018, luego se 
estima los tres modelos seleccionados: Modelo Autorregresivo Integrado de Promedios 
Móviles (ARIMA), Modelo de Suavizamiento Exponencial y Modelo de Regresión con 
variables estacionales DUMMY, a raíz de esto se evalúa el modelo óptimo a utilizar a 
través del menor valor del error cuadrático medio de cada modelo. De esta manera, 
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habiendo seleccionado el modelo óptimo se procede a pronosticar la cantidad de naves 
recepcionadas para el periodo 2019 al 2021 para los puertos del Perú. 
I. ASPECTOS DE LA PROBLEMÁTICA 
 
1.1. DESCRIPCIÓN DE LA REALIDAD PROBLEMÁTICA 
El desarrollo y crecimiento de un país, está estrechamente vinculado con el comercio 
exterior, puesto que es uno de sus principales motores, por ende, las relaciones que 
existan entre los países son de gran importancia, dado que, si disminuyera este 
proceso de comercialización, es decir, en este caso las importaciones y exportaciones  
que se realizan por puerto peruano, disminuiría la cantidad de movimientos de naves, 
a su vez que para ingresar y salir del puerto, se debe cancelar una tasa ya establecida 
por las autoridades competentes y si esto disminuye, causaría que la economía se 
viera afectada de alguna forma. 
El Perú, es uno de los países de mayor crecimiento en los últimos años, lo cual se 
mantiene entre los primeros 10 países con mayor movimiento portuario de 
contenedores en la región de América Latina y el Caribe desde el año 2010 hasta la 
actualidad. 
Asimismo, estos movimientos de naves, son autorizados bajo las opiniones 
favorables de la Superintendencia Nacional de Aduanas y de Administración 
Tributaria (SUNAT), Superintendencia Nacional de Migraciones, Dirección de 
Sanidad Marítima Internacional, Dirección General de Capitanías y Guardacostas 
(DICAPI), y la Autoridad Portuaria Nacional (APN).  
Esta última entidad, la Autoridad Portuaria Nacional es la entidad encargada del 
movimiento de naves, generados por banderas extranjeras hacia puertos nacionales o 
viceversa, en Perú.  
En base a esto, analizamos el gran número de operaciones comerciales que se 
realizan para una mayor competitividad a nivel mundial. Se pronostica la cantidad de 
naves que vienen de puertos extranjeros y que son recepcionadas en los puertos del 
Perú para los siguientes años 2019, 2020 y 2021, según el modelo óptimo estimado. 
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De acuerdo con lo expuesto el problema principal de nuestra investigación es: ¿Cuál 
es el Modelo óptimo de serie de tiempo para pronosticar la cantidad de naves 
recepcionadas en los puertos del Perú, 2011 - 2018? 
 
1.2. JUSTIFICACIÓN E IMPORTANCIA DE LA INVESTIGACIÓN 
Muchos estudios demuestran que los países cuyas economías están más orientadas 
hacia el exterior suelen crecer con más rapidez que los demás. Por lo tanto, para 
experimentar un crecimiento sostenido, la economía debe estar abierta al comercio 
con el resto del mundo. 
En este proceso la Autoridad Portuaria Nacional, mediante una de sus funciones que  
genera ingresos por movimiento de recepción y despacho de naves, contribuyen con 
el crecimiento y desarrollo del Perú. 
Por ende, se considera realizar este trabajo de investigación, para poder identificar 
modelo óptimo de serie de tiempo para pronosticar la cantidad de naves 
recepcionadas en los puertos del Perú, 2011 - 2018. 
 
1.3. OBJETIVOS 
 
1.3.1. Objetivo general: 
 
Determinar el Modelo óptimo de serie de tiempo para pronosticar la cantidad de 
naves recepcionadas en los puertos del Perú, 2011 – 2018. 
 
1.3.2. Objetivos específicos: 
 
 Estimar el Modelo Autorregresivo Integrado de Promedios Móviles 
(ARIMA), Modelo de Suavizamiento Exponencial y Modelo de Regresión 
con variables estacionales DUMMY. 
 Elegir el modelo óptimo de acuerdo al Error Cuadrático Medio.  
 Pronosticar la cantidad de naves recepcionadas en los puertos del Perú para 
el periodo del 2019 al 2021, de acuerdo al Modelo óptimo seleccionado. 
 
 
1.4. DELIMITACIÓN DE LA INVESTIGACIÓN 
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Esta investigación toma la cantidad de naves que vienen de puertos extranjeros y que 
son recepcionadas en los puertos del Perú dentro del periodo del 2011 al 2018. 
 
 
II. MARCO TEORICO 
 
2.1. ANTECEDENTES DE LA INVESTIGACIÓN 
 
2.1.1. Internacional 
 
Variables estacionales en los modelos de Regresión: Una aplicación a la 
demanda por dinero de Costa Rica (Kikut & Torres, 1998) 
Este documento de trabajo del Banco Central de Costa Rica, fue elaborado en la 
división económica, departamento de investigaciones económicas. 
Esta nota técnica propone una forma alternativa de tratar el componente 
estacional presente en algunas series de tiempo que forman parte de los 
modelos econométricos. (Kikut & Torres, 1998) 
Es este trabajo se sugiere incorporar variables instrumentales (dummy) 
estacionales para capturar este fenómeno, como una opción más apropiada en la 
estimación de modelos que utilizan la usual transformación de las variables 
para eliminar ese fenómeno, tal como series desestacionalizadas, en tendencia-
ciclo, etc. (Kikut & Torres, 1998) 
Asimismo, se describen los principales comandos en los paquetes 
econométricos SHAZAM y EVIEWS necesarios para incluir esas variables 
ficticias y ejemplifica su uso con la estimación de un modelo de demanda 
monetaria para Costa Rica. (Kikut & Torres, 1998) 
Además, compara los resultados del enfoque tradicional (modelos con variables 
desestacionalizadas) con el propuesto (modelos con variables estacionales). 
(Kikut & Torres, 1998) 
Concluye, en línea con las nuevas tendencias en el área de la econometría, la 
conveniencia técnica de emplear variables dummy estacionales por sobre el uso 
de variables transformadas en los modelos de regresión, debido a que brindan 
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resultados más atractivos, abundantes y valiosos para el análisis. (Kikut & 
Torres, 1998) 
 
 
 
 
 
 
2.1.2. Nacional 
 
Modelos en series de tiempo aplicado a descargas medias mensuales del 
Rio Pisco (Obregón, 1993) 
En esta investigación, se realizó el estudio de las descargas medias mensuales 
(𝑚3 𝑠⁄ ) del río Pisco para encontrar modelos de Box y Jenkins, en base a la 
información del periodo de 1974-1988. Se presentó a los modelos ARMA Y 
ARIMA ordinarios y estacionales, de manera explicativa, contando así con una 
base teórica para continuar trabajando en este campo de Investigación y en 
Recursos de Agua y Tierra. 
Se analizó la serie y se efectuó una transformación no lineal según Box y Cox, 
encontrándose que la transformación más adecuada es del tipo logarítmica. La 
serie es diferenciada n relación a un atraso unitario estacional (D=1, s=12); de 
esta manera encontrándose una serie homogénea y estacionaria. 
Se determinó los modelos más apropiados para las descargas mensuales, el 
modelo SARIMA (2, 0,1) x (1, 1,1) 12  y el modelo SARIMA (1, 0, 1) x 
(2, 1, 1)12. 
Con los modelos óptimos obtenidos y con los datos actualizados se predice las 
descargas medias mensuales Rio Pisco con un intervalo de confianza del 95%, 
para tiempos futuros. 
Se recomienda utilizar multivariados teniendo como base estos modelos de Box 
y Jenkins, a las descargas, participación operación de embalse, etc. 
 
2.1.3. Local 
 
A nivel local no se han encontrado estudios actuales relacionados a nuestro 
tema de investigación. 
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2.2. BASES TEÓRICAS 
 
2.2.1. Autoridad Portuaria 
 
Se entenderá como referida a la Autoridad Portuaria Nacional o a las 
Autoridades Portuarias Regionales, según la jurisdicción y ámbito de 
competencia.                          (D.S. 013-2011-MTC, 2011) 
 
2.2.2. Autoridad Portuaria Nacional (APN) 
 
Organismo técnico especializado encargado del Sistema Portuario Nacional 
adscrito al Ministerio, con personería jurídica de derecho público interno, 
patrimonio propio y con autonomía administrativa, funcional, técnica, 
económica y financiera, (…). (D.S. 013-2011-MTC, 2011) 
 
Misión:  
Conducir el Sistema Portuario Nacional, planificando, promoviendo, normando 
y supervisando su desarrollo, con el fin de lograr su competitividad y 
sostenibilidad. (Autoridad Portuaria Nacional - APN, 2016) 
 
Visión:  
“Ser reconocida como la institución líder en la conducción del desarrollo del 
Sistema Portuario Nacional”. (APN, 2016) 
 
Función de la APN 
La Autoridad Portuaria Nacional tiene la función de fomentar el desarrollo, 
modernización y competitividad de los puertos. A su vez facilita y controla el 
movimiento de naves que serán recepcionadas y despachadas en los distintos 
puertos. Así como también supervisa las Instalaciones Portuarias para que estas 
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cumplan con las condiciones propicias de funcionamiento, ya sea de 
infraestructura como de protección Ambiental. (APN, 2016) 
 
Sedes de la APN 
La Autoridad Portuaria Nacional (APN), cuenta con sedes denominadas como 
Oficinas Desconcentradas y Anexos, estas abarcando los distintos puertos a 
nivel nacional. Dichas Oficinas Desconcentradas son: 
A. Oficina Desconcentrada de Paita y Bayóvar: 
Está ubicada a 57 km. al oeste de la ciudad de Piura y tiene jurisdicción 
sobre las áreas portuarias que se encuentran en las costas de la región 
Piura, las provincias de Sechura por el sur y Talara por el norte, 
inclusive el puerto de La Cruz en Zorritos – Tumbes [Estas dos últimas 
consideradas como: Anexo Talara y Anexo Zorritos]. (APN, 2016) 
La OD de Paita y Bayóvar, cuenta con seis terminales portuarios: 
1) Terminales Portuarios Euroandinos (TPE). 
2) Puerto Bayóvar – Ex Juan Pablo Quay. 
3) Petroperú Bayóvar. 
4) Misky Mayo.  
5) Terminal Multiboyas San Pedro. 
6) Maple Etanol Paita. 
El Anexo Talara, cuenta con cinco terminales portuarios: 
1) Terminal Portuario de Petroperú. 
2) El Terminal Multiboyas Punta Arenas. 
3) Muelle Tortuga. 
4) Muelle Mc Donald. 
5) El Muelle Yetty. 
El Anexo Zorritos, cuenta con solo un muelle este ubicado en la base 
naval del puerto de La Cruz. 
B. Oficina Desconcentrada de Salaverry: 
Comprende el litoral marítimo desde el límite departamental entre 
Lambayeque y La Libertad, hasta el límite departamental entre La 
 
 
8 
 
Libertad y Ancash. (…) El puerto está ubicado a 8° 13' 27" de latitud 
Sur y a 78° 59' 52" de longitud oeste, dista aproximadamente a 14 km. 
del centro de la ciudad de Trujillo, Región La Libertad (…). (APN, 
2016) 
La OD de Salaverry, está conformada por dos terminales portuarios los 
cuales son: 
1) Terminal Portuario de Salaverry. 
2) Terminal Multiboyas Petroperú. 
Asimismo, esta OD cuenta con el Anexo de Eten. Dicho Anexo consta 
de un terminal portuario la cual es el Terminal Multiboyas, este siendo 
administrado por el Consorcio de Terminales de Eten. 
C. Oficina Desconcentrada de Callao: 
En el litoral marítimo desde el límite departamental entre Lima y Callao, 
hasta el límite departamental entre Callao e Ica. (APN, 2016) 
La OD de Callao, cuenta con once terminales portuarios: 
1) Terminal Multiboyas de la empresa Blue Pacific Oils. 
2) Terminal Multiboyas de la empresa Repsol YPF. 
3) Terminal Multiboyas Repsol Gas YPF. 
4) Terminal Multiboyas de la empresa Quimpac. 
5) Terminal Multiboyas de la empresa TRALSA. 
6) Terminal Multiboyas de la empresa Sudamérica Fibras. 
7) Terminal Multiboyas de la empresa Zeta Gas. 
8) Terminal de reparaciones de la Marina de Guerra. 
9) Terminal portuario de la Empresa Nacional de Puertos (ENAPU). 
10) Terminal portuario de la Empresa Cementos Lima. 
11) Terminal de boyas de la empresa Petroperú. 
Adicionalmente abarcar al Anexo Supe, en cual su jurisdicción 
comprende las áreas portuarias que se encuentran entre los siguientes 
límites: Por el norte con la provincia de Barranca y por el sur con 
Chancay, de la Región Lima. (APN, 2016) 
Cuenta con seis terminales portuarios: 
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1) Supe: Multiboyas de QUIMPAC S.A.  
2) Supe: Multiboyas Terminales del Perú. 
3) Supe: Multiboyas Colpex. 
4) Terminal Portuario de ENAPU Supe.  
5) Huacho: Terminal Portuario de ENAPU S.A. Huacho.  
6) Chancay: (01) T.M. Blue Pacific Oil Tank. 
 
 
D. Oficina Desconcentrada de Pisco: 
Comprende las áreas portuarias que se encuentran entre el límite 
departamental de Lima e Ica por el norte y el límite provincial entre 
Pisco e Ica por el sur. (APN, 2016) 
La OD de Pisco, cuenta con cuatro terminales portuarios: 
1) Terminal Portuario General San Martín. 
2) Terminal Multiboyas (PETROPERÚ). 
3) Terminal Marino Pisco Camisea (PLUSPETROL S.A.). 
4) Terminal Portuario Perú LNG Pampa Melchorita (PERU LNG). 
 
E. Oficina Desconcentrada de San Nicolás: 
Comprenden las áreas portuarias que se encuentran por el norte entre 
límite del Departamento de Ica y Pisco. Por el sur entre límite del 
Departamento de Ica y Arequipa. (APN, 2016) 
La OD de San Nicolás, cuenta con un solo muelle de larga longitud 
(327.50 m.), esto permite que atraque naves en ambos lados. 
 
F. Oficina Desconcentrada de Matarani: 
Comprende las áreas portuarias que se encuentran por el norte entre los 
límites de las regiones de Ica y Arequipa y por el sur con los límites de 
las regiones de Moquegua y Arequipa. El Puerto de Matarani está 
ubicado en el distrito de Islay en Islay, departamento de Arequipa (…). 
Es el tercer puerto con mayor tráfico del Perú después de Paita y Callao. 
(APN, 2016) 
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La OD de Matarani, cuenta con tres terminales portuarios: 
1) Terminal Portuario de Matarani. 
2) Terminal Multiboyas Mollendo. 
3) Terminales del Perú. 
4) Terminal Portuario de Atico. 
 
G. Oficina Desconcentrada de Ilo: 
Comprendida entre el límite departamental de Moquegua y Arequipa, 
por el norte, y la frontera terrestre entre Perú y Chile por el sur. (APN, 
2016) 
 
La OD de Ilo, cuenta con siete terminales portuarios: 
1) El Terminal Portuario de Ilo. 
2) Terminal Portuario de Southern Perú. 
3) Terminal Portuario ENGIE CT ILO 2. 
4) Terminal de Líquidos Tramarsa – TLT (Multiboyas). 
5) Terminal GMP OIL TANKING (Multiboyas). 
6) Terminal Multiboyas Tablones – SPCC. 
7) Terminal Portuario Marine Trestle – SPCC. 
La OD Ilo, además abarca el Anexo de Puno, la cual esta jurisdicción 
comprende todas las áreas portuarias del lago Titicaca hasta la frontera 
lacustre con Bolivia. En la Jurisdicción de la oficina se encuentran los puertos 
de Puno [siendo este un embarcadero] y de July. (APN, 2016) 
 
H. Oficina Desconcentrada de Iquitos: 
Comprendida por los ríos de Marañón, Pastaza, Napo, Putumayo, 
Yavari y Amazonas dentro del territorio nacional y sus afluentes 
navegables y el río Ucayali desde Orellana. El Puerto de Iquitos consiste 
en los ríos Amazonas, Nanay e Itaya (…), y que se convierten en las 
principales entradas fluviales para la ciudad (…). (APN, 2016) 
La OD de Iquitos, cuenta con dos terminales portuarios: 
1) Terminal portuario de la Empresa Nacional de Puertos (ENAPU). 
2) Terminal portuario Petroperú. 
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Además, esta OD cuenta con el Anexo de Nauta y Anexo San Rosa. 
Pero a diferencia de los demás anexos estas no cuentan con terminales 
portuarios. 
I. Oficina Desconcentrada de Yurimaguas: 
Comprendidas por los de ríos Huallaga, Marañón, Shanusi, Paranapura 
y afluentes. Yurimaguas es una ciudad del norte del Perú, capital de la 
Provincia de Alto Amazonas (Loreto), ubicada en la confluencia de los 
ríos Huallaga y Paranapura, en la selva peruana, (…). Por él se mueven 
grandes cantidades de madera (…). (APN, 2016) 
 
 
La OD de Yurimaguas, cuenta con tres terminales portuarios: 
1) Terminal portuario de la Empresa Nacional de Puertos (ENAPU). 
2) Terminal portuario Petroperú. 
3) Nuevo Terminal portuario de Yurimaguas. 
 
J. Oficina Desconcentrada de Pucallpa: 
Áreas portuarias que se encuentran en el río Ucayali y sus afluentes 
navegables dentro de la Región que lleva el mismo nombre, así como 
áreas en el río Urubamba; limitando con las Regiones de Loreto, Junín y 
Cuzco (…). (APN, 2016) 
La OD de Pucallpa, cuenta con solo un terminal principal la cual es el 
Terminal Logística Portuaria del Oriente S.A. 
 
La georreferenciación de los principales puertos peruanos tanto 
marítimos como fluviales se aprecia en la Figura 2.1. 
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Figura 2.1. Ubicación de los principales puertos peruanos 
Fuente: Mapa estados de Puertos (APN, 2016) 
 
2.2.3. Movimientos de naves 
 
Es el traslado de naves a distintos puertos generados por banderas extranjeras 
hacia puertos nacionales o viceversa.  
 
 
 
2.2.3.1. Recepción de naves: 
 
Es el acto administrativo que consiste en el otorgamiento de la Libre 
Plática y posteriormente la visita facultativa de las Autoridades 
competentes en coordinación con la Autoridad portuaria para la 
inspección correspondiente. (D.S. 013-2011-MTC, 2011) 
 
2.2.3.2. Despacho de naves: 
 
Procedimiento por el cual la Autoridad Portuaria en coordinación y con 
la opinión favorable de las Autoridades competentes, autoriza el zarpe 
de una nave. (D.S. 013-2011-MTC, 2011) 
 
 
Modificaciones del Texto Único de procedimientos Administrativos (TUPA) 
de la Autoridad Portuaria Nacional 
 
Modificaciones en las tasas a pagar por derecho de tramitación de los 
procedimientos administrativos destinados a autorizar la recepción y el 
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despacho de naves, dicha modificación establece la disminución de las tasas, 
como se estipula en lo siguiente: 
 
 
Resolución de Acuerdo de Directorio N° 027-2010-APN/DIR, (2010): 
Aprobación de las tasas por derecho de tramitación de los procedimientos 
administrativos destinados a autorizar la recepción y el despacho de naves (…), 
Aprobado por el Decreto Supremo N° 016-2005-MTC, actualizado por la 
Resolución Ministerial N° 061-MTC/01: 
Recepción de naves 
Naves marítimas mayores de 500 AB, 30.78: S/ 1108.03 
Naves marítimas menores de 500 AB, 062: S/ 22.16 
Despacho de Naves 
Naves marítimas mayores de 500 AB, 30.78: S/ 1108.03 
Naves marítimas menores de 500 AB, 062: S/ 22.16 
 
 
 
 
 
 
 
Decreto Supremo N° 012-2015-MTC, (2015): 
Modificación del el   Texto   Único   de   Procedimientos Administrativos - 
TUPA de la Autoridad Portuaria Nacional-APN, aprobado por Decreto 
Supremo Nº 016-2005-MTC, respecto a los procedimientos N° 2 y N° 3, de 
acuerdo al Anexo 1 del Decreto Supremo N° 012-2015-MTC: 
Recepción: S/ 333.53, siendo el 9.01% del U.I.T. 
Despacho: S/ 327.35, siendo el 8.85% del U.I.T. 
 
Resolución Ministerial N° 1213-2017 MTC, (2017): 
Modificación del Texto Único de Procedimientos Administrativos – TUPA de 
la Autoridad Portuaria Nacional, aprobado por Decreto Supremo N° 016-2005-
MTC, respecto a los procedimientos administrativos N° 02 y N° 03, conforme 
al Anexo 1 que forma parte de la Resolución Ministerial N° 1213-2017 MTC: 
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Recepción: S/ 241.14, siendo el 5.95% del U.I.T. 
Despacho: S/ 240.27, siendo el 5.93% del U.I.T.  
 
 
2.2.4. Modelos de Series de tiempo 
 
Un propósito, del análisis de series de tiempo es modelar el mecanismo que da 
lugar a la serie observada, para pronosticar los valores de su comportamiento 
futuro, a partir de los cuales, sea posible llevar a cabo una planeación y toma de 
decisiones. (Patiño & Silva, 2016) 
Las series de tiempo tiene dos propósitos: comprender las fuerzas de influencia 
en los datos y descubrir la estructura que produjo los datos observados. Ajustar 
el modelo y proceder a realizar pronósticos, monitoreo, retroalimentación y 
control en avance. (Patiño & Silva, 2016) 
El objetivo de los métodos de serie de tiempo es descubrir un patrón en los 
datos históricos y luego extrapolarlo hacia el futuro; el pronóstico se basa sólo 
en valores pasados de la variable que tratamos de pronosticar o en errores 
pasados. (Villareal, 2016) 
 
 
 
 
Componentes de una serie de tiempo:  
Según Hanke y Reitsch (1996), los cuatro componentes que se encuentran en 
una serie histórica son: 
 Tendencia: es el componente de largo plazo que constituye la base 
del crecimiento o declinación de una serie histórica. 
 Componente cíclico: es el conjunto de fluctuaciones en forma de 
onda o ciclos alrededor de la tendencia, afectada por factores externos, 
estos patrones cíclicos tienen a repetirse en os datos cada cierto 
tiempo. 
 Componente estacional: se refiere a un patrón de cambio 
regularmente recurrente a través del tiempo. 
 Componente aleatorio: mide la variabilidad de la serie de tiempo 
después de que se retiran los componentes. 
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Figura 2.2 Descomposición de los Componentes de una Serie Temporal 
Fuente: Análisis de datos experimentales (Hanke & Reitsch, 1996) 
Ruido blanco: 
Este proceso de ruido blanco esta expresado por 𝑢𝑡~𝐼𝐼𝐷𝑁(0, 𝜎
2); es decir, 
𝑢𝑡  está independiente e idénticamente distribuido como una distribución 
normal con media cero y varianza constante. Este proceso se conoce como 
proceso gaussiano de ruido blanco. (Gujarati & Porter, 2010) 
 
Estacionariedad:  
Se dice que un proceso estocástico es estacionario cuando al realizar un 
mismo desplazamiento en el tiempo de todas las variables de cualquier 
distribución conjunta finita, resulta que esta distribución no varía. (Uriel & 
Peiro, 2000) 
 
Función de Autocorrelación (FAC):  
Tendencia 
Componente 
Estacional 
Componente 
Cíclico 
Componente 
Aleatorio 
 
 
 
16 
 
Es la correlación existente entre una variable desfasada uno o más periodos 
y la misma. (Vidal, 2015) 
 
Función de Autocorrelación Parcial (FACP):  
Es una función que identifica el grado de relación entre los valores reales de 
una variable y los valores anteriores de la misma, mientras que se mantienen 
constantes los efectos de las otras variables. (Vidal, 2015) 
 
Metodología de Box-Jenkins (BJ) 
Box y Jenkins presentaron técnicas claramente simples para identificar los 
órdenes adecuados de los modelos, y para la evaluación numérica de los 
estimadores por máxima verosimilitud aproximada de los parámetros del 
modelo y que fuera muy popular en los últimos años.  
Utilizan un enfoque iterativo de identificación de un modelo útil a partir de 
modelos de tipo general, verificándose contra los datos históricos para ver si 
describe la serie con precisión. (Hanke & Reitsch, 1996) 
 
Etapas de la Metodología de Box-Jenkins 
 
Etapa 1: Identificación 
En esta etapa encontramos los valores de apropiados de p, q y d. Las 
herramientas principales en la identificación son: 
Gráfico de la Serie de Tiempo: El examen visual de la trayectoria de la 
serie a lo largo del tiempo puede dar una idea de si es o no estacionaria. 
Si consta de algún valor al cual la serie va oscilando, pero sin apartarse 
de forma permanente de dicho valor, entonces se puede considerar que la 
serie es estacionaria. 
Correlogramas: A través de la Función de autocorrelación (FAC) y 
Función de autocorrelación parcial (FACP) hallamos los correlogramas 
resultantes, que son los gráficos de FAC y de FACP respecto a la 
longitud del rezago. 
Etapa 2: Estimación 
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Tras identificar el modelo y los valores apropiados de p, d y q, la siguiente 
etapa es estimar los parámetros de los términos autorregresivos y de 
promedios móviles incluidos en el modelo. (Gujarati & Porter, 2010) 
Una vez hecha la estimación se elegirán los modelos que tengan menor 
suma de cuadrados del error y menor AIC (Criterio de información de 
Akaike), AICc (Criterio de información de Akaike corregido), BIC (Criterio 
de Información Bayesiano). 
Se evaluarán si los coeficientes del modelo son estadísticamente 
significativos: para esto se utiliza el valor de la estadística p de cada 
coeficiente del modelo ajustado, llegando así a la conclusión que si p ≤ 0.05 
los coeficientes son estadísticamente significativos. 
Etapa 3: Validación 
Después de seleccionar el modelo y estimar sus parámetros, verificamos si 
el modelo seleccionado se ajusta a los datos en forma moderadamente buena. 
Para ello veremos lo siguiente: 
Un método sencillo para la adecuacidad del modelo, es un ajuste 
razonable a los datos es obtener los residuos y calcular la FAC y FACP; 
si resultan ser estadísticamente significativas para mayoría de rezagos, se 
debe buscar otro modelo que represente de mejor forma la serie temporal. 
Los residuos del modelo estimado se aproximan al comportamiento de un 
ruido blanco. 
Si el modelo estimado supera favorablemente todas las etapas antes 
mencionadas, entonces cuenta con las condiciones para ser utilizado en la 
predicción de valores futuros de la serie, en caso contrario se volverá a la 
etapa 1. 
Etapa 4: Predicción 
Una vez encontrado el modelo adecuado, se procede a utilizar el modelo 
para realizar el pronóstico.  
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Debemos tener en cuenta que, al haber más datos disponibles, se puede 
utilizar el mismo modelo para revisar los pronósticos, seleccionando otro 
periodo de origen y si la serie parece cambiar a través del tiempo, poder ser 
necesario recalcular los parámetros o incluso un modelo nuevo por 
completo. (Hanke & Reitsch, 1996) 
Según (Gonzales, 2009), esta metodología se basa, fundamentalmente, en 
dos principios: 
Selección de un modelo en forma iterativa. En cada etapa se plantea la 
posibilidad de rehacer las etapas previas. 
 
 
 Figura 2.3 Metodología de Box-Jenkins  
 
Principio de parametrización escueta, también denominado parsimonia. 
Se trata de proponer un modelo capaz de representar la serie con el 
mínimo de parámetros posibles y únicamente acudir a una ampliación del 
mismo en caso de que sea estrictamente necesario para describir el 
comportamiento de la serie. 
2.2.4.1. Modelo Autorregresivo Integrado de Promedios Móviles (ARIMA): 
 
Según Gujarati y Porter (2010), este popularmente conocida como 
metodología de Box-Jenkins (BJ), pero técnicamente conocida como 
metodología ARIMA, (…) es el análisis de las propiedades 
probabilísticas, o estocásticas, de las series de tiempo económicas por sí 
mismas según la filosofía de que los datos hablen por sí mismos.  
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SERIES NO ESTACIONARIAS 
 
Caminata aleatoria 
𝑌𝑡 = 𝛿 + 𝑌𝑡−1 + 𝜀𝑡    (2.1) 
 
Donde, 𝛿 es una constante (drift) y cada perturbación  𝜀𝑡 (error) es una 
variable aleatoria con distribución normal con media cero, varianza 
constante y covarianza cero (el proceso 𝜀1, 𝜀2 ,… se denomina ruido 
blanco). (Ríos, 2008) 
En el modelo de caminata aleatoria más simple (sin drift), el pronóstico 
para  𝑌𝑡  es su valor más reciente. La inclusión de un drift intenta 
reproducir una tendencia existente en la variable de interés. (Ríos, 2008) 
En un modelo de caminata aleatoria, la varianza de 𝑌𝑡 aumenta a través 
del tiempo, lo que es propio de un proceso no estacionario. Cuando una 
serie se comporta como una caminata aleatoria se dice que esta presenta 
raíz unitaria. (Ríos, 2008) 
Las observaciones de una serie de tiempo serán denotadas por 
𝑌1,𝑌2,…,𝑌𝑇, donde 𝑌𝑡 es el  valor tomado por el proceso en el instante 𝑡. 
(Ríos, 2008) 
 
SERIES ESTACIONARIAS 
Box y Jenkins han desarrollado modelos estadísticos que tienen en 
cuenta la dependencia existente entre los datos. Cada observación en un 
momento dado es modelada en función de los valores anteriores. Se 
modela a través de ARIMA (Autorregresive Integrate Moving Average).  
Alguna de las características de este modelo: 
 Tiene solamente en cuenta la pauta de serie de tiempo en el 
pasado. 
 Ignora la información de variables causales. 
 Procedimiento técnicamente sofisticado de predicción de una 
variable. 
 Utiliza la observación más reciente con valor inicial. 
 Permite examinar el modelo más adecuado. 
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 Analiza errores recientes de pronósticos para seleccionar el 
ajuste apropiado para periodos futuros. 
 Box-Jenkins es más apropiado para predicciones a lo largo plazo 
que para corto plazo. 
 Extrae mucha información de la serie de tiempo, más que 
cualquier otro método. 
 
A. Modelos de Media Móvil, MA (q) 
 
𝑌𝑡 = 𝜇 + 𝜀𝑡 + 𝜃1𝜀𝑡−1 + ⋯+ 𝜃𝑞𝜀𝑡−𝑞   (2.2) 
 
En los modelos de media móvil, el proceso se representa como una 
suma ponderada de errores actuales y anteriores. El número de 
rezagos del error considerados (q) determina el orden del modelo de 
media móvil. (Ríos, 2008) 
 
B. Modelos Autorregresivos, AR (p) 
 
𝑌𝑡 = 𝛿 + ∅1𝑌𝑡−1 + ⋯+ ∅𝑝𝑌𝑡−𝑝 + 𝜀𝑡   (2.3) 
 
En los modelos Autorregresivos, el proceso se representa como una 
suma ponderada de observaciones pasadas de la variable. El número 
de rezagos (p) determina el orden del modelo Autorregresivo. (Ríos, 
2008) 
 
 
 
 
C. Mixtos Autorregresivos – Media Móvil, ARMA (p, q) 
 
𝑌𝑡 = 𝛿 + ∅1𝑌𝑡−1 + ⋯+ ∅𝑝𝑌𝑡−𝑝 + 𝜀𝑡 + 𝜃1𝜀𝑡−1 + ⋯+ 𝜃𝑞𝜀𝑡−𝑞  (2.4) 
 
En estos modelos, el proceso se representa en función de 
observaciones pasadas de la variable y de los valores actuales y 
rezagados del error. El número de rezagos de las variables de interés 
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(p) y el número de rezagos del error (q) determinan el orden del 
modelo mismo. (Ríos, 2008) 
 
D. Modelos Autorregresivos Integrados de Promedio Móvil, 
ARIMA (p, d, q)  
 
La serie de tiempo original es ARIMA (𝒑, 𝒅, 𝒒), es decir, es una 
serie de tiempo Autorregresivo Integrada de Promedios Móviles, 
donde 𝑝  denota el número de términos Autorregresivos, 𝑑  el 
número de veces que la serie debe diferenciarse para hacerse 
estacionaria y 𝑞  el número de términos de promedios móviles. 
(Gujarati & Porter, 2010) 
Un tipo especial de series no estacionarias, son las no estacionarias 
homogéneas que se caracterizan porque, al ser diferenciadas una o 
más veces, se vuelven estacionarias. (Ríos, 2008) 
La serie 𝑌𝑡  seré no estacionaria homogénea de orden d si 𝑊𝑡 =
 ∆𝑑𝑌𝑡 es estacionaria, donde: 
∆𝑌𝑡 = 𝑌𝑡 − 𝑌𝑡−1   (2.5) 
∆𝑛+1𝑌𝑡 = ∆
𝑛𝑌𝑡 − ∆
𝑛𝑌𝑡−1   (2.6) 
 
Si después de haber diferenciado la serie 𝑌𝑡 se consigue una serie 
estacionaria 𝑊𝑡, y dicha serie obedece a un proceso ARMA (p, q), 
se dice que 𝑌𝑡 responde a un proceso ARIMA (p, d, q): 
 
 
𝑊𝑡 = 𝛿 + ∅1𝑊𝑡−1 + ⋯ + ∅𝑝𝑊𝑡−𝑝 + 𝜀𝑡 + 𝜃1𝜀𝑡−1 + ⋯ + 𝜃𝑞𝜀𝑡−𝑞  
(2.7) 
 
Wt: Yt-Yt-d Variables dependientes 
p: Número de términos Autorregresivos 
d: Número de Veces que la serie debe ser diferenciada “p” para 
hacerse estacionaria. 
q: Número de términos de media móvil. 
T= Números de periodos. 
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Tendencia (T): representa el comportamiento predominante de 
la serie. Esta puede ser definida vagamente como el cambio de 
la media a lo largo de un extenso período de tiempo. 
 
Una serie de tiempo ARIMA (2, 1, 2) tiene que diferenciarse una 
vez (𝑑=1) antes de que se haga estacionaria, y la serie de tiempo 
estacionaria (en primeras diferencias) puede modelarse como un 
proceso ARMA (2,2), es decir, tiene dos términos AR y dos 
términos MA. (Gujarati & Porter, 2010) 
Desde luego, si 𝑑 =0 (es decir, si para empezar la serie es 
estacionaria), ARIMA (p, 𝑑=0, q) =ARMA (p, q). Observe que un 
proceso ARIMA (p, 0, 0) significa un proceso estacionario AR (p) 
puro; un ARIMA (0, 0, q) significa un proceso estacionario MA (q) 
puro. Con los valores de p, d y q sabemos de qué proceso se está 
haciendo el modelo. (Gujarati & Porter, 2010) 
Para la correcta identificación del modelo ARIMA representativo 
de una serie se hace necesario: 
 Determinar el grado de homogeneidad u orden de 
integración de la serie. 
 Determinar el orden de las partes de promedio móvil y 
Autorregresivas del modelo. 
 Evaluar los distintos modelos construidos. 
 
 
 
 
 
 
2.2.4.2. Modelo de Suavizamiento Exponencial: 
 
En el suavizamiento exponencial se usa el promedio ponderado de los 
valores pasados de la serie de tiempo; es un caso especial del método de 
promedios ponderados móviles. (Anderson et al., 2008) 
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En este caso sólo hay que elegir un peso [data], el peso para la 
observación más reciente. Los pesos para los demás datos se calculan 
automáticamente y son más pequeños a medida que los datos son más 
antiguos. (Anderson et al., 2008) 
Según Anderson et al. (2008), presenta un modelo de suavizamiento 
exponencial básico, la cual es: 
𝑌𝑡+1 = 𝛼𝐹𝑡 + (1 − 𝛼)𝑌𝑡          (2.8) 
En donde: 𝑌𝑡+1= pronóstico para el periodo 𝑡 + 1 de la serie de tiempo, 
𝐹𝑡= valor real en el periodo 𝑡  de la serie de tiempo, 𝑌𝑡  = pronóstico 
para el periodo 𝑡 de la serie de tiempo y 𝛼= constante de Suavizamiento 
0 ≤ 𝛼 ≤ 1. 
En referencia a la ecuación (2.8), se muestra que el pronóstico para el 
periodo 𝑡 + 1 es un promedio ponderado del valor real en el periodo 𝑡 y 
del valor pronosticado para el periodo 𝑡; observe, en particular, que el 
peso dado al valor real del periodo 𝑡  es 𝛼  y el peso dado al valor 
pronosticado para el periodo 𝑡 es 1 − 𝛼.  
Por ejemplo, en una ecuación de tres datos: 𝐹1, 𝐹2 y 𝐹3 se demostrará 
que el pronóstico obtenido mediante suavizamiento exponencial para 
cualquier periodo es un promedio ponderado de todos los valores reales 
anteriores de la serie de tiempo. Para empezar, sea 𝑌1 igual al valor real 
de la serie de tiempo en el periodo 1; es decir 𝐹1 =  𝑌1. Por tanto, el 
pronóstico para el periodo 2 es: 
𝑌2 = 𝛼𝐹1 + (1 − 𝛼)𝑌1 = 𝛼𝐹1 + (1 − 𝛼)𝐹1 =  𝐹1       (2.9) 
De tal manera que el pronóstico obtenido mediante suavizamiento 
exponencial para el periodo 2 es igual al valor real de la serie de tiempo 
para el periodo 1.  
El pronóstico para el periodo 3 es: 
𝑌3 = 𝛼𝐹2 + (1 − 𝛼)𝑌2 = 𝛼𝐹2 + (1 − 𝛼)𝐹1               (2.10) 
Para culminar, al reemplazar la ecuación de 𝑌3 en la expresión para 𝑌4 
se obtiene 
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𝑌4 = 𝛼𝐹3 + (1 − 𝛼)𝑌3 
                            = 𝛼𝐹3 + (1 − 𝛼)[𝛼𝐹2 + (1 − 𝛼)𝐹1] 
                                          = 𝛼𝐹3 + 𝛼(1 − 𝛼)𝐹2 + (1 − 𝛼)
2𝐹1    (2.11) 
Es así como 𝑌4 es un promedio ponderado de los tres primeros valores 
de la serie de tiempo. La suma de los coeficientes o pesos de 𝐹1, 𝐹2 y 
𝐹3  es igual a uno. Mediante un argumento similar se puede demostrar 
que, en general, cualquier pronóstico 𝑌𝑡+1 es un promedio ponderado de 
los valores previos de la serie de tiempo. (Anderson et al., 2008) 
 
EL MÉTODO HOLT- WINTERS  
Es una extensión del método Holt que considera solo dos exponentes 
suavizantes. Holt-Winters considera nivel, tendencia y estacional de 
una determinada serie de tiempos. (Rosales, 2017) 
Este método tiene dos principales modelos, dependiendo del tipo de 
estacionalidad: 
Modelo General de Holt-Winters: 
𝑌𝑡+1 =  (𝑎𝑡 + 𝑇. 𝑏𝑡)  + 𝐹𝑡+𝑇−𝑃            (2.12) 
Y= Variable a estimar; a = Nivel promedio de ventas; b = Tendencia; F 
= Factor de estacionalidad; t = Período actual; T = Número de períodos 
en adelante que se desea proyectar 
El modelo aditivo estacional: Un modelo de datos en el que los 
efectos de los factores individuales se diferencian y se agrupan para 
modelar los datos. Un modelo aditivo es opcional para los 
procedimientos de descomposición y para el método de Winters. 
(Rosales, 2017) 
2.2.4.3. Modelo de Regresión con variables estacionales DUMMY 
 
Las variables dummy para ajuste estacional son variables artificiales que 
asumen valores discretos, generalmente de 0 y 1. Estas fueron 
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originalmente aplicadas por Lovell a inicios de los años 60 y sirven 
para “explicar” la estacionalidad en las series tiempo, la cual, como se 
adelantó, es un patrón de comportamiento regular de una serie a lo largo 
de cada año, (…). (Kikut & Torres, 1998) 
Este documento de trabajo, toma por ejemplo si se trabaja con datos 
trimestrales la primera idea que surge es la de utilizar variables 
artificiales una para cada trimestre que pueden definirse como 𝑞1, 𝑞2, 
𝑞3 y 𝑞4 cuya representación para dos años cualesquiera seria: 
𝑞1 =
[
 
 
 
 
 
 
 
1
0
0
0
1
0
0
0]
 
 
 
 
 
 
 
   𝑞2 =
[
 
 
 
 
 
 
 
0
1
0
0
0
1
0
0]
 
 
 
 
 
 
 
   𝑞3 =
[
 
 
 
 
 
 
 
0
0
1
0
0
0
1
0]
 
 
 
 
 
 
 
   𝑞4 =
[
 
 
 
 
 
 
 
0
0
0
1
0
0
0
1]
 
 
 
 
 
 
 
      (2.13) 
La inclusión de los coeficientes de estas variables y de la constate en un 
modelo de regresión producirla una matriz bianual X de la siguiente 
manera: 
𝑋 =
[
 
 
 
 
 
 
 
 
1  
0  
0  
0  
1  
0  
0  
0  
0  
1  
0  
0  
0  
1  
0  
0  
0  
0   
1  
0  
0  
0  
1  
0  
0  
0  
0  
1  
0  
0  
0  
1  
1
1
1
1
1
1
1
1. . .
. . . ]
 
 
 
 
 
 
 
 
    (2.14)
No obstante que lo anterior parece natural, las columnas 
correspondientes a las variables estacionales darían lugar a una 
combinación lineal exacta con la constante, Se trata de un caso de 
multicolinealidad perfecta, lo cual produciría que el determinante de la 
matriz X'X fuera igual a cero y, por tanto, singular (no invertible), lo 
cual no permitiría estimar los coeficientes del modelo de regresión. 
(Kikut & Torres, 1998) 
Para evitar este inconveniente deben utilizarse únicamente tres de las 
cuatro variables dummy y por supuesto la constante.  Así, por ejemplo, 
se puede excluir 𝑞4 en la matriz X y en este caso esa variable omitida 
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estaría implícitamente recogida con la columna de la constante.  En 
efecto, al utilizar sólo esas tres variables estacionales (junto con la 
constante y las restantes variables que sean de interés) en la matriz, se 
evitaría la colinealidad perfecta con la columna de la constante asociada 
con el intercepto.  
Esto por cuanto los cuatro trimestres estarían indicados con sólo las tres 
dummy: 𝑞1, 𝑞2, 𝑞3 y la constante, con lo cual la matriz sería: 
𝑋 =
[
 
 
 
 
 
 
 
 
1  
0  
0  
0  
1  
0  
0  
0  
0  
1  
0  
0  
0  
1  
0  
0  
0         
0         
1         
0         
0         
0         
1         
0         
1
1
1
1
1
1
1
1. . .
. . . ]
 
 
 
 
 
 
 
 
 (2.15) 
 
Siendo su expresión: 
 
 Y= 𝜷𝟎 + 𝜷𝟏𝒒𝟏 + 𝜷𝟐𝒒𝟐 + 𝜷𝟑𝒒𝟑 + 𝜺𝒊    (2.16)  
 
 
 
 
 
 
 
 
 
 
 
 
 
2.3. GLOSARIO DE TÉRMINOS BÁSICOS 
 
2.3.1. Agente/Agencia Marítima, Fluvial o Lacustre 
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Persona jurídica constituida en el país, autorizada por la autoridad competente 
para intervenir, a designación del agente general o en representación de la 
empresa naviera o armador, en las operaciones de las naves en los terminales 
portuarios. (D.S. 013-2011-MTC, 2011) 
2.3.2. Arribo 
Llegada de una nave al área designada por la Autoridad Portuaria, como punto 
de arribo en cada puerto. (D.S. 013-2011-MTC, 2011) 
2.3.1. Coeficiente de determinación (R cuadrado) 
El coeficiente de determinación, se define como la proporción de la varianza 
total de la variable explicada por la regresión. El coeficiente de determinación, 
también llamado R cuadrado, refleja la bondad del ajuste de un modelo a la 
variable que pretender explicar. (López, s.f.) 
Es importante saber que el resultado del coeficiente de determinación oscila 
entre 0 y 1. Cuanto más cerca de 1 se sitúe su valor, mayor será el ajuste del 
modelo a la variable que estamos intentando explicar. De forma inversa, cuanto 
más cerca de cero, menos ajustado estará el modelo y, por tanto, menos fiable 
será. ( (López, s.f.) 
2.3.2. Dirección General de Capitanías y Guardacostas (DICAPI) 
La Dirección General de Capitanías y Guardacostas de la Marina de Guerra del 
Perú ejerce la Autoridad Marítima, Fluvial y Lacustre, es responsable de 
normar y velar por la seguridad de la vida humana, la protección del medio 
ambiente y sus recursos naturales, así como reprimir todo acto ilícito; 
ejerciendo el control y vigilancia de todas las actividades que se realizan en el 
medio acuático, (…). (Dirección General de Capitanías y Guardacostas - 
DICAPI, s.f.) 
 
 
 
2.3.3. Documento Único de Escala (DUE) 
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Documento electrónico, mediante el cual el capitán de la nave o su 
representante presenta la información y documentación requerida por las 
entidades competentes para el arribo, permanencia y zarpe de la nave de los 
puertos de la República. (D.S. 013-2011-MTC, 2011) 
2.3.4. Error cuadrático medio 
El error cuadrático medio (MSE) mide la cantidad de error que hay entre dos 
conjuntos de datos. En otras palabras, compara un valor predicho y un valor 
observado o conocido. (Gabri, 2018) 
MSE cuantifica cuán diferente es un conjunto de valores. Cuanto más pequeño 
es un valor MSE, más cercanos son los valores predichos y observados. (Gabri, 
2018) 
2.3.5. Instalaciones   Portuarias   
Obras   civiles   de   infraestructura, superestructura, edificación o conducción 
o construcciones y dispositivos eléctricos, electrónicos, mecánicos o mixtos, 
destinados al funcionamiento específico de los puertos y terminales y de las 
actividades que en ellos se desarrollan. (Ley 27943, 2015) 
2.3.6. Libre plática 
Es el acto administrativo por el cual la Dirección de Sanidad Marítima 
Internacional emite opinión favorable para el ingreso de una nave a puerto, 
luego de los cual la Autoridad Portuaria competente autoriza el ingreso de la 
misma a cualquier puerto de la República, (…). (D.S. 013-2011-MTC, 2011) 
2.3.7. Ministerio de Transporte y Comunicaciones (MTC) 
Ministerio de Transporte y Comunicaciones, es el órgano del Poder Ejecutivo, 
responsable del desarrollo de los sistemas de transporte y de la infraestructura 
de las comunicaciones y las telecomunicaciones del país. (Ministerio de 
Transporte y Comunicaciones - MTC, 2018) 
 
 
2.3.8. Nave 
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Construcción naval principal destinada a navegar, que cuenta con propulsión y 
gobierno, se incluyen sus partes integrantes y accesorios, tales como aparejos, 
maquinarias e instrumentos que sin formar parte de la estructura de la misma se 
emplean en su servicio tanto en eliminar, rio o lago, como en puerto. (D.S. 
013-2011-MTC, 2011) 
2.3.9. Oficina Desconcentrada (OD) 
Esta denominación, aplica para todas las sedes de la Autoridad Portuaria 
Nacional, en esta se utiliza el nombre de Oficina Desconcentrada seguido el 
nombre de la jurisdicción que abarca dicha sede. 
2.3.10. Oficina General de las Oficinas Desconcentradas (OGOD) 
Esta lidera y supervisa todas las Oficinas Desconcentradas a nivel nacional. 
2.3.11. Puerto 
Localidad geográfica y unidad económica de una localidad donde se ubican los 
terminales, infraestructuras e instalaciones terrestres, acuáticas, naturales o 
artificiales, acondicionadas para el desarrollo de actividades portuarias, las 
mismas que podrán estar ubicadas en el ámbito marítimo, fluvial o lacustre.               
(D.S. 013-2011-MTC, 2011) 
2.3.12. Pronósticos 
Es una estimación cuantitativa o cualitativa de uno o varios factores (variables) 
que conforman un evento futuro, con base en información actual o del pasado. 
(Villareal, 2016) 
2.3.13. Prueba de Box-Ljung 
Es una prueba para comprobar si una serie de observaciones en un período de 
tiempo específico son aleatorias o independientes en todos los retardos hasta el 
especificado. En lugar de probar la aleatoriedad en cada retardo distinto, 
prueba la aleatoriedad «general» basada en un número de retardos y, por lo 
tanto, es una prueba de comparación. (Calvo, 2018) 
Se aplica a los residuos de un modelo ARIMA ajustado, no a la serie original, y 
en tales aplicaciones, la hipótesis que se está probando realmente es que los 
residuos del modelo ARIMA no tienen autocorrelación. (Calvo, 2018) 
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Si los retardos no son independientes, un retardo puede estar relacionado con 
otros retardos k unidades de tiempo después por lo que la autocorrelación 
puede reducir la exactitud de un modelo predictivo basado en el tiempo y 
conducir a una interpretación errónea de los datos. (Calvo, 2018) 
2.3.14. Series de tiempo 
Los datos históricos forman una serie de tiempo. Una serie de tiempo es un 
conjunto de observaciones de una variable medida en puntos sucesivos en el 
tiempo o en periodos de tiempo sucesivos. (Anderson et al., 2008) 
2.3.15. Superintendencia Nacional de Aduanas y de Administración Tributaria 
(SUNAT) 
Superintendencia Nacional de Aduanas y de Administración Tributaria. Es un 
organismo técnico especializado, adscrito al Ministerio de Economía y 
Finanzas, cuenta con personería jurídica de derecho público, con patrimonio 
propio y goza de autonomía funcional, técnica, económica, financiera, 
presupuestal y administrativa (…). (Superintendencia Nacional de Aduanas y 
de Adminitración Tributaria - SUNAT, s.f.) 
2.3.16. Texto Único de Procedimientos Administrativos (TUPA) 
Es un documento de gestión que contiene toda la información relacionada a la 
tramitación de procedimientos que los administrados realizan ante sus distintas 
dependencias. El objetivo es contar con un instrumento que permita unificar, 
reducir y simplificar de preferencia todos los procedimientos (trámites) que 
permita proporcionar óptimos servicios al usuario. (Miniterio de Comercio 
Exterior y Turismo - MINCETUR, s.f.) 
2.3.17. Viaje redondo 
Viaje de ida y vuelta desde y hacia un mismo puerto. (D.S. 013-2011-MTC, 2011) 
2.3.18. Zarpe 
Salida de una nave de un puerto, o desde la zona de fondeo, hacia altamar. (D.S. 013-
2011-MTC, 2011) 
2.4. MARCO REFERENCIAL 
 
2.4.1. Ley N° 27943 – Ley del Sistema Portuario Nacional  
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La presente Ley regula las actividades y servicios en los terminales, 
infraestructuras e instalaciones ubicados en los puertos marítimos, fluviales y 
lacustres, tanto los de iniciativa, gestión y prestación pública, como privados, y 
todo lo que atañe y conforma el Sistema Portuario Nacional. (Ley 27943, 2015) 
La presente Ley tiene por finalidad promover el desarrollo y la competitividad 
de los puertos, así como facilitar el transporte multimodal, la modernización de 
las infraestructuras portuarias y el desarrollo de las cadenas logísticas en las 
que participan los puertos.  (Ley 27943, 2015) 
2.4.2. Decreto Supremo N° 013-2011-MTC 
Aprobar el Reglamento para la Recepción y Despacho de naves en los puertos 
de la República del Perú. (D.S. 013-2011-MTC, 2011) 
Derogar el Decreto Supremo Nº 014-2005-MTC, mediante el cual se aprobó el 
Reglamento de Recepción y Despacho de Naves en los puertos de la República 
del Perú (REDENAVES). (D.S. 013-2011-MTC, 2011) 
 
2.5. HIPÓTESIS 
 
El modelo de Suavizamiento Exponencial es el Modelo óptimo de serie de tiempo 
para pronosticar la cantidad de naves recepcionadas en los puertos del Perú, 2011 – 
2018. 
 
 
 
 
 
 
 
III. MARCO METODOLÓGICO 
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3.1. ENFOQUE, TIPO, DISEÑO Y NIVEL 
 
3.1.1. Enfoque de investigación 
 
Cuantitativo 
Se caracteriza por utilizar métodos y técnicas cuantitativas y por ende tiene que 
ver con la medición, el uso de magnitudes, la observación y medición de las 
unidades de análisis, el muestreo, el tratamiento estadístico. Se utiliza la 
recolección de datos y el análisis de los mismos para contestar preguntas de 
investigación y probar hipótesis formuladas previamente. (Ñaupas et al., 2014) 
Como variable cuantitativa se analiza el movimiento con respecto a las naves 
atendidas en los puertos del Perú, en el periodo del 2011 al 2018. 
 
3.1.2. Tipo de investigación 
 
Aplicada 
Se llaman aplicadas porque con base en la investigación básica, pura o 
fundamental, en las ciencias fácticas o formales, (…), se formulan problemas e 
hipótesis de trabajo para resolver los problemas de la vida productiva de la 
sociedad. (Ñaupas et al., 2014) 
 
3.1.3. Diseño de investigación 
 
No experimental 
La investigación no experimental, longitudinal y explicativa predictivo, es la 
que se realiza sin manipular deliberadamente las variables independientes; se 
basa en categorías, conceptos, variables, sucesos, comunidades o contextos que 
ya ocurrieron o se dieron sin la intervención directa del investigador. 
(Hernández et al., 2010) 
La investigación no experimental la subdividimos en diseños transversales y 
diseños longitudinales. (Hernández et al., 2010) 
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Los Diseños longitudinales, son lo recolectan datos a través del tiempo en 
puntos o periodos, para hacer inferencias respecto al cambio, sus determinantes 
y consecuencias. (Hernández et al., 2010) 
Se utiliza en investigaciones longitudinales o de seguimiento de 1 a 5 años o 
más, para ver el comportamiento de una variable. (Ñaupas et al., 2014) 
En esta investigación no hubo manipulación de datos. Además, se evaluó el 
comportamiento del movimiento por concepto de recepción de naves en los 
puertos del Perú, desde el periodo 2011 al 2018.   
 
3.1.4. Nivel de Investigación 
 
Predictivo 
Según Bunge, la predicción es la forma más eficaz de poner a prueba la validez 
de la hipótesis y su incorporación al cuerpo de la teoría científica a la que 
corresponde. (Ñaupas et al., 2014) 
La predicción es la visión futura de la manera como se va a comportar un 
fenómeno o evento natural o social y ello es posible si el conocimiento se basa 
en leyes. (Ñaupas et al., 2014) 
Se determina el Modelo óptimo de serie de tiempo para pronosticar la cantidad 
naves recepcionadas en los puertos del Perú, 2011 - 2018, seguido de esto se 
procede a realizar el pronóstico respectivo.  
 
 
3.2. SUJETOS DE LA INVESTIGACIÓN 
 
Población 
En esta investigación se cuenta con la totalidad de la cantidad de naves provenientes 
de puertos extranjeros y que son recepcionadas en los puertos del Perú dentro del 
periodo del 2011 al 2018, siendo exactamente 32 492 naves. 
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3.3. MÉTODOS Y PROCEDIMIENTOS  
|En el presente trabajo se aplica una investigación de diseño No experimental, con 
nivel predictivo y de tipo longitudinal; considerándose de gran importancia, puesto 
que nos da una visión, a raíz del comportamiento del progreso de la cantidad de 
naves que vienen de puertos extranjeros y que son recepcionadas en los puertos del 
Perú dentro del periodo del 2011 al 2018, para el periodo del 2019 al 2021. 
 
Fase 1: Recolección de datos 
Fase.1.1. Los datos se descargaron de la página web de la Autoridad Portuaria   
Nacional. 
Fase 1.2.  Se ordenó todos los datos obtenidos de los diferentes puertos del Perú, 
como en lo Marítimo: Callao, Paita, Pisco, Ilo, Matarani, Salaverry, Bayóvar, ten, 
San Nicolás, Supe, Talara Zorritos, Chancay y Huacho, en lo fluvial: Iquitos, 
Pucallpa, Nauta, Yurimaguas y Santa Rosa, en lo lacustre solo Puno. 
Fase 1.3. Depuración de datos innecesarios en nuestra investigación, solo 
considerando las naves provenientes de banderas extranjeras. 
Fase 2: Procesamiento de datos 
Fase 2.1. Se inicia con el análisis descriptivo de los movimientos de naves que 
son recepcionadas en puertos peruanos dentro del periodo 2011 al 2018. 
Fase 2.2. Se elabora una serie de tiempo de la cantidad de naves que provienen 
de del extranjero y que son recepcionadas en puertos del Perú, 2011-2018. 
En esta fase se procede con el análisis exploratorio de datos, observando de esta 
manera su tendencia. 
Fase 3: Identificación y estimación del Modelo 
Identificar el modelo consiste en comprobar, si la serie es estacionaria en función de 
la serie original dada.  
Estimar el Modelo Autorregresivo Integrado de Promedios Móviles (ARIMA), 
Modelo de Suavizamiento Exponencial y Modelo de Regresión con variables 
estacionales DUMMY. 
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Fase 4: Validación 
Se analiza el ajuste entre el modelo y los datos, fin de obtener el modelo óptimo serie 
de tiempo con el valor mínimo de los Errores cuadrático medio de los modelos en 
análisis. 
Fase 5: Realización de pronóstico con el Modelo 
Una vez identificado el modelo óptimo se puede realizar el pronóstico de la cantidad 
de naves que proviene del extranjero y que son recepcionadas en puertos del Perú, 
para el periodo 2019 al 2021. 
 
3.4. TÉCNICAS E INSTRUMENTOS 
 
Técnicas de muestreo 
No se utiliza muestreo, esta investigación consiste analizar toda la cantidad de naves 
que proviene del extranjero y que son recepcionadas en puertos del Perú, para el 
periodo 2019 al 2021. 
Técnicas de recolección de datos 
Esta investigación consigna un trabajo de gabinete, dado que consta con la 
clasificación de los datos mediante la codificación y tabulación de los mismos, luego 
el análisis, elaboración e interpretación de los datos y por último la redacción del 
informe. 
Instrumentos de recolección de datos 
Datos extraídos de los reportes publicados en la página web de la Autoridad 
Portuaria Nacional. 
De análisis 
Se determina el Modelo óptimo de serie de tiempo para pronosticar la cantidad de 
naves recepcionadas en los puertos del Perú. 2011 - 2018. 
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3.5. ASPECTOS ÉTICOS 
El presente trabajo de investigación, se centra en el valor del respeto y la probidad, 
actuando con rectitud, honestidad tanto en el desarrollo como en la obtención de la 
información, respetando la propiedad intelectual. 
Dicha investigación se estructura tomando en consideración las normas establecidas 
en la Resolución de Consejo Universitario N° 0133-CU-2018.- Aprobación del 
Reglamento de Tesis para Optar el Título profesional en la Universidad nacional de 
Piura, lo que garantiza la honestidad de la información y resultados del proyecto. 
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IV. RESULTADOS Y DISCUCIÓN 
 
4.1. RESULTADOS 
 
 
Análisis Descriptivo: 
Se procedió a la limpieza de datos para obtener la cantidad de naves provenientes del 
extranjero, que son recepcionadas en los puertos del Perú, se logró la siguiente serie de 
tiempo como se aprecia en la siguiente tabla y en la siguiente gráfica:  
 
Tabla 4.1. Cantidad de naves recepcionadas en los puertos del Perú en el periodo 2011 al 
2018 por meses 
AÑO ENE FEB MAR ABR MAY JUN JUL AGOS SET OCT NOV DIC 
2011 338 322 331 315 345 350 346 327 314 365 327 329 
2012 337 302 333 294 299 309 370 311 325 360 316 355 
2013 327 327 357 318 362 345 366 340 309 360 338 357 
2014 305 312 359 349 349 340 350 357 329 352 374 363 
2015 340 296 313 335 372 328 323 324 334 369 361 362 
2016 333 303 328 339 362 313 318 329 319 352 359 346 
2017 349 332 342 319 336 338 325 381 315 354 336 365 
2018 361 315 336 310 353 387 354 334 346 364 335 382 
Fuente: Elaboración propia a partir de los reportes de estadística (APN, 2011-2018) 
 
 
 
Gráfico 4. 1. Cantidad de naves recepcionadas en los puertos del Perú en el periodo 2011 al 2018 
por meses 
Fuente: Elaboración propia a partir de los reportes de estadística (APN, 2011-2018) 
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En el Gráfico 4.1 se puede apreciar la cantidad de naves que provienen de puertos 
extranjeros hacia puertos peruanos dentro del periodo 2011 al 2018, los resultados nos 
indican que la serie se mantiene estable, con una leve tendencia creciente en el último año. 
 
 
 
Tabla 4. 2. Análisis de tendencia según su puerto 2011 - 2018 
PUERTO 2011 
201
2 
201
3 
201
4 
201
5 
201
6 
201
7 
201
8 
 
PE - BAYOVAR 93 82 71 90 77 76 75 81 
PE - CALLAO 3005 
291
2 
307
1 
291
6 
291
2 
287
6 
281
9 
285
2 
PE - CHANCAY 
   
3 3 1 3 
 
PE - CHIMBOTE 
 
89 66 97 118 76 142 212 
PE - HUARMEY 
 
15 30 13 17 9 11 5 
PE - ILO 131 144 122 129 119 163 170 147 
PE - IQUITOS 54 77 49 55 39 54 61 44 
PE - MATARANI 185 
       
PE - NAUTA 
     
1 1 
 
PE - PAITA 261 293 360 419 380 388 412 403 
PE - PISCO 135 93 127 159 165 152 174 169 
PE - PUCALLPA 1 
   
1 
   
PE - PUNO 
   
31 33 6 2 
 
PE - SALAVERRY 85 107 101 116 78 73 87 89 
PE - SAN NICOLAS 59 66 66 68 73 73 84 92 
PE - SANTA ROSA 
       
14 
PE - SUPE 
  
2 6 7 6 4 8 
PE - TALARA 
 
32 40 37 34 37 42 47 
PE - YURIMAGUAS 
 
1 1 
 
1 
   
PE - ZORRITOS 
     
10 5 14 
TOTAL 
4009 391
1 
410
6 
413
9 
405
7 
400
1 
409
2 
417
7 
Fuente: Elaboración propia a partir de los reportes de estadística (APN, 2011-2018) 
 
En la Tabla 4.2 presenta un pequeño análisis de la tendencia de cada puerto desde el año 
2011 al 2018, representado por mini gráficos, podemos observar que en el 1er Puerto más 
importante del país, puerto del Callao presenta una tendencia decreciente, siendo lo 
contrario para el puerto de Paita.  
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Gráfico 4. 2. Ranking de puertos a nivel nacional 
Fuente: Elaboración propia a partir de los reportes de estadística (APN, 2011-2018) 
 
 
De acuerdo al Gráfico 4.2 los datos obtenidos se aprecia que el Puerto donde más ingresos 
de naves extranjeras presenta desde el año 2011 al 2018 es el Puerto del Callao, 
seguidamente el Puerto de Paita. 
 
Tabla 4. 3. Naves recibidas según su ámbito 
ÁMBITO 2011 2012 2013 2014 2015 2016 2017 2018 TOTAL 
FLUVIALES 55 78 50 55 41 55 62 44 440 
LACUSTRE    31 33 6 2  72 
MARITIMO 3954 3833 4056 4053 3983 3940 4028 4133 31980 
Fuente: Elaboración propia a partir de los reportes de estadística (APN, 2011-2018) 
 
 
 
 
Gráfico 4. 3. Naves recibidas según su ámbito 
Fuente: Elaboración propia a partir de los reportes de estadística (APN, 2011-2018) 
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Según el Gráfico 4.3 podemos observar que la mayor cantidad de naves recibidas del 
extranjero en los años 2011 al 2018 es en el ámbito marítimo con 31 980 naves y la menor 
cantidad es el ámbito Lacustre con 72 naves. 
 
 
Gráfico 4. 4. Países de procedencia con mayor ingreso de naves 
Fuente: Elaboración propia a partir de los reportes de estadística (APN, 2011-2018) 
 
Se puede apreciar en el Gráfico 4.4 que el país con mayor ingreso a aguas nacionales en los 
años 2011 al 2018 es Chile con 8 910 naves, seguido de Ecuador con 6 730 y Colombia 
con 3 490 naves. 
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Figura 4. 1. Países de procedencia a nivel mundial con ingresos de naves a puertos del Perú 
Fuente: Elaboración propia a partir de los reportes de estadística (APN, 2011-2018) 
 
En la Figura 4.1 podemos apreciar de diferentes colores a los países que ingresan al Perú, 
entre ellos, Estados unidos, Canadá, Rusia, Japón, Australia, Chile, Ecuador, Colombia, 
Brasil, etc.  
 
Análisis de los Modelos de Series de Tiempos: 
 
Fase 3. Identificación y estimación del Modelo 
Identificar el modelo consiste en comprobar, si la serie es estacionaria en función de la 
serie original dada.  
Estimar el Modelo Autorregresivo Integrado de Promedios Móviles (ARIMA), Modelo de 
Suavizamiento Exponencial y Modelo de Regresión con variables estacionales DUMMY. 
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TEST DE NORMALIDAD  
 
 
Gráfico 4. 5. Diferencias de las cantidades finales 
Fuente: Elaboración propia a partir de los reportes de estadística (APN, 2011-2018) 
 
 
En el Gráfico 4.5 serie de tiempo diferenciada en base a la cantidades finales de naves 
provenientes de puertos extranjeros que fueron recepcionadas en los puertos del Perú, 2011 
- 2018. 
 
 
Gráfico 4. 6. Cantidad de veces diferenciadas la serie de tiempo original 
Fuente: Elaboración propia a partir de los reportes de estadística (APN, 2011-2018) 
 
En el Gráfico 4.6 se muestra la cantidad de veces que se dieron las diferencias de las 
cantidades de naves provenientes de puertos extranjeros que fueron recepcionadas en los 
puertos del Perú, 2011 - 2018. 
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Gráfico 4. 7. Cantidades veces diferenciadas en probabilidades 
Fuente: Elaboración propia a partir de los reportes de estadística (APN, 2011-2018) 
 
 
En el Gráfico 4.7 se muestra la cantidad de veces que se dieron las diferencias de las 
cantidades naves provenientes de puertos extranjeros que fueron recepcionadas en los 
puertos del Perú, 2011 – 2018, en probabilidades. 
 
 
Gráfico 4. 8. Distribución Normal 
Fuente: Elaboración propia a partir de los reportes de estadística (APN, 2011-2018) 
 
Se muestra el Gráfico 4.8 completo donde en efecto la serie de tiempo sigue una curva 
normal donde: Curva color negro es la diferencia de la distribución de la serie de tiempo y 
la curva color azul es la normal. 
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Fase 3.1. Modelo Autorregresivo Integrado de Promedios Móviles (ARIMA) 
En los modelos ARIMA, las series deben ser estacionarias, al menos, en sentido débil. 
Mediante el análisis exploratorio de datos, se puede detectar la presencia de algún tipo de 
tendencia: en media (parte regular/estacional) y varianza. 
Para decidir sobre la Estacionariedad de la serie es de gran utilidad disponer de un gráfico 
lineal de la misma. 
Estacionarización: 
A. Tendencia en varianza: Transformación logarítmica. solo si la serie presenta 
heterocedasticidad (o existe duda sobre la existencia de la misma). 
𝑦𝑡
∗ = 𝑙𝑛𝑦𝑡 , para 𝜆 = 0 
B. Tendencia en media: Se identifica mediante la Autocorrelación. 
Una de las formas más elementales de eliminar la tendencia es proceder a calcular 
diferencias sucesivas de la serie original. 
𝛿𝑦𝑡 = 𝑦𝑡 − 𝑦𝑡−1 , Tendencia lineal 
𝛿2𝑦𝑡 = 𝛿(𝛿𝑦𝑡) = (𝑦𝑡 − 𝑦𝑡−1) − (𝑦𝑡−1 − 𝑦𝑡−2) , Tendencia cuadrática 
(parábola   2° grado) 
 
 
Gráfico 4. 9. Serie de tiempo con una (01) diferencia 
Fuente: Elaboración propia a partir de los reportes de estadística (APN, 2011-2018) 
 
 
 
Este Gráfico 4.9 se compara la serie de tiempo original con la serie de tiempo en donde se 
aplicó una primera diferencia, de tal manera se intenta eliminar la tendencia estacional. 
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Ahora, se proceder ajustar un modelo ARIMA, mediante un proceso Autorregresivo y de 
Medias Móviles. 
El correlograma está formado por dos funciones Autocorrelación (FAC) y 
Autocorrelación Parcial (FACP). Asimismo, lo utilizaremos para determinar las siguientes 
tendencias: 
 Si los valores son muy elevados de los coeficientes de Autocorrelación en la FAT, 
para todos los retardos, entonces tendremos una tendencia en media en la parte 
regular. 
 Si los valores de los retardos de orden s, también elevados de forma sistemática, 
tendremos tendencia en media en la parte estacional.  
Para determinar el número de componentes del proceso Autorregresivo y de Medias 
Móviles, es preciso hacer uso de la función Autocorrelación simple (FAC) y 
Autocorrelación Parcial (FACP), de la siguiente manera: 
 
 
Gráfico 4. 10. Rezagados de la función Autocorrelación simple (FAC) y Autocorrelación Parcial 
(FACP) 
Fuente: Elaboración propia a partir de los reportes de estadística (APN, 2011-2018) 
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En este Gráfico 4.10 tenemos la función de autocorrelación parcial que nos indica que se el 
número de componentes que va a tener el proceso Autorregresivo, la cual cuenta con 𝑝 = 2 
retardos significativos, es decir, en el tiempo esta variable se explica cuando se altera 2 
veces. 
La función de autocorrelación simple nos indica el número de componentes que va a tener 
el proceso de medias móviles, el cual cuenta con un decaimiento exponencial, se asume 
que un solo componente, es decir, retardo 𝑞 = 1.  
 
Identificación del Modelo ARIMA 
Identificación del tipo de modelo más adecuado para la serie objeto de estudio, es decir, el 
orden de los procesos Autorregresivo y de medias móviles para las componentes regular y 
estacional (valores de p, q, P y Q). Técnicamente, se selecciona a partir de las 
denominadas funciones de Autocorrelación y Autocorrelación parcial, es decir, del 
correlograma. 
Modelo general de ARIMA  
𝑾𝒕 = 𝜹 + ∅𝟏𝑾𝒕−𝟏 + ⋯ + ∅𝒑𝑾𝒕−𝒑 + 𝜺𝒕 + 𝜽𝟏𝜺𝒕−𝟏 + ⋯+ 𝜽𝒒𝜺𝒕−𝒒 
Modelo estimado ARIMA, según la cantidad de naves recepcionadas en los puertos del 
Perú, 2011 – 2018: 
MODELO 1  
 
Figura 4. 2. Modelo 1 
Fuente: Elaboración propia a partir de los reportes de estadística (APN, 2011-2018) 
 
Modelo 1 estimado de ARIMA (2, 1,0)  
Usando la notación ARIMA presentada anteriormente, el modelo ajustado se puede 
escribir como: 
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𝑾𝒕 = −𝟎. 𝟓𝟖𝟖𝟓 𝑾𝒕−𝟏 − 𝟎. 𝟐𝟏𝟗𝟗𝑾𝒕−𝟐 + 𝜺𝒕 
Error cuadrático medio del Modelo 1 
𝒆𝒄𝒎𝟏 = 23.4876 
 
 
Diagnóstico del Modelo 1: 
 
Gráfico 4. 11. Diagnóstico del Modelo 1 ARIMA (2, 1,0) 
Fuente: Elaboración propia a partir de los reportes de estadística (APN, 2011-2018) 
 
 
En el Gráfico 4.11 los residuales estandarizados del modelo 1, se muestra que podrían ser 
independientes. 
 
En el ACF de los residuales, sabemos que no estamos en un modelo adecuado, dado que 
los residuales del modelo para la función de autocorrelación simple no se asemejan a los 
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residuales de la función de autocorrelación del rio blanco, en donde la media es nula y la 
varianza constante. 
 
Todos los valores de p para la prueba Ljung-Box están muy por debajo de 0.05, lo que nos 
indica que los datos son dependientes. Por lo que el MODELO 1 NO SERÍA EL ÓPTIMO. 
 
 
 
MODELO 2  
 
Figura 4. 3. Modelo 2 
Fuente: Elaboración propia a partir de los reportes de estadística (APN, 2011-2018) 
 
Modelo 2 estimado de SARIMA (0, 0,0) (1, 0,0) 
Usando la notación ARIMA presentada anteriormente, el modelo ajustado se puede 
escribir como: 
𝑾𝒕 = 𝟑𝟑𝟕. 𝟏𝟔𝟔𝟔 +  𝟎. 𝟒𝟑𝟕𝟒𝑾𝒕−𝟏 + 𝜺𝒕 
 
Error cuadrático medio del Modelo 2 
𝒆𝒄𝒎𝟐 = 23.48853 
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Diagnóstico del Modelo 2  
 
Gráfico 4. 12. Diagnóstico del Modelo 2 SARIMA (0, 0,0) (1, 0,0) 
Fuente: Elaboración propia a partir de los reportes de estadística (APN, 2011-2018) 
 
 
En el Gráfico 4.12 tenemos que en los residuales estandarizados del modelo 2, se muestra 
que podrían ser independientes. 
 
En el ACF de los residuales, sabemos que estamos en un modelo adecuado, dado que los 
residuales del modelo para la función de autocorrelación simple se asemejan a los 
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residuales de la función de autocorrelación del rio blanco, en donde la media es nula y la 
varianza constante. 
 
Todos los valores de p para la prueba Ljung-Box están por encima de 0.05, lo que nos 
indica que los datos son independientes. Por lo que sugiere que estaríamos ante el 
MODELO 2 ÓPTIMO. 
 
 
 
Fase 3.2. Modelo de Suavizamiento Exponencial 
Modelo General de Holt Winters: 
𝑌𝑡+1 = (𝑎𝑡 + 𝑇. 𝑏𝑡)  + 𝐹𝑡 + 𝑇 − 𝑃 
Modelo estimado de Suavización Exponencial, según la cantidad de las naves de 
banderas extranjeras recepcionadas en los puertos del Perú, 2011-2018: 
Holt-Winters Aditivo Estacional 
Modelo estimado Holt-Winters Aditivo Estacional, según la cantidad de naves 
recepcionadas en los puertos del Perú, 2011 – 2018: 
 
MODELO 3 
Parámetros determinados en este modelo, 𝛼 = 0.1104, 𝛽 = 0.0482 y, 𝛾 = 0.3982 
 
Figura 4. 4. Modelo 3 
Fuente: Elaboración propia a partir de los reportes de estadística (APN, 2011-2018) 
 
 
Modelo 3 estimado Holt Winters - Aditivo: 
Usando la notación de Holt Winters – Aditivo, el modelo ajustado se puede escribir como: 
𝒀𝒕+𝟏 = (𝟑𝟒𝟏. 𝟖𝟐𝟕𝟐 + 𝟎. 𝟑𝟎𝟐𝟖𝟖 𝑻)𝒕 + 𝑭𝒕 + 𝑻 − 𝑷 
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a = Nivel promedio de naves que ingresan a puertos peruanos; b = Tendencia, F = Factor 
de estacionalidad; t = Período actual; T = Número de períodos en adelante que se desea 
proyectar. 
Error cuadrático medio del Modelo 3 
𝒆𝒄𝒎𝟑 = 13.5727 
 
Gráfico 4. 13. Serie de tiempo del Modelo 3 – Holt-Winters con parámetros, 𝛼 = 0.1104, 𝛽 =
0.0482 y, 𝛾 = 0.3982 
Fuente: Elaboración propia a partir de los reportes de estadística (APN, 2011-2018) 
 
En el Gráfico 4.13 la serie de tiempo original sobre la cantidad de naves recepcionadas en 
puertos peruanos se encuentra de color azul y siendo de color rojo la serie ajustada 
mediante el modelo 3.  
Se puede observar que la serie ajustada se asemeja a la serie original, por lo que podríamos 
estar frente a un posible MODELO ÓPTIMO. 
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MODELO 4  
Parámetros determinados en este modelo, 𝛼 = 0.1, 𝛽 = 0.7 y, 𝛾 = 0.2 
 
Figura 4. 5. Modelo 4 
Fuente: Elaboración propia a partir de los reportes de estadística (APN, 2011-2018) 
 
 
Modelo 4 estimado Holt Winters - Aditivo: 
𝒀𝒕+𝟏 = (𝟑𝟒𝟑. 𝟏𝟔𝟔𝟑 − 𝟎. 𝟕𝟕𝟓𝟖 𝑻)𝒕 + 𝑭𝒕 + 𝑻 − 𝑷 
Error cuadrático medio del Modelo 4: 
𝒆𝒄𝒎𝟒 = 22.98914 
 
 
Gráfico 4. 14. Serie de tiempo del Modelo 4 – Holt-Winters con parámetros, 𝛼 = 0.1, 𝛽 = 0.7y, 
𝛾 = 0.2 
Fuente: Elaboración propia a partir de los reportes de estadística (APN, 2011-2018) 
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Según en el Gráfico 4.14 la serie de tiempo original sobre la cantidad de naves 
recepcionadas en puertos peruanos se encuentra de color azul y siendo de color rojo la 
serie ajustada mediante el modelo 4. Se puede observar que la serie ajustada se asemeja a 
la serie original, por lo que podríamos estar frente a un posible MODELO ÓPTIMO. No 
obstante, el modelo 3 presenta mejor exactitud.  
Fase 3.3. Modelo de Regresión con Variables Estacionales Dummy 
Modelo estimado modelo de regresión con variables estacionales DUMMY, según la 
cantidad de naves recepcionadas en los puertos del Perú, 2011 – 2018: 
 Modelo General: 
Y= 𝜷𝟎 + 𝜷𝟏𝒒𝟏 + 𝜷𝟐𝒒𝟐 + 𝜷𝟑𝒒𝟑 + 𝜺𝒊     
 
 
Figura 4. 6. Modelo 5 
Fuente: Elaboración propia a partir de los reportes de estadística (APN, 2011-2018) 
 
 
Modelo 5 de Regresión con variables estacionales DUMMY 
𝒀𝒕+𝟏 =  𝟑𝟓𝟕. 𝟑𝟕𝟓 − 𝟐𝟏. 𝟏𝟐𝟓 𝜷𝟏 − 𝟒𝟑. 𝟕𝟓𝟎 𝜷𝟐 − 𝟐𝟎 𝜷𝟑 − 𝟑𝟓 𝜷𝟒 − 𝟏𝟎. 𝟏𝟐𝟓 𝜷𝟓 − 𝟏𝟖. 𝟔𝟐𝟓 𝜷𝟔
− 𝟏𝟑. 𝟑𝟕𝟓 𝜷𝟕 − 𝟏𝟗, 𝟓 𝜷𝟖 − 𝟑𝟑. 𝟓 𝜷𝟗 + 𝟐. 𝟏𝟐𝟓 𝜷𝟏𝟎 − 𝟏𝟒. 𝟏𝟐𝟓 𝜷𝟏𝟏  
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Error cuadrático medio del Modelo 5 
𝒆𝒄𝒎𝟓 = 16.5533 
 
 
 
 
 
Fase 4: Validación 
Se analiza el ajuste entre el modelo y los datos, encontrando el error-cuadrático medio, de 
este se elige el valor menor que sería el Modelo óptimo a trabajar. 
 
Tabla 4. 4. Comparación de errores de los modelos estimados de los Puertos de Perú 
MODELOS 
Error Cuadrático 
Medio 
Error 
Relativo 
PFA PTFA 
Wt = −0.5885 Wt−1 − 0.2199Wt−2
+ εt 
23.4876 0.055 0.6667 0.0029 
Wt = 337.1666 +  0.4374Wt−1 + εt 23.4885 0.0583 0.4167 0.003 
Yt+1 =  (341.8272 + 0.30288 T)t 
+ Ft + T − P 
13.5727 0.0376 0.5 0.0031 
Yt+1 =  (343.1663 − 0.7758 T)t 
+ Ft + T − P 
22.9891 0.0503 0.4167 0.0031 
Yt+1 =  357.375 − 21.125 β1
− 43.750 β2 − 20 β3
− 35 β4 − 10.125 β5
− 18.625 β6
− 13.375 β7
− 19,5 β8 − 33.5 β9
+ 2.125 β10
− 14.125 β11 
16.5533 0.0377 0.5 0.0031 
Fuente: Elaboración propia a partir de los reportes de estadística (APN, 2011-2018) 
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Gráfico 4. 15. Comparación de errores de los modelos estimados de los Puertos de Perú 
Fuente: Elaboración propia a partir de los reportes de estadística (APN, 2011-2018) 
 
Figura 4. 7. Comparación de errores de los modelos estimados de los puertos del Perú 
Fuente: Elaboración propia a partir de los reportes de estadística (APN, 2011-2018) 
 
 
 
Comparando los errores cuadráticos medios de los cinco modelos, se escoge el menor valor, 
siendo en este caso el tercer modelo óptimo para pronosticar la cantidad de naves 
recepcionadas en los puertos del Perú dentro del pedido 2011 al 2018. 
Además, en la Figura 4.7 tenemos los errores relativos, porcentaje de fallos hacia arriba y 
porcentajes totales hacia abajo. 
 
Fase 5: Realización de pronóstico con el Modelo 
Una vez identificado el modelo óptimo se puede realizar el pronóstico de la cantidad de 
naves que vienen de puertos extranjeros y que son recepcionadas en los puertos del Perú 
para el periodo 2019 – 2021, en este caso el modelo óptimo es Holt-Winters Modelo 
Aditivo 𝑌𝑡+1 = (341.8272 + 0.30288 𝑇)𝑡 + 𝐹𝑡 + 𝑇 − 𝑃 , 𝛼 = 0.1104 , 𝛽 = 0.0481 , y                     
𝛾 = 0.3982 
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Figura 4. 8. Predicción de naves recepcionadas en los puertos del Perú 
Fuente: Elaboración propia a partir de los reportes de estadística (APN, 2011-2018) 
 
 
Tabla 4. 5. Predicción de naves recepcionadas en los puertos del Perú 
AÑO/ 
MES 
E F M A M J J A S O N D 
2019 356 324 346 331 360 360 348 353 339 369 353 377 
2020 360 328 350 335 364 364 352 357 342 372 357 381 
2021 363 332 353 338 367 368 355 361 346 376 360 384 
Fuente: Elaboración propia a partir de los reportes de estadística (APN, 2011-2018) 
 
Gráfico 4. 16. Serie de tiempo original y su predicción 
Fuente: Elaboración propia a partir de los reportes de estadística (APN, 2011-2018) 
 
Se presenta el Gráfico 4.16 de la serie de tiempo original de la cantidad de naves, a su vez 
tenemos la predicción la cantidad de naves recepcionadas en los puertos del Perú dentro 
del periodo del 2011 al 2018, junto a sus valores de intervalos estimados predichos. 
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4.2. DISCUSIÓN 
 
En esta parte estimamos los tres modelo: Modelo Autorregresivo Integrado de Promedios 
Móviles (ARIMA), Modelo de Suavizamiento Exponencial y Modelo de Regresión con 
variables estacionales DUMMY por puertos del Perú: Bayóvar, Callao, Ilo, Iquitos, Paita, 
Pisco, Salaverry, San Nicolás y Talara, esto para poder identificar individualmente su 
modelo optimo, de esta contrastamos la coincidencia con el modelo general ya 
seleccionado. 
 
Puerto de Bayóvar 
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Gráfico 4. 17. Serie de tiempo del Puerto de Bayóvar 
Fuente: Elaboración propia a partir de los reportes de estadística (APN, 2011-2018) 
 
 
Comparación de errores para obtener el modelo óptimo de series de tiempo para el puerto 
de Bayóvar: 
 
Figura 4. 9. Comparación de errores de los modelos estimados del puerto Bayóvar 
Fuente: Elaboración propia a partir de los reportes de estadística (APN, 2011-2018) 
 
Modelo 3 seleccionado: Holt-Winters – Aditivo  𝜶 = 𝟎. 𝟏𝟏𝟑𝟏 , 𝜷 = 𝟎 𝒚 𝜸 = 𝟎. 𝟒𝟑𝟓𝟒 
𝒀𝒕+𝟏 = (𝟔. 𝟏𝟒𝟔𝟓𝟔 − 𝟎. 𝟎𝟒𝟓𝟔 𝑻)𝒕 + 𝑭𝒕 + 𝑻 − 𝑷 
Puerto de Callao 
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Gráfico 4. 18. Serie de tiempo del puerto de Callao 
Fuente: Elaboración propia a partir de los reportes de estadística (APN, 2011-2018) 
 
Comparación de errores para obtener el modelo óptimo de series de tiempo para el puerto 
de Callao: 
 
Figura 4. 10. Comparación de errores de los modelos estimados del puerto Callao 
Fuente: Elaboración propia a partir de los reportes de estadística (APN, 2011-2018) 
 
Modelo 3 seleccionado: Holt-Winters - Aditivo 𝜶 = 𝟎. 𝟏𝟒𝟐𝟖 , 𝜷 = 𝟎. 𝟎𝟐𝟕 𝒚 𝜸 =
𝟎. 𝟑𝟗𝟔𝟕 
𝒀𝒕+𝟏 = (𝟐𝟑𝟑. 𝟓𝟐𝟑 − 𝟎. 𝟏𝟔𝟖𝟑 𝑻)𝒕 + 𝑭𝒕 + 𝑻 − 𝑷 
 
 
 
 
 
 
 
 
Puerto de Ilo 
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Gráfico 4. 19. Serie de tiempo del puerto de Ilo 
Fuente: Elaboración propia a partir de los reportes de estadística (APN, 2011-2018) 
 
 
Comparación de errores para obtener el modelo óptimo de series de tiempo para el puerto 
de Ilo: 
 
Figura 4. 11. Comparación de errores de los modelos estimados del puerto Ilo 
Fuente: Elaboración propia a partir de los reportes de estadística (APN, 2011-2018) 
 
Modelo 3 seleccionado: Holt-Winters - Aditivo 𝜶 = 𝟎. 𝟏𝟏𝟓𝟑 , 𝜷 = 𝟎 𝒚 𝜸 = 𝟎. 𝟐𝟓𝟖𝟖 
𝒀𝒕+𝟏 = (𝟏𝟑. 𝟐𝟒𝟑𝟏 + 𝟎. 𝟎𝟒𝟐𝟒 𝑻)𝒕 + 𝑭𝒕 + 𝑻 − 𝑷 
 
 
 
 
 
 
 
Puerto de Iquitos 
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Gráfico 4. 20. Serie de tiempo del puerto de Iquitos 
Fuente: Elaboración propia a partir de los reportes de estadística (APN, 2011-2018) 
 
 
Comparación de errores para obtener el modelo óptimo de series de tiempo para el puerto 
de Iquitos: 
 
Figura 4. 12. Comparación de errores de los modelos estimados del puerto Iquitos 
Fuente: Elaboración propia a partir de los reportes de estadística (APN, 2011-2018) 
 
Modelo 3 seleccionado: Holt-Winters - Aditivo 𝜶 = 𝟎. 𝟏𝟒𝟎𝟕 , 𝜷 = 𝟎. 𝟎𝟒𝟎𝟐 𝒚 𝜸 =
𝟎. 𝟒𝟏𝟖𝟗 
𝒀𝒕+𝟏 = (𝟒. 𝟑𝟏𝟒𝟓 − 𝟎. 𝟎𝟐𝟔𝟑 𝑻)𝒕 + 𝑭𝒕 + 𝑻 − 𝑷 
 
 
 
 
 
 
 
 
 
 
 
 
Puerto de Paita 
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Gráfico 4. 21. Serie de tiempo del puerto de Paita 
Fuente: Elaboración propia a partir de los reportes de estadística (APN, 2011-2018) 
 
 
Comparación de errores para obtener el modelo óptimo de series de tiempo para el puerto 
de Paita: 
 
Figura 4. 13. Comparación de errores de los modelos estimados del puerto Paita 
Fuente: Elaboración propia a partir de los reportes de estadística (APN, 2011-2018) 
 
Modelo 3 seleccionado: Holt-Winters - Aditivo 𝜶 = 𝟎. 𝟎𝟔𝟑 , 𝜷 = 𝟎 𝒚 𝜸 = 𝟎. 𝟓𝟗𝟑𝟐 
𝒀𝒕+𝟏 =  (𝟑𝟐. 𝟔𝟓𝟔 + 𝟎. 𝟏𝟎𝟗 𝑻)𝒕 + 𝑭𝒕 + 𝑻 − 𝑷 
 
 
 
 
 
 
 
Puerto de Pisco 
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Gráfico 4. 22. Serie de tiempo del puerto de Pisco 
Fuente: Elaboración propia a partir de los reportes de estadística (APN, 2011-2018) 
 
 
Comparación de errores para obtener el modelo óptimo de series de tiempo para el puerto 
de Pisco: 
 
Figura 4. 14. Comparación de errores de los modelos estimados del puerto Pisco 
Fuente: Elaboración propia a partir de los reportes de estadística (APN, 2011-2018) 
 
Modelo 5 seleccionado: Modelo de Regresión con variables estacionales DUMMY 
𝒀𝒕+𝟏 =  𝟏𝟐. 𝟐𝟓 − 𝟎. 𝟐𝟓 𝜷𝟏 + 𝟎. 𝟏𝟐𝟓 𝜷𝟐 + 𝟏. 𝟑𝟕𝟓 𝜷𝟑 + 𝟎. 𝟑𝟕𝟓 𝜷𝟒 + 𝟎. 𝟐𝟓 𝜷𝟓 − 𝟎. 𝟐𝟓𝜷𝟔
− 𝟏. 𝟕𝟓𝜷𝟕 − 𝟎. 𝟖𝟕𝟓 𝜷𝟖 − 𝟎. 𝟕𝟓 𝜷𝟗 + 𝟏. 𝟕𝟓 𝜷𝟏𝟎 − 𝟎. 𝟐𝟓 𝜷𝟏𝟏  
 
 
 
 
 
Puerto de Salaverry 
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Gráfico 4. 23. Serie de tiempo del puerto de Salaverry 
Fuente: Elaboración propia a partir de los reportes de estadística (APN, 2011-2018) 
 
Comparación de errores para obtener el modelo óptimo de series de tiempo para el puerto 
de Salaverry: 
 
Figura 4. 15. Comparación de errores de los modelos estimados del puerto Salaverry 
Fuente: Elaboración propia a partir de los reportes de estadística (APN, 2011-2018) 
 
Modelo 3 seleccionado: Holt-Winters - Aditivo 𝜶 = 𝟎. 𝟎𝟓𝟕 , 𝜷 = 𝟎. 𝟑𝟏𝟑𝟔 𝒚 𝜸 =
𝟎. 𝟐𝟎𝟔𝟓 
𝒀𝒕+𝟏 = (𝟖. 𝟒𝟑𝟕𝟗 + 𝟎. 𝟎𝟎𝟑𝟖 𝑻)𝒕 + 𝑭𝒕 + 𝑻 − 𝑷 
 
 
 
 
 
Puerto de San Nicolás  
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Gráfico 4. 24. Serie de tiempo del puerto de San Nicolás 
Fuente: Elaboración propia a partir de los reportes de estadística (APN, 2011-2018) 
 
Comparación de errores para obtener el modelo óptimo de series de tiempo para el puerto 
de San Nicolás: 
 
Figura 4. 16. Comparación de errores de los modelos estimados del puerto San Nicolás 
Fuente: Elaboración propia a partir de los reportes de estadística (APN, 2011-2018) 
 
Modelo 3 seleccionado: Holt-Winters - Aditivo 𝜶 = 𝟎. 𝟎𝟎𝟐𝟐 , 𝜷 = 𝟎. 𝟖𝟕𝟑𝟕 𝒚 𝜸 =
𝟎. 𝟑𝟎𝟐𝟓 
𝒀𝒕+𝟏 = (𝟕. 𝟏𝟏𝟓𝟒 + 𝟎. 𝟎𝟒𝟑𝟒 𝑻)𝒕 + 𝑭𝒕 + 𝑻 − 𝑷 
 
 
 
 
 
 
Puerto de Talara 
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Gráfico 4. 25. Serie de tiempo del puerto de Talara 
Fuente: Elaboración propia a partir de los reportes de estadística (APN, 2011-2018) 
 
Comparación de errores para obtener el modelo óptimo de series de tiempo para el puerto 
de Talara: 
 
Figura 4. 17. Comparación de errores de los modelos estimados del puerto Talara 
Fuente: Elaboración propia a partir de los reportes de estadística (APN, 2011-2018) 
 
Modelo 3 seleccionado: Holt-Winters - Aditivo 𝜶 = 𝟎. 𝟏𝟕𝟓 , 𝜷 = 𝟎. 𝟏𝟎𝟐𝟕 𝒚 𝜸 =
𝟎. 𝟏𝟗𝟑𝟖 
𝒀𝒕+𝟏 = (𝟒. 𝟒𝟒𝟖𝟖 + 𝟎. 𝟎𝟔𝟓𝟖 𝑻)𝒕 + 𝑭𝒕 + 𝑻 − 𝑷 
 
Se puede apreciar que en la Figura 4.12, solo en este caso se obtuvo como modelo óptimo 
el Modelo 5 de Regresión con variables estacionales DUMMY, para pronosticar la 
cantidad de naves procedentes de puertos extranjeros recibidos en el puerto de Pisco. 
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CONCLUSIONES 
 
Se estimaron estos modelos: el Modelo Autorregresivo Integrado de Promedios Móviles 
(ARIMA), Modelo de Suavizamiento Exponencial y Modelo de Regresión con variables 
estacionales DUMMY, y mediante estos se obtuvieron 5 (cinco) modelos con: 
 
Modelo 1: 𝑊𝑡 = −0.5885 𝑊𝑡−1 − 0.2199𝑊𝑡−2 + 𝜀𝑡  
Modelo 2: 𝑊𝑡 = 337.1666 +  0.4374𝑊𝑡−1 + 𝜀𝑡  
Modelo 3: 𝑌𝑡+1 = (341.8272 + 0.30288 𝑇)𝑡 + 𝐹𝑡 + 𝑇 − 𝑃  
Modelo 4: 𝑌𝑡+1 = (343.1663 − 0.7758 𝑇)𝑡 + 𝐹𝑡 + 𝑇 − 𝑃   
Modelo 5: Yt+1 =  357.375 − 21.125 𝛽1 − 43.750 𝛽2 − 20 𝛽3 − 35 𝛽4 − 10.125 𝛽5 −
                     18.625 𝛽6 − 13.375 𝛽7 − 19,5 𝛽8 − 33.5 𝛽9 + 2.125 𝛽10 − 14.125 𝛽11  
 
A raíz de estos modelos se obtiene los Errores Cuadráticos Medios: 𝑒𝑐𝑚1 = 23.4876 ; 
𝑒𝑐𝑚2 = 23.4885 ; 𝑒𝑐𝑚3 = 13.5727 ; 𝑒𝑐𝑚4 = 22.9891 y 𝑒𝑐𝑚5 = 16.5533. 
Se determina que el Modelo óptimo de serie de tiempo para pronosticar la cantidad de 
naves recepcionadas en los puertos del Perú, 2011 – 2018,  modelo 3 Holt-Winters Modelo 
Aditivo: 𝑌𝑡+1 = (341.8272 + 0.30288 𝑇)𝑡 + 𝐹𝑡 + 𝑇 − 𝑃  , con los parámetros 𝛼 =
0.1102, 𝛽 = 0.0481, y 𝛾 = 0.4021. Por ende, se acepta la hipótesis donde se afirma que 
el modelo de suavización exponencial es el óptimo.  
Se concluye que entre los años 2011 hasta el 2018, la cantidad de naves no ha variado lo 
suficiente, de manera creciente, manteniéndose entre sus rangos. Asimismo, se pronostica 
leves incrementos para los años 2019 hasta el 2021. 
Además, como dato adicional se puede deducir que no existe una dependencia 
suficientemente entre la cantidad naves provenientes de puerto extranjeros recepcionadas 
en los puertos del Perú y la disminución de la tasa a cancelar por movimiento de recepción 
y despacho de naves. 
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RECOMENDACIONES  
 
Se recomienda seguir fortaleciendo las competencias entre los distintos puertos del Perú, 
de esta manera garantizamos las buenas relaciones, comunicaciones y comercializaciones 
entre los demás países del mundo. Asegurando así un bienestar colectivo, logrando 
aumentar paulatinamente los movimientos de naves producidos en puertos peruanos. 
Conjuntamente se debe mantener de manera estable o se debería  incrementar la tasa a 
cancelar por movimiento de naves, es decir, para su recepción y despacho, dado que 
cantidad de naves procedentes de puertos extranjeros recepcionadas en puertos del Perú, no 
presentan dependencia, por lo cual, al incrementar la tasa a cancelar sería un beneficio, 
puesto que produciría posibles incrementos en la economía del Perú. 
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ANEXOS 
 
Programación en R para obtener el modelo óptimo de serie de tiempo para pronosticar                       
la cantidad de naves recepcionadas en los puertos de Perú, 2011 al 2018. 
 
ANEXO 1 
 
Test de Normalidad 
plot(diff(dseriet, type = "l"),col="green") 
hist(diff(dseriet),col="red",labels = TRUE,ylim = c(0,30),xlim = c(-60,60)) 
 
hist(diff(dseriet),prob = T,col="green") 
 
hist(diff(dseriet), prob = T, ylim = c(0,0.015), col= "green") 
lines(density(diff(dseriet)),lwd= 2) 
mu<-mean(diff(dseriet))     
sigma<-sd(diff(dseriet)) 
x<-seq(-60,60, length =1000) 
y<-dnorm(x,mu,sigma) 
lines(x, y, lwd =2, col="blue") 
 
 
Función del Error Relativo 
ER<-function(Pron,Real){ 
  return(sum(abs(Pron-Real))/abs(sum(Real))) 
} 
 
 
Función del Error Cuadrático Medio 
ECM<-function(Pred,Real){ 
  N<-length(Real) 
  ss<-sum((Real-Pred)^2) 
  return((1/N)*ss) 
} 
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Función del porcentaje de fallos hacia arriba 
PFA<-function(Pron,Real){ 
  total<-0 
  N<-length(Pron) 
  for (i in 1:N) { 
    if(Pron[i]>=Real[i]) 
      total<-total+1 
  } 
  return(total/N) 
} 
 
 
Función de porcentajes totales hacia abajo 
PTFA<-function(Pron,Real){ 
  total<-0 
  SReal<-0 
  N<-length(Pron) 
  for (i in 1:N) { 
    if(Pron[i]>=Real[i]){ 
      total<-total+(Pron[i]>=Real[i]) 
      SReal<-SReal+abs(Real[i]) 
    } 
  } 
  if(total==0) 
    SReal=1 
  return(total/SReal) 
} 
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ANEXO 2 
 
Serie de tiempo original 
dseriet<-ts(cantidad, start = c(2011,1),freq=12) 
dseriet 
plot(dseriet, type = "l",xlab = "TIEMPO", ylab = "cantidad final", main = "DATA 
FINAL",col="blue") 
 
 
Ahora partimos la serie "dseriet" en dos partes 
dseriet.aprende<-dseriet[1:84] 
dseriet.aprende<-ts(dseriet.aprende,start = 2011,freq = 12)  
dseriet.test<-dseriet[85:96] 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
75 
 
 
ANEXO 3: Modelo 1 – ARIMA (2, 1,0) 
 
Se aplica diferencia para estacionarizar la serie 
serie = diff(dseriet, differences=1) 
plot(serie, type = "l",xlab = "TIEMPO", ylab = "cantidad final", main = "DATA 
FINAL",col="blue") 
st.1<- filter(serie, filter = rep(1/3,3)) 
lines(st.1, col="red") 
 
El correlograma: funciones Autocorrelación (FAC) y Autocorrelación Parcial (FACP) 
x11() 
par(mfrow=c(2,1), +.1) 
acf(ts(dseriet,frequency = 1),36) 
pacf(ts(dseriet,frequency = 1),36) 
 
Modelo estimado 
modelo1<- arima(dseriet.aprende, order = c(2,1,0)) 
modelo1 
 
fit<-arima(dseriet.aprende,order = c(2,1,0),seasonal = list(order = c(0,0,0),period =12)) 
LH.pred<-predict(fit,n.ahead = 12) 
LH.pred 
 
er1<-ER(LH.pred$pred,dseriet.test) 
er1 
 
pfa1<-PFA(LH.pred$pred,dseriet.test) 
pfa1 
 
ptfa1<-PTFA(LH.pred$pred,dseriet.test) 
ptfa 
 
ecm1<-sqrt(ECM(LH.pred$pred,dseriet.test)) 
ecm1 
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error1<-c(er1,pfa1,ptfa1,ecm1) 
error1 
 
Diagnóstico del Modelo 1 (Esto solo función con modelo ARIMA) 
 
x11() 
tsdiag(modelo1) 
pronostico<- predict(modelo1,12) 
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ANEXO 4: Modelo 2 – SARIMA (0, 0,0) (1, 0,0) 
 
library(forecast) 
 
Se aplica auto ARIMA – Modelo 2 
modelo2<-auto.arima(dseriet.aprende) 
modelo2 
 
fit<-arima(dseriet.aprende,order = c(0,0,0),seasonal = list(order = c(1,0,0),period =12)) 
LH.pred<-predict(fit,n.ahead = 12) 
LH.pred 
 
er2<-ER(LH.pred$pred,dseriet.test) 
er2 
 
pfa2<-PFA(LH.pred$pred,dseriet.test) 
pfa2 
 
ptfa2<-PTFA(LH.pred$pred,dseriet.test) 
ptfa2 
 
ecm2<-sqrt(ECM(LH.pred$pred,dseriet.test)) 
ecm2 
error2<-c(er2,pfa2,ptfa2,ecm2) 
error2 
x11() 
tsdiag(modelo2) 
pronostico<- predict(modelo2,12) 
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ANEXO 5: Modelo 3 – Holt Winters Aditivo 
 
modelo3<-HoltWinters(dseriet) 
modelo3 
plot(modelo3, type = "l",xlab = "TIEMPO", ylab = "cantidad final", main = "DATA 
FINAL",col="blue") 
 
res3<-predict(modelo3,n.ahead = 12) 
res3 
 
er3<-ER(res3,dseriet.test) 
er3 
 
pfa2<-PFA(res3,dseriet.test) 
pfa2 
 
ptfa3<-PTFA(res3,dseriet.test) 
ptfa3 
 
ecm3<-sqrt(ECM(res3,dseriet.test)) 
ecm3 
 
error3<-c(er5,pfa5,ptfa5,ecm5) 
error3 
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ANEXO 6: Modelo 4 – Holt Winters Aditivo 
 
modelo4<-HoltWinters(dseriet.aprende,alpha = 0.1,beta = 0.7,gamma = 0.2) 
modelo4 
plot(modelo4) 
plot(fitted(modelo4)) 
plot(modelo4, type = "l",xlab = "TIEMPO", ylab = "cantidad final", main = "DATA 
FINAL",col="blue") 
 
res4<-predict(modelo4,n.ahead = 12) 
res 
 
er4<-ER(res4,dseriet.test) 
er4 
 
pfa4<-PFA(res4,dseriet.test) 
pfa4 
 
ptfa4<-PTFA(res4,dseriet.test) 
ptfa4 
 
ecm4<-sqrt(ECM(res4,dseriet.test)) 
ecm4 
 
error4<-c(er4,pfa4,ptfa4,ecm4) 
error4 
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ANEXO 7: Modelo 5 – Modelo de Regresión con Variables Estacionales Dummy 
 
dseriet<-ts(naves, start = c(2011,1),freq=12) 
dseriet 
var1<-DATA_FINAL$D1 
var2<-DATA_FINAL$D2 
var3<-DATA_FINAL$D3 
var4<-DATA_FINAL$D4 
var5<-DATA_FINAL$D5 
var6<-DATA_FINAL$D6 
var7<-DATA_FINAL$D7 
var8<-DATA_FINAL$D8 
var9<-DATA_FINAL$D9 
var10<-DATA_FINAL$D10 
var11<-DATA_FINAL$D11 
var12<-DATA_FINAL$D12 
 
library(tidyverse) 
modelo5<-lm(naves~var1+var2+var3+var4+var5+var5+var6+var7+var8+var9+var10+ 
var11+var12,DATA_FINAL) 
modelo5 
 
er5<-ER(res5,naves) 
er5 
 
pfa5<-PFA(res5,naves) 
pfa5 
 
ptfa5<-PTFA(res5,naves) 
ptfa5 
 
ecm5<-sqrt(ECM(res5,naves)) 
ecm5 
 
error5<-c(er5,pfa5,ptfa5,ecm5) 
error5 
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ANEXO 8: Selección de modelo óptimo 
 
Selección de modelo óptimo 
 
errores<-rbind(error3,error1,error5) 
errores 
 
rownames(errores)<-c("Modelo 3: Holt-Winters - Aditivo", "Modelo 1: ARIMA", 
"Modelo 5: DUMMY") 
colnames(errores)<-c("Error Relativo",  "PFA", "PTFA", "Error Cuadratico Medio") 
errores<-as.data.frame(errores) 
maximos<-apply(errores,2,max) 
minimos<-apply(errores,2,min) 
errores<-rbind(minimos,errores) 
errores<-rbind(maximos,errores) 
errores 
 
library(fmsb) 
 
radarchart(errores,maxmin = TRUE,axistype = 4,axislabcol = "slategray4",centerzero = 
FALSE, 
           seg = 8,cglcol = "gray67",pcol = c("green","blue","red"),plty = 1,plwd = 3, 
           title = "comparacion de errores") 
legenda<-legend(1.5,1,legend = c("Modelo 3","Modelo 1","Modelo 5"), 
                seg.len = -1.4,title = "Errores",pch = 21,bty = "n",lwd = 3,y.intersp = 1, 
                horiz = FALSE,col = c("green","blue","red")) 
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ANEXO 9: Predicción del modelo óptimo 
 
 
library(dygraphs) 
 
Predicción del Modelo 3 
 
res3<-predict(modelo3,n.ahead = 36) 
res3 
 
Gráfica de predicción del Modelo 3 
 
res3<-HoltWinters(dseriet) 
p<-predict(res3,n.ahead = 24,prediction.interval = TRUE) 
all<-cbind(dseriet,p) 
dygraph(all,"cantidad final")%>% 
  dySeries("dseriet",label = "Actual")%>% 
  dySeries(c("p.lwr","p.fit","p.upr"),label = "Prediccion") 
