Abstract. This paper presents new classes of tree automata combining automata with equality test and automata modulo equational theories. We believe that these classes have a good potential for application in e.g. software verification. These tree automata are obtained by extending the standard Horn clause representations with equational conditions and rewrite systems. We show in particular that a generalized membership problem (extending the emptiness problem) is decidable by proving that the saturation of tree automata presentations with suitable paramodulation strategies terminates. Alternatively our results can be viewed as new decidable classes of first-order formula.
Introduction
Combining tree automata and term rewriting systems (TRS) has been successful in domains like automated theorem proving [6] and verification of infinite state systems e.g. [12, 18, 16] .
A problem with such approaches is to extend the decidability results on tree automata languages to equivalence classes of terms modulo an equational theory. Some authors, e.g. [25, 20] , have investigated the problem of emptiness decision for tree automata modulo specific equational theories, e.g. A, AC, ACU. . . Moreover, it is also shown in [20] that emptiness is decidable for any linear equational theory, and results about regularity preservation under rewriting have been established for several general classes of TRS (see e.g. [ 
22] § 2.3).
Another important difficulty stems from the non linear variables (variables with multiple occurrences) in the rewrite rules, which impose in general some over-approximations of the rewrite relation. Tree automata with constraints have been proposed earlier in order to deal with non-linear rewrite systems (see [6] ). They are an extension of classical tree recognizers where syntactic equality and disequality tests between subterms are performed during the automata computations. The emptiness of the recognized language is undecidable without restriction, and two remarkable subclasses with decidable emptiness problem are tree automata with equality and disequality constraints restricted to brother positions of [3] and the reduction automata of [7] . This second class captures in particular languages of terms (ir)reducible by non linear rewrite systems.
Following [11] , it is classical to represent tree automata by Horn clause sets. In this setting, a recognized language is defined as a least Herbrand model and it is possible to use classical first-order theorem proving techniques in order to establish decision results [25, 13] .
In this paper, we follow this approach in order to unify the two problems mentioned above: we show how techniques of basic ordered paramodulation with selection and a variant of splitting without backtracking solve some decision problems on languages of tree automata with equality constraints, transformed by rewriting. More precisely, we show that the so called Generalized Membership Problem, GMP (whether there exists a ground instance of a given term in a given language) is decidable by saturation with a standard calculus presented in Section 3. Note that GMP generalizes the emptiness problem. Alternatively our results can be viewed as new decidable classes of first-order formula. Both classes of standard tree automata (TA) and tree automata with equality constraints generalizing those of [7] , where the equality tests are presented by arbitrary equations (TAD), are studied in these settings, as well as their respective generalisation modulo an equational theory E presented as a convergent term rewriting system (monadic TRS in the case of TA and restricted collapsing TRS in the case of TAD). The decision results are presented as follows in the paper:
The last result (lower right corner of the table) is to our knowledge one of the first decision results (after [14] ) concerning tree automata with equality constraints modulo equational theories. We show that emptiness is undecidable for TA extended with non-linear facts, even with only one state. Unlike stated in [7, 6] , we prove also that this problem is undecidable for non-deterministic reduction automata (see Section 5) . Therefore, we have introduced for the definition of TAD a refinement on the restriction for the automata of [7] in order to make GMP decidable. The idea is roughly to bound the number of equality tests that can be performed along a whole computation (and not only along each computation path). The representation of constrained automata as Horn clauses permits us to use state of the art first-order theorem proving techniques to provide an effective (implementable) decision procedure for GMP (hence emptiness), instead of the complicated pumping lemmas used so far which hardly lead to effective algorithms. A key-ingredient for the termination of our saturation-based decision procedure was the application of recently proposed splitting rules.
As illustrated by two examples of authentication protocols (one with recursion) the class of automata of Section 7 permits a sharper modeling of verification problems (avoiding approximation as it is often required with more standard tree automata). A long version of this paper, completed with the proofs in appendix and more example is available in [15] .
Related work.
A comparison with the reduction automata of [7] is detailed in Sections 5 and 7.
The closely related works [18, 13] propose a different extension H 1 of standard TA defined as Horn clause sets for which satisfiability is decidable. In the version [13] of H 1 Horn clauses have a head whose argument is at most of height one and linear (without duplicated variables), or are purely negative (goals). None of the classes TAD and H 1 contains the other. However, H 1 becomes undecidable when allowing variable duplication in the heads. Our TAD class allows this under the previously mentioned restrictions.
Preliminaries
Term algebra. Let F be a signature of function symbols with arity, denoted by lowercase letters f , g. . . and let X be an infinite set of variables. The term algebra is denoted T (F , X ), and T (F ) for ground terms. A term is called linear if every variable occurs at most once in it and sublinear if all its strict subterms are linear. We denote vars(t) as the set of variables occurring in a term t ∈ T (F , X ). A substitution σ is a mapping from X to T (F , X ) such that {x|σ(x) = x}, the support of σ, is a finite set. The application of a substitution σ to a term t is denoted by tσ and is equal to the term t where all variables x have been replaced by the term σ(x). A substitution σ is grounding for t if tσ ∈ T (F ). The positions Pos(t) in a term t are represented as sequence of positive integers (Λ, the empty sequence, denotes the root position). A subterm of t at position p is denoted t| p , and the replacement in t of the subterm at position p by u denoted t[u] p .
Rewriting. We assume standard definitions and notations for TRS [9] .
Clauses. Let P be a finite set of predicate symbols which contains an equality predicate =. The other predicate symbols are denoted by uppercase letter P , Q,. . . and are assumed unary. We shall later use a partition P \ {=} = P 0 P 1 , where P 0 and P 1 are sets of predicate symbols. Let Q be a finite set of nullary predicate symbols disjoint from P and that we call splitting predicates, denoted by lowercase letters q. . . Constrained Horn clauses are constrained disjunctions of literals denoted Γ ⇒ H θ where Γ is a set of negative literals called antecedents, H is a positive literal called head of the clause and the constraint θ is a set of equations between terms of T (F , X ). A clause with a splitting literal as head or with no head at all is called a goal. The constraint is omitted when θ is empty. For the sake of notation, we shall sometimes make no distinction between the constraint and its most general solution (when it exists). When θ is satisfiable, we call the expansion of the above clause the unconstrained clause Γ θ ⇒ Hθ.
Atoms of the form P (s), resp. q, where P ∈ P and s ∈ T (F , X ), resp. q ∈ Q, are represented for uniformity as equations P (s) = true, resp. q = true, where true is a distinguished function symbol (in F ). An atom of the latter form is called nonequational and can be denoted simply P (s), resp. q. We assume in the following that predicate symbols can only occur at the root of the terms that we consider.
Orderings. We assume we are given a precedence ordering on F ∪P ∪Q, and denote by ∼ the relation ∩ and the relation \ ∼. We assume that is total on P 1 and moreover that for all predicates P 0 , P 0 ∈ P 0 , P 1 ∈ P 1 , q ∈ Q and every function symbol f ∈ F, P 0 ∼ P 0 and P 1 P 0 q f . We assume the symbol true to be the minimal one. Assume that P 1 = {P 1 , . . . , P n } with P 1 . . . P n . We call i the index of P i , denoted ind (P i ), and let ind (Q) = 0 for all Q ∈ P 0 . We shall also use the constant ∞ = max(ind (P )|P ∈ P) + 1, which is bigger than the index of every predicate in P 1 .
We assume a reduction ordering lpo [9] on T (F ∪ P ∪ Q, X ) total on ground terms, defined as a lexicographic path ordering. This ordering is extended to literals as in [2] , see [15] , Appendix A, for complete definitions.
Tree Automata. Tree automata are finite state recognizers of ground terms. We consider here a definitionà la Frühwirth et al [11] of tree automata as finite sets of Horn clauses on P and F with equality. Every non-equational predicate symbol occurring in a given tree automaton A is called a state of A. Given a tree automaton A and a state Q ∈ P of A, the language of A in Q, denoted by
L(A, Q), is the set of terms t ∈ T (F ) such that Q(t) is a logical consequence of A.

General Membership Problem (GMP).
We focus on one decision problem, GMP, which generalizes many important problems concerning tree automata (in particular membership and emptiness decision). This problem has been shown decidable in [23] for standard tree automata.
INSTANCE: a tree automaton A, a state Q of A and a term t ∈ T (F , X ), QUESTION: is there a substitution σ grounding for t such that tσ ∈ L(A, Q)?
In particular, when t is a ground term, this problem is equivalent to a membership problem for A: t ∈ L(A, Q)? When t is a variable, it is equivalent to a nonemptiness problem for A: L(A, Q) = ∅?
Lemma 1. GMP is satisfied by A, Q and t iff A ∪ {Q(t) ⇒ } is inconsistent.
Basic Ordered Paramodulation with Selection
We shall establish the decidability of GMP for several classes of tree automata (with equations), using techniques of saturation under paramodulation, based on Lemma 1 and the calculus described in this section.
Basic Ordered Paramodulation with Selection.
The following set of inference rules, parametrized by a reduction ordering , which we assume total on ground terms, and a selection function which assigns to each clause a set of selected negative literals 1 , forms a sound and refutationally complete (i.e.
for every unsatisfiable set of clauses the inference system will generate, with a fair strategy, the empty clause) calculus for Horn clauses called basic ordered paramodulation with selection [2, 19] .
The conditions missing above are: (iii) σ rσ and σ = rσ is strictly maximal
Concerning RP and LP, we shall talk of paramodulation of the first clause (called first premise) into the second clause (second premise). The clause returned by the above inferences is called the conclusion. If after every step the constraints are eagerly propagated in the clauses (i.e. each clause is expanded) the calculus is called ordered paramodulation with selection.
Resolution. The application of LP at the root of non-equational atoms followed by Eq is called basic resolution.
Note that the clause generated by the LP step is deleted, subsumed by the clause generated by the Eq step.
When the non-basic version of LP and Eq are used, this inference is simply called ordered resolution. Note that when the unconstrained part of a clause only contains variables (no function symbols), only the resolution rule applies into this clause, and the clause obtained also contains only variables (i.e. every application of LP is performed at the root position of an atom). Therefore, for the sake of presentation, we shall eagerly apply the constraint when describing the application of R in this case. The application of RP to clauses whose heads are non-equational returns a tautology, and hence this case will be ignored in the following proofs.
Deletion of redundant clauses. We assume that the deletion of tautologies and subsumed clauses (these notions are considered after clause expansion) and the simplification under rewriting by orientable positive equational clauses are applied as in [2] .
Splitting. We shall use ε-splitting [13] , a variant of splitting without backtracking [21] .
where the literals of Γ ∪H are not equational, Bθ is an ε-block, i.e. a set of literals of the form Q 1 (x), . . . , Q n (x), with Q 1 , . . . , Q n ∈ P, x is a variable which does not occur in Γ and H, and where q B ∈ Q is uniquely associated with B, modulo variable renaming.
Note that the above splitting rule replaces a clause by two split clauses. Using this rule eagerly (as soon as possible) preserves correctness and completeness of the calculus. Indeed, since every splitting predicate q B is smaller than any predicate of P, the original clause is redundant (wrt the general redundancy criterion of [2] ) because its reduced instances are implied by smaller reduced instances of the split clauses. Another important point is that the number of splitting literals that can be introduced is bounded. We will assume that the set Q is large enough to cover all ε-blocks.
Standard Tree Automata
The transitions of standard tree automata are classically encoded into Horn clauses of the following form:
where n ≥ 0 (when n = 0, by convention, the set of antecedents of the clause is empty), x 1 ,. . . ,x n are distinct variables and Q 1 , . . . , Q n , Q ∈ P 0 .
Definition 1. A standard bottom-up tree automaton (TA) is a finite set of clauses of type (s).
The language of a TA is called a regular language.
Example 1. The language of the following TA in Q 1 is the set of binary trees with inner nodes labelled by f and leaves labelled by 0 or 1, such that at least a leaf is labeled by 1:
The emptiness and membership problems for TA can be solved in deterministic time, respectively linear and quadratic. GMP for a linear term can be decided by a procedure of the same quadratic time complexity. For a non-linear term, the problem is EXPTIME-complete [10] . We sketch below a slight variation of a DEXPTIME procedure of [13] in our framework, in order to introduce the principles of the proofs in the next sections. It is based on the function sel 1 which selects in a Horn clause Γ ⇒ H θ : every splitting negative literal, if any, and otherwise every non-equational literal Q(t) of Γ such that tθ is not a variable.
Proposition 1 ([13]).
Ordered resolution with selection and ε-splitting saturates the union of a TA and a goal clause P (t) ⇒.
Proof. (sketch, the complete proof may be found in [15] , Appendix B). We show that the saturation of a TA A and the goal P (t) ⇒ under ordered resolution wrt lpo and the selection function sel 1 , with eager application of the εsplit rule of Section 3, produce only clauses of one of the following form (gs), for goal-subterm, or (gf), for goal-flat.
where m, k ≥ 0, s 1 , . . . , s m are subterms of t, P 1 , . . . , P m ∈ P 0 , and q 1 , . . . , q k , q are splitting literals (the q in the head is optional, as indicated by the square brackets). Proof. We reduce in [15] , Appendix C, the halting problem of 2 counter machines to GMP for (s + ).
Tree Automata with Syntactic Equational Constraints
Reduction Automata. The original reduction automata (RA) of [7] can be defined as finite sets of constrained Horn clauses of the following form:
where n > 0, x 1 ,. . . , x n are distinct variables, c is a conjunction of constraints of the form
for some positions p and p (sequences of integers), Q is maximal in {Q, Q 1 , . . . , Q n } (here, we do not assume that the ordering on predicates is total) and it is moreover strictly maximal if c contains at least one equality constraint. An equality constraint as above (resp. disequality constraint) is satisfied by every two ground terms t, t ∈ T (F ) such that p ∈ Pos(t), p ∈ Pos(t ) and t| p = t | p (resp. p ∈ Pos(t), p ∈ Pos(t ) and t| p = t | p ). Given an RA A and a state Q of A, the language L(A, Q) is defined as in page 560 (extending the definition from Horn clause to constrained Horn clauses). The definition of GMP and emptiness problems for RA follow. We prove that the emptiness problem is undecidable for non-deterministic reduction automata, contradicting a claim in [7, 6] .
Proposition 3. The emptiness problem is undecidable for non-deterministic RA.
The proof, a variation of the proof of Proposition 2, is given in [15] , Appendix D.
TAD.
We propose here the definition of a new class of tree automata where the constraints are generalized (compared to [7] ) to equations between arbitrary terms and where the transitions comply to stronger ordering conditions, based on the ordering on states, in order to obtain a decidable GMP. We call below test predicates 3 the elements of P 1 . The constrained transitions of our automata have the following form:
* is a test predicate, and for all i ≤ n, if Q i is a test predicate then Q * Q i . The unconstrained transitions are restricted to clauses of type (s) which contain no more test predicates symbols in their antecedents than in their heads.
where n > 0, x 1 ,. . . ,x n are distinct variables, and either Q 1 , . . . , Q n , Q ∈ P 0 or Q is a test predicate and at most one of Q 1 , . . . , Q n is equal to Q, and the others belong to P 0 .
Definition 2. A tree automaton with equational constraints or TAD is a finite set of clauses of type (t) or (d).
Note that every TA is a particular case of TAD (without test predicates).
Example 2. The language of the following TAD in state Q 2 is the set of stuttering lists of natural numbers build with the symbols cons and empty:
Proposition 4. Ordered paramodulation with selection and ε-splitting saturates the union of a TAD and a goal clause P (t) ⇒.
Proof. (sketch) Let sel 2 be a selection function which generalizes sel 1 , by selecting every equational negative literals, if any, and otherwise is defined just like sel 1 . We consider saturation under ordered paramodulation wrt lpo with selection by sel 2 and ε-splitting.
The principle of the proof of termination (detailed in [15] , Appendix E) is to show that, starting with a TAD A and P (t) ⇒, every step of paramodulation returns either a clause smaller than all its premises (wrt to a well founded ordering ) or a clause of type (gf). Two key points ensure this result. First, because of the selection strategy, equations in clauses of type (d) will be eliminated first, using Eq, before these clauses can be involved in resolution. The type of clauses obtained (when all equations have been eliminated) is called (d + ) and their predicates satisfy the same ordering condition as for (d). Second, thanks to the ordering conditions on predicates for (t) and (d + ) the application of such clauses in resolution makes clauses decrease (wrt ).
Corollary 2. GMP is decidable for TAD.
Tree Automata Modulo Monadic Theories
There have been many works to identify some classes of rewrite systems preserving the regularity of sets of terms, like for instance ground TRS, right-linear monadic TRS, linear semi-monadic TRS. . . (see [22] , Section 2.3 for a summary of some recent results). These results often rely on a procedure of completion of TA wrt some TRS, which adds new TA transitions without adding new states. As observed in [14] , such a TA completion can be simulated by saturation under paramodulation. The next results show that this method is effective (i.e. terminates) in the case of monadic theories. a term g(z 1 , . . . , z k ) for some g ∈ F, k ≥ 0 and some distinct variables z 1 , . . . , z k occurring in . Example 3. The following axiom for integer equality: eq(s(x), s(y)) → eq(x, y) as well as this rule for the elimination of stuttering in lists: cons(x, cons(x, y)) → cons(x, y) are monadic rewrite rules. Sublinear and collapsing rewrite rules permit to describe cryptographic functions [1] , like decryption in a symmetric cryptosystem dec enc(x, y), y → x (the symbols enc and dec stand for encryption and decryption and the variables x and y correspond respectively to the encrypted plaintext and the encryption key), or, in the case of public (asymmetric) key cryptography: adec aenc(x, pub(y)), inv(pub(y)) → x and adec aenc(x, inv(pub(y))), pub(y) → x where inv is an idempotent operator, following the rule inv(inv(y)) → y, which associates to a public encryption key its corresponding private key (for decryption), and conversely. We will also consider below projections on pairs: fst(pair(x, y)) → x and snd(pair(x, y)) → y.
Definition 3. A rewrite rule → r is called sublinear if is sublinear, collapsing if r is either a ground term or a variable, and monadic if r is either a variable occurring in or
We call an equational theory a set of positive clauses of the form:
An equational theory E is called -convergent if for each clause of E, the equation = r is orientable by lpo , i.e. lpo r, and the rewrite system R = { → r ⇒ = r ∈ E and lpo r} is confluent. Moreover, the theory E is called sublinear (resp. collapsing, monadic) if all the rules of R are sublinear (resp. collapsing, monadic).
Definition 4. A tree automaton modulo an equational theory (TAE) is the union of an equational theory and of a finite set of clauses of type (s).
Example 4. The language of the following simple TAE in state Q e is the set of expressions equivalent to non-negative even integers:
If, instead of the above equational theory for successor and predecessor we consider the following monadic equational theory for a partial subtraction on natural numbers: s(x) − s(y) = x − y, x − 0 = x, 0 − x = 0, the language is the set of ground terms equivalent to non-negative even integers.
Proposition 5. Basic ordered paramodulation with selection and ε-splitting. saturates the union of a TAE modulo a -convergent monadic equational theory and a goal clause P (t) ⇒.
Proof. We show the termination of saturation of A∪{P (t) ⇒} under basic ordered paramodulation wrt the ordering lpo and the selection function sel 1 and with eager ε-splitting.
The new situation here is that the right paramodulation RP can be applied to a clause of type (s), using an equation of the equational theory (i.e. of clause of A of type (eq)).
Also, LP with an equational clause (eq) is possible into the initial goal clause P (t) ⇒. We introduce in [15] , Appendix F, a new clause type (l) to characterize the (expansions of) clauses obtained this way, and show by a case analysis that all the clauses obtained during the saturation are of type (l) or of a type (f) which generalizes (gf) (proof of Proposition 1), allowing a head of the form Q(r) where r is either a variable or a linear flat term g(x 1 , . . . , x n ) .
Since the number of clauses of type (l) and (f) is finite, this proves that the saturation of A ∪ {P (t) ⇒} under basic ordered paramodulation terminates.
Note that the expanded form of the above clause Q 1 ( 1 ), . . . , Q n ( n ) ⇒ Q(y) is related to the push clauses of two-automata [25] or selecting theories [24] . We will come back to this remark in Example 7 showing how the approach for protocol verification of this last paper can be carry on by TADE.
Corollary 3. GMP is decidable for TAE modulo a -convergent monadic equational theory.
Tree Automata with Equational Constraints Modulo a Theory
It is shown in [14] that the class of languages of terms recognized by tree automata of [3] , with equality constraints between brother positions is not closed under rewriting with shallow theories (rewrite systems whose left and right members of rules have depth 1). The reason is that these tree automata test syntactic equalities whereas we want to consider languages of terms modulo an equational theory. The problem is the same with the tree automata of [7] . Our definition based on Horn clauses and our saturation method solve this problem by considering a class of tree automata which combines both equality constraints like TAD and equational theories like TAE. The tree automata defined this way test equality constraints modulo an equational theory and recognize languages of terms modulo the same theory.
Definition 5. A tree automaton with equational constraints modulo an equational theory (TADE) is the union of an equational theory and of a TAD.
We show in [15] , Appendix G, that every reduction automaton with equality constraints only is equivalent to a TADE of the same size, as long as its transitions fulfill the restrictions on predicates introduced in the definition of (t) and (d) in order to make emptiness decidable.
Example 5. We illustrate in this example how TADE can be used to characterize the behaviour of security protocols running in an insecure environment, following a model with explicit destructors [1] specified with the rewrite rules of Example 3. It is known [17] that such model with rewrite rules is more expressive than a standard model of cryptosystems based on free algebras. For instance, the attack mentioned in Example 6 cannot be captured by free algebras based approach like e.g. [12] . Our representation is such that a state of the protocol is reachable (from an initial state) iff it is in the TADE language. The protocol of Denning & Sacco [8] permits two agents A and B to exchange a new symmetric key using an asymmetric cryptosystem. The respective behaviour of the agents can be represented by the two following clauses of type (d) 4 :
The predicate Q ij represent the content of the channel Q when agents A and B are in respective states i, j, which are either 0 (initial state) or 1 (final state). In the first clause, A initiates the protocol, sending B a freshly chosen symmetric key K for further secure communications (A, B, K, S are constant function symbols).
This key is K signed, for authentication purpose, with the secret key inv(pub(A)) of A and encrypted with the public key pub(B) of B. Moreover, A appends its name at the beginning of the message. In the second clause, B answers with a secret value S encrypted with K, which has been extracted from the received message (using the destructor symbols and the rules of Example 3). Note that in this setting, equations in clauses (d) permit to model conditionals for the agents of protocols.
We add some clauses of type (t) and (d) in order to model the control of an attacker over the public communication channel Q, namely the ability to read / analyze and recompose (by application of any public function f, possibly a destructor symbol) / resend messages:
) symmetric of the above clauses:
Note that in the above clauses we allow several combinations of the agent's states in the antecedents, but not every combination. The principle is that if A (resp. B) is in state 1 in the first antecedent, it must be in state 0 in the second one (and conversely), because we assume that each agent can run only once. This way, we ensure an exact representation (as ground terms) of the executions of an instance of the protocol, whereas many other Horn clauses or tree automata models are approximating [12, 18, 25] . Note that these conditions fit well with the ordering restrictions on clauses of type (t) and (d). We also add some clauses (t) ensuring that some ground terms are initially known to the attacker, e.g. ⇒ Q 00 (A).
Proposition 6. Basic ordered paramodulation with selection and ε-splitting saturates the union of a TADE modulo a -convergent sublinear and collapsing equational theory and a goal clause P (t) ⇒.
Proof. (sketch) We consider saturation under basic ordered paramodulation wrt the ordering lpo and the selection function sel 2 (defined in the proof of Proposition 4) and with eager ε-splitting. Following the same proof schema as for Proposition 4 (TAD) we show (in [15] , Appendix H) that, starting with a TADE A and P (t) ⇒, every step of paramodulation returns either a clause smaller than all its premises (wrt to a well founded ordering ) or a clause of type (gf) or (df) where this latter clause type is similar to (gf) and also contains only a finite number of clauses. The proof is nevertheless much more complicated than in the case of TAD (see [15] , Table 5 ). Indeed, like for TAD (Proposition 4), we obtain clauses of type (d + ) generalizing (d), in this case using basic narrowing. However, these clauses (d + ) can be combined, by resolution, with clauses of a type similar to (l) in Proposition 5. Clause decreasing, wrt , is obtained for such resolution steps thanks to the restrictions on the equational theory considered.
Corollary 4. GMP is decidable for TADE modulo a -convergent sublinear and collapsing equational theory.
Example 6. Several security properties of the Denning & Sacco's protocol may be expressed as GMP wrt the TADE of Example 5: Q 01 (x) ⇒ expresses for instance that B has answered to a message not originating from A (authentication flaw) and Q 01 (S) ⇒ that the secret is revealed (confidentiality flaw). Both instances of GMP can be solved with the method of Proposition 6, revealing a known attack, which is described in [15] , Example 6.
Example 7.
The recursive authentication protocol [4] ensures the distribution of certified session keys to a group of clients by a server which process recursively an unbounded list of requests. The automated verification of such group protocols has been studied in [16, 24] . We shall follow below the presentation of [16] , showing that it fits in our formalism. The server receives a sequence of requests for keys represented by a term of the form nil or 5 : hash(m(a), a, b, n a , y), a, b, n a , y , denoted below by h ma (a, b, n a , y), where hash is a unary one-way function, a is the name of the principal requesting a certificate, b is the name of the principal with whom a is willing to share a key, n a is a random number generated by a (nonce), m(a) is a mac key shared by the server and a and y is a subsequence of the other requests, which (if not nil) has the form h mc (c, a, n c , y ) (c is the name of another principal). The behaviour of the server, when receiving a request sequence, is defined by the following clauses of type It means that the server sends to a one or two certificates encrypted with his public key, where k is a secret function used for the generation of session keys. Note the two occurrences of a in the equation of the second clause, which implicitly express an equality between the name of the requester of a query and the receiver in the next one. It is assumed that for the first element of the sequence, the receiver is actually the server himself (hence it is not necessary to send him a certificate). Moreover, we have a clause of type (t) for the enumeration of the requests by the server: Q 0 (x) ⇒ Q 0 (next(x)), where next is an operator which pops the first element of a request's sequence, defined by the following collapsing equation (m is a variable): next(hash(m, x 1 , x 2 , x 3 , y), x 1 , x 2 , x 3 , y ) = y.
Conclusion and Further Works
We have introduced new classes of tree automata with constraints and shown that the General Membership Problem is decidable for them with a uniform theoremproving technique. Potential extensions are numerous.
As future work we plan to extend the tree automata classes defined in this paper to disequality tests as in [7] . This would permit us to characterize languages of normal form wrt a TRS and is useful in particular in inductive theorem proving [6] .
Equality tests between brother positionsà la [3] can be easily incorporated into the Horn clauses representation of tree automata (see e.g. [14] ). Equations are not necessary for this purpose, since multiple occurrences of a variable suffice, as in: Q f (x, x) . The combination of TA classes of [3] and [7] preserves emptiness decidability [5] . Hence the combination of the above class of TA with equality test modulo and unrestricted test between brother positions is interesting to study.
It would also be interesting to extend the above saturation results (in particular for classes modulo monadic or collapsing theories) to term algebra modulo AC, using AC-paramodulation techniques. This combination (AC + sublinearcollapsing) permits us to axiomatize primitives like the exclusive-or.
