Abstract-Soft computing methods, and Multi-Objective Evolutionary Algorithms (MOEAs) in particular, lack a general convergence criterion which prevents these algorithms from detecting the generation where further evolution will provide little improvements (or none at all) over the current solution, making them waste computational resources. This paper presents the Least Squares Stopping Criterion (LSSC), an easily configurable and implementable, robust and efficient stopping criterion, based on simple statistical parameters and residue analysis, which tries to introduce as few setup parameters as possible, being them always related to the MOEAs research field rather than the techniques applied by the criterion.
I. INTRODUCTION
he applicability of soft computing methods is still arguable in some domains, especially those related to high computational demands for each running generation. Actual industrial improvements often involve several parameters (which are usually in conflict) which require to be optimized jointly. These situations are known as Multiobjective optimization problems (MOOPs) [1] The application of evolutionary algorithms (EAs) has achieved important accomplishments resolving these problems, classifying these applications as Multi-objective evolutionary algorithms [2] (MOEAs).
There are a number of underlying factors regarding the applicability of such algorithms, where the lack of a convergence criterion was among the first ones which researchers had to deal with [3] . The traditional solution to this problem was the establishment of an a priori number of maximum generations for the algorithm [4] , which, at least, managed to set a boundary for the algorithm's running time. This need for a stopping criterion has already been stated and approached in general for EAs [5] , [6] .
This handicap is even more important in the case of MOEAs, where setting that a-piori value can be a particularly difficult task to be performed accurately. This issue is a MOOP itself, where the objectives are to maximize the quality of the optimal Pareto front (OPF) approximation while minimizing the number of generations, or, in general, the number of function evaluations.
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This first approach to stopping criteria is usually defined as local (or iteration-wise) criteria, as only the knowledge of the current generation is used to determine if it has reached the stopping generation. They exhibit several handicaps: they require knowing the OPF a priori (in order to compute the indicator's value) and they do not take into account the number of generations required to obtain the solution.
There are, on the other hand, stopping criteria based on the evolution of the algorithm across different generations, defined as global (or execution-wise) criteria. In relation to the proposed solution for the convergence criteria issue, these algorithms can maximize the quality of the OPF approximation by measuring the progress towards that solution in a relative way, and, at the same time, provide a solution which can satisfy restrictions over the number of generations, by analyzing the amount of progress achieved in every new generation and setting the appropriate thresholds.
Quality indicators, such as the hypervolume [10] or the epsilon indicator [11] , can be used, as has been previously stated, as a mean to resolve convergence criteria in terms of approximation to the OPF (even though they were originally created as performance indicators). They can be, on the other hand, redefined as progress indicators [12] in order to be used as part of global criteria. With this reformulation, they will measure the improvement of the solution over a number of generations, instead of the quality of the Pareto front obtained (which eliminates the restriction of knowing the OPF beforehand, making them virtually applicable to any problem).
There have been, as well, progress indicators specially designed for this purpose (instead of derived from quality ones), such as the mutual domination rate [13] (MDR), along with its associated stopping criterion, MGBM [14] . The main advantage of these synthesized progress indicators, opposed to the derived ones, is their low computational complexity.
The balance between the quality of the solution of a MOEA and the number of the generations it has been running for can be found, as has been exposed, with the use of global stopping criteria, but there are, as in any MOOP, some decisions which the user must take in order to determine which solution he wants to use (stating it simply, which grade of progress towards the solution per generation is worth to keep the algorithm running). It must be noted, as well, that the traditional approach is not always better, in terms of solution quality, as additional generations may degrade factors such as the population diversity by means of genetic drift [15] . This implies that, by choosing the right stopping generation, the user is not only saving computational resources, but may be also preserving the quality of the obtained solution.
Any stopping criterion following the previous considerations must try to get as close as possible to the optimal stopping generation, but that concept is, as well, a non-trivial issue. Figure 1 shows some examples regarding it. There is no clear choice regarding the best stopping generation in Figure 1 . In a general case (the one which the default configuration of a stopping criterion should be trying to achieve) the optimal stopping generation would be number two, but there may be additional considerations. If the running time of each individual generation is very high, the user might try to stop the algorithm following stopping generation number one (after which, even if there is some improvement in the solution quality, it is very low), whereas, on the other hand, if extreme accuracy in the solution is the key factor in the algorithm, the user might prefer stopping generation three. This shows that stopping criteria must be able to adapt to the user's needs.
The idea proposed in this paper is to obtain a simple and yet robust stopping criterion based on global criteria, also requiring as little configuration from the user as possible, in order to facilitate the inclusion of the criterion in any MOEA. This criterion can be based on different progress indicators, which we will show by testing its results with the three examples mentioned in this introduction. In order to test its performance under different situations, results of its applications to different standard algorithms and problems will be shown.
The second section of this paper will analyze the different situations that a convergence criterion must cover, being followed by a section introducing different quality indicators and their adaptation to progress ones. The fourth section introduces the difficulties faced while designing global stopping criteria and summarizes some of the current approaches, setting the required basis for the fifth section, where our proposed criterion is presented. Finally, the sixth section presents the results over the different experimental sets, leading to the conclusions on the seventh section.
II. STOPPING CRITERIA IN MOEAS
In the introduction section of this paper we presented the idea that, in order to establish a stopping criterion over a MOEA, we require the information of an indicator in order to determine either the quality of our approximation to the OPF (in local criteria) or the progress towards the solution (in global criteria). An important consideration is that any of these indicators involves a dimensionality reduction, and this may lead to invalid conclusions [8] .
There are four clear situations where a MOEA should be stopped [14] , to which we may add a fifth one regarding the concepts we have already introduced:
1. The amount of computation is sufficient. 2. A solution obtained so far is satisfactory.
3. The solution is not satisfactory, but a better one is unlikely to be produced. 4. The method is not able to converge to a solution. 5. Additional computation will provide little or no improvements in the current solution. The first situation was the one covered by traditional approaches, where the amount of computation was measured in number of generations. There have been modifications based on the number of function evaluations (FE) and the introduction of modeling methods, as an approach to more complete convergence criteria, but they still needed a number of fixed FE, which could be high (30000-500000) when the key parameter was the quality in the approximation [16] or low (130-250), in the case of model-assisted approaches [17] . One of the handicaps of this approach is that it may be dependent on several different parameters, such as the population size, the selection technique, the complexity of the fitness functions, etc.
The second situation is the one approached by quality indicators, which requires, as was pointed out in the introduction, to know the OPF a priori (in order to be applied automatically) or a decision maker which can estimate the quality of a given solution. The automatic application of this criterion involves the knowledge of the solution prior to the application of the algorithm, making it inapplicable to resolve new problems for which the OPF is not known (relegating this criterion to validation and comparison issues rather than using it as a general tool). On the other hand, a decision maker usually also requires a good knowledge over the expected solution in order to test the validity of a given Pareto front.
The differences between the following three situations are very subtle. The third situation presents a scenario where the solution value has converged but is not satisfactory, in the fourth one the solution is no able to converge, while the fifth implies that the evolution in the improvement over different solutions at different generations has become not significant for the algorithm.
Quality indicators are required in order to automatically determine if the solution is unsatisfactory, but at the same time, some analysis of the progress towards the solution is required to determine if a better one is likely to be obtained or not. With these requirements, knowing the OPF would be required as well, but looking at the fifth situation, the reader may consider whether it is needed to know if the current solution is satisfactory or not if no further improvement can be gained by the application of the algorithm. This point of view allows us to summarize the three final scenarios into obtaining the best solution possible without considerations about its quality, at least as part of the stopping criteria.
The analysis of the previous stopping situations is not mutually exclusive. This means that, even if a global stopping criteria is applied, it is also recommended to set a maximum number of generations in order to limit the highest possible running time of the algorithm (even if better solutions could be obtained yet).
III. QUALITY AND PROGRESS INDICATORS
Quality indicators measure the quality of the current approximation to the OPF. This measuring involves three factors [7] :
1. Distance of the elements from the current Pareto front to the OPF (determining how close our solution is to the optima) 2. Distance from the OPF elements to their closest one in the current solution (determining how well the current solution covers the OPF) 3. Distribution of the elements in the current solution and the OPF (determining the spread of the elements on both sets) From the factors above, we can determine that the main considerations in a quality indicator are distance and diversity. Among quality indicators, we will focus on binary ones [8] , which compare two sets of solutions (in their original formulation, the current Pareto front and the OPF). The reason for this choice is the easy adaptation which can be performed over these quality indicators to convert them to progress ones.
The basic idea behind the conversion of a binary quality indicator to its respective progress one is based on their ability to compare two sets of solutions. Instead of comparing the current solution to the OPF we will compare two different solutions provided at different generations of our MOEA, thus measuring the progress we are obtaining. This simple idea allows us to use well established quality indicators as part of a stopping criterion framework.
We will describe next, even if only in a summarized way, the indicators which will be used in the experimental section of this paper. These indicators include two quality ones, hypervolume [10] and additive epsilon [7] ), and an especially designed progress indicator, MDR [13] . All of them are based on the objective space, even though the applicability of global stopping criteria could be, in theory, based on decision variable space indicators as well.
A. Hypervolume indicator
The hypervolume indicator I h (A) [10] computes the volume of the region H, delimited by a given set of points A, and a set of reference or nadir points N (points which dominate no other)
corresponding larger values of the indicator to better solutions. The binary indicator derived from the hypervolume concept [18] can be calculated with (2) , : 2
B. Epsilon indicator
The epsilon indicators [7] , [11] , are a set of performance indicators which, relying on the dominance concept, measure how close our current Pareto front is to the global optimal one. They introduce the epsilon dominance concept, which can be defined in additive of multiplicative terms. According to additive terms, it is defined as follows:
Having x 1 and x 2 D (decision variable space), x 1 is said to ε-dominate x 2 (expressed as ) if
The additive epsilon indicator, I ϵ+, is a relative indicator that expresses the minimum value of ϵ necessary to make set A ϵ-dominate set B, that is: inf ε , 3
C. Mutual domination rate indicator
The two previous indicators were, as we pointed out, reformulated to compare the solutions of two consecutive iterations. The main handicap of this approach is the high complexity of these indicators. The MDR indicator [13] is a specially created indicator to deal with this weakness. To simplify its definition, we will introduce a function ∆ , that returns the set of elements of A that are dominated by at least one element of B.
The progress indicator I mdr (t) [-1, 1] contrasts how many non-dominated individuals of iteration t dominate the nondominated individuals of the previous one and viceversa:
If I mdr =1, it means that the population of iteration t is completely better than the precedent one. If its value is 0, it implies that there has not been any substantial progress. If I mdr =-1, it indicates the worst possible case, where the iteration t deteriorates its predecessor's solutions
IV. GLOBAL STOPPING CRITERIA
There is a recent concern about obtaining general stopping criteria which can be applied to a wide range of algorithms and problems [3] , [12] , [13] , [14] , [19] , dealing especially with industrial applications [20] . There are, as well, different non-general approaches: design of special algorithms which can guarantee local optimality of solutions [21] , using as well the gradient of the hypervolume to guarantee diversity and spread [22] (which may be considered a transformation of the hypervolume into a progress indicator), or the design of algorithm specific stopping criterion, based on values used by the selection criterion [23] (in this reference the authors use the crowding distance for an NSGA-II [24] based stopping criterion). While lacking the possibility of application to other algorithms, these criteria are very interesting due to the fact that the indicator value has already been calculated in the MOEA cycle, reducing the computational cost of the application of the stopping criterion.
Basically, the most common approach for general solutions is to identify when the evolution of the indicator becomes linear, where the tendency of that evolution (or, in other words, the amount of improvement over the solution per generation) falls below a certain threshold. This threshold is used as an application of the stopping scenarios presented, and the linear check determines the validity of the obtained tendency.
Obviously, the complete evolution of the indicator never follows that criterion (if it did, we would never reach an acceptable solution) so the name "global criteria" may be a misleading one, due to the fact that the algorithm will only be looking at a local portion of the indicator evolution each generation. This analysis window usually covers the value of the indicator for a certain amount of previous generations (which may change its value dynamically). Figure 2 shows this process: In the example in Figure 2 , the evolution of the indicator is clearly non-uniform in the considered window, and thus the criterion would probably determine that the MOEA must continue running. That idea can also lead us to some considerations about the window size these algorithms must have in order to prevent inaccurate stops. The example in Figure 3 considers a window of the same size as Figure 2 (40 generations). With this size, regardless of the concrete technique applied, probably any generation from 65 to 75 would be considered to stop, even though, seeing the whole indicator evolution, we may notice that there are improvement chances after that stagnation of the indicator value. A bigger window size (depending on the technique applied, probably for 55 or more generations) would have been able to determine that the indicator, even though it had become very stable, was improving again. This situation shows that, if the problem is known or suspected to have local optima or different situations (such as neutral drift scenarios) where the indicator may reach a stagnation situation, the considered window size must be considerably larger, in order to be able to determine correctly if the improvement over the indicator value has stopped permanently.
The different current general online convergence criteria accomplish (or try to accomplish) this objective in different ways. In [13] a new progress indicator was introduced (MDR), along with a specific stopping criteria (MGBM) based on the analysis of the residue of a Kalman Filter [25] . To deal with the Gaussian noise sources (which, in fact, determine the distance to the measured values, and thus, the residue value) they chose fixed a priori values for the Kalman noise matrices (basically eliminating these sources).
In [12] Kalman filtering is used again, but, instead of analyzing the residue value, they focus on the corrections made by the filter in its update phase. This means that, assuming a uniform model, they set a maximum threshold for the corrections made by the model and track the value of those corrections, determining the stopping generation when they fall below the chosen boundary. The idea of using several progress indicators is also introduced, along with the possible application of data fusion architectures [26] for this purpose.
Focused on statistical testing, [3] , [19] , [20] determine the stopping criterion as a linear combination of the values of different indicators, using statistical tests for the analysis of the variance and the trend of their considered window over the different indicators' values.
An interesting parameter the commented general convergence criteria is the analysis of the computational complexity added by the stopping criterion used. The complexity of the indicators used is usually high enough to clearly exceed (and thus eliminate in the typical complexity order analysis) the one added by the stopping criterion. This is especially true when dealing with quality indicators.
V. LSSC: INTRODUCING A SIMPLE INTUITIVE STOPPING

CRITERION
The reasons for the stop of a MOEA have already been discussed thoroughly, along with some state-of-the-art approaches to this task. The objective of the Least Squares Stopping Criterion (LSSC) proposed in this paper is to introduce a stopping criterion which can be easily implemented in any programming language (to facilitate the task of incorporating it to any MOEA) and easily configured by parameters related to MOEA's research (instead of those related to the particular techniques applied by the criterion).
The underlying idea is to determine when our progress indicator has reached a stagnation situation. To achieve this, we will base our criterion on two different considerations: the adjustment to a uniform model (by means of a least squares approximation, which gives its name to our criterion) and the value of the slope of that uniform model. Simple Least Squares [27] is a basic linear regression method which approximates a variable according to the following model: y a bx 5 It introduces some key assumptions, among which some of the most important are zero mean error and constant variance in the indicator value. These assumptions, which make this approach inapplicable to some real problems, fit our stopping needs (these are the circumstances under which we would like our algorithm to stop). Representing y the indicator value and x the generation number, a and b can be calculated with the following matrix-based formula:
where w_l is the length of the chosen window. Once we have determined the values of the parameters for our linear regression, we need to define the normalized residue value:
As shown in (7) the obtained residue follows a chi-square distribution which has w_l-n degrees of freedom, where n=2 in our case (as we are imposing two linear restrictions, a and b parameters). This distribution has known mean and variance (presented normalized):
With the values in (8), (9), we may use Chevichev's inequality [26] to determine a threshold leaving bellow the 99% residue values coming from a uniform distributions. 
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When the value of the residue shown in (7) falls below the threshold exposed in (10) we can consider that the evolution of the indicator has started to be uniform. This is a needed restriction to stop the algorithm's evolution, but not sufficient, as shown in Figures 4 and 5 . The complimentary restriction is the slope value, which will allow us to stop our evolution not only when it has become uniform, but also when the amount of that evolution per generation has become insufficient. Thus, the complete stopping criterion is defined with the following formula:
The process to choose the value is rather simple: the researcher chooses a number of examples, determines which would be the ideal stopping generation for them and tunes the value of the parameter to guide the stopping criterion to stop at the chosen generation. This parameter value can then be applied to new problems and/or algorithms without requiring any modification in it (as it will be shown in the experimental section).
For the given example in Figures 4 and 5 , which shows hypervolume indicator applied over a NSGA-II MOEA to the DTLZ3 problem, we have chosen an absolute value for the parameter of 0.002 (in fact this will be the used value for the parameter in the experimental section whenever we are using the hypervolume indicator, regardless of the problem or the algorithm). Figures 6 and 7 show the behavior of the stopping criterion in (11) The chosen value for the slope is fairly conservative, trying to stop only when future improvements would be marginal ones. Some users may prefer higher values, sacrificing small indicator improvements in favor of faster results. The dependency with the window size parameter, in absence of problematic local situations such as the ones presented in the global stopping criteria section, is not strong, only increasing, according to its value, the final stopping generation once the evolution of the indicator's value starts to satisfy the criterion conditions
It is important to remember that this stopping criterion is not necessarily applied on its own for a given algorithm: very usually, along with it, the user will add a different one regarding the maximum computation allowable for the algorithm (either in time, number of generations or number of function evaluations).
A. Computational complexity
At every generation (excluding the first w_l-1) we have to obtain the following values: the linear regression parameters (a, b), the threshold value (thres) and the residue value (res). It is useful to invert the order in which the conditions are checked in (11) , in order to obtain the res value only if necessary. For a fixed window size, the threshold value only has to be computed once, applying the same value for all the comparisons. Using standard libraries, both the regression parameters and the residue value can be obtained in O(w_l), being this the complexity order of the criterion.
In (6) we intentionally presented the required formula for the calculation of the two required linear regression parameters, due to the fact that, being composed of different summations which only differ in one term for consecutive generations, once the initial parameters have been calculated, the rest can be obtained with a constant order complexity:
This does not change the worst case complexity order of the stopping criterion (the res value still has to be calculated in O(w_l)) but, by checking the condition first, it allows the criterion to run in O(1) most generations, without requiring a complex implementation, and becomes specially interesting and advisable when the progress indicator is also required by the selection criterion (and thus integrated in the MOEA's usual cycle) or computationally inexpensive to calculate (such as MDR).
VI. EXPERIMENTAL VALIDATION
To ease the comparison process, the proposed stopping criterion is going to be tested with the algorithms and problems used in [12] , [14] . The algorithm's set will include: NSGA-II [24] , SPEA2 [28] and PESA [29] , whereas the problems' set includes DTLZ3, DTLZ6 and DTLZ7 [30] . Both sets are considered to be representative enough for the validation purposes of this section. The details of the configuration of these algorithms and problems can be found in [14] , whereas the actual data used are available online 1 .
A. Criterion configuration
For the optimum configuration of the stopping generation factors such as the cost of running additional generations or the required accuracy in the final solution may be considered, but only the progress indicator used is required to be analyzed in order to determine the right slope value. Results regarding the three different presented progress indicators will be shown in this section, so three different slope values need to be configured. The chosen values are 0.002 (hypervolume) 0.0004 (epsilon) and 0.00002 (MDR).
These values have been chosen according to the process explained in the method's presentation section. Intuitively, these values can be related to the different ranges which the indicator exhibit. The window size will be constant regardless of the indicator used, and fixed at 30 generations.
To determine the quality of the stopping generation obtained, we will compute the hypervolume difference compared to an a priori fixed generation (which will be chosen based on the problem's difficulty).
B. Results presentation
Each experiment has been run thirty times. We provide the statistical values of mean, standard deviation, minimum and maximum obtained (both for the stopping generation and the hypervolume difference with the a priori stopping generation), to verify the criterion performance.
The chosen values for the slopes were quite conservative, in order to obtain very accurate results. This can be observed in that the maximum hypervolume difference in mean value is 0,14, whereas in maximum value is 0,331 (both obtained for the hardest problem, DTLZ7). Even so, we have managed to obtain a stopping generation whose value is about 2/3 of its respective a priori one, with significantly similar performance results over the different indicators.
The comparison with the different alternatives proposed in the literature is difficult, due to the different use of algorithms, test problems and the lack of a clear optimal choice for the stopping generation. That is the reason why this results presentation in centered in the consistency and quality of the criterion presented in this paper. 
1) DTLZ3
VII. CONCLUSIONS
The Least Squares Stopping Criterion is presented in this paper with the following attributes: easily configurable, (with only two required parameters, the acceptable amount of indicator variation per generation and the considered window), easily implementable (involving, basically, calculating least squares parameters and an Euclidean distance), robust (the same configuration of a progress indicator can be applied, as seen in the experimental section, to a wide range of different MOEAs and problems) and efficient (it can be implemented to run, for most generations, in constant time, or O(n) in the worst generations), which we believe to be covered. Future lines involve the consideration of several progress indicators jointly, the application to different sets of problems and application to indicators based on the decision variables space.
