Functional magnetic resonance imaging (fMRI) signal changes can be separated from background noise by various processing algorithms, including the well-known deconvolution method. However, discriminating signal changes due to task-related brain activities from those due to task-related head motion or other artifacts correlated in time to the task has been little addressed. We examine whether three exploratory fractal scaling analyses correctly classify these possibilities by capturing temporal self-similarity; namely, fluctuation analysis, wavelet multi-resolution analysis, and detrended fluctuation analysis (DFA). We specifically evaluate whether these fractal analytic methods can be effective and reliable in discriminating activations from artifacts. DFA is indeed robust for such classification. Brain activation maps derived by DFA are similar, but not identical, to maps derived by deconvolution. Deconvolution explicitly utilizes task timing to extract the signals whereas DFA does not, so these methods reveal somewhat different information from the data. DFA is better than deconvolution for distinguishing fMRI activations from task-related artifacts, although a combination of these approaches is superior to either one taken alone. We also present a method for estimating noise levels in fMRI data, validated with numerical simulations suggesting that Birn's model is effective for simulating fMRI signals. Simulations further corroborate that DFA is excellent at discriminating signal changes due to task-related brain activities from those due to task-related artifacts, under a range of conditions.
Introduction
In the past decade, functional magnetic resonance imaging (fMRI) has emerged as a powerful non-invasive tool for studying task-related brain function. The basis for fMRI is blood oxygenation level-dependent or BOLD contrast (Ogawa et al., 1993) . Oxyhemoglobin, like water and brain tissue, is weakly diamagnetic (negative susceptibility) while deoxyhemoglobin is paramagnetic (small positive susceptibility). The ratio of deoxy-to oxyhemoglobin in a blood vessel affects the local magnetic field, which in turn affects the precession frequencies of local water protons exposed to the strong main magnetic field used for MRI. Changes in precession frequencies alter the ability to rephase the proton's signals, which are spatially encoded by magnetic field gradients. At a place in the brain that is involved in a task, where increased neural activity's metabolic demands convert oxy-to deoxyhemoglobin, there is initially a reduction in BOLD signal strength through changed rephasing. Within a few seconds, an influx of blood oversupplies this locale with fresh oxyhemoglobin, yielding a relatively large signal increase. After the neural activity ends, then the BOLD signal gradually decays toward the preactivity level. However, it is now well established that there is an extended period of undershoot during which the signal progresses to and remains below prestimulus baseline levels (e.g., Deneux and Faugeras, 2006; Schroeter et al., 2006; Yacoub et al., 2006) . This task-related time-varying signal, known as a hemodynamic response (HDR), is the fMRI signature from which underlying neural activity is inferred. The HDR signal amplitude is generally much smaller than the standard deviation of background noise; and because this signal-to-noise ratio is so low, signal detection is uncertain.
A number of signal/image processing algorithms have been developed to separate statistically these task-related signals from noise, including both model-based (Friston et al., 1995a,b; Bullmore et al., 2001; Fadili and Bullmore, 2002; Kamba et al., 2004) and exploratory algorithms (Moser et al., 1997; Backfrieder et al., 1996; Thurner et al., 2003; Shimizu et al., 2004; Friman et al., 2001; McKeown et al., 1998; Muller et al., 2001 ). Experimentally, a task is repeated many times to gain statistical advantages like time-locked signal averaging in that variations not correlated to the task tend to average out. Unfortunately, causes other than HDRs exist for taskrelated time-varying RF signals, such as artifacts from movements of the head, mouth, shoulders or arms, or from heart beat and breathing, which produce susceptibility variations within the measurement volume (Birn et al., 1999; Krüger and Glover, 2001; Purdon and Weisskoff, 1998; Diedrichsen and Shadmehr, 2005) . Such artifacts are quite troublesome when they correlate in time with the very task whose underlying neural activity is the object of study, such as during a study of overt speech production. Not only are task-related artifacts not eliminated by time-locked averaging but they can be wrongly classified as HDRs by some algorithms, giving a misleading picture of the brains activities. Our laboratory is involved in studies using overt speech (Crosson et al., 2007) and in other studies of patients with movement disorders during which the need to separate HDRs from motion-related signals arises.
Effects of global rigid head motion can be partially mitigated by image registration, most often achieved with intensity-based methods (Cox and Jesmanowicz, 1999; Friston et al., 1995a,b; Woods et al., 1998) , but registration can add artifacts as well as remove them if alignment and intensity interpolations are not accurate (Grootnik et al., 2000) . Even after careful image registration, motion can affect the data through spin-history effects (Friston et al., 1996; Bullmore et al., 1999) , changes in the background magnetic field (Jezzard and Clare, 1999) , and geometric distortions in echo-planar images (Jezzard and Clare, 1999; Haacke et al., 1999) .
Reduction of motion artifacts has been attempted both prospectively and retrospectively using global rigid motion parameters derived by image registration. Prospective methods include techniques to adjust image acquisition geometry (Thesen et al., 2000; Ward et al., 2000) or shim field (Ward et al., 2002) in quasireal-time as a function of position in that scan and the one prior to it. Unfortunately, the time between images, albeit only a few seconds, is long enough for the head to move considerably. Retrospective methods include multiple linear regression of the modeled HDR signal and the nuisance signal estimated by motion parameters from image registration onto fMRI time series data (Friston et al., 1996; Bullmore et al., 1999) . The drawback with motion parameter regression is that there may not be a linear relation between global rigid motion captured by image registration and local fMRI signal changes due to the brain's magnetic inhomogeneity.
Speech involves local non-rigid movement of pharyngeal muscles, and especially the tongue and jaw, which have been demonstrated to change the magnetic field distribution of the brain (Birn et al., 1998) and lead to significant signal changes in fMRI paradigms that require overt word production (Barch et al., 1999; Huang et al., 2001; Crosson et al., 2005) . The act of speaking can induce bulk magnetic susceptibility variations due to changes in airway and vocal tract volumes because oxygen is paramagnetic. Modulation of breathing during speech can also induce taskcorrelated changes in fMRI signal (Mehta et al., 2006) . The greatest magnetic field changes due to speaking occur in the inferior and frontal regions of the brain, decreasing rapidly towards the superior and posterior edges. Most speech-related signal changes occur during the first 4 to 5 s after beginning a brief utterance (Birn et al., 1998 (Birn et al., , 1999 Mehta et al., 2006) . HDRs to cognitive processes typically exhibit a delay of up to 6 s before onset, and peak 4-6 s after that (Cohen, 1997; Hoge and Pike, 2001 ). This inherent timing difference between HDR and speechrelated artifacts can mitigate the artifacts by ignoring the first few images during and after speech, retrospectively in analysis (Barch et al., 1999) or prospectively during acquisition (Gracco et al., 2005; Abrahams et al., 2003; Edmister et al., 1999; Hall et al., 1999) . Related approaches are to screen images (voxels) in which artifact is evidenced by temporal changes in the signal phase (Huang et al., 2001; Soltysik and Hyde, 2006) or as excessively deviant points in the time series (Huang et al., 2008) .
Ignoring such images does not work well, however, if temporal overlap exists between HDRs and artifacts due to reduced sensitivity for detecting HDRs (Birn et al., 1999; Gopinath et al., 2003; Gopinath, 2003) . The detrending procedure of Birn et al. (1999) , wherein artifact reduction is achieved by orthogonalizing the time series to signal changes derived from false-positive voxels near the brain edge, also loses sensitivity when HDRs and artifacts overlap Gopinath, 2003) . Areas involved in response preparation can exhibit HDRs starting before the cue to make the overt response (Cunnington et al., 2003) such as supplementary motor area in a word production task (Crosson et al., 2005 Peck et al., 2004) . Voxels in such regions are particularly susceptible to overlap of HDRs with task-related artifacts and thus reduced sensitivity for detection of activity using the above approaches.
Motion-related artifacts can be somewhat idiosyncratic and thus tend to average out over a group of participants (Bullmore et al., 1999; Barch et al., 1999) . The number of subjects needed to ensure that the artifacts vanish in the group averages can be more than 20 in studies conducted in our laboratory, and this number is difficult to specify in advance. Studies involving intended action may not benefit from this approach because task-related artifacts that are correlated across subjects will not average out. Group averaging also cannot be used when individual differences are meaningful for the brain activity being investigated.
Independent components analysis (ICA) is another form of exploratory data processing that can be useful for classifying and mitigating motion artifacts (Liao et al., 2004) . ICA originated for the blind separation of mixed signals (such as a recorded cocktail party) into its sources (individual voices) by deriving an unmixing matrix. As first applied for fMRI, spatially independent subsets of voxels (components) can be distinguished by the kurtosis of their spatial distributions (McKeown et al., 1998) , and the components can be grouped by cross-correlation of their time series with the task time course. Spatially focal (leptokurtic, super-Gaussian) components were found to be task correlated, whereas spatially dispersed (platykurtic, sub-Gaussian) components found by McKeown et al. (1998) appeared to be motion artifacts not correlated in time with the task. That is, ring-like subsets of voxels near the brain boundary in each slice appeared to be motion artifacts. Complicating this straightforward analysis, unfortunately, are caveats such as that activation changes can be spatially dispersed (e.g., in hypercapnia) as well as that motions can be highly correlated with the task and have relatively local effects (e.g., speech). ICA is useful for extracting information from fMRI (e.g., Calhoun and Adali, 2006) , but to our knowledge it has not been successfully applied to the problem of separating taskcorrelated artifacts from HDRs.
In the present paper, we have elected to analyze results from a simple finger tapping task with the aim of separately classifying (a) background noise, (b) task-related HDRs, and (c) artifacts that are task correlated. Our reasons for selecting this task are discussed further below. Typical fMRI data analyses separate noise (a, above) from task-related signals (b and c, above mixed together). Specialized analyses for classifying task-related signals (separating b from c) can have the unintended consequence of missing HDRs (mixing a with b). We investigate whether fractal scaling analysis can separate task-related artifacts (c) from task-related HDRs (b). Fractal analysis does not require knowledge of the task's timing, as do signal averaging or deconvolution methods, as well as do most methods for interpretation of components recovered by spatial ICA, so that fractal analysis might expose somewhat different information about the time series than these other exploratory methods. We also present here an algorithm for estimating noise levels in experimental fMRI signals. Knowing the noise levels in fMRI data can help to establish confidence intervals for activation results.
Fractal characteristics are sometimes useful descriptors of irregular natural phenomena for the purpose of pattern recognition Hu et al., 2006) . It has been reported that fMRI noise may not be Gaussian but rather fractal (Bullmore et al., 2001; Fadili and Bullmore, 2002) , and also that BOLD signals without an assigned task are fractal-like (Zarahn et al., 1997) . It has furthermore been shown that fractal characteristics of voxel time series discriminate task-related signals from noise using fluctuation analysis (FA; Thurner et al., 2003) or using wavelet multiresolution analysis (WMA; Shimizu et al., 2004 ), but it is not presently known whether task-related HDRs can be discriminated from task-related artifacts with either approach. To solve this problem, we presently apply FA, WMA, and a third computational method, novel to fMRI, detrended fluctuation analysis (DFA; Peng et al., 1994; Hu et al., 2001; Chen et al., 2002) . We study how effectively fractal second order statistics (i.e., temporal selfsimilarity) distinguish task-related motion artifacts from taskrelated HDRs, in addition to distinguishing both of these signals from noise.
In order to evaluate sensitivity, specificity, and receiver operating characteristics (ROC) for fractal analyses, we identified a large sample of voxel time series exemplars within human brain images to serve as the standards for true noise, true task-related artifacts, and true task-related HDRs. These exemplars were obtained by deconvolution using analysis of functional neuroimages (AFNI; Cox, 1996) software. We then evaluated the success of FA, WMA, and DFA for correctly classifying these exemplars from experimental data. We also carried out numerical simulations for the most successful method (DFA) to examine the accuracy of our algorithm for estimating noise level and to extend the generality of our findings by evaluating the impacts of variations in HDR or motion artifact signal shape, timing, and amplitude.
Our task was visually guided tapping of the right index finger presented in an event-related paradigm. Although one would not expect this task to create artifacts as prominently as if one were speaking aloud, task-related artifacts nevertheless did exist within the data sets of the particular subjects here reported. These particular subjects were selected from a larger cohort (40 participants) because their fMRI images contained more motion artifacts than was true for the majority of the cohort. Instructions to keep still and head packing procedures were apparently less effective for these individuals. It is not particularly uncommon for fMRI studies of normal, healthy subjects using tasks not particularly prone to motion artifacts to exclude the results from a small fraction of the subjects because their images are contaminated by motion artifacts. Some people are not able to remain as still as desired, a problem more frequently encountered in patients with movement disorders, or in some stroke patients attempting simple finger movements who experience overflow. We selected the finger-tapping task for our tests of fractal analysis in part because we work with patients undergoing stroke rehabilitation and with patients having other movement disorders, like Parkinson's disease; unwanted movements are difficult to eliminate in these populations. Prior knowledge of the pattern of brain activations in this task also supports our ability to identify the gold standards for HDRs, artifacts, and noise needed for ROC analysis and for numerical simulations. We believe that one added virtue of separating task-related artifacts from HDRs that took place during this well-known task is the capacity to determine whether activation maps derived from our fractal analyses appear credible. This is admittedly a qualitative assessment, but it is one we felt that most investigators would like to evaluate. We furthermore felt that task-related artifacts associated with this finger-tapping task (arising from rigid head motion and out-of-field movements of the shoulders or upper arm) could supply a simpler case for evaluating proof of principle with an untested analytic procedure than would the taskrelated artifacts arising from overt speech, for the reasons explained in detail above.
Methods

Experimental participants
All subjects gave written informed consent in accordance with procedures established by the University of Florida Institutional Review Board. Two healthy older male volunteers (age = 71 and 76 years) and two healthy young male volunteers (age = 28 and 29 years) participated. All were strongly right-handed. Exclusion criteria included MRI contraindication; history of neurological disease, dementia, or mild cognitive impairment; cardiovascular disease; uncontrolled hypertension; DSM IV Axis 1 diagnosis, learning disability, attention deficit disorder, or substance abuse; and poor visual acuity.
Experimental imaging parameters
Functional MRI data were acquired with a 3-T Siemens Allegra head-only scanner using gradient-echo echo planar imaging (TR = 1700 ms, TE = 30 ms, 70°flip angle, matrix 64 × 64, 240 mm field of view, slice thickness of 5 mm with no gap between slices, and a total of 28 sagittal slices to cover the whole brain). Four runs were scanned, each run consisting of 7 discarded initial images and 83 images obtained subsequently during the event-related behavioral protocol (332 images/session, 28 task events/session).
Task timing was controlled by the viewing of a video monitor. When the participant saw a green star flash 3 times during 1.7 s, they pressed a button three times using the index finger of the right hand as paced by the flashing star. Each such event was followed by a variable interval (i.e., 15.3, 17, or 18.7 s) with only a static red fixation star.
AFNI software (Cox, 1996) reconstructed the DICOM files, which were spatially co-registered with 3-dimensional rigid-body transforms. The first 7 images of each run were discarded to minimize tissue magnetization instability, linear trends within runs were removed, and the runs were then concatenated into time series of 332 images. On a voxel-wise basis, the time series were deconvolved with respect to the time vector for the tasks to obtain an estimated impulse response function (IRF). How adequately the obtained IRF describes the voxel time series is determined by convolution of the task time vector with the IRF, then fitting this result by least squares regression to the voxel time series, and estimating the proportion of variance explained by that fit (coefficient of determination, R 2 ).
Selection of exemplar HDRs, task-related artifacts, and noise
Choosing a threshold of R 2 ≥ 0.15 (p b 0.001, uncorrected for multiple comparisons) classified a small fraction of the 128K acquisition voxels as being correlated in time with the task events. We chose this moderately low threshold so as to identify both HDRs and task-related artifacts, the latter of which might not as reliably accompany each task event. Most of the voxels so classified were inside the brain, although a minority of them were outside the brain. We specifically did not ignore, screen, or orthogonalize early time points that might be more likely to contain motion artifacts, as discussed above, because we wished to identify voxels where task-correlated artifacts were significant.
Acquisition voxels outside the body could not be taskcorrelated on the basis of being HDRs. However, their magnetic signals could instead reflect statistically rare anomalies detected by multiple comparisons, or more interestingly reflect task-correlated artifacts. Similar to Birn et al. (1999) , we therefore visually examined the estimated IRFs of statistically thresholded voxels outside the brain to exclude the statistical anomalies and to learn the temporal signatures of these artifacts. It is conceivable that task-related signal changes having prolonged temporal signatures could have been incorrectly classified with our procedure as nontask-related statistical anomalies. The majority of statistically thresholded non-brain voxels had abrupt IRF time courses (for an example, see Fig. 1d ), but we cannot exclude the possibility that task-correlated artifacts might have protracted time courses. For the present study, the sample of artifact temporal signatures was restricted to relatively abrupt ones, generally lasting under 7 s, as we and others have found (Birn et al., 1998 (Birn et al., , 1999 Mehta et al., 2006; Gopinath et al., 2003; Gopinath, 2003) . Armed with a sample of non-brain artifact IRFs, we then chose as exemplars of task-correlated artifacts inside the brain those voxels with IRFs having the same or similar signatures by visual inspection. The remaining task-correlated voxels inside the brain were candidates to be exemplars of HDRs, subject to verification by visual inspection, while brain voxels not meeting the statistical threshold were candidates to be noise. By this combination of statistical thresholding and visual inspection of IRFs, 1800 voxels from the brain images of two healthy volunteers, 600 examples each for HDR, task-related artifact, and noise were identified. We excluded voxels on large veins or at boundaries of the brain, excluded voxels whose IRF appeared to be a mixture of artifact and HDR, and excluded voxels for disagreement between raters on its classifica- tion. Voxels were drawn from selected slices in regions of interest related to the motor task, including pre-motor cortex, supplementary motor area, primary motor cortex, and superior lateral parietal cortex. Slices not used for the selection of exemplars were reserved for subsequent testing of the algorithms' generation of credible activation maps. In addition, thousands more noise time series were extracted from the experimental data, by selecting brain areas not expected to be involved in the assigned task (nor detectably related to motion artifacts, heart rate, or breathing) to serve as our empirical noise database for numerical simulation. (Cox, 1996) . The noise voxel illustrated was selected from left middle frontal gyrus while the other voxels were selected from left precentral gyrus. Comparing Figs. 1a, c, e, this HDR's time series has relative peaks soon after many task events, the artifact's time series seems spikier (peaks or valleys near the events), and the noise voxel's time series covered a smaller range of the recorded signal without much evidence of a temporal pattern. The HDR voxel's IRF in Fig. 1b shows a small initial dip, rise to a peak around the fourth image after the task event (6.8 s), then a somewhat slower decline a bit below baseline. The artifact's IRF in Fig. 1d peaks and ends more quickly after the task event. It also begins well below baseline, as though this particular artifact began to appear before the image when the task event took place, perhaps due to anticipation by the subject. Not all artifacts began below baseline, not all were as abrupt as the example shown in Fig. 1d , and some had negativegoing rather than positive-going transients. The noise voxel's IRF is unremarkable.
Estimation of noise level from experimental data fMRI signals are always corrupted by noise. Its presence makes distinguishing HDRs from task-related artifacts difficult; the higher the noise level, the harder the task. To place a confidence interval on the discrimination result, it is important to estimate the level of noise, specifically the noise standard deviation.
We assume ( , then we can easily estimate the variability due to HDR or artifact signals as in Eq. (1).
Hence, the problem is reduced to finding σ noisy − H 2 or σ noisy − a 2 and σ noise 2 , which we estimate from variances of the exemplar HDRs, artifacts, and noise time series selected earlier. To evaluate the accuracy of our noise level estimation algorithm, we performed numerical simulations using Birn's model for fMRI signals (Birn et al., 2004) .
Numerical simulation method
We simulated noise, task-related artifact, and HDR time series based essentially on Birn's model (Birn et al., 2004) but with more sources of variability. For example, artifacts can begin at slightly different times than the task events and might vary in amplitude and direction from event to event. HDRs might also vary from one task event to another. Furthermore, the noise residue of fMRI data may not be Gaussian (Bullmore et al., 2001) . To insure that our numerical simulations are more representative of actual fMRI data from humans, we therefore used empirically measured fMRI noise rather than generating the noise algorithmically. Details of our simulation procedure follow.
Artifact signal changes are simulated as large spikes in the signal intensity at times coincident with the task event (zero delay) or with one or two TR delay (TR = 1.7 s in our experiments), either increasing or decreasing the signal by variable amounts. In Eq. (2), t is the event time, t s is the delay (0, 1, or 2 TR chosen with equal probability), δ(t) is the impulse function, and the amplitude parameter a 1 can be either positive or negative with equal probability. Amplitude values were normally distributed with a mean of 3% and a standard deviation of 10% of the baseline. We generated 332 samples per time series (565 s). These simulated signals approximate the empirical artifact signal changes seen in our motor tasks described earlier.
HDR signal changes were generated by convolving the task event times with a gamma variate function shown in Eq. (3), where the parameter a 2 scales amplitude of the simulated HDR to be 2% of the baseline with a standard deviation of 30% of this amplitude. In addition, we randomly changed the parameters a 3 and a 4 to be uniformly distributed with a means of 8.60 and 0.547, respectively (Cohen, 1997) , but with standard deviations of 10% of the corresponding mean. A similar model has been employed in the BOLD signal design for smart phantoms (Zhao et al., 2003) .
Noise was randomly picked from our noise database and was added to the simulated artifact and simulated HDR signal changes. Signal-to-noise ratios (SNRs) were varied by changing the amounts of noise added to those signals.
Computation of fractal statistics
Fractal theory supplies a better description than simple linear mathematics of many irregular objects and phenomena in nature. Mathematically, fractals are characterized by power-law relations (i.e., linear in log-log coordinates) over wide range of scales (Mandelbrot, 1982) .
Fluctuation analysis
Let a voxel time series be denoted as x(1), x(2),…, x(N), where N is a total number of images. FA works as follows. We form the Fig. 4. (a) The input signals x(n) (b, d, f and c, e, g) are the signal approximations and the signal details at resolution levels 1 through 3, respectively. x(n) =SA 1 + SD 1 =SA 2 + SD 2 + SD 1 =SA 3 + SD 3 + SD 2 + SD 1 .
"random walk" process y(n), n = 1,…, N, by first removing the mean valuex and then forming partial summation,
We then examine whether the following scaling law holds or not,
where the average is taken over all possible pairs of (y(i + m), y(i)). The parameter H is often called the Hurst parameter (Mandelbrot, 1982) . When the scaling law described by Eq. (5) holds, then the process under investigation is said to be a fractal process. In fact, when Eq. (5) holds, the autocorrelation for the "increment" process, defined as x(i) = y(i + 1) − y(i), decays as a power-law,
By the Wiener-Khinchin theorem, the power spectral density for y(n) follows a power-law decay,
When H = 1/2, the random walk process is similar to standard Brownian motion (Bm), and the increment process is similar to white Gaussian noise (Gn). Generalizations of Bm and Gn are called fractional Brownian motion (fBm) and fractional Gaussian noise (fGn) (Mandelbrot, 1982) , characterized by 0 ≤ H ≤ 1, H ≠ 1/2. When 0 ≤ H ≤ 1/2, the process is said to have anti-persistent correlations, while when 1/2 b H ≤ 1, the process is said to have persistent correlations. Such processes have long memory properties (Mandelbrot, 1982) . The latter is justified by noticing that
In practice, quite often power-law relations are only valid for a finite region of k. Unfortunately, some researchers try to estimate the H parameter (or other scaling exponents such as the fractal dimension) by some optimization procedure without being concerned about the scaling region.
Wavelet multi-resolution analysis
WMA is based on the coefficients of a discrete wavelet decomposition. It involves a scaling function ϕ 0 and a mother wavelet ψ 0 . The scaling function satisfies
The wavelet ψ 0 must have zero average and decay quickly at both ends (Strang and Nguyen, 1997) . The scaled and shifted versions of ϕ 0 and ψ 0 are given by / j;k ðnÞ ¼ 2 Àj=2 / 0 ð2 Àj n À kÞ; w j;k ðnÞ ¼ 2 Àj=2 w 0 ð2 Àj n À kÞ; j; kaZ;
where j and k are the scaling (dilation) and the shifting (translation) index, respectively. Different value of j corresponds to analyzing a different resolution level of the signal. One popular technique to perform the discrete wavelet transform is multi-resolution analysis (MRA). The procedure of performing MRA is detailed as follows (Strang and Nguyen, 1997) :
(1) At the j = 1st resolution, for each k = 0, 1, 2, …, compute the approximation coefficient a x (j,k) and the detailed coefficient d x (j,k) according to the following formulae: Let the maximum scale resolution level chosen for analysis be J. The signal can be reconstructed using the following equation (Strang and Nguyen, 1997) :
The first term represents the approximation at level J, and the second term represents the details at resolution level J and lower. MRA builds a pyramidal structure that requires an iterative application of the scaling and the wavelet functions, respectively. This is schematically shown in Fig. 2 .
To make the above procedure more concrete, let us take the Haar wavelet as an example. The scaling function and the mother wavelet of the Haar wavelet are defined as / 0 ðnÞ ¼ 1; 0Vnb1; 0; elsewhere:
0Vnb1=2; À1; 1=2Vnb1; 0; elsewhere:
They are shown in Fig. 3 . We consider the signal x(n) consisting of noisy blocks, as shown in Fig. 4a . The signal approximations and details at resolution levels 1 through 3 are shown in Figs. 4b, d, f (left column) and Figs. 4c, e, g (right column), respectively. We have
where n j is the number of coefficients at level j, then the Hurst parameter is given by
where c 0 is some constant. When log 2 Γ(j) vs. the scale j curve is approximately linear for certain range of j, the process x(t) is said to be fractal, with slope being 2H − 1. In particular, a flat horizontal line corresponds to H = 1/2.
Detrended fluctuation analysis DFA (Peng et al., 1994; Hu et al., 2001; Chen et al., 2002 ) is a variant of FA having the distinct advantage that DFA can automatically remove certain trends and/or forms of non-stationarity contained in the time series under study. When applying DFA, one works on the random-walk-type process y(n). DFA works as follows. First, one divides the time series into t N/mb nonoverlapping segments (where the notation t xb denotes the largest integer that is not greater than x), each containing m points; then one calculates the local trend in each segment to be the ordinate of a linear least squares fit for the random walk in that segment, and computes the "detrended walk", denoted by y m (i), as the difference between the original walk y(i) and the local trend; eventually, one examines whether or not the following scaling behavior (i.e., fractal property) holds:
where the angle brackets denote ensemble average of all the segments and F d (m) is the average standard deviation over all the segments. Note that when applying FA or DFA, one works on a randomwalk-type process. When one employs WMA, one works on the original time series. For ideal fractal processes, the Hurst parameters estimated by the three methods would be consistent. The Hurst parameter indexes temporal self-similarity rather than linear correlations in time. It is possible to detect self-similarity in some time series having negligible linear temporal autocorrelation.
The length of time the self-similar features last does not specifically predict how the Hurst parameter will be affected. One challenge for using the Hurst parameter as a statistic is that its sampling distribution cannot be derived analytically. The sampling distribution can, however, be approximated empirically through permutations of the data, either by shuffling them in the time domain or by randomizing phases in the Fourier domain.
Results and discussion
Experimental results Fig. 5 shows representative fluctuation analysis (FA) outcomes for each type of exemplars, HDRs (top), task-related artifacts (middle), and noise (bottom). The slopes of lines fitted to scaling ranges in these log-log plots estimate the Hurst parameter, a fractal second-order statistic. We observed that HDRs have the largest H (steepest slope on the log-log plot), followed by task-related artifacts, then noise. Our findings agree with those of Thurner et al. (2003) , whose fluctuation analysis showed that HDRs have larger H values than do noise. From Figs. 5a and b, we observe that fractal scaling for HDRs breaks down around m = 2 2.5 , which corresponds to a time scale of around 10 s (5 to 6 TRs), also agreeing with Thurner et al. (2003) . By contrast, Figs. 5c-f show that noise and task-related artifact time series have a wider fractal scaling range (~20 s). Fig. 6 shows outcomes from wavelet multi-resolution analysis (WMA) for each type of exemplars, HDRs (top), task-related artifacts (middle), and noise (bottom). As in Fig. 5 , HDRs have the largest H (steepest slope on the log-log plot), followed by task-related artifacts, then noise. H values obtained by WMA are always larger than corresponding ones obtained by FA. From Figs. 6a and b, we observe that fractal scaling for HDRs breaks down at j = 3. By contrast, Figs. 6c-f show that noise and task-related artifact time series have a wider fractal scaling range. Fig. 7 shows outcomes from DFA for each type of exemplars, HDRs (top), task-related artifacts (middle), and noise (bottom). As in Figs. 5 and 6, HDRs have the largest H (steepest slope), followed by task-related artifacts, then noise. H values obtained by DFA are always larger than corresponding ones obtained by FA. Also, the breakdown of fractal scaling happens at longer times for DFA than for FA. This is particularly clear for HDRs, for which scaling now extends nearly three-fold to m = 2 4 (~27 s, 16 TRs). The fMRI time series for task-related artifacts and for noise are very well defined by power law relations (i.e., linear relations in log-log plots) over a moderately wide range of scales. Scale ranges obtained using DFA are much longer than those obtained using FA. The fMRI data may be non-stationary or have trends that FA cannot remove as does conventional power spectral density analysis (Koscielny-Bunde et al., 1998) . On the other hand, DFA can automatically remove certain trends and non-stationarity (Peng al., 1994; Hu et al., 2001; Chen et al., 2002) . The fractal scaling behavior for HDRs identified by DFA is longer than our 20-s average inter-stimulus interval, suggesting that DFA is capturing the undershoot phase of the HDR better than FA, WMA, or deconvolution (with its selected parameters).
To explore the effectiveness of H for classifying voxel time series, we identified by R 2 thresholding and visual inspection of IRFs, 1800 voxels from brain images of two healthy volunteers, 600 examples each for HDR, task-related artifact, and noise. We then applied FA, WMA, and DFA to all 1800 voxel time series. Consistent with the findings above and with Thurner et al. (2003) , we observed that the H values for noise are always smaller than those for HDRs, whether H was calculated by FA, WMA, or DFA. Thus, it was quite easy to separate noise from HDRs.
The more challenging task was to distinguish task-related artifacts from HDRs. We carried out receiver operation characteristic (ROC) analysis (Hanley and McNeil, 1982) , a commonly used method for summarizing the relation between sensitivity and specificity of a measure, to evaluate the discrimination performance of H as calculated by FA, WMA, and DFA. Figs. 8a-c plot sensitivity and specificity of H for discriminating 600 HDRs from 600 task-related artifacts, comparing H as calculated by FA, WMA, or DFA, respectively. The solid lines plot sensitivity (1 − probability of false-negative) and the broken lines plot specificity (1 − probability of false-positive). Fig. 8d shows the corresponding ROC curves. Optimal discrimination maximizes the probability of true-positives while minimizing the probability of false-positives. DFA clearly provides better performance than FA and WMA.
An optimal decision rule that minimizes the maximum of two error probabilities (minimax approach) makes the sensitivity and specificity of H equal. In Figs Figs. 8a-c . Alternatively, the Neyman-Pearson (N-P) criterion is to choose a threshold under the constraint of controlling the probability of false-positives (Kay, 1998) . Constraining the probability of false-positives to 0.05 results in N-Poptimized thresholds for H = 0.67 for FA, H = 0.84 for WMA, and H = 0.80 for DFA. With these latter thresholds, the corresponding probabilities of true-positive are 0.45 for FA, 0.52 for WMA, and 0.81 for DFA. For DFA, the likelihood ratio of true to falsepositives is slightly over 16:1. Fig. 9 shows three slices of the brain as "activation maps" created by applying FA (panel a), WMA (panel b), DFA (panel c), or deconvolution with R 2 thresholding (panel d). Those maps were created with FA threshold H = 0.67, WMA threshold H = 0.84 and DFA threshold H = 0.80, corresponding to the N-P optimization P FA = 0.05, and threshold R 2 = 0.15 (p b 0.001, uncorrected for multiple comparisons). These particular slices were not used during the identification of exemplars for the computations of sensitivity, specificity, and ROC curves. For our experimental paradigm, which involved right-hand finger tapping and attended visual stimulation, activations are expected in the hand bump (Yousry et al., 1997) The 116 voxels to be used in Fig. 10 are those identified by deconvolution with R 2 ≥ 0.15 in the three slices presented in Fig. 9 . These were classified by visual inspection of their estimated impulse response functions into 75 HDRs and 41 task-related artifacts by the procedures given in Methods. (left panel) or by DFA (right panel). Horizontal lines indicate the N-P criterion thresholds for H given 0.05 probability of falsepositives. FA does a poor job of separating HDRs (circles) from artifacts (crosses). Specifically, while FA yields few false-positives, it also yields few true-positives (HDRs). On the other hand, DFA is roughly 87% successful (4 artifacts classified as HDRs, 11 HDRs classified as artifacts, neither of which is significantly different from the ROC analysis expected error rates). Thus, DFA seems to strike a good balance between minimizing false-positives and false-negatives, whereas FA could not produce such a result even by shifting the cutoff for H. Higher values of R 2 are more likely to be HDRs than artifacts, and vice versa for low values of R 2 , but HDRs (circles) and artifacts (crosses) have more overlap along the R 2 axis than they do along the H axis obtained by DFA.
To further elucidate activations defined by R 2 and DFA methods, we identified the 111 voxels with DFA H ≥ 0.80 (likely HDRs) in the three slices presented in Fig. 9 . A subset of 68 of these also had R 2 ≥ 0.15 and thus were deemed active by both methods (H+R+). The remaining 43 deemed as likely HDRs by DFA H were deemed to be noise by R 2 thresholding (H+R−). Lastly, of the 116 voxels deemed active by R 2 , 37 voxels were deemed to be task-related artifacts rather than HDRs by DFA (H−R+). Fig. 11 plots the average event-related time courses (IRFs) associated with H+R+, H+R−, and H−R+ subsets of voxels, in panels a, b, and c, respectively. The vertical bars indicate the estimated standard errors of the mean (expressed as r= ffiffiffiffi N p , where σ is the standard deviation and N is the sample size). We observed the most consistent hemodynamic response results when both DFA and deconvolution agree about the voxel being active (panel a). That is, most time points on the average IRF exclude zero from their confidence intervals. This seems like evidence that more information is extracted by combining DFA with deconvolution than by using either analysis alone. The question is, for the two subsets of voxels where the methods disagree, does the average IRF time course resemble the HDR in one case but not the other? When the analyses disagree about voxel activity, DFA is more consistent on average (panel b) than is deconvolution (panel c) for excluding the null. Most brain activation maps involve choosing a threshold for the test statistics. Sometimes activation patterns change dramatically with slight variation of the choice of threshold, which reduces one's confidence in the outcomes. We therefore created additional activation maps (not shown) from another subject for the following ranges of test statistic thresholds: H = 0.66 to 0.72 for FA; H = 0.83 to 0.92 for DFA; and R 2 = 0.18 to 0.24. We concluded that the FA maps, like those shown in Fig. 9 top row, did not reveal consistent activations in M1, V1, or other logically possible areas like premotor cortex or supplementary motor areas. DFA and R 2 maps The solid, dash-dot, and dashed lines denote the ROC curves for experimental data using DFA, experimental data using deconvolution, and simulated data of similar SNR (S H = 0.73 and S a = 0.62) using DFA, respectively.
showed such activations consistently, despite varying their thresholds over this range of decision criteria.
Estimation of noise from experimental data
We have prepared three databases by selecting 1800 voxels from the brain images of two healthy volunteers, 600 examples each for HDRs, task-related artifacts, and noise. Within each database, we calculate the average variance among all the time series. The estimated variance for true HDRs, task-related artifacts, and noise is about 1.52, 1.37, and 0.99, respectively. By Eq. (1), we obtain S H = 0.73 and S a = 0.62.
To evaluate the accuracy of the estimations of the noise level, we performed the following numerical simulations. We simulated 5000 HDR time series using Eq. (3) with S H = 0.73 and 5000 task-related artifact time series using Eq. (2) with S a = 0.62. We then applied DFA to the random-walk-type processes of all these simulated voxel time series, computed the ROC curve of H, and compared it with the ROC curves of H and R 2 for real data. These three curves were shown in Fig.  12 as dashed line, solid line, and dash-dot line, respectively. They are very close. Note that if we increase S H and S a by decreasing the noise level, the dashed line will move up. Conversely, if we decrease S H and S a by increasing the noise level, the dashed line will move down. This suggests that the proposed algorithm for estimating noise level is very effective. In fact, Fig. 12 also suggests that Birn's model (Birn et al., 2004 ) is a good model for fMRI signals and corroborates that DFA is excellent at distinguishing true HDRs from our sample of task-related artifacts.
Conclusions
We compared fluctuation analysis (FA; Thurner et al., 2003) , wavelet multi-resolution analysis (WMA; Shimizu et al., 2004) , and detrended fluctuation analysis (DFA) for characterizing fMRI data as though these time series were random fractals having temporal self-similarity. We used receiver operating characteristic analysis to examine the effectiveness of FA, WMA, and DFA in distinguishing among three types of fMRI time series, namely, hemodynamic responses (HDRs), task-related artifacts, and background noise. Since it is easy to separate the noise voxels from HDRs by various methods, we focused instead on distinguishing HDRs from task-related artifacts because such artifacts can comprise a significant proportion of a brain activation map (Birn et al., 1999; Krüger and Glover, 2001; Purdon and Weisskoff, 1998; Diedrichsen and Shadmehr, 2005) . Nearly without regard to the choice of decision criteria for separating HDRs from artifacts, the likelihood ratio of true-positives to falsepositives is substantially larger for DFA than for FA and for WMA. Activation maps derived by DFA are similar to those derived by deconvolution analysis with R 2 thresholding. R 2 thresholding separates task-related signals from noise but is not particularly effective for separating task-related HDRs from task-related artifacts. However, DFA separates task-related HDRs from taskrelated artifacts in the present finger-tapping paradigm, as well as separating both from noise.
We have also proposed an effective method for estimating the noise level in experimental fMRI data, and we have partially evaluated through simulations the effects of varying lag, amplitude, and time course shape on the receiver operating characteristics for DFA and deconvolution. We emphasize that this evaluation is only partial. Whether DFA will perform as well for the non-rigid motion artifacts that accompany overt speech, or for motion-related signal changes having time courses more similar to those of HDRs, is not yet known.
Deconvolution analysis explicitly uses information about task timing to extract the activation patterns while DFA does not. Conceivably, HDRs not paced by a task might be detectable by DFA if they happened with sufficient density within the time series. Deconvolution and DFA expose somewhat different information about the time series. It seems logical to speculate that one could effectively integrate these two methods, as crudely illustrated in Fig. 11 , to further improve both sensitivity and specificity for detecting functional activity of brain areas involved in tasks. It seems logical to speculate as well that DFA might be useful for categorizing components recovered through spatial ICA.
Finally, other investigators are having success using non-linear techniques to characterize BOLD responses. Deneux and Faugeras (2006) showed that maximum likelihood parameter estimation could be used with a physiological model to derive activation maps. Future studies should compare such methods with those described or developed in the present paper to assess the performance of the different methods for classifying different kinds of artifacts under varying constraints.
