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Abstract
Employing low resolution analog-to-digital converters in massive multiple-input multiple-output
(MIMO) has many advantages in terms of total power consumption, cost and feasibility of such
systems. However, such advantages come together with significant challenges in channel estimation
and data detection due to the severe quantization noise present. In this study, we propose a novel
iterative receiver for quantized uplink single carrier MIMO (SC-MIMO) utilizing an efficient message
passing algorithm based on the Bussgang decomposition and Ungerboeck factorization, which avoids
the use of a complex whitening filter. A reduced state sequence estimator with bidirectional decision
feedback is also derived, achieving remarkable complexity reduction compared to the existing receivers
for quantized SC-MIMO in the literature, without any requirement on the sparsity of the transmission
channel. Moreover, the linear minimum mean-square-error (LMMSE) channel estimator for SC-MIMO
under frequency-selective channel, which do not require any cyclic-prefix overhead, is also derived.
We observe that the proposed receiver has significant performance gains with respect to the existing
receivers in the literature under imperfect channel state information.
Index Terms
Single-carrier, analog-to-digital converter, interferer, massive MIMO, quantization, one-bit, low-
resolution, uplink, Ungerboeck, Bussgang decomposition, iterative.
I. INTRODUCTION
Massive multiple-input multiple-output (MIMO) systems have been enjoying considerable
attention to be deployed in modern communication systems due to the many advantages they
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2provide regarding spectral and energy efficiency [1]–[5]. Despite their advantages, owing to the
large number of antennas, power consumption and cost of the components per antenna becomes
a hindrance. Regarding this bottleneck, utilization of low-resolution analog-to-digital converters
(ADCs) at each antenna of the MIMO array shines out as a feasible solution, due to their lower
power consumption and cost [6]–[8]. Therefore, their utilization in massive MIMO systems have
been examined intensively [8]–[17]. However, the aforementioned advantages of low resolution
ADCs are not for free; there is an increased difficulty for two major tasks in such systems, namely
the channel estimation and data detection, due to quantization distortion. There are many studies
in the literature that handles these two important problems. In this work, we propose a novel
data detector and a channel estimator for quantized wideband single-carrier (SC) massive uplink
MIMO and achieve significant advantages compared to the existing work in the literature.
A. Related Work
Regarding channel estimation algorithms in quantized MIMO, there are numerous works [8],
[12]–[40]. Among those studies [8], [12]–[31] propose channel estimation algorithms for flat
fading channels. As quantization is a non-linear operation, the extension of flat fading channel
estimation techniques to frequency-selective channels is not straightforward.
There are also many works that propose various channel estimation algorithms for frequency-
selective channels in quantized MIMO systems [32]–[40]. Among them, [32] proposes a channel
estimation method to estimate sparse frequency-selective channels for orthogonal frequency divi-
sion multiplexing (OFDM) modulation. Another study [33] combines the expectation-maximization
(EM) algorithm with a channel estimation method relying on the sparsity in the channel. However,
the complexity of the algorithm in [33] can be high as it involves the maximization of M non-
linear, non-convex functions over KL complex variables, M being the number of antennas, K
and L being the number of users and channel taps. Due to the non-convex nature of the channel
estimation problem, the global optimum solution is also not guaranteed.
More recently, [34] proposed a linear low-complexity channel estimation technique for frequency-
selective channels in for MIMO-OFDM, without any sparsity assumption on the channel, where
the quantization noise is assumed to be an independent identically distributed noise. This as-
sumption is only accurate as the number of taps or users becomes large. In contrast, [35] takes
into account the correlation between the quantization noise terms by deriving the linear minimum
mean-square-error (LMMSE) channel estimate. Another study [36] proposes a low complexity
3channel estimation algorithm based on approximate message-passing, showing some performance
improvement compared to LMMSE channel estimation. However, the aforementioned channel
estimation techniques [34]–[36] require OFDM and a cyclic-prefix (CP), which may decrease
the spectral efficiency significantly, especially if L is large. The same OFDM or CP limitation
also exists for the channel estimation techniques in [36]–[41]. In short, for all of the aforemen-
tioned channel estimation methods for frequency-selective fading, at least one of the following
limitations holds: the requirement of OFDM or a CP [32], [34]–[40], the requirement of a sparse
channel [32], [37]–[40], or being computationally very complex [33].
For the channel estimation algorithm to be proposed in our study, we concentrate on a linear
and low complexity method in quantized massive MIMO systems under frequency selective
fading, which does not require any CP and can work with single-carrier (SC) modulation. The
reason for the selection of SC modulation is owing to the fact that SC is superior to OFDM for
systems having nonlinearities, such as quantized MIMO [40], [42], owing to its lower peak-to-
average power ratio (PAPR) [43] and robustness to carrier-frequency-offset (CFO) errors [44].
Regarding data detection in quantized massive MIMO, there are also a vast number of studies
in the literature [16], [41], [42], [45]–[70]. Among them, [16], [45]–[59] propose detectors for
frequency-flat channels. However, for wideband transmission, frequency-flat channel assumption
is not practical, even with mmWave channels [71].
For frequency-selective channels, [41], [42], [60]–[70] advocate various data detectors for
quantized massive MIMO systems. Among those work, [60] proposes a maximum a posteriori
(MAP) data detection algorithm for quantized uplink massive MIMO-OFDM. The complexity
of the proposed MAP algorithm is very high, thus suboptimal but lower complexity versions are
also proposed in [60]. However, their performance is shown to be even worse than a relatively
much lower complexity per subcarrier LMMSE data equalization method [68]. Another study
[61] employs a generalized approximate message passing (GAMP) based detector to obtain
the Bayes-optimal data estimates for quantized MIMO. However, if OFDM is not employed, the
proposed detector requires the inversion of Nc×Nc matrices, Nc being the number of subcarriers,
which means a complexity growth with N3c , while the complexity of the detector proposed in
our work grows linearly with Nc. Even with OFDM, its complexity grows with M
2Nc [61],
which indicates a computationally exhaustive detector. A much recent study [41] also proposes
a support vector machine based detector for one-bit massive MIMO systems, which is again
limited to OFDM, requiring a CP. Moreover, the complexity of the data detection in [41] grows
4with N2cK
2 for frequency selective channels.
Owing to the aforementioned advantages of SC systems over OFDM, there are many studies
proposing SC frequency domain equalization (SC-FDE) detectors in quantized MIMO. To start
with, [62] proposes a GAMP based detector. However, as the proposed algorithm cannot be
applied to arbitrary constellations, [62] is later extended to work with arbitrary constellations
in [42] and [63]. However, the number of nonlinear operations per iteration of the proposed
receivers in [42] and [63] is 5MNcO+ PKNc, where O is a number between 80 and 100, and
P is the modulation order. As the number of antennas M in massive MIMO is large, 5MNcO
becomes a very large number. Moreover, the number of iterations for GAMP based methods
to converge is typically about 10 iterations [61]. This means a prohibitive complexity for the
detectors proposed in [42] and [63] for massive MIMO. Moreover, [64] also advocates a GAMP
based receiver, but its complexity grows with N2c , which can also be very high. Another SC-FDE
and GAMP based detector is proposed in [65]. Nevertheless, the detector in [65] is limited to
spatial modulation, which is not a commonly used modulation technique. More recently, [66]
proposed various iterative detectors with feasible complexity for quantized massive MIMO.
Despite being superior compared to OFDM for quantized MIMO, there is still a CP overhead
in SC-FDE. Therefore, some recent work has proposed detectors that can work without a CP for
quantized SC-MIMO systems under frequency-selective fading. A sphere decoding based detector
is proposed in [67] for one-bit massive MIMO. However, N being the data packet length, the
complexity of the detector in [67] increases with MN3KP for frequency-selective fading case,
which is computationally infeasible. Moreover, [68] proposes a reinforcement learning based
data detector. Nonetheless, the computational complexity of the detector in [68] grows with
PL [72], L being the number of channel taps. Therefore, the detector in [68] is only feasible
for extremely sparse channels. In contrast, the computational complexity grows linearly with
L for the proposed data detector in our work. Another detector is also proposed in [69] as a
frequency domain equalizer. However, the complexity of the detector in [69] grows with NK3,
while the proposed detector in this work has a complexity growth with NK2. More recently, a
maximum-likelihood sequence estimator for one-bit massive MIMO under frequency-selective
fading is proposed in [70]. The computational complexity of the detector in [70] grows with PL,
resulting in excessive complexity when L is large. In the same study, the necessity of a decision
feedback equalization based reduced state detector is also mentioned as a future work, which is
one of the important properties of the proposed detector in our work.
5B. Contributions
In this study, we propose a novel iterative detector for quantized SC uplink MIMO, which will
be referred to as QA-UMPA-BDF, standing for quantization-aware Ungerboeck type message
passing algorithm with bidirectional decision feedback. To incorporate the quantization effects
on the observation model we utilize Bussgang decomposition. An efficient message passing
structure is proposed based on Ungerboeck factorization, through which we also avoid the need
to use a complex noise whitening filter [73]. To further reduce the computational complexity, a
reduced state sequence estimator with bidirectional decision feedback is also derived. To sum
up, the main contribution items associated with our paper are as follows:
• The proposed detector is one of the few detectors in the literature that are able to work
without any CP extension in quantized SC massive MIMO, which can be important to
maintain a feasible spectral efficiency. In the literature, the nonlinear detectors working
without CP has a complexity growth with PL, whereas the complexity of the proposed
detector grows linearly with L.
• The proposed detector is derived not only for one-bit ADCs but also for multi-bit ADCs.
• The proposed detector provides significant error-rate performance advantages over the higher
complexity representative detector [66] from the literature, which even has lower spectral
efficiency due to the lack of CP in our detection scheme.
• LMMSE channel estimates for CP-free SC quantized MIMO is derived based on Bussgang
decomposition, which does not exist in the literature up to the knowledge of the authors.
As the benchmark detector to compare with the proposed detector, we prefer the detectors
designed for SC modulation to OFDM based detectors, as SC modulation is superior to OFDM
when a non-linearity is present, due to its lower PAPR [43] and robustness to CFO errors [44].
Among the aforementioned SC detectors, the ones that have comparable complexity to our
detector, when the number of channel taps are not very low (if the channel is not extremely
sparse), are [69] and [66]. We prefer [66] over [69] as the benchmark algorithm even if [66]
has a CP overhead, since [66] is a much more recent study and the performance of [69] may
be inferior to [66] due to the inter-carrier interference caused by the lack of CP in [69].
Notation: c is a scalar, c is a column vector, C is a matrix and CH , CT , and C∗ represent the
Hermitian, transpose, and conjugate of matrix C, respectively. [C](m,n) stands for the element
of matrix C at its mth row and nth column and |G| represents the cardinality of the set G.
6E[.] takes the expectation of its operand. Re(.) and Im(.) take the real and imaginary parts of
their operands and j =
√−1. ||.|| corresponds to the Euclidean norm. 0K and IK are zero
and identity matrices with size K × K; and diag(C) is the diagonal matrix, whose diagonal
entries are equal to the diagonal entries of C. Moreover, log2(.) is the base-2 logarithm, ⊗ is
the Kronecker product and Tr[.] is the trace operator. Furthermore, Q(.) is the Q-function, which
satisfies Q(x) = 1√
2π
∫∞
x
e−z
2/2dz. The notation blkToeplitz(C,R) indicates a block Toeplitz
matrix of dimension M ×K, whose first row block is matrix R of size Mr ×K and the first
column block is matrix C of size M ×Kc.
II. SYSTEM MODEL
In this study, a single-cell uplink massive MIMO system with K single-antenna users and
M receive antennas equipped with low-resolution ADCs is examined. The channel between the
users and the receive antennas is considered to be a frequency-selective channel. In this case,
the unquantized received signal at the mth antenna, namely ym[n], can be expressed as follows:
ym[n] =
K∑
k=1
L−1∑
ℓ=0
√
ρk[ℓ]hm,k[ℓ]xk[n− ℓ] + wm[n], (1)
where L is the number of channel taps, hm,k[ℓ] is the ℓ
th tap in the impulse response of the channel
between the kth user and the mth receive antenna, wm[n] is the thermal noise sample received
from the mth antenna at the nth time sample. Moreover, ρk[ℓ] is the power-delay profile of the
channel between the receive antennas and the kth user, satisfying
∑L
ℓ=1 ρk[ℓ] = 1, ∀k. The channel
taps hm,k[ℓ] are assumed to be zero-mean unit variance complex Gaussian random variables,
corresponding to a Rayleigh fading scenario, and uncorrelated, that is, E[hm1,k1 [ℓ1]hm2,k2[ℓ2]
∗] =
δ[ℓ1 − ℓ2]δ[k1 − k2]δ[m1 − m2]. Such assumptions for the channel coefficients are commonly
adopted in many studies [34], [74], [75], among others. Thermal noise samples are assumed to
be independent identically distributed (i.i.d) zero-mean complex Gaussian random variables with
variance No. Moreover, xk[n] is the transmitted symbol by user k at the n
th time index, with
average symbol energy Es = E[|xk[n]|2], ∀k, n. (1) can be more compactly written as
y[n] =
L−1∑
ℓ=0
H[ℓ]J[ℓ]x[n− ℓ] +w[n], (2)
where J[ℓ] is a K ×K diagonal matrix, whose kth diagonal is √ρk[ℓ], and H[ℓ] is the MIMO
channel matrix, whose element at the mth row and the kth column is equal to hm,k[ℓ]. Moreover,
7x[n] and w[n] are the transmitted symbol and noise vectors, whose kth and mth elements are
equal to xk[n] and wm[n], respectively. The quantized received signal can be expressed as
r[n] = Q(y[n]), (3)
where Q(.) is the function mapping the input of the quantizer to its output. For the case of 1-bit
quantizer, Q(.) = sign(Re(.)) + jsign(Im(.)), sign(.) being the sign function.
III. LMMSE CHANNEL ESTIMATION FOR CP-FREE QUANTIZED SC-MIMO
In this section, the expression for the LMMSE channel estimate for quantized SC-MIMO
systems will be derived. In the channel estimation phase, we assume that each user transmits
pilot signals simultaneously. In this case, the received signal in (2) can be reexpressed as
y(p) = (X⊗ IM)h+w, (4)
y(p) ,
[
y[0]T y[1]T · · ·y[τ − 1]T ]T , w , [w[0]T w[1]T · · ·w[τ − 1]T ]T ,X , [X1 X2 · · ·XK ] ,
h ,
[(
h(1)
)T (
h(2)
)T · · · (h(K))T]T , h(k) , [(h(k)[0])T (h(k)[1])T · · · (h(k)[L− 1])T]T ,
in which h(k)[ℓ] is the kth column of H[ℓ] and [Xk](m,n) ,
√
ρk[n]xk[m − n]. Here, τ is the
training length and xk[n], n = 0, 1, . . . , τ − 1 is the transmitted pilot sequence of user k.
A. Bussgang Decomposition based LMMSE Channel Estimator
To obtain a linear channel estimator having a simple expression, we utilize the Bussgang de-
composition [76] which enables finding a statistically equivalent linear operator for any nonlinear
function [77]. According to the Bussgang decomposition, r(p) = Q(y(p)) can be written as
r(p) = A(p)y(p) + q(p). (5)
We denote the cross-covariance matrix between y(p) and r(p) by Cy(p)r(p) and the autocovariance
matrix of y(p) by Cy(p) . When A
(p) is selected as A(p) = CH
y(p)r(p)
C−1
y(p)
, the distortion term
q(p) is minimized, or equivalently, q(p) is made uncorrelated with y(p). For a one-bit quantizer,
assuming zero-mean Gaussian inputs1, the following holds [5]:
A(p) =
√
4
π
diag(Cy(p))
−0.5 =
√
4
π
diag
((
XXH ⊗ IM
)
+NoIMτ
)−0.5
. (6)
1This assumption is approximately true even when the transmitted symbols are not Gaussian but from a finite cardinality set.
The input of the ADC at the mth antenna can be written as a sum of KL independent identically distributed (i.i.d.) random
variables with finite variance. Owing to the central limit theorem (CLT), the value of this sum (ADC input) converge to Gaussian
as KL grows large.
8Equivalently, A(p) can be expressed as follows:
A(p) = B⊗ IM , (7)
where B =
√
4/πdiag(XXH+NoIτ )
−0.5. Moreover, the auto-covariance matrix of the distortion
term at the quantizer output q(p), namely Cq(p) , can be found for 1-bit quantizer as [5]:
Cq(p) = Cr(p) −A(p)Cy(p)
(
A(p)
)H
, (8)
where Cr(p) is the autocovariance matrix of r
(p), which can be found with arcsine law [78]:
Cr(p) =
4
π
(
asin
(
Dy(p)
− 1
2 Re(Cy(p))Dy(p)
− 1
2
)
+ j asin
(
Dy(p)
− 1
2 Im(Cy(p))Dy(p)
− 1
2
))
, (9)
where Dy(p) = diag
(
Cy(p)
)
. Plugging Cy(p) =
(
XXH ⊗ IM
)
+NoIMτ =
(
XXH +NoIτ
)⊗IM
in (9), one can find that
Cr(p) = Cη ⊗ IM , (10)
Cη =
4
π
(
asin
(
Ky(p)
− 1
2 Re(Gy(p))Ky(p)
− 1
2
)
+ j asin
(
Ky(p)
− 1
2 Im(Gy(p))Ky(p)
− 1
2
))
, (11)
Gy(p) =
(
XXH +NoIτ
)
, Ky(p) = diag
(
Gy(p)
)
. Then, it follows from (6), (8) and (10) that
Cq(p) = E⊗ IM , (12)
where E = Cη −B
(
XXH +NoIτ
)
BH . Now that some simple expressions are found for A(p)
and Cq(p) in (7) and (12), the quantized signal r
(p) can be found using (4), (5) and (7) as
r(p) = (BX⊗ IM)h+ (B⊗ IM)w + q(p). (13)
Let Γ , (B⊗ IM)w + q(p), which corresponds to the total effective noise at the quantizer
output. Its covariance matrix CΓ can be found using (12) and (13) as
CΓ = F⊗ IM , (14)
where F = NoBB
H+E. Now that, the effective noise covariance matrix is found, we can apply
a whitening filter, C
−1/2
Γ = F
−1/2 ⊗ IM , to obtain
z(p) , C
−1/2
Γ r
(p) = (PX⊗ IM)h+ n, (15)
where P = F−1/2B and n = (P⊗ IM)w + F−1/2q(p), whose covariance matrix Cn = IMτ . To
derive the LMMSE estimator from the whitened observations, we also need to find whether h
and n are uncorrelated. It has been shown in [35, Appendix A] that for any quantized LMMSE
channel estimation based on Bussgang decomposition, the quantization distortion term, which is
9q(p) in our work, is uncorrelated with the channel estimates, implying that n is also uncorrelated
with h as w is also uncorrelated with h. In this case, Cz(p) , E[z
(p)z(p)
H
] can be found as
Cz(p) =
(
X′X′H ⊗ IM
)
+ IMτ , (16)
where X′ = PX. Cz(p)h , E
[
z(p)hH
]
can also be obtained as
Cz(p)h = (X
′ ⊗ IM) . (17)
Consequently, the LMMSE channel estimate for CP-free wideband one-bit massive MIMO,
namely hˆ
LME
, can be found using (16) and (17) as
hˆ
LME
= CH
z(p)h
C−1
z(p)
z(p) = (X′ ⊗ IM)H
((
X′X′H ⊗ IM
)
+ IMτ
)−1
z(p). (18)
Note that in (18), the inverse of aMτ×Mτ matrix should be taken. To obtain a lower complexity
LMMSE estimator, we define X′′ , X′ ⊗ IM . Then, (18) can be rewritten as
hˆ
LME
= (X′ ⊗ IM)H
((
X′X′H ⊗ IM
)
+ IMτ
)−1
z(p) = X′′H
(
X′′X′′H + IMτ
)−1
z(p). (19)
Employing Woodbury matrix identity [79], (19) can be reexpressed as
hˆ
LME
=
(
(X′′)H X′′ + IMKL
)−1
(X′′)H z(p)
=
((
(X′)H X′ ⊗ IM
)
+ IMKL
)−1
(X′′)H z(p)
=
((
XHPHPX+ IKL
)−1 ⊗ IM) (PX⊗ IM)H z(p). (20)
In (20), the inverse of a KL×KL matrix is taken, which is much less complex than taking the
inverse of an Mτ×Mτ matrix in (18), as τ ≥ KL in general (for orthogonal pilot assignment to
users τ ≥ KL). The complexity to calculate the proposed LMMSE channel estimate is much less
than the one derived in [35] for OFDM with a CP decreasing spectral efficiency. The LMMSE
expression in [35] requires the inverse of a large Mτ ×Mτ matrix, as M is large in massive
MIMO and τ ≥ KL in general. Mean-square-error (MSE) matrix can also be calculated as
CLME
hˆ
= IMKL −
((
XHPHPX+ IKL
)−1 ⊗ IM) (XHPHPX⊗ IM) . (21)
B. Low Complexity Approximations for the LMMSE Estimator
In this section, we will show that an even lower complexity approximation for LMMSE channel
estimate exists under some conditions. One of those conditions are when XXH is diagonally
dominant. This happens when the pilots assigned to different users are nearly orthogonal and the
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autocorrelation function of the transmitted pilot sequence of all users is close to a single impulse
function, that is
∑L−1
n=0
√
ρk[n]
√
ρk′[n]xk[m− n]x∗k′[m′− n] ≈ Uδ[m−m′]δ[k− k′], where U is
an arbitrary constant. This approximation is accurate when users transmit randomly generated
complex symbols as pilot sequences and KL is large. Another condition for LMMSE channel
estimate to have a lower complexity approximation is the SNR being low. For both cases (for
low SNR or when XXH is diagonally dominant) Cy(p) =
(
XXH ⊗ IM
)
+NoIMτ is diagonally
dominant, thus the following approximation, which can be written using (8)-(10), is tight:
Cq(p) ≈ (2− 4/π) IMτ . (22)
In this case, the overall effective noise becomes uncorrelated. Then, the complexity of the
calculation of the whitening filter C
−1/2
Γ = F
−1/2 ⊗ IM is reduced significantly as F became a
diagonal matrix for uncorrelated effective noise. This makes P = F−1/2B a diagonal matrix as
B is a diagonal matrix by definition, reducing the complexity in calculating (20).
A further reduction in the complexity of the LMMSE channel estimator is possible by assuming
that B =
√
4/πdiag(XXH + NoIτ )
−0.5 is a constant diagonal matrix. This is an accurate
assumption when SNR is low. Even if SNR is not low, it is valid to assume that the diagonal
elements of XXH , corresponding to the average received power for each received sample at each
antenna (averaged over channel realizations), which are equal to
∑L−1
ℓ=0
∑K−1
k=0 ρk[l]|xk[m − ℓ]|2
for all receive antennas at the mth received sample, does not change over the pilot symbol
transmission phase for most cases. If the magnitude of the transmitted complex pilot symbols
are always the same, which is the case for DFT pilot sequences or any sequence generated
randomly from a phase-shift keying (PSK) type modulation, this assumption is exactly correct.
Otherwise, the approximation error caused by this assumption goes to zero as KL becomes
large. With this assumption, B can be approximated as
B =
√
4/πdiag(XXH +NoIτ)
−0.5 ≈ gIτ , (23)
where g =
√
4/(π(KEs +No)). Along with (22), this implies that
P = F(−1/2)B ≈ (2− 4/π + g2No)(−1/2)gIτ . (24)
Then, the LMMSE estimator in (20) and MSE expression in (21) can be approximated as
hˆ
LME ≈
((
c2XHX+ IKL
)−1 ⊗ IM) (cX⊗ IM)H z(p), (25)
CLME
hˆ
≈ IMKL −
((
c2XHX+ IKL
)−1 ⊗ IM) (c2XHX⊗ IM) , (26)
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where c = g/
√
2− 4/π + g2No. By approximatingXXH as a constant diagonal matrix (with di-
agonal entries being KEs+No), which is an accurate assumption under the conditions mentioned
above, expressions of even lower complexity to calculate can be written from (19) as
hˆ
LME ≈ c (X⊗ IM)
H
z(p)
c2EsK + 1
,CLME
hˆ
≈
(
1− c
2
(
XHX⊗ IM
)
c2EsK + 1
)
, (27)
which are very simple expressions not involving any matrix inversions.
C. Extension to multi-bit quantizers
The LMMSE channel estimator and the resulting MSE expression for multi-bit quantizers are
the same as (20) and (21) for 1-bit quantizer, except that the matrices B and E employed in
the derivation of (20) and (21) are modified. For the example case of multi-bit midrise uniform
quantizers with Gaussian inputs1, B in (7) can be found as [74],
B =
∆√
π
diag
(
XXH +NoIτ
)−0.5 2q−1∑
i=1
exp
(
−∆2 (i− 2q−1)2 diag (XXH +NoIτ)−0.5) , (28)
where ∆ is the quantizer step size and q is the number of quantizer bits. Moreover, E in (12)
for multi-bit quantizer case can be approximated using [74]
E ≈∆
2
2
(2q − 1)2IMτ −Bdiag
(
XXH +NoIτ
)
BH
− 4∆2
2q−1∑
i=1
(
i− 2q−1)× (1−Q(√2(i− 2q−1)diag (XXH +NoIτ)−1/2)) . (29)
Moreover, for the lower complexity LMMSE channel estimator calculations in Section III-B,
replacing XXH by a constant diagonal matrix with diagonal entries being (KEs), defining
Pr , KEs +No the following approximations can be used for the multi-bit quantizer case
g =
√
∆2/ (πPr)×
2q−1∑
i=1
exp
(
−∆2 (i− 2q−1)2 /√(Pr)) , c ≈ g/√(d+ g2No), (30)
d =
∆2
2
(2q − 1)2 − g2(Pr)− 4∆2
2q−1∑
i=1
(
i− 2q−1)× (1−Q(√2(i− 2q−1) (Pr)−1/2)) . (31)
IV. DATA TRANSMISSION
For the data transmission phase, the quantized received signal can be rewritten using (2) as
r(d) = Q
(
y(d)
)
= Q (Hx +w) , (32)
12
y(d) ,
[
y[0]T y[1]T · · ·y[N + L− 2]T ]T , w , [w[0]T w[1]T · · ·w[N + L− 2]T ]T ,
H , blkToeplitz(Hc,Hr), x ,
[
x[0]T x[1]T · · ·x[N − 1]T ]T , (33)
Hc ,
[
H˜[0] 0 · · · 0
]
with size M × NK and Hr ,
[
H˜[0]T H˜[1]T · · · H˜[L− 1]T 0 · · ·0
]T
with size (N + L − 2)M × K, in which H˜[ℓ] = H[ℓ]J[ℓ]. Note that despite the same or
similar notations are used for the data/pilot and noise vectors for the channel estimation and
data transmission signal models for simplicity, they are completely independent of each other.
Using Bussgang decomposition [76], (32) can be reexpressed as
r(d) = A(d)Hx+A(d)w + q(d), (34)
where A(d) can be found by replacing Cy(p) in (6) by Cy(d) , HH
H + NoIM(N+L−2) for
one-bit quantizer or by replacing XXH + NoIτ in (28) by Cy(d) for multi-bit uniform midrise
quantizer. Moreover, the quantizer distortion term covariance matrix for one-bit quantizer case,
namely Cq(d) , can also be found by replacing Cy(p) , Cr(p) and A
(p) in (8) and (9) by Cy(d) ,
Cr(d) , E[r
(d)r(d)
H
] and A(d), respectively. For multi-bit quantizer case, Cq(d) can also be
obtained by replacing XXH + NoIτ and IMτ in (29) by Cy(d) and IM(N+L−2), respectively.
Moreover, as the channel coefficients are taken to be i.i.d. unit variance random variables, all
diagonal elements of HHH converge to KEs as KL goes large, the reason of which is discussed
previously. Moreover, when KL is large or for low SNR, again it is straightforward to show
that HHH + NoIM(N+L−2) is a diagonally dominant matrix with diagonal entries converging
to KEs + No. In this case (when HH
H + NoIM(N+L−2) ≈ (KEs + No)IM(N+L−2)), A(d) and
Cq(d) can be approximated by employing the modified versions of (6), (28), (8), (9) for data
transmission phase (with the aforementioned modifications such as replacing Cy(p) by Cy(d)) as
A(d) ≈ aIM(N+L−2), Cq(d) ≈ eIM(N+L−2), (35)
where a =
√
4/(π(KEs +No)), e = 2− 4/π for one-bit quantizer case. For multi-bit quantizer
case a = g, where g can be found using (30) and e = d, where d can be found using (31).
The aforementioned assumptions, leading to an uncorrelated quantizer noise assumption, are
observed to be accurate even when the number of users are as low as K = 4 and L = 1 for
i.i.d. channel coefficients [35, Fig. 4], even for high SNR. In fact, K and L values will be much
larger in general, implying very low approximation errors.
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V. QUANTIZATION AWARE UNGERBOECK TYPE MESSAGE PASSING ALGORITHM WITH
BIDIRECTIONAL DECISION FEEDBACK
Based on (34) and (35), a minimum distance performance metric can be constructed as
Λ
(
r,H,x
)
= γ1exp
(−||r−Hx||2) , (36)
where r = r/
√
e, H = aH/
√
e and γ1 is a multiplicative constant. The metric corresponds to
the ML metric when the effective noise term (aw) + q has a Gaussian distribution. It has been
pointed out in [80]–[82] that the Gaussian assumption for the quantization noise (aw)+q yields
accurate results, especially for low SNR, even for 1-bit quantizer. As a gets closer to 1 and
the power of quantizer noise q decreases with increasing number of resolution bits, it can be
stated that the effective noise (aw) + q can be approximated as Gaussian for all quantization
resolutions, as the (aw) term in the effective noise dominates.
We continue by rewriting the minimum distance metric in (36) as
Λ
(
r,H,x
)
= γ2exp
(
2ℜ (rHHx)− xHHHHx) . (37)
To obtain the optimal estimates based on the metric in (37), there are various approaches. One
is to filter r by a channel matched filter (CMF) followed by a noise whitening filter in the
Forney method [83]. The complexity of this method including a whitening filter can be high,
thus an alternative method based on Ungerboeck observation model can be choosen [83]. In the
Ungerboeck observation model, the minimum distance metric is constructed directly from the
unwhitened CMF output, namely v , HHr. Taking v as the observation vector, the metric in
(37) can be rewritten as
Λ
(
r,H,x
)
= γ2exp
(
2ℜ (vHx)− xHGx) , (38)
where G , HHH , blkToeplitz(Gc,Gr), in which Gr = [G[0] G[1] · · · G[L− 1] 0 · · · 0],
Gc = (Gr)H , where G[ℓ] ,
a2
e
∑L−1−ℓ
k=0 H˜[k + ℓ]
HH˜[k].
With these definitions, the minimum distance metric in (38) can be computed recursively as
ΛN =
N−1∑
n=0
(Λn+1 − Λn)
=
N−1∑
n=0
(
K∑
k=1
[
κnk(vk[n], xk[n])− φnk(xk[n],Snk)−
K∑
k′=1,k′<k
ψnk,k′(xk[n],S
n
k , xk′[n],S
n
k′)
])
,
(39)
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where ΛN = Λ
(
v,H,x
)
, vk[n] is the (Kn + k)
th element of v, and Snk is the state vector of
user k at the nth time instant, which can be expressed as
Snk =
[
xk[n− 1] · · · xk[n− J ]
]
. (40)
As can be noted in (40), although we need to have L−1 elements in the state vector for optimal
sequence estimation, the number of elements in the state vector in (40), namely J , can be selected
less than L−1, to reduce the complexity of the detector. This can be done by utilizing surviving
paths constructed based on the proposed Ungerboeck type reduced state sequence estimation
(U-RSSE) for MIMO with bidirectional decision feedback algorithm, the details of which will
be provided in the sequel. The functions κnk(.), φ
n
k and ψ
n
k,k′(.) in (39) are also defined as
κnk(.) , 2ℜ{(v∗k[n])xk[n]} − x∗k[n][G[0]](k,k)xk[n], (41)
φnk(.) , 2ℜ{ζk,k[n]} , ψnk,k′(.) , 2ℜ
{
x∗k′ [n][G[0]](k′,k)xk[n] + ζk,k′[n] + ζk′,k[n]
}
, (42)
where ζk,k′[n] =
∑min(L−1,n)
l=1 x
∗
k[n][G[ℓ]]
H
(k,k′)xk′ [n − ℓ]. Here, κnk(.) can be regarded as the
CMF output, φnk(.) calculates the self-interference due to ISI, while ψ
n
k,k′(.) corresponds to the
interference caused to user k from the other users. Employing (39)-(42), a metric taking into
account the a priori probabilities of the transmitted data symbols can be found as
ln
(
Λ
(
{xk[n],Snk}∀k,n
∣∣ {vnk}∀k,n
))
∝
N−1∑
n=0
K∑
k=1
P
(
S0k
){
κnk (v
n
k , xk[n])− φnk (xk[n],Snk) + ln
(
T nk
(
xk[n],S
n
k ,S
n+1
k
))
+ P ({xk[n]})−
K∑
k′=1,k′<k
ψnk,k′ (xk[n],S
n
k , xk′[n],S
n
k′)
}
, (43)
where P ({xk[n]}) and P (S0k) are the a priori probabilities of the data symbol xk[n] and the
initial state vector S0k. Moreover, ln(.) takes the natural logarithm, and T
n
k
(
xk[n],S
n
k ,S
n+1
k
)
is
the trellis indicator function, which is equal to 1 if a transition from Snk to S
n+1
k is possible with
the data symbol being xk[n]. Otherwise, it is equal to zero. The proposed factor graph (FG)
constructed for the calculation of (43) is presented in Fig. 1. As can be noted in Fig. 1, there are
cycles which are of length 6. Although the existence of cycles in the FG in Fig. 1 result in an
approximate computation of (43), as it is known that the approximation errors are negligible if
the length of the cycles are greater than 4 [84]. As can also be noted in Fig. 1, the state vector
Snk and the data symbol xk[n] are merged into a single variable node in order to increase the
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User k
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Fig. 1: Proposed factor graph corresponding to the calculation of the metric in (43).
cycle length, which is known as streching in the literature [85]. Based on the FG in Fig. 1, a
novel reduced complexity quantization-aware Ungerboeck type message passing algorithm with
bidirectional decision feedback (QA-UMPA-BDF) detector is proposed, which is characterized
by the following message update rules based on sum-product algorithm (SPA) framework:
Λf,n+1k
(
Sn+1k
)
= ln

 ∑
∼{Sn+1k }
exp
(
Λf,nk (S
n
k) + ln(T
n
k (.)) + φ
n
k (.) + V
n
k (xk[n],S
n
k)
) , (44)
Λb,nk (S
n
k) = ln

 ∑
∼{Snk}
exp
(
Λb,n+1k
(
Sn+1k
)
+ ln (T nk (.)) + φ
n
k (.) + V
n
k (xk[n],S
n
k)
) , (45)
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Onk (xk[n],S
n
k) = Λ
f,n
k (S
n
k) + Λ
b,n+1
k
(
Sn+1k
)
+ ln (T nk (.)) + φ
n
k (.) , (46)
V nk (xk[n],S
n
k) = P ({xk[n]}) + κnk (.) +
[
K∑
l=1, l 6=k
µnl,k (xk[n],S
n
k)
]
, (47)
µnk′,k (xk[n],S
n
k) = ln

 ∑
{xk′ [n]},Snk′
exp
(
znk′,k (xk′ [n],S
n
k′)ψ
n
k,k′ (.)
) , (48)
znk,k′ (xk[n],S
n
k) = O
n
k (xk[n],S
n
k) + V
n
k (xk[n],S
n
k)− µnk′,k (xk[n],Snk), (49)
where
∑
∼{x} is defined as the sum over all variables excluding x. Note that we calculate the
messages in log domain to avoid numerical issues due to very large numbers as the multiplications
performed in SPA framework are reflected as summations in log domain for the equations (44)-
(49). For further avoidance of numerical issues due to large numbers, the max-log approximation
[86] can be used for (44), (45) and (48) as
Λf,n+1k
(
Sn+1k
) ≈ max
{Snk ,xk[n]}
(
Λf,nk (S
n
k) + ln(T
n
k (.)) + φ
n
k (.) + V
n
k (xk[n],S
n
k)
)
, (50)
Λb,nk (S
n
k) ≈ max{Sn+1k ,xk[n]}
(
Λb,n+1k
(
Sn+1k
)
+ ln(T nk (.)) + φ
n
k (.) + V
n
k (xk[n],S
n
k)
)
, (51)
µnk′,k (xk[n],S
n
k) ≈ max{xk′ [n]},Snk′
(
znk′,k (xk′[n],S
n
k′) + ψ
n
k,k′ (.)
)
. (52)
Regarding the interpretaion of the FG in Fig. 1, the upper part is responsible for the RSSE oper-
ation with the help of bidirectional decision feedback providing the surviving paths needed for
the metric calculations. The message µnk′,k in (48) is responsible for soft multi-user interference
(MUI) cancellation between user k and user k′, whereas V nk contains the information for the
interference of all users to user k and the CMF output for the nth symbol of user k.
A. Bias Compensation
Owing to the state reduction and the pre-cursor ISI remaining after CMF operation, an anti-
causal interference appears. As a result, U-RSSE suffers from correct path loss even when there
is no noise and multi-user interference [87]. This interference is results in a bias affecting the
tentative decisions in a survivor map. This bias has to be corrected in the forward surviving path
construction in a similar manner as performed in [87]. With such a correction, the surviving
path construction of the states of the mth user can be found as
xˆk[n− J ](Snk) = arg max
xk[n−J ]
[
Λf,nk (S
n
k ) + φ
n
k (.) + V
n
k (.)− βn−Jk (Snk , xk[n− J ])
]
, (53)
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where βn−Jk is the bias correction term. This bias correction term can be found by replacing
hHRg[ℓ]h matrices in our previous work [88, Eqn. (2.24)], which finds the bias term for a
U-RSSE receiver for an unquantized single-input single-output (SISO) scenario, by G[ℓ] in our
work. In this case, the bias correction term can be written as
βn−Jk (S
n
k , xk[n− J ]) = 2Re
{
K∑
k′=1
[
n−J∑
l1=n−L+2
L−1∑
l2=n−l1+1
x∗k[l1][G[l2]](k,k′)x˜k′[l1 + l2]
]}
, (54)
where x∗k[l1] for l1 < n− j can be found from the surviving path constructions at the previous
time instants and x˜k′ [l1 + l2] can also be found from the hard tentative decisions about future
symbols, which are obtained in the previous iterations. The bias term is also simplified for the
full decision feedback case (when no state is used, that is, when J = 0) as
βnk (xk[n]) = 2Re
{
K∑
k′=1
[
L−1∑
l2=1
xˆ∗k[n][G[l2]](k,k′)x˜k′[n + l2]
]}
, (55)
since the terms of the outer summation with index ℓ1 6= n−J = n in (54) can be omitted as the
maximization is over xk[n] in (53) for J = 0. Ultimately, the metric in (43) can be calculated
in the termination step of the SPA as
ln
(
Λ
(
{xk[n],Snk}
∣∣ {vnk}∀k,n
))
=
∑
Sn
k
[V nk (.) +O
n
k (.)− βnk (.)] , (56)
where βnk (.) can be calculated as
βnk (xk[n],S
n
k) = 2Re
{
K∑
k′=1
[
n∑
l1=n−L+J+2
L−1∑
l2=n−l1+J+1
x∗k[l1][G[l2]](k,k′)x˜k′ [l1 + l2]
]}
. (57)
with the corresponding data symbol estimates maximizing the metric in (43) given as
xˆk[n] = arg max
{xk[n]}
∑
Sn
k
[V nk (xk[n],S
n
k) +O
n
k (xk[n],S
n
k)− βnk (xk[n],Snk)] . (58)
B. Message Passing Schedule
Owing to the cycles existing in the FG in Fig. 1, there is no unique message passing schedule
for SPA operation. Therefore, we employ a serial schedule as in [85] for updating the messages.
The proposed scheduling for forward recursion in time-domain is presented in Algorithm 1.
When the forward recursion in time-domain presented in Algorithm 1 ends, the same procedure
is performed as the backward recursion in time-domain, for which the time index at the outermost
for loop in Algorithm 1 will be from N − 1 to 0 and the operation in line 27 will be replaced
by an update of backward messages in time-domain Λb,nk using (51), while the lines 28-29 will
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Algorithm 1 QA-UMPA-BDF, forward recursion in time-domain
Input: MF output v and correlation metric G.
Initialization: Initialize all messages znk′,k, µ
n
k′,k, V
n
k , O
n
k , Λ
f,n
k , Λ
b,n
k as zero.
1: for n = 0 : 1 : N − 1 do
2: for k = 1 : 1 : K do
3: Update Onk (.) using (46).
4: end for
5: Forward recursion in user domain:
6: for k′ = 1 : 1 : K do
7: for k = k′ + 1 : 1 : K do
8: Update
{
µnk′,k
}
using (52).
9: end for
10: Update the term V nk (.) using (47).
11: for k = 1 : 1 : k′ − 1 do
12: Update
{
znk,k′
}
using (49).
13: end for
14: end for
15: Backward recursion in user domain:
16: for k = K : −1 : 1 do
17: for k′ = K : −1 : k + 1 do
18: Update
{
µnk′,k
}
using (52).
19: end for
20: Update the term V nk (.) using (47).
21: for k′ = k − 1 : −1 : 1 do
22: Update
{
znk,k′
}
using (49).
23: end for
24: end for
25: Update the time-domain forward messages:
26: for k = 1 : 1 : K do
27: Update Λf,n+1k (.) using (50).
28: Calculate bias term βn−Jk (S
n
k , xk[n− J ]) using (54) or (55).
29: Update surviving paths xˆk[n− J ](Snk) using (53).
30: end for
31: end for
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not be performed. Completion of forward and backward recursions in time-domain ends a single
iteration of the QA-UMPA-BDF detector. Although various choices can be made for the stopping
criteria, the one adopted in this study is the completion of a predefined number of iterations
(I). The initialization step in Algorithm 1 should only be performed for the forward recursion
in time-domain in the first iteration.
C. Computational Complexity Analysis
The computational complexity per iteration of the proposed QA-UMPA-BDF detector can be
found by analyzing (44)-(54). For the complexity analysis we consider the max-log approxima-
tions for (44), (45) and (48), which are (50), (51), (52). The complexity to calculate the messages
per single iteration of the proposed detector is provided in Table I. As can be noted from Table I,
(46) (47) (49) (50), (51), (53) (52) (54)
Complexity O (NPKL) O
(
NPK
2
)
O (NPK) O
(
NP
(J+1)
K
)
O
(
NP
2(J+1)
K
)
O
(
NP
(J+1)
K
2
L
)
TABLE I: Computational complexity of the QA-UMPA-BDF detector per iteration.
the computational complexity per iteration can be as high as O (NP 2(L+1)K) if reduced state
estimation is not employed (when J = L − 1). However, the computational complexity can
be reduced to O (NPKL) +O (NPK2) +O (NPK) +O (NPK) +O (P 2K) +O (NPK2L),
which changes linearly with almost all parameters, exceptK and P , for which there is a quadratic
increase in complexity. The complexity to calculate CMF output v and the correlation metric G
are O (MKNL) and O (MK2L), which are excluded from discussion as they are only calculated
once, not per iteration. In the representative benchmark algorithm that we compare the proposed
QA-UMPA-BDF detector, namely the “Robust MMSE” in [66, Eqn.(27)]), the computational
complexity is O (MKN log2(N)) + O (MK) + O (MK2) + O (NK3), whose complexity is
growing with K3. Therefore, it can be stated that the proposed QA-UMPA-BDF detector for
J = 0 has lower complexity compared to the benchmark detector, especially when K is large. We
will also show in Section VII that the proposed detector can converge in about I = 2 iterations
for most of the cases. Therefore, the number of iterations does not increase the proposed detector
complexity to a significant degree. Lower complexity detectors compared to the “Robust MMSE”
detector are also proposed in [66]. However, their performance is inferior compared to “Robust
MMSE” detector [66, Fig.12], thus “Robust MMSE” is chosen as the benchmark detector.
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VI. PERFORMANCE METRICS
To assess the performance of the proposed LMMSE channel estimator, normalized MSE curves
are plotted. The normalized MSE taking into account the channel coefficients multiplied by the
power delay profile can be found as [89]
nMSE =
Tr
[
ΩCLME
hˆ
ΩH
]
Tr [ΩChΩH ]
=
Tr
[
ΩCLME
hˆ
ΩH
]
MK
, (59)
where Ω is a diagonal matrix whose (ML(k − 1) +Mℓ + 1)th to (ML(k − 1) +Mℓ +M)th
diagonal elements are all equal to
√
ρk[ℓ]. C
LME
hˆ
can be found by (21), (26) or (27). For the data
detector performance metric, we use bit-error-rate (BER) and average mismatched achievable
rate (AIR) per user [90], which is a suitable metric to assess the performance of mismatched
decoders, employing approximate a posteriori probabilities (APP), as the exact APPs cannot be
calculated due to the cycles in the FG in Fig. 1 and Gaussian effective noise approximations.
The mismatched AIR can be expressed as [90]
AIR = Ex,H
[
1
NK
K∑
k=1
N−1∑
n=0
[
log2(P )− log2
(∑
x′
k
[n]∈Ax p˜(v|x′k[n])
p˜(v|xˆk[n] = xk[n])
)]]
, (60)
where Ax is the set of all possible constellation points and p˜(v|xk[n]) are the approximate APPs
which are found using (58) as
p˜(v|xk[n]) =
∑
Sn
k
exp (V nk (xk[n],S
n
k) +O
n
k (xk[n],S
n
k)− βnk (xk[n],Snk)) . (61)
VII. SIMULATION RESULTS
In this section, we will present the normalized MSE (nMSE), BER and AIR performance
of the proposed QA-UMPA-BDF detector. We will concentrate on the performance comparison
between the proposed QA-UMPA-BDF detector and the representative robust MMSE detector
[66] from the literature, which has comparable complexity to our detector, as the reduced state
length of the QA-UMPA-BDF detector is set as J = 0. We will see that the proposed detector
outperforms the representative detector in all cases, even if their complexities are similar and the
QA-UMPA-BDF detector provides a higher spectral efficiency, due to the absence of a cyclic-
prefix. Unless otherwise stated, M = 100, the power-delay profile of the transmission channel
is COST-207 typical delay profile for suburban and urban areas [91]. The number of channel
taps L = 32, with the power ratio of the first and the last taps being 30 dB. The number of
iterations for the QA-UMPA-BDF detector is selected as 2. The pilot symbols are created as
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random complex numbers from QPSK modulation. Eb , Es/log2(P ) corresponds to the bit-
energy. LMMSE channel estimates and MSE values are found based on (25) and (26). The step
size of the quantizer is selected to optimally to minimize quantization noise as in [37].
To determine the necessary training length for the channel estimation, the nMSE or BER vs.
the training length (τ ) performances are obtained as in Fig. 2. In Fig. 2a, we observe that if we
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Fig. 2: nMSE (a) and BER (b) vs. training length (τ )
need to have a nMSE level less than 10−1, τ ≥ 5KL will be an adequate choice for the proposed
LMMSE channel estimator for one-bit quantizer, although this number is much less for higher
bit resolutions. However, we can also say that there is a decreased improvement for nMSE if
the training length τ > 5KL for any bit resolution. Nevertheless, observing nMSE alone may
not be enough to foresee how the error-rate performance of the proposed detector changes with
the training length. Therefore, BER vs. training length is also obtained for 16-QAM modulated
data symbols as in Fig. 2b. As can be noted in Fig. 2b, for 1 and 2 bits, there is a significant
error-floor advantage of the proposed detector compared to the Robust MMSE detector [66] for
all cases. Moreover, we can see that with very low resolution quantizers (1 or 2 bits), increasing
τ more than 5KL is not very effective for decreasing BER. Therefore, we will set τ = 5KL
when q = 1, 2. For q = 3, we will set τ = 3KL observing nMSE values close to 10−2 from
Fig. 2, which is considered to be adequate. For larger bit resolutions, τ will be selected as 2KL
in the subsequent simulations, all performed under imperfect channel state information (CSI).
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In in Fig. 3, we compare the BER performance of the proposed QA-UMPA-BDF and the
Robust MMSE [66] detectors in Fig. 3 for either QPSK with q = 1 or 16-QAM with q = 2. We
also include the performance of a genie aided detector, which calculates the metric in (43) for an
xk[n] assuming that all other symbols are perfectly known so that the terms corresponding to the
ISI and MUI cancellation in (43) are calculated accordingly. Genie aided detector performance is
mainly limited by thermal and quantization noise and named “Genie Aided Det.” in all figures.
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Fig. 3: BER vs. Eb/No for QPSK, q = 1 (a) or 16-QAM, q = 2 (b).
As can be noted in Fig. 3a, the QA-UMPA-BDF detector has better performance compared
to the representative benchmark detector for all number of user values (for K = 5, 10, . . . , 25),
despite being spectrally more efficient due the CP free transmission. If the modulation type is
changed to 16-QAM, the SNR advantage of QA-UMPA-BDF is up to 5 dB as can be noted in
Fig. 3b. Moreover, the QA-UMPA-BDF detector performance is very close to the genie-aided
detector in all cases, supporting that two iterations with QA-UMPA-BDF detector is enough to
achieve the genie-aided detector, which will also hold for the most of subsequent simulations.
As the next simulation scenario, we plot the error-rate performances for fixed K but varying
q in Fig. 4. For all cases, again QA-UMPA-BDF has better performance, where the performance
gap between the two detectors is widened for 16-QAM. For QPSK, performance improvement
is not much for q > 2, whereas q = 3 seems to be an enough for 16-QAM. Again, two iterations
for QA-UMPA-BDF is observed to be sufficient to attain genie-aided detector performance.
In the next simulation setting, the BER performances are observed for various modulation
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Fig. 4: BER vs. SNR K = 15, q = 1, 2, 3, 4, 5,∞ for QPSK (a), 16-QAM (b).
orders (16-QAM, 8-PSK, 4-PSK and BPSK) in Fig.5. Again, QA-UMPA-BDF has better perfor-
mance compared to the benchmark detector for all modulation types, with significant performance
difference for 16-QAM modulation. The reason to observe different BER for BPSK and QPSK
is due to the correlation in the noise statistics stemming from the nonlinear quantizer. Such BER
performance difference between BPSK and QPSK under quantization is also reported in [92].
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Fig. 5: BER vs. SNR for P = 16, 8, 4, 2, K = 10, q = 1 (a) and q = 2 (b)
We also obtain per user AIR vs. SNR curves for b = 1 and b = 2 in Fig. 6. In Fig. 6,
QA-UMPA-BDF detector provides an AIR about 2.8 bit per channel use (bpcu) with q = 1,
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which is close to the maximum AIR per user of 3 bpcu for 8-PSK. With 64-QAM, the AIR can
be up to 3.5 bpcu for q = 1. When q = 2, we can see from Fig. 6b that up to 5.5 bpcu can be
achieved with 64-QAM, which is close to the maximum AIR value of 6 bpcu for 64-QAM.
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Fig. 6: Per user AIR vs. Eb/No, K = 10, b = 1 (a), b = 2 (b).
In the next simulation setting, we obtain the total AIR instead of per user AIR vs. the number
of users (K) in Fig. 7 when Eb/No = 0 dB, M = 50, I = 7 and the power delay profile is
uniform. The key takeaways from Fig. 7 are as follows:
• Strong total AIR performance is observed with QPSK even with q = 2 and a very loaded
case of 60 users, which is more than the number of antennas (maximum possible total AIR
for 60 users is 120 bpcu with QPSK). Total AIR always rise with increasing K.
• For 8-PSK, total AIR is better than QPSK for all q, if not similar. For q = 4 maximum total
AIR performance is achieved even with K = 60. Total AIR always rise with increasing K.
• For q < 4 with 16-QAM, total AIR always increase with K. For q ≥ 4, the maximum
total AIR is observed for K ≈ 45, 53, 57. Competitive performance with no degradation for
up to about 55 users is observed for q > 4. Depending on the number of bits and users,
16-QAM has better total AIR performance than QPSK or 8-PSK in many cases.
• 64-QAM has better total AIR performance compared to other modulation types for q > 4
and K < 35. For higher K and lower q, smaller modulation orders provide better total AIR
performance in some cases. The maximum total AIR is similar to that of 16-QAM.
For the final simulation cases, we present the BER performance when the number of channel
taps are varied in Fig. 8a and the AIR per user performance vs. number of ADC bits for
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Eb/No = 0 dB and I = 7 in Fig. 8b. In Fig. 8a, it can be seen that the proposed QA-UMPA-
BDF detector has a very robust BER performance to the changes in the number of channel taps.
It can cancel ISI in time-domain effectively even when the number of channel taps is as large
as 128. It also has better performance compared to the representative detector for all cases.
In Fig. 8b, it can be stated that 64-QAM modulation can be used with the maximum possible
AIR per user if q > 5, while the maximum possible AIR is achieved for q > 2 with 16-QAM.
QA-UMPA-BDF detector can provide higher AIR per user values for 64-QAM if q > 2 for
K = 25. If q ≤ 2, either 64-QAM or 16-QAM can be used as their AIR per user is similar.
VIII. CONCLUSIONS
In this paper, we proposed an LMMSE channel estimation and a quantization-aware message
passing low-complexity detector based on bidirectional decision feedback. The proposed detector
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has very low complexity compared to the existing work in the literature for highly dispersive
channels with large number of channel taps, thanks to its reduced state sequence estimation
capability. Under imperfect CSI conditions, the proposed QA-UMPA-BDF detector is compared
with a representative detector from the literature with a comparable complexity but having lower
spectral efficiency due to its requirement to use a cyclic-prefix. The proposed QA-UMPA-BDF
detector is observed to outperform the representative detector in all examined cases, for some
of which the performance differences are significant.
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