We revisit the problem of computing shortest obstacle-avoiding paths among obstacles in three dimensions. We prove new hardness results, showing, e.g., that computing Euclidean shortest paths among sets of "stacked" axis-aligned rectangles is NP-complete, and that computing L1-shortest paths among disjoint balls is NP-complete. On the positive side, we present an efficient algorithm for computing an L1-shortest path between two given points that lies on or above a given polyhedral terrain. We also give polynomial-time algorithms for some versions of stacked polygonal obstacles that are "terrain-like" and analyze the complexity of shortest path maps in the presence of parallel halfplane "walls."
INTRODUCTION
The problem of computing shortest paths within a geometric domain has been well studied in computational geometry; see the surveys [18, 19] . The two-dimensional problem of computing a shortest path among a set of obstacles is relatively well understood, and there are algorithms [14] , based on the continuous Dijkstra paradigm, that compute a shortest path in the Euclidean metric (or any Lp metric, p ≥ 1) among a set of polygonal obstacles having a total of n vertices, in worst-case optimal running time O(n log n).
In three dimensions, one is interested in computing a shortest path among a set of polyhedral obstacles, or other obstacles (balls, cylinders, etc). The general problem is known to be hard, with hardness arising from two sources:
In light of the (double) difficulty of the general problem, research has focused on special cases and on approximation algorithms. Special cases having n O(k) -time algorithms include Euclidean shortest paths among k convex polyhedral obstacles [22] , or among vertical "buildings" (prisms) having k different heights [12] .
While computing L1-shortest paths among general polyhedral obstacles in R 3 is NP-hard [3] , if the obstacles are orthohedral, having faces orthogonal to the coordinate axes, a search of the grid graph suffices for computing optimal paths; see, e.g., [7, 9, 10] for efficient algorithms that exploit this special structure.
The special case of shortest paths on a polyhedral surface (i.e., the obstacles are the complement of the surface) can be especially efficiently solved, since the surface constraint effectively makes the problem two-dimensional; the continu-ous Dijkstra paradigm leads to an O(n 2 )-time algorithm [4, 20] . (See also [15] for a recently announced improvement.)
Related to some of our work is the recent result of Dror et al. [11] on the touring polygons problem (TPP), which can be viewed as a special case of the shortest path problem in which the obstacles are a "stack" of planes, each having a simple polygonal hole; Dror et al. show that the TPP can be solved exactly in polynomial time if the polygonal holes are convex, and that the problem is NP-hard if the holes are nonconvex (and overlapping).
Approximation algorithms are based on discretizing the space by selectively placing sample points (e.g., along the edges of polyhedral obstacles) and searching the visibility graph of the discrete set of points. Analysis of how well lengths are preserved in the discretization shows that paths whose length is within (1+ε) times optimal can be computed in time polynomial in the input complexity and (1/ε) [8, 21] . Choi, Sellen, and Yap [5, 6] have addressed some inconsistencies in earlier work, drawn attention to the distinction between bit complexity and algebraic complexity, and introduced the notion of "precision-sensitivity." Har-Peled [13] has given discretization methods for computing approximate shortest path maps in polyhedral domains, computing, for fixed source s and ε ∈ (0, 1), a subdivision of size O(n 2 /ε 4+δ ) in time roughly O(n 4 /ε 6 ), so that for any point t ∈ R 3 a (1 + ε)-approximation of the length of a shortest s-t path can be reported in time O(log(n/ε)).
Our Results
In this paper we reconsider the complexity of the shortest path problem among obstacles in R 3 in an attempt to understand better the distinction between those instances that are combinatorially hard and those that are not.
We answer some of the open questions that have been circulating in the community since the Canny-Reif hardness result was discovered in 1986: Is it NP-hard to find Euclidean shortest paths among a set of disjoint axis-aligned boxes, or even a set of "stacked" axis-aligned rectangles? What if the obstacles are disjoint balls or other "fat" sets? What if there is only a single-obstacle polyhedral terrain (and one is allowed to fly over it)?
We do not address issues of algebraic complexity; where needed, we assume that we have an "oracle" that exactly compares path lengths. (Again, this is not much different from the standard assumptions made in the planar case.)
Our results include the following ones:
1. We present an O(n 3 log n)-time algorithm for computing an L1-shortest path between two given points that lies on or above a given polyhedral terrain with n faces.
2. We analyze the complexity of shortest path maps in the presence of parallel halfplane "walls."
3. We show that the Euclidean shortest path problem is NP-complete for the case of obstacles that are disjoint axis-aligned boxes, even if the obstacles are "stacked" axis-aligned quadrants each of which is unbounded to the northeast or to the southwest.
4. Complementing our hardness proof, we give polynomialtime algorithms for the case of stacked axis-aligned rectangles that are "terrain-like", each containing a ray in the (−y)-direction, and for other favorable classes of axis-aligned rectangular shapes.
5. We prove that it is NP-hard to decide if the length of an L1 shortest path from s to t is at most l, for the following cases: (i) The obstacles are disjoint balls in R 3 , or a "stack of pancakes" (flat circular disks).
(ii) The obstacles are a stacked set of squares each at angle π/4 with respect to the coordinate axes (in this case the problem is NP-complete).
L 1 -SHORTEST PATHS ABOVE A TERRAIN
Let T be a polyhedral terrain with n faces, and let s and t be two points that lie on or above the terrain. We wish to compute the L1-shortest path π1(s, t) from s to t which stays fully on or above T . We note that π1(s, t) need not be unique. In fact, even in the absence of T , any path from s to t that is monotone in all three coordinate directions is an L1-shortest path from s to t. Proof. This is an easy consequence of the properties of the L1-metric and is omitted in this version.
We vary h and slice T with the plane (h) : z = h, to obtain a polygonal partition of (h) into a free region and an obstacle region, consisting of those points in (h) that lie on or above T and below T , respectively. Let T (h) denote the free portion of (h), and let, as above, s(h), t(h) denote the points at height h that lie vertically above s and t. Note that T (h) expands as h increases. We also denote by e(h), for each edge e of T , the point that lies on e at height h, if such a point exists. (We assume that T contains no horizontal edges.) Our goal is to compute the L1-shortest path in T (h) that connects s(h) to t(h), and analyze how it varies as h increases, say, from h = max{sz, tz} to h = +∞. Refer to Figure 1 .
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s(h) s Figure 1 . Sweeping a terrain upwards: As the height h varies, the slice of the terrain T yields a free space region T (h), and the task is to compute a shortest path in are where it changes either its x-direction (from going left to going right or vice versa) or its y-direction (from going up to going down in the y-direction or vice versa), or both (see, e.g., the bends in Figure 4 (i)). Other bends are inessential, because the path continues to be there both x-and y-monotone, and its L1-length is not affected by the bend (see, e.g., the bends in Figure 4(iii) ).
Let G(h) denote the graph whose vertices are the points s, t and the edges of T that have points at z = h, and where two vertices e, e of G(h) (say, edges of T ) are connected by an edge if the following holds: (i) The straight segment e(h)e (h) is fully contained in T (h). (ii) Let B(e, e , h) denote the axis-parallel rectangle that has e(h) and e (h) as two opposite vertices. Then the portion of B(e, e , h) that is visible from e(h) does not contain any other vertex of G(h). See Figure 2 . Edges of G(h) incident to s or to t are defined analogously.
As is easily seen, G(h) does not change combinatorially as h varies in I. Geometrically, G(h) is embedded in the plane (h) by mapping each vertex e (say, an edge of T ) to the actual point e(h) at height h on e (s is mapped to s(h) and t to t(h)), and by mapping each edge (e, e ) to the straight segment in (h) that connects e(h) and e (h) (including the cases where e and/or e are s or t). Clearly, this embedding of G(h) varies continuously as h varies in I. The path π (h) 0 (s, t), under the structural assumption at the beginning of the proof, can be regarded as the embedding in (h) of a path in G(h) connecting s and t. Let P (h) denote the finite set of all simple paths in G(h) that connect s to t. Then clearly L0(h) = min π∈P (h) π(h) 1, where π(h) is the embedding of the path π in the plane (h), as just described. Since the x-and y-coordinates of each vertex of T (h) are linear functions of h over I, and since the 
Corollary 1. L(h) attains its global minimum at an endpoint of some interval in I.
Proof. First, L(h) has a global minimum: Let h0 denote the infimum of all h for which s(h) and t(h) are visible. It is easily checked that (i) L(h) is a strictly increasing linear function of h (of slope 2), for h ≥ h0, and (ii) L(h) attains its minimum over the interval [max{sz, tz}, h0] . This minimum cannot be attained at an interior point of any I ∈ I, because L(h) is concave there.
Let h * be a height at which two vertices e(h
We show (and omit the proof here) that if all the paths π(h) that attain the minimum L0(h) at h * do not use the edge (e(h), e (h)) then L0(h) is concave and piecewise linear at h * . If, on the other hand, all paths π(h) that attain L0(h) at h * use (e(h), e (h)) then L0(h) is convex and piecewise-linear at h * . If the set of these paths contains paths of both kinds, the actual behavior of L0(h) at h * depends on the relative slopes of the path-length functions of these paths.
The case where h * is the height of a vertex v of T is more involved, since L0(h) can become discontinuous at h * , as is illustrated in Figure 3 . Informally, the topology of T (h) may change as h increases through h * , in the sense that a new passage in the vicinity of v may open up, allowing much shorter paths to connect s(h) and t(h).
Computing the L1-shortest path.
Recall that our goal is to compute the global minimum of L(h), from which π1(s, t) is easily obtained. By Corollary 1, the minimum must be attained at an endpoint of some interval in I. This suggests the following simple algorithm. Let H denote the set of endpoints of intervals in I. We compute π (h) 1 (s, t) for each h ∈ H, and select the path with the smallest length L(h). Each of these computations is the construction of a planar L1-shortest path in a polygonal environment, which can be accomplished in O(n log n) time and linear storage [16, 17] . Altogether the algorithm runs in O(n 3 log n) time.
Theorem 1. Let T be a polyhedral terrain with n faces, and let s, t be two points on or above T . The L1-shortest path between s and t that stays on or above T can be computed in O(n 3 log n) time (and linear storage).
Discussion and Extensions
(1). The same machinery yields a slightly stronger result:
a polyhedral terrain with n faces, and let s be a fixed point on or above T . One can preprocess T and s into a data structure of size
O(n 3 ), in time O(n 3 log n), so that,
given a query point t that lies on or above T , the L1-shortest path between s and t can be computed in
Proof. Let H0 denote the set of critical heights, which are either (i) heights of vertices of T ; or (ii) heights h where there exist two edges, e and e , of T whose corresponding points, e(h) and e (h), have the same x-coordinate or the same y-coordinate and are visible in T (h); or (iii) heights h at which there exists an edge e of T whose corresponding point e(h) has the same x-coordinate or the same ycoordinate as the point s(h), and these two points are visible in T (h).
Each h ∈ H0 is an endpoint of some interval in I, but there exist additional endpoints that depend on t. Specifically, these are heights h where there exists an edge e of T whose corresponding point e(h) have the same x-coordinate or the same y-coordinate as the point t(h), and these two points are visible in T (h). Let H1(t) denote the set of these additional heights. Fortunately, there are only O(n) such heights. (In contrast, the size of H0 can be Θ(n 2 ).)
The preprocessing algorithm proceeds as follows. For each h ∈ H0, we compute the shortest path map M (s, h) that represents all L1-shortest paths in T (h) from s(h) to the other points of T (h). As shown in [16, 17] , this can be done in O(n log n) time and O(n) storage. We further process each M (s, h) for efficient (logarithmic-time) point location queries. This too can be done in O(n log n) time and O(n) storage. In total, preprocessing takes O(n 3 log n) time and produces a data structure of size O(n 3 ).
A query with a point t is processed as follows. We first compute the set H1(t) of additional critical heights. To simplify matters, we simply compute, in O(n) time, the set of all critical heights where t(h) and some e(h) have the same xor y-coordinate. (This is a superset of H1(t), because we ignore the requirement of visibility between these two points.) We compute π (h) 1 (s, t) for each h in this superset, and compute the minimum λ1 of their L1-lengths. In addition, for each h ∈ H0, we locate
This determines the length of π (h) 1 (s, t), and we compute the minimum λ2 of these lengths. The path that attains min{λ1, λ2} is the L1-shortest path from s to t. The total query time is clearly O(n 2 log n). (2) . Can one analyze the changes in the shortest-path map M (s, h) as h varies continuously? The critical heights are those h at which a vertex of T (h) has two homotopically different shortest paths from s(h). How many times can this happen? (3) . One can also consider the all-shortest-paths extension of the problem: Given a set Q of k points on or above T , find all`k 2´L 1-shortest paths between pairs of points in Q. Using the algorithm provided by Theorem 2, this can be solved in time O((kn
e (h2) e (h2) 
L 2 -SHORTEST PATHS OVER WALLS
Let e1, . . . , en be n lines in 3-space, all orthogonal to the y-axis, so that the equation of each ei is of the form y = ai, z = bix+ci, and so that a1 < a2 < · · · < an. Each ei defines a wall Wi, which is the vertical halfplane lying below ei. Let s and t be a source and target points, so that sy < a1 and ty > an. The problem is to find the L2-shortest path from s to t that does not meet the relative interior of any wall Wi. For any point ζ ∈ R 3 , denote by π(ζ) the shortest path from s to ζ, and by L(ζ) the length of that path.
In this section we provide analysis of the structure of the paths π(ζ) and of the resulting shortest path map, culminating in Theorem 3, which shows that the shortest path map has O(n 2 ) complexity. Unfortunately, we do not yet have a polynomial-time algorithm that computes the map. 
Properties of π(·) and L(·)
(1) For any ζ, π(ζ) is a polygonal path that bends only at points that lie on some of the edges ei.
is the concatenation two subpaths π1 π2 (either of which may be empty), so that π1 is ascending in the zdirection, and π2 is descending. (4) For any ζ, the path π(ζ) is unique.
Proof. For simplicity, assume that ζy > an, so all walls Wi are "in-between" s and ζ. Consider any y-monotone polygonal path that connects s and ζ, does not intersect the relative interior of any Wi, and bends only at points that lie in the planes y = ai; clearly, π(ζ) is such a path. Let (xi, ai, zi) be the point where our path crosses the plane y = ai. Its length is thus
where (x0, a0, z0) are the coordinates of s and (xn+1, an+1, zn+1) are the coordinates of ζ. Clearly, F is a convex function, being the sum of convex functions. Moreover, assuming general position, it is easily seen that F is strictly convex. By definition, L(ζ) is the minimum value of F over the convex polyhedral domain P , defined by zi ≥ bixi + ci, for each i = 1, . . . , n. The minimum of a strictly convex function over a convex domain is unique.
This proof has several additional implications: (ii) As we slide ζ along , π(ζ) varies continuously (in the Hausdorff metric).
(iii) The combinatorial structure of π(ζ) changes only when it passes through three collinear and mutually visible points that lie on three edges e, e , e , in which case π(ζ) connects these three points along the line segment that they span.
Combinatorial Complexity of the Shortest-Path Map
The structure of π(ζ) near a generic point.
Lemma 4. Assume that ζ varies along the last line e = en. Let ζ0 ∈ e be a point for which no collinear criticality of type 6(iii) occurs along π(ζ0). We vary ζ along e from a point slightly to the left of ζ0 to a point slightly to its right. Then, for each i < n for which π(ζ0) bends at ei, the contact point π(ζ) ∩ ei moves monotonically, either to the left or to the right (where different directions may arise for different lines ei).
Proof. We exploit the local optimality criterion of π(ζ) (i.e., it forms equal incoming and outgoing angles with each edge it touches), and show that, up to first-order approximation, it can be expressed as a linear system of equations in the displacements of the contact points along the edges ei. From this the claim is an easy consequence.
The structure of π(ζ) near a triple collinearity. Proof. Based on a somewhat more involved first-order approximation, and omitted in this abstract. Lemma 6. For each i < n, the set
Proof. Suppose to the contrary that, for some i, Ci is disconnected. Since Ci is closed, this implies that there exist two points ζ1, ζ2 ∈ Ci such that the open interval (ζ1, ζ2) ⊆ en is disjoint from Ci. That is, for each ζ ∈ (ζ1, ζ2), π(ζ) ∩ ei = ∅. Let Vi be the vertical plane containing ei, and consider the continuous arc
Then γi starts and ends on ei, but all its other points lie above ei. See Figure 6 . Letēi be the line in Vi that is parallel to ei, tangent to γi, and containing γi in the closed halfplane below it. Let ζ0 ∈ (ζ1, ζ2) be a point for which π(ζ0) ∩ Vi ∈ēi. Consider a new input in which ei is replaced byēi, and we are interested in shortest pathsπ(ζ) from s to points ζ ∈ en which do not pass below any of the lines e1, . . . , ei−1,ēi, ei+1, . . . , en−1. By construction, it is easily checked thatπ(ζ0) = π(ζ0). On the other hand, for any point ζ ∈ en in the vicinity of ζ0, the path π(ζ) passes belowēi, and thusπ(ζ) must bend at ei. This however contradicts Lemma 5, and thus completes the proof of the lemma.
As a corollary, we obtain the following main result of this section,
Theorem 3. The number of combinatorial changes in the structure of π(ζ), as ζ moves along en, is O(n). Thus, the complexity of the shortest path map, restricted to the lines ei, is O(n 2 ).
Proof. As argued above, the combinatorial structure of π(ζ) changes only when the path has a critical triple collinearity. By Lemma 5, as this criticality is encountered, either π(ζ) starts making contact with the middle line ei of the collinearity, or stops making such a contact. By Lemma 6, once such a contact is lost, it will not materialize again.
This is easily seen to imply that the number of combinatorial changes in π(ζ) is only O(n).
We leave it as an open problem whether Theorem 3 can be exploited to yield a polynomial-time algorithm for computing the shortest-path map on en, say.
HARDNESS PROOFS
We show that several special instances of the shortest path problem are NP-hard or NP-complete. We begin by addressing the case of "stacked" rectangles.
We consider an ordered stack of flat polygonal obstacles S = (P1, P2, . . . , Pn), with P1 on the bottom and Pn on the top. We allow obstacles that are unbounded polygons. We think of each of the polygons Pi as lying in a plane (a layer) parallel to the xy-plane, with an infinitesimal separation in z-coordinate between the plane of Pi and the plane of Pi+1. We are given a source point s infinitesimally below the plane of P1 and a goal point t infinitesimally above the plane of Pn. We seek a Euclidean shortest path from s to t avoiding the obstacles. 1 We show that the L2-shortest path problem is NP-complete for a stack S of axis-aligned rectangles. In fact, we show hardness for a special class of axis-aligned rectangles, namely "q-rectangles" of "types" I and III. An axis-aligned rectangle is a q-rectangle ("quadrant-rectangle") if it is semi-infinite in x and semi-infinite in y. There are four distinct types of q-rectangles, corresponding to the four quadrants (I, II, III, IV), depending on the pair of directions in which the rectangle is unbounded; e.g., a q-rectangle of type I (resp., III) is unbounded in the +x and +y (resp., −x and −y) directions.
Our proof is based on a careful adaptation of the CannyReif [3] proof of NP-hardness of the three-dimensional shortest path problem, using several new gadgets.
Theorem 4. It is NP-complete to decide if there exists an obstacle-avoiding path of Euclidean length at most L among a set of stacked axis-aligned rectangles. In fact, it is NPcomplete for the special case that the axis-aligned rectangles are q-rectangles of types I and III.
Proof. It is easy to see that the problem is in NP, by encoding a solution by the sequence of rectangle edges it "flips over". We refer to our instance of the shortest path problem for stacked rectangles as SP-STACKED, and our hardness proof is by reduction from 3-SAT. Given an instance of 3-SAT, having n variables b1, . . . , bn and m clauses Ci = (li1 ∨ li2 ∨ li3), we construct a stack of q-rectangles, (R1, . . . , RM ), where M = O(n + m), along with points s and t, such that solving the SP-STACKED on this instance permits us to determine if the 3-SAT formula ∧iCi has a satisfying truth assignment: There exists an obstacle-avoiding path from s to t of length L if and only if the given formula ∧iCi has a satisfying truth assignment.
While our proof attempts to follow that of [3] , there are important new aspects to our proof. First, we must be careful to make the layout a stacked instance in the plane, so we must modify the clause filter of [3] , which exploited spacing of obstacles in the third dimension to have the path classes pass through three literal filters in parallel. This modification utilizes a new 3-way splitter. Second, we must avoid the use of "plates with slits" of [3] , since our obstacles are all very special convex obstacles. Further, we must construct new gadgets using only two orientations of obstacle edges, rather than the three orientations (0, π/4, π/2) used previously.
Our proof utilizes several kinds of gadgets: 2-way path splitters (that double the number of shortest path classes), inverted 2-way splitters (that merges back split paths to a common path), 3-way path splitters (that triple the number of shortest path classes, without changing their ordering), inverted 3-way splitters, path shufflers (that perform a perfect shuffle of the input path classes), blockers (which allow a subset of the paths through without disruption, but block other paths, or rather lengthen them), literal filters (that "select" paths having a particular "bit" equal to 0 or 1), and clause filters (that ensure that each clause is true in a satisfying truth assignment).
Overview of the Construction.
Refer to Figure 7 . We use n 2-way path splitters to create 2 n distinct path classes that form a "bundle" of parallel paths, all going in the northeast direction (at angle π/4 with respect to the +x-axis). Each path encodes a truth assignment for the n variables. A 3-way path splitter splits this bundle of paths into three parallel bundles, without changing their ordering. These three parallel bundles are then fed into a clause filter, consisting of three literal filters, to filter out those path classes whose corresponding variable assignments fail to satisfy the clause. The property of the literal filter is that only those path classes that have a particular bit (corresponding to the literal) set to 0 or 1 are able to pass through the filter without having a detour (imposed by a blocker) that forces the path to be longer than the others. The literal filter is, in turn, a sequence of shuffle gadgets, each of which rearranges the bundle of paths, so that those corresponding to a particular bit i are all together on the same half of the bundle. Then, a blocker gadget (consisting of one type-I q-rectangle and one type-III q-rectangle) allows only the appropriate half of the path bundle to continue without a detour. Another sequence of shuffle gadgets then puts the paths back into their original ordering in the bundle. The three parallel bundles of paths pass from clause gadget, to inverted 3-way splitter, which puts them back into a common bundle, to 3-way splitter, to clause gadget, to inverted 3-way splitter, etc., and then to a sequence of n inverted 2-way splitters, finally resulting in a single northeast path to the destination point t. Each path splitter and shuffle gadget introduces a certain detour length; we can compute easily the total path length, L, of a path that succeeds in getting from s to t without encountering a blocker. There is a path from s to t of length L if and only if there is a satisfying truth assignment for the input 3SAT instance.
It is important to observe that our gadgets utilize only q-rectangles of types I and III, and that there is a specific ordering of the q-rectangles within each gadget. For two obstacles O and O from different gadgets, we say that obstacle O precedes (or is beneath) obstacle O , written O ≺ O , if there exists a path class encountering the gadget containing O before the gadget containing O . By the layout of the construction, with gadgets proceeding from s northeast to t according to a DAG, the relation ≺ defines a partial order. The global ordering of the stack of all obstacles is according to a total order that is consistent with the partial order ≺. Each q-rectangle has a single vertex (the northeast corner or the southwest corner). Within each gadget the vertices of the associated q-rectangles are localized within a ball of radius on the order of the path bundle width, w. Using a separation of one between parallel paths within a path bundle, we see that each of the O(n+m) gadgets requires integral coordinates in their specification of size O(2 n ); thus, the entire construction uses only a polynomial number of bits.
Path Splitters.
Consider a path (or a bundle of paths) heading exactly northeast (at angle π/4 with respect to the x-axis) from the source point s. The 2-way path splitter gadget (Figure 8 ) consists of 3 q-rectangles: (1) R1, of type III (in red or light gray), 2 (2) R2, of type III (in purple or medium gray), and (3) R3, of type I (in green or dark gray), stacked on top of a path bundle (shown dashed) heading northeast. The path bundle gets split into two bundles.
The 3-way path splitter gadget is constructed similarly to the 2-way splitter, but is more complex; it is omitted here.
Path Shuffle Gadgets.
The path shuffle gadgets are rather intricate, requiring care that the path lengths are preserved. An illustration is shown in Figure 9 .
Literal Filters.
As in [3] , a literal filter for variable xi consists of a sequence of shuffle gadgets, which rearrange the order of the paths within a bundle so that those paths 2 The colors can be seen when viewing this abstract electronically.
whose ith bit is set to a specific value (0 or 1, according to whether the variable is negated or not in the literal) in the numerical left-to-right ranking (0, 1, 2, . . . , 2 n − 1) in the bundle are moved to be the left half of the paths. Then, a blocker gadget (Figure 10 ) allows the left half of the paths to proceed without a detour, while the right half of the path bundle gets directed beneath a type I q-rectangle, forcing it to be suboptimal. , purple/medium gray (R 2 ), green/dark gray (R 3 ), from bottom to top. The dashed segment entering the gadget, headed northeast, lies underneath L. The path bundle can then either continue straight, or fold over the right edge of R 1 , so it now lies above the rectangle (shown as a solid segment). R 2 lies on top of this stack: the northwest branch continues without interruption from R 2 , but the northeast branch folds over the top edge of R 2 , now heading southeast. Finally, R 3 is placed on top, and the northwest branch folds over its left edge, while the southeast branch folds over its bottom edge. The two new path bundles are "tied" in terms of their progress to the northeast (i.e., points at equal distance from s lie along a line x + y = C).
With some revisions to the gadgets of Theorem 4, we are able to show also the NP-completeness of the problem of computing shortest paths among stacked rectangles that are vertical and horizontal infinite strips:
Theorem 5. It is NP-complete to decide if there exists an obstacle-avoiding path of Euclidean length at most L among stacked horizontal and vertical strips.
Each of the previous theorems applies also to the case of the L1 metric, if we rotate the entire construction by π/4, e.g., so that st is horizontal. The remarkable conclusion is that, while L1 shortest paths among axis-aligned stacked rectangles is easily solved in polynomial time (just by searching a grid graph), the problem becomes NP-complete for stacked rectangles all at angle π/4 with respect to the xaxis.
Theorem 6. The L1 3D shortest path problem is NPcomplete for obstacles that are stacked copies of either (1) type-I and type-III q-rectangles, rotated by π/4; or (2) 
diagonal strips (at orientation ±π/4).
Finally, we prove hardness of two more instances of the L1-shortest path problem: that in which the obstacles are stacked two-dimensional disks ("pancakes"), and that in which the obstacles are disjoint balls in R 3 . The proofs are omitted in this version. Corollary 2. The L1-shortest path problem is NP-hard for obstacles that are disjoint balls in R 3 .
POLYNOMIAL-TIME CASES OF STACKED OBSTACLES
Complementing our hardness/completeness results from the previous section, we consider now cases of n stacked flat obstacles, S = (P1, P2, . . . , Pn), for which we can compute shortest paths in polynomial time. First, we note that the results of Dror et al. [11] imply that if each of the polygons Pi is the complement of a convex region (i.e., one can cross between successive layers through convex regions), then the problem is solvable in polynomial time, using their algorithm for visiting a sequence of convex regions in the plane. This case includes that in which each Pi is a halfplane.
We focus now on the case in which each Pi is an axisaligned rectangle, possibly infinite in any of the coordinate directions (±x, ±y). We say that the stack S of axis-aligned rectangles is terrain-like if there is at least one of the four directions (north (+y), south (−y), east (+x), or west (−x)) for which each of the polygons Pi is unbounded. Proof. Without loss of generality, assume that each Pi is unbounded in the (−y)-direction, and let s = (0, 0), and t = (tx, ty), with ty > 0. Each Pi has a top edge, ei = (ai, bi), a left edge li (which is a downwards ray from ai), and a right edge ri (which is a downwards ray from bi). It is possible that ai = −∞ and/or bi = +∞. The following claim is a special case of the analysis in Section 3. We therefore focus on the case of computing a y-ascending path from s to t . An optimal path from s to t is obtained by concatenating two such optimal paths, searching over all possible points t on horizontal (top) edges, ei, at y-height yi.
Each pair of distinct obstacles, Pi and Pj with i < j, defines up to two points where the boundary of Pi crosses the boundary of Pj. 3 We call such a point u a crossing point if there is no obstacle P k , with i < k < j, separating Pi and Pj in the stack at the point u. (We make a nondegeneracy assumption, for simplicity, that no two edges of obstacles are collinear.)
An elementary path is a shortest polygonal path, joining two crossing points u ∈ ∂Pi ∩ ∂Pj and u ∈ ∂P i ∩ ∂P j , with i < j ≤ i < j , that bends only on left/right edges of obstacles P k (if any), at points that are not crossing points, in the layers between Pj and We construct a graph, G = (V, E), on the set V of crossing points (augmented with s and t ). Each edge (u, u ) ∈ E corresponds to a shortest path between crossing point u and crossing point u , treating each of the obstacles P k with y k > min{yu, y u } in the layers in between as infinite vertical strips (ignoring their top edges). The lengths of each of the O(n 4 ) edges (u, u ) is computed, in total time O(n 4 ), by finding first (in time O(n 3 log n)), for each yi, the allpairs shortest path distances between the endpoints of the (stacked) line segments that are the projections onto the xz-plane of rectangles Pj that extend to y-height at least yi (i.e., with yj ≥ yi); the length of (u, u ) is given by p (y u − yu) 2 + d 2 , where d is the shortest path length in the xz-projection between the corresponding segment endpoints. We then search the graph G for a shortest path, which is, by the structural results above, an optimal path from s to t .
The remaining issue is that we do not know the point t , where an optimal s-t path should bend on the top edge (at the y-highest point of π * ). We briefly outline our solution here. Using the graph G, we compute (in time O(n 4 )) a tree of shortest paths from s to all O(n 2 ) of the crossing points, and we record with each crossing point its shortest path distance from s. Then, for each choice of crossing point u and top edge ei, we construct the shortest path map decomposition, SP Me i (u), of ei with respect to a source point at u, treating each obstacle Pj with yj > yu as if it were an infinite vertical strip. This is readily solved as a shortest path problem in the xz-plane among a stack of infinitesimally separated line segments (the projections of the Pj's with yj > yu). Each SP Me i (u) is in fact a partition of ei into at most two subsegments, due to the special nature of the shortest path problem for stacked segments. For any choice of u, all n of the decompositions SP Me i (u) are computed in total time O(n log n), by constructing the shortest path map with respect to u among the relevant segments in the xz-projection. Thus, the shortest path map, SP Me i (s), with respect to the source point s can be obtained by computing the lower envelope of the O(n) distance functions, fi,u(x), each of complexity O(1), which give the total distance from s to points, p(x) ∈ ei, at coordinate x along ei, using a shortest path from s to u, then a shortest path (treating the Pj's with yj > yu as infinite vertical strips) from u to p(x). We similarly compute the decomposition, SP Me i (t), for each ei that lies above t.
Once we have the two decompositions, SP Me i (s) and SP Me i (t), we can readily compute a shortest path from s to t by examining each edge ei and computing the point t ∈ ei that minimizes the sum of the distances to s and to t.
The total time required by this algorithm is bounded by O(n 4 ). Figure 11 summarizes the breakdown of the different cases of stacked rectangles into those that are polynomial-time solvable and those that are NP-complete. Proofs of some of these cases have been given above; the remaining proofs are given in the full version of the paper. 
CONCLUSION
The goal of this paper has been to add to our understanding of the three-dimensional shortest path problem: Which instances are hard? Which instances can be solved in polynomial time?
We show that a critical property of a set of obstacles in order to assure polynomiality in computing shortest paths is the terrain property, that the obstacles all be unbounded in some common direction. We give positive results for several cases, including L1-shortest paths over polyhedral terrains, L2-shortest paths over parallel walls, and L2-shortest paths over terrain-like stacked axis-aligned rectangles.
On the flip side, we show that computing Euclidean shortest paths among a set of stacked axis-aligned rectangles is NP-complete, even in the special case that they are quadrants unbounded to the northeast or to the southwest. Indeed, any class of instances of stacked rectangles that does not have the terrain property is shown to be NP-complete, with the exception of the class of halfplanes, which admits a polynomial-time solution.
In the case of L1 metric, of course, shortest paths among axis-aligned rectangles (or boxes, orthohedral polyhedra, etc.) is readily solved in polynomial time. We give a contrasting result: It is NP-complete to decide if there is a path of L1 length at most l among a set of stacked horizontal squares, all at angle π/4 with respect to the coordinate axes. We also show that it is NP-hard to compute L1-shortest paths among disjoint balls in 3-space, showing that "fatness" is not enough to make the shortest path problem easy.
Many questions remain, among them: (1) What is the complexity of the Euclidean shortest path problem for flying over a polyhedral terrain? What is the combinatorial complexity of the shortest path map over terrains? (This question is open both for the L2 and L1 metrics, except for the case of parallel walls, studied in Section 3.) (2) What is the complexity of the Euclidean shortest path problem for obstacles that are disjoint balls? We show that the problem is NP-hard for the L1 metric; however, that proof required a family of balls whose sizes vary drastically (the ratio between largest and smallest radius is exponential in n). What can be said about the L1-and L2-shortest path problems for disjoint unit balls? (3) What is the complexity of the Euclidean or L1 shortest path problem in the case that free space is a union of n balls? Perhaps it is not fatness of the obstacles that is critical, but rather the coverage of free space by a small number of fat subsets of free space. (4) Can Euclidean shortest paths be computed efficiently for the case of arbitrary stacked terrain polygons? What can be said if the terrain polygons lie in parallel planes, but there may be non-infinitesimal spacing (in z) between the planes? Our analysis of the case of parallel walls (halfplanes) is a step in this direction. The challenge is to understand the combinatorics better, despite the fact that paths become algebraically more involved in the non-stacked instances.
