This paper presents a novel research on promoting the performance and enriching the functionalities of object recognition. Instead of simply¯tting various data to a few prede¯ned semantic object categories, we propose to generate proper results for di®erent object instances based on their actual visual appearances. The results can be¯ne-grained and layered categorization along with absolute or relative localization. We present a generic model based on structured prediction and an e±cient online learning algorithm to solve it. Experiments on a new benchmark dataset demonstrate the e®ectiveness of our model and its superiority against traditional recognition methods.
Introduction
When talking about object recognition, we are no strangers to the amazing functionality of animals including ourselves, and the challenging problem we are working on for decades in both computational neural science and computer vision. To untangle this general problem, di®erent levels of recognition have been investigated separately, such as categorizing the whole image into prede¯ned groups (e.g. telling which object categories present in each image 28, 37 ), localizing or detecting objects of a speci¯c category 10, 20 (e.g. cars), classifying objects into subcategories (e.g. assigning quantized direction labels to the objects 1 ) , and identifying every single object instance. 12, 14 These e®orts are mostly on the recognition at speci¯c semantic levels. Recently, some researchers have also dug into certain combined recognition problems like concurrent object localization and classi¯cation (or state estimation), 7, 15, 16 which show that recognition problems at di®erent levels are highly dependent and they may help each other. Such a trend inspired us to rethink object recognition in a more problemoriented way: how do humans recognize surrounding objects in their daily lives? What recognition results do they get if they have no designated expectations on the semantic level of them?
The image in Fig. 1 may represent the typical results. Human beings tend to have di®erent interpretations for the three cars when they see them rapidly just as what has been done in their daily lives. For the close car, we can clearly tell its orientation and even its license plate, such detailed recognition results allow us to have an immediate reaction to this car. But for the car far away from us, we may just perceive that it is a car, heading horizontally or vertically without telling its concrete orientation because doing that is both unreliable and unnecessary. We doubt that such a strategy may not only provide us with rich and adaptive interpretation of the visual objects, but also help us remember the di®erent states of objects and robustly categorize them under di®erent circumstances. However, as shown in the middle of the¯gure, existing research in computer vision has never considered about this. Therefore, in this paper we try to make the computers do similar things, and name it \Fine-grained and layered recognition (FGLR)", where \¯ne-grained " means detailed within-category interpretation to distinguish it from traditional categorization, and \layered " indicates that the interpretation is semantically layered, but not biasing towards the most¯ne-grained results.
In the following sections, we¯rst discuss how others' work inspired us and helped us with the implementation details of FGLR, then brie°y introduce the newly built IAIR-CarPed benchmark dataset. After that we present a general solution with details on the modeling, learning, and implementation. Experiment results are shown and analyzed thereafter, followed by the conclusions and discussions.
Related Work
Fine-grained visual categorization has recently been investigated by several research groups. Specially, attributes have been proven to be helpful for category-level recognition, as shown by Lampert et al. 21 who looked into the problem of betweenclass attribute transfer for recognizing new object classes with no training examples, while at the same time Farhardi et al. 9 shifted the goal of recognition from naming to describing, which signi¯cantly improves the categorization performance and also enables learning new categories. Besides attributes-based approaches, there are some other prior works on within-category classi¯cation/ description. The work on multiplicative kernels 38 manages to classify the view angles of cars in a dataset collected from LabelMe database, 25 and another work directly targeting at within-object classi¯cation 1 represents results on three different databases. Though our FGLR also involves describing the attributes of objects and classifying the objects into subcategories, we are neither trying to use the attributes as the middle-level representation for categorization nor aiming at attribute inference or within-category classi¯cation. Instead, our recognition results are layered, which may and also may not be sub-categorial labels with attributes.
Meanwhile, semantic hierarchies have also been widely researched. Marszalek and Schmid 24 proposed a semantic hierarchical classi¯er that uses image labels to promote multiclass object detection performance. Binder et al. 3 tried to classify images into a given, pre-determined taxonomy using a structured learning framework. Their empirical results on Caltech256 and PASCAL VOC2006 data show that the algorithm exploiting the structure of the taxonomy outperforms multi-class classi¯cation approaches. Zweig and Weinshall 40 demonstrated that training a single classi¯er using object hierarchies obtained from publicly available datasets can signi¯cantly improve multi-class object recognition results. Kapoor et al. 18 combined kernels designed at each level of an object class hierarchy to bene¯t both computational e±ciency and performance. However, almost all these existing papers are limiting themselves to the object category and the levels above, but not for exploring object subcategories and attributes to better describe an object instance. There are also some work on exploring both the object-level information and the information of its parts, such as the research on the combination of bottom-up and top-down processes proposed by Yang et al. 36 Though they have combined the information from three di®erent levels, their goal is to interpret the middle level only. Chen et al. 6 aimed at simultaneous object detection, segmentation and part parsing using a rapid inference algorithm on a speci¯cally designed AND/OR graph, however, the three types of outputs are forced to be predicted.
In the learning part, we are facing the same problem of outputting multilabel or structural labels as the above referred work and many other structure learning applications. Speci¯cally, we are interested in a proper structure learning framework which can model the problem in a compact way and solve it e±ciently. Tsochantaridis et al. 27 investigated large margin methods of doing so. Bordes et al. 5 proposed an e±cient online learning algorithm for multiclass classi¯cation problems in a maximum margin discriminative learning framework. Recently, Wu et al. 35 extended this framework to handle more general structural output prediction problems and showed experimental results on digits recognition. Lampert and Blaschko 19 proposed to use the joint kernel directly for structured prediction by an alternative model named joint kernel support estimation (JKSE). Based on these existing approaches, in this paper, we build an online learning structured model for solving the challenging FGLR problem, as it will be presented in detail in the coming sections.
On the side of data representation, we would like to follow the two-layer HOG representation of objects, 10 but without latent part localization for e±ciency. Using histograms of di®erent scales in a¯xed form is also e®ective. 22 Besides that, colors for special parts (like faces) can be informative for recognizing humans and cars, and we got the inspiration of using it from Refs. 22 and 29. The widely used SIFT features 23 are very good at representing rigid objects with view changes, therefore we use it for representing the license plate, which is the key part of the car.
IAIR-CarPed: A Benchmark

Design consideration
In general, FGLR aims to properly interpret the visual data based on its actual appearance, whose results may be¯ne-grained and layered. Mathematically, given data x 2 X, where X is the input data space, FGLR is to¯nd the labeling y 2 Y that ts the data x best. In general the input data x can be an object region, an image, or a video sequence, depending on the visual task. While at the same time, the output label vector y can be designed accordingly. Suppose g : X 7 ! Y denotes the mapping of FGLR. The di®erences between FGLR and traditional object recognition strategies are mainly two-fold:
. Semantic part of y. In traditional recognition, the semantic part of y usually represents either category or subcategory information of the object, while in FGLR it represents both category and subcategory information, and it may also include that of the object parts. . Flexibility of y. Unlike traditional recognition strategies which demands all the information represented by y to be assigned, FGLR may assign only some of the desired information, indicating the rest is unsure, i.e. making it \layered".
The IAIR-CarPed dataset
To our best knowledge, none of the existing datasets and their annotations can¯t the demands of FGLR. Therefore, we built a new dataset named \IAIR-CarPed" 33 for the research on FGLR of cars and pedestrians considering that these two categories are most common and very important in practical applications (e.g. intelligent vehicles and visual surveillance). There are totally 3132 images in this dataset. a a It is downloadable at http://mm.media.kyoto-u.ac.jp/members/yangwu/research/FGLR.html.
Unlike existing annotations, we hired 20 people to label the objects through psychophysical experiments according to the recent research on rapid object categorization in human vision. 26 The output label space is shown in Fig. 2 , focusing on four typical and meaningful orientations of the objects and the clearness of their key parts (face or license plate). Besides these¯ne-grained and layered semantic labels, the bounding boxes of object instances and their key parts (if clear) are also annotated. For possible deep investigation of the robustness of features and algorithms, this dataset provides binary presence labels of¯ve di®erent visual di±culties: occlusion, truncation, seriously nonsmooth illumination, low contrast and unfrequent shape. In all, 8567 object instances are labeled.
Evaluation criterion
Usually the overall recognition performance is a function of individual predictions. A common choice is to use a loss function lðy i ; yÞ to guide the learning of training samples fðx i ; y i Þ; i ¼ 1; . . . ; Ng as in structured learning algorithms. 2 Then the performance measurement is designed accordingly, for example a simple sum of predicted losses. According to the annotation, the output y may contain two types of information: the categorization y C and the localization y L , we present our loss functions for each of them in the following.
Categorization loss. Unlike traditional categorization tasks, FGLR deals with complex semantic outputs whose relationships need to be carefully considered. Therefore we choose to use a new loss function called \confusion loss" for evaluating the categorization performance. Details of it can be found in our previous work on this speci¯c topic. 32 Localization loss. A commonly used performance evaluation metric for object detection (where localization is involved) is that an object is counted as correctly detected if and only if the area overlap ratio of predicted object bounding box and its ground truth exceeds 50% (see PASCAL VOC challenges introduced in Ref. 8) . However, such a metric is usually used for testing only, while in the training process only those subwindows cropped using the exact ground truth bounding boxes are treated as positive examples. The negative ones are sampled from negative images which always have no chance to overlap a little bit with the desired objects. We call this type of localization loss \hard loss". Instead, we proposed to involve the partially aligned nonobject subwindows (overlapping less than 50% with the ground truth) for training, so that the model can better learn the object localization. We call this loss function \semi-hard loss". There is another loss function named \soft loss" proposed by Blaschko and Lampert 4 for object localization, which makes the loss change smoothly as the prediction approaches the ground truth bounding box. However, it is not easy to integrate such a continuous soft loss with the discrete categorization loss for e±cient learning. Therefore, in this paper we choose the semi-hard loss as our localization loss. 
The tree structure of the¯ne-grained and layered labels for each category: (a) Car and (b) pedestrian. The top three layers are about the orientation of the objects, while the fourth is on the clearness of their key parts. Going down along the trees, the labels get more and more certain and speci¯c. The shapes of the nodes are designed to illustrate the semantic meanings associated to them. Beside the nodes are the average images of the annotated objects with the corresponding semantic labels (excluding the truncated objects). We also choose proper abbreviations for these labels so that they can be indicated easily. For convenience, they may be used later without speci¯c declaration. For the speci¯c FGLR problem de¯ned on IAIR-CarPed dataset, the categorization loss and localization loss can be combined to form a joint loss by treating the unsuccessfully localized hypotheses as examples belonging to the nonobject category. Concretely, the output vector y can be compressed into a single multi-valued scalar y ¼ f0; 1; 2; . . . ; 9g for car and y ¼ f0; 1; 2; . . . ; 8g for pedestrian, in which y ¼ 0 means the nonobject and the other values are the indices of the semantic concepts on the semantic tree in a depth-¯rst order. Figure 3 shows a brief framework for solving the proposed FGLR problem, in which two components are critical:
A Solution Based on Structured Prediction
. The prior. It represents the structure of the output space, which can be modeled by the losses of confusing di®erent output states. The prior directly in°uences the performance of the classi¯er. . Feature representation. Compared with traditional object recognition problems, FGLR has richer output states, so how to make the feature representation both e®ective and e±cient is rather important. 
Modeling by structured output prediction
Generally speaking, suppose for each object there are at most n parts of it need to be recognized, then we can de¯ne the output vector as y ¼ ½y O ; y P 1 ; . . . ; y P n T , where y O ; y P 1 ; . . . ; y P n 2 Y entity are the output vectors for the object and its n parts, respectively.
b Since they are all entities that may have similar recognition demands (e.g. semantic categorization and geometric localization), their outputs are brie°y denoted as belonging to the same type of output space Y entity for convenience and consistency. However, in practice, their concrete content and domains may be different. Let y entity 2 Y entity be an arbitrary entity (the object itself or one of its parts), we de¯ne two types of outputs on it: y entity ¼ ½y For an arbitrary input x 2 X, the mapping of FGLR can be de¯ned as:
where fðx; yÞ is a compatibility function between the input and the output. A common de¯nition of the compatibility function is the inner product between the model parameter vector w and the joint inputÀoutput feature Èðx; yÞ:
fðx; yÞ ¼ hw; Èðx; yÞi: ð2Þ
One can also formulate it as a conditional probability function:
then the mapping g : X 7 ! Y becomes a maximum a posteriori (MAP) estimation. As argued in Refs. 17 and 35, the latter one usually requires an extra computation of the normalization term ZðxÞ which might be computationally expensive. In this paper, we choose the¯rst formulation, i.e. Eqs. (1) and (2). Since the optimization of Eq. (1) requires searching the global optima in the output space Y, the feasibility and e±ciency of the learning and prediction algorithm will depend much on the structure of it. To make things easier, we use a star model 11 to capture the pictorial structure of object (i.e. the relationships between the object itself and each of its parts). Then, the joint feature can be decomposed as: In which, the global object-level joint feature is
which depends on both the semantic categorization structure and the object's position in the data. For each of the object part P i , the joint feature can be further decomposed into two separate terms:
where È
depends on not only the localizations of P i and O but also their categorization information, indicating that di®erent categorization combinations may have di®erent contextual relationships. Such a formulation is more general than the latent model introduced in Ref. 10 , where the object categorization is a binary object/nonobject labeling problem and the nonsemantic parts are forced to appear without further categorization.
The two semantic outputs y C and y L of our model form a complex but usually structured space for both learning and prediction. Therefore, structured learning algorithms 2 should be adopted to solve this problem e±ciently. As argued in Ref. 17 , though structured output prediction starts from multiclass classi¯cation problems, they have signi¯cant di®erences. Besides e±ciency and generalization ability, structured prediction can take into account of the intrinsic structure of the data (represented by the inputÀoutput relationships). Therefore, it may result in semantically more plausible predictions and better recognition performances. This is also one of the main reasons for choosing structured prediction algorithms for FGLR.
Given the training set fðx 1 ; y 1 Þ; ðx 2 ; y 2 Þ; . . . ; ðx n ; y n Þg, and the de¯nition of joint features in Eq. (4), we can construct a general formulation for maximum-marginbased structured prediction:
where ÁÈðx i ; yÞ stands for Èðx i ; y i Þ À Èðx i ; yÞ, and lðy i ; yÞ is the overall loss function. Di®erent values of the loss function (depending on the two outputs) indicate di®erent demands on the margins. The learning is to¯nd a weight vector w so that when the joint features of each training example project on to it, the one with the correct output is larger than any other output by a margin represented by the loss de¯ned on confusing these two outputs. Speci¯cally, this formulation is called margin-rescaling, and it is said to be simpler for optimization than its slightly different alternative -the slack rescaling formulation (please see Ref. 17 for details). Their di®erences are out of the scope of this paper. For our FGLR problem, which has speci¯c de¯nitions on the joint feature, the partial ranking of the above formulation becomes:
The weight vector can be decomposed into that of the object and its parts, i.e. w ¼ ðw O ; w P 1 ; . . . ; w P n Þ. When the loss can also be decomposed into that of the object and its parts, the constraints are:
Put Eqs. (5) and (6) into the above nonequal constraints, we can get further decomposed ones by separating categorization and localization. Due to the space limit, the unfolded expression is omitted.
SOnline: An e±cient structured online learning algorithm
Usually, the maximum-margin-based optimization problem is solved by its dual. For our problem of formula (7), its dual can be derived as: and factorizing the joint kernel as Kðx i ; y; x j ; " yÞ ¼ hÈðx i ; yÞ; Èðx j ; " yÞi
with the simplest choice of the output kernel
the optimization problem can be transformed into such a formula 35 :
After learning the optimal Ã , the output prediction function is as simple as
Though the formulation looks the same as the one presented in Ref. 35 , for the problem of FGLR there are some computational di±culties which need to be seriously treated: (a) the high dimensionality of x due to the demanding structured prediction task, and (b) the existence of large amounts of training patterns (numerous nonobject examples). Absolutely batch learning algorithms cannot be used to solve it directly. A hint from object detection literature is to use data mining (or namely bootstrapping) strategy to iteratively sample an acceptable number of representative nonobject examples for training. Usually, the mined nonobject examples are added to the training set, resulting in the increase of its size. Felzenszwalb et al. 10 proposed a new data-mining algorithm with the removal of nonsupporting patterns which can control the size of the training set while ensuring its quality. Though the algorithm they proposed is proved to be optimal, its convergence may be rather slow when the data is hard for the recognition task.
As far as we are aware, after each iteration of the data-mining in object detection, most algorithms train a new model from scratch on the new training set. When each round of the training is time-consuming (as in many structured output prediction problems) and the number of data-mining iterations is large, it will be a disaster. Therefore, we present here an e±cient online learning algorithm called \SOnline". It not only trains the model online when the training examples are given, but also updates the trained model incrementally when new examples are added into the training set or adopted to replace some of the existing examples.
The detailed algorithm is summarized in Algorithm 1 which can handle changeable training examples. When a model has been trained on the initial training set and there are new updates on the training examples, the SOnline algorithm can update the model using the new training set along with the indices of the updated examples. Note that niter train is the number of training iterations, and when it is set to 1, the algorithm will be a pure online learning algorithm, which may be adequate to relatively easy datasets. When the data is hard, taking a few number of iterations (e.g. 3À5) might get close enough to the optimal. The function adaptive-operation-selection refers to the adaptive operation selection strategy proposed in Ref. 5 , which selects one of the three di®erent operations on choosing the most promising support pattern and its support vectors (i.e. a triple ði; y þ ; y À Þ) for online model learning. The selection strategy maintains a running estimate of the average ratio of the dual increase over the duration of each operation, and randomly selects an operation with a probability proportional to its estimate of the ratio. It has the same spirit as stochastic gradient decent, while the embedded perceptron-based algorithm uses the structural inference to select the two most promising parameters for optimization. A sequential minimal optimization (SMO) elementary step is adopted to do the model updating as presented in Algorithm 2. 
Feature representation
In the case of¯ne-grained and layered recognition, the goal itself is recognizing di®erent object instances as examples of subclasses with di®erent semantic meanings. Therefore, the features for a speci¯c object category have to represent the di®erences among these subclasses for di®erentiating them. The di±culty is how to make the features discriminative among object classes and subclasses while at the same time as compact as possible. We think the following two general strategies are important.
. Output-sensitive features Dealing with the¯ne-grained and layered recognition, we cannot eliminate the intra-class variations as we do for category-level recognition. For example, if object instances of di®erent scales correspond to di®erent subclasses, we should make the features scale-sensitive, but not scale-invariant. Similar demands may be needed for other aspects such as view, pose, illumination, and so on. Generally, we call these kinds of features \output-sensitive features", which means that they are sensitive to various outputs. In the case of traditional category-level recognition, features only need to be sensitive to category labels, where we do not speci¯cally call them output-sensitive. There can be numerous ways of designing outputsensitive features and the speci¯cation of features depends on the concrete recognition tasks. Figure 4 presents one group of features that can be sensitive to scale changes. In this case, features are histograms with¯xed number of cells while their sizes are adaptive to the actual data. Data is kept as what it is, and histogram grids are rescaled or even stretched (changing the aspect ratio) to¯t it. Since objects at di®erent scales may be perceptually di®erent (larger scales tend to show more details), this type of scale-sensitive features implicitly represent the speci¯c information of di®erent scales. Besides that, one can also explicitly include scale as a feature, which may be useful. Global illumination and image quality measurements can be used as output-sensitive features as well. . Trade-o® between discrimination and sharing When there are many number of output states induced by the combination of output components, sharing of features among object classes and especially subclasses is rather critical. Since both discrimination and sharing need to be considered when we design features for FGLR, there should be a trade-o® between them. A simple way of doing so is to include both e®ective category-level features and carefully designed subcategory-level features based on observations or prior knowledge, while at the same time trying to make the dimension of features as low as possible. Dimension reduction methods and feature selection methods like LDA and Adaboost can be used if they are e±cient and e®ective. Though it is possible to keep the discrimination and sharing demands in mind when designing and choosing features by hand, a principle and easy to operate strategy is usually hard to¯nd. It seems better to just make the features as informative and compact as possible before learning (i.e. a rough trade-o® between discrimination and sharing), and leave the¯ne tuning of the trade-o® to learning algorithms. 
Object features
To meet the speci¯c FGLR task in the IAIR-CarPed dataset, we choose the following three types of features:
. Shape descriptor (two-layer subpixel HOG) Inspired by the discriminative part-based model 10 which uses two layers of HOG features to represent the object and its parts, respectively, we use a two-layer HOG representation to capture the category-level and¯ne-grained information. As demonstrated in Fig. 4 , we use the scale-sensitive subpixel binning method to compute the two-layer HOG features, while the same strategies for e±cient computation of the features presented in Ref. 10 are adopted. Concretely, the twolayer HOG for car has 14 Â 6 coarse cells and 24 Â 8¯ne cells, respectively, while those for pedestrian are 8 Â 10 coarse cells and 12 Â 16¯ne cells. An example of the actual HOG features we got for a pedestrian is illustrated in Fig. 5 . . Appearance descriptor (local color histograms)
Though the global appearances of cars and pedestrians are unstable, there are some local regions whose appearances are statistically stable within certain subcategories while at the same time discriminative between them. Speci¯cally, the color of the car lights is usually informative for distinguishing front or rear views (front: red, rear: white), and the spatial distribution of skin (face and neck) and hair color is helpful for discriminating the directions of the pedestrians. We use the HSV color space which is considered to be intuitive and informative for general purpose. As shown in Fig. 6 , for cars we choose three regions to compute the color histograms: two for the left and right lights in front or rear view and the third one for direction unspeci¯c (e.g. oblique views) cases. We quantized the whole HSV space into 18 As mentioned in Sec. 4.3, in the scenario of¯ne-grained and layered recognition, some content-independent features may also be useful as long as they are output-sensitive. The scale of the object is one of them. From the average images shown in Fig. 2 , we can see that the scale is able to distinguish some semantic subcategories from the others. Therefore, this one-dimensional global feature was involved in our¯nal features.
Key part features
Unlike the cropped body parts in Felzenszwalb et al., 10 our semantic key parts (face and license plate) are visually very di®erent patterns from the whole objects which they are belonging to, so we could not use the same types of features to describe the objects and their parts. Instead, some other features have been proved to be e®ective for representing speci¯c object parts, such as the haar-like features for faces 30 and the statistics of gradients for license plates. 39 However, to build a robust detector for either of them is not an easy task, and usually a lot of weak features are needed. 30 Unfortunately, putting a large amount of raw features together with the features of the objects for global model parameter (i.e. w) learning is undesirable in FGLR because it has a relatively large output space and therefore needs a large number of training examples. Therefore, we chose another way instead: using these raw features to train a separate key part detector and treating the classi¯cation score as the feature of the key part. Though it is suboptimal, we believe that it can get acceptable results, which may be a baseline for further research.
About the face detector, since there are too few clear frontal faces (around 100) in the training set to train a good detector, we use the o®-the-shelf detector from OpenCV 1.0 instead, which is a nice implementation of the algorithm proposed by Viola and Jones. 30 For license plate, we train our own detector using linear SVM with bootstrapping, in which four types of features are adopted:
.
Statistical gradient features
Inspired by two existing global statistical features (gradient density and density variance), 39 we used the following three statistical gradient features which are considered by us to be more informative and robust:
(a) Gradient density contrast. As demonstrated in Fig. 7 , we compute the contrast of the gradient density between the license plate region and its surrounding background (i.e. the body of the car). To make the feature robust to misalignments, we computed the gradient densities of two candidate regions of the license plate (the upper one in green and the lower one in red) and chose the one with larger density. (b) Spatial gradient density variance. It is the same as the density variance feature. 39 Instead of dividing the license plate region into 12 cells, we divided representative license plate region (the winner on gradient density) into 2 Â 7 cells and computed the gradient density variance on it. (c) Orientation entropy of gradients. This new feature is designed to distinguish the license plate with characters from other gradient-rich areas like the radiator cowling whose gradients are more directional. Like the HOG descriptor, we divided the orientations into 18 bins (20 each), but we only computed the orientational histogram of gradients without spatial binning. The histogram was normalized using L1 norm, then the orientation entropy is computed based on the normalized histogram h g ¼ ½h
where n ori ¼ 18 is the number of orientation bins.
Color feature
License plates in one country usually have uni¯ed colors, and such a characteristic can be used for detection. Statistical analysis shows that the license plates in the IAIR-CarPed dataset have well clustered \Hue" values (mainly range in (0.5, 0.7)), but other channels are not well clustered due to varying illuminations. We use the contrast value as the¯nal color feature, i.e. the percentage of pixels whose \Hue" values are within (0.5, 0.7) minus the percentage of those outside the range. We linearly mapped this contrast value to be within [0, 1]. . Content-independent feature (scale)
Scale is an important factor that may in°uence the clearness of the license plate, so it is used here. .
Bag of SIFT features
The content of a license plate is usually a combination of very few possible characters and digits, printed in the same font and size at¯xed positions. This characteristic makes it possible to compute SIFT features at¯xed positions (as shown in Fig. 7 ) to represent the characters and digits, and then use a bag-ofwords (BoW) model to make the representation invariant to the deployment of them. These features were clustered into a codebook with the size of 200 using k-means. The size of the codebook was chosen heuristically, considering possible misalignments and the appearances of negative examples. Once the codebook is built, the 14 SIFT features can be represented by a 200-dimensional histogram, which is our bag of SIFT features.
After getting the key part detectors, we used them as¯lters to convolute with both the training and test images. Putting the¯ltering response maps together with the pre-computed object feature maps, we can construct all the features for each object candidate window. To¯nd the exact key part locations relative to the object location, we did a statistical analysis on the annotations of the key part locations with respect to the object bounding boxes, which are shown in the lower part of Fig. 6 . Using this information, we can de¯ne search regions for the key parts as shown by the red rectangles in the upper part of Fig. 6 for¯nding the best key part locations by a nonmaximum suppression (NMS) strategy.
Preprocessing
Data splitting : All the images were randomly permutated and split into two subsets: Training set I tr ¼ fI Key part detector training: Once the training set is¯xed, a license plate detector can be trained. When the training set changes for averaging, the key part detector needs to be retrained to keep consistent with the whole model training.
Feature precomputation: All the features can be precomputed except that for the license plate which depends on the training set indices. Since our algorithm is slidingwindow based, we set the stride of the sliding window to be just one-cell height/ width of the HOG features, so that HOG features can be precomputed based on cells for the entire images and then features can be assembled on the°y at di®erent locations and scales. We represent the precomputed features for the whole training set as ' F ðI tr Þ ¼ f' F ðI tr 1 Þ; . . . ; ' F ðI tr n tr Þg, in which the function ' F denotes the feature extraction process.
Localization map: Using the localization loss function of the object and the annotated object bounding boxes, we can generate an object/nonobject indication map for all the subwindows in an image. We call this map \localization map" with the notation map L . The localization maps of the training set map L ðI tr Þ ¼ fmap L ðI tr 1 Þ; . . . ; map L ðI tr n tr Þg can be used for mining nonobject examples, while those of the test set are good for performance evaluation.
Training
Given the training data, the chosen loss function, the precomputed features and the localization maps, the speci¯c FGLR problem can be solved by the proposed SOnline
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The function data-mining does the data-mining on the training set, while the function replace-example replaces the nonsupporting examples with the newly mined nonobject examples. Some of the details are explained in the following.
Initial sampling of nonobject examples: To make the initial set of the nonobject examples as diverse as possible, we randomly sample them from all possible candidates in the training set (cross image, scale and location). The number of initial nonobject examples is decided by a prede¯ned ratio r tr ¼ n obj =n non (e.g. 1), where n obj and n non are the numbers of object and nonobject instances, respectively. Data mining and model updating: Data mining is to¯nd \hard" nonobject examples in training images given a trained classi¯er. In practice, usually the \hard" means incorrectly classi¯ed, i.e. false alarms. However, it has just been argued that adding all the supporting patterns for maximum-margin classi¯ers is a better choice. 10 It can be proved that this is true, not only for the traditional SVM or the latent SVM, 10 but also for the maximum-margin-based structural prediction algorithms. However, in our experiments, we found that it may end up with very slow convergence, especially in our proposed SOnline algorithm. Therefore in practice, we chose to use only the false alarms as \hard" examples which is much faster but does not signi¯cantly decrease the performance.
When the dimension of the data is very large as in our case (more than 8000) and the output space is also large (meaning there are many parameters to learn), training is usually very slow. Therefore, we adopted two more strategies to accelerate the data-mining process: (a) pre-mining valuable nonobject examples using a subset of features (e.g. excluding the¯ne-level HOG features) and (b) mining from a subset of training images (e.g. the¯rst 20%) to get a good enough model and then use it to mine new examples from the whole training set.
Testing
The testing is just the inference problem given the model, which is identical to the data-mining operation in the training process. Equation (11) gives the exact function for testing and data mining. To make both of these two processes as fast as possible, we chose the linear kernel K x ðx i ; xÞ ¼ hx i ; xi, so that:
where w Ã ðyÞ ¼ P i Ã i ðyÞx i denotes the linear weights for each output state. By doing so, predictions on subwindows in an image can be done in a batch processing way by convolution on the feature pyramids. Note that, the bias needs to be taken into account in the linear case, and it can be done by simply augmenting the feature vector with a constant \1".
Experiments and Results
Experiments were done on two most representative subsets of the IAIR-CarPed dataset. The¯rst one is the simplest subset with no visual di±culties, while the second one is the largest subset with all applicable di±cult samples (excluding the truncated cases). For convenience, we call them \set A" and \set B", respectively.
The superiority of FGLR
To show the superiority of the proposed FGLR, we would like to benchmark it against traditional binary categorization (i.e. object detection) and multiclass classi¯cation. We used the same input feature representation for all of them. Besides that, we adopted the same learning algorithm (SOnline with data-mining) to train their models, leaving the only di®erence among them to be the output structure (i.e. the loss function). For binary categorization (in short \BC"), all the object instances are treated as belonging to one single category without di®erentiation, and the SOnline algorithm is degraded into a normal binary SVM with online learning ability. For multiclass classi¯cation, we just use the zero-one loss l 0=1 for the output space instead of the confusion loss l Conf . By doing so, the structural information of the output space represented by the loss function is lost and the problem is degraded into a multiclass classi¯cation problem. A proper view of it might be multiclass classi¯cation for solving FGLR. Therefore, we just name it use the loss \l 0=1 " and have FGLR also named after its structured loss \l Conf ". Figure 8 shows some representative testing results of these three di®erent strategies on set A. Usually, the multiclass classi¯cation simulated by FGLR with loss \l 0=1 " tends to have higher recall on object detection than binary categorization while at the same time provides more¯ne-grained categorization of the detected objects, and our proposed FGLR with loss \l Conf " gets even better detection (category-level recognition) performance and more reasonable within-class categorization than that of multiclass classi¯cation. There are some exceptions as shown in the last two images of Fig. 8 , but they are understandable and acceptable. In the second image, a larger and closer car gets¯ner categorization than another smaller one as its appearance does look more ambiguous. The size and contrast of the human race in the third image are weak for supporting its clearness, so the proposed method failed to classify it as \FCF" though it has correctly predicted the body pose.
Besides qualitative demonstration, we also provide quantitative measurements as follows.
Category-level recognition performance. We calculate the precision, recall and F1 value of each strategy on the category-level recognition (i.e. detection) only, as presented in Table 1 . By varying the bias value of the nonobject category, we can get the precision-recall curves as shown in Fig. 9 . Both of them clearly show that FGLR with \l Conf " performs superior to the degraded version with \l 0=1 ", and the later outperforms the binary categorization. This is reasonable because the multiclass classi¯-cation acts like a multi-component model which model the object category better than the simple binary categorization, while our proposed FGLR makes better use of the collaboration among object subcategories than the°at multiclass classi¯cation. . The white box within each object bounding box is for visual contrast. Though both the multiclass classi¯cation simulated by FGLR with l 0=1 and our proposed FGLR with l Conf predict the direction of the objects, they are theoretically di®erent. The former treats the di®erent output states equally while the later di®erentiates them according to the semantic structure among them. We illustrate the predicted semantic outputs by the visual signs of them. The¯rst row represents the most common cases, while the other two are typical exceptions (color online). We also run the state-of-the-art object detection algorithm 10 denoted by \DTPM" on the same test sets for comparison. Note that DTPM is trained on the PASCAL VOC 2008 dataset, so the testing results are not fully comparable. Due to the great variations of the image contents, the percentage of di±cult training examples in the PASCAL VOC 2008 dataset is larger than that in the IAIR-CarPed dataset. Therefore compared to FGLR, DTPM performs much better on set B than on set A. For cars which has relatively rigid shape and similar appearance, DTPM performs as well as FGLR on set B which bene¯ts from its good training data. As far as pedestrians and simple cars are concerned, in which such a bene¯t does not exist, DTPM performs signi¯cantly worse than the proposed FGLR model. Categorization performance. We evaluate the overall categorization performance in terms of the summed structural loss of \l Conf " to compare the multiclass classi¯cation with FGLR. Table 2 shows both the summed within-class (excluding nonobject examples) categorization confusion losses and the overall categorization confusion losses of them on the two sets (set A and set B) of cars and pedestrians, respectively. It can be seen that FGLR with \l Conf " is mostly superior to the multiclass classi¯cation simulated by FGLR with loss \l 0=1 ", especially when the overall confusion is considered.
Fine-Grained and Layered Object Recognition
All the results presented here demonstrate that the structural output modeling by the loss function is critical for the recognition performance, and our proposed FGLR is superior to the binary categorization and the multiclass classi¯cation simulated by FGLR with loss \l 0=1 " on both category-level recognition (detection) and the overall structured categorization (including localization implicitly).
E®ectiveness of the chosen features
Though the comparison is mainly done on di®erent recognition strategies represented by the methodology of output structure modeling, the joint inputÀoutput feature representation is also very important to the performance of FGLR. A good feature set should contain features that are both discriminative and representative for di®erentiating di®erent output states.
For the linear model we have chosen, the prediction is determined by the response scores of each possible output state y as shown in Eq. (12) , which is just an inner product of the corresponding weight vector wðyÞ and the feature vector x of the data. It can be viewed as projecting the data to the trained weight vectors, and the projected values (i.e. the response scores) show the discrimination ability of the model on the data. The discrimination ability is represented by the partial ranking as de¯ned in Eq. (7). We calculate the discrimination ability of each type of features (denoted by D F ) on ranking examples with the output y i (i.e. 8 x k 2 S i ; y k ¼ y i ) against any other output y j as: Figure 10 illustrates the discrimination ability of features for FGLR on set A of \car" and \pedestrian", respectively. It can be seen that di®erent features have di®erent abilities and the¯ve groups of features are complementary. Here we just list a few immediate observations: coarse HOG features are very discriminative for di®erentiating the objects with unspeci¯c direction information from the other output states while¯ne HOG features do the opposite;¯ne HOG features are also good at di®erentiating between frontal/back views and pro¯le views; color works well on telling frontal cars from pro¯le and rear cars and distinguishing frontal pedestrians with clear faces from the back-view pedestrians; key part presence feature prevents from false alarming of license plate and missed declaration of the presence of clear faces; the cheap geometric scale feature is very informative for cars and also helpful for di®erentiating close pedestrians with clear face from the two directional ambiguous outputs (F/B and L/R). About the relative amount of contributions to the¯nal decision, the high-dimensional HOG features play the most important role, followed by the scale feature. Color and key part presence feature are relatively less deterministic. 
Robustness to visual di±culties
All the experiments were done on both set A and set B of the two object categories. As it can be seen from the category-level recognition results presented in Fig. 9 and the summed structural loss for the overall categorization in Table 2 , the visual di±culties do in°uence the performance of FGLR. Compared to set A, the maximum F 1 value F 1 max on set B decrease by 17.6% and 11% for \car" and \pedestrian", respectively, while the other two strategies have similar results. It seems better to discuss the robustness of di®erent features against individual di±culties, which could be our future work. Note that the F 1 value on set B of \pedestrian" is very small due to the high recall and very low precision. This is because the training on this dataset is so hard that the data-mining always terminates on the¯rst few images, resulting in a low-precision model. The high overall structural losses shown in the last line of Table 2 also demonstrate such a case. However, it can be adjusted by changing the bias of the model.
Computational complexity
All the experiments were done on a 2.5 GHz 8-core Intel Xeon IBM server. We ran di®erent experiments in parallel using a single thread for each of them. As presented before, we precomputed all the features (except the key part feature of license plate which depends on the training-testing split of the data) for all the images (512 Â 384) in the dataset in advance, and a single thread takes about 25 s per image. The computation of the two-layer HOG and the color histograms takes most of the time though we wrote them in C. It is due to the fact that we have a very small lower bound of the object scale (car 30-pixel width and pedestrian 45-pixel high) and those small scales take most of the time.
For \car", the training of FGLR (with l Conf or l 0=1 ) takes 1À2 days for set A and 4À5 days for set B, while for \pedestrian" it takes 4À5 days for set A and 9À10 days for set B. The binary categorization is usually 2À4 times faster. The testing or data mining on one image lasts about 20 s. If the multiple-core architecture of the machine was used to compute the¯lter response in parallel as in Refs. 10 and 34, the time for testing or data mining would be around 3 s per image (plus another 3 s for feature precomputation), and the training time will also be much shortened. Further improvements may be possible using graphics processing unit (GPU) for parallel computation of the sliding-window-based recognition as presented in Ref. 31 .
Note that for both \car" and \pedestrian", set B has nearly twice as many examples as set A and the examples within it are harder for recognition, but the training time scales almost linearly with respect to the number of training examples. It is an advantage of our proposed perceptron-based online learning algorithm.
Qualitative results
A group of our¯ne-grained and layered recognition results are shown in Fig. 11 , which demonstrate the e®ectiveness of the proposed method. Most of the results look good, correctly indicating the right semantic information and localization information of the objects, while some of the others make explainable mistakes. Results on set B show the generalization and precision tradeo® of the model, on one side it recognizes di±cult examples, while on the other side it decreases the precision.
Conclusion and Discussion
We have posed a novel problem of¯ne-grained and layered object recognition along with our solution to it. Experimental results demonstrate the superiority of the proposed model on both¯ne-grained and layered object classi¯cation and object detection compared with traditional multiclass recognition and binary recognition models. The top-down guidance represented by the loss function explores the structural information of the output space and leads the learning of the model. Therefore, designing a proper loss function is critical. We have mainly focused on semantic structures of the output, but geometric structures like the spatial contextual relationships between objects can be further explored.
Compared with other object recognition problems,¯ne-grained and layered object recognition has several advantages: (a) its results are more colorful, more appropriate, and more°exible, (b) it has higher category-level recognition performance, and (c) it is closer to the way humans recognize objects. Meanwhile, it also has two limitations: (a) it is only applicable to object categories that have layered withincategory properties, and (b) the annotation for training is more expensive than that of the other recognition problems. Generally speaking,¯ne-grained and layered object recognition is harder than traditional object recognition problems, therefore it demands more e®ort on both modeling and learning. We hope this work can drive the research on object recognition towards deeper and more intelligent stages.
