We provide a strong law of large numbers for random monotone operators. The expectation of a random monotone operator is defined through its Aumann integral. An application to empirical mean minimization is provided. *
Introduction
Maximal monotone operators are set valued mappings which play an important role in various fields of convex analysis [7, 11] , ranging from convex optimization to the analysis of Partial Differential Equations. Since the work of H. Attouch [3, Chap. I] (see also [4, Chap. III]), it is known that the set of maximal monotone operators M (H) over a separable Hilbert space H is a Polish space under some natural topology [3, Prop 1.1]. The Borelian sigma-field induced by this topology allows to study measurable maps with values in M (H) [3, Chap. II]. Following [8] , we call a random monotone operator any random variable with values in M (H). Random monotone operators were used to prove the convergence of the stochastic Forward Backward algorithm under various assumptions on the step size [8, 9] . Integrability and expectation of random monotone operators are defined through the notion of Aumann integral [5] , which generalizes Lebesgue integral to set valued mappings.
A natural question is whether there exists a law of large numbers for random monotone operators. Various laws of large numbers for random sets have already been proven in the literature. Different class of random sets were considered (compact, unbounded...), see e.g. [1, 2, 12, 21, 22, 23] . In particular, laws of large numbers for compact valued subdifferentials of random non convex functions were obtained in [12, 21, 23] . To our knowledge, these results don't cover the case of random monotone operators.
In this note, we prove a law of large numbers for random monotone operators and apply it to the convergence of solutions of the empirical mean minimization [10] .
The next section provides some background knowledge on (random) monotone operators. Then, the main theorem is stated in section 3. Section 4 is devoted to the proof of the main result. An application to empirical mean minimization is provided in section 5. Finally, we conclude in section 6.
Background
In this section we define maximal monotone operators, random monotone operators and their expectation.
Maximal monotone operators
We review some basic material regarding maximal monotone operators. The proof of these facts can be found in [7] . Let H be a separable Hilbert space and let I be the identity map over H. An operator A over H is a set valued mapping over H, i.e a function from H to the set of all subsets of H. An operator can be identified to its graph
the resolvent operator is defined by J A = (I + A) −1 and the set of zeros of A is Z(A) = A −1 (0). Note that ℓ ∈ Z(A) if and only if ℓ ∈ J A (ℓ). The operator A is said monotone if the following condition holds:
where ·, · denotes the inner product of H. In this case, J A (x) is either the empty set or a singleton, i.e J A can be identify with a classical function dom(J A ) → H. Moreover, A is a maximal monotone operator, which we denote A ∈ M (H), if A is a monotone operator such that G(A) is a maximal element (for the inclusion ordering) in the set of all graphs of monotone operators over H. Maximality of the monotone operator A is known to be equivalent to the equality dom(J A ) = H [18] . In this case, J A : H → H is a 1-Lipschitz continuous function. Moreover, if A is maximal, then for every x ∈ H, A(x) is a (possibly empty) closed convex set. If x ∈ dom(A), then A 0 (x) is defined as the projection of 0 onto A(x). In other words, A 0 (x) is the least norm element in A(x). Given γ > 0, the Yosida approximation of A is the function
Given two maximal monotone operators A and B, the sum A + B is defined by
is the classical Minkowski sum of two sets. It is easy to check that A + B is a monotone operator, however, A + B is not necessarily maximal [19, Page 54 ].
Consider the set Γ 0 (H) of convex lower semi-continuous and proper functions F : H → (−∞, +∞] (see [7] ). Then, the subdifferential ∂F of F is a maximal monotone operator. In other words, In the sequel, we consider a probability space (Ξ, G , µ) such that G is σ-finite and µ-complete, and a measurable map A :
Random monotone operators
We shall prefer the notation A(s, x) for the set A(s)(x). Note that the set S x might be empty. The mean operator A of A is defined by its Aumann integral [5] ,
We shall refer to A as the expectation of A. It is easy to check that A is a monotone operator.
Definition 1. The random monotone operator A is said integrable if A is a maximal monotone operator.
Main result
In this section we provide the main theorem and discuss our assumptions.
Theorem 1. Consider a family of i.i.d random variables (ξ n ) n from some probability space (Ω, F , P) to (Ξ, G ) with distribution µ. Assume that the random monotone operator A is integrable and that for every n ∈ N,
is P-almost surely (a.s.) maximal. Then, A n : (Ω, F , P) → (M (H), B(M (H))) is a random monotone operator and P-a.s,
Moreover, if A(s) = ∂f (s, ·) where f is a normal convex integrand, then there exists
This theorem is a law of large numbers for the family of i.i.d random monotone operators (A(ξ n )) n , where the limit is the expectation of A. Remark 1. In the subdifferential case where A(s) = ∂f (s, ·), ∂G is not necessarily equal to ∂E ξ (f (ξ, ·)), where E is the expectation in the space (Ω, F , P) (see [3, Chap I, Section 3] or [4, 13] for the topology induced by R-convergence over M s (H)). This will hold if the following interchange property is true: A(x) = ∂E ξ (f (ξ, x) ), which means that we can exchange the subdifferentiation and the expectation. The interchange property holds under quite general assumptions, see [20] .
Let us now discuss the assumptions. Integrability of A is a natural assumption of the law of large numbers, which allows to define A ∈ M (H). For example, in the subdifferential case A(s) = ∂f (s, ·), A is maximal if the interchange property holds [20] and if F = E ξ (f (ξ, ·)) ∈ Γ 0 (H). 1 Other conditions under which A is maximal can be found in [8, Section 3.2] .
Moreover, there is no logical relationship between the maximality of A and the maximality of A n . To illustrate this, we shall use an example of two maximal monotone operators A and B provided in [19, Page 54] , such that dom(A + B) = {0} but A + B = N {0} (and hence A + B is not maximal). If A is uniformly distributed over {A, B, N {0} }, then, A is maximal but with positive probability A 2 is not maximal. If A is uniform over {A, B}, then, with positive probability, A 2 is maximal although A is not maximal.
Proof of the main result
Since A 2 is maximal, it is a random monotone operator using [3, Theorem 2.4] 2 . By induction, A n is a random monotone operator for every n. Proof. Since 0 ∈ A(x ⋆ ), there exists a measurable map ϕ : (Ξ, G , µ) → (H, B(H)) such that ϕ is µ-integrable, ϕdµ = 0 and ϕ(s) ∈ A(s, x ⋆ ) µ-a.s. Consider the random variables φ n = 1 n n k=1 ϕ(ξ k ). Note that φ n is integrable, φ n ∈ A n (x ⋆ ) P-a.s. and E(φ n ) = 0. Using inequality (1) with γ = 1 and x = x ⋆ ∈ dom(A n ) a.s., 1 In particular, the condition F ∈ Γ 0 (H) holds if there exist x 0 ∈ H and C ∈ R such that f (·, x 0 ) is µ-integrable and for every x ∈ H, f (s, x) ≥ C a.s., which is usually the case when F is the objective function of some minimization problem (otherwise there might be no minimizer). To see this, note that F is convex and proper. In the case C = 0, the lower semicontinuity of F is a consequence of Fatou's lemma along with the sequential lower semicontinuity of f (s, ·). The result in the case C = 0 is obtained from the case C = 0 by replacing f (s, ·) by f (s, ·) − C.
2 An alternative proof of the measurability of A 2 is as follows: for every y ∈ H, x = J A 2 (y) is the solution to the monotone inclusion 0 ∈ (I − y)(x) + 1 2 A(ξ 1 (ω), x) + 1 2 A(ξ 2 (ω), x) for which the three operator splitting algorithm of [14] can be applied. It provides a sequence of iterates (xn(ω)) converging to x. It can be proven by induction that ω → xn(ω) is measurable. Therefore J A 2 (y) is also a random variable for every y ∈ H, which proves the measurability of A 2 [3, Lemma 2.1].
Using the Strong Law of Large Numbers in Hilbert spaces ( [16, Corollary 7.10]) for φ n we have P-a.s., φ n −→ n→+∞ 0. and hence P-a.s. 
Proof. For any y ∈ H, the inclusion y ∈ x + (A − z)(x) (where x is the unknown) is equivalent to y+z ∈ x+A(x) and hence admits an unique solution x = J A (y+z). This implies that A − z is µ-a.s a maximal monotone operator, and J A−z (y) = J A (y + z).
It is also seen that s → J A(s)−z (y) is measurable for every y ∈ H and hence, A − z is a random monotone operator (see [3, Lemme 2.1]).
We now prove the Theorem 1. Consider x ∈ H. Since dom(J A ) = H, there exists an unique (y, z) ∈ G(A) such that x = y + z. Therefore, 0 ∈ A(y) − z i.e y ∈ Z(A − z). Using Lemma 3 and the maximality of A n , A − z is a random monotone operator and 1
Applying Lemma 2 to the random monotone operator A − z, we have P-a.s, Since resolvents are 1-Lipschitz continuous, J An(ω) (x 0 ) − J A (x 0 ) < ε for every n ≥ n 0 . We proved that for every ω ∈Ω,
In the case where A(s) = ∂f (s, ·), A n is a.s a sum of elements of M s (H) and a maximal monotone operator. Therefore, A n ∈ M s (H) a.s. 3 
Application to empirical risk minimization
Many machine learning and signal processing problems require to solve the so-called theoretical risk minimization problem
where f is a convex normal integrand and ξ a random variable. In these contexts, ξ represents some random data with unknown distribution and hence evaluating F is prohibitive. In practice, a number n of i.i.d realizations (ξ k ) of the data ξ is given and the theoretical risk minimization is approximated by the empirical mean minimization problem
The empirical risk minimization is usually done using some optimization algorithm. The output of the algorithm can be a minimizer of f n or a saddle point of a convex concave Lagrangian function associated to f n . In both cases, the convergence of the output as n → ∞ can be studied using Epi-convergence tools [4, 6, 13] . Another approach is to note that in both cases the output can be written as a zero of a random monotone operator A n taking the form of (2). Here we provide a simple consequence of the law of large numbers (Theorem 1) to study Z(A n ) as n → ∞. A random variable ℓ is an a.s. cluster point of the sequence (x n ) of random variables if there exists a probability one eventΩ such that for every ω ∈Ω there exists an increasing map ψ(ω) : N → N such that x ψ(ω)(n) (ω) → ℓ(ω) as n → ∞. The random sequence x ψ(·)(n) is called a random subsequence of x n .
Corollary 4.
Let (x n ) be a sequence of H-valued random variables such that x n ∈ Z(A n ) a.s. Then, every a.s. cluster point ℓ of (x n ) is a.s. a zero of A.
Proof. Consider a random subsequence of (x n ) converging a.s. to ℓ. This random subsequence is still denoted (x n ). Let γ = 1 and denote A n,γ the Yosida approximation of A n . For every n ≥ 0, A n,γ (x n ) = 0. Therefore, ℓ − J A (ℓ) = A γ (ℓ) ≤ A γ (ℓ) − A n,γ (ℓ) + A n,γ (ℓ) − A n,γ (x n ) ≤ J A (ℓ) − J An (ℓ) + ℓ − x n .
Using the law of large numbers (Theorem 1) one can make n → +∞ and obtain ℓ = J A (ℓ) a.s.
The existence of cluster points is usually established independently using a coercivity assumption [9, 13] .
Conclusion
We proved a law of large numbers for random monotone operators. The sum between random monotone operators is defined through the classical sum of sets while their expectation is defined through their Aumann integral. This work opens the door to the study of random monotone operators as random elements. An interesting question is whether their exists an universal distribution for random monotone operators, as the gaussian distribution for real random variables, or other probabilistic objects, see e.g [15, 16, 17] .
