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ECONOMETRIA APPLICATA PER L'IMPRESA









 In econometria viene fatto largo uso di dati serie storiche, cioe di
osservazioni su una o piu variabili economiche raccolte nel tempo. La
loro utilita e evidente pensando a come gli eventi economici siano
caratterizzati da aspetti dinamici. Infatti il passato contribuisce a
determinare, almeno in parte, il presente e, di conseguenza, nella
spiegazione ed interpretazione dei fatti economici un ruolo molto
importante viene assunto dalla componente temporale. Per questi
motivi in econometria sono stati sviluppati molteplici modelli dinamici
con l'obiettivo di catturare questo aspetto. I dati di serie storica sono
ordinabili in modo oggettivo ed universalmente accettato.
 Questi dati sono molto diversi dai dati in cross-section. Infatti si
tratta di dati dipendenti. Si tratta infatti di osservazioni relative ad
un unica entita che si protraggono nel tempo.




Cos'e una serie storica?
 In termini molto semplicistici, un processo stocastico e denito
come una sequenza di variabili casuali Yt indicizzate da un indice
t. Nel seguito del corso, t sara l'insieme dei numeri naturali
(0; 1; : : : ; t; : : :).
 Si assume che ognuna delle variabili Yt sia descritta da una variabile
causale per cui:
{ La media marginale di ogni Yt e E[Yt] = t;
{ La varianza marginale di ogni Yt e Var(Yt) = 
2
t ;
{ L' auto-correlazione tra due qualsiasi elementi del processo e
Corr(Yt; Ys) =





 Una serie storica e una sequenza nita di variabili casuali in cui
l'indice t = 1; : : : ; T indica il tempo. Spesso con serie storica si intende
anche la traiettoria osservata del processo stocastico.




Cos'e una serie storica? (cont.)
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Serie storica dei Federal Funds Interest Rate 
Figura 1: Esempio di Serie Storica





Si consideri la variabile Y che si assume sia osservabile nel tempo:
 Yt e la realizzazione della variabile osservata al tempo t, t = 1; : : : ; T ;
 Yt j e il ritardo j -esimo di Yt;
 La dierenza prima di una variabile Yt e denita da
Yt = Yt   Yt 1;
 La variazione percentuale della serie Yt tra i periodi t e t  1 e
100log Yt = 100 (log Yt   log Yt 1).
{ Infatti, sapendo che log(X + a)  logX  a=X se a! 0, si ha che
100 [log Yt   log Yt 1] = 100 [log(Yt 1 +Yt)  log Yt 1]
 100 Yt
Yt 1
; se Yt ! 0





 Nell'analisi empirica, spesso accade che, invece di analizzare la
serie storica originale, risulta piu conveniente considerare
opportune trasformazioni (monotone crescenti) del tipo
Yt = T (Zt). In molti casi, una trasformazione logaritmica
consente di stabilizzare la varianza della serie trasformata.
 Si consideri quindi la generica trasformazione del tipo Yt = T (Zt)
e il suo sviluppo in serie di Taylor al primo ordine attorno alla
media di Zt, cioe t. Si ottiene che:
T (Zt)  T (t) + T 0(t)(Zt   t)




Sulla trasformata logaritmica (cont.)
 Si consideri ad esempio una serie storica Zt la cui varianza sia





con c costante positiva. Tale condizione si verica
frequentemente in molti casi pratici, come ad esempio in molte
serie storiche macroeconomiche e nanziarie.
 In particolare, se si considera Yt = T (Zt) = log(Zt) si ottiene che
Var(Yt) = Var (T (Zt)) = Var
 



















 Nelle serie temporali, e lecito aspettarsi che il valore di Y al
tempo t sia correlato con il suo valore nel periodo successivo. La
correlazione di una serie con i propri valori ritardati e detta
autocorrelazione.
 Piu precisamente si intende con correlazione seriale o
autocorrelazione la dipendenza lineare tra le realizzazioni di una
variabile osservata in due istanti temporali diversi.
 Se ad esempio supponiamo l'esistenza di un'autocorrelazione
positiva, allora ci aspettiamo che se Yt 1 > 0, in media, anche Yt
tendera ad assumere valori positivi, oppure, al contrario,
un'osservazione negativa sara seguita da un'altra osservazione
negativa.









 Lo stimatore della covarianza e
dCov(Yt; Yt j) = 1
T   j   1
TX
t=j+1
(Yt   Yj+1;T )(Yt j   Y1;T j)
dove Yj+1;T e la media campionaria calcolata sulle osservazioni
t = j + 1; : : : ; T , quindi lo stimatore della correlazione, nell'ipotesi
che Var(Yt) = Var(Yt j) e
bj = dCov(Yt; Yt j)\Var(Yt)





 La funzione di autocorrelazione o ACF descrive in maniera
sintetica la struttura di correlazione tra Yt ed Yt j , indicata con
j per qualsiasi valore di j  1. Una rappresentazione graca di
tale dipendenza lineare al variare di j viene detta
correlogramma.
 Il coeciente di autocorrelazione parziale misura la dipendenza
di Yt da Yt j al netto dei valori intermedi Yt 1; : : : ; Yt j+1. La
funzione di autocorrelazione parziale, o PACF, descrive in
maniera sintetica la sequenza di queste statistiche al variare di j.

















Figura 2: Dipendenza tra Yt vs. Yt j , j=1,2,3,4























Figura 3: Correlogramma della serie Yt




Test di Ljung-Box per l'autocorrelazione
 La struttura di autocorrelazione di una serie storica fornisce
importanti informazioni. Tali informazioni sono utili:
{ (i) Per identicare un modello appropriato per i dati;
{ (ii) Per vericare se il modello proposto e appropriato.
 Di conseguenza e importante controllare se le osservazioni
presentano un'autocorrelazione seriale signicativa. Tale verica
si basa essenzialmente sullo studio delle autocorrelazioni
campionarie, cioe dell'analogo campionario delle j . Esse sono
denite, per j = 1; 2; : : :. Al variare del ritardo j, le correlazioni
j descrivono il cosiddetto autocorrelogramma.
 Si dimostra che, sotto opportune ipotesi
p
T ^j ! N(0; 1)




Test di Ljung-Box (cont.)
 Quindi, se si volesse costruire un test per vericare l'ipotesi nulla
H0 : j = 0 si potrebbe usare la statistica
p
T ^j e calcolare
l'opportuno p-value, utilizzando la distribuzione N (0; 1).
 Molto spesso si e interessati a vericare ipotesi piu complesse.
Ad esempio, possiamo essere interessati a sottoporre a verica
l'ipotesi nulla H0 : 1 = 2 = : : : = j = 0, cioe che le prime j
correlazioni siano nulle.
 Il test di Ljung-Box si basa sulla statistica QLB(j)




T   i ! 
2
j
ed e quindi possibile calcolare l'opportuno p-value.






















Figura 4: Esempio di autocorrelogramma. Evidenzia la dipendenza
tra un'osservazione della serie ed i suoi ritardi.




Funzione di autocorrelazione per y_t per 12 ritardi
LAG ACF Q-stat. [p-value]
1 0.5941 *** 15.1699 [0.000]
2 0.1864 16.6981 [0.000]
3 -0.0987 17.1372 [0.001]
4 -0.0255 17.1674 [0.002]
5 0.1031 17.6713 [0.003]
6 0.1613 18.9365 [0.004]
7 0.2280 21.5325 [0.003]
8 0.1696 23.0087 [0.003]
9 0.1315 23.9214 [0.004]
10 0.0556 24.0896 [0.007]
11 0.0110 24.0964 [0.012]
12 0.0475 24.2268 [0.019]





 Il primo esempio di regressione statica riguarda la regressione
semplice tra due variabili Y ed X in cui la relazione viene
denita da
Yt = 0 + 1Xt + t t = 1; : : : ; T
Il nome statico deriva dal fatto che stiamo modellando una
relazione contemporanea tra le due grandezze. Questi modelli
vengono usati per descrivere relazioni di lungo periodo, situazioni
in cui l'economia si ipotizza essere in equilibrio.
 In generale questi modelli sono proposti quando sembra
ragionevole ipotizzare che la variabile X abbia un impatto
immediato sulla Y ; quindi, se t = 0 possiamo scrivere
Yt = 1Xt




Esempio: Capital Asset Pricing Model (CAPM)
 Un'idea fondamentale della nanza moderna e che
un'investitore ha bisogno di un incentivo nanziario per assumere
un rischio, cioe il rendimento atteso rischioso dovrebbe sempre
essere maggiore di quello non rischioso.
 Il CAPM formalizza l'idea che il rischio dell'investimento e legato
al rischio del mercato. Il mercato viene approssimato tramite un
portafoglio di attivita nanziarie (o portafoglio di mercato).
 In particolare il CAPM si basa sulla relazione
rt   rf = (rmt   rf ) + t
in cui rt ed rmt sono i rendimenti di un titolo rischioso e del
portafoglio di mercato al tempo t mentre rf e il rendimento di un
titolo risk-free.













 1996  1998  2000  2002  2004  2006
Sp500
Boeing
Figura 5: Esempio di Serie Storiche: rendimento dell'indice Standard
& Poor's 500 (portafoglio di mercato) ed il titolo rischioso Boeing Co.




Esempio: CAPM - Output della regressione
Stime OLS usando le 130 osservazioni 1996:02-2006:11 Variabile
dipendente: return_ba
VARIABILE COEFFICIENTE ERRORE STD STAT T P-VALUE
return_sp 0.781803 0.161229 4.849 <0.00001 ***
Media della variabile dipendente = 0.729731
Deviazione standard della variabile dipendente = 8.77071
Somma dei quadrati dei residui = 8452.02
Errore standard dei residui = 8.09441
R-quadro = 0.154171 R-quadro corretto = 0.154171
Statistica F (1, 129) = 23.5132 (p-value < 0.00001)
Statistica Durbin-Watson = 1.92748




Esempio: CAPM - Commenti
 Un titolo con  minore di 1 risulta meno rischioso rispetto al
portafoglio di mercato e percio ha un eccesso di rendimento
atteso minore rispetto al portafoglio stesso.
 In pratica, un incremento dell'1% al tempo t dell'eccesso di
rendimento del portafoglio di mercato (S&P500) causera un
incremento dello 0.78% del rendimento di Boeing.






= 0:15 puo essere interpretato come la
percentuale di rischio sistematico sul rischio complessivo.





 In econometria esistono almeno due ragioni fondamentali che
giusticano il ricorso alla specicazione dinamica dei modelli.
{ Da un lato vi e l'esigenza di giungere ad una migliore
comprensione del funzionamento nel tempo del sistema
oggetto di studio, dierenziando, ad esempio, il
comportamento di breve periodo da quello di lungo.
{ Dall'altro lato vi puo essere la necessita di disporre di un
modello che, utilizzando osservazioni provenienti da serie
storiche, abbia caratteristiche idonee a produrre buone
previsioni.
 Quindi, l'idea e considerare modelli che, oltre a considerare
relazioni statiche tra variabili, incorporino al loro interno
relazioni tra variabili dierite nel tempo e quindi dinamiche.




Modelli Dinamici: White Noise
 Una successione di variabili aleatorie t si dice white noise (o
rumore bianco) se ha le seguenti proprieta:
E[t] = 0 8t
E[ts] =
8<: 2 se t = s0 altrimenti:
 Questo modello in generale non e adeguato per descrivere dei
dati reali che come gia accennato sono molto spesso dipendenti.
Questo modello tuttavia viene utilizzato spesso per denire il
processo che descrive il termine di errore (in inglese noise) di
modelli piu generali.


















Figura 6: Esempio di dati generati da un modello White Noise.






















Figura 7: Graco dell'autocorrelogramma di un modello White Noise.




Modelli Dinamici: Modelli Autoregressivi
 Molto spesso i modelli specicati per dati di serie storica vengono
utilizzati per fare delle previsioni su una variabile di interesse. Il primo
modello che consideriamo e il Modello Autoregressivo, in cui una
variabile e spiegata dal proprio passato (tramite ritardi). Il modello
piu semplice di questa tipologia e quello autoregressivo del primo
ordine o AR(1)
Yt = 0 + 1Yt 1 + t
 L'autocorrelogramma tipico per questo modello tende a decrescere a
zero. Questo vuol dire che Yt dipende fortemente dalle osservazioni
vicine (Yt 1; Yt 2; : : :) ma non da quelle lontane. Ad esempio quello
che e successo 10 giorni fa potrebbe non essere interessante per
prevedere quello che accadra domani, mentre lo e quello che e
accaduto ieri, ieri l'altro e via di seguito, con una importanza
decrescente, no a diventare nullo in un numero piu elevato di ritardi.




















Figura 8: Graco di una serie autocorrelata al primo ordine.






















Figura 9: Graco dell'autocorrelogramma di un modello autocorrelato
del primo ordine.




Modello Autoregressivo di Ordine p
 Il modello AR(1) utilizza solo l'informazione fornita da Yt 1 per
prevedere Yt. Potrebbe essere importante tener conto di piu
informazioni. Una estensione naturale e il modello autoregressivo
in cui si considerano p ritardi, o AR(p):
Yt = 0 + 1Yt 1 + : : :+ pYt p + t
 E se si volesse fare una previsione sulla variabile Y per domani,
cioe YT+1? In questo caso la previsione sara data da
Y^T+1jT = ^0 + ^1YT + : : :+ ^pYT p+1
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Figura 10: Graco di una serie autocorrelata al terzo ordine.






















Figura 11: Graco dell'autocorrelogramma di un modello autocorrela-
to del terzo ordine.




Modelli Dinamici: Modello Autoregressivo Misto
 I modelli visti no ad ora sono modelli statistici, cioe utili per
fare previsioni. In economia pero siamo piu spesso interessati allo
studio delle relazioni causali tra variabili di interesse, per cercare
di capire il tipo di dipendenza che esiste tra grandezze
economiche. Per analizzare queste relazioni, quando i dati sono
espressi sotto forma di serie storica, e stata proposta una
tipologia di modelli piu generali detti modelli autoregressivi misti
o ADL(p; q) deniti come segue
Yt = 0+1Yt 1+ : : :+pYt p+0Xt+1Xt 1+ : : :+qXt q+t
in cui la dinamica riguarda sia la parte autoregressiva (relativa
ad Y ) che la componente detta a a ritardi distribuiti (legata
ad X).




Le ipotesi per la stima OLS
 Per fare inferenza, e necessario prima vericare se sono soddisfatte le
ipotesi per gli OLS. Consideriamo ad esempio il modello AR(1)
Yt = Yt 1 + t:
Nel modello di regressione semplice deve valere, tra l'altro, che
E[ijX1; : : : ; XN ] = 0; 8i.
 Nel contesto dinamico AR(1), l'unico regressore e Yt 1. La condizione
sopra in questo modello diviene E[tjY1; : : : ; YT ] = 0; 8t. Se vale
E[tjXt] = E[tjYt 1] = 0) Cov[tYt 1] = 0. Calcoliamo in particolare
E[tXt+1] = E[tYt] = E[t(Yt 1 + t)]
=  E[tYt 1]| {z }
=0 per ip.
+E[2t ] 6= 0
 Per cui nel caso di modelli dinamici non puo essere utilizzata
l'ipotesi di stretta esogenita.




Le ipotesi per la stima OLS (cont.)
 Possiamo utilizzare l'ipotesi di indipendenza del vettore
(Y;X1; : : : ; XK)? I dati in serie storica per loro natura non sono
indipendenti e quindi non si puo supporre l'indipendenza.
 E comunque possibile indebolire tale ipotesi, sostituendola con
opportune condizioni di regolarita sulla forma di dipendenza. Per
esempio possiamo richiedere che la serie storica sia stazionaria.
 Una serie storica e denita stazionaria (debolmente) se
{ La media di Yt non dipende dal tempo, E[Yt] = ;
{ La varianza di Yt non dipende da t, Var(Yt) = 
2;
{ La struttura di dipendenza lineare dipende solo dalla distanza tra
due osservazioni
Cov(Ys; Yt) = t s





 Si consideri il modello AR(1) denito da
Yt = 0 + 1Yt 1 + t; t WN(0; 2):
 Risulta interessante chiedersi sotto quali condizioni questo
modello risulta essere stazionario. Per semplicita si ipotizzi che
0 = 0, per cui il modello, risolto all'indietro, diviene
Yt = 1 Yt 1|{z}
1Yt 2+t 1
+t










Stazionarieta di AR(1) (cont.)





j1E [t j ] = 0:









Nota: Si ricordi che
P1
j=0 x
j = 11 x , jxj < 1. In questa
applicazione x  21 .




Stazionarieta di AR(1) (cont.)
 La covarianza dipende unicamente dalla distanza tra le due








per cui la covarianza tra Yt ed Ys risulta



















Non stazionarieta: il Trend
 Molto spesso le variabili economiche sono inuenzate da una
componente detta trend, che rappresenta un movimento
persistente di lungo periodo di una variabile nel corso del tempo.
Esistono due tipi di trend, che producono eetti molto diversi
sulle serie dei dati:
{ Trend deterministico: La componente tendenziale e descritta
da una funzione g() non aleatoria del tempo. Ad es. g(t) = t
oppure g(t) = 1t+ 2t
2 + : : :+ pt
p, con i noti.
{ Trend stocastico: La componente tendenziale varia nel
tempo in maniera aleatoria. Ad esempio, potrebbe
manifestarsi come un prolungato periodo di crescita della serie
seguito da un prolungato periodo di stabilita o di decrescita.



















Figura 12: Esempio di trend deterministico del tipo
Yt = 0 + 1t+ 2t
2 + t.
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Figura 13: Esempio di trend stocastico.




Trend Stocastici e modello Random Walk
 Il caso piu interessante da un punto di vista economico e il caso
di trend stocastici, in quanto molto spesso non e credibile
supporre che una serie storica economica sia predittibile in
maniera deterministica.
 Uno dei modelli piu semplici tra quelli che generano trend
stocastici e un AR(1) in cui 1 = 1, detto random walk in cui
Yt = Yt 1 + t:
 L'idea di base e supporre che quello che osservero domani, cioe
Yt+1, e uguale a quello che osservo oggi, Yt, piu uno shock con
media nulla. Tale modello sembrerebbe ragionevole soprattutto in
applicazioni nanziarie dove si pensa che la migliore previsione
del prezzo di domani sia rappresentata dal prezzo osservato oggi.
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Figura 14: Graco di Yt = Yt 1 + t.























Figura 15: Correlogramma di Yt = Yt 1 + t.





 Abbiamo visto che il modello random walk e un caso particolare
del modello AR(1) in cui si pone 0 = 0 e 1 = 1. Abbiamo
appena visto che se 1 = 1 la varianza marginale di Yt diverge. In
generale i random walk descrivono dati con una forte persistenza
stocastica. Osservando il graco della serie, sembrerebbe poco
plausibile ipotizzare un trend descrivibile tramite un polinomio.
 Il random walk non e stazionario. Se lo fosse, si dovrebbe
avere Var(Yt) = 
2
Y ; 8t. Ad esempio
Var(Yt) = Var(Yt 1) + Var(t):
Questa condizione risulta vera solo se Var(t) = 0 che e pero
impossibile poiche Var(t) = 
2 per ipotesi.





 Scrivendo Yt in funzione degli errori passati, e immediato vericare la
non stazionarieta. Infatti, ipotizzando per semplicita Y0 = 0 si ottiene
Y1 = 1














= t2 (che dipende da t). In questo
caso la varianza diverge con t, e quindi le autocorrelazioni non sono
nemmeno denite. Le autocorrelazioni campionarie pero si possono
calcolare e tendono ad essere prossime ad uno anche ad elevati ritardi.




Random Walk con Drift
 Di frequente le serie economiche mostrano una tendenza
sistematica. In questo caso una buona previsione non potra
essere data dall'osservazione al tempo t, ma dovra essere corretta
in qualche modo per tenere conto della tendenza sistematica.
 L'estensione al modello random walk piu ovvia, e il Random
Walk con drift




{ Se 0 > 0 allora Yt tendera in media a crescere;
{ Se 0 < 0 allora Yt tendera in media a decrescere;
 La previsione associata a questo modello e il valore osservato oggi
piu il drift 0.
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Figura 16: Graco di Yt = 0:5 + Yt 1 + t.




Modelli per variabili non stazionarie
 In precedenza, e stato evidenziato come la non stazionarieta di
una serie possa essere descritta da componenti deterministiche
oppure stocastiche. Una formalizzazione generale per descrivere
questa situazione e la seguente
Yt = TDt + Y

t
{ TDt e la componente deteministica che potrebbe essere
denita, ad esempio, come una semplice costante TDt = ,
una retta TDt = + t oppure un polinomio di secondo grado
TDt = + t+ t
2
{ Y t rappresenta la componente stocastica del processo
generatore di Yt




Modelli per variabili non stazionarie (cont.)
 Nel caso la componente stocastica Y t risulti stazionaria, allora si dice
che Yt e trend stazionario, nel senso che il processo
Yt   TDt = Y t
e stazionario. In questi casi e possibile stimare la componente
deterministica del modello tramite OLS per poi descrivere la
componente residuale, che rappresenta l'andamento di breve periodo
della serie, tramite un modello stazionario.
 Nel caso in cui Y t fosse un random walk, la componente di lungo







In questo caso si parla di presenza di trend stocastico.




Modelli per variabili non stazionarie (cont.)
 Ipotizziamo ora che la serie storica sia caratterizzata da una
componente stocastica non stazionaria ed in particolare che sia
rappresentata da un modello di tipo random walk del tipo
Y t = Y

t 1 + t
 Semplici passaggi algebrici permettono di scrivere il modello per
Yt come segue
Yt = TDt + Y

t
= TDt + Y

t 1 + t
= TDt TDt 1 + Yt 1| {z }
Y t 1
+t




Modelli per variabili non stazionarie (cont.)
 In particolare, nel caso trend deterministico costante, cioe
TDt = , si ottiene che la serie originale e descritta da un
random walk
Yt = Yt 1 + t
 Nel caso di trend lineare nel tempo, i.e., TDt = + t si ricava
un random walk con drift, cioe




 Nel caso di trend polinomiale di grado 2, si ottiene
Yt = (   )  2t+ Yt 1 + t




Test di radice unitaria
 Quando si usano serie storiche di dati economici, e necessario vericare
se sono stazionari oppure no. In letteratura sono stati proposti diversi
test per vericare la presenza o no di una radice unitaria, cioe la
presenza di una componente di tipo random walk nei dati.
 Consideriamo innanzitutto il modello AR(1),
Yt = 0 + 1Yt 1 + t; Cov(t; t j) = 0; 8j
 Abbiamo gia visto che il random walk e un caso particolare di questo
modello in cui 1 = 1. L'idea alla base del test di Dickey-Fuller
(DF) per vericare la non stazionarieta della serie e quella di stimare
il modello AR(1) per poi vericare il sistema d'ipotesi
H0 : 1 = 1 vs. H1 : 1 < 1




Test di radice unitaria (cont.)
 Spesso in pratica risulta piu utile considerare il modello AR(1)
equivalente, riparametrizzato nel modo seguente:
Yt = 0 + Yt 1 + t;  = 1   1
con la conseguenza che l'ipotesi di interesse da sottoporre a
verica diventa:
H0 :  = 0 vs. H1 :  < 0
 Il sistema di ipotesi puo essere vericato tramite la solita
statistica t = ^=^^. La distribuzione asintotica di tale statistica
non e una Normale standard e dipende dal modello che viene
utilizzato per la stima di .




Test di radice unitaria: Esempio
 Ipotizziamo per semplicita che il processo generatore dei
dati, che e il vero modello, sia il random walk
Yt = Yt 1 + t; t WN(0; 2)
 La statistica t su cui si basa il test Dickey-Fuller, per esempio,
potrebbe venire calcolata sulla base dei seguenti modelli
{ Yt = 1Yt 1 + t;
{ Yt = 0 + 1Yt 1 + t;
 Si puo dimostrare che la distribuzione asintotica della statistica t
dipende dal modello (si veda a questo proposito Figura 17).
 E pero possibile calcolare i valori critici ed i p-value legati alla
statistica test per via numerica. In generale tutti i pacchetti
econometrici disponibili sono in grado di fornire tali quantita.




Test di radice unitaria: Esempio
−5 −4 −3 −2 −1 0 1 2 3 4 5
0.2
0.4
Distribuzione asintotica della statistica t al variare del modello:
Valore critico di DF con drift
     PrH0
(DFd<−2.85)=5%
 Valore critico di t
PrH0
(t<−1.64)=5%
 Valore critico di DF
PrH0
(DF<−1.95)=5%
Se |β1|<1 ⇒  t∼N(0,1)
Se β1=1 e β0=0 la distribuzione è non standard 
Se β1=1 e β0 ≠0 la distribuzione è non standard 
Dickey−Fuller (tβ0=0,β1=1) 
Dickey−Fuller con drift (tβ0≠0,β1=1) 
t|β1|<1 
Figura 17: Il valore critico al 5% unilaterale a sn. risulta -2.85 per il
test DF con drift, a -1.95 per il test senza ed e -1.64 per una N (0; 1).




Test di radice unitaria (cont.)
 Il test DF fornisce una decisione corretta sulla non stazionaireta
se la serie originale risulta descritta da un modello AR(1) con
errori incorrelati, in cui cioe Cov(t; t j) = 0; 8j. In generale
questa potrebbe essere un'ipotesi poco credibile in casi pratici.
Nel caso di autocorrelazione dei residui la distribuzione
asintotica della statistica t risulta non trattabile.
 Per ovviare a questo inconveniente e stato proposto il test
Augmented Dickey-Fuller (ADF), che estende il test DF ad
un modello autoregressivo generico di ordine p. Come prima, la
statistica test verica sotto H0 la presenza di radici unitarie.
 Ipotizziamo quindi che i dati seguano un processo AR(p)
Yt = 0 + 1Yt 1 + : : :+ pYt p + t:




Test di radice unitaria (cont.)
 Si puo dimostrare facilmente che, come nel caso AR(1), una




0 + Yt 1 + 

1Yt 1 + : : :+ 

pYt p+1 + t
 Anche in questa seconda parametrizzazione, si ha che  = 1   1.
Il caso in cui  = 0 e equivalente alla presenza di radice unitaria.
Se si ha  < 0 vale la condizione di stazionarieta. L'alternativa e
unilaterale in quanto, se la serie fosse stazionaria, il parametro 
risulterebbe negativo.
 Il sistema di ipotesi risulta essere quindi
H0 :  = 0 vs. H1 :  < 0




Test di radice unitaria (cont.)
 Sotto l'ipotesi nulla, la statistica t si distribuisce seguendo una
distribuzione non standard, ma diversa rispetto al caso del modello
AR(1). Anche per il test ADF pero, risulta possibile calcolare p-value
e valori critici della statistica test tramite simulazione.
 Possibili estensioni del test. Un ulteriore generalizzazione del test
ADF consiste nell'ipotizzare un modello in cui, oltre alla componente
AR(p), si aggiunge un trend deterministico nel modello AR(p)
Yt = 0 + 1t+ 2t
2 + 1Yt 1 + : : :+ pYt p + t:
 Anche in questo caso e possibile calcolare la statistica test in maniera
equivalente al caso precedente. Ancora una volta, quello che cambia in
questa versione del test e la sua distribuzione asintotica.




Non stazionarieta: Una prima soluzione
 Il trend, o comunque gli andamenti di tipo evolutivo che spesso
caratterizzano le serie economiche, spesso impongono di
apportare alcune trasformazioni ai dati prima di poterne fare
un'analisi statistica corretta. La dierenziazione dei dati
costituisce una trasformazione tipica che viene utilizzata per
rendere stazionarie serie integrate del primo ordine, cioe serie le
cui dierenze sono stazionarie, per cui si considera
Yt = 0 + 1Xt + t
 In maniera analoga risulta possibile considerare la dierenza
logaritmica, anche se in questo caso i risultati devono essere
interpretati in termini di tassi di crescita (o incrementi
percentuali)
log(Yt) = 0 + 1log(Xt) + t




Non stazionarieta: Break Strutturali
 Quando vengono analizzati modelli di serie storiche, potrebbe
succedere che qualche evento esterno possa modicare il tipo di
relazione che intercorre tra variabile dipendente e regressore. In
pratica, i parametri del modello di regressione in un
sotto-campione (ad esempio le prime T1 osservazioni) possono
essere diversi da quelli del secondo sotto-campione (le
osservazioni che vanno da T1 + 1 a T ). Si parla in questi casi di
break strutturale.
 Si scelga, per ssare le idee, il modello ADL(1,1)
Yt = 0 + 1Yt 1 + 0Xt + 1Xt 1 + t
e si ipotizzi di sapere che un qualche evento, che potrebbe causare
un break strutturale, sia avvenuto ad un tempo  2 [1; T ] noto.





 Si vuole vericare se i parametri del modello di regressione per le
osservazioni precedenti al periodo  sono diversi da quelli per
osservazioni successive rispetto a tale periodo. Una possibilita e
quella di costruire una variabile dummy Dt() che assume valore
0 se t   mentre assume valore 1 altrimenti, cioe
Dt() =
8<: 0 se t  1 se t > :
 Il modello di regressione si riscrive nel seguente modo
Yt = 0 + 1Yt 1 + 0Xt + 1Xt 1 +
+0Dt() + 1Dt()Yt 1 + 2Dt()Xt + 3Dt()Xt 1 + t




Test di Chow (cont.)
 Il modello denito in precedenza assume le due forme seguenti:
Yt =
8<: 0 + 1Yt 1 + 0Xt + 1Xt 1 + t t  (0 + 0) + (1 + 1)Yt 1 + (0 + 2)Xt + (1 + 3)Xt 1 + t t > 
 Se non ci fosse rottura strutturale in  , le funzioni di regressione
prima e dopo tale data dovrebbero coincidere.
 Il test di Chow verica sotto H0 l'uguaglianza a zero dei
parametri i; 8i, che nel nostro esempio implica
0 = 1 = 2 = 3 = 0. Se H0 fosse vera, ne conseguirebbe che
non si verica un cambiamento del modello in data  . Dal punto
di vista pratico si tratta di calcolare una opportuna statistica F .




Test di Chow: Problema
 In generale non e nota a priori la data  in cui si verichera il
break strutturale. A meno che non si posseggano a priori delle
informazioni aggiuntive, puo essere dicile conoscere in anticipo
quando si realizza l'evento che potrebbe indurre un cambio dei
parametri del modello.
 Il problema della scelta del periodo in cui si colloca un break
strutturale potrebbe essere arontato come segue: si calcola il
test di Chow per ogni potenziale valore di  , ottenendo una
sequenza di statistiche di Chow F . La statistica F con valore
piu grande presumibilmente corrispondera al possibile break.
 La statistica QLR e QLR = max fF (1); : : : ; F (T )g, la cui
distribuzione non e nota in forma chiusa, anche se si possono
comunque calcolare numericamente i p-value.





 Si supponga di voler sottoporre a verica il modello CAPM
utilizzando gli extra-rendimenti mensili del titolo Exelon per un
periodo che va dal 1991 al 2000. Come proxy del mercato si
utilizza l'indice S&P 500.
 La verica del CAPM su tutto il periodo evidenzia come il  del
titolo sia nullo. Questo risultato potrebbe sembrare piuttosto
strano a prima vista. Un analisi economica piu dettagliata ha
infatti evidenziato come nel 1998, in corrispondenza di una breve
crisi economica, il titolo Exelon abbia realizzato una serie di
extra-rendimenti elevati in controtendenza con l'intero mercato.
Ci si potrebbe quindi chiedere se nel 1998 si sono vericati break
strutturali che spiegano un valore del  cos anomalo.





 Risultati della regressione considerando l'intero campione, cioe i
dati relativi agli extra-rendimenti dal 1991 al 2000.
Stime OLS usando le 119 osservazioni 1991:02-2000:12 Variabile
dipendente: rend_exln
VARIABILE COEFFICIENTE ERRORE STD STAT T P-VALUE
const 0.00529475 0.00662467 0.799 0.42577
rend_mkt 0.0153368 0.171593 0.089 0.92893
Errore standard dei residui = 0.0722002
R-quadro = 6.82742e-005
R-quadro corretto = -0.00847815





 Potrebbe essere interessante allora vericare se si e eettivamente
vericato un break strutturale. Siccome non sappiamo con
esattezza se e quando tale evento si e vericato, potremmo
calcolare il test QLR.
Test del rapporto di verosimiglianza di Quandt per break strutturale
in un punto sconosciuto del campione, escludendo il 15 percento
iniziale e finale:
Il massimo di F(2, 115) = 7.6702 corrisponde all'osservazione
1998:04 Significativo al livello del 5 per cento
(5% valore critico = 5.86)
 Il test suggerisce che la data  piu plausibile per il break
strutturale corrisponde al mese di aprile 1998.





 Ora si calcola la regressioneper vericare il CAPM separatamente
per i due sottocampioni. La prima, utilizzando i rendimenti dal
febbraio 1991 a marzo 1998, cioe le osservazioni prima del break.
Modello 2: Stime OLS usando le 86 osservazioni 1991:02-1998:03
Variabile dipendente: rend_exln
VARIABILE COEFFICIENTE ERRORE STD STAT T P-VALUE
const -0.00507088 0.00580824 -0.873 0.38513
rend_mkt 0.582303 0.181555 3.207 0.00190 ***
 Si noti che adesso il  risulta signicativamente diverso da 0.





 La stima OLS nel secondo campione, cioe utilizzando i rendimenti
da aprile 1998 a dicembre 2000, cioe le osservazioni dopo il break.
Stime OLS usando le 33 osservazioni 1998:04-2000:12 Variabile
dipendente: rend_exln
VARIABILE COEFFICIENTE ERRORE STD STAT T P-VALUE
const 0.0254586 0.0170836 1.490 0.14627
rend_mkt -0.483655 0.328312 -1.473 0.15079
 Si noti che il  ora risulta non signicativo ma solo in questo
sottocampione. (Si verichi che applicando il test QLR nei due
sottocampioni non si vericano altri break).




Conseguenze della non stazionarieta per OLS
 L'ipotesi di stazionarieta e imprescindibile ai ni dell'inferenza.
La violazione di questa ipotesi ha importanti conseguenze. In
particolare:




ha una distribuzione diversa da quella
Gaussiana sotto H0, con la conseguenza che l'abituale procedura di
verica d'ipotesi porta a risultati errati.
2. Supponiamo la serie Yt sia correttamente descritta da un modello
random walk ma per errore stimiamo un modello AR(1). Si puo
dimostrare che lo stimatore e consistente ma distorto, infatti
E[^1] = 1  5:3=T . Inoltre, la distribuzione asintotica di ^1 risulta
non Gaussiana ed asimmetrica (verso lo zero).




Conseguenze della non stazionarieta (cont.)
3. La Regressione Spuria. Consideriamo la regressione
Yt = 0 + 1Xt + t
in cui sia Xt che Yt sono descritti da random walk indipendenti.
- Il vero valore di 1 e 0 per costruzione.
- Si dimostra che lo stimatore OLS, ^1, non converge a 0 ma
invece converge ad una variabile casuale non Gaussiana e non
necessariamente con media nulla.
- L'R2 della regressione tende ad 1 se T ! +1 e quindi il modello
potrebbe sembrare avere un buon adattamento anche se non e
correttamente specicato.
{ La regressione con variabili non stazionarie verra ripresa quando
parleremo di cointegrazione.































Grafico dei random walk indipendenti (Y,X)
Y (destra)
X (sinistra)
Figura 18: Graco delle serie storiche indipendenti (X;Y )




Esempio: Regressione Spuria (cont.)
 Consideriamo la regressione che mette in relazione Y ed X. I dati sono
stati simulati al computer in maniera indipendente. I risultati
dell'applicazione della procedura OLS standard per la regressione sono
dati da
Stime OLS usando le 150 osservazioni 1971:2-2008:3 Variabile
dipendente: Y Errori standard HAC (Kernel di Bartlett)
coefficiente errore std. t-ratio p-value
--------------------------------------------------------
const -2.99441 0.675510 -4.433 1.80E-05
X -0.792102 0.0829947 -9.544 4.05E-017
Errore standard della regressione = 3.31238
R-quadro = 0.75623 R-quadro corretto = 0.75458
 Si noti che riutiamo l'ipotesi nulla H0 : 1 = 0.




Le ipotesi per OLS
 Concludendo, le ipotesi necessarie per ottenere stimatori OLS
ottimali nel caso di modelli dinamici sono:
{ Il modello e lineare;
{ Il vettore (Yt;Xt) e stazionario ed inoltre la dipendenza
seriale tra (Yt;Xt) e (Yt j ;Xt j) diventa nulla per j grande;
{ Yt ed Xt possiedono almeno i primi 8 momenti;
{ In regressori sono esogeni, nel senso che
E[tjX1;t; : : : ; XK;t] = 0;
{ Vale la condizione di omoschedasticita;
{ Non c'e perfetta collinearita.




Distribuzione Asintotica per OLS
 Se valgono le ipotesi precedenti, si dimostra che
(i) Lo stimatore ^j e consistente, cioe
^j
p! j 8j


















p! N (0; 1)
(iv) Lo stimatore ^^j viene calcolato come nel caso del modello di
regressione con errori omoschedastici.
