ABSTRACT We consider the channel estimation of millimeter wave (mmWave) multiple-input multipleoutput systems, where both the transmitter and receiver adopt hybrid beamforming structure. Due to the spatial sparsity of the mmWave channel, it can be reconstructed by estimating the direction and gain of the paths. Leveraging this feature, we propose a channel estimation algorithm based on subspace fitting to estimate the path directions, and the path gains are obtained using the least squares method. However, similar to the most existing mmWave channel estimation schemes, the proposed algorithm requires a two-dimensional search in candidate angle space, which is very complicated. In order to reduce the computational complexity, we develop a low-complexity channel estimation algorithm using the orthogonal matching pursuit (OMP) method, which significantly reduces the computational complexity. However, when the paths are strongly correlated, the channel estimation accuracy will decrease. To overcome this defect, we further develop a low-complexity method based on subspace fitting. This algorithm makes a trade-off between the computational complexity and channel estimation accuracy. Furthermore, the pilot beam pattern for different hybrid beamforming structure is designed using infinitely and quantized phase shifters to improve the signalto-noise ratio of the pilot signals. In addition, the proposed channel estimation methods can also be used in the multi-user scenario. Simulation results demonstrate that the proposed subspace fitting method outperforms the existing methods when the angular resolution is the same. Meanwhile, the low-complexity OMP and subspace fitting methods have a good performance in single path scenario when compared to subspace fitting method, even if the computation complexity is lower. Moreover, the performance of the low-complexity subspace fitting method is close to the subspace fitting method.
I. INTRODUCTION
Millimeter wave (mmWave) communications have been widely viewed as a promising candidate technology for the fifth generation (5G) wireless communication systems due to its larger unlicensed spectra [1] - [3] . However, thanks to the higher carrier frequencies used, mmWave signals usually suffer from severer propagation loss. Fortunately, the short wavelength of mmWave makes it possible to pack a large number of antennas into a smaller area, which helps combat the propagation loss using the beamforming techniques. Since hybrid beamforming (HBF) requires far fewer radio frequency (RF) chains than the number of antennas, it has been wildly surveyed in mmWave massive multiple-input multiple-output (MIMO) systems [4] - [6] . However, the design of HBF matrix requires the full channel state information (CSI). For the mmWave MIMO systems with HBF structure, estimate CSI is a challenging problem. First, the signal-to-noise ratio (SNR) before beamforming is very low, which increase the difficulty of channel estimation; Second, due to the hybrid beamforming structure used, the baseband processor cannot obtain the full CSI, it can only obtain low-dimensional CSI after analog beamforming. For the first problem, designing the proper pilot beam patterns during channel estimation is necessary to increase the SNR of the pilot signal. For the second problem, according to the spatial sparsity of mmWave channel, the channel matrix can be reconstructed by estimating the direction of dominant paths and the corresponding path gains.
Since the spatial sparsity of the mmWave channel, the impulse responses mainly focus on a few dominant paths. Therefore, a straightforward method is to search the angular space by adjusting the direction of beamforming [7] - [9] . However, the exhaustive beam search is difficult to implement in the actual system because of the large training overhead. In order to avoid an exhaustive beam search, a hierarchical multi-beam search schemes are proposed in [8] and [9] , where the beam training is divided into multiple stages. First, multiple wide beams are formed to cover all the angular space, and the angle range of interest is selected and fed back to the transmitter. Then, the narrow beams are formed based on the range of angle fed back from the earlier stage. Repeat the above process until achieving the desired resolution.
To reduce the training overhead, compressed sensing (CS) based channel estimation methods are developed in [8] , [10] - [15] . Those algorithms usually consider converting sparse channel estimation to a sparse recovery problem. This is because the sparse MIMO channel can be transformed into the virtual channel model [16] , which can be represented by the virtual angular [10] or angle grid [12] . For virtual channel model, each angle grid represents one path direction, which corresponding to a gain coefficient. Since the spatial sparse of mmWave channel, the gain coefficients are sparse. These CS-based channel estimation methods aim to estimate the nonzero gain coefficients, and then the channel matrix can be reconstructed according to the nonzero gain coefficients and its corresponding angle grids. Consider the spatial sparsity of mmWave channel, spatial spectrum estimation based mmWave channel estimation methods are developed in [17] and [18] . In [17] and [18] , the angles of departure/arrival (AoDs/AoAs) are estimated based on two-dimensional rotational invariance techniques (ESPRIT) and beamspace multiple signal classification (MUSIC) schemes, respectively. When the AoAs and AoDs are fixed, the path gains are estimated by using the least-squares (LS) method.
In this paper, we consider estimating the mmWave channel based on the subspace fitting method that has been used to estimate the AoDs for MIMO system in [19] - [21] . However, these literatures just consider the transmitter with single antenna situation, and the transmitter and receiver do not need to consider the beamforming. Different from the existing works, we consider the channel estimation in mmWave MIMO systems with hybrid beamforming structure. Taking into account both channel estimation accuracy and computational complexity, we develop three channel estimation methods, and the contributions of this paper can be summarized as follows:
• We develop a new mmWave channel estimation method based on subspace fitting. Meanwhile, the pilot beam patterns are designed for the hybrid precoding MIMO system according to discrete Fourier transform (DFT) beamformers, which helps improve the SNR of the pilot signals and avoid the spectrum ambiguity 18];
• We propose a low-complexity mmWave channel estimation method via orthogonal matching pursuit (OMP). This algorithm simplifies the complexity two-dimensional search problem into multiple one-dimensional search problems, then alternately optimizing the departure and arrival path directions, thereby greatly reducing the computational complexity;
• We develop a low-complexity subspace fitting algorithm to estimate the mmWave channel. This algorithm effectively combines the low complexity of the OMP algorithm and high precision of the subspace fitting method, which means this method makes a trade-off between the computational complexity and the channel estimation accuracy. Notation: Lower-case upper-case boldface letters indicate vectors and matrices, respectively. tr (·), diag (·) and · F represent the trace, diagonalization, and the Frobenius norm operators, respectively. (·) T , (·) H , (·) -1 , and (·) † denote transpose, conjugate transpose, inverse, and pseudo-inverse of a matrix, respectively. vec (·) denotes the vectorization operation of a matrix. vecd (·) is the vectorization operation of the diagonal entries of a matrix. ⊗ and are the Kronecker product and Khatri-Rao product, respectively. E (·) denote the expectation operator. span {·} is the range space of a matrix.
II. SYSTEM MODEL
Consider a mmWave MIMO communication system as shown in Fig. 1(a) , where both the transmitter and receiver adopt HBF with hybridly-connected structure. That is because the hybridly-connected structure is more energy efficient and the fully-and partially-connected structures are the special cases of it as shown in Fig. 1(b) and Fig. 1 (c), respectively [6] . In this part, we take the hybridly-connected structure as an example to show the system parameters and signal processing. As shown in Fig. 1(a) , the transmitter and receiver are equipped with N t = DN and N r = DM antennas, respectively, where D is the number of sub-arrays. N (M ) and R (E) represent the numbers of antennas and RF chains of each sub-array at the transmitter (receiver), respectively. Moreover, the numbers of RF chains at the transmitter and receiver are M t = DR and M r = DE, respectively. At the transmitter, the data streams are first allocated to different RF chains by the digital precoder F B , then mapped to different antennas through analog precoder F R implemented by phase shifters. At the receiver, the received signals first processed by an analog combiner W R , then the baseband processor performs digital combining using a digital combiner W B and channel estimation. If the analog precoder has a sufficiently high resolution, the directions of the beam pattern can be controlled by the analog precoder [4] , [22] . In what follows, the design of the pilot beam pattern mainly refers to the design of analog precoding. Note that, although the dimensions of the analog precoding (combining) matrices are the identical for these three structures, the structure matrix F R (W R ) is different. For the fully-connected structure, F R (W R ) is a normal matrix. For the partially-connected structure, F R (W R ) is a block digital matrix with each block just containing one column. For the hybridly-connected structure, F R (W R ) is a block digital matrix with each block containing multiple columns. In Section III, we will consider designing the pilot beam patterns for different HBF structures. According to the mmWave channel measurements in [23] , the AoAs/AoDs belong to large-scale fading, and the path gains belong to small-scale fading. Without loss of generality, it is assumed that the AoAs/AoDs are fixed during a frame that contains K fading blocks, which means the variation of the channel is only caused by the path gains in a frame. During the training period, the transmitter successively emits M t training beams which generated by F R = f R,1 , . . . , f R,M t in a fading block, where f R,i is the ith column of F R . Since the receiver contains M r RF chains, each training beam is received by M r beams which generated by W R . It is assumed that the pilot signals transmitted by different RF chains are orthogonal to each other in a fading block, i.e., x i (k)x H i (k) = P M t , where x i (k) ∈ C 1×M t is the pilot sequence transmitted by beam f R,i and P denotes the total power allocated equally for each pilot signal. Then, the received signals for all the beams in the kth fading block can be expressed as
where
and n i indicates a noise vector with CN 0, σ 2 n I M t .
Correlating Y (k) with X (k) yields
Since the sparse scattering characteristic of the mmWave channel [24] , [25] , the geometric channel model with L scatterers is adopted. Assuming that each scatterer contributes to a single resolvable path. The channel model can be written as [23] and [26] 
where α l (k) ∼ CN (0, 1) indicate the complex gain of the l-th path; k is used to index the time block in which the channel remains unchanged. φ l = sin(φ l ) and θ l = sin(θ l ) are the departure and arrival directions corresponding to azimuth AoDφ l and AoAθ l of the l-th path, respectively. a t (φ l ) and a r (θ l ) are the antenna array response vectors at the transmitter and receiver, respectively. For a uniform linear array (ULA), the antenna spacing is assumed to be half wavelength, a t (φ l ) can be expressed as
The array response vector a r (θ l ) can be expressed in a similar fashion. For ease of mathematical manipulation, the channel model in (2) can be rewritten in matrix form as
III. SUBSPACE FITTING BASED CHANNEL ESTIMATION
In this part, we will develop three channel estimation methods based on subspace fitting for the mmWave hybrid precoding MIMO system. Meanwhile, the pilot beam pattern is designed for different HBF structures. Although, the structures of the analog precoding and combining matrices are different for these three hybrid beamforming structures as shown in Fig. 1 , it has no effect on channel estimation.
A. SUBSPACE FITTING METHOD
As aforementioned, the path angles and path gains belong to large-scale fading and small-scale fading, respectively. Leveraging this property, the channel estimation based on the subspace fitting is divided into two stages. In the first stage, the path directions are estimated by using the subspace fitting method. In the second stage, the path gains are estimated by exploiting LS method.
In the first stage, the AoAs and AoDs are estimated as follows. According to (2) and (5), the received signalȲ (k) in the kth fading blocks can be vectorized as
T . During a frame, the receiver collect the received signal and calculate the covariance matrix
which will be used to generate the signal and noise subspace. Substituting expression (6) into (7), and defining α (k) = vecd (D (k)), we have
H , and the second line of (10) holds because the columns of W R are orthogonal. It is assumed that G is a column full rank matrix, the eigenvalue decomposition of R y can be written as
where diag λ 1 , · · · , λ M t M r is a diagonal matrix containing the eigenvalues of R y in decreasing order; The ith column of matrix U is an eigenvector corresponding to the ith eigenvalue. Meanwhile, the matrix U can be divided into two parts, i.e., U = [U s |U n ], where U s and U n denote the signal subspace and noise subspace, respectively. In an ideal situation, the signal subspace U s is equal to the column space of matrix
which means there is a full rank matrix T ∈ C L×L that satisfies U s = G (θ , φ) T . Meanwhile, signal subspace U s orthogonal to noise subspace U n , which implies U H n G (θ , φ) = 0. However, the actual training signal received by the receiver is finite, and the covariance matrix of the received signal can be expressed asR y in (7). The eigenvalue decomposition ofR y can be expressed as
are the actual signal and noise subspaces, respectively; diag λ 1 , · · · ,λ M t M r is a diagonal matrix of eigenvalues arranged in decreasing order. Since the effects of noise, signal subspaceŪ s does not equal to the column space of the matrix G (θ , φ), andŪ H n G (θ , φ) = 0. In order to tackle these problems, signal subspace fitting is an effective method. The mathematical estimation criterion is to find the best LS fit of the two subspaces which can be expressed as follows:
whereθ andφ are the subsets of the candidate departure and arrival path direction sets, respectively.T ∈ C L×L is a full rank matrix, which can be written asT = G θ ,φ †Ū s , and substituting it in (12), the path directionsθ andφ can be obtained by solving
In this paper, it is assumed that the beamforming sectors of the transmitter and receiver are φ = φ begin , φ end and θ = θ begin , θ end respectively, and we only consider the directions of departure and arrival are located in φ and θ (i.e., θ l ∈ θ and φ l ∈ φ , l = 1, · · · L), and ignore the paths outside the sectors. According to the theory of virtual channel VOLUME 6, 2018 model, the departure and arrival directions of all possible paths can be denoted as φ j
, where G φ and G θ indicate the number of angle sampling points, which determine the angular resolutions of the departure and arrival path (i.e., φ and θ ), respectively. Define
denotes the entries of matrix Q corresponding to the path directionsθ i andφ j . Substituting φ j
into (13), the departure and arrival path directions can be obtained by scanning the directional spectrum
corresponding toŪ s andŪ n can be clearly distinguished from the magnitudes, the number of paths L is assumed to be known. Moreover, since U H n G (θ , φ) = 0, we can also estimate the departure and arrival path directions using the noise subspace fitting method. Bothθ andφ can be obtained by solving
Since the subspace fitting method and 2-D BMUSIC method [18] are similar in nature, we will not analyze this method separately later in this article. In what follows, the subspace fitting method refers to the signal subspace fitting method unless otherwise specified. In the second stage, when the departure and arrival path directionsφ andθ are fixed by using the subspace fitting method, the direction matrix can be expressed as G θ ,φ . Then, the path gains are estimated using the LS method. According to (6) , the path gain vector can be obtained bŷ
The mmWave MIMO channel estimation based on subspace fitting method is summarized in Algorithm 1.
B. LOW-COMPLEXITY OMP ALGORITHM
As mentioned above, the subspace fitting method is a nonlinear multidimensional optimization problem, which requires a two-dimensional search in the angular domain, and the computational complexity is very high. For this reason, we propose a low-complexity OMP algorithm. Similar to the subspace fitting method, this algorithm can also be divided into two stages. In the first stage, the AoAs and AoDs are estimated by using the OMP method. Note that, the proposed low complexity OMP-based channel estimation method is different from the OMP-based method in [12] . 
Compute G θ i ,φ j and P G θ i ,φ j according to (6) and (13), respectively.
Second stage: Estimate the path gains
Estimate the path gain vectorα k according to (15) . 9: Channel in the kth fading block is estimated aŝ
We divide the two-dimensional search problem into multiple one-dimensional search problems, which helps reduce the overall computational complexity. When the path directions are fixed, the second stage is similar to Algorithm 1, which will not be illustrated in this part. The procedures of the first stage are illustrated in Algorithm 2. From Algorithm 2, we know that the low-complexity OMP method contains three steps. In the first step, we first randomly generate an initial arrival direction, i.e.,θ init ∈ θ . Then,
, and scan
to find the maximum value that corresponding to a temporary departure directionφ tmp of the lth path. Note that, we can also first generate an initial departure direction, i.e.,φ init ∈ φ , which have no effect on the performance of the proposed algorithm. In the second step, whenφ tmp is found, the similar process as the first step can be used to find the arrival directionθ l of the lth path. In the third step, we replaceθ init of the first step withθ l , and repeat the first step to find the final departure directionφ l . Note that, the process of the third step is very necessary, which helps improve the accuracy of the departure/arrival path estimation. When both arrival and departure path directions are found, and the LS solution toT is calculated in step 9, the contribution of the selected path directions is removed in step 10. Repeat these processes until all the L path directions are found. When the path directions are fixed, the path gains can be estimated using the LS method, which is similar to Algorithm 1. 
Setp 1:
Generate an arrival direction randomly, i.e.,θ init ∈ θ . Compute G θ init ,φ j and P G θ init ,φ j according to (6) and (13) 
Setp 3:
Compute G θ l ,φ j and P G θ l ,φ j as step (5) .
H to find the maximum value corresponding toφ l . 8: Compute G θ l ,φ l , and G res = G res G θ l ,φ l . 9:T = G † resŪs according to (14) . As illustrated above, we know that the low-complexity OMP method transforms a two-dimensional search problem into multiple simple one-dimensional search problems, which helps reduce the computational complexity. However, for this algorithm, when the path directions are strongly correlated, the estimation accuracy of the path direction will be greatly declined. It is for this reason that we develop an improved low-complexity subspace fitting method in this part, which combines the advantages both of the low-complexity OMP method and subspace fitting method, and makes a trade-off between the computational complexity and performance of the channel estimation.
According to (10) , if the noise factor can be ignored, the signal subspace U s is equal to the column space of G (θ , φ). From this result, we know that if the estimated path directions are close enough to the real path directions,
, then we have
It is clear that this result can be used to determine the estimation accuracy of the path directions. In this part, we will use it to determine whether the performance of the OMP method is affected by the path correlation in step 22 as shown in Algorithm 3. Different from Algorithm 1 and Algorithm 2, the low-complexity subspace fitting method estimate the path directions by combining the OMP method and subspace fitting method. These procedures are illustrated in detail in Algorithm 3.
In Algorithm 3, we first roughly estimate the path directions using the OMP scheme as shown in step 5, and then search in the adjacent areas to further determine the path directions as presented in steps 6-18. Note that, we assume that q θ i+1 ,φ j and q θ tmp l ,φ j+1 are the largest in step 6 and step 13, respectively. In fact, if we assume q θ i−1 ,φ j and q θ tmp l ,φ j−1 are the largest, the following processes are similar. Similar to Algorithm 2, we eliminate the contribution of the selected paths in step 19. As aforementioned, the estimation accuracy of the path directions is affected by the path correlation for the OMP method. Therefore, we judge whether the estimated path directions are affected by the path correlation as shown in step 21, where Thr is a threshold be used to determine whether the performance of the OMP method is affected by the path correlation.
q θ l ,φ l < Thr, we consider further estimating the path directions according to the subspace fitting method as shown in step 22, whereθ andφ are the sets of the path direction, which were not scanned in the previous steps. That is, even the performance of the previous steps is not good, the computational complexity of this method is comparable to Algorithm 1.
D. PILOT BEAM PATTERN DESIGN
As illustrated above, we know that both tr P G θ ,φ Ū sŪ H s and tr Ū H n G θ ,φ G θ ,φ HŪ n depend on the value of G θ ,φ , and G θ ,φ is related to pilot beam pattern design, such that F R and W R , which implies the performance of the channel estimate method relies on F R and W R . This is because the pilot beam pattern design can be leveraged to improve the SNR of the pilot signals [27] , thereby improving the performance of the channel estimation. Moreover, the proper pilot beam pattern design helps avoid the spectrum ambiguity [18] .
As aforementioned, for the mmWave MIMO system with hybrid beamforming structure, the pilot beam patter mainly depends on the analog precoder. Therefore, in this paper, we just consider designing the analog precoder and the digital precoder is assumed to be an identity matrix. For mmWave hybrid precoding MIMO system with hybridly connected structure, the analog precoding matrix F R is a block diagonal matrix, which means the beam pattern of each sub-array is independent, and the number of beams formed by each sub-array is equal to the number of RF chains [6] . Without loss of generality, it is assumed that at the transmitter the antenna array contains two sub-arrays, and each sub-array with N antennas is connected by R 
6:
Compute q θ i ,φ j , q θ i+1 ,φ j , and q θ i−1 ,φ j ac cording to (13) , and find the maximum value of them. 7: If q θ i+1 ,φ j is the maximum. 8: repeat 9: Letθ tmp l =θ i+1 , and q tmp = q θ tmp l ,φ j .
10:
11: Until q θ i+1 ,φ j < q tmp .
12:
Obtain q θ tmp l ,φ j+1 and q θ tmp l ,φ j−1 based on (13) and compare with q tmp . 
and scan q θ i ,φ j to locate the L poles corresponding
RF chains, then the analog precoding matrix can be writ-
denote the analog precoding matrix for the first and second sub-arrays respectively, which can be designed independent, and the total number of beams is 2R. Note thatF R1 andF R2 should satisfyF H R1F R1 = I R andF H R2F R2 = I R in order to avoid the spectrum ambiguity. Since two sub-arrays are exactly the same, we can mergeF R1 andF R2 , i.e.,F R = F R1FR2 . That is, when designing the pilot beam pattern, an antenna array contains two identical sub-arrays with each equipped with R RF chains, which is equivalent to one antenna array with M t = 2R RF chains. From this perspective, we know that the hybridly-connected structure with two identical sub-arrays with each containing R RF chains can be viewed as the fully-connected structure with 2R RF chains. Therefore, the beam pattern design for the fully-connected structure is the same as that of its hybridly-connected counterpart.
Next, we consider designing the pilot beam pattern for mmWave MIMO system with the hybridly-connected structure. It is assumed that the phase shifter has a sufficiently high resolution, and the ULA with half-wavelength is applied at the transmitter and receiver, then the antenna array response can be expressed as (4). It is clear that the beamforming codebooks based on DFT satisfy the orthogonal condition. According to [28] , the beamforming codebooks based on DFT can be expressed as
, and the value ofφ i is uniformly distributed in [−1, 1). It is assumed that the beamforming sector at the transmitter satisfy φ ⊆ [−1, 1), which is symmetric aboutφ i = 0. In order to match the DFT codebook and the beamforming sector, we assume that the range of beamforming sector is multiples of φ, i.e., φ end − φ begin = N b φ, where φ is the interval betweenφ i and ϕ i+1 , and N b is the number of beams which usually equal to the number of RF chains. However,φ = φ 1 , · · · ,φ N does not symmetric aboutφ i = 0. As Fig. 2 show, the deviation between the selected codebook and beam sector isφ . Therefore, the beam sector φ can be further expressed as φ = φ j +φ ,φ j+M t -1 +φ , whereφ j is the candidate codebook closest to φ begin . Since the beam formed by the candidate codebook just wrap around, the orthogonality among
would not be destroyed. Based upon the above discussions, the beamforming matrixF R can be written asF
It is clear that this method of pilot beam pattern design can also be applied to the fully-connected structure as shown in Fig. 1(b) .
In addition, we consider designing the pilot beam pattern for the mmWave MIMO system with the partically-connected structure as shown in Fig. 1(c) . For this structure, the analog precoder is a block digital matrix, and each block just contains one column, which means the pilot beam pattern design for each sub-array is not constrained by orthogonality. Therefore, we consider designing the beam uniform distribute in the beamforming sector, and the interval between any two adjacent beams is φ end − φ begin M t . Note that, the beam pattern design for the receiver is similar to the transmitter.
However, considering that phase shifters with infinite precision are practically unrealistic, we provide another pilot beam pattern design method for the mmWave MIMO system with the hybridly-connected structure. It is assumed that the phase shifters have B = 5 bits of precision, i.e., phase control candidates of 2π b 2 B , b = 0, . . . , 2 B−1 . We further assume the number of RF chains at the transmitter is R = 4, then the quantized analog precoder can be selected from
) , whereā t (w) indicates the array response vector of the sub-array in the hybridly-connected structure, which can be expressed as
where w = 2πb 2 B , b = 0, . . . , 2 B−1 . Then, the beamforming matrix F = F R1 0 0F R2 with infinite precision can be approximated as the product of analog quantized precoding matrix and digital precoding matrix, whereF R1 ∈ C N ×R andF R2 ∈ C N ×R are the first and last R columns ofF R in (17), respectively. The quantized analog precoder and digital precoder can be obtained by solving
However, the complex non-convex constraint of the analog precoder makes it difficult to find a closed-form solution. Fortunately, the OMP method has been proven to solve such problems. For a comprehensive presentation, please refer to [4] . According to the OMP method, the normalized F Bn can be expressed as
It can be inferred from the above result that the beamforming matrix in (17) with infinite precision approximated as the product of the digital precoding matrix and the quantized analog precoding matrix. Moreover, the beam pattern design for the receiver is similar to that of the transmitter. It is noted that the pilot beam pattern design with quantized phase shifters for the hybridly-connected structure is also applicable to the fully-and partically-connected structures.
E. MULTI-USER CHANNEL ESTIMATION
This section considers uplink channel estimation for the multi-user mmWave MIMO system where HBF structures in Fig. 1 are employed at both the base station (BS) and U users. The BS is equipped with N r antennas and M r RF chains, and each user is equipped with N t antennas and one RF chain.
In the preceding sections, we have assumed that a frame can be divided into K fading blocks, and the channel remains unchanged in each fading block. Then, it is further assumed that each user successively emits M t identical pilot sequences, such that the uth user transmits a pilot sequence s u ∈ C 1×T s using the tth beam f kt,u . Note that all users are synchronized before transmission. At the BS, the received training signal in the tth training beam can be expressed as
where W ∈ C N r ×M r is the beamforming matrix at the BS, 
whereȲ kt ∈ C M r ×U , Z kt = W H N kt S H . As can be seen from this result, the uth column ofȲ kt can be written as
where z kt,u is the uth column of Z kt . According to (5) , H ku can be written as
where (24) into (23) gives rise tō
If all the M t vectors are stacked to form a column, the measurement vector can be expressed as
, and
Obviously, Eqs. (26) and (6) are the same in nature. Therefore, channel estimation for the VOLUME 6, 2018 multi-user mmWave MIMO system can be translated into channel estimation for individual users. That is, the proposed channel estimation methods are equally applicable to multi-user channel estimation.
F. COMPUTATIONAL COMPLEXITY COMPARISON
In this subsection, we analyze the complexities of the proposed algorithms and its comparative counterparts.
As can be seen from Algorithm 1, the computational complexity of the above method is mainly composed of three parts. The first part is due to eigenvalue decomposition of the covariance matrix of the received signal in step 3, which is O M 3 t M 3 r . The second part stems from multi-dimensional search in step 4 and 5, which is O M 2 t M 2 r G θ G φ . The third part is used for estimating the path gains in step 8, which is O L 2 M t M r + L 3 . It can inferred from these results that the computational complexity of the subspace fitting method is the same as that of the 2-D BMUSIC method. In general, the number of columns of U s is less than U n . Therefore, we consider the complexity of the subspace fitting method lower than that of the 2-D BMUSIC method.
Similar to the subspace fitting method, the computational complexity of the low-complexity OMP method is also due to three parts, where the first and third parts are the same as those of the subspace fitting method. In the second part, the twodimensional search is divided into multiple one-dimensional searches. We assume G θ = G φ , and then the computational complexity is O 3LM 2 t M 2 r G θ , which is much lower than O M 2 t M 2 r G 2 θ . It is clear that difference in complexity between these two methods increases with the angular resolution. Moreover, since Algorithm 3 enjoys the combined advantages of the low-complexity OMP method and high accuracy of the multi-dimensional search, the complexity of Algorithm 3 lies between those of Algorithms 1 and 2. In a sense, it depends on path correlation.
For the beam training method, logK
is the number of layers of the hierarchical codebook, whereK is the number of beamforming vectors in each stage, and G BT indicates the number of uniform grid points. Moreover, the number of candidate vectors in each layer isK L for both the transmitter and receiver. Since only one path can be determined in each beam training stage, these adaptive beam training stages need to be repeated L times,
. Meanwhile, the contributions of the previously estimated paths need to be subtracted during each iteration, and the complexity
. Hence the total complexity represent the numbers of pilot beam patterns at the transmitter and receiver, respectively. G OMP is the number of angle sampling points of virtual AoAs/AoDs. For the Bayesian compressive sensing (BCS) method, it requires matrix operations including matrix inversion and multiplication, etc. The main computational costs are attributed to the matrix inversion operation, and matrix ∈ C N t N r ×N t N r needs to be inverted in each iteration. Therefore, its computational complexity is in the order of O N 3 t N 3 r , where is the number of iterations.
For the generalized block OMP (G-BOMP) algorithm [29] , the main computational complexity stems from the inner products of matrices and LS estimation, yielding complexity orders of O ϒUM N t N r and O ϒ 4 b 6 , respectively. Therefore, the total complexity order is O ϒUM N t N r + ϒ 4 b 6 , where b is the dimension of the non-zero square block contributed by each path, ϒ is the number of iterations, andM is the number of training slots in each fading block. Based upon the above discussions, the computational complexities of the comparative channel estimation methods are detailed in Table 1 .
IV. SIMULATION RESULTS
In this section, we evaluate the performance of the proposed algorithms in mmWave MIMO systems with different hybrid beamforming structures. The uniform linear arrays (ULA) with half wavelength antenna spacing is adopted at the transmitter and receiver. We model the propagation environment as illustrated in Section II, where the path directions are randomly generated within [−1, 1]. The signal-to-noise ratio (SNR) in the plots is defined as P N t σ 2 . It is assumed that the beamforming sectors at the transmitter and receiver are φ = [−0.2188, 0.2188] and θ = [−0.1875, 0.1875], respectively [18] . Moreover, the grid resolution for the physical azimuth AoD and AoA are φ and θ , respectively. Indoor and outdoor measurements of mmWave channel indicate that the resolvable paths most likely ranges from 1 to 4 [30] , [31] . In the following simulations, we consider the mmWave channel model with L = 1 and L = 3 two cases, and the corresponding Thr = 0.6 and Thr = 2.6, respectively. Furthermore, we evaluate the performance of the proposed algorithms in terms of the normalized mean squared error (NMSE), which can be calculated as
. (27) whereĤ denotes the estimated channel. Furthermore, the NMSE for multi-user channel estimation can be expressed as
whereĤ u is the estimated channel of the uth user. In what follows, the average NMSE plotted are averaged over 5000 frames with K = 20.
First, we evaluate the performance of the proposed algorithms for mmWave MIMO system with hybridly-connected structure as shown in Fig. 1(a) . The ULA at the transmitter consists of D = 2 sub-arrays, each sub-array equipped R = 4 RF chains, and the totally number of antennas is N t = 64. The ULA at the receiver contains D = 2 sub-arrays, each sub-array equipped K = 2 RF chains, and the totally number of antennas is N r = 32. Moreover, the pilot beam pattern is designed as shown in Section III-D. Since the channel estimation of mmWave MIMO system depends on the design of the pilot beam pattern, many existing channel estimation methods are based on the fully-connected hybrid beamforming architecture, which cannot be directly applied to the mmWave MIMO system with hybridly-connected structure. In this part, we compare the performance of the proposed methods with 2-D BMUSIC method in [18] .
In Fig. 3 , we present the performance of the proposed channel estimation methods in single path scenario. For the 2-D BMUSIC and the proposed subspace fitting methods, φ = 0.0055 and θ = 0.0047. For the low-complexity OMP and low-complexity subspace fitting methods, φ = 0.0022 and θ = 0.0019. As can be observed from Fig. 3 , the performance of the subspace fitting method is slightly better than that of the 2-D BMUSIC method. Moreover, both the low-complex OMP and subspace fitting methods outperform 2-D BMUSIC counterpart significantly. This is because these methods have a higher angular resolution. According to the aforementioned discussions, the difference in complexity among Algorithms 1, 2 and 3 due mainly to the angle search process. Since G θ = G φ = 80, then the computational complexity of angle search in Algorithm 1 and 2 are O M 2 t M 2 r G 2 θ and O 3LM 2 t M 2 r G θ , respectively. Note that, although the angular resolution of Algorithms 2 and 3 is 2.5 times that of Algorithm 1 and the 2-D BMUSIC algorithm, 7.5LG θ is still less than G 2 θ . It is known from this result that the computational complexity of Algorithm 2 is lower than those of Algorithm 1 and the 2-D BMUSIC method. Meanwhile, it is observed that the performance of Algorithm 3 is slightly better than that of Algorithm 2. And when L = 1, one does not need to consider the correlation among paths, which means the computational complexity of Algorithm 3 is similar to that of Algorithm 2.
In Fig. 4 , we compare the performance of the proposed methods with 2-D BMUSIC method in multiple paths scenario, i.e., L = 3. From this figure, we observe that when φ = 0.0055 and θ = 0.0047, the performance of the low-complexity OMP and subspace fitting methods is inferior to that of the 2-D BMUSIC method. This is because the performance of these algorithms is affected by the path correlation. Meanwhile, we observe that the performance of the subspace fitting method surpasses the 2-D BMUSIC method.
Since the fully-connected and partially-connected structures are special cases of the hybridly-connected structure, the proposed algorithms also apply to them. Next, we evaluate the performance of the proposed algorithms for mmWave MIMO system with fully-and partially-connected structure as shown in Fig. 1(b) and Fig. 1(c) , respectively. respectively. It is apparent that the computational complexity of the proposed low-complexity OMP method is the smallest. In addition, the proposed subspace fitting method outperforms its 2-D BMUSIC and BSC counterparts, and the performance of the low-complexity subspace fitting method is very close to that of the subspace fitting method. The computational complexities of the proposed subspace fitting method, the BSC method, and the 2-D BMUSIC method are 6.58 × 10 6 , 2.68 × 10 9 ( = 20), and 6.58 × 10 6 , respectively, while the complexity of the low-complexity subspace fitting method falls between those of the BSC and subspace fitting methods. In summary, it is observed that the proposed methods have certain advantages in computational complexity and estimation accuracy. In Fig. 6 , the mmWave MIMO system with the partially-connected structure is considered, where N t × N r = 64 × 32. Furthermore, the number of sub-arrays at the transmitter and receiver are M t = 8 and M r = 4, respectively. As we can see from Fig .6 , when φ = 0.0055 and θ = 0.0047, the performance of the proposed low-complexity OMP method and low-complexity subspace fitting method is close to the multi-dimension search methods, such as 2-D BMUSIC method and subspace fitting method. Moreover, the performance of subspace fitting method outperforms 2-D BMUSIC method.
In Fig. 7 , the performance of the low-complexity OMP method with the different scanning resolution is evaluated, and the system parameter configuration is the same as in Fig. 4 . As we can see from Fig. 7 , the estimation accuracy of the channel is positively related to the scanning resolution. However, when the scanning resolution reaches a certain accuracy (i.e., φ = 0.0028 and θ = 0.0024), increasing the resolution has less effect on the performance. Meanwhile, we observe that the performance of the subspace fitting method with ( φ, θ) = (0.0074, 0.0064) outperforms the low-complexity OMP method with ( φ, θ) = (0.0018, 0.0016). This is because the performance of the low-complexity OMP method is effected by the path correlation. Combined with the simulation results in single path scenario, we can know that this algorithm is more suitable for the scenario with single path or low path correlation.
In Fig. 8 , the performance of the low-complexity subspace fitting method with the different scanning resolution are evaluated, and the system parameter configuration is the same as in Fig. 4 . Fig. 8 indicates, when ( φ, θ) = (0.0074, 0.0064), the performance of the low-complexity subspace fitting method is very close to subspace fitting algorithm. Moreover, increasing the angular resolution can effectively improve the channel estimation accuracy, which indicates that this method effectively makes up for the defect that the low-complexity OMP method is sensitive to the path correlation, and makes a trade-off between the computational complexity and performance. Fig. 9 compares the pilot beam pattern design and the DFT codebook for different algorithms. As can be observed from the figure, the performance of the proposed pilot beam pattern design for the proposed methods outperforms that of the DFT codebook. This is because the deviation between the DFT codebook and the beamforming sector will increase the probability that users at edges of the sector are not covered by the beam pattern. Then the SNR of the pilot signal received by edge users will deteriorate. It is well known that the accuracy of channel estimation is affected by the SNR of the pilot signals. In the simulation, we set the number of users to be U = 4, and consider the mmWave channel model with L = 3 for all users. Fig. 10 shows the channel estimation performance for multiuser system. For the proposed, 2D-BMUSIC, and OMP-based methods, φ = 0.0055 and θ = 0.0047. For the G-BOMP method, the virtual channel model is based on DFT grid points with φ = 0.0625 and θ = 0.125. As can be observed from Fig. 10 , the performance of the low-complexity OMP method outperforms its OMP-based and G-BOMP counterparts. Moreover, the complexity of the low-complexity OMP, OMP-based, and G-BOMP methods are 3.08 × 10 6 , 3.91 × 10 6 , and 4.27 × 10 6 , respectively. Based upon the above discussions, it can be concluded that although the angular resolution of the G-BOMP method is lower, its complexity is higher. In addition, the subspace fitting and 2D-BMUSIC methods have the same computation complexity. However, the performance of the subspace fitting method surpasses that of the 2D-BMUSIC method, which is consistent with the conclusions obtained in the single user case.
V. CONCLUSIONS
In this paper, we consider channel estimation of the mmWave MIMO system with hybrid beamforming structure. For this system, the baseband processor cannot directly estimate the full CSI. Because of the spatial sparsity in the mmWave channel, the channel matrix can be reconstructed by the path directions and path gains. For this reasons, we first develop a channel estimation method based on subspace fitting, which can be divided into two stages. In the first stage, we estimate the path directions by using subspace fitting method. In the second stage, the path gains are estimated by using the LS method. It is clear that this algorithm requires a two-dimensional search in the angular domain, which is very complicated. In order to reduce the computational complexity, we propose a low-complexity OMP method. This method converts two-dimensional search problem into multiple one-dimensional search problems, which significantly reduces the computational complexity. However, the performance of the OMP algorithm is greatly affected by the path correlation. To combat this defect, a low-complexity subspace fitting method is developed. In this algorithm, we first roughly estimate the direction of the path via OMP method, and further determine the path directions in the adjacent areas. Next, it is determined whether the above-mentioned results are affected by the path correlation. If the correlation is affected, the multi-dimensional search method is used to further determine the path directions as shown in Algorithm 1. Furthermore, the pilot beam pattern is designed for different hybrid beamforming structure to improve the SNR of the pilot signal. In addition, the proposed channel estimation methods can also be used in the multi-user scenario.
Finally, numerical results on the performance of the proposed algorithms are presented. From these results, we know that the low-complexity OMP method more suitable for single-path or low path correlation scenarios. Meanwhile, it also shows that with similar regular resolutions, the subspace fitting method surpasses the existing methods, and the low-complexity subspace fitting method makes a trade-off between computational complexity and channel estimation accuracy. 
