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An equivalent of kernel existence is formulated using semikernels. It facilitates inductive
arguments, which allow us to establish several sufficient conditions for the existence of
kernels in finite digraphs. The conditions identify classes of digraphs that have kernels
without necessarily being kernel perfect.
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Kernel theory has received particular attention due to the connections with perfect graphs, andmuch work has revolved
around kernel-perfect digraphs, i.e., those in which every induced subdigraph has a kernel. A lot of the theoretical interest
in the field undoubtedly stems from the connections between such digraphs and orientations of perfect graphs ([2] gives an
overview). The perfect graph conjecture has now become a theorem, and interest in kernel theory among graph theorists
seems to have diminished. This is unfortunate, as the kernel problem seems interesting in its own right, also because it
easily encodes many problems from game theory, argumentation theory, logic, and logic programming [3–8]. In such a
wider context, kernel perfectness is all too strong a property, which can hardly be expected in most structures of potential
interest.
1. Basic concepts, semikernels, and solvers
We consider only finite digraphs, G = ⟨G,N⟩, with G a set of vertices and N ⊆ G × G a set of directed edges. We use
the notation N+(x) = {y | ⟨x, y⟩ ∈ N} and N−(y) = {x | ⟨x, y⟩ ∈ N}, and write N+(G, x) when we need to identify the
appropriateG. We oftenworkwithN−[x] = {x}∪N−(x), the closed in-neighborhood of x. Function applications are extended
point-wise to sets; for example, N−(X) =x∈X N−(x), N−[X] =x∈X N−[x], etc.
A subset of nodes X ⊆ G may be treated as the induced subdigraph X, and G \ X denotes the subdigraph induced by
G \ X . G denotes the underlying undirected graph, i.e., with N = {{x, y} ⊆ G | ⟨x, y⟩ ∈ N}. We consider only simple paths
and cycles, i.e., no vertex is repeated, except that on a cycle the first is the same as the last. The term walk is reserved for
cases when vertices are internally repeated. We write P = Px,y to indicate that P is a path from x to y. Then Pz,w denotes
the subpath of P going from z to w. A path P = Px,y alternates on F ⊆ G if every other vertex of P is in F . (It is not required
that the first vertex of P is in F .) We allow ourselves to denote directed and undirected paths in the same way, but state
explicitly that P is in G or in G. When P is viewed as an induced subgraph, we might write P to stress that we are thinking
of it as undirected. Paths and cycles are odd or even, depending on the parity of the number of edges used.
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Paths P = Px,y,Q = Qy,z can be appendedwhenever P∩Q = {y}, giving the path PQ from x to z (with only one occurrence
of y). Paths P = Px,y,Q = Qz,w , with z ∈ N+(y), on the other hand, can be concatenated when P ∩ Q = ∅, written P;Q .
A vertex is also treated as an even path (the empty path), and we write P; z to denote the path P = Px,y extended with
z ∈ N+(y). For a path P = Px,y, int(P) denotes the set of internal vertices of P , i.e., all vertices on P except {x, y}.
[G, x) denotes the cone of x inG—the set of vertices towhich x has a directed path inG. Wewrite [G, x)e, [G, x)o to denote
only those vertices to which x has an even or an odd directed path, respectively. The definition extends to the undirected
case in the obvious way, with [G, x) denoting the set of vertices to which x has an undirected path in G. Since x is regarded
as an even (empty) path, we always have x ∈ [G, x)e ⊆ [G, x).
A kernel of a digraph G = ⟨G,N⟩ is a set K ⊆ G such that
N−(K) = G \ K . (1.1)
This is the case iff K is independent, N−(K) ⊆ G \ K , and absorbing, N−(K) ⊇ G \ K . The empty digraph, with G = ∅, has
the unique kernel K = ∅. Not every digraph has a kernel, the obvious example being an odd directed cycle. A fundamental
result is Richardson’s theorem [12], which states that, if a (finitely branching) digraph has no odd directed cycles, then it has
a kernel.
The concept of a semikernel is a useful technical tool in kernel theory, introduced by Victor Neumann-Lara in [11]. A
semikernel is an independent subset of a digraph L ⊆ G that is locally absorbing, i.e., such that
N+(L) ⊆ N−(L) ⊆ G \ L. (1.2)
A kernel is a semikernel, while a semikernel L satisfying N−[L] = G is a kernel. Sk(G) denotes the set of semikernels in G
and Kr(G) the set of its kernels.
Virtually all results in the literature about the existence of kernels address kernel-perfect digraphs, namely, those where
every induced subdigraph has a kernel ([2] gives an overview). A basic result, stating that a digraph is kernel perfect iff
each induced subdigraph has a semikernel, is typically used to obtain sufficient conditions for kernel perfectness; see, for
example, [9]. We use semikernel in a different way, based on the concept of a solver.
Definition 1.3. A solver for a digraph G is a sequence of induced subdigraphs and semikernels ⟨Gi, Li⟩1≤i≤n such that
(1) G1 = G,
(2) Li is a semikernel in Gi for all 1 ≤ i ≤ n− 1,
(3) Gi+1 = Gi \ N−[Li] for all 1 ≤ i ≤ n− 1,
(4) Ln is a kernel of Gn.
Having a solver is equivalent to having a kernel.
Theorem 1.4. A digraph has a kernel iff it has a solver.
Proof. (⇒) If K ∈ Kr(G), then ⟨G, K⟩ is a solver for G.
(⇐) Let ⟨Gi, Li⟩1≤i≤n be a solver for G, and let K =1≤i≤n Li. We show that K is (i) independent and (ii) absorbing.
(i) Assume towards contradiction that there are x, y ∈ K with y ∈ N+(x). Since every semikernel is independent and K
is a union of semikernels, x and y belong to different semikernels, say x ∈ Li, y ∈ Lj. There are two cases, both leading to
contradiction. If i < j, then y ∈ N−(Li), since Li is a semikernel. Then, by Definition 1.3, y ∉ Gj, and so y ∉ Lj. If j < i, then
x ∈ N−(Lj), so x ∉ Gi and x ∉ Li.
(ii) If there is some x ∈ G \ N−[K ], then x ∉ N−[Li] for all 1 ≤ i ≤ n. But then x ∈ Gn \ N−[Ln], contradicting the fact that Ln
is a kernel in Gn. 
In employing solvers to prove the existence of kernels, it will be useful to consider sets of semikernels containing some
given vertex x ∈ G, denoted Sk(x), or Sk(G, x) when we need to identify the digraph. We will be particularly interested
in the minimal members of Sk(x) (with respect to set inclusion). We denote the set of these by minSk(x). We will also use
completions of semikernels, defined as follows.
Definition 1.5. The completion L of an L ∈ Sk(G) is defined inductively:
L0 = L,
Li+1 = sinks(G \ N−(Li)).
The least fixed point, L = Li+1 = Li, is reached no later than at i = |G|.
Every Li, in particular L, is a semikernel. L can be characterized equivalently as the minimalM ∈ Sk(G) such that L ⊆ M and
G \ N−[M] is sinkless.
A particularly important case is obtained starting with L0 = ∅. Then L1 = sinks(G) and the semikernel ∅ is a subset of
every kernel (if G has any). This observation originates from the proof of Richardson’s theorem [12], was clarified in [10],
and is stated generally, without redundant side conditions, in [1].
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Fact 1.6. For any G, Kr(G) = {K ∪ ∅ | K ∈ Kr(G◦)}, where G◦ = G \ N−[∅].
As a consequence, possible restrictions to sinkless digraphs are inessential, since the existence of kernels in any G is
determined by their existence in its sinkless residuum G◦. In particular, every digraph with G◦ = ∅ has a unique kernel, for
instance, every dag with no infinite directed path. We will not use this fact explicitly, but one main result presented in the
next section is stated only for sinkless digraphs.
The minimal semikernels containing x and their completions will be useful, because they ensure the existence of certain
paths in G, as detailed in the following lemma.
Lemma 1.7. For a digraph G, any x ∈ G, and any L ∈ minSk(x), we have the following.
(1) For every y ∈ L, there is a directed path P = Px,y of even length, alternating on L.
(2) For every y ∈ L \ sinks(G), there is some z ∈ L for which there are directed paths P = Px,z and Q = Qy,z of even length,
alternating on L.
Proof. (1) We consider some arbitrary L ∈ minSk(x), and form the following set of vertices:
L′ = {y ∈ L | ∃P = Px,y in Gwhich is even and alternating on L}. (1.8)
Since x is regarded as the empty (even) path, x ∈ L′. Consider arbitrary y ∈ L′, and let P = Px,y be even and alternating on L.
Then P is also alternating on L′, since each even vertex on P , being in L, is also in L′.
We show that L′ ∈ Sk(x), thereby proving the claim (since then either L = L′ or else we have contradicted theminimality
of L). Now, from L′ ⊆ L, it follows that L′ is independent. Assume towards contradiction that L′ is not locally absorbing,
i.e., there is some y ∈ L′ with z ∈ N+(y) for which N+(z) ∩ L′ = ∅. Since L is a semikernel, it follows that there is some
w ∈ N+(z) ∩ (L \ L′). Consider the even directed path P = Px,y, alternating on L. Since w ∉ L′, we know that w is not on P
(since otherwise Px,w would witness to w ∈ L′). If z is on P , then Px,z is odd and alternating on L, and so Px,z;w is even and
alternating on L, contradicting w ∉ L′. If z is not on P , we obtain the directed path P; z;w that is even and alternating on L,
again contradictingw ∉ L′.
(2) For all y ∈ L, the claim follows from (1) (remembering that we have the empty path y). Any y ∈ L \ L is in Li for some
i, by Definition 1.5, so we proceed by induction on i. The basis case i = 0 is already established. For the induction step, we
consider an arbitrary y ∈ Li \ Li−1. By Definition 1.5, y ∈ sinks(G \ N−(Li−1)), and since y ∉ sinks(G), we have N+(y) ≠ ∅.
In particular, there is some z ∈ N+(y) ∩ N−(Li−1), which means that there is some v ∈ Li−1 ∩ N+(z). Then by induction
hypothesis (IH) there is r ∈ L with directed paths P = Px,r and Q = Qv,r , both even and alternating on L¯. To prove the
induction step, we show that there is a directed path R = Ry,r that is even and alternating on L¯. There are three simple cases
to consider. If y ∈ Q , then, since y ∈ L¯ and Q is even and alternating on L¯, we can take R = Qy,r , and Rwill then be even and
alternating on L¯. If y ∉ Q but z ∈ Q , then Qz,r is odd and alternating on L¯, and so we can take R = y;Qz,r . The only possibility
left is y ∉ Q and z ∉ Q . In this case, we take R = y; z;Q . 
The usefulness of the lemma will become clear in the following section.
2. Some sufficient conditions for kernel existence
Our results involve combinations of the properties from the following definition.
Definition 2.1. A vertex x ∈ G is free if it does not lie on any undirected odd cycle in G. A subset F of vertices from G is
(1) free iff all x ∈ F are free;
(2) even iff there is no odd directed path in G between any distinct x, y ∈ F ;
(3) strongly even iff [G, x)e ∩ [G, y)o = ∅ and [G, x)o ∩ [G, y)e = ∅ for all distinct x, y ∈ F ;
(4) a candidate iff Sk(G, x) ≠ ∅ for every x ∈ F ;
(5) a perfect candidate iff it is a candidate and Sk(G′, x) ≠ ∅ for every x ∈ F and every induced sinkless subdigraph G′ ⊆ G
that contains x.
G is said to be
(a) separated by F iff for every directed odd cycle C in G, there is an x′ ∈ C such that N+(x′) ∩ F ≠ ∅;
(b) doubly separated by F iff it is separated by F and, for all odd directed cycles C in G, with the exception of at most one,
there are distinct x′, y′ ∈ C such that N+(x′) ∩ F ≠ ∅ and N+(y′) ∩ F ≠ ∅;
(c) strongly separated by F iff, for every odd undirected cycle C in G, there are distinct x′, y′ ∈ C s.t. N+(x′) ∩ F ≠ ∅ and
N+(y′) ∩ F ≠ ∅.
The remainder of the paper shows that the following combinations are sufficient for the existence of kernels:
• (3)+ (4)+ (a) — Theorem 2.2;
• (1)+ (5)+ (b) — Theorem 2.6;
• (1)+ (2)+ (c) — Corollary 2.14, for sinkless digraphs.
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Corollary 2.14 follows from Theorem 2.12, stated with more general properties to be introduced in due course. We also
give counterexamples showing the insufficiency of someweaker conditions, in particular of (1)+ (c) and of (1)+ (2)+ (b),
for sinkless digraphs.
The conditions require the existence of F ⊆ G with some separation property (a)–(c), which allows us to ‘‘break’’ every
odd cycle. Conditions from (1)–(5) are placed on F to ensure that this can be done and, in particular, that it can be done
simultaneously for all odd cycles. Obviously, (3) implies (2), and (5) implies (4), while (c) implies (b) which implies (a), so
strengthening any conditions yields trivial corollaries.
Theorem 2.2 ((3)+ (4)+ (a)). A digraph G which is separated by a strongly even candidate F has a kernel K ⊇ F .
Proof. Weprove the claim by induction on the number of odd directed cycles inG. The basis case is covered by Richardson’s
theorem [12], according towhich a (finite) digraphwith no odd directed cycle has a kernel. For the induction step, we choose
some arbitrary odd directed cycle C in G. We choose some x ∈ F ∩ N+(C) and L ∈ minSk(G, x), which exist because F is a
candidate that separates G. We then consider G′ = G \N−[L] and F ′ = F \N−[L]. Obviously, F \ F ′ ⊆ N−[L], but in fact also
F \ F ′ ⊆ L. To see this, recall that Lemma 1.7(1) gives us even directed paths P = Px,y in G for all y ∈ L, i.e., L ⊆ [G, x)e. On
the other hand, if there is z ∈ F ∩N−(L), then there must bew ∈ N+(z)∩ L, i.e.,w ∈ [G, z)o. But thenw ∈ [G, z)o ∩ [G, x)e,
contradicting the strong evenness of F .
Now, if F ′ is a strongly even candidate that separates G′, it follows by IH that G′ has a kernel K ′ with F ′ ⊆ K ′. In this case,
⟨G, L⟩ combined with ⟨G′, K ′⟩ gives a solver for G and L ∪ K ′ ∈ Kr(G) by Theorem 1.4. Since F \ F ′ ⊆ L and F ′ ⊆ K ′, we also
get F ⊆ L ∪ K ′, so this completes the induction step. We show that F ′ satisfies the conditions of IH with respect to G′.
(a) F ′ is obviously strongly even in G′, since F is such in G.
(b) To show that F ′ separates G′, assume towards contradiction that it does not. Then there is an odd directed cycle
C ′ ⊆ G′, for which there is a free vertex y ∈ F ∩ N+(C ′) in G but not in G′, i.e., y ∈ N−[L]. If y ∈ L, then C ′ could not be
a directed cycle in G′, since N−(y) ⊆ N−[L]. So y ∈ N−(L), and this means that there is an odd directed path (single edge)
from y to some z ∈ N+(y) ∩ L, i.e., z ∈ [G, y)o. Since z ∈ L ∈ minSk(G, x) we have, by Lemma 1.7(1), that there is an even
directed path P = Px,z in G, i.e., z ∈ [G, x)e. But then z ∈ [G, x)e ∩ [G, y)o, contradicting the strong evenness of F .
(c) To show that F ′ is a candidate, assume towards contradiction that it is not, i.e., for some y ∈ F ′, Sk(G′, y) = ∅.
Choose some M ∈ minSk(G, y). Since M ′ = M ∩ G′ = M \ N−[L] is independent and non-empty, but is not a semikernel
in G′, there exists an r ∈ N+(M ′) ∩ G′ with N+(r) ∩ M ′ = ∅. Since M is a semikernel G, this means that there is some
z ∈ N+(r) ∩ M ∩ N−[L]. If z ∈ L, then r ∈ N−(z) ⊆ N−[L] and r ∉ G′, so it must be the case that z ∈ M ∩ N−(L). Let
w ∈ N+(z) ∩ L. Then, by Lemma 1.7(1), there is a directed path P = Px,w in G of even length that is alternating on L. In
particular,w ∈ [G, x)e. But we have, also by Lemma 1.7(1), a directed path Q = Qy,z in G that is even and alternating onM .
Since w ∈ N+(z) ⊆ N+(M), we have w ∉ M by M being independent, and so either Qy,w (if w is on Q ) or Q ;w is an odd
directed path in G, giving usw ∈ [G, y)o. This contradicts F being strongly even. 
For instance, {a, e} is a strongly even candidate separating the following G, which therefore has a kernel
a / bo / c / dg e
y fo 7go ho
Example 2.3. Consider the following digraphs:
G1 : G2 : G3 : G4 :
x:

y
x: 7 y
v

z d
V x d

y d

z 6 w
w
x d

y d

z 7 v 6
w
w
v
Both digraphs G1 and G2 have kernels by Theorem 2.2, witnessed by the strongly even candidates {y}. G3 has no kernel, and
Theorem 2.2 fails for the candidate {z, w}, which is not strongly even. G4 has a kernel, since here the candidate {z, w} is
strongly even due to the presence of v.
In the following, we will consider conditions on a free subset F , Definition 2.1(1), and some additional conventions will
simplify the presentation. A vertex x ∈ F is free for an odd (directed or undirected) cycle C , if x ∈ N+(C), i.e., if there is
an x′ ∈ C with x ∈ N+(x′) (since x is free, it is not on C). We denote it Fr(G, x, x′, C, F). Such an x′ ∈ C is safe (for C),
denoted Sa(G, x′, C, F). A free vertex x ∈ F is critical for x′ on C , Cr(G, x, x′, C, F), if x′ is the only vertex on C which has
an out-neighbour in F . It is always intended that C (or a variant such as C ′, Ci, etc.) denotes an odd cycle. We often drop
arguments if they are clear from the context or irrelevant, for example, Fr(x, x′, C) is written when G and F are clear, and
often it suffices to write merely Fr(x, C), Sa(y′, C), Cr(x, C) (implicitly, only the primed arguments are on odd cycles).
For an F ⊆ G, an (in-)neighborhood function f : F → 2G is one with f (x) ⊆ N−(x) for all x ∈ F . When F ⊆ G is free,
the associated neighborhood function returns the set of vertices on all directed and undirected odd cycles for which x ∈ F is
free:
f (x) = {x′ | ∃C, x′ ∈ C : Fr(x, x′, C, F)} for all x ∈ F . (2.4)
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The following lemmawill prove quite useful; point (2) ensures that, if x is free for an odd cycle C , the associated f (x) contains
a unique node from C .
Lemma 2.5. For any digraph G and any free set F ⊆ G that separates G, let f be associated according to (2.4). Then, for all odd
undirected cycles C in G, we have the following.
(1) If Fr(x, C), y ∈ C, and there is a P = Px,y in G, then P meets f (x) ∩ C.
(2) If Fr(x, C), then there is one and only one x′ ∈ C such that x′ ∈ f (x).
(3) If distinct x′, y′ are safe for C, and this is witnessed by x ∈ N+(x′) ∩ F and y ∈ N+(y′) ∩ F , then every undirected path
P = Px,y in Gmeets either x′ or y′.
Proof. (1) Assume towards contradiction that Fr(x, x′, C), y ∈ C , and that there is an undirected path P = Px,y in G that
does not meet f (x) ∩ C . Let w be the first vertex on P that meets C , and consider P ′ = Px,w . Then P ′ does not meet C on
any internal vertex, and w ∉ f (x) by assumption. We have x ∈ N+(x′) and w ≠ x′, so there are undirected paths A = Aw,x′
and B = Bw,x′ in C , with different parity (they are obtained from traversing C fromw to x′ along and against the direction of
edges). Then P ′A; x and P ′B; x are undirected cycles from G, and one of them is odd, contradicting the freeness of x ∈ F .
(2) The existence of x′ is direct from the definition of Fr(x, C). For uniqueness, assume towards contradiction that there
are two distinct x′, x′′ ∈ C such that x ∈ N+(x′) ∩ N+(x′′). Since x′ and x′′ are distinct, there are undirected paths A = Ax′,x′′
and B = Bx′,x′′ in C with different parities. So either x; A; x or x; B; x is an odd undirected cycle inG, contradicting the freeness
of x.
(3) Let Sa(x′, C) and Sa(y′, C) hold, witnessed by x ∈ N+(x′) ∩ F and y ∈ N+(y′) ∩ F , and assume towards contradiction
that there is an undirected path P = Px,y in G that does not meet x′ or y′. By points (1) and (2), it follows that P does not
meet C . Since x′ ≠ y′, there are undirected paths A = Ay′,x′ , B = By′,x′ in C that have different parity. So P; A; x or P; B; x is
an odd undirected cycle from G, contradicting the freeness of x. 
Theorem 2.6 ((1)+ (5)+ (b)). A digraph G that is doubly separated by a free perfect candidate F ⊆ G has a kernel.
Proof. We proceed by induction on the number of odd directed cycles in G, with the basis case given by Richardson’s
theorem. For the induction step, we construct sequences ⟨Gi⟩1≤i≤n and ⟨Li, xi⟩1≤i≤n−1 with G1 = G, such that
Fr(G1, x1, C1) for some C1 ⊆ G1 and L1 ∈ minSk(G1, x1)
Gi+1 = Gi \ N−[Li] for 1 ≤ i < n, where
∀2 ≤ i < n : Cr(Gi, xi, Ci) for some Ci ⊆ Gi and Li ∈ minSk(Gi, xi)
∀x ∈ F ∩ Gn : ¬Cr(Gn, x, C) for all C ⊆ Gn.
(2.7)
If there is an odd directed cycle C with only one free vertex x, as allowed by Definition 2.1(b), then C1 = C and x1 = x.
All odd cycles Ci are directed, i.e., from G.
Properties (2.7) express an attempt to construct a solver for G. For the resulting Gn, we have three possibilities: either
(i) it is empty, or (ii) it satisfies the assumption of IH, or (iii) it does not satisfy the assumption of IH. In case (i), Gn has the
kernel K = ∅, and in case (ii), it has a kernel by IH, having fewer odd directed cycles than G. Then a solver for G is obtained
by appending ⟨Gn, K⟩ to the sequence ⟨Gi, Li⟩1≤i≤n−1, and G has a kernel by Theorem 1.4. The rest of the proof shows that
case (iii) cannot happen.
Gn is sinkless by the observation following Definition 1.5. F ∩ Gn is free in Gn, since F is free in G, and it is a perfect
candidate, because Gn is sinkless and because every sinkless induced subdigraph G′ of Gn is also a sinkless induced
subdigraph of G. To show that F ∩ Gn doubly separates Gn, we will use the following claim. For 1 ≤ i ≤ n, we let
G−i = G \ Gi =
k<i
k=1 N−[Lk], so, for 1 ≤ i ≤ j ≤ n : G−i ⊆ G−j .
Claim (A): For all 2 ≤ i ≤ n and x ∈ G−i , there is an undirected path X = Xx,x1 in G such that the following hold.
(1) For all q ∈ X ∩ Gi, there is an odd undirected cycle Cq in G containing q and the vertex immediately preceding it
on X .
(2) If x ∈ F , then N−(x) ∩ X ∩ Gi = ∅.
We prove these by induction on i. For the basis case, x ∈ G−2 = N−[L1], Lemma1.7 gives a directed and hence also undirected
path X = Xx,x1 in G−2 . So X ∩ G2 = ∅, and points (1) and (2) hold trivially.
For the induction step, consider any x ∈ G−i+1 \ G−i = N−[Li]. By Lemma 1.7, there is an undirected path P = Px,xi that
is in N−[Li] ⊆ G−i+1. By (2.7), we have Cr(Gi, xi, x′i, Ci, F) for some odd directed cycle Ci ⊆ Gi. Remember that, if there is an
odd directed cycle C in G with only one free vertex, as allowed by Definition 2.1(b), then C = C1. Since i ≥ 2, this means
that C ⊈ Gi. Since Ci ⊆ Gi, C ≠ Ci, and the fact that G is doubly separated by F ensures that there is y′ ∈ Ci such that y′ ≠ x′i
and y′ is safe in G but not in Gi. Since y′ is safe in G, there is some y ∈ F ∩N+(y′) such that Fr(G, y, y′, Ci), and since y′ is not
safe in Gi, we have y ∉ Gi, that is, y ∈ G−i . By IH, there is an undirected path R = Ry,x1 in G satisfying conditions (1) and (2).
To fill the gap between paths P and R, we consider an undirected path Q = Qxi,y in G, passing through x′i and y′ (in that
order) with every internal vertex of Q lying on Ci. Let z be the first vertex on P that is also on Q (possibly, z = xi or z = y),
and set P ′ = Px,z , Q ′ = Qz,y, and S = P ′Q ′.
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The undirected path S (or its prefix) will start the desired path X . We argue that it satisfies condition (1). It might meet
Gi+1, say atw, but, since y ∈ G−i , P ′ ⊆ P ⊆ G−i+1, and x′i ∈ G−i+1, we havew ∈ Q ′ \ {y, xi, x′i}, i.e.,w is on Ci. Let v be the vertex
immediately preceding w on S. Since P ′ is in G−i+1 and also x
′
i ∈ G−i+1, it follows that S meets Ci for the first time at some
vertex from G−i+1. In particular, w is not the first vertex from S that is on Ci. Since the internal part of Q is in Ci, it further
follows that v is on Ci. So Ci is the desired odd cycle, proving condition (1) for S.
Let p be the first vertex from S (starting from x) that is on R, and let R′ = Rp,x1 . Now, assume towards contradiction that
p ∈ Gi+1. Then, since P is inG−i+1 and Q is in Ci except for {xi, y} ⊆ G−i+1, we have p ∈ Ci. So, in particular, Rmeets Ci. Let p′ be
the first vertex from R (starting from y) that is on Ci. Since y′ ∈ Gi, we know from IH, condition (2) of Claim (A), that p′ ≠ y′.
It follows that there are undirected paths A = Ap′,y′ , B = Bp′,y′ of different parity, and so either Ry,p′Ap′,y′; y or Ry,p′Bp′,y′; y is
an odd undirected cycle, contradicting the freeness of y ∈ F . (Since we pick p′ to be the first vertex from R that is on Ci, we
know that Ry,p′ and A, B do not meet internally.) It follows that p ∉ Gi+1.
Consequently, for all q ∈ R′ ∩ Gi+1, there is some r ∈ R′ preceding it on R′. Then, by IH, there is an odd undirected cycle
Cq in G containing both q and r (remember that Gi+1 ⊆ Gi). It follows that claim (1) holds for X = Sx,pR′.
To show point (2), assume towards contradiction that there is x′ ∈ N−(x)∩Gi+1 ∩ X . Let x′′ be the vertex preceding x′ on
X . Then, by (1), we have an odd undirected cycle Cx′ in G containing both x′′ and x′. Now, let t be the first vertex on X that
is on Cx′ (possibly, t = x′′). Since x′′ is on Cx′ , t ≠ x′. So there are undirected paths A = At,x′ , B = Bt,x′ of different parity,
both in Cx′ . So one of Xx,tA; x, Xx,tB; x is an odd undirected cycle in G, contradicting the freeness of x ∈ F . This completes the
proof of Claim (A).
Assumenow thatGn is not doubly separated by F∩Gn.We have∀x ∈ F∩Gn : ¬Cr(Gn, x, C) for all C ⊆ Gn by construction
(2.7), so from the assumption that Gn does not satisfy IH it follows that here must be at least one Cn in Gn with two distinct
vertices x′, y′ ∈ Cn that are safe inGbut not inGn. Thismeans that there are free vertices x ∈ N+(x′)∩G−n and y ∈ N+(y′)∩G−n .
x′ ≠ y′, so y′ ∉ f (x) and x′ ∉ f (y), by Lemma 2.5(2). By Claim (A), there are undirected paths X = Xx,x1 and Y = Yy,x1 inG that
do not meet N−(x)∩Gn and N−(y)∩Gn, respectively. So X does not meet x′ and Y does not meet y′, and, by Lemma 2.5(1), X
does not meet y′ and Y does not meet x′. It follows that there is an undirected path P = Px,y in G that does not meet {x′, y′}.
But this contradicts Lemma 2.5(3). This contradiction shows that Gn satisfies the assumptions of IH, i.e., case (iii) cannot
happen. This completes the proof. 
Obviously, if a digraph consists of disconnected components, Theorem 2.6 can be applied to each component separately
(allowing one odd directed cycle with only one safe vertex in each component).
Example 2.8. (a) Theorem 2.2 does not apply to the following G, since no separating set – neither {a, b, c}, {a, b} nor {c, b}
– is strongly even:
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It has a kernel by Theorem 2.6, since {a, b, c} is a free perfect candidate, doubly separating G. Although there is no local
kernel that includes both a and b, things work out thanks to the additional free vertex c . Removing it would leave a digraph
without any kernel, so this illustrates also that, in general, at most one odd directed cycle can be allowed to have only one
free vertex, as in Definition 2.1(b).
(b) The freeness of a doubly separating perfect candidate F in Theorem 2.6 cannot be weakened by requiring merely that
no vertex in F lies on an odd directed cycle. In the following digraph, {a, b, c, d} satisfies such a requirement:
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Still, there is no kernel, since it is not possible for both one of {a, c} and one of {b, d} to be in the same semikernel (which is
needed to ‘‘break’’ both odd directed cycles).
Freeness and its consequences in Lemma2.5 seemcrucial for Theorem2.6. Quite generally, the essential conditions for kernel
existence seem to concern parity, as exemplified already by Richardson’s theorem. Although imposing such conditions on
the undirected paths in the underlying graph may appear unnecessarily restrictive, the above theorem shows that it may be
useful and, perhaps, even necessary.
This is further illustrated by our last theorem. It does not make any assumption about the existence of a semikernel,
replacing it by a structural condition: in a sinkless G, strongly separated by a free set F , at least one local kernel exists.
An additional parity condition (evenness of F ) ensures that one can keep constructing a solver for G. The proof involves a
new auxiliary concept of reachability in G, relatively to a given neighborhood function. For a digraph G, F ⊆ G, and any
neighborhood function f : F → 2G, we denote by
[G, x)−f the set of all vertices y ∈ G such that G contains an undirected
path P = Px,y that does not meet f (x) internally.
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The requirement that int(P) ∩ f (x) = ∅means, in particular, that, if y ∈ f (x) and there is an undirected path P = Px,y that
does not meet f (x) before reaching y, then y ∈ [G, x)−f . What makes this notion of reachability useful is that it allows us to
define, for any F ⊆ G and any neighborhood function f : F → 2G, the following strict partial order on F :
x<f y iff (y ∈ [G, x)−f ∧ x ∉ [G, y)−f ).
Fact 2.9. For any digraph G and neighborhood function f , the relation<f is a strict partial order.
Proof. The relation is clearly irreflexive. To prove transitivity, assume that x<f y<f z, and let P = Px,y, Q = Qy,z be the
undirected paths witnessing to this fact (so they are in G). First, we prove that z ∈ [G, x)−f . Assume that it is not. Letting p
be the first vertex on P that is on Q , we obtain the undirected path R = Px,pQp,z . Then Rmust intersect f (x) internally, and,
as P witnesses to x<f y, it follows that Q must intersect f (x), say, at q. We have q ∈ int(R) ∩ Q , int(Q ) ∩ f (y) = ∅ and
y ∉ f (y), so Qy,q ∩ f (y) = ∅, meaning that Qy,q; xwitnesses to x ∈ [G, y)−f , contradicting x<f y.
To prove x ∉ [G, z)−f , assume towards contradiction that x ∈ [G, z)−f is witnessed by Z = Zz,x. Let q be the first vertex
on Q that is on Z . Then S = Qy,qZq,x is an undirected path from y to x, and, since x ∉ [G, y)−f , there must be some r ∈ f (y)
on int(Z) (since none such exists on Q , which witnesses to z ∈ [G, y)−f ). But then Zz,r; y gives y ∈ [G, z)−f , contradicting
y<f z. 
Consequently, for any neighborhood function f on F and any<f -maximal x ∈ F , we have
∀y ∈ F : y ∈ [G, x)−f → x ∈ [G, y)−f . (2.10)
This helps to prove the following lemma.
Lemma 2.11. Given any G separated by a free F ⊆ G, let f be given by (2.4). If [G, y)−f is strongly separated by F for all y ∈ F ,
then, for every<f -maximal x ∈ F , the following hold.
(1) [G, x)−f induces a bipartite subdigraph.
(2) For every y ∈ F and every odd undirected cycle C in G, if Fr(y, C) and y ∈ [G, x)−f , then Fr(x, C).
Proof. (1) We show that any <f -maximal x ∈ F satisfies the claim. Assume towards contradiction that there is an odd
undirected cycle C in the underlying subgraph [G, x)−f . From the fact that F strongly separates [G, x)−f , it follows that this
subdigraph is loopless, i.e., all odd cycles contain at least three vertices. Then C ∩ f (x) = ∅, for otherwise x would be on
an odd undirected cycle in G, contradicting its freeness. To see this, note that, if x′ ∈ C ∩ f (x) and z is a first node from C
on some undirected path P = Px,z′ (in G) witnessing to z ′ ∈ [G, x)−f for some z ′ ≠ x′ on C , then z ≠ x′. So there are two
undirected paths Az,x′ and Bz,x′ , both in C , of different parities, giving an odd undirected cycle Px,zAz,x′; x or Px,zBz,x′; x. Now,
since F strongly separates [G, x)−f , there are distinct y′, z ′ ∈ C such that Sa([G, x)−f , y′, C) and Sa([G, x)−f , z ′, C), witnessed
by y, z ∈ F with y ∈ N+(y′) and z ∈ N+(z ′). Since C is in [G, x)−f , there are undirected paths P = Px,y′ , Q = Qx,z′ in [G, x)−f .
Also, since C ∩ f (x) = ∅, there are undirected paths P ′ = P ′x,y and Q ′ = Q ′x,z , also in [G, x)−f . P ′ can be taken as P; y or, if
that is a walk (due to y occurring on P), as the path Px,y (similarly for Q ′). Since x is <f -maximal, (2.10) implies that there
are undirected paths U = Uy,x and V = Vz,x, contained in [G, y)−f and [G, z)−f , respectively. It follows from Lemma 2.5(1)
that neither U nor V meets C on any internal vertex. Also, x is certainly not on C , since it is free. It follows that there is an
undirected pathW = Wy,z in G that meets neither y′ nor z ′ (obtained from U and V ). This contradicts Lemma 2.5(3).
(2) Assume contrapositively that there is an odd undirected cycle C in G and some y ∈ F with Fr(y, C), y ∈ [G, x)−f and
¬Fr(x, C). Since y ∈ F , it does not lie on any odd undirected cycle, so y ∉ f (x). Hence there are undirected paths from x to
every vertex on C that do not meet f (x) internally (obtained by extending such a path going to y). Then C is in [G, x)−f , but
this contradicts point (1). 
Theorem 2.12. For a sinkless G separated by a free even F ⊆ G, let f be given by (2.4). If F strongly separates [G, x)−f for every
x ∈ F , then G has a kernel.
Proof. We proceed by induction on the number of odd directed cycles in G. The basis case is Richardson’s theorem. For the
induction step, we choose some x ∈ F that is maximal with respect to<f . Let G′ = [G, x)−f . We prove the following first.
Claim (B): G′ is sinkless.
To show it, assume contrapositively that there is some y ∈ G′ such that N+(y)∩G′ = ∅. Now, since y ∈ [G, x)−f , there is
some undirected path P = Px,y inG that does not meet f (x) internally. SinceG is sinkless, we know that N+(y) ≠ ∅. So then
there must be some z ∈ N+(y) such that P; z does meet f (x) internally. It follows that y ∈ f (x). But then x ∈ N+(y) ∩ G′, so
y is not a sink in G′ after all. The contradiction establishes Claim (B).
By Lemma 2.11(1), G′ is bipartite, so let B1, B2 be a bipartition. Assuming without loss of generality that x ∈ B1, we show
that B1 ∈ Sk(G, x). Indeed, B1 is independent in G, so assume towards contradiction that it is not locally absorbing, i.e., for
some y ∈ N+(B1),N+(y) ∩ B1 = ∅. Now, since f (x) ⊆ N−(x), it follows that f (x) ⊆ B2, so N+(B1) ⊆ [G, x)−f . In particular,
y ∈ B2 ⊆ G′. Butwe haveN+(y)∩G′∩B1 = ∅ and, obviously,N+(y)∩G′∩B2 = ∅, so y is a sink inG′, contradicting Claim (B).
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Let L ∈ minSk(x) be such that L ⊆ B1, and consider its completion L.We obtain a solver forG if we can establish that the IH
applies toG2 = G\N−[L]. F ′ = F ∩G2 is a free even set inG2, since F is such inG, so the IH fails to apply toG2 only if F ′ does
not separateG2 or does not strongly separate [G2, y)−f for some y ∈ F ′. This can be the case only if there is an odd undirected
cycle C inG2 with an y′ ∈ C such that there is y ∈ (F ∩N+(y′)) \G2. Since C is inG2, it follows that y ∈ N−(L) (rather than L¯,
which would mean that N−(L)∩ C ≠ ∅ and would thereby contradict C being in G2). It follows that there is z ∈ N+(y)∩ L,
and, by Lemma 1.7(2) there is an even directed path P = Pz,v , alternating on L¯, where v ∈ L ⊆ B1. Since y ∈ F , Fr(y, C)
and ¬Fr(x, C) (since C is in G2), we know from Lemma 2.11(2) that y ∉ G′. Now, from the directed path Pz,v we obtain an
alternating directed path P ′ = P ′y,v such that every internal vertex from P ′ is on P . (P ′ can be taken as y; P or, if that is not a
path, as Py,v .) We have v ∈ G′ and y ∉ G′, so int(P ′)must meet f (x) at some vertex x′. If it does not, we obtain y ∈ [G, x)−f =
G′ from the existence of an undirected path from x to y not passing through f (x) (obtained from some such pathU = Ux,v and
P ′ traversed from v towards y). Now, f (x) ⊆ N−(L), so, from the fact that P ′ is alternating on L, and since y ∈ N−(L), it follows
that P ′y,x′ has even length. So we obtain the directed odd path P
′
y,x′; x in G, contradicting the fact that F is an even set. 
Example 2.13. (a) In the following digraph G, the existence of a kernel is witnessed by the free even set {t, t ′}, with
[G, t)−f = ∅ = [G, t ′)−f . (Neither Theorem 2.2 nor 2.6 is applicable.)
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(b) Strong separation (of odd undirected cycles) cannot be weakened to double separation (of odd directed cycles). In the
following G′, [G′, a)−f is doubly separated (trivially, since it has no directed odd cycle), and the free even set {a} separates
G′, but G′ has no kernel.
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(c) Neither can we drop the evenness condition, as shown by the following G′′:
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F = {a, t1, t ′2} is free separating, and it strongly separates the cone [G′′, a)−f . It is not even, however, having an odd directed
path, e.g., a− t ′1, and G′′ has no kernel, as can be seen by checking that Sk(a) = ∅.
(d) The following digraph, with a directed odd cycle instead of the undirected one in G′′, has a kernel—not by
Theorem 2.12, but by 2.6. It has no even strongly separating set, but {a, t1, t ′2} is a free, doubly separating, perfect candidate.
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Theorem 2.12 gives trivially the following corollary.
Corollary 2.14 ((1)+ (2)+ (c)). A sinkless digraph G, that is strongly separated by a free even F ⊆ G, has a kernel.
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