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Abstract
This paper presents a method of determining joint distributions by known conditional
distributions. A generalization of the Factorization Theorem is proposed. The generalized
theorem is proved under the assumption that the support of unknown joint distribution may
be divided into a countable number of sets, which all satisfy the relative weak positivity
condition. This condition is deﬁned in the paper and it generalizes the positivity condition
introduced by Hammersley and Clifford. The theorem is illustrated with three examples. In the
ﬁrst example we determine a joint density in the case when the support of an unknown density
is a continuous nonproduct set from Euclidean space R2: In the second example we seek the
joint probability for the number of trials and the number of successes in Bernoulli’s scheme.
We also examine a simple example given by Kaiser and Cressie (J. Multivariate Anal. 73
(2000) 199).
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1. Introduction
The problem of determining the joint distribution by known conditional
distributions has been investigated by many authors, for example by Brook [4],
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Press [1], Hobert and Casella [7,8], Hobert et al. [9], Kopciuszewski [11], Kaiser and
Cressie [10] and others. The theorem proved by Hammersley and Clifford [6] is the
crucial theorem, which presents the formula to determine the joint distribution by
conditional distributions under the positivity condition proposed by these authors. If
a joint distribution is uniquely determined by conditional distributions then the only
alternative way to obtain a joint distribution by means of conditional distributions is
the usage of Gibbs sampling algorithm [5,7–9,11]. In the paper we introduce the
relative weak positivity condition, which generalizes the positivity condition
introduced by Hammersley and Clifford [6] and the MRF support condition
introduced by Kaiser and Cressie [10]. Under this new condition we propose a
method which makes a joint distribution dependent on conditional distributions
even in the case when the support of a joint distribution is not a Cartesian product.
The theorem is illustrated with three examples, where the supports of joint
distributions are not Cartesian products.
2. A generalization of the factorization theorem, based on the current results
Let ni; i ¼ 1;y; n; be a s-ﬁnite measure on the measurable space ðR;BÞ: Let
Pijx1;y;xi1;xiþ1;y;xn ; i ¼ 1;y; n; be a probability measure which depends on n  1
values xjAR; j ¼ 1;y; n; jai: Let piðxijx1;y; xi1; xiþ1;y; xnÞ ¼ piðxijxj; jaiÞ be
the density of the measure Pijx1;y;xi1;xiþ1;y;xn ; with respect to the measure ni; i ¼
1;y; n: Let n ¼ n1 ? nn be the product measure on the space ðRn;BnÞ:
Deﬁnition 1. The densities piðxijxj ; jaiÞ; i ¼ 1;y; n; are said to be functionally
compatible if there exists a nonnegative n-measurable function pðx1;y; xnÞ; such
that for all xARn
piðxijxj; jaiÞppðx1;y; xnÞ; ð2:1Þ




Rn pðxÞnðdxÞoN then the densities p1;y; pn are said to be compatible, i.e. the
densities p1;y; pn are conditionals, and p is the proper joint density determined by
p1;y; pn:
Proportionality (2.1) concerns the variable xi; i ¼ 1;y; n; only.
If the densities pi; i ¼ 1;y; n; are functionally compatible then the set S ¼
fxARn : pðxÞ40g is the support of the joint density p: Proportionality (2.1) implies
that the densities pi; i ¼ 1;yn; are positive for all xAS:
Hammersley and Clifford [6] introduced the positivity condition. From this
condition, apart from some trivial cases, it results that the support S of density p is a
Cartesian product of n sets. They gave a formula to determine the joint density
pðx1;y; xnÞ by some given conditionals piðxijx1;y; xi1; xiþ1;y; xnÞ; i ¼ 1;y; n;
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under the positivity condition. Hammersley and Clifford proved the following
theorem.
Theorem 1 (Hammersley–Clifford Theorem). Under the positivity condition, the joint
density pðx1;y; xnÞ is proportional toYn
j¼1
prj ðxrj jxr1 ;y; xrj1 ; x0rjþ1 ;y; x0rnÞ
prj ðx0rj jxr1 ;y; xrj1 ; x0rjþ1 ;y; x0rnÞ
; ð2:2Þ
for every permutation ðr1;y; rnÞ on f1;y; ng and every x0AS:
This theorem is sometimes known as the Factorization Theorem [3].
Result (2.2) is satisﬁed, since it exists at least one point x0AS and a permutation
ðr1;y; rnÞ on f1;y; ng such that prj ðx0rj jxr1 ;y; xrj1 ; x0rjþ1 ;y; x0rnÞ is positive for all
xAS and all j ¼ 1;y; n: Hence, the positivity condition is too strong an assumption
to determine the joint density p by the given conditionals p1;y; pn: For this reason
we introduce a new deﬁnition of weak positivity.
Deﬁnition 2. Functionally compatible densities p1;y; pn satisfy the weak positivity
condition (in short WP) on a set ACS; if there exists a point x0AA and a
permutation ðr1;y; rnÞ on f1;y; ng; such that for n-almost all points xAA and all
j ¼ 1;y; n;
prj ðx0rj jxr1 ;y; xrj1 ; x0rjþ1 ;y; x0rnÞ40: ð2:3Þ
Certainly, if densities p1;y; pn satisfy the positivity condition then they also
satisfy the WP condition. Moreover, it should be noticed that if densities p1;y; pn
satisfy the WP condition on a set A; then there exists a point x0AA and a
permutation ðr1;y; rnÞ on f1;y; ng; such that the density p satisﬁes result (2.2) for
n-almost all xAA:
Kaiser and Cressie [10] introduced the Markov random ﬁeld (MRF) support
condition which means that there exists a point x0AA such that for all permutations
ðr1;y; rnÞ on f1;y; ng and for all points xAA condition (2.3) holds. That is why the
MRF support condition given by Kaiser and Cressie is satisﬁed by a much smaller
class of supports than the WP condition.
We illustrate the idea of the WP condition with two short examples. Let A be the
circle shown in Fig. 1a and let p1; p2 be two functionally compatible densities, which
are positive on A: Notice that there exists a point x0AA (from the diameter of
the circle A; which is parallel to axis x1) and permutation (1,2), such that for all
x ¼ ðx1; x2ÞAA;
p1ðx01jx02Þ40 and p2ðx02jx1Þ40:
Hence, the densities p1; p2 satisfy the WP condition on the set A: Moreover, if the set
A is the support of the density p; then p can be determined from result (2.2). It
should be noticed that inequality (2.3) is not satisﬁed for the point x0AA and the
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permutation (2,1), because there exist some points x ¼ ðx1; x2ÞAA; for which
p1ðx01jx2Þ ¼ 0:
Suppose now that the set A is the triangle shown in Fig. 1b. In this case there exists
a point x0AA (from the side of the triangle A; which is parallel to axis x2) and
permutation (2,1), such that for two functionally compatible densities p1 and p2;
which are positive on the set A and for all points x ¼ ðx1; x2ÞAA;
p2ðx02jx01Þ40 and p1ðx01jx2Þ40:
Therefore p1; p2 satisfy the WP condition on the set A: Note that the WP condition is
not satisﬁed for the point x0AA and the permutation (1,2), because there exist some
points x ¼ ðx1; x2ÞAA; for which p2ðx02jx1Þ ¼ 0:
In [11] the relation RA between two points x; yAACS was introduced as follows.
Deﬁnition 3. A point xAA is in relation RA to a point yAA; which we write as xRAy;
iff there exists a natural number k and a ﬁnite sequence of vectors cðjÞ ¼
ð0;y; 0; cmj ; 0;y; 0Þ; cmja0; j ¼ 0;y; k  1; from Euclidean space Rn; which have
only one component different from zero, such that
zð0Þ ¼ x;
zðjþ1Þ ¼ zðjÞ þ cðjÞAA; where j ¼ 0;y; k  1;
zðkÞ ¼ y:
The above deﬁnition means that two points xAA and yAA can be joined by a
broken line with all points within the set A and any of its intervals is parallel to one
of the axes.
Let I be a subset of nonnegative integers, the least element of which is equal to
zero. In particular, the set I can be a ﬁnite set, for example I ¼ f0; 1;y; ng;
0pnoN; or the set of all nonnegative integers.
Below we introduce another deﬁnition of relative weak positivity.
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Fig. 1. a.) The densities p1;p2 satisfy the WP condition with the point x0 and the permutation (1,2). b.)
The densities p1; p2 satisfy the WP condition with the point x0 and the permutation (2,1).
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Deﬁnition 4. Functionally compatible densities p1;y; pn satisfy the relative weak
positivity condition (in short RWP), iff
(i) there exists a sequence of disjoint sets SiCS; iAI ; (not necessarily with positive n
measure), such that p1;y; pn satisfy the WP condition on all these sets and such
that S ¼ SiAI Si; that is, for any iAI there exists a point xðiÞASi and a
permutation ðri;1;y; ri;nÞ on f1;y; ng; such that for n-almost all xASi and all
j ¼ 1;y; n
prj ðxðiÞri;j jxri;1 ;y; xri;j1 ; xðiÞri;jþ1 ;y; xðiÞri;nÞ40:
(ii) xðiÞRSxðiþ1Þ; for all i; i þ 1AI ; that is, for any iAI there exists a natural number
ki and a ﬁnite sequence of vectors c
ði;jÞ ¼ ð0;y; 0; cmi;j ; 0;y; 0Þ; cmi;ja0; j ¼
0;y; ki  1; from Euclidean space Rn; satisfying
zði;0Þ ¼ xðiÞ;
zði;jþ1Þ ¼ zði;jÞ þ cði;jÞAS; where j ¼ 0;y; ki  1;
zði;kiÞ ¼ xðiþ1Þ:
Below we present some remarks related to this deﬁnition.
We can notice that zði;jÞ and zði;jþ1Þ differ on their mi;j component, for all iAI ;
j ¼ 0;y; ki  1: From result (2.2) it follows that
pðzði;jþ1ÞÞ ¼ Ci;jpðzði;jÞÞ; ð2:4Þ
where
Ci;j ¼











In consequence, we conclude that for all i; i þ 1AI ;













j¼0 Dj ¼ 1 is used in the paper, for simplicity.
It is very important for our results that the above condition makes all densities
pðxðiÞÞ; iAI ; dependent on the density pðx0Þ in only one point x0AS:
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Now we can propose a theorem which is a generalization of the Hammersley–
Clifford Theorem (known as the Factorization Theorem).
Theorem 2. If functionally compatible densities p1;y; pn satisfy the RWP condition,





pri;j ðxri;j jxri;1 ;y; xri;j1 ; xðiÞri;jþ1 ;y; xðiÞri;nÞ






Proof. From item (i) of the RWP deﬁnition it follows that there exists a disjoint
countable covering fSigiAI of the set S such that for any iAI there exists a
permutation ðri;1;y; ri;nÞ on f1;y; ng and a point xðiÞASi; such that for n-almost all
xASi and all j ¼ 1;y; n;
pri;j ðxðiÞri;j jxri;1 ;y; xri;j1 ; xðiÞri;jþ1 ;y; xðiÞri;nÞ40:




pri;j ðxri;j jxri;1 ;y; xri;j1 ; xðiÞri;jþ1 ;y; xðiÞri;nÞ
pri;j ðxðiÞri;j jxri;1 ;y; xri;j1 ; xðiÞri;jþ1 ;y; xðiÞri;nÞ
pðxðiÞÞ: ð2:8Þ
From (2.6), which is the conclusion from item (ii) of the RWP deﬁnition
and from (2.8) we have that for all iAI and n-almost all xASi the density
pðxÞ is equal to
Yn
j¼1
pri;j ðxri;j jxri;1 ;y; xri;j1 ; xðiÞri;jþ1 ;y; xðiÞri;nÞ




The sets Si; iAI ; are disjoint covering of the set S: Hence it is easily seen that (2.7) is
proved for n-almost all xAS:
Now we deﬁne the neighborhood of any site iAf1;y; ng and formulate the
straightforward corollary to Theorem 2. Site jai is said to be a neighbor of site i if
and only if the density piðxijx1;yxi1; xiþ1;y; xnÞ depends functionally upon the
variable xj: Notice that the density pi1;y;il of the distribution of any random vector
ðXi1 ;y; Xil ÞT ; i1;y; ilAf1;y; ng; lX1; given all other site values can be determined
by conditionals pi1 ;y; pil ; using (2.7) if these conditionals satisfy the RWP condition
(on the support of the density pi1;y;il ). Then the corollary from Theorem 2 is that the
distribution of any random vector ðXi1 ;y; Xil ÞT given all other site values depends
only upon the realizations xi1 ;y; xil of the variables Xi1 ;y; Xil and the values at
neighboring sites i1;y; il :
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3. More convincing examples
In the next three examples we ﬁnd the joint distributions with nonproduct
supports by means of Theorem 2.
Notice that two densities p1ðx1jx2Þ and p2ðx2jx1Þ are functionally compatible iff
there exist two functions f1 and f2 positive on S; such that for all ðx1; x2ÞAS;
p1ðx1jx2Þ
p2ðx2jx1Þ ¼ f1ðx1Þf2ðx2Þ:
3.1. Determining the continuous joint density with nonproductive support
Suppose that






where x1X0; 0px2  x1p1:
From the remark at the beginning of this section it is easily seen that the densities
p1 and p2 are functionally compatible. Notice that p2 is proportional to the normal
density Nðx1 þ 0:5; 1Þ on the interval ½x1; x1 þ 1 and p1 is proportional to the
exponential density with parameter x2 on the interval ½x2  1; x2:
Then the support S of the unknown joint density p is not a product set. The
support S is the set included between two straight lines x2 ¼ x1 and x2 ¼ x1 þ 1; that
is, S ¼ fx ¼ ðx1; x2ÞAR2: x1X0; 0px2  x1p1g (Fig. 2).
Notice that there exists a sequence of disjoint sets Si; i ¼ 0; 1;y such that
(i) Si ¼ fðx1; x2ÞAS: x1A½i; i þ 1Þ; x2A½x1; x1 þ 1g and S ¼
SN
i¼0 Si;
(ii) there exists a sequence of points xðiÞ ¼ ði; i þ 1ÞASi; i ¼ 0; 1;y; such that for all
xASi;
p1ðxðiÞ1 jxðiÞ2 Þ40 and p2ðxðiÞ2 jx1Þ40;
that is, the densities p1 and p2 fulﬁl the WP condition on the sets Si; i ¼ 0; 1;y
(Fig. 2).
(iii) xðiÞRSxðiþ1Þ; for all iX0 (see the comment under Deﬁnition 3).










Firstly, we ﬁnd the product
Qi1
j¼0 Dj ; i ¼ 1; 2;y : From (2.5) we have
pðxðiþ1ÞÞ ¼ DipðxðiÞÞ; i ¼ 0; 1;y;
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2 jxðiþ1Þ1 Þp1ðxðiþ1Þ1 jxðiÞ2 Þ
p2ðxðiÞ2 jxðiþ1Þ1 Þp1ðxðiÞ1 jxðiÞ2 Þ
:
The components of the points xðiÞ and xðiþ1Þ satisfy xðiþ1Þ1 ¼ xðiÞ2 and xðiþ1Þ2 ¼
x
ðiÞ
2 þ 1; i ¼ 0; 1;y: Hence,
Qi1
j¼0 Dj is equal to
p2ð2j1Þp1ð1j1Þ y  p2ði þ 1jiÞp1ðijiÞ
p2ð1j1Þp1ð0j1Þ y  p2ðijiÞp1ði  1jiÞ:
It implies that
Qi1






















j¼0 Dj; i ¼ 1; 2;y; is equal to
Yi
j¼1




















Fig. 2. The densities p1;p2 satisfy the WP condition on the set S0 with the point xð0Þ; on the set S1 with the
point xð1Þ and on the set S2 with the point xð2Þ; etc.
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ðx2 þ x1  0:5Þ2exp½x1ði þ 1Þ






Hence the joint density p is proportional to
exp 1
2
x2ðx2 þ 2x1  1Þ
 	
:
It is easily seen that the joint density p is a continuous function in all points
ði; x2ÞAS; i ¼ 0; 1;y; on the edge of the set Si: Therefore, it is a continuous function
in all xAS:
3.2. Determining the joint distribution of the number of trials and the number of
succeses in Bernoulli’s scheme
Suppose that we observe nX1 independent random variables Xi; i ¼ 1;y; n; with
identical zero-one distribution, where n is the realization of a random variable N:
The distribution of X ¼Pni¼1 Xi is then the Binomial distribution Bðn; pÞ with
parameters n and p ¼ PðXi ¼ 1Þ40; i ¼ 1;y; n: It follows that the conditional
distribution P1ðX ¼ xjN ¼ nÞ ¼ P1ðxjnÞ is the Binomial distribution. Moreover,
assume that the conditional distribution P2ðN ¼ njX ¼ xÞ ¼ P2ðnjxÞ is equal to
lnxx
ðnxÞ! expflxg; lx40; n ¼ x; x þ 1;y : It is the Poisson distribution for the
variable N  x with parameter lx40:





Hence, P1ðxjnÞ and P2ðnjxÞ are functionally compatible iff there exist two functions
g1; g2; such that l
n
x ¼ g1ðxÞg2ðnÞ for all n ¼ 1; 2;y and x ¼ 0; 1;y; n: It is easily
seen that lx is a constant, which is independent on the value x:
The Poisson distribution P2ðnjxÞ is the only distribution from the well-known class
of distributions which is functionally compatible with Binomial distribution P1ðxjnÞ
(if lx is a constant with respect to x).
The main aim of this example is to obtain the joint distribution PðX ¼ x;
N ¼ nÞ ¼ Pðx; nÞ: The support S (Fig. 3) of the joint distribution P satisﬁes the
following condition:
S ¼ fðx; nÞAR2 : n ¼ 1; 2;y; x ¼ 0; 1;y; ng:
Hence, the conditional distributions P1 and P2 do not fulﬁl the positivity condition.
They satisfy the WP condition on the whole set S with the point xð0Þ ¼ ðx; nÞ ¼ ð0; 1Þ
and with the permutation (2,1). According to the WP condition we have for all
n ¼ 1; 2;y
P1ð0jnÞ40 and P2ð1j0Þ40:
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Notice that there does not exist a point ðx0; n0ÞAS; for which the distributions P1
and P2 fulﬁl the WP condition on the set S with the permutation (1,2), because
P2ðn0jxÞ ¼ 0 for all n0 ¼ 1; 2;y and for all x ¼ n0 þ 1; n0 þ 2;y:
Then, the joint distribution Pðx; nÞ is proportional to
P1ðxjnÞP2ðnj0Þ
P1ð0jnÞP2ð1j0Þ:





















That is why P1 and P2 are compatible.
3.3. Two finite discrete models
The ﬁrst example is the one presented by Kaiser and Cressie [10]. The authors
considered the conditionals which did not satisfy the MRF support condition and
that is why the joint distribution could not be determined by their theorem.
Suppose that we have two random variables X1Af0; 1g and X2Af1; 2; 3g and
consider the conditional speciﬁcations:
P1ð0j1Þ ¼ 1; P1ð0j2Þ ¼ 0:43; P2ð1j0Þ ¼ 0:7;
P2ð2j0Þ ¼ 0:3; P2ð2j1Þ ¼ 0:4; P2ð3j1Þ ¼ 0:6;
where PiðxijxjÞ ¼ PiðXi ¼ xijXj ¼ xjÞ; i; j ¼ 1; 2:
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For these conditionals S ¼ fð0; 1Þ; ð0; 2Þ; ð1; 2Þ; ð1; 3Þg and it is easily seen that the
conditionals satisfy the RWP condition on the set S (but not the MRF support
condition).
(i) There exist two disjoint sets S1 ¼ fð0; 1Þ; ð0; 2Þg and S2 ¼ fð1; 2Þ; ð1; 3Þg; such
that the conditionals P1 and P2 satisfy the WP condition (even the positivity
condition) on the sets S1 and S2: That is, there exist two points x
ð0Þ ¼ ð0; 2ÞAS1
and xð1Þ ¼ ð1; 2ÞAS2 such that
P2ðX2 ¼ x2jX1 ¼ 0Þ40 for ðx1; x2ÞAS1 and
P2ðX2 ¼ x2jX1 ¼ 1Þ40 for ðx1; x2ÞAS2:
(ii) xð0ÞRSxð1Þ because the points xð0Þ and xð1Þ differ on their ﬁrst component,
only.
From formula (2.7) we have
PðX1 ¼ 0; X2 ¼ 1Þ ¼ 0:35; PðX1 ¼ 0; X2 ¼ 2Þ ¼ 0:15;
PðX1 ¼ 1; X2 ¼ 2Þ ¼ 0:2; PðX1 ¼ 1; X2 ¼ 3Þ ¼ 0:3:
Now suppose that we have four random variables X1; X2; X3; X4Af0; 1g and
consider the conditional speciﬁcations:
P1ð0j0; 0; 0Þ ¼ a40; P1ð1j0; 0; 0Þ ¼ 1 a40; P2ð0j1; 0; 0Þ ¼ b40;
P2ð1j1; 0; 0Þ ¼ 1 b40; P3ð0j1; 1; 0Þ ¼ c40; P3ð1j1; 1; 0Þ ¼ 1 c40;
P4ð0j1; 1; 1Þ ¼ d40; P4ð1j1; 1; 1Þ ¼ 1 d40;
where PiðXi ¼ xijXj ¼ xj; Xk ¼ xk; Xl ¼ xlÞ ¼ Piðxijxj; xk; xlÞ and i; j; k; lAf1; 2;
3; 4g are different sites.
For these conditionals S ¼ fð0; 0; 0; 0Þ; ð1; 0; 0; 0Þ; ð1; 1; 0; 0Þ; ð1; 1; 1; 0Þ;
ð1; 1; 1; 1Þg: Certainly, the conditionals satisfy the RWP condition, because
(i) There exist two disjoint sets S1 ¼ fð0; 0; 0; 0Þ; ð1; 0; 0; 0Þ; ð1; 1; 0; 0Þg and S2 ¼
fð1; 1; 1; 0Þ; ð1; 1; 1; 1Þg; such that the conditionals satisfy the WP condition on
the sets S1 and S2: That is, there exist two points x
ð0Þ ¼ ð1; 0; 0; 0ÞAS1 and
xð1Þ ¼ ð1; 1; 1; 0ÞAS2 such that
P2ð0jx1; x3; x4Þ40; P1ð1j0; x3; x4Þ40 for ðx1; x2; x3; x4ÞAS1 and
P3ð1jx1; x2; x4Þ40; P4ð1jx1; x2; 1Þ40 for ðx1; x2; x3; x4ÞAS2:
(ii) xð0ÞRSxð1Þ (see the comment under Deﬁnition 3).
From formula (2.5) or (2.6) we have
Pðxð1ÞÞ ¼ P3ð1j1; 1; 0ÞP2ð1j1; 0; 0Þ
P3ð0j1; 1; 0ÞP2ð0j1; 0; 0Þ Pðx
ð0ÞÞ:
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From formula (2.7) we have
Pð0; 0; 0; 0Þ ¼P1ð0j0; 0; 0Þ
P1ð1j0; 0; 0Þ Pðx
ð0ÞÞ; Pð1; 1; 0; 0Þ ¼ P2ð1j1; 0; 0Þ
P2ð0j1; 0; 0ÞPðx
ð0ÞÞ;
Pð1; 1; 1; 1Þ ¼P4ð1j1; 1; 1Þ
P4ð0j1; 1; 1Þ
P3ð1j1; 1; 0ÞP2ð1j1; 0; 0Þ
P3ð0j1; 1; 0ÞP2ð0j1; 0; 0Þ Pðx
ð0ÞÞ:
Hence,
Pðxð1ÞÞ ¼Pð1; 1; 1; 0Þ ¼ ð1 cÞð1 bÞ
cb
Pðxð0ÞÞ;
Pð0; 0; 0; 0Þ ¼ a
1 a Pðx
ð0ÞÞ; Pð1; 1; 0; 0Þ ¼ 1 b
b
Pðxð0ÞÞ;
Pð1; 1; 1; 1Þ ¼ ð1 dÞð1 cÞð1 bÞ
dcb
Pðxð0ÞÞ:
For example a ¼ 0:5; b ¼ 0:4; c ¼ 0:3; d ¼ 0:2: Then we have
Pðxð0ÞÞ ¼ Pð1; 0; 0; 0Þ ¼ 1
21
; Pð0; 0; 0; 0Þ ¼ 1
21
; Pð1; 1; 0; 0Þ ¼ 1
14
;
Pð1; 1; 1; 0Þ ¼ 1
6
; Pð1; 1; 1; 1Þ ¼ 2
3
:
Generally, it seems that difﬁculties with the construction of joint distributions are
connected only with ﬁnding a covering Si; i ¼ 0; 1;y; of the support S such that the
RWP condition is satisﬁed, not with the dimensionality of the support.
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