The globular cluster ω Centauri (NGC 5139) is a puzzling stellar system harboring several distinct stellar populations whose origin still represents a unique astrophysical challenge. Current scenarios range from primordial chemical inhomogeneities in the mother cloud to merging of different sub-units and/or subsequent generations of enriched stars -with a variety of different pollution sources-within the same potential well. In this paper we study the chemical abundance pattern in the outskirts of ω Centauri, half-way to the tidal radius (covering the range of 20-30 arcmin from the cluster center), and compare it with chemical trends in the inner cluster regions, in an attempt to explore whether the same population mix and chemical compositions trends routinely found in the more central regions is also present in the cluster periphery. We extract abundances of many elements from FLAMES/UVES spectra of 48 RGB stars using the equivalent width method and then analyze the metallicity distribution function and abundance ratios of the observed stars. We find, within the uncertainties of small number statistics and slightly different evolutionary phases, that the population mix in the outer regions cannot be distinguished from the more central regions, although it is clear that more data are necessary to obtain a firmer description of the situation. From the abundance analysis, we did not find obvious radial gradients in any of the measured elements.
they are a signature of the cluster formation process or a result of the star formation history and related stellar evolution effects, is still matter of lively discussion (Renzini 2008 , Bekki et al. 2008 , Decressin et al. 2007 ). The prototype of globular hosting multiple populations has for long time been ω Cen (Villanova et al. 2007 ), although the current understanding is that it is possibly the remnant of a dwarf galaxy (Carraro & Lia 2000 , Tsuchiya et al. 2004 , Romano et al. 2007) . Most chemical studies of the stellar population in ω Cen are restricted within 20 arcmin of the cluster radius center (see Norris & Da Costa 1995 , Villanova et al. 2007 , where, probably, the diverse stellar components are better mixed and less subjected to external perturbations, like the Galactic tidal stress, than the outer regions. Assessing whether there are population inhomogeneities in ω Cen or gradients in metal abundance is a crucial step to progress in our understanding of this fascinating stellar system. In Scarpa et al. (2003, 2007) we presented the results of a spectroscopic campaign to study the stellar radial velocity dispersion profile at ∼ 25 arcmin, half way to the tidal radius (∼ 57 arcmin, Harris 1996) , in an attempt to find a new way to verify the MOND (Modified Newtonian Dynamics, Milgrom 1983) theory of gravitation. In this paper we make use of a subsample of those spectra (the ones taken for RGB stars) and extract estimates of metal abundances for some of the most interesting elements. The aim is to study the chemical trends of the stellar populations in the cluster periphery, to try to learn whether the cluster outskirts contain, both qualitatively and quantitatively, the same population mix and to infer from this additional information on the cluster formation and evolution. The layout of the paper is as follows. In Sect. 2 we describe observations and data reduction, while Sect. 3 is dedicated to the derivation of metal abundances. These latter are then discussed in detail in Sect. 4. Sect. 5 is devoted to the comparison of the metal abundance trends in the inner and outer regions of ω Cen, and, finally, Sect. 6 summarizes the findings of this study.
Observations and Data reduction
Our data-set consists of UVES spectra collected in August 2001, for a project devoted to measuring radial velocities and establishing membership in the outskirts of the cluster. Data were obtained with UVES/VLT@UT2 (Pasquini et al. 2002) with a typical seeing of 0.8-1.2 arcsec. We observed isolated stars from the lower red giant branch (RGB) up to the tip of the RGB of ω Cen, in the magnitude range 11.5 < V < 16.0.
We used the UVES spectrograph in the RED 580 setting. The spectra have a spectral coverage of ∼2000Å with the central wavelength at 5800Å. The typical signal to noise ratio is S/N ∼ 20 − 30. For additional details, the reader is referred to Scarpa et al. (2003) .
Data were reduced using UVES pipelines (Ballester et al. 2000) , including bias subtraction, flat-field correction, wavelength calibration, sky subtraction and spectral rectification. Stars were selected from photographic BV observations (van Leeuwen et al. 2000) coupled with infrared JHK 2MASS photometry (Skrutskie et al. 2006) . Targets are located at a radial distance between 20 and 30 arcmin. The whole sample of stars contain both RGB and horizontal branch (HB) stars. In this paper we focus our attention only on RGB objects, for the sake of comparison with previous studies.
Radial velocities and membership
In the present work, radial velocities were used as the membership criterion since the cluster stars all have similar motions with respect to the observer. The radial velocities of the stars were measured using the IRAF FX-COR task, which cross-correlates the object spectrum with a template. As a template, we used a synthetic spectrum obtained through the spectral synthesis code SPECTRUM (see http://www.phys.appstate.edu/spectrum/spectrum.html for more details), using a Kurucz model atmosphere with roughly the mean atmospheric parameters of our stars T eff = 4900 K, log(g) = 2.0, v t = 1.3 km/s, [Fe/H] = −1.40. Each radial velocity was corrected to the heliocentric system. We calculated a first approximation mean velocity and the r.m.s (σ) of the velocity distribution. Stars showing v r out of more than 3σ from the mean value were considered probable field objects and rejected, leaving us with 48 UVES spectra of probable members, whose position in the CMD are shown in Fig. 1 . Radial velocities for member stars are reported in Tab. 2
Abundance analysis

Continuum determination
The chemical abundances for all elements were obtained from the equivalent widths (EWs) of the spectral lines (see next Section for the description of the line-list we used). An accurate measurement of EWs first requires a good determination of the continuum level. Our relatively metal-poor stars allowed us to proceed in the following way. First, for each line, we selected a region of 20 A centered on the line itself (this value is a good compromise between having enough points, i. e. a good statistic, and avoiding a too large region where the spectrum might not be flat). Then we built the histogram of the distribution of the flux where the peak is a rough estimation of the continuum. We refined this determination by fitting a parabolic curve to the peak and using the vertex as our continuum estimation. Finally, we revised the continuum determination by eye and corrected by hand if an obvious discrepancy with the spectrum was found. Then, using the continuum value previously obtained, we fit a Gaussian curve to each spectral line and obtained the EW from integration. We rejected lines if they were affected by bad continuum determinations, by non-Gaussian shape, if their central wavelength did not agree with that expected from our line-list, or if the lines were too broad or too narrow with respect to the mean FWHM. We verified that the Gaussian shape is a good approximation for our spectral lines, so no Lorenzian correction has been applied. 
The linelist
The line-lists for the chemical analysis were obtained from the VALD database (Kupka et al. 1999) and calibrated using the Solar-inverse technique. For this purpose we used the high resolution, high S/N Solar spectrum obtained at NOAO (N ational Optical Astronomy Observatory, Kurucz et al. 1984) . The EWs for the reference Solar spectrum were obtained in the same way as the observed spectra, with the exception of the strongest lines, where a Voigt profile integration was used. Lines affected by blends were rejected from the final line-list. Metal abundances were determined by the Local Thermodynamic Equilibrium (LTE) program MOOG (freely distributed by C. Sneden, University of Texas at Austin), coupled with a solar model atmosphere interpolated from the Kurucz (1992) grids using the canonical atmospheric parameters for the Sun: T eff = 5777 K, log(g) = 4.44, v t = 0.80 km/s and [Fe/H] = 0.00. In the calibration procedure, we adjusted the value of the line strength log(gf) of each spectral line in order to report the abundances obtained from all the lines of the same element to the mean value. The chemical abundances obtained for the Sun and used in the paper as reference are reported in Tab. 1.
Atmospheric parameters
Estimates of the atmospheric parameters were derived from BVJHK photometry. Effective temperatures (T eff ) for each star were derived from the T eff -color relations (Alonso et al. 1999 , Di Benedetto 1998, and Ramirez & Mélendez 2005) . Colors were de-reddened using a reddening given by Schlegel et al. (1998) . A value E(B-V) = 0.134 mag. was adopted.
Surface gravities log(g) were obtained from the canonical equation:
For M/M ⊙ we adopted 0.8 M ⊙ , which is the typical mass of RGB stars in globular clusters. The luminosity L/L ⊙ was obtained from the absolute magnitude M V , assuming an absolute distance modulus of (m-M) 0 =13.75 (Harris 1996) , which gives an apparent distance modulus of (m-M) V =14.17 using the adopted reddening. The bolometric correction (BC) was derived by adopting the relation BC-T eff from Alonso et al. (1999) . which was obtained specifically for old RGB stars, as it is our present sample. Adopted atmospheric parameters for each star are reported in Tab. 2 in column 9,10,11. In this Table column 1 gives the ID of the star, columns 2 and 3 the coordinates, column 4,5,6,7,8 the B,V,J,H,K magnitudes, column 12 the heliocentric radial velocity.
Chemical abundances
The Local Thermodynamic Equilibrium (LTE) program MOOG (freely distributed by C. Sneden, University of Texas at Austin) has been used to determine the abundances from EWs, coupled with model atmosphere interpolated from the Kurucz (1992) for the parameters obtained as described in the previous Section. The wide spectral range of the UVES data allowed us to derive the chemical abundances of several elements. Chemical abundances for single stars we obtained are listed in Tab. 3. The last line of this table gives the mean number of lines we were able to measured for each elements. Ti is the only element for which we could measure neutral and first ionization lines. The difference of mean abundances obtained from the two stages is:
This difference is small and compatible with zero within 3 σ. This confirms that gravities obtained by the canonical equation are not affected by appreciable systematic errors.
Internal errors associated with the chemical abundances
The measured abundances of every element vary from star to star as a consequence of both measurement errors and intrinsic star to star abundance variations. In this section our goal is to search for evidence of intrinsic abundance dispersion in each element by comparing the observed dispersion σ obs and that produced by internal errors (∆ tot ). Clearly, this requires an accurate analysis of all the internal sources of measurement errors. We remark here that we are interested in star-to-star intrinsic abundance variation, i.e. we want to measure the internal intrinsic abundance spread of our sample of stars. For this reason, we are not interested in external sources of error which are systematic and do not affect relative abundances. It must be noted that two main sources of errors contribute to σ tot . They are:
• the errors σ EW due to the uncertainties in the EWs measures;
• the uncertainty σ atm introduced by errors in the atmospheric parameters adopted to compute the chemical abundances.
σ EW is given by MOOG for each element and each star. In Tab. 4 we reported in the second column the average σ EW for each element. For Mg and Zn we were able to measure only one line. For this reason their σ EW has been obtained as the mean of σ EW of Na and Si multiplied by √ 2. Na and Si lines were selected because their strength was similar to that of Mg and Zn features. This guarantees that σ EW , due to the photon noise, is the same for each single line.
Errors in temperature are easy to determine because, for each star, it is the r.m.s. of the temperatures obtained from the single colours. The mean error ∆T eff turned out to be 50 K. Uncertainty on gravity has been obtained by the canonical formula using the propagation of errors. The variables used in this formula that are affected by random errors are T eff and the V magnitude. For temperature we used the error previously obtained, while for V we assumed a error of 0.1 mag, which is the typical random error for photographic magnitudes. Other error sources (distance modulus, reddening, bolometric correction) affect gravity in a systematic way, so are not important to our analysis. Mean error in gravity turned out to be 0.06 dex. This implies, in turn, a mean error in microturbolence of 0.02 km/s.
Once the internal errors associated with the atmospheric parameters were calculated, we re-derived the abundances of two reference stars (#00006 and #42012) which roughly cover the whole temperature range of our sample by using the following combination of atmospheric parameters:
where T eff , log(g), v t are the measures determined in Section 3.2 .
The difference of abundance between values obtained with the original and those ones obtained with the modified values gives the errors in the chemical abundances due to uncertainties in each atmospheric parameter. They are listed in Tab. 4 (columns 3, 4 and 5) and are the average values obtained from the two stars. Because the parameters were not obtained indipendently we cannot estimate of the total error associated with the abundance measures by simply taking the squadratic sum of all the single errors. Instead we calculated the upper limits for the total error as:
listed in column 6 of Tab. 4. Column 7 of Tab. 4 is the observed dispersion. Comparing σ obs with ∆ tot (wich is an upper limit) we can see that for many elements (Mg, Si, Ca, Ti, Cr, Ni) we do not find any evidence of inhomogeneity among the whole Fe range. Some others (Na, Zn, Y, Ba) instead show an intrinsic dispersion. This is confirmed also by Figs. 3 and 4 (see next Section). Finally we just mention here the problem of the differential reddening. Some authors (Calamida et al. 2005) claim that is is of the order of 0.03 mag, while some others (McDonald et al. 2009 ) suggest a value lower than 0.02 dex. However all those results concern the internal part, while no information is available for the region explored in this paper. We can only say that an error on the reddening of 0.03 dex would alter the temperature of 90 degrees.
Results of abundance analysis
The results of the abundance analysis are shown in Fig. 2 for [Fe/H], and in Figs. 3 and 4 for all the abundance ratios we could derive. A Gaussian fit was used to derive the mean metallicity of the three peaks in Fig. 2 . We found the following values: -1.64 (metal poor population, MPP), -1.37 (intermediate Table 4 : Internal errors associated with the chemical abundances due to errors in the EW measurement (column 2) and in the atmospheric parameters (column 3,4,5) for the studied elements. 6 th column gives the total internal error, while the last column gives the observed dispersion of the abundances. See text for more details.
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σ 3 and 4 for all the elements we could measure. When the abundance ratio scatter is low (lower than 0.2 dex which, according to the previous Section, implies a homogeneous abundance) we also show the mean value of the data as a continuous line, to make the comparison with literature easier. What we find in the outer region of ω Cen is in basic agreement with previous investigations. Comparing our trends with -e.g.-Norris & Da Costa (1995) values( see next Section for a more general comparison with the literature), we find that all the abundance ratios we could measure are in very good agreement with that study, except for [Ti/Fe], which is slightly larger in our stars, and [Ca/Fe], which is slightly smaller in our study. However, within the measurement errors we do not find any significant deviation. The α−elements (Mg, Ti, Si and Ca, see Fig. 3 ) are systematically overabundant with respect to the Sun, while iron peak elements (Ni and Cr, see To this aim, we firstly compute the fraction of stars in the various metallicity ([Fe/H]) populations, and compare it with the inner regions trends from Villanova et al. (2007) , for the sake of homogeneity, to statistically test the significance of their similarity or difference. We are aware that this is not much more than a mere exercise. Firstly, while our program stars are mostly in the RGB phase, in Villanova et al (2007) sample only SGB stars are present. This implies that we are comparing stars in slightly different evolutionary phases. Second, and more important, the statistics is probably too poor. In fact, we report in Table 5 (column 2 and 3) the number of stars in the different metallicity bin derived from a Gaussian fit to our and Villanova et al. (2007) data. They have large errors. We see that within these errors the population mix is basically the same in the inner and outer regions. Therefore, with so few stars we cannot detect easily differences between the inner and outer regions. To check for that, we make use of the Kolmogorov-Smirnov statistics, and compare the metallicity distributions of the inner and outer samples, to see whether they come from the same parental distribution. We found that the probability that the two distributions derive from the same underlying distribution is 77%. This is quite a small number, and simply means that with these samples we cannot either disprove or confirm the null hypothesis (say that the two populations have same parental distribution). Besides, our sample and that of Villanova et al (2007) do not have stars belonging to the most metal-rich population of Omega centauri (at [Fe/H]∼-0.6), which therefore we cannot comment on.
That clarified, we then compare in Fig. 6 and Fig. 7 the trend of the various elements we could measure (see Table 4 (1995) , empty squares Smith et al. (2000) and, finally, empty pentagons Johnson et al. (2009) . We separate in Fig. 6 elements which do no show significant scatter (see Table 4 a sizeable scatter (see Fig. 7 ). Ba abundances from Villanova et al. (2007) were corrected of ∼-0.3 dex, to take into account the hyperfine structure that seriously affects the Ba line at 4554Å. Looking at Fig. 6 , we immediately recognize two important facts. First, all the studies we culled from the literature for Omega Cen central regions show the same trends. Second, and more important for the purpose of this paper, we do not see any significant difference bewteen the outer (filled circles) and inner (all the other symbols) regions of the cluster. Only Ti seems to be slightly over-abundant in the outer regions with respect to the more central ones.
As for the more scattered elements (see Fig. 7 ) we notice that Na shows the opposite trend in the outer regions with respect to the inner ones, but this is possibly related to a bias induced by the signal to noise of our data which does not allow us to detect Na-poor stars in the metal poor population. On the other hand, Y and Ba do not show any spatial difference.
Interestingly enough, at low metallicity Ba shows quite a significant scattered distribution, expecially for stars more metal-poor than -1.2 dex, covering a range of 1.5 dex. This behaviour is shared with Y and Na, althought at a lower level. Finally, we compare our Y vs. Ba trend with literature in Fig. 8 . Also in this case the agreement is very good and no radial trend is found.
The stars studied by Wylie-de Boer et al. (2009) deserve special attention. They belong to the Kapteyn Group, but their kinematics and chemistry suggest a likely association with ω Cen. These stars, in spite of being part of a moving group, exhibit quite a large iron abundance spread (see Fig. 6 and 7), totally compatible with the one of ω Cen. Also their Na and Ba abundance (see Fig.  7 ) are comparable with those of the cluster. We suggest that the comparison with our data reinforces the idea that the Kapteyn Group is likely formed by stars stripped away from ω Cen.
Conclusions
In this study, we analized a sample of 48 RGB stars located half-way to the tidal radius of ω Cen, well beyond any previous study devoted to the detailed chemical composition of the different cluster sub-populations. We compared the abundance trends in the cluster outer regions with literature studies which focus on the inner regions of ω Cen.
The results of this study can be summarized as follows:
• we could not highlight any difference between the outer and inner regions as far as [Fe/H]is concerned: the same mix of different iron abundance population is present in both locations;
• most elements appear in the same proportion both in the inner and in the outer zone, irrespective of the particular investigation one takes into account for the comparison;
• [Ba/Fe] shows an indication of a bimodal distribution at low metallicity at any location in the cluster, which deserves further investigation;
• no indications emerge of gradients in the radial abundance trend of the elements we could measure.
Our results clearly depend on a small data-set, and more extended studies are encouraged to confirm or deny our findings.
