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Abstract
In this paper we study unimodality problems for the independence polynomial
of a graph, including unimodality, log-concavity and reality of zeros. We establish
recurrence relations and give factorizations of independence polynomials for certain
classes of graphs. As applications we settle some unimodality conjectures and prob-
lems.
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1 Introduction
Throughout this paper all graphs considered are finite and simple. Graph theoretical
terms used but not defined can be found in Bondy and Murty [3].
An independent set in a graph G is a set of pairwise non-adjacent vertices. A maximum
independent set in G is a largest independent set and its size is denoted α(G). Let ik(G)
denote the number of independent sets of cardinality k in G. Then its generating function
I(G; x) =
α(G)∑
k=0
ik(G)x
k, i0(G) = 1
is called the independence polynomial of G (Gutman and Harary [18]). In general, it is an
NP-complete problem to determine the independence polynomial, since evaluating α(G)
is an NP-complete problem ([17]).
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Let a0, a1, . . . , an be a sequence of nonnegative numbers. It is unimodal if there is some
m, called a mode of the sequence, such that
a0 ≤ a1 ≤ · · · ≤ am−1 ≤ am ≥ am+1 ≥ · · · ≥ an.
It is log-concave if a2k ≥ ak−1ak+1 for all 1 ≤ k ≤ n − 1. It is symmetric if ak = an−k for
0 ≤ k ≤ n. Clearly, a log-concave sequence of positive numbers is unimodal (see, e.g.,
Brenti [5]). We say that a polynomial
∑n
k=0 akx
k is unimodal (log-concave, symmetric,
respectively) if the sequence of its coefficients a0, a1, . . . , an is unimodal (log-concave,
symmetric, respectively). A mode of the sequence a0, a1, . . . , an is also called a mode of
the polynomial
∑n
k=0 akx
k. Unimodality problems arise naturally in many branches of
mathematics and have been extensively investigated. See Stanley’s survey article [37] and
Brenti’s supplement [7] for details. A basic approach to unimodality problems is to use
Newton’s inequalities: Let a0, a1, . . . , an be a sequence of nonnegative numbers. Suppose
that the polynomial
∑n
k=0 akx
k has only real zeros. Then
a2k ≥ ak−1ak+1
(
1 +
1
k
)(
1 +
1
n− k
)
, k = 1, 2, . . . , n− 1,
and the sequence is therefore log-concave and unimodal (see Hardy, Littlewood and
Po´lya [19, p. 104]).
Unimodality problems of graph polynomials have always been of great interest to re-
searchers in graph theory. For example, it is conjectured that the chromatic polynomial
of a graph is unimodal (Read [35, p. 68]) and even log-concave (Welsh [41, p. 266]). It
is also well known that the matching polynomial of a graph has only real zeros [21, 36].
There has been an extensive literature in recent years on the unimodality problems of
independence polynomials (see [1, 10, 11, 14, 20, 22, 23, 24, 25, 26, 27, 28, 29, 30, 34, 42]
for instance). The independence polynomial is closely related to the matching polyno-
mial. Actually, the matching polynomial of a graph G coincides with the independence
polynomial of the line graph of G. In other words, the independence polynomial can be
regarded as a generalization of the matching polynomial. Wilf asked whether the inde-
pendence polynomials share the same unimodality property as the matching polynomials.
However Alavi, Malde, Schwenk, Erdo˝s [1] provided examples to demonstrate that inde-
pendence polynomials are not unimodal in general. They proposed the conjecture that
the independence polynomial of every tree or forest is unimodal. It is also conjectured
that the independence polynomial of every very well-covered graph is unimodal (see Levit
and Mandrescu [29] for details). Nevertheless, the independence polynomials for certain
special classes of graphs are unimodal and even have only real zeros. For example, the in-
dependence polynomial of a line graph has only real zeros. Chudnovsky and Seymour [14]
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further showed that the independence polynomial of a claw-free graph has only real ze-
ros (the line graph of any graph is claw-free). Brown and Nowakowski [11] showed that
while the independence polynomial of almost every graph of order n has a nonreal zero,
the average independence polynomials always have all real and simple zeros. Brown et
al. [9] showed that for every well-covered graph G there is a well-covered graph H , with
α(G) = α(H), such that G is an induced subgraph of H and I(H ; x) has all real and
simple zeros. Mandrescu [34] showed that given a graph G whose I(G; x) has only real
zeros, there are infinitely many graphs H having G as a subgraph, such that I(H ; x) has
only real zeros.
The present paper is devoted to the study of unimodality problems for the indepen-
dence polynomial of a graph, including unimodality, log-concavity and reality of zeros.
We establish recurrence relations and give factorizations of independence polynomials for
certain classes of graphs. As applications we settle some unimodality conjectures and
problems in the literature.
2 Lemmas
To explain our approach and prove the theorems, we state some simple lemmas
without proofs in this section.
LetG = (V,E) be a simple graph and v ∈ V . DenoteN(v) = {w : w ∈ V and vw ∈ E}
and N [v] = N(v) ∪ {v}. The following equalities are fundamental in calculating of the
independence polynomials and will be repeatedly used in the sequel.
Lemma 2.1 ([18, 22]). Let G = (V,E) be a simple graph. Then
(i) I(G; x) = I(G− v; x) + xI(G−N [v]; x) for arbitrary v ∈ V ;
(ii) I(G; x) = I(G− e; x)− x2I(G−N(u)⋃N(v); x) for arbitrary e = uv ∈ E.
Lemma 2.1 can be used to establish the recurrence relations for independence poly-
nomials for some classes of graphs. For example, let Pn be a path with n vertices. Then
I(P0; x) = 1, I(P1; x) = 1 + x and
I(Pn; x) = I(Pn−1; x) + xI(Pn−2; x), n = 2, 3, 4, . . . (2.1)
by Lemma 2.1 (i). For such a sequence of polynomials satisfying certain recurrence rela-
tion, there are various methods for showing the sequence has only real zeros. The following
result is a special case of Corollary 2.4 in Liu and Wang [31].
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Lemma 2.2. Let {Qn(x)}n≥0 be a sequence of polynomials with nonnegative coefficients
such that
(i) Qn(x) = an(x)Qn−1(x) + bn(x)Qn−2(x) for n ≥ 2;
(ii) Q0(x) is a constant and degQn−1 ≤ degQn ≤ degQn−1 + 1.
If bn(x) ≤ 0 whenever x ≤ 0, then {Qn(x)} has only real zeros. Furthermore, the zeros of
Qn(x) are separated by that of Qn−1(x).
From Lemma 2.2 it immediately follows a well-known result that I(Pn; x) has only
real zeros, and is therefore log-concave and unimodal by Newton’s inequalities. However,
Lemma 2.2 is useless in showing the unimodality and log-concavity of polynomials when
the condition (ii) is not satisfied. Hence it is necessary to use other proof techniques for
attacking unimodality problems on sequences of polynomials.
The following two lemmas are elementary but play the key role in our approach.
Lemma 2.3 ([12]). Let {zn}n≥0 be a sequence satisfying the linear recurrence relation
zn = azn−1 + bzn−2, n = 2, 3, . . . .
If a2 + 4b > 0, then the closed form for the sequence is
zn =
(z1 − z0λ2)λn1 + (z0λ1 − z1)λn2
λ1 − λ2 , n = 0, 1, 2, . . . ,
where
λ1 =
a+
√
a2 + 4b
2
, λ2 =
a−√a2 + 4b
2
are the roots of quadratic equation λ2 − aλ− b = 0.
Remark 2.1. It is clear that λ1 + λ2 = a and λ1λ2 = −b.
Lemma 2.4 ([2]). Let λ1, λ2 ∈ R and n ∈ N.
(i) If n is odd, then λn1 − λn2 = (λ1 − λ2)
∏n−1
2
s=1
[
(λ1 + λ2)
2 − 4λ1λ2 cos2 spin
]
.
(ii) If n is even, then λn1 − λn2 = (λ1 − λ2)(λ1 + λ2)
∏n−2
2
s=1
[
(λ1 + λ2)
2 − 4λ1λ2 cos2 spin
]
.
(iii) If n is odd, then λn1 + λ
n
2 = (λ1 + λ2)
∏n−1
2
s=1
[
(λ1 + λ2)
2 − 4λ1λ2 cos2 (2s−1)pi2n
]
.
(iv) If n is even, then λn1 + λ
n
2 =
∏n
2
s=1
[
(λ1 + λ2)
2 − 4λ1λ2 cos2 (2s−1)pi2n
]
.
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Remark 2.2. If λ1λ2 ≥ 0, then
λn1 − λn2
λ1 − λ2 =
n−1∏
s=1
(
λ1 + λ2 − 2
√
λ1λ2 cos
spi
n
)
=
n−1∏
s=1
(
λ1 + λ2 + 2
√
λ1λ2 cos
spi
n
)
. (2.2)
Applying Lemmas 2.3 and 2.4 to the recursion (2.1) we may obtain the factorization
of independence polynomials for paths
I(Pn; x) =
⌊(n+1)/2⌋∏
s=1
(
1 + 4x cos2
spi
n+ 2
)
, (2.3)
where ⌊·⌋ is the floor function (see Remark 3.1).
The independence polynomial of a disconnected graph is the product of the indepen-
dence polynomials of its connected components. So the following result will be very useful
in solving the unimodality problems for independence polynomials. We refer the reader
to Stanley’s survey article [37] for further information.
Lemma 2.5. Let f(x) and g(x) be polynomials with positive coefficients.
(i) If both f(x) and g(x) have only real zeros, then so does their product f(x)g(x).
(ii) If both f(x) and g(x) are log-concave, then so is their product f(x)g(x).
(iii) If f(x) is log-concave and g(x) is unimodal, then their product f(x)g(x) is unimodal.
(iv) If both f(x) and g(x) are symmetric and unimodal, then so is their product f(x)g(x).
3 Main Results and Applications
We present our main results in this section. As applications we settle certain conjec-
tures and problems that have occurred in the literature.
3.1 Concatenation of Graphs
Let G be a simple graph and v a vertex of G. Let G−n (v) denote the graph obtained by
identifying (gluing) each vertex of the path Pn with the vertex v of n copies G respectively.
We call G−n (v) the n-concatenation of the graph G on the vertex v. For example, the
vertebrated graph V
(m)
n defined in [42] is the n-concatenation of the star graph K1,m on
the center v, and the (n,m)-firecracker graph F
(m)
n defined in [13] is the n-concatenation
of the star graph K1,m on a leaf v (see Figure 1).
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Figure 1. A vertebrated graph and a firecracker graph.
Theorem 3.1. Let G−n (v) be the n-concatenation of the graph G on the vertex v. Then
I(G−n (v); x) = I
⌊n
2
⌋(G− v; x)
⌊n+1
2
⌋∏
s=1
[
I(G− v; x) + 4xI(G−N [v]; x) cos2 spi
n + 2
]
. (3.1)
Proof. Let fn = I(G
−
n (v); x). Denote a = I(G − v; x) and b = xI(G − N [v]; x). Then
f0 = 1, f1 = a+ b and
fn = afn−1 + abfn−2 (3.2)
by Lemma 2.1 (i). Solve this recursion by Lemma 2.3 to obtain
fn =
(a+ b− λ2)λn1 + (λ1 − a− b)λn2
λ1 − λ2 , (3.3)
where λ1 and λ2 are the roots of the quadratic equation λ
2 − aλ − ab = 0. Note that
a+ b− λ2 = λ1 + b = λ21/a and λ1 − a− b = −λ22/a. Hence
fn =
λ1
n+2 − λ2n+2
a(λ1 − λ2) .
Thus we have by Lemma 2.4
fn =
(λ1 − λ2)
n+1
2∏
s=1
[
(λ1 + λ2)
2 − 4λ1λ2 cos2 spin+2
]
a(λ1 − λ2) = a
n−1
2
n+1
2∏
s=1
(
a + 4b cos2
spi
n + 2
)
(3.4)
for odd n, and
fn =
n
2∏
s=1
[
(λ1 + λ2)
2 − 4λ1λ2 cos2 spi
n+ 2
]
= a
n
2
n
2∏
s=1
(
a+ 4b cos2
spi
n+ 2
)
(3.5)
for even n. Combine (3.4) and (3.5) to obtain (3.1).
Remark 3.1. If G is the singleton graph with the unique vertex v, then G−n (v) is just the
path Pn. Thus (2.3) is a special case of (3.1).
Theorem 3.1 gives the factorization of the independence polynomial of G−n (v). In what
follows we present some applications of this result.
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3.1.1 Vertebrated Graphs and Firecracker Graphs
Let G be the star graph K1,m with the center v. Then G
−
n (v) is the vertebrated
graph V
(m)
n . Levit and Mandrescu [23] showed that the independence polynomial of the
n-centipede V
(1)
n is unimodal and further conjectured that I(V
(1)
n ; x) has only real zeros.
Zhu [42] settled the conjecture and showed that the independence polynomial of the
caterpillar graph V
(2)
n is symmetric and unimodal. She also proposed the following.
Conjecture 3.1 ([42]). For n,m ≥ 0, the independence polynomial I(V (m)n ; x) is uni-
modal.
We next give a general result about the unimodality of the independence polynomials of
the vertebrated graphs, which in particular, gives an affirmative answer to Conjecture 3.1.
Proposition 3.1. Let n ≥ 1 and m ≥ 0. Then
(i) the independence polynomial of the vertebrated graph is
I(V (m)n ; x) = (1 + x)
m⌊n2 ⌋
⌊n+12 ⌋∏
s=1
[
(1 + x)m + 4x cos2
spi
n+ 2
]
. (3.6)
(ii) I(V
(m)
n ; x) is log-concave and therefore unimodal. In particular, I(V
(m)
n ; x) has only
real zeros for m = 0, 1, 2.
Proof. (i) Note that independence polynomials of the empty graph on m vertices and
the null graph are (1+x)m and 1 respectively. Hence (3.6) follows immediately from (3.1).
(ii) To show the log-concavity of I(V
(m)
n ; x), it suffices to show that each factor on
the right of (3.6) is log-concave by Lemma 2.5 (ii).
Let 0 ≤ a ≤ 1 and m ≥ 0. We claim that the polynomial
(1 + x)m + 4xa = 1 + (m+ 4a)x+
m(m− 1)
2
x2 +
m(m− 1)(m− 2)
6
x3 + · · ·+ xm
is log-concave. Actually, it suffices to prove the inequality[
m(m− 1)
2
]2
≥ (m+ 4a)
[
m(m− 1)(m− 2)
6
]
since (1 + x)m is log-concave. Clearly, it suffices to prove the inequality when a = 1. In
this case, the inequality is equivalent to m2 − 7m+ 16 ≥ 0, which is obviously true.
Thus I(V
(m)
n ; x) is log-concave and therefore unimodal for m ≥ 0.
It is obvious from (3.6) that I(V
(m)
n ; x) has only real zeros for m = 0, 1. It is also easy
to confirm that (x+ 1)2 + 4ax = x2 +2(1 + 2a)x+ 1 has only real zeros for a ≥ 0. Hence
I(V
(2)
n ; x) has only real zeros. This completes the proof of (ii).
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Similarly, applying Theorem 3.1 to the firecracker graph, the following result is imme-
diate.
Proposition 3.2. Let n ≥ 1 and m ≥ 0. Then
(i) I(F
(m)
n ; x) = [(x+ 1)m + x]
⌊n2 ⌋∏⌊n+12 ⌋
s=1
[
(x+ 1)m + x+ 4x(x+ 1)m cos2 spi
n+2
]
;
(ii) I(F
(m)
n ; x) is log-concave and unimodal.
3.1.2 Claw-free Graphs
Recently, Chudnovsky and Seymour [14] showed that the independence polynomial of
a claw-free graph has only real zeros. We say that two real polynomials f(x) and g(x) are
compatible if af(x) + bg(x) has only real zeros for all a, b ≥ 0. Chudnovsky and Seymour
in fact obtained the following result.
Lemma 3.1 ([14]). Let G be a claw-free graph. Then
(i) I(G− v; x) and xI(G−N [v]; x) are compatible for any v ∈ V (G);
(ii) I(G; x) has only real zeros.
We can extend this result as follows.
Proposition 3.3. If G is a claw-free graph, then for any vertex v of G, the independence
polynomial I(G−n (v); x) has only real zeros.
Proof. Recall that
I(G−n (v); x) = I
⌊n
2
⌋(G− v; x)
⌊n+1
2
⌋∏
s=1
[
I(G− v; x) + 4xI(G−N [v]; x) cos2 spi
n+ 2
]
.
By the assumption, the graph G is claw-free, so are the induced graphs G−v and G−N [v].
By Lemma 3.1, I(G− v; x) and xI(G−N [v]; x) have only real zeros and are compatible.
Hence I(G − v; x) + 4xI(G − N [v]; x) cos2 spi
n+2
has only real zeros for every s. Thus the
product I(G−n (v); x) has only real zeros.
Remark 3.2. Although the graphs V
(1)
n and V
(2)
n are not claw-free for n ≥ 2, their inde-
pendence polynomials have only real zeros from Proposition 3.3. As a contrast, I(V
(m)
n ; x)
is merely log-concave and unimodal in general for m ≥ 3.
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3.1.3 Concatenation of Graphs in a Circle
Let Cn denote the cycle with n vertices. Let G be a graph and v a vertex of G. Let
G◦n(v) denote the graph obtained by gluing each vertex of Cn with the vertex v of n copies
G respectively. We have a similar result to Theorem 3.1.
Proposition 3.4. Let G◦n(v) be defined as above. Then for n ≥ 3,
I(G◦n(v); x) = I
⌊n+12 ⌋(G− v; x)
⌊n2 ⌋∏
s=1
[
I(G− v; x) + 4xI(G−N [v]; x) cos2 (2s− 1)pi
2n
]
.
Proof. Let fn and gn be the independence polynomials of G
−
n (v) and G
◦
n(v) respectively.
Then by Lemma 2.1 (i),
gn = afn−1 + a
2bfn−3, n = 3, 4, . . . , (3.7)
where a = I(G− v; x) and b = xI(G−N [v]; x). Recall that
fn =
λ1
n+2 − λ2n+2
a(λ1 − λ2) ,
where λ1 and λ2 are the roots of the equation λ
2 − aλ− ab = 0. Hence
gn = a
λn+11 − λn+12
a(λ1 − λ2) + a
2b
λn−11 − λn−12
a(λ1 − λ2)
=
λn+11 − λn+12
λ1 − λ2 − λ1λ2
λn−11 − λn−12
λ1 − λ2
= λn1 + λ
n
2
= a⌊n+12 ⌋
⌊n2 ⌋∏
s=1
[
a+ 4b cos2
(2s− 1)pi
2n
]
.
by Lemma 2.4 (iii) and (iv). Thus the statement follows.
Remark 3.3. The sequence fn satisfies the linear recurrence relation (3.2), so by (3.7) the
sequence gn satisfies the same recursion:
gn = agn−1 + abgn−2, n = 5, 6, . . . .
Remark 3.4. If G is the singleton graph with the unique vertex v, then G◦n(v) is merely
the cycle Cn. Thus the independence polynomial is
I(Cn; x) =
⌊n2 ⌋∏
s=1
[
1 + 4x cos2
(2s− 1)pi
2n
]
.
Remark 3.5. There are similar results to Propositions 3.1, 3.2 and 3.3 for G◦n(v).
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3.2 A Conjecture of Levit and Mandrescu
In [30], Levit and Mandrescu constructed a family of graphs Hn from the path Pn
with n vertices by the so-called “clique cover of a graph” rule, as shown in Figure 2. By
H0 we mean the null graph.
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Figure 2. The graph Hn.
Using Lemma 2.1 (i) Levit and Mandrescu [30] showed that the independence poly-
nomials of Hn satisfy the recurrence relation{
I(H2m; x) = I(H2m−1; x) + xI(H2m−2; x),
I(H2m+1; x) = (1 + x)
2I(H2m; x) + xI(H2m−1; x),
with I(H0; x) = 1 and I(H1; x) = 1 + 3x + x
2. From this they can manage to show that
the independence polynomials of Hn are symmetric and unimodal. They further made
the following conjecture.
Conjecture 3.2 ([30]). The independence polynomial of Hn is log-concave and has only
real zeros for n ≥ 1.
We now use our approach to give the factorization of I(Hn; x), from which the result
and conjecture of Levit and Mandrescu are clearly true.
Theorem 3.2. Let n ≥ 1. Then
(i) the independence polynomial of Hn is
I(Hn; x) =
⌊(n+1)/2⌋∏
s=1
(
1 + 4x+ x2 + 2x cos
2spi
n+ 2
)
. (3.8)
(ii) I(Hn; x) is symmetric.
(iii) I(Hn; x) has only real zeros, and is therefore log-concave and unimodal.
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Proof. Let hn = I(Hn; x). Then by Lemma 2.1 (ii) we obtain
hn+2 = (1 + 4x+ x
2)hn − x2hn−2 (3.9)
for n ≥ 2, where
h0 = 1, h1 = 1 + 3x+ x
2, h2 = 1 + 4x+ x
2, h3 = 1 + 7x+ 13x
2 + 7x3 + x4.
For convenience, we set h−1 = 1, which is well-defined extension by (3.9).
We next use Lemma 2.3 to deduce the factorization of hn from the recursion (3.9).
We may do this only for x > 0 since every hn is a polynomial in x. Let λ1 and λ2 be the
roots of quadratic equation
λ2 − (1 + 4x+ x2)λ+ x2 = 0.
Then λ1 + λ2 = 1 + 4x+ x
2 and λ1λ2 = x
2.
First consider the sequence {h2m}. By Lemma 2.3 we have
h2m =
[(1 + 4x+ x2)− λ2]λm1 + [λ1 − (1 + 4x+ x2)]λm2
λ1 − λ2 =
λm+11 − λm+12
λ1 − λ2 .
It follows from (2.2) that
h2m =
m∏
s=1
(
1 + 4x+ x2 + 2x cos
spi
m+ 1
)
. (3.10)
Then consider the sequence {h2m−1}. Note that 1 + 3x + x2 = (1 + 4x + x2) − x =
λ1 + λ2 −
√
λ1λ2. Hence
h2m−1 =
[(1 + 3x+ x2)− λ2]λm1 + [λ1 − (1 + 3x+ x2)]λm2
λ1 − λ2
=
(
λ1 −
√
λ1λ2
)
λm1 +
(√
λ1λ2 − λ2
)
λm2
λ1 − λ2
=
(√
λ1
)2m+1
+
(√
λ2
)2m+1
√
λ1 +
√
λ2
.
It follows from Lemma 2.4 (iii) that
h2m−1 =
m∏
s=1
[(√
λ1 +
√
λ2
)2
− 4
√
λ1λ2 cos
2 (2s− 1)pi
2(2m+ 1)
]
=
m∏
s=1
(
λ1 + λ2 − 2
√
λ1λ2 cos
(2s− 1)pi
2m+ 1
)
=
m∏
s=1
(
1 + 4x+ x2 − 2x cos (2s− 1)pi
2m+ 1
)
=
m∏
s=1
(
1 + 4x+ x2 + 2x cos
2spi
2m+ 1
)
. (3.11)
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Combine (3.10) and (3.11) to obtain (3.8). This proves (i).
Clearly, every factor on the right of (3.8)
1 + 4x+ x2 + 2x cos
2spi
n + 2
= 1 + 2
(
2 + cos
2spi
n + 2
)
x+ x2
is symmetric and has only real zeros, so the product I(Hn; x) has the same property. Thus
(ii) and (iii) follow, and the proof of the theorem is therefore completed.
Remark 3.6. Levit and Mandrescu [30] verified that all zeros of I(Hn; x) are located in
the interval (−6, 0) for n ≤ 20 and conjectured that it is true in general. Now we can
prove this conjecture by means of the factorization (3.8) of I(Hn; x). Indeed, every zero
of I(Hn; x) is obviously negative and its absolute value∣∣∣∣∣∣−
(
2 + cos
2spi
n + 2
)
±
√(
2 + cos
2spi
n+ 2
)2
− 1
∣∣∣∣∣∣ < 2
(
2 + cos
2spi
n + 2
)
≤ 6.
4 Concluding Remarks
In this paper we have developed techniques for attacking unimodality problems of the
independence polynomial of a graph. Roughly speaking, one can use Lemma 2.1 to obtain
the recurrence relation for independence polynomials for certain class of graphs. Solve
this recursion by Lemma 2.3. It is possible to give the factorization for such polynomials
by Lemma 2.4. Then the unimodality of the product follows from that of its factors by
Lemma 2.5.
The key step in this approach is to give the factorization of polynomials Qn(x) satis-
fying a linear recurrence relation
Qn(x) = a(x)Qn−1(x) + b(x)Qn−2(x).
By Lemma 2.3 we have
Qn(x) =
[Q1(x)− λ2Q0(x)]λn1 + [λ1Q0(x)−Q1(x)]λn2
λ1 − λ2 ,
where λ1 and λ2 are the roots of quadric equation λ
2− a(x)λ− b(x) = 0. The reader may
wonder when Qn(x) can be factorized by means of Lemma 2.4. The solution obviously
depends on the initial values Q0(x) and Q1(x). For example, if Q1(x) = a(x)Q0(x), then
Qn(x) = Q0(x)
λn+11 − λn+12
λ1 − λ2 = Q0(x)a(x)
δn
⌊n/2⌋∏
s=1
[
a2(x) + 4b(x) cos2
spi
n+ 1
]
, n ≥ 0
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by Lemma 2.4, where δn = 0 for even n and 1 otherwise. Similarly, ifQ1(x) = a(x)Q0(x)/2,
then
Qn(x) =
1
2
Q0(x) (λ
n
1 + λ
n
2 ) =
1
2
Q0(x)a(x)
δn
⌊n/2⌋∏
s=1
[
a2(x) + 4b(x) cos2
(2s− 1)pi
2n
]
, n ≥ 0.
It is worth pointing out that our approach to independence polynomials may be
adapted to other graph polynomials. We take the adjoint polynomial of a graph as an
example. Given a graph G = (V,E), let α(G, k) be the number of partitions of V into k
non-empty independent sets. The adjoint polynomial of G is defined by
h(G; x) =
n∑
k=1
α(G, k)xk,
where n is the order of G and G is the complement of G. The notion of the adjoint
polynomials was introduced by Liu [32] to study the chromatic uniqueness of graphs.
Clearly, two graphs have the same chromatic polynomials if and only if their comple-
ments have the same adjoint polynomials. There are some similar equalities for adjoint
polynomials to those for independence polynomials occurred in Lemma 2.1. For example,
let e = uv ∈ E(G). If e is not an edge of any triangle of G, then
h(G; x) = h(G− e; x) + xh(G− {u, v}; x).
It follows that the recurrence relation
h(Gn; x) = xh(Gn−1; x) + xh(Gn−2; x) (4.1)
holds for certain classes of graphs Gn, including the path Pn and the cycle Cn (see [16]
for details). Now set h(P0; x) := 1, h(P1; x) = x and h(C0; x) := 2, h(C1; x) := x, which
are well-defined extension by (4.1). Then we have
h(Pn; x) = x
⌊(n+1)/2⌋
⌊n/2⌋∏
s=1
(
x+ 4 cos2
spi
n + 1
)
and
h(Cn; x) = x
⌊(n+1)/2⌋
⌊n/2⌋∏
s=1
(
x+ 4 cos2
(2s− 1)pi
2n
)
.
Dong et al. [16] have obtained these two factorizations by a somewhat different method,
which is one of the motivations of the present paper.
It often occurs that the unimodality of a polynomial is known, yet to determine the
exact number and location of modes is a much more difficult task. The case for polyno-
mials with only real zeros is somewhat different. Let Q(x) =
∑n
k=0 akx
k be a polynomial
13
with positive coefficients. Darroch [15] showed that if all zeros r1, . . . , rn of Q(x) are real,
then Q(x) has at most two modes and each mode m satisfies |m−M | < 1, where
M :=
Q′(1)
Q(1)
=
∑n
k=0 kak∑n
k=0 ak
=
n∑
k=1
1
1− rk .
In [23], Levit and Mandrescu conjectured that the mode of the independence polynomial
of the centipede V
(1)
n is n− f(n), where f(n) is given by
f(n) =
{
1 + ⌊n/5⌋ , if 2 ≤ n ≤ 6;
f(2 + (n− 2) mod 5) + 2 ⌊(n− 2)/5⌋ , if n ≥ 7.
We can apply Darroch’s result to give a counterexample. Let us examine I(V
(1)
142 ; x). We
have by (3.6)
I(V
(1)
142 ; x) = (1 + x)
71
71∏
s=1
[
1 + x
(
1 + 4 cos2
spi
144
)]
.
Thus
M =
142∑
k=1
1
1− rk =
213
2
−
71∑
s=1
1
2 + 4 cos2 spi
144
≈ 86.0487
by means of the computer program MATHEMATICA 5.2. However,
142− f(142) = 142− 57 = 85,
which is not a mode of I(V
(1)
142 ; x) by Darroch’s result. This gives a negative answer to the
conjecture of Levit and Mandrescu. Actually, the exact (unique) mode of I(V
(1)
142 ; x) is 86
again by MATHEMATICA 5.2:
I(V
(1)
142 ; x) ≈ · · ·+ 7.18929× 1060x85 + 7.33386× 1060x86 + 7.24852× 1060x87 + · · · .
Finally, we refer the reader to [4, 5, 6, 7, 8, 33, 37, 38, 39, 40] for more results about
unimodality problems of sequences and polynomials.
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