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Abstract
Let (M,Θ) be a closed spin manifold of dimensionm ≥ 3 with fixed topological spin structure
Θ. For any Riemannian metric g, we can construct the associated Dirac operator /Dg. The
spectrum of this Dirac operator depends on g of course. In 2005, Dahl conjectured that M
can be given a metric, for which a finite part of the spectrum consists of arbitrarily prescribed
eigenvalues of arbitrary (finite) multiplicity. The only constraints one has to respect are the
exception of the zero eigenvalue (due to the Atiyah-Singer index theorem) and in certain
dimensions, the quaternionic structure of the eigenspaces and also the symmetry of the
spectrum. Dahl also proved his conjecture in case all eigenvalues have simple multiplicities.
The question, if one can prescribe arbitrary multiplicities, or if the existence of eigenvalues
of higher multiplicity might somehow be topologically obstructed, has been open ever since.
In this thesis, we prove that on any closed spin manifold of dimension m ≡ 0, 6, 7 mod 8,
there exists a metric for which at least one eigenvalue is of higher multiplicity.
For the proof, we introduce a technique which “catches” the desired metric with a loop
in the space of all Riemannian metrics. We will construct such a loop on the sphere and
transport it to a general manifold by extending some classical surgery theory results by Bär
and Dahl. As a preparation, we will show that the Dirac spectrum can be described globally
by a continuous family of functions on the space of Riemannian metrics and that the spinor
field bundles with respect to the various metrics assemble to a continuous bundle of Hilbert
spaces. These results might be useful in their own right.
Zusammenfassung
Sei (M,Θ) eine kompakte Spin–Mannigfaltigkeit der Dimension m ≥ 3 mit fester topolo-
gischer Spin–Struktur. Für jede Riemannsche Metrik g erhalten wir einen Dirac-Operator
/D
g, dessen Spektrum von der Metrik abhängt. Dahl vermutet in einer Arbeit aus dem Jahr
2005, dass M eine Metrik trägt, für die ein endlicher Teil des Dirac–Spektrums aus beliebi-
gen vorgeschriebenen Eigenwerten beliebiger Multiplizitäten besteht. Nur der Eigenwert
Null kann nicht beliebig vorgeschrieben werden (aufgrund des Atiyah-Singer Indexsatzes).
Außerdem muss man in einigen Dimensionen die quaternionische Struktur der Eigenräume
und die Symmetrie des Dirac–Spektrums beachten. Dahl beweist seine Vermutung für
den Fall einfacher Eigenwerte. Die Frage ob auch Eigenwerte von beliebiger Multiplizität
vorgeschrieben werden können oder ob die Existenz von Eigenwerten von höherer Multipliz-
ität nicht möglicherweise topologisch obstruiert sein könnte, ist seit dem offen.
In der vorliegenden Arbeit zeigen wir, dass es auf jeder geschlossenen Spin–Mannigfaltigkeit
der Dimension m ≡ 0, 6, 7 mod 8 eine Metrik gibt, sodass der zugehörige Dirac-Operator
mindestens einen Eigenwert von höherer Multiplizität besitzt.
Für den Beweis entwickeln wir eine Technik, die die gesuchte Metrik mit einer Schleife im
Raum aller Riemannschen Metriken „einfängt”. Wir werden eine solche Schleife auf der
Sphäre konstruieren und dann auf eine allgemeine Mannigfaltigkeit transportieren. Dazu
erweitern wir einige klassische Resultate von Bär und Dahl aus der Chirurgietheorie. Als
Vorbereitung werden wir zeigen, dass das Dirac–Spektrum vollständig durch eine stetige
Familie von Funktionen auf den Riemannschen Metriken beschrieben werden kann und dass
sich die Spinorfelder aller Metriken zu einem stetigen Bündel aus Hilberträumen zusam-
mensetzen lassen. Diese Resultate könnten auch für sich genommen nützlich sein.
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Chapter 1
Overview of the Thesis
1.1 Motivation
This thesis contributes to the study of the space of solutions of the Dirac equation
/D
g
ψ = λψ.
Here, /Dg is the Dirac operator of a closed Riemannian spin manifold acting on sections ψ
of the spinor bundle. We are particularly interested in the spectrum of /Dg, i.e. the set of
all λ such that the above equation holds for ψ 6= 0.
Calculating explicitly the spectrum spec /Dg of a Dirac operator for a given closed Rieman-
nian spin manifold (M, g,Θg) can be very difficult and this problem has been subject to
extensive research. By now there are a lot of manifolds whose Dirac spectrum is well known.
In many cases, estimates for some of the eigenvalues are possible. An extensive overview of
available results of that kind can be found for instance in a textbook by Nicolas Ginoux, see
[Gin09].
On the one hand, all Dirac spectra have certain properties in common. The Dirac operator
is a self-adjoint elliptic differential operator of first order and as such has compact resolvent.
Therefore, the Dirac spectrum spec /Dg is always a closed discrete subset of the real line.
The spectrum is also unbounded from both sides and all eigenvalues have finite multiplicities
(see Fig. 1.1 for a typical Dirac spectrum).
On the other hand, the various Dirac spectra are very different. They depend on the
Riemannian metric chosen to define /Dg. In [Fri84], Thomas Friedrich gives an explicit
formula for the Dirac spectrum of flat tori showing that it also depends on the spin structure.
One might wonder, which sets can occur as Dirac spectra. To turn this into a precise
mathematical question, we introduce the following problem, which is the central problem of
this thesis.
Problem 1. Let (M,Θ) be a closed spin manifold of dimension m ≥ 3 and Λ1 < λ1 < . . . <
λk < Λ2 ∈ R be arbitrary real numbers and ν1, . . . , νk ∈ N be positive natural numbers.
Can we find a Riemannian metric g such that the complex Dirac operator /Dg satisfies
spec /D
g ∩]Λ1,Λ2[ = {λ1, . . . , λk}
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Figure 1.1: A typical Dirac spectrum. Multiple crosses indicate higher multiplicites.
and for each 1 ≤ j ≤ k, the eigenvalue λj has multiplicity1 µ(λj) = νj? ♦
This problem was introduced by Mattias Dahl in [Dah05]. In the same article, Dahl shows
how to solve this problem in the case where all eigenvalues are simple (i.e. if νj = 1 for all
1 ≤ j ≤ k), see Theorem 2.5.1 for the precise statement. One should remark that there are
a few cases, in which Problem 1 has no solution. These concern mainly the eigenvalue 0 due
to the Atiyah-Singer index theorem and symmetries of the spectrum in certain dimensions,
see Remark 2.5.2 for a precise classification of these cases. Apart from that, there seems
to be no reason, why Problem 1 should not be solvable for arbitrary multiplicities, which is
precisely Dahl’s conjecture:
Conjecture 1.1.1 ([Dah05, Conjecture 3]). Except for the algebraic constraints on the spinor
bundle (giving quaternionic eigenspaces and symmetric spectrum) and the constraints on
the zero eigenvalue coming from the Atiyah-Singer index theorem it is possible to find a
Riemannian metric on any compact spin manifold with a finite part of its Dirac spectrum
arbitrarily prescribed. ♦
Dahl also remarks that the technique he uses to solve the problem for simple eigenvalues does
not work for eigenvalues with higher multiplicities. The problem of prescribing eigenvalues
with higher multiplicities has been open ever since. However, the analogous problem for the
Laplace operator has been solved, see Section 1.3.
1.2 Main Results and Structure
The aim of this thesis is to introduce some new techniques to approach Problem 1 in case
of higher multiplicities. Ultimately, we will be able to show that the existence of higher
multiplicities is at least not topologically obstructed. The precise result is as follows.
Main Theorem 1 (existence of higher multiplicities). Let (M,Θ) be a closed spin mani-
fold of dimension m ≡ 0, 6, 7 mod 8. There exists a Riemannian metric g on M such that
the complex Dirac operator /DgC has at least one eigenvalue of multiplicity at least two. In
addition, g can be chosen such that it agrees with an arbitrary metric g˜ outside an arbitrarily
small neighborhood on the manifold.
The restriction in the dimension stems from the fact that we require tools from real and
from complex spin geometry. In dimensions m ≡ 0, 6, 7 mod 8, complex spin geometry is
the complexification of real spin geometry (see Theorem 2.4.3 for the precise result), which
allows us to jump back and forth between the two.
Many constructions in spin geometry depend on the Riemannian metric g on the manifold
M : Namely, the metric spin structure SpingM , the spinor bundle ΣgM , the volume form
and hence the space of sections L2(ΣgM), the Clifford multiplication and of course the
1The notion of multiplicity in this context is more subtle than usual, see Definition 2.4.5 for details.
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Dirac operator /Dg and its spectrum spec /Dg. Many texts in spin geometry either deal with
a specific Riemannian spin manifold like a torus for instance or with an arbitrary, but fixed
manifold (M, g,Θg) to study general geometric features. In both cases, the metric is fixed
once and for all and it is even customary to drop the dependence of the metric in notation.
Regarding the metric, this point of view is very static. Also, one usually considers only the
complex Dirac operator, because the complex representation theory of Spinm is easier.
To prove Main Theorem 1, we will inevitably have to deal with different metrics on the
manifold. As a first step we have to study “spin geometry in motion”, i.e. we have to
precisely investigate the dependence of the constructions in spin geometry on the Riemannian
metric. In Chapter 2 we will introduce these constructions in more detail. In particular,
we will discuss topological spin structures and the subtleties between real and complex spin
geometry. This is very important to make precise the “right” notion of the multiplicity µ(λ)
of an eigenvalue λ, see Definition 2.4.5.
Chapters 3 and 4 deal with the dependence of the spectrum on the metric. From the point
of view of Main Theorem 1, these extensions play the role of a Lemma. Nevertheless these
results might be useful for other applications too.
In Chapter 3, we will give another formalization of the spectrum. Usually, spec /Dg is viewed
as a set and to each element λ ∈ spec /Dg, we associate a natural number called multiplicity.
We will describe the spectrum by a non-decreasing function Z→ R instead, or, since there is
no canonical first eigenvalue, by an equivalence class of those functions, see Definitions 3.1.1
and 3.1.2. This has the advantage that the information of the set of all eigenvalues and their
multiplicities is captured in a single mathematical object. This enables us to show that the
spectrum in this sense depends continuously on the Riemannian metric, if one chooses the
right topology, see Theorem 3.1.4. In particular, we obtain the following:
Main Theorem 2 (continuity of eigenvalue functions). Let (M,Θ) be a closed spin mani-
fold and R(M) be the space of Riemannian metrics on M endowed with C1-topology. There
exists a family of continuous functions {λj : R(M) → R}j∈Z such that for all g ∈ R(M),
the sequence (λj(g))j∈Z is non-decreasing and represents all the eigenvalues of the Dirac
operator /Dg (counted with multiplicities). In addition, the sequence {arsinh(λj)}j∈Z is
equicontinuous. ♦
This theorem generalizes the well known fact that a bounded spectral interval can be de-
scribed locally by a continuous family of functions, see [Bär96a, Prop. 7.1]. After proving
this theorem, we will digress a bit and discuss to what extent these functions descend to
certain moduli spaces of the form R(M)/G, where G ⊂ Diff(M), see Section 3.4. This is
closely related to the question, whether or not the indices of the eigenvalue functions are
shifted, if one travels through R(M) along certain loops. This in turn is related to the no-
tion of spectral flow. We illustrate how one can use Main Theorem 2 to give an alternative
definition of the spectral flow. Using a recent result from differential topology proven by
Bernhard Hanke, Thomas Schick and Wolfgang Steimle in [HSS12], we will show that the
spectral flow is non-trivial, see Theorem 3.4.8. The content of Chapter 3 has been published
by now in [Now13]. A more detailed overview of these results will be given in Section 3.1.
For the proof of Main Theorem 1, controlling the eigenvalues of the Dirac operator will not
be enough. We also need to control the eigenspinors. In Chapter 4, we will review a well
known construction introduced by Jean-Pierre Bourguignon and Paul Gauduchon in [BG92]
to identify the spinor bundles with respect to two different metrics with one another. We
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Figure 1.2: The “Lasso Lemma”.
will slightly generalize their results and reformulate them in a bundle theoretic language.
We will show that there exists a continuous bundle of Hilbert spaces L2(ΣM) → R(M)
such that for each Riemannian metric g ∈ R(M), the fibre over g corresponds to L2(ΣgM),
the bundle of spinor fields for g, see Theorem 4.3.4. This will be proven by showing that
the constructions in [BG92] of the isomorphisms to identify the spinor field bundles for two
metrics are continuous in the metrics. Again, the main problem will be to define the “right”
topologies. As an intermediate step, we will topologize G(G˜L+M), the gauge group of the
topological spin structure and show that the topological spin structure Θ : G˜L
+
M → GL+M
induces a nice covering map Θ∗ : G(G˜L
+
M) → Gspin(GL+M) between the corresponding
gauge groups, see Theorem 2.6.4. These technical preliminaries will also be useful in a later
study of loops of spin diffeomorphisms. In preparation of Chapter 5, we also show that there
are certain subsets of Riemannian metrics in R(M) over which the images of the spectral
projection onto a fixed bounded interval [Λ1,Λ2] assemble to a continuous vector bundle of
finite rank, see Theorem 4.5.2.
1.2.1 Proof Strategy for Main Theorem 1
Chapter 5 is devoted to the proof of Main Theorem 1 and is the heart of this thesis. The
key idea of the proof is the following simple topological reasoning to which we will refer to
as the Lasso Lemma (see also Lemma 5.1.1): Let X be a simply connected topological space
and let A ⊂ X be a subspace. We want to show that X \ A is not empty. Assume we can
find a loop γ : S1 → A. If E → A is a real vector bundle and γ∗E → S1 is not orientable,
then γ cannot be null-homotopic. But if γ is not null-homotopic, then X \ A cannot be
empty. Intuitively, the loop γ “catches” the set X \A. The situation is depicted in Fig. 1.2.
We will apply this reasoning in the following way: For X we take the space (R(M), C1) of
all Riemannian metrics on M endowed with C1-topology. The set A will be RA(M) (see
Definition 5.3.14), which is a subspace of metrics tailor-made such that X \ A 6= ∅ directly
implies Main Theorem 1. (The set A contains the set of all metrics for which all eigenvalues
are simple; we use A instead of this set for technical reasons.) The bundle E will be E(M),
which will consist of the span of the eigenspinors corresponding to a certain finite set of
eigenvalues, see Definition 5.3.14. For the loop γ we will have to construct a suitable loop
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M]Sm
Figure 1.3: Connected sum with a sphere.
g : S1 → RA(M) of Riemannian metrics.
The preliminary work of Chapter 3 will make the definition of RA(M) very easy and the
preliminary work of Chapter 4 will enable us to quickly define the bundle E(M) and to
show that it is a continuous vector bundle over RA(M) of finite rank, see Corollary 5.3.15.
The hard part will be to construct the loop g and to show that g∗E(M) → S1 is not
trivial. Unfortunately, we will not be able to construct this loop directly. Therefore, we
will use the following strategy: In Section 5.3, we consider loops of spin diffeomorphisms
(fα)α∈S1 on M and study loops of metrics induced by setting gα := (f−1α )∗g, α ∈ S1,
g ∈ R(M). We will work out a criterion when a bundle over this loop is trivial or not, see
Theorem 5.3.12. This reduces the problem of finding a loop of metrics to finding a loop
of spin diffeomorphisms. At first glance, this does not seem to help, since the construction
of such a loop of diffeomorphisms is even more difficult than the construction of a loop of
metrics. But in specific cases, the construction of a loop of diffeomorphisms is very easy. In
Section 5.4, we will show that the family of rotations by degree α on the sphere Sm will suit
our purpose, if we start with a metric g0 that is obtained from the round metric by a small
pertubation. This will give us the desired loop of metrics on the sphere Sm.
Finally, we will have to transport the loop of metrics on the sphere Sm to our original
manifold M . Any smooth m-manifold M is diffeomorphic to M]Sm, where ] denotes a
connected sum. Connected sums are a special type of surgery. In Section 5.5, we will
review the concept of surgery in the setting of Riemannian spin geometry and ultimately
show that the existence of a suitable loop of metrics is stable under certain surgeries, see
Theorem 5.5.11. Applying this to the connected sum will yield the desired result, see also
Fig. 1.3.
1.3 Comparison to Results for Laplace, Schrödinger and
other Operators
One should note that Problem 1 has not only been formulated for the Dirac operator, but
also for the Laplace operator and for the Schrödinger operator as well. We give a short
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overview of the results available for these operators.
In 1986 Yves Colin de Verdière showed in [Ver86] that on any compact manifold M of
dimension m ≥ 3 and for any positive integer n ∈ N, there exists a Riemannian metric
g on M such that the first eigenvalue of the Laplace operator ∆g acting on functions has
multiplicity n. In dimension m = 2 this does not hold, since there are bounds on the
multiplicity in terms of the genus of the surface. Shortly thereafter Colin de Verdière is able
to considerably improve this result. In [Ver87] he shows that in case m ≥ 3, for every finite
sequence 0 = λ1 < λ2 ≤ . . . ≤ λn, there exists a metric g on M such that the Laplacian
∆g acting on functions has this sequence as the first n eigenvalues. Notice that a number
might occur multiple times in the sequence, i.e. the eigenvalues are allowed to have higher
multiplicities. The author also considers the analogous problem for Schrödinger operators
Hg = ∆g +V , where V is a potential such that 0 is the smallest eigenvalue of Hg. He shows
that on surfaces one can prescribe the first n eigenvalues of Hg, but n is bounded by the
maximal number of vertices of a complete graph imbedded in M . Many parts of the article
are formulated for more general classes of self-adjoint positive operators (notice that the
Dirac operator is not positive). The author investigated the bound for the number n of the
Schrödinger operator in more detail in 1993, see [Ver93].
In 2008 Pierre Jammes studied the analogous problem for the Hodge Laplacian on p-forms
within a conformal class, see [Jam08]. He is able to show that if the dimension of the manifold
satisfies m ≥ 5, then for any integer p ∈ [2,m− 2], p 6= m2 , any positive number V and any
increasing sequence 0 < λp,1 < . . . < λp,n there exists a Riemannian metric g within a
given conformal class such that the first n eigenvalues of the Hodge Laplacian ∆g = dδ+ δd
acting on p-forms are simple and exactly equal to the sequence of λ′js. In addition the
volume of (M, g) equals V . This strengthens a result obtained in 2004 by Pierre Guerini in
[Gue04], who studies this problem without the restriction to a conformal class on domains
of Rm (with boundary conditions). In 2009 Jammes strengthens his result by allowing also
double eigenvalues to occur in the sequence, see [Jam09]. Finally, in 2011 Jammes solved
the problem also for higher multiplicities. In [Jam11] he shows that if m ≥ 6, p ∈ [2, m−32 ]
is an integer, V is any positive number and 0 < λp,1 ≤ . . . ≤ λp,n, there exists a metric g
such that the first n eigenvalues of the Hodge Laplacian ∆g acting on co-exact p-forms are
exactly given by the λp,j and the volume of (M, g) equals V . In particular, the multiplicities
of the various eigenvalues can be arbitrarily large. In 2012 Jammes generalizes this result
to the Witten Laplacian, see [Jam12]. To any function f ∈ C∞(M) and any metric g, the
Witten Laplacian is defined by ∆(g,f) := dfδf + δfdf , where df := e−fdef , δf := efδe−f .
Notice how the research on the problem of prescibing the eigenvalues of the Laplace operator
has progressed: Jammes started with simple eigenvalues, advanced to double eigenvalues
and finally considered eigenvalues of arbitrary multiplicity. Therefore, we think that a
similar approach for the Dirac operator is reasonable. Also notice that it is possible to not
only prescribe the eigenvalues, but also other geometric quantities like the volume. This
is interesing because the geometry of the manifold and the spectrum of the Laplacian are
intimitely related to each other.
A similar problem is given by the Laplace Operator ∆Ω = −
∑
i ∂
2
i on a domain Ω ⊂ Rm
with Dirichlet boundary conditions. The spectrum {λj(Ω)}j∈N of ∆Ω depends on Ω, but it
cannot be prescribed arbitrarily by varying Ω among all domains of Rm with a fixed volume.
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By the theorem of Faber-Krahn, the Ball B of volume c satisfies
λ1(B) = min{λ1(Ω) | Ω⊂˚ Rm, |Ω| = c}.
Analogously, by the theorem of Kran-Szegö, the minimum of λ2(Ω) among all bounded open
subsets of Rm with given volume is achieved by the union of two identical balls. A proof of
these results (and many more results in this direction) can be found in [Hen06].
While it is possible to prescribe eigenvalues of higher multiplicity for the Laplace operator,
there are other physically motivated operators L for which Lu = λu always implies that λ
is simple. For instance, consider the Sturm-Liouville operator
Lu := −
( d
dx
(
p · d
dx
)
+ q
)
u = λu
on L2([a, b]) subject to the boundary conditions
cau(a) + dau
′(a) = 0,
cbu(b) + dbu
′(b) = 0.
(1.3.1)
for some fixed constants ca, da, cb, db ∈ R. Here, p is differentiable and positive and q is
continuous. As a domain for L we can choose the closure of the C2 functions satisfying the
boundary conditions (1.3.1) under the L2-scalar product. Then L is an elliptic self-adjoint
operator of second order depending on the functions p and q. However, any eigenvalue λ of
L is always simple regardless of the choice of p and q, see for instance [Har64, Thm 4.1].
1.4 Most important Notation Conventions
The following notation conventions will be used throughout the thesis:
Mm a smooth closed spin manifold of dimension m ≥ 3
Θ : G˜L
+
M → GL+M a topological spin structure
R(M) space of Riemannian metrics on M with C1-topology
Θg : SpingM → SOgM a metric spin structure
ΣgKM K-spinor bundle w.r.t. g
/D
g
K : L
2(ΣgKM)→ L2(ΣgKM) Dirac operator
I := [0, 1] the unit interval
A comprehensive list of all the notation can be found in the List of Symbols.
Remark 1.4.1 (real vs. complex spin geometry). The spinor bundle and the Dirac oper-
ator depend not only on the Riemannian metric, but also on the field K ∈ {R,C}. In
situations, where we want to stress this dependence and stress that a claim holds for both,
we will index the spinor bundle and the Dirac operator with a K, i.e. we will write /DgK and
ΣgKM . In situations, where we want to compare real with complex spin geometry, we will
put an R or a C in the index. In agreement with established literature, a spinor bundle or a
Dirac operator without an index refers to the complex Dirac operator on the complex spinor
bundle. ♦
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Chapter 2
A Short Review of Spin Geometry
Abstract. In this chapter, we will review the foundations of classical spin ge-
ometry. Our aim is primarily to establish some notation and to clarify some
subtleties between real and complex spin geometry. We also give a short refor-
mulation of classical spin geometry in terms of category theory. The presentation
will not be entirely self-contained and we are not aiming to give a full introduc-
tion to the subject. The reader interested in this is referred to the introductions
already available, in particular [Fri00; Hij01; LM89; Roe98]. For readers already
familiar with spin geometry, it will be sufficient to take note of the most im-
portant notation conventions, see Section 1.4. A comprehensive list of all the
notation can also be found in the List of Symbols.
2.1 Clifford Algebras
In this section, we collect some purely algebraic facts about Clifford algebras. More details
can be found in [LM89, Chapter I] and [Gre78, Chapter 10]. Let K be a field of characteristic
zero, V be an n-dimensional vector space over K and q : V → K be a quadratic form (or
equivalently, a symmetric bilinear form).
Definition 2.1.1 (Clifford algebra). A Clifford algebra for (V, q) is a unital K-algebra A
together with a map ϕ : V → A such that
∀v ∈ V : ϕ(v)2 = −q(v)1 (2.1.1)
and such that (A,ϕ) satisfies the following universal property: For any other K-algebra A′
and any other map ϕ′ : V → A′ satisfying (2.1.1), there exists a unique morphism of unital
algebras ψ : A→ A′ such that ψ ◦ ϕ = ϕ′, i.e. there exists a commutative diagram
V
ϕ
//
ϕ′

A
∃!ψ
~~
A′.
(2.1.2)
A map f : V → A such that (2.1.1) holds, is called Clifford . ♦
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Theorem 2.1.2 (existence and uniqueness of Clifford algebras). For any (V, q), there ex-
ists a Clifford algebra (A,ϕ), which is unique up to canonical isomorphisms (of unital alge-
bras). We denote this object by
C`(V ) := C`(V, g) := A
and for vectors x, y ∈ V , we set x · y := ϕ(x)ϕ(y) ∈ A. ♦
Proof. The uniqueness part follows directly from the universal property in (2.1.2). For the
existence, we consider the tensor algebra
T (V ) :=
∞⊕
r=0
V ⊗r,
where V ⊗r, r ∈ N, is the r-th tensor power of V and V 0 := K. Let Iq be the ideal generated
by
{v ⊗ v + q(v)1 | v ∈ V },
A := T (V )/Iq and denote by pi the canonical projection. The map ϕ is then given by
V 

// T (V )
pi // // A. 
Theorem 2.1.3 (functoriality). Let f : (V, q)→ (V ′, q′) be isometric, i.e.
∀v ∈ V : q′(f(v)) = q(v).
Then there exists a unique map of algebras f˜ = C`(f) : C`(V )→ C`(V ′) such that
(V, q)
f

ϕ
// C`(V, q)
f˜

(V ′, q′)
ϕ′
// C`(V ′, q′)
(2.1.3)
commutes. In this sense, C` is functorial, i.e. i˜dV = idC`(V ) and for any other isometric
map g : (V ′, q′)→ (V ′′, q′′), we have g˜ ◦ f = g˜ ◦ f˜ . ♦
Definition 2.1.4 (grading). The Clifford Algebra has a natural grading constructed as fol-
lows: The map α : (V, q)→ (V, q), v 7→ −v, is isometric. By Theorem 2.1.3, it extends to a
map α˜ : C`(V, q)→ C`(V, q). This map satisfies α˜2 = id. There exists a direct decomposition
of K-vector spaces
C`(V, q) = C`0(V, q)⊕ C`1(V, q),
where C`i(V, q), i = 0, 1, are the eigenspaces corresponding to the eigenvalues (−1)i of α˜.
We say C`0(V, q) is the even part and C`1(V, q) is the odd part . This decomposition satisfies
∀i, j ∈ {0, 1} : C`i(V, q) · C`j(V, q) ⊆ C`i+j(V, q),
where the indices are taken modulo 2. In particular, the even part is a subalgebra of C`(V, q)
(while the odd part is not). ♦
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Lemma 2.1.5 (Clifford algebras of finite dimensional spaces). Let (b1, . . . , bn) be a basis of
V . Then the 2n vectors 1 ∈ C`(V, q) and
{xi1 · . . . · xik | 1 ≤ i1 < . . . < ik ≤ n, 1 ≤ k ≤ n}
form a basis of C`(V, q). ♦
Definition 2.1.6. For K ∈ {R,C}, m ∈ N, we denote by C`m,K the Clifford algebra of Km
endowed with the standard quadratic form. ♦
Lemma 2.1.7. For any m ∈ N, define the group
Spinm := {xi1 · . . . · xik | 0 ≤ k ≤ m,∀1 ≤ ν ≤ k : |xiν | = 1}.
For each 0 6= x ∈ V , let ρx ∈ SOm, be the reflection along the hyperplane x⊥, i.e.
∀y ∈ Rm : ρx(y) = y − 2 〈x, y〉〈x, x〉x,
where 〈_,_〉 is the Euclidean metric. Let ϑm : Spinm → SOm be the unique group homo-
morphism satisfying
∀x ∈ Spinm : ϑm(x) = ρx.
Then for each m ≥ 2, ϑm is a non-trivial double cover and for m ≥ 3 it is universal. ♦
2.2 Spin Structures
Definition 2.2.1 (frame bundles). Let E → M be a real vector bundle of rank n. We
denote by piGLE : GLE → M the principal GLn-bundle of frames of E. The action of a
matrix A ∈ GLn on a frame b ∈ GLE is denoted by b.A ∈ GLE. In case E is oriented,
we denote by piGL+ E : GL
+E →M the principal GL+n -bundle of positively oriented frames
of E. In case E is oriented and endowed with a Riemannian fibre metric h, we denote by
piSOh E : SO
hE → M the principal SOn-bundle of positively oriented orthonormal frames
on E. ♦
Definition 2.2.2 (spin structure). Let n ≥ 2 and ϑn : G˜L
+
n → GL+n be a connected non-
trivial double cover of the Lie group GL+n of invertible n × n matrices with positive deter-
minant. Let E → M be a smooth oriented real vector bundle of rank n. A topological spin
structure for E is a 2 : 1-covering map Θ : G˜L
+
E → GL+E, where pi
G˜L
+
E
: G˜L
+
E →M is
a principal G˜L
+
n -fibre bundle such that
G˜L
+
E × G˜L+n //
Θ×ϑn

G˜L
+
E
Θ

pi
G˜L
+
E
$$
GL+E ×GL+n // GL+E piGL+ E // M
(2.2.1)
commutes. Here, the horizontal arrows are given by the group actions. ♦
Remark 2.2.3.
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(i) Since GL+n is a Lie group, G˜L
+
n is a Lie group as well and ϑn is a homomorphism of
Lie groups.
(ii) One can give topological criteria for existence and uniqueness of spin structures. An
oriented vector bundle E →M admits a spin structure if and only if its second Stiefel-
Whitney class vanishes. In that case, the equivalence classes of spin structures, see
Definition 2.6.8, are in one-to-one correspondence with the elements of H1(M ;Z2), see
[LM89, Thm. II.1.7].
(iii) Using the language of principal G-bundles, one can also express (2.2.1) by saying that
Θ is a ϑn-reduction of GL+E that it also a 2 : 1-covering. See [Bau09, Kap. 2.5] for
more on reduction of principal fibre bundles. ♦
Definition 2.2.4 (spin manifold). A spin manifold is a tuple (M,Θ), whereM is a smooth
oriented manifold and Θ is a topological spin structure for TM . We set GL+M := GL+ TM
and G˜L
+
M := G˜L
+
TM . ♦
Remark 2.2.5.
(i) In our definition the spin structure is part of the data. Other authors define a spin
manifold as a manifold, for which there exists a spin structure Θ on TM , but they
exclude the spin structure from the data. Such a manifold could also be called a
spinnable manifold. The literature is not coherent in this matter.
(ii) This definition of a spin manifold agrees with the definition in [BGM05]. Traditionally,
spin structures and spin manifolds are defined using the group Spinm instead of G˜L
+
m.
Then one has to use metric spin structures, see Definition 2.2.6, and this certainly
makes the terminology more coherent. The obvious disadvantage of a metric spin
structure is that it depends on the metric. The topological spin structure only needs
the orientation, which makes it technically easier to handle various different metrics
on a spin manifold. ♦
Definition 2.2.6 (metric spin structure). Let n > 2 and let ϑn : Spinn → SOn be the
universal covering from Lemma 2.1.7. Let E →M be a smooth oriented real vector bundle
of rank n and let h be a Riemannian fibre metric for E. A metric spin structure for E is
a 2 : 1-covering map Θh : SpinhE → SOhE, where piSpinh E : SpinEh → M is a principal
Spinn-fibre bundle such that
SpinhE × Spinn //
Θh×θn

SpinhE
Θh

piSpinE
%%
SOhE × SOn // SOhE pi
SOh E
// M
(2.2.2)
commutes. Here, the horizontal arrows are given by the group actions. In case n = 2, a
metric spin structure is defined analogously with Spin2 replaced by SO2 and ϑ2 replaced by
the connected two-fold covering SO2 → SO2. If n = 1, a spin structure is defined to be a
2 : 1-covering of M . ♦
Definition 2.2.7 (Riemannian spin manifold). A Riemannian spin manifold is a triple (M, g,Θg),
where M is a smooth oriented manifold and Θg is a metric spin structure for (TM, g). We
set SpingM := Sping TM and SOM := SOg TM . ♦
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The precise relation between metric and topological spin structures is as follows.
Theorem 2.2.8. Let E →M be an oriented vector bundle of rank n and h be a Riemannian
fibre metric for E.
(i) Let Θ : G˜L
+
E → GL+E be a topological spin structure for E. Setting
SpinhE := Θ−1(SOhE), Θh := Θ|Spinh E : SpinhE → SOhE
yields a metric spin structure for E.
(ii) Conversely, let Θh : SpinhE → SOhE be a metric spin structure for E. The canonical
inclusion admits a lift
Spinn
ι˜ //
θn

G˜L
+
n
ϑn

SOn
  ι // GL+n .
and the ι˜-extension of SpinhE yields a topological spin structure for E. ♦
Proof. This follows from general results about the extension and reduction of principal
fibre bundles, see [Bau09, Kap. 2.5]. 
2.3 Spinor Bundles
In this section, we review how to construct the spinor bundle ΣgM out of the spin structure
of a Riemannian spin manifold (M, g,Θg), see Definition 2.2.7. We emphasize that one can
construct a real as well as a complex spinor bundle.
Definition 2.3.1 (K-representation). Let k be a field, V be a k-vector space, q be a
quadratic form on V and C`(V, q) be the associated Clifford algebra. Let K ⊇ k be a
field. A K-representation of the Clifford algebra C`(V, q) is a k-algebra homomorphism
ρ : C`(V, q)→ EndK(W ),
where W is a vector space of finite dimension over K. ♦
Definition 2.3.2 (irreducible). Let ρ : C`(V, q) → EndK(W ) be a K-representation as in
Definition 2.3.1. Then ρ is reducible, if there exists a decomposition W = W1 ⊕W2 over K
such that
∀ϕ ∈ C`(V, q) : ρ(ϕ)(Wj) ⊂Wj , j = 1, 2
and dimWj 6= 0, j = 1, 2. A representation is irreducible, if it is not reducible. ♦
Remark 2.3.3. These definitions agree with [LM89, Def. 5.1, 5.3] and are tailor made to
formulate the representation theory of the Clifford algebra. In Definition 2.3.1, we allow
the field to be larger to account for the fact that certain representations of the real Clifford
algebra are automatically complex or even quaternionic, see [LM89, Thm. 5.8]. ♦
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Definition 2.3.4 (equivalence). Two K-representations ρj : C`(V, q) → EndK(Wj), j =
1, 2, are equivalent, if there exists an isomorphism F ∈ IsoK(W1,W2) such that for any
ϕ ∈ C`(V, q), the following diagram commutes
W1
ρ1(ϕ)
//
F

W1
F

W2
ρ2(ϕ)
// W2.
♦
Definition 2.3.5 (representation). Let K ∈ {R,C}. A K-representation of a group G on a
K-vector space W is a group homomorphism ρ : G→ GLK(W ). ♦
Definition 2.3.6 (spinor representation). Let ρm,K : C`m,K → EndK(ΣK,m) be an irre-
ducible representation. Then
∆m,K := ρm,K|Spinm : Spinm → GLK(ΣK,m)
is a K-spinor representation. ♦
Remark 2.3.7. Any K-spinor representation is a K-representation of the group Spinm in
the sense of Definition 2.3.5. ♦
Definition 2.3.8 (spinor bundle). Let ∆m,K : Spinm → GLK(ΣK,m) be a K-spinor rep-
resentation and (Mm, g,Θg) be a Riemannian spin manifold with metric spin structure
Θg : SpingM → SOgM . The associated vector bundle
ΣgKM := Spin
gM ×∆m,K ΣK,m →M
is a K-spinor bundle of M with respect to g. Its elements are called spinors and its sections
are called spinor fields. ♦
Remark 2.3.9. Unfortunately, there exists no analogue of Theorem 2.2.8 for spinor bun-
dles. By Theorem 2.2.8, a topological spin structure Θ : G˜L
+
M → GL+M contains the
metric spin structures Θg for any metric g by setting
Θg := Θ|Θ−1(SOgM) : SpingM → SOgM.
Of course, one can take any representation ρ˜m : G˜L
+
m → AutK(W ) and define the bundle
G˜L
+
M ×ρ˜m W . However, no finite dimensional representation ρ˜m restricts to a K-spinor
representation. The reason for this is as follows: TheK-spinor representations are all faithful.
By [LM89, Lem. II.5.23], for any finite-dimensional representation ρ˜m, m > 2, of G˜L
+
m, there
exists a representation ρm such that
G˜L
+
m
ρ˜m //
ϑ2:1

AutK(W )
GL+m
ρm
::
commutes. This implies that ρ˜m|Spinm cannot be faithful and hence cannot agree with a
K-spinor representation.
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The problem of forming a spinor bundle without reference to any metric is the problem
of finding a universal spinor bundle. We will come back to this issue in Chapter 4. In
Definition 4.3.1, we will see that such a finite dimensional bundle does exist, if one replaces
the finite dimensional manifold M by the infinite-dimensional manifold R(M)×M . ♦
Theorem 2.3.10 (additional structures on the spinor bundle). Let ΣgKM → M be the K-
spinor bundle of a Riemannian spin manifold (M, g,Θg).
(i) There exists a morphism of vector bundles mgK : TM⊗RΣgKM → ΣgKM , X⊗ψ 7→ X ·ψ,
called Clifford multiplication, such that
∀X ∈ TM : ∀ψ ∈ ΣgKM : X ·X · ψ = −g(X,X)ψ.
(ii) There exists a Riemannian fibre metric 〈_,_〉 on ΣgRM respectively a Hermitian fibre
metric 〈_,_〉 on ΣgCM such that the Clifford multiplication is skew-adjoint, i.e.
∀X ∈ TM : ∀ψ1, ψ2 ∈ ΣgKM : 〈X · ψ1, ψ2〉 = −〈ψ1, X · ψ2〉.
(iii) There exists a connection ∇g,K on ΣgKM , called spinorial Levi-Civita connection, such
that
∀X,Y ∈ T (M) : ∀ψ ∈ Γ(ΣgKM) : ∇g,KX (Y · ψ) = ∇gXY · ψ + Y · ∇g,KX ψ,
where ∇g denotes the Levi-civita connection on M . ♦
Proof.
(i) The construction is roughly as follows (see also [Hij01, Def. 4.2.ii)]): Let x ∈ M ,
X = [Θ(b˜), v] ∈ SOgMx ×τ Rn ∼= TxM , where τ : SOm → GL(Rm) is the canonical
representation. For any ψ = [b˜, σ] ∈ SpingM ×∆m,K ΣK,m = ΣgKM |x, we define
X · ψ = [Θ(b˜), v] · [b˜, σ] := [b˜, v · σ],
where v · σ := ∆m,K(v)(σ). Here, ρm,K : C`m → GLK(ΣK,m) is an irreducible repre-
sentation of the Clifford algebra, see Definition 2.3.6.
(ii) Again, let ρm,K : C`m → GLK(ΣK,m) be as in Definition 2.3.6. By averaging over the
multiplicative subgroup of the Clifford algebra generated by an orthonormal basis of
Rm, one can show that there exists an invariant inner product of ΣK,m, for which the
action of ρm,K is skew-adjoint, see [Hij01, Cor. 2.27]. This induces the desired inner
product on ΣgKM , see [Hij01, Def. 4.3.ii)].
(iii) By the Fundamental Lemma of Riemannian geometry, see [Lee97, Thm. 5.4], the
Levi-Civita connection ∇g exists on the vector bundle TM . This gives a connection
form ω ∈ Ω1(SOgM, som) on the principal SOm-bundle SOgM . One can show that
this connection form lifts to a connection form ψ˜ ∈ Ω1(SpingM, spinm), see [Hij01,
Sect. 4.2]. By a general procedure, this connection form induces a connection on all
vector bundles associated to SpingM , see [Bau09, Satz 3.12]. In particular, this gives
a connection on the spinor bundle ΣgKM = Spin
gM ×∆m,K ΣK,m. 
Remark 2.3.11 (local expressions). Let b = (b1, . . . , bm) be a local orthonormal frame on
M , b˜ be its lift to SpinM and σ1, . . . , σN be a basis of ΣK,m. Then the spinor fields locally
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given by ψα = [b˜, σα] satisfy
∀X ∈ T (M) : ∇g,KX ψα =
1
4
m∑
i,j=1
g(∇gXbi, bj)bi · bj · ψα.
Using this formula, one can calculate ∇g,KX ψ locally for any spinor field ψ. The curvature
Rg,K of ∇g,K is related to the curvature Rg of the Levi-Civita connection ∇g by
∀X,Y ∈ T (M) : ∀ψ ∈ Γ(ΣgKM) : Rg,KX,Y ψ =
1
4
m∑
i,j=1
g(RgX,Y (bi), bj)bi · bj · ψ.
More details can be found in [Hij01, Prop. 4.3]. ♦
Definition 2.3.12 (Dirac operator). Let (M, g,Θg) be a Riemannian spin manifold with
spinor bundle ΣgKM . Let m
g
K be the Clifford multiplication, ∇g,K be the spinorial Levi-
Civita connection and ]g : T ∗M → TM be the musical isomorphism induced by g. The
composition
Γ(ΣgKM)
∇K,g // Γ(TM∗ ⊗ ΣgKM)
]g⊗id
// Γ(TM ⊗ ΣgKM)
mgK // Γ(ΣgKM)
is the associated Dirac operator /DgK. We also think of /D
g
K as an unbounded operator
/D
g
K : L
2(ΣgKM)→ L2(ΣgKM),
densely defined on the first order Sobolev space H1(ΣgKM). ♦
Theorem 2.3.13 (properties of Dirac operators). The Dirac operator /DgK of a closed Rie-
mannian spin manifold (Mm, g,Θg) is a first order elliptic differential operator. For any
local orthonormal frame e1, . . . , em of TM
/D
g
K =
m∑
j=1
ej · ∇g,Kej .
As an operator L2(ΣgKM) → L2(ΣgKM), the Dirac operator /D
g
K is self-adjoint, has com-
pact resolvent and its spectrum spec /DgK is a closed discrete subset of the real line that is
unbounded from both sides. For any λ ∈ spec /Dg,K the eigenspace ker( /DgK−λ) is finite-
dimensional over K. ♦
Proof. The local coordinate formula follows directly from the definition. From this formula
it follows that /DgK is an elliptic first order differential operator. Self-adjointness follows
from a calculation that is carried out for instance in [Hij01, Lem. 4.7 ] or alternatively
[LM89, Chapter II, Prop. 5.3] and the fact that the manifold is compact. The rest of the
claim follows from the general theory for linear elliptic differential operators and abstract
functional analysis, see [LM89, Sect. III.§5], or alternatively [Fri00, Sect. 4.2] for a proof
specifically for the Dirac operator. 
2.4 Real vs. Complex Spin Geometry
In Section 2.3, we introduced the real as well as the complex spinor bundle. In this section,
we discuss some issues concerning the relationship between the two.
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Definition 2.4.1 (complexification). If W is an R-vector space, the space WC := W ⊗R C
is the complexification of W . The complexification of a real representation of an R-algebra
ρ : A→ EndR(W ) is the map
ρC : A → EndC(WC)
a 7→ (w ⊗ ζ 7→ ρa(w)⊗ ζ).
The analogous notion applies to the complexification of a real representation of a group. ♦
The following will be absolutely crucial.
Lemma 2.4.2. In dimensions m ≡ 0, 6, 7 mod 8, the complexification of the real spinor
representation is equivalent to the complex spinor representation, i.e. ∆Cm,R = ∆m,C. ♦
Proof. It follows from the explicit classification of Clifford algebras (see for instance [LM89,
Thm 5.8]) that in dimensions m ≡ 0, 6, 7 mod 8, the complexification of the real Clifford
algebra is isomorphic to the complex Clifford algebra and that the irreducible complex
representations are precisely the complexifications of irreducible real representations. This
implies the result. 
This representation theoretic fact has analogous consequences for all the spin geometric
constructions: In dimensions m ≡ 0, 6, 7 mod 8, the complexification of real spin geometry
is isomorphic to the complex spin geometry. More precisely, the following hold.
Theorem 2.4.3. Let m = dimM ≡ 0, 6, 7 mod 8.
(i) The complexification (ΣgRM)
C of a real spinor bundle ΣgRM is a complex spinor bundle
ΣgCM .
(ii) The complexification (mgR)
C of the real Clifford multiplication mgR is the complex Clif-
ford multiplication mgC.
(iii) The complexification (∇g,R)C of the real spinorial Levi-Civita connection on ΣgRM is
the spinorial Levi-Civita connection ∇g,C on ΣgCM .
(iv) The complexification ( /DgR)C of the real Dirac operator /D
g
R is the complex Dirac oper-
ator /DgC.
(v) Any λ ∈ R is an eigenvalue of /DgR if and only if λ is an eigenvalue of /DgC. ♦
Proof. Lemma 2.4.2 implies these results. 
It is clear that the eigenspaces of /DgK have the structure of a K-vector space. In dimensions
m ≡ 2, 3, 4 mod 8, the eigenspaces of the complex Dirac operator /DgC even have a quater-
nionic structure and hence can be thought of as vector spaces over the quaternions H, see
[Fri00, sec. 1.7]. This yields to various notions of multiplicity of an eigenvalue, which we now
make precise. To that end, we first introduce a notation, which will also be useful later.
Definition 2.4.4. For any subset A ⊂ R, we define
L2A(Σ
g
KM) := span{ψ ∈ H1(ΣgKM) | ∃λ ∈ A : /D
g
K ψ = λψ}. ♦
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Definition 2.4.5 (multiplicity). For any eigenvalue λ ∈ spec /DgC, the number
µ(λ) :=
{
dimH L2λ(Σ
g
CM), m ≡ 2, 3, 4 mod 8,
dimC L2λ(Σ
g
CM), m ≡ 0, 1, 5, 6, 7 mod 8,
is called spin multiplicity of λ. For an eigenvalue λ ∈ spec /DgK, the number
µK(λ) := dimK L
2
λ(Σ
g
KM) ♦
is called K-multiplicity of λ. An eigenvalue is called spin-simple, if µ(λ) = 1 and K-simple,
if µK(λ) = 1.
Remark 2.4.6. In particular, any λ ∈ R satisfies
µ(λ) =

µC(λ) = µR(λ), m ≡ 0, 6, 7 mod 8,
µC(λ) =
1
2µR(λ), m ≡ 1, 5 mod 8,
1
2µC(λ) =
1
4µR(λ), m ≡ 2, 3, 4 mod 8.
♦
Remark 2.4.7. In closing we remark that the construction of a Dirac operator as de-
scribed in Definition 2.3.12 admits various generalizations. First of all, one can replace the
Riemannian metric by a pseudo-Riemannian metric of signature (r, s). Then in principle,
the construction is the same, but the representation theory of the Clifford algebra C`(Rr,s)
of Rs+r with a symmetric bilinear form of signature (r, s) is much more complicated, see
[LM89, Chapter I. §4]. Also, the induced metric on the spinor bundle from Theorem 2.3.10
will not be Riemannian in general. See [Bau81] for more details and also [Har90] for the
algebraic side.
One can also twist the Dirac operator of the manifold with a vector bundle. Even more
general, one can forget that the structures described in Theorem 2.3.10 arise from a spin
manifold and study so called Clifford bundles, see also [Roe98, Def. 3.4]. We will elaborate
on this a bit further in Definition 2.7.7. ♦
2.5 Dahl’s Result
Having introduced the precise notion of multiplicity, see Definition 2.4.5, we are now able
to state Dahl’s Theorem.
Theorem 2.5.1 ([Dah05, Thm. 1]). Let M be a closed spin manifold of dimension m ≥ 3
and L > 0 be a real number.
(i) Suppose that m ≡ 3 mod 4 and let l1, . . . , ln be non-zero real numbers such that
−L < l1 < . . . < ln < L.
Then there exists a metric g ∈ R(M) such that
spec /D
g
C ∩(]−L,L[ \ {0}) = {l1, . . . , ln}
and all the li satisfy µ(li) = 1.
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(ii) Suppose m 6≡ 3 mod 4 and l1, . . . , ln, L ∈ R such that
0 < l1 < . . . < ln < L.
Then there exists a metric g ∈ R(M) such that
spec /D
g
C ∩(]−L,L[ \ {0}) = {±l1, . . . ,±ln}
and all the ±li satisfy µ(±li) = 1. ♦
Remark 2.5.2 (unsolvable cases). We also give an overview about the situations, where
Problem 1 is most certainly unsolvable and explain why.
Quaternionic
Structures
In dimensions m ≡ 2, 3, 4 mod 8, the eigenspaces of the Dirac operator
have a quaternionic structure, hence their complex dimension will always
be even. Consequently, one cannot prescribe eigenvalues with odd com-
plex multiplicity in these dimensions. This is precisely the reason, why
we defined the multiplicity µ(λ) of an eigenvalue λ in Definition 2.4.5 as
the quaternionic dimension in this case. Using µ and not µC in Problem 1
already excludes this case from the problem statement.
Symmetries In dimensions m 6≡ 3 mod 4, the Dirac spectrum is always symmet-
ric, i.e. spec /Dg = − spec /Dg, see for instance [Gin09, Thm. 1.3.7.iv)].
Consequently, one can never prescribe a set of eigenvalues, which is un-
symmetric. This is the reason why the statement of Theorem 2.5.1 is
split up into two cases. If m 6≡ 3 mod 4, one can prescribe eigenvalues
on the positive real line, which automatically prescribes the eigenvalues
on the corresponding part of the negative real line.
Atiyah-Singer
index Theorem
The eigenvalue λ = 0 plays an exceptional role. Its eigenspace is the ker-
nel of the Dirac operator and its dimension is related to the topology of
the manifold by the Atiyah-Singer index theorem, see for instance [LM89,
III.§13]. One can conclude from this theorem that for any Riemannian
metric g and any closed connected spin manifold M ,
dimC ker /D
g
C ≥

|Aˆ(M)|, m ≡ 0, 4 mod 8,
1, m ≡ 1 mod 8 and α(M) 6= 0,
2, m ≡ 2 mod 8 and α(M) 6= 0,
0, otherwise.
(2.5.1)
Therefore, one can certainly not prescribe eigenvalues with a multiplicity
that violates this constraint. However, one can ask, if there exists a
metric such that (2.5.1) is an equality (metrics with this property are
calledD-minimal). In [ADH09], it is shown that the answer is affirmative
on any closed connected spin manifold. Metrics satisfying this equality
are even generic, i.e. they are dense in the C∞-topology and open in
C1-topology.
On the other hand, the large kernel conjecture states that for any k ∈ N,
one can find a metric gk such that dim ker /D
gk
C ≥ k (if dimM ≥ 3), see
also [Bär96a]. In general, this is also an open problem. However, there
are some cases for which it is solved:
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(i) for M = S3, see [Hit74],
(ii) for m ≡ 3, 7 mod 8 and k = 1, see [Bär96a],
(iii) for M = S2m, m ≥ 2 and k = 1, see [See01],
(iv) for m ≥ 5 and k = 1, see [Dah08].
All these considerations are the the reason, why the eigenvalue 0 is ex-
cluded in the statement of Theorem 2.5.1. ♦
Remark 2.5.3 (prescribing the entire spectrum). Of course one could also ask, if one can
prescribe the entire spectrum. We do not investigate this problem in the present thesis, since
it requires very different techniques. It is clear that in addition to the constraints mentioned
in Remark 2.5.2, there are even more restrictions. For instance, any Dirac spectrum has to
satisfy the Weyl asymptotics. ♦
2.6 Spin Morphisms
In the presence of a spin structure one can discuss whether or not certain morphisms lift to
the spin structure. We will introduce the notion of a spin morphism on various levels and
show that a spin structure also induces a covering on the spin morphisms, see Theorem 2.6.4.
This part of the introduction will be carried out in detail, since this particular point of view
is not so standard and we are unable to give a reference for Theorem 2.6.4. We will require
some basic notions from the theory of principal fibre bundles, see Sections A.1 and A.2.3 for
notation.
2.6.1 Spin Gauge Transformations
Let P → M be a principal G-bundle. Recall that any gauge transformation F ∈ G(P )
can also be described as an equivariant function P → G, see Lemma A.2.10. We denote
by C∞e (P,G) the space of all equivariant functions, see Definition A.2.9. In particular, this
holds in the following situation: Let M be a connected manifold and E → M be a spin
vector bundle of rank n with topological spin structure Θ : G˜L
+
E → GL+E. Then we can
apply this to the two gauge groups G(G˜L+E) and G(GL+E). Our aim is to show that the
spin structure induces a covering between the gauge groups as well, see Theorem 2.6.4. We
will use the smooth compact-open-topology, sometimes also called the weak topology C∞w (see
Section A.2.2) to topologize the gauge groups.
Definition 2.6.1 (equivariant spin functions). Let E →M be a spin vector bundle of rank
n over a connected manifold M . A function σ ∈ C∞e (GL+E,GL+n ) is spin, if there is a
function σ˜ ∈ C∞e (G˜L
+
E, G˜L
+
n ) such that
G˜L
+
E
σ˜ //
Θ

G˜L
+
n
ϑ

GL+E
σ // GL+n
commutes. We denote by Cspine (GL+E,GL+n ) the set of all these functions σ. ♦
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Lemma 2.6.2. In the situation of Definition 2.6.1, the map
Π : C∞e (G˜L
+
E, G˜L
+
n ) → Cspine (GL+E,GL+n )
σ˜ 7→ ϑ ◦ σ˜ ◦Θ−1
is a well-defined group homomorphism with kernel Z2. If both groups are equipped with the
C∞w -topology, this map is a 2 : 1 covering. ♦
Proof.
Step 1 (well-defined): The definition of the map is to be understood as follows: Let b ∈
GL+E. Then there exists b˜ ∈ G˜L+E such that Θ−1(b) = {±b˜}. Here −b˜ = b˜.(−1), where
(−1) ∈ G˜L+n is the non-trivial element in the fibre over the identity matrix. Since σ˜ is
equivariant,
σ˜(±b˜) = (±1)−1σ˜(b˜)(±1) = σ˜(b˜),
thus Π is well-defined. It is clear that Π is a homomorphism.
Step 2 (image): We verify that σ := Π(σ˜) is equivariant: Choose any A ∈ GL+n , A˜ ∈ G˜L
+
n ,
b˜ ∈ G˜L+E, b ∈ GL+E such that
ϑ(A˜) = A, Θ(b˜) = b, =⇒ Θ(b˜.A˜) = b.A.
We calculate
σ(b.A) = ϑ(σ˜(b˜.A˜)) = ϑ(A˜−1σ˜(b˜)A˜) = ϑ(A˜−1)ϑ(σ˜(b˜))ϑ(A˜) = A−1σ(b)A.
Step 3 (kernel): Furthermore, if
Π(σ˜1) = Π(σ˜2) =⇒ ϑ ◦ σ˜1 ◦Θ−1 = ϑ ◦ σ˜2 ◦Θ−1 =⇒ ϑ ◦ σ˜1 = ϑ ◦ σ˜2,
then σ˜1 and σ˜2 are both lifts of the same map. Consequently, σ˜1 = ±σ˜2.
Step 4 (covering): Let σ ∈ Cspine (GL+E,GL+n ) be arbitrary. We have to construct a neigh-
borhood of σ evenly covered by Π. This will follow from the fact that ϑ is a covering.
Step 4.1 (construction of the neighborhoods): Let V ⊂ GL+n be an open connected neigh-
borhood that is evenly covered by ϑ, i.e. there exist open and disjoint subsets V˜± ⊂ G˜L
+
n
such that ϑ± := ϑ|V˜± : V˜± → V is a diffeomorphism. Since σ is continuous, there exists an
open connected coordinate domain U ⊂ σ−1(V ) ⊂ GL+E that is evenly covered by Θ, i.e.
there exist open and disjoint subsets U˜± ⊂ G˜L
+
E such that Θ± := Θ|U˜± is a diffeomor-
phism. Let ϕ denote a manifold chart on U and choose any compact K ⊂ U . We obtain
that for any k ∈ N,
B := {σ′ ∈ Cspine (GL+E,GL+n ) | σ′(K) ⊂ V, ‖σ′ ◦ ϕ−1 − σ ◦ ϕ−1‖Ck < 1}
is an open neighborhood of σ. We want to show that B is evenly covered. Since V and U are
open and connected, U˜± and V˜± are open and connected as well. Let K˜± := Θ−1± (K) ⊂ U˜±.
Since Θ± is a diffeomorphism, K˜± is compact. Any lift σ˜ of σ satisfies
(ϑ ◦ σ˜)(K˜±) = (σ ◦Θ)(K˜±) = σ(K) ⊂ V.
Since U˜± and V˜± are connected, it follows that the two lifts σ˜± of σ are characterized by
σ˜±(K˜±) ⊂ V˜∓. We define the open neighborhood
B˜+ := {σ˜′ ∈ Cspine (G˜L
+
E, G˜L
+
n ) | σ˜′(K˜±) ⊂ V˜ ±,
‖ϑ± ◦ σ˜′ ◦Θ−1± ◦ ϕ−1 − ϑ± ◦ σ˜+ ◦Θ−1± ◦ ϕ−1‖Ck < 1}
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of σ˜+ and the open neighborhood
B˜− := {σ˜′ ∈ Cspine (G˜L
+
E, G˜L
+
n ) | σ˜′(K˜±) ⊂ V˜ ∓,
‖ϑ∓ ◦ σ˜′ ◦Θ−1± ◦ ϕ−1 − ϑ∓ ◦ σ˜− ◦Θ−1± ◦ ϕ−1‖Ck < 1}
σ˜−. We claim that B is evenly covered by B˜±, in particular that
Π−1(B) = B˜+∪˙B˜−.
Since V˜ + and V˜ − are disjoint, B˜+ and B˜− are disjoint by construction.
Step 4.2 (Π−1(B) ⊂ B˜+∪˙B˜−): If σ˜′ ∈ Π−1(B), then there exists σ′ ∈ B such that σ′ =
ϑ ◦ σ˜′ ◦ Θ−1. Again, (ϑ ◦ σ˜′)(K˜±) ⊂ V , thus either σ˜′(K˜±) ⊂ V˜ ± or σ˜′(K˜±) ⊂ V˜ ∓. In the
former case, we calculate
ϑ± ◦ σ˜′ ◦Θ−1± ◦ ϕ−1 = σ′ ◦Θ ◦Θ−1± ◦ ϕ−1 = σ′ ◦ ϕ−1
on K˜±. The analogous calculation holds for σ as well, thus
‖ϑ± ◦ σ˜′ ◦Θ−1± ◦ ϕ−1 − ϑ± ◦ σ˜+ ◦Θ−1± ◦ ϕ−1‖Ck = ‖σ′ ◦ ϕ−1 − σ ◦ ϕ−1‖Ck (2.6.1)
and σ˜′ ∈ B˜+. In case σ˜′(K˜±) ⊂ V˜∓, we obtain σ˜′ ∈ B˜− in the same manner.
Step 4.3 (B˜+∪˙B˜− ⊂ Π−1(B)): Conversely, if σ˜′ ∈ B˜+, then we define σ′ := Π(σ˜′) and
obtain
σ′(K) = (ϑ ◦ σ˜′ ◦Θ−1)(K) = (ϑ ◦ σ˜′)(K˜+ ∪ K˜−) ⊂ ϑ(V˜±) = V
and again by (2.6.1), we obtain σ˜′ ∈ B. If σ˜′ ∈ B˜−, we obtain Π(σ˜′) ∈ B in the same
manner.
Step 4.4 (homeomorphism): By definition Π|B˜± is given as pre- respectively post composi-
tion with Θ−1± respectively ϑ±. Since these maps are diffeomorphisms on their domains and
composition is continuous by Theorem A.2.5, the result follows. 
Definition 2.6.3 (spin gauge trafo). A gauge transformation F ∈ G(GL+E) is spin, if
there exists a gauge transformation F˜ ∈ G(G˜L+E) such that
G˜L
+
E
F˜ //
Θ

G˜L
+
E
Θ

GL+E
F // GL+E
commutes. We denote by Gspin(GL+E) the set of all those gauge transformations. ♦
Theorem 2.6.4. The map
Θ∗ : G(G˜L
+
E) → Gspin(GL+E)
F˜ 7→ Θ ◦ F˜ ◦Θ−1
is a well-defined group homomorphism with kernel Z2. If both groups are equipped with the
C∞w -topology, this map is a 2 : 1 covering. ♦
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Proof. The proof that Θ∗ is a well-defined group homomorphism with kernel Z2 is analogous
the proof of these claims in Lemma 2.6.2. By construction, the diagram
G(G˜L+E) //
Θ∗

C∞e (G˜L
+
E, G˜L
+
n )
Π

Gspin(GL+E) // Cspine (GL+E,GL+n )
commutes. The horizontal maps are homeomorphisms by Lemma A.2.11(iv) and the right
map is a 2 : 1 covering by Lemma 2.6.2. 
2.6.2 Spin Morphisms of Vector Bundles
Definition 2.6.5 (spin morphism). Let pij : Ej → Mj , j = 1, 2, be spin vector bundles of
rank n with spin structure Θj : G˜L
+
Ej → GL+Ej . An orientation-preserving isomorphism
of vector bundles (f, F ) is spin, if there exists a morphism of principal G˜L
+
n -bundles F˜ such
that
G˜L
+
E1
F˜ //
Θ1

G˜L
+
E2
Θ2

GL+E1
F //

GL+E2

M1
f
// M2
(2.6.2)
commutes. Here, f is a diffeomorphism of smooth manifolds and F is identified with the
corresponding GL+n -gauge transformation
GL+E1 → GL+E2
(b1, . . . , bn) 7→ (Fb1, . . . , F bn). ♦
Remark 2.6.6. This definition is particularly important, if E1 = E2 and Θ1 = Θ2. In that
case (f, F ) is spin if and only if F ∈ Gspin(GL+E) in the sense of Definition 2.6.3. ♦
Remark 2.6.7. If an isomorphism (f, F ) is spin and M is connected, there are precisely
two two spin lifts F˜± of F , which are related by F+.(−1) = F−, where −1 ∈ G˜L+n . ♦
Definition 2.6.8 (equivalence of spin structures). Let E →M be an oriented vector bun-
dle. Two spin structures Θj : Pj → GL+E are equivalent, if there exists an isomorphism
F : P1 → P2 of principal bundles such that (idM , F ) is a spin morphism. ♦
2.6.3 Spin Diffeomorphisms
Specializing Definition 2.6.5 to the tangent bundle of a spin manifold gives rise to a more
restrictive notion.
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Definition 2.6.9 (spin diffeomorphism). A diffeomorphism f ∈ Diff+(M) is a spin dif-
feomorphism, if (f, f∗) is a spin morphism, i.e. if there exists a morphism F of princial
G˜L
+
m-bundles such that
G˜L
+
M
Θ

F // G˜L
+
M
Θ

GL+M

f∗ // GL+M

M
f
// M
(2.6.3)
commutes. Here, f∗ is identified with
f∗ : GL+M → GL+M
(b1, . . . , bn) 7→ (f∗b1, . . . , f∗bn).
We say F is a spin lift of f , and define
Diffspin(M) := {f ∈ Diff+(M) | f is a spin diffeomorphism}. ♦
Remark 2.6.10 (spin isometries). If f ∈ Diffspin(M) and h ∈ R(M), we can set g := f∗h.
In this case (2.6.3) restricts to the analogous diagram
SpingM
Θg

F // SpinhM
Θh

SOgM

f∗ // SOhM

(M, g)
f
// (M,h)
(2.6.4)
of metric spin structures. We say that f is a spin isometry in this case. Notice that this
implies that F induces an isometry of vector bundles
F¯ : ΣgKM → ΣhKM
[b˜, v] 7→ [F (b˜), v].
This isometry commutes with the Clifford multiplication and the spin connection. Therefore,
(M, g) and (M,h) are Dirac-isospectral , i.e. their sets of Dirac eigenvalues, as well as their
multiplicities, are equal. ♦
2.6.4 Isotopies of Spin Diffeomorphisms
We will need some facts about paths of diffeomorphisms and their lifts to the spin structure.
Again, we use the C∞w -topology (see Section A.2.2) on Diff(M,N).
Definition 2.6.11 (isotopy). Let M and N be smooth manifolds. An isotopy is a continu-
ous path h : I → Diff(M,N). Two diffeomorphisms f, g ∈ Diff(M,N) are isotopic, if there
exists an isotopy h such that h0 = f and h1 = g. ♦
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Remark 2.6.12. By Theorem A.2.5, an isotopy can equivalently be defined as a continuous
map h : I ×M → N such that for all t ∈ I, the induced map ht := h(t,_) : M → N is a
diffeomorphism. We do not distinguish between h as a map I → Diff(M,N) and as a map
I ×M → N . ♦
Remark 2.6.13. Let h : I ×M → N be an isotopy. Since det is continuous, either all
diffeomorphisms ht are orientation-preserving or no ht is. ♦
This phenomenon generalizes to the spin structure.
Theorem 2.6.14 (spin isotopy invariance). Let (M,Θ), (N,Ξ) be spin manifolds and h :
I ×M → N be an isotopy. If h0 is spin in the sense of Definition 2.6.9, there exists a lift Hˆ
such that
I × G˜L+M
id×Θ

∃Hˆ // G˜L
+
N
Ξ

I ×GL+M

H // GL+N

I ×M h // N.
(2.6.5)
commutes. In particular, ht is spin for all t ∈ I. ♦
Proof. By hypothesis, h0 is spin. In particular h0 ∈ Diff+(M,N), thus ht ∈ Diff+(M,N)
for all t ∈ I. Consequently, the map H in (2.6.5) can be defined by
∀b ∈ GL+M : ∀t ∈ I : H(t, b) := ht∗(b).
To show the existence of Hˆ, we note that, sinceH is an isotopy, it is in particular a homotopy.
Consequently, H ◦ (id×Θ) is also a homotopy between H0 ◦Θ and H1 ◦Θ. By hypothesis,
there exists a spin lift Hˆ0 of h0. By definition, this map satisfies Θ ◦ Hˆ0 = Θ ◦ H0. Since
covering spaces have the homotopy lifting property (see Theorem A.5.3), there exists a
unique Hˆ such that Ξ ◦ Hˆ = H ◦ (id×Θ). 
Remark 2.6.15. Let h : I ×M → N be an isotopy. Analogous to Remark 2.6.13 we can
rephrase Theorem 2.6.14 by saying that either all diffeomorphisms ht are spin or no ht is.
Therefore, we will say that an isotopy h is spin if one, hence all, diffeomorphisms ht are
spin. ♦
Remark 2.6.16. Recall from Theorem 2.6.4 that the map
Θ∗ : G(G˜L
+
M) → Gspin(GL+M)
Fˆ 7→ Θ ◦ Fˆ ◦Θ−1 ♦
is a 2 : 1 covering map. Notice that a diffeomorphism f ∈ Diff+(M) is spin if and only if
f∗ ∈ Gspin(GL+M), see Remark 2.6.6. Let h : I ×M → M be a spin isotopy. We obtain a
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diagram
G(G˜L+M)
Θ∗2:1

I
h
//
Hˆ
::
Gspin(GL+M).
(2.6.6)
2.7 Category Theoretic Reformulation
In this section, we will reformulate the classical constructions in spin geometry in a modern
category theoretic language. We do not strictly need this formulation later, but it gives a
clear and concise overview of the structure of spin geometry and might serve as an alterna-
tive introduction to readers from other branches of mathematics like algebraic topology or
algebraic geometry. We assume the reader to be familiar with the basics of category theory.
Definition 2.7.1 (spin vector bundles). The category of spin vector bundles, SpinVB, con-
sists of
Objects: A spin vector bundle is a tuple (pi : E → M,Θ), where pi : E → M is a
smooth oriented real vector bundle of some rank n ∈ N over a smooth closed manifold
M and Θ is a topological spin structure for E, see Definition 2.2.2.
Morphisms: A morphism (pi1 : E1 →M1,Θ1)→ (pi2 : E2 →M2,Θ2) of spin vector
bundles is a triple (f, F, F˜ ) such that
G˜L
+
E1
F˜ //
Θ1

G˜L
+
E2
Θ2

GL+E1
F //

GL+E2

M1
f
// M2
(2.7.1)
commutes. Here, f is a diffeomorphism between smooth manifolds, F is induced
by an orientation-preserving isomorphism of smooth vector bundles and F˜ is an iso-
morhpism of principal bundles. ♦
Remark 2.7.2. Not every diffeomorphism f : M1 →M2 admits a lift as in (2.7.1). In case
Ej = TMj , j = 1, 2, and a lift exists as in (2.6.3), i.e. F = f∗, we call such a diffeomorphism
a spin diffeomorphism. If in addition M is connected, there are precisely two such lifts, the
other one given by −F˜ := F˜ .(−1), −1 ∈ G˜L+n . ♦
Definition 2.7.3 (Riemannian spin vector bundles). The category of Riemannian spin vec-
tor bundles, RiemSpinVB, consists of
Objects: A Riemannian spin vector bundle is a tuple (pi : E → M,h, g,∇,Θh),
where pi : E → M is a smooth oriented vector bundle of some rank n ∈ N over a
smooth closed manifoldM , g is a Riemannian metric onM , h is a Riemannian metric
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on E, ∇ is a metric connection on E and Θh is a metric spin structure for E, see
Definition 2.2.6.
Morphisms: A morphism
(pi1 : E1 →M1, h1, g1,∇1,Θh1)→ (pi2 : E2 →M2, h2, g2,∇2,Θh2)
of Riemannian spin vector bundles is a triple (f, F, F˜ ) such that
Spinh1 E1
F˜ //
Θ1

Spinh2 E2
Θ2

SOh1 E1
F //

SOh2 E2

M1
f
// M2
commutes. Here, f is an isometry of Riemannian manifolds, F is induced by an
isometry of vector bundles, which is compatible with the connections, and F˜ is an
isomorphism of principal bundles. ♦
Definition 2.7.4 (spin manifolds). The category of spin manifolds, SpinMfd, consists of
Objects: A spin manifold is a tuple (M,Θ), where M is a smooth closed oriented
manifold and Θ is a topological spin structure for TM .
Morphisms: A morphism of spin manifolds (M1,Θ1)→ (M2,Θ2) is a tuple (f, F˜ )
such that (f, f∗, F ) is a morphism (TM1 → M1,Θ1) → (TM2 → M2,Θ2) of spin
vector bundles. ♦
Definition 2.7.5 (Riemannian spin manifolds). The category of Riemannian spin mani-
folds, RiemSpinMfd, consists of
Objects: A Riemannian spin manifold is a tuple (M, g,Θg) such that (M, g) is a
smooth oriented closed Riemannian manifold and Θg is a metric spin structure on
(TM, g).
Morphisms: Amorphism of Riemannian spin manifolds (M1, g1,Θg1)→ (M2, g2,Θg2)
is a tuple (f, F ) such that f : (M1, g1)→ (M2, g2) is an orientation-preserving isom-
etry of Riemannian manifolds and (f, f∗, F ) is a morphism of spin manifolds. ♦
Remark 2.7.6. These four categories are related by the following commutative diagram of
categories
RiemSpinMfd
T //
MetrTop

RiemSpinVB
MetrTop

SpinMfd
T // SpinVB
Here, T is the tangent functor , which maps a Riemannian manifold (M, g) to its tangent
bundle TM with its Levi-Civita connection and a map f to its derivative f∗. MetrTop is
the functor that forgets the Riemannian metric and replaces the metric spin structure by a
topological spin structure, see Theorem 2.2.8. We see that spin manifolds are only a special
case of spin vector bundles. ♦
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Definition 2.7.7 (Clifford bundles). The category of K-Clifford Bundles, CliffBK, consists
of
Objects: A Clifford Bundle is a tuple (pi : S →M,h, g,m,∇S), such that
(i) (M, g) is a closed Riemannian manifold.
(ii) pi : S →M is a K-vector bundle of some rank n with a Riemannian respectively
Hermitian metric fibre metric h.
(iii) m is a morphism of R-vector bundles,
m : TM ⊗ S → S
X ⊗ s 7→ m(X ⊗ s) =: X · s,
called Clifford multiplication, which satisfies
∀X ∈ TM : ∀ψ ∈ Γ(S) : X ·X · ψ = −g(X,X)ψ.
(iv) The Clifford multiplication is skew-adjoint with respect to h, i.e.
∀X ∈ T (M) : ∀ψ1, ψ2 ∈ Γ(S) : h(X · ψ1, ψ2) = −h(ψ1, X · ψ2).
(v) ∇S : Γ(S) → Γ(T ∗M ⊗ S) is a connection on S that is compatible with the
Levi-Civita connection ∇g on TM and the Clifford multiplication m, i.e.
∀X,Y ∈ T (M) : ∀ψ ∈ Γ(S) : ∇SX(Y · ψ) = ∇gXY · ψ + Y · ∇SXψ.
Morphisms: A morphism
(pi1 : S1 →M1, h1, g1,m1,∇S1)→ (pi2 : S2 →M2, h2, g2,m2,∇S2),
of K-Clifford bundles is a tuple (f, F ), such that
S1
F //
pi1

S2
pi2

M1
f
// M2
commutes. Here, f : (M1, g1) → (M2, g2) is an isometry of Riemannian manifolds
and F : (S1, h1) → (S2, h2) is an isometric isomorphism of K-vector bundles, which
satisfies F ∗∇S1 = ∇S2 and F ◦m1 = m2 ◦ f∗ ⊗ F , i.e. the diagrams
TM1 ⊗ S1 m1 //
f∗⊗F

S1
F

Γ(S1)
∇S1 //
Γ(F )

Γ(T ∗M1 ⊗ S1)
Γ((f−1)∗⊗F )

TM2 ⊗ S2 m2 // S2 Γ(S2) ∇
S2
// Γ(T ∗M2 ⊗ S2)
commute. ♦
Definition 2.7.8 (differential vector bundles). The category of differential K-vector bun-
dles, DiffVBK, consists of
Objects: A differential vector bundle is a tuple (pi : E → M,h, g,D), where pi :
(E, h) → (M, g) is a K-vector bundle with Riemannian respectively Hermitian fibre
metric h of some rank n ∈ N over a closed Riemannian manifold (M, g) and
D : Γ(E)→ Γ(E)
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is a self-adjoint first order elliptic differential operator. We also regard D as an
unbounded operator L2(E) → L2(E) with dense domain H1(E), where H1 is the
first order Sobolev space.
Morhpisms: A morphism
(pi1 : E1 →M1, h1, g1, D1)→ (pi2 : E2 →M2, h2, g2, D2)
of differential K-vector bundles is a tuple (f, F ) such that f : (M1, g1) → (M2, g2)
is an isometry of Riemannian manifolds and F : (E1, h1) → (E2, h2) is an isometric
isomorphism of K-vector bundles such that
Γ(E1)
D1 //
Γ(F )

Γ(E1)
Γ(F )

Γ(E2)
D2 // Γ(E2)
commutes. ♦
Definition 2.7.9 (Dirac functor). The Dirac functor /DK : CliffBK → DiffVBK is defined
on objects by:
/DK((pi : S →M,h, g,m,∇S)) := (pi : S →M,h, g, /DgK),
where the Dirac operator /DgK is defined to be the composition
Γ(S)
∇S // Γ(T ∗M ⊗ S) ]⊗id // Γ(TM ⊗ S) m // Γ(S).
on morphisms by:
/D((f, F )) := (f, F ). ♦
Definition 2.7.10 (spin geometry functor). For any n ∈ N, let ρn : Spinn → GL(Σn) be a
K-spinor representation. The spin geometry functor
ΣK : RiemSpinVB→ CliffBK
is defined
on objects by:
ΣK(pi : E →M,h, g,Θh) := (piΣg : ΣgKE →M,h, g,m,∇S).
Here, ΣgKE := SpinE×ρnΣn, where n is the rank of E, is the K-spinor bundle, see also
Definition 2.3.8. The Clifford multiplication m, the fibre metric h and the spinorial
Levi-Civita connection ∇S are constructed as in Theorem 2.3.10 (the theorem is
formulated for spin manifolds, but the construction for spin vector bundles is similar).
on morphisms by:
ΣK(f, F ) := (f, F¯ ),
where
F¯ : Σg1K E1 → Σg2K E2
[s, σ] 7→ [F (s), σ]. ♦
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Remark 2.7.11. The definition of the functor ΣK depends on the choice of the K-spinor
representations {ρn}n∈N. But once such a choice is fixed, this is a well-defined functor. ♦
Remark 2.7.12. The results of this section can be expressed by saying that there is a
diagram
RiemSpinVB
ΣK //
MetrTop

CliffBK
/DK // DiffVBK
SpinVB
of categories and functors. Unfortunately, one cannot complete the lower row in a similar
fashion, see Remark 2.3.9. ♦
Chapter 3
Continuity of Dirac Spectra
Abstract. It is well known that on a bounded spectral interval, the Dirac
spectrum can be described locally by a sequence of continuous functions of the
Riemannian metric, which evaluated at any metric is non-decreasing, see Theo-
rem 3.1.9. In this chapter, we extend this result to a global version. We view
the spectrum of a Dirac operator as a function Z → R and endow the space of
all spectra with an arsinh-uniform metric. We prove that the spectrum of the
Dirac operator depends continuously on the Riemannian metric. As a corollary,
we obtain the existence of a non-decreasing family of functions on the space
of all Riemannian metrics, which represents the entire Dirac spectrum at any
metric. We also show that, due to spectral flow, these functions do not descend
to the space of Riemannian metrics modulo spin diffeomorphisms in general.
The content of this chapter has been published by now in a similar version, see
[Now13].
3.1 Introduction and Statement of the Results
In this chapter, we prove that the Dirac spectrum depends continuously on the Riemannian
metric. More precisely, we will prove:
Main Theorem 2. Let (M,Θ) be a closed spin manifold and R(M) be the space of Rie-
mannian metrics on M endowed with C1-topology. There exists a family of continuous
functions {λj : R(M) → R}j∈Z such that for all g ∈ R(M), the sequence (λj(g))j∈Z is
non-decreasing and represents all the eigenvalues of the Dirac operator /Dg (counted with
multiplicities). In addition, the sequence {arsinh(λj)}j∈Z is equicontinuous. ♦
Before we start, we give a motivation for this particular formalization. By Theorem 2.3.13,
spec /D
g
C is a subset of the real line, which is closed, discrete and unbounded from both
sides. The elements of spec /DgC consist entirely of eigenvalues of finite multiplicity. However,
treating spec /DC as a function from the Riemannian metrics to the subsets of the real
line is inconvenient, because it is unclear what the continuity assertion should mean and
because spec /DgC as a set does not contain any information about the multiplicities of the
eigenvalues. Both problems can be solved by describing the spectrum as a sequence, i.e. a
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0 λ0 λ1
λ2
λ3
. . .λ−1λ−2
λ−3
. . .
Figure 3.1: Setting λj := sg(j), we obtain this enumeration of spec /D
g.
function Z → R. Intuitively, we would like to enumerate the eigenvalues from −∞ to +∞
as a non-decreasing sequence indexed by Z. The problem is that this is not well-defined,
because it is unclear which eigenvalue should be the “first” one. Formally, we can avoid this
problem via the following definition.
Definition 3.1.1. For any g ∈ R(M), let sg : Z→ R be the unique non-decreasing function
such that sg(Z) = spec /DgC,
∀λ ∈ R : dimC ker( /DgC−λ) = ](sg)−1(λ),
and sg(0) is the first eigenvalue ≥ 0 of /DgC. ♦
The situation is depicted in Fig. 3.1. (We will give an analogous definition for slightly more
general operators later, see Definition 3.2.2). Now, sg is well-defined, but as it will turn out,
the requirement that sg(0) be the first eigenvalue ≥ 0 has some drawbacks. Namely, the
map g 7→ sg(j), j ∈ Z, will in general not be continuous, see Remark 3.1.5. To obtain a
more natural notion, we introduce the following definition.
Definition 3.1.2 (Mon and Conf). Define
Mon := {u : Z→ R | u is non-decreasing and proper} ⊂ RZ .
The group (Z,+) acts canonically on Mon via shifts, i.e.
Mon×Z → Mon
(u, z) 7→ (j 7→ (u.z)(j) := u(j + z)) (3.1.1)
and the quotient
Conf := Mon /Z
is called the configuration space. Let pi : Mon→ Conf, u 7→ u¯, be the quotient map. ♦
By construction sg ∈ Mon and sg := pi(sg) ∈ Conf. This defines maps
s : R(M) → Mon, s : R(M) → Conf,
g 7→ sg, g 7→ sg.
We would like to say that s is continuous. To make formal sense of this, we introduce a
topology on Mon and Conf.
Definition 3.1.3 (arsinh-topology). The topology induced by the metric da defined by
∀u, v ∈ RZ : da(u, v) := sup
j∈Z
| arsinh(u(j))− arsinh(v(j))| ∈ [0,∞]
on RZ is called the arsinh-topology . The group Z acts by isometries with respect to da and
the quotient topology on Conf is induced by the metric d¯a described by
∀u ∈ u¯, v ∈ v¯ ∈ Conf : d¯a(u¯, v¯) = inf
j∈Z
da(u, v.j). (3.1.2)
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t
ρj(t)
ρ−1
ρ−1
ρ0
ρ0
ρ1
ρ1
t0
ρ1
ρ0
ρ−1
Figure 3.2: A zero of ρ−1 at t0 can cause discontinuities at t0 in all ρj .
The use of this metric on the quotient is common in metric geometry, cf. [BBI01, Lemma
3.3.6]. ♦
This allows us to formulate the following theorem, which is the major technical part of this
chapter.
Theorem 3.1.4. The map s = pi ◦ s admits a lift ŝ against pi such that
(Mon, da)
pi

(R(M), C1) s //
ŝ
77
(Conf, d¯a)
(3.1.3)
is a commutative diagram of topological spaces. ♦
First of all, we quickly convince ourselves that this theorem implies Main Theorem 2.
Proof of Main Theorem 2. Clearly, the evaluation evj : (Mon, da) → R, u 7→ u(j), is
a continuous map for any j ∈ Z. Consequently, by Theorem 3.1.4, the functions {λj :=
evj ◦ŝ}j∈Z have the desired properties. The last assertion follows from Remark 2.4.6. 
Remark 3.1.5 (intuitive explanation). It is a more subtle problem than one might think to
choose functions {λj}j∈Z, which depend continuously on g ∈ R(M) and represent the entire
Dirac spectrum. The functions induced by s (we call these ρj := evj ◦ s for the moment)
are not continuous in general. To see this, imagine a continuous path of metrics (gt)t∈R and
consider ρj : R→ R as functions of t, see Figure 3.2. Since ρ0(t) is the first eigenvalue ≥ 0
of /DgtC , this function will have a jump at a point t0, where ρ0(t0) > 0 and ρ−1(t0) = 0. This
can cause discontinuities in all the other functions ρj as well.
However, for any k ∈ Z, the sequence ρ′j := ρj+k, j ∈ Z, gives another enumeration of the
spectrum. Intuitively, Theorem 3.1.4 states that if one uses this freedom in the enumeration
of the eigenvalues at each metric in the “right” way, one obtains a globally well-defined family
of continuous functions representing all the Dirac eigenvalues. ♦
The rest of this chapter is organized as follows: After a slight generalization of our notation
in Section 3.2, the main part will be Section 3.3, which is devoted to build up the technical
results needed in the proof of Theorem 3.1.4. Finally, in Section 3.4 we will investigate to
what extent the functions ŝ and s descend to certain quotients of R(M) called moduli spaces.
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Our central result will be that there exists an obstruction, the spectral flow, for ŝ to descend
onto R(M)/Diffspin(M). This will be made precise in Definition 2.6.9 and Lemma 3.4.5
and the central result will be stated in Theorem 3.4.8.
Using these results, the actual proof of Theorem 3.1.4 becomes very short.
Proof of Theorem 3.1.4. By Theorem 3.3.11, the map s¯ : (R(M), C1) → (Conf, d¯a) is
continuous. By Theorem 3.3.12, the map pi : (Mon, da) → (Conf, d¯a) is a covering map.
Since R(M) is path-connected, locally path-connected and simply connected, the result
follows from the Lifting Theorem of Algebraic Topology, see Theorem A.5.4. 
Remark 3.1.6 (uniqueness). From this proof, we see that the lift ŝ is not unique. In fact
there are Z possibilities of how to lift s against pi. One can use this freedom to arrange that
ŝ
g0 = sg0 for one fixed g0 ∈ R(M). ♦
Remark 3.1.7 (supremum norm). Can one replace the metric da from Definition 3.1.3 by
the ordinary supremum norm? Of course one can also topologize Mon using the supremum
norm instead, but then no equicontinuity result like Main Theorem 2 can hold. This can
be quickly seen as follows: Take any metric g ∈ R(M). For any t > 0, the tensor field
tg is also a Riemannian metric and tg → g as t → 1 in R(M). By conformal covariance,
spec /D
tg
C = t
−1/2 spec /DgC, see for instance [Hij01, Prop. 5.13]. So if the {λj}j∈Z themselves
were equicontinuous, for ε = 1 there exists δ > 0 such that
∀t ∈ Iδ(1) : ∀j ∈ Z : |t−1/2 − 1||λj(g)| = |λj(tg)− λj(g)| < 1.
Since limj→∞ λj(g) =∞, this simply cannot be true. ♦
Remark 3.1.8 (arsinh). However, we will see later in the proof Theorem 3.1.4 that it is not
so important to choose precisely the function arsinh in Definition 3.1.3 to obtain the result.
The most important feature of arsinh that will enter in the proof is that ξ 7→ arsinh′(ξ)|ξ| is
a bounded function on Rn. Therefore, one could replace arsinh by a function with similar
growth properties. ♦
Finally, we remark that the following well known theorem implies that a bounded spectral in-
terval of the Dirac operator can be described locally by continuous functions. Consequently,
Theorem 3.1.4 can be thought of as a global analogue of this local result.
Theorem 3.1.9 ([Bär96a, Prop. 7.1]). Let (M, g) be a closed Riemannian spin manifold
with Dirac operator /DgC having spectrum spec /D
g
C. Let Λ > 0 such that −Λ,Λ /∈ spec /DgC
and enumerate
spec /D
g
C ∩]−Λ,Λ[ = {λ1 ≤ λ2 ≤ · · · ≤ λn}.
For any ε > 0, there exists a C1-neighborhood U of g such that for any g′ ∈ U
(i) spec /Dg
′
C ∩]−Λ,Λ[ = {λ′1 ≤ · · · ≤ λ′n},
(ii) ∀1 ≤ i ≤ n : |λi − λ′i| < ε. ♦
Remark 3.1.10. In this chapter, all results will be formulated for the complex Dirac op-
erator and complex multiplicities. However, in dimensions m ≡ 2, 3, 4 mod 8, where the
eigenspaces have quaternionic dimensions, we can take {λj}j∈2Z and obtain a family of con-
tinuous functions that represents the entire Dirac spectrum at every metric counted with
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spin multiplicity (see Definition 2.4.5). For the real Dirac operator, the proof of Main The-
orem 2 does not directly go through, because it relies on Kato’s pertubation theory, see
Theorem 3.3.3, which is formulated for holomorphic families of operators. However, the
R-multiplicities of the eigenvalues of the real Dirac operator /DgR are the same as the C-
multiplicities of its complexification ( /DgR)C. Therefore, we can apply Theorem 3.3.10 to the
complexification of the real Dirac operator and obtain a version of Main Theorem 2 for the
real Dirac operator and R-multiplicities. Of course, in dimensions m ≡ 0, 6, 7 mod 8, it
makes no difference anyway, which multiplicity is chosen, see Remark 2.4.6. ♦
3.2 Families of Discrete Operators
For the proof of Theorem 3.1.4 we need a version of the function sg defined for operators
slightly more general than Dirac operators. In this section, we introduce the necessary
definitions and notational conventions. Let X,Y be complex Banach spaces. We denote by
C(X,Y ) the space of closed unbounded operators T : X ⊃ D(T )→ Y . Let B(X,Y ) denote
the bounded operators X → Y . We set C(X) := C(X,X) and B(X) := B(X,X). The
spectrum of T is denoted by specT ⊂ C.
Definition 3.2.1 (discrete operator). An operator T ∈ C(X) is discrete, if T has compact
resolvent and specT ⊂ R is unbounded from both sides. (It follows that specT is closed
and consists solely of eigenvalues of finite multiplicity.) ♦
Definition 3.2.2 (ordered spectral function). Let T ∈ C(X) be discrete. The sequence
sT ∈ RZ, uniquely defined by the properties
(i) 0 = min{j ∈ Z | sT (j) ≥ 0}.
(ii) ∀i, j ∈ Z : i ≤ j =⇒ sT (i) ≤ sT (j).
(iii) ∀λ ∈ R : ](sT )−1(λ) = dimC ker(T − λ).
is the ordered spectral function of T . ♦
Definition 3.2.3 (spectral parts). Let T ∈ C(X) be discrete. To denote parts of the
ordered spectrum, we introduce the following notation: If I ⊂ R is an interval, then
(sT )
−1(I) = {k, k + 1, . . . , l} for some k, l ∈ Z, k ≤ l. The sequence
spT (I) := (sT (i))k≤i≤l,
is the spectral part of T in I. ♦
Definition 3.2.4 (discrete family). Let E be any set. A map T : E → C(X) is a discrete
family, if for any e ∈ E, the operator Te is discrete in the sense of Definition 3.2.1. We
obtain a function
sT : E → Mon
e 7→ seT := sT (e) .
Analogously, we set speT := spT (e). ♦
Remark 3.2.5 (family of Dirac operators). In view of Theorem A.9.1, we can apply the
above in particular to Dirac operators. Namely, we fix g ∈ R(M) and set X := L2(ΣgCM)
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and E := R(M). Then h 7→ /Dhg is a discrete family. We will suppress its name in notation
and just write shg for the ordered spectral function of /D
h
g . Since /D
h
C and /D
h
g are isospectral,
we can ignore the reference metric entirely and simply write sh. ♦
3.3 Proof of Theorem 3.1.4
In this section, we carry out the details of the proof of Theorem 3.1.4. The idea to construct
the arsinh-topology was inspired by a paper of John Lott, cf. [Lot02, Theorem 2]. The
arguments require some basic notions from analytic pertubation theory. A modified version
of some results by Kato is needed, cf. [Kat95]. Applying analytic pertubation theory to
families of Dirac operators is a technique that is also used in other contexts, cf. [BGM05],
[BG92], [Her12].
Let X,Y be complex Banach spaces, and let X ′ be the topological dual space of X. For
any operator T , we denote its adjoint by T ∗. Let Ω ⊂ C be an open and connected subset.
Recall that a function f : Ω→ X is holomorphic, if for all ζ0 ∈ Ω, the limit
f ′(ζ0) := lim
ζ→ζ0
f(ζ)−f(ζ0)
ζ−ζ0
exists in (X, ‖_‖X). A family of operators T : Ω→ B(X,Y ) is called bounded holomorphic,
if T is a holomorphic map in the above sense. To treat the unbounded case, the following
notions are crucial.
Definition 3.3.1 (holomorphic family of type (A)). A family of operators T : Ω→ C(X,Y ),
ζ 7→ Tζ , is holomorphic of type (A), if the domain D(Tζ) =: D(T ) is independent of ζ, and
for any x ∈ D(T ) the map Ω→ Y , ζ 7→ Tζx, is holomorphic. ♦
Definition 3.3.2 (self-adjoint holomorphic family of type(A)). A family T : Ω → C(H) is
self-adjoint holomorphic of type (A), if it is holomorphic of type (A), H is a Hilbert space,
Ω is symmetric with respect to complex conjugation, and
∀ζ ∈ Ω : T ∗ζ = Tζ¯ . ♦
These families are particularly important for our purposes due to the following useful theo-
rem.
Theorem 3.3.3 ([Kat95, VII.§3.5, Thm. 3.9]). Let T : Ω → C(H) be a self-adjoint holo-
morphic family of type (A), and let I ⊂ Ω∩R be an interval. Assume that Tζ has compact
resolvent for all ζ ∈ Ω. Then, there exists a family of functions {λn ∈ Cω(I,R)}n∈N and a
family of functions {un ∈ Cω(I,H)}n∈N such that for all t ∈ I, the (λn(t))n∈N represent all
the eigenvalues of Tt (counted with multiplicity), Ttun(t) = λn(t)un(t), and the (un(t))n∈N
form a complete orthonormal system of H. ♦
Derivatives of holomorphic families can be estimated using the following theorem.
Theorem 3.3.4 ([Kat95, VII.§2.1, p.375f]). Let T : Ω→ C(X,Y ) be a holomorphic family
of type (A). For any ζ ∈ Ω define the operator
T ′ζ : D(T )→ Y, u 7→ T ′ζu := ddζ (Tζu).
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Then T ′ is a map from Ω to the unbounded operators X → Y (but T ′ζ is in general not
closed). For any compact K ⊂ Ω, there exists CK > 0 such that
∀ζ ∈ K : ∀u ∈ D(T ) : ‖T ′ζu‖Y ≤ CK(‖u‖X + ‖Tζu‖Y ). ♦
If ζ0 ∈ K is arbitrary, Z := D(T ) and ‖u‖Z := ‖u‖X + ‖Tζ0u‖Y , then CK := α−1K βK does
the job, where
αK := inf
ζ∈K
inf
‖u‖Z=1
‖u‖X + ‖Tζu‖Y , βK := sup
ζ∈K
‖T ′ζ‖B(Z,Y ). (3.3.1)
This can be used to prove the following result about the growth of eigenvalues.
Theorem 3.3.5 ([Kat95, VII.§3.4, Thm. 3.6]). Let T : Ω → C(H) be a self-adjoint holo-
morphic family of type (A). Let I ⊂ Ω ∩ R be a compact interval, and let J ⊂ I be open.
Assume that λ ∈ Cω(J,R) is an eigenvalue function, i.e. for all t ∈ J the value λ(t) is an
eigenvalue of Tt. Then
∀t, t0 ∈ J : |λ(t)− λ(t0)| ≤ (1 + |λ(t0)|)(exp(CI |t− t0|)− 1), (3.3.2)
where CI is the constant from Theorem 3.3.4. ♦
The preceding Theorem 3.3.5 provides two key insights into the growth of eigenvalue func-
tions. First of all, it is remarkable that the constant CI in (3.3.2) does not depend on the
eigenvalue function λ. In particular, if we consider a family of eigenvalue functions {λn}n∈N
as in Theorem 3.3.4, the constant CI is uniform in n. This will be crucial later in the proof of
Corollary 3.3.8. Secondly, we see that, due to the factor 1 + |λ(t0)| in (3.3.2), an eigenvalue
function grows faster the larger it is. This is the reason why we cannot expect the continuity
result of Theorem 3.1.4 to hold for the ordinary supremum norm. However, as we will show
in the next corollary, we can get rid of this factor by reformulating (3.3.2) in terms of the
arsinh-topology.
Corollary 3.3.6 (growth of eigenvalues). In the situation of Theorem 3.3.5, the following
holds in addition: For any t0 ∈ I and ε > 0, there exists δ > 0 such that for all t ∈ Iδ(t0)∩J
and all eigenvalue functions λ ∈ Cω(J,R) we have
| arsinh(λ(t))− arsinh(λ(t0))| < ε. (3.3.3)
There exist universal constants (i.e. independent of the family T ) C1, C2 > 0 such that
δ := C−1I ln(min(C1, εC2) + 1) (3.3.4)
does the job. ♦
Proof. The key observation needed is that arsinh(t) grows slower the larger |t| gets. This
follows simply from the formula arsinh′(t) = (1+ t2)−1/2. We will show that this neutralizes
the (1 + |λ(t0)|)-factor in (3.3.2) when the growth of λ is measured in the arsinh-metric.
The exp-term in (3.3.2) can be estimated by a standard continuity argument.
Step 1 (exp-term): The function α : R → R, t 7→ exp(CI |t − t0|) − 1, is continuous and
satisfies α(t0) = 0. Notice that for b > 0
|α(t)| < b⇐⇒ |t− t0| < C−1I ln(b+ 1). (3.3.5)
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In particular there exists δ1 > 0 such that
∀t ∈ Iδ1(t0) : |α(t)| < 14 . (3.3.6)
So let t ∈ Iδ1(t0).
Step 2 (preliminary estimate): Setting λ0 := λ(t0) we can reformulate (3.3.2) as
λ0 − (1 + |λ0|)α(t) < λ(t) < λ0 + (1 + |λ0|)α(t). (3.3.7)
Since
lim
|R|→∞
|R|
1+|R| = 1,
and the convergence is monotonously increasing, there exists R > 0 such that
∀|η| ≥ R : 12 < |η|1+|η| . (3.3.8)
Now assume |λ0| ≥ R. In case λ0 ≥ R > 0, we calculate
λ0
1+λ0
> 12
(3.3.6)
≥ 2α(t) =⇒ 12λ0 ≥ α(t)(1 + λ0) =⇒ λ0 − α(t)(1 + |λ0|) ≥ 12λ0. (3.3.9)
Analogously, if λ0 ≤ −R < 0, we calculate
λ0 + α(t)(1 + |λ0|) < 12λ0. (3.3.10)
Step 3 (arsinh-metric): Define the constants
C0 := sup
t∈R
1+|t|√
1+t2
, C1 :=
1
4 , C2 := min
(
1
R+1 ,
1
2C0
)
,
and set
δ2 := C
−1
I ln(min(C1, εC2) + 1).
By (3.3.5) this implies
∀t ∈ Iδ2(t0) : α(t) < min(C1, εC2) ≤ εC2. (3.3.11)
So let t ∈ Iδ2(t0) be arbitrary and set c± := λ0 ± (1 + |λ0|)α(t). It follows from the Taylor
series expansion of arsinh that there exists ξ ∈ [λ0, c+] such that
arsinh(c+)− arsinh(λ0) = arsinh′(ξ)(1 + |λ0|)α(t) = (1 + |λ0|)√
1 + ξ2
α(t). (3.3.12)
Now in case |λ0| ≤ R, we continue this estimate by
(3.3.12) ≤ (1 + |λ0|)α(t) ≤ (1 +R)α(t)
(3.3.11)
< ε.
In case λ0 ≥ R, we continue this estimate by
(3.3.12) ≤ (1 + |λ0|)√
1 + λ20
α(t) ≤ C0α(t)
(3.3.11)
< ε.
In case λ0 ≤ −R, we continue this estimate by
(3.3.12) ≤ (1 + |λ0|)√
1 + c2+
α(t)
(3.3.10)
≤ (1 + |λ0|)√
1 + 14λ
2
0
α(t) ≤ 2C0α(t)
(3.3.11)
< ε.
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Consequently, since arsinh is strictly increasing, in all cases we obtain
arsinh(λ(t))
(3.3.7)
< arsinh(λ0 + (1 + |λ0|)α(t)) < arsinh(λ0) + ε.
By an analogous argument, we obtain
arsinh(λ(t)) > arsinh(λ0 − (1 + |λ0|)α(t)) ≥ arsinh(λ0)− ε.
This proves the claim. 
In the next step, we will apply the preceding result to discrete families.
Notation 3.3.7. Since the following proof is somewhat technical, we abbreviate da(x, y) :=
| arsinh(x)−arsinh(y)| for x, y ∈ R. For any ε > 0, the ε-neighborhoods of x ∈ R and ε-hulls
of a set S ⊂ R will be denoted, respectively, by
Iε(x) := {t ∈ R | |t− x| < ε}, Iε(S) :=
⋃
x∈S
Iε(x). ♦
Corollary 3.3.8 (spectral growth). Let Ω ⊂ C be open, let I ⊂ Ω ∩ R be an interval, and
let T : Ω → C(H) be a discrete and self-adjoint holomorphic family of type (A). For any
t0 ∈ I and ε > 0, there exists δ > 0 such that
∀t ∈ Iδ(t0) ∩ I : ∃k ∈ Z : ∀j ∈ Z : da(st0T (j), stT (j + k)) < ε. (3.3.13)
Proof.
Step 1 (apply Theorem 3.3.3): Certainly the family of eigenfunctions from Theorem 3.3.3
can be Z-reindexed to a family {λj ∈ Cω(I,R)}j∈Z satisfying λj(t0) = st0T (j), j ∈ Z. By
Corollary 3.3.6
∃δ > 0 : ∀t ∈ Iδ(t0) ∩ I : ∀j ∈ Z : | arsinh(λj(t0))− arsinh(λj(t))| < ε.
Fix any t ∈ Iδ(t0) ∩ I and let σ : Z → Z be the bijection satisfying stT (σ(j)) = λj(t). This
implies
∀j ∈ Z : da(st0T (j), stT (σ(j)) < ε, (3.3.14)
which is almost (3.3.13), except that σ might not be given by a translation.
Step 2 (general idea): We will show that we may replace the bijection σ by an increasing
bijection τ , which still satisfies (3.3.14). Since every increasing bijection Z→ Z is given by
a translation τ (k) : Z → Z, z 7→ z + k, for some k ∈ Z, this implies the claim. To that end
we will first show how to modify σ on finite subsets and then use the pigeonhole principle
to conclude the argument.
Step 3 (on finite subsets): For any n ∈ N set In := {−n, . . . , n} and consider the function
σn := σ|In : In → Z. This function is injective and satisfies (3.3.14) for all −n ≤ j ≤ n.
Furthermore, setting
spTt0([λ−n(t0), λn(t0)]) =: (λ−n, . . . , λn)
we obtain numbers n′,m′ ∈ Z such that the eigenvalues µj := stT (j) satisfy
Iε(arsinh(sp
T
t ([λ−n, λn]))) = (arsinh(µn′), . . . , arsinh(µm′)), (3.3.15)
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and we have the estimate
∀ − n ≤ j ≤ n :| arsinh(λj)− arsinh(µσn(j))| < ε. (3.3.16)
We will show that σn can be modified to an increasing injection σ˜n, which satisfies im(σn) =
im(σ˜n) and (3.3.16). To that end, choose any −n ≤ i < j ≤ n and assume that σn(j) <
σn(i). Notice that by construction
i < j =⇒ λi ≤ λj , σn(j) < σn(i) =⇒ µσn(j) ≤ µσn(i). (3.3.17)
Define the function σ˜n by setting
σ˜n|{−n,...,n}\{i,j} := σn, σ˜n(i) = σn(j), σ˜n(j) = σn(i).
It is clear that σ˜n is still injective and im(σ˜n) = im(σn). To show that it still satisfies
(3.3.16), we distinguish two cases (see Figure 3.3). First consider the case that λi = λj .
Then, it follows automatically that
| arsinh(λi)− arsinh(µσ˜n(i))| = | arsinh(λj)− arsinh(µσn(j))| < ε,
and the same for j. In case λi 6= λj , it follows that λi < λj . This implies
arsinh(λi)− ε < arsinh(λj)− ε < arsinh(µσn(j))
(3.3.17)
≤ arsinh(µσn(i)) < arsinh(λi) + ε < arsinh(λj) + ε,
hence
µσn(i), µσn(j) ∈ Iε(arsinh(λi)) ∩ Iε(arsinh(λj)).
In particular, this intersection is not empty. Consequently, σ˜n satisfies (3.3.16). By repeating
this procedure for all index pairs (i, j), −n ≤ i ≤ n, i < j ≤ n, it follows that σn can be
modified finitely many times in this manner to obtain an increasing injection having the
same image, which still satisfies (3.3.16). For simplicity, denote this function also by σ˜n
and, define
τ˜n : Z → Z
j 7→
{
σ˜n(j), −n ≤ j ≤ n,
σ(j), otherwise.
This function is still bijective, still satisfies (3.3.14) and is increasing on In. Define Jn :=
τ˜n(In).
Step 4 (pigeonhole principle): Unfortunately, it might happen that τ˜n+1|In 6= τ˜n. Due
to (3.3.16) however, there exists n1 such that all n ≥ n1 satisfy τ˜n(I1) ⊂ Jn1 . Since
there are only finitely many functions I1 → Jn1 , there must be at least one such function
occurring infinitely often in the sequence {τ˜n|I1}n∈N. Thus, there exists an infinite subset
N1 ⊂ N0 := N such that τ˜n|I1 is the same for all n ∈ N1.
Now, the same holds for I2: There exists n2 ≥ n1 such that all n ≥ n2 satisfy τn(I2) ⊂ Jn2 .
Again, since there are only finitely many functions I2 → Jn2 , one of them must occur
infinitely often in the sequence {τn|I2}n∈N1 . Consequently, there exists an infinite subset
N2 ⊂ N1 such that τn|I2 is the same for all n ∈ N2. This process can be continued indefinitely
for all the intervals Iν , ν ∈ N. Finally, the function
τ : Z → Z
j 7→ τ˜n(j), j ∈ Iν , n ∈ Nν
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t0
t
a(λi) = a(λj) a(λi) a(λj)
a = arsinh
a(µσn(j)) a(µσn(i)) a(µσn(j)) a(µσn(i))
Figure 3.3: The two possibilities for λj .
does the job: It is well-defined, satisfies (3.3.14), remains injective and is surjective: Since
the sets {In}n∈N exhaust all of Z, and since the τ˜n are bijective and increasing on In, it
follows that the Jn are also sets of subsequent numbers in Z. Thus, by injectivity of the τ˜n,
the {Jn}n∈N exhaust all of Z. 
The preceding Corollary 3.3.8 is almost the result we need to conclude the proof of The-
orem 3.1.4, except that it is formulated only for paths of operators. As a last step we
provide a framework, which allows us to pass from paths of operators to families of opera-
tors parametrized by more general spaces.
Definition 3.3.9 (discrete family of type (A)). Let H be a complex Hilbert space. A dis-
crete family T : E → C(H) is self-adjoint of type (A), if
(i) There exists a dense subspace Z ⊂ H, such that all e ∈ E satisfy D Te = Z. We set
D T := Z.
(ii) For all e ∈ E, the operator Te is self-adjoint.
(iii) There exists a norm |_| on Z such that, for all e ∈ E, the operator Te : (Z, |_|) →
(H, ‖_‖H) is bounded and the graph norm of Te is equivalent to |_|.
(iv) E is a topological space.
(v) The map E → B(Z,H), e 7→ Te, is continuous. ♦
Theorem 3.3.10. Let T : E → C(H) be a discrete self-adjoint family of type (A). For any
e0 ∈ E and any ε > 0 there exists an open neighborhood U ⊂ E of e0 such that
∀e ∈ U : ∃k ∈ Z : ∀j ∈ Z : da(se0T (j), seT (j + k)) < ε. ♦
Proof. Let ε > 0 and e0 ∈ E be arbitrary. As in Definition 3.3.9, let ‖_‖H be the norm
in H, Z := D T , and let ‖_‖Z be the graph norm of Te0 on Z. Finally, let ‖_‖ be the
associated operator norm in B(Z,H) (which is then also equivalent to the operator norm
induced by |_|).
Step 1 (setup and strategy): By construction, for any e1 ∈ E
De1(ζ) := ζTe1 + (1− ζ)Te0 = Te0 + ζ(Te1 − Te0), ζ ∈ C,
defines a discrete self-adjoint holomorphic family De1 : C→ C(H) of type (A) with domain
Z. The idea is to prove the claim using Corollary 3.3.8. The only problem is that for any two
e1, e2 ∈ E, the families De1 and De2 are different. Hence their constants CI,e1 , CI,e2 from
Theorem 3.3.4 for the interval I could differ. Consequently, their associated deltas δe1 , δe2
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from Corollary 3.3.8 could also differ. We will show that there exists an open neighborhood
U around e0 sufficiently small such that for all e1 ∈ U , the δ = δe1 is ≥ 1 , if ζ0 is always
set to ζ0 := t0 := 0. This will prove the claim.
Step 2 (preliminary estimate): Recall that by (3.3.4) there are C1, C2 > 0 such that
δe1 = C
−1
I,e1
ln(min(C1, εC2) + 1).
Since limt→0 et = 1, there exists ε1 > 0 such that
∀|t| ≤ 2ε1 : exp(t)− 1 ≤ min(C1, εC2). (3.3.18)
Step 3 (construction of U): Since T is discrete and self-adjoint of type (A), the map E →
B(Z,H), e 7→ Te, is continuous. Consequently, there exists an open neighborhood U of e0
such that
∀e1 ∈ U : ‖Te1 − Te0‖ < min
(
1
2 , ε1
)
. (3.3.19)
Now for any e1 ∈ U , t ∈ [0, 1] and ϕ ∈ Z we have
‖De1(t)ϕ‖H ≥ ‖Te0ϕ‖H − ‖Te1 − Te0‖‖ϕ‖Z .
Therefore, applying (3.3.1) to De1 , we obtain
αI,e1 = inf
t∈I
inf
‖ϕ‖Z=1
‖ϕ‖H + ‖De1(t)ϕ‖H ≥ 1− ‖Te0 − Te0‖
(3.3.19)
> 12 ,
βI,e1 = sup
t∈I
‖D′e1(t)‖ = ‖Te1 − Te0‖ < ε1.
Altogether, we achieved for any e1 ∈ U
CI,e1 = α
−1
I,e1
βI,e1 < 2ε1.
By (3.3.18), this implies
exp(CI,e1)− 1 ≤ min(C1, εC2) =⇒ δe1 = C−1I,e1 ln(min(C1, εC2) + 1) ≥ 1,
which proves the claim. 
Finally, we apply all our results to Dirac operators.
Theorem 3.3.11. The map
s¯ : (R(M), C1)→ (Conf, d¯a), g 7→ sg,
is continuous. ♦
Proof. Let g0 ∈ R(M) and ε > 0 be arbitrary. By definition of d¯a, cf. (3.1.2), it suffices to
find an open neighborhood U ⊂ R(M) such that
∀g′ ∈ U : ∃k ∈ Z : ∀j ∈ Z : da(sg(j), sg′(j + k)) < ε. (3.3.20)
By Theorem A.9.1, the map R(M) → B(H1(Σg0C M), L2(Σg0C M)), h 7→ /D
h
g0 , is a discrete
self-adjoint family of type (A). Consequently, by Theorem 3.3.10, there exists U such that
(3.3.20) holds. 
To apply the Lifting Theorem (Theorem A.5.4), we quickly verify that pi is a covering map.
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Z
R
arsinh(u)
a−1 a0 − 1 a0 b0 b0 + 1 b1
K−1 K0 K1
arsinh(u(−1)) arsinh(u(0)) arsinh(u(1))
U−1 U0 U1
Figure 3.4: An evenly covered neighborhood for u.
Theorem 3.3.12. The map pi : (Mon, da)→ (Conf, d¯a) is a covering map with fibre Z. ♦
Proof. In this proof we also use Notation 3.3.7. By the definition of the group action, see
(3.1.1), Z acts on Mon by isometries. In particular, the group action is continuous. We will
show that, for each u ∈ Mon, there exists an open neighborhood V such that
pi−1(pi(V )) =
⋃˙
j∈ZV.j. (3.3.21)
To see this, note that the function arsinh ◦u is non-decreasing and proper. The set K0 :=
(arsinh ◦u)−1(arsinh(u(0))) is of the form K0 = {a0, . . . , b0} for some a0 ≤ b0, a0, b0 ∈ Z.
For the same reason, there exist b1, a−1 ∈ Z such that (see also Figure 3.4)
(arsinh ◦u)−1(arsinh(u(0))) = {a0, . . . , b0} = K0,
(arsinh ◦u)−1(arsinh(u(b0 + 1))) = {b0 + 1, . . . , b1} =: K1,
(arsinh ◦u)−1(arsinh(u(a0 − 1))) = {a−1, . . . , a0 − 1} =: K−1.
Since arsinh(u(Z)) is discrete, there exists ε > 0 such that
Iε(arsinh(u(0))) ∩ Iε(arsinh(u(b0 + 1))) = ∅, Iε(arsinh(u(0))) ∩ Iε(arsinh(u(a0 − 1))) = ∅,
Thus, we obtain open sets
U0 := Iε(arsinh(u(0))), U1 := Iε(arsinh(u(b0 + 1))), U−1 := Iε(arsinh(u(a0 − 1))),
which are mutually disjoint. To see that V := Bε(u) satisfies (3.3.21), suppose to the
contrary that there exists v ∈ V and j ∈ Z such that v.j ∈ V . Assume j > 0 (the
proof for j < 0 is entirely analogous). By hypothesis, this implies that arsinh(v(b0)) ∈
U0 and arsinh(v(b0 + j)) = arsinh((v.j(b0))) ∈ U0. But arsinh ◦v is non-decreasing, so
arsinh(v(b0 + j)) ≥ arsinh(v(b0 + 1)) ∈ U1. This implies that arsinh(v(b0 + j)) /∈ U0, which
is a contradiction.
Finally, to see that pi is a covering map, let u ∈ [u] ∈ (Conf, d¯a) be arbitrary. Let V be an
open neighborhood of u satisfying (3.3.21). Then, V¯ := pi(V ) is evenly covered. The map pi
is open due to (3.3.21) and the fact that Z acts by isometries. Thus, pi is a covering map.
3.4 Moduli Spaces and Spectral Flow
Let Diff(M) be the diffeomorphism group of M . This group acts canonically on the space
of Riemannian metrics via
R(M)×Diff(M) → R(M)
(g, f) 7→ f∗g.
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G Mon Conf Details
Diff0(M) X X Theorem 3.4.2
ker sf X X Remark 3.4.7
Diffspin(M) × X Theorem 3.4.8, Theorem 3.4.1
Diff+(M) × × Remark 3.4.3
Figure 3.5: Does the ordered spectral function pass to a moduli space?
For any subgroup G ⊂ Diff(M), the quotient space R(M)/G is called a moduli space. We
want to investigate when the map s¯ (respectively ŝ) from Theorem 3.1.4 (and hence the
family of functions (λj)j∈Z from Main Theorem 2) descends to a continuous map on a
moduli space. More precisely, we ask whether or not, there exists a diagram
R(M) ŝ //

s
&&
Mon
pi

R(M)/G ∃? //
∃?
88
Conf
(3.4.1)
and if the dashed map goes to Conf or even to Mon. We give an answer to this question,
when G is one of the groups
Diff+(M), Diff0(M), Diffspin(M), ker sf .
Here, Diff+(M) denotes the subgroup of orientation-preserving diffeomorphisms and Diff0(M)
are the diffeomorphisms that are isotopic to the identity. The group Diffspin(M) was defined
in Definition 2.6.9. The group ker sf is the kernel of the spectral flow, see Remark 3.4.7 for
details. The results are collected in Figure 3.5. We inserted a “X” into the column Mon,
if the arrow in (3.4.1) always exists and goes to Mon, and a “×” if this is not the case in
general. In the column Conf, we use the same notation. Since
Diff0(M) ⊂ ker sf ⊂ Diffspin(M) ⊂ Diff+(M),
the overall picture is not surprising. However, proving “×” for Diffspin(M) turns out to be
quite difficult, see Theorem 3.4.8.
The preliminary considerations in Remark 2.6.10 immediately imply the following.
Theorem 3.4.1. There exists a commutative diagram
R(M)

s // (Conf, d¯a)
R(M)/Diffspin(M)
∃ sspin
66
(3.4.2)
With only a little more work, we get an even stronger statement for Diff0(M).
Theorem 3.4.2. There exists a commutative diagram
R(M)

ŝ // (Mon, da)
R(M)/Diff0(M)
∃ s0
66
(3.4.3)
51 Chapter 3. Continuity of Dirac Spectra
Proof. The claim will follow from the universal property of the topological quotient, if we
can show that
∀g0 ∈ R(M) : ∀f ∈ Diff0(M) : ŝg0 = ŝf
∗g0 .
Let h : I ×M → M be an isotopy from h0 = id to h1 = f . Clearly, id ∈ Diffspin(M), thus
we obtain a lift
I × G˜L+M
id×Θ

∃H˜ // G˜L
+
M
Θ

I ×GL+M

H // GL+M

I ×M H // M.
(3.4.4)
by Theorem 2.6.14. Specializing to any t ∈ I
SpingtM
Θgt

H˜t // Sping0 M
Θg0

SOgtM

(Ht)∗
// SOg0 M

(M, gt)
Ht // (M, g0)
we obtain that for all t ∈ I, the map ht is a spin isometry in the sense of (2.6.4). Therefore,
(M, gt) and (M, g0) are Dirac isospectral for all t ∈ I by Remark 2.6.10. This implies
ŝ
g0 = ŝ
g1 . 
Remark 3.4.3 (a counter-example on the torus). It remains to discuss the group Diff+(M),
and one might ask if (3.4.2) still holds, if Diffspin(M) is replaced by Diff+(M). This is false
in general. A counter-example is provided by the standard torus T3 = R3 /Z3 equipped
with the induced Euclidean metric g¯. It is well known that the (equivalence classes of)
spin structures on T3 are in one-to-one correspondence with tuples δ ∈ Z32, see for instance
[Fri84]. We denote by Sping¯δ T
3 the spin structure associated to δ. The map
f :=
1 1 00 1 0
0 0 1
 : R3 → R3
preserves Z3 and satisfies det(f) = 1. Hence it induces a diffeomorphism f¯ ∈ Diff+(T3).
One checks that there is a commutative diagram
Sping¯(1,1,0) T
3 F //
Θg¯

Spinf¯
∗g¯
(1,0,0) T
3 @ //
Θf¯
∗g¯

Sping¯(1,0,0) T
3
Θg¯

SOg¯ T3
f¯−1∗ //

SOf¯
∗g¯ T3
f¯∗ //

SOg¯ T3

(T3, g¯)
f¯−1
// (T3, f¯∗g¯)
f¯
// (T3, g¯).
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The map in the right upper row cannot exist; if it did, the spin structures corresponding to
(1, 1, 0) and (1, 0, 0) would be equivalent. The left part of the above diagram is a spin isom-
etry analogous to (2.6.4). Therefore /Df
∗g¯
(1,0,0) and /D
g¯
(1,1,0) are isospectral, but the spectra of
/D
g¯
(1,1,0) and /D
g¯
(1,0,0) are already different as a set. This follows from the explicit computation
of the spectra of Euclidean tori, see also [Fri84]. Consequently, spec /Df¯
∗g
(1,0,0) 6= spec /Dg¯(1,0,0),
and no diagram analogous to (3.4.2) can exist for Diff+(T3). ♦
Remark 3.4.4. Notice that in (3.4.3) the map s0 goes from the moduli space for Diff0(M)
to Mon, whereas in (3.4.2) the corresponding map sspin goes to Conf. Therefore one might
ask, if one could improve (3.4.2) by lifting sspin to a map ŝspin such that
Mon

R(M)/Diffspin(M) sspin //
ŝspin
77
Conf
(3.4.5)
commutes. This question is not so easy to answer, and the rest of this section is devoted
to the proof that this is not possible in general. To see where the problem lies, it will be
convenient to introduce the following terminology. ♦
Lemma 3.4.5 (spectral flow).
(i) For any f ∈ Diffspin(M) and g ∈ R(M), there exists a unique sfg(f) ∈ Z such that
∀j ∈ Z : ŝg(j) = ŝf∗g(j − sfg(f)). (3.4.6)
The induced map sf(f) : R(M)→ Z is called the spectral flow of f .
(ii) Let g : [0, 1] → R(M), t 7→ gt, be a continuous path of metrics. Let s : R(M) →
Mon be the ordered spectral function for the associated Dirac operators. Take a lift
ŝ : R(M)→ Mon of s such that ŝg0 = sg0 as in (3.1.3). There exists a unique integer
sf(g) ∈ Z such that
∀j ∈ Z : ŝg1(j) = sg1(j + sf(g)).
The integer sf(g) is called the (Dirac) spectral flow along g.
(iii) For any f ∈ Diffspin(M) and any family g joining g0 and f∗g0, we have sfg0(f) =
sf(g). ♦
Proof.
(i) By Theorem 3.4.1, the map s : R(M)→ Conf descends to a quotient map
sspin : R(M)/Diffspin(M)→ Conf .
This precisely means that ŝg and ŝf
∗g are equal in Conf. By the definition of Conf,
this implies the existence of sfg(f) as required.
(ii) This follows directly from (3.1.3) and the fact that s and ŝ are equal in Conf.
(iii) Set g1 := f∗g0, and let g be a family of metrics joining g0 and g1. By Theorem 3.4.1,
we obtain sg0 = sg1 . Take a lift ŝ satisfying ŝg0 = sg0 . This implies for all j ∈ Z
sg0(j) = ŝ
g0(j) = ŝ
g1(j − sfg0(f)) = sg1(j − sfg0(f) + sf(g))
= sg0(j − sfg0(f) + sf(g)),
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which implies sf(g) − sfg0(f) = 0, since sg0 is non-decreasing and all eigenvalues are
of finite multiplicity. 
Remark 3.4.6 (spectral flow). Intuitively, the spectral flow sf(g) of a path g : [0, 1] →
R(M) counts the signed number of eigenvalues of the associated path /Dgt of Dirac operators
that cross 0 from below when t runs from 0 to 1. The sign is positive, if the crossing is from
below, whereas it is negative, if the crossing is from above.
The concept of spectral flow is well known in other contexts. A good introduction can be
found in a paper by Phillips, see [Phi96]. Phillips introduces the spectral flow for continuous
paths [0, 1] → F sa∗ , where F sa∗ is the non-trivial component of the space of self-adjoint
Fredholm operators on a complex separable Hilbert space H. In this general setup, the
definition of spectral flow is a little tricky, see [Phi96, Prop. 2]. But for paths of Dirac
operators, it coincides with the definition given in Lemma 3.4.5 above (by Theorem A.9.1
we can think of all Dirac operators /Dgt , t ∈ [0, 1], of a path g as defined on the same Hilbert
space). Therefore, we have found a convenient alternative for describing the spectral flow in
this case using the continuous function ŝ. ♦
Remark 3.4.7. By [Phi96, Prop. 3], the spectral flow of a path of operators depends only
on the homotopy class of the path. Consequently, since R(M) is simply connected, sf(g)
depends only on g0 and g1. It follows that sf : Diffspin(M)→ Z is a group homomorphism.
The map ŝ certainly descends to
R(M) ŝ //

Mon
R(M)/ ker sf
∃
88
and ker sf is the largest subgroup of Diffspin(M) with this property. Rephrased in these
terms, we conclude that the map sspin from (3.4.2) lifts to a map ŝspin as in (3.4.5) if
and only if sf(f) = 0 for all f ∈ Diffspin(M). Consequently, we must show the following
theorem. ♦
Theorem 3.4.8. There exists a spin manifold (M,Θ) and a diffeomorphism f ∈ Diffspin(M)
such that sf(f) 6= 0. ♦
Proof. The general idea is to use a recent result from differential topology, which implies the
existence of a fibre bundle P → S1 such that P is spin, Â(P ) 6= 0, and P has a 2-connected
fibre type M . Setting S1 = [0, 1]/{0 ∼ 1}, we can view M as a fibre M = P[0]. The bundle
P will be isomorphic to a bundle Pf , obtained from the trivial bundle [0, 1]×M → [0, 1] by
identifying (1, x) with (0, f(x)), x ∈M , for a suitable diffeomorphism f ∈ Diffspin(M). A lift
of f to a spin morphism yields a spin structure on Pf . To show that f has nontrivial spectral
flow, we will cut open the bundle along [0], obtain a trivial fibre bundle [0, 1]×M → [0, 1],
and glue in two infinite half-cylinders at both sides (see Figure 3.6). This gives a bundle
of the form R×M → R, and in each fibre we get a Dirac operator. Using various index
theorems, we will show that the Â-genus of P equals the index of R×M , which in turn
equals the spectral flow of the associated family of Dirac operators in the fibres, which
finally equals the spectral flow of f . The technical details of this proof rely on several other
theorems, which are collected in Section A.9 (one might want to take a look at these first).
All Dirac operators will be complex, so we drop the subscript C in notation.
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P → S1
M
Pt
01
t
0 1t
Q→ R
MtM M
P ′Z
′
0 Z
′
1
Figure 3.6: P is cut open at [0], and we obtain a bundle P ′ → [0, 1]. Then we glue in two
half-cylinders Z ′0 and Z ′1 to obtain a bundle Q→ R.
Step 1 (construct a bundle): Apply Theorem A.9.2 to (k, l) = (1, 2) and obtain a fibre
bundle P → S1 with some fibre type M , where dimP = 4n, n odd, and
Â(P ) 6= 0. (3.4.7)
Since M is 2-connected, M has a unique spin structure (up to equivalence). It follows that
m := dimM = 4n − 1 ≡ 3 mod 4, and also m ≡ 3 mod 8, since n is odd. Therefore, by
Theorem A.9.3, there exists a metric g0 onM such that the associated Dirac Operator /D
M is
invertible. By Lemma A.9.4, P is isomorphic to Pf = [0, 1]×M/f for some f ∈ Diffspin(M).
Define g1 := f∗g0, and connect g0 with g1 in R(M) by the linear path gt := tg1 + (1− t)g0,
t ∈ [0, 1]. Endow [0, 1] × M with the generalized cylinder metric dt2 + gt. Denote by
pi : [0, 1]→ S1 the canonical projection. We obtain a commutative diagram
[0, 1]×M //

Pf
∼= //

P

[0, 1]
pi // S1
id // S1.
By construction, we can push forward the metric dt2 + gt on [0, 1] ×M to a metric on Pf ,
and then further to P such that the above row consists of local isometries. The right map
is actually an isometry along which we can pull back the spin structure on P to Pf . This
map is then a spin isometry, and therefore we will no longer distinguish between P and Pf .
The left map is an isometry, except that it identifies {0} ×M with {1} ×M . Notice that,
since [0, 1] ×M is simply connected, the spin structure on [0, 1] ×M obtained by pulling
back the spin structure on Pf along pi is equivalent to the canonical product spin structure
on [0, 1]×M .
Step 2 (trivialize): The Riemannian manifold P ′ := ([0, 1]×M,dt2 + gt) has two isometric
boundary components. Geometrically, P ′ is obtained from P by cutting M = P[0] out of P
and adding two boundaries P ′0 and P ′1, i.e. P ′ = (P \ P[0])
∐
P ′0
∐
P ′1, where P ′0, P ′1 are two
isometric copies of P[0]. By Theorem A.9.5, we obtain
ind( /D
P
+) = ind( /D
P ′
+ ). (3.4.8)
Step 3 (index of half-cylinders): Now, set
Z ′0 := (]−∞, 0]×M,dt2 + g0), Z ′1 := ([1,∞[×M,dt2 + g1),
Z ′′1 := ([0,∞[×M,dt2 + g0), Z := (R×M,dt2 + g0),
Z ′ := Z ′0
∐
Z ′1, Z
′′ := Z ′0
∐
Z ′′1 .
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Since Z is a Riemannian product, it follows that
∀ψ ∈ Γc(ΣZ) : ‖ /DZ ψ‖2L2(ΣZ) ≥ λ2min‖ψ‖2L2(ΣZ), (3.4.9)
where λmin is the eigenvalue of /D
g0 of minimal absolute magnitude. By construction, /Dg0
is invertible, thus λmin > 0. Therefore /D
Z is invertible and coercive at infinity (see Theo-
rem A.9.5 for the definition). By Theorem A.9.5, this implies
0 = ind( /D
Z
+) = ind( /D
Z′′
+ ) = ind( /D
Z′0
+ ) + ind( /D
Z′′1
+ )
= ind( /D
Z′0
+ ) + ind( /D
Z′1
+ ) = ind( /D
Z′
+ ),
(3.4.10)
where we used the fact that Z ′1 and Z ′′1 are spin isometric.
Step 4 (glue in the half-cylinders): Now glue Z ′ to P ′ (Z ′0 at {0}×M and Z ′1 at {1}×M)
and obtain a bundle Q = (R×M,dt2 + gt) where gt = g0 for t ≤ 0 and gt = g1 for t ≥ 1.
Since /Dg1 is invertible as well, it follows that /DZ
′
satisfies an estimate analogous to (3.4.9).
We therefore see that /DQ is also coercive at infinity (take K := P ′ as the compact subset).
By Theorem A.9.5, we obtain
ind( /D
Q
+) = ind( /D
P ′
+ ) + ind( /D
Z′
+ )
(3.4.10)
= ind( /D
P ′
+ ). (3.4.11)
Step 5 (apply hypersurface theory): Each Qt = {t} ×M is a hypersurface in Q, and ∂˜t ∈
T (Q) (horizontal lift of ∂t) provides a unit normal field for all Qt. Therefore, we can apply
some standard results about the Dirac operator on hypersurfaces, see [BGM05]: Since m is
odd
ΣQ|Qt = Σ+Q|Qt ⊕ Σ−Q|Qt = Σ+Mt ⊕ Σ−Mt, Mt := (M, gt),
where Σ+Mt = Σ−Mt = ΣMt as Hermitian vector bundles. The Clifford multiplication “·”
in ΣQ is related to the Clifford multiplication “•±t ” in Σ±Mt by X •±t ψ = ±∂˜t ·X ·ψ. Setting
/˜D
Mt
:= ( /D
Mt ⊕(− /DMt)), (3.4.12)
we obtain the Dirac equation on hypersurfaces
∂˜t · /DQ = /˜D
Mt
+ m2 Ht −∇ΣQ∂˜t : Γ(ΣQ|Qt)→ Γ(ΣQ|Qt) (3.4.13)
for all t ∈ R.
Step 6 (identification of the Spinor spaces): Let ψ ∈ Γ(ΣQ) be a spinor field. For any t ∈ R
this defines a section ψt ∈ Γ(ΣQ|Qt). Therefore, we can also think of ψ as a “section” of⋃
t∈R
Γ(ΣQ|Qt)→ R .
and (3.4.13) tells us how ∂˜t · /DQ acts on these sections under this identification. We would
like to apply Theorem A.9.6, and therefore have to solve the problem that for various t the
Hilbert spaces L2(ΣQ|Qt) are different. As discussed in [BGM05], we will use the following
identification: For any x ∈ M , consider the curve γx : R → R×M , t 7→ (t, x). Each spinor
field ψ ∈ Γ(ΣQ) determines a section ψx in ΣQ along γx. Using the connection ∇ΣQ, we
obtain a parallel translation τ t0 : ΣxMt → ΣxM0. Notice that the Clifford multiplication “·”,
the vector field ∂˜t and the volume form ω that determines the splitting ΣQ = Σ+Q⊕Σ−Q
are all parallel. Identifying M with M0, we obtain a map
τ(ψ) := ψ¯ : R → Γ(Σ+M)⊕ Γ(Σ−M)
t 7→ (x 7→ τ0t (ψ+(t,x)) + τ0t (ψ−(t,x))).
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This identification defines an isometry τ : L2(ΣQ) → L2(R, L2(Σ+M ⊕ Σ−M)). The oper-
ator in (3.4.13) can be pulled back via a commutative diagram
L2(ΣQ) //
τ

L2(ΣQ)
τ

L2(R, L2(Σ+M ⊕ Σ−M)) // L2(R, L2(Σ+M ⊕ Σ−M)),
and the upper row is given by (3.4.13). We calculate what this equation looks like in the
lower row: Since Clifford multiplication and ∂˜t are parallel,
τ ◦ (∂˜t · /DQ) ◦ τ−1 = ∂˜t · (τ ◦ /DQ ◦τ−1) =: ∂˜t · /DQM .
Since there is a splitting (ΣQ,∇Q) = (Σ+Q,∇+⊕∇−), it suffices to check the following for
a ψ ∈ Γ(Σ+Q): Let x ∈ M be arbitrary, and let Dx be the covariant derivative induced by
∇ΣQ along γx. For any t0 ∈ R
∇ΣQ
∂˜t
ψ|(t0,x) = Dx(ψx)(t0) = limt→t0
τ t0t (ψ
x(t))− ψx(t0)
t− t0 ,
and consequently
∇ΣQ
∂˜t
ψ(t0)|x =τ0t0(∇ΣQ∂˜t ψ|(t0,x)) = τ
0
t0
(
lim
t→t0
τ t0t (ψ
x(t))− ψx(t0)
t− t0
)
= lim
t→t0
τ0t0(τ
t0
t (ψ
x(t)))− τ0t0(ψx(t0))
t− t0 = limt→t0
τ0t (ψ(t,x))− τ0t0(ψ|(t0,x))
t− t0
= lim
t→t0
ψ¯(t)|x − ψ¯(t0)|x
t− t0 =
dψ¯
dt (t0)|x.
This implies for any ψ¯ ∈ L2(R, H1(Σ+M ⊕ Σ−M))
(τ ◦ ∇ΣQ
∂˜t
◦ τ−1)(ψ¯) = ddt ψ¯.
All in all (3.4.13) transforms under τ ◦_ ◦ τ−1 into
∂˜t · /DQM = /˜D
Q
M +
m
2 H − ddt , (3.4.14)
where H : R → R, t 7→ Ht, and /˜D
Q
M : R → Γ(ΣM ⊕ ΣM) is given by /˜D
Q
M (t) = /¯D(t) ⊕
(− /¯D(t)), /¯D(t) = τ ◦ /DMt ◦τ−1.
Step 7 (apply Theorem A.9.6): SetH := L2(R, L2(ΣM)),W := L2(R, H1(ΣM)) andA(t) =
/¯D(t). Using Theorem A.9.6, we obtain
ind( /D
Q
+) = ind((∂˜t · /DQM −m2 H)+)
(3.4.14)
= ind(( /D
Q
M − ddt )+)
= ind(( /¯D − ddt )+) = ind( ddt − /¯D) = sf( /¯D).
(3.4.15)
Now the spectral flow sf( /¯D) in the sense of Salamon, cf. [RS95], coincides with the spectral
flow in the sense of Lemma 3.4.5.
Step 8 (final argument): By the classical Atiyah-Singer index theorem, cf. [LM89, Thm.
III.13.10], we obtain
Â(P ) = ind( /D
P
+). (3.4.16)
Consequently, we can put all the steps together to obtain
0
(3.4.7)
6= Â(P ) (3.4.16)= ind( /DP+)
(3.4.8)
= ind( /D
P ′
+ )
(3.4.11)
= ind( /D
Q
+)
(3.4.15)
= sf( /¯D) = sfg0(f). 
Chapter 4
The Universal Spinor Field Bundle
Abstract. For any two Riemannian metrics, the associated Dirac operators
cannot be compared directly, because they are defined on different spaces. In this
chapter, we will review a well known construction to identify the various spinor
bundles with one another. This gives the statement that the Dirac operator
depends continuously on the Riemannian metric a precise meaning and a proof.
We will then reformulate these results and prove that the collection of all spinor
fields formed with respect to the various metrics assemble to a continuous Hilbert
bundle over the space of all Riemannian metrics. We will also show that on
certain subsets of the Riemannian metrics, the spans of eigenspinors belonging
to a finite number of eigenvalues assemble to a continuous vector bundle of
finite rank. All these are important technical preparations for the proof of Main
Theorem 1.
4.1 Introduction and Statement of the Results
For any two Riemannian metrics g, h ∈ R(M), the two Dirac operators
/D
g
: H1(ΣgM) ⊂ L2(ΣgM)→ L2(ΣgM), /Dh : H1(ΣhM) ⊂ L2(ΣhM)→ L2(ΣhM),
cannot be compared directly, because not only the operator /Dg depends on the metric g,
but also its domain H1(ΣgM). Therefore, the expression /Dg − /Dh makes no sense, because
these operators are defined on different spaces.
A solution to this problem is to systematically construct identification isomorphisms β¯g,h :
L2(ΣgM) → L2(ΣhM) for any two metrics g and h and use these maps to pull back one
Dirac operator to the domain of definition of the other.
The precise construction of β¯g,h is rather complicated and will be carried out in several
steps. We will construct:
(i) ag,h, bg,h ∈ Γ(IsoM) as an auxiliary tool, see Lemmas 4.2.1 and 4.2.3,
(ii) cg,h : SOgM → SOhM to identify the frame bundles, see Lemma 4.2.5,
(iii) γg,h : SpingM → SpinhM to identify the spin structures, see Theorem 4.2.9,
4.1. Introduction and Statement of the Results 58
(iv) βg,h : Σ
g
KM → ΣhKM to identify the spinor bundles, see Lemma 4.2.12,
(v) β¯g,h : L2(Σ
g
KM)→ L2(ΣhKM) to identify the spinor fields, see Corollary 4.2.15.
The ideas of these constructions originate from [BG92], who construct the identification
isomorphisms via the parallel transport of the lift of a partial connection. Following [Mai97],
we do not introduce a connection and use the Lifting theorem instead. In [BG92; Mai97]
these identifications are applied to the calculus of variations, where this problem becomes a
pressing concern. One should remark that for Lorentz metrics there also exists an alternative
approach by generalized cylinders, see [BGM05].
We give a self-contained review of all the technical details of the construction mentioned
above. We will require this insight to prove that
L2(ΣKM) =
∐
g∈R(M) L
2(ΣgKM) → R(M)
ψ ∈ L2(ΣgKM) 7→ g,
is a continuous bundle of Hilbert spaces, for which the β¯_,g are global trivializations, see
Theorem 4.3.4. This is equivalent to showing that β¯g,h depends continuously on h. Since
β¯g,h is constructed step by step according to the above list, we will show that in each of
these steps, the objects depend continuously on h. To make sense of this claim, we will
find spaces, which are defined independently of the metric, in which these objects live and
explain how to topologize these spaces. We will use the weak topology from Section A.2.2
and its application in the topologization of the gauge groups from Theorem 2.6.4.
Once the identifications β¯g,h are constructed, one can use them to pull back all the Dirac
operators /Dh to a single spinor bundle L2(ΣgKM) via
/D
h
g := β¯h,g ◦ /DhK ◦β¯g,h : L2(ΣgKM)→ L2(ΣgKM).
The operator /Dhg has virtually the same properties as /D
h
K, but is defined on L2(Σ
g
KM). In
particular /Dhg is isospectral to /D
h
K. One can compute an explicit local coordinate formula
for /Dhg , see Theorem 4.4.1, which makes it possible to compare this operator with /D
g
K. It
follows from this comparison that the operators /Dhg depend continuously on h. This is a
fact we already used, see Theorem A.9.1.
Finally, we will show that there are subsets U ⊂ R(M) of Riemannian metrics over which
L2[Λ1,Λ2](ΣM), i.e. the eigenspinors with respect to eigenvalues Λ1 < λ < Λ2, is a continuous
vector bundle of finite rank, see Theorem 4.5.2. This will be crucial to construct the vector
bundle E in our application of the Lasso Lemma (see Lemma 5.1.1) in the proof of Main
Theorem 1.
In this chapter, M still denotes a closed spin manifold of dimension m ≥ 3 with a fixed
topological spin structure Θ : G˜L
+
M → GL+M . We denote by Iso+M the space of
orientation-preserving isomorphism fields on M thought of as a subset of EndM = T ∗M ⊗
TM . The corresponding space of sections Γ(EndM) is given the C1-topology. All results
hold for the real as well as for the complex Dirac operator.
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4.2 Construction of the Identification Maps
4.2.1 Construction of a and b
Lemma 4.2.1. For any g, h ∈ R(M), there exists a unique ag,h ∈ Γ(Iso+M) such that
∀x ∈M : ∀v, w ∈ TxM : g(ag,h(v), w) = h(v, w). (4.2.1)
These maps have the following properties:
(i) ag,h is an isomorphism and a−1g,h = ah,g.
(ii) ag,h is self-adjoint with respect to g and h.
(iii) ag,h is positive definite1 with respect to g and h.
(iv) a is cocyclic in R(M), i.e. if k ∈ R(M) is another Riemannian metric
ag,h ◦ ah,k = ag,k, ag,g = id . (4.2.2)
Proof. First, we show uniqueness: Assume that ag,h, a′g,h ∈ Γ(EndM) both satisfy (4.2.1).
This immediately implies for any x ∈M , v, w ∈ TxM
g(ag,h(v)− a′g,h(v), w) = h(v, w)− h(v, w) = 0,
thus ag,h(v) = a′g,h(v), since g is positive definite. To show existence, it suffices to construct
ag,h locally. Let (c1, . . . , cm) be a local h-ONF on U . By the Gram-Schmidt process
b1 :=
c1
‖c1‖g , b
′
i := ci −
i−1∑
l=1
g(bi, cl)cl, bi :=
b′i
‖b′i‖g
,
we obtain a g-ONB b1, . . . , bm. Let ξg,h be the local isomorphism field mapping the ci’s to
the b′is. This map satisfies
∀x ∈M : ∀v, w ∈ TxM : g(ξg,h(v), ξg,h(w)) = h(v, w),
i.e. it is an isometry between (TU, h) and (TU, g). Consequently, denoting by ξ∗gg,h the g-
adjoint of ξg,h, we find that ag,h := ξ
∗g
g,h ◦ ξg,h satisfies (4.2.1). The properties of ag,h are
shown as follows.
(i) This follows from the fact that ξg,h is an isomorphism and ξ−1g,h = ξh,g.
(ii) Locally, ag,h = ξ
∗g
g,h ◦ ξg,h, thus ag,h is g-self-adjoint. We calculate for any v, w ∈ TxM ,
h(ag,h(v), w) = g(a
2
g,h(v), w) = g(v, a
2
g,h(w)) = g(a
2
g,h(w), v)
= h(ag,h(w), v) = h(v, ag,h(w)).
(iii) Since h is positive definite, for any 0 6= v ∈ TM
g(ag,h(v), v) = h(v, v) > 0,
1We say that f ∈ End(V, g) is positive definite, if f is self-adjoint and
∀0 6= v ∈ V : g(f(v), v) > 0. ♦
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so ag,h is g-positive definite. Since g is positive definite and ag,h is a g-self-adjoint
isomorphism
h(ag,h(v), v) = g(a
2
g,h(v), v) = g(ag,h(v), ag,h(v)) > 0.
(iv) Since ag,h is uniquely determined by (4.2.1), we just have to verify
g((ag,h ◦ ah,k)(v), w) = h(ah,k(v), w) = k(v, w), g(id(v), w)) = g(v, w). 
Corollary 4.2.2. The maps ag,h from Lemma 4.2.1 define a continuous map
a : R(M)2 → Γ(Iso+M)
(g, h) 7→ ag,h.
Here, Γ(Iso+M) is topologized as an open subset of Γ(EndM) = Γ(T ∗M ⊗ TM) endowed
with C1-topology. ♦
Proof. This follows from the explicit construction of ag,h in the proof of Lemma 4.2.1 and
the fact that the Gram-Schmidt process depends C1-continuously on the involved metric. We
can start with a fixed local frame e1, . . . , em and apply the Gram-Schmidt process to it with
respect to h. We obtain a well-defined local h-ONF c1, . . . , cm that depends C1-continuously
on h. From this, we can construct the map ξg,h which then depends C1-continuously on g
and h. 
Lemma 4.2.3. For any g, h ∈ R(M), there exists bg,h ∈ Γ(Iso+M) such that
∀x ∈M : bg,h(x)2 = ag,h(x)−1.
These endomorphisms satisfy:
(i) bg,h is an isomorphism and b−1g,h = bh,g.
(ii) bg,g = id.
(iii) bg,h is self-adjoint with respect to g and h.
(iv) bg,h is positive definite with respect to g and h.
(v) bg,h ◦ bh,k = bg,k if and only if ag,h and ah,k commute. ♦
Proof. Since ag,h is positive definite, so is a−1g,h. Consequently, there exists a unique square
root, which we call bg,h. The rest of the claims follow directly from Lemma 4.2.1. For
the cocycle condition, notice that ag,h and ah,k commute if and only if their square roots
commute.2 Since ag,h and ah,k are both invertible, these isomorphisms commute if and only
if
(a
−1/2
g,h ◦ a−1/2h,k )2 = a−1g,h ◦ a−1h,k.
2It is clear that the endomorphisms commute, if their square roots commute. For the converse, notice that
both endomorphisms are self-adjoint. Hence, their coordinate matrices are symmetric, hence diagonalizable.
Now, two diagonalizable matrices A and B are simultanously diagonalizable if and only if AB = BA, see
for instance [Fis10, 4.3.6]. Now, if D = SAS−1 is a diagonal matrix, S ∈ GLn, then
√
A = S
√
DS−1 and
analogously for B. This implies
√
A
√
B =
√
B
√
A and thus the claim.
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Therefore, by (4.2.2)
ag,k = ah,k ◦ ag,h ⇐⇒ a−1g,k = a−1g,h ◦ a−1h,k
⇐⇒ a−1g,k = (a−1/2g,h ◦ a−1/2h,k )2
⇐⇒ b2g,k = (bg,h ◦ bh,k)2
⇐⇒ bg,k = bg,h ◦ bh,k. 
Corollary 4.2.4. The maps bg,h from Lemma 4.2.3 define a continuous map
b : R(M)2 → Γ(Iso+M)
(g, h) 7→ bg,h. ♦
Proof. Since taking square roots of a positive endomorphism is smooth, bg,h ∈ Γ(Iso+M)
is a smooth field, which depends continuously on g and h by Corollary 4.2.2. 
4.2.2 Identification of the Frame Bundles
Lemma 4.2.5. The isomorphism field bg,h from Lemma 4.2.3 induces an isomorphism of
principal GL+m-bundles
cg,h : GL
+M → GL+M
(ei)
m
i=1 7→ (bg,h(ei))mi=1
which restricts to an isomorphism cg,h : SOgM → SOhM of principal SOm-bundles. In
addition, the isomorphisms cg,h satisfy c−1g,h = ch,g and cg,g = id. ♦
Proof. Let (e1, . . . , em) ∈ GL+M and A ∈ GL+m be arbitrary.
Step 1 (orientation): If Λ ∈ Ωm(M) is an orientation form
Λ(bg,h(e1), . . . , bg,h(en)) = det(bg,h)Λ(e1, . . . , en).
Since bg,h ∈ Γ(Iso+M), we obtain det(bg,h) > 0 and therefore cg,h preserves the orientation
of a basis.
Step 2 (equivariance): We calculate
bg,h(ei.A) =
m∑
j=1
bg,h(A
j
iej) =
m∑
j=1
Aji bg,h(ej) = bg,h(ei).A.
This automatically implies that cg,h is an isomorphism, see Theorem A.1.3.
Step 3 (restriction): Let (e1, . . . , em) ∈ SOgM . For any 1 ≤ i, j ≤ m, we calculate (using
Lemma 4.2.3)
h(bg,h(ei), bg,h(ej)) = h(b
2
g,h(ei), ej) = h(a
−1
g,h(ei), ej) = g(ei, ej) = δij .
Consequently, (bg,h(ei), . . . , bg,h(ej)) is an h-orthogonal basis. 
Remark 4.2.6. The reason we defined cg,h on the larger space GL+M is that GL+M does
not depend on g and h. ♦
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Lemma 4.2.7. The map
Φ : (Γ(IsoM), C1) → (G(GLM), C1w)
F 7→ Fˆ ,
where
∀b = (b1, . . . , bm) ∈ GLM : Fˆ (b1, . . . , bm) := (Fb1, . . . , F bm), (4.2.3)
is a homeomorphism. Here, C1w is the weak topology, see Definition A.2.3. It restricts to a
map
Φ : Γ(Iso+M)→ G(GL+M). ♦
Proof.
Step 1 (equivariance): To see that Φ(F ) is a gauge transformation, we take any A ∈ GLm,
b ∈ GLM and calculate
Φ(F )(b.A) = Φ(F )(Ai11 b1, . . . , A
im
m bm) = (F (A
i1
1 b1), . . . , F (A
im
m bm))
= (Ai11 F (b1), . . . , A
im
m F (bm)) = Φ(F )(b).A.
Step 2 (inverse): Define Φ−1 as follows: Let α ∈ G(GLM) and choose any basis b =
(b1, . . . , bm) ∈ GLxM , x ∈ M . By construction α(b) =: c = (c1, . . . , cm) ∈ GLxM . Let
Φ−1(α)|IsoxM be the isomorphism Fx mapping bi to ci, 1 ≤ i ≤ m. Then the definition
of Fx ∈ Iso(TxM) does not depend on the choice of the basis b: Let b′ be any other basis,
c′ := α(b) and F ′x be defined analogously. There exists a unique A ∈ GLm such that b = b′.A.
Since α is a gauge transformation, we obtain c = α(b) = α(b′).A = c′.A. Therefore, for any
1 ≤ j ≤ m,
F ′x(bj) = F
′(Aνj b
′
ν) = A
ν
jF
′(b′ν) = A
ν
j c
′
ν = A
ν
j (A
−1)µν cµ = (A
−1A)µj cµ = cj = Fx(bj),
thus F ′x = Fx. Obviously, Φ−1 is an inverse to Φ and Fˆ preserves the orientation, if F does.
Step 3 (continuity): To see that Φ is a homeomorphism, we compose Φ with the homeo-
morphism σ, see Lemma A.2.11(iv), and obtain that the map
Γ(IsoM)
Φ // G(GLM) σ // C∞e (GLM,GLm)
is given by F 7→ σΦ(F ), where for any b ∈ GLM , Φ(F )(b) = b.σΦ(F )(b). By definition,
σΦ(F )(b) is simply the coordinate matrix of F with respect to b, thus σ ◦ Φ is a homeomor-
phism, which implies the claim. 
Corollary 4.2.8. The map
c : R(M)2 → G(GL+M)
(g, h) 7→ cg,h,
where cg,h is defined in Lemma 4.2.5, is continuous. ♦
Proof. By Corollary 4.2.4, the map b is continuous, by Lemma 4.2.7, Φ is continuous and
by definition c = Φ ◦ b. 
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4.2.3 Identification of the Spin Structures
Theorem 4.2.9. For any g, h ∈ R(M), there exists an isomorphism γg,h of principal G˜L
+
m-
bundles such that
G˜L
+
M
γg,h
//
Θ

G˜L
+
M
Θ

GL+M
cg,h
// GL+M
(4.2.4)
commutes. In particular, the restriction of this map to SpingM yields a commutative
diagram
SpingM
γg,h
//
Θg

SpinhM
Θh

SOgM
cg,h
// SOhM
(4.2.5)
and γg,h : SpingM → SpinhM is an isomorphism of principal Spinm-bundles. ♦
Proof. Recall that I = [0, 1].
Step 1 (construction): Setting gI := (gs)s∈I , where
∀s ∈ I : gs := (1− s)g + sh ∈ R(M),
defines a path of Riemannian metrics. The map
F : I × G˜L+M → GL+(M)
(s, b˜) 7→ cg,gs(Θ(b˜)),
is a homotopy. We would like to apply the Homotopy Lifting Theorem (see Theorem A.5.3)
to show that there exists G such that
G˜L
+
M
Θ

SpingM
ι
,,
Θ
77
  {0}×ι // I × G˜L+M
G
77
F // GL+M
(4.2.6)
commutes. Here, ι is the canonical inclusion. In order to do this, we just have to verify
∀b˜ ∈ SpingM : (Θ ◦ ι)(b˜) = Θ(b˜) = cg,g(Θ(b˜)) = F (b˜, 0).
Consequently, there exists G such that Θ ◦G = F and G(_, 0) = ι. We define
γg,h : G˜L
+
M → G˜L+M
b˜ 7→ G(b˜, 1)
and obtain
∀b˜ ∈ GL+M : Θ(γg,h(b˜)) = Θ(G(b˜, 1)) = F (b˜, 1) = cg,h(Θ(b˜)),
which proves (4.2.5).
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Step 2 (equivariance): This follows directly from Lemma A.5.5. 
Remark 4.2.10. One can show that γ−1g,h = γh,g, γg,g = id. ♦
Corollary 4.2.11. The map c from Lemma 4.2.5 admits a lift against the covering Θ∗ from
Theorem 2.6.4, i.e. there exists a continuous map γ such that
G(G˜L+M)
Θ∗

R(M)2 c //
γ
88
Gspin(GL+M)
commutes. One can chose γ such that for all g, h ∈ R(M), γ(g, h) = γg,h, where γg,h is as
in Theorem 4.2.9. ♦
Proof. By Theorem 4.2.9, the map c is actually a map to Gspin(GL+M), see Definition 2.6.3.
By Theorem 2.6.4, the map Θ∗ is a covering. SinceR(M)2 is simply connected, the existence
of the lift follows from the Lifting Theorem of Algebraic Topology, see Theorem A.5.4. By
definition of Θ∗ and (4.2.4), we can ensure that γ(g, h) = γg,h. 
4.2.4 Identification of the Spinor Bundles
Lemma 4.2.12. The isomorphism γg,h from Theorem 4.2.9 induces an isomorphism of
vector bundles
βg,h : Σ
g
KM → ΣhKM
[s, σ] 7→ [γg,h(s), σ], ♦
which is a fibrewise isometry with respect to the metrics on ΣgKM , Σ
h
KM satisfying β
−1
g,h =
βh,g. Furthermore, Clifford multiplication satisfies
∀X ∈ TM : ∀ψ ∈ ΣgKM : βg,h(X · ψ) = bg,h(X) · βg,h(ψ). (4.2.7)
Proof.
Step 1: By Lemma A.1.5, the map βg,h is well-defined and an isometry. By Theorem 4.2.9
β−1g,h = βh,g.
Step 2 (Clifford multiplication): Take any
X = [b, x] ∈ TM ∼= SOgM ×ρ Rm, ψ = [b˜, σ] ∈ ΣgKM, Θ(b˜) = b.
By definition of the Clifford multiplication,
[b, x] · [b˜, σ] = [b˜, x · σ]. (4.2.8)
By (4.2.5), this implies
[cg,h(b), x] · [γg,h(b˜), σ] = [γg,h(b˜), x · σ]. (4.2.9)
Consequently,
βg,h(X · ψ) = βg,h([b, x] · [b˜, σ]) (4.2.8)= βg,h([b˜, x · σ]) = [γg,h(b˜), x · σ]
(4.2.9)
= [cg,h(b), x] · [γg,h(b˜), σ] = bg,h([b, x]) · βg,h([b˜, σ]) = bg,h(X) · βg,h(ψ). 
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Corollary 4.2.13. For any fixed g, g′ ∈ R(M), the map
βg,g
′
: R(M) → Γ(Isom(ΣgKM,Σg
′
KM))
h 7→ βh,g′ ◦ βg,h.
is continuous. Here, βg,h is defined as in Lemma 4.2.12 and the isometry fields are topologized
as a subset of the homomorphism fields Γ(Hom(ΣgKM,Σ
g′
KM) = Γ((Σ
g
KM)
∗⊗Σg′KM) endowed
with C1-topology. ♦
Proof. By Theorem A.2.5(i) and Corollary 4.2.11, the map
γg′,g ◦ γg,g′ : R(M) → G(SpingM)
h 7→ γg′,g ◦ γh,g′ ◦ γg,h
is continuous. Since ΣgKM = Spin
gM ×ρ W is an associated vector bundle, the induced
map
R(M) → Γ(Isom(ΣgKM))
h 7→ ([s, w] 7→ [(γg′,g ◦ γg,g′)(s), w])
is continuous by Theorem A.2.12. This map equals βg,g
′
up to a post-composition with
βg′,g. Since composition is continuous by Theorem A.2.5(i), this implies the claim. 
4.2.5 Identification of the Spinor Fields
Although the isomorphism βg,h : Σ
g
KM → ΣhKM from Lemma 4.2.12 is an isometry of vector
bundles, this map does not induce an isometry L2(ΣgKM)→ L2(ΣhKM) between the Hilbert
spaces, because the Riemannian volume forms dVg and dVh on M might differ. In order to
compensate this, we need to introduce the following.
Lemma 4.2.14. For any g, h ∈ R(M), there exists a unique function fg,h ∈ C∞(M,R+)
such that
dVh = f
2
g,h dVg . (4.2.10)
These functions satisfy:
(i) Locally, fg,h can be expressed as follows: Let ϕ be a chart on U ⊂ M , let det(g) :=
det(gij) > 0 and gij = g(∂ϕi, ∂ϕj). Then we have
fg,h =
4
√
det(h)
det(g)
.
(ii) fg,g = 1.
(iii) f−1g,h = fh,g.
(iv) For any k ∈ R(M), we obtain fh,k · fg,h = fg,k. ♦
Proof. Since dVg,dVh ∈ Ωm(M) are both smooth positive Riemannian volume forms and
ΩmM is a smooth line bundle, we immediately obtain the existence of fg,h ∈ C∞(M,R+).
Define ω := ∂ϕ ∧ . . . ∧ ∂ϕm. By [Lee03, 13.23]
dVg =
√
det(g)ω, dVh =
√
det(h)ω.
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Consequently,
4
√
det(h)
det(g)
2
dVg =
√
det(h)√
det(g)
√
det(g)ω = dVh,
thus fg,h has the local representation as claimed. The rest of the claim follows from this
local representation. 
Corollary 4.2.15. Let g, g′, h ∈ R(M), fg,h be as in (4.2.10) and βg,h be as in Lemma 4.2.12.
(i) For any g, h ∈ R(M) the map
β¯g,h :=
1
fg,h
βg,h : L
2(ΣgKM)→ L2(ΣhKM)
is an isometry of Hilbert spaces.
(ii) The restriction β¯|H1(ΣgKM) is a continuous isomorphism H1(Σ
g
KM)→ H1(ΣhKM).
(iii) For any fixed g, g′ ∈ R(M), this defines a continuous map
β¯g,g
′
: R(M) → Isom(L2(ΣgKM), L2(Σg
′
KM))
h 7→ β¯h,g′ ◦ β¯g,h.
(iv) This map induces a continuous map
β¯g,g
′
: R(M) → Iso(H1(ΣgKM), H1(Σg
′
KM))
h 7→ β¯g,g′(h)|H1(ΣgKM).
♦
Proof.
(i) By Lemma 4.2.12, βg,h : Σ
g
KM → ΣhKM defines a field of isometries. Consequently, for
any ψ ∈ L2(ΣgKM),
‖β¯g,h(ψ)‖2L2(ΣhKM) =
∫
M
|f−1g,hβg,h(ψ)|2 dVh =
∫
M
|ψ|2f−2g,h dVh
(4.2.10)
=
∫
M
|ψ|2 dVg = ‖ψ‖2L2(ΣgKM).
(4.2.11)
(ii) For any ψ ∈ H1(ΣgKM),
‖∇h(β¯g,h(ψ))‖L2(ΣhKM) = ‖∇
h(β¯g,h)(ψ) + β¯g,h(∇gψ)‖L2(ΣhKM)
≤ ‖∇β¯g,h‖C0‖ψ‖L2(ΣgKM) + ‖β¯g,h(∇gψ)‖L2(ΣhKM)
≤ ‖∇β¯g,h‖C0‖ψ‖H1(ΣgKM) + ‖ψ‖H1(ΣgKM)
= (‖∇β¯g,h‖C0 + 1)‖ψ‖H1(ΣgKM).
Combining this with (4.2.11) yields β¯g,h(ψ) ∈ H1(ΣhKM). Consequently, β¯ : H1(ΣgKM)→
H1(ΣhKM). By the same argument, β¯
−1
g,h = β¯h,g : H
1(ΣhKM)→ H1(ΣgKM). Thus, β¯g,h
is an isomorphismH1(ΣgKM)→ H1(ΣhKM) (however, it is not an isometry with respect
to the Sobolev norms).
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(iii) By Lemma 4.2.12, we already have a continuous map
βg,g
′
: R(M)→ Γ(Isom(ΣgKM,Σg
′
KM)).
The metrics g and g′ induce a fibre metric on Hom(ΣgKM,Σ
g′
KM). Therefore, the C1-
topology can be described by the induced metric on the sections. With this in mind,
we directly verify the continuity claim: Let ε > 0 and h ∈ R(M). Certainly, there
exists a constant
Cg′,g := sup
x∈M
fg′,g(x) = ‖f‖C0 ∈ ]0,∞[.
Since βg,g
′
is continuous, there exists an open neighborhood U ⊂˚ R(M) of h such that
for all h′ ∈ U , βg,g′(h′) ∈ BC1ε/Cg′,g (β
g,g′(h)). This implies that for all h′ ∈ U and all
ψ ∈ L2(ΣgKM)
‖(β¯g,g′(h)− β¯g,g′(h′))ψ‖2
L2(Σg
′
K M)
=
∫
M
|f−1g,hf−1h,g′βg,g
′
(h)(ψ)− f−1g,hf−1h,g′βg,g
′
(h′)ψ|2dg′V
=
∫
M
f2g′,g|(βg,g
′
(h)− βg,g′(h′))ψ|2dg′V
≤ C2g′,g‖βg,g
′
(h)− βg,g′(h′)‖2C1‖ψ‖2L2(Σg′K M)
≤ ε2‖ψ‖2
L2(Σg
′
K M)
.
(4.2.12)
Thus β¯(h′) ∈ Bε(β¯g,g′(h)).
(iv) Analogously, define C ′g′,g := ‖fg′,g‖C1 and C := max(C ′g′,g, Cg′,g). Since βg,g
′
is con-
tinuous, for any h ∈ R(M), we obtain an open neighborhood U ⊂ R(M) such that for
all h′ ∈ U , βg,g′(h′) ∈ BC1ε/3C(h). Since
‖∇(β¯g,g′(h))(ψ)‖
L2(Σg
′
K M)
= ‖∇(fg′,gβg,g′(h))(ψ)‖L2(Σg′K M)
≤ C‖βg,g′(h)(ψ)‖
L2(Σg
′
K M)
+ C‖(∇βg,g′(h))(ψ)‖
L2(Σg
′
K M)
,
≤ 2C‖βg,g′(h)‖C1‖ψ‖L2(Σg′K M),
we obtain for any h′ ∈ U ,
‖∇g′((β¯g,g′(h)− β¯g,g′(h′))(ψ))‖
L2(Σg
′
K M)
≤ ‖∇(β¯g,g′(h)− β¯g,g′(h′))(ψ)‖L2(ΣgKM)
+ ‖βg,g′(h)− βg,g′(h′)‖C0‖∇gψ‖L2(ΣgKM)
≤ 3C‖βg,g′(h)− βg,g′(h′)‖C1‖ψ‖H1(ΣgKM)
≤ ε‖ψ‖H1(ΣgKM).
Combining this with (4.2.12), yields the result. 
4.3 Construction of the Bundle
Definition 4.3.1 (universal spinor bundle). For any g ∈ R(M) and x ∈M let ΣKM(g,x) :=
ΣgKM |x be the spinor space at x with respect to g. The bundle
pi : ΣKM :=
∐
(g,x)∈R(M)×M Σ
g
KM |x → R(M)×M
ψ ∈ ΣgKM |x 7→ (g, x)
is called universal spinor bundle. ♦
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Lemma 4.3.2. The universal spinor bundle pi : ΣKM → R(M)×M carries a unique vector
bundle topology such that for any g ∈ R(M) and any local trivialization α : ΣgKM |U →
U × Rn of ΣgKM ,
Φg : ΣKM |U → R(M)× U × Rn
ψ ∈ ΣhKM |x 7→ (h, x, α(βh,g(ψ))),
is a local trivialization. Here, βg,h is the isomorphism defined in Lemma 4.2.12. ♦
Proof. For any other reference metric g′ ∈ R(M) and any other local trivialization α′,
Φg′ ◦ Φ−1g : R(M)× U × Rn → R(M)× U × Rn
(h, x, v) 7→ (h, x, α′(βh,g′(βg,h(α−1(v))))),
which is continuous by Lemma 4.2.12. 
Definition 4.3.3 (universal spinor field bundle). The smooth section bundle
Γ(ΣKM) :=
∐
g∈R(M) Γ(Σ
g
KM) → R(M)
ψ ∈ Γ(ΣgKM) 7→ g
is called the (smooth) universal spinor field bundle. Analogously we define
L2(ΣKM) :=
∐
g∈R(M) L
2(ΣgKM) → R(M)
ψ ∈ L2(ΣgKM) 7→ g
to be the universal spinor field bundle. ♦
Theorem 4.3.4 (topologization of universal spinor field bundles).
(i) The smooth universal spinor field bundle Γ(ΣKM)→ R(M) carries a unique topology
as an infinite dimensional vector bundle (see Definition A.3.1) such that for any fixed
g ∈ R(M),
β_,g : Γ(ΣKM) → R(M)× Γ(ΣgKM)
ψ ∈ Γ(ΣhKM) 7→ (h, βh,g(ψ)),
is a global trivialization.
(ii) Analogously, the universal spinor field bundle L2(ΣKM) → R(M) carries a unique
Hilbert bundle topology such that for any fixed g ∈ R(M), the map
β¯_,g : L
2(ΣKM) → R(M)× L2(ΣgKM)
ψ ∈ L2(ΣhKM) 7→ (h, β¯h,g(ψ)),
is a global trivialization.
(iii) The subspaces
H1(ΣKM) :=
∐
g∈R(M)
H1(ΣgKM) ⊂ L2(ΣKM)→ R(M)
are a domain subbundle (see Definition A.3.8) of L2(ΣKM) and β¯_,g is a trivialization
adapted to H1(ΣgKM). ♦
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Proof.
(i) We just define the topology by such a global trivialization. We have to show that for
any two reference metrics g, g′ the transition functions
β_,g′ ◦ β−1_,g : R(M)× Γ(ΣgKM) → R(M)× Γ(Σg
′
KM)
(h, ψ) 7→ (h, βh,g′(βg,h(ψ))),
are continuous. But this was already done in Lemma 4.2.12.
(ii) Analogously,
β¯_,g′ ◦ β¯−1_,g : R(M)× L2(ΣgKM) → R(M)× L2(Σg
′
KM)
(h, ψ) 7→ (h, β¯h,g′(β¯g,h(ψ))),
is continuous by Corollary 4.2.15.
(iii) β¯_,g is an adapted trivialization (as required by Definition A.3.8) by Corollary 4.2.15(iv).
The results of this section can also be described in a category theoretic language.
Definition 4.3.5. The Universal Spinor Field Bundle is a functor
USBFK : SpinMfd→ HilBK
defined
on objects by:
USBFK(M,Θ) := (L
2(ΣKM)→ R(M)),
where L2(ΣKM)→ R(M) is the universal spinor field bundle as in Definition 4.3.3.
on morphisms by: For any morphism of spin manifolds
G˜L
+
M1
F˜ //
Θ1

G˜L
+
M2
Θ2

GL+M1
f∗ //

GL+M2

M1
f
// M2,
we set
USBFK((f, F˜ )) := ((f
−1)∗, F¯ ),
where
F¯ : L2(ΣKM1) → L2(ΣKM2)
ψ = [b˜, v]) 7→ [F˜ (b˜), v]
and obtain a morphism
L2(ΣKM1)
F¯ //

L2(ΣKM2)

R(M1)
(f−1)∗
// R(M2)
of Hilbert bundles. ♦
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4.4 The Universal Dirac Operator
Using the identification maps β¯g,h constructed in Corollary 4.2.15 one can pull back the
Dirac operator /DhK to L2(Σ
g
KM).
Theorem 4.4.1 ([BG92, Thm. 20]). The operator
/D
h
g := β¯h,g ◦ /DhK ◦β¯g,h : Γ(ΣgKM)→ Γ(ΣgKM) ♦
has the following local coordinate representation: If (e1, . . . , en) ∈ SOg U and ψ ∈ Γ(ΣgKM),
then on U
/D
h
g ψ =
n∑
i=1
ei · ∇gbg,heiψ +
1
4
n∑
i,j=1
ei · ej ·
(
bh,g(∇hbg,h(ei)(bg,hej))−∇gbg,h(ei)ej
)
· ψ
− 1
fg,h
bg,h(grad
g(fg,h)) · ψ
(4.4.1)
This classical result can also be reformulated in a bundle theoretic language.
Theorem 4.4.2. The Dirac operator is an unbounded morphism
/D : L2(ΣKM) → L2(ΣKM)
ψ ∈ H1(ΣgKM) 7→ /D
g
K ψ
with domain subbundle H1(ΣKM). (See Section A.3 for the definition of an unbounded
morphism and a domain subbundle.) ♦
Proof. As required by Definition A.3.11, we have to show that /D ∈ Γ(B(H1(ΣKM), L2(ΣKM))).
By definition, it suffices to check that the map
R(M) → B(H1(ΣgKM), L2(ΣgKM))
h 7→ /Dhg
is continuous. But this follows from (4.4.1) by using the fact that all terms on the right
hand side depend C1-continuously on h. For bg,h this was shown in Lemma 4.2.12 and for
∇h this follows from the fact that the Levi-Civita connection of a metric depends only on
the coordinate functions of the metric and their first order derivatives. 
4.5 Spectral Decomposition
Remark 4.5.1. We recall that the Dirac operator /DgK is a self-adjoint elliptic differential
operator. Therefore, we obtain a decomposition
L2(ΣgKM) =
⊕
λ∈spec /DgK
L2λ(Σ
g
KM), (4.5.1)
where L2λ(Σ
g
KM) is the eigenspace of λ and ⊕ is the direct sum of Hilbert spaces (see for
instance [LM89, Thm. 5.8]). This also gives a pointwise decomposition of the universal
spinor field bundle, but it does not give a well-defined decomposition of the Hilbert bundle
L2(ΣKM) into continuous subbundles over R(M) of eigenspaces. The problem is that if g
varies, the various eigenvalues might split up or unite, hence changing the dimension of the
corresponding eigenspaces. However, the following holds. ♦
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Theorem 4.5.2. Let Λ1,Λ2 ∈ R, Λ1 < Λ2, and let X ⊂ R(M) be a connected subspace of
Riemannian metrics satisfying
∀g ∈ X : Λ1,Λ2 /∈ spec /DgK . (4.5.2)
Then there exists an open neighborhood U ⊂ R(M) of X such that the partial eigenbundle
piΣ[Λ1,Λ2] : L
2
[Λ1,Λ2]
(ΣKM)→ U
is a continuous vector bundle of finite rank. ♦
Proof. We will use our results about continuity of Dirac spectra, see Main Theorem 2, to
show that the bundle has constant rank. To see that it is continuous, we represent it as the
image of a continuous family of eigenprojections, see Theorem A.4.5.
Step 1 (finding the rank): By Main Theorem 2, there exist continuous functions λj : R(M)→
R, j ∈ Z, such that for each g ∈ R(M), the sequence (λj(g))j∈Z is non-decreasing and repre-
sents the entire Dirac spectrum (counted with K-multiplicities). By continuity, λj(X) ⊂ R
is connected and therefore an interval for any j ∈ Z. Consequently, (4.5.2) implies that
either λj(X) ⊂ ]Λ1,Λ2[ or λj(X) ∩ ]Λ1,Λ2[ = ∅. Since all Dirac spectra are discrete and
unbounded, the former is satisfied by only finitely many functions. After shifting the enu-
meration if necessary, we can assume that these functions are given by λ1, . . . , λk for some
suitable k ∈ N. These functions represent the Dirac spectrum of all the metrics g ∈ X in
[Λ1,Λ2]. We claim that this k is the rank of piΣ[Λ1,Λ2].
Step 2 (finding U): Now, fix any g ∈ X. Since the Dirac spectrum is discrete and Λ1,Λ2 /∈
spec /D
g
K, there exists ε > 0 such that
Iε(spec /D
g
K ∩[Λ1,Λ2]) ⊂ ]Λ1,Λ2[, Iε(spec /DgK \[Λ1,Λ2]) ⊂ R \[Λ1,Λ2]. (4.5.3)
By continuity, there exists an open neighborhood Ug of g in R(M) such that
∀h ∈ Ug :∀j ∈ {1, . . . , k} : λj(h) ∈ [Λ1,Λ2]
∀j ∈ Z \{1, . . . , k} : λj(h) /∈ [Λ1,Λ2]
Consequently, at each metric h ∈ Ug, the vector space
L2[Λ1,Λ2](Σ
h
KM) =
k∑
j=1
L2λj(h)(Σ
h
KM)
have the same rank k. Define U :=
⋃
g∈X Ug.
Step 3 (continuity): To see that these vector spaces vary continuously with h, take the
global trivialization
β¯_,g : L
2(ΣKM)→ R(M)× L2(ΣgKM)
from Theorem 4.3.4. Since spec /Dhg = spec /D
h
K by Lemma 4.5.3 below, the image β¯_,g(L2[Λ1,Λ2](ΣKU)) =:
EK satisfies
∀h ∈ U : EK|h = {h} × span{ψ ∈ H1(ΣgKM) | ∃λ ∈ [Λ1,Λ2] : /D
h
g ψ = λψ}
and it suffices to check that EK → U is a continuous vector bundle of rank k.
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Now, for K = C, we argue as follows: By discreteness of spec /DgC, there exists a simple closed
curve γ : [0, 1]→ C such that spec /DgC ∩[Λ1,Λ2] is in the interior of γ and spec /DgC \[Λ1,Λ2]
is in the exterior of γ. By Theorem A.4.5 and Corollary A.4.6, the map
P : U → L2(ΣgCM)
h 7→ Ph :=
∮
γ
(z − /Dhg )−1dz
is a projection onto EK|h of rank k for each h ∈ U . Since P is a continuous map, the result
now follows from Theorem A.4.7.
Step 4 (real case): In case K = R, we apply Theorems A.4.5 and A.4.7 and Corollary A.4.6
to the complexification of the real Dirac operator ( /DgR)C. It follows that ECR is a continuous
bundle and therefore, ER is a continuous bundle as well. 
Lemma 4.5.3 (spectral properties). The operators /Dhg from Theorem 4.4.1 satisfy
spec /D
g
h = spec /D
h
K, β¯h,g(ker( /D
h
K−λ)) = ker( /Dhg −λ). ♦
Proof. For any ψ ∈ Γ(ΣhKM),
/D
h
K ψ = λψ
=⇒( /DhK ◦β¯g,h ◦ β¯h,g)(ψ) = λ(β¯g,h ◦ β¯h,g)(ψ)
=⇒(β¯h,g ◦ /DhK ◦β¯g,h ◦ β¯h,g)(ψ) = λ(β¯h,g ◦ β¯g,h ◦ β¯h,g)(ψ)
=⇒ /Dgh(β¯h,g(ψ)) = λβ¯h,g(ψ),
and vice versa. 
Chapter 5
Higher Multiplicities
Abstract. In this chapter, we will prove the existence of metrics, for which
the Dirac operator has at least one eigenvalue of multiplicity at least two (in
dimensions m ≡ 0, 6, 7 mod 8), see Main Theorem 1. We will prove this by
“catching” the desired metric in the space of all Riemannian metrics using the
“Lasso Lemma”, see Lemma 5.1.1. We will show how such a metric can be
“caught” on the sphere with a loop of metrics induced by a family of rotations.
Finally, we will transport this loop to an arbitrary manifold of suitable dimension
by extending some known results concerning the surgery of spin manifolds.
5.1 Introduction and Statement of the Results
In this chapter, we will carry out the details of the proof of Main Theorem 1 and use the
strategy explained in Section 1.2.1. We start by stating the Lasso Lemma, see also Fig. 1.2.
Lemma 5.1.1 (Lasso Lemma). Let X be a simply connected topological space and A ⊂ X
be any subspace. Let γ : S1 → A be a loop and E → A be a real vector bundle such that
γ∗E → S1 is not orientable. Then X \A is not empty. ♦
Proof. Let ι : A ↪→ X be the inclusion. Since X is simply connected, ι◦γ is null-homotopic.
Consequently, there exists an extension γˆ : D¯2 → X such that γˆ|S1 = ι ◦ γ. Now, if γˆ(D2)
were contained in A, then γˆ would be null-homotopic in A, since D¯2 is contractible. But
then γ would also be null-homotopic, thus γ∗E → S1 would be trivial, hence orientable.
Contradiction! Consequently, there exists x ∈ D¯2 such that γˆ(x) ∈ X \ A. In particular,
X \A 6= ∅. 
Recall that we want to apply this reasoning in the case where X = (R(M), C1) is the space
of Riemannian metrics and A is a subspace of metrics RA(M), which will be specified in
Definition 5.3.14. The space RA(M) is a complicated subspace built in a way such that
R(M) \RA(M) 6= ∅ will directly imply Main Theorem 1. For the vector bundle, we will use
a bundle E = E(M) consisting of a certain span of eigenspinors corresponding to a finite
set of eigenvalues, see Corollary 5.3.15.
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As we said before, the construction of the loop γ, which is then a loop g : S1 → RA(M) of
Riemannian metrics will be the hard part. To that end, we will introduce a notion of an odd
loop of metrics g : S1 → RA(M), see Definition 5.3.16. These loops will have the property
that g∗E(M)→ S1 is not trivial. Hence, Lemma 5.1.1 will imply that R(M) \ RA(M) 6= ∅
and M will admit metrics of higher multiplicities, see Definition 5.3.13. In Theorem 5.4.1
we will show that the sphere admits an odd loop of metrics and in Theorem 5.5.11 we will
show that this property is stable under certain surgeries.
5.2 Triviality of Vector Bundles over S1
Ultimately, we want to apply Lemma 5.1.1 and therefore, we will have to verify that a
certain vector bundle over S1 is not trivial. As a preparation, we will give a neat criterion
to check this, see Lemma 5.2.1. The question whether or not a given vector bundle is trivial
has of course been studied in much more generality in the context of characteristic classes
and K-Theory. However, the set of isomorphism classes of vector bundles of rank n over S1
has only two elements, see for instance [Hat09, p.25]. One class represents the trivial, hence
orientable bundles, the other class consists of vector bundles that are non-orientable, hence
non-trivial. Therefore, it turns out that for classifying vector bundles over S1, it is simpler
if we go without the general abstract machinery. As a byproduct, we give an alternative
proof of the classification of vector bundles over S1. We will also have to show that the class
of such a vector bundle remains constant for bundles “nearby”, see Theorem 5.2.4.
It will be convenient to view S1 as S1 = [0, 1]/ ∼, where ∼ just identifies 0 with 1. We
denote by [0] = [1] the equivalence class of {0, 1} in S1. The projection will always be
denoted by
piS1 : [0, 1]→ S1.
Lemma 5.2.1 (frame curves). Let piE : E → S1 be a real vector bundle of rank n. There
exists a global section Ψ ∈ Γ(pi∗S1 GLE) and for any such Ψ there exists a unique matrix
A ∈ GLn such that Ψ(1) = Ψ(0).A. This matrix satisfies
det(A) > 0 ⇐⇒ E is orientable ⇐⇒ E is trivial.
Such a section Ψ will be called a frame curve for E, A is called its sign matrix and we set
sgn(E) := sgn(Ψ) := sgn(det(A)). ♦
Proof. Consider the pull-back diagram
pi∗S1(GLE)
F //

GLE
piGLE

[0, 1]
piS1 //
Ψ
JJ
S1.
(5.2.1)
Since every fibre bundle over the contractible space [0, 1] is trivial (see for instance [Hus66,
Chpt. 4, Cor. 10.3]), pi∗S1(GLE) admits a global section Ψ. Existence and uniqueness of A
follow from the fact that the action of GLn is simply-transitive on the fibres of the principal
GLn-bundle pi∗S1 GLE and that by construction, F (Ψ(0)) and F (Ψ(1)) are in the same fibre.
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If E is trivial, then E is orientable. If E is orientable, then pi∗S1 GL
+E admits a global
section s and the curve Ψ := F ◦s has a sign matrix A ∈ GL+n . Finally, let Ψ ∈ Γ(pi∗S1 GLE)
be a section with sign matrix A0 ∈ GL+n . Since GL+n is connected, there exists a continuous
curve A : [0, 1]→ GL+n such that A(0) = In and A(1) = A−10 . The curve Ψ′ := Ψ.A satisfies
Ψ′(0) = Ψ(0).A(0) = Ψ(0), Ψ′(1) = Ψ(1).A(1) = Ψ(0).
Consequently, F ◦Ψ′ descends to a global section Ψ¯ : S1 → GL+E and E is trivial. 
Remark 5.2.2. In case E carries a metric, it will sometimes be convenient to study curves
of orthonormal frames. In that case Ψ ∈ Γ(pi∗S1 OE), where OE is the principal On-bundle
of orthonormal frames on E. The sign matrix A of Ψ will then be in On and the bundle is
trivial if and only if A ∈ SOn. ♦
Remark 5.2.3. For any principal G-bundle P →M and any smooth map f : N →M , we
can consider the pullback Q := f∗P and the corresponding diagram
Q
F //
piQ

P
piP

N
f
// M.
By construction of the pullback, for any section s ∈ Γ(Q), we obtain a map s′ := F ◦ s :
N → P , which satisfies
piP ◦ s′ = f. (5.2.2)
Conversely, any map s′ : N → P , which satisfies (5.2.2), gives a section s ∈ Γ(Q) by setting
s := (idN , s
′). This correspondence is one-to-one and we will identify sections of pi∗S1(GLE)
with curves Ψ : [0, 1]→ GLE satisfying
piGLE ◦Ψ = piS1 . (5.2.3)
♦
To make precise the claim that the sign of a vector bundle as defined in Lemma 5.2.1 does
not change for bundles “nearby”, we study vector bundles that are subbundles of a Hilbert
bundle (see Definition A.3.1 for a precise definition of a Hilbert bundle).
Theorem 5.2.4 (sign stability). Let E, E˜ → S1 be two k-dimensional subbundles of a
Hilbert bundle H → S1 with induced metric. Denote by SE˜ → S1 the bundle of unit
spheres in E˜. If
∀α ∈ S1 : d(Eα, SE˜α) < 1, (5.2.4)
then sgn(E) = sgn(E˜). ♦
Proof.
Step 1 (construct frame curves): Let ψ˜ ∈ Γ(pi∗S1 O E˜) be a curve of orthonormal frames for
E˜. We define
∀1 ≤ j ≤ k : ∀α ∈ S1 : ψαj := Pα(ψ˜αj ) ∈ Eα,
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where Pα : Hα → Hα denotes the orthogonal projection onto Eα. This defines continuous
sections ψj ∈ Γ(H), j = 1, . . . , k. We claim that for each α ∈ S1, the ψα1 , . . . , ψαk are a basis
for Eα. So let c1, . . . , ck ∈ R such that
0 =
k∑
j=1
cjψ
α
j =
k∑
j=1
cjPα(ψ˜
α
j ) = Pα
( k∑
j=1
cjψ˜
α
j︸ ︷︷ ︸
=:v˜
)
We claim that v˜ = 0. Otherwise (by dividing the equation above by the norm of v˜) we can
assume that v˜ has unit length. Since Pα is the orthogonal projection onto Eα, the equation
Pα(v˜) = 0 simply means that v˜ is perpendicular to Eα. This implies
d(Eα, v˜) = ‖Pα(v˜)− v˜‖ = ‖v˜‖ = 1,
which contradicts our assumption (5.2.4). Consequently, we obtain v˜ = 0. Since the ψ˜αj are
a basis, this implies c1 = . . . = ck = 0. This implies that Ψ ∈ Γpi∗S1 GLE is a frame curve
for E.
Step 2 (compare signs): Let A˜, A ∈ GLk be the sign matrices of ψ˜ respectively ψ, i.e.
ψ˜(1) = ψ˜(0).A˜, ψ(1) = ψ(0).A.
By construction,
ψ(1) = P1(ψ˜(1)) = P1(ψ˜(0).A˜) = P0(ψ˜(0)).A˜ = ψ(0).A˜,
thus A = A˜ and sgn(E) = sgn(E˜) as claimed. 
Remark 5.2.5. As indicated in the proof, condition (5.2.4) is equivalent to the fact that
no non-zero element in E˜α is perpendicular to Eα. ♦
5.3 Loops of Spin Diffeomorphisms
In this section, we introduce a technique to produce certain loops of metrics via loops of
spin diffeomorphisms. On all mapping spaces like Diff M or G(GL+M), we will always use
the C∞w -topology, see Definition A.2.3.
5.3.1 Loops
Definition 5.3.1 (spin loop). A loop of spin diffeomorphisms is a continuous map f : S1 →
Diffspin(M). ♦
Remark 5.3.2. By Theorem A.2.5, we can identify such a spin loop f with a continuous
map f : S1 × M → M , such that for each α ∈ S1, fα := f(α,_) ∈ Diffspin(M), and
vice versa. We do not distinguish between f as a loop S1 → Diffspin(M) and as a map
S1 ×M →M . ♦
Remark 5.3.3 (loops as isotopies). Any loop f : S1 → Diffspin(M) defines an associated
isotopy h := f ◦ piS1 : I → Diffspin(M). Recall from Remark 2.6.16 that spin isotopies can
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be lifted to the spin structure via
G(G˜L+M)
Θ∗2:1

I
H
//
Hˆ
::
Gspin(GL+M),
(5.3.1)
where Ht = ht∗. Any lift Hˆ : I → G(G˜L
+
M) satisfies Θ∗(Hˆ1) = Θ∗(Hˆ0), thus Hˆ1 = ±Hˆ0.
In particular, Hˆ does not have to be a loop again. ♦
Definition 5.3.4 (sign of a loop). Let f : S1 → Diffspin(M) be a loop, h := f ◦ piS1 : I →
Diffspin(M) be its associated isotopy and Hˆ be a lift as in (5.3.1). The unique number
sgn(f) ∈ {±1} such that
Hˆ1 = sgn(f)Hˆ0 (5.3.2)
is called the sign of f . We say f is even, if sgn(f) = +1 and odd , if sgn(f) = −1. ♦
Notice that sgn(f) does not depend on the lift Hˆ chosen to define it. The sign has the
following abstract characterization.
Lemma 5.3.5. The map Θ∗ : G(G˜L
+
M) → Gspin(GL+M) is a principal Z2-bundle. The
connecting homomorphism δ from its long exact homotopy sequence
pi1(G(G˜L
+
M), id
G˜L
+
M
)
Θ∗]
// pi1(Gspin(GL+M), idGL+ M ) δ // pi0({±idG˜L+M})
satisfies δ(f∗) = sgn(f) idG˜L+M for any loop f : S
1 → Diffspin(M). ♦
Proof. Since Θ∗ is a 2 : 1-covering, it is a normal covering, hence a principal Z2-fibre bundle.
Recall the definition of δ in this case1: Let γ ∈ [γ] ∈ pi1(Gspin(GL+M), idGL+ M ) and denote
by ι : S0 ↪→ D1 = [0, 1], +1,−1 7→ 0, 1, the canonical inclusion. Let γˆ : I → G(G˜L+M) be
the lift of γ ◦ piS1 : I → Gspin(GL+M) as in (5.3.1):
(S0,+1)
δ(γ)
//
ι

G(G˜L+M, id
G˜L
+
M
)
Θ∗2:1

(I, ∂I)
piS1
//
γˆ
33
(S1, [0])
γ
// Gspin(GL+M, idGL+ M )
The map piS1 ◦ ι is constant. Therefore, Θ∗ ◦ γˆ ◦ ι = γ ◦ piS1 ◦ ι is also constant. Con-
sequently, the image of γˆ ◦ ι is in the fibre and there exists a map of pointed spaces
δ(γ) : (S0,+1) → ({± id
G˜L
+
M
}, id
G˜L
+
M
) such that γ̂ ◦ ι = δ(γ). Now, there are only two
such maps (S0,+1) → ({± id
G˜L
+
M
}, id
G˜L
+
M
) characterized by mapping −1 to ± id
G˜L
+
M
.
By construction, δ(γ)(−1) = sgn(γ) id
G˜L
+
M
. 
Lemma 5.3.6. The sign induces a group homomorphism
sgn : pi1(Diff
spin(M), idM )→ Z2
and ker sgn are precisely the homotopy classes of even loops. ♦
1For the general case, see for instance [Ste51, Def. 17.3]
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Proof. It follows from Lemma 5.3.5 that sgn is well-defined on homotopy classes. To see
that sgn is a group homomorphism, let f (1), f (2) ∈ pi1(Diffspin(M), idM ) and consider
f := f (2) ∗ f (1) : S1 → Diffspin(M)
t 7→
{
f (1)(2t), 0 ≤ t ≤ 12 ,
f (2)(2t− 1), 12 ≤ t ≤ 1.
Let fˆ (1) : I → G(G˜L+M) be a lift of f (1)∗ : I → Gspin(GL+M) such that fˆ (1)(0) = idG˜L+M
and fˆ (1)(1) = sgn(f (1)) id
G˜L
+
M
. Let fˆ (2) be a lift of f (2)∗ such that fˆ (2)(0) = fˆ (1)(1). Then
fˆ = fˆ (2) ∗ fˆ (1) is a lift of f∗ such that fˆ(0) = idG˜L+M . Consequently,
fˆ(1) = fˆ (2)(1) = sgn(f (2))fˆ (2)(0) = sgn(f (2))fˆ (1)(1)
= sgn(f (2)) sgn(f (1))f (1)(0) = sgn(f (2)) sgn(f (1)) id
G˜L
+
M
and sgn(f) = sgn(f (2)) sgn(f (1)). Clearly, the constant map S1 → Diffspin(M), α 7→ idM ,
lifts to id
G˜L
+
M
, so sgn is a group homomorphism as claimed. 
Remark 5.3.7. Although one cannot just replace the isotopy h associated to the loop f by
the loop f itself in (5.3.1), there always exists a lift fˆ such that
S1
fˆ
//
·2

G(G˜L+M)
Θ∗2:1

S1
f∗
//
Fˆ
99
Gspin(GL+M)
commutes. Here ·2 denotes the double cover of S1. This follows from the fact that f ◦ ·2 =
f ∗ f , thus sgn(f ◦ ·2) = sgn(f)2 = +1 and thus, f ◦ ·2 is even. Nevertheless, the lift Fˆ exists
if and only if f itself is even. ♦
Remark 5.3.8. By construction, one can always complete (5.3.1) to
I
Hˆ //
piS1

G(G˜L+M)
Θ∗2:1

S1
f∗
//
Fˆ
99
Gspin(GL+M).
(5.3.3)
Again, the map Fˆ exists if and only if f is even, but Hˆ exists always. ♦
Remark 5.3.9. In the special case where f : S1 → Diffspin(M) is a group action, the
notions of odd and even in the sense of Definition 5.3.4 coincide with the notions of an odd
respectively even group action in the sense of [LM89, IV.§3, p.295]. ♦
5.3.2 Associated Loops of Metrics
Next, we study how loops of diffeomorphisms induce loops of Riemannian metrics.
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Definition 5.3.10 (associated loops of metrics). Let f : S1 → Diffspin(M) be a loop of
spin diffeomorphisms and g ∈ R(M) be any Riemannian metric. The family of metrics
g : S1 → R(M)
α 7→ gα := (f−1α )∗g
♦
is called an associated loop of metrics.
Remark 5.3.11. In the situation of Definition 5.3.10, for any α ∈ S1, the map
fα : (M, g)→ (M, gα)
is a Riemannian spin isometry by construction (recall Remark 2.6.10). As a consequence,
all (M, gα), α ∈ S1, are Dirac isospectral and
spec /D
g
K := spec /D
gα
K , α ∈ S1,
is well-defined. Furthermore, we get an isometry
H¯t : Σ
g0
K M → ΣgtKM
ψ = [s, v] 7→ [Hˆt(s), v] ♦
between all the spinor bundles for any t ∈ [0, 1]. Here, Hˆ is as in (5.3.3). The induced map
on sections, denoted by H¯t, satisfies
/D
gt
K ◦H¯t = H¯t ◦ /Dg0K (5.3.4)
and therefore maps eigenspinors to eigenspinors.
The following will be crucial to verify the hypothesis of Lemma 5.1.1.
Theorem 5.3.12. Let A ⊂ R(M) be any subset, f : S1 → Diffspin(M) be a loop of spin
diffeomorphisms and g ∈ R(M) be such that the associated loop of metrics α 7→ (f−1α )∗g is
a map g : S1 → A. Furthermore, let E ⊂ L2(ΣRM)→ A be a vector bundle of rank n. Let
H¯t be the map induced by f as in Remark 5.3.11 and assume Ht(E) ⊂ E for any t ∈ [0, 1].
Then
sgn(g∗E) =
{
−1, f is odd and n is odd,
+1, otherwise.
♦
Proof. For any basis (0, (ψ1, . . . , ψn)) ∈ g∗E|0, the curve
Ψ : [0, 1] → GL(g∗E)
t 7→ (t, (H¯t(ψ1), . . . , H¯t(ψn)))
is a frame curve for g∗E → S1 (see Lemma 5.2.1). For any p ∈ M and any ψj |p =: [b˜, v] ∈
Σg0R M |p, we calculate
H¯1(ψj |p) = H¯1([b˜, v]) = [Hˆ1(b˜), v] (5.3.2)= [sgn(f)b˜, v] = sgn(f)ψj |p.
Consequently, the sign matrix A ∈ GLn of Ψ (see Lemma 5.2.1) is given by A = sgn(f)In,
which has determinant sgn(f)n. By definition,
sgn(g∗E) = sgn(Ψ) = sgn(det(A)) = sgn(sgn(f)n),
which implies the result. 
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5.3.3 Metrics of higher Multiplicities
We are now in a position to establish a relationship between loops of spin diffeomorphisms
and the existence of metrics g for which /DgK has an eigenvalue of higher multiplicity.
Definition 5.3.13 (manifolds admitting higher multiplicities). A spin manifold (M,Θ) ad-
mits a metric of higher K-multiplicities, if there exists a metric g on M such that /DgK has
at least one eigenvalue λ of multiplicity µK(λ) ≥ 2.
Definition 5.3.14. Let {λj : R(M) → R}j∈Z be a non-decreasing sequence of eigenvalue
functions as in Main Theorem 2. For a fixed n ≥ 1, we define
RA(M) := {g ∈ R(M) | ∃1 ≤ j ≤ n : µR(λj(g)) ∈ 2N+1, λ0(g) < λ1(g), λn(g) < λn+1(g)},
Eg(M) := span{ψ ∈ H1(ΣgRM) | ∃1 ≤ j ≤ n : /D
g
R ψ = λj(g)ψ}, E(M) :=
⋃
g∈RA(M)
Eg(M).♦
Corollary 5.3.15. In the situation of Definition 5.3.14, the map pi : E(M) → RA(M),
ψ ∈ Eg 7→ g, is a continuous vector bundle of rank n. ♦
Proof. Let g ∈ RA(M). By construction, there exist Λ1,Λ2 ∈ R such that
λ0(g) < Λ1 < λ1(g) ≤ . . . ≤ λn(g) < Λ2 < λn+1(g).
By continuity, there exists an open and connected neighborhood U of g in R(M) such that
∀h ∈ U : spec /DhR ∩[Λ1,Λ2] = {λ1(h) ≤ . . . ≤ λn(h)}.
By Theorem 4.5.2, L2[Λ1,Λ2](ΣRM) → U is a continuous vector bundle of rank n and by
construction L2[Λ1,Λ2](ΣRM)|U∩RA(M) = E(M)|U∩RA(M). 
Definition 5.3.16 (odd loop). A closed spin manifold (M,Θ) admits an odd loop of met-
rics, if there exists an odd number n ∈ N, Λ1 < Λ2 and a continuous map
g : (S1, τS1)→ (RA(M), C2)
such that
(i) ∀α ∈ S1 : λ0(gα) < Λ1 < λ1(gα) ≤ λn(gα) < Λ2 < λn+1(gα) and
(ii) the bundle E(M)→ RA(M) from Corollary 5.3.15 satisfies sgn(g∗E(M)) = −1.
Here, {λj}j∈Z is the same enumeration of eigenvalue functions as in Definition 5.3.14. ♦
Theorem 5.3.17 (existence of Dirac eigenvalues of higher multiplicity). Let (M,Θ) be a
closed spin manifold. If (M,Θ) admits an odd loop of metrics, then (M,Θ) admits a metric
of higher R-multiplicities. In case m ≡ 0, 6, 7 mod 8, M also admits a metric of higher
C-multiplicities. ♦
Proof. By hypothesis, sgn(g∗E(M) = −1), so g∗E(M)→ S1 is not trivial by Lemma 5.2.1.
By Lemma 5.1.1,
∅ 6= RA(M)c = {g ∈ R(M) | ∀1 ≤ j ≤ n : µR(λj(g)) ∈ 2N or λ0(g) = λ1(g) or λn(g) = λn+1(g)}
⊂ {g ∈ R(M) | ∃1 ≤ j ≤ n : µR(λj(g)) ≥ 2}.
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This implies the claim for R-multiplicities. This in turn implies the claim for C-multiplicities
by Remark 2.4.6. 
Corollary 5.3.18. Let f : S1 → Diffspin(M) be an odd loop of spin diffeomorphisms. If M
admits a metric g such that one eigenvalue λ of /DgR is of odd R-multiplicity, then M admits
an odd loop of metrics. In particular, M admits higher R-multiplicities. In case m ≡ 0, 6, 7
mod 8, M also admits higher C-multiplicities. ♦
Proof. Let g : S1 → R(M) be the loop of metrics induced by f and g. Let (λj)j∈Z
be a sequence of eigenvalue functions as in Main Theorem 2. By shifting this sequence
if necessary, we can assume that λ0(g0) < λ1(g0) = . . . = λn(g0) < λn+1(g0), for some
odd n ∈ N. Since all (M, gα), α ∈ S1, are isospectral, the same relation holds for all gα.
Therefore, g is actually a map S1 → RA(M), where RA(M) is as in Definition 5.3.14. Let
E(M) → RA(M) be the vector bundle from Definition 5.3.14. Since n is odd and f is
odd, we obtain sgn(g∗E(M)) = −1 by Theorem 5.3.12. Consequently, g is an odd loop of
metrics. This implies the result by Theorem 5.3.17. 
5.4 The Sphere
In this section, we consider one of the most obvious loops of spin diffeomorphisms, namely the
rotations R2piα of angle 2piα, α ∈ S1, on the sphere Sm, m ≥ 3. In particular, we illustrate
that the notions developed in Section 5.3 are not empty. In Lemma 5.4.5, we will show that
f : S1 → Diffspin(Sm), α 7→ R2piα, is an odd loop of spin diffeomorphisms. Since R2piα is an
isometry with respect to the round metric g°, the induced loop of metrics is constant, hence
not very interesting. But in Theorem 5.4.6, we will prove that small pertubations of the
round metric yield metrics g such that the induced loop of metrics (R−12piα)
∗g is indeed an
odd loop of metrics in the sense of Definition 5.3.16. We first fix this as the main result of
this section and then attend to the proof of the auxiliary claims, see Sections 5.4.1 and 5.4.2.
Theorem 5.4.1 (odd loops on the sphere). The sphere (Sm,Θ), m ≡ 0, 6, 7 mod 8, ad-
mits an odd loop of metrics. ♦
Proof. By Theorem 5.4.6 and Remark 2.4.6, there exists a metric g on Sm for which at
least one eigenvalue of /DgR has odd R-multiplicity. By Lemma 5.4.5, the rotations are an
odd loop of spin diffeomorphisms on Sm. Corollary 5.3.18 implies the result. 
Remark 5.4.2. Theorem 5.4.1 immediately implies that Sm admits metrics of higher mul-
tiplicities by Theorem 5.3.17. But the importance of Theorem 5.4.1 is not at all that it
implies this result. It is well known, see Theorem 5.4.3 below, that lots of Dirac eigenvalues
of (Sm, g°) are of higher multiplicity. The importance is that Theorem 5.3.17 provides a
sufficient condition for the existence of metrics of higher multiplicities and Theorem 5.4.1
shows that this condition is satisfied on the sphere. In Section 5.5, we will show that odd
loops of metrics are stable under certain surgeries, in particular under the connected sum
operation. Therefore, if some manifold N admits an odd loop of metrics, then M]N also
admits such a loop. Since M]Sm ∼= M , we will prove that any manifold M admits higher
C-multiplicities for m ≡ 0, 6, 7 mod 8. ♦
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Theorem 5.4.3 (Dirac spectrum of the round sphere, see for instance [Bär96b, Thm. 1]).
The Dirac operator on the round sphere (Sm, g°), m ≥ 2, satisfies
spec /D
g°
C = {λ±k := ±
(m
2
+ k
)
| k ∈ N}
and each λ±k has C-multiplicity µk := 2b
m
2 c
(
m+k−1
k
)
. ♦
5.4.1 The Loop of Rotations on the Sphere
Definition 5.4.4 (rotation). For any α ∈ R, m ∈ N, we define the rotation
Rα :=
Im−1 0 00 cos(α) − sin(α)
0 sin(α) cos(α)
 : Rm+1 → Rm+1 . ♦
Lemma 5.4.5. The map f : S1 → Diffspin(Sm), α 7→ R2piα|Sm , is an odd loop of spin
diffeomorphisms. ♦
Proof. Chose the round metric g° on Sm. In this case, the spin structure on Sm is simply
given by
Θ := ϑm+1 : Spinm+1 → SOm+1,
see Theorem A.6.6 for details. By a tedious calculation carried out in Lemma A.6.8, we see
that the map
fˆ : R → G(Spin(Sm))
α 7→ v 7→ (cos(α2 ) + sin(α2 )em−1em)v
is a lift of R→ Diffspin(Sm), α 7→ Rα|Sm . It follows from this explicit formula that
fˆ(2pi) = cos(pi) + sin(pi)em−1em
= −1 = −
(
cos(0) + sin(0)em−1em
)
= −fˆ(0).
This implies that f is odd. 
5.4.2 The Odd Neighborhood Theorem
Theorem 5.4.6 (odd neighborhood theorem). Let (M,Θ) be a closed spin manifold of
dimension m ≡ 0, 6, 7 mod 8 and g0 be any Riemannian metric on M . In every C1-
neighborhood of g0 ∈ R(M), there exists g ∈ R(M) such that /DgC has an eigenvalue λ
of odd multiplicity µC(λ). ♦
Proof. The idea of this proof is as follows: By Theorem 2.5.1 and Remark 2.4.6, there
exists a metric g1 ∈ R(M) such that /Dg1C has an eigenvalue of C-multiplicity 1, which is
odd. Connect the metric g1 with g0, i.e. define the path gt := tg1 + (1− t)g0, t ∈ [0, 1]. This
path is real-analytic. By [Her12, Lem. A.0.16], the Dirac operators /Dg0,gtC are the restriction
of a self-adjoint holomorphic family of type (A) onto I. Therefore, the eigenvalues of /DgtC can
be described by a real-analytic family of functions {λn : [0, 1]→ R}n∈N, see Theorem 3.3.3.
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εgt
R(M)
g0
g1
Figure 5.1: Finding an odd metric near g0.
This means that for any t ∈ [0, 1], the sequence (λn(t))n∈N represents all the eigenvalues
of /DgtC counted with C-multiplicity (but possibly not ordered by magnitude). To prove the
claim, the argument will be by contradiction and roughly go as follows: If this claim is wrong,
there exists an open neighborhood around 0 in which all metrics gt have even multiplicities.
Since the eigenvalue functions λn are real analytic, this behavior extends to all of [0, 1] and
therefore, all the eigenvalues of g1 have even multiplicity as well. This contradicts the choice
of g1. To make this argument precise, we need a technical Lemma, which is discussed in
Lemma 5.4.7 below.
Step 1 (precise claim): We want to show: For any ε > 0, there exists 0 < t < ε such that
/D
gt
C has an eigenvalue of odd multiplicity, see Fig. 5.1. By contradiction assume that there
exists ε > 0 such that for all 0 < t < ε all eigenvalues of /DgtC are of even multiplicity, i.e. if
µn(t) is the C-multiplicity of λn(t), we obtain
∀n ∈ N : ∀t ∈ ]0, ε[ : µn(t) ∈ 2N . (5.4.1)
Step 2 (verify hypothesis of Lemma): We want to apply Lemma 5.4.7 and therefore have
to verify its hypothesis. It remains only to check that we can replace the infinite index set
N in (5.4.1) by a finite index set. To that end, we define for any n ∈ N, the index sets
Nn : I → P(N)
t 7→ {i ∈ N | λi(t) = λn(t)}.
Fix any n ∈ N and t0 ∈ ]0, ε[. We want to show that the functions {λi | i ∈ Nn(t0)}
satisfy the hypothesis of Lemma 5.4.7 on a small neighborhood around t0. By construction,
this is an even number of functions. Renumber the eigenvalues such that (λj(t0))j∈N in
non-decreasing. We have to show that their multiplicity within the index set
Nn(t0) =: {n− k, . . . , n . . . , n+ l}
is also even, i.e.
∃δ > 0 : ∀t ∈ Iδ(t0) : µ˜n(t) := |{i ∈ Nn(t0) | λi(t) = λn(t)}| ∈ 2N .
Since Dirac eigenvalues are discrete, there exists ε > 0 such that the sets
Iε(λn−k−1(t0)), Iε(λn(t0)), Iε(λn+l+1(t0))
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t
t0 +δ−δ
λn(t0)
+ε
−ε
λi
λn−k−1(t0)
λn−k−1
λn+l+1(t0)
λn+l+1
Figure 5.2: On Iδ(t0), the λi, i ∈ Nn(t0), intersect only with one another.
are mutually disjoint. By continuity of the eigenvalue functions, see Main Theorem 2, there
exists δ > 0 such that
∀i ∈ Nn(t0) : ∀t ∈ Iδ(t0) : µ˜i(t) = µi(t) ∈ 2N,
i.e. on Iδ(t0) the eigenvalue functions λn−k(t), . . . , λn+l(t) intersect only with each other,
see Fig. 5.2. Therefore, Lemma 5.4.7 is applicable.
Step 3 (final argument): By the conclusion of Lemma 5.4.7, there exists a smallest index
m 6= n such that λm = λn on an open neighborhood around t0. But since all these functions
are real analytic, this implies λm ≡ λn. This in turn implies that
∀n ∈ N : ∀t ∈ [0, 1] : µn(t) ∈ 2N .
This is a contradiction to the fact that /Dg1R has an eigenvalue of multiplicity 1 /∈ 2N. 
Lemma 5.4.7 (real analytic partners). Let λ1, . . . , λN ∈ Cω(I,R), N even, where I is an
open interval containing 0. Assume that
∀1 ≤ m ≤ N :∀t ∈ I : µm(t) := |{i ∈ N | 1 ≤ i ≤ N,λi(t) = λm(t)}| ∈ 2N .
Then there exists 2 ≤ m ≤ N such that λ1 ≡ λm. This claim is also true, if I is replaced by
any interval t0 + I, t0 ∈ R. ♦
Proof. The idea is to use a Taylor series expansion of the functions. Since these are real
analytic, it suffices to check that
∃2 ≤ m ≤ N : ∀k ∈ N : λ(k)m (0) :=
dkλm
dtk
(0) = λ
(k)
1 (0).
By contradiction assume this is false, i.e.
∀2 ≤ m ≤ N : ∃k ∈ N : λ(k)m (0) 6= λ(k)1 (0). (5.4.2)
Let 2 ≤ m ≤ N be arbitrary and choose the minimal k such that (5.4.2) holds. Expand all
the λm into a Taylor series
λm(t) =
k−1∑
ν=0
am,νt
ν + am,kt
k +Rm(t), am,ν ∈ N .
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By assumption
∀0 ≤ ν ≤ k − 1 : am,ν = a1,ν , |am,k − a1,k| =: δ > 0.
The residue Rm satisfies
∃εm > 0 : ∀t ∈ I ∩ Iεm(0) :
∣∣∣∣Rm(t)tk
∣∣∣∣ < δ4 .
We can assume that the same estimate holds for R1 as well. In case a1,k − am,k > 0, we
calculate for any t ∈ I, 0 < t < εm,
λ1(t)− λm(t) = (a1,k − am,k)tk +R1(t)−Rm(t)
≥ δtk − |R1(t)| − |Rm(t)|
= (δ − |R1(t)t−k| − |Rm(t)t−k|)tk
≥ δ
2
tk > 0.
In case am,k − a1,k > 0, we do the same calculation with λm(t) − λ1(t). In any case, we
obtain that λ1(t) 6= λm(t).
All in all, defining
ε := min
2≤m≤N
εm, Uε := I ∩ R>0 ∩Iε(0) 6= ∅,
we conclude
∀2 ≤ m ≤ N : ∀t ∈ Uε : λ1(t) 6= λm(t).
Consequently, any t ∈ Uε satisfies µ1(t) = 1 /∈ 2N. Contradiction! 
5.5 Surgery Stability
The main objective of this section is to prove that an odd loop of metrics in the sense of
Definition 5.3.16 is stable under certain surgeries, see Theorem 5.5.11. To that end, we
will introduce some basic notions concerning the surgery theory of spin manifolds and recall
some well known results by Bär and Dahl published in [BD02].
Definition 5.5.1. For any 0 < r < r′, we define
Dm(r) := {x ∈ Rm | |x| < r}
Am(r, r′) := {x ∈ Rm | r′ ≤ |x| ≤ r}
Sm(r) := {x ∈ Rm+1 | |x| = r}, ♦
where |_| denotes the Euclidean norm. We also set Sm := Sm(1) and Dm := D(1). If
(M,dist) is a metric space and S ⊂M , we also set
US(r) := {x ∈M | dist(x, S) < r}
AS(r, r
′) = {x ∈M | r ≤ dist(x, S) ≤ r′}. (5.5.1)
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Definition 5.5.2 (surgery). Let M be a smooth m-manifold, let
f : Sk ×Dm−k →M
be a smooth embedding and set S := f(Sk × {0}), U := f(Sk ×Dm−k). The manifold
M˜ :=
(
(M \ U)q (Dk+1 × Sm−k−1)
)
/ ∼,
where ∼ is the equivalence relation generated by
∀x ∈ Sk × Sm−k−1 : x ∼ f(x) ∈ ∂U,
is obtained by surgery in dimension k along S fromM . The numberm−k is the codimension
of the surgery. The map f is the surgery map and S is the surgery sphere. ♦
U˜
M \ U U
S
Figure 5.3: The manifold after surgery. Notice that ∂U˜ is identified with ∂U ⊂ (M \ U).
Remark 5.5.3. The space M˜ is again a smooth manifold (see for instance [Kos93, IV.1]
for a very detailled discussion of the connected sum). The manifold M˜ is always of the form
M˜ = (M \ U) ∪˙U˜ , (5.5.2)
where U˜ ⊂ M˜ is open. Here, by slight abuse of notation, (M \ U) ⊂ M also denotes the
image of M \ U in the quotient M˜ , see Fig. 5.3. ♦
Remark 5.5.4 (spin structures and surgery). It can be shown that if one performs surgery
in codimension m− k ≥ 3, the spin structure on M always extends uniquely (up to equiva-
lence) to a spin structure on M˜ , if k 6= 1. In case k = 1, the boundary Sk×Sm−k−1 has two
different spin structures, but only one of them extends to Dk+1 × Sm−k−1. Adopting the
convention from [BD02, p. 56], we assume that the map f is chosen such that it induces the
spin structure that extends. Also, we will only perform surgeries in codimensionm−k ≥ 3.♦
It is natural to ask how the Dirac spectra of a spin manifold before and after surgery are
related to one another. For a precise statement, the following notion is useful.
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Definition 5.5.5 ((Λ1,Λ2, ε)-spectral close). Let T : H → H and T ′ : H ′ → H ′ be two
densely defined operators on Hilbert spaces H and H ′ (over K) with discrete spectrum. Let
ε > 0 and Λ1,Λ2 ∈ R, Λ1 < Λ2. Then T and T ′ are (Λ1,Λ2, ε)-spectral close if
(i) Λ1,Λ2 /∈ (specT ∪ specT ′).
(ii) The operators T and T ′ have the same number n of eigenvalues in ]Λ1,Λ2[, counted
with K-multiplicities.
(iii) If {λ1 ≤ . . . ≤ λn} are the eigenvalues of T in ]Λ1,Λ2[ and {λ′1 ≤ . . . ≤ λ′n} are the
eigenvalues of T ′ in ]Λ1,Λ2[, then
∀1 ≤ j ≤ n : |λj − λ′j | < ε. ♦
Using this terminology, a central result is the following
Theorem 5.5.6 ([BD02, Thm. 1.2]). Let (Mm, g,Θg) be a closed Riemannian spin mani-
fold, let 0 ≤ k ≤ m−3 and f : Sk×Dm−k →M be any surgery map with surgery sphere S as
in Definition 5.5.2. For any ε > 0 (sufficiently small) and any Λ > 0, ±Λ /∈ spec /Dg, there ex-
ists a Riemannian spin manifold (M˜ε, g˜ε), which is obtained from (M, g) by surgery such that
/D
g and /Dg˜
ε
are (−Λ,Λ, ε)-spectral close. This manifold is of the form M˜ε = (M \ Uε)∪˙U˜ε,
where Uε is an (arbitrarily small) neighborhood of S and the metric g˜ε can be chosen such
that
g˜|M\Uε = g|M\Uε . ♦
We will require not only the statement of Theorem 5.5.6, but also some arguments from the
proof, which relies on estimates of certain Rayleigh quotients and these are very useful in
their own right. One of the technical obstacles here is that the spinors on M and on M˜ε
cannot be compared directly, since they are defined on different manifolds. A simple yet
effective tool to solve this problem are cut-off functions adapted to the surgery.
Definition 5.5.7 (adapted cut-off functions). In the situation of Theorem 5.5.6, assume
that for each ε > 0 (sufficiently small), we have a decomposition of M into M = Uε∪˙Aε∪˙Vε,
where Uε = US(rε) and Aε = AS(rε, r′ε) for some rε, r′ε > 0 as in (5.5.1). A family of cut-off
functions χε ∈ C∞c (M) is adapted to these decompositions, if
(i) 0 ≤ χε ≤ 1,
(ii) χε ≡ 0 on a neighborhood of U¯ε,
(iii) χε ≡ 1 on Vε,
(iv) |∇χε| ≤ crε on M for some constant c > 0.
In case M˜ε = (M \ Uε)∪˙U˜ε is obtained from M by surgery, the restriction χε|M\Uε can
be extended smoothly by zero to a function χε ∈ C∞c (M˜ε). The situation is depicted in
Fig. 5.4. ♦
Remark 5.5.8 (cutting off spinor fields). We can use the cut-off functions from Defini-
tion 5.5.7 to transport spinor fields from (M, g) to (M˜ε, g˜ε) and vice versa: For any ψ ∈
L2(ΣgKM), we can think of χ
εψ as an element in L2(Σg˜KM˜
ε) by extending χεψ to all of M˜ε by
zero. Analogously, for any ψ˜ ∈ L2(Σg˜KM˜ε), we can think of χεψ˜ as an element in L2(ΣgKM)
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U˜ε
Vε Aε Uε
Figure 5.4: Preparing a manifold M = Uε ∪Aε ∪ Vε for surgery.
by extending χεψ˜|M\Uε by zero to M . This correspondence is not an isomorphism, but one
does not loose “too much”: It preserves smoothness and it is shown in [BD02] that under
the assumptions of Theorem 5.5.6, for each eigenspinor ψ˜ε ∈ L2(Σg˜εM˜ε) to an eigenvalue
λ˜ε ∈]− Λ,Λ[, the spinor field ψε := χεψ˜ε ∈ L2(ΣgM) satisfies
‖ /Dg ψε‖L2(ΣgM) < (Λ + ε2 )‖ψ˜ε‖L2(Σg˜M˜ε), (5.5.3)
‖ψε‖L2(ΣgM) ≥
Λ + ε2
Λ + ε
‖ψ˜ε‖L2(Σg˜M˜ε), (5.5.4)
The proof of Eqs. (5.5.3) and (5.5.4) is an integral part of the proof of Theorem 5.5.6, see
[BD02, p. 69]. In combination, they imply the following crucial estimate for the Rayleigh
quotient
‖ /Dg ψε‖2L2(ΣgM)
‖ψε‖2L2(ΣgM)
< (Λ + ε)2. (5.5.5)
This estimate is then used to apply the Min-Max principle, see Theorem A.7.1. ♦
We will require the following version of Theorem 5.5.6 that is slightly more general.
Theorem 5.5.9. Let (M,Θ) be a closed spin manifold of dimensionm ≥ 3, let 0 ≤ k ≤ m−
3 and f be a surgery map with surgery sphere S ⊂M of dimension k as in Definition 5.5.2.
Let (A, τA) be a compact topological space,
g : (A, τA)→ (R(M), C2)
be a continuous family of Riemannian metrics and let Λ1,Λ2 ∈ R, Λ1 < Λ2, such that
∀α ∈ A : Λ1,Λ2 /∈ spec /DgαK .
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For any ε > 0 (sufficiently small), there exists a spin manifold (M˜ε, Θ˜ε), and a continuous
family of Riemannian metrics
g˜ε : (A, τA)→ (R(M˜ε), C2)
such that for each α ∈ A, the manifold (M˜ε, g˜εα) is obtained from (M, gα) by surgery along
S and such that for all α ∈ A, the operators /DgαK and /Dg˜
ε
α
K are (Λ1,Λ2, ε)-spectral close. For
any open neighborhood V ⊂M of the surgery sphere, one can choose g˜ε such that
∀α ∈ A : g˜εα|M\V = gα|M\V .
Moreover, if ψ˜εα ∈ L2[Λ1,Λ2](Σ
g˜εα
K M˜
ε), α ∈ A, and χεα is the cut-off function from Defini-
tion 5.5.7, the spinor field ψεα := χεαψ˜εα satisfies
‖( /DgαK −c)ψεα‖2L2(ΣgαK M)
‖ψεα‖2L2(ΣgαK M)
< (l + ε)2, (5.5.6)
where c := 12 (Λ1 + Λ2), l :=
1
2 |Λ2 − Λ1|. ♦
Remark 5.5.10. Theorem 5.5.9 generalizes Theorem 5.5.6 in the following ways.
(i) The metric g is replaced by a compact C2-continuous family of metrics. It has al-
ready been observed by Dahl in a later paper, see [Dah05, Thm. 4], that the proof of
Theorem 5.5.6 goes through in this case.
(ii) The interval [−Λ,Λ] is replaced by the interval [Λ1,Λ2], which might not be symmetric
around zero. This is why one has to introduce c and l in (5.5.6).
(iii) The field is K ∈ {R,C}. This simply makes no difference in the proof.
In Section A.8, we provide some more technical details on how to modify the proof of
Theorem 5.5.9 to obtain Theorem 5.5.6. ♦
We are now able to prove the main result of this section.
Theorem 5.5.11 (surgery stability). Let (Mm,Θ) be a closed spin manifold, let 0 ≤ k ≤
m−3 and assume that M admits an odd loop of metrics as in Definition 5.3.16. Let (M˜, Θ˜)
be obtained from (M,Θ) by surgery in dimension k. Then (M˜, Θ˜) also admits an odd loop
of metrics. ♦
Proof. Let n ∈ N, {λj : R(M) → R}j∈Z, Λ1 < Λ2 and g : S1 → RA(M), α 7→ gα, be the
odd loop on M as in Definition 5.3.16. The idea is to apply Theorem 5.5.9 and show that
the resulting loop of metrics does the job. We can assume that M is connected (otherwise
we apply the following to a connected component of M).
Step 1 (apply the surgery theorem): By Theorem 5.5.9, for any ε > 0 (sufficiently small)
and any α ∈ S1, there exists a manifold (M˜ε, g˜εα) obtained from (M, gα) by a surgery such
that
g˜ε : (S1, τS1)→ (R(M˜ε), C2), α 7→ g˜εα,
is continuous and such that for each α ∈ S1, the operators /DgαR and /Dg˜αR are (Λ1,Λ2, ε)-
spectral close. Consequently, there exists an enumeration {λ˜εj : R(M˜ε) → R}j∈Z of the
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eigenvalue functions for M˜ε such that
∀α ∈ S1 : spec /Dg˜
ε
α ∩]Λ1,Λ2[ = {λ˜ε1(g˜εα) ≤ . . . ≤ λ˜εn(g˜εα)},
∀1 ≤ j ≤ n : |λj(gα)− λ˜εj(g˜εα)| < ε.
Using the same n ∈ N and the functions {λ˜εj}j∈Z, we define the bundle E(M˜ε)→ RA(M˜ε)
as in Definition 5.3.14 for M˜ε. We obtain that g˜ε is actually a map S1 → RA(M˜ε). We
claim that for ε small enough, g˜ε is an odd loop of metrics on M˜ε. To prove this, it remains
only to show that sgn((g˜ε)∗E(M˜ε)) = −1.
Step 2 (passing from M˜ε to Mε): Let L2(ΣRM)→ R(M) be the real universal spinor field
bundle, see Definition 4.3.3, E(M) be the bundle from Definition 5.3.14 and define
H := g∗(L2(ΣRM))→ S1,
E := g∗(E(M))→ S1,
E˜ε := (g˜ε)∗(E(M˜ε))→ S1.
Let
Ψ˜ε = (ψ˜ε1, . . . , ψ˜
ε
n) ∈ Γ(pi∗S1(O E˜ε))
be an orthonormal frame curve (see Lemma 5.2.1) for the bundle E˜ε. For any t ∈ I, let
χεt := χ
ε
piS1 (t)
, be the canonical cut-off functions from Definition 5.5.7. These functions can
be chosen such that χεt depends continuously on t. We define ψεj (t) := χεt ψ˜εj (t) ∈ Γ(Σg
ε
t
R M),
1 ≤ j ≤ n. By the unique continuation property, see Lemma 5.5.12, ψε1(t), . . . , ψεn(t) are
linearly independent for all t ∈ I. Therefore, Ψε := (ψε1, . . . , ψεn) : I → H is a frame curve
for the subbundle Eε → S1 spanned by Ψε in H. We obtain a diagram
Eε

E˜ε
·χε
oo

// E(M˜ε)

E // S1
g˜ε
// RA(M˜ε).
Step 3 (compare signs): By definition,
Ψ˜ε(1) = Ψ˜ε(0).A˜ε, Ψε(1) = Ψε(0).Aε,
for some matrices A˜ε, Aε ∈ GLn. In coordinates, the first equation reads as
∀1 ≤ j ≤ n : ψ˜εj (1) =
n∑
ν=1
ψ˜εν(0)A˜
ε
νj .
This implies for any 1 ≤ j ≤ n,
ψεj (1) = χ
ε
1ψ˜
ε
j (1) =
n∑
ν=1
χε0ψ˜
ε
ν(0)A˜
ε
νj =
n∑
ν=1
ψεν(0)A˜
ε
νj , (5.5.7)
thus A˜ε = Aε and therefore sgn(E˜ε) = sgn(Eε). By hypothesis sgn(E) = −1, so it suffices
to check that sgn(Eε) = sgn(E).
Step 4 (apply sign stability): We consider the λj ’s as functions on I by pulling them back
via g ◦ piS1 (and analogously for λ˜εj). For any t ∈ I, if λ1(t), . . . , λn(t) are the eigenvalues of
/D
gt
R in [Λ1,Λ2], then (λ1(t)− c)2, . . . , (λn(t)− c)2) are the eigenvalues of ( /DgtR −c)2 in [0, l2],
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where c := 12 (Λ1 + Λ2) and l :=
1
2 |Λ2 − Λ1|. The span of their collective eigenspinors is the
same space Et. We set ϕεj(t) := ψεj (t)/‖ψεj (t)‖L2(ΣgtR M). Then Φε = (ϕε1, . . . , ϕεn) is still a
frame curve for Eε and it follows from (5.5.6) that the Rayleigh quotients satisfy
∀t ∈ I :
‖( /DgtR −c)ϕεj(t)‖2L2(ΣgtR M)
‖ϕεj(t)‖2L2(ΣgtR M)
< (l + ε)2.
Now, choose ε small enough such that for all t ∈ I, we have l + ε < µn+1(t), where µn+1(t)
is the (n + 1)-th eigenvalue of ( /DgtR −c)2. This is possible due to the continuity of g and
since
∀t ∈ I : λ0(t) < Λ1 < λ1(t) ≤ . . . ≤ λn(t) < Λ2 < λn+1(t)
by hypothesis. By Theorem A.7.6, we obtain
∀t ∈ I : ∀1 ≤ j ≤ n : d(Et, ϕεj(t))2 ≤
l + ε
µn+1(t)
< 1.
By Theorem 5.2.4, we obtain sgn(E) = sgn(Eε) and the theorem is proven. 
Lemma 5.5.12 (weak UCP and linear independence). Let (M, g) be a closed connected
Riemannian spin manifold, Λ1,Λ2 ∈ R, Λ1 < Λ2, and let ψ1, . . . , ψn ∈ L2[Λ1,Λ2](Σ
g
KM) be
any basis. Assume that V ⊂M is open and ψ′1, . . . , ψ′n ∈ L2(ΣgKM) such that ψ′j |V = ψj |V ,
1 ≤ j ≤ n. Then ψ′1, . . . , ψ′n are linearly independent. ♦
Proof. By applying a suitable isomorphism, we can assume that ψj is an eigenspinor to the
eigenvalue λj , 1 ≤ j ≤ n. Let pij : L2(ΣgKM) → L2λj (ΣgKM) be the orthogonal projection
and let c1, . . . , ck ∈ R such that ψ′ :=
∑n
j=1 cjψ
′
j = 0. Define ψ :=
∑n
j=1 cjψj . Then
( /D
g −∑nj=1 λjpij)ψ = 0 and ψ|V = ψ′|V = 0. Since V is open, we obtain 0 ≡ ψ = ∑ni=j cjψj
by the weak unique continuation property for Dirac type operators, see [BBMW02, Rem.
2.3c)]. By hypothesis, this implies cj = 0 for all 1 ≤ j ≤ n. 
5.6 Proof of Main Theorem 1
After all these preparations, the actual proof of Main Theorem 1 becomes very short.
Main Theorem 1 Let (M,Θ) be a closed spin manifold of dimension m ≡ 0, 6, 7 mod 8.
There exists a Riemannian metric g on M such that the complex Dirac operator /DgC has at
least one eigenvalue of multiplicity at least two. In addition, g can be chosen such that it
agrees with an arbitrary metric g˜ outside an arbitrarily small neighborhood on the manifold.
Proof of Main Theorem 1. By Theorem 5.4.1, the sphere (Sm,Θ) admits an odd loop
of metrics. By Theorem 5.5.11 applied to M q Sm and k = 0, the resulting manifold M˜ =
M]Sm admits an odd loop of metrics. By Theorem 5.3.17, M˜ admits higher multiplicities.
But M˜ is diffeomorphic to M . On can arrange this diffeomorphism to be the identity
outside a neighborhood of the surgery sphere and inside this neighborhood, the spin structure
is unique (up to equivalence). Therefore, this diffeomorphism is a spin diffeomorphism.
Declaring this to be an isometry yields the desired result. 
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A.1 Principal G-Bundles
Definition A.1.1. Let M and P be smooth manifolds, G be a Lie group acting from the
right on P . A smooth surjection pi : P →M is a principal G-bundle, if
(i) Near each point in M there exists an open neighborhood U and an equivariant diffeo-
morphism φ : pi−1(U) → U × G such that pr1 ◦φ = pi. (Here, G acts on U × G via
right multiplication on G).
(ii) The group action is simply-transitive on the fibres Px := pi−1(x), x ∈M , of pi. ♦
Definition A.1.2. Let piP : P → M and piQ : Q → N be two principal G-bundles. A
morphism of G-bundles is a map f : M → N together with a G-equivariant map F : P → Q
such that the diagram
P
piP

F // Q
piQ

M
f
// N
commutes. In case P = Q and f = id, we say F is a gauge transformation. Denote by G(P )
the set of all gauge transformations. (This is a group under composition “◦”.) ♦
Morphisms of principal bundles have the following remarkable property.
Theorem A.1.3 (see also [Hus66, Thm. 4.3.2]). Every morphism
P
piP

F // Q
piQ

M
id // M
of principal G-bundles is an isomorphism. ♦
Proof.
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Step 1 (surjectivity): Let q ∈ Q be arbitrary. Then x := piQ(q) ∈ M . Take any point
p′ ∈ Px. We obtain
piQ(F (p
′)) = piP (p′) = x = piQ(q).
Consequently, there exists g ∈ G such that F (p′).g = q. The point p := p′.g satisfies
F (p) = F (p′).g = q.
Step 2 (injectivity): Let p1, p2 ∈ P such that F (p1) = F (p2). This implies
piP (p1) = piQ(F (p1)) = piQ(F (p2)) = piP (p2).
Consequently, there exists g ∈ G such that p2 = p1.g. But this implies
F (p1) = F (p2) = F (p1).g,
thus g = e, i.e. p2 = p1.
Step 3 (smoothness): We have shown that F is bijective, hence there exists an inverse
F−1 : Q→ P . To see that this map is smooth, consider a neighborhood U ⊂˚M over which
both bundles are trivial. We obtain the commutative diagram
PU
ϕ

F // QU
ψ

U ×G FU // U ×G.
Here, ψ and ψ are local trivializations and FU := ψ ◦ F ◦ ϕ−1. Because F preserves the
fibres and Q is a smooth bundle, there exists f ∈ C∞(U ×G,G) such that
∀(x, g) ∈ U ×G : FU (x, g) = (x, f(x, g)g).
Define the function
GU : U ×G → U ×G
(x, g) 7→ (x, f(x, g)−1g).
Clearly FU ◦GU = GU ◦ FU = idU×G. Therefore
F−1|U = ϕ−1 ◦GU ◦ ψ ∈ C∞(QU , PU ). 
Corollary A.1.4. Let
P
piP

F // Q
piQ

M
f
// N
be a morphism of principal G-bundles. If f is a diffeomorphism, then F is an isomorphism.♦
Lemma A.1.5. Let F : P → Q be an isomorphism of principal G-bundles over M and
ρ : G→ AutK(V ) be a representation. Then
F¯ : P ×ρ V → Q×ρ V
[p, v] 7→ [F (p), v]
is an isomorphism between the associated vector bundles. If V carries a G-invariant metric
〈_,_〉, this metric descends to a fibre metric on P ×ρ V and Q×ρ V and F is an isometry
of vector bundles with respect to these metrics. ♦
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Proof. Since F is equivariant, F¯ is well-defined and its inverse is given by
F¯−1 : Q×ρ V → P ×ρ V
[q, v] 7→ [F−1(q), v].
Since 〈_,_〉 is G-invariant, the equation
∀p ∈ P : ∀v, w ∈ V : ([p, v], [p, w]) := 〈v, w〉
gives a well-defined fibre metric (_,_, ) on P ×ρ V . The analogous equation gives a metric
on Q×ρ V and by construction, F is an isometry. 
A.2 Topologies on Mapping Spaces
A.2.1 Compact-Open Topology
We recall some facts concerning the compact-open topology, see for instance [Bre93, VII.2]
for more details.
Definition A.2.1 (compact-open topology). Let X1 be a locally compact Hausdorff space,
X2 be any Hausdorff space and C(X1, X2) be the set of all continuous functions f : X1 → X2.
For any compact K ⊂ X1 and any open U ⊂ X2, define
V (K,U) := {f ∈ C(X1, X2) | f(K) ⊂ U}.
Declare all the sets V (K,U) to be a subbase for a topology on C(X1, X2). This topology is
called the compact-open topology. ♦
Theorem A.2.2. Let X1, X2, X3 be Hausdorff spaces.
(i) If X1 and X2 are locally compact, then the composition
◦ : C(X2, X3)× C(X1, X2) → C(X1, X3)
(g, f) 7→ g ◦ f
is continuous.
(ii) If X1 is locally compact, the evaluation
ev : C(X1, X2)×X1 → X2
(f, x1) 7→ f(x1)
is continuous.
(iii) If X1 and X2 are locally compact, the exponential map
C(X1, C(X2, X3)) → C(X1 ×X2, X3)
f 7→ (x1, x2) 7→ f(x1)(x2)
is a homeomorphism. ♦
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A.2.2 Weak Topology
We need a version of the compact-open topology that also captures smoothness and deriva-
tives. We stick to [Hir94, Chpt. 2.1] and introduce the following notion.
Definition A.2.3 (weak topology). Let M and N be two (possibly non-compact) smooth
manifolds and f ∈ Ck(M,N), k ∈ N∪{∞}. Let ϕ be a chart on U ⊂˚M , ψ be a chart on
V ⊂˚N and K ⊂ U be compact such that f(K) ⊂ V . For any 0 ≤ k <∞ and any 0 < ε ≤ ∞,
the set
B := B(f, ϕ, U, ψ, V,K, ε, k)
:= {g ∈ Ck(M,N) | g(K) ⊂ V, ‖ψ ◦ f ◦ ϕ−1 − ψ ◦ g ◦ ϕ−1‖Ck(ϕ(K),ψ(V )) < ε}
(A.2.1)
is a subbasic neighborhood of f . The compact-open Ck-topology, k < ∞, is the topology
on Ck(M,N) generated by all subbasic neighborhoods. The compact-open C∞-topology on
C∞(M,N) is the union over all compact-open Ck-topologies. These topologies are also called
the weak topologies for any k ∈ N∪{∞} and are denoted by Ckw. ♦
Remark A.2.4. A neighborhood subbasis of f in the Ckw-topology is already given by all
the sets of the form Bi := B(f, ϕi, Ui, ψi, Vi,K, ε, k), where i ∈ I, I a countable index set,
ε > 0, {Ui}i∈I is an open cover of M , and Ki ⊂ Ui is compact such that f(Ki) ⊂ Vi and
{Ki}i∈I is still a cover of M . ♦
This topology has properties analogous to the properties of the compact-open topology
mentioned in Theorem A.2.2.
Theorem A.2.5. Let X, Y , Z be smooth manifolds and k ∈ N∪{∞}. The following hold
with respect to any Ckw-topology.
(i) The composition
◦ : Ck(Y, Z)× Ck(X,Y ) → Ck(X,Z)
(g, f) 7→ g ◦ f
is continuous.
(ii) The evaluation
ev : Ck(X,Y )×X → Y
(f, x) 7→ f(x)
is continuous.
(iii) Let f : X → Ck(Y,Z) and F : X × Y → Z be related by
∀(x, y) ∈ X × Y : F (x, y) = f(x)(y). (A.2.2)
If f is continuous, then F is continuous and for each x ∈ X, the map F (x,_) : Y → Z
is in Ck. Converseley, if F ∈ Ck(X × Y, Z), then f is continuous. ♦
The weak topology has the convenient property that the usual operations in differential
geometry are continuous.
Lemma A.2.6. Let E →M be a smooth vector bundle. The inclusion
(Γ(E), Ck)→ (C∞(M,E), Ckw)
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is continuous. ♦
Theorem A.2.7. The tangential functor
T : (C∞(M), Ck+1w ) → (Γ(HomTM), Ck)
f 7→ f∗
is continuous. ♦
Corollary A.2.8. The group of diffeomorphisms
Diff(M) ⊂ C∞(M,M)
is a topological group with respect to Ckw, k ∈ N∪{∞}. ♦
A.2.3 Applications to Principal G-Bundles
The weak topology can also be used to topologize certain spaces that arise naturally when
working with principal G-bundles.
Definition A.2.9. Let piP : P →M be a principal G-bundle. Define the space
C∞e (P,G) := {σ ∈ C∞(P,G) | ∀p ∈ P : ∀g ∈ G : σ(p.g) = g−1σ(p)g}
of G-equivariant maps from P to G. This space is a topological group under pointwise
multiplication “·” in any Ckw-topology. ♦
Lemma A.2.10. Let piP : P → M be a principal G-bundle. For any F ∈ G(P ) and any
p ∈ P , there exists a unique σF (p) ∈ G satisfying
F (p) = p.σF (p). (A.2.3)
This defines a function σF ∈ C∞e (P,G) and the induced map
σ : (G(P ), ◦) → (C∞e (P,G), ·)
F 7→ σF ,
is a group isomorphism. ♦
Proof.
Step 1 (existence): The existence of σF (p) follows from the fact that F preserves the fibres
and that the G-action on P is simply-transitive on the fibres.
Step 2 (equivariance): We simply have to verify
p.(gσF (p.g)) = (p.g).σF (p.g) = F (p.g) = F (p).g = p.σF (p)g,
thus gσF (p.g) = σF (p)g as claimed.
Step 3 (smoothness): Let s ∈ ΓU (P ) be a local section and ψs : PU → U × G be the
associated local trivialization, i.e.
ψs : PU → U ×G
s(x).g 7→ (x, g).
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We obtain for any x ∈ U ,
σF (s(x)) = pr2(ψs(s(x).σF (s(x)))) = pr2(ψs(F (s(x)))),
thus σF ◦ s = pr2 ◦ψs ◦ F ◦ s ∈ C∞(U,G). This implies
∀(x, g) ∈ U ×G : σF (ψ−1s (x, g)) = σF (s(x).g) = g−1σF (s(x))g, (A.2.4)
thus σF ◦ ψ−1s ∈ C∞(U ×G,G). Consequently, σF : PU → G is smooth.
Step 4 (homomorphism): Let F, F ′ ∈ G(P ), p ∈ P , g ∈ G. We calculate
p.σF ′◦F (p) = (F ′ ◦ F )(p) = F ′(p.σF (p)) = F ′(p).σF (p) = p.σF ′(p)σF (p),
thus σF ′◦F = σF ′ · σF . Clearly, σidP ≡ e ∈ G.
Step 5 (injectivity): If σF (g) = e, then F = id by (A.2.3).
Step 6 (surjectivity): Let σ ∈ C∞e (P,G) be arbitrary. Define F by (A.2.3). By construction,
for any p ∈ P , g ∈ G
F (p.g) = (p.g).σ(pg) = p.(gg−1σ(p)g) = p.σ(p)g = F (p).g,
thus F ∈ G(P ) and σF = σ. 
Lemma A.2.11. Let P → M be a principal G-bundle. With respect to any Ckw-topology,
the following hold.
(i) The left translation Lg, the right translation Rg and the conjugation Cg define con-
tinuous maps L,R,C : G→ Diff(G).
(ii) The gauge group G(P ) ⊂ Diff(P ) is a topological group.
(iii) The group action of G on P defines a continuous map G→ Diff(P ).
(iv) The isomorphism σ : (G(P ), ◦) → (C∞e (P,G), ·) from Lemma A.2.10 is a homeomor-
phism. ♦
Theorem A.2.12 (association is continuous). Let P → M be a principal G-bundle, ρ :
G → Aut(V ) be any representation of G and E := P ×ρ V → M be the associated vector
bundle. For any F ∈ G(P ), we define
F¯ : E → E
[p, v] 7→ [F (p), v].
The map
(G(P ), Ckw) → (Γ(IsoE), Ck)
F 7→ F¯
is continuous for any k ∈ N∪{∞}. ♦
Proof. By Lemma A.2.11, the map σ is a homeomorphism. Consequently, the composition
(G(P ), Ckw) → (C∞(P,Aut(V )), Ckw)
F 7→ ρ−1 ◦ σF
is continuous. We calculate for any [p, v] ∈ E,
F¯ ([p, v]) = [F (p), v] = [p.σ(p), v] = [p, ρ−1(σF (p))v].
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Let b1, . . . , bn be a basis of V , b1, . . . , bn be its dual basis in V ∗, and ψs be a trivialization
of P associated to a local section s ∈ ΓU (P ). We obtain that the coordinate matrix of F¯ is
locally given by the continuous map
(G(P ), Ckw) → (C∞(U,GLn), Ck)
F 7→ (x 7→ F¯ ij (x) := bj(ρ−1(σF (s(x)))(bi))).
This implies the claim. 
A.3 Banach and Hilbert Bundles
The notion of a Banach respectively a Hilbert bundle is a straightforward generalization of
a vector bundle. But since this is less standard, we give a formal definition.
Definition A.3.1 (vector bundle). A continuous map of topological spaces piV : V → X is
a vector bundle (over K), if
(i) For any x ∈ X, the fibre Vx := pi−1V (x) has the structure of a vector space over K (not
necessarily finite dimensional).
(ii) There exists a normed vector space (V, ‖_‖) over K and for each x ∈ X, there exists
an open neighborhood Y ⊂ X of x and a homeomorphism φ : pi−1V (Y )→ Y × V such
that for each y ∈W , the restriction φ : pi−1V (y)→ {y} × V is a linear isomorphism.
We say V is modelled on V . We say piV is a Banach, pre-Hilbert respectively Hilbert bundle, if
in addition V and each Vx have the structure of a Banach, pre-Hilbert, respectively Hilbert
space. ♦
Remark A.3.2. A Hilbert space structure 〈_,_〉H on a Hilbert bundleH is part of the data
and in no way unique. Therefore, we also denote a Hilbert bundle by (H, 〈_,_〉H)→ X, if
we want to stress its dependence on the Hilbert structure. ♦
Definition A.3.3 (morphism). Let pii : Vi → Xi, i = 1, 2, be vector bundles. A morphism
of vector bundles is a tuple (f, T ) of continuous maps between topological spaces such that
V1 T //
pi1

V2
pi2

X1
f
// X2
commutes and such that for each x1 ∈ X1, the restriction T |pi−11 (x1) is a linear map V1|x1 →V2|f(x1). We denote by B(V1,V2) the space of such maps. The notion of a morphism of
Banach, pre-Hilbert respectively Hilbert bundles is defined identically (i.e. the morphisms
are not required to preserve any additional structure). ♦
Of course, one can form categories out of these notions.
Definition A.3.4. The category BanBK (HilBK) of Banach (Hilbert) Bundles over K is
given by:
Objects: Banach (Hilbert) bundles piV : V → X in the sense of Definition A.3.1.
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Morphisms: Morphisms of Banach (Hilbert) bundles in the sense of Definition A.3.1.♦
We would like to generalize the notion of an unbounded operator on a Hilbert space to an
unbounded morphism between Hilbert bundles.
Lemma A.3.5. Let V,V ′ → X be two Banach bundles over X. Then B(V,V ′) can also be
regarded as a map
B(V,V ′) = ∐
x∈X
B(Vx,V ′x) → X
Tx 7→ x,
which is a Banach bundle as well. ♦
Proof. Local trivializations can be constructed as follows: Let Y ⊂˚X be an open neigh-
borhood sufficiently small such that there exist trivializations ψ : VY → Y × V and
ψ′ : V ′Y → Y × V ′. For any T ∈ B(V,V ′) we obtain a commutative diagram
VY
ψ

T // V ′Y
ψ′

Y × V id×τ // Y × V ′.
where τ : Y → B(V, V ′) is a continuous map. This defines a local trivialization of B(V,V ′)
by
B(V,V ′)Y → Y × B(V, V ′)
Ty 7→ (y, τy).
Since V and V ′ are Banach spaces, B(V, V ′) and all the B(Vx,V ′x) are Banach spaces as
well. 
Definition A.3.6 (domain subspace). Let (H, 〈_,_〉H) be a Hilbert space. A domain sub-
space of H is an injection
ι : (U, 〈_,_〉U ) ↪→ (H, 〈_,_〉H),
where U ⊂ H is a linear subspace, 〈_,_〉U is a (possibly different) scalar product on U such
that (U, 〈_,_〉U ) is a Hilbert space in its own right and such that ι is continuous with dense
image. ♦
Example A.3.7. The first order Sobolev space H1 together with the Sobolev norm is a
domain subspace for L2 with the L2-norm. Typically, this space serves as the domain of
definition for a first order differential operator that is viewed as an unbounded operator
L2 → L2. ♦
Definition A.3.8 (domain subbundle). Let (U, 〈_,_〉U ) ↪→ (H, 〈_,_〉H) be a domain sub-
space and piH : (H, 〈_,_〉H)→ X be a Hilbert bundle modelled on (H, 〈_,_〉H). A domain
subbundle is a subset U ⊂ H together with a Hilbert space structure 〈_,_〉U such that
piU := piH|U : (U , 〈_,_〉U )→ X is a Hilbert bundle modelled on (U, 〈_,_〉U ) and such that
near each point x ∈ X there exists a trivialization φ : HY → Y ×H satisfying φ(UY ) = Y ×U .
Such a trivialization φ is called adapted to U . ♦
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Remark A.3.9. If U ⊂ H is a domain subbundle, then
(Ux, 〈_,_〉Ux) ↪→ (Hx, 〈_,_〉Hx)
is a domain subspace for any x ∈ X. ♦
Corollary A.3.10. Let (U , 〈_,_〉U ) → X be a domain subbundle of (H, 〈_,_〉H) → X.
Then B(U ,H)→ X is a Banach bundle. ♦
Proof. This follows immediately from Lemma A.3.5. 
Definition A.3.11. Let (U , 〈_,_〉U ) be a domain subbundle of (H, 〈_,_〉H). An un-
bounded morphism T : H → H is a section T ∈ Γ(B(U ,H)). ♦
A.4 Spectral Separation of Unbounded Operators
In this section, we discuss a spectral separation theorem by Kato, see Theorem A.4.5. We
also provide some important definitions to formulate this theorem and draw some useful
conclusions. For the entire section, let X be a Banach space.
Definition A.4.1 (spectrum). Let T : D(T ) ⊂ X → X be an unbounded operator with
domain T . The resolvent set ρ(T ) ⊂ C is the set of all λ ∈ C such that the operator
λ− T : D(T )→ X
is bijective and the inverse
X
(λ−T )−1
// D(T )   // X
belongs to B(X), the bounded operators on X. The complement σ(T ) := C \ρ(T ) is the
spectrum of T . The subsets
σp(T ) := {λ ∈ C | (λ− T ) is not injective},
σc(T ) := {λ ∈ C | (λ− T ) is injective, not surjective but has dense image},
σr(T ) := {λ ∈ C | (λ− T ) is injective and does not have dense image},
are the point spectrum, the continuous spectrum and the rest spectrum.1 ♦
Definition A.4.2 (commutativity). Let T : D(T ) ⊂ X → X be an unbounded operator
and let S ∈ B(X). Then T commutes with S, if
∀x ∈ D(T ) : Sx ∈ D(T ) and TSx = STx. ♦
Definition A.4.3 (decomposition). Let T : D(T ) ⊂ X → X be an unbounded operator.
For any subspace U ⊂ X, we define
T (U) := T (U ∩ D(T )) = {Tx | x ∈ U ∩ D(T )}.
1For Dirac operators, σ( /Dg) = σp( /D
g
), which we usually denote by spec /Dg . However, the notation σ is
also very common in functional analysis.
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A decomposition of T is a pair of subspaces X1, X2 ⊂ X such that X = X1⊕X2 (as Banach
spaces, i.e. X1, X2 are closed) and
T (X1) ⊂ X1, T (X2) ⊂ X2, P (D(T )) ⊂ D(T ),
where P : X → X1 is the projection onto X1 along X2. For any such decomposition, we
obtain the parts
Ti : D(Ti) = D(T ) ∩Xi → Xi, Ti := T |D(Ti), i = 1, 2.
Notice that if T is closed, its parts are also closed. ♦
We will also need the following standard result from functional analysis.
Theorem A.4.4. Let T : D(T ) ⊂ H → H be a closed, densely defined operator on a
Hilbert space H with compact resolvent. If T is self-adjoint, then
(i) σ(T ) = σp(T ) ⊂ R is discrete and consists entirely of isolated eigenvalues of finite
multiplicity.
(ii) There exists a Hilbert ONB of eigenvectors of T . ♦
Theorem A.4.5 ([Kat95, Theorem 6.17, p. 178]). Let T : D(T ) ⊂ X → X be a closed
operator on a Banach space X and assume that the spectrum σ(T ) can be written as a
disjoint union σ(T ) = σ1∪˙σ2. Assume, there even exists a simple closed curve Γ ⊂ C
such that σ1 lies in the interior of Γ and σ2 lies in the exterior of Γ. Then there exists a
decomposition X = X1⊕X2 (see Definition A.4.3) such that the parts Ti := T |Xi : D(Ti) ⊂
Xi → Xi, i = 1, 2, satisfy σ(Ti) = σi. In addition T1 ∈ B(X1). The projection P ∈ B(X)
onto X1 along X2 commutes with T and satisfies
∀x ∈ X : Px = − 1
2pii
∮
Γ
(z − T )−1xdz. (A.4.1)
Corollary A.4.6. Under the hypothesis of Theorem A.4.5 it holds in addition that
(i) σp(Ti) = σp(T ) ∩ σi, i = 1, 2.
(ii) If Eλ is the eigenspace of T with respect to a λ ∈ σp(T ), then
E1 :=
⊕
λ∈σp(T1)
Eλ ⊂ X1, E2 :=
⊕
λ∈σp(T2)
Eλ ⊂ X2,
(iii) If in addition T is self-adjoint and has compact resolvent, X1 = E1 and X2 = E2. ♦
Proof.
Step 1 ((σp(T ) ∩ σ1) ⊂ σp(T1)): Let λ ∈ σp(T ) be arbitrary. By definition
∃0 6= x ∈ D(T ) : Tx = λx. (A.4.2)
Since P commutes with T (by Theorem A.4.5), so does I − P , which is the projection onto
X2 along X1. Decompose x = Px+ (I − P )x =: x1 + x2 and calculate
λx1 = λPx = PTx = TPx = T1x1, (A.4.3)
λx2 = λ(I − P )x = (I − P )Tx = T (I − P )x = T2x2. (A.4.4)
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We claim that
∀λ ∈ σp(T ) ∩ σ1 : ∀x ∈ Eλ : x2 = (I − P )x = 0. (A.4.5)
∀λ ∈ σp(T ) ∩ σ2 : ∀x ∈ Eλ : x1 = Px = 0. (A.4.6)
To see that (A.4.5) holds, we argue by contradiction: If it does not hold, then x2 would be
an eigenvector of T2 by (A.4.4). This implies λ ∈ σ2, which cannot hold by assumption. By
the same reasoning, we obtain (A.4.6).
This implies the claim: By (A.4.5), we obtain x2 = 0. Therefore,
x1 = x1 + x2 = x 6= 0, (A.4.7)
which implies λ ∈ σp(T1) by (A.4.3). This also implies Eλ ⊂ P (X) = X1. Analogously, if
λ ∈ σp(T ) ∩ σ2, we obtain λ ∈ σp(T2) and Eλ ⊂ X2 by the same reasoning.
Step 2 (σp(T1) ⊂ (σp(T ) ∩ σ1)): Conversely, assume that λ ∈ σp(T1). Then there exists
x1 ∈ D(T1) ⊂ D(T ) such that x1 6= 0 and λx1 = T1x1 = Tx1. Thus λ ∈ σp(T ). Using
Theorem A.4.5, we obtain λ ∈ σp(T ) ∩ σ1. Analogously, if λ ∈ σp(T2) it follows that
λ ∈ σp(T ) ∩ σ2.
Step 3: We have already proven along the way that⊕
λ∈σp(Ti)
Eλ ⊂ Xi, i = 1, 2.
By Definition A.4.3 of a decomposition, X2 is closed, thus E2 ⊂ X2.
Step 4 (self-adjoint case): By Theorem A.4.4, the hypothesis implies σ(T ) = σp(T ), all
eigenspaces are finite-dimensional and there exists an orthonormal system of eigenvectors.
In particular, any vector x ∈ X1 can be decomposed into
x = u+ v ∈ E1 ⊕ E2.
Since E1 ⊂ X1 and E2 ⊂ X2, this implies x, u ∈ X1 and v ∈ X2. Therefore,
v = (I − P )v = (I − P )(x− u) = 0,
thus x = u ∈ E1. This proves X1 = E1. The equality X2 = E2 is proven analogously. 
Theorem A.4.7. Let X be a topological space, H be a Hilbert space and T : X → B(H),
x 7→ Tx, be a continuous map. Assume there exists k ∈ N such that for all x ∈ X, the
operator Tx has rank k. Denote by Hx := Tx(H) the image of Tx. Then the union
E :=
∐
x∈X
Hx → X
is a continuous vector subbundle of rank k of the trivial bundle X ×H → X. ♦
Proof. Local trivializations can be constructed as follows: Fix any x ∈ X. By construction,
there exist v1, . . . , vk ∈ H such that (w1, . . . , wk) := (Tx(v1), . . . , Tx(vk)) is a basis of Hx. In
particular, w1, . . . , wk are linearly independent. This can also be expressed by saying that
the continuous map
X → ΛkH
y 7→ Ty(v1) ∧ . . . ∧ Ty(vk)
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is nonzero at x. Consequently, there exists a neighborhood U of x where this map is non-
zero. Consequently, for all y ∈ U , the vectors (Ty(v1), . . . , Ty(vk)) are linearly independent.
Therefore, they must be a basis of Hy. Consequently,
Ψ : U × Rk → EU
(y, c1, . . . , ck) 7→
∑k
i=1 ciTy(vi)
defines a local trivialization of EU . 
A.5 Equivariant Covering Spaces
In this section, we fix our notion of covering spaces and extend some lifting resuts to the
equivariant setting.
Definition A.5.1 (covering space). A continuous surjection p : Xˆ → X between topologi-
cal spaces is a covering, if for each x ∈ X, there exists an open neighborhood U of x, an index
set A and a family of disjoint open subsets {Uˆα ⊂ Xˆ}α∈A, such that p−1(U) = ∪˙α∈AUˆα and
p|Uˆα → U is a homeomorphism. ♦
Remark A.5.2. The definition of a covering space varies slightly in the literature, in par-
ticular with respect to the connectedness assumptions on the spaces and with respect to
the surjectivity of p. We do not assume the spaces to be connected, but the map to be
surjective. It is also common to choose basepoints xˆ0 ∈ Xˆ, x0 ∈ X and view p as a map of
pointed spaces p : (Xˆ, xˆ0)→ (X,x0). ♦
Theorem A.5.3 (Homotopy Lifting Property, [Hat02, Prop. 1.30]). Let p : Xˆ → X be a
covering space. Let f : Y → X be a map and assume there exists a lift fˆ : Y → Xˆ, i.e.
p ◦ fˆ = f . Let H : Y × I → X be a homotopy starting at f , i.e. H(_, 0) = f . Then H lifts
to a unique homotopy Hˆ : Y × I → Xˆ satisfying Hˆ(_, 0) = fˆ , i.e. the following diagram
commutes
Xˆ
p

Y
fˆ
**
f
::
  id×{0} // Y × I
Hˆ
99
H // X.
♦
Theorem A.5.4 (Lifting Theorem, [Hat02, Prop. 1.33]). Let p : (Xˆ, x0) → (X,x0) be a
covering and f : (Y, y0) → (X,x0) be any continuous map. We assume that Y is path-
connected and locally path-connected. There exists a lift fˆ : (Y, y0) → (Xˆ, xˆ0), i.e. a map
such that
(Xˆ, xˆ0)
p

(Y, y0)
fˆ
::
f
// (X,x0)
commutes, if and only if f](pi1(Y, y0)) ⊂ p](p1(Xˆ, xˆ0)). ♦
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Lemma A.5.5 (equivariant lifts). Let p : Xˆ → X be a covering map and f : Y → X.
Assume that there are topological groups G, H, K acting from the right on Y , X, Xˆ.
Assume that there exists a lift fˆ : Y → Xˆ of f against p and assume that there are group
homomorphisms α, β, γ such that γ = β ◦ α. If f and p are equivariant with respect to the
group actions and these homomorphisms, i.e.
∀y ∈ Y : ∀g ∈ G : f(y.g) = f(y).γ(g)
∀xˆ ∈ Xˆ : ∀k ∈ K : p(xˆ.k) = p(xˆ).β(k),
and if G is connected, then fˆ is equivariant as well, i.e.
∀y ∈ Y : ∀g ∈ G : fˆ(y.g) = fˆ(y).α(g).
The situation can be visualized in the following diagram:
K
β
		

Xˆ
p

Y
f
//
fˆ
??
X
G
γ
;;
α
55
@@
H.
ii
♦
Proof. Let y ∈ Y and g ∈ G be arbitrary. Since G is connected, there exists a continuous
path σ : [0, 1]→ G joining eG ∈ G and g ∈ G. This implies for any t ∈ [0, 1],
p(fˆ(y.σ(t)).α(σ(t)−1)) = p(fˆ(y.σ(t))).β(α(σ(t)−1)) = f(y.σ(t)).γ(σ(t)−1)
= f(y).γ(σ(t))γ(σ(t)−1) = f(y).γ(σ(t)σ(t)−1) = f(y).
Consequently, the continuous path
[0, 1] → Xˆ
t 7→ fˆ(y.σ(t)).α(σ(t)−1)
maps into the discrete fibre over f(y) and is therefore constant. In particular, for t = 0 and
t = 1, we obtain
fˆ(y.σ(1)).α(σ(1)−1) = fˆ(y.σ(0)).α(σ(0)−1)
=⇒fˆ(y.g).α(g−1) = fˆ(y.eG).α(e−1G )
=⇒fˆ(y.g) = fˆ(y).α(g). 
A.6 The Round Sphere as a Spin Manifold
In this section, we give an explicit description of the spin structure on the round sphere,
see Theorem A.6.6. This will be useful for some explicit calculations. We denote by g¯ the
Euclidean metric on Rm+1 and by g° the round metric induced by g¯ on Sm.
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Remark A.6.1 (tangent bundle and orientation). Recall that the map
{(p, v) ∈ Sm × Rm+1 | g¯(p, v) = 0} → TSm
(p, v) 7→ ∑m+1i=1 vi∂i|p
is an isomorphism of vector bundles. With this identification, the vector field N ∈ N (Sm),
defined by N(p) := p, is the outward pointing unit normal field. We enumerate the canon-
ical basis of Rm+1 by (e0, . . . , em) and define this basis to be positively oriented. A basis
(b1, . . . , bm) of TpSm is positively oriented if and only if (p, b1, . . . , bm) ∈ Rm+1 is positive.
This defines an orientation on Sm, which is sometimes called the Stokes orientation, see
[Lee03, Prop. 13.17]. ♦
Remark A.6.2 (frame bundle). Let SO(Sm) be the bundle of positively oriented orthonor-
mal frames. Then the map
Ψ : SOm+1 → SO(Sm)
A 7→ (A1, . . . , Am) ∈ SOA0(Sm),
where Ai is the i-th column of A, is a diffeomorphism. Clearly, its inverse is given by
Ψ−1 : SO(Sm) → SOm+1
(b1, . . . , bm) ∈ TpSm 7→ (p, b1, . . . , bm).
Therefore, we will identify SO(Sm) with SOm+1. The group action is given by SOm+1×SOm →
SOm+1, (b, A) 7→ bj(A), where j is the canonical inclusion
j : SOm → SOm+1
A 7→
(
1 0
0 A
)
.
♦
To describe Spin(Sm) it will be useful to have the following auxiliary map available.
Lemma A.6.3. Let e˜1, . . . , e˜m ∈ Rm and e0, . . . , em ∈ Rm+1 be the canonical bases of Rm
respectively Rm+1. The canonical inclusion
ι : Rm → Rm+1
x =
∑m
i=1 x
ie˜i 7→
∑m
i=1 x
iei
♦
is isometric and therefore lifts to a map C`m → C`m+1, which we also denote by ι. This map
is an injective homomorphism of algebras and makes the following diagram commutative
Spinm
ϑm

  ι // Spinm+1
ϑm+1

SOm
 
j
// SOm+1 .
(A.6.1)
Proof. It is clear that ι : Rm → Rm+1 is an isometric embedding. This implies the existence
of the lift ι : C`m → C`m+1, see Theorem 2.1.3. Since ι : Rm → Rm+1 is an injective
homomorphism of vector spaces, its lift is an injective homomorphism of algebras, see [Gre78,
Prop. 10.7.2]. By construction ι(Spinm) ⊂ Spinm+1. To see that (A.6.1) commutes, recall
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that for any v 6= 0 the reflection ρv ∈ SOm along the hyperplane orthogonal to v is given
by
ρv : Rm → Rm
w 7→ w − 2 g¯(v,w)g¯(v,v) v
and that ϑm(v) = (ρv(e˜1), . . . , ρv(e˜m)). Consequently, for any 1 ≤ i ≤ m,
j(ϑm(e˜i)) = j (e˜1, . . . ,−e˜i, . . . , e˜m) = (e0, e1, . . . ,−ei, . . . , em)
= ϑm+1(ei) = ϑm+1(ι(e˜i)). 
Remark A.6.4. Lemma A.6.3 above allows us to identify Spinm with its image under ι in
Spinm+1. Consequently, Spinm acts on Spinm+1 by right multiplication. ♦
Remark A.6.5. Recall that Spinm = Spin(R
m, g¯), m ≥ 2, is the connected non-trivial
double cover of SOm and that the covering map ϑm : Spinm → SOm satisfies the following
property: Whenever v1 · . . . · vr ∈ Spinm then ϑm(v1 · . . . · vr) is the coordinate matrix (with
respect to the canonical basis) of the map ρv1 ◦ . . . ◦ ρvr , where each ρvi is the reflection
along the hyperplane v⊥i . ♦
Theorem A.6.6 (spin structure on spheres). Let m ≥ 2 and define Spin(Sm) := Spinm+1.
The map
pi : Spin(Sm) → Sm
w 7→ ϑm+1(w)e0,
is a principal Spinm-bundle over Sm and Θm := Ψ ◦ ϑm+1 : Spin(Sm) → SO(Sm) is a spin
structure for Sm. Here, Ψ is the isomorphism from Remark A.6.2. ♦
Proof.
Step 1 (group action): By Remark A.6.4, we already have a group action of Spinm on
Spinm+1. We have to show that the orbits of this action are precisely the fibres of the map
pi. This requires a simple lemma from Linear Algebra, see Lemma A.6.7 below. So take
s ∈ Spinm, w ∈ Spinm+1 and calculate (using the terminology of Lemma A.6.3)
pi(w.s) = ϑm+1(w.s)e0 = ϑm+1(w · ι(s))e0 = ϑm+1(w)ϑm+1(ι(s))e0
= ϑm+1(w)j(ϑm(s))e0
A.6.7
= ϑm+1(w)e0 = pi(w).
Thus, the action preserves the fibres of pi. To see that the action is transitive on the fibres,
let w′ ∈ Spinm+1 such that pi(w) = pi(w′). This implies
e0 = ϑm+1(w)
−1︸ ︷︷ ︸
=:B−1
ϑm+1(w
′)︸ ︷︷ ︸
=:A
e0
and by Lemma A.6.7, there exists C ∈ SOm such that B−1A = j(C). There exists s ∈ Spinm
such that ϑm(±s) = C. This implies
ϑm+1(w.s) = ϑm+1(w · ι(s)) = ϑm+1(w)j(ϑm(s)) = B j(C) = A = ϑm+1(w′),
thus ±w′ = w.s. In case −w′ = w.s replace s with −s. Finally, to see that the action is
simply-transitive on the fibres, let w ∈ Spinm+1 and s ∈ Spinm such that
w = w.s = w · ι(s).
Since w is invertible, ι(s) = 1 and since ι is injective, s = 1.
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Step 2 (trivialization): To see that pi is locally trivial, we first construct a trivialization for
SO(Sm) as follows: For a matrix A ∈ R(m+1)×(m+1) denote by ϕ(A) ∈ Rm×m the projection
onto the lower right square. Define the map
Φ : SOm+1 → Sm × SOm
A 7→ (Ae0, ϕ(A))
For any matrix C ∈ SOm, let ψ(C) ∈ R1×m be defined by
ψ(C)2j := 1−
m∑
i=1
c2ij .
Since any matrix A ∈ SOm+1 satisfies
∀1 ≤ j ≤ m : 1 = a20j +
m∑
i=1
a2ij ,
the map
Ψ : Sm × SOm → SOm+1
(p, C) 7→
(
p ψ(C)
C
)
is an inverse to Φ. Thus, Φ is a global trivialization for SO(Sm). Since Spinm+1 is simply
connected, we obtain a lift Φ˜ such that
Spinm+1
Φ˜ //
ϑm+1

Sm × Spinm
id×ϑm2:1

SOm+1
∼=
Φ
// Sm × SOm
commutes. This implies that Φ˜ has full rank, is Spinm-equivariant by Lemma A.5.5 and
satisfies for any w ∈ Spinm+1,
(pr1 ◦Φ˜)(w) = pr1 ◦ id×ϑm ◦ Φ˜(w) = ϑm+1(w)e0 = pi(w).
Now, if Φ˜(w1) = Φ˜(w2), this implies that w1 and w2 are in the same fibre, hence there exists
a unique s ∈ Spinm such that w2 = w1.s. Since Φ˜ is equivariant, we obtain
Φ˜(w1) = Φ˜(w2) = Φ˜(w1.s) = Φ˜(w1).s,
thus s = 1 and w2 = w1. Therefore, Φ˜ is injective. Since ϑm+1, Φ and id×ϑm are all
surjective, Φ˜ is also surjective. We have shown that pi is a principal Spinm-bundle.
Step 3 (spin structure): By construction Θm = Ψ ◦ ϑm+1 is a two-fold covering map. It
follows from (A.6.1) that
Spinm+1×Spinm //
ϑm+1×ϑm

Spinm+1
ϑm+1

SOm+1×SOm // SOm+1
commutes. This implies that Θm is a spin structure. 
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Lemma A.6.7. For any A,B ∈ SOm+1
Ae0 = Be0 ⇐⇒ ∃!C ∈ SOm : A−1B = j(C),
where j is the map from Lemma A.6.3. ♦
Proof.
” ’=⇒”: By hypothesis M := A−1B ∈ SOm+1 satisfies Me0 = e0. Consequently,
∃!C ∈ Rm×m : M =
(
1 ∗
0 C
)
.
By hypothesis, M ∈ SOm+1 and therefore 1 = det(M) = det(C), so C ∈ SLm. Since the
columns of M form an orthonormal system, we automatically obtain ∗ = 0. Consequently,
the columns of C are an orthonormal system as well, so C ∈ SOm and M = j(C).
”⇐=”: This is obvious. 
Lemma A.6.8. Define f : R → SOm+1, α 7→ Rα|Sm , where Rα are the rotations from
Definition 5.4.4. Let
fˆ : R → Spinm+1
α 7→ cos(α) + sin(α)em−1 · em.
and denote by ·2 : R→ R, α 7→ 2α, the multiplication by 2. Then the diagram
R
·2

fˆ
// Spinm+1
ϑm+1

R
f
// SOm+1
(A.6.2)
commutes. ♦
Proof. We split the calculation into several steps. In Step 1, we show that fˆ can be factored
into fˆ(α) = vαˆwαˆ. In Step 2, we calculate ϑm+1(vαˆ) and ϑm+1(wαˆ) separately. Finally, in
Step 3, we put everything together and obtain the result.
Step 1 (transform the path): Let α ∈ R. We define
vα := cos(α)em−1 + sin(α)em, wα := − cos(α)em−1 + sin(α)em.
Using the double angle formulas
cos(2α) = cos(α)2 − sin(α)2, sin(2α) = 2 cos(α) sin(α), (A.6.3)
we obtain
vαwα = (cos(α)em−1 + sin(α)em)(− cos(α)em−1 + sin(α)em)
= − cos(α)2e2m−1 + sin(α)2e2m + cos(α) sin(α)em−1 · em − sin(α) cos(α)em · em−1
= cos(α)2 − sin(α)2 + 2 cos(α) sin(α)em−1 · em
(A.6.3)
= cos(2α) + sin(2α)em−1 · em = fˆ(2α).
Consequently, by setting αˆ := α/2, we obtain
fˆ(α) = vαˆwαˆ.
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Step 2 (calculate ϑm+1(vαˆ), ϑm+1(wαˆ)): By definition, for any v 6= 0, ϑm+1(v) = ρv, where
ρv is the reflection along the hyperplane v⊥. This map is explicitly given by
∀w ∈ Rm+1 : ρv(w) = w − 2 g¯(v, w)
g¯(v, v)
v.
We calculate
g¯(vαˆ, vαˆ) = 1, g¯(wαˆ, wαˆ) = 1,
g¯(vαˆ, em−1) = cos(αˆ), g¯(wαˆ, em−1) = − cos(αˆ)
g¯(vαˆ, em) = sin(αˆ), g¯(wαˆ, em) = sin(αˆ).
Combining this with
1− 2 cos(αˆ)2 = sin(αˆ)2 + cos(αˆ)2 − 2 cos(αˆ)2 = sin(αˆ)2 − cos(αˆ)2 (A.6.3)= − cos(α) (A.6.4)
1− 2 sin(αˆ)2 = sin(αˆ)2 + cos(αˆ)2 − 2 sin(αˆ)2 = cos(αˆ)2 − sin(αˆ)2 (A.6.3)= cos(α), (A.6.5)
we obtain
ϑm+1(vαˆ)(em−1) = em−1 − 2 cos(αˆ)(cos(αˆ)em−1 + sin(αˆ)em),
= (1− 2 cos(αˆ)2)em−1 − 2 cos(αˆ) sin(αˆ)em
= − cos(α)em−1 − sin(α)em,
ϑm+1(vαˆ)(em) = em − 2 sin(αˆ)(cos(αˆ)em−1 + sin(αˆ)em)
= (1− 2 sin(αˆ)2)em − 2 sin(αˆ) cos(αˆ)em−1
= cos(α)em − sin(α)em−1,
ϑm+1(wαˆ)(em−1) = em−1 + 2 cos(αˆ)(− cos(αˆ)em−1 + sin(αˆ)em)
= (1− 2 cos(αˆ)2)em−1 + 2 cos(αˆ) sin(αˆ)em
= − cos(α)em−1 + sin(α)em,
ϑm+1(wαˆ)(em) = em − 2 sin(αˆ)(− cos(αˆ)em−1 + sin(αˆ)em)
= (1− 2 sin(αˆ)2)em + 2 sin(αˆ) cos(αˆ)em−1
= cos(α)em + sin(α)em−1.
We obtain the matrices
ϑm+1(vαˆ) =
Im−1 0 00 − cos(α) − sin(α)
0 − sin(α) cos(α)
 ,
ϑm+1(wαˆ) =
Im−1 0 00 − cos(α) sin(α)
0 sin(α) cos(α)

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Step 3 (final calculation): Since(
− cos(α) − sin(α)
− sin(α) cos(α)
)(
− cos(α) sin(α)
sin(α) cos(α)
)
=
(
cos(α)2 − sin(α)2 −2 cos(α) sin(α)
2 cos(α) sin(α) cos(α)2 − sin(α)2
)
=
(
cos(2α) − sin(2α)
sin(2α) cos(2α)
)
,
we obtain
ϑm+1(fˆ(α)) = ϑm+1(vαˆwαˆ) = ϑm+1(vαˆ)ϑm+1(wαˆ)
=
Im−1 0 00 cos(2α) − sin(2α)
0 sin(2α) cos(2α)
 = f(2α). 
A.7 Rayleigh Quotients and the Min-Max Principle
In this section, we collect some well known facts about Rayleigh quotients and the Min-Max
principle. Our treatment of the subject will be similar to [RS78, XIII.1].
Theorem A.7.1 (Min-Max principle). Let H be a Hilbert space and T : D(T ) ⊂ H → H
be a densely defined self-adjoint operator with compact resolvent. Assume that the spectrum
of T satisfies b ≤ λ1 ≤ λ2 ≤ . . . for some lower bound b ∈ R. Then for any k ∈ N
λk = min
U⊂D(T ),
dim(U)=k
max
x∈U,
‖x‖=1
〈Tx, x〉, (A.7.1)
where the min is taken over all linear subspaces U ⊂ D(T ) of dimension k. ♦
Proof. By Theorem A.4.4, there exists a complete orthonormal system {uk}k∈N such that
Tuk = λkuk and
H = span{uk | k ∈ N}.
Let U ⊂ D(T ), dim(U) = k, be arbitrary. The subspace
Vk := span{ui | i ≥ k}
satisfies codim(Vk) = k − 1. Therefore, by Lemma A.7.2,
∃xˆ ∈ Vk ∩ U, ‖xˆ‖ = 1.
By construction, this xˆ has a representation
xˆ =
∞∑
i=k
αiui.
This implies
〈T xˆ, xˆ〉 =
∞∑
i=k
αi〈Tui, xˆ〉 =
∞∑
i=k
αiλi〈ui, xˆ〉 =
∞∑
i=k
αiλi
∞∑
j=k
αj〈ui, uj〉
=
∞∑
i=k
α2iλi ≥ λk
∞∑
i=k
α2i = λk‖xˆ‖ = λk.
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Therefore,
sup
x∈U,
‖x‖=1
〈Tx, x〉 ≥ 〈T xˆ, xˆ〉 ≥ λk.
Since U was arbitrary,
inf
U⊂D(T ),
dim(U)=k
sup
x∈U,
‖x‖=1
〈Tx, x〉 ≥ λk.
On the other hand, the subspace Uk := span(u1, . . . , uk) ⊂ D(T ) is k-dimensional and
satisfies
∀x =
k∑
i=1
αiui ∈ Uk : 〈Tx, x〉 =
k∑
i=1
α2iλi ≤ λk‖x‖.
Since 〈Tuk, uk〉 = λk, this implies
sup
x∈Uk,
‖x‖=1
〈Tx, x〉 = 〈Tuk, uk〉 = λk. (A.7.2)
Consequently, the infimum is attained at Uk and equal to λk. Since any unit sphere of a
k-dimensional subspace U is compact and any linear map on a finite dimensional space is
continuous, we may also replace the ”sup” by a ”max”. 
Lemma A.7.2. Let X be any vector space and let U, V ⊂ X be two subspaces such that
dimU = k and codimV = k − 1. Then
U ∩ V 6= {0}. ♦
Proof. Define the map
Ψ : U + V → U/(U ∩ V )
u+ v 7→ [u].
This map is well-defined: If u, u′ ∈ U and v, v′ ∈ V such that u+ v = u′ + v′, this implies
u− u′ = v′ − v ∈ U ∩ V =⇒ [u− u′] = [0] =⇒ [u] = [u′].
Clearly, Ψ is surjective. We claim that ker Ψ = V . On the one hand Ψ(0 + v) = [0], so
V ⊂ ker Ψ and on the other hand
u+ v ∈ ker Ψ =⇒ [0] = [u] = Ψ(u+ v) =⇒ u ∈ U ∩ V =⇒ u+ v ∈ V.
Consequently, Ψ descends to an isomorphism
(U + V )/V −→ U/(U ∩ V ).
Now assume by contradiction that U ∩ V = 0. Then this is an isomorphism
(U + V )/V −→ U.
But this implies
k = dim(U) = dim((U + V )/V ) ≤ dim(X/V ) = codim(V ) = k − 1,
which is a contradiction. 
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Definition A.7.3 (Rayleigh quotient). In the situation of Theorem A.7.1, for any x ∈
D(T ), the expression
RT (x) :=
〈Tx, x〉
〈x, x〉
is called Rayleigh quotient . ♦
Corollary A.7.4. In the situation of Theorem A.7.1, assume there exists a subspace W ⊂
D(T ) of dimension k such that
∀x ∈W : RT (x) ≤ Λ, (A.7.3)
for some Λ > 0. Then T has k eigenvalues in [b,Λ]. ♦
Proof. By (A.7.1), we obtain
λk = min
U⊂D(T ),
dim(U)=k
max
x∈U,
‖x‖=1
〈Tx, x〉 ≤ max
x∈W,
‖x‖=1
〈Tx, x〉 ≤ Λ. 
Remark A.7.5. In spin geometry, Corollary A.7.4 is usually applied to T = ( /DgC)2. An
equation of the form (A.7.3) implies that /DgC has k eigenvalues in [−Λ,Λ]. ♦
Theorem A.7.6. Let H be a Hilbert space, T : H → H be a densely defined operator,
self-adjoint with compact resolvent. Let Λ > 0, k ∈ N and assume that the first k+1 distinct
eigenvalues of T satisfy
0 ≤ λ1 < . . . < λk < Λ < λk+1.
Define
E(ν) := ker(T − λν), V :=
k⊕
ν=1
E(ν),
and let x ∈ D(T ), ‖x‖ = 1, such that
RT (x) = 〈Tx, x〉 ≤ Λ + ε.
Then the distance between x and V satisfies
d(V, x)2 ≤ Λ + ε
λk+1
. ♦
Proof. Consider the orthogonal decomposition
x =
∞∑
ν=1
x(ν), x(ν) ∈ E(ν).
A.8. Extension of the Surgery Theorem 114
By hypothesis
ε+ Λ ≥ RT (x) = 〈Tx, x〉
= 〈
k∑
ν=1
Tx(ν) +
∞∑
ν=k+1
Tx(ν),
k∑
ν=1
x(ν) +
∞∑
ν=k+1
x(ν)〉
= 〈
k∑
ν=1
λνx
(ν) +
∞∑
ν=k+1
λνx
(ν),
k∑
ν=1
x(ν) +
∞∑
ν=k+1
x(ν)〉
=
k∑
ν=1
λν‖x(ν)‖2 +
∞∑
ν=k+1
λν‖x(ν)‖2
≥ λk+1
∞∑
ν=k+1
‖x(ν)‖2.
Let PV : H → H be the orthogonal projection onto V . We obtain
d(V, x)2 = ‖PV (x)− x‖2 =
∞∑
ν=k+1
‖x(ν)‖2 ≤ Λ + ε
λk+1
. 
A.8 Extension of the Surgery Theorem
In this section, we give some more details on how to modify the proof of Theorem 5.5.6 to
get Theorem 5.5.9. The two major aspects are the treatment of unsymmetric intervals, see
Remark A.8.1, and the case of compact families of metrics, see Remark A.8.3. The reader
is assumed to be very familiar with [BD02]. We will use the notation from Theorem 5.5.9,
Remark 5.5.8 and Definition 5.5.7.
Remark A.8.1 (Λ1 < Λ2). The first part of the proof does not have to be modified at
all, because it is shown that if λi is an eigenvalue of /D
g, then /Dg˜ has an eigenvalue λ˜i in
]λi − ε, λi + ε[. Of course this is still true, if λi ∈ [Λ1,Λ2].
In the second part, one has to apply the Min-Max principle, see Theorem A.7.1. Now,
one has to bound the Rayleigh quotient of ( /Dg −c)2 in terms of l2 instead of bounding the
Rayleigh quotient of ( /Dg)2 in terms of Λ2. Again, c := 12 (Λ1 + Λ2), l :=
1
2 |Λ2 −Λ1|. This is
due to the fact that if /Dg has eigenvalues λ1, . . . , λn in [Λ1,Λ2], then ( /D−c)2 has eigenvalues
(λ1 − c)2, . . . , (λn − c)2 in [0, l2]. Consequently, one has to prove
‖( /DgK−c)ψε‖2L2(ΣgKM)
‖ψε‖2
L2(ΣgKM)
< (l + ε)2. (A.8.1)
To bound the denominator, one first has to generalize [BD02, Lemma 2.2], see Lemma A.8.2.
Due to the slightly different constant in (A.8.2), one has to choose S1 sufficiently large such
that
1− 4l
2 + 8cΛ2 − S0
S1 − S0 =
S1 − 4l2 − 8cΛ2
S1 − S0 ≥
(
l + ε2
l + ε
)2
.
Now, the calculation [BD02, p. 67] gives
‖ψε‖L2(ΣgKM) ≥
(
l + ε2
l + ε
)2
‖ψ˜ε‖
L2(Σg˜
ε
K M˜
ε)
,
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which is the desired bound on the denominator.
For the nominator, we have to modify [BD02, Eq. (7)] to
‖( /DgK−c)ψε‖L2(Σg˜εK M˜) = ‖∇χ
εψ˜ε + χε( /D
g
K−c)ψ˜ε‖L2(Σg˜εK M˜ε)
≤ crε ‖ψ˜ε‖L2(ΣgKAS(rε,2rε)) + l‖ψ˜ε‖L2(Σg˜εK M˜ε).
Now, the first term can be estimated just as in [BD02], which gives
‖( /DgK−c)ψε‖L2(ΣgKM) < (l + ε2 )‖ψ˜ε‖L2(Σg˜εK M˜ε).
This implies (A.8.1). ♦
Lemma A.8.2. Let (M, g,Θg) be a closed Riemannian spin manifold, Λ1 < Λ2, S0 < S1,
c := 12 (Λ1 + Λ2), l :=
1
2 |Λ2 − Λ1|. Assume the scalar curvature of M satisfies scalg ≥ S0.
Define
M+ := {x ∈M | scalg ≥ S1}. ♦
Then for any spinor field ψ ∈ L2[Λ1,Λ2](Σ
g
KM), the following inequality holds:∫
M+
|ψ|2 dVg ≤ 4l
2 + 8cΛ2 − S0
S1 − S0
∫
M
|ψ|2 dVg. (A.8.2)
Proof. Let λ1 ≤ . . . ≤ λk be the eigenvalues of /DgK in [Λ1,Λ2]. Then ψ can be decomposed
into
ψ =
k∑
i=1
ψi, /D
g
K ψi = λiψi.
This implies
‖( /DgK−c)ψ‖2L2(ΣgKM) =
k∑
i,j=1
〈( /DgK−c)ψi, ( /DgK−c)ψj〉
=
k∑
i,j=1
〈(λi − c)ψi, (λj − c)ψj〉
=
k∑
i=1
(λi − c)2‖ψi‖2L2(ΣgKM)
≤ l2‖ψ‖L2(ΣgKM)
and
〈 /DgK ψ,ψ〉 =
k∑
i=1
λi‖ψi‖2L2(ΣgKM) ≤ Λ2‖ψ‖
2
L2(ΣgKM)
.
Using the Schrödinger–Lichnerowicz formula, we obtain
|( /DgK−c)ψ|2 = 〈 /DgK ψ, /DgK ψ〉 − 2c〈 /DgK ψ,ψ〉+ c2|ψ|2
= |∇ψ|2 + 14 scalg |ψ|2 − 2c〈 /D
g
K ψ,ψ〉+ c2|ψ|2.
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Altogether, this implies
0 ≤
∫
M
|∇ψ|2 + c2|ψ|2 dVg
=
∫
M
|( /DgK−c)2ψ|2 + 2c〈 /DgK ψ,ψ〉 −
1
4
scalg |ψ|2 dVg
≤ l2
∫
M
|ψ|2 dVg + 2cΛ2
∫
M
|ψ|2 dVg − S0
4
∫
M\M+
|ψ|2 dVg − S1
4
∫
M+
|ψ|2 dVg.
Therefore, (
S1 − S0
4
)∫
M+
|ψ|2 dVg ≤
(
l2 + 2cΛ2 − S0
4
)∫
M
|ψ|2 dVg,
which gives the result. 
Remark A.8.3 (compact families). When generalizing Theorem 5.5.6 to compact C2-continuous
families g : A → R(M), the neighborhood US(rε) in the proof will depend on the family
parameter α ∈ A, but this does not matter as long as one chooses rε so small such that
US(rε) ⊂ V , where V is the open neighborhood of the surgery sphere from the statement of
Theorem 5.5.9. The cut-off functions from Definition 5.5.7 will then depend on the family
parameter and yield families of functions χεα. Nevertheless, if one chooses the constants C1,
C2 on [BD02, p. 65] uniformly, the first part of the proof goes through.
For the second part of the proof, one first has to generalize [BD02, Thm. 2.1] to a family
version, see Theorem A.8.4. This version is then used to argue that one can assume that g
satisfies
• ∀α ∈ A : scalgα ≥ S0 on M .
• ∀α ∈ A : scalgα ≥ 2S1 on an open neighborhood U0 ⊂ V of S in M with S1 arbitrarily
large.
Now, for each α ∈ A, one has to choose rε,α > 0 sufficiently small such that
• rε,α < ε
4
28·100·(m+1)4 .
• US(rε,α)((2rε,α)1/11) ⊂ U0 ⊂ V .
• (2rε,α)1/11) ≤ R, where R is from [BD02, Lem. 2.4]. One observes from the proof of
that lemma that this R can be chosen uniformly for the family.
Now, we perform the surgery on the neighborhood US(rε,α). This yields manifolds of the
form M˜ε,α = (M \US(rε,α))∪ U˜ε,α. The family of metrics g˜ε is obtained from the Gromov-
Lawson construction, see [GL80; RS01]. This construction actually does hold in the family
case as well, but a detailed discussion of this fact is beyond the scope of this text. Readers
interested in family versions of this construction are referred to [Wal11, Sect. 3.7]. Strictly
speaking, the resulting manifolds M˜ε,α depend on α. But for different α, these manifolds are
mutually diffeomorphic. So, by pulling back the resulting metrics to one reference manifold
M˜ε,α0 =: M˜ε one obtains a manifold that does not depend on the family parameter and a
family of metrics g˜ε as required. Now, the rest of the proof can be applied to all (M, gα),
α ∈ A, which gives Theorem 5.5.6. ♦
Theorem A.8.4. Let M be a closed manifold, A be a compact space, g : A→ (R(M), C2)
be a continuous family of Riemannian metrics. Let N ⊂ M be a compact submanifold of
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positive codimension and U be a compact neighborhood of N in M . There exist continuous
families of metrics g(j) : A→ (R(M), C2), j ∈ N, such that
(i) ∀α ∈ A : ∀j ∈ N : g(j)α is conformally equivalent to gα.
(ii) ∀α ∈ A : ∀j ∈ N : g(j)α = gα on M \ U .
(iii) supα∈A ‖g(j)α − gα‖C1 → 0 as j →∞.
(iv) minα∈A minN scalg
(j)
α →∞ as j →∞. ♦
Proof. In this proof, one only has to choose the constants C1, C2 in [BD02, p. 59] uniformly,
which is possible, since A is compact. 
A.9 Some Fundamental Results
Here we collect some results for convenient reference.
Theorem A.9.1 (identification of spinor bundles, cf. [Mai97; BG92]). Let g ∈ R(M) be
a fixed metric. For every h ∈ R(M), there exists an isometry of Hilbert spaces β¯g,h :
L2(ΣgCM)→ L2(ΣhCM), such that the operator
/D
h
g := β¯g,h ◦ /DhC ◦β¯g,h : L2(ΣgCM)→ L2(ΣgCM)
is closed, densely defined on H1(ΣgCM), isospectral to /D
h
C, and such that the map
/Dg : R(M)→ B(H1(ΣgCM), L2(ΣgCM)), h 7→ /D
h
g ,
is continuous. (Here B(_) denotes the space of bounded linear operators endowed with the
operator norm.) ♦
Theorem A.9.2 ([HSS12, Thm. 1.3]). Given k, l ≥ 0 there is an N = N(k, l) ∈ N≥0 with
the following property: For all n ≥ N , there is a 4n-dimensional smooth closed spin manifold
P with non-vanishing Â-genus and which fits into a smooth fibre bundle
X → P → Sk.
In addition, we can assume that the following conditions are satisfied:
(i) The fibre X is l-connected.
(ii) The bundle P → Sk has a smooth section s : Sk → P with trivial normal bundle. ♦
Theorem A.9.3 ([ADH09, Thm 1.1]). Let M be a closed spin manifold of dimension m.
Assume m 6≡ 0 mod 4 and m 6≡ 1, 2 mod 8. Then there exists a metric g ∈ R(M) such
that /DgC is invertible. ♦
Lemma A.9.4 (classification of fibre bundles over S1). Let M be any smooth manifold.
(i) For any f ∈ Diff(M), the space obtained by setting
Pf := [0, 1]×M/ ∼, ∀(t, x) ∈ [0, 1]×M : (1, x) ∼ (0, f(x))
is a smooth M -bundle over S1 = [0, 1]/(0 ∼ 1).
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(ii) Let I denote the isotopy classes of Diff(M), and P the isomorphism classes of M -
bundles over S1. The map
I → P
[f ] 7→ [Pf ]
is well-defined, surjective, and if [Pf ] = [Pf ′ ], then f is isotopic to a conjugate of f ′.
(iii) Let M be oriented. Then Pf is orientable if and only if f ∈ Diff+(M).
(iv) Let M be spin and simply connected. Then Pf is spin if and only if f ∈ Diffspin(M).♦
The proof of this is elementary.
Theorem A.9.5 ([BB12, Thm. 8.17, Rem. 8.18a)]). Let (M, g) be an even-dimensional smooth
complete spin manifold with volume element µ and a fixed spin structure. Let N be a closed,
two-sided hypersurface in M . Cut M open along N to obtain a manifold M ′ with two iso-
metric boundary components N1 and N2. Consider the pullbacks µ′, ΣCM ′, /D
′
C of µ, ΣCM
and /DC. Let /DC be coercive at infinity, i.e. assume there exists a compact subset K ⊂ M
and a C > 0 such that
‖ψ‖L2(ΣCM) ≤ C‖ /DC ψ‖L2(ΣCM)
for all ψ ∈ Γ(ΣCM), which are compactly supported in M \K. Then /D′C is Fredholm and
ind /D
′
+ = ind /D+ .
Here /D′C is to be understood as the Dirac operator with APS-boundary conditions, i.e.
D( /D′C) = {ψ ∈ H1(ΣCM ′) | ψ|N1 ∈ H1/2]−∞,0]( /˜DC), ψ|N2 ∈ H1/2[0,∞[( /˜DC)},
where /˜DC is the Dirac operator on the boundary (resp. its two-fold copy as in (3.4.12)). ♦
Theorem A.9.6 ([RS95, Thm A]). Assume we are given the following data.
(i) A complex separable Hilbert space (H, ‖_‖H).
(ii) A dense subspaceW ⊂ H and a norm ‖_‖W onW such thatW is also a Hilbert space
and such that the injection W ↪→ H is compact.
(iii) A family of unbounded self-adjoint operators {A(t)t∈R} on H with time independent
domain W , such that for each t ∈ R the graph norm of A(t) is equivalent to ‖_‖W .
(iv) A map R → L(W,H), t 7→ A(t), which is continuously differentiable with respect to
the weak operator topology.
(v) Invertible operators A± ∈ L(W,H) such that limt→±∞A(t) = A± in norm topology.
Then the operator
DA :=
d
dt −A(t) : W 1,2(R, H) ∩ L2(R,W )→ L2(R, H)
is Fredholm, and its Fredholm index is equal to the spectral flow sf(A) of the operator family
A = (A(t))t∈R. ♦
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s0 passing of ŝ to R(M)/Diff0(M), page 50
sspin passing of s to R(M)/Diffspin(M), page 50
sT spectral function of T , page 41
specT spectrum of T , page 41
spec /D
g spectrum of a loop, page 79
SpinMfd category of spin manifolds, page 33
SpinVB category of spin vector bundles, page 32
spT (I) spectrum of T in I, page 41
Sm(r) sphere of radius r, page 85
Θ a topological spin structure, page 17
ϑn the connected non-trivial double cover of GL+n , page 17
Θ∗ covering G(G˜L
+
E)→ Gspin(GL+E), page 28
T (M) smooth vector fields on M , page 1
US(r) r-neighborhood of S, page 85
DiffVB category of differential vector bundles, page 34
V (K,U) set of all functions f such that f(K) ⊂ U , page 95
WC complexification of W , page 23
A.9. Some Fundamental Results 122
Index
arsinh-topology, 38
associated isotopy, 76
Banach bundle, 99
Clifford
algebra, 15
map, 15
multiplication, 21
commutativity
of unbounded operators, 101
compact-open topology, 95
complexification
of a representation, 23
of a vector space, 23
covering space, 104
decomposition
of unbounded operators, 101
Dirac operator, 22
Dirac-isospectral, 30
discrete
family, 41
family of type(A), 47
operator, 41
equivalence
of representations, 20
of spin structures, 29
equivariant spin functions, 26
even
loop of diffeomorphisms, 77
part of the Clifford algebra, 16
frame bundle, 17
frame curve, 74
Hilbert bundle, 99
holomorphic, 42
bounded, 42
family of type (A), 42
self-adjoint of type (A), 42
irreducible, 19
isotopy, 30
K-representation, 20
loop of metrics, 79
metric of higher multiplicities, 80
min-max principle, 111
moduli space, 50
multiplicity, 23
odd
loop of diffeomorphisms, 77
loop of metrics, 80
part of the Clifford algebra, 16
ordered spectral function, 41
Rayleigh quotient, 113
representation, 19
resolvent set, 101
rotation, 82
sign
of a frame curve, 74
of a spin loop, 77
of a vector bundle over S1, 74
simple eigenvalue, 24
spectral close, 87
spectral flow, 52
spectral parts, 41
spin diffeomorphism, 30
spin isometry, 30
spin loop, 76
spin manifold, 18
Riemannian, 18
spin morphism, 29
spin structure
metric, 18
topological, 17
spinor bundle, 20
spinorial Levi-Civita connection, 21
surgery, 86
map, 86
sphere, 86
tangent functor, 33
universal spinor bundle, 67
universal spinor field bundle, 68
vector bundle, 99
weak topology, 96
List of Figures
1.1 Typical Dirac spectrum . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.2 The “Lasso Lemma”. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.3 Connected sum with a sphere . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
3.1 Ordered spectral function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.2 Zeroes of eigenvalue functions. . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.3 Proof of Corollary 3.3.8. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.4 An evenly covered neighborhood for u. . . . . . . . . . . . . . . . . . . . . . . 49
3.5 Spectral functions and moduli spaces. . . . . . . . . . . . . . . . . . . . . . . 50
3.6 Proof of Theorem 3.4.8. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
5.1 Finding an odd metric near g0. . . . . . . . . . . . . . . . . . . . . . . . . . . 83
5.2 Reduction to a finite index set. . . . . . . . . . . . . . . . . . . . . . . . . . . 84
5.3 Manifold after surgery. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
5.4 Preparing a manifold for surgery. . . . . . . . . . . . . . . . . . . . . . . . . . 88
References
[ADH09] B. Ammann, M. Dahl, and E. Humbert. “Surgery and harmonic Spinors”. In:
Adv. Math. 220.2 (2009), pp. 523–539. issn: 0001-8708. url: http://dx.doi.
org/10.1016/j.aim.2008.09.013.
[Bär96a] C. Bär. “Metrics with harmonic spinors”. In: Geom. Funct. Anal. 6.6 (1996),
pp. 899–942. issn: 1016-443X. url: http://dx.doi.org/10.1007/BF02246994.
[Bär96b] C. Bär. “The Dirac operator on space forms of positive curvature”. In: J. Math.
Soc. Japan 48.1 (1996), pp. 69–83. issn: 0025-5645. url: http://dx.doi.org/
10.2969/jmsj/04810069.
[BB12] C. Bär and W. Ballmann. “Boundary value problems for elliptic differential
operators of first order”. In: Surveys in Differential Geometry 17 (2012), pp. 1–
78.
[BD02] C. Bär and M. Dahl. “Surgery and the spectrum of the Dirac operator”. In:
J. Reine Angew. Math. 552 (2002), pp. 53–76. issn: 0075-4102. url: http:
//dx.doi.org/10.1515/crll.2002.093.
[BGM05] C. Bär, P. Gauduchon, and A. Moroianu. “Generalized cylinders in semi-
Riemannian and spin geometry”. In: Math. Z. 249.3 (2005), pp. 545–580. issn:
0025-5874. url: http://dx.doi.org/10.1007/s00209-004-0718-0.
[Bau81] H. Baum. Spin-Strukturen und Dirac-Operatoren über pseudoriemannschen
Mannigfaltigkeiten. Vol. 41. Teubner-Texte zur Mathematik [Teubner Texts
in Mathematics]. With English, French and Russian summaries. Leipzig: BSB
B. G. Teubner Verlagsgesellschaft, 1981, p. 180.
[Bau09] H. Baum. Eichfeldtheorie. Springer, 2009.
[BBMW02] B. Booss-Bavnbek, M. Marcolli, and B.-L. Wang. “Weak UCP and perturbed
monopole equations”. In: Internat. J. Math. 13.9 (2002), pp. 987–1008. issn:
0129-167X. url: http://dx.doi.org/10.1142/S0129167X02001551.
[BG92] J.-P. Bourguignon and P. Gauduchon. “Spineurs, opérateurs de Dirac et vari-
ations de métriques”. In: Comm. Math. Phys. 144.3 (1992), pp. 581–599. issn:
0010-3616. url: http://projecteuclid.org/getRecord?id=euclid.cmp/
1104249410.
[Bre93] G. E. Bredon. Topology and geometry. Vol. 139. Graduate Texts in Mathemat-
ics. New York: Springer-Verlag, 1993, pp. xiv+557. isbn: 0-387-97926-3.
[BBI01] D. Burago, Y. Burago, and S. Ivanov. A course in metric geometry. Vol. 33.
Graduate Studies in Mathematics. Providence, RI: American Mathematical
Society, 2001, pp. xiv+415. isbn: 0-8218-2129-6.
References 126
[Dah05] M. Dahl. “Prescribing eigenvalues of the Dirac operator”. In: Manuscripta
Math. 118.2 (2005), pp. 191–199. issn: 0025-2611. url: http://dx.doi.
org/10.1007/s00229-005-0583-0.
[Dah08] M. Dahl. “On the space of metrics with invertible Dirac operator”. In: Com-
ment. Math. Helv. 83.2 (2008), pp. 451–469. issn: 0010-2571. url: http://
dx.doi.org/10.4171/CMH/132.
[Fis10] G. Fischer. Lineare Algebra. 17th ed. Vieweg + Teubner, 2010.
[Fri84] T. Friedrich. “Zur Abhängigkeit des Dirac-Operators von der Spin-Struktur”.
In: Colloq. Math. 48.1 (1984), pp. 57–62. issn: 0010-1354.
[Fri00] T. Friedrich. Dirac operators in Riemannian geometry. Vol. 25. Graduate Stud-
ies in Mathematics. Translated from the 1997 German original by Andreas
Nestke. Providence, RI: American Mathematical Society, 2000, pp. xvi+195.
isbn: 0-8218-2055-9.
[Gin09] N. Ginoux. The Dirac spectrum. Vol. 1976. Lecture Notes in Mathematics.
Berlin: Springer-Verlag, 2009, pp. xvi+156. isbn: 978-3-642-01569-4. url: http:
//dx.doi.org/10.1007/978-3-642-01570-0.
[Gre78] W. Greub. Multilinear algebra. Second. Universitext. New York: Springer-
Verlag, 1978, pp. vii+294. isbn: 0-387-90284-8.
[GL80] M. Gromov and H. B. Lawson Jr. “The classification of simply connected
manifolds of positive scalar curvature”. In: Ann. of Math. (2) 111.3 (1980),
pp. 423–434. issn: 0003-486X. url: http://dx.doi.org/10.2307/1971103.
[Gue04] P. Guerini. “Prescription du spectre du laplacien de Hodge-de Rham”. In: Ann.
Sci. École Norm. Sup. (4) 37.2 (2004), pp. 270–303. issn: 0012-9593. url:
http://dx.doi.org/10.1016/j.ansens.2003.04.005.
[HSS12] B. Hanke, T. Schick, and W. Steimle. The space of metrics of positive scalar
curvature. arXiv:1212.0068 [math.GT]. 2012.
[Har64] P. Hartman. Ordinary differential equations. John Wiley & Sons, Inc., New
York-London-Sydney, 1964, pp. xiv+612.
[Har90] F. R. Harvey. Spinors and calibrations. Vol. 9. Perspectives in Mathematics.
Boston, MA: Academic Press Inc., 1990, pp. xiv+323. isbn: 0-12-329650-1.
[Hat09] A. Hatcher. Vector Bundles and K-Theory. http://www.math.cornell.edu/
~hatcher/VBKT/VBpage.html. 2009.
[Hat02] A. Hatcher. Algebraic topology. Cambridge: Cambridge University Press, 2002,
pp. xii+544. isbn: 0-521-79160-X; 0-521-79540-0.
[Hen06] A. Henrot. Extremum problems for eigenvalues of elliptic operators. Frontiers
in Mathematics. Birkhäuser Verlag, Basel, 2006, pp. x+202. isbn: 978-3-7643-
7705-2; 3-7643-7705-4.
[Her12] A. Hermann. “Dirac eigenspinors for generic metrics”. PhD thesis. Universität
Regensburg, 2012.
[Hij01] O. Hijazi. Spectral properties of the Dirac operator and geometrical structures.
2001. url: http://dx.doi.org/10.1142/9789812810571_0002.
[Hir94] M. W. Hirsch. Differential topology. Vol. 33. Graduate Texts in Mathemat-
ics. Corrected reprint of the 1976 original. New York: Springer-Verlag, 1994,
pp. x+222. isbn: 0-387-90148-5.
127 References
[Hit74] N. Hitchin. “Harmonic spinors”. In: Advances in Math. 14 (1974), pp. 1–55.
issn: 0001-8708.
[Hus66] D. Husemoller. Fibre bundles. New York: McGraw-Hill Book Co., 1966, pp. xiv+300.
[Jam08] P. Jammes. “Prescription du spectre du laplacien de Hodge-de Rham dans une
classe conforme”. In: Comment. Math. Helv. 83.3 (2008), pp. 521–537. issn:
0010-2571. url: http://dx.doi.org/10.4171/CMH/134.
[Jam09] P. Jammes. “Construction de valeurs propres doubles du laplacien de Hodge-
de Rham”. In: J. Geom. Anal. 19.3 (2009), pp. 643–654. issn: 1050-6926. url:
http://dx.doi.org/10.1007/s12220-009-9079-6.
[Jam11] P. Jammes. “Prescription de la multiplicité des valeurs propres du laplacien de
Hodge–de Rham”. In: Comment. Math. Helv. 86.4 (2011), pp. 967–984. issn:
0010-2571. url: http://dx.doi.org/10.4171/CMH/245.
[Jam12] P. Jammes. “Sur la multiplicité des valeurs propres du laplacien de Witten”. In:
Trans. Amer. Math. Soc. 364.6 (2012), pp. 2825–2845. issn: 0002-9947. url:
http://dx.doi.org/10.1090/S0002-9947-2012-05363-3.
[Kat95] T. Kato. Perturbation theory for linear operators. Classics in Mathematics.
Reprint of the 1980 edition. Berlin: Springer-Verlag, 1995, pp. xxii+619. isbn:
3-540-58661-X.
[Kos93] A. A. Kosinski. Differential manifolds. Vol. 138. Pure and Applied Mathemat-
ics. Academic Press Inc. Boston, MA, 1993, pp. xvi+248. isbn: 0-12-421850-4.
[LM89] H. B. Lawson Jr. and M.-L. Michelsohn. Spin geometry. Vol. 38. Princeton
Mathematical Series. Princeton, NJ: Princeton University Press, 1989, pp. xii+427.
isbn: 0-691-08542-0.
[Lee97] J. M. Lee. Riemannian Manifolds - An Introduction to curvature. Vol. 176.
Graduate Texts in Mathematics. New York: Springer-Verlag, 1997. isbn: 0-
387-98322-8.
[Lee03] J. M. Lee. Introduction to smooth manifolds. Vol. 218. Graduate Texts in Math-
ematics. New York: Springer-Verlag, 2003, pp. xviii+628. isbn: 0-387-95495-3.
[Lot02] J. Lott. “Collapsing and Dirac-type operators”. In: Proceedings of the Eurocon-
ference on Partial Differential Equations and their Applications to Geometry
and Physics (Castelvecchio Pascoli, 2000). Vol. 91. 2002, pp. 175–196. url:
http://dx.doi.org/10.1023/A:1016247531019.
[Mai97] S. Maier. “Generic metrics and connections on Spin- and Spinc-manifolds”. In:
Comm. Math. Phys. 188.2 (1997), pp. 407–437. issn: 0010-3616. url: http:
//dx.doi.org/10.1007/s002200050171.
[Now13] N. Nowaczyk. “Continuity of Dirac spectra”. In: Ann. Global Anal. Geom. 44.4
(2013), pp. 541–563. issn: 0232-704X. url: http://dx.doi.org/10.1007/
s10455-013-9381-1.
[Phi96] J. Phillips. “Self-adjoint Fredholm operators and spectral flow”. In: Canad.
Math. Bull. 39.4 (1996), pp. 460–467. issn: 0008-4395. url: http://dx.doi.
org/10.4153/CMB-1996-054-4.
[RS78] M. Reed and B. Simon. Methods of modern mathematical physics. IV. Analysis
of operators. New York: Academic Press [Harcourt Brace Jovanovich Publish-
ers], 1978, pp. xv+396. isbn: 0-12-585004-2.
References 128
[RS95] J. Robbin and D. Salamon. “The spectral flow and the Maslov index”. In:
Bull. London Math. Soc. 27.1 (1995), pp. 1–33. issn: 0024-6093. url: http:
//dx.doi.org/10.1112/blms/27.1.1.
[Roe98] J. Roe. Elliptic operators, topology and asymptotic methods. Second. Vol. 395.
Pitman Research Notes in Mathematics Series. Harlow: Longman, 1998, pp. ii+209.
isbn: 0-582-32502-1.
[RS01] J. Rosenberg and S. Stolz. “Metrics of positive scalar curvature and connections
with surgery”. In: Surveys on surgery theory, Vol. 2. Vol. 149. Ann. of Math.
Stud. Princeton Univ. Press, Princeton, NJ, 2001, pp. 353–386.
[See01] L. Seeger.Metriken mit harmonischen Spinoren auf geradedimensionalen Sphären.
Shaker Verlag, 2001.
[Ste51] N. Steenrod. The Topology of Fibre Bundles. Princeton Mathematical Series,
vol. 14. Princeton, N. J.: Princeton University Press, 1951, pp. viii+224.
[Ver93] Y. Colin de Verdière. “Multiplicités des valeurs propres. Laplaciens discrets et
laplaciens continus”. In: Rend. Mat. Appl. (7) 13.3 (1993), pp. 433–460. issn:
1120-7183.
[Ver86] Y. Colin de Verdière. “Sur la multiplicité de la première valeur propre non
nulle du laplacien”. In: Comment. Math. Helv. 61.2 (1986), pp. 254–270. issn:
0010-2571. url: http://dx.doi.org/10.1007/BF02621914.
[Ver87] Y. Colin de Verdière. “Construction de laplaciens dont une partie finie du
spectre est donnée”. In: Ann. Sci. École Norm. Sup. (4) 20.4 (1987), pp. 599–
615. issn: 0012-9593. url: http://www.numdam.org/item?id=ASENS_1987_
4_20_4_599_0.
[Wal11] M. Walsh. “Metrics of positive scalar curvature and generalised Morse func-
tions, Part I”. In: Mem. Amer. Math. Soc. 209.983 (2011), pp. xviii+80. issn:
0065-9266. url: http://dx.doi.org/10.1090/S0065-9266-10-00622-8.
