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あらまし Affinity Propagationは，各データポイント間でメッセージと呼ばれる実数値を収束するまで再帰的に計算す
ることで他のクラスタリングアルゴリズムよりも精度の高いクラスタを構築するアルゴリズムである．しかし従来の手
法の計算量はデータ数の 2乗に比例するため，データ数が増えると実行時間が急激に増えるという欠点がある．本稿で
は，大規模データを対象とした Affintiy Propagationの高速化手法を提案する．提案手法はデータ空間を任意のサイズ
のセルに分割し，反復計算が不要なエッジをまとめて枝刈りする．評価実験により，提案手法がこれまでの既存手法と
比べて高速に処理を行えることを示す．
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1. は じ め に
ソーシャルメディアなどの普及により生成されるデータ量が急
激に増えている．それに伴い，データを効果的に処理するデータ
分析技術の需要が高まっている．クラスタリングは与えられた
データをいくつかの部分集合に分割するデータ分析手法であり，
データ分析の際に最もよく用いられる手法の一つである．
これまで多くのクラスタリングアルゴリズムが提案されてき
た中で，2007年に Freyらによって Affinity Propagation [1]と
呼ばれる手法が提案された．この手法は，k-means 法 [2] 等の
ようなこれまで提案されてきた手法と比較してクラスタリン
グ精度が良いことや初期値依存がないことなどから，画像デー
タのクラスタリング [3] [4] やコミュニティー抽出 [5] といった
多くの場面で用いられ，近年幅広い分野から着目されている
アルゴリズムである．Affinity Propagationは，exemplarと呼
ばれるクラスタの核となるデータポイントをすべてのデータ
ポイントの中から自動的に検出することでクラスタを構築す
る手法である．X = {x1, x2, · · · , xN}を与えられたデータポイ
ント，s(xi, xj) をデータポイント xi, xj 間の類似度，e(xi) を
データポイント xi の exemplarとした時，Affinity Propagation
では，∑Ni=1 s(xi, e(xi)) を最大化するように exemplar を決定
する．しかしながら，exemplar の数は未定であることから，∑N
i=1 s(xi, e(xi))を最大化する exemplarの選択は NP-hardと
なる．ゆえに Affinity Propagation では，各データポイント間
でメッセージと呼ばれる実数値の値を収束するまで再帰的に送
り合うことで∑Ni=1 s(xi, e(xi)) を準最大化する exemplar を自
動的に決定する．ところがこの計算は，データ数を N，反復回
数を T とした時，計算にかかる計算量は O(N2T )となり，依然
としてデータ数が多くなる場合において膨大な処理時間を必要
とするという課題が指摘されている [6]．
この課題を解決するために Fujiwaraらは，Graph-AP [7]を
提案した．この手法は収束後のメッセージの上限値と下限値を推
定する事でメッセージの伝搬が不要なエッジを枝刈りし，反復計
算後に枝刈りしたエッジのメッセージを計算するアルゴリズム
である．しかしこの手法は反復計算中にメッセージが収束した
としても全てのメッセージが収束するまで計算を続けなければ
ならないため無駄な計算が行われている．この問題を解決した
アルゴリズムが F-AP [8]である．この手法は収束前のメッセー
ジの上限値と下限値を推定する事でメッセージの伝搬が不要な
エッジを枝刈りするだけでなく，反復計算中に収束したと判定さ
れたメッセージに対しては以降の反復計算の対象から取り除く
事でさらなる高速化を実現した．しかしこの手法はエッジの枝
刈りの際に全てのデータポイントペアを 1つずつ探索している
ため依然として無駄な計算が行われている．
そこで本研究では，大規模なデータを対象とした Affinity
Propagation の高速化手法を提案する．提案手法はデータ空間
を任意のサイズのセルに分割する事で，反復計算が不要なデー
タポイントペアを特定し，計算対象から逐次的に枝刈りする．こ
れにより，再帰的なメッセージ伝搬を必要とするデータポイント
ペアを削減し高速化を図る．
本稿では実データセットと人工データセットを用いて提案手法
の有効性の検証を行い，state-of-the-artとされる手法よりも高
速に処理できることを示した．本研究の貢献を以下に示す．
• 高速性：提案手法は従来の Affinity Propagation [1]と比
べて 4倍以上である．また，本稿では 4節で述べる評価実験を
通して，最新の手法よりも提案手法が高速であることを示した．
• 正確性：提案手法は高速化のためにセルに基づく計算の枝
刈りを行うが，従来の Affinity Propagatonと同一のクラスタリ
ング結果を取得する事ができる．本稿では 3節において提案手法
の正確性を理論的に証明するとともに，4節において実データを
用いた評価実験を通して提案手法の正確性を実験的に確認した．
本稿の構成は，まず 2節において Affinity Propagationの概
要を説明し，3節で提案手法について述べる．4節で評価実験を
示し，5節で関連研究を述べる．最後に 6節で結論を述べる．
2. 前提知識：Affinity Propagation
本節では Freyらによって提案された Affinity Propagation [1]
について説明する．Affinity Propagationは，与えられたデータ
から各データポイント間の類似度 S = {s(xi, xj)|xi, xj ∈ X}を
計算する．xi = xj の場合，s(xi, xi)は preferenceと呼ばれ，一
般的に preferenceは類似度の中央値を設定する．Affinity Prop-
agationでは負のユークリッド距離や jaccard係数など任意の類
似度に対応し，ユーザは k-means法 [2]等のようにクラスタ数
を予め指定する必要がない．
次に Affinity Propagation は，∑Ni=1 s(xi, e(xi)) を最大化す
る exemplar を決定するために，各データポイント xi から X
に含まれる全てのデータポイントに対して responsibility とい
うメッセージを送信し，availabilityというメッセージを受信す
る．responsibilityは r(xi, xj)と表記されたとき，データポイン
ト xi から xj ∈ Xに対して送信する実数値であり，xi が自身の
exemplarとして xj を選択した場合にどれだけ
∑N
i=1 s(xi, e(xi))
の最大化に貢献するかという情報を表している．これに対して，
availability は a(xi, xj) と表記されたとき，データポイント xi
が X に含まれる全てのデータポイントから受信する実数値で
あり，xj が xi の exemplar として選択された場合にどれだけ∑N
i=1 s(xi, e(xi)) の最大化に貢献するかという情報を表してい
る．responsibility と availability はそれぞれ以下の式で定義さ
れている．
r(xi, xj) = (1− λ)ρ(xi, xj) + λr(xi, xj) (1)
a(xi, xj) = (1− λ)α(xi, xj) + λa(xi, xj) (2)
ここで，λ はダンピングファクタであり，0 から 1 までの値を
とる．実際には λ = 0.5 と設定するのが一般的である．上記の
式の中で，ρ(xi, xj)は propagating responsibility，α(xi, xj)は
propagating availabilityと呼ばれ，以下の式により計算する．
ρ(xi, xj) =
s(xi, xj)− max
xk |=xj
{a(xi, xk) + s(xi, xk)} (xi |= xj)
s(xi, xj)− max
xk |=xj
{s(xi, xk)} (xi = xj)
(3)
α(xi, xj) =
min{0, r(xj , xj)+
∑
xk |=xi,xj
max{0, r(xk, xj)}} (xi |= xj)
∑
xk |=xi
max{0, r(xk, xj)} (xi = xj)
(4)
反復計算を行う前に responsibility と availability の初期値
r0(xi, xj)，a0(xi, xj) はそれぞれ以下のように設定し，全て
のデータポイントペアに対して式 (1)・式 (2)が収束するまで再
帰的に responsibilityと availabilityを計算する．
r0(xi, xj) = s(xi, xj)− max
xk |=xj
{s(xi, xk)} (5)
a0(xi, xj) = 0 (6)
すべてのデータポイント間における responsibility と avail-
abilityが収束した後，データポイント xi の exemplarは以下の
式で決定する．
e(xi) = arg max
xj
{r(xi, xj) + a(xi, xj)} (7)
exemplar が決定した後，exemplar として選択されなかった
データポイントはすべての exemplarとの間の類似度を比較し，
類似度が最大となる exemplarと同じクラスタに割り当てられる．
Affinity Propagationでは，各データポイント間でメッセージ
の値を反復計算する必要があるため，データ数を N，反復回数
を T とすると，計算にかかる計算量は O(N2T )である．つまり，
実行時間はデータ数の 2乗に比例する．ゆえに，サイズの大き
なデータを扱う際に膨大な処理時間を必要とする．
3. 提 案 手 法
3. 1 手法の概要
従来のアルゴリズムでは，すべてのデータポイント間で反復計
算を行なっている．そのため，扱うデータ数が膨大になると実行
にかかる計算量も膨大となる．そこで提案手法では，距離の公理
が成り立つ負のユークリッド距離の適用を前提とし，メッセージ
の伝搬が不要なデータポイントペアを枝刈りすることで計算量の
削減を図る．具体的には，まず提案手法ではデータ空間上にセル
を展開し，（１）セル間の距離に基づいたメッセージ送信の枝刈り
及び（２）1つセルに含まれるデータポイントに対するメッセー
ジの計算の集約を行う．さらに提案手法では，Fujiwaraらが提
案したアルゴリズムで用いられた responsibility と availability
の上限値と下限値 [8]を適用することで反復計算を行うか否かに
ついても枝刈りを行うことでさらなる高速化を図る．
3. 2 セルの展開と格子点間の類似度の計算
複数のデータポイントをまとめて処理するために一辺のサイ
ズが ϵのセルをデータ空間上に展開し，データポイントが含まれ
るセルを 1つのデータポイントとみなしてセル間でメッセージ
の伝搬が行われるかどうかを判定する．
提案手法では，セル単位でメッセージの伝搬が行われるかを
判定するため，セルの各格子点を擬似的なデータポイントとみ
なし，格子点間でメッセージの伝搬が行われるかを判定する．そ
こで，各格子点の座標から格子点間の類似度をデータ入力時と
同様に計算する．ここで，格子点の preferenceは実データポイ
ント間の類似度の入力の際に求めた preferenceの値をそのまま
用いる．　
3. 3 メッセージの上限値と下限値の推定
Fujiwaraらが提案した responsibilityと availabilityの上限値
と下限値 [8]を以下に示す．
定義 3.1 (responsibilityの上限値と下限値) responsibiltiyの
上限値 r(xi, xj)と下限値 r(xi, xj)は以下の式で計算する．
r(xi, xj) =
λr0(xi, xj)+ρ(xi, xj) (r0(xi, xj) > 0, ρ(xi, xj) > 0)
λr0(xi, xj)+(1− λ)ρ(xi, xj) (r0(xi, xj) > 0, ρ(xi, xj) <= 0)
ρ(xi, xj) (r0(xi, xj) <= 0, ρ(xi, xj) > 0)
(1− λ)ρ(xi, xj) (r0(xi, xj) <= 0, ρ(xi, xj) <= 0)
(8)
r(xi, xj) =
(1− λ)ρ(xi, xj) (r0(xi, xj) > 0, ρ(xi, xj) > 0)
ρ(xi, xj) (r0(xi, xj) > 0, ρ(xi, xj) <= 0)
λr0(xi, xj)+(1− λ)ρ(xi, xj) (r0(xi, xj) <= 0, ρ(xi, xj) > 0)
λr0(xi, xj)+ρ(xi, xj) (r0(xi, xj) <= 0, ρ(xi, xj) <= 0)
(9)
ここで，ρ(xi, xj) と ρ(xi, xj) はそれぞれ propagating respon-
sibility の上限値，下限値であり，それぞれ以下の式で求めら
れる．
ρ(xi, xj) =
s(xi, xj)− s(xi, xi) (xi |= xj)
s(xi, xj)− max
xk |=xj
{s(xi, xk)} (xi = xj)
(10)
ρ(xi, xj) =
s(xi, xj)− max
xk |=xj
{a(xi, xk) + s(xi, xk)} (xi |= xj)
s(xi, xj)− max
xk |=xj
{s(xi, xk)} (xi = xj)
(11)
式からもわかるように responsobility の上限値と下限値は類似
度のみを用いて計算することができる．ゆえに，反復計算を行う
前に推定を行うことができる．
定義 3.2 (availabilityの上限値と下限値) availability の 上
限値 a(xi, xj) と下限値 a(xi, xj) はそれぞれ以下の式で計算
する．
a(xi, xj) =α(xi, xj) (α(xi, xj) > 0)(1− λ)α(xi, xj) (α(xi, xj) <= 0) (12)
a(xi, xj) =(1− λ)α(xi, xj) (α(xi, xj) > 0)α(xi, xj) (α(xi, xj) <= 0) (13)
ここで，α(xi, xj)と α(xi, xj)はそれぞれ propagating respon-
sibility の上限値，下限値であり，それぞれ以下の式で求めら
れる．
α(xi, xj) =
min{0, r(xj , xj)+
∑
xk |=xi,xj
max{0, r(xk, xj)}} (xi |= xj)
∑
xk |=xi
max{0, r(xk, xj)} (xi = xj)
(14)
α(xi, xj) =
min{0, s(xi, xj)− max
xk |=xj
{s(xi, xk)}} (xi |= xj)
0 (xi = xj)
(15)
availability の上限値と下限値についても responsibility の時と
同様に類似度のみを用いて計算することができるため，反復計
算を行う前に推定を行うことができる．
3. 4 反復計算が不要なポイントペアの枝刈り
提案手法では，メッセージの上限値，下限値を用いて反復計算
を行うポイントペアを枝刈りする．枝刈りされたポイントペア
のメッセージは反復計算後に再帰的な計算なしで求めることが
できるため，従来の Affinity Propagation と同じ結果を出力す
ることができる．本稿では例として図 1のようなデータポイン
ト xi，xj とそれぞれを含むセル c，c′ について考える．
まずは，responsibilityの反復計算が不要なポイントペアの枝
刈りを行う条件を示す．
補題 3.1 (responsibilityで枝刈りを行う条件) 以下の条件
を満たす 2 つのセル c，c′ に含まれるすべてのデータポイン
ト同士の responsibilityは反復計算を必要としない．
xa |= xb and s(xa, xb)− s(xa, xa) <= 0 (16)
ここで xa，xb は，図 2のように，データポイント xi，xj を含
むそれぞれのセル c，c′間の最短距離をとる格子点のペアを指す．
証明 任意のデータポイントペア xi，xj に対して Fujiwara
ら [8]は，xi = xj or r(xi, xj) > 0を満たさない場合，respon-
sibilityの反復計算は不要であることを証明した．
式 (8)，(10) より，xi |= xj and r(xi, xj) <= 0 となると
き，xi |= xj and ρ(xi, xj) <= 0 となっていることは明らか
である．ここで xi |= xj の時，距離の公理が成り立つと仮定
していることから s(xa, xb) >= s(xi, xj) であることを利用し
て，ρ(xi, xj) = s(xi, xj) − s(xi, xi) <= s(xa, xb) − s(xi, xi) =
s(xa, xb)− s(xa, xa) = ρ(xa, xb)となる．よって，ρ(xa, xb) <= 0
を満たす時，ρ(xi, xj) <= 0となる． □
続いて，availabilityの反復計算が不要なポイントペアの枝刈
りを行う条件を示す．
補題 3.2 (availabilityで枝刈りを行う条件) 以下の条件を満
たす 2つのセル c，c′ に含まれるすべてのデータポイント同士の
availabilityは反復計算を必要としない．
min{a(xa, xb) + s(xa, xb)} < max{a(xc, xd) + s(xc, xd)} (17)
ここで xa，xb はそれぞれ xa ∈ c，xb ∈ c′ となるデータポイ
ントである．また，xc は xc ∈ c となるデータポイントであり，
xd は，あるデータポイント xi について a(xi, x′′) + s(xi, x′′)を
2番目に大きくするようなデータポイント x′′ である．
証明 任意のデータポイントペア xi，xj に対して Fujiwara
ら [8] は，以下の式を満たさない場合，availability の反復計算
は不要であることを証明した．
図 1 データポイントとセルの例 図 2 セル c とセル c′ 間の最短距離
a(xi, xj) + s(xi, xj) >= a(xi, x
′′) + s(xi, x′′) (18)
セル c，c′ 間について，式 (18)の左辺の最小値が右辺の最大
値よりも小さい場合，セルに含まれるすべてのデータポイント同
士は反復計算を必要としないことは明らかである．そこで，左辺
の最小値をとるデータポイントペアと右辺の最大値をとるデータ
ポイントペアを考えることで従来の結果を保証しつつセル内に
含まれるデータポイントの枝刈りをまとめて行う事ができる．□
提案手法はセルを用いて反復計算が不要なデータポイントペ
アを特定することにより高速化を図るが，結果として次のよう
な性質を持つ．
定理 3.1 (提案手法の正確性) 提案手法は従来のAffinity Prop-
agationと同一の exemplarを出力する．
証明 式 (7)で示したように，従来の Affinity Propagationで
は exemplarを特定するために，全てのデータポイントに対して
r(xi, xj) + a(xi, xj) を最大化するデータポイント xj を特定す
る必要がある．この時，提案手法は補題 3.1および補題 3.2に示
したように，exemplarの選出に影響を与えないデータポイント
ペアに関する計算についてのみ枝刈りを行う．従って、従来の
affinity Propagation と同様に r(xi, xj) + a(xi, xj) を最大化す
るデータポイント xj を特定することが可能である． □
3. 5 アルゴリズム
提案手法のアルゴリズムを Algorithm 1 に示す．Algorithm 1
は，各データポイント間の類似度 S，セルの一辺の長さ ϵを受け取
り，各データポイントの対する exemplarを出力する．そのため
に，まずセルの各格子点間の類似度を計算する（1,2行目）．次に，
各データポイント間でで responsibility の上限値 r(xi, xj) と下
限値 r(xi, xj)，availabilityの上限値 a(xi, xj)と下限値 a(xi, xj)
を求める（3,4行目）．補題 3.1を満たすような 2つのセルに含
まれるすべてのデータポイント同士の responsibilityは反復計算
が不要である．また，補題 3.2の条件を満たすような 2つのセル
に含まれるすべてのデータポイント同士の availabilityは反復計
算が不要である（5-7行目）．その後，上記で枝刈りされなかっ
たポイントペアに対して繰り返し計算を行う（8-11 行目）．そ
Algorithm 1 Proposed Algorithm
Require: S, similarities between each data point pair; ϵ, size of the cell
Ensure: exemplar of each data point
1: for each point pair do
2: compute similarities between each point
3: for each data point pair do
4: compute r(xi, xj),r(xi, xj),a(xi, xj),a(xi, xj) from equation (8)
- (15)
5: for each cell pair including data points do
6: if satisfy lemma 3.1 or lemma 3.2 then
7: perform pruning judgment by F-AP algorithm
8: repeat
9: for each linked data point pair (xi, xj) do
10: compute r(xi, xj) and a(xi, xj) from equation (1) and (2)
11: until all messages updated by iterative computation are converge
12: for each unlinked data point pair (xi, xj) do
13: compute r(xi, xj) = ρ(xi, xj) and a(xi, xj) = α(xi, xj)
14: for each data point xi do
15: compute exemplar from equation (7)
して，既存手法である Graph-AP [7]や F-AP [8]で示されてい
るように収束後のメッセージはそれぞれ r(xi, xj) = ρ(xi, xj)と
a(xi, xj) = α(xi, xj)であるという特性を用いて枝刈りしたポイ
ントペアの responsibility と availability を計算する（12,13 行
目）．これによってすべてのデータポイント間のメッセージが
計算されるので最終的に，従来の Affinity Propagation と同じ
exemplarを出力できる（14,15行目）．
4. 評 価 実 験
本節では，実データに対して提案手法，従来の Affinity Prop-
agation [1]，Graph-AP [7], F-AP [8]を実行し，提案手法の高
速性とクラスタリング精度を検証する．本節において，Original
APは従来の Affinity Propagation [1]，Proposedは提案手法を
表している．本実験では以下のデータセットを使用した．
• Perfume Data：このデータセットは，UCI Ma-
chine Learning Repository(https://archive.ics.uci.edu/
ml/index.php) [9] で公開されているものであり，20 種類の
香水の匂いで構成されている．データは 28秒の間，毎秒ハンド
図 3 実行時間 (Perfume Data) 図 4 実行時間 (Geo Data) 図 5 実行時間 (Synthetic Data)
ヘルド臭気計 (OMX-GR sensor)を用いて得られた．データ数
は 560で次元数は 2であり，提案手法におけるパラメータ ϵは
2,500とした．
• Geo Data：このデータセットは，自治体オープ
ンデータ CKAN(https://ckan.open-governmentdata.org/
dataset/401005_shinoshisetsu) [10] で公開されている北九
州市内の市役所，図書館，学校等の施設情報に関するオープン
データである．本実験ではデータの中で，緯度・軽度を用いてク
ラスタリングを行なった．データ数は 1,309であり，提案手法に
おけるパラメータ ϵは 0.05とした．
• Synthetic Data：このデータセットは，Clustering
benchmark datasets(http://cs.uef.fi/sipu/datasets/) [11]
で公開されている人工データである．データ数は 3,000 で次元
数は 2であり，提案手法におけるパラメータ ϵは 2,500とした．
ダンピングファクタ λ は全て 0.5 に設定し，メッセージの反
復回数は 1,000回に固定した．また，各データ間の類似度は全て
負のユークリッド距離を用いて計算した．全てのプログラムは
C++で実装し，実験は CPUが 3.3GHz Intel Core i7でメモリ
が 16GBのMac OSで行なった．
4. 1 高 速 性
3種類のデータセットに対して，提案手法，Graph-AP，F-AP
を実行した時の実行時間を図 3–5 に示す．図中で Original AP
の実験結果は示していないが，実行時間は Perfume Data で
は 441.039[sec]，Geo Dataでは 9564.676[sec]であった．また，
Synthetic Dataを用いた実験では，Original APと Graph-AP
は 24時間で実行が終了しなかったため途中で実験を打ち切った．
実験結果より，提案手法，Graph-AP，F-APは従来のAffinity
Propagationと比較して最大でGraph-APは 2.2倍程度，F-AP
と提案手法は 4.6倍程度高速に処理できている事がわかった．こ
れは，従来の Affinity Propagation では全てのデータポイント
ペアでメッセージの伝播を行うのに対して，提案手法はメッセー
ジの伝搬が不要なエッジを枝刈りしたため処理時間の短縮につ
ながっている．また，提案手法は先行研究である Graph-APお
よび F-APと比較して処理時間をそれぞれ最大で 58%，6%短縮
できている事がわかる．Graph-AP はメッセージ伝搬の過程に
おいて計算不要なデータポイントペアを逐次枝刈りしていく手
法である．Graph-AP はメッセージの伝搬の際に枝刈りされな
かった全てのエッジで対して 1,000回の反復計算を実行する必要
がある．これに対して，提案手法と F-APは，計算中に収束した
と判定されたデータポイントペアは以降の反復計算を行う対象
から取り除いている．加えて，F-APでは全てのデータポイント
ペアを 1つずつ探索することで計算不要なデータポイントペア
を検出するのに対して，提案手法では，セル分割を活用すること
で複数のデータポイントをまとめて処理する．図 6は Synthetic
Dataに対して F-APと提案手法を実行した際に計算対象となる
データポイントペア数の比較を示している．図 6より，提案手法
は F-APと比較して最大で 52%に削減できていることがわかる．
4. 2 スケーラビリティ
Synthetic Dataにおいて，データサイズを変化させた場合に
F-AP と提案手法で実行時間がどのように比例するのかを実験
する．本実験では，データ数を 500から 3000まで変化させた．
実験結果を図 7に示す．図 7は各データサイズに対して提案手
法の実行時間と F-APの実行時間の差を表している．図 7より，
データサイズが大きくなればなるほど提案手法と F-APの実行
時間の差が大きくなっていることがわかる．これは，F-APでは
たとえ大規模なデータセットにおいても全てのデータポイント間
で枝刈り判定を行なっているのに対して，提案手法ではセル同士
で判定を行い，反復計算が不要なデータポイントペアをまとめて
枝刈りしているためだと考えられる．図 8は Synthetic Dataに
おいてデータ数を変化させて提案手法と F-APを実行した際に
計算対象となるデータポイントペア数の比較を表している．図 8
より，データサイズが大きくなるほど提案手法と F-AP の枝刈
り判定を行う回数の差が開いていることがわかる．
4. 3 クラスタリング精度
Perfume DataとGeo Dataにおける提案手法，Graph-APお
よび F-APを実行した時のクラスタリング精度を比較する．本
実験では Original AP が出力する exemplar を正解とし，これ
に対する適合率と再現率を評価した．クラスタリング精度を評価
するため， [7]と同じように適合率と再現率を用いた．適合率は
Original APで得られた exemplarの中で提案手法，Graph-AP，
F-APで得られた exemplarと一致したデータポイントの割合を
表す．一方で再現率は，提案手法，Graph-AP，F-APで得られ
た exemplarの中で Original APで得られた exemplarと一致し
たデータポイントの割合を表す．実験結果を図 9，10に表す．実
験結果より，いずれのデータセットにおいても全ての手法につ
いて適合率と再現率は 1となる事が確認できた．すなわち，提
図 6 枝刈り判定を行うエッジ数の比較 図 7 提案手法と F-AP の実行時間の差 図 8 枝刈り判定を行うエッジ数の比較 (スケーラビリティ)
図 9 適合率と再現率 (Perfume Data) 図 10 適合率と再現率 (Geo Data)
案手法および F-AP，Graph-AP は Original AP と同じ結果を
出力している事を表している．定理 1で示したように，提案手
法は exemplarを特定する際に必要となる responsibilityおよび
availabilityを損なわず枝刈りを行う事が理論的に保障されてい
る．その結果として，Original APと比較して正確な exemplar
を選択する事ができることを実験的に確認した．以上より，提
案手法は従来の Affinity Propagationと同じ結果を保証しつつ，
Graph-AP，F-APより高速な処理が可能なアルゴリズムである
ことを示した．
5. 関 連 研 究
クラスタリングは与えられたデータの中にある隠れたパター
ンを見つける方法としてもっとも基本的な技術の一つであり，こ
れまで多くのアルゴリズムが提案されてきた．
k-means法 [2]はもっとも有名なクラスタリングアルゴリズム
の一つである．この手法はクラスタ内の centroidと呼ばれるク
ラスタの重心を見つけることでユーザが指定した数のクラスタを
形成する．また，k-means法と同じような手法として k-medoids
法 [12]がある．k-medoids法は k-means法と同じようなアルゴ
リズムでmedoidと呼ばれるクラスタを代表するデータポイント
とそれ以外のクラスタ内のデータポイント間の距離の総和を最小
にするようにmedoidを決定する．しかし，いずれのアルゴリズ
ムもユーザが予めクラスタ数を指定する必要があることやクラ
スタリング結果が初期状態に依存してしまうという欠点がある．
Affinity Propagation [1]はユーザがクラスタ数を指定する必
要がなく，同じデータセットでは常に一定の結果を出力するアル
ゴリズムとして近年着目され，これまで多くの応用的な手法が提
案されている．Renchuらは Affinity Propagationを基にした半
教師付きテキストクラスタリングアルゴリズムである SAP [13]
を提案した．また，Zhangらは Affinity Propagationのアルゴ
リズムを基にしてユーザが指定した数の exemplarを特定するア
ルゴリズムである K-AP [14]を提案した．さらに Chang-Dong
らは一つのクラスタ内に複数で exemplarを定義しすることでサ
ブクラスタを形成できるアルゴリズムであるMEAP [15]を提案
した．しかし，Affinity Propagationはデータ数が大きくなるに
つれて実行時間も急激に増えてしまうという欠点がある．そこ
で Affinity Propagation を高速化した手法がこれまでいくつか
提案されてきた．
Jia らは K-最近傍を用いて疎なグラフを構築し，2 段階に分
けて反復計算を行うことで Affinity Propagation を高速化する
FSAP [6]を提案した．しかしこの手法はパラメータによって結
果が異なるため，従来の Affinity Propagation と同一の結果を
出力する事ができない可能性がある．
Fujiwaraらは，反復計算が不要なエッジを枝刈りすることで
Affinity Propagation の高速化を図る Graph-AP [7] を提案し
た．Graph-APでは，各データポイント間において収束後のメッ
セージの上限値と下限値を計算し，それらの値を用いた条件式を
満たさないようなデータポイント間のメッセージは反復計算を
行わないことで無駄な計算を削減できる．枝刈りされたエッジ
のメッセージの値は反復計算をせずに求めることができるため，
従来の Affinity Propagation と同じ結果を出力することができ
る．しかしこの手法では，反復計算を行うポイントペアの制限の
際にすべてのポイントペアを 1つずつ探索しているため，無駄
な計算が行われている．
Fujiwaraらは Graph-APをベースにさらなる高速化を実現す
る F-AP [8]を提案した．F-APでは，各データポイント間にお
いて収束する前の各 iteration中のメッセージの値の上限値と下
限値を推定することで，exemplarの決定に必要なエッジを限定
する．また，各 iteration中に計算されたメッセージの値が収束
しているかどうかの判定を行う．もし収束していると判定された
場合は以降の反復計算を行う対象から取り除く．これらのアイ
デアにより，Graph-APよりも高速に処理を行うことができる．
しかしこの手法についても，依然として反復計算を行うポイン
トペアの制限の際にすべてのポイントペアを 1つずつ探索して
いるため，無駄な計算を削りきれていない．
6. お わ り に
本稿では，Affinity Propagationの高速化手法を提案した．提
案手法はメッセージの上限値と下限値からメッセージを伝搬す
る必要のないポイントペアを枝刈りすることで計算量の削減を
図る．また，枝刈りの際にデータ空間上に任意のサイズのセル
を展開してセルの中に複数含まれるようなデータポイントに対
してはまとめて枝刈りを行うことで枝刈りの過程においても処
理時間の短縮を図る．評価実験では，提案手法が従来の Affinity
Propagation と同じクラスタリング結果を出力しつつ高速な処
理を行えることを確認した．今後の課題として，より大規模な
データによる実験や，距離の公理が成り立たない類似度への拡
張，パラメータ ϵの評価が挙げられる．
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