Introduction
The USB 2000 spectrometer contains a diffraction grating and a one-dimensional CCD detector array. The CCD array has 2048 pixels in a line, so the spectrum is a list of 2048 data numbers (DN) each number representing the number of photons detected by each pixel. The spectrometer box is shown in Figure 1 and depicted schematically in Figure 2 . Light enters via a slit located at the bottom of a threaded connector, which can be used to connect an optical fiber with a SMA plug. This instrument achieves a spectral resolution of about 0.5 nm, and detects wavelengths between 370 -680 nm.
Light input (optical fiber connector) USB type-B connector The spectrometer operates from a laptop computer loaded with Ocean Optics' SpectraSuite software, via a USB serial interface. Windows, Linux, and Mac versions are available.
Inside the "black box"
Figure 2 shows a schematic of the USB 2000 spectrometer from the Ocean Optics web page 1 . Light enters the spectrometer through an optical fiber at position (1), passing through a slit (2). An optical filter (3) blocks light that would be diffracted in the second-and third-orders by the grating. A collimating mirror (4) matches to the f-ratio (F/2.3) of the optical fiber. Light reflects from this mirror, as a cylindrical, collimated beam, toward the diffraction grating. The grating (5) is installed on a rotating platform that selects wavelength range. After assembly, the grating platform is fixed to eliminate mechanical shifts or drift. A concave mirror (6) focuses the firstorder spectrum on the detector plane with pixels having dimensions, 14 µm × 200 µm. A linear CCD detector (8) with 2048 pixels detects light, a different wavelength at each pixel. The key optical components are the entrance fiber and slit (1 and 2), the collimating mirror (4) the grating (5), the camera mirror (6) and the detector array (8). Right: an equivalent optical diagram using lenses. The angle of incidence and diffraction at the grating (α and β) are shown such that mλ/σ =sinα + sinβ, where m is the order (1, 2, 3…), λ is the wavelength, and σ is the grating groove spacing.
Getting started
First plug in the USB2000 spectrometer into the USB port of the Mac and then fire up the SpectraSuite control software. You should immediately see the control window, which is shown in Figure 3 . If no device shows up in the data sources window (top left) select Spectrometer/Rescan Devices from the menu. If you started the software before plugging in the spectrometer, quit the software and then plug in the spectrometer and try again. 
Taking a spectrum
In the default operating mode the spectrometer continuously acquires a new spectrum with a cadence equal to the integration time. Click the blue S button to make sure that the plotted spectrum shows raw counts from the CCD (see Figure 3) . (Pressing the other buttons to the right of S activates various processing options such as dark subtraction, which we do not want.)
The spectrum display is "live," and updates with each new exposure. Wave your hand in front of the entrance aperture and note the change in brightness. The default exposure time is 100 ms, so you should see an immediate response on the plot.
Try changing the integration time in the upper left window from the default 100 ms to a longer time and view the results. Use the set of icons just above the graph to adjust the x-and y-scaling of the graph. If you have a scroll wheel on your mouse, you can use this to zoom in and out.
The easiest way to use the spectrometer is to inspect the live graphical display. This is a very handy option because it lets you see immediately if the light source is bright enough to yield useful data. The plot has some handy tools. For example you can right-click on a feature within the plot window, and a vertical green line will appear. This cursor can be used to read off the wavelength of a feature-when you click this updates the text box at the bottom of the plot with the wavelength in nm and the intensity in counts. By default the plot appears with the x-axis labeled in nm. Choose "Processing" and then "X-axis Units"… to select pixels.
What you really want is to save data in each pixel so that you can read them into IDL. No selfrespecting astronomer would trust the wavelengths coming from a black box program like SpectraSuite! When you are happy with the exposure time and other details of the measurement, click the floppy disk icon above the spectrum. Click the "browse" button to select the path and then type a file name in the dialog box. From the "Desired Spectrum" menu, select "Processed Spectrum"-to make sure that what you save is raw counts make sure that you have clicked the blue S button. For a file type to save, choose tab-delimited ASCII text.
Note that the ASCII version comes with "header" that includes the following information: This example is from a 30 s, unprocessed spectrum (no dark; no reference; no boxcar smoothing; no electrical dark subtraction; no stray light correction). By inspecting the header you can figure out if you really have raw data. The first number of each pair is the pixel number; the second is the measured signal in data numbers (DN). The default for the first column is the wavelength, but you should always use pixel number to avoid the unreliable manufacturer's wavelength calibration. The grating may have tilted since construction. In this example the file is truncated after the first three pairs of data.
The method for taking long exposures is accessed from View/Toolbars/Acquisition Controls. The buttons are shown in Figure 4 . For a single shot exposure, press the center button. A convenient option can be found in Tools/Options/SpectralSuite Settings/Current Working Directory, which allows you to set the default directory where data are written. If you don't set this you'll find that a lot of clicking through menus is needed every time you save a file.
Processing Options
The amount of light detected by each pixel is noted by a "data number" (DN), a number that is proportional to the number of photoelectrons detected. (These photoelectrons are generated by the photoelectric effect in each pixel, similar to the PMT light detector of the last lab.) However, the SpectraSuite software also supports some processing options. Even though these should be disabled, it is a good idea to understand these options and make sure that they are turned off before you collect any data for detailed analysis. These options are selected by pushing the button to the right of the blue S button.
The most basic corrections are "dark" and "reference". A "dark" exposure is the DN in each pixel when no light hits the CCD. (This is similar to the "dark" counts from the PMT.) You should take one "dark" exposure, and it should be subtracted from a normal spectrum of any source of light. The final spectrum, Spec i , is the difference:
Thus, if you turn off processing you get raw DN, which is what you want, for both the spectrum and the dark exposures. As you can perform processing operations better in IDL, do not select "dark subtraction" or "reference".
You can also average multiple scans or boxcar-smooth the spectra; make sure that these are not enabled either. Other, more advanced corrections include non-linearity correction, "electrical dark" subtraction, and stray light correction. The non-linearity correction applies a polynomial correction to the raw data values. The stray light correction is not documented, and should be turned off.
• Taking a Spectrum & Wavelength Calibration
The fluorescent lights in Room 705 are gas-discharge lamps. A potential difference of 110 V is sufficient to partially ionize mercury (Hg) vapor that is contained in the tube, and the resultant flow of electric current excites Hg atoms to emit photons at specific wavelengths, called "emission lines". They have wavelengths predominantly in the UV at 184.9 and 253.6 nm. A phosphorescent material that is painted on the inside of the tube absorbs these UV lines and glows at visible wavelengths producing useful illumination. The chemical composition of phosphors typically includes terbium (Tb), cerium (Ce) and europium (Eu). Not surprisingly the resultant spectrum is quite complex (see Figure 5 ). In addition to the UV emission lines, Hg emits some visible emission lines which are useful for "wavelength calibration". Every spectrometer must have a "wavelength calibration", the wavelength of light that hits at each of the 2048 pixels. You will now find an equation that gives the wavelength as a function of pixel number: λ = f(x). You will start with a calibration that is a straight line, and then try a parabola.
First take a spectrum of the fluorescent lamp and store it in a file (as per above). Transfer that spectrum to the ugastro computer system disk so that you can use IDL to analyze it. Now give the spectrometer to another group, so they can take a spectrum.
•
Determining the Wavelength Calibration
To determine the wavelength calibration, you need to find the pixel position of the Hg emission lines in the lamp spectrum. There are several possible methods to do so. For instance, one can use the "cursor" command in IDL to determine the approximate pixel position of each of the emission lines:
IDL> cursor,x,y IDL> print,x
What do you think is the typical uncertainty on the position of the line using this method? Do you think other methods may help reduce this uncertainty?
Now determine the pixel position of each line precisely, to the nearest 1/100 of a pixel. To do this, write IDL code that determines the "centroid" of the emission line. The centroid is defined as:
This is the "weighted" mean position of the emission line, weighted by the DN counts in each pixel. Another possible method consists in fitting a simple functional form to the line. Gaussian and polynomial forms (using the IDL procedures "gaussfit" and "polyfit", respectively) are frequently used for this purpose.
• Construct a table similar to Table 1 that lists the exact pixel position (to within 1/100 pixel) from your centroid and the wavelength of each of the four lines.
• Make a plot of wavelength vs pixel position for the four points. (Be sure to label axes.)
• Fit a straight line to the four points, using IDL's "polyfit". Give the linear equation in your report.
• Add to the plot, by overplotting that linear fit as a smooth straight line. The line should go through the four points.
• Now use that same straight line equation to predict the wavelengths of each emission line from the pixel position. List the discrepancy (difference) between the predicted and actual wavelength of each line (in nm).
• Plot the discrepancy in wavelength (from above) versus pixel position. What do you notice? Is there a smooth relation? Does this mean a parabola would be better fit to the wavelength calibration than a straight line?
• Now fit wavelength vs. pixel with a parabola: This is a parabolic wavelength calibration:
Make a new plot that shows the original four points and the overplotted parabola as a smooth curved line. Does the parabola fit the points better than a straight line? How do you know?
• Write the parabolic wavelength calibration in your report, and use this for the remainder of this lab.
IDL's "poly_fit" function is very similar to "polyfit". One difference between the two is that "poly_fit" can perform a fit to data (in this case: the pixel position of each emission line) that are associated to uncertainties. Can you describe in a few sentences how you would use the data at hand to estimate uncertainties on the position of each line?
Sensitivity of the spectrometer Figure 6 shows the spectrum of a desk lamp (which has an incandescent filament). The spectrum of an incandescent lamp is nearly identical to the Planck function, i.e. a blackbody function. Of course, the Planck function is continuous without any sharp features or wiggles. The wiggles seen in the spectrum represent the spectral response of the spectrograph due to the optical filter transmission, the grating efficiency, and the sensitivity of the CCD to light, all of which vary with wavelength. Figure 6 : Two spectra of a quartz halogen desk lamp. The lamp has two brightness settings, denoted here high and low. These spectra are the average of 1024 individual spectra. The spectra have been dark subtracted. Note that the spectrum of the lamp in the low setting is "redder" than in the high setting. The small-scale fluctuations reproduce from spectrum to spectrum suggesting that these represent pixel-to-pixel gain variation across the array (flat field variations).
Take one spectrum of an incandescent lamp. Do you see evidence (wiggles or undulations) in the spectrum that the spectrometer is not equally sensitive to all wavelengths?
Nighttime astronomy Figure 7 shows the USB 2000 spectrometer coupled to our 8-inch Meade LX200-ACF telescope. Either this telescope or the 14-inch Meade may be used with the spectrometer. A special adaptor is used to inject starlight from the telescope into the fiber that feeds the spectrograph.
The focal length of the 8-and 14-inch telescopes are 2030 and 3560 mm, respectively. The corresponding "plate scales" are 0.101 and 0.058 arc seconds per micron. Thus the fiber (400 µm diameter) projects to 40.4 and 23.2 arc seconds on the sky. Typical seeing on the roof of Campbell Hall is 3-5 arc seconds, so the beam defined by the fiber is relatively well matched to the size of stellar images. On the other hand this means that steering the star onto the fiber is the most difficult part of observing. Positioning the star on the fiber is accomplished using a webcam that receives 20% of the light via a beam splitter (see Figure 8) . By adjusting the telescope pointing using the hand paddle and watching the "scope" trace from the spectrometer it is possible to figure out what location on the guide camera corresponds to the position of the fiber. Some example spectra are shown in Figure 9 . The top spectrum is from an incandescent lamp 3 , and shows the response of the spectrometer to an approximately 3200 K black body. Note the overall variation of responsivity and fine scale pixel-to-pixel fluctuations. The subsequent astronomical spectra are corrected for the spectrometer response assuming that the lamp radiates like a black body with its temperature:
where ν i = c λ i is the frequency of the i-th pixel.
To do: Take 
Appendix: Manufacturerʼs Specifications
The data sheet provided by Ocean Optics with the USB 2000 spectrometer lists the nominal properties given in Table 2 . The image sensor is a 2048-pixel linear CCD manufactured by Sony, part number ILX511. The ILX511 is a rectangular reduction-type CCD designed for bar code hand scanners and optical measuring equipment use. The pixel size is 14 µm × 200 µm. The chip has a built-in timing generator and clock drivers and packaged in a 22 -pin DIP.
Appendix: wavelength calibration
The spectrometer has a built in processor that uses pre-measured third-order polynomial to convert pixel number to wavelength, so you actually get two columns in the data file, where the first number is an estimate of the wavelength in nm based on a polynomial expression of the form
where i is the pixel value. The manufacturer's values are given in the 
