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摘 要 提出一种快速的双目标非支配排序算法( BNSA) ． 设计了前向比较操作，以便快速识别非支配个体． 提出
了按需排序策略，避免生成多余的非支配前沿． 论证 BNSA 算法的正确性，分析其时间复杂度为 O( NlogN) ． 在 9 个
标准的双目标优化测试问题上进行了比较实验． 实验结果表明与其它 3 种非支配排序算法相比，BNSA 算法在大多
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ABSTRACT
A fast bi-objective non-dominated sorting algorithm ( BNSA) is proposed． An operator of forward
comparison is designed to identify non-dominated individuals quickly． A sorting strategy according to
need is proposed to avoid generating unnecessary non-dominated fronts． Then，the correctness of BNSA is
proved and its time complexity is analyzed to be O( NlogN) ． Next，some comparable experiments are
carried out on nine benchmark test problems for bi-objective optimization． Results of the experiments
indicate that the proposed BNSA，for the most test problems，is faster than the other three non-dominated
sorting algorithms． Furthermore，the BNSA，on all the test problems，has the best of accelerative effect，
particularly when the number of evolutionary generations exceeds 400． In addition，the BNSA is concise
and easy to be implemented． It can be incorporated into any multi-objective evolutionary algorithms based
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on non-dominated sorting to improve the running speed of bi-objective optimization．
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tion Problem，MOP ) ． 近 年 来，多 目 标 进 化 算 法
( Multi-Objective Evolutionary Algorithm，MOEA ) 非
常适合于求解该类问题，在科学研究和实际应用领
域引起了广大学者浓厚的研究兴趣［1 － 2］． 目前，在众
多的 MOEA 中，2002 年 Deb 等［3］ 提出的 NSGA-II
( Non-Dominated Sorting Genetic Algorithm II) 算法最
为著 名，应 用 也 最 为 广 泛，至 今 被 SCI 引 用 已 达
2 012次． NSGA-II 通过一个多目标非支配排序算法
( Fast Non-Dominated Sorting Approach，FNSA) 将组
合种 群 分 成 多 层 的 非 支 配 前 沿 ( Non-Dominated
Front) ，为生成下一代种群以及完成选择操作提供
重要的个体等级信息． NSGA-II 的时间复杂度取决
于 FNSA 的时间复杂度——— O( mN2 ) ，m 为目标数，
N 为组合种群规模［3］． 为了降低 FNSA 的时间复杂
度以便提高 NSGA-II 的运行速度，2003 年 Jensen［4］
提出一种时间复杂度为 O( NlogN) 的双目标非支配
排 序 ( Non-dominated Sorting on Two Objectives，
NSTO) 算法，并在 NSTO 的基础上通过递归与分治
提出了一种时间复杂度为O( Nlogm－1N) 的多目标非
支配排序算法［4］． 2007 年郑金华等［5］ 提出一种名为
擂台赛法则( Arena＇s Principle，AP) 的构造非支配
集的方法，并基于 AP 改进了 FNSA． 这种基于 AP 的
多 目 标 非 支 配 排 序 ( AP-Based Non-Dominated
Sorting，APNS) 算 法 的 时 间 复 杂 度 为 O( rmN) ，
( 0 ＜ r /N ＜ 1) ，r 为非支配个体数．
尽 管 高 维 多 目 标 优 化 ( Many Objective
Optimization) 是目前多目标优化的一个研究热点，
但是在现实应用中高维问题相对较少，而且有些高



















不失一般性，一个具有 n 个决策变量，m 个目标
函数的多目标优化问题［1］ 可以描述为
min y = F( x) = ( f1 ( x) ，f2 ( x) ，…，fm ( x) ) ，
s． t． gi ( x) ≤ 0，i = 1，2，…，p，
hj ( x) = 0，j = 1，2，…，q，
其中，x = ( x1，x2，…，xn ) ∈XR
n 为 n维决策变量
向量，X 为 n 维决策空间． y = ( f1，f2，…，fm ) ∈ Y
Rm 为m维目标函数向量，Y为m维目标空间，目标函
数 F( x) ∶ X→ Y定义了m个由决策空间到目标空间
的映射． gi ( x) ≤ 0，i = 1，2，…，p 定义了 p 个不等
式约束; hj ( x) = 0，j = 1，2，…，q定义了 q个等式约
束．
此外，设 Rt 为一个多目标解集( 在NSGA － II 中
它对应为一个组合种群，即 Rt = Pt∪ Qt． 其中 Pt 为
父 种 群，Qt 为 子 种 群， 单 个 种 群 规 模 设 为
POPSIZE) ，Rt 的规模为 N，且 N = 2 × POPSIZE．
定义 1( Pareto 支配( dominance) 关系) u，
v∈ X，若 fk ( u) ≤ fk ( v) ，k = 1，2，…，m; 且 l ∈
{ 1，2，…，m} ，使 fl ( u) ＜ fl ( v) ，则称 u 支配 v，记为 u
 v． 其中“”是 Pareto 支配关系． 此时 v 是被支配
的( dominated) ，称 v 为支配个体1) ．
定义 2( 非支配集) u∈ Rt，若 /v∈ Rt，使 v
1) 相对于解集中的元素而言，在种群中称之为个体，本文为
了表述方便有时将元素称为个体．
 u，则称 u 为集合 Rt 的非支配个体． 由 Rt 的所有非
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支配 个 体 组 成 的 集 合，称 之 为 Rt 的 非 支 配 集
( Non-dominated Set，Nds) ．
定义 3( 非支配前沿) 对于给定 Rt，称其非支
配集为Rt 的第1 层非支配前沿 F1 ; 称集合Rt － F1 的
非支配集为 Rt 的第 2 层非支配前沿 F2 ; 称集合 Rt －
( F1 ∪ F2 ) 的非支配集为 Rt 的第 3 层非支配前沿
F3 ; 第 i 层非支配前沿 Fi 的定义以此类推．
定义 4( 预排序) 按照下面的比较规则将 Rt
排序成序列 s1，s2，…，sN :
i ＜ j→ ( f1 ( si ) ＜ f1 ( sj ) ) ∨
( f1 ( si ) = f1 ( sj ) ∧ f2 ( si ) ≤ f2 ( sj ) ) ，
即先按第1个目标值进行升序排序，当第1个目标值
相同时，再按照第 2 个目标值进行升序排序．
假设 L 为构造非支配集的集合 ( 简称为构造
集) ，根据定义 4 对 Rt 进行预排序，将排序后的结果
保存在构造集 L中． Jensen［4］ 对预排序后的构造集 L
给出了一些描述，本文将其归纳整理为以下性质．
性质 1 构造集 L 的所有非支配个体的第 2 个
目标函数值的大小是依次递减的．
说明 如图1 所示，预排序后，构造集 L = { s1，
s2，…，s10 } ． L的非支配集Nds = F1 = { s1，s3，s5，s8 } ．
容易看出所有非支配个体 s1，s3，s5，s8 的第 2 个目标
值是依次递减的，即
f2 ( s1 ) ＞ f2 ( s3 ) ＞ f2 ( s5 ) ＞ f2 ( s8 ) ．
图 1 双目标非支配排序示例
Fig． 1 Illustration of bi-objective non-dominated sorting
性质 2 构造集 L 中任意一个元素都不被它后
面的元素支配．
2． 2 NSGA － II 的非支配排序算法
NSGA － II 的非支配排序算法( FNSA) 需要将
组合种群 Rt 分成多层的非支配前沿 Fi ( i = 1，2，…，
k，k为非支配前沿的层数) ． FNSA的基本步骤如下．
step 1 令 i = 1; Rt 中任一个体 p，都将与其它
个体进行支配关系比较，并计算支配个体 p 的个体
数目 np 和被个体 p 支配的个体集合 Sp． 凡是支配计
数 np 为 0 的个体都被分入第 1 层非支配前沿 F1 ．
step 2 对于Fi 中的任一个体 p，将 Sp 集合中的
每一个成员 q 的支配计数 nq 减1． 如果 q 的支配计数
nq 等于零，将 q 分入下一层非支配前沿 Fi+1 ．
step 3 令 i = i + 1，如果 Fi 非空，则跳转至
step 2． 否则，返回前沿 F1，F2，…，Fk 并结束非支配
排序．
图 2 NSGA － II 过程
Fig． 2 Procedure of NSGA － II
FNSA的排序结果为非支配前沿集F( F = F1∪
F2 ∪…∪ Fk ) ，如图 2 所示． FNSA 的缺点在于: 1)
时间复杂度高，为 O( mN2 ) ，这里的 m 为目标数，N
为组合种群规模; 空间复杂度高，为 O( N2 ) ; 编程实
现较难; 2) 因采用完全非支配排序( 即划分所有的





2． 3 Jensen 的双目标非支配排序算法
2003 年 Jensen［4］ 提出一种双目标非支配排序
算法( NSTO) ，该算法的基本步骤如下．
step 1 按照定义4对组合种群Rt 进行预排序．
step 2 对 Rt 进行顺序扫描，同时构造所有的
非支配前沿． 如果当前的被扫描个体 si ( i = 1，2，…，
N) 不被最末层前沿 Fk 中的个体支配时，则在已分
层的前沿( F1，F2，…，Fk ) 中通过折半查找将 si 分到
一个合 适 的 前 沿 中． 否 则，执 行 k = k + 1; set
Fk = { si} ．
step 3 如果没有扫描完，则跳转至 step 2． 否
则，返回前沿层 F1，F2，…，Fk 并结束非支配排序．
NSTO 算法的时间复杂度为 O( NlogN) ，空间复
杂度为 O( N) ． 但该算法还存在引言所提及的缺点．
2． 4 基于擂台赛法则的非支配排序算法
作为一种构造非支配集的方法，擂台赛法则
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要完成非支配排序，需要利用 AP 改进 FNSA． 这种
基于 AP 的非支配排序( APNS) 算法的时间复杂度
为 O( rmN) ，空间复杂度为O( N) ，r为非支配个体的
数目，m 为目标个数，N 为组合种群规模，且 0 ＜ r /N
＜ 1． APNS的缺点在于: 1) APNS同 FNSA一样存在





出一 种 快 速 简 明 的 双 目 标 非 支 配 排 序 算 法
( Bi-objective Non-dominated Sorting Algorithm，
BNSA) ．
3 双目标非支配排序算法( BNSA)
虽然 本 文 的 BNSA 算 法 初 始 阶 段 将 使 用 与
NSTO 算法中相同的预排序，但是 BNSA 中预排序之












配 前 沿 中 的 个 体 总 数 达 到 单 个 种 群 规 模
( POPSIZE) 为止．
首先假设 Rt 为组合种群，L 为构造集，Q 为 L 中
的支配个体所组成的集合( 集合 L 和 Q 适宜采用线
性表类型的数据结构) ，Fi 为第 i 层非支配前沿． 根
据定义 4 对 Rt 进行预排序，将排序后的结果保存在
构造集 L 中．
3． 1 判定某个体为非支配个体的快速识别准则





准则为 3． 2 节的前向比较操作提供了理论基础，证
明过程如下．
快速识别准则的证明 u，v∈ L，设 u 是 v 之
前最近的一个非支配个体，下面分为 u = v( 如果种
群中 存 在 相 同 的 个 体 时 ) 与 u≠ v两 种 情 行 加 以
证明．
1) 当 u = v 时，已知 u 是一个非支配个体，显然
v 也是一个非支配个体，准则得证．
2) 当 u≠ v 时，已知 u 是 v 之前最近的一个非支
配个体，根据预排序定义有 f1 ( u) ＜ f1 ( v) ∨ ( f1 ( u)
= f1 ( v) ∧ f2 ( u) ≤ f2 ( v) ) ．
下面用反证法证明 f1 ( u) ＜ f1 ( v) ． 假设 f1 ( u)
= f1 ( v) ∧ f2 ( u) ≤ f2 ( v) 成立，则或者是 u v，或
者 u = v． 然而 u v 与已知条件 u 不支配 v 矛盾，u
= v 也与已知条件 u ≠ v 矛盾，故原假设 f1 ( u) =
f1 ( v) ∧ f2 ( u) ≤ f2 ( v) 不成立，所以 f1 ( u) ＜ f1 ( v) ．
同理易用反证法证得 f2 ( v) ＜ f2 ( u) ．
下面证明 v的第2 个目标值 f2 ( v) 比它前面所有
个体的第 2 个目标值都要小．
( a) 先证个体 v的 f2 ( v) 比它前面所有的非支配
个体的第 2 个目标值都要小．
已知 u是非支配个体，由性质1 可知，u的第2 个
目标值 f2 ( u) 比它前面所有非支配个体的第二个目
标 值 都 要 小 ． 因 已 证 明 f2 ( v ) ＜ f2 ( u ) ，所 以 ( a )
得证．
( b) 再证个体 v 的 f2 ( v) 比它前面所有的支配
个体的第 2 个目标值都要小．
设个体 v 之前还存在若干支配个体，令 w 为其
中的任一个体． 假设 f2 ( w) ＜ f2 ( u) 成立，则易知个
体 w不会被非支配个体 u支配，进而w更不会被 u之
前的非支配个体支配． 这与个体 w 是支配个体相矛
盾，因此 f2 ( w) ≥ f2 ( u) ． 又因为已证得 f2 ( v) ＜
f2 ( u) ，则 f2 ( v) ＜ f2 ( w) ，所以( b) 得证．
综合( a) ，( b) 的结论，易证得 v 不会被它前面
所有的个体支配． 再由性质 2 可知，v 也不会被它后
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个体支配，则当前个体也是非支配个体，并将其分入















群规模( POPSIZE) 便停止非支配排序． 如图3 所示，
前 3 层非支配前沿分层完，便停止非支配排序．
本文称集成了 BNSA( 用 BNSA 替代 NSGA － II
的 FNSA) 的 NSGA － II 为 BNSA + NSGA － II，如图
3 所示． BNSA + NSGA － II 不仅能有效减少非支配
前沿的分层数目，而且它仍能利用 NSGA － II 的拥
挤距离方法来保持种群的多样性，它所获得的下一
代种群Pt+1 与NSGA － II所获得的下一代种群相同．
BNSA 克服了 NSTO 在引言中提及的两个缺点:
1) BNSA 应用按需排序的策略避免了不必要的分
层; 2) BNSA 对每个个体采用快速简易的前向比较
操作，不必反复折半查找，比 NSTO 更简易．
图 3 BNSA + NSGA － II 过程
Fig． 3 Procedure of BNSA + NSGA － II
3． 4 BNSA 算法的基本步骤
step 1 对 Rt 预排序，结果保存至构造集 L．
step 2 从 L 中的第 2 个个体开始，依次对每个
个体执行前向比较操作．
step 3 按需排序检测． 如果已分层前沿中的
累计个体数目小于单个种群规模，则由支配个体集
Q 生成新的构造集 L 并跳转至 step 2． 否则，返回已
分层前沿 F1，F2，…，Fk 并结束非支配排序．
3． 5 BNSA 算法的详细描述
BNSA( Rt ) {
/* 对组合种群 Rt 进行双目标非支配排序，分成 k 层非支配
前沿集{ Fi i = 1，2，…，k} ，初始时Fi = Φ* /
L = presort( Rt ) ; /* 预排序 * /
i = 1; /* i 为当前的非支配前沿层数 * /
count = 0; /* count 为已分层的个体数 * /
do {
Fi = { L［0］} ; /* 第一个元素是非支配个体 * /
count = count + 1;
Q = Φ; /* Q 暂存所有被支配的个体 * /
pre = 0; /* pre 指向前一个非支配个体 * /
for ( j = 1; j ＜ L． size( ) ; j ++ ) { /* 扫描 L* /
if ( L［pre］ L［j］) /* 执行前向比较 * /
Q = Q ∪ { L［j］} ;
else {
Fi = Fi ∪ { L［j］} ;
count = count + 1;
pre = j;
}
} /* 结束 Fi 层非支配前沿的分层 * /
i = i + 1;
L = Q; /* 生成下一层前沿的构造集 L* /
} while( count ＜ POPSIZE) /* 按需排序检测 * /
k = i － 1; /* 修正层数，k 为最末层的层数 * /
return F1，F2，…，Fk ;
}
3． 6 BNSA 算法的正确性证明
BNSA 的正确性证明是指对于任意输入的组合
种群，BNSA 都能正确地完成非支配排序，即需要证
明 BNSA 的返回结果 F1，F2，…，Fk 都是正确的非支
配前沿．
以下采用数学归纳法进行证明．
1) 基础步骤． 证明返回的F1 是正确的第一层非
支配前沿．
( 1) 已知算法中的第 2 行代码将当前的前沿层
数设置为 1． 再由性质 2 可知，第一次执行完第 5 行
代码能正确地将 L 中第一个非支配个体分入第一层
非支配前沿 F1 ．
( 2) for 循环体内的代码完成前向比较操作，根
据快速识别准则可知前向比较操作能正确地将 L 中
当前扫描到的非支配个体分入前沿 F1 ． 又因为算法
中第 9 ～ 17 行的 for 语句实际是从第 2 个元素一直
到最后一个元素顺序地扫描 L，执行前向比较，所以
能保证 L 中其余的非支配个体都被分入前沿 F1 ．
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综合( 1) ( 2) ，可证得第一次执行 for 语句后，
F1 是正确的第 1 层非支配前沿．
2) 归纳步骤． 必须证明对于任意的前沿层 Fi，
i = 1，2，…，k － 1，如果 Fi 是正确的第 i 层前沿，则
Fi+1 是正确的第 i + 1 层前沿． 先假设 Fi 是正确的第
i 层前沿． 因为第 11 行代码可通过线性表末端插入
的方式来保证支配个体依次保存到支配集 Q，且 Q
中的个体仍维持预排序后的顺序． 所以第 19 行代码
生成下一层非支配前沿的构造集 L 依旧满足 2． 1 节
中的性质和 3． 1 节的快速识别准则． 因此再次执行
do while 循环体后，能保证所产生的下一层非支配
前沿 Fi+1 也是正确的第 i + 1 层前沿．
综合 1) 和 2) ，由数学归纳的原理证明了 BNSA
的返回结果 F1，F2，…，Fk 都是正确的非支配前沿．
3． 7 BNSA 算法的时间与空间复杂度分析




排序等高级排序，其时间复杂度为 O( NlogN) ．
2) do while 循环( 即按需排序) 的时间复杂性:
生成第1 层非支配前沿需要进行 N － 1 次支配比较;
生成第 2 层非支配前沿最多要进行 N － 2 次支配比
较;……; 生成第 k 层非支配前沿最多要进行 N － k
次支配比较，所以按需排序的最坏时间复杂度为








= N － 1 + N － 2 + … + N － k ＜ kN．
最好情况下，当 Rt 中一半以上的个体为非支配
个体时，F1 ≥ POPSIZE，算法仅需分一层非支配前
沿，则 k = 1． 最坏情况下，当每层非支配前沿恰好仅
有一个个体时，则 k = N/2，但该情形出现的概率非常
小． 一般来说，参数 k 的取值与 Rt 中非支配个体的比
例( rate) 密切相关． 当 rate较大时，k的值较小; 当 rate
较小时，k 值较大． 随着多目标进化算法进化代数的增
加，种群中的 rate 值将快速地增大［5，11］． 相应地，k 的
取值也将快速减小． 平均而言，一般有 k ＜ logN，则此
时按需排序的时间复杂度 T( N) ＜ kN ＜ NlogN．
综 合 1) 和 2) ，BNSA 的 时 间 复 杂 度 为
O( NlogN) ．
下面再进行空间复杂度分析: 第1行代码中的预
排序的空间复杂度一般不会超过 O( N) ． 构造集 L 的
最大空间需求为 N，支配个体集 Q 的最大空间需求为
N － 1，非支配前沿F1，F2，…，Fk 共需要的最大空间为
N． 综上所述，BNSA 算法的空间复杂度为 O( N) ．
表 1 4 种算法的对比
Table 1 Comparison of 4 algorithms
FNSA APNS NSTO BNSA
时间复杂度 O( N2 ) O( rN) O( NlogN) O( NlogN)
空间复杂度 O( N2 ) O( N) O( N) O( N)
实现难易度 较难 较易 较易 容易
针对双目标优化问题，下面从时间复杂度、空间
复杂度和编程实现难易程度这 3 个方面将以上 4 种
非支配排序算法进行对比( 难易度分析参见 FNSA、
APNS、NSTO的缺点以及3． 2 节的描述) ． 结果如表1
所示，BNSA 在各项指标上都非常理想．
3． 8 BNSA 算法的实例说明
例 1 考虑一个由 10 个个体组成的组合种群
Rt ( Rt 的规模N = 10，单个种群规模POPSIZE = 5) :
s1 = ( 1，5) ，s2 = ( 2，10) ，s3 = ( 3，3) ，s4 = ( 4，5) ，
s5 = ( 5，2) ，s6 = ( 6，7) ，s7 = ( 7，9) ，s8 = ( 8，1) ，
s9 = ( 9，4) ，s10 = ( 9，6) ．
个体 si = ( f1，f2 ) 具有两个目标，目标值分别为
f1 和 f2，i = 1，2，…，10．
假设初始时




L = { s1，s2，s3，s4，s5，s6，s7，s8，s9，s10 } ．
第一次执行完 do while 循环体内代码后，生成
前沿 F1 = { s1，s3，s5，s8 } ，新的 L = { s2，s4，s6，s7，s9，
s10 } ，进行了 9 次支配比较，已分层个体数 count = 4
＜ POPSIZE．
第二次执行完 do while 循环体内代码后，生成
前沿 F2 = { s2，s4，s9 } ，新的 L = { s6，s7，s10 } ，进行了
5 次支配比较． 此时 count = 7 ＞ POPSIZE，返回非支
配前沿 F1，F2，非支配排序结束．
两次循环共执行 14 次支配比较，小于 kN( 2 ×
10 = 20，k 为分层数目) ，更小于 Nlog2N ( ＞ 30) ．
4 实验结果与分析
首先，本文将NSTO、APNS、BNSA这3 种非支配
排序算 法 集 成 到 NSGA － II 中 ( FNSA 本 身 已 在
NSGA － II 中，无须集成) ，即分别将这3 种算法替代
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表 2 文献［3］中的 9 个标准双目标测试问题
Table 2 Nine bi-objective benchmark test problems used in reference ［3］
问题 n 变量边界 目标函数
SCH 1 ［－ 103，103］
f1 ( x) = x
2
f2 ( x) = ( x － 2
2 )
POL 2 ［－ π，π］
f1 ( x) = 1 + ( A1 － B1 )
2 + ( A1 － B2 )
2
f2 ( x) = ( x1 + 3)
2 + ( x2 + 1)
2
A1 = 0． 5sin1 － 2cos1 + sin2 － 1． 5cos2
A2 = 1． 5sin1 － cos1 + 2sin2 － 0． 5cos2
B1 = 0． 5sinx1 － 2cosx1 + sinx2 － 1． 5cosx2
B2 = 1． 5sinx1 － cosx1 + 2sinx2 － 0． 5cosx2
FON 3 ［－ 4，4］














KUR 3 ［－ 5，5］
f1 ( x) = ∑
n－1
i = 1
( － 10exp( － 0． 2 x2i + x
2
i+槡 1 ) )




0． 8 + 5sinx3i )
ZDT 1 30 ［0，1］
f1 ( x) = x1
f2 ( x) = g( x) ［1 －
x1
g( x槡 ) ］






ZDT 2 30 ［0，1］
f1 ( x) = x1










ZDT 3 30 ［0，1］
f1 ( x) = x1
f2 ( x) = g( x) ［1 －
x1
g( x槡 ) －
x1
g( x) sin( 10πx1) ］










f1 ( x) = x1
f2 ( x) = g( x) ［1 －
x1
g( x槡 ) ］
g( x) = 1 + 10( n － 1) +∑
n
i = 2
［x2i － 10cos( 4πxi) ］
ZDT 6 10 ［0，1］
f1 ( x) = 1 － exp( － 4x1 ) sin
6 ( 6πxi )









n － 1 ］
0． 25
NSGA － II 的 FNSA． 然后比较 NSTO + NSGA － II、
APNS + NSGA － II、BNSA + NSGA － II 和NSGA － II
在非支配排序时的实验结果． 针对双目标优化问题，
本文做了以下 3 类比较实验: 1) 最大进化代数和种
群规模都不变时，计算 4 种算法双目标非支配排序
时的关键比较次数1)、分层数目和运行时间; 2) 种
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群规模固定而最大进化代数变化时，计算 BNSA、




标测试问题( 问题描述参见表 2) ． 这些测试问题的
Pareto 最优前沿的属性可以是凸和非凸、连续和非
连续、均匀和非均匀等类型的组合，具有广泛的代表
性． 所有的实验结果均为 25 次重复实验的统计结
果． 实验参数按照文献［3］进行设置: 采用实数制染
色体编码，模拟的二进制交叉和多项式变异，交叉概
率 pc = 0． 9，变异概率 pm = 1 /n，n 为决策变量向量
的维数，交叉的分布指数 ηc 和变异分布指数率 ηm
同为 20． 实验硬件环 境 为 Intel Core i3 2． 93GHz
CPU，4GB 内存的个人电脑，软件环境为 Windows
XP 操作系统和 Visual C + + 6． 0 开发工具．
4． 1 最大进化代数和种群规模不变时的实验对比
按照文献［3］设置最大进化代数为250，单个种
群规模( POPSIZE) 为 100，结果如表 3 所示． 表中的
rate 为组合种群的平均非支配个体比例，粗体数据
表示该项取得最优结果． 从表 3 可以看出:
1) APNS 的比较次数和运行时间都要稍好于
FNSA 的结果，这与文献［5］的结论是一致的．
2) NSTO 与 BNSA 的比较次数和运行时间都要
远好于 FNSA 和 APNS 的结果．
3) FNSA、APNS 和 NSTO 因同采用完全排序而
分层数目基本相同． BNSA 因采用按需排序策略，其
分层数目最少． BNSA 的分层数目和 rate 基本上是
负相关的，譬如 rate 值越高时，其分层数目越少．
4) 从前7 个测试问题来看，当 rate 超过40% 时，
BNSA的分层数目都在3层以内，BNSA的关键比较次
数和运行时间都明显好于 NSTO 的结果． 从最后 2 个
测试问题来看，当 rate 值在 30% 左右时，BNSA 分层
数目大约在3 ～ 4层之间，NSTO的关键比较次数和运
行时间好于 BNSA 的结果． 可见，在比较 BNSA 和
NSTO的性能时，BNSA的分层数目( k值) 是一个关键
指标． 抛开两种算法中相同的预排序，NSTO 算法的主
体部分的时间复杂度为 O( NlogN) ; 而 BNSA 算法的
主体部分的时间复杂度为 O( kN) ． 显然，一般 rate 值
越大时，k 值越小，kN ＜ NlogN，BNSA 的结果比NSTO
的结果更好． 总之，对于表 2 中大多数测试问题来说，
BNSA 的结果都要好于 NSTO 的结果．
表 3 4 种算法在 9 个标准测试问题上的实验结果比较




平均关键比较次数 平均分层数目 平均运行时间 /ms
FNSA APNS NSTO BNSA FNSA APNS NSTO BNSA FNSA APNS NSTO BNSA
SCH 88． 58 16486． 4 15974． 7 2158． 7 1999． 1 14． 16 14． 17 14． 16 1． 19 4． 46 3． 45 0． 35 0． 27
POL 72． 42 13534． 6 12544． 7 2156． 9 1981． 7 10． 57 10． 59 10． 61 1． 12 3． 84 2． 85 0． 33 0． 30
FON 64． 91 12494． 2 11429． 3 2189． 3 2038． 3 8． 70 8． 72 8． 71 1． 21 3． 60 2． 64 0． 40 0． 30
KUR 58． 14 11120． 6 9917． 1 2180． 1 2009． 2 12． 14 12． 15 12． 12 1． 26 3． 44 2． 57 0． 42 0． 29
ZDT1 52． 76 15789． 4 13589． 8 2140． 7 2022． 3 5． 27 5． 29 5． 26 1． 57 4． 50 2． 98 0． 42 0． 37
ZDT2 45． 46 14757． 7 12632． 8 2154． 2 2149． 7 7． 30 7． 26 7． 67 2． 47 4． 43 3． 08 0． 43 0． 42
ZDT3 52． 02 15472． 0 13194． 4 2137． 9 2009． 7 6． 17 6． 18 6． 17 1． 49 4． 29 2． 95 0． 37 0． 34
ZDT4 30． 85 10241． 5 8642． 5 2169． 0 2272． 9 16． 84 16． 67 16． 72 3． 60 3． 94 3． 29 0． 38 0． 43
ZDT6 34． 37 12413． 2 10134． 2 2133． 9 2212． 1 14． 65 14． 60 14． 59 3． 30 4． 35 3． 27 0． 42 0． 44
4． 2 种群规模固定而进化代数变化时的实验对比
根据平均非支配个体比例( rate) 为高、中、低 3
档，分别以 SCH、ZDT1 和 ZDT4 这 3 个测试问题为
例，单个种群规模( POPSIZE) 固定为 100，最大进化
代数的变化范围为 200 ～ 1 000，进行实验． 结果如图
4 所示． 图中的加速比定义为 FNSA 的关键比较次
数除以相应算法的关键比较次数． 如果某算法加速
比越高，则反映其加速性能越好．
总体来看，APNS 的加速比都稍高于 1 且变化
幅度不大，即 APNS 算法的加速性能比 FNSA 算法
稍好． 但是，APNS 算法的加速比远不及 BNSA 与
NSTO 的结果．
对于 rate 值最高的测试问题 SCH 而言，如图 4
( a) 所示，BNSA 的加速比明显好于 NSTO 的结果．
随着进化代数的增加，两者的加速比变化不大，这是
因为 20 代以后，SCH 问题的 rate 值基本上保持在
88%左右，不再发生大的变化．
对于 rate 值适中的 ZDT1 问题而言，如图 4 ( b)
所示，BNSA 的加速比都要好于 NSTO 的加速比． 此
外，NSTO 的加速比呈现略微下降的趋势，而 BNSA
5454 期 刘 敏 等: 一种快速的双目标非支配排序算法
算法的加速比却呈略微上升的趋势．
对于 rate 值最低的测试问题 ZDT4 而言，如图 4
( c) 所示，尽管进化初期 NSTO 算法的加速效果比
BNSA 稍好，但是随着进化代数的增加，BNSA 算法
的加速比却呈快速上升趋势． 当进化代数超过 400
代后，BNSA 的加速比明显好于 NSTO 的结果．





图 4 3 种算法在 3 个标准测试问题上的加速比




例，进化代数固定为 250 代，组合种群规模( N) 的变
化范围为 200 ～ 1 000，进行实验，结果如图 5 所示．
各种算 法 的 实 验 数 据 位 于 O( N2 ) 和 理 论 下 界
O( NlogN) 之间． 其中 FNSA 增长幅度最大，验证了
其时间复杂度最高; APNS 的增幅略低于 FNSA; 而
NSTO 和 BNSA 的结果几乎与下界 O( NlogN) 重合，
验证了两者的时间复杂度同为 O( NlogN) ．
图 5 4 种算法时间复杂度的实验结果
Fig． 5 Time complexity of 4 algorithms by experimental data
5 结 束 语
非支配排序是基于 Pareto 支配的 MOEA 中最
为重要的一种个体等级分类方法． 快速的非支配排
序算法往往能极大地提高 MOEA 的运行速度． 本文
针对双目标优化这一常见的多目标优化形式，提出




O( NlogN) ． 实验结果表明: 当最大进化代数在 250
代以内时，BNSA 在大多数测试问题上比其它三种
非支配排序算法具有更快速的性能． 当进化代数超
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