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To unravel pairing mechanism of a superconductor from limited, indirect experimental data is
always a difficult task. It is common but sometimes dubious to explain by a theoretical model with
some tuning parameters. In this work, we propose that the machine learning might infer pairing
mechanism from observables like superconducting gap functions. For superconductivity within the
Migdal-Eliashberg theory, we perform supervised learning between superconducting gap functions
and electron-boson spectral functions. For simple spectral functions, the neural network can easily
capture the correspondence and predict perfectly. For complex spectral functions, an autoencoder
is utilized to reduce the complexity of the spectral functions to be compatible to that of the gap
functions. After this complexity-reduction process, relevant information of the spectral function is
extracted and good performance restores. Our proposed method can extract relevant information
from data and can be applied to general function-to-function mappings with asymmetric complexities
either in physics or other fields.
I. INTRODUCTION
The mechanism of superconductivity has been one of
hottest topics for more than one century since the first ex-
perimental evidence of superconductivity in mercury was
observed by H. K. Onnes in 19111. After half a century,
the seminal work by Bardeen, Cooper and Schrieffer2,
called the BCS theory, elucidating inevitable pairing at-
traction from the electron-phonon coupling (EPC), suc-
cessfully resolve the long-standing puzzle of the origin of
superconductivity. However, materials with strong EPC
could not be incorporated in this scope. The strong EPC
issue in normal metal was solved by Migdal using the
field theoretical Green’s function approach to show the
perturbation series of the EPC can converge quickly due
to the negligible vertex correction compared to the self-
energy3,4. The work was further extended to describe
the superconducting states by Eliashberg on the basis
of collection of states introduced by Bogoliubov5,6. The
resulting Eliashberg theory, also known as the Migdal-
Eliashberg (ME) theory, is a modification of the BCS
theory to take into account the EPC more realistically
and thus the retardation effect more accurately7.
The success of EPC for superconductivity demon-
strates the huge impact from collaboration between
fermions (electrons) and bosons (phonons). Since then,
scientists keep searching for possible bosonic modes be-
hind superconductivity, including unconventional super-
conductors such as high-temperature superconducting
cuprate8 and iron-based superconductors9,10. Possible
bosonic modes include the spin wave, spin fluctuation
and so on11, each of which has specific spectrum. In this
way, the original BCS theory is widely generalized to de-
scribe the superconductivity based on the interactions
between electronic and bosonic modes and is applied to
various superconducting systems even when the pairing
glues of them are expected to be unconventional. Know-
ing the bosonic spectrum relevant to the superconducting
pairing thus gives great insights on the mechanism of su-
perconductivity.
Theoretically, it is straightforward to calculate gap
functions based on the spectrum of bosonic glue of su-
perconductivity. On the contrary, the bosonic spec-
trum is material dependent and requires case-dependent
ab initio calculations. Since electron and boson con-
tribute to the superconductivity through the overall effec-
tive electron-boson spectral function (EBSF) without the
need to know much material details, the inference of the
EBSF from superconducting properties is possible and
can stand for a convincing proof of the mechanism. Our
goal is to infer the EBSF from the gap function using
machine learning techniques, and this strategy may be
extended to other mechanisms including unconventional
superconductivity.
Since the beginning of this century, machine learning
(ML) related techniques have been intensively developed
in the fields of the computer vision and natural language
processing12–15. Among the methods for machine learn-
ing, the supervised learning and unsupervised learning
have been largely applied to various fields other than the
computer sciences. In the supervised learning (SL), data
with labels are used to train the machine such that the
well-trained machine can predict correct labels of data
unseen before. For instance, if we have two functions FA
and FB having some unknown one-to-one correspondence
to each other we can train a SL machine to predict FB
for given FA or vice versa. In the unsupervised learn-
ing (USL), a machine is trained by feeding data without
labels to learn the distributions of the data with or with-
out the dimension reduction. For instance, the restricted
Boltzmann machines can learn the distributions of data
without the dimension reduction16 while autoencoders
(AEs) can learn the distributions in the latent space for
a compressed representation in reduced dimensions17.
Starting from few years ago, modern ML gradually
becomes a relevant skill for solving different types of
problems in physics18–24. Recently, the detection of
phase transitions starts to employ ML as an alterna-
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2tive method25–33. Since then, many following efforts
have been devoted to applying ML to phase transitions
of diverse theoretical models30,34–43. In addition to the
phase transition detection, ML techiques can also be
applied to various fields, such as guiding the materi-
als discovery44–47, preparing special quantum states48–52
and extracting information from measurements in X-ray
experiments53–55.
For superconductivity, efforts are mainly devoted
to the prediction of the transition temperature.
These include the similarity search using the encoded
fingerprints56, learning the representations of elements
in the periodic table to predict superconductivity57,58
and the estimation of the transition temperature via dis-
parate models, such as the support vector machines59,60,
gradient boosted model61, regression models62,63, self-
learned descriptors combined with the atom table
convolutional neural networks (ATCNN)64, equation-
based model65, convolutional gradient boosting decision
trees66, variational Bayesian neural network67 and mod-
els using the text-mining-generated training datasets68.
Effects of training data and improved measures are also
investigated for materials discovery69. However, com-
pared to the prediction of the superconducting transi-
tion temperatures, the mechanism of the superconduc-
tivity attracts less attention. One representative work is
the estimation of normal and anomalous self-energies of
superconductors from experimental ARPES data70.
In this work, we realize a machine which can answer the
possible EBSF from the input: a gap function. Through
the establishment of the relations learned by the ma-
chines, we can derive the spectral function relevant to
the gap function without performing the ab initio calcula-
tions. The performance for simple EBSFs is good by the
SL and what is learned by the machine during the train-
ing process is investigated. The SL alone, however, is
hard to improve the performance of complex, randomly-
generated EBSFs. In order to resolve this issue, we used
the AE to evaluate the complexities of both the EBSFs
and gap functions. It was found that EBSFs have much
higher complexity. Therefore, the complexity of EBSFs
is reduced by AE to be compatible to that of the gap
function, in which way smoothed EBSFs are generated
to contain key information relevant to the input data.
By using the AE-smoothed EBSFs as the new labels and
the AE-transformed gap functions as the new inputs, the
performance is greatly improved, which indicates that the
new EBSFs preserve the essential information relevant to
the new gap function so that they have one-to-one corre-
spondence between them. This approach thus proposed
a process of complexity reduction which can generally
extract the key information of the data relevant to our
input functions, and can be utilized to improve SL tasks
in physics or other fields. The process is demonstrated
in Fig. 1. Note that we also study the cases where the
density of state (DOS) is the input. The results are sim-
ilar to those for the gap functions so only results for the
gap functions are presented unless otherwise specified.
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FIG. 1: The flowchart of the training process. We start at
step 1 by training a supervised learning (SL) machine with a
dataset. If the performance is good then we can use the well-
trained machine for predictions (step 2). If the performance
is not good, we have to check if the latent dimension of out-
put functions, dLo, is larger than that of input functions,dLi
(step 3). If it is not the case, we expect the performance can
be improved by changing the hyper-parameters of the neu-
ral network, such as the number of layers and the number of
neurons in each layer (go back to step 1). See also the dis-
cussion section. If dLo > dLi, we firstly train an autoencoder
(AE) with latent dimension dLi using the original dataset and
generate new datasets from the well-trained AE (step 4). At
step 5, we train a new SL machine with the newly generated
dataset and the good performance is expected (step 6).
The outline of the rest of this article is given in the
following. In Sec. II, we introduce the ME formalism,
describing the relations between the EBSFs and the gap
functions, the training datasets. In Sec. III, we describe
the details and results for the training with simple (Sec.
III A) and complex EBSFs (Sec. III B). We discuss the
relation between the performance and the compatibility
of complexity as well as potential applications of our work
and then make a conclusion in Sec. IV.
3II. MIGDAL-ELIASHBERG FORMALISM
The key feature of the superconductivity relies on the
Cooper-pair condensation, initiated by the pair of states
(k ↑,−k ↓) occupied coherently. Therefore, the Nambu-
Gor’kov formalism utilizing the two-component spinor
ψ†k = (c
†
k↑ c
†
−k↓) was introduced
71–73. the Green function
at momentum k and (imaginary) Matsubara frequency
iωn is
[G(k, iωn)]
−1 = iωnI− εkσ3 − Σ(k, iωn), (1)
where k is the normal-state energy dispersion and Σ is
the self-energy. For the self-energy Σ, the ME theory
considers the self-energy Σ comes from both the EPC
and the electron-electron Coulomb interaction. Espe-
cially, the vertex corrections are argued to be small so
that a bare vertex is a good approximation, which means
the EPC is truncated at order of ωD/EF , the ratio be-
tween the Debye frequency and the Fermi energy. This
leads to the self-energy
Σ(k, iωn) = − 1β
∑
k′n′ν σ3G(k
′, iωn′)σ3
×[|gk,k′,ν |2Dν(k− k′, iωn − iωn′) + VC(k− k′)],
(2)
where VC(k−k′) is the screened Coulomb potential, and
gk,k′,ν is the screened EPC strength which describes scat-
tering between electron states k and k′ through a phonon
with wave vector q = k′ − k and frequency ωqν . The
propagator for phonons is Dν(q, iωn) = 2ωqν/[(iωn)
2 −
ω2qν ] and the self-energy is in the form of
Σ(k, iωn) = iωn[1−Z(k, iωn)]I+χ(k, iωn)σ3+φ(k, iωn)σ1
(3)
where Z(k, iωn), χ(k, iωn), φ(k, iωn) are functions at the
Matsubara frequencies to be determined. Here, the phase
of the pairing potential φ(k, iωn) is gauged so as to ex-
clude the σ2 component. Therefore, the Dyson equation
becomes
[G(k, iωn)]
−1 = iωnZI− (εk + χ)σ3 − φσ1. (4)
The functions of Z(k, iωn), χ(k, iωn) and φ(k, iωn) can
be determined.
The functions depend on k, which impedes heavily on
the computational task. A standard approximation is ap-
plied that the DOS is constant of NF around the Fermi
energy EF since EF is much larger than the pairing en-
ergy. Hence the energy shift χ is a constant to be omit-
ted. Furthermore, for conventional superconductors the
gap function anisotropy is usually weak or smeared out
by impurities73. Therefore, an isotropic approximation
is adopted to average k over the Fermi surface. By defin-
ing the electron-phonon (electron-boson) spectral func-
tion (EBSF)
α2F (ω) =
1
NF
∑
k,k′
∑
ν
|gk,k′,ν |2δ(k′)δ(k)δ(ω − ωqν)
(5)
where the function is positive definite, we finally have the
ME equations to solve self-consistently in the following
Z(iωn) = 1 +
piT
ωn
∑
n′
ωn′
R(iωn′)
λ(n′ − n) (6)
Z(iωn)∆(iωn) = piT
∑
n′
∆(iωn′)
R(iωn′)
[λ(n′−n)−µ∗θ(ωc−|ωn′ |)]
(7)
where R(iωn) ≡
√
ω2n + ∆
2(iωn), ∆ ≡ φ/Z is the gap
function, and
λ(n′ − n) =
∫
2ωα2F (ω)
(ωn − ωn′)2 + ω2 dω, (8)
is the interaction kernel function. T is the temperature,
and the reduced Planck constant ~ and the Boltzmann
constant kB are set to unity for convenience.
The electron-electron interaction is renormalized and
then considered via the the Morel-Anderson pseudopo-
tential µ∗ in the frequency below ωc. The µ∗ value is
empirical and in the range of 0.1 ∼ 0.2 for most con-
ventional superconductors73. Its value usually does not
change the behaviour of the results much. The sum-
mation of the Matsubara frequencies is truncated in the
numerical calculations. Once Z(iωn) and ∆(iωn) are cal-
culated at the Matsubara frequencies, we perform ana-
lytical continuation iωn → ω+ = ω + iΓ, where ω is
the real frequency and Γ → 0+ an infinitesimal positive
number. Numerically this can be performed under Pade´
approximation74. In Appendix C, we show the details of
the numerical calculations of the ME equations and the
preparation of the input (gap function ∆(ω)) and output
(EBSF α2F (ω)) part of the training datasets.
III. INFERRING THE SPECTRAL FUNCTIONS
BY SUPERVISED LEARNING
We build up a SL machine by using Keras on the
Tensorflow backend to take ∆(ω) as an input function
to predict the EBSF as the output function. The net-
work structure of the machine contains the input layer
(300 neurons), output layer (1000 neurons) and two hid-
den layers (500 and 800 neurons, respectively), sketched
in Fig. 2. ∆(ω) is fed into the input layer and, after
passing through two hidden layers, the predicted EBSFs,
α2F (ω), are produced in the output layer. The activa-
tion functions for the first three layers are ReLU while a
linear function is used in the output layer. We choose the
mean-square error (MSE) as the loss function to be mini-
mized by the ADAM optimizer75. We divide our dataset
into three subsets: 10% of the data for the testing set,
9% for the validation set and the rest for the training set.
4∆ሺ𝜔ሻ
Input layer Output layer
Two hidden layers
EBSF
NTO layer
FIG. 2: The neural network for the supervised learning to
predict EBSFs based on the information from the gap func-
tions.
A. Good performance for simple bosonic spectrum
In this subsection, we study the performance of the
machine when the complexity of the data is low. We pre-
pare the data (totally 1800 data in this dataset) in which
every EBSF is constructed by a combination of Gaussian
variants. We show some EBSFs in Fig. 3(a) and gap
functions in Fig. 3(b). Our machine nicely predicts the
EBSF, as shown in the close overlap between the real
(dashed orange) and predicted (solid blue) functions in
Fig. 3(a).
Given the good performance, we would like to have in-
sights on what the machine has learned from the training
dataset. The details are shown in the appendix B.
B. AE-aided supervised learning for asymmetric
complexities
In this part of work, we prepare diverse EBSFs (totally
10000 data in this dataset) by randomly generating the
value for each frequency in one EBSF and performing
some smoothing (averaging) schemes to slightly elimi-
nate fluctuations. The performance after the training is
shown in Fig. 4. The predicted EBSFs (p-EBSFs) match
approximately the main profile of the ground-truth EB-
SFs (gt-EBSFs) but miss fine structures. We propose
that this discrepancy is caused by different complexities
of EBSFs and gap functions so that they do not have one-
to-one correspondence to each other. Explicitly speaking,
it is close to a many(EBSFs)-to-one(gap function) map-
ping, which will be discussed in the appendix A. There-
fore, in order to restore good performance necessary is
the complexity adjustment, during which relevant infor-
mation of EBSFs can be extracted. In the following, we
quantify the complexity by an AE and show explicitly
that the complexity of the EBSFs is much higher than
that of the gap functions ∆(ω).
An AE, as illustrated in Fig. 5, is usually used to
reduce the dimensions of data and to represent data as
latent vectors in the latent space. We train an AE to
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FIG. 3: (a). The labels (orange dashed curves) and predic-
tions (blue solid curves) for EBSFs. (b). The real (blue solid
curves) and imaginary (orange dashed curves) part of gap
functions.
firstly take in a data in the input layer and, after going
through the whole AE network, to reconstruct the same
data in the output layer. The middle layer of an AE is
called the bottleneck whose number of neurons defines
the dimension of the latent space, the latent dimension
dL. Our strategy is to concatenate each gap function
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FIG. 4: The labels (orange dashed curves) and predictions
(blue solid curves) for complex EBSFs. The predictions only
match the main profile of the labels because the complexity
of the EBSFs (output) is much higher than that of the gap
functions (input).
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Hidden layer Hidden layerHidden layer output layerInput layer
FIG. 5: The sketch of an autoencoder (AE). An AE contains
one encoder and one decoder. An encoder is defined as the
part from the input layer to the middle layer (The left three
layers.) and a decoder is defined as the part from the middle
layer to the output layer (the right three layers). Therefore,
an encoder maps a data into an latent vector and a decoder
generates a data based on a given latent vector. We train the
AE to reconstruct the input in the output layer.
(vector) and the corresponding gt-EBSF (vector) as a
new vector and then use those combined vectors to train
the AE.
As the first trial, we set dL = 2 and the result is shown
in Fig. 6(b). This 1400-dimension vector is composed of
the EBSF (the first 1000 dimensions) and the gap func-
tion (the remaining 400 dimensions), where each dimen-
sion is a discrete frequency point of the corresponding
functions. The gap function is well reconstructed while
the EBSF is not. This result shows that the two dimen-
sional latent space is enough for representing the gap
functions but not enough for representing the complex
EBSFs. Next, in order to find the required dimension of
the latent space for well representing both the EBSFs and
gap functions, we study cases with the latent dimensions
dL = 1, 2, 4, 8, 32, and 64. The results are shown in Fig.
6. Both EBSFs and gap functions are well reconstructed
for dL ≥ 32, which indicates that the latent dimension
for the EBSFs is roughly 32 (The minimal required latent
dimension should be between 24 and 32 according to our
simulations.)
The two complexities (or dL’s) for EBSFs and gap
functions are so different that many distinct EBSFs may
map onto similar gap functions, consistent with the pro-
posed many-to-one mapping. In this case, the machine
has difficulties in learning the mapping and possibly end
up with outputting the averaged EBSF. It is consistent
with what has been observed in Fig. 4 as the predic-
tion curves seem to serve as smoothed functions of the
real curves. This also explains our bad training perfor-
mance in Fig. 4: randomly generated EBSFs contain
much information, and most of it is not relevant to the
gap function so that the performance of the SL machine
is reduced. Questions are raised: can the simplified p-
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FIG. 6: The original (orange dashed curves) and recon-
structed (blue solid curves) functions of AE’s with different
latent dimensions dL = 1 (a), 2 (b), 4 (c), 8 (d), 32 (e) and
64 (f). The first 1000 components (on the left) of each curve
is the EBSF while the last 400 components (on the right) is
the gap function. When dL ≥ 32, both the EBSF and gap
functions can be well reconstructed.
EBSF be a good prediction? It is possible that this sim-
plified p-EBSFs have contained enough information to
reproduce all relevant physics in the gap functions and
we do not really need the original, complex EBSFs for
understanding the mechanism behind the superconduc-
tivity. Maybe all we need are those EBSFs having similar
complexity to that of the gap functions.
In order to clarify ideas mentioned above, we calcu-
late two gap functions based on the gt-EBSFs and the
p-EBSFs. If both the simplified p-EBSF and complex
gt-EBSF contain the relevant information, their result-
ing gap functions should look similar. Our results, as
shown in Fig. 7, supports this idea. For each subfigure,
the first panel is the EBSF and the following two pan-
els show the calculated gap-related functions. Although
the gt-EBSF has some small-scale fluctuations which do
not exist in the p-EBSF, their resulting two functions
look similar. It demonstrates that the extra complexity
(say, for instance, those small-scale fluctuations) is not
physically relevant to the gap functions. Therefore, our
SL machine, in fact, does learn the physically relevant
part of the EBSFs even though it does not fully repro-
duce the gt-EBSFs. Given that both the p-EBSFs and
gt-EBSFs contain information relevant to the gap func-
tions, we examine what the key information looks like in
the following.
Our belief is that if one simplified EBSF do contain
mostly the key information relevant to the gap functions,
the complexity of that simplified EBSF has to be of the
same degree as that of the gap functions. Furthermore,
the SL machine, trained by the simplified EBSFs and
corresponding gap functions, will restore the good per-
formance. In order to systematically control the complex-
ities, here we use an AE to generate new EBSFs as well
as the gap functions with desired complexity (or latent
dimension) for our SL trainings. The way to generate
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FIG. 7: The results based on the p-EBSF (a) and the gt-
EBSF (b). The first panel of each subplot is the EBSF and the
following two panels are gap-related functions. The difference
between two EBSFs is mainly small-scale fluctuations, which
turn out to be not physically relevant as the resulting gap-
related functions from these two EBSFs are similar.
new datasets is given in Appendix F. As an example, we
train an AE to generate new dataset {v2} with dL = 2
(The blue curve in Fig. 6(b) is one sample.). The {v2}
dataset, containing the gap functions {g2} and EBSFs
{f2}, is then used to train a new SL machine and the
results are shown in Fig. 8(b).
The performance is good for two reasons. Firstly, the
latent dimension of the EBSFs is reduced to two, similar
to that of the gap functions. The second and most im-
portant reason is that the EBSFs and gap functions are
co-transformed so that relevant connection between them
are kept by the AE. If these two functions are separately
transformed by the AE the performance is lowered. In
other words, via an AE, the latent dimension of the EB-
SFs is reduced from 32 to 2 and the co-transformation
with the gap functions makes the 2-D latent space of the
EBSFs equal to the 2-D latent space of the gap func-
tions. We also check that the AE-transformed EBSFs re-
ally lead to, by the self-consistent calculations, the new,
co-transformed gap functions for any latent dimension.
That is, an AE can preserve the connection between the
gap functions and EBSFs and transfer this connection
to the new dataset no matter what latent dimension is
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FIG. 8: The labels (orange dashed curves) and predictions
(blue solid curves) for the SL trainings using data generated
from the AE with different latent dimensions dL = 1 ∼ 32.
The performance of the SL training increases with decreasing
dL’s. The difference in the complexities between gap func-
tions and EBSFs decreases with decreasing dL, leading to the
improved SL training performance.
chosen. In the appendix E, we provide evidences show-
ing that the EBSFs predicted by our AE-follow-up SL
machine do contain information relevant to the gap func-
tions for any latent dimensions. In the appendix A, we
use the connection preserved by the AE to numerically
show the many-to-one mapping between EBSFs and gap
functions claimed above.
Given that all newly generated datasets {v′ns} for any
latent dimensions n satisfy the ME equations, we have to
7determine which dL is the appropriate one to construct
the SL machine for predictions. The key is to find the
latent dimension of the gap functions dLg . From the in-
spection of Fig. 6, it is easy to find that dLg = 2, which
is the minimal dimension where the AE-transformed gap
functions g2 look similar to the original gap functions
g0. In other words, the phase space of {g2}, the col-
lection of gap functions generated by a trained AE with
dL = 2, may contain most of the phase space of {g0}. On
the contrary, {g1} may contain a smaller portion of the
phase space of {g0}, which can be seen, for instance, in
Fig. 6(a) as the reconstructed gap function has some mis-
match with the original one. In Appendix D, we evaluate
the portion of the {g0} phase space occupied by {gn} with
several different n’s to quantitatively determine dLg = 2.
For the cases using the DOS as input functions, similar
calculations and analysis have been performed and the
appropriate latent dimension is one, instead of two for the
gap functions. It is consistent with our observations as
the difference between DOS curves is mainly the positions
of the coherence peaks while the difference between gap
functions can exist in much more different ways.
Given the good performance shown above, we can sum-
marize our process in Fig. 1 for improving the perfor-
mance of a general functional-mapping SL as following.
First of all, we check the latent dimensions (or complex-
ities) of both input and output functions dLi and dLo
respectively by AEs with different dL’s. Usually, the bad
performance occurs when dLo > dLi , which will be dis-
cussed next. Secondly we train an AE with the latent
dimension dLi . During this second step, the complexi-
ties of input and output functions are adjusted to be the
same and new dataset can be generated by the trained
AE. As the final step, we use newly generated datasets to
train the SL machine and use this well-trained machine
to make predictions for gap functions from experiments.
IV. DISCUSSIONS AND CONCLUSIONS
The bad performance usually occurs when dLo > dLi .
In this case, the machine has to learn to infer remarkably
different output functions (EBSFs in this work) based
on similar input functions (gap functions in this work).
This is a difficult task and the machine usually ends up
with predicting the ”coarse grained” functions as men-
tioned above. However, for the opposite situation, where
dLo < dLi , remarkably different input functions are used
to infer similar output functions, which is a relatively
easier task. Consider an extreme example where two dif-
ferent input functions (q1 and q2) correspond to the same
output function (r1). Then, the machine only needs to
learn to infer r1 no matter which one of q1 and q2 is
encountered. For a consistency check, we reverse the
roles of input and output functions (that is, here, we use
EBSFs to predict gap functions via a SL machine) and
the performance of the SL machine is good (not shown),
which is consistent with our expectations.
In order to have good performance, the latent dimen-
sion of the AE has to be chosen appropriately if initially
the two latent dimensions of input and output functions
are largely different. For the simpler case shown in the
first part of this work, two complexities (latent dimen-
sions) are compatible to each other so that the perfor-
mance is good and we do not need an extra AE. For the
complex case shown in the second part of this work, the
latent dimension of the output functions (dLo = 32) is
much larger than that of input functions (dLi = 2 for
the gap functions and dLi = 1 for the DOS functions).
Therefore the best performance occurs when the latent
dimension of the AE is chosen to be two (one) if the
gap functions (DOS functions) are chosen as the input
functions.
Usually, it is difficult to have enough dataset directly
from experimental inputs for training a SL machine.
Therefore, we theoretically generate datasets for train-
ing. In order to include all possibilities encountered in
the real physical world, data is generated with maximum
randomness. However, this process can create extra com-
plexity which is irrelevant to the physical properties of in-
terest leading to bad performance as expected. Our pro-
cess of complexity reduction serves as a way to extract
physically relevant information of the randomly gener-
ated functions.
In this work, our method is applied to mainly BCS su-
perconductivity but the extension to other types of order
parameters of superconductivity, such as d-wave SC or
other unconventional ones, should be straightforward as
long as similar theoretical formalism connecting the gap
functions and bosonic glue is established. Furthermore,
this method can be generally applied to any function-to-
function supervised-learning tasks with asymmetric com-
plexities to improve the performance and obtain more
understanding on the data.
In summary, we predict the EBSF of a superconductor
based on the measured gap functions via the supervised
learning aided by the autoencoder. When the latent di-
mensions of input and output functions are compatible,
the performance is good. When these two latent dimen-
sions are remarkably different (dLo > dLi), we have to
reduce the latent dimension of the complex one to be
compatible to the simple one so that the good perfor-
mance restores. This reduction can extract physically
relevant information. Therefore, this method paves the
ways to improving the performance of general function
mappings with asymmetric complexities and to extract-
ing meaningful information in data from physics or other
fields.
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8Appendix A: Many-to-one mapping
In order to demonstrate the many-to-one mapping, we
statistically examine the difference between two EBSFs
(say, the original f1 and the complexity-reduced f2) and
that between two corresponding gap functions (say, g1
and g2). As the first step we randomly generate f1 and
obtain, via ME self-consistent calculations, the gap func-
tion g1. We then choose an AE-follow-up SL machine
with the latent dimension dL = n and feed this machine
with g1. The output is f2. As the next step, we obtain
g2 self-consistently based on f2. Note that, both pairs
((f1,g1) and (f2,g2)) are shown in the main text to sat-
isfy the ME equations. This completes the generation of
one data (f1, f2, g1, g2) and, in the following, we de-
fine and evaluate two differences: ∆f for EBSFs and ∆g
for gap functions using the Pearson correlation coefficient
(PCC)82.
For each data, the PCC of f1 and f2 and that of g1
and g2 are calculated as pf and pg, respectively. The
PCC will be equal to 1 if the two compared functions are
exactly the same. Then two differences are defined as
∆f = 1−pf and ∆g = 1−pg. We can then calculate the
average of ∆f and ∆g over the dataset for each latent
dimension n. As shown in table I that ∆f is roughly
two orders of magnitude larger than ∆g, which means
remarkably different EBSFs correspond to similar gap
functions, a many-to-one mapping.
TABLE I: The differences in the gap functions (∆g) and
EBSFs (∆f ) in terms of the Pearson correlation coefficient
(PCC). The difference in EBSFs is much larger than that in
gap functions, the many-to-one mapping.
dL 2 4 8 16 32
∆g 0.00336 0.00451 0.0019 0.00234 0.002
∆f 0.107 0.084 0.0624 0.0623 0.0562
Appendix B: What the machine has learned from
simple datasets
First of all we analyze how the performance is influ-
enced by the neuron number of the layer next to the out-
put layer (NTO layer, see Fig. 2). This neuron number
turns out to be the number of basis functions whose com-
binations produce the output functions. We extract the
weights between the NTO and output layers to find these
bases. Suppose the output function f(ωi) =
∑
j wijaj ,
where aj is the value of the j-th neuron of the NTO layer.
The bias vector is ignored in this discussion as it does not
influence the performance. Then wij is the i-th element
of the j-th basis. Note that the weights between the last
two layers can be directly interpreted as bases because
the activation function of the output layer is set to be
linear, instead of nonlinear functions such as ReLU. We
demonstrate cases when the NTO layer has different neu-
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FIG. 9: The extracted basis functions for machines with dif-
ferent neuron numbers in the NTO layer. Smooth curves are
proper basis functions while noise-like curves indicate that the
machine fails to find proper bases. The performance increases
with the number of the proper bases so that the performance
of the four-neuron case (b) is better than the six-neuron case
(c).
ron numbers in Fig. 9 so that each curve corresponds to
one basis function the machine has learned from data.
Smooth curves are proper basis found by the machine
while noise-like curves, such as the lower-left panel in Fig.
9(c), indicate that the corresponding neuron is impotent.
The more proper bases found by the machine, the bet-
ter the performance. For instance, for the four-neuron
case, the machine finds four proper bases so the perfor-
mance is better than that in the six-neuron case where
the machine only finds three proper bases, but worse than
that in the eight-neuron case where the machine finds six
proper bases. The connection between the performance
and the number of proper basis can be further visual-
ized from the training history. The four-neuron case is
demonstrated in Fig. 10. When a basis is found the loss
function shows a drop and totally four proper bases (See
Fig. 9(b)) are found.
Appendix C: Numerical Calculation of the
Eliashberg equation
The effects of the EPC are manifest in the mass
renormalization factor Z(ω) and the gap function ∆(ω),
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FIG. 10: The loss function for the four-neuron case during the
training process. The loss function drops when the machine
finds one basis function.
which can be determined theoretically by the material-
dependent EBSF α2F (ω). To have large enough datasets
for the machine to learn, we generate various EBSFs ran-
domly which suffice for our need of data. The ME equa-
tions (6) and (7) are then solved self-consistently by in-
putting these generated EBSFs. Other quantities like T
and µ∗ are input parameters to be specified to solve the
equations.
The generated EBSF must be continuous and positive-
definite. We first create random functions along the
one-dimensional ω space by the geometric Brownian mo-
tion which is often used as the financial market price
simulations76,77. The functions are then shifted to guar-
antee the positive-definite behaviour, and are further en-
forced to vanish at zero and large frequencies above the
Debye cutoff. The generated functions are then numeri-
cally smoothed to make themselves continuous. Finally,
the functions can be mapped to the chosen low frequency
region of interest.
In the whole work here, we map the generated EBSF to
the frequency range of 0 ∼ 10 meV, and set the tempera-
ture T = 1.16K. The dimensionless empirical parameter
µ∗ is fixed to be 0.1 for simplicity since its value does
not change the result much. Note that the energy can be
used as the common unit and other dimensional quan-
tities are scaled correspondingly. For example, we can
still get the same result of the gap function and renor-
malization if the frequency range is mapped to the range
of 0 ∼ 50 meV, while T is chosen to be 5.8 K simultane-
ously. Some randomly-generated EBSFs will not produce
superconductivity at the chosen temperature. We keep
only the nonzero ∆ data for training and testing.
In Eqs. (6) and (7), the Z and ∆ are coupled all to-
gether with all Matsubara frequencies. In the numerical
calculations of the coupled equations, the terms are trun-
cated at high frequencies since Z and ∆ are decaying to
fixed values at high Matsubara frequencies. The summa-
tion over different Matsubara frequencies ωn is truncated
to n ∈ (−M − 1,M) terms. The M value determines the
maximum Matsubara frequency included, which should
be large enough to ensure convergent results, and espe-
cially high accuracies for the sake of analytical continua-
tion to be performed later.
There always exists the solution ∆ = 0 which corre-
sponds to the normal state. In numerical calculation we
should be careful of choosing the initial values and the
convergent criteria to find the superconducting solutions
(∆ 6= 0) of interest. To solve the coupled equations self-
consistently, we solve them iteratively. However, the sim-
plest and straightforward iteration of a previous output
as the next input usually converges poorly. Typically the
trivial solution ∆ = 0 might be obtained, especially when
the non-trivial solution is small. To perform the numer-
ical iteration properly, we adopt the Broyden’s method,
which is a quasi-Newton method to find roots of a set of
nonlinear equations f(x) = 0 by updating the Jacobian
matrix78. Here x = {∆(iωn), n = −(M + 1), . . . ,M} is
the root solution to be found. The Jacobian matrix J
with (i, j) entry Jij =
∂fi
∂xj
specifies the first-order par-
tial derivatives in each small displacement. The n−th
iteration is written in the form of
Jnδxn ' δfn, (C1)
where fn = f(xn), δfn = fn − fn−1, and δxn = xn −
xn−1. The inverse of the the Jacobian matrix is updated
directly as
J−1n = J
−1
n−1 +
δxn − J−1n−1δfn
δxTnJ
−1
n−1δfn
δxTnJ
−1
n−1 (C2)
to minimize the Frobenius norm ||Jn − Jn−1||F , as sug-
gested by Broyden78. With J−1 determined, the roots
of the equations are then improved by proceeding in the
Newton direction:
xn+1 = xn − J−1n f(xn) (C3)
until the solution converges.
Once the Z and ∆ are solved at the Matsubara fre-
quencies, the analytical continuation of these functions
to the real axis is then executed. We adopt the Pade´
approximation, which requires sufficient and accurate N-
points (here 2M+2 points) data at the imaginary axis74.
In practice, the truncated M must be large enough to en-
sure the maximum Matsubara frequency several times of
the real frequency range under discussion5. According
to our energy unit choice, our real frequency ω of inter-
est is about 0 ∼ 60 meV, above which the Z and ∆ are
usually saturated to 1 and 0, respectively. Only the low
frequency parts below 35 meV of Z and ∆ are used as
the input for the later machine learning. Our choice of
M = 350 corresponds to a Matsubara frequency ∼ 220
meV, about 22 times of the EBSF domain range and sev-
eral times of the input frequency range, sufficient to re-
solve the low-frequency information. If Z(iωn), ∆(iωn),
or φ(iωn) do not converge for the chosen M value, M
will be doubled until they converge. After these quan-
tities are analytically continued to the real axis, we also
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compare ∆(ω) and φ(ω)/Z(ω) for consistency check. The
two should be mathematically equal but may differ due
to the adopted Pade´ approximation or the numerical er-
rors. We set the criteria to their difference and ratio to
each other at each frequency point, and only those data
having both criteria passed beyond ω = 35 meV will be
kept, since only the Z(ω) and ∆(ω) below 35 meV will
be used for later machine learning to find reasonable re-
lations among functions.
Appendix D: Determination of the appropriate
latent dimension
For gap functions in the AE-generated {gn}, the per-
formance (of predicting the EBSF) can be solely deter-
mined by the loss function of the SL machine Sn, which
is trained using {gn}. How about gap functions other
than the dataset {gn}? We expect that for gap functions
close enough to any member of {gn}, the performance is
also determined by the loss function of Sn when Sn is
used to make predictions. Therefore, to determine the
closeness of two data set, we can define a characteristic
distance ln between two functions within {gn} and claim
one gap function is close enough to {gn} when its clos-
est distance to {gn} is less than ln. For each member
gni in {gn}, we can always find its closest partner with
smallest distance lni which is defined as the summation
of the normalized absolute difference between two func-
tions,
∑
ω |gni−gnj |/
∑
ω |gni|, over all frequencies. Then
ln is defined as the maximum of {lni}. We can then ex-
pect that one gap function not belonging to {gn} can
share similar performance of Sn if the distance between
this gap function and its closest member in {gn}, lon, is
less than ln. We can then estimate the correct rate of the
prediction by the portion of the original {go} satisfying
lon ≤ ln to further evaluate the performance of {go} us-
ing Sn. In Table II, we show this portion as well as the
optimized value of the loss function of Sn for different
dL = n.
TABLE II: The portion of the original dataset included in
the newly generated datasets with different latent dimensions
(dL’s). The optimized value of the loss function for each dL is
also presented. For dL ≥ 2, the domains of newly generated
datasets can cover almost all of the original dataset, which
ensures the high correct rate of the predictions.
dL 1 2 4 8 16 32
portion 63.71% 99.39% 99.97% 99.97% 99.98% 99.99%
loss 0.00001 0.0001 0.0038 0.015 0.025 0.029
Please see Fig. 8 to visualize the performance. The
better the performance, the smaller the loss function.
The correct rate is close to 100% for dL ≥ 2 and the per-
formance decreases with increasing dL. Therefore, the
best choice will be dL = 2, consistent with na¨ıve inspec-
tions of Fig. 6.
32168421 p‐EBSF
p=0 p=2p=‐1p=1
100%
‐100%
0
50%
‐50%
FIG. 11: The difference in different moments (p) between old
(original) and newly SL-predicted EBSFs. We study the cases
with dL = 1, 2, 4, 8, 16, 32 as well as the p-EBSF. The error
bars are standard deviations from the whole datasets. Statis-
tically, differences in these moments between original and new
EBSFs can be viewed as zeros, indicating that original and
new EBSFs share key information about the gap functions.
Appendix E: Relevant properties shared by original
and newly generated datasets
Since often superconducting properties, such as the
critical temperature, can be estimated by some mo-
ments of the EBSFs without diving into the spec-
trum details79–81, we calculate the p-th moments µp =∫
ωpf(ω)dω carrying relevant information for compari-
son, where f(ω) = α2F (ω) and p = 2, 1, 0, and -1 is
calculated. Therefore, we can check if the original and
SL-predicted EBSFs share the same properties. We cal-
culate µp,o and µp,n which are p-th moment of old (orig-
inal) and new (SL-predicted, dL = n) EBSFs, respec-
tively. These new EBSFs are obtained in three steps. At
the first step, we obtain AE-transformed gap and EBSFs
(See Appendix F). At the second step, transformed gap
functions and EBSFs are used to train a SL machine Sn.
At the third step, we feed the old gap functions into Sn
to predict the new EBSFs and compare them to the old
EBSFs. We then take the mean (m) and standard devi-
ation (std) of the difference of
µp,o−µp,n
µp,o
over the whole
dataset. The results, as shown in Fig. 11, show that the
old and new EBSFs do share relevant properties. We also
compare the old EBSFs to the p-EBSF functions, which
is consistent with Fig. 7.
Appendix F: Generating new functions
In this appendix, we provide detailed procedures of
generating new EBSFs and gap functions for given dL =
n, which are used to train a SL machine. Consider one
original gap function go and EBSF fo as two vectors and
we concatenate these two vectors to one combined vec-
tor vo, the first part of which is the EBSF fo and the
second part of which is the gap function go. We then
train a AE with dL = n, denoted as An, by using the
dataset {vo} until the reconstruction error is optimized
(or minimized). After the training is completed, we again
feed {vo} to this trained AE and obtain the output {vn}.
Then the first part of each vector vn is the new EBSF
fn and the second part of it is the new gap function gn.
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Then we can use this dataset, {gn} and {fn}, to perform the SL training mentioned in the main text.
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