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Abstract
In this note we consider M/D/1/N queue with renovation and derive analytic
expressions for the following performance characteristics: stationary loss rate,
moments of the number in the system. Moments of consecutive losses, wait-
ing/sojourn time (as introduced in [1]) are out of scope. The motivation for
studying these characteristics is in the comparison of renovation with known
active queue mechanisms like RED.
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1. System description
We consider the system consisting of one queue of finite capacity N , served
by single server. Customers arrive at the system according to the Poisson flow
of rate λ. If a customer sees the system full it is lost, otherwise it occupies one
place in the queue if the server is busy and the server if it is idle. Service times
are constant, equal to d > 0. Thus the cumulative distribution function B(x)
of the random variable equal to customers service time is the step function: it
is 0 if x < d and 1 otherwise. Upon service completion one customer from the
head of the queue enters server i.e. the service discipline is FCFS.
General renovation mechanism is implemented in the system. It works as
follows. Define N + 1 numbers, say qi ≥ 0, 0 ≤ i ≤ N , satisfying
∑N
i=0 qi = 1.
When the service is completed the served customer leaves the system and ad-
ditional i customers are removed from the queue with probability qi. Such
mechanism of removing customers from the system is called renovation in [2, 3].
For the purpose of comparison with RED we need to introduce several refine-
ments into the renovation procedure. Firstly notice that after the renovation,
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the queue may become empty and thus the server will be idle until the next
arrival. From the practical point of view it is more appealing to leave at least
one customer in the system after the renovation. Secondly, it may happen that
upon service completion it is required to remove more customers, than are ac-
tually waiting in the queue. For such a conflict we will consider separately two
resolution options:
Option 1. If upon service completion there are 1 ≤ i ≤ N customers waiting in
the queue, then
– with probability q0 nothing happens;
– with probability qj , 0 < j < i, exactly j customers from the queue leave
the system and those customers are chosen successively starting from the
head of the queue;
– with probability Qi = qi + qi+1 + · · ·+ qN exactly (i− 1) customers from
the queue leave the system. Again those customers are chosen successively
starting from the head of the queue.
Option 2. If upon service completion there are 1 ≤ i ≤ N customers waiting in
the queue, then
– with probability q0+Qi nothing happens, where Qi = qi+qi+1+ · · ·+qN ;
– with probability qj , 0 < j < i, exactly j customers from the queue leave
the system and those customers are chosen successively starting from the
head of the queue.
Throughout the paper, for the sake of brevity, we use the agreement that∑
−1
k=0 ≡ 0.
2. Option 1
2.1. Stationary distribution
Let N(t) be the total number of customers at instant t and E(t) be the
elapsed service time of the customer in server (if there is one) in the M/D/1/N
queue with renovation as described above. In order to compute the stationary
queue size moments we need the distribution
lim
t→∞
P{N(t) = n} = Pn, 0 ≤ n ≤ N + 1, (1)
and for the loss rate, due to PASTA property of Poisson arrivals, – the distri-
bution it is sufficient to know
lim
t→∞
P{N(t) = n,E(t) < x} = Pn(x), 1 ≤ n ≤ N, x ∈ [0, d], (2)
Since we are dealing with the finite-capacity queue and work conserving service
discipline, these stationary distributions exist. The analytic method for finding
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Pn has been developed in [4, 2]. Even though the renovation mechanism that
we consider differs from the one in [4, 2], the method still works. The distri-
butions (1) and (2) can be found as follows. At first we find the stationary
distribution {P+n , 0 ≤ n ≤ N} of the Markov chain {ν(t), t ≥ 0} embedded at
service completion epochs. Then using well-known results for the Markov re-
generative processes (see [5, Theorem 9.19]), we calculate {Pn, 0 ≤ n ≤ N + 1}
by Pn =
∑N
i=0 P
+
i fin/f
∗, where fin is the mean time spent by the system in
state n, starting from i, and f∗ is the mean time between transitions of the
{ν(t), t ≥ 0}. Finally, relations for the functions Pn(x) are found from the
results for the M/D/1/N queue.
Let βi = [(λd)
i/i!]e−λd and B0 = 1− β0, Bi = Bi−1 − βi, i ≥ 1. The entries
of the transition probability matrix P = (pij) of the embedded Markov chain
{ν(t), t ≥ 0} have the form
p0j = p1j =


β0, j = 0,∑N
k=1 βkqk−1 +BNqN−1+
+
∑N
k=1 βkQk +BNqN , j = 1,∑N
k=j βkqk−j +BNqN−j , 2 ≤ j ≤ N,
pij =


0, j = 0,∑N+1−i
k=0 βkQk+i−1 +BN+1−iqN+
+
∑N+1−i
k=max(0,2−i) βkqk+i−2 +BN+1−iqN−1, j = 1,∑N+1−i
k=max(0,j−i+1) βkqk−j+i−1 +BN+1−iqN−j , 2 ≤ j ≤ N,
2 ≤ i ≤ N.
The matrix P = (pij) does not have any special structure and so the values of
P+n are found by solving the system of linear algebraic equations
~P+ = ~P+P, ~P+~1 = 1,
where ~P+ = (P+0 , . . . , P
+
N ). There are numerous methods for performing the
solution (for example, Gaussian elimination method. For others one can refer
to [6]).
In order to compute the values of {Pn, 0 ≤ n ≤ N + 1} using the relation
Pn =
∑N
i=0 P
+
i fin/f
∗, we need expressions for fin and f
∗. For the stationary
mean time f∗ between transitions of the embedded Markov chain {ν(t), t ≥ 0}
it holds that
f∗ = P+0
(
1
λ
+ d
)
+ (1 − P+0 )d.
Since customers, that are waiting in the queue, can leave the queue only on
service completions, we have
fin =
{
0, 0 ≤ n ≤ i− 1,
f0,n−i+1, i ≤ j ≤ N + 1,
1 ≤ i ≤ N.
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Clearly f00 = 1/λ and other values of f0n are computed by conditioning on the
number of arrivals during one service completion. For f01 we can write
f01 =
∫
∞
0
xe−λxdB(x) +
∫
∞
0
dB(x)
∫ x
0
tλe−λtdt,
which, by remembering the property of the Laplace-Stieltjes transform
∫
∞
0 g(x)dB(x) = g(d),
can be reduced to
f01 = de
−λd +
1
λ
(
1−
1∑
k=0
(λd)k
k!
e−λd
)
.
It is straightforward to generalize this result for 1 ≤ n ≤ N :
f0n =
1
λ
(λd)n
n!
e−λd +
1
λ
(
1−
n∑
k=0
(λd)k
k!
e−λd
)
=
1
λ
(
1−
n−1∑
k=0
(λd)k
k!
e−λd
)
.
For f0,N+1 the expression will be different, which is due to the fact that the
system capacity is finite and at some instant (when the queue becomes full)
the state of the system stops changing due to new arrivals and will change only
when the service is completed. One way to compute f0,N+1 is to consider all
possible events, which gives
f0,N+1 =
∫
∞
0
x
(
1−
N−1∑
k=0
(λx)k
k!
e−λx
)
dB(x)+
∫
∞
0
N
λ
(
N∑
k=0
(λx)k
k!
e−λx − 1
)
dB(x) =
= d
(
1−
N−1∑
k=0
(λd)k
k!
e−λd
)
+
N
λ
(
N∑
k=0
(λd)k
k!
e−λd − 1
)
.
The other way is to recall that
∑N+1
n=1 fin = d and thus once f0n, 1 ≤ n ≤ N ,
are computed, f0,N+1 = d−
∑N
n=1 fin. Since Pn are found, the moments EN
m
of the total number in the system can be computed according to the definition
i.e. ENm =
∑N+1
k=0 k
mpk.
Coming back to the functions Pn(x), notice that the differential equations
for the functions pn(x) = P
′
n(x) coincide with those for the classical M/D/1/N
queue. Thus they have the form (see, for example, [7, subsection 4.14]):
pn(x) = e
−λx[1−B(x)]
n−1∑
k=0
pn−k(0)
(λx)k
k!
, 1 ≤ n ≤ N. (3)
Here pn(0) are the boundary conditions, which are in our case different from
the boundary conditions for the classicalM/D/1/N due to the presence of ren-
ovation. We can follow the classic argumentation for obtaining the boundary
conditions forM/G/1-type queues remembering renovation. But since the prob-
abilities Pn =
∫ d
0
pn(x)dx have been found above, we can integrate (3) from 0
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to ∞ and find the relation between Pn and pn(0). This gives
Pn =
n−1∑
k=0
λk
k!
pn−k(0)
∫ d
0
e−λx[1−B(x)]xkdx =
=
1
λ
n−1∑
k=0
Bkpn−k(0), 1 ≤ n ≤ N. (4)
This is the system ofN linear algebraic equations withN unknowns p1(0), . . . , pN (0),
which can be solved iteratively, starting from n = 1:
pn(0) =
1
B0
(
λPn −
n−1∑
k=1
Bkpn−k(0)
)
, 1 ≤ n ≤ N. (5)
Since the values of pn(0), 1 ≤ n ≤ N , are now known and the functions pn(x)
can be computed from (3).
2.2. Loss probability
Let π be the probability that the arriving customer (or tagged customer)
will be lost. Due to the PASTA property of Poisson arrivals, pn(x) is also the
probability density that the arriving customer sees n customers in the system
and sees the elapsed service time equal to x. Firstly, the arriving customer is lost
if it sees the system full, which happens with probability PN+1. If the arriving
customer sees the system busy but not full, then the derivations become tricky.
Indeed, let the arriving customer see one customer in the system and the elapsed
service time equal to x (the probability density of this even is p1(x)). Then if no
customers arrive until the service is completed (i.e. during the time d−x), then
the tagged customer will not be lost. But if there was at least one arrival during
the remaining service time d − x, then the tagged customer will be lost with
probability Q1. Now assume the tagged customer sees one customer waiting
in the queue and the elapsed service time equal to x (the probability density
of this even is p2(x)). Then if no customers arrive until the current service is
completed (i.e. during the time d − x), then the tagged customer will be lost
with some (yet unknown) probability r0. But if there was at least one arrival
during the remaining service time d− x, then the tagged customer will be lost
with some (also unknown) probability r∗0 . Clearly r0 (r
∗
0) is the probability of
the event “the customer is lost if there are 0 customers in front of it in the queue
and no customers (at least one customer) behind it and the elapsed service time
of the customer in server is 0” and thus
r0 = [1− e
−λd]Q1, r
∗
0 = Q1.
For the tagged customer seeing i customers waiting in the queue and the elapsed
service time equal to x, we will have two probabilities ri−1 and r
∗
i−1, which are
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computed recursively from rj and r
∗
j , 0 ≤ j < i − 1. Putting it altogether, we
have the following expression for the loss probability π:
π = PN+1 +Q1
∫ d
0
p1(x)[1 − e
−λ(d−x)]dx+
N−1∑
i=2
∫ d
0
pi(x)e
−λ(d−x)dx
i−2∑
j=0
qjri−2−j +
+
N−1∑
i=2
∫ d
0
pi(x)[1 − e
−λ(d−x)]dx

i−2∑
j=0
qjr
∗
i−2−j +Qi

+ PN N−2∑
j=0
qjrN−2−j , (6)
where the probabilities ri and r
∗
i are computed from relations
r0= [1− e
−λd]Q1, (7)
r∗0 =Q1, (8)
ri= e
−λd
i−1∑
j=0
qjri−1−j+[1−e
−λd]

i−1∑
j=0
qjr
∗
i−1−j+Qi+1

, 1 ≤ i ≤ N−2, (9)
r∗i =
i−1∑
j=0
qjr
∗
i−1−j+Qi+1, 1 ≤ i ≤ N−2. (10)
Even though the expression (6) can be simplified by computing the integrals
explicitly, it is not our goal here. For small and moderate values of d, N and
λ the expression (6) presents almost no computational difficulties and can be
directly used for numerical implementation.
2.3. Consecutive losses
We will not derive here the expression for the moments of the consecutive
losses and just notice the following. When comparing with RED-type schemes,
we are interested in consecutive losses between two accepted arrivals. Due to the
fact that losses of two types occur in the system (due to the full queue and due to
the renovation) this is a hard nut to crack. One of the feasible solutions follows
from the results for the distribution of consecutive losses under a RED scheme.
In order to make the exposition simpler and the argument more transparent, we
change the deterministic service to exponential with rate µ (thus we deal in this
subsection with the M/M/1/K queue). Let L be the random variable equal to
a length of a series of consecutive losses. The probability P{L = k} is equal to
the fraction
P{“an arrival accepted, next k arrivals lost, the next arrival accepted”}
P{“an arrival accepted, the next arrival lost”}
.
(11)
Given that the system is busy, the probability that an arrival occurs earlier
that the service completion is simply δ = λ/(λ + µ). Again by utilizing the
PASTA property of Poisson arrivals and the law of total probability we obtain
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the expression for the denominator in (11):
P{“an arrival accepted, the next arrival lost”} =
=
N∑
n=0
Pn(1− dn)
n+1∑
i=1
δdi(1− δ)
n+1−i.
The expression for the numerator in (11) can be obtained by simple recursion.
Denote by lk,i the probability that k consecutive arrivals are lost and (k + 1)
st
arrival is accepted. It holds
l1,i =
i∑
k=1
δ(1− dk)(1− δ)
i−k + (1− δ)i(1 − d0), 1 ≤ i ≤ N + 1,
ln,1 = δd1ln−1,1, ln,i = δdiln−1,i + (1− δ)ln,i−1, 2 ≤ i ≤ N + 1.
Putting all together, we get the expression for P{L = k}:
P{L = k} =
N∑
n=0
Pn(1− dn)lk,n+1
N∑
n=0
Pn(1− dn)
n+1∑
i=1
δdi(1 − δ)n+1−i
, k ≥ 1.
Now the moments of the number of consecutive losses can be calculated accord-
ing to the definition.
3. Option 2
3.1. Stationary distribution
The distributions Pn and Pn(x), as defined by (1) and (2), can be found
following the same steps in the previous section. The only difference will be
in the expressions for P+n of the embedded Markov chain {ν(t), t ≥ 0}. It
is straightforward to see that the entries of the transition probability matrix
P = (pij) of the embedded Markov chain {ν(t), t ≥ 0} under Option 2 have
the form
p0j = p1j =


β0, j = 0,
βjQj +
∑N
k=j βkqk−j +BNqN−j , 1 ≤ j ≤ N − 1,
(q0 + qN )BN−1, j = N,
pij =


0, j = 0,∑N−1
k=j−1 βkqk−j+1 +BN−1qN−j , 1 ≤ j ≤ i− 2,
βj−i+1Qj +
∑N−1
k=j−1 βkqk−j+1 +BN−1qN−j , i− 1 ≤ j ≤ N − 1,
(q0 + qN )BN−i, j = N,
2 ≤ i ≤ N.
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The matrix P = (pij), just like in the case of Option 1, does not have any
special structure. So the probabilities P+n are found by solving the system of
linear algebraic equations
~P+ = ~P+P, ~P+~1 = 1,
where ~P+ = (P+0 , . . . , P
+
N ). Now the distributions Pn and Pn(x), and moments
of the number in the system can be computed using the relations in the previous
section.
3.2. Loss probability
Let π be the probability that the arriving customer (or tagged customer)
will be lost. The expression for π under Option 2 is more involved than under
Option 1 given by (6). This is due to the fact that the accepted customer may be
lost either after the fist service completion or the second etc. and the chance to
be lost varies, depending on the number of new customers, that arrived between
successive service completions.
Let us introduce two quantities:
γij , 1 ≤ i ≤ N , j ≥ 0, — probability that the arriving customer finds i
customers in the system and until the next service completion exactly j new
customers arrive at the system;
rij , 0 ≤ j ≤ N − 1, 0 ≤ i ≤ N − j − 1, — probability that the customer
waiting in the queue will not be served, if there are j customers in front of it in
the queue (excluding the one in server) and i behind.
Given that γij and rij are known, the loss probability π can be computed as
π = PN+1 +
N−i∑
j=0
γij
(
i−2∑
k=0
qkrj,i−2−k +
i+j−1∑
k=i
qk +Qj+irj,i−2
)
+
+
∞∑
j=N−i+1
γij
(
i−2∑
k=0
qkrN−i,i−2−k +
N−1∑
k=i
qk +QNrN−i,i−2
)
. (12)
Due to the PASTA property of Poisson arrivals, the expression for γij simply
follows from the law of total probability:
γij =
∫ d
0
pi(x)
(λx)j
j!
e−λxdx, 1 ≤ i ≤ N, j ≥ 0. (13)
Again by applying the law of total probability, we get the relations for the
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recursive computation of rij , 0 ≤ j ≤ N − 1, 0 ≤ i ≤ N − j − 1:
ri0 =
N−i−1∑
m=0
βm
m+i∑
k=1
qk +
∞∑
m=N−i
βm
N−1∑
k=1
qk, (14)
rij =
N−1−j∑
m=i
βm−i

j−1∑
k=0
qkrm,j−1−k+
m+j∑
k=j+1
qk+Qj+m+1rj,j−1

+
+
∞∑
m=N−j−i
βm

j−1∑
k=0
qkrN−j−1,j−1−k+
N−1∑
k=j+1
qk+QNrN−j−1,j−1

.(15)
The expressions above can be further simplified by computing the integrals
explicitly, but we will not do it since for small and moderate values of d, N and
λ they can be directly used for numerical implementation.
4. Conclusion
Although the renovation mechanism is based on completely different idea
than the RED-type AQMs, as numerical experiments show, it allows to achieve
comparable system performance. Yet the choice of the values of its parameters
qi presents certain difficulties. We are unaware of any analytic way of choosing
qi and thus we have to resort to special search algorithms. Metaheuristics (like
particle swarm optimization) are also applicable here.
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