INTRODUCTION
After the publication of hundreds of complete prokaryotic genomes few would underestimate the role of genomics in contemporary molecular microbiology. DNA sequencing facilitates genetic manipulation and promises to uncover the basic functional schemas of the uncultivable microbial majority. Genome data have also highlighted the very peculiar mode of genome evolution in prokaryotes when compared to model eukaryotes. The genomes of the latter evolve new functions mostly by gene duplication; their substrates, chromosomes, have very distinctive regions, notably centromeres and telomeres. Their transcription units usually include one single gene, and their cellular processes are highly compartmentalized. In prokaryotes, the gene repertoires increase mostly by horizontal gene transfer (HGT), not by duplication. Chromosomes are relatively uniform in terms of gene density and sequence composition. Genes are typically cotranscribed in operons. Many cellular processes are cou- Elements of genome organization.
pled. Whereas two strains of Escherichia coli have more unrelated genes than two typical mammalian genomes, genome maps of E. coli and Bacillus subtilis, which diverged several billion years ago, are more similar than are yeast genomes diverged a few hundred millions years ago. As a consequence, bacterial chromosomes tend to have architectures that are both complex and plastic, albeit generally very different from eukaryotes. Although they are surprisingly flexible in terms of gene repertoires, their organizational features are highly conservative ( Figure  1) .
In this review, I argue that available evidence shows that all cellular processes interacting directly or indirectly with DNA affect and shape genome structure. The underlying molecular cause is that such processes impose constraints and/or lead to selection of some favorable configurations of genomic objects. Naturally, if two processes interact in the chromosome then the affected regions will be constrained by the processes and their interaction, which requires fine-tuned organization. The resulting picture 
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Figure 2
The scales of genome organization.
is that at the crossroads between interactions genomes become highly organized. Each section of this review is thus titled after one or several cellular processes whose interplay shapes chromosome organization. Examples of such emerging organizational features include the overabundance of leading strand genes caused by the antagonistic interaction between replication and gene expression, the biases in gene distribution that may favor chromosome segregation by way of gene expression, or the aggregation of functionally neighboring operons to benefit from the effects of nucleoid opening in coexpression. These features shape chromosome organization at very different scales, from small motifs to very large chromosomal regions (Figure 2 ). Since the organization of genetic information is adaptive, most spontaneous rearrangements lead to lower fitness, e.g., by slowing growth. The conflict between genome dynamics and chromosome organization is molded by natural selection and depends on ecological and cellular processes that may thus be unraveled by comparative genomics.
GENE EXPRESSION AND CHROMOSOME COLOCALIZATION
Half a century ago it became apparent that related enzyme-coding genes tend to be colocalized in the bacterial chromosome. Furthermore, the order of these genes follows the order of the corresponding enzyme activities in metabolic pathways (25) and they are often coded in the same polycistronic unit, the operon (50) . Many operons code for paths of metabolic networks, typically without skipped steps (122) . Yet, the original paradigmatic lac locus in E. coli shows an even more interesting story. First, it is composed of two, not one, transcription units, where the regulator is transcribed apart but placed contiguously in the chromosome. The colocalization of an operon and its regulator is very frequent in bacterial genomes (40, 57) . Second, the lacZYA operon contains a transporter and two enzymes, showing that functional neighborhood is not limited to connectivity in a metabolic network. Indeed, the most conserved operons code for proteins of similar functional classes even when they are not enzymes (24, 101) . Third, the lacZYA operon is present in only one species, E. coli, among the first 500 completely sequenced genomes, and not even all strains of E. coli have the complete operon. In addition to being a celebrity and a paradigm, the lac operon is also a rarity.
Causes for the Existence of Operons
While wondering at the marvelous complexity of regulatory strategies, most researchers instinctively contemplate the regulatory model of operon evolution. The model sustains the proposition that functional neighbors are adaptively brought together in the chromosome for regulatory purposes. Given the historical role of operons in molecular genetics, it is perplexing (60) . Genes are massively transferred among most prokaryotic genomes and a cluster of genes performing neighborly functions has a much higher probability of successful transfer because it adds a functional module to a pre-existing structure. As a case in point, enzymes encoded in successfully laterally transferred operons tend to correspond to paths of metabolic pathways that are connected to the native ones (80) . Under this model, operons are fitter because they allow seamless integration into the cellular networks of transferred genetic information. Although it has been coined the selfish operon model, in most situations the association is mutualistic, and the associated increase in cell fitness will effectively increase the frequency of the operon in the bacterial gene pool. The point of divergence between the regulatory and the selfish models is that the former emphasizes the advantage of cotranscription for regulatory purposes whereas the latter emphasizes the advantages of genome proximity for cotransfer of neighboring functions. Other models of operon evolution have been proposed but they have received far less attention, mainly because they do not fit available evidence (59).
Why Are There Operons?
Genes need not reside in operons to be successfully transferred or regulated in sophisticated ways. A theory to explain the creation and maintenance of operons must then explain why operons exist at all. Genes arising from different backgrounds are bound to have incompatible regulatory sequences. Their concatenation into an operon under the control of a single promoter is an all-or-nothing strategy: If the promoter works all genes will be expressed, if it does not then none will. When operons code for a single functional module or physical complex, as is often the case (24) , only the expression of the whole has an adaptive value. But in most other cases, the advantage is less evident, and the dependence of all genes on a single promoter means that transfers lacking this single sequence will be unsuccessful for all the genes in the operon. In the absence of detailed modeling, the advantage of having operons under the selfish model is still open to debate. The regulatory model explains the existence of operons in several ways. First, the dependence of several genes on a single regulatory sequence puts this sequence under stronger selection and thus allows for the emergence of more complex regulatory strategies. Indeed, upstream regions of multigene transcriptional units have slightly more (∼10%) regulatory signals than do regions upstream of single genes (87) . Sharing a regulatory sequence also saves space and decreases the genetic load associated with selecting for a given motif. Second, in prokaryotes transcription-translation coupling is the rule and cotranscription allows colocated translation, which has been suggested to be adaptive, e.g., by allowing assembly of large complexes through cotranslational folding (109), or by allowing cell compartmentalization (21) . Third, when different genes are to be expressed in exactly the same amount because they are part of a complex, transcription of all genes in a single transcript diminishes gene expression noise and ensures more precise stoichiometry. The most conserved operons code for proteins that interact physically (22) , but in general the optimal expression level of each gene is not the same for all genes in an operon. This may be tackled by regulation at other levels, but adds complexity to the apparent simplicity of gene regulation by operons. Fourth, coincident mRNA degradation of genes in the same operon facilitates Schematic predictions of the selfish and regulatory models (bottom graph). The probability of a gene being in an operon is a function of gene volatility in both models but while in the selfish model the most volatile genes are more prone to be in operons, in the regulatory model the less volatile genes are more prone to be in operons (bottom graph). Volatility is the inverse of persistence, i.e., the probability that a gene of the pan genome is absent in a given genome of the species.
the control of gene expression. The regulatory role of operons, although undisputed, does not necessarily signify that operons appear initially for regulatory purposes.
Where Are Operons Created?
The selfish theory claims that genes are brought together more frequently by rearrangements at the level of a mobile carrier of genetic information, e.g., an unstable plasmid, than at the level of the chromosomes (60) . Whereas plasmids merge, split, and rearrange very frequently, bacterial chromosomes are highly stable, and significant shuffling of the core genome takes hundreds of millions of years (Figure 3a) . Hence, it might seem that it would take an excessively long time to bring two well-separated genes together simply by successive rearrangements. Yet genes can be brought together also by in- sequences. Furthermore, each native gene has a higher probability of persisting in the chromosome because it is being individually selected for. Therefore, operons created by chromosomal events might be more frequently fixed, but further population genetics studies are required to assert this point.
Why Are There Conserved Contiguous Operons?
Genes in operons are under much stronger selection to remain together than genes that are contiguous in the chromosome but contained in different operons (24, 28) . Yet, there is also evidence of weaker selection for contiguity between pairs of operons (93), some of which are so widely conserved that they have been called super-or uberoperons (58, 98) . Although not cotranscribed, these structures are important elements of genome organization and may enlighten us on the evolutionary role of operons. The selfish operon theory readily explains why transferred genes need not be in one single operon to enjoy the selfish drive, the archetypical example being pathogenicity islands. But there may be regulatory advantages for contiguity between related operons. Pairs of divergently oriented operons show correlated expression levels and are more conserved than are convergent ones (57) . This is because sometimes they share bidirectional regulatory regions that allow coregulation of the two operons (40, 117 
Key Predictions
The key prediction of the selfish theory is that the propensity of a gene to be in an operon should be positively correlated with its likelihood of being transferred (Figure 3b ). Therefore, laterally transferred genes should be particularly prone to be in operons and essential genes should stand alone (60) . This prediction has been proven false, because the largest and most conserved operons concern essential genes such as those coding for ribosomal proteins (49, 79) . Among the operons recently formed in the chromosome of E. coli, native genes are overrepresented and recently acquired genes most frequently form new operons with these (87) . The selfish model predicts that sexually isolated genomes after a period of small population sizes and extensive rearrangements, such as Buchnera, should have smaller operons because they experience no horizontal transfer and have almost only kept essential functions. Instead, Buchnera have operons longer than those of the average bacterium (122), as expected if coregulation of essential functions were under strong selection. There are therefore many observations favoring the regulatory over the selfish model when it comes to key predictions. Yet, one must also consider the possibility that the selfish model might better explain the aggregating behavior of highly volatile genes, i.e., genes present in very few genomes within a clade (Figure 3b ). Even though these may constitute a small fraction of every genome, they still constitute a significant fraction of the pan genome and a major source of strain diversification. Essential genes stay for such long periods in the chromosome that they are bound to cluster at a given moment (30) . Since these genes are rarely lost, the so-formed adaptive operons remain stable throughout long periods of time. At the other extreme, highly volatile genes correspond to functions that are often lost and rarely gained. They stay for such short periods in any given genome that there is little time to form adaptive operons in situ. The survival of these genes depends crucially on the success of horizontal transfer and thus the selfish model might better explain their presence in operons.
Still to be quantified is the relative pertinence of each model to operons containing these poorly characterized genes. Ironically, although genomic data favor the regulatory model, one of its paradigms, the lac operon, has probably emerged in ways best explained by the selfish model.
GENOME ORGANIZATION BY NUCLEOID COMPACTION
The chromosome of E. coli is nearly 1000-fold compacted in a nucleoprotein complex called the nucleoid to fit around one fifth of the cell's volume (44) . The cytosol has a high density of macromolecules and by the effect of excluded volume it contributes to nucleoid compaction (61) . Macromolecular crowding is approximately constant throughout life cycles and growth conditions and does not involve sequence-specific interactions with the chromosome. As a result, it is relatively insensitive to chromosome organization. The two other determinants of nucleoid folding, negative supercoiling by topoisomerases and condensation by the attachment of nucleoid structure proteins, both shape and are shaped by chromosome organization. Negative supercoiling favors nucleoid condensation and is essential for the cell's survival, as it favors DNA unwinding and thus many cellular mechanisms interacting with DNA, most notably transcription. The nucleoid is highly condensed during rapid growth, when RNAP (RNA polymerase) concentrates in transcriptional foci, and much less so under starvation, when RNAP is distributed throughout the chromosome (36) . There is thus an intimate association between genome organization and nucleoid structure via the distribution of highly expressed genes whose transcription affects supercoiling. The repertoire of DNA-binding structural proteins varies with growth rates and is associated with the topological remodeling of the nucleoid that is concomitant with changes in the distribution of RNAP (2) . Although such proteins were thought not to recognize specific sequences, recent data show that at least H-NS binds well-defined DNA motifs (8) . As a result, the distribution of motifs in the genome is expected to contribute to nucleoid structure, and, inversely, constraints on nucleoid structure will result in selection for biased distribution of motifs in the chromosome. The extent to which nucleoid structure affects and/or is passively affected by cellular processes has not been quantified. Yet, it
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RNA polymerase H-NS: a small highly expressed chromatinassociated DNA binding protein has been suggested that nucleoid structure has a primordial role and that it leads gene order to adapt to the nucleoid folding, constituting a major barrier to genome change (16) .
Nucleoid Structure
The nucleoid is structured into small supercoiled loops that are relaxed independently when DNA is interrupted. These domains of relaxation protect the chromosome from breaks that would otherwise lead to cell death by total loss of supercoiling. Experimental determinations of the average sizes of these domains differ between 10 kb (85) to 100 kb (119), with some studies indicating intermediate values (41, 99) . The variance around these average values is very large, with the number of domains in the chromosome of E. coli estimated to vary between 12 and 400. These disparities have been attributed to inaccurate measurements (85), but they could also result from superstructures of domains that would react differently to different challenges. Small ∼10-kb domains may be organized in higherorder structures if some barriers between domains are stronger than others or if there are sequence determinants for such superstructures. Gene distribution and orientation are consistent with a multiscale structure of the bacterial nucleoid imprinted in the form of genome organization (3). There is also experimental evidence that such superstructures exist. Based on the frequencies of intrachromosomal sitespecific recombination, it has been proposed that the chromosome of E. coli is organized in four large macrodomains and two largely unstructured regions (112) .
Interplay Between the Nucleoid and Genome Organization and Expression
The nucleoid is located in the center of the prokaryotic cell, RNAPs lie on its periphery, and ribosomes are found in the edges interacting with the inner membrane (63) . The consequence of this arrangement is that DNA accessibility to the RNAP affects gene expression. The average operon is less than 5 kb long, and transcription elongation of such an operon interferes with nucleoid structure at the level of the domain. Yet, for the RNAP to gain access to the chromosome, i.e., for transcription to start, higher levels of organization might also be implicated to allow DNA exposure to the RNAP: Once a region of the nucleoid is open for transcription, nearby operons may also be coexpressed.
The micro-and macrostructure of the nucleoid must be highly dynamic to tackle quick transitions between growth conditions and to allow transcription and replication. This coordination could be achieved if condensation is keyed by the tabula rasa effect of replication itself (85) . From the point of view of genome organization, this has important consequences and raises a number of questions.
What Is the Effect of Nucleoid Structure on Gene Order via Gene Expression?
The expression of many genes is affected by changes in the level of supercoiling (82) . Nucleoid proteins also influence gene expression because they have a preference for binding the AT-rich intergenic regions where transcription is regulated (35) . This suggests recruitment of these proteins for regulatory purposes and leads to the association of nucleoid structure and gene expression. At a more global level, the folding of the nucleoid in domains puts into spatial contact distant chromosomal regions. If nucleoid structure influences transcription then long-range correlations may arise in gene expression patterns. Indeed, expression patterns correlate at short (<16 kb), medium (∼100 kb), and long (∼600-700 kb) distances in both E. coli and Bacillus subtilis (12, 51) . These effects are small, which may result from a weak effect of the nucleoid periodicity on gene expression, from the weak periodicity of the nucleoid structure itself, or from noisy data. However, the similarity of patterns between such distantly related genomes strongly suggests a highly conserved underlying cause. The shortrange correlations could result from the barriers between elementary domains of the nucleoid and/or from the effect of operons and superoperons. This could work in both senses, either the existence of operons and superoperons imposes domain structure via the remodeling effect of RNAP during cotranscription and/or nucleoid structure could be a driving force for the formation of superoperons. The longerrange correlations might result from higher scales of organization, e.g., from long-range interactions between regions of the chromosome that are linearly distant, but close together when the nucleoid is folded. This hypothesis requires a stable, reproducible, and evolutionarily meaningful macrodomain folding, as if it were directed by information present in the genome.
Is Nucleoid Structure Sequence Dependent?
The distances between regulators and their binding sites in E. coli show periodicities around 100 kb (54), compatible with the geneexpression periodicity mentioned above. The distribution of the most highly expressed and persistent genes, i.e., those whose presence is most highly conserved, also shows a periodicity in the chromosome of E. coli of ∼100 kb (121) . As these genes tend to be essential and associated with growth, they are often expressed under common genetic regulatory mechanisms, which could explain the consistency of the ∼100-kb periodicities found for the different types of data. Although expression patterns can result from fortuitous folding of the chromosome in a given set of experiments, the periodicities between regulatory genes and their binding sites and among persistent genes are imprinted in the chromosome. It thus suggests selection for an arrangement of the nucleoid where periodically distributed genes could be coaccessed at the same time. Several models have been proposed that lead to such macroarrangements of the nucleoid (54, 118, 121) , but it is unclear if they lead to structures resilient to the frequently large transfers and deletions of genetic information that will perturb chromosomal periodicity.
Chromosomal rearrangements resulting in a mixture of different macrodomains have much more deleterious effects than inversions within them (29) . This suggests the existence of selection underlying the discrimination between macrodomains. Preliminary data show that protein binding to specific DNA motifs is involved in the folding and individualization of the macrodomain surrounding the terminus of replication (F. Boccard, personal communication). Stable higher levels of nucleoid structure might then be under selection for adequate interactions between the chromosome and cellular processes, and this structure could partly be sequence dependent. If so, sequence evolution influences chromosome structure, but selection on nucleoid structure will also constrain chromosome dynamics and sequence evolution.
Might Nucleoid Structure Coevolve with Cellular Processes and the Environment?
Differences in the magnitude of nucleoid condensation among species affect replication and transcription patterns and may be adaptive for a variety of reasons. The chromosome of Salmonella enterica Typhimurium is more relaxed than that of E. coli (15) , raising speculation that it might allow Salmonella to resist prophage induction or survive oxidative stress induced by macrophages (15, 55) . Bacterial genome sizes vary between less than 200 kb to over 13 Mb, and cell sizes range from 0.2 to 750 μm. This inevitably entails very different degrees of nucleoid condensation. Compared to E. coli, the nucleoids of Beggiatoa have ∼10 6 times more space to fold, which may or may not be used. On the other hand, some fast-growing Mycoplasma chromosomes must be at least about ten times more condensed to fit into their very small cells. Even if genomes are small and cells large, polyploidy may lead to high chromosome condensation. Azotobacter cells grow in size up to 10 times the volume of E. coli when they contain over 100 copies of the chromosome (71) . The possibility of diverse and evolving levels of nucleoid structure should be borne in mind when analyzing the evolution of genome structure, as it will constrain gene expression and distribution.
REPLICATION AND ITS INTERACTIONS WITH GENE EXPRESSION AND SEGREGATION
The origin of replication is the only cis-acting essential region of the E. coli chromosome (53) . Both replication forks start at the origin and replicate the chromosome, following opposite directions until they arrive at the terminus, the dif site, where decatenation or chromosome dimer resolution takes place (Figure 1) . The chromosome is thus separated in two halves, the replichores, replicated by different forks. The passage of the forks remodels nucleoid structure and displaces all molecules physically interacting with the chromosome. While transcription shapes the chromosome structure at a local scale, replication, by its inherent asymmetries, does so at the scale of the replichores, i.e., of the entire genome.
Replication-Associated Gene Dosage Effects
The possibility of starting a new round of replication before the previous round finishes, i.e., of having simultaneous replication rounds, allows cells of E. coli to double every 20 min, whereas the chromosome takes three times longer to replicate. The estimated number of simultaneous replication rounds (R) is the ratio between the time required to replicate the chromosome and the time between two successive cell divisions. If R is close to zero, then chromosome replication rarely takes place in the cell. If R is 1, one replication round starts when the previous ends. When R > 1, cells experience multiple simultaneous replication rounds. A gene near the origin will be on average 2 R more abundant in the cell than a gene near the terminus (18) . Naturally, R depends on the growth conditions, but while under optimal conditions some bacteria have low values of R, others can have R > 3. In the latter case, replication-associated gene KOPS: FtsK orienting polar sequences dosage is important as there are >3 simultaneous replication rounds in the cell and genes near the origin are >8 times more abundant in the cell than are genes near the terminus. This dosage effect is routinely used to map origins of replication in synchronized cultures, and in the absence of counteraction by genetic regulation it leads to higher expression of genes near the origin of replication (102, 105) . Rearrangements changing the distance of a gene from the origin of replication will thus change its expression rate and affect optimal growth rates (11, 42) . Although this is a purely mechanistic consequence of the process of replication in bacteria, it may be recruited for adaptive purposes. In particular, highly expressed genes near the origin will enjoy a replication-associated gene dosage effect allowing even higher expression levels. This gene dosage effect is more important in fastgrowing bacteria, because R is higher and selection for quick growth more intense, and for the genes whose expression approaches saturation under exponential growth, such as RNAP, rDNA, and ribosomal proteins. These genes cluster systematically near the origin of replication in fast-growing bacteria (19) . rDNA expression is regulated by the cellular concentration of free RNAP, and ribosomal protein expression is regulated by the cellular concentration of free rRNA. Strikingly, the relative positioning of these genes matches their regulatory dependences and in general RNAP genes are closer to the origin, followed by rDNA and then by ribosomal protein genes (19) .
Replication, Segregation, and Gene Distribution
While replication and cell doubling are decoupled in bacteria, chromosome segregation is intimately associated with chromosome replication (76, 113) . In E. coli, although some evidence points towards a period of cohesion between the newly formed chromosomes (1), other data show quick separation (76) . In Caulobacter, chromosome segregation closely follows replication (113) . Some authors have suggested the existence of a eukaryotic-like segregation apparatus in bacteria (4), but others have argued that genome organization might drive chromosome segregation (97) . Because highly expressed genes accumulate near the origin of replication, this region becomes packed with RNAP and with ribosomes translating the nascent mRNA. The latter, because they constitute large complexes lying at the inner surface of the membrane, produce a powerful macromolecular exclusion effect, which may effectively pull the origins apart. Furthermore, rDNA, ribosomal proteins, and RNAP are coded in the leading strand (see next section). Therefore, RNAP is most frequently transcribing genes in a direction opposite to the origin of replication. Since RNAP is a potent molecular motor, this transcription bias could also result in quick separation of the origins (26) . In both cases, gene expression allied to genome organization could contribute to chromosome segregation. Slow-growing bacteria lacking highly expressed genes near the origin of replication may not enjoy these effects. They may also not need them because in slow-growing bacteria the large lag time between replication rounds leaves ample time to segregate the chromosome by other means.
The decatenation and segregation of the newly replicated chromosomes to each of the daughter cells are highly accurate. Even the highly asymmetric segregation of sporulating B. subtilis chromosomes leaves less than 0.02% of anucleate cells (46) . While the chromosome is replicated, cells elongate and a septum forms at the cell center. There, translocases, such as FtsK in E. coli and SpoIIIE in B. subtilis, directionally pump DNA into the daughter cells by recognizing motifs that point to the dif site. In E. coli, these motifs are called KOPS (FtsK orienting polar sequences) and their density is higher in the leading strand and increases toward the replication terminus, thereby indicating the direction of DNA translocation (7, 62) . KOPS polarity constrains the chromosome dynamics near the terminus of replication because inversions lead to inversely polarized KOPS and therefore to a disruption of the 
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Figure 4
Outcome of collisions between the fork and the RNA polymerase (RNAP) when genes are in the lagging (red ) and leading (aqua) strands and collisions do not lead to replication arrests (in which case the impact of collisions is more important). Truncated mRNA refers to the fraction of aborted transcriptions while the fork passes in the transcribed region and assumes that all co-oriented collisions lead to transcription abortion (therefore the estimated difference is conservative). RNAP exclusion is the time when the region is unavailable for transcription. The effect on total expression of genes is the latter value time divided by the optimal doubling time (t d ).
Computations and results (using parameters in B. subtilis) are detailed in supplementary material. (Follow the Supplemental Material link from the Annual Reviews home page at http://www.annualreviews.org). The variables V x refer to the rate of RNAP or the replication fork (nt/s). decatenation process. As a result, some inversions in these regions are lethal, whereas deletions are viable, providing a striking example where genome organization prevails over gene content (88) .
GENE STRAND BIAS AND THE ANTAGONISM BETWEEN REPLICATION AND GENE EXPRESSION
The replication fork synthesizes one DNA strand continuously, the leading strand, and the other semidiscontinuously, the lagging strand (Figure 4) . The different replication mode of the two strands leads to different mutational patterns. As a result, the leading strand tends to be richer in G and the lagging strand richer in C in the vast majority of bacterial genomes (66), albeit from different mutational causes (89) . This compositional bias allows the identification of the origin and terminus of replication and the delimitation in silico of bacterial replichores. Replicating strands differ not only in sequence composition but also in gene den-GC skew: for a sequence with NG Guanines and NC Cytosines, GCskew = (NG-NC)/(NG+NC) sity. Most available evidence indicates that these two important discriminators between the leading and lagging strand are largely independent (74) . While GC skews are caused by mutational biases, the overrepresentation of leading strand genes is created by natural selection on genome organization. I focus on the latter as GC skews have been extensively reviewed (32, 111) .
The rates of nucleotide incorporation into macromolecules vary with growth conditions and between species. In E. coli the replication fork and the RNAP progress at 600-1000 nt/s and 30-80 nt/s, respectively (9). Since both polymerases are bound to the same template and replication and transcription occur simultaneously in dividing cells, collisions between them are inevitable. These collisions can be head on, if the transcribed gene is in the lagging strand, or co-oriented, if the gene is on the leading strand. The higher probability and harsher consequences of the former is thought to lead to gene strand bias, i.e., higher gene density in the leading strand. This bias in gene distribution was initially found among ribosomal genes and immediately associated with www.annualreviews.org • Genome Organizationselection to avoid head-on collisions between the fork and RNAP transcribing these highly expressed genes (77) . Head-on collisions slow the progression of the fork, and it was proposed that highly expressed genes, because they are more likely to be actively transcribed when the replication fork passes, would be particularly prone to be coded in the leading strand (10) . In this model, selection against lagging strand genes is proportional to the number of collisions that transcription of these genes might generate, i.e., to their transcription rate in moments of replication, and to optimal growth rates, because replication slowdown is expected to be more deleterious in fast-growing bacteria. It was long accepted that gene strand bias was about the preference for highly expressed genes in the leading strand. This idea still echoes in some literature, but is incorrect: The essential genes, not the highly expressed genes, are highly over represented in the leading strand. In B. subtilis, ∼95% of essential genes are on the leading strand independently of the level of expression, whereas 75% of the other genes are on the leading strand independently of their level of expression (94) . These results hold for the other analyzed firmicutes and γ-proteobacteria, among which is E. coli (95) , and raise two major questions.
Why Aren't There More Highly Expressed Genes in the Leading Strand?
In E. coli, collisions occur by direct physical contact between the fork and the RNAP and delay the fork much more if they are head on (33, 73) . In E. coli plasmids, head-on collisions slow the fork especially if they take place at the promoter site, whereas co-oriented collisions slow the fork if they take place at the terminator site (72) . In B. subtilis, inversion of gene strand bias retards replication by one third, but only in the presence of active transcription (116) . Unexpectedly, the replication fork, while affected by transcription, replicates a highly expressed rDNA operon as quickly as the average gene (116) . This suggests that in vivo the fork is not slowed by the sheer number of collisions, but simply by the existence of transcription, independently of the number of attached RNAP. One might speculate that this is in line with the observation that head-on collisions are much more deleterious than are co-oriented collisions at the promoter sites. If the difference between transcription in the leading and lagging strands is mostly due to the deleterious interactions of the RNAP with the fork at the promoter site, then the number of RNAP actively transcribing the gene is irrelevant. The only relevant parameter is the probability that the fork meets an RNAP-promoter interaction when it arrives at the regulatory region. Since most such interactions are abortive, they may occur all the time even for lowly expressed genes. In this scenario, selection for gene strand bias would affect all genes enduring frequent RNAP/promoter interactions at the time of replication and there would be no added selection pressure to code highly expressed genes in the leading strand. This fits the overall lack of strong overrepresentation of highly expressed genes in bacterial genomes.
If gene strand bias reflects selection against slower replication, then the bias should be high for fast-growing bacteria and low for the others. Genomes of firmicutes and mollicutes have much stronger gene strand bias than the genomes of other clades, showing close to 80% of leading strand genes. This might result from their peculiar replication and transcription machineries that could render them more fragile to head-on collisions (90) . The other genomes show small strand biases among nonessential genes, which suggests that the effect of head-on collision on growth is very small, consistent with recent observations in B. subtilis (M. Itaya, personal communication) and E. coli (29) , where only very large inversions of gene strand bias show important effects on cell growth. Furthermore, optimal doubling times are uncorrelated with gene strand bias (Supplemental Figure 1) . The lack of strong preference for highly expressed genes on the leading strand, the low overall biases among nonessential genes, and the lack of association between gene strand bias and optimal doubling times raise serious doubt about the link between gene strand bias and bacterial fitness by way of the effect of head-on collisions on the replication rate. Since replication and cell doubling are uncoupled in bacteria, a replication slowdown might not be deleterious if the interplay between replication and cell doubling compensates for that. A slower fork only results in lower growth if it implies a larger time lag between successive replication starts.
Why Are Essential Genes Preferably in the Leading Strand?
It has been suggested that if head-collisions lead more frequently to replication fork arrests, they may also result in higher local mutagenesis due to the fork salvage by homologous recombination (73) . In this hypothesis, lagging strand essential genes would be avoided to limit the mutational load associated with head-on collisions. Less than 20% of replication rounds result in a replication arrest in E. coli (70) , suggesting that collisions rarely, if ever, lead to replication arrests. Although highly expressed genes are very intolerant to sequence change, both synonymous and nonsynonymous essential genes are barely less tolerant to changes than the average gene (96) . If local mutagenesis associated with head-on collisions were important, then it would lead to leading strand over representation of highly expressed genes and not of essential genes. One observes the inverse.
Instead of concentrating on the effects of collisions on replication and DNA, one might also contemplate the multiple effects of collisions on transcription and on mRNA. When the fork reaches a given coding region it has different effects depending on whether the transcript is on the leading or the lagging strand. Using the only complete homogenous experimental data set, that of B. subtilis (116) , one can make a rough assessment of these effects (Figure 4 and Supplemental material). These may be quite universal as the effects depend largely on the ratio between the rate of synthesis of RNA and DNA, which are ∼0.05-0.1 in the fast-growing B. subtilis and E. coli, and ∼0.2 in the slow-growing Mycobacterium tuberculosis, which has forks and RNAP 20 and 8 times slower, respectively (39, 43) . As the fork passes, all lagging strand transcriptions are aborted and the region will be unavailable for transcription for some time. On the other hand, some leading strand transcripts will be finished before the fork displaces all RNAPs on an operon and the region will be unavailable for transcription for a shorter period of time. This has three possibly important consequences. First, the leading strand genes will have a slightly higher opportunity for being highly expressed. Yet, as shown above, there is no evidence for strong selection of highly expressed genes in the leading strand. Second, large aborted transcripts arise more frequently from lagging strand genes and can be translated into truncated peptides, which tend to produce negative dominants that can be highly toxic when involving essential functions (94) . Third, collisions may increase gene expression stochastic noise, and this is more deleterious if genes are essential (75) . The last factor will be particularly important if head-on collisions lead to more frequent replication fork arrests as this will render the genomic locus unavailable for transcription for a substantial period of time. Focusing on transcription abortion and DNA availability for transcription explains the lack of association between expression levels, growth rate, and gene strand bias, but at the cost of substantial speculation about the effects of truncated mRNA and gene expression noise. The data available on genome organization and on the effects of collisions between the replication fork and RNAP have produced an intriguing set of conflicting observations whose integration into a coherent theory begs for further experimental and evolutionary studies.
ORGANIZATION AND CHANGE
Bacterial genomes are highly fluid, yet remarkably stable. The rearrangement rate in E. coli is close to the genomic mutation rate ∼10 −3 -10 −4 changes/(generation.genome) (42, 104) .
When the genome of E. coli is compared to the one of Salmonella enterica, it shows nearsaturation of synonymous positions and more than 10% changes in proteins. Yet, set aside insertions and deletions of genetic material, the two species genomes are almost colinear, showing that practically no rearrangement escaped purge by natural selection. Also, among 20 strains of E. coli ∼18,000 different genes are found, although each E. coli has only around 4500 (E.P.C.R., unpublished data). Yet, most strains of E. coli have the exact same relative gene order among orthologues. Genomes mutate, change in size, and rearrange. Yet, large rearrangements are opposed by natural selection because they are particularly deleterious to genome organization. Somewhat surprisingly, they are more deleterious than many insertions and deletions of genes of the pan genome. When selection for an organizational trait is weak, disruptive changes will be only weakly counterselected and some may become fixed. This is what happens for replication-associated gene dosage effects in slow-growing bacteria, which do not carry enough selective advantage to resist drift, and thus show little organization in this respect. In general, the observation of strong organizational features, as opposed to random distribution of genetic objects, is a good indication of selection for the mechanisms producing them.
Genome stability depends on not only selection for organizational traits, but also the overall efficiency of selection and chromosomal rearrangement rates. If effectively reproducing populations are small then selection is less efficient in purging slightly deleterious changes. In this case, the probability that mildly deleterious rearrangements get fixed is higher and genomes are less stable and less organized. Rearrangement rates vary between genomes because they depend on the extant recombination mechanisms and their targets, most notably DNA repeats. Therefore, there is a negative association between genome stability and repeat density (91) , which is particularly striking if these repeats are transposable elements (103) . The interplay between selection, its efficiency, and rearrangement rates can result in a variety of scenarios. Buchnera have low effective population sizes that could lead to instability via inefficient selection against chromosome rearrangements. Yet, because they lack repeats and homologous recombination, such rearrangements are expected to be extremely rare. As a result, the genomes are remarkably stable (107) . When low population sizes are accompanied by the presence of recombinogenic elements, such as repeats or insertion sequences, then genomes are very unstable, e.g., as in some Yersinia and Bordetella (14, 81) .
Genome stability can be analyzed experimentally or by comparative genomics. The two approaches give fundamentally different pieces of information. Experimental work allows rearrangement rates to be determined, while comparative genomics ascertain how rearrangements accumulated in the evolutionary history. Although the former is a better guide to understand events and mechanisms, the later explains better the effect of selection. Comparative genomics of rearrangement events has traditionally used either information about changes in local gene-order contexts or inferred the global changes arising in a lineage. The frequency with which pairs of colocalized genes in a genome have orthologues that are also colocalized in the other genome is a measure of the disruption of gene order at a local scale since the last common ancestor of the two genomes (45, 106) (Figure 3a) . Genomes that diverged recently are expected to share more extensive gene order than do distantly related ones. Therefore genome stability must be defined by calibrating the observed gene order conservation by the evolutionary time since the genomes diverged. In this sense, stability is the inverse of the observed rearrangement rate per unit of time. Stable genomes show higher gene order conservation after controlling for the effect of time, i.e., they show lower accumulation of rearrangements per unit of time (93) . Quantification of genome stability allows testing of its hypothesized determinants such as pathogenicity (not significant), or repeat density (significant). It also shows that some clades are especially stable, e.g., the Buchnera, whereas others are particularly unstable, e.g., the large clade of cyanobacteria (93) . Many cyanobacteria have very large effective population sizes. Therefore, instability is certainly not caused by inefficient selection, but more likely is attributable to lack of selection for some organizational traits or very high rearrangement rates. This fits the observations that cyanobacteria have fewer and smaller operons (28) and frequently lack replicationassociated organization (120) . Why cyanobacteria should select weakly for these traits is unclear.
Selection for organizational traits leads to the preferential purge of some rearrangements over others. As a consequence, the trade-off between organization and change can sometimes be harmonized in cunning ways. These evolutionary strategies typically lead to the creation of regions of instability where most change takes place, while leaving the rest of the chromosome stable. Several genomes have such regions. In Streptomyces most essential, housekeeping and highly expressed genes are in the relatively stable center of the chromosome, whereas the genome becomes less and less stable toward the telomeres (17) . In the unstable regions one can find over representation of repeats, transposable elements, and antibiotic production systems (5) . Diversifying selection is thought to act upon the latter to circumvent natural acquisition of antibiotic resistance in nature. Therefore, selection for diversification of these elements implicates mechanisms that destabilize the chromosome and are confined to regions devoid of housekeeping functions and away from the origin of replication. An alternative to this strategy is found in genomes containing large amounts of plasmidic DNA. In Borrelia, the chromosome is remarkably stable, but the accompanying plasmids contain many repeated elements that generate important variability by recombination (13) . In Vibrio, the smaller chromosome contains few essential genes but highly plastic sites. Vibrio species also count on superintegrons to fetch genes with minimal disruption of chromosome organization (100).
The manipulation of genomes allows quantification of the effects and relative frequencies of rearrangement events. Inversions that disrupt genes and operons are usually very deleterious, and most studies have controlled for these effects. Inversions leading to chromosome asymmetry, i.e., to replichores of different sizes, slow growth (42, 64) , in direct proportionality with the asymmetry (M. Itaya, personal communication). In an asymmetric chromosome one replichore takes longer to replicate, leading to slower overall chromosome replication, and possibly posing problems for chromosome decatenation and segregation. Inversions that shift genes from the leading to the lagging strand can have very deleterious effects in Lactococcus lactis (11) , which has almost 80% of genes in the leading strand, but only mildly deleterious effects in E. coli, which has 55% of genes in the leading strand (29) . Rearrangements that change the polarity of KOPS elements near the terminus of replication are very deleterious because they complicate chromosome segregation and disrupt the macrodomain surrounding the terminus of replication (37, 68) . Furthermore, some regions of the chromosome are much less accessible for recombination between them than others (34, 104) , for example, because of the large macrodomains that serve as recombination insulators (112) . Inversions that lead to the mixture of macrodomains are not only rare but also very deleterious (29) . This limits the inference of selection for genome organization from the analyses of rearrangements, because it is difficult to distinguish low recombination frequencies from deleterious inversions, i.e., to distinguish mutational from selective effects. Two of the macrodomains in E. coli surround the origin and the terminus of replication, and inversions within these domains that are symmetric to the origin of replication are the most frequent type found in natural populations (27, 65, 110) . The high frequency of these inversions also stems from their reduced negative effect on the largescale organization of the chromosome. Indeed, these inversions do not disrupt any organizational feature associated with replication or www.annualreviews.org • Genome Organizationsegregation and as long as they do not affect genes, operons, or superoperons they are close to neutral.
Prokaryotic genomes, despite showing intolerance toward inversions, are remarkably permissive to lateral transfer, because these events do not dramatically affect gene order or the large-scale organization of genomes. The elimination of recently acquired sequences from genomes can increase genome stability, because it leads to the removal of transposable elements, prophages, and other generic DNA repeats (84) . But if the inserted DNA is inert, the effects of lateral transfer can be surprisingly neutral. The insertion of a nearly complete 3.5 Mb Synechocystis genome in scattered pieces inside the 4.2 Mb genome of B. subtilis had little phenotypic effect (48) as long as insertions did not disorganize the genome relative to replication. Similarly, multiple replicons can merge and split with little phenotypic effect (13) . The chromosomes of Sinorhizobium spontaneously cointegrate with few noticeable growth changes (38) . Wild-type B. subtilis has one single circular chromosome that could be artificially split into two autonomous replicons (47) . Chromosomes can even be made circular if linear, as Streptomyces (114), or linear if circular, as E. coli (20) . In the latter case, linearization was attempted at different points and only when both arms of the chromosome had equal length, with the origin of replication at the center, was growth indistinguishable from the wild type. This demonstrates the potential plasticity of the bacterial chromosome when organizational features are respected. Surprisingly, the linearized chromosome of E. coli is more robust to losses in the segregation apparatus (20) . These results pose obvious questions. If such dramatic changes are possible, why are they rarely found in nature? Maybe subtle differences in fitness among variants exist but are hard to pinpoint experimentally. This may be why although Sinorhizobium replicons spontaneously cointegrate these variants are not usually found in nature, or why linear E. coli chromosomes have not been found so far. Another possibility is that because these genomic manipulations accounted precisely for genome organization, they are very unlikely to occur in nature by chance alone. Alternatively, we may have not sufficiently explored the natural variability of chromosome structure.
ARCHAEA
While the organization of the genome of archaea has received far less attention, it shares some similarities with bacteria. Notably, archaea also have conserved operons and transcription-translation coupling. Therefore, gene expression also organizes the chromosome. Fewer archaeal genomes have identifiable replication-associated genome organization. Some species have multiple synchronous origins of replication (69) , whereas others have facultative origins (78) , which so far have not been found among bacteria. Yet, when it is possible to distinguish between a leading and a lagging strand, the former was found to have more genes and be G-richer, as in bacteria (67) . Reports also suggest that the presence of multiple similar chromosomes in a cell may be more frequent in archaea than in bacteria (83) . Unfortunately, our current ignorance of many basic cellular mechanisms of archaea complicates the analyses of their effect on genome organization. Other points were deliberately overlooked in this review. A particularly studied element of genome organization concerns sequence composition (52) . There are several updated articles on G+C content (6), strand asymmetries (111) , and compositional heterogeneities (23) .
CONCLUSION
Work over the past decade has exposed the puzzling evolutionary dynamics of prokaryotic genomes that allows them to be highly organized but also extremely plastic. This reflects the adaptability of prokaryotes to diverse and sometimes extreme environments, from hot spring to macrophages, with exceedingly fast replication rates, while using a wide diversity of coordinated metabolic pathways. Any cellular process interacting with the chromosome has been found to leave an imprint in it. If we can elicit how organization comes about, we should also be able to draw inferences about cellular processes and ecotypes from the study of genome organization.
SUMMARY POINTS
1. Chromosomes are organized by their interactions with cellular processes.
2. While evidence suggests that operons and superoperons evolved mostly for regulatory purposes, the facility of cotransfer of neighboring functions may play a role in the evolutionary success of volatile genes.
3. The nucleoid is structured at different scales from 10 kb to 1 Mb. Some sequence determinants of nucleoid folding are being determined, suggesting coevolution of genome organization and nucleoid structure.
4. Gene expression and chromosome replication interact synergistically when leading to the selection of highly expressed genes near the origin of replication in fast-growing bacteria.
5. Gene expression and chromosome replication interact antagonistically when replication forks and RNA polymerase collide, resulting in selection of leading strand genes, especially among those coding for essential functions.
6. Comparative genomics, genomic manipulations, and synthetic biology are unraveling the mechanisms and effects of genome organization through the analysis of genome dynamics.
7. While bacterial genomes are immensely fluid in terms of gene repertoires, they are extremely conservative in terms of chromosome organization.
FUTURE ISSUES
1. Further testing of theories for the evolution of operons requires the use of population genomics approaches to inquire into the adaptive creation and dynamics of operons.
2. What is the interplay between operon and superoperon organization and nucleoid structure?
3. How are nucleoid domains structured into larger elements and how do these interfere with other cellular processes and with chromosome organization?
4. Is nucleoid folding driven by sequence? If so, which motifs and mechanisms are implicated?
5. Experimental work has demonstrated an important effect of head-on collisions on fork progression. Then why aren't highly expressed nonessential genes strongly overrepresented in the leading strand? And why are essential genes systematically in the leading strand, even when weakly expressed?
6. Given the complexity of factors shaping genome organization, mathematical models are needed to understand the effects of experimental genomic manipulations. 8. Understanding how cellular processes shape the chromosome is a prerequisite for drawing inferences about cellular processes by studying chromosome organization.
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