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1CHAPTER 1. GENERAL INTRODUCTION
1.1 Background
Distribution assumptions are commonly made when doing data analysis. Those distribution
assumptions, which include both statistical distributions and models specifications in a broad
sense, are very often critical in statistical inferences. Failure of a distribution assumption or
model specification may lead to invalid conclusions. Goodness-of-fit tests are used to examine
how well a sample of data agrees with a given distribution as its population (D’Agostino and
Stephens, 1986). The importance of goodness-of-fit tests have also been emphasized by many
authors, including D’Agostino and Stephens (1986), Read and Cressie (1988), Thode (2002),
Lehmann and Romano (2005), Rayner et al. (2009).
As great intuitive aids to formal goodness-of-fit testing procedures, graphical techniques
have been proven to be very valuable tools in data analysis. Fisher (1950), presented diagrams
in his monograph book Statistical Methods for Research Workers. Boxplots can be used to
display batches of data (Tukey, 1977; McGill et al., 1978). The Q-Q plot, which is a plot of the
quantiles of two distributions against each other, or a plot based on estimates of the quantiles,
can be used to compare two distributions (Jobson, 1991).
In the formal framework of hypothesis testing, two hypotheses are usually postulated: the
null hypothesis H0 and the alternative hypothesis Ha. H0 is that a given random variable
follows from a stated distribution with cumulative distribution function F0, the goodness-of-fit
tests for testing H0 are then made based on measuring the correspondence of the sample data to
the hypothesized distribution (D’Agostino and Stephens, 1986). There are four possible results
of hypothesis testing (Lehmann and Romano, 2005), which are summarized in Table 1.1. A
primary goal of constructing goodness-of-fit test is to reduce the Type II error while controlling
2Table 1.1 Type I and type II errors in hypothesis testing
H0 is true Ha is true
Reject H0 Type I Error Right Decision
Faile to Reject H0 Right Decision Type II Error
Type I error.
Enormous work has been done in testing various distribution assumptions, such as normal
distribution (Thode, 2002), uniform distribution (D’Agostino and Stephens, 1986), exponential
and weibull distribution (Lawless and Lawless, 1982), copula functions (Genest et al., 2009b),
etc. The scope of this dissertation would be limited to testing multivariate normality and
uniformity, which will be further described in the subsequent section.
Another commonly encountered issue of data analysis is the occurrence of incomplete or
missing data. For example, in surveys that include private subjects such as income, responds
are often inclined to answer. In longitudinal study involving repeated observations of the same
items over long periods of time, some respondents may drop out of the study before the study
actually ends. General problems resulting from missing data includes loss of information, biased
estimation, and loss of power in doing inferences (Rubin, 1976; Cox et al., 1977; Little, 1995;
Schafer and Graham, 2002). There are many ways of dealing with missing data. A standard
approach is to only consider the complete data in the data analysis by omitting those cases with
missing data. Estimates from such analysis can be biased, especially if the subjects who are
not missing are systematically different from those missing subjects in terms of one or more key
variables. Modern methods include imputation based and likelihood based approaches (Little
and Rubin, 2002; Schafer, 1997; Allison, 2001). This dissertation would focus on the missing
data problem in longitudinal surveys using quasi-randomization approaches.
1.2 Literature Review
In this section, a brief literature review would be given for each of the main topics covered
from Chapter 2 to Chapter 5.
31.2.1 Goodness-of-fit Test for Normal Distribution
Normal distribution is the most used distribution in statistical analysis (D’Agostino and
Stephens, 1986). There exist a large literature for testing normality, see Shapiro and Wilk
(1965), Royston (1983), D’Agostino and Stephens (1986), Thode (2002). First of all, a class of
EDF based tests can be used to test univariate normality, including the Kolmogorov-Smirnov
test (Massey, 1951), the Crame´r-von Mises test (Darling, 1957), and the Anderson-Darling
test (Anderson and Darling, 1952). Shapiro and Wilk (1965) constructed the Shapiro-Wilk
test for testing univariate normality. Stephens (1974) compared the EDF based statistics for
goodness-of-fit together with the Shapiro-Wilk statistic based on linear combinations of order
statistics. Vasicek (1976) proposed a test for univariate normality according to a nonparametric
estimator of entropy using order statistic spacings. For testing multivariate normality, Mardia
(1970) gave two tests based on multivariate kurtosis and skewness, while the Henze and Zirkler
(1990) test is recommended by Thode (Thode, 2002, pp. 220). Part of the main objectives in
this dissertation is to develop powerful test for testing normality in both the univariate and
multivariate cases.
1.2.2 Goodness-of-fit Test for Uniform Distribution
Uniform distribution is another commonly used distribution in statistical analysis. On the
one hand, it sometimes arises in the natural occurrence of certain type of data. On the other
hand, any given set of random values can be transformed into uniformly distributed values, by
various transformation techniques (Rosenblatt, 1952; Devroye, 1986). An enormous literature
exists on the properties of a uniform sample, its order statistics and its spacings (D’Agostino and
Stephens, 1986), which are used extensively for constructing goodness-of-fit tests for uniformity
(D’Agostino and Stephens, 1986). The EDF based tests can also be used to test uniformity. In
addition to the EDF based tests for testing univariate uniformity, Greenwood (1946) proposed
a test of univariate uniformity based on first order spacings of order statistics. Cressie (1979)
gave an optimal statistic for testing uniformity based on higher order spacings.
In the multivariate case, Sklar (1959) introduced the copula, which is a multivariate distri-
4bution function on unit cube, with all marginals being uniformly distributed. Copulas extend
the uniform distribution to a broader framework, and they can be used to model dependence
structures. Joe (1997), Drouet Mari and Kotz (2001) and Nelsen (1999) gave comprehensive
expositions on copulas. The question of whether a particular copula appropriately models
the dependence structure within the data can be regarded as goodness-of-fit problem. There
is a growing number of contributions to this field, see Marshal and Zeevi (2002), Breymann
et al. (2003), Genest et al. (2009a). Therefore, testing uniform distribution, especially the
multivariate uniform distribution is one main objective in this dissertation.
1.2.3 Missing Data Problems in Longitudinal Survey
Many longitudinal studies suffer from missing values, that is, subjects drop out before
the end of the study. This complication makes standard analysis methods more difficult to
accomplish and very often may cause bias. Existing literature regarding missing data problems
in longitudinal studies include Laird (1988); Little (1995); Robins et al. (1995), etc.
Prior to determining methods to be used, usually the missing mechanism need to be iden-
tified or chosen. Based on Little (1995), missing mechanisms can be divided into three types:
missing completely at random (MCAR), missing at random (MAR) and missing not at random
(MNAR). MCAR means that the missingness is unrelated to any characteristics of the subject
at all, and MAR says that the missingness is related only up to what have been observed,
while violation of MAR gives MNAR. Little (1988) proposed a test of the MCAR assumption
for multivariate data with missing values. However, MAR is a weaker and more realistic as-
sumption than MCAR (Heitjan and Basu, 1996), and it is not possible to reject MAR in favor
of MNAR based on the observed data only. Under MAR assumption, likelihood based meth-
ods and imputation based methods are commonly used (Rubin, 1987; Little and Rubin, 2002;
Rubin, 1996; Schafer, 1997). When the data is MNAR, inevitably a model of the mechanism
of missingness has to be postulated. Examples include selection models and pattern-mixture
models, which can be difficult and very sensitive to misspecification (Little and Rubin, 2002;
Song, 2007). This dissertation would focuses primarily on constructing efficient methods, under
MAR assumption, for estimating population means in longitudinal surveys with missing values.
51.3 Thesis Organization
This dissertation starts with a general introduction chapter, followed by four main chapters,
and ends with a general conclusion chapter. Each of the four main chapters consists of a journal
article. Chapter 2 presents a new characterization of multivariate normality based on univariate
projections. Chapter 3 introduces a powerful affine invariant test for multivariate normality.
Chapter 4 reports a nonparametric likelihood ratio test for multivariate uniformity based on
m-nearest-neighbors. Chapter 5 gives an efficient method for estimating population means in
longitudinal surveys for incomplete data.
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CHAPTER 2. A CHARACTERIZATION OF MULTIVARIATE
NORMALITY THROUGH UNIVARIATE PROJECTIONS
A paper published in the Journal of Multivariate Analysis
Yongzhao Shao and Ming Zhou
Department of Statistics & Statistical Laboratory
Iowa State University
Ames, IA 50011, USA
Abstract
In this paper, we developed a new characterization of multivariate normality of a random
vector based on univariate normality of linear combinations of its components.
Key Words: Goodness of fit; Linear combination of components; Marginal distribution; Mul-
tivariate normal distribution; Non-normality; Lebesgue Measure.
2.1 Introduction
Multidimensional data are widely used in an increasing number of fields, and the multi-
variate normal distribution is central to multivariate analysis. Therefore, characterizations and
assessments of multivariate normality have attracted sustained interests from researchers as
demonstrated in the monographs and papers by Anderson (2003), Tong (1990), Thode (2002),
Sinz et al. (2009) and others.
There are variety of approaches for assessing multivariate normality or non-normality of
a random vector, including those based on linear combinations of variates. In particular,
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many types of univariate-based plots, such as histogram, Q-Q plot, are both easy to make and
simple to use for detecting skewness, outliers, and other departures from multivariate normality
(Thode, 2002). In addition, there exist many formal tests for multivariate normality of a
random vector based on examination of selected linear combinations of its components (Thode,
2002; Looney, 1995). Indeed, as pointed out by Anderson (Anderson, 2003, pp. 23), “One of
the reasons that the study of normal multivariate distributions is so useful is that marginal
distributions and conditional distributions derived from multivariate normal distributions are
also normal distributions. Moreover, linear combinations of multivariate normal variates are
again normally distributed.”
One the other hand, a well-known fact is that any non-normal random vector may have some
normally distributed linear combinations of its components (Tong, 1990; Looney, 1995). This
does raise a serious question concerning the effectiveness of the common statistical practice for
assessing multivariate normality by examining a few linear combinations of components. After
all, only a few of the infinitely many linear combinations can be plotted or tested in practice.
Therefore, it is of theoretical interest to characterize or measure the size of the set of normally-
distributed linear combinations. Probabilistically, one might ask how large is the chance that a
randomly selected linear combination of components from a non-normal random vector is nor-
mally distributed? Indeed, this problem has attracted attention of many researchers for a long
time (Ferguson, 1959; Hamedani and Tata, 1975; Hamedani, 1984). Remarkably, Hamedani and
Tata (1975) proved that a bivariate random variable is normally distributed if it has a infinite
collection of distinct linear combinations of its components that are normally distributed. In
particular, this result implies that, a non-normal bivariate random vector can only have finitely
many normally distributed linear combinations of its components. However, this characteriza-
tion of bivariate normality cannot be extended to the multivariate case in a straightforward
way (Hamedani, 1984). The main objective of this paper is to introduce a new characterization
of multivariate normality through univariate projections that holds in all dimensions. We show
that, for any multivariate random variable, the set of normally-distributed linear combinations
of its components is negligible among all possible linear combinations. In particular, in any di-
mensions, the probability is zero that a randomly selected linear combination of components of
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a non-normal random vector is normally distributed. This finding includes the existing bivari-
ate result of Hamedani and Tata (1975) as a corollary (see Remark 2.2 for more details). Given
the eminent role of normal distributions in multivariate statistical analysis (Anderson, 2003;
Tong, 1990; Thode, 2002), the finding of this paper bears certain significance to the assessment
of multivariate normality, thus might be of interest to many researchers.
In the next section, we establish a new characterization of multivariate normality for a
random vector by assessing normality of linear combinations of its components The linear
combinations will also be called projections on the vector of coefficients. Some concluding
remarks are included in the last section.
2.2 Main Findings
The first subsection introduces the basic notations, the multivariate normal distribution,
the normal directions, and a few lemmas. The proofs of these lemmas are rather elementary,
but are included for completeness. The new characterization of multivariate normality can be
found in the second subsection.
2.2.1 Notation and Lemmas
Let Rp (p ≥ 1) be the p-dimensional Euclidean space. The inner-product of two vectors
x = (x1, . . . , xp)
T and y = (y1, . . . , yp)
T ∈ Rp is denoted as xTy = ∑pi=1 xiyi. We use S = {u ∈
Rp | uTu = 1} to denote the unit sphere, m the Lebesgue measure in Rp, i.e., m(A) denotes
the Lebesgue measure of a measurable set A. Also, let Π denote the uniform measure on the
unit sphere S, and N the set of natural numbers.
We will say that a random vector X = (X1, . . . , Xp) has a multivariate normal distribution
if the support of X is the entire space Rp and there exist a p-vector µ and a symmetric, positive-
definite p× p matrix Σ, such that the probability density function of X can be expressed as
fX(x) =
1
(2pi)p/2|Σ|1/2 exp
(
−12(x− µ)TΣ−1(x− µ)
)
,
where |Σ| is the determinant of Σ. The vector µ is the expected value and the matrix Σ is the
covariance matrix of X. If a random vector has a p-variate normal distribution, by the above
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definition, it must have a density function and a non-singular covariance matrix. As is well
known, given independent and identically distributed random observations, the mean vector
µ and the covariance matrix Σ can be consistently estimated by their sample counterparts,
i.e., the sample mean X and sample covariance matrix S2n, respectively. Moreover, given the
existence of a p-variate Lebesgue density of X, the sample covariance matrix S2n is non-singular
almost surely (Eaton and Perlman, 1973; Dykstra, 1970). Therefore, it is not essential to know
the mean vector µ and the covariance matrix Σ. Indeed, without loss of generality, both the
mean vector µ and the covariance matrix Σ are commonly assumed to be unknown in statistics
and many other applications. Throughout this paper, we consider a given random vector
X = (X1, . . . , Xp)
T ∈ Rp possessing a density function f(x) relative to the Lebesgue measure
m. In particular, we call a vector u = (u1, . . . , up)
T ∈ S a normal direction of X (or fX) if its
one dimensional projection on u, uTX, has a univariate normal distribution.
Note that when uTX is normally distributed, its moment generating function exists. Then
we can denote its mean and variance by µu and σ
2
u, respectively. Therefore u
TX is normally
distributed if and only if E{exp(tuTX)} = exp(µut + t2σ2u/2), σ2u > 0, for all t ∈ R. Or
equivalently, in terms of the density f of X,∫
Rp
exp(tuTx)f(x) dx = exp(µut+ t
2σ2u/2), σ
2
u > 0, for all t ∈ R. (2.1)
Let G be the set of lines in Rp that lie on normal directions of X and pass through the origin,
that is,
G = {u ∈ Rp | uTX is normally distributed}. (2.2)
We assume 0 ∈ G. Also, denote U as the set of normal directions of X, then U = G ∩ S. Since
univariate normal distribution is completely determined by its moments (Billingsley, 1995,
pp. 389), U can be written in terms of moment equations. Let φ be the density of the standard
normal distribution, then
U =
{
u ∈ S
∣∣∣ ∫
Rp
(uTx)nf(x) dx−
∫
R
tn
1
σu
φ
(
t− µu
σu
)
dt = 0, for all n ∈ N
}
. (2.3)
With the above notation, it is well-known that X is normally distributed if and only if G = Rp
or U = S. Next we are going to show that X is normally distributed as long as G has positive
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Lebesgue measure. In the first lemma, we will show that G is a closed set thus Lebesgue
measurable.
Lemma 2.1. The set G = {u ∈ Rp | uTX is normally distributed} is closed if X has a density
in Rp.
Proof. It suffices to show that the set G contains all its limiting points. If a non-zero sequence
{un}n≥1 ⊂ G converges to u0 6= 0, then uTnX converges to uT0 X in distribution, where uT0 X
is non-degenerate because X has a Lebesgue density by assumption. Let αn = E(u
T
nX), β
2
n =
V ar(uTnX), then β
−1
n (u
T
nX − αn) has a standard normal distribution. By the convergence of
types theorem (Billingsley, 1995, pp. 193), there exist real numbers β > 0 and α such that
limn→∞ αn = α, limn→∞ βn = β and uT0 X has a normal distribution. Thus u0 ∈ G and G is a
closed set in Rp.
Before proving that X is normally distributed, it is necessary to show that all moments of
X exist, which is true if G has positive Lebesgue measure, i.e. m(G) > 0, as asserted by the
next lemma.
Lemma 2.2. For a random vector X with a Lebesgue density in Rp, all moments of X exist
if the set G = {u ∈ Rp | uTX is normally distributed} has positive Lebesgue measure.
Proof. Let m be the Lebesgue measure in Rp. Since m(G) > 0, there exists a basis of Rp,
{u1, . . . ,up} ⊂ G. Otherwise there exists {ui1 , . . . ,uir} ⊂ G with r < p, such that any element
in G is a linear combination of ui1 , . . . ,uir . Then G would be a subset of the linear vector
space spanned by ui1 , . . . ,uir , who has Lebesgue measure 0 in Rp. Consequently m(G) = 0,
which is a contradiction. Now we can assume that {u1, . . . ,up} can be chosen as a basis in
Rp, let Y = (Y1, . . . , Yp)T = (u1, . . . ,up)TX, i = 1, . . . , n, then E|Yi|m < ∞ for all m ∈ N
because Yi = u
T
i X is normal. Moreover, X = {(u1, . . . ,up)T}−1Y, that is, each Xi is a linear
combination of normal random variables. Thus for each i, E|Xi|m < ∞ for all m ∈ N, or
equivalently, E{|X1|r1 · · · |Xp|rp} <∞ for all r1, . . . , rp ∈ N.
Remark 2.1. Clearly m(G) = 0 if and only if Π(U) = 0, where m and Π are the Lebesgue
measures in Rp and on the unit sphere S, respectively.
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When all moments of X exist, let W = (W1, . . . ,Wp)
T be a normal random vector having
the same mean and covariance matrix as X and define the following moment equations
gn(u) = E{(uTX)n} − E{(uTW)n}, u = (u1, . . . , up)T ∈ Rp, n ∈ N. (2.4)
Let Hn be the set of solutions to the above moment equations gn = 0, that is,
Hn = {u ∈ Rp | gn(u) = 0}, n ∈ N. (2.5)
Lemma 2.3. Using the notation in (2.2), (2.4), (2.5), if all moments of X exist, then G =
∩n≥1Hn. Moreover, for each n, either m(Hn) = 0 or Hn = Rp.
Proof. G = ∩n≥1Hn follows from the fact that univariate normal distribution is determined by
its moments. When all moments of X exist, gn(u) is a homogeneous multivariate polynomial
about u1, . . . , up with degrees at most n. If gn is the zero function, then Hn = Rp. If gn is not
the zero function, then for any fixed (u1, . . . , up−1)T, there are at most n values of up such that
(u1, . . . , up) ∈ Hn by the fundamental theorem of algebra (i.e. a polynomial of degree n has
at most n solutions). Thus m(Hn) = 0. Because, if we denote Hn(u1, . . . , up−1) = {up ∈ R |
(u1, . . . , up)
T ∈ Hn}, which is a finite set in this case. Letm1 be the Lebesgue measure in R, then
the Lebesgue measure m in Rp is the product measure mp1 = m1×· · ·×m1. By Tonelli’s theorem
(Arthreya and Lahiri, 2006, pp. 152), m(Hn) =
∫
Rp−1m1 {Hn(u1, . . . , up−1)} dmp−11 = 0.
2.2.2 A New Characterization of Multivariate Normality
If the set G = {u ∈ Rp | uTX is normally distributed} has positive Lebesgue measure, then,
by Lemma 2.2, all moments of X exist, and then G = Rp by Lemma 2.3. On the other hand, if
G has zero measure, then clearly X can not be normally distributed. This yields the following
theorem.
Theorem 2.1. A random vector X ∈ Rp with a Lebesgue density f is not normally distributed
if and only if the set of normal directions, U = {u ∈ S | uTX is normally distributed}, has
measure 0, i.e., Π(U) = 0.
One might think that a set with Lebesgue measure zero is not necessarily small. For
example, the set of rational numbers has Lebesgue measure zero but is dense in Rp. However, G
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here is a nowhere dense set. In particular, in the bivariate case, if X is not normally distributed,
U not only has measure zero, but also is a finite set, as claimed by the next corollary.
Corollary 2.1. If a bivariate random vector X (or its density) is not normal, then X has
at most finitely many normal directions, i.e., U = {u ∈ S | uTX is normally distributed} is a
finite set.
Proof. Suppose U has two or more points, same arguments as in Lemma 2.2 yield that X has
finite moments of all orders and U satisfies all the moment equations gn = 0 by Lemma 2.3.
However, if gn is not the zero function, gn(u) is essentially a univariate polynomial (due to
homogeneity of gn), which has finitely many solutions on the unit circle. Thus U is a finite set
if X is not normal.
Remark 2.2. A result equivalent to the above Corollary for the bivariate case was established
previously by Hamedani and Tata (1975) and also claimed as part of the results in Ferguson
(1959). While Ferguson (1959) did not give a proof, Hamedani and Tata (1975) proved the
fact using characteristic functions. In particular, Theorem 3 of Hamedani and Tata (1975)
asserts that, given {(ak, bk), k = 1, 2, · · · }, a countable distinct sequence in R2, such that
for each k, akX1 + bkX2 is a normal random variable, then X = (X1, X2)
T is a bivariate
normal random variable. To see that this fact directly follows from the above Corollary, it
suffices to take uk = (u1k, u2k)
T where u1k = ak/
√
a2k + b
2
k and u2k = bk/
√
a2k + b
2
k. Then
akX1 + bkX2 is a normal random variable if and only if uk = (u1k, u2k)
T is a normal direction
of X = (X1, X2)
T . However, the above result as stated in Hamedani and Tata (1975) for
the bivariate case does not hold in three or higher dimensions as pointed out in Hamedani
(1984). In three-dimensional case, it is easy to see that there are {(ak, bk, ck), k = 1, 2, · · · },
a countable distinct sequence in R3, such that for each k, akX1 + bkX2 + ckX3 is a normal
random variable, but X = (X1, X2, X3)
T is not a normal random vector. For example, if we
take (X1, X2)
T as a bivariate normal random vector and X3 a non-normal random variable,
then any given countable distinct sequence {(ak, bk), k = 1, 2, · · · } in R2 and ck = 0 will make
akX1 + bkX2 + ckX3 a normal random variable for each k, while X = (X1, X2, X3)
T is not a
normal random vector because of the non-normality of X3. A more general argument is given
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in Hamedani (1984). Thus, Theorem 1 of this paper, which holds for any dimension p ≥ 2,
provides a non-straightforward generalization to the existing result for the bivariate case.
Suppose Y is another random vector with Lebesgue density. If X is not normally dis-
tributed, then m(G) = m({u ∈ Rp | uTX is normally distributed}) = 0 by Theorem 2.1. Thus
P (Y ∈ G) = 0 or P{(YTY)− 12Y ∈ U} = 0, since the probability measure of Y is dominated
by m. Therefore we obtain the following corollary.
Corollary 2.2. If a random vector X is not normally distributed, then for any other random
vector Y ∈ Rp with a Lebesgue density, the probability of (YTY)− 12Y taking values of normal
directions of X is zero.
Remark 2.3. Formal goodness-of-fit tests for multivariate normality of a random vector can
be constructed based on randomly selected linear combinations of its components. Suppose
X, X1, . . . ,Xn is an independent random sample from an unknown density f . Then we can
consider univariate data XTXi, i = 1, . . . , n, which can be viewed as projections of X1, . . . ,Xn
on X. If f is not normal, then each XTXi, conditioned on X, are not normally distributed
almost surely, thus can be tested using a consistent univariate test for normality such as the
Shapiro-Wilk test (Thode, 2002; Looney, 1995). By Corollary 2.2, such a univariate-based
test would have power against any non-normal alternative density. Thus one may construct
univariate tests for multivariate normality based on a randomly selected direction. Tests based
such univariate projections might be found in Thode (2002) and others.
2.3 Conclusions
It is well-known that even a non-normal random vector can have normal directions. This
raises a theoretical question about the general effectiveness of the common practice for as-
sessments of multivariate normality via graphical methods or formal tests based on univariate
projections. In this paper, we established that a multivariate density is not normal if and only
if its set of normal directions has Lebesgue measure zero. Consequently, the normal directions
of a non-normal density are indeed quite rare. Note that this characterization of a non-normal
multivariate density holds in any fixed dimension. Moreover, this new characterization is not
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an asymptotic result thus its validity does not depend on typical assumptions such as a large
sample size. The main finding of this paper may have some significance for the assessment of
multivariate normality which is of great relevance in multivariate analysis.
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Abstract
In this paper, we proposed a new test for normality that is affine invariant and easy to
implement in all dimensions. The new test is also informative and relatively easy for many
biomedical researchers to understand. In terms of power comparison against a broad range of
alternatives, simulation results indicate that the new test outperforms the best known competi-
tors in the literature. In addition, the proposed test is illustrated using several data examples
from real biomedical studies.
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3.1 Introduction
Normal distribution is widely used in medical research and many other fields. The problem
of testing whether a sample of observations comes from a normal distribution has been studied
extensively by many generations of statisticians, including Pearson (1930), Shapiro and Wilk
(1965), Mardia (1970), Epps and Pulley (1983), D’Agostino and Stephens (1986), Henze and
Zirkler (1990), Thode (2002), Coin (2008). For instance, in a recent monograph devoted to the
topic of testing for normality, Thode (2002) reviewed more than thirty formal procedures that
have been proposed specifically for testing normality. In terms of power performance against
a broad range of alternatives, the Shapiro and Wilk (1965) test is the benchmark of omnibus
tests for univariate data (D’Agostino and Stephens, 1986; Thode, 2002; Coin, 2008). For testing
multivariate normality, the Henze and Zirkler (1990) test is recommended by Thode (Thode,
2002, pp. 220). Both the SW and HZ tests are also strongly affine invariant, in the sense
that the distribution of each test statistic is not affected by any affine transformations, which
grantees the validity of using some simply critical values for testing against all alternatives.
Moreover, for practical applications, biomedical researchers often prefer to use tests that are
informative and easy for them to understand. The HZ test has the drawback of not being as
informative as the simple skewness or kurtosis based tests, or as the SW test which is known
to be sensitive to outliers or influential observations to the regression line (see Section 3.2
for more details). On the other hand, tests based on skewness and kurtosis and their linear
combinations are powerful only against a limited number of alternatives, and the SW test is
powerful against general alternatives but is only directly applicable to univariate data. To the
best of our knowledge, there is no known test that is both informative and have competitive
power in all dimensions. In this paper, we adapt the simple informative tests based on skewness,
kurtosis, and SW, via simple nonlinear combinations to create a test that is easy to implement
in all dimensions, strongly affine invariant, more informative and have very competitive power
than the HZ and other tests in both univariate and multivariate cases.
The rest of this paper is organized as follows. Section 3.2 gives a brief review of some well-
known tests for normality. Section 3.3 introduces a new affine invariant test. Numerical studies
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on power comparison are reported in Section 3.4. Several data examples in real biomedical
studies are given to illustrate the newly proposed test in Section 3.5. Some concluding remarks
are in Section 3.6.
3.2 Some Well-known Tests for Normality
Let X1, . . . , Xn be a random sample from a p-variate random vector X. We want to test
H0 : X has a p-variate normal density, against the general alternative H1 : X has a p-variate
non-normal Lebesgue density. Let X¯n and Sn be the sample mean and sample covariance,
respectively. The transpose of any vector x is denoted by xT, and its module by ‖x‖ = (xTx)1/2.
Given the existence of a p-variate Lebesgue density of X, Sn is nonsingular almost surely (Eaton
and Perlman, 1973). For any p× p square matrix A such that ATA = Sn, A is called a square
root of Sn. There are many choices of such an A, such as the upper triangular square root
which corresponds to the Cholesky decomposition of Sn. Throughout this paper, we will use
the upper triangular square root A and consider the standardized data:
Yi = (A
T)−1(Xi − X¯n), i = 1, . . . , n. (3.1)
3.2.1 The Shapiro-Wilk (SW) test
The Shapiro and Wilk (1965) test statistic for univariate data z1, . . . , zn is
Wn(z1, . . . , zn) =
{∑n
i=1 an,i z(i)
}2∑n
i=1(zi − z¯n)2
, (3.2)
where z(1), . . . , z(n) are the order statistics of z1, . . . , zn, z¯n is the sample mean, and the constants
an,i are (an,1, . . . , an,n) = (m
TV −1V −1m)−1/2mTV −1, with m = (m1, . . . ,mn)T and V being
the mean and covariance of the order statistics corresponding to a random sample of size n
from the standard normal distribution, respectively.
The Shapiro-Wilk test statistic can be regarded as the ratio of two well known variance
estimates, namely the BLUE and the MLE, respectively. More specifically, if X1, . . . , Xn are
i.i.d. with distribution N(µ, σ2), then Xi = µ + σZi, i = 1, . . . , n, where Zi ∼ N(0, 1). The
order statistics also satisfy the same identity, namely X(i) = µ+ σZ(i). Thus
X(i) = µ+ σmi + εi,
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where mi = EZ(i) and εi = σ(Z(i) − mi). The vector (m1, · · · ,mn) is the means of the
order statistics of the standard normal distribution. Under the normality assumption, the
joint distribution of εi = σ(Z(i) − mi), for i ≤ n, has zero mean and a covariance matrix
σ2Vn where Vn is the covariance matrix of the order statistics {Z(i), i ≤ n} from the standard
normal distribution. Thus Vn can be computed easily using many available common numerical
algorithms such as those in the freely available “R” statistical system. Moreover, under the
normality assumption, one can estimate the true unknown σ either using the MLE Sn or using
the best linear unbiased estimator (BLUE) σˆBL. Then, the Shapiro-Wilk statistic W has an
equivalent form as the variance ratio σˆBL/Sn, Under the alternative model of non-normality,
the BLUE σˆBL tends to be smaller than Sn. Thus, the Shapiro-Wilk test based on this statistic
rejects the hypothesis of normality for small values of Wn. Moreover, from the derivation of
the Shapiro-Wilk W statistic via linear regression of observed order statistics on the means
of the standard normal order statistics, and the fact that the linear regression line is very
sensitive to outliers or observations corresponding to extreme values in the x-direction, we
can expect to see that the Shapiro-Wilk W test is sensitive (or powerful) for detecting non-
normality due to outliers, or against a density with heavier tail than the normal density (e.g. the
Cauchy distribution or the t-distributions), etc. These features of the SW test are quite easy
to understand even for most biomedical researchers.
3.2.2 Mardia’s Skewness and Kurtosis test
The skewness and kurtosis has long been suggested for detecting non-normality in the
univariate setting Pearson (1930). For general multivariate data, Mardia (1970) constructed
two statistics for measuring multivariate skewness and kurtosis. One of them is the skewness
statistic:
MS =
1
6n
n∑
i,j=1
(Y Ti Yj)
3. (3.3)
The other is the kurtosis statistic:
MK =
√
n
8p(p+ 2)
[
1
n
n∑
i=1
‖Yi‖4 − p(p+ 2)(n− 1)
n+ 1
]
. (3.4)
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The skewness test will reject the hypothesis of normality for large values of MS, and the
test based on the centralized kurtosis statistic MK will reject the null hypothesis of normality
for large values of |MK|. Both the skewness and kurtosis tests are simple and informative,
and they provide specific information about non-normality of the data. However, these special
purpose tests are not consistent for testing general alternatives and can have very low power
against many alternatives.
3.2.3 The Henze and Zirkler (HZ) test
Extending the work of Epps and Pulley (1983), Baringhaus and Henze (1988), Henze and
Zirkler (1990) proposed a test which rejects normality for large values of the following statistic:
HZβ = n(4IE +Dn, βIEc), (3.5)
where E = {Sn is singular}, β ∈ R, and for Yi = S−1/2n (Xi − X¯n),
Dn, β = n
−2
n∑
j, k=1
exp
(−β2‖Yj − Yk‖2/2)+ (1 + 2β2)− p2
−2(1 + β2)−p/2n−1
n∑
j=1
exp
[−β2‖Yj‖2/{2(1 + β2)}].
One drawback is that, when H0 is rejected by the HZ test, we typically have no clue what
is the possible reason lead to non-normality. Thus most biomedical researchers would prefer to
have an equally powerful test which is more informative than the HZ test.
3.3 The New Test
Skewness and kurtosis are two important characteristics of the data. Both of them are very
informative and have many good properties. Statisticians have been trying to combine those
two features and utilize them to construct goodness-of-fit tests for normality (Cox and Small,
1978; Small, 1980). In this manner, we decide to combine the skewness and kurtosis into our
new test in a different approach.
For multivariate data X1, . . . , Xn, consider the following projection-based function
Gn(Θ) = 1−min
θ∈Θ
Wn(θ
TY1, . . . , θ
TYn), (3.6)
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where Wn is the Shapiro-Wilk function in (3.2) and Θ is a collection of vectors in p-dimensional
space. Then the new test statistic for normality we propose is:
Tn = {Gn(Θ1) +Gn(Θ2)} IA∩B + |MK| IAc +MS IBc , (3.7)
where Θ1 = {‖Yi‖−1Yi}1≤i≤n,Θ2 = {ej}1≤j≤p, ej = (0, . . . , 0, 1, 0, . . . , 0)T (The vector with
j-th opponent being 1 and all others being 0), Gn is the function in (3.6), and
A = {c1 ≤MK ≤ c2}, B = {MS ≤ c3}, (3.8)
with c1, c2 being certain percentiles of MK, c3 being certain percentile of MS, both under H0.
The selection of these constants will be further discussed in Section 4.
It is well known that a random vector is normally distributed if and only if the projection
of the random vector on any fixed direction is univariate normal. Thus for any non-normal
random vector Y , there exists a direction represented by θ ∈ Rp such that θTY is not normal.
Motivated by finding such directions, we consider the collection of directions Θ1, consisting of
unit vectors determined by the standardized data Y1, . . . , Yn. The motivation and advantages
for choosing Θ1 will be further discussed in the upcoming paragraphs. On the other hand,
another collection of fixed directions Θ2, corresponding to the p marginals, is also taken into
account. This is because the marginals are often of great interest to practitioners. The Shapiro-
Wilk statistic is then applied to those projections of the standardized data on directions from
the collections Θ1 and Θ2, resulting in n+ p values. Among those n+ p values, one may take
arithmetic averages, geometric averages, minimum values. We choose the two minimum values
corresponding to two most “extreme” directions in collections Θ1 and Θ1 respectively. Large
values of 1 − Wn, |MK|, |MS| all indicate departure from normality, thus the new test will
reject H0 for large values of Tn in (3.7).
The new test Tn is affine invariant under H0, that is,
Tn(BX1 + b, · · · , BXn + b) =d Tn(X1, · · · , Xn)
for any b ∈ Rp and p × p nonsingular matrix B. This is because (Y1, . . . , Yn)T is distribution
free under affine transformations given H0 (Anderson, 2003). This property guarantees that
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the null distribution of Tn does not depend on the unknown parameters, including the mean
and the variance, thus accurate critical values can be obtained via simple Monte Carlo studies
by sampling from the standard multivariate normal distribution. Tn is easy to evaluate using
some R functions for Wn.
Simulation results reported in the next section show that the new test has competitive
power in all dimensions compared to some best known tests. For theoretical insights, since Wn is
location-scale invariant, in the univariate case Tn in (3.7) becomes {1−Wn(X1, . . . , Xn)}IA∩B+
|MK|IAc +MSIBc , which is consistent against any fixed non-normal density due to the general
consistency of the Shapiro-Wilk test (Leslie et al., 1986). In the multivariate case, the directions
from Θ1 are spreading out and contain a basis in Rp. This is because (Y1, . . . , Yn)(Y1, . . . , Yn)T =
nIp. Moreover, under H1 and almost surely, the data projected on each given direction in Θ1
might be viewed as from a non-normal density, which can be detected by Wn. This is due to
the following theorem proved in the Appendix.
Theorem 3.1. Suppose X has a non-normal Lebesgue density in Rp. Then the set G = {θ ∈
Rp | θTXis normally distributed} has zero Lebesgue measure.
Proof. Only the bivariate case is considered here, a proof for the general case can be obtained
from the authors. Let X = (x1, x2)
T be a non-normal random vector in R2, m be the Lebesgue
measure on R2, and G = {D ∈ R2 | DTX is normally distributed}.
If all points in G lie on one line through the origin, then m(G) = 0. Otherwise G contains
a basis of R2, say D1, D2. Let M be the matrix with rows DT1 , DT2 , then M is nonsingular. So
X = M−1MX, which is a linear transformation of the univariate normal random variables DT1X
and DT2X. Therefore, all moments of X exist. Let Z = (z1, z2)
T be the bivariate normal vector
having the same mean and covariance matrix as X. Let U = (u1, u2)
T and Hn be the solution
set of the moment equation gn(u1, u2) ≡ E{(u1x1 + u2x2)n} − E{(u1z1 + u2z2)n} = 0, n ∈ N.
If U ∈ Hn for all n ≥ 1, then UTX is normal as univariate normal distribution is completely
determined by its moments. Since X is not bivariate normal, there exist V ∈ R2 and n0 ≥ 1
such that gn0(V ) 6= 0. Then for any U = (u1, u2)T ∈ Hn0 , if u1 6= 0, then gn0(u1, u2) = 0 is
equivalent to gn0(1, w) = 0 where w = u2/u1. Note that gn0(1, w) is a nonzero polynomial in w
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with degree at most n0, which has at most n0 real solutions, say w1, · · · , wJ for some integer
J ≤ n0. Thus Hn0 ⊂ {(u1, u1wj) | u1 ∈ R, j = 1, . . . , J} ∪ {(0, u2), u2 ∈ R}. It is clear that
m(Hn0) = 0. Since G ⊂ Hn0 , we also have m(G) = 0.
3.4 Numerical Studies
For power comparison, competing tests considered here include the Shapiro-Wilk test Wn
(univariate case), the Mardia’s Skewness test MS, Mardia’s Kurtosis test MK, the Henze and
Zirkler test HZβ and our new test Tn. A broad range of alternative models are considered in the
simulation. In the univariate case, the alternatives include those from Table 3 of a goodness-of-
fit paper by Stephens Stephens (1974), the Pearson type II, Pearson type VII distributions, and
some other spherically symmetric distributions, as discussed by Henze and Zirkler (1990). In
the multivariate cases, alternative distributions considered in Table 6.4 of a paper by Henze and
Zirkler (1990) and similar ones are included. Significance levels of all tests are set at α = 5%.
Henze and Zirkler (1990) also derived an optimal choice β∗ for β, which is
β∗ = 2−1/2 {(2p+ 1)/4}1/(p+4) .
Different β values in (3.5) yield tests that are sensitive to different types of alternatives. Sim-
ulations indicated that this β∗ provides a test having good power against a broad range of
alternatives, thus it is a preferred choice of β as an omnibus test for normality here. We use
the 1% and 99% quantiles of MK under H0 for c1, c2, and 98% quantile of MS under H0 for
c3, all obtained by simulations, respectively. Note that in this way, the values of |MK| and
MS does not contribute to the critical value. Critical values of all test statistics are obtained
using 100,000 samples from the p-variate standard normal distribution. Empirical powers are
obtained based on the percentage of 5,000 samples declared significant. Power comparison
results corresponding to sample sizes n = 20 and n = 50 are reported.
Simulation results of the univariate case are summarized in Table 3.1 (n = 20) and Table
3.2 (n = 50), where NormMix(p, µ2, σ2) stands for the univariate normal mixture distribution
whose density is given by pφ(x)+(1−p)φ((x−µ2)/σ2), with φ(x) being the density of standard
normal distribution. Note that the new test Tn is never seriously less powerful than Wn for all
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alternatives investigated. Moreover, Tn can be significantly more powerful than Wn for many
alternatives especially for n = 50. Thus Tn outperforms the benchmark Shapiro-Wilk Wn test.
Also, as demonstrated in Table 3.1 and Table 3.2, Tn is generally much more powerful than the
HZ test. To illustrate the power performance, the rank plots (higher rank number is better)
from Figure 3.1 to Figure 3.6 are also given. We will adopt the following notations in the rank
plots: S = MS, K = MK, W = Wn, H = HZ, T = Tn.
Table 3.3 and Table 3.4 display the power performances in the bivariate case, where the
distribution MVNMIX(a, b, c, d) stands for the bivariate normal mixture distribution whose
density is given by aN(0,Σ1) + (1− a)N(b,Σ2), with
Σ1 =
1 c
c 1
 ,Σ2 =
1 d
d 1
 .
Table 3.5 and Table 3.6 display results of dimension 10. The new test outperforms the MS,
MK, HZ test for an overwhelming majority of the examined alternatives. The new test also
has higher power than the HZ test in more than 90% of alternatives studied, and the power
difference are often quite substantial.
3.5 Examples
3.5.1 Data from Hoel (1972)
Hoel (1972) studied a lab data about RFM strain male mice, which had received a radiation
dose of 300r at an age of 5-6 weeks, for illustrating the methods of studying mortality data. Here
we consider the 38 mice with cancer caused by Reticulum Cell Sarcoma, which can be found
in Table 1 of Hoel (1972). This data set has also been discussed by others, for example, Thode
(2002) considered its distribution as approximately normal with some outliers. In fact, the Q-Q
plot of the data indicates that the times appear to be fairly normal if three outliers (small values
less than 400) are removed (Thode, 2002, pp. 162). Outliers tend to make the data skewed, and
tend to be influential points for regression line. Thus we expect, the skewness test and the SW
test are likely have small p-values, thus our newly proposed overall test should also produce
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a small p-value with high probability. Indeed, the p-values of the tests MS,MK,HZ, Tn are
0.003, 0.02, 0.002, 0.005 respectively.
3.5.2 The Ramus Bone Data
Elston and Grizzle (1962) gave a very interesting data of ramus height (mm) of 20 boys each
measured at age 8, 8.5, 9 and 9.5. The data is fairly well known because it has a few interesting
features. The recorded heights of the ramus bone marginally appear to be normally distributed
(Timm, 2002, pp. 126-130), while jointly not normally distributed. Specifically, we consider
testing for bivariate normality of the ramus height data corresponding to the measurements
at ages 8 and 9. The p-values corresponding to MS,MK,HZ, Tn are 0.14, 0.36, 0.01, 0.03
respectively. Thus, at level α = 5%, our test and HZ test reject the null hypothesis of bivariate
normality, while the skewness and kurtosis tests fail to reject H0. The potential reasons for the
non-normality include the latent genetic heterogeneities which lead to different growth profiles.
For example, Timm (2002) pointed out that observation 9 appears to be an outlier, that is, the
#9 boy’s growth profile appears to differ from many others.
3.5.3 The Asthma Data
Another interesting dataset from Cogswell (1973), containing measurements for the pul-
monary function of children using a new method. We are interested in the height and Rx of
the data and testing for the bivariate normality. This data is often used to illustrate linear
regression (Rice, 1995). We expect normal distribution of Rx values among healthy children,
however, this may not be true for the children with asthma. To demonstrate, we tested bivariate
normality, and the p-values, using MS,MK,HZ, Tn, are 0.01, 0.04, 0.04, 0.01 respectively.
3.5.4 Storm Survival of Sparrows
A number of moribund sparrows were taken to Hermon Bumpus’ biological laboratory at
Brown University, Rhode Island, after suffering from a sever storm on February 1st, 1898.
Bumpus (1989) studied those birds to see whether he could find support for the effect of
natural selection. Eight morphological measurements were taken on each bird. Five of the
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eight measurements, regarding female sparrow only, are provided in Manly (1994), including
the total length, alar extent, length of break and head, length of humerus and length of keel of
sternum, all in millimeters.
According to Bumpus (1989), individuals with measurements close to the average survived
better than those with measurements far away from the average. In other words, those dead
birds in general would exhibit more extreme values on the measurements than the survivors.
Thus we think that the measurements of the survivors would appear more “normally” than
the non-survivors. Thus we want to use the tests considered above to test the normality of
survivors, non-survivors as well as all the birds combined.
For the whole data, the p-values of testing normality using MS,MK,HZ, Tn are 0.13, 0.20,
0.16, 0.07 respectively. None of the tests considered here is able to reject normality at level 5%.
For the 21 survived sparrows, MS,MK,HZ, Tn have p-values of 0.82, 0.48, 0.35, 0.14 respec-
tively. The p-values for testing the 28 dead sparrows are 0.02, 0.11, 0.08, 0.02, corresponding to
MS,MK,HZ, Tn respectively. Thus our test Tn, together with MS provide strong evidence
for rejecting the hypothesis of multivariate normality of five measurements on the dead spar-
rows. This result is actually consistent with the findings of Bumpus, because it means that the
non-survivors behave more “non-normally” or more extremely than the survivors.
3.6 Conclusion
This paper presents a new test for normality that is affine invariant and very competitive in
terms of power in both univariate and multivariate cases. Demonstrated by the numerical study,
the new test outperforms the major competitors in the literature. On the other hand, a few real
examples are given and our test is shown to have substantial practical usage. Moreover, our
projection-based statistic is very easy to calculate in all dimensions using existing numerical
tools such as the shapiro.test function in the R computing platform. Moreover, similar
tests can be constructed by substituting the Shapiro-Wilk test statistic by any other powerful
univariate normality test. Extension to testing normality for incomplete or censored data can
be an important research topic in the future.
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Figure 3.1 Rank Plots for Table 3.1 (n = 20, p = 1)
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Table 3.1 Empirical power of tests for univariate normality with sample size n = 20 at signif-
icance level α = 5%
Alternatives MS MK Wn HZ Tn
Exponential 70 37 84 75 81
Lognormal(0, 1) 87 58 93 90 92
Lognormal(0, 0.52) 50 29 52 47 51
Gamma(5, 1) 25 13 24 21 22
χ2(1) 89 54 98 95 98
χ2(2) 71 37 84 75 81
χ2(5) 40 20 44 39 41
χ2(10) 24 13 25 21 23
Cauchy 77 83 86 87 86
t(2) 50 50 53 51 53
t(5) 22 18 19 16 19
Uniform 1 32 20 17 28
Beta(1, 2) 12 12 31 26 28
Beta(2,2) 1 11 6 6 8
Logistic 13 10 12 10 12
Halfnormal 32 15 44 36 42
Weibull(0.8) 85 50 95 90 94
Weibull(1) 71 37 84 75 80
Weibull(1.5) 33 17 40 33 37
NormMix(.5, 4, 1) 1 51 39 47 49
NormMix(.5, 3, 1) 2 23 13 16 19
NormMix(.5, 5, 1) 2 74 75 82 82
NormMix(.5, 6, 3) 22 23 64 62 63
NormMix(.9, 6, 3) 79 65 78 75 77
NormMix(.5, 2, 1/3) 20 24 65 62 62
NormMix(.9, 2, 1/3) 2 5 5 5 5
PSII(0) 1 34 20 18 28
PSII(1) 1 11 5 6 8
PSVII(4) 16 12 13 11 13
PSVII(5) 12 11 10 9 11
SPH(Gamma(5, 1)) 2 47 49 52 51
SPH(Unifrom) 1 33 20 19 27
SPH(Beta(1, 2)) 1 5 3 4 4
SPH(Beta(2, 2)) 1 63 53 58 64
Avg.Rank 2.191 2.426 3.794 2.720 3.868
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Figure 3.2 Rank Plots for Table 3.2 (n = 50, p = 1)
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Table 3.2 Empirical power of tests for univariate normality with sample size n = 50 at signif-
icance level α = 5%
Alternatives MS MK Wn HZ Tn
Exponential 99 66 100 100 100
Lognormal(0, 1) 100 92 100 100 100
Lognormal(0, 0.52) 90 52 92 85 91
Gamma(5, 1) 59 23 58 45 56
χ2(1) 100 89 100 100 100
χ2(2) 99 66 100 99 100
χ2(5) 83 37 89 76 86
χ2(10) 59 23 59 45 55
Cauchy 91 100 100 100 99
t(2) 70 86 87 84 86
t(5) 33 38 35 27 35
Uniform 0 87 75 62 83
Beta(1, 2) 32 22 83 70 80
Beta(2,2) 0 36 15 17 25
Logistic 20 21 20 14 19
Halfnormal 77 21 93 78 91
Weibull(0.8) 100 84 100 100 100
Weibull(1) 99 66 100 99 100
Weibull(1.5) 76 27 88 73 84
NormMix(.5, 4, 1) 1 93 89 96 94
NormMix(.5, 3, 1) 1 57 36 52 50
NormMix(.5, 5, 1) 1 99 100 100 100
NormMix(.5, 6, 3) 51 31 99 98 98
NormMix(.9, 6, 3) 98 96 98 96 98
NormMix(.5, 2, 1/3) 52 32 98 98 98
NormMix(.9, 2, 1/3) 2 8 8 10 8
PSII(0) 0 87 75 62 84
PSII(1) 0 35 15 18 25
PSVII(4) 22 25 24 17 24
PSVII(5) 17 18 16 12 17
SPH(Gamma(5, 1)) 2 81 94 98 93
SPH(Unifrom) 0 86 75 63 82
SPH(Beta(1, 2)) 0 12 4 6 7
SPH(Beta(2, 2)) 1 99 99 99 100
Avg.Rank 2.147 2.706 3.662 2.809 3.676
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Figure 3.3 Rank Plots for Table 3.3 (n = 20, p = 2)
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Table 3.3 Empirical power of tests for bivariate normality with sample size n = 20 at signifi-
cance level α = 5%
Alternatives MS MK HZ Tn
Exponential2 79 46 86 86
Lognormal(0, 1)2 95 75 97 97
Gamma(5,1)2 26 14 23 26
χ2(1)2 96 70 99 99
χ2(5)2 45 23 43 47
Cauchy(0,1)2 92 96 96 97
t(2)2 67 68 65 72
t(5)2 27 23 18 24
Logistic(0,1)2 17 13 10 13
Beta(1,1)2 0 35 18 26
Beta(1,2)2 7 12 29 22
Beta(2,2)2 0 14 6 8
Halfnorm2 33 14 41 41
Weibull(1)2 79 44 87 88
N(0,1)⊗Exp 47 25 49 61
N(0,1)⊗χ2(5) 23 14 22 28
N(0,1)⊗t(5) 17 13 11 15
N(0,1)⊗Beta(1,1) 2 11 10 9
MVNMIX(.5, 4, 0, 0) 2 21 52 36
MVNMIX(.5, 2, .9, 0) 30 10 30 25
MVNMIX(.5, .5, .9, 0) 19 12 15 15
MVNMIX(.5, .5, .9, -.9) 42 23 39 32
MVNMIX(.7, 2, .9, 0.3) 36 20 29 29
MVNMIX(.3, 1, .9, -.9) 70 27 67 62
PSII(0) 0 49 18 34
PSII(1) 0 19 7 12
PSVII(2) 70 72 68 73
PSVII(3) 40 37 31 36
PSVII(5) 18 15 12 16
SPH(Exp) 64 73 78 71
SPH(Gamma(5,1)) 4 10 8 7
SPH(Beta(1,1)) 2 3 6 4
SPH(Beta(1,2)) 16 18 26 17
SPH(Beta(2,2)) 0 11 4 7
Avg.Rank 2.294 2.176 2.529 3.000
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Table 3.4 Empirical power of tests for univariate normality with sample size n = 50 at signif-
icance level α = 5%
Alternatives MS MK HZ Tn
Exponential2 100 84 100 100
Lognormal(0, 1)2 100 99 100 100
Gamma(5,1)2 67 28 51 65
χ2(1)2 100 97 100 100
χ2(5)2 92 47 87 94
Cauchy(0,1)2 99 100 100 100
t(2)2 89 97 95 97
t(5)2 44 52 31 51
Logistic(0,1)2 26 27 15 26
Beta(1,1)2 0 91 67 88
Beta(1,2)2 24 23 78 81
Beta(2,2)2 0 47 18 32
Halfnorm2 84 23 87 94
Weibull(1.5)2 86 33 82 90
N(0,1)⊗Exp 92 51 92 99
N(0,1)⊗χ2(5) 63 74 51 75
N(0,1)⊗t(5) 26 27 17 29
N(0,1)⊗Beta(1,1) 2 26 32 39
MVNMIX(.5, 4, 0, 0) 2 50 100 98
MVNMIX(.5, 2, .9, 0) 79 18 79 71
MVNMIX(.5, .5, .9, 0) 30 23 35 30
MVNMIX(.5, .5, .9, -.9) 66 47 92 70
MVNMIX(.7, 2, .9, 0.3) 79 43 66 73
MVNMIX(.3, 1, .9, -.9) 97 49 99 98
PSII(0) 0 98 69 95
PSII(1) 0 68 24 50
PSVII(2) 92 98 97 97
PSVII(3) 64 75 58 72
PSVII(5) 31 36 18 34
SPH(Exp) 82 99 100 98
SPH(Gamma(5,1)) 4 17 19 12
SPH(Beta(1,1)) 1 4 16 3
SPH(Beta(1,2)) 12 26 66 26
SPH(Beta(2,2)) 0 39 10 24
Avg.Rank 1.941 2.412 2.574 3.074
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Table 3.5 Empirical power of tests for 10 dimensional normality with sample size n = 20 at
significance level α = 5%
Alternatives MS MK HZ Tn
Exponential10 64 46 40 76
Cauchy10 100 100 96 100
Gamma(.5, 1)10 93 81 79 98
Gamma(5, 1)10 14 8 8 16
Lognormal(0, .52)10 44 28 19 53
Lognormal(0, 1)10 97 90 81 99
χ2(2)10 66 46 40 77
χ2(5)10 25 15 13 33
χ2(10)10 13 8 9 17
t(2)10 88 83 39 93
t(5)10 25 17 8 30
Logistic(0, 1)10 14 9 6 13
Uniform10 0 11 7 7
Beta(1, 2)10 2 5 8 6
Halfnormal10 13 7 13 17
Weibull(.8)10 91 75 68 95
Weibull(1)10 66 46 39 75
Weibull(1.5)10 17 9 11 23
N(0,1)5⊗Exp(1)5 30 16 15 35
N(0,1)5 ⊗ χ2(5)5 13 8 8 14
N(0,1)5 ⊗ t(5)5 14 9 6 14
N(0,1)5⊗Beta(1, 1)5 2 5 5 4
PSII(0) 0 24 5 14
PSII(1) 0 18 6 10
PSII(4) 1 9 5 5
PSVII(6) 98 96 68 97
PSVII(8) 55 45 14 49
PSVII(10) 32 23 9 27
SPH(Gamma(5, 1)) 75 72 32 68
SPH(Unifrom) 98 98 94 98
SPH(Beta(1, 2)) 100 100 99 100
SPH(Beta(2, 2)) 85 84 59 81
Avg.Rank 2.813 2.328 1.488 3.391
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Figure 3.6 Rank Plots for Table 3.6 (n = 50, p = 10)
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Table 3.6 Empirical power of tests for 10 dimensional normality with sample size n = 20 at
significance level α = 5%
Alternatives MS MK HZ Tn
Exponential10 100 98 100 100
Cauchy10 100 100 100 100
Gamma(.5, 1)10 100 100 100 100
Gamma(5, 1)10 64 32 27 65
Lognormal(0, .52)10 100 93 87 100
Lognormal(0, 1)10 100 100 100 100
χ2(10)10 63 31 26 67
χ2(15)10 43 20 17 46
t(2)10 100 100 99 100
t(5)10 76 76 21 81
Logistic(0, 1)10 39 35 9 42
Uniform10 0 80 28 66
Beta(1, 2)10 2 18 35 19
Halfnormal10 71 26 53 76
Weibull(.8)10 100 100 100 100
Weibull(1)10 100 98 100 100
Weibull(1.5)10 83 42 52 83
N(0,1)5⊗Exp(1)5 96 73 70 98
N(0,1)5 ⊗ χ2(5)5 60 31 25 67
N(0,1)5 ⊗ t(5)5 42 39 10 50
N(0,1)5⊗Beta(1, 1)5 0 22 13 14
PSII(0) 0 100 49 100
PSII(1) 0 98 28 95
PSII(4) 0 67 11 50
PSVII(6) 100 100 100 100
PSVII(8) 98 99 70 98
PSVII(10) 85 87 30 84
SPH(Gamma(5, 1)) 100 100 97 100
SPH(Unifrom) 100 100 100 100
SPH(Beta(1, 2)) 100 100 100 100
SPH(Beta(2, 2)) 99 100 100 100
Avg.Rank 2.435 2.532 1.855 3.177
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Abstract
Copulas have been widely used to model the dependence structures in many fields. This
paper considers the goodness-of-fit problem of testing whether a sample of d-dimensional obser-
vations can be regarded as drawn from the standard uniform distribution on [0, 1]d, that is, the
independence copula. The main objective of this paper is to develop a test that is consistent
against general fixed alternative densities in Rd, d ≥ 1. The test statistic can be viewed as a
nonparametric likelihood ratio (NPLR) using nearest neighbor based entropy estimates which
approximates the Neyman-Pearson likelihood ratio under fixed alternative. On the other hand,
it is asymptotically distribution-free under the null hypothesis. Feasibility of the proposed test
is demonstrated via a numerical study for testing multivariate uniformity against several copula
alternatives in different dimensions. Simulation results show that the NPLR-based tests have
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competitive power against the copula alternatives examined in the Monte Carlo experiment
compared with one existing competitor.
Key Words: Copula; Uniformity; Entropy; Goodness-of-fit tests; Consistency; Kullback-
Leibler information.
4.1 Introduction
Copulas have been proved to be very useful in modeling dependence structures and in-
creasingly applied in recent years. It was first introduced by Sklar (1959) and a tremendous
increase of literature related to copulas emerged thereafter. Joe (1997), Drouet Mari and Kotz
(2001) and Nelsen (1999) gave comprehensive expositions on copulas. The question of whether
a particular copula appropriately models the dependence structure within the data can be
characterized by a goodness-of-fit problem. There is a growing number of contributions to this
field, see Marshal and Zeevi (2002), Malevergne and Sornette (2003), Breymann et al. (2003),
Genest et al. (2009).
Formally, the problem is to test goodness-of-fit or model specification, that is, to test
whether the true unknown density g is equal to f0:
H0 : g = f0 against H1 : g 6= f0. (4.1)
Our interest here is to develop a consistent goodness-of-fit test, where f0 and g are both
copulas, based on nearest-neighbor cells.
The rest of the paper is organized as follows. In Section 4.2, we reviewed some fundamen-
tal properties of the nearest neighbor cells and established two useful lemmas to be used in
subsequent development of tests. In Section 4.3, we specified a class of multivariate goodness-
of-fit tests and showed that they are asymptotically distribution-free and consistent. Section
4.4 presents a numerical study on testing multivariate uniformity against copula alternatives.
Section 4.5 contains a summary of our tests discussed in this paper.
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4.2 Nearest Neighbor Cells: Notation, Distribution, and Two Lemmas
Bickel and Breiman (1983) demonstrated the usefulness of nearest neighbor cells for con-
structing asymptotically distribution-free goodness-of-fit tests in multi-dimensions. In this
section, we first introduce the notation for nearest neighbor cells and review some distribu-
tional properties, and then establish two basic lemmas which are essential in the subsequent
development of asymptotic optimality of nearest neighbor based test statistics.
4.2.1 Notation and Distribution
For any distance ρ(x, y) between two points x and y in Rd, the cell centered at x ∈ Rd with
radius r > 0 will be designated by C(x, r), i.e.,
C(x, r) = {y ∈ Rd | ρ(x, y) ≤ r}. (4.2)
Let F (x) be the cumulative distribution function with a Lebesgue density f(x), and µF be the
induced measure corresponding to F . Suppose X1, ..., Xn is a random sample from F , then for
any fixed x ∈ Rd, {µF (C(x, ρ(x,Xm))) | m = 1, . . . , n} is a set of independent and identically
distributed uniform random variables on [0, 1]. As pointed out by Bickel and Breiman (1983), by
conditioning on the i-th observation, {µF (C(Xi, ρ(x,Xm))) | m = 1, . . . , i− 1, i+ 1, . . . , n} can
be viewed as the order statistics of n−1 independent and identically distributed uniform random
variables on [0, 1]. Denote the ascending order statistics of {ρ(Xi, Xj), j = 1, . . . , n, j 6= i} by
{Ri(m) | m = 1, . . . , n−1}. Notice that C(Xi, Ri(m)) is the smallest closed cell centered at Xi
and contains m+ 1 observations, i.e. C(Xi, Ri(m)) = {y ∈ Rd | ρ(Xi, y) ≤ Ri(m)}, which will
be called them-nearest neighbor cells ofXi. Then, conditioning onXi, {µF (C(Xi, Ri(m))),m =
1, . . . , n−1} are the order statistics of a uniform sample of size n−1, which also implies that the
both the conditional(conditioning on Xi) and unconditional distribution of µF (C(Xi, Ri(m)))
is the beta distribution Beta(m,n−m) with density
Γ(n)
Γ(j)Γ(n− j)u
j−1(1− u)n−j−1I(0,1)(u). (4.3)
For simplicity, we will denote C(Xi, Ri(m)) by Ci(m).
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4.2.2 A Size Lemma
Given independent and identically distributed random variables X1, X2, . . . , Xn, with cu-
mulative distribution function F , from (4.3), it immediately follows that, µF (Ci(m)) has mean
m/n and variance m(n−m)
n2(n+1)
, which is of order O(1/n2) for each fixed m and generally is of smaller
order than O(1/n) if m/n→ 0. Thus, µF (Ci(m)) is very close to m/n for all i and any F . In
fact, we have the following lemma about the size of µF (Ci(m)):
Lemma 4.1. Suppose X1, ..., Xn are independent observations from a continuous cumulative
distribution function F (x) in Rd, with the corresponding induced measure µF . If m/ log n→∞
and m/n→ 0, then
P
(
max
1≤i≤n
|µF (Ci(m))−m/n| ≥ 3
√
m log n/n
)
≤ 2n−
2−δm,n
1+δm,n , (4.4)
where δm,n =
3n
n−m
√
logn
m .
Proof. As we know, µF (Ci(m)) has the same distribution as the m-th order statistic of a
uniform distributed sample with sample size n− 1. Let σ2 = m(n−m)/n2 and µ = m/n. By
Lemma 3.1.1 of Reiss (1989, pp. 84), for every  ≥ 0,
P (|µF (Ci(m))− µ| ≥ σ/
√
n) ≤ 2 exp
(
− 
2
3(1 + /(σ
√
n))
)
. (4.5)
Let  = 3
√
(n− 1) log n/n and δm,n = 3nn−m
√
logn
m , then the above inequality gives
P (|µF (Ci(m))−m/n| ≥ 3
√
m log n/n) ≤ 2n−3/(1+δm,n).
Therefore,
P
(
max
1≤i≤n
|µF (Ci(m))−m/n| ≥ 3
√
m log n/n
)
≤ nP (|µF (Ci(m))−m/n| ≥ 3
√
m log n/n)
≤ 2n1−3/(1+δm,n)
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4.2.3 A Covering Lemma
So far we have discussed some properties of nearest neighbors which hold for any distance
on Rd. Given two points x = (x1, . . . , xd)′ and y = (y1, . . . , yd)′, in the rest of this paper we
will use the following distance
ρ(x, y) ≡ max
1≤j≤d
|xj − yj |. (4.6)
Another useful property of the nearest neighbor cells of a random sample is that points that are
far away will have disjoint and nearly independentm-nearest neighbor cells covering them. Thus
statistics based on sums of nearest neighbor cells are approximately sums of locally dependent
sums for which limit theorems can be established using existing theory. More precisely we have
the following lemma:
Lemma 4.2. Suppose Xn = {X1, X2, · · · , Xn} is a set of points in Rd, d ≥ 1. Assume that
these points do not lie on any sub-plane with Lebesgue measure zero. Let m be an integer such
that n > m ≥ 1. Then each x ∈ Rd can only be covered by at most d!2dm m-nearest neighbors
centered at points in Xn with respect to the distance ρ(X,Y ) = maxi≤d |xi − yi|.
Proof. The univariate case with d = 1 is straightforward. Without loss of generality, we assume
that the point to be covered is the origin O in Rd, d ≥ 2. The basic idea is to partition Rd into
2d · d! subsections. Rd has 2d orthants defined by the system of inequalities
εixi ≥ 0, for 1 ≤ i ≤ d
on the coordinates (xi)i≤d where each εi is either +1 or −1. Due to symmetry, it suffices to
consider the first orthant with all coordinates positive. We can divide the orthant into d! sub-
sections according to the ordering of the coordinates. For each permutation pi of {1, 2, · · · , d},
denote Cpi = {(x1, x2, · · · , xd) ∈ Rd : xpi(1) ≥ xpi(2) ≥ · · · ,≥ xpi(d)}. There are d! different
permutations, corresponding to d! different C ′pis. Thus we can divide the first orthant into d!
subsections. Due to symmetry, without loss of generality, it suffices to consider the case of the
following subsection
C1 = {(x1, x2, · · · , xd) ∈ Rd : x1 > x2 > · · · > xd > 0}
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If there are less than m points in Xn falling into C1, there is no concern about C1. Next we
assume that there exist more than m observed points in C1. We can order all the Xi’s that
fall into C1 according to the magnitude of their x1-coordinate. Thus, there exists a positive
constant k0, such that there are exactly m observed points in C1 such that the x1-coordinates
of these m points are less than k0. In other words, there are exactly m points in Xn falling into
the set {x1 ≤ k0} ∩ C1. For any point X ′ = (x′1, x′2, · · · , x′d) in {x1 > k0} ∩ C1, we have
ρ(X ′, O) = max
1≤i≤d
|x′i| = x′1.
On the other hand, for any X = (x1, x2, · · · , xd) ∈ C1 ∩ {x1 ≤ k0},
ρ(X ′, X) = max
1≤i≤d
|x′i − xi| < max
1≤i≤d
{
max(x′i, xi)
}
= x′1.
Therefore, ρ(X ′, X) < ρ(X ′, O). Suppose that X ′ is any observed point that fell into {x1 >
k0}∩C1, and X is any observed point in {x1 ≤ k0}∩C1, then ρ(X ′, X) < ρ(X ′, O) = x1. Since
there are m points in {x1 ≤ k0} ∩C1, the m nearest-neighborhood of X ′ in ρ(·, ·) distance will
not cover the origin O. This proves that, any point in Rd can only be at most in Cdm nearest
m-neighborhoods centered at some point in Xn where Cd = d!2d for any dimension d. This
bound Cd is sharp as can be seen in the univariate case with d = 1.
The above covering lemma tells us that m-nearest neighbor cells are locally dependent,
thus we would like to partition them into disjoint parts while retaining the locally dependent
property. This is achieved in the following lemma.
Lemma 4.3. The union of any sub-collection of the rectangular type m-nearest neighbor cells
can be partitioned into finitely many non-overlapping rectangles in Rd such that each can only
intersect at most d!2dm other m-nearest neighbor cells.
Proof. As we know, for any finite collection of rectangular type m-nearest neighbor cells, say
C1, . . . , Cn, we can partition them into finitely many non-overlapping rectangular particles, say
{Pj}Nj=1, such that for any Pj and Ci, either Pj ⊂ Ci or Pj ∩ Ci =. Then each Pj can be only
in at most 2dd!m m-nearest neighbors out of {Ci}ni=1. This is because, if Pj is covered by more
than 2dd!m m-nearest neighbor cells, then there exists an inner point x0 of Pj , such that x0 is
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covered by more than 2dd!m m-nearest neighbor cells, which is a contradiction to the covering
lemma.
Remark 4.1. For any collection of m-nearest neighbor cells {Ci}ni=1. As in the proof above,
there exists a partition of ∪ni=1Ci, which is {Pj}Nj=1, such that each Pj can be covered by at
most 2dd!m members from {Ci}ni=1. Then for any probability measure µ, we have
n∑
i=1
µ(Ci) =
n∑
i=1
N∑
j=1
µ(Ci ∩ Pj) =
N∑
j=1
n∑
i=1
µ(Ci ∩ Pj)
≤
N∑
j=1
(
n∑
i=1
I{Pj ⊂ Ci}
)
µ(Pj) ≤
N∑
j=1
(2dd!m)µ(Pj)
≤ 2dd!m.
4.3 The Test for Multivariate Uniformity and its Consistency
In this section, we will construct goodness-of-fit tests for testing multivariate uniformity
on [0, 1]d based on a likelihood ratio type statistic using overlapping nearest-neighbor cells.
Because considering uniformity tests does not lose much generality if one uses Rosenblatt’s
transformation (Rosenblatt, 1952) which transforms any multivariate density into a distribution
defined on the unit cube in Rd and then testing goodness-of-fit of a specified density becomes a
problem of testing uniformity of the transformed sample. The consistency of this test will also
be discussed.
Let f0(x) be a known probability density function and {Xi, 1 ≤ i ≤ n} denote independent
observations from some unknown density g(x) in Rd. Consider the goodness-of-fit of a density
f0(x) with CDF F0(x), i.e., the test of
H0 : g(x) = f0(x) v.s. H1 : g(x) 6= f0(x). (4.7)
4.3.1 Test Statistic
We will consider the following likelihood ratio type statistic which compares the observed
frequency in the m-nearest neighbor to the expected frequency under the null:
Tmn =
1
n
n∑
i=1
log
m/n
µF0{Ci(m)}
. (4.8)
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Intuitively, Tmn will be small when all µF (Ci(m)) are nearly equal to m/n as in the case
of the null model under H0, and will be large when some of them are very small which is
typical under H1. Thus, one might use a one-sided test which rejects H0 when Tmn is large.
A special case is the test of multivariate uniformity where F0(x) is the CDF of the uniform
distribution on the unit cube [0, 1]d, and µF0(Ci(m)) = ‖Ci(m)‖ = 2d[Ri(m)]d. Then, given
sample {Xi, i ≤ n}, one can reject uniformity on [0, 1]d for large values of the following statistic
Tmn =
1
n
n∑
i=1
log
[
m/n
{2Ri(m)}d
]
. (4.9)
For any given sample size n, the null distribution of our test statistic can be directly
simulated without much computational burden at least for commonly used distance functions
such as the ρ considered in this paper. One can derive the null asymptotic distribution of the
test statistic (which is asymptotically normal), however, the asymptotic normal distribution
generally does not approximate the finite sample distribution well even in the univariate case
(Dudewicz and Van der Meulen, 1981). Thus numerically simulated critical values are the
preferred choice.
4.3.2 Consistency Theorem
Let Aδ = {x ∈ Rp | g(x) ≥ δ}, notice that by the monotone convergence theorem, we have
limδ→0 µG(Aδ) = 1. This fact motivates the following assumption:
A1: For any  > 0, there exists δ > 0 such that
lim inf
n→∞ n
−1
n∑
i=1
I
[
µG{Ci(m)}
‖Ci(m)‖ > δ
]
> 1− . (4.10)
Theorem 4.1. Let f0(x) be a given density on Rd with CDF F0(x). Let X1, X2, . . . , Xn be
independent and identically distributed random variables from a density function g(x) such that
K(g||f0) =
∫
g(x) log
g(x)
f0(x)
dx ≤ +∞.
Then under assumption A1, if m/ log n→∞ and m/n→ 0, we have
lim inf
n→+∞
1
n
n∑
i=1
log
m/n
µF0(Ci(m))
≥ K(g||f0), a.s.. (4.11)
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Proof. For any meaningful nonnegative measurable function h, denote
∆(x, h,N) ≡ sup
{
|
∫
C
h(t)dt/‖C‖ − h(x)| : x ∈ C ⊂ B(x, 1/
√
N), C is cube
}
.
First, for any 1, 2 > 0, there exists a large enough N such that for
D ≡ {x | max(∆(x, f0, N),∆(x, log g,N)) ≤ 1}
µG(D) ≥ 1− 2. Second, for any 3 > 0, there exists M > 0 such that µG({x | g(x) ≤ M}) ≥
1− 3. For simplicity, let us denote the following events:
Ai ≡ {Xi ∈ D}, Bi =
{
µG(Ci(m))
‖Ci(m)‖ > δ
}
, Ci = {g(Xi) ≤M}, i = 1, . . . , n.
By assumption A1, for any 4 > 0, there exists δ > 0 such that
lim inf
n→∞ n
−1
n∑
i=1
IBi > 1− 4.
Notice, on each Bi, we have ‖Ci(m)‖ ≤ µG(Ci(m))/δ. By Remark 4.1, we have
n∑
i=1
µF0(Ci(m)) ≤ 2dd!m.
By Jensen’s inequality, for any x ≥ 0, E{log(1/x)} ≥ log{1/E(x)}. Let ωi = IAci∪Bci∪Cci , then
we have
1
n
n∑
i=1
log
{
m/n
µF0(Ci(m))
}
ωi =
1
n
n∑
i=1
ωi ·
n∑
i=1
ωi∑n
i=1 ωi
log
{
1
nµF0(Ci(m))/m
}
≥ 1
n
n∑
i=1
ωi ·
n∑
i=1
log
{ ∑n
i=1 ωi∑n
i=1 ωinµF0(Ci(m))/m
}
≥ 1
n
n∑
i=1
ωi ·
n∑
i=1
log
{
n−1
∑n
i=1 ωi∑n
i=1 µF0(Ci(m))/m
}
≥ 1
n
n∑
i=1
ωi ·
n∑
i=1
log
{
n−1
∑n
i=1 ωi
2dd!
}
.
Thus the statistic can be written as:
Tmn =
1
n
n∑
i=1
log
{
m/n
µF0(Ci(m))
}
IAci∪Bci∪Cci +
1
n
n∑
i=1
log
{
m/n
µF0(Ci(m))
}
IAi∩Bi∩Ci
≥
∑n
i=1 IAci∪Bci∪Cci
n
log
{∑n
i=1 IAci∪Bci∪Cci
2dd!n
}
+
1
n
n∑
i=1
log
{
m/n
µF0(Ci(m))
}
IAi∩Bi∩Ci
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Clearly, n−1
∑n
i=1 IAci∪Bci∪Cci ≤ n−1
∑n
i=1 IAci∪Cci + n
−1∑n
i=1 IBci , and
lim
n→∞
∑n
i=1 IAci∪Cci
n
= µG(D
c ∪ {x | g(x) > M}) ≤ 2 + 3, a.s., lim sup
n→∞
∑n
i=1 IBci
n
≤ 4, a.s..
Therefore
lim sup
n→∞
∑n
i=1 IAci∪Bci∪Cci
n
≤ 2 + 3 + 4, a.s..
Denote
Π2 =
1
n
n∑
i=1
log
{
m/n
µF0(Ci(m))
}
IAi∩Bi∩Ci ,
then for n large enough,
Π2 =
1
n
n∑
i=1
(
log
{
m/n
µG(Ci(m))
}
+ log
{
µG(Ci(m))
‖Ci(m)‖
}
+ log
{ ‖Ci(m)‖
µF0(Ci(m))
})
IAi∩Bi∩Ci
≥ 1
n
n∑
i=1
(
log
{
m/n
µG(Ci(m))
}
+
∫
Ci(m)
log g(x)dx
‖Ci(m)‖ + log
{ ‖Ci(m)‖
µF0(Ci(m))
})
IAi∩Bi∩Ci
≥ 1
n
n∑
i=1
log
{
m/n
µG(Ci(m))
}
IAi∩Bi∩Ci +
1
n
n∑
i=1
{log g(Xi)− 1}IAi∩Bi∩Ci
− 1
n
n∑
i=1
log {f0(Xi) + 1} IAi∩Bi∩Ci
≥ 1
n
n∑
i=1
log
{
m/n
µG(Ci(m))
}
IAi∩Bi∩Ci +
1
n
n∑
i=1
log
g(Xi)
f0(Xi) + 1
IAi∩Bi∩Ci − 1
=
1
n
n∑
i=1
log
{
m/n
µG(Ci(m))
}
IAi∩Bi∩Ci
+
1
n
n∑
i=1
log
g(Xi)
f0(Xi) + 1
(IAi∩Ci − I{Ai ∩ Ci ∩Bci })− 1
≥ 1
n
n∑
i=1
log
{
m/n
µG(Ci(m))
}
IAi∩Bi∩Ci +
1
n
n∑
i=1
log
g(Xi)
f0(Xi) + 1
IAi∩Ci
− log M
1
1
n
n∑
i=1
I{Ai ∩ Ci ∩Bci } − 1
≥ 1
n
n∑
i=1
log
{
m/n
µG(Ci(m))
}
IAi∩Bi∩Ci +
1
n
n∑
i=1
log
g(Xi)
f0(Xi) + 1
IAi∩Ci
− log M
1
1
n
n∑
i=1
IBci − 1.
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Notice that
lim sup
n→∞
∣∣∣∣∣ 1n
n∑
i=1
log
{
m/n
µG(Ci(m))
}
IAi∩Bi∩Ci
∣∣∣∣∣ ≤ lim supn→∞ 1n
n∑
i=1
∣∣∣∣log{ m/nµG(Ci(m))
}∣∣∣∣ = 0, a.s.
lim
n→∞
1
n
n∑
i=1
log
g(Xi)
f0(Xi) + 1
IAi∩Ci =
∫
Dc∩{x|g(x)≤M}
g(x) log
g(x)
f0(x) + 1
dx, a.s.
Thus, let n→∞, we have, for any sufficient small 1, 2, 3, 4 > 0, there exists M(3) > 0 such
that lim3→0M(3) =∞ and
lim inf
n→∞ Tmn ≥ (2 + 3 + 4) log
2 + 3 + 4
2dd!
− 1 − 4 log M(3)
1
+
∫
Dc∩{x|g(x)≤M(3)}
g(x) log
g(x)
f0(x) + 1
dx.
Let 4, 1, 2, 3 go to zero in turns, the above inequality yields
lim inf
n→∞ Tmn ≥ K(g‖f0), a.s.
Remark 4.2. If g(x) is bounded away from 0 and infinity, then Bδ = ∅ for δ small enough and
we can take Oδ = ∅.
Remark 4.3. If g is upper semi-continuous, then Bδ would be a compact set and the assumption
would also automatically be true.
4.4 Testing Multivariate Uniformity: A Numerical Study
In this section we investigate the finite sample power performance of the goodness of fit test
for testing multivariate uniformity. A large number of goodness-of-fit tests for uniformity have
been studied in the univariate case (D’Agostino and Stephens, 1986; Shorack and Wellner,
1986). Unlike the univariate case, high dimensional goodness-of-fit tests are much less well
developed, as pointed out by Bickel and Breiman (1983). One systematic numerical study for
testing multivariate uniformity in dimensions is given by Liang et al. (2001), in which numerical
studies for dimensions 5 and 10 are carried out to systematically investigate power performance
of their proposed tests. More specifically, consider testing multivariate uniformity, for d > 1,
H0 : g = 1[0,1]d v.s. H1 : g 6= 1[0,1]d .
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As pointed out by Liang et al. (2001), the KS type goodness-of-fit tests in high dimensions
can be computationally very intensive. In particular, the proposed procedures include a form
of the Cramer-von Mises test as a special case, thus are well motivated and are intuitively
appealing. Moreover, Liang et al. (2001) proposed some smart computational algorithm us-
ing clever number-theoretic based computational methods for high-dimensional Monte Carlo
approximation of integrals and other quantities. Liang et al. also considered a large class of
interesting multivariate alternatives (elliptical type copulas) which have found increasing appli-
cations in economics and other fields. It is interesting that Liang et al. are able to numerically
investigate the power performance of their proposed multivariate uniformity tests against the
interesting alternatives. Next, as a case study, we will investigate feasibility of our proposed
test for multivariate uniformity in the set-up of Liang et al. (2001).
4.4.1 Test Statistic and Null Distribution
For a random sample X1, . . . , Xn in Rd, where Xi = (Xi1, . . . , Xid), our test statistic is the
Tmn =
1
n
n∑
i=1
log
m/n
‖C(Xi, Ri(m)‖ . (4.12)
A practical question is the choice of m in the test statistic Tmn. In our numerical study, we
select the value of m to be m = 4, which is motivated by Vasicek (1976), where it is found
m = 4 produces competitive power for n = 25 compared with KS type tests and other tests.
For simplicity, we also use m = 4 for other sample sizes equals to 50 and 100. Using slightly
larger m values produces similar pattern of power. The critical values of our test statistic is
very easy to obtain via Monte Carlo simulations. For each given sample size and m = 4, we
use 50,000 simulations to obtain critical values, and found that 50,000 already produce very
stable critical values. Larger number of simulations for critical values produce essentially the
same overall results.
Liang et al. (2001) proposed six test statistics. Their numerical studies indicate that the
test which corresponds to the “symmetric discrepancy” has universally better power than the
other 5 tests against all six alternatives. The formula for the test statistic is:
T sn = n[(U1 −Md), (U2 −Md)]Σ−1n [(U1 −Md, U2 −Md)]′
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where
Σn =
 ζ1 2ζ2
2ζ2
4(n−2)
n−1 ζ1 +
2
n−1ζ2

U1 =
1
n
n∑
k=1
d∏
j=1
(1 + 2Xkj − 2X2kj)
U2 =
2d+1
n(n− 1)
n∑
k<l
d∏
j=1
(1− |Xkj −Xlj |)
M = 4/3, ζ1 = (9/5)
d − (16/9)d and ζ2 = 2d − (16/9)d. Details can be found in Appendix.
4.4.2 Alternative Models
For any random vector Z ∈ Rd, we use notation C[Z] to denote the distribution, whose
CDF CZ is determined by the following equality:
CZ(x1, . . . , xd) = F (F
−1
1 (x1), . . . , F
−1
p (xd))
where F is the CDF of Z and F ′is are the marginal CDFs of Z. We consider those alternatives
specified by C[Z], where Z comes from the following families:
1. The multivariate normal distribution MVNd(µ,Σ), whose density is:
(2pi|Σ|)−d/2 exp
{
−1
2
(z− µ)′Σ−1(z− µ)
}
, z ∈ Rd.
2. The multivariate t distribution with density given by:
Γ(m+d2 )
Γ(m2 )pi
d/2
· |Σ|−1/2 (1 +m−1(z− µ)′Σ−1(z− µ))−(m+d)/2 , m > 0, z ∈ Rd.
3. The multivariate Kotz type distribution with density:
Cd|Σ|−1/2[(z− µ)′Σ−1(z− µ)]N−1 exp
{−r[(z− µ)′Σ−1(z− µ)]s}
where the normalizing constant Cd is
Cd =
sΓ(d/2)
pid/2Γ((N + d/2− 1)/s)r
(N+d/2−1)/s,
and r, s > 0, 2N + d > 2, z ∈ Rd.
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4. The Pearson type VII distribution, with density:
Γ(N)
Γ(N − d/2)pid/2md/2 |Σ|
−1/2(1 +m−1(z− µ)′Σ−1(z− µ))−N ,
where N > d/2,m > 0, z ∈ Rd.
5. The Pearson type II distribution, with density:
Γ(d2 +m+ 1)
Γ(m+ 1)pid/2
|Σ|−1/2 (1− (z− µ)′Σ−1(z− µ))m ,
where m > −1, (z− µ)′Σ−1(z− µ) < 1.
6. The multivariate Cauchy distribution MCd(µ,Σ) with density:
Γ(1+d2 )
Γ(12)pi
d/2
· |Σ|−1/2 {1 + (z− µ)′Σ−1(z− µ)}−(1+d)/2 , z ∈ Rd.
4.4.3 Data Generation and Parameter Set-up
Data generation is hampered by the difficulty that many of these distributions have no
known form of CDF, we derived closed form expressions for some of CDF’s which facilities
the data generation and numerical evaluation. Details can be found in Appendix. Let Σρ =
ρJd + (1− ρ)Id, where Jd is a d× d matrix full of 1’s, and Id is the d× d identity matrix. As
in Liang et al. (2001), we consider six alternatives, whose Σ are all set to be Σ = Σ1/2. Those
are:
1. X ∼ C[Z], where Z ∼MVNd(0,Σ) with Σ = Σ1/2. Denote this distribution as CMN .
2. X ∼ C[Z], where Z has a multivariate t-distribution with the degrees of freedom param-
eter m = 5 and Σ = Σ1/2. And denote it as CMT .
3. X ∼ C[Z], where Z has a Kotz type distribution with N = 2, r = 1, s = 0.5, and call this
CMK.
4. X ∼ C[Z], where Z has a Pearson type VII distribution with N = 10,m = 2, and denote
this as CMPV II.
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5. X ∼ C[Z], where Z has a Pearson type II distribution with m = 3/2, and denote this as
CMPII.
6. X ∼ C[Z], where Z has a Cauchy distribution, and use notation CMC to denote this.
We also study the power performance in dimensions 5 and 10 and make comparisons with the
methods proposed by Liang et al. (2001). We reported the simulation results for dimensions 3,
5 and 10. Sample sizes considered are 25, 50 and 100 as shown in Table 4.1. We see that our
test has better power performance for all the alternatives considered in their paper.
Table 4.1 Empirical Power percentage of T sn and Tmn with m = 4, denoted as T4,n, for test-
ing d dimensional uniformity against different empirical type copulas, d = 3, 5, 10.
(α = 5%)
Test Statistic n CMN CMT CMK CMPV II CMPII CMC
d = 3
25 29 30 29 29 29 36
T sn 50 70 70 70 71 70 72
100 99 99 99 99 100 99
25 44 48 43 45 39 67
T4,n 50 81 82 82 81 82 96
100 98 98 99 98 99 100
d = 5
25 74 75 74 75 72 81
T sn 50 99 99 99 99 99 99
100 100 100 100 100 100 100
25 76 80 76 76 73 90
T4,n 50 99 99 99 99 99 100
100 100 100 100 100 100 100
d = 10
25 99 100 100 100 100 100
T sn 50 100 100 100 100 100 100
100 99 100 100 100 100 100
25 100 99 99 99 100 99
T4,n 50 100 100 100 100 100 100
100 100 100 100 100 100 100
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4.5 Discussion
In this paper, we developed a nonparametric likelihood ratio type goodness-of-fit tests for
testing copula based on m-nearest neighbor cells. These tests are consistent. In addition,
we presented the result for testing multivariate independence through testing the multivariate
uniform copula. The proposed test outperforms the multivariate uniformity test given by Liang
et al. (2001).
A general issue in implementation of the proposed tests is the selection of neighbor size m,
which has been considered by many statisticians in similar problems. Simulation results indicate
that the power performance here is relatively stable for choices of m around the reported choice.
Moreover, this test is quite robust against different choices of distances (euclidean distance,
max-distance, etc). In cases when marginal distributions are known or well estimated, testing
general independence can be transformed into testing multivariate uniformity. On the other
hand, Rosenblatt’s transformation can map any continuous distribution into a distribution
represented by the multivariate uniform copula. In this sense, the proposed test may be of
broad interest in many applications.
4.A How to Generate Certain Meta-eliptical Type Distributions
The main purpose of this section is to describe how to generate the data used in the
simulation study.
4.A.1 Meta-Elliptical Distribution
As mentioned in Liang et al. (2001), all those alternatives we considered are from C[Z],
where Z is a Meta-Elliptical type distribution. A d-dimensional random vector Z is said
to have an elliptical contoured distribution with parameters µ and Σ, if it has the following
representation
Z = µ+ rAU,
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where U is uniformly distributed on an unit sphere in Rd, r ≥ 0 is a univariate random variable
independent of U , and AA′ = Σ. When r has a density, the density of Z can be represented as
|Σ|− 12 g((z− µ)′Σ−1(z− µ)),
and we denote Z ∼ ECd(µ,Σ, g). Note that in this case, the density of r is uniquely determined
by g, and actually the density of r is of form
fr(x) = C · g(x2)xd−1I{x > 0},
where C is the normalizing constant. Here is our approach for generating data from C[Z],
where Z ∼ ECd(0,Σ, g). Without loss of generality, we can assume that µ = 0,Σ = {σij |σii =
1, for i 6= j, |σij | < 1, σij = σji, i, j = 1, . . . , d}, and do the following steps:
1. Generate X from MVNd(0, Id), and set U = X/‖X‖.
2. Generate r from the distribution with density fr(x) = C · g(x2)xd−1I{x > 0}.
3. Find a p × p matrix A such that AA′ = Σ, which can be done by using the well-known
Cholesky decomposition. In our special case, it can be explicitly obtained.
4. Let Z = rAU = (Z1, . . . , Zp)
′, and return X = (F1(Z1), . . . , Fp(Zp))′, where the Fi’s are
the marginal CDFs of Z. Fang et al. (2002) showed that in this case, all marginal CDFs
are the same, and have the form
F (x) =
1
2
+
pi(d−1)/2
Γ((d− 1)/2)
∫ x
0
∫ ∞
u2
(y − u2)(d−1)/2−1g(y)dydu
Thus, we see that for different parameter settings, it’s sufficient for us to specify the distribution
of r, and find the Fi’s for the marginal distribution.
4.A.2 Generate Kotz Type Copula
If Z follows Kotz type distribution, then C[Z] is the corresponding Kotz type copula. The
multivariate Kotz type distribution has density:
Cd|Σ|−1/2[(z− µ)′Σ−1(z− µ)]N−1 exp
{−r[(z− µ)′Σ−1(z− µ)]s} ,
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where the normalizing constant Cd is
Cd =
sΓ(d/2)
pid/2Γ((N + d/2− 1)/s)r
(N+d/2−1)/s,
and r, s > 0, 2N + d > 2, z ∈ Rd. Note that the Kotz type distribution corresponds to the
ECd(µ,Σ, g), with g(x) = Cdx
N−1 exp{−rxs}. In this case, we know that we need to generate
r from
fr(x) ∼ x2(N−1)+d−1 exp{−rx2s} · I{x > 0}.
Set θ = r2s, then θ follows the following distribution
fθ(y) ∼ y(N+d/2−1)/s−1 exp{−ry} · I{y > 0}.
One way of generating r would be generating θ from Gamma((N + d/2 − 1)/s, 1/r), that is,
the Gamma distribution with location parameter N + d/2 − 1 and scale parameter 1/r, then
set r = θ1/(2s).
The marginal CDF in general doesn’t have a closed form, in that case, we have to do a
double integral most of the time. The following examples contain some Kotz type distribution
with explicit expressions for marginal CDFs.
1. Set parameter N = 2, r = 1, s = 0.5, p = 3, in this case, the marginal pdf is
f(x) =
exp{−|x|}(6 + 3x2 + 6|x|+ |x|3)
48
, x ∈ R
And the corresponding CDF is
F (x) =

1 + exp {−x} · (−x3 − 6x2 − 18x− 24)/48, if x ≥ 0
exp {x} · (−x3 + 6x2 − 18x+ 24)/48, if x < 0
.
2. Set parameter N = 2, r = 1, s = 0.5, p = 5, then the marginal pdf is
f(x) = exp {−|x|} · (x4 + 7|x|3 + 27x2 + 60|x|+ 60) /480
And the corresponding CDF is
F (x) =

1 + exp {−x} · (−x4 − 11x3 − 60x2 − 180x− 240)/480, if x ≥ 0
exp {x} · (x4 − 11x3 + 60x2 − 180x+ 240)/480, if x < 0
.
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4.A.3 Generate Pearson Type VII Copula
The Pearson type VII distribution has density:
Γ(N)
Γ(N − d/2)pid/2md/2 |Σ|
−1/2(1 +m−1(z− µ)′Σ−1(z− µ))−N ,
where N > d/2,m > 0, z ∈ Rd. As we can see, Pearson type VII distribution is a member of
ECd(µ,Σ, g) with
g(x) =
Γ(N)
Γ(N − d/2)pid/2md/2 (1 + x/m)
−N · I{x > 0}.
Thus we need to generate r from the distribution with density fr(x) ∼ (1 + x2/m)−Nxd−1.
Let θ = (1 + r2/m)−N , then θ ∼ Beta(N − d/2, d/2). Then one way of generating r here is
to generate θ from Beta(N − d/2, d/2), and return r = √m(θ−1 − 1). The marginal pdf of Z
here is
f(x) =
1√
mB(1/2, N − d/2) · (1 + x
2/m)−N+(d−1)/2
where B(a, b) is the beta function defined by
B(a, b) =
∫ 1
0
ta−1(1− t)b−1dt.
The corresponding marginal CDF is
F (x) =

1
2
+
i
2
· FB(−x
2/m, 1/2,−N + d/2 + 1/2)
B(1/2, N − d/2) if x < 0
1
2
− i
2
· FB(−x
2/m, 1/2,−N + d/2 + 1/2)
B(1/2, N − d/2) if x ≥ 0
where the above i is the imaginary unit and FB(x, a, b) is defined by the integral
FB(x, a, b) =
1
B(a, b)
∫ x
0
ta−1(1− t)b−1dt.
The above form of CDF F is sensible in that it is real-valued. The explicit forms for some
special cases are given below
1. Set parameters N = 10,m = 2, d = 5, then the marginal CDF of Z here is given by
F (x) =
1
2
+
1
pi
arctan
x√
2
+
√
2
pi
x
(x2 + 2)7
(
x12 +
40
3
x10 +
1132
15
x8 +
8192
35
x6
)
+
√
2
pi
x
(x2 + 2)7
(
426
14
45
x4 + 448
64
99
x2 + 241
227
429
)
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2. Set parameters N = 10,m = 2, d = 10, then the marginal CDF os Z becomes
F (x) =
1
2
+
x(315 + 420x2 + 252x4 + 72x6 + 8x8)
16(x2 + 2)9/2
4.A.4 Generate Pearson Type II Copula
If Z follows the Pearson type II distribution, then C[Z] is the Pearson type II copula. The
Pearson type II distribution has density
Γ(d2 +m+ 1)
Γ(m+ 1)pid/2
|Σ|−1/2 (1− (z− µ)′Σ−1(z− µ))m
where m > −1, (z− µ)′Σ−1(z− µ) < 1. As we can see, the Pearson type VII distribution is a
member of ECd(µ,Σ, g) with
g(x) =
Γ(d2 +m+ 1)
Γ(m+ 1)pid/2
(1− x)m · I{0 < x < 1}
Then the r we need to generate has a density
fr(x) ∼ (1− x2)mxd−1.
Let θ = r2, then θ ∼ Beta(d2 ,m + 1), thus we generate θ from Beta(d2 ,m + 1), and return
r =
√
θ. The marginal pdf of Z in this case is
f(x) =
1
B(1/2,m+ d/2 + 1/2)
· (1− x2)m+(d−1)/2, x2 < 1
Corresponding CDF is
F (x) =

0 if x < −1
1− FB(x2, 1/2,m+ d/2 + 1/2)
2
if − 1 ≤ x < 0
1 + FB(x
2, 1/2,m+ d/2 + 1/2)
2
if 0 ≤ x < 1
1 if x ≥ 1
,
where B(a, b), FB(x, a, b) have been defined above.
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4.A.5 Generate t-Copula and Cauchy Copula
The multivariate t-distribution has density
Γ(m+d2 )
Γ(m2 )pi
d/2
· |Σ|−1/2 (1 +m−1(z− µ)′Σ−1(z− µ))−(m+d)/2 , m > 0, z ∈ Rd.
It is a special case of the Pearson Type VII distribution by setting N = (m + d)/2. The
multivariate Cauchy distribution has density
Γ(1+d2 )
Γ(12)pi
d/2
· |Σ|−1/2 {1 + (z− µ)′Σ−1(z− µ)}−(1+d)/2 , z ∈ Rd,
which is a special case of the multivariate t-distribution with degrees of freedom m = 1. Thus
the data generation method for Pearson type VII distribution can be applied here.
4.B Test Statistics by Liang et al. (2001)
In this section, we report statistics proposed by Liang et al. (2001). Adopt the notations
given by them, Liang et al. (2001) gave the following two statistics
An =
√
n[(U1 −Md) + 2(U2 −Md)]/(5
√
ζ1)
Tn = n[(U1 −Md), (U2 −Md)]Σ−1n [(U1 −Md, U2 −Md)]′,
where
Σn =
 ζ1 2ζ2
2ζ2
4(n−2)
n−1 ζ1 +
2
n−1ζ2

and U1, U2,M, ζ1, ζ2, under three special cases of the generalized L2-type discrepancy. Those
discrepancies are
1. the symmetric discrepancy:
U1 =
1
n
n∑
k=1
d∏
j=1
(1 + 2xkj − 2x2kj)
U2 =
2p+1
n(n− 1)
n∑
k<l
d∏
j=1
(1− |xkj − xlj |)
M = 4/3, ζ1 = (9/5)
d − (16/9)d and ζ2 = 2d − (16/9)d. Denote the test statistics in this
case as Asn, T
s
n.
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2. the centered discrepancy:
U1 =
1
n
n∑
k=1
d∏
j=1
(1 +
1
2
|xkj − 1
2
| − 1
2
|xkj − 1
2
|2)
U2 =
2
n(n− 1)
n∑
k<l
d∏
j=1
[
1 +
1
2
|xkj − 1
2
|+ 1
2
|xlj − 1
2
| − 1
2
|xkj − xlj |
]
M = 13/12, ζ1 = (47/40)
d − (13/12)2d and ζ2 = (57/48)d − (13/12)2d. Denote the test
statistics in this case as Acn, T
c
n.
3. the star discrepancy:
U1 =
1
n
n∑
k=1
d∏
j=1
(
3− x2kj
2
)
U2 =
2
n(n− 1)
n∑
k<l
d∏
j=1
[2−max(xkj , xlj)]
M = 4/3, ζ1 = (9/5)
d − (16/9)d and ζ2 = (11/6)d − (16/9)d. Denote the test statistics in
this case as A∗n, T ∗n .
Tests based on An will reject H0 for large values of |An|, and tests based on Tn will reject
H0 for large values of Tn.
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CHAPTER 5. AN EFFICIENT METHOD OF ESTIMATION FOR
LONGITUDINAL SURVEYS WITH MONOTONE MISSING DATA
A paper to be submitted to Biometrika
Ming Zhou and Jae Kwang Kim
Department of Statistics & Statistical Laboratory
Iowa State University
Ames, IA, 50011, USA
Abstract
Panel attrition is frequently encountered in panel sample surveys. When the panel attrition
is related with the observed study variable observed in the previous years, the classical approach
of nonresponse adjustment using a covariate-dependent dropout mechanism can be biased. We
consider an efficient method of estimation with monotone panel attrition when the response
probability depends on the previous values of study variable as well as other covariates. The
proposed estimator is asymptotically optimal in the sense that it minimizes the asymptotic
variance of a class of estimators that can be written as a linear combination of the unbiased
estimators of the panel estimates for each wave. The proposed estimator incorporates all
available information using the idea of generalized method of moments. Variance estimation is
discussed and results from two limited simulation studies are also presented.
Key Words: Ignorable Missing; Generalized Method of Moments; Panel attrition; Survey in
Time, Survey Sampling.
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5.1 Introduction
Longitudinal surveys or panel surveys, surveys in which similar measurements are made on
the same sample at different points in time, are very popular in the study of social and physical
dynamics that cannot be inferred from cross-sectional surveys. Missing data in the response
variable is a serious impediment to performing a valid statistical analysis in longitudinal surveys,
and estimation with longitudinal missing data is quite challenging. Bollinger and David (1997,
2001), for example, used the Survey of Income and Program Participation (SIPP) data to show
that estimates of food-stamp participation adjusted for nonresponse are significantly different
from estimates that fail to account for nonresponse. Wun et al. (2007) and Hawkes and Plewis
(2006) showed empirically that modeling the response probability is important for reducing the
bias in the estimates.
A popular practice for nonresponse adjustment for panel survey assumes that the implicit
response mechanism is the covariate-dependent missing, as termed by Little (1995), where the
response probability depends on the base-year covariate Xi that does not change over time,
but not on the study variable Yit that may vary over time. The nonresponse mechanism is
called ignorable if the true response probability depends only on the observed data and does
not depend on unobserved random variables. In a panel survey, ignorable response mechanism
means that the response probability at time t may depend on Xi and Yis with s < t, but
not on Yit. The covariate-dependent missing mechanism can be quite restrictive because the
dropout mechanism may not be fully explained by demographic base year covariates. For
example, Korinek et al. (2007) analyzed the Current Population Survey (CPS) data using an
area level model of response rate on average income and found that the response probability is
strongly correlated with household income. They went on further concluding that the current
adjustment method, which is essentially based on the covariate-dependent missing assumption,
should be rejected.
Robins et al. (1995) have developed a method for the estimation of longitudinal regression
models under ignorable nonresponse. Robins et al. (1995) assumed a working outcome regres-
sion model for Yit, as well as the response propensity model for the response probability, in
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developing their estimator. Rotnitzky et al. (1998) extended the method of Robins et al. (1995)
to nonignorable missingness. However, the Robins et al. (1995) method does not make full use
of available information.
Under the response model of Robins et al. (1995), we consider an alternative method of
parameter estimation that uses all available information in the longitudinal data. The basic
idea for combining all available information is based on the generalized method of moments
(GMM) estimation procedure of Hansen (1982). For T=1, the proposed estimator reduces
to the optimal estimator considered in Cao et al. (2009). Thus, the proposed estimator is a
generalized version of the existing optimal estimator for longitudinal surveys. By the orthogonal
construction of the control variates, the computation of the optimal estimator is simplified.
In Section 5.2, basic setup is introduced. In Section 5.3, optimal propensity score estimator
is motivated under the GMM framework. In Section 5.4, the optimal estimator under the
panel survey setup is proposed. In Section 5.5, the proposed method is extended to complex
survey sampling. In Section 5.6, results from two limited simulation studies are presented and
concluding remarks are made in Section 5.7.
5.2 Basic Setup
Let Yit(i = 1, . . . , n, t = 0, . . . , T ) be the outcome of interest measured on the ith sub-
ject at year t, Xi be the corresponding auxiliary information that is always observed and
remains constant throughout different years. We use rit to denote the indicator of response
for subject i at year t: rit = 1 if Yit is observed and rit = 0 otherwise. We shall regard
(Xi, ri0, ri1, . . . , riT , Yi0, . . . YiT ), i = 1, . . . , n, as independent and identically distributed ran-
dom vectors. Assume that the baseline information for subject i, (Xi, Yi0), is always ob-
served. Our goal is to estimate µt = E(Yit), the mean of Yit, for t = 1, . . . , T . Denote
Li,t = (X
′
i, Yi0, Yi1, . . . , Yi,t)
′ be the observed values of (X,Y ) for unit i up to time t. For any
random variable ∆, we use E˜ to denote the sample average of ∆, that is
E˜{∆} = n−1
n∑
i=1
∆i. (5.1)
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If the sample is obtained from a complex sampling design, E˜{∆} represent a design-unbiased
estimator of E{∆} based on the theory of Horvitz and Thompson (1952).
Throughout this paper, we shall assume that the missing pattern is monotone, that is,
ri,j = 0⇒ ri,j+1 = 0, ∀j = 1, . . . , T − 1. (5.2)
Although the constraint (5.2) can be somewhat restrictive, we believe that the monotone miss-
ing will cover most realistic situations for the panel attrition. The extension to non-monotone
missing pattern is beyond the scope of this paper. We shall assume the following missing data
mechanism:
Pr(rit = 1|ri,t−1 = 1, Li,T ) = Pr(ri,t = 1|ri,t−1 = 1, Li,t−1). (5.3)
Equation (5.3) means that the data are “missing at random” in the sense of Rubin (1976). See
also Little (1995) for its meaning under longitudinal survey setup. Equation (5.3) means that,
at any year t, the probability that Yit is missing only depends on what is observed by time t−1.
In other words, among subjects observed at time t− 1, the nonresponse probability at time t is
unrelated to the current and future outcomes Yit, . . . , YiT . The missing data mechanism in (5.3)
is more realistic than the covariate-dependent missing mechanism, which is often assumed in
the usual nonresponse adjustment methods that use the demographic variables as the covariates
for the nonresponse model. In addition to (5.3), we assume that
pit := P (rit = 1|ri,t−1 = 1, Li,t−1) > σ > 0, t = 1, . . . , T, (5.4)
so that for each subject i, the probability of remaining in the study is bounded away from zero,
which is needed to guarantee the existence of n1/2-consistent estimators of µt (Robins et al.,
1994). The probability pit is the conditional probability of response at time t given the unit i
response at time t− 1. Assumptions (5.2) and (5.3) imply that
piit := P (rit = 1|Li,T ) = P (rit = 1|Li,t−1) = P (ri0 = 1)
t∏
j=1
pij . (5.5)
The response probability piit is also often called propensity score (Rosenbaum and Rubin, 1983).
Denote pii0 = P (ri0 = 0), which is assumed to be known, such as in sample surveys, the selection
73
is under control of the investigator. The probability piit is different from pit in that piit refers to,
for subject i, the marginal probability of response at time t, while pit refers to the conditional
probability of a response at time t given that unit i responds at time t − 1. Very often piit
depends on Li,t−1 and the average of the observed Yit’s,
µˆt,naive =
∑
i ritYit∑
i rit
, (5.6)
will in general be inconsistent for µt. In this case, a commonly adopted approach is to model
the response probability and use the estimated response probability to obtain the propensity
score adjusted (PS) estimators. We discuss the PS estimator in more detail in the upcoming
section.
5.3 Optimal PS Estimation
5.3.1 PS Estimation
For simplicity, let us start from the T = 1 case. We now absorb Yi0 into Xi, and denote it as
Xi solely. The outcome of interest is then Yi1 and we are interested in estimating µ1 = E(Yi1).
Let the true response probability be parametrically modeled by pii1 = pi1(Xi;φ1), for some
function pi1(.) known up to φ1. If the maximum likelihood estimator of φ1, the solution to
S1(φ1) = E˜
{
(r1 − pi1) ∂pi1/∂φ1
pi1(1− pi1)
}
= 0, (5.7)
denoted by φˆ1, is available, then the propensity score adjusted (PS) estimator of µY1 , denoted
by µˆY1,PS , can be computed by solving
Uˆ1,PS := E˜
{
r1
pˆi1
(Y1 − µ1)
}
= 0, (5.8)
for µ1. Inverse probability weighted estimating equations have been previously considered by
Horvitz and Thompson (1952), Manski and Lerman (1977), Flanders and Greenland (1991),
Robins et al. (1995) among others. Strictly speaking, the PS estimator in (5.8) is also a
function of φˆ1. To discuss the asymptotic variance of the PS estimator, we introduce the
following lemma.
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Lemma 5.1. Suppose z1, . . . , zn are independent and identically distributed random vectors
and γˆ is the solution to E˜{U(z; γ)} = 0. Let Ui(γ) = U(zi; γ). If (i) E{U(γ∗)} = 0 and
γˆ = γ∗+ op(1), where γ∗ is an interior point of the parameter space; (ii) V ar{U(γ∗)} is finite;
(iii) U(γ) is continuously differentiable in a neighborhood N of γ∗; (iv) E{∂U(γ∗)/∂γ} exists
and is nonsingular; (v) E
{
supγ∈N ‖∂U(γ)/∂γ‖
}
<∞. Then,
γˆ − γ∗ = −
[
E
{
∂U(γ∗)
∂γ
}]−1
E˜{U(γ∗)}+ op(n−1/2). (5.9)
Proof. This lemma is an immediate application of Lemma 2.4 and Theorem 3.1 of Newey and
McFadden (1994).
Remark 5.1. Consider Ui(γ) = (θ
′ − gi(φ)′, ψi(φ)′)′, where γ = (θ′, φ′)′, S(φ) =
∑
i ψi(φ) is
the score function for φ. Let γˆ be the solution to E˜{U(γ)} = 0, that is, γˆ = (θˆ′, φˆ′)′, where
θˆ = E˜{g(φˆ)}. Assume that conditions in Lemma 5.1 are satisfied. Then (5.9) reduces to θˆ − θ∗
φˆ− φ∗
 = −
I −E{∂g(φ∗)/∂φ}
0 E{∂ψ(φ∗)/∂φ}

−1 E˜{g(φ∗)}
E˜{ψ(φ∗)}
+ op(n−1/2). (5.10)
By differentiating E{g(φ)} with respect to φ under the integral sign and evaluating at φ∗, we
obtain −E{∂g(φ∗)/∂φ} = E{g(φ∗)ψ(φ∗)} = Cov{g(φ∗), ψ(φ∗)}, similarly −E{∂ψ(φ∗)/∂φ} =
E{ψ(φ∗)ψ(φ∗)′} = V ar{ψ(φ∗)} (Pierce, 1982) . Therefore, θˆ can be expressed as
θˆ − θ∗ = E˜{g(φ∗)} − Cov{g(φ∗), ψ(φ∗)}[V ar{ψ(φ∗)}]−1E˜{ψ(φ∗)}+ op(n−1/2). (5.11)
This implies that
V ar[E˜{g(φˆ)}] = V ar[E˜{g(φ∗)}|S⊥] + o(n−1), (5.12)
where
V ar{E˜{g(φˆ)|S⊥} := V ar[E˜{g(φ∗)}]
− Cov[E˜{g(φ∗)}, S(φ∗)][V ar{S(φ∗)}]−1Cov[S(φ∗), E˜{g(φ∗)}].
(5.13)
Note that by (5.12),
V ar
{
E˜
(
r1Y1
pˆi1
)}
≈ V ar
{
E˜
(
r1Y1
pi1
) ∣∣∣∣S⊥1 } ≤ V ar{E˜ (r1Y1pi1
)}
.
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Such contradictory phenomena has been discussed by Rosenbaum (1987), Robins et al. (1994),
Little and Vartivarian (2005), Kim and Kim (2007), Beaumont and Bocci (2009). See also
Henmi and Eguchi (2004).
5.3.2 Optimal PS Estimation
We now discuss optimal PS estimation. We assume that the propensity score is computed
as in (5.7). In general, the PS estimator µˆX,PS applied to µX = E(X) is not equal to the
complete sample estimator µˆX,n = E˜{X}. Thus, the complete sample estimator X¯n can be
used to improve the efficiency of the PS estimator. To combine all the available information,
we consider minimizing the following objective function
Q =

Xˆ1 − µX
Xˆ2 − µX
Yˆ1 − µ1

′
V ar


Xˆ1
Xˆ2
Yˆ1


−1
Xˆ1 − µX
Xˆ2 − µX
Yˆ1 − µ1
 , (5.14)
with respect to µX and µ1, where Xˆ1 and Xˆ2 are two unbiased estimators of µX and Yˆ1 is
an unbiased estimator of µ1. The estimator obtained from the minimization of Q in (5.14) is
often called the GMM, termed by Hansen (1982), and is very popular in econometrics. The
GMM setup provides a useful tool for combining information from different sources. Under the
missing data setup where Xi is always observed and Yi1 is subject to missingness, if we know
pii1, then we can evaluate Xˆ1 = E˜{X}, Xˆ2 = E˜{r1X/pi1}, Yˆ1 = E˜{r1Y1/pi1}. In this case, the
optimal estimator that minimizes (5.14) is obtained by
µˆ1 = E˜
{
r1Y1/pi1 − (r1/pi1 − 1)X ′B∗
}
,
where
B∗ = E
[
E˜{(1/pi1 − 1)XX ′}
]−1
E
[
E˜{(1/pi1 − 1)XY1}
]
.
In practice, we can estimate B∗ by the plug-in estimator
µˆ1,opt = E˜
{
r1Y1/pi1 − (r1/pi1 − 1)X ′Bˆ∗
}
, (5.15)
where
Bˆ∗ = E˜
[
r1
pi1
(1/pi1 − 1)XX ′
]−1
E˜
[
r1
pi1
(1/pi1 − 1)XY1
]
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The estimator (5.15) is an (asymptotically) optimal estimator among the class of linear
unbiased estimators. A PS estimator is said to have external consistency if it is equal to the
full sample estimator E˜{Y1} when Yi1 = X ′iβ for some β for all i. Note that the optimal
estimator (5.15) satisfies a calibration constraint in the sense that, if Yi1 = X
′
iβ for some β
for all i, then Bˆ∗ = β, and µˆ1,opt = E˜ {r1(Y1 − Y1)/pi1 + Y1} = E˜(Y1). Thus, the direct PS
estimator Yˆ1,PS is not externally consistent but the optimal estimator in (5.15) is.
If the true propensity scores are unknown, we will use Xˆ1 = E˜{X}, Xˆ2 = XˆPS =
E˜{r1X/pˆi1}, Yˆ1 = Yˆ1,PS = E˜{r1Y1/pˆi1}, where pˆi1 = pi1(X; φˆ1), with φˆ1 being the maximum
likelihood estimator given by (5.7). In this case, the optimal estimator of µX is still equal to
E˜{X}, but the optimal estimator of µˆ1,opt in (5.15) using pˆii1 instead of pii1 is not really optimal
because the covariance between Yˆ1,PS and (XˆPS , Xˆn) is different from the covariance between
E˜{r1Y1/pi1} and (E˜{r1X/pi1}, Xˆn). To construct an optimal estimator, we can consider an
estimator of the form
µˆ1,B = Yˆ1,PS − (XˆPS − Xˆn)B
indexed by B and find B∗ that minimizes the variance of µˆ1,B. The solution is
B∗ =
{
V ar(XˆPS − Xˆn)
}−1
Cov(XˆPS − Xˆn, Yˆ1,PS).
By (5.12), we can approximate B∗ by
B∗ =
[
V ar{E˜(r1X/pi1)− Xˆn|S⊥1 }
]−1
Cov{E˜(r1X/pi1)− Xˆn, E˜(r1Y1/pi1)|S⊥1 }. (5.16)
Thus, the optimal estimator in (5.14) with Xˆ1 = Xˆn, Xˆ2 = XˆPS , Yˆ1 = Yˆ1,PS can be obtained
by minimizing
Q = (Zˆ − µZ)′{V ar(Zˆ0|S⊥1 )}−1(Zˆ − µZ), (5.17)
where Zˆ = (Xˆn, XˆPS , Yˆ1,PS)
′, Zˆ0 = (Xˆn, E˜{r1X/pi1}, E˜{r1Y1/pi1}) and µZ = (µX , µX , µY1).
The optimal Q term in (5.17) can be also obtained by minimizing the augmented Q term given
by
Q∗ =
Zˆ − µZ
S1

′V ar
Zˆ0
S1


−1Zˆ − µZ
S1
 , (5.18)
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where S1(φ1) is the score function of φ1, defined in (5.7). To see this, note that Q
∗ can be
decomposed into
Q∗ = {Zˆ − µZ − V ar(Zˆ0)−1Cov(Zˆ0, S1)S1}′{V ar(Zˆ0|S⊥1 )}−1
× {Zˆ − µZ − V ar(Zˆ0)−1Cov(Zˆ0, S1)S1}+ S′1V ar(S1)−1S1
= Q+ S′1V ar(S1)
−1S1,
where Q is defined in (5.17). Because S′1V ar(S1)−1S1 does not involve µZ , the optimal esti-
mator of µZ can be also be computed by minimizing Q
∗ term in (5.18). Thus, the effect of
using the estimated propensity score can be easily taken into account by simply adding the
score function for φ1 into the Q term. Furthermore, as shall be discussed in Theorem 5.2, the
inclusion of the score function into the GMM makes the linearization for variance estimation
easy. The following example gives an explicit formula for the optimal PS estimator when φ1 is
estimated by its maximum likelihood estimator.
Example 5.1. Under the response model where the score function for φ1 is
S1(φ1) = E˜
{(
r1
pi1(φ1)
− 1
)
h(φ1)
}
,
The coefficient B∗ corresponding to the optimal PS estimators in the family
µˆ1,B = Yˆ1,PS − (XˆPS − Xˆn)′B,
is given by
B∗ = {VXX − VXSV −1SS VSX}−1{VXY − VXSV −1SS VSY },
where 
VXX VXY VXS
VY X VY Y VY S
VSX VSY VSS
 = V ar


E˜{(r1/pi1 − 1)X}
E˜{r1Y1/pi1}
E˜{(r1/pi1 − 1)h}

 .
Thus, a consistent estimator of B∗ is given by
Bˆ∗ = (Ip, O)
E˜
 r1pˆi1
(
1
pˆi1
− 1
) X
h(X)

 X
h(X)

′

−1
E˜
 r1pˆi1
(
1
pˆi1
− 1
) X
h(X)
Y1
 ,
(5.19)
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where p = dim(X), and the resulting optimal estimator is
Yˆ1,opt = Yˆ1,PS − (XˆPS − Xˆn)′Bˆ∗. (5.20)
The estimator in (5.20) is equal to the optimal estimator presented in Cao et al. (2009) in
the context of a doubly robust estimator. Similar but slightly different approach was proposed
by Tan (2006). However, our derivation of the optimal estimator in (5.20) is different from
those of Cao et al. (2009) and Tan (2006). In addition, the GMM setup used in deriving (5.20)
can be easily generalized in longitudinal missing data, which will be discussed in the following
section.
5.4 Proposed Method for Longitudinal Missing
The proposed optimal estimator in Section 5.3 is based on the GMM setup and it can be
easily extended to the problem of optimal estimation with longitudinal missing. To correctly
account for the ignorable dropout mechanism in (5.3), we shall assume a parametric model
for pit, given by pit(Li−1;φt). Note that we do not make any explicit assumptions for the
marginal distribution of Li,T , we only use the response model, which is attractive in handling
unit nonresponse in sample surveys. The partial likelihood regarding φt’s is then
L(φ1, . . . , φT ) =
n∏
i=1
T∏
t=1
[
p
ri,t
it (1− pit)1−ri,t
]ri,t−1 . (5.21)
The corresponding score function is then
S¯T := (S1(φ1), . . . , ST (φT ))
′ =
(
∂ logL(φ1, . . . , φT )
∂φ1
, . . . ,
∂ logL(φ1, . . . , φT )
∂φT
)
, (5.22)
where
St(φt) = nE˜
{
rt−1(rt − pt) ∂pt/∂φt
pt(1− pt)
}
(5.23)
is the score function associated with the conditional response probability. A commonly adopted
parametric model for pt is the logistic regression model
pt =
1
1 + exp{−φ′tLt−1}
. (5.24)
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Under this logistic regression model (5.24), the score function in (5.23) reduces to
St(φt) = nE˜ {rt−1(rt − pt)Lt−1} . (5.25)
At each year t, we can obtain PS estimators for µX , µ1, . . . , µt, using pˆit. Thus, we have T + 1
estimators of µX and T − t + 1 estimators of µt computed by the inverse probability weights
at years t, . . . , T . To illustrate it, denote operator Mt as
Mt(∆) = E˜
{
rt∆
pˆit
}
, t = 0, 1, . . . . (5.26)
Then we can obtain a collection of PS estimators for LT , as shown in Table 5.1. In year t = 2,
for example, M2(X) is available for µX , M2(Y1) is available for µ1, and M2(Y2) is available
for µ2.
Table 5.1 List of available unbiased estimators of the parameters for each year
Parameters t = 0 t = 1 t = 2 t = 3 · · · t = T
µX M0(X) M1(X) M2(X) M3(X) · · · MT (X)
µ1 M1(Y1) M2(Y1) M3(Y1) · · · MT (Y1)
µ2 M2(Y2) M3(Y2) · · · MT (Y2)
µ3 M3(Y3) · · · MT (Y3)
...
. . .
...
µT MT (YT )
To incorporate all available information, we use adopt GMM method in Section 5.3. Denote
ut = rt/pt − 1, t = 1, . . . , T , and
ψt−1 =

r0u1p1L0
r1u2p2L1
...
rt−1utptLt−1

, (5.27)
where L0 = (X
′, Y0)′ and Lj = (X ′, Y0, Y1, . . . , Yj)′ for j = 1, . . . , t − 1. Note that at
each year t, E(rt−1utptLt−1) = 0, because E(rt−1utptLt−1|Lt−1, r1 = . . . = rt−1 = 1) =
rt−1ptLt−1E(ut|Lt−1, r1 = . . . rt−1 = 1) = 0. Thus, E{ψt−1} = 0. At each year t, we are able
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to construct PS estimators for µX , µY1 , . . . , µt using E˜(rtX/pit), E˜(rtY1/pit), . . ., E˜{rtYt/pit}
respectively. Similar to the t = 1 case, at year t, we get the following control variates
ξt−1 =

r0
pi0
u1L0
r1
pi1
u2L1
...
rt−1
pit−1utLt−1

. (5.28)
By the definition of the response probabilities, we have rt−1ut/pit−1 = rt/pit − rt−1/pit−1 and
E{ξt−1} = 0. Therefore, we propose the following optimal estimator for E(Yt) as the minimizer
to the following quadratic Qt, with respect to µt, using the fact that E{ψt−1} = 0, E{ξt−1} = 0,
Qt =

E˜{rtYt/pˆit} − µt
E˜{ξˆt−1}
E˜{ψt−1}

′Vˆ ar

E˜{rtYt/pit}
E˜{ξt−1}
E˜{ψt−1}


−1
E˜{rtYt/pˆit} − µt
E˜{ξˆt−1}
E˜{ψt−1}
 , (5.29)
where ξˆt−1 is ξt−1 after plugging in the maximum likelihood estimator φˆ1, . . . , φˆt given by (5.22).
The control variate ξˆt−1 is included to incorporate all available information up to year t−1 and
the control variate E˜(ψt−1) is included to incorporate the score equation for (φ′1, . . . , φ′t−1)′.
For t = 1, E˜(ξˆ0) = XˆPS − Xˆn and E˜(ψt−1) = n−1S1. Note that we can write S¯T = nE˜{ψT−1}.
For example, when T = 3,
ξ2 =

r0
pi0
u1L0
r1
pi1
u2L1
r2
pi2
u3L2
 , ψ2 =

(r1 − p1r0)L0
(r2 − p2r1)L1
(r3 − p2r2)L2
 .
Intuitively speaking, when estimating E(Y3), we have four PS estimators forX, which are E˜(X),
E˜(r1X/pˆi1), E˜(r2X/pˆi2), E˜(r3X/pˆi3); three PS estimators for Y1, i.e., E˜(r1Y1/pˆi1), E˜(r2Y2/pˆi2),
E˜(r3Y1/pˆi3); two PS estimators for Y2, E˜(r2Y2/pˆi2), E˜(r3Y2/pˆi2). Those nine PS estimators pro-
duce six atomic control variates represented by ξˆ2, in the sense that any difference between
two PS estimators for estimating the same mean, say E˜(rjz/pˆij) − E˜(riz/pˆii), can be written
as a linear combination of E˜{ξˆ2}, where z can be any past information before year t. Formally
speaking, the following theorem gives our optimal PS estimator for µt for t = 1, . . . , T . Note
that, because of the orthogonality of r0u1, . . . , rt−1ut, the t subvectors of E˜(ξt−1) and E˜(ψt−1)
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are also orthogonal and Vˆ {E˜(ξt−1)} and Vˆ {E˜(ψt−1)} are block diagonal matrices. This or-
thogonality of the control variates makes the computation of the resulting optimal estimator
simple.
Theorem 5.1. Under the regularity conditions given in Appendix 5.A.1 and the response model
(5.24) such that the score equation for (φ′1, . . . , φ′T )
′ is E˜(ψT−1) = 0, for each year t, the
coefficient B∗t corresponding to the optimal estimator of µt = E{Yt} among the class
E˜(rtYt/pˆit)−B′tE˜(ξˆt−1),
is given by B∗t = (B∗1t
′, . . . , B∗tt
′)′, where
B∗jt = (Idim(Lj−1), O)E
−1
rj−1
(
1
pj
− 1
) 1pij−1Lj−1
pjLj−1

 1pij−1Lj−1
pjLj−1

′
× E

(
1
pj
− 1
) 1pii−1Li−1
piLi−1
 rtYt
pit
 .
(5.30)
A consistent estimator for B∗jt is
Bˆj,t = (Idim(Lj−1), O)E˜
−1
rtpˆij−1pˆit
(
1
pˆj
− 1
) 1pˆij−1Lj−1
pˆjLj−1

 1pˆij−1Lj−1
pˆjLj−1

′
× E˜

(
1
pˆj
− 1
) 1pˆii−1Li−1
pˆiLi−1
 rtYt
pˆit
 .
(5.31)
The resulting optimal estimator that minimizes (5.29) is
Yˆt,opt = E˜{rtYt/pˆit} −
t∑
j=1
Bˆ′j,tE˜
{
rj−1uˆjLj−1
pˆij−1
}
, (5.32)
where uˆj = rj/pˆj − 1 and pˆj = pj(Lj−1; φˆj).
Proof. See Appendix.
Remark 5.2. For t = 1, r0 ≡ 1, pi0 ≡ 1, the estimator is
E˜{rˆ1Y1/pˆi1} − Bˆ′1,1E˜
{
r0
pi0
uˆ1L0
}
= E˜
{
r1
pˆ1
Y1 − Bˆ′1,1
(
r1
pˆ1
− 1
)
X
}
,
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where
Bˆ1,1 = (I,O)
E˜
 r1pˆ1
(
1
pˆ1
− 1
) X
pˆ1X

 X
pˆ1X

′

−1
E˜
 r1pˆ1
(
1
pˆ1
− 1
) X
pˆ1X
Y1
 ,
which is the same estimator as given in Example 5.1.
We now discuss variance estimation of the optimal estimator in (5.32). Strictly speaking,
Yˆt,opt is a function of (φˆ1, . . . , φˆt) and should then be written as Yˆt,opt(φˆ1, . . . , φˆt). We show in
Theorem 5.2 that we can safely ignore the effects of φˆ1, . . . , φˆt in Yˆt,opt for linearization variance
estimation. That is, Yˆt,opt(φˆ1, . . . , φˆt) = Yˆt,opt(φ
∗
1, . . . , φ
∗
t ) + op(n
−1/2), which is often referred
to as Randles (1982) condition. See Kim and Rao (2009), for details.
Theorem 5.2. Under the regularity conditions in Appendix 5.A.1, Yˆt,opt in (5.32) is asymp-
totically linear with influence function ηt, where
ηt =
rtYt
pit
−
t∑
j=1
D′j,trt−1ut
 1pij−1Lj−1
pjLj−1
 , (5.33)
where
Dj,t = E
−1
rj−1
(
1
pj
− 1
) 1pij−1Lj−1
pjLj−1

 1pij−1Lj−1
pjLj−1

′E

(
1
pj
− 1
) 1pij−1Lj−1
pjLj−1
 rtYt
pit
 .
Thus,
√
n(Yˆt,opt − µt) d−→ N{0, V ar(ηt)} (5.34)
and also
Vˆ −1/2(Yˆt,opt − µt) d−→ N(0, 1), (5.35)
where
Vˆ = n−1(n− 1)−1E˜{ηˆt − E˜(ηˆt)}2, (5.36)
and ηˆt is ηt with the estimated parameters plugged-in.
Proof. See Appendix.
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Remark 5.3. We obtain µˆt,opt by minimizing Qt in (5.29) with respect to µt. One may consider
estimating µ1, . . . , µT simultaneously by minimizing the following term
Q˜T =

E˜{X} − µX
E˜{r1Y1/pˆi1} − µ1
...
E˜{rTYT /pˆiT } − µT
E˜{ξˆT−1} − E{ξT−1}
E˜{ψT−1} − E{ψT−1}

′
Vˆ ar

E˜{X}
E˜{r1Y1/pi1}
...
E˜{rTYt/piT }
E˜{ξT−1}
E˜{ψT−1}


−1
E˜{X} − µX
E˜{r1Y1/pˆi1} − µ1
...
E˜{rTYT /pˆiT } − µT
E˜{ξˆT−1} − E{ξT−1}
E˜{ψT−1} − E{ψT−1}

,
(5.37)
with respect to (µ′X , µ1, . . . , µT )
′. It can be shown that under monotone missing pattern,
minimizing Q˜T to estimate µ1, . . . , µT simultaneously is equivalent to minimizing Q˜T in (5.37)
for each µt (see Appendix). The dimension of the vector in (5.37) is 2qT + T
2 + 1, while the
dimension associated with Qt in (5.29) is 2qt+ t
2 − t+ 1, where q = dim(X).
5.5 Extension to Complex Survey Sampling
In this section, we extend the result to complex survey sampling by considering a fi-
nite population indexed by UN = {1, 2, . . . , N} with known population size N . Let FN =
{(X ′i, Yi1, . . . , YiT )′ | i = 1, . . . , N}. At each time t, Yit is subject to missingness indicated
by rit, which takes the value 1 if unit i is responding and takes the value 0 otherwise. We
shall assume monotone missing pattern as described in (5.2), and adopt missing at random
mechanism as in (5.3). Let A denote the set of indices for the subjects in a sample selected by
a probability sampling, with fixed sample size n and design weights ωi, i = 1, . . . , N . Assume
that the sampling indicators I{i ∈ A}, i = 1, . . . , N , are independent of missing indicators rit.
We use notations E˜, E˜A defined as
E˜{∆} = N−1
N∑
i=1
∆i, E˜A{∆} = N−1
∑
i∈A
ωi∆i. (5.38)
The parameters of interest are the population means of the study variables at different time
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points,
µt = E˜{Yt} = N−1
N∑
i=1
Yit, t = 1, . . . , T. (5.39)
Under logistic regression model in (5.24), the score function for estimating φt is
St(φt) = E˜A{rt−1(rt − pt)Lt−1/w} =
∑
i∈A
ri,t−1(ri,t − pi,t)Li,t−1. (5.40)
The PS estimator for µt in (5.39) then is
Yˆt,PS = E˜A
(
rtYt
pˆit
)
=
1
N
∑
i∈A
ωi
ritYit
pˆiit
. (5.41)
To apply the GMM methodology, we shall adopt ξt−1 in (5.28), ψt−1 in (5.27), and con-
struct a Qt term similar to (5.29). Note that E{E˜A(rtYt/pit)|FN} = E˜(rtYt/pit) = µt. Since
E[I{i ∈ A}ri,t−1(rit/pit − 1)|FN ] = E[I{i ∈ A}|FN ] · E{ri,t−1(ri,t − pit)|FN} = 0, we have
E{EA(ξt−1)|FN} = 0, and E{E˜A(ψt−1/w)|FN} = 0. Thus we can consider the Qt term similar
to (5.29) as
Qt =

E˜A{rtYt/pˆit} − µt
E˜A{ξˆt−1}
E˜A{ψt−1/w}

′
Vˆ ar−1


E˜A{rtYt/pit}
E˜A{ξt−1}
E˜A{ψt−1/w}

∣∣∣∣∣FN


E˜A{rtYt/pˆit} − µt
E˜A{ξˆt−1}
E˜A{ψt−1/w}
 . (5.42)
The details of the key steps for deriving the optimal solution to minimize Qt in (5.42) are given
in the Appendix. To discuss the asymptotic properties of the PS estimators in the complex
survey, the following conditions are assumed in addition to the regularity conditions (C1)-(C6)
stated for Theorem 5.1.
(C7) The design weight is bounded from above and below, that is,
0 < Kl ≤ nN−1ωi ≤ Ku <∞,
for all i = 1, . . . , N , uniformly in n, where Kl and Ku are fixed constants.
(C8) The sample moments with design weight converges to the population moments, that is,
1
N
∑
i∈A
ωiuiu
′
i =
1
N
N∑
i=1
uiu
′
i + op(1),
for any ui with finite second moments.
85
Corollary 5.1. Let FN = {(X ′i, Yi,1, . . . , Yi,T )′ | i = 1, . . . N} be a finite population subject to
missingness at t = 1, . . . , T . A sample of size n is selected using design weights ωi. Subject to
conditions (C1) - (C8), under monotone missing pattern and response model in (5.24) such that
the score equation for (φ′1, . . . , φ′T )
′ is NE˜{ψT−1} = 0, the optimal estimator of µt among the
class E˜A{rtYt/pˆit} −B′tE˜A{ψˆt−1} is E˜A{rtYt/pˆit} −B∗t ′E˜A{ψˆt−1}, where B∗t = (B∗1t′, . . . , B∗tt′)′
and
B∗jt = (Idim(Lj−1), 0)
E˜
wpij−1
(
1
pj
− 1
) 1pij−1Lj−1
pjLj−1/w

 1pij−1Lj−1
pjLj−1/w

′

−1
× E˜
w
(
1
pj
− 1
) 1pij−1Lj−1
pjLj−1/w
Yt
 ,
(5.43)
which can be consistently estimated by
Bˆj,t = (Idim(Lj−1), 0)
E˜A
w rtpˆit pˆij−1
(
1
pˆj
− 1
) 1pˆij−1Lj−1
pˆjLj−1/w

 1pˆij−1Lj−1
pˆjLj−1/w

′

−1
× E˜A
w rtpˆit
(
1
pˆj
− 1
) 1pˆij−1Lj−1
pˆjLj−1/w
Yt
 ,
(5.44)
The resulting optimal estimator for minimizing (5.42) is
Yˆt,opt = E˜A{rtYt/pˆit} −
t∑
j=1
Bˆ′j,tE˜A
{
rj−1uˆjLj−1
pˆij−1
}
, (5.45)
where uˆij = rij/pˆij − 1, pˆiij =
∏j
k=1 pˆik and pˆij = pj(Li,j−1; φˆj).
Remark 5.4. When t = 1, note that we assume no missing in the baseline year, i.e. pi0 = 1, the
optimal estimator for N−1
∑N
i=1 Yi1 is
Yˆ1,opt = E˜A{r1Y1/pˆi1} − Bˆ′11E˜A{(r1/pˆi1 − 1)X}
= N−1
∑
i∈A
ωi
ri1Yi1
pˆii1
−N−1
∑
i∈A
ωi
(
ri1
pˆii1
− 1
)
X ′Bˆ11,
where Bˆ11 is
(I,O)

∑
i∈A
ω2i
ri1
pˆii1
(
1
pˆi1
− 1
) Xi
pˆi1Xi
wi

 Xi
pˆi1Xi
wi

′
−1
×

∑
i∈A
ω2i
ri1
pˆii1
(
1
pˆi1
− 1
) Xi
pˆi1Xi
wi
Yi1
 .
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Denote
ηi,t =
ritYit
piit
−
t∑
j=1
B∗j,t
′ri,j−1ui,j
Li,j−1
pii,j−1
−
t∑
j=1
C∗j,t
′ri,j−1ui,j
pi,jLi,j−1
wi
, (5.46)
where (B∗j,t
′, C∗j,t
′) = D∗j,t
′, and
D∗jt =
E˜
wpij−1
(
1
pj
− 1
) 1pij−1Lj−1
pjLj−1/w

 1pij−1Lj−1
pjLj−1/w

′

−1
× E˜
w
(
1
pj
− 1
) 1pij−1Lj−1
pjLj−1/w
Yt
 .
(5.47)
A consistent estimator of Dj,t is
Dˆj,t =
E˜A
w rtpˆit pˆij−1
(
1
pˆj
− 1
) 1pˆij−1Lj−1
pˆjLj−1/w

 1pˆij−1Lj−1
pˆjLj−1/w

′

−1
× E˜A
w rtpˆit
(
1
pˆj
− 1
) 1pˆij−1Lj−1
pˆjLj−1/w
Yt
 .
(5.48)
Let ηˆi,t be the corresponding estimator of ηi,t in (5.46) with Dˆj,t, pˆii,j , pˆi,j , then Yˆt,opt in (5.45)
can be written as
Yˆt,opt =
1
N
∑
i∈A
ωiηˆi,t =
1
n
∑
i∈A
nωi
N
ηˆi,t.
By similar arguments in the proof of Theorem 5.2,
E˜A(ηˆt) = E˜A(ηt) + op(n
−1/2),
and we can apply the standard complete sample method to estimate the variance of E˜A(ηt),
which is asymptotically equivalent to the variance of E˜A(ηˆt) (see Kim and Rao, 2009).
To calculate V ar{E˜A(ηt)|FN}, the reverse framework of Fay (1992), Shao and Steel (1999),
Kim and Rao (2009) is used. Specifically, denote rt = {r11, . . . , rNt} and r¯t = {r1, . . . , rt}.
Then
V ar{E˜A(ηt)|FN} = V1 + V2 = E[V ar{E˜A(ηt)|r¯t,FN}|FN ] + V ar[E{E˜A(ηt)|r¯t,FN}|FN ].
(5.49)
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For any g with finite second moment, we assume that N−1
∑
i∈A
∑
i∈A Ωijgigj is a design
unbiased estimator of V ar{E˜(g)|FN}, where Ωij depends on the joint inclusion probability.
Then V ar{E˜A(ηt)|r¯t,FN} in (5.49) can be estimated by
Vˆ1(η) = N
−2∑
i∈A
∑
j∈A
Ωijηi,tηj,t.
To show the consistency of Vˆ1 for V1 in (5.49), we assume that finite fourth moments exist for
variables stated in (C4),
N∑
i=1
|ΩN.ij | = O(n−1N), (5.50)
and
V ar[nV ar{E˜A(ηt)|r¯t,FN}|FN ] = op(1).
Consequently, Vˆ1(η) is consistent for V1 and Vˆ1(ηˆ) is also consistent for V1 under same conditions
(see Kim et al., 2006). The second term V2 in (5.49) is V2 = V ar[E{E˜A(ηt)|r¯t,FN}|FN ] =
V ar{E˜(ηt)|FN}. Note that E(ηt|FN ) = E(rtYt/pit|FN ) + 0 = Yt, rj−1uj/pij−1 = rj/pij −
rj−1/pij−1, then
ηt − E(ηt|FN ) =
(
rt
pit
− 1
)
Yt −
t∑
j=1
rj−1ujD∗j,t
′
Lj−1/pij−1
Lj−1pj/w

=
t∑
j=1
(
rj
pij
− rj−1
pij−1
)
Yt −
t∑
j=1
rj−1ujD∗j,t
′
Lj−1/pij−1
Lj−1pj/w

=
t∑
j=1
rj−1uj
 Ytpij−1 −
t∑
j=1
D∗j,t
′
Lj−1/pij−1
Lj−1pj/w

 .
Recall that E(rj−1uj |FN ) = 0, j = 1, . . . , T and E(ri−1uirj−1uj |FN ) = pij−1(1/pj − 1)I(i = j),
for any i, j. Then, the form of V2 is
V2 = N
−2
N∑
i=1
t∑
j=1
1
pii,j−1
(
1
pij
− 1
)Yit − pii,j−1
t∑
j=1
D∗j,t
′
Li,j−1/pii,j−1
Li,j−1pi,j/wi


2
, (5.51)
and it can be estimated by
Vˆ2 = N
−2∑
i∈A
ωi
t∑
j=1
1
pˆii,j−1
(
1
pˆij
− 1
)Yit − pˆii,j−1
t∑
j=1
Dˆ′j,t
Li,j−1/pˆii,j−1
Li,j−1pˆi,j/wi


2
. (5.52)
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Under (C8), we have Vˆ2 = V2 + op(N
−1). Therefore, Vˆ {E˜A(ηˆt)} = Vˆ1 + Vˆ2 is consistent for the
variance Yˆt,opt in (5.45).
The order of the first term V1 is V1 = Op(n
−1), while the order of the second term V2 is
V2 = Op(N
−1). Thus, when the sampling fraction n/N is negligible, that is, n/N = o(1), the
second term V2 can be ignored, and Vˆ1 would be a consistent estimator for the total variance.
5.6 Simulation Study
To test our theory and to examine the performance of the proposed estimator for finite
sample sizes, we performed two simulation studies. In the first simulation study, we used a
linear regression model with serial correlation. The model is
Y0 = X/2 + e0, Yt = 1 +X/2 + Yt−1 + et, for t > 1,
where X ∼ N(0, 1), and et’s are independent and identically distributed as N(0, 1). The
missing indicator rt follows the following distribution:
P (rt = 1|X,Yt−1, rt−1 = 1) = 1
1 + exp[−2.5−X + {Yt−1 − (t− 1)}/2] ,
and there are no missing data in the baseline year. In this simulation setup, the true mean of
Yt is E(Yt) = t. The parameters of interest are µt = E(Yt), for t = 1, 2, 3. We computed five
estimators for each parameter. The estimators include E˜{Yt}, the full sample estimator under
no missingness; E˜{rtYt}/E˜{rt}, the naive estimator using the simple mean of the responding
part of the sample; E˜{rtYt/pˆit}, the direct PS estimator; Yˆt,opt, our optimal propensity score
adjusted estimator in (5.32). In addition, we considered an estimator from the class of estima-
tors proposed by Robins et al. (1995) based on weighted estimating equations. Specifically, Let
Yˆt,RRZ be solution to
E˜
[
rt
pˆit
{Yt − µt − β′1,t(X − E˜[X])}
(
1
X − E˜(X)
)]
= 0, (5.53)
which gives
Yˆt,RRZ =
E˜{rtYt/pˆit}
E˜{rt/pˆit}
− βˆ′1,t
(
E˜{rtYt/pˆit}
E˜{rt/pˆit}
− X¯n
)
. (5.54)
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We used B = 10, 000 Monte Carlo samples of size n = 500 for this simulation. The response
rates for t = 1, 2, 3, are 0.90, 0.83, 0.76 respectively. The simulation results in Table 5.2 show
that the naive estimator is severely biased as expected, and the other three PS estimators
(direct, RRZ, optimal) are all nearly unbiased. The RRZ estimator is more efficient than the
direct PS estimator because the regression model approximately holds. However, the RRZ
estimator is less efficient than the optimal estimator.
We also computed a variance estimator of the optimal estimator using the formula in (5.36).
The relative biases of the variance estimator in (5.36), for t = 1, 2, 3, are 0.0260, 0.0197,
−0.0280 respectively. Thus, the simulation results show good finite sample performance of the
proposed variance estimator.
Table 5.2 Comparison for different methods when n = 500, T = 3 with Monte Carlo sample
size 10,000 for simulation study 1.
Parameter Estimator Bias Var StdMSE
µ1
Full -0.0004 0.0061 100
Naive 0.0224 0.0067 120
PS -0.0006 0.0063 105
RRZ -0.0006 0.0063 105
Optimal -0.0006 0.0064 105
µ2
Full -0.0010 0.0105 100
Naive -0.0756 0.0121 169
PS -0.0025 0.0122 116
RRZ -0.0026 0.0116 111
Optimal -0.0018 0.0115 109
µ3
Full -0.0015 0.0161 100
Naive -0.3029 0.0186 687
PS -0.0063 0.0522 325
RRZ -0.0088 0.0235 147
Optimal -0.0022 0.0189 118
In the second simulation study, we used a nonlinear type regression model with serial
correlation. The model is
Y0 = X/3 + Z/3 + e0, Yt = 1 +X/3 + Z/3 + et, for t > 1,
where X ∼ N(0, 1), Z = sgn(X)√|X| + , with sgn being the sign function,  and et’s are
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independent and identically distributed N(0, 1) random variables. The missing indicator rt
follows the following distribution:
P (rt = 1|X,Yt−1, rt−1 = 1) = 1
1 + exp[−2.5−X + {Yt−1 − (t− 1)}/2] , (5.55)
and there are no missing data in the baseline year. In this simulation setup, the true mean of
Yt is E(Yt) = t. The parameters of interest again are µt = E(Yt), for t = 1, 2, 3.
Here we used B = 10, 000 Monte Carlo samples of size n = 500 for this simulation. The
response rates for t = 1, 2, 3 are 0.90, 0.82, 0.74 respectively. The simulation results in Table 5.3
show the same tendency as Table 5.2. The relative biases of the variance estimator using the
formula in (5.36), for t = 1, 2, 3, are 0.0137,−0.0115, −0.0671 respectively. At time t = 3, the
relative efficiency of the proposed estimator over the RRZ estimator is 167%, which is greater
than 124% of the first simulation study, and it is because the working regression model assumed
in the RRZ model does not hold in the sample generated by (5.55).
Table 5.3 Comparison for different methods when n = 500, T = 3 with Monte Carlo sample
size 10,000 for simulation study 2.
Parameter Estimator Bias Var StdMSE
µ1
Full 0.0014 0.0079 100
Naive 0.0234 0.0089 119
PS 0.0013 0.0083 105
RRZ 0.0012 0.0083 105
Optimal 0.0014 0.0083 105
µ2
Full 0.0015 0.0149 100
Naive -0.1624 0.0169 291
PS 0.0008 0.0197 132
RRZ 0.0001 0.0175 118
Optimal 0.0017 0.0161 108
µ3
Full 0.0018 0.0238 100
Naive -0.5958 0.0274 1605
PS -0.0157 0.1892 795
RRZ -0.0188 0.0514 217
Optimal 0.0030 0.0309 130
91
5.7 Conclusion
We have considered the problem of estimating population mean for longitudinal data with
monotone missing patterns. The proposed method uses a parametric response model where
the response probability at time t depends on the available observations at time t − 1, that
is, on (X ′, Y1, . . . , Yt−1)′. We used a logistic regression model for the response probability, but
the proposed method can be easily extended to other response probability models that use an
explicit parametric form for the response probability.
The proposed method makes the best use of all (asymptotically) unbiased estimators avail-
able for each wave of the panel survey. The way we combine the information is based on
the GMM technique and the resulting estimator is asymptotically optimal among a class of
estimators that can be written as linear combinations of the unbiased estimators of the panel
estimates for each wave. The proposed method is directly applicable to the case when the
baseline year sample is selected with a complex probability sample. Variance estimation using
linearization method is relatively straightforward.
The proposed method requires that the missing pattern be monotone. If the proposed
method is applied to non-monotone missing patterns, estimation of response probability at
time t can be more complicated because Yi,t−1 are not always observed for non-monotone
missing case. Extension of the proposed method to non-monotone missing data will be an
important topic for future research.
5.A Proofs and Discussions
5.A.1 Proof of Theorem 5.1
Let hi,t(φt) = ∂logit(pit)/∂φt where logit(p) = log{p/(1 − p)}, Hi,t = (ξ′i,t−1, ψ′i,t−1)′.
Throughout the following arguments, unless explicitly pointed out, we shall suppress the no-
tation of true parameters φ∗t such that all expectations are evaluated at the true parameters.
We shall assume the following regularity conditions.
(C1) The conditional response probabilities are bounded from below uniformly, that is, there
exists a fixed positive constant σ such that pit > σ for i = 1, . . . , n; t = 1, . . . , T uniformly.
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(C2) The solution φˆt to St(φt) = 0 satisfies φˆt = φ
∗
t + op(1) for t = 1, . . . , T .
(C3) pit(φt) is twice continuously differentiable in the neighborhood of φ
∗
t for t = 1, . . . , T .
(C4) X,Yt, ht(φ
∗
t ), ∂ht(φ
∗
t )/∂φt have finite second moments for t = 1, . . . , T .
(C5) V ar{Hi,T } is nonsingular, E{∂HT /∂φ¯T } exists and is nonsingular.
(C6) There exists a neighborhood Nt of φ∗t such that E{supφt∈Nt ‖ht(φt)‖} <∞, E{supφt∈Nt
‖ht(φt)ht(φt)′‖} <∞ and E{supφt∈Nt ‖∂ht/∂φt‖} <∞ for t = 1, . . . , T .
Proof. The optimal B∗t that minimizes the variance of E˜{rtYt/pˆit} −B′tE˜{ξˆt−1} is given by
V ar[E˜{ξˆt−1}]B∗t = Cov(E˜{ξˆt−1}, E˜{rtYt/pˆit}).
Let Ui,t(γ) = (µt − ritYit/piit, ξ′i,t−1, ψ′i,t−1)′, where γ = (µt, φ¯′t)′ with φ¯t = (φ′1, . . . , φ′t)′.
First of all, conditions Lemma 5.1 (i) (ii) hold by (C1), (C2), (C4). For example, because
piit =
∏t
j=1 pijpi0 ≥ σt, |ri,t/pii,t − ri,t−1/pii,t−1| ≤ 2/σt, E{rtY 2t /pi2t } ≤ E{Y 2t }/σ2, E[‖(rt/pit −
rt−1/pit−1)Lt−1‖2] ≤ 2E‖Lt−1‖2/σ2. Also, (C3) implies (iii), (C5) implies (iv). Note that
pit(1 − pit)hi,t = ∂pit/∂φt, thus E{supφt∈Nt ‖∂pit/∂φt‖} ≤ E{supφt∈Nt ‖hit(φt)‖}/4 < ∞,
‖∂piit/∂φk‖ = ‖∂pik/∂φk
∏
j 6=k pij(φj)‖ ≤ ‖∂pik/∂φk‖. Moreover, ‖∂{(ri,t − ri,t−1pit)hi,t}/∂φt‖
= ‖ − ri,t−1(∂pit/∂φt)h′it + (ri,t − ri,t−1pi,t)∂hi,t/∂φt‖ ≤ ‖hi,th′i,t‖/4 + 2‖∂hi,t/∂φt‖. Therefore,
(C6) implies (v). Note that under logistic response model in (5.24), hi,t = Li,t−1, (C6) would
automatically hold. Although in the following arguments, we adopt the logistic regression
model in (5.24), the derivation shall carry through without extra effort. By similar arguments
in the remark of Lemma 5.1, we have
ˆ¯φt − φ¯∗t = − E
{
∂S¯t(φ¯
∗
t )
∂φ¯t
}−1
S¯t(φ¯
∗
t ) + op(n
−1/2)
E˜{ξˆt−1} = E˜{ξt−1(φ¯∗t )} − E
{
∂ξt−1(φ¯∗t )
∂φ¯t
}
E
{
∂S¯t(φ¯
∗
t )
∂φ¯t
}−1
S¯t(φ¯
∗
t ) + op(n
−1/2)
E˜{rtYtpˆit} = E˜{rtYt/pit(φ¯∗t )} − E
{
∂(rtYt/pit(φ¯
∗
t ))
∂φ¯t
}
E
{
∂S¯t(φ¯
∗
t )
∂φ¯t
}−1
S¯t(φ¯
∗
t ) + op(n
−1/2).
By similar argument in the remark, (see also Pierce, 1982), we have
E
{
∂ξt−1
∂φ¯t
}
= −Cov(ξt−1, S¯t) = −Cov(ξt−1, ψt−1), E
{
∂S¯t(φ¯t)
∂φ¯t
}
= V ar(S¯t) = nV ar(ψt−1).
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Therefore,
V ar[E˜{ξˆt−1}] = V ar[E˜{ξt−1}]− Cov(ξt−1, S¯t)V ar(S¯t)−1Cov(S¯t, ξt−1) + o(n−1)
Cov(E˜{ξˆt−1}, E˜{rtYt/pˆit}) =Cov(E˜{ξt−1}, E˜{rtYt/pit})
− Cov(ξt−1, S¯t)V ar(S¯t)−1Cov(S¯t, rtYt/pit) + o(n−1).
Let
V ar
ξt−1
ψt−1
 = E

ξt−1
ψt−1

ξt−1
ψt−1

′ =
VLL,t VLS,t
VLS,t VSS,t
 ,
VLY,t
VSY,t
 = E

ξt−1
ψt−1
 rtYt/pit
 ,
then
B∗t = (VLL,t − VLS,tV −1SS,tVSL,t)−1(VLY,t − VLS,tV −1SS,tVSY,t) + op(1). (5.56)
We can write B∗t as
B∗t = (I,O)
VLL,t VLS,t
VLS,t VSS,t

−1VLY,t
VSY,t
+ op(1). (5.57)
Notice that E{ri−1ui|Li−1} = 0, E(ri−1u2i |Li−1) = ri−1 (1/pi − 1) , E(ri−1uirj−1uj |Li−1) = 0
for i < j, we have
VLL,t = E
[
diag
{(
1
p1
− 1
)
r0
pi20
L0L
′
0, · · · ,
(
1
pt
− 1
)
rt−1
pi2t−1
Lt−1L′t−1
}]
VLS,t = E
[
diag
{(
1
p1
− 1
)
r0p1
pi0
L0L
′
0, · · · ,
(
1
pt
− 1
)
rt−1pt
pit−1
Lt−1L′t−1
}]
VSS,t = E
[
diag
{(
1
p1
− 1
)
r0p
2
1L0L
′
0, · · · ,
(
1
pt
− 1
)
rt−1p2tLt−1L
′
t−1
}]
VLY,t = E
{(
1
p1
− 1
)
L0
pi0
rtYt
pit
, · · · ,
(
1
pt
− 1
)
Lt−1
pit−1
rtYt
pit
}
VSY,t = E
{(
1
p1
− 1
)
p1L0
rtYt
pit
, · · · ,
(
1
pt
− 1
)
ptLt−1
rtYt
pit
}
.
All the V matrices or vectors can be written as the form of diagonal blocks. If V is a matrix,
then V = diag(V (1), . . . , V (t)), where dim{V (j)} = dim(Lj−1)× dim(Lj−1). If V is a vecotr,
then V = (V (1)′, . . . , V (t)′)′, where dim{V (j)} = dim(Lj−1)× 1. Then B∗t = (B∗1t′, . . . , B∗1t′)′,
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where
B∗j,t = {VLL,t(j)− VLS,t(j)V −1SS,t(j)VSL,t(j)}−1{VLY,t(j)− VLS,t(j)VSS,t(j)−1VSY,t(j)}
= (Idim(Lj−1), 0)
E
rj−1
(
1
pj
− 1
) 1pij−1Lj−1
pjLj−1

 1pij−1Lj−1
pjLj−1

′

−1
× E
 rtpit
(
1
pj
− 1
) 1pij−1Lj−1
pjLj−1
Yt
 .
5.A.2 Proof of Theorem 5.2
Proof.
Yˆt,opt = E˜{rtYt/pˆit} − Eˆ{ξˆt−1}′Bˆt − E˜{ψˆt−1}′Cˆt.
Denote parameter γ = (B,C, φ)′ and γ∗ = (B∗t , C∗t , φ¯∗t ), then define
µ1(γ) = E
∗
γ{rtYt/pit} −B′Eγ∗{ξt−1} − C ′Eγ∗{ψt−1}.
Then under regularity conditions (C1) - (C4), we are able to do the following derivatives,
∂µ1(γ)
∂B
∣∣∣
γ=γ∗
= Eγ∗{ξt−1}|γ=γ∗ = 0
∂µ1(γ)
∂C
∣∣∣
γ=γ∗
= Eγ∗{ψt−1}|γ=γ∗ = 0.
Moreover, notice that S¯t = nE˜{ψt−1}. Under conditions (C1)-(C6), by the results we have
shown in Theorem 5.1, using the same notations, we have
∂µ1(γ)
∂φ
∣∣∣
γ=γ∗
= VY S,t −B∗t ′VLS,t − C∗t ′VSS,t
To show that ∂µ1(γ)∂φ
∣∣∣
γ=γ∗
= 0, it suffices to show that
V −1SS,tVY S,t − V −1SS,tVSL,tB∗t = C∗t = (O, I)
VLL,t VLS,t
VSL,t VSS,t

−1VLY,t
VSY,t
 . (5.58)
Note that
B∗t = (I,O)
VLL,t VLS,t
VSL,t VSS,t

−1VLY,t
VSY,t
 ,
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and we can show the following equality
V −1SS,tVY S = (V
−1
SS,tVSL,t, I)
VLL,t VLS,t
VSL,t VSS,t

−1VLY,t
VSY,t
 ,
(5.58) then follows. Therefore, the Randles (1982) condition is satisfied, and
Yˆt,opt = E˜(rtYt/pit)−
t∑
j=1
D∗j,t
′E˜
rj−1uj
 1pij−1Lj−1
pjLj−1

+ op(n−1/2), (5.59)
where
D∗j,t = E
−1
rj−1
(
1
pj
− 1
) 1pij−1Lj−1
pjLj−1

 1pij−1Lj−1
pjLj−1

′E

(
1
pj
− 1
) 1pij−1Lj−1
pjLj−1
 rtYt
pit
 .
Let ηt be the random quantity as given in (5.33), then Yˆt,opt = E˜(ηt) + op(n
−1/2). Because ηt
has second moment, by central limit theorem, (5.34) holds. Now we shall show that V ar(ηt)
can be consistently estimated by Vˆ = (n− 1)−1E˜{(ηˆt − ¯ˆηt)2}, where
ηˆi,t = ritYit/pˆiit −
t∑
j=1
Dˆ′j,tri,j−1uˆi,j(L
′
i,j−1/pˆii,j−1, pˆijL
′
i,j−1)
′.
Note that we have already shown E˜{ηˆt} = E˜(ηt) + op(n−1/2), it then suffices to show that
E˜{ηˆtηˆ′t} = E˜{ηtη′t} + op(1). By (C1), (C2), (C4), (C6), there exists a neighborhood N¯t of
φ¯∗t such that E[supφ¯t∈N¯t ‖ηt‖] < ∞, E[supφ¯t∈N¯t ‖ηtη′t‖] < ∞. By Lemma 4.3 of Newey and
McFadden (1994), we have Dˆj,t = D
∗
j,t + op(1) and E˜{ηˆtηˆ′t} = E˜{ηtη′t} + op(1). Therefore,
Vˆ = (n − 1)−1E˜{(ηt − η¯t)2} + op(n−1) = n−1V ar(ηt) + op(n−1). That is Vˆ /{V ar(ηt)/n} =
1 + op(1).
5.A.3 Comment for Remark 5.3
The following comment shows that whether estimating µX , µ1, . . . , µT simultaneously or not
does not matter using our GMM approach. Denote φ = (φ′1, . . . , φ′T )
′, θ = (µX , µ1, . . . , µT )′.
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Let
g(X ; θ,φ) =

E˜{r0X/pi0} − µX
E˜{r1Y1/pi1} − µ1
E˜{r2Y2/pi2} − µ2
...
E˜{rTYT /piT } − µT
E˜{ξT−1}
E˜{ψT−1}

=
A(X ; θ,φ)
B(X ;φ)
 .
We can obtain θˆ by minimizing Q˜ with respect to θ, where
Q˜ = g(X ; θ, φˆ)′[V ar{g(X ; θ,φ)}]−1g(X ; θ, φˆ),
which is equivalent to minimizing A(X ; θ, φˆ)[V ar{A(X ; θ, φˆ)}]−1A(X ; θ, φˆ), similar to our dis-
cussion in the T = 1 case. Notice that the solution to Q˜ would not change, if we rearrange
B(X ;φ) as
B(X ;φ) = E˜

r0u1
 L0pi0
p1L0

r1u2
 L1pi1
p2L1

...
rt−1uT
 LT−1piT−1
pTLT−1


.
Q˜ can be written as Q˜ = Q˜1 + Q˜2, where Q˜2 = B(X ; φˆ)′[V ar{B(X ;φ)}]−1B(X ; φˆ) and Q˜1 is
Q˜1 = {A(X ; θ, φˆ)− Cov{A(X ; θ,φ), B(X ;φ)}[V ar{B(X ;φ)}]−1B(X ; φˆ)}
× [V ar{A(X ; θ,φ)} − Cov{A(X ; θ,φ), B(X ;φ)}[V ar{B(X ;φ)}]−1
× Cov{B(X ;φ), A(X ; θ,φ)}]−1
× {A(X ; θ, φˆ)− Cov{A(X ; θ,φ), B(X ;φ)}[V ar{B(X ;φ)}]−1B(X ; φˆ)}.
Now consider V ar{B(X ;φ)}, which would be a matrix of diagonal blocks, that is,
V ar{B(X ;φ)} = diag
V ar
r0u0
 L0pi0
p1L0

 , . . . , V ar
rt−1uT
 LT−1piT−1
pTLT−1


 .
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On the other hand, if we look at Cov{A(X ; θ,φ), B(X ;φ)}, it is equal to the following lower
triangular matrix

Cov{E˜(r0X/pi0), B(X ;φ)}
Cov{E˜(r1Y1/pi1), B(X ;φ)}
Cov{E˜(r2Y2/pi2), B(X ;φ)}
...
Cov{E˜(rTYT /piT ), B(X ;φ)}

=

O
Cov
E˜(r1Y1/pi1), E˜
ξ0
ψ0

 O
Cov
E˜(r2Y2/pi1), E˜
ξ1
ψ1

 O
...
Cov
E˜(rTYT /pi1), E˜
ξT−1
ψT−1

 O

.
Therefore, µt can be estimated by solving
E˜{rtYt/pˆit} − µt − Cˆov
E˜(rTYT /pi1), E˜
ξt−1
ψt−1

V ar−1
rt−1ut
 Lt−1pit−1
ptLt−1

 E˜
 ξˆt−1
ψˆt−1
 ,
which is the same as minimizer of Qt in (5.29).
5.A.4 Sketch of Proof for Corollary 5.1
Proof. With similar arguments to the proof of Theorem 5.1, under conditions (C1)-(C8), we
have
E˜A(ξˆt−1) = E˜A(ξt−1)− E{E˜A(ξt−1ψ′t−1)|FN}[E{E˜A(ψt−1ψ′t−1/w)|FN}]−1
× E˜A(ψt−1/w) + op(n−1/2),
E˜A(rtYt/pˆit) = E˜A(rtYt/pit)− E[E˜A{(rtYt/pit)ψ′t−1}|FN ][E{E˜A(ψt−1ψ′t−1/w)|FN}]−1
× E˜A(ψt−1/w) + op(n−1/2).
Note that E{(rit/pit− 1)ri,t−1|A,FN} = E[E{(rit/pit− 1)ri,t−1|ri,t−1, A,FN}|A,FN ] = 0, then
E{E˜A(ξt−1)|A,FN} = 0, E{E˜A(ψt−1/w)|A,FN} = 0, and
Cov{E˜A(ξt−1), E˜A(ψt−1/w)|FN} = E{E˜A(ξt−1ψt−1)′|FN}
V ar{E˜A(ψt−1)/w|FN} = E{E˜A(ψt−1ψ′t−1/w)|FN}
Cov{E˜A(rtYt/pit), E˜A(ψt−1/w)|FN} = E[E˜A{(rtYt/pit)ψ′t−1}|FN ].
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The rest of this proof would follow similarly from the proof of Theorem 5.1. One important step
is to calculate V ar[E˜A{(ξ′t−1, ψ′t−1/w)′}|FN ] and Cov[E˜A(rtYt/pit), E˜A{(ξ′t−1, ψ′t−1/w)′}|FN ].
V ar
E˜A
 ξt−1
ψt−1/w
∣∣∣∣∣FN
 = V ar
E
E˜A
 ξt−1
ψt−1/w
∣∣∣∣A,FN

∣∣∣∣∣FN

+ E
V ar
E˜A
 ξt−1
ψt−1/w
∣∣∣∣A,FN

∣∣∣∣∣FN
 .
We only have to calculate the second term as the first term is 0. For the second term, notice
that
V ar
E˜A
 ξt−1
ψt−1/w
∣∣∣∣A,FN

=
1
N2
∑
i∈A
w2i V ar

 ξi,t−1
ψi,t−1/wi
∣∣∣∣A,FN

=
 N−2∑i∈A ω2i V ar(ξi,t−1|A,FN ) N−2∑i∈A ωiCov(ξi,t−1, ψi,t−1|A,FN )
N−2
∑
i∈A ωiCov(ψi,t−1, ξi,t−1|A,FN ) N−2
∑
i∈A V ar(ψi,t−1|A,FN )
 .
Again V ar(ξi,t−1|A,FN ) can be written as a matrix of diagonal blocks such that it is equal to
diag[V ar{(ri1/pi1 − 1)ri0Li,0/pii,0|A,FN}, . . . , V ar{(rit/pit − 1)ri,t−1Li,t−1/pii,t−1|A,FN}],
where
V ar{(rij/pij − 1)ri,j−1Li,j−1/pii,j−1|A,FN} =
Li,j−1L′i,j−1
pi2i,j−1
(1/pij − 1)pii,j−1.
Other related terms can be obtained in a similar fashion. Thus
V ar
E˜A
 ξt−1
ψt−1/w
∣∣∣∣∣FN
 =
V˜LL,t V˜LS,t
V˜SL,t V˜SS,t
 ,
where
V˜LL,t = N
−2
N∑
i=1
ωidiag
{
Li,0L
′
i,0
pi2i,0
(1/pi1 − 1)pii,0, . . . ,
Li,t−1L′i,t−1
pi2i,t−1
(1/pit − 1)pii,t−1
}
,
V˜LS,t = N
−2
N∑
i=1
diag
{
pi1Li,0L
′
i,0
pii,0
(1/pi1 − 1)pii,0, . . . ,
pitLi,t−1L′i,t−1
pii,t−1
(1/pit − 1)pii,t−1
}
,
V˜SS,t = N
−2
N∑
i=1
ω−1i diag
{
p2i1Li,0L
′
i,0(1/pi1 − 1)pii,0, . . . , p2itLi,t−1L′i,t−1(1/pit − 1)pii,t−1
}
.
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Cov[E˜A(rtYt/pit), E˜A{(ξ′t−1, ψ′t−1/w)′}|FN ] = (V˜ ′Y L, V˜ ′Y S)′, where
V˜Y L = N
−2
N∑
i=1
ωiYi,t
{
(1/pi1 − 1)L′i,0/pii0, . . . , (1/pit − 1)L′i,t−1/pii,t−1
}′
V˜Y S = N
−2
N∑
i=1
Yi,t
{
(1− pi1)L′i,0, . . . , (1− pit)L′i,t−1
}′
.
Similarly to the diagonal block-wise technique used in the proof of Theorem 5.1, we obtain the
optimal Bt∗ = (B∗1t′, . . . , B∗tt′)′, where
B∗j,t = {V˜LL,t(j)− V˜LS,t(j)V˜ −1SS,t(j)V˜SL,t(j)}−1{V˜LY,t(j)− V˜LS,t(j)V˜SS,t(j)−1V˜SY,t(j)}
= (Idim(Lj−1), 0)
V˜LL(j) V˜LS(j)
V˜LS(j) V˜SS(j)

−1V˜LY (j)
V˜SY (j)

= (Idim(Lj−1), 0)
E˜
wpij−1
(
1
pj
− 1
) 1pij−1Lj−1
pjLj−1/w

 1pij−1Lj−1
pjLj−1/w

′

−1
× E˜
w
(
1
pj
− 1
) 1pij−1Lj−1
pjLj−1/w
Yt
 .
The consistency of the estimator in (5.44) naturally follows.
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CHAPTER 6. GENERAL CONCLUSIONS
In this dissertation, we considered some goodness-of-fit problems as well as an efficient
estimation method in longitudinal surveys for incomplete data under monotone missing pattern.
In Chapter 1, we did a brief description of background and literature review related to the
dissertation.
In Chapter 2, we found a new characterization of multivariate normality through univariate
projections. This characterization theorem can serve as a guideline for constructing goodness-
of-fit tests for multivariate normality using univariate statistics.
In Chapter 3, we developed an invariant goodness-of-fit test for multivariate normality based
on univariate projections. This test is very informative by combining Shapiro Wilk test statistics
as well as multivariate kurtosis and skewness. We also conducted massive numerical studies
to demonstrate the excellent power performance of this new test, and it is highly competitive
to the best candidates for testing multivariate normality in the literature. In addition, we
also demonstrated the practical usage of our new test using some real data examples. Some
of the future extensions of this work include testing multivariate normality when the data is
incomplete or the data is high dimensional case.
In Chapter 4, we constructed a asymptotically distribution-free test for testing multivari-
ate uniformity through m-nearest neighbors. It is widely known that copulas can be used to
model dependence structure, for example, multivariate uniform copula can be used to model
multivariate independence. Specifically, we considered testing for multivariate uniform copula
and proposed a nonparametric likelihood type statistics. Feasibility of this test is also demon-
strated via a numerical study for testing multivariate uniformity against several meta-eliptical
type copula alternatives.
In Chapter 5, we considered the estimation problem in longitudinal surveys when there are
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missing data. Under monotone missing pattern, we proposed an efficient method for estimating
population means at different time points in longitudinal surveys. The proposed estimator
incorporates all the available information using the GMM method. Moreover, standard variance
estimation technique is used to estimate the variance of the proposed estimator. Numerical
studies are presented to demonstrate better efficiency of our estimator over the direct PS type
estimator.
