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On the box-counting dimension of potential singular set for
suitable weak solutions to the 3D Navier-Stokes equations
Yanqing Wang∗ and Gang Wu†
Abstract
In this paper, we are concerned with the upper box-counting dimension of the set of
possible singular points in space-time of suitable weak solutions to the 3D Navier-Stokes
equations. By taking full advantage of the pressure Π in terms of ∇Π in equations, we
show that this upper box dimension is at most 135/104(≈ 1.30), which improves the
known upper box-counting dimension 95/63(≈ 1.51) in Koh et al. [9, J. Differential
Equations, 261: 3137–3148, 2016], 45/29(≈ 1.55) in Kukavica et al. [11, Nonlinearity
25: 2775-2783, 2012] and 135/82(≈ 1.65) in Kukavica [10, Nonlinearity 22: 2889-2900,
2009].
MSC(2000): 35B65, 35D30, 76D05
Keywords: Navier-Stokes equations; suitable weak solutions; box-counting dimension
1 Introduction
We consider the following incompressible Navier-Stokes system in dimension 3


ut −∆u+ u · ∇u+∇Π = 0,
div u = 0,
u|t=0 = u0,
(1.1)
where u stands for the flow velocity field, the scalar function Π = −∆−1∂i∂j(uiuj) represents
the pressure. The initial velocity u0 satisfies divu0 = 0.
In his seminal work [13], Leray constructed the global weak solutions to the tri-
dimensional Navier-Stokes equations, namely, for a divergence–free vector field u0 ∈ L
2(R3),
there exists a weak solution (u, Π) such that u ∈ L∞(0, T ;L2(R3))∩L2(0, T ;H1(R3)) to the
system (1.1). It follows from the interpolation inequality that u ∈ Lp(0, T ;Lq(R3)) with 2p+
3
q =
3
2 , 2 ≤ p ≤ ∞. Solonnikov [25] and Giga and Sohr [8] proved the following regularity
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of the finite energy weak solutions
∇Π ∈ LstL
q
x with
2
s
+
3
q
= 4, Π ∈ LstL
j
x with
2
s
+
3
j
= 3,
u ∈ Lmt L
n
x with
2
m
+
3
n
= 2, m ≥ s, n > q, 1 < s, q <∞.
(1.2)
A priori estimates of solutions to the Navier-Stokes system in R3 such as u ∈ L1tL
∞
x ,
(−∆)
α
2∇du ∈ L
4/(d+α+1),∞
t L
4/(d+α+1),∞
x (α ∈ [0, 2), d ≥ 1), ∇su ∈ L
2
2s−1
t L
2
x can be found in
[4, 5, 7, 29] and references therein.
However, the regularity of weak solutions mentioned above can not lead to the full
regularity of weak solutions. The partial regularity result of weak solutions is also originated
from Leray in [13], where it was shown that one dimension Lebesgue measure of the set of the
potential time singular points for the weak solutions to 3D Navier-Stokes equations is zero.
This result was improved by Scheffer in [20], where he showed that the set of possible time
singular points has 1/2-dimensional measure zero. In 1970s, Scheffer [21–23] also considered
the potential space-time singular points set of solutions to the Navier-Stokes equations via
introducing the suitable weak solutions and proved that the Hausdorff dimension of the
space-times singular points set of suitable weak solutions of the 3D Navier-Stokes equations
is at most 5/3. The so-called suitable weak solutions is a kind of weak solutions meeting the
local energy inequality. A point is said to be a regular point to the Navier-Stokes equations
(1.1) if one has the L∞ bound of u in some neighborhood of this point. The remaining
points are called singular point and denoted by S. In this direction, the celebrated work
is that one dimensional Hausdorff measure of the possible space-time singular points set
of suitable weak solutions to the 3D Navier-Stokes equations is zero, which was proved by
Caffarelli, Kohn, Nirenberg in [1]. The Caffarelli-Kohn-Nirenberg theorem completely rests
on the following ε-regularity criterion: there is an absolute constant ε such that, if
lim sup
r→0
1
r
∫∫
Q(r)
|∇u|2dxdt ≤ ε, (1.3)
then (0, 0) is a regular point, where Q(r) := B(r) × (−r2, 0) and B(r) denotes the ball of
center 0 and radius r. Alternative approaches to Caffarelli-Kohn-Nirenberg theorem and
its generalization were presented in several works (see, e.g., [2, 3, 10–12, 14–16, 19, 26–
28, 30, 31]).
Notice that Hausdorff dimension is a kind of fractal dimension. Another widely used
fractal dimension is box-counting or box dimension (Minkowski dimension). As pointed
out by Falconer in [6], box dimension’s popularity is largely due to its relative ease of
mathematical calculation and empirical estimation, the definition goes back at least to the
1930s and it has been variously termed Kolmogorov entropy, entropy dimension, capacity
dimension, metric dimension, logarithmic density and information dimension. Extensive
study on the box dimension can be found in [6]. The definition of box dimension is via lower
box dimension and upper box dimension. It is valid that Hausdorff dimension is less than
upper box dimension (see e.g. [6]). For convenience, in what follows, box dimension means
the upper box dimension. The fractal upper box dimension of potential time singular points
set of finite energy weak solutions to the 3D Navier-Stokes system is at most 1/2, which
was proved by Robinson and Sadowski in [17]. By means of ε-regularity criterion proved
in [12, 14], Robinson and Sadowski [18] obtained that the fractal upper box dimension of
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possible space-time singular points set of suitable weak solutions to the three-dimensional
Navier-Stokes equations is at most 5/3. It was shown that the parabolic fractal dimension
of the singular points set is less than or equal to 135/82(≈ 1.65) by Kukavica in [10]. Later,
Kukavica and Pei [11] improved this upper box dimension to 45/29(≈ 1.55). Very recently,
Koh and Yang [9] proved that the fractal upper box dimension of the set of potential
singular points of suitable weak solutions in the Navier-Stokes equations is bounded by
95/63(≈ 1.51). The purpose of this paper is to refine the fractal upper box dimension of
potential singular points set to system (1.1). Before we state the main theorems of this
paper, we present the definition of upper box-counting dimension.
Definition 1.1. The (upper) box-counting dimension of a set X is usually defined as
dbox(X) = lim sup
ǫ→0
logN(X, ǫ)
− log ǫ
,
where N(X, ǫ) is the minimum number of balls of radius ǫ required to cover X.
Theorem 1.1. The (upper) box dimension of the set of possible singular points in space-
time of suitable weak solutions to the 3D Navier-Stokes equations (1.1) is at most 135/104(≈
1.30).
Remark 1.1. This improves the previous box dimension of potential singular set of suitable
weak solutions to the tri-dimensional Navier-Stokes equations obtained in [9–11, 18].
As calculating the Hausdorff dimension of singular points set of suitable weak solutions
to the Navier-Stokes equations, the size of potential singular points set in terms of box-
counting measure strongly depends on the ε-regularity criterion. To show Theorem 1.1, we
prove the following result.
Theorem 1.2. Suppose that the pair (u, Π) is a suitable weak solution to (1.1). Then
|u| can be bounded by 1 in some neighborhood of (x0, t0) provided the following condition
holds, ∫∫
Q˜(r)
|∇u|2 + |u|10/3 + |Π−ΠB˜(r)|
5/3 + |∇Π|5/4dxdt ≤ r135/104ε1, (1.4)
for an absolute constant ε1 > 0.
The notations used here can be found at the end of this section.
Next, we give several remarks about this theorem.
Remark 1.2. Theorem 1.2 is an improvement of corresponding results proved by Kukavica
and Pei in [11].
Remark 1.3. The proof of Theorem 1.2 follows an approach utilized in [9]. Compared with
the proof of Koh and Yang [9], first, notice that the appearance of the pressure in equations
is in terms of ∇Π rather than Π, thence, we can always replace Π by Π − ΠΩ. Based on
this, we could make full use of better decay estimate of pressure Π − ΠΩ than that of [9]
(see Lemma 2.2 in Section 2). This is partially motivated by the recent work in [15], where
the authors used this trick to study the partial regularity of suitable weak solutions to the
Navier-Stokes equations with fractional dissipation (−∆)α in the case α = 3/4. Second, in
the spirit of [11], we will utilize the quantity ‖∇Π‖
5/4
L
5/4
t,x
bounded by the initial energy as
widely as possible since the scaling of ‖∇Π‖
5/4
L
5/4
t,x
is better than that of ‖Π‖
5/3
L
5/3
t,x
. This enables
us to obtain that box dimension is at most 180/131(≈ 1.37).
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Remark 1.4. Based on referees’ crucial comments involving inequality (3.6) and a very
recent literature [16], we realized that there exists an appropriate interpolation inequality
(2.3) for estimating the box dimension. In comparison with inequality (2.2) of Koh and
Yang in [9], the inequality (2.3) allows us to take full advantage of quantity ‖∇u‖2L2(Q(r))
in (1.4). Though both ‖u‖2L∞,2(Q(r)) and ‖∇u‖
2
L2(Q(r)) have the same scaling, ‖u‖
2
L∞,2(Q(r))
appearing in (1.4) seems to be inappropriate in discussion of estimating the singular points
set, that is, ‖∇u‖2L2(Q(r)) is more useful than ‖u‖
2
L∞,2(Q(r)) in our arguments. This further
helps us to improve the box dimension from 180/131 to 135/104.
Remark 1.5. To the knowledge of the authors, the strategy that one applies the interior
estimate of harmonic function to the pressure Π − ΠΩ is due to [24, Lemma 2.1, p.222].
Lemma 2.2 proved in [24] combined with the proof of [9] yields that the upper box dimension
is bounded by 635/441(≈ 1.44).
Remark 1.6. A combination of the idea of [9] and the quantity ‖∇Π‖
5/4
L
5/4
t,x
as [11] implies
that, the upper box dimension of singular points set is at most 75/51(≈ 1.47).
Remark 1.7. The upper bound on the Hausdorff dimension of the potential space-time
singular points of suitable weak solutions to the generalized Navier-Stokes equations with
(−∆)α in the case 3/4 ≤ α < 1 is obtained in [15, 26]. An interesting issue is to estimate
the box-dimension of singular points set of suitable weak solutions of the fractional Navier-
Stokes equations in the same case.
With Theorem 1.2 in hand, we can present the proof of Theorem 1.1.
Proof of Theorem 1.1. It follows from the definition of box-counting dimension that if δ <
dbox(S), there exists a sequence ǫj → 0 such that
N(S, ǫj) > ǫ
−δ
j .
We proceed by contradiction below. We assume that dbox(S) > 135/104, then we can choose
a constant d such that 180/131 < d < dbox(S). Thus, there exists a decreasing sequence
ǫj → 0 such that
N(S, ǫj) > ǫ
−d
j .
Let (xi, ti)
N(S,ǫj)
i=1 be a collection of ǫj-separated points in S. According to Theorem 1.2, for
any (xi, ti) ∈ S, we get
∫ ti
ti−ǫ2j
∫
B˜i(ǫj)
|∇u|2 + |u|10/3 + |Π−ΠB˜i(ǫj)|
5/3 + |∇Π|5/4dxdt > ǫ
135/104
j ε1,
where B˜i(µ) := B(xi, µ).
Combining the estimates above, we conclude that
N(S, ǫj)∑
i=1
∫ ti
ti−ǫ2j
∫
B˜i(ǫj)
|∇u|2 + |u|10/3 + |Π−ΠB˜i(ǫj)|
5/3 + |∇Π|5/4dxdt > ǫ
135/104−d
j ε1.
With the help of (1.2), we know that the left hand side of the above equality is bounded
by the initial data with finite-kinetic energy. Since d > 135/104, we get a contradiction as
j →∞ and thus complete the proof of Theorem 1.1.
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The remainder of this paper unfolds as follows. In Section 2, we recall the definition
of suitable weak solutions to the Navier-Stokes equations. Then we will list some crucial
bounds for the scaling invariant quantities. Section 3 contains the proof of Theorem 1.2.
Notations: Throughout this paper, we denote
B(x, µ) := {y ∈ R3||x− y| ≤ µ}, B(µ) := B(0, µ), B˜(µ) := B(x0, µ),
Q(x, t, µ) := B(x, µ)× (t− µ2, t), Q(µ) := Q(0, 0, µ), Q˜(µ) := Q(x0, t0, µ).
The classical Sobolev norm ‖ · ‖Hs is defined as ‖f‖
2
Hs =
∫
Rn
(1 + |ξ|)2s|fˆ(ξ)|2dξ, s ∈ R.
We denote by H˙s homogenous Sobolev spaces with the norm ‖f‖2
H˙s
=
∫
Rn
|ξ|2s|fˆ(ξ)|2dξ.
For q ∈ [1, ∞], the notation Lq(0, T ; X) stands for the set of measurable functions on the
interval (0, T ) with values in X and ‖f(t, ·)‖X belongs to L
q(0, T ). For simplicity, we write
‖f‖Lq, ℓ(Q(µ)) := ‖f‖Lq(−µ2, 0;Lℓ(B(µ))) and ‖f‖Lq(Q(µ)) := ‖f‖Lq, q(Q(µ)).
Denote the average of f on the set Ω by fΩ. For convenience, f r represents fB(r). We
will use the summation convention on repeated indices. C is an absolute constant which
may be different from line to line unless otherwise stated in this paper.
2 Preliminaries
We start with the definition of the suitable weak solution to the Navier-Stokes equations
(1.1).
Definition 2.1. A pair (u, Π) is called a suitable weak solution to the Navier-Stokes equa-
tions (1.1) provided the following conditions are satisfied,
(1) u ∈ L∞(−T, 0; L2(R3)) ∩ L2(−T, 0; H˙1(R3)), Π ∈ L3/2(−T, 0;L3/2(R3)).
(2) (u, Π) solves (1.1) in R3 × (−T, 0) in the sense of distributions;
(3) (u, Π) satisfies the following inequality, for a.e. t ∈ [−T, 0],
∫
R3
|u(x, t)|2φ(x, t)dx + 2
∫ t
−T
∫
R3
|∇u|2φdxds
≤
∫ t
−T
∫
R3
|u|2(∂sφ+∆φ)dxds +
∫ t
−T
∫
R3
u · ∇φ(|u|2 + 2Π)dxds, (2.1)
where non-negative function φ(x, s) ∈ C∞0 (R
3 × (−T, 0)).
In the light of the natural scaling property of Navier-Stokes equations, we introduce the
following dimensionless quantities:
E(u, µ) = µ−1‖u‖2L∞,2(Q(µ)), E∗(∇u, µ) = µ
−1‖∇u‖2L2(Q(µ)),
Ep(u, µ) = µ
p−5‖u‖pLp(Q(µ)), P 5/4(∇Π, µ) = µ
−5/4‖∇Π‖
5/4
L5/4(Q(µ))
,
P3/2
(
Π, µ
)
= µ−2
∥∥∥Π−ΠB(µ)
∥∥∥3/2
L3/2(Q(µ))
, P 5/3
(
Π, µ
)
= µ−5/3
∥∥∥Π−ΠB(µ)
∥∥∥5/3
L5/3(Q(µ))
.
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We recall the following lemma involving interpolation inequality. It is worth pointing
out that the first part slightly improves the corresponding result obtained in [1, 12, 14]. As
stated in Remark 1.4, we will utilize the second one, which was usually used for improving
the Caffarelli-Kohn-Nirenberg theorem by a logarithmic factor in [2, 3, 16]. To make our
paper more self-contained and more readable, we outline the proof of its general case (2.4).
Lemma 2.1. For 0 < µ ≤ 12ρ and 4 ≤ b ≤ 6 , there is an absolute constant C independent
of µ and ρ, such that
E3(u, µ) ≤ C
(ρ
µ
)3/2
E3/4(u, ρ)E
3/4
∗ (∇u, ρ) + C
(µ
ρ
)3
E3/2(u, ρ), (2.2)
E3(u, µ) ≤ C
(ρ
µ
)3/2
E1/2(u, ρ)E∗(∇u, ρ) + C
(µ
ρ
)3
E3/2(u, ρ), (2.3)
E3(u, µ) ≤ C
(
ρ
µ
)3/2
E
b−3
b−2 (u, ρ)E
b
2b−4
∗ (∇u, ρ) +C
(
µ
ρ
)3
E3/2(u, ρ). (2.4)
Proof of inequality (2.4). Taking advantage of the triangle inequality, Ho¨lder’s inequality
and the Poincare´-Sobolev inequality, for any 3 < b ≤ 6, we know that∫
B(µ)
|u|3dx ≤C
∫
B(µ)
|u− u¯ρ|
3dx+C
∫
B(µ)
|u¯ρ|
3dx
≤C
(∫
B(µ)
|u− u¯ρ|
2dx
) b−3
b−2
(∫
B(µ)
|u− u¯ρ|
bdx
) 1
b−2
+
µ3C
ρ
9
2
( ∫
B(ρ)
|u|2dx
)3/2
≤Cµ
6−b
2b−4
(∫
B(ρ)
|u|2dx
) b−3
b−2
(∫
B(µ)
|u− u¯ρ|
6dx
) b
6b−12
+
µ3C
ρ
9
2
( ∫
B(ρ)
|u|2dx
)3/2
≤Cµ
6−b
2b−4
(∫
B(ρ)
|u|2dx
) b−3
b−2
(∫
B(ρ)
|∇u|2dx
) b
2b−4
+
µ3C
ρ
9
2
(∫
B(ρ)
|u|2dx
)3/2
.
Integrating in time on (−µ2, 0) this inequality and using the Ho¨lder inequality, for any
b ≥ 4, we obtain
∫∫
Q(µ)
|u|3dxdt ≤Cµ
1
2
(
sup
−ρ2≤t≤0
∫
B(ρ)
|u|2dx
) b−3
b−2
( ∫∫
Q(ρ)
|∇u|2dxdt
) b
2b−4
+C
µ5
ρ
9
2
(
sup
−ρ2≤t≤0
∫
B(ρ)
|u|2dx
)3/2
,
which leads to the desired inequality
E3(u, µ) ≤ C
(
ρ
µ
)3/2
E
b−3
b−2 (u, ρ)E
b
2b−4
∗ (∇u, ρ) +C
(
µ
ρ
)3
E3/2(u, ρ).
One can also establish the following decay estimate of pressure via the interior estimate
of harmonic function; see also [1, 2, 12, 14, 27, 30, 31] for different versions. For its proof,
we refer the reader to [24, Lemma 2.1, p.222]. Thanks to the pressure Π in terms of ∇Π in
equations, we can invoke this lemma in the proof of Theorem 1.2.
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Lemma 2.2. For 0 < µ ≤ 12ρ, there is an absolute constant C independent of µ and ρ such
that
P3/2(Π, µ) ≤ C
(
ρ
µ
)2
E3(u, ρ) + C
(
µ
ρ
)5/2
P3/2(Π, ρ). (2.5)
Note that if the pair (u, Π) is a suitable weak solution, so is (u, Π− Π), therefore, the
following ε-regularity criterion proved in [12, 14] is valid.
Proposition 2.3. Let (u, Π) be a suitable weak solution to (1.1) in Q(1). There exists
ε0 > 0 such that if
1
r2
∫∫
Q(r)
|u|3 + |Π−Πr|
3/2dxdt ≤ ε0, (2.6)
then u is regular in Q(r/2).
3 Proof of Theorem 1.2
In this section, following the pathway of [9] together with the auxiliary lemmas in Section
2, we present the proof of Theorem 1.2.
Proof of Theorem 1.2. Without loss of generality, we assume that (x0, t0) = (0, 0). As [9],
we present the assumption below
∫∫
Q(2ρ)
|∇u|2 + |u|10/3 + |Π−Π2ρ|
5/3 + |∇Π|5/4dxdt ≤ (2ρ)5/3−γε1, (3.1)
hence, it suffices to prove that γ < 115/312 and γ will be sufficiently close to 115/312.
First, we assert that E(u, ρ) ≤ Cε
3/5
1 ρ
−
3γ
5 . Indeed, letting φ(x, t) be a smooth positive func-
tion supported in Q(2ρ) and with value 1 on the ball Q(ρ), then, employing the divergence
free condition, Ho¨lder’s inequality thrice and the Gagliardo-Nirenberg inequality, we derive
that∫∫
Q(2ρ)
(|u|2 − |u|22ρ)u∇φdxdt ≤ Cρ
−1
∥∥∥|u|2 − |u|22ρ
∥∥∥
L10/7,15/8(Q(2ρ))
‖u‖L10/3,15/7(Q(2ρ))
≤ Cρ−1‖u2‖
1/2
L5/3(Q(2ρ))
‖u∇u‖
1/2
L5/4(Q(2ρ))
‖u‖L10/3,15/7(Q(2ρ))
≤ Cρ−1/2‖u‖
5/2
L10/3(Q(2ρ))
‖∇u‖
1/2
L2(Q(2ρ))
,
and ∫∫
Q(2ρ)
(Π−Π2ρ)u∇φdxdt
≤ Cρ−1
∥∥∥Π−Π2ρ
∥∥∥
L10/7,15/8(Q(2ρ))
‖u‖L10/3,15/7(Q(2ρ))
≤ Cρ−1‖Π−Π2ρ‖
1/2
L5/3(Q(2ρ))
‖Π−Π‖
1/2
L5/4,15/7(Q(2ρ))
‖u‖L10/3,15/7(Q(2ρ))
≤ Cρ−1/2‖Π−Π2ρ‖
1/2
L5/3
‖∇Π‖
1/2
L5/4(Q(2ρ))
‖u‖L10/3(Q(2ρ)).
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These inequalities combined with the local energy inequality (2.1) leads to
sup
−ρ2≤t<0
∫
B(ρ)
|u|2dx+ 2C
∫∫
Q(ρ)
|∇u|2dxdt
≤C
(∫∫
Q(2ρ)
|u|10/3dxdt
)3/5
+ Cρ−1/2‖u‖
5/2
L10/3(Q(2ρ))
‖∇u‖
1/2
L2(Q(2ρ))
+ Cρ−1/2‖u‖L10/3(Q(2ρ))‖Π−Π2ρ‖
1/2
L5/3(Q(2ρ))
‖∇Π‖
1/2
L5/4(Q(2ρ))
≤Cε
3/5
1 ρ
1− 3γ
5 , (3.2)
where we have used (3.1) and assumed that γ ≤ 5/12. As a consequence,
E(u, ρ) ≤ Cε
3/5
1 ρ
− 3γ
5 . (3.3)
Second, iterating (2.5) in Lemma 2.2, we infer that
P3/2(Π, θ
Nµ) ≤ C
N∑
k=1
θ−2+
5(k−1)
2 E3(u, θ
N−kµ) + Cθ5N/2P3/2(Π, µ). (3.4)
In view of the Poincare´-Sobolev inequality and Ho¨lder’s inequality, we see that
‖Π−Πµ‖
3/2
L3/2(Q(µ))
≤ ‖Π−Πµ‖
1/2
L5/4,15/7(Q(µ))
‖Π−Πµ‖L5/3,30/23(Q(µ))
≤ Cρ1/2‖∇Π‖
1/2
L5/4(Q(µ))
‖Π−Πµ‖L5/3(Q(µ)). (3.5)
Dividing both sides of (3.5) by µ2, we have
P3/2(Π, µ) ≤ CP
2/5
5/4 (∇Π, µ)P
3/5
5/3 (Π, µ).
By inserting the above inequality into (3.4), we know that
P3/2(Π, θ
Nµ) ≤ C
N∑
k=1
θ−2+
5(k−1)
2 E3(u, θ
N−kµ) + Cθ5N/2P
2/5
5/4 (∇Π, µ)P
3/5
5/3 (Π, µ). (3.6)
To proceed further, we set r = ρα = θNµ, θ = ρβ, rN = µ = θ
−Nr = ρα−Nβ , where
α, β is determined by γ. Their precise selection will be given in the end. Hence, we derive
from (3.6) that
P3/2(Π, r) +E3(u, r) ≤ C
N∑
k=1
θ−2+
5(k−1)
2 E3(u, θ
−kr) + Cθ5N/2P
2/5
5/4 (∇Π, rN )P
3/5
5/3 (Π, rN )
= C
N∑
k=1
θ−2+
5(k−1)
2 E3(u, rk) + Cθ
5N/2P
2/5
5/4 (∇Π, rN )P
3/5
5/3 (Π, rN ),
where we have used the fact that E3(u, r) ≤ Cθ
−2E3(u, θ
−1r). Our aim below is to resort
Proposition 2.3 to complete the proof. To this end, we suppose that rN ≤ ρ, then, we can
adopt (2.3) in Lemma 2.1, (3.3) and the hypothesis (3.1) to obtain
E3(u, rk) ≤ C
( ρ
rk
) 3
2
E1/2(u, ρ)E∗(∇u, ρ) +
(rk
ρ
)3
E3/2(u, ρ)
≤ Cε
9/10
1
(
ρ
13
6
− 3
2
(α−kβ)− 13γ
10 + ρ3α−3−3kβ−
9γ
10
)
.
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Therefore, for sufficiently large N , some elementary calculations yield
N∑
k=1
θ−2+
5(k−1)
2 E3(u, rk) ≤ Cε
9/10
1
N∑
k=1
(
ρ4kβ−
9β
2
+ 13
6
− 3α
2
− 13γ
10 + ρ−
kβ
2
− 9β
2
+3α−3− 9γ
10
)
≤ Cε
9/10
1
(
ρ−
β
2
+ 13
6
− 3α
2
− 13γ
10 + ρ−
Nβ
2
− 9β
2
+3α−3− 9γ
10
)
≤ Cε
9/10
1 ρ
−
11β
6
+ 4
9
−
7γ
6
−
Nβ
6 ,
where α is determined from
−
β
2
+
13
6
−
3α
2
−
13γ
10
= −
Nβ
2
−
9β
2
+ 3α− 3−
9γ
10
.
In short,
α =
2
9
(4β +
31
6
−
2γ
5
+
1
2
Nβ). (3.7)
According to rN ≤ ρ assumed above, namely,
ρα−Nβ ≤ ρ, (3.8)
(3.1) and (3.7), we get
θ5N/2P
2/5
5/4 (∇Π, rN )P
3/5
5/3 (Π, rN )
≤ρ
5Nβ
2 r
− 3
2
N
( ∫∫
Q(2ρ)
|∇Π|5/4dxdt
)2/5( ∫∫
Q(rN )
|Π−Π2ρ|
5/3dxdt
)3/5
≤ρ
5Nβ
2 r
− 3
2
N
( ∫∫
Q(2ρ)
|∇Π|5/4dxdt
)2/5( ∫∫
Q(2ρ)
|Π−Π2ρ|
5/3dxdt
)3/5
≤Cρ
23
6
Nβ− 4β
3
−
9γ
10 ε1.
To conclude, by Proposition 2.3, we need −11β6 +
4
9 −
7γ
6 −
Nβ
6 ≥ 0 and
23
6 Nβ −
4β
3 −
9γ
10≥ 0,
moreover, from (3.8), we know that α−Nβ − 1 ≥ 0.
In summary, the index γ should satisfy
γ ≤ min
{115Nβ − 40β
27
,
8− 3Nβ − 33β
21
,
5− 30Nβ + 30β
3
,
5
12
}
,
which means that Nβ = 9/104 is appropriate.
Eventually, for any fixed γ < 115/312, we choose N sufficiently large such that
β =
9
104N
≤
7
11
(115
312
− γ
)
.
Then, we select a fixed ρ < 1 such that ρβ < 1/2. With γ,N, β in hand, we pick α =
2
9(4β −
2γ
5 +
3251
624 ). This allows us to get
P3/2(Π, r) + E3(u, r) ≤ Cε
9/10
1 ≤ ε0,
with r = ρα. This completes the proof of Theorem 1.2.
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