Background {#Sec1}
==========

Stochastic dynamical systems have a wide range of applications inside as well as outside the field of mathematics. The quantitative studies of different fields such as physics, engineering, ecological sciences, system sciences and medicine have been driven by stochastic dynamical systems. Stochastic differential equations (SDEs) are often used to model financial quantities such as asset prices, interest rates and their derivatives. These equations have become standard models for population dynamics and biological systems. Stochastic functional differential equations (SFDEs) in the G-framework were initiated by Ren et al. ([@CR13]). Then studied by Faizullah ([@CR5]), he developed the existence-and-uniqueness theorem with Cauchy--Maruyama approximation scheme (Faizullah [@CR5]). Later, he proved the comparison result, with the help of which he established the existence theory for SFDEs in the G-framework with discontinuous drift coefficients (Faizullah et al. [@CR4]). G-expectation, which is a nonlinear expectation, defined by Peng ([@CR10]), has been motivated by stochastic volatility problems and risk measures in finance (Gao [@CR6]; Peng [@CR11], [@CR12]). This led him to derive G-Brownian motion that is a novel stochastic process. Being different from the classical Brownian motion as it is not based on a given particular probability space, G-Brownian motion qualifies itself for a new and extremely rich structure which nontrivially generalizes the classical one. Some of the pertinent stochastic calculus which were established by him included G-Itô's integral, G-Itô's formula and G-quadratic variation process $\documentclass[12pt]{minimal}
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                \begin{document}$$\langle B \rangle$$\end{document}$. A new and interesting phenomenon that is related to the G-Brownian motion is the fact that its quadratic variation process, which is also a continuous process, has got stationary and independent increments. Therefore, it continues to qualify for being termed as a Brownian motion. Thus, the idea of G-framework-related stochastic differential equations was initiated (Peng [@CR10], [@CR11]). Due to the applicability of the theory, many authors published their work on this emerging phenomenon in a short span of time (Bai and Lin [@CR1]; Denis et al. [@CR2]; Xua and Zhang [@CR19]). As important as the existence theory, moment estimate is one of the most useful and basic schemes of analyzing dynamic behavior of SFDEs. It is also worth noting that the *p*th moment of the solution for such SDEs driven by G-Brownian motion with non-linear growth condition has not been fully explored, which remains an interesting research topic. This article will fill the mentioned gap. We present the analysis for the solution to the following SFDE in the G-framework$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} dY (t) = \kappa (t, Y_{t}) dt+ \lambda (t, Y_{t}) d \langle B, B \rangle (t) + \mu (t, Y_{t}) dB(t),\quad t\in [0,\infty ), \end{aligned}$$\end{document}$$with initial data $\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} Y_{t_{0}}&= \zeta = \left\{ \zeta (\theta ){:} - \tau < \theta \le 0 \right\} \; is \; {\mathcal {F}}_{0}{\text{-}}measurable, \; BC ( [ -\tau , 0]; \mathbb {R}^n ){\text{-}} valued \nonumber \\&\quad random \; variable \; such \; that \; \zeta \in M_{G}^{2} \left( [ - \tau , 0] ; \mathbb {R}^n \right) . \end{aligned}$$\end{document}$$It is understood that *Y*(*t*) is the value of stochastic process at time *t* and $\documentclass[12pt]{minimal}
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                \begin{document}$$BC([-\rho , 0]; \mathbb {R})$$\end{document}$-valued stochastic process, which is a collection of continuous and bounded real valued functions $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\varphi$$\end{document}$ defined on $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$[-\rho , 0]$$\end{document}$ having norm $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
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                \begin{document}$$[0, T]\times BC ([-\rho , 0]$$\end{document}$ (Faizullah et al. [@CR4]). The rest of the paper is organized as follows: "[Preliminaries](#Sec2){ref-type="sec"}" section is devoted to some basic definitions and results. "[*p*th Moment estimates for SFDEs in the G-framework](#Sec3){ref-type="sec"}" section presents the *p*th moment estimates for SFDEs in the G-framework, under non-linear growth condition. "[Continuity of *p*th moment for SFDE in the G-framework](#Sec4){ref-type="sec"}" section shows that the *p*th moment of solution to SFDE is continuous. The path-wise asymptotic estimates are given in "[Path-wise asymptotic estimate](#Sec5){ref-type="sec"}" section.

Preliminaries {#Sec2}
=============

In this section some fundamental notions and results are given, which are used in the forthcoming sections of this paper. For more detailed literature of G-expectation, see the papers Denis et al. ([@CR2]), Faizullah ([@CR3]), Li and Peng ([@CR8]), Song ([@CR18]) and book Peng ([@CR12]).
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                \begin{document}$$\theta >0,\,E[\theta Z]=\theta E[Z]$$\end{document}$.For every $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$Y,Z\in {\mathcal {H}},\,E[Y+Z]\le E[Y]+E[Z]$$\end{document}$.
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                \begin{document}$$(B_t)_{t\ge 0}$$\end{document}$ is known as G-Brownian motion.
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The following two lemmas are borrowed from the book Mao ([@CR9]).
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*p*th Moment estimates for SFDEs in the G-framework {#Sec3}
===================================================
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**Theorem 8** {#FPar8}
-------------

*Assume that the non-linear growth condition* ([3](#Equ3){ref-type=""}) *holds. Let*$\documentclass[12pt]{minimal}
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*Proof* {#FPar9}
-------
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Continuity of *p*th moment for SFDE in the G-framework {#Sec4}
======================================================

In the next theorem, under non-linear growth condition, it is shown that the *p*th moment of the solution to SFDE in the G-framework ([1](#Equ1){ref-type=""}) is continuous.

**Theorem 9** {#FPar10}
-------------
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*Proof* {#FPar11}
-------
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Path-wise asymptotic estimate {#Sec5}
=============================

Next, by using Theorem [8](#FPar8){ref-type="sec"} we study the path-wise asymptotic estimate for the solution of SFDE in the G-framework ([1](#Equ1){ref-type=""}). It is understood that $\documentclass[12pt]{minimal}
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**Theorem 10** {#FPar12}
--------------

*Assume that the non-linear growth condition* ([3](#Equ3){ref-type=""}) *holds. Then*$$\documentclass[12pt]{minimal}
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*Proof* {#FPar13}
-------
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*Remark 11* {#FPar14}
-----------
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Conclusion {#Sec6}
==========

Generally, we cannot find explicit solutions to nonlinear SDEs. Thus one needs to present the analysis for solutions to these equations. Existence and moment estimates are the most important characteristics for solutions to SDEs. Here, we have used some important inequalities such as Bihari's inequality, Hölder's inequality, Gronwall's inequality and Burkholder--Davis--Gundy (BDG) inequalities to investigate the *p*th moment estimates for SFDEs driven by G-Brownian motion. Then the asymptotic estimates for these equations have been developed. Furthermore, continuity of *p*th moment for the solutions to SFDEs in the G-framework has been proved. The G-Brownian motion theory is the generalization of the classical Brownian motion theory. The methodology used to estimate *p*th moment for SDE is interesting and applicable in various practical applications. For example, *p*th moment estimates are useful in biological population models (Shang [@CR15]) and distributed system control (Shang [@CR17], [@CR16], [@CR14]). The methods of the *p*th moment estimation, developed in our paper, can be used to extend the related theory in above mentioned papers.
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