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Summary
The performance figures in section 6 show that the proposed 2D algorithm for symmetric eigenvalue and eigenvector computation can provide a significant performance improvement with respect to the 1D algorithm on squared 2D/3D meshes, for a wide range of system and problem parameters. This improvement can be very noticeable for large values of the ratio transmission time/computation time (which is the current tendency in multicomputers) and small values of problem size. On the other hand, the performance improvement is not sensitive to the communication startup time.
Figures also show that the performance improvement increases with the system size, showing that the 2D algorithm is more scalable than the 1D algorithm, which is an important property when looking at large scale parallel systems.
Finally, the HPC embedding proposed to map the 2D algorithm onto to the squared mesh and cube provides a performance close to the optimal case. Therefore, alternative embeddings would not provide a noticeable improvement. number of nodes). In this case, for a given value of d, the optimal value of r is considered when computing t 2D and t 3D . The plots show that the performance improvement obtained with the 2D algorithm grows when increasing the number of nodes in the system. This growth is particularly high for small problem sizes and large values of t e , and it is more noticeable in the case of the cube.
Evaluating the HCP embedding
The HCP embedding has been designed to keep the cost of the horizontal communication exactly as the term t H of t conf (see section 3.4) at the expense of a possible increase in the cost of the vertical communication with respect to the term t V of t conf . The question addressed here is if an alternative embedding could provide a better performance than HPC. To that purpose, let us consider t conf as a lower bound for the execution time of the 2D algorithm on the target system (that is, the optimal embedding would provide an execution time equal to t conf ). Plots in figure 13 show the ratios t conf /t 2D and t conf /t 3D , where t conf , t 2D and t 3D have been computed using the optimal values for r in every case. Plots show that the HPC provides a performance close to the optimal. 
Influence of parameters t e , m and t s
Plots in figures 11a, 11b and 11c correspond to the squared mesh scenario, and assume d = 12.
The plots show the ratio t 1D /t 2D for all the possible values of r (r ∈[0,d]) (2 r being the number of rows of the 2D algorithm) and varying values of parameters t e (figure 11a), m (figure 11b), and t s (figure 11c) (t c is fixed at 1). In every plot, one of these three parameters takes different values while the other two are fixed, showing in this way the impact of the varying parameter on the performance improvement and on the optimal configuration of the 2D algorithm.
Figures 11d, 11e and 11f show the plots corresponding to the cube scenario. In this case, d= 15.
The following conclusions can be drawn from plots in figure 11:
(a) Parameter t e (transmission time per floating-point number) has an strong impact on the performance improvement. We have considered a wide range of values for t e . Values 1 and 100 are extreme values of real multicomputers (iPSC/2 and iPSC/RX, respectively). Since the ratio t e /t c is expected to increase in future machines (due to a reduction in t c ), the large value t e =500 has also been considered. Figures 11a and 11d show that the improvement of the proposed 2D algorithm in front of the traditional 1D algorithm can be very high for large values of t e . Conclusion (c) suggests that the terms affected by t s in the analytical models of t 2D and t 3D
can be considered as a constant when the models are derived with respect to r. This makes easy the analytical derivation of the of the optimal value for r. The result is that r=d/2-1 is optimal for the mesh and r= d/3 is optimal for the cube (this corresponds to r=5 for both the mesh and the cube considered in figure 11 ).
Scalability of the 2D algorithm
The plots in figure 12 show the scalability properties of the proposed 2D algorithm on the mesh (figure 12a) and the cube (figure 12b). These plots show the ratios t 1D /t 2D and t 1D /t 3D for fixed values of t s and t e , but varying values of d and m (note that m is now scaled with the Using the expressions given in 4.2 for the cost of IVC k,l and CVC k , the analytical model for the execution time of the 2D algorithm onto the cube, using the HCP embedding (referred to as t 3D ) is easily derived. As in the case of the mesh, the derivation of the optimal value for r is considered in the next section.
Performance analysis
We assess the performance of the proposed algorithm through the analytical models previously developed. The performance figures are presented in three different sections focusing: (a) the influence of some parameters on the performance, (b) the scalability of the proposed approach, and (c) the quality of the HCP embedding. (a) (b) (c) Figure 11 : Impact of parameters t e , m and t s on the performance improvement of the proposed 2D algorithm over the 1D algorithm on a mesh ((a), (b) and (c)) and on a cube ((d), (e) and (f)). 
5 Mapping the 2D algorithm onto the cube
The HCP and VCP embeddings defined in the previous section can also be used to map the 2D algorithm onto the cube (i.e. the 2
As in the case of the mesh, results not presented in this paper show that the HCP embedding is always better than the VCP embedding. Therefore, the HCP embedding is the only one considered in the following.
Defining the HCP embedding on a cube
In this case, if r ≥ d/3, every row of the 2D algorithm is hosted by several cube rows in a given cube mesh, exactly in the same way as when applying HCP to map the 2D algorithm onto the mesh. When r < d/3, every row is hosted by several consecutive cube meshes. Again, the snake-like approach is used to preserve the neighbor relationship of the nodes in every row of the 2D algorithm across cube meshes (see figure 4b) .
To be precise, the HCP maps a node (i,j) (i ∈ [0,2
of the cube, according to expressions in table 2.
Analytical model
As in the case of the mesh, the cost of the horizontal communication when using the HCP embedding is given by expression ( 
have 2 k-1 pairs of columns of 2 l-k nodes each, and the communication required for every pair can be done in 2(l-k) phases. 
where:
and:
Expression (4) Finally, the total execution time is written as:
where t R and t H are as in section 3.4.
The analytical expression for t 2D is complex enough to prevent the analytical derivation of the optimal configuration for the 2D algorithm (optimal value of r). This question is addressed in section 6. 
Defining the HCP embedding on the mesh
In the HCP embedding, every row of the 2 r × 2 c algorithm is hosted by one or several contiguous rows of the mesh. When r < d/2, (as in figure 8a ), to guarantee the neighbor relationship of row nodes, a snake-like approach is used to embed every row of the 2D algorithm onto 2 d/2-r contiguous rows of the mesh. When r > d/2, (as in figure 8b ) several rows of the 2D algorithm are embedded onto every mesh row. As a summary, the HCP embedding maps a node (i,j) of the 2D mesh (i ∈ [0,2
, according to expressions in table 1.
Analytical model
First, note that the HCP embedding does not increase the cost of the horizontal communication with regard to expression (3) (see section 3.4). Regarding the vertical communication, three different situations may arise:
The vertical communication can be carried out exactly as described in section 3.3, since, in this particular case, column neighbors in the 2D algorithm are still neighbors in the mesh. In the following, this case of vertical communication will be referred to as Contiguous Vertical We have considered two different embedding of the 2 r × 2 c algorithm onto the squared mesh.
The first one is called Horizontal Communication Preserving embedding (HCP for short). It is characterized by the fact that every row of the 2D algorithm is embedded onto one or several contiguous rows of the mesh, using a snake-like approach. In other words, the HCP embedding is aimed at preserving the locality of the horizontal communication so that its cost remains exactly as in (3) 
and c, provided that r + c = d. The performance of the 2D algorithm under such a configurable scenario was analyzed in [RoVG97], and will be used in this paper as a reference point when evaluating the 2D algorithm on the squared mesh and cube.
An analytical model for a 2 r × 2 c mesh
The execution time of one sweep of the 2D algorithm onto the configurable mesh is denoted by t conf = t R +t H +t V , where t R is the cost of computation, t H is the cost of the horizontal communication, and t V is the cost of the vertical communication.
The term t R corresponds to the cost of the partial inner computation and transformation application (phases 1 and 3, described in section 3.2). This cost is:
The term m-1 corresponds to the number of groups of independent transformations per sweep, the term m/2 c+1 is the number of independent transformations per group, and the term 18m/2 r is the number of operations to compute the partial inner product (phase 1) and apply the transformation (phase 3).
The cost of the vertical communication (including the cost of partial vector accumulation)
can be written as follows:
This expression is obtained by considering the number of groups of independent transformations in a sweep (m-1) and the cost of the vertical communication per group, according to the algorithm described in section 3.3.
Finally, the cost of the horizontal communication is written as follows:
Mapping the 2D algorithm onto the mesh
We focus in this section on the problem of executing the 2D algorithm, described in the previous section, onto a 2 d/2 × 2 d/2 mesh. An obvious solution to this problem is to set r=c=d/2
and map every node of the 2D algorithm onto the corresponding node of the mesh. However, this is not necessarily the optimal choice for r and c. Other 2D algorithm configurations may provide a better trade-off between vertical and horizontal communication. The correct approach is to consider the embedding of the 2 r × 2 c algorithm (with arbitrary values of r and c, a vertical communication to exchange the 3 × 4 partial inner products. Finally, the nodes compute and apply the 4 transformations (Phase 3). Then, the nodes proceed exactly in the same way for the remaining 3 groups of independent transformations. In the case of the first step of the sweep, the 28 transformations are organized into 7 groups of 4 independent transformations each (see figure 6b for a possible organization of the groups).
For a given step, the problem of organizing the computation assigned to a column to the 2D algorithm into groups of independent transformations can be solved in many different ways. In fact, the approaches to obtain parallel Jacobi orderings can be readily applied to solve this problem since the objective is exactly the same, that is, to find groups of independent transformations. In general, in the first step of every sweep, every column of the 2D algorithm organizes the computation into m/2 c -1 groups of m/2 c+1 independent transformations each. In every one of the remaining steps of a sweep, each column works with m/2 c+1 groups, each group with m/2 c+1 independent transformations.
Vertical and horizontal communication
We describe first the proposed scheme to perform the vertical communication which arises when the nodes of a column of the 2D algorithm cooperate to apply a group of independent transformations. The communication problem consists in fact in a multiple vector addition.
Every one of the 2 r nodes in the column stores a vector of 3m/2 c+1 values, corresponding to the partial inner products of the m/2 c+1 independent transformations of the group. All these vectors must be accumulated and, at the end, every node must have a copy of the resulting vector. Figure   6a shows a possible organization of the groups. In this example, every node of the column will perform Phase 1 for transformations (1,5), (2,6), (3,7) and (4,8). Then, the nodes will perform 
A one block of columns
As a result, the time required to complete one sweep in the 1D algorithm can be written as:
The above expression shows that the communication cost is proportional to 2 d+1 -1. This fact may degrade the performance of the embedded 1D algorithm for large values of d.
3 The 2D algorithm
Motivation
The 2D algorithm proposed in this paper is aimed at reducing the communication cost incurred by the 1D algorithm. The 2D algorithm uses a 2 r ×2 c mesh of nodes, with any arbitrary value for r and c, provided that r + c= d. The computation is organized in such a way that the transformations that in the 1D algorithm are applied independently by a group of consecutive nodes are now applied by a column of nodes in the 2D algorithm. It will be shown later that a 2D algorithm with c<d has less steps than the 1D algorithm, and, as a result, a potentially lower cost due to column exchanges. From now on, the column exchanges at the end of every step will be referred to as horizontal communication. However, since the nodes in a column of the 2D algorithm must cooperate to compute and apply the transformations, a new type of communication appear, which will be referred to as vertical communication, whose cost depends on the number of rows in the 2D algorithm. It will be shown that an adequate choice for r and c can reduce significantly the communication cost (horizontal communication plus vertical communication) with respect to the 1D algorithm. In the following, we describe in detail the proposed 2D algorithm.
Data and computation distribution
The data distribution required by the 2D algorithm is described in figure 5 . The initial matrices 
The 1D algorithm has two interesting properties with regard to the efficiency of a parallel implementation. First, the ordering uses a minimum number of steps. Second, it requires that, in every step, each node only exchanges one block of matrices A and U, in contrast to other orderings, such as round-robin [BrLu85], which require that almost all nodes exchange both blocks of A and U in every step.
Consider now the problem of executing the 1D algorithm on the mesh or cube scenarios.
The straightforward approach is to embed the 1D algorithm onto the mesh or cube in such a way that neighbor nodes in the 1D algorithm are still neighbors in the host scenario. This can be always achieved by using a snake-like approach to embed the 1D algorithm onto the mesh (see figure 4a) or onto the cube (see figure 4b) . In the following, we develop a simple analytical model to assess the performance of such approach.
First, note that computing a rotation matrix requires 6m operations (we count only the operations in the inner products required to recover the three elements of A), and applying it requires 12m operations. Second, note that all the column exchanges required in the odd steps (figure 3a) and in the even steps (figure 3b) can be carried out in the wormhole mesh or cube simultaneously without conflicts in the use of the links, since they involve always neighbor nodes (this is guaranteed by the snake-like embedding of the 1D algorithm). Therefore, the time required for the column exchange in every step is: ------t e × + U, which reside in node at that time. Figure 3d shows the pairs which constitute every step in the second sweep. In general, odd sweeps are as in figure 3c and even sweeps are as in figure   3d . step 1 (1,2)(8,7)(6,5) (4,3) 2 (1,4)(2,7)(8,5) (6,3) 3 (1,7)(2,5)(8,3) (6,4) 4 (1,6)(7,5)(2,3) (8,4) 5 (1,5)(7,3)(2,4) (8,6) 6 (1,8)(5,3)(7,4) (2,6) 7 (1,3)(5,4)(7,6) (2,8)
transformation R(1,2) updates only columns 1 and 2 of A and transformation R(3,4) updates only columns 3 and 4. In this context, these transformations are called independent transformations. In general, two transformations R(i,j) and R(r,s) are independent if i ≠ r, i ≠ s, j ≠ r, and j ≠ s. This feature has motivated the proposal of parallel Jacobi orderings in which the similarity transformations required to complete a sweep are organized into groups of independent transformations. Each of these groups will be called a step. Such parallel orderings can exploit the parallelism provided by a multicomputer since the work associated to one step can be distributed among the nodes in the system. [WhOH84]). In the particular case of mesh-connected multicomputers, the 1D organization of the nodes (either as a line or as a ring) has been the most frequent assumption.
A 1D algorithm
In this section, we describe in detail a parallel algorithm that uses one of the Jacobi orderings proposed in [EbPa90], for a ring of nodes. This parallel algorithm, that will be referred to as 1D algorithm, is used in this paper to motivate our proposal and for comparison purposes.
The 1D algorithm assumes that the 2 d nodes are arranged as a ring (a line with a wraparound link). The algorithm is first described assuming that m=2 d+1 . Initially, every node stores two columns of A 0 =A and the corresponding columns of U 0 =I. Every sweep has 2 d+1 -1 steps, each of them consisting of m/2 independent transformations.
In every step, each node performs one of the independent transformations and exchanges one column of A, and the corresponding column of U, with one of the nodes of the ring. This column exchange is carried out according to the patterns shown in figure 3a (for odd steps) and figure 3b (for even steps). Figure 3c shows the pairs of columns that constitute every step in the first sweep. In this figure, a pair (i,j) indicates that the corresponding node computes in the corresponding step the rotation R(i,j) and updates A and U. The one-sided approach guarantees that the only data required to perform this computation are columns i and j of matrices A and the columns of matrix R 0 ×R 1 ×R 2 ×...
The method described so far is referred to as two-sided Jacobi method, since in iteration k matrix A k is multiplied from the left (by R k T ) and from the right (by R k ), involving row and column updates (see figure 2b ). For this reason, the two-sided method incurs in a high communication cost when implemented on a multicomputer, where matrices are distributed among the nodes.
As an alternative to the two-sided method, the one-sided method organizes the computations in such a way that only column updates are required. Specifically, the one-sided method organizes the computations as follows [Eber87]: p,p) and A k (q,q) , which are required in iteration k to compute the rotation angle α p,q used to build R k , are recovered from A k as follows:
where <x,y> denotes the inner product of vectors x and y and A(*,p) denotes column p of A. If, as assumed in our paper, the eigenvectors are to be computed 1 , both one-sided and two-sided methods require the same amount of computation. On the other hand, both the recovering of the elements of A and the transformation application involve only column operations, which is a very interesting property for a parallel distributed memory implementation. Because this potential benefit in a parallel environment, in this paper we focus on the one-sided Jacobi method.
Parallelism in Jacobi methods
An interesting property of Jacobi methods is that several rotations can be applied in parallel, to zero several elements, reducing in this way the time required to complete a sweep. For example, elements A(1,2) and A(3,4) (and their symmetrics) can be zeroed in parallel because 1. Note that in the one-sided method, the eigenvectors are the columns of U ∞ given iteration k of the algorithm, a plane rotation R k is used to zero one off-diagonal element and its symmetric, by applying a similarity transformation as follows: The convergence rate of the algorithm depends on the ordering in which the transformations are applied in one sweep. The classic Jacobi ordering zeroes the off-diagonal elements in the order determined by their absolute value, from the highest to the lowest. When using this ordering, the algorithm converges very quickly, but spends most of the time searching for the next element to be zeroed. In the cyclic Jacobi ordering the off-diagonal elements are zeroed according to a predetermined ordering (e.q., by rows or by columns). Even though the cyclic Jacobi ordering needs more sweeps to converge, it is in general faster than the classic ordering since every sweep has a lower cost. Finally, when required, the eigenvectors are obtained from 1. From now on, R will be used to denote either the rotation matrix or the similarity transformation which uses the rotation matrix R. In addition, when required, R(p,q) denotes the similarity transformation which zeroes elements A(p,q) and its symmetric. (a)
of the cube are labelled as 0, 1 and 2, according to figure 1b. Cube nodes are designated by the tuple (x,y,z) that identifies the coordinates of the node in dimensions 0, 1 and 2 respectively. A cube row is defined as the set of nodes with the same coordinates in dimensions 1 and 2. A cube mesh is defined as the set of nodes with the same coordinate in dimension 2. See figure 1b for examples of a cube row and a cube mesh.
In both scenarios, we assume full-duplex links between nodes and a communication system that uses the wormhole switching model [NiMc93] . In this model, the header of the message is sent through the network to establish a path between the source and the destination. Then, the rest of the message is sent in a pipeline fashion. The conclusions of our work can be readily extended to systems with circuit switching or virtual cut-through since the differences among these models, which are found in the strategies when establishing the path or when finding a conflict in the use of links or buffers, are not relevant neither to the proposed algorithms nor the evaluation assumptions.
A one-port model is assumed with regard to the node organization [NiMc93] . In this model, every node can send/receive only one message to/from the network, at the same time. Finally, we assume a synchronous communication model. In other words, a sending node is blocked until the message has been completely received by the destination node.
For algorithm modelling purposes, we assume that nodes spent a time t c to perform a floating-point operation, and a time t s + N × t e to send a message of N floating-point numbers.
As usual, in a wormhole system, the time required to establish the path between the sending and receiving nodes is neglected in front of the startup time t s and the transmission time N × t e .
In addition, the delays due to conflicts in the use of the links are not considered since they never occur for the analyzed algorithms.
Jacobi methods for symmetric eigenvalue and eigenvector computation
Let A be a m × m real symmetric matrix. Scalar λ is an eigenvalue of A is there exists a vector x such that Ax = λx. Vector x is the eigenvector associated to eigenvalue λ.
A Jacobi method for eigenvalue and eigenvector computation is an iterative procedure aimed at reducing A to a diagonal form by applying a series of similarity transformations.
Since similarity transformations preserve the eigenvalues, the elements in the diagonal of the resulting matrix are the eigenvalues of A.
Plane rotations are used to build every similarity transformation [GoVa83] . Specifically, in a
The rest of the paper is organized as follows. Section 2 describes the target system, the problem, and the 1D algorithm that is used for comparison purposes. Section 3 describes the proposed 2D algorithm. Sections 4 and 5 focus on the mapping of the 2D algorithm onto a squared 2D mesh and onto a squared 3D mesh. Section 6 shows some performance figures of the proposed approach. Finally, section 7 summarizes our work.
Background

Target system
The target system is a mesh-connected squared multicomputer system with 2 d nodes 1 . Two different scenarios will be considered, corresponding to a 2D and a 3D organization of the nodes.
In the 2D scenario (see figure 1a) , the nodes are arranged as a 2
d/2 four-neighbor mesh, and it will be assumed that d is even. This scenario will be referred to simply as a mesh. The term mesh row is used along the paper to refer to all the nodes in the same row. Every node of the mesh is designated by the tuple (x,y) that indicates the row and column the node belongs to (see figure 1a ).
In the 3D scenario, the nodes are arranged as a 2
d/3 six-neighbor mesh, and it will be assumed that d is a multiple of 3. This scenario will be referred to as a cube. The dimensions 1. The number of nodes is assumed to be a power of two for simplicity. The results can be easily extended for an arbitrary number of nodes. One-sided and two-sided Jacobi methods differ in the way they apply every transformation.
Since the one-sided method only requires column updates [Eber87], it is more suitable for parallel computation on a multicomputer, where data must be distributed among the computing nodes [Atse88].
Jacobi-like parallel algorithms for eigenvalue computation on a mesh multicomputer use the one-sided method and a particular parallel Jacobi ordering. Previous proposals known by the authors use a one-dimensional organization of the nodes, either with a wraparound link (i.e. This paper proposes a novel Jacobi algorithm that uses a 2D organization of the nodes. For this reason, it will be called as 2D algorithm. The algorithm uses the one-sided Jacobi method and the Jacobi ordering used by the 1D algorithm proposed in [EbPa90]. The 2D algorithm uses an arbitrary configuration of the mesh (an arbitrary number of rows and columns). It is shown that the optimal configuration of the algorithm (i.e. the configuration that minimizes the execution time) is a rectangular one, with less rows than columns. In [RoVG97] we analyze in detail the particular case in which the target system can be configured to match the mesh required by the optimal 2D algorithm. In this paper, since we consider a fixed squared mesh, an embedding function is required to map the optimal 2D algorithm onto the target system. To that purpose, an embedding that is called Horizontal Communication Preserving embedding is proposed, and show that the performance of the 2D algorithm on the target system when using such embedding is close to that of the configurable mesh considered in [RoVG97].
The paper shows that the 2D algorithm is more efficient on the target system than the 1D algorithm, since it has a lower communication cost. Simple analytical models of performance show that the 2D algorithm can be significantly faster than the 1D algorithm, specially for a large number of nodes.
The ideas contained in this paper can be used to derive other 2D algorithms which use alternative Jacobi orderings. In addition, our proposal can also be used for singular value decomposition (SVD) since Jacobi methods can also be applied in this matrix computation [GoVa83] .
