We consider numerical approximations of overdamped Langevin stochastic differential equations by implicit methods. We show a weak backward error analysis result in the sense that the generator associated with the numerical solution coincides with the solution of a modified Kolmogorov equation up to high order terms with respect to the stepsize. This implies that every measure of the numerical scheme is close to a modified invariant measure obtained by asymptotic expansion. Moreover, we prove that, up to negligible terms, the dynamic associated with the implicit scheme considered is exponentially mixing.
Introduction
In [4] , the authors give a weak backward error analysis for SDEs defined on the d-dimensional torus. The aim of this article is to extend the result of [4] to the overdamped Langevin process on R d .
In the last decades, backward error analysis has become a powerful tool to analyze the long time behavior of numerical schemes applied to evolution equations (see [10, 13, 20] ). The main idea can be described as follows: Let us consider an ordinary differential equation of the forṁ y(t) = f (y(t)), where f : R d → R d is a smooth vector field, and denote by φ f t (y) the associated flow. By definition, a numerical method defines for a small time step δ an approximation Φ δ of the exact flow φ f δ : We have for bounded y ∈ R d , Φ δ (y) = φ f δ (y) + O(δ r+1 ) where r is the order of the method.
The idea of backward error analysis is to show that Φ δ can be interpreted as the exact flow φ f δ δ of a modified vector field defined as a series in powers of δ
where f l , l ≥ r are vector fields depending on the numerical method. In general, the series defining f δ does not converge, but it can be shown that for bounded y, we have for arbitrary N Φ δ (y) = φ f N δ δ (y) + C N δ N +1 , where f N δ is the truncated series:
Under some analytic assumptions, the constant C N δ N +1 can be optimized in N , so that the error term in the previous equation can be made exponentially small with respect to δ. Such a result is very important and has many applications in the case where f has some strong geometric properties, such as Hamiltonian (see [9, 10, 13, 18, 20] ). In this situation, and under some compatibility conditions on the numerical method Φ δ , the modified vector field f δ inherits the structure of f .
More recently, these ideas have been extended in some situations to Hamiltonian PDEs : First in the linear case [3] and then in the semi linear case (nonlinear Schrödingier or wave equations), see [6, 7] .
We want to use this approach for the stochastic differential equation:
where V and all its derivatives have polynomial growth. This equation describes the evolution of particles in a potential such that the corresponding canonical measure has several regions of high probability separated by low probability regions (see [14] ). Moreover, the invariant measure associated to (1.1) represents the position of the particles at the equilibrium. It is interesting to have informations on its approximation. This equation can also describe the blood clotting dynamics [12] .
In this work, we investigate the weak error which concerns the law of the solution. Let us recall that given a SDE in R d of the form dX = f (X)dt + g(X)dW, (1.2) discretized by an explicit Euler scheme (X p ) with time step δ, then, under assumptions on f , g and φ : R d → R (see [16, 17, 24, 25] ), the explicit Euler scheme (X p ) has weak error order 1:
|E(φ(X p )) − E(φ(X(pδ)))| ≤ c(φ, T )δ, p = 0, ..., �T /δ�, T > 0.
Error estimates on long times for elliptic and hypoelliptic SDEs have already been proved, especially in the case of explicit scheme. In [23, 24] , it is shown that for a sufficiently small time step, the explicit Euler scheme defines an ergodic process and that the invariant measure of the Euler scheme is close to the invariant measure of the SDE. In [26] , under the assumption of the existence of a unique invariant measure associated to the SDE, Talay and Tubaro have shown that the weak error and the invariant measure associated to the Euler scheme can be expanded in powers of the time step δ. The assumptions on f and g used in [23, 24, 26] are restrictive. Moreover, the results describe in these papers are only for explicit schemes.
In [11, 25] , Higham, Mattingly, Stuart and Talay work with implicit schemes, but they need that the time step is small enough. In [11] , under some assumptions, it is shown, in particular in the case of the overdamped Langevin equation, that for sufficiently small time step, two kinds of implicit schemes are ergodic processes. They also show that the invariant measures associated with theses schemes converge to the invariant measure of the overdamped Langevin equation. In [25] , Talay studies stochastic Hamiltonian system. He shows the exponential convergence of the solution associated to the Kolmogorov equation and, for a sufficiently small time step δ, an expansion with respect to δ of the invariant measure to the implicit scheme which is close to the invariant measure of the SDE.
In [16] , a larger class of schemes is studied. It is shown that given an elliptic or hypoelliptic SDE defined on the d-dimensional torus, the ergodic averages provided by a class of implicit and explicit schemes are asymptotically close to the average of the invariant measure of the SDE. The authors also show an expansion in expectation of the invariant measure for any time-step.
In this paper, we work on R d . Moreover, in our case, V and all its derivates are not bounded but have polynomial growth. The aim of this paper is, under assumptions on V , to show a weak backward error analysis result : We show an expansion with respect to the time step δ of Eφ(X p ) where X p is an implicit scheme. The idea to extend the backward error analysis to SDE has already be studied in [1, 4, 22] . In [1] , the authors use this approach to construct new methods of weak order two to approximate stochastic differential equations. In [4] , the authors study a SDE defined on the d-dimensional torus and its approximation by the explicit Euler scheme. They show, without restriction on the time step, an expansion of Eφ(X p ) where X p is the explicit Euler scheme. In [22] , Shardlow consider SDE with additive noise (g does not depend of X). He has shown that it is possible to build a modified SDE associated with the Euler scheme, but only at the first step, i.e. for N = 2. In this case, he is able to write down a modified SDE:
In this paper, we take the approach describes in [4] . We show that the generator associated with the process solution of the SDE coincides with the solution of a modified Kolmogorov equation up to high order terms with respect to the stepsize. It is known that given φ : R d → R and denoting by X x (t) the solution of the SDE (1.1) satisfying X(0) = x, the function u defined for t ≥ 0 and x ∈ R d by u(t, x) = E(φ(X x (t))) satisfies the Kolmogorov equation
where L is the Kolmogorov operator associated with the SDE. We show that with the numerical solution, we can associate a modified Kolmogorov operator of the form
where L l , l ≥ 1 are some modified operators of order 2l + 2. The series does not converge but we consider truncated series:
Note that this operator is no longer of order 2 and we can not define easily a solution to the modified equation
However, in our case, we can build an approximated solution v (N ) such that
where C is an appropriate space. As the constant c 2 does not depend of T , we have an approximation result valid on very long times. We also show that there exists a modified invariant measure for L (N ) (δ, x, ∂ x ).
The two main tools are the exponential convergence to equilibrium and the ellipticity of the Poisson equation, i.e. the equation L(x, ∂ x )u = h. The second tool is also used in [16] . In a forthcoming article, we will treat the Langevin equation as in [25] .
In section 2, we introduce the SDE and the assumptions that we need. We also introduce the numerical schemes that we use. Then, we give some results on the Kolmogorov operator and on the solution of the Kolmogorov equation. In section 3, we give an asymptotic expansion of the weak error. In section 4, we study the modified operator L and its approximation. In section 5, we analyze the long time behavior of v (N ) .
Preliminaries

Presentation of the SDE
In all the article, we write the dot product of two vectors x = (x 1 , ..., x d ) ∈ R d and y = (y 1 , ..., y d ) ∈ R d as
We identify the gradient of a function with its differential D. For k ∈ N, h = (h 1 , ..., h k ) ∈ R kd , x ∈ R d and φ a function, we denote the differential of order k of φ in the point x and in the direction
We also use the following notation
Let (Ω, F, F t , P), t ≥ 0, be a filtered probability space and W (t) = (W 1 (t), ..., W d (t)) be a d-dimensional {F t } t≥0 -adapted standard Wiener process. We want to give a similar result to the result describe in [4] for a process X(t) on R d which verifies the stochastic differential equation
where V : R d → R, C ∞ , verifies the following conditions:
B-3:
There exist strictly positive real numbers β and κ such that
Remark 2.1 Under these assumptions, we have that X(t) is well-defined for all t > 0 (see [2, 21] ).
A consequence of the semi-convexity of V (assumption B-2) is that there exists a positive constant α such that for all x ∈ R d and h ∈ R d
In the following, α will be called the constant of semi-convexity of V . We denote by L the Kolmogorov generator associated with the stochastic equation
where we use the notation ∂ i = ∂ ∂xi and ∂ ij = ∂ 2 ∂xi∂xj for i, j ∈ {1, ..., d}. Under assumptions B, we have the following result:
and (X(t)) t≥0 satisfying (2.1) and X(0) = x 0 . Under assumption B-3, we have, for each p ≥ 1 and 0 < γ < 2β, there exists a positive constant C p such that
Using dissipativity assumption B-3, we get for x ∈ R d
We prove (2.3) by recursion. In same time, we will show by recursion the following result: For p ∈ N * and 0 < γ < 2β, there exists a positive constant C p such that for all t ≥ 0
Let 0 < γ 1 < 2β. We apply the Itô's lemma to |X(t)| 2 exp(γ 1 t). We obtain for all t ≥ 0
Thus, its average vanishes. Using (2.4), we get for all t ≥ 0
Using Fatou's lemma in the left hand side and Monotone convergence theorem in the right hand side, we obtain for t ≥ 0
Thus, the result (2.3) is proved for p = 1. Using (2.6) and γ 1 < 2β, we get for t ≥ 0
Thus, the result (2.5) is proved for p = 1.
Let us assume that (2.3) and (2.5) are true for p − 1. We want to obtain them for p. We use the same ideas as for p = 1.
Let 0 < γ 1 < 2β. We apply the Itô's lemma to exp(γ 1 t)|X(t)| 2p . The average of the stochastic integral vanishes. Using (2.4) and for all x ∈ R d and h ∈ R d ,
(2.7)
We use the induction hypothesis. Thus, we get for t ≥ 0
Thus, we have shown (2.3) for p. Using (2.7) and the induction hypothesis, we get for t ≥ 0
We have shown (2.5) for p. �
Numerical schemes
For a small time step δ and x ∈ R d , the classical explicit Euler method applied to (1.2) is defined for i = 1, ..., d, by X 0 = x and the formula
The ordinary Euler scheme (2.8) may be unstable when the coefficients of the differential equation (2.1) are unbounded (see [11] ). We are led to avoid explicit schemes. In fact, we study two different implicit schemes. For a small time step δ > 0 and x ∈ R d , we consider an implicit split-step scheme defined by X 0 = x and for n ∈ N �
where η n = (η n,1 , ..., η n,d ) is a R d -valued random variable and {η n,i : n ∈ N, i ∈ {1, ..., d}} is a collection of i.i.d. real-valued random variables satisfying η 1,1 ∼ N (0, 1). We also consider the implicit Euler scheme defined by X 0 = x and for n ∈ N
where η n = (η n,1 , ..., η n,d ) is as above.
Using the following Lemma, we get that these two schemes are well-defined for δ < δ 0 = 1 α , where α is the constant of semi-convexity of V .
We have that P ∈ C ∞ . Using dissipativity assumption B-3, we get
Thus, we have for |z| 2 large enough that �P (z), z� > 0. Then, using a Corollary of Brower fixed-point Theorem (see for instance [15] ), we have that there exists y ∈ R d such that P (y) = 0. Therefore, we have shown the existence of y ∈ R d such that y = x − δDV (y). Let us show the uniqueness. Let y ∈ R d and z ∈ R d such that P (z) = P (y) = 0 and y � = z, then
Using assumption of semi-convexity (B-2), we get
Then, y = z. � Remark 2.4 The condition δ < 1 α is useful only for the uniqueness. We have the existence for all δ > 0. Moreover, in the case where V is convex, the inequality on the second derivative (2.2) is true for all α ≥ 0. Hence, we can show the uniqueness for all δ > 0.
Under assumptions B, the implicit split-step scheme (2.9) and the implicit Euler scheme (2.10) satisfy:
(2.11)
Proof. We begin to show that the implicit split-step scheme has moments of all order. The proof in the case of the implicit Euler scheme (2.10) is similar. Let p ∈ N * and n ∈ N * be fixed. Using the convexity of the function x � → |x| 2p , we have for all
(2.12)
Each term in B is a product of an odd number of η n,i . Then using that for i ∈ {1, ..., d}, η n,i is independent with X * n and η n,j for i � = j and that the moment of odd order of η n,i vanish, we have E(B) = 0.
Let i, j, k ∈ N * , if i + 2j + k = p and i � = p then i + j < p and j � = 0 or k � = 0. Let ε > 0, using properties of η n and (2.12), we also have for i + 2j + k = p and i � = p
. Then, using (2.13), we get
Choosing ε < pβ C p,d (δ0) , we get, by induction on n,
t≥0 a process which verifies (2.1) and has for initial data X x (0) = x. From now on, (P t ) t≥0 is the transition semigroup associated with the Markov process � X x (t) � t≥0 . We recall that we denote by L the Kolmogorov generator associated with the stochastic
Moreover, its formal adjoint in R d is given for φ ∈ C ∞ (R d ) by
It is classical to prove that the measure ρ(x)dx =: dρ is invariant by P t and that L T ρ = 0. We also define the formal adjoint L * of L in L 2 (ρ). We have the useful equality:
We will use the following notation for k ∈ N and l ∈ N
Let ψ ∈ C l k (R d ), we define the following norm
We consider functions ψ and φ which are C ∞ and with compact support. Using (2.14), we have by integration by part:
This result can be easily extended to ψ and φ in C ∞ pol (R d ).
We consider a function φ ∈ C ∞ pol (R d ) and we set, for all x ∈ R d and t ≥ 0,
is a process which verifies (2.1) and has for initial data X x (0) = x. This is well defined thanks to Proposition 2.2. We classically have that u is a C ∞ function of (t,
. It is well known that u is the unique solution of the Kolmogorov equation (see [8] ):
Note that we use the standard identification u(t) = u(t, .).
We have the following properties which are necessary to have our result. The first is the existence of a solution to the Poisson equation associated with the operator L. Under assumptions B, the following Lemma is true (see e.g. [19] ).
The second property is the exponential convergence to 0 of u, the solution of (2.17), and its derivatives in an appropriate space:
Let u be the solution of (2.17). Assume that
, then there exists a constant λ and for each k ∈ N, there exist integers n k and m k ≥ n k and a positive real number C k which also depend of V , such that φ ∈ C k n k (R d ) and we have the following estimate: for all t ≥ 0 and
A proof of this proposition can be found in the appendix.
Remark 2.8 Lemma 2.6 is a corollary of Proposition 2.7. Indeed, it is shown that the unique solution of (2.18) is defined by
Our main result can be stated as follows:
Theorem 2.9 Let X p be the discrete process defined by the implicit Euler scheme (2.10) or the implicit split-step scheme (2.9) . Let N and n N be fixed. Let δ 0 = 1 α where α is the constant of semi-convexity of V . Then, for all δ < δ 0 , there exists a modified function
, there exist constants C N and k N and a positive polynomial function P N satisfying the following : For all p ∈ N,
This result can be viewed as a discrete version of the Proposition 2.7 in the case k = 0. We have for X p the discrete process defined by (2.10) or (2.9) that Eφ(X p ) which is an approximation of u, has the same property as u : Eφ(X p ) converge exponentially fast to a constant in C 0 k N (R d ) up to an error δ N C N . At p and δ < δ 0 := 1 α , where α is the constant of semi-convexity of V , fixed, we can optimize this error with a good choice of N .
Our result can be compared with [4, 16, 23, 24] . As in [4, 16] , the only assumption made on δ is that δ < δ 0 . In the case of V is convex, we do not need to choose δ smaller than δ 0 , we only need that δ < δ 1 where δ 1 is any fixed number. We also recover an expansion of the invariant measure as in [26] . Our result is similar to the result in the case of SDE on the torus describes in [4] but we need another proofs because all our functions are not bounded.
The constant C N appearing in the estimate depends of N , the semi-convexity constant α, the polynomial growth of V and all its derivatives.
Asymptotic expansion of the weak error
We have the formal expansion for small t and x ∈ R d :
This is just obtained by Taylor expansion in time.
Since the solution
Indeed, we have the following easy result whose proof is left to the reader.
Then, for all N , there exist a constant C(N, φ) and an integer n 1 which depends of N and of the polynomial growth of V , φ and their derivatives such that for all δ < δ 1 ,
We now examine in detail the first time step and its approximation properties in terms of law. By Markov property, it is sufficient to then obtain information at all steps. We want to have an expansion similar to the last Proposition for the process defined by the implicit Euler scheme (2.10) or the implicit split-step scheme (2.9).
For all n ≥ 1, there exist operators A n of order 2n with coefficients C ∞ pol (R d ) which depend of the scheme chosen ( (2.10) or (2.9)), such that for all integer N ≥ 1, there exist a constant C N and an integer k which depends of N , n 0 and the polynomial growth of V and its derivatives such that ∀δ < δ 0 := 1 α , where α is the semi-convexity constant of V ,
This result is similar of the asymptotic expansion of the weak error describes in [4] , but we can not use the same proof. Indeed, we can not use Itô's lemma because the schemes considered here are implicit.
First, we consider the implicit split-step scheme (2.9). Let δ < 1 α be fixed and x ∈ R d be fixed such that X 0 = X(0) = x. Before proving Proposition 3.2, we need an asymptotic expansion for
using the assumption of semi-convexity B-2, we have, for all (δ, z, y) ∈ Ω 1 , that D y f (δ, z, y) is invertible. Then, by implicit function Theorem, we have that (δ, z) � → Ψ δ (z) is C ∞ on a neighborhood of each (δ, z) ∈]0, 1 α [×R d . We have the following lemma:
and, for any N ∈ N, R N +1 verifies: There exist C > 0 and � N ∈ N such that for any z ∈ R d and
Proof. We previously showed that (δ,
Then, let x ∈ R d fixed, we have that d k (x) is the k th term of the Taylor expansion of δ � → Ψ δ (x) and we can write (3.2) . We now search an expression for d k .
Let x ∈ R d such that X 0 = x and y = X * 0 . Let N 0 and δ < 1 α be fixed. We use the temporary notation, for all 1 ≤ k ≤ N 0 , g k = d k and g N0+1 = R N0+1 . Using Taylor expansion and
we obtain
, ..., d kn (x)),
Hence, we get
where g(δ, x) =
Thus, by identifying (3.2) and (3.4) and using the expression of I 1 above, we obtain for all
Moreover, by induction, we have for all k ≥ 1, d k ∈ C ∞ pol (R d ) and
� d k dρ < ∞. The above identifying does not give an easy expression of R N0+1 , then we have not immediately (3.3). To show this result, we will use that, for N fixed, R N is the remainder of order N of δ � → Ψ δ (x). Therefore, if we show that for n ∈ N, there exist C > 0 and p n ∈ N such that for δ < 1 α and 
Then, multiplying by Ψ δ (x) and using dissipativity assumption B-3, we get
we have
Taking ε = 1, this shows (3.5) for n = 0 and p 0 = 2. Let us assume the result (3.5) is true for all j < n and let us show it for n. We have
Using Faà di Bruno's formula, we get
where m 1 + 2m 2 + ... + nm n = n in B 1 and m 1 + 2m 2 + ...
where m 1 + 2m 2 + ... + (n − 1)m n−1 = n and m n = 0 in B 3 . Then, in B 2 and B 3 , we have that the order of each derivative of Ψ δ is less than n − 1. Hence, using polynomial growth assumption B-4 and induction assumption, we have that B 2 and B 3 have polynomial growth in x. Using (3.6), we have for ε > 0
where B has polynomial growth. Using semi-convexity assumption B-2 and choosing ε small enough, we have (3.5).
�
Proof of Proposition 3.2 in the case of the implicit split-step scheme (2.9). Let x ∈ R d such that X 0 = x and δ < 1 α . We define ε δ by ε δ (x) = Ψ δ (x) − x. Let N fixed. We have
Using (3.2) and its proof, we have for each N 0 ∈ N * ,
Let �.� denotes the integer part. Using Taylor expansion on D k φ(x + ε δ (x)) at the order N k = N − �(k + 1)/2� and the computations done in the proof of the previous Lemma, we obtain
and, with the temporary notation, for all 0 ≤ k ≤ 2N + 1 and
We have, for all p ∈ N and i ∈ {1, ..., d}, E(η 2p+1 0,i ) = 0 and η 0,i is independent with x and η 0,j for j � = i. Then, the expectation of all the odd term in k in I 1 , I 2 and I 3 vanish. Hence, we have
Using the polynomial growth of d i and R i for all i and φ ∈ C 2N +2 � 2N +2 (R d ), we have that there exists an integer n 1 which depends of N , � 2N +2 and the polynomial growth of V and its derivatives such that
. Similarly, we have that there exists an integer n 2 which depends of N , � 2N +2 and the polynomial growth of V and its derivatives such that
Using ε δ (x) = δR 1 (x, δ) and similar computations, we have that there exists an integer n 3 which depends of N , � 2N +2 and the polynomial growth of V and its derivatives such that
Moreover, we have
where A 0 = I and, for all n ∈ N * and x ∈ R d ,
For n = 1, we have only one possibility: m = 1 and k = 0, then j = 1, k 1 = 1 and
Using properties of η 0 and the definition of d 1 , we get A 1 = L.
We have that there exists an integer k which depends of N , � 2N +2 and the polynomial growth of V and their derivatives such that
Finally, we have proved (3.1) for the implicit split-step scheme (2.9).
The proof in the case of the implicit Euler scheme (2.10) use the same arguments. Let x ∈ R d such that X 0 = x and δ < 1 α . We need an asymptotic expansion for X 1 = x − DV (X 1 )δ + √ δη 0 . We use the local notation θ = √ δ. We define the function ψ θ which associate to y the solution z of z = x − θ 2 DV (z) + θη 0 . This function is well defined (see Lemma 2.3) and we have X 1 = ψ θ (x). If we consider the function
we can show, as previously, that (θ, y) � → ψ θ (y) is C ∞ on ]0, 1 √ α [×R d . We have the following lemma:
Proof. To prove this Lemma, we use the same ideas as in Lemma 3.4. We first compute d k for all k. By induction, we rewrite d k only in terms of d 1 , d 2 and the derivatives of V . Using the independence of η 0 with x, we can show (3.7).
To prove that E(R N0 ) has polynomial growth, we show that for any n ∈ N, there exist C n > 0 and k n ∈ N such that for x ∈ R d , δ < 1 α and the local notation θ = √ δ,
The proof of Proposition 3.2 in the case of the implicit Euler scheme (2.10) is similar to the case of the implicit split-step scheme (2.9), but we must use an asymptotic expansion of D k φ to a larger order (2N + 1 − k instead of N − �(k + 1)/2�).
Modified generator
For now on, all definitions depend of the scheme considered.
Formal series analysis
Let us now consider δ < 1 α as fixed. We want to construct a formal series L = L + δL 1 + ... + δ n L n + ... where the coefficients of the operator L n are in ∈ C ∞ pol (R d ), and such that formally the solution v at time t = δ of the equation
coincides in the sense of asymptotic expansion with the approximation of the transition semigroup Eφ(X 1 ) studied in the previous section. In other words, we want to have the equality in the sense of asymptotic expansion in powers of δ
where the operators A n are defined in Proposition 3.2. Formally, this equation can be written as
We have
Note that the (formal) inverse of the series is given by
where the B n are the Bernoulli numbers (see [6, 10] ). Hence, equations (4.1) and (4.2) are equivalent in the sense of formal series to
Identifying the right hand sides of (4.1) and (4.3), we get the following induction formula
Each of the terms of the above sum is an operator of order 2n + 2 with coefficients C ∞ pol (R d ) and therefore L n is also an operator of order 2n + 2 with coefficients C ∞ pol (R d ). Notes that (4.2) gives immediately the inverse relation of this formal series equation:
(4.5)
Moreover, we have clearly L n 1 = 0.
Approximate solution of the modified flow
For a given N , we have constructed in the previous section a modified operator
In order to perform weak backward error analysis and estimate recursively the modified invariant law of the numerical process, we should be able to define a solution v N of the modified flow
However, in our situation we do not know whether this equation has a solution. The goal of the following theorem is to give a proper definition of a modified flow associated to (4.6).
. For all n ∈ N, there exist functions v n (t, .) ∈ C ∞ pol (R d ) defined for all times t ≥ 0 such that for all t > 0, x ∈ R d and n ∈ N,
8)
with initial condition v 0 (0, x) = φ(x) for all x ∈ R d and v n (0, x) = 0 for n ≥ 1 and
then the following holds:
a. For δ 0 = 1 α , there exist constants C N , k N and r N such that for all t ≥ 0, x ∈ R d and δ < δ 0 ,
b. For δ 0 = 1 α , there exist constants C N and r N such that for all δ < δ 0 ,
Proof. For n = 0, equation (4.8) reduces to v 0 = u, the solution of (2.17). By Proposition 2.7, we have that u and all its derivatives have polynomial growth in space and exponential decrease in time. Let n ∈ N * and assume that v j are constructed for j = 1, ..., n − 1. Let for x ∈ R d and t ≥ 0 Using an induction argument and Proposition 2.7, we know that v n and all its derivatives have polynomial growth. Moreover, we have for all i ∈ N * and n ∈ N * that there exist integer k n,i and j k,n such that for all t ≥ 0,
where P is a polynomial in t which also depends on k, n and V . This proves the first part of the Theorem.
To prove a., we consider a fixed time t, and define the functions w n (s, x) := v n (t + s, x) for s ≥ 0, x ∈ R d and n ∈ N. By definition, these functions satisfy the relations
Let us consider the successive time derivatives of the functions w n . We have, using the definition of w n , for all s > 0 and
and we see by induction that for all m ≥ 1, x ∈ R d and s > 0
Using the fact that the operators L � are of order 2� + 2 with no terms of order zero and the coefficients of L � have polynomial growth, we see that there exist a constant C depending on n and m and a constant r n , such that for all s > 0, x ∈ R d and m ≥ 1
Now let us consider the Taylor expansion of w n (δ, .), for δ < δ 0 . We have for δ < δ 0 , x ∈ R d and n = 0, ..., N ,
Using the bounds on the time derivatives of w n , we obtain that there exists a constant � N such that for all 0 < δ < δ 0 , x ∈ R d and all n = 0, ..., N ,
for some constants depending on N , n. After summation in n, and using the expression (4.5) of the operators A n and the definition of w n , we get for all
where for all t ≥ 0 and 0 < δ < δ 0 ,
To conclude, we use (3.1) applied to φ = v (N ) (t) and the fact that δ < δ 0 . The second estimate b. is then a consequence of a. with t = 0 and (4.11).
Asymptotic expansion of the invariant measure and long time behavior
We now analyze the long time behavior of the solution of the modified flow associated to (4.7). In the following, for a given operator B, we denote by B * its formal adjoint with respect to the L 2 (ρ) product. We start by an asymptotic expansion of a formal invariant measure for the numerical schemes.
Proposition 5.1 Let δ 0 < 1 α . Let (L n ) n≥0 be the collection of operators defined recursively by (4.4) . There exists a collection of functions (µ n ) n≥0 such that µ 0 = 1, � R µ n (x)ρ(x)dx = 0 for n ≥ 1, and for all n ≥ 1, µ n ∈ C ∞ pol (R d ) and
Let N ≥ 0 be fixed and the function µ (N ) be defined for x ∈ R d and 0 < δ < δ 0 by
. Proof. Let n ≥ 1. Assume that µ 0 = 1 and µ j are known, for j = 1, ..., n − 1. Let us consider equation (5.1) given by
Using the Lemma 2.6, we easily obtain the existence of a function µ n ∈ C ∞ pol (R d ) satisfying (5.1) and � R d µ n (x)ρ(x)dx = 0. This shows the proposition.
For all n and k there exist a positive polynomial function P k,n and integers � n,k and m n,k ≥ � n,k such that φ ∈ C k+4n � k,n (R d ) and for all t ≥ 0
Proof. Using the fact that µ 0 = 1 and v 0 = u, we see that estimate (5.2) is satisfied for n = 0 (Proposition 2.7). Let n ≥ 1 and assume that v j , j = 0, ..., n − 1 satisfy for k ∈ N * , i ∈ N * and t ≥ 0:
We claim that c n does not depend on time. Indeed, for all t ≥ 0,
by definition of the coefficients µ n (see (5.1) ) and by (2.15) . Note that the computation above is justified because ∀n, v n and µ n are in C ∞ pol (R d ). We deduce for all
Now, we compute the average of F n . By (4.8), (4.9) and (5.3), we have for all t ≥ 0
We rewrite (4.10) as follows : for all t ≥ 0 and
Using the previous expression obtained for �F n (s)� and recalling the initial data for v n , we deduce that for all x ∈ R d and t ≥ 0
Then, using
Note that, since L � , � ∈ N is a differential operator of order 2� + 2 whose the coefficients belong to C ∞ pol (R d ) and contain no zero order terms, then we have that there exists an integer β n,k such that for s ≥ 0
We have used
Moreover, using the Proposition 2.7, we have for t ≥ 0, i ∈ N * , x ∈ R d and k ∈ N d that there exists a real number α k,n such that
Using the induction assumption, we have for t ≥ 0, i ∈ N * and k ∈ N d
The conclusion follows.
�
The following Proposition ends the proof of our main result Theorem 2.9.
Proposition 5.4 Let N and � N be fixed. Let δ 0 = 1 α . Let X p be the discrete process defined by the implicit Euler scheme (2.10) or the implicit split-step scheme (2.9). Let 0 ≤ δ < δ 0 and
Then there exist constants C N and p N such that for all p ∈ N,
4)
where t p = pδ. Moreover, we have for 0 ≤ δ < δ 0 and for all function
that there exist constants C N and p N and a positive polynomial function P N satisfying the following : For all p ∈ N,
where t p = pδ.
Proof. Let N and � N be fixed. Let δ 0 = 1 α . Let X p be the discrete process defined by the implicit Euler scheme (2.10) or the implicit split-step scheme (2.9). Let 0 ≤ δ < δ 0 and φ ∈
� .
Here we have used the notation E Xp−j−1 for the conditional expectation with respect to the filtration generated by X p−j−1 . We have :
where X 1 (x) is the first step of the scheme (2.10) or of the scheme (2.9) when the initial condition is x. Using Theorem 4.1 with t = t j , Proposition 2.5 and (5.2), we deduce that there exist integers p N and k N such that
for some constant C N . We have used:
We conclude by using the fact that for a fixed constantγ > 0, we have
where the constant C depends onγ and δ 0 . This shows (5.4) . The second estimate is a consequence of (5.2).
�
A Appendix : Proof of Proposition 2.7
We warn the reader that the constants may vary from line to line during the proofs, and that in order to use lighter notations we usually forget to mention dependence on the parameters. We use the generic notation C for such constants.
The aim of this appendix is to show the following result: Let V ∈ C ∞ (R d ) such that V verifies the assumptions B.
For any integer m, there exist integers � m and s > � m and strictly positive real numbers C and λ such that φ ∈ C m �m (R d ) and for all t > 0, k ∈ N d such that |k| = m and
The proof of Proposition A.1 proceeds as follow where C is an ever changing constant. Moreover, we have that there exists � 2 ∈ N such that φ ∈ C 2 �2 (R d ). Finally, we have that there exist some constants k 2 and γ 2 such that for all x ∈ R d , h ∈ R d and t > 0
This show the result (A.3) for p = 2.
To show the result for higher derivatives, we use an induction, the Faà di Bruno's formula and the same methods used for the first derivatives. Moreover, we can prove that for all k ≥ 0, there exist some constants q k , α k and C such that for all x ∈ R d , h ∈ R d and t > 0 A proof of this result can be found in [11] . Our equation is dissipative and has noise in all the direction, then Proposotion A.4 is a corollary of Theorem 4.4 of [11] .
A.3 Estimate of the derivatives of u
We can now show an estimate of the derivatives of u at the time t = 1:
Lemma A.5 Let φ ∈ C ∞ pol (R d ) and k ∈ N * be fixed and u be the solution of (A.1). Let us assume that φ ∈ C 0 2�0 (R d ). There exist constants C and m k ≥ 2� 0 such that we have for all x ∈ R d and j ∈ N d such that |j| = k |∂ j u(1, x)| ≤ C � φ � 0,2�0 (1 + |x| m k ).
The Lemma A.5 is a corollary of the following lemma.
Lemma A.6 Let φ ∈ C ∞ pol (R d ) ∩ C 0 2�0 (R d ) be fixed and u be the solution of (A.1). For k ∈ N * , there exist constants C and m k ≥ 2� 0 such that we have for 0 < t ≤ 1, x ∈ R d and j ∈ N d such that |j| = k |∂ j u(t, x)| ≤ C � φ � 0,2�0 t −k/2 (1 + |x| m k ).
(A.7)
Proof. We only prove the result for the two first derivatives, as the result for the higher order follows from analogous arguments and an induction. Let us show the result (A.7) for k = 1. We have the Bismuth-Elworthy formula (see [5] ): for x ∈ R d , h ∈ R d and 0 < t ≤ 1
where η h x (t) = DX x (t) · h ∈ R d for t > 0 and η h x (0) = h. Using Cauchy-Schwarz inequality, Burkholder-Davis-Gundy inequality and (A.5) which bounds η h x (t), we have for t ≤ 1, x ∈ R d and h ∈ R d |Du(t, x) · h| ≤ t −1 (E(|u(0, X x (t))| 2 ) 1/2 (E( � t 0 |η h x (s)| 2 ds)) 1/2 ) ≤ t −1/2 (E(|φ(X x (t))| 2 ) 1/2 C|h|).
Using φ ∈ C 0 2�0 (R d ) and Proposition 2.2 on the moment of the solution of (2.1), we get (A.7) for k=1. Let us show it for k = 2. We have the Bismuth-Elworthy at the second order (see [5] ): for x ∈ R d , h ∈ R d and t > 0
Using Cauchy-Schwarz inequality, Burkholder-Davis-Gundy inequality, (A.6) and (A.5) which bound DX x (t) · h and D 2 X x (t) · (h, h), we get for 0 < t ≤ 1, x ∈ R d and h ∈ R d |D 2 u(t, x) · (h, h)|
0 |DX x (t/2) · h| 2 ds) � 1/2
To conclude, we use the result (A.7) for k = 1 and the Proposition 2.2 on the moment of the solution of the equation (2.1). Using the proof of (A.8) done in [5] , we show the following formula at the order 3 for x ∈ R d , h ∈ R d and t > 0 D 3 u(t, x) · (h, h, h)
We use the same arguments as previously to prove (A.7) for k = 3. The proof for highest order use the same ideas.
�
We can know show the result (A.2) for t ≥ 1.
Lemma A.7 Let φ ∈ C ∞ pol (R d ) be fixed such that φ ∈ C 0 2�0 (R d ) and u be the solution of (A.1). For all k ∈ N * , there exist constant C k and m k such that for all t ≥ 1, j = (j 1 , ..., j d ) ∈ N d such that |j| = k and x ∈ R d ,
where λ is defined in Proposition A.4.
Remark A.8 The constant m k depends of the polynomial growth of all the derivatives of φ of order less that k and the polynomial growth of all the derivatives of V of order less that k + 1.
Proof. Let x ∈ R d and t ≥ 1 be fixed. Let us assume that φ ∈ C 0 2�0 (R d ). We have for all t ≥ 1, u(t, x) = E(u(t − 1, X x (1))) = E � P t−1 (X x (1)) � .
Let v defined for all s > 0 by v(s, x) = EP t−1 (X x (s)), then u(t, x) = v(1, x). Using Proposition A.4, we have for all y ∈ R d |P t−1 (y)| ≤ C(1 + |y| 2�0 ) exp(−λt) � φ � 0,2�0 .
For k ∈ N * , using Lemma A.6 on v and t ≥ 1, we get there exist constants m k ≥ 2� 0 and C such that for any j ∈ N d such that |j| = k |∂ j u(t, x)| ≤ C � P t−1 � 0,2�0 (1 + |x| m k )
