For successful language comprehension, bilinguals often must exert top-down control to access and select lexical representations within a single language. These control processes may critically depend on identification of the language to which a word belongs, but it is currently unclear when different sources of such language membership information become available during word recognition. In the present study, we used event-related potentials to investigate the time course of influence of orthographic language membership cues. Using an oddball detection paradigm, we observed early neural effects of orthographic bias (Spanish vs. English orthography) that preceded effects of lexicality (word vs. pseudoword). This early orthographic pop-out effect was observed for both words and pseudowords, suggesting that this cue is available prior to full lexical access. We discuss the role of orthographic bias for models of bilingual word recognition and its potential role in the suppression of nontarget lexical information.
Introduction
For successful language production and processing, bilinguals need to determine which of their languages is relevant in a given context and select representations that belong to the appropriate language. During comprehension, this requires identification of the language to which the input belongs. Some evidence suggests that this language membership information may guide the word recognition process toward representations belonging to the target language to improve the efficiency of lexico-semantic processing (Casaponsa et al., 2014; Casaponsa and Duñabeitia, 2016; Hoversten et al., 2015) . For this process to occur, language membership information must be available very early during lexical access. Therefore, it is critical to establish the precise timing of the availability of language membership information for a complete understanding of the bilingual word recognition system.
The Bilingual Interactive Activation Plus (BIA+) model of bilingual visual word recognition includes sublexical, lexical, and semantic units as well as language nodes that represent language membership information (Dijkstra and Van Heuven, 2002) . These language nodes are activated via lexical representations. However, recent studies suggest that bilinguals are sensitive to language membership information from other sources as well. Several studies have proposed that phonological cues that differ across languages can help bilinguals identify the appropriate language during spoken language processing (e.g., Gonzales and Lotto, 2013) . Prior experience with a particular speaker may provide cues to help identify the language membership of incoming input as well (e.g., Martin et al., 2016) .
During reading, bilinguals have also shown sensitivity to orthographic regularities, which differ systematically across languages (Vaid and Frenck-Mestre, 2002) . For language pairs such as Chinese and English, the languages can be distinguished based on low-level visual features (e.g., logographic vs. alphabetic script), but languages that share scripts can contain orthographic language membership information as well. Many languages that use the same basic script contain language-specific letters (e.g., ae, ø, and å in Norwegian) that can aid in language attribution. Even for overlapping orthographies, the frequency of different letter combinations (i.e., bigram frequency) differs across languages (Oganian et al., 2016) .
Orthographic language membership information
Converging evidence has demonstrated that orthographic language membership cues are used in a variety of behavioral tasks including lexical and language decisions. Stimuli that contain language-specific letters or bigrams that are illegal or improbable in the other language (marked stimuli) reduce language decision response times compared to orthographically unmarked stimuli (Casaponsa et al., 2014; Oganian et al., 2016; Vaid and Frenck-Mestre, 2002; van Kesteren et al., 2012) . For example, van Kesteren et al. (2012) tested the effects of orthographic markedness in language and lexical decision tasks in Norwegian-English bilinguals. While they found robust effects in the language decision task, these effects depended on stimulus list composition for their lexical decision tasks. When participants performed an English lexical decision on a list of English words and pseudowords that could be marked for either language, markedness effects were only found for Norwegian pseudowords. Similarly, when the task was a Norwegian lexical decision on a list of Norwegian words and pseudowords marked for either language, markedness effects were only found for English pseudowords. The authors argued that this pattern of results demonstrates that orthographic language membership cues are only used when they are a reliable indicator of the correct response and that the locus of these effects is in post-lexical task/decision processes.
Orthographic markedness has been found to predict language decision latency even when factors such as orthographic neighborhood density are controlled, suggesting that these effects do not depend on co-activation of near neighbors (Casaponsa et al., 2014; Oganian et al., 2016; van Kesteren et al., 2012) . Moreover, unique effects of continuous sublexical (bigram frequency) and lexical (orthographic neighborhood) statistics have been found in language decision tasks using languages with overlapping orthographies (Oganian et al., 2016) . Because these markedness effects have been observed for both words and pseudowords (Lemhöfer and Dijkstra, 2004; Lemhöfer and Radach, 2009; van Kesteren et al., 2012) , it is possible that these effects operate at a pre-lexical processing stage. However, to our knowledge, the time course of access to orthographic language membership information has not yet been directly tested.
Architecture of the bilingual word recognition system
To accommodate their results, van Kesteren et al. (2012) proposed an extension to the BIA+ model of visual word recognition, which includes separate sets of lexical and sublexical language nodes that receive activation from lexical and sublexical units respectively. Both sets of nodes feed information on to the task decision system that controls responses for a particular task. According to the current BIA+ model, "language information becomes available rather late during bilingual visual word recognition, usually too late to affect the word selection process" (Dijkstra and van Heuven, 2002, p. 186) . Therefore, the language nodes do not have interactive feedback connections to the word recognition stream and hence cannot affect word identification processes directly. In this way, bilingual word recognition proceeds without regard to the language membership of a word (i.e., access is non-selective).
The extended version of the model proposed by van Kesteren and colleagues successfully accounts for the evidence that bilinguals are sensitive to orthographic language membership cues. It is also consistent with the body of evidence that bilingual word recognition is fundamentally non-selective (Kroll et al., 2006) . While this model is a promising step forward, it does not accommodate the growing body of evidence suggesting that the nontarget language may be less active than the target language (i.e., access is at least partially selective), at least under certain conditions (Elston-Güttler et al., 2005; Hoversten and Traxler, 2016; Titone et al., 2011) . For example, using a dual categorization task, Hoversten et al. (2015) showed event-related potential (ERP) evidence that language membership information is available prior to semantic information. Additionally, the N400 frequency effect was reduced for the nontarget compared to the target language. These results support the hypothesis that, contrary to the BIA+, the relatively early availability of language membership information contributes to subsequent suppression of nontarget language representations.
Furthermore, a series of studies by Casaponsa and colleagues has indicated that orthographic language membership cues in particular may play a critical role in restricting cross-language activation. In one study, markedness of Basque words decreased reaction times for Spanish-Basque bilinguals in a progressive demasking task, even though markedness was not a reliable indicator of the correct response (Casaponsa et al., 2014) . In another study, bilinguals showed evidence for reduced top-down feedback from lexical to sublexical levels of representation for marked compared to unmarked Basque stimuli in a forced choice letter detection task. In a second experiment, the same participants showed robust masked translation priming effects for unmarked Basque primes on lexical decision for Spanish target words, whereas no translation priming effect was found for marked Basque primes (Casaponsa and Duñabeitia, 2016) . Finally, a third study compared the effects of Spanish and Basque masked primes on processing of subsequent Spanish targets during electroencephalogram (EEG) recording. Switch costs on the N250 and N400 ERP components were found for target Spanish words preceded by marked Basque primes, but no switch costs were found when targets were preceded by unmarked Basque primes (Casaponsa et al., 2015) . Together, these studies suggest that orthographic language membership information may participate directly in word identification processes by narrowing the search space to a single language.
The current experiment
Although one of the key predictions of the BIA+ model is that language membership information arrives late and cannot directly affect the word recognition process, these recent studies show evidence to the contrary. We hypothesized that the time course of sublexical language membership information could explain how orthographic markedness constrains cross-language activation and how language membership information modulates the depth of processing of target and nontarget languages. If orthographic language membership information is available early enough, it could influence subsequent lexico-semantic processing. In other words, orthographic cues may uniquely permit these early effects of language membership specifically because they are used early during word recognition. If, on the other hand, orthographic language membership information is not available until later during word recognition-as proposed by the BIA+ model-it would not have time to influence ongoing lexico-semantic processing in real time and may instead operate on post-lexical task/decision processes (van Kesteren et al., 2012) . Therefore, this study was designed to test different hypotheses about the mechanisms of bilingual word recognition by establishing precisely when orthographic language membership information is first available. To do so, we recorded EEG in a group of Spanish-English bilinguals during an oddball task in which participants saw frequent nontarget words in one language and infrequent target words in the other language. Rare task-relevant oddball stimuli are known to elicit N2 and P3 effects, which index the amount of time required to perform the necessary categorization task (Luck, 2005) . In order to elicit these pop-out effects, we chose words typical of the language to which they belonged according to their orthographic regularities. This orthographic typicality was captured in an orthographic bias measure of the ratio between Spanish and English mean bigram frequencies for a given stimulus. Using this measure, we chose a set of Spanish and English words across a broad range of orthographic bias values. While some stimuli contained bigrams that are illegal in the other language (e.g., "sk" in skipper), other stimuli contained bigrams that were moderately biased toward one language (e.g., "qu" in queso is much more common in Spanish than in English) or weakly biased (e.g., "in" in inner is slightly more common in English).
Critically, we also included pseudowords with orthography that resembled either the target or the nontarget language. Although these pseudowords did not require a response, we used ERPs to determine whether participants would initially categorize target-like pseudowords as task-relevant based on orthographic information (as indicated by oddball N2 and P3 effects). If bilinguals are indeed sensitive to orthographic bias information even in the absence of lexical information, target-like pseudowords should produce oddball ERP effects similar to those of the infrequently presented target words. Nontarget-like pseudowords, on the other hand, should not produce the same effects because they resemble the nontarget category. Since pseudowords were fully counterbalanced across target-like and nontarget-like conditions, any ERP difference between the two pseudoword conditions would thus indicate that the brain differentiated these stimuli based on their orthographic language membership properties and identified target-like pseudowords as potentially belonging to the target language. Moreover, if orthographic information is available early during lexical access, we would expect orthographic bias to modulate ERPs in an early time window, perhaps even earlier than ERP effects distinguishing words and pseudowords.
Methods

Participants
Thirty-two Spanish-English bilinguals participated in the study and provided written informed consent. All participants were undergraduates at the University of California, Davis and received course credit as compensation for their participation. An additional six participants completed the experiment but were excluded from analyses due to an excessively low number of trials per condition after artifact and error rejection (> 50% missing data). These participants were replaced to balance the lists for a final sample of thirty-two participants. All participants had normal or corrected-to normal vision and were righthanded according to the Edinburgh Handedness Inventory (Oldfield, 1971) . None of the participants had a history of neurological or psychiatric impairment.
Each participant completed the Language History Questionnaire 3.0 (Li et al., 2014) to provide self-reported measures of proficiency and information about their acquisition and current use of each language. Participants also completed the Boston Naming Test in each language (Kaplan et al., 1983) and extended versions of the LexTALE (Lemhöfer and Broersma, 2012) and LexTALE-Esp (Izura et al., 2014 ) lexical decision tasks. We created these extended versions in order to equate the difficulty of items across languages and compare English and Spanish proficiency in our participants. We added 100 words and 50 pseudowords to the original versions of these tests to match word length and frequency across English and Spanish versions of the test for a total of 300 stimuli (33% pseudowords). Pseudowords were created with the Wuggy software program (Keuleers and Brysbaert, 2010) and chosen by at least three native speakers of each language to be pronounceable in that language. In addition to proficiency scores for the original versions for comparison to other studies, d′ scores on the extended versions are also provided in Table 1 to compare relative language dominance.
Most participants were heritage speakers of Spanish who had learned Spanish in the home. Others had immigrated to the U.S. as young children from Latin American countries. Although all participants learned Spanish first, most of their education had been completed in English in the U.S. Participants reported that they used English more than Spanish in their daily lives, and they were found to be significantly more proficient in English than in Spanish according to their d′ scores on the extended lexical decision tasks (t(31) = 9.89; p < .001). Proficiency scores on the various measures were in line with norms for this population of Spanish-English bilinguals (Casillas and Simonet, 2016; Kohnert et al., 1998) .
Stimuli
To assess the degree to which the letter combinations in a stimulus resemble one language or the other, we calculated an orthographic bias measure using bigram frequency statistics from the Leipzig Corpora Collection (Goldhahn et al., 2012) . We first calculated the ratio of bigram frequency between English and Spanish for each possible bigram combination. We then calculated the log of this ratio to create a bias measure for each bigram combination. To measure the bias of a given stimulus, we calculated the mean of the bias of all the bigrams in the stimulus. This gave us a single measure of the ratio of English to Spanish bias for each stimulus, with positive values reflecting an English bias and negative values reflecting a Spanish bias. While most words that belong to one language are more orthographically biased toward that language, some words are more orthographically biased toward the other language. For example, the English word knight has a mean English bias of 1.06 according to the measure, indicating that it contains bigrams that appear more frequently in English than in Spanish. The English word trapeze, on the other hand, has a mean English bias of −.29, meaning that it resembles Spanish more than English according to its orthographic bigram frequency. The English word lobster has a neutral bias at −.001 on this measure, meaning it has bigrams that are approximately equally frequent in both languages.
Using this measure, we selected 192 words in each language with a mean orthographic bias consistent with their language membership (e.g., English words with bigrams that appear more frequently in English than in Spanish). To include a representative sample of words in each language, we chose words in various word classes and across a range of orthographic bias values, some of which were slightly more biased toward the opposite language but most of which had a bias consistent with their language membership. The full list of stimuli used can be found in the Supplementary materials. Identical cognates, interlingual homographs, and Spanish words with non-English characters were excluded. Across languages, words were matched on length, number of syllables, orthographic neighborhood density, concreteness, and log frequency per million according to the SUBTLEX-US and SUB-TLEX-ESP databases, (Table 2; Coltheart, 1981; Brysbaert et al., 2014; Cuetos et al., 2012; New et al., 2007) . We then used the Wuggy program (Keuleers and Brysbaert, 2010) to create 96 pseudowords resembling each language according to their orthographic bias. Pseudowords were matched to words on length and number of syllables, did not have any single substitution orthographic neighbors in either language, and were chosen by three native speakers of each language to be pronounceable in that language.
The probability of encountering words in each language was Neuropsychologia 103 (2017) 183-190 manipulated in an oddball paradigm. Standard stimuli occurred most frequently (70% of trials) and consisted of words in one of the two languages (English or Spanish). Three types of deviant stimuli were presented on 10% of trials each. Target stimuli, which required a button press, consisted of words in the other language (i.e., the language not used as the standard). The other two types of deviant stimuli were pseudowords resembling either the standard (nontarget) or the deviant (target) language category. Each language was presented as the standard and as the deviant category in separate blocks. Stimuli were counterbalanced across lists such that the same stimuli appeared in both target-like and nontarget-like conditions across participants. To exclude the possibility of baseline differences across conditions, only stimuli that were preceded by a stimulus in the standard condition were included in the analyses. This design resulted in 48 trials of each type of deviant condition and 192 trials in the standard condition per participant (see Luck (2010) for a detailed discussion of comparing ERPs across conditions with different noise levels).
Procedure
Participants were seated 100 cm from a CRT monitor in an electrically shielded, sound-attenuated chamber. Stimuli were presented serially in the center of the screen in white uppercase 20 point Calibri font against a black background. Stimuli appeared between two fixed horizontal lines for 300 ms with a jittered inter-stimulus interval of 1750-2100 ms. A fixation cross appeared after every third stimulus for 1000 ms to allow participants to blink, followed by 1500 ms of blank screen before beginning the next trial.
Prior to each of eight blocks, participants were instructed to press a button with either the left or right hand each time they saw an existing word in the deviant language category, although they were not explicitly informed of the probability of encountering these words. Participants were instructed to respond to each word as quickly as possible without making mistakes (i.e., responding to standards or pseudowords). Response hand was counterbalanced within subjects across blocks, and order of presentation of blocks was counterbalanced across participants. Each block began with four practice stimuli belonging to the standard language category to familiarize the participant with the probabilities of encountering each stimulus type for that block.
Recording
EEG was recorded from 29 tin electrodes mounted in an elastic cap (Electro-Cap International, Eaton, OH). Electrodes were also attached lateral to each eye and below the left eye to monitor horizontal eye movements and blinks. Impedances were kept below 5 kΩ. The signal was amplified using a SynAmps Model 8050 Amplifier (Compumedics Neuroscan) with a band pass of .05-100 Hz and digitally recorded at a sampling rate of 500 Hz. Electrodes were referenced to the right mastoid during recording and re-referenced offline to the average of the left and right mastoids.
After recording, independent component analysis (ICA) was used to isolate and remove blink, saccade, and muscle components (Makeig et al., 1996) . Single-trial epochs with residual artifacts were rejected manually (6.4% of trials). Data were then filtered with a 30 Hz low-pass filter, and 1400 ms epochs were extracted with a 300 ms pre-stimulus baseline. False alarms for nontarget stimuli and omission errors for target stimuli were removed before averaging ERPs.
ERP analysis
EEG epochs were averaged to compute ERPs, and statistical analyses were performed on individual subject ERP averages. Time windows were chosen based on prior literature examining the effects of interest (N2 window: 200-275 ms; P3 window: 400-700 ms; Luck and Hillyard, 1994) . Repeated measure ANOVAs were conducted with two levels of Orthographic Bias (target-like vs. nontarget-like) and two levels of Lexicality (word vs. pseudoword). To investigate the topographic distribution of effects, we conducted separate ANOVAs over midline and lateral electrode sites. The midline analysis included a factor of Anteriority with five levels, each representing a single electrode site (AFz, Fz, Cz, Pz, and POz). The lateral analysis included a factor of Anteriority with three levels (anterior: FP1/2, F3/4, F7/8; central: FC1/2, FC5/6, C3/4, CP1/2, CP5/6; posterior: P3/4, T5/6, O1/2) and a two level factor of Hemisphere (left vs. right). The Greenhouse-Geisser correction was used to adjust the reported p-values for analyses with more than one degree of freedom. We report main effects as well as the highest level interaction that was found to be significant. Interactions with topographic factors were followed up with pairwise comparisons in electrode clusters used in prior literature to examine the N2 and P3 effects of interest (Luck and Hillyard, 1994) . In all cases, N2 and P3 effects were largest in our dataset in the same electrode clusters predicted based on prior literature.
Results
Average response latency was 792 ms (SD = 100 ms). Participants correctly responded to 81.3% of the target words before the next stimulus appeared (SD = 9.6%) and made .8% false alarms for nontarget words (SD = 1.7%). Participants made significantly more false alarm errors for target-like pseudowords (11.1%, SD = 11.6%) than nontarget-like pseudowords (.3%, SD = .9%; t(31) = 5.40, p < .001). Grand average ERP waveforms and target-like minus nontarget-like difference waveforms are plotted in Figs. 1 and 2 , respectively.
N2 (200-275 ms)
Both target words and target-like pseudowords elicited an increased posterior negativity 150-300 ms post-stimulus onset compared to nontarget-like stimuli. Mean amplitudes in the 200-275 ms window (Luck, 1994 ) revealed significant main effects of Orthographic Bias (Lateral: F(1,31) = 4.31, p = .046; Midline: F(1,31) = 1.19, ns), with more negative amplitudes for target-like stimuli than for nontarget-like stimuli. A marginal interaction was found between Anteriority and Hemisphere in the lateral analysis (F(2,62) = 3.46, p = .065), with more negative amplitudes in the left hemisphere on posterior electrodes. The interaction of Orthographic Bias and Anteriority also trended toward significance (F(2,62) = 2.90, p = .083), with more negative amplitudes for target-like stimuli over the posterior electrode sites but no significant differences across target-like and nontarget-like conditions at anterior or central sites (ts < 1.6). Critically, no main effect of Lexicality (F < 1) or interactions between Lexicality and the other factors (all Fs < 2.4) were found in this time window.
In the posterior electrode cluster (P3/4, T5/6, O1/2) where effects were found to be largest, in accordance with prior literature on the visual pop-out N2 (Luck and Hillyard, 1994) , we found a main effect of Orthographic Bias (F(1,31) = 8.14, p = .008) but no effects of Lexicality (Fs < 1). Mean amplitudes were more negative for target-like stimuli (.83 µV) compared to nontarget-like stimuli (1.23 µV). Planned comparisons revealed that both target words and target-like pseudowords elicited a significant negativity in this window compared to nontarget words and nontarget-like pseudowords ( Fig. 3 ; Words: t(31) = 2.42, p = .02; Pseudowords: t(31) = 2.09, p = .04). This suggests that orthographic language membership cues produced an early visual pop-out effect, differentiating potential targets from nontargets prior to differentiating between words and pseudowords.
P3 (400-700 ms)
Target words elicited a typical oddball positivity (P3) over much of the scalp starting around 300 ms and extending until the end of the epoch. Target-like pseudowords also elicited a P3, which was smaller in L.J. Hoversten et al. Neuropsychologia 103 (2017) 183-190 amplitude and more focally located on centroparietal electrodes. Main effects of Lexicality (Lateral: F(1,31) =106.79, p < .001; Midline: F (1,31) = 106.83, p < .001) and Orthographic Bias (Lateral: F(1,31) =23.60, p < .001; Midline: F(1,31) = 44.93, p < .001) were found on mean amplitude in the 400-700 ms time window. There was a clear interaction between these two factors in this window (Lateral: F(1,31) =42.46, p < .001; Midline: F(1,31) = 45.81, p < .001), signifying a larger Orthographic Bias effect for words than pseudowords. In the midline analysis, Anteriority interacted with both Lexicality (F(4,124) =6.40, p = .004) and Orthographic Bias (F(4,124) = 17.57, p < .001).
In the lateral analysis, a four-way interaction was found among Orthographic Bias, Lexicality, Anteriority and Hemisphere (F(2,62) =4.79, p = .02).
To follow-up on this four way interaction, we examined the centroparietal cluster (CP1/2, P3/4, Pz, POz) where the P3 was maximal for both words and pseudowords as expected from prior literature (Luck and Hillyard, 1994) . In this cluster, mean amplitudes revealed significant main effects of Orthographic Bias (F(1,31) = 65.20, p < .001) and Lexicality (F(1,31) = 103.85, p < .001) as well as their interaction (F(1,31) = 41.02, p < ; .001). Planned comparisons revealed that Orthographic Bias significantly modulated the P3 in both words (Target: 6.01 µV; Nontarget: 1.57 µV; t(31) = 8.77, p < .001) and pseudowords (Target: 1.88 µV; Nontarget: .98 µV; t(31) = 2.67, p = .01).
Comparing the time course of Orthographic Bias and Lexicality effects
To confirm that participants showed differential ERP responses to words and pseudowords, we analyzed waveforms in the typical N400 window from 300 to 500 ms (Kutas and Federmeier, 2011) . In this window, we found a main effect of Lexicality (Lateral: F(1,31) = 26.12, p < .001; Midline: F(1,31) = 29.07, p < .001) that did not interact with any topographic factors. This effect is shown in Fig. 4 , with more negative amplitudes for pseudowords than for words starting at approximately 300 ms. To directly compare the time course of the effects of Orthographic Bias and Lexicality, we performed two different onset Fig. 1 . Grand average ERP waveforms for target-like (blue) and nontarget-like (black) words and pseudowords. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) Fig. 2 . ERP difference waves representing the orthographic bias effect in words (black) and pseudowords (blue). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) Fig. 3 . A) Mean amplitudes in the 200-275 ms time window on posterior electrodes (P3/ 4, T5/6, O1/2) for target-like (blue) and nontarget-like (black) stimuli. Error bars represent within-subject standard error of the mean (Morey, 2008) .B) ERP grand average waveforms representing orthographic bias effects for words and pseudowords on electrode O1. 200-275 ms time window is highlighted in gray. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) L.J. Hoversten et al. Neuropsychologia 103 (2017) 183-190 latency analyses, zooming in on a posterior electrode cluster where both effects were present (P3/4, T5/6, O1/2, Pz, POz). 1 To isolate the effect of Lexicality, we report differences between target words and target-like pseudowords, which were matched on frequency of occurrence. 
Fractional area latency of difference waves
For the first time course analysis, we used fractional area latency measures (Hansen and Hillyard, 1980; Luck, 2005) to compare the onset latency of each effect. To isolate the effect of Orthographic Bias from lexical factors, we subtracted the waveform of the target-like stimuli point-by-point from that of the nontarget-like stimuli, averaging across words and pseudowords. To isolate the effects of Lexicality, we subtracted the pseudoword waveform from the word waveform for the target-like stimuli. We then calculated the latency at which each difference waveform reached 20% of the total negative area between 100 and 600 ms post-stimulus onset. According to this measure, the Orthographic Bias effect emerged at 207 ms and the Lexicality effect emerged at 346 ms post-stimulus onset, a difference of 130 ms (t(31) = 7.13, p < .001).
Latency analysis in successive time windows
To confirm the primacy of Orthographic Bias, we also conducted ttests for each effect on the raw waveforms in successive 100 ms increments staggered by 50 ms (Table 3 ). In the first three windows (0-100 ms, 50-150 ms, and 100-200 ms), neither effect reached significance (all ts < 1.72). In the 150-250 ms window, the effect of Orthographic Bias emerged as significant (t(31) = 2.29, p = .029) and remained significant in the 200-300 ms window (t(31) = 2.79, p = .009). The effect continued to trend toward significance in the 250-350 ms window as well (t(31) = 1.99, p = .056). Conversely, the effect of Lexicality did not reach significance until the 300-400 ms window (t(31) = 2.70, p = .011). This pattern matches that of the fractional area latency results above, providing converging evidence that the Orthographic Bias effect emerged significantly earlier than the Lexicality effect by approximately 150 ms.
Discussion
In this experiment we investigated the time course of activation of orthographic language membership information using ERPs. If this information is available early during processing prior to lexical access, it could enable early language membership identification (e.g., Hoversten et al., 2015) and language change detection (Casaponsa et al., 2015) as well as modulation of cross-language activation (Hoversten et al., 2015; Casaponsa et al., 2014, Casaponsa and Duñabeitia, 2016) . On the other hand, if this information is not available until later stages of word recognition, it could not influence lexical processing in real time and might instead affect task/decision processes after lexical access (van Kesteren et al., 2012) . Using the oddball paradigm uniquely enabled us to establish when orthographic bias information was available relative to lexical information while counterbalancing stimuli across conditions of interest to rule out any influence of low-level stimulus confounds.
The data clearly demonstrated that bilinguals used orthographic cues to identify language membership of both words and pseudowords. Participants made more false alarm errors to target-like pseudowords than to nontarget-like pseudowords, suggesting that they treated these stimuli as potentially belonging to target and nontarget language categories respectively. Additionally, both words and pseudowords elicited larger N2 and P3 effects when the orthographic bias resembled the target category as compared to the nontarget category. The sensitivity of N2 and P3 components to the orthographic typicality of the stimuli corroborates prior evidence demonstrating that orthographic cues affect the activation of language membership information, even in the absence of lexical information (Lemhöfer and Radach, 2009; van Kesteren et al., 2012; Oganian et al., 2016) . These results support the concept of a sublexical source of language membership information added by van Kesteren et al. (2012) in the extended BIA+ model. However, the results refute the activation time course of language membership information proposed by the BIA+ model. Instead, results of the current study uniquely suggest that orthographic language membership information is available early during word recognition processes. The neural effects of Orthographic Bias (target-like vs. nontarget-like) appeared in an early time window (200-275 ms) before the ERP effect of Lexicality (word vs. pseudoword), which appeared in a later time window (300-500 ms). The latency analyses we performed both suggest that orthographic language membership information was available within 150-250 ms after presentation of a visual stimulus, while differentiation between words and pseudowords occurred within 300-400 ms.
The Orthographic Bias main effect, which was observed on posterior electrodes between 150 and 300 ms, is most consistent with the visual pop-out N2b component found in similar visual target detection tasks (Luck, 2005) . While small in amplitude, this N2 pop-out effect is in line with previous results (Folstein and van Petten, 2008) . This potential is thought to be generated in extrastriate cortex, particularly in inferior temporal areas of the ventral stream (Fuster and Jervey, 1981; Potts and Tucker, 2001 ). In the current study, the target-defining feature was orthographic bias as measured by bigram frequency. Prior studies have suggested that the area of the left ventral occipitotemporal cortex known as the visual word form area (VWFA) as well as an area in the right posterior occipital cortex are sensitive to the bigram frequency of pseudowords in a native language (Binder et al., 2006; Oganian et al., 2015) . These brain areas may thus have contributed to the orthographic bias effects observed on the posterior N2 in the current experiment. We also observed differential ERP responses to words and pseudowords beginning in the 300-500 time window. Some of this Lexicality effect was likely driven by an increase in the amplitude of the N400 component for pseudoword stimuli. Previous ERP studies investigating pseudoword processing have linked this increase in N400 amplitude to increased lexical processing difficulty compared to real words (Holcomb, 1993) . This Lexicality effect was also likely influenced by a larger P3b component to target words compared to target-like pseudowords. Prior studies have suggested that the P3b is sensitive to target status as well as the difficulty of stimulus categorization (Johnson, 1986) . Critically, both the pseudoword N400 and the target word P3b should only emerge in the ERP signal after the brain has begun to differentiate word and pseudoword stimuli. The clear latency difference between the Lexicality effect and the earlier Orthographic Bias effect thus suggests that there is a pre-lexical processing stage in which the bilingual brain decodes orthographic language membership cues such as bigram frequency before a single lexical candidate has been uniquely identified.
The current data demonstrates that language nodes can be activated early during orthographic decoding and that this process unfolds similarly for all word-like stimuli, even items that are not represented in the lexicon. The early availability of orthographic bias compared to lexicality information provides a mechanism by which language membership information can be available early enough to modulate ongoing word recognition processes. This finding may thus be more consistent with the role of the language nodes in the BIA model, a predecessor to BIA+ (Dijkstra and van Heuven, 1998) . In this model, language nodes could directly inhibit lexical representations belonging to the other language. BIA+ removed these feedback connections under the assumption that language membership information arrives late during processing and does not have time to affect word identification. Instead, the BIA+ and its extension propose that influences of language membership information arise at the level of the task/decision system. This assumption has been called into question by recent evidence that language membership information can adjust the depth of processing as a function of top-down task demands (Hoversten et al., 2015) and that orthographic markedness can constrain cross-language activation Duñabeitia, 2014, 2016; Casaponsa et al., 2015) . Results from the current study support the latter account due to the early influence of orthographic cues on the lexico-semantic processing stream. Therefore, an extension of the BIA model with a sublexical source of language membership information may better characterize the architecture of the bilingual word recognition system. While current evidence suggests that language-unique bigrams can reduce or even eliminate cross-language activation, it is also possible that continuous differences in orthographic regularities restrict crosslanguage activation in a graded fashion. This graded restriction may contribute to partially selective access, whereby the nontarget language is less active than the target language (Elston-Güttler et al., 2005; Hoversten and Traxler, 2016) . Beyond the visual domain, fine-grained phonetic cues may also influence the degree of cross-language activation during speech comprehension (Ju and Luce, 2004) . Furthermore, orthographic bias may be one of several sources of linguistic and extralinguistic language membership information that can accumulate during natural language processing. In this way, orthographic cues may contribute to the "zooming-in" process (Elston-Güttler et al., 2005) through the activation and inhibition of target and nontarget languages. Orthographic language membership cues may also aid in the recognition of unexpected code switches, which have been shown to incur processing costs (Altarriba et al., 1996) . An important goal for future research will be identifying the relative importance of sublexical, lexical, and extra-linguistic language membership cues and how they interact during bilingual language comprehension.
