Since workpiece defect detection is a typical problem in computer vision with small datasets, generally its solutions cannot exploit the advantages of high accuracy, generalization ability, and neural network structures from the deep learning paradigm. Thus, traditional image processing techniques are still widely applied in such requirements. Aiming at three types of defects (crack, pitting and scratch) on a workpiece with non-concentric circular textures that severely interfere in the defect recognition stage, this paper proposes a sliding window filter for the texture detection. Experiments compare the proposed method with the polar coordinate mapping method and the T-smooth texture removal algorithm. Results show that the proposed method reveals the three types of defects better than the other two methods.
Introduction
With advantages of low cost, simple deployment, objectivity and high efficiency, computer vision based solutions are extensively applied in the field of workpiece defect detection. Generally, workpiece defects can be grouped into cracks, pitting (pinhole and blowhole), scratch, scarfing defects, seam, etc., which are similar to the classification in the steel industry [1, 2] . To tackle these defects, traditional and machine learning based image processing methods are widely investigated during the recent decades.
The traditional methods for defect detection are grounded on the abnormal features presented in the morphology, transformed domains, or specific models. These methods typically exploit histogram properties [3, 4] , co-occurrence matrices [5, 6] , local binary patterns [7, 8] , morphological operations [9, 10] , spatial domain filtering [11] [12] [13] [14] , frequency domain analyses [15] [16] [17] , joint spatialfrequency analyses [18] [19] [20] , fractal models [21] , Gaussian mixture entropy models [22] , and low-rank matrix models [23] . The well-known disadvantages of traditional image processing include the inflexibility for different scenarios and the over-sensitivity to imaging conditions. In contrast, the machine learning based methods for defect detection are data driven-its capability of generalization essentially depends on the scale of training data. Inspired by successful applications in object detection, various convolutional neural network (CNN) based methods are proposed for defect detection, such as a multi-scale pyramidal CNN for steel defects [24] , a CNN with a sliding window for product damage localization [25] , a Faster R-CNN for surface damages [26] , and a fully convolutional network (FCN) for galvanized stamping parts [27] . Unlike traditional methods, the machine learning based methods have a stable performance in complex scenarios without handcrafted feature descriptions, given a suitable dataset is available.
When the situation comes to workpieces with a complex background and a small dataset, specifically, workpieces with a non-concentric circular texture and only a few samples, the dilemma arises: on the one hand, circular textures are commonly produced during workpiece manufacture, as shown in Fig. 1 ; on the other hand, large labeled datasets are currently unavailable for machine learning solutions in this scenario. Thus, a circular texture removal method deserves a study. General texture removal methods, such as the T-smooth algorithm using the relative total variation [28] , do not utilize the morphological information of the texture, so defects could be also wiped off along with the texture. Hough transform based methods require long computation time and enormous storage [29, 30] , which hinder the method from being a practical solution of this task. A common workaround converts circular textures to parallel lines, and then multiple frequency domain methods, such as those in [31, 32] , can be applied; however, this solution can only manage concentric circular textures.
Focusing on the non-concentric circular texture removal problem for workpiece defect detection, this paper utilizes traditional image preprocessing methods, and proposes a sliding window filter to mark whether a pixel belongs to a circular texture. Experiments are carried out to compare the proposed method 
Methods
The procedure of the proposed method includes the following steps: the background estimation, the background removal, the binarization, the circular texture detection (mask generation), and the final result synthesis, as shown in Fig. 2 . The first three steps are a preprocessing treatment for the image; the output is a binarized image. The circular texture detection utilizes a filter to scan the original image; when circular textures are detected, the filter generates a mask. The final result is the masking synthesis output of the binarized image.
Preprocessing
The background estimation blurs the original image by averaging the sliding window areas with an outlier exclusion treatment. Let I ∈ R m×n be the grayscale original image, I(i, j) denote the pixel at the i-th row and the j-th column, W be a p×q sliding window, and W i,j denote that the upper left cell of the sliding window is superposed on I(i, j). The original image will be padded by zeros if part of the sliding windows falls outside the m × n pixel area. Let the cells of the sliding window W obtain the same value as the corresponding superposed pixel of I, i.e. we can consider W i,j is a snip cut from I(i, j). Then the background B ∈ R m×n can be expressed as
where B(i, j) denotes the pixel value of the i-th row and the j-th column on the background image, Ω(·) is a subset consisting of the W i,j values, and |Ω| denotes the cardinality of Ω. In practice, Ω is obtained by sorting the values of W i,j and picking out the largest k values (the maximum would be excluded for eliminating the outlier effect). To balance possible high lighting ratios, the background removal involves a threshold method to neutralize the image. Let f be the maximum value of the gray scale (typically, 255 for an 8-bit unsigned integer), then the image after background removal R ∈ R m×n is
where β ∈ [0, 1) is a tuning parameter with a typical value of 3 4 , and α is a piecewise function of B(i, j). A typical implementation of α is shown in Fig. 3 . Depending on the difference between B(i, j) and I(i, j), the formula of R(i, j) clamps the value within [βf, f ], and assigns a suitable gain α for B(i, j) at different ranges: when B(i, j) is dark, e.g. with a small value less than 100 in Fig. 3 , a larger α can push R(i, j) towards βf ; when B(i, j) is too bright, e.g. with a value larger than 200 in Fig. 3 , a larger α can restrain R(i, j) from being too bright as B(i, j).
Binarization is the final step for preprocessing. A threshold γ is set for determining whether a pixel should be 0 or 1:
where P ∈ {0, 1} m×n is the final result of the preprocessing stage.
Non-concentric Circular Texture Removal
The ideal result for circular texture removal is a separation of textures based on the context, which requires knowledge on the background or the foreground. Since morphology based methods expect a set of rules to describe non-concentric circles, to accelerate the processing, the proposed method avoids such complexity by applying a sliding window as a local filter F : I, i, j, r, s → {0, 1} for the texture detection, where the sliding window covers r × s pixels at (i, j) as the upper left anchor. The mask M ∈ R m×n is then defined by
In practice, F is generally a convolutional neural network based nonlinear mapping trained by sufficient labeled dataset. However, as the workpiece samples are insufficient (less than 100), the filter F is roughly crafted as
where I(i : i + r − 1, j : j + s − 1) denotes the submatrix consisting of the i-th to (i + r − 1)-th rows and the j-th to (j + s − 1)-th columns of I, and I is its linearly normalized counterpart; K ∈ R r×s denotes a constant kernel; ⊗ denotes the entry-wise multiplication; denotes a sum of all entries; η is a constant threshold. Later experiments will show that even such an inaccurate implementation of the filter works well for the task.
Experiments
A straightforward method to remove circular textures is transforming the original image to the polar coordinate-if the circles are concentric, they will be transformed to a set of parallel lines and then easy to be removed. A simple algorithm for the polar coordinate mapping was applied in our experiments:
1. Detect the center coordinate (x c , y c ) of one circle, so that the view angle θ s from the center and the scan radius r s (the distance between the center and the farthest point) for the original image can be calculated. 2. Set the resolution constants m p and n p respectively through the directions of r s and θ s , so that the gaps between the sampling points are
3. Initialize a blank image P o with m p × n p pixels. 
If (x i , y i ) falls inside the original image I ∈ R m×n , then assign the result image
A sample with pitting defect after preprocessing is shown in Fig. 4a , and its polar coordinate mapping result is shown in Fig. 4b . Because the circular texture of the workpiece is non-concentric, not all but the bottom selected circles are transformed into straight lines. This result indicates the polar coordinate mapping would be unsuitable for the non-concentric cases. The processing result by the T-smooth algorithm for Fig. 4a is shown in Fig. 4c as an example. The rectangles mark the locations of the pitting defects, which are sharply distinguishable from the blurred background texture. As a comparison, the circular texture removal result by the proposed method is shown in Fig. 4d . The result shows that the circular background is clearly removed, and the pitting defects can be traced by the stains. These two results indicate that both methods can handle the pitting defect which has a concentrated shape with a relatively large area.
However, the scratch defect is thin and similar to the circular texture. As shown in Fig. 4e , the T-smooth algorithm fails to recognize the scratch and blurs it close to the background texture, so after binarization, the scratch cannot be found on the image. As a comparison, the proposed method filters out the circular background and leaves the scratch discernible as a track.
Conclusion
This paper proposes a sliding window filter for the texture detection. Experiment results show that the proposed method reveals the three types of defects better than the polar coordinate mapping and the T-smooth algorithm, especially for minor scratches. The future work of this paper is to combine the advantages of traditional and deep learning methods and study the online learning paradigm which gradually transfers the knowledge from handcrafted features to deep networks by semi-supervision.
