Abstract Recurrence structures in univariate time series are challenging to detect.
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However, most existing methods do not take into account specifically the oscilla- 
Symbolic Recurrence Structure Analysis

37
Recurrence is a fundamental property of nonlinear dynamical systems, which was 38 first formulated by Poincaré in [24] . It was further illustrated in recurrence plot (RP) 39 technique proposed by Eckmann et al. [7] . This relatively simple method allows to 40 visualize multidimensional trajectories on a two-dimensional graphical representa-41 tion. The RP can be obtained by plotting the recurrence matrix: is a threshold distance.
46
It can be seen from (1) , that if two points in the phase space are relatively close, the corresponding element of the recurrence matrix R ij = 1, which would be represented 48 by a black dot on the RP.
symbolic sequence strongly depend on distance threshold parameter . Several tech-
66
niques for optimal estimation exist [22] , most of which are heuristic. SRSA aims
67
to obtain an optimal value of from the data.
68
Here, we propose two approaches to estimate optimally, based on (i) the prin- fits to the proposed model. The optimal value of the threshold distance * will then 76 be the one to maximize the value of the utility u( ) function:
78
The utility function is different for both models. In the first case, the utility func-79 tion is presented with the normalized symbolic entropy: to the desired dynamics:
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92 P = ⎡ ⎢ ⎢ ⎢ ⎢ ⎣ 1 − (n − 1)q r r ⋯ r q 1 − r 0 ⋯ 0 q 0 1 − r ⋯ 0 ⋮ ⋮ ⋮ ⋱ ⋮ q 0 0 ⋯ 1 − r ⎤ ⎥ ⎥ ⎥ ⎥ ⎦ ,(4)
93
here, the total number of states is n and the number of recurrence states is n − 1, 
96
Keeping in mind the three criteria of the optimal dynamics, we can achieve probabilities of the first row and the first column of P after neglecting p 00 , i.e.,
p 0i for the first row and p
p i0 for the first column.
101
(iii) suppressing transitions between recurrence states by simultaneously maximiz-
102
ing the trace and the entropies of the first row and column of P, due to normalization
Then the utility function is given by: 
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Time-Frequency Representations as Phase Space Reconstruction . . . 5
In this work we propose a new method of phase space reconstruction based on the 
132
where t is measurement sampling time. Then reconstructed phase space is given 133 by:
135 where m is the embedding dimension and is the time delay. 
149
The spectrogram S h (t, ) of a signal x(t) is the square magnitude of its short-time 
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X h (t, ) = +∞ ∫ −∞ x( )h * (t − )e −i d ,(8)
152
where h(t) is a smoothing window and * denotes the complex conjugate, i.e., S h (t, )
The continuous wavelet transform (CWT) [1] is obtained by convolving the signal 155 with a set of functions ab (t) obtained by translation and dilation of a mother wavelet 156 function 0 (t):
scalogram:
In practice, the scale a can be mapped to a 160 pseudo-frequency f and the dilation b represents a time instance and hence the time-
161
frequency distribution is given by W (t, f ).
162
The scalogram was computed using analytical Morlet wavelet, and a Hamming 
177
To demonstrate these measures we generated 100 artificial signals of two kinds
178
(see below) with random initial conditions and random noise. 
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Time-Frequency Representations as Phase Space Reconstruction . . . 
Synthetic Data
Experimental Data
191
We examine electroencephalographic data (EEG) obtained during surgery under 
Complexity Measures
243
To quantify the intrinsic temporal structure, in addition we compute three complex- 
265
In order to characterize the temporal structure, we compute the symbolic 266 sequences' recurrence complexity, which are shown in Table 1 . We observe that the 
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