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Abstract		
	 I	study	the	sources	of	risk	premia	associated	with	the	level	bond	portfolio	by	utilizing	an	international	panel	
of	 zero-coupon	 bond	 data.	 I	 replicate	 a	 portion	 of	 ‘Yield	 Curve	 Premia’	 by	 Brooks	 et	 al.	 who	 utilize	 principal	
component	analysis	 to	 represent	 the	moments	of	 the	yield	curve	and	assess	 the	efficacy	of	asset	pricing	 factors	
commonly	used	in	equities	in	explaining	variation	in	bond	returns..	I	extend	the	work	done	in	Yield	Curve	Premia	by	
employing	the	partial	 least	squares	regression	procedure	in	place	of	principal	component	analysis.	 I	find	that	the	
level,	 slope,	 and	 curvature	 result	 is	 incredibly	 robust,	 not	 only	 across	 countries	 but	 also	 across	 dimensionality	
reduction	methods.	To	assess	the	out-of-sample	forecasting	power	of	the	partial	least	squares	factors,	I	construct	a	
trading	rule	using	a	predictive	regression	model	and	find	varying	return	premia	across	countries	in	the	panel.		 	
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	INTRODUCTION  
	
The	term	structure,	otherwise	known	as	the	zero-coupon	yield	curve,	 is	of	great	 importance	to	 investment	
management	 practitioners	 and	 of	 great	 theoretical	 relevance	 to	 academia.	 Since	 the	 term	 structure	
corresponds	 to	 the	 sequence	of	 spot	 rates	 that	 constitute	 the	discount	 function,	 identifying	 its	 predictors,	
determinants,	 and	 constitution	will	 allow	 for	more	 effective	 risk	management,	 corporate	 governance,	 and	
trading.		
	 	I	am	interested	in	studying	the	sources	of	risk	premia	present	in	the	yield	curve.	In	particular,	I	am	
interested	in	developing	investment	strategies	within	the	fixed	income	markets	that	are	capable	of	effectively	
harvesting	this	risk	premia,	and	providing	a	diversifying	source	of	return	for	investor	portfolios.		
LITERATURE REVIEW 
	
There	is	a	vast	literature	on	traditional	term	structure	models,	(Vasicek,	1977;	Cox,	Ingersoll,	and	Ross,	1985;	
Ahn	and	Gao,	1999).	These	term	structures	generally	specify	the	instantaneous	short-term	interest	rate	as	a	
function	of	a	few	variables	that	follow	time-homogeneous	Markov	processes.	These	models	allow	for	desirable	
manipulation	properties	but	are	not	consistent	with	the	observed	term	structure	in	the	data.	In	another	vein,	
“arbitrage-free”	models	of	the	term	structure	demonstrate	more	consistency	with	observed	bond	prices	by	
introducing	explicit	time-varying	parameters.	The	models	of	the	latter	variety	requires	frequent	recalibration	
as	purportedly	constant	parameters	of	the	model	are	changed	according	to	market	conditions.		
The	empirical	models	accompany	a	vast	theoretical	literature	that	is	centered	around	a	few	different	
theories.	The	primary	historical	theory	is	the	EH	(expectations	hypothesis)	which	claims	that	implied	forward	
rates	are	unbiased	predictors	of	future	spot	rates.	This	theory	has	been	largely	refuted	by	the	data,	incapable	
of	 explaining	 the	 term	 premium	 visible	 in	 the	 yields.	 The	 theoretical	 literature	 has	 now	 moved	 onto	
identification	of	the	drivers	of	this	premium	and	its	properties.	
Some	notable	equilibrium	models	include	the	initial	work	done	by	Vasicek.	The	Vasicek	model	is	a	one-
factor	 model	 where	 the	 short-rate	 satisfies	 a	 linear	 function	 with	 a	 mean-reverting	 property	 (1987).	 The	
Vasicek	model	thus	reflects	the	stylized	fact	that	short-term	bond	yields	tend	to,	over	time,	revert	to	some	
long-run	average	or	equilibrium	mean.	However,	the	Vasicek	model	was	flawed	because	it	allowed	the	short-
term	rate	to	become	negative,	which	is	inconsistent	with	global	yields.		
	 Cox,	Ingersoll,	and	Ross	addressed	this	by	modeling	the	short	rate	as	a	mean	reverting	process,	where	
the	square	root	of	the	level	of	the	rate	is	proportional	to	the	standard	deviation	of	changes	in	the	interest	rate.	
Arbitrage	 free	 models,	 on	 the	 other	 hand,	 are	 calibrated	 using	 observed	 yield	 curves	 in	 order	 to	 ensure	
predicted	values	of	the	short-term	rates	are	consistent	with	current	yields.	Ho	and	Lee	(1986)	develop	an	initial	
no-arbitrage	model,	but	this	model	suffers	from	the	same	issue	as	Vasicek	in	that	it	allows	negative	short-term	
rates.	Hull	and	White	extends	the	Vasicek	model	to	allow	a	time-varying	drift	in	the	short	rate.	Lastly,	Heath	
Jarrow	and	Mortion	(HJM)	focus	on	the	evolution	of	forward	rates.		
	 Another	categorization	scheme	for	term	structure	models	are	‘affine’	models.	The	word	affine	has	a	
context	dependent	meaning,	but	one	 relevant	 and	encompassing	 scheme	 is	 given	by	Piazzesi	 (2019)	 as	 an	
arbitrage-free	model	in	which	bond	yields	are	affine.	These	models	are	linear	in	some	arbitrary	state	vector	x.	
The	advantage	of	these	models	is	computational	tractability,	as	yields	do	not	need	to	be	computed	with	monte	
carlo	methods	or	solution	techniques	for	partial	differential	equations.		
While	the	primary	historical	movements	in	the	literature	on	term	structure	estimation	have	been	the	
‘no-arbitrage’	 and	 ‘equilibrium’	 tradition,	 there	 have	 been	 some	 recent	 papers	 that	 have	 popularized	 the	
Nelson-Siegel	exponential	components	scheme	(Nelson	&	Siegel,	1987;	Diebold	&	Li	2006).		A	popular	class	of	
models,	Nelson-Siegel	Models,	provide	a	powerful	framework	for	modeling	the	term	structure.	They	model	the	
forward	rate	curve	as	the	sum	of	a	constant	and	a	polynomial	times	an	exponential	decay	term.	The	coefficients	
or	 ‘loadings’	have	been	 interpreted	as	dynamic	 latent	 factors.	Diebold	and	Li	 (2006)	show	that	they	can	be	
construed	as	the	level,	slope,	and	curvature	factors.		
	 Additionally,	there	are	a	number	of	‘conundrums’	in	the	empirical	interest	rate	literature.	One	defining	
conundrum	is	the	excess	sensitivity	of	long-term	interest	rates	to	movement	in	short-term	interest	rates.	Work	
by	 the	 Federal	 Reserve	 Bank	 documents	 that	 the	 positive	 association	 between	 short	 and	 long-term	 rate	
changes	was	strong	before	2000,	but	the	rates	have	‘decoupled’	in	previous	years.	This	is	inconsistent	with	the	
‘expectations	hypothesis’,	 that	 the	 long-term	rate	 is	approximately	an	average	of	 the	expected	 future	spot	
rates	(or	alternatively,	current	implied	forward	rates	are	unbiased	expectations	of	future	spot	rates).	Of	course,	
the	sensitivity	of	long	rates	to	short	rates	is	essential	for	monetary	policy	transmission,	which	in	turn	is	relevant	
for	future	prediction	of	the	yield	curve.		
	 Within	 the	 last	 2	 decades,	 we	 have	 observed	 the	 coherence	 and	 formulation	 of	 the	 ‘spanning	
hypothesis’.	The	idea	is	simply	that	bond	prices	reflect	investors	beliefs	about	future	bond	prices	–	put	another	
way,	the	current	yield	curve	‘spans’	all	necessary	information	for	predicting	future	bond	returns	and	yields.	It	
is	well	known	in	the	literature	that	a	comprehensive	and	simple	summary	of	the	yield	curve	is	given	by	the	first	
3	principal	components	–	the	level,	slope,	and	curvature	factors	–	as	they	capture	almost	99%	of	the	cross-
sectional	variation	 in	yields.	A	concrete	and	empirical	version	of	 the	spanning	hypothesis	may	be	posed	as	
follows:	do	 the	 first	3	principal	 components	of	 the	yield	 curve	 capture	all	pricing	 information	necessary	 to	
predict	future	bond	returns?	(Bauer	&	Hamilton	2017)	This	brings	us	to	Yield	Curve	Premia	by	Brooks	et	al..	
They	claim	that	certain	style	characteristics	such	as	value	and	momentum	subsume	the	pricing	 information	
provided	by	the	principal	components	with	stronger	 forecasting	power.	These	 factors	have	recently	gained	
widespread	appeal	in	industry	and	academia	for	equity	markets,	suggesting	a	unifying	conceptual	framework	
for	asset	pricing.		
	
METHODOLOGY  
	
I	begin	my	study	by	replicating	the	paper	“Yield	Curve	Premia”	by	Brooks	et	al.	hereby	referred	to	as	YCP.		
This	paper	claims	that	value,	momentum,	and	carry	factors	subsume	the	pricing	 information	present	 in	the	
yield	curve	and	offer	better	predictive	power	for	bond	returns	across	international	markets.	To	proceed,	I	do	
the	following:	
1. Collect	 data	 on	 zero	 coupon	 yield	 curves	 from	 seven	 international	 government	 bond	 markets	 –	
Australia,	Germany,	Canada,	Japan,	Sweden,	UK,	and	US.		
a. This	data	is	available	and	constructed	by	Prof.	Jonathan	Wright,	and	is	available	for	download	
on	his	website	at:	http://www.econ.jhu.edu/directory/jonathan-wright/	
b. This	 is	 monthly	 data	 that	 	 goes	 to	 2009	 for	 each	 country,	 with	 varying	 starting	 months	
depending	on	the	country.		
c. As	done	in	YCP,	I	aggregate	the	data	to	the	quarterly	level	by	only	including	months	that	are	
the	end	of	a	quarter	in	my	time	series	(that	is	to	say,	months	3,	6,	9	and	12).		
2. I	 perform	principal	 component	 analysis	 of	 the	 zero	 coupon	 curves	 and	extract	 the	 first	 3	principal	
components	for	each	country.	I	then	examine	the	loadings	that	these	principal	components	play	on	
individual	 bonds.	 I	 also	 compute	 cross-country	 correlation	 matrices	 for	 each	 of	 the	 principal	
components,	and	point	out	some	notable	observations.	
3. I	 run	 predictive	 regressions	 of	 10-year	 bond	 returns	 one-quarter	 ahead	 against	 the	 principal	
components	in	the	previous	quarter.	I	study	the	coefficients	and	model	statistics	to	make	inferences	
about	relevant	variables	in	explaining	the	cross-section	of	yield	curve	premia.		
I	seek	to	extend	some	results	in	Yield	Curve	Premia.	In	particular,	
1. I	construct	factors	analogous	to	the	value	and	momentum	as	in	YCP.	For	value,	I	simply	take	1-year	
ahead	 inflation	 expectations	 for	 each	 country	 in	 the	 panel,	 retrieved	 online	 from	 the	 OECD.	 For	
momentum,	 I	 use	 the	 trailing	 1-year	 return.	 I	 re-run	 the	principal	 component	 regression	 including	
these	factors	and	study	the	loadings	and	summary	statistics.	
2. I	utilize	the	partial	least	squares	regression		(PLS)	procedure	as	a	way	to	construct	principal	component	
vectors	 similar	 to	 PCA.	 Unlike	 PCA,	 the	 PLS	 vectors	 directly	 incorporate	 information	 about	 future	
quarterly	returns	in	their	construction,	so	by	definition	they	are	more	correlated	to	future	returns	than	
the	principal	components	are.	
3. I	compute	cross-sectional	correlation	matrices	for	the	partial	 least	squares	vectors	and	make	some	
observations	analogous	to	PLS.	I	also	estimate	a	time-fixed	effects	model	for	the	PLS	vectors	analogous	
to	the	one	estimated	for	the	principal	components.	
4. To	examine	the	out-of-sample	efficacy	of	the	PLS	vectors,	I	estimate	a	simple	regression	model	of	one-
period	ahead	quarterly	returns	against	the	PLS	vectors	for	each	country	separately.	In	particular,	I	take	
a	50-period	rolling	window,	and	make	a	1-period	ahead	forecast.	If	the	forecast	is	positive,	I	long	the	
underlying	 10-year	 bond	 in	 that	 country	 (e.g.	 accumulate	 the	 positive	 return).	 If	 the	 forecast	 is	
negative,	 I	 short	 the	underlying	10-year	bond	 in	 that	 country.	 This	 simple	 ‘market-timing’	 strategy	
allows	us	to	assess	the	ability		of	the	partial	least	squares	vectors	to	capture	time-series	variation	in	
level	 portfolio	 returns.	 I	 include	 quarterly	means,	 standard	 deviations,	 and	 sharpe	 ratios	 on	 these	
strategies	for	each	country	in	the	appendix.		
	
PRINCIPAL	COMPONENT	ANALYSIS	
	
I	perform	principal	component	analysis	for	each	country	in	the	panel	using	the	standard	eigendecomposition	
of	the	covariance	matrix.	The	loadings	on	the	principal	components	and	cross-sectional	correlation	matrices	
are	available	in	Section	I	and	II	of	the	appendix.	
There	are	a	few	interesting	observations	to	make	here.	First,	note	that	the	first	3	principal	components	
for	each	country	account	for		99%	of	the	variation	in	yields	in	that	country.	Visual	inspection	of	the	loadings	
are	 consistent	 with	 previous	 results	 in	 the	 literature	 (dating	 back	 to	 Litterman	 &	 Scheinkman	 1990).	 The	
weights	on	the	bonds	in	the	first	PC	are	relatively	uniform,	and	thus	approximate	a	“level”	portfolio.	 In	the	
second	PC,	 the	 longer-term	bonds	are	over-weighted	and	the	shorter-term	bonds	are	under-weighted.	 It	 is	
thus	referred	to	a	“slope”	portfolio.	The	last	principal	component	underweights	the	short	and	long	term	bonds,	
and	overweights	the	middle	term,	and	is	thus	called	a	‘curvature’	portfolio.	In	practice	this	is	referred	to	as	a	
“butterfly”	trade,	in	which	the	short	and	longer	term	bonds	are	referred	to	as	“wings”	and	the	medium	term	
bonds	are	referred	to	as	the	“belly”.	Because	they	span	nearly	all	of	the	variation	in	the	yield	curve,	the	first	3	
principal	components	are	often	referred	to	as	‘moments’.		
What	is	notable	is	that	these	features	(level,	slope,	curvature)	are	not	only	present	in	US	markets	but	
are	observable	internationally.	They	are	simple,	economically	intuitive,	and	have	direct	translations	into	trading	
strategies	used	by	practitioners.	If	a	trader	desires	greatest	exposure	to	shifts	in	the	yield	curve,	or	‘yield	curve	
risk’,	they	may	first	desire	to	hold	a	level	portfolio.	Alternatively,	if	they	desired	to	reduce	risk	in	their	bond	
portfolios	as	active	managers,	they	may	use	the	weights	given	by	the	principal	components	as	a	way	to	hedge	
out	the	primary	sources	of	risk.	
To	 study	 the	 cross-country	 yield	 curve	 correlation	 structure	 of	 the	 yield	 curve,	 I	 compute	 the	
correlation	matrix	 for	each	principal	component	against	all	other	countries.	 I	have	 included	 these	 tables	 in	
Section	II	in	the	appendix.	The	PC1	average	pairwise	correlation	is	fairly	high	(~0.9)	and	the	average	pairwise	
correlation	progressively	decreases	in	size	for	PC2	and	PC3.	This	suggests	uniform	shifts	in	the	yield	curve	for	
countries	 are	 highly	 correlated,	 but	 the	 steepening,	 flattening,	 and	 ‘curving’	 of	 the	 term	 structure	 is	 less	
correlated	across	countries.	The	results	are	intuitive,	as	the	steepening	or	convexity	of	the	yield	curve	is	more	
directly	 associated	 to	 the	particular	macroeconomic	environment	of	 a	 given	 country.	A	more	 fundamental	
economic	explanation	for	high	pairwise	correlations	between	the	PCs	is	given	by	capital	flows.	A	relevant	quote	
from	the	WSJ	is	as	follows:		“Ultralow	global	yields	may	be	anchoring	U.S.	yields	even	as	the	Federal	Reserve	
raises	rates.	If	that	is	the	case,	the	flattening	yield	curve,	where	inversion	is	seen	as	a	harbinger	of	recession,	
may	be	sending	a	false	signal,	and	rising	Japanese	yields	could	steepen	the	U.S.	curve.”	
	 Relative	differences	 in	yields	across	countries	with	equally	credit-worthy	debt	may	cause	capital	 to	
flow	and	drive	down	yields.	If	we	imagine	a	situation	where	yields	are	‘ultra-low’	globally	but	(relatively)	higher	
in	the	US,	the	differential	may	induce	capital	flows	and	‘anchor’	US	yields.	If	this	is	the	case,	we	may	see	US	
yields	rise	if	yields	rise	internationally.	International	‘yield-chasing’	thus	provides	a	concrete	explanation	as	to	
why	the	principal	components	are	highly	correlated.	In	the	current	macroeconomic	environment,	where	one	
can	argue	that	there	is	a	‘global	savings	glut’,	we	expect	this	to	be	the	case	even	more	so	in	recent	years.1		
	
PCR	-	TIME	FIXED	EFFECTS	MODEL	
	
	 	I	estimate	a	fixed	effects	model	of	the	form:	
	
		
	
	
	
	
	
	
																																																																		
1	See	Ben	Bernanke’s	article	for	this:	https://www.federalreserve.gov/boarddocs/speeches/2005/200503102/	
𝑟",$%& = (𝛽*𝑃𝐶",*,$ +(𝛾$𝛿$&01$23 + 𝜖",$5*2& 	
𝛿$ = 61	𝑖𝑓	𝑖𝑛	𝑞𝑢𝑎𝑟𝑡𝑒𝑟	𝑡0	𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 	
		
The	left	hand	side	variable	is	the	one-quarter	ahead	returns	on	the	10-year	bond	in	each	country.	The	right	hand	
side	variables	are	the	3	principal	components	within	each	country,	and	a	collection	of	time	fixed	effects.	For	all	
regressions	 done,	 I	 simply	 use	 the	 10-year	 bond	 as	 a	 proxy	 for	 the	 ‘level’	 portfolio	 of	 the	 first	 principal	
component.	The	strong	factor	structure	in	the	yield	curve	allows	us	to	do	this.		
Note	that	the	coefficients	on	the	principal	components	estimated	in	this	model	do	not	depend	on	the	country.	The	
coefficients	here	thus	represent	the	loading	of	returns	on	principal	components	that	is	common	to	all	countries	
in	our	dataset.	The	aim	of	such	a	model	is	to	isolate	how	well	the	principal	components	explain	cross-sectional	
variation	in	expected	returns.	Instead	of	explicitly	constructing	all	time	dummies,	a	regression	of	this	form	can	
be	estimated	via	a		standard		econometric	procedure	whereby	all	variables	are	demeaned	by	quarter.	I	include	
the	summary	statistics	and	standard	errors	in	the	appendix.		
We	see	that	the	first	principal	component	is	significant	(t=6.7)	and	the	second	principal	component	is	significant	(t=-
2.1,	whereas	the	third	is	insignificant).	The	sign	on	the	first	principal	component	is	positive	and	the	sign	on	the	
second	principal	component	is	negative.	This	suggests	that	relatively	high	yields	(or	equivalently,	a	relatively	
high	average	yield)	and	a	relatively	steep	curve	are	related	to	higher	10-year	bond	returns	in	the	next	quarter.	
Since	 the	 first	 and	 second	principal	 component	here	 represent	 the	 level	 and	 slope	of	 the	 yield	 curve,	 it	 is	
possible	to	argue	that	these	state	variables	are	proxies	 for	some	source	of	underlying	macroeconomic	risk.	
While	what	risks	they	are	precisely	associated	with	is	heavily	debatable,	the	statistics	indicate	they	can	be	seen	
as	sources	of	risk	premia	within	the	yield	curve	internationally.		
	
	
	
PCR	-	TIME	FIXED	EFFECTS	MODEL	WITH	FACTORS	
	
Next,	I	estimate	a	fixed	effects	model	of	the	following	form:	
	
	
	
	
	
	
	
	
	
Identical	to	the	previous	regression,	I	have	the	one-period	ahead	quarterly	returns,	the	principal	components	
and	time	fixed	effects.	However,	here	I	include	raw,	annual	inflation	forecasts	retrieved	from	OECD	for	each	
country	in	the	panel.	The	intuition	behind	including	inflation	expectations	is	that	high	inflation	erodes	the	value	
of	bond’s	cash	flows,	and	we	expect	bond	returns	(in	particular	 longer-term	bond	returns)	to	be	associated	
with	 the	degree	of	 inflation	 expected	 in	 the	 economy.	 I	 also	 include	 a	momentum	 factor,	 as	 is	 commonly	
included	in	other	asset	classes.	The	momentum	factor	is	simply	the	trailing	1	year	return	on	the	10-year	bond.		
	 I	find,	consistent	with	Joslin,	Priebsch,	and	Singleton	(2014)	and	YCP	that	inflation	carries	a	negative	
risk	 premium,	 even	 in	 the	 presence	 of	 the	 principal	 components.	 This	 corroborates	 evidence	 against	 the	
spanning	hypothesis,	as	macro	variables	not	in	the	yield	curve	appear	important	for	expected	bond	returns.	
Consistent	with	YCP,	I	also	find	that	momentum	is	insignificant	both	statistically	and	economically	in	forecasting	
10	year	bond	returns.	
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	PARTIAL	LEAST	SQUARES	
	
Principal	component	analysis	is	a	widely	used	and	well	understood	technique	for	dimensionality	reduction.	We	
can	also	sometimes	(carefully)	interpret	the	principal	components	as	latent	vectors	that	are	driving	variation	
in	our	data.	However,	when	we	are	interested	in	developing	a	model	for	regression,	there	is	no	guarantee	that	
the	features	extracted	via	PCA	will	be	useful	in	forecasting	our	response	variable.	
	 Partial	Least	Squares,	or	PLS,	is	designed	to	tackle	this	problem.	PLS	was	developed	by	H.	Wold	in	the	
1960s	 for	 applications	 in	 econometrics,	 but	 has	 been	 popularized	 in	 later	 years	within	 chemometrics	 and	
related	engineering	applications.	While	there	is	a	large	and	well-established	literature	base	for	PCA,	there	is	
not	equivalent	support	for	PLS,	largely	because	there	are	a	large	number	of	algorithmic	variants	for	PLS	that	
produce	different	results.		
	 To	illustrate	the	difference	in	goals	between	PCA	and	PLS,	I	take	the	following	example	where	I	wish	
to	 extract	 one	 principal	 component	 and	 one	 PLS	 latent	 vector.	 The	 objective	 function	 for	 PCA	 can	 be	
interpreted	as	follows:	Find	vector	w	such	that:	
max𝑉𝑎𝑟(𝑋𝑤)	
where	X	is	our	data	matrix,	and	w	is	a	vector	of	weights	(e.g	the	loadings	of	the	first	principal	component).	Thus	
the	first	principal	component	gives	us	the	direction	of	maximum	variance	in	our	data.		
For	partial	least	squares,	we	can	formulate	an	objective	function	as:	find	normalized	w	such	that	
	
max 𝐶𝑜𝑣(𝑋𝑤, 𝑦)	
	
where	X	and	w	are	as	before,	and	y	is	the	response	variable.	We	can	rewrite	this	as:		
max	Correlation Xw, Y ∗ √ 𝑉𝑎𝑟 𝑋𝑤 𝑉𝑎𝑟(𝑦)	
PLS	thus	includes	the	objective	of	PCA	in	finding	the	direction	of	maximal	variance,	but	also	places	importance	
in	finding	vectors	that	maximize	the	correlation	to	the	response	variable.	While	PCA	and	PLS	can	both	be	seen	
as	data	mining	procedures,	we	have	to	be	more	vigilant	with	PLS	as	it	explicitly	takes	into	account	information	
about	our	response	variable	in	the	construction	of	the	latent	vectors.	Further	applications	of	this	and	similar	
procedures	in	asset	pricing	should	always	emphasize	economic	intuition	in	order	to	avoid	overfitting.	
	
PLS	VECTORS	
	
	 Similar	 to	 PCA,	 I	 compute	 three	 partial	 least	 squares	 vectors	 for	 each	 country	 in	 the	 dataset.	 The	
particular	algorithmic	variant	 I	use	 for	computing	partial	 least	 squares	vectors	 is	Non-iterative	Partial	 Least	
Squares	(NIPALS).	The	choice	of	three	is	for	the	purpose	of	remaining	parsimonious	with	the	results	from	the	
principal	components.	The	loadings	are	plotted	in	Table	III	of	the	appendix.	
	 The	partial	least	squares	vectors	are	almost	visually	identical	to	the	principal	components.	We	see	an	
astonishingly	similar	level,	slope,	and	curvature	result	as	we	saw	for	the	loadings	on	the	first,	second,	and	third	
principal	components.	One	distinct	visual	 feature	 is	 that	the	first	partial	 least	squares	vectors	appear	to	be	
slightly	underweight	the	1	year	and	10	year	yields	across	all	countries.		
	 I	also	compute	cross-country	correlation	matrices	for	each	of	the	three	partial	least	squares	vectors,	
as	done	for	PCA.	To	get	a	sense	for	the	cross-sectional	differences,	I	take	the	absolute	element-wise	differences	
between	each	PCA	matrix	and	each	PLS	matrix	(e.g.	subtract	PC1	–	PLS1,	PC2	–	PLS2,	PC3	–	PLS3).	I	then	look	
at	the	maximum	element	in	each	respective	difference	matrix.	The	largest	absolute	pairwise	difference	for	the	
PC1/PLS1	is	0.018.	The	largest	for	the	second	is	0.06,	and	the	largest	for	the	third	is	0.08.	This	shows	that	the	
partial	least	squares	vectors	exhibit	practically	the	same	cross-country	correlation	structure	that	the	principal	
components	do.	All	of	this	indicates	the	remarkable	robustness	of	the	level,	slope,	and	curvature	result.	
	
PLS	FIXED	EFFECTS	MODEL	
I	estimate	a	fixed	effects	model	of	the	following	form,	analogous	to	the	previous	sections.	
	
	
	
	
	
	
	
	
The	regression	statistics	are	in	Table	III	in	the	appendix.	First,	observe	that	the	first	and	second	latent	PLS	vector	
is	significant	similar	to	PC1	and	PC2.	This	makes	sense	as	they	are	highly	correlated	to	the	level	and	slope	of	
the	curve.	The	t-stat	on	the	curvature	factor	increased	(t=1.7)	although	still	not	significant.	The	magnitudes	of	
the	 coefficients	 are	 very	 small	 and	 consequently	 hard	 to	 interpret	 –	 I	 do	 not	 standardize	 the	 partial	 least	
squares	vectors	after	generating	them,	and	the	magnitudes	of	the	vector-values	are	quite	large,	resulting	in	
small	loadings.	There	is	also	an	issue	of	sign	–	while	the	sign	of	the	principal	component	is	arbitrary,	it	is	not	
entirely	clear	whether	the	sign	of	the	partial	least	squares	vector	is	arbitrary.	When	estimating	a	pooled	model	
as	done	here,	the	sign	of	the	individual	vectors	affects	the	estimates	on	the	coefficients.	Since	the	coefficients	
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in	 a	model	 such	 as	 the	 one	 indicated	 above	 given	 the	 loadings	 on	 the	 PLS	 vectors	 that	 is	 common	 to	 all	
countries,	this	may	be	one	possible	explanation	for	the	strictly	positive	signs	on	the	coefficients.		
	
TRADING	STRATEGY	
	
To	test	the	out-of-sample	efficacy	of	the	partial	least	squares	factors,	I	construct	a	simple	trading	strategy	using	
a	regression	model.	I	take	a	50-quarter	rolling	window,	and	estimate	the	following	model	at	each	roll:		
	
	
 
Where	again	the	left	hand	side	variable	is	the	1-quarter	ahead	10-year	bond	return	for	each	country,	and	the	
right	handside	variables	are	the	partial	least	squares	vectors.	I	then	make	a	forecast	1	quarter	in	the	future.	If	
the	forecast	is	positive,	I	long	the	10-year	bond	in	that	country.	If	the	forecast	is	negative,	I	short	the	10-year	
bond	in	the	country.	I	do	this	separately	for	each	country	and	report	some	average	quarterly	returns,	quarterly	
standard	deviations,	and	quarterly	sharpes	in	the	appendix.	
	 The	results	for	most	of	the	simple	forecasting	strategies	are	not	great.	We	see	a	high	of	~0.6	Sharpe	
for	 the	PLS	strategy	 in	Canada,	 to	a	 low	of	~-0.2	 for	 the	PLS	strategy	 in	 Japan.	However,	all	of	 the	average	
returns	are	relatively	low,	at	a	high	of	2%.	One	possible	explanation	is	that	simple	regressions	like	this,	where	
one	includes	only	the	partial	least	squares	factors	(and	not	any	other	economically	relevant	variables	that	have	
been	discussed	in	the	literature)		makes	the	model	unsuitable	for	point	forecasting.	The	gamble	of	this	simple	
trading	rule	 is	 that	on	average,	 the	 forecast	ought	 to	get	 the	sign	of	 the	return	right,	and	when	the	sign	 is	
wrong,	the	magnitude	of	the	deviation	is	close	to	0.	As	such,	the	relevant	criterion	for	success	are	standard	
model	goodness-of-fit	measures	such	as	R-squared	etc.	We	can	likely	improve	our	point	forecasts	by	including	
variables	such	as	the	term	spread,	inflation	expectations,	and	the	lagged	market	return.	
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CONCLUSION	&	FUTURE	WORK	
	
	 Ultimately,	the	biggest	takeaway	from	this	work	is	the	incredible	robustness	of	the	level,	slope,	and	
curvature	result	first	found	by	Litterman	in	1990.	We	see	this	result	not	only	across	all	countries	in	this	panel,	
but	also	between	two	distinct	dimensionality	reduction	procedures.	The	fixed	effects	model	corroborate	the	
results	in	the	literature,	indicating	that	the	level	and	slope	factors	are	state	variables	which	constitute	proxies	
for	 risk	 premia	 –	 and	 this	 fact	 is	 evident	 internationally.	 The	 out-of-sample	 results	 from	 simple	 regression	
trading	rules	highlight	the	difficult	 in	converting	these	economically	relevant	variables	into	effective	trading	
strategies	for	investors.	This	work	also	further	adds	to	the	small	body	of	literature	utilizing	partial	least	squares	
in	 finance	 and	 asset	 pricing.	 More	 sophisticated	 techniques	 such	 as	 PLS	 and	 various	 machine	 learning	
procedures	may	 provide	more	 accurate	 estimation	 of	 risk	 premia,	 and	 thus	more	 effective	 techniques	 for	
portfolio	management.			
Further	work	can	be	done	on	producing	trading	strategies	from	the	results	here.	An	easy	extension	is	
simply	to	include	more	independent	variables	in	the	regression	for	the	trading	rules.	The	term	spread,	lagged	
stock	market	 return,	 and	 some	 linear	 combination	 of	 forward	 rates	may	 be	 relevant	 variables	 to	 use.	 	 In	
addition,	 one	 can	 try	 to	 construct	 a	 strategy	 via	 the	 portfolio	 rank-sort	 procedure	 popularized	 by	 Fama-
Macbeth	in	1973.	One	can	try	to	form	long-short	portfolios	by	rank-sorting	cross-sectionally	on	the	values	of	
each	of	the	principal	components,	and	then	longing/shorting	based	off	the	sign	of	the	coefficients	computed	
in	the	time	–fixed	effects	regression	in	this	work.	Optimization	of	the	trading	rule	can	be	done	in	various	ways,	
but	all	research	must	prioritize	economic	intuition	in	assessing	results,	especially	when	data	mining	procedures	
such	as	PCA	or	PLS	are	used.		
	
	
		
APPENDIX:  
	
SECTION I: PRINCIPAL COMPONENT LOADINGS 
	
	
	
 
	
	
		
	
	
	
	
SECTION II: PRINCIPAL COMPONENT MATRICES 
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SECTION III: PCR FIXED EFFECTS MODEL  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
	
SECTION IV: PCR - FIXED EFFECTS MODEL WITH FACTORS 
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
 
 
  
SECTION V: PLS LOADINGS 
 
 
	
 
 
	
 
	
	 
	 	
SECTION VI: PLS CORRELATION MATRIX 
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SECTION VII: PLS FIXED EFFECTS MODEL 
	
	
 
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	SECTION VIII: PLS STRATEGY RETURNS 
	
	 Australia	 Canada	 Germany	 Japan	 Sweden	 UK	 US	
Means	 0.018	 0.020	 0.013	 -0.008	 0.010	 0.015	 0.007	
Std	Dev.	 0.047	 0.034	 0.041	 0.031	 0.050	 0.049	 0.065	
Sharpe	 0.386	 0.591	 0.325	 -0.249	 0.207	 0.299	 0.104	
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