This paper studies the performance of Approximate Message Passing (AMP), in the regime where the problem dimension is large but finite. We consider the setting of highdimensional regression, where the goal is to estimate a highdimensional vector β0 from an observation y = Aβ0 + w. AMP is a low-complexity, scalable algorithm for this problem. It has the attractive feature that its performance can be accurately characterized in the asymptotic large system limit by a simple scalar iteration called state evolution. Previous proofs of the validity of state evolution have all been asymptotic convergence results. In this paper, we derive a concentration result for AMP with i.i.d. Gaussian measurement matrices with finite dimension n × N . The result shows that the probability of deviation from the state evolution prediction falls exponentially in n. Our result provides theoretical support for empirical findings that have demonstrated excellent agreement of AMP performance with state evolution predictions for moderately large dimensions.
I. INTRODUCTION
Consider the high-dimensional regression problem, where the goal is to estimate a vector β 0 ∈ R N from a noisy measurement y ∈ R n given by
Here A is a known n × N measurement matrix, and w ∈ R n is the measurement noise. The ratio n N ∈ (0, ∞) is denoted by δ.
Approximate Message Passing (AMP) [1] - [5] is a class of low-complexity, scalable algorithms to solve the above problem, under suitable assumptions on β 0 . AMP algorithms are derived as Gaussian or quadratic approximations of loopy belief propagation algorithms (e.g., min-sum, sum-product) on the dense factor graph corresponding to the model (1) .
Given the observed vector y, AMP generates successive estimates of the unknown vector, denoted by β t ∈ R N for t = 1, 2, . . .. Set β 0 = 0, the all-zeros vector. For t = 0, 1, . . ., AMP computes
for an appropriately-chosen sequence of functions {η t } t≥0 : R → R. In (2) and (3), A * denotes the transpose of A, η t acts component-wise when applied to a vector, and η ′ t denotes its (weak) derivative. Quantities with a negative index are set to zero. For a demonstration of how the AMP updates (2) and (3) are derived from a min-sum-like message passing algorithm, we refer the reader to [3] .
For a Gaussian measurement matrix A with entries that are i.i.d. ∼ N (0, 1/n), it was rigorously proven [3] , [6] that the performance of AMP can be characterized in the large system limit via a simple scalar iteration called state evolution. In particular, the result implies that performance measures such as the L 2 -error 1 N ∥β 0 − β t ∥ 2 and the L 1 -error 1 N ∥β 0 − β t ∥ 1 converge almost surely to constants that can be computed via the distribution of β 0 . (The large system limit is defined as n, N → ∞ such that n N = δ, a constant.) In this paper, we give a finite-sample version of the above result. We derive a concentration result (Theorem 1) that implies that the probability of ϵ-deviation between 1 N ∥β 0 − β t ∥ 2 and its limiting constant value falls exponentially in n. Our result provides theoretical support for empirical findings that have demonstrated excellent agreement of AMP performance with state evolution predictions for moderately large dimensions, e.g., n of the order of several hundreds [1] .
Before proceeding, let us state the assumptions under which our result is proved.
1) Measurement Matrix: The entries of the measurement matrix A ∈ R n×N are i.i.d. Gaussian ∼ N (0, 1/n). 2) Signal: The entries of the signal β 0 ∈ R N are i.i.d.
according to a sub-Gaussian 1 distribution p β . 3) Measurement Noise: The entries of the noise vector w are i.i.d. according to p w , with mean 0 and E[w 2 i ] = σ 2 < ∞ for i ∈ [n]. Moreover, we assume that for ϵ ∈ (0, 1),
for some K, κ > 0. This is true, for example, when p w is sub-Gaussian. 4) The Functions η t : The denoising function η t : R → R in (3) is assumed to be Lipschitz continuous for each t ≥ 0 and, therefore, also weakly differentiable; the weak derivative is denoted η ′ t . Further, η ′ t is assumed to be differentiable, except possibly at a finite number of points, with bounded derivative where it exists. We discuss in the next section how knowledge of the signal distribution p β and the noise distribution p w can help choose 1 A random variable X is sub-Gaussian if there exist positive constants c, κ such that P (|X| > t) ≤ ce −κt 2 , ∀t > 0. Examples of sub-Gaussian random variables include zero-mean Gaussian and bounded random variables [7] . good denoising functions {η t }. However, we emphasize that our result holds for the AMP with any choice of {η t } satisfying the above condition, even those that do not depend on p β and p w .
II. STATE EVOLUTION AND THE CHOICE OF η t
In this section, we briefly describe state evolution, the formalism that predicts the behavior of the AMP in the large system limit. We only review the main points followed by a few examples; a more detailed treatment can be found in [2] , [3] .
Given p β , let β ∈ R ∼ p β . Let σ 2 0 = E[β 2 ]/δ, and iteratively define the quantities {τ 2 t } t≥0 and {σ 2 t } t>0 as follows.
where β ∼ p β and Z ∼ N (0, 1) are independent random variables, and δ = n/N . The AMP update (3) is underpinned by the following key property of the vector A * z t + β t : for large n, A * z t + β t is approximately distributed as β 0 + τ t Z, where Z is an i.i.d. N (0, 1) random vector independent of β 0 . In light of this property, a natural way to generate β t+1 from the "effective observation" A * z t + β t = s is via the conditional expectation:
i.e., β t+1 is the MMSE estimate of β 0 given the noisy observation β 0 + τ t Z. Thus if p β is known, the Bayes optimal choice for η t (s) is the conditional expectation in (7) . In the definition of the "modified residual" z t , the third term on the RHS of (2) is crucial to ensure that the effective observation A * z t + β t has the above distributional property. For intuition about the role of this 'Onsager term', the reader is referred to [3, Section I-C].
We now review two examples to illustrate how full or partial knowledge of p β can guide the choice of the denoising function η t . In the first example, suppose we know that each element of β 0 is chosen uniformly at random from the set {+1, −1}. Computing the conditional expectation in (7) with this p β , we obtain η t (s) = tanh(s/τ 2 t ) [3] . The constants τ 2 t are determined iteratively from the state evolution equations (5)- (6) . As a second example, consider the compressed sensing problem, where δ < 1, and p β is such that Pr(β 0 = 0) = 1−ξ. The parameter ξ ∈ (0, 1) determines the sparsity of β 0 . For this problem, the authors in [1] , [2] suggested the choice η t (s) = η(s; θ t ), where the soft-thresholding function η is defined as
The threshold θ t at step t is set to θ t = ατ t , where α is a tunable constant and τ t is determined by (5) . However, computing τ t using (5) requires knowledge of p β . In the absence of such knowledge, we can estimate τ 2 t by ∥z t ∥ 2 n : our concentration result (Lemma 2(f)) shows that this approximation is very good for large n. To fix α, one could run the AMP with several different values of α, and choose the one that gives the smallest value of ∥z t ∥ 2 n for large t. We note that in each of the above examples η t is Lipschitz, and its derivative satisfies the assumption stated in Section I.
where ∥·∥ denotes the Euclidean norm.
Our result, Theorem 1, is a concentration inequality for pseudo-Lipschitz loss functions. Theorem 1. With the assumptions stated in Section I, the following holds for any pseudo-Lipschitz function ϕ :
The expectation in (9) is computed with independent random variables β ∼ p β and Z ∼ N (0, 1), and τ t is given by (5)- (6) .
The positive constants K t , κ t do not depend on n or ϵ, but their values are not exactly specified.
The probability in (9) is with respect to the product measure on the space of the measurement matrix A, signal β 0 , and the noise w.
Remarks: 1) By considering the pseudo-Lipschitz function ϕ(a, b) = (a−b) 2 , Theorem 1 proves that state evolution tracks the mean square error of the AMP estimates with exponentially small probability of error in the sample size n. Indeed, for all t ≥ 0,
where σ 2 t is given by (6) . Similarly, taking ϕ(a, b) = |a − b|, the theorem implies that the normalized
2) Asymptotic convergence results of the kind given in [3] , [6] are implied by Theorem 1. Indeed, from Theorem 1 we have
Therefore the Borel-Cantelli lemma implies that
2016 IEEE International Symposium on Information Theory IV. PROOF OF THEOREM 1 The main ingredients in the proof are two technical lemmas (Lemmas 1 and 2). We lay down the notation, state the two lemmas, and use them to prove Theorem 1. The proofs of the lemmas are omitted due to space constraints, but we give some intuition and comments about the statements. Detailed proofs can be found in [8] .
A. Definitions and Notation for Lemmas 1 and 2
For consistency and ease of comparison, we use notation similar to [3] . Define the following column vectors recursively for t ≥ 0, starting with β 0 = 0 and z 0 = y.
Recall that β 0 ∈ R N is the vector we would like to recover and w ∈ R n is the measurement noise. The vector h t+1 is the noise in the effective observation A * z t + β t , while q t is the error in the estimate β t . The proof will show that h t and m t are approximately i.i.d. N (0, τ 2 t ), while q t and b t are approximately i.i.d. N (0, σ 2 t ). For t > 0, define the matrices
The notation [c 1 | . . . | c k ] is used to denote a matrix with columns c 1 , . . . , c k . Let
We use the notation m t ∥ and q t ∥ to denote the projection of m t and q t onto the column space of M t and Q t , respectively. Let
be the coefficient vectors of these projections, i.e.,
The projections of m t and q t onto the orthogonal complements of M t and Q t , respectively, are denoted by
Lemma 2 shows that for large n, the entries of α t and γ t concentrate around constants. We now specify these constants. Let {Z t }, t ≥ 0 be a sequence of zero-mean jointly Gaussian random variables such that for r, t ≥ 0 the covariance
where E r,t
with η −1 (·) = 0. From the definitions of τ t , σ t in (5) and (6), note that E t,t = σ 2 t and thus E[
With these definitions, the concentrating values for γ t and α t arê
Finally, let (σ ⊥ 0 ) 2 := σ 2 0 and (τ ⊥ 0 ) 2 := τ 2 0 , and for t > 0 define
(21) The proof of Theorem 1 consists of two main lemmas. Lemma 1 specifies the conditional distribution of the vectors h t+1 and b t given the matrices in (12) as well as β 0 , w. This conditional distribution shows that h t+1 and b t can each be expressed as the sum of an i.i.d. Gaussian random vector and a deviation term. Lemma 2 provides concentration results showing that the deviation terms in Lemma 1 are small with high probability, as well as concentration inequalities for various inner products and functions involving {h t+1 , q t , b t , m t }.
B. Conditional Distribution Lemma
Define S t1,t2 to be the sigma-algebra generated by b 0 , ..., b t1−1 , m 0 , ..., m t1−1 , h 1 , ..., h t2 , q 0 , ..., q t2 , and β 0 , w. The following lemma specifies the conditional distributions of b t and h t+1 given S t,t and S t+1,t , respectively.
Given two random vectors X, Y and a sigma-algebra S , the notation X| S d = Y implies that the conditional distribution of X given S equals the distribution of Y . Lemma 1. For the vectors h t+1 and b t defined in (11) , the following hold for t ≥ 1: N (0, 1 ) random vectors that are independent of the corresponding conditioning sigma algebras. The deviation terms are
where I is the identity matrix and for any matrix A, P ∥ A is the orthogonal projection matrix onto the column space of A. For t > 0,
In the above, the termsγ t i andα t i for 0 ≤ i ≤ t − 1 are defined in (19), and (τ ⊥ t ) 2 and (σ ⊥ t ) 2 in (21). The proof of the lemma is given in [8, Section 2] . The proof is based on the conditional distribution of A given S t,t or S t+1,t , which was derived in [3, Lemmas 10, 12] .
The conditional distribution representation in Lemma 1 implies that for each t ≥ 0, h t+1 is the sum of an i.i.d. N (0, τ 2 t ) random vector and a deviation term. This is straightforward to verify for the special case where the de-noising function η t (·) chosen as the conditional expectation of β given the noisy observation β + τ t Z, as in (7) . In this case, the quantities in (18)-(21) have the following simple representations:
1) It can be shown that E r,t in (18) equals σ 2 t for 0 ≤ r ≤ t. This is done by applying the orthogonality principle to the definition of E r,t , after verifying that the following Markov property holds for the jointly GaussianZ r ,Z t with covariance given by (17):
2) From the orthogonality principle, it also follows that for 0 ≤ r ≤ t,
, and
3) With E r,t = σ 2 t for r ≤ t, the quantities in (19)-(21) simplify to the following for t > 0:
Using (25) in Lemma 1, we get
Assuming h t d = τ t−1Zt−1 +∆ t , then substituting in (26) gives
To obtain the last equality above, we combine the independent GaussiansZ t−1 , Z t using the expression for τ ⊥ t in (25). It can be similarly seen that b t is the sum of an i.i.d. N (0, σ 2 t ) random vector plus a deviation term. The next lemma shows that these deviation terms are small with high probability.
C. Concentration Lemma
We use the shorthand X n . = c to denote the concentration inequality P (|X n − c| ≥ ϵ) ≤ K t e −κtnϵ 2 .
Lemma 2. With the . = notation defined above, the following statements hold for t ≥ 0.
The random variablesZ 0 , . . . ,Z t are jointly Gaussian with zero mean and covariance given by (17) and β ∼ p β independent.
ii) Let ψ h : R → R be a bounded function that is differentiable except possibly at a finite number of points, with bounded derivative where it exists. Then,
] .
(e) For all 0 ≤ r ≤ t,
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where σ ⊥ t+1 , τ ⊥ t are defined in (21). Many of the statements in Lemma 2 are similar to those in [3, Lemma 1], but we provide concentration inequalities rather than asymptotic convergence statements. The proof of the lemma is given in [8] . It is based on induction starting at time t = 0, sequentially proving the statements (a)-(h). Though the proof of Theorem 1 below requires only the concentration result (c) above, the remaining concentration inequalities are required for the inductive proof.
Recalling that h t is the noise in the effective observation A * z t + β t , and q t is the estimation error β t − β 0 , the lemma specifies the correlation between these vectors in different steps of the AMP algorithm.
D. Proof of Theorem 1
Applying Part (c)(i) of Lemma 2 to a pseudo-Lipschitz (PL) function of the form ϕ h (h t+1 , β 0 ), we get
(27) where the random variables Z ∼ N (0, 1) and β ∼ p β are independent. Now let
where ϕ is the PL function in the statement of the theorem. The function ϕ h (h t+1 i , β 0i ) in (28) is PL since ϕ is PL and η t is Lipschitz. We therefore obtain
The proof is completed by noting from (3) and (11) that
V. CONCLUDING REMARKS
In addition to its low implementation complexity, an attractive feature of AMP is that its asymptotic behavior can be characterized by a simple scalar iteration (state evolution). In this paper, we presented a non-asymptotic concentration result for AMP with i.i.d. Gaussian measurement matrices that shows the probability of deviation from the state evolution prediction falls exponentially in n.
The next goal is to obtain bounds for the constants in K t , κ t in Theorem 1, at least explicitly characterize how they depend on t. Such bounds would make the non-asymptotic result more powerful by illustrating how the bounds behave when t and n are both large. The main difficulty here is tracking the constants throughout the induction step: the concentration inequalities we derive for each time step t depend on those proved for the previous step.
Though the concentration result in this paper is proved for the high-dimensional regression model (1), we expect that it can be extended to other settings where it has been rigorously proven that state evolution accurately characterizes the AMP performance in the asymptotic limit, e.g, the LASSO normalized risk [6] , robust high-dimensional M -estimation [9] , AMP with spatially coupled matrices [10] , and Generalized Approximate Message Passsing [11] , [12] . We can also use similar techniques to obtain error-exponents for AMP decoding of sparse regression codes, which were asymptotically shown to achieve the AWGN capacity in [13] . These extensions will be discussed in a longer version of this paper.
