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1. Introduction
Let D be the open unit disk. We denote by D its closure and by ∂D its boundary. Let H(D) be the set of all analytic
functions on D and S(D) be the set of all analytic self-maps of D. Every analytic self-map ϕ ∈ S(D) induces the composition
operator Cϕ on H(D) deﬁned by
Cϕ f (z) = f
(
ϕ(z)
)
.
Let H∞ be the set of all bounded analytic functions on D. Then H∞ is a Banach algebra with the supremum norm
‖ f ‖∞ = sup
z∈D
∣∣ f (z)∣∣.
Every composition operator is bounded on H∞ and ‖Cϕ‖ = 1. It is known that Cϕ is compact on H∞ if and only if
‖ϕ‖∞ < 1.
Let X be an analytic functional Banach space on D, that is, each element is analytic on D and the evaluation at each
point of D is a non-zero bounded linear functional on X . Let C(X ) be the collection of all bounded composition operators
on X , endowed with the operator norm topology. Then C(X ) is a semigroup with respect to the products, but is not a linear
space. In the case that X is the Hilbert Hardy space H2, Shapiro and Sundberg [11] raised the following three problems:
(i) Characterize the path components of C(H2).
(ii) Which composition operators are isolated in C(H2)?
(iii) Which differences of composition operators are compact on H2?
Though many mathematicians have tried to solve these problems and gotten several results, all of these three problems are
still open.
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described in terms of the pseudo-hyperbolic distance on D. For p ∈ D, let αp be the automorphism of D exchanging 0 for p.
Then αp has the following form:
αp(z) = p − z
1− pz .
The pseudo-hyperbolic distance ρ(z,w) between z and w in D is deﬁned by
ρ(z,w) = ∣∣αz(w)∣∣=
∣∣∣∣ z − w1− zw
∣∣∣∣.
Here we deﬁne the induced distance dρ on S(D), that is,
dρ(ϕ,ψ) = sup
z∈D
ρ
(
ϕ(z),ψ(z)
)
for ϕ and ψ in S(D). In [9] the operator norms of the differences of composition operators on H∞ are estimated as
following:
‖Cϕ − Cψ‖ =
2− 2
√
1− dρ(ϕ,ψ)2
dρ(ϕ,ψ)
.
Hence C(H∞) can be identiﬁed with the space S(D,dρ). We denote Cϕ ∼X Cψ if they are in the same component of C(X ).
In [9], it is proved that Cϕ ∼H∞ Cψ if and only if dρ(ϕ,ψ) < 1.
Let Y be a convex subset of a locally convex space. We recall that an element y of Y is called an extreme point of Y
if y cannot be written as y = (1 − r)y1 + ry2 with 0 < r < 1 and distinct elements y1, y2 ∈ Y . For a normed space Z , we
denote by UZ the closed unit ball of Z . By de Leeuw–Rudin’s theorem (see [4] or [6, Chapter 9]), ϕ is an extreme point of
UH∞ if and only if
2π∫
0
log
(
1− ∣∣ϕ(eiθ )∣∣)dθ = −∞. (1)
MacCluer, Ohno and Zhao proved that if Cϕ is isolated in C(H∞), then ϕ is an extreme point of UH∞ . In [7], the converse
was proved. The connected components of C(H∞) are characterized by the equivalence relation which is in the similar form
of the Gleason parts of the maximal ideal space of H∞ . In this sense, the isolated point of C(H∞) corresponds to the single
Gleason part. We recall the notion of exposed points of UZ . An element x of UZ is called an exposed point of UZ if there
exists a linear functional L in Z∗ such that L(x) = ‖L‖Z∗ = 1 and Re L(y) < 1 for any y ∈ UZ , y = x. It is easy to see that
an exposed point of UZ is an extreme point of UZ . Amar and Lederer proved that ϕ is an exposed points of UH∞ if and
only if |E(ϕ)| > 0, where E(ϕ) is the set of all ζ in ∂D such that |ϕ(ζ )| = 1 and |E(ϕ)| is the Lebesgue measure of E(ϕ)
(see [1] and [5, p. 213]).
On the other hand, from the fact that C(X ) is not a linear space we derive the problem of when the linear combination
of composition operators is a composition operator. In Section 2, we consider this problem for H∞ . This problem for the
case of the ﬁnite linear combinations was given as an exercise in [3, Chapter 1], which concludes that there is no ﬁnite
linear combination of composition operators which is a composition operator. Next we study this problem for the case of
the inﬁnite linear combinations. To do this, we prepare some notations. Denote by 〈C(X )〉 the collection of all ﬁnite linear
combinations of composition operators on X and denote by 〈C(X )〉+ the collection of all ﬁnite linear combinations of
composition operators on X with positive coeﬃcients. Moreover, let L(X ) and L+(X ) denote the operator norm closure of
〈C(X )〉 and 〈C(X )〉+ , respectively. We remark that the closed convex hull of C(H∞) is the closed unit sphere ∂UL+(H∞) (see
Proposition 2.5). We consider the problem of which composition operators are the extreme points of UL+(H∞) . The main
theorem of this paper (Theorem 2.9) shows that the extremeness of Cϕ in UL(H∞) requires the extremeness of ϕ of UH∞ .
This result gives the answer for the inﬁnite linear combination problem, that is, there is the inﬁnite linear combination of
composition operators which is a composition operator. We also show that the exposed points of UH∞ induce the extreme
composition operators in UL+(H∞) . In Section 3, we consider the case of another function space, the disk algebra A. We will
study the set C(A) and can obtain the complete answer when Cϕ is an extreme point of L(A).
2. Extremeness of composition operators on H∞
At ﬁrst, we observe that composition operators are linearly independent in 〈C(H∞)〉.
Proposition 2.1. Let ϕ1, . . . , ϕn be distinct analytic self-maps and let λ1, . . . , λn ∈ C. If λ1Cϕ1 + · · · + λnCϕn is the zero operator
on H∞ , then λ1 = · · · = λn = 0.
74 T. Hosokawa / J. Math. Anal. Appl. 347 (2008) 72–80Proof. Put T = λ1Cϕ1 + · · · + λnCϕn and fm(z) = zm . By the identity theorem, there is a subset E of D with zero measure
such that ϕ j = ϕk on D \ E for all j, k such that j = k. Fix a point p ∈ D \ E . Since T fm(p) = 0 for any m = 0,1, . . . ,n − 1,
we have that⎛
⎜⎜⎝
1 1 · · · 1
ϕ1(p) ϕ2(p) · · · ϕn(p)
.
.
.
.
.
.
.
.
.
ϕ1(p)n−1 ϕ2(p)n−1 · · · ϕn(p)n−1
⎞
⎟⎟⎠
⎛
⎜⎜⎝
λ1
λ2
.
.
.
λn
⎞
⎟⎟⎠=
⎛
⎜⎜⎝
0
0
.
.
.
0
⎞
⎟⎟⎠ .
By the deﬁnition of p and Vandermonde’s determination,∣∣∣∣∣∣∣∣
1 1 · · · 1
ϕ1(p) ϕ2(p) · · · ϕn(p)
.
.
.
.
.
.
.
.
.
ϕ1(p)n−1 ϕ2(p)n−1 · · · ϕn(p)n−1
∣∣∣∣∣∣∣∣
=
∏
j<k
(
ϕk(p) − ϕ j(p)
) = 0.
Since this matrix is invertible, we have that λ1 = · · · = λn = 0. 
Hence we conclude that there is no ﬁnite linear combination of composition operators which is a composition operator.
Let H be the convex hull of {Cϕ1 , . . . ,Cϕn }. For T ∈ H , put
T =
n∑
k=1
λkCϕk .
Then we have that 0 λk  1 for any k = 1, . . . ,n and ∑nk=1 λk = 1. Moreover
‖T‖ = T1 =
n∑
k=1
λk = 1.
We determine the extreme points of H .
Corollary 2.2. Let ϕ1, . . . , ϕn be distinct analytic self-maps and H be the convex hull of Cϕ1 , . . . ,Cϕn . Then the set of all extreme points
of H is the vertexes {Cϕ1 , . . . ,Cϕn }.
Proof. By Proposition 2.1, we have that each Cϕk is an extreme point of H . We suppose that T ∈ H \ {Cϕ1 , . . . ,Cϕn }. Without
loss of generality, we assume that λ1 > 0 and put
S = 1
1− λ1
n∑
k=2
λkCϕk .
Then we have that ‖S‖ = 1 and T = λ1Cϕ1 + (1− λ1)S . This means that T is not an extreme point of H . 
Next, let F = 〈Cϕ1 , . . . ,Cϕn 〉 be the ﬁnitely generated vector space over C. We consider the extreme points of UF . It is
easy to see that∥∥∥∥∥
n∑
k=1
λkCϕk
∥∥∥∥∥
n∑
k=1
|λk|. (2)
We can also see that the equality of (2) holds if λ1/|λ1| = · · · = λn/|λn|. Recently, Izuchi and Ohno characterized in [8] when
the equality of (2) holds.
Theorem 2.3. (See Izuchi and Ohno [8].) Let ϕ1, . . . , ϕn be distinct analytic self-maps and λ1, . . . , λn be non-zero complex numbers.
Suppose that λk/|λk| = λk′/|λk′ | for some k = k′ . Then∥∥∥∥∥
n∑
k=1
λkCϕk
∥∥∥∥∥=
n∑
k=1
|λk| (3)
if and only if there exists a sequence {z j} in D such that ρ(ϕk(z j),ϕk′ (z j)) → 1 as j → ∞ for every k, k′ with λk/|λk| = λk′/|λk′ |.
If the equality (3) holds for any linear combination in F , we can determine the extreme points of UF by the similar
proof of Corollary 2.2.
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there exists a sequence {z j} in D such that ρ(ϕk(z j),ϕk′ (z j)) → 1 as j → ∞ for every k,k′ with λk/|λk| = λk′/|λk′ |. Then the extreme
points of U F are in the form of eiθCϕk for θ ∈ [0,2π) and k = 1, . . . ,n.
To investigate the inﬁnite linear combinations of composition operators, we give the estimation of the operator norm of
the element of L+(H∞) in the following proposition.
Proposition 2.5. If T is in L+(H∞), then ‖T‖ = T1.
Proof. Let {T j} ⊂ 〈C(H∞)〉+ be the Cauchy sequence which converges to T ∈L+(H∞). Put
T j =
n j∑
k=1
λ j,kCϕ j,k ,
where λ j,k > 0. Then we have that
‖T j‖ = T j1=
n j∑
k=1
λ j,k
for each j. Since ‖T1− T j1‖∞  ‖T − T j‖ → 0, we have that T1 is a constant function whose value is the limit of T j1. The
assertion follows from∣∣‖T‖ − ‖T j‖∣∣ ‖T − T j‖ → 0. 
Here we will construct some example of elements of L+(H∞) induced by the continuous curve {Cϕt }t∈[0,1] in C(H∞).
We deﬁne that
Tn =
n∑
k=1
1
n
Cϕ k
n
.
Then Proposition 2.5 implies that ‖Tn‖ = 1. For f ∈ H∞ and p ∈ D, we have that
Tn f (p) =
n∑
k=1
1
n
f
(
ϕ k
n
(p)
)→
1∫
0
f
(
ϕs(p)
)
ds
as n → ∞. Since {Tn f } is a Cauchy sequence in H∞ , we have that
1∫
0
f
(
ϕs(z)
)
ds ∈ H∞.
We denote by I{ϕt } the following integral operator:
I{ϕt } f (z) =
1∫
0
f
(
ϕs(z)
)
ds.
Then the Banach–Steinhaus theorem implies the following lemma.
Lemma 2.6. If {Cϕt }t∈[0,1] is a continuous curve in C(H∞), then the corresponding integral operator I{ϕt } is in UL+(H∞) .
Example 2.7.
(i) Suppose that Cϕ ∼H∞ Cψ . Put ϕt = (1 − t)ϕ + tψ . Then {Cϕt }t∈[0,1] is a continuous curve in C(H∞) (see Lemmas 5
and 6 of [9]) and
I{ϕt } f (z) =
{
F (ψ(z))−F (ϕ(z))
ψ(z)−ϕ(z) if ϕ(z) = ψ(z),
f (ϕ(z)) if ϕ(z) = ψ(z),
where F (z) is the primitive function of f (z).
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Then ‖ϕt‖∞ < 1 and ϕt ∈ S(D) for all t . Since every ϕt(D) is a relatively compact subset of D, dρ(ϕs,ϕt) → 0 as s → t .
Thus {Cϕt }t∈[0,1] is a closed continuous curve in C(H∞). By the Cauchy’s formula, we have that I{ϕt } = Cϕ .
We remark that the condition ‖ϕ‖∞ < 1 induces that Cϕ is not an extreme point of UL+(H∞) .
Proposition 2.8. If Cϕ is compact on H∞ , then Cϕ is not an extreme point of UL+(H∞) .
Proof. Let f ∈ H∞ and p ∈ D. From (ii) of Example 2.7, we have that
Cϕ f (p) =
1
2∫
0
f
(
ϕ(p) + rpe2π is)ds +
1∫
1
2
f
(
ϕ(p) + rpe2π is)ds.
Let σt(z) = ϕ(z) + reπ it z and τt(z) = ϕ(z) − reπ it z. By changing variables,
Cϕ = 1
2
I{σt } +
1
2
I{τt }. (4)
It is easy to see that
I{σt }z = ϕ(z) −
2rz
π i
and I{τt }z = ϕ(z) +
2rz
π i
.
Since I{σt } = I{τt } , we can conclude that Cϕ is not an extreme point. 
The proposition above can be applied to more general cases. The following theorem gives a necessary condition for Cϕ
to be an extreme point of UL+(H∞) .
Theorem 2.9. If Cϕ is an extreme point of UL+(H∞) , then ϕ is an extreme point of UH∞ .
Proof. Suppose that ϕ is not an extreme point, then the de Leeuw–Rudin’s theorem implies that
2π∫
0
log
(
1− ∣∣ϕ(eiθ )∣∣)dθ > −∞.
Put
ω(z) = exp
(
1
2π
2π∫
0
eiθ + z
eiθ − z log
(
1− ∣∣ϕ(eiθ )∣∣)dθ
)
. (5)
Then ω is an outer function in H∞ and |ϕ| + |ω| 1 on D. Here we ﬁx a positive number r ∈ (0,1) and deﬁne that ϕt =
ϕ + re2π itω. We will see that {Cϕt } is a closed continuous curve in C(H∞). To see this, it is suﬃcient that dρ(ϕ0,ϕt) → 0
as t → 0. Let D1 = {z ∈ D: |ϕ(z)| < r} and D2 = D \ D1. For j = 1,2, we put
d j(ϕ,ψ) = sup
z∈D j
ρ
(
ϕ(z),ψ(z)
)
.
Since D1 is a compact subset of D, it is easy to check that d1(ϕ0,ϕt) → 0 as t → 0. On the other hand, using |ϕ(z)| r on
D2 and 1− |ϕ| |ω|,
d2(ϕ0,ϕt) = sup
z∈D2
∣∣∣∣ rω(z)(1− e2π it)1− (ϕ(z) + rω(z))(ϕ(z) + re2π itω(z))
∣∣∣∣
 sup
z∈D2
r|ω(z)||1− e2π it |
1− |ϕ(z)|2 − 2r|ϕ(z)||ω(z)| − r2|ω(z)|2
 sup
z∈D2
r|1− e2π it |
1+ |ϕ(z)| − 2r|ϕ(z)| − r2(1− |ϕ|)
= sup
z∈D2
r|1− e2π it |
(1− r2)+ (1− r)2|ϕ(z)|
 r|1− e
2π it |
1− r2 → 0
as t → 0. Hence we get dρ(ϕ0,ϕt) → 0 as t → 0 and this implies that {Cϕt } is continuous.
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that Cϕ has the form (4), and so is not an extreme point. This concludes the proof. 
We remark that if ϕ is not an extreme point of UH∞ , then Cϕ is not an extreme point of UL+(H∞) , and so is not an
extreme point of UL(H∞) .
Next we give a suﬃcient condition for Cϕ to be an extreme point of the closed convex hull UL+(H∞) of C(H∞). For a
ﬁxed ϕ ∈ S(D), let Lϕ be the norm closure of 〈C(H∞) \ Cϕ〉+ . Then Lϕ ⊂ L+(H∞). If ϕ is not an extreme point of UH∞ ,
Theorem 2.9 implies that Lϕ =L+(H∞). We estimate the distance to Cϕ induced by an exposed point ϕ of UH∞ from Lϕ .
Lemma 2.10. Let ϕ ∈ S(D) be an exposed point of UH∞ . Then ‖Cϕ − T‖ = 1+ T1 for any T ∈Lϕ .
Proof. First, we suppose that T ∈ 〈C(H∞) \ Cϕ〉+ . Put T =∑nk=1 λkCϕk with each λk > 0. Then we have that ‖T‖ = T1 =∑n
k=1 λk . Since ϕk = ϕ and |E(ϕ)| > 0, there exists a sequence {z j} ⊂ D such that ϕ(z j) → η ∈ ∂D and each ϕk(z j) → ηk ∈
D \ {η} as j → ∞. Let
fm(z) =
(
ηz + 1
2
)m
.
Then fm(η) = 1 and | fm(z)| < 1 for z ∈ D \ {η}. Let
gr(z) = r − z
1− rz .
for r ∈ (0,1). Then gr is an automorphism of D such that gr(1) = −1 and gr(0) = r.
Given ε > 0, we put r = 1− ε/4. There exists a positive integer N1 and a constant number δ > 0 such that for all k and
for all j > N1, |ϕk(z j) − η| δ. Then there exists a positive integer M such that for each k and for all j > N1,
∣∣ fM(ϕk(z j))∣∣ 13 . (6)
For p ∈ D with |p| 1/3,
∣∣gr(p) − 1∣∣=
∣∣∣∣ (1− r)(1+ p)1− rp
∣∣∣∣ ε4 1+ |p|1− r|p|  ε2 . (7)
Here we can choose a positive integer N2 such that for all j > N2,∣∣gr ◦ fM(ϕ(z j))− 1∣∣ ε/2. (8)
Put N =max{N1,N2}. Since gr ◦ fM is a unit vector of H∞ , we have that for j > N ,
‖Cϕ − T‖
∣∣(Cϕ − T )(gr ◦ fM)(z j)∣∣
=
∣∣∣∣∣gr ◦ fM(ϕ(z j))−
n∑
k=1
λk gr ◦ fM
(
ϕk(z j)
)∣∣∣∣∣

(
1+
n∑
k=1
λk
)
− ∣∣gr ◦ fM(ϕ(z j))− 1∣∣−
∣∣∣∣∣
n∑
k=1
λk
(
gr ◦ fM
(
ϕk(z j)
)− 1)
∣∣∣∣∣.
By (6)–(8), we get
‖Cϕ − T‖ 1+ T1− ε
2
− ε
2
= 1+ T1− ε.
Since ε is arbitrary, we have that ‖Cϕ − T‖ = 1+ T1 for any T ∈ 〈C(H∞) \ Cϕ〉+ .
Next, ﬁx T ∈ Lϕ . Given ε > 0, there exists T0 ∈ 〈C(H∞) \ Cϕ〉+ such that ‖T − T0‖ ε. Since |T01 − T1|  ε, we have
that T01 T1− ε. Thus we obtain that
‖Cϕ − T‖ ‖Cϕ − T0‖ − ‖T0 − T‖ 1+ T01− ‖T0 − T‖ 1+ T1− 2ε.
This concludes the proof. 
Here we give the following theorem.
Theorem 2.11. Let ϕ be in S(D). If ϕ is an exposed point of UH∞ , then Cϕ is an extreme point of UL+(H∞) .
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distinct operators S , T in UL+(H∞) , and r ∈ (0,1) such that ‖S‖ = ‖T‖ = 1 and
Cϕ = (1− r)S + rT .
There exist a,b ∈ [0,1] and two operators S0, T0 in Lϕ such that S = aCϕ + S0 and T = bCϕ + T0. Then we have that(
1− (1− r)a − rb)Cϕ − ((1− r)S0 + rT0)= 0.
If 1− (1− r)a − rb = 0, then
Cϕ − (1− r)S0 + rT0
1− (1− r)a − rb = 0. (9)
On the other hand, since S01= S1− aCϕ1= 1− a and T01= 1− b, Lemma 2.10 implies that∥∥∥∥Cϕ − (1− r)S0 + rT01− (1− r)a − rb
∥∥∥∥= 1+ (1− r)(1− a) + r(1− b)1− (1− r)a − rb = 2.
This contradicts (9). Hence (1− r)a + rb = 1 and (1− r)S0 + rT0 = 0.
Since the point 1 is an extreme point of the interval [0,1], we have that a = b = 1. Then we obtain that S = Cϕ + S0 and
S0 = 0. Proposition 2.5 implies that
‖S‖ = S1= 1+ S01= 1+ ‖S0‖ > 1.
This is a contradiction. Now we conclude that Cϕ is an extreme point of UL+(H∞) . 
3. The case of the disk algebra
In this section, we consider composition operators on the disk algebra A. Recall that the disk algebra A is the set of all
continuous functions on D which are analytic on D. Then A is a Banach algebra with the norm
sup
z∈D
∣∣ f (z)∣∣.
By the maximum modulus principle, we can see that this norm is equal to ‖ f ‖∞ . To deﬁne Cϕ on A, we need the condition
Cϕ z = ϕ ∈ A. Denote by S(D) the set of functions ϕ which is analytic on D and continuous on D such that ϕ(D) ⊂ D. Then
S(D) is the closed unit ball U A of A and each ϕ ∈ S(D) induces Cϕ which acts on A. Denote by ‖Cϕ‖A the operator norm of
Cϕ on A. If ϕ is a constant function with value η ∈ ∂D, then ϕ is not in S(D) but in S(D). Deﬁne that Δ = {ϕ ≡ η ∈ ∂D}. By
the maximum modulus principle, it is shown that S(D)\Δ = S(D)∩ A. We remark that ϕ is an extreme point of S(D) if and
only if ϕ ∈ A and the condition (1) holds (see [6, p. 139]). Moreover, just as the case of H∞ , it is well known that ‖Cϕ‖A = 1
for every ϕ ∈ S(D) and Cϕ is compact on A if and only if ‖ϕ‖∞ < 1 or ϕ ∈ Δ. We denote that K = {Cϕ is compact on A}
and T = {Cϕ : ϕ ∈ Δ}. Then we have T ⊂K. Here we extend the pseudo-hyperbolic distance to D, denote by ρ , as following.
For z,w ∈ D, ρ(z,w) = ρ(z,w). For z ∈ ∂D,
ρ(z,w) =
{
0 if w = z,
1 if w = z.
Of course, this extension is not continuous. The induced distance dρ is deﬁned on S(D), that is,
dρ(ϕ,ψ) = sup
z∈D
ρ
(
ϕ(z),ψ(z)
)
.
Now we can obtain the following results on the topological structure of C(A) by a similar proof for C(H∞) given in [7]
and [9].
Theorem 3.1. Let ϕ , ψ be in S(D).
(i) ‖Cϕ − Cψ‖A = 2−2
√
1−dρ(ϕ,ψ)2
dρ(ϕ,ψ)
.
(ii) Cϕ ∼A Cψ if and only if ‖Cϕ − Cψ‖A < 2.
(iii) The following are equivalent:
(a) Cϕ is isolated in C(A).
(b) For all Cψ = Cϕ , ‖Cϕ − Cψ‖A = 2.
(c) ϕ is an extreme point of S(D).
(d)
∫ 2π
0 log(1− |ϕ(eiθ )|)dθ = −∞.
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(v) K \ T itself is a path component of C(A).
Proof. (i) Let ϕ,ψ ∈ S(D) and ϕ = ψ . First, suppose Cϕ and Cψ are in C(A)\T . For z, w ∈ D, the induced distance dA(z,w)
is deﬁned by
dA(z,w) = sup
{∣∣ f (z) − f (w)∣∣: f ∈ A, ‖ f ‖∞ < 1}.
In [10], Madigan estimated dA(z,w) precisely as below.
dA(z,w) = 2− 2
√
1− ρ(z,w)2
ρ(z,w)
.
Since (2− 2√1− x2 )/x is continuous and increasing on [0,1], we have that
‖Cϕ − Cψ‖A = sup
f ∈S(D)
sup
z∈D
∣∣ f (ϕ(z))− f (ψ(z))∣∣= sup
z∈D
sup
f ∈S(D)
∣∣ f (ϕ(z))− f (ψ(z))∣∣
= sup
z∈D
dA(z,w) =
2− 2
√
1− dρ(ϕ,ψ)2
dρ(ϕ,ψ)
.
Next we suppose Cϕ ∈ T and Cψ /∈ T . This means that ϕ ≡ eiθ . Then dρ(ϕ,ψ) = 1. To prove (i), we will show that
‖Cϕ − Cψ‖A = 2. Indeed, there exists p ∈ D such that ψ(p) ∈ D. Recall that αp(z) = (p − z)/(1 − pz). Put q = αψ(p)(eiθ )
and f (z) = qαψ(p)(z). Let {rn} be a sequence of real numbers increasing to 1 in [0,1) and fn(z) = αrn ◦ f (z). Then fn is an
automorphism and in S(D). Now we get
‖Cϕ − Cψ‖A 
∥∥(Cϕ − Cψ) fn∥∥∞  ∣∣ fn ◦ ϕ(p) − fn ◦ ψ(p)∣∣= ∣∣αrn (1) − αrn (0)∣∣= |1+ rn| → 2,
as n → ∞. Conversely, since ‖Cϕ‖A = ‖Cψ‖A = 1, we have that ‖Cϕ − Cψ‖A  2. We conclude that ‖Cϕ − Cψ‖A = 2.
Suppose that Cϕ and Cψ are in T , that is, ϕ ≡ eiθ and ψ ≡ eiζ . Then there exists f ∈ A, ‖ f ‖∞ = 1 such that f (eiθ ) = 1
and f (eiζ ) = −1. Hence we have that
‖Cϕ − Cψ‖A 
∥∥(Cϕ − Cψ) f ∥∥∞ = 2.
The proof of (i) is ﬁnished.
(ii) The same proof of [9, Theorem 1] can be applied.
(iii) The equivalence of (a) and (b) follows from (ii). The equivalence of (c) and (d) was mentioned in [2] and [6]. The
same proof of [7, Theorem 4.1.] shows that (d) implies (a). Though Chandra showed that (a) implies (d) in [2], we will give
the simpler proof. Suppose that log(1−|ϕ(eiθ )|) is integrable. Then the outer function ω of (5) is in A and |ω(z)| 1−|ϕ(z)|
for z ∈ D. Put ϕt = ϕ + tω for |t| < 1. If |ϕ(z)| = 1, then ω(z) = 0 and ρ(ϕ(z),ϕt(z)) = 0. If |ϕ(z)| < 1, then we have
ρ
(
ϕ(z),ϕt(z)
)= ∣∣∣∣ ϕ(z) − ϕt(z)1− ϕ(z)ϕt(z)
∣∣∣∣= |t|| 1−|ϕ(z)|2ω(z) − tϕ(z)| 
|t|
1− |t| < 1
for |t| < 1/2. Thus dρ(ϕ,ϕt) < 1. Hence we have Cϕ ∼A Cϕt . This means that Cϕ is not isolated. Now the proof of (iii) was
completed.
(iv) For Cϕ ∈ T , Cϕ(A) = C is the subspace of dimension one. Hence Cϕ is compact on A. Since 1 − |ϕ| = 0 on D,
(iii) implies that Cϕ is an isolated point of C(A).
(v) At ﬁrst, we will show that K \ T is path connected in C(A). Let Cϕ ∈K \ T . For r ∈ [0,1], Crϕ ∈K \ T and ‖rϕ‖∞ 
‖ϕ‖∞ < 1.
dρ(rϕ, sϕ) = sup
z∈D
|r − s||ϕ(z)|
1− rs|ϕ(z)|2 
‖ϕ‖∞
1− ‖ϕ‖2∞
|r − s| → 0
as r → s. (i) implies that the curve {Crϕ}r∈[0,1] is continuous in C(A). Then we have that Cϕ ∼A C0 for every Cϕ ∈K \ T .
Thus we conclude that Cϕ ∼A Cψ for Cϕ,Cψ ∈K \ T . This means that K \ T is path connected.
Next we will prove that K \ T forms a component. For Cϕ ∈K \ T and Cψ ∈ C(A) \ (K \ T ). Then there exists a point
p ∈ ∂D such that |ϕ(p)| < 1 and |ψ(p)| = 1. Then we have dρ(ϕ,ψ) = 1. Since ‖Cϕ − Cψ‖A = 2, (ii) implies that Cϕ A Cψ .
This completes our proof. 
Denote by CompX (ϕ) the path component of C(X ) which contains Cϕ . By Lemmas 5 and 6 of [9], if Cϕ ∼H∞ Cψ
(Cϕ ∼A Cψ , respectively), then the “segment” ϕt = (1− t)ϕ + tψ induces a continuous path {Cϕt } in C(H∞) (C(A), respec-
tively). From this fact, we can immediately get the following corollary, which mentions the relation between the topological
structure of C(A) and that of C(H∞).
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(i) CompA(ϕ) = CompH∞ (ϕ) ∩ C(A).
(ii) Cϕ ∼A Cψ if and only if Cϕ ∼H∞ Cψ .
(iii) Cϕ is isolated in C(A) if and only if Cϕ is isolated in C(H∞).
Now we can prove the converse of Theorem 2.9 on the setting of L(A).
Theorem 3.3. Let Cϕ be in C(A). Then the followings are equivalent:
(i) Cϕ is an extreme point of UL(A) .
(ii) Cϕ is an isolated point of C(A).
(iii) ϕ is an extreme point of S(D).
Proof. By Theorem 3.1, it is enough to prove the equivalence of (i) and (iii). Since we can prove the implication (i) ⇒ (iii)
by the same proof of Theorem 2.9, we need only to prove the implication (iii) ⇒ (i). Suppose that ϕ is an extreme point
of S(D) and Cϕ = (1− r)S + rT for S and T in UL(A) . Let Szk = σk and T zk = τk . Then σk and τk are in the closed unit ball
of A and ϕk = (1− r)σk + rτk . We remark that ϕ is an extreme point of S(D) if and only if ϕk is an extreme point of S(D)
for any positive integer k. Thus we get σk = τk = ϕk for any positive integer k. Since the polynomials are dense in A, we get
S = T = Cϕ . This concludes the proof. 
We present two problems.
Problem.
(i) The proof of Theorem 3.3 depends on the density of polynomials in A. However the density is not true in the case
of H∞ . Does Theorem 3.3 hold on the case of H∞?
(ii) Theorem 3.3 does not answer the problem of whether the other extreme points exist or not. More precisely, we can ask
the problem: whether the extreme point T of UL(A) is a composition operator or not?
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