1.) Perform a survey of the data management landscape at Los Alamos National Laboratory in order to identify local gaps in data management services. 2.) Conduct an environmental scan of external institutions to benchmark budgets, infrastructure, and personnel dedicated to data management. 3.) Draft a research data infrastructure model that aligns with the current workflow and classification restrictions at Los Alamos National Laboratory.
The first phase of data collection consisted of 24 in-depth interviews with researchers from across the Lab and were completed during the summer of 2016.
1. Data Interviews -The individuals who were interviewed spanned a diverse set of divisions, positions, and career stages but should not be considered comprehensive. It should also be noted that previous data collection in the area of data management has been undertaken at the Lab in the last five years. Surveys were conducted or attempted by the Research Library in 2011 and by a previous iteration of the Data Working Group in 2015. Also in 2015, Reid Priedhorsky conducted data management interviews with members from High Performance Computing. These surveys and interviews provided both historical context and guideposts in conducting this current version of data interviews.
Moreover, this survey confirmed that data management needs remain consistent at the Lab across the last five years in terms of data management planning, data storage, and data collaboration and dissemination.
 Data Management Planning -The awareness and completion of data management requirements and mandates was limited in our survey pool, even with the Department of Energy's Office of Science mandate requiring data management plans (DMPs) for federally-funded research on October 1, 2015.
The few interviewees who created a data management plan used the librarysponsored DMPTool, but better support and services were identified in this area.
 Data Storage -Echoed in the data surveys conducted in 2011, the lack of a centralized data storage solution at the Lab, that meet the needs of the research community, was a common theme. For myriad reasons, from mere efficiency to cost, the most commonly employed approach to data storage and preservation is a personal computer or local network drive.
 Data Collaboration -Connected to the issue of centralized storage is a desire among many respondents for collaborative tools (i.e. Google Drive, Dropbox) to work with lab partners on research projects. Currently, LANLTransfer or email attachment is the preferred method of sharing data with researchers both internally and externally  Dissemination. Additionally, the majority of researchers requested assistance with submitting their data through RASSTI, as the current system requires copying data to a physical CD and delivering it to SAFE-1 for review. Though time constraints in securing funding and conducting research was often cited as a challenge to data management by researchers at the lab, the lack of a centralized data repository and effective collaborative infrastructure was also identified an obstacle in fulfilling funder and publisher mandates as well as conducting scientific research efficiently and effectively.
The second phase of data collection consisted of contacting data librarians and managers at 12 institutions, universities and national laboratories, during the spring of 2016.
2. Institutional Benchmarking -The majority of institutions surveyed have an average operating budget of $500,000 annually dedicated to data management services. These budgets support on average 3 full-time employees and a data platform such as Dataverse or DSpace. Collaboration was a common theme across institutions, with data services being executed collaboratively between 3 or more departments (see Appendix 1).
Goals and objectives
In response to these findings, the proposal is to provide institutional infrastructure that facilitates management of research projects, research collaboration, and management, preservation, and discovery of data. Deploying such infrastructure will amplify the effectiveness, efficiency, and impact of research, as well as assist researchers in regards to compliance with both data management mandates and LANL security policy. This will facilitate discoverability of LANL research both within the lab and external to LANL. Paramount to this proposal is helping researchers throughout the entire lifecycle of their research by:
1) Facilitating sharing to help ameliorate the group, institutional, and disciplinary barriers that inhibit true cross-collaboration on research projects 2) Integrating tools that are commonly used for research purposes into the proposed platform to ensure utility 3) Providing an integrated, seamless, and uncomplicated platform for effortless compliance with all LANL data management, review and release, and security policies 4) Improving documentation and preservation of research data to prevent institutional memory loss 5) Providing a straightforward method for LANL researchers to fulfill funder and publisher mandates regarding data management
The Research Library proposes a pilot project to implement a prototype of such institutional infrastructure by combining existing components. The prototype infrastructure will illustrate its usability across the entire data life cycle, as illustrated in the below diagram. Other features include file version control, wikis, analytics, file previews, "cloud" storage, search and discovery, and archiving capabilities. This collaboration layer will provide a high degree of functionality relevant to a research group, but also be elegant in its simplicity to bring together variegated data sources and collaborators. As a result, the likelihood of collaboration, data sharing, and institutional memory retention will be greatly amplified. After a preliminary analysis of suitable tools available, the Open Science Framework (http://osf.io) appears to be the most robust solution for this collaboration layer.
Sync and Share Storage
Possible software solution: ownCloud; Minio
Open source software solutions can be deployed on LANL machines with similar functionality as cloud storage solutions like Dropbox. This is not true cloud storage as it does not run on servers external to the lab like Dropbox or Box. Permissions allow for creating public and private storage folders that can be shared among researchers using a desktop client or web interface. Encryption is also available for an added layer of security.
