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ABSTRACT. – We deal here with a second order elliptic mixed problem which is posed in a regular
open bounded domain of Rn. We study the regularity of its solution. We apply our results to the boundary
stabilization of the wave equation. Ó Elsevier, Paris
RÉSUMÉ. – Nous considérons ici un problème elliptique du second ordre avec conditions aux limites
mêlées, posé dans un ouvert borné régulier de Rn. Nous étudions la régularité de sa solution. Nous
appliquons nos résultats à la stabilisation-frontière de l’équation des ondes. Ó Elsevier, Paris
Introduction
Let Ω be a bounded open connected set of Rn (n> 3) such that in the sense of Necˇas [12]:
∂Ω is of class C2.(1)
Let ∂ΩD,∂ΩN be two subsets of ∂Ω such that:
∂Ω = ∂ΩD ∪ ∂ΩN, ∂ΩD ∩ ∂ΩN = ∅, ∂ΩD ∩ ∂ΩN = Γ,
meas(∂ΩD) 6= 0, meas(∂ΩN) 6= 0;
there exists a neighbourhoodΩ ′ of Γ such that:
∂Ω ∩Ω ′ is a C3-manifold of dimension n− 1;
Γ is a C3-manifold of dimension n− 2.
(2)
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We consider the second order mixed boundary value problem:
−div(A∇u)+ b.(∇u)+ cu= f, in Ω,
u= 0, on ∂ΩD,
∂u
∂νA
= 0, on ∂ΩN,
(P1)
where A is a positive definite n× n-matrix, b is a vector function of dimension n, c is a scalar
function and ∂/∂νA is the conormal derivative associated to matrix A.
This kind of problem is encountered in many modelizations occuring in mechanics, controlla-
bility, stabilization, . . . It is well known that, even for very smooth data f , the solution of (P1)
is not regular near Γ .
We will assume here: f ∈ L2(Ω) and problem (P1) admits a variational solution u. The main
purpose of this paper is to study the regularity of u, its structure near Γ and to derive some of its
properties.
These results will be applied to the problem of the boundary stabilization of the wave equation
which can be written as follows:
u′′ −1u= 0, in Ω × (0,+∞),
u= 0, on ∂ΩD × (0,+∞),
∂u
∂ν
=−(m.ν)u′, on ∂ΩN × (0,+∞),
u(0)= u0, in Ω,
u′(0)= u1, in Ω,
(W)
where: u′ = ∂u/∂t, u′′ = ∂2u/∂t2, m, ∂ΩN and ∂ΩD are defined by some x0 ∈ Rn and
following formulæ:
m(x)= x− x0, ∀x ∈Rn,
∂ΩN =
{
x ∈ ∂Ω |m(x).ν(x) > 0},
∂ΩD = ∂Ω \ ∂ΩN =
{
x ∈ ∂Ω |m(x).ν(x)6 0}.(3)
We will assume that x0 can be chosen such that (2) is satisfied.
In order to get well-posedness for (W), we define the following space:
V = {v ∈H1(Ω) | v = 0, on ∂ΩD},
and we will assume: (
u0, u1
) ∈ V × L2(Ω).(4)
With these assumptions, problem (W) has one and only one solution:
u ∈ C0(R+,V )∩ C1
(
R+,L2(Ω)
)
.
We can define its energy:
E(u; t)= 1
2
∫
Ω
∣∣u′(x, t)∣∣2 + ∣∣∇u(x, t)∣∣2 dx.
It decreases with time.
TOME 78 – 1999 – N◦ 10
SINGULARITIES OF THE SOLUTION 1045
The function: F(x, s) = −(m(x).ν(x))s, is called a feedback and, sometimes, it is such that
the energy tends to zero exponentially as t→+∞.
Similar problems have been addressed by many authors: Niane and Seck [13], Grisvard [3],
Komornik and Zuazua [7], Conrad and Rao [1], Komornik and Rao [6], Heibig and Moussaoui
[4].
Due to lack of regularity of solutions for problem with mixed boundary conditions, the authors
are lead to assume geometrical restrictions on the shape of Ω . The commonly encountered
hypothesis is: ∂ΩD ∩ ∂ΩN = ∅.
In this paper, we use the method which is described by Moussaoui in [11], and we extend the
results of [7] under much less restrictive conditions.
Firstly, we introduce some notations:
• At every point x of the boundary ∂Ω , the unit normal vector pointing towards the exterior
of Ω will be denoted by ν(x).
• At every point x of Γ , Γ can be locally considered as a C3-submanifold of ∂Ω of
codimension 1. So, we can define, in the tangent space, the unit normal vector pointing
towards the exterior of ∂ΩN (“from ∂ΩN to ∂ΩD”). This vector will be denoted by τ (x).
Now, our geometrical conditions can be written as follows:
For almost every x ∈ Γ, m(x).τ (x)6 0.(5)
THEOREM 1. – Let n be in N, n> 3. Assume thatΩ is an open connected set of Rn satisfying
(1) and that (4) holds. If x0 is chosen such that (2) and (5) hold with ∂ΩN and ∂ΩD defined
by (3), then, for every constant C > 1, there exists ω > 0 such that the energy of the solution u
of (W) satisfies:
∀t ∈R+, E(u; t)6 Ce−ωtE(u;0).
In order to prove this theorem, we firstly analyse singularities of the solution of problem (P1)
(Theorem 4 in Section 1.4.3) and we use this result to extend the proof by V. Komornik and
E. Zuazua in [7].
The paper is organized as follows:
• in Section 1, we give notations, main assumptions and we set results about the general mixed
boundary value problem;
• in Sections 2 and 3, we study singularities of the solution of this problem and we derive
some of its properties;
• Section 4 is devoted to the applications and Theorem 1.
1. Notations and general results
1.1. Notations
A point x of Rn will be denoted by (x1, x2, . . . , xn) or (X,xn−1, xn) with:
X = (x1, . . . , xn−2) ∈Rn−2, xn−1 ∈R, xn ∈R.
We denote by | · | the Euclidian norm of Rn. For x ∈ Rn and R > 0, we define the open ball:
Bn(x,R)= {y ∈Rn | |x− y|<R} and, for some ρ > 0:
Bn(ρ)= Bn(O, ρ),
B+n (ρ)=
{
x ∈ Bn(O, ρ) | xn > 0
}
,
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C(ρ)= Bn−2(ρ)×B2(ρ),
C+(ρ)= {x ∈ C(ρ) | xn > 0},
∂C+(ρ): the boundary of C+(ρ),
∂C+N(ρ)=
{
x ∈ ∂C+(ρ) | xn−1 < 0, xn = 0
}
,
∂C+D(ρ)= ∂C+(ρ) \ ∂C+N(ρ).
Let Ω be a bounded open connected subset of Rn which satisfies (1) and (2). We consider
problem (P1). Let aı be coefficients of matrix A, and bı coordinates of b. We will assume
that aı , bı , c are functions which depend on the position x ∈ Ω . ∇u is the gradient of u. The
conormal derivative associated to matrix A is defined as follows:
∂u
∂νA
=
n∑
ı=1
n∑
=1
νıaı ∂u.
About A, b, c and the right-hand side f , we will assume:
∀(ı, ) ∈ {1,2, . . . , n}2, aı ∈ C2(Ω),(6)
∀x ∈Ω, A(x) is a symmetric matrix,
∃α > 0, ∀x ∈Ω, ∀ξ ∈Ω, (A(x)ξ).ξ > α|ξ |2;(7)
∀ı ∈ {1,2, . . . , n}, bı ∈ L∞(Ω), and c ∈ L∞(Ω),
∃β > 0, ∀x ∈Ω, c(x)> β;
(8)
f ∈ L2(Ω).(9)
Remark 1. – When assumption (7) holds, the operator u 7→ −div(A∇u) is said uniformly
elliptic. For every x ∈Ω , A(x) has n real positive eigenvalues which are bounded from below
by α, independently of x. Furthermore, we have:
∀ı ∈ {1,2, . . . , n}, ∀x ∈Ω, aıı(x)> α.
In the whole paper we will denote by “C” any generic constant.
1.2. Well-posedness
It is well-known that, with β large enough, under assumptions (1), (2), (6)–(9), problem (P1)
is well-posed. We can write a variational formulation:
Find u ∈ V such that: ∀v ∈ V, a(u, v)= L(v);
with:
V = {v ∈H1(Ω) | v = 0, on ∂ΩD},
a(u, v)=
∫
Ω
(A∇u).∇v dx+
∫
Ω
(b.∇u) v dx+
∫
Ω
cuv dx,
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L(v)=
∫
Ω
f v dx,
and we can apply Lax–Milgram theorem. So, (P1) admits one and only one variational solution
u and we get:
‖u‖H1(Ω) 6 C‖f ‖L2(Ω).(10)
This will be assumed in this paper.
1.3. Regularity
Since problem (P1) admits one and only one solution u which is in H1(Ω), we can observe
that u satisfies the following problem:
−div(A∇u)= F, in Ω,
u= 0, on ∂ΩD,
∂u
∂νA
= 0, on ∂ΩN,
(P2)
where F is in L2(Ω) because: F = f − b.(∇u)− cu.
Then if assumptions (1), (2), (6)–(9) hold, we can write:
∀ωbΩ, u ∈H2(ω),
‖u‖H2(ω) 6 C‖f ‖L2(Ω);
(11)
∀x ∈ ∂Ω \ Γ, ∃R > 0: u ∈H2(Ω ∩Bn(x,R)),
‖u‖H2(Ω∩Bn(x,R)) 6 C‖f ‖L2(Ω).
(12)
Results (11), (12) are well-known and called “interior regularity”, “boundary regularity”,
respectively. They can be obtained by the well-known method of difference quotients due to
Nirenberg (see [9] for instance).
In (11), “ωbΩ” means: ω⊂Ω .
1.4. The main result
1.4.1. On the semi-disk
Let Ω0 be the semi-disk described in polar coordinates as follows:
Ω0 =
{
(r, θ) | 0< r < 1, 0< θ < pi}= B+2 (1).
We define: ∂Ω0N = {(r,pi) | 0< r < 1} and: ∂Ω0D = ∂Ω0 \ ∂Ω0N .
Let f be in H2(Ω0) and consider the Laplace mixed problem:
−1u= f, in Ω0,
u= 0, on ∂Ω0D,
∂u
∂ν
= 0, on ∂Ω0N.
(L0)
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It is well-known that the solution of (L0) is not always in H2(Ω0). This can be seen in a counter-
example introduced by E. Shamir [17]:
Us(r, θ)= r1/2%(r) sin
(
θ
2
)
,(13)
where % is a C∞-function with compact support such that: %(r)= 1, in some neighbourhood of 0
and supp(%)⊂ [−ρ,ρ] ⊂ (−1,1), where ρ > 0 is as small as we want.
When using Cartesian coordinates, we write Us(x1, x2) instead of Us(r, θ).
Using results by Grisvard [2], one may give a precise description of this solution. To this end,
one introduces a function in L2(Ω0) which is associated to Us :
S∗(r, θ)= 1
pi
(
r−1/2 − r1/2) sin(θ
2
)
.
So, the following result can be obtained:
THEOREM 2. – If f ∈ L2(Ω0), the variational solution u of (L0) may be split into the sum:
u= Ur + ηUs of a regular part Ur ∈ H2(Ω0) and a singular part ηUs where Us is defined by
(13) and η is a constant depending only on the data f :
η=
∫
Ω0
f S∗ dx.
1.4.2. First extension in dimension n> 3
With previous notations, we consider a domainΩ such that:
Ω =Rn−2 ×Ω0, ∂ΩD =Rn−2 × ∂Ω0D, ∂ΩN =Rn−2 × ∂Ω0N,
and a similar Laplace mixed problem in Ω :
−1u= f, in Ω,
u= 0, on ∂ΩD,
∂u
∂ν
= 0, on ∂ΩN,
(L)
with: f ∈ L2(Ω). The following result is proved by Moussaoui in [11]:
THEOREM 3. – Assume: f ∈ L2(Ω). Let u be the variational solution of (L). Then:
• for every ı ∈ {1,2, . . . , n− 2},
∂ıu ∈H1(Ω) and ‖∂ıu‖H1(Ω) 6 C‖f ‖L2(Ω);
• u may be split into the sum: u=Ur + η⊗Us , where:
Ur ∈ L2
(
Rn−2,H2(Ω0)
)
and ‖Ur‖L2(Rn−2,H2(Ω0)) 6 C‖f ‖L2(Ω),
η ∈H1/2(Rn−2) and ‖η‖H1/2(Rn−2) 6 C‖f ‖L2(Ω),
Us satisfies (13).
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1.4.3. Extension to regular domains
We get here a similar result about the variational solution u of (P1).
THEOREM 4. – Let Ω be a bounded open connected set of Rn. Assume that (1), (2), (6)–(9)
hold. Then, for every point x0 of Γ , there exist ρ > 0 and a C2-diffeomorphism Θ from some
neighbourhoodW of x0 onto C(ρ) such that:
Θ(x0)=O,
Θ(W ∩Ω)= C+(ρ),
Θ(W ∩ ∂ΩN)= ∂C+N(ρ),
Θ(W ∩ ∂ΩD)=
{
y ∈ ∂C+(ρ) | yn−1 > 0, yn = 0
}
,
Θ(W ∩ Γ )= {y ∈ ∂C+(ρ) | yn−1 = yn = 0},
and the variational solution u of (P1) satisfies:
• for every ı ∈ {1,2, . . . , n− 2},
∂ı
(
u ◦Θ−1) ∈H1(C+(ρ)) and ∥∥∂ı(u ◦Θ−1)∥∥H1(C+(ρ)) 6 C‖f ‖L2(Ω);
• u may be split into the sum: u= (Ur + η⊗Us) ◦Θ, in W ∩Ω , where:
Ur ∈ L2
(
Bn−2(ρ),H2
(
B+2 (ρ)
))
and ‖Ur‖L2(Bn−2(ρ),H2(B+2 (ρ))) 6 C‖f ‖L2(Ω),
η ∈H1/2(Bn−2(ρ)) and ‖η‖H1/2(Bn−2(ρ)) 6 C‖f ‖L2(Ω),
Us satisfies (13).
We give a proof of this theorem in Section 3.
With first part of this theorem, we will say that derivatives of u, co-normal to Γ , belong to
H1(W ∩Ω).
With second part, using coordinates functions ofΘ , we can write almost everywhere inW ∩Ω :
u(x)=Ur
(
ϑ1(x), . . . , ϑn(x)
)+ η(ϑ1(x), . . . , ϑn−2(x))Us(ϑn−1(x),ϑn(x)).
2. Technical tools
Our main tools are local diffeomorphisms and localization processes using cut-off functions.
We use them in order to localize problem (P2) in a neighbourhood of some point of Γ .
2.1. Local diffeomorphism
Since Ω satisfies (2), for every point x0 of Γ , there exist a neighbourhood W of x0 and a
C3-diffeomorphismΛ fromW to Λ(W) such that:
Λ(W) is a neighbourhood of Λ(x0)=O,
Λ(W ∩Ω)⊂ {x ∈Rn | xn > 0},
Λ(W ∩ ∂Ω)⊂ {x ∈Rn | xn = 0},
W ∩ ∂Ω is connected.
The set of such neighbourhoods for a point x0 ∈ Γ will be denoted by V(x0).
Remark 2. – If x0 ∈ ∂Ω \ Γ , we can write similar properties with a C2-diffeomorphism Λ
since Ω satisfies (1).
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2.2. Localization process
We consider here a point x0 of Γ and W ∈ V(x0), there exists ζ in the set D(Rn) of C∞-
functions with compact support such that:
∀x ∈Rn, 06 ζ(x)6 1,
∃R > 0, supp(ζ )⊂ Bn(x0,R)bW,
∃r ∈ (0,R), ∀x ∈ Bn(x0, r), ζ(x)= 1.
The set of such functions of D(Rn) will be denoted by D1x0(W).
Let ω be W ∩Ω . Since u satisfies (P2), we can see that ζu satisfies:
−div(A∇(ζu))= F˜ , in ω,
(ζu)= 0, on ∂ωD,
∂(ζu)
∂νA
= ∂ζ
∂νA
u, on ∂ωN,
where:
F˜ = ζF − 2(A∇ζ ).∇u− div(A∇ζ )u,
∂ωN = ∂ω∩ ∂ΩN ∩ supp(ζ ), ∂ωD = ∂ω \ ∂ωN .
Without any restriction, we can suppose that ω (resp. ∂ω, γ = ∂ωD ∩ ∂ωN ) is as regular as Ω
(resp. ∂Ω , Γ ).
Since u ∈ H1(Ω), u/∂Ω belongs to H1/2(∂Ω) and (∂ζ/∂νA)u can be seen as an element of
H1/2(∂ω) because (∂ζ/∂νA) is C1. Then, thanks to a classical trace theorem (see [2]), we can
build some u˜ ∈H2(ω) continuously depending on u such that:
u˜= 0, on ∂ω,
∂u˜
∂νA
= ∂ζ
∂νA
u, on ∂ω,
supp(u˜)⊂ Bn(x0,R).
Here, we introduce the following definition:
DEFINITION 1. – Let x0 be a point of Γ and let u be the solution of (P1). The above sequence
(W, ζ, u˜) ∈ V(x0)×D1x0(W)×H2(W ∩Ω) will be called a localization process at x0.
Remark 3. – There exists a constant C > 0 such that:
‖u˜‖H2(W∩Ω) 6 C‖u‖H1(W∩Ω).(14)
We give here two useful technical lemmas.
LEMMA 1. – Under assumptions (1), (2), (6)–(9), let u be the variational solution of (P1).
Then, for every point x0 of Γ , one can build a localization process (W, ζ, u˜) in V(x0) ×
D1x0(W)×H2(W ∩Ω) such that U = ζu− u˜ satisfies:
−div(A∇U)=G, in ω,
U = 0, on ∂ωD,
∂U
∂νA
= 0, on ∂ωN,
(Q1)
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where ω=W ∩Ω satisfies (1), (2), u˜ satisfies (14) and G ∈ L2(ω).
Proof. – The previous localization process has been built such that U satisfies (Q1).
Furthermore, we have: G = F˜ − div(A∇u˜). Using properties of F , ζ , u and u˜, one can easily
see that G ∈ L2(ω). 2
LEMMA 2. – Under assumptions (1), (2), (6)–(9), let u be the variational solution of (P1).
Suppose: A = A0 + A1 where A0 has bounded coefficients and satisfies (7), A1 is such that
A1∇u belongs to (H1(Ω))n.
Then, for every point x0 of Γ , one can build a localization process (W, ζ, u˜) in V(x0) ×
D1x0(W)×H2(W ∩Ω) such that U = ζu− u˜ satisfies:
−div(A0∇U)=G, in ω,
U = 0, on ∂ωD,
∂U
∂νA0
= 0, on ∂ωN,
(Q2)
where ω=W ∩Ω satisfies (1), (2), u˜ satisfies (14) and G ∈ L2(ω).
Proof. – Observe that u satisfies (P2). As above, we can build W ∈ V(x0) and ζ ∈ D1x0(W)
such that ζu satisfies: 
−div(A∇(ζu))= G˜, in ω,
(ζu)= 0, on ∂ωD,
∂(ζu)
∂νA
= g, on ∂ωN,
where ω=W ∩Ω and:
G˜= ζF − 2(A0∇ζ ).∇u− div(A0∇ζ )u+ ζ div(A1∇u),
g = ∂ζ
∂νA0
u− ζ ∂u
∂νA1
.
By using assumptions, we get as above: G˜ ∈ L2(ω) and g ∈ H1/2(∂ω). We have especially:
div(A1∇u) ∈ L2(ω) and ζ(∂u/∂νA1) ∈H1/2(∂ω) becauseA1∇u ∈ (H1(Ω))n. So we can achieve
the construction of our localization process and get the result. 2
2.3. Action of a local diffeomorphism
We transform now problem (Q1) using diffeomorphismΛ. We define:
ω˜=Λ(ω), ∂ω˜=Λ(∂ω), ∂ω˜D =Λ(∂ωD), ∂ω˜N =Λ(∂ωN).
Using the variational formulation of (Q1), we can show that U˜ = U ◦Λ satisfies the following
problem: 
−div(A˜∇U˜)= G˜, in ω˜,
U˜ = 0, on ∂ω˜D,
∂U˜
∂νA˜
= 0, on ∂ω˜N ,
(Q2)
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with:
A˜(y)=
(
1
|J (Λ)|DΛA
tDΛ
)(
Λ−1(y)
)
,
G˜(y)=
(
1
|J (Λ)|G
)(
Λ−1(y)
)
,
DΛ is the Jacobian matrix of Λ,
J (Λ) is its determinant.
One can easily verify that A˜(y) satisfies (7) in ω˜ and G˜ belongs to L2(ω˜). The regularity of A˜
depends on Λ and A (see (6)).
3. Global regularity
We consider a fixed point of Γ and we will study here the regularity of u in a neighbourhood
of this point.
Without any restriction, we can suppose that:
– this fixed point is the origin O= (O,0,0),
– at this point, the boundary ∂Ω is tangent to the space: xn = 0,
– at this point, the curve Γ is tangent to the space: xn = 0 and xn−1 = 0.
These conditions can be easily obtained by changing the Cartesian coordinates using a translation
and a rotation. We will denote by ϒ this transformation.
3.1. Flattening the problem
There exist some neighbourhood W of O and two real functions of class C3, φ (defined on
a neighbourhood of (O,0) ∈ Rn−1) and ϕ (defined on a neighbourhood of O ∈ Rn−2) with:
φ(O,0)= ϕ(O)= 0, such that for every point x in W , we can write:
x ∈Ω⇐⇒ xn > φ(X,xn−1),
x ∈ ∂Ω⇐⇒ xn = φ(X,xn−1),
x ∈ Γ ⇐⇒
{
xn = φ(X,xn−1),
xn−1 = ϕ(X),
x ∈ ∂ΩD⇐⇒
{
xn = φ(X,xn−1),
xn−1 > ϕ(X),
x ∈ ∂ΩN ⇐⇒
{
xn = φ(X,xn−1),
xn−1 < ϕ(X).
Furthermore, from geometrical assumptions about ∂Ω and Γ , we can deduce:
∇Xφ(O,0)=∇Xϕ(O)=O and ∂n−1φ(O,0)= 0.
With these two functions, we can define a local C3-diffeomorphism Φ on W (with W small
enough) by:
Φ(X,xn−1, xn)= (Y, yn−1, yn)=
(
X,xn−1 − ϕ(X), xn − φ(X,xn−1)
)
.
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Its Jacobian matrix is:
DΦ =
 In−2 0 0−t∇Xϕ 1 0
−t∇Xφ −∂n−1φ 1
 .
In particular, we have: DΦ(O)= In and: J (Φ)= 1.
Now, by a localization process (W0, ζ0, u˜0), our study is reduced to the study of a problem
which is similar to (Q1) (see 2.2), we flatten this problem by using the local C3-diffeomorphism
Φ and we get the following problem:
−div(A˜∇U˜0)= G˜, in ω˜0,
U˜0 = 0, on ∂ω˜0D,
∂U˜0
∂ν
A˜
= 0, on ∂ω˜0N,
(Q˜0)
with:
A˜(y)= (DΦA tDΦ)(Φ−1(y)), G˜(y)=G(Φ−1(y)),
ω˜0 =Φ(ω0), ∂ω˜0D =Φ(∂ω0D), ∂ω˜0N =Φ(∂ω0N).
Remark 4. – The open set ω˜0 satisfies:
ω˜0 ⊂
{
x ∈Rn | xn > 0
}
,
its boundary ∂ω˜0 is a manifold of dimension n− 1;
∂ω˜0 = ∂ω˜0D ∪ ∂ω˜0N, with:
∂ω˜0D ∩ ∂ω˜0N = ∅,
meas(∂ω˜0D) 6= 0;
(15) O ∈ γ˜0 = ∂ω˜0D ∩ ∂ω˜0N,
γ˜0 is a manifold of dimension n− 2,
∃ρ > 0/∂ω˜0 ∩Bn(ρ)⊂Rn−1 × {0},
γ˜0 ∩Bn(ρ)⊂Rn−2 ×
{
(0,0)
}
,
B+n (ρ)⊂ ω˜0.
Especially, for every y ∈Bn(ρ), we have:
y ∈ ∂ω˜0 H⇒ yn = 0,
y ∈ ∂ω˜0D H⇒ yn = 0, yn−1 > 0,
y ∈ ∂ω˜0N H⇒ yn = 0, yn−1 < 0,
y ∈ γ˜0 H⇒ yn = yn−1 = 0.
Furthermore, one can remark that {x ∈Rn | xn−1 6 0, xn = 0} contains γ˜0 and ∂ω˜0N (these sets
are included in supp(ζ0)).
3.2. Tangential regularity
PROPOSITION 1. – Let ω⊂Rn be a bounded open domain satisfying (15).
Assume F belongs to L2(ω) and A is a n× n-matrix which satisfies (7) and:
∀(ı, ) ∈ {1,2, . . . , n}2, aı ∈ C1(ω).
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Consider the following problem: 
−div(A∇U)= F, in ω,
U = 0, on ∂ωD,
∂U
∂νA
= 0, on ∂ωN .
Under these assumptions, there exists a bounded open domain ω′ satisfying:
∃r > 0: Bn(r)∩ ω⊂ ω′ ⊂ ω;(16)
such that, for all ı ∈ {1,2, . . . , n− 2}, we get:
∂ıU ∈H1(ω′) and: ‖∂ıU‖H1(ω′) 6 C‖F‖L2(ω).
Proof. – This result is obtained by using the classical method of difference quotients. We leave
this proof to the reader who can follow [9], for instance. 2
Remark 5. – Under assumptions (1), (2), (6)–(9), we can apply this proposition to the solution
of (Q˜0) and we get a bounded open domain ω˜′ satisfying (16) such that:
∀ı ∈ {1,2, . . . , n− 2}, ∂ı U˜0 ∈H1(ω˜′).
For every (ı, ) ∈ {1,2, . . . , n}2, we have:
(ı, ) /∈ {(n− 1, n− 1), (n− 1, n), (n,n− 1), (n,n)}⇒ ∂ı∂ U˜0 ∈ L2(ω˜′).
With the following lemma, we may replace problem (Q˜0) by a simpler one.
LEMMA 3. – Under assumptions (1), (2), (6)–(9), let U˜0 be the variational solution of (Q˜0).
Then, one can build some localization process (W1, ζ1, u˜1) belonging to:
V(O)×D1O(W1)×H2
(
W1 ∩ ω˜0
)
,
such that U˜1 = ζ1U˜0 − u˜1 satisfies:
−div(A˜1∇U˜1)= G˜1, in ω˜1,
U˜1 = 0, on ∂ω˜1D,
∂U˜1
∂νA˜1
= 0, on ∂ω˜1N,
(Q˜1)
where ω˜1 =W1 ∩ ω˜0 satisfies (15), G˜1 ∈ L2(ω˜1), A˜1 satisfies (7) and has the following form:
A˜1 =
 In−2 0 00 a b
0 b c
 ,
where a, b, c belong to C2(ω˜1).
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Proof. – Let a, b, c be the coefficients of A˜with indices (n−1, n−1), (n−1, n) (or (n,n−1)),
(n,n), respectively.
We can choose W such that: Bn(r)⊂W and W ∩ ω˜ ⊂ ω˜′ where ω˜′ satisfies (16). We apply
a first localization process (W, ζ, u˜) to (Q˜0) and we obtain a similar problem which is posed
in ω˜′. Furthermore, with Remark 5, we may choose this localization process such that matrix
A˜ is block-diagonal (i.e., coefficients with indices (n − 1, ı), (n, ı), (ı, n − 1), (ı, n) vanish if
ı > n− 1).
We apply Lemma 2 to this problem with: A = A˜, A0 = A˜1 (see above), A1 = A˜ − A˜1.
Coefficients of A1 are bounded functions with bounded derivatives. So, we can use Remark 5
and we get: A1∇U˜ ∈ (H1(ω˜))n. 2
3.3. Regularity through Γ
From Proposition 1, we can deduce that the solution of (Q˜1), U˜1, satisfies Remark 5. In this
section, we will study ∂2n−1U˜1, ∂n−1∂nU˜1, ∂2nU˜1. To this end, four steps will be necessary:
(1) We transform problem (Q˜1) by using some convenient local diffeomorphism.
(2) We simplify the transformed problem by using Lemma 2 as in Section 3.2 (see Lemma 3).
(3) This simplified problem is close to the mixed Laplace problem. We apply Theorem 3 and
we use a perturbation argument.
(4) We summarize the previous stages and we come back to the initial problem.
3.3.1. Transforming the problem
We use the notations of Lemma 3. We define the following functions:
d1(Y )=
(
c1/2(ac− b2)−1/2)(Y,0,0),
d2(Y )=
(− bc−1/2(ac− b2)−1/2)(Y,0,0),
d3(Y )= c−1/2(Y,0,0).
Since A˜1 satisfies (3), functions c and ac− b2 are bounded from below by some strictly positive
number. Then, d1 and d3 are bounded positive functions which are bounded from below by some
strictly positive number.
Furthermore, we can observe that a, b, c are C2. So, d1, d2, d3 are C2.
Now, we define in ω˜1:
Ψ (Y,yn−1, yn)= (Z, zn−1, zn)=
(
Y,d1(Y )yn−1 + d2(Y )yn, d3(Y )yn
)
.
The Jacobian matrix of Ψ is:
DΨ (y)=
 In−2 0 0tC1(y) d1(Y ) d2(Y )
tC2(y) 0 d3(Y )
 ,
where: C1(y)= yn−1∇Y d1(Y )+ yn∇Y d2(Y ) and: C2(y)= yn∇Y d3(Y ). The determinant of this
Jacobian matrix is bounded from below by some strictly positive number: J (Ψ )(Y, yn−1, yn)=
d1(Y )d3(Y ).
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Then, Ψ is a C2-diffeomorphism from ω˜1 onto ω˜2 = Ψ (ω˜1) and:
DΨ A˜1
tDΨ =
 In−2 0 00 1 0
0 0 1
+
 O C1 C2tC1 0 0
tC2 0 0
+
O 0 00 p q
0 q r
 ,
where:
C1 and C2 are defined as above,
p(y)= ∣∣C1(y)∣∣2 + a(y)d21(Y )+ 2b(y)d1(Y )d2(Y )+ c(y)d22(Y )− 1,
q(y)= C1(y).C2(y)+ b(y)d1(Y )d3(Y )+ c(y)d2(Y )d3(Y ),
r(y)= ∣∣C2(y)∣∣2 + c(y)d23(Y )− 1.
We apply this diffeomorphism and problem (Q˜1) becomes:
−div(A˜2∇U˜2)= G˜2, in ω˜2,
U˜2 = 0, on ∂ω˜2D,
∂U˜2
∂νA˜2
= 0, on ∂ω˜2N,
(Q˜2)
with:
A˜2(z)=
(
1
J (Ψ )
DΨ A˜1 tDΨ
)(
Ψ−1(z)
)
,
G˜2(z)=
(
1
J (Ψ )
G˜1
)(
Ψ−1(z)
)
.
(We recall that J (Ψ ) > 0.)
3.3.2. Simplifying the problem
We define: s˜ = 1
J (Ψ )◦Ψ−1 and: p˜ = s˜p ◦Ψ−1, q˜ = s˜q ◦Ψ−1, r˜ = s˜r ◦Ψ−1.
These functions belong to C1(ω˜2) and p˜, q˜ , r˜ vanish at (Z,0,0).
For ρ˜ > 0, we define the space: V (ρ˜)= {v ∈H1(C+(ρ˜))/v = 0, on ∂C+D(ρ˜)}.
As in Section 3.2 (Lemma 3), we get the following result:
LEMMA 4. – Under assumptions (1), (2), (6)–(9), let U˜2 be the variational solution of (Q˜2).
Then, one can build some localization process (W2, ζ2, u˜2) belonging to:
V(O)×D1O(W2)×H2
(
W2 ∩ ω˜2
)
,
such that W2 ∩ ω˜2 = C+(ρ˜), for some ρ˜ > 0, and U˜3 = ζ2U˜2 − u˜2 satisfies:
−div(A˜3∇U˜3)= G˜3, in C+(ρ˜),
U˜3 = 0, on ∂C+D(ρ˜),
∂U˜3
∂νA˜3
= 0, on ∂C+N(ρ˜),
(Q˜3)
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where G˜3 ∈ L2(C+(ρ˜)), A˜3 satisfies (7) and has the following form:
A˜3 = s˜
 In−2 0 00 1 0
0 0 1
+
O 0 00 p˜ q˜
0 q˜ r˜
 .
Proof. – Consider (Q˜2). Ψ preserves the property: xn = 0. So, ω˜2 satisfies (15) as ω˜1.
Furthermore, G˜2 belongs to L2(ω˜2). Then, we can apply Proposition 1 to (Q˜2).
Now, as for Lemma 3, we apply Lemma 2 with: A= A˜2, A0 = A˜3 (see above),A1 = A˜2− A˜3.
We only have to remark that functions s˜ C1 ◦Ψ−1 and s˜ C2 ◦Ψ−1 belong to C1(ω˜2).
Using another localization process, we can get the required shape for the open set where (Q˜3)
is posed. 2
3.3.3. Perturbation argument
Here, we will consider (Q˜3) as a perturbated problem of the following one:
−div(A˜4∇U˜4)= G˜3, in C+(ρ˜),
U˜4 = 0, on ∂C+D(ρ˜),
∂U˜4
∂νA˜4
= 0, on ∂C+N(ρ˜),
(Q˜4)
with:
A˜4 = s˜
 In−2 0 00 1 0
0 0 1
 .
About the solution U˜4 of (Q˜4), we get the following result:
LEMMA 5. – Under assumptions (1), (2), (6)–(9), let U˜4 be the variational solution of (Q˜4).
Then, there exists ρ˜ > 0 such that:
U˜4 = U˜4R + η⊗Us, in C+(ρ˜),
where:
U4R ∈ L2
(
Bn−2(ρ˜),H2
(
B+2 (ρ˜)
))
and ‖U4R‖L2(Bn−2(ρ˜),H2(B+2 (ρ˜))) 6C
∥∥G˜3∥∥L2(C+(ρ˜)),
η ∈H1/2(Bn−2(ρ˜)) and ‖η‖H1/2(Bn−2(ρ˜)) 6 C∥∥G˜3∥∥L2(C+(ρ˜)),
Us satisfies (13).
Proof. – We can write (Q˜4) as follows:
−div(s˜∇U˜4)= G˜3, in C+(ρ˜),
U˜4 = 0, on ∂C+D(ρ˜),
∂U˜4
∂ν
= 0, on ∂C+N(ρ˜).
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This problem is well-posed (proceed as in Section 1.2) and its variational solution satisfies:
U˜4 ∈ V (ρ). Since s˜ has bounded derivatives, U˜4 satisfies:
−1U˜4 = G˜4, in C+(ρ˜),
U˜4 = 0, on ∂C+D(ρ˜),
∂U˜4
∂ν
= 0, on ∂C+N(ρ˜),
with: G˜4 = G˜3 +∇ s˜.∇U˜4 ∈ L2(C+(ρ˜)).
In particular, we have: ∇ s˜ ∈ (C0(C+(ρ˜)))n and ∇U˜4 ∈ (L2(C+(ρ˜))n.
Now, we use a classical extension argument and we apply Theorem 3. 2
With other words, we can say that the operator A4 which is defined by:
• D(A4)= {v ∈ V (C+(ρ˜)) |A4v ∈ L2(C+(ρ˜)), ∂v/∂ν = 0, on ∂C+N(ρ˜)},• A4v =−div(A4∇v),
is such that:
• D(A4)⊂ L2(Bn−2(ρ˜), H2(B+2 (ρ˜))⊕H1/2(Bn−2(ρ˜))⊗Us ,
• A4 is an isomorphism from D(A4) onto L2(C+(ρ˜)).
Now, we define:
P =
O 0 00 p˜ q˜
0 q˜ r˜
 .
Using properties of functions p˜, q˜ and r˜ , we get the following result:
LEMMA 6. – If v belongs to D(A4), then P∇v belongs to (H1(C+(ρ˜)))n.
There exists C > 0, independent of ρ˜ such that:
∀v ∈D(A4), ‖P∇v‖(H1(C+(ρ˜)))n 6 C
√
ρ˜‖v‖D(A4).
Proof. – Let v be in D(A4). We get:
P∇v = t (0, . . . ,0, p˜ ∂n−1v + q˜ ∂nv, q˜ ∂n−1v + r˜ ∂nv).
Firstly, we have observed that functions p˜, q˜ , r˜ vanish at points (Z,0,0) and belong to
C1(C+(ρ˜)). So their derivatives are bounded and, by Taylor formula, we get:∣∣p˜(Z, zn−1, zn)∣∣6 C√z2n−1 + z2n, ∀(Z, zn−1, zn) ∈ C+(ρ˜),
and similar estimates about q˜ and r˜ .
We begin by considering p˜ ∂n−1v. Using Lipschitz property, we get:
|p˜ ∂n−1v|6 Cρ˜|∂n−1v|, in C+(ρ˜).
So, we have:
p˜ ∂n−1v ∈ L2
(
C+(ρ˜)
)
and ‖p˜ ∂n−1v‖L2(C+(ρ˜)) 6Cρ˜‖∂n−1v‖L2(C+(ρ˜)).
We can write:
‖p˜ ∂n−1v‖L2(C+(ρ˜)) 6 Cρ˜‖v‖D(A4).
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Let ı be in {1,2, . . . , n− 2}. We have:
∂ı(p˜ ∂n−1v)= ∂ıp˜ ∂n−1v + p˜ ∂n−1∂ıv.
Since v belongs to D(A4), it satisfies some problem of the form (Q4). Using Proposition 1, we
get:
∂ı(p˜ ∂n−1v) ∈ L2
(
C+(ρ˜)
)
and as above:
‖p˜ ∂n−1∂ıv‖L2(C+(ρ˜)) 6 Cρ˜ ‖∂n−1∂ıv‖L2(C+(ρ˜)) .
In order to estimate ∂ı p˜ ∂n−1v, we observe that ∂ıp˜ is bounded in C+(ρ˜). From the Dirichlet
condition satisfied by v, we deduce that ∂n−1v satisfies also a Dirichlet condition on ∂Bn−2(ρ˜)×
B+2 (ρ˜). Using Poincaré inequality, we get:
‖∂ı p˜ ∂n−1v‖L2(C+(ρ˜)) 6 Cρ˜
∥∥ |∇Z(∂n−1v)|∥∥L2(C+(ρ˜)),
because the Poincaré constant has the form: Cρ˜. Therefore, we get:
∂ı(p˜ ∂n−1v) ∈ L2
(
C+(ρ˜)
)
and ‖∂ı(p˜ ∂n−1v)‖L2(C+(ρ˜)) 6 Cρ˜‖v‖D(A4).
Now, we consider:
∂n−1(p˜ ∂n−1v)= ∂n−1p˜ ∂n−1v + p˜ ∂2n−1v.
Here, we use Lemma 5. We write: v = vR + η ⊗ Us . Since v and η ⊗ Us satisfy boundary
conditions, vR satisfies also these conditions. For ∂n−1(p˜ ∂n−1vR), we can proceed as for
∂ı(p˜ ∂n−1v) (∂n−1vR satisfies a Dirichlet condition on {z ∈ ∂C+D(ρ˜) | zn = 0}).
It remains to consider:
∂n−1(p˜ ∂n−1η⊗Us)= ∂n−1p˜ η⊗ ∂n−1Us + p˜ η⊗ ∂2n−1Us.
For the first term, we use Poincaré inequality again. For the second one, we observe that |∂2n−1U˜s |
is bounded by Cr−3/2 in B+2 (ρ˜) (r = (z2n−1 + z2n)1/2); so, we get:∣∣p˜ ∂2n−1Us∣∣2 6 Cr , in B+2 (ρ˜).
Then, p˜ η⊗ ∂2n−1Us belongs to L2(C+(ρ˜)) and:
∥∥p˜ η⊗ ∂2n−1Us∥∥L2(C+(ρ˜)) 6 C‖η‖H1/2(Bn−2(ρ˜))
( ρ˜∫
0
dr
)1/2
.
We get finally: ∥∥p˜ η⊗ ∂2n−1Us∥∥L2(C+(ρ˜)) 6 C√ρ˜‖v‖D(A4).
We use a similar process for ∂n(p˜ ∂n−1v).
The analysis of other terms of P∇v is very similar to the previous one. This ends the proof. 2
Now, by using a perturbation argument, we can write the following result about U˜3:
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PROPOSITION 2. – Under assumptions (1), (2), (6)–(9), let U˜3 be the variational solution of
(Q˜3). Then, there exists ρ˜ > 0 such that:
• for every ı ∈ {1,2, . . . , n− 2},
∂ıU˜3 ∈H1
(
C+(ρ˜)
)
and
∥∥∂ıU˜3∥∥H1(C+(ρ˜)) 6 C∥∥G˜3∥∥L2(C+(ρ˜)),
• U˜3 = U˜3R + η⊗Us in C+(ρ˜), where:
U3R ∈ L2
(
Bn−2(ρ˜),H2
(
B+2 (ρ˜)
))
and
‖U3R‖L2(Bn−2(ρ˜),H2(B+2 (ρ˜))) 6 C
∥∥G˜3∥∥L2(C+(ρ˜)),
η ∈H1/2(Bn−2(ρ˜)) and ‖η‖H1/2(Bn−2(ρ˜)) 6 C∥∥G˜3∥∥L2(C+(ρ˜)),
Us satisfies (13).
Proof. – We get the first part by applying Proposition 1.
For the second part, we write (Q˜3) as follows:
−div(A4∇U˜3)− div(P∇U˜3)= G˜3, in C+(ρ˜),
U˜3 = 0, on ∂C+D(ρ˜),
∂U˜3
∂νA˜4
= en.
(
P∇U˜3
)
, on ∂C+N(ρ˜).
We consider solutions of this problem which belong to D(A4). With Lemma 6, we have:
en.
(
P∇U˜3
) ∈H1(C+(ρ˜)) if U˜3 ∈D(A4).
Using a classical trace result, we can build Q(U˜3) ∈H2(C+(ρ˜)) such that:
Q
(
U˜3
)= 0, on ∂C+D(ρ˜); ∂Q(U˜3)∂νA˜4 = en.
(
P∇U˜3
)
, on ∂C+N(ρ˜),
and there exists C > 0 independent of ρ˜ and U˜3 such that:∥∥Q(U˜3)∥∥H2(C+(ρ˜)) 6 C∥∥enP∇U˜3∥∥H1(C+(ρ˜)).
Then, one can formally write (Q˜3) as follows:
−div(A4∇U˜3)− div(A4∇Q(U˜3))− div(P∇U˜3)= G˜3, in C+(ρ˜),
U˜3 = 0, on ∂C+D(ρ˜),
∂U˜3
∂νA˜4
= 0, on ∂C+N(ρ˜).
Now, we consider the operator: P :D(A4)→ L2(C+(ρ˜)) such that:
Pv =−div (A4∇Q(v))− div(P∇v).
With Lemma 6 again, this operator is continuous and its norm is bounded by C
√
ρ˜ with C
independent of ρ˜.
TOME 78 – 1999 – N◦ 10
SINGULARITIES OF THE SOLUTION 1061
We have observed that A4 is an isomorphism from D(A4) onto L2(C+(ρ˜)) (Lemma 5). So,
for ρ˜ > 0 small enough,A3 =A4 +P is an isomorphism from D(A4) onto L2(C+(ρ˜)).
So, the equation A3v = G˜3 has one and only one solution in D(A4). This equation implies
(Q˜3) which has one and only one variational solution: U˜3. Proposition 2 follows. 2
3.3.4. Getting the result
Now we will achieve the proof of Theorem 4. To this end, we will use the following lemma,
devoted to the action of a diffeomorphism on Sobolev spaces (see [2]):
LEMMA 7. – Let Ω , Ω ′ be open bounded domains of Rn and Φ a Cs-diffeomorphism from Ω
onto Ω ′. Then, we have:
u ∈Hs(Ω ′)⇒ u ◦Φ ∈Hs(Ω).
Firstly, we summarize here the sequence of previous computations. We have begun by
observing that the variational solution of (P1) satisfies (P2). With the C∞-diffeomorphism ϒ ,
the study has been moved from x0 to O. After, starting from (P2), we have built successively:
(1) a local problem by a localization process: (W0, ζ0, u˜0),
(2) (Q˜0) by a C3-diffeomorphism:Φ ,
(3) (Q˜1) by a localization process: (W1, ζ1, u˜1),
(4) (Q˜2) by a C2-diffeomorphism: Ψ ,
(5) (Q˜3) by a localization process: (W2, ζ2, u˜2).
And we have proved that U˜3 satisfies Proposition 2.
Now, we have only to use the reverse path to come back to (P1) step by step.
Let us introduce:Θ = (ϒ ◦Φ ◦Ψ )−1. In Θ−1(C+(ρ˜)), we get:
(ζ0 ◦Φ ◦Ψ ◦Θ)(ζ1 ◦Ψ ◦Θ)(ζ2 ◦Θ)u
= (ζ1 ◦Ψ ◦Θ)(ζ2 ◦Θ)(u˜0 ◦Φ ◦Ψ ◦Θ)+ (ζ2 ◦Θ)(u˜1 ◦Ψ ◦Θ)+ (u˜2 ◦Θ)+
(
U˜3 ◦Θ
)
.
Now, we can choose ρ > 0 small enough in order that:
(ζ0 ◦Φ ◦Ψ )
(
C+(ρ)
)= (ζ1 ◦Ψ )(C+(ρ))= ζ2(C+(ρ))= {1}.
We denote by W the open neighbourhood of x0: Θ−1(C(ρ)) and we get the result with:
Ur = U˜3R + u˜2 + u˜1 ◦Ψ + u˜2 ◦Φ ◦Ψ, in C+(ρ).
Estimates are obtained by using (10), (14) and Lemma 7. Especially, we get easily:∥∥G˜3∥∥L2(C+(ρ˜)) 6 ‖f ‖L2(Ω).
We leave details of proof to the reader. 2
4. Applications
4.1. Estimates of some boundary integrals
We prove here the following result which has been given by Moussaoui in [11] and we extend
it to problem (P1).
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PROPOSITION 3. – Let u be the variational solution of (L) where f ∈ L2(Ω). Then,
d(.,Γ )1/2|∇u|/∂Ω belongs to L2(∂Ω) and there exists C > 0 such that:∫
∂Ω
d(x,Γ )|∇u|2 dσ 6 C‖f ‖2L2(Ω).
Proof. – We denote t (∂1u, . . . , ∂n−2u) and t (∂n−1u, ∂nu) by ∇Xu and ∇2u respectively. We
can write: |∇u|2 = |∇Xu|2 + |∇2u|2.
Using the first result of Theorem 3 and a classical trace result, we get:
∫
∂Ω
d(x,Γ )|∇Xu|2 dσ 6 C
n−2∑
ı=1
‖∂ıu/∂Ω‖2L2(∂Ω) 6 C
n−2∑
ı=1
‖∂ıu‖2H1(Ω).
Using the second result, we get: ∇2u=∇2Ur + η⊗∇2Us .
With a trace result again, we obtain:∫
∂Ω
|∇2Ur |2 dσ =
∫
Rn−2
∫
∂Ω0
|∇2Ur |2 dτ dX 6 C‖Ur‖2L2(Rn−2,H2(Ω0)).
An elementary computation gives: |∇2Us |2 6 Cr−1; so, we get:∫
∂Ω
d(x,Γ )η2(X)|∇2Us |2 dσ 6 C‖η‖2L2(Rn−2).
Now, with Theorem 3, we can observe that ‖∂ıu‖H1(Ω), ‖Ur‖L2(Rn−2,H2(Ω0)) and ‖η‖L2(Rn−2) are
bounded by some C‖f ‖L2(Ω) and we get the result. 2
THEOREM 5. – Under assumptions (1), (2), (6)–(9), let u be the variational solution of (P1).
Then, d(.,Γ )1/2|∇u|/∂Ω belongs to L2(∂Ω) and there exists C > 0 such that:∫
∂Ω
d(x,Γ )|∇u|2 dσ 6 C‖f ‖2L2(Ω).
Proof. – For every point x of Γ , we can build ρ > 0, an open neighbourhood W and a C2-
diffeomorphismΘ from W onto C(ρ) such that u satisfies Theorem 4.
We can write: Γ ⊂⋃x∈Γ W . Since Ω is bounded, Γ is compact. So, there exists a finite
sequence of these open sets W such that: Γ ⊂⋃L`=1W`. We denote: Ω ′ =⋃L`=1W`. Again, Ω ′
is compact and we can define r > 0 such that: 2r = inf{d(x,Γ ), x ∈Ω ′}. We can write:
∂Ω \Ω ′ ⊂
⋃
x∈∂Ω\Ω ′
Bn(x, r).
Again, with a compactness argument about ∂Ω \Ω ′, we get:
∂Ω ⊂
(
L⋃
`=1
W`
)
∪
(
K⋃
k=1
Bn(xk, r)
)
,
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and, formally, we get that
∫
∂Ω
d(x,Γ )|∇u|2 dσ is bounded by:
L∑
`=1
∫
∂Ω∩W`
d(x,Γ )|∇u|2 dσ +
K∑
k=1
∫
∂Ω∩Bn(xk,r)
d(x,Γ )|∇u|2 dσ.(17)
In every Bn(xk, r), we have: d(x,Γ )6 diam(Ω), if x ∈ ∂Ω . We use (12) and a trace result, we
get:
∀k ∈ {1, . . . ,K},
∫
∂Ω∩Bn(xk,r)
d(x,Γ )|∇u|2 dσ 6 C‖f ‖2L2(Ω).(18)
Now, we considerW , one of the open sets W`, and:
∫
∂Ω∩W d(x,Γ )|∇u|2 dσ .
Since u satisfies Theorem 4, we can introduce
Ur ∈ L2
(
Bn−2(ρ),H2
(
B+2 (ρ)
))
and η ∈H1/2(Bn−2(ρ))
with ρ, W and Θ .
Firstly, we will consider: v = u ◦Θ−1. We have:
∀ı ∈ {1,2, . . . , n− 2}, ∂ı
(
u ◦Θ−1) ∈H1(C+(ρ)),
v =Ur + η⊗Us, in C+(ρ).
As for Proposition 3, we get:
∫
∂C+(ρ) d(z,Θ(Γ ∩W))|∇v|2 dς is bounded by:
C
(
n−2∑
ı=1
‖∂ıv‖2H1(C+(ρ)) + ‖Ur‖2L2(Bn−2(ρ),H2(B+2 (ρ)))+ ‖η‖
2
L2(Bn−2(ρ))
)
.
Let us denote: ∂C+0 (ρ)=Θ(∂Ω ∩W)= ∂C+(ρ)∩Rn−2 × {(0,0)}. With Theorem 4, we get:∫
∂C+0 (ρ)
d
(
z,Θ(Γ ∩W))|∇v|2 dς 6 C‖f ‖2L2(Ω).
Now, we can observe that, if z= (Z, zn−1, zn) and Π(z)= (Z,0,0), then we have:
d
(
z,Θ(Γ ∩W))= |z−Π(z)|.
We define: x=Θ−1(z) and we get:∫
∂C+0 (ρ)
d
(
z,Θ(Γ ∩W))|∇v|2 dς = ∫
∂Ω∩W
∣∣Θ(x)−Π(Θ(x))∣∣(M∇u).∇udσ,
with: M(x)= |J (Θ)(x)| |t (DΘ(x))−1ν(Θ(x))| (D(Θ−1) tD(Θ−1))(Θ(x)).
Since Θ is a diffeomorphism, ‖M‖ is bounded from below.
With Taylor formula, we get:∣∣Θ(x)−Π(Θ(x))∣∣> C∣∣x−Θ−1(Π(Θ(x)))∣∣.
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Since Θ−1(Π(Θ(x))) is some point of Γ , we can write:∣∣Θ(x)−Π(Θ(x))∣∣> Cd(x,Γ ).
It follows that: ∫
∂C+0 (ρ)
d
(
z,Θ(Γ ∩W))|∇v|2 dς > C ∫
∂Ω∩W
d(x,Γ )|∇u|2 dσ.
Finally, we obtain:
∀` ∈ {1, . . . ,L},
∫
∂Ω∩W`
d(x,Γ )|∇u|2 dσ 6 C‖f ‖2L2(Ω).(19)
We achieve the proof by using (17), (18) and (19). 2
4.2. Stabilization of the wave equation
We will prove here Theorem 1. To this end, we refer to the proof of Theorem 1 in [7]. Similarly,
we introduce the space V (see our introduction) and the linear operator: A(u, v) = (−v,−1u)
with:
D(A)=
{
(u, v) ∈ V × V ∣∣1u ∈ L2(Ω); ∂u
∂ν
=−(m.ν)v, on ∂ΩN
}
.
We have only to extend Lemma 2.2 by Komornik and Zuazua ([7]) to our case.
PROPOSITION 4. – Let Ω be a bounded open connected set of Rn (n > 3) satisfying (1).
Assume ∂ΩN and ∂ΩD defined by (3) are such that (2) and (5) hold. Then, if (u, v) belongs to
D(A), we have:
2
∫
Ω
1u(m.∇u)dx6 (n− 2)
∫
Ω
|∇u|2 dx+ 2
∫
∂Ω
∂u
∂ν
(m.∇u)dσ −
∫
∂Ω
(m.ν)|∇u|2 dσ.
Proof. – We will follow here the proof of Theorem 6.9 given by Grisvard in [3].
Using a compactness argument, we can observe that m.ν is bounded on ∂Ω . So, if (u, v)
belongs to D(A), (m.ν)v belongs to H1/2(∂Ω). Using a trace result, we can build u˜ ∈ H2(Ω)
such that:
u˜= 0, on ∂Ω; ∂u˜
∂ν
= (m.ν)v, on ∂Ω.
We define: f =1u˜−1u. Then, U = u− u˜ satisfies the following problem:
−1U = f, in Ω,
U = 0, on ∂ΩD,
∂U
∂ν
= 0, on ∂ΩN.
Under previous assumptions, f belongs to L2(Ω) and U satisfies (11), (12) and Theorem 4.
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For ε > 0, small enough, we define the following open neighbourhood of Γ :
Ω ′ε =
{
x ∈Rn | d(x,Γ ) < ε}.
Using again a compactness argument, we can observe that u belongs to H2(Ωε) with:
Ωε =Ω \Ω ′ε . With Rellich’s identity ([16]), we get:
2
∫
Ωε
1u(m.∇u)dx= (n− 2)
∫
Ωε
|∇u|2 dx+ 2
∫
∂Ωε
∂u
∂ν
(m.∇u)dσ −
∫
∂Ωε
(m.ν)|∇u|2 dσ.
In order to get the limit of this identity as ε→ 0, we define:
∂ΩNε = ∂Ωε ∩ ∂ΩN, ∂ΩDε = ∂Ωε ∩ ∂ΩD, ∂Ω˜ε = ∂Ωε ∩Ω.
With Lebesgue theorem, we can easily get the following limits:∫
Ωε
1u(m.∇u)dx→
∫
Ω
1u(m.∇u)dx as ε→ 0,
∫
Ωε
|∇u|2 dx→
∫
Ω
|∇u|2 dx as ε→ 0.
(20)
We can use a similar method for boundary integrals on ΩNε ∪ ∂ΩDε.
Let x be a point of this set. Define x1 ∈ Γ such that: |x − x1| = d(x,Γ ). We can write:
(m.ν)(x) = (x − x1).ν(x1) + (x − x0).(ν(x)− ν(x1)) and we get: |(m.ν)(x)| 6 Cd(x,Γ ). An
easy computation (similar to the proof of Theorem 5) and Lebesgue theorem give:∫
∂ΩNε∪∂ΩDε
(m.ν)|∇u|2 dσ →
∫
∂Ω
(m.ν)|∇u|2 dσ as ε→ 0.(21)
Now, we consider ∂u
∂ν
(m.∇u) on ∂Ω . With boundary conditions, we get:∣∣∣∣∂u∂ν (m.∇u)
∣∣∣∣6 C|v|(d(.,Γ )1/2|∇u|), on ∂Ω.
With Cauchy–Schwarz inequality and Lebesgue theorem, we get:∫
∂ΩNε∪∂ΩDε
∂u
∂ν
(m.∇u)dσ→
∫
∂Ω
∂u
∂ν
(m.∇u)dσ as ε→ 0.(22)
Now, we have only to consider the following expression:
Iε(u)= 2
∫
∂Ω˜ε
∂u
∂ν
(m.∇u)dσ −
∫
∂Ω˜ε
(m.ν)|∇u|2 dσ.
At each point x˜ ∈ Γ , we can build unit vectors ν˜ = ν(x˜) and τ˜ = τ (x˜) which depend on x˜ andΩ
(see introduction). If ε is small enough, each point x of ∂Ω˜ε belongs to one and only one plane
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(x˜, ν˜, τ˜ ). Furthermore, x belongs to some arc of circle γ (x˜, ε) contained in this plane. Now, we
write: ∇u=∇T u+∇2u , where ∇2u belongs to the plane (ν˜, τ˜ ), ∇2u and ∇T u are orthogonal.
We can observe that components of ∇T u are derivatives of u, co-normal to Γ . Thanks to the first
part of Theorem 4 and Lebesgue theorem, we easily get:
2
∫
∂Ω˜ε
(ν.∇T u)(m.∇T u)dσ −
∫
∂Ω˜ε
(m.ν)|∇T u|2 dσ → 0 as ε→ 0.(23)
Now we have to deal with the remaining part of Iε(u):
2
∫
∂Ω˜ε
(ν.∇2u)(m.∇2u)dσ −
∫
∂Ω˜ε
(m.ν)|∇2u|2 dσ
+2
∫
∂Ω˜ε
(ν.∇T u)(m.∇2u)dσ + 2
∫
∂Ω˜ε
(ν.∇2u)(m.∇T u)dσ.
We begin by considering the first line of this expression. Using the second part of Theorem 4, we
observe that u can be written locally as the sum of a regular part and a singular part: η(x˜)Us(x− x˜)
where η is locally H1/2 on Γ and Us satisfies (13). In order to simplify notations, we will write
∇2Us , ν, m, m˜ instead of ∇2Us(x − x˜), ν(x), m(x), m(x˜), respectively. Using coordinates in
(x˜, ν˜, τ˜ ), we get:
2(ν.∇2Us)(m.∇2Us)− (m.ν)|∇2Us |2 = 14ε (m˜.τ˜ )−
1
4
(ν.τ˜ ).
Integrating the above expression along γ (x˜, ε), we get:∫
γ (x˜,ε)
(
2(ν.∇2Us)(m.∇2Us)− (m.ν)|∇2Us |2
)
dγ → pi
4
(m˜.τ˜ ) as ε→ 0.
We can integrate all other terms along γ (x˜, ε) (with regular part Ur or co-normal derivatives).
Thanks to Cauchy–Schwarz formula, we get at most O(ε1/2). Thus, these terms vanish as ε→ 0
and, with (23), we get:∫
γ (x˜,ε)
(
2
∂u
∂ν
(m.∇u)− (m.ν)|∇u|2
)
dγ → pi
4
(
m(x˜).τ (x˜)
)
η2(x˜) as ε→ 0.
Thanks to local integrability of η2 and compactness of Γ , we can integrate the above terms
along Γ . With Fubini theorem and assumption (5), we obtain that Iε(u) has a nonpositive limit
as ε→ 0.
The proof ends with (20), (21) and (22). 2
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