Abstract In this article, we present the so-called optimal, nearly analytic, discrete method (ONADM), which is an improved version of the NADM proposed recently (Yang et al., 2003a) . We compare numerically the error of the ONADM with those of the NADM and other finite-difference methods for 1D and 2D cases, and give wavefield modeling in 2D isotropic media. We also discuss the validity of the ntimes absorbing boundary condition, when absorbing boundary conditions are incorporated in the ONADM. We show that, compared with the original NADM, the ONADM for the 2D case can significantly reduce storage space and computational cost. The temporal accuracy of the optimal method is also increased from second order in the original NADM to fourth order, and spatial accuracy remains the same as that of the original. Promising numerical results suggest that the ONADM is suitable for large-scale numerical modeling, as it can suppress effectively numerical dispersion caused by discretizing the wave equations when too coarse grids are used.
Introduction
Analysis of seismic data to determine the earth's structure and seismic source parameters requires accurate and efficient methods for computing synthetic seismograms. When it is hard to solve wave equations, we usually turn to two kinds of approximation methods. One is the perturbation method, and the other is the discretization method in which we first discretize the wave equations and then solve the resulting finite-difference (FD) equations.
Time-domain methods discretize spatial and temporal derivatives in acoustic and elastic wave equations. Several widely used methods such as the second-order center scheme (Alford et al., 1974; Kelly et al., 1976; Igel et al., 1995) and various high-order compact schemes or the so-called LaxWendroff scheme (Dablain, 1986; Blanch and Robertsson, 1997; Wang et al., 2002) are based on the FD method. Other methods also use the pseudospectral (PS) method to compute spatial derivatives (e.g., Kosloff and Baysal, 1982) .
FD methods have been proven successful and provided useful tools for exploring seismology. For this reason, numerous FD schemes have been widely employed to solve acoustic and elastic wave equations (Alford et al., 1974; Kelly et al., 1976; Dablain, 1986; Virieux, 1986; Takeuchi and Geller, 2000) . These FD methods are also applied to anisotropic and viscoelastic problems (Robertsson et al., 1994; Igel et al., 1995; Blanch and Robertsson, 1997; Zhang et al., 1999; Takeuchi and Geller, 2000) . However, we note that some FD methods such as the conventional finite-difference methods with two and four orders often suffer from serious numerical dispersion when too few samples per wavelength are used or when the models have large velocity contrast or artifacts caused by sources at grid points (Fei and Larner, 1995; Yang et al., 2002) . Numerical dispersions affect not only the performance of the lower-order FD methods but also the performance of the so-called high-order FD methods. For example, 10-order compact FD schemes (e.g., Wang et al., 2002) , which usually use more grids than loworder schemes, also suffer from numerical dispersion. The demand for more grids in high-order FD methods prevents the algorithms from efficient parallel implementation and artificial boundary treatment. On the other hand, although numerical dispersions or undesirable ripples can also be suppressed using the so-called flux-corrected transport (FCT) technique, the FCT method is typically unable to fully recover the resolution lost by numerical dispersion when spatial sampling becomes too coarse . The PS method (Kosloff and Baysal, 1982) is attractive, as the space operators are exact up to the Nyquist frequency, but it requires making the Fourier transform of the wave field, which is computationally expensive for 3D anisotropic models and has difficulty in handing sharp boundaries (Mizutani et al., 2000) . Moreover, taking the Fourier transform means that each point interacts with every other point. To some extent, this is inconsistent with the physical phenomena, as interaction in dynamic elasticity is local.
Recently, Yang developed a perturbation method, called the "nearly analytic discrete method (NADM)" for acoustic and elastic equations (Yang et al., 2003a) . The NADM was initially suggested by Konddoh et al. (1994) for solving parabolic and hyperbolic equations. The method, based on the so-called thought analysis criterion (Konddoh et al., 1994) , uses a truncated Taylor expansion with respect to time to analytically approximate the wave displacement and its firstorder partial derivatives at grid points. Then it uses some interpolation relations based on the function of the truncated Taylor expansion with respect to spatial increments to determine the high-order space derivatives involved in these truncated Taylor formulas. On the basis of such a structure, the method enables effective suppression of the numerical dispersion caused by discretizing the wave equation by using the local interpolation compensation for the truncated Taylor series, whereas the conventional FD schemes suffer from numerical dispersion near large velocity contrast or when too few samples per wavelength are used (Yang et al., 2003a) . Further, by using first-order spatial derivatives and wave displacement simultaneously, we can determine highorder spatial derivatives based on interpolation relations that can be explicitly handled. This is different from other FD methods that use a discrete expression to approximate the original wave equation. In the following sections, we shall further discuss the difference between the NADM and LaxWendroff/compact/optimal FD methods.
The main purpose of this article is to discuss efficient implementation of the NADM. For this, we present a modified version of the NADM, called the optimal NADM (ON-ADM). Our theoretical analyses show that the ONADM is a significant improvement over the original in numerous aspects, including numerical errors, storage space, and computational cost. The accuracy of the ONAMD in time also increases from the second order of the original NADM to fourth order. Promising numerical results verify our theoretical conclusions. Meanwhile, we also discuss the validity of the n-times absorbing boundary condition, developed by Higdon (1991) and Yang et al., (2003b) .
Basic Nearly Analytic Discrete Method
To illustrate the derivation of the NADM, we briefly review and summarize the key ideas in it. For 2D case, the wave equation can be written as
i 2 ‫ץ‬x ‫ץ‬t j where subscript j takes the values of 1 and 3, q ‫ס‬ q(x, z) is the medium density, u i denotes the displacement component in the ith direction, f i is the force-source component in the ith direction, and r is the stress tensor. We use the same notation as in the original NADM (Yang et al., 2003a) :
and
Note that W ¢ is the time derivative of both the displacement U and its first-order spatial derivatives, which is called simply velocity W ¢ . Using the above notation with values at time t n and the truncated Taylor series expansion, Yang et al. (2003a) obtained the following formulas:
where Dt denotes the time increment.
Obviously, the more series terms (2) and (3) 
mation included in the higher order terms in the Taylor series. To capture this lost seismic information and further increase computational accuracy, according to "analysis thought" (Konddoh et al., 1994) , we can incorporate the lost information approximately by introducing an interpolation function and using connection relations. To achieve this target and avoid the implicit schemes and costly storage derived from direct central differencing of the high-order temporal derivatives of U ¢ that are included implicitly in k ¢ ‫ץ‬ P k ‫ץ‬t (k ‫ס‬ 1, 2) (equations 2 and 3), we convert these high-order temporal derivatives to the spatial derivatives (2) and (3) and
. The transform used here is similar to the high-order FD methods (Dablain, 1986) or the so-called Lax-Wendroff correction (LWC) methods (Blanch and Robertsson, 1997) . However, the way that the NADM approximates high-order spatial derivatives is completely different from the later ones. It is also different from the optimal FD scheme based on a predictor-corrector method (Geller and Takeuchi, 1998; Takeuchi and Geller, 2000) . The high-order FD methods (Dablain, 1986 ) (or the so-called LWC) use only wave displacement to determine high-order spatial derivatives, whereas the NADM uses both wave displacement and its gradients to determine high-order spatial derivatives. Compared with high-order FD schemes, the NADM needs fewer grids to achieve the same accuracy. For example, the NADM using three grid points in a direction has fourth-order spatial accuracy, the same as that of the high-order compact FD scheme (Dablain, 1986; Wang, et al., 2002) with five grids. To be more specific, let us consider the NADM based on a Taylor series expansion on variables X and Z. We use the following interpolation function:
To determine high-order spatial derivatives, we use formulas (4) at the grid point (i, j) and its eight neighboring nodes:
, and (i ‫ם‬ 1, j ‫ם‬ 1). Let us take the grid point (i ‫מ‬ 1, j) as an example of the interpolation relations:
where Dx is the spatial increment in the x-axis direction. From these relations, we can find the analytic expressions
‫ץ‬x ‫ץ‬z i, j U and its first-order spatial partial derivatives at the mesh point (i, j) and its neighboring grids (Yang et al., 2003a) .
Following the previously-mentioned scheme, when computing , the NADM uses not only the values of the n‫1ם‬ U i, j displacement U at the mesh point (i, j) and its neighboring grid points, but also the values of the partial derivatives of U with respect to time t and space x, z (see equations 2 and 3). This allows the algorithm to capture more seismic information in both the function U n and its partial derivatives. Therefore, the NADM can effectively suppress the loss of information included in the higher order terms of the Taylor expansion, further resulting in great numerical accuracy and less numerical dispersion. The introduction of local connection relations (equation 5) greatly improves the continuity and derivability of the approximate function U n (because U n is an approximate variable during data processing) and consequently stabilizes the NADM.
Optimal Nearly Analytic Discrete Method
Now let us take a closer look at formula (2) 
‫ץ‬x ‫ץ‬z i, j volvement of the higher order partial derivatives in formula (3). In our earlier work (Yang et al., 2003a) , the velocity W ¢ was calculated by using the following backward difference method:
This leads to several disadvantages: (1) additional cost for computing ; (2) lower temporal accuracy because of the n ¢ W i,j use of the low-order difference scheme (equation 6), which is only second-order in time, whereas the spatial accuracy is fourth-order for the NADM (Yang et al., 2003a) ; (3) higher storage requirements. For example, we introduce a new vector U ¢ with nine components, and thus we need 18 arrays to store and . Since W ¢ ‫ס‬ ‫ץ‬U ¢ /‫ץ‬t, we also need 18 arrays
‫ץ‬x ‫ץ‬z i, j 3) requires 21 arrays, and thus we need 39 arrays to store all the information for computing
. Therefore, the number of total arrays involved in the NADM is 57.
To improve the original NADM in the previously-mentioned points, we tried to reduce the additional cost and storage for computing the velocity . Actually, by using the n ¢ W i, j values at time t n and a Taylor series expansion, we can obtain the approximate solution of at time as follows:
Adding equation (7) and equation (2) together, we obtain the following formula:
Because both P and can be expressed via U ¢ and its 2 ¢ ‫ץ‬ P 2 ‫ץ‬t partial derivatives (Yang et al., 2003a) , the optimal k‫ם‬l ¢ ‫ץ‬ U k l ‫ץ‬x ‫ץ‬z formula (8) Yang et al. (2003a) and formula (8).
From formula (8), we find that the optimal method is similar to the so-called Lax-Wendroff or compact schemes or high-order optimal FD schemes, where the original wave equation is used to convert high-order error terms in Taylor expansions to spatial derivatives that can be handled explicitly, thereby increasing the accuracy of the method significantly (Dablain, 1986; Blanch and Robertsson, 1997; Takeuchi and Geller, 2000) . However, the ONADM and the NADM are different from the previously mentioned methods in their ways of approximating higher-order spatial derivatives. Both the ONADM and the NADM use the displacement and its gradients to determine high-order spatial derivatives, whereas the previous high-order FD methods use only the wave displacement to determine high-order spatial derivatives, and thus it is hard to capture the seismic information characterized by the gradient of wave displacement.
In the ONADM, we also employ the truncated Taylor series function (4) of spatial increments and the connection relation (5) to determine the high-order spatial derivatives at grid point (i, j), the same technique as we used in the original NADM. Therefore, the ONADM enjoys several desirable properties compared to the original NADM. It can suppress effectively the loss of seismic information included in the higher order terms of an infinite Taylor expansion, leading to great numerical accuracy and less numerical dispersion, as verified by our numerical experiments. Moreover, as shown in our earlier analysis, the ONADM is much more efficient in computation than the NADM, as the computational cost and storage requirements in the ONADM are much less than those in the NADM, and the temporal accuracy is improved from second order to fourth order.
Absorbing Boundary Conditions
Due to the limitation in computational sources, the computational domain is artificially restricted in the numerical modeling of acoustic and elastic waves propagating in unbounded media. This results in unphysical reflections derived from the artificial boundaries. As a remedy for this issue, absorbing boundary conditions (ABCs) are developed and widely used in the numerical simulations of wave motions in unbounded media to reduce spurious numerical reflections. In what follows, we discuss how to eliminate spurious reflections from artificial boundaries in the ONADM for simulating seismic propagation in an unbounded domain. For this, we first need to choose a suitable ABC to treat with boundary reflections. Among the methods developed, the perfectly matched layer (PML) technique, originally used in the electromagnetic wave equation, has been applied popularly in acoustic and elastic wave simulations (Chew and Liu, 1996; Liu and Tao, 1997) . The PML technique, although successful in many applications as a material ABC, requires some special treatment such as stretched coordinate transformation and/or splitting the velocity field and introducing some new variables for the elastic wave case, whereas the decoupled ABC does not require introducing new variables and special treatments. Therefore, we choose the following decoupled ABC at the boundary x ‫ס‬ 0 (Higdon, 1991) that is implemented using the stable biased-center scheme presented by Yang et al. (2003b) :
where m is the wave velocity, h i (0 Յ h i Ͻ p/2) is the incident angle, and n denotes absorbing times.
Numerical Errors

1D Case
To test the accuracy of the numerical results, we first choose the following 1D initial problem:
where f denotes the frequency, and ␣ is the wave velocity. Obviously, the analytical solution for the initial problem is x u(t,x) ‫ס‬ cos 2pf t ‫מ‬ .
΄ ΅ ␣
For comparison, we use the so-called LWC (fourth-order compact scheme [Dablain, 1986] and wave velocity ␣ ‫ס‬ 4000 m/sec. The relative error (E r ) is the ratio of the rms of the residual and the
rms of the exact solution u(t n , x i ). Its explicit definition is as follows:
͚ n i i‫1ס‬ Figures 1 and 2 show the computational results for the relative error E r at different times for different spatial and temporal increments; the three lines of E r for the fourth-order LWC (line 1), the NADM (line 2), and the ONADM (line 3) are shown in a semilog scale. From Figures 1 and 2 , we can conclude that the error introduced by the ONADM measured by E r is less than those of the NADM and the fourth-order LWC. In Figure 1 , the maximum E r of the ONADM is 0.0163%; the maximum relative errors are 0.0269% for the NADM and 0.0595% for the LWC, respectively. Comparing Figure 2 with Figure 1 , we can see that the relative errors increase with the increase in spatial and temporal increments. The maximum relative errors shown in Figure 2 are 1.5336%, 3.8665%, and 6.1782% for the ONADM, the NADM, and the so-called LWC, respectively.
2D Case
To further compare the accuracy of the numerical results, we choose the following 2D initial problem that is similar to the 1D case:
where ␣ is the velocity of the plane wave, and h 0 is the incident angle at time t ‫ס‬ 0. Note that the analytical solution of the initial problem was presented by Yang et al. (2003a) . In our numerical experiments, all the parameters are chosen as follows: grid number N ‫ס‬ 200, frequency f ‫ס‬ 15 Hz, ␣ ‫ס‬ 4000 m/sec, and h 0 ‫ס‬ p/4. The relative error in the 2D case is defined by
Figures 3-6 show the curves of the error E r versus time corresponding to different spatial-and time-step sizes; the three lines of E r for the second-order center scheme (line 1), the NADM (line 2), and the ONADM (line 3) are shown in a semilog scale. The maximum relative errors in these figures for different cases are listed in Table 1 . From these error curves and Table 1 (Dx ‫ס‬ Dz ‫ס‬ h), we find that E r increases correspondingly with the increase in the temporal and/or spatial increments for all three methods. Figures 3-5 show that the ONADM has the highest accuracy among them. Note that Figure 6 presents two identical curves for the case with the same small temporal increment (Dt ‫ס‬ 10 ‫4מ‬ sec) and the large spatial increment (h ‫ס‬ 50 m), computed by the ON-ADM and the NADM, respectively, whereas the relative error E r generated by the ONADM is smaller than the error E r of the NADM for case 1 with fine spatial grids and the same temporal increment as case 4. It shows that for the special case (case 4), the errors of both the ONADM and the NADM depend mainly on the spatial increment. This coincides with the fact that the ONADM and the NADM have the same spatial accuracy. Further, from Figures 3-5, the conclusion that the accuracy of the ONADM in time is higher than that of the NADM can be verified, as the relative errors of the ONADM are smaller than those of the NADM for cases 1-3.
Our numerical results are consistent with what we derived in our theoretical analyses.
Wavefield Modeling
In this section, we compare the isotropic wavefield simulations computed by the NADM and the ONADM. In this case, equation (1) 
where k and l are Lamé constants. In the first model (model 1), we choose k ‫ס‬ 2.75 GPa, l ‫ס‬ 6.25 GPa, and the density q ‫ס‬ 2.1 g/cm 3 . The computational domain is 0 Յ x Յ 9.95 km and 0 Յ z Յ 9.95 km. We choose the spatial increment h ‫ס‬ 50 m, the temporal increment Dt ‫ס‬ 3 ‫ן‬ 10 ‫3מ‬ sec, and the number of grid points as 200 ‫ן‬ 200. The source is an explosive source that is at coordinates (x s , z s ) ‫ס‬ (4.95 km, 4.95 km) and has a Ricker wavelet with a peak frequency of f 0 ‫ס‬ 15 Hz. The temporal variation of the source function is sin (2pf 0 t) exp(‫מ‬ (Zahradnik et al., 1993) . For further comparison, we present the waveforms computed using the NADM, the ONADM, and the second-order FD. In this model 2, we use the spatial step size Dx ‫ס‬ Dz ‫ס‬ 20 m, the temporal increment Dt ‫ס‬ 10 ‫3מ‬ sec, and the grid points 300 ‫ן‬ 300. The computational domain is chosen as 0 Յ x Յ 5.98 km, 0 Յ z Յ 5.98 km. The source is located at (x s , z s ) ‫ס‬ (2 km, 3 km), and the receiver is at (x, z) ‫ס‬ (3 km, 3 km). The rest of the model parameters are the same as those in model 1. Figure 9 presents the waveforms of three components in an isotropic medium generated by the NADM, the ON- Figure 9c , we can observe that both the ONADM and the NADM have less numerical dispersion, whereas the secondorder FD suffers from serious numerical dispersion.
The goal of the final example is to investigate the validity of the n-times decoupled absorbing condition (equation 9) while incorporating the n-times absorbing boundary condition in the ONADM. In this model, we choose the absorbing boundary condition with orders of n ‫ס‬ 4 in equation (9) . The computational domain is chosen as 0 Յ x Յ 2.98 km, 0 Յ z Յ 2.98 km. The source is located at (0.66 km, 2.24 km). The computational parameters are chosen as h ‫ס‬ 20 m and Dt ‫ס‬ 1.5 ‫ן‬ 10 ‫3מ‬ sec, and the number of grid points as 150 ‫ן‬ 150; other parameters are the same as those used in model 1. Figure 10 contains three-component snapshots generated by the ONADM with the four-times absorbing boundary condition. The wavefield snapshots (Fig. 10a,c) and the snapshot shown in Figure 10b are taken at propagation times 0.61 sec and 0.95 sec, respectively. From the wavefield snapshots, we can observe that the reflections of P-and S-waves from the artificial boundaries are effectively absorbed and the computation is stable. This shows that incorporating the four-times absorbing boundary condition in the ONADM is effective. Figure 9 . A comparison of the three-component waveforms in a homogeneous isotropic medium. The synthetic seismograms (a), (b), and (c) are generated by the NADM, the ONADM, and the second-order FD, respectively. Figure 10 . Snapshots of seismic wavefields for three components at 0.61 sec for the u x and u z components and at 0.95 sec for the u y component in isotropic media, generated by the ONADM with the fourtimes absorbing boundary condition.
Short Notes
Conclusions
We optimally modify the NADM developed by Yang et al. (2003a) for solving acoustic and elastic wave equations. The optimal method enjoys fourth-order accuracy in both space and time, whereas the NADM has only second-order accuracy in time and fourth-order accuracy in space. This conclusion is also verified by our numerical experiments of computing the relative error E r via formula (11) for the 1D case and formula (13) for 2D case. The numerical errors produced by both the ONADM and the NADM are smaller than those based on the fourth-order Lax-Wendroff correction (Dablain, 1986 ) and the conventional second-order FD method. Compared with the original NADM, the ONADM does not involve the velocity W ¢ . Therefore, it can save substantial storage, reduce the computational cost, and greatly improve numerical accuracy. Our theoretical conclusions are verified by promising numerical results, which demonstrate that the optimal method can save about 32% of computational costs and about 53% of storage space compared with the original NADM. Wavefield modeling also shows that the optimal method can effectively suppress numerical dispersion when too coarse computational grids are used. This indicates that the optimal method enables simulating wave propagation in large-scale models by using coarse computational grids. In addition, the numerical investigation of boundary conditions shows that the decoupling four-times absorbing boundary condition, developed by Higdon (1991) and discretized by Yang et al. (2003b) , works well.
