In this paper we address a problem related to curve alignment with a semiparametric framework, that is without any knowledge of the shape. This problem appears in many biological applications, in which we are interested in the estimation of the elapsed duration distribution between two signals, but wish to estimate it with a possibly low signal-noise ratio, and without any knowledge of the pulse shape, since it varies from one framework to another. Following recent advances in period estimation in a semiparametric setting, we suggest an estimator based on a smooth functional of the periodogram. We present results on simulations for a neuroscience issue, as well as on real data for the alignment of ECG signals; both show the usefulness of the method, as well as its robustness to the noise level.
Introduction
We investigate in this paper a specific class of stochastic nonlinear inverse problems. We pay attention to the issue of estimating the density of a sample {θ j , j = 1 . . . M }, which is not observed directly but through its image by an unknown operator s. More precisely we observe a collection of curves y j (t) = s(t − θ j ) + σn j (t), t ∈ [0, T ], j = 0 . . . M
where the n j are independent stardard white noise processes independent of θ, σ are their common variance, t is the observation time and M denotes the total number of curves. Such problems appear commonly in practice, for instance in functional data analysis, data mining or neuroscience. In functional data analysis, a common problem is to align curves obtained in a series of experiments before extracting their common features; we refer to the books of [1] and [2] for an in-depth discussion on the problem of curve realignement in functional data analysis applications. In data mining, after splitting the data into different homogeneous clusters, observations of a same cluster may slightly differ. Such variations take into account the variability of the individuals inside one group. The knowledge of the warping parameter θ (in the model (1), a translation parameter) allows to quantify the variability in a given cluster.
Several papers (see [3] , [4] , [5] ) focus on this specific model for many different applications, in biology or signal processing. For example, neuroscience, neurons emits randomly electrical pulses which are recorded by an electrode. Biologists, in many applications, are interested in the estimation of the inter-spike interval (denoted in the application section by ISI ), that is, either the estimation of the durations of elapsed time between two electrical pulses, either the estimation of its distribution. As stated in [6] , it is interesting to model the observed electrical signal as the sample path of a renewal process. We can find in recent contributions (see [7] and [8] ) the usefulness of the ISI for spike sorting. In those applications, it is often easy to segment roughly the signal such that we retain only one pulse into each segment, however the realignement of the obtained curves are mainly based in either alignement of the main structural information of the curves (e.g. the zeros, as in [9] ; see [10] for a description of available tools to characterize curves structural information), either in the knowledge of the shape of a standard electrical pulse, as in [3] or [4] (in that case, the problem is often called template matching, see [11] and references therein). However, both approaches are sensitive to the level of noise, and some recordings are sometimes too noisy to authorize a satisfactory realignment of the curves. We are therefore interested in finding a method of estimation robust enough to the noise level.
In this contribution we focus more specifically on the analysis of ECG signals. In recordings of the heart electrical activity, at each cycle of contraction and release of the heart muscle, we get a characteristic P-wave, which depicts the depolarization of the atria, followed by a QRS-complex stemming from the depolarization of the ventricles and a T-wave corresponding to the repolarization of the heart muscle. We refer to [12, Chapter 12] for an in-depth description of the heart cycle. A typical ECG signal is shown in Figure 1 . Different positions of the electrodes, as well as some malfunctions of the heart, can alter the shape of the signal. We aim at situations where the heart electrical activity is cyclic enough, so that after prior segmentation of our recording, the above model still holds. This preliminary segmentation can be done, for example, by taking segments around the easily identified maxima of the QRS-complex, as it can be found in in [9] . It is therefore of interest to estimate the θ j in (1). These estimates can be used afterwards for a more accurate estimation of the heart rate distribution. In regular cases, such estimation can be done accurately by using the common FDA method (e.g. by using only the above prior segmentations). However, when the activity of the heart is more irregular, a more precise alignment can be helpful. This happens for example in cases of cardiac arrythmias, whose identification can be easier if the heart cycles are accurately aligned. Another measurement often used by cardiologists is the mean ECG signal. A problem encountered in that case is that slightly improperly aligned signals can yield an average on which the characteristics of the heart cycle are lost. The proposed method leads to an estimation of the mean cycle by averaging the segments after an alignment according to an estimated θ j . Additional benefits for a more proper alignment can be found in many other measurements done by cardiologists.
The problem we have to tackle can be seen as an inverse problem. Several authors have investigated nonparametric maximum likelihood estimation for stochastic inverse problems, and related Expectation Maximization algorithms such as [13] . In our framework, the function s is unknown, thus forbidding the use of such techniques. This is also to relate to semiparametric shift estimation for a finite number of curves and curve alignment problem (see [1] ). These problems can be typically encountered in medicine (growth curves) and traffic data. Many methods previously introduced rely on the estimation of s, thus introducing an additional error in the estimation of θ. For example, [9] proposed to estimate the shifts by aligning the maxima of the curves, their position being estimated by the zeros of a kernel estimate of the derivative. The use of spectral information enables to reshift efficiently noisy curves, even if the shape s is unknown or the variance of the noise is high. Methods described in [14] are based on filtered power spectrum information, and are relevent if the number of curves to reshift is small, which is the cases in some applications, such as traffic forecasting. However, the asymptotics in that case is done on the number of samples for each curve, whereas in our case we should focus on the number of curves, since we analyze registered curves off-line, thus having lots of curves and little control on the sampling period.
The paper is organized as follows. Section 2 describes the assumptions made and the method to derive the estimator of the shift distribution. Roughly, this method is based on the optimization of a criterion cost, based on the comparison between the power spectrum of the average of blocks of curves and the average of the individual power spectrums. Since we consider a large number of curves, it is expected that taking the average signal will allow the cost criterion to be "smooth enough", thus enabling consistency. The theoretical study is done in 3. In Section 4, we present results on simulations and some typical signal we have to process in neuroscience, and estimate the ISI intervall in both cases. Proofs of the discussed results are left in the appendix.
Nonparametric estimation of the shift distribution
In this section, we present a method for the nonparametric estimation of the shift density. Recently, [14] proposed a semiparametric method for the shifts, with applications to traffic forecasting. This M-estimate, based on a criterion function related to Fourier coefficients, has been shown to be consistent and asymptotically normal as the number of Fourier coefficients increases. However, in this contribution, we chose to focus on the asymptotics as the number of curves increases. Thus, it is more relevant in that framework to estimate the distribution of the shift parameter θ. Recent contributions of [15] proposed the following method: first provide an estimate for each shift, using in their example the methodology of [16] , and then plug the obtained values into a any known density estimate.
Assumptions
Assume that we observe M sampled noisy curves on a finite time interval [0, T ], each one being shifted randomly by θ; a typical curve is expressed as
The process ε is assumed to be an additive Gaussian white noise with power spectral density 1. We also assume that we always observe the full noisy curve, which can be formalized by the two following assumptions: (H-2) T θ + T s < T
As pointed out in [17] , this is equivalent to consider the observation on a circle. Consequently, in order to avoid cumbersome notations, we further assume without loss of generality that T ∆ = 2π. We also assume that
Assumptions (H-1) and (H-2) imply that we observe a sequence of similar curves with additional noise, so that the spectral information is the same for all curve. Assumption (H-3) guarantees the existence of the PSD of the studied signal. We denote by f the probability density function associated to the random variable θ. We assume that
Computation of the estimator
Following the method of [15] , we propose to plug M estimates of shifts into a kernel estimate. Consequently, we need to estimate the sequence {θ j , j = 0 . . . M }. One important difference, compared to the previously cited works, is that we choose to estimate jointly blocks of parameters instead of one at a time. We therefore split our dataset of curves in N blocks of K + 1 curves each, as indicated in Figure 2 . We thus estimate jointly the sequence of vectors {θ n , n = 1 . . . N }, where for all n
The estimation of {θ n , n = 1 . . . N } is done by minimizing N cost functions, which are described below. Let us denote by S y the squared modulus of its Discrete Fourier Transform (DFT) of the sampled curve y, and let λ be a positive number. This quantity is of interest, since it remains invariant by shifting. For each integer n = 1 . . . N , we define:
the weighted average process taken for the K +1 curves of block n. We now consider 
function (5) represents the difference between the mean of the Power Spectral Densities and the Power Spectral Density of the mean curve. Remark that this function is close to σ 2 − σ 2 /K if the curves used in (4) are well aligned. We now define the mean of curves translated by some correction terms α n ∆ = (α (n−1)K+1 , . . . , α nK ):
and we introduce the following cost criterion to be minimized in order to rescale all curves into the n-th block:
The M-estimator of θ n , denoted byθ n , is therefore given bŷ
In order to define the criterion function, we chose to split the set of observed curves in N blocks of K + 1 curves. Indeed, this is not useful if the spectral information is fully known. However, since we observe noisy curves, and since we did not assume any knowledge on the spectral information, the functions S y have to be estimated.
A well known nonparametric estimator is the periodogram, which has been extensively studied (see e.g. [18] and references therein). This estimator is known to be asymptotically unbiased, but its variance does not tend to 0 in the general case; moreover, the pointwise estimation leads to uncorrelated estimated values, therefore the periodogram provides an estimate of the power spectral density of a process with many irregularities, regardless of the regularity of the true power spectrum. A good way to reduce the variance of this estimator is given by the averaged periodogram (or Bartlett's method), based on the mean of several periodogram estimators, thus the necessity of splitting the dataset. We refer to [18] for a more detailed description of this method. Therefore, in the following parts, S y will denote the periodogram of the function y instead of its actual power spectral density.
It is interesting to compare the cost function introduced in (8) to the estimator introduced in [14] , consisting on a cost function related to the difference of the average Fourier coefficients to the Fourier coefficients of the first curve. In their contribution, they introduce additional weights to smooth the constrast function, for a fixed number of curves J. More precisely, they propose for estimator {θ j , j = 1 . . . J} the minimum of the following criterion function:
where {δ l , l ∈ Z} is real sequence such that l δ 2 l < ∞ and l δ 4 l < ∞, and d jl is the l-th discrete Fourier coefficient associated to the j-th curve. This is to relate to Welch's method to reduce the variance of the periodogram, and makes sense since the number of curves in [14] is assumed to be fixed. The asymptotics is then provided as the number of samples per curve tends to infinity. Similarly, the method proposed in [15] leads to similar smoothing, since the shifting step is done by re-aligning one curve at a time, without using the fact that in the case of shift density estimation, the number of curves is assumed to be big. We argue that the method of averaged periodogram may be preferred for simplicity to weighted periodogram for variance reduction, since we only have one parameter to tune. This may be of importance in practice, as we do not have control on the sampling period in many applications.
Remark 1 : It can be noticed that all blocks of K + 1 curves have one curve y 0 in common. We chose to build the blocks of curves as described in order to address the problem of identifiability. Without this precaution, replacing the solution of (8) byθ + c + 2kπ, k ∈ Z and s by s(· − c) would let the cost criterion invariant.
Adding curve y 0 as a referential allows to estimate θ − θ 0 , thus avoiding the nonidentifiability of the model.
The estimator of the pdf f , denoted byf , is then computed by plugging the estimated values of the shifts in a known density estimator, such as the regular kernel density estimator, that is for all real x in [0; 2π]:
where K is a kernel function integrating to 1 and h the classical tuning parameter of the kernel. In this paper we provide some proof of weak convergence regarding the unsmoothed estimatorf
Theoretical aspects
Recall that the total number of curves is M = N K + 1, where N is the number of blocks and K is the number of curves in each block. The first curve y 0 is a common reference curve for all blocks. We denote by c s (k) the discrete Fourier transform of s taken at point k,
, and by f k,l the discrete Fourier transform of y l taken at point k:
Using this notation, relation (2) becomes in the Fourier domain
where in the latter equation the sequences
are independent and identically distributed with same standard multivariate normal distribution N n (0, I n ).
Computation of a cost function C j
We now compute the cost function C j associated to block j. Each term of the following term will be developed separately.
where A M (k) is the first term of the RHS of (7) and B j (k, α j ) is the second term of the RHS of (7), both taken at point k. We get that
Remark 1 : The four last terms of (15) converge almost surely to 0 as M tends to ∞, according to Assumption (H-4) and the Law of Large Numbers. Moreover, the second term is distributed according to a χ 2 distribution with M degrees of freedom. Thus, the term
Recall that B j (k, α j ) is the modulus of the squared DFT of the average of the curves in block j, after shift correction. Up to a change of index, it is possible to write that each curve l of block j has a shift θ l and an associated correction term of α l . The first curve of each block is the reference curve, which is considered to be invariant and thus has an known associated shift α 0 = θ 0 = 0. We get that 
If the curves are perfectly aligned, that is if α j = θ j , the latter equation becomes
Equation (16) can be simplified, in order to find a equation close to (15) . We find after some computations that
Study of the noise-free part of C j
We now can study the behavior of the cost function, as the number of curves tend to infinity. Functional C j can be split into a noise-free part, that is a term independent of the random variables V and W , and a random noisy part. Now, collecting equations (15), (16) and (18), we can check easily that the only purely noise-free part (that is, which does not depend neither on
), denoted further by D j comes from the term (13), and is equal to:
Remark that due to (19), D j has a unique global minimum which is attained when for all k = 1 . . . , K, α k = θ k , that is the actual shift value. The following result gives information on the number of curves well aligned in a given block, and holds for each term in the sum of Equation (19): Proposition 3.1: Let {η(K, λ), K ≥ 0} be a sequence such that η(K, λ) → 0 as K → +∞ for all λ. Assume that for all k = 0 . . . n − 1:
then there exists two positive constants γ, and K 0 such that, for K ≥ K 0 , there is a constant c(K, λ) such that the number of curves whose alignment error w.r.t θ−c(K, λ) is bigger than η(K) α , denoted by #{m = 1 . . . K : |α m −θ m −c(K, λ)| > η(K, λ) α } is bounded as follows:
Proof : See Section A.1.
Proposition 3.1 can be intuitively interpreted as follows: provided the optimization procedure is effective enough, if the number of curves in each block is large enough, most curves will tend to align, but not necessarily w.r.t. the reference curve y 0 . Consequently, the weighting factor λ is introduced in order to "force" all the curves in a block to align w.r.t y 0 , and the following proposition holds: Proposition 3.2: Assume that λ is an integer, and that
Then, under the assumption of Proposition 3.1, we get that |c(K, λ)| < η(K, λ) α
Proof : See Appendix A.2.
In other words, when choosing λ large enough but such that λ/K tends to 0 as both tend to infinity, it is possible to obtain estimates of the shifts very close to the actual shifts. In order to check that the optimization procedure can indeed be done effectively, we need the noisy part of the cost function to be small under the same conditions. We now study the noisy part of C j .
Study of the noisy part of C j
Using Equations (15) and (18), we get that for all k the deterministic part of
Consequently, we can write that, when K → ∞, λ → ∞ and λ/K → 0:
We now study the noisy part of the difference between B j (k, θ j ) and B j (k, α j ) using their expression in (16) and (17) . This noisy part is equal to
= I + II + III Due to the independence of the random variables, we get according to the Central Limit Theorem that II = O P (K −1/2 ). We now study the term I and get that
It is obvious that the term (25) tends to 0 in probability, as K → ∞ and λ/K → 0. Moreover, the sum in the term (28) is distributed according to a chi-square distribution with 2K degrees of freedom, we thus get under the same condition that
Thus, the random term (28) tends to 0 as K → ∞ and λ/K → 0. Finally, observe that E[(26)] = E[(27)] = 0, and that there exists a constant C such that
which proves that the terms (26) and (27) tend to 0 in probability as K → ∞ and λ/K → 0. Thus, I = o P (1).
Due to the independence of the random variables, we get according to the Central Limit Theorem that (32) is O P (K −1/2 ). We now study (31)
Using the same argument of random variables independence, it is straightforward to check that E[(33)] = E[(34)] = 0 for all integer k; On the other hand, we get the following inequality for all real numbers C and β:
Thus, the latter inequality in (35) gives us that both terms in (33) and (34) tend to 0 in probability, and that for all ε > 0, we get that III = O P (K −1/2+ ). We eventually showed that the noisy parts of our cost functions is close to 0 when the number of curves into each block K is large, thus making the cost function smooth so that the optimization procedure can be solved.
Results on the nonparametric estimation
As mentioned in equation (10), an estimate of the pdf f can be obtained by plugging the approximated values of the shifts into a known density estimate. We provide a result on the weak convergence of the empirical estimator.
Proposition 3.3:
Assume that the conditions of Proposition 3.1 and Proposition 3.2 hold, such that we can check both inequalities. Let g be a bounded continuous function, such that g has a bounded derivative. We assume further that
Proof : See Appendix A.3.
Remark 2 : Conditions of Proposition 3.2 and Proposition 3.3 can be checked in practice, for example, by choosing α
, and by letting the number of blocks N constant. Such a choice allows to get smooth cost functions to optimize with a reasonable precision, and checks also the required conditions to ensure weak convergence of our estimator.
Applications
We present in this section results based on simulations for the neuroscience framework and, on the other side, on real ECG data. In the latter case, we compare our method to the one described in [1] which is often used by practitioners, that is a measure of fit based on the squared distance between the average pulse and the shifted pulses leading to a standard Least Square Estimate of the shifts.
In the case of simulations, we study the influence of the parameter K and λ empirically by providing the Mean Squared Integrated Error (MISE) error for different values of K, λ and σ 2 , with N = 20.
Results on simulations

Experimental protocol
Simulated data are created accordingly to the discrete model 1, and we compute the estimators for different values of the parameters K, λ and σ 2 . For each curve, we sample in order to get 512 points equally spaced on the interval [0; 2π]. We make the experiment with s simulated according to the Hodgkin-Huxley model, in order to simulate a neural response. The shifts are drawn accordingly to a uniform distribution U(120π/256, 325π/256), and θ 0 = π.
Results
We present in Figure 3 results obtained in the alignment procedure, in the case of high noise level (σ 2 = 0.25). We also compare our estimations with those obtained with an existing method, namely curve alignment according to the comparison between each curve to the mean curve [1] . Results for landmark alignment are displayed in Figure 4 . We observe that this shift estimation procedure is less efficient. An example of density estimation is displayed in Figure 5 , using a uniform kernel. We retrieve the uniform distribution of θ. Table 1 
Results on real data
We now wish to compare our method to the state-of-the-art regarding the alignment of heart cycles, in order to estimate the average signal. We provide the study of the signal presented in Figure 1 , which was obtained from the Hadassah Ein-Karem hospital.
Experimental protocol
In order to obtain a series of heart cycles, we first make a preliminary segmentation using the method of [9] , namely alignment according to the local maxima of the heart cycle. We then apply our method, and compare it to the alignment obtained by comparing the mean curve to a shifted curve one at a time. We took in this example K = 30 and λ = 10.
Results
Results on real data are presented in Figure 6 . It can be noticed that the semiparametric method outperforms the standard method, by comparing Figures 6(d) and 6(c). Moreover, when computing the average of the reshifted heart cycle, we observe that our method allows to separate more efficiently the different parts of the heart cycle; indeed, the separation between the P-wave, the QRS-complex and the T-wave are much more visible, as it can be seen by comparing Figure 6 (d) Aligned heart cycles using the proposed method, zoom for the first 30 curves Figure 6 . Comparison between the state-of-the-art and the proposed method for the alignment of heart cycles (arbitrary units). A semiparametric approach appears more appealing to align cycles according to their starting point, and allows to separate more efficiently to P-wave, the QRS complex and the T-wave. Figure 3 (c) is a good illustration of Proposition 3.1. In this graph, we observe that in each block the curves are well aligned, since we get for each block that the estimated shifts are distributed according to a line with slope 1, but that they do not align with respect to the location of the reference curve, due to a weighting parameter λ to small. Taking a larger λ allows to address this problem, as it may be seen in Figure 3(b) . By contrast, a method based on landmark information would perform very poorly in the case of noisy curves. This can be explained by the fact that we use a nonparametric method to estimate the position of the maximum of each curve individually, which leads to estimation errors possibly important in the case of low Signal-Noise Ratio. On the other hand, the proposed method uses all available information and not only the one contained in the landmarks of the curves. We thus observe that if K and λ are well chosen, the shift estimation procedure performs well even if the noise level is high. The method from [1] is less performant when the noise level is too high. Indeed, since the average can be very flat in the case of low SNR, this leads to estimation errors possibly important. On the other hand, the averages of periodograms remain relatively robust to the noise level in all cases, since the noise variance introduces only a constant term, which can be omitted in the optimization procedure. We now study the results obtained for the MISE of the probability density estimator. Not surprisingly, the number of curves in each block K may be low if the noise variance remains very small (first column), the limiting case K = 2 consisting in aligning the curves individually. However, we observe on Table 1 that the parameter K must be chosen carefully:
Discussion
indeed, if K is large, the noise terms vanishes, thus making the cost functions C n regular enough, but make the optimization problem more difficult to solve. These two considerations induce to find a trade-off in practice.
From the theoretical point of view, the study of another M-estimate proposed in [14] for curve alignment gives further insight in the comparison with the stateof-the-art method. Indeed, [14, Theorem 2.1] shows that a statistically consistent alignment can be obtained only when filtering the curves and aligning the lowfrequency information. Therefore, an approach based on the spectral information is more susceptible to achieve good alignment by comparison to the method of [1] .
Conclusion
We proposed in this paper a method for curve alignment and density estimation of the shifts, based on an M-estimation procedure on a functional of the power spectrum density. The proposed estimator, deduced from blocks of curves of size K, showed good performances on simulations, even when the noise variance is high. On real ECG data, the proposed method outperforms the functional data analysis method, thus leading to a more significant average signal, which is of interest for the study of some cardiac arrythmias. Further investigations on associated kernel estimates, with emphasis on rates of convergence, should appear in future contributions. 
where Re(z) denotes the real part of the complex number z. Denote by N (c, K, λ) the number of curves whose alignment error is "far" from c (up to a 2π factor): 
Thus taking k = n − 1, Equation (A2) leads to N (c, K, λ) ≤ K + λ γ 0 (n − 1) 2α η(K, λ) 1−2α , which completes the proof.
A.2. Proof of Proposition 3.2
Finally, using Assumption (H-5) in (A7), we get that
. . , θ M < ∞ , which gives, according to Borel-Cantelli lemma:
which concludes the proof of (36).
