A BDDC (balancing domain decomposition by constraints) method is developed for elliptic equations, with discontinuous coefficients, discretized by mortar finite element methods for geometrically nonconforming partitions in both two and three space dimensions. The coarse component of the preconditioner is defined in terms of one mortar constraint for each edge/face, which is the intersection of the boundaries of a pair of subdomains. A condition number bound of the form C max i {(1 + log(H i /h i )) 2 } is established under certain assumptions on the geometrically nonconforming subdomain partition in the three-dimensional case. Here H i and h i are the subdomain diameters and the mesh sizes, respectively. In the geometrically conforming case and the geometrically nonconforming cases in two dimensions, no assumptions on the subdomain partition are required. This BDDC preconditioner is also shown to be closely related to the Neumann-Dirichlet version of the FETI-DP algorithm. The results are illustrated by numerical experiments which confirm the theoretical results.
a brief introduction to mortar methods. We will use a change of variables, as in [23] and Klawonn and Widlund [21] , which is related to the primal constraints over edges/faces. We will consider quite general geometrically nonconforming partitions, i.e., we will not make any assumptions that the intersection of the boundaries of a pair of subdomains is a full face, edge, or a subdomain vertex.
We will work with mortar methods without any continuity constraints at subdomain vertices. Our results are valid for the traditional mortar methods as well as the dual basis mortar methods first introduced by Wohlmuth [31, 32] . We propose a preconditioner with a certain matrix of weights D and obtain the condition number bound, C max i (1 + log(H i /h i )) 2 , under some assumptions on the geometrically nonconforming subdomain partition in three dimensions. When the algorithm is applied to a geometrically conforming partition in three dimensions or a geometrically nonconforming partition in two dimensions, we obtain the same bound without any assumption on the partition. The subdomain partition can have interfaces that are narrow faces and our bounds can be established for such quite general cases. Section 4 is devoted to proving our condition number bound in terms of a bound of an average operator E D in an appropriate norm.
In section 5, we show that our BDDC preconditioner is closely connected to the Neumann-Dirichlet preconditioner for the FETI-DP methods given in [14, 12] . Connections are established between the average and jump operators, and the spectra of the BDDC and FETI-DP methods are then shown to be the same except possibly for an eigenvalue equal to 1.
Results of numerical experiments are reported in the final section and show that the FETI-DP and BDDC methods perform well and very similarly when the same set of primal constraints is selected.
Throughout this paper, C denotes a generic constant that depends neither on the mesh parameters nor on the coefficients of the elliptic problems.
We note that this paper originated from two projects developed separately by the first and second authors; the contribution of the third began with a suggestion that a theory could be developed for the geometrically nonconforming case using tools similar to those of [23] . As previously noted, the partition can be geometrically nonconforming; see further discussion below. We assume that ρ(x) = ρ i , x ∈ Ω i for some positive constant ρ i .
We denote by X i the P 1 -conforming finite element space on a quasi-uniform triangulation of the subdomain Ω i . The finite element meshes typically do not align Downloaded 07/31/13 to 216.165.95.77. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php across subdomain interfaces. The trace space of X i on ∂Ω i is denoted by W i . We will use the product spaces
For functions in these spaces, we will impose mortar matching conditions across the interfaces using suitable spaces of Lagrange multipliers. Some of these matching conditions will be enforced throughout the iteration; they are directly related to the primal subspace.
In a geometrically nonconforming partition, the intersection of the boundaries of neighboring subdomains may be only part of an edge/face of a subdomain. We define the entire interface by
Among the subdomain edges/faces, we select nonmortar (slave) edges/faces F l such that
see Figure 1 for an example of the selection of the nonmortar edges. For the case when ρ(x) are very different across the interface, it is beneficial to select the part with smaller ρ i as the nonmortar; see Assumption 4.2.
Since the subdomain partition can be geometrically nonconforming, a single nonmortar edge/face F l ⊂ ∂Ω i may intersect the boundaries of several other subdomains Ω j . This provides F l with a partition
see Figure 1 for the mortar counter parts of the nonmortar edge F l . A dual or standard Lagrange multiplier space M (F l ) is introduced for each nonmortar edge/face F l . We require M (F l ) to have the same dimension as the space Downloaded 07/31/13 to 216.165.95.77. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php that it is nonempty, and that it contains the constants. Constructions of such Lagrange multiplier spaces are given in [2, 3] using standard Lagrange multiplier spaces, and in [31, 32] using dual Lagrange multiplier spaces; see also [11] .
The mortar matching condition for the geometrically nonconforming partition is given by (2.3)
The mortar finite element method for problem (2.1) amounts to approximating the solution of the continuous problem by a Galerkin method using the mortar finite element space X := {v ∈ X : v| Γ satisfies the mortar matching condition (2.3)} , where v| Γ is the restriction of v to the interface Γ. We introduce the space W as the restriction of X to Γ,
Finite element spaces and a change of variables.
In this subsection, we introduce a change of variables for some of the unknowns in the space W . It is based on the primal constraints that will be specified for our BDDC method. In mortar discretizations, we may consider the following sets of primal constraints: vertex constraints; vertex and edge average constraints, or edge average constraints only, for two dimensions; and vertex constraints and face average constraints, or face average constraints only, for three dimensions. We note that vertex constraints are appropriate only for the first generation of the mortar methods, in which case the subdomain vertex values are constrained to be continuous. In order to reduce the number of primal constraints, we can also select only some edges/faces as primal. Such choices have been considered for the FETI-DP methods and conforming finite elements in [21] , and for mortar finite elements in [15] .
In our BDDC formulation, we will select primal constraints over edges/faces from the set of mortar matching constraints (2.3). We consider {λ ij,k } k , the basis functions of M (F l ) that are supported in F ij ⊂ F l , and define
We Throughout this paper, we use hats for functions and function spaces that satisfy all of the mortar matching conditions. We use tildes for functions and function spaces that satisfy only the primal constraints across the subdomain interface.
Following Li and Widlund [23] , we now introduce a change of variables based on the primal constraints. We provide details for the two-dimensional case but note that this approach can be extended to the three-dimensional case without any difficulty.
We recall that F l ⊂ ∂Ω i , denoted from now on by F , is a nonmortar edge/face and that {F ij } j is a partition of F given by and build a transformation T Fij so that
Here η, v, and ξ denote vectors of the unknowns
where φ η k and φ v k are the nodal basis functions of the unknowns η k and v k , respectively. To make the presentation simpler, we assume that p = 2, but what follows can be generalized to any p. We will use the following transformation T Fij :
. . . 
We can then see that this transformation satisfies the (2.7) requirement. The transformation T Fij can be applied to each face F ij ⊂ F independently, since it does not change any nodal values other than {v k } L k=1 , which are associated with the unknowns of the nodes interior to F ij .
On the other side, the mortar side, of the interface F ij , i.e., F ij ⊂ ∂Ω j , we perform a change of basis to the unknowns in finite element space W j . In this case, we introduce another set of unknowns
are related to the nodes on F ij with nodal basis functions, which belong to W j and are supported in F ij . The unknowns {η k } p k=1 are the remaining unknowns on F ij . The transformation T Fij is then defined for these unknowns similarly as for a nonmortar interface.
Using the transforms T Fij , we represent the Schur complement of the local stiffness and the mortar matching matrices, and the local force vector in the space of the new unknowns by
Here S (i) is the reduced matrix obtained after eliminating all variables associated with only the subdomain Ω i , and T (i) designates the transform of the original unknowns into the new unknowns of the subdomain boundary ∂Ω i . In the following, we will use the same notation, S (i) , B (i) , and g (i) , for the matrices and vectors obtained after the change of unknowns, to simplify the notation. We will also use the notation W i for the space of the new unknowns.
The unknowns ξ m in (2.7), representing certain weighted averages over the edges, are the primal variables. Using the new variables, the space W , defined in (2.6), can be represented as We now derive the matrix representation of the mortar matching condition (2.3) in the space W of the new unknowns. The mortar matching condition (2.3) is redundant when enforced for the functions in the space W . We recall that {λ ij,k } k are the Lagrange multiplier basis elements supported in F ij . To make the mortar matching condition nonredundant, we eliminate one basis element among {λ ij,k } k for each F ij ⊂ F l , and we denote the reduced Lagrange multiplier space by M (F l ). The entire nonredundant Lagrange multiplier space is then defined as
The remaining nonprimal, mortar matching conditions of (2.3) are enforced using the reduced space M (F l ). In matrix form, this can be written as
The space W Δ can be split into
where n and m denote unknowns in the interior of the nonmortar edges/faces and the remaining unknowns, respectively. The mortar matching conditions can then be written as
Since these equations are obtained using only the nonredundant Lagrange multiplier space M , the matrix B n is invertible. After a symmetric permutation, we can write the local Schur complement and the local Schur complement vector as
and define a partially subassembled matrix and two vectors by
where
(2.12)
Here R
Π is the restriction of the global primal unknowns to the subdomain primal unknowns. The matrix S is central to the description of our BDDC algorithm. 
A BDDC method for the mortar discretizations.
In this section, we will define a BDDC operator for the discrete elliptic problem described in section 2.1. We consider the same finite element space and subdomain partition as in section 2.1 and, as in section 2.2, we will work with the unknowns obtained after the change of variables.
Since the matrix B n of (2.10) is invertible, we can solve for w n ,
We next define the matrix
t that satisfies the mortar matching condition (2.10). The mortar finite element space of section 2.1 can then be characterized as
In the BDDC method, we work with the following discrete problem:
where g m is the component of the vector g Δ in (2.11) not related to the nonmortar part.
Let us now define, with R Γ given by (3.1),
where the scaling matrices are selected to be
We now propose the following preconditioner:
for problem (3.2) . Using the block Cholesky decomposition of S as in Li and Widlund [23] , we have
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Π is the restriction of the global primal variables to those of the subdomain Ω i , and
The columns of the matrix Ψ are coarse basis functions of minimal energy with the value 1 at one of the primal unknowns and vanishing at the other primal unknowns; see [5] .
The BDDC operator of the problem, given in (3.2), with the preconditioner M −1 , given in (3.5), is then given by
4. Condition number analysis using a bound on E D . In this section, we will estimate the condition number of the BDDC operator by using the approach introduced in [22] . A bound for the average operator E D in the S-norm is central in the analysis; see below. For definitions of R Γ and R D,Γ , see (3.1) and (3.3), respectively. The operator E D is defined by
In the following, we will show that the weight matrix D has been chosen so that
Here |w|
We recall the scaling factors of the weight matrix D in (3.4) and we can easily see that these weights give the (P1) property. Remark 4.1. The weights above lead to an operator E D of the form
In contrast to the case of conforming finite elements, this does not involve any averaging across the interface. We will still call E D the average operator, borrowing the name from the conforming case.
We will now show that the average operator E D satisfies the (P2) property for the weight matrix D just given. As a preparation, we need to establish an estimate for the mortar projection of a function w in W in the H 1/2 00 (F )-norm. For an edge/face F ⊂ ∂Ω i , the space H 1/2 00 (F ) consists of the functions for which the zero extension to the whole boundary ∂Ω i belongs to the Sobolev space H 1/2 (∂Ω i ). It is equipped with the norm We recall that a nonmortar edge/face F of ∂Ω i is a union of mortar interfaces F ij common to ∂Ω i and ∂Ω j . We recall that φ is a function defined on F with φ = w j on each F ij ⊂ F , and with w j ∈ W j , the finite element space provided for ∂Ω j . We then have φ ∈ H 1/2− (F ) for any > 0. Because of the slightly weaker regularity of the function φ, caused by the geometrically nonconforming partition, we have some difficulty obtaining the condition number bound with only two logarithmic factors for geometrically nonconforming partitions in three dimensions. We will overcome this difficulty by using an additional finite element space for the interface F ij and an L 2 -projection onto this space. This will result in a condition number bound with two logarithmic factors under some assumptions on the geometry of the subdomain partition; see Assumption 4.3 below.
We also need the following assumption on the coefficients of the elliptic problem. We note that this assumption basically reflects a weakness of the mortar methods in the case of geometrically nonconforming partitions.
Assumption 4.2. The coefficients satisfy
where Ω i and Ω j correspond to the nonmortar and mortar side of the common set
We also will use the following assumption. We recall that the finite element space
2), and a Lagrange multiplier space M (F ) are provided for the nonmortar edge/face F . We now define the mortar projection.
This mortar projection has been shown to be stable in the L 2 -and H 
Here Proof. We will prove the result for a geometrically nonconforming partition in three dimensions under Assumption 4.3. In the case of a geometrically conforming partition in three dimensions and for any partition in two dimensions, the same result can be obtained straightforwardly without any assumption on the partition.
For each interface F ij , we define a characteristic function χ ij ∈ L 2 (F ) with the value 1 on F ij and the value 0 on F \ F ij . In addition, we introduce a quasi-uniform finite element space U (F ij ) on the interface F ij with a mesh size comparable to h i , that of the finite element space W i of the subdomain Ω i of the nonmortar side. The L 2 -projection onto U (F ij ) is denoted by Q ij and it satisfies the following properties (see [4, Chapter II]: ∀w ∈ H 1/2 (F ij )):
where the L 2 -term in the H 1/2 -norm is scaled by 1/|F ij |. Here |F ij | is the diameter of F ij .
Then, on F, consider
Here c ij denotes the common average value of w i and w j defined by
where λ ij are defined in (2.4); c ij is closely related to the primal mortar matching condition (2.5). It suffices to show that
and to give a similar estimate for w i −c ij . We will prove (4.4) but leave out the estimate for w i − c ij , which is quite similar. The required estimate then follows from Assumption 4.2 and the fact that
is spectrally equivalent to (1/ρ j ) S (j) w j , w j .
where the first term is equal to Q ij (z) at all interior nodal points of F ij and vanishes on ∂F ij while the second term is equal to Q ij (z) at the nodal points of ∂F ij and vanishes at the remaining nodal points of F ij . We have 
We have used an inverse inequality, the L 2 -stability of π F , and the properties of Q ij (z) given in (4.3).
There remains for us to estimate the second term of (4.6). By Assumption 4.3, the subdomain interfaces F ij are polygonal regions. For a geometrically nonconforming partition, the area of the interface F ij might be comparable to that of F j , the face of Ω j such that F j ∩ ∂Ω i = F ij . In the other case, when F ij is only a small part of F j , it could be a narrow strip, e.g., We will first consider the second term in (4.6) when the area of the interface F ij is comparable to that of F j . Using (4.5), we have (4.8) where I Fij (v) and I ∂Fij (v) are the extensions of I Fij (v) and I ∂Fij (v) by zero, respectively. Here, we have used an inverse inequality, the stability of π F in the L 2 -and
00 -norms, and the following inequalities:
By applying Lemmas 4.17, 4.19, and 4.24 of [28] to the terms of (4.8), and using (4.3) and the Poincaré inequality, we obtain
where H ij is the diameter of F ij , which satisfies H ij ≤ H i . We now consider the second term in (4.6) for the case when F ij is only a small part of F j . Then, Here we have used an inverse inequality, the stability of π F and Q in the L 2 -norm, the inequality
Lemma 3.4 of Dryja and Widlund [7] for the fourth inequality, the Poincaré inequality in the last inequality, and that δ is comparable to the mesh size h i . We note that we have only one log factor in this case.
Therefore, (4.6) combined with (4.7) and (4.9) or (4.10) proves the desired bound (4.4).
With the help of Lemma 4. 
where S is defined in (2.11).
Proof. Using the weight matrix D of (3.4), the average operator E D , given by (4.1), satisfies
, and construct w i by restricting the unknowns ( w n , w m , w Π ) to the subdomain Ω i . Similarly, we construct w i from (w n , w m , w Π ). We note that (w 1 , . . . , w N ) satisfies the primal constraints on the edges/faces. By definition, w = ( w 1 , . . . , w N ) ∈ W ; i.e., w satisfies all of the mortar matching conditions, and each w i is of the form
where F is a nonmortar edge/face of ∂Ω i , π F (w i −φ) is the zero extension of π F (w i −φ) to all of ∂Ω i \ F , and φ = w j on F ij := ∂Ω j ∩ ∂Ω i ⊂ F . We then obtain
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Here we have used that
, the bounds in (4.2), and Lemma 4.5.
By using the properties (P1) and (P2), we can show the following condition number bound for the BDDC operator (3.6). A proof for a quite similar case is given in Li and Widlund [22] in their analysis of a BDDC method for the Stokes problem with conforming meshes. We do not include a proof, which would be almost identical to that of [22] .
Theorem 4.7. With Assumptions 4.2 and 4.3, we have the condition number bound
Remark 4.8. For a geometrically nonconforming partition, the number of primal constraints tends to be larger than for a conforming partition if only edge/face constraints are used. We note that there are several previous studies which explore the possibility of selecting primal constraints for only some of the edges/faces; see [15, 21, 19] .
5.
A connection between the FETI-DP and BDDC methods. In this section, we will show that the BDDC method developed in the previous sections is closely connected to the FETI-DP method developed by the first author in [14, 15] and jointly with Lee in [12] . We will show that the two methods share the same spectra except possibly for an eigenvalue equal to 1.
As previously noted, a comparison of the spectra of the BDDC method to that of the FETI-DP method was made by Mandel, Dohrmann, and Tezaur [25] for conforming finite elements. They showed that the two algorithms have the same set of eigenvalues except possibly for eigenvalues equal to 1. A simpler proof of this fact was given more recently by Li and Widlund [23] . They formulated the BDDC operators, as well as the FETI-DP operators, using a change of variables and introducing certain projections and average operators. These projections and average operators provide an important connection between the FETI-DP and the BDDC operators.
We now formulate an FETI-DP operator after the same change of variables as in section 2.2. We then show that the FETI-DP operator has essentially the same spectrum as the BDDC operator by establishing several properties of the projections and average operators that were used by Li and Widlund [23] .
After the change of variables, the linear system considered in the FETI-DP formulation is given by
where the matrices S ΔΔ , S ΔΠ , S ΠΔ , and S ΠΠ are defined in (2.12) and the matrices B Δ and B Π are obtained from the mortar matching condition (2.9). We recall that the subscripts Π and Δ stand for the unknowns or submatrices related to the primal variables and the remaining part, respectively, and that λ ∈ M , the reduced, nonredundant Lagrange multiplier space. After eliminating the unknowns u Δ and u Π , we obtain an equation for λ ∈ M : 
and d is also the result of the Gaussian elimination.
We will now express the Neumann-Dirichlet preconditioner considered in [14, 15, 12] using the new unknowns. The Neumann-Dirichlet preconditioner M −1 DP is defined by
where E(w Δ,n ) is the extension by zero of w Δ,n ∈ W Δ,n to elements in the space
We recall that the matrix B Δ is partitioned into
where n denotes the columns of the nonmortar unknowns and m those that remain. The formula (5.4) can then be written as
where S nn is the submatrix of S ΔΔ in (5.1) corresponding to the nonmortar part. We see that S nn : W Δ,n → W Δ,n and B 
with the weights given by
Therefore, the FETI-DP operator with the Neumann-Dirichlet preconditioner M −1 DP is given by
Γ , while the preconditioned BDDC operator is given by
Let us now define the following jump and average operators:
The following results are provided in [23, section 5] .
Theorem 5.1. Assume that P Σ and E D satisfy Downloaded 07/31/13 to 216.165.95.77. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
DP F DP and B DDC have the same eigenvalues except possibly for an eigenvalue equal to 1.
We will now show that the assumptions of Theorem 5.1 hold for the operators P Σ and E D . We recall the definition of the space of functions satisfying the primal constraints
and the mortar finite element space
We note that P Σ and E D are operators defined on the space W . 
we have
Hence,
From E D w = w and P Σ w = 0 for all w ∈ W , and from Range(E D ) ⊂ W , we obtain
From (5.7), we have the identities
and combining them with (5.8), we obtain 
for geometrically conforming partitions; see [8, 6] . We have not found any weight matrix D that results in E D + P Σ = I for such a choice of Σ.
Numerical results.
In this section, we present numerical results. We first compare the BDDC and the FETI-DP methods with the suggested preconditioners, for geometrically conforming cases, and we then illustrate the performance of our BDDC methods for some geometrically nonconforming partitions. We solve an elliptic problem with the exact solution u(x, y) = sin(πx)(1 − y)y,
where Ω is the unit square in R 2 . The conjugate gradient iteration is halted when the 2 -norm of the relative residual has been reduced by a factor of 10 6 . In the first series of experiments, the domain Ω is divided into uniform square subdomains, as in Figure 2 , that are geometrically conforming. Common values at the subdomain vertices are selected as the primal constraints for this case. Each subdomain has either a nonuniform mesh or a uniform mesh with n nodes on each subdomain edge. The meshes do not match and have comparable mesh sizes across the interface as in Figure 2 .
In Table 1 , we show the performance of the two algorithms when Ω is partitioned into N = 4×4 subdomains (see Figure 2 ) and with the local problem size n increasing. In this case, the upper and the right edges of each subdomain are selected to be nonmortar edges; see Figure 2 . We provide the L 2 -and H 1 -errors between the exact solution and the solution of the iterative method, the number of conjugate gradient iterations, and the minimum and the maximum eigenvalues of the BDDC and the FETI-DP methods. For the H 1 -error, we use the broken H 1 -norm given by the subdomain partition. Table 2 shows the numerical results when we fix the local problem size to n − 1 = 4 and increase N , the number of subdomains to N = 8 × 8, 16 × 16, and 32 × 32, and divide Ω into square subdomains in the same manner as for N = 4 × 4. We observe that the two methods give the same L 2 -and H 1 -errors. The minimum eigenvalue of the BDDC operator is always equal to 1 while that of the FETI-DP operator is greater than 1. The maximum eigenvalues of both operators are almost the same; the eigenvalues are estimated by using the parameters of the conjugate gradient iteration. We note that the minimum eigenvalue of the FETI-DP operator converges to 1 when the number of nodes increases; see Table 1 . The two algorithms perform quite similarly with good scalability in terms of the local problem size and the number of subdomains. We next illustrate the performance of the BDDC method for geometrically nonconforming partitions. We divide the unit square Ω into rectangular subdomains that are geometrically nonconforming. For a given N , we first divide Ω into N uniform vertical strips and then each strip into N or N + 1 rectangles, in succession; see Figure 3 for N = 4. Each subdomain has a uniform mesh with a number of nodes across the subdomain equal to n, n + 2, or n + 4; see Figure 3 . We consider the case when the coefficient ρ(x) = 1 in Ω and the case when the coefficient ρ(x) has jumps across the subdomain interfaces; i.e., ρ(x) = ρ i , with different constants in different subdomains Ω i . See Figure 3 for the distribution of the ρ i with the values 1, 10, 100, and 1000 in a partition with N = 4, and for the selection of nonmortar and mortar edges which satisfies Assumption 4.2 with C less than 1. For the uniform case with ρ(x) = 1, we use the same selection of nonmortar and mortar edges. For a larger N , we copy the same pattern periodically. We run the BDDC method with increasing numbers of nodes in a fixed subdomain partition and with an increase of the number of subdomains with a fixed local problem size. Table 3 presents the condition numbers and the number of iterations for both continuous and discontinuous ρ(x). Since the subdomain partitions are geometrically nonconforming, we have chosen 
(1) cases. In addition, the behavior of the condition number with an increase of the local problem size shows that the condition number bound (1 + log(H/h)) 2 appears to be optimal; see Figure 4 .
