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Abstract§
We describe a methodology based on Archimedean copulas for analyzing nonlife insurance data with censoring present. Specifically, we propose
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Introduction

Various processes in casualty insurance involve correlated pairs of
variables. A prominent example is the loss and allocated loss adjustment expense (ALAE)l associated with a single claim. As expensive
claims generally take longer to be settled (thus inducing considerable
costs for the insurance company), one may expect a positive dependence between losses and their associated ALAEs, Le., large values for
losses tend to be associated with large values for ALAEs.
This positive association has some practical implications in the pricing of certain reinsurance treaties such as excess-of-loss treaties. 2 This
positive association also contributes to the reinsurer's expenses associated with settlement costs on a prorata basis. Neglecting the dependence exhibited by reinsurance data may lead to underestimation of the
expected reinsurer's payment. It is therefore crucial for the reinsurer
to have an appropriate model for the random pair (loss, ALAE).
Typically, a given amount of loss is divided between the insurer and
the reinsurer as follows. The insurer pays the loss from ground up to a
specified amount r called the insurer's retention. The reinsurer covers
the claim from r up to a maximum limit of w. The excess over w
remains with the direct insurer (but a policy limit, Le., an upper bound
to the amount paid by the insurer to the policyholder, may be specified
in the contract). Let X denote the loss and Y denote the associated
ALAE. Assuming a prorata sharing of expenses, the reinsurer's payment
for a given realization of loss and associated ALAE pair, (X, Y), is given
by

g(X, Y) = {

if X < r,
r+
Y, ifr:::;; X < w,
w -r + (w~r) Y, if X ~ w.

~

-

(x~r)

The net premium of this treaty involves the computation of lE[g(X, Y)],
which in turn requires the knowledge of the joint distribution for the
pair (X, Y).
The copula construction is very useful for the analysis of dependence in actuarial science. Applications of copulas to insurance data
IThe allocated loss adjustment expense is the insurance company's expense (e.g.,
lawyers' fees and claims investigation expenses) that is specifically attributable to the
settlement of individual claims.
2In an excess-of-loss treaty the reinsurer covers the largest losses, i.e., those losses
exceeding some high threshold called the retention limit of the direct insurer, and pays
that part of the loss exceeding this threshold.
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modeling have been proposed by several authors, e.g., Carriere (2000),
Frees, Carriere and Valdez (1996), Frees and Valdez (1998), Klugman
and Parsa (1999), Valdez (2001) and Embrechts et al. (2002). Recently,
research has focused on a subclass of copulas called the Archimedean
copula class, which indexes the copula by a univariate function (called
the generator) and therefore yields more tractable analytical properties. Many well-known systems of bivariate distributions belong to the
Archimedean class. Frailty models also fall under that general description. As shown by Genest and McKay (1986a and b), this class of copulas
is wide and analytically tractable. Its elements have stochastic properties that make them attractive for the statistical treatment of data. The
joint modeling in parametric settings of loss-ALAE data has been examined by Frees and Valdez (1998) (Pareto marginals and Gumbel copula)
and Klugman and Parsa (1999) (inverse paralogistic for loss, inverse
Burr for ALAE and Frank copula).
Archimedean copulas are appealing in life insurance, where they
naturally arise from frailty models: assuming that a group of individuals share a common frailty yields an Archimedean copula for the remaining lifetimes (with the inverse of the frailty Laplace transform as
generator). This construction loses its appeal in nonlife insurance. The
Archimedean construction remains nevertheless attractive because it
allows for flexibility and keeps the model mathematically tractable.
Of course, (Archimedean) copula modeling is not the only approach
to take dependence into account in nonlife insurance problems. When
the data are heavy tailed, multivariate extreme value theory can also be
helpful. We will come back to the modeling issue in the conclusion to
this paper.
Because copulas characterize the dependence structure of random
vectors once the effect of the marginals has been factored out, identifying and fitting a copula to data is not an easy task. In practice, it is
often preferable to restrict the search of an appropriate copula to some
reasonable family, such as the Archimedean one. Then, it is useful to
have simple graphical procedures to select the best fitting model among
some competing alternatives for the data at hand.
Starting from the assumption that the Archimedean dependence
structure is appropriate (an assumption that we will retain throughout
this paper), Genest and Rivest (1993) proposed a procedure for selecting a parametric generator. Their method relies on the estimation of the
univariate distribution function associated with the probability integral
transformation and requires complete data. Specifically, the best fitting
Archimedean model is the one where its probability integral transformation distribution is the closest to its empirical estimate.

8

Journal of Actuarial Practice, Vol. 73, 2006

Wang and Wells (2000b) extended the idea of Genest and Rivest
(1993) to right-censored bivariate failure-time data. This type of censorship is not the one typically encountered in actuarial work. Because
the censoring issue is handled in the stage of estimating the bivariate
distribution function, however, the approach proposed by Wang and
Wells (2000b) is flexible enough to deal with other censoring mechanisms. This is precisely the route we follow in this paper to deal with
the modeling of losses and ALAE.
Frees and Valdez (1998) have applied techniques developed by Genest and Rivest (1993) for complete data to loss-ALAE data in order to
select the appropriate generator. As pointed out by Frees and Valdez
(1998, Section 4.2.1), censoring in the loss variable is ignored in the
identification process. We will develop in this paper an appropriate
nonparametric estimator of the joint distribution of loss-ALAE taking
into account the particular censorship present in the data. Specifically,
we follow the general approach described in Wang and Wells (2000b),
but instead of using Dabrowska (1988) estimator for the bivariate distribution, we use the estimator proposed in Akritas (1994), because only
the loss variable is subject to censoring.
This paper is organized as follows: Section 2 reviews the notion
of copulas and gives some examples from the Archimedean family.
In Section 3, we propose a new nonparametric estimator for the generator, that takes into account the fact that losses may be censored
whereas ALAEs are completely observable. This nonparametric estimation then serves as a benchmark to select an appropriate parametric
Archimedean copula. Numerical illustrations are given in Section 4 using actual data. Section 5 conclud~s.

2 Archimedean Copulas
The word "copula" was first employed in a statistical sense by Sklar
(1959) in a theorem that now bears his name. His idea was to separate
a joint distribution function into two parts: one that describes the dependence structure (the copula) and parts that describe the marginal
behavior only. Broadly speaking, a copula is (the restriction to the unit
square [0,1]2 of) a joint distribution function for a bivariate random
vector with unit uniform marginals.
Sklar's theorem elucidates the role that copulas play in the relationship between multivariate distribution functions and their univariate
margins. Specifically, given a bivariate distribution function F with univariate marginal distribution functions Fx and Fy, there exists a copula
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the joint distribution function F can be

F(x,Y) = C (Fx(x),Fy(y)) ,

(x,y) E ]R2.

(1)

When the marginals Fx and Fy are continuous, then the copula C in (1) is
unique. Otherwise C is uniquely determined on Range (Fx) xRange(Fy ).
Conversely, if C is a copula and Fx and Fy are distribution functions,
then the function F defined by equation (1) is a bivariate distribution
function with margins Fx and Fy. Formal proofs can be found, e.g., in
Nelsen (1999). Next we define the Archimedean family of copulas.
Consider a twice-differentiable strictly decreasing and convex function 1> : [0,1] - [0,00] satisfying 1>(1) = O. These requirements are
enough to guarantee that 1> has an inverse 1>-1 having also two derivatives. Every such function 1> generates a bivariate distribution function
C</> whose marginals are uniform on the unit interval (Le., a copula)
given by

C</> (U,v )

=

{1>-1 {1>(u) + 1>(v)} if 1>(u) + 1>(v) :;; 1>(0),
0
otherwise,

(2)

for 0 :;; u, v :;; 1. Copulas C</> of the form equation (2) are referred
to as Archimedean copulas. The function 1> is called the generator of
the copula. Only 1> functions satisfying limt-o+ 1>(t) = 00 are used
in this paper. This ensures that C</> is absolutely continuous. Now, a
bivariate distribution function F with marginals Fx and Fy is said to be
generated by an Archimedean copula if, and only if, equation (1) holds
with an Archimedean copula C</>.
A useful tool for studying Archimedean copulas is the bivariate probability integral transformation, which is the bivariate analog of the
probability integral transform (PIT). 3 In particular, the copula C for
(X, Y) is just the joint distribution function for the random couple
(Fx(X),Fy(y)) provided Fx and Fy are continuous. Let us define the
bivariate PIT of (X, Y) with joint distribution function F as Z = F(X, Y).
It is not generally true that the distribution function K of Z is uniform
on [0,1], even when F is continuous. Moreover, K does not characterize F because K does not contain any information about the marginals
Fx and Fy. Indeed, we have that Z = F(X, y) = C(U, V) where (U, V)
admits C as joint distribution function.
3The probability integral transform theorem states that given any random variable X
with continuous distribution function Fx, Fx (X) is uniformly distributed on the interval
[0, 1J. This fundamental result underlies many statistical procedures.

10

Journal of Actuarial Practice, Vol. 73, 2006

Genest and Rivest (1993) studied the bivariate PIT for Archimedean
copulas and obtained the following result: Let (U, V) be a random couple with unit uniform marginals and joint distribution function C". The
distribution function K of Z = C",(U, V) is given by
K(z) =

z - i\(z)

i\(~) =

<p(l)

<p(~)

(~)'

where
for

(3)

0 < ~ ~ 1.

(4)

Once the copula is known, it is important to measure the extent to
which X and Yare dependent. Loosely speaking, the objective of dependence measures is to capture the fact that the probability of having large
(or small) values for both components is high, while the probability of
having large values for the first component together with small values
for the second component, or vice versa, is small. In general, the covariance will not reveal the whole information on the dependence structure
of a random couple. Hence, practitioners should also be aware of other
dependence concepts such as rank correlations. Kendall's rank correlation coefficient (often called Kendall's tau) is a nonparametric measure
of association based on the number of concordances and discordances
in a sample of paired observations. Concordance occurs when pairs
of observations vary together, and discordance occurs when pairs of
observations vary differently.
More specifically, a pair of observations is concordant if the observation with the larger value of X has also the larger value for Y. The pair is
discordant if the observation with the larger value of X has the smaller
value of Y. If (X, Y) and (X', Y') are independent and identically distributed, then they are said to be concordant if (X - X') (Y - Y') > 0
holds true. They are said to be discordant when the reverse inequality
is valid. Henceforth, we denote
lP'[concordance]
lP'[discordance]

=
=

lP'[(X - X')(Y - Y') > 0]
lP'[ (X - X') (Y - Y') < 0].

and

The idea of using the concordance and discordance probabilities
comes from the fact that probabilities of events involving only inequality relationships between two random variables are invariant with respect to increasing transformations of these variables, Hence, defining
dependence measures from these probabilities ensures that they will
only depend on the underlying copula.
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Having defined the notion of concordance and discordance, we are
now ready to introduce Kendall's rank correlation coefficient: Kendall's
rank correlation coefficient for a random couple (X, Y) is defined as
T(X, Y) =

JP>[concordance] - JP>[discordance].

If the marginals of X and Yare continuous with copula C, then
be rewritten as

T

can

(5)
so that the value of Kendall's rank correlation coefficient only depends
on the copula for (X, Y). In general, evaluating T requires the evaluation of a double integral. For an Archimedean copula, the situation
is simpler in that T can be evaluated directly from the generator ¢, as
explained in equation (9) below.
We will now briefly state the definition of several Archimedean copulas used in this paper.
• Clayton's copula is given by
CIX(u, v) = (u- IX

+ V-IX

_I)-l/IX,

()(

> 0.

It is the Archimedean copula associated with the generator

¢IX(t) =

c IX -

1,

()(

> 0,

with Kendall's tau given by T = ()(I «()( + 2).
• Frank's copula is given by

CIX ( u, v )

=

-!l (1 (exp(-()(u) -1)(exp(-()(v)
+
()( n
exp ( -()( ) - 1

-1)) '

It is the Archimedean copula generated by
¢IX(t) =

-1), ()( * 0,

-In (exP(-()(t)
exp(-()() -1

with Kendall's tau given by
4 (IIX
T=I+()(

0

~ ()(exp(~)

1) d ~ -1 .
)

()(

* 0.

12
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• Gumbel-Hougaard's copula has the form

ex (u, v)

= exp ( - {( - In u) (J( + (- In v ) (J(} 11 (J(),

()( ~ l.

It is the Archimedean copula associated with

cp(J((t) = ( -In(t)) (J(,
with Kendall's tau given by

T

()( ~ 1,

= 1 - 1/ ()(.

• Joe's copula is given by
C(J(U,v) = 1- (U(J(+i!(J(_U(J(i!(J()I/(J(,

()(~ 1,

where U = 1 - U and i! = 1 - u. It is the Archimedean copula
associated with
cp(J((t)=-ln(I-(I-t)(J(),

()(~l.

For this copula, there is no simple form to compute Kendall's tau.

3

Estimation of the Generator

Given K from equation (3), it is possible to recover cp by solving the
differential equation
cp(v)
cp(l)(v) = v -K(v),

which yields
cp(v) = exp

{fo ~ _~(~) d~}

(6)

where 0 < Vo < 1 is an arbitrary constant. From equation (2), cp is
defined up to a positive factor. The function cp defined in equation (6)
generates an Archimedean copula whenever v - K (v) is negative and
remains bounded away from 0 on the unit interval. Specifically, Genest
and Rivest (1993) proved that the function cp given in equation (6) is
decreasing and convex and satisfies cp(l) = 0 if, and only if,
K(v-) = lim K(t) > v,
t-v-

for all 0 < v < l.

(7)
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The condition in equation (7) has to be fulfilled by the estimator of
K in order to recover a proper generator from equation (6). More specifically, under the assumption that the dependence function associated
with K is Archimedean, a natural estimator Aof A can be derived from
an estimator K of K through the relation A(v) = v - K(v), 0 < v < 1.
Provided K (v -) > v for all 0 < v < 1, formula (6) then provides an
estimator of C" within the class of Archimedean copulas.
Kendall's tau is given by
T

= T(X, Y) = 4E[F(X, Y)]

(8)

-1,

which in the Archimedean case reduces to

I:

T= 4 A(~)d~ + 1 = 3 - 4 fal K(~)d~.

(9)

As the estimation of K takes into account the censoring mechanism, the
estimated T obtained from equation (9) is suitable for censored data.
The problem of estimating the generator was studied by Genest and
Rivest (1993), who were the first to propose a procedure for identifying
a generator in empirical applications with complete data. Given observations from a random pair (X, Y) with joint distribution function F,
this procedure relies on the estimation of the distribution function associated with the probability integral transformation Z = F(X, Y). As
pointed out by Genest and Rivest (1993), because the empirical estimate
of the bivariate distribution function is always larger than 1 In and as
the estimator takes values only on a (0,1) range, K can be estimated as
1

~

Kn(z) = -#{ilzi :::; z}

n

Zi=

where

n~l#{(x(j),Y(j))lx(j)

(10)
<x(i),Y(j) <Y(i)},

(11)

the symbol # stands for the cardinality of a set and {(x i, Yi), i = 1, ... , n}
are the observed data.
The Genest-Rivest technique, however, is not appropriate for censored data. In the case of censored data, Wang and Wells (2000b) proposed a modified estimator of K. As K can be written as
K(v)

= JP[F(X, Y)

:::; v]

= E[I{F(X, Y)

:::; v}]

(12)

14
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the suggested estimator is given by

Kn (v)

oo

=

fo

fooo I[F(x, y)

s v ]dF(x,

y)

(13)

where F stands for a nonparametric estimator of the joint distribution
function F taking censoring into account. As mentioned by Wang and
Wells (2000b), this approach is sufficiently flexible to deal with various
censorship mechanisms, as long as Fis an appropriate estimator for F.
Several authors have proposed nonparametric estimators of a bivariate distribution, e.g., Dabrowska (1988), Prentice and Cai (1992),
van der Laan (1996), and Prentice, Moodie, and Wu (2004). A widely
used estimator of the bivariate survival function is the one developed
by Dabrowska (1988). This estimator is a generalization of the univariate Kaplan-Meier estimator and is based on the product-integral of a
suitably defined bivariate cumulative hazard function. The marginals
used are univariate Kaplan-Meier estimates. However, as mentioned in
Dabrowska (1988, Section 3), this estimator is not monotonic. The weak
convergence of the estimator of the bivariate survival function is given
in Dabrowska (1989).
When only one variable is subject to censoring, Akritas (1994) proposed a nonparametric estimator for the bivariate distribution. This estimator is an average (over the uncensored variable) of estimates of the
conditional distribution function of the censored variable given the uncensored variable. The estimates of the conditional distribution function used are nearest neighbor estimators. Properties of the proposed
estimator for the bivariate distribution, such as asymptotic optimality
and weak convergence, are proved in Akritas (1994).
In order to use Akritas' (1994) estimator for random right censoring,
we need first to justify the applicability of the techniques to the data
at hand. Loss-ALAE data are subject to a generalized type I-censoring
in the terminology of Klein and Moeschberger (1997, page 57). The
censoring variable in this case is the policy limit, which is constant and
varies from policy to policy. We now prove that this type of censoring
leads to the same likelihood function as random right censoring up to
a factor not depending on the unknown survival distribution. This will
show that Akritas' (1994) estimator (defined in equation (14)) remains
consistent when type I-censoring is present.
Let (ti, Yi, (\), i = 1, ... , n, denote the observed data set, 9 be a
known probability density function (a kernel function), and {h n } denote a sequence of positive constants such that h n - 0 as n - 00 (a
bandwidth sequence). The conditional local likelihood of X given Y at
the point Y is then given by

15
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L(y) =

fI
fI

9 (Y - Yi) IP'[Ti

hn

i;l

=

9 (Y - Yi) IP'[Xi = ti!Yi = YilOilP'[Xi

hn

i;l

=

= ti, t:.i = Oi!Yi = yd

n ~
y - Y)
x n (T
9 (Y

> tilYi

=

Yd 1- oi

Yi) (FXIY{ti!Yi) - FXly(ti - IYi))

n

iloi;l

9

(I-Fxly(ti!Yd),

n

iloi;O

whereas the likelihood for randomly censored data contains an extra
factor depending solely on the conditional censoring distribution. As
this factor has no influence on the maximization problem, both likelihoods reach their maximum at the same distribution function, Le.,
when FXIY equals the Beran estimator (defined in equation (15)).
The bivariate distribution function F can be written as:
F(x,y)

= IP'[X

::; x, Y ::; y]

=

J:

FXly(xlz)dFy(z).

The proposed estimator of F will be based on the estimate of the conditional distribution FXly(xly) = IP'[X ::; xlY = Y], i.e.,

F(x,y) =

J:

FXly(xlz)dFy(z)

1 n
= -

n

I

1[0 ::; Yk ::; y]FXly(xIYk),

(14)

k;l

where

(15)
is the Beran (1981) estimator and

g(Zi/q
n
(Z-Yj)'

W,(z'h)n t , n -"f!-

L.J;l

9

hn

(16)

16
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Application to Loss-ALAE Modeling

We use data collected by the Insurance Services Office. 4 The data
comprise 1,500 (sample size of n = 1,500) general liability claims randomly chosen from late settlement lags. Each claim is accompanied
by a policy limit -I! (the maximum claim amount covered) that is specific to each contract. Therefore, the loss variable is censored when the
claim amount exceeds the policy limit. More precisely, one observes a
triple (h Yi, ~d, where Ti = min(Xi,-I!d, Xi is the ith loss, and Yi is the
associated ALAE, i = 1, ... , n, and

~i = I[Ti = -I!d =

{

I,
0,

if Xi::; -I!i
if Xi > -I!i

(uncensored claim)
(censored claim)

(17)

where I[A] denotes the indicator of the occurrence of the event A. Some
summary statistics of the data are gathered in Table 1. 5 There are 34
censored data points, and they have a much higher mean than the 1,466
complete data ($217,941 versus $37,110). A scatterplot of (loss, ALAE)
on a log scale is depicted in Figure 1. Its shape suggests some positive
relationship between loss and ALAE: large losses tend to be associated
with large ALAEs, as expected. Moreover, censored data points (represented by triangles in Figure 1) clearly cluster to the right.
We will now derive a nonparametric estimate of the generator, Kn ,
then compare it to several parametric analogs K()( corresponding, for
instance to the Clayton, Gumbel, Frank, or Joe copulas, in order to select
the best parametric model.

4.1

Nonparametric Estimation of the Generator

The kernel density function used in equation (16) is the biweight
kernel, Le.,
15

2 2

g(u) = 16(I-U ) I{ lui::; I}.

Other kernel functions, such as the Epanechnikov kernel, the uniform
kernel or the Gaussian kernel, can be used as well and yield very similar
4We thank Professors Edward Frees and Emiliano Valdez for providing access to the
loss-ALAE data that were originally collected by the Insurance Services Office (ISO), New
Jersey, USA.
5The library "bivsurv" of Statlib (available from lib.stat.cmu.edu) has been used for
the numerical illustrations. This library contains functions for nonparametric survival
curve analysis (the Unix version has been contributed by Ronald Pruitt).
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Table 1
Summary Statistics for Loss and ALAE Data Set
All
Uncensored Censored
ALAE
Losses
Losses
Losses
Sample Size
1,500
1,500
1,466
34
Minimum
15
10
10
5,000
1st Quartile
4,000
2,333
3,750
50,000
41,208
12,588
37,110
Mean
217,941
12,000
5,471
11,049
Median
100,000
3rd Quartile
35,000
12,577
32,000
300,000
Maximum
2,173,595 501,863
2,173,595 1,000,000
102,748
28,146
92,513
Std. Dev.
258,205

results. One important step in estimating the joint distribution function
of loss and ALAE is the selection of the bandwidth appearing in the
estimation of the conditional distribution of X given Y. We choose
the bandwidth such that it minimizes the average mean squared error
(AMSE in short) of the empirical estimate Kn of the distribution K. As
the AMSE has a complicated structure and depends on a number of
unknown quantities, it will be used by means of a bootstrap procedure.
The procedure is based on Van Keilegom and Veraverbeke (1997). Let
us describe this procedure performed for a fixed value of h n .
First generate two uniform random numbers on [0, 1], U * and v *.
Then we construct the uncensored bootstrap data
from the empiri1
cal distribution of ALAE, i.e.,
= Fy (v *), and the censored bootstrap
data
from the conditional ditribution, i.e.,
= FX1Iy(u* Iyn. As
equals the value of a certain Yj from the original data, we will take
as the censoring bootstrap data the policy limit associated with Yj, i.e.,
-IJi = -IJj . With the bootstrapped data (Tt, Yt) = (min(Xt, -IJj),
and the indicator t:.i = I[Tt = Xn, i = 1, ... , n, we then estimate the
distribution K and compute the AMSE. Specifically, consider a grid v =
(VI, ... , v m ) on the unit interval [0, 1] and let K~ (v) = {K~.b (V)}g=I denote the B x m matrix of the empirical estimates of K given by equation
(13) for the B resamples computed on this grid.
For each Vl of the grid, 1 = 1, ... , m, we estimate the bias, the variance, and the MSE as follows:

Yt

xt

Yt

Yt

xt

yn
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for l = 1, ... , m. The optimal bandwidth will be then the one that minimizes
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m _A.

I

MSEh[K~(vd].

l=l

The validity of this bootstrap procedure has been established in Van
Keilegom and Veraverbeke (1997) for the Beran estimator. Starting from
this result, the validity of the bootstrap for the estimator of K can be
derived. The results based on B = 500 resamples are plotted in Figure
2, which shows the optimal value is h n :::; 0.4.

N

......

0
0
0

ci
0

00
w

C/)

0

ci

::;!!

«

co
0
0
0
0

ci
<D
0
0
0
0

ci

0.2

0.4

0.6

0.8

1.0

1.2

1.4

h

Figure 2: AMSE of Kn vs. Bandwidth h n
The estimation of K then follows from equation (13), and the resUlting Kn is depicted in Figure 3. The generator of the Archimedean
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copula is then obtained by plugging Kn into equation (6). The estimate
of the generator for the loss-ALAE data is depicted in Figure 3.
It is interesting to compare the estimates of the distribution K when
the bivariate distribution function used is either Dabrowska's (1988)
estimator or Genest and Rivest's (1993) estimator in the uncensored
case (Le., we ignore the censored loss variables and work only with
1,466 observations over the initial 1,500 data points). These estimates
are depicted in Figure 4, together with Kn of Figure 3. We see that
the three curves are close to each other. This may be explained by the
limited amount of censored points present in the data set.
Figure 4 demonstrates that the estimated functions K never intersect each other: the uncensored Kn dominates the Dabrowska K n , which
in turn dominates the Akritas Kn. From Caperaa, Fougeres, and Genest (1997b), the domination of the uncensored estimator suggests that
neglecting censorship when it is present in the data or failing to taking
into account the particular form of censorship tends to underestimate
the strength of the positive quadrant dependence in the data. Thus,
neglecting censorship may be a dangerous strategy for actuaries.

4.2

Graphical Model Selection for Generators

We can compare the empirical estimator with several parametric
analogs Ka corresponding, for instance, to Clayton, Gumbel, Frank, or
Joe copulas, in order to select the best parametric model. The selection
criterion is the minimization of the L 2-norm distance:
S(lX) =

f

(KaCt;) -

Kn(~))2d~

where lX is the dependence parameter. Specifically, lX is estimated for
different parametric models using the omnibus procedure described
below, and S(lX) is then computed with the estimated lX taking for Kn
the Akritas estimator. The optimal parametric model is the one minimizing S(lX) over the alternatives considered.
Note that the chosen statistic S(lX) is of the integral type, and thus it
considers the whole range of the data-it does not specifically focus on
the tails to test the goodness of the fit. Other statistics of KolmogorovSmirnov type are considered in Genest, Quessy, and Remillard (2006).
In addition to computing S(lX), a comparison of the graph of K and i\
for the parametric models and the nonparametric benchmarks is often
helpful. Two procedures for estimating lX are provided: the Wang and
Wells estimation procedure and the omnibus estimation procedure.
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The Wang and Wells estimation procedure requires an initial value
for (x, which can easily be obtained using the method of moments and
the one-to-one relationship between the population version of Kendall's
tau and (X given in equation (9). Nonparametric estimation of Kendall's
tau under censoring is a complex problem. One estimation of Kendall's
tau can be obtained from (9), with K replaced by its empirical estimator
Kn , given in equation (13). For loss-ALAE data, we get T = 0.3669.
Another way to estimate Kendall's tau is to compute it directly from
the data, by ignoring the Archimedean assumption. Wang and Wells
(2000a) showed that if the largest observations of each of the two variables are uncensored, then a consistent estimate of T is given by:
n

f = 4

n

L L F(x(i),YU))F(f:"x(i), L:,.yW) i=l j=l

1

(18)
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where X(i) and YU) are the ith and ph ordered observation of the Xi'S
and the Yi's, respectively, F is the Dabrowska estimator of the bivariate
distribution function, and
F(6.X(i) , 6.Y(j)) = F(x(i),Y(j)) - F(XU-l),YU»)

+ F(xU-l),YU-l))·
The approach of Wang and Wells (2000a) applied to the loss-ALAE data
yields l' = 0.3567, a value that is close to T.
The omnibus estimation procedure is a omnibus semiparametric procedure, which is known also as the maximum pseudo-likelihood procedure. It treats marginal distributions as (infinite dimensional) nuisance parameters. This procedure substitutes empirical analogs for the
marginal distribution functions in the likelihood for the dependence parameters and then in maximizing the reSUlting pseudo-likelihood. As
shown by Genest, Ghoudi, and Rivest (1995) the resulting estimator is
consistent and asymptotically normal, even in the presence of censorship.
The first step consists of estimating the two marginals nonparametric ally, by rescaled versions of the Kaplan-Meier estimator (for loss variable) and the empirical estimator (for ALAE variable). As explained in
Genest, Ghoudi, and Rivest (1995), these rescaled versions are nj (n+ 1)
times the empirical distributions and are taken to avoid difficulties due
to the potential unboundedness of log(cO( (u, v)) as u or v tends to one.
These two marginal estimators, Fx and Fy, are used in the second step
to estimate the dependence parameter.
As only the loss variable is censored, the likelihood function can b~
written as follows:
- F(X(i),YU-l))

L(ex) =

D

CO((Ui, Vi)O;

(1 _aCO(~:i' Vd)

1-0;

where (Ui, vd = (FX(ti),Fy(Yd), CO( is the Archimedean copula under
consideration, and CO( is its density. The log-likelihood will therefore be
given by:
InL(£x) =

i~ (bi In(cO((ui, Vi)) + (1 -

bd In ( 1 _

acO(~~, Vd) ).

The derivatives appearing in the expression of the likelihood for the
four parametric models considered are given in Table 2. The omnibus
estimator for ()( maximizes InL()().
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Table 2
Partial Derivatives of CIX with = - In u and u = 1 - u
Copula
oCIX(u, v) jov
Clayton:
[1 + VIX(U- IX _1)]-I-I/IX
Frank:
[e- IXV - e-tX(u+v) 1

u

e- tXU )(1 _ e-tXv)j-1
+ vtX)l/tX} [1 + (~)tX]-I+I/tX

x[(1 - e- tX ) - (1-

Gumbel-Hougaard:
Joe:

4.3

exp{
(1 - u tX )(1 - u tX + utXv-tX)-I+I/tX

V-I

-(u tX

Graphical Representations

We will now identify the appropriate Archimedean copula. Note that
all four parametric models considered allow an upper bound approaching 1 for Kendall's tau, which is not the case for other Archimedean copulas (for instance for Ali-Maikhail-Haq family, T < ~). Table 3 shows
the method of moment estimations (associated with the two estimates
of Kendall's tau, f and f) and the omnibus estimations of the dependence parameters. Except for the Frank and Gumbel-Hougaard copulas,
for which the three values are quite close, the estimates are different
for Joe and Clayton copulas, indicating that these two models might
not be appropriate for the data.
Table 3
Method of Moments and Omnibus Estimates of ()(
Method of Moments
Copula f = 0.3567 f = 0.3669
Omnibus
Clayton
1.1088
1.1594
0.5174
Frank
3.0861
3.5919
3.7225
1.5797
Gumbel
1.4454
1.5544
1.6504
2.0074
2.0549
Joe
Figure 5 shows the nonparametric and the four parametric estimates
A& (where &'s are the omnibus estimates) of the function A, as well as
the nonparametric estimate An, suggests that the closest parametric
models are the Frank and Gumbel-Hougaard models.
A look at the QQ-plot of the nonparametric and parametric quantiles
of the distribution K depicted in Figure 6 confirms our previous conclusion (although for the Frank copula there is a great disparity for the
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Figure 5: Nonparametric and Parametric Estimates of i\

higher quantiles, corresponding to high losses and expenses). In order
to choose the best model between the parametric models considered,
we compute the distance S(iX) for each model, where the estimated values of the dependence parameters are the omnibus estimates given in
Table 3. The results are summarized in Table 4. It follows that the
Gumbel-Hougaard model provides the best fit to the data, even though
it is quite close to Frank model (looking at the QQ-plot in Figure 6, the
Frank copula seems to perform as well as the Gumbel-Hougaard one,
except possibly in the tails of the distribution of the copula).
It may also be interesting to have a closer look at the significant
departures of the parametric model from the nonparametric benchmark. Here, we follow the approach suggested by Vandenhende and
Lambert (2005), who computed nonparametric confidence bands for the
function - An (t) = Kn (t) - t, using selected quantiles obtained from a
bootstrap procedure. We compute confidence intervals on the K and
i\ functions at each pOint. The bootstrap procedure described in Sec-
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tion 4.1 can be used to get 95% confidence intervals, by selecting the
2.5% and 97.5% quantiles in the series k~,l'''' ,k~,B and .\~,l' ... , .\~,B'
respectively. We refer the reader to Genest and Remillard (2005) for
more details about the use of this bootstrap procedure, as well as for
theoretical justifications.
Results obtained with B = 1000 resamples are depicted in Figure 7,
together with the parametric alternatives. The Clayton and Joe copulas
significantly depart from the nonparametric estimation. The Frank and
Gumbel models show good adherence to the nonparametric benchmark.
This confirms the conclusions drawn from the inspection of the QQplots displayed in Figure 6.
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Table 4
for Parametric Models
with Omnibus Estimates &
Copula
S(iX)
Clayton
0.00245393
Frank
0.00028323
Gumbel-Hougaard 0.00025499
Joe
0.00099576
S(&)

5

Summary and Conclusion

In this paper, we proposed a semiparametric modeling strategy for
bivariate outcomes commonly encountered in nonlife actuarial practice. We develop an appropriate nonparametric estimator of the joint
distribution of loss-ALAE taking into account the particular censorship
present in the data. This estimate is then used to identify the appropriate Archimedean copula that fits the data. A selection procedure for the
generator of the underlying Archimedean copula was also described.
Even if the choice of the Archimedean copula for the particular data
set that we analyzed has not been modified [Gumbel copula ranked first
on the basis of the integrated square difference, with and without taking censorship into account as in Frees and Valdez (1998)], we believe
that the procedure we proposed should be applied in practice. 6 The
proportion of censored data was indeed rather low (34 out of 1,500
data points) and it can be expected that neglecting the censorship may
lead to an incorrect choice of the Archimedean copula.
As mentioned in the introduction, there are other approaches to
modeling multivariate data in nonlife insurance. Multivariate extreme
value theory can also be considered. As nonlife insurance data are
often heavy tailed, this approach has some intuitive appeal (even if
the componentwise maxima are not in line with loss-ALAE data, where
large losses are of interest in reinsurance, whatever the size of ALAEs).
Mikosch (2005) contrasted the approach based on multivariate extreme
value theory with copulas. In the authors' opinion, no single approach
systematically outperforms the others, so actuaries are urged to con6Specifically, if the actuary agrees to restrict the modeling to Archimedean copulas,
then the generator should first be estimated in a nonparametric way, taking a possible
censorship into account, to serve as a benchmark when selecting the optimal parametric
family.

Denuit, Purcaru, and Van Keilegom: Archimedean Copulas

29

sider other models, such as extreme value theory, for the data to be
analyzed.
Extreme value copulas have been used by Cebrian, Denuit, and Lambert (2003) in a similar context. Such copulas are of the form

A(w) =

f:

max {(1 - w)q, w(1 - q) }dL(q)

for some positive finite measure L on [0, 1]. The function A is called the
dependence function. The dependence function A must satisfy the following properties: A(O) = A(l) = 1, max(w, l-w) ~ A(w) ~ 1 for 0 ~
w ~ 1 and A (w) is a convex function in the region 0 ~ w ~ 1. Moreover,
if A(w) = 1, then (X, Y) are independent. If A(w) = max(w, 1 - w),
then (X, y) are perfectly dependent (or comonotonic). The family of
extreme value copulas includes, e.g., Gumbel copula (the only one that
belongs to both Archimedean and extreme value families), the logistic copula, the asymmetric logistic copula, and the mixed copula. The
function A could be estimated nonparametrically, exactly as we did in
this paper for the generator of Archimedean copulas. A reference for
complete data is Caperaa, Fougeres, and Genest (1997b).
In this paper, we found that the best-fitting Archimedean copula
is identified by estimating the generator in a nonparametric way. The
Archimedean assumption can then be tested on the basis of some distance between C(j) and a fully nonparametric estimation of the underlying copula C (a Kolmogorov-Smirnov or an integrated distance, for
example). In this case also, a bootstrap procedure can be used to compute the p-values.
Finally, we note that computing the pure premium relating to reinsurance treaty described in Section 1 requires only knowledge of the
conditional expectation of loss given ALAE. Therefore, regressions can
be conducted to obtain the pure premiums. There are, however, many
applications where the knowledge of the joint distribution is needed
(such as for computing safety loading).

30

Journal of Actuarial Practice, Vol. 73, 2006

References
Akritas, M.G. "Nearest Neighbor Estimation of a Bivariate Distribution
Under Random Censoring." Annals of Statistics 22 (1994): 12991327
Beran, R. "Nonparametric Regression with Randomly Censored Survival
Data." Technical Report. Berkeley, CA: University of California,
1981.
Caperaa, P., Fougeres, AL., and Genest, C. "A Stochastic Ordering Based
on a Decomposition of Kendall's Tau." In Distributions with Given
Marginals and Moment Problems (eds. V. Benes and]. Stepan). Dordrecht, The Netherlands: Kluwer Academic Publishers, 1997a: 8186.
Caperaa, P., Fougeres, AL., and Genest, C. "A Nonparametric Estimation Procedure for Bivariate Extreme Value Copulas." Biometrika 84
(1997b): 567-577.
Carriere, J.F. "Bivariate Survival Models for Coupled Lives." Scandinavian Actuarial Journal 100 (2000): 17-32.
Cebrian, A, Denuit, M., and Lambert, P. "Analysis of Bivariate Tail Dependence Using Extreme Value Copulas: An Application to the SOA
Medical Large Claims Database." Belgian Actuarial Bulletin 3 (2003):
33-41.
Dabrowska, D.M. "Kaplan-Meier Estimate on the Plane." Annals of Statistics 16 (1988): 1475-1489.
Dabrowska, D.M. "Kaplan-Meier estimate on the Plane: Weak Convergence, LIL and the Bootstrap." Journal of Multivariate Analysis 29
(1989): 308-325.
Embrechts, P., McNeil, A, and Straumann, D. "Correlation and Dependency in Risk Management: Properties and Pitfalls." In Risk Management: Value at Risk and Beyond (eds. M. Dempster and H. Moffatt).
Cambridge, United Kingdom: Cambridge University Press, 2002.
Frees, E.W., Carriere, J.F., and Valdez, E.A. "Annuity Valuation with Dependent Mortality." Journal of Risk and Insurance 63 (1996): 22926l.
Frees, E.W. and Valdez, E.A. "Understanding Relationships Using Copulas." North American ActuarialJournal 2 (1998): 1-25.
Genest, c., Ghoudi, K., and Rivest, L.P. "A Semiparametric Estimation
Procedure of Dependence Parameters in Multivariate Families of Distributions." Biometrika 82 (1995): 543-552.

Denuit, Purcaru, and Van KeiJegom: Archimedean Copulas

31

Genest, C. and MacKay, R.J. "Copules Archimediennes et Familles de
Lois Bidimensionnelles Dont les Marges Sont Donnees." Canadian
Journal of Statistics 14 (1986a): 145-159.
Genest, C. and MacKay, R.J. "The Joy of Copulas: Bivariate Distributions
with Uniform Marginals." American Statistician 40 (1986b): 280283.
Genest, c., Quessy, J.F., and Remillard, B. "Goodness-of-Fit Procedures
for Copula Models Based on the Probability Integral Transformation." Scandinavian Journal of Statistics 33 (2006): in press.
Genest, C. and Remillard, B. "Validity of the Parametric Bootstrap for
Goodness-of-Fit Testing in Semiparametric Models." Technical Report Laval, Canada: Universite Laval, Quebec, 2005.
Genest, C. and Rivest, L. "Statistical Inference Procedures for Bivariate
Archimedean Copulas." Journal of the American Statistical Association 88 (1993): 1034-1043
Klein, J.P. and Moeschberger, M.L. Survival Analysis, Techniques for Censored and Truncated Data. New York, NY: Springer Verlag, 1997.
Klugman, SA and Parsa, R. "Fitting Bivariate Loss Distributions With
Copulas." Insurance: Mathematics and Economics 24 (1999): 139148.
Mikosch, T. "How To Model Multivariate Extremes If One Must?" Statistica Neerlandica 59 (2005): 324-338.
Nelsen, RB. An Introduction to Copulas. New York, NY: Springer-Verlag,
1999.
Prentice, R. L. and Cai, J. "Covariance and Survivor Function Estimation
Using Censored Failure Time Data." Biometrika 79 (1992): 495-512.
Prentice, R L., Moodie, F. Z., and Wu, J. "Hazard-Based Nonparametric
Survivor Function Estimation." Journal of the Royal Statistical Society
66 (2004): 305-319.
Valdez, E. "Bivariate Analysis of Survivorship and Persistency." Insurance: Mathematics and Economics 29 (2001): 357-373.
Vandenhende, F. and Lambert, P. "Local Dependence Estimation Using
Semi-Parametric Archimedean Copulas." Canadian Journal of Statistics 33 (2005): 377-388.
van der Laan, M. J. "Efficient Estimation of the Bivariate Censoring Model
and Repairing NPMLE." Annals of Statistics 24 (1996): 596-627.

32

Journal of Actuarial Practice, Vol. 73, 2006

Van Keilegom, 1. and Veraverbeke, N. "Estimation and Bootstrap With
Censored Data in Fixed Design Nonparametric Regression." Annals
of the Institute of StatistaI Mathematics 49 (1997): 467-49l.
Wang, W. and Wells, M.T. "Estimation of Kendall's Tau Under Censoring." Statistica Sinica 10 (2000a): 1199-1215.
Wang, W. and Wells, M.T. "Model Selection and Semiparametric Inference for Bivariate Failure-Time Data." Journal of the American Statistical Association 95 (2000b): 62-72.

Journal of Actuarial Practice

Vol. 13, 2006

Bayesian Analysis of Insurance Losses Using the
Buhlmann-Straub Credibility Model
Abraham j. van der Merwe* and Kobus N. Bekkert

Abstract:f
We propose a Bayesian analysis to develop credibility estimates of the wellknown Biihlmann-Straub model. We describe simple numerical methods to
obtain exact posterior distributions and predictive densities under this model.
These distributions are obtained through Monte Carlo simulations that generate independent samples from the joint posterior distribution. Our methods
are therefore preferable to methods such as Gibbs sampling, which generates
dependent samples from the joint distribution. The methods discussed also
can be extended to more complicated credibility models.
Key words and phrases: Bayesian procedure, credibility theory, Monte Carlo
simulation, probability-matching prior, reference priors
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1 Introduction
Let us consider a portfolio of I insurance risks where the ith insured
risk is characterized by an unobservable random time homogenous risk
parameter <Pi that influences the occurrence and size of the losses or
claims stemming from risk i. We assume that the ith insured is observed
for Ii periods (a period may be a month, quarter, year, etc.) and the
data consist of the observations Yij and Pij for risk i in period j, j =
1,2, ... , Ii and for i = 1,2, ... , I. The Yi/S and the Pi/S reflect the
ith insured's claims experience (such as average claim amount or claim
loss-ratio) and the weight (also called the risk volume), respectively, in
period j. In principle, these weights should reflect the total exposure
of each insured risk such as the number of claims in one year or the
premium volume. A key consideration in the choice of Yij is that its
conditional variance must be inversely proportional to the weight Pij.
Following Goulet (1998) we depict the insurance portfolio as in Table 1.
Given the data in Table 1, the insurer's problem is to determine the
correct (or credibility) premium to charge each insured risk for period
j + 1.1 To determine the correct premium, we will use the well-known
Buhlmann-Straub credibility model (Buhlmann and Straub, 1970). The
assumptions of the Buhlmann-Straub model are as follows:
(B-Sl) lE [Yijl<Pi] = J1(<pd, is independent of j (Le., time invariant);
(B-S2) The vectors (Yil, ... , Yiji' <Pi), i = 1, ... , I are mutually independent with finite covariance matrix;
(B-S3) The risk parameters <PI, ... ,<PI are independent and identically distributed; and
(B-S4) Given <Pi, the ith insured's claims experience is uncorrelated
across periods:
0-

Cov(Yij, Yikl<pd

=

{

2

(<I>i)

0 Pij

if j

=

k

otherwise

fori= 1, ... ,1.
1This is a standard problem in actuarial credibility theory. There are several approaches to determining this premium using credibility; see, for example, Gerber (1982),
Waters (1987), Makov, Smith, and Liu (1996), Dannenburg, Kaas, and Goovaerts (1996),
Goulet (1998), and Norberg (2004, pages 398-406) and references therein.
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Under the Btihlmann-Straub model, the estimator of the premium
is restricted to the class of linear Bayesian estimators. This restriction
leads to a credibility premium for the ith insured, 'Pi, which is given by

(1)
where 0 ~ Zi ~ 1 is the credibility factor, Vi. = Lj Yij / Ii is the average
claim of the ith insured, and Y. = Li Ii Vi. / Li Ii is the sample collective
mean (based on all of the data).

Insured
Risk
1

1.1

Table 1
The Basic Insurance Portfolio
Risk
Periodic
Level
Observations
Weights
<PI
Yll
YllJ
Pll
PlJl

i

<Pi

Yil

Yili

Pil

Pili

I

<PI

Yn

YIJ/

Pn

PIlI

Our Objectives

We will show that, by using a full Bayesian approach, the credibility premium corresponds to the mean of the posterior distribution
of the portfolio's claims. Recall that in the Btihlmann-Straub model
the number of periods of experience may be unbalanced across insureds, i.e., Ii depends on i. As a simplification, however, we will
consider only the case of a balanced claims experience where Ii = j
for i = 1,2, ... , I. To simplify matters, we assume that the risk level is
such that J1(<Pi) = m + Ui and for i = 1, ... ,I and j = 1, ... ,j,

(2)
where m is a global or collective risk level, Ui is a random parameter,
and Eij is a random error term. The random variables Ui and Eij are
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sometimes called random effects.2 We assume the random effects are
normally distributed,3 i.e., Eij ~ N(O, Pi/a}) and Ui ~ N(O, DO}).
Eij

~ N(O,

Ui

~ N(O, oCTf).

Pi/a})

(3)
(4)

The credibility model as defined in equation (2) can be written in
matrix notation as follows
Y = ml + Zu+

(5)

E

where
Y

=

1

= (1,1, ... ,I)T,

(IJ x 1)

(Yll, ... , Yl}, Y21, ... , Y2j, ... , Yn, ... , YIj)T

(fJx 1)
(I xI)

E = (EIl, ... ,El},E21, ... ,E2j, ... ,En, ... EIj)T,

(IJ

x 1)

are column vectors (T denotes transpose) and Z is an 1] x f matrix of
Os and Is with the ones indicating the insured risk. Also, u and E are
multivariate normal with u ~ N(O, OCTfl') and E ~ N(O, P-1CTf) where 1
is the identity matrix and P is a diagonal matrix of weights, i.e.,
P = Diag (PIl •...• Pl}, P21,.··, P2j,···, PIl,···. pIj l,

(IJ x 1]).

For the credibility model of equation (5), the distribution of the data
given m, u, and CTr can be written in matrix notation as

P (Ylm,u,CTf) =

1

1

(2rr)-zIj iPi z

(07) ~Ij

x exp {-~ (Y - ml - ZU)T P (Y - ml- ZU)}.

(6)

2The model represented by equation (2) is known in field of the analysis of variance
as a one-way random effects model. For more on analysis of variance see, for example,
Scheffe (1959) for a classical approach and Box and Tiao (1973) for a Bayesian approach.
3 Klugman (1992) gives a few arguments supporting the normal assumption: (i) analysis is often done on loss ratios, not losses themselves, so that the class-to-class deviations may well be symmetrically distributed; (ii) the normal distribution is easy to work
with even when the model includes dependent observations; and (iii) (this is the most
compelling argument) the Bayes solution and the credibility (linear Bayes) solution are
identical.
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Given the data, P (Ylm, u, o-f) may be regarded as a function of m, u,
and o-f and not of Y. When so regarded, following Box and Tiao (1973)
P (Yim, u, o-f) is called the likelihood function of m, u, and o-f and
is written as L (m, u, o-f 1 Y). The integrated likelihood function is the
following I dimensional integral:
L (m,

o-f, 81 Y)

=

f

L

(m, u, o-f 1Y)

(2rr80-f) -~I exp {- 28 0-f UTU} du,
1

jRI

which reduces to

(7)

J

where Pi.

=

:L
j=l

_

Pij and Y i. =

J

:L

Pij Yij / Pi.· The proof of equation (7) is

j=l

given in van der Merwe and Bekker (2004).

2

Prior and Posterior Distributions

One of the main advantages of the Bayesian approach over the classical statistical approach is that it allows for explicit use of the statistician's prior information on each parameter of interest, thereby giving new insights in problems where classical statistics may fail. In the
Bayesian framework, a prior must be specified even when the statistician has no actual prior information. Determination of reasonable
non-informative priors in multi-parameter problems is not easy. Common non-informative priors, such as Jeffreys' prior,4 can have features
that have an unexpectedly dramatic effect on the posterior. In recognition of this problem, Berger and Bernardo (1992) proposed using socalled reference priors to develop non-informative priors, while Tibshirani (1989) and Datta and Ghosh (1995) have proposed using so-called
probability-matching priors for this purpose. A key feature of Berger
and Bernardo's approach is that it permits the reference prior to depend
on the parameters of interest and on nuisance parameters.
4The Jeffreys' prior is the square root of the determinant of the Fisher information
matrix.
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2.1

Reference Priors

Suppose the data Y depends on a k x 1 vector of unknown parameters O. The reference prior method is motivated by the notion of maximizing the expected amount of information about 0 provided by the
data Y. The expectation is lE [D (p (0 IY) , P (0))] where
D

(p (Oly), p(0)) f p(OIY)log (p;~~~)) dO
=

(J

is the Kullback-Liebler divergence.
The actual reference prior method stems from a modification of the
notion of maximizing the expected information provided by the data.
Berger and Bernardo (1992) define Zt = (Yi, Y2"" Yd to be a vector
containing data from t replications of an experiment. The first step in
the reference prior method is to choose a prior distribution to maximize
lE [D (p (OIZd, p (0))] for each t. The reference prior is then given as
the limit of these priors. The algorithm for generating reference priors
is described by Berger and Bernardo (1992) and Robert (2001). Only
some of the features of the algorithm are described below.
I

Step 1: Assume that the Fisher information matrix for 0 F (0) exists
and is of full rank. Denote S = F- i (0).
Step 2: Separate the parameters into r groups of sizes n 1, n2, ... , nr
that correspond to their decreasing levels of importance, i.e"
I

I

0= (O(l):O(2):' .. :O(r)) where O(l) = (eil""eNl)
0(2)

I

= (ON1+il",l e N2), .. ·,andO(r) = (eNr_l+il""ek) with
i

Ni =

2:

nj for j = 1, ... , r. Note that O(l) is the most impor-

j=i

tant and O(r) is the least.
Step 3: Define, for j

=

1, ... , r , O(j]

(O(j+i)"'" O(r)) so that 0

=

=

(O(l) ,,,,,0

(j))

and O(j]

(O(j]:O(j]).

Step 4: Decompose the matrix S according to the r groups of sizes
ni, n2, ... , nr, i.e"

S=

All
A2i

A~i
A22

.

.

Ari

Ar2

l
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where Aij is an (ni x nj) matrix;
Step 5: Define 5 j as the (Nj x Nj) matrix consisting of elements from
the upper left corner of 5 with 5r == 5;
Step 6: Let Hj == 5j I. Then define h j to be the (n j x n j) matrix
contained in the lower right corner of Hj for j = 1, ... , r.
Step 7: _ Define the (nj x Nj-l) matrixBj = [Ajl
for j = 2, ... ,r, of sizes (nj XNj-I).
Step 8: It is straightforward to verify that for j

=

Aj2

...

Aj j-l

J,

2, ... , r

and

Step 9: Iteratively calculate H2, ... , H r , and hence h2, ... , hr to obtain
the ordered reference priors under asymptotic normality.
According to Bernardo (1998), the derivation of the ordered reference prior is greatly simplified if the hj (e) terms depend only on e[J],
and not on e[J], then:
I

I

p (e)

=

2

nm

Ihj(tnl

j=l

f 1hj (e) 12 de[J]

I

Often some of the integrals appearing in the algorithm are not defined.
Berger and Bernardo (1992) then propose to derive the reference prior
for compact subsets el of e and to consider the limit of the corresponding reference priors as l tends to infinity and el tends to e. In general,
the resulting limits do not depend on the choice of sequence of the
compact sets.
The Btihlmann-Straub model, where we are concerned with the three
parameters m, al, and 8-, represents a typical situation where reference
priors had been shown to be very promising; see Ye (1995) and Yang
and Chen (1995). As in the case of the Jeffreys' prior, the reference
prior method is derived from the Fisher information matrix. Berger and
Bernardo (1992) recommended the reference prior be based on having
each parameter in its own group, i.e. having each conditional reference
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prior be only one-dimensional. The notation {el, e2, e3} means that the
parameter e1 is most important and e3 is the least important. 5 Only
the reference prior for the group ordering {m, 8, a}} will be derived.
The reference priors for other group orderings can be computed in a
similar fashion.
The Fisher information matrix and its inverse for the group ordering
{m, 8, are given below for the Buhlmann-Straub model with Y =
ml + Zu + E where u ~ N(O,8o-f.l). E ,.,., N(O,P-1o-[). (See van der
Merwe and Bekker (2004) for the derivation of these matrices.)

o-n

o
F=

o

o

(8)

o
and its inverse is

o

o
F- 1 =

o
o

1

I]

2

(
)
ZTHT07
I

1

r 2:

- 21H1 cr i=l

~

l+~i.O

(9)
where the determinant IHI is equal to

(10)

Here r = 3, nl = n2 = n3 = 1, Nl = 1, N2 = 2, and N3 = 3.
For i,j = 1,2,3, let Fij and Fij denote the (i,j)th element of F and
F-l as defined in equations (8) and (9), respectively. The matrices hj,
j = 1,2,3 are needed to obtain the reference prior. Now,
SIn this terminology, Jeffreys' prior is also a reference prior, arising when all the
parameters are treated as a single group.
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Further, as

and

1[
which means that H22 = F22

h2 =

.!. LI
2

i=1

- _pI F23F32

Pi.2 2
(1 + Pi.t5)
I] ( -2
1
2 O"I

h3 = F33 = -

33

_1_

-

2I]

(

O I L I. ~

207 i=1

]

I+p;.o

= h2' Therefore

LI
i=1

Pi.
1 + Pi,t5

)2

and

)2

It follows that
1

P (m) cc hi = 1 because it does not contain m;

P (151m)

cc

ht

=

I
{ L (1 +Pi,Pi.t5)
2

i=1

2

)

!

P ( O"llm,t5 cc hj

1

= -2'
O"I

2

_1.. (IL
I]

i=1

Pi.

1 + Pi. t5

)2}i ,

and
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Notice that the hj (0) terms depend only on 0U]' which permits factorization (Bernardo, 1998), and not on oUL
The reference prior for the group ordering {m, 8, un is therefore
given by

PRJ (m,8,un

=

P (m) P (81m) P (ulI8,m)

I
Pi.2
- ~ (L
- ul { i=l (1 + Pi.8)2 I] i=l

- ~ LI

Pi. )
1 + Pi.8

2} ~

(11)

This prior is independent of the limits of the compact subsets and yields
a proper posterior distribution. As will be seen, PRJ (m, 8, un also
satisfies the probability-matching criterion.
It turns out that for the Btihlmann-Straub model, the reference prior
for the group orderings {m, 8, un, {8, m, un, {8, ul, m} is given by
equation (11), while for the group orderings {m, ul, 8}, {ul, m, 8},

{ul, 8, m} the reference prior is given by
2

PR2

2.2

I

-2

(m, U1' 8) oc u 1

{

~
t=l

(1

Pi.2}~
+ .8)2
Pt.

(12)

Probability-Matching Priors

The reference prior algorithm is but one way to obtain useful noninformative priors. Another type of non-informative prior is the probability-matching prior. This prior has good frequentist properties, Le.
properties that hold on the average (in Y) rather than conditional on Y.
Two reasons for using probability-matching priors are that they provide
a method for constructing accurate frequentist intervals, and that they
could be potentially useful for comparative purposes in a Bayesian analysis. Also, Berger states (in Wolpert, 2004) that frequentist reasoning
will play an important role in finally obtaining good general objective
priors for model selection. Indeed, some statisticians argue that frequency calculations are an important part of applied Bayesian statistics.
[See Rubin (1984) for an example.]
There are two methods for generating probability-matching priors
due to Tibshirani (1989) and to Datta and Ghosh (1995). Tibshirani
(1989) generated probability-matching priors by transforming the model
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parameters so that the (single) parameter of interest is orthogonal to
the other parameters. The prior distribution is then taken to be proportional to the square root of the upper left element of the information
matrix in the new parameterization.
Datta and Ghosh (1995) provided a different solution to the problem
of finding probability-matching priors. They derived the differential
equation that a prior must satisfy if the posterior probability of a onesided credibility interval for a parametric function and its frequentist
probability agree up to O(n- 1) where n is the sample size.
The exact definition of Datta and Ghosh (1995) is as follows: Suppose Y1, ... , Yn are independently and identically distributed with density f (y, 0), where 0 = (0 1 , .•. Ok) T is a k-dimensionalvector of parameters and the parameter of interest is t (0), which is a real-valued twice
continuously differentiable parametric function. Consider a prior density for 0, p (0), which matches frequentist and posterior probability
for t (0) as follows: For - 00 < 2 < 00
lP'o

[ni (t (0) - t (0)) ~ S 2]

= lP'p(O) [

ni (t (0)

- t

(0)) ~ S 21 Y]

+Op(n-1)

where 0 is the posterior mode or maximum likelihood estimator of 0,
T2 is the asymptotic posterior variance of n 1/2
(0) 0)] up to
Op (n- 1/ 2 ), lP'o (.) is the jOint probability measure of Y = (Y1, ... , Yn)T
under 0, and lP'p(O) (·1 Y) is the posterior probability measure of 0 under the prior p (0). According to Datta and Ghosh, such a prior may be
sought in an attempt to reconcile a frequentist and Bayesian approach
or to find (in some cases validate) a non-informative prior, or to construct frequentist confidence sets.
Let

[t

).=[

V'd O

a~lt(O)

...

a~kt(O)

t(

r

and
17(0)

=

1
F- (0)V't(0)
=
~V'i (0)F-1 (0) V't (0)

[l7d O) ...

I7dO)

r

where F (0) is the Fisher information matrix andF-1 (0) is its inverse. It
is evident that I7T (0) F (0) 17 (0) = 1 for all O. Datta and Ghosh proved
that the agreement between the posterior probability and the frequentist probability holds if and only if
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0

k

L ae {rJoc(lJ)p(O)} = O.

oc=l

(13)

oc

Henceforth p (0) is the probability-matching prior for 0, the vector of
unknown parameters.
The method of Datta and Ghosh (1995) provides a necessary and
sufficient condition that a prior distribution must satisfy in order to
have the probability-matching property. They pointed out that their
method is more general than Tibshiraui's, but will yield equivalent results when the parameter of interest is defined to be the first parameter
in an orthogonal parameterization.
In the case of the Bilhlmann-Straub model, we are interested in the
and t(6) = 8,
probability-matching prior for 8. Let 0 = [m, 8,
then

ODT

ot(O)

06

=

ot(6)

=0

oo}

ot(O) = 1

,

08

vI (0) =

'
1

I]

[0

1 0 ]

and

2

(
)
2THTOT

Further,

I]

21HI

1

Vj(0)F- (0)

_

~VI(6)F-l(O)VdO)

-

[0

(1)2
0-[

and

~~
J2y'iHTul

= [rJdO)

rJ2(6)

The prior p(O) = p(m, 8, o}) is a probability-matching prior if the differential equation (13) is satisfied.
If we take p (0) = .JWT, then
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Thus the differential equation is satisfied and the probability-matching
prior is given by

(14)

which is identical to equation (11).

2.3

Posterior and Predictive Densities

Posterior and predictive densities are needed to make inferences
about the unknown parameters and to predict future observations. For
the linear model Y = ml + Zu + E, where u - N(O,8uF), and E N(O, p- 1U[), van der Merwe and Bekker (2004) proved the following
posterior and predictive densities:
1. The posterior distribution of

m given

uf

and 8, is normal with

mean
I

E(mIY

,uf,8) =

I Yi'l}~',5
i=1
1

"

,.

=

Y.

(15)

Pi.

.L.. l+Pi.,5
t=l

and variance
I

var(mlY

,Uf,8) = ( I

2( Pi. ,8)
i=l U1 1 + Pt.

)-1

(16)
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2. The joint posterior distribution of U[ and 8 is given by
p(u[,8 IY) = p(u[18, Y)p (8 I Y)

where

p(u[18, Y) = Cl

1)
(U['

!(I]+l)

v(6.Y)

e -201,

(17)

which is an inverse gamma probability density function, with

v(8 Y) ==
,

~ L~

L

p' .(y.. _ y.)2 +
LJ

LJ

L.

i=lj=l

Cl -

1

- r

p(JIY)

~

L

i=l

(~ (If -

1))

(2)

Pi. Wi. -

Y,y

1 + .8
Pr.

-!(IJ-l)

(18)

and

v (8, Y)

~ C, {D C+~iJ ) '} (#, 1 :~iJ )-j
x (v(8,

y))-!(I]-l)

p(8)

(19)

where C2 is the normalizing constant and p(8) is the prior (reference, probability-matching prior, or any other prior) distribution
for 8.
3. The posterior distribution of mi = m + Ui for i = 1, ... ,I, given 8
is a Student t-distribution with 1] - 1 degrees of freedom, mean

(20)

and variance

Var(milY,J)

~ (, + ~iJ) {J + + ~iJ (t :~iJ ) -I}
1

x

(1]~JV(8,Y).

1

(21)
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4. The predictive probability density function of the mean of q future
observations from the ith group (q future claims from the ith risk),
given 8, is a Student-t distribution with 1] -1 degrees of freedom,
mean
~
Pi.8 1JE (Y IY, 8) = 1 + p' 8 Y i. + 1 + p' 8 Y ..
t.

(22)

L

and variance
NIl

Var(Y IY, 8).=

{

X

C] ~

2:

j=1

ith

L

I
( t=1

Pi. )
1 + .8
PL

3) v (8, Y).

qrv

rv

where Y
from the

1

- + 1 + .8 [ 8 + 1 + .8
q
Pt.
Pt.

-1]}
(23)

rvN

tv

Yij/q, and Yil, Yi2, ... , Yiq are the future claims
.

insured risk.

5. The predictive probability density function of the mean of q future
claims from a new or arbitrary insured risk, given 8, is a Student
t-distribution with 1] - 1 degrees of freedom, mean
JE(Y* IY, 8) =

Y.

(24)

and variance
Var(V*IY,8) ={'!+8+
q
.
x
-

(±

C] ~ J

i=1

1

~L8)-1}

+ Pt.

v(8, Y)

(25)

q

where Y* = ~ .2: Y/' and Yt, Y 2*, ... , Yq* are the future claims.
J=1

Equations (20) and (22) can be written in the form ZiY i . + (1- ZdY.,
which means that the posterior mean of mi (posterior mean of a group
or company) and also the mean of the predictive density for that company is equal to the credibility estimator of the Buhlmann-Straub model.

48

3

Journal of Actuarial Practice, Vol. 13, 2006

Monte Carlo Simulation

The usual approach to the problem of predicting linear combinations of fixed and random effects (m + Ui, i = 1, ... ,I), when the variance components are unknown is to estimate the unknown variance
components and then proceed as if these estimates were the true values of the variance components. Patterson and Thompson (1971) and
Harville (1974) have developed a method based on the maximum likelihood principle to derive unbiased estimates of the unknown variance
components. This method is called restricted maximum likelihood estimation (REML). Substituting the REML estimates yields the empirical
Bayes solution to the random effects model. 6
In our opinion, there are several problems with simply substituting
REML estimates for actual values:
1. The properties of REML estimators are hard to assess.

2. Sampling errors are generally ignored in the subsequent analysis.
Therefore, the variance of the prediction error will generally be
underestimated.
3. Depending upon the size and characteristics of the data, point
estimators of variance components can be volatile. For certain
values of the variance component estimators, the predictors obtained by substituting these values in the best linear unbiased
predictor are intuitively unappealing.
An alternative approach to the empirical Bayesian approach is the fuller,

more involved Bayesian approach, which, according to Harville (1990)
and Gianola and Foulley (1990), can be used to devise prediction procedures that are more sensible, from both a Bayesian and frequentist
perspective, than those in current use.
In many Bayesian problems marginal posterior distributions are used
to make appropriate inferences. Technical difficulties that arise in the
calculation of the marginal posterior densities needed in Bayesian inference, however, have long served as a practical impediment to the wider
application of Bayesian methods. The main technical difficulties arise
from the evaluation of high order multidimensional integrals. In the last
few years, there have been a number of advances in the numerical integration and analytic approximation techniques for such calculations.
6For an example of this, see Chapter 8 on credibility theory in the ActEd Study Materials (2002) for Subject 106. ActEd Study Materials 2002 Examinations. Subject 106
Course Notes Oxford, United Kingdom: The Actuarial Education Company, 2002.
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Implementation of these approaches typically requires access to high
speed computers and sophisticated numerical or analytic approximation expertise and software.
In response to this limitation, Gelfand and Smith (1991), Gelfand et
al. (1990), Carlin, Gelfand, and Smith (1992), and Gelfand, Smith, and
Lee (1992) have applied Markov Chain Monte Carlo (MCMC) procedures,
and more specifically the Gibbs sampler to the evaluation of these integrals. 7 The Gibbs sampler is an adaptive Monte Carlo integration technique. The typical objective of the sampler is to collect a sufficiently
large number of parameter realizations from conditional posterior densities in order to obtain accurate estimates of the marginal posterior
densities. The principal requirement of the sampler is that all conditional densities must be available in the sense that they can generate
random variables.
The Gibbs sampler is appealing for its general applicability and ease
of implementation. The burden of proof, however, is shifted to monitoring stochastic convergence and the mixing of the Markov chain. To
date the monitoring only can be assessed with convergence diagnostics; see Robert and Casella (1999) and Jones and Hobert (2001). As
pointed out by Gelfand (2002), "in general, convergence can never be
assessed, as comparison can be made only between different iterations
of one chain or between different observed chains, but never with the
true stationary distribution." Because of this problem, researchers are
interested in generating samples that are perfectly distributed as the
stationary distribution of the Markov chain; see Green and Murdoch
(1999) and Casella, Lavine, and Robert (2001). Unfortunately, generating samples that are perfectly distributed is currently feasible only for
limited low-dimensional problems, and the cost of obtaining n samples
is far greater than that of the usual MCMC, because essentially the entire algorithm must be repeated n times (Skare, B0lviken, and Holden,
2003).

We will now describe a simple algorithm to obtain the exact posterior and predictive densities for the Buhlmann-Straub model. These
densities are obtained through Monte Carlo simulations where independent samples are obtained. 8 Conditional posterior densities of the
form p(a} 18, Y)p(8IY) or p(mi 18, Y)p(8IY) and predictive densiN
_*
ties such as p(Y 18, Y)p(8IY) or p(Y 18, Y)p(81y) are used to sim7The Gibbs sampler is implicit in the work of Hastings (1970) and was made popular
in the image-processing context by Geman and Geman (1984).
8This algorithm may be preferable to Gibbs sampling, which generates dependent
samples from the joint distribution.
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ulate the unconditional posterior and predictive densities. These densities can be obtained in the following way:
Step 1: By using the rejection method (Rice, 1995, page 91), an observation is generated from P (8 IY) (equation (19)).
Step 2: Given 8, the conditional posterior and predictive densities
N
_*
p(mi 18, Y), p(Y 18, Y), and p(Y 18, Y) are Student t-distributions, while p(a} 18, Y) is an inverse gamma distribution.
These steps are repeated n times to get a sample of size n. Using a
Rao-Blackwell argument (Gelfand and Smith, 1991) density estimates of
the unconditional densities are obtained by averaging the conditional
densities over the n repetitions.

4

Illustrative Examples
For these examples we set the sample size as n = 10000.

Example 1
We will first apply the Bayesian simulation procedure to the simple
data set given on page 46 of Chapter 8 on Credibility Theory in the
ActEd 106 Actuarial Study Guide, 2002. Table 2 shows the data for an
international insurer's fire portfolio for a five year period. The data consist of Xij, which is the aggregate claim amount and Pij, which is the
volume-aggregate claim amounts and volume are expressed in appropriate units. The claims per unit volume is Yij = Xij/Pij. For example,
Yll = 48/12 = 4.00 and Y45 = 71/10 = 7.10. Given the data for the
past five years and the current volume Pi6, the insurer's problem is to
determine the credibility premium for year 6 for each country.
The posterior density of 8 is

p(8IY) oc

{n (
i=l

1

1 + Pi.8

)~} (±

i=ll

Pi.

+ Pi. 8

)

-~ (v(8, y))-~(IJ-l) p(8)
(26)

Figure 1 shows p (8 IY) for four different priors:
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Table 2
An International Insurer's Annual Fire Portfolio (Xij, Pij)

Aggregate Claims
Country
(i)

1
2
3
4

1
(£48, 12)
(£64,20)
(£85, 5)
(£44,22)

2
(£53, 15)
(£71, 14)
(£54, 8)
(£52, 35)

and Volume (Pij)
Year U)
4
3
5
(£42, 13) (£50, 16) (£59, 10)
(£64, 22) (£73, 15) (£70,30)
(£76, 6) (£65, 12) (£90,4)
(£69,30) (£55,16) (£71, 10)

(Xij)

Pi6

20
25
10
12

Source: ActEd Study Materials 2002 Examinations. Subject 106 Course Notes. Oxford,
United Kingdom: The Actuarial Education Company, 2002.

Pi (0) =

P2(0) =

I
I
{

2

Pi.
- ~
i=l (1 + Pi. 0 )2
l]

{±
{O

(1

+pf"

Pt. 0

t=l

PA(O) =

PB(O) =

(II
i=l

1

Pi.
+ Pi. O

)2}~

(27)

(28)

)2}!
1

(1

+ pi. 0

{n n

i=l j=l (1

)}-7

1

+ PijO)

(29)

}fI

(30)

Note that Pi (0) and P2 (0) are the two reference priors defined in equations (11) and (12), while PA(O) and PB(O) are two priors motivated by
Klugman [1992, page 133, equations (8.26) and (8.27)].
The posteriors P (0 IY) generated by the two reference priors are
almost indistinguishable for all practical purposes. The largest discrepancy is in the case of prior P B (0). The choice of anyone of these
priors, however, does not influence the posterior distributions of mi
(for i = 1, ...• 4) or the predictive densities of future claims that much.
Therefore, we will use Pi (0), as it is both a reference and a probabilitymatching prior.
Table 3 shows the credibility estimates (risk premiums per unit volume) for the four countries using a full Bayesian approach versus the
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empirical Bayes approach (EBCT risk premiums given on pages 61-63
of ActEd 106 Actuarial Study Guide, which is cited in Table 2).
Table 3
Credibility Estimates for the Four Countries
Empirical Full Bayesian Analysis
Country
Bayes
Posterior
Posterior
(i)
Estimate
Mode
Mean
1
3.851
3.9750
3.9762
2
3.468
3.5750
3.5668
3
8.504
9.2250
8.8427
4
2.750
2.8250
2.8562

As the volume for Country 4 for the coming year is 12 units, the
fully Bayesian risk premium is: 2.8250 x 12 = 33.9 compared to the
empirical Bayes premium of 33. The reason for the large difference
between 173• = 10.571 and the risk premium for Country 3 (8.504 for
the empirical Bayes and 8.8427 for the full Bayesian procedure) is the
small exposure [small amount of business (P3. = 35)] associated with
Country 3 over the years that results in large uncertainty with respect
to estimation and prediction. The credibility factor for Country 3 is
therefore quite small, which means that the mean of Country 3 (y 3.)
will be closer to the overall mean (Y .. ) than in the case of the other
countries. By comparing the two procedures, we see that there is not
much of a difference between them. The fully Bayesian approach has,
however, some additional advantages over the empirical Bayes analysiS:
1. The Bayesian practitioner does not need to commit to only a point

estimate of o}, 8, and the credibility estimator Zi. Credibility
intervals and predictive densities can be easily obtained.

2. Uncertainty about the true values of o} and 8 is formally incorporated into the analysis through the choice of an appropriate prior
distribution.
3. The Bayesian approach provides a set of widely applicable and
mathematically tractable tools, often more tailored to the requirement of users than the corresponding frequentist tools.
Table 4 shows the means and credibility intervals for mi, as well as
the prediction intervals for future observations.

54

journal of Actuarial Practice, Vol. 13, 2006

i

1
2
3
4

Table 4
Means and Credibility Intervals for mi
90% Credibility
90% Prediction
Interval Limits
Interval Limits
Upper
Lower
Upper
lE[miI Y ] Lower
3.9762
1.8895 6.0745
0.7492 8.7214
1.0874 6.0690
3.5668
1.8495 5.3185
8.8427
5.0235 12.1850
4.0438 13.3000
2.8562
1.2415 4.5505
0.4870 5.2672

Example 2
This example is from Dannenburg, Kaas, and Goovaerts (1996, page
34). Our results will be illustrated by an application to collective automobile insurance data. Consider a portfolio consisting of nine fleets
of cars that has been observed for a period of ten years. The relevant
data associated with fleet i (i == 1, ... ,9) in year j (j == 1, ... ,10) are
represented, as before, by the random variable Yij, which is an average taken over Pij cars. We assume the data are consistent with the
Buhlmann-Straub assumptions. Table 5 displays the data Yij with the
number of cars Pij in parentheses. The total observed risk exposure in
the portfolio is 1510 years.
Figure 2 shows the posterior densities of 8 [equation (26)] for the
four priors [equations (27) to (30)], The four posterior distributions are
more symmetrical and nearer to each other than the corresponding distributions illustrated in Figure 1 because the number of risks (I == 9)
in this example is more than the four in Example 1. This means that
the between-group variance is based on more degrees of freedom and
8 can be more accurately estimated. The reference posteriors are again
indistinguishable for all practical purposes.
Table 6 shows the credibility estimates for the nine fleets calculated
using both a full Bayesian analysis and empirical Bayes. From Table 6
it is evident that there is little difference between the two methods. But
as in the case of Example 1, the fully Bayesian estimate tends to shrink
less than the empirical Bayes procedure. This means that the credibility
factors for the fully Bayesian method are in general larger.
Table 7 shows the credibility estimates and credibility intervals for
mi using the full Bayesian approach, as well as the prediction intervals
for the average of q future claims. The means of the posterior distri-
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i
1
2
3
4
5
6
7
8
9

Table 5
Annual Average Claims in Fleet with
Number of Car Units in Parentheses
Year 1
Year 2
Year 3
Year 4
Year 5
540 (44) 514 (50)
576 (56) 483 (58)
481 (58)
99 (20)
103 (20)
163 (24)
126 (32)
0(28)
0(8)
400 (6)
1042 (10)
313 (6)
0(8)
430
(18)
275 (22) 278 (22)
196 (20)
667 (12)
727 (22)
722 (20)
543 (26) 984 (24)
562 (18)
0(6)
0(8)
0(6)
645 (6)
833 (2)
333 (18) 404 (20) 400 (20)
361 (16)
588 (18)
735 (14)
494 (16) 133 (16)
519 (16) 1000 (14)
1667 (6)
313 (6)
556 (4)
769 (2)
1818 (4)

i
1
2
3
4
5
6
7
8
9

Year 6
493 (56)
219 (28)
833 (4)
185 (10)
610 (16)
0(4)
349 (18)
641 (16)
0(2)

Year 7
438 (54)
370 (28)
0(6)
517(12)
794 (12)
0(2)
435 (14)
339 (12)
1429 (4)

Year 8
588 (52)
273 (22)
0(4)
204 (10)
299 (14)
769 (2)
476 (12)
513 (8)
0(2)

Year 9
541 (52)
155 (26)
0(4)
323 (6)
580 (14)
0(2)
635 (12)
227 (8)
0(4)

Year 10
441 (46)
275 (22)
0(4)
968 (6)
488 (8)
0(2)
556 (10)
244 (8)
0(2)

bution of mi and the predictive distribution of the average of q future
claim Yi,q are exactly the same [equations (20) and (22)] but the 90%
predictive interval for Yi,q is much wider than the corresponding credibility interval for mi. This fact illustrates the uncertainty associated
with the prediction of future values. If we compare Var(mi!Y, a}, 6),
equation (21), with Var(Yi,qIY, a}, 6) it is also evident that the latter
variance is much larger.
In closing, Example 1 (small data set) was mainly used for illustrative purposes. It therefore does not matter what procedure (Bayesian,
empirical Bayes, or frequentist) is used, a large amount of uncertainty
will always be associated with the estimation of parameters and the pre-
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Table 6
Credibility Premiums for the Automobile Insurance Data
Fleet (i)
1
2
4
7
3
5
6
8
9
y.t.

EBE
FBE

509
506
506

178
204
202

301
344
339

360
373
372

654
626
626

177
283
271

441
441
440

506
495
494

Notes: EBE = Emperical Bayes estimate; and FBE = Full Bayesian Estimate

795
646
655
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i

1
2
3
4
5
6
7
8
9

Table 7
Means and Credibility Intervals for mi
90% Credibility
90% Prediction
Interval Limits
Interval Limits
Upper
Y
Lower
Lower
Upper
E[miI ]
421
446
565
589
506
81
202
115
291
324
339
180
493
105
574
372
261
481
209
531
77l
522
728
477
626
0(-5)
271
77
455
559
440
337
544
288
592
494
381
326
609
660
456
348
961
655
866

diction of future values. In the case of Example 2, it is clear that there
is large variation within and across groups. This is also the reason for
the large prediction intervals illustrated in Table 7. The reason for the
extremely large credibility and prediction intervals for fleets 3, 6, and
9, is that the experience of these fleets is limited.
One might possibly argue that some of the credibility and prediction
intervals in the examples are so wide that they may appear useless for
practical purposes and ask what the actuary should actually do in such
situations. One possible solution is to obtain more data with many more
groups and more observations per group. Larger samples will in general
give smaller credibility intervals. Another possible solution is to assign
proper priors with small variances or to assign priors on a restricted
parameter space to the unknown parameters. The assignment of proper
priors to the parameters must be justifiable from a practical point of
view. In conclusion, it might be easy to obtain small Bayesian intervals
but the question is whether the posterior and frequentist probabilities
of these intervals will be the same. This is one of the reasons why the
probability-matching prior (14) is used.
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Abstract*
We consider the problem of determining health insurance premiums based
on past information on size of loss, number of losses, and size of population
at risk. The size of loss and the number of losses are treated as mutually
independent random variables. The number of losses is assumed to follow a
Poisson process, and the loss sizes are independent and identically distributed
non-negative random variables, and the population at risk is assumed to follow
a non-linear growth model. An expression for the premium is obtained through
maximization of the insurer's expected utility under a Bayesian model. The
parameter estimation process is based on Monte Carlo Markov chain (MCMC).
Our methology is applied to two real data sets.
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1

Introduction

The main aim of a health insurance company is to generate enough
premiums to cover losses due to expenses, medical payments (e.g., visits to physicians, diagnostic tests, physical therapy, and hospitalizations), and to produce profits. The premium charged for an individual
health insurance contract is based on, among other factors, the insured
person's age, health history, size of deductible, health plan chosen (Pai,
1997). Therefore pricing actuaries must use past information to develop a probabilistic model of the important uncertainties involved in
the loss process.
In developing a health insurance model there will be many areas of
uncertainty. For example, care must be taken to avoid adverse selection
(where mainly unhealthy individuals are the predominant clients) and
to resolve the conflicting interests of the doctor, the policyholder, and
the insurer (e.g., in a fee-for-service plan, a doctor may seek unnecessary
diagnostic tests to boost income while protecting against malpractice
claims). Thus the insurer must establish a statistical control model to
help to reduce unnecessary expenditures (Rosenberg, 2001). In spite
of this, many actuarial models do not fully contemplate the uncertainties involved such as those due to parameter estimation (Migon and
Gamerman, 1999).
The above problems associated with pricing health insurance can be
dealt with in the Bayesian paradigm. l Regardless of the details of a particular model, the Bayesian approach requires that, before data are observed and the posterior distribution is evaluated, a prior distribution
for the parameters involved in the premium calculation be specified.
In specifying a prior distribution, there is plenty of room to incorporate expert opinions as well as to include industry-wide information.
As mentioned in Hogg and Klugman (1984, page 14), "... actuaries are
encouraged to introduce any sound a priori beliefs in the inferences
whether Bayesian or not."
A Bayesian approach is adopted in this paper. We take fully into
consideration all the uncertainty involved in determining the predictive distribution, which is the distribution of future observations conditional on observed values. Specifically we takes into consideration
the uncertainty due to estimation of the parameters that form the basis for determining the premium. The premium is obtained via a maximization of the expected utility. The computations are done using
1 Many authors have used a Bayesian approach to actuarial modeling, e.g., DuMouchell
(1983); Herzod (1994); Makov, Smith, and Liu (1996); Haberman and Renshaw (1996);
and Pai (1997).
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WinBugs, Le., Bayesian inference using the Gibbs sampler (Spiegelhalter et aI., 2000). The major attractiveness of sampling-based methods
is their conceptual simplicity and ease of implementation by users with
available computing resources, not demanding any numerical analytic
expertise. A review of some aspects of Bayesian data analysis in the
context of actuarial models implemented and analyzed using Markov
chain Monte Carlo techniques using WinBugs can be found in Scollnik
(2001 and 2002) and Ntzoufras and Dellaportas (2002).
The remainder of this paper is organized as follows: the risk model
and the Bayesian models are presented in Section 2, where the prior
distributions are introduced and the estimation paradigm is presented.
Alternative models and some numerical applications are presented in
Section 3. Section 4 concludes with some remarks.

2

The Bayesian Framework

The basic insurance risk model used is the classic compound Poisson
model that is commonly used in actuarial risk theory (e.g., Embrechts,
Kluppelberg, and Mikosch, 1997). The model is briefly described as follows: Consider a single person insured for the unit time period (t -1, t).
Let Nt denote the number of losses and Xt denote and the aggregate
loss produced by this person for t = 1, ... ,T. It follows that
Nt

Xt =

2: Zt,j
j=l

where Zt,j is the amount of the lh loss in (t - 1, t). The main assumptions of the classic compound Poisson model are (i) the number
of losses produced by this person in any interval is a Poisson process
with rate A, (ii) the loss sizes are independent and identically distributed
(LLd.) non-negative random variables, and (iii) the number and size of
losses are mutually independent. Clearly Nt is a Poisson random variable with mean A and the Zt,jS are LLd. Specifically we assume the Zt,jS
are exponentially distributed with finite mean 1/ e.
Next we consider a portfolio of such insured persons. Let TTa,t denote the number of persons age a who are insured in the time interval
(t -1, t). We assume that TTa,t has a normal distribution with mean /Ja,t
and variance O"~. This normal assumption is for simplicity and ease of
computations (Migon and Gamerman, 1993).
To summarize, our model is mathematically described as follows:
Consider a health insurance portfolio consisting of persons of various
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ages who are placed in one of c different age classes labeled from 1
to c. Let Na,t and Xa,t denote the number of losses and the aggregate
loss, respectively, produced by the insured persons age a in the period
(t - 1, t). If Na,t is Poisson with mean Aa > 0 and the losses are LLd.
exponential variables with mean 1/ ea
[Na,tIAa, TTa,tJ ~

Poisson with mean TTa,tAa

e

e

[Xa,tINa,t = na,t, a ] ~ Gamma(na,t, a )

(1)
(2)

where Gamma(OI, 13) denotes the pdf of a gamma distribution with mean
01/13 and variance 01/13 2
TTa,t ~ N(fJa,t, (J'~)

(3)

for t = 1,2, ... and a = 1,2, ... , c. The population model model used is
fJa,t = (f3a,o

+ f3a,1 e- i3a ,2 t ) IN ,

(4)

where ¢ is usually chosen as 1, -1, or 0, corresponding to the modified
exponential, logistic, and Gompertz growth models (Migon and Gamerman, 1993). Of course, the case of ¢ = 0 must be viewed as the limit
when ¢ tends to zero and corresponds to the logarithm of fJa,t. In this
paper only the logistic time evolution model (¢ = -1) will be taken
into consideration. It is worth noting that the model in equation (3) can
be interpreted as a non-linear regression with time as the explanatory
variable, for each age class.
Let us suppose that some past information is available for the time
periods (t - 1, t) and the information is in the form (nt, Xt, TTt), for
t = 1" .. ,T, where nt = (nl,t, ... , nA,d T with na,t representing the
observed number of losses, Xt = (Xl,t, ... , XA,t)T with Xa,t representing the observed aggregate loss, and TTt = (TTl,t, ... , nA,d T with TTa,t
representing the observed number of insureds in age class a in time
(t - 1, t). The type of health care service will not be taken into account
just to keep the notation simple.
The main concern at this stage is to obtain the full predictive distribution of the total loss for each age class a, Xa at time T + h, h =
1, ... ,H, where H is the given planning horizon. To be more specific
we need to obtain the distribution of Xa,T+h given all the available information. The total loss amount up to the time horizon T + H is obtained
as an aggregation over the age classes and the time horizon, given:
c

XT+H =

H

L L Xa,T+h.
a=1 h=1

(5)
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This will be the key quantity used to define the premium, meaning that
the premium will be quoted today to cover all future losses incurred.
Assuming that the total size of losses in age class a and at time
t are independent given na,t and Ba , and that the number of losses
is independent of time and age, given the population TTa,t and i\a, the
likelihood function follows as:

l(l\.,

e, /3, a2 [DT)

c

DC

Bna,t i\ na,t

1] [l taa) 1~2
T

(TTa,t - fJa,d 2 ]
x exp [ - BaXa 't - i\ aTTa ,t 2
2aa

(6)

where DT = {(Xt, nt, TTd, t = 1,' .. ,T} represents all data available,
I\. and e are A x 1 vectors, and /3 = (/31,'" ,/3a,··· ,/3A)T, where
/3a = (/3a,Q, /3a,l, /3a,d is a vector describing the insured population
time evolution in the a th age class.
In order to conduct a Bayesian analysis, one needs to define a prior
distribution over the parameter space. A proper prior distribution will
be adopted with the assumption of independence among the parameters in each age class:
p(Ba, i\a, /3a, a;2) = p(Ba)p(i\a)p(/3a)p(a;2),

(7)

which is a non-structured prior distribution for the parameters of the
model of equations (1) to (3) for each age class. Alternatively a hierarchical prior (Moura and Migon, 2002 and Migon and Moura, 2005) could
be introduced to borrow strength from the age class.
Although in many applications the prior distribution is carefully
elicited by the research (for example Garthwaite, Kadane, and O'Hagan,
2004), in this paper the hyperparameters are chosen in such a way that
a relatively non-informative but proper prior is implied. The use of
an improper prior in general can cause problems such as inability to
evaluate meaningful Bayes factors or even the lack of existence of the
posterior distribution itself, as mentioned by Gelfand (1995, Chapter 9,
page 148).
It is natural to model Ba as Gamma(A a , Ba), where A a , Ba > 0 are
chosen in such a way that the prior is sufficiently vague. As E[ Ba] =
Aa/Ba and Var[B a ] = Aa/B~, the values of (Aa,Ba) can be easily obtained. A conjugate prior distribution proposed for i\a is also gamma
with parameters Ca,D a > O. Those quantities can be assessed as described before. Finally the prior distribution for the regression coefficients in the time evolution of the population mean is
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(8)
where I is the 3 x 3 identity matrix and
U;;2 ~

Gamma(no/2, no56 /2)

(9)

no,56 > 0 for all age classes.
The next step is to combine the likelihood function of equation
(6) and the joint prior distribution in equation (7) to obtain the joint
posterior distribution. Unfortunately the joint posterior distribution is
not available in a closed form, so a Monte Carlo Markov chain (MCMC)
sampler is employed to generate drawings from this distribution. The
method used to make inferences about the parameters is the Gibbs sampler, which is a MCMC scheme where the transition kernel is formed by
the full conditional distributions (Gamerman and Lopes, 2006). Roughly
speaking, it consists of generating sequential drawings from the full
conditional posterior distributions. The relevant issue related to MCMC
is to ensure the empirical distribution of the parameters has achieved
its limit distribution (Gamerman and Lopes, 2006). The posterior distribution of any quantity of interest (Le., any function of the parameters)
can easily be obtained in the MCMC process. As our main interests are
in (i) the total cumulative loss for the planning horizon, (ii) the future
values of the loss number and size, and (iii) the insured population's
evolution, they can be jointly generated via the MCMC algorithm.
As can be observed, the full conditional distributions are available
in a closed form for all parameters, except f3a. For these parameters
the Gibbs sampler can easily be implemented. The full conditional posterior distribution of Aa is given as

where
T

T

Ca,l =

L na,t + Ca
t=l

and

Da,l =

L 1Ta ,t + Da.

(11)

t=l

From equations (6) and (7) the full conditional posterior distribution of
ea , is
(12)
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where
T

Aa,l =

I

T

na,t

+ Aa

and

Ba,l =

t=l

I

Xa,t

+ Ba.

(13)

t=l

As the full conditional posterior distributions for f3as are not available in closed form, a Metropolis within Gibbs algorithm is used to
successively sample from the full conditional posterior distribution for
the f3as as implemented in WinBugs. Finally, to complete the inference
steps, the predictive distribution for (n, x, rrh +h is obtained from equations (1) and (3), conditional on the parameters generated as described
before.

3 A Practical Application
The model described in Section 2 will be applied to two data sets
consisting of the experience of two relatively new small self administered Brazilian health care plans called the Northeast Health Company
(NHC) and Southeast Health Company (SHC). The data sets consist of
monthly observations on the number of losses, the aggregate of the
observed losses, and the number of insured individuals for each age
class, i.e., (nt, Xt, rrd). The data from SHC consists of 15 monthly observations (from March 1997 up to February 1998), while the NHC data
consists of 23 monthly observations (from August 1998 to June 2000).
The age classes used are: age class 1 is age 0 to 18, age class 2 is age
18 to 35, age class 3 is age 35 to 45, age class 4 is age 45 to 55, age
class 5 is age 55 to 65, age class 6 is age 65 to 75, and age class 7 is age
75 and over. Tables AI, A2, and A3 in the Appendix show the monthly
aggregate losses, number of losses, and population size for each age
class for service 1 for Northeast Health Company and Southeast Health
Company.

3.1

Premium Estimation Methods

Three different methods are used to determine the risk-loaded premium: one is based on classical assumptions and the other two are
Bayesian in nature. For the Bayesian approaches, the predictive distribution over a planning horizon is considered, which implies that all
uncertainties involved in the insurance business are included. The first
method relies on standard asymptotic approximations for equation (5),
the second method is a special case of the full Bayesian model called the
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semi-predictive approach, while the third method is the full Bayesian
model. In each method, however, the premium is defined as the 97.5%
percentile of the predictive distribution of the aggregate loss.
These three methods will now be discussed in detail: The first method
uses the well known expression for the mean and variance of X (see,
for example, Bowers et al., 1997, Chapter 12):
lE[X]

= lE[N]lE[Z]

and

Var[X]

= lE[N]Var[Z]

+ (lE[Z])2Var[N]

where Z represents one of the LLd. random variables characterizing the
loss value. The parameters A. and 8 involved in the mean and variance
are estimated via maximum likelihood as:
T

Aa =

I~=l na,t

~

and

T

8 a = TIt=l na,t

(14)

It=l Xa,t
The estimates of lE[X] and Var[X] then follow from the invariance
properties of the maximum likelihood estimator (Migon and Gamerman, 1999).
The second method, which we call the semi-predictive method, is
closely related to the non-compound collective model (G6mez-Deniz et
al., 1999) that assumes only the number of losses is stochastic. This
is a very useful practical simplifying assumption because in practice
the prices of most medical services are often negotiated between the
insurer and the provider and are set in advance for the period. Under
fixed price conditions, the posterior and predictive distributions can
be developed in a closed form. Recalling that in the model that N a,t IA. a
has a Poisson with mean A.a7Ta,t, where 7Ta ,t is known, and the prior
distribution of A.a is Gamma(Ca , D a ), then the posterior and predictive
distributions are
It=l7Ta ,t

A.aIDT ~
NT+hIDT

Gamma(Ca,l, Da,l)

~ NBin(Ca,l, D

and

Da,1
)
a,1 + 7Ta,T+h

(15)

where NBin(n, 8) represents the probability function of a negative binomial distribution with mean n(1 - 8)f8 and variance n(1 - 8)/8 2 ,
Ca,l = C a + I na,t, and Da,1 = Da + I7Ta ,t (Migon and Gamerman,
1999, page 249). Using a square error loss function, the best point estimator is then the posterior mean and the Bayes risk corresponds to
the variance of A. a , given by:
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(16)

Note that if the insured population is allowed to evolve over time, then
computationally intensive procedures must be used to make the inferences.
The third method, which is the full Bayesian model, corresponds
to the model described by equations (1), (2), and (3). The inference in
this case necessarily needs the implementation of an MCMC algorithm
because the posterior and predictive distributions for the quantities of
interest are not available in closed form.
A useful tool in the early stages of model building is a directed
acyclic graphic (DAG), which is also called an influence diagram. DAGs
are useful in determining the full conditional distributions involved in
MCMC schemes (Gilks et al., 1995). In fact, one can obtain WinBugs code
from a DAG. In a DAG quantities of interest are represented as nodes
and arrows run into nodes from their direct influences. A double arrow
represents stochastic dependence, while a single one denotes a functional relationship. There are two types of nodes: those representing
known deterministic quantities (square symbols) and those representing stochastic (circles). Recall that the number of losses in age class a
at time t, Na,t, is a random quantity with parametric distribution depending on the expected number of losses per policyholder, i\a. If the
insured population is given, the posterior and predictive distributions
can be obtained in closed form. For example, Figure 1 is a representation of the collective risk model under the semi-predictive approach,
Le., in Figure l(a) 7Ta ,t is known while in Figure l(b) it is stochastic. From
Figure 1(a) we see just how simple the DAG is in this case. Assuming the
insured population is also a random quantity characterized by a mean
J.la,t and a precision U;2, as stated in equation (3), the MCMC method
is needed to make the inferences feasible.
Figure 2 shows the DAG obtained for the full Bayesian model. The
DAG presented in Figure 2(b) is useful in determining the full conditional distributions involved in the Gibbs sampler scheme (Gilks et al.,
1995) assuming the population evolution is unknown, while Figure 2(a)
represents the full predictive model assuming the population evolution is known. Even in this simple case the posterior and predictive
distributions are not obtained in closed form. Note that Figure 2(b) includes the components of the insured population evolution described
by a generalized linear regression model.

(.J

(b)

Figure 1: DAG Under the Semi Predictive Approach. Notes: This is an
influence diagram for the number and size of losses assuming that the
evolution of the insured population is: (a) known and (b) unknown.

3.2

The Calculated Premiums

The convergence of the MCMC process was assessed by different criteria proposed in the literature, thus assuring that the results presented
are reliable (e.g., Gamerman and Lopes, 2006, Chapter 5). Some statistical tests were done in order to assess the convergence of the Gibbs sampler sequences. It is worth mentioning that based on three chains with
2,500 runs, including a burn-in of 500, the Gelman and Rubin (1992)
criterion exhibits convergence before 1000 iterations were drawn. The
convergence was also confirmed by many other graphical outputs. Nevertheless, the results presented in this paper are obtained by pooling
over the three chains, corresponding to the final 6,000 draws. The predictive density of the total loss value obtained under the assumption of
a full predictive Bayesian model shows some evidence that these distributions are asymmetric to the right, at least for the SHe.
The assumptions used in the model's development were consistent with the data sets analyzed. For example the coefficients in the
population evolution model, equation (4), are all Significantly different
from zero. Also the assumption of independent and exponentially distributed loss value are confirmed by the goodness of fit of the assumed
composed Poisson model. The predictive distributions obtained via the
MCMC method are clearly non-symmetric, confirming that asymptotic
normality is not appropriate. Although our models assume that the in-

('J

(bJ

Figure 2: DAG Under the Full Predictive Approach. Notes: This is an
influence diagram for the number and size of losses assuming that the
evolution of the insured population is: (a) known and (b) unknown.
tensity of losses is age dependent, the proposed prior is not structured,
Le., the age classes are considered to be independent. The data show
the loss intensities and the expected value of losses are age dependent.
A summary of the predictive distribution, which is useful for setting premiums, is presented in Table 1. The main results obtained are
based on T = 15 and T = 23 monthly data sets for the SHC and NHC,
respectively. It is worth pointing out that the global pure premiums are
almost the same, although the global premiums (the 97.5% percentil~
of the predictive distribution) are quite different.
The individual premium for SHC and NHC are compared on a monthly
basis in Table 2. All figures were obtained based on, respectively, the
12 and 23 month experience of the SHC and NHC and are quoted in U.S.
dollars. The premium presented corresponds to the 97.5% percentile
of the predictive distribution, accumulated over a three month horizon (H = 3), in the Bayesian model and in the normal approximation.
The choice of the 97.5% percentile as the premium corresponds to the
maximization of the expected value of a very particular utility function,
called the modified absolute deviation (Moura and Migon, 2002). The
classical and the semi-predictive models differ only slightly. The reason
could be that neither take into account all the variability involved. The
full Bayesian model, in turn, presents a bigger premium value than the
previous methods for all age classes. This must be a consequence of
the asymmetry of the predictive distribution and also of the consider-
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Table 1
Summary of Predictive Distribution
Over a Three Month Horizon (H = 3)
2.5% Median
Mean
Variable
Based on SHC Data:
Premium
45.45
30.93
44.58
Number of Losses
1845
1663
1843
Size of Losses (in 1,000s)
230.10 156.00 225.80
Insured Population
5064
4801
5062
Based on NHC Data:
Premium
45.67
42.51
45.64
Number of Losses
31490 29840
31460
Size of Losses (in 1,000s) (10 3 ) 465.10 440.40 464.70
Insured Population
10190
9646
10180

97.5%
64.96
2033
327.10
5350
48.98
33180
490.50
10780

ation of all the uncertainties involved. The last column corresponds to
an equivalent monthly premium that is constant for all age classes: the
global premium. Of course these figures correspond to the premium
without the administrative cost-and the insurer's profits.
The results obtained are not surprising. The risk premium increases
almost steadily, from the age class 2 up to 7. The global premium is
around $45 in the NHC and $60 dollars in the SHC, which seems quite
reasonable and a little bit cheaper than the prices they charge in the
market. This difference in the global premium is expected, because
medical care is in general cheaper in the Northeast.
Figure 3 shows the posterior mean for i\a, the expected monthly
number of physician consultations per insured, for each age class (a =
1, ... , 7), based on the 15 data points available for the SHe. The expected number of losses increases with age, which is not a surprise.
For example, the number of physician consultations is around 0.20 per
month in age class 451-55 (age class 4), increasing to 0.25 in age class
651- 75 (age class 6), representing an annual expected rate of 3 and 4
visits per year respectively, which seems reasonable.

4

Concluding Remarks

We discussed the implementation of the collective risk model in a
Bayesian setting using stochastic simulation techniques. A practical
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Table 2
Individual Premium Comparison for the SHC and NHC
Age Class·
p(G)
1
2
3
4
5
7
7
Based on SHC Data:
p(N)
17.35 12.02 21.28 38.93 98.10 82.90 335.04
60.40
p(S)
19.08 10.86 19.61 35.91 106.9 99.37
341.0
50.47
p(F)
25.7
49.54 158.1 120.3
30.53 14.84
475.0
64.96
Based on NHC Data:
p(N)
15.40 23.54 28.00 39.69 30.66 58.18
83.73
31.86
p(S)
24.35 39.25 45.07 47.71 56.51 77.86
93.67
45.90
p(F)
106.1
29.51 45.88
52.3
56.69 66.27 92.56
48.98
Notes: p(N) denotes the normal approximation, p(S) denotes the semi predictive
model,

p(F)

denotes the full predictive model, and p(G) denotes the global premium.

example was provided using two small data sets taken from the claims
experience of two small Brazilian health care plans.
The stochastic simulation techniques used make the inferences almost straightforward. The implementation of these models in WinBugs
is extremely simple, and the computing time is almost inSignificant.
Our main recommendation is to use the full Bayesian model. Given
the asymmetry of the loss distribution, the assumption of asymptotic
normality should be avoided.
The full Bayesian model described in equations (1) to (5) could be extended in many directions. For example, the population evolution could
be modeled via generalized growth curves as in Migon and Gamerman
(1993). This is a very broad class of growth models including the logistic and Gompertz as special cases. Keep in mind that the main goal
is to input a structured prior to contemplate the possibility of an exchangeable structure among age classes. The same could be true for
the other parameters in the model, such as the claim intensity and the
expected value of each claim.
Other extensions that deserve some comments are to consider different distributions for the claim amounts and to allow the portfolio to
be composed of dependent risks (Goovaerts and Dhaene, 1996). Censoring and truncation could play an important role when deductibles
and policy limits are included in the model (Pai, 1997). Some of the
extensions proposed here are considered in Moura and Migon (2005).
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Appendix
Table Al
Service 1 Aggregate Monthly Loss Data for NHC and SHC
with Losses Rounded to the Nearest Dollar
Age Class
1
2
3
4
5
6
7
Month
Northeast Health Company (NHC)
637
653
522
851
659
772
245
Aug/98
Sep
1402
504
676
702
715
872
327
992
1910 1114
940 1637
905
729
Oct
789
784
849
889
1039
442
Nov
1224
733
1100 1625 1906 1176
658
Dec
1716
1404
858
Jan/99 2696 1294 1430 2705 1883
755
Feb
3120 1348 1108 2990 1948 1169
Marc
4269 2934 2184 4690 2708 2390 1658
1979 1315
Apr
4628 3388 2940 5488 3073
2005 1648
May
5463
3883
3935 4770 3783
2623 1333
6345
3605 3708 6080 4048
Jun
2850 1490
6061
3670 3550 6098 4105
Jul
5113 2608
3190 3190 5643
Aug
5815 4455
Sep
4540 3398 2995 2995 5430 4495 2845
Oct
4070 3518 3415 3415 5100 4158 2833
3951 2683
3263 3263 4935
Nov
3550 3463
2623 2623 4987 3173 2108
Dec
3581
3055
Jan/OO 5108 3680 3130 3130 5343 4045 2490
4738 3080
Feb
6367 5715 4302 4302 6665
4145 2763
Marc
3048 3487 3159 3159 5941
3449 1737
Apr
3841
297l
2100 2100 4062
May
5009 3866 2819 2819 6042 4160 3150
529
529
858
558
683
444
333
Jun
Southeast Health Company (SHC)
24
117
40
40
109
Mar/97
70
89
20
153
44
Apr
0
55
0
66
125
169
84
106
166
May
60
60
273
346
313
354
403
286
218
Jun
911
431
313
534
589
404
280
JuI
443
1122
540
Aug
492 1.081
699
380
661
430
1845
537
Sep
944
828
674
607 1745
649
482
792
649
676
Nov
546 1016
938 1274
560 1060
752
Dec
542 1.634
836 1618
976
821
619
Jan/98
1527
927
802
932 1.037 1049
555
Feb
505
952
443
870
Mar
880
885
1011
1126 1182
516
861
754
Apr
1013
953
661
177
319
504
356
292
378
Jun
329
287
375
196
485
128
316
JuI
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Table A2
Loss Frequency Data for Service 1 for NHC and SHC
Age Class
Month
2
1
3
4
5
6
7
Northeast Health Company (NHC)
47
36
Aug/98
35
36
29
42
13
Sep
28
37
39
38
77
46
17
81
92
53
45
49
44
36
Oct
37
43
40
Nov
43
54
22
53
Dec
67
29
44
65
74
47
26
52
56 108
75
Jan/99 106
57
36
Feb
125
55
44 119
77
46
29
169 121
87 191 109
96
67
Marc
Apr
186 136 118 224 122
80
53
May
223 153 157 193 153
81
66
264 145 150 248 170 109
54
Jun
241 144 142 243 163 114
59
Jul
Aug
249 194 140 236 218 III
78
Sep
208 146 126 229 182 121
83
214 155 149 231 188 130
Oct
77
Nov
183 188 165 245 200 135
88
Dec
205 148 133 242 175 105
78
88
Jan/OO 238 159 146 247 178 109
Feb
280 235 188 287 205 129 113
213 195 160 273 196 137 131
Marc
Apr
244 181 150 292 232 135
94
May
334 216 169 345 226 174 108
286 214 188 346 256 173
95
Jun
Southeast Health Company (SHC)
4
Mar/97
3
5
2
2
1
5
Apr
3
0
1
2
0
3
8
May
4
3
7
4
3
5
8
12
11
17
17
17
15
13
Jun
21
20
14
41
15
21
23
Jul
Aug
19
25
37
34
20
44
26
Sep
32
28
29
31
18
52
23
23
20
32
26
23
27
Oct
60
Nov
22
43
38
50
18
28
40
Dec
25
35
55
36
22
31
63
39
41
37
20
31
37
Jan/98
58
36
Feb
36
25
41
20
18
38
Marc
41
45
35
46
20
34
28
Apr
12
16
21
7
13
13
26
May
12
14
13
13
8
19
5

79

80

Journal of Actuarial Practice, Vol. 13,2006
Table A3
Population Data for Service 1 for NHC
Age Class
Month
1
2
3
4
5
Northeast Health Company (NHC)
Aug/98 273 160 122 209 177
Sep
296 168 137 224 198
Oct
306 176 142 231 208
Nov
315 182 151 242 215
Dec
339 187 163 263 224
]an/99 356 192 169 269 229
Feb
526 269 250 427 303
551 290 263 458 324
Marc
Apr
589 314 275 493 349
May
674 354 331 583 421
]un
687 356 341 596 432
]ul
739 399 388 647 461
Aug
749 410 391 660 466
Sep
758 419 399 672 470
770 430 406 686 479
Oct
Nov
777 436 410 701 487
783 441 411 711 489
Dec
]an/OO 788 443 418 721 501
Feb
796 451 419 725 504
Marc
815 467 422 741 517
Apr
833 475 431 757 526
May
862 491 445 774 541
]un
878 508 454 785 550
Southeast Health Company (SHe)
94
Mar/97
89
98
98 107
Apr
91 107 104 108 106
May
96 123 122 108 116
]un
100 136 133 109 118
]ul
104 143 125 111 119
Aug
108 190 182 112 121
Sep
131 209 204 116 125
Oct
142 233 228 116 128
Nov
147 238 236 117 127
Dec
171 261 254 118 127
196 282 260 121 133
Jan
Feb
209 293 259 142 138
Marc
233 329 263 162 152
Apr
262 347 283 183 166
May
282 362 299 250 185

and SHC
6

7

126
135
139
140
145
147
149
151
158
195
198
225
231
234
241
244
250
253
256
257
260
267
269

63
76
80
84
91
92
103
107
111
127
127
157
162
162
167
170
175
180
183
186
192
198
201

108
106
122
105
105
86
86
87
86
106
149
194
207
219
232

68
70
74
75
79
80
90
89
88
97
111
113
119
127
131
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The paper deals with solvency assessment for life insurance business; some
methodological issues concerning the solvency of life insurance companies,
particularly connected to the investment risk, are suggested. Considerations
about the technical equilibrium of an insurance portfolio and the financial
regulation lead to a dynamic system involving risk measure and solvency assessment. The formal model is applied to a life annuity cohort in a stochastic
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Introduction

At the end of 2002, the European Union (E.U.) insurance legislation
regarding the solvency of insurance companies, known as Solvency I,
was revised and updated within a more general reform context. This
revision was the first step in a wider reform project called Solvency II
that had already started. Solvency II is aimed at reviewing solvency
laws in the light of recent developments in the fields of insurance, risk
management, and finance with the aim of establishing a more effective
solvency system. l
In 1997 the International Accounting Standards Board (IASB) proposed a project to develop an accounting standard for the international
insurance industry with the aim of enhancing understandability, relevance, reliability, and allowing comparisons of financial statements for
insurance worldwide. The first stage of this project ended in March
2004 with the publication ofthe International Financial Reporting Standard for insurance contracts. Moreover, the wider discussion on capital
adequacy sparked by the new Basle capital accord (BIS, 2001) addresses
the need for satisfactory instruments for prudential supervision of insurance companies and for consistency with other financial sectors,
especially the banking sector. These circumstances, coupled with the
persistent financial difficulties companies are facing worldwide, have
given rise to a remarkable convergence of views on various aspects of
solvency.2
As a contribution to this debate, our paper addresses some methodological issues concerning the solvency of life insurance companies.
Our main emphasis is investment risk. We develop a conceptual framework for the insurance risk system and for solvency assessment. This
framework constitutes the basis for the development of a formal model
for the appraisal of the technical equilibrium of a portfolio of life annuity contracts belonging to a cohort of lives. Attention is focused on
both the risk of insolvency and on the dichotomy between static and
dynamic systems of solvency assessment.
1 For details see London Working Group (2002) and KPMG (2002).
2See, for example, KPMG (2002), lASB (1999), Hairs et al. (2001), International Actuarial Association (2002), and International Association of Insurance Supervisors (2000,

2002).
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Solvency, Capital, and Prudential Supervision

According to the WS, an insurance company is solvent "if it is able
to fulfil its obligations under all contracts under all reasonably foreseeable circumstances" (lAIS, 2002). Nevertheless, in order to arrive at a
practical definition of insolvency, it is necessary to make clear the circumstances under which it is appropriate to expect the insurer's assets
to cover its obligations, i.e., liabilities. Clearly, it is relevant whether
the company is evaluated as a closed operation (thus including only
written business on a run-off basis) or as an ongoing concern (thus allowing for future new business). Additionally, it depends on the aim
of the evaluation: is it the mere financial progress of the company that
is of interest, or is it the company's ability to meet claims and other
obligations in all but the most extreme circumstances? Regardless of
the aim of the evaluation, two issues are important: identification of
the relevant risk factors affecting solvency and determining the extent
of the fluctuations inherent in these risk factors. In general, regulators
could evaluate solvency on a run-off basis and/or on a going concern
basis, as they are both Significant, although the latter approach is more
realistic.
In our opinion, solvency evaluation should consist of three main
steps: (i) recognizing the relevant risks, (ii) measuring these risks, and
(iii) defining the capital requirements to absorb occurring losses. Unfortunately, these steps are difficult to implement in practice. We will,
however, review them below.
Risk Recognition for Life Insurers: The aim of this section is to provide some insights into risk recognition within a risk analysis
framework. We do not provide a means for categorizing risks
because any possible risk categorization is suitable only for a single purpose. In general, the main risk for a firm is that revenues
are unable to cover expenses. If the valuation is for the benefit of
shareholders and the capital invested is not adequately remunerated, then this will be called equity risk. An insurance company's
revenues typically come from premiums and investment income,
while its expenses typically arise from claims and a variety of other
sources. As the equity risk stems from the potential mismatch
among these elements, therefore the factors that give rise to this
mismatch are crucial to the definition of the risk system.
If we look at the life insurance business on a run-off basis and
concentrate only on the determinants of pure premiums, the risk
system essentially consists of two main risk factors: demographic
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and financial. 3 Demographic risks arise because assumed frequencies can differ from the actual frequency of relevant outcomes. 4 Likewise, financial risks (those connected with the implicit guarantee of a rate of return built in most policies) originate
in the case of a divergence between the actual return on assets
purchased with written premiums and the rate of interest used to
determine the premium.
Risk Measurement: The step should result in a fair representation of
the hazards faced by the insurance company. The measurement
system should be capable of stating the potential danger and thus
should be able to limit the consequences of these dangers through
capital requirements.
Capital Requirements: There are essentially two main approaches that

regulators use to set capital requirements for insurance companies: fixed ratio and risk-based systems .
• The fixed ratio system is the solvency method traditionally
used in E.U. countries. It is a formulaic method that calculates
solvency margin requirements through a fixed percentage of
a risk exposure proxy, usually a financial statement item. In
the E.U. model for life insurance companies, for example, the
book value of the mathematical reserve is regarded as a financial risk proxy, while the amount of the non-negative capital
at risk is considered an insurance risk proxy. The required
solvency margin is the aggregate of a fixed percentage of the
two proxies. These two proxies are reduced in value according to preset regulatory boundaries in order to limit the reinsurance recoveries.
Though simple, inexpensive, and non-discretionary, the fixed
ratio system has some disadvantages. Apart from the importance given only to certain types of risk (Le., mortality risk),
it does not reflect the company-specific risk profile for re3Babbel, Gold, and Merrill (1997) define "the risk that the firm is paying too much
for the funds it receives, or alternatively the risk that the firm is receiving too little for
the risks it has agreed to absorb" as the actuarial risk.
4The IASB addresses the event that number of insured events will differ from previous expectations as occurrence risk, which is ascribed to three main factors: model
(incorrect model), parameter (incorrect estimates) and process (random statistical fluctuations). The qualification also could be refined by distinguishing between faults due
to avoidable inaccuracy and those arising from unavoidable fluctuations. In an actuarial
perspective, the occurrence risk is the insurance (or underwriting) risk.
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stricted reinsurance allowances. 5 In addition, linking capital
requirements to the factors that are directly proportional to
reserves and capital at risk assumes that higher values of the
items automatically account for higher risk exposure. This
automatic procedure is, to say the least, naive, if not unsafe
and unfair. Such a direct relationship could be tolerable if
the insurance portfolio (Le., the risk pool) was not homogeneous. This proportionality requirement may be misleading,
however, if the larger reserve coincides with pools that are
not only homogeneous but also sufficiently large that any pattern can be replicated with growing precision by virtue of the
law of large numbers. Likewise, the amount of reserves is
only a rough estimate of the company's investment risk exposure: this risk actually depends also on the mismatch between assets and liabilities and upon asset features. Hence,
a capital requirement that is proportional to the mathematical reserves and capital at risk through a fixed ratio will not
only marginally capture the specific risk profile of the company, but it can also give rise to regulatory arbitrage 6 and can
provide incentives for under-reserving .
• Risk-based approaches, on the other hand, are founded on
ad hoc evaluations of risk components that are then used
to calculate capital requirements that reflect the insurance
company's size and overall risk exposures. The most important of these systems is the risk-based capital implemented
in the U.S. since the early 1990s by the National Association
of Insurance Commissioners (NAIC).? The objective of riskbased capital is to calculate a capital requirement for each
of the main risks faced by insurers, which for life insurance
companies are asset risk, insurance risk, interest rate risk,
and business risk. There is no doubt that the NAIC risk system is far more comprehensive than the E.U.'s approach and
SThe most recent E.U. directive (2002/83/EC) sets ceilings for reinsurance allowance
for life assurance and annuities (15% for mathematical reserve and 50% for non-negative
capital at risk).
6Regulatory arbitrage is any transaction that has little or no economic impact on a
financial institution while either increasing its capital or decreasing its required capital.
Just as trading arbitrage identifies and exploits inconsistencies in market prices, regulatory arbitrage identifies and exploits inconsistencies in capital regulations. Regulatory
arbitrage undermines the effectiveness of capital regulations.
7Canada has a similar system called the Minimum Continuing Capital and Surplus
Requirement.
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its evaluation procedure is more consistent with the specific
company risk profile.
To start, the asset risk is defined as the risk of default for
affiliated investments and debt assets and the risk of loss in
market value for equity assets.s The interest rate risk is defined as the risk of losses due to changes in interest rates
linked to a mismatch between asset and liability cash flows. 9
The insurance risk (Le., underwriting risk) refers to the excess claims arising from random fluctuations and from the
inaccurate pricing for future claims. It is evaluated as a percentage of the capital at risk. The business risk includes the
other risks faced by life insurers.
For each of these risks, different factors are applied to the
corresponding items on the financial statement to express
the risk potential as likely loss. The effects of portfolio aggregations and correlation among various types of risks are
considered, to some degree, by a covariance adjustment, 10
Le., by adding together items believed to be correlated, so
that what is left are groups of risk items believed to be mutually uncorrelated. Finally, the RBC is calculated as the sum
of the total risk net of the covariance adjustment.
Once the potential loss has been set, a capital requirement is formally derived by attempting to keep the probability of insolvency (ruin)
within a level deemed acceptable by regulators. The level of the formalization, that is to say the adopted valuation model, does make a
difference in the capital requirement. In this respect, the two methods
are similar, because for both methods the potential loss is not truly estimated, rather it is determined by parameters that are inferred from
observation of relevant quantities, such as the asset value for asset risk
in the RBC and the reserve amount for insurance risk in the ED system.
BOff-balance sheet items (non-controlled assets, derivative instruments, guarantees
for affiliates, and contingent liabilities) are included in this risk component. All insurance companies are subject to an asset concentration factor that reflects the additional
risk of high concentrations in single exposures.
9The factors in this calculation represent the surplus necessary to provide for a lack
of synchronization of asset and liability cash flows. The impact of interest rate changes
is greatest on those products where the guarantees are most in favor of the policyholders and where the policyholder is most likely to respond to changes in interest rates by
withdrawing funds from the insurer. Therefore risk categories vary by the withdrawal
reserve (Le., whether there is substantial penalty for withdrawal).
lOThe covariance adjustment is the square root of the sum of the squares of the
uncorrelated risk items.
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Therefore, the level of capital required and the conditions for regulatory intervention are set according to a pragmatic definition of solvency
along with inductive method. 11
As an alternative, one can develop a probability distribution of the
company's results and develop a model of the company's surplus level
as a function of the company's results, and finally establish a formal
relationship between capital requirements and ruin probabilities. This
probabilistic approach is more complex and more accurate than the
fixed ratio and risk based systems and has two main forms: simulationbased and analytical. The simulation-based approach attempts to cover
the full range of risk variables sampled from statistical distribution in a
simulation procedure, considering a wide range of outcomes, likelihood
of adverse development, and interaction of risk variables. The analytical approach uses a stochastic model of the insurance process. Naturally, these deductive methodologies I2 have many evident advantages
because they produce output that is relevant and meaningful [Babbel
and Merrill (1998), Babbel, Gold, and Merrill (2002), Hairs et al. (2001),
and KPMG (2002)] and, last but not least, they are consistent with the
Basle approach, by virtue of being actually internal models. Effective
applications of these internal models should, of course, be conditional
upon a validating procedure.

3 A Framework for the Equilibrium Appraisal
We will develop a framework for the conditions needed for technical
equilibrium for a life insurance portfolio by highlighting the relevant
risk factors faced by the portfolio. Two important risks are the risk that
future actual expenses exceed the expenses the insurer expected to bear
and the risk that the actual rate of return is less than the expected rate
of return on the portfolio's investments. These two risks are assumed
to have similar relevance and importance in our model.
Let us consider a closed portfolio consisting of n-year annuity immediate contracts (policies) paying 1 monetary unit per year. These
annuity contracts are sold to a cohort of c lives age exactly x at time 0
for a net single premium of P where
llThese approaches benefit also from scenario-analysis, which are projections of the
company's financial statement with the aim of modeling the company's performance
under different conditions and imposing a capital level adequate for possible scenarios
(mainly the worst case scenario).
12Inductive methodologies encompass standard methods for solvency assessment,
while deductive methodologies are based on models aimed at verifying that the individual firm complies with the general solvency model.
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P =

L rPx e - f;(5(s)ds

(1)

r=l

where "8 (s) is the valuation force of interest used for determining premiums, and rPx is the probability a person age x survives r years.
Let Sx(k) represent the surplus (excess of actual assets over actual
payments made, ignoring expenses) at the end of year k, i.e.,
k

L Nx(r)ef: 8(s)ds,

Sx(k) = cPe ft 8(s)ds -

(2)

r=l

where 8 (s) is the actual instantaneous total rate of return earned on
assets purchased with the premiums, 13 and N x (r) is the actual number
of survivors at age x +r. Throughout we assume that the return earned
on assets and the number of survivors are independent processes.
A quantity of importance is Sx(n), which reflects, to some extent,
the state of affairs at the end of the contract period. It may be called
surplus by actuaries, income by accountants, and profit by economists.
The requirement that Sx(n) ~ 0 could be written as
n

Sx (n) =

L ef:' 8(s)ds [c r Pxef; (8(s)-(5(s) )ds -

N x (r)] ~ O.

(3)

r=l

A sufficient condition for equation (3) is
((8(S)_"8(S))dS_In(Nx (r))

Jo

crPx

~O

forr=1,2, ... ,n.

(4)

The quantity 8 (s) - "8 (s) is called the investment risk while the quantity
-In (Nx(r) / (crPx)) is the demographic or mortality risk. Note that for
a portfolio of annuities, smaller values of N x (r) are more desirable than
larger values.
Naturally, some risk factors can contribute to the investment risk
by simultaneously impacting the value of the portfolio's assets and the
value of its liabilities. The most important factor, however, is the nature
of the assets: if these assets are purely financial instruments, the risks
faced will be mainly financial. 14 Other factors include the quality of the
13 As Parker (1997c) states very clearly, this rate encompasses interest income and
capital gains and losses.
14Pinancial risk is the risk of a possible future change in one or more of a specified
interest rate, security price, commodity price, foreign exchange rate, index of prices or
rates, a credit rating or credit index or similar variable.
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risk management process with respect to both diversification and risk
pooling. This implies that the surplus level and its variability are dependent on individual company elements that involve both exogenous
and endogenous factors. As a consequence, the chosen risk assessment
system must be able to evaluate the specific risk components.
In order to gain an insight into the driving factors behind terminal
surplus process Sx(n), we will analyze the evolution of this surplus
given the actual number of survivors at the end of each period. The
equation for the actuarial present value of the excess of written premiums and their investment returns over payments up to the end of the
kth period given the actual number of survivors at the end of each of
the first k periods is
k

Sx(n/k) =cPe fo

Lk Nx(J)e

8(s)ds -

fk
j

8(s)ds

j=l

(5)

n-k

- Nx(k)

L rPx+ke- fk

r+l-

8(s)ds;:::

O.

r=l

Let W denote the portfolio's initial net worth (at time 0), At and Lt
denote the assets and liabilities, respectively, at the end of year t after
any annuity payments made at t, and let Pt-l, INV t and DoLt denote the
written premium, investment income, and change in liabilities, respectively, during (t -1, t). We assume the written premium is paid at time
t - 1. Let
cP
Pt= {
o

if t=O
otherwise,

(6)

and Ao = W, it follows that for t = 1,2, ... ,n,
t

At

=

(cP + W)e f6 8(s)ds

-

L N x (r)ef; 8(s)ds

(7)

r=l
n-t

Lt

=

Nx(t)

L rPx+t e - fi+Y8(s)ds

(8)

r=l

INV t
DoLt

=

=

(At-l + Pt-d (e fi _18 (S)dS
L t - Lt-l

-

1)

(9)
(10)
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the capitalized net worth at the end of year t, NETWt, is assets minus
liabilities, i.e.,
NETW t = At - L t

(11)

while the net income is
(12)

As a matter of fact, in year 1, written premiums plus investment
income minus claims are the liability-driven assets, the final reserve is
the corresponding liability so that the difference is the capitalized net
worth. At the same time, the year 1 written premiums net of the final
reserve are the earned premiums, which together with the investment
income and the incurred claims measure the operating income on an
accrual basis. These results are shown in Table 1.

t
0
1

2

n

Table 1
Hypothetical Balance Sheet and Income Statement
at the End of Each Year t
Balance Sheet Items
Income Statement Items
Revenues
Expenses
6.L t
Lt
NETW t
Premo INV t
Claims
At
W
Nx(l)
cP
INVI
Al - Ll
Al
Ll
6. L l
N x (2)
INV2
0
L2
A2 - L2
6. L2
A2

NIl
NIl
NI2

At

Lt

At -L t

0

INV t

Nx(t)

6.L t 2

NIt

An

Ln

An -Ln

0

INV n

Nx(n)

6.L n

NIn

From equation (2), the year t expression for the equilibrium condition is
At - Lt

~

0,

(13)

which ignores the effects of the initial net worth of the portfolio. Inequality (13) can be interpreted as a static condition of equilibrium on
the balance sheet and as a dynamic condition of equilibrium on the
income statement. At the end of the annuity term (time n) the result
is given by inequality (13), from which it can be inferred that the profitability depends on the return on the assets along the whole period and
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on the income accrued in each period. Therefore, solvency is properly
the ability to comply with these non-negative relationships. Solvency
can be formally expressed by the general equilibrium condition as
lP' [At - L t ;:: 0] = 1 - E

(14)

for some small value of E > O. Hence, inequality (13) expresses the
equilibrium simultaneously from the business and actuarial perspective and can be used for prudential regulation if E can be set. The
choice of E, however, is a political one because it sets the level of the
capital adequacy, which actually refers to a margin adequate to keep
the probability of insolvency within a limit that is considered bearable,
with reference to both capital costs borne by the intermediaries and the
risk level faced by policyholders.
This framework, which is of course a minimal breakdown of the risk
system faced by life-insurers, has the advantage of highlighting some
fundamental logical and methodological issues:
a) Negative elements of the insurer's portfolio (Le., its liabilities) are
exposed to risk factors stemming from the quality of the inferential process used to model the various risks (longevity risk, interest rate risk, etc.). Increases (decreases) in these risk factors,
called liability risk drivers, can lead to an increase (decrease) in the
technical reserves higher due to the increase (decrease) in the expected monetary value of the contingent liability (insurance risk)
and/or from a decrease (increase) in the discount rates applied
for the reserve evaluation;15
b) Positive elements of the insurer's portfolio (Le., its assets) are exposed to risk factors stemming from the type of investments selected (market risks). Increases (decreases) in these risk factors,
called asset risk drivers, give rise to actual revenues lower (higher)
than those expected and come from a decrease (increase) in the investment income (investment proceeds, value readjustments, realization values);
15In the E.U. regulations there are two main options: the first refers to a kind of
market rate because of the reduction carried out under the European rules governing
the market rate in order to obtain the technical rate; the second refers to a discount rate
depending on the yield of company assets. Neither option is in line with the current
IASB projects. In the exposure draft for insurance contracts it is stated that the "starting
point for determining the discount rate for insurance liabilities and insurance assets
should be the pre-tax market yield at the balance sheet date on risk-free assets." (lASB,
1999)
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c) The blend of assets and liabilities with returns not perfectly (positively) correlated changes the portfolio's variance by an amount
that is substantially dependent on the correlation among the risk
factors influencing both sides of the balance-sheet. Increases (decreases) in these risk factors, called portfolio additional risk drivers,
give rise to a lower (higher) technical account balance (income
statement result) than expected.
It follows that the basic risk system can be divided into two main
groups: the nondiversified risks associated with holdings of assets and
liabilities 16 and the additional risks for portfolio mix (Le., individual
variances, portfolio weights, and correlation coefficients). Therefore,
whenever there are similar risk factors influencing both positive and
negative elements, the effect produced by those factors on the net value
of the portfolio will differ from the effect produced on the components
if the correlation among risk factors is not perfect. This implies that
interest rate fluctuations affect both the investment income and the
change in the technical reserves, but their impact does not necessarily
offset if the elasticity of the relevant values is not identical and/or if
the value of the positions is not perfectly balanced. In other words, if
the yield curve is not flat, inequality (13) becomes

n

t-l

cP

h=O

-Nx(t)

L Nx(k) n v(h, h,1h + 1)
k=l
t-l

1
v(h, h, h + 1)

n-t

k-l

k=l

h=O

t-l

h=k

L kPx+t n vet, t + h, t + h + 1) -

(15)

Nx(t) ~ 0,

where v (x, y, z) is the value at time y, quoted at time x, of a contract
which guarantees a monetary unit at time z. For every fixed value of x
and y, v (x, y, z), considered as function of z, gives the term structure
of prices at time y of contracts underwritten at time x. If y > x,
we have the forward term structure; if y = x we have the spot term
structure.
As a result, there is, at least from a theoretical perspective, the potential for an increase in the technical reserves ariSing from a decrease
in the rates applied for the evaluation not offset by a net positive effect
in the investment income. This is the case when the elasticity of the reserve and that of the connected investments are not perfectly matched,
16The term nondiversified applies here to the two sides of the balance sheet regarded
as singular components of a two-asset portfolio, although they can originate from a
proper diversification strategy.
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as well as when the corresponding market values are different. The
impact of the hazard will be enhanced or relieved by correlation and
by spread between the total return on investments and the valuation
rate used in the reserve calculation, and by the timing of the hazard. In
other words, would the relevant rate be the same for both sides of the
balance-sheet?
A variety of regulatory constraints, such as the investment rules or
accounting prescriptions,!? force the two sides of the balance to be exposed to different risk factors also with reference to duration. Therefore, there is a different impact of the interest rate risk on the asset
and liability portfolio, and on the firm's performance, which is conceptually different from the sole variation of the investment income. There
is therefore both the theoretical opportunity and the practical scope for
evaluating the technical equilibrium of the portfolio with reference to
both components under a properly deductive methodology.

4

An Alternative Insolvency Measure

The mathematical scenario that frames the insolvency problem provides an analytical approach to solvency assessment. This is even more
useful, once we recall that the recent actuarial literature shows that
the insolvency problem is not always analyzed properly by simulation
techniques or scenario testing methodologies, due to vagueness of the
precision levels, long simulation times, and difficulty in performing significance tests. IS
Thus, in this section we present an alternative model for evaluating and quantifying insolvency in the case of a portfolio of life annuity
poliCies. Again we consider a closed portfolio consisting n-year annuity
immediate contracts (policies) paying 1 monetary unit per year. These
17Italian regulation, for example, sets a complex system of ceilings for asset allocation. Therefore, portfolio selection is strongly biased and even deceptive whenever
the overall asset weights, fixed by law, prevents the insurer from picking the optimal
investment portfolio for the single cohort of poliCies. Therefore, as a paradox, investment rules could generate a sub-optimal allocation, thus giving rise to counterintuitive
results. Similarly, the regulatory prescription concerning the rate of interest to be applied in the reserve evaluation could generate some false results about the income that
can be distributed.
1Bparker (1997b) compares three methodologies (tractable model, stochastic simulation, scenario testing) to investigate the ruin probability for a portfolio of life insurance
contracts with or without reinsurance: simulations reveal themselves not easily replicable "by other actuaries and regulatory authorities" and need long running times to
obtain a sufficiently acceptable approximate distribution; on the other hand scenario
testing causes underestimation of the insolvency risk.
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annuity contracts are sold to a cohort of c lives age exactly x at time
The
approach used is to study the distribution function of the portfolio's
reserve. In fact knowing the upper tail of this distribution allows the
actuary to estimate the probability that future obligations exceed the
calculated reserve funds. To this end a preliminary result on the asymptotic distribution of reserve per policy for a large portfolio of policies,
Le., equation (20), is needed.
Let Ti(X) and Ki(X) = [Ti(X)] be the future lifetime and the curtate
future lifetime, respectively, of the ith insured, i = 1,2, ... , c. Following
Bowers et al. (1997, Chapter 6), we define the prospective loss random
variable tLi to be the present value of future annuity payments less
future premiums received after time t. It follows that

o for a net single premium of P where is defined in equation (1).

(nIlKdx))-t

I

tLi =

.

e- fi+ J c5(s)ds,

(16)

j~l

where x 1\ y = min(x, y) and <5 (s) is the valuation force of interest.
The prospective loss for the entire portfolio, tL, is given by
c

tL =

I

(17)

th

i~l

Given N x (t) is the number of survivors at time t from the cohort of the
c insureds aged x at issue, it holds
n-t

lE [tLINx(t)] = Nx(t)

I

r

rPx+t e - fi+ c5(s)ds.

(18)

- f; c5(s)ds .

(19)

r~l

For notational convenience, let
n

tA =

I

r Px e

r~t+l

As we have assumed that the random variables Ki(X) are independent
and identically distributed and independent of the process D(s), then
it can easily be proved that
L
converges in distribution to tA.
(20)
c
The random variable tA approximates the average reserve at time t
per policy initially issued in the case of a very large portfolio. In this
t
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scenario the pooling effect related to the random deviations of the number of deaths comes true, so the insurance risk can be neglected, while
the financial risk plays a fundamental role in the global portfolio riskiness.1 9
For any t, U ~ 0, let
t+u

~du) =

f

<5(s)ds,

t

(21)

Le., ~du) is the (stochastic) force of interest accumulation function.
The cumulative distribution function of ~t(u) is
h(ylt,u) =1P'[~du) ~y].

For any set E its characteristic function, XE, is given by
ifxEE

I
XE(X) = { 0

otherwise.

Let us consider the random variable
m

'I'm = "
L p
r x+t e-6.t(r)
r=l

that represents the present value of an m-year annuity immediate sold
to a person age x + t. Following a methodology proposed by Parker
(1994) and extended by Coppola, Di Lorenzo, and Sibillo (2003) in the
case of life annuity portfolios, we get the following result:
Proposition 1. If <5 (t) is a Gaussian process for t > 0 and ~t (u) has pdf

It. (y It, u), then
1P'['I'm

~ z]

=

F'l'm(z)

=

Loooo Bm(Z,y)dy,

(22)

where
Bm(Z,y)

=

f~oo Bm-dz -

mPx+te- Y , s)f6.(slt, m - 1)

(23)

x f 6. (y - sit + m - 1, 1) ds
190bviously the demographic changes (mortality/survival) are very important in the
case of small portfolios. Moreover, in a wider perspective the mathematical model
could incorporate other risk factors, such as lapses and expenses, taking into account
possible relationships between lapse rates and rates of return.
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with
B1(Z,y) = X(,:,~pX+te-Y}(z)fc.(Ylt, 1).
Proof: Let us set

Bm(Z,y) = 1P'('I'm:S; zly(m) = y]fc.(ylt,m).

(24)

Then, the distribution function of 'I'm is given by
(25)
To evaluate the integral on the right side of equation (25), we consider a numerical procedure proposed by Parker (1994) and (1997a) and
revised by Coppola, Di Lorenzo, and Sibillo (2003). Let fc.(ylt,u;r,z)
denote the conditional pdfof ~t(u) given that 'I'r :s; z. In particular, by
using known properties of conditional density functions, we get
Bm(Z,y) = 1P'['I'm:S; z]fc.(ylt,m;m,z)

= IP' ['I'm-1 :s; Z - mPx+te-Y] fc.(ylt, m; m - 1, Z - mPx+te-Y)
= IP' ['I'm-1 :s; Z - mPx+te-Y]
X

I:oo fc.(slt, m - l;m - 1, Z

X

fc.(y - sit + m - 1, l)ds.

-

mPx+t e - Y )

Finally, remembering formula (24) and the Markovian property of the
process {~tC u)}, we can write
Bm(Z,y) = I:oofc.(slt,m-l;m-l,Z-mPX+t e - Y )

x it:.(Y - sit + m -1, l)Bm-dz - mPx+te-Y,s)ds
=

I:oo fc.(slt, m - l)fc.(Y - sit + m - 1,1)

x Bm-1 (z - mPx+te-Y,s)ds.

Moreover, if m

=

1 '1'1

=

PX+te-c.t(l) and, by virtue of (24),

Bdz,y) =IP'['I'l:S;Z l~t(l) = y]fc.(ylt, 1) =

= IP' [Px+te-c.t(l) :s; Z l~tCl) = Y] fc.(ylt, 1).
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Then we obtain

From equation (22) we observe that tA = tPx'Yn - t , so that we can
immediately see that the distribution function of tA is given by

JlD[tA~u] = FtA(U) =F'Yn-t (~)
tPx

(26)

for every for -00 < U < 00, which ends the proof.
Next we define the specific Gaussian model of c5(t). Following Di
Lorenzo et al. (1999), we define
c5(t) = 15* (t)

+ X(t)

(27)

where 15* (t) is a deterministic component obtained on the basis of the
current relevant rates and X(t) is a stochastic component. In particular
we suppose that {X(t) is an Ornstein-Uhlenbeck process with parameters [3 > 0 and u > 0 and initial position X(O) = O. The OrnsteinUhlenbeck process is characterized by the following stochastic differential equation
dX(t) = -[3X(t)dt

+ udW(t),

where W(t) is a standard Wiener process. The discounted value at time
o of 1 due at time t is function is given by
v(t)

= e- 6 (O,t) = e(I6 8 (S)ds+f6 X (s)ds).

A well-known result (Gard, 1988) is that e- f6 X(s)ds is log-normally distributed with parameters -E
X(s)ds] and 'Var [f~ X(s)ds], with

[IJ

[J~ X(S)dS]

=

0,

'Var [ft X(S)dS]

=

u t + u [-3 + 4e- tlt

Cov [e- f~ X(s)ds, e- ft X(S)dS]

=

e! [var[f~ X(s)ds ]+var[ft X(s)ds]J

X

[e<cov[f~ X(s)ds,ft X(s)ds]

E

Jo

(28)
2

2

[32

2[33

-

_ e- 2tlt ] '
1] .

(29)

(30)
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A Numerical Example

As an example we will calculate selected values of the cdf of tA in the
case of a large portfolio of 17-year temporary life annuities (m = 17),
each policy being issued to a person age x = 50. Mortality is assumed
to follow the Italian Mortality Table 1981-Male. The constant deterministic component is 6* (t) == 0.09, and the parameters for the OrnsteinUhlenbeck process are f3 = 0.11, (J = 0.005. The results are collected
in Table 2.
Table 2
CDFs of tA
U

FtA(U)

1.6524
1.6888
1.7171
1.7401
1.7576
1.8595
1.9161

0.615223
0.649850
0.676409
0.831008
0.948881
0.981749
1.000000

Table 2 shows the behavior of the upper tail of the distribution of
lsA. For instance, for a fixed average reserve equal to 1. 75 76, the insolvency occurs with probability 5.11%. In other words, the value at
time t of the insurer's future obligations (that is the value at time t of
the insurer's debt position) is greater than the reserve fund with probability 5.11%. Analogously for a fixed average reserve equal to 1.8595,
the insolvency occurs with probability 1.83%, i.e., the value at time t of
the insurer's future obligations is greater than the average reserve with
probability 1.83%. The numerical example shows for a large portfolio
the effect of the financial risk in solvency assessing can be evaluated
by means of the cumulative distribution function of tA, which approximates the average reserve. Moreover we can argue that the average
reserve per policy can be used as a first proxy of insolvency risk.

5

Summary and Areas for Future Research

Though this article concerns the solvency problem for a life insurance business, its primary focus was the case of an annuity portfolio.
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We point out the importance of accurately measuring the various risk
components in calculating the solvency margin, as well as the not trivial
connections with prudential supervision.
From our survey of the main methodologies currently adopted by
supervisory authorities in solvency assessment, the need arises to base
the risk measurement system on a strict definition of the distribution
of the company's results, in order to deduce the parameters indicative
of (in)solvency. Against this background, an analytical methodology
has been introduced. We have shown that it is possible to obtain the
probability distributions of main parameters related to an insurance
policy portfolio.
The methodology has been applied to the reserve of a life insurance
portfolio, more precisely to a portfolio consisting of a cohort of temporary life annuity policies. In particular, the upper tail of the distribution
of the portfolio reserve has been deduced, thus obtaining rigorous estimates of the insurer's capacity to face future obligations, in a scenario
involving stochastic interest rates.
Our model could give rise to many different applications. At first,
it is not constrained by the choice of a specific stochastic process and
it can be applied to a large class of processes. In this context an interesting future issue, which is beyond the scope of this paper, might
be the evaluation of different regulatory regimes aimed at assessing
the corresponding probability of insolvency. Furthermore, from a more
practical perspective, the discrepancy between accounting solvency and
economic solvency could be investigated. For example, the analysis of
various results, connected with diverse processes and parameters describing the interest rate dynamics, could be regarded as a measure
of the inequality between the book value and the current value of the
intermediation portfolio. Finally, the model could be extended to nonhomogeneous portfolios by inserting the correlations among common
risk drivers.
Some other areas of interest that could be explored concern whether
there is a significant difference between the use of a simulation-based
model and the adoption of this analytical approach. The answer to
this question is of course conditional upon the choice of consistent
measures, i.e., scenarios, to guarantee a more meaningful comparison.
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Abstract t
The highly skewed and heavy tailed distributions used to model insurance
losses (claims) raise a concern about the validity of the applications of the
capital asset pricing model (CAPM) to insurance pricing when market risks
are essential. This paper provides an alternative pricing model, called the
Rubinstein-Leland model, which can be used to price insurance contracts. The
Rubinstein-Leland model has a distribution-free feature that can fully capture
the asymmetry embedded in insurance losses. Thus, this model is better able
to derive fair prices for insurance policies than is the CAPM.
Key words and phrases: co-movements, power utility function, market based
pricing model

1 Introduction
To price property/casualty insurance contracts, insurers can determine the underwriting risks by using the insurer's own (subjective) assessments of the volatility of the company's value or by using the market's (objective) assessment. To objectively determine a fair premium,
* Min-Ming Wen, Ph.D., ASA., is an assistant professor of quantitative finance at National Tsing-Hua University. She obtained her Ph.D. in finance from University of Connecticut in 2004. Before pursuing her doctoral study, she worked for Aetna Life Insurance Company's Taiwan branch as an actuarial specialist. Dr. Wen's research interests
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one can apply market equilibrium pricing models such as the capital
asset pricing model (CAPM), which requires information about the expected payoff and its co-movements with the market returns. The use
of CAPM is justified when the assumptions of a quadratic utility function and normal distribution for returns are met. In practice, however,
the models used for insurance losses use highly skewed heavy tailed
asymmetric distributions, which raises a concern about the application
of the CAPM to pricing insurance policies. In addition, given the unbounded nature of the loss distribution, the quadratic utility may not
be appropriate.
Attempts to incorporate asymmetry into pricing insurance contracts
have been made using a three-moment CAPM (Kraus and Litzenberger,
1976) and an N-moment CAPM (Kozik and Larson, 2001). Though the
adoption of the N -moment CAPM could possibly capture the asymmetry
characteristic of the insurance loss process, the difficulty in determining the optimal moment, N, limits the application of this model.
This paper introduces an alternate model, originally developed by
Rubinstein (1976) and applied by Leland (1999), which fully captures
elements of risk that may induce skewness, kurtOSis, and higher moments. Leland (1999) demonstrates that this model is more applicable
than the CAPM when the asset to be priced has asymmetric return outcomes. 1 Using a distribution-free feature and a power utility function,
the Rubinstein-Leland asset pricing model (hereafter referred to as the
R-L model) accommodates asymmetrically distributed risks that are embedded in the insurance loss process. As a result, the R-L model can,
in theory, fairly price insurance policies.
The primary focus of this paper is to investigate the applicability of
the R-L model in pricing non-life insurance contracts with asymmetric
loss distributions. An example of the application of the R-L model is
provided using state-contingent claim priCing techniques to establish
hypothetical insurance policies. In addition, the results from the R-L
model are compared with those from the risk-free pricing mode1 2 and
1 A financial asset pricing model can be used to obtain the fair price of a security when
the market reaches equilibrium (where sellers and buyers agree upon that equilibrium
price). In equilibrium, whether the security is viewed as an asset or liability is not likely
to affect its price. In insurance terminology, such a security is an insurance contract
to be priced and is viewed as asset from the insured's perspective and as liability from
the insurer's perspective. Applications of CAPM to pricing insurance contracts based
on this equilibrium proposition are given in Fairley (1979), Kahane (1979), and Kozik
and Larson (2001).
2 Assuming the loss process and the market portfolio are uncorrelated, the risk·free
pricing model uses the risk-free rate as the discounted factor and omits the systematic
market risk.
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the CAPM in order to identify the market risks and asymmetric risks in
the insurance loss process.
The rest of this paper is organized as follow: Section 2 reviews
the pricing mechanisms for insurance policies and highlights the R-L,
CAPM, and risk-free pricing models. Section 3 demonstrates the approach for creating simple state-contingent insurance policies that are
used in the application of the R-L model. The pricing results under the
three models are compared in Section 4. Section 5 concludes the paper.

2

Pricing Models for Insurance Policies

Consider a one period insurance contract with a random loss L paid
at the end of the period. Traditionally actuaries have priced such insurance contracts using the pure premium (expected loss) plus a loading
for expenses, risk, and profits. Ignoring the expenses and profits, the
traditional risk-loaded premium can be written as
ptrad = (1

+ e)lE[L]

(1)

l+r
where r is the valuation interest rate. Buhlmann (1970), Gerber (1979),
and Eckhoudt and Gollier (1995) among others, have identified several
so-called premium calculation principles (or criteria) for deriving the
risk loading, e. Examples include the variance principle, the standard
deviation principle, the safety first (the semi-variance) principle, and
the expected utility principle. Kreps (1990) introduces the reluctance
premium calculation principle, which suggests that the risk loading is a
linear combination of the standard deviation and variance of the losses
on the policy and depends on the covariance of the policy with the existing book of poliCies. Because underwriting new policies adds volatility
to the company's overall value, the insurer should consider this added
volatility as well as the risks inherent in new poliCies. The risk load
charged for the increased volatility in its value can be viewed as the
insurer's compensation for its reluctance to underwrite new poliCies.
Kahane (1979, p. 223) states that "the insurer's ratemaking decision
depends on his ability to estimate expected claims and on the selection
of a fair risk loading." In other words, the premium is set according to
the insurers' subjective assessments of the information associated with
the underwriting and rate making processes.
An insurance contract can be thought of as a state contingent claim
with payoff's made if the pre-specified events occur. Doherty and Garven (1986) apply a contingent claim approach to derive the fair rate
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of return for property-liability insurance companies. Kraus and Ross
(1982) apply the arbitrage pricing theory (APT) of Ross (1976) to find
the competitive premium under which arbitrage opportunities are excluded. The APT is applicable as long as the factors in the economy are
identified. To fully and explicitly identify all the factors correlated with
even the simplest loss in practice, however, is infeasible, thus rendering
the APT impractical as an insurance pricing tool.
On the other hand, when an insurance policy is viewed as a project
under consideration, a capital budgeting methodology such as the net
present value (NPV) or the internal rate of return ORR) can be applied
to evaluate the project (insurance policy). Adoption of the NPV or IRR
approach, however, requires a market-determined rate of return. One
of the most prominent discounted cash flow models used to price an insurance policy is the Myers-Cohn model (Myers and Cohn, 1987). Under
the Myers-Cohn model an appropriate discounted rate must be chosen
in order to set the net present value of the contract to zero, Le.,equating
the present value of cash inflows (premiums) and the present value of
cash outflows (losses, expenses, profits, and taxes). In other words, the
major concern is that fair premiums should reflect the expected losses
(pure or net premiums) and certain loadings such as expenses, profits, and risk. The assessment of the loading for bearing underwriting
risks, however, introduces several criteria based on actuarial and/or on
financial models. 3
By assuming no correlation between losses and market returns, traditional actuarial pricing models have impliCitly used the risk-free rate
as the discount factor. A more sophisticated approach, however, is to
consider the co-movements between the market returns and insurance
losses. The CAPM and R-L models provide risk-adjusted discount factors. When the asymmetry inherent in insurance losses is taken into
account, the inadequacy of applying the CAPM in insurance pricing is
addressed. We will review three models used for including underwriting risks in determining premiums: the risk-free pricing model, CAPM,
and the R-L model. Thus, the M-C model can be applied in a more
accurate basis by employing the discounted rate derived from these
market-based pricing models. For the simplicity of illustration, pricing
models are considered in a single-period model with losses paid at the
end of the period.
3 Another prominent model is the National Council on Compensation Insurance
(NCCI) model. Cummins (1988b) compares the Myers-Cohn and NCCI models.
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Risk-Free Pricing Model

The risk-free pricing model assumes that the losses from an insurance contract are uncorrelated with the market portfolio. Consequently, systematic market risk is not reflected in the pricing of an
insurance contract by discounting the future expected loss payments
at a risk-free rate. This price is expressed in equation (2) below as:
pRF = lE[L]
1 + rj

(2)

where pRF is the premium of an insurance contract, L is the actual loss
payment for the period (paid at the end of period), and rj is the risk-free
rate.
CAPM

In practice, insurance losses are likely to be correlated with market
returns and CAPM may be used to measure market risk. Under CAPM,
market risk is based on the variance-covariance relationship between
the loss process and the market portfolio. Under the mean-variance
framework, CAPM is derived by maximizing the investor's expected
value of utility subject to the investor's wealth allocation. For an arbitrary utility function, the mean-variance model is justified by assuming
that returns are normally distributed (thus third and higher moments
of returns are ignored). On the other hand, for an arbitrary distribution
of returns, the CAPM model is justified by assuming a quadratic utility function (third and higher moments of returns are again ignored).
See Kahane (1979) and Fairley (1979) for more on the more on how the
insurance CAPM is derived.
Let rm denote the market rate of return and f3c denote the systematic risk of the underlying asset under the CAPM. The premium of an
insurance contract under the CAPM, pCAPM, and the required return on
the insurance policy, rL, are given by
'\lCov [L, rm]
1 +rj

(3)

+ f3c(lE [rm] - rj)

(4)

pCAPM = lE [L] -

lE [rrJ = rj

where f3c = 1C0v[rL,rm]/Var[rm ],'\ = (lE[rm] - rj)/Var[rm ] and
rL = (pCAPM - L) / L. Equations (3) and (4) imply the risk-free pricing
model if the insurance losses and the market portfolio are uncorrelated,
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as there will be no compensation for bearing market risk. Fairley (1979)
found a negative correlation between the market returns and the claims
of auto bodily injury policies, while Biger and Kahane (1978) suggest
that underwriting returns are uncorrelated with the market return.
The CAPM has been applied in the insurance literature to insurance
contracts (Fairley, 1979; Kahane, 1979; Hill, 1979; and Myers and Cohn,
1987), insurance equities (Harrington, 1983; Cummins and Harrington,
1988; and Cummins and Lamm-Tennant, 1994), and to insurance reserves (D'Arcy, 1988). Kahane (1979) also summarizes the drawbacks
of applying CAPM as an insurance pricing mechanism due to the specific
characteristics of the insurance loss process. In addition, Rubinstein
(1973) and Brennan (1979), among others, have shown that a quadratic
utility function does not satisfy desirable properties for describing investors' preferences. 4 Kraus and Litzenberger (1976) develop a threemoment CAPM under a logarithmic utility assumption and conclude
that asset pricing models should incorporate not only the price of the
second moment of risk aversion, but also the value of skewness preference.
Rubinstein-Leland (R-L) Model

Without knowing the distribution of L, an alternative pricing model
must be used. One such model is the R-L model with its distributionfree feature. The R-L model is based on the power utility function
and distribution-free asset returns. Rubinstein (1976) measures the comovement between the asset returns and the market returns beyond a
mean-variance framework, thereby making it a more appropriate way
to price an insurance policy.
Given the power utility function u(x) = xb, the R-L model premium
of an insurance contract is given by

(5)
4Desirable properties (Arrow, 1971) for an investor's utility functions are (i) positive marginal utility for wealth, i.e., nonsatiety with respect to wealth, (ti) decreasing
marginal utility for wealth, i.e., risk aversion, and (iii) non-increasing absolute risk aversion(ARA).
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where b is the degree of risk aversion of the power utility functionS and
If we assume market returns are lognormal then

rL = (pRL - L) / L.

b

=

.! + E[ln(l + rm)] -In(l + rf).

(6)
2
Var[ln(l + rm)]
The risk aversion parameter, b, can be related to the market excess return per unit of risk. Following Rubinstein (1976), Leland (1999)
demonstrates a linear relation between risk and return for any insurance loss that is given by
E [rd = rf + f3R x [E [rm ] - rf]

(7)

where f3R is systematic risk of the underlying contract, i.e.,

(8)
Comparing the R-L Model and CAPM

In order to make consistent comparisons between the R-L model and
CAPM, we follow the symmetry information and homogenous beliefs
assumptions of CAPM. 6
Implementing the R-L model requires no more information than under CAPM. In addition, under the assumptions of power utility and
distribution-free asset return, the R-L model captures all elements of
risk including skewness and kurtosis. The risk measure of the CAPM,
f3c, is easier to estimate than the risk measure of the R-L model, f3R.
However, f3R incorporates the effects of preferences and aversions contained in higher moments given that the typical investor has a power
utility function with parameter b. In addition, f3R considers higher
moments of co-movement between insurance losses and the market
returns, while f3c in CAPM indicates only the second moment of comovement between the returns of the underlying asset and the market
portfolio.
Under the R-L pricing model, we use information not used in the
traditional CAPM, the three-moment CAPM, and even the N-moment
SThe degree of risk aversion of a utility function u(x) is -u" (x) ju ' (x). For the
power utility function, several authors have used different approaches to estimate the
degree of risk aversion for households. For example, Friend and Blume (1975) use
empirical surveys of consumer wealth allocation, Campbell (1996) uses the effects of
human capital and the mean aversion character of the stocks index, while Bliss and
Panigirtzoglou (2002) use option pricing methodology.
6The extended model that considers asymmetric information and heterogeneous risk
aversion among insureds is left for future research.
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(N > 3) CAPM. Leland (1999) shows that the CAPM and the R-L model
give similar results for assets that are symmetrically distributed. For
asymmetrically distributed insurance losses, however, the error in using the CAPM may be substantial. Based on this logic, the difference
between their beta estimates, {3R - {3c, from the R-L model and the
CAPM model can be used as a proxy for asymmetric risks. Correspondingly, the price of asymmetric risks imbedded in an insurance contract
is given by (pRL _ pCAPM).

3 The Main Results
We will illustrate the application of the R-L model by using a lognormal market portfolio, a power utility with constant relative risk aversion (CRRA) property,? and a hypothetical insurance policy. It must be
noted that the lognormal market portfolio is not an essential assumption underlying the R-L model, but it is required to apply formula (6) to
derive the risk aversion parameter. Due to the limited access to empirical data, a hypothetical insurance policy is used. As we will see, our
results suggest a larger than expected discrepancy between the premiums derived from the R-L model and CAPM if the underlying losses are
highly skewed or heavily-tailed.
First we construct a market portfolio with lognormal distribution
under a simple economy with six mutually exclusive states of nature.
We assume that the occurrences of any state of nature in different periods are independent events and that only one state can occur in any
period. The return structure of the theoretical market portfolio is presented in Table 1, which, for example, shows that the market portfolio
has negative return (-6%) in state 1. 8 By design, the market returns are
positively skewed and the Kolmogorov-Smirnov (K-S) test fails to reject
the hypothesis of lognormal market returns. The market has a risk-free
rate of 5% and the estimate of the risk aversion parameter for the power
utility function is 6.56.
A state-contingent claims pricing technique is used to establish the
insurance poliCies. An elementary state-contingent policy (hereafter
7After studying cross-sectional data on household asset holdings, Friend and Blume
(1975) conclude that the assumption of constant relative risk aversion (CRRA) for households is a fairly accurate description of the market place. This paper directly adopts
their empirical results and assumes that a power utility with CRRA property is a fairly
justified utility function so that the fundamental utility assumption under the R-L model
can be satisfied.
8We use a multiple-state example because we can explicitly identify the asymmetry
in insurance payoffs. This cannot be achieved by assuming binomial states of nature.
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Table 1
Market Returns
In Various States of Nature
State of Market Probability
Nature Returns
Pi
-6%
0.10
1
0%
0.20
2
10%
0.25
3
4
15%
0.15
24%
0.25
5
28%
0.05
6

called a state policy) is defined as a policy that pays a loss if and only
if a certain state of nature occurs. Let Li and Pi denote the loss payment and the state probability, respectively, for state policy i for i =
1,2, ... ,6. The loss payment (payoff) for state policy i is assumed
$1,000, i.e.,
Li

=

{1000 with probability Pi
o
otherwise.

Thus lE [LiJ = 1000Pi, Var [LiJ = 106 Pi (1 - pd, and the coefficient of
skewness of Li is §kw [LiJ = (1 - 2pd /VPi (1 - pd. As each Pi < 0.50,
the Li'S are positively skewed. Table 2 shows these values for the six
policies.

i

1
2
3
4
5
6

Table 2
Mean, Standard Deviation,
and Skewness of Policies
-jVar [LiJ §kw [LiJ
lE [LiJ
Pi
2.67
0.10
100
300.00
0.20
200
400.00
1.50
0.25
250
433.01
1.15
0.15
150
357.07
1.96
0.25
250
433.01
1.15
0.05 217.94
50.00
4.13
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Equations (2), (3), and (5) can now be used to determine the insurance
premiums. Table 3 displays these premiums (pRF, pCAPM, and pRL) as
well as the standardized premium, which is the premium divided by the
risk-free premium. This definition of standardized premium gives the
risk loading factor that must be applied to the risk-free premium to give
the required premium. In other words, it measures the extra systematic
risk that the insurer is exposed to under the CAPM and R-L model. In
addition, the discrepancy between the standardized premiums of the
models, and especially the risk measures, f3 and B are also presented in
Table 3.
As shown in Table 3, for policy 3 and policy 5 with the same amount
of expected loss, under the risk-free pricing model, both policies are
evaluated at the same premium. However, under the market-based pricing models (the CAPM or the R-L model), due to the recognition of the
co-movements between market returns and insurance losses, policy 3
is evaluated at a higher premium than policy 5.
Table 3
Premium Estimates of Elementary Policies
Policy 1 Policy 2 Policy 3 Policy 4 Policy 5
pRF
142.86
238.10
95.24
190.48
238.10
pCAPM
114.07
192.85
318.96
259.64
64.97
pRL
92.92
94.48
232.48
309.86
207.29
-8.11
-6.46
-1.33
4.05
42.72
f3c
-6.18
8.62
24.40
-9.47
2.38
f3R
Standardized Premiums
1.00
1.00
1.00
R-F
1.00
1.00
2.02
1.67
0.80
0.27
CAPM
1.09
R-L
2.44
1.63
0.87
0.65
0.40
Notes: Standardized Premium = Premium/pRF.

Policy 6
47.62
1.87
15.34
392.56
33.76
1.00
0.04
0.32

Notice that policies 1 and 2 are the most valuable state polices under the market-based pricing models in terms of the loading added to
the risk-free premium, while policies 4, 5, and 6 are less valuable. This
may be attributed to the direction of the co-movement between insurance losses and market returns. In other words, policy 1 suffers a loss
in the state where the market portfolio has negative return, while policies 4, 5, and 6 show positive co-movements with the market payoffs.
Under market-based models, when using insurance to diversify risks,
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investors prefer the insurance payoffs to be negatively correlated with
the market.
Though both the R-L model and CAPM embody market risk in insurance pricing, we mentioned in Section 2 the differences between their
fundamental assumptions. Recall that CAPM assumes returns are normally distributed and investors have a quadratic utility function, while
the R-L model makes no assumption about returns and uses a power
utility function. We will give three reasons why there is a discrepancy
between their premiums.
1. The normal distribution assumption under CAPM focuses mainly

on events occurring mostly in the middle range of the distribution, and it is likely to underestimate the possibility of the larger
(or smaller) values of the distribution. For instance, the bulk of
the probability weights fall in the range of (/l-2a-, /l+2a-). Accordingly, for a loss process with an asymmetrical distribution, the
use of a mean-variance model like CAPM is likely to underestimate
events in the tails of the distribution. On the other hand, with a
distribution-free assumption, the R-L model takes full consideration of each possible value of the entire distribution and thereby
can fairly reflect all probabilities. In other words, for the values
falling in the spectrum of two extreme sides, without limiting the
distribution, their probabilities can be reflected in the R-L model
instead of being assigned to an approximately zero value based
on a normal distribution.
For example, for state poliCies 1, 5, and 6, loss payments are made
in the states where the market portfolio's returns are in the left
tail (state 1) and right tail (states 5 and 6). Premiums of the three
state policies are smaller under CAPM than under the R-L model.
This can be attributed to the above elaboration on the impact of
the normal assumption of CAPM on insurance priCing when losses
have an asymmetrical distribution. In contrast, the premiums of
state policies 2, 3, and 4 (where the market has relatively modest
returns) are higher under CAPM than under the R-L model.
2. Another factor that explains the discrepancy between the premiums under the R-L model and CAPM is the quadratic versus power
utility functions. A quadratic utility function requires only the
means and variances, while ignoring third or higher order moments. Thus, CAPM is likely to mis-price insurance poliCies that
are skewed. On the other hand, the R-L model uses third and
higher moments.
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3. A third factor is the correlation between loss payments and market returns. Note that policy 1 is preferred while policy 6 is not
because the loss payoff of policy 1 has an apparently negative
correlation with the market returns while the loss payoff of policy
6 has positive correlation with the market returns. The negative
correlation with the market returns can be viewed as a hedging
function that provides payoff in the state of unfavorable market
return. Hence such a policy is preferred by policyholders. 9 Being
able to capture the higher moments of preference, the R-L rewards
such a hedging function more than the CAPM. Without being able
to foresee the aggregate effects of higher moments of preference
and aversion due to the limitation of a quadratic utility function,
the CAPM may over-penalize the aversion of the state 6 policy,
thus significantly underestimating its premium compared to the
R-L model.
Furthermore, the omission of the correlation of the asset with the
higher moments of market returns may cause the different notion
of systematic market risk under the CAPM and the R-L model. Table 3 shows that under the CAPM the risk estimate f3c of the state
3 policy is negative, while the risk estimate f3R is positive under
the R-L model. This finding further addresses the importance of
considering the higher moments of co-movements.
Consistent with the findings of Kahane (1979), this study confirms
the inadequacy of applying the CAPM as an insurance pricing mechanism due to the inconsistency between its underlying mean-variance
assumptions and the asymmetrically distributed insurance losses. The
above numerical examples illustrate that the R-L model can be a more
appropriate insurance pricing mechanism, especially when the insurance losses are with asymmetry characteristic.

4

Summary and Closing Comments

This paper uses a simple example to illustrate the applications of
three commonly used pricing models (the risk-free model, CAPM and
the R-L model) to pricing insurance policies. We compare their results
gIn the CAPM, the opposite co·movements can serve diversification purp~ses. The
explanation is used to substantiate the values of higher order of opposite co· movements
between the securities and the market portfolio. In other words, the valuation of op·
posite co-movements should go beyond the first and second orders when asymmetric
character is embedded in return process.
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and show that CAPM and the risk-free model tend to under-price policies. The risk-free pricing model evaluates an insurance contract without considering the implied market risks by assuming no correlation
between the loss process and market returns; the CAPM assesses the
risks based on a mean-variance framework, which is inconsistent with
insurance loss distributions that are usually skewed and heavy tailed.
The R-L model uses a distribution-free model for losses and a power
utility. The R-L model seems to provide a relatively fair result for insurance losses that are highly skewed and heavily tailed.
An area for further research pertains to applying the R-L model in
cases where there is information asymmetry, i.e., certain aspects of
the policyholders' loss distribution may be unknown to the insurer but
known to the insured (such as their risk-taking behaviors) or to cases
where the insurer has an information advantage (such as data on the
probability of certain hazards). Moreover, the model can be extended
to consider heterogeneity between the risk aversion levels of insureds
and insurers. Thus, the pricing process can recognize the heterogeneous risk aversion levels among insureds and generate prices based
on the insureds' risk categories.
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A Note on the Instability of the Unprojected
Individual Level Premium Cost Method
Pierre Devolder* and Valerie Goffint

Abstract
We compare the unit credit and the unprojected individual level premium
cost methods in a continuous time environment and show that the latter may
produce unstable contribution rates in a dynamic environment. Specifically,
assuming there are no unfunded liabilities, we prove that the unprojected individuallevel premium cost method may produce non-bounded contributions
if benefits change too close to the normal retirement age.
Key words and phrases: pension funding, unit credit cost, individual level premium, unfunded liability

1

Introduction

Pension funding methods are more than ever a key issue for actuaries, especially in the context of the so-called pay-as-you-go public pensions systems crisis. The demographic changes expected over
the next few decades in developed countries represent a major challenge for public social security systems. Fortunately actuarial funding
methods seem to, at least partially, offer an adequate response to these
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challenges. [For a discussion of the basics of pension methods see, for
example, Trowbridge (1952), Berin (1986), and Anderson (1992).] Financial markets in recent years, however, have shown an extraordinary
volatility, thereby inducing significant solvency problems for many pension funds.
Although many new pension plans are defined contribution plans
(thus transferring the market risk to the plan's participants), many pension plans are still defined benefit plans. Actuaries performing valuations of defined benefit plans may have to consider several alternative
funding methods and compare the evolution of the contribu tions under
different scenarios.
In Europe, two important funding methods used by actuaries are the
unit credit cost method and the unprojected individual level premium
cost method. The unit credit cost method has become the de facto standard method used, for instance, by international standard accounting
norms (FAS and IFRS), although not necessarily imposed by plan regulations. The unprojected individual level premium is often used with
the aim of inducing level (constant) contributions and is often applied
by European insurers in group pension contracts. 1
To describe the fundamentals of these methods, let us consider a
defined benefit pension plan operating in a simple static environment
with constant benefits, no preretirement decrements, no unfunded liabilities, 2 and no actuarial gains or losses. Our objective is to look at the
evolution of the contributions for a typical plan member currently age
x at time 0 up to retirement age y at time T, where T = Y - x. Assume
a constant plan valuation (actuarial) force of interest r, and contributions (normal costs) are paid continuously at rate rr(t) at time t. The
annual retirement benefit is Bo paid continuously3 from retirement age
until death. Thus, the actuarial present value of the retirement benefit
at retirement age y is Ko = BoZiy.
The unit credit cost method with service proration produces an actuarial (accrued) liability at time t, ALudt) , of
ALudt) =

~Koe-r(T-t).

(1)

As there is no interest gain or loss, the assets at time t, F(t), are simply
the accumulation of the past contributions, i.e.,
. 1 Collinson (2001) provides an extensive discussion of the various cost methods used
in Europe. The unprojected individual level premium is not used in North America.
2 An unfunded liability occurs whenever assets are not equal to liabilities.
3In our analysis it does not matter how often the retirement benefits are paid per
year.
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t

F(t) =

J

7T(s)e r (t-S)ds.

(2)

o
As there is no unfunded liability, equating assets and liabilities at t
results in the following integral equation for the contribution rate:

J
t

~Koe-r(T-t)

7T(s)e r (t-S)ds,

=

(3)

o
which yields

(4)
i.e., bounded contributions grow exponentially.
Under the unprojected individual level premium method, we equate
the assets and actuarial liability at retirement age, assuming a constant
contribution rate, 7TLP. As actuarial liability at retirement age y is Ko
and the accumulated assets is 7TLPSTl r, we get
7TLP =

Koe- rT

--=-_-sTlr

Kore- rT
(1 - e- rT )

(5)

and the actuarial liability at t, ALLP(t), is
1

-rt

e .
(6)
1 - e- rT
At this point we introduce the notion of stability. A pension cost
method is said to be stable if its contribution rate is bounded at all
ages prior to the plan's normal retirement age y. Comparing these
two cost methods, we see ALuc(t) ::; ALLP(t) for 0 ::; t ::; T and that
7Tuc(t) increases monotonically and eventually exceeds 7TLP before the
retirement age. Thus, both methods yield stable contribution rates in
this static environment.
It turns out that the stability exhibited by the unprojected individual
level premium disappears under dynamic conditions. The purpose of
this paper is to analytically compare the contributions generated by
these two cost methods in a continuous time deterministic dynamic
environment. For simplicity, country-specific laws and regulations are
not considered in this paper. Simple assumptions are used to focus
on the main effect of the methods and to obtain closed forms of the
contributions.
ALLP(t) = Koe-r(T-t)

-
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Instability in a Dynamic Economy
Same Rate of Return for Assets and Liabilities

As was the case of the static economy, we assume no preretirement
decrements, no unfunded liabilities, no actuarial gains or losses from
any source, a constant plan valuation force of interest r for both assets
and liabilities, and contributions (normal costs) are paid continuously
at rate IT(t) at time t. In contrast to the static economy, however, we
assume here that the retirement benefit is no longer constant over time;
rather it is a function of time. Let B(t) denote the promised annual benefit based on the salary known at time t, so that the actuarial present
value of the promised retirement benefit at age y, based on the information available at time t, is K(t) == B(t)ay .
Under the unit credit cost method with proration,4 the actuarialliability at time t now becomes:
ALudt) == ~K(t)e-r(T-t).
Again, as there is no interest gain or loss, the assets at time t, F(t)
is given in equation (2). As there is no unfunded liability, assets and
liabilities must be equal at t, which results in the following integral
equation for the contribution rate:

f
t

iK(t)e-r(T-t)
T
--

ITuc(s)er(t-s)ds .
o
Differentiating both sides with respect to t we obtain the general solution:
ITudt) ==

It
+ -aK)
- e-r(T-t).
(-K(t)
T
Tat

(7)

If we assume salaries increase exponentially at rate g, so that B(t)
and K(t) == KoeBt , the contribution rate becomes:

Boe Bt

ITudt) == ~eBt (1 + gt)e-r(T-t),

(8)

which is a bounded non-decreasing function of t. If the promised retirement benefits increase linearly so that B(t) == Bo + BIt and K(t) ==
Ko + KIt, the contribution rate becomes:
4In the case of the projected unit credit cost method, our approach is the same as in
the unit credit cost method with proration, except that we now use an estimate of the
final benefit, B(T), taking into account salaries projection until retirement.
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+ 2Klt)e-r(T-t)

(9)

which is again bounded.
Under the unprojected individual level premium, we assume that the
contribution rate calculated at time t remains constant from time t to
retirement at time T, Le., for T - t years. Again, as there is no interest
gain, the fund at time t is given in equation (2). The actuarialliability is defined as the prospective reserve at time t based on a constant
contribution rate from time t to T:
ALLP(t)

= K(t)e-r(T-t) - 7TLP(t)iiT_tlr.

As there is no unfunded liability, the contribution rate is now the solution to the integral equation:
t

f

7TLP(s)e- rS ds

= K(t)e- rT -

7TLP(t)

e-rt - e- rT
r
.

o
Differentiating both sides with respect to t and simplifying yields
07T

at

r

oK

= (er(T-t) - 1) ot

with initial condition (cf. formula (5)) 7TLP (0)
The solution to this differential equation is:

f
t

rKo
7TLP(t) = er T _ 1

+

r
oK
(er(T-s) _ 1) os ds.

o
1, it is well-known that 1 +

Now, for 0 :s; h :s;
follows that for 0 :s; E :s; 1,
T

f

T-€

f

(e r - l)h ~

(10)

er h .

It

T

r
oK ds >
r
(er(T-s) - 1) os
- (er - 1)

1
oK
(T - s) os ds.

T-€

Thus we have established the following result:
Result 1. When the pension plan uses a sing Ie constant valuation interest
rate, a sufficient condition for the unprojected individual level premium
method to be unstable (unbounded) in the neighborhood of the retirement age is for the condition
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lim _1_ oK =
t-T-T-tot

00

(11)

to hold.
It turns out that condition (11) holds in most practical dynamic environments.
For example, if we have a case of a linear benefit growth until time
T, i.e., K(t) = Ko + KIt, then condition (11) holds and the contribution
density becomes, for 0:::; t :::; T,

e

T -1
TrLP(t) = TrLP(O) +Kd-rt +In(er(T_t) -1

»,

(12)

which is not bounded as t - T. As another example, consider an exponential growth model where salaries grow at rate 9 > 0, i.e., K(t) =
Koe gt . Again, condition (11) holds and the contribution density now
becomes, for 0 :::; t :::; T,
t

TrLP(t) = TrLP(O)

+ Kor

gegs
(er(T-s) _ 1) ds,

Jo

(13)

which is not bounded as t - T.

2.2

Different Rates of Return for Assets and Liabilities

We will now relax the assumption that the rate of return on assets
and liabilities are the same. Let r denote the actuarial force of interest
used for liabilities, and let 0 (t) denote the deterministic force of return
at time t assumed for assets, with the conservative (safe) assumption
that 0 < 0 (t) < r. Again, we do not permit unfunded liabilities.
Under the unit credit cost method, the basic equivalence formula (3)
becomes:

J
t

t
yK(t)e-r(T-t) =

t

f c5(u)du ds.

Truds)es

o
Taking the derivative with respect to t and simplifying gives:
Trudt) =

(~K(t) + i
T

OK) e-r(T-t)
Tat

+ (r - o(t»

(~K(t)e-r(T-t»).

(14)
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For the unprojected iildividuallevel premium method with no unfunded liabilities, we equate assets and the actuarial liability to get the
integral equation:
t

t

I

f 8(u)du
7TLP(s)e s
ds = K(t)e-r(T-t) - 7TLP(t)aT_tl r .

o
Taking the derivative of both sides with respect to t and simplifying,
we obtain the differential equation
07TLP

at

oK

(at"+K(t)(r-D(t))
= 7TLP(t)(D(t) - r) + r
(er(T-t) _ 1)

with initial condition 7TLP(O)

= Kore- rT / (1 - e- rT ).

The solution is

t

7TLP(t)

f(8(s)-r)ds
= 7TLP(O)eo
t

+ r

I

(~K +K(S)(r-D(S)))
S (er(T-s) _ 1)

(15)

J(8(U)-r)du

es

ds.

o

Comparing formulas (10) and (15), we see formula (15) has an extra
term, which may be an extra source of instability in the neighborhood
of the normal retirement age y at T. This extra term satisfies
T

t

I(

rK(S)(r - D(S))) f(8(u)-r)du
s
(er(T -s) _ 1)
e
ds

T-€

I
T

r
~
(er - 1)

t

(16)

(K(S)(r - D(S))) sf(8(u)-r)du
e
ds.
(T - s)

T-€

As K(T) > 0 and 0 < D(t) < r, it follows thatthe right side of inequality
(16) is unbounded. Thus, we have the following result:
Result 2. If the actuarial force of interest used for liabilities is constant
and always exceeds the deterministic force ofrernrn used for assets, then
the contribution rate under the unprojected individual level premium will
be unstable (unbounded) in the neighborhood of the normal retirement
ageyatT.
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Conclusion

Unprojected individual level premium is often used in group pension
arrangements in Europe (e.g., in Belgium). A continuous time environment is used to obtain simple explicit formulas for comparing contribution rates (normal costs) under the unprojected unit credit and individual level premium cost methods. While the unit credit cost seems to
be safe and coherent with respect to changes in the benefits or in the
rate of return on assets, the dangers of the unprojected individual level
premium method have been highlighted. We have shown that when
the benefits over the career are increasing and bounded functions with
bounded first derivative:
• the contribution rate under unit credit cost method is bounded
and stable, while
• the contribution rate under the unprojected individual level premium is generally not bounded.
Of course, in practice periodic contributions are computed instead
of densities, but the property of unbounded density leads then to huge
increases in the contribution rate just before retirement. We hope this
observation convinces pension managers to move away from the unprojected individual level premium method and use the unit credit cost
method (as recommended by the IFRS norms) or the projected individuallevel premium cost method (as in North America).
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Abstract~

We examine the frequency and severity of water loss claims for homeowners insurance across the state of California for the experience years 2000, 2001,
and 2002. The spatial distribution patterns of frequencies and severities are
mapped and analyzed at the zip code level. The maps reveal the pockets of
high frequencies and severities. The information provided in this paper will
assist actuaries and policy makers in their quest to set accurate rates for homeowners insurance.
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1

Introduction

There has been widespread concern about the performance of the
homeowners insurance market in California in recent years. These concerns are the result of a variety of factors such as non-renewals of many
long standing customers, access to homeoWners insurance, and high
insurance rates. Of importance to us, however, is the impact of water
loss, i.e., water damage and claims resulting from accidental discharge
of water in a home. Water loss can be on account of leakage or overflow
of water from a home's plumbing system or from appliances used daily
such as washing machines, water heaters, refrigerators, leaky faucets,
and leaky hoses.
Though water losses constitute roughly a third of homeowner's insurance claims (Table 1), there is no water loss insurance line per se
as is the case with earthquake line of insurance or fire insurance. A
basic water loss coverage is generally included in most homeowner insurance poliCies. More comprehensive coverage can be acquired by an
endorsement of an existing homeowner policy.
Table 1
Homeowner's Water Versus Non-Water Claims
In California for 2000, 2001, and 2002
Non-Water
Water
21,760,364
25,550,121
Total Exposure
478,728 (36%)
843,154 (64%)
Total Claims
$1,834,135,735 (34%) $3,536,400,460 (66%)
Total Losses
0.022
Frequency
0.033
$3,831
$4,194
Severity
Notes: Frequency = Number of claims/Number of house years of exposure
and Severity = Incurred property losses ($)/Number of claims.

Given the role water plays in homeowners insurance in California,
we are surprised to have found that there has been no study of the
spatial distribution of water claims across California. Our objective is
to provide information about the frequency and severity of water loss
claims in California. We do so by providing data on water claims at the
zip code level and by identifying the geographic areas with high risk of
water claims. While homeowners insurance of water peril is not, in general, priced separately from other perils, knowledge of water loss costs
and the distribution of these costs across the state would significantly
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facilitate the rate making process. As a result, this information will be
especially helpful for actuaries and underwriters when evaluating risks
and determining premium rates.
The paper is organized as follows: Section 2 describes the data and
the methodology used. The main results are presented in Section 3,
while Section 4 provides areas for further research.

2

The Data

The data source for this study is the earthquake and fire data call
(EF-2002), a special data call, and an addendum data call, with each call
for the experience years 2000, 2001, and 2002. The special data call was
sent to over 535 insurance companies that write homeowners insurance
in California. The companies provided data at the zip code level on
total exposure, total incurred property loss, total claim counts, total
losses for water damages, and claim counts for water damages. After
the data were received from the insurance companies, the data were
edited and checked for accuracy, which was a time consuming process.
In order to expedite the completion of our project, the data from the 13
top (in terms of market share) homeowner insurance companies were
used. These companies comprised a little over 77% of the homeowners
insurance market. The data for three experience years 2000,2001, and
2002 from the 13 companies are combined at zip code level to produce
a statewide data set consisting of 1812 observations. Note that the
data from different years were not adjusted for inflation. The data
for the maps and the tables were collected through the data call. GIS
(Geographic Information System) is used as our mapping tool.
As the zip code is the basic geographic unit used in this study, if the
zip code data are sufficiently sparse, its data are adjusted for full credibility using limited fluctuation theory. This study uses the classical
credibility approach (also known as limited fluctuation credibility) for
adjusting the zip code data for credibility. The rationale for selecting
this credibility approach is its simplicity: it uses relatively uncomplicated formulas and provides reasonable results. Additionally, many
company actuaries use this approach in practice. Limited fluctuation
credibility approach can be briefly described as follows.
Suppose we are interested in estimating the severity, Le., the average
water claim per unit of exposure. Let X denote the severity in a single
zip code with exposure base n. Our problem is to find n such that
JP'[(1- k)E[X];5; X;5; (1 + k)E[X]] ~ p,
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where X has mean /Jx and variance ui /n. Again, using the normal
approximation for X yields:

n

~ (Sl k

E12

f (~;

r'

(1)

which is the minimum exposure needed for full credibility. The popular
standard for full credibility, which is based on p = 90% and k = 5% and
a coefficient of variation of 1,1 is a minimum exposure of n = 1082.
However, following Mahler and Curtis (2001, pages 492-498) we use
the value of 1,082 claims corresponding to p = 90% and k = 5% as is
commonly used in applications. In the rest of this paper we will use
1082 claims as the standard for full credibility.
If the number of claims in a zip code is less than 1082, Le., not large
enough to give full credibility, a credibility estimate of the severity eX)
is constructed. This is done by first placing zip codes into relatively
homogeneous groups called regions. (Table 2 shows the 20 regions
constructed for the state of California.) A credibility factor Z (0 :s; Z <
1) and its complement (1 - Z) are then used such that

(2)
where X is the sample mean from the zip code's experience and /JR the
collective sample mean from the region the zip code is assigned. We
use the credibility factor
Z=

Number of Claims
1082

(3)

As an example, consider the adjustment made to severities using
Los Angeles Area for zip code 90717. This zip code has a severity of
$4,399 total water damages of $1,087,984 and 249 claims leading to
a severity of X = 1,087,984/249 = 4,369. This zip code belongs to
Region 1, which has a severity of /JR = $4,399. Because the number
of claims is less than 1082, this zip code requires an adjustment for
credibility. From equation (3), Z = ')249/1082 = 0.47972. Thus the
adjusted severity is

x = 0.47972 x 4369 + (1 -

0.47972) x 4399

=

4385.

1 Finger (2001, Chapter 6) points out that many insured populations seem to have a
coefficient of variation of losses of about 1.
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Table 2
Credibility Complement Regions in California
California Counties
Los Angeles, San Diego
Region 1
Imperial, Riverside, San Bernardino
Region 2
San Luis Obispo, Santa Barbara, Ventura, Orange
Region 3
San Francisco
Region 4
Monterey, San Benito, Santa Cruz
Region 5
Marin, Sonoma
Region 6
Alameda, San Mateo, Contra Costa, Santa Clara
Region 7
Napa, Solano, Lake
Region 8
Mendocino, Humboldt, Del Norte
Region 9
Region 10 Siskiyou, Trinity, Shasta
Region 11 Modoc, Lassen,· Plumas, Nevada, Sierra
Region 12 Glenn, Butte, Tehama
Region 13 Colusa, Yolo, Sutter, Yuba
Region 14 Placer, El Dorado
Region 15 Sacramento
Region 16 Alpine, Mono, Inyo, Tuolumne
Region 17 Calaveras, Mariposa, Madera, Amador
Region 18 San Joaquin, Stanislaus
Region 19 Merced, Fresno
Region 20 Kings, Tulare, Kern

For more on limited fluctuation theory and on credibility theory in
general, see, for example, Goulet (1998), Mahler and Dean (2001), Klugman, Panjer and Willmot (2004), and references therein. Boor (1996)
provides a good treatment of the concept of complement of credibility and points out the basic principles that should be considered for
selecting the information that receives the complement of credibility.
After the credibility adjustments, the zip codes and their corresponding counties are grouped into five geographic areas in the state:
Northern California, Central California, Southern California, Bay Area
(the San Francisco Oakland Bay), and Los Angeles Area. These geographic areas are constructed based on member counties sharing common characteristics, such as geographic location, degree of urbaniza-
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Table 3
Grouping of California Counties into Geographic Areas
Geographic Area
Counties
Northern California
Napa, Sonoma, Lake, Mendocino, Humboldt, Trinity, Del Notre, Siskiyou, Yolo,
Modoc, Lassen, Tehama, Shasta, Plums,
Sierra, Nevada, Placer, El Dorado, Amador,
Alpine, Butte, Yuba, Sutter, Sacramento, Colusa, Glenn
Central
California Tulare, Kings, Madera, Merced, Stanislaus,
Fresno, San Joaquin, Calaveras, Monterey,
(Non-Bay Area)
San Benito, Tuolumne, Mariposa, Mono,
Inyo
San Francisco, Santa Cruz, Santa Clara,
Bay Area Region
Alameda, San Mateo, Contra Costa, Solano,
Marin
Kern, San Luis Obispo, Santa Barbara, VenSouthern California
tura, Orange, San Diego, Imperial, Riverside,
San Bernardino
Los Angeles County
Los Angeles

tion, metro areas, and agricultural areas. Table 3 shows the counties
grouped into geographic areas.

3 The Main Results
Table 4 displays the zip codes and corresponding cities with the
highest ranges of frequency and severity. Note that the Southern California region has the most high frequency and high severity locations.
Figures 1 to 6 show the water claims frequency for the entire state and
the five geographic areas. Figures 7 to 12 show the water claims severities for the entire state and the five geographic areas.
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Table 4
Highest Frequency and Severity Pockets
of Water Claims in California by Region, City, and Zip Code
Frequency
Severity
North. Cal. Brentwood
94513
Chester
96020
Echo Lake
95721
Markleeville
96120
Norden
95724
Portola
96122
Truckee
96161
95758
Citrus Heights
Centro Cal. Elk Grove
95610
95304
Diamond Spring
Tracy
95619
Folsom
95630
Placerville
95667
Bay Area
Antioch
94509
Inverness
94937
Knightsen
94548
Malibu
90265
Pacific Palisades
90272
Agoura Hills
90220
91301
Compton
L.A. Area
Carson
90745
Calabasas
91302
90248
Gardena
Chatsworth
91311
91789
Encino
Walnut
91316
Laguna Beach
92651
Palm Desert
92211
Palos Verdes Pen 90274
Topanga
90290
92324
Capistrano Beach 92624
South. Cal. Colton
92677
Dana Point
Laguna Niguel
92629
92553
Irvine
Moreno Valley
92612
92571
Perris
La Jolla
92037
Poway
Rancho Santa Marg. 92688
92064
92507
Rancho Mirage
Riverside
92270
92675
San Juan Capis.
San Juan Capis.
92675
92676
Silverado
Notes: North. Cal. = Northern California; Centro Cal. = Central California, which
excludes the Bay Area; L.A. Area = Los Angeles Area; South. Cal. = Southern
California, which excludes the Los Angeles Area.
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Water Claim Frequencies Per
1000 Exposure Yrs.
State of California
Legend

ilmo.o
1 ·19
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20·23
24·27
28·31

32· 36
37· 42
43·49

N

A
Figure 1: Water Claim Frequencies for State of California
Notes: Water claim frequencies range from zero to 83 per 1,000 expo-

sure years across California. In general, the Northern California Region
has lower claim frequencies (0 to 42 per 1,000 exposure years) than the
Southern California Region where a greater portion lies within the range
24 to 83 per 1,000 exposure years. In the Central California Region frequencies vary from 0 to 42 per 1,000 exposure years, around the Bay
Area the range is from 1 to 36 per 1,000 exposure years while in the
Los Angeles Area water claim frequencies range from 19 to 83 per 1,000
exposure years. Broadly speaking, water claim frequencies increase as
we head south from Northern California to Southern California, with
the highest claim frequencies at 83 per 1,000 exposure years.
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Water Claim Frequencies Per
1000 Exposure Yrs.
Northern California

32-36
37-42

43-49
SO·61

_62-S3

Figure 2: Water Claim Frequencies for Northern California
Notes: Water claim frequencies vary from 0 to 42 per 1,000 exposure
years in this region with an average of 19 per 1,000 exposure years. The
spatial pattern of distribution of water claim frequencies in Northern
California shows that the water claim frequencies are higher (from 20
to 42 per 1,000 exposure years) in the south central areas and taper toward the surrounding coastal, northern, and Sierra Nevada areas where
values vary from 0 to 19 per 1,000 exposure years. The reason for such
a geographic distribution is not clear.
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Water Claim Frequencies Per
1000 Exposure Yrs.
Central California

N

A
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Figure 3: Water Claim Frequencies for Central California
Notes: This geographic region's range of water claim frequencies is sim-

ilar to the Northern California Region. Most of this region displays
frequencies in the range of 0 to 36 per 1,000 exposure years with an
average of 20 per 1,000 exposure years. With the exception of the Bay
Area described in Figure 4, the highest range of water claim frequencies in the Central California Region is from 37 to 42 per 1,000 exposwe
years. Only a few zip codes have frequencies in this highest range, and
these zip codes are located east of San Francisco Bay.
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Water Claim Frequencies Per
1000 Exposure Yrs.
Bay Area

legend
0·0
1-19
20-23

_24-27
28-31
32·36
31-42

43·49
50-61
62-83

N

A

Figure 4: Water Claim Frequencies for Bay Area
Notes: The water claim frequencies distribution in the Bay Area gener-

ally varies from 0 to 49 per 1,000 exposure years with an average of 19
per 1,000 exposure years. Only a single zip code had no water claims.
The frequencies increase from the coastal area and San Francisco Bay
area near the cities of Berkeley, Oakland, San Leandro in Contra Costa,
Alameda, and Solano counties inland. Around the city of San Leandro
the water claim frequencies are highest, ranging from 43 to 49 per 1,000
exposure years. Compared to the state's highest water claim frequencies, however, the Bay Area has 'a moderate range.
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Water Claim Frequencies Per
1000 Exposure Yrs.
Southern California
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Figure 5: Water Claim Frequencies for Southern California
Notes: Southern California has the widest range of frequencies (0 to
83 per 1,000 exposure years) and an average of 22 per 1,000 exposure
years. Most of the region has water claim frequencies over 23 per 1,000
exposure years, and there are several pockets in the highest frequency
range of 62 to 83 per 1,000 exposure years. The spatial distribution
of water claim frequencies is higher in the southern and southwestern
part of the region compared to the north part of the region. The areas of
very high concentration are in Orange, Riverside, and San Bernardino
counties. Specifically, these pockets of highest water claim frequencies are in the following cities: Silverado, San Juan Capistrano in Orange County, Perris, Riverside in Riverside County, and Colton in San
Bernardino County (Table 4).
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Water Claim Frequencies Per
1000 Exposure Yrs.
Los Angeles Area
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37 -42
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Figure 6: Water Claim Frequencies for Los Angeles Area
Notes: Though water claim frequencies in the Los Angeles Area range
from 0 to 61 claims per 1,000 exposure years with only a few zip codes
below a frequency of 1 or less, the majority of the area has over 23
claims per 1,000 exposure years. About a dozen zip codes have frequencies in the range of 37 to 42 claims per 1,000 exposure years while
six zip codes have claim frequencies between 43 and 49. Also, several
zip codes have water claim frequencies between the ranges of 50 to 6L
Only Southern California has a wider range of claim frequencies than
the Los Angeles Area.
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Water Claim Severities
State of California
Legend
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Figure 7: Water Claim Severities for State of California
Notes: The severity of claims varies considerably by zip code. The average severity across the state is $3,719. The highest severity values
in California range from $6,503 to $11,l38. Though the number of

high severity pockets is small, Northern California, Los Angeles, and
Southern California have more pockets of high severities than Central
California and the Bay Area. In fact, Southern California and Los Angeles Area have close to 60% of these pockets, while the Bay Area has
only 7%.
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Water Claim Severities
Northern California
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Figure 8: Water Claim Severities for Northern California
Notes: In the Northern California Region water claim severities range
from $0 to $6,768 with an average of $3,480, though a sizeable proportion of the severities is under $4,128. The spatial pattern of distribution of water claim severities shows that the water claim severities
are higher along the counties bordering Nevada in the Sierra area and
lower in both the northern coastal areas and northern part of this region. Many parts of these Sierra counties have severities over $4,128.
It seems that environmental conditions such as frost impact the claim
severities in this part of California.
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Water Claim Severities
Central California
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Figure 9: Water Claim Severities for Central California
Notes: Here severities range from $0 to $6,793 with an average of

$3,480. A sizeable part of this area has severities in the $4,128 to
$4,659 range with a small number of pockets in the $5,375 to $6,793
range. Claim severities in the range of $2,400 to $2,835 are predominant in a large portion of the central part of this region. A very small
area with high severities is located in the southwestern portion of this
region.
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Water Claim Severities
Bay Area
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Figure 10: Water Claim Severities for Bay Area
Notes: Water claim severities distribution in most of the Bay Area varies
from $0 to $11,138 with an average of $3,702. The highest range of
severities is in the range $6,503 to $11,138 and is located in Inverness,
a city in Marin County. Only a single location has zero water claim
severity and it is Burlingame, a city in San Mateo County. In general,
severities increase from north to south in the Bay Area region.
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Water Claim Severities
Southern California
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Figure 11: Water Claim Severities for Southern California
Notes: This is the geographic region where the water claim severities

are relatively higher than other regions (highest severity is $10,261 and
average is $3,736). About one third of the total pockets of the highest
severities in the state are concentrated in the Southern California Region. The pockets of highest severities are found near the coastal area
where expensive homes are located. In general, the severities decline as
we head inland from the coast. It appears that the proximity to water
affects the pattern of distribution of severities for this region.
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Water Claim Severities
Los Angeles Area
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Figure 12: Water Claim Severities for Los Angeles Area
Notes: Though the range of water claim severities varies from almost
from $0 to $7,591 with an average of $4,280. Next to Southern California, this region has the largest number of highest severity pockets. The
major portion of this region has water claim severities over $3,247. The
pockets of high severity are located in the coastal region. It appears that
the proximity to water affects the pattern of distribution of severities
for this region too.
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4

Closing Comments

Overall we found that water claims frequencies are higher in the
metropolitan areas such as Los Angeles, San Diego, San Francisco, and
Sacramento, while lower in the rural areas. Also, the water frequencies
are higher in the Southern California Region and lower in the Northern
California Region. The largest concentration of the pockets of the highest frequencies is in the Southern California Region with 8 of the 16
pockets of highest frequencies. Southern California and Los Angeles
Regions have 17 of the 29 pockets of highest severities.
A number of unanswered questions remain to be addressed: (i) identifying and analyzing the underlying factors that affect the spatial distribution pattern of water frequencies and severities; (ii) can additional
understanding be gained about the distribution patterns of claim frequencies and severities by changing the geographic unit from zip code
to CC:D(Census County Division) or county; (iii) what other models can
be used to adjust the data for credibility? Additional data will be required, however, to address these questions.
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Analysis of an Insurance Risk Model with Thinning
Dependence and Common Shock
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Abstract§
We consider a continuous-time insurance risk model with m dependent
classes of business with dependent claim number processes due to thinning
dependence and a common shock. The impact of the dependence is studied
via the adjustment coefficient. The case m = 2 is investigated analytically for
exponential claim distributions and via simulation for non-exponential claim
distributions.
Key words and phrases: adjustment coefficient, by-claim, common shock, main
claim, thinning dependence, ultimate ruin probability
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Introduction

A traditional assumption in the actuarial literature is independence
among classes of policies in a book of insurance business. This assumption, however, may not always reflect the reality. For example, suppose
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a house is damaged by fire. The resulting death claims, medical claims,
and claims for household damages cannot be regarded as mutually independent. Over the past decade or so risk models with different types
of dependence structures have been studied. For example, Goovaerts
and Dhaene (1996) derived a compound Poisson approximation for
a correlated aggregate claims distribution. Ambagaspitiya (1998 and
1999) developed methods to compute an aggregate claims distribution
with dependent claim-number processes. Cossette and Marceau (2000)
studied a discrete-time risk model with the claim number following a
Poisson model with common shock. Yuen and Wang (2002), Wu and
Yuen (2003), and Wang and Yuen (2005) considered models with thinning dependence in the claim-number processes. Bauerle and Grubel
(2005) used the thinning mechanism and the idea of random shift to
construct the dependence structure for a class of multivariate counting
processes with Poisson marginals. Macci, Stabile, and Torrisi (2005) utilized the Markov modulated Poisson shot noise process to investigate
how the dependence among the claims of different lines in a company
affects the Lundberg parameters of the total reserve of the company.
We will consider a continuous-time risk model with m dependent
classes of business in which the correlation comes from a so-called
thinning dependence and a common shock. The thinning dependence
suggests that the claim number of class j up to time t depends not only
on the underlying risk in its own class, but also on the risks in other
classes with certain probabilities. For each class, claims due to its own
underlying risk are called main claims while claims due to the risks in
other classes are referred to as by-claims. In addition to the thinning
dependence, the claim numbers of all the m classes have a common
component due to a common shock that impacts all risks simultaneously. This model will be called Model B throughout the rest of this
paper.
Model B can be briefly described as follows: let Ni JJ ) be the number
of main claims due to the underlying risk in class j which is a Poisson
process with intensity AJ, and N?J) be the number of by-claims in class
j due to the main claims in class 1 for 1 1= j. It is assumed that the
probability of triggering a by-claim in class j due to the main claim in
class lis Plj where 0 < Plj < 1. Therefore, N?j) is a Poisson process
with intensity AlPlj. For Ni J}) , it can be treated as the Pjj-thinning
process with Pjj = 1.
The number of claims due to the common shock up to time t is
denoted by C ) which is also a Poisson process with intensity Ac. Here,
we assume that Nt(jj) 's are independent and that N?j) 's given NfL!) are

Ni
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mutually independent for 1 f=. j. Also, it is assumed that the number
of claims due to the common shock Ni C ) is independent of all other
claim-number processes. Thus, the claim-number process for class j is
given by

N£i)

=

Ni j ) + N?) ,

j

where Ni ) = I./,!i Nilj) for j = 1,2, ... ,m.
Next, let xij) and xij) be the claim size of the ith claim in class j
that is not due to the common shock and is due to the common shock,
respectively. It is assumed that, for all i and j, xij),s and xfi)'s are
mutually independent and are also independent of all the claim number processes. For each j, the xij),s and xij),s are assumed to have a
common distribution Fj (x) with finite mean f..l j and finite variance if].
The total amount of claims for class j is

Ni

fVji)

sij)

=

I

)

I

xfi) +

i=i

C

xij),

(1)

i=i

and the aggregate claims process for all classes and risks is St, which
is given by
m

-L
'".S(J)
St ,t,

(2)

j=i

and the surplus process is defined as
Ut = U

+ ITt

-

St,

where U is the initial surplus and IT is the rate of premium.
In what follows we will explore various aspects of this model. In Section 2 we show that the aggregate claims process is a compound Poisson
process and derive expressions for the variance and covariances of certain underlying processes. Section 3 uses the adjustment coefficient to
compare Model B with other related models. In Section 4 we study the
impact of the dependence structure on the probability of ultimate ruin
in the cases of exponential and non-exponential claims.
An important and well-known result that will be used is the following
(Bowers et aI., 1997, Theorem 12.4.1, page 378):
Result 1. If Sj is a compound Poisson random variable Sj = Xji + Xj2 +
... + XjNj where the Xjk 's (k = 1,2, ... J are independent and identically
distributed random variables with common distribution function Fj (x)
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and Nj is Poisson with mean 1I-j, and SI, S2, ... , Sm are independent
compound Poisson random variables, then S = SI + S2 + ... + Sm is also
compound Poisson and can be written as S = Yl + Y2 + ... + YN where
N is Poisson with mean A and the Yk'S (k = 1,2, ...J are independent
and identically distributed random variables with common distribution
function Fy (y) where
m A.

and

Fy(y) =

L

~ Fj(y).

j=1

2

The Aggregate Claims Process

m

St =

Ni

Ni j )

L L xij)

and

S?) =

C

)

L Yi

i=1

j=1 i=1

so that the aggregate claims process becomes
St = St + siC).

Yuen and Wang (2002) proved that St is a compound Poisson process
and can be expressed as I~1 Xi where Nt is a Poisson process with intensity X= Al + A2 + ... + Am and Xi'S are independent and identically
distributed random variables with distribution F5( being a weighted average of F/s and their convolutions. From the independence assumptions, it is easy to see that St and siC) are two independent compound
Poisson processes. Thus, from Result 1 above, St is a compound PoisN(s)

( )

son process that can be written as St = Ii~1 Zi where Nt S is a Poisson process with intensity A = I1=1 Aj + Ac and Zi'S are independent
and identically distributed random variables with distribution Fz having moment generating function (mgf) Mz(r) where
Mz(r) =

mA(m
J] (Mj(r)Plj + 1 - Plj) ) + A; My(r),

l~ Al

is the mgf of the xij),s and My(r) is the mgf of the i\'s.
For the case m = 2, the transformed claim size random variable Zi
can be expressed as

Mj(r)
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Zi = XfIl I(Di = 0) + Xj2l I(Di = 1) + (XfIl + X?l)I(Di = 2),

where I(A) is the indicator of the event A, i.e., I(A)
o otherwise. The underlying probabilities are
IP'(Di

= 0) = Adl ~ P12),

IP'(Di

= 2) = A1P12 + ~2P21 + Ac ,

IP'(Di

=

1)

= A2(1 ~

=

(4)

1 if A occurs and

P2d,

and

where A = Al + A2 + Ac. The claim size distribution is thus given by

Fz(z) =

1

-;\(Ad1 - P12)Fdz) + A2(1 - P21)F2(Z)

+ (AIP12 + A2P21 + Ac)Fl

* F2(Z)),

(5)

where Fl and F2 are the distributions of X(ll and x (2) , respectively, and
F2 represents the convolution of Fl and F2.
To study the nature of the dependence structure, it is instructive
to derive some statistical properties of Model B. We use the notation
Bin( n, p) to denote a binomial distribution with mean np and variance
np(l- p) and Poi(A) to denote a Poisson variable with mean A. Clearly
jl
Ni is a Poisson process with intensity UclA where
Fl

*

m

UclA

=

I

PljAl

+ Ac.

l=l

In addition, for i

=1=

j, as

it follows that
<Cov(N?i) , N?jl) = PliPljIE[ (NfLl))2] _ PliPlj (IE(Ni1l)) ) 2
(ll)

= PliPlj'Var(Nt

) = PliPljAlt.
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Also, as N?i) and Ni C ) are independent for all i,
j

Cov(Nii), Ni »)

=

COY

(I

Ni li ) + Ni

C

l=1

),

I

Nilj) + Ni C »)

l=1

m

=

I

Cov(Nili),N?j»)

+ var(Ni C »)

l=1
=

t (ijC)A,

where
m

(ijC)A =

I

PliPljAl + Ac.

l=1

As sij) is a compound Poisson process,

(6)
(7)
while for i f=

i,

COV(Siil, sij»)

= J.liPj

(I

ll
C
PliPljVar(Ni ») + var(Ni

»))

l=1

(8)

= PiP jt (ijc)A.

For the entire book of business,

Var(Sd

= t

m

j~ (P] +

an (ml~

PljAl + Ac

)

m

+ 2t j~

m-1

i~

PiP/ijc)A.
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Comparisons Using Adjustment Coefficients

We will now investigate the impact of the choice of dependence
structure on the probability of ultimate ruin. For simplicity, we only
study the case with two dependent classes of business, that is, m = 2.
The time of ruin, T is defined as inf {t : Ut < O}. If Ut ;=:: 0 for all t, then
T = 00. The probability of ultimate ruin given the initial surplus u is
'feu) = P(T

< oolUo

= u).

A well-known result from classical risk theory (Bowers et al., 1997, Theorem 13.4.1, page 413) is: for u ;=:: 0
e- Ru

'feu) = lE(e-RUTIT < 00)

~

e-

Ru

(9)

where R is the adjustment coefficient, which is the smallest positive
solution to the equation
Ms(r) = enT

as a function of r, and IT is the premium rate. When u
pound Poisson model yields

=

0, the com-

'f(0) = _I_
I + 1]'

where I] is relative security loading in IT, i.e., IT = (1 + 1]) ,\lE(Z). Throughout we will assume that Mj(r) exists for j = 1,2, ... ,m and that I] > O.
We further assume that the adjustment coefficient for each model considered in this paper also exists. Because of the difficulty in evaluating
'f(u), the upper bound is often taken as an approximation to 'feu).
Hence, one may treat the adjustment coefficient as a rough measure of
risk in the sense that the smaller the adjustment coefficient, the riskier
the model. l
Three other compound Poisson risk models (each with m = 2) are
introduced for comparison with Model B:
Model I: The claim number process for classes 1 and 2, which have
the form N:(l) and N:(2), are independent Poisson processes with
1 For example, suppose you are given two models (1 and 2). If the adjustment coefficient Rl for modell is less than the adjustment coefficient R2 for model 2, then (in the
absence of further information) one may argue that model 1 is more dangerous than
model 2 because model 1 may have greater probability of ultimate ruin than model 2.
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intensity Al and A~, respectively. The surplus process is
+ ITt - St where S: given by

U:

=

U

N:(l)

S~ = S~(l) + S~(2) =

N:(2)

L Xil) + L xf2).
i~l

i~

1

Model A: For class j, Nt(j) = Njij) + N£2j) (thinning dependence only)
with intensity AJ = A1Plj+A2P2j for j = 1,2. The surplus process

is

ut =

U

+ ITt

-

st where
Nt(l)

st = st(l) + st(2) =

L

Nt(2)

xjl) +

i~l

L xj2).
i~l

j
Model C: For class j, d;(j) = Nil ) + Ni C ) (common shock only) with
intensity AJ = Aj + Ac for j = 1,2. The surplus process is uf =
U + ITt - sf where
Nf(l)

sf = sf(l) + Sf(2) =

L
i~ 1

Nf(2)

xjl) +

L

xf2).

i~ 1

We define A} = Aj + Ac for j = 1,2 and choose A1P12 = A2P21 =
Ac so that A} = AJ = AI for j = 1,2 and the three models have the
same expected aggregate claims. It is apparent that Model B is more
general than Models I, A, and C. The claim number process for Model B
is rewritten as

+ N B(2j) + NB(c)
N tB(j) -_ NB(lj)
t
t
t,
with intensity A~ = Xd1tj + X2P2j + Xc for j = 1,2. We further assume
that Models I, A, C, and B have the same claim size distribution for each
of the two classes. To compare Model B to Models I, A, and C, we select
the parameters, P12, P2l, Xl, X2 , and Xc such that
(10)

and hence the four models have the same expected aggregate claims.
We consider the following two cases of Model B:
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PI2 = 0.SpI2, P21 = 0.Sp2I, Al = AI, A2 = A2, and Ac =
O.SA c, which yields

Case 1: Let

A~I

= Al + 0.SA2P21 + O.SAc

and

A~I

= A2 + 0.SA I PI2 + O.SA c ,

where the superscript 'B1' stands for Case 1 of Model B. The folBI
lowing notations also refer to Case 1 of Model B'. NBl(l)
t
, N t (2) ,
BI
SBI(l)
SBI(2)
and
UBI
St , t
,t,
t .
Case 2: Let PI2 = PI2,
determined by
B2
Al

N

P21

= P21 and Ac = Ac· From (10), Al and A2 are

N

Al + A2P21 + Ac

B2

N

N

and A2 = AI PI2 + A2 + Ac
where the superscript 'B2' stands for Case 2 of Model B. Similarly
we use the notation, N~2(1), N~2(2), Sr 2, S~2(l), S~2(2) and Uf2 in
this case.
=

Let the adjustment coefficients of Models I, A, C, B1, and B2 be Rr,
RA, Re, RBI, and RB2, respectively. Yuen and Wang (2002) showed that
RA < Re < RI.

(11)

In a similar manner we will compare RBI and RB2 to RA, Re, and RI. It
follows from equation (S) that the claim size distribution of Model B1
is given by
1
+ A2(1- 0.Sp2r)F2(Z)
{\Bl
+ (0.SA l P12 + 0.SA2P2l + O.SAc)FI F2(Z)),

F ZB1(Z) = ;-(AI(1- 0.SpI2)Fdz)

*

(12)

where ABI = Al + A2 + O.SAc. Denote the mgf of the aggregate claims
process of Model B1 by MBI (r). Let HBI (r) = MBI (r) - 1 and Hj (r) =
Mj(r) - 1 for j = 1,2. From (12), we have
ABIHBdr)

=

AIMdr) + A2M2(r) + 0.SAIPI2Mdr)H2(r)
+ 0.SA2P2IM2 (r)HI (r) + 0.SAcMdr)M2 (r)
- Al - A2 - O.SA c .

(13)

As was mentioned in Yuen and Wang (2002), the aggregate claims
processes of Models I, A, and C can be transformed to compound Poisson processes with claim-number processes having intensities Al =
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i\ 1 + i\2 + 2i\c, i\A = i\ 1 + i\2, and i\c = i\ 1 + i\2 + i\c, respectively. Of course,
the three transformed claim size distributions are different from each
other. For details of the forms of the three distributions see Yuen and
Wang (2002).
In a manner similar to MBI (r) and HBI (r), we define MA(r), Mc(r),
HA(r), and Hdr).
From equations (3.7) and (3.8) of Yuen and Wang (2002), we have

+ i\2M2(r) + i\lP12Ml (r)H2(r)
+ i\2P21M2(r)Hl(r) - i\l - i\2, and

i\AHA(r) = i\lMl (r)

(14)

i\cHdr) = i\lMl (r) + i\2M2 (r) + i\cMl (r)M2 (r)
-i\1-i\2-i\c.

(15)

Hence equations (14), (15), and (13) yield
i\BlHBl (r)

= i\AHA(r) = i\cHdr)

0.5i\cHl (r)H2(r)

+ 0.5i\cHl (r)H2(r).

(16)

As HI (r) and H2 (r) are greater than zero for r > 0, one can conclude
that i\AHA(r) > i\BlHBdr) > i\cHdr) for r > O. This means that
i\AHA(r) (i\BlHBl (r)) intercepts the straight line rTf before i\BlHBl (r)
(i\cHdr)) does. Therefore equations (16) and (11) imply that
RA

< RBI < Rc < RI.

(17)

We next consider Model B2 with the claim size distribution
1

~

~

FZB2(Z) = -i\ (i\dl- P12)Fl(Z) + i\2(1- P21)F2(Z)

B2
+ (AlP12 + A2P2l + i\c)Fl

where i\B2

=

* F2(Z)),

(18)

Al + A2 + i\c. Analogous to equation (13), we obtain

(19)

+ (A l P12 + A2P2l + i\c)Mdr)M2(r) - Al - A2 - i\c,
from equation (18). As equation (10) implies that
and
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equation (19) can be rewritten as
AB2HB2(r) = AIMI (r)

+ A2M2(r) + AeMl (r)M2(r)

+ (AIP12 + A2P21)Hdr)H2(r)

(20)

- Al - 11.2 - Ae.

Using equations (15) and (20), we get
AB2HB2(r) = AcHdr)

+ (AIP12 + A2P21)H l (r)H2(r).

(21)

Furthermore,
AAHA(r) = AcHdr)

+ AeHdr)H2 (r),

(22)

because of equation (16) and
Ae

= AIP12 = (AI + A2P21)P12 < AIP12 + A2P21.

(23)

It follows from equations (21), (22), and (23) that
AB2HB2(r) > AAHA(r).

(24)

Similar to the derivation of (17), we reach

< RA < RBI < Rc < R"
(25)
due to (17) and (24). Inequality (25) can be easily explained by comparing the covariances of the two claim-number processes of the five
models:
RB2

Cov(N:(l), N:(2)) = 0,

< COV(N;(l),N;(2))

=

Act,

< Cov(N~l(l),N~l(2)) = 0.5t(AIP12 + A2P21 + Ae) = 1.5Aet,
< CoV(Nt(l) ,Nt(2)) = (A I P12 + A2P21)t = 2Aet,

< Cov(N~2(l),N~2(2))

= (A I P12

+ A2P21 + Ae)t > 2A et.

As the correlation in Model A (thinning dependence only) is much
stronger than that in Model C (common shock only), it is natural to
expect that the impact of dependence in Model B (a mixture of thinning dependence and common shock) is somewhat smaller than that
in Model A. Our results, however, show that it is not always the case.
In fact, different sets of parameter values of Model B may lead to conflicting results. Hence, in order to obtain an accurate assessment of the
underlying risk, selection of dependence structure and determination
of parameter values are equally important.
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Ultimate Ruin Probabilities

We will compare the ultimate ruin probabilities, 'Y1(u), 'Y c (u), 'YBI (u),
'YA(u), and 'YB2 (u), of Models I, C, Bl, A, and B2, respectively.

4.1

Exponential Claims

xij)

Here we assume that the claim amounts
follow an exponential
distribution with Fj(z) = 1 - e- Bjz for j = 1,2. It is easy to check that
Fl

* F2(Z) =

82
8

2-

8 Fl (z)
1

+

81
8

1-

8 F2(Z).
2

Hence, Fz(z) of (5) becomes

which is a mixed exponential distribution. In this case, the method
introduced by Gerber (1979, Chapter 8, pages 116-118) allows us to
calculate the exact value of 'Y(u).
(l)
(2)
Let E(Xi ) = fJl = 1 and E(Xi ) = fJ2 = 3. We set "-1= 5, "-2 = 3,
"-c = 2, P12 = 2/5, and P21 = 2/3 so that Al = 45/11 and A2 = 15/11
in Model B2. The expected aggregate claims per unit time is 22 in each
model. The constant premium rate is arbitrarily chosen as 24.2 with 17 =
0.1. The means and variances of the claim numbers and the aggregate
claims are summarized as follows:
Mean Variance
N1(l) N A(1) NBl(l) N B2 (1) NC(l)

7t

7t

NI(2) N A(2) N Bl (2) N B2 (2) N C(2)

5t

5t

t,t

,t

,t

,t

,t
,t
s:(1) , st(l), S~l(l), S~2(l), sf(l)
t,t

,t

S:(2), st(2), S~l (2), S~2(2),

Sf(2)

7t

14t

15 t

90t

Using the formulas developed in Section 2, the correlation coefficients
(p) between the claim numbers and between the aggregate claims for
each model are:
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P (Nt(l), Nt(2)) = 0.676,

p(N~I(l),N~I(2)) = 0.507,

p(N~2(l),N~2(2)) = 0.768,

P(N;(l),N;(2)) = 0.338,

p(st(l),St(2)) = 0.338,

p(S~1(l),S~I(2)) = 0.254,

p(S~2(l),S~2(2)) = 0.384,

p(S;(l),S;(2)) = 0.169.
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Table 1 displays the ultimate ruin probabilities for the five models.
Notice that these results can be ordered as follows:
'Yi(u)

< 'Yc(u) < 'Y B1 (U) < 'YA(u) < 'Y B2 (U),

(26)

which is consistent with equation (25).

u

0
10
30
50
70
90
110
130
150
200

4.2

'Y(u) for
'Yi(u)

0.9091
0.6128
0.2871
0.1346
0.0631
0.0295
0.0138
0.0065
0.0030
0.0005

Table 1
Exponential Claims and

r} =

0.10

'YA(u)

'YBl(U)

'YB2 (u)

'Yc(u)

0.9091
0.6642
0.3559
0.1907
0.1022
0.0548
0.0294
0.0157
0.0084
0.0018

0.9091
0.6527
0.3399
0.1770
0.0922
0.0480
0.0250
0.0130
0.0068
0.0013

0.9091
0.6701
0.3644
0.1982
0.1078
0.0586
0.0319
0.0173
0.0094
0.0021

0.9091
0.6403
0.3231
0.1630
0.0822
0.0415
0.0209
0.0106
0.0053
0.0010

Non-Exponential Claims

As it is generally difficult to obtain explicit expressions for the ultimate ruin probability for a compound Poisson model when the claim
amounts are not exponential, we use simulations to get approximations
for 'Y(u) for non-exponential claim size distributions. We use two pairs
of claim size distributions: (i) gamma and Weibull, and (U) lognormal
and Weibull distributions. In both cases, the parameters in the claim
number processes are chosen to be Ai = 7, A~ = 6, Al = 5, A2 = 4,
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AC = 2, P12 = 0.4, and P21 = 0.5, which yields Al = 3.75 and A2 = 2.5
in Model B2.
We now define the N-year ruin probability as
'I'N(U) = lP(T

:0;

NIUo = u),

(27)

which, for large N, will be used as an approximation to 'I'(u). It turns
out that N = 1,000 is large enough to give reasonably accurate estimates of'I'(u). Also, the number of simulated realizations (sample
paths) used is 1,000. 2 Our simulations are based on the fact that the
claim inter arrival times follow an exponential distribution.
Based on equation (4), the transformed claim amounts Zi'S can be
generated using the following steps:
Step 1: Generate U from the uniform (0,1) distribution.
Step 2: If U < Ad1- P12)/A or U > (Ad1- P12) + A2(1- P21)) lA,
then generate i\ from the distribution of xiI), else set }71 = o.
Step 3: If U ~ Ad1 - P12) I A, then generate }72 from the distribution of
(2)
~
Xi ,else set Y2 = o.
Step 4: Z

=

}71 + }72.

Step 5: Return to Step 1 for another simulated Z value.
We provide two examples of the simulations.
Example 1 Consider the case where xiI) and xj2) are gamma and Weibull
random variables, respectively, with pdfs

f 1 (x ) --

h

1

{3lXf(ex) x

lX-I

e

-x/{3

,

and

(x) = T(xIW)TeX~( _(XIW)T) ,

(28)
(29)

with ex = 0.5, {3 = 6, W = 1.5, and T = 0.5. Thus, IE(XjI») = IE(Xj2») = 3,
Var(XiI)) = 18" and Var(xj2») = 45. The expected aggregate claims
per unit time for each of the five models is 39 and the premium rate is
set to be k = 46.8 with I'J = 0.2. The means and variances of the claim
numbers and the aggregate claims are as follows:
2There are several sophisticated simulation methods for estimating 'flu) for compound Poisson models such as using the Pollaczeck-Khinchine formula and importance
sampling. We refer the readers to Asmussen (2000) and references therein for details
of many of these methods.
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Mean Variance
NI(l) NA(l) NBl(l) N B2 (1) NC(l)

7t
6t

SI(l) sA(l) SBl(l) SB2(l) SC(l)

2It

7t
6t
189t

sI(2) SA(2) SB1(2) SB2(2) SC(2)

18t

324t

t,t

N 1(2)

N A (2)

t,t

t,t

t,t

,t

,t

,t

N B1 (2) N B2 (2)

,t
,t

,t

,t

,t
,t

N C (2)

,t

,t

,t

Table 2 displays estimates of 'YN(20)for various values of N. The
standard errors of the estimates are shown in parentheses. 3 Notice
that 'YN (20) appears to be constant for N 2': 1000. Therefore, the approximation 'Y(u) ~ 'YlOOO(U) is used in Tables 3 through 5.
Table 2
'YN(20) for Gamma and Weibull Claims and

N
200

400
600
800
1,000
1,200

'Yk(u)

0.4372
(0.0209)
0.4376
(0.0210)
0.4376
(0.0210)
0.4376
(0.0210)
0.4376
(0.0210)
0.4376
(0.0210)

'Y~(u)
0.5243
(0.0233)
0.5245
(0.0234)
0.5246
(0.0234)
0.5246
(0.0234)
0.5246
(0.0234)
0.5246
(0.0234)

11

'Y~I (u)

'Y~2(u)

0.5047
(0.0216)
0.5048
(0.0217)
0.5048
(0.0217)
0.5048
(0.0217)
0.5048
(0.0217)
0.5048
(0.0217)

0.5456
(0.0325)
0.5460
(0.0325)
0.5463
(0.0325)
0.5465
(0.0325)
0.5466
(0.0324)
0.5466
(0.0324)

0.20
'Y~(u)
0.4939
(0.0179)
0.4941
(0.0180)
0.4941
(0.0180)
0.4941
(0.0180)
0.4941
(0.0180)
0.4941
(0.0180)

=

Notes: Standard errors of estimates are shown in parentheses.

Table 3 shows the estimates ~I(U), ~C(u), ~Bl (u), ~A(U), and ~B2 (u)
for various values of u with N = 1,000. Inline with what we observe
in Section 4.1, the ultimate ruin probabilities for each value of u can be
arranged in the same order as equation (26).
Example 2 Here In(X?)) ~ N(p, (}'2) (Le., x?) is lognormal) with p =
0.434044 and (}' = 1.1528816 while xj2) has pdf given in equation
(29) with w = 0.902703 and T = 0.4. Then, E(X?») = E(X?») = 3,
3Note that all standard errors shown in parentheses in Tables 2 to 5 are calculated
from 100 simulated values of'l'N(u).
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Table 3
'flOOO(U) for Gamma and Weibull Claims and 11 = 0.20
{fj(u)
¥Bl (u)
¥A(U)
'f B2 (U) ¥C(u)
u

20
30
40
50
60
70
80

0.4376
(0.0210)
0.3323
(0.0196)
0.2591
(0.0190)
0.2058
(0.0163)
0.1646
(0.0144)
0.1338
(0.0133)
0.1106
(0.0122)

0.5246
(0.0234)
0.4267
(0.0226)
0.3490
(0.0206)
0.2881
(0.0183)
0.2377
(0.0171)
0.1982
(0.0161)
0.1655
(0.0141)

0.5048
(0.0217)
0.4078
(0.0203)
0.3326
(0.0181)
0.2722
(0.0160)
0.2249
(0.0146)
0.1876
(0.0125)
0.1561
(0.0119)

0.5466
(0.0324)
0.4524
(0.0313)
0.3788
(0.0293)
0.3182
(0.0272)
0.2684
(0.0264)
0.2275
(0.0237)
0.1933
(0.0232)

0.4941
(0.0180)
0.3938
(0.0179)
0.3166
(0.0170)
0.2575
(0.0152)
0.2101
(0.0149)
0.1727
(0.0141)
0.1436
(0.0133)

Notes: Standard errors of estimates are shown in parentheses.

Var(Xil)) = 25, and Var(xjI») = 88.78. Like Example 1, the expected
aggregate claims per unit time is 39 for each model and k = 46.8. The
means and variances of various quantities are given below:
N1(l) NA(l) NBl(l) N B2 (l)

t,t

,t.t

NC(l)

,t

N1(2) N A (2) N B1 (2) N B2 (2) N C (2)

t.t.t.t

,t

SI(l) SA(l) SBl(l) SB2(l) SC(l)

t,t.t

't.t

S1(2) SA(2) SBl(2) SB2(2) SC(2)

t.t

,t.t

,t

Mean Variance
7t
7t
6t
6t
2lt
238t
18t
586.7lt

Table 4 displays estimates of 'fN(20); we use 'feu) "'" 'flOOO(U) as
'fN(20) again appears to be constant for N ;::: 1000. Estimates of 'feu)
with different values of u are shown in Table 5. Not surprisingly. the
results in Table 5 exhibit a pattern similar to those in Table 3. The
results in Table 5 are generally higher than those in Table 3 mainly
because the claim distributions used in Table 5 have heavier tails that
make the model in Example 2 riskier.
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In closing, the results shown in this section illustrate the important
fact that modeling the dependence structure and estimating the parameter values are equally important in assessing the underlying risk.
Table 4
'YN(20) for Lognormal and Weibull Claims and
'Y~2(u)
N
'YW(u)
'Y~(u)
'Y~(u)
0.5353
0.5269
0.5548
200
0.4785
(0.0269) (0.0189) (0.0193) (0.0448)
0.4787
0.5354
0.5270
0.5553
400
(0.0270) (0.0188) (0.0192) (0.0444)
0.4787
0.5354
0.5270
0.5554
600
(0.0270) (0.0188) (0.0192) (0.0445)
0.5354
0.5270
0.5555
800
0.4787
(0.0270) (0.0188) (0.0192) (0.0445)
0.5555
1,000 0.4787
0.5354
0.5270
(0.0270) (0.0188) (0.0192) (0.0445)

0.20
'Y~(u)
0.5003
(0.0262)
0.5010
(0.0262)
0.5012
(0.0262)
0.5013
(0.0262)
0.5013
(0.0262)

r) =

Notes: Standard errors of estimates are shown in parentheses.
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for Lognormal and Weibull Claims and 11

=

0.20

u

¥'(u)
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1 Introduction
Advanced credit portfolio models such as J.P. Morgan's CreditMetrics®
(www.creditmetrics.com). McKinsey & Company's CreditPortfolioView®

(Wilson 1997a and b), Credit Suisse Financial Products' CreditRisk+®
(www.csfb.com/c redi t ri 5 k), and KMV's PortfolioManager® (Kealhofer
1995) are widely used by banks to assess the credit default risk of their
diverse loan portfolios. 1 Knowledge of this risk allows banks to set
aside capital buffers to protect them against default. The implementation of these models is often the bank's first step toward developing
what is now called an enterprise risk framework, i.e., a consistent risk
and reward management of the whole enterprise by integrating all risk
components. Indeed, the capital used by different business units within
a financial enterprise may adversely affect investment decisions and the
performance of other business units.
Despite the commercial success of the above mentioned models, Deloitte & Touche's 2004 global risk management survey2 has shown that
many financial institutions have yet to set up such an integrated framework. Instead, some financial institutions have maintained the traditional variance-covariance portfolio model for the sake of transparency
and practicality. In contrast to the credit risk models that compute the
distribution of the portfolio loss, the variance-covariance approach focuses on the computation of the mean and the variance of this loss. The
mean and variance are then linked to the required capital through a calibration on a known two-parameter distribution such as, for example,
the beta distribution.
Using the variance-covariance framework requires information on
the probability of default, exposure at default, the mean and variance
of the loss given default, and the default correlation matrix among the
various debtors. These parameters can also be found in the quantitative groundings of the 2004 Basel Accord. 3 Before setting up that
variance-covariance framework, however, we must specify assumptions
and ensure that these assumptions are mutually consistent. 4
1 For a comparison of these models see, for example, Crouhy, Galai, and Mark (2000).
Gordy (2000) compares CreditMetrics® and CreditRisk+®.
2Deloitte & Touche's Global Risk Management Survey is available online at
<http://www.deloitte.com>
3See "International Convergence of Capital Measurement and Capital Standards, a
Revised Framework." Basel Committee for Banking Supervision, 2004.
4For example, when introducing the variance-covariance framework, a well-known
Belgian financial enterprise considered an inconsistent two-stage procedure. In the
first stage the loss given default is assumed to be constant, while in the second stage
it was assumed to be stochastic.
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We propose two consistent variance-covariance models. Both methods use a stochastic loss given default, but differ in their correlation
assumptions. The first assumes independence among the stochastic
loss given default. The second assumes they are comonotonic, meaning that they are all monotonic functions of a common random variable.
We show that these two models are extremal in the sense that they provide bounds for the portfolio variance.

2

Description of the Problem

Consider a single period portfolio of n dependent credit risks at the
start of the period. These risks, labeled 1,2, ... , n, can default during
the period. For i = 1,2, ... , n, let
Ii = Indicator random variable for the ith risk's default during the
period, i.e., Ii = 1 if default occurs and 0 otherwise;

qi = lP [h = 1] is the probability of default for the ith risk;
Mi = Portfolio's exposure at default due to the ith risk, i.e., the maximum amount of loss on risk i given that it defaults. Mi is

assumed to be a finite deterministic quantity;
8i = The loss given default random variable, which is the fraction
of Mi that actually is lost given the ith risk defaults;

Li = IiMi8i is the actual (unconditional) loss from the ith risk's de-

fault during the period; and
L=

2:r=l Li is the aggregate portfolio loss from defaults.

For any pair of random variables (X, Y) with finite variance, the notation p (X, Y) is used to denote its Pearson's correlation coefficient
where
Cov (X, Y)
p (X, Y) = (T (X) (T (Y) .

The default correlation of risk pair (i, j) is denoted by prj where

prj

=

p (hIj) ,

(1)

where (T2Ui) = qi(1 - qd for i = 1,2, ... ,n. The loss given default
correlation of the risk pair (i,j) is denoted by P~j where
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~,
P L,]

= P (8'L, 8 J,) .

Finally, the loss correlation of risk pair (i, j) is denoted by

(2)

pL where
(3)

We will discuss how to construct a consistent model of correlations
pP,J' p~J' and pf. '. In addition, we will show that while it is of course
correct to consi~er 8 as a random variable, the consequences of this
assumption should be carefully consi£L~red. For example, even though
loss and default correlations are the same when the 8i'S are deterministic, one cannot continue to assume that
= pP,J for all risk pairs
(i,j) when the 8i'S are random variables.
Though a number of authors have considered methods of estimating default correlations [e.g., the theoretical models of Hull and White
(2001) and Zhou (2001), the estimates from real data that are used in
Stevenson et al. (1995) and Gollinger and Morgan (1993)], it appears
that much less work has been done on the more general concept of loss
correlations. We hope this paper makes a contribution to the further
understanding of loss correlations.

pL

3
3.1

Some General Results
The Basic Assumption
Our first and most basic assumption is:

AI: The default indicator random variables Ii and the loss given default
random variables 8 J are mutually independent for any pair i and
j, i,j = 1,2, ... ,n.

We emphasize that the mutual independence of Ii and 8i is just a technical assumption because only the variable 8i I Ii = 1 is relevant. So
we can choose any distribution function for 8i I Ii = O. A convenient
choice is to assume that 8i I Ii = 0 ;!, 8i I Ii = 1, where;!, stands
for equality in distribution. This is a good choice, because it makes
the random variables 8i and Ii mutually independent, which is convenient from a mathematical point of view. The assumption of mutually
independence between Ii and 8 J for i '* j cannot be considered as a
technical assumption; rather it is a simplifying assumption. As the 8i'S
are fractions of the Mi'S, we can, without loss of generality, set Mi = 1.
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Results and conclusions can easily be generalized to the case where the
Mi's are arbitrary.
Two well-known results from probability are: for any triplet of random variables X, Y, and Z
Cov (X, Y)

=

Var(Li) =

lE [Cov[ (X, Y) I Z]] + Cov [lE (X I Z) ,lE (Y I Z)]
Var [lE (X I Z)] + lE [Var (X I Z)] .

From assumption Al we find that
Cov (h Lj)

=

lE (Mj) Cov (8i' 8 j) + lE(8i)lE(8j )Cov(h Ij)

=

(CoV(h Ij) + qiqj) COV(8i, 8 j)

+ lE(8dlE(8 j )Cov(h Ij).

(4)

Hence,
ptjO"(Li)O"(Lj) = [PP'jO"(Ii)O"(Ij)

+ qiqj)] p~jO"(8dO"(8j)

+ PP'j 0" (Ii) 0" (Ij)lE(8d

lE(8j)

(5)

and

(6)
From the derivations above, we find that a general expression for
Var(L) is given by
n-l

Var(L)

=

2

n

L L

n

COV(Li, L j)

+ L Var(Ld

i=l j=i+l
n-l

=

2

n

L L

i=l j=i+l

[PP'jO"(Ii)O"(Ij) + qiqj)] pr,j O"(8dO"(8 j )

n

+ L PP'jO" (Ii) O"(Ij )lE(8i)lE(8j)
n

+

L qi (lE(8d)2 (1- qd + Var (8d) .
i=l

(7)
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First Model with Consistent Correlations

The simplest additional assumption that is consistent with assumption Al is to assume that the 8i'S are mutually independent, i.e.,
A2(a): 8i and 8j are mutually independent for i,j
i '" j.

This assumption implies that P~j
from equation (5) that, for i '" j,

=

=

1,2, ... , nand

°for all i '" j. In this case, we find

COV(Li,Lj) = pp,ja(Ida(Ij)lE(8dlE(8j»

or equivalently,
pp'j a(Id a (Ij)lE(8i)lE(8j»
Pi,j =
a(Lda(Lj)
L

(8)

From equation (7) we find now the following expression for the variance
of the portfolio loss is:
n

Var(L) =

L PP'j~qi(1 -

qdqj(l- qj)lE(8i)lE(8j)

i*j
n

+L

qi (lE2 (8i)(1 - qi)

+ 'liar (8d) .

(9)

i=l

3.3

Second Model with Consistent Correlations

An alternative to assumption A2(a) is to assume that:
A2(b): The vector (81, ... , 8 n ) is a comonotonic vector, Le., the vector
(81, ... ,8 n ) has the same distribution as (Fell (U), ... ,Fe~ (U) ) ,
where U is uniformly distributed on the unit interval (0,1), and
Fei1 is the inverse distribution function of the random variable 8i.
The assumption of comonotonicity implies that the different 8i are
monotonic functions of a common random variable, U. s
SFor more on the theory of comonotorucity see Dhaene and Goovaerts (1996), Kaas et
al. (2000), and Dhaene et al. (2000a and b). The theory has been applied to a number of
important financial and actuarial problems such as pricing Asian and basket options in
a Black-Scholes model, setting provisions and required capitals in an insurance context,
and determining optimal portfolio strategies; see, for example, Albrecher et al. (2005),
Dhaene et al. (2002b), Dhaene et al. (2004), Vanduffel et al. (2002), and Vanduffel et al.
(2005).
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One implication of comonotonicity is that
COV(8i,8j) =COV(Fe;l(U),Fe}(U))

for all (i,j).

(10)

Note thatthe vectors (8 1, ... ,8n ) and (Fell (U), ... ,Fe; (U) ) have the
same marginal distributions, so that the 8-correlations are given by

e

COV(Fe;l(U),Fe}(U))

Pi}
,

=

~var (8d Var (8j)

.

(ll)

It is straightforward to show that prj = 1 for all i *" j implies that
the vector (8 1, ... ,8n ) is comonotonic; the reverse implication is only
true if there exists a random variable Y, and real constants ai > 0 and
-00 < bi < 00 such that the relation 8i ~ aiY + bi for i = 1,2, ... , n.
In addition, Dhaene et al. (2000a) have proved that the comonotonicity
of (81" ... ,8n ) is equivalent with the maximization of the P~j for all

pairs (8i' 8j) with i *" j.
From equation (5) we find
COV(Li,Lj) = [pP'/T(IdO'(Ij) + qiqj) ] Cov (Fe;l(U),Fe}(U))

+ pP,jO'(Id0'(Ij)lE(8i)JE(8j),
or equivalently
p!.JO'(Li)O'(Lj) = [PP'jO'(IdO'(Ij)

+ qiqj) ] Cov (Fe/ (U), Fe} (U))

+ PP'jO'(Ii)0'(Ij)lE(8dlE(8j).

(12)

The variance of the portfolio loss follows from equation (7):
n-1

Var(L)

=

2

n

2: 2:

[pP'jO'(IdO'(Ij) + qiqj) ] Cov (Fe;l (U), Fe} (U))

i=l j=i+1
n-1

+2

n

2: 2:

PP'j O'(Ii)0'(Ij)lE(8d lE (8j)

i=l j=i+1
n

+

2: qi (lE2 (8d (1 i=l

qd + Var (8i)) .

(l3)
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Assuming that prj ~ 0 and P~j ~ 0 for all (i,j), we find by comparing equations (5), (8), and (12), that:
pL[equation (8)] .s; pL[equation (5)] .s; pf.)equation (12)]
and also that
Var(L)[equation (8)] .s; Var(L)[equation (5)] .s; Var(L)[equation (12)].

3.4

An Inconsistent Correlations Model

When the E>i are deterministic, it is straightforward to prove that for
any risk pair (i, j) the loss correlation is equal to the default correlation.
Suppose we make the following assumption:
A2( c): pf.j = prj for all (i, j).

Assumption A2(c), however, leads to inconsistencies. Suppose the E>i
and E> j are random variables. Consider this numerical example: let
qi = 0.001, qj = 0.01, lE (E>i) = 0.8, lE (E> j) = 0.2, Var (E>d = 0.04,
Var (E> j) = 0.04, and prj = pL = 0.03. We find from equation (6) that
Var(Li) = 0.00068 and Var(Lj) = 0.00080, while from equation (5)
we find now that P~j = 1.669, which is in contradiction with P~j .s; 1.
. Hence assumptions Al and A2(c) may lead to inconsistencies.
If we apply this example using assumption A2(a) instead, we find
from equation (8) that pf.j = 0.021 and not pL = 0.03, as it was the
case with assumption A2(c).

4

Final Remarks

The results of this paper continue to hold if we relax the assumption
that the Mi'S are all equal to one. For instance, assuming that prj and
P~j are both non-negative for all (i, j) we find that the most general
expression for the lower bound on the portfolio variance is given by
n

Var(L)

=

L MiM jprjJqi(l -

qdqj(l - qj)lE(E>dlE(E>j)

n

+

L Mlqi (lE2 (E>d (1 i=l

qd + Var (E>i)) .

(14)
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Finally, we remark that all the results in this paper continue to hold
if we generalize the model to the case that the defaults (II,' . . ,In)
depend on some conditioning random vector (Ql, ... ,Qn) such that
Qi = Pr [Ii = 1 I Qd , which leads to
Pr [Ii

=

1]

=

IE (Qd

=

qi.

(15)

Hence, the probability of default of risk i can be interpreted as the
expectation of the conditioning random variable Qi in this case.
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On Some Risk-Adjusted Tail-Based Premium
Calculation Principles
Edward Furman* and Zinoviy Landsman t

Abstract
This paper explores two tail-based premium calculation principles, the tail
standard deviation (TSD) premium and the tail conditional expectation (TeE)
premium, in their risk-adjusted and unadjusted forms. They are risk-adjusted
using so-called distortion functions. We prove that the proportional hazard
(PH) risk-adjusted TeE premium is larger than the unadjusted TeE premium.
Additionally, given a risk distribution with location and scale parameters, we
prove that the PH risk-adjusted TeE premium reduces to the unadjusted TSD
premium.
Key words and phrases: tail conditional expectation, tail standard deviation,
distortion {unction, Wang's premium principle, risk-adjusted tail standard deviation, risk-adjusted tail conditional expectation

1 Introduction
Let X denote a financial risk, i.e., a non-negative random variable,
and let X denote a set of such risks. A risk measure H is the functional:
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H:X~[O,oo],

(1)

i.e., H provides a measure of the degree of riskiness inherent in X E X.
The quantity H (X) is important in risk management because it may
point to the amount of capital needed to be set aside in order to protect
against insolvency due to exposure to X. Several types of risk measures
exist. The earliest seems to be the Value-at-Risk or VaR (Leavens 1945).
More recent ones are the distorted risk measures of Denneberg (1990
and 1994), Wang (1995 and 1996), and Wang, Young, and Panjer (1997).
There is growing interest among insurance and investment experts
in the use of the tail conditional expectation (TCE) as a measure of risk
because of its desirable properties and its flexibility. To define this premium calculation principle, we suppose X has cumulative distribution
function (cdf) Fx (x) and survival function given by Fx (x) = 1- Fx (x).
The tail conditional expectation premium calculation principle is defined as

TCEx (x q )
subject to Fx

(Xq)

=

1
()
Fx Xq

foo xdFx (x),

(2)

Xq

> 0, where, for 0 < q < 1
Xq =

inf {xlFx (x)

2':

q}

(3)

is the Value-at-Risk and is denoted by VaRx (q). Panjer and Jia (2001)
suggest that the tail conditional expectation has some intuitive appeal
to actuaries because it represents an expected loss given the loss exceeds a deductible. It should also be noted that tl;le tail conditional expectation is a coherent risk measure in the sense of Artzner et al. (1999).
For more tail conditional expectations, see Panjer and Jia (2001), Hiirlimann (2001), Landsman and Valdez (2003, 2005), Furman and Landsman (2005a), and Ministre and Hancock (2005).
Once the degree of riskiness is known, there still is the problem of
incorporating a risk loading to be added to the net premium. This led
Denneberg (1994) and Wang (1996) to develop the following premium
calculation principle: For some non-negative random variable X, let g,
called a distortion function, be an increasing concave function defined
on [0,1] with 9 (0) = 0 and 9 (1) = 1. Wang's premium is given by
(4)
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If, in addition, 9 (x) = x P , where 0 < p < 1 is a constant, then Wg
is called the proportional hazard (PH) premium principle (Wang 1995).
Wang's premium is believed to be a sound premium calculation principle because, for instance, it is convex, comonotonically additive, and
preserves first and second stochastic dominance.
It is straightforward to show that TCEx is a particular case of Wg (X).
More precisely, let 1(5l) be the indicator function of the occurrence of
the event 5l, Le., 1(5l) = 1 if 5l occurs and 0 otherwise. Then TCEx is
obtained by using the following distortion function in formula (4)

u

< 1 - q) + 1(u ~ 1 - q).
(5)
-q
In the sequel we propose the so-called risk-adjusted or distorted version of TCEx. Our approach is inspired by Denneberg (1994) and Wang
(1996). It differs from their approach, however, in that we calculate the
tail conditional premium calculation principle of the risk-adjusted (distorted) cdf of X rather than its actual cdf. The motivation for using a
distorted TCEx is similar to that discussed in Wang (1996): to obtain a
risk-loaded premium.
9 (u) = -1-1(u

2

Tail Standard Deviation (TSD) Premium

The standard deviation premium calculation principle SDx, is one
of the simplest and most popular premium calculation principles used
in property and casualty insurance (Biihlmann 1970, Chapter 4), and is
given by

+ A~Var (X).
Unfortunately the standard deviation premium principle has a major
disadvantage: it overlooks the shape of the risk distribution because it
uses only the mean and the variance.
As an alternative to the standard deviation principle, Furman and
Landsman (2005b) developed the tail standard deviation premium calculation principle! (TSD), defined as
SDx = lE (X)

(6)
lThe tail standard deviation premium calculation principle was studied by Furman
and Landsman (2005b) in the context of elliptical distributions. Unfortunately, all members of the elliptical family are symmetric, while insurance losses are in general modeled
by non-negative and positively skewed random quantities.
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where

(7)
and ,\ is a non-negative constant. The standard deviation premium
calculation prinCiple is a particular case of TSD x (Xq), which can be
seen by letting q - 0 in equation (6).
We now enumerate certain useful properties that are preserved by
the tail standard deviation premium calculation principle. While the
first three properties are traditional and explained in Kaas et al. (2001),
the fourth has not been studied extensively.
1. Non-negative loading:

TSDX(Xq) ~lE(X).

The TSD premium calculation principle is not smaller than the
well-known net premium.
2. Translation invariance: If c is some constant risk, then

TSDx+c (Xq)

=

TSDx (Xq) + c.

Increasing the risk by some constant amount c increases the premium by the same amount. Kaas et al. (2001) refer to this property
as consistency.
3. Positive homogeneity: For any risk X and any positive constant {3

TSD/3x (Xq)

=

{3TSDx (Xq) .

If a company's risk exposure changes proportionally, then its premium must change in the same proportion.
4. Tail parity: We call X and Y tail equivalent if some q exists such

that Fx (t)

=

Fy (t) for every t
TSDx

~

(t) =

x q , and then
TSD y (t)

,

Le., TSD depends only on the tail of the distribution. This property is especially useful in the case of reinsurance contracts and
poliCies involving deductibles.
We note that, unlike SDx, the TSDx depends on the shape of the distribution of X. The following example illustrates this:
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Example 1. Consider two risks X and Y where lE(X) = lE(Y) = 3 and
'Var(X) = 'Var(Y) = 15. Regardless of the shape of the cdf of X and
of Y, the standard deviation premium calculation principle yields the
same premium for X and Y, Le., SDx = 3 + "-JIS = SDy. On the other
hand, to use the TSD we need the cdf of both X and Y. Suppose X is
lognormal and Y is Pareto with cdf Fy where

and

Yq

=

f3

(1 _ q)l/Di - f3

with ()( = 5 and f3 = 12. Table 1 shows TSDx (Xq) and TSDy
functions of "- for various values of q.

(yq)

as

Table 1

q
0.01
0.05
0.10
0.15
0.25
0.50
0.75
0.90
0.99

Xq
0.1835
0.3603
0.5163
0.6582
0.9420
1.8371
3.5830
6.5365
18.3961

3.1446 + 3.9206"3.2948 + 3.9744"3.4541 + 4.0334"3.8081 + 4.1679"5.0340 + 4.6385"7.4874 + 5.5451"11.5637 + 6.9390"27.2334 + 11.5717"-

Yq
0.0241
0.1237
0.2556
0.3965
0.7107
1.7844
3.8341
7.0187
18.1426

3.1547 + 3.9129"3.3194 + 3.9555"3.4956 + 4.0009"3.8884 + 4.1024"5.2305 + 4.4489"7.7926 + 5.1104"11.7730 + 6.1382"25.6770 + 9.7304"-

The following random variable is useful for describing tail conditional expectation of the risk X.
Definition 1. Let X ;::: 0 be a risk with cdf Fx. Assuming the nth moment
of X exists, then for n = 1,2, ... , we define X(n) as the random variable
with cdf given by
Fx(nl (x)

=

lE(XnI(X::s;X))
lE (xn)

1

= lE (xn)

rx Y n dFx(Y)·

Jo

(8)

Furman and Landsman (2005a) noted that the tail conditional expectation of X can be expressed in terms of X(l). The following theorem provides a general expression for the TSD premium calculation
principle. Note that only the existence of the second moment of X is
assumed.
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Theorem 1. Assume thatlE (X2) <
mium for X is

TSD x

+ i\.

Xq

() =

FX(l)

IE (X)

IE (X2)
(

Fx

FX(2)

Fx

00.

The tail standard deviation pre-

(Xq)
Xq

()

(Xq)
Xq

() -

(

F X (1)

(xq) )2)
,
Xq

IE (X) _ ( )
Fx

where i\. is some non-negative constant.

Proof: The conditional expectation part is
IE ( XIX>

Xq)

FX(l)

=

IE (X)

Fx

(Xq)
Xq

(9)

()'

as readily follows from the definition of TeE and equation (8). The
conditional variance of X may be derived as follows

which ends the proof.
An example of the application of Theorem 1 is given below:
Example 2. Given X has a Pareto distribution, i.e., X '" Pareto (ex, f3),
with cdf
and

x q -

f3

(1 - q)l/iX

where x > f3 > 0 and ex > O. The survival function is fix (x Iex, {3). To
satisfy the conditions of Theorem 1, it is assumed that ex > 2. Note that
x(n) '" Pareto (ex - n, f3) and TSD is consequently
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PX(XqllX-l,J3)
=

lE (X)

_

Px

(

XqllX,J3

)

It turns out that the formula for the TSD premium simplifies to

TSDx (Xq) = ~q (lE (X) + A~var (X)) = ~q SDx.

(10)

Figure 1 shows the tail of the normal, gamma, Pareto, and Weibull
densities, each of which has mean 866 and variance 463. Figure 2 reveals a disadvantage of the TeE: it sometimes ignores the tail of the
distribution. Figure 2 shows, for instance, that although the Pareto distribution has a heavier tail than the normal, gamma, and Weibull distributions, the classical un-distorted TeE finds the Pareto to be the least
risky. Under the undistorted TeE of equation (2), the normal, gamma,
and Weibull distributions are shown to bear more risk for relatively
small q's than does the Pareto distribution, even though the Pareto has
the heaviest tail. On the other hand, Figure 3 shows that TSD finds the
Pareto to be the most dangerous distribution once q 2 0.5. Though the
standard deviation premium fails to order these risks, Figure 3 shows
that the tail standard deviation premium calculation principle orders
these risks based on the right tail of the distribution.

3 The Risk-Adjusted TeE Premium
We introduce another method of constructing risk-adjusted TeE,
which may be used when one is pessimistic about the size of potentiallosses and is therefore interested in emphasizing large losses during risk assessment. This method allows for a loading to obtain the
so-called risk-adjusted probability distribution of X. Thereafter, the
risk-adjusted tail conditional expectation premium calculation principle can be introduced as follows.

Definition 2. Let 9 be an increasing concave function on [0,1] with
9 (0) = 0 and 9 (1) = 1. Define F'; (x) = 9 (F'x (X)) as the risk-adjusted
survival {unction ofX. Then the risk-adjusted tail conditional expectation
is defined as
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Figure 1: Tail of Normal, Gamma, Pareto, and Weibull PDFs

(11)

where the expectation is taken with respect to the risk-adjusted cdfF{ (x)
and x~ = inf {xIF{ (x) ~ q}.

Clearly, T~ (X) is equal to the non-distorted or risk-free TCE of equation (2) iff 9 (u) == U. T~ (X) can be expressed in terms of the special
distortion function

u

< 1 - q) + I(u ~ 1 - q),
-q
which is nondecreasing and concave, as follows
g~ (u) = -l-I(u

T~ (X)

=

{CO g* (F~ (X)) dx.

(12)

(13)

It is straightforward to show that T~ (X) preserves desirable properties such as non-zero loading, sub-additivity, positive homogeneity,
translation invariance, layer additivity, and first and second stochastic
dominance. We note that the non-zero loading property changes in our
context into
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Figure 2: Tail Conditional Expectation for Normal, Gamma, Pareto, and
Weibull Risks

T~ (X) ;:: EF* (X) = Wg (X) ;:: lE (X) .

We will now prove that the PH risk-adjusted TCE introduced in equation (11) is not smaller than the undistorted TCE.
Theorem 2. (Loading property) For 9 (u)

T~ (X) ;:: TCEx

= uP,

0 <P

:5

1,

(x q ) ,

(14)

with equality iff 9 (u) = u, i.e., there is no risk adjustment.

Proof: From Definition 2, the un-distorted TCE can be expressed as:
oo

TCEx (x q ) =

where

g~ (u)

Io g~ (F'x (X)) dx,

is given in equation (12). As 9 (u)

g(u/v) = g(u)/g(v), we get

= uP,

it follows that
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Figure 3: Tail Standard Deviation for Normal, Gamma, Pareto, and
Weibull with i\ = 3

g; (g (u)) = gl (u) 1(g (u) < 1- q) + 1(g (u)

-q

= 9 (g-l

~

1 - q)

(~_ q)1(u < g-l (1- q)) + 1(u ~ g-l (1- q)))

=g(g;(u)).

Here

q=

1 - g-l (1 - q) ~ q

(15)

because 9 is concave implies g-l is convex. Further, taking into account
the concavity of 9 again

T~ (X) = fooo g; (:F; (x)) dx = fooo 9 (g; (:Fx (x))) dx

~ fooo g; (:F x (X)) dx = TCEx (x q) ~ TCEx (x q )

,
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which ends the proof.
We must emphasize that, according to Theorem 2, there is no direct
interchange between 9 and g*, i.e.,

g~ (g (u))

* 9 (g~ (u)) .

Loosely speaking, this inequality implies that the risk-adjusted TCE cannot be obtained by first calculating the undistorted TCE and then applying the desirable distortion to it. For this reason, the computation
(X) from equation (11) is generally complicated. It is noted that
of
the difficulty involved depends on the complexity of the corresponding
quantile function

Tg

Xq = Qx (q) = F;l (q) = inf {xiF (x) ~ q}.
The next example sheds some light on this issue.
Example 3. Let X'" Pareto (£x, /3) as in Example 2. The PH risk-adjusted

survival function is
p
(Px(xl£x,/3))

=

x

(/3)iX =Px
- (xl£x,/3 ,
N

)

where & = £xp. Consequently the risk-adjusted TCE premium calculation principle, if it exists, is given by

&/3 PX( X q l&-l,/3)

9

Tq (X)

=

(& _ 1)

Px (Xql&, /3)

Figure 4 demonstrates the inverse relation between the PH coefficient p and the PH risk-adjusted TCE. It implies that smaller p parameters lead to higher risk-adjusted TCE values. A relatively small confidence parameter, q = 0.7, was chosen in order to emphasize again
that a tail-based risk measure such as TCE can find a distribution with
a lighter tail to be more dangerous than one having higher probabilities
of rare events.

4

Risk-Adjusted TeE and TSD Premiums

Christofides (1998) conjectured that the PH premium principle reduces to the SDx premium principle for distributions with constant
skewness. Young (1999) showed that this conjecture is generally false
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Figure 4: Distorted Versus Classical TCE for Pareto and Weibull Distributions with Mean 866 and Variance 463, and q = 0.7
except for location-scale farnilies 2 and a few other families of distributions.
Let L denote the set of two parameter members of the location-scale
family of distributions. We will now prove that the loading property of
the PH risk-adjusted TCE (Theorem 2) allows it to be reduced to the tail
standard deviation premium calculation principle for members of L.
Note that one parametric scale families can be considered members of
L with J1 = O. Therefore, the results of Theorem 3 also apply to them.
Theorem 3. Given Fx ELand a PH distortion function 9 (u) = uP,
0< p :::; 1, the risk-adjusted TeE premium reduces to the TSD premium.
Proof: As Fx E L, it is clear that 1- g* (F'; (x)) = 1- (g* (gCFx)) E L,
and from equation (13) it immediately follows that TK (X) is scale and
translation invariant. Therefore, if X = J1 + (J' Z, then
2A random variable X with cdf Fx(xl/1, a) is said to belong to a location-scale family
with location parameter /1 (-00 < /1 < 00) and scale parameter a (a > 0) if Fx(xl/1, a) =
Fx «x -/1)/aIO, 1). Examples oflocation-scale families include the normal, student-t,
and logistic distributions.
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(T Z)

== J1 + (TTS (Z) .
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(16)

The TSD premium calculation principle for X is given by

TSDx

(x q) == lE (XIX> Xq)
== J1 +

(T

+ lI')var (XIX>

(lE (ZIZ >

Xq)

Zq) + A~var (ZIZ > Zq)).

(17)

Comparing the equations (17) and (16), the constant A becomes

Tg (Z) -lE (ZIZ > Zq)
A - -----;=======---'~var (ZIZ > Zq) ,

(18)

for some fixed q and p. It should be emphasized that Theorem 2 guarantees that (18) is non-negative, and hence TSD is risk-loaded. As A is
independent of J1 and (T, the theorem is proved.
Note that when q - 0 and therefore Zq - -00, equation (18) reduces
to the result of Young (1999), i.e.,
A == Wg (Z) - lE (Z)
~Var (Z)

.

(19)

The coefficient A, which actually determines the contribution of the
risk loading, depends on q. Figure 5 implies that in the case of Pareto
risks, A is an increasing function in q and a decreasing function in p. In
other words, a higher level of conservatism demands more significant
risk loading, which seems rational.

5 Closing Comments
Though determining the risk loading for premiums is vitally important to actuaries, there is not single principle that is accepted to determine the appropriate risk load to charge. The most popular principle
in use is the standard deviation (SD) premium calculation principle. We
propose two basic tail-based premium calculation principles that are
analogous to the SD principle: the tail standard deviation (TSD) premium calculation principle and the risk-adjusted tail conditional expectation (TCE) premium calculation principle. As both principles result in
excess of the mean loss, they have a built-in risk loading.
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Figure 5: ,\ Versus q for Various Values of p in the Pareto Case
The premiums resulting from the risk-adjusted TCE and TSD principles depend on two parameters ,\ and q. What is known is that as
q ~ 0 the TSD premium converges to the well-known SD premium.
Also, regulators may be interested in premiums where q is relatively
large, thereby producing large premiums. Unfortunately there is little
guidance on how one selects ,\ and q, thus further research is needed
in this area.
An interesting ordering of risk appears in Table 1. Though the Pareto
distribution has a heavier tail than the log-normal distribution (e.g.,
Klugman, Panjer and Willmot, 2004, Chapter 4.3), classical TCE, which is
the TSD with'\ = 0, orders these two distributions properly (Le., charges
a larger premium for the Pareto risk) for q < 0.99. On the other hand,
the TSD produces a larger TVx (steeper slope) for the lognormal than
for the Pareto, which appears to be counter intuitive. Further research
is needed.
Another problem is that the conditions of Theorem 1 are somewhat
restrictive. For instance, one can, in theory, face a risk with an infinite
variance, as in modeling catastrophic risks (Embrechts, Kluppelberg,
and Mikosch, 1997), so that neither the tail standard deviation principle
nor the standard deviation principle is applicable. For such risks finding
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a premium functional may be difficult, but may be a fruitful subject for
future research.
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Estimation of Large Insurance Losses: A Case
Study
Tine Buch-Kromann*

Abstract t
This paper demonstrates an approach to analyzing liability data recently
developed by a Danish insurance company. The approach is based on a Champernowne distribution, which is corrected with a non-parametric estimator.
The correction estimator is obtained by transforming the data set with the estimated modified Champernowne cdf and then estimating the density of the
transformed data set by using the classical kernel density estimator. Our approach is illustrated by applying it to an actual data set.
Key words and phrases: Semiparametric kernel density estimator, corrected
modified Champernowne method, heavy-tailed distributions, Champernowne
distribution, extreme value theory, generalized Pareto distribution

1

Introduction

This paper demonstrates a unified approach to large loss estimation
recently developed in a Danish insurance company. A unified approach
was needed because actuaries and statisticians were spending too much
time trying to develop parametric models of losses. Thus, they often
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decided to estimate small and large losses separately because no single parametric model seemed to fit both small and large losses. Apart
from the usual challenges such as choosing the appropriate parametric model and identifying the best way of estimating the parameters, a
big problem was in determining the threshold between small and large
losses, if they are to be estimated separately. Clearly the solution to this
problem is fundamentally important to the quality of the estimation.
One approach is to use extreme value theory and generalized Pareto
distributions, as described in Embrechts, Kliippelberg, and Mikosch
(1997) and Cebrian, Denuit, and Lambert (2003), to analyze the loss
data. As this approach, however, is mainly concerned with the estimation of large losses, it maintains the necessity to determine the threshold between small and large losses.
The approach adopted by the Danish insurance company is based
on Euch-Larsen et al. (2005) who developed a unified method based
on a semi-parametric estimator, Le., a parametric estimator corrected
with a non-parametric correction estimator. I The semi-parametric estimator is obtained by transforming the data set with the transform
function, T(x), which is the cdf of a modified Champernowne distribution. If Xl, ... ,XN represent the data set, then the transformed data
set is Zl, ... , ZN where Zi = T(Xi) for i = 1, ... ,N. The density of the
transformed data set is estimated by means of a classical kernel density
estimator [Wand and Jones (1995, page 11)]:

(1)
where K is the kernel function and b is the bandwidth. The estimator
for the original data set is obtained by an inverse transformation of
9 (z). This results in an estimator that is close to a parametric estimator
for small values of N and "more" non-parametric as N increases. The
estimator 9(Z) is flexible in that it provides good estimates for many
different shapes of loss distributions.
ISemiparametric estimators were introduced in the statistics literature by Wand,
Marron, and Ruppert (1991) who demonstrated that the classical kernel density estimator could be improved by transforming the data set with a shifted power transformation. Since then semiparametric estimators have been used by other authors including
Hjort and Glad (1995), Jones, Linton, and Nielsen (1995), Yang and Marron (1999), and
Bolance, Guillen, and Nielsen (2003). Clements, Hurn, and Lindsay (2003) have developed semiparametric estimators based on a Mobius-like transformation, which is a
special case of the Champernowne distribution. This method was further developed
by Buch-Larsen et al. (2005) using a modified Champernowne distribution for greater
flexibility.
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In this paper we will provide a detailed outline of the Buch-Larsen et
al. (2005) method, which we have called the corrected modified Champernowne method. In addition, we will introduce an alternative parameter estimation method, called the QM method, which provides better
estimates of conditional right-tail expected losses compared to those
based on maximum likelihood parameter estimation. Moreover, we
compare the corrected modified Champernowne method to the generalized Pareto distribution method of Cebrian, Denuit, and Lambert
(2003).

2

Estimation of Parameters

The modified Champernowne distribution is a generalization of the
Champernowne distribution (Brown, 1937 and Champernowne, 1952)
with an extra parameter c to ensure that the pdf of the modified Champernowne distribution is positive at 0 for all ex when c > 0 and is zero
when c = O. The modified Champernowne distribution is defined as:

TlX,M,c(X) = (x

for x

~

(x + C)lX - c lX
+ C)lX + (M + C)lX - 2c lX

0, with parameters ex > 0, M > 0 and c

«x

+ C)lX +

0 and density

«M + C)lX -

c lX )
(M + C)lX - 2C lX )2'

ex(x + C)lX-1

dTlX,M,c(x)
dx

~

(2)

(3)

The inverse cdf is
-1

_

TlXMc(Z) ,

I

[Z(M

+ C)lX - (2z _1)C lX ]1/ lX _
1 -z
c.

(4)

Buch-Larsen et al. (2005) have shown that the modified Champernowne
distribution is a heavy-tailed distribution that converges to a Pareto
distribution in the tail.
Two estimation methods are used for the parameters ex, M, and c of
the modified Champernowne distribution: the well-known maximum
likelihood method and the quantile-mean method, which selects parameters in a way that emphasizes the goodness of fit in the right tail.
As TlX,M,c(M) == 0.5 for all c and ex, M is assumed to be equal to the
empirical (sample) median in both of these methods. Although this
gives a sub-optimal estimate of M, Clements, Hurn, and Lindsay (2003)
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have argued that it is reasonable to assume that the empirical median is
close to the maximum likelihood estimate of M. The empirical median
has a further advantage: it is a robust estimator, especially for heavytailed distributions (Lehmann, 1991). After the parameter M has been
estimated, the estimate of (ex, c) is found by each of the methods.
The maximum likelihood estimate (MLE) is found by maximizing the
log likelihood function:
N

l(ex, c) = Nlog ex + Nlog«M + c)C< - c a ) + (ex - 1)

L 10g(Xi + c)
i=l

N

- 2 L log «Xi + c)C< + (M + c)C< - 2c a ).
i=l

The properties of the MLE are well-known: it is efficient and ensures
the best fit over the entire range of the distribution.
Because the risk of large losses lies in the tail of the loss distribution, we have also tested the quantile-mean method, which is a heuristic
parameter estimation method. In this method we first select the parameter ex so that the 95 quantile point of the empirical or sample cdf and
of the estimated modified Champernowne distribution are equal. The
parameter c is then chosen so that the mean of the estimated modified Champernowne distribution is as close as possible to the empirical
mean.
Though there may be better ways of choosing ex and c, it is important
to choose parameters that result in accurate estimates of the number
of large losses and the mean because these statistics are important in
determining premiums.

3 An Illustration of Density Estimation
The data are losses (claims) from employer's liability line of business
at Royal & SunAlliance, a British company. The data consist of 34,493
losses ranging from £0 to £4,213,057 without truncations or censoring, Le., before deductibles and policy limits are applied. The use of
untruncated and uncensored loss data is critical to the application of
the proposed method. 2 The average loss size is £26,597. The employers are subdivided into 13 trade groups as shown in Table 1. For each
2For an analysis of losses with truncation and censoring see, for example, Cebri{m,
Denuit, and Lambert (2003) and Denuit, Purcaru, and Van Keilegom (2006).
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trade group, the problem is to calculate the expected loss size for a
deductible of d (left truncation) and a policy limit (or retention limit) of
u (right censoring) where d < u.
The employer's liability data set is heavy-tailed, which can be seen
by the upward tendency of the empirical mean excess function in Figure
1 (left) and the concave departure of the exponential QQ-plot in Figure
1 (right).
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Figure 1: Empirical Mean Excess (Left) and Exponential QQ-Plot (right)
Table 1 shows the MLE and QM estimates of the parameters for the
liability data set for each trade group. The M parameters for MLE and
QM are equal because they are estimated in the same way. For the ()(
parameters, no clear tendency is seen, whereas the c-parameters seem
to be larger with the QM method than with the MLE method.
The estimation method proposed by Buch-Larsen et al. (2005), called
the corrected modified Champernowne (CMC) method, is demonstrated
by applying it to the data set. The CMC method is essentially a semiparametric transformation kernel density estimator, which is computed by
transforming the data set with a modified Champernowne distribution
and applying a non-parametric classical kernel density estimator to the
transformed data set. The kernel smoothing function is a correction
to the parametric modified Champernowne transformation function.
Because of the properties of kernel smoothing, the correction will be
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Trade
Group i
1
2
3
4
5
6
7
8
9
10
11
12
13
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Table 1
Estimated Modified Champernowne Parameters
Sample
MLE Estimates
QM Estimates
Size Ni
&MLE
MMLE
CMLE
'AlQM
&QM
1,668 1.610 13,616 6,808
1.400 13,616
597 1.401 12,437
0
1.653 12,437
2,112 1.563
8,532
8,532
0
1.563
8,867
537 1.563
0
1.808
8,867
1,083 1.726
9,596
1.774
9,596
0
2,054 1.888
8,777 4,388
1.913
8,777
9,744
707 1.458
0
1.455
9,744
3,620 2.108
8,858 4,429
1.967
8,858
931 1.481
9,423
1.629
9,423
0
6,297 1.935
9,268 4,634
9,268
1.950
1,022 1.656 11,041
0
1.562 11,041
5,668 1.865 10,629 5,315
1.934 10,629
8,197 1.574 10,790 5,395
1.493 10,790

CQM

27,232
24,874
4,266
17,733
4,798
17,554
19,487
13,287
14,135
13,902
0
21,259
21,581

weak if there are few data points and becomes more pronounced as the
sample size increases. This means that the transformed kernel density
estimator resembles a parametric estimator for small sample sizes and
a non-parametric estimator for larger sample sizes.
Let xf, ... ,XJ:.,i be the data set with sample size Ni for trade group i
with an unknown cdf Fi(X) and density fi(X). We will use a detailed
numerical illustration for trade group 1 only, where Nl = 1668. Figure
2 illustrates the four steps of the CMC estimation with QM parameters
of JI.3 These steps are described in general as follows:
Step 1: Estimate the parameters (o<,M, c) of the modified Champernowne distribution as described in Section 2 using either the
MLE or QM method. These estimates are displayed in Table
1. Figure 2(1) shows a histogram for the raw data for trade
group 1 and the estimated modified Champernowne distribution with QM parameters (dotted line).

3The corresponding figure for the CMC estimator with MLE parameters is available
from <http://www.math.ku.dk/-tbl /joap06. html>.
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Figure 2: Steps in Density Estimation Using the CMC Transformation
with QM Parameter Estimates for Trade Group 1
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Step 2: Transform the data set xi, ... ,xlv; into zi, ... , zlv; using zj =
Ti(XJ~) for j = 1, ... , Ni where T", M~. c~.t (x) == Ti(X) is given in
t.-\LI

tl

equation (2). Figure 2(2) shows the histogram for the transformed trade group 1 data.
Step 3: If the unknown distribution Fi(X) is a modified Champernowne distribution, the transformed data set will be uniformly
distributed. 4 Even if Fi(X) is not a modified Champernowne
distribution, however, the transformed data set is usually
close to a uniform distribution because the modified Champernowne distribution is fitted to the data set. Under the
assumption that the transformed distribution is close to a
uniform distribution on (0,1), we can use a constant bandwidth when computing the correction estimator by means of
a classical kernel density estimator for zi, ... , zlv;:

(5)
where Kb; ( .) is the Epanechnikov kernel function defined in
equation (8) and kb; (z) is the boundary correction, which is
needed because the Zj's are constrained on the interval (0, 1).
The boundary correction kb; (z) is defined as
min(1

kb;(Z) =

f

f

max(-1

I

I-Z)
b

i

K(u)du.

-~)
bi

The kernel estimator is illustrated in Figure 2(3). Notice that
near 0, the kernel estimator is below 1, which means that the
resulting estimator for II is lower than the density of the
estimated modified Champernowne. distribution from Step
1. In the interval from 0.25 to 0.6, the kernel estimator is
above 1, which means that the kernel estimator has raised
the modified Champernowne distribution.
Step 4: The kernel estimator, gi, can be interpreted as the final estimator on the transformed axis. The estimated density for
the original data set xi, ... ,xlv; is obtained by an inverse transform such that
4Uniformity can be tested with a chi·square test or Ko!mogorov-Smirnov test.
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(6)
The resulting estimator for the data from trade group 1 is
shown in Figure 2(4). The corrected modified Champernowne
estimator (solid line) seems to provide a better estimate for
the data set than the uncorrected modified Champernowne
distribution (dotted line) from Step 2.
These steps can be summarized into the follOwing expression for
the final estimator for Ii:
N·

Ji(X) =

(A ) IKb;(fi(x)-f(Xi))f;(x).
Nikb; Ti(X)

(7)

j=l

As mentioned in Step 3, the Epanechnikov kernel function is used
in the kernel estimator. This kernel function is the optimal kernel with
respect to efficiency (Wand and Jones, 1995, page 31), i.e., for a fixed
number of observations, the Epanechnikov kernel function leads to a
better kernel estimator than any other kernel function. The Epanechnikov kernel function has the form
K(x) =

~ (1 4

x 2 ) if - 1 < x < 1

{o

otherwise

(8)

and for bandwidth b,
Kb(X) = iK

(~).

The choice of bandwidth determines the smoothness of the estimator.
The simple normal scale bandwidth selection is used (Wand and Jones,
1995, page 60):
I

b=

(40~d) 5 fT

where N is the number of observations and fT is the standard deviation;
this is optimal when I is a normal distribution. For fixed fT, the bandwidth is decreasing when N increases, and vice versa. Thus, a small
data set results in a large bandwidth and a great amount of smoothing in the kernel estimator, and hence a small correction. This ensures
that the final estimator j(x) is close to the modified Champernowne

200

Journal of Actuarial Practice, Vol. 13, 2006

distribution from Step 1. A large data set results in a small bandwidth
and, hence, a potentially stronger correction by the kernel estimator to
the modified Champernowne distribution from Step 1. The asymptotic
behavior of the transformation kernel density estimator is described in
Buch-Larsen et al. (2005).
Table 2 shows the values of the Kolmogorov-Smirnov tests for the
modified Champernowne distributions MCMLE and MCQM from Step 1
and the corresponding CMC distributions CMCMLE and CMCQM are stated
for each trade group. In almost all trade groups, the test does not reject
the modified Champernowne distribution from Step 1 with MLE parameters, whereas the QM parameters result in a rejection in more than half
of the trade groups, using 0.05 as the rejection threshold. This confirms
the well-known result that MLE produces the best overall fit. However,
the test neither rejects the kernel-smoothed CMCMLE estimates with MLE
parameters, nor the CMCQM estimates with QM parameters.
Table 2
Kolmogorov-Smirnov Tests for Corrected (CMC)
and Uncorrected Modified Champernowne (MC)
Trade
Group i MCMLE MCQM CMCMLE
CMCQM
1
0.005 0.009
0.481
0.550
2
0.248 0.010
0.620
0.336
0.417 0.065
0.535
0.531
3
4
0.484 0.159
0.559
0.487
0.519 0.176
0.408
0.582
5
0.085 0.018
0.597
6
0.516
0.279 0.090
0.354
7
0.4l3
0.087 0.038
0.519
8
0.495
9
0.619 0.184
0.600
0.475
10
0.073 0.000
0.437
0.430
11
0.403 0.253
0.526
0.592
0.383
0.632
12
0.103 0.0l3
l3
0.066 0.002
0.548
0.599
Next we demonstrate the calculation of conditional means. To avoid
numerical problems, 5 all calculations are performed on the transformed
sProblems often arise in numerical integration over the interval 0 to 00 (we assume
the integral is convergent). Some (but not all) of these problems can eliminated by an
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axis. We first estimate the conditional densities of losses from group
i given that they are larger than the deductible. Let Fj (x IX] > d) =
lP [X] :s; xiX] > d]' It follows that
x

i

A

Fj(xIX, > d)
J

=

A

fd fi(y)dy

f; fi(y)dy
A

fT;(X) A ( )d
T;(d) gi Z
Z

= ---i-'-1--'-------

(9)

ft;(d) Bi(z)dz

where Bi(Z) is the classical kernel density estimator given in equation
(5) and fi(X) is defined in equation (6).
Let X] (d, u) denote the insurer's actual loss paid by the insurer that
results from the loss X] given a deductible d and a policy limit u, then
lE[X](d, u)] = ff(x -

d)fi(X)~XA+ (u -

d) f; fi(x)dx

(10)

fd fi(x)dx

=

fl/;/ f-l (Z)Bi(Z)dz + u ff(u) Bi (z)dz
1

A

-

d

(11)

fT(d) gi (z)dz

In order to test the goodness of fit, we will now compute Ri (d, u) and
Si (d), which are ratios of estimated and observed expected conditionals

for each trade group, Le.,
Ri(d, u) =

lE[X](d, u)]
"-------

-_'"C

i

Xj(d,u)

and

Si(d) =

lE[N](d)]
---7",--

(12)

Nj(d)

where, for trade group i with deductible d and policy limit u, X~(d, u)
is the observed conditional expected loss, N] (d) is the number of losses
in excess of d, and N~ (d) is the observed number of losses in excess
of d. Figure 3 shows plots of Rl (d, u) and SI (d) for various values of
d and u = 5,000,000. The parameters are estimated by means of the
MLE method in the two upper plots and by means of the QM method in
the two lower plots.

appropriate transformation so that the integration is done over the interval 0 to 1. For
more on numerical integration see, for example, Ralston and Rabinowitz (1978, Chapter
4).
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Table 3
Conditional Expected Losses for
Corrected Modified Champernowne (CMC)
Under QM Method with Policy limit
u = 5,000,000 and Various Deductibles
Trade
Deductibles
Group i
25,000
50,000
100,000
0
158,935
1
46,395 103,932
247,935
2
32,272
69,969
109,668
175,914
20,165
59,234
97,517
3
170,610
19,717
4
55,965
87,462
143,640
44,742
5
18,350
73,808
132,056
6
18,469
53,439
79,196
128,825
7
27,659
82,559
132,448
217,471
17,954
44,303
69,050
117,155
8
9
21,805
62,074
101,939
169,801
10
18,882
47,763
72,662
120,355
11
22,930
49,061
88,242
163,350
81,856
12
23,759 . 54,219
130,384
32,430
88,206
138,624
216,229
13

1
2
3
4
5
6
7
8
9
10
11
12
13

250,000
476,618
357,761
370,772
302,572
298,340
274,763
439,452
257,922
357,251
262,505
365,036
273,758
425,908

500,000
783,787
619,579
651,681
539,661
542,768
496,533
737,475
472,998
623,971
479,694
647,448
492,010
714,913

1,000,000
1,207,821
1,013,470
1,062,555
913,017
924,039
855,227
1,157,059
825,105
1,023,078
833,971
1,060,089
846,952
1,128,817

2,500,000
1,519,513
1,399,530
1,435,935
1,331,167
1,342,388
1,288,418
1,490,929
1,266,293
1,408,028
1,273,022
1,435,471
1,281,096
1,473,290
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Table 4
-i
Observed Average Losses (X j (d, u) with
Policy Limit u = 5,000,000 and for Various Deductibles
Deductibles
Trade
Group i
25,000
50,000
100,000
44,435
1
99,421
150,588
208,369
2
35,084
80,771
124,326
207,293
21,469
66,863
102,769
147,010
3
4
20,515
62,918
79,l33
116,311
20,145
55,599
91,734
114,229
5
21,268
73,225
103,454
6
150,448
86,489
148,584
7
28,320
172,529
19,554
54,378
88,113
107,760
8
26,281
92,743
2l3,622
153,164
9
20,8l3
59,815
94,689
156,765
10
202,911
32,765
97,685
389,410
11
60,025
92,774
12
24,865
l33,077
34,128
97,010
152,635
220,197
l3

°

1
2
3
4
5
6
7
8
9
10
11
12
l3

250,000
364,572
279,611
168,918
89,598
124,775
196,683
193,729
152,140
224,949
190,388
1,699,379
209,587
441,802

500,000
660,494
359,043
267,415

°

358,410
198,835
191,193
154,640
351,758
209,242
2,124,883
850,056
835,375

1,000,000
744,944
180,221

°
°
°
°
°
33,850
533,632
200,246
3,022,845
803,610
1,592,551

2,500,000
242,939

°
°
°
°
°
°
°
°
6,792,342°
464,448
4,550,394

204

Journal of Actuarial Practice, Vol. 13, 2006

S,( d) (Number of Claims), MLE

R,(d) (Expected Claim Size), MLE
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Figure 3: Comparing Ratios R1 (d, u) (Left Plots) and S1 (d) (Right Plots)
Using MLE and QM Methods Versus Quantiles
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The plots of St (d) show that both the MLE and QM parameters result
in reasonable estimates of the number of observations. However, the
plots of Rt (d) show that the MLE parameters lead to underestimation
of the expected loss in all trade groups, whereas the QM parameters
are slightly better in this respect. This may be because MLE estimation
assigns equal weight to small and large losses, whereas QM estimation places more emphasis on the tail, which has the biggest effect on
the estimated loss. Thus, insurers would be wise to choose estimation
methods that put greater emphasis on the tail losses. Notice that the
bottom half of Figure 3 shows that the underestimation of the conditional mean is less distinct for the CMCQM.
The CMCQM estimators are therefore used to estimate the conditional expected loss for each trade group and for various deductibles;
they are shown in Table 3, while the actual observed average losses are
in Table 4. For a general insurance company, these statistics can be
used to estimate the rates within each trade group.
To continue this illustration, let us compare the corrected modified
Champernowne estimation procedure with the generalized Pareto distribution approach (GPD) as exemplified by Cebrifm, Denuit, and Lambert
(2003). A loss from trade group i is said to follow a generalized Pareto
distribution if its cdf is given by
if ~i
if ~i

=1=

0

=

0

(13)

~i,X > O.
According to Cebrian, Denuit, and Lambert (2003), we must find the
threshold u separating small and large losses by means of one or more
graphical tools: (i) an empirical mean excess function plot, (ii) a GPD
index plot, or (iii) a Gertensgarbe plot. In the empirical mean excess
function plot, the empirical mean excess function is approximately linear for x ;::: u. In the GPD index plot, we compute the maximum likelihood estimator for increasing thresholds and identify u as the point
from which the MLE estimator becomes approximately constant. The
Gertensgarbe plot is based on the assumption that the extreme threshold can be found as a change point in the ordered series of claims and
that the change point can be identified by means of a sequential version
of the Mann-Kendall test as the intersection point between a normalized progressive and retrograde rank statistics. The progressive and
retrograde curves in the Gertensgarbe plot, however, do not in all cases
produce an intersection point: in particular, our data set did not lead to
an intersection point, and our choice of thresholds is therefore based

for
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on the first two methods. Figure 4 shows the GPD index plot and the
empirical mean excess plot for trade group 1. In the GPD index plot
the chosen threshold corresponds to the 85% quantile where there are
251 observations exceeding the threshold. In the empirical mean excess plot the chosen threshold is 53,571. 6 Table 5 shows the chosen
thresholds in quantile terms (U quan ), in absolute terms (Uvalue ), and in
number of observations exceeding the threshold (uexd, as well as the
estimated GPD parameters, and the Kolmogorov-Smirnov test probabilities. Table 5 shows that the estimated GPD's are not rejected by the
Kolmogorov-Smirnov tests in any trade group.
Table 5
Thresholds, Estimated Parameters, and Kolmogorov-Smirnov
Tests for Generalized Pareto Distribution
Parameters
K-S
Trade
Thresholds
Group i u quan
U exc
Test
Uvalue
f3
~
0.576
72,494
1
85.0% 53,571 251
0.696
15,348
56.0% 14,621 263
0.876
0.629
2
48,625
90.5% 39,040 201
0.537
0.769
3
50,974
88.0% 28,840
0.309
0.810
4
65
95.3% 68,107
51
0.149
91,930
0.760
5
0.525
49,691
90.5% 38,897 196
0.570
6
64
0.318 102,541
0.642
7
91.0% 48,315
0.257
68,954
0.567
94.0% 54,866 218
8
95.5% 96,062
42
0.210 164,404
0.770
9
32,577
88.0% 31,888 755
0.612
0.434
10
22,821
84.0% 28,339 164
0.787
0.645
11
0.372
75,536
12
95.0% 87,678 284
0.490
73,313
90.0% 57,966 820
0.538
0.612
13

Table 6 displays the conditional means for various deductibles using
the estimated GPD parameters. If we compare the conditional expected
losses estimated by means of GPD and CMCQM in Tables 6 and 3, respectively, with the observed conditional expected losses in Table 4,
we notice that the GPD estimates are closer to the observed means in
approximately half of the trade groups, the CMCQM estimates are closer
6 Analogous plots for the remaining trade
<http://www.math.ku.dk/-tbl/joap06.html.>

groups

are

available

from
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Trade Group 1
Estimated ~ vs. Quantiles
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Figure 4: GPD Index Plot (left) and Empirical Mean Excess Plot (right)
for Trade Group 1

in three others, and the GPD and CMCQM estimates are similar in the
others. GPD estimation, however, has some obvious disadvantages:
• It cannot be used to estimate conditional means when the de-

ductible is smaller than the threshold. In such cases the distribution for small losses must be estimated separately;
• No automatic procedure exists for finding the optimal threshold;
and
• The GPD only works for heavy-tailed data. For moderately light
tails (such as the lognormal distribution), GPD estimation will often result in an estimator with finite support (Buch-Larsen et al.,
2005).

The final phase of the illustration is the validation phase. Whereas
a goodness of fit test measures how well the estimation fits claims in
the data set, a validation study measures how well the method predicts
future claims. Therefore, to get a better comparison of the CMC and
GPD methods, the data set is randomly partitioned into two parts: one
for estimating model parameters and the other for validation. In other
words, the first data set is used to estimate the CMCQM and GPD parameters.
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Table 6
Conditional Expected Losses for GPD
with Policy limit U = 5, 000, 000 and Various Deductibles
Trade
Deductibles
Group i
25,000
50,000
100,000
1
275,744
< Ul
< Ul
< Ul
147,621
217,969
2
342,505
< U2
155,549
3
207,875
< U3
< U3
96,106
118,417
4
< U4
< U4
125,509
5
< Us
< Us
< Us
153,549
203,988
6
< U6
< U6
172,940
7
195,924
< U7
< U7
127,276
8
< Us
< Us
< Us
9'
234,495
< Ug
< Ug
< Ug
10
149,165
215,580
< UlO
< UlO
11
197,056
299,797
< Ull
< Ull
12
178,230
< Ul2
< Ul2
< Ul2
255,703
13
< Ul3
< Ul3
< Ul3

°

1
2
3
4
5
6
7
8
9
10
11
12
13

250,000
435,556
642,293
356,409
185,071
151,751
347,741
264,350
178,946
274,149
398,335
559,587
264,357
401,255

500,000
668,774
1,005,860
577,695
294,617
195,476
563,296
375,953
264,538
339,849
658,551
892,057
402,829
617,947

1,000,000
1,027,518
1,453,782
929,360
502,810
282,747
909,159
584,624
431,202
468,285
1,047,326
1,327,369
653,364
961,323

2,500,000
1,386,478
1,654,455
1,326,089
920,995
526,584
1,310,492
977,379
808,021
768,983
1,415,323
1,586,321
1,072,024
1,338,851

Notes: < Ui denotes the deductible is smaller than the threshold,
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These estimated parameters are then used to calculate conditional
expected losses under the CMCQM and GPD methods, which are then
compared to the observed conditional expected losses contained in the
second data set. The validation study shows that in terms of prediction, which is essential for a general insurance company, the CMCQM
performs as well as the GPD method. The results from these validation
comparisons are available from
<http://www.math.ku.dk/~tbl/joap06.html>.

4

Summary and Closing Comments

When dealing with heavy-tailed loss distribution data, maximum
likelihood estimation of parameters tends to lead to an underestimation of conditional expected losses. For this reason, an alternative,
called the quantile-mean method (QM) of parameter estimation, was
introduced. The Euch-Larsen et al. (2005) corrected modified Champernowne method (CMC) is combined with the QM method to produce
decent results. Comparing the CMC method with the generalized Pareto
distribution (GPD) method shows that the GPD performs better than the
CMC in terms of goodness of fit, whereas our validation study shows
that the two methods are comparable in terms of predicting future
claims.
The CMC method also has some advantages that makes it an attractive alternative compared to GPD: The CMC method estimates the
density of the whole range of losses, whereas in GPD estimation, we
need to estimate small and large losses separately, which involves finding a threshold from where the data set is GPD. This is normally done
by graphical methods, which are difficult to automatize. Finally, the
GPD can only be used for heavy-tailed distributions, whereas the CMC
also works for lighter-tailed distributions because it always has infinite
support.
One area for further research is in improving the parameter estimation method and including more sophisticated boundary correction
methods. For example, one can combine our work with the methods
proposed by Chen (1999 and 2000) and Scaillet (2004). We also hope to
integrate insights from recent developments in density estimation, such
as Hagmann and Scaillet (2004), and to extend our estimation method
to handle covariates.
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