Here the self-organization property of one-dimensional Kohonen's algorithm in its 2k?neighbor setting with a general type of stimuli distribution and non-increasing learning rate is considered.We prove that the probability of self-organization for all initial values of neurons is uniformly positive. For the special case of a constant learning rate , it implies that the algorithm self-organizes with probability one.
Every v 2 Q corresponds with the winner neurons i (v) which satisfy k X i (v) ? v k k X i ? v k 8 i 2 I; (1) where k : k denotes the Euclidean norm on R m . To avoid confusions we occasionally denote the winner i (v) corresponding to the weight vector X by i (X; v):
The adaptation of weight vectors will be carried out by an unsupervised learn process .
At the end of the learn process the map v 2 Q 7 ! i (v) 2 f1; ; Ng preserves (in some sense) the topology of the data space. The learning starts with an initial weight vector X 0 = (X 0 1 ; ; X 0 N ) T ; which will be updated as follows X n+1 i = X n i + n f i i (v n+1 ? X n i ) 8 i 2 I; n = 0; 1;
where v n+1 2 Q is an independent random variable distributed identically by some probability distribution P; n is the so-called learning rate and f : (i; 
in which 0 = 1; 0 < k 1 1 and k > 0. The probability distribution P is assumed to be di use, that is , if A has Lebesgue measure zero , then P(A) = 0:
The evolution of the weights in the one-dimensional Kohonen algorithm can be decomposed into two phases: 1-Self-organization phase, in which the weights of neurons become organized.The set of organized states for this case reduces to the set of vectors in R N which have ascending or descending components. An important fact distinguishing the one-dimensional algorithm is ,that if the weights become ordered (organized) they retain their ordering for ever. The existing results concerning the self-organization property of the algorithm are limited to some special cases of the one-dimensional algorithm ,see 1, 2, 3, 4, 5, 6] .
To provide a proof of the self-organization , Cottrell and Fort 3] and also Bouton and Pag es 1, 2] considered the case that n is a constant and the algorithm is a homogeneous Markov process . Using the properties of these kinds of processes, they proved that for a width one neighborhood function ( k = 1 with 1 = 1 ) the algorithm self-organizes to a topology preserving map with probability one (for both uniform and non-uniform stimuli distributions).
Erwin et al. 4 ] studied the case of k N=2 and a uniform stimuli distribution. In the most recent papers Flanagan 5, 6 ] extended the results in 4] to the case of a more general probability distribution of stimuli with the restriction that t m > 0 and the neighborhood function is restrictly decreasing.
For k = 0 it is known that the one-dimensional algorithm fails to make up a topology preserving map. In this paper we want to extend the knowledge about the algorithm in its self-organization phase. Section 2 includes a generalization of the winner de nition , which allows us to investigate the behavior of the algorithm on whole Q N : Section 3 includes the main results of the paper, Theorems 1 and 2, where it is shown that regardless of the initial weights of the neurons the probability of self-organization is uniformly positive . We assume no positive lower bound for n : For the case of a constant learning rate , we show that the self-organization occurs with probability one. The conditions imposed on the neighborhood function are weak enough to ensure the convergence of the algorithm in its quantization phase 11], particularly a big class of non-increasing neighborhood functions is included. Some nal remarks are made in section 4. To treat the algorithm theoretically, one needs to extend the winner de nition, in a way that the uniqueness of the winner neuron on whole 0; 1] N is guaranteed. Principally such an extension is easy to do ; many authors have chosen the neuron with the smallest index satisfying (1) as winner for the case of con ict.However, such a de nition causes instabilities of winner; the Lebesgue measure of the set of stimuli ,for which i (x; v) 6 = i (x k ; v) does not tend to zero as k ! 1: This is source of many di culties in a mathematical study of the algorithm, see 1]. Sequelly we introduce a new de nition of the winner which enables us to overcome the stability problem. Here P(:j:) denotes the conditional probability function and is any subset of 0; 1] N :
Note that P x ( t) is also the minimum of P(X t 2 j X 0 = x ; i (v) := i k (v)) over N : The rest of this paper deals with the treatment of the analytical properties of P x ( F t):
3 Self-Organization
In this section we present a proof of the self-organization property of Kohonen's algorithm. This proof has not only the advantage that it is valid for general 2k-neighbor setting with quite reasonable restrictions on the input distribution and the learning rate, but also it is shorter than the proofs which have been appeared up to now 1, 2, 3, 4, 5].
If there exists a T 2 N; such that X T 2 F with probability one, then the algorithm is said to have the self-organization property.It is known that if X T 2 F for some T; then X T+n 2 F for all n; 10].
The method we use to establish the self-organization property is to show that the probability of making up an organized con guration within a nite number of steps is uniformly positive for all initial weights . As a rst step , in Lemmas 1 -3 , we show that P x ( F t) has a positive lower bound if any initial state x can be taken to the organized con guration with a positive probability for any i k (v) 2 x N : Then , in Lemma 4 and Theorem 1 , we show that this is actually the case. Note that the set of all stimuli for which dose not exist has Lebesgue measure zero.
Moreover it is independent of the ordering function o p (:):
We show, by induction, that if Y 0 = y 2 S(x; ); then Y t 2 S(X t ; ): Let Y n?1 2 S(X n?1 ; ) for n 2 f1; ; tg: Because of < 0:5 min(j X n i +1 ?v n j; j X n i ? v n j); we have i (v n ; Y n?1 ) = i (v n ; X n?1 ) and therefore Assume that Y n 2 S(X n ; ) for all n 2 f0; ; l ? 1g; where l 2 f1; ; t ? 1g:
We show this is also true for n = l: Proof. To establish the assertion using Lemmas 3 and 4 and the Markov property it is enough to show that for any x 2 D there exists a T 00 2 N such that P( F T 00 jX 0 = x) > 0: We will introduce a nite chain of events which takes X 0 = x 2 D to F with a positive probability. We emphasize that there are other chain of events which do the job as well.
Note that if X n 2 D; then every neuron may win at time n with a positive probability. i (v n ) = r + j; T 1 n < T 2 ;
. . . i (v n ) = r + lj; T l?1 n < T l ;
i (v n ) = r ? j; T l n < T l+1 ;
. . . The only case which remains is x 6 2 F 1 and there does not exists some neuron r > j + 1; such that x r > x 1 : In this case with exactly the same argument , this time for It should be mentioned that , the constant generally is time dependent, so that the Theorem 1 can not be considered as a with probability one self-organization result. Nevertheless, in case of a constant learning rate, is time independent and the following extension of the Theorem 1 holds. 4 Conclusion
Here we proved the almost sure self-organization of one-dimensional Kohonen algorithm, under quite reasonable restrictions on the stimuli distribution , neighborhood function and the learning rate. A natural question which arises is how to generalize the proof to the case of a more general data space and network structure? There are two major di culties which prevent such a generalization.
Firstly , there does not exists an absorbing set like F in multi-dimensional cases. Nevertheless , the set of organized states may be de ned , see 5, 7, 12] for di erent de nitions. A possible approach to tackle the multi-dimensional case could be to show a weak self-organization property , in the sense that , the neuron weights go to an organized con guration in nite time with probability one , although later on they may leave this con guration.
Secondly , no generalization of winner de nition is known, which possesses the properties of the k?winner as was de ned in section 2 of this paper. It was the only di culty which prevented the establishment of a result similar to Lemmas 1-3 for multi-dimensional algorithm. 
