Abstract. This paper continues the investigation of solvability of product-type systems of difference equations, by studying the following system with two variables:
Introduction
Various classes of nonlinear difference equations and systems have attracted interest of numerous mathematicians (see, for example, [1] [2] [3] [4] and the references therein). After some starting results on the long-term behavior of solutions to concrete systems, which were usually natural extensions of some scalar equations and whose study has been essentially initiated by Papaschinopoulos and Schinas [10] [11] [12] , several authors have continued their investigation in a few different directions (see, for example, [3, 4, 8, 9, 13, 14, 16, 17, [21] [22] [23] [24] [25] [26] [27] [28] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] [43] ). One of the directions is the classical problem of solving the equations and system and their applications [1, [5] [6] [7] , a topic which has regained some popularity recently (see, for example, [2, 3, 15, 18, [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [35] [36] [37] [38] [39] [40] [41] [42] [43] and the references therein). The main ideas in our paper [18] have S. Stević attracted some interest and have been used frequently in the last decade (see, for example, [2, 3, 15, 20, 22, 24, 25, 29, 33, [35] [36] [37] [38] [39] and numerous related references therein). An interesting system, which has been treated in another way and is motivated by the system in [23] , can be found in our recent paper [31] .
Having studied the equations/systems which are obtained from the product-type ones by acting on their right-hand sides by some standard operators (usually the translation or max-type ones, see, for example, [19] and [34] and the references therein), we have turned to the product-type systems, but on the complex domain. The case of positive initial values is essentially known since the corresponding theory is based on the theory of linear difference equations with constant coefficients which is one of the basic and classical ones [1, [5] [6] [7] . An interesting max-type system of difference equations has been reduced to a product-type system of this type in [21] and solved essentially by using the theory. However, there are several problems in dealing with difference equations and systems on the complex domain. One of them is that many basic complex functions are multi-valued. Hence, the product-type systems whose initial values are real or complex are of some interest. Another problem is that the transformation methods similar to those ones in [3, 15, 18, 20, 22, 24, 25, 29, 33, [35] [36] [37] [38] [39] , cannot be easily used for the case of product-type systems on the complex domain, unlike the case of positive initial values. Recently, we have noticed that some product-type systems are solvable on the complex domain (see [28, 32, 40] ). It can be immediately noticed that the systems in these three papers do not have arbitrary multipliers. Soon after that it was shown that two multipliers can be added to the system in [32] so that such obtained system is also solvable [41] . The motivation for adding multipliers stemmed from previously published paper [26] . Three other related product-type systems have been studied recently in [30] , [42] and [43] . Product-type equations have appeared recently also in [29] , where can be found several methods and tricks for solving difference equations. What is quite interesting in the research of product-type systems of difference equations of the form in [26, 30, [41] [42] [43] on the complex domain, is the fact that there are just a few cases of solvable ones in closed form, which is connected to the impossibility of solving polynomial equations which are of degree five or more. Of course, there are many product-type systems which are theoretically solvable. However, for these systems we only know the form of the formulas for their general solutions, but do not have explicit (closed form) formulas for them. Thus, the problem of finding all practically solvable product-type systems is important.
If k and l are two integers such that k ≤ l, then j = k, l denotes the set of all j ∈ Z such that k ≤ j ≤ l. Also, as usual, we regard that ∑ t i=s ζ i = 0, if t < s, and where ζ i are some real or complex numbers.
Continuing our previous investigations on product-type systems of difference equations, especially the ones in [26, 30, [41] [42] [43] , here we will consider the following system:
where parameters a, b, c, d are integers, while parameters α and β and initial values w −3 , w −2 , w −1 , z −2 , z −1 are complex numbers. If some of the initial values w −i , i = 1, 3, z −j , j = 1, 2, are equal to zero and min{a, b, c, d} < 0, then such solutions are not defined. Hence, of a much greater interest is the case when for the initial values of system (1.1) the following relations hold:
Therefore, the case will be considered in this paper. If α = 0 or β = 0, then in the case min{a, b, c, d} < 0, appears the same problem. Hence, we will also assume that α = 0 and β = 0. Our aim is to prove the (practical) solvability of system (1.1) under above posed conditions. A bit surprisingly, we show that the methods applied in papers [26, 30, [41] [42] [43] cannot be used in dealing with the problem of solvability of the system in all the cases. For this reason we devise another method which will help in solving the problem.
Proof. First note that in this case (1.1) is
for n ∈ N 0 . Using (2.7) and condition bd = 0, we get
for n ≥ 2, which along with (2.1) yields
for n ≥ 2. Note that (2.9) holds for n = 1 and a = 0, too. From (2.9) it easily follows that (2.3) holds if a = 1, whereas (2.5) follows immediately by taking a = 1.
From (2.7), (2.9) and bd = 0, it follows that
for n ≥ 4. In fact, (2.10) holds for n ≥ 2, and even for n = 1, if a = 0 (see (2.1)). From (2.10) is easily get that (2.4) holds if a = 1, whereas (2.6) immediately follows by taking a = 1 in (2.10).
for n ∈ N 0 . From the first equation in (2.11), we get
for n ∈ N 0 , from which we have that
if a = 1, and
if a = 1. Note that formula (2.12) also holds for n = −1 if a = 0.
for n ∈ N.
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From the proof of Theorem 2.2 we see that the following corollary holds. Remark 2.6. Before we prove Theorem 2.5 we want to explain why the method which was successfully used in [26, [41] [42] [43] fails for the case of system (1.1). Namely, note that (2.2) holds so that (1.1) yields 
58)
Then by using the procedure in [26, [41] [42] [43] , it is obtained that
for k, n ∈ N, where n ≥ k − 1, and
61)
Setting k = n + 1 in (2.60), using (2.1), (2.61), (2.62) and by some calculation, is obtained
for n ∈ N 0 . From (2.61) it easily follows that a k satisfies the following difference equation 
j=1 a j , and since the last sum can be calculated in closed form (due to the special form of a k , see, e.g. [1, 5, 7] ), using (2.63) is proved the solvability of equation (2.57).
We also have for n ∈ N 0 . As above, from (2.67) we get 
for every n ∈ N 0 , from which the solvability of equation (2.67) follows. However, although (2.63) and (2.69) are solutions to equations (2.57) and (2.67) respectively, a direct check easily shows that they are not solutions to system (1.1). Namely, note that w n depends, among others, on initial value w −3 if c = 0, which is not the case with z n , from which the claim easily follows along with the equations in (1.1). Such a situation has not appeared in our previous papers on the topic so far (see [26, [41] [42] [43] ). Hence we need an alternative approach in dealing with the solvability of system (1.1).
Proof of Theorem 2.5. From the first equation in (1.1) and since z 2 depends on all the initial values w −3 , w −2 , w −1 , z −2 , z −1 (see (2.1)), a simple inductive argument shows that z n depends on these initial values for each n ≥ 2, while from the second equation in (1.1) and by a simple inductive argument is obtained that w n also depends on all these initial values for each n ≥ 4. Hence, z n and w n can be written in the following form:
for n ≥ −2, and for n ≥ −1, and
for n ∈ N 0 . From (2.70)-(2.73) it follows that sequences x n , y n , a n , b n , c n , d n , e n , u n , v n , α n , β n , γ n , δ n , η n , satisfy the following systems of difference equations x n = ax n−1 + bu n−2 + 1, u n = dx n−2 + cu n−3 , (2.74) y n = ay n−1 + bv n−2 , v n = dy n−2 + cv n−3 + 1, (2.75) a n = aa n−1 + bα n−2 , α n = da n−2 + cα n−3 , (2.76)
79)
e n = ae n−1 + bη n−2 , η n = de n−2 + cη n−3 , (2.80)
for n ∈ N 0 , and the following initial conditions
83)
Note also that from (2.74)-(2.85) it follows that 
a n+2 = aa n+1 + ca n−1 + (bd − ac)a n−2 , (2.118)
120)
121) e n+2 = ae n+1 + ce n−1 + (bd − ac)e n−2 , (2.122)
for n ∈ N 0 . From (2.110) we have that L(x n ) = 1 − c, n ∈ N 0 , from (2.112) we have that L(y n ) = b, n ∈ N 0 , while from (2.118)-(2.122) we have
From these equations as in the proof of Theorem 2.5 it is showed that closed form formulas for x n , y n , a n , b n , c n , d n , e n , can be found, from which along with (2.109), (2.111), (2.113)-(2.117) are obtained closed for formulas for u n , v n , α n , β n , γ n , δ n , η n , from which the solvability of (1.1) also follows under the conditions of the theorem.
The next theorem deals with the case ac = bd = 0. Theorem 2.9. Assume that a, b, c, d ∈ Z, ac = bd = 0, α, β ∈ C \ {0} and w −3 , w −2 , w −1 , z −2 , z −1 ∈ C \ {0}. for n ∈ N 0 , while operator L defined in (2.104) becomes L(t n ) = t n+2 − at n+1 − ct n−1 . Now difference equation (2.105) is of the third order, so it is solvable in closed form. Hence equations (2.125)-(2.129) can be solved, so that the sequences α n , β n , γ n , δ n , η n , can be calculated explicitly, using the corresponding conditions in (2.82)-(2.89). These formulas along with (2.94)-(2.98) yield formulas for a n , b n , c n , d n , e n . Further, difference equation (2.106) is also solvable, since a particular solution to the equation can be found in the following form t n = (d 0 +d 1 n +d 2 n 2 +d 3 n 3 ), for some constantsd j , j = 0, 3. Specially, it is solved for f = d and f = 1 − a, which gives formulas for the sequences u n and v n , and consequently closed-form formulas for x n and y n . Using such obtained formulas in (2.72) and (2.73) we get formulas for solutions to system (1.1), in this case.
