We investigate evidence for spatially mediated knowledge transfer from university research. We examine whether firms locate their R&D labs in proximity to university research departments, and whether those that do are more likely to co-operate with, or source information from universities in the course of their innovative activities. We find evidence that pharmaceutical firms locate their R&D facilities near to frontier chemistry research departments, consistent with accessing localised knowledge spillovers, but also linked to the presence of science parks. In industries such as chemicals and vehicles there is less evidence of immediate co-location with universities, but those innovative firms that do locate near to relevant research departments are more likely to engage with universities.
Introduction
This paper provides new empirical evidence on the role of geographic proximity in firmuniversity innovation linkages for Great Britain and investigates the existence of spatially mediated knowledge transfer from university research. There has been wide policy and academic interest in the economic impact that higher education institutions (HEIs) have on innovative activity in their host regions. Differences in innovation rates are often considered an important factor underlying regional disparities in economic performance and constitute an important policy concern in the UK and elsewhere (HM Treasury, 2001 ). Indeed, many countries have implemented regional innovation policies based on the presence of HEIs. The UK government has emphasised interaction between research institutions and business, and the role of geographic innovative clusters in improving innovation performance (HM Treasury, 2004 1 ), and provides financial incentives to foster collaboration between firms and universities and financial support to increase the diffusion of university research throughout the wider economy through the Higher Education Innovation Fund.
Evidence suggests that academic knowledge benefits firms and that the mechanisms through which non-market spillovers occur may be localised (Jaffe, 1989) . Geographic proximity may be crucial if the primary mechanism through which knowledge is transferred is direct personal interactions enabled by social networks (Breschi and Lissoni, 2006) . However, physical proximity may be less relevant if knowledge is codified or if tacit knowledge is transferred through well established links, such as formal collaboration agreements or alumni connections. Academic knowledge may also be transferred to (local) businesses through spin-out companies, consultancy or the supply of trained post-graduate research scientists.
We investigate two related research questions. First, whether firms locate their research and development (R&D) facilities near to university research departments, and second, conditional on location, whether innovative firms situated closer to university research are more likely to engage with universities, either through formal collaborative research agreements or more informal knowledge sourcing. We combine novel data on the location of firms' R&D facilities and on innovative firms' interactions with universities, with measures of the presence and quality of university research in relevant subject areas at a high level of geographic dis-aggregation. This allows us to examine the role of geographic proximity using continuous spatial measures, enabling a better understanding of how physical distance affects firm-university interactions. Knowledge spillovers are inherently difficult to measure and a common approach is to use information from patent citations to track knowledge flows (Jaffe et al., 1993 and Griffith et al., 2007) . Instead we exploit survey data where firms are asked directly how important information from universities is for their innovative activity, (Cassiman and Veugelers, 2002 use equivalent data for Belgium).
We find some evidence that pharmaceutical firms locate their R&D facilities near to (within 10km) of world-class rated chemistry research departments, consistent with the importance of accessing localised knowledge spillovers. But in this industry and others the location of R&D also appears to be linked to the presence of science parks. Many R&D-intensive and science-based start-up businesses including university spin-outs locate in science parks which aim to support and promote technology transfer among innovative organisations.
Science parks are frequently linked to local universities, which often played a role in their establishment. In the chemicals, vehicles and machinery industries we find that R&D facilities tend to be located in areas with higher manufacturing employment and which are relatively specialised in the respective industry, rather than in immediate proximity to universities. This suggests that co-location with production, both within and external to the firm, might be more important in these industries.
We find evidence that in some industries innovative firms sited nearer to related university departments are more likely to engage with HEIs. For example, chemicals firms located closer to high-rated materials science departments are more likely to co-operate with local universities and to source information from universities, and firms in the vehicles industry located nearer to mechanical engineering departments are more likely to co-operate with local universities. Hence, while we find that in general firms in these industries do not locate their R&D facilities in close proximity to related university research departments, those innovative firms that are geographically close tend to engage more with the research base, in line with geographic proximity facilitating firm-university interaction in these sectors.
The paper contributes to the empirical literature on the existence of geographically mediated spillovers, 2 and in particular the effects of university research on regional innovation 2 Jaffe et al. (1993) find evidence consistent with geographic localisation of knowledge spillovers and more recently Griffith et al. (2007) find that the geographic localisation has fallen over time in line with falls in communication and travel costs. See also Thompson and Fox-Kean (2005) , Henderson et al. (2005) and Breschi and Lissoni (2006) . activity, (e.g. Jaffe, 1989 , Anselin et al., 1997 , Harhoff, 1999 , Karlsson and Andersson, 2005 and Woodward et al., 2006 . 3 Using U.S. data Woodward et al. (2006) find a positive but small impact of proximity to university research (measured by total university R&D expenditures in science and engineering) on numbers of high-tech start-ups. Instead we examine the location of firms' R&D facilities with respect to the presence and research quality of individual university science and engineering departments. The research also builds on previous work on this issue for Great Britain, Abramovsky et al. (2007) , by using continuous measures of spatial proximity, and in addition extends the research by considering firm-university interactions directly. As such the paper also relates to the literature on the role of geographic proximity in business-university connections. 4 Rosa and Mohnen (2008) using Canadian data find that an increase in distance decreases the proportion of total R&D expenditure that firms paid to universities. Ponds et al. (2007) use data on co-publications and find that geographic proximity is more relevant for collaboration between organisations with different institutional backgrounds, such as firms and universities, than for purely academic sector collaboration, although firm-university collaborations are also prevalent at a national scale, (see also Adams, 2002 for evidence on spillovers between different types of organisation).
The paper is structured as follows. We begin in Section 2 with a description of the data.
Section 3 examines the co-location of R&D labs and university research and Section 4 investigates the role of geographic proximity in firm-university interactions. In each case we outline our empirical approach and discuss our findings. Section 5 concludes.
Data and descriptive statistics
We outline each of the datasets used in the analysis and provide some descriptive statistics. 3 See also Feldman (1996, 1999) and Cohen et al. (2002) . Feldman (1999) provides a review. 4 Many studies examine firms' propensity to engage in collaborative R&D with universities, but do not consider the role of geographic proximity, e.g. Cassiman and Veugelers, (2002) and Abramovsky et al. (2009) . 5 Establishments can in practice report on R&D carried out in plants at more than one location, however in 2000 95% of establishments reported on a single plant. The ONS constructs the data on the population of The ONS collects more detailed information about R&D expenditure by surveying a sample of establishments drawn from this population. The sample includes a census of large R&D-performing establishments and a stratified sample of the remainder of the population.
Business Sector R&D Activity
Because not all establishments are surveyed each year, in our analysis we rely mainly on basic information available for the whole population of R&D-doers rather than on the more detailed information on the precise type of R&D conducted, which is only reported by large R&D-performing establishments. 6 We use one piece of information that is not reported for all establishments -the product group for which R&D is being conducted, discussed below.
Our measure of the presence of business sector R&D activity is constructed at the postcode district level, defined by the first part of the full postcode, for example "OX1" or "OX15". 7 We use postcode districts as the unit of observation to tie in with our second analysis of firm-university interactions using the Community Innovation Survey where this is the finest level of geographic information available. Postcode districts vary in geographic size according to whether an area is rural or urban, so in our empirical analysis we pay careful attention to controlling for a range of other factors that may determine the concentration of R&D establishments and universities around a particular postcode district.
Our measure is a count of the average number of establishments carrying out intramural R&D expenditure over the period 2000 to 2003, in a product group. Product group information is not collected for smaller, sampled R&D-performing establishments and nonsampled establishments. 8 However, each company's Standard Industrial Classification (SIC) code is known and the ONS assumes that R&D expenditure is for the product group corresponding to that SIC category. For example, R&D being carried out in a small firm that operates in the chemicals industry will be assigned to the chemicals product group. This results in a large number of small R&D establishments being classified as R&D services providers, whereas it is very likely that they do R&D for other product groups. This means R&D-doing establishments using information from other official sources. Data on the underlying population of all businesses, of which those in the BERD population are a subset, are used as the sample frame for the Community Innovation Survey described in Section 2.2.
that we may not be capturing the locations of all R&D activity devoted to the product groups we consider, (although we will be capturing the locations of establishments accounting for the vast majority of expenditure within these product groups).
We focus on eight product groups that account for 69% of total intramural R&D in 2003: pharmaceuticals; chemicals; machinery; electrical machinery; TV and radio equipment; vehicles; precision instruments and aerospace. Table 1 breaks down total intramural R&D expenditure and counts of R&D-doing establishments by product group. The table indicates that R&D expenditure is highly concentrated: R&D expenditure in pharmaceutical products has the largest share accounting for a quarter of the total, followed by aerospace with 12% and vehicles with 9%. In 2003 10,492 establishments were classified as performing intramural R&D. The distribution of establishments is much less concentrated across products; the same eight product groups account for around 30% of total establishments conducting R&D, implying that a small number of establishments account for a large share of total expenditure, (large firms account for around 75% of total R&D performed in UK businesses, National Statistics, 2005) . As an additional exercise we also look at the location of specialised small R&D labs operating in natural sciences and engineering. These comprise a further 15% of establishments. 
Firm-University Interactions
To obtain information on firm-university linkages we use data from the Community Innovation Survey (CIS), which is conducted every four years by EU member states to collect information on firms' innovative activity. We focus our analysis on innovative firms Excluding first two rows, calculations are weighted using inverse sampling weights. C = co-operates with, NC = does not co-operate with local universities located within 50 miles (CIS3) or 100 miles (CIS4). S = sources information, NS = does not source information from HEIs. Source: Authors' calculations using CIS3 and CIS4.
The CIS contains further information on firm characteristics which might affect the likelihood that firms engage with HEIs and which we use as control variables in our analysis.
These are a measure of size (log employees); the percentage of the firm's employees qualified to degree level or above in science and engineering, whether a firm received financial public support for innovation activities and the firm's R&D intensity (measured by intramural R&D expenditure over turnover for the year 2000 in the CIS3 and 2004 for CIS4). Table 2 provides further detail. The values of these characteristics are typically higher for those firms that either enter into formal collaboration agreements (C) or source information (S) for innovative activities. The table also provides information on the percentage of innovative firms that have HEI links. Firms are much more likely to source information from HEIs (32% in manufacturing and 22% in other industries), than to have a formal co-operative venture with a local university (4% and 3%) respectively. Each department submission is rated within a scale of 1, 2, 3, 4, 5 and 5*, and the higher the number the higher the department's research is rated. Top rated departments receive a funding weight over three times higher than lower quality research departments.
Measuring University Research Presence and Quality
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In some cases departments from the same university chose to send more than one submission, and we use the maximum rating achieved. We also exclude Northern Ireland leaving us with a total of 2,448 research departments across all disciplines.
For each postcode district we construct measures of overall university presence, a count of universities within a 10km radius, and a count of universities between a 10km and 50km radius of the centre of the postcode district. We construct the distance between the centre of a postcode district and a university using National Grid references. We first calculate the central point of each postcode district by taking the mean of the Eastings and Northings of all the postcodes within each postcode district from the National Statistics Postcode Directory (NSPD). We then link each university's full postcode with the NSPD to obtain Eastings and Northings and use Pythagoras' theorem to calculate the Euclidean distance between the centre of each postcode district and each university. 12 We use information on each individual department submission to construct a measure of the presence and quality of relevant university research activity for each of the product groups for each postcode district. To define the relevancy of the research areas we use the 1994 Carnegie Mellon Survey (CMS) results that reports for each (manufacturing) industry the importance of the following ten research fields: biology; chemistry; physics; computer science; materials science; medical and health science; chemical engineering; electrical engineering; mechanical engineering; and mathematics. 13 We consider a field to be relevant for a product group if it was rated moderately or very important (a score of at least three on a four-point scale) for the corresponding industry by over 50% of the survey respondents (see Tables A.1 and A.2 in the Appendix). We assign each of the RAE departments to the ten CMS fields as shown in Table A .3 in the Appendix.
Then, for each postcode district and research field we construct the following variables: a count of departments located within 10km of the centre of the postcode district; a count of departments located between 10km and 50km of the centre; a count of departments rated 5 and 5* within 10km of the centre; and a count of departments rated 4 or below within 10km of the centre. It is worth noting that the departments are rated based on their research quality but not necessarily on how well they interact with businesses, which might be important for a business deciding where to locate its R&D activity. 14 Further, although the most recent 12 We assume that all parts of the university are located at the postcode of the central administrative office. As Eastings are perpendicular to Northings the theorem can be used to calculate the distance between the two points (i.e. the hypotenuse of a triangle). The distance ik d between the postcode district centre i and university k will be given by
, where e and n are Eastings and Northings co-ordinates. 13 The CMS is a survey of R&D managers of manufacturing sector R&D units located in the U.S. The survey asks firms' R&D managers to evaluate, by field, the importance to their R&D of the contribution of public research conducted over the prior 10 years, using a four-point Likert scale. See Cohen et al. (2002) for a full description.
RAE was carried out in 2001, the research submitted for assessment was carried out in the five years to the end of 2000. Descriptive statistics for these measures are provided in Sections 3 and 4.
Finally, we also construct a measure of the log of the total number of research students in all departments within 10km of the centre of each postcode district which is intended to capture the potential contribution of local universities to the local labour market, in particular with respect to skills relevant for innovation.
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Further data
We use a number of further control variables in our analysis. We include a measure of economic density at the postcode district level to capture agglomeration externalities and the fact that more populated postcode districts are likely to be physically smaller than rural ones. This is constructed using a count of postcodes at the postcode district level. We also include controls at the 'postcode area' level, where a postcode area is the first two letters of the postcode, e.g. 'OX', see footnote 7. We include a measure of the skill composition of the workforce which may affect the type of firms operating in the area and also contribute to the innovation process and to knowledge spillovers. 16 We use the percentage of the economically active population in that postcode area that are qualified to degree equivalent or above (Level 4), constructed from official labour market statistics for local and national areas (NOMIS, Labour Force Survey data).
In our co-location analysis we include the log of total manufacturing employment in the postcode area to further control for the scale of each area and potential agglomeration externalities arising from co-location with production activity. We also include the percentage of total manufacturing employment in the postcode area that is in the relevant industry, (i.e. the industry corresponding to each product group), to control for potential industry localisation externalities and the co-location of R&D facilities with related production.
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This final measure varies at the industry-postcode area level. These measures are constructed using the ONS plant-level ABI-ARD population data for the year 2000. We also include a measure of the presence of science parks located within 10km from the centre of each postcode district from the UK Science Park Association (UKSPA). Firms may locate in science parks due to a range of factors: access to university research or other specialised infrastructure, localisation benefits or lower costs of establishing an R&D facility at this type of site. To the extent that science parks are located near to specific university research departments this is likely to make it more difficult to separately identify significant effects of proximity to relevant research.
In our analysis of firm-university interactions we also experiment with measures of the propensity of nearby universities to interact with businesses. We use the 2005 Higher Education-Business and Community Interaction Survey which provides annual information on knowledge exchange between HEIs and businesses and the wider community in the UK.
We use information on the proportion of academic staff that provide services to third stream commercial partners and the proportion of total staff employed in a dedicated business and community (third stream) function to construct average measures of these activities across universities located within 10km of the centre of each postcode district.
Do firms locate their R&D near universities?
We begin by discussing some descriptive statistics on the main variables used in our analysis and then outline our empirical approach and our findings. Table 3 
Descriptive Statistics
Empirical Approach
Our empirical approach needs to encompass more than one underlying model of firm behaviour since our data cover a very heterogeneous set of R&D establishments. Some, in particular those owned by multinational firms, are likely to be highly geographically mobile.
For these firms the relevant decision is whether locating in close proximity to a university is likely to increase their R&D productivity relative to an alternative location. In this case evidence of co-location with university research departments could indicate that geographic proximity is important to capitalise on potentially cost-reducing knowledge spillovers. Other establishments in our data will be small R&D start-ups. Here the relevant decision might be whether an individual chooses to set up a new business in the area where he or she lives or works, rather than where to set up a new business. Hence, in this case a positive association with particular research departments is potentially in line with individuals in those departments having a higher propensity to set up their own commercial ventures.
Given this potential heterogeneity in the underlying decision process we estimate a negative binomial count data model in order to capture the general pattern of location outcomes in our data. 20, 21 We investigate the cross-section relationship between the location of R&D establishments and the presence of the research base. We look at each product group separately, as it is very likely that the importance of university research and specific 19 Medicine covers many research departments from clinical medicine to pharmacology, see Table A.3. 20 See Harhoff (1999) for a discussion of these issues in the context of a study of firm formation in Germany. 21 We use the negative binomial regression instead of the Poisson regression to account for overdispersion. In a Poisson distribution the mean and variance are equal. When the variance is greater than the mean the distribution is said to display overdispersion and Poisson estimation is inappropriate, yielding inefficient estimates. The negative binomial regression corrects for this. This gives us a total of 2,318 postcode districts, although the exact number varies across product groups. The basic specification is as follows: While we attempt to control for other factors that may affect the location of business R&D the results from the above specification should be interpreted as correlations rather than causal relationships. For example, common unobserved factors may determine both the presence and quality of research departments and the location of R&D, or there may be reverse causation from the location of business R&D to the quality of research departments.
In general these effects are likely to bias the results towards finding evidence for the colocation of business R&D and relevant university research. We conduct some robustness checks focusing in the pharmaceutical industry. We experiment with excluding postcode districts located in London, and also with including regional dummies to try to address common unobserved heterogeneity. We also look separately at specialised R&D labs, many of which are likely to conduct R&D in pharmaceuticals.
We present all results in the form of incidence rate ratios. An incidence rate ratio greater than 1 corresponds to a positive coefficient and an incidence rate below one corresponds to a negative coefficient in the negative binomial model. For ease of exposition, the tables display incidence rate ratios minus 1. For example, an incidence rate ratio of 1.3 is displayed as 0.3 and means that for a one-unit increase in the explanatory variable there is a 30% increase in the expected number of R&D doing establishments in that postcode district. We report z-statistics in parentheses and indicate significant results at the 1%, 5% and 10% levels. Each table also presents information on the dependent variable's mean and standard deviation and the number of postcode districts where the dependent variable is zero. Table 4 shows results for the location of R&D establishments with respect to the presence of research departments located within 10km. Given the number of hypotheses being tested we would expect to find some significant effects. However, 3 out of the 21 estimated effects of the presence of specific departments are significant at the 5% level, indicating that the results are significantly stronger than would be expected by chance. We find that R&D establishments in the pharmaceuticals sector are more likely to be located in postcode districts with chemistry departments within 10km. The results in the first column suggest that an additional chemistry department within 10km is associated with a 65% increase in the expected number of pharmaceuticals R&D establishments. On average a postcode district has around 0.10 establishments performing R&D in pharmaceuticals, although the distribution is very skewed. Note that an increase of one department is a large change -as shown in Table 3 , the average number of chemistry departments within 10km, across all postcode districts is only 0.5. 22 Note that the coefficient on biology is positive but insignificant. However if chemistry departments are excluded the coefficient on biology becomes 0.318 and significant at the 10% level. This is likely to be because of the high positive correlation between the presence of biology and chemistry departments, at 0.93. Of the 631 postcode districts with a chemistry department within 10km, 595 have also a biology department within 10km.
Results
Surprisingly, we also find a significant negative relationship between the presence of materials science departments and the number of R&D establishments in aerospace. The aerospace industry is characterised by considerable economies of scale and Table 1 shows that there are very few R&D establishments in this industry in our sample. As shown in Table 3 and 50km from the centre of a postcode district. Only the coefficients related to the relevant research fields are displayed. For the pharmaceuticals sector the coefficient on chemistry departments within 10km remains positive and significant and is substantially higher than that on chemistry departments located between 10km and 50km, which is significant at the 10%. This pattern of results is points towards potential knowledge spillovers from chemistry departments to private sector pharmaceuticals R&D and suggests that these may be increasing in geographic proximity. (average 2000-2003) . Values shown are incident rate ratios minus one, robust z-statistics in parentheses. +, *, ** significant at the 10%, 5%, 1% level. Source: Authors' calculations using BERD, ARD-ABI (Source: ONS), RAE, NSPD and NOMIS data. Table 4 plus no. universities and log no. research students 10km -50km. IRRs minus 1, (z-statistics). +, *, ** significant at the 10%, 5%, 1% level. Source: Authors' calculations using BERD, ARD-ABI (Source: ONS), RAE, NSPD and NOMIS data.
For the chemicals sector the coefficient on materials science departments located between 10km and 50km is positive and significant and of a similar magnitude to that on materials science departments within 10km. R&D establishments in machinery and in vehicles are also more likely to be located in postcode districts with a higher number of materials science departments located between 10km and 50km. R&D facilities in the machinery sector are also more likely to locate in postcode districts with a higher number of mechanical engineering departments between 10km and 50km from the centre. Although indicative of some potential spillovers from relevant university research this pattern could be driven by firms in these industries locating their R&D facilities outside immediate urban areas, potentially alongside production activity. As the results in Table 4 indicate, R&D activity in chemicals, machinery and vehicles is likely to be located in areas with a greater concentration of manufacturing employment, potentially due to planning requirements for large production facilities.
In Table 6 we investigate whether research quality matters, distinguishing between 5 and 5* departments deemed to be carrying out frontier research and those rated 4 and below. The results imply a very strong tendency for pharmaceuticals R&D to be located near to 5 and 5* rated chemistry departments. The finding for chemicals R&D and materials science departments is no longer significant when we split the departments into higher and lower rated.
For precision instruments, an industry that comprises a heterogeneous set of products from medical equipment to measurement instruments, we find a mixed pattern of results. R&D establishments tend to locate in postcode districts with a larger number of 5 and 5* rated medicine departments in close proximity. However we find negative coefficients on medicine departments rated 4 or below (this is also the case for pharmaceuticals) and electrical engineering departments rated 5 or 5*. It may be that this pattern is driven my the location of establishments carrying out R&D in medical equipment. Table 4 . IRRs minus 1, (z-statistics). +, *, ** significant at the 10%, 5%, 1% level. Source: Authors' calculations using BERD, ARD-ABI (Source: ONS), RAE, NSPD and NOMIS data. Table 4 . IRRs minus 1, (z-statistics). +, *, ** significant at the 10%, 5%, 1% level. Source: Authors' calculations using BERD, ARD-ABI (Source: ONS), RAE, NSPD, NOMIS and UKSPA data.
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Finally in Table 7 we replicate the regressions in Table 4 but control additionally for the number of science parks within 10km of the centre of each postcode district. For half of the product groups we find a positive and significant relationship between the presence of science parks and the number of R&D establishments in a postcode district. The relationship is strongest in the case of pharmaceuticals, where an additional science park is associated with 90% increase in R&D establishments. Interestingly, the coefficient on the number of chemistry departments now becomes much smaller and insignificant. However, this does not necessarily imply that (highly rated) chemistry departments are not a relevant factor driving these location decisions. As discussed above the location of science parks is itself endogenous, for example, if science parks arise because of a demand for space in proximity to frontier chemistry departments. Instead these findings suggest that science parks located close to chemistry departments are positively correlated with the location of pharmaceuticals R&D labs.
23
Colocation with science parks may also capture access to specialised infrastructure, or knowledge spillovers from other technology-intensive businesses. For the other seven product groups the coefficients on the research departments generally remain similar to those in Table 4 . Finally, the coefficient on science parks is not significant for chemicals or machinery, consistent with the findings in Tables 4 and 5 , and suggesting that the co-location of R&D with production may be more important in these industries.
Robustness
In this section we perform some robustness checks on our main specification in Table 4 . We focus on pharmaceuticals since the results for this industry are the most consistent across the different specifications. The results are shown in Table A Table 4 , although the coefficient on the number of chemistry departments within 10km is now only significant at the 10% level.
A further concern is that we have omitted a number of R&D establishments from the analysis for which product code information is not available, in particular for the pharmaceuticals industry. The last two columns of Table A .4 use a count of the number R&D establishments recorded as being in the R&D services industry as the dependent variable.
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As discussed in Section 2.1 there are some small, specialised R&D services labs for which the data do not specify the product group for which they are conducting R&D, making it difficult to know which fields of academic research are likely to be relevant for their activities. Of the 1,696 labs recorded as being in the R&D services industry in 2003, 112 do provide information about the product group for which they are doing R&D. Of these just over 50% report that they are performing R&D in pharmaceuticals, with about a further 25% spread across the other product groups that we consider, and the remaining 25% in other product groups. For this reason we first investigate whether the location of R&D services labs is related to the presence of research departments that are relevant to the pharmaceuticals industry. The results in column (3) suggest that postcode districts with an additional chemistry department located within 10km are associated with 16% more R&D services labs, consistent with the results for pharmaceuticals, and we also find a positive relationship with the presence of biology departments. In the final column we include the full set of research fields used in Table 4, given that some specialised labs will be performing R&D in other products. The coefficient on chemistry departments becomes higher and more significant and we also find a positive relationship with the presence of physics departments, but a negative relationship with the presence of mechanical engineering departments.
Are innovative firms near universities more likely to interact with them?
The previous section provided some evidence that firms may be locating their R&D in order to benefit from localised knowledge spillovers from university research. We now look for more direct evidence. We investigate whether innovative firms near universities are more likely to conduct co-operative R&D with local universities and to source information from universities for their innovative activities. Research joint ventures provide a formal frame for interaction, so geographic proximity might not be as crucial as for more informal, non-market exchanges of knowledge.
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Hence we investigate the role of geographic proximity in both of these modes of knowledge transfer. We begin with some descriptive evidence then outline our empirical approach and discuss our findings.
Descriptive statistics
Since the nature of firm-university interactions may vary across industries, we focus on four manufacturing industries (chemicals excluding pharmaceuticals; machinery; vehicles; and precision instruments) for which we can identify a priori relevant research fields and for which sample sizes are large enough. These industries account for a substantial share of UK R&D (Table 1) . Unfortunately sample sizes for pharmaceuticals in the CIS data are too small to investigate linkages with the science base for this industry. Note: Excluding first two rows, calculations are weighted using inverse sampling weights. C = co-operates with, NC = does not co-operate with local universities located within 50 miles (CIS3) or 100 miles (CIS4). S = sources information, NS = does not source information from HEIs. Source: Authors' calculations using CIS3, CIS4, RAE, and NSPD data. Table 8 shows mean values for the variables measuring proximity to research departments (number within 10km) for co-operating (C), non-co-operating (NC), knowledge sourcing (S) and non-sourcing (NS) firms for each industry. In line with Table 2 , the second row also shows that for each industry more firms source information from universities than co-operate formally with them. There is some variation across industries, with a higher proportion of firms interacting with universities in chemicals and precision instruments. Overall there is some indication that firms that interact with universities are located in postcode districts with a similar or higher number of university research departments within 10km. For example, chemicals firms that interact with universities typically have a higher number of materials science departments located within 10km relative to firms that do not interact, and firms interacting with universities in machinery have a higher number of mechanical engineering departments in close proximity than non-cooperating, non-sourcing firms.
Empirical Approach
To investigate how the probability of interacting with universities relates to geographic proximity and the research quality of relevant departments we run a probit model as follows:
where f refers to a firm, i to industry, j to postcode district and r to postcode area. The main explanatory variables are the measures of the presence of research departments, DEP ij , X f is a vector of firm characteristics shown in Table 2 that may affect the probability that a firm engages with universities, Z j includes measures of general university presence (number of universities within 10km and log of the number of research students within 10km) and a measure the density of economic activity (log of the number of postal addresses) and W r includes the percentage of the economically active population with degree-level qualifications.
We weight regressions using inverse sampling weights and since firms can appear in both the CIS3 and CIS4 we cluster standard errors at the firm level.
We estimate the equation for each industry separately and for each of the two dependent variables described in Section 2.2 -an indicator of co-operation with local/regional universities, and an indicator of whether the firm sources information from universities. It is worth noting that although one of our dependent variables relates specifically to local or regional co-operation and hence the presence of a local HEI is a pre-requisite for a positive response, the definition of local/regional is within 80km in CIS3 and within 160km in CIS4
and hence covers a much wider geographic area than our measures of university activity.
These cross-section results should be interpreted as a descriptive exercise rather than as evidence of the causal determinants of firms' engagement with universities. If firms choose to locate near universities in order to interact with them, or if firms choose such a location for other reasons but the presence of a nearby university induces them to interact, then we would expect a positive relationship reflecting the importance of geographic proximity for firmuniversity linkages. However, there may also be unobserved characteristics of firms or of areas that drive any observed correlations between firms' location and their interactions with universities. Moreover the firm characteristics we include may also be endogenous.
Results
Before presenting our main results we first took two broad groups of firms, those in manufacturing and those in other industries, and looked for evidence that those located near to universities were more likely to interact with HEIs. We ran a probit as in equation (2), but omitted the DEP ij variables and looked only at proximity to universities in general (results are not displayed). In terms of firm characteristics we find that firms that engage with universities are larger, employ a higher fraction of scientists and engineers and are more likely to receive financial public support for their innovative activities. Conditional on this we find little evidence that geographic proximity to universities is correlated with firms' propensity to interact, except for a positive correlation between the number of research students located within 10km (indicating the scale of university research activity) and the probability of nonmanufacturing firms sourcing information from universities. Since pooling firms across industries may be masking heterogeneity we now turn to our results for four specific manufacturing industries. Table 9 shows results for the relationship between the two measures of business-university interaction and the presence of relevant research departments located within 10km. The table reports marginal effects with z-statistics in parentheses. Conditional on firm and area characteristics, for innovative chemicals firms we find that the probability of co-operating or sourcing knowledge is positively correlated with the number of materials science departments located within 10km. An additional materials science department is associated with a 1.6
percentage point increase in the probability of co-operating with local universities and a 19
percentage point increase in the probability of sourcing information. These are large increases
given that in the weighted data around 5.4% and 47% of innovative chemicals firms co-operate and source knowledge respectively (as shown in the last row of Table 9 ). We find a positive relationship between proximity to mechanical engineering departments and the probability of co-operation for innovative firms in the vehicles industry -an increase of one mechanical engineering department being associated with a 0.7 percentage point increase in the probability of co-operation. However we also find some negative and significant marginal effects at the 10% level -chemicals firms located within 10km of chemistry departments, and precision instruments firms located within 10km of medical departments are less likely to engage in cooperative R&D with universities.
In Table 10 we add in variables for relevant research departments located within a radius of between 10km to 50km (only the marginal effects for the relevant departments are displayed).
For the chemicals industry for both interaction measures the marginal effect for materials science departments within 10km remains positive and significant, whereas that for materials science departments between 10km and 50km is insignificant. In our analysis of co-location in Section 3 we found that R&D labs in chemicals are more likely to locate in postcode districts with a higher number of materials science departments between 10km and 50km and in areas with higher manufacturing employment density. However, here, conditional on location we find that those chemicals firms that are located in closer proximity to materials science departments are more likely to engage with universities, both through formal co-operation and through knowledge exchange. For R&D co-operation in the vehicles industry the marginal effect for mechanical engineering departments is still positive and significant but now only at the 10% level.
Compared with Table 9 we also find some further significant relationships at the 10% level.
The marginal effect on materials science departments within 10km is now significant for firms in the machinery industry for the co-operation dependent variable and we find a number of significant relationships for innovative firms in the precision instruments industry. These point to a positive relationship between the probability of engaging in co-operative R&D and the presence of electrical engineering departments, which strengthens with geographic proximity, and some evidence of a negative relationship between engagement with HEIs and the presence of medical departments. Table shows marginal effects and robust z-statistics in parentheses with standard errors clustered at the firm level. +, *, and ** significant at 10%, 5% and 1% levels. Dependent variable weighted mean as for Table 9 . Controls as in Table 9 plus no. universities and log no. research students 10km -50km. Source: Authors' calculations using CIS3, CIS4, RAE, NSPD and NOMIS. Table shows marginal effects and robust z-statistics in parentheses with standard errors clustered at the firm level. +, *, and ** significant at 10%, 5% and 1% levels. Dependent variable weighted mean as for Table 9 . Controls as in Table 9 . Source: Authors' calculations using CIS3, CIS4, RAE, NSPD and NOMIS. Table 11 looks at whether the research ratings of nearby departments are related to the probability that firms engage with universities. For chemicals firms it is proximity to higher RAE-rated, 5 and 5* materials science departments that seems to be driving the correlations in Tables 9 and 10 .
Moreover it appears that it is proximity to lower rated chemistry departments that was driving the negative relationship in Table 9 . For vehicles, proximity to both 1-4 and 5 and 5* rated mechanical engineering departments is positively associated with the probability of co-operating with local universities. For machinery we find some evidence that firms located near to 5 and 5* materials science departments are less likely to engage in co-operative R&D and weaker evidence that firms located nearer to lower rated mechanical engineering departments are more likely to source knowledge for their innovative activity.
We also find some positive correlations for precision instruments when we split research departments by rating. The marginal effect on the presence of 5 and 5* electrical engineering departments is positive and significant, and we find weaker evidence of a positive association with the presence of lower rated computer science departments and a negative relationship with higher rated medical departments. The results for the precision instruments industry in Tables 9-11 point towards a positive relationship between the presence of electrical engineering departments and the likelihood of business-university linkages, but not the presence of medical departments. It is possible that innovative firms in measurement instruments are driving these results, whereas R&D labs specialised in medical equipment are driving the results in Section 3 on co-location with higher-rated medicine departments. Indeed of those firms that report to be engaged in co-operative R&D with universities and which are situated within 10km of an electrical engineering department, the majority are classified to industry 33201, manufacture of electronic instruments for measurement. Moreover there is a very high correlation between the presence of medical departments and electrical engineering departments within 10km, with 95% of postcode districts in our sample with an electrical engineering department within 10km also having a medical department within 10km. Therefore the negative relationship with medical departments is likely to be driven by firms in areas with medical departments but not electrical engineering departments in close proximity being less likely to conduct co-operative R&D.
As a final exercise we experimented with including measures of the extent to which universities themselves are engaging in knowledge transfer to businesses. We replicated the specifications in Table 9 including two alternative measures capturing the propensity of nearby universities to interact with business -the average proportion of academic staff, and the average proportion of total staff dedicated to third stream commercial activities in universities located within 10km. We found no clear pattern and only found a few instances of positive and significant coefficients. For example, for the chemicals industry the coefficient on the proportion of academic staff devoted to third stream activity was positive and significant for the co-operation dependent variable, and the coefficient on the proportion of total staff devoted to third stream activity with commercial partners was significant for the sourcing information measure. The results on specific research departments remain similar, in particular the results for firms in the chemicals industry and proximity to materials science departments.
Conclusions
This paper provides new evidence on the role of geographic proximity in firm-university innovation linkages for Great Britain using continuous distance measures. We first look at the extent to which business sector R&D activity is located in the vicinity of university research departments, relative to other factors such as proximity to production facilities or the availability of skilled workers. We find some evidence of co-location of R&D facilities in pharmaceuticals with high research-rated chemistry departments, consistent with geographically localised knowledge spillovers and the importance of accessing academic knowledge for firms in this industry. London and the South East of England appear to play an important part in the story, as does the prevalence of science parks. While science parks may provide other localisation or infrastructure benefits, the occurrence of science parks is itself likely to be linked to university presence.
In other industries such as chemicals, vehicles and machinery co-location with production appears to play a more important role than immediate proximity to universities, potentially indicating that knowledge flows or other synergies exist between production activity and R&D activity in these industries. But it may be that the scale of R&D and production facilities in these industries restricts location choices, leading firms to locate outside urban areas and hence further away from city centre university research. However, conditional on location, for innovative firms in the chemicals and vehicles sectors we do find evidence in line with geographic proximity to related research facilitating formal and informal knowledge flows from universities. Our results on firm-university interactions should be taken as useful descriptive correlations rather than necessarily implying a causal relationship, nor do they shed light on the extent to which the underlying behaviour behind any causal relationship is driven by certain firms selecting to locate nearer to universities in order to interact with them, versus universities themselves being most visible to or actively targeting firms in their immediate area. However, we think that our findings are relevant to understanding whether geographic proximity matters in firm-university interactions, and the importance of other factors that might influence where firms locate their R&D in the wider context of regional policy. Table 4 . Values shown are IRRs minus one, robust z-statistics in parentheses. +, *, ** significant at the 10%, 5%, 1% level. Source: Authors' calculations using BERD, ARD-ABI (Source: ONS), RAE, NSPD and NOMIS data.
