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Abstract 
Risk management is a crucial process to any organisation. Risks are prevalent where 
uncertainty is present; i.e. the dynamic nature of a project environment exposes projects to 
ongoing risks. Although regulated by industry-wide standards and internal organisational 
guidelines, inefficiencies in monitoring of project risks have an adverse effect on the 
management of risks. Industry 4.0 is transforming the way in which organisations execute 
projects and artificial intelligence is one of the leading industry 4.0 technologies which is 
rapidly accelerating organisational performance. 
Artificial intelligence (AI) technologies are the driving force behind organisational 
advancement in the upcoming digital economy. As such, this research aims to establish the 
pertinent risk monitoring challenges facing project risk management practitioners and to 
investigate whether the use of AI technologies can address these challenges.  
Machine learning (ML) is a subset of AI, with the potential to assist and optimise the manner 
in which organisations identify, quantify and assess the risks to which they are exposed. The 
approach taken in the research was based on a review of literature to ascertain existing 
knowledge around project risk management, the associated challenges to monitoring of risks 
and the application of ML within risk management. A questionnaire was utilised to collect data 
from project risk management practitioners to establish their understanding and views of risk 
monitoring processes, their level of use of risk monitoring tools and techniques, identified risk 
monitoring challenges and their views and attitudes towards machine learning and its adoption 
into project risk management. 
The results of this research will provide the audience with insights into the challenges faced in 
project risk monitoring, as well as the application of machine learning technologies within 
project risk management and its potential to improve challenges associated with the monitoring 
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Chapter 1: Introduction 
 
1.1 Introduction 
The foundation of industry 4.0 in the workspace will see the integration of human capital and 
technology through the digitization of the workspace in order to improve organisational 
performance (White, 2012). This will likely cause a disruption in the way organisations execute 
their operations, where they operate and how members interact with one another and, 
ultimately, their clientele (Roblek, Meško and Krapež, 2016). Industry 4.0  will enable the full 
automation and digitization of work processes through emerging breakthroughs in digital 
technology and with project management being a complex and often uncertain profession, 
industry 4.0 will most likely cause a noticeable disruption in the project management space 
(Zin, Nang and Kham, 2018).  
Many organisations are making the decision to move towards a project driven organisational 
structure in an attempt to improve organisational performance (Miterev, Turner and Mancini, 
2017). There are many benefits such as resources allocated  specifically to the project’s success, 
shorter communication lines for swift decision making and the benefit of being able to refer to 
previous or concurrent projects for knowledge transfer within the organisation (Meredith and 
Mantel, 2012). The Project Management Institute (2017) identified project success parameters 
as budget, time and project performance.  Projects are susceptible to unplanned events which 
may deviate from the project activities initially planned; these unplanned occurrences either 
have a positive or negative outcome on the project. The negative outcomes result in a loss of 
project budget, time or project performance which ultimately affects the project’s success. 
These negative outcomes are grouped as project risks which need to be effectively managed as 
part of the management of the project. Kutsch (2008) identifies inadequate project risk 
management as a leading factor in project failure. 
Zin, Nang and Kham (2018) view project management (PM) as one of the major disciplines 
which stands to benefit from Industry 4.0, however, PM practices will have to be modified and 
adapted to meet the demands of Industry 4.0. These industry 4.0 driven projects, through 
technological innovation will see the digitization, automation and intellectual linking of 
operational processes. In a project management environment, this will provide much needed 
assistance in project planning, project execution, strategy development and maximization of 
intended project resources (Zin, Nang and Kham, 2018).  
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1.2 Background 
Teller, Kock and Gemünden (2014) characterize a project environment as dynamic and varying 
in nature, which exposes any project to risk. Risks arise in the presence of an uncertainty; risk 
is thus an unforeseen occurrence which most often will have either a positive or negative 
outcome on the delivery of the project (Sanchez et al., 2009). The primary objective of any risk 
management process is  to enable project personnel to plan and execute their tasks in full 
awareness of the associated risks and their consequences (Khameneh, Taheri and Ershadi, 
2016). 
Ahmed, Kayis and Amornsawadwatana (2007) provide a high-level assessment of the risk 
management process as illustrated in Figure 1. The first step in risk management is risk 
identification. Once risk identification has been established, risk analysis is then performed to 
identify the likelihood of these identified risks occurring. Whilst there are several formal 
methods that can be used for risk analysis, many project managers traditionally use an iterative 
matrix-based decision process for analysing and evaluating project risk. Risk factors within the 
project activities are analysed and the common sets of risk, risk probability and level of impact 
the risk might have on the project activities are established. Finally, according to the result, the 
method and measures of risk control and/or mitigation are put forward (Ahmed, Kayis and 
Amornsawadwatana, 2007).  
As illustrated in Figure 1, the risk management process requires continuous monitoring and 
evaluation, as well as clear communication and consultation with project stakeholders.  These 
processes will mainly be influenced by personnel functions and experience and can often 
become highly repetitive for projects of a similar nature (Lihua, 2009). 
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Figure 1: Risk management process (Ahmed, Kayis and Amornsawadwatana, 2007).  
However, project risk management is often not given the attention it warrants. This is not due 
to the lack of consideration for risk, but rather that project managers only perform a superficial 
examination of the issues related to risk and then factor in a risk margin (Frank, 2006). Ahmed 
et al. (2007) further noted that a vast majority of risk management techniques were reactive 
rather than proactive and only applied on an ad-hoc basis. A more proactive risk approach is 
likely to result in the integration of more effective risk management principles. Moreover, these 
RM principles require constant monitoring, review and deliberation amongst the project 
stakeholders as illustrated in Figure 1. 
Kutsch (2008) highlights problems associated with the risk management process for projects 
and the effectiveness of risk-related interventions in project risk management. Project 
managers tend to deny, avoid or ignore project risks and delay the management of these risks. 
Project risks were often perceived as uncomfortable and not agreed upon by the relevant 
stakeholders. Another problem was that project managers were unaware of project risks and 
considered them to be outside their scope of management, thus preferring to leave risks 
unaddressed rather than proactively engaging with them. Frank (2006) credits this lack of 
awareness as an effect of ineffective training of project personnel in relation to project risk 
management. Shojaei and Haeri (2019) mention an existing gap between academic literature 
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and industry practitioners, whereby project managers are more reliant on their experience when 
handling risk rather than making use on available analytical risk tools.  
Sanchez et al. (2009) identifies issues and limitations of current risk management 
methodologies; one of the major flaws in practice is that risk analysis is performed on the 
premise that project parameters remain the same throughout the project life cycle. Projects are 
often complex with uncertainty and this often leads to deviations from the project plan. This, 
in turn, changes the previous parameters which were used to establish the project risk, further 
leading to delayed decision making and lack of control as new risks avail themselves. An 
example such as this can lead to project delays, which will often need to be countered by adding 
more resources (financial, equipment and labour), ultimately affecting the planned delivery of 
the project. 
Liu et al. (2007) lists key causes of the ineffective implementation of risk management 
processes: 
• Risk management continuity in transitioning phases of a project life cycle. 
• Limited interaction and communication between project stakeholders (client, 
contractor, suppliers). 
• Poor integration of risk management into the other Project Management Body of 
Knowledge (PMBOK) knowledge areas (cost, resource, quality, communications 
management) when executing projects. 
Kashyap and Kashyap (2017) have noted that predictive techniques required in project risk 
management are prone to forecasting errors from human input, and thus the handling of data 
from unrelated sources may take much longer to correlate and analyse through human 
intelligence. This then limits reliable and real-time feedback of the desired project information, 
which makes an argument for the use of proactive risk management practices that require the 
accurate and timely prediction of potential risk occurrences within a project. Artificial 
Intelligence (AI)  technologies can provide these required predictive capabilities (Baryannis et 
al., 2019).  
Drabble (1995) argued that project management techniques can be improved by the 
implementation of intelligent technological software, which would allow existing project 
management tools to communicate better and to keep track of the knowledge and information 
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used, as well as the rationale behind the decisions taken in projects. Although the article was 
published in 1995, it highlights factors which are still pertinent in present day projects. 
 Deloitte (2016) notes that AI concepts involve advanced technology platforms which can be 
used to address complex situations that are characterized by ambiguity and uncertainty. 
Cognitive technologies use advanced algorithms to analyse data in order to derive insights and 
sentiment from unstructured data. An example would be if a cognitive system identifies a 
potential risk and a human user determines it not to be a risk due to various reasons, the system 
then learns from those human insights, and when the same event re-occurs; the system will not 
send a similar detection to the user.  
Aziz and Dowling (2019) identify machine learning as such a cognitive technology and label 
it as the core technique of AI technologies based on its ability to learn from data. Deep learning 
is such an example where AI technologies learn from data. Deep learning is a form of machine 
learning which can be most similarly linked to a fully autonomous AI system. Deep learning 
analyses complex relations and interdependencies between data variables and seeks to replicate 
improved human decision making based on the outcome of the interdependencies.  
Kashyap and Kashyap (2017) present an example of machine learning analytics being ideal for 
real-time automated monitoring of project equipment and the well-being of these assets. This 
will be done through data collection of the equipment, which will then be benchmarked and 
will allow for the identification and notification of quality issues well before damage occurs to 
the equipment. Wu, Chen and Olson (2014) advocate the use of artificial neural networks which 
are a subset of machine learning; which were modelled in a project environment to identify 
complex data patterns from unstructured relations between variables in an attempt to reduce 
the risk of project failure. 
Lichtenthaler (2018) highlights one of the challenges of intelligent systems as the capturing of 
enormous volumes of data, which is global challenge for many organisations. However, the 
major advantage is the dramatic reduction of operational costs for predicting future events, 
such as enabling preventive maintenance in internal operations, as well as more specific 
interactions when faced with problems. Data, knowledge and intelligence are typically the 




    
1.3 Importance of the research  
Sanchez et al. (2009) has cited risk management as one of the least practiced knowledge areas 
in the Project Management Body of Knowledge (PMBOK® Guide), which presents an 
opportunity for researchers to delve further into this domain to advance practices of project risk 
management. The Project Management Institute (2017) provides an in-depth review of the 
other PMBOK® Guide knowledge  areas which will be covered in the literature review of 
this study. This statement is further supported by several referenced articles and journals in this 
study, which highlight a lack of understanding and improper management of project related 
risk and the need for improved training of project personnel in relation to project risk 
management.  
Ahmed, Kayis and Amornsawadwatana (2007) performed a study on the review of risk 
management techniques applied in project environments. Their findings highlighted the need 
for a more proactive approach to these techniques due to the fact that they were being applied 
as a remedial action.  
Industry 4.0 is reshaping the way projects are executed. Artificial Intelligence (AI) is one of 
the leading industry 4.0 technologies which is rapidly accelerating organizational performance 
(Zin, Nang and Kham, 2018). The Project Management Institute (2019) highlights the rapid 
advancement which AI will bring to project execution. The growing number of organizations 
making use of artificial intelligence (AI) in project are estimated to be at 60% worldwide, with 
31% of these organizations currently being impacted by machine learning applications and it 
is further noted that 69% of global organizations expect machine learning to have moderate to 
high impact on their operations.  
This study will be focused on the possible application of machine learning into risk 
management, specifically in the risk monitoring phase of projects. AI technologies are reducing 
time spent on activity scheduling, documentation handling and management, progress and 
monitoring; allowing project leaders to focus their time on more strategic planning (Project 
Management Institute, 2019). 
There is a clear indication that Artificial Intelligence technologies will be the driving force for 
organizational advancement in the upcoming digital economy, thus further investigation into 
the possible application of technologies such as Machine learning into project management 
areas such as risk management, is paramount.  
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1.4 Problem statement  
Risk management has been seen as a problem area within project management for several 
reasons, ranging from the lack of adequate training of project personnel, ineffective and poor 
applications of risk management techniques, uncertainty and indecision of project risk 
ownership and delegation (Krane and Langlo, 2010).  
Artificial intelligence, specifically machine learning, has presented the opportunity to alleviate 
some of the strenuous activities relating to project risk management, such as data review and 
analysis, activity monitoring and documentation handling. Machine learning makes use of 
unstructured data and extrapolates patterns which form knowledge and intelligence, warranting 
a more concentrated effort to apply these machine learning technologies to manage or, at the 
least, complement the above mentioned risk management activities, which are often prone to 
human error and mismanagement (Lichtenthaler, 2018). 
The problem statement:  
The predictive and automated decision-making capabilities of Machine learning have the 
capability of optimizing risk monitoring practices within a project environment.  
 
1.5 Research questions (RQs) 
In the process of addressing the above stated research problem, the following research 
questions have been derived to guide the research: 
• RQ1: What are the current challenges related to the monitoring phase of risk 
management within a project environment? 
• RQ2: Can machine learning technologies be used to address challenges currently faced 
in the monitoring phase of risk management within a project management environment? 
 
1.6 Research objective 
The purpose of this research is to establish and analyse what has been researched on project 
risk management and machine learning technologies, and their possible integration within 
project organisations that results in value creation. This will include understanding the current 
trends in project risk management, including their inefficiencies and limitations. The research 
will further seek to establish the current trends of artificial intelligence applications in the 
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project risk management space. These findings will be analysed with the objective of adopting 
machine learning applications to improve project risk management inefficiencies in project 
execution.  The research will hopefully shed further light into the possible applications of 
artificial intelligence in project risk management and to establish if these machine learning 
applications can be used to improve project risk management practices in order to improve the 
management of project risks. 
 
1.7 Research design 
The research will first commence with a comprehensive review of conference proceedings, 
journal articles, books and any other relevant peer reviewed literature. This literature review 
will serve to validate the research problem by analysing results which are focused specifically 
at addressing the research questions.  As the research topic is relatively new and relevant, a 
review of the literature will focus on Industry 4.0, Artificial intelligence, project management 
and risk management, with the objective of bringing to the fore the possibilities of machine 
learning applications into the organisational space and initiate further research into the topic. 
This will be followed by a survey where a questionnaire will be issued to practitioners, to 
confirm whether or not they are aligned with the findings in literature around risk monitoring 
and machine learning applications. 
 
1.8 Research limitations 
The limitations around the research topic are mainly due to the lack of in-depth existing 
research into Artificial Intelligence (AI) and its application and effects on business, 
organisations and risk management. The majority of the existing research literature is 
conceptual and there is hardly any scientific validation on the practical application of machine 
learning to address project risk management challenges. This might present a challenge in 
obtaining a definitive result in relation to the problem statement, however, in the same breath 
this also invites further research into the research topic to provide reading audiences with more 
content on this matter. 
 
1.9 Research layout 
The research document will be structured according to the following layout: 
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Chapter 1: Introduction  
Introduction of the research topic and the problem at hand. 
Chapter 2: Literature review  
This chapter will establish existing peer reviewed literature on the topics of Industry 4.0, 
Project management, Project risk management and Artificial intelligence, which will lay a 
foundation for the analysis of significant findings in the research.  
Chapter 3: Research methodology 
This chapter will detail the selected approach and rationale in addressing the problem 
statement.  
Chapter 4: Data collection & analysis 
The findings and results of this research will be presented, analysed and substantiated to answer 
the research questions. 
Chapter 5: Conclusion 
This chapter will bring the research to a close with a summary of the results and their relation 
to the research questions, and ultimately, the problem statement. 
 
1.10 Chapter conclusion   
This chapter outlines the importance of effective project risk management, as well as the 
challenges that hamper the effective implementation of structured risk management techniques. 
Artificial Intelligence (AI) through machine learning presents a viable solution to optimizing 
project risk management and allowing for the better use of human intelligence in project 
workspaces.  
The globalization of projectivized organisations and the rapid application of emerging digital 
technologies have brought worldwide interest in the application of industry 4.0 technologies, 




    
Chapter 2: Literature review 
 
2.1 Introduction  
Zin, Nang and Kham (2018) suggest that artificial intelligence (AI) will change the delivery of 
projects and the manner in which they are controlled within organisations. Industry 4.0 will 
lead to the automation and digitization of project processes through emerging digital 
technologies such as AI. This notion is supported by Roblek, Meško and Krapež (2016) who 
also predict that industry 4.0 will create an increased organisational competitiveness through 
the use of intelligent equipment and through knowledge obtained through digital technologies 
and data. Kashyap and Kashyap (2017) have identified data-based decision making as an 
emerging trend in the business environment and organisations are making use of machine 
learning (ML) to improve performance, market share and profit.  
The literature review is structured around the importance, organisational value and practices of 
risk management in a project environment, whilst examining machine learning capabilities and 
their possible applications into project risk management. This chapter is built on the ideas 
raised in Chapter 1 and provides an in-depth review of existing peer reviewed literature and 
the developments of risk management, risk monitoring and machine learning within the project 
management environment. This chapter provides various perspectives on the above-mentioned 
topics with the purpose of addressing the research questions.  
 
2.2 The importance of risk management 
The definition of the term ‘risk’ often has a variety of definitions. However, in organisational 
terms, a risk often involves the probability of the occurrence of an event which results in an 
outcome which differs from the planned level of any activity. These differences can either be 
favourable but in most instances are undesirable  (Filyppova et al., 2019). The management of 
these risks is a key aspect of organisational governance; achieved through the systemization of 
risks to establish a risk management culture (Filyppova et al., 2019). Formal risk management 
practices originated from financial insurance institutions in the 1950s. Modern risk 
management, however, is broader and applicable in a multitude of industries but is still a 
relatively young corporate function. The purpose of risk management is to create a structured 
framework allowing organisations to handle uncertainty and risk (Dionne, 2013).  
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Organisational endeavours, through their economic nature, are linked with a high probability 
of risks and the effective management of these risks will provide a competitive market 
advantage. Dionne (2013) further outlines the importance of risk management through the 
suggestion that risk identification, assessment and management processes should be part of an 
organisation’s strategic development; handled at the highest level within the organisation, 
preferably the board of directors. The reason for this being that risk will be present throughout 
the organisation’s core functions such as operational, financial and economic activities.  
A major aspect of any risk management process is establishing the context of the risks at hand 
through the classification of these risks.  Generally, risks are grouped as either internal or 
external risks although this is a broad classification system. Risks can be further classified by 
the domain in which they occur. Filyppova et al. (2019) presents a generic organisational 
example of this type of risk classification: 
• Operational/Production risks: Risks arising from the failure to deliver on the core 
services of the organisation.  
• Commercial risks: Risks arising from the inability to sell services and goods, usually 
driven by market condition changes.  
• Financial risks: Risks arising from failure to meet financial obligations which the 
organisation has entered. 
• Insurance risks: This would be an example of an organisation being exposed to a higher 
level of risk due to an insurance policy complication.  
Global risk management practices are mainly guided by the International Organisation for 
Standardization’s (ISO) ISO 31000 Risk Management Guidelines which propose common 
approaches to risk management regardless of industry or sector. The  South African Bureau of 
Standards (2019) is the South African national standard body which has mirrored the most 
recent ISO 31000 guidelines published in 2018.  
The South African Bureau of Standards (2019) outline the primary objective of risk 
management as the creation and protection of organisational value. Figure 2 outlines the 
elements essential for value creation and protection.  
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Figure 2: Effective risk management elements (South African Bureau of Standards, 2019) 
It is worth noting that the elements of such an effective risk management system should be: 
• Integrated throughout all levels of the organisation. 
• Structured, comprehensive and customised for all internal and external risks. 
• Inclusive to all stakeholders for holistic awareness and informed decision making. 
• Dynamic through adaptability to any changes which may affect risk parameters through 
the aid of the best available information/data relating to project risk. 
• Taking into account the human behaviour and culture within the organisation as these 
could have an influence on risk management culture. 
• Customizable to the specific context which requires attention; this will aid in a better 
implementation on the risk management process. 
• Continuously improving; risks are ever-changing dynamic and require continuous 
improvement via learning and experience (Project Management Institute, 2017). 
 
The risk management process advocated by the South African Bureau of Standards (2019) is 
illustrated in Figure 3.  
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Figure 3: Risk management process (South African Bureau of Standards, 2019) 
The starting point of a risk management process would be establishing a holistic context in 
which the organisation operates, including the scope and criteria of the objectives. This will 
enable a customized risk management procedure from which effective risk assessment and 
treatment can stem from. Risk assessment has three notable phases: 
• Risk identification: The process in which risks are identified, acknowledged and 
categorized mainly through the analysis of threats and opportunities, changes in internal 
and external organisational context and the organisation’s knowledge of limitations and 
the reliability of data/information (South African Bureau of Standards, 2019). 
 
• Risk analysis: The definition and comprehension of identified risks. This includes the 
nature of the risk, assessing uncertainties, the likelihood of the risk occurring, 
consequences and probable scenarios relating to the risks. Risk analysis provides 
insight and input to risk evaluation and decision-making (South African Bureau of 
Standards, 2019).  
 
• Risk evaluation: A comprehensive comparison of results obtained from risk analysis 
and the established risk criteria to provide validation for any actions and decisions to 
be made (South African Bureau of Standards, 2019).  
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The final point in the South African Bureau of Standards (2019) risk management framework 
is the treatment of the risks through risk avoidance, risk acceptance, mitigation and risk transfer 
to a third party. The decision to treat any risk should be a holistic decision taking into account 
the organisation’s commitments, obligations and all stakeholder insights. 
The South African Bureau of Standards (2019) stresses the importance of leadership and 
commitment from organisational top management as they are the custodians of organisational 
risk and they need to effectively communicate the value of risk management to the 
organisations and all stakeholders. Moshesh, Niemann and Kotze (2018) support this statement 
by outlining the significance of risk management through the understanding that risks present 
adverse consequences for an organisation’s operational capacity, liquidity, marketability, 
reputation and compliance obligations, which are all crucial elements for optimal 
organisational performance. 
The risk management process, as a whole, should be managed and integrated into the broader 
project management process and will involve progressive monitoring and review of the risk 
management process. Outcomes of previously identified risks and findings of newly identified 
risks in the monitoring process need to be communicated timeously to enable proactive 
management of any deviations to the project (The Association for Project Management, 2004). 
This concept is illustrated in Figure 3  and feeds into the concept of enterprise risk management 
or integrated risk management, which aims to align risk management processes throughout all 
levels of an organisation. However, despite the available standards guiding risk management 
processes, there remains a gap in the management of risk at organisational level and at project 
level, particularly in evaluating the performance of risk management (Khameneh, Taheri and 
Ershadi, 2016). 
 
2.3 Project risk management in practice 
The Project Management Institute (2017) defines a project as a “unique and temporary 
endeavour undertaken to deliver a product and/or a service”. From this definition, it is evident 
that a project will thus be unique from others due to its individuality and will vary in its 
complexities thus allowing for uncertainties and risk to be present. The Project Management 
Institute (2017)  further  defines project risk  management as the process of risk planning, risk 
identification, risk analysis, risk response and implementation, followed by risk monitoring on 
a project.   
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Project risk management (PRM) practices may differ from organisation to organisation or even 
from project to project. However, PRM practices are typically founded on a widely accepted 
industry standard. One such standard is PMBOK® Guide’s Chapter 11 which outlines a risk 
management process. An overview of this project risk management process is outlined below. 
The Project Management Institute (2017) highlights the main processes of project risk 
management as follows: 
1. Planning risk management—Structuring and defining the conduct of risk 
management activities for the project. 
 
2. Identifying risks— Identifying individual project risks, as well as sources of these 
project risks, and documenting their characteristics. 
 
3. Performing qualitative risk analysis— Prioritizing individual project risks for further 
analysis and investigation based on their probability of occurrence and the possible 
consequences they pose to the project. 
 
4. Performing quantitative risk analysis— Numerically analysing the combined effect 
of acknowledged individual project risks and other possible sources of uncertainty 
within the project objectives. 
 
5. Planning risk responses— The development of alternatives; formulation of strategies 
and agreeing on actions to address overall project risk exposure, including remedial 
plans as to how to treat individual project risks. 
 
6. Implementation of risk responses— Implementation of the approved risk response 
plans. 
 
7. Monitoring risks— Monitoring the implementation of agreed-upon risk response 
plans; continuous tracking and documentation of these identified risks; identifying and 
analysing emerging risks and evaluating the effectiveness of the risk response plans 
throughout the project. 
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(Ratsiepe and Yazdanifard, 2011) highlight that poor project risk management is a leading 
cause for project failure; where failure is defined by a substantial budget overrun and schedule 
delays.  Kutsch (2008) attributes project failure to a lack of top management support, 
insufficient training of project personnel and inadequate risk management. Inadequate risk 
management stems from poor risk identification and analysis, which creates anxiety amongst 
the stakeholders. This then leads to a situation where project risks are perceived as 
uncomfortable and not agreed upon by the relevant stakeholders. Additionally, project 
managers were unaware of project risks or overlooked them under the assumption that the risks 
were outside their scope of management. This will result in project risks materializing and 
having an adverse effect on the project outcome. 
Project risk management creates and protects value for organisations. However, Willumsen et 
al. (2019)  argues that value is subjective to each stakeholder, which often raises differences 
and conflict when implementing PRM to meet all stakeholder criteria. Willumsen et al. (2019)  
established that in practice, a project managers’ risk orientation is focused on project 
objectives, whilst that of stakeholders is geared towards strategic risk objectives. A prime 
example of the issues raised by this would be the case of a risk manager misrepresenting risk 
levels in order for the organisation to win a bid for a tendered project (strategic benefit). This 
could potentially have severe complications for effective PRM should such a project be 
implemented. Although the PRM practices are understood to be beneficial towards project 
success, authors such as Willumsen et al. (2019) and Khameneh, Taheri and Ershadi (2016) , 
have cited a gap in the evaluation of PRM performance, i.e. there is no clear metric to evaluate 
the exact influence that PRM has on project activities. Khameneh, Taheri and Ershadi (2016) 
call to attention the value of PRM which is beneficial to the organisation at a strategic level, as 
well as at an operational level, and by this understanding any performance evaluation of PRM 
should have direct links to strategic objectives of the organisation. Khameneh, Taheri and 
Ershadi (2016) further note that PRM should integrate value-based management as this will 
enable the prioritization of decisions which most affect corporate value.  
2.3.1 Project risk monitoring  
The focus area of this research is on the monitoring process of project risk management, which 
Lihua (2009) describes as a phase of tracing identified risks, monitoring residual risk, 
identifying new risk and updating the risk management plan and other related documentation. 
The risk monitoring process consists of a set of activities that link risk management to other 
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project management processes and facilitate improved risk management as well as continuous 
development of the risk management process (Martani, 2015).  
Particularly for large projects in a dynamic environment, risk monitoring ensures new risks are 
identified and accordingly managed, whilst ensuring the agreed upon risk response plans are 
being effectively implemented (Martani, 2015). The focus on improved risk monitoring could 
provide more insight on the variations in project risk management at organizational and project 
levels.   
Martani (2015) further highlights risk monitoring as being essential to the entire risk 
management process as it determines the adequacy, suitability and effectiveness of the 
implemented risk management plan. This is partly due to the focus of the risk monitoring 
process outlined in South African Bureau of Standards (2019) which verify that:  
• Risk assumptions upon which risk assessment was established have remained valid. 
• Risk outcomes are in line with expectations. 
• Risk tools and techniques are adequately applied. 
• Risk treatments are indeed effective. 
Table 1 highlights key risk monitoring activities as viewed by various authors.  














(Purvis et al., 
2016) 





















✓ ✓ - - - 
(Martani, 2015) ✓ - - ✓ - 
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(Sanchez et al., 
2009) 
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(Acebes et al., 
2013) 
 
- ✓ - - - 
(Ning and Mao, 
2011) 
✓ ✓ ✓ - - 




- ✓ - ✓ ✓ 
 
Figure 4 illustrates the risk monitoring process flow derived from the findings in Table 1.Each 
activity within the process builds on the foundation of the previous, with documentation and 
communication being resent throughout all stages of the risk monitoring process. The process 
activities are detailed below with their associated tools and techniques.  
 





    
Risk tracking 
Various risks are identified during the earlier phases of the risk identification process. These 
risks will then be analysed and treated with a selected risk response strategy. Once risk 
responses are implemented, it is essential to keep awareness of these risks as they still have a 
contribution in one way or another to the overall project risk (Darpel et al., 2020). Residual 
risks will be tracked and evaluated to establish their current risk status. This current status 
provides an indication of changes in risk levels, which could require adjustment to the risk 
management plan and preparation of additional risk response strategies (Ning and Mao, 2011). 
Risk tracking will also enable the project team to identify the highest priority risks at any given 
time throughout the project timeline (Frank, 2006).  
Tools applicable to a project risk tracking system are as follows but not limited to:  
• Risk register details the risk information regarding identified project risks to be 
tracked, relevant risk owners and project risk thresholds (Project Management Institute, 
2017).  
 
• Probability impact grids are a common project metric which gives risk scores based 
on the probability/likelihood of the risk occurring and the impact the risk will have on 
the project objectives. A risk with a likelihood score of 3 and consequence score of 3 
would be considered as a medium (med) impact risk as illustrated in Figure 5. The higher 
the risk rating the higher the risk (Darpel et al., 2020).  These are commonly referred 
to as risk matrices.  
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  Figure 5: Probability impact grid (Darpel et al., 2020).  
• Checklists are a long-standing method to review and check any indicators of a risk 
situation at crucial milestones along the project life cycle (Ahmed, Kayis and 
Amornsawadwatana, 2007). 
 
• Risk meetings will allow for communication and information exchange amongst 
project members. Structured discussions and brainstorming amongst project team 
members will facilitate a platform for the improved interpretation of interface activities 
throughout the project. This will shed light on key risk indicators and risk factors based 
on the team’s collective experience with previous projects and their associated risks 
(Haji-Kazemi, Andersen and Krane, 2013).  
 
 Trend & variance analysis  
Projects are aimed at meeting objectives and requirements – risk reflects uncertainty about 
meeting these requirements and objectives (Darpel et al., 2020). Variance between the planned 
and actual outcomes indicates the presence of uncertainty and risk; trend and variance analysis 
serve for the formulation of possible preventive risk measures. This will be done through 
monitoring any deviations between planned project outcomes and the actual outcomes during 
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project implementation (Tummala and Schoenherr, 2011). The essence of this activity is to 
control the level of risk through analysis of risk factors which emerge throughout project 
implementation. This then provides  timely warning of emergent  project risks, or better known 
in literature, as key risk indicators which will enable the preparation of appropriate risk 
responses before the risk impact fully materializes (Ning and Mao, 2011).  
Tools applicable to a risk trend and variance system are as follows but not limited to:  
Earned value management (EVM) enables project teams to verify project progress and 
deviation from the project planning phase. EVM makes use of three base metrics which are 
budgeted cost of work scheduled or planned value of works (PV), actual cost of work 
performed (AC), and budgeted cost of work performed or earned value (EV). Four indexes can 
be derived from these base metrics namely:  cost performance index (CPI=EV/AC), cost 
variance (CV=EV-AC), schedule performance index (SPI=EV/PV) and schedule variance 
(SV= EV-PV). Values of CPI>1, SPI>1, positive CV and SV values indicate the project is 
advancing as planned and within budget (Acebes et al., 2013). 
Performance measurement is a verification method of project progress used within various 
administration and control efforts throughout a project. It is essential in risk monitoring as it 
provides a basis for comparison between technical accomplishments versus planned technical 
targets at various project milestones. This will provide quantifiable feedback reflecting the 
technical progress of the project where deviations from planned targets might indicate potential 
opportunity or risk impact (Haji-Kazemi, Andersen and Krane, 2013).  
Cause-and-effect analysis is primarily performed throughout the risk identification and risk 
analysis processes of risk management. However, in risk monitoring, one can apply a 
backwards approach of cause-and-effect analysis to risks which have been identified to trace 
their causes and use these as trigger conditions to monitor for the occurrence of similar risks 
(Haji-Kazemi, Andersen and Krane, 2013). 
Planning & implementation of risk response strategies  
Risk tolerance levels will be defined by stakeholders in the earlier phases of the risk 
management process. In situations where risk levels are observed to have surpassed these 
thresholds  the risks will require treatment (Bañuls et al., 2017). Risk response strategies are 
aimed at treating risks; these strategies are usually based on previous project experiences, 
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lessons learned, industry benchmarking, best practice or organizational knowledge (Ahmed, 
Kayis and Amornsawadwatana, 2007). 
Purvis et al. (2016) refer to the contingency theory when defining the planning of risk 
responses, which states that organizational performance is contingent on the uncertainty 
confronted within the operational environment. This would include the incorporation of 
additional resources, such as time or budget, into identified areas of concern to mitigate and 
eliminate risk. Purvis et al. (2016) further notes that risk owners and their responsibilities are 
identified as part of the response planning so that they can effectively implement the selected 
response strategies should the risk occur.  
Keshk et al. (2018) define risk response strategies as follows: 
• Risk avoidance strategy: alteration of the project plan to avoid a risk bearing situation 
or an unwanted circumstance to the project objectives. 
• Risk transference: transferring the responsibility of managing a project risk to a third 
party.  
• Risk mitigation: reducing or minimizing the negative consequences of a risk to within 
the allowable risk threshold. 
• Risk acceptance: no alternations are made to the project management plan and risk 
consequences are accepted.   
The acceptance of risk will add to the overall project risk, and mitigated risks carry some form 
of residual risk even after response strategies have been implemented. These residual risks will 
be added to the list of risks to be tracked and should follow another iteration of the risk 
monitoring process to monitor for the re-occurrence of those risks (Darpel et al., 2020).  
Decisions support systems are popular risk response tools. They are as follows but not limited 
to:  
• Decision tree diagrams serve as a useful tool to validate decisions and track their 
rationale when formulating risk responses. A decision tree provides assistance in 
assessing the best selection when faced with alternative actions, through formulation 
and evaluation of given options. These options are represented as branches stemming 
from or leading to a single node, which then represents a decision. Decisions are often 
performed under uncertainty; this representation is made through the first set of 
branches indicating the available options to be made and the second set indicates the 
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outcome probabilities attached to the preceding option  (Keshk, Maarouf and Annany, 
2018).  
 
 Figure 6: Decision tree illustration (Keshk, Maarouf and Annany, 2018).  
• SWOT (Strength, Weakness, Opportunity and Threat) analysis can assist in 
navigating various scenarios and outcomes of risk related occurrences. This would 
involve internal analysis of strength and weakness of the project and a broader analysis 
of opportunities and threats external to the project (Cagliano, Grimaldi and Rafele, 
2015). 
• Expert judgment and facilitation are key tools in the formulation of risk response 
strategies. Individuals with specialized knowledge and experience in risk monitoring 
will provide sound judgement and interpretation of results. Group techniques, such as 
interviews and brainstorming, will assist as information extractors to strengthen the 
information available for a suitable risk response to be made (Cagliano, Grimaldi and 
Rafele, 2015) . 
Risk review 
Risk review can be viewed as an activity undertaken to establish the effectiveness, adequacy 
and suitability of implemented risk response strategies and moreover the implementation of 
risk management as a whole (Martani, 2015). The risk management plan is used as a baseline 
to established whether the risk management process is being implemented as planned (The 
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Association for Project Management, 2004). Purvis et al. (2016) further highlights the 
following key factors to consider during a risk review: 
• Certain risks could have been missed by the project team during the risk identification 
process. 
• Consequences of risks could potentially be under-estimated by project teams during the 
risk analysis process. 
• A project’s decision to accept or mitigate a risk only maintains or reduces the risk level 
and does not eliminate the risk.  
• Implemented risk responses could prove to be inadequate for risk exposure. 
• Secondary risks could arise from the implementation of a selected risk response.  
Tools applicable to risk review are as follows but not limited to:  
• Risk-based audit allows for the examination of the project risk management integrity 
and project risk management capability (Arrow, 2012). Strategic benchmarking can 
assist in determining the efficacy of the PRM process. This includes (Arrow, 2012): 
o Percentage of occurred risks in relation to the number of identified risks. 
o Percentage of occurred risks which emerged following their identification in the 
PRM process.   
o Percentage of occurred risks which were managed within project risk tolerance 
levels. 
• Risk review meetings can be held to address the reassessment of identified risk, 
closure of non-consequence bearing risks and issues which have arisen as a result of 
risk treatment (Project Management Institute, 2017).  
Risk documentation & communication 
Although communication and documentation per their definition might not be seen as direct 
activities, their importance is paramount particularly in the risk monitoring process. Outcomes, 
amendments and development of risk related information throughout the risk monitoring 
process should be documented for future review purposes, as well as the continuous 
improvement of the risk management process (Purvis et al., 2016). Supplementary to 
documentation, risk related information should be reported throughout appropriate channels to 
communicate risk management progress throughout the project and organization at large. This 
may provide timely decision-making information, improve risk management processes, assist 
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in providing clarity for risk owners and maintain a culture of openness towards risk 
management (Haji-Kazemi, Andersen and Krane, 2013). 
2.3.2 Project risk monitoring challenges 
The overall process of risk monitoring  will give an assessment of the effectiveness of the 
implemented project risk management process. The Association for Project Management 
(2004) defines effectiveness in terms of resource utilization, the degree to which risk responses 
are proactive rather than reactive and the timelines of risk responses. Although risk monitoring 
introduces various benefits to projects, it does have challenges which are faced particularly in 
project practice.  
A pertinent challenge throughout project management, which extends into risk monitoring, is 
that of an inadequate risk database, which relates to issues of project documentation upkeep, 
alignment of project documentation formats,  tracking data of all risk related information and 
actions which are all  crucial  risk data (Kott and Arnold, 2013). Limaye and Jaguste (2019) 
make a case for effective risk-based monitoring through the establishment of a centralized 
database which will be fed with continuous project data. Currently, input data in practice 
requires integration into the risk monitoring strategy due to the heterogeneity of the raw data 
from various sources. In current practice, it is likely to have various sources of input data, 
which can either be digital and/or physical, thus making integration of  project data a challenge 
as well as the storage and managing of the project data (Limaye and Jaguste, 2019).  
Decisions made during risk monitoring will be dependent on the quality of the incoming project 
data. However, agreed upon risk response strategies and diplomacy between stakeholders will 
play an equal part. As previously mentioned  by Willumsen et al. (2019), stakeholders have 
differences in opinion and often misalignment of risk objectives which could potentially delay 
any response action. Stakeholder engagements are key to any risk management process. 
Sanchez et al. (2009) highlighted a severe limitation of risk monitoring implementation, which 
is that in practice, risk monitoring and review is performed on the premise that project 
parameters remain the same throughout the project life cycle. Further to this, Limaye and 
Jaguste (2019) noted a similar trend in current risk monitoring  systems which offer a fixed 
view on existing risk parameters and  assumption, which are based on predefined risk 
conditions. These parameters are static and are not adapted to the dynamism of evolving risks 
throughout the project life cycle. Risk-based monitoring (RBM) systems need to be adaptable 
to changing risk parameters for accurate and effective RBM. This will provide the system with 
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the capability to identify and appropriately respond to emergent risks continuously throughout 
the project life cycle. Additionally,  Tysiak and Sereseanu (2009) provide  awareness of a 
notable issue around risk monitoring in practice. Noticeable focus is placed on the analysis of 
individual risks rather than the probabilistic analysis of the  project as a whole. This will then 
give a narrow view of the identified risks without giving much consideration to the 
development of overall project risk. 
The monitoring of risks should, ideally, be continuous throughout the life cycle of a project but 
this is often not the case in practice.  Sanchez et al.( 2009) notes that project risk monitoring 
processes in practice are discrete and are only performed periodically and further introduce a 
risk management methodology termed “approach by consequences”. This approach advocates 
the continuous monitoring of project resources in order to anticipate consequences. Sanchez et 
al.( 2009) stresses the necessity for the development of a tool which would aid in the constant 
monitoring of project risk; this would reduce response time and even aid in the anticipation of 
emergent threats and opportunities. Table 2 highlights trends observed by various authors 
relating to some of the risk monitoring challenges outlined above. 















✓ - ✓ ✓ ✓ 
(Sanchez et al., 
2009) 
 
- ✓ - ✓ - 
(Liu et al., 
2007) 
 










✓ - ✓ - - 
(Limaye and 
Jaguste, 2019) 




- - - - ✓ 
(Kim et al., 
2018) 
✓ - - - ✓ 
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The challenges outlined in Table 2 have an effect on the efficiency and effectiveness of not only 
risk monitoring but the risk management process at large. Improvements to merely a few of 
these challenges could have the potential to vastly improve the risk management processes. 
(Deloitte, 2016) identifies artificial intelligence tools, such as machine learning, as a potential 
to address risk management challenges and in the process proactively manage risks. 
 
2.4 Machine learning technologies 
Tredinnick  (2017) defines artificial intelligence (AI) as a collection of technological and 
computing approaches with the objective of enabling computers to make defined and rational 
humanlike decisions from data. Haenlein and Kaplan (2019) highlight the principle of AI as a 
system’s ability to process external data, learn and obtain intelligence through this data, which 
then allows for execution of programmed tasks and objectives. AI can be grouped into 
analytical (cognitive), emotional and social intelligence. However, in current practice  
analytical intelligence is not used in simulating general human intelligence but rather to address 
specific problems within a specific context (Tredinnick, 2017). Popular subsets of AI include 
robotic process automation, intelligent agents, natural language processing, machine learning 
and rational decision making.  
Machine learning (ML) is a subset of artificial intelligence. Simplistically, ML iteratively 
learns from its experiences and builds knowledge from these experiences in order to improve 
performance capabilities. When programming a ML algorithm, the programmer would start by 
inputting known data variables and features of the subject matter. This is then referred to as the 
training data (Bini, 2018). The larger the set of training data the better the performance of the 
ML algorithm, this will improve the level to which the algorithm can adapt and perform when 
presented with unknown variables. The performance of a ML algorithm is further enhanced by 
the addition of feedback loops from human intelligence which provide corrective actions, 
decision making rationale and outcomes based of the variables in question. This will then allow 
the algorithm to learn from the feedback and enhance the algorithm’s independent decision 
making capability (Bini, 2018). Once the algorithm is trained, the ML model can now produce 
outputs from given inputs.  
The term machine learning task is a term for the type of desired inference based on the specified 
problem or subject matter. A few of these tasks include clustering, regression, classification, 
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density estimation, ranking and so forth (Lee et al., 2019). These tasks are derived from various 
ML approaches. (Hurwitz and Kirsch (2018) outline the following machine learning 
approaches: 
• Supervised learning approach involves a pre-defined set of data and outlined data 
classification types. Supervised learning aims to identify data patterns and group 
incoming data as per the outlined data classifications. 
• Unsupervised learning is a similar approach to supervised learning, however in this 
case; the training data has not been pre-defined. Unsupervised ML algorithms cluster 
data through pattern identification based on similar features.  
• Reinforcement learning is a form of trial by error training. This is a behavioural 
learning algorithm where the algorithm will attempt to independently execute an 
outlined task. The programmer will then provide the algorithm with feedback on its 
performance of the task. Correct outcomes will then be reinforced whilst incorrect 
comes will require the algorithm to make further iterations until the outcomes are 
reinforced.  
Aziz and Dowling (2019) view machine learning as a core technique of AI, based on its ability 
to learn from data. Delving further into machine learning, we come across deep learning (DL), 
which is a machine learning algorithm where performance enhancement is achieved through 
learning from data. Deep learning is a form of machine learning which can be most similarly 
linked to a fully autonomous AI system. Deep learning analyses complex relations and 
interdependencies between data variables and seeks to replicate improved human decision 
making based on the outcome of the interdependencies. Another ML function synonymous in 
literature with deep learning is artificial neural networks (ANN), which aims to model and 
replicate human synapses found in the nervous system.  
An ANN algorithm correlates desired outputs to input data by examination of the generated 
logical pathways through the neural network which led to the correct output (Nayak and Dutta, 
2018). These neural pathways are generated though hierarchical layers of data; the input data 
represents the lowest layer of data and the output represents the highest layer of data. Between 
the input and the output layers are the hidden layers, this is where the computation and 
correlation takes place (Hurwitz and Kirsch, 2018).  Each layer learns from the previous layer 
allowing it to then have a rolling on effect, where each layer becomes the input layer to the 
next until the desired outcome is achieved. ANNs compute predictions based on other 
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combinations of  unseen input data; potentially allowing to make faster, improved and practical 
predications over traditional methods (Carnimeo, Foti and Vacca, 2015). 
 
 Figure 7: Artificial neural network structure (Hurwitz and Kirsch, 2018). 
Through various iterations, the hidden layers become better understood allowing the ANN 
algorithm to improve in the accuracy within which it delivers the desired output (Nayak and 
Dutta, 2018). Deep learning occurs when multiple hidden layers are present between the input 
and output layers (Hurwitz and Kirsch, 2018).  
Decision tree (DT) algorithms offer a model which can segment incoming data into predefined 
clusters by modelling the data classification through a series of hierarchical decision points, 
based on the characteristics of the observed data variables (Gondia et al., 2020). Another 
prominent branch of machine learning algorithm is the Naïve Bayesian (NB) algorithm, which 
is a form of supervised ML suited for classification problems. The algorithm is based on 
conditional probability, where the model would comprise of an index dataset of probabilities 
of observed events in the subject matter and this dataset is updated through training data (Ray, 
2019). 
Machine learning algorithms have the potential to vastly increase productivity and quality 
while reducing labour costs in service delivery throughout various industries, whilst reducing 
expert intervention within organisational activities (Lee et al., 2019). The fundamental 
construct of machine learning is experience gained by a computer programme through the 
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execution of tasks by a programmed algorithm. As tasks are executed, the algorithm then learns 
from that experience. Through continued learning, the machine  has the ability to make 
predictions and/or forecasts for similar tasks based on historical and incoming data, which then 
enables it to make human like decision making  related to those tasks (Ray, 2019). Machine 
learning provides a variety of real-world applications in a bid to provide solutions to complex 
problems.   
  
2.5 Machine learning integration into project risk management 
Machine learning is proving to be one of the most effective tools in predictive data analytics. 
This is achieved through statistical models, data mining, database analysis and pattern 
recognition in order to pick out trends and relationships of interest within a set of complex data 
(Gondia et al., 2020).  The link between ML and risk management, particularly risk monitoring, 
is quite evident in that risk monitoring activities are performed on the basis of database analysis, 
statistical models and pattern recognition, Aziz and Dowling (2018) note that ML can assist 
organisations in identifying, measuring, estimating risk and assessing the effects associated 
with the risk. 
In the banking industry, ML clustering and classification algorithms (mainly decision trees and 
neural networks) have been implemented to improve fraud detection by processing 
unstructured data from trade, clients and employees to detect emerging behaviour patterns and 
links to uncover latent risk (Aziz and Dowling, 2018). Kaeeni, Khalilian and Mohammadzadeh 
(2018) identify Artificial Neural Networks (ANN), Decision Trees (DT) and Naïve Bayes (NB) 
algorithms as ideal data mining algorithms due to their capability to performs tasks such as 
estimation, extraction, clustering and classification.  
Hegde and Rokseth (2020) performed a review of machine learning techniques applied to aid 
in engineering risk assessment. Their review focused on risk-based control, risk identification 
and risk evaluation/analysis. Hegde and Rokseth (2020) highlight that the success of any ML 
algorithm will be dependent on the training and input data. The procurement of data could be 
historical, real-time or a combination of both. It is common practice in engineering related 
fields to record risks and safety incidents in  some form of textual documents, such as risk and 
incident reports. 
Algorithms can be programmed to assess risk for safety critical industries through ML 
techniques. This would allow for the processing of large volumes of data with information 
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relating to normal operating indicators and previous unwanted incidents, allowing the ML 
algorithm to establish insights between operational performance with risk and safety related 
incidents (Paltrinieri, Comfort and Reniers, 2019).  Processing this data will ease physical 
administrative data hassles and could greatly benefit the identification, analysis and evaluation 
of risks. Paltrinieri, Comfort and Reniers (2019) do warn that ML algorithms require “ideal 
data” as training data to ensure the algorithm performs optimally and are further prone to 
human error; noting that if certain risk factors are not included in the algorithm from the onset 
then the algorithm will not process data related to those factors.  
Table 3 is a summary of findings in risk management and machine learning literature. It is 
interesting to note that the articles are mainly focused on the risk identification and risk 
assessment processes of the RM process. A large portion of the articles favour the use of the 
ANN algorithm.  Hua (2009) attributes this to the fact that ANN’s have robust learning ability 
and ideal non-linear mapping abilities with high predication and classification abilities. 











(Kelner and Lerner, 
2012) 
NB ✓ - - - 
(Kaeeni, Khalilian and 
Mohammadzadeh, 
2018) 
NB - ✓ - - 
(Abbass et al., 2019) ANN - ✓ - - 
(Choi, Park and Jang, 
2019) 
ANN - ✓ - - 
(Hegde and Rokseth, 
2020) 
ANN - ✓ - - 
(Gondia et al., 2020) DT, NB ✓ - - - 
(Rødseth et al., 2020) ANN - ✓ - - 
(Chandrinos, Sakkas 
and Lagaros, 2018) 
ANN, DT ✓ - - - 
(Joseph, 2015) ANN ✓ - - - 
(Aziz and Dowling, 
2018) 
ANN, DT ✓ ✓ - - 
(Carnimeo, Foti and 
Vacca, 2015) 
ANN ✓ - - ✓ 
*NB: Naïve Bayes, ANN: Artificial Neural Network, DT: Decision Trees. 
Abbass et al. (2019) illustrates the workings of an ANN algorithm through the proposal of an 
intelligent security risk assessment model for Internet of Things security risks, which makes 
use of deep neural network algorithms. The particular neural network utilized in this model is 
convolutional neural network which is often used for image recognition or classification. The 
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model consists of two phases i.e. extraction and classification. Within the extraction phase, 
there exists two layers:  
• Convolutional layer is the layer in which data is collected and processed by artificial 
neurons from the input layer.  
• Max-pooling layer is a feature filtration layer which pools the data based on its most 
prominent features and classifies the data into predefined categories; this reduces the 
parameters and computations within the network. 
The learning within the ANN is achieved through a method known as backward propagation 
(BP), which is a supervised training method for ANN. Through training data, BP works back 
through the network form the output layers and seeks to iteratively reduce output error by 
optimizing the parameters in the previous layer. These parameters are commonly referred to as 
weights. Since the structure of an ANN is hierarchical, the process will be propagated 
backwards all the way through to the input layer. The process is done iteratively until the error 
is significantly reduced (Amrutha and Remya Ajai, 2018). In a risk management application, 
these layers would then contain various risk related data and as the algorithm develops, it then 
has a greater understanding of the parameters which constitute those risks. 
In the classification phase of the model by Abbass et al. (2019), the pooled data is fed into 
classifiers within a main layer known as the connected layer. Which processes and compiles 
data from the prior layers into a single output, which in this case would be the classification of 
security risk types. Abbass et al. (2019) further defines this model as self-learning, as each 
training output is stored as an input for further computation. Although this model is aimed at 
risk assessment, the concepts applied could be integrated for risk monitoring particularly within 
risk tracking, where risks are classified and grouped based on their consequence and 
probability.  
Carnimeo, Foti and Vacca (2015) have brought forward a supervised ANN model to monitor 
structural defects of historical buildings and provide an early warning detection to the end user. 
The proposed model makes use of image-based processing through camera sensors for image 
acquisition. Images are forward fed to the ANN, where image variations are detected by the 
algorithm and provide a measurement evaluation of the variation. Where variations exceed 
these pre-defined thresholds, the algorithm will then perceive this as a reduction in safety 
capacity and provide an alert signal to the responsible persons. The model by Carnimeo, Foti 
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and Vacca (2015) illustrates the capability of ANNs flexibility of data processing outside of 
conventional numerical and textual data.  
Kaeeni, Khalilian and Mohammadzadeh (2018) performed a study to find patterns and trends 
in railway detachment accidents through the use of multiple ML classification algorithms. This 
combination of multiple classifier algorithms is referred to as ensembles. The model by  
Kaeeni, Khalilian and Mohammadzadeh (2018) combines the prediction results of DT, NB and 
ANN for the risk assessment of train derailment incidents. Railway accidents were set out in 
groups based on their features where the learning was achieved through the national railway 
accident database. It was found that the enable classifier does deliver more accurate risk 
assessment of accident classification than any of the individual algorithms. 
However, it should be noted that whilst the model by Kaeeni, Khalilian and Mohammadzadeh 
(2018)  may deliver more accurate results it requires substantially more effort. This is because 
each of the individual ML algorithm computations are performed individually, following which 
a generic algorithm will need to compute the weighted average of each model to give the 
desired output. This study by Kaeeni, Khalilian and Mohammadzadeh (2018) illustrates the 
possibility of using more than one ML algorithm to better address  more complex situations. 
From the risk monitoring challenges outlined in Table 2, it can be seen that infrequent risk 
monitoring is a challenge which can be linked with each activity within the risk monitoring 
process. Kott and Arnold (2013) make note that continuous risk monitoring enables near 
continuous visibility of assets, linked with high value and risk, and highlights trends linked to 
the observed assets to allow for timely changes and prioritization of resources allowing for the 
most effective implementation of remedial action. Thus, continuous and effective flow of risk 
tracking, variance and trend analysis, planning and implementation of responses to risk and the 
review of risk management efficiency would likely curb the issue of infrequent risk monitoring. 
The below sections are aimed at addressing infrequent risk monitoring through the possible 
implementation of machine learning to facilitate the continuous flow of risk monitoring 
activities.  
Firstly, looking at the tools used in the risk tracking process, the risk register could certainly 
be integrable with machine learning as a data extraction source as well as a platform for the 
algorithm to update should new risks be identified. Checklists and probability impact grids are 
functions which could be programmed into ML algorithms. These tools could be used to 
facilitate classification of risks similar to Abbass et al. (2019), which would base risk 
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classification  on the assessed level of the risk and conditions leading to the presence of the 
risk.  However, risk meetings do not present a direct linkage to ML thus would not be 
considered as a tool which could be enhanced by ML. 
As highlighted by Aziz and Dowling (2019), the core functions of ML make use of database 
analysis, statistical models and pattern recognition, all of which feature prominently in the trend 
and variance analysis process. This offers a great opportunity for the integration of ML with 
tools such as EVM, performance measurement and cause-and-effect analysis.   
Moving towards the planning and implementation of risk responses, the study by Gondia et al. 
(2020) shows the use of decision trees within machine learning as a definite option. These 
could be used mainly as a classification format to map out routes to various programmed risk 
response actions. SWOT analysis aims at identifying opportunities and threats through the 
analysis of strengths and weakness; the study by Carnimeo, Foti and Vacca (2015) could be 
viewed as a process of SWOT analysis. Though the algorithm is designed mainly to detect 
threats based on the monitored environment, a similar principle could be applied to detection 
of opportunities. Expert judgement has possible links with ML; either through the use of 
previous judgement and rationale as input data or through the use of experts to cross-check the 
viability of outcomes produced by ML algorithms.  
Lastly, when looking at the risk review process, Arrow (2012) defines risk-based audits as a 
means for project assurance, typically guided by benchmarking RM performance and targets 
of similar projects at enterprise and industry level. This then would allow for ML algorithms 
to leverage data from similar projects as a basis to benchmark risk management performance. 
Similarly, with risk meetings in the risk tracking process, there is not much evidence to support 
that risk review meetings would directly benefit from ML integration. Figure 8 illustrates the 
possible integration of ML in risk monitoring activities and their associated tools as a means to 
address infrequent risk monitoring. 
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  Figure 8: Addressing infrequent risk monitoring through ML  
In understanding the implementation of ML into risk monitoring, it is essential to understand 
what prerequisites are needed to facilitate the use of ML. The prerequisites are as follows: 
• Data procurement: various organisations have structured and unstructured data across 
various business units. Identifying sources and data types is paramount as good training 
data is essential to define the problem area and develop the ML algorithm (Hurwitz and 
Kirsch, 2018).  
• Computing resources: ML requires a substantial amount of computing resources due 
to the massive amounts of data required and the challenging computations involved. 
These resources could include cloud computing services, high performance servers and 
various computing systems (Lee et al., 2019).  
• Experts and skilled individuals: in areas of ML will be required to facilitate data 
preparation, model selection, model configuration, modification and improvement of 
ML models (Lee et al., 2019). 
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2.6 Chapter conclusion 
Chapter 2 sourced literature published by various authors to establish existing knowledge on 
the topics of risk monitoring and machine learning. The literature provided a foundation on the 
understanding of risk and the management thereof, which is the basis for risk monitoring. 
Findings of the prevalent challenges faced during the risk monitoring process, as viewed by 
various authors, were established. Wu, Chen and Olson (2014) have illustrated the application 
of business intelligence approaches and tools within a global risk management context and 
found that these business intelligence tools enhanced risk management capabilities. 
These business intelligence tools are centred around artificial intelligence technologies. The 
article by Deloitte (2016) called to attention  the use of cognitive technologies and cited that 
cognitive technologies assisted organisations to proactively manage risk, which in turn ensures 
a competitive advantage. However, through the cited literature, the vast application of machine 
learning algorithms in the risk management context are applied mainly within the risk 









    
Chapter 3: Research methodology 
 
3.1 Introduction 
The literature review covered in Chapter 2 through the findings of various researchers, has 
established a knowledge base pertaining to the topics of project risk management and machine 
learning technologies. The research methodology builds on the findings of the literature review 
to establish the most suitable method for data collection, aimed at addressing the research 
questions established in Chapter 1.  
This chapter outlines and details the steps taken to address the research questions through the 
means of a quantitative research survey and provides insight as to why the selected research 
methodology was best suited for this study. 
 
3.2 Proposed research methodology 
 Cresswell (2014) defines research methodology as an approach to streamline research 
assumptions into a detailed method of data collection, analysis and  interpretation as a means 
to address the research problem. Cresswell (2014) groups research  methodologies into three 
categories. The first being quantitative research; where the  researcher seeks and examines a 
proposed phenomenon followed by gathering of objective data obtained from empirical 
observations and measures. Second, there is qualitative research where the research seeks to 
determine the  characteristics of a phenomenon through the collection of views from 
participants. The final category being a mix of both quantitative and qualitative methodologies. 
The proposed research methodology for this research is quantitative. Quantitative research 
methods are those that are reliant on the collection of numerical data to describe, predict or 
control a phenomenon of interest. Quantitative research can be grouped into experimental and 
non-experimental categories (Mertler, 2018). This research is classed as non-experimental, 
which can further be classified as being descriptive, correlational or casual-comparative non-
experimental research. Descriptive research aims to interpret and describe the status of an 
event, individuals or a setting. The researcher is simply studying the phenomena of interest as 
it exists with no alterations to the individuals, conditions or settings under observation. 
Descriptive surveys are typically conducted either through observational or survey research 
(Mertler, 2018). 
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Ball (2019)  defines a survey  as a variety of data collection methods which most commonly 
make use of a questionnaire. Ball (2019) advocates the use of a rigorous survey  methodology 
to ensure the production of valid, replicable, robust and meaningful data. A survey provides 
quantifiable descriptions of attitudes, trends, behaviours and opinions of a population by 
investigating a sample of the population (Cresswell, 2014). Czaja & Blair (2011) advise the 
use of the research problem and research questions as the starting point of a survey design. The 
research questions being 1.) What are the current challenges related to the monitoring phase of 
risk management within a project environment? 2.) Can Machine learning technologies be used 
to address issues currently faced in the monitoring phase of risk management within a project 
management environment? 
The quantitative survey methodology allowed the researcher to gauge the familiarity of the 
respondents with ML and the use, implementation and the preparedness of the respondents and 
their organisations, as well as ML implementation based on the identified prerequisites for ML 
implementation. When designing a survey, the researcher is required to select a mode through 
which the survey will be administered. Conventional survey delivery modes are mail surveys, 
telephone surveys, e-mail surveys, interviews and web-based surveys (Mertler, 2018). Table 4 
illustrates the advantages and limitations of the various modes of survey delivery. 
Table 4: Relative advantages and limitations of various survey delivery modes (Mertler, 2018). 




























Possibly Yes Yes Yes Yes Yes 
Facilities 
required 
Yes No No Yes No No 
Technology 
required 
No No No No Yes Yes 
Training 
required 
No No Yes Yes No No 
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Web-based surveys , also referred to as online surveys, come with various advantages: (i) it 
can be rapidly dispensed via social media or via email; (ii) there is minimal cost in distrubting 
the survey online; (iii) thecapturing of responses is automated and (iv) web-based surveys allow 
the respondents to conduct the survey at their own pace and convenience (Ball, 2019).  
Disadvantages include deceptive practices such as (i) duplicate responses; (ii) submission of 
fradulent responses; (iii) bias or over-representation of a specific view point due to respondents 
sharing the survey with friends and colleagues and (iv) the exclusion of individuals who do not 
have access to an internet connection (Ball, 2019).  
 
3.3 Research survey process 
This section details the typical steps followed when conducting a research survey. Figure 9 is 
an illustration on a typical research survey process. 
 
Figure 9: Research survey process (Ball, 2019). 
 
3.3.1 Survey design 
The data collection instrument utilised in this research was the questionnaire, which Trobia 
(2011) identifies as the main instrument used in survey data collection. Trobia (2011) further 
defines the questionnaire as a set of standardised questions which are presented in a fixed 
arrangement to collect individual data on a specified topic of interest. Czaja and Blair (2011) 
highlight that questionnaires obtain information via open-ended or close-ended questions. 
Open-ended questions allow for respondents to answer the questions in their own words 
whereas close-ended questions provide the respondents with a list of answers to choose from. 
The research made use of a mixture of open and close-ended questions.  
The questionnaire was designed based on the research questions and designed to collect data 
to address the research questions. Section A provided profiling information of the respondents 
to gauge their suitability within the population of interest. The design of the questions was 
informed by findings through literature. Section B of the questionnaire was aimed at addressing 
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research question one, whilst section C aimed at addressing research question two. Various 
scales of measurement from the Likert scale were used to scale and quantify responses of the 
participants. Table 5 outlines the research questionnaire design. The questionnaire is provided 
in Appendix A: Research questionnaire. 





Relation to problem statement Link to 
literature 
review 
Section A - This section provided professional 
background information on the 
respondents for the validation of the 
suitability of the respondents to the 
survey. 
- 
Section B RQ1: What are the current 
challenges related to the 
monitoring phase of risk 
management within a 
project environment? 
This section assessed the 
respondents’ understanding of the 
risk monitoring processes and their 
use of risk monitoring tools and 
techniques. This was followed by 
the validation of the risk monitoring 
challenges identified in literature 
based on the respondents’ attitudes 
towards the identified risk 
monitoring challenges. 
Linked to 
section 2.3 of 
the literature 
review. 
Section C RQ2: Can Machine 
Learning technologies be 
used to address issues 
currently faced in the 
monitoring phase of risk 
management within a 
project management 
environment? 
Section C was designed to gauge 
the familiarity of respondents with 
ML and their attitudes towards the 
use of ML to address the outlined 
risk monitoring challenges from 
literature. This section also aimed 
to assess the use of ML within the 
respondents’ organisations and 
their views on the integration and 
application of ML within the risk 
monitoring process. 
Linked to 
section 2.5 of 
the literature 
review. 




When performing a research study, the likelihood of obtaining data from every individual 
within a given population is not realistic. Thus, it is more practical to take a sample of the 
population. Ball (2019) makes note of the importance of the chosen method of sampling, as 
this will be vital to the external validity of the survey and should be representative of the larger 
population, whilst still being of optimal size to minimise sampling errors. Czaja and Blair 
(2011) highlight a concern regarding eligible participants who will be excluded in the sampling 
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frame and urges the researcher to determine and justify that this exclusion will not derail the 
research from its purpose. The population of interest for this research were project management 
professionals in any industry with current or prior exposure to risk management.  
3.3.2.2 Population 
Ball (2019) identifies two main sampling approaches for a web-based survey design, i.e. 
random and non-random sampling. Random sampling refers to various systematic techniques 
where sample members are selected randomly within the population with an equal probability 
of selection (Harter, 2011). Random sampling is the preferred method when a study aims to 
apply quantitative methods to data which allows generalisation to the larger population and 
allows for statistical analysis to be performed. Ball (2019) notes that when conducting a web-
based survey it is crucial to note that there is no clear estimate of the members of a population 
that may or may not have access to the internet. Thus, researchers either randomly contact 
individuals via alternate methods such as email or telephone requesting them to complete the 
online survey or a defined population of interest is identified within a geographical area, where 
members will be invited to conduct the online survey.  
An unknown number of professionals may exist who operate in project management roles with 
exposure to risk management and thus, defining the population as a whole was not 
straightforward. Random sampling of participants was done through contacting organisations 
with a project management department/function and requesting for the email contact details of 
employees suitable for the survey. Professional bodies involved in the fields of project risk 
management such as the Project Management Institute (PMI) South African Charter, South 
African Council for the Project and Construction Management Professions (SACPCMP) and 
Project Management South Africa (PMSA) were approached to obtain the email contacts of 
possible participants for the survey. Online professional social media platforms such as 
LinkedIn provided an opportunity to view professional profiles and experiences of possible 
participants involved in project risk management and to further invite them to participate in the 
online survey.  
The participants were contacted via email with the request to complete the survey. All details 
regarding the research, the use of responses from the questionnaire and the protection of the 
participants’ identity were outlined in the questionnaire cover letter which was attached to the 
request email. The chosen social media platform to engage with possible participants was 
LinkedIn. The questionnaire cover letter with the link to the questionnaire was attached to the 
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researcher’s profile where participants were messaged and requested to participate in the 
survey.  Those who chose to accept the request were directed to the link on the cover letter, 
which then directed the participants to the online questionnaire on the Google Forms platform. 
In the request sent to participants, those chose to accept the invitation were requested to share 
the invite to other professionals involved in project risk management who could also participate 
in the survey. The cover letter can be seen in Appendix B: Questionnaire cover letter. 
3.3.3 Data collection 
A key aspect of data collection is accounting for which of the contacted participants have 
responded to the survey and those that have not. The researcher will need to maintain a list of 
all participants and the outcome of each attempt to contact each participant. This is referred to 
as the disposition and audit trail (Ruel, Wagner and Gillespie, 2018). Czaja and Blair (2011) 
urges the monitoring of the disposition of questionnaires, such as the rate of refusals, 
ineligibles, non-contacts and completed questionnaires, as these are essential for the 
determining the rate of response and the validation of the data collection. Non-respondents 
were re-contacted at varying times of the day as well as varying days of the week. 
With this being an online web-based survey, there was no need to manually capture data into a 
data entry program as the responses to the questionnaire provided by the participants were 
automatically captured online. This allowed for simple transfer into a statistical analysis 
program. The web-based survey was designed to only permit participants to submit their 
responses once they provided responses to all the required questions.  
3.3.4 Data analysis 
The purpose of data analysis is the summation of the collected data in a manner which gives 
an answer to the research questions and in a way which can be practically and easily understood 
by the audience. The objectives of the research will subsequently drive the type of data analysis 
required, either through descriptive or inferential analysis (Sue and Ritter, 2015). Descriptive 
analysis refers to the description of the characteristics of a sampled variable, whereas the use 
of a sample’s descriptive data to generate estimates of the larger population is referred to as 
inferential analysis (Lavrakas, 2013). In web-based surveys, a hosting website typically allows 
for users to conduct data analysis on that platform and further provides the option to export the 
data to statistical software programs for more complex analyses (Sue and Ritter, 2015).  
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Lavrakas (2013) views Statistical Package for the Social Sciences (SPSS) as a power user-
friendly data management and statistical software package which allows the researcher to 
generate descriptive and inferential statistical analysis and presentation.  
Analysis of the collected survey data was analysed using SPSS, a statistical software package 
which offers advanced statistical analysis, typically used for data mining, market research and 
surveys. 
3.3.5 Reporting survey data 
Once the survey data has been collected, the subsequent step would be to report on the results 
of the data. This is a crucial part of the survey research process as this is where the results are 
communicated to the audience through visual aids (Toepoel, 2017). This included the graphical 
and/or tabular representation of the survey results, in order to effectively convey the data to the 
audience and what relation was present within the data. The analysed data was presented in the 
form of charts, tables and diagrams to illustrate any suitable patterns, trends and correlation of 
the observed variables. The results of the survey are discussed in Chapter 4.  
3.4 Data quality  
 
The quality of survey data is evaluated based on the reliability and validity of the measures 
derived from the observed data. Sampling errors, sampling and coverage problems and survey 
non-response measurement errors may pose a severe limitation to the reliability and usefulness 
of the data collected from the survey (Alwin, 2016). The basis of survey validity is how well 
the collected data covers the actual area under investigation, whilst reliability is the extent to 
which the measurement of an observed phenomenon provides stable and consistent data 
(Taherdoost, 2018). 
Table 6 highlights the components of validity as defined by Taherdoost (2018)  and their 







    
Table 6: Survey validity components (Taherdoost, 2018). 
Validity 
component 
Definition Application in this study 
Face validity The extent that instrument 
measurement 
items linguistically 
and analytically look like what 
is intended to be measured 
The researcher made use of a structured 
design methodology outlined in this 
chapter. 
Content validity The extent to which the 
instrument measurement items 
are relevant and 
representative of the identified 
phenomena and population. 
The sourcing of relevant principles and 
knowledge around the phenomenon of 
interest in the literature review. 
Construct validity The extent to which the 
instrument measurement items 
represent that which is intended 
to be measured. 
The comparison to measurement tools 
observing similar phenomena in related 
research studies. 
Criterion validity The extent to which an 
observed measure is related to 
an outcome. 





The extent to which the 
measurement of a phenomenon 
produces consistent and stable 
results.  
This was achieved through the application 
of survey design principles outlined in 
Chapter 3.3.  
  
3.5 Ethical considerations  
 
Researches need to be vigilant of their responsibility towards their research respondents and 
participants. Wolf et al. (2016) states that when designing a research project, researchers are 
required by law and professional ethics to limit the amount of personal information collected 
and to ensure that only data necessary to address the research is collected. Respondents should 
never be left with the perception that they have been mistreated, deceived, misled, or tricked, 
and respondents must have the freedom to withdraw and have their personal information 
deleted at any time. These considerations were taken were account throughout the design of 
the questionnaire, as well as in the implementation of the survey.  
 
3.6 Chapter conclusion 
 
Chapter 3 outlined the chosen methodology applied within this research, detailing the survey 
design process as well as the collection and analysis of data. With the survey being the selected 
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methodology, the survey process was designed and structured in a manner which would best 
assist the researcher in collecting data which would address the research questions.  
The survey design was based on researched survey methodologies to better ensure a reliable 
and valid data collection instrument. All data obtained has been presented and analysed in 








    
Chapter 4: Data collection & analysis 
 
4.1 Introduction  
 
The results and collected data of this research will be presented within this chapter. Data 
analysis will be performed on the set of data collected through the data collection phase of the 
research. The data analysis will seek to draw insights and results from the collected data and 
use these to provide conclusions to address the research questions. Results from the data 
analysis will be interpreted and discussed whilst providing visual and graphical representations 
of the results from the data collection. 
4.2 Survey analysis 
 
A web-based survey was conducted and distributed to project management professionals 
employed throughout various industries. A total of 30 responses were collected, of which one 
of the responses was not valid and thus discarded.  
Robson (2011) provides an approach to quantitatively analyse scaled responses which aim to 
measure people’s views, opinions, abilities and attitudes, through the use of the weighted 
average mean of the scores. This approach was applied by allocating a scale for each variable 
in a question and multiplying it by the number of respondents selecting that option and then 
diving that by the total number of respondents. The responses have been analysed, interpreted 
and presented in the sub-sections below.  
4.2.1 Respondent profile  
 
Section A focused on the professional backgrounds of the respondents; the collected data has 
been presented below. The objective of the collection of the data is to verify the suitability of 
the respondents to the outlined population. The collected data shows that the engineering and 
construction industry was the most represented by 80% of respondents; 7% were in the mining 
industry; 7% were in the technology, media and telecommunications industry; 3% were in the 






    
 
Figure 10: Industry in which respondents operate 
 
The participants were questioned on their level of experience within project management, 
where 31% of respondents had 0-5 years project management experience; 28%  had 5-10 years 
project management experience; 21% had 10-15 years project management experience and 




    
 
Figure 11: Respondents' experience levels in Project Management. 
 
The final question in section A was focused on the respondents’ level of experience within risk 
management. Collected data shows that the majority of respondents at 56% had 0-5 years risk 
management experience; 10% of respondents had 5-10 years risk management experience; 
17% of respondents had 10-15 years experience and 17% of respondents had 15 or more years 







    
 
Figure 12: Respondents' experience level in Risk Management. 
Table 7 illustrates the cross tabulation analysis of the respondents’ experience in project and 
risk management, where it is noted that respondents with project management experience in 
the ranges of 0-5 years and 5-10 years generally have a level of risk management experience 
corresponding to those ranges. Higher levels of project management corresponded with higher 















    
 
















Count 9 0 0 0 9 
% respondents with project 
management experience. 
100% 0% 0% 0% 100% 
% respondents with risk 
management experience. 
56% 0% 0% 0% 31% 
% of total 31% 0% 0% 0% 31% 
5-10 years 
Count 6 2 0 0 8 
% respondents with project 
management experience. 
75% 25% 0% 0% 100% 
% respondents with risk 
management experience. 
38% 67% 0% 0% 28% 
% of total 21% 7% 0% 0% 28% 
10-15 years 
Count 1 1 4 0 6 
% respondents with project 
management experience. 
17% 17% 67% 0% 100% 
% respondents with risk 
management experience. 
6% 33% 80% 0% 21% 
% of total 3% 3% 14% 0% 21% 
15+ years 
Count 0 0 1 5 6 
% respondents with project 
management experience. 
0% 0% 17% 83% 100% 
% respondents with risk 
management experience. 
0% 0% 20% 100% 21% 




Count 16 3 5 5 29 
% respondents with project 
management experience. 
55% 10% 17% 17% 100% 
% respondents with risk 
management experience. 
100% 100% 100% 100% 100% 
% of total 55% 10% 17% 17% 100% 
 
4.2.2 Risk monitoring use and challenges analysis  
 
Section B questioned the participants on their familiarity with risk monitoring processes, their 
level of use of risk monitoring tools and techniques, their attitudes towards the risk monitoring 
challenges identified and their attitudes towards machine learning and its adoption into project 
risk management.  
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Question 4 questioned the participants on their level of use of given standardized risk 
management processes through the use of the Likert scale’s frequency of use (1 = never, 2 = 
almost never, 3 = sometimes, 4 = almost every time, 5 = every time). Following the approach 
by Salkind (2015), the weighted average score (WAS)  allows for  the calculation of a more 
accurate average of the responses. The data is graphically presented in Figure 13. 
 
Figure 13: Risk management standards utilised by respondents. 
 The risk management standards by the British Standards Organisation (BSI3100), Committee 
of Sponsoring Organisations (COSO) and Project Risk Analysis and Management (PRAM) 
were the least used among the respondents, with a WAS of 2.00, 2.03, 2.21 respectively, 
indicating on average that respondents almost never make use of these risk management 
standards when managing projects. The data further indicated that the most used risk 
management standards were internal enterprise risk management processes and the Project 
Management Body of Knowledge (PMBOK) standard, followed by internal risk management 
procedures with weighted mean scores of 3.86 and 3.41 respectively.   
Using the responses allocated to the internal risk management standard as an illustration, the 
WAS was calculated by obtaining the sum of the scaled ratings of each response option 
multiplied by the number of responses for the corresponding option, which is the weighted total 
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= 1(2) + 2(3) + 3 (9) + 4(11) + 5(4) = 99. The WAS is then the weighted total divided by the 
total number of responses = 99/29 = 3.41 (Salkind, 2015). The maximum and minimum values 
of the WAS are bound by the values attributed to the scale, in this case 5 being the maximum 
and 1 being the minimum WAS. The frequency of use of the risk management standards is 
indicated in  
Appendix C: Respondents' level of use of risk management standards with the weighted mean scores 
for the responses presented in Table 8. 
Table 8: Weighted average scores of risk management standards; utilised by respondents. 
Standardised RM process Weighted average score 
PMBOK 3.86 






Question 5 addressed the level to which the participants were familiar with risk monitoring 
activities. This was done through the Likert scale’s level of familiarity (1= not at all familiar, 
2 = slightly familiar, 3 = somewhat familiar, 4 = moderately familiar, 5 = extremely familiar). 
The obtained responses are illustrated in Figure 14.  
 
 
Figure 14: Respondents' level of familiarity with risk monitoring activities. 
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On average the responses predominantly indicated that the respondents were, at a minimum, 
somewhat familiar with all five risk monitoring activities derived as indicated by the lowest 
WAS of 3.79 as indicated in Table 9Table 9. Documentation and communication, planning and 
implementation of risk responses were the activities that respondents were most familiar, with 
a WAS of 4.21 and 4.07, respectively. 
Table 9: Weighted average scores of respondents' level of familiarity with risk monitoring activities. 
Activity Weighted average score 
Documentation and communication 4.21 
Planning and implementation of risk responses 4.07 
Risk review 4.00 
Risk tracking 3.97 
Trend and variance analysis 3.79 
 
Question 6 made use of the Likert scale’s frequency of use scale to determine the frequency of 
use of risk monitoring tools by the participants; 1 = never, 2 = almost never, 3 = occasionally, 
4 = almost every time, 5 = every time. The data indicated that on average, the majority of the 
listed risk monitoring tools are used at a minimum occasionally used amongst the respondents.  
Cause-and-effect analysis and risk review meetings ranked amongst the highest used  risk 
monitoring tools  each with a WAS of 4.03 as presented in Table 10Table 10. This indicated that 
these tools were used almost every time amongst the respondents. The risk register appears to 
be the only tool which all respondents have made use of as depicted in Figure 15. 
 
Figure 15: Respondents' use of risk monitoring tools and techniques. 
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Table 10: Weighted average scores of respondents' use of risk monitoring tools and techniques. 
Tool/technique Weighted average score 
Cause-and-effect analysis 4.03 
Risk review meetings 4.03 
Risk register 3.93 
Performance measurement 3.93 
Checklists 3.90 
Risk meetings 3.79 
Probability impact grids/risk matrices 3.59 
Expert judgement and facilitation 3.59 
SWOT analysis 3.55 
Earned value management 3.52 
Risk-based audit 3.45 
Decision tree diagrams 3.28 
 
Question 7 made use of the Likert scale’s level of agreement scale (1 = strongly disagree, 2 = 
disagree, 3 = neither agree or disagree, 4 = Agree, 5 = strongly agree) to determine the level of 
which the participants agreed or disagreed with the identified risk monitoring challenges. Based 
on the WAS, the collected responses indicated that the respondents were generally in 
agreement with the identified risk monitoring challenges, with the lowest WAS of the 
responses being calculated at 3.69 as presented in Table 11. Inadequate risk database and 
stakeholder diplomacy appeared to be the challenges which resonated the most with 
respondents with WASs of 4.10 and 4.00 respectively, indicating that the respondents strongly 
agree with these challenges. The lowest level of disagreement noted was for the static risk 
assumptions challenge with a WAS of 3.69. The data collected for question 7 is illustrated in 
Figure 16. 
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Figure 16: Respondents' level of agreement with identified risk monitoring challenges. 
 The high level of agreement indicated that respondents viewed inadequate risk database as a 
leading challenge, which is echoed by Aziz and Dowling (2019) who noted that inadequate 
risk data base is a prime challenge for ML implementation within risk management. It was 
further noted that organisations generally are challenged when organising and managing 
internal risk related data. The findings in literature by Kott and Arnold (2013) support the view 
that inadequate risk database is a pertinent challenge within the risk management space. 
The strong level of agreement with the stakeholder diplomacy challenge supports the findings 
of Moshesh, Niemann and Kotze (2018), which indicate that stakeholder diplomacy is a notable 
challenge in risk management. It was further cited that misalignment in risk priorities and 
objectives between stakeholders have been a major challenge for organisations, leading to 
inefficiency and ineffectiveness of risk management.  
Kim et al. (2018)’s findings coincide with the level of agreement attributed to the lack of a 
clear risk management efficiency challenge. These findings indicate that objective risk 
monitoring is inhibited by a limitation of performance indicators.   
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Table 11: Weighted average scores of respondents' level of agreement with identified risk monitoring challenges. 
Challenge Weighted average score 
Inadequate risk database 4.10 
Stakeholder diplomacy 4.00 
Lack of a clear metric for risk management 
efficiency 
3.97 
Infrequent monitoring 3.79 
Static risk assumptions 3.69 
 
4.2.3 Machine learning integration into project risk management 
 
Section C of the survey was designed to gauge the familiarity of respondents with ML and their 
attitudes towards the use of ML, in order to address the outlined risk monitoring challenges 
from literature. This section further aimed to assess the use of ML within the respondents’ 
organisations and their attitudes on the integration of ML with the risk monitoring tools and 
techniques. 
Question 9 made use of the Likert scale’s level of awareness to assess the participants’ 
awareness of machine learning. The responses indicated that the majority of respondents have 
some level of awareness on the topic of machine learning. 34% of respondents considered 
themselves moderately aware; 24% somewhat aware; 24% slightly aware; 14% extremely 




    
 
 
Figure 17: Respondents' level of awareness of machine learning. 
 
The data collected in question 10 pertained to the level of affect to which the respondents 
believe machine learning would have on the monitoring of risks. The respondents had an 
optimistic outlook on the effect of ML on risk monitoring with only 3% believing that ML will 
have no affect and another 3% believing it will have a minor affect. 62% of respondents were 
of the view that ML will have a major effect of risk monitoring; 21% indicating that the affect 




    
 
Figure 18: Respondents' views on the affect of machine learning on risk monitoring. 
 
The cross tabulation between question 9 and question 10 is illustrated in Table 12 and Figure 19. 
The data indicates that 100% of respondents who were not aware of ML view its effect on risk 
monitoring as major. 40% of respondents who were moderately aware of ML viewed its effect 
on risk monitoring as moderate, whilst the other 60% in the same category of ML deemed its 
effect on risk monitoring as major. In the case of respondents extremely aware of ML, 75% 





    
 
Figure 19:Relation to respondents' ML awareness and ML effect on risk monitoring. 
 
Table 12: Cross tabulation of ML awareness and ML effect on risk monitoring. 
ML 
awareness 
Description ML effect on the monitoring of risks 
Total 










Not aware at 
all 
Count 0 0 0 0 1 1 
% of respondents at 
this level of ML 
awareness 
0% 0% 0% 0% 100% 100% 
% of respondents 
which view ML 
affect at this level 
0% 0% 0% 0% 6% 3% 
% of total 0% 0% 0% 0% 3% 3% 
Slightly 
aware 
Count 0 1 1 0 5 7 
% of respondents at 
this level of ML 
awareness 
0% 14% 14% 0% 71% 100% 
% of respondents 
which view ML 
affect at this level 
0% 100% 33% 0% 28% 24% 
% of total 0% 3% 3% 0% 17% 24% 
Count 0 0 2 2 3 7 
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ML 
awareness 
Description ML effect on the monitoring of risks 
Total 












% of respondents at 
this level of ML 
awareness 
0% 0% 29% 29% 43% 100% 
% of respondents 
which view ML 
affect at this level 
0% 0% 67% 33% 17% 24% 
% of total 0% 0% 7% 7% 10% 24% 
Moderately 
aware 
Count 0 0 0 4 6 10 
% of respondents at 
this level of ML 
awareness 
0% 0% 0% 40% 60% 100% 
% of respondents 
which view ML 
affect at this level 
0% 0% 0% 67% 33% 34% 
% of Total 0% 0% 0% 14% 21% 34% 
Extremely 
aware 
Count 1 0 0 0 3 4 
% of respondents at 
this level of ML 
awareness 
25% 0% 0% 0% 75% 100% 
% of respondents 
which view ML 
affect at this level 
100% 0% 0% 0% 17% 14% 
% of total 3% 0% 0% 0% 10% 14% 
Total 
` Count 1 1 3 6 18 29 
% of respondents at 
this level of ML 
awareness 
3% 3% 10% 21% 62% 100% 
% of respondents 
which view ML 
affect at this level 
100% 100% 100% 100% 100% 100% 
% of total 3% 3% 10% 21% 62% 100% 
 
Question 11 of the survey gauged the probability of the integration of the listed risk monitoring 
tools and techniques with machine learning. This was achieved using Likert’s scale of 
probability where 1 = not probable, 2 = somewhat improbable, 3 = neutral, 4 = somewhat 
probable and 5 = very probable. The data collected for question 11 is illustrated in Figure 20. 
On average, the respondents appeared to display a fairly optimistic view on the probability of 
the integration of ML with risk monitoring tools and techniques, with the lowest WAS being 
3.76 (risk review meetings). The integration of ML with the checklists, cause-and-effect 
analysis and performance measurement tools were amongst the highest, with WASs of 4.52, 
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4.42 and 4.38 respectively. The weighted averages of the responses to question 11 are 
illustrated in Table 13. 
 
Figure 20: Respondents' views on machine learning integration with risk monitoring tools and techniques. 
The respondents viewed checklists as being highly integrable with machine learning. Rødseth 
et al. (2020) supports this view point based on their proposal for a ML based anomaly detection 
for asset maintenance. Rødseth et al. (2020) achieved this using historical data to identify 
operational patterns leading to the emergence of risk and thresholds through the use of 
checklists and risk matrices to cluster possible asset failures. Probability impact grids/risk 
matrices and ML integration were similarly viewed by respondents as being very probable. 
Hassan, (2019) proposes a similar use of checklists and risk matrices for the conceptual 
modelling of a risk identification algorithm.  
Deloitte (2018) advocates the use of performance measurement indicators and key performance 
indicators for risk monitoring algorithms, to provide an indication that the model is performing 
as intended; the respondents share a similar viewpoint in their assessment of ML integration 
with performance measurement. This could further lend itself to providing a clear and defined 
metric for risk management efficiency.  
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There is limited literature making reference to the use of risk related meetings in any form of 
ML applications. This is reflected in the respondents’ ranking of risk meetings and risk review 
meetings as the least probable risk monitoring tools to be integrated with ML. 
Table 13: Weighted average scores of the respondents’ views on machine learning integration with risk monitoring tools and 
techniques. 
Tool/technique Weighted average score 
Checklists 4.52 
Cause-and-effect analysis 4.45 
Performance measurement 4.38 
Probability impact grids/risk matrices 4.34 
Risk register 4.28 
Risk-based audit 4.24 
Decision tree diagrams 4.21 
Earned value management 4.17 
SWOT analysis 4.14 
Expert judgement and facilitation 3.93 
Risk meetings 3.86 
Risk review meetings 3.76 
 
Question 12 was aimed at gauging the level of improvement (1= no improvement, 2 = slight 
improvement, 3 = improvement, 4 = major improvement) which ML would bring in addressing 
the outlined risk monitoring challenges. The overall outlook of the data indicated that 
respondents believed that ML would bring at least a slight improvement or more to the outlined 
challenges. From the WASs presented in Table 14Table 14, the inadequate risk data base 
challenge was viewed as the challenge which would have the highest level of improvement 
with a WAS of 3.38, followed by infrequent monitoring with a WAS of 3.24. 
 
 Stakeholder diplomacy appeared to be the challenge that was viewed to have the least 
improvement from ML integration with the lowest WAS of 2.72, which ranked well below the 
other challenges. The lack of a clear metric for risk management efficiency (14%) and 
stakeholder diplomacy (10%) were the only challenges amongst respondents which were 
viewed as having no improvement with ML integration. The responses to question 12 are 
depicted in Figure 21. 
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Figure 21: Respondents' views on the improvement machine learning will bring to the identified risk monitoring challenges. 
Technological advancements in data processing, storage and analysis have led to  
improvements in database management. Zhou et al. (2020) notes that database governance 
required for ML application will greatly benefit database management and data quality which 
includes, data discovery, data labelling, data cleaning and data integration. This ties into the 
views of respondents, who deemed inadequate risk database as the risk monitoring challenge 
which would be best improved by ML integration. 
From reviewed literature, there was no clear indication from authors that challenges related to 
stakeholder diplomacy would directly be resolved through ML implementation. However, 
collected data from the participants indicate that they believe ML implementation will have a 
major improvement on stakeholder diplomacy challenges. 
Although respondents did not rank the lack of a clear metric for risk management efficiency 
higher up on the challenges to be improved by ML, the challenge remained one that can see 
major improvement from ML implementation as per the views of the respondents.  Aziz and 
Dowling (2019) holds a similar view, noting that ML provides real-time knowledge of risks 
and allows for dynamic adjustment of an organisation’s risk management approach. 
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Table 14: Weighted average scores of the respondents’ views on the improvement ML will bring to risk monitoring 
challenges. 
Challenge Weighted average score 
Inadequate risk database 3.38 
Infrequent monitoring 3.24 
Static risk assumptions 3.14 
Lack of a clear metric for risk management 
efficiency 
3.10 
Stakeholder diplomacy 2.72 
 
A comparison of the weighted average scores of question 7, which gauged the level of 
agreement the respondents had with identified risk monitoring challenges, and question 12, 
which aimed to obtain the level of improvement which ML will bring towards the identified 
risk monitoring challenges is presented in Table 15Table 15. 
The difference between the WAS for the corresponding challenges in both questions 7 and 12, 
indicated the level of improvement ML would bring to the challenge in relation to the level of 
agreement attributed to the corresponding challenge. The lower the difference in WAS the 
more likely it is that ML will improve the challenge as per the views of the respondents. 
 In the responses to both questions, inadequate risk database had the highest WAS and the 
lowest WAS difference (0.55); indicating that this was the challenge that respondents had the 
highest level of agreement whilst also viewing it as the challenge that would be best addressed 
by ML application. Static risk assumptions challenge had an identical difference in WAS, 
likewise, indicating that respondents believe this challenge would be better addressed by ML. 
Stakeholder diplomacy was ranked the least likely challenge to be improved by ML, based on 
the difference in WAS of 1.28 followed by the lack of a clear metric for risk management 
efficiency which had a WAS difference of 0.87. These challenges were ranked second and third 







    
Table 15: WAS comparison of the respondent’s’ level of agreement and views on level of improvement of risk monitoring 
challenges. 




WAS difference in 





4.1 3.38 0.72 
Stakeholder 
diplomacy 
4 2.72 1.28 
Lack of a clear 
metric for risk 
management 
efficiency 
3.97 3.1 0.87 
Infrequent 
monitoring 
3.79 3.24 0.55 
Static risk 
assumptions 
3.69 3.14 0.55 
 
Question 13 was designed to ascertain the level of importance which participants attributed to 
the identified prerequisites for ML implementation, where 1 = not important, 2 = slightly 
important, 3 = moderately important, 4 = important and 5 = very important.  Question 14 
gauged the respondents’ views on their organisations’ state of preparedness in terms of the 
prerequisites where 1 = poor, 2 = fair, 3 = good, 4 = very good and 5 = excellent. The 
respondent data for question 13 and 14 is depicted in Figure 22 and Figure 23 respectively, with 
the weighted average scores presented in Table 16Table 16. 
Looking at the respondents’ views on the importance of the prerequisites, it was noted that 
none of the respondents viewed the prerequisites as not important. Based on the WAS, the 
respondents’ view the prerequisites as being very important, with computing resources having 
the highest was of 4.41 and the lowest WAS being 4.34 for employment of experts. The high 
level of importance was attributed to data procurement and employment of experts which 
correlates with findings made  by Aziz and Dowling (2019), who likewise noted that a major 
concern for firms is their employees’ ability to understand and work with ML solutions. 
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However, looking at the state of the preparedness in the respondents’, the level of preparedness 
in terms of the prerequisites based on the WAS can be classified as being fair. Employment of 
experts had the highest WAS at 2.52, whilst computing resources has the lowest WAS at 2.45. 
 
Figure 22: Respondents' views on the importance of machine learning implementation prerequisites. 
Findings in literature by authors such as Paltrinieri, Comfort and Reniers (2019) highlight the 
importance of processing large volumes of data as a key element of ML application within risk 
management. This is in line with views of the respondents who arrtibuted computing resources 
as the leading prerequisite for ML implementation.  
 
In line with the findings that inadequate risk database was ranked as the leading risk monitoring 
challenge, data procurement has been ranked by respondents as being very important in ML 
application into risk mangement, supported by Hurwitz and Kirsch (2018) and Paltrinieri, 
Comfort and Reniers (2019).  
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Figure 23: Respondents' views on their organisations' preparedness in relation to the ML implementation prerequisites. 
 
Table 16: Weighted average scores of ML prerequisite importance and organisational preparedness. 
ML prerequisite Level of importance WAS Organizational preparedness WAS 
Computing resources 4.41 2.45 
Data procurement 4.34 2.48 
Employment of experts 4.34 2.52 
 
Question 15 evaluated the level of machine learning maturity in the respondents’ organisations. 
Very few of the respondents’ organisations had implemented machine learning, with only 7% 
of respondents working in organisation classified as early adopters (0-2 years); 10% of 
respondents’ organisations were mid-stage adopters (2-4 years) and none of respondents 
indicated their organisations were mature adopters of machine learning (5+ years). In total, 
only 17% of respondents are operating in organisations which have implemented ML. The 
majority of respondents (52%) were in organisations that were evaluating use cases for ML; 
17% of respondents were in organisations that were developing ML models and 14% of 
respondents were in organisations which were preparing ML models for production as depicted 
in Figure 24. 
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Figure 24: Level of machine learning maturity in respondents' organisations. 
 
The final question of this section questioned the participants as to whether they would consider 
additional training to assist them in managing projects which would make use of machine 
learning. 76% of respondents indicated that they would definitely consider additional training; 
24% of respondents indicated they may or may not consider the additional training and none 
of the respondents indicated that they would not consider additional training as illustrated in 
Figure 25.  
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Figure 25: Responses on whether participants would consider additional training of manage projects making use of ML. 
 
4.3 Chapter conclusion  
 
Chapter 4 presented the data analysis and results derived from the responses obtained in the 
research questionnaire. Section A of the questionnaire provided insight on the respondent 
profile, giving an indication of the suitability of the participants to the survey, as well as proving 
correlation between risk management experience and project management experience. 
The data obtained from section B presented the respondent’s familiarity with risk monitoring 
tools, their use of said tools and their attitudes towards the risk monitoring challenges identified 
in literature. The data obtained in this section was aimed at addressing research question 1. 
Finally, the collected data from section C of the questionnaire presented the responses of the 
participants’ familiarity with ML, their views on ML integration into risk monitoring and the 
effect it will have on the outlined challenges. Further data were collected regarding the use and 
preparedness of ML in the respondents’ organisations. The data presented from section C was 
a means to address research question 2.  
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Chapter 5: Conclusion 
 
5.1 Introduction  
 
Risk management is a crucial process to any organisation,  regulated by industry wide standards 
and internal organisational guidelines (Willumsen et al., 2019). Risks are prevalent where 
uncertainty is present, i.e. the dynamic nature of a project environment exposes projects to 
ongoing risks (Teller, Kock and Gemünden, 2014). Effective risk management requires 
continuous monitoring and evaluation of risks, as well as clear communication and consultation 
with project stakeholders (Lihua, 2009).   
Industry 4.0 has transformed the way in which organisations execute projects. Artificial 
intelligence is one of the leading industry 4.0 technologies which has the potential to rapidly 
accelerate project performance (Zin, Nang and Kham, 2018). Machine learning is a subset of 
artificial intelligence. Authors such as Aziz and Dowling (2018) note that ML has the capability 
of assisting organisations in identifying, measuring, estimating risk and assessing the effects 
associated with the risk.  The objective of the research was to establish whether the predictive 
and automated decision-making capabilities of machine learning have the capability of 
optimising risk monitoring practices within a project environment. 
The following research questions were derived as a means to draw a conclusion to the problem 
statement:  
• RQ1: What are the current challenges related to the monitoring phase of risk 
management within a project environment? 
 
• RQ2: Can machine learning technologies be used to address challenges currently faced 
in the monitoring phase of risk management within a project management environment? 
This chapter concludes the research by compiling the findings from literature and data collected 
from the research questionnaire conducted, to provide answers to the research questions. This 
chapter further provides recommendations based on the research results and the potential for 
future research.  
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5.2 Research results 
 
The literature review established existing knowledge on challenges faced in risk monitoring, 
machine learning technologies and their application in risk management.  From the knowledge 
base established from literature, a questionnaire was prepared to collect data from project 
management and risk management practitioners around challenges faced during risk 
monitoring and the use of ML to address the challenges.  
5.2.1 Research question one results 
 
The research questionnaire presented a set of industry risk management standards to ascertain 
the familiarity and frequency of use of the standards amongst the practitioners. The project 
management body of knowledge (PMBOK® Guide) and the internal enterprise risk 
management standards were the most frequently used amongst practitioners. 
Through the use of the Likert scales’ level of familiarity, the questionnaire presented the risk 
monitoring process derived from literature, where the practitioners were found to be extremely 
familiar with the planning and implementation of risk responses, risk review and the 
documentation and communication processes. The results further indicated that the 
practitioners were somewhat familiar with risk tracking, as well as trend and variance analysis 
processes. 
Risk monitoring challenges were identified from literature and the research questionnaire 
sought to ascertain the attitudes of practitioners towards these identified challenges. These 
challenges were namely; inadequate risk database, infrequent monitoring, stakeholder 
diplomacy, the lack of a clear metric for risk management efficiency and static risk 
assumptions. Through the use of the Likert scales’ level of agreement, the data established that 
the practitioners strongly agreed with the challenges of inadequate risk data base and 
stakeholder diplomacy. The practitioners were in agreement with the remaining three 






    
Table 17: Results on risk monitoring challenges. 
Challenge Level of agreement 
Inadequate risk database Strongly agree 
Stakeholder diplomacy Strongly agree 
Lack of a clear metric for risk management 
efficiency 
Agree 
Infrequent monitoring Agree 
Static risk assumptions Agree 
 
5.2.2 Research question two results  
 
The section of the questionnaire focusing on ML presented the practitioners with questions in 
relation to their familiarity with ML and their perception of the effect ML will have on the 
monitoring of risks. These results indicated that only 6% of practitioners were not at all aware 
of ML, 62% of practitioners believe that ML will have a major effect on risk monitoring; whilst 
a further 21% believe its effect will be moderate and only 3% believed ML will have no effect 
on risk monitoring.  
Based on the risk monitoring tools and techniques presented, the practitioners were questioned 
on their views toward the level of probability that the tools and techniques could be integrated 
with ML. Nine of the twelve tools and techniques were deemed to have very probable 
integration with ML, whilst integration with expert judgement and facilitation, risk meetings 
and risk review meetings were deemed as somewhat probable as indicated in Table 18. 
Table 18: Results on ML integration with risk monitoring tools/techniques. 
Tool/technique Probability of integration with ML 
Checklists Very probable 
Cause-and-effect analysis Very probable 
Performance measurement Very probable 
Probability impact grids/risk matrices Very probable 
Risk register Very probable 
Risk-based audit Very probable 
Decision tree diagrams Very probable 
Earned value management Very probable 
SWOT analysis Very probable 
Expert judgement and facilitation Somewhat probable 
Risk meetings Somewhat probable 
Risk review meetings Somewhat probable 
 
Following this, the practitioners were questioned on the level of improvement which ML would 
bring to the identified risk monitoring challenges. These results are presented in Table 19, where 
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the results indicate that on average the practitioners believe the four of the five identified risk 
monitoring challenges will see major improvement through ML application, whilst the 
stakeholder diplomacy challenge will be improved. A comparison between the level with which 
the practitioners agreed with the risk monitoring challenges and the level of improvement 
which ML will bring to these challenges was conducted. These results indicated that infrequent 
monitoring and static risk assumption were ranked the most likely to be improved by ML and 
stakeholder diplomacy was ranked the least likely to be improved by ML. 
Table 19: Results on ML improvement to risk monitoring challenges. 
Challenge ML improvement to challenge 
Inadequate risk database Major improvement 
Infrequent monitoring Major improvement 
Static risk assumptions Major improvement 
Lack of a clear metric for risk management 
efficiency 
Major improvement 
Stakeholder diplomacy Improvement 
 
Prerequisites for the implementation of ML were identified from literature and presented to the 
practitioners. They were requested to indicate the level of importance they attribute to each 
prerequisite and their organisation’s preparedness in relation to each prerequisite. Table 20 
presents these results, where the identified prerequisites were identified as being very important 
whilst the organisational preparedness in relation to the ML prerequisites was identified as 
being fair for all three. Further to this, practitioners were questioned regarding the use of ML 
within their organisations where results indicated that only 17% of the respondents’ 
organisations had adopted and implemented ML applications.  
Table 20: Results on ML prerequisite importance and organisational preparedness. 
ML prerequisite Level of importance  Organisational preparedness 
Computing resources Very important Fair 
Data procurement Very important Fair 
Employment of experts Very important Fair 
 
The questionnaire concluded by asking whether the practitioners would consider additional 
training to manage projects making use of ML. 76% of respondents indicated they would 





    
5.3 Recommendations 
 
The findings from literature indicated that the majority of machine learning applications in risk 
management are concentrated around the risk identification and risk assessment processes. This 
research has presented the need and potential for further investigation into the use of machine 
learning technologies within project risk monitoring.  
The results further highlighted the risk monitoring challenges experienced within project 
environments, while revealing that machine learning application in practice is relatively low.  
Emphasis should be placed on improving organisational databases and data procurement as 
this will provide the foundation for a wider scope of artificial intelligence solutions.  
5.4 Research limitations 
 
The limitations around the research topic were largely due to a lack of in-depth literature on 
machine learning applications within risk monitoring. The majority of the existing literature 
was primarily focused on the use of machine learning within the risk identification and risk 
assessment processes of risk management. Further to this, existing applications of ML within 
risk management are mostly conceptual; therefore, there is not much empirical validation on 
the practical application of machine learning to address project risk management challenges.  
5.5 Future research 
 
This research has made use of literature and collected data from the research questionnaire to 
ascertain risk monitoring challenges and to obtain views and attitudes of practitioners regarding 
whether machine learning can assist in addressing these challenges. Expectantly, as the 
implementation of artificial intelligence increases within, future research should be aimed at 
obtaining real world applications of machine learning within projects, where the effects can be 
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Appendix A: Research questionnaire 
 




You are invited to participate is this survey which aims to investigate the possible application 
of artificial intelligence technologies such as machine learning into project management areas 
such as risk management. Please select the answer which best matches your view. Please 
provide an answer for each question and submit your responses at the end of the survey.  
* Required 
Section A: Background information 
1.) Sector/Industry in which you currently operate in. * 
☐Engineering and construction 
☐Mining 
☐Financial services 
☐Technology, media and telecommunications  
☐Other: 
 















    
Section B: Risk monitoring challenges 
A risk is defined as the probability of the occurrence of an uncertain event which changes the 
outcome of an activity with either positive or negative consequences. Risk management is a 
coordinated set of activities aimed at directing and controlling risks which affect an 
organisation’s ability to achieve its objectives.  
This section focuses on the risk monitoring phase of the risk management process with the aim 
of identifying challenges and the use of tools and techniques associated with risk monitoring.  
 
4.) To what extent does your organisation make use of the following standardised 
risk management processes when managing projects? *  










☐ ☐ ☐ ☐ ☐ 
ISO31000 ☐ ☐ ☐ ☐ ☐ 
BSI31100 ☐ ☐ ☐ ☐ ☐ 
COSO ☐ ☐ ☐ ☐ ☐ 
PMBOK ☐ ☐ ☐ ☐ ☐ 
PRAM ☐ ☐ ☐ ☐ ☐ 
 
5.) The risk monitoring phase consists of five activities. Please indicate your level of familiarity 
with each of these activities. * 










Risk tracking (The 
tracking and evaluation of 
identified risks to 
establish their risk status) 
☐ ☐ ☐ ☐ ☐ 
Trend and variance 
analysis (The detection of 
uncertainty and risk 
through the observation of 
variance between the 
planned and actual 
outcomes of project 
activities)  
☐ ☒ ☐ ☐ ☐ 
Planning and 
implementation of risk 
responses (Risk response 
strategies are aimed at 
☐ ☐ ☐ ☐ ☐ 
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5.) The risk monitoring phase consists of five activities. Please indicate your level of familiarity 
with each of these activities. * 










treating risks which 
exceed project tolerance 
levels, these include risk 
avoidance, transferal, 
mitigation or acceptance) 
Risk review (Risk review 
is activity undertaken to 
establish the effectiveness 
implemented risk 
response strategies and 
the implementation of risk 
management as a whole)
  





of outcomes, amendments 
and developments all risk 
related information)  
☐ ☐ ☐ ☐ ☐ 
 
6.) The activities within risk monitoring are performed through the aid of various 
tools. Please indicate your frequency of use of the following tools when 
monitoring risks? * 







Risk register (Outlines risk 
related information such as 
identified project risks, 
relevant risk owners, risk 
status, project risk thresholds 
etc.) 
☐ ☐ ☐ ☐ ☐ 
Probability impact 
grids/risk matrices (A 
scoring system of risks based 
on the probability/likelihood 
of the risk occurring and the 
impact the risk will have on 
the project objectives)  
☐ ☐ ☐ ☐ ☐ 
Checklists (A method to 
review and check any 
indicators of a risk situation 
at crucial milestones along 
the project life cycle)  
☐ ☐ ☐ ☐ ☐ 
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6.) The activities within risk monitoring are performed through the aid of various 
tools. Please indicate your frequency of use of the following tools when 
monitoring risks? * 









information exchange among 
project members, structured 
discussions relating to project 
activities and their associated 
risks)  
☐ ☐ ☐ ☐ ☐ 
Earned value management 
(A systematic 
project management process 
used to evaluate planned 
project performance versus 
actual performance through 
variances between cost and 
schedule) 




versus planned technical 
targets at various project 
milestones)  
☐ ☐ ☐ ☐ ☐ 
Cause-and-effect analysis 
(A root cause analysis to 
determine the likely causes of 
project risks)   
☐ ☐ ☐ ☐ ☐ 
Decision tree diagrams (A 
graphic tool used in decision 
making, various outcomes 
are illustrated in the form of a 
flowchart, with each branch 
representing an alternative 
decision) 
☐ ☐ ☐ ☐ ☐ 
SWOT (Strength, 
Weakness, Opportunity 
and Threat) analysis 
(Analysis of strengths and 
weaknesses of the project and 
a broader analysis of 
opportunities and threats 
external to the project) 
☐ ☐ ☐ ☐ ☐ 
Expert judgement and 
facilitation (The use of 
individuals with specialized 
knowledge and experience in 
☐ ☐ ☐ ☐ ☐ 
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6.) The activities within risk monitoring are performed through the aid of various 
tools. Please indicate your frequency of use of the following tools when 
monitoring risks? * 







the monitoring of risks)
  
Risk-based audit (The 
examination of the project 
risk management integrity 
and project risk management 
capability)  
☐ ☐ ☐ ☐ ☐ 
Risk review meetings 
(Meetings held to address the 
reassessment of identified 
risks, closure of non-
consequence risks and issues 
which have arisen as a result 
of risk treatment etc.) 
☐ ☐ ☐ ☐ ☐ 
 
7.) The following challenges have been identified as pertinent risk monitoring 









database (Relates to 
issues of project 
documentation 
upkeep, alignment of 
project documentation 
formats, tracking data 
of all risk related 
information and 
actions which are all 
crucial risk data)  




review is performed 
on the assumption 
that project 
parameters remain the 
same throughout the 
project life cycle)   




☐ ☐ ☐ ☐ ☐ 
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7.) The following challenges have been identified as pertinent risk monitoring 









misalignment of risk 
objectives between 




monitoring of risks 
and project resources)  
☐ ☐ ☐ ☐ ☐ 
Lack of a clear 
metric for risk 
management 
efficiency (No clear 
method to evaluate 
the definitive 
effectiveness of risk 
management) 
☐ ☐ ☐ ☐ ☐ 
 
8.) Please indicate any other challenges you have faced relating to risk monitoring 
which were not covered above. 
 
 
Section C: Machine learning integration into project risk management 
This section is aimed at gauging the use of machine learning to address the outlined risk 
monitoring challenges.  Machine learning is a subset of artificial intelligence. The fundamental 
construct of machine learning is experience gained by a computer programme through the 
execution of tasks by a programmed algorithm. As tasks are executed, the algorithm then learns 
from that experience. Through continued learning, the algorithm then has the ability make 
predictions and/or forecasts for similar tasks based on analysis of historical and incoming data 
which then enables it to make human like decision making related to those tasks. 
9.) How would you rate your level of awareness of machine learning? * 
☐ Not aware at all 
☐ Slightly aware 
☐ Somewhat aware 
☐ Moderately aware 
☐ Extremely aware 
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10.) Please indicate the level of affect which you believe machine learning 
will have on the monitoring of risks? * 
☐ No affect 
☐ Minor affect 
☐ Neutral 
☐ Moderate affect 
☐ Major affect 
 
 
11.) Infrequent monitoring is one of the most pertinent challenges to 
address in risk monitoring. Please indicate the probability of integrating the 
following risk monitoring tools with machine learning to enable the continuous 













☐ ☐ ☐ ☐ ☐ 
Checklists  ☐ ☐ ☐ ☐ ☐ 
Risk meetings  ☐ ☐ ☐ ☐ ☐ 
Earned value 
management  
☐ ☐ ☐ ☐ ☐ 
Performance 
measurement  
☐ ☐ ☐ ☐ ☐ 
Cause-and-effect 
analysis  
☐ ☐ ☐ ☐ ☐ 
Decision tree 
diagrams  










☐ ☐ ☐ ☐ ☐ 
Risk-based audit
  
☐ ☐ ☐ ☐ ☐ 
Risk review 
meetings 




    
12.) The following challenges have been identified as pertinent risk 
monitoring challenges. Indicate the improvement which machine learning will 









☐ ☐ ☐ ☐ 
Static risk assumptions
  
☐ ☐ ☐ ☐ 
Stakeholder diplomacy
  
☐ ☐ ☐ ☐ 
Infrequent monitoring  ☐ ☐ ☐ ☐ 
Lack of a clear metric 
for risk management 
efficiency  
☐ ☐ ☐ ☐ 
 
13.) The following prerequisites have been identified in literature as key 
factors for the implementation of machine learning. What level of importance 












sources and data 









servers and various 
computing systems)
  












☐ ☐ ☐ ☐ ☐ 
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14.) How would you rate your organisation’s state of preparedness in terms 
of the given prerequisites for machine learning implementation? * 
Description Poor Fair Good Very 
good 
Excellent 
Data procurement  ☐ ☐ ☐ ☐ ☐ 
Computing resources  ☐ ☐ ☐ ☐ ☐ 
Employment of 
experts  
☐ ☐ ☐ ☐ ☐ 
 
15.) How would you rate the level of machine learning maturity within your 
organization? Please select the most appropriate answer. * (Select only one 
option) 
☐ Evaluating possible use cases 
☐ Developing models 
☐ Preparing models for implementation 
☐ Early adopters (models in use for 0-2 years) 
☐ Mid-stage adopters (2-4 years) 
☐ Mature adopters (5+ years) 
 
16.) Would you consider additional training to manage projects that make 
use of machine learning? * 
☐ Would not consider 
☐ Might or might not consider 














    
Appendix B: Questionnaire cover letter 
 
 
Questionnaire cover letter 
 
Dear Participant  
 
I am currently conducting a research study on the application of machine learning technologies 
in the risk management of projects within a project management environment, as part of the of 
the requirements of the completion of the Master of Engineering Management at the University 
of Johannesburg, South Africa. The study is done under the supervision of Professor Annlizé 
Marnewick and Professor Carl Marnewick. The findings from the survey will be used to draw 
a conclusion to this academic study.   
I would greatly appreciate you taking a few minutes of your time to complete the questionnaire. 
This should take no longer than 20 minutes. The aim of the study is to investigate the possible 
application of artificial intelligence technologies such as Machine Learning into project 
management areas such as risk management.  
The objectives of the research are to: 
1. Determine the current challenges related to the monitoring phase of risk management 
within a project environment. 
2. To investigate if machine learning technologies can be used to address challenges 
currently faced in the monitoring phase of risk management within a project 
management environment. 
Please select the answer which closely represents your view of each question. Please note that 
all responses are completely anonymous, your participation is completely voluntary and you 
have the freedom to withdraw your participation at any time.  Your answers from this 
questionnaire will only be used to draw conclusions on this research study and to write 
academic articles. 
I hope that you take part and find the questionnaire to be interesting as well as thought 
provoking. Upon completion of the questionnaire you requested to submit your responses. 
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Please feel free to contact me for any queries on 079 746 8975 or using the email 
201119127@student.uj.ac.za. 
To help and take part, please click on the link to the questionnaire: 
https://forms.gle/CJwr6BCrmNk7ex7M6 and complete within 2 weeks of receiving this 
invitation.    
 























    
Appendix C: Respondents' level of use of risk management 
standards 
 
 Internal risk 
management 
process 
ISO31000 BSI31100 COSO PMBOK PRAM 
Freq. % Freq. % Freq. % Freq. % Freq. % Freq. % 
Never 2 7 11 38 14 48 14 48 2 7 14 48 
Almost 
never 
3 10 5 17 6 21 4 14 0 0 2 7 
Sometimes 9 31 6 21 5 17 7 24 7 24 6 21 
Almost 
every time 
11 38 7 24 3 10 4 14 11 38 7 24 
Every time 4 14 0 0 1 3 0 0 9 31 0 0 
Total 29 100% 29 100% 29 100% 29 100% 29 100% 29 100% 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
