In this paper, we study the role of correlations in the energy landscape of a finite random heteropolymer by developing the mapping onto the generalized random energy model ͑GREM͒ proposed by Derrida and Gardner ͓J. Phys. C 19, 2253 ͑1986͔͒ in the context of spin glasses. After obtaining the joint distribution for energies of pairs of configurations, and by calculating the entropy of the polymer subject to weak and strong topological constraints, the model yields thermodynamic quantities such as ground-state energy, entropy per thermodynamic basin, and glass transition temperature as functions of the polymer length and packing density. These are found to be very close to the uncorrelated landscape or random energy model ͑REM͒ estimates. A tricritical point is obtained where behavior of the order parameter q changes from first order with a discrete jump at the transition, to second-order continuous. While the thermodynamic quantities obtained from the free energy are close to the REM values, the Levinthal entropy describing the number of basins which must be searched at the glass transition is significantly modified by correlations.
I. INTRODUCTION
The statistical characterization of the energy landscape of random and designed heteropolymers has been a major component of the newer theoretical approaches to biological protein folding ͓1-6͔. Completely random heteropolymers have rugged energy landscapes due to the frustration inherent in conflicting interactions between different monomers that are covalently linked in the polymer chain. For appropriate choices for the interactions in native proteins ͓7,8͔, or the appropriate sequences of artificially designed polymers ͓9,10͔, the effects of frustration can be minimized, leading to a funneled energy landscape ͓1͔ with driving forces toward a well-defined native structure, in addition to the generic ruggedness of random heteropolymers. Much of our understanding of the dynamics on these energy landscapes has been derived from the study of the most rugged energy landscape, the so-called random energy model ͑REM͒ originally studied by Derrida ͓11͔. This model is very simple because it is characterized by a single energy scale giving the overall energetic randomness, and a configurational entropy. For biological proteins, the funnel aspect of the landscape gives a new energy scale, the stability gap, which determines the average trend of the energy as the protein molecule becomes more similar to its ground-state configuration. In this paper, we wish to address quantitatively the role of correlations in the energy landscape of random heteropolymers. The effect of minimal frustration and the corresponding stability gap on an already correlated energy landscape will be treated in a later paper.
The uncorrelated energy landscape, or random energy model, possesses a glass transition that arises from an entropy crisis. This phase transition is representative of a wide universality class of phase transitions in spin glasses that lack special symmetries ͓13͔. Replica methods from spin glass theory have been applied to the random heteropolymer and confirm that the glass transition of random heteropolymers is also in this universality class ͓14͔. While the random heteropolymer glass transition is of the same type as the random energy model, it is clear that correlations in the energy landscape can play a role in determining quantities such as the glass transition temperature, as well as the characteristics of the basins of attraction into which the system freezes below the glass transition.
Nevertheless, the convenience of the random energy model has made it useful for quantitatively treating the phase transitions of random heteropolymers. Its very simplicity allows it to be used as an approximation for models with elaborate interaction potentials and complex stereochemical constraints that can mimic proteins ͓9͔. It also allows the inclusion of various kinds of partial order in collapsed heteropolymers, such as liquid crystalline ordering and secondary structure formation ͓15,16͔. The more elegant replica methods, while partially taking into account the correlations of the energy landscape, are considerably more cumbersome to use for models with these realistic levels of molecular complexity.
The approach we take in this paper to the correlated energy landscape is simpler than the replica method. It is based on the use of the generalized random energy model ͑GREM͒ of Derrida ͓17͔. In this model, one takes into account the energy correlations of a pair of states on the energy landscape as a function of the similarity of the two configurations. The model then visualizes the characterization of the landscape by describing its properties upon the resulting ''triangulation'' on the energy surface. The input to the model consists of two quantities: ͑1͒ the number of states within a certain distance of a given molecular configuration, and ͑2͒ the expected degree of correlation of their energies with the given molecular configuration. The model reduces to the uncorrelated landscape in the obvious way, but also allows a more quantitative approximation of the glass transition temperatures when the pair correlations are known a priori. Derrida and Gardner ͓17͔ have shown how the generalized random energy model can be thought of as the beginning of a systematic set of approximations to the thermodynamics of any random system by taking further correlations in energy levels. They have also described how it can be used to approximate the glass transition temperatures of many standard spin glass models.
The application of the generalized random energy model to random heteropolymers raises some interesting questions in polymer physics. Just as for the random energy model, conventional phase transitions in ordering of the heteropolymer that are analogous to those of a homopolymer ͑e.g., collapse, or secondary structure formation͒ can be taken into account in a straightforward way, as in homopolymer physics. The present questions revolve around the counting of structures with a given degree of similarity to other ones. When the underlying energy surface is made up by pair interactions, this counting exercise is very similar to the theory of a rubber vulcanization ͓18͔. Indeed, rubber vulcanization has already been addressed by the replica methods used in spin glass theory ͓19,20͔. As far as the entropic issues are concerned, however, these theories have, in the main, reproduced the results of the much older analysis of Flory. We adopt an analysis in this Flory style here, because we believe it lends itself straightforwardly to generalization by taking into account more molecular details. We find that it is necessary, however, to go beyond the Flory analysis when one must count states that correspond to highly cross-linked structures. To this end we undertake an analysis of the collective process of melting out of local structure in a random heteropolymer.
With these polymer issues under control, it is possible to evaluate the statistical thermodynamics of random heteropolymers within the generalized random energy model approximation. We present results for these thermodynamic properties for mesoscopic random heteropolymers; that is, we study the finite size effects that are quite important for heteropolymers in the size range relevant for protein folding. We present transition temperatures for three-dimensional lattice systems as a function of polymer size. We show that the generalized random energy approximation and the random energy model give closely similar results for the transition temperature. On the other hand, the correlations in the energy landscape do modify the size of the basins of attraction and the effective number of basins that need to be searched through as the glass transition is approached. In a later paper we will show how the information in the correlated energy landscape can also be used to address kinetic issues such as barrier height distributions, but here we limit our discussion to the problem of the number of basins, i.e., the Levinthal entropy ͓21͔.
The organization in this paper is as follows: In Sec. II we discuss the general issues related to the correlated energy landscape, and obtain a formula for the energy correlations between states with a given similarity q. In Secs. III and IV we calculate the configurational entropy of a polymer given the existence of weak and strong topological constraints ͑the log of the total number of states consistent with the constraints imposed͒. In Sec. V this entropy and the energy-pair correlations are applied to the GREM model to obtain thermodynamic quantities such as entropy and energy for the finite random heteropolymer. The glass transition temperature of partial and total freezing, as well as the ground-state energy and entropy at the glass transition, are obtained for various size polymers and packing fractions. The probability distribution for overlaps q below the glass temperature is also obtained. The GREM results are compared with those of the uncorrelated energy landscape ͑the REM͒, and the issues of thermodynamic basins of attraction are discussed. In Sec. VI we discuss the results and conclude with some remarks.
II. BASIC ISSUES
It was shown in a previous paper ͓22͔ that the thermodynamic glass transition temperature T g of a polymer should always be less than its collapse temperature T . For our purposes then, if we define the packing fraction of the polymer, , by N/R g 3 where is the volume per monomer, and R g is the radius of gyration of the polymer, it is sufficient to consider only configurations of the polymer that have values of տ1/2. In considering these collapsed or semicollapsed states, we neglect fluctuations about the mean number of contacts ͑off-chain pair interactions͒ Nz(N), where z(N) is then the mean number of contacts per monomer for a collapsed walk of packing fraction .
Let us consider the most collapsed walk to have Х1,
where z(N) is then the number of bonds made per monomer in a Hamiltonian ͑dense͒ walk of N steps, a quantity studied extensively by Douglas and Ishinabe ͓23͔. The dependence of z(N) upon N is clearly due to the fact that monomers on the surface have less contacts than in the bulk. For threedimensional ͑3D͒ systems, z 3 (N) is given approximately by
where Int͓͔ means the integer part. For 27-mer collapsed cube structures with 28/27 actual contacts per mer, Eq. ͑2.1͒ gives 29/27. On the other hand, the effect of the surface on the number of contacts is quite important even for large macromolecules, as z 3 (N) approaches its bulk value of two contacts per monomer rather slowly, as ϳ2Ϫ3N
For a dense walk of ϭ1, the total number of states is determined by the connectivity constant, which to second order is given by ͓24͔
where (m f ) is the mean field connectivity constant and is the coordination number of a monomer in a polymer chain ͑4 for a polymer on a cubic lattice͒, so that to within ϳ0.01 accuracy, we can rely on the mean field result of /e states per monomer ͑neglecting the ϳlnN translational entropy associated with the number of places the polymer can start its walk from͒, where is the number of states per monomer in an ideal chain ͑6 on a dϭ3 cubic lattice͒.
If the polymer is not completely collapsed (Ͻ1) the mean field connectivity constant increases as decreases
which just reflects the fact that partly collapsed walks have more sterically allowed states than fully collapsed ones.
If the average energy per contact is , the total average energy is then
͑2.4͒
which we will set to zero as our zero point of energy. In using formulas like ͑2.4͒, we are neglecting the coupling of density () with topology ͑bonds formed, or overlap q). This is a ''van der Waals'' picture appropriate well below the collapse temperature. It is straightforward to simultaneously include this coupling in obtaining a complete phase diagram as obtained earlier in ͓8͔ ͑albeit without correlations͒, but this is saved for another paper.
For a random heteropolymer, a pair of interacting monomers ͕i j͖ has an interaction energy i j that can be taken to be a random variable. The energy H for a given total configuration is given by
where i j ϭ1 when there is a contact made between monomers ͕i j͖ in the chain, and i j ϭ0 otherwise. Here contact means that the two monomers ͕i j͖ are within a small distance ͑bond radius͒ of each other, or we can equivalently speak of the volume around monomer i which another monomer must be inside for a bond to be present (ϵ⌬). To specify dimensionless quantities such as the entropy in Boltzmann units, another distance scale must enter into the problem, which is the Kuhn length l of the polymer. For a flexible polymer on a 3D cubic lattice l 3 is the volume one lattice site occupies, and ⌬ is the volume of four lattice sites.
It is worthwhile to note that the ratio ⌬/l 3 ϭ4 for cubic lattices is roughly that obtained in real proteins by finding what the bond radius would have to be for the protein to have a number of contacts equal to z 3 (N), where Ӎ1 ͓25͔ and z 3 (N) is the contacts per monomer for a dense walk of N steps on a cubic lattice. Taking three typical proteins of mean sequence length 130, and using z 3 (130)Х1.4 gives a bond radius of Х6.3 Å ͑see Fig. 1͒ . Using a C ␣ ϪC ␣ distance of Х3.6 Å gives ⌬/l 3 Х5.3, in rough agreement with the lattice value.
Since the total energy of the polymer is a sum of random variables, it is a Gaussian random variable with probability distribution
where the variance in energy ⌬E 2 ϭNz(N)(R g ) 2 , where ͱ 2 is the width of the effective Gaussian energy distribution of a single bond, which is the roughness energy scale as in the random energy model ͓11͔.
If we pick two different states of the polymer, both collapsed with Nz total contacts, and ask what the probability is of the states having energies E a and E b , respectively, our answer will depend not only on the two energies we have picked, but on how similar the states a and b were to begin with. This similarity can be represented by a single parameter q defined as qϭ ͑number of contacts identical in the two states͒ ͑total number of contacts͒ .
͑2.7͒
The ''overlap parameter'' q varies from 0 to 1. If we define as the number of identical contacts in the two different states, it is clear that
where s i j (a,b) ϭ1 if i and j are in contact in both states and 0 otherwise. To find the pair energy distribution mentioned above, we can follow the procedure used by Derrida in the generalized random energy model ͓26͔. This is done in Appendix A. The result is
where q is again /(Nz) . Note that as q→0 the states share no common bonds, and the pair energy distribution factors into the product of two single ͑uncorrelated͒ energy distributions, P(E a ,E b )→ P(E a ) P(E b ). As q→1 we are looking at states very similar to each other, and
. If we integrate P(E a ,E b ) over one of the energies, we obtain the single energy distribution for the remaining energy, as expected. If interactions of a more collective nature than pair interactions are present in the Hamiltonian describing the system, as, for example, must be present in the interactions facilitating ligand binding when there are cofactors, the interactions involved in side-chain packing, or as results from averaging over the solvent degrees of freedom, then these m-body FIG. 1. Plot of the 2ϫ͑total number of contacts͒ vs the cutoff distance of a contact for three real proteins of mean sequence length 130. Using the number of expected contacts for a dense walk on a cubic lattice gives a bond radius over Kuhn length (Ϸ1.7) reasonably consistent with the cubic lattice value (Ϸ1.6).
terms can give rise to a q mϪ1 dependence of the pair energy correlation on the overlap q, defined as above with a suitable decomposition law for each i jk•••m into pair interaction terms i j jk •••, such as in the superposition approximation in the theory of fluids ͓27͔. Whether such explicit cooperative effects which enhance the first-order-like folding transition behavior are necessary to fully describe proteins is an open issue. For states that are mostly collapsed, a REM-like cooperative glass transition is still seen in the present GREM analysis which uses only pair interactions, in that there is a finite jump in the order parameter q, signifying the sudden onset of freezing at discretely different values of overlap ͓however, the glass transition is still second order, with a thermally averaged overlap that is continuous at T g ͑see the comments in Sec. V͔͒.
The pair energy distribution we have obtained has the same form as in the generalized random energy model ͓17͔, with the parameter v simply equal to q, so a(q)ϭ1 ͑see Appendix B for a brief review of the GREM͒. The overlap q smoothes out the energy landscape by making states that are similar to a given state a ͑i.e., states b with q ab close to 1) more likely to have an energy close to E a ͑see Fig. 2͒ . More precisely, given that we have picked state a of energy E a the probability for another state b to have energy E b is
Note the q-dependent mean and variance of the distribution, and the appropriate limits as q→0 and q→1. Now that we have specified the parameter that determines the roughness of the energy landscape as a function of similarity, a(q), the only remaining quantity needed to describe the thermodynamics ͑as described in Appendix B͒ is essentially the rate of decrease in the number of states as we move towards a given state by increasing the similarity q. This quantity is calculated in the next two sections. Those who wish to take the entropy results as given may skip to Sec. V on thermodynamics.
III. ENTROPY OF A WEAKLY CONSTRAINED POLYMER
The remaining quantity needed to apply the GREM is the number of states that have an overlap q with a given state, or equivalently the entropy s(q) of a polymer that has ϭNqz bonds in common with a given state. This entropy is given by the sum of several terms ͓see Eq. ͑3.9͔͒, the first of which is simply the total entropy before any constraints are imposed ͑here and throughout the text, unless explicitly stated otherwise, all entropies are in units of Boltzmann's constant͒:
i.e., that of a collapsed random walk, where ln (mf) is defined in Eq. ͑2.3͒.
For low values of q, the polymer is weakly constrained, and the entropy formula is essentially one of entropy reduction due to bond formation, i.e., configurational entropy is lost due to the constraints imposed by the bonds. We should distinguish here between the bonds which are decreasing the total entropy, i.e., those which contribute to the overlap q, and the total Nz bonds which are present in all states of the collapsed heteropolymer ͓28͔. These other bonds do not further constrain the polymer, as their effect has already been taken into account by assigning the collapsed entropy S o . The polymer can always explore its ( (m f ) ) N states of a collapsed walk, all of which have Nz bonds. We are looking at the fraction of these states consistent with a particular set of qNz bonds being formed. ͓However, as mentioned below there is a set of Nz(1Ϫq) bonds which cannot be formed in addition to the set of qNz bonds that must be formed. This causes a further reduction in the entropy.͔
In calculating the decrease in conformational entropy of the chain segments due to the formation of a bond, we want to find the probability that the given bond will be formed, which is equal to the fraction of the total number of states without the bond that are equivalent in configuration to the bond present, assuming effectively a microcanonical search through the possible states. Since the polymer is collapsed, for small q ͑weakly constrained͒ any given piece of it behaves as if it were in a melt, i.e., as an ideal chain. This means we can neglect excluded volume effects in our calculations, e.g., the probability distribution of end-to-end distances of a piece of polymer chain has no ''hole'' at small values ͑as in a self-avoiding walk͒.
To calculate the bond formation entropy loss we use the approach of Flory's older work on the formation of cross links in polymer chains ͓18͔. The reduction in configura- FIG. 2 . Qualitative picture of the energy landscape, pictured here as a two-dimensional projection of the multidimensional configuration space. We can speak of a distance radius ϳ(1Ϫq) from any given state, which determines how similar or correlated the energies of states at that radius are. The correlations smooth out the energy landscape, which affects the nature of the glass transition and somewhat lowers the temperature at which it occurs. tional entropy from the unconstrained polymer due to the addition of qNz cross links was found by Flory to .
͑3.2͒
For details concerning the derivation of Eq. ͑3.1͒ see Appendix C. C is a constant of order 1, and contains the ratio of length scales discussed above in the factor ⌬/b 3 . It should be mentioned that the entropy term due to bond formation has also been more recently reproduced by replica calculations ͓29͔.
Specifying the overlap q introduces an additional entropy reduction due to the fact that NzϪqNz contacts of the reference state must not be formed. This ''antibond'' entropy reduction is largest for small overlaps, and goes to zero as q→1. It is given by ͑see Appendix D for a derivation͒
where C is given by Eq. ͑3.2͒. Another term in the entropy is due to the many ways an overlap of bonds can be realized, because these different sets of overlapping bonds are all realizable in the conformational search of the polymer, there being nothing essential to distinguish the bonds in common with the reference state from any others. Neglecting the fact that some overlaps are impossible due to steric constraints, the entropy ''of mixing'' ͑per monomer͒ associated with choosing qzN bonds from zN total is 1 N S mix ͑q͉N,͒ХϪz͑N͒ ͓qlnqϩ͑ 1Ϫq ͒ln͑ 1Ϫq ͒ ͔.
͑3.4͒
The Flory approach ͑see Appendix C͒ of considering the formation of a cross link from four chains defined by the cross link's four neighboring bonds breaks down in a ͑small-N-dependent͒ region of very weak constraint, where the entropy loss due to the formation of the cross link is more accurately accounted for by considering the formation of loops in a nearly unconstrained chain. Furthermore, as described below, the loops that define a bond or cross link in this nearly unconstrained regime are confined inside a region of the linear size of the polymer, which reduces the rate at which entropy is lost, i.e., the confinement to configurations of the polymer consistent with a collapsed walk inside a molten globule imposes a restriction on the size of a random walk of a section of the polymer chain, which makes it more likely for a loop to be formed. The rms length of a walk of the size of the average chain length nbϭ N/2 b cannot be larger than the linear size of the globule R g Х(N/)
defines a critical number of bonds c Ϸ(N 
.
͑3.8͒
(1/N) ⌬S bond con f has the same form as ͑3.1͒, the only difference being the constant CЈ which makes the entropy loss not as great. Figure 3 is a plot of all the separate entropy contributions and their sum vs q for the 27-mer; the total low q entropy is an interpolation between the confined and unconfined expressions ͑see Appendix E͒. Figure 4͑a͒ is a comparison of the weakly-constrainedpolymer theory, where
with a lattice simulation of S(q)/N for the 27-cube ͓32͔. The theory and simulations of the 27-cube are relevant for collapsed, proteinlike heteropolymers of sequence length ϳ60 with ϳ65% helicity and liquid crystalline ordering ͓3,15͔. In this sense the molten globule state of the polymer can possess secondary structure, but this structure is renormalized away in coarse-graining the description of the individual monomeric units. One detail that must be accounted for is that S(q) considered in the simulation is relative to the collapsed cube state, and therefore varies as a function of q from about 0.7 to 1. To compensate for this effect in our constant-theory, we have used an initial unconstrained entropy S o for that of a partially collapsed ϭ0.7 polymer, but to obtain accurate values for higher values of q, the fully collapsed ϭ1 values for the other entropy terms were used. Later, when we will interpolate between the weakly constrained and strongly constrained entropies to obtain the glass temperature and other quantities, we will hold constant in all expressions.
One important feature of the S TOT (q) curve is the existence of a maximum in the entropy (Хln (mf) ) at a small but nonzero value of qϭq min , which indicates the statistically most likely value of the overlap as T→ϱ, for two states both with Nz bonds. This ''statistical overlap'' signifies the most uncorrelated two states can get as a consequence of the finiteness of the polymer ͑its corresponding freezing temperature is therefore ϱ, as we shall see below͒, and as N→ϱ,q min →0.
Note that there is a value of q less than 1, q v , at which
where q v ϳ1/(z(N)), i.e., at q v there is ϳ1 bond per monomer. For 27-mers q v Ϸ1, but for larger polymers this problem can become more serious ͓33͔. For qϾq v , there is more than one bond on average per monomer, and configurations with finite entropy are highly inhomogeneous, i.e., segments of the polymer which are correctly configured are clustered together, and only a few loops or dangling ends are free and contribute to the configurational entropy. An appropriate formula for high q based on the combinatorics of discrete sections of the polymer chain ''melting out'' of the ''frozen'' constrained medium, rather than a ''gas'' of a few individual formed contacts as in the low q treatment, is obtained in the next section.
IV. ENTROPY OF A STRONGLY CONSTRAINED POLYMER
In the high q limit, we start from a reference state in which all the bonds are formed, and the polymer is ''frozen.'' By switching from the contact representation used at low q to an atomic representation, we can study how certain parts of the ''frozen'' polymer are ''melted out'' by keeping track of which residues are still in their correct geometrical positions relative to the three-dimensional structure of the reference state. The melted pieces each carry a certain amount of entropy, and there is also a mixing entropy associated with the different places that the given melted pieces can occur along the sequence of the polymer. The process of melting physically involves the collective freeing up of several monomers at once, i.e., at least some critical number l c of monomers must be free for the melted strand to have any entropy. Each melted piece of segment length l carries with it an entropy
In addition, the ends are allowed to be freed up in the same fashion, but we expect them to be easier to free up, with a correspondingly smaller value of critical collective length.
So the entropy for a free end of length l is
where l EC Ͻl c typically. See Appendix F for arguments giving these two results.
We wish now to express the total number of states of an entire polymer composed of melted and frozen pieces, along with melted or frozen ends ͑see Fig. 5͒ , and concurrently estimate q. We can characterize a state microscopically by the number distribution of melted pieces of length l , ͕n l ͖, the number distribution of frozen pieces of length l , ͕m l ͖, and of the probability distribution that an end has length l , ͕p l ͖. As a consequence of specifying the total number of states in terms of the given distributions ͕n l ͖, ͕m l ͖, and ͕p l ͖, there must be a combinatorial factor present associated with the permutation degeneracy given the above distributions. There is also a mixing term pertaining to the end length distributions, which is necessary for the end lengths to have a probability distribution rather than just their mean value. The melted pieces, frozen pieces, and end lengths each have their own internal partition function given by ͑4.1͒ and ͑4.2͒ ͑the frozen pieces do not have any internal entropy in our model͒, so the total number of states is given by ͓35͔
where N f ϵN tot is the total number of melted pieces, ϭ (m f ) , and the sum is over all possible distributions of ͕n l ͖, ͕m l ͖, and ͕p l ͖ ͑see Appendix G for arguments leading to this expression, specifically the partition function for the ends͒. Expressions of this form for the number of states have been used in models of the helix-coil transition ͓34͔, and in models of polymer adsorption onto a surface ͓36,37͔.
Maximizing the log of the largest term in ͑4.3͒ subject to constraints ͑see Appendix H͒ gives the usual negative binomial distributions for ͕n l ͖, ͕m l ͖, and ͕p l ͖:
where N TOT ϭN f , and
͑4.5͒
Substituting the distributions ͑4.4͒ back into lnW ͓Eq. ͑H1͒; see Appendix H͔ gives the entropy as a function of the macroscopic parameters q, f , and l E :
Diagram of a polymer in the geometrical configuration of the reference state (qϭ1). ͑b͒ For large values of the similarity parameter q, the entropy can be considered to come from melted out strands along the sequence which are not in their correct geometrical positions ͑dark lines͒, and their combinatorics with the rest of the frozen medium.
Finding the most probable end lengths and total number of melted pieces for a given overlap involves maximizing S(q, f ,l E ) with respect to l E and f , which gives the equa-
.8͒ determines the end length solely in terms of q. For values of l c у3 the solution l E (q) is numeric ͓see Fig. 6͑b͒ for l E (q) with l c ϭ3 and l EC ϭ1.5͔. Putting the solution l E (q) into ͑4.7͒ gives f (q), where N f (q) is the number of melted internal pieces as a function of q ͓see Fig.   6͑a͔͒ . Putting both l E (q) and f (q) into Eq. ͑4.6͒ for S(q, f ,l E ) gives the entropy for a strongly constrained polymer solely as a function of q ͓see Fig. 6͑c͔͒ . If the polymer is not completely collapsed (Ͻ1), then there is still entropy at qϭ1, and the entropy curve is then interpreted as the entropy relative to that of the qϭ1 state. Note that f (q) shows that there are melted pieces in the interior -it is maximum for moderate values of q because at small q the ends eventually unwind and leave less sequence space for melted pieces. l E (qϭ0)ϭN/2, and l E (q) drops faster than linearly as it must for there to be interior melted pieces. The mixing term causes there to be a maximum in the entropy for a nonzero value of q. Note also that there is a maximum value of q less than 1 where the entropy essentially runs out as a result of the collectivity of the melting process ͑the total entropy at q max is just that of two free monomers, 2ln (mf) ), i.e., the fact that l c monomers must be melted at once means that the overlap q cannot get infinitesimally close to 1, but has a maximum value at a finite distance from 1. If 2l EC Ͻl c ,q max ϭ1Ϫ2l EC /N, otherwise q max ϭ1Ϫl c /N. From the above solutions we can also obtain the average length of a typical melted piece, or frozen ''train,'' as a function of q:
which are plotted in Fig. 6͑b͒ for the 64-mer. Note that in our analysis of the polymer entropy we have considered only states associated with different configurations of the backbone and have neglected other contributions to the entropy such as side chain configurations, and entropy due to the solvent.
From the calculation of the entropy S(q) we can now easily obtain the entropic quantity ln␣(q)ϭϪdS(q)/dq, which along with the roughness parameter a(q) is sufficient to calculate thermodynamic quantities associated with the correlated energy landscape.
The entropy calculated in the preceding two sections does not consider the energetic dependence of an allowable state's probability of occupation through a Boltzmann factor, and in this respect s(q) is a ''microcanonical'' entropy which just counts the total number of states of all energies with overlap q. The transformation to a canonical entropy and thermodynamic free energy is described in the next section.
Lastly, the entropy theories of the preceding two sections can be easily modified to describe a polymer in dimension d ͑e.g., dϭ2͒. The analysis of the often studied 2d case parallels the three-dimensional treatment, but the effects of confinement are considerably less. We will not discuss these results in detail here, but mention that the GREM result for 2d does not reproduce the replica symmetry breaking found by variational calculations that include vibrational chain entropy ͓38͔. FIG. 6 . ͑a͒ Plot of the number of internal melted pieces versus similarity parameter q, N f (q), ͑with mean length per piece as in ͑b͒ in a 64-mer with ϭ1, l c ϭ3, and l EC ϭ1.5. ͑b͒ Plots of the average free end sequence length l E (q) ͑solid line͒, the mean internal melted strand length ͗l melted (q)͘ ͑dashed͒, and the mean internal frozen train length ͗l frozen (q)͘ ͑dot-dashed͒ as a function of the similarity parameter q, for a 64-mer with ϭ1, l c ϭ3, and l EC ϭ1.5 ͓Eqs. ͑ 4.8͒, ͑ 4.9͒ and ͑ 4.10͔͒. ͑c͒ Entropy of a strongly constrained polymer as a function of similarity parameter q, for a 64-mer with ϭ1, l c ϭ3, and l EC ϭ1.5.
V. THERMODYNAMICS OF THE MODEL
To get a better feel for the GREM results such as freezing temperature and free energy, it is helpful to compare them with those obtained for an uncorrelated landscape, i.e., in the REM ͓11͔. In general, the mean number of states with energies in the interval (E,EϩdE) is just
with P(E) given by Eq. ͑2.6͒, (m f ) given by Eq. ͑2.3͒, and s o ϵln (mf) . If EϾE g ϭϪ(2Ns o ⌬E 2 ) 1/2 the average number of states is very large for even fairly large N ͑we will consider only the thermodynamically significant negative energy states here͒. If the energy landscape is uncorrelated, these states are all statistically independent, and so the relative fluctuations in the number of states at energy E,
Ϫ1/2 and are thus negligible. So n(E)ϳ͗n(E)͘ for EϾE g , and the microcanonical entropy S(E) is then
2ͬ .
͑5.2͒
On the other hand, if EϽE g , the entropy vanishes ͑the number of states at these low energies is thermodynamically zero͒, and the system is frozen into one energy state ͑of energy E g ). 
(T)ϪTS(T):
Ϫ F N ϭ ͭ Ts o ϩJ 2 /2T, TϾT rem E g /NϭJͱ2s o , TϽT rem ,
͑5.3͒
where the freezing temperature T rem is given by
where S o ϭNs o . The entropy as a function of temperature,
͑5.5͒
Note that the thermodynamic entropy is always less than s o , the reduction being due to the fact that higher energy states are less likely to be occupied, with a correspondingly small Ϫp ␣ lnp ␣ contribution to the entropy ͓39͔. The energy as a function of temperature, using EϭϪT 2 ‫‪T‬ץ/ץ‬ (F/T), is given by
͑5.6͒
where ϪNJͱ2s o is the ground-state energy.
The magnitude of the freezing temperature T rem is determined by the competition between the roughness of the energy landscape of states ͑characterized by ⌬E 2 ), and the entropy which must be lost to be localized to one state. The process can be visualized as a localization to one branch of a one-level GREM ultrametric tree with e Ns o branches. ͑Only one level of the Parisi hierarchical replica-symmetrybreaking scheme is necessary to obtain the correct free energy in the REM.͒ Replica calculations ͓12͔ of the order parameter q(x) also show a discrete jump ͓40͔ from 0 to 1 at xϭT/T rem ͑see Fig. 7͒ :
The q(x) curve determines the probability P(q) of seeing a similarity q between two states through
͑see inset of Fig. 8͒ , where x(q) is the inverse of q(x). For temperatures below T rem , there is a nonzero probability (1ϪT/T rem ) of seeing the polymer localized in one state with a ''self-overlap'' of qϭ1. However, this probability is infinitesimal at TϭT rem so that the freezing transition is second order in the thermodynamic sense, even though the order 
is used ͓see Eq. ͑5.12͔͒. One can then show this corresponds to T/JХ0.36 and that T g o Х0.73JХ0.74 ͑see Fig. 13͒ . Heavy-dashed line: The partially collapsed polymer (ϭ0.7) has continuous-type GREM behavior with a more gradual freezing transition. The inverse of Eq. ͑5.26͒ is used, with T/Jϭ0.36. As the packing density is increased, the transition from a continuous to a discontinuous order parameter occurs at c Х0.85.
parameter q(x) itself undergoes a discrete jump ͓the entropy ͑5.5͒ and energy ͑5.6͒ are continuous at T rem ͔ ͓41͔.
The derivation of the free energy in the GREM involves essentially the same concepts as in the REM, but with the modification that instead of the total energies of different states being uncorrelated, the contributions to the energies i (␤) on the branches of the ultrametric tree at the ith level are uncorrelated ͑see Fig. 9͒ . A freezing temperature associated with each level i involves the same competition between roughness and entropy loss as before, but now the competition is between the decrease in roughness as we move towards a given state an increment dq,
and the loss in entropy for the same increment dq,
so that T rem in ͑5.4͒ is replaced by
͑5.9͒
It was shown in Sec. II that in our theory v(q)ϭq, so
where ds/dq is obtained, numerically if necessary, from the theories of Secs. III and IV. Take, for example, a fully collapsed (ϭ1) polymer of length Nϭ27. Using a simple interpolation formula S tot ͑q͒ϭ͑1Ϫq͒S low ͑q͒ϩqS high ͑q͒ ͑5.11͒
between the low q or weakly constrained and the high q or strongly constrained entropy formulas of Secs. III and IV, we obtain an entropy curve as in Fig. 10 and a T g (q) curve as in Fig. 11 . The interpolated entropy formula incidentally gives a crude way to introduce the coupling of collapse and bond formation by considering the weakly constrained polymer to be partially collapsed ͑say Х0.7), and the strongly constrained polymer to be completely collapsed (ϭ1)-see Fig. 10͑b͒ . region cannot be analyzed by the GREM ͑in its present form͒. This situation is analogous to considering p spin models only for the region tу1/2 in the pair correlation parameter vϭ(2tϪ1) p ͓17͔, or for a GREM applied to a spin system in a magnetic field ͓42͔, where two states must both have a magnetization m, and thus have an overlap m with the all-spins-up state, and then by ultrametricity have an overlap greater than m with each other ͑they are on the same branch of the tree͒. Since any branch of the GREM is still itself a GREM, we can use the analysis of Appendix B to obtain the free energy, but we consider only states that have an overlap of at least q min with each other ͓which is equivalent to obtaining the free energy at fixed N and since these parameters determine q min (q min Ϸq c ϳ
Notice also that the T g (q) plot has, in addition to the divergence at q min associated with the statistical overlap between uncorrelated states, a single maximum freezing temperature at q Ã Ϸ1/2. So if we were to cool the system down from high temperatures, the implication is that as the temperature is lowered, the system will undergo a REM-like transition with a discrete jump in the order parameter q from q min to Q g o ͑defined below and in Appendix B͒, i.e., this is a discretetype GREM. The glass transition in this case is such that the polymer is frozen into basins in the energy landscape which contain collections of states that are all similar at least to the degree Q g o . It was found by Derrida ͓42͔ that the Parisi ansatz applied to the GREM reproduced the correct free energy, and the function x(q) which maximized ͓the equilibrium free energy tends to a maximum in the lim n→0 n(nϪ1) negative dimensionality replica space͔ the replica-derived expression for the free energy in the discrete-type GREM was
͑5.12͒
͓see Fig. 12 for the inverse function q(x)͔, where T g (q) is Eq. ͑5.10͒ in our application, and q max (T) is defined by
͓q max (T) here is approximately ͑but not identically͒ q max as defined earlier in describing the entropy curves͔. Q g o (Х0.7 for the collapsed 27-mer͒ is defined through ͑see Appendix B͒
where s max ϭs(q min ), and
͑5.15͒
Comparing Ã at Х c ), and we can still compute all the thermodynamic quantities by using this characteristic value q which signals the onset of overlaps of appreciable probability in P(q). However below Х3/4 the freezing temperatures T g (q) are monotonically decreasing with q and there is no longer any characteristic value of q to describe REM-like freezing. Throughout these regimes though, the functions q(x) and P(q), as well as thermodynamic quantities, are not significantly different. The structure of x(q) implies that the order parameter q(x) ͓the inverse of x(q)͔ has a plateau at q min (N)Ͼ0, and a discrete jump at xϭT/T g o from q min Х0.04 to Q g o Х0.7 indicating P(q)ϭ0 in this region. It is fruitful to compare our function q(x) with the GREM analogue applied to a spin glass in a magnetic field ͑see Ref. ͓42͔ and Fig. 7͒ .
All of the thermodynamics obtained above is for a polymer in equilibrium on the time scale͑s͒ during which it is trapped within a single basin. However, there may be ways to escape from a basin kinetically, which leads to an investigation of the search time for the polymer to explore all of its stable basins of attraction. Since exp͓S(Q g o )͔ is the average number of states in a given basin, the ͑configurational͒ entropy associated with the total number of basins ͑i.e., the 
Levinthal entropy ͓21͔͒ is S Levinthal ϭS max ϪS(Q g o ). A value of Q g
o Ͻq max indicates a reduction in the number of basins from the REM value S max , to be searched through at the glass transition T g o ͑every state in the uncorrelated landscape is itself a basin͒. This reduction in basin size on the energy landscape, relevant for a kinetic search below T g o , is quite significant for a typical collapsed polymer. For example, a heteropolymer with Nϭ100 and 60% helicity has an entropy S max Ϸ70k B ͓3,15͔. Using the interpolated s(q) theory with Х0.7 for low q and ϭ1 for high q ͑see Fig. 4͒ s max Х1.3 ͑see Fig. 10͒ Using a Kirkwood superposition approximation as mentioned in Sec. II, and using simplifying assumptions such as the probability to form a bond to monomer j is Markovian, overlaps of m-body interactions, in terms of the two-body single-bond overlap q, go as ϳq mϪ1 . To see the effect of these m-body forces, we can consider them as the sole contributors to the energy, and modify the pair energy distribution ͑2.10͒ by replacing the two-body correlation q with q mϪ1 . This results in a GREM with
and a͑q ͒ϭ͑ mϪ1 ͒q mϪ2 , which has an m-dependent freezing temperature Fig. 15͒ .
The general shape of q(x) as well as P(q)ϭdx(q)/dq can be seen to be ''smoothed out'' versions of the REM results ͓see Eq. ͑5.18͔͒ and Fig. 8͒ . P(q) has a ␦ function at q min as in the REM, but instead of pure states at q max having a finite weight Y ϭ ͚ ␣ P ␣ 2 ϭ1ϪT/T g o below T g o as in the REM, the weight is spread out among a group of similar ergodically confined states with high overlap (qϾQ g o ). ͑There is also some spreading near q min which increases with decreasing .) There will be a plateau, however, if TϽT froz ϭT(q max ), where s(T)ϭ0. This can be seen from the T g (q) curve ͓Fig. 11͔, which drops vertically at q max , meaning that x(q) has a vertical step at q max and q(x) has a plateau in this region ͓see also the inverse function q(T) in Fig. 16͔ . The finite weight of a pure state for TϽT froz is consistent with the vanishing entropy in this region of temperature. The form of P(q) is given by 
͑5.18͒
As mentioned in Appendix B, a monotonically increasing T g (q) curve will give a REM-like freezing with a jump in order parameter q(x) as in Fig. 7 . A REM x(q) dependence can be obtained from a linearly decreasing s(q) ͑Fig. 17͒ as follows. The shape of x(q) for the REM has two steps, one from 0 to T/T rem at q min and another from T/T rem to 1 at q max , with horizontal pieces from 0 to q min at xϭ0 and q min to q max at xϭT/T rem . Since each state in the REM is itself one basin, S Levinthal ϭS max at T rem , and therefore in the GREM language Q g o ͉ rem ϭq max . So there is no second region between Q g o and q max in x(q) in Eq. ͑5.12͒, and there is only one freezing temperature, which by Eq. ͑5.15͒ is
, which is just Eq. ͑5.4͒ when q max ϭ1 and q min ϭ0. It also follows that the bilinear ͑two-slope͒ approximation for s (q) when N is large ͑Fig. 17͒ has two freezing temperatures, and by the above arguments can be seen to be equivalent to a two-tier GREM ͓26͔.
For Nϭ27 and ϭ1, the glass temperature curve T g (q) and the order parameter q(x) justify that the free energy is Real proteins may contain both two-body and higher-body interactions. For these cases, the interpolated values of the Levinthal entropy can give some crude idea of the magnitude of many-body effects on the search problem. Fig. 11͒ for the 27-mer at ϭ0.9, for the REM and GREM, the REM being defined here with a linear s(q) from s max at q min to 0 at q max . All temperatures are in units of . This is similar to the function q(x) ͑Fig. 7͒ but here we can see there exists a plateau below TϭT froz . Note the temperature in the GREM where the freezing begins is higher than T rem Ј , but the GREM TϭT froz is much lower.
FIG. 16. q(T), defined as the inverse of T g (q) ͑see
obtained by applying to the polymer a discrete-type GREM in a ''magnetic field'' of strength q min , with the result
͑5.19͒
where q(T) is the inverse of T g (q), s(q)ϭS(q)/N is the specific entropy ͑per monomer͒ as in Fig. 10, q 
which has a reduction from the raw configurational entropy per basin s basin ϭs(Q g o ). The thermodynamic entropy depends on N and mostly through Q g o , T g o , and the z(N) and dependence of J ͑see Fig. 13͒ . So a feature of the GREM is that there is now a nonzero entropy below the glass temperature T g o , where a collective transition takes place to localize states to within similar values, but not immediately to one pure state.
We can also find the energy in the polymer at T g o through
and the ground-state energy
which is above the REM ground-state energy E GS /NϭϪ2T rem s max ͑Fig. 18͒.
FIG. 17. Interpolated entropies for
Nϭ27 and Nϭ125 ͓Eq. ͑5.11͔͒. The entropy curve imitates a bilinear form for larger N. The small discrepancy between s max for the curves is due to the N-dependent confinement theory: s max →ln (mf) as N approaches the bulk limit. The range in q where confinement is important →0 as N→ϱ, while q max ͑where sХ0) →1 as N→ϱ. Note that q max increases with N approximately in the manner described by the high q formula; the decreasing value of q v where the entropy crisis occurs in the low q formula only affects the slope of the interpolated entropy for small q.
From the free energy F(T) in the free, partially frozen, and completely frozen regimes, we can obtain the thermodynamic entropy and energy as functions of temperature. 18. Ground-state energy for the GREM and REM, as well as the energy at the glass transition, vs packing density ͑for the 27-mer͒, and sequence length ͓for a densely packed (ϭ1) polymer͔. All energies are per monomer and in units of . The minimum at somewhat less than 1 is due to the competition between the increase in ground-state energy as the polymer becomes more dilute ͑because the width of the Gaussian random energy distribution becomes narrower as the number of bonds decreases͒, and the decrease in ground-state energy as the total number of states which must be frozen out at the glass transition increases ͑with decreasing ).
FIG. 19. Entropy per monomer, in units of
Boltzmann's constant, of a GREM heteropolymer (Nϭ27, ϭ0.9) plotted vs 1/T, where temperatures are in units of . In the GREM the polymer is more gradually localized to one state at a lower temperature than in the REM. This is because the energy correlations between states smooth the energy landscape in the vicinity of a state, making glassy localization to that state happen at lower temperatures than in the uncorrelated landscape.
where T froz ϭT g (q max ). We can also apply the GREM to a partially collapsed 27-mer with, say, ϭ0.7, and obtain the corresponding quantities as above. The interpolated configurational entropy curve of Eq. ͑5.11͒ ͑see Fig. 10͒ corresponds to a larger total number of states since the polymer is less compact, and also has a minimum overlap q min Х0.04 where the entropy is a maximum (s max Хln (mf) ϭ1.31). The corresponding freezing temperature curve T g (q) is indicative of a continuoustype GREM with the exception that there is a diverging glass temperature T g (q min )ϭϱ ͑see Fig. 11͒ , which we deal with as before by considering this the finite-size analogue of a spin system in a magnetic field. This is seen most clearly by investigating the order parameter q(x) ͑see Fig. 7͒ , defined as the inverse of
͑5.26͒
where q max is as defined before, and T g (q) is Eq. ͑5.10͒.
In the random heteropolymer with Nϭ27 and ϭ0.7, the monotonically decreasing T g (q) curve ͑Fig. 11͒ indicates a continuous-type GREM, with no completely free high temperature phase since T g (q min )ϭϱ, and the free energy ͑rela-tive to that of the fully constrained state͒ in the remaining two phases ͑partly frozen and completely frozen͒ given by
where q(T), s(q), q max , and J are defined as before.
VI. CONCLUSION
We have analyzed the thermodynamics of a mesoscopic random heteropolymer by combining the generalized random energy model of a correlated energy landscape with the appropriate polymer physics of a simple collapsed polymer. For higher collapse density the glass transition is a firstorder-like random phase transition ͑with respect to the order parameter͒ like the transition exhibited by the random energy model. A feature is the emergence of a tricritical point at lower packing density, where the transition becomes continuous. The physical observables such as the probability distribution of the order parameter P(q) are not dramatically different quantitatively on either side of the transition. The transition temperature T g o for the first-order REM-like transition is within about 5% of the REM value T rem , which is reassuring for the previous thermodynamic description of real proteins by the REM. In fact, even when the transition is continuous the large values of P(q) occur near the REM ␦ functions. The continuous REM transition coupled with collapse may be related to the unusual non-self-averaging be- FIG. 20 . Energy per monomer, in units of , of a GREM heteropolymer (Nϭ27, ϭ0.9) plotted vs 1/T (T also in units of ). In the GREM, the polymer approaches its ground-state energy more gradually than in the REM, because in the correlated landscape the polymer is not yet trapped to its ground-state at temperatures below T rem Ј , the smoothness of the energy landscape allowing the polymer to still explore many states at colder temperatures.
havior manifest in the sensitivity of collapse to single-site mutations in staphylococcal nuclease observed by Engleman and co-workers ͓44͔. We must also bear in mind that their system is a natural protein and thus is minimally frustrated, which gives an another reason why the collapse would be non-self-averaging.
While the thermodynamic transition temperature is not very different from the REM value, the properties of the basins of attraction are quantitatively modified. The Levinthal number, measuring the number of basins to be searched at the glass transition, is significantly reduced ͑by a factor of about 1/3 on a logarithmic scale for collapsed protein-sized molecules͒. This means it may be possible to get thermodynamically proteinlike behavior for a larger fraction of considerably longer random chains than would have been expected. Experiments on sampling random polypeptides and studying their thermodynamics ͓45,46͔ have indeed given many more sequences with a first-order-like transition than naively anticipated. According to the GREM, however, it is likely that the basins into which the polypeptide freezes at the transition still have considerable conformational freedom, as manifest by the large entropy left over after the transition. For the 27-mer in low density assemblies (ϭ0.75), the residual entropy of a single basin is Х0.8 max , while at high density (ϭ1) this entropy is Х0.3s max . Similarly, we expect the correlations to considerably reduce the size of the barriers between basins, an issue we shall investigate quantitatively within the GREM in a future paper.
One technical point regarding the GREM analysis relates to the fact that we have analyzed polymers of finite size (N). Because of the significant surface to volume ratio of biopolymers, thermodynamic properties within the analysis depend moderately upon N. There can be other specific effects due the finite size that will act to round the transitions, which will come from the introduction of defects in the frozen order. Some of these effects may be correctly handled by the high Q analysis, but higher order correlations, reflecting the possibility of a type of freezing into different low energy reference structures for the melted regions, would have to be taken into account ͑this effect requires at least triplet correlations between the energy levels͒. We should also note that the high Q analysis may be useful in describing hydrogen exchange experiments on proteins with low denaturant concentrations ͓47͔.
The GREM analysis is only approximate, but it also allows us to address important questions. An especially important issue is the approximate treatment of barriers between local minima, above the glass transition ͓48͔. It is also possible to use it to estimate the fraction of sequences which are sufficiently minimally frustrated to fold kinetically, and to discuss the shape of the free energy surfaces and folding funnels of minimally frustrated random heteropolymers. The quantitative application of the theory to natural proteins also raises additional questions concerning partial order in protein molten globules ͓15,16͔. Not only do such states exhibit local secondary structure ͑increasing the rigidity of the backbone͒, but also liquid crystallinity ͓15,16͔ and microphase separation ͓49͔. We believe each of these effects can be accommodated within the GREM formalism by modifying the Flory-style analysis of the configurational entropy S(q), a problem which we hope to return to in the future.
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APPENDIX A
Consider two different states of the polymer that have bonds in common. Assuming that the energies of interaction corresponding to the identical bonds in both ''copies'' of the polymer are the same, let us define a parameter ⌽ϭ ͚ i j s i j which is the contribution to the total energy that is the same for both states. Next, let E a ϭ⌽ϩ a and E b ϭ⌽ϩ b , where a,b is the contribution to the total energy from the remaining NzϪ bonds. The probability of states a and b having energies E a and E b is then
where P(⌽) and P( a,b ) are Gaussian probability distributions with variances ͗⌽ 2 ͘ϭ 2 and ͗ a,b 2 ͘ϭ(zNϪ)
2 .
Integrating out a and b using the ␦ functions,
In the GREM, one can consider the ( (m f ) ) N states of a polymer as the end points of an ultrametric tree of n levels ͑see Fig. 9͒ ͓50͔. To each level i (1рiрn) of the tree one associates three quantities ␣ i , a i , and q i . Two configurations a and b have an overlap q ab ϭq i , where q i is the level on the tree where the branches coming from a and b join. q i is an increasing function of i with 0ϭq 1 Ͻq 2 •••Ͻq nϩ1 ϭ1. At the ith level one branch divides into ␣ i N branches, so at level i there are
On each branch of the tree at level i, one chooses a random variable i (b) according to a distribution i ( i (b) ) whose width is a i :
The energy of each configuration b is then given by
where the i (b) are the energies associated with the n branches that connect each state to the top of the tree. States a and b with overlap q ab ϭq i have j (a) ϭ j (b) for jрiϪ1
and j (a) j (b) for jуi. The model is defined once the two sequences ␣ i and a i are given for 1рiрn. If we choose the normalization
then the energies E b of the ( (m f ) ) N states are distributed as Gaussian random variables:
The probability distribution P ab (E a ,E b ) that two configurational states a and b have energies E a and E b is
where v ab is a measure of the correlation in energy between two configurations with overlap q i :
Given a configuration (a), the number of configurations that have an overlap of q i with (a) is
This is the number of states to which formulas ͑B5͒ and ͑B6͒ apply. In the thermodynamic limit (N→ϱ), the entropy at level i is
We assume this equation holds approximately for fairly large N. For N fairly large there is almost a continuous range of possible overlaps (0рqр1) which means the number of levels in the ultrametric tree is large ͓51͔. The GREM free energy and its derived quantities are discussed in the section on thermodynamics. In brief, there are two cases where the GREM has been solved ͓a third scenario is if T(q) is monotonically increasing or constant -in this case we just retrieve the REM results ͓11͔͔.
Continuous-type GREM
If the freezing ͑glass͒ temperature as a function of q, defined by
is a monotonically decreasing function of the overlap q, then the freezing occurs from the top of the ultrametric tree downward ͑most dissimilar states freeze out first͒, and the thermodynamic free energy is given by
where q(T) is the inverse of T(q), s o ϭln (mf) , and s(q)ϭS(q)/N is the specific entropy ͑per monomer͒ obtained from the theories in Secs. III and IV. At the highest temperatures ͓i.e., those higher than T(qϭ0) if T(qϭ0)Ͻϱ͔ the system can freely explore all of its states regardless of dissimilarity. At lower temperatures there is a continuous freezing which gradually causes states to be more localized.
Discrete-type GREM
The function T(q) has a single maximum, say, at q Ã . We would expect based on the comments in Sec. V that there will be a REM transition with a discreet jump in the order parameter q, and then a gradual freezing as in the continuous-type GREM above. Define q g o such that
q g o is always greater than q Ã . Now define what will be a REM-like transition temperature, where the freezing will have a sudden onset at q g o :
͑B13͒
Then the thermodynamic free energy is
If there is a limit q min as to how uncorrelated two states can be, e.g., an SK spin glass in a magnetic field or a finite polymer, the above formulas are only slightly modified by effectively replacing the lower limits of 0 with q min . This is described in Sec. V.
APPENDIX C
Consider the region of a cross linked polymer around a given cross link about to be formed ͑see Fig. 21͒ . Each cross link and its two associated monomers ͓52͔ has four neighboring cross links C 1 ,C 2 ,C 3 ,C 4 . We seek the fraction of allowable states that are consistent with the formation of a specific cross link at A, A ⌬. We assume that if the specific monomers that A joins are within a volume ⌬ of each other then a cross link is formed. If we consider the system to be composed of four separate chains, A ⌬ equals the probability that all four chains meet in ⌬, divided by the probability that the chains meet in pairs ͑restoring the allowable configurations in the unbonded initial structure͒. If the chains are Gaussian, the propagator from the origin to position r i for a polymer chain of n i statistical segments is
2 , where b is the length of one segment. So the probability of forming a cross link is then given by
where G i (r i ) is a Gaussian function extending from position C i , and r i is the vector from the position of C i to the volume element ⌬. The integrations extend over all space -to perform them set up an origin O at the most probable position of the junction A, defined such that from O
where R i goes from O to C i . Let r be a vector from O to ⌬, and using the fact that r i ϭrϪR i in ͑C2͒, and separating into Cartesian coordinates, we can integrate over the x, y, and z components of r to obtain A ⌬ as the product of X, Y , and Z factors which look like
where X i is the x component of R i , and
In the ͑isotropic͒ reference state, the position of X i is randomly distributed over a Gaussian distribution of values
Averaging A,x over the X coordinates of the C i 's, we obtain the mean value of the probability to form a cross link at A,
To a good approximation, we can replace the ␤ i 2 by their average values, so that where n is the average number of statistical segments between cross links given that there are cross links present. To calculate n, note that the probability p that a given monomer is cross linked is equal to the number of crosslinked monomers over the total number of monomers N,
The probability P n, of having a chain of length n with bonds present is just the negative binomial distribution
so that the average chain length is nϭ ͚nP n,
Thus we obtain for the average probability to form bond A
which is the fraction of states permissible as a result of forming one more cross linkage with cross links already present. We can now consider adding one cross link at a time, using formula ͑C14͒ in a mean field sense, to obtain the total fraction of states permissible as a result of forming qNz bonds ͓53͔:
͑C15͒
Thus the reduction in entropy ͑per monomer͒, Ϫ(S o ϪS q )/N, associated with the formation of qNz bonds, is
Ϫ1ϩlnqz ͬ .
͑C16͒

APPENDIX D
Given a polymer with cross links present, the probability of not forming one more cross link is
The probability of not forming Nz(1Ϫq) more cross links is
and the antibond entropy reduction is then
where
. ͑D4͒
Letting xϭB, Eq. ͑3.3͒ follows. The upper limit in the integral in ͑3.3͒ cannot be greater than 1, which sets a limit as to how large N can be for the antibond term in the entropy to be valid. Setting Czϭ1, using the lattice value of ⌬/b 3 ϭ4, and using ϭ1 gives z(N max )Х (/3)4 1/3 or N max Х710, which is much higher than the typical size of the polymers we are concerned with. N max is higher for smaller values of .
APPENDIX E
To find the probability of bond formation and its associated entropy loss for a polymer in a box, we must seek the Green's function solution to the differential equation
with the boundary conditions U e ϭ0 inside the box and U e ϭϱ outside. The solution, obtained by an expansion in eigenfunctions ͓54͔, is G͑r,rЈ,N͒ϭG x ͑x,xЈ,N͒G y ͑y,yЈ,N͒G z ͑z,zЈ,N͒ ͑E2͒
with
͑E3͒
Given this propagator, there are several approaches of varying complexity one can use to find the probability of bond formation. We can start by considering the probability of forming a loop of length nϭN/2, and then average over the position of the starting point:
Splitting the integrations over Cartesian coordinates gives con f ͑͒⌬ϭ x con f ͑͒ y con f ͑͒ z con f ͑͒ ͑E5͒
We can ͑without necessarily assuming ground-state dominance͒ approximate the sums by integrals to obtain con f ͑͒⌬ϭ
which preserves the 3/2 dependence in the Flory theory ͓see Eq. ͑C14͔͒, but gives a probability ϳ10 2 times higher to form a bond.
One can obtain comparable values to those from ͑E10͒ with a more detailed calculation which takes a flat average of ͑E8͒ over loop sizes nЈ from a minimum loop size N c to nϭN/2:
where k 2 ϭk x 2 ϩk y 2 ϩk z 2 . Carrying out the geometric sum on nЈ and approximating the sums on k by a volume integral in k space gives
Changing variables to ⑀ϭ␤k 2 , the integral becomes
where (3/2 ,N c ) is the generalized Riemann zeta function, plotted vs N c in Fig. 22 . We can see from the figure that increasing the number of segments needed to make a loop, N c ͑i.e., making the chain stiffer͒, decreases the probability that a bonded loop will be formed. So the probability to form a new bond given bonds present is now
͑E14͒
which gives probabilities comparable to ͑E10͒ for N c Ϸ1. ͑However, the averaging over loop lengths results in a linear dependence, instead of the mean field 3/2 dependence.͒ The formula for entropy loss due to bond formation for Ͻ c is then obtained as in Appendix C. ͑This was the entropy formula used in the comparison with the lattice simulations in Fig. 4 .͒ The critical value of c divides the entropy formulas up into two regions. For Ͻ c , confinement effects are important, and (1/N) ⌬S bond (q) and (1/N) ⌬S AB (q) have the form:
͑E15͒
For Ͼ c , the bonds have essentially confined the polymer within its collapsed radius, and (1/N)⌬S bond (q) and (1/N)⌬S AB (q) have the form: The first term in the bond formation entropy of Eq. ͑E16͒ is a finite size effect ϳN
Ϫ2/3
, and vanishes if CЈϭC, whereupon (1/N) ⌬S bond (q) becomes Eq. ͑3.1͒.
APPENDIX F
Consider the entropy of one of the melted pieces in a strongly constrained polymer. The average probability for a melted piece of m segments to propagate from position A to position B is ͑assuming an ideal chain Green's function͒
where ⌬Ј is the volume each of the end points must be localized within, which is Хb 3 , and where ͗(r A Ϫr B ) 2 ͘ is obtained by sampling (r A Ϫr B ) 2 for a melted piece of m segments starting at A and ending at B for all the different end-to-end distances it would have if the melted piece were ''slid'' along the length of the polymer structure, i.e., the average square end-to-end distance of the melted piece over all its possible locations along the polymer. Assuming that the frozen globule is essentially a collapsed random walk ͑we are not considering any secondary structure formation or other order parameters besides q in this paper͒,
2 ͘ϭmb 2 . So the average number of states the melted piece has is
where ⌬Ј/b 3 Ϸ1, and (m f ) ϭ/e if the walk is completely collapsed (ϭ1). So the average entropy of a melted piece of m segments is
which is plotted vs m in Fig. 23 . Note that the shape of the curve vs sequence length roughly obeys a linear behavior with a cutoff sequence length m c of Ϸ5 ͓Eq. ͑4.1͔͒, i.e., each monomer freed after the fourth has an entropy of ln (mf) , but at least four segments must be melted for the piece to be free enough to have any entropy.
We suspect that the ends of the polymer should follow the same behavior but with a smaller critical length. To model an end, consider the entropy of a chain confined to a half-plane ͓see Fig. 24͑a͔͒ . This problem can be solved by the same method as used much earlier for the adsorption of molecules onto a surface by Chandrasekhar ͓55͔. We wish to find the number of random walks of n steps that can start anywhere, but must not touch the wall until the nth step ͑if it touches before it may be considered a melted piece as above, but on the surface͒. Let a walk start at O, and let the wall be m z ϭz/b steps away ͑if n is odd, m z must be odd͒ ͓see Fig.   24͑b͔͒ . Neglecting the wall, the total number of paths from O to the wall M in n steps is just FIG. 24. ͑a͒ Polymer end confined to lie on the surface of the globule. ͑b͒ The polymer end can be modeled as a random chain confined to, and attached to the surface of, a half-plane, which can be solved by considering a random walk of a particle near an adsorbing wall ͓55͔.
A similar derivation for the internal melted pieces is equivalent to simply replacing
where n l is the number of melted pieces of length l , N TOT ϭN f is the total number of melted pieces, and l c is the critical length for internal melted pieces to have entropy. So making the replacements gives
For the internal frozen pieces (m f ) ϭ1, N TOT (frozen)ϭN TOT (free) thermodynamically, and l c ϭ1,
where m l is the number of frozen pieces or ''trains'' of length l . So the total number of states ͑4.3͒ is just the product of all these factors.
Note that in our analysis we have treated the entropies of the melted strands as independent units, and they will remain energetically independent in calculating the free energy from this entropy ͑and landscape roughness͒ using the GREM analysis. More realistic models would include some interaction between melted pieces depending on their proximity.
APPENDIX H
The log of the maximum term which dominates the sum in Eq. ͑4.3͒ is 
