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Duality and distance formulas in spaces deﬁned
by means of oscillation
Karl-Mikael Perfekt
Abstract. For the classical space of functions with bounded mean oscillation, it is well
known that VMO∗∗ =BMO and there are many characterizations of the distance from a function
f in BMO to VMO. When considering the Bloch space, results in the same vein are available
with respect to the little Bloch space. In this paper such duality results and distance formulas are
obtained by pure functional analysis. Applications include general Mo¨bius invariant spaces such as
QK -spaces, weighted spaces, Lipschitz–Ho¨lder spaces and rectangular BMO of several variables.
1. Introduction
It is well known that the bidual of VMO is BMO, that is, the second dual
of the space of functions on the unit circle T (or the line R) with vanishing mean
oscillation can be naturally represented as the space of functions with bounded
mean oscillation. The same holds true for the respective subspaces VMOA and
BMOA of those functions in VMO or BMO whose harmonic extensions are analytic,
and there has been considerable interest in estimating the distance from a function
f ∈BMOA to VMOA, starting with Axler and Shapiro [5], continuing with Carmona
and Cuf´ı [8] and Stegenga and Stephenson [26]. For the Bloch space B and little
Bloch space B0 the situation is similar. B∗∗0 =B and the distance from f ∈B to B0
has been characterized by Attele [4] and Tjani [27].
Concerning weighted spaces of analytic functions, numerous people have ex-
plored the validity of the biduality Hv0(Ω)∗∗=Hv(Ω), see for example Rubel and
Shields [24] and Anderson and Duncan [2]. Bierstedt and Summers [6] expanded
upon these results and characterized the weights v for which the biduality holds for
a general domain Ω.
The purpose of this paper is to obtain such duality results and distance formulas
in a very general setting. Working with a Banach space M deﬁned by a big-O
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condition and a corresponding “little space” M0, we will under mild assumptions
show that M ∗∗0 =M and prove an isometric formula for the distance from f ∈M to
M0 in terms of the deﬁning condition for M0. Using a theorem of Godefroy [18],
we will additionally obtain as a corollary that M ∗0 is the unique isometric predual
of M . When M=B this specializes to a result of Nara [23]. The methods involved
are purely operator-theoretic, appealing to embeddings into spaces of continuous
vector-valued functions rather than analyticity, invariance properties or geometry.
The power of these general results is illustrated in the ﬁnal section. Many
examples will be given there, where the main theorems are applied to general Mo¨bius
invariant spaces of analytic functions including a large class of so-called QK -spaces,
weighted spaces, rectangular BMO of several variables and Lipschitz–Ho¨lder spaces.
The paper is organized as follows: Section 2 formulates the main results, while
Section 3 contains their proofs. Applications of the theory are given in Section 4.
2. Statements of main results
In this section the statements of the main theorems are given. Fixing the
notation for this, and for the rest of this paper, X and Y will be two Banach spaces,
with X separable and reﬂexive. L will be a given collection of bounded operators
L : X→Y that is accompanied by a σ-compact locally compact Hausdorﬀ topology
τ such that for every x∈X , the map Tx : L→Y given by TxL=Lx is continuous.
Here Y is considered with its norm topology. Note that we impose no particular
algebraic structure on L. Z∗ will denote the dual of a Banach space Z and we shall
without mention identify Z as a subset of Z∗∗ in the usual way.
Our main objects of study are the two spaces
M(X, L)=
{
x ∈ X : sup
L∈L
‖Lx‖Y < ∞
}
and
M0(X, L)=
{
x ∈ M(X, L) : lim
LL→∞
‖Lx‖Y =0
}
,
where the limit L→∞ is taken in the sense of the one-point compactiﬁcation of
(L, τ). By replacing X with the closure of M(X, L) in X and making appropriate
modiﬁcations to the setting just described, we may as well assume that M(X, L) is
dense in X . Furthermore, we assume that L is such that
‖x‖M(X,L) = sup
L∈L
‖Lx‖Y
deﬁnes a norm which makes M(X, L) into a Banach space continuously contained
in X . Note that M0(X, L) is then automatically a closed subspace of M(X, L).
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These assumptions are mostly for convenience and will hold trivially in all examples
to come.
Example 2.1. Let X=L2(T)/C, Y =L1(T) and
L =
{
LI :LIf =χI
1
|I| (f −fI) and ∅ = I ⊂ T is an arc
}
,
where χI is the characteristic function of I , |I| is its length and fI=
∫
I
f ds/|I|
is the average of f on I . Each arc I is given by its midpoint a∈T and length b,
0<b≤2π. We give L the quotient topology τ of T×(0, 2π] obtained when identifying
all pairs (a1, b1) and (a2, b2) with b1=b2=2π. Then M(X, L)=BMO(T) is the space
of functions of bounded mean oscillation on the circle. LI→∞ in τ means exactly
that |I|→0, so it follows that M0(X, L)=VMO(T) are the functions of vanishing
mean oscillation (see Garnett [17], Chapter VI).
M0(X, L) may be trivial even when M(X, L) is not. This happens for example
when M(X, L) is the space of Lipschitz-continuous functions f on [0, 1] with f(0)=0
(see Example 4.6). In the general context considered here we shall not say anything
about this, but instead make one of the following two assumptions. They say that
M0(X, L) is dense in X (under the X-norm) with additional norm-control when
approximating elements of M(X, L). This is a natural hypothesis that is easy to
verify in the examples we have in mind. In fact, the assumptions are necessary for
the respective conclusions of Theorem 2.2.
Assumption A. For every x∈M(X, L) there is a sequence {xn}∞n=1 in
M0(X, L) such that xn→x in X and supn ‖xn‖M(X,L)<∞.
Assumption B. For every x∈M(X, L) there is a sequence {xn}∞n=1 in
M0(X, L) such that xn→x in X and supn ‖xn‖M(X,L) ≤ ‖x‖M(X,L).
Note that the assumptions could have equivalently been stated with the se-
quence {xn}∞n=1 tending to x only weakly in X . The main theorems are as follows.
Theorem 2.2. Suppose that Assumption A holds. Then X∗ is continuously
contained and dense in M0(X, L)∗. Denoting by
I : M0(X, L)∗∗ −→X
the adjoint of the inclusion map J : X∗→M0(X, L)∗, the operator I is a continuous
isomorphism of M0(X, L)∗∗ onto M(X, L) which acts as the identity on M0(X, L).
Furthermore, I is an isometry if Assumption B holds.
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Theorem 2.3. Assume that Assumption A holds. Then, for any x∈M(X, L),
it holds that
(1) dist(x,M0(X, L))M(X,L) = limLL→∞ ‖Lx‖Y .
Example 2.4. Let X , Y , L and τ be as in Example 2.1. Then Assumption B
holds by letting fn=f ∗P1−1/n for f ∈M(X, L), where Pr is the Poisson kernel
for the unit disc, Pr(θ)=(1−r2)/|eiθ −r|2. The theorems say that VMO(T)∗∗ 	
BMO(T) isometrically via the L2(T)-pairing, and that
(2) dist(f,VMO)BMO = lim|I|→0
1
|I|
∫
I
|f −fI | ds.
This improves upon a result in [26]. Note that if we repeat the construction with
Y =Lp(T) for some 1<p<∞, we still obtain that M(X, L)=BMO(T) with an equiv-
alent norm, due to the John–Nirenberg theorem (see [17]). This gives us a distance
formula, corresponding to (2), involving the p-norm on the right-hand side.
We say that Z is a unique (isometric) predual if for any Banach space W ,
W ∗ isometric to Z∗ implies that W is isometric to Z. Note that the canonical
decomposition
(3) Z∗∗∗ =Z∗ ⊕Z⊥
induces a projection π : Z∗∗∗→Z∗ with kernel Z⊥,
(πz∗∗∗)(z)= z∗∗∗(z), z ∈ Z.
We say that Z is a strongly unique predual if this is the only projection π from
Z∗∗∗ to Z∗ of norm one with Kerπ weak-star closed. An excellent survey of these
matters can be found in Godefroy [18].
Corollary 2.5. Suppose that Assumption B holds. Then M0(X, L)∗ is the
strongly unique predual of M(X, L).
3. Proofs of main results
3.1. Preliminaries
One of our main tools will be the isometric embedding V : M(X, L)→Cb(L, Y )
of M(X, L) into the space Cb(L, Y ) of bounded continuous Y -valued functions on L,
given by
V x=Tx,
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where TxL=Lx as before. Cb(L, Y ) is normed by the usual supremum norm, so that
V indeed is an isometry. Note that V embeds M0(X, L) into the space C0(L, Y ),
consisting of those functions T ∈Cb(L, Y ) vanishing at inﬁnity.
In order to study duality via this embedding, we will make use of vector-
valued integration theory. Of central importance will be the Riesz–Zinger theorem
[28] for C0(L, Y ), representing the dual of C0(L, Y ) as a space of measures. Let
B0 be the σ-algebra of all Baire sets of L, generated by the compact Gδ-sets. By
cabv(L, Y ∗) we shall denote the Banach space of countably additive vector Baire
measures μ : B0→Y ∗ with bounded variation
‖μ‖ =sup
∞∑
i=1
‖μ(Ei)‖Y ∗ < ∞,
where the supremum is taken over all ﬁnite partitions of L=⋃∞i=1 Ei into disjoint
Baire sets Ei. Excellent references for these matters are found for example in Do-
brakov [11], [12] and [13].
Theorem 3.1. ([13]) For every bounded linear functional ∈C0(L, Y )∗ there
is a unique measure μ∈cabv(L, Y ∗) such that
(4) (T )=
∫
L
T (L) dμ(L), T ∈ C0(L, Y ).
Furthermore, every μ∈cabv(L, Y ∗) deﬁnes a continuous functional on C0(L, Y )
via (4), and ‖‖=‖μ‖.
Remark 3.2. In our situation, (L, τ) being σ-compact, every continuous func-
tion T : L→Y is Baire measurable ([19], pp. 220–221). In particular, every
T ∈Cb(L, Y ) induces a bounded functional m∈cabv(L, Y ∗)∗ via
m(μ)=
∫
L
T (L) dμ(L).
Clearly, ‖m‖=‖T ‖Cb(L,Y ). Hence, Cb(L, Y ) isometrically embeds into cabv(L, Y ∗)∗
in a way that extends the canonical embedding of C0(L, Y ) into C0(L, Y )∗∗=
cabv(L, Y ∗)∗.
In the proof of Theorem 2.3 we shall require the following simple lemma.
Lemma 3.3. Suppose that m∈Cb(L, Y )∗ annihilates C0(L, Y ). Then
(5) |m(T )| ≤ ‖m‖ lim
L→∞
‖T (L)‖Y , T ∈ Cb(L, Y ).
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Proof. Let K1 ⊂ K2 ⊂... be an increasing sequence of compact subsets of (L, τ)
such that L=⋃∞n=1 Kn. Denote by αL=L ∪ {∞} the one-point compactiﬁcation
of L. For each n, let sn : αL→[0, 1] be a continuous function such that s−1n (0)⊃ Kn
and sn(∞)=1. Then
|m(T )| = |m(snT )| ≤ ‖m‖ sup
L∈L\Kn
‖T (L)‖Y .
In the limit we obtain (5). 
Corollary 2.5 will follow as an application of a result in [18].
Theorem 3.4. ([18], Theorem V.1) Let Z be a Banach space. Suppose that
for every z∗∗ ∈Z∗∗ it is true that z∗∗ ∈Z if and only if
z∗∗(z∗)= lim
n→∞ z
∗∗(z∗n)
for every weak Cauchy sequence {z∗n}∞n=1 in Z∗ with weak-star limit z∗. Then Z is
the strongly unique predual of Z∗.
3.2. Main proofs
We shall now proceed to prove the main theorems and Corollary 2.5.
Proof of Theorem 2.2. As M0(X, L) is continuously contained in X , every
x∗ ∈X∗ is clearly continuous also on M0(X, L). Assumption A implies that M0(X, L)
is dense in X , so that each element of X∗ induces a unique functional on M0(X, L).
This proves that X∗ is continuously contained in M0(X, L)∗.
We shall now demonstrate that X∗ is dense in M0(X, L)∗. Thus, let
∈M0(X, L)∗. By Theorem 3.1 and the Hahn–Banach theorem there is a measure
μ∈cabv(L, Y ∗) such that
(x)= (◦V −1)(Tx)=
∫
L
Lxdμ(L), x ∈ M0(X, L).
Let K1 ⊂ K2 ⊂... be an increasing sequence of compact subsets of (L, τ) such that
L=⋃∞n=1 Kn. By [19], Section 50, Theorem D, we can choose the Kn to be Gδ and
hence Baire sets. Put μn=μ|Kn and let n be the corresponding functionals
n(x)=
∫
L
Lxdμn(L).
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The operators L∈ Kn are uniformly bounded by the Banach–Steinhaus theorem,
from which it is clear that n ∈X∗. Finally, note that limn→∞ ‖μn −μ‖=0, which
implies that the functionals n converge to  in M0(X, L)∗.
X∗ being dense ensures the injectivity of I=J∗. Moreover, it is clear that I
acts as the identity on M0(X, L). Let m∈M0(X, L)∗∗ and x=Im∈X . Note that the
unit ball of M0(X, L) is weak-star dense in the unit ball of M0(X, L)∗∗ ([9], Propo-
sition 4.1). Furthermore, the weak-star topology of M0(X, L)∗∗ is metrizable on
the unit ball, since M0(X, L)∗ was just proven to be separable. Accordingly, choose
a sequence {xn}∞n=1 ⊂M0(X, L) with supn ‖xn‖ ≤ ‖m‖ such that xn→m weak-star.
Then, for y∗ ∈Y ∗ and L∈ L,
y∗(Lx)= (L∗y∗)(x)=m(JL∗y∗)= lim
n→∞(JL
∗y∗)(xn)
= lim
n→∞(L
∗y∗)(xn)= lim
n→∞ y
∗(Lxn).
It follows that x∈M(X, L) and
(6) ‖x‖M(X,L) = ‖Im‖M(X,L) ≤ ‖m‖M0(X,L)∗∗ ,
since
‖Lx‖Y = sup‖y∗ ‖=1
|y∗(Lx)| ≤ sup
n
‖xn‖M(X,L) ≤ ‖m‖ , L ∈ L.
We have thus proved that I maps M0(X, L)∗∗ into M(X, L) contractively.
Given x∈M(X, L) choose a sequence {xn}∞n=1 ⊂M0(X, L) such that xn→x
in X and supn ‖xn‖M(X,L)<∞ (≤ ‖x‖M(X,L) if Assumption B holds). Deﬁne
xˆ∈M0(X, L)∗∗ by xˆ(Jx∗)=x∗(x)=limn→∞(Jx∗)(xn) for x∗ ∈X∗. It is clear from
the last equality that this deﬁnes xˆ as a bounded linear functional on M0(X, L)∗
and if Assumption B holds, then
(7) ‖xˆ‖M0(X,L)∗∗ ≤ ‖x‖M(X,L) .
Obviously, Ixˆ=x. This proves that I is onto. If Assumption B holds, then we
obtain from (6) and (7) that I is an isometry. 
Proof of Theorem 2.3. Let m∈M(X, L)∗. Then m◦V −1 acts on V M(X, L).
As in Remark 3.2 we naturally view Cb(L, Y ) as a subspace of cabv(L, Y ∗)∗.
With this identiﬁcation, m◦V −1 extends by Hahn–Banach’s theorem to a func-
tional m˙∈cabv(L, Y ∗)∗∗ with ‖m˙‖=‖m‖. Applying the decomposition (3) with
Z=C0(L, Y ) we obtain
cabv(L, Y ∗)∗∗ =cabv(L, Y ∗)⊕C0(L, Y )⊥,
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and we decompose m˙=m˙ω∗ +m˙s accordingly. Let μ∈cabv(L, Y ∗) be the measure
corresponding to m˙ω∗ , so that, in particular,
m˙ω∗(T )=
∫
L
T (L) dμ(L), T ∈ Cb(L, Y ).
Let I : M0(X, L)∗∗→M(X, L) be the isomorphism given by Theorem 2.2. With
Z=M0(X, L), (3) gives
(8) M(X, L)∗ 	 M0(X, L)∗∗∗ =M0(X, L)∗ ⊕M0(X, L)⊥,
and we obtain a second decomposition m◦I=(m◦I)ω∗ +(m◦I)s.
Our ﬁrst goal is to show that the former decomposition is an extension of the
latter. More precisely, we have the following characterization.
Claim 3.5. (m◦I)ω∗ ≡0 if and only if m˙ω∗ annihilates V M(X, L).
Proof. To prove this, let x∈M(X, L) and let xˆ=I−1x∈M0(X, L)∗∗. As in
the proof of Theorem 2.2, choose {xn}∞n=1 ⊂M0(X, L) with supn ‖xn‖M0(X,L) ≤ ‖xˆ‖
such that xn→xˆ weak-star. Note that xn in particular converges to x weakly in X .
Hence Lxn→Lx weakly in Y for every L∈ L. Since also supn,L ‖Lxn‖Y <∞, it
follows from [13], Theorem 9, that
(9)
∫
L
Lxdμ(L)= lim
n→∞
∫
L
Lxn dμ(L).
To be more precise, Theorem 9 in [13] allows us to move the limit inside the in-
tegral when integrating over a compact Gδ-set K ⊂ L. However, as in the proof of
Theorem 2.2, we obtain (9) by an obvious approximation argument. We thus have
m˙ω∗(V x)= lim
n→∞
∫
L
Lxn dμ(L)= lim
n→∞ m˙ω
∗(V xn)= lim
n→∞ m˙(V xn)
= lim
n→∞ m(xn)= limn→∞ (m◦I)(xn)= limn→∞ (m◦I)ω∗(xn)= (m◦I)ω∗ (xˆ),
so that the claim is proven. 
We can now calculate the distance from x∈M(X, L) to M0(X, L) using duality,
dist(x,M0(X, L))M(X,L) = sup
‖m‖=1
(m◦I)ω∗ ≡0
|m(x)| = sup
‖m‖=1
m˛ω∗ ⊥V M(X,L)
|m˙s(V x)|.
Since ‖m˙s‖ ≤ ‖m‖ we obtain by Lemma 3.3 that
dist(x,M0(X, L))M(X,L) ≤ lim
L→∞
‖Lx‖Y .
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The converse inequality is trivial; for any x0 ∈M0(X, L) we have
‖x−x0‖M(X,L) ≥ limL→∞ ‖Lx−Lx0‖Y ≥ limL→∞ (‖Lx‖Y − ‖Lx0‖Y )= limL→∞ ‖Lx‖Y . 
Proof of Corollary 2.5. As in the preceding proof, for m∈M0(X, L)∗∗∗, write
m=mω∗ +ms,
in accordance with (8). Suppose that m/∈M0(X, L)∗, or equivalently, ms =0. Pick
xˆ∈M0(X, L)∗∗ such that ms(xˆ) =0 and let {xn}∞n=1 ⊂M0(X, L) converge to xˆ weak-
star. Then {xn}∞n=1, as a sequence in M0(X, L)∗∗, is a weak Cauchy sequence since
lim
n→∞ m
′(xn)=m′ω∗(xˆ), m
′ ∈ M0(X, L)∗∗∗.
On the other hand,
m(xˆ)=mω∗(xˆ)+ms(xˆ) =mω∗(xˆ),
so that
m(xˆ) = lim
n→∞ m(xn).
We have thus veriﬁed the condition of Theorem 3.4 for Z=M0(X, L)∗, proving the
corollary. 
4. Examples
Example 4.1. Denoting by L2a=L
2(D)∩Hol(D) the usual Bergman space on
the unit disc D, let X=L2a/C be the space of functions f ∈L2a with f(0)=0. Let
Y =C,
L = {Lw :Lwf =(1− |w|2)f ′(w) and w ∈ D},
and let τ be the topology of D. Then M(X, L)=B/C is the Bloch space modulo
constants and M0(X, L)=B0/C is the little Bloch space (up to constants). For f ∈B
it is clear that the dilations fr, fr(z)=f(rz), converge to f in L2a as r→1− and
that ‖fr‖B ≤ ‖f‖B , verifying the hypothesis of Assumption B. From the theorems
we obtain that (B0/C)∗∗ 	B/C isometrically via the L2a-pairing, as well as the
distance formula
dist(f,B0/C)B/C = lim|w|→1
(1− |w|2)|f ′(w)|.
This improves a result previously obtained in [4] and [27]. Corollary 2.5 says fur-
thermore that the Bloch space has a unique predual, reproducing a result found
in [23].
354 Karl-Mikael Perfekt
Example 4.2. Much more generally, the main theorems can be applied to
Mo¨bius invariant spaces of analytic functions through the following construction.
Denote by G the Mo¨bius group, consisting of the conformal disc automorphisms
φ : D→D. Each function in G is of the form
φa,λ(z)=λ
a−z
1−a¯z , a ∈ D, λ ∈ T.
G is a topological group with the topology of D×T. In particular, φa,λ→∞ equiv-
alently means that |a|→1.
Let X be a Banach space whose members f ∈X are functions analytic in D
with f(0)=0. We assume that X is continuously contained in Hol(D)/C, the latter
space being equipped with the compact-open topology, and that it satisﬁes the
properties:
(I) X is reﬂexive;
(II) the holomorphic polynomials p with p(0)=0 are contained and dense in X ;
(III) for each ﬁxed f ∈X , the map Tf , Tfφ=f ◦φ−f(φ(0)), is a continuous
map from G to X ;
(IV) limGφ→∞ ‖φ−φ(0)‖X=0.
We now let Y =X and let L be the collection of composition operators induced
by G,
L = {Lφ :Lφf = f ◦φ−f(φ(0)) and φ ∈ G},
equipping it with the topology of G.
M(X, L) and M0(X, L) are then Mo¨bius invariant Banach spaces in the sense
that if f is in either space then so is f ◦φ−f(φ(0)), φ∈G, and furthermore
‖f ◦φ−f(φ(0))‖M(X,L) = ‖f‖M(X,L).
Property (IV) implies that B1/C is continuously contained in M0(X, L), where B1
denotes the analytic Besov 1-space, the minimal Mo¨bius invariant space (see [3]).
In particular M0(X, L) contains the polynomials. The construction of the space
M(X, L) has been considered by Aleman and Simbotin in [1].
General Mo¨bius invariant spaces are studied by Arazy, Fisher and Peetre in [3].
The next proposition, saying that Assumption B holds, is essentially contained
there. Arazy–Fisher–Peetre have a stricter deﬁnition of what a Mo¨bius invariant
space is, however, so its proof is included here for completeness.
Proposition 4.3. Given f ∈M(X, L), f(z)=∑∞k=1 akzk, let
fn(z)=
n∑
k=1
(
1− k
n+1
)
akz
k.
Then ‖fn‖M(X,L) ≤ ‖f‖M(X,L) and fn→f weakly in X .
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Proof. Denote by Φn(θ)=
∑n
k=−n(1− |k|/n+1)e−ikθ the Feje´r kernels. That
‖fn‖M(X,L) ≤ ‖f‖M(X,L)
is immediate from the formula
fn ◦φ−fn(φ(0))= 12π
∫ 2π
0
(f(eiθφ( · ))−f(eiθφ(0)))Φn(θ) dθ,
where the integral is to be understood as an X-valued function of θ integrated
against the measure Φn(θ) dθ. That fn→f weakly follows from the same formula
with φ(z)=z, because if ∈X∗, then
(fn)=
1
2π
∫ 2π
0
(f(eiθ · ))Φn(θ) dθ→ (f)
as n→∞, by a standard argument about the Feje´r kernels. 
Applying the theorems, we obtain that M0(X, L)∗∗ 	M(X, L) isometrically,
that M0(X, L)∗ is the unique isometric predual of M(X, L) and that the formula
dist(f,M0(X, L))M(X,L) = lim|a|→1 ‖f ◦φa,λ −f(φa,λ(0))‖X
holds. There are many examples of Mo¨bius invariant spaces. Letting X=L2a/C we
once again obtain the Bloch space, M(X, L)=B/C and M0(X, L)=B0/C, but with
a diﬀerent norm than in Example 4.1. When X=H2/C is the Hardy space modulo
constants we get the space of analytic BMO functions with its conformally invariant
norm, M(X, L)=BMOA/C and M0(X, L)=VMOA/C (see [17]).
The QK -spaces provide a wide class of Mo¨bius invariant spaces that includes
both B and BMOA. For a non-zero, right-continuous, non-decreasing function
K : [0, ∞)→[0, ∞), denote by QK the space of all f ∈Hol(D) with f(0)=0 such that
‖f‖2QK = sup
φ∈G
∫
D
|f ′(z)|2K
(
log
1
|φ|
)
dA(z)< ∞.
See Esse´n and Wulan [14] for a survey of QK -spaces. See also [1]. Clearly, QK=
M(XK , L), if XK is the space of all f ∈Hol(D) with f(0)=0 such that
‖f‖2XK =
∫
D
|f ′(z)|2K
(
log
1
|z|
)
dA(z)< ∞.
If K(log(1/|z|)) is integrable on D and K(ρ)→0 as ρ→0+, it is easy to verify that
XK is a Hilbert space for which properties (II) and (IV) hold. Furthermore, if
356 Karl-Mikael Perfekt
K(log(1/|z|)) is a normal weight in the sense of Shields and Williams [25], standard
arguments show that if φa,λ→φ in G, then
‖f ◦φa,λ −f(φa,λ(0))‖XK → ‖f ◦φ−f(φ(0))‖XK , f ∈ XK .
Since f ◦φa,λ −f(φa,λ(0)) also tends weakly to f ◦φ−f(φ(0)), we in fact have norm
convergence, verifying (III) under these assumptions. Hence, if we denote by
QK,0=M0(XK , L) the space of those functions f ∈QK such that
lim
|a|→1
∫
D
|f ′(z)|2K
(
log
1
|φa,λ|
)
dA(z)= 0,
we have proven that Q∗∗K,0=QK and that
dist(f,QK,0)QK = lim|a|→1
∫
D
|f ′(z)|2K
(
log
1
|φa,λ|
)
dA(z).
Example 4.4. For an open subset Ω of C, let v be a strictly positive continuous
function on Ω. In this example we shall consider the weighted space Hv(Ω) of
analytic functions on Ω bounded under the weighted supremum norm given by the
weight v.
For the purpose of applying our construction, choose an auxiliary strictly pos-
itive continuous weight function w : Ω→R+ such that w is integrable on Ω. Deﬁne
X=L2a(v2w) to be the weighted Bergman space on Ω with weight v2w, consisting
of those f ∈Hol(Ω) such that
‖f‖L2a(v2w) =
∫
Ω
|f(z)|2v(z)2w(z) dA(z)< ∞.
One easily veriﬁes that X is a Hilbert space continuously contained in Hol(D).
Furthermore, let Y =C,
L = {Lz :Lzf = v(z)f(z) and z ∈ Ω},
and let τ be the usual topology of Ω.
It is then clear that M(X, L)=Hv(Ω) is the Banach space of all f ∈Hol(Ω)
such that vf is bounded, and that M0(X, L)=Hv0(Ω) is the corresponding little
space, consisting of those f such that vf vanishes at inﬁnity on Ω.
Assumption A (Assumption B) holds if and only if for each f ∈Hv(Ω) there is a
sequence {fn}∞n=1 ⊂Hv0(Ω) such that fn→f pointwise in Ω and supn ‖fn‖Hv(Ω)<∞
(supn ‖fn‖Hv(Ω) ≤ ‖f‖Hv(Ω)). We have hence recovered a result of Bierstedt and
Summers [6]; Hv0(Ω)∗∗ 	Hv(Ω) via the natural isomorphism if and only if this
pointwise weighted approximation condition holds. The isomorphism is isometric
precisely when Assumption B holds.
Duality and distance formulas in spaces deﬁned by means of oscillation 357
When either assumption holds we furthermore obtain the distance formula
dist(f,Hv0(Ω))Hv(Ω) = lim
Ωz→∞
v(z)|f(z)|,
where the limit is taken with respect to the topology of Ω. Bierstedt and Summers
give suﬃcient conditions for radial weights v which ensure that Assumption B holds.
For example, it holds when v is a radial weight vanishing at ∂Ω, where Ω is a
balanced domain such that ¯Ω is a compact subset of {z∈C:rz∈Ω} for every 0<r<1.
When Ω=C, we may take any radial weight v on C decreasing rapidly at inﬁnity
to obtain a space Hv(C) of entire functions satisfying Assumption B. See [6] for
details.
For simplicity the above considerations have not been carried out in their full
generality. We could, for example, have considered weighted spaces M(X, L) of
harmonic functions, or of functions deﬁned on Cn, n>1. However, problems arise
when Ω is an open subset of an inﬁnite-dimensional Banach space, since local com-
pactness of Ω is lost. This case has been considered by Garc´ıa, Maestre and Rueda
in [16]. In a diﬀerent direction, the biduality problem has been studied for weighted
inductive limits of spaces of analytic functions. See Bierstedt, Bonet and Galbis [7]
for results in this context.
Example 4.5. We now turn to rectangular bounded mean oscillation on the
2-torus. The space BMORect(T2) consists of those f ∈L2(T2)/C such that
sup
1
|I| |J |
∫
I
∫
J
|f(ζ, λ)−fJ(ζ)−fI(λ)+fI×J |2 ds(ζ) ds(λ)< ∞,
where the supremum is taken over all subarcs I, J ⊂T, ds is arc length measure,
fJ(ζ)=
∫
J
f(ζ, λ) ds(λ)/|J | and fI(λ)=
∫
I
f(ζ, λ) ds(ζ)/|I| are the averages of f(ζ, · )
and f( · , λ) on J and I , respectively, and fI×J is the average of f on I ×J . Rectan-
gular BMO is one of several possible generalizations of BMO(T) to the two-variable
case. We focus on this particular one because it ﬁts naturally into our scheme.
A treatment of rectangular BMO can be found in Ferguson and Sadosky [15].
To obtain BMORect(T2) via our construction, let X=L2(T2)/C, Y =L2(T2)
and
L =
{
LI,J :LI,Jf =χI×J
1
|I| |J | (f −fJ −fI+fI×J)
}
,
where I and J range over all non-empty arcs. Denoting by τ the quotient topology
considered in Example 2.1, we equip L with the corresponding product topology
τ ×τ , so that LI,J→∞ means that min(|I|, |J |)→0. By construction M(X, L)=
BMORect(T2). Accordingly, M0(X, L) will be named VMORect(T2). Assumption B
358 Karl-Mikael Perfekt
is veriﬁed exactly as in Example 2.4, letting fn=P1−1/n(ζ)∗P1−1/n(λ)∗f be a dou-
ble Poisson integral.
From Theorem 2.2 we hence obtain that VMORect(T2)∗∗ is isometrically iso-
morphic to BMORect(T2) via the L2(T2)-pairing, and Theorem 2.3 gives
dist(f,VMORect)BMORect = lim
min(|I|,|J|)→0
‖LI,Jf‖L2(T2) .
Another possible generalization of BMO(T) to several variables is known as product
BMO. In [21], Lacey, Terwilleger and Wick explore the corresponding product VMO
space. It would be interesting to apply our techniques also to this case, but one
meets the diﬃculty of deﬁning a reasonable topology on the collection of all open
subsets of Rn. On the other hand, the predual of BMORect(T2) is given as a space
spanned by certain “rectangular atoms” (see [15]) and is as such more diﬃcult to
understand than the predual of product BMO, which is the Hardy space H1(Tn)
of the n-torus.
Example 4.6. Let 0<α≤1 and let Ω be a compact subset of Rn. In this exam-
ple we shall treat the Lipschitz–Ho¨lder space Lipα(Ω). By deﬁnition, a real-valued
function f on Ω is in Lipα(Ω) if and only if
‖f‖Lipα(Ω) = sup
x,y∈Ω
x =y
|f(x)−f(y)|
|x−y|α < ∞.
As usual we identify f and f+C, C constant, in order to obtain a norm.
X will be chosen as a quotient space of an appropriate fractional Sobolev space
(Besov space) W l,p(Rn). For 0<l<1 and 1<p<∞, W l,p consists of those f ∈Lp(Rn)
such that ∫
Rn
∫
Rn
|f(x)−f(y)|p
|x−y|pl+n dx dy < ∞.
Choose l and p such that 0<l<α and pl>n. By a Sobolev type embedding theorem
([22], Proposition 4.2.5) it then holds that W l,p continuously embeds into the space
of continuous bounded functions Cb(Rn). Let
AΩ = {f ∈ W l,p : f(x)= 0 and x ∈ Ω}.
We set X=W l,p/AΩ.
To obtain Lipα(Ω) through our construction, let Y =C and let every operator
Lx,y ∈ L, x, y∈Ω, x =y, be of the form
Lx,yf =
f(x)−f(y)
|x−y|α .
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We give L the topology of {(x, y)∈Ω×Ω:x =y}. Then M(X, L)=Lipα(Ω). One
inclusion is obvious and to see the other one let f ∈Lipα(Ω). As in [10], f can be
extended to fˆ ∈Lipα(Rn), fˆ=f on Ω. Letting χ∈C∞c (Rn) be a cut-oﬀ function such
that χ(x)=1 for x∈Ω, it is straightforward to check that χfˆ ∈M(X, L), verifying
that Lipα(Ω)⊂M(X, L).
Note that M0(X, L)=lipα(Ω) is the corresponding little Ho¨lder space, consist-
ing of those f ∈Lipα(Ω) such that
lim
|x−y|→0
|f(x)−f(y)|
|x−y|α =0.
When α=1, the space lipα(Ω) is trivial in many cases, so that Assumption A may
fail. However, for α<1 we can verify Assumption B in general. Let Pt, t>0, be the
n-dimensional Poisson kernel,
Pt(x)= c
t
(t2+|x|2)(n+1)/2 , x ∈ R
n,
for the appropriate normalization constant c, and let χ denote the same cut-oﬀ as
before. For f ∈M(X, L) it is straightforward to verify that χ(Pt ∗f)∈M0(X, L),
‖χ(Pt ∗f)‖Lipα(Ω) ≤ ‖f‖Lipα(Ω),
and that χ(Pt ∗f)→f=χf weakly in X as t→0+, the ﬁnal statement following from
the reﬂexivity of X and the fact that Pt ∗f tends to f pointwise almost everywhere.
We conclude that, for 0<α<1,
dist(f, lipα(Ω))Lipα(Ω) = lim|x−y|→0
|f(x)−f(y)|
|x−y|α .
In addition, Theorem 2.2 says that lipα(Ω)∗∗ 	Lipα(Ω) isometrically. In Kalton [20]
it is proven that lipα(M)∗∗ 	Lipα(M) under very general conditions on M , for
example whenever M is a compact metric space. It would be interesting to see if
the theorems of this paper can be applied in this situation and, if this is the case,
which space X to embed Lipα(M) into.
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