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Abstract:
The paper discusses the issue of motion estimation on noisy images display-
ing large displacements, due to high velocity values. “Noisy” means that the
data contain either missing acquisitions on isolated points, regions, frames or
noisy measures. Assuming the dynamics is partially accessible from heuristics
and modeled, the objective is to include this knowledge in the computation of
the solution even if large displacements occur from one frame to the next one
and if the data are noisy. This is performed by Data Assimilation techniques
which simultaneously solve an evolution equation and an observation equation.
The evolution equation includes the partial knowledge on the dynamics. The
observation equation describes the transport of image brightness and is written
in a non-linear form in order to better characterize large displacements. The
assimilation method is a weak 4D-Var algorithm, in which each component of
the Data Assimilation system is associated to an error. We prove that the ob-
servation covariance matrix can be used to discard the noisy data during the
computation of the solution letting the evolution equation estimate motion from
adjacent frames on these pixels. The method is quantified on synthetic data and
illustrated on oceanographic satellite images.
Key-words: variational data assimilation, optical flow, large displacements,
noisy or missing data, SST images
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Utilisation de mode`les de la dynamique pour
l’estimation de larges de´placements sur des
acquisitions bruite´es
Re´sume´ : Cet article traite du proble`me de l’estimation du mouvement sur des
donne´es bruite´es montrant de grands de´placements engendre´s par des vitesses
e´leve´es. Par donne´es “bruite´es” nous entendons des donne´es qui contiennent
a` la fois des informations manquantes en des points isole´s, des re´gions ou des
plans image entiers et du bruit de mesure. En supposant que la dynamique de la
se´quence d’image peut eˆtre de´crite par des heuristiques, le but est d’inclure cette
connaissance dans le calcul de la solution et cela malgre´ la pre´sence de vitesses
e´leve´es. Ceci est re´alise´ par assimilation de donne´es en re´solvant simultane´ment
une e´quation d’e´volution et une e´quation d’observation. L’e´quation d’e´volution
de´crit imparfaitement la dynamique. L’e´quation d’observation de´crit le trans-
port de la luminosite´ par la vitesse et elle est e´crite sous sa forme non line´aire
afin de prendre en compte les grands de´placements. La me´thode d’assimilation
de donne´es utilise´e ici est le “4DVar” dans sa formulation faible et pour laque-
lle chaque composante du syste`me a` re´soudre est associe´e a` une erreur. Nous
montrons que la matrice de covariance associe´e au mode`le d’observation peut
eˆtre utilise´e pour e´liminer du calcul de la solution les pixels qui contiennent
une information bruite´e. Pour ces pixels, l’e´quation d’e´volution permet alors
de calculer une solution admissible. La me´thode propose´e est e´value´e sur des
donne´es synthe´tiques et applique´e sur des donne´es oce´anographiques contenant
de ve´ritables donne´es manquantes.
Mots-cle´s : assimilation variationnelle de donne´es, flot optique, large de´placements,
donne´es bruite´es ou manquantes, images SST
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1 Introduction
Motion estimation is one major task of Image Processing. It is applied for in-
stance on satellite data to study the cloud structures dynamics or to estimate
the ocean surface circulation. In the medical domain, motion detection is used
for analyzing the dynamics of organs: abnormalities of the cardiac cycle are de-
tected with ultrasound imaging and the brain neural activity is controlled with
magneto and electroencephalography (MEG/EEG) or magnetic resonance imag-
ing (MRI). In video surveillance, motion information permits to assess people
behavior.
Motion vectors fields are often inferred from the Optical Flow Constraint Horn
and Schunk (1981) but this equation is only valid for small displacements as it
results from the linearization of a non linear equation. However, large dis-
placements frequently occur if the time period of the acquisition process is too
large compared to the observed dynamics. There are two main approaches to
deal with this issue. The first one solves the Optical Flow Constraint equa-
tion with an incremental algorithm Odobez and Bouthemy (1998); Proesmans
et al. (1994), each iteration remaining a linear problem. The second one directly
solves the non linear equation of image brightness transport. Such method is
named warping method Brox et al. (2004).
An additional difficulty concerns the quality of images: as widely known, the
image data are commonly noisy. This degradation has various origins: a failing
acquisition process, occluding structures (clouds over the sea, people behind
objects, ...), or a poor quality of the signal (ultrasound imaging for instance).
The corresponding values should be ignored or given a low weight during the
estimation process and the final result.
Estimating a motion field from two consecutive images with the optical flow
constraint is an ill-posed problem and additional information must be provided
to obtain a unique solution. Usually the uniqueness is obtained by constraining
the space of the solutions. This method, named Tikhonov regularization, is
widely used in the literature Tikhonov (1963). However, this is too restrictive
and not always justified according to the experimental context.
Sometimes the underlying dynamics is partially known. This is the case if
the physical processes, visualized on images, are accurately modeled by the spe-
cialists. In meteorology and oceanography, equations, approximately describing
apparent motion on the image data, can be derived from the fluid flow dynam-
ics. In the medical domain, efforts are engaged to describe the electro-mechanic
cardiac cycle and the brain electric activity, and first dynamic models are now
available. The problem is then to include this knowledge in the computation of
the solution: this is achieved using Data Assimilation methods. Knowing the
approximate dynamics provides two major advantages as it had been discussed
in Be´re´ziat and Herlin (2010): first, a unique solution can be obtained without
any Tikhonov regularisation and, second, a solution is obtained even if the ob-
servation are noisy. Using Data Assimilation to determine motion from image
sequences is an emerging domain. In Papadakis et al. (2007a), the optical flow
constraint is used as observation equation to compute velocity and two alter-
native evolution equations are considered: a Navier-Stokes equation ruling the
fluid velocity and a transport of velocity by itself for addressing rigid motions.
In Papadakis et al. (2007b), the velocity field of several atmospheric layers is
computed from pressure images and shallow-water equations are used as evo-
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lution equation for velocity and pressure. In Huot et al. (2008), the surface
velocity field is estimated from SST images with a shallow-water model and an
advection/diffusion equation for the temperature.
In this paper, the issue of motion estimation is investigated in the follow-
ing context: the displacements may be large and approximately ruled by the
transport of brightness; observations may be noisy but the localization of noisy
pixels is known by the user from metadata. Without any information on the
image dynamics, the transport of velocity by itself is considered. Such as-
sumption means that the motion vector is constant over time along the pixel
trajectory. As this model is rough, derivation from it is accepted in the esti-
mation process. In Section 2, the issue of motion estimation is introduced, and
equations ruling the evolution of brightness and the dynamics are discussed. In
Section 3, the variational data assimilation framework is briefly described for a
complete understanding of our method. Section 4 gives a discussion about the
covariance matrix associated to the error involved in the observation equation.
We explain how to use it to discard noisy data from the solution and to add
spatio-temporal regularity constraints on the solution. In Section 5, results are
quantified on synthetic images and displayed on SST data acquired over the
Black Sea. Concluding remarks and perspectives are given in Section 6.
2 Defining the evolution over the image sequence
Optical flow measures the displacement of patterns on a sequence of images.
This is one signature of the physical processes occurring in the scene during
the acquisition. Equations ruling it therefore depend on the studied context.
A first example concerns the estimation of fluid particles velocity from a mass
conservation equation:
∂I
∂t
+∇T (IV) = 0 (1)
with I denoting the image value, ∇ the spatial gradient, ∇T its transpose and
V the velocity. This equation is suitable if, for instance, I is an image of
pressure and V the blood speed Wildes and Amabile (1997) or I is an image of
temperature (satellite infrared image) and V the clouds displacement Be´re´ziat
et al. (2000); Isambert et al. (2008). A second example, commonly used for
video sequences, assumes that moving objects display a Lambertian surface and
the optical flow is modeled as the transport of image brightness by the velocity
vector:
I(x + V(x; t)4t; t+4t) = I(x; t)
x and t are space-time coordinates, 4t is the time step between two frames and
can be set to 1 without any loss of generality:
I(x + V(x; t); t+ 1) = I(x; t) (2)
Being non linear, Equation (2) is commonly approximated by a first-order Taylor
expansion:
∂I
∂t
+∇ITV = 0 (3)
Equations (1), (2) and (3) are named observation equations as they link the
observations and the quantity to be computed, named the state vector, which
INRIA
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is the velocity field V.
As we are interested in tracking structures visualized on the ocean surface,
the displacements may be large if the time period between two frames is high
compared to the dynamics time scale. Equation (3) is then no more valid and
Equation (2) is considered. This observation equation is not invertible and
provides an infinity of solutions. A first possibility to overcome this difficulty
is to look for the velocity V as the minimum of an objective function and
to include a constraint on the velocity spatial variation. This is named the
Tikhonov regularization Tikhonov (1963):∫ (
(I(x + V; t+ 1)− I(x; t))2 + α2‖∇V‖2) dx (4)
The associated Euler-Lagrange equation is established and leads to a non linear
system. A semi-implicit scheme Brox et al. (2004) can then be used with the
drawback of requiring the inversion of a large matrix. A second possibility is
to consider an incremental method such as in Proesmans et al. (1994). In this
case, we consider the value I(x + V˜; t + 1) with V˜ being the current estimate
of the velocity V, and subtract it in Equation (2). We obtain after a first-order
Taylor expansion:
∇IT (x; t)(V − V˜) + I(x + V˜; t+ 1)− I(x; t) = 0 (5)
This equation is also ill-posed and requires a Tikhonov regularization. The new
objective function is:∫ (
∇IT (V − V˜) + I(x + V˜; t+ 1)− I)2 + α2‖∇V‖2
)
dx (6)
Equation (5) being linear, the Euler-Lagrange equation associated to (6) is lin-
ear and can be solved efficiently with a Gauss-Seidel method Horn and Schunk
(1981). It provides a solution for V from the estimate V˜. Due to the Tay-
lor expansion, the equation provides an approximate solution of the transport
equation (2). The process is then iterated until convergence using the solution
from an iteration as the initial estimate for the next one.
However the dynamics of V may be sometimes approximated from heuristics
and described by an evolution equation:
∂V
∂t
+M(V) = 0 (7)
The operator M is named evolution model. Given an initial condition for V at
time t = 0, it is possible to compute V at any time t > 0 by integrating (7). The
Tikhonov regularization, corresponding to the second term of (6), is no more
required.
Depending on the experimental context, various evolution models may be
considered. The best would be to consider the mathematical equations de-
scribing the observed physical processes. For instance in oceanography, the
heat equation rules the diffusion of the surface temperature and the shallow-
water equations describe the ocean surface circulation Huot et al. (2008). These
shallow-water equations are a simplification of the Navier-Stokes equation de-
scribing turbulent and incompressible fluid flows:
ρ
dV
dt
= F−∇p+ µ∇2V (8)
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F being the gravity force, p the pressure, ρ the fluid density, and µ the kinetic
viscosity. Without effective knowledge on dynamics, simpler equations can be
experimented, as the Lagrangian constancy:
dV
dt
=
∂V
∂t
+ (VT∇)V = 0, (9)
However these evolution models are often an approximation of the reality and
deviations to them must be allowed during the computation, as it is the case with
weak data assimilation techniques. Equation (9) is considered in the remainder
of the paper.
3 Data Assimilation
Let X be the state vector and Y the observation vector defined on a spatio-
temporal domain A = Ω× [0, T ]. Data Assimilation solves the following system
of three equations:
∂X
∂t
(x, t) +M(X)(x, t) = Em(x, t) (11)
H(Y,X)(x, t) = Eo(x, t) (12)
X(x, 0) = Xb(x) + Eb(x) (13)
In addition to the evolution and observation equations (Eqs. (11,12)), a con-
straint on the initial condition, Eq. (13), is added. For linking with the previous
section, Eq. (11) and Eq. (12) respectively correspond to Eq. (7) and Eq. (3) with
X = V and Y = I in the case of motion estimation from image data. An error
term is added to each equation: Em represents the deviation to the evolution
equation, Eo describes the errors on observation data and the deviation from the
observation equation, and Eb concerns the initial condition uncertainty. These
errors are supposed unbiased and Gaussian, and fully characterized by their
covariance matrix Q, R and B. For solving the full system, the functional (10)
has to be minimized with respect to X. Its differential is established by deter-
mining the directional derivative and introducing the auxiliary variable (named
adjoint variable) λ(x, t) =
∫
A
Q−1(x, t,x′, t′)
(
∂X
∂t
+M(X)
)
(x′, t′)dx′dt′. As
operators M and H are non linear, a local linearization is applied: the state
vector is written as X = Xb + δX, with Xb the background variable and δX
the incremental variable. A Taylor development of M and H is performed at
E(X) =
∫
A
∫
A
(∂X
∂t
+M(X)
)T (x, t)Q−1(x, t,x′, t′)(∂X
∂t
+M(X)
)
(x′, t′)dxdtdx′dt′
+
∫
A
∫
A
H(X,Y)T (x, t)R−1(x, t,x′, t′)H(X,Y)(x′, t′)dxdtdx′dt′
+
∫
Ω
∫
Ω
(
X(x, 0)−Xb(x)
)T
B−1(x,x′)
(
X(x′, 0)−Xb(x′)
)
dxdx′
(10)
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the neighborhood of Xb. The following system of equations has then to be
solved (reader is referred to Be´re´ziat and Herlin (2010); Valur Ho´lm (2003) for
a complete description):
λ(x,T) = 0 (14)
−∂λ
∂t
+
(
∂M
∂X
∣∣∣
Xb
)∗
λ = −
∫
A
(
∂H
∂X
∣∣∣
Xb
)∗
R−1 (15)(
H(Xb,Y) +
∂H
∂X
∣∣∣
Xb
(δX)
)
dx′dt′
Xb(x, 0) = Xb(x) (16)
∂Xb
∂t
+M(Xb) = 0 (17)
δX(x, 0) =
∫
Ω
Bλ(x′, 0)dx′ (18)
∂δX
∂t
+
∂M
∂X
∣∣∣
Xb
(δX) =
∫
A
Qλ(x′, t′)dx′dt′ (19)
Operators
(
∂M
∂X
)∗
and
(
∂H
∂X
)∗
are the adjoint operators. For a given operator
K, the adjoint is mathematically defined by:
〈K(η)), λ〉 = 〈η,K∗(λ)〉 (20)
The linearization of operators M and H leads to an inexact solution of Equa-
tions (14) to (19) and requires to iterate this incremental method. The back-
ground variable is first computed from Equations (16) and (17). Background
and incremental variables are used to compute the adjoint variable with Equa-
tions (14) and (15). After updating the background variable with Xb = Xb+δX,
a new value for the incremental variable can then be computed from Equa-
tions (18) and (19). The process is iterated up to convergence. This method,
named incremental 4D-var, has been designed specifically to solve non linear
evolution and observation models such as those discussed in the previous sec-
tion.
4 The error covariance matrix
This section describes the use of error covariance matrices to handle noisy data
and to express spatio-temporal regularity properties.
First, for a general discussion, let Z be a stochastic state vector depending
on the spatial coordinate x and Σ its covariance matrix:
Σ(x,x′) =
∫∫
(Z(x)−E(Z))T (Z(x′)−E(Z)) dP (x,x′)
dP (x,x′) being the density of (Z(x), Z(x′)) and E the expectation. The inverse
of Σ is defined in Oliver (1998) by:∫
Σ−1(x,x′′)Σ(x′′,x′)dx′′ = δ(x− x′) (21)
RR n° 7408
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A first class of covariance matrices concerns the one depending on x − x′:
Σ(x,x)′ = Σ(x − x′). Equation (21) can be rewritten as a convolution prod-
uct
∫
Σ−1(r − r′)Σ(r′)dr′ = δ(r) with r = x − x′ and r′ = x′′ − x′. This
corresponds to a simple product Σ̂−1(ω)Σ̂(ω) = 1 in the Fourier space. It
is then much easier to compute the inverse covariance matrix in the Fourier
domain. A Dirac covariance, Σ(x,x′) = δ(x − x′), has an inverse which is
also a Dirac function, and we have
∫∫
ZT (x)Σ−1Z(x′)dxdx′ =
∫
‖Z(x)‖2dx.
Applying a Dirac covariance is therefore equivalent to a zero-order regulariza-
tion. For an exponential covariance, Σ(x,x′) = exp
(
−‖x− x
′‖
σ
)
, we have∫∫
ZT (x)Σ−1Z(x′)dxdx′ =
∫
1
2σ
(‖Z(x)‖2 + σ2‖∇Z(x)‖2) dx Be´re´ziat and
Herlin (2010), which is equivalent to a first-order regularization.
A second class concerns covariance matrices written as Σ(x,x′) = S(x)δ(x−x′).
We have Σ−1(x,x′) = δ(x−x′)S−1(x). In this case, the error is localized. These
matrices are used to weight the contribution of pixels in the energy function (10).
To avoid noisy data having an impact on the solution, we define the inverse
of the observation covariance matrix R as:
R−1(x, t; x′, t′) = δ(x− x′)δ(t− t′)f(x, t) (22)
with f a confidence measure which is close to 0 if the observation value must
be discarded because the acquisition process failed or the observation model
is wrong. A first category of pixels is identified from metadata with a func-
tion fsensor that expresses the quality of the acquisition. For example SST
images contain clouds occluding the ocean surface: these areas are flagged by
the provider and fsensor has a low value on these pixels. A second category con-
cerns pixels having a small value of the space-time gradient norm: Equation (2)
becomes true whatever the value of V as it reduces to 0 = 0. To discard these
pixels from the computation we define the quality function fH such as:
fH(x, t) = 1− exp
(
−‖∇3I(x, t)‖
2
σ
)
(23)
with ∇3 the gradient operator on the space-time domain. The function f in
Eq. (22) is then defined by f(x, t) = fsensor(x, t)fH(x, t).
Another concern is the spatial regularization of the result. Our objective is
to perform this regularization with the observation error covariance matrix R.
Applying a spatial regularization to the state vector X may be seen as defining
a piecewise constant approximation Xpc. This issue is formalized by extending
the observation vector as Y′ = (Y, 0)T : the observations Y will be compared
to X as previously and null observations of ∇X are given in order to force X to
be piecewise constant. For the optical flow estimation, the observation equation
is rewritten as:
H
′(V, I) =
(
I(x + V, t+ 1)− I(x, t)
∇V
)
= Eo (24)
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This is a two-component equation and the inverse of the error covariance matrix
is defined as:
R′(x, t; x′, t′) =
(
R−1(x, t; x′, t′) 0
0 γδ(x− x′)
)
(25)
with γ > 0 and R−1 written as in Eq. (22). Using H′ and R′−1 from Eq. (24)
and (25), with γ = α2, we have:∫∫
H
′(X,Y′)TR′−1H′(X,Y′)dxdtdx′dt′ =∫ (
f(x, t)(I(x + V, t+ 1)− I(x, t))2 + α2‖∇V‖2) dxdt (26)
The second part of this integral may be recognized as the classical Tikhonov
regularization involved in Eq. (4). The data assimilation method, applied on the
state vector X, with the observation Y′ and the matrix R′, actually performs
the same regularization in an indirect way.
5 Implementation and Results
Details for determining the differential and adjoint operator ofM(V) = ∇VTV
are given in Be´re´ziat and Herlin (2010). The differential of H(V, I) = I(x +
V, t+ 1)− I(x, t) is ∇IT (x + V, t+ 1) def= ∇IT ◦V Brox et al. (2004) and the
adjoint operator is the transpose. A Dirac covariance is chosen for Q and B.
Equations (17,15,19) correspond to the three following EDPs:
∂V
∂t
+ VTb ∇Vb = 0 (27)
−∂λ
∂t
−∇λTVb − λT∇⊥Vb = L (28)
∂δV
∂t
+ VTb ∇δV +∇VTb δV = λ (29)
The right member of Equation (28) is:
L = −∇I ◦Vb
(
I ◦Vb − I +∇IT ◦VbδV
)
fHfsensor
Discretisation is performed as follows. Equation (27) is a non linear advection
and a robust explicit numerical scheme is proposed in Be´re´ziat and Herlin (2010).
Equations (28) and (29) have linear but non constant advection terms with
additional forcing terms. The advection terms are discretized using an upwind
scheme Ames (1977).
The initial condition Xb, in Equation (16), is given by the Horn & Schunck
algorithm Horn and Schunk (1981).
5.1 Synthetic data
The potential of the method is first demonstrated on a synthetic sequence dis-
playing two squares, one moving down and the other moving up, meeting each
other on the last frames. Figures 1(a) and 1(b) show the results obtained at
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the beginning and the end of the sequence for Horn & Schunck (HS) and Data
Assimilation (DA) methods. HS has the drawback of spatially smoothing the
velocity field at the junction of the two squares at the end of the sequence pro-
ducing sometimes a wrong direction for the motion vector. The heuristics on
the dynamics is successfully exploited by DA that estimates a correct direction
of the motion field.
(a) Result on frame 3 for HS(left) DA (right).
(b) Result on frame 9 for HS (left) and DA (right).
Figure 1: Results on synthetic data.
5.2 Satellite data
The algorithm has also been used on a sequence of 17 SST images, acquired by
NOAA-AVHRR in July 1998 over the Black Sea. The image data present major
difficulties: (1) Figure 2(a) and 2(b) display two consecutive frames with a cloud
occluding a large region and displaying a large displacement; (2) Figure 2(c)
shows data missing due to a registration problem; (3) the pixel brightness is
subject to large variations on the sequence due to varying acquisition times and
atmospheric conditions (see frame 10 in Figure 2(d) which is darker than other
frames). To deal with this last problem, we use the coarse hypothesis of constant
brightness variation along the trajectory: dIdt = a, with a being a real constant.
Consequently ∂∂x
(
dI
dt
)
= ddt
(
∂I
∂t
)
= 0 and we consider ∂I∂x as input data instead
of the image function I.
For analyzing results, we focus on a small region of interest, marked by the
blue square in Figure 2(b). Magnification is displayed at several acquisition
INRIA
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dates in Figure 2(d). It shows a black structure evolving with a translational
motion, from right to left, during the first frames and then with a counter
clockwise rotational motion during the remainder of the sequence. The acquisi-
tions also display missing data on frames 9 and 11. Figure 3 shows the results
of HS and DA on the second frame. The two methods give similar results.
This demonstrates that the spatial regularity involved in HS may be suppressed
and replaced by the evolution equation if the dynamics is correctly modeled.
Figure 4 displays the results obtained on the third and fourth frames (partially
occluded by a cloud). As HS computes spatio-temporal gradients using consec-
utive frames, it fails if gradients are computed on missing data. DA, however,
provides a good result because these pixels are discarded due to the confidence
function f : the solution is obtained from the evolution equation. Figure 5 il-
lustrates results on the tenth and eleventh frames with many missing pixels.
HS fails to provide a coherent velocity field. DA successes again thanks to the
evolution equation and the discard of missing data.
(a) Large cloud in black occluding the Sea. (b) Next frame.
(c) Missing data on the right part of the
acquisition.
(d) Region of interest on frames 2, 3, 4, 9, 10 and 11.
Figure 2: SST sequence with noisy data.
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Figure 3: Result on SST with HS (left) and DA (right) on frame 2.
(a) Frame 3.
(b) Frame 4.
Figure 4: Cloud occultation: HS (left) and DA (right).
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(a) Frame 10.
(b) Frame 11. The background – see frame 11 in Figure 2(d) –
has been removed in order to enhance visibility.
Figure 5: Missing data: HS (left) and DA (right).
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6 Concluding remarks
In the paper, we proposed a method to estimate large displacements from an
image sequence including some noisy data. The method relies on an evolution
equation which approximately describes the image dynamics. Data assimilation
is used to simultaneously solve the evolution and brightness transport equa-
tions. Noisy data are identified by a confidence function and discarded from the
computation of the solution, that is then estimated from the evolution equation
on these pixels. A spatial regularization of the solution may be obtained from
a suitable observation equation and its covariance matrix. We discussed the
relevance of the method on satellite images displaying various types of missing
data. As the dynamics is obtained from heuristics, we allowed inaccuracies of
the evolution equation by involving a model error in the equations. Even if the
dynamics’ model is inaccurate, we obtain better results than standard optical
flow methods because the missing data are correctly managed by our method.
The major perspective is to define an evolution model dealing with spatio-
temporal discontinuities of the dynamics. If the state vector is too different from
the observations at a given time step, the method should consider a dynamics’
discontinuity and the evolution equation should no more be involved in the
computation of the solution. This could be obtained by increasing the error
model and its covariance matrix Q. However the problem will then become
ill-posed and require a spatial regularization at that time step. The difficulty
is to define adaptive covariances Q and R driven by the observations and the
state vector in order to release the weight of the evolution equation and to apply
regularization if necessary.
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