Stochastic antiderivational equations on Banach spaces over local non-Archimedean fields are investigated. Theorems about existence and uniqueness of the solutions are proved under definite conditions. In particular, Wiener processes are considered in relation to the non-Archimedean analog of the Gaussian measure.
1.
Introduction. This paper continues the investigations of stochastic processes on non-Archimedean spaces [8] . In the first part, stochastic processes were defined on Banach spaces over non-Archimedean local fields and the analogs of Itô formula were proved. This part is devoted to stochastic antiderivational equations. In the non-Archimedean case, antiderivational equations are used instead of stochastic integral or differential equations in the classical case.
In Section 2, suitable analogs of Gaussian measures are considered. Certainly they do not have any complete analogy with the classical one, some of their properties are similar and some are different. They are used for the definition of the standard (Wiener) stochastic process. Integration by parts formula for the non-Archimedean stochastic processes is studied. Some particular cases of the general Itô formula from [8] are discussed here more concretely. In Section 3, with the help of them, stochastic antiderivational equations are defined and investigated. Analogs of theorems about existence and uniqueness of solutions of stochastic antiderivational equations are proved. Generating operators of solutions of stochastic equations are investigated. All results of this paper are obtained for the first time.
In this paper the notations of [8] are also used.
Gaussian measures and standard
Wiener processes on a non-Archimedean Banach space 2.1. Let H = c 0 (α, K) be a Banach space over a local field K. Let ᐁ P be a cylindrical algebra generated by projections on finite-dimensional over K subspaces F in H and Borel σ -algebras Bf (F ) . Denote by ᐁ the minimal σ -algebra σ (ᐁ P ) generated by ᐁ P .
We consider functions, whose Fourier transform has the form f (x) =f β,γ,q (x) := exp − β|x| q χ γ (x), (2.1) where the Fourier transform was defined in [12] and [13, Section 7] , γ ∈ K, 0 < β < ∞, 0 < q < ∞. 
Theorem 2.2. A nonnegative q-Gaussian
measure µ on c 0 (ω 0 , K) is σ -addi- tive on Bf (c 0 (ω 0 , K)) if
and only if there exists an injective compact operator
3)
has the following characteristic functional:
Proof. Let θ be a characteristic functional of µ. By the non-Archimedean analog of the Minlos-Sazonov theorem (see [6, Section 2 .31], [5, 7] ), a measure µ is σ -additive if and only if, for each c > 0, there exists a compact operator
where z = x −y. From Definition 2.1, it follows that each projection µ j on Ke j has the form given by (2.5). It remains to establish that µ is σ -additive if and only if J ∈ L q (c 0 (ω 0 , K)) and γ ∈ c 0 (ω 0 , K). We have
where C > 0 and C 1 > 0 are constants independent of ζ j for b 0 > p 3 and each 
We denumerate the standard orthonormal basis {e j : j ∈ N} such that |g 1 | = g . There exists an operator E on c 0 with matrix elements E i,j = δ i,j for each i, j > 1, E 1,j = g j for each j ∈ N. Then | det P n EP n | = g for each n ∈ N, where P n are the standard projectors on sp K {e 1 ,...,e n } [9] . When g ∈ {e * j : j ∈ ω 0 }, then evidently, µ g has the form given by (2.5)
where e * j (e i ) = δ i,j for each i, j.
On the other hand, there exists a constant C 2 > 0 such that for b 0 > p 3 and for each r > b 0 , we have the following inequality: , where a m ∈ K. These decompositions establish the isometric isomorphism θ :
is a linear injective compact operator such thatP 1P 0 ∈ L 1 , whereP j here cor- 
and |π | is the generator of the valuation
. Therefore, the antideriva-
where µ i are q-Gaussian measures on Y i induced by J i as above. In particular, for q = 1 we can also take
, we get the 1-Gaussian measures µ on it also, where t 0 ∈ Z is a marked point. Certainly, we can take other operators J 1 ∈ L q (Y 1 ) not related with the antiderivation as above. (ii) the random variable w(t, ω)−w(u, ω) has a distribution µ F t,u , where µ is a probability Gaussian measure on C 0 (T , H) described in Definition 2.1.
Non-

3.2.
If µ is the standard Gaussian measure on C 0 0 (T , H), then the Wiener process is called standard (see also [6, Theorem 3.23, Lemmas 2.3, 2.5, 2.8, and Section 3.30], [7] ).
Remark 3.1. In [8] the non-Archimedean analogs of the Itô formula were proved. In the particular case In the non-Archimedean case, the formula
, 4.3 and Definition 4.1]), so that
(see [10, Lemma 3.5] ) is not valid, but it has another analog. Let X be a locally compact Hausdorff space and let BC c (X, H) denote a subspace of C 0 (X, H)
consisting of bounded continuous functions f such that for each > 0 there exists a compact subset V ⊂ X for which f (u) H < for each u ∈ X \ V . In particular, for X ⊂ K, e * ∈ H * , and a fixed t ∈ X in accordance with [12, Theorem 7.22], there exists a K-valued tight measure µ t,ω,e * ,b,k on the σ -algebra Bco(X) of clopen subsets in X such that
where H * is a topologically conjugate space, 1 ≤ r ,q ≤ ∞, and 1/r + 1/q ≥ 1.
If χ γ : K → S 1 := {z ∈ C : |z| = 1} is a continuous character of K as the additive group, then
and H = K (so that e * = 1), (3.4) takes a simpler form, which can be considered as another analog of the classical formula. For the evaluation of appearing integrals, tables from [13, Section 1.5.5] can be used. Another important result is the following theorem.
for each γ ∈ K and each t ∈ T and for each g ∈ H * . 
Proof. Let t ∈ T and t j = σ j (t), where σ j is the approximation of the identity in T and F a,b (w)
and n ∈ N since λ(Ω) = 1 and λ is nonnegative. For each t ∈ T , there ex- For each y ∈ H and each γ ∈ K, the function Mχ γ (gψ(t, ω)y) is continuous by t ∈ T , consequently, there exists a continuous function φ : T → H such that Mχ γ (gψ(t, ω)y) = χ γ (gφ(t)y) for each y ∈ H and t ∈ T since characters χ γ are continuous from K to C and χ γ (h) = χ 1 (γh) for each 0 ≠ γ ∈ K and h ∈ K and the C-linear span of the family {χ γ : γ ∈ K} of characters is dense in C 0 (K, C) by the Stone-Weierstrass theorem [3, 4] . On the other hand,
when lim j a j = 0 for a sequence a j in K. Therefore,
From the equality χ a+b (c) = χ a (c)χ b (c) for each a, b, c ∈ K, the statement of this theorem follows for each γ ∈ K. 
(t, ω, x) − a(t, ω, y) , E(t, ω, x) − E(t, ω, y) ≤ K r x − y (3.7)
for each x, y ∈ B(C 0 (B R ,H),0,r ), t ∈ B R , and ω ∈ Ω. Then the stochastic process of the type
has a unique solution.
, where a and E satisfy the local Lipschitz condition (LLC). Suppose there is a stochastic process of the type
(i) ξ(t, ω) = ξ 0 (ω) + ∞ m+b=1 m l=0 (P u b+m−l ,w(u,ω) l [a m−l+b,l (u, ξ(u, ω)) • (I ⊗b ⊗ a ⊗(m−l) ⊗ E ⊗l )])| u=t such that a m−l,l ∈ C 0 (B R 1 × B(L q (Ω, Ᏺ,λ; C 0 (B R , H)), 0,R 2 ), L m (H ⊗m ; H
)) is continuous and bounded on its domain
and for each 0 < R 2 < ∞.
Then (i) has a unique solution in B R .
Proof of Theorem 3.4. We have max( a(x)−a(y) g , E(x)−E(y)
for each x, y ∈ H and for each 1 ≤ g < ∞, t ∈ B R , and each ω ∈ Ω, where K and K 1 are positive constants, a(x) and E(x) are short notations of a(t, ω, x) and E(t, ω, x) for x = ξ(t, ω), respectively. Let X 0 (t) = x,...,
consequently,
where in general
where
On the other hand,
(3.14)
Due to condition (ii) of Theorem 3.4 for each > 0 and 0 < R 2 < ∞, there exists 
an arbitrary ball of radius in B R , t ∈ B . If X 1 and X 2 are two solutions, then where the function ψ is locally constant by t and independent of ω. The term
, ψ = 0 since it is evident for a(u, X), E(u, X), and a k−l,l (u, X) depending on X locally polynomially or polyhomogeneously for each u, but such locally polynomial or polyhomogeneous functions by X are dense in
respectively.
The proof of Theorem 3.3 is a particular case of the latter proof. 
for each t and v ∈ B(K,t 0 ,R) λ-a.e. by ω ∈ Ω, where b, C 1 , and C 2 are nonnegative constants. Then ξ has a C 2 -modification with probability 1 and Proposition 3.6. Let ξ be a stochastic process given by (3.8) and let
for each t and v ∈ B(K,t 0 ,R) λ-a.e. by ω ∈ Ω, where b, C 1 , and C 2 are nonnegative constants. Then two solutions ξ 1 and ξ 2 with initial conditions ξ 1,0 and ξ 2,0 satisfy the following inequality:
Proof. From Proposition 3.5, it follows that
Remark 3.7. Let X t = X 0 +P t a +P w v and Y t = Y 0 +P t q +P w s be two stochastic processes corresponding to E = I and a Banach algebra H over K in [8, Section 4.3] . Then If H is a Banach space over the local field K and f (x,y) = x * y is a K-bilinear functional on it, where x * is an image of x ∈ H under an embedding H H * associated with the standard orthonormal base {e j } in H, then 
If to consider a solution of the antiderivational equation Proof. From the use of (3.30) and (3.33) iteratively for U n (σ j+1 (t), σ j (t)), for U n (σ j (t), s), and also forŨ n and takingŨ n − U n , it follows that (t, s) x is uniformly convergent to U(t,s)x, then for each > 0 there exist δ > 0 and m ∈ N such that sup t,s∈B(K,0,R) U n (t + h, s + v)x n − U n (t, s)x n < , for each n > m, and max(|h|, |v|) < δ due to equality (3.36). Proof. In view of Theorem 3.4, Definition 3.8, Remark 3.9, and Proposition 3.10 with the use of a parameter ω ∈ Ω, the statement of Proposition 3.11 follows. 
Now we consider the case J(C
