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COMBINATORIAL PROPERTIES OF NIL–BOHR SETS
JAKUB KONIECZNY
Abstract. In this paper we study the relation between two notions of large-
ness that apply to a set of positive integers, namely Nild–Bohr0 and SG
∗
k, as
introduced by Host and Kra [HK11]. We prove that any Nild–Bohr0 set is
necessarily SG∗k where k is effectively bounded in terms of d. This partially
resolves a conjecture of Host and Kra.
1. Introduction
Among the basic problems in additive combinatorics is the study of various
notions of largeness which may apply to a set of integers. In this paper we are
specifically interested in one such notion, namely that of being a Nild–Bohr set, or
a set of recurrence times for a d-step nilrotation (see Section 1.2).
The study of these sets was pioneered by Host and Kra [HK11], with later de-
velopments due to Huang, Shao and Ye [HSY16], Tu [Tu14], and Bergelson and
Leibman [BL16]. In [HK11], it was realised that Nild–Bohr sets bear a striking
relation to a purely combinatorial class of SG∗k sets (see Section 1.4). Namely, it
was shown that a SG∗d set is (strongly) piecewise-Nild–Bohr. Here, we prove the
reverse implication, although in a weaker form.
Even though a proper motivation for our results requires more context, we are
able to express some of them in relatively basic terms. Our first result is the
following.
Theorem A. Fix an polynomial p ∈ R[x] of degree d with p(0) = 0, and a sequence
(ni)
∞
i=1 of positive integers. Then, for any ε > 0, there exists a finite, non-empty
set α ⊆ N, with gaps bounded by d, such that
∥∥p (∑i∈α ni)∥∥R/Z ≤ ε.
Above, ‖t‖R/Z = minn∈Z |t− x| denotes the distance from the closest integer.
From now on, let us denote by F the family of all finite non-empty subsets of
N = {1, 2, . . .}. It is customary to denote elements of F by lowercase Greek letters
α, β, . . . . Bootstrapping (a slight modification of) the above result, we obtain a
recurrence statement for nilrotations. For an set α = {i1, i2, . . . , ir}, where i1 <
i2 < · · · < ir, the gaps of α are the integers i2 − i1, i3 − i2, . . . , ir − ir−1.
Theorem B. Let G be a d-step nilpotent Lie group and let Γ < G be a cocompact,
discrete subgroup. Fix g ∈ G, an open neighbourhood eΓ ∈ U ⊆ G/Γ, as well as a
sequence (ni)
∞
i=1 of positive integers.
Then, there exists α ∈ F with gaps bounded by d′ = 4d, such that g
∑
i∈αniΓ ∈ U .
The bound d′ = 4d results from an inductive argument. By a marginally more
careful computation, this could be improved to d′ = 3d + log2 d + O(1), but we
sacrifice this inconsequential improvement for the sake of readability. The optimal
value is believed to be d′ = d, but our argument does not yield this conclusion.
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Finally, we point out that the recent paper of Bergelson and Leibman [BL16]
proves highly relevant results. It follows as a special case of Theorem 0.3 in
[BL16] that, in the situation of Theorem A, there exists a set α ⊆ [r] such that∥∥p (∑i∈α ni)∥∥R/Z ≤ ε, for some r = r(d, ε). Hence, trivially, we may ensure that α
has gaps bounded in terms of d and ε; however, our result gives a good bound on
the gaps, which also is uniform in ε. Similarly, a version of Theorem B can be read
off Theorem 0.5 in [BL16].
1.1. Bohr sets. The notion of a Bohr (or Bohr0) set is classical and well-studied.
A set A ⊆ N0 is said to be a Bohr set if it contains the preimage of an open, non-
empty set U through the natural embedding of N0 in the Bohr compactification of
Z, usually denoted bZ. Accordingly, A is a Bohr0 set if additionally 0 ∈ U .
While very satisfying from the categorical point of view, the above definition gives
limited idea of what a Bohr set looks like. A more concrete description is possible.
Namely, a set is Bohr if it contains a non-empty set of the form {n ∈ N0 : nα ∈ U}
where α ∈ Tm = Rm/Zm and U ⊆ Tm is open; A is Bohr0 if additionally 0 ∈ U .
Hence, Bohr0 sets can be viewed dynamically as a return-times sets for the point
0 ∈ Tm, where the dynamics are given by x 7→ x+ α.
(Note that we construe being a Bohr set as a notion of largeness, hence above we
only insist on containment, rather than equality. In context when precise structure
is important, different definitions are used, see e.g. [TV10, Section 4.4].)
1.2. Nil–Bohr sets. With the advent of higher-order Fourier analysis, a natural
analogue of the class of Bohr sets has come into view. The role of the circle rotations
in classical Fourier analysis is now played by nilrotations, which we presently define.
Suppose that G is a d-step nilpotent Lie group, and let Γ < G be a cocompact
and discrete subgroup. Here, by cocompact we simply mean that the quotient space
G/Γ should be compact. The space X = G/Γ is a d-step nilmanifold and carries a
natural action of G, given by g.xΓ = (gx)Γ. There exists a unique Haar measure µ
on the Borel σ-algebra B(X), which is preserved by all translations Tg : xΓ 7→ g.xΓ.
Hence, for any g ∈ G, translation by g is a measure-preserving transformation of
(X,µ). We call any such system (X,B(X), µ, Tg) a d-step nilrotation.
We now define a set A ⊆ N0 to be a Nild–Bohr set, in analogy to the abelian
case, if it contains a non-empty set of the form
{n ∈ N0 : g
nΓ ∈ U}
where G/Γ is a d-step nilmanifold, and U ⊆ G/Γ is open. If additionally eΓ ∈ U
then A is a Nild–Bohr0 set.
A useful example to keep in mind are sets of the form
{n ∈ N0 : ‖p(n)‖R/Z ≤ ε},
where p ∈ R[x] is a polynomial with at least one irrational non-constant coeffi-
cient. In general, such sets are Nild–Bohr. If additionally p(0) = 0 then they are
Nild–Bohr0. (This can be seen by a classical construction, which is discussed for
instance in [BL07, Section 0.16].)
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1.3. IP sets. Another classical notion of largeness which is relevant to us is IP.
For a sequence (ni)
∞
i=1, we define the set of finite sums of A,
(1) FS(ni) =
{∑
i∈α
ni : α ∈ F
}
.
For brevity of notation, it is convenient to define in this context nα :=
∑
i∈α ni for
α ∈ F ; this is consistent with the natural inclusion N ∋ i 7→ {i} ∈ F .
A set A ⊆ N0 is said to be an IP set if there exists a sequence (ni)i∈N such that
FS(ni) ⊆ A. Once again, we remark that since we view IP as a notion of largeness,
we only require A to contain a set of finite sums (as opposed to being equal to such
a set). This is consistent with usage e.g. in [BFW06], but different from the original
definition in [FW78].
1.4. SG sets. In analogy to the IP sets FS(ni), we define for k ≥ 0 the sets
SGk(ni), where the index sets are additionally required to have bounded gaps. Let
Sk ⊆ F denote the set of finite sets of integers α ∈ F whose gaps are bounded by
k; we might call such sets k-syndetic. In other words, we require that for any i ∈ α,
either i = maxα, or there exists j ∈ α with i < j ≤ i+ k. We allow the degenerate
case k = 0, where S0 = N (up to identification i 7→ {i}). For a sequence of integers
(ni)
∞
i=1 we put
(2) SGk(ni) =
{∑
i∈α
ni : α ∈ Sk
}
.
In analogy with IP sets, we define a set A ⊆ N0 to be a SGk set if it contains a
set of the form SGk(ni) for some sequence ni. To the best of our knowledge, this
definition first appears in [HK11, Def. 2.9]. We have an obvious chain of inclusions
SG1(ni) ⊆ SG2(ni) ⊆ . . . ⊆ FS(ni), whence SG1⊇ SG2⊇ . . . ⊇ IP.
The simplest non-degenerate example, though possibly a misleading one, is when
k = 1. Then SGk(ni) consists precisely of the consecutive sums
∑v
i=u ni, and it has
been noted that SG1(ni) = ∆(S) := (S − S) ∩ N where S = {
∑v
i=1 ni : v ∈ N}.
It is not difficult to see that conversely, any set of the form ∆(S) as above can
be expressed as SG1(ni) for some sequence (ni). Thus, SG1 sets coincide with the
well-studied class of ∆ sets (see also [BFW06]).
1.5. Dual classes. For a class C of subsets of N0, we define the dual class C
∗ by
declaring that B ∈ C ∗ if and only if for any A ∈ C the sets A and B intersect
non-trivially: A ∩B 6= ∅ (see e.g. [Fur81, Section 9.1]).
Specifically, we define the class SG∗k, consisting of the sets B ⊆ N0 such that for
any choice of integers (ni)
∞
i=1, there exists some α ∈ F with nα ∈ B. We note the
reversed chain of inclusions: SG∗1 ⊆ SG
∗
2 ⊆ . . . ⊆ IP
∗.
It is clear by definition that for any class C , the dual class C ∗ is closed under
taking supersets. The operation of taking the dual reverses the inclusion: if C ⊆ D
then C ∗ ⊇ D∗. If C is partition regular, then C ∗ is easily seen to be closed under
finite intersections, but C ∗ will not generally be partition regular [Fur81, Lemma
9.5]. If additionally ∅ 6∈ C then C ⊆ C ∗ [Fur81, Lemma 9.4]. We cite the latter
two facts merely to provide context, they are not used at any point.
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1.6. Nil–Bohr sets vs. SG sets. As noted earlier, there is a somewhat unex-
pected connection between the a priori unrelated notions of SG∗k sets and Nild–Bohr
sets.
Following the usual convention, we say that a set A is piecewise Nild–Bohr0 if
there exists a thick set T (i.e. such that T contains arbitrarily long intervals) and a
Nild–Bohr0 set B such that A = B∩T . It was proved in [HK11, Theorem 2.10] that
any SG∗d set is piecewise Nild–Bohr0. (In fact, the result proved there is stronger,
with a more rigid notion of “strongly piecewise”.) The following question arises
naturally:
Question 1. Is any Nild–Bohr0 set a SG
∗
d set?
The main purpose of this paper is to answer a weaker variant of this question.
The reader will have no problem checking that the following is merely a succinct
restatement of Theorem B.
Theorem 1.1. Any Nild–Bohr0 set is SG
∗
k, provided that k ≥ 4d.
Remark 1.2. We note that a weaker variant of theorem, with SG∗k replaced with
IP∗, is true for much simpler (or at least better studied) reasons. It can be checked
that any nilrotation is distal ([AGH63, Chpt IV, Sec. 7]; see also [Key66],[Key67]).
More explicitly, for any nilrotation (Tg, G/Γ) with metric dG/Γ, for any ε > 0 there
exists δ > 0 such that if x, y ∈ G/Γ are two points with dG/Γ(x, y) > ε then for
all n also dG/Γ(T
n
g x, T
n
g y) > δ. On the other hand, for any topological dynamical
system (T,X) distality is equivalent to the condition that for any x ∈ X and any
open neighbourhood U ∋ x, the set {n ∈ N | T nx ∈ U} is IP∗ [Fur81, Theorem
9.11]. Since any Nild–Bohr0 is (a superset of) a set of precisely this form, the claim
follows. (Essentially the same argument can be found in [BL07, Sec. 0.17], and in
[BL16].)
Notation. By N we denote the set {1, 2, 3, . . .}; in particular 0 6∈ N. We put
N0 = N ∪ {0}.
By F we denote the partial semigroup of the finite, non-empty subsets of inte-
gers, where the operation is the disjoint union. We also put F∅ = F ∪{∅}. Hence,
whenever the symbol α∪β is used for α, β ∈ F it is implicitly assumed that α and
β need to be disjoint.
If G is a group equipped with a metric, then ‖g‖ = ‖g‖G denotes the distance
from g to eG. In particular, for x ∈ R, ‖x‖R/Z denotes the distance of x from the
closest integer.
Standard asymptotic notation, such as O(·) and Ω(·), is occasionally used: X =
O(Y ) if |X | ≤ cY for an absolute constant c, and X = Ω(Y ) if 0 < Y = O(X).
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2. Polynomial maps
In order to prove Theorem B, we will need a good understanding of “linear” maps
of the form n 7→ gnΓ from N to a nilmanifold G/Γ, or more accurately α 7→ gnαΓ
where α ∈ F and α 7→ nα =
∑
i∈α ni. For reasons which will become apparent
shortly, it is more natural to work with a larger class of polynomial sequences
N→ G/Γ or F → G/Γ respectively, which we will shortly define.
Systematic study of polynomial sequences Z → G was initiated by Leibman
[Lei98] (the results generalise easily to sequences H → G for abelian H), although
some early results were obtained by Lazard [Laz54] and others. Polynomial se-
quences H → G for H nilpotent are studied in [Lei02]. The notion of a polynomial
sequence whose domain is a partial semigroup, such as F , does not explicitly ap-
pear until later, but can easily be gleaned from [Lei98]. From a slightly different
perspective, polynomial sequences F → G appear in [BL03].
Finally, the idea of measuring the “degree” of a polynomial sequence by means
of a filtration appears in [GTZ12] in context of sequences Z → G (or Z → G/Γ),
although most results straightforwardly generalise to different domains such as F .
To the best of our knowledge, the precise definition of a polynomial sequence
F → G we shall use first appears in print in the work of Zorin-Kranich [ZK14,
ZK13]. For an accessible introduction to polynomial sequences, we refer to [Gre16]
or [Tao12].
2.1. Filtered groups and polynomial sequences. A Lie prefiltration on a Lie
group G is a descending sequence G• of Lie subgroups of G such that G = G0 ⊇
G1 ⊇ G2 ⊇ . . . and for any i, j we have the nesting condition [Gi, Gj ] ⊆ Gi+j . We
always assume that the prefiltration terminates at some point, in the sense that
for some d we have Gd+1 = {eG}. The least such d is the length of the filtration.
A Lie filtration is a prefiltration G• such that additionally G0 = G1 = G. Since
we have no need to consider filtrations which are not Lie, we will usually omit this
adjective. We may also keep the group G implicit, and assume that G = G0.
The most important example of a filtration to bear in mind is the lower central
series given by G0 = G1 = G and Gi+1 := [G,Gi] (where [G,H ] denotes the
group generated by elements of the form [g, h] with g ∈ G, h ∈ H). Each of these
groups Gi is normal. If G is d-step nilpotent, then the length of this filtration is
d. Conversely, if G has a filtration of length d, then G is at most d-step nilpotent.
(Of course, in general the length of a filtration may be greater than the nilpotency
class of the group.)
If G• is a prefiltration, we may construct a prefiltration G
′
i := Gi+1 (i ≥ 0) on
G1. (Note that the nesting property is clear.) We denote this new prefiltration by
G•+1. Images and preimages of (pre-)filtrations (by morphisms of Lie groups) are
again (pre-)filtrations of (at most) the same length.
As alluded to before, we wish to study maps from F (or F∅) into a nilmanifold
G/Γ, taking a rather specific form α 7→ gnαΓ. It will be convenient to introduce
a more general notion of a polynomial sequence from a general partial semigroup
into a filtered group.
Recall that a partial semigroup (A, ∗) is a setA equipped with a binary operation
∗ defined of a subset of A×A, such that α∗(β∗γ) = (α∗β)∗γ, whenever both sides
are defined. By the usual abuse of notation, we usually refer to the set A alone
as a semigroup, keeping the operation ∗ implicit. We are mostly interested in the
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cases (A, ∗) = (F∅,∪) and = (N0,+). For A = Z the following definition appears
in Leibman [Lei98, Sec. 1.4], and for a fully general version see [ZK13, Def. 1.21].
Definition 2.1 (Polynomial sequence). Let A be an partial semigroup, and let G•
be a prefiltration on a nilpotent Lie group G. Then a map g : A → G is declared
to be polynomial (with respect to G•) if either G = {eG} is trivial and g(α) = eG
is the constant sequence, or if G is non-trivial and for every β ∈ A there exists a
G•+1 polynomial Dβg such that
(3) Dβg(α) = g(α)
−1g(α ∗ β)
whenever α ∗ β is defined. The set of all such polynomial maps is denoted by
poly(A → G•). The length of the prefiltration my occasionally be referred to as
the degree of the polynomial.
When A = F∅, and g ∈ poly(A → G•) is such that g(∅) = eG, then the
symmetric derivative
(4) ∆βg(α) = Dβf(α)g(β)
−1 = g(α)−1g(α ∪ β)g(β)−1 (for β ∩ α = ∅)
is a polynomial with respect to G•+1, which has the added advantage that ∆βg(∅) =
eG. This property can also be used for as definition of polynomials, when we restrict
to maps with g(∅) = eG. The analogous remark applies to maps N0 → G. (See
[ZK13, Sec. 1.3] for details.)
Example 2.2. If G is d-step nilpotent, then the sequence N → G given by
g(n) = an, (a ∈ G), is polynomial with respect to the lower central series: in-
deed, Dmg(n) = a
m and Dm2Dm1g(n) = e. We will shortly see that the sequence
g′(n) = anbn (a, b ∈ G) is also polynomial with respect to the same filtration.
Example 2.3. Let G = R, equipped with length d filtration G0 = G1 = · · · =
Gd = R, Gd+1 = · · · = {0}. Then polynomial sequences N → R are precisely
the polynomials in the conventional sense, that is sequences of the form p(n) =∑d
i=1 n
iai where ai ∈ R.
By the same token, for any sequence of integers (ni) and polynomial p : N→ R,
the map F ∋ α 7→ p (nα) ∈ R is polynomial with respect to the aforementioned
filtration.
Example 2.4. Let G• be a prefiltration on a nilpotent Lie group G, and let g ∈
poly(N → G•). Then, for any sequence (ni)i, the map F ∋ α 7→ g(nα) ∈ G
is polynomial. This is a special instance of a general fact that composition of a
polynomial with a morphism of partial semigroups is again a polynomial.
A principal advantage of working with polynomial maps is that they are closed
under products. In a slightly more specific context, this is the main result of [Lei98],
in this form it appears in [ZK13, Thm. 1.23] (see also Section 2.5).
Theorem 2.5 (Lazard–Leibman). Let G• be a prefiltration and A a partial semi-
group. Then poly(A → G•) is a group under pointwise multiplication.
2.2. Polynomials to nilmanifolds. We are fundamentally interested not in maps
poly(F∅ → G•), but rather in their projections onto G/Γ, where Γ is a discrete
cocompact subgroup. In order for such maps to be well behaved, we need to assume
that G• is compatible with Γ. We will say that G• is Γ-rational if for any i the
discrete subgroup Γi := Gi ∩ Γ is cocompact. It was shown by Mal’cev [Mal51]
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that the lower central series is Γ-rational with respect to any choice of Γ, under the
additional assumption that G is simply connected.
Definition 2.6. Let A and G• be as in Definition 2.1, and let Γ be cocompact
discrete subgroup of G such that G• is Γ-rational. Then a map g¯ : A → G/Γ is
declared to be polynomial (with respect to G•) if and only if g¯ takes the form
g¯ = g ◦ π where g ∈ poly(A → G•) and π : G → G/Γ is the standard projection
h 7→ hΓ. The set of all such polynomial maps is denoted by poly(A → G•/Γ).
It will be often be convenient to assume that the groups Gi are simply connected
(see Section 2.3). For the sake of brevity, if G• is a Lie prefiltration of length d
where each Gi is simply connected, and Γ is a discrete cocompact subgroup of
G = G0 such that G• is Γ-rational, we will say that G•/Γ is a d-step nilmanifold.
Remark 2.7. While we restrict to the simply connected case, most of the state-
ments will remain true also in the general case of not necessarily connected and not
necessarily simply connected groups, possibly after minor modifications.
We mention a crucial fact, whose proof we defer to Section 2.5.
Theorem 2.8. If G•/Γ is a d-step nilmanifold, then the space poly(F∅ → G•/Γ)
is compact in the topology of pointwise convergence.
We are now ready to formulate versions of Theorems A and B in the proper
generality.
Theorem 2.9 (A, strong version). Let f : F∅ → T
m be a polynomial of degree d
with f(∅) = 0. Then, for any ε > 0, there exists α ∈ Sd, such that ‖f(α)‖ < ε.
Theorem 2.10 (B, strong version). Let G•/Γ be a nilmanifold of length d, and
let f¯ ∈ poly(F∅ → G•/Γ) with f(∅) = eΓ. Then, for any open neigbourhood
eΓ ∈ U ⊆ G/Γ, there exists α ∈ Sk with k ≤ 4d, such that f¯(α) ∈ U .
Remark 2.11. Theorem 2.9 is ostensibly stronger than Theorem A, and there is
a similar relation between Theorems 2.10 and B. While it is beyond the scope of
our investigation to ask if Theorem A formally implies 2.9, we pause to give some
examples polynomials of the special form we are interested in are already dense in
the family of all polynomials.
Example 2.12. Fix εi > 0 and θ ∈ R \Q, and let f : F∅ → T = R/Z be a degree
1 polynomial with f(∅) = 0. Then, there exist (ni)∞i=1 such that for all α ∈ F∅ we
have ‖f(α)− nαθ‖ < εα, where as usual nα =
∑
i∈α ni, εα =
∑
i∈α εi.
Proof. By Proposition 2.16, f takes the form f(α) =
∑
i∈α ai. Choose ni so that
‖ai − niθ‖ < εi. 
Example 2.13. Fix ε > 0 and r ∈ N. Let θ ∈ R \ Q, and let f : F∅ → T be
a degree 2 polynomial with f(∅) = 0. Then, there exist (ni)ri=1 such that for all
α ⊆ [r] we have:
(5)
∥∥f(α)− n2αθ∥∥R/Z < ε,
where as usual nα =
∑
i∈α ni.
Proof. Using Proposition 2.16, f(α) =
∑
γ⊆α aγ (where aγ = 0 if |γ| > 2 or γ = ∅).
Subject to the choice of ni’s, write b{i,j} = 2ninjθ, b{i} = n
2
i θ, and bγ = 0 otherwise,
so that n2αθ =
∑
γ⊆α bγ .
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To obtain (5), it will suffice to ensure that ‖bγ − aγ‖R/Z <
ε
2r for all γ, for a
suitable choice of (ni)i. We claim that more is true, namely that (bγ)γ is equidis-
tributed in T(
r+1
2 ) (here, γ runs over all non-empty subsets of [r] of size ≤ 2). If this
was no so, then by the multidimensional version of Weyl’s equidistibution theorem,
there would exist kγ ∈ Z, not all 0, such that
∑
γ⊆[r] kγbγ is a polynomial with in-
teger coefficients in (ni)i — but this is impossible since θ 6∈ Q, and the non-trivial
bγ are distinct monomials. 
Similar statements hold for polynomials of higher degrees, the only difference
being that the verification of equidistibution in the final step becomes more mun-
dane.
2.3. Connectivity. If the nilpotent group G is simply connected (which we take
to mean, in particular, connected) then the exponential map exp: g → G is a
homeomorphism from the Lie algebra g of G and G itself. If G• is a prefiltration
where each of the groups Gi is connected, then there exists a Mal’cev basis for g,
where the description ofG takes a particularly simple form (see [Mal51]). Because of
this, the assumption of simple connectivity is often made in the literature (notably
[GT10], [GT12], [GTZ12]).
On the other hand, the definition of Nild–Bohr sets in [HK11, Def. 2.2] makes no
assumptions about connectivity whatsoever. The purpose of this section is to bridge
this gap. We record that the assumption of simple connectivity can be freely added,
and that it does not matter whether we work with genuine polynomial sequences
or “linear sequences”.
For a nilmanifold G/Γ (with no topological assumptions on G), open U ⊆ G/Γ
and (polynomial) sequence g : N0 → G/Γ, denote the corresponding (Nild–Bohr0)
set
(6) B(g, U) := {n ∈ N0 | g(n)Γ ∈ U} .
Lemma 2.14. Fix d ≥ 1. Then, for a set A ⊆ N, the following properties are
equivalent to A being a Nild–Bohr0 set:
(1) there exists a d-step nilmanifold G/Γ (with G not necessarily simply con-
nected), an open neighbourhood eΓ ∈ U ⊆ G/Γ, and a “linear” sequence
g(n) = an (a ∈ G) such that A ⊇ B(g, U);
(2) there exists a d-step nilmanifold G/Γ with G simply connected (in particular
connected), an open neighbourhood eΓ ∈ U ⊆ G/Γ, and a “linear” sequence
g(n) = an (a ∈ G) such that A ⊇ B(g, U);
(3) there exists a length d nilmanifold G•/Γ (with each Gi simply connected),
an open neighbourhood eΓ ∈ U ⊆ G/Γ, and g ∈ poly(N→ G•/Γ), g(0) = e,
such that A ⊇ B(g, U);
Proof. Condition (1) is the one used to define Nild–Bohr0 sets in Section 1.
The equivalence between (2) and (3) follows from Proposition C.2 [GTZ12],
which asserts that general polynomial sequences can be lifted to linear ones. Simi-
lar argument (without assumption of simple connectivity) appears also in [Lei05b,
Proposition 3.14] and in the proof of Theorem B∗ in [Lei05a]. Equivalence between
(1) and (2) is established in and [Lei05b, Section 1.11] by means of embedding an
arbitrary nilmanifold in a simply connected one; see also [HSY16, Section 3.1.2] 
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In light of the above considerations, we can — and will — always assume that
the groups Gi constituting the prefiltration are connected and simply connected.
Remark 2.15. Yet another definition of a Nild–Bohr0 set is possible. Recall that
the typical Nild–Bohr0 set takes the form {n ∈ N0 | g(n)Γ ∈ V Γ}, where e ∈ V ⊆ G
is open, and g ∈ poly(N0 → G•) with g(0) = e. Instead of the assumptions e ∈ V
and g(0) = e, we could put a milder restriction g(0) ∈ V Γ. Again, this does not
lead to a more general notion. As noted in [HSY16, Section 3.1.4.], upon replacing
Γ with Γ′ = g(0)Γg(0)−1, V with V ′ = V g(0)−1, and g with g′(n) = g(n)g(0)−1,
we recover {n ∈ N | g(n) ∈ V Γ} = {n ∈ N0 | g′(n) ∈ V ′Γ′}, and g′(0) = e. In fact,
the original definition in [HK11] uses this seemingly more general form.
2.4. VIP-systems. A simple but already interesting instance of the above def-
initions is the abelian one, where G = Rm, Γ = Zm and the filtration is given
by
G0 = G1 = · · · = Gd = R
m, Gd+1 = Gd+2 = · · · = {0}.
In this situation, we will simply speak of a polynomial of degree d and keep the
filtration implicit. We denote the set of all polynomial maps from A to Tm =
Rm/Zm by poly(A → Tm).
It is a general fact that if Gi ⊇ G′i are two prefiltrations then poly(A → G•) ⊇
poly(A → G′•). In particular, any polynomial A → T
m with respect to some
prefiltration of length d is a polynomial of degree d, as above.
Such maps are a special case of a more general notion of a VIP-system, introduced
in [BFM96], well before the theory of polynomial maps between nilpotent groups
flourished. (In our notation, a VIP-system is essentially a polynomial map F∅ → Ω,
where Ω is an abelian group.)
The following structural result is well known, see [McC99, Proposition 2.5]. We
provide a proof for the convenience of the reader; similar ideas will appear in the
proof of Proposition 2.16.
Proposition 2.16 (Structure of polynomials F → Tm). Suppose that f : F∅ →
Tm is a polynomial of degree d. Then f admits a representation of the form:
(7) f(α) =
∑
γ⊆α
|γ|≤d
aγ ,
where αγ ∈ T
m are constants. Conversely, any map of the form (7) is a polynomial
of degree ≤ d.
Proof. Suppose first that f takes the form (7). We show by induction on d that f is
a polynomial of degree d; the case d = 0 is clear. For d ≥ 1, the discrete difference
relation Dβf = f(α ∪ β)− f(α) of (3) is satisfied for
Dβf(α) :=
∑
γ⊆α
|γ|≤d−1
∑
δ⊆β
|δ|≤d−|γ|
aγ∪δ,
which is again of the form (7) with degree d− 1, so the claim follows.
Conversely, let f : F∅ → T
m be a polynomial of degree ≤ d. By a inclusion-
exclusion argument, it is easy to construct g of the form (7) such that f(α) = g(α)
if |α| ≤ d. Hence, replacing f with f −g if necessary, we may assume that f(α) = 0
whenever |α| ≤ d. We show, by induction on d this condition implies f(α) = 0 for
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all α ∈ F∅. Because degree 0 polynomials are constant, the case d = 0 is clear;
assume d ≥ 1.
Choose any β ∈ F with |β| = 1. By the Definition 2.1, there is a polynomial
Dβf of degree d− 1 such that
Dβf(α) = f(α ∪ β) − f(α), (α ∩ β = ∅).
If |α| ≤ d− 1 then Dβf(α) = 0. Using the inductive assumption, we conclude that
Dβf(α) = 0 for all α ∈ F∅, α ∩ β = ∅. Because β was arbitrary, if f(α) = 0 for
all α ∈ F∅ of a given size |α| = n, then the same holds for |α| = n + 1; hence by
induction f(α) = 0 for all α. 
2.5. Host-Kra cube groups. A useful approach to polynomial maps is obtained
by introducing the notion of Host-Kra cube, or more generally cube group HKk(G•).
This notion was first introduced (thought with a different name) by Host and Kra
in [HK05], and is extensively used in a number of papers, including [GT10, GT12].
It is also a basis for the work of Szegedy and Camarena [CS10] later refined by
Gutman, Manners and Varju´ [GMV16a, GMV16b, GMV16c]. We use some basic
facts, using [GT10, Appendix E] and [GT12] as our main reference; an accessible
introduction can be found in [Gre16]. Throughout, k ≥ 1 is an integer, and G• is
a prefiltration consisting of simply connected groups.
For any k, we may consider the cube {0, 1}k. It is often convenient to identify
{0, 1}k with the powerset P([k]). In particular, {0, 1}k carries a natural partial
order where ω ≤ ω′ if ωi ≤ ω′i for all i.
For ω ∈ {0, 1}k and g ∈ G, we define g[ω] ∈ G{0,1}
k
by
g[ω]σ =
{
g if σ ≥ ω,
eG otherwise.
Hence, g[ω] can be viewed as a cube with entries g on the upper face
{
σ ∈ {0, 1}k
∣∣ σ ≥ ω},
and eG elsewhere.
If G• is a prefiltration, we further define the face group G
[ω] to be the subgroup
of G{0,1}
k
generated by elements of the form g[ω] with g ∈ G|ω|, where |ω| :=
|{i ∈ [k] | ωi = 1}|. Finally, we define the Host-Kra cube group HK
k(G•) to be the
group generated by all face groups G[ω].
Faces mentioned above can be thought of as “upper faces”. One can, for a face
F =
{
ω ∈ {0, 1}k
∣∣ ωi = σi for i ∈ I} of codimension codimF = |I|, consider the
face group G[F ] generated by elements g[F ] given by g
[F ]
σ =
{
g if σ ∈ F,
eG otherwise,
where
g ∈ G|I|. These are, however, contained in the group HK
k(G•) defined above (see
[GT10], discussion after E.5).
A basic fact lying at the basis for many inductive arguments is the commutator
relation:
(8) [G[σ], G[ρ]] ⊆ G[σ∪ρ], ρ, σ ∈ {0, 1}k,
which follows directly from the identity [g[σ], h[ρ]] = [g, h][σ∪ρ] (see [GT10, Lemma
E.5]).
For a (total) order ≺ on {0, 1}k, compatible with inclusion in the sense σ ≤
ρ coordinatewise, then also σ  ρ (σ, ρ ∈ {0, 1}k), we define ordered products
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∏≺
ω∈Ω xω := xω1xω2 . . .xωr , where Ω = {ω1 ≺ ω2 ≺ · · · ≺ ωr} ⊆ {0, 1}
k (we use
this with xω ∈ G{0,1}
k
).
Fact 2.17. If g = (gω) ∈ HK
k(G•), then the representation g =
∏≺
ω g˜
[ω]
ω with
g˜ω ∈ G|ω| exists and is unique. Moreover, g˜ω is a word in gσ, σ ≤ ω.
Proof. See [GT10, Lemma E.6], or [GT12, Lemma 6.4]. 
The key reason for interest in the Host-Kra cube group is the characterisation of
polynomial maps which they provide. Let F
[k]
∅ denote the set of parallelepipeds,
i.e. cubes of the form {αω}ω∈{0,1}k with αω = α0 ∪
⋃
i∈ω αi for some disjoint
α0, α1, . . . , αk ∈ F∅.
Proposition 2.18. Let G• be a length d prefiltration. A sequence f : F∅ → G is
polynomial in the sense of Definition 2.1 if and only if f maps F
[k]
∅ to HK
k(G•)
for each k.
Note that because HKk(G•) are groups, Theorem 2.5 follows from Proposition
2.18 immediately.
To prove this proposition, it is convenient to isolate another fact on Host-Kra
cube groups (implicit in [GT12, Proposition 6.5]). For g,g′ ∈ G{0,1}
k
, denote by
h = (g,g′) ∈ Γ{0,1}
k+1
the result of “glueing” g and g′, i.e. the cube with hω0 = gω
and hω1 = g
′
ω.
Fact 2.19. For a cube g ∈ G{0,1}
k
the following are equivalent:
(1a) g ∈ HKk(G•);
(2a) (g,g) ∈ HKk+1(G•).
Also, the following are equivalent:
(1b) g ∈ HKk(G•+1);
(2b) (e,g) ∈ HKk+1(G•+1), where e = (eG)ω∈{0,1}k .
Proof. Fix a compatible order ≺ on {0, 1}k. For the implication (1a) ⇒ (2a),
write (using Fact 2.17) g =
∏≺
ω∈{0,1}k g
[ω]
ω . Then (g,g) =
∏≺
ω∈{0,1}k g
[ω0]
ω ∈
HKk+1(G•) if g ∈ HK
k(G•). By the same token, for (1b) ⇒ (2b), we have
(e,g) =
∏≺
ω∈{0,1}k g
[ω1]
ω ∈ HK
k+1(G•) if g ∈ HK
k(G•+1).
Conversely, for (2a) ⇒ (1a), if (g,g) =
∏≺
ω∈{0,1}k+1 g
[ω]
ω ∈ HK
k+1(G•), then
g =
∏≺
ω∈{0,1}k g
[ω]
ω0 ∈ HK
k(G•). Finally, to prove (2b) ⇒ (1b), write (e,g) =∏≺
ω∈{0,1}k+1 g
[ω]
ω ∈ HK
k+1(G•). Because of uniqueness in Fact 2.17, we have gω0 = e
for ω ∈ {0, 1}k, so g =
∏≺
ω∈{0,1}k g
[ω]
ω1 ∈ HK
k(G•+1). 
Proof of Proposition 2.18. This follows by a standard modification of the proof of
[GT12, Proposition 6.5]. The key point is that for each k ≥ 1 and (αω)ω ∈ F
[k]
∅ , the
cube g = (f(αω))ω∈{0,1}k can be written as the product g = (g
′,g′)(e,h), where
g′ = (f(αω))ω∈{0,1}k−1 and h = (Dαkf(αω))ω∈{0,1}k−1 .
Suppose that f ∈ poly(F∅ → G•), and proceed by induction on k and d. We
have g′ ∈ HKk−1(G•) and h ∈ HK
k−1(G•+1), with notation as above. Hence, by
2.19, (g′,g′), (e,h) ∈ HKk(G•), so g ∈ HK
k(G•).
Suppose conversely that f maps F
[k]
∅ → HK
k(G•) for all k, and proceed by
induction on d. Then, again with notation as above, g′ ∈ HKk−1(G•), so (g
′,g′) ∈
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HKk(G•). Hence, (e,h) ∈ HK
k(G•) and by another application of 2.19, h ∈
HKk(G•+1). Since Dαkf maps F
[k]
∅ to HK
k(G•+1), by inductive assumption
Dαkf ∈ poly(F∅ → G•+1). Since αk was arbitrary, it follows that f ∈ poly(F∅ →
G•). 
2.6. Host-Kra cubes and nilmanifolds. To deal with polynomial maps poly(F∅ →
G•/Γ), we introduce the following nilmanifold analogue of the Host-Kra group.
For each k, we define HKk(G•/Γ) ⊆ (G/Γ){0,1}
k
to be the natural projection of
HKk(G•). Note that here we depart from the definitions in [GT10] (compare Defi-
nition E.8).
Lemma 2.20. If G•/Γ is a nilmanifold, then for each k the space HK
k(G•/Γ) is
compact.
Proof. By [GT10, Lemma E.10], Γ{0,1}
k
∩ HKk(G•) is cocompact and discrete in
HKk(G•). Because the projection HK
k(G•) → HK
k(G•/Γ) factors through the
quotient HKk(G•)/
(
Γ{0,1}
k
∩ HKk(G•)
)
, the space HKk(G•/Γ) is compact. 
The Host-Kra cube group has a “corner completion property”, stating that it is
always possible to complete a partial cube with a single missing entry. Here, by
{0, 1}k∗ we denote the cube with missing upper corner {0, 1}
k \ {1k}. Note that
any face, i.e. a set of the form
{
ω ∈ {0, 1}k
∣∣ ωi = σi for i ∈ I}, can be naturally
be identified with {0, 1}k−|I|. Hence, if F is a face then for (gω)ω∈F ⊆ GF it makes
sense to ask if (gω)ω ∈ HK
k−|I|(G•) (and likewise for G/Γ in place of G).
Lemma 2.21. Let G•/Γ be a length d nilmanifold. Suppose that gω ∈ G, ω ∈
{0, 1}k∗ are such that for any codimension 1 face F with 1
k 6∈ F , the restricted cube
(gω)ω∈F lies in HK
[k−1](G•). Then, there exists g1k ∈ G, which completest the
cube: (gω)ω∈{0,1}k ∈ HK
k(G•). Moreover, if gω ∈ Γ for all ω ∈ {0, 1}k∗, then it is
possible to choose g1k ∈ Γ.
Proof. This is essentially [GT10, Lemma E.7]. Fix a compatible order ≺ of {0, 1}k.
For each lower codimension 1 face F =
{
ω ∈ {0, 1}k
∣∣ ωj = 0} (for some j ∈ [k])
we have by 2.17 a representation (gω)ω∈F =
∏≺
ω∈F g˜
[ω]
ω |F . Because of unique-
ness in 2.17, the coefficients g˜
[ω]
ω do not depend of F . Hence, we may define
g =
∏≺
ω∈{0,1}k g˜
[ω]
ω ; this is a completion of (gω)ω∈{0,1}k∗ .
For the additional part, note that if gω ∈ Γ for all ω ∈ {0, 1}k∗, then also g˜ω ∈ Γ.
Hence, with the construction above, g1k =
∏≺
ω g˜ω ∈ Γ. 
We are now ready to prove the analogue of Proposition 2.18 for nilmanifolds.
Proposition 2.22. Let G•/Γ be length d nilmanifold. A sequence f¯ : F∅ → G/Γ is
polynomial in the sense of Definition 2.6 if and only if f¯ maps F
[k]
∅ to HK
k(G•/Γ)
for each k.
Proof. If f¯ = π ◦ f is a polynomial in the sense of Definition 2.6, then f maps F
[k]
∅
to HKk(G•), and hence f¯ maps F
[k]
∅ to the projected image, HK
k(G•/Γ).
Suppose conversely that f¯ maps F
[k]
∅ to HK
k(G•/Γ) for each k. We aim to
construct f ∈ poly(F∅ → G•) such that f¯ = π ◦ f . Our construction will be
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inductive, where f(α) is constructed only after all f(β) with |β| < |α|. To initiate
the construction, pick arbitrary f(∅) with π(f(∅)) = f¯(∅).
Suppose we want to assign a value to f(α). Let α = {a1, a2, . . . , ak}, and write
αω = {ai | ωi = 1}, so that (αω)ω defines a parallelepiped. Hence, we have the
cube g¯ = (f¯(αω))ω ∈ HK
k(G•/Γ). By definition, this cube is the projection of
some cube g = (gω)ω ∈ HK
k(G•). On the other hand, because f(β) have been
constructed for β ( α, we have the partial cube (f(αω))ω 6=1k .
Consider the (partial) cube (g−1ω f(αω))ω∈{0,1}k∗ . By construction, g
−1
ω f(αω) ∈ Γ
for all ω ∈ {0, 1}k∗. Thus, by Lemma 2.21, there is some γ ∈ Γ which completes this
partial cube; that is if we define f(α) = f(α1k) = g1kγ, then (g
−1
ω f(αω))ω∈{0,1}k ∈
HKk(G•). Multiplying by g, we conclude that (f(αω))ω∈{0,1}k ∈ HK
k(G•).
This construction guarantees that f maps parallelepipeds of the special form
αω = {ai | ωi = 1} into the Host-Kra cube groups. It remains to see that any
parallelepiped can be suitable embedded into one of this special form.
Indeed, let (αω)ω∈{0,1}k be any parallelepiped, where αω = α0 ∪i∈ω αi with αi
disjoint. Let {a1, . . . , al} be all the elements of
⋃k
i=0 αi, and consider the projection
map P : G{0,1}
l
→ G{0,1}
k
, mapping g = (gω)ω to h = (hσ)σ with hσ = gασ .
Once we show that P maps HKl(G•) to HK
k(G•), it will follow that f maps
F
[k]
∅ to HK
k(G•). Because P preserves multiplication, it suffices to verify that it
maps generators of HKl(G•) to HK
k(G•). This follows from the observation that
P (g[ω]) = g[σ], where σ = {i ∈ [k] | αi ∩ ω 6= ∅} has size ≤ |ω|, and thus P maps
G[ω] to G[σ] ⊆ HKk(G•). 
Corollary 2.23. Theorem 2.8 holds.
Proof. The set poly(F∅ → G•/Γ) is lies in the compact space (G/Γ)
F∅ , so it will
suffice to check that it is closed.
Suppose that f¯n → f¯ pointwise. Then for each k, and for each parallelepiped
(αω)ω∈{0,1}k ∈ F
[k]
∅ , the cube (f¯(αω))ω lies in the closure of HK
k(G•/Γ). But
HKk(G•/Γ) is already closed by Lemma 2.20, so we f¯ maps F
[k]
∅ to HK
k(G•/Γ),
so we are done. 
3. Sk-sequences
In this section, we develop some language to speak about sequences indexed by
Sk, the k-syndetic sets. The key insight here is that Sk-indexed sequences admit
a well behaved notion of a subsequence, which allows us to restrict to particularly
structured sequences later on, through application of Proposition 3.22.
3.1. IP sets revisited. We briefly return to the discussion of IP sets, which serve
as a motivation and an analogue for the SGk sets. Recall that an IP set is (a
superset of) a set of the form FS(ni) = {nα | α ∈ F} for some ni ∈ N, where
nα =
∑
i∈α ni.
One of the reasons for interest in the IP sets is the celebrated theorem of Hindman
[Hin74], stating that the class of IP sets is partition regular. Here, we say that a
class of sets C ⊆ P(N) is partition regular if for any A ∈ C and any finite partition
A =
⋃k
i=1Ai there exists some i ∈ [k] such that Ai ∈ C .
Barring spurious coincidences between different terms nα and nβ with α 6= β,
the set FS(ni) can for most intents and purposes be identified with the set F of
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finite subsets of N. To make this idea more precise, recall that we endow F with the
structure of a partial semigroup, where the operation is the disjoint union. Now,
the map α 7→ nα is a morphism of partial semigroups. Moreover, any morphism of
partial semigroups F → N takes the form α 7→ nα =
∑
i∈α ni for some sequence
ni, and the IP sets are precisely the images of F in N by such morphisms.
This point of view makes it more convenient to speak of IP subsets of a given
IP set. If (αi)
∞
i=1 is a sequence of disjoint sets, then the map β 7→ αβ :=
⋃
i∈β αi is
a morphism of partial semigroups, which is in fact an isomorphism onto the image.
We will call the image of such a morphism an IP ring1 and denote it by FU(αi). If
f is an F -indexed sequence and FU(αi) is an IP ring, it is natural to consider the
“restriction” of f to FU(αi), given by f˜(β) = f(αβ),where as usual αβ =
⋃
i∈β αi.
(Note that the definition is arranged so that the domain of f˜ is again F .)
We can now reformulate Hindman’s theorem as follows. Suppose that a sequence
f : F → X is given, taking values in some finite set X . Hindman’s theorem then
ensures that for a suitable choice of the IP ring, the corresponding subsequence f˜
is constant. Using the succinct terminology of Zorin-Kranich [ZK13], any finitely
valued F -sequence is wlog constant.
Slightly more generally, Hindman’s theorem is equivalent to the statement that
for any sequence f : F → X taking values in a compact space X , there exists
an IP ring FU(αi) such that the limit IP – limβ f(αβ) exists. (We do not define
IP – lim here, but see e.g. [BFM96, Sec. 1] for details.) While this result is never
directly used, nor even properly stated, in this paper, it serves as a motivation for
Proposition 3.22, which plays a key role.
3.2. Basic definitions. We wish to adapt some of the ideas relevant to IP sets to
the context of SGk sets.
As suggested by the formulation of Question 1, we will be interested in polyno-
mial sequences poly(F∅ → G•/Γ), but only values at Sk, the k-syndetic sets, will
play a role. To emphasise this state of affairs, we will use the term Sk-sequence to
refer to a F∅-indexed sequence which we only intend to evaluate on Sk. If we con-
sider a F∅-indexed sequence with no Sk in mind, we refer to it as an F∅-sequence,
or simply a sequence.
Remark 3.1. It is tempting to dispose of F∅ altogether, and work with sequences
indexed by Sk. Indeed, Sk is certainly a partial semigroup, so it makes sense to
consider polynomial groups such as poly(Sk → G•), and much of the discussion in
this section would carry through with minor modifications.
However, we pursue a different route. One of the reason is that there does not
seem to be a satisfactory analogue of Proposition 2.16 for poly(Sk → T). Indeed,
the algebraic structure of Sk is not strong enough to admit a good description of
the polynomials from Sk. For instance, Sk has no non-degenerate parallelepipeds
of dimension > k + 1.
3.3. Subsequences. We will now introduce a notion of a subsequence suitable
for the study of Sk-sequences. Consider a sequence f : F∅ → X , taking values
in some space X . As a source of motivation, recall that for any IP ring FU(αi),
we may construct a subsequence f˜ given by f˜(β) = f(αβ), where αβ =
⋃
i∈β αi.
1Note that we only require αi to be pairwise disjoint. A similar definition is sometimes made
with a stronger condition maxαi < minαi+1. We do not follow this approach here.
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Suppose now that αj are chosen so that αβ is a Sk for any β in Sk. Then, almost
tautologically, we have f˜(Sk) ⊆ f(Sk), so whenever we are interested in proving
statements such as “there exists α ∈ Sk such that f(α) ∈ U”, we may equally well
replace f with f˜ .
The condition that αβ should be Sk whenever β is Sk will be satisfied in the case
when αj takes the form αj = {ij, ij + k, . . . , ij+k − k} for an increasing sequence
(ij)
∞
j=1 with ij+k ≡ ij (mod k). Indeed, it suffices to check that if j < j
′ ≤ j + k,
then the gaps of αj ∪ αj′ are bounded by k. If j = j + k, then αj ∪ αj′ is just a
progression with step k, and if j′ < j + k then αj ∪ αj′ consists of two overlapping
progressions with step k — in either case, the bound on the gaps is clear.
We will show that any possible choice of αj such that β 7→ αβ preserves Sk
will essentially be of the above form, with the inconsequential caveat that there
is some additional freedom in the choice of α1, α2, . . . , αk+1. Although formally
not necessary, we record the proof of this fact, lest the definition which follows be
unmotivated.
Lemma 3.2. Let k ∈ N. Suppose that FU(αi) is an IP ring such that αβ ∈ Sk
for any β ∈ Sk. Then, there exists an increasing sequence (ij)∞j=1 with ij+k ≡ ij
(mod k) for all j, such that αj = {ij, ij + k, . . . , ij+k − k} for any j > k + 1.
Proof. The basic idea is to iterate over N in increasing order and show that if αj
were not of the aforementioned form, then we would encounter a gap > k in αβ for
some β ∈ Sk.
Let i∗ be such that maxαi∗ is minimal. For t ≥ t∗ := maxαi∗ + k + 1, consider
the set ι(t) of indices of i such that αi ∩ [t− k, t) 6= ∅. In particular, if minαi < t
and i 6∈ ι(t), then t 6∈ αi because αi ∈ Sk.
We claim that for each t ≥ t∗, ι(t) is a connected interval of length k. Indeed,
let n be sufficiently large that minαn ≥ t, and consider the set β = [n] \ ι(t). Then
minαβ ≤ minαi∗ < t − k and maxαβ ≥ maxαn > t and [t − k, t) ∩ αβ = ∅, so
αβ 6∈ Sk. Hence, β 6∈ Sk. Because |ι(t)| ≤ k, the only way for β = [n] \ ι(t) to have
gap > k is if ι(t) is a connected interval of length k, as claimed.
For each t and 0 ≤ l ≤ k, denote by il(t) the index such that t− l ∈ αil(t) (each
t − l belongs to some αi by the above claim, and i1(t), . . . , ik(t) are all distinct).
Since both ι(t) and ι(t+1) are intervals of length k, one of the following holds: (a)
i0(t) = ik(t), or (b) ik(t) = min ι(t) and i0(t) = ik(t) + k, or (c) ik(t) = max ι(t)
and i0(t) = ik(t)− k.
We next show that (c) never actually occurs. Clearly, (b) happens infinitely
often. Hence, if (c) happens at any point, then there exists t such that (c) happens
at t and the next of (b) and (c) to happen is (b). Thus, at some t′ > t, (b) happens,
and for t < s < t′, (a) happens. Hence, ι(t′) = ι(t+1) = ι(t) \ {ik(t)}∪ {ik(t)− k}.
Because max ι(t′) = ik(t) + k, we have i0(t
′) = ik(t) — but this is impossible, since
then αik(t) would have gap > k.
Note that if (a) happens then ι(t+ 1) = ι(t), and if (b) happens then ι(t+ 1) =
ι(t) + 1. Each i 6= i∗ appears as the element of some ι(t), and the only way for this
to happen is if i∗ = 1 and ι(t∗) = {2, 3, . . . , k + 1}. Inspecting what happens in
each of (a) and (b), we may further conclude that each of the sets αi ∩ [t∗,∞) is
a progression of step k, and for i > k + 1, αi ⊆ [t∗,∞) and minαi+1 > minαi. It
follows that αi are of the desired form. 
We are now ready to state the definition of a Sl-subsequence.
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Definition 3.3. Let f : F∅ → X be a Sk-sequence, k ≥ 1. Then, a Sk-subsequence
of f is any sequence f˜ : F∅ → X taking the form f˜(β) = f(αβ) where αj =
{ij, ij+k, . . . , ij+k−k} for some increasing sequence ij such that ij+k ≡ ij (mod k),
and αβ :=
⋃
i∈β αi.
Similarly, for any l < k, k ≥ 1 or k = l = 0, a Sl-subsequence of a Sk-sequence f
is a sequence f˜ : F∅ → X taking the form f˜(β) = f(αβ) where αi ∈ F are pairwise
disjoint and the map β 7→ αβ :=
⋃
i∈β αi takes Sl to Sk. Note that this definition
depends on both l and k.
Remark 3.4. There is a slight mismatch in the above definition. Namely, the
notion of Sk-subsequence of a Sk-sequence is not exactly the same as would be
obtained by extrapolating the definition of a Sl-subsequence (l < k) to l = k.
This could be amended by requiring, in the definition of Sl-subsequence (l < k),
not only that β 7→ αβ maps Sl to Sk, but also that αi can be extended to (αi)∞i=−∞,
αi ⊆ Z, in such a way that αβ has gaps ≤ k if β has gaps ≤ l for β ⊆ Z, finite.
Although this would make the definitions more consistent, they would also be-
come more complicated, so we instead accept the mismatch for the sake of simplicity.
Example 3.5. As already remarked, S0-sequences can be identified with the usual
N-indexed sequences. Under this identification, if f : F∅ → X is a S0-sequence,
then any subsequence (f({ij}))∞j=1 (in the usual sense of the word) can be seen as
corresponding to a S0-subsequence f˜ with f˜({j}) = f({ij}).
Example 3.6. Let f : F∅ → T be a linear sequence of the special form f(α) =
|α| /M mod 1, viewed as a Sk-sequence, k ≥ 1. Pick the sequence il+ak = l+Mak
(l ∈ [k], a ∈ N0), so that αj = {ij, ij + k, . . . , ij+k − k} are arithmetic progressions
of length M and step k. Then, f˜(β) = f(αβ) = 0 ∈ T is a Sk-subsequence of f .
Note that for k = 1, this amounts to splitting N into intervals of length M .
Example 3.7. Let f : F∅ → be a general linear sequence f(α) =
∑
i∈α ai for
some ai ∈ T. To begin with, view f as a S1-sequence. There exists a convergent
subsequence of the partial sums:
∑ij−1
i=1 ai → c for some ij → ∞, increasing, and
c ∈ T.
Pick αj = {ij, . . . , ij+1 − 1}. Then
f(αj) =
∑
i∈αj
ai =
ij+1−1∑
i=1
aj −
ij−1∑
i=1
aj =: εj → 0 as j →∞.
We may now construct the S1-subsequence f˜ of f given by f˜(β) =
∑
j∈β εj.
Note that, by suitable choice of (ij)j , we may ensure that the εj are as small as we
please. Requiring that ‖εj‖ < δ2−j for some small δ > 0, say, we may thus ensure
that
∥∥∥f˜(β)∥∥∥ < δ for all β ∈ F∅.
By a similar construction, it can be checked that if f is considered as a Sk-
sequence, we may again extract a Sk-subsequence f˜ taking the form f˜(β) =
∑
j∈β εj ,
where εj → 0 rapidly as j →∞. Because the details do not include any new ideas,
we skip them.
Example 3.8. Let f : F∅ → T be any S1-sequence. Take a large integer M , and
consider the complete graph on N, coloured so that the edge {i, i′} (where i < i′) is
assigned colour m ∈ [M ] precisely when f({i, i+1, . . . , i′− 1}) ∈
[
m
M ,
m+1
M
)
mod 1.
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By Ramsey’s theorem, this graph has an infinite monochromatic clique {i1, i2, . . . }
with some colour m. Putting, as usual, αj = {ij, . . . , ij+1 − 1}, we obtain a S1-
subsequence f˜(β) = f(αβ) such that for each β ∈ F , f˜(β) ∈
[
m
M ,
m+1
M
)
mod 1. In
other words, the sequence f˜ is approximately constant. Note, however, that this
phenomenon does not immediately generalise to Sk-sequences with k ≥ 2.
Example 3.9. Consider the degree 2 polynomial S2-sequence f : F∅ → T given by
f(α) =
1
2
|{{i, j} ⊆ α | 0 ≤ |i− j| ≤ 2}| mod 1.
It is not difficult to check that if α is a (non-empty) arithmetic progressions with
step 2, then f(α) = 12 . Moreover, if α, α
′ are two disjoint progressions with step 2,
then f(α ∪ α′) = f(α) + f(α′) + 12 =
1
2 of α, α
′ either overlap (minα < minα′ <
maxα < maxα′) or touch (maxα+ 2 = minα′); and f(α ∪α′) = f(α) + f(α′) = 0
if α and α′ are distance > 2 apart. It follows that the only S2-subsequence of f is
f itself.
We now show a few S1-subsequences which can be extracted from f . If α =
{i, i + 1, i + 2} is an interval of length 3, then by direct computation f(α) = 0.
More generally, if α, α′ are two disjoint intervals of length 3, then f(α ∪ α′) = 12 if
α, α′ are adjacent, and = 0 otherwise. Putting αj = {3j, 3j + 1, 3j + 2}, we thus
obtain the S1-subsequence f˜(β) =
1
2 |{{i, j} ⊆ α | |i− j| = 1}| mod 1; for β ∈ S1,
this simplifies to f˜(β) = 12 (|β| − 1) mod 1.
A slightly more involved construction takes αj = {5j + 1, 5j + 3, 5j + 4, 5j + 5}.
One can check by hand that f(αj) = f(αj ∪ αj+1) = 0. As a consequence of
these identities, the S1-subsequence f˜(β) = f(αβ) is just the constant 0 sequence:
f˜(β) = 0, β ∈ F∅.
Having discussed a number of examples of sequences and their subsequences, we
turn to properties that are preserved under the operation of taking a subsequence.
It is clear that if g is a Sl-subsequence of a Sk-sequence f then g(Sl) ⊆ f(Sk).
Moreover, if h is a Sm-subsequence of the Sl-sequence g, then h is also a Sm-
subsequence of f , hence the relation of being a subsequence is transitive.
Also, a Sl-subsequence of a polynomial sequence to a filtered nilpotent group is
again polynomial, with respect to the same filtration, and there is an analogous
statement for polynomial maps to nilmanifolds. Instances of this appear in Ex-
amples 3.6, 3.7, 3.9; we record the proof below. Note that the “linear” sequences
α 7→ gnα are preserved under taking subsequences (direct substitution).
Proposition 3.10. Let G• be a filtration on nilmanifold G, and suppose that a
Sk-sequence f : F∅ → G is a polynomial sequence as in Definition 2.1. For any
l ≤ k, if f˜ is a Sl-subsequence of f , then f˜ is a polynomial sequence.
Likewise, if G•/Γ is a nilmanifold and f¯ : F∅ → G/Γ is a polynomial sequence
as in Definition 2.6 then for any l ≤ k, if f˜ is a Sl-subsequence of f , then f˜ is a
polynomial sequence.
Proof. Recall that f˜(β) = f(αβ) for some IP ring FU(αi). Because of Proposition
2.22, it suffices to check that f˜ maps parallelepipeds F
[m]
∅ to the corresponding
Host-Kra space HKm(G•). But this is clear because β 7→ αβ maps F
[m]
∅ to F
[m]
∅ .
In fact, the last statement holds without any assumptions on αi apart from them
being disjoint.
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The second part of the statement can be seen either as an immediate consequence
of the previous one, or proved using an analogous argument, with HKm(G•/Γ) in
place of HKm(G•). 
3.4. Asymptotic subsequences. We are also interested in an asymptotic notion
of a subsequence. From this point, we restrict attention to sequences taking val-
ues in compact metric spaces (we could work in the larger generality of compact
topological spaces, but we do not need to).
Definition 3.11. Let f : F∅ → X be a Sk-sequence taking values in a compact
metric space X . Then, a sequence f˜ : F∅ → X is said to be an asymptotic Sl-
subsequence of f if it is a pointwise limit of Sl-subsequences of f . That is, f˜ is an
asymptotic Sl-subsequence of f precisely when there exist Sl-subsequences f˜n of f
such that for each β ∈ F∅, f˜(β) = limn→∞ f˜n(β).
Remark 3.12. Note that in the final line of Definition 3.11 above, we require
convergence for all β ∈ F∅, as opposed to only β ∈ Sl; compare with Remark 3.1.
However, if we have convergence for β ∈ Sl, then by a diagonal argument we may
always assume that f˜n(β) converge also for β ∈ Sl.
Example 3.13. We revisit previously mentioned examples.
The rational S1-sequence in Example 3.6 has the constant 0 sequence as an
ordinary S1-subsequence.
In contrast, the general linear S1-sequence from Example 3.7 has the constant 0
sequence as an asymptotic S1-subsequence, but not an ordinary subsequence (unless
the coefficients aγ are chosen in a specific way).
Example 3.8 shows that any S1-sequence has an asymptotic subsequence which
is constant of S1.
Remarks similar to the ones we made about subsequences apply also to asymp-
totic subsequences. If f˜ is an asymptotic Sl-subsequence of a Sk-sequence f then
f˜(Sl) ⊆ cl(f(Sk)). The property of being a polynomial map is also preserved under
taking asymptotic subsequences.
Proposition 3.14. Let G•/Γ be a nilmanifold, and suppose that a Sk-sequence
f¯ : F∅ → G/Γ is a polynomial sequence as in Definition 2.6. For any l ≤ k, if
˜¯f is
a Sl-subsequence of f¯ , then
˜¯f is a polynomial sequence.
Proof. This follows immediately from Proposition 3.10 combined with compactness
of poly(F∅ → G•/Γ) (Theorem 2.8). 
However, we stress that “linear” sequences α 7→ gnαΓ are not preserved by the
operation of taking asymptotic subsequences, as already seen from Example 2.13.
Example 3.15. Take G =

1 R R0 1 R
0 0 1

 be 2-step nilpotent group consisting of
upper-triangular matrices, and let Γ =

1 Z Z0 1 Z
0 0 1

 consist of the matrices in G
with integer entries. Then G/Γ is a nilmanifold, known as the Heisenberg nilmani-
fold. Denote by L the set of all sequences f¯ : F∅ → G/Γ of the form f¯(α) = h
mαΓ
(h ∈ G, mi ∈ N).
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Pick g =

1 2θ 00 1 1
0 0 1

, so that we may compute
gnΓ =

1 2nθ n(n+ 1)θ0 1 n
0 0 1

Γ =

1 {2nθ} {−n(n− 1)θ}0 1 0
0 0 1

Γ.
Assuming that θ is irrational, for any ε > 0 we may choose n1, n2 so that
‖n1θ‖R/Z < ε,
∥∥n21θ∥∥R/Z < ε, ‖n2θ‖R/Z < ε, ∥∥n22θ∥∥R/Z < ε and ‖n1n2θ − ψ‖R/Z <
ε for some freely chosen ψ (this is an instance of Weyl’s equidistribution theo-
rem). Passing to a subsequence, we conclude that clL (in the topology of pointwise
convergence) contains a sequence f¯ with f¯({1}) = f¯({2}) = eΓ and f¯({1, 2}) =
1 0 −2ψ0 1 0
0 0 1

Γ. Suppose for the sake of contradiction that f¯(α) = hmαΓ. Then,
hm1 , hm2 ∈ Γ, so hm1+m2 ∈ Γ and f¯({1, 2}) = eΓ — contradiction.
Observation 3.16. Among the Sk-sequences taking values in a given compact met-
ric space X , the relation of being an asymptotic Sk-subsequence is transitive and
reflexive. Hence, it is a partial weak order.
More generally, if f is a Sk-sequence taking values in a compact metric space X ,
g is an asymptotic Sl-subsequence of f , and h is an asymptotic Sm-subsequence of
g, then h is an asymptotic Sm-subsequence of f .
Proof. Reflexivity is direct from the definition. It suffices to take αi = {i}.
For transitivity, we begin with noting that it will suffice to prove that for f, g, h as
above, if h is a (non-asymptotic) Sm-subsequence of g, then h is also an asymptotic
Sm-subsequence of f (this is because the set of asymptotic Sm-subsequences is the
same as the closure of the set of Sm-subsequences in X
F∅).
Suppose that g(β) = limn→∞ fn(β) where fn(β) = f(α
(n)
β ), and h(γ) = g(βγ).
Then clearly h(γ) = limn→∞ f
′
n(γ), where f
′
n(γ) = f(α
(n)
βγ
) is a Sm-subsequence of
f . Hence, h is an asymptotic Sm-subsequence of f . 
Remark 3.17. The relation of being Sk-subsequence (let alone asymptotic Sk-
subsequence) is not, however, anti-symmetric. This is shown by a simple example
of a pair of Z/kZ-valued Sk-sequences f(α) = minα (mod k), g(α) = minα + 1
(mod k), which are easily seen to be Sk-subsequences of one another (put αi :=
{i + 1} and α′i = {i + k − 1}). More generally, follows directly from Definition
3.11 that all Sk-subsequences of f take the form α 7→ σ(minα (mod k)), where σ
is a permutation of Z/kZ (identified with [k]), and any sequence of this form is a
Sk-subsequence of f (take αak+l = {2ak + σ(l), (2a + 1)k + σ(l)}). Hence, it can
be checked that f is a Sk-subsequence of any of its Sk-subsequences.
3.5. Stable sequences. We will often find ourselves in the position of working
with a Sk-sequence taking values in a compact metric space, where we may freely
restrict to asymptotic Sk-subsequences. Hence, it is of interest to enquire into
the possible simplest objects that can be obtained through such restrictions. This
motivates the following definition.
20 J. KONIECZNY
Definition 3.18. Let f be a Sk-sequence taking values in a compact metric space
X . Then f is said to be stable if for any asymptotic Sk-subsequence g of f , f is
again an asymptotic subsequence of g.
Example 3.19. Any constant sequence is automatically stable.
Example 3.7 shows that any linear S1-sequence f : F∅ → T (with f(∅) = 0)
has the constant 0 sequence as a S1-subsequence. Hence, the only stable linear
S1-sequence is the constant 0 sequence.
On the other hand, Example 3.9 shows that there are non-trivial quadratic S2-
sequences f : F∅ → T which are stable. To extract a simpler subsequence from f ,
one has to pass to a S1-subsequence.
Lemma 3.20. Let f : F∅ → X be a Sk-sequence taking values in a compact metric
space X. Then, there exists an asymptotic Sk-subsequence g of f which is stable in
the sense of Definition 3.18.
Proof. This is standard application of the Kuratowski-Zorn Lemma. Consider the
set of all asymptotic Sk-subsequences of f , weakly partially ordered by the relation
of being a Sk-subsequence. Clearly, any minimal element for this ordering will be
a stable Sk-sequence, so it will remain to check that any chain has a lower bound.
If C is a chain, then by a standard diagonalising argument, we may assume that
for each α ∈ F∅, the sequence {h(α)}h∈C converges to some limit g(α). It is now
routine to check that g is an asymptotic Sk-subsequence of f . 
To formulate (and prove) a structural result for stable Sk-sequences, it will be
useful to introduce a way of “shuffling” Sk-sequences. Let π be a permutation of [k],
and let us extend π to a permutation of N by π(ak+ l) = π(l)+ak (a ∈ N0, l ∈ [k]).
Now, put αi := {π(i)} and define the Sk-sequence f˜pi by f˜pi(β) = f(αβ). In plainer
terms, f˜pi(β) is obtained from f by permuting N according to π. We will call such
sequence a shuffle of f . Note that a shuffle of a shuffle is again a shuffle, and the
original sequence is a shuffle of any of its shuffles.
Remark 3.21. Note that in general, the shuffle f˜pi need not be a Sk-subsequence
of f , since β 7→ αβ usually does not map Sk to Sk. However, it will later be of
importance that if g(γ) is a Sk-subsequence of f˜pi, taking the form g(γ) = f˜pi(βγ)
where |βj | ≥ 2 for all j, then g is a Sk-subsequence of f . Indeed, it will suffice
to check that for j, j′ with j < j′ ≤ j + k, the set αβ{j,j′} = {π(i) | i ∈ βj ∪ βj′}
has gaps ≤ k. By definition, βj = {ij , . . . , ij+k − k} and βj′ = {ij′ , . . . , ij′+k − k}.
Since π maps pairs of points at distance exactly k apart into pairs of points exactly
k apart, in the case j′ = j + k we are done. If j′ < j + k, then there is some i ∈ βj
such that ij′ < i < ij′ + k, so π(i
′) is at distance ≤ k from one of π(ij′), π(ij′ + k).
In the sequel, we only use a special case of the following proposition, which deals
with a more specific type of a subsequence.
Proposition 3.22 (Structure theorem for stable sequences). Let f be a stable Sk-
sequence taking values in a compact metric space X. Suppose that g is an asymptotic
Sk-subsequence of f . Then g is a shuffle of f .
In the special case when g takes the form g(β) = f(αβ), where αj = {ij, ij +
k, . . . , ij+k − k} for an increasing sequence (ij)∞j=1 with ij ≡ j (mod k), we have a
stronger conclusion g = f .
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We will obtain the above result as a consequence of the following more precise
statement. It will be convenient to use the notion of ultrafilters and the correspond-
ing limits; for an accessible introduction we refer the reader for instance to [Ber10]
or the early chapters of [HS12].
An ultrafilter on N is a collection p ⊆ P(N) which is closed under finite in-
tersections and taking supersets, not containing ∅, and maximal with respect to
aforementioned properties. Alternatively, one may identify an ultrafilter p with a
{0, 1}-valued, finitely additive measure µ on P(N), so that p is the family of sets
with measure 1. If p is an ultrafilter and A ⊆ N then exactly one of A and N \ A
belongs to p.
Trivial examples of ultrafilters include the principal ultrafilters, which take the
form px = {A ∈ P(S) | x ∈ S}. Ultrafilters not of this form are called non-principal;
only non-principal ultrafilters will be of use to us. Non-principal ultrafilters are
known to exists, but since their construction relies on the axiom of choice in an
essential way, no explicit examples can be given.
If f : N → X is a function taking values in a compact space X , then there
exists a unique point of X , denoted – limn f(n), such that for each of its open
neighbourhoods U , the preimage {n ∈ N | f(n) ∈ U} belongs to p. (A more general
definition is possible, but not needed in our applications.)
The limits along ultrafilters share many of the familiar properties of the usual
limits. For instance, if φ : X → Y is a continuous map between compact spaces and
f : N → X , then p– limn φ ◦ f(n) = φ (p– limn f(n)). In particular, if f, g : N → X
take values in a compact topological group, then p– limn f(n)·g(n) = (p– limn f(n))·
(p– limn g(n)).
We are now ready to use the ultrafilters to extract particularly simple asymptotic
Sk-subsequences.
Lemma 3.23 (Ultrafilter restriction lemma). Let k be an integer, and let p =
(p1, p2, . . . , pk) be a k-tuple of non-principal ultrafilters with n ≡ j (mod k) for pj-
almost all n. For a sequence i = (ij)
∞
j=1 with ij ≡ j (mod k), consider the intervals
αj(i) given by
αj(i) = {ij, ij + k, . . . , ij+k − k},
and put as usual αβ(i) :=
⋃
j∈β αj(i).
For a Sk-sequence f taking values in a compact metric space X, define the Sk-
sequence f˜p as
(9) f˜p(β) := p1– lim
i1
p2– lim
i2
p3– lim
i3
. . . p1– lim
ik+1
p2– lim
ik+2
. . . f(αβ(i)).
(Above, the limit of im is taken along pm mod k. The limits are taken over all
relevant indices ij, i.e. those with j = j
′ + l, j ∈ β, 0 ≤ l ≤ k; there are finitely
many of those.)
Then f˜p is an asymptotic Sk-subsequence of f .
Proof. It will suffice to construct, for any sequence of neighbourhoods Uβ of f˜p(β)
(with Uβ = X for all but finitely many β), an increasing sequence i = (ij)
∞
j=1 such
that f(αβ(i)) ∈ Uβ for each β. For convenience, let pm := pm mod k for m > k.
We construct ij inductively. Unwinding the definitions of limits, for each β, there
exists a sequence of (families of) sets A
(0)
β , A
(1)
β (i1), A
(2)
β (i1, i2), . . . , A
(r)
β (i1, i2, . . . , ir),
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(with r dependent on β) such that, firstly, for each l we have A
(l)
β (i1, i2, . . . , il) ∈
pl+1 and, secondly, if il+1 ∈ Aβ(i1, i2, . . . , il) for each 0 ≤ l ≤ r, then f(αβ(i)) ∈ Uβ.
By assumption, {i ∈ N | i ≡ j (mod k)} ∈ pj, so without loss of generality we
may suppose that for any l, and any i ∈ A
(l)
β (i1, i2, . . . , il) we have i ≡ l + 1
(mod p) and i > il. For simplicity of notation, let us put A
(l)
β (i1, i2, . . . , il) =
{i ∈ N | i ≡ l + 1 (mod p), i > il} for all l > r, so that A
(l)
β are defined for all r.
It now becomes clear how the sequence ij needs to be constructed. Let
A(l)(i1, . . . , il) :=
⋂
β:Uβ 6=X
A
(l)
β (i1, . . . , il),
where the intersection is taken over β ∈ F with Uβ 6= X . Begin with taking
any i1 ∈ A
(0). This can be done because ∅ 6= A(0) ∈ p1. In general, for each l,
take arbitrary il+1 ∈ A(l)(i1, i2, . . . , il), which can always be done because the sets
A(l)(i1, i2, . . . , il) are guaranteed to be in pl, and in particular be non-empty. 
Lemma 3.23 implies Proposition 3.22. Pick a k-tuple of ultrafilters p as in Lemma
3.23. By Lemma 3.23, f˜p is an asymptotic Sk-subsequence of f , and by stability f
is an asymptotic Sk-subsequence of f˜p.
Let g be a (non-asymptotic) Sk-subsequence of f˜p. We claim that g is a shuffle
of f˜p. Once this is shown, it will follow that also all asymptotic Sk-subsequences
of f˜p are shuffles of f˜p (this is because there are finitely many shuffles of f˜p). In
particular, f is a shuffle of f˜p, and consequently all (asymptotic) Sk-subsequences
of f are shuffles of f , as needed. Hence, it remains to prove the claim.
By definition, g takes the form g(γ) = f˜p(βγ). Here, the sequence βm takes the
form βm = {jm, jm+ k, . . . , jm+k− k} where (jm)
∞
m=1 is a sequence of integers and
jm mod k depends only on m mod k. Replacing g with a shuffle, we may assume
that jm ≡ m (mod k).
For a sequence i = (ik)
∞
k=1, let αβ(i) be as in the Lemma 3.23. We may now
observe that
αβm(i) =
⋃
j∈βm
{ij, . . . , ij+k − k} = {ijm , . . . , ijm+k − k}.
Let i′m = ijm and α
′
m = {i
′
m, . . . , i
′
m+k−k}, and let α
′
γ be defined accordingly. The
key point is that if we disregard inconsequential indices ij with j 6= jm, then the
limit defining g(γ) = f˜p(βγ) becomes identical with the limit defining f˜p(γ). More
precisely, we may write:
g(γ) = f˜p(βγ) = p1– lim
i1
p2– lim
i2
p3– lim
i3
. . . f(αβγ (i))
= p1– lim
i1
p2– lim
i2
p3– lim
i3
. . . f(α′γ(i))
= p1– lim
i′
1
p2– lim
i′
2
p3– lim
i′
3
. . . f(α′γ(i))
= p1– lim
i1
p2– lim
i2
p3– lim
i3
. . . f(αγ(i)) = f˜p(γ).
Note that if jm ≡ m mod k for all m to begin with, then the application of the
shuffle inside the proof is unnecessary; we immediately find g = f˜p. Applying the
shuffle which takes f˜p to f , we conclude that the analogous statement holds f , i.e.
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all Sk-subsequences of f of the special form as above are again f . In particular, by
inspection of formula (9), we conclude that f˜p = f . 
Corollary 3.24. Let A be a SGk set, and pick any m ∈ N. Then A∩mN is a SGk
set. Likewise, if B is a SG∗k set, then B ∩mN is a SG
∗
k set.
Note that similar facts for IP sets are well known.
Proof. By the definition of A being a SGk set, there is a Sk-sequence nα such that
nα ∈ A for α ∈ Sk. Passing to a Sk-subsequence, we may assume without loss of
generality that the sequence (nα mod m) is stable (note that because the target
space is finite, there is no need to use asymptotic subsequences). Thus, for any i
we have
ni ≡ n{i,i+k} ≡ ni + ni+k ≡ 2ni (mod m),
whence ni ≡ 0 (mod m), and more generally nα ≡ 0 (mod m) for all α ∈ Sk.
For the second statement, it suffices to check that B ∩mN ∩ A 6= ∅ whenever A
is SGk. But this is clear, since mN ∩ A is SGk and B is SG
∗
k. 
3.6. Stable polynomials. Among all F∅-sequences, we will be particularly inter-
ested in polynomial maps into the torus. Recall that an (asymptotic) subsequence of
a polynomial map is again polynomial because of Proposition 2.22. Hence, we may
in most cases assume that the polynomial we are working with is stable by passing
to a subsequence. In this situation, we can obtain the following refinement of Propo-
sition 2.16. For a set γ ∈ F∅, we define the diameter diam(γ) = max γ−min γ. By
a slight abuse of notation, we write γ + k for the sumset {i+ k | i ∈ γ}.
Proposition 3.25 (Structure of stable polynomials F∅ → T
m). Suppose that
f : F∅ → T
m = Rm/Zm is a polynomial of degree d ≤ k, which is a stable Sk-
sequence (in the sense of Definition 3.18). Then f admits a representation of the
form:
(10) f(α) =
∑
γ⊆α
aγ ,
where αγ ∈ Tm are constants, which further satisfy aγ = 0 if diam(γ) > k or
|γ| > d, and are periodic in the sense that aγ+k = aγ.
Proof. It is already shown in Proposition 2.16 that f admits a representation as in
(10) with aγ = 0 if |γ| > d.
The periodicity condition f(α) = f(α + k) follows immediately from applying
Proposition 3.22 to the Sk-subsequence of f given by the shift: g(α) = f(α + k).
(Alternatively, it is also a consequence of the form of the limit in (9) and the fact
that f = f˜p). Since the coefficients aγ are uniquely determined by f , we also have
aγ = aγ+k.
For the vanishing of coefficients aγ with diam(γ) > k, we proceed by induction
on d, the case d = 1 being trivial. Note that if the claim holds for some d, then for
any degree d stable polynomial f and for any α, β with maxα < minβ− k we have
f(α ∪ β) = f(α) + f(β)− f(∅).
To prove the claim for arbitrary d ≤ k, fix some j1 < j2 − k. By an inclusion-
exclusion type argument it will suffice to prove that for any α ∈ F∅ with α ⊆ (j1, j2)
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we have ∑
γ⊆α∪{j1,j2}
j1,j2∈γ
aγ = 0.(11)
Indeed, for δ ⊆ [j1, j2] with j1, j2 ∈ δ we have the identity
aδ =
∑
α⊆δ\{j1,j2}
(−1)|δ\α|
∑
γ⊆α∪{j1,j2}
j1,j2∈γ
aγ ,
so (11) implies that aδ = 0.
We first consider the case α = ∅. Let j3 = j2 + k. Since ∆j3f is a polynomial of
degree d− 1 we may write:
∆j3f({j1, j2}) = ∆j3f({j1}) + ∆j3f({j2})−∆j3f(∅)
which can be rewritten in simpler terms as:
f({j1, j2, j3})− f({j1, j2}) = f({j1, j3})− f({j1})
+ f({j2, j3})− f({j2})− f({j3}) + f(∅).
Using stability of f combined with Proposition 3.22, we may replace each occurrence
of {j2, j3} or {j3} with {j2}. The above equation now simplifies to
f({j1, j2}) = f({j1}) + f({j2})− f(∅).
Writing out f in coordinates from (10) and cancelling repeating terms, this gives
the sought formula (11).
We now consider arbitrary α ⊆ (j1, j2). The map ∆αf is a polynomial of degree
d− 1 so by the inductive hypothesis
∆αf({j1, j2}) = ∆αf({j1}) + ∆αf({j2})−∆αf(∅).
In particular, we have
f(α ∪ {j1, j2}) = f(α ∪ {j1}) + f(α ∪ {j2})
+ f({j1, j2})− f({j1})− f({j2})− f(α) + f(∅).
Using the previous step, we may simplify this to
f(α ∪ {j1, j2}) = f(α ∪ {j1}) + f(α ∪ {j2})− f(α),
which is equivalent to (11). 
4. Basic results
4.1. Abelian case. We observe that with the theory developed so far, the case
d = 1 of our main result becomes trivial. This case is already well known (compare
Example 3.7), but we discuss it here as a source of motivation.
Recall that any 1-step nilmanifold is in fact a compact abelian Lie group, and
hence a product of a torus Tm and a finite abelian group. In all cases, it can be
viewed as a submanifold of a (possibly higher-dimensional) torus, so we may restrict
our attention to tori (see also Section 2.3).
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Proof of Theorem B, case d = 1. We need to check that for any linear (i.e. polyno-
mial degree 1) S1-sequence, f : F∅ → T
m with f(∅) = 0, there are points f(α) with
α ∈ S1 arbitrarily close to 0. In fact, we prove somewhat more, namely that the
constant sequence 0 is an asymptotic S1-subsequence of f , and hence such sets α
are in rich supply.
Let g be a stable asymptotic S1-subsequence of f , as introduced in Section 3.5.
By Proposition 3.25, we may write g in the form:
g(α) =
∑
i∈α
ai = |α| t,
where t = a1. Stability of g further implies:
t = g({1}) = g({1, 2}) = 2t,
and hence t = 0. If follows that g(α) = 0 for each α, as needed. 
4.2. Case d = 2. We now move on to quadratic polynomials, which already shows
some of our main ideas.
Proof of Theorem B, case d = 2. It will suffice to show that whenever f¯ ∈ poly(F∅ →
G•/Γ) is a S2-sequence with f¯(∅) = eΓ, where G•/Γ is a length 2 nilmanifold, there
are α ∈ S2 such that f¯(α) is arbitrarily close to eΓ. Hence, we prove that any
Nil2–Bohr0 set is SG
∗
2.
Step 1 (Model problem). Let f : F∅ → T
m be a polynomial of degree 2 with
f(∅) = 0. Then, for any ε > 0, there exists α ∈ S2 such that ‖f(α)‖ < ε.
Proof. The form of the claim is such that we can freely restrict f to an asymptotic
S2-subsequence. Hence, we may without loss of generality assume that f is stable
in the sense of Definition 3.18. Now, by Proposition 3.25, f takes the form:
f(α) =
∑
γ⊆α
aγ ,
where αγ ∈ T are constants, which further satisfy aγ = 0 if diam(γ) > 2 or |γ| > 2,
and aγ are periodic in the sense that aγ+2 = aγ .
Taking into account above properties of aγ , there are only 6 meaningful co-
efficients, namely a1, a2, a12, a23, a13, a24. (We omit the curly brackets to avoid
obfuscating notation; hence e.g. a13 ≡ a{1,3}.)
We record some of the relations among the αγ , which easily follow from stability:
a13 = −a1, a24 = −a2, a12 + a23 = 0.(12)
More exactly, these follow from the identities f({1, 3}) = f({1}), f({2, 4}) = f({2})
and f({1, 2, 3, 4}) = f({1, 2}) respectively.
Our general strategy at this point is to start with a sufficiently generic set α ∈ S2,
and check that it can be perturbed to a set α′ such that f(α′) ≃ 0. A set α will be
highly generic if it contains any possible pattern a large number of times.
To make these ideas precise, let us say that a pattern of length M is a set π ∈ S2
such that π ⊆ [M ] = {1, 2, . . . ,M}. We will say that π appears in α at position n
if n ≡ 0 (mod 2) and (α − n) ∩ [M ] = π. (Note that this condition depends not
only on α and π but also on M .) Every pattern will appear in some α ∈ S2 (e.g.
α = π), but there are some patterns which appear only boundedly many times. For
instance, the length 3 pattern π = {1} can appear only once in any α ∈ S2, since if
π appears at position n, then n+1 = maxα. Thus, we say that α is (M,N)-generic
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if for any pattern π of length M one of the following is true: either π appears at
most C = C(π) times in any β ∈ S2, or π appears at least N times in α.
It is a simple but useful fact that for any M,N there exist α ∈ S2 which are
(M,N)-generic. We will discuss a related issue in more detail in Section 5. Note
also that if α, α′ ∈ S2 are close in the sense that |α△α
′| ≤ L for some integer L, then
if α is (M,N)-generic, then also α′ is (M,N ′)-generic, where N ′ = N−C(L,M) for
some constant C independent of N . We are interested in the regime where N →∞,
but M takes a fairly small value. In fact, it will suffice to take M = 5.
The class of generic sets is slightly too large for our purposes, for somewhat
mundane reasons. We will call a set α well-formed if additionally maxα ≡ minα
(mod 2), and work mostly with well-formed α. For instance, α = {1, 2, 3, 5} is
well-formed and f(α) = 3a1+ a2+2a13+ a12+ a23 = a1+ a2, while β = {1, 2, 3, 4}
is not well-formed and f(β) = 2a1 + 2a2 + a13 + a24 + 2a12 + a23 = a1 + a2 + a12;
the appearance of the coefficient a12 would cause problems.
Informally, we would like to consider the set of all possible values of f(α) for all
highly generic and well-formed α. Hence, we define Σ to be the set of those s ∈ T
such that for any ε > 0 and any N there exists (5, N)-generic, well-formed α such
that ‖f(α)− s‖ < ε. Note that Σ is closed. Secondly, we want to take ∆ to be the
set of the perturbations of f(α) which are always feasible if α is sufficiently generic.
Precisely, we declare t ∈ ∆0 if and only if there exists constants L and N0 such
that for all N ≥ N0 and all N -generic, well-formed α, we can find well-formed α′
with |α△α′| ≤ L and f(α′) = f(α) + t. Finally, put ∆ := cl(∆0). We note some
simple properties of Σ and ∆.
Firstly, we have Σ + ∆ = Σ and ∆ is a group. Because 0 ∈ ∆ and Σ is closed,
to prove the first equality it will suffice to prove the inclusion Σ + ∆0 ⊆ Σ. Take
s ∈ Σ and t ∈ ∆0. For any N, ε we may select (5, N)-generic, well-formed α
such that ‖f(α)− s‖ < ε. We may (assuming that N is large enough) find α′ with
|α△α′| < L for a constant L dependent only on t such that f(α′) = f(α)+t. Hence,
‖f(α′)− (s+ t)‖ < ε, and α′ is N ′ generic, where N ′ = N−C(L)→∞ as N →∞.
This finishes the proof of the first equality. A proof that ∆ +∆ = ∆ follows along
similar lines. If t, t′ ∈ ∆0 then for sufficiently generic α, there are α′, α′′ such that
|α△α′′| ≤ |α△α′|+ |α′△α′′| ≤ L(t) + L(t′) and f(α′′) = f(α′) + t′ = f(α) + t+ t′.
To prove that ∆ is a group, it remains to check that ∆ = −∆. Take t ∈ ∆. There
exists a sequence nj such that njt → 0 as j → ∞. Hence (nj − 1)t → −t ∈ ∆, as
needed.
Secondly, we exhibit generating sets for Σ and ∆. For any well-formed α, we
claim that f(α) ∈ Za1 + Za2. Indeed, the analogous statement involving aγ for all
γ ∈ {1, 2, 12, 23, 13, 24} would obviously be true. We may eliminate a13 and a24
using (12). Next, we may notice that the expression for f(α) contains the same
number of occurrences of a12 and a23, so these can also be eliminated using (12)
(f(α) = a1 + a2 when α is an interval, and removing an element from α preserves
the difference between the number of times a12 and a23 appear in f(α); this is the
only point where we use the fact that α is well-formed). Hence, Σ ⊆ cl(Za1+Za2).
We next consider ∆. If α is (5, N)-generic and N is sufficiently large, then
we may find an occurrence of the length 5 pattern {2, 4}. We may form α′ by
replacing this pattern with {2, 3, 4} (i.e. put α′ := α ∪ {n + 3}, where n is the
position where the original pattern appears in α). An easy calculation shows that
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f(α′) − f(α) = a12 + a23 + a1 = a1. Hence a1 ∈ ∆. By a symmetric argument,
a2 ∈ ∆. Thus, ∆ ⊇ cl(Za1 + Za2).
Combining the two inclusions, we conclude that Σ = ∆ = cl(Za1 + Za2). This
finishes the argument: Since 0 ∈ Σ, we may find some α ∈ S2 (which incidentally
is highly-generic and well-formed) such that ‖f(α)‖ < ε, where ε is as small as we
please. 
Remark 4.1. Our proof can be used to find S0-subsequence which is identically 0,
rather than a single set. Note, however, that we are unable to get a S1-subsequence.
Remark 4.2. Amore condensed proof of Step 1 is possible. Let f be a stable degree
2 polynomial with coefficients αγ , as above. Consider the set α = {1, 2, . . . , 6r +
2} \ ({3, 9, . . . , 6r1 − 3} ∪ {6, 12, . . . , 6r2}) for some r ≥ r1, r2 ≥ 0. Then, a short
calculation shows f(α) = (r1 + 1)a1 + (r2 + 1)a2. Clearly, for any ε > 0, there
are r1, r2 such that ‖f(α)‖ ≤ ε. Unfortunately, this succinct argument does not
generalise well to d ≥ 3.
Step 2 (Reduction to model setting). Let f¯ ∈ poly(F∅ → G•/Γ) be a polynomial
S2-sequence with f¯(∅) = eΓ, where G•/Γ is a length 2 nilmanifold. Define the
nilmanifold G˜•/Γ˜ by G˜0 = G˜1 = G˜2 = G2, G˜3 = G˜4 = · · · = {eG}, Γ˜ = Γ ∩G2.
Then, G˜•/Γ˜ is a length 2 nilmanifold, and there exists a polynomial sequence
g¯ ∈ poly(F∅ → G˜•/Γ˜) such that ι ◦ g¯ is a S2-asymptotic subsequence of f¯ , where
ι : G˜/Γ˜→ G/Γ is the natural inclusion gΓ˜ 7→ gΓ.
Proof. It is clear that G˜• is a filtration, and that Γ˜ is discrete. Each quotient
G˜/Γ˜∩ G˜j is either G2/Γ∩G2 or trivial, so G˜• is evidently Γ˜-rational. The content
of this step is that f¯ has an asymptotic subsequence which takes values in G2Γ.
(See Lemma 5.2 for details.)
Let ˜¯f be a stable asymptotic S2-subsequence f¯ . We claim that indeed
˜¯f(α) ∈
G2Γ for all α ∈ F∅. By definition,
˜¯f is the projection of some f˜ ∈ poly(F∅ → G•).
For any disjoint α, β ∈ F∅, we have f˜(α∪β) = f˜(α)f˜ (β)∆β f˜(α) with ∆β f˜(α) ∈ G2.
Because G2 is normal, there is a well-defined projection map π : G/Γ→ G/G2Γ
given by gΓ 7→ gΓG2. The map h¯ = π ◦
˜¯f is easily verified to be a degree 1
polynomial:
h¯(α ∪ β) = f˜(α ∪ β)G2Γ = f˜(α)f˜(β)∆β f˜(α)G2Γ = f˜(α)f˜ (β)G2Γ = h¯(α) + h¯(β).
We also have h¯(∅) = eG2Γ. Moreover, h¯ is a stable S2-sequence, because
˜¯f is
stable. Repeating the argument from the case d = 1, we find that h¯(α) = eG2Γ for
all α ∈ F∅. Thus,
˜¯f takes values in G2Γ, as needed. 
Combining the two steps easily finishes the proof. Start with a S2-sequence
f¯ ∈ poly(F∅ → G•/Γ) with f¯(∅) = eΓ, where G•/Γ is a length 2 nilmanifold. Let g¯
be the asymptotic S2-subsequence constructed Step 2. Now, g¯ ∈ poly(F∅ → G˜•/Γ˜),
where G˜0 = G2 is abelian. We may without loss of generality suppose that G˜•/Γ˜
is a torus, equipped with the standard filtration of length 2.
Applying Step 1 to g¯, we find that eΓ˜ ∈ cl {g¯(α) | α ∈ S2}, whence eΓ ∈
cl
{
f¯(α)
∣∣ α ∈ S2}. 
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5. Main results
5.1. Robust version and induction. We now approach the proof of Theorem B
for general d ≥ 1. To begin with, we state a more robust version, which is better
suited for an inductive proof.
Theorem 5.1 (B, robust version). Let G•/Γ be a nilmanifold of length d, and let
f¯ ∈ poly(F∅ → G•/Γ) with f¯(∅) = eΓ. Let 0 ≤ k ≤ 4d be an integer, and put
l = k− 4d. Then, there exists a asymptotic Sl-subsequence of f¯ which is constantly
equal to eΓ.
Note that the strong version of Theorem B, 2.10, follows directly from the above
statement by putting k = 4d.
We will prove the above robust version of our main theorem by induction on the
complexity of G•/Γ. The following lemma gives a useful description of polynomial
sequences taking values on subnilmanifolds. We will often use this identification
implicitly.
Lemma 5.2. Let G•/Γ be a prenilmanifold of length d, and let r ≤ d. Let the
filtration G˜• on G˜ = Gr be given by G˜i = Gr for i ≤ r and G˜i = Gi for i ≥ r, and
let Γ˜ := Gr ∩ Γ. Then, there is a natural bijective correspondence between maps
f¯ ∈ poly(F∅ → G•/Γ) taking values in GrΓ = {gΓ | g ∈ Gr} ⊆ G/Γ on one side
and polynomial maps h¯ ∈ poly(F∅ → G˜•/Γ˜) on the other side. More precisely, h¯
corresponds to f¯ = ι◦ h¯, where ι : Gr/(Gr∩Γ)→ G/Γ is the natural inclusion given
by g(Gr ∩ Γ) 7→ gΓ.
Proof. Given h¯ ∈ poly(F∅ → G˜•/Γ˜), we may lift it to h ∈ poly(F∅ → G˜•) so that
h¯(α) = h(α)Γ˜. Since G˜0 = Gr ⊆ G0, there is a natural way to consider h as a
map to G0, and under this identification h ∈ poly(F∅ → G•). Thus, we may take
f¯ ∈ poly(F∅ → G•/Γ) given by f¯(α) := h(α)Γ. It is clear that f¯ takes values in
GrΓ, and f¯ = ι ◦ h¯.
For the other direction, assume that f¯ ∈ poly(F∅ → G•/Γ) taking values in
GrΓ is given. For each α ∈ F∅, there is unique h¯(α) ∈ Gr/(Gr ∩ Γ) such that
ι(h¯(α)) = f¯(α): one can take arbitrary gr ∈ Gr such that f¯(α) = grΓ and put
h¯(α) = gr(Gr ∩ Γ) (it is easy to see that gr is unique up to multiplication by and
element of Gr ∩ Γ). Hence, we have a map h¯ : F∅ → Gr/(Gr ∩ Γ), and it remains
to check that h¯ is a polynomial.
Take any parallelepiped (αω)ω∈{0,1}k ∈ F
[k]
∅ . Let us consider the cubes h¯ =
(h¯(αω))ω and g¯ = (f¯(αω))ω ∈ HK
k(G•/Γ). We claim that g¯ can be lifted to a cube
g = (gω)ω ∈ HK
k(G•) so that gω ∈ Gr for all ω. Once this is accomplished, we
can construe g as an element of HKk(G˜•), so that h¯ is the projection of g, and in
particular h¯ ∈ HKk(G˜•/Γ˜).
Begin with any lift g ∈ HKk(G•) of g¯, and recall that g can be written as
g =
≺∏
ω∈{0,1}k
g˜[ω]ω = g˜
[ω1]
ω1 g˜
[ω2]
ω2 . . . g˜
[ω
2k
]
ω
2k
,
where the product is taken in some fixed order compatible with the order induced by
inclusion. Note that we are still free replace g by any element of HKk(G•)∩Γ{0,1}
k
(by a slight abuse of notation, we retain the same symbol g). We will inductively
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alter g in this way, so that g˜ω ∈ Gr, where we consider ω in the order of increasing
size |ω|. Supposing that gσ ∈ Gr for σ ≺ ω, we may expand
gω =
≺∏
σω
g˜σ =
(
≺∏
σ≺ω
g˜σ
)
g˜ω ∈ Gr g˜σ.
If |ω| ≥ r, then we automatically have g˜ω ∈ G|ω| ⊆ Gr, whence also gω ∈ Gr, so we
are done. Otherwise, |ω| < r, and gω ∈ GrΓ∩G|ω|. Writing gω = grγ with gr ∈ Gr,
γ ∈ Γ, we have γ ∈ Γ∩G|ω|. After multiplying g by the inverse of γ
[ω] ∈ HKk(G•),
we may assume that γ = e. (Note that this does not alter g˜σ unless σ  ω). Hence,
we obtain gω ∈ Gr as desired. 
We will deduce Theorem 5.1 from the following inductive step.
Proposition 5.3. Let f¯ ∈ poly(F → G•/Γ), where G•/Γ is a nilmanifold of
length d, and let k ≥ 0 be an integer. Let r be the first index such that Gr+1 ( G0.
Put l = k − 2r, and suppose that l ≥ 0.
Then, there exists an asymptotic Sl-subsequence g¯ of f¯ such that g takes values
in G2rΓ ≃ G2r/(G2r ∩ Γ).
Proof of Theorem 5.1, assuming Proposition 5.3. Take f¯ ∈ poly(F → G•/Γ) as in
Theorem 5.1. By repeated application of Proposition 5.3, for n ≥ 0 we construct as-
ymptotic Sln -subsequences f¯
(n), where (up to the identification discussed in Lemma
5.2) f¯ (n) ∈ poly(F → G
(n)
• /Γ
(n)). We begin with G
(0)
i = Gi and Γ
(0) = Γ, l(0) = k
and r(0) ≥ 1.
For each n ≥ 0, the nilmanifold G
(n+1)
• /Γ
(n+1) takes the formG
(n+1)
0 = G
(n+1)
1 =
· · · = G
(n+1)
2rn
= G2rn and G
(n)
i = Gi for i > 2r
(n), and Γ(n+1) = Γ ∩ G
(n+1)
0 . We
may finally take l(n+1) = l(n) − 2r(n) = k −
∑n
j=0 2r
(j). The construction ensures
that r(n+1) ≥ 2r(n). The subsequence at step n can be constructed, provided that
l(n) ≥ 0.
We are specifically interested in the first time n such that r(n) ≥ d + 1, whence
G(n) is trivial and f (n) is constantly equal eG. For such n, we have 2r
(n−1) ≤ 2d,
so l(n) ≥ k − 4d ≥ 0 by assumption. 
5.2. Reduction to an abelian problem. We deduce Proposition 5.3 from a
model problem in the abelian setting. The proof of the following proposition is the
most technical element of this paper, and occupies most of Section 6.
Proposition 5.4. Let k, d be integers with d ≤ k + 1, and put l = k − d − 1 ≥ 0.
Let f : F∅ → T
m be a polynomial map of degree d into a torus.
Then, the constant sequence 0 ∈ Tm is an asymptotic Sl-subsequence of f .
Remark 5.5. Any finite abelian group A can be embedded in a torus, so the above
proposition applies equally to polynomial maps f : F∅ → T
m ×A.
Proof of Proposition 5.3 assuming Proposition 5.4. Let f¯ ∈ poly(F → G•/Γ) as
in Proposition 5.3. It will suffice to find a Sl-asymptotic subsequence g¯ of f¯ which
takes values in G2rΓ.
We have a natural projection map π : G/Γ → G/G2rΓ, given by gΓ 7→ gG2rΓ.
Since [G0, G0] = [Gr, Gr] ⊆ G2r , the quotient G/G2rΓ = (G/G2r)/(G2rΓ/G2r) is a
compact connected abelian Lie group, hence a torus.
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Note that π ◦ f¯ : F∅ → G/ΓG2r is a polynomial with respect to the length 2r
filtration G˜j = Gj/G2r for j ≤ 2r (and G˜j = {e} for j > 2r). We may identify
G/ΓG2r as embedded in a torus, equipped with the standard length 2r−1 filtration,
and thus construe π ◦ f¯ as a degree 2r − 1 polynomial into a torus.
Hence, we may apply Proposition 5.4 to extract an asymptotic Sk−2r-subsequence
of π ◦ f¯ which is identically 0. By a standard diagonal argument, we may assume
that this asymptotic Sk−2r-subsequence takes the form π ◦ g¯ where g¯ is an asymp-
totic Sk−2r-subsequence of f¯ . This means precisely that g¯ takes values in G2rΓ, so
we are done. 
5.3. A counterexample. It is not clear if Theorem 5.1 is sharp, in the sense that
it is no longer true for a larger value of l. Indeed, if the answer to Question 1 is
positive, one would expect the theorem to hold with l = k − d.
Here, we give an example showing that the bounds in Proposition 5.4 and in
Theorem A are close to being sharp.
Example 5.6. Let k be an integer, and put d = k + 1. Consider the sequence
f(α) = t
∑
∅6=γ⊆α
diam(γ)≤k
(−1)|γ| (mod 1),
where t ∈ T \ {0} is a constant. Since any set γ with diam(γ) ≤ k automatically
has |γ| ≤ k+1, thus defined f is evidently a polynomial of degree d with f(∅) = 0.
We claim that for any α ∈ Sk, we have f(α) = −t. In particular, the constant 0
sequence is not an asymptotic S0-subsequence of f .
We proceed by induction on |α|. If |α| = 1 then we have f(α) = −t directly by
definition. If |α| ≥ 2, writing i = maxα and α = α′ ∪ {j}, we may compute that
f(α) = f(α′)− t
∑
δ⊆α∩[j−k,j)
(−1)|δ| = f(α′) = −t,
by the inclusion-exclusion and the inductive assumption.
Example 5.7. Fix integers d ≤ k. We construct a degree d polynomial f ∈
poly(F∅ → T) such that if f is viewed as a Sk-sequence, then for l ≥ k− d+ 2 the
constant sequence 0 is not an asymptotic Sl-subsequence f .
Generalising the construction from Example 5.7, let f be given by
f(α) = t
∑
∅6=γ⊆α
diam(γ)≤k
|γ|≤d
(−1)|γ| (mod 1),
where t ∈ T \ {0}. Ostensibly, f is a polynomial of degree d and f(∅) = 0. Suppose
now that FU(αi) is an IP ring such β 7→ αβ maps Sl sets to Sk sets, where l is
such as above. We will show that f(αβ) is far from 0 for some β ∈ Sl. Indeed, we
will show that f(αi) = −t for sufficiently large i, namely i sufficiently large that
minαi > maxα1,maxα2, . . . ,maxαl.
Consider any γ ⊆ αi with diam(γ) ≤ k. We will show these properties already
imply that |γ| ≤ d. Let n = min γ so that γ ⊆ [n, n + k]. For any residue
class m ∈ [l], m 6≡ i (mod l), there needs to be some j ≡ m (mod l) such that
αj ∩ [n, n + k] 6= ∅; else for β = {m,m + l,m + 2l, . . . ,m + bl} with large b, the
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set αβ would fail to have gaps ≤ k although β has gaps ≤ l. Thus, by a counting
argument we have |γ| ≤ (k + 1)− (l − 1) ≤ d. If follows that
f(αi) = −t+ t
∑
γ⊆αi
diam(γ)≤k
(−1)|γ| = −t (mod 1),
where the last equality is a general fact about Sk sets which is proved by simple
induction on |αi|.
Example 5.8. Fix k ≥ 3, and consider a “generic” degree 2 sequence
f(α) =
∑
∅6=γ⊆α
|γ|≤2
aγ ,
where aγ ∈ T(
k+1
2 ) obey the following “stability” conditions: aγ+k = aγ , aγ = 0 if
gap(γ) > k, ai = −ai,i+k, ai,j + aj,i+k = 0 and {ai,j | 1 ≤ i ≤ j ≤ k} are linearly
independent. (To shorten the notation, we write ai,j for a{i,j}.)
Put l = k − 1. We will show that the constant 0 sequence is not an asymptotic
Sl-subsequence of f . More precisely, we claim that if f˜(β) = f(αβ) is an Sk-
subsequence of f and we write out the expansion
f˜(β) =
∑
∅6=δ⊆β
|δ|≤2
bδ,
then for infinitely many j, the coefficient bj,j+l is of a rather special form ai1,i2 +
ǫ1ai′
1
,i2 + ǫ2ai1,i′2 6= 0, where ǫ1, ǫ2 ∈ {0, 1} and i
′
1 6≡ i1 (mod k), i
′
2 6≡ i2 (mod k).
Note that we have bj,j+l =
∑
i∈αj ,i′∈αj+l
ai,i′ .
Fix a sufficiently large j. We may assume that minαj < minαj+l and maxαj <
maxαj+l. Since the set αj ∪αj+l has gaps bounded by k, there is the least i1 ∈ αj
such that [i1, i1 + k] ∩ αj+l 6= ∅. By the same token, there is the largerst i2 ∈ αj+l
such that [i2 − k, i2] ∩ αj 6= ∅.
Each length k interval [a, a+k) ⊆ [i1, i2] contains an element of αj , αj+l, as well
as an element of one of αm for m in each of the residue classes modulo l different
than j. By an inductive argument reminiscent of Observation 3.2, we see that
[i1, i2] ∩ αj and [i1, i2] ∩ α′j are arithmetic progressions of step k (same applies to
[i1, i2]∩
⋃
n≡m mod k αn for eachm 6≡ j (mod k)). Because of the stability conditions
we imposed, the total contribution to bj,j+l from the part of αj , αj+l contained in
[i1, i2] is ∑
i∈[i1,i2]∩αj,
i′∈[i1,i2]∩αj+l
ai,i′ =
∑
i<i′<i+k
i1≤i, i
′<i2
(ai,i′ + ai′,i+k) + ai∗
1
,i2 = ai∗1 ,i2 = ai1,i∗2 ,
where i∗1 = max[i1, i2] ∩ αj and i
∗
2 = min[i1, i2] ∩ αj+l.
By another counting argument, we see that the interval [i∗2 − k, i
∗
2) may contain
at most one additional element i′1 < i1 of αj , and likewise interval (i
∗
1, i
∗
1 + k] may
contain one additional element i′2 of αj+l. These give the contributions ai′1,i∗2 and
ai∗
1
,i′
2
accordingly. We may finally bring the result to the required form, using
periodicity of aγ .
Remark 5.9. We expect that for any d ≤ k + 1, there exists a degree d poly-
nomial Sk-sequence which does not have the constant 0 sequence as asymptotic
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Sl-subsequence for l ≥ k − d + 1. However, exhibiting concrete examples of such
sequences proves problematic.
6. Model problem
In this section we prove Proposition 5.4. Together with previous considerations,
this will finish the proof of our main result, Theorem B. Towards the end, we also
explain how to adapt the argument to prove Theorem A.
Let f : F∅ → T be a degree d polynomial viewed as a Sk-subsequence, as in
Proposition 5.4. Suppose further that k ≥ d+ 1 and let l = k − d − 1. Passing to
an asymptotic Sk-subsequence if necessary, we may assume that f is stable. Recall
that by Corollary 3.25, f takes the form
f(β) =
∑
γ⊆β
aγ ,(13)
aγ = 0 if |γ| ≥ d or diamγ > k.(14)
Our main idea, much as in the case d = 2 discussed in Section 4, is to begin with
a suitably generic IP ring FU(αi) such that β 7→ aβ maps Sl to Sk, and to perturb
αi slightly to ensure that f(αβ) is small for all β ∈ F∅. Throughout, (αi) denotes
a sequence of disjoint Sk sets.
6.1. Patterns. We define a pattern of length M to be a collection of disjoint sets
π = (πi)
M
i=1 which are either in Sk or empty, such that β 7→ πβ maps Sl sets to Sk,
provided that πi are all non-empty for i ∈ β. We say that (πi) occurs at position
n ≡ 0 (mod k) in (αi) if for each i, we have (αi − n) ∩ [M ] = πi. (Note that this
definition depends on M as well as on αi and πi).
We say that (αi) is well-formed if the following conditions are satisfied:
(1) for each i, minαi ≡ maxαi (mod k),
(2) for each i, minαi+l+1 > maxαi + k,
(3) β 7→ αβ maps Sl to Sk.
(Note that we are working with fixed k, l and this definition is specific to those
values.)
We say that (αi) is (M,N)-generic if for any pattern π of length at mostM , one
of the following holds:
(1) there is a constant C = C(π) such that (πi) occurs at most C times in any
well-formed sequence (βi),
(2) the pattern π occurs at least N times in (αi).
We apply this definition in the regime where M is fixed and N →∞. In fact, it is
enough to take M = 3k. The following observation shows that the above definition
is not vacuous.
Claim 1. For any (M,N), there exists a well-formed sequence of sets (αi) which is
(M,N)-generic.
Proof. We need to construct (αi) such that each pattern (πi) of bounded length,
which may potentially occur numerous times in some well-formed (βi), occurs many
times in (αi). Our strategy is to begin with a class of patterns whose numerous
occurrences may be easily guaranteed, and then gradually extending this class. The
construction is (implicitly) inductive, but we reuse the same symbol (αi) at each
step.
NIL–BOHR SETS AND COMBINATORICS 33
Taking αi to be long arithmetic progressions with step k, is easy to ensure that
(αi) has many occurrences of any pattern of the form
(15) πi =
{
{(i mod k), (i mod k) + k, . . . , (i mod k) +mk}, if j ≤ i ≤ i+ l′
∅, otherwise,
where l′ = l or l′ = l− 1, and m is bounded. It is not difficult to alter (αi) so as to
change any occurrence of the pattern (15) into a pattern of the similar form
(16) πi =
{
{ai, ai + k, ai + 2k, . . . , ai +m
′k}, if j ≤ i ≤ i + l′
∅, otherwise,
where 1 ≤ ai ≤ k are arbitrary and m′ = m − O(1). Hence, we may assume that
(αi) contains many occurrences of patterns (16). Applying similar reasoning, we
may also convert occurrences of (16) into patterns
(17) πi =
{
{ai, ai + k, . . . , ai + tik, bi + tik, . . . , bi +m′′k}, if j ≤ i ≤ i+ l′
∅, otherwise,
where 1 ≤ bi ≤ k are arbitrary and m′′ = m′ −O(1) (but we claim no control over
the ti).
Finally, take any pattern (πi) which occurs numerous times in some well-formed
(βi). There is some index j such that if πi 6= ∅ then j ≤ i ≤ j + l. We may
further assume that πi 6= ∅ precisely for j ≤ i ≤ j + l′, where l′ = l or l′ = l − 1.
Letting ai = minπi mod k and bi = maxπi mod k, we see that any occurrence
of the pattern (17) may be converted into an occurrence of the sought pattern π,
supposing (as we may) that m′′ is sufficiently large with respect to π. 
6.2. Perturbations. Fix an arbitrary metric on TF∅ which is compatible with
the product structure. We define Σ to be the set of those s ∈ TF∅ such that
for any ε > 0 and any N there exists (3k,N)-generic, well-formed (αi) such that
‖f(αξ)− sξ‖ < ε (where ξ stands for a dummy variable
2).
We further define the set of possible “perturbations” ∆ ⊆ TF∅ . For t = (tξ)ξ∈F∅ ,
we declare t ∈ ∆0 if and only if there exists constants L and N0 such that for all
N ≥ N0, all (3k,N)-generic, well-formed (αi), we can find well-formed (α′i) with∑∞
i=1 |αi△α
′
i| ≤ L and f(α
′
ξ) = f(αξ) + tξ. Finally, put ∆ := cl(∆0).
Because of (13), any (sξ) ∈ Σ admits a representation sξ =
∑
γ⊆ξ cγ for some
constants cγ . More precisely, if sξ = f(αξ), then cγ are given by cγ =
∑
δ aδ, where
the sum runs over δ with δ ⊆ αγ but δ 6⊆ αγ′ for γ′ ( γ. Stability of f implies that
cγ = 0 if |γ| > d or diam(γ) > k. Likewise, any t ∈ ∆ admits a representation of
the same form tξ =
∑
γ⊆ξ bγ , where bγ = 0 if |γ| > d or diam(γ) > k. Let A ⊆ T
F∅
be the set of all (cγ)γ as above, and let B accordingly be the set of all (bγ)γ .
The sets Σ and A are rather closely connected. Indeed, the map TF∅ → TF∅
given by {ξ 7→ cξ} 7→ {ξ 7→
∑
γ⊆ξ cξ} is a bijection (as verified by an inclusion-
exclusion argument) and an isomorphism of groups. Same applies to ∆ and B.
We make some simple observations concerning the sets just defined. Just as
before, we have ∆ + Σ = Σ and ∆ + ∆ = ∆, and moreover ∆ is a closed group.
The argument is essentially the same as in Section 4.2. For the same reasons, we
2Hence, strictly speaking we mean
∥
∥∥
(
f(αξ)− sξ
)
ξ∈F∅
∥
∥∥ < ε.
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have that A + B = A and B is a closed group. We now study ∆ and Σ in more
detail.
Claim 2. For any κ, γ ∈ F∅ with d ≥ |γ| ≥ |κ| and diam(κ) ≤ l, diam(γ) ≤ k,
there exists t = (tξ)ξ ∈ ∆ such that
(1) tβ = 0 unless β ⊇ κ,
(2) tκ ∈ aγ +
∑
δ)γ Zaδ.
Proof. Without loss of generality, we may assume that γ ⊆ [k, 2k]. We begin by
choosing a pattern π = (πj) of length 3k such that
(1) πj 6= ∅ for j ∈ κ,
(2)
⋃∞
j=1 πj ∩ γ = ∅,
(3) (πj) occurs in all (3k,N)-generic (αi) for sufficiently large N .
Such π can be constructed greedily, assigning eachm ∈ [3k]\γ to consecutive sets
πj , j = minκ, . . . ,minκ+ l. (It is at this point that we are using that l+d+1 ≤ k.)
Since |γ| ≥ |κ|, we may partition γ =
⋃
j∈κ γj into |κ| non-empty sets. Let
γj = ∅ for j 6∈ κ. Fix one such partition once and for all.
Suppose that (αi) is a well-formed, (3k,N)-generic sequence of sets, for some
large N . Pick, arbitrarily, some n such that (πj) appears at position n. For any
σ ⊆ γ, we may consider the distortion of (αi) given by ασi = αi∪ (γi ∩σ+n). Note
that the union is disjoint, and we have:
(ασi − n) ∩ [3k] = πi ∪ (γi ∩ σ).
Clearly, thus obtained ασi differs from αi only in boundedly many places. Hence,
the difference f(ασξ )− f(αξ) belongs to ∆. Note that this difference depends only
on π and σ, but not on α (this is the reason why we work with patterns of length
3k rather that k). More generally, summing over all σ (with appropriate choice of
signs) we find:
t = (tξ)ξ ∈ ∆, tξ =
∑
σ⊆γ
(−1)|σ|f(ασξ ).
We now study the coefficients tβ for different sets β. (Only β ⊆ κ will play an
important role.) We have
tβ =
∑
σ⊆γ
(−1)|σ|f(ασβ) =
∑
σ⊆γ
(−1)|σ|
∑
δ⊆ασ
β
aδ =
∑
δ⊆αγ
β
aδ
∑
σ⊆γ
δ⊆ασβ
(−1)|σ|.
For fixed δ ⊆ ακβ , denote by σ(δ) the unique minimal set σ ⊆ γ such that δ ⊆ α
σ
β
(σ(δ) does not depend on β). We now have
tβ =
∑
δ⊆αγ
β
aδ
∑
σ(δ)⊆σ⊆γ
(−1)|σ|.
The inner sum is identically 0, unless σ(δ) = γ, when it is equal to (−1)|γ|. Note
that we always have σ(δ) ⊆ γβ; indeed, ασβ = α
σ∩γβ
β . Hence, tβ = 0 unless κ ⊆ β.
When κ ⊆ β, we may rewrite the requirement σ(δ) = γ as γ+n ⊆ δ (here, n is the
index where (πi) appears in (αi)), and hence
tβ = (−1)
|γ|
∑
(γ+n)⊆δ⊆αβ∪(γ+n)
aδ.
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We are specifically interested in β = κ. It is clear that the above sum includes aγ =
aγ+n, and all the remaining summands take the form aδ with δ ) γ. Thus, after
multiplying by (−1)|γ|, the constructed (tξ) satisfies the required conditions. 
Let ~eκ denote the “base vector” (eκ,ξ) with eκ,κ = 1 and eκ,ξ = 0 for ξ 6= κ.
Claim 3. The set A (and hence also B) is contained in
S = span {aγ~eκ | d ≥ |γ| ≥ |κ| , diam(γ) ≤ k, diam(κ) ≤ l} ,
the smallest closed subgroup containing all elements aγ~eκ.
Proof. Fix some well-formed (αi)i, and write f(αξ) as f(αξ) =
∑
κ⊆ξ cκ. One can
check that this formula holds with cκ given by
cκ =
∑
γ⊆ακ
γ 6⊆αλ for λ(κ
aγ .
The above sum only contains elements aγ with |γ| ≥ |κ|, and we may eliminate the
terms with |γ| > d because these vanish. Finally, if diam(κ) > l then (because (αi)
is well-formed), we have diam(γ) > k for all γ in the above sum, and hence the
corresponding aγ vanish.
It follows that (cξ)ξ ∈ S. Since S is closed, also A ⊆ S. Finally, S is a group, so
A+B = A, A ⊆ S implies B ⊆ S. 
We next bootstrap Claim 2 to a more precise statement.
Claim 4. In the situation of Claim 2, there exists b = (bξ)ξ ∈ B such that
(1) bβ = 0 unless β = κ,
(2) bκ = aγ .
Proof. It follows from Claim 2 that we may find for any γ, κ with |γ| ≥ |κ| and
diam(κ) ≤ l a vector (tξ)ξ ∈ ∆ such that
tκ = aγ +
∑
δ)γ
kδaδ
for some integers kδ. Applying this inductively with δ in place of γ and using that
aδ = 0 for sufficiently large δ, we may eliminate all the summands aδ above, so that
tκ = aγ . Writing out tκ in the coordinates, we thus find b = (bξ)ξ ∈ B such that
bβ = 0 unless β ⊇ κ, and bκ = aγ .
Using a form of Gaussian elimination together with Claim 3, we may now produce
for any ε > 0 an element b ∈ B such that bκ = aγ and ‖bβ‖ < ε if β 6⊇ κ or
β ∈ {κ1, κ2, . . . , κr}, for any finite list {κj}rj=1. Finally, using the compactness of
B, we may use the above procedure to produce b ∈ B such that bκ = aγ and bβ = 0
if β 6= κ. 
6.3. Final step. We are now in position to finish the proof of Proposition 5.4.
Combining Claims 4 and 3, we see that A = B, and hence Σ = ∆. But this means
that Σ contains the constant sequence β 7→ 0. Hence, there is some (αi) such that
β 7→ αβ maps Sl to Sk (which additionally happens to be well-formed and generic)
so that β 7→ f(αβ) is as close to the constant sequence β 7→ 0 (in the product
topology of TF∅) as we wish. Thus, we can extract an asymptotic Sl-subsequence
of f which is identically 0, which was our goal.
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6.4. Proof of Theorem A. Having proved Proposition 5.4 (and hence Theorem
B) we discuss the proof of Theorem A. We are in the same situation as in Proposition
5.4, with the exception that we have k = d, and we need to take l = 0.
We apply the same argument as above, with some simplifications. A pattern is
now (again) just a single set π ∈ Sk. The appropriate version of Claim 1 is easily
proved. The key difference in Claim 2 is that we can now prove it with k = d and
l = 0 (we may simply put π = [3k] \ γ, with notation therein). Neither Claim 3,
not the remainder of the argument ever use the relation between k, l and d, so the
reasoning carries through.
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