We propose an approach to visualize the clustering of financial networks and a long-term profitability of stocks using financial time series data, by combining several methods of quantitative analysis. For demonstration purposes, this method is applied to investigate the network of Dow Jones Industrial Average (DJIA). Based on the time series data of stock prices during 31 July 2007 to 18 July 2011, our classification method clusters the DJIA components into five groups according to their profitability and property. By comparing the time correlation in the adjusted close price of stocks within the same group, we show that our clustering method results in a better classification of DJIA components than the methods of industry clustering and hierarchical clustering. With this integrated method, we have constructed a two-dimensional map of the DJIA network for visualization, and have related the first and second coordinates of DJIA components in the map to, respectively, their long-term profitability and property. Our analyses show very strong correlations for the sectors of Energy, Basic Materials, Technology, Capital Goods and Consumer/Non-Cyclical, significant correlations for the sectors of Services and Financial and a poor correlation for the Healthcare sector.
Introduction
Stock markets are examples of complex networks, in which the relationship among various stock components can be studied by analysing large amounts of stock price data. Time series forecasting takes the analysis from historical time series data and tries to predict the time evolution of these financial networks. This prediction is of great importance to investors or traders, who are keen to maximize their financial profit. Such an analysis of financial time series data has attracted substantial attention in recent years. However, due to a wide range of factors influencing the fluctuation of the stock markets, it is still difficult to accurately predict the future trend of stock prices based on historical data analysis.
The analysis of financial time series data is helpful in identifying homogeneous groups of stocks. A reliable classification scheme of stocks can provide a synthetic and informative description of complex financial databases, and the resulted groupings have significant implications for portfolio management. Such an approach of statistical data analysis has various other applications, including machine learning, 304 C. M. CHEN AND Y. F. CHANG data mining, pattern recognition, image analysis, information retrieval and bioinformatics. A number of clustering methods have been developed, as a tool for handling large and heterogeneous collections of systems, such as hierarchical clustering (HC) [1] [2] [3] , minimum spanning tree (MST) [4] [5] [6] , K-means clustering [2, 3, 7] and affinity propagation [8, 9] . However, there are two major flaws in these clustering methods, including user intrusion and excessive computation time for large data sets. For example, HC recursively merges all components into a cluster, and thus requires human intervention to stop the merging process, when a specific level of classification is reached. A user-defined level of classification, in general, is arbitrary, and not related to the characteristic properties of the investigated system. Moreover, HC involves the calculation of similarities between all pairs of components for each clustering level, and is not efficient for handling large data sets. Several algorithms have been proposed for reducing computation time in cluster analysis by using parallel computation techniques or at the cost of the clustering results [2, 10, 11] . However, most clustering algorithms still require pre-given assumptions as inputs for the classification of complex systems, including the number of clusters, cluster sizes and boundary conditions. Therefore, it is desirable to have a convenient and operable clustering algorithm that can efficiently cluster large complex systems.
Stocks are often classified based on companies' property, value or expected returns [12] [13] [14] . Early attempts to partition stocks into similar groups, proposed by Elton and Gruber [15] and Farrell [16] , used heuristic approaches. A more popular method of stock classification is based on the industrial affiliation of stocks, and it demonstrates that industrial factors capture a large portion of the extra-market correlation in stock returns [17] . A variety of industry classification systems have been adopted for defining stock affiliation, such as the Standard Industrial Classification, the Global Industry Classification System and the Fama and French [18] system. Weiner [19] evaluated several industrial classification schemes, and found a number of drawbacks for each one. On the other hand, a significant amount of statistical classification models have been applied to common stock analysis, in the areas including common stock investment categories, price-earnings and return-risk equity classification, information content and return performance, and capital structure [20] . Nevertheless, few of these studies are wholly convincing, due to methodological issues and/or mediocre results. Therefore, there is great incentive for further research to improve stock classification schemes.
We have previously developed the minimum span clustering (MSC) algorithm for the classification of large complex systems, and have demonstrated an excellent MSC classification of the social science network consisting of 1575 Social Sciences Citation Index (SSCI) journals [21] . Our MSC results showed that the social science network contains 4 resolution scales, including 294 batches of journals at the highest scale, 65 categories of journal batches at the second, 15 research groups of journal categories at the third, and 3 knowledge domains at the lowest resolution. By comparing the relatedness of journals within clusters, the MSC method is shown to present a better classification of SSCI journals than the methods of ISI's heuristic approach and HC. Particularly, no free tuning variable is required in the MSC method. In this study, based on the time series of stock trading prices, we hereby propose an approach for clustering and visualizing financial networks by combining dynamic time warping (DTW) [22] , MSC, MST, Sammon mapping (SM) and Classical Multi-dimensional Scaling (CMDS). Although the proposed MSC method has been shown to adequately cluster networks of size about 2000 nodes, we applied MSC to study the Dow Jones Industrial Average (DJIA) network due to the following reasons: (1) the network has a relatively small number of components, which allows the possibility to construct a two-dimensional map of DJIA components without substantial distortion, and the properties of the two principal axes of the map can be thoroughly investigated (2) the components of DJIA do not change frequently and (3) DJIA has closely tracked the performance of a broader value-weighted index of stocks. It has been recently observed that information concerning highly followed stocks tends to price other DIS Services less followed stocks in the same industry, and such a spill over effect of information becomes more prominent in industries where analysts follow fewer stocks [23] . Therefore, we expect that an accurate classification and visualization of the DJIA network could serve as a seed to further investigate broader stock networks, such as the New York Stock Exchange network.
The following section describes the financial time series data of the DJIA network, and our proposed distance measure for the data, which is calculated using DTW. In Section 3, we then delineate the general procedure to classify and visualize the DJIA network by combining MSC, MST and SMoptimized CMDS. Section 4 presents our results of DJIA classification and visualization, as well as our interpretation of the two-dimensional map of the network. Finally, Section 5 gives our conclusion.
Distance measure for financial time series
The analysis of financial time series data is of primary significance in the economic world, which requires both static and dynamic information. For instance, DJIA is an index which shows how 30 US . In each trading day, the price of its stock components starts to vary at 9:30 AM (the opening price), fluctuates every minute (the highest and lowest prices) and closes at 4:00 PM (the closing price). The movement in the price of a stock component, over time, can be described by an openhigh-low-close price chart. In addition, to account for all the corporate actions such as stock splits, dividends/distributions and rights offerings, an adjusted close price (ACP), denoted as {p(t)}, is often used when examining historical returns or performing a detailed analysis on historical returns. Here, the daily return of a stock is defined as r(t) = log(p(t)) − log(p(t − 1)). Thus, the dynamic information of DJIA components is provided through the financial time series recording the multivariate data (denoted as { p(t)} of these five prices (open, high, low, close, adjusted close) for every trading day. In this study, the financial time series of DJIA components' prices and trading volume have been downloaded from YAHOO finance (http://finance.yahoo.com), with a range lying between 31 July 2007 and 18 July 18 (a total of 1000 trading days). Table 2 summarizes the statistics (mean, standard deviation, skewness, kurtosis and Ljung-Box test for autocorrelation (24) ) for the daily return of 30 DJIA components. During the time range of our collected data, 11 components have a negative mean of returns, primarily belonging to sectors of Financial and Technology. The standard deviation (0.018-0.052) of those stocks with a negative mean return is usually larger than that (0.012-0.026) of stocks with a positive mean return, implying a larger volatility for stocks in these two sectors. Furthermore, skewness indicates evidence of asymmetry in the distribution of our return data, and kurtosis refers to the degree of peak in the distribution. A positive skewness implies frequent small losses and a few extreme gains, while a negative skewness implies just the opposite. For DJIA, two-thirds of all components have been found to have positive skewness, and all 30 components have a kurtosis >3 (the highest being BAC, CVX, XOM, JNJ, KO and TRV). The observed leptokurtosis of return distributions in DJIA components means that these distributions have fatter tails, and that there is larger chance of extreme outcomes, compared with a normal distribution. This phenomenon has been observed before, and is known to be typical of most asset returns, such as stock, bond, commodity and energy returns. The Ljung-Box test shows that there are no significant autocorrelations up to order 20 in the returns of IBM and JPM.
In stock-based normalization, we first calculate the mean stock price μ i and standard deviation σ i for each stock i, and obtain the normalized financial time series for the price of DJIA components from p i (t):
Then, we quantify the degree of dissimilarity (distance) among the derived normalized time series. Being symmetric and non-negative, dissimilarity is small (close to zero) when two time series are similar to each other, while large when two time series differ greatly. For a pair of time series i and j, a popular choice of the dissimilarity measure
Although this metric can be useful in clarifying the structure of stock returns movement, there are several drawbacks in its definition. First, it does not take into account the stochastic volatility dependence of these time series. Two time series could be strongly correlated, but have very different internal stochastic dynamics [25] . Secondly, the difference in the response time of stock prices to change of information is not considered. Thirdly, it cannot serve as a direct tool for comparing and grouping stocks with unequal sample sizes. Fourthly, the visualization of stocks based on this definition is often distorted, since the distance between two stocks is constrained to lie within the interval [0, 1]. In this article, we propose a different measure for dissimilarity between a pair of financial time series with DTW. First introduced in 60s, and extensively explored in 70s, DTW has a wide range of uses, including handwriting and online signature matching, sign language and gestures recognition, data mining and time series clustering, computer vision and animation, music and signal processing and protein sequence alignment. As schematically illustrated in Fig. 1 , DTW uses a dynamic programming approach to align non-linearly two time series of multivariate data in the time dimension so that their dissimilarity is efficiently minimized. Consider three different time series, named I, II and III, of unequal sample sizes, as shown in Fig. 1(A) . In this case, to information change in financial markets, the response of time series I is different from that of II and III, while the difference between II and III is only their response time. Clearly, it is inappropriate to conclude that time series I is more similar to II than III from the dissimilarity measure with the Pearson correlation coefficient. On the other hand, as demonstrated in Fig. 1(A Fig. 1(B) , the time series III and II can be arranged to form a n × m grid, in which each grid point, (i, j), corresponds to an alignment between elements II i and III j . An optimal alignment path, W = (w 1 , w 2 , . . . , w k , . . . , w l ), maps the elements of III and II, so that the dissimilarity between them is minimized. That is to say, W is a sequence of grid points, and w k corresponds to a point (i, j). To formulate a dynamic programming problem, we define a dissimilarity measure between two elements as
and the overall dissimilarity, between time series II and III, is
Clustering and visualizing the DJIA network
The DJIA financial network is rather complex. Its visualization can be implemented by first clustering the network into domains using MSC, delineating the general structure of these domains with MST and visualizing the relationship among various domains in a map using SM-optimized CMDS.
To classify the DJIA network, we applied MSC to decompose it into several groups. In the MSC procedure, one divides a network into several clusters, whose members are associated with their closest neighbours. Each constructed cluster is then considered as a coarse-grained component and the resulted coarse-grained network can be further clustered by MSC. The details of implementing MSC can be obtained from our earlier publication [21] . In addition, the structure of the DJIA network can be described by constructing its MST with the Kruskal algorithm [4, 5] . MST is a spanning tree for which the sum of distances among connected components is the smallest, and the Kruskal algorithm constructs the MST by connecting components in the order of increasing distance but avoiding those connections which forms loops in the network graph.
Although MST delineates the general structure of the DJIA network, specific relationships among unconnected components are not preserved in the graph. In order to construct a two-dimensional map of the DJIA network preserving all relationships among network components, we apply CMDS to transform the high-dimensional structure of the DJIA network to its low-dimensional representation. CMDS first calculates eigenvalues and eigenvectors of the distance matrix by principal coordinate analysis, and then projects the DJIA network onto a two-dimensional plane spanned by the two dominant principal axes, which usually describe important features of the network. In other words, CMDS finds a set of twodimensional vectors {x μ } such that the squared distance matrix between the {x μ } points matches {d 2 i,j } in equation (3) as closely as possible. The quality of this two-dimensional representation of the DJIA network in general depends on the distribution of eigenvalues, particularly the largest two eigenvalues. To minimize possible distortion of network structure, the coordinates of network components in the twodimensional map are further optimized by SM, which tries to preserve the structure of inter-component distances in high-dimensional space on the low-dimension projection. Specifically, the optimization is implemented by minimizing the Sammon stress
where the summation runs over the dataset under investigation, and d(a,b) is the distance between points a and b.
Results and discussion
To demonstrate the applicability of MSC in clustering financial networks, we consider the classification of 30 DJIA components using 3 sets of financial time series, including ACP, trading volume and five prices data. The last set is a multivariate time series consisting of daily information about five different prices (open, high, low, close, adjusted close) of DJIA components. Since DJIA's size is relatively small, only one resolution level of MSC is implemented in this study. In our MSC classification scheme, as shown in Table 3 Two major factors have been found to contribute to the five-prices based classification of DJIA components, including their "profitability" and "property". Here, "profitability" of components refers to the change of their weekly ACP after a specific range of time, while "property" of components is defined by their industrial category as listed in Table 1 . It is observed that, if two components are similarly profitable or have similar property, their price pattern would be similar to each other. For example, KO and IBM are, respectively, the most profitable companies in the Consumer/Non-Cyclical and Technology sectors, and the time correlation of their ACP time series from 31 July 2007 to 18 July 2011 is 0.88. In addition, T and VZ both provide telecommunication services, and the time correlation of their ACP time series in the above time range is 0.86. In Table 3 , we also display the change in the weekly ACP of stocks in a 3-year range (02 January 2009 to 31 December 2011), in which only AA, BAC and HPQ have a loss on their weekly ACP. To rationalize the MSC classification, we examine the average change of the weekly ACP and its standard deviation in the above 3-year range for each classified group. For the original DJIA network, the average change of the weekly ACP is 43.72%, and its standard deviation is 46.77%. For MSC classified groups, the average change in the weekly ACP and its standard deviation are the following: 25.1 and 12.5% for Group 1, 62.9 and 48.4% for Group 2, 27.1 and 12.1% for Group 3, 74.3 and 28.2% for Group 4, -26.9 and 34.3% for Group 5. In general, the standard deviation of the weekly ACP change in most MSC groups (except for Group 2) is considerably smaller than that of the original DJIA network, suggesting that our classification scheme can be well explained by the profitability of DJIA components. In terms of the stock price performance, Group 4 is considered as a winner group while Group 5 is a loser group. The other factor that also affects our classification scheme is the property of DJIA components. For example, all components in the sector of Capital Goods are clustered into Group 2. However, since the profitability factor seems to play a more important role in our classification scheme, there exists significant discrepancy between our MSC classification and the classification by industry clustering. Note that profitability and property of components, respectively, correspond to the largest and second largest eigenvalue in the CMDS mapping, which will be discussed later in this section.
In addition to the clustering of DJIA components with MSC or industry clustering, a widely used clustering method is HC, which builds a binary tree of the data that successively merges similar groups of components. The clustering results of the DJIA network by using HC with five prices data are demonstrated in Fig. 2 , in which the x-axis shows various groups of DJIA components and the y-axis shows the distance between neighbouring groups. HC has an explicit procedure and clearly interpretable results, but its decision of how many groups to use is arbitrary. To compare with MSC results, the five HC classified groups of DJIA are underlined in Fig. 2 . The HC classification includes three isolated components (Groups II, III and V), a small group (Group IV) and a large group (Group I). As far as the weekly ACP change is concerned, Groups II and III are winners, while Groups IV and V are losers. For comparison purposes, members of Groups IV and V in HC belong to the same loser group (Group 5) in MSC, while members of Groups II and III in HC belong to Group 2 in MSC. Overall, MSC provides a better classification than HC, since the majority of DJIA components is not classified in HC. Unlike HC, MSC requires no input of the number of clusters, which is a free parameter in HC. Furthermore, the members within the same cluster predicted by MSC tend to be more closely related to each other than those predicted by HC. This last comparison will be further demonstrated in Fig. 3 . The MSC classification method has been shown previously to optimize the overall relatedness between components within the same group for the social science network [21] . For the DJIA network, in Fig. 3 , we calculate the accumulated distribution of time correlation between components within the same group for MSC, HC, industry clustering and the original DJIA network. In MSC, 80% of the calculated time correlations have a value >0.5, indicating a strong correlation between components within the same group. However, this percentage is only ∼72% in HC (with five groups), and 66% in both the original network and industry clustering. The comparison in Fig. 3 concludes that, for the time correlation in the ACP of components within the same group, MSC > HC > industry clustering original DJIA network.
To visualize the relationships among DJIA components, we have implemented the SM-optimized CMDS mapping of the DJIA network. Figure 4 integrates this CMDS mapping of the DJIA network with its MST diagram and MSC grouping results. Here, we denote members of five MSC groups with different symbols: for Group 1, • for Group 2, for Group 3, for Group 4 and for Group 5. In the MST diagram, we use solid lines to represent intra-group connections, and dashed lines for intergroup connections. From Fig. 4 , it is clear that the results of MSC, MST and SM-optimized CMDS mapping are consistent with each other. In this map, related components tend to aggregate together if their profitability is not notably different. For example, the components in the Consumer/Non-Cyclical sector (PG, MDLZ and KO) as well as those in the Healthcare sector (MRK, JNJ and PFE) appear in the same region, although they are classified into different MSC groups. It is noticed that WMT locates nearby JNJ, PG and MDLZ, since the retailer giant is the main sales channel for the products of these three companies. We also notice that MSFT and INTC are close to each other in the map. Since 1989, the Wintel partnership has dominated the PC industry, with a share of personal computing platforms >75%, for ∼30 years. With the increasing popularity of smart phones and tablets, it would be interesting to investigate the future correlation of these two companies. It is noteworthy that the winner group (Group 4) is located on the right-hand side of the map, while the loser group (Group 5) is on its opposite side. Apparently, the first coordinate of DJIA components (within the same industry sector) highly correlates to their profitability. In Table 4 0.39) between their first coordinate and ACP change. Finally, in Table 4 , we have also included recent financial data (up to 12 November 2012) for our correlation analysis between the first coordinate of DJIA components and their weekly ACP change. In general, we find very strong correlations for Energy, Basic Materials, Technology, Capital Goods and Consumer/Non-cyclical, significant correlations for Services and Financial, and a poor correlation for Healthcare.
Our analysis shows that the correlation between the first coordinate of DJIA components and their weekly ACP change is mainly impaired by BAC in Financial, by HD in Services, and by MRK in Healthcare. To examine whether these three stocks are mispriced, we study their relative valuations, including trailing P/E (Price/Earning per share), forward P/E, trailing P/S (Price/Sales per share) and P/BV (Price/Book Value per share), benchmarked against the rest members in their sector. In the week of 02 March 2009, BAC has trailing P/E 0.75, trailing P/S 0.18 and P/BV 0.14, which are significantly smaller than the corresponding benchmarks 1.47, 0.60 and 0.70 in Financial (forward P/E is not compared due to negative earnings of BAC in the forward year). This comparison explains the poor correlation between the first coordinate and the long-term profitability found in the Financial sector for time range Set II, since the benchmark price of BAC was largely underestimated. In the week of 12 November 2012, HD has trailing P/E 21.97, forward P/E 17.82, trailing P/S 1.28 and P/BV 5.22, while the corresponding benchmarks in services are 25.29, 13.33, 1.61 and 3.26. Since It is also noticed that the second coordinate of the map in Fig. 4 corresponds to the property of DJIA components. Using the industry clustering listed in Table 1 The standard deviation in the second coordinate of each sector reflects the diversity of the defined sector in DJIA, which is smaller for Consumer/Non-Cyclical and Healthcare, and is larger for Financial and Capital Goods. Note that this proposed correspondence may not be exact due to the distortion in the two-dimensional projection, as evidenced by the fact that, in CMDS, the largest eigenvalue is 3.3 times of the second largest eigenvalue and is 16.4 times of the third largest eigenvalue.
Conclusion
In summary, we have hereby proposed an approach to cluster and visualize financial networks by integrating various analysing methods, including DTW, MSC, MST and SM-optimized CMDS. Overall, the MSC method does not require human intervention and is computationally efficient (the computing time is linear in the network size). Furthermore, it presents a better classification for equities than the methods of industry clustering and HC. In addition to the network clustering, our integrated approach can also be used to construct a map of a financial network, which allows us to visualize the relationship among equities intuitively. More importantly, our approach delineates the connection of the two principal coordinates of the map to the long-term profitability and property of equities.
To exemplify this approach, we have investigated the DJIA network using the financial time series data from 31 July 2007 to 18 July 2011. The distance between network components is measured by DTW using single-variable or multivariate data. From this distance matrix, we then classified the network by MSC, and described its topology by MST. Our results suggest that the grouping of network components is mainly by their profitability and property. For example, we identify a winner group in profitability which contains CVX, MDLZ, IBM, KO and MCD, as well as a loser group in profitability which contains BAC, CSCO and HPQ. SM-optimized CMDS mapping is used to construct a twodimensional map for the visualization of the DJIA network, and its results are consistent with those of MSC and MST. More importantly, in this map, it is found that the first coordinate of DJIA components shows high correlation to their profitability, and the second coordinate of components is related to their industrial category. More specifically, for components in each sector, their weekly ACP change in long terms (2-4 years) highly correlates to their first coordinate in the map. Our analyses show very strong correlations for Energy, Basic Materials, Technology, Capital Goods and Consumer/Non-Cyclical, significant correlations for Services and Financial, and a poor correlation for Healthcare. Such a statistical analysis could provide an important tool for investors to examine their holdings and for companies to evaluate their policies.
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