Spatiotemporal forecasting has significant implications in sustainability, transportation and health-care domain. Traffic forecasting is one canonical example of such learning task. This task is challenging due to (1) non-linear temporal dynamics with changing road conditions, (2) complex spatial dependencies on road networks topology and (3) inherent difficulty of long-term time series forecasting. To address these challenges, we propose Graph Convolutional Recurrent Neural Network to incorporate both spatial and temporal dependency in traffic flow. We further integrate the encoder-decoder framework and scheduled sampling to improve long-term forecasting. When evaluated on real-world road network traffic data, our approach can accurately capture spatiotemporal correlations and consistently outperforms state-of-the-art baselines by 12% -15%.
Introduction
Spatiotemporal forecasting is a crucial task for a learning system that operates in a dynamic environment. Accurate spatiotemporal forecasting has a wide range of applications ranging from video compression and understanding, as to energy and smart grid management, economics and finance, to environmental and health care. In this paper, we study one example of spatiotemporal forecasting task: traffic forecasting, the core component of the intelligent transportation systems. We believe our approach is not limited to transportation, and is readily applicable to other domains as well.
The goal of traffic forecasting is to predict the future speeds of a sensor network using previous traffic speeds as well as the underlying road networks structure. This task is challenging mainly due to the complex spatial and temporal dependencies. On one hand, traffic time series demonstrate strong temporal dynamic. Recurring incidents such as rush hours or accidents can cause non-stationary behavior in traffic speeds, leading to difficulty in long-term forecasting. On the other hand, multivariate time series from a sensor network contain complex spatial correlations. It is often the case that such spatial correlation are highly localized. Figure 1 shows the weights learned from the auto-regressive model using weighted average for a single sensor prediction. The learned weights highly concentrate on its close neighbors. Another important characteristics of traffic is the "conservation of flow", which means the number of vehicles in a road network stays relatively the same during a short time period.
In the literature, traffic forecasting has been studied for decades, falling into two main categories: data-driven approach and knowledge-driven approach. In transportation and operational research, knowledge-driven methods usually apply queuing theory and simulate user behaviors in traffic [5] . In time series community, data-driven methods such as autoregressive integrated moving average (ARIMA) model and Kalman filtering remain popular [15, 14] . However, simple time series models usually rely on the stationarity assumption of the time series, and have limited capacity to represent highly nonlinear dynamics. Most recently, deep learning models for traffic forecasting forecasting have been developed in [16, 28] . In [10] , the authors develop deep auto-regressive models for more general spatiotemporal forecasting task, e.g., inventory forecasting. However, these deep learning models only apply to univariate time series or focus on short-term forecasting. Deep neural network models for the domain of spatiotemporal forecasting stay largely elusive. Our work serves as an important step to integrate many important developments in deep recurrent neural networks into time series analysis, particularly for spatiotemporal forecasting. We leverage recent advances in graph convolution [7, 21] and sequence modeling [6, 3] to design the Graph Convolutional Recurrent Neural Network (GCRNN). GCRNN models both the spatial and the temporal dependence in the traffic network. Specifically, we resort to recurrent neural network to capture the non-linear dynamics, and modify the Gated Recurrent Unit to incorporate the underlying sensor network structure. This is done through transformation of input sequence through a graph convolutional kernel. To address the error propagation issue in long-term forecasting task, we further integrate the encoder-decoder framework and scheduled sampling technique [3] . When evaluated on the real-world traffic data, GCRNN consistently outperforms state-of-the-art traffic forecasting baselines by a large margin. Our contributions can be summarized as follows:
• We investigated traffic forecasting, an important multivariate spatiotemporal forecasting task, and identified its unique spatiotemporal dependency structure.
• We proposed graph convolution recurrent neural network as a wholistic framework to efficiently capture both spatial and temporal structure.
• The proposed approach achieves the best reported results on real-world traffic forecasting and obtained significant improvement over state-of-the-art methods.
Related Work
Traffic forecasting is a classic problem in transportation and operational research which are largely based on queuing theory and simulations [9] . Data-driven approaches for traffic forecasting have received considerable attention, details can be found in a recent survey paper [25] and the references therein. However, existing machine learning models either impose strong stationary assumptions of the data (e.g., auto-regressive model) or fail to account for highly non-linear temporal dependency (e.g., latent space model [27, 8] ). Recently, deep learning models deliver new promise for time series forecasting problem. For example, in [28] , the authors study univarite time series forecasting using deep LSTM network. In [10] , the authors propose a probabilistic deep auto-regressive recurrent framework to forecast inventory time series across different domains.
The forecasting problem we are facing here is spatially correlated time series, which requires careful modeling of both spatial and temporal dependency.
In terms of general sequence modeling, Recurrent Neural Networks (RNNs) have become the state-of-the-art choice, leading to successful applications in language modeling [2] , video generation [23] , speech recognition [17] and weather nowcasting [26] . However, most existing ... ... deep sequence models deals with either discrete time sequence or sequences that are evenly distributed over a regular grid. For instance, convolutional LSTM network [26] captures the spatiotemporal structure among pixels by applying a convolutional filter over each frame of the video stream. The language sequences are often encoded as discrete time series. On the contrary, time series from sensor networks in traffic forecasting are continuous time sequences distributed over a graph.
Graph
Closely related to our work is the deep learning models for non-Euclidean structured data. For example, in [20] , the authors propose Graph Neural Networks (GNN) model in the vertex space, which learns node representations for the graph. Li et al. [13] extends GNN for sequence modeling. The resulting Gated Graph Sequence Neural network achieves the state-of-the-art performance for program verification. Going from vertex domain to spectral domain, spectral graph convolutional neural networks (GCN) are first introduced in [4] , which bridges the spectral graph theory and deep neural networks. In [7] , the authors further improve GCN with fast localized convolutions filters. Our model extends GCN to model multivariate time series distributed on a network. Our model coincides with a recent work on sequential generalization of GCN [21] , however, we focus on continuous time prediction and long-term forecasting by incorporating encoder-decoder architecture [24] and scheduled sampling [3] techniques.
Methodology
We first formalize the learning problem of traffic forecasting and identify unique spatiotemporal dependency structures. We then propose a variation of the deep recurrent neural network model. Given a series of road network snapshots, our model addresses three technical difficulties: (1) localized spatial dependency, (2) temporal dynamics in graphs, and (3) long-term forecasting.
Traffic Forecasting Problem
The goal of traffic forecasting is to predict the future traffic speed based on previously observed traffic flow. The traffic flow is measured by n spatiotemporal correlated sensors on the road network. The pair-wise relationship between those sensors can be modeled as a weighted graph G = (V, E, A), where V is a finite set of |V| = n vertices, while E is a set of edges and A ∈ R n×n is a weighted adjacency matrix representing the connectivity between sensors. Thus, an observation of traffic speeds at a time t can be viewed as a graph signal, X t : V → R dx , where d x is the dimension of signal in each node.
The traffic forecasting problem can be formulated as follows: given sensor graph G and historical traffic measurements of sensors, infer the most likely traffic measurements in the next H time steps, i.e.,X t+1 , · · · ,X t+H , where H is the forecasting horizon.
Suppose that each time step is 5 minutes and H is 12, the outputs of the model will be the traffic measurement of every 5 minutes for all the sensors in the next hour.
Note that the aforementioned traffic forecasting problem is different from the single-step time series forecasting problem. The prediction target of our problem is a sequence of multivariate time series distributed over a graph G which contains both spatial and temporal structures. Moreover, the prediction problem defined in [26] can be considered as a special case of this problem where G is a regular grid.
Spatial Dependency Modeling
Traffic time series from road network sensors demonstrate strong spatial dependency. It is mainly due to (1) network connectivity: highway networks usually have sensors installed every 1-2 miles, and traffic flow of adjacent sensors are highly correlated; (2) flow conservation: the number of vehicles entering and exiting the roads are approximately the same. Unfortunately, recurrent neural networks (RNNs) do not explicitly model such spatial dependency. In this work, we augment RNNs by considering spatial correlations among multivariate time series.
Graph Attention Mechanism In RNNs, the activation is a weighted combination of all the historical observations and hidden states, while the spatial dependency of traffic is rather localized. In order to account for such local dependency, we generalize the attention mechanism from sequence modeling to spatial modeling. In particular, we allow the model to learn to focus on close neighborhoods instead of the entire network. This is achieved by representing the hidden state of a sensor using a combination of the hidden states from nearby sensors weighted by attention. The attention mechanism is defined as:
where h i denotes the hidden states of sensor i which is extracted using a RNN shared across all the nodes. nb(i, K) returns the set of neighbors that are within K-hop from node i, and g i represents the aggregated hidden state for node i that incorporates information from neighborhood nodes. Then, the forecasting task of node i is implemented using a fully connected feed forward network with g i as the input.
Graph Laplacian Transformation Graph attention mechanism enables explicit network structure modeling, but in practice it only leads to marginal performance improvement. This is partly because of the difficulty in training such model as it is time consuming to compute pair-wise attention for large number of nodes. Another reason is that graph attention only models the topological dependency in the vertex domain, and yet it fails to capture the "conservation of flow" property in traffic. We resolve this issue by transforming the traffic time series from vertex domain into the spectral domain using graph Laplacian. Graph Laplacian is a discrete version of Laplacian operator, which characterizes the connectivity of the graph. Applying Laplacian operator y = Lx to the signal represents one-step diffusion of the signal on the graph. We argue that it is natural to use Graph Laplacian operator for traffic forecasting problems. If we model the change of traffic flow as ∂x i (t)
where A ij is the element of the adjacency matrix of the graph, L is the graph Laplacian and c is a constant. This shares similar form as the heat equation, which is given by the law "conservation of energy' in physics. In image processing, this transformation is known as graph convolutional kernel, denoted as * g . Traffic forecasting problem provides an alternative motivation of performing such transformation.
To obtain the Laplacian matrix, we construct the adjacency matrix based on road network distance with a thresholded Gaussian kernel [22] . Figure 3 visualizes the eigen-functions of the normalized Laplacian matrix for part of the road network in Los Angeles. Small eigen-functions represent smooth spatial dependency while large ones denote high oscillation. We can make some interesting observations in Figure 3 , which could help explain the spatial dependency captured by Laplacian. For example, in (c) Near Universal Studios Hollywood, at the crossing of highway 101, 134 and 170 (d) Near Rose Bowl Stadium, at the crossing of highway 2 and 134.
To deal with spatial dependency at different resolutions, we compute a weighted sum of kth power of Laplacian as the spectral transformation. This is based on the fact that kth power of Laplacian is supported by exactly k-hop neighbors [22] , representing the spread of traffic flow at different scale. Computing the kth power Laplacian matrix can be computationally expensive, so we apply Chebyshev polynomial expansion [7] for efficient approximation.
where the g w (L) is the learned filter based on Laplacian matrix. parameterw ∈ R K is a vector of Chebyshev coefficients while T k (Λ) ∈ R n×n is the Chebyshev polynomial of order k evaluated atΛ = 2Λ/λ max − I. This approximation reduces the filtering computational cost from O(|V| 2 ) to O(K|E|).
Temporal Dynamics Modeling
We model the temporal dynamics in the framework of recurrent neural networks. One of the variants of RNN is the Gated Recurrent Units (GRU) [6] which has a simpler structure and competitive performance comparing with LSTM.
Gated Graph Convolution
We incorporate spatial dependency into GRU by replacing the matrix multiplication with the graph convolution * G defined in Equation 2. This graph convolu- tional operation is applied to both inputs and hidden states to obtain a Graph Convolutional Gated Recurrent Unit (GCGRU).
We stack GRU and unroll the recurrence for a fixed number of steps T and use backpropagation through time in order to compute gradients. Figure 4 shows the road network traffic evolution in 24 hours, going through morning rush hour and afternoon rush hour. We can see that in spectral domain, the traffic speed time series enjoys better sparsity than in the vertex domain. The distribution of the transformed input reflect the traffic congestion condition. With heavy congestion in rush hour, the spectral distribution of the time series become more heavy-tailed.
Long-Term Forecasting
In long-term forecasting, simply training the model for one step ahead prediction, and then back-feeding the predictions at test time is prone to error propagation. The forecasting error in earlier steps could be quickly amplified over long-time span. We draw inspiration from the encoder-decoder architecture [24] as well as scheduled sampling [3] , to develop a wholistic framework for dynamic graphs.
We first feed the historic time series into a deep RNN encoder and generate final states. Then we use the final states of encoder as the initial states for a deep RNN decoder, which generate the future time series given the current state of the model and the previous ground truth target. In test time, ground truth observations become unavailable, and are thus replaced by predictions generated by the model itself. The entire encoder-decoder model is trained by maximizing the likelihood of generating the target future time series given the input, i.e., Equation 3. This approach is also known as "teacher forcing" [18] .
One issue of using "teacher forcing" is the discrepancy between the input distributions of training and testing. In training, the model only learns to make prediction given the ground truth observations from the last step, however, in testing the model is required to deal with its own mistakes made in previous predictions. To mitigate the issue, we integrate scheduled sampling approach into the model. The model is first trained in the "teacher forcing" way with true previous token fed to the model. After certain amount of iterations, the model will be fed as input the true previous token with probability i or the output of the model with probability 1 − i in the ith iteration. During the training process, i gradually decreases to 0 to allow the model to learn the testing distribution.
With both spatial and temporal structure, we build a graph convolutional recurrent neural network. The overall system architecture of the proposed graph convolution recurrent neural network (GCRNN) is shown in Figure 2 . We first compute graph Laplacian transformation using Chebyshev polynomial expansion. Then we feed the transformed time series into a deep RNN encoder-decoder pipeline. The Chebyshev coefficients and the recurrent neural network parameters are jointly learned from raw time series data in an end-to-end manner.
Experiments

Road-Network Traffic Forecasting
The traffic data used in the experiment are collected by 207 loop detectors on the highways of Los Angeles County during a period of four months in 2012 [12] . The visualization of the spatial distribution of those sensors is provided in the leftmost plot in Figure 3 . To construct the sensor graph, we compute the adjacency matrix using thresholded Gaussian kernel based on the road network distance [22] .
where w ij is the edge weight between sensor i and sensor j, d ij is the network distance from sensor i to sensor j. θ and κ are the parameters to control the scale and sparsity of the adjacency matrix. Figure 3 shows the visualization of the eigen-function of Laplacian matrix of the constructed sensor graph. (b) and (c) correspond to eigen-functions with small eigenvalue (smooth and global) while the (d) and (e) correspond to ones with large eigenvalues (non-smooth usually focusing on a small subset of nodes). The learned graph convolutional filters can be considered as linear combinations of these eigen-functions.
Baselines We compare our model with widely used time series regression models, including: 1) Historical Average (HA): the traffic flow is modeled as a seasonal process, and weighted average of previous seasons is used as the prediction; 2) Random Walk (RW): the traffic flow is modeled as a constant with random Gaussian noise; 3) ARIMA kal : Auto-Regressive Integrated Moving Average model with Kalman filter which is widely used in time series prediction; 4) Support Vector Regression (SVR): which uses support vector machine for regression task; 5) Vector Auto-Regression (VAR) [11] . The following deep neural network based approaches are also included: 6) Feed forward Neural network (FNN): Feed forward neural network with two hidden layers and L2 regularization. 7) Recurrent Neural Network with fully connected LSTM hidden units (FC-LSTM) [24] . 8) Recurrent Neural Network with spatial attention mechanism (LSTM-Attn) described in Section 3.2.
Experimental Settings All deep neural network based approaches are implemented in Tensorflow [1] , and trained using the Adam optimizer. The initial learning rate is 10 −2 for GCRNN, 10 −3 for FC-LSTM and LSTM-Attn, and reduces to half every 10 epochs starting at the 100th epoch. The best model is selected with early stopping on the validation dataset. For GCRNN, both encoder and the decoder contain two graph convolutional recurrent layers with each layer containing 64 GCGRU recurrent units. In addition, the maximum number hops, i.e., K, is set to 2. For scheduled sampling, the thresholded inverse sigmoid function is used as the probability decay:
where i is the number of iterations while τ 0 and τ are parameters to control the speed of convergence. τ , τ 0 is set to 9K and 20K in the experiments. Table 1 shows the comparison of different approaches for one step, three steps and six steps ahead predictions. These methods are evaluated using several commonly used metrics in traffic forecasting, including: 1) Root Mean Squared Error (RMSE) ; 2) Mean Absolute Percentage Error (MAPE); and 3) Mean Absolute Error (MAE). Note that, missing values are excluded in calculating those metrics. The results show that: 1) RNN-based methods including FC-LSTM RNN-Attn and GCRNN outperform all other baselines, while FNN is usually worse than simple linear models, e.g., VAR. This emphasizes the importance of modeling the temporal dependency. 2) RNN-Attn achieves slightly better result than FC-LSTM which indicates the benefit of modeling spatial dependency. 3) GCRNN achieves the best performance in terms of all the metrics for all forecasting horizons, which suggests the importance of incorporating the spatial dependency in the spectral domain. Figure 5 shows the visualization of 30 min ahead prediction. We have the following observations: 1) GCRNN generates smooth prediction of the mean even when frequent oscillation exists in the input traffic signal (as shown in Figure 5(a) ). This reflects the robustness of the model. 2) GCRNN is more likely to accurately predict abrupt changes in the traffic speed than baseline methods (e.g., ARIMA). As shown in Figure 5 (b), GCRNN is often able to predict the start and the end of the peak hours. This is because GCRNN captures the spatial/topological correlation, and is able to utilize the speed change in neighborhood sensors for more accurate forecasting.
Traffic Forecasting Performance Comparison
Effect of scheduled sampling To evaluate the effect of the encoder-decoder framework as well as the scheduled sampling mechanism for multiple steps ahead prediction, we design four variants and conduct the following experiments: 1) GCRNN-1: train a model for one step Figure 5 : Traffic time series forecasting visualization. GCRNN generates smooth prediction and is usually able to predict the start and end of peak hours. ahead prediction, when doing multiple steps ahead prediction, the previous prediction is fed into the model as the input; 2) GCRNN-N: in which for each forecasting horizon, a separate model is trained; 3) GCRNN-SEQ: which uses the encoder-decoder sequence to sequence learning framework to perform multiple steps ahead forecasting; 4) GCRNN-SS: which uses the encoderdecoder sequence to sequence learning framework as well as scheduled sampling to perform multiple steps ahead forecasting. Figure 6 shows the MAE of those four methods with regards to the increase of horizon. We observe that: 1) GCRNN-N performs slightly better than GCRNN-1, but it requires a dedicated model for each forecasting horizon; 2) GCRNN-SEQ achieves even lower error than GCRNN-N with a single model. This can be understood from the perspective of multi-task learning, where forecasting for different horizons can be viewed as different tasks, and the model can benefit from jointly learning those tasks with shared parameters. 3) GCRNN-SS achieves the best result, and its superiority becomes clearer with the increase of the horizon. This is mainly because the model is trained to deal with its own mistakes during multiple steps ahead prediction and thus suffers less from the problem of error propagation. We also train a model that always been fed its output as input for multiple steps ahead prediction. However, its performance is much worse than all the four variants, similar observation is stated in [3] which emphasizes the importance of using scheduled sampling.
Human Pose Forecasting
We further conduct an experiment on the MPII cooking activities dataset [19] , which contains about 4000 continuous frames from cooking videos as well as the corresponding poses of the cooker. The resolution of each frame is 1624x1224. The pose data is provided as a vector P ∈ R 12×2 , which records the 2D coordinates of 12 different parts of the body. The task we evaluate is to predict the pose of the person, i.e., the coordinates of each part of the body, in the future 10 timestamps given the historical poses. This task can be modeled as a spatial temporal time series forecasting problem on the graph, where time series represent the locations of each part of the body, and the underlying graph structure corresponds to the pair-wise connections between different parts of the body. Figure 8 shows the comparison of the three algorithms, including the VAR model, FC-LSTM and GCRNN. The metric used is Root Mean Squared Error (RMSE) in terms of the distance between the predicted pixel coordinate and the ground truth pixel coordinate. We observe that GCRNN consistently achieves the best result, and the superiority also becomes more obvious with the increase of horizon. Figure 7 shows an example of input sequence, output prediction and the corresponding ground truth.
Conclusion
In this paper, we took a data-driven approach for the traffic forecasting problem, which is a crucial application of spatiotemporal forecasting task. Specifically, graph convolutional kernel was used to capture spatial dependency and recurrent neural network was adopted to model the temporal dynamics. We further integrated the encoder-decoder architecture and scheduled sampling technique to improve the performance for long term forecasting. The resulted graph convolutional recurrent neural network was trained from raw multivariate time series data in an end-to-end manner. When evaluated on a large-scale real-world traffic data, our approach obtained considerably better forecasts than baselines. We also provided interpretation for the learned model. For future work, we will investigate the following two aspects 1) how to model the spatiotemporal dependency when the underlying graph structure is evolving, e.g., the KNN graph for moving objects; 2) how to automatically infer the implicit graph structure when not provided.
