Providing relevant information through the determination of priorities for a user request is important as it saves both labour and time of the inquirer as well as the information provider. Therefore, the development of information retrieval models to compute these priorities as numerical representations of their relevancies is becoming a major task of the modern information retrieval arena. This paper introduces a new model for information retrieval. This model appears as a vector multiplication of the distances among the terms in the query with the distances among the same terms in the document. Therefore, it determines the relevancies among the query and the documents by matching the distances between each two terms in the query with the distances between the same terms in each document of the corpus. Also this paper uses an example to show that the new model is able to distinctly identify two or more documents according to the given query which cannot be done by using the vector space model when the documents include same term frequencies and same number of total terms.
Introduction

Information Retrieval
Simply, Information Retrieval (IR) is the process of searching for relevant documents, based on a query represented by a user (Salton, & McGill, 1983 ). An IR system does not inform the user on the subject that searching for but it only notifies on the existence and location of documents relating to the request. In the early days, documents were indexed Corresponding author: 1 Assistant Librarian, Sabaragamuwa University of Sri Lanka, Sri Lanka.
Email: manju@sab.ac.lk manually using titles, authors, keywords and subject classifications. Then the retrieving process of them was also done manually using indexes or card catalogues. But today, automatic IR systems are playing a major role in the modern information world and provide an alternative method for the conventional manual IR methods. Rapid growth of the information in digitized format is one of the reasons to increase the need of developing proper IR tools. Because, the manual indexing and retrieving of excessive amount of modern documents are not practical and they may waste time and labour intensively.
In general, automatic IR systems compare the user need (known as query) with the content of a set of documents (information source) and retrieve the matching documents according to their relevancy with the given query. This process makes it convenience for the user to extract information from the documents according to their relevancy against the user request. Moreover, these systems prioritise the retrieved documents according to their relevancies to the given query. Therefore, simply it is a listing of priorities according to the relevancies.
Usually, the key element of an IR system is formalized as a mathematical model. In fact, it is the entity which decides how to compare a query with the documents in the corpus.
Therefore, the development of mathematical models to compute these priorities as numerical representations of their relevancies is becoming a major task of the present information retrieval systems. To meet these goals, distinct researchers have established various kinds of information retrieval models and their implementations. However, this paper specially focuses on one of the foremost IR model called the Vector Space Model (VSM), its limitations and a new solution to overcome the problem.
Vector Space Model
The VSM is one of the leading IR models which highly used in the modern IR arena (Salton, Wong, & Yang, 1975 weight represents a measure for the frequency of occurrence of the terms in each corpus document. Moreover, the VSM uses these weights to transform the query and the text into vectors. These weights are determined by using the tf-idf (term frequency-inverse document frequency) weight scheme given by the equation (2) (Tasi, Huang, Liu, & Huang, 2012 ).
In equation (1) determines the tf-idf value for each document using the equation (2) and corresponding similarity values (using equation (1)) for the query and each of the corpus documents.
Finally, the document which corresponds to the highest similarity value is considered as the most relevant corpus document to the given query.
The Problem
In general, VSM works well for when there are corpus documents with different frequencies for the same terms or at least corpus documents with different number of total terms in them. However, when the corpus includes two or more documents with the same number of query terms and the same number of total terms, the above VSM is unable to distinctly identify them from each other. In that case, the equation (1) gives the same similarity value for all those corpus documents. Hence, one cannot use this IR model as a general solution for IR. Figure 1 illustrates the problem more clearly.
Figure 1. Problem of the conventional VSM
In the above figure, the query is consisted with five words and two of them are similar. As all the corpus documents are consisted with the same number of total terms and the same term frequencies, equation (1) calculates same similarity values for all the four documents. Therefore, although the four corpus documents are related to query in four different ways, there is no proper way to distinctly identify them from each other.
Following is another example to elaborate the problem furthermore.
Consider two corpus documents which are consisted with the same number of occurrences of the words 'Library' and 'Science'. Also if they include the same number of total terms, then the equation (2) gives the same tf-idf weight for both these documents as all the values for the variables of equation (2) are same for these two documents. As a result, the similarity values calculated by equation (1) also gives the same values for both these documents. Therefore, there is no any way to determine which document is mostly related to the given query 'Library Science'.
Related Works
The VSM (Salton, Wong, & Yang, 1975) considers the index representations and the query as vectors embedded in a geometric space where specific axioms and definitions are applied. Although this model is not so difficult to implement, it has certain limitations too.
Becker and Kuropka (2003) as well as Manwar, Mahalle, Chinchkhede and Chavan (2012) emphasize that the VSM assumption of independent terms leads to problems with synonyms (different words with similar meanings) or strongly related terms. As a result, VSM is unable to identify some relevant corpus documents with the query just because they do not share the same terms. In addition, according to Khemani (n.d.) , VSM requires a lot of computational time to process a request as it has to perform large amount of calculations. Moreover, it is necessary to recalculate all vectors at each time a new term is added into the term space. Therefore, some attempts have already been taken to eradicate the drawbacks of the existing VSM.
A vector based approach called Topic-based Vector Space Model (TVSM) enables to determine the document similarities within a relational-database (Becker, & Kuropka, 2003 The above mentioned numerous attempts reveal that the existing model of VSM has not yet been sufficiently developed. Out of number of negative aspects, most of the studies concentrate to solve the problems arising due to its basic assumption of term independence. Therefore, so far there is no enough studies have carried out to address the difficulty emphasize by this paper.
Besides the VSM approaches for IR, there are other approaches as well. Out of number of other existing models, the Boolean model (Salton, Fox, & Wu, 1983) , Region model (Burkowski, 1992; Clarke, Cormack, & Burkowski, 1995) , Probabilistic approaches (Fuhr, 1989) , Bayesian network models (Turtle, & Croft, 1991; Metzler, & Croft 2004 ) and
Language models (Ponte, & Croft, 1998; Miller, Leek, & Schwartz, 1999) are the most known systems in the field.
Methodology
The goal of this paper is, to introduce a new IR component which can be used to discriminate two or more documents those which cannot distinctly identify by using the VSM given by the equation (1). However, the proposed new IR component compares the distance between each and every two terms of the query with the distance between the same terms in each of the document in the corpus. Figure 2 has been illustrated this setting. In the figure 2, circles labeled with " 1 t ", " 2 t ", etc. are the occurrences of query terms in the document, while those labeled with " x " are the other terms that are not appearing in the query.
Figure 2. Original appearance of the terms in query and document
In the query, 1 t expresses the first term of the query and 2 t denotes the second term. To make this to a real world example, assume that 1 t (appears at position 1 of the query) and 2 t (appears at position 2 of the query) correspond to the words "Library" and "Science".
Therefore in the query, these two terms apart with distance 1 (difference between the positions of these two terms). However in document 1, these two terms apart with the distance 3 (for this explanation we consider only first appearances of these two terms)
while them apart with the distance 1 in the document 2. Therefore, the query should much relevant to the document 2 as the phrase "Library Science" in the query appears in the same way (i.e. with the same distance between the two terms) in the document 2.
However, these two terms occurs in document 1 with having dissimilar distance to the corresponding distance of the query. Therefore, perhaps the document 1 may about a subject like 'Science', 'Library' or 'Use of library for science' rather than it is about 'Library science'. Considering this situation, we build a new IR model to determine the similarity between a query and a document by concerning the distance between each two terms of the query with the distance between the same terms in each of the document in the corpus. The order of their appearances is also considered in addition to the distance.
To determine the relevancy in between the query and the documents, this model has been used the cosine similarity technique (Singhal, 2001 ).
In mathematics, cosine similarity is a measure of relevancy between two vectors. It measures the cosine of the angle between them. If the two vectors are A and B, then the cosine similarity of them is defined as follows (Becker, & Kuropka, 2003) .
Cosine similarity = Here, the two vectors A and B have n number of components and i denote each of these components.
In order to apply above cosine similarity into our problem, we obtain the distances between the terms of the query and the distances between the same terms of the documents as vectors. Therefore, cosine similarity is obtained as the vector multiplication of the distances among the terms in the query with the distances among the same terms in the document, in their numerical form. In this case, sequential positions of terms in the query (or document) are considered as their distance from the initial term of the query (or document). Therefore, the distance between two terms become as the difference between the corresponding positions of them. Figure 3 shows the way that we have calculated the distances between the terms of the query or the documents.
Figure 3. Calculating distances between words
Using above simple representations for the distances between the terms, a much advanced weight component is developed to determine the distance between each two terms of the query. This is given by the equation (3).
For i = 1,2,3,………., n and j = 1,2,3,………, n ; where i and j denotes the positions of the query terms and n is the position of the last term in the query. Here (m-l) represents the distance between two query terms and the reciprocal values of them (i.e.
) have been used in order to minimize the effects which can be badly affected in the comparison of short distance query terms with similar type of long distance document terms. This can be seen in equation (3) as well as equation (4). The set is defined to categorize positions of the (similar) terms of the query and it makes easy to compute the values for . In equation (3), summation over and are taken to measure the reciprocal values of the distances between each couple of terms and to add together all such distances if there are multiple similar terms in the query. Moreover, is used to normalize the whenever there are multiple similar terms in the query and since it is needed to consider all their distances to obtain . However, other
constraints are added to the equation (3) in order to avoid calculating the same distance twice.
Following the same way, a similar type of formula (to equation (3) 
Evaluation and Results
Evaluation of the new model was done by using the following example.
We assumed that the query q has been given as 'Ceylon Library Research' and there are three documents ( Positions of the term 'Ceylon ' -1, 25, 88, 191, 226, 351, 476 Positions of the term 'Library ' -2, 38, 89, 192, 277, 386, 477, 521 Positions of the term 'Research ' -39, 90, 228, 290, 315, 415, 478, 535, 576 
Positions of the term 'Ceylon ' -1, 34, 71, 186, 271, 347, 490 Positions of the term 'Library ' -2, 20, 72, 115, 187, 348, 390, 491 Positions of the term 'Research ' -3, 21, 36, 116, 188, 273, 349, 492, 519 which are in a corpus. Since the cosine similarity is less than 1, the values obtain for the above equation should not exceed the value 1 and document priorities should be assigned from the highest value to the lowest (i.e. the document which achieves the highest value
, is the most suited document for the given query).
This work mainly focused on obtaining an alternative method to overcome one major problem which comes with the use of VSM. Even though there exist some extensions for the vector space model like topic-based vector space model (Becker, & Kuropka, 2003) , enhance topic-based vector space model (Polyvyanyy, & Kuropka, 2007) and methods such as rank reductions which increase the expecting of relevant document returns (Berry, Drmac, & Jessup, 1999) , viewing the problem from a different kind of view point has the same important as going deeper from traditional perspectives. The Gravitation-Based Model (Shi, Wen, Yu, Song, & Ma, 2005 ) is a very good example for such kind of specific perspective. Even though there is a wide difference between IR and gravitation, it is remarkable of using the Newton's model for gravitation to build up an IR model.
In this paper, with a view to determine the tf-idf weight function, it has been used the term frequency (tf) in the form of and inverse document frequency (idf) as Even if it is the case, there is the possibility of using various types of tf and idf functions instead of the forms which have been used here.
As the future work of this research, there still remain some major tasks to be achieved.
One of them is that, it should have to be checked that whether the new model is also some kind of indicator of the term frequencies too. If it is not, then it is necessary to modify the new similarity function in a way that it can evaluate the effect of term frequencies as well. In addition to these vital tasks, implementation of this model in a freely available IR search engine or the development of a simple search engine in order to use this new model is also too important for the progress of this work.
Conclusion
The given example has been clearly showed that the newly developed similarity function (equation (5)) earns the distinct values 0.968595 and 0.998475, while the VSM earns the similar value 0.994835 for the same set of documents. Therefore, using VSM, there is no way to distinctly identify the document 1 d from 2 d since their term frequencies are equal and as they have the same number of terms in the documents. To get rid from this, we can use equation (5) instead of (1). Furthermore, these results imply that the highest similarity value 0.998475 is earned due to the higher relevancy of the document 2 d to the given query. Document 1 d has been earned its similarity value as 0.968595 and implies its fewer relevancies (relative to the document 2 d ) to the query. Since the similarity value of the document 3 d is zero, it has the lowest relevancy with the given query. Therefore
