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Resum
En aquest TFG (treball de fi de grau) explorarem el mo´n de les sis-
temes de part´ıcules orientat a l’a`mbit dels gra`fics per computador. La
particularitat que hi ha e´s que els ca`lculs d’equacions f´ısiques es faran
en paral.lel usant la GPU. A me´s a me´s explicare´ com he desenvolupat
els sistema explicant les diferents te`cniques aplicades per aconseguir
realisme visual.
Pel desenvolupament he utilitzat OpenGL 4.0 juntament amb GLSL
4.0 que m’ofereixent les funcionalitats necessa`ries per programar la
GPU tant per la visualitzacio´ com pels ca`lculs de propo`sit general.
Aquesta particularitat e´s possible gra`cies a la nova caracter´ıstica trans-
form feedback que ens ofereixen les u´ltimes versions de OpenGL.
Resumen
En este TFG (trabajo de final de grado) exploraremos el mundo
de los sistemas de part´ıculas orientado al a`mbito de los gra`ficos por
computador. La particularidad que hay es que los ca´lculos de las ecu-
aciones f´ısicas se hacen en paralelo usando para ello la GPU. Adema´s,
explicare´ como he desarrollado el sistema explicando las diferentes
te´cnicas aplicadas para conseguir realismo visual.
Para el desarrollo he usado OpenGL 4.0 juntamente con GLSL 4.0
que me ofrecen las funcionalidades necesarias para programar la GPU
tanto para la visualizacio´n como para los ca´lculos de propo´sito gene-
ral. Esta particularidad es posible gracias a la nueva caracter´ıstica
transform feedback que nos ofrecen las u´ltimas versiones de OpenGL.
Abstract
In this paper we are going to explore the world of particle systems
in the computer graphics scope. The particularity is that the physic
computations are carried on the GPU to exploit the parallelism of this
device. Furthemore, I am going to explain how I developed the system
explaining the variety of techniques applied to achive visual realism.
To develop it I have used OpenGL 4.0 with GLSL 4.0 which offers the
necessary functionalities for carry out the visualization GPU program-
ming and the general purpose GPU programming. This particularity
is possible due to OpenGL’s new versions feature, transform feedback.
Part I
Introduccio´
1 Sistemes de part´ıcules
En el mo´n de les aplicacions gra`fiques en temps real sovint es requereixen
eines que facilitin la visualitzacio´ d’efectes gra`fics. En el mo´n dels gra`fics
per computador s’utilitzen sistemes de part´ıcules per tal d’aconseguir aquest
tipus d’efectes.
Un sistema de part´ıcules consisteix, per tant, en la simulacio´ f´ısica i visualit-
zacio´ d’un conjunt d’entitats molt petites que, en conjunt, intenten simular
feno`mens que impliquen un cert grau de borrositat i que no es poden pintar
a la pantalla amb les te`cniques convencionals. Podem tenir com exemples 1
de sistemes de part´ıcules explosions, boira, pluja, fum, foc, etc.
Figura 1: Exemples de sistemes de part´ıcules
Un dels principals problemes que tenen e´s que es necessiten fer molts ca`lculs
ja que cada part´ıcula necessita ser processada. Aquests ca`lculs, pero`, so´n
massivament paral.lels i e´s el que fan els motors d’avui dia, aprofitar l’ar-
quitectura de les GPUs que ens ofereixen el paral.lelisme necessari per dur a
terme aquest tipus de tasques.
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1.1 Objectiu
L’objectiu d’aquest projecte consisteix en desenvolupar un motor de sis-
temes de part´ıcules sobre el qual es pugin provar i desenvolupar diverses
te`cniques que s’apliquen en aquests sistemes tant de visualitzacio´ com de
render. Tambe´ vull comprovar quin e´s el speedup que es pot guanyar usant
una GPU respecte la CPU a les te`cniques aplicades.
1.2 Motivacio´
Els motius pels quals vaig escollir aquest projecte, a part de l’intere´s al-
gor´ısmic i tecnolo`gic que hi tinc, so´n ba`sicament dos. El primer es que les
llibreries open source que existeixen no estan mantenides ni actualitzades
des de fa un temps. Cal sumar, tambe´, que la documentacio´ e´s escassa. Un
exemple es SPARK [4] que no millora des d’abril del 2011.
L’altre motiu e´s que els motors actuals tenen llice`ncies privades que requerei-
xen la compra per la seva utilitzacio´ com es per exemple el cas de la majoria
de motors per fer videojocs: Unity 3D [5], Unreal Engine [7], Cry engine [2],
etc.
Per aquestes rao´ crec que es u´til invertir un esforc¸ en aquest projecte i do-
nar la oportunitat als usuaris d’aquest tipus de tecnologies d’utilitzar una
llibreria que utilitzi les te`cniques me´s actuals de manera gratu¨ıta i amb una
bona documentacio´ que no nome´s expliqui com s’ha d’utilitzar, sino´ tambe´
que expliqui com s’ha desenvolupat.
A me´s a me´s, com que es tracta d’un projecte open source, existeix la possi-
bilitat que la comunitat de desenvolupadors contribueixi en el manteniment
i adicio´ de noves caracter´ıstiques i ampliacions que facin de tot plegat un
motor competitiu amb els ja existents que he esmentat pre`viament.
Finalment dir que es tracta d’enfatitzar en la implementacio´ i testing de
te`cniques variades que ja s’han usat en altres sistemes reals i adaptar-les a
OpenGL 4.0 que e´s la API gra`fica que he usat pel seu desenvolupament. E´s
un alicient, tambe´, que amb aquesta tecnologia no hi ha cap motor de renom
fet i crec que e´s important intentar ser pioner desenvolupant en una API
que tot i que avui dia nome´s la suporten completament pocs dispositius sera`
l’eina que s’usara` per projectes futurs.
2
2 Context
Abans de dur a terme un projecte que produeix algun tipus de producte e´s
important analitzar quin e´s el context en el que es troben productes similars,
fer esment de a qui va dirigit i fer un estudi previ de les eines que s’usaran
en el desenvolupament.
En els segu¨ents apartats presentare´ quin e´s aquest context tenint en compte
aspectes com les persones a les quals va dirigit, l’estat actual d’alguns dels
sistemes ja existents i les refere`ncies bibliogra`fiques que faran possible la re-
alitzacio´ del motor.
Existeixen uns quants escenaris en els que e´s important l’u´s d’aquests tipus
de sistemes. Estan relacionats amb el mo´n de la computacio´ gra`fica. En els
segu¨ents subapartats parlare´ una mica de qui podria estar interessat en eines
d’aquest tipus.
2.1 Software de modelatge
Sovint, els artistes que utilitzen aplicacions de modelatge 3D (com per exem-
ple blender [1]) necessiten aquests tipus de sistemes per executar simulacions
f´ısiques entre diferents objectes per aconseguir un modelat me´s realista.
Exemples de casos d’u´s podrien ser el modelat del cabell o inclu´s la creacio´
d’escenes 3D en les que apareguin efectes que ho requereixin. Tambe´ cal
considerar tots aquells efectes que poden estar associats a una animacio´.
El fet d’incorporar aquesta caracter´ıstica en una etapa de modelatge fa pos-
sible que certs efectes es puguin precalcular per no haver de fer-ho en temps
real, e´s a dir, que sigui un render oﬄine. La integracio´ de la eina que he desen-
volupat, pero`, no esta` destinada a integrar-se en aquests tipus de softwares ja
que m’he centrat en render online, tot i que podria fer-se com a treball futur.
En definitiva hi ha tota una branca de utilitzacio´ de sistemes de part´ıcules
al mo´n de l’animacio` 2D i 3D on es poden arribar a simular sistemes de
part´ıcules molt realistes.
2.2 Motors gra`fics i game engines
En el mo´n de desenvolupament d’aplicacions gra`fiques s’utilitzen eines per
fer el desenvolupament me´s a`gil. Es tracten dels motor gra`fics (si es que
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nome´s donen suport a la visualitzacio´) o game engines (si a me´s de visualit-
zacio´ ofereixen altres aspectes com pot ser el ca`lcul de f´ısiques). E´s una idea
similar a la dels frameworks en el desenvolupament de software en general.
A difere`ncia dels softwares de modelatge comentats al subapartat anterior,
el que es vol en aquests tipus de sistemes e´s, normalment, que els sistemes
de part´ıcules siguin dina`mics i interactius. Per aconseguir aixo` la etapa de
render no pot estar pre-calculada i es fa en temps real. Totes les te`cniques i
algorismes usats en aquests tipus de sotwares so´n completament diferents.
E´s comu´ que en aquests sistemes existeixi un component que es dediqui a la
utilitzacio´ de sistemes de part´ıcules. La majoria de engines que utilitzen les
estrate`gies d’implementacio´ me´s eficients i actuals per aconseguir bons efec-
tes especials so´n de llice`ncia privada. Un exemple d’aquests e´s Unreal cascade
[6], que e´s la part de Unreal engine que proporciona els sistemes de part´ıcules.
El meu projecte, per tant, beneficia a totes aquelles persones que desenvolu-
pin aplicacions gra`fiques de qualsevol tipus que no vulguin o puguin pagar
les llice`ncies dels motors, ja que vull que sigui distribu¨ıt sota una llice`ncia
open source. Un clar exemple de pu´blic potencial interessat so´n els indie
developers, que fan jocs independets i amb molta frequ¨e`ncia utilitzen eines
open source.
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Part II
Capacitats pre`vies
Abans d’entrar en els detalls d’implementacio´ de les te`cniques aplicades en
aquest apartat es preten explicar quins so´n els aspectes tecnolo`gics que cal
saber per poder entendre correctament el funcionament de la implementacio´
del projecte.
3 OpenGL 4.0
Com ja hem vist, una de les motivacions d’aquest projecte e´s fer el desen-
volupament amb la quarta versio´ de OpenGL. A priori no sembla que no hi
hagi giares implicacions pero` realment hi ha punts que s’han de considerar
respecte openGL 2.0, que e´s la versio´ me´s popular.
3.1 El pipeline programable
El primer canvi important que cal comentar, afegit a partir de la versio´ 3.0,
e´s que ja no existeix el pipeline gra`fic fix. Es tracta d’un canvi important ja
que per utilitzar la API es forc¸a l’u´s de GLSL, que e´s el llenguatge compatible
amb OpenGL per la programacio´ de shaders que s’executin a la GPU. Amb
altres paraules, cal programar obligato`riament totes les etapes ba`siques del
pipeline, e´s a dir, el processament de ve`rtexs i de fragments, que en versions
anteriors tenien una funcio´ fixe implementada.
La primera implicacio´ que te´ aixo` e´s que no hi ha cap manera de enviar a ren-
deritzar geometria amb les comandes glBegin i glEnd que han passat a estar
deprecated. L’alternativa a aixo` han estat els VBO (vertex buffer objects) que
ens permeten emmagatzemar dades a la memo`ria de la GPU. El motiu per
forc¸ar l’u´s d’aquestes estructures e´s el de minimitzar transfere`ncies de dades
pel bus PCI (peripheral component interconect) que so´n el coll d’ampolla de
les aplicacions gra`fiques en general.
D’aquesta manera, el nou paradigma que cal aplicar e´s que la informacio´ de
cada ve`rtex es decideix per programa. Dit d’una altra manera, no estem
forc¸ats a tenir estructures com un vector normal, un color, una posicio´, etc.
E´s el programador qui decideix quines dades tindra` el ve`rtex i com les vol
5
interpretar i usar.
Sembla me´s dif´ıcil fer-ne u´s de la nova API pero` val la pena donat l’increment
d’eficie`ncia que es pot obtenir fent una gestio´ expl´ıcita de la memo`ria. Un cop
enteses quines so´n les implicacions que se’n deriven d’usar aquesta tecnologia
parlare´ de la nova caracter´ıstica per la qual he decidit usar-la.
3.2 Transform feedback
Els VBO permeten emmagatzemar informacio´ a la GPU pero` aquesta per
defecte nome´s permet ser llegida. El que ens permet transform feedback, ex-
plicat al llibre [18], e´s poder manegar les dades completament amb GLSL
sense que el client tingui que intervenir-hi. Tenint present la figura 2 inten-
tarem entendre com funciona aquest te`cnica.
Figura 2: Diagrama de funcionament de transform feedback
Primer de tot necessitem dos VBOs que continguin les dades replicades,
anomenem-los A i B. En cada fase de render necessitarem cadascun dels
buffers tingui un rol concret, input o output. Primerament fare´ que el buffer
A sigui el input i el B output per conveni. Aixo` es necessari perque` un VBO
en OpenGL nome´s es pot o escriure o llegir en un render.
El que tindrem e´s que cada frame necessitem dos renders, un per actualitzar
un VBO tenint com a entrada l’altre i l’altre fase per visualitzar, en el cas
que necessitem una visualitzacio´, els resultats en pantalla tenint com a en-
trada del shader el buffer B. Finalment, al segu¨ent frame caldra` invertir els
rols d’aquests VBOs, e´s a dir, B passara` a ser de lectura i A d’escriptura.
Cal apreciar que la part del pipeline [3] de la rasteritzacio´ en endavant no la
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necessitem per tant es pot descartar.
Figura 3: Pipeline gra`fic de OpenGL 4.0
Com es pot apreciar, amb aquesta manera de treballar podem enviar unes da-
des inicials a la GPU i anar-les operant usant sempre nome´s la seva memo`ria.
Un cop acabats els ca`lculs intermedis, si es necessita saber quin e´s el resultat
final, nome´s cal saber quin dels dos VBO era d’escriptura en l’u´ltim frame de
ca`lcul i enviar les dades un sol cop pel bus PCI i processar-les de la manera
que necessitem.
Aplicant transform feedback al ca`lcul de les f´ısiques dels sistemes de part´ıcules
podem aconseguir un sistema que exploti el paral.lelisme que ens ofereixen les
GPU per un problema massiva-ment paral.lel com el que e´s motiu d’estudi
en aquest TFG, els sistemes de part´ıcules.
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4 Disseny software
Donat que l’objectiu del TFG es centra me´s en provar diferents te`cniques
que aconsegueixin el major realisme visual possible no s’ha acabat fent un
motor molt complet i complex que ofereixi moltes opcions d’u´s. Tot i aixo`, a
continuacio´ presentare´ el disseny software que he aplicat per tal d’aconseguir
un sistema el ma`xim obert a modificacions futures.
L’objectiu de l’arquitectura en un sistema d’aquest estil e´s aconseguir una
plataforma en la qual afegir noves funcionalitats sigui el me´s fa`cil possible.
La idea e´s tenir molts mo`duls que es puguin combinar per aconseguir el sis-
tema de part´ıcules desitjat a cada cas. El problema e´s que treballar amb
shaders de GLSL te´ una se`rie d’implicacions que no permeten que sigui fa`cil
el disseny. A la figura 4 es mostra el diagrama UML del disseny del motor.
A continuacio´ fare´ una petita explicacio´ de tot plegat.
4.1 Classe ParticleSystemContainer
Aquesta e´s la classe que do´na acce´s a tot el sistema. Conte´ totes les funci-
ons necessa`ries per gestionar els sistemes de part´ıcules. L’objectiu, com ja
diu el seu nom, e´s fer de contenidor de tots els sistemes que vulguem usar.
Aquesta decisio´ te´ sentit ja que normalment un sistema de part´ıcules no esta`
composat per un sol sistema a¨ıllat sino´ que es composa de diversos sistemes
molt diferents. Un exemple pot ser una foguera on s’hi pot trobar el sistema
del foc, el fum i les espurnes. L’explicacio´ de que fan algunes de les funcions
sortiran me´s endavant.
4.2 Classe ParticleSystem
Es tracta de la classe base del motor. Ens permet definir com e´s un sistema de
part´ıcules a¨ıllat. Conte´ el recull de funcions que determinen el comportament
que tindra` el sistema i les seves caracter´ıstiques visuals. Es pot decidir quines
de les te`cniques implementades escollir per la visualitzacio´. Cal notar que
atributs f´ısics com la posicio´ i la velocitat no apareixen com a membres de la
classe. Aixo` e´s perque` aquesta gestio´ la fa la GPU com ja veurem en apartats
posteriors.
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Figura 4: Diagrama uml de l’arquitectura emprada
4.3 Classe Texture
Aquesta classe e´s l’encarregada de gestionar les textures que s’utilitzin als
sistemes de part´ıcules. Tenim funcions de carrega d’aquestes i atributs del
nom que usara` al shader i l’identificador que usa OpenGL per referenciar-la.
4.4 Components
Aquesta e´s la part me´s interessant de l’arquitectura. La idea es tracta de,
poder afegir a la classe ParticleSystem els components que s’encarreguin de
la inicialitzacio´ que determinara` el comportament futur de les part´ıcules. Ca-
dascun d’aquests components hereta d’una classe base abstracta de manera
que si es vol ampliar el sistema nome´s cal programar classes que, de manera
similar a les existents, inicialitzin cadascuna de les parts que cal inicialitzar
per donar un comportament diferent al sistema. Tenim:
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• Emitter : aquest component dicta quins seran els temps de naixement
de les part´ıcules. En el component d’exemple, ContinuousEmitter, les
part´ıcules neixen una darrere l’altra de manera cont´ınua.
• Initializer : e´s l’encarregat de donar les magnituds que composen els
vectors de velocitat inicial de cada part´ıcula. ConeInitializer retorna
vectors que segueixen un con parametritzat pels angles θ i φ.
• Volume: diu quines seran les posicions inicials de les part´ıcules en ne´ixer
acotades dins un volum. Com exemple de volum he posat un volum
esfe`ric a SphereVolume.
• AnimationBase: serveix per definir la manera d’animar sprites en les
part´ıcules. Els detalls s’explicaran en la part pra`ctica del projecte.
A la pra`ctica aquest sistema no acaba de ser cert per una rao´ i e´s que final-
ment els para`metres que s’inicialitzin en aquestes classes ha d’acabar arribant
a la GPU cosa que e´s equivalent a dir que s’ha de tenir codi espec´ıfic als sha-
ders.
Com a treball futur seria interessant l’opcio´ de dissenyar un llenguatge de
programacio´ dissenyat per definir comportaments i acabe´s generant les classes
que hereten d’aquestes que he exposat, com per exemple seria ConeInitializer,
i genere´s tambe´ el codi GLSL corresponent. Tal i com es fa ara el sistema no
acaba de ser obert ja que existeix aquest acoblament inevitable entre el codi
C++ i el codi GLSL.
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Part III
Implementacio´
En aquesta part del document explicare´ la part te`cnica d’implementacio´. Es
divideix en dos blocs ben diferenciats. El primer, corresponent a la fase
de render tracta la tema`tica relacionada amb la visualitzacio´ realista dels
sistemes. El segon, fase d’update es centra en temes relacionats amb ca`lculs
de propo`sit general, f´ısiques i actualitzacio´ de les part´ıcules.
5 Fase de render
Un sistema de part´ıcules en el que tenim n part´ıcules movent-se amb un
comportament qualsevol per s´ı sol normalment no gaudeix de gaire realisme.
La naturalesa dels billboards per defecte ens aporta una se`rie de problemes
que cal resoldre per tal d’aconseguir l’objectiu desitjat, que cal tenir clar que
varia en cada cas.
5.1 Billboards
Un billboard consisteix en una primitiva geome`trica (normalment un quad)
que te´ una posicio´ en l’espai molt concreta. La seva caracter´ıstica principal e´s
que estan, o be´ orientats sempre a l’observador, o be´ orientats al viewport, tal
i com es veu a la figura 5. Hi ha variants d’aquesta te`cnica en que s’apliquen
rotacions sobre un eix pero` sense perdre mai la orientacio´ al observador.
Figura 5: Esquema de les dos orientacions tradicionals de billboards
No nome´s s’utilitzen en el context dels sistemes de part´ıcules. En general,
es tracta d’una te`cnica basada en imatge que intenta oferir molt detall d’allo`
que es vol representar. Normalment tenen associada una posicio´ i una tex-
tura, a me´s a me´s d’un shader si es que es volen aplicar efectes. Hi ha altres
variants que usen me´s d’un pol´ıgon per billboard, per exemple per representar
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vegetacio´.
Per sistemes de part´ıcules e´s molt comu´ usar un sol pol´ıgon quad texturat
i orientat al observador, ja que ens assegura que la part´ıcula sempre sera`
visible i que tots en conjunt donen sensacio´ de volum. Usant aquesta te`cnica
tenim l’avantatge que la geometria es redueix considerablement. La clau esta`
en que, com podem associar coordenades de textura, ens permet representar
entitats que semblin molt complexes amb pocs ve`rtexs. Per contra, la gene-
racio´ de fragments que en resulta pot provocar problemes de rendiment si el
fragment shader e´s mı´nimament complex.
Una de les coses que cal decidir a l’hora d’usar billboards e´s com els creem
i posicionem a la nostra aplicacio´. La manera me´s directe e´s fer els ca`lculs
adients al client de OpenGL tenint en compte la matriu de transformacio´
entre coordenades de mo´n i coordenades de clipping. El resultat seria que
enviar´ıem a pintar 4 ve`rtexs per cada billboard. Per tal de reduir encara me´s
la geometria enviada pel bus PCI Express que connecta la CPU amb la GPU
podem usar altres estrate`gies.
5.1.1 Point sprites
OpenGL ens proporciona point sprites que so´n una implementacio´ dels billbo-
ards orientats a la ca`mara amb funcio´ fixe, e´s a dir, per hardware. D’aquesta
manera podem enviar a pintar nome´s els centres dels billboards (nome´s 1
ve`rtex) de manera que aconseguim reduir la geometria.
Usant aquesta caracter´ıstica e´s a l’etapa de rasteritzacio´ del pipeline gra`fic
on s’aplica la funcio´ fixa que ens ofereix la API per generar els 4 ve`rtexs ori-
entats al punt on es situa l’observador i generar els fragments corresponents.
Els point sprites so´n parametritzables i so´n molt fa`cils d’usar.
Podem especificar el tamany en p´ıxels, tot i que tenen un ma`xim de tamany
que varia en funcio´ de la GPU. Se’ls hi poden aplicar textures i s’auto-
assignen les coordenades de textura. Es poden consultar dins dels shaders
mitjanc¸ant la instruccio´ glPointCoords. Tambe´, un cop establert el tamany,
el podem modificar els shaders amb la variable built in glPointSize. Per me´s
informacio´ veure [3].
El principal avantatge que tenim usant aquest sistema e´s que la generacio´
dels billboards e´s molt ra`pida. Per contra la limitacio´ de tamany pot ser un
problema, ja que hi ha contextos en els que necessitem part´ıcules grans. A
12
me´s a me´s, s’ha de gestionar a ma` el tamany en funcio´ de la profunditat dins
del shader. E´s per aixo` que m’he platejat me´s alternatives.
5.1.2 Geometry shader billboards
Dins el pipeline gra`fic disposem d’una etapa que ens permet generar nova
geometria a partir de la geometria que prove´ del processador de ve`rtexs. Es
tracta del geometry shader. Seguint una mica l’esquema anterior la idea e´s
seguir enviant nome´s punts a pintar de manera que quan entrin a l’etapa
d’aquest shader puguem generar els corresponents billboards [18].
La manera de fer-ho e´s molt senzilla. Tenint el centre P , que e´s el ve`rtex
que hem enviat a dibuixar, hem de generar 4 ve`rtexs tal i com mostra la
figura 6 en coordenades de ca`mera. D’aquesta manera assegurem que estem
orientant els billboards al observador.
Figura 6: Generacio´ dels 4 ve`rtexs que formen un billboard
D’aquesta manera eliminem les restriccions de tamany que ens genera la
metodologia anterior a canvi, pero`, d’un overhead en el rendiment ja que
estem enfrontant un programa nostre contra una implementacio´ hardware.
Cal destacar tambe´ que la funcionalitat que ofereixen els geometry shaders
de crear i destruir ve`rtex en mig del pipeline crea una complexitat hardware
afegida dins la GPU que fa que el rendiment baixi. La solucio´ doncs e´s usar
una te`cnica o una altra en funcio´ de les necessitats que ens plantegi el sistema
de part´ıcules que volem representar.
5.2 Soft particles
Sovint, per la naturalesa que tenen els billboards, donen problemes a la ho-
ra de visualitzar-los. A la majoria d’aplicacions gra`fiques els sistemes de
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part´ıcules interactuen i es renderitzen juntament amb una escena. Quan
aquests intersecten amb aquesta, generen artefactes que fan que es vegi la
interseccio´ dura.
Figura 7: Comparativa entre no aplicar soft particles (esquerre) i aplicar-la
(dreta)
Per tal de millorar aquest aspecte existeix una te`cnica anomenada part´ıcules
suaus (o soft particles) que evita aquest problema explicada a [12]. La idea
que hi ha darrere e´s fer que aquestes interseccions estiguin me´s difuminades
jugant amb el para`metre alfa de cada billboard en funcio´ de la dista`ncia de
cada fragment generat amb l’escena. Veiem amb me´s detall en que` consisteix.
Els sistemes de part´ıcules sovint es composen de billboards transparents. En
aquests cassos e´s important tenir una se`rie de consideracions a l’hora de fer
el render [8]:
• Pintar els objectes translu´cids els u´ltims. E´s necessari per tal que els
objectes que hi ha darrere un objecte translu´cid apareguin.
• Desactivar el test de z-buffer. Si no es desactive´s, els p´ıxels que es
renderitzessin darrere un objecte translu´cid es descartarien, fet que e´s
incorrecte ja que a causa del blending el color del p´ıxel corresponent
hauria de ser modificat.
• Enviar els objectes translu´cids ordenats per profunditat. Si no es fa d’a-
questa manera el blending resultant e´s incorrecte. Aquest u´ltim tema
no el tractare´ en aquest TFG ja que en el cas dels sistemes de part´ıcules
el guany que obtindr´ıem aplicant la ordenacio´ dels billboards no e´s molt
gran respecte l’esforc¸ que s’ha d’aplicar per fer una implementacio´ d’un
algorisme d’ordenacio´ en GPU.
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Si apliquem les consideracions anteriors sense cap mena de restriccio´ el re-
sultat e´s que no hi ha cap tipus de test que descarti aquells fragments que
no s’haurien de veure. En altres paraules, l’u´nic que aconseguir´ıem e´s que
nome´s es veiessin els p´ıxels de les part´ıcules que no tinguessin res davant
respectant, pero`, les condicions exposades a difere`ncia que el test de profun-
ditat normal. Aprofitant la te`cnica que tractem en aquest punt implementare´
aquesta comprovacio´ de manera manual.
5.2.1 Test manual de profunditat
Les part´ıcules s’han de renderitzar al final de tots el objectes d’una escena
en cada render. Si s’ha de fer el test de profunditat manualment cal alguna
manera de comprovar si cadascun dels fragments generats per les part´ıcules
s’ha de descartar o no. Per fer-ho he aplicat una te`cnica molt comu´ en gra`fics.
Consisteix en guardar el z-buffer en una textura associada a un FBO (frame
buffer object) amb resolucio´ del tamany del viewport. Quan renderitzem les
part´ıcules al fragment shader cal consultar la textura de profunditats. Per
accedir la textura hem de veure quina e´s la corresponde`ncia entre el p´ıxel al
viewport i la coordenada de textura correcte.
Figura 8: Exemple de textura de profunditats d’una escena 3D
Les coordenades que obtenim al consultar la profunditat del fragment estan
en espai de dispositiu, e´s a dir, que la coordenada x horitzontal es correspon
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amb el p´ıxel x ∈ [0, viewort width] i la coordenada y vertical es correspon
amb el p´ıxel y ∈ [0, viewport height]. Les coordenades de textura s i t, per
contra, estan normalitzades al interval [0, 1] per tal que sigui independent
del tamany d’una textura accedir a un texel. Es necessari, doncs, al shader
normalitzar les coordenades del fragment que estem tractant per tal de saber
quin texel li correspon exactament a aquell p´ıxel.
La textura que emmagatzema les profunditats de l’escena ha d’estar para-
metritzada de manera que s’adapti a les necessitats. En primer lloc nome´s
necessitem un valor en comptes dels 4 components que ens pot oferir una
textura. Per tant, cal dir-li a OpenGL que el que contindra` la textura e´s el
component de profunditat per tal que interpreti que els 32 bits que normal-
ment s’usen pel color (8 bits per cada component rgba) l’interpreti com un
de sol. Tambe´ cal especificar que la textura emmagatzemi nombres reals de
coma flotant (floats) ja que e´s el tipus que emmagatzema el z-buffer sino´ per
defecte es guarda bytes.
Cal assignar tambe´ el filtre adequat. Els filtres, en textures, s’usen per
obtenir valors aproximats quan la textura que es vol aplicar i la primitiva
(triangle) sobre el qual es vol aplicar no tenen una corresponde`ncia 1:1 en les
2 dimensions de la textura s i t. Hi ha diversos tipus de filtres. Els dos me´s
ba`sics so´n:
• GL NEAREST: de tots els texels possibles agafa el que estigui me´s
proper a les coordenades que li passem.
• GL LINEAR: dels 4 texels ve¨ıns me´s propers al texel que consultem fa
una interpolacio´ lineal.
En el nostre cas la corresponde`ncia s´ı e´s 1:1 ja que la textura te´ la resolucio´
que tingui el viewport, per tant, per estalviar la operacio´ d’interpolacio´ que
fa GL LINEAR, tot i que a les GPUs actuals es fa per hardware i esta` molt
optimitzada, e´s millor escollir GL NEAREST. Finalment cal fer una u´ltima
consideracio´, tot i que no e´s obligato`ria, a l’hora d’escollir la funcio´ de clamp
al marc de la textura.
El clamp a la bora de la textura el que determina e´s a quin valor s’ha d’ar-
rodonir quan una textura es repeteix i estem a la bora. En principi aixo` no
hauria de passar mai ja que la textura e´s exactament del mateix tamany del
viewport. E´s, igualment bona pra`ctica fer-ho. Per defecte els valors s’arro-
doneixen a 0 que en el z-buffer vol dir me´s a prop. El que fem es dir-li a
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Figura 9: Comparativa entre el filtre GL NEAREST (esquerre) i
GL LINEAR (dreta)
OpenGL que arrodoneixi a 1 i aix´ı s’estableix aquest valor per defecte en cas
que es necessiti.
Fetes aquestes consideracions veiem l’algorisme que s’aplica. Hem de fer el
que faria un test de z-buffer manualment. Si el fragment esta` per sobre del
que ja hi havia escrit al buffer el processem. En cas contrari no s’ha de veure
en pantalla i el descartem. El pseudocodi associat seria el segu¨ent:
coordenadesNormalitzades := (posicioFragment.x/viewport.x,
posicioFragment.y/viewport.y)
profunditatActual := consultaTextura(coordenadesNormalitzades)
si (profunditatActual < profunditatFragment) descarta
sino processa
Aquesta te`cnica implica que a cada frame calgui un render addicional previ
al render final de tota l’escena per tal de guardar-ne les profunditats a la tex-
tura corresponent. Feta aquesta preparacio´ necessa`ria ja estem en disposicio´
d’aplicar l’algorisme de part´ıcules suaus tal i com explica l’apartat segu¨ent.
5.2.2 Funcions de suavitzat
La clau per destruir les interseccions dures entre les part´ıcules i l’escena
e´s aplicar una funcio´ que donat un fragment d’un billboard retorni la trans-
pare`ncia addicional que cal aplicar-li. Aquesta funcio´ ha de rebre dos para`metres:
la difere`ncia entre la profunditat del fragment de la part´ıcula i la de l’escena
que vulguem considerar pel suavitzat i un valor constant que serveixi com
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a modificador per la quantitat de transpare`ncia que es vol aplicar. Tenint
aixo` en ment cal fixar-se en quins cassos tenim. Un fragment en el tema
que estem tractant pot trobar-se en 3 situacions que han d’acabar definint el
comportament de la funcio´:
Figura 10: Casos que cal tractar per cada part´ıcula
• Aplicar transpare`ncia absoluta o descartar fragments per darrera de
l’escena des de l’observador, que e´s el que hem aplicat al apartat ante-
rior.
• Quant me´s proper esta` el fragment a l’escena me´s transparent cal fer-lo.
E´s el cas de d2 i d4 a la figura 10.
• Quant me´s llunya` estigui el fragment de l’escena me´s opac ha de ser,
fins al punt que si e´s prou llunya no se i apliqui cap α. Seria el cas de
d3 a la figura 10
Cal dissenyar una funcio´ que respecti aquestes caracter´ıstiques. Donat que el
valor α de transpare`ncia esta` contingut al interval [0, 1] la funcio´ de suavitzat
tambe´ s’ha de moure en aquest espai d’imatges. La funcio´ me´s trivial que es
pot aplicar per aconseguir allo` que es vol es una funcio´ lineal:
\label{lineal}
c = clamp((profunditatEscena - profunditatParticula) *
valorEscala, 0.0, 1.0);
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La funcio´ l’he expressat directament en codi GLSL. La variable c ve de con-
trast, que es com he decidit anomenar el fet de suavitzar. La funcio´ clamp
de GLSL el que fa es acotar el primer para`metre en el rang de valors compre´s
en els dos para`metres segu¨ents. En aquest cas volem que el resultat de la
operacio´ del primer para`metre s’escali entre 0 i 1. El contrast e´s el valor
que finalment multiplicara` el component α del color del fragment que estem
processant en aquell moment. El valor d’escala, permet definir quina sera` la
dista`ncia ma`xima amb l’escena que volem tenir en compte per suavitzar el
fragment.
Figura 11: Comparativa entre una funcio´ lineal (esquerre) i una funcio´
quadra`tica (dreta)
L’avantatge que tenim d’aplicar aquesta funcio´ e´s que el ca`lcul que implica
e´s molt senzill. Per contra, la naturalesa que te´ la funcio´ clamp fa que es
generin discontinu¨ıtats molt visibles al suavitzat com es pot veure a la figura
11. Tenint present aquest fet cal buscar una alternativa que faci un fade me´s
suau. El que necessitem, doncs, e´s una funcio´ corva de manera que els canvis
no siguin bruscos. Una solucio´ que e´s pot aplicar e´s la de l’equacio´ segu¨ent:
f(d) = 1− 22·clamp(d,0,1)c (1)
La funcio´ de la figura 12 presentada e´s molt fa`cil d’implementar. El para`metre
d es correspon amb la difere`ncia entre la profunditat del fragment i la pro-
funditat de l’escena de manera ana`loga a la primera funcio´. Tot i que millora
el resultat de la primera funcio´, la asimetria que presenta pot seguir generant
discontinu¨ıtats al suavitzat. Cal notar que aquesta millora te´ un cost com-
putacional lleugerament me´s elevat respecte la senzillesa de la funcio´ lineal.
Per tal de tenir una funcio´ sime`trica que ens arregli aquestes discontinu¨ıtats
la solucio´ e´s dissenyar una funcio´ per trossos com la de la figura 13.
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Figura 12: Funcio´ exponencial de l’equacio´ 1
Figura 13: Funcio´ per trossos utilitzada
Com es pot veure, aquesta funcio´ es composa de dos trossos on el primer
tros que va des de x = 0 fins a x = 0.5 i es una funcio´ que te´ com exponent
un para`metre anomenat contrast power (tros vermell) i el segon tros e´s el
complementari de la mateixa funcio´ elevat al complementari del exponent i
que engloba la resta de la funcio´ (tros blau). El para`metre x es correspon, un
cop me´s amb la difere`ncia de profunditats. Per que es vegi una mica millor
considerem el segu¨ent pseudocodi:
C = 0.5*pow(clamp(2*(( diff > 0.5) ? 1 - diff : diff, 0, 1),
ConstrastPower)
C = (diff > 0.5) ? 1 - C : C
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El que es fa es agafar com a base el valor de la difere`ncia de profunditats o el
seu complementari en funcio´ de si es troba per sobre o per sota de la meitat
de la funcio´. Finalment de la mateixa manera aplicarem el complementari o
no al resultat aplicant la mateixa condicio´.
Notar que ContrastPower sera` el para`metre que decidira` la quantitat de
difere`ncia de dista`ncia que considerarem per aplicar el suavitzat. La imple-
mentacio´ d’aquesta funcio´ e´s la me´s costosa pero` alhora la que ofereix millors
resultats. Es per aquest motiu que vaig decidir incorporar les tres funcions
al motor per que el desenvolupador pugui escollir qualsevol de les 3 funcions
depenent de les seves necessitats.
Gra`cies a aplicar aquesta te`cnica s’ofereix la possibilitat de donar molt me´s
realisme a sistemes en els que hi ha una intencio´ pre`via de que les interaccions
amb l’escena no es notin. Clars exemples so´n el foc o el fum. Sera` l’artista
el que, jugant amb els para`metres explicats, aconsegueixi els resultats que
me´s s’adaptin al que es vol aconseguir tant visualment com en temes de
rendiment.
5.3 Part´ıcules animades
Hi ha sistemes de part´ıcules en els que es necessita amagar el fet que la seva
composicio´ estigui feta de part´ıcules molt petites. Un exemple d’aixo` podrien
ser els fluids. Per poder fer simulacio´ de fluids hi ha, pero`, dos aspectes que
fan que la ca`rrega computacional sigui massa gran com per poder fer la
simulacio´ en temps real amb una ma`quina normal i corrent:
• La quantitat de part´ıcules ha de ser massa gran.
• Els ca`lculs que determinen el comportament (com per exemple forces
internes) suposen un cost molt elevat.
El foc per exemple tambe´ es pot considerar un fluid pero` avui dia hi ha molts
videojocs on es pot veure el foc. La explicacio´ e´s que es fan aproximacions
molt me´s simples de computar pero` que imiten aproximadament el compor-
tament que s’esperaria a la realitat. Una d’aquestes te`cniques consisteix en
animar cada part´ıcula amb sprites tal i com s’explica a [14]. Fer-ho aix´ı fa
que la quantitat de part´ıcules necessa`ries sigui molt menor i el comportament
depengui en certa manera una mica me´s de les animacions escollides. Per
contra, requereix me´s treball per part d’un artista a l’hora de dissenyar el
21
sistema.
Figura 14: Exemple d’atles de textures amb els sprites d’una flama
El problema en aquest cas rau en com gestionar el problema de tenir diferents
textures que ens representin cadascun dels frames que volem que tingui l’a-
nimacio´ de les nostres part´ıcules. La primera solucio´ que vaig aplicar va ser
usar un array de textures de 2 dimensions. Consisteix en una sola estructura
de dades que conte´ diversos slides o la`mines on s’emmagatzemen textures
2D normals i corrents. La peculiaritat que tenen e´s que es pot consultar
qualsevol d’aquests slides amb una tercera coordenada de textura. Concep-
tualment es pot veure com una estructura de tres dimensions.
Si totes les part´ıcules es visualitzen al mateix frame d’animacio´ alhora el re-
sultat no es gaire satisfactori ni realista ja que, en efectes com pot ser el foc,
tot tendeix a ser me´s heterogeni. Per tal d’evitar aquest fet cada part´ıcula
s’inicialitza amb un frame aleatori d’animacio´ associat, afegint tambe´ que la
durada de cada frame te´ una durada amb una desviacio´ tambe´ aleato`ria, i
d’aquesta manera es forma un sistema molt me´s heterogeni que millora el
resultat visual. De la mateixa manera es pot escollir el temps de cada frame,
tambe´ amb una certa desviacio´.
Finalment, per tal que les transicions entre sprites siguin me´s suaus, faig un
blending amb una funcio´ lineal similar a l’explicada a l’apartat de la te`cnica
soft particles entre el frame actual i el segu¨ent de cada part´ıcula. Un exemple
del resultat de tot plegat e´s el de la figura 15. Aquestes dos u´ltimes millores
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Figura 15: Exemple de foc aplicant els sprites 15
de diversitat visual tenen, pero`, un impacte molt fort en el rendiment de
l’aplicacio´. El motiu e´s l’el.leccio´ d’emmagatzemar els frames en arrays de
textures 2D. Veiem una explicacio´ me´s detallada d’aquest fet.
5.3.1 Memo`ria cache de textures
L’arquitectura d’una GPU no e´s com l’arquitectura que te´ una CPU d’avui
dia donat que els requisits so´n totalment diferents. Hi ha diverses difere`ncies
entre els dos xips. Una de les me´s destacables sens dubte e´s la de la jerarquia
de memo`ria que usa cadascuna. En una CPU volem que les late`ncies amb
memo`ria siguin el me´s baixes possible per la qual cosa hi ha una jerarquia de
memo`ria molt complexa composada per diversos nivells de memo`ries cache
que intenten amagar el cost d’acce´s que existeix per accedir a memo`ria prin-
cipal.
Com es pot apreciar a la figura 16, cadascun dels nuclis d’una CPU tenen
la seva unitat de control, ALUs amb suport per coma flotant i un banc de
registres. Seguidament destaquem els diferents nivells de memo`ria de la je-
rarquia, L1, L2, L3 i memo`ria principal.
Per contra, en una GPU formada de molts petits nuclis de ca`lcul les neces-
sitats so´n molt diferents. No importa quina sigui la late`ncia, el que es vol es
tenir ocupades aquestes unitats de ca`lcul el ma`xim temps possible. En altres
paraules, el target e´s aconseguir un ample de banda entre el xip gra`fic i la
seva memo`ria me´s gran possible sense importar tant la late`ncia que existeixi.
E´s per aquest motiu que, per les dades, e´s a dir, ve`rtexs i fragments, els
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Figura 16: Esquema de la jerarquia de memo`ria d’una CPU gene`rica
nuclis no disposen de cap jerarquia de memo`ria cache.
En l’u´nic context que te´ sentit disposar d’una memo`ria cache en un dispositiu
gra`fic e´s per les textures [10]. La manera en que aquestes s’emmagatzemen
en memo`ria e´s molt especial. No e´s un problema ana`leg al d’emmagatzemar
una matriu per tal que a cada l´ınia de cache estigui alineada. El que determi-
na el posicionament de la textura en memo`ria e´s la fase de rasteritzacio´. La
jerarquia de nivells, pero`, continua essent molt me´s ba`sica que la d’una CPU.
Figura 17: Esquema de la jerarquia de memo`ria d’una GPU gene`rica
Normalment nome´s disposem de 2 nivells abans de memo`ria principal en les
targes me´s decents tal i com es veu a 17. Els diferents nuclis disposen de
moltes unitats de coma flotant que comparteixen una cache de primer nivell
L1 com es veu a 17. Seguidament hi ha un segon nivell L2 el qual compar-
teixen tots els nuclis i posteriorment la memo`ria principal. Notar que hi ha
una difere`ncia molt gran tambe´ en l’ample de banda que ens ofereixen els
dispositius.
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El motiu d’aquesta decisio´ de no invertir me´s esforc¸os en aquestes memo`ries
e´s que quan pintem primitives normalment a cada batch se li apliquen les ma-
teixes textures amb les mateixes coordenades. Per aquest motiu, la decisio´
d’aplicar 2 frames interpolats i diferents per cada part´ıcula fa que es trenqui
aquest esquema i el resultat es que hi hagin me´s fallades de cache que les que
s’haurien de produir. Es per aixo` que vaig haver de descartar la comoditat
de accedir a les textures per coordenada s i t pel color i w pel frame i usar
un altre tipus d’estrate`gia.
5.3.2 Atles de textures i LODs (level of detail)
Finalment la solucio´ a tots els problemes anteriors ha estat tenir una textu-
ra me´s gran que contingui tots els frames. Aquesta manera de encapsular
diverses textures e´s molt comu´ al mo´n dels gra`fics i es coneix amb el nom
d’atles de textures.
Ara en comptes de seleccionar el frame que es vol usar amb una tercera co-
ordenada el que val fer e´s saber quines coordenades de textura te´ associades
cada frame. Hi ha dos para`metres que determinen el nombre de files i co-
lumnes de frames que conte´ la textura. La textura resultant s’ha forc¸at que
sigui pote`ncia de dos ja que, tot i que les APIs gra`fiques suporten textures
que no tenen aquesta restriccio´, segueix essent millor de cara al rendiment.
Amb aquests sistema nome´s cal carregar una textura a cache a difere`ncia del
me`tode anterior on es necessitaven carregar tantes textures com frames vol-
gue´ssim que tingue´s l’animacio´ en el pitjor dels cassos. Tot i aixo` un aspecte
molt important a tenir en compte e´s que el tamany de la textura que s’hagi
de consultar ha de ser el me´s petit possible. Es bastant obvi ja que quan me´s
gran sigui el conjunt de dades que moguem me´s cost de memo`ria es genera.
El problema que sorgeix si utilitzem textures molt petites es que si ens apro-
pem massa al sistema de part´ıcules apareixen problemes d’ampliacio´, ja que
cada texel (unitat que composa una textura) correspon a me´s d’un p´ıxel.
De la mateixa manera, si ens allunyem massa i les part´ıcules es veuen molt
petites tenim el problema contrari, a cada p´ıxel li correspon me´s d’un texel.
Per solucionar-ho el que es fa es tenir diferents nivells de detall anomenats
LODs. Ba`sicament un LOD consisteix en una versio´ simplificada d’un recurs,
en aquest cas una textura. Per decidir quin LOD cal escollir en cada cas hi
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Figura 18: Problema de l’ampliacio´ i la reduccio´ en textures
ha diverses te`cniques i tipus de filtrats diferents. En un cas general els filtrats
necessaris per tal que la visualitzacio´ sigui correcte en totes les orientacions
d’una primitiva han de ser molt sofisticats.
Figura 19: Exemple de LOD generat a partir de l’atles 14
Al cas dels billboards tot e´s molt me´s simple ja que sempre els veiem amb
la mateixa relacio´ d’aspecte i orientacio´ al espai 3D. La solucio´ e´s aplicar
el filtre adequat tant en problemes d’ampliacio´ com de reduccio´, e´s a dir
GL NEAREST o GL LINEAR tal i com s’ha explicat a la subseccio´ anterior,
pero` tenint en compte quin subnivell de detall aplicar a cada cas en funcio´
de la dista`ncia a la que ens trobem. OpenGL ens ofereix 4 tipus de filtres
ba`sics que es diferencien per com es filtra el LOD i un cop tenim el LOD
filtrat com es filtra la subtextura resultant:
• GL NEAREST MIPMAP NEAREST: Decideix quin e´s el LOD me´s
adequat amb el filtre GL NEAREST i seguidament torna a aplicar el
mateix filtre sobre el LOD escollit. En total consulta 2 texels.
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• GL LINEAR MIPMAP NEAREST: Decideix quin e´s el LOD me´s ade-
quat amb el filtre GL NEAREST i seguidament aplica el filtre GL LINEAR
sobre el LOD escollit. En total consulta 4 texels.
• GL NEAREST MIPMAP LIENAR: Interpola els dos LODs me´s ade-
quats amb el filtre GL LINEAR i seguidament aplica el filtre GL NEAREST
sobre el texel previament interpolat. En total consulta 4 texels.
• GL LINEAR MIPMAP LINEAR: Interpola els dos LODs me´s ade-
quats amb el filtre GL LINEAR i seguidament aplica el filtre GL LINEAR
sobre el texel previament interpolat. En total consulta 8 texels.
El filtre finalment escollit ha d’estar equilibrat entre la qualitat obtinguda i
nombre de texels consultat ja que pot suposar un cost addicional molt elevat.
El primer de tots, que e´s el me´s lleuger quant a ca`rrega computacional, te´
uns resultats no gaire satisfactoris visualment donada la senzillesa amb la
que decideix quin p´ıxel e´s me´s adequat, que e´s simplement per proximitat.
Figura 20: Comparacio´ entre el pitjor filtre i el millor filtre
Si escollim l’u´ltim el rendiment baixara` pero` a canvi d’augmentar la qualitat
del render. Per tant el que determina el filtre me´s adient depe`n de les con-
dicions que ens proposem. Si volem tenir sistemes de part´ıcules amb moltes
part´ıcules probablement el millor filtre visual ens donara` problemes, sobretot
si no es disposa d’una GPU molt potent com e´s el cas, per exemple, de les
GPUs que venen integrades amb les CPU. Per tant, la solucio´ e´s ajustar el
filtre a les necessitats que ens imposi el sistema que volem modelar.
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5.4 Normal mapped billboards
Com a totes les aplicacions gra`fiques que pretenguin ser realistes, la il.lumina-
cio´ e´s un tema molt important. El repte e´s que estem tractant amb billboards,
per tant totes les te`cniques d’il.luminacio´ per ve`rtex (que so´n les me´s efici-
ents) les hem de descartar ja que la geometria que enviem a la GPU so´n
nome´s ve`rtexs a l’espai 3D que acaben essent quads. Totes les te`cniques d’il-
luminacio´ el que tracten e´s la manera de calcular el color de cada p´ıxel. Per
fer-ho existeixen molts models d’il.luminacio´ que es poden aplicar en cassos
molt diversos. Hi ha dos tipus d’il.luminacio´:
• Directa: simula els efectes que provocar una llum situada en un lloc
concret directament sobre els objectes de l’escena.
• Global: te´ en compte els rebots que sofreix la llum, tant llum ambient
com una llum de puntual.
En aquest TFG nome´s m’he centrat en la il.luminacio´ directa d’una sola llum
puntual esfe`rica. Les variables vectorials que intervenen en el ca`lcul de la
il.luminacio´ normalment so´n el vector normal a la superf´ıcie il.luminada i el
vector de llum incident. Altres so´n la dista`ncia a la font de llum i l’angle que
formen els dos vectors anteriors. El com s’usin aquestes variables depe`n del
model d’il.luminacio´ que vulguem aplicar. Una altra caracter´ıstica que tenen
en compte aquests models so´n els components que te´ la llum i els materials
sobre els quals incideix:
• Ambient: quantifica la quantitat d’un color concret que se li aplica a
un material comptant una llum omnidireccional.
• Difusa: quantifica la quantitat de llum que f´ısicament rebotaria en
totes direccions en incidir sobre una superf´ıcie i quin e´s el color que
absorbiria el material o emetria la llum.
• Especular: diu quin e´s el color que es reflectiria en incidir sobre un
material. S’aplica a superf´ıcies reflectants.
• I´ndex de brillantor: coeficient que dicta com ha de ser l’a`rea sobre la
qual incideix la llum especular. Aquest para`metre nome´s s’aplica a
materials.
El tema de la il.luminacio´ s’aplica a aquells sistemes de part´ıcules que nome´s
absorbeixen reflectint o refractant la llum ja que hi ha altres que directament
ells per si mateixos so´n una font de llum. Aquests u´ltims no els considerare´
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tampoc. Un exemple de sistema de part´ıcules que es veu afectat per la il.llu-
minacio´ e´s el fum. La millor manera d’il.luminar correctament la geometria
e´s enviar models amb moltes primitives, quantes me´s millor. Aixo` no e´s via-
ble en sistemes de part´ıcules perque` serien models massa complexos i, a me´s
a me´s, molts.
Hem decidit, per aquest motiu, la te`cnica me´s adient per resoldre el problema
ha de ser alguna basada en il.luminacio´ per p´ıxel. Aixo` te´ el desavantatge
que la complexitat del ca`lcul depe`n del nombre de fragments generats, i
normalment se’n generen molts. Tot i aixo` a la pra`ctica es poden aconseguir
rendiments bastant bons. El que cal torbar e´s la manera adequada de fer que
cada p´ıxel vari¨ı el seu color respectant el detall que poden arribar a tenir les
textures. La te`cnica que he usat i presento a continuacio´ e´s normal mapping.
5.4.1 Normal mapping
En general normal mapping (o bump mapping) e´s una te`cnica que prete´n
simular el comportament de la llum dels detalls de rugositat d’una malla
poligonal. Un dels avantatges que te´ i que el fa molt usat e´s que no requereix
de molts pol´ıgons per dur a terme aquesta tasca. El que es fa e´s usar un
normal map que no e´s me´s que una textura on els components r, g, b em-
magatzemen els components x, y, z d’un vector normal pertorbat per cada
p´ıxel. Finalment s’aplica aquesta normal pertorbada en comptes d’aplicar el
vector normal a la superf´ıcie.
Figura 21: Exemple de nomral mapping aplicat (esquerre) i del seu corres-
ponent normal map (dreta)
Aquestes textures es poden produir de moltes maneres. Una d’elles es a par-
tir d’un height map, una textura que emmagatzema l’alc¸ada de cada p´ıxel.
Una altra molt utilitzada e´s a partir d’un model 3D fet en algun software de
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modelatge.
Els normal maps so´n interpretats en espai tangent. En aquest espai de
coordenades l’origen es situa al punt de la superf´ıcie on estem calculant la
il.luminacio´ i el vector normal es correspon amb l’eix z = (0, 0, 1). Per tant,
els eixos x i y so´n tangents a la superf´ıcie. A la imatge 22 podem veure dos
espais tangents diferents per dos punts diferents.
Figura 22: Exemple de dos espais tangents diferents sobre una superf´ıcie
L’avantatge que obtenim d’usar un sistema de coordenades diferent e´s que
l’aplicacio´ d’aquestes normals pertorbades e´s independent del sistema de co-
ordenades en el que estiguem operant. Aix´ı, ens estalviem transformar el
vector normal, sumar-li la normal pertorbada i re-normalitzar. Per tal que
la te`cnica funcioni cal avaluar el model de reflexio´ que haguem escollit en
aquest espai de coordenades.
Per fer aixo`, cal transformar els vectors normals usats a espai tangent. El lloc
me´s idoni per fer aquesta tasca e´s el vertex shader. Per definir la transfor-
macio´ que passa de l’espai de coordenades de ca`mara a espai tangent neces-
sitem 3 vectors normalitzats co-ortogonals definits, tambe´, en coordenades
de ca`mara que defineixin l’espai tangent. Com ja he dit, l’eix z es correspon
amb el vector normal, l’eix x l’anomenem vector tangent i l’eix y vector bi-
normal. Un punt P definit en coordenades de ca`mara es pot transformar a
espai tangent aplicant: SxSy
Sz
 =
 tx ty tzbx by bz
nx ny nz
 ·
 PxPy
Pz
 (2)
En l’equacio´ 2, S e´s el punt en espai tangent i P el punt en espai de ca`mara.
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Per tal d’aplicar aquesta transformacio´ al vertex shader, normalment el pro-
grama OpenGL ha de proveir al menys dos dels 3 vectors que defineixen
l’espai tangent a la posicio´ del ve`rtex. Usualment es proveeix el vector nor-
mal n i el vector tangent t. El vector binormal, doncs, es pot calcular com
el producte vectorial d’aquests anteriors:
b = n× t (3)
Els vectors tangents normalment s’inclouen com a dades addicionals a les
estructures dels models 3D. Si aquest vector no el tenim disponible el podem
aproximar derivant-los a partir de variacions de les coordenades de textura a
trave´s de la superf´ıcie (veure [11] per me´s informacio´). De tota manera, com
que estem tractant amb billboards podem fer simplificacions com veurem me´s
endavant.
5.4.2 Model d’il.luminacio´ de Phong
La manera com es comporta la llum depe`n del model d’il.luminacio´ que vul-
guem aplicar. Per al sistema he decidit usar el model de Phong [13]. La
el.leccio´ ve de que permet determinar el color final d’un p´ıxel usant totes les
components vistes anteriorment: ambient, difu´s i especular amb el coeficient
de brillantor. Dir com es comporta la llum, per tant, e´s ana`leg a dir com
reacciona un material concret davant d’una llum concreta. En aquest model,
es calcula el color com l’acumulacio´ de cadascun dels 3 components.
A = IaKa (4)
La primera part de la formula calcula la contribucio´ que te´ la llum ambient
sobre els objectes. Com a llum ambient considerem aquella llum que afecta a
tots els punts de manera equitativa. A l’equacio´ 4, Ia representa la intensitat
de la llum ambient i Ka el coeficient de reflexio´ de llum ambient del material.
En les segu¨ents parts de la formula aplicare´ la mateixa notacio´. Per la part
difusa, Phong utilitza el model de Lambert:
D = IpKd cos(θ) (5)
Un cop me´s, Ip e´s la intensitat del punt de llum, Kd el coeficient de reflexio´
difusa del material i θ l’angle que formen el vector normal N i el vector que
va del punt que estem tractant a la font de llum L. Usant el producte escalar
de dos vectors:
~v1 · ~v2 = ‖~v1‖‖~v2‖ cos(θ) (6)
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Figura 23: Model de lambert
En cas que N i L estiguin normalitzats podem reescriure l’equacio´ d’il.lumi-
nacio´:
D = IpKd(N · L) (7)
L’equacio´ 7 encara dona problemes ja que hi ha cassos en els que es poden
donar oclusions (imatge 24) que cal tractar de la segu¨ent manera:
D = IpKd max(N · L, 0) (8)
Figura 24: Exemple d’oclusio´ (esquerre) amb la correccio´ de l’equacio´ 8 (dre-
ta)
Per acabar d’afegir realisme cal tenir en compte que la llum no arriba amb la
mateixa intensitat a tots els punts. Es per aixo` que cal un factor d’atenuacio´
fatt que vari¨ı en funcio´ de la dista`ncia i que modifiqui la quantitat de color
difusa que cal aplicar. La caiguda de intensitat de llum obeeix la llei del
quadrat invers, la seva intensitat disminueix exponecialment en funcio´ de la
dista`ncia:
fatt =
1
d2L
(9)
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On dL e´s la dista`ncia del punt il.luminat a la font de llum. Finalment la llei
de lambert completa obeeix:
D = fattIpKd max(N · L, 0) (10)
Aquest me`tode, pero`, en escenes renderitzades per computador ens do´na una
rang de valors molt petit de llums amb les que poder treballar. Es per aixo`
que es sol usar un factor d’atenuacio´ lineal amb una dista`ncia ma`xima d’a-
tenuacio´.
Figura 25: Comportament de la llum especular en un mirall perfecte
Ja nome´s queda calcular la contribucio´ de la llum especular, que e´s el que
ens dona l’equacio´ de Phong. Com es pot apreciar a la figura 25 el vector
E e´s el que surt del punt d’observacio´ al punt il.luminat i es compleix que
r = i. El cas e´s que normalment no ens trobarem miralls perfectes i per tant,
el comportament de la llum especular sera` similar al de la figura 26 i e´s el
que tracta l’equacio´ de Phong.
Figura 26: Comportament de la llum especular en un mirall imperfecte
Al diagrama 28 podem veure que, de manera ana`loga al cas de Lambert,
l’angle θ e´s el que forma el vector d’incide`ncia de la llum respecte la normal
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Figura 27: Model de Phong
a la superf´ıcie. V representa el vector E de l’observador canviat de sentit.
L’angle α e´s el que formen el vector reflectit R i el vector de l’observador V .
Phong va postular que la reflexio´ especular ma`xima s’assoleix quan l’angle
α tendeix a 0. D’aqu´ı va derivar que la caiguda de llum especular depe`n
d’aquest mateix angle, governat pel terme cosn α.
Figura 28: Caiguda de color que implica n a l’expressio´ cosn α
S = fattIpKs(R · V )n (11)
Figura 29: Exemple d’aplicacio´ del model d’il.luminacio´ de Phong
De tot plegat se’n deriva l’equacio´ 11 molt similar a l’equacio´ 10. El que varia
e´s Ks que ara representa el coeficient especular, els vectors R i V ja comentats
34
i n com a coeficient de brillantor. Finalment l’equacio´ d’il.luminacio´ final que
aplicarem a cada punt sera` la suma de cada component. Els resultats de cada
pas es mostren a la figura 30.
I = A+D + S (12)
I = IaKa + fattIpKd max(N · L, 0) + fattIpKs(R · V )n (13)
5.4.3 Adaptacio´ als billboards
Com que estem tractant amb billboards, com ja he comentant, es poden fer
simplificacions a l’hora de calcular els vectors tangent i binormal que junta-
ment amb la normal formen l’espai tangent. Com que els billboards sempre
estan orientats a la ca`mara no cal que es passi des de l’aplicacio´ OpenGL al
shader el vector tangent. Tenim el vector normal en coordenades d’ull que e´s
(0, 0, 1). Per calcular el vector tangent podem aplicar el segu¨ent pseudocodi:
tangent = normalitza((tamanyParticula, 0, 0) + centreParticula)
- centreParticula);
El que faig e´s saber quin e´s el vector corresponent a partir de dos punts:
l’extrem dret del quadrat i el centre. Aixo` es pot fer perque` disposem d’a-
questa informacio´ en coordenades d’ull. Per acabar nome´s necessitem aplicar
la transformacio´ a espai tangent als vectors L i V explicats a l’apartat ante-
rior. Finalment, al fragment shader s’ha d’aplicar el model d’il.luminacio´ ja
presentat.
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Figura 30: Resultat de la il.lumiancio´ en un sistema de part´ıcules de fum
6 Fase d’actualitzacio´
Vista la fase de render nome´s queda preocupar-se de l’evolucio´ que segueixen
les part´ıcules des del moment en que ne´ixen fins la seva mort i reutilitzacio´.
En aquest apartar tractare´ tots aquests temes sempre orientant la implemen-
tacio´ a la GPU.
6.1 Atributs dels sistemes de part´ıcules
En un sistema de part´ıcules un dels para`metres que influeix e´s el nombre de
part´ıcules que el sistema pot arribar a processar alhora [17]. Inicialment em
plantejava la idea de tenir un nombre de part´ıcules base que es pogue´s anar
modificant dina`micament en funcio´ de l’execucio´ sense tenir un ma`xim fi-
xat. Realment es poden arribar a aconseguir resultats molt bons. Per contra
s’introdueixen problemes de gestio´ de memo`ria dina`mica que el farien me´s
ineficient.
Per solucionar aquest tema finalment he escollit l’opcio´ de tenir un nombre
de part´ıcules ma`xim fixat. E´s el para`metre α de la transpare`ncia el que deter-
mina si la part´ıcula es viva i cal ser processada o no. Amb aquest me`tode hi
ha punts de l’execucio´ en el que estem gastant me´s memo`ria de la necessa`ria
pero` tenim l’avantatge que no existeix la ineficie`ncia de la memo`ria dina`mica.
Com ja hem vist, per tant, les part´ıcules segueixen un cicle de vida en el
que poden estar visibles o no. El factor clau que determina quin sera` el
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seu comportament durant l’execucio´ e´s la inicialitzacio´ dels para`metres que
defineixen la part´ıcula. Aquests so´n para`metres relacionats amb la f´ısica.
Podem distingir-los entre dos tipus de cara a la implementacio´:
• Varibles per cada part´ıcula.
– Poisicio´ inicial: vector de 3 components que representa la posicio´
inicial del centre de la part´ıcula al espai 3D.
– Posicio´ actual: vector de 3 components que representa la posicio´
actual del centre de la part´ıcula al espai 3D.
– Velocitat incial: vector de 3 components que representa la veloci-
tat inicial del centre de la part´ıcula al espai 3D.
– Velocitat actual: vector de 3 components que representa la velo-
citat actual del centre de la part´ıcula al espai 3D.
– Temps de naixement.
• Constants per totes les part´ıcules.
– Temps transcorregut: temps que ha passat des de la inicialitzacio´
del sistema fins el moment.
– Increment de temps: temps transcorregut entre el frame i i el
frame i+ 1.
– Temps de vida: temps que ha de passar per tal que la part´ıcula
hagi de morir o tornar-se a usar.
– Acceleracio´: vector de 3 components que represneta l’acceleriacio´
de totes les part´ıcules en un frame i.
Hi ha para`metres que essencialment han de ser diferents per cada part´ıcula
per poder resoldre el problema com la posicio´ i velocitat inicial. Si no fo´s
d’aquesta manera no es podrien crear volums a partir de billboards i aquest
e´s l’objectiu principal. La posicio´ i velocitat actuals se’n deriven dels atributs
inicials com a consequ¨e`ncia dels ca`lculs que se’ls apliquen tal i com veurem
me´s endavant.
Finalment, si el temps de naixement no fo´s obligatori fer-lo variable, totes
les part´ıcules naixerien alhora, cosa que de vegades e´s el que es vol, pero`
perdr´ıem opcions en la generacio´ d’efectes variats. Per exemple, si volem
simular fum, e´s estrictament necessari que les part´ıcules sorgeixin progressi-
vament.
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Per les variables que so´n comunes a totes les part´ıcules, evidentment, tant el
temps transcorregut com l’increment de temps han de ser-ho. En canvi les
dos variables restants, temps de vida i acceleracio´, no estan tan clarament
ubicades. Quantes me´s variables diferents per cada part´ıcula tingui el siste-
ma, me´s ric sera` quant a realisme. Inicialment aquesta era la meva idea pero`
vaig topar-me amb un problema que no deixava dur-lo a terme.
La programacio´ de GPU e´s un mo´n complex com a consequ¨e`ncia de la he-
tereogene¨ıtat de la que disposem al mercat. A difere`ncia de la programacio´
tradicional en CPU, l’arquitectura de cada tarja pot ser completament di-
ferent fins al punt que els resultats entre dos targes no tenen perque` ser
equivalents. Aixo` e´s normal ja que les GPU estan pensades per fer gra`fics i
no e´s tant important que, per exemple, el color dels p´ıxels que es vegin per
pantalla sigui una mica diferent.
De la mateixa manera que els resultats dels ca`lculs varien tambe´ ho fan el
nombre d’estructures ma`xim que la API gra`fica suporta. Com ja hem vist
als inicis d’aquest document a l’apartat transform feedback, per usar aquesta
te`cnica es necessiten VBOs. Hi ha un ma`xim de VBO que suporta la meva
tarja gra`fica per fer servir aquesta te`cnica (en el meu cas es 4).
Una primera solucio´ seria usar VBO empaquetats. Aixo` consisteix en que
en comptes de tenir un VBO per cada atribut nome´s en tenim un en el que,
mitjanc¸ant offsets, introdu¨ım totes les dades. Per exemple, es poden usar les
3 primeres posicions per la posicio´, les 3 segu¨ents per la velocitat i la u´ltima
pel temps de naixement i aquests 7 floats serien la informacio´ que li entraria
a cada ve`rtex.
El problema rau en que en el mo´n dels VBO no e´s trivial saber quin me`tode,
si empaquetant o no, et donara` me´s eficie`ncia en temps [9]. En definitiva e´s
un terreny en el que cal experimentar i en el meu cas la opcio´ empaquetada
era me´s dolenta. Cal sumar tambe´ el fet que les dades que varien per cada
part´ıcula han d’estar duplicades per tal de poder fer el swap buffers pels
motius que ja s’han vist i aixo` e´s un cost que pot arribar a ser molt gran en
memo`ria ja que normalment estem tractant amb sistemes formats per moltes
part´ıcules.
La solucio´ no e´s u´nica pero` jo m’he decantat per, simplement, fer que aquest
parell de variables siguin comuns a totes les part´ıcules i mantenir els VBO
separats. Els motius d’aquesta decisio´ so´n els segu¨ents:
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• Que el temps de vida vari¨ı per cada part´ıcula no e´s tan cr´ıtic per obtenir
bons resultats ja que ajustant els altres para`metres es poden arribar a
aconseguir efectes similars.
• L’acceleracio´ en qualsevol sistema f´ısic e´s el resultat de la interaccio´ de
diverses forces amb el sistema tal i com ens diu la llei de Newton F =
m · a. Hi han maneres d’aconseguir que sembli que s’apliquen diferents
acceleracions a les part´ıcules per modificar el seu comportament. Ho
veurem amb me´s detall al segu¨ent apartat.
6.2 Ca`lculs de la f´ısica a la GPU
La f´ısica ens dona les eines quantitatives per descriure els comportaments de
la mate`ria. En un sistema de part´ıcules normalment s’apliquen les lleis de
la f´ısica per determinar quina e´s l’evolucio´ del sistema en funcio´ del temps.
Es podrien distingir dos maneres en d’aplicar la f´ısica en les aplicacions de
gra`fics per computador:
• Simulacio´: es tracta d’aplicacions en els que el resultat generat ha de ser
el me´s fidel possible a la realitat i normalment la complexitat i quantitat
dels ca`lculs fan que a dia d’avui en molts contextos no es puguin dur
a terme en temps real. Exemples de coses a calcular no trivials serien
col.lisions inter-part´ıcules, centre de masses, etc. Normalment es situen
en l’a`mbit cient´ıfic i d’investigacio´.
• Aproximacio´: volen cobrir el mo´n dels gra`fics en temps real, per tant, a
difere`ncia dels anteriors els ca`lculs que efectua so´n aproximacions que
no pretenen imitar amb absoluta fidelitat el que passaria en un entorn
real. El que es busca, per tant, e´s que els ca`lculs siguin eficients i ens
permetin tenir un framerate acceptable. Un clar exemple serien els
videojocs.
En aquest TFG estem ubicats en el segon tipus d’aplicacions. L’objectiu
que cal assolir e´s que, utilitzant els atributs estudiats al apartat anterior, fer
els ca`lculs necessaris per saber com hem d’actualitzar les part´ıcules usant la
GPU per explotar el seu paral.lelisme. Per fer-ho OpenGL 4.x ens ofereix
transform feedback tal i com hem vist anteriorment.
6.2.1 Equacions f´ısiques
Del mo´n de la cinema`tica i la dina`mica coneixem una se`ries de lleis que ens
permeten saber com actualitzar un cos en moviment en funcio´ del temps [18].
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Realment l’u´nic que ens influeix e´s saber quina posicio´ te´ cada part´ıcula a
cada instant de temps. L’equacio´ que ens ho resol seria la segu¨ent:
P = P0 + vt+
1
2 · at
2 (14)
On P e´s la posicio´, P0 la posicio´ inicial, v la velocitat inicial, a l’acceleracio´ i
t el temps. Aquesta manera de calcular la posicio´ e´s totalment correcte pero`
introdueix limitacions. Ba`sicament ens forc¸a a que les variables que depenen
del temps (velocitat i acceleracio´) siguin constants durant tot el moviment
fet que ens fa perdre llibertats a l’hora de definir comportaments.
Es podria usar l’equacio´ 14 en un sistema on per exemple l’acceleracio´ pogue´s
canviar al llarg del temps pero` implicaria haver de detectar al vertex shader
cada canvi d’aquesta variable i actualitzar les posicions i velocitats inicials
de totes les part´ıcules. Hi ha un altre conjunt d’equacions que ens soluciona
aquest problema permetent-nos simular les variables importants pas a pas:
Pi+1 = Pi + ~v ·∆t (15)
~vi+1 = ~vi + ~a ·∆t (16)
Els sub´ındex i + 1 i i volen dir frame segu¨ent i frame actual. L’avantatge
que tenim e´s que si per exemple l’acceleracio´ canvia en un frame determinat
la manera com calculem cada actualitzacio´ ens dona un resultat correcte.
Per contra cal que ens guardem me´s variables d’estat per cada part´ıcula. He
resolt el problema guardant nome´s la velocitat tal i com explica l’apartat
anterior.
La justificacio´, a part dels temes relacionats amb la memo`ria ja explicats, es
que segons en quins cassos de sistemes, com poden ser fum i foc, podem fer
una aproximacio´ que simula una acceleracio´ diferent per cada part´ıcula en
funcio´ de la seva dista`ncia al emissor tal i com es demostra a [14].
La idea e´s molt simple. Es tracta de aplicar un percentatge de l’accelera-
cio´ en funcio´ d’una condicio´, en el cas dels sistemes descrits funciona be´ la
dista`ncia al emissor de la part´ıcula, e´s a dir, la seva posicio´ inicial. Haver
de tenir guardada la posicio´ inicial no e´s un afegit ja que la necessitem per
re-utilitzar la part´ıcula un cop es morta com veurem al segu¨ent apartat.
El que necessitem per fer aixo` e´s separar els valors que volem que siguin
constants de l’acceleracio´, com podria ser la gravetat, dels valor variables
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amb el temps, com per exemple l’acceleracio´ resultant de la forc¸a del vent
aplicada en un moment donat.
~at = ~ac + ~av(t) · f(x) (17)
L’acceleracio´ total ~at es calcularia com la suma de l’acceleracio´ constant ~ac i
l’acceleracio´ variable ~av(t) modificada per una funcio´ que es mou en l’espai
d’imatges [0, 1] i que varia en funcio´ d’una llista de para`metres x que en
aquest cas pot ser la dista`ncia al emissor i una dista`ncia ma`xima.
A partir d’aqu´ı, en funcio´ dels resultats que es vulguin obtenir, existeixen
infinites funcions que ens donaran un comportament diferent. Per resoldre
el cas del foc i el fum sota la influe`ncia de la forc¸a del vent he aplicat una
funcio´ lineal que, quan es troba a una dista`ncia ma`xima parametritzada del
emissor aplica la tota l’acceleracio´ (e´s a dir, que la funcio´ retorna 1) i quan
la part´ıcula esta` aprop del emissor retorna un valor que tendeix a 0 o be´ 0 si
e´s just a la posicio´ d’emissio´.
Per veure exemples de para`metres que li poden entrar a la funcio´ es podria
considerar la opcio´ de parssar-li la edat de la part´ıcula, e´s a dir el temps
que porta viva menys el temps en que ha nascut, de manera que quan sigui 0
s’apliqui nome´s l’acceleracio´ constant i a mesura que li arribi la mort s’apliqui
gairebe´ el total de l’acceleracio´ variable. En definitiva, veiem que podem
modificar els comportaments d’una manera aproximada, senzilla i controlada.
6.2.2 Ca`lcul de col.lisions
Un altre dels aspectes que influeix en el ca`lcul de la posicio´ de cada part´ıcula
en la seva actualitzacio´ e´s la deteccio´ de col.lisions amb possibles elements
de l’escena. Aquesta branca per si sola e´s un mo´n molt complex que per
si sol podria donar tema suficient com per fer un tfg nome´s tractant aquest
tema. Per tal de poder fer una visualitzacio´ realista e´s important veure com
interaccionen els elements r´ıgids de l’escena entre si.
Com ja he comentat, per fer-ho be´ caldria comprovar les col.lisions entre tots
el elements de l’escena que considerem r´ıgids i les part´ıcules no so´n una ex-
cepcio´. Per simplificar, en aquest sistema he fet que les nome´s es considerin
les interaccions amb elements de l’escena. A me´s a me´s ho aplicare´ nome´s a
esferes d’un radi determinat i plans infinits sobre el pla xz esta`tics.
El motiu de tractar nome´s colliders tan simples e´s que, tot i que per CPU ja hi
han algorismes molt optimitzats per dur a terme aquesta tasca, per fer-ho en
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GPU no e´s trivial i he volgut centrar me´s el meu treball en temes relacionats
amb la visualitzacio´. Per detectar la col.lisio´ hem de fer la comprovacio´ de
manera diferent pel pla i per l’esfera. Pel cas de l’esfera caldria aplicar el
segu¨ent pseudocodi:
novaPosicio = posicioActual + velocitat * deltaTime
normalSuperficie = novaPosicio - centreEsfera
distancia = modul(normalSuperficie)
if (distancia < radiEsfera) {
calculaRebot()
}
Calculem la nova posicio´ que tindra` la part´ıcula en el frame de la manera
que ja hem vist al apartat anterior. Un cop la tenim podem calcular la
dista`ncia d’aquesta nova posicio´ al centre de l’esfera, que e´s conegut i si
aquesta dista`ncia es menor que el radi significara` que hi ha col.lisio´ i hem de
calcular el rebot. De la mateixa manera el pseudocodi per la deteccio´ amb
el pla seria:
novaPosicio = posicioActual + velocitat * deltaTime
if ((novaPosicio < alturaPla AND posicioActual > alturaPla) OR
(novaPosicio > alturaPla AND posicioActual < alturaPla)) {
calculaRebot()
}
Com que nome´s comprovem col.lisions amb plans als eixos xz nome´s cal veure
si l’alc¸ada del pla esta` continguda entre la posicio´ actual i la nova posicio´.
Finalment pel ca`lcul del rebot he aplicat la fo´rmula del vector reflectit:
Figura 31: Comportament del vector refelctit respecte un vector incident en
una superf´ıce
~R = ~I − 2( ~N · ~I) · ~N (18)
On ~R e´s el vector reflectit en detectar una col.lisio´, ~I e´s el vector incident
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corresponent a la velocitat i ~N e´s el vector normal a la superf´ıcie de col.lisio´
normalitzat. Per controlar la elasticitat del xoc he afegit un coeficient de
elasticitat que va entre 0 (xoc totalment inela`stic) i 1 (xoc totalment ela`stic)
de manera que es varia la magnitud de la velocitat resultant.
Al motor, podem passar-li un pla i una esfera en forma de variable uniform
de GLSL de manera que totes les part´ıcules tinguin els mateixos colliders
associats. Cal que aquests es mantinguin esta`tics ja que si els fem variar la
seva posicio´ seguint alguna equacio´ f´ısica indicaria que tenen associada una
velocitat fet que faria els ca`lculs anteriors erronis.
6.3 Inicialitzacio´ de les part´ıcules a la GPU
Tal i com esta` plantejat el motor, cada sistema de part´ıcules sempre esta` for-
mat per un nombre fixe de part´ıcules que poden estar vives (visibles) o no.
El plantejament que cal fer ara e´s, per sistemes c´ıclics en els que es vol que les
part´ıcules puguin ser re-utilitzades, quina e´s la manera de re-inicialitzar-les.
La primera te`cnica i me´s simple de totes consisteix en tenir guardada la po-
sicio´ i velocitat inicials on la part´ıcula ha nascut i un cop la seva edat supera
el temps de vida tornar a assignar els mateixos valors inicials. Evidentment
aquesta manera funciona pero` el resultat e´s que el sistema sempre te´ el mateix
comportament en cada cicle en cas que no apliquem acceleracions variables.
Per tal de fer-ho me´s variat caldria assignar valors nous que respectin les
condicions inicials.
Per tal de tenir sistemes que no siguin repetitius amb el temps la solucio´ esta`
en re-inicialitzar les part´ıcules amb valors aleatoris que entrin en el rang de
valors definits en la inicialitzacio´ al client de OpenGL. Com que aquest ca`lcul
tambe´ te´ un paral.lelisme massiu un cop me´s voldrem aprofitar el hardware de
la GPU. El problema que existeix e´s que hi ha molt poques GPUs al mercat
que ens ofereixin una unitat de nombres aleatoris per la qual cosa no e´s un
esta`ndard a GLSL.
6.3.1 Funcions de soroll
La solucio´ coneguda existent es basa en aplicar funcions de soroll, funcions
que reben un cert nombre de para`metres i ens retornen un valor pseudoale-
atori. Aquestes funcions van ser introdu¨ıdes per Perlin al 1985. Les carac-
ter´ıstiques d’aquesta funcio´ so´n les segu¨ents:
• No existeix una correlacio´ entre valors d’entrada a la funcio´ distants.
43
• Es repetitiva i determinista. Els mateixos valors d’entrada produeixen
el mateix resultat.
Figura 32: Exemple de textura generada amb Perlin noise
El problema que te´ el Perlin noise i les seves millores i modificacions poste-
riors e´s que so´n funcions cont´ınues per valors d’entrada propers i aquesta
caracter´ıstica, tot i que els valors que ens retorna la funcio´ so´n pseudoaleato-
ris, no e´s satisfacto`ria ja que el que volem es trencar tota correlacio´ possible.
6.3.2 Pseudo random number generators (PRNG)
Un PRNG, tal i com s’explica a [15] consisteix en un tipus de funcio´ de
soroll que prete´n, tambe´, donar nombres que semblin aleatoris. Les seves
caracter´ıstiques so´n similars al que he comentat anteriorment pero` a principal
difere`ncia e´s que s’intenta trencar amb la continu¨ıtat dels valors que retorna
la funcio´ per valors d’entrada propers. Ba`sicament es tracta de definir una
funcio´ de hash 1-D de la manera segu¨ent:
hash(x) = x2modM (19)
La variable x es correspon amb el para`metre d’entrada de una dimensio´ i M
e´s un nu´mero primer. Com a M utilitzo el nu´mero 61 ja que al paper explica
que do´na bastants bons resultats a la pra`ctica. Amb aquesta funcio´ tal qual
el que tenim e´s que per un para`metre determinat obtenim un valor pseudo-
aleatori de sortida. En el cas que estic tractant, pero`, necessito inicialitzar
dos vectors de 3 components. El que es pot fer e´s extendre aquesta funcio´
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1-D a N-D mitjanc¸ant la segu¨ent definicio´ recursiva:
Si N == 1 -> hashN(v) = hash(x1)
Sino -> hashN(v) = hash(hashN(x1, x2, ..., xN-1}) + x_N)
En la definicio´, v = (x1, x2, ..., xN) e´s un vector de tamany N. Aquesta nova
definicio´ donats N valors d’entrada retorna un valor entre 0 i M . Aquest
valor valor es pot normalitzar al interval [0, 1) i reescalar-lo posteriorment al
interval [min,max] definit des de el client per la primera inicialitzacio´.
Com que la funcio´ nome´s retorna un valor i el que necessitem so´n 3 valors
tant per la nova posicio´ com per la nova velocitat inicials a la implementacio´
final executo 3 cops la funcio´ hashN amb 4 para`metres. Si considerem la
inicialitzacio´ de la posicio´, els 3 primers para`metres es corresponen amb la
posicio´ inicial.
Donat que aquesta funcio´ sempre retorna la mateixa sortida per una entrada
donada afegeixo un quart para`metre variable en cada inicialitzacio´. El can-
didat perfecte e´s el temps transcorregut. Amb aixo` obtinc el component x
de la nova posicio´. Per determinar y i z repeteixo el mateix proce´s permutat
els components de la posicio´ inicial. E´s a dir, en comptes de passar com a
para`metre l’ordre x, y i z passo y, x, z i z, y, x per exemple. Pel cas de la
velocitat el proce´s e´s totalment ana`leg al de la posicio´.
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Part IV
Resultats
Un dels objectius del projecte era comprovar el speed up que es pot aconseguir
usant la GPU per computar els ca`lculs de la f´ısica del sistema de part´ıcules.
En les segu¨ents seccions en fare´ un ana`lisi al respecte.
7 Proves de rendiment
La mesura de rendiment que he escollit per posar a prova el sistema e´s el
nombre de part´ıcules ma`xim que es poden executar a 60fps (frames per se-
gon). El motiu e´s que la GPU realment no pot anar a me´s de 60fps ja que es
correspon amb els 60Hz del refresc de la pantalla per tant tot i que s’envie´s
me´s informacio´ en un segon nome´s es podrien mostrar com a molt 60 imatges
cada segon.
El programa executat el que fa e´s emetre un sistema de part´ıcules petites
on totes les part´ıcules comencen en temps 0. Cada part´ıcula equival nome´s
a un punt de un tamany molt petit per tal d’intentar simular el rendiment
ma`xim assolible. Per tal de comprovar u´nicament quina e´s la pote`ncia de
ca`lcul he executat tambe´ el mateix programa sense el render per poder fer
una comparativa.
En resum he fet 4 execucions: CPU amb render, CPU sense render, GPU amb
render i GPU sense render. Per entendre una mica el perque` dels resultats
obtinguts a la prova cal fer un petit inc´ıs del hardware usat. El temps sense
actualitzacio´ no te´ sentit tractar-lo ja que en amdo´s cassos sera` equivalent
perque` es fa amb la GPU i el temps sequ¨encial de l’aplicacio´ e´s gairebe´
negligible.
7.1 Hardware utilitzat
L’equip amb el qual he desenvolupat el projecte i he fet proves, com ja s’ha
vist al apartat de pressupost, e´s un ordinador porta`til ASUS k55v. Els com-
ponents en els que m’he centrat so´n en la CPU i la GPU que so´n les unitats
de ca`lcul usades en ambdo´s cassos.
Com es pot veure a la taula 7.1 apareixen les especificacions de la CPU i a
la taula 7.1, les de la GPU. Les principal difere`ncia a grosso modo e´s que la
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Nu´mero de processador i7-3610QM
Nuclis 4
Threads 8
Velocitat de rellotge 2.3GHz
Frequ¨e`ncia turbo ma`xima 3.3GHz
Intel smart cache L3 6MB
Canals amb memo`ria 2
Ample de banda ma`xim amb memo`ria 25.6 GB/s
Taula 1: Especificacions de la CPU utilitzada
Model nVIDIA gt 630M
Arquitectura Fermi
Nuclis CUDA 96
Rellotge del nucli 672MHz
Rellotge de shaders 1344MHz
Rellotge de memo`ria 900MHz
Ample del bus amb memo`ria 128-bit DDR3/GDDR5
Ample de banda ma`xim amb memo`ria 32.0
Memo`ria 2GB
DirectX 11
OpenGL 4.1
Suport del bus PCI Express 2.0
Taula 2: Especificacions de la GPU utilitzada
CPU pocs nuclis comparats amb la GPU pero` la seva frequ¨e`ncia e´s molt me´s
alta.
7.2 Speed up
A la taula 7.2 es mostren els resultats del rendiment que ens ofereix el sistema
en el context explicat. A priori m’esperava que els resultats fossin molt me´s
elevats ja que les GPU en un cas general donen millors resultats que una
CPU en un problema massivament paral.lel. La realitat, pero`, e´s que el speed
up e´s de 6,54x en el cas que no hi ha render i 2x en el cas que si de l’execucio´
de GPU respecte la de CPU.
Com es pot apreciar, el render e´s clarament el coll d’ampolla en l’execucio´
de la versio´ de GPU. El motiu e´s que es generen molts me´s fragments que no
pas ve`rtexs i aixo` implica que si el fragment shader e´s complex, tal i com e´s
el cas ja que s’apliquen diverses te`cniques al fragment shader. En canvi, a la
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CPU GPU
Sense render 320.000 2.092.000
Complet 315.000 615.000
Taula 3: Resultats de rendiment
versio´ de CPU no e´s tant important donada la poca difere`ncia de part´ıcules
que es poden processar amb o sense render.
Aquest fet fa que sigui molt dif´ıcil determinar quin e´s el cost real del render
ja que depe`n totalment de la granda`ria de les part´ıcules. En definitiva el
que s’obte´ e´s que amb la GPU usada es pot arribar a executar un sistema de
part´ıcules gairebe´ ideal a una velocitat de 36.9 · 106particules/s.
El motiu d’aquests rendiments tan pobres es deu a que la caracter´ıstica me´s
important d’una GPU per executar aquest tipus d’algorismes e´s l’ample de
banda que te´ amb la memo`ria del dispositiu. Si mirem un cop me´s les taules
7.1 i 7.1 es veu que l’ample de banda que te´ la CPU es de 25.6GB/s i la
GPU 32.0GB/s. Aixo` e´s molt determinant ja que s’ha de moure una gran
quantitat de dades i, probablement, els nuclis de la GPU es passin me´s temps
esperant dades que no pas fent ca`lculs.
Tparticula = 8floats · 2 = 128bytes (20)
L’equacio´ de dalt mostra quin e´s el tamany en bytes d’una part´ıcula. So´n
ba`sicament 8 floats que es corresponen amb els atributs del sistema. Cada
float ocupa 8bytes en una arquitectura x64 com la del meu equip. Finalment
es multiplica per dos perque` les dades han d’estar replicades en 2 buffers.
A = NumParticules·Tparticula = 36.9·106particules/s·Tparticula = 4, 732GB/s
(21)
Per saber l’ample de banda A complet que necessitara` tot el sistema nome´s
cal multiplicar el tamany d’una part´ıcula per la velocitat de part´ıcules que es
mouen per segon. Al cas l´ımit vist anteriorment l’ample de banda necessari
so´n 4,732GB/s, que ja es veu que e´s bastant considerable si tenim en compte
que l’ample de banda de les especificacions de la GPU e´s teo`ric i no assolible a
la pra`ctica. Cal valorar que el problema e´s totalment escalable i augmentant
la pote`ncia de la GPU obtindr´ıem millors resultats.
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8 Conclusions
Un cop acabat el projecte cal fer una avaluacio´ objectiva per comprovar si
s’han assolit correctament els objectius i quins aspectes es podrien millorar
d’alguna manera.
8.1 Assoliment dels objectius
Per recordar-ho, l’objectiu principal era desenvolupar un motor de sistemes
de part´ıcules amb OpenGL i usant la GPU per fer ca`lculs de f´ısiques aix´ı com
provar diferents te`cniques de visualitzacio´ associats a aquests sistemes. El
problema que te´ aquest objecitu e´s que e´s molt ampli i potser caldria haver-lo
acotat una mica me´s.
Quant a la part de visualistazio´ val a dir que cadascuna de les te`cniques s’ha
implementat correctament i amb l’e`xit visual que podia assolir. Cal tenir en
compte que en alguns cassos el resultat e´s molt depenent de la part art´ıstica
(textures) que s’empri. En el meu cas no disposava d’una font d’art sufici-
entment adaptada a les meves necessitats.
Per la part purament de ca`lcul, crec que ha quedat demostrat que es pot
utilitzar una API gra`fica com e´s la d’OpenGL 4.0 amb GLSL 4.0 per la part
de GPU per explotar el paral.llisme d’aquests dispositius. Cal notar que no
e´s una API pensada per ca`lculs de propo`sit general sino´ per gra`fics per com-
putador.
8.2 Treball futur i millores
El mo´n dels sistemes de part´ıcules e´s molt ampli, fins al punt que hi podrien
haver diversos TFGs en paral.lel que finalment posant-los en conjunt millo-
ressin un producte comu´. Jo en aquest subapartat em centrare´ nome´s en els
temes que jo he tractat.
La part del disseny d’un motor que utilitzi la GPU e´s una tasca complexa de
dur a terme perque` crea moltes depende`ncies amb el codi que s’executara al
dispositiu gra`fic. Tal i com esta` desenvolupat el producte acutalment, cada
modificacio´ que afecti al comportament implica crear una classe C++ i el co-
di GLSL associat. Aixo` implica que es necessitin coneixements del llenguatge
i les GPUs en general. Tambe´ cada modificacio´ implica que s’augmenti la
49
complexitat dels shaders i com a consequ¨e`ncia que baixi el rendiment.
Es per aixo` que considero molt interessant de cara al futur la implementacio´
d’un llenguatge de scripting que permeti definir comportaments i propietats
d’un sistema de part´ıcules i que generi el codi necessari, sobretot GLSL, que
s’acabi executant al programa. La possibilitats de sistemes de part´ıcules que
es podr´ıen generar creixerien bastant.
Quant als aspectes visuals un aspecte important que es podria tractar e´s el
de considerar les part´ıcules esfe`riques, explicat a [16]. No he entrat en el
tema perque` una millora de la te`cnica soft particles que he aplicat. Tambe´
donar suport a altres efectes com la pluja o la sang pero` en definitiva altres
sistemes me´s espec´ıfics.
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Part V
Gestio´ del projecte
Aquest apartat esta` dedicat a la metodologia i planificacio´ aplicades per
desenvolupar el projecte aix´ı com els seus costos associats.
9 Metodologia de desenvolupament
A continuacio´ parlare´ d’aquells aspectes que modelen la manera de treballar
que he seguit i que han perme`s desenvolupar un producte de qualitat que
satisfa` al client complint els terminis.
9.1 Tasques i procediments
Per desenvolupar el projecte, ha calgut dur a terme una se`rie de tasques les
quals en el meu cas so´n majorita`riament independents les unes de les altres,
excepte la primera que permet posar en marxa la resta:
• Aprenentatge auto`nom de les caracter´ıstiques de OpenGL 4 i glsl 4.
• Aprenentatge auto`nom sobre te`cniques de desenvolupament d’APIs en
C++.
• Implementacio´ de la base del motor usant els coneixements adquirits.
• Testing del la base del motor.
– Lectura d’articles relacionats amb geometry shader billboards
– Implementacio´ de la te`cnica.
– Testing d’aquesta part.
– Lectura d’articles relacionats amb soft particles.
– Implementacio´ de la te`cnica.
– Testing d’aquesta part.
– Lectura d’articles relacionats amb animacio´ de part´ıcules mit-
janc¸ant sprites.
– Implementacio´ de la te`cnica.
– Testing d’aquesta part.
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– Lectura d’articles relacionats amb generacio´ de nombres aleatoris
a la GPU.
– Implementacio´ de la te`cnica.
– Testing de les te`cniques anteriors simulant fum i foc.
– Lectura d’articles relacionats amb normal mapped billboards.
– Implementacio´ de la te`cnica
– Testing d’aquesta part.
– Adicio´ de col.lisions amb plans i esferes.
– Testing d’aquesta part.
– Implementacio´ d’una versio´ de CPU del motor.
– Proves de rendiment i comparatives associades.
• Assoliment de la fase beta del software.
• Testing de la beta.
• Finalitzacio´ del motor.
9.2 Eines de seguiment i validacio´
Tota la planificacio´ esta` estructurada i refelctida a un diagrama de gantt on
apareix la planificacio´ amb tots els canvis corresponents des de l’inici amb
la durada real de les tasques. Cal dir que inicialmente la jornada de treball
constava de 8h cosa que s’ha hagut de redu¨ır a 4h per temes laborals fora de
l’a`mbit acade`mic.
El seguiment del projecte l’ha supervisat el tutor amb el que hi han hagut
una se`rie de reunions, incloent la reunio´ de la fita de seguiment, per tal d’as-
segurar que cadascuna de les etapes establertes s’ha assoleit correctament.
A continuacio´ mostrare´ quin ha estat el criteri de validacio´ que estableix quins
so´n els requisits concrets que cal assolir per tal de completar cadascuna de
les iteracions descrites anteriorment i, per suposat, el projecte sencer. So´n
els segu¨ents:
• Implementacio´ de la base del motor
– Disseny software adient considerant les tecnologies que s’usaran.
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– API mı´nima que permeti crear i usar un sistema de part´ıcules sen-
zill que utilitzi la te`cnica de transform feedback i geometry shader
billboards.
• Implementacio´ de soft particles.
– Adicio´ de sistemes de part´ıcules me´s concrets relacionats amb la
te`cnica, com per exemple fum.
– Funcionament efectiu de la te`cnica.
– Adicio´ al disseny software de la nova caracter´ıstica.
• Implementacio´ de part´ıcules animades.
– Adicio´ de sistemes de part´ıcules me´s concrets relacionats amb la
te`cnica, com per exemple foc.
– Permetre que es puguin introdu¨ır un nombre qualsevol de sprites
al sistema.
– Funcionament efectiu de la te`cnica.
– Adicio´ al disseny software de la nova caracter´ıstica.
• Implementacio´ de un generador de nombres aleatoris a la GPU.
– Utilitzacio´ eficac¸ de la te`cnica per tal de tenir sistemes de part´ıcules
me´s variables en el temps en 3 dimensions.
• Implementacio´ de normal mapped billboards.
– Adicio´ de sistemes de part´ıcules amb part´ıcules visualment me´s
complexes a partir de primitives senzilles, com per exemple quads.
– Funcionament efectiu de la te`cnica.
– Adicio´ al disseny software de la nova caracter´ıstica.
• Addicio´ de col.lisions de les part´ıcules amb plans i esferes.
– Pemetre tenir com a mı´nim un pla xz i una esfera esta`tics amb
els quals les part´ıcules col.lisionin.
– Que la interaccio´ amb aquestes desencadeni un rebot realista acord
amb la f´ısica.
• Proves de rendiment i comparativa entre CPU i GPU.
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– Fer un joc de proves que permeti determinar a grans trets quin
dels dos sistemes es millor amb un resultat quantitatiu.
• Assoliment de la fase beta del motor.
– Producte final preparat per ser testejat amb totes les caracter´ıstiques
implementades.
∗ Capacitat de generar sistemes de part´ıcules predefinits: foc,
fum, espurnes, etc.
∗ Capacitat de generar sistemes de part´ıcules gene`rics.
10 Planificacio´
He fet la planificacio´ en un diagrama de Gantt utilitzant gantter tal i com
mostra la figura 10. En aquest apartat fare´ una descripcio´ en detall de
que consisteix cada tasca. He agrupat les tasques en 4 fases que conformen
un objectiu comu´ molt espec´ıfic per facilitar el control i modificacions del
flux de desenvolupament del projecte. A cada tasca he assignat els recursos
corresponents. Totes tenen un recurs comu´ que es la meva ma` d’obra i
la utilitzacio´ de PC porta`til que fare´ servir. Algunes en concret tenen la
documentacio´ i el software necessa`ris per dur-les a terme.
10.1 Fase incial
Aquesta e´s la fase de posada en marxa del projecte. La podem identificar
al diagrama com les tasques que tenen el color vermell. La idea que hi ha
darrere e´s aconseguir una base so`lida que en un futur pugui cre´ixer i millorar
per assolir l’objectiu final. Les tasques so´n les segu¨ents:
• Instal.lacio´ i configuracio´ de l’entorn de treball: En aquest apartat
caldra` posar a punt les eines que utilitzare´ al llarg del desenvolupa-
ment. Es tracten del sistema operatiu linux i qtCreator com a IDE.
Aquesta tasca tambe´ ha implicat la instal.lacio´ de bumblebee, un pro-
jecte open source que permet executar les aplicacions amb la GPU
dedicada a linux. Ha estat necessari ja que l’equip que he utilitzat te´
una GPU integrada que no e´s va`lida per desenvolupar.
• Aprenentatge de OpenGL 4: Aquesta tasca te´ la missio´ d’aprendre els
aspectes me´s importants que te´ la API de OpenGL 4 per al desen-
volupament. En concret, el llenguatge glsl 4 pel desenvolupament de
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Figura 33: Diagrama de Gantt
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shaders. La informacio´ sera` extreta del OpenGL 4 cookbook, que e´s el
recurs associat.
• Lectura d’articles sobre geometry shader billboards: L’aspecte principal
d’aquesta tasca e´s entendre els aspectes me´s la te`cnica base que permet
enviar punts a la GPU i generar els billboards dins del pipeline gra`fic.
• Disseny software de l’esquelet del motor: Es tracta de raonar quina
seria l’arquitectura del software adequada per tal de tenir una bona
API com a resultat. Requereix un llibre que he escollit perque` em
permet aprendre bones estrate`gies pel meu cas que es diu API Design
for C++.
• Implementacio´ d’un motor base amb billboard instancing: Aplicant
els coneixements i te`cniques adquirits caldra` implementar el disseny
anterior. Es important que aquesta tasca es faci en el temps estimat
perque` si no la resta s’endarreria massa. E´s possible que durant la
implementacio´ es trobin errors en el disseny software i calgui tornar a
revisar la tasca anterior.
• Testing del motor base: Aquesta part inclou un disseny d’un joc de
proves per comprovar que tot funciona correctament.
• Documentacio´ del motor base amb la te`cnica billboard instancing: En
aquesta tasca ha calgut redactar la part de la memo`ria que expliqui els
detalls d’implementacio´.
• Implementacio´ d’una aplicacio´ senzilla per fer testing dels diferents
apartats: La idea es construir un esquelet que permeti provar les noves
caracter´ıstiques que se li vagin afegint al motor.
Les fases posteriors a la inicial estan destinades a introduir totes les millores
possibles dins del producte.
10.2 Te`cnica de Soft particles
En aquesta fase el projecte he afegit al motor base producte de la fase ante-
rior una te`cnica de visualitzacio´ que aconsegueix sistemes de part´ıcules me´s
realistes. Les tasques que engloba so´n les segu¨ents:
• Lectura d’articles sobre soft particles: De manera ana`loga al cas ante-
rior cal documentar-se abans de fer la implementacio´. S’inclou com a
recurs tota la documentacio´ associada a aquesta te`cnica.
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• Implementacio´ de la te`cnica soft particles al motor: Un cop estudiada
i entesa la te`cnica cal afegir-la al projecte. Un cop me´s, aquesta part
e´s una de les me´s delicades ja que e´s una de les que determina que
el projecte es completi o no. En cas de tenir molts problemes caldria
parlar amb el tutor per replanificar aquesta part d’alguna altra manera.
• Testing de la te`cnica soft particles: Aquesta tasca consisteix en crear
diferents jocs de proves que demostrin que s’ha implementat correcta-
ment la te`cnica. Aquests jocs de proves s’integraran amb l’aplicacio´ de
testing de la que he parlat abans.
• Documentacio´ de la te`cnica soft particles: En aquest punt redactare´
a la memo`ria tot allo` que sigui rellevant sobre aquesta te`cnica i el cas
particular de la implementacio´ que hagi fet.
Si qualsevol dels punts es torna problema`tic tinc llibertat per replantejar la
planificacio´ i passar a la fase segu¨ent ja que so´n dos tasques independents
que es poden paral•lelitzar.
10.3 Te`cnica de part´ıcules animades
Com ja s’ha vist al apartat corresponent, aquesta te`cnica permet donar di-
namisme a cada part´ıcula per separat de manera que en conjunt es puguin
aconseguir efectes me´s variats. Aquesta caracter´ıstica ha implicat les segu¨ents
tasques:
• Lectura i documentacio´ sobre la te`cnica: fase en la que ha calgut fer
una investigacio´ pre`via de com implementar la te`cnica llegint articles
que en parlin al respecte. Com a recursos associats, doncs, es troba tot
aquest tipus de documentacio´.
• Implementacio´ i testing de la te`cnica: en aquesta fase s’han aplicat tots
els coneixements adquirits en l’apartat anterior per afegir-los al motor
i fer-ne proves al respecte.
10.4 Te`cnica de PRNG Pseudo Random Number Ge-
nerators a la GPU
En aquests apartat hem implementat un PRNG per tal de re-inicialitzar les
part´ıcules amb valors pseudo-aleatoris a la GPU amb la idea de mantenir
aquesta pol´ıtica de fer tots els ca`lculs independents de l’aplicacio´ client. Les
tasques associades so´n:
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• Lectura i documentacio´ sobre PRNG: en aquest punt ha calgut cercar
informacio´ sobre aquests tipus de generadors de nombres i s’associen
els recursos de la documentacio´ trobada.
• Implementacio´ i testing de PRNG a la GPU: aplicant els coneixements
adquirits al apartat anterior s’ha implementat aquesta caracter´ıstica al
sistema.
10.5 Te`cnica de normal mapped billboards
Dins aquest apartat de te`cniques implementare´ la te`cnica de normal mapped
billboards per aconseguir una il•luminacio´ me´s realista. El procediment a
seguir e´s molt similar al de la fase anterior:
• Lectura d’articles sobre normal mapped billboars: Consisteix en una
recerca sobre la te`cnica amb la finalitat de poder entendre-la per la
seva posterior implementacio´. Tenim com a recursos, doncs, tots els
documents trobats al respecte.
• Implementacio´ de la te`cnica nomral mapped billboards: Un cop com-
pletada la tasca anterior, s’ampliara` el motor afegint aquesta funcio-
nalitat. Si cal fer canvis en el disseny software deguts a algun error es
revisara` l’esquelet.
• Testing de la te`cnica normal mapped billboards: Utilitzant, com sem-
pre, l’aplicacio´ per fer testing es comprovara` que s’han implementat
correctament les caracter´ıstiques.
• Documentacio´ de la te`cnica normal mapped billboards: Per completar
aquesta etapa caldra` redactar a la memo`ria les explicacions correspo-
nents al treball realitzat .
10.6 Colisions externes de les part´ıcules
Un cop acabada la il.luminacio´ que ja esta` implementada i planificada des del
document inicial hem decidit que seria interessant implementar col·lisions de
les part´ıcules amb plans i esferes. Per tal de dur a terme aquest punt cal
seguir els segu¨ents passos:
• Repa`s de la f´ısica que hi interve´: cal tenir en compte les formules
f´ısiques que s’han d’aplicar al sistema per tal de dur a terme la poste-
rior implementacio´. Com a recursos associats, per tant, tenim tota la
documentacio´ que expliqui aquesta tema`tica.
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• Implementacio´ i testing de les col·lisions: aplicant, un cop me´s, la
tema`tica del apartat anterior consistira` en afegir aquesta funcionali-
tat al motor.
10.7 Proves de rendiment entre una versio´ de CPU i
la versio´ de GPU
Finalment hem afegit una petita part que faci un profiling de quin e´s el guany
que s’obte´ al implementar la versio´ de GPU respecte un software tradicional
de CPU ja que creiem que es important demostrar els avantatges que ens
dona aplicar aquestes te`cniques.
• Implementacio´ de la versio´ de CPU: generar una versio´ de CPU molt
senzilla que ens permeti realitzar les mateixes tasques que la versio´
anterior de GPU.
• Comparacions de rendiment: en aquest punt, amb la versio´ desenvolu-
pada en la tasca anterior, caldra` testejar quin e´s el guany de ca`rrega
que suporta el motor basat en GPU respecte el basat en CPU.
10.8 Fase final
Arribats al punt en que s’han implementat les dos te`cniques anteriors i me´s
ampliacions, si s’escau, e´s el moment de finalitzar el desenvolupament del
projecte. Tenim els segu¨ents apartats:
• Assoliment de la fase beta del motor: L’objectiu es obtenir una primera
versio´ completa del software que ho tingui tot.
• Testing de la fase beta: Aqu´ı provare´ que tot en conjunt funciona a la
perfeccio´ i tractare´ de detectar els diferents bugs que puguin apare`ixer.
• Correccions de la beta i assoliment de la primera versio´ final del motor:
Detectats els errors en la fase de testing, els arreglare´ per tal de tenir
la primera versio´ definitiva del motor.
• Implementacio´ d’una aplicacio´ que utilitzi el motor per la seva demos-
tracio´: De cara la presentacio´ final e´s important tenir alguna cosa que
ensenyar i e´s el que intentare´ en aquesta fase.
• Redactat final de la memo`ria del TFG: Acabare´ de revisar i redactar
el que calgui de la memo`ria del TFG.
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• Preparacio´ de la presentacio´ del TFG: Preparare´ el conjunt de trans-
pare`ncies i fare els entrenaments que convinguin per fer la presentacio´
final del TFG.
11 Pressupost
A continuacio´ mostrare´ un resum on es vegi quin es el preu estimat que
costaria desenvolupar el projecte associat a la planificacio´ feta anteriorment
en cas de que hague´s d’estar financ¸at per algu´. Per fer-ho veurem quines so´n
cadascuna de les despeses implicades.
11.1 Recursos humans
En la taula segu¨ent faig un recull de quins so´n els rols implicats en tot el
projecte amb els seus sous corresponents:
Rol Salari (e/h) Nombre d’hores (h) Cost total (e)
Cap de projecte 21 496 10416
Analista/Dissenyador 12,50 176 2200
Programador 18 448 8064
Tester 13 64 832
21512
Taula 4: taula amb els costos de recursos humans
Tots els costos d’aquesta taula so´n fixes i directes. Hi ha un salari diferent
per cada rol que actua al desenvolupament del projecte. El cap de projecte
treballa el conjunt d’hores total que dura el projecte, ja que sempre ha de
dur un control exhaustiu del seu desenvolupament i tornar a planificar en cas
que sigui necessari.
Els altres rols, nome´s es necessiten en tasques me´s espec´ıfiques del seu a`mbit.
Tan el dissenyador com el programador han de realitzar les tasques d’apre-
nentatge dels algorismes que s’hauran d’implementar, per tant, aquestes so´n
compartides per ambdo´s. Tot i aixo`, el dissenyador fa menys hores que el
programador donat que l’arquitectura software del motor no e´s la part me´s
important en aquest projecte.
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Finalment, tinc un rol dedicat exclusivament a testejar que el software fun-
ciona despre´s de cada fase de implementacio´.
11.2 Costos hardware
Aqu´ı incloure´ totes les despeses relacionades amb l’equip hardware necessari
per dur a terme el projecte:
Material Preu (e) Quantitat Cost total (e)
Asus k55V notebook 751,46 1 751,46
751,46
Taula 5: taula amb els costos del hardware
Aquest e´s el preu de l’equip que usare´ per desenvolupar tot el projecte de
manera que crec necessari inclou-re el seu cost al pressupost.
11.3 Costos software
Veiem doncs una llista del software que sera` necessari en aquest projecte:
Software Preu (e) Observacions
Ubunutu 0 Software lliure
QtCreator 0 Software lliure
Google Chrome 0 Software lliure
Gantter 0 Software lliure
Microsoft Windows 7 0 Acord MSDNAA
Microsoft Visual Studio 2012 0 Acord MSDNAA
0
Taula 6: taula amb els costos del software
El cost total d’aquesta part es nul per dos raons. La primera, e´s que disposo
de software lliure per fer la gran majoria de tasques. La segona, es que
les eines de Microsoft que utilitzare´ les distribueix la universitat mitjanc¸ant
l’acord MSDNAA que te´ amb l’empresa.
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11.4 Cost de les instal.lacions
Una despesa que cal tenir en compte e´s el consum de l’entorn de treball. La
taula segu¨ent ho mostra:
Recurs Preu (e)
Electricitat 1200
Aigua 300
Lloguer 3200
4700
Taula 7: taula amb la suma dels costos de les instal.lacions
Aquests preus so´n estimats, ja que majorita`riament he treballat en espais
pu´blics com biblioteques o aules de la universitat. En un cas real caldria
estimar aquesta part me´s acuradament.
11.5 Cost total
A la segu¨ent taula mostro l’acumulacio´ dels costos que conformen el cost
total del projecte:
Recurs Preu (e)
Recursos humans 21512
Hardware 751,46
Software 0
Instal•lacions 4700
26963,46
Taula 8: taula amb la suma dels costos totals
En definitiva aquest e´s el recompte final del que me´s o menys costaria desen-
volupar el projecte en un entorn real.
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