The present paper is concerned with the Stefan problem for the heat equations, which arises, for instance, in the study of melting of ice adjacent to the heated water.
the former case where the Neumann boundary condition is imposed and there is no water at the initial moment by means of contraction mapping and by means of a limiting procedure (also, see Problems 1 ~ 7 of chap. 8 of Friedman [163) , respectively.
The objective of the present paper is to settle the remaining open case, that is, to prove an existence theorem for the Stefan problem in the case where the Dirichlet boundary condition is imposed and there is no water at the initial moment. The actual proof will be carried out by means of a limiting procedure apparently similar to that of Friedman Q(T] and by means of some crucial estimates of approximate solutions. §2. Notations and Results 2.1. Before describing our results we have to introduce some concepts and notations. It seems to be convenient to begin with a brief reproduction of Friedman's formulation. His problem is to seek two functions u = u(x, 0 and s = s(t) which satisfy the following equations: Here u stands for the temperature of water and the equation x=s(t) represents the free boundary. The conditions (2.2) (2.3) and (2.4) are the usually given data for the temperature whereas the additional condition (2.5a) (the equation of heat balance) is a condition on the free boundary x=s(t). The assumptions /^O and ^^0 correspond to the fact that the temperature of water is non-negative. Hereafter this problem will be denoted by FBP. I. We assume that f(t) satisfies the following: Condition (f.l): f(t) is continuously differentiate in 0^£<4-oo. Condition (f. The condition (iv)' allows some singularity of v(t) at £=0 which actually happens if /(0)>0. We state our results in the following.
Theorem 2.5.
In FBP. II, suppose that f(t) satisfies conditions (/. 1,2). Then (i) there exists a solution u, s of FBP. II for 0<£< + oo.
Furthermore, s(t) defining the free boundary is monotone nondecr easing in s(t] t. (ii) x=s(t) satisfies C Q < -==~==^^c 1 in a neighbourhood of t = Q, where c,-(a" = l, 2) is a positive constant dependent on f(t) only.
Theorem 2.5 will be proved in §4 after necessary preparations given in §3. However, we here give a brief outline of the proof of Theorem 2. It should be noted that s b defined in (ii) satisfies the monotonicity with respect to 6, which plays an important part in the proof of Theorem 2.5.
§3. Some Preliminaries
As a preparation for the proof of Theorem 2.5 we state the following lemmas.
Lemma In Lemma 2.3, instead of (i) and (ii) suppose that (i)' p(t) is continuous for Q<t^0" and satisfies \ |p(r)| dr< + oo; (ii)' s(t)
Jo+ is continuous for 0<*t^o~ and, moreover, continuously differentiate for gtf. Then (2.6) holds as it is.
Proof: We see easily that even if we use (i)', (ii)', in place of (i), (ii) in the proof £3] of Lemma 2.3, the proof goes on without modification.
Letting b-»0 in FBP. I' formally, we obtain the following integral system : Proof: Integrating the equation U T = U^ in the domain 0<<?<s(z) 5 0<r<£ and using the initial and boundary conditions which u satisfies, we obtain (3.14)
(x, t) and s(t), (3.10) ~u x (Q, f)^-^-^-u x (s(t), t) : Putting F(^; 5 t) =--(s(t)~-x) (Q<x<s
By the maximum principle and (3.8), we get (3.15) Using the first inequality of (3.10) and the monotonicity of s(t), we get (3.16) -j; Bf (0, Orfr^J^tS-^-.J Substituting (3.15) and (3.16) into (3.14), we get which implies the first inequality of (3.12); (3.17)
Using (3.17) and the second inequality of (3.10) we have (3.13). Integration of both sides of (3.13) with respect to t from 0 to t leads to the second inequality of (3.12).
Lemma 3.6. In FBP. I 5 suppose that /(0)>0 and ^(x} satisfies (3.9) . In paticular, if we take (7(>0) sufficiently small so that there holds for Q^t^o", 
Construction of solution
It is enough to prove the existence of a solution for O^^d", for some <T>0, since we can then apply Theorem 2.2 and thus conclude the existence of a solution for 0 ^ t < + 00. Furthermore, the proof of the monotonicity of s(t) is similar to that given in Q3] and will therefore be omitted here. We now redefine v°°(t) on a null set so that (4.4) holds for every t, i.e.,
v°°(t) = v Q (t). Then v°°(f) is a solution of (4.4), which is continuous in
Q<t^ff and satisfies \ ( -i7°°(r))cfc< + oo.
Jo+
Finally, letting b=b n -*Q in (2.9) and noting the uniform integrability of v b (see (3.13)) we find that s(t) in consideration satisfies and is absolutely continuous in Q-^t^ff.
If we substitute v = v°°(t) 9 s(£) constructed above into the right side of (3.1), we see that u(x, t) of (3. where M=-^-max - § ST *, and A 0 is an absolute constant. Using (3.12), (3.19), we conclude that the right side of (A.9) tends to zero as e-»0, uniformly with respect to t and b=b n . Thus we see Since the right side of (A. 10) does not depend on d and tends to zero as e-»0, the integral on the left side of (A. 10) is convergent for 5 = 0 and is bounded by the right side of (A. 10). We now use the results of 3rd step and conclude that if Q<ju<t«f then the right side of (A. 10) tends to zero as s-»0, uniformly with respect to t and b=b n . Hence follows (A. 6).
(iii) The second integral on the right side of (4.2) can be dealt with quite similarly.
