We present problems in three different application areas: identifying similar code where global register reallocation and spill code minimization were done (programming languages); protein threading (computational biology); and searching for color icons under different color maps (image processing).
Introduction
The last few decades have prompted the evolution of pattern matching from a combinatorial solution of the exact string matching problem [19, 20] to an area concerned with approximate matching of various relationships motivated by computational molecular biology, computer vision, and complex searches in digitized and distributed multimedia libraries [18, 9] . We will describe a number of important applications in various diverse areas that necessitate the introduction of a new generalized matching paradigm, that of function matching.
Programming Languages:
The parameterized matching problem was introduced by Baker [11] . Her main motivation lay in software maintenance, where program fragments are to be considered "identical" even if variable names are different. Therefore, strings under this model are comprised of symbols from two disjoint sets Σ and Π containing fixed symbols and parameter symbols respectively. In this paradigm, one matching relation where transitivity does not exist, the above methods do not help.
Examples of pattern matching with non-transitive matching relation are string matching with "don't cares" [19] , less-than matching [6] , pattern matching with mismatches [1, 21] and swapped matching [25, 2, 5] . It is interesting to note that the efficient algorithms for solving the above problems all used convolutions as their main tool. Convolutions were introduced by Fischer and Paterson [19] as a technique for solving pattern matching problems where the match relation is not transitive.
It turns out that many such problems can be solved by a "standard" application of convolutions (e.g. matching with "don't cares", matching with mismatches in bounded finite alphabets, and swapped matching). Muthukrishnan and Palem were the first to identify this application method as the convolutions model [26] . The convolutions model provides an excellent tool for solving many non-standard matching problems efficiently using an off-the-shelf method. Even more importantly, a rigorous formal definition of such a model can be very useful in proving lower bounds. While such bounds do not restrict the solution complexity in a general RAM, they do help in understanding the limits of the convolution method, hitherto the only powerful tool for non-standard pattern matching. Unfortunately, we have not found in the literature a formal definition of the convolutions model.
There are three main contributions in this paper. 1 . A solution to a number of search problems in diverse fields, achieved by the introduction of a new type of generalized pattern matching, that of function matching.
2. A formalization of the convolutions model. This leads to a deterministic solution. We prove that this solution is tight in the convolutions model. We also present an efficient randomized solution of the function matching problem.
3. A solution to the problem of exact search in color images with different color maps. This is done via efficient randomized and deterministic algorithms for two-dimensional parameterized and function matching.
This paper is organized in the following way. In section 2 we give basic definitions. In sections 3 and 4 we present progressively more efficient deterministic solutions, culminating in a O(n|Σ P | log m) algorithm, where |Σ P | is the pattern alphabet size. In section 5 we present a Monte Carlo algorithm that solves the function matching problem in time O(n log n) with failure probability no larger than 1 n . In section 6 we formalize the convolution model. We then show a lower bound proving that our deterministic algorithm is tight in the convolutions model and discuss the limitations of that model. Finally, in section 7 we present a randomized algorithm that solves the two-dimensional parameterized matching problem in time O(n 2 log n) with probability of false positives no larger than 1 n 2 . We also present a deterministic algorithm that solves the two-dimensional parameterized matching problem in time O(n 2 m log 2 m log logm).
Problem Definition
Formally, function pattern matching is defined as follows.
Definition:
Let 
Naive Algorithm for Function Matching
The function matching problem can be trivially solved in time O(nm), simply by checking for every location if there exists a match (for unbounded alphabets, there is also a log m multiplicative factor).
Convolutions can be used in a standard fashion to improve the time for finite fixed alphabets. 
where j = 0, · · · , n − m. We denote R as T * P .
The convolution can be computed in time O(n log m), in a computational model with word size O(log m), by using the Fast Fourier Transform (FFT) [17] .
Very similar to R we can define the following array M :
where j = 0, · · · , n − m + 1. We denote M as T ⊗ P . It is easy to see that computing R and M can easily be reduced to each other by reversing P .
is precisely the number of times that an a in the text matches a b in the pattern when the pattern is matched starting at text location i. Formally, This leads to the following algorithm for the function matching problem:
announce "there is a function-occurrence of P at location i". end Algorithm
Time: There are |Σ T ||Σ P | convolutions and each convolution requires O(n log m) steps. Hence the total time is O(n|Σ T ||Σ P | log m).
For fixed finite alphabets this algorithm is quite efficient. For unbounded alphabets, it may be O(n 2 m log m) which is significantly worse than the naive algorithm.
Deterministic Improvements
In this section we reduce the |Σ T | factor to log |Σ T |. We make use of a standard observation allowing text size reduction, and an interesting lemma that allows text alphabet size reduction for the function matching problem.
The following observation is commonly used in pattern matching papers (e.g. [6, 2] The following number theoretic lemma allows the removal of yet another logarithmic factor. The lemma is folklore. Nevertheless, we include a proof for the sake of completeness.
.., k then it is easily seen that the equations are equal. Conversely, we show a stronger claim k
The base case is easily verified. Assume that k
We are interested, for every a ∈ Σ P and for every location i in the text, in finding out if there is indeed a single symbol that appears in every text location that matches a in the occurrence beginning at text location i. Lemma 2 allows us to do that with a constant number of convolutions.
The convolutions are defined as follows: Assume that Σ T = {1, ..., |Σ T |}. If the alphabet is not of this form it can be turned into {1, ..., |Σ T |} by sorting the alphabet and renaming the characters. This can always be accomplished in time O(m log m). Let k = |Σ P |. Let T 2 be the array of length n where
The locations i where 2 are precisely the locations where all a's are matched to a single text symbol.
Corollary 2 The function matching problem can be solved in time O(n|Σ P | log m).
Proof: Because of Lemma 2, our algorithm required only O(|Σ P |) convolutions.
Randomized Improvements
In this section we present a randomized Monte Carlo algorithm that solves the function matching problem in time O(n log n). Our probability of declaring a function occurrence when it does not exist is 1 n . We have shown reductions that minimized the text alphabet size as well as the text size. Our next attempt is to reduce the number of occurrences of an alphabet symbol in the pattern. Note that a symbol that appears only once in the pattern does not have any effect on the function matching, since it can be matched to any text symbol without ever causing a contradiction. In particular a pattern that consists of m different symbols function matches every text location. However, the following lemma shows that the crucial number of character occurrences is 2.
Definition: A pattern is called a paired pattern if no symbol in the pattern appears more than twice.
Lemma 3 Let P and T be text and pattern over Σ P and Σ T , respectively. Then there exist paired patterns P even and P odd such that there is a function occurrence of P in location i of T iff there are function occurrences of both P even and P odd in location i of T .
Proof: For every a ∈ Σ, let c a be the number of times a appears in the pattern, and let those appearances be in locations . In P even we have replaced the first pair of occurrences of every letter by a new symbol, the second pair by a new symbol, and so on. In P odd we shift the starting point of the pairs by 1. The first occurrence of a symbol is replaced by a new symbol, each one of the next pair is replaced by the next new symbol, and so on.
If there is a function occurrence of P in location i of T then breaking up into pairs can not make matters worse and there will be function occurrences of both P even and P odd in location i of T .
(⇐) If there is no function occurrence of P in location i of T then there must be a pair a j , a j+1 where the corresponding symbols do not match, i.e.
] this pair will cause either a function mismatch at P even , if j is even, or at P odd , if j is odd.
Lemma 3 implies that if we find an efficient algorithm for solving the function matching problem for paired patterns, we are done. Our randomized algorithm will do just that. The idea behind our algorithm is to make sure that every pair is matched with the same symbol. The way we will measure it is by assigning the text and pattern numerical values and by assigning a positive number to the first element of a pattern pair and the negation of that number to the second element of a pattern pair. Thus if a pair of pattern symbols x, −x match the same text symbol y, then xy + −xy = 0. We need to discuss the conditions under which the probability of a false positive is small.
is chosen uniformly at random. Let g P : Σ P → {1, ..., n 2 } , where g P (σ) is chosen uniformly at random, with the exception that any symbol appearing only once in the pattern is always mapped to 0. We need to show that our algorithm gives the correct answer with high probability.
Theorem 1
If there is a function occurrence of P in location i of T then Algorithm B will announce it. Conversely, the probability that Algorithm B will incorrectly announce a function occurrence at some location is 1 n .
Proof: If there is a function occurrence of P in location i of T then for every pair in P , the corresponding text symbols are equal. Consider a pair in locations j and k of the pattern.
Thus the contribution of this pair to convolution result at location i is xy − xy = 0. Because there is a function occurrence, this is true for every pair. The single pattern elements were mapped to 0. Therefore the value of the convolution in location i is 0. 
Denote with p 0 the following:
Note that f T (b) and f T (c) were chosen randomly from {1, .., n 2 } and are independent of each other. Hence, for any constant
since g P (a) was chosen randomly from {1, .., n 2 }. Moreover, for z 0 = 0, g P (a) · z 0 = 0 and for
Lower Bounds in the Convolutions Model
In this section we give compelling evidence to the belief that an efficient deterministic solution to the function matching problem, if such exists, may be difficult. We do so by showing an Ω(nm) lower bound for the problem in the convolutions model. This model, which we formally define shortly, captures the modus operandi of pattern matching algorithms that use convolutions as the key computational tool. We note that this model is different from the convolution model of [26] , which is defined in combinatorial terms, rather than our computational model.
The Convolutions Model
We begin by defining the type of problems that are solved by the convolutions model. For a string T , denote by T i the suffix of T starting at position i, and by T j i the substring from T from location i to j, inclusive.
Definition 1 A pattern matching problem is defined as follows:
• Match Relation: A binary relation M (a, b) , where a ∈ Σ * P and b ∈ Σ * T ,
• Input:
• Output: The set of indices S ⊆ {0, ..., n − 1} where the pattern P matches to T according to M , i.e. all indices i such that M (P, T i ) (where T i is the suffix of T starting at location i).
As the name suggests, the convolutions model uses convolutions as the key operation for computing the output for a pattern matching problem. In most cases the convolutions are not performed directly between the original text and the original pattern, but rather between different transformations thereof. Thus, the first step is to compute a sequence of transformation: T (1) , . . . , T (c) for the text, and P (1) , . . . , P (c) for the pattern. Then, for each k, one computes the convolution
. Given these convolutions, for each location i the decision on whether there is a match at i is determined based on the values C (1) 
A computation in the convolution model is thus composed of three phases:
1. Preprocessing: producing the transformations T (1) , . . . , T (c) and P (1) , . . . , P (c) .
Convolutions: computing C
3. Postprocessing: for each i = 0, . . . , n − 1 deciding if there is a match at location i based on
The convolution phase is the key computational tool in the convolution model. Thus, we must determine what operations are permitted in the pre and postprocessing phases (or else the entire solution to the problem may be "hidden" in these phases).
P be the transformation that produces P (k) from P , and let τ (k)
T be the transformation that produces T (k) from T . We assume that τ (k) P gets as input only the array P , and that it can perform any computation on P . Formally, τ
For the text preprocessing transformations we further allow the transformations τ (k)
T be dependent on the pattern P . Thus, τ
(k)
T : Σ * T × Σ * P → N * . However, we require that the transformation be local, in the sense that for any location i, the value T (k) [i] at that location is dependent only on the value of T [i] and not on other locations of T . Formally, the function τ We are now ready to formally define the convolutions model. 
Definition 2 An algorithm in the convolution model is a quadruplet
P , . . .) is the sequence of pattern preprocessing functions, τ
T , . . .) is the sequence of local, length preserving text preprocessing functions, τ
Given an algorithm A in the convolution model, text T and pattern P , with |T | = n and |P | = m, a computation in the convolutions model is composed on the following three phases:
1. Preprocessing: for each k = 1, . . . , c, compute
T and
P .
Convolution: for each
k = 1, . . . , c, compute C (k) = T (k) ⊗ P (k) .
Decide: for each
Example. Consider the problem of Exact String Matching with Don't Cares. The input to the problem is a a pattern array P ∈ {0, 1, φ} m and a text array T ∈ {0, 1} n . There is a match at location i if for j = 0, . . . , m − 1, either
Fischer and Paterson [19] provide the following convolution-based solution to this matching problem. First, compute the following two convolutions:
(where for b = 0, 1, χ b (A) is the characteristic function of b). The text locations i where C (1) [i] = C (2) [i] = 0 are those where the is a match with don't cares.
In order to cast this algorithm into structure defined in Definition 2 set:
• c(m, n) is the constant function 2.
• τ
T (T, P ) = χ 0 (T ) and τ (2) T (T, P ) = χ 1 (T ), for all T and P . Note that these function are indeed local and length preserving.
• for each i, (2) [i] = 0 0 Otherwise Our solutions in Sections 3 and 4 are all algorithms in the convolutions model.
The Lower Bound
We wish to bound the amount of work necessary for solving the function-matching problem in the convolution model. We do so by providing a bound on the total number of bits produced in the convolution phase. For a variable x, let sizeof(x) be the number of bits used to represent α (e.g. a bit, a byte, a word). 
i]) (s(i) is the total number of bits in the convolution results for location i). Then, for any i < n − m, s(i) ≥ m/2.
Proof: Consider the algorithm A for computing the function matching in the convolution model. We show how to use A in order to solve the word equality problem in the communication complexity setting. We then use known bounds from communication complexity to bound s(i). Suppose that Alice has string w 1 ∈ {0, 1} and Bob has string w 2 ∈ {0, 1} , and that they wish to determine whether w 1 = w 2 . Let w = w 1 w 2 (the concatenation of the two) and consider the pattern P = (1, 2, . . . , , 1, 2, . . . , ) . Then, P function-matches with w iff w 1 = w 2 . Consider a location i. For any k 
. . , c, and finally
) to obtain the result. Thus, the total communication is
However, it is known that any protocol for solving the word equality problem for -bit words in the communication complexity model requires at least bits [32] . Thus, s(i) ≥ = m/2.
We obtain:
Theorem 2 Any algorithm for solving the function matching problem in the convolution model requires Ω(mn) bit operations.
Proof: By Claim 1 for each i < n − m, at least m/2 bits must be produced. Thus, in total at least (n − m)m/2 = Ω(mn) bits must be produced. Producing a bit requires at least one bit operation.
The reader is cautioned that the above lower bound does not provide a deterministic lower bound for the function matching problem in the RAM model, but rather only in the convolutions model. While convolutions seem to be the only effective known tool in pattern matching for solving generalized problems such as the function matching problem, the convolutions model is very restrictive. The lower bound does indicate, however, that using convolutions in the way defined in the convolutions model is a direction one should not follow when seeking an efficient algorithm for the function matching problem.
Two Dimensional Parameterized Matching
The one dimensional parameterized matching problem was efficiently solved in [7] . However, as discussed in [4] , the move to two dimensions implies a possible computational difficulty if no separable attributes exist. Parameterized matching is not separable -if all columns (or rows) parameterize match, it does not necessarily imply that the entire matrix parameterize match. Thus we are forced to seek other approaches.
Our Problem:
INPUT: Two dimensional pattern P of size m × m and two dimensional text T of size 2m × 2m. OUTPUT: All locations [i, j] in T where there is a parameterized occurrence of the pattern.
We may assume the text size n 2 ≤ 4m 2 because of an argument similar to the one in Observation 2.
Solution Idea:
We will do a function matching of the pattern in the text. Following that, because of Observation 1 we discard all locations where the number of symbols in the text submatrix is different from |Σ P |.
The solution's implementation uses a well established two dimensional linearization technique (see e.g. [8] ). Construct a text string T of length n 2 and a pattern string P of length m 2 such that a P occurrence in T will indeed mean a P occurrence in T .
String T is taken as the concatenation of all rows of T . P needs to be constructed more carefully since an occurrence of P in T means that each row of P occurs in T at a distance n − m from its previous row. We can make this happen by introducing a new symbol φ, that does not appear in the alphabets. This symbol's semantics is different from the other alphabet symbols in that it matches every symbol. This symbol is called the don't care or wildcard symbol. Fischer and Paterson [19] used convolutions to solve the pattern matching with don't cares problem. Recall that our algorithms for function matching are convolutions-based.
We have reduced the two-dimensional parameterized matching problem to the string function matching problem with don't cares in the pattern. 
Randomized Two Dimensional Parameterized Matching
The only change necessary for Algorithm B to solve the function matching with don't cares in the pattern problem is when f P is randomly chosen. Currently every symbol that appears more than once was mapped to a random number between 1 and n 2 . Symbols that appear in the pattern once were always mapped to 0 so they have no effect on the results. The don't care symbol behaves the same way -it is allowed to match every symbol. Therefore for every mapping f P that we randomly construct, we always have f P (φ) = 0.
Time: O(n log n)
Corollary 3 Two dimensional function matching can be done in time O(n 2 log n) and with probability 
Deterministic Two Dimensional Parameterized Matching
It is sufficient to efficiently solve the string function matching problem with don't cares in the pattern. Unfortunately, we do not know how to compute string function matching for general alphabets in o(nm) time. However, our real aim is two dimensional parameterized matching. Therefore our algorithm will make use of both these facts. The result of our algorithm is a set of locations that is a superset of the parameterized match and a subset of the function match. We narrow it down to the parameterized match by counting the number of different symbols.
Recall, then, that we have a linearized T and P , where the length of T is 4m 2 and the length of P is 2m 2 (caused by the addition of the don't cares padding).
The algorithm's idea is to treat symbols that appear many times in the text and pattern (and thus are few in number) differently from the possibly numerous alphabet symbols that appear rarely. The thinking is that convolutions can be used on a small number of symbols (the frequent ones) while some other technique will be effective on the rare symbols, even though they are many.
Definition: An alphabet symbol a ∈ Σ T or a ∈ Σ P is frequent if it appears in T or P , respectively, at least m times. Otherwise the symbol is rare.
Our algorithm will separately treat three types of symbols. The frequent in the pattern symbols vs. the text. The frequent in the text vs. the pattern, and then the rare symbols in both text and pattern. For ease of description, we will hence say that symbol a function matches the text at location i and mean that starting at location i for the length of 2m 2 elements, all text symbols corresponding to an occurrence of a in the pattern are equal. In other words, if there is no function occurrence at location i, then it is not because of the symbol a. We are now ready to provide the outline of the algorithm for two dimensional parameterized matching. The submatrix character count (step C.4.) can be done in time O(n 2 log m) [4] . The next three subsections show efficient implementations to steps C.1. -C.3.
Frequent Pattern Symbols
For every frequent symbol a in the pattern, Lemma 2 allows us to find all text location where a function matches in the manner described in section 4 using a constant number of convolutions. Mark all text location where there was no function matching, i.e., where a corresponds to at least two distinct text alphabet symbols.
At the end of this stage replace all frequent pattern symbols by φ. 
Frequent Text Symbols
We desire to find the locations i of the linearized text (corresponding to text locations (l, j)) where the pattern parameterize-matches on the frequent symbols. To do so, remember that the padded pattern is of length 2m 2 and we need to find out whether the frequent text symbols in the 2m 2 substring, of the linearized text, starting at i parameterize-match the pattern. In other words, no frequent text symbol corresponds to more than one pattern symbol. Again, we would like to use Lemma 2. However, now the roles of T and P are reversed. An additional complications is the fact that the number of elements in the sum is different for every location, dependent on the distribution of elements in the text substring, and the fact that there are don't cares in the pattern. Both these problems are solved via a single convolution.
Assume that Σ P = {1, ..., |Σ P |}. This can always be accomplished in time O(m 2 log m) if that is not the case. Let P 2 be the array of length 2m 2 where
The number of non-φ pattern elements that correspond to frequent text symbol a at location i is Note that it may still be the case that one pattern symbol matches two frequent text symbols, a 1 and a 2 . We need to discard these locations as well. This is done as follows. For every location i where all occurrences of a correspond to a single parameter alphabet symbol, find that symbol. This can be found by two convolutions. 
Symbols Rare in Both Text and Pattern
At this point the only cases we have not handled are correspondences of rare pattern symbols and rare text symbols. There may be many such elements but each of them appears less than m times. We use subset matching, defined by Cole and Hariharan [15] to solve this case.
We construct a new pattern P and a new text T where every element P and T is a subset of Z, where Z is the set of integers. In this case the lengths of P and T are the same as the lengths of P and T , respectively. Recall that P and T now only include rare symbols. All frequent symbols where previously handled and replaced by don't care symbols.
Definition: There is a function occurrence of a rare symbol a of P with the rare symbols of T at location i, if one of two conditions hold: 1. Every occurrence of a corresponds to φ. 2. Every occurrence of a corresponds to b a , where b a is a rare text symbol.
Theorem 3
There is a function match of the rare symbols of P in the rare symbols of T iff there is a subset matching of P in T .
Proof:
The rare symbols of P function match the rare symbols of T iff at every text location i, every occurrence of pattern alphabet symbol a either corresponds to the same text alphabet symbol or to φ. If the corresponding text symbol everywhere is φ then it was replaced by Z (the universal set) and thus the subset that replaces a in P is clearly a subset of the corresponding universal set Z. Otherwise, the alphabet symbol b a is a rare symbol. a function matches T at i iff every location where there is an a corresponds to the same b a . This precisely means that the relative locations of a are a subset of the relative location of b a , which means that the set in P that replaces a is a subset of the set in T that replaced b a .
Note that the cases where some occurrences of a match a φ in the text and the rest match a single b a in the text are not defined as a function match of rare symbols in rare symbols. The definition follows our problem's requirement since a matching both φ and b a means that some occurrences of a match a frequent text symbol and some match a non-frequent symbol, thus it is not a function matching). However, in this case there is not a subset matching either because the text subset of the rare symbols will not include the indices of the occurrences corresponding to the Z sets, thus they will not match.
The only thing left for us to do now is analyze the time it takes for subset matching with don't cares.
Cole Hariharan and Indyk [16] showed that subset matching, where the pattern has m sets and the text has n sets, and size of the sets is bound globally by z can be achieved deterministically in time O(nz log 2 m log log m). This was done by creating a code of size z log m log log m). An empty set in the pattern is always easily handled, since it means no elements at all. However, in the case of bounded size sets a universal set is also easily implementable since it means a set of all "1"'s in those text locations during all convolutions, forcing always a match.
We conclude:
Corollary 5
The time for computing the function matching of the rare elements is O(n 2 m log 2 m log log m).
