To fully understand the computational properties of a neural network, it is crucial to know the network's connectivity. Unfortunately, connectivity inference using easily accessible data such as extracellular spike recordings is a difficult task. The difficulty arises mainly from problems related with causality, polysynaptic (indirect) connectivity, inhibition and variable time delays, just to name a few. Different methods have been proposed for connectivity inference using, for example, mutual information [1, 2] , partial directed coherence [3] , direct neuronal dynamics parameters fitting [4] or parameter estimation using Bayesian approaches [5] . However, we argue that most of these methods are too complex to implement, hard to apply to spike times series or simply do not provide appropriate estimations using benchmark synthetic data.
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Here we present an alternative method that takes directly the series of spike times from multiple sources and produces a probabilistic connectivity matrix, wherein each entry provides a confidence level for the existence of a connection (excitatory or inhibitory) for a particular source/target pair. Instead of using measures which are directly or indirectly related to correlations, our method introduces an empirical measure of causality that works on top of spike time probability distributions obtained from the spike times series. This approach allows us to cope with variable time delays, causality, inhibitory connections and provides an estimate for the degree of connection (monosynaptic, disynaptic, etc.). Our method includes heuristics but only one parameter needs to be set: the causality time window. This value defines the maximum time delay between two events that are said to be related and is used to constrain the causality search space.
Our method has been tested using synthetic data from simulations where the neuronal connectivity is known a priori. Two types of neuron models were tested in different network simulations: single-compartment Hodgkin-Huxley model with static synapses and Poisson spiking units modulated by stochastic synapses.
