A Characterization of Semisimple Plane Polynomial Automorphisms by Furter, Jean-Philippe & Maubach, Stefan
ar
X
iv
:0
80
4.
21
57
v2
  [
ma
th.
AG
]  
24
 A
pr
 20
08
A Charaterization of Semisimple Plane Polynomial
Automorphisms.
Jean-Philippe FURTER,
Dpt. of Math., Univ. of La Rohelle,
av. M. Crépeau, 17 000 La Rohelle, FRANCE
email: jpfurteruniv-lr.fr
Stefan MAUBACH.
1
Dpt. of Math., Radboud University Nijmegen (RUN),
postbus 9010, 6500 GL Nijmegen, THE NETHERLANDS
email: s.maubahsiene.ru.nl
April 10, 2008.
Abstrat.
It is well-known that an element of the linear group GLn(C) is semisimple if and only
if its onjugay lass is Zariski losed. The aim of this paper is to show that the same
result holds for the group of omplex plane polynomial automorphisms.
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A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I. INTRODUCTION.
IfK is any ommutative ring, a polynomial endomorphism of the ane plane A2K over
K will be identied with its sequene f = (f1, f2) of oordinate funtions fj ∈ K[X,Y ].
We dene the degree of f by deg f = max
1≤ j≤ 2
deg fj .
Let G be the group of polynomial automorphisms of A2
C
and let G(K) be the group
of polynomial automorphisms of A2K .
In linear algebra it is a well-known result that an element of GLn(C) has a losed
onjugay lass if and only if it is semisimple, i.e. diagonalizable. This is a very useful
haraterization, espeially from a group ation viewpoint. It is a natural question to ask
if a polynomial automorphism is semisimple if and only if its onjugay lass is losed in
the set of polynomial automorphisms. This last statement hides two denitions: what is
a semisimple polynomial automorphism and what topology does one have on the group
1
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of polynomial automorphisms?
Aording to [7℄, the usual notion of semisimpliity an be extended from the linear to
the polynomial ase by saying that a polynomial automorphism is semisimple if it admits
a vanishing polynomial with single roots. In this paper we restrit to the dimension 2. In
this ase, we will show below (see subsetion 2.5) that it is equivalent to saying that it is
diagonalizable, i.e. onjugate to some diagonal automorphism (aX, bY ) where a, b ∈ C∗.
The topology of the group of polynomial automorphisms has been dened in [20, 21℄.
Let us desribe it in dimension 2 (the desription would be analogous in dimension n).
The spae E := C[X,Y ]2 of polynomial endomorphisms of A2
C
is naturally an innite
dimensional algebrai variety (see [20, 21℄ for the denition). This roughly means that
E≤m := {f ∈ E , deg f ≤ m} is a (nite dimensional) algebrai variety for any m ≥ 1,
whih omes out from the fat that it is an ane spae. If Z ⊆ E , we set Z≤m := Z∩E≤m.
The spae E is endowed with the topology of the indutive limit, in whih Z is losed
(resp. open, resp. loally losed) if and only if Z≤m is losed (resp. open, resp. loally
losed) in E≤m for any m. Sine G is loally losed in E (see [1, 20, 21℄), it is naturally
an innite dimensional algebrai variety.
The aim of this paper is to show the following result.
Main Theorem. A omplex plane polynomial automorphism is semisimple if and only
if its onjugay lass is losed.
Appliation. If f is a nite-order automorphism of the ane spae A3
C
, it is still
unknown whether or not it is diagonalizable. Sine any nite-order linear automorphism
is diagonalizable, it amounts to saying that f is linearizable, i.e. onjugate to some
linear automorphism. To our knowledge, even the ase where f xes the last oordinate
is unsolved. In this latter ase, f is traditionally seen as an element of G(C[Z]). For
eah z ∈ C, let fz ∈ G be the automorphism indued by f on the plane Z = z. Using
the amalgamated struture of G(C(Z)), we know that f is onjugate in this group to
some (aX, bY ), where a, b ∈ C∗ (see [11, 13, 19℄). This implies that fz is generially
onjugate to (aX, bY ), i.e. for all values of z exept perhaps nitely many. The above
theorem shows us that there is no exeption: for all z, fz is onjugate to (aX, bY ). This
ould be one step for showing that suh an f is diagonalizable in the group of polynomial
automorphisms of A3
C
. One an even wonder if the following is true.
Question 1.1. Is any nite-order automorphism belonging to G(C[Z]) diagonalizable in
this group?
We begin in setion 2 by studying the so alled loally nite plane polynomial au-
tomorphisms, i.e. the automorphisms admitting a non-zero vanishing polynomial. The
prinipal tool is the notion of pseudo-eigenvalues (see 2.2). It is used for dening a trae
(see 2.3) and the subset S ⊆ G of automorphisms admitting a single xed point (see 2.4).
Let us note that our text ontains three natural questions whih we were not yet able to
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answer. Finally, we study the semisimple automorphisms and show that their onjugay
lass is haraterized by the pseudo-eigenvalues (see 2.5).
The proof of the main theorem is given in setion 3. Subsetion 3.1 is devoted to
an algebrai lemma whose proof relies on a valuative riterion while subsetion 3.2 is
devoted to a few topologial lemmas (lemma 3.4 for example relies on Brouwer xed
point theorem).
II. LOCALLY FINITE PLANE POLYNOMIAL AUTOMORPHISMS.
1. Charaterization.
Aording to [7℄, a polynomial endomorphism is alled loally nite (LF for short)
if it admits a non-zero vanishing polynomial. The lass of LF plane polynomial au-
tomorphisms will be denoted by LF . We reall that an automorphism is said to be
triangularizable if it is onjugate to some triangular automorphism (aX + p(Y ), bY + c),
where a, b ∈ C∗, c ∈ C and p ∈ C[Y ]. Using the amalgamated struture of G, one an
show the following:
Theorem 2.1. If f ∈ G, the following assertions are equivalent:
(i) f is triangularizable;
(ii) the dynamial degree dd(f) := lim
n→∞
(deg fn)1/n is equal to 1;
(iii) deg f2 ≤ deg f ;
(iv) ∀ n ∈ N, deg fn ≤ deg f ;
(v) for eah ξ ∈ A2, the sequene n 7→ fn(ξ) is a linear reurrene sequene;
(vi) f is LF.
Proof. For (i-ii), (iii-iv), (v) and (vi) , see respetively [4℄, [5℄, [6℄ and [7℄. 
In this ase, the minimal polynomial µf of f is dened as the (unique) moni poly-
nomial generating the ideal {p ∈ C[T ], p(f) = 0}. Let us note that even if the lass LF
is invariant by onjugation, the minimal polynomial is not.
Corollary 2.1. LF is losed in G.
Proof. By assertions (ii, iv), we have LF≤m = {f ∈ G, ∀n ∈ N, deg f
n ≤ m} (for any
m ≥ 1). This proves that LF≤m is losed in G≤m. 
2. The pseudo-eigenvalues.
If f ∈ LF , it is onjugate to some triangular automorphism t = (aX + p(Y ), bY + c).
It is explained in [4℄ (f. the remark on page 87) that the unordered pair {a, b} is an
invariant: if t has a xed point, then a and b are equal to the two eigenvalues of the
3
derivative at that xed point and if t has no xed point, then the pair {a, b} must be
equal to {1, Jac f}.
Denition. a, b are alled the pseudo-eigenvalues of f .
Let < a, b > := {akbl, k, l ∈ N} be the submonoid of C∗ generated by a, b and let
f∗ : r 7→ r ◦ f be the algebra automorphism of C[X,Y ] assoiated to f . The following
result relates the pseudo-eigenvalues of f with the eigenvalues of f∗.
Lemma 2.1. If a, b are the pseudo-eigenvalues of f ∈ LF , then < a, b > is the set of
eigenvalues of f∗.
Proof. We may assume that f = (aX + p(Y ), bY + c). Let d be the degree of p(Y ).
Let M := {XkY l, k, l ≥ 0} be the set of all monomials in X,Y and let us endow M
with the monomial order ≺ (see [3℄) dened by
XkY l ≺ XmY n ⇐⇒ k < m or (k = m and l < n).
For any s ≥ 0, we observe that the vetor spae Vs generated by the X
kY l suh that
dk+ l ≤ s is stable by f∗. Let us denote by f∗||Vs the indued linear endomorphism of Vs.
Sine f∗(XkY l) − akblXkY l ∈ Span(XmY n)XmY n ≺XkY l (exerise), the matrix of
f∗||Vs in the basis X
kY l (where the XkY l are taken with the order ≺) is upper triangular
with the akbl's on the diagonal. The result follows from the equality C[X,Y ] =
⋃
s
Vs. 
It is well-known that the eigenvalues of a linear automorphism are roots of its minimal
polynomial. The same result holds for LF plane polynomial automorphisms:
Lemma 2.2. The pseudo-eigenvalues are roots of the minimal polynomial.
Proof. We will use the basi language of linear reurrene sequene that we now reall
(see [2℄ for details). If U is any omplex vetor spae, the set of sequenes u : N → U
will be denoted by UN. For p =
∑
k
pk T
k ∈ C[T ], we dene p(u) ∈ UN by the formula
∀ n ∈ N,
(
p(u)
)
(n) =
∑
k
pk u(n+ k).
Let U [T ] be the set of polynomials in T with oeients in U , alias the set of poly-
nomial maps from C to U .
The theory of linear reurrene sequene relies on the fat that if p = α
∏
1≤ k≤ c
(T − ωk)
rk
is the deomposition into irreduible fators of some non-zero polynomial p, then p(u) = 0
if and only if there exist q1, . . . , qc ∈ U [T ] with deg qk ≤ rk − 1 suh that
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∀ n ∈ N, u(n) =
∑
1≤k≤c
ωnk qk(n).
As a onsequene, it is lear that Iu := {p ∈ C[T ], p(u) = 0} is an ideal of C[T ].
We say that u is a linear reurrene sequene when Iu 6= {0}. In this ase, the minimal
polynomial of u is the (unique) moni polynomial µu generating the ideal Iu.
We say that u is of exponential type if the following equivalent assertions are satised:
(i) there exist ω1, . . . , ωc ∈ C, q1, . . . , qc ∈ U suh that ∀ n, u(n) =
∑
1≤k≤c
ωnk qk.
(ii) µf has single roots.
If l : U → V is any linear map, let us note that v := l(u) is still a linear reurrene
sequene and that µv divides µu.
If A ∈Mk(C) is a square matrix, one ould easily hek that the minimal polynomial
of A is equal to the minimal polynomial of the linear reurrene sequene n 7→ An.
Let now f ∈ LF be a LF plane polynomial automorphism. One ould also hek that
the minimal polynomial of f is equal to the minimal polynomial of the linear reurrene
sequene n 7→ fn (see [7℄ for details).
Let us now begin the proof.
First ase. f admits at least one xed point ξ.
If (ωi)1≤ i≤ r are the roots of µf , there exist polynomial endomorphisms hi,j suh that
fn =
∑
i,j
ωni n
jhi,j for any n ≥ 0. Dierentiating at the point ξ, we get f
′(ξ)n =
∑
i,j
ωni n
j(hi,j)
′(ξ), so that the eigenvalues of the matrix f ′(ξ) are among the ωi's. But
sine ξ is a xed point, these eigenvalues are the pseudo-eigenvalues of f .
Seond ase. f admits no xed point.
By theorem 3.5 of [4℄, f an be expressed as f = ϕ ◦ t ◦ ϕ−1 where ϕ ∈ G, p ∈ C[Y ],
b ∈ C∗ and either
(i) t = (X + 1, bY );
(ii) t = (X + p(Y r), bY ) where r ≥ 2, br = 1, p(0) = 1;
(iii) t = (X + p(Y ), Y ).
Subase (i).
We have fn = ϕ ◦ (X +n, bnY ) ◦ϕ−1 for any n ≥ 0. Let ψ := ϕ−1 and let (e1, e2) be
the anonial basis of the C[X,Y ]-module C[X,Y ]2. Sine the family ψi1ψ
j
2 for i, j ≥ 0
is a basis of C[X,Y ], the family ψi1ψ
j
2
ek is a basis of E = C[X,Y ]
2
.
If ϕk =
∑
i,j
ϕk,i,j X
iY j for k = 1, 2, an easy omputation would show that the ψ1ek-
omponent of fn is
∑
i
iϕk,i,0 n
i−1
and that the ψ2ek-omponent of f
n
is
∑
i
ϕk,i,1 n
ibn.
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But the matrix
[
ϕ1,1,0 ϕ1,0,1
ϕ2,1,0 ϕ2,0,1
]
orresponds to the linear part of ϕ so that it is invertible.
Therefore at least one of the ϕk,1,0 is non-zero showing that 1 is a root of the minimal
polynomial of the linear reurrene sequene sending n to the ψ1ek-omponent of f
n
.
Consequently, 1 is a root of the linear reurrene sequene sending n to fn. This means
that µf (1) = 0. In the same way, at least one of the ϕk,0,1 is non-zero showing that
µf (b) = 0.
Subase (ii).
We have fn = ϕ◦ (X +np(Y r), bnY )◦ϕ−1 for any n ≥ 0. We go on as in subase (i).
The omputations are slightly dierent, but the results (and onlusions) are exatly the
same.
Subase (iii).
We reall that a linear reurrene sequene is polynomial if and only if its minimal
polynomial is of the kind (T − 1)d. We onlude by noting that the sequene n 7→ fn is
obviously polynomial. 
3. The trae.
It is natural to set the following
Denition. If f ∈ LF has pseudo-eigenvalues {a, b}, its trae is Tr f := a+ b.
Remark. The trae is by onstrution an invariant of onjugation. It is well-known
that the Jaobian map Jac : G → C∗ also. In the loally nite ase, we have of ourse
Jac f = ab.
Question 2.1. Is the map Tr : LF → C regular?
This means that for any m the restrited map LF≤m → C is regular. This regularity
would imply a positive answer to the following
Question 2.2. Is the map Tr : LF≤m → C ontinuous for the transendental topology?
Remark. This ontinuity would easily prove the most diult point of our main the-
orem. If f, g are semisimple automorphisms suh that g belongs to the losure of the
onjugay lass of f , we want to show that they have the same pseudo-eigenvalues. In-
deed, it is lear that Jac f = Jac g and the above ontinuity would show that Tr f = Tr g.
Denition. Let U (resp. S) be the set of LF polynomial automorphisms whose pseudo-
eigenvalues are equal to 1 (resp. are dierent from 1).
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Remarks. 1. By theorem 2.3 of [7℄ U is the set of polynomial automorphisms f satisfying
the following equivalent assertions:
(i) f is unipotent, i.e. f is annihilated by (T − 1)d for some d;
(ii) f is the exponential of some loally nilpotent derivation of C[X,Y ].
2. It is easy to hek that S is the set of LF automorphisms admitting a single
xed point (in fat, we will see in proposition 2.1 below that we an get rid of the LF
hypothesis).
3. Sine U = Tr−1({2}) ∩ Jac−1({1}) and S = {f ∈ LF , Tr(f) 6= 1 + Jac(f)}, the
regularity of the trae would imply diretly that U (resp. S) is losed (resp. open) in
LF .
Let us hek that U is losed. If m ≥ 1, let d be the dimension of E≤m and let p(T ) =
(T − 1)d ∈ C[T ]. By assertion (iv) of theorem 2.1, we get U≤m = {f ∈ E≤m, p(f) = 0}.
This shows that U≤m is losed in E≤m for any m, i.e. U is losed in E .
We will show in the next subsetion that S is open in LF .
4. The set S.
Denition. If f, g are polynomial endomorphisms of A2
C
, let us dene their oinidene
ideal ∆(f, g) as the ideal generated by the f∗(p)− g∗(p), where p desribes C[X,Y ].
The oinidene ideal ∆(f, id) will be alled the xed point ideal of f .
Remarks. 1. The losed points of SpecC[X,Y ]/∆(f, g) orrespond to the points ξ ∈ A2
C
suh that f(ξ) = g(ξ).
2. Using the relation f∗(uv) − g∗(uv) = f∗(u)[f∗(v) − g∗(v)] + g∗(v)[f∗(u)− g∗(u)],
we see that if the algebra C[X,Y ] is generated by the uk (1 ≤ k ≤ l), then the ideal
∆(f, g) is generated by the f∗(uk)− g
∗(uk) (1 ≤ k ≤ l).
3. In partiular, ∆(f, g) =
(
f∗(X)− g∗(X), f∗(Y )− g∗(Y )
)
= (f1 − g1, f2 − g2).
The omputation of the set of xed points of a triangular automorphism is easy and
left to the reader. We obtain the following result (see also lemma 3.8 of [4℄).
Lemma 2.3. If f ∈ LF , the set of its xed points is either empty, either a point of
multipliity 1 (if f ∈ S) or either a nite disjoint union of subvarieties isomorphi to A1.
Let us note that saying that an automorphism admits exatly 1 xed point with
multipliity 1 amounts to saying that its xed point ideal is a maximal ideal of C[X,Y ].
Using the amalgamated struture of G, it is observed in [4℄ that a polynomial auto-
morphism f ∈ G is either triangularizable (i.e. belongs to LF) or onjugate to some
ylially redued element g (see I.1.3 in [19℄ or page 70 in [4℄ for the denition). In
this latter ase, the degree d of g is ≥ 2 and it is shown in theorem 3.1 of [4℄ that
7
dimC[X,Y ]/∆(g, id) = d. As a onlusion, we obtain the nie haraterization of ele-
ments of S:
Proposition 2.1. If f ∈ G, the following assertions are equivalent:
(i) f ∈ S;
(ii) f has a unique xed point of multipliity 1;
(iii) the xed point ideal of f is a maximal ideal of C[X,Y ].
The next result is taken from lemma 4.1 of [7℄ and will be used to prove propositions
2.2 and 2.3 below.
Lemma 2.4. Any triangularizable automorphism f an be triangularized in a "good"
way with respet to the degree: there exist a triangular automorphism t and an auto-
morphism ϕ suh that f = ϕ ◦ t ◦ ϕ−1 with deg f = deg t (deg ϕ)2.
The vetor spae A2
C
will be endowed with the norm ‖ (α, β) ‖=
√
|α|2 + |β|2. The
open (resp. losed) ball of radius R ≥ 0 entered at a point ξ ∈ A2
C
will be denoted by
Bξ,R (resp. B
′
ξ,R). If ξ = 0, we will write BR (resp. B
′
R) instead of B0,R (resp. B
′
0,R).
Sine E is omposed of C∞ maps from A2
C
to A2
C
, it is endowed with the Ck-topology
(for eah k ≥ 0) whih is the topology of uniform onvergene of the k rst derivatives on
all ompat subsets. However, E≤m being a nite dimensional omplex vetor spae, it
admits a unique Hausdor topologial vetor spae struture. Therefore, the Ck-topology
on E≤m is nothing else than the transendental topology. We nish these topologial
remarks by realling that for any onstrutible subset of some omplex algebrai variety,
the (Zariski-)losure oinide with the transendental losure (see for example [15℄).
Proposition 2.2. S is an open subset of LF .
Proof. We want to show that S≤m is open in LF≤m.
Claim. S≤m is a onstrutible subset of LF≤m.
Let T be the variety of triangular automorphisms of the form (aX + p(Y ), bY + c)
where a, b ∈ C \ {0, 1}, c ∈ C and p ∈ C[Y ] is a polynomial of degree ≤ m.
The image W of the morphism G≤m × T → G, (ϕ, t) 7→ ϕ ◦ t ◦ ϕ
−1
is onstrutible
and S≤m = W ∩ LF≤m by lemma 2.4 so that the laim is proved.
It is enough to show that S≤m is open for the transendental topology. Let f be a
given element of S≤m and let ξ ∈ A
2
be its xed point. The map F := f − id is a loal
dieomorphism near ξ sine F ′(ξ) is invertible. Let ε, η > 0 be suh that Bη ⊆ F (Bξ,ε)
and ∀x ∈ Bξ,ε, |detF
′(x)| ≥ η. If g is "near" f for the C1-topology, then G := g − id
will be "near" F so that we will have Bη/2 ⊆ G(Bξ,ε) and ∀x ∈ Bξ,ε, |detG
′(x)| ≥ η/2.
Therefore, g will have an isolated xed point in Bξ,ε. If g ∈ LF , lemma 2.3 shows us
that g ∈ S. 
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The next statement is given on page 49 of [10℄ (f. the appliation of theorem 3).
The result is also given for the eld of rationals on page 312 of [14℄. However, the proof
remains unhanged for the eld of omplex numbers. Finally, 57 of [18℄ ontains a
similar result.
Theorem 2.2. Let K := d + (sd)2
n
. If p, p1, . . . , ps ∈ C[X1, . . . ,Xn] are of degree ≤ d
and if p ∈ (p1, . . . , ps), there exist λ1, . . . , λs ∈ C[X1, . . . ,Xn] suh that
(i) p =
∑
1≤ i≤ s
λi pi and (ii) deg λi ≤ K for all i.
If f ∈ S, its xed point ξ = (α, β) ∈ A2 is impliitely dened by the equality of
the ideals (f1 − X, f2 − Y ) and (X − α, Y − β). Using theorem 2.2, one an express
more "eetively" α, β in terms of f1, f2. Indeed, if m ≥ 1 and Km := m + (2m)
4
,
then for any f ∈ S≤m there exist λ1, . . . , λ4 ∈ C[X,Y ] of degree ≤ Km suh that
X − α = λ1 (f1 −X) + λ2 (f2 − Y ) and Y − β = λ3 (f1 −X) + λ4 (f2 − Y ). Even with
suh "eetive" results, we were not able to answer the following
Question 2.3. Is the map Fix : S → A2 sending f ∈ S to its unique xed point regular?
This means that for any m the restrited map S≤m → A
2
is regular. The proof of
proposition 2.2 shows us at least that it is ontinuous for the transendental topology.
5. Semisimple automorphisms.
Aording to [7℄, a plane polynomial automorphism f is said to be semisimple if the
following equivalent assertions are satised:
(i) f∗ is semisimple (i.e. C[X,Y ] admits a basis of eigenvetors);
(ii) f ∈ LF and µf has single roots;
(iii) f admits a vanishing polynomial with single roots.
Let us note that the lass of semisimple automorphisms is invariant by onjugation.
Therefore, it results from proposition 2.3 below that (i-iii) are still equivalent to:
(iv) f is diagonalizable.
Lemma 2.5. If t = (aX + p(Y ), bY + c) is a triangular semisimple automorphism, there
exists a triangular automorphism χ of the same degree suh that t = χ ◦ (aX, bY ) ◦χ−1.
Proof.
First step. Redution to the ase c = 0.
If b = 1, let us show that c = 0. The seond oordinate of the n-th iterate tn is
Y + nc. Sine t is semisimple, the sequene n 7→ Y + nc must be of exponential type
showing that c = 0.
If b 6= 1, set l := (X,Y + cb−1 ) and replae t by l ◦ t ◦ l
−1 = (aX + p(Y ), bY ).
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Seond step. Redution to the ase p = 0.
If χ := (X + q(Y ), Y ), we get χ ◦ (aX, bY ) ◦ χ−1 = (aX + q(bY ) − aq(Y ), bY ). Let
us write p =
∑
kpkY
k
. To show the existene of q (of the same degree as p) satisfying
q(bY )− aq(Y ) = p(Y ) it is enough to show that a = bk implies pk = 0.
For any n ≥ 0, let un be the Y
k
-oeient of the rst omponent of tn. If a = bk, we
get un+1 = aun+pka
n
, so that un = na
n−1pk. The sequene n 7→ un being of exponential
type, we obtain pk = 0. 
Combining lemmas 2.4 and 2.5, any semisimple automorphism an be written
f = (ϕ ◦ χ) ◦ (aX, bY ) ◦ (ϕ ◦ χ)−1 with deg f = degχ (degϕ)2.
Sine deg(ϕ ◦ χ) ≤ degϕ degχ ≤ deg f , we get:
Proposition 2.3. Any semisimple automorphism f an be written f = ψ◦(aX, bY )◦ψ−1
where ψ is an automorphism satisfying degψ ≤ deg f .
Corollary 2.2. Two semisimple automorphisms are onjugate if and only if they have
the same pseudo-eigenvalues.
If f ∈ G, let C(f) := {ϕ ◦ f ◦ ϕ−1, ϕ ∈ G} be its onjugay lass. By denition, C(f)
is losed in G if and only if C(f)≤m is losed in G for any m ≥ 1. However, if Z ⊆ G, let
us note that in general, we do not have Z =
⋃
m≥ 1
Z≤m.
Corollary 2.3. If f is a semisimple automorphism, then C(f)≤m is a onstrutible
subset of E≤m (for any m ≥ 1).
Proof. We an assume that f = (aX, bY ). The image Z of the map G≤m → G,
ϕ 7→ ϕ ◦ f ◦ ϕ−1 is onstrutible and C(f)≤m = Z ∩ G≤m by proposition 2.3. 
Remarks. 1. This result shows us that the Zariski-losure of C(f)≤m oinide with its
transendental losure (see subsetion 3.2).
2. One ould show that C(f)≤m is a onstrutible subset of E≤m for any f , but we
do not need this result.
Lemma 2.6. If f is semisimple, any element of C(f)≤m also.
Proof. We may assume that f = (aX, bY ). Any element whih is linearly onjugate to
f is annihilated by µf , but for a general element of C(f), this is no longer true. However,
we will build a polynomial p with single roots annihilating any element of C(f)≤m. By
propostion 2.3, any g ∈ C(f)≤m an be written g = ϕ◦f◦ϕ
−1
with degϕ ≤ m. Therefore,
for any n ≥ 0, we have gn = ϕ ◦ (anX, bnY ) ◦ϕ−1. If we set Ω := {akbl, 0 ≤ k+ l ≤ m},
there exists a family of polynomial endomorphisms hω (ω ∈ Ω) suh that g
n =
∑
ω∈Ω
ωnhω
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for any n. In other words (see 1.3 of [7℄ for details), p(g) = 0, where p(T ) :=
∏
ω∈Ω
(T −ω).
The equality p(g) = 0 remains true if g ∈ C(f)≤m. 
III. PROOF OF THE MAIN THEOREM.
1. Algebrai lemma.
The aim of this subsetion is to prove the following result whih in some sense means
that the spetrum of a linear endomorphism remains unhanged at the limit (see lemma
2.1).
Lemma 3.1. Let f = (aX, bY ) ∈ G. If (αX, βY ) ∈ C(f)≤m, then < α, β >=< a, b >.
Our proof will use a valuative riterion that we give below. We are indebted to Mihel
Brion for his useful advie on this subjet. Even if suh a riterion sounds familiar (see
for example [16℄, hap. 2, 1, pp 52-54 or [8℄,  7), we have given a brief proof of it for
the sake of ompleteness.
Let C[[t]] be the algebra of omplex formal power series and let C((t)) be its quotient
eld. If V is a omplex algebrai variety and A a omplex algebra, V (A) will denote the
points of V with values in A, i.e. the set of morphisms SpecA → V . If v is a losed
point of V and ϕ ∈ V
(
C((t))
)
, we will write v = lim
t→0
ϕ(t) when:
(i) the point ϕ : SpecC((t))→ V is a omposition SpecC((t))→ SpecC[[t]]→ V ;
(ii) v is the point SpecC→ SpecC[[t]]→ V .
For example, if V = A1
C
and ϕ ∈ V
(
C((t))
)
= C((t)), we will write v = lim
t→0
ϕ(t) when
ϕ ∈ C[[t]] and v = ϕ(0).
Valuative riterion. Let f : V → W be a morphism of omplex algebrai varieties
and let w be a losed point of W . The two following assertions are equivalent:
(i) w ∈ f(V );
(ii) w = lim
t→0
f(ϕ(t)) for some ϕ ∈ V
(
C((t))
)
.
Proof.
(i) =⇒ (ii). If w ∈ f(V ) \ f(V ), there exists an irreduible urve C of V suh that
z ∈ f(C) (see the orollary on page 262 of [12℄). Therefore, we may assume that V is
an irreduible urve. By normalizing V and by Nagata's theorem (see [17℄), we may
suppose that V is smooth and that W is omplete. Let C be "the ompletion" of V ,
i.e. a smooth projetive urve ontaining V as an open subset. Sine W is omplete,
f an be (uniquely) extended in a morphism f : C → W . We have f(V ) = f(C), so
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that it is enough to show that for any point x ∈ C, there exists ϕ ∈ V
(
C((t))
)
suh
that x = lim
t→0
ϕ(t). We an assume that x /∈ V beause otherwise there is nothing to do.
Finally, taking a well hosen ane neighborhood of x in C, we an suppose that C is
ane and that V = C \{x}. Let O(C) be the algebra of regular funtions on C, let OC,x
be the loal ring of x on C and let ÔC,x be its ompletion. We have natural injetions
O(C) →֒ OC,x →֒ ÔC,x and it is well-known that ÔC,x ≃ C[[t]]. Let C(C) →֒ C((t)) be
the extension to elds of frations of the map O(C) →֒ C[[t]]. We have the ommutative
diagram:
O(C)
 _

 
// OC,x
 
// ÔC,x
∼
// C[[t]]
 _

O(V )
 _

 y
ϕ∗
++WW
W
W
W
W
W
W
W
W
W
W
W
W
W
W
W
W
W
W
W
W
W
W
W
W
W
C(C) 

// C((t))
where ϕ∗ : O(V ) → C((t)) is the algebra morphism orresponding to the point ϕ :
SpecC((t))→ V whih we were looking for.
(ii) =⇒ (i). It is well-known. 
Remark. Note the analogy with the metri ase where w ∈ f(V ) if and only if there
exists a sequene (vn)n≥1 of V suh that w = lim
n→+∞
f(vn).
Proof of lemma 3.1. Assume that γ := (αX, βY ) ∈ C(f)≤m.
If Ω := {akbl, 0 ≤ k+l ≤ m}, the proof of lemma 2.6 tells us that α, β ∈ Ω ⊆< a, b >,
so that < α, β >⊆< a, b >.
Let us prove the reverse inlusion. By proposition 2.3, C(f)≤m is inluded in the
image of the map G≤m → G, ϕ 7→ ϕ
−1 ◦ f ◦ ϕ. Using the above valuative riterion,
we get the existene of ϕ ∈ G≤m
(
C((t))
)
suh that if g := ϕ−1 ◦ f ◦ ϕ ∈ G
(
C((t))
)
,
then γ = lim
t→0
gt. We have g
∗
t = ϕ
∗
t ◦ f
∗ ◦ (ϕ∗t )
−1
as linear endomorphisms of the C((t))-
vetor spae C((t))[X,Y ]. Therefore uk, l := ϕ
∗
t (X
kY l) is an eigenvetor of g∗t assoiated
with the eigenvalue akbl. Let m ∈ Z be suh that vk, l := t
muk, l admits a nonzero
limit vk, l when t goes to zero. We have g
∗
t (vk, l) = a
kblvk, l and setting t = 0, we get
γ∗(vk, l) = a
kblvk, l. Hene a
kbl is an eigenvalue of γ∗, so that akbl ∈< α, β >. 
2. Topologial lemmas.
Lemma 3.2. Let f = (aX, bY ) ∈ G. If (αX, βY ) ∈ C(f)≤m with α, β 6= 1, then
{α, β} = {a, b}.
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Proof.
Claim. For any ε > 0 there exists a C0-neighborhood U of γ := (αX, βY ) in E≤m suh
that any g ∈ U admits a xed point in Bε.
Indeed, there exists an η > 0 suh that Bη ⊆ (γ − id)(Bε), so that there exists a
C0-neighborhood U of γ suh that any g ∈ U satises 0 ∈ (g − id)(Bε).
Let (gn)n≥1 be a sequene of C(f)≤m suh that γ = lim
n→∞
gn for the C
1
-topology. By
the laim, there exists a sequene (ξn)n≥1 of points of A
2
suh that gn(ξn) = ξn and
lim
n→∞
ξn = 0. Therefore, we have γ
′(0) = lim
n→∞
g′n(ξn) for the usual topology of M2(C).
Sine Tr γ′(0) = α+ β and Tr g′n(ξn) = a+ b, we get α+ β = a+ b. But αβ = ab (using
the Jaobian), so that {α, β} = {a, b}. 
We will admit the following onvexity lemma.
Lemma 3.3. If B′ is a losed ball in an eulidian spae, there exists a C2-neighborhood
of the identity map on the spae suh that for any g in this neighborhood, g(B′) is onvex.
Remark. Let B′ := {ρeiθ, θ ∈ R, 0 ≤ ρ ≤ 1} be the unit dis in C. If g is "near"
the identity for the C2-topology, then we will have g(B′) = {ρeiθ, θ ∈ R, 0 ≤ ρ ≤ r(θ)}
where r : R→ R is a 2π -periodi map whih is "near" the map s ≡ 1 for the C2-topology.
The urvature of the parametrized urve θ 7→ r(θ)eiθ at the point θ is well-known to be
C =
r2 + 2 r′ 2 − r r′′
(r2 + r′ 2)
3
2
. If r is "near" s for the C2-topology, it is lear that C > 0 at eah
point, showing that g(B′) is onvex.
Lemma 3.4. If f is a nite-order automorphism, C(f) is losed in G.
Proof. We may assume that f = (aX, bY ) where aq = bq = 1 for some q ≥ 1. It is
enough to show that if γ = (αX, βY ) ∈ C(f)≤m for some m, then {α, β} = {a, b}.
We begin to note that gq = id for any g ∈ C(f).
Claim. For any ε > 0 there exists a C2-neighborhood U of γ in E≤m suh that if g ∈ U
and gq = id, then g admits a xed point in B′ε.
Let us note that γ(B′ε) = B
′
ε. It is enough to take for U a C
2
-neighborhood of γ
suh that for any g ∈ U and any 0 ≤ k < q, gk(B′ε) is a onvex set ontaining the origin.
Indeed, if g ∈ U and gq = id, then K :=
⋂
0≤ k< q
gk(B′ε) is a non-empty ompat onvex
set suh that g(K) = K. By Brouwer xed point theorem, g admits a xed point in
K ⊆ B′ε and the laim is proved.
We nish the proof exatly as in lemma 3.2. 
3. The proof.
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(=⇒) Thanks to proposition 2.3 it is enough to show that if f = (aX, bY ) ∈ G, then
C(f) is losed in G. Thanks to lemma 2.6 it is enough to show that if γ = (αX, βY ) ∈
C(f)≤m for some m, then {α, β} = {a, b}.
First ase. α, β 6= 1.
We onlude by lemma 3.2.
Seond ase. α or β = 1. We an assume that α = 1.
Sine Jac γ = Jac f , we have β = ab. But < a, b >=< β > by lemma 3.1, so that
there exist k, l ≥ 0 suh that a = βk, b = βl.
First subase. β is not a root of unity.
The equality β = ab gives us β = βk+l, so that 1 = k + l. We get {k, l} = {0, 1}, so
that {a, b} = {1, β} = {α, β}.
Seond subase. β is a root of unity.
It is lear that a, b are also roots of unity. Therefore, f is a nite-order automorphism
and we onlude by lemma 3.4.
(⇐=) Let f be any polynomial automorphism. We want to show that C(f) ontains
a semisimple polynomial automorphism. It is suient to show that it ontains a linear
automorphism. Indeed, in the linear group it is well-known that any onjugay lass
ontains in its losure a (linear) semisimple automorphism.
First ase. f is triangularizable.
We an assume that f = (aX + p(Y ), bY + c). If lt := (tX, Y ) and rt := (X, tY ) ∈ G
for t ∈ C∗, we have lim
t→0
lt◦f ◦(lt)
−1 = (aX, bY +c). Therefore, u := (aX, bY +c) ∈ C(f).
But rt ◦ u ◦ (rt)
−1 ∈ C(f) for any t 6= 0 and lim
t→0
rt ◦ u ◦ (rt)
−1 = (aX, bY ).
Seond ase. f is not triangularizable.
We an assume that f is ylially redued of degree d ≥ 2. By theorem 3.1 of [4℄, f
has exatly d xed points (ounting the multipliities). In partiular, it has a xed point
and by onjugating we an assume that it xes the origin. Therefore, if ht := (tX, tY ) ∈ G
for t 6= 0, then lim
t→0
(ht)
−1 ◦ f ◦ ht is equal to the linear part of f . 
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