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Abstract
The universe is filled with cosmic microwave background (CMB) radiation. We can
detect these photons in every direction with nearly the same intensity. The tiny
intensity variation is called the CMB temperature anisotropy and it reflects the
inhomogeneities of the universe during the photon decoupling. Cosmological the-
ories, that describe the early universe, predict the statistical properties of these
anisotropies. Therefore CMB observations are important when determining the val-
ues of the cosmological parameters of these theories. In this thesis we restrict our-
selves to temperature observations and do not consider polarization here.
The CMB temperature anisotropy can be displayed as a pixelized map over the
celestial sphere. Map-making and angular power spectrum estimation are important
steps in the data processing of a CMB experiment. Destriping is an efficient method
to reduce the level of correlated (1/f) noise in the observed data. In this thesis we
have developed a maximum-likelihood approach to destriping and use these methods
to make maps from the simulated observations of the Low Frequency Instrument
(LFI) of the Planck satellite. We compare these output maps to the output maps
of general least squares (GLS) map-making algorithms. Under the assumption of
Gaussian distributed noise GLS algorithms are implementations of the maximum-
likelihood map-making. Therefore their output maps fall close to the minimum vari-
ance map. Destriped maps are not optimal in this maximum-likelihood sense. Our
results reveal, however, that the difference in the map noise between destriped and
GLS output maps is very small in these cases. The map-making methods cause error
in the signal part of the output maps too. The source of this error is the subpixel
structure of the signal. Its coupling to the output map varies in different map-making
methods. This error was larger for GLS than for destriping, but in both cases it was
clearly smaller than the level of the noise in the maps.
In this thesis we also studied the angular power spectrum estimation from the
output maps of destriping. We found that the map-making error due to pixeliza-
tion noise had an insignificant effect in the power spectrum estimates. We noticed,
however, that the non-uniform distribution of observations in the output map pixels
caused high-` excess power in the power spectrum estimates. We corrected for this
by subtracting a signal bias whose value we estimated using Monte Carlo simula-
tions. The angular power spectrum estimates, that we obtained, were unbiased and
their errors were close to their theoretical expectations.
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Chapter 1
Introduction
The universe is filled with cosmic microwave background (CMB) radiation. We can
detect these photons in every direction with nearly the same intensity. They have
a blackbody spectrum of mean temperature T0 = 2.725 K ([4]). The CMB radi-
ation was first observed in 1965 ([5]). There is a small temperature difference δT
between photons coming from different directions. This is called the CMB temper-
ature anisotropy. Its typical magnitude is δT/T0 . 10
−4. The CMB anisotropy was
first observed by COBE satellite in 1992 ([6]).
The CMB photons were generated during photon decoupling, where photons be-
came free from the baryon interactions due to the formation of stable atoms. Photon
decoupling took place about 380 000 years after the big bang ([7]). The CMB tem-
perature anisotropy, that we see today, reflects the inhomogeneities of the universe
during the photon decoupling and, to a small extent, also later inhomogeneities.
Theories, that describe the early universe, predict the statistical properties of the
CMB anisotropies that we observe today. Therefore CMB observations are important
when we choose between these theories and determine the values of the cosmological
parameters.
The CMB temperature anisotropy is usually displayed in a pixelized map over the
celestial sphere. The angular power spectrum of that map is a quantity whose value
is predicted by the cosmological theories. Map-making and angular power spectrum
estimation from the observed data are important steps in the data processing of
a CMB experiment. In this thesis we restrict ourselves to the map-making and
power spectrum estimation from the temperature anisotropy observations. We do
not consider polarization here.
We introduce the reader to the CMB data processing from two directions. In
Chapter 2 we give a brief discussion on CMB physics and show how the angular
power spectrum, that we observe today, depends on the inhomogeneities of the
universe during photon decoupling. In Chapter 3 we describe the relevant aspects
of a satellite CMB experiment that we need to know in order to understand the
observed data that we use as an input in the map-making. We use the Planck
experiment as an example here ([8], [9]).
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The noise of the detectors is an important source of error in a CMB experiment.
In this thesis we assume that the detector noise is a sum of correlated (1/f) and
non-correlated (white) noise. The correlated part of the noise, when coupled to
the observing strategy, will lead to stripes in the final maps. Destriping is a map-
making method which, in its simplest form, models the correlated noise with uniform
baselines and uses the observations of pixels, that are monitored several times during
the mission, to solve the estimates of the baseline magnitudes. When the baselines
have been subtracted from the observed data, the cleaned data can be averaged
(binned) to the output map pixels.
Destriping was first introduced to the CMB map-making in the early planning
phases of the Planck experiment ([68]). It is an efficient map-making algorithm
which requires no prior knowledge on the instrument noise. However, it is not op-
timal in the sense that it does not produce a minimum variance map. Under the
assumption of Gaussian distributed noise the maps produced by the general least
squares (GLS) map-making algorithms ([56] - [61]) produce maps that fall closer to
the minimum variance map.
In this thesis we developed a maximum likelihood approach to destriping and
implemented map-making codes that use these principles (paper I [1]). Compared to
the destriping methods of other authors ([69] - [73]) our method differs in the weights
it gives to the observed pixels. Our weights arise from the maximum-likelihood
analysis while the weights of the other authors are more heuristic. We compare in
paper I ([1]) the maps of our weights to the maps of the weights of the other authors.
Using simulated observations of a Planck detector we also compared the output
maps of our implementation of the destriping method and two implementations of
the GLS method (paper III [3]).
A discussion of the map-making problem and map-making algorithms is given in
Chapter 4 of this thesis. The results of the above map comparisons are given there
as well.
In this thesis we also studied angular power spectrum estimation from the output
maps of destriping (paper II [2]). We used Monte Carlo methods to reveal the
accuracy of our power spectrum estimates. A thorough discussion of the angular
power spectrum estimation and the results of the study (paper II [2]) are given
in Chapter 5 of this thesis. Appendices A and B provide some further details to
Chapter 5.
Chapters 2 and 3 are introductions to the map-making and angular power spec-
trum estimation, which are the main research topics of this thesis. They are discussed
in Chapters 4 and 5 and in papers I - III of this thesis. We did not carry out any re-
search on CMB physics in this thesis. Therefore Chapter 2 just gives a brief overview
of this topic.
2
Chapter 2
CMB Physics
2.1 Introduction
When the universe had cooled to T ≈ 3000 K, protons and electrons were able
to form stable hydrogen atoms. Before that all matter was in a plasma state and
the photon mean free path was short due to Compton scattering from the charged
particles and ions (atomic nuclei). Frequent scattering maintained the photons and
baryons in a thermal equilibrium and they can be described as a single ”baryon-
photon” fluid at that time. The build-up of hydrogen atoms decreased the density of
free electrons and the mean free path of the photons was rapidly increased allowing
them to propagate nearly freely. The epoch when the photons became free from
the baryon-photon fluid is called the photon decoupling. It occurred about 380 000
years after the big bang at redshift zdec ≈ 1089 ([7]). It was not an instantaneous
event but it lasted about 120 000 years ([7]). The value of a quantity at the photon
decoupling is denoted with a subscript ”dec” in this chapter.
Photons liberated at decoupling have propagated to us and we can detect them
today. We can see them coming to us from all directions with a nearly constant
intensity. The stream of these photons is the CMB radiation. Before the CMB was
detected by Penzias and Wilson in 1965 ([5]) its existence was theoretically predicted
(see e.g. [10] - [14]). The mean temperature of the CMB photons, that we see today,
has redshifted to T0 = 2.725 K ([4]).
Already before the detection of the CMB it was anticipated that the energy
density (ρ) of the early universe (before photon decoupling) was not perfectly ho-
mogeneous but it had some small non-homogeneous perturbations (see e.g. [15] -
[17])
ρ(t,x) = ρ¯(t) + δρ(t,x). (2.1)
Here ρ¯(t) is the homogeneous part of the energy density. It has the same value
in every space-point of the universe and it depends only on time (t). The non-
homogeneous energy-density perturbation δρ(t,x) depends both on space (indicated
by 3-vector x) and time. It is assumed that the energy density perturbations were
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small (|δρ(t,x)| ¿ ρ¯(t)) in the early universe. The regions of energy overdensity of
the early universe have grown to the galaxies that we see today.
The energy density perturbations caused perturbations in the intensity of CMB
photons. These CMB perturbations were predicted theoretically (see e.g. [15] - [17])
and they were detected by the COBE satellite in 1992 ([6]). According to the
COBE observations the CMB photons coming to us from different directions have
slightly different temperatures. The relative differences are 10−5 . . . 10−4. This vari-
ation (relative to the mean temperature T0) is called the CMB anisotropy signal. It
has a distinct value in every point of the celestial sphere and the observations of the
CMB anisotropy field are usually displayed as a map over the sphere.
It is widely believed that the universe underwent a period of an exponential
expansion in its early history (. 10−32 s after the big bang). This expansion is
called inflation. One or more scalar fields (inflaton fields) could have caused the
rapid expansion. Vacuum fluctuations of those fields lead to perturbations in the
energy-momentum tensor. The inflation model predicts that the energy density per-
turbations were initiated during the inflation period (∼ 10−32 s after the big bang).
In this chapter of this thesis we apply units where c = ~ = kB = 1.
2.2 Perturbed Universe
Because we assume that the early universe was nearly homogeneous with some small
non-homogeneous perturbations, it can be described with a metric gµν that is a sum
of a metric of a homogeneous spacetime and a small non-homogeneous perturbation
gµν = g¯µν + δgµν . (2.2)
The homogeneous universe with the metric g¯µν is called the background universe.
The metric of the perturbed universe is gµν(t,x).
Because we assume that the perturbations are small (relative to their background
values), our perturbed universe can be approximately described by first order per-
turbation theory of general relativity. In this theory every quantity is a sum of its
background quantity and a small perturbation: h = h¯ + δh. We denote with an
overbar the quantities of the background universe. They depend on time only. We
will drop from all equations the terms which are of order O(δh2) or higher. Thus
the perturbation of a quantity depends on the perturbations of the other quantities
through linear equations.
In general relativity the development of the universe is determined by the Ein-
stein equations
Gµν = 8piGT
µ
ν . (2.3)
Here T µν is the energy-momentum tensor, G is the gravitational constant and G
µ
ν is
the Einstein tensor. The latter depends on the metric tensor and its first and second
derivatives with respect to the spacetime coordinates xµ. The Einstein equations are
valid separately in the perturbed and in the background universes. Subtracting the
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Einstein equations of these universes from each other leads to the Einstein equations
between the perturbations δGµν and δT
µ
ν .
The fact that Gµν;µ = 0 (subscript ”;µ” means a covariant derivation with respect
to xµ) leads to energy-momentum continuity equations T µν;µ = 0. They apply in both
perturbed and background universes. Energy-momentum continuity equations can
be used instead of some of the Einstein equations.
In this chapter we assume, for simplicity, that the background universe is a flat
Friedmann-Robertson-Walker (FRW) universe. Its metric in comoving coordinates
(t, x, y, z) is
ds2 = g¯µνdx
µdxν = −dt2 + a2(t)[dx2 + dy2 + dz2]. (2.4)
In this chapter we apply a summation rule where we sum over the repeated indeces
(Einstein summation rule). The function a(t) is the scale factor.
We will often use the conformal time η instead of the coordinate time t. They
are related by dη = dt/a(t). Using conformal time the background metric is
ds2 = a2(η)[−dη2 + dx2 + dy2 + dz2]. (2.5)
We assume that the background energy-momentum tensor can be approximated
by the perfect fluid energy-momentum tensor
T µν = diag(−ρ¯, p¯, p¯, p¯), (2.6)
where p¯ is the background pressure of the fluid. The equations for the scale factor
can be obtained from the 0 − 0 and i − i components of the background Einstein
equations. These equations (for the scale factor) are called the Friedmann equations.
We give them here using the conformal time.
H2 ≡
(
a′
a
)2
=
8piG
3
ρ¯a2 (2.7)
and
H′ = −4piG
3
(ρ¯+ 3p¯)a2, (2.8)
where ′ ≡ d/dη and H ≡ a′/a is the comoving Hubble parameter. Its relation to the
ordinary Hubble parameter H is H = aH. Unless otherwise noted we normalize the
scale factor to have value a0 = 1 today (subscript ”0” of a quantity means its value
today). In this normalization a comoving value of a quantity equals its value today.
The continuity equation T¯ µ0;µ = 0 of the background universe gives
ρ¯′ = −3H(ρ¯+ p¯). (2.9)
A thorough discussion of the perturbation theory in the FRW universe is given
in e.g. [18] - [20]. We just give some main results here.
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The perturbations in the metric and energy-momentum tensors can be scalar,
vector or tensor type depending on how they behave in the 3-space coordinate rota-
tions. In linear perturbation theory these three types of perturbations evolve inde-
pendent from each other. The scalar perturbations are the most important, because
they couple to the energy density and pressure perturbations and are responsible
for the gravitational growth of the overdense regions of the early universe. We will
consider only the scalar perturbations in this chapter and ignore the vector and
tensor perturbations.
In the scalar perturbation theory the perturbation Bi of a 3-vector quantity (i
indexes the space coordinates) is derived from a scalar perturbation B: Bi = −B,i
(”, i” is a partial derivative with respect to xi). The perturbation Eij of a 3-space
traceless tensor quantity is derived from a scalar perturbation as well: Eij = E,ij −
1
3
δij∇2E. Here δij is the Kronecker delta.
There are several coordinate systems in the perturbed universe that are close to
each other and that we could therefore use. Transformations between such coordinate
systems are called gauge transformations. For practical calculations we need to select
a coordinate system. In this thesis we use the conformal-Newtonian gauge. In this
gauge the metric is
ds2 = a2(η)[−(1 + 2Φ)dη2 + (1− 2Ψ)(dx2 + dy2 + dz2)]. (2.10)
Here Φ and Ψ are small perturbations from the background metric. They are func-
tions of the spacetime coordinates (η,x) and are called Bardeen potentials ([19]).
The energy-momentum tensor of the perturbed universe is (scalar perturbations
in the conformal-Newtonian gauge)
T µν =
[ −ρ¯
p¯δij
]
+
[ −δρ −(ρ¯+ p¯)v,i
(ρ¯+ p¯)v,i δpδij + p¯Π,ij − 13 p¯δij∇2Π
]
(2.11)
Here index µ refers to the rows and index ν refers to the columns of the energy-
momentum tensor. The quantities δρ and δp are the energy density and pressure
perturbations and −v,i is the velocity perturbation (derived from the scalar pertur-
bation v) of the fluid. The background value of the velocity perturbation is zero.
The quantity Σij = p¯Π,ij − 13 p¯δij∇2Π is the anisotropic stress. Its background value
is zero as well.
Because we assume a flat background universe, the perturbations can be Fourier
expanded using the plane waves eik·x (complete orthogonal set in a flat universe).
We can write for the energy density perturbations ([20])
δρ(η,x) =
1
(2pi)3/2
∫
d3kδρ(η,k)eik·x. (2.12)
Here k is the comoving wavevector. Its magnitude k (k ≡ |k|) can be given in terms
of the comoving wavelength λ: k = 2pi/λ. The physical wavelength is λphys = aλ and
the physical wavevector is kphys = ka
−1. The physical wavelength of a Fourier mode
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k increases as the universe expands. The comoving wavelength of a Fourier mode k
is called a scale. The unit vector in the direction of k is kˆ (k = kkˆ) and kˆi is the
component of kˆ in the xi direction. Similar Fourier expansions exist for δp, Ψ and
Φ.
Following [20] we define for the Fourier expansions of the scalar velocity pertur-
bation v and the scalar anisotropic stress Π
v(η,x) =
1
(2pi)3/2
∫
d3k
v(η,k)
k
eik·x (2.13)
and
Π(η,x) =
1
(2pi)3/2
∫
d3k
Π(η,k)
k2
eik·x. (2.14)
This way v(η,k) and Π(η,k) will have the same dimensions and magnitudes as the
perturbations (vi = −v,i and Σij/p¯) themselves have. In first order perturbation
theory each Fourier mode evolves independently. We can find a solution to each
Fourier mode separately and obtain the total perturbations from Eqs. (2.12) - (2.14).
We can now apply the Fourier expansion to the Einstein equations and we obtain
for the Fourier modes of the perturbations
H−1Ψ′ + Φ+ 1
3
(
k
H
)2
Ψ = −1
2
δ (2.15)
H−1Ψ′ + Φ = −3
2
(1 + w)
H
k
v (2.16)
H−2Ψ′′ +H−1(Φ′ + 2Ψ′)− 3wΦ− 1
3
(
k
H
)2
(Φ−Ψ) = 3
2
δp
ρ¯
(2.17)(
k
H
)2
(Ψ− Φ) = 3wΠ (2.18)
We have defined the density contrast δ ≡ δρ/ρ¯ and the equation-of-state parameter
w ≡ p¯/ρ¯. For later convenience we also define the ”speed of sound” cs of the fluid:
c2s ≡ p¯′/ρ¯′. Note that all perturbations are functions of (η,k).
We can Fourier expand the continuity equations as well and obtain the following
evolution equations for the Fourier modes of the perturbations
δ′ = (1 + w)(−v + 3Φ′) + 3H
(
wδ − δp
ρ¯
)
(2.19)
v′ = −H(1− 3w)v − w
′
1 + w
v +
δp
ρ¯+ p¯
− 2
3
w
1 + w
Π+ Φ (2.20)
The fluctuations in the local curvature of the perturbed universe are charac-
terised by the curvature perturbation R(η,x). In the conformal-Newtonian gauge it
is defined as
R = −Ψ− 2
3(1 + w)
(H−1Ψ′ + Φ). (2.21)
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It gives the local curvature of a t = const slice in the comoving gauge, i.e. one
where the fluid flow is orthogonal to this slice. Although we do not work here in
the comoving gauge, R is a useful quantity to describe primordial perturbations,
since, as explained below, for adiabatic perturbations it remains constant at scales
outside horizon (”outside horizon” means here that λÀ H−1 which is equivalent to
k ¿ H).
Using Einstein equations an evolution equation can be derived for the Fourier
modes of the curvature perturbation
3
2
(1 + w)H−1R′ =
(
k
H
)2 [
c2sΨ+
1
3
(Ψ− Φ)
]
+
9
2
c2s (1 + w)H
(
δp
p¯′
− δρ
ρ¯′
)
. (2.22)
In this thesis we assume that the perturbations are initially adiabatic. Adiabatic
perturbations are predicted by the simple inflation models and are consistent with
observations. For adiabatic perturbations δp/p¯′ = δρ/ρ¯′ and they remain adiabatic
while outside horizon. Thus the second term on the right hand side of Eq. (2.22) is
zero.
At the end of the inflation all relevant scales were outside horizon. For these
scales the first term on the right hand side of Eq. (2.22) is small. Therefore, for the
adiabatic curvature perturbations, whose scales are outside horizon, R′ = 0. This
means that the curvature perturbations of those scales remain constant (in time) as
long as they are outside horizon.
To solve the perturbations of the interesting quantities at some time (e.g. today)
we need to set the initial conditions. They are usually specified during the early
radiation-dominated era (t = trad), when all interesting scales were well outside
the horizon (k ¿ H). We can assume that at this time neutrino decoupling, e+e−
annihilation and nucleosynthesis were over and the temperature of the universe was,
e.g., T ≈ 107 K. Because all relevant scales are outside horizon, the Fourier modes of
the curvature perturbation have constant values which we denote by Rk(rad). They
are called the primordial values of the curvature perturbation. They are our initial
conditions. The magnitude of the first order perturbation of a quantity at some time
later than trad depends linearly on Rk(rad). Because at t > trad the horizon expands
more rapidly than the perturbation scales, the scales enter the horizon one by one
(smaller scales enter earlier than the larger ones) and their R evolve thereafter.
Present theories, like inflation, for the origin of the perturbations assume that
their primordial values have been produced by random processes. Therefore these
theories do not give us the primordial values themselves but their statistical proper-
ties. It is usually assumed that Rk(rad) are zero mean, complex Gaussian random
variables with a power spectrum ([20])
〈Rk(rad)R∗k′(rad)〉 =
2pi2
k3
PR(k)δ(k− k′). (2.23)
Here asterisk indicates a complex conjugate and 〈·〉 is an ensemble average. Typical
inflation theories predict that PR(k) ∝ kn−1, where n ≈ 1 (scale invariant spectrum).
The parameter n is called the spectral index.
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2.3 Boltzmann Equation for the CMB Photons
Using Eqs. (2.15) - (2.20) and the initial conditions, the evolution of the fluid per-
turbations can be determined. These equations govern the fluid as a whole but they
are not able to tell us anything about the evolution of different particle species
of the fluid. At t > trad we assume that the universe contains photons, baryons
(electrons, protons, neutrons, ions, atoms), cold dark matter (CDM) and neutri-
nos. Although electrons are not really baryons (they are leptons), they are tightly
coupled to baryons, forming a single fluid component with them, and therefore it
is customary in cosmology to include electrons under the term ”baryons”. Photons
and baryons interact with Compton scattering, charged baryons are coupled with
an electromagnetic interaction, neutrons and protons with the strong interaction,
and all particles contribute to the gravity and are affected by it.
To account for the particle interactions we need to discuss the distribution func-
tions of each particle species and examine their Boltzmann equations that govern
their evolution. Boltzmann equations of different particle species are discussed in e.g.
[20] - [24]. The issues discussed in the remaining parts of this chapter are extracted
from these references. This section covers the Boltzmann equation for the CMB
photons. We are restricted to the CMB temperature anisotropies. The Boltzmann
equations for polarization are discussed in e.g. [25].
2.3.1 Photon Distribution and Brightness Functions
The photon distribution function f(t,x,p) is defined in 6-dimensional phase space
so that g
(2pi)3
f is the number of photons in a phase space element d3xd3p. Here g
= 2 is the number of spin states, (t,x) are the comoving coordinates and p is the
photon momentum in the locally orthonormal coordinates of the comoving observer
(i.e., one who is at rest in the (t,x) coordinate system). The distribution function
evolves in time due to freely falling motion of the photons and due to collisions with
charged baryons. The evolution is governed by the Boltzmann equation
df
dt
= C[f ], (2.24)
where C[f ] is the collision term. The collisionless Boltzmann equation (df/dt = 0)
is discussed in Sect. 2.3.2 and the collision term is given in Sect. 2.3.3 of this thesis.
In first order perturbation theory the distribution function is a sum of the back-
ground function and a perturbation. The background distribution function can be
approximated by the distribution function of the thermal equilibrium (blackbody
distribution function)
f¯(t, p) =
1
ep/T (t) − 1 . (2.25)
Here p = |p|, which equals the photon energy (in the locally orthonormal coordinate
system). Today the value of the temperature T (t) is T (t0) = T0 = 2.725 K. The
9
perturbed distribution function can be given in the following form
f(t,x, p, pˆ) =
1
exp
(
p
T (t)[1+Θ(t,x,pˆ)]
)
− 1
. (2.26)
Here p = ppˆ and pˆ is the unit vector in the direction of the photon momentum.
The function Θ(t,x, pˆ) is called the brightness function. It does not depend on
the full momentum, just on its direction. This reflects the usual approximation
(justified in Sect. 2.3.3), where the perturbation depends on the direction of the
photon momentum, but it is not a deviation from the blackbody spectrum ([24]).
The perturbed distribution function can be expanded (using Taylor series) in the
sum of the background function and a perturbation
f(t,x, p, pˆ) = f¯(t, p) + δf(t,x, pˆ) = f¯ +
∂f¯
∂T
TΘ = f¯ − p∂f¯
∂p
Θ. (2.27)
The last form is obtained after applying the identity T∂f¯/∂T = −p∂f¯/∂p.
2.3.2 Collisionless Boltzmann Equation
The derivative of the photon distribution function can be written as
df
dt
=
∂f
∂t
+
∂f
∂xi
dxi
dt
+
∂f
∂p
dp
dt
+
”∂f
∂pˆ
dpˆ”
dt
(2.28)
The background distribution function does not depend on the photon direction and
the photons do not change direction in the background universe. Therefore the terms
∂f/∂pˆ and dpˆ/dt are perturbations and their product can be ignored (in first order
perturbation theory).
The relation between the photon 4-momentum (P 0, P i) in the coordinate basis
and its momentum (p, pi) in the locally orthonormal frame of the comoving observer
is (no summation over repeated indeces)
p =
√
|g00|P 0 (2.29)
and
pi =
√
|gii|P i (2.30)
Using pi = ppˆi (pˆi is the ith component of the unit vector pˆ of the photon momentum
and δij pˆ
ipˆj = 1) and the conformal-Newtonian metric (Eq. (2.10)), we obtain
P 0 = a−1(1− Φ)p (2.31)
and
P i = a−1(1 + Ψ)ppˆi. (2.32)
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For the second term of Eq. (2.28) we need to evaluate dxi/dt.
dxi
dt
=
1
a
dxi
dη
=
1
a
dxi
dλ
dλ
dη
=
1
a
P i
P 0
=
1
a
1 + Ψ
1− Φ pˆ
i = a−1(1 + Φ + Ψ)pˆi. (2.33)
Here λ is the affine parameter of the photon trajectory (P µ = dxµ/dλ) and we used
Eqs. (2.31) and (2.32) in place of P 0 and P i. Because the background distribution
function does not depend on xi, the term ∂f/∂xi is a perturbation and we can thus
drop Φ and Ψ from Eq. (2.33) when using it in the second term of Eq. (2.28). We
obtain for the second term
∂f
∂xi
dxi
dt
=
pˆi
a
∂f
∂xi
. (2.34)
The term dp/dt required in the third term of Eq. (2.28) can be evaluated using
the photon geodesic equation
dP µ
dλ
+ ΓµαβP
αP β = 0. (2.35)
Here Γµαβ are the Christoffel symbols of the metric (Eq. (2.10)). Dividing both sides
of Eq. (2.35) with P 0 = dη/dλ we obtain another form for the geodesic equation
dP µ
dη
+ Γµαβ
PαP β
P 0
= 0. (2.36)
Using the time component (µ = 0) of the geodesic equation and inserting Eqs.
(2.31) and (2.32) in place of P 0 and P i, the derivative dp
dt
= dp
adη
can be evaluated.
We will not show the details of this derivation here but merely give the final result.
The details of this calculation are given in e.g. [24].
dp
dt
= p
[
−H − pˆ
i
a
∂Φ
∂xi
+
∂Ψ
∂t
]
. (2.37)
We can now write the collisionless Boltzmann equation
df
dt
=
∂f
∂t
+
pˆi
a
∂f
∂xi
+ p
∂f
∂p
[
−H − pˆ
i
a
∂Φ
∂xi
+
∂Ψ
∂t
]
= 0. (2.38)
The first two terms on the right hand side are standard hydrodynamics. The first
term in the brackets is the redshift due to expansion of the universe and the remain-
ing terms represent the effects of the perturbations.
There is a collisionless Boltzmann equation in the background universe as well.
We can extract it from Eq. (2.38)
df¯
dt
=
∂f¯
∂t
−Hp∂f¯
∂p
= 0. (2.39)
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It is easy to show, that f¯ with T (t) ∝ 1/a is a solution of the collisionless background
Boltzmann equation. This is the redshift of the temperature of the background
universe.
Subtracting Eq. (2.39) from Eq. (2.38) we obtain a collisionless Boltzmann equa-
tion for the brightness function ([24])
dδf
dt
= −p∂f¯
∂p
[
∂Θ
∂t
+
pˆi
a
∂Θ
∂xi
+
pˆi
a
∂Φ
∂xi
− ∂Ψ
∂t
]
= 0. (2.40)
The term inside the brackets must be zero. It can be expressed in terms of the
conformal time
∂Θ
∂η
+ pˆi
∂Θ
∂xi
+ pˆi
∂Φ
∂xi
− ∂Ψ
∂η
= 0. (2.41)
This is the collisionless brightness equation.
We can Fourier expand both sides of this equation and obtain the collisionless
brightness equation for the Fourier modes of the photon brightness function
Θ′ + ikµΘ+ ikµΦ−Ψ′ = 0. (2.42)
Here µ ≡ kˆipˆi = kˆ · pˆ is the cosine of the angle between the Fourier mode wavevector
k and the photon momentum p and ′ ≡ d/dη.
2.3.3 Collision Term
At the time of photon decoupling all baryons are moving with non-relativistic veloc-
ities. Scattering of photons from non-relativistic charged baryons is called Thomson
scattering. Its differential cross section is (e.g. [24])
dσ
dΩ
=
3
16pi
σT
(
1 + cos2(θ)
)
, (2.43)
where σT =
8pi
3
α2
m2
is the total cross section of the Thomson scattering, α is the
fine-structure constant and m is the rest mass of the baryon. The scattering angle
between the directions of incoming and outgoing photon (in the baryon rest frame)
is θ. Due to the 1/m2 dependence Thomson scattering from the electrons is the only
relevant scattering here.
Schematically (ignoring the stimulated emission and Pauli blocking) the collision
term C[f ] (see Eq. (2.24)) can be expressed as ([24])
C[f(p)] =
∑
q,q′,p′
|A|2 [fe(q′)f(p′)− fe(q)f(p)]. (2.44)
Here subscript ”e” refers to electron distribution function, q and q′ are the electron
momenta before and after the collision, p and p′ are the corresponding photon
momenta and |A|2 is the scattering magnitude. It is directly proportional to the
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differential scattering cross section dσ
dΩ
. We are interested in the change of distribution
of photons with momentum p. Therefore we sum over the other momenta.
The collision term C[f ] is zero for the electron and photon background distri-
bution functions ([24]). Thus the collision term is a perturbation and the collisional
Boltzmann equation df/dt = C[f ] splits in to df¯/dt = 0 and dδf/dt = C[f ].
The derivation of the collision term is a tedious task that we are not going to do
here. We merely give the final result. The details of this calculation are given in e.g.
[24]. The collision term for photons is
C[f(t,x,p)] = −p∂f¯
∂p
neσT
[
Θ0 −Θ+ pˆ · vb + 3
4
pˆipˆjΘij2
]
. (2.45)
Here ne is the density of free electrons and vector vb is the velocity perturbation
of the baryons (electrons are tightly coupled to the other baryons due to Coulomb
interaction and they all have the same velocity perturbation). The velocity pertur-
bation is a function of (t,x). The term pˆ · vb arises from the induced dipole in the
rest frame of the scattering electron which is why it is independent of the photon
brightness function Θ. The quantities Θ0 and Θ
ij
2 are the monopole and quadrupole
of the photon brightness function. They are defined as
Θ0(t,x) =
1
4pi
∫
dΩpˆΘ(t,x, pˆ) (2.46)
and
Θij2 (t,x) =
1
4pi
∫
dΩpˆ
(
pˆipˆj − 1
3
δij
)
Θ(t,x, pˆ). (2.47)
The quadrupole term arises from the angular dependence of Thomson scattering (see
Eq. (2.43)). We ignore here the polarization dependence of Thomson scattering.
We finally obtain the collisional Boltzmann equation for the photons
p
∂f¯
∂p
[
∂Θ
∂t
+
pˆi
a
∂Θ
∂xi
+
pˆi
a
∂Φ
∂xi
− ∂Ψ
∂t
]
= p
∂f¯
∂p
neσT
[
Θ0 −Θ+ pˆ · vb + 3
4
pˆipˆjΘij2
]
.
(2.48)
The only p dependent (photon energy dependent) term is p∂f¯/∂p. Because it can
be divided off from the both sides of Eq. (2.48), the brightness function remains
independent from the photon energy. Therefore the perturbations do not change the
frequency spectrum of the CMB photons and their spectrum today is still close to
the blackbody spectrum.
We can equate the terms multiplying p∂f¯/∂p in both sides of Eq. (2.49) and
obtain the collisional brightness equation for photons
∂Θ
∂t
+
pˆi
a
∂Θ
∂xi
+
pˆi
a
∂Φ
∂xi
− ∂Ψ
∂t
= neσT
[
Θ0 −Θ+ pˆ · vb + 3
4
pˆipˆjΘij2
]
. (2.49)
In terms of conformal time the collisional brightness equation is
∂Θ
∂η
+ pˆi
∂Θ
∂xi
+ pˆi
∂Φ
∂xi
− ∂Ψ
∂η
= aneσT
[
Θ0 −Θ+ pˆ · vb + 3
4
pˆipˆjΘij2
]
. (2.50)
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We will obtain our final form of the collisional brightness equation after we have
applied the following three steps in Eq. (2.50).
1. We have restricted ourselves to scalar perturbations in this chapter. Therefore
we assume that the perturbations vb and Θ
ij
2 are expressed in terms of scalar
perturbations vb and Θ2: vb = −∇vb and Θij2 = (∂i∂j − 13δij∇2)Θ2. Here ∂i
denotes partial derivation with respect to xi.
2. We Fourier expand both sides of Eq. (2.50) using Eq. (2.12) (for Θ,Ψ,Φ), Eq.
(2.13) (for vb) and Eq. (2.14) (for Θ2). Thereafter we can extract the equation
for the Fourier modes of the brightness function.
3. We define the optical depth τ(η) as an integral of aneσT from conformal time
η to the present time (η0)
τ(η) =
∫ η0
η
dηaneσT. (2.51)
The significance of the optical depth is that the factor e−τ represents the
fraction of photons that have not been scattered between η and η0. Because
aneσT = −τ ′, we can use −τ ′ in place of aneσT. For the later use we define here
τr ≡ τ(ηreion), where ηreion is the time when the neutral gas (neutral since pho-
ton decoupling) between early stars and galaxies has become ionized because of
the radiation from those stars and galaxies. This is called the reionization and
according to WMAP observations the gas was reionized around zreion ≈ 20
([7]), which corresponds to η = ηreion. The parameter τr is the optical depth
due to reionization.
Now we are ready to write the collisional brightness equation for the Fourier
modes of the photon brightness function (cf. Eq. (2.42) for the collisionless equation)
Θ′ + ikµΘ+ ikµΦ−Ψ′ = −τ ′
[
Θ0 −Θ− iµvb − 1
2
P2(µ)Θ2
]
. (2.52)
The function P2(µ) =
1
2
(3µ2 − 1) is the 2nd order Legendre polynomial and the
parameter µ = kˆ · pˆ was defined in Eq. (2.42). We remind the reader that here Θ is
a function of (η,k, pˆ) and Ψ, Φ, vb, Θ0 and Θ2 are functions of (η,k).
2.3.4 Boltzmann Hierarchy
Well before the photon decoupling photons and baryons were nearly in a thermal
equilibrium. The collision term of the photon brightness equation (right hand side of
Eq. (2.52) was small at that time. Because the number density of the free electrons
(ne) was large (leading to large −τ ′), the term inside the brackets was nearly zero
leading to
Θ(η,k, pˆ) ≈ Θ0(η,k)− iµvb(η,k)− 1
2
P2(µ)Θ2(η,k) (2.53)
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We can see that before photon decoupling the brightness function depends on the
direction of the photon momentum (pˆ) only via the parameter µ = pˆ · kˆ = cos(θ),
where θ is the angle between pˆ and kˆ.
Assuming that kˆ is aligned with the z-axis of a cartesian coordinate system,
θ is the elevation angle of the photon momentum in the corresponding spherical
coordinate system (θ, ϕ). Because the collisional brightness equation involves only
η, k and µ, the brightness function Θ remains a function of (η,k, µ) and no ϕ
(azimuth) dependence will be developed. This allows us to expand Θ(η,k, µ) in
terms of Legendre polynomials P`(µ) (see e.g. [24])
Θ(η,k, µ) =
∞∑
`=0
(−i)`(2`+ 1)Θ`(η,k)P`(µ). (2.54)
The first three Legendre polynomials are P0(µ) = 1, P1(µ) = µ and P2(µ) =
1
2
(3µ2−
1). Using the orthogonality property∫ 1
−1
dµP`(µ)P`′(µ) =
2
2`+ 1
δ``′ (2.55)
the above equation can be inverted to give the multipoles Θ`(η,k) of the photon
brightness function
Θ`(η,k) = i
`
∫ 1
−1
dµ
2
P`(µ)Θ(η,k, µ). (2.56)
A straightforward calculation shows that the functions Θ0 and Θ2 of Eq. (2.52) are
indeed the monopole and quadrupole of Eq. (2.56).
We see from Eq. (2.53) that before the photon decoupling the brightness function
contained essentially only monopole and dipole components (quadrupole is zero since
it appears on both sides of Eq. (2.53) with different coefficients). The quadrupole
and the higher multipoles develop after photon decoupling when the photons are
travelling to us.
To obtain an equation for the multipoles we operate with i`
∫ 1
−1
dµP`(µ) on both
sides of Eq. (2.52). Using the orthogonality of the Legendre polynomials (Eq. (2.55))
and the relation (2` + 1)µP`(µ) = (` + 1)P`+1(µ) + `P`−1(µ) we obtain for the
multipoles of the photon brightness function
Θ′` +
k
2`+ 1
[(`+ 1)Θ`+1 − `Θ`−1]− k
3
Φδ`1 −Ψ′δ`0 =
= −τ ′
[
Θ0δ`0 −Θ` + 1
3
vbδ`1 +
1
10
Θ2δ`2
]
. (2.57)
Using the photon distribution function the components of the photon energy-
momentum tensor in the locally orthonormal frame can be calculated as
T µνγ =
∫
d3pf
pµpν
p
. (2.58)
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Here p = |p| is the energy of the photon in the locally orthonormal coordinates of
the comoving observer and pi are the space components of the photon momentum
vector p.
We can equate this energy-momentum tensor to the energy-momentum tensor
of Eq. (2.11) containing the photon perturbations. This gives the following relations
between the photon perturbations and the multipoles of the brightness function
Θ0(η,k) =
1
4
δγ(η,k), Θ1(η,k) =
1
3
vγ(η,k), Θ2(η,k) =
1
12
Πγ(η,k). (2.59)
Using these relations we can write for the multipoles
δ′γ +
4
3
kvγ − 4Ψ′ = 0 (` = 0) (2.60)
v′γ +
k
6
Πγ − k
4
δγ − kΦ = τ ′(vγ − vb) (` = 1) (2.61)
Θ′2 +
k
5
[3Θ3 − 2Θ1] = 9
10
τ ′Θ2 (` = 2) (2.62)
Θ′` +
k
2`+ 1
[(`+ 1)Θ`+1 − `Θ`−1] = τ ′Θ` (` ≥ 3). (2.63)
This system of coupled equations for the multipoles of the photon brightness function
is called the Boltzmann hierarchy.
2.4 Boltzmann Equations for the Other Particle
Species
We will not derive the Boltzmann equations for neutrinos, CDM and baryons in this
chapter. We just give them here. The details of their derivations can be found in
e.g. [23], [24].
Neutrinos were decoupled from the baryons well before the photon decoupling
(neutrino decoupling at T ≈ 1 MeV). After their decoupling the massless neutrinos
behave very much like photons, except that they are fermions and they interact very
weakly with other particles. Their perturbations can be described with neutrino
brightness function Θν(η,x, pˆ) that has a similar Boltzmann hierarchy as photons.
The neutrino collision term is, however, zero.
The effect of neutrino mass is hardly detected in the present CMB data. There-
fore we ignore the neutrino mass in this chapter. The Boltzmann equations for the
massive neutrinos are discussed in e.g. [23].
It is assumed that the CDM particles are weakly interacting. Therefore they are
described by a collisionless Boltzmann equation. It can be derived in a similar fashion
as the collisionless Boltzmann equation for the photons, except that the large non-
zero rest mass of the CDM particles needs to be accounted for. Taking the 0th and
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1st moments of the Boltzmann equation (operating with
∫
d3p and
∫
d3ppˆi on both
sides of the Boltzmann equation) we obtain the equations for the density contrast
and the velocity perturbation of the CDM. Because p/E of the CDM particles is
small (due to large rest mass), the higher order multipoles (` ≥ 2) are insignificant.
The collisionless part of the baryon Boltzmann equation is identical to the Boltz-
mann equation of CDM. The baryon interactions with other baryons and photons
contribute to the collision term.
The Boltzmann equations for the massless neutrinos (subscript ”ν”), CDM (sub-
script ”c”) and baryons (subscript ”b”) are
δ′ν +
4
3
kvν − 4Ψ′ = 0 (2.64)
v′ν +
k
6
Πν − k
4
δν − kΦ = 0 (2.65)
δ′c + kvc − 3Ψ′ = 0 (2.66)
v′c + vc − kΦ = 0 (2.67)
δ′b + kvb − 3Ψ′ = 0 (2.68)
v′b + vb − kΦ = −τ ′
4ργ
3ρb
(vγ − vb). (2.69)
There is a similar hierarchy for neutrinos as for photons, except for the collision
term.
2.5 C` Spectrum
The Boltzmann hierarchy of CMB photons (Eqs. (2.60) - (2.63)), Boltzmann equa-
tions for neutrinos, CDM and baryons (Eqs. (2.64) - (2.69)) and Einstein equations
for Ψ and Φ (Eqs. (2.15) - (2.18)) constitute a complete set of equations, where the
multipoles of the photon brightness function can, in principle, be solved for any time
η after the photon decoupling. Due to the large number of intercoupled equations
this is, in general, a tedious task. In Sect. 2.6 we will discuss the line-of-sight in-
tegration ([26]), which is an approach that makes this problem more tractable and
enables more efficient numerical computations.
For the time being let us assume that we have been able to find the values that
the multipoles Θ`(η,k) have today (at η = η0). The CMB temperature anisotropy
δT (η0,x = 0, pˆ), that we detect today, depends on the photon brightness function:
δT (η0,x = 0, pˆ) = T0Θ(η0,x = 0, pˆ). Here T0 is the background CMB temperature
(T0 = 2.725 K) and x = 0 is the location of the observer.
The CMB temperature anisotropy can be expressed in terms of the Fourier mode
expansion of the photon brightness function (cf. Eq. (2.12))
δT (η0, pˆ) = δT (η0,x = 0, pˆ) = T0Θ(η0,x = 0, pˆ) =
T0
(2pi)3/2
∫
d3kΘ(η0,k, µ).
(2.70)
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We can insert the multipole expansion (Eq. (2.54)) in place of Θ(η0,k, µ). Before
doing that we use the identity
(2`+ 1)P`(µ) = (2`+ 1)P`(kˆ · pˆ) = 4pi
∑`
m=−`
Y ∗`m(kˆ)Y`m(pˆ) (2.71)
and substitute (2` + 1)P`(µ) with 4pi
∑`
m=−` Y
∗
`m(kˆ)Y`m(pˆ) in the expansion. We
obtain now for the anisotropy
δT (η0, pˆ) =
∑
`m
[
4piT0
(2pi)3/2
(−i)`
∫
d3kΘ`(η0,k)Y
∗
`m(kˆ)
]
Y`m(pˆ). (2.72)
Here the `-sum goes from 0 to ∞ and the m-sum from −` to ` (at each `). The
CMB anisotropy δT (η0, pˆ) is a function on the celestial sphere and we have above
its expansion in terms of the spherical harmonics Y`m(pˆ). We can extract the a`m
expansion coefficients from Eq. (2.72)
a`m =
4piT0
(2pi)3/2
(−i)`
∫
d3kΘ`(η0,k)Y
∗
`m(kˆ). (2.73)
Because we assume first order perturbation theory, the coefficients Θ`(η0,k) de-
pend linearly on the primordial curvature perturbations (see Sect. 2.2)
Θ`(η0,k) ≡ T`(η0, k)Rk(rad). (2.74)
This equation defines the transfer function T`(η0, k). It can be calculated using the
equations we have discussed above. Note that it depends on the magnitude of the
wavevector and the direction dependence is in the primordial perturbations only.
Because we assumed that the primordial curvature perturbations are complex zero
mean Gaussian distributed random variables, the a`m are complex, zero mean and
Gaussian distributed as well.
Under the assumption of a Gaussian distribution the covariance 〈a`ma∗`′m′〉 con-
tains the full statistical description of the CMB temperature anisotropy. The covari-
ance is
〈a`ma∗`′m′〉 =
2T 20
pi
(−i)`(i)`′
∫
d3kd3k′Y ∗`m(kˆ)Y`′m′(kˆ
′)〈Θ`(η0,k)Θ∗`′(η0,k′)〉, (2.75)
where the expectation value 〈Θ`Θ∗`′〉 can be expressed in terms of the primordial
power spectrum PR(k) (see Eq. (2.23))
〈Θ`(η0,k)Θ∗`′(η0,k′)〉 = T`(η0, k)T ∗`′(η0, k′)〈Rk(rad)R∗k′(rad)〉 =
=
2pi2
k3
T`(η0, k)T
∗
`′(η0, k
′)PR(k)δ(k− k′). (2.76)
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We can insert the latter form back to Eq. (2.75), perform d3k′ integration (trivial
due to delta function δ(k− k′)) and split the remaining integral in d3k = k2dkdΩkˆ
〈a`ma∗`′m′〉 = 4piT 20 (−i)`(i)`
′
∫ ∞
0
dk
k
T`(η0, k)T
∗
`′(η0, k)PR(k)
∫
dΩkˆY
∗
`m(kˆ)Y`′m′(kˆ).
(2.77)
Due to the completeness of the spherical harmonics the dΩkˆ integral gives a product
of delta functions δ``′δmm′ . We finally obtain
〈a`ma∗`′m′〉 = 4piT 20 δ``′δmm′
∫ ∞
0
dk
k
|T`(η0, k)|2PR(k). (2.78)
The quantity multiplying the delta functions is the expectation value C` of the
angular power spectrum of the CMB temperature anisotropy
C` = 4piT
2
0
∫ ∞
0
dk
k
|T`(η0, k)|2PR(k). (2.79)
For a given `, each a`m has the same variance. Because δT (η0, pˆ) is real, a`,−m =
(−1)ma∗`m. This means that a`0 is real and there are 2`+ 1 degrees of freedom for a
given `.
The fact, that the covariance 〈a`ma∗`′m′〉 is diagonal, is a reflection of the statistical
isotropy of the CMB field. From a point in the celestial sphere the CMB anisotropy
field looks the same in a statistical sense in every direction in the sphere. There are
no preferred directions. The correlation 〈δT (η0, pˆ)δT (η0, qˆ)〉 between two points of
the CMB anisotropy field depends only on the angular spectrum C` and the angle
between pˆ and qˆ.
The CMB angular power spectrum can be both predicted by cosmological the-
ories and observed in the CMB experiments. Therefore it is in a central role when
we develop cosmological models that describe the history of the early universe.
As a rule-of-thumb, C` describes CMB temperature anisotropies whose minima
and maxima have a typical angular separation ∼ pi/` in the sky. Therefore a multi-
pole ` reflects the angular scale of the anisotropies. In a Planck-like experiment,
where the angular resolution of the observations is ∼5 arcmin ([8], [9]), the interest-
ing multipoles of the CMB angular power spectrum extend up to ` = 2000 . . . 3000.
In Chapter 5 of this thesis we call C` the underlying ”theoretical” angular power
spectrum of the CMB sky. We use a symbol Cth` for it there.
2.6 Line-of-Sight Integration
Line-of-sight (LOS) integration is an efficient technique to solve the present time
values of the multipoles Θ`(η,k) ([26]). We will not show the complete derivation
of the LOS integral here, but we describe the main steps to reach it. The detailed
derivation is given in e.g. [24].
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We start from the photon brightness equation (Eq. (2.52)) and put it in the
following form
Θ′+ (ikµ − τ ′)Θ = −ikµΦ+Ψ′− τ ′
[
Θ0 − iµvb − 1
2
P2(µ)Θ2
]
≡ S˜(η,k, µ). (2.80)
This can be further modified to
d
dη
(
Θeikµη−τ(η)
)
= S˜(η,k, µ)eikµη−τ(η), (2.81)
where S˜(η,k, µ) equals the right hand side of Eq. (2.80). We can now integrate both
sides of Eq. (2.81) from an initial time (η = ηinit) to the present time (η = η0). The
initial time is some time well before the photon decoupling. The integration of the
left hand side is simple. The term at η0 is Θ(η0,k, µ)e
ikµη0 , because τ(η0) = 0. The
term at ηinit is zero because τ(ηinit)À 1, which leads to e−τ(ηinit) ¿ 1. Due to large
τ at early times (η < ηdec) we can start the integration from η = 0 in the right hand
side. We have now an expression for Θ(η0,k, µ)
Θ(η0,k, µ) =
∫ η0
0
dηe−τ(η)S˜(η,k, µ)eikµ(η−η0). (2.82)
We can see from Eq. (2.80) that S˜(η,k, µ) is a second order polynomial in µ.
Terms µeikµ(η−η0) and µ2eikµ(η−η0) can be replaced with derivatives 1
ik
d
dη
(
eikµ(η−η0)
)
and − 1
k2
d2
dη2
(
eikµ(η−η0)
)
and after integration by parts we obtain
Θ(η0,k, µ) =
∫ η0
0
dηS(η,k)eikµ(η−η0). (2.83)
Here we have dropped some monopole and dipole terms at the observer that arise
from the integration by parts ([24]). The function S(η,k) is
S(η,k) = g(η)
(
Θ0 + Φ+
v′b
k
+
1
4
Θ2 +
3
4k2
Θ′′2
)
+
+g′(η)
(
vb
k
+
3
2k2
Θ′2
)
+ g′′(η)
3
4k2
Θ2 + e
−τ (Ψ′ + Φ′) . (2.84)
The quantity g(η) ≡ −τ ′e−τ is called the visibility function. For a given CMB
photon, g(η)dη gives the probability that it last scattered during (η, η + dη). The
visibility function peaks strongly at the time of photon decoupling (η = ηdec) and
drops rapidly to zero at other times (see e.g. [24]). Its time integral has the value∫ η0
0
dηg(η) = 1.
Eq. (2.83) is a convenient result because µ appears only in the exponential of
the right hand side and we can now determine the multipole coefficients Θ`(η0,k),
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that was our original task. After applying i`
∫ 1
−1
dµ
2
P`(µ) to both sides of Eq. (2.83)
we obtain
Θ`(η0,k) =
∫ η0
0
dηS(η,k)j`(kη0 − kη). (2.85)
Note that Eq. (2.85) applies to multipoles ` ≥ 2 only, because some monopole and
dipole terms were dropped when deriving Eq. (2.83). In Eq. (2.85) j`(x) is a spherical
Bessel function and it arises from the Legendre transform of the exponential term
i`
∫ 1
−1
dµ
2
P`(µ)e
ikµ(η−η0) = j`(kη0 − kη). (2.86)
Eq. (2.85) is the LOS integral for Θ`(η0,k). The function S(η,k) used in the
integral is shown in Eq. (2.84). The first three terms of S(η,k) are significant only
around η = ηdec, because the visibility function has a strong peak at photon decou-
pling. The last term of S(η,k) (e−τ (Ψ′ + Φ′)) is the integrated Sachs-Wolfe (ISW)
effect, which is zero before the photon decoupling (because e−τ ¿ 1 then) and
non-zero whenever Ψ or Φ evolve in time after the photon decoupling.
Because at early times (η < ηdec) only the lowest multipoles Θ` are significant,
the Boltzmann hierarchy can be truncated at fairly low ` to obtain the quantities
required in S(η,k). The advantage of the LOS integral is that we need only a small
number of the lowest multipoles at early times to obtain the multipoles Θ`(η0,k) at
the present time.
The LOS integration method is applied in two widely used software codes CMB-
FAST ([26], [28]) and CAMB (Code for Anisotropies in the Microwave Background,
[29]) that calculate the CMB angular power spectrum from theory.
2.7 C` Spectrum Today
We use some approximations to further simplify the LOS integral that we derived in
the previous section (see Eqs. (2.84) and (2.85)). During photon decoupling vb ≈ 3Θ1
(see Eqs. (2.59) and (2.61)) and the higher multipoles of the Boltzmann hierarchy
are small due to photon-electron interactions. Therefore we drop the terms with Θ2
in S(η,k). After these approximations S(η,k) can be written as (we have combined
Θ1 terms into a single derivative)
S(η,k) ≈ g (Θ0 + Φ) + 3
k
d
dη
(gΘ1) + e
−τ (Ψ′ + Φ′) . (2.87)
Because the visibility function g(η) peaks strongly at η = ηdec, we approximate
it with a delta function g(η) ≈ δ(η − ηdec). Inserting the S(η,k) approximation
to the LOS integral Eq. (2.85), using the delta function approximation in place of
the visibility function and carrying out an integration by parts for the d
dη
term, we
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obtain an approximation for the multipoles
Θ`(η0,k) ≈ [Θ0(ηdec,k) + Φ(ηdec,k)] j`(kη0 − kηdec)−
+3Θ1(ηdec,k)
(
j`−1(kη0 − kηdec)− `+ 1
k(η0 − ηdec)j`(kη0 − kηdec)
)
+
+
∫ η0
0
dηe−τ (Ψ′ + Φ′) j`(kη0 − kη). (2.88)
The spherical Bessel term multiplying Θ1 is equal to
d
dη
[j`(kη0 − kη)] at η = ηdec.
The above approximation gives the CMB anisotropy as a sum of three terms.
The first term is the monopole shifted by the metric perturbation Φ at the photon
decoupling. We call this the monopole term. Φ represents here the redshift that the
CMB photon experiences when climbing up from a gravitational well. The second
term is the dipole at photon decoupling (dipole term) and the third term is the ISW
effect.
Because the spherical Bessel function j`(x) has its largest magnitude around
x ≈ `, the monopole at scale k contributes mainly to those Θ`, where ` ≈ k(η0 −
ηdec) ≈ kη0. It is of interest to find out the angular scale ` = `dec that corresponds
to the scale kdec that entered the horizon at the photon decoupling. We assume a
flat background universe, which today contains mainly matter and a cosmological
constant: Ωm +ΩΛ = 1. Here Ωm and ΩΛ are the density parameters for the matter
and cosmological constant. They are their present time energy densities as a fraction
of the critical energy density ρcr = 3H
2
0/(8piG), where H0 is the present value of the
Hubble constant. We can integrate η0 from the Friedmann equation (Eq. (2.7)). The
approximate result is
η0 ≈ 2H
−1
0√
Ωm
. (2.89)
The value of kdec is equal to the comoving Hubble parameter H evaluated at
a = adec = 1/(1 + zdec). Because the universe is not yet fully matter dominated
at η = ηdec, we need to include both radiation and matter (contribution from the
cosmological constant is insignificant at η = ηdec). Using the Friedmann equation
again we obtain
kdec = H(adec) = H0
√
Ωm
[
1
adec
+
Ωr/Ωm
a2dec
]
. (2.90)
Here Ωr is the present value of the energy density of radiation (normalized with
the critical density). The energy density ratio is Ωr/Ωm = aeq, where aeq is the
scale factor at matter-radiation equality. We use experimental values zdec ≈ 1089
and zeq ≈ 3233 (WMAP first year results, [7]) and obtain `dec ≈ kdecη0 ≈ 76.
Roughly speaking we can say that the CMB anisotropy with ` . `dec emanates from
perturbations that are outside the horizon during the photon decoupling and the
rest of the multipoles arise from perturbations that have entered the horizon before
the photon decoupling.
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2.7.1 Large Scales - Sachs-Wolfe Effect
We consider here scales that are outside horizon during the photon decoupling.
At these scales Θ`(η0,k) is dominated by the monopole term Θ0 + Φ at photon
decoupling ([24]). This allows us to write an approximation for the multipoles (cf.
Eq. (2.88))
ΘSW` (η0,k) = [Θ0(ηdec,k) + Φ(ηdec,k)] j`(kη0 − kηdec). (2.91)
This large scale anisotropy is called the Sachs-Wolfe effect ([15]).
For the scales outside horizon the curvature perturbation is constant and it has
its primordial value during the photon decoupling R(ηdec,k) = Rk(rad). Assuming
that the anisotropic stress is insignificant (leading to Ψ ≈ Φ) and making the ap-
proximation that the universe is matter dominated during the photon decoupling,
Einstein equations (Eqs. (2.15) - (2.18)) give a constant (no time dependence) Φ(η,k)
for scales outside horizon. This constant is Φ(η,k) = Φ(ηdec,k) = −35Rk(rad) (from
Eq. (2.21)). The matter density contrast δm(ηdec,k) can be obtained from Eq. (2.15).
It is δm(ηdec,k) = −2Φ(ηdec,k) = 65Rk(rad). Because we assume adiabatic perturba-
tions, the last term on the right hand side of Eq. (2.22) is zero leading to a relation
between the matter and photon density contrasts: 3
4
δγ = δm. Because Θ0 =
1
4
δγ , we
finally obtain Θ0(ηdec,k) =
1
3
δm(ηdec,k) =
2
5
Rk(ηdec,k). The multipole can now be
written as
ΘSW` (η0,k) = −
1
5
j`(kη0 − kηdec)Rk(rad). (2.92)
A comparison to Eq. (2.74) shows that the transfer function is here T SW` (η0, k) =
−1
5
j`(kη0 −kηdec). Inserting it to Eq. (2.79) and assuming a scale invariant primordial
power spectrum (PR(k) = A = const.) we obtain the angular power spectrum of
the Sachs-Wolfe effect
CSW` =
4piAT 20
25
∫ ∞
0
dk
k
j2` (kη0 − kηdec) =
AT 20
25
2pi
`(`+ 1)
. (2.93)
We can see that `(`+1)
2pi
CSW` has a constant value. This is the reason, why the angular
power spectrum is often displayed as `(`+1)
2pi
C`. If the spectral index n (in PR(k) ∝
kn−1) is larger than 1, `(`+1)
2pi
CSW` will increase with increasing `. If n < 1 the opposite
will occur.
2.7.2 Small Scales - Acoustic Oscillations
We consider the monopole and dipole terms of Θ`(η0,k) (see Eq. (2.88)) first and
ignore the ISW term for the time being. We will discuss the ISW effect at the end
of this section.
The quantities Θ0(ηdec,k), Θ1(ηdec,k) and Φ(ηdec,k) required in the calculation
of Θ`(η0,k) are the growing mode solution of the Boltzmann hierarchy (Eqs. (2.60)
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- (2.69)) and Einstein equations of Ψ and Φ (Eqs. (2.15) - (2.18)). We assume that
−τ ′ = aneσT is large at η ≤ ηdec (tight-coupling limit), which leads to a photon
brightness function whose main multipoles are monopole and dipole ([24]). In this
approximation we can ignore photon multipoles Θ`(η,k) at ` ≥ 2 in the Boltzmann
hierarchy when solving Θ0(η,k) and Θ1(η,k).
We consider here adiabatic initial conditions, which are specified at an early
radiation-dominated era (η = ηrad, ηrad ¿ ηdec), when all relevant scales were well
outside horizon (see Sect. 2.2). At that time the Fourier modes of the curvature
perturbation had values Rk(rad). They stay in these values as long as the corre-
sponding scales are outside horizon. In linear perturbation theory the initial values
of the other perturbations (Θ0, Θ1, Ψ, Φ, vb etc.) at η = ηrad are obtained from the
Boltzmann hierarchy and Einstein equations and they depend linearly on Rk(rad).
At later times (η > ηrad) these perturbations evolve differently in time but the linear
dependence on Rk(rad) will remain.
The adiabatic initial values of the perturbations can be expressed in terms of
Rk(rad) ([20], [27])
Φ(η,k) = −2
3
(
1 +
4
15
fν
)−1
Rk(rad)
Ψ(η,k) = −2
3
(
1 +
2
5
fν
)(
1 +
4
15
fν
)−1
Rk(rad)
δν(η,k) = δγ(η,k) = δ(η,k) =
4
3
(
1 +
4
15
fν
)−1
Rk(rad)
δc(η,k) = δb(η,k) =
3
4
δ(η,k) =
(
1 +
4
15
fν
)−1
Rk(rad)
vν(η,k) = vγ(η,k) = v(η,k) = −1
3
(kη)
(
1 +
4
15
fν
)−1
Rk(rad)
vc(η,k) = vb(η,k) = v(η,k) = −1
3
(kη)
(
1 +
4
15
fν
)−1
Rk(rad)
Θν` = −
(kη)`
(2`+ 1)!!
1
3
(
1 +
4
15
fν
)−1
Rk(rad)
Πν(η,k) = − 4
15
(kη)2
(
1 +
4
15
fν
)−1
Rk(rad)
Πγ = 0. (2.94)
These equations are valid for the times η (η ≥ ηrad), when the universe was radiation
dominated and for scales k that were well outside horizon at η. Here fν is the energy
density of neutrinos as a fraction of the total energy density of radiation (its value is
fν ∼ 0.405). The quantities Θν` are the multipoles of the neutrino brightness function
with the following relations to the neutrino perturbations (cf. corresponding photon
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relations in Eq. (2.59)): Θν0 = δν/4, Θ
ν
1 = vν/3, and Θ
ν
2 = Πν/12. The symbol
(2`+ 1)!! is defined as (2`+ 1)!! ≡ 1 · 3 · 5 · · · (2`+ 1).
As the initial conditions of the perturbations depend linearly onRk(rad) (see Eq.
(2.94)) and as we assume linear perturbation theory, Θ`(η0,k) will depend linearly
on Rk(rad) as well: Θ`(η0,k) = T`(η0, k)Rk(rad), where T`(η0, k) is the transfer
function. If we choose an initial value Rk(rad) = 1, we can equate the right hand
side of Eq. (2.88) with the transfer function T`(η0, k) (ignore ISW term and use
kη0 − kηdec ≈ kη0)
T`(η0, k) = [Θ0(ηdec, k) + Φ(ηdec, k)] j`(kη0) + 3Θ1(ηdec, k)j
′
`(kη0). (2.95)
Inserting this transfer function to Eq. (2.79) we obtain the angular power spec-
trum (assuming a scale invariant primordial power spectrum)
C` = 4piAT
2
0
∫ ∞
0
dk
k
[
(Θ0 + Φ)
2j2` (kη0) + 6(Θ0 + Φ)Θ1j`(kη0)j
′
`(kη0) + 9Θ
2
1j
′2
` (kη0)
]
(2.96)
The cross term j`j
′
` will oscillate with positive and negative values and will thus
integrate to a small value ([24]). Non-mixed monopole and dipole contributions
remain significant.
When a scale k enters the horizon in the radiation dominated era (before photon
decoupling), the corresponding monopole and dipole terms start to oscillate and they
reach some values [Θ0(ηdec, k)+Φ(ηdec, k)] and Θ1(ηdec, k) at the photon decoupling.
Before photon decoupling the dipole term is proportional to the time derivative
of the monopole. Therefore the monopole and dipole terms are out of phase with
one another. The amplitude of the dipole term is smaller than the amplitude of the
monopole term. Schematic plots of the squared monopole ([Θ0(ηdec, k)+Φ(ηdec, k)]
2)
and dipole terms ([3Θ1(ηdec, k)]
2) are shown in Fig. 2.1. Because the magnitude k
of the wavevector and the multipole ` have the relation ` ≈ kη0, we can use ` in
the x-axis instead of k. Note that the curves in Fig. 2.1 have not been derived from
any particular cosmological model, but they just show how the monopole and dipole
terms behave in principle. The x-axis scaling and the relative magnitudes between
the terms have been chosen arbitrarily.
The monopole term (Θ0+Φ)
2 dominates over the dipole term (3Θ1)
2 in the angu-
lar power spectrum. Therefore it will have the same oscillations as the monopole term
(see Fig. 2.1). The first peak of the angular power spectrum is where [Θ0(ηdec, k) +
Φ(ηdec, k)]
2 has its first maximum (at ` ≈ 200 in Fig. 2.1). This is called the first
acoustic peak. The corresponding multipole is ` ≈ piη0/rs(ηdec). Here rs(η) is the
sound horizon
rs(η) =
∫ η
0
dη′cs(η
′). (2.97)
Actually the first acoustic peak occurs at ∼25% lower ` ([24]), because the k inte-
gration with j2` collects contribution also from other k than k = `/η0 and because
we ignored the ISW term. Since the dipole term is out of phase with the monopole
term, it fills the troughs between the acoustic peaks.
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Figure 2.1: Schematic plot of the squared monopole and dipole terms ((Θ0 + Φ)
2
and (3Θ1)
2) at the photon decoupling (η = ηdec). The curves do not represent any
cosmological model. They just show the principal behavior of the terms. The x-axis
scale is arbitrary. ` can be used there instead of k because they are related as ` ≈ kη0.
The ISW term (third term of Eq. (2.88)) gives no contribution before the photon
decoupling, because e−τ ¿ 1 then. After the photon decoupling it contributes when
the potentials Ψ or Φ are changing. They are constant when the universe is well
in the matter dominated era. After the photon decoupling the universe is still in
a transition phase from the radiation domination to the matter domination and
the potentials are changing. This is called the early ISW. Its influence is largest to
the scales that are entering the horizon at that time ([24]). The corresponding ` are
typically around the first acoustic peak and to the left (smaller `) of it. Therefore the
early ISW boosts the magnitude of the first acoustic peak and shifts it to smaller
`. The next time when the potentials change is when the cosmological constant
becomes significant relative to matter. This happens late and it impacts mainly
the scales that are entering the horizon at that time. These are large scales which
influence mainly the lowest multipoles of the angular power spectrum. This effect is
called the late ISW.
Perturbations at small scales are reduced by diffusion of the photons. Therefore
the amplitudes of the acoustic oscillations decrease with increasing k. This pushes
down the higher acoustic peaks of the angular power spectrum. This effect is called
the diffusion damping. It is not included in Fig. 2.1.
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2.8 C` and Cosmological Parameters
The CMB anisotropy spectrum depends on cosmological parameters. The estima-
tion of these parameters from the CMB observations is an important final step in a
major CMB experiment. We will not discuss here the methods used for this estima-
tion but we give a brief overview how the CMB angular power spectrum depends
on these parameters. The cosmological parameters that we consider here are listed
in Table 2.1. Additionally we assume that all neutrinos are massless, dark energy
equation-of-state parameter is w = -1 (i.e., dark energy is equivalent to the cosmo-
logical constant), perturbations are scalar only (no tensor perturbations) and the
perturbations are adiabatic.
Table 2.1: Cosmological parameters used in this study. Note that these parameters are
not independent. Some of them can be expressed in terms of the other. Reference values
chosen for the parameters are shown in the third column.
Symbol Description Ref. value
Ω Total density parameter (a) 1.0
A Amplitude of the primordial power spectrum (b)
n Spectral index of the primordial curvature perturbation 1.0
τr Optical depth due to reionization 0
h Hubble constant 0.71 (c,d)
ΩΛ Cosmological constant density parameter 0.73 (c)
Ωb Baryon density parameter 0.044 (c)
Ωm Matter density parameter 0.27 (c,e)
(a) Total energy density as a fraction of the critical density. Ω = Ωm + ΩΛ.
(b) Refers to the power spectrum of the primordial curvature perturbations.
We use COBE normalization implemented in CMBFAST ([28],[30]), which
fixes the power at large scales corresponding to ` ∼ 10.
(c) Taken from the WMAP first year data (Table 3 of [7]).
(d) In units of 100 kms−1Mpc−1. Ref. value corresponds to H0 = 71 kms
−1Mpc−1.
(e) Ωm = Ωb + Ωc, where Ωc is the CDM density parameter.
We used the CMBFAST code ([26], [28]) to produce the angular power spectra
from the cosmological parameters. The spectrum of the reference values (reference
spectrum) is shown in Fig. 2.2 (black curve). It shows many of those features that
we discussed in the previous sections. The first acoustic peak is clearly visible at
` ≈ 220. The remaining peaks are significantly lower and their amplitudes decrease
with increasing ` (diffusion damping).
The geometry of the universe influences strongly the location of the acoustic
peaks. The comoving angular diameter distance to η = ηdec is larger in an open
universe and smaller in a closed universe than in the flat universe ([24]). In a flat
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universe this comoving angular diameter distance is η0−ηdec. An identical pattern of
inhomogeneity at η = ηdec (like an acoustic peak) gets projected to smaller angular
scales in an open universe than in a closed universe (due to larger angular diameter
distance in the open universe). Therefore an acoustic peak will shift towards higher
` in an open universe and towards lower ` in a closed universe (from its position in
a flat universe).
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Figure 2.2: Angular power spectra from different sets of cosmological parameters.
The reference spectrum (black curve) is from the reference parameters (see Ta-
ble 2.1). The red curve is for the optical depth τ = 0.17, the blue curve is for a tilted
primordial curvature spectrum (n = 0.98) and the gray curve is for h = 0.64 Hubble
constant. The other parameters had their reference values in these spectra.
For the remaining parts of this section we assume a flat universe (Ω = 1). Fig. 2.2
shows three angular power spectra where one cosmological parameter has been var-
ied, while the rest of the parameters had their reference values. Increasing the optical
depth τr from 0 to 0.17 ([7]) increases the number of photons that have rescattered
from the electrons since the photon decoupling. In the observed CMB the rescattered
photons come from the different locations of the η = ηdec sky than the unscattered
photons (no scatterings since η = ηdec). This tends to blurr the CMB anisotropy
and the power of the spectrum is reduced. This can be noted in the ”τr” curve of
Fig. 2.2.
The ”n” curve shows what happens when the spectral index of the primordial
curvature perturbations is decreased from 1.0 to 0.98. Due to this spectral tilt there
is less power in small scales and the angular spectrum will be correspondingly lower
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Figure 2.3: Influence of the matter and baryon density parameters on the CMB
angular power spectrum. The black curve is the reference spectrum (same as in
Fig. 2.2).
at high `. This can be seen in the ”n” curve of Fig. 2.2. If the spectral tilt would be
opposite (n > 1), the power at high ` would be increased from its reference value.
For the ”h” curve of Fig. 2.2 the Hubble constant was reduced by 10% (from 0.71
to 0.64). Due to smaller H0, η0 will be increased (see Eq. (2.89)) and a perturbation
at scale k will be shifted towards higher `. This shift can be detected in the ”h”
curve. The effect of the reduced h on the height of the first acoustic peak is discussed
at the end of this section.
The influence of the baryon and matter density parameters is shown in Fig. 2.3.
For the ”Ωb” curve we increased Ωb by 10% (from 0.044 to 0.0484) but kept the other
parameters in their reference values (see Table 2.1). Ωm and ΩΛ were kept in their
reference values by reducing the CDM density parameter correspondingly. Larger
density of baryons slows down the sound speed of the baryon-photon fluid leading
to a smaller sound horizon during photon decoupling. This shifts the acoustic peaks
towards higher `, which can be seen in the ”Ωb” curve. Increased baryon density
also brings a positive offset in Θ0(ηdec, k) +Φ(ηdec, k). Squaring it enhances the odd
peaks and reduces the even peaks.
The increased baryon (electron) density means a shorter mean free path of pho-
tons before photon decoupling. This reduces the scale where the diffusion damping
becomes significant. Therefore the diffusion damping of the angular power spectrum
shifts to higher ` and the height of the high ` acoustic peaks will correspondingly
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increase. This phenomenon is typicaly visible at high ` (` & 1500) and is therefore
barely detectable in Fig. 2.3.
For the ”Ωm” curve of Fig. 2.3 we increased Ωm by 20% (from 0.27 to 0.324). We
kept Ωb in its reference value but reduced ΩΛ (from 0.73 to 0.676) to maintain Ω =
1. The other parameters were kept in their reference values. In this case the influence
to the angular power spectrum is more complex. The value of η0 will decrease (see
Eq. (2.89)) which pushes the acoustic peaks towards lower `. On the other hand,
increased Ωm will lead to an earlier matter-radiation equality which tends to reduce
the sound horizon. This pushes the acoustic peaks towards higher `. In this case
the total effect is towards lower ` as can be seen in the ”Ωm” curve. The earlier
matter-radiation equality reduces the change of the potentials Ψ and Φ after photon
decoupling. This reduces the magnitude of the early ISW effect which decreases the
height of the first acoustic peak.
Finally, let us return back to the ”h” curve of Fig. 2.2. Reducing h while keeping
the other parameters in their reference values means that the present matter energy
density is correspondingly reduced. Because the present radiation energy density is
not affected, the matter-radiation equality shifts towards later times. This enhances
the early ISW effect which increases the first acoustic peak. This increase can be
detected in the ”h” curve of Fig. 2.2.
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Chapter 3
Overview of a Satellite CMB
Experiment
A successful on-ground data processing (e.g. map-making and angular power spec-
trum estimation) requires a good understanding of the relevant aspects of the setup
of the CMB experiment. This chapter gives an overview of those aspects in a satellite
based CMB experiment using the Planck mission ([8], [9]) as an example.
3.1 Instrumentation
The Planck satellite is shown in Fig. 3.1 ([8]). The received photons hitting the
primary mirror (item A in Fig. 3.1) of the telescope are directed to the focal plane
unit (FPU, item C in Fig. 3.1) that contains the horn antennas and the front end
electronics of the radiometers. The diameter of the primary mirror is about 1.5 m. For
radiometers operating at the lower frequency channels the angular resolution is set
by the diameter of the primary mirror and the wavelength of the observed photons.
The beam widths of these radiometers are proportional to the ratio between the
wavelength and the diameter of the primary mirror (diffraction limited beams). The
horn antennas of the higher frequency radiometers are designed to under-illuminate
the telescope leading to the same nominal beam widths for these channels. The
beams are diffraction limited for the frequency channels lower than ∼150 GHz.
The Planck satellite contains 74 detectors in total. They are split in two in-
struments. The Low Frequency Instrument (LFI) contains 22 radiometers covering
three frequency bands with band centers at 30 GHz, 44 GHz and 70 GHz ([31]). All
radiometers are sensitive to one linear polarisation and two such radiometers (with
orthogonal polarisation sensitive directions) are connected to one horn antenna. The
active microwave electronics of the LFI is implemented with semiconductor compo-
nents.
The High Frequency Instrument (HFI) contains 52 detectors covering six fre-
quency bands with band centers at 100 GHz, 143 GHz, 217 GHz, 353 GHz, 545 GHz
and 857 GHz ([33]). All HFI detectors are bolometers. HFI contains both polarisa-
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tion sensitive bolometers (PSB) and polarisation insensitive bolometers (spider web
bolometers).
A detailed view of the FPU is shown in Fig. 3.2 ([8]). The LFI and HFI horn
antennas are clearly visible. The set of horns as projected in the sky is shown in
Fig. 3.3 ([8]). When in orbit the satellite will spin around its spin axis (vertical line
in Fig. 3.3) at a nominal rate of 1 round per minute (rpm). The satellite line of sight
(LOS) indicates the direction where the incoming photons will hit the center of the
FPU. The LOS and the spin axis are nearly perpendicular thus allowing the beams
to draw circles on the sky while the satellite spins. Each detector will sample the
intensity of the received photons with constant sampling intervals in time.
Figure 3.1: Schematic view of the Planck satellite. The primary (A) and the sec-
ondary (B) mirrors of the telescope are shown. The received photons hit the ra-
diometer horns located in the focal plane (C). The solar panels (D) and the service
module (E) containing most of the electronics and the cooling systems are shown as
well. The figure is adapted from [8].
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Figure 3.2: A detailed view of the Planck focal plane. The LFI horns are located
on the outer circles of the FPU and the HFI horns (the smaller ones) are placed
in the center. FPU also contains the HFI bolometers and the front end sections of
the LFI radiometers. The main body of the FPU is cooled to 20 K which is the
ambient temperature of the LFI front ends. HFI horns in the middle are cooled to
4 K and the bolometer sensors (at the rear parts of the FPU) are cooled to 0.1 K.
The amplified microwave signals from the LFI and the post-detection signals from
the HFI are coupled to the service module of the satellite (item E in Fig. 3.1). The
figure is from [8].
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Figure 3.3: The foot-print of the FPU horn antennas projected in the sky. The line-
of-sight (LOS) points approximately to the center of the foot-print. The angle (85
deg) between the LOS and the satellite spin axis is shown. The scanning of the
foot-print is from left to right (in the horizontal direction). The crosses indicate the
polarisation sensitive directions of the pair of detectors in a horn. Horns with no
cross contain a polarisation insensitive detector. The radiation patterns are indicated
by the spots. Their diameters represent their relative beam widths, and their shapes
are relative to their ellipticities. The field of view of the foot-print is about 8 deg in
its maximum width. The figure is from [8].
3.1.1 Low Frequency Instrument
The LFI is built from 22 pseudo-correlation radiometers ([32]). Two such radiome-
ters are connected to a single horn antenna. The front end section is shown in Fig. 3.4
(redrawn from [32]). It operates in 20 K ambient temperature. The stream of pho-
tons from the horn antenna is split to two radiometers in the orthomode transducer
(OMT). OMT separates the incoming photons to two streams with orthogonal linear
polarisations. The radiometers following the OMT are identical and are not polar-
isation sensitive themselves. Referring to two orthogonal linear polarisations they
are often called X and Y radiometers.
The details of the front-end unit of one of the radiometers is shown in Fig. 3.4.
The radiometer receives photons simultaneously from the sky and from the reference
blackbody load at 4 K temperature. The sky and the reference signals are amplified
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and further directed to the back-end unit (see Fig. 3.5, redrawn from [32]) that is
located in the service module of the satellite (item E in Fig. 3.1). The back-end unit
operates in 300 K ambient temperature. In the back-end unit the signal is amplified,
filtered and detected. The diode detectors and the post-detection low pass filters
(not shown in the figure) act as square-and-integrate devices producing a quantity
that is directly proportional to the mean microwave power at the diode input.
The gains and the noise temperatures of the semiconductor amplifiers fluctuate
slowly in time ([32]) which induce correlated (1/f type) low-frequency noise in the
output of the radiometer chain. This noise would be unacceptably high in a simple
total power receiver ([32]). The pseudo-correlation receiver can efficiently suppress
the power of the 1/f noise. During the radiometer operation the relative phase shift
between the radiometer legs (Fig. 3.4) is periodically modulated between 0 and 180
deg with the phase switches. As a result of this modulation the post-detection signal
alternates between the sky and the reference signals. The phase of the alternation
is opposite in the other leg of the radiometer. Due to the different temperatures of
the sky and the load the magnitudes of their post-detection signals are different. In
the LFI the modulation period is 1/4096 s.
The data acquisition section (Fig. 3.5) takes one sky and one reference sample
from each modulation period. A number of sky and reference samples are averaged
to produce sky and reference sample streams with the final output sampling rate.
Each detector has its own output sampling rate and their values for the LFI are given
in Table 3.2. Sky and reference sample streams are produced in both radiometer legs
leading to 4 parallel streams per one pseudo-correlation radiometer.
Because the sky and the reference signals are passing through the same chain
of amplifiers they are exposed to the same gain and noise temperature fluctuations.
Subtracting the reference signal from the sky signal will reduce the low-frequency
fluctuations considerably. Because the sky temperature differs from the reference
temperature the subtraction need to be done with unequal weights: SKY - r×REF,
where r is the gain modulation factor ([32]). It is determined from the constraint
that the mean of the difference should be zero. The way how the differencing reduces
the magnitude of the 1/f noise is clarified in Fig. 3.6. The sky and the reference
streams with high 1/f noise (large gradients) are shown. In the differencing the level
of the 1/f noise is reduced significantly. The reduction would be perfect (assuming
perfect match between the legs) if the sky and the reference temperatures would be
equal. Because they are not some residual 1/f noise always remains. The stream
of difference samples (sampling rate according to Table 3.2) is the final output of
the LFI radiometer and the difference samples constitute the raw time-ordered data
(TOD) stream of the radiometer.
The response times of the LFI radiometers are determined by the bandwidths
of their post-detection filters. Their response times to the changes of the photon
intensities are clearly shorter than the response times of the HFI bolometers (cf.
Sect. 3.1.2).
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Figure 3.4: Front-end unit of an LFI radiometer.
Figure 3.5: Back-end unit of an LFI radiometer.
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Figure 3.6: Principle of the reduction of the 1/f noise in the LFI radiometer.
3.1.2 High Frequency Instrument
A cut view of the HFI is shown in Fig. 3.7 ([8]). The photons from the telescope are
delivered to the bolometer sensors by the back-to-back horn antennas located in the
focal plane unit. The heart of the bolometer sensor is a resistor (thermistor) whose
resistance value depends on its temperature in a known way ([33]). The fluctuations
in the intensity of the photons heating the thermistor will cause fluctuations in
its temperature. This leads to the fluctuations in the resistance value which are
detected. The detected signal is low pass filtered to the Nyquist critical frequency
(cut off at the half of the sampling frequency) and then sampled. The sampling rate
values are given in Table 3.2. For a review of the bolometer techniques, see [34].
The bolometer resistance follows the changes of the photon intensity with some
delay. This delay is characterized by a bolometer response time ([35]). The bolometer
response performs a low pass filtering in the time stream of data. This response
needs to be removed from the received data in the data processing phase. This can
be carried out by deconvolving the data with an inverted bolometer response. These
techniques are beyond the scope of this study. Typical time constants for the HFI
bolometers are in the order of some milliseconds ([35]).
3.1.3 Telescope Beams
We consider the responses of the telescope main beams to the total intensity sky
signal. Telescope sidelobes are not considered in this study. The spots in Fig. 3.3
indicated the relative angular widths and the shapes of the main beam responses
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Figure 3.7: A cut view of the HFI focal plane unit. The back-to-back horns collect
the incoming photons from the telescope and deliver them to the bolometer sensor.
The sensors are either polarisation sensitive or insensitive (spider web). Blow-up
views of both are shown. The figure is from [8].
of the Planck detectors. The angular width decreases (leading to better angular
resolution) with increasing frequency. The shapes of the responses tend to become
more asymmetric when the detector horn is farther away from the LOS.
The main beam response B(n,n0, ψ) is a field in the sky depending on three
variables: n = (θ, ϕ) are the spherical coordinates of the field point, n0 = (θ0, ϕ0) is
the pointing of the maximum intensity of the beam response (or some other suitably
defined point in the beam) and ψ is the orientation angle of the beam (rotation
around n0). The radiation pattern is normalized to
∫
4pi
dΩnB(n,n0, ψ) = 1.
One can imagine that B(n,n0, ψ) is obtained by rotating the beam from its
reference pointing and orientation to the actual pointing n0 and orientation ψ. The
selection of the reference position is arbitrary but n0 = zˆ (pointing to the north
pole) and ψ = 0 is assumed in this study. This leads for the beam response
B(n,n0, ψ) = D̂(n0, ψ)B(n, zˆ, 0), (3.1)
where B(n, zˆ, 0) is the beam response in its reference pointing and orientation and
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D̂(n0, ψ) = D̂(ϕ0, θ0, ψ) is the active right-handed rotation operator corresponding
to the Euler angles α = ϕ0, β = θ0 and γ = ψ ([36]).
The beam in its reference pointing and orientation can be expanded in spherical
harmonics
B(n, zˆ, 0) =
∑
`m
b`mY`m(n), (3.2)
where b`m are the expansion coefficients. The normalization of the response leads
to b00 = 1/
√
4pi. After inserting Eq. (3.2) in to Eq. (3.1) and utilizing the relation
([37])
D̂(n0, ψ)Y`m(n) =
∑`
m′=−`
D`m′m(ϕ0, θ0, ψ)Y`m′(n), (3.3)
where D`m′m(ϕ0, θ0, ψ) are the Wigner D-functions (the matrix elements of the rota-
tion operator, [36]), one obtains for the beam response
B(n,n0, ψ) =
∑
`m
b`m(n0, ψ)Y`m(n), (3.4)
where the pointing and orientation dependent expansion coefficients are
b`m(n0, ψ) =
∑`
m′=−`
b`m′D
`
mm′(ϕ0, θ0, ψ). (3.5)
Due to their small angular extent the main beam responses of the Planck
telescope can be approximated with flat sky elliptic Gaussian beams ([38], [39]).
We consider an elliptic Gaussian beam with its center pointing towards north pole
(n0 = zˆ) and its major axis aligned along the x-axis of an (x,y) coordinate system
placed on the surface of the sky sphere (Fig. 3.8). The beam response is ([39])
B(n, zˆ, 0) = B(x, y) =
1
2piσxσy
e
− x
2
2σ2x
− y
2
2σ2y . (3.6)
The relation between the (x,y) coordinates and the spherical coordinates (θ, ϕ) is
given in Fig. 3.8. The quantities σx and σy give the angular extents of the major and
minor axes of the elliptic response. Instead of these two quantities the full width
half maxima (FWHM) of the major and minor axes are usually used. FWHMx is the
quantity x0 solved from the equation B(x =
x0
2
, y = 0) = 1
2
B(x = 0, y = 0). FWHMy
is defined similarly. One obtains FWHMx =
√
8 ln 2σx and FWHMy =
√
8 ln 2σy.
The mean FWHM values for the Planck beams are shown in Table 3.2.
The coefficients (b`m) of the spherical harmonic expansion of the elliptic Gaussian
beam response are ([40])
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Figure 3.8: Elliptic Gaussian beam pointing to the north pole (n0 = zˆ). A small patch
of the sky is approximated as a flat plane and (x,y) coordinate system is placed on it.
The z-axis points towards the reader. The major axis of the ellipse is aligned along
the x-axis. The relation between the (x,y) coordinates and the spherical coordinates
(θ, ϕ) is shown.
b`m =
[
2`+ 1
4pi
(`+ |m|)!
(`− |m|)!
] 1
2
`−|m|I|m|/2
[
`(`+ 1)σ2(²− 1/²)
4
]
·
· exp
[
−`(`+ 1)σ
2(²+ 1/²)
4
]
, (3.7)
where σ is the geometric mean of σx and σy (σ =
√
σxσy) and ² = σx/σy (² ≥ 1).
Iν(x) is the modified Bessel function of the first kind. Due to the 180 deg rotational
symmetry the expansion coefficients with odd m are zero. The expansion coefficients
are shown at various ` and m in Fig. 3.9.
If the beam response is approximated with a symmetric Gaussian response (σx =
σy, leading to ² = 1) the expansion coefficients with m 6= 0 will all be zero due to
the rotational symmetry and only the coefficients with m = 0 will survive
b`0 =
[
2`+ 1
4pi
] 1
2
exp
[
−`(`+ 1)σ
2
2
]
. (3.8)
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Figure 3.9: The coefficients (b`m) of the spherical harmonic expansion of an elliptic
Gaussian beam pointing to the north pole (n0 = zˆ). Curves are for different values
of m (m = 0, 2, 4, . . . 20). The geometric mean of the FWHMs of the major and
minor axes is 33 arcmin and the ellipticity (²) is 1.4. These are characteristic values
for an LFI 30 GHz detector beam, which has the largest ellipticity of the Planck
beams.
In the CMB experiment the telescope beam sweeps the sky due to the spinning
of the spacecraft. The low pass filtering of the bolometer response (in HFI) and
the sampling integration (in HFI and in LFI) elongate the effective beam in the
direction of the sweep. Further treatment of this phenomenon is beyond the scope
of this study.
3.1.4 Detected Signal
Consider an observer sitting with a radiometer in the origin of a three dimensional
coordinate system. The CMB photons hitting the telescope of the radiometer from
the direction n = (θ, ϕ) obey the Planck radiation law with a (thermodynamic)
temperature T (n) = T0 + δT (n) ([24]). T0 = 2.725 K is the mean temperature
(monopole) of the CMB photons today ([4]). δT (n) is the CMB anisotropy signal.
The brightness Bν(n, ν) is the power of the flux of the photons coming from the
direction n and measured in a unit frequency band, in a unit solid angle and in
a unit collecting area ([41]). The frequency of the photons is ν. The unit of the
brightness is Jy sr−1, where 1 Jy = 10−26 Wm−2Hz−1. The term ”specific intensity”
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is sometimes used instead of ”brightness” ([24]), but the term ”brightness” is used
in this study.
The brightness of the CMB photons (including two polarisation degrees of free-
dom) is ([41])
Bν(n, ν) =
2hν3
c2
1
e
hν
kBT (n) − 1
, (3.9)
where c is the speed of light in vacuum, kB is the Boltzmann constant and h is the
Planck constant. In the case hν ¿ kBT (n) the brightness can be approximated with
the Rayleigh-Jeans brightness
Bν(n, ν) =
2ν2kBT (n)
c2
. (3.10)
Equating this with Eq. (3.9) at all frequencies introduces a new temperature quantity
TA(n)
2ν2kBTA(n)
c2
=
2hν3
c2
1
e
hν
kBT (n) − 1
. (3.11)
TA(n) is called antenna temperature. The right side of Eq. (3.11) can be expanded
in a Taylor series around T = T0. Because |δT (n)| ¿ T0 we can drop all except the
first two terms of the series. This leads for the antenna temperature
TA(n) = T
0
A + δTA(n) =
x
ex − 1T0 +
(
x
ex/2 − e−x/2
)2
δT (n), (3.12)
where x = hν/(kBT0). For CMB photons x = ν[GHz]/56.77985. The conversion
factors from the thermodynamic temperatures to the antenna temperatures at the
center frequencies of the Planck detectors are given in Table 3.1.
Note that the above treatments apply to photons obeying the Planck radiation
law (like CMB photons). The antenna temperature of any radiation source can be
defined by equating
2ν2kBTA
(1 + p)c2
to its measured brightness. The quantity p depends on the type of detector used in
measuring the radiation: p is zero for the polarisation insensitive detectors and one
for the polarisation sensitive detectors.
For CMB photons the measured brightness is (cf. Eq. (3.9))
Bν(n, ν) =
2ν2kBTA(n)
(1 + p)c2
=
2hν3
(1 + p)c2
1
e
hν
kBT (n) − 1
. (3.13)
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For the polarisation sensitive detectors the magnitude of the observed CMB anisotropy
(δT (n)) will depend on the orientation of the polarisation sensitive direction of the
detector1.
Table 3.1: The conversion factors from the thermodynamic temperatures to the antenna
temperatures at the center frequencies of the Planck detectors. The factors are introduced
in Eq. (3.12), and their values given here apply to the CMB photons only (T0 = 2.725 K).
Frequency[GHz] x T 0A =
xT0
ex−1
[K] δTA/δTCMB =
(
x
ex/2−e−x/2
)2
30 0.53 2.068 0.977058
44 0.77 1.804 0.951425
70 1.23 1.382 0.882418
100 1.76 0.996 0.777158
143 2.52 0.601 0.604625
217 3.82 0.233 0.334178
353 6.22 3.387×10−2 7.74265×10−2
545 9.60 1.774×10−3 6.25027×10−3
857 15.09 1.146×10−5 6.34747×10−5
The power of the CMB anisotropy radiation received by a detector is ([41])
δP (n0, ψ) =
∫
4pi
dΩn
∫ ∞
0
dνηF (ν)δBν(n, ν)Ae(n,n0, ψ). (3.14)
The pointing of the center of the telescope beam and its orientation are n0 and
ψ (see Sect. 3.1.3). F (ν) is the frequency response of the detector. The detector
bandwidth (∆ν) is given by
∆ν =
∫ ∞
0
dνF (ν). (3.15)
The nominal bandwidths of the Planck detectors are quoted in Table 3.2. The
brightness of the observed CMB anisotropy radiation is
δBν(n, ν) =
2ν2kBδTA(n)
(1 + p)c2
. (3.16)
The optical efficiency is η (the fraction of the incoming CMB anisotropy photons
that becomes detected).
1For polarisation sensitive detectors δT (n) = I(n) + Q(n) cos(2φ) + U(n) sin(2φ), where I, Q
and U are the Stokes parameters of the CMB anisotropy ([42]) and φ is the angle between the
polarisation sensitive direction and the x-axis of the coordinate system (located on the celestial
sphere), where the Stokes parameters are given. For polarisation insensitive detectors δT (n) = I(n).
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Ae(n,n0, ψ) is the collecting area (effective aperture) of the telescope beam for
the photons hitting the telescope from direction n. The pointing and the orientation
of the beam are n0 and ψ. The collecting area is given by ([41])
Ae(n,n0, ψ) = nλ
2B(n,n0, ψ), (3.17)
where B(n,n0, ψ) is the response of the telescope (Sect. 3.1.3) and λ is the wave-
length of the photons (λ = c/ν). The number of electromagnetic wave guide modes
excited by the CMB photons in the detector horn antenna is n. For the Planck
detectors up to (and including) 353 GHz n = 1, n = 4 for 545 GHz detectors and
n = 8 for 857 GHz detectors.
Inserting the above definitions in Eq. (3.14) the received power (detected signal)
is
δP (n0, ψ) =
2kBnη∆ν
1 + p
δTA(n0, ψ), (3.18)
where δTA(n0, ψ) is the convolution of the CMB anisotropy field with the telescope
response
δTA(n0, ψ) =
∫
4pi
dΩnB(n,n0, ψ)δTA(n). (3.19)
This beam smoothed CMB anisotropy signal (δTA(n0, ψ)) is the input signal in
the map-making. With proper calibration it can be extracted simply (in principle)
from the detected signal δP (n0, ψ).
3.1.5 Radiometer Noise Model
A widely used model for the radiometer noise (noise in the detected signal) is a sum
of white (non-correlated) and 1/f (correlated) noises ([70], [71]). The non-correlated
part is the thermal noise of the electronics and the correlated part emanates mainly
from the gain and noise temperature fluctuations of the amplifiers. The noise samples
have zero mean, Gaussian distribution and their power spectral density (PSD) is
P (f) =
σ2
fs
[
1 +
(
fk
f
)α]
(f > fmin). (3.20)
By definition PSD (P (f)) is the Fourier transform of the autocorrelation of the
noise samples. Frequency fs is the sampling rate of the detected signal (values for
the Planck detectors are given in Table 3.2), σ is the standard deviation (std) of
the non-correlated part of the noise, fk is the knee frequency indicating the frequency
where the spectral densities of the non-correlated and the correlated noise are equal
and α gives the spectral slope of the correlated noise. It is generally believed that
the coherence of the noise processes in the amplifiers will not last for indefinitely
long periods of time. This feature is modelled by the minimum frequency (fmin)
parameter. The inverse of the minimum frequency sets the time scale over which
the noise is correlated. Below the minimum frequency (fmin) the noise spectrum
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becomes flat. The PSD of the noise model for parameter values representing an HFI
217 GHz detector is shown in Fig. 3.10.
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Figure 3.10: The PSD of the radiometer noise. The curve was determined from
the model (Eq. (3.20)) with the parameter values representing an HFI 217 GHz
detector: σ = 0.6 mK, fk = 0.03 Hz, fmin = 1.15×10−5 Hz, α = 2.0 and fs = 200 Hz
(Table 3.2).
With an appropriate set of parameter values this model can describe the noise
properties of the Planck HFI and LFI radiometers. For Planck the typical ranges
of the parameters are: fk = 0.03 . . . 0.1 Hz and α = 1.0 . . . 2.0. As far as the au-
thor knows, the actual minimum frequencies have not been measured from the
Planck radiometers but it is generally believed that they will lie in the range
10−6 . . . 10−4 Hz.
The noise model is flexible in a sense that the noise can be stationary or the
model parameters can be varied over time (piecewise stationary or non-stationary
noise).
For an LFI radiometer the standard deviation (std) of the non-correlated noise
(in the antenna temperature domain) is obtained from ([32])
σ =
√
2fs
∆ν
(Tsys + T
0
A), (3.21)
where Tsys is the system noise temperature of the radiometer ([32]) and T
0
A is the
CMB monopole in the antenna temperature units (Eq. (3.12)). The goals of the
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system noise temperatures are 7.5 . . . 21.5 K for different LFI radiometer channels
([31]).
For an HFI bolometer the std of the non-correlated noise (in the δP domain, see
Eq. (3.18)) is ([34])
σδP = NEP
√
BWPD, (3.22)
where the noise equivalent power (NEP) is a detected power that produces a unit
signal-to-noise ratio (S/N = 1) in the post-detection circuitry. NEP is determined
experimentally for each bolometer. Its unit is WHz−1/2. The post-detection band
0 . . . fs/2 (Nyquist critical frequency) is assumed leading to a post-detection band-
width BWPD = fs/2. Dividing both sides of Eq. (3.22) with the calibration factor
(given in Eq. (3.18)) one obtains σ in the antenna temperature domain
σ = (1 + p)
NEP
√
fs
2
√
2kBnη∆ν
. (3.23)
Computer software (like Level S developed in the Planck collaboration, [43])
exists that generate a stream of noise samples according to the PSD of Eq. (3.20).
As an example, a sequence of noise samples representing an HFI 217 GHz detector is
shown in Fig 3.11. The corresponding PSD (from the model in Eq. (3.20)) is shown
in Fig 3.10. The non-correlated (rapid fluctuations) and the correlated (slow offset
drift) noise components can be clearly recognized in the time domain plot.
3.1.6 Radiometer Performance Goals
The performance goals of the Planck payload have been published in [8] and [9].
Table 3.2 presents a summary of the performance goals extracted from these sources.
3.2 Scanning Strategy
The Planck satellite will be placed in an orbit around the 2nd Lagrangian point
(L2) of the Sun-Earth system ([9], [44], [45]). A satellite placed in L2 will follow
the Earth when the Earth is orbiting the Sun (Fig. 3.12). To maintain the desired
pointing of the satellite spin axis (nearly anti-Sun pointing, see Fig. 3.12), the spin
axis is repointed at regular intervals. The pointing of the beam center is nearly
perpendicular (85 deg) to the spin axis. While the satellite spins (nominal spin rate
1 rpm) the beam will draw nearly great circles in the sky. In 14 months the sky will
be covered twice with observations.
The LFI and HFI detectors will average the intensity of the radiation with con-
stant time intervals. The averages are the output samples of the detectors. The
inverse of the time interval is the detector sampling rate. The sampling rates and
the corresponding nominal angular spacings between the samples are given in Ta-
ble 3.2.
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Figure 3.11: Top: A 60 minute sequence of simulated radiometer noise samples
representing a single HFI 217 GHz detector. The stream was generated with the
Level S software ([43]). The noise model parameter values were as in Fig. 3.10. The
displayed sequence of noise contains 720 000 samples. Bottom: A blow-up plot of
the first two seconds of the noise stream. This sequence contains 400 samples.
The pattern how the projection of the satellite focal plane sweeps in the sky
is called scanning strategy. The scanning strategy has a significant impact on the
scientific output of the mission (e.g. maps and angular power spectra). Ideally, the
scanning strategy should fulfill the following requirements ([44]).
• Full sky coverage.
• Integration time spread homogeneously across the sky (leading to low map
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Table 3.2: Goals of the Planck payload ([8], [9]).
LFI HFI
Center frequency (GHz) 30 44 70 100 143 217 353 545 857
Detector bandwidth (GHz) 6 8.8 14 33 47.2 71.6 116.5 179.9 282.8
Polarised detectors 4 6 12 8 8 8 8
Unpolarized detectors 4 4 4 4 4
Angular resolution 33 24 14 9.5 7.1 5 5 5 5
(FWHM arcmin)
Sampling rate (Hz) 32.5 45 76.8 200 200 200 200 200 200
Angular spacing between 11.1 8 4.7 1.8 1.8 1.8 1.8 1.8 1.8
samples (arcmin) (a)
∆T/T per pixel (µK/K) (b) 2.0 2.7 4.7 2.5 2.2 4.8 14.7 147 6700
(a) 1 rpm spin rate
(b) 14 months of integration, 1σ, square pixels with size = FWHM, temperature map,
equal number of hits in every pixel
noise).
• Redundant observations at many time scales (stable map solution, control of
systematic errors of the instrument).
• Small angular deviation of the spin axis from the anti-Sun pointing (leading
to minimum straylight from the Sun).
• Fixed deviation of the spin axis from the anti-Sun pointing (leading to mini-
mum thermal modulation).
• Simply connected regions of sky with large integration times (leading to better
detection of the systematics of the instrumentation).
• No sharp gradients in the integration time (leading to low systematics in the
data processing).
• In every point of the sky the scanning directions evenly spread around the
clock (leading to the azimuth symmetry of the effective beam pattern in the
sky).
The satellite design sets several limitations on the feasible scanning strategies. A
selected scanning strategy can not usually fulfill all the requirements. The options
considered for the Planck scanning strategies are the nominal and the slow pre-
cession strategy ([44]). In the nominal scanning the satellite spin axis stays always
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Figure 3.12: Planck satellite orbiting the 2nd Lagrangian point of the Sun-Earth
system. The figure is from [8].
in the ecliptic plane. In order to maintain the anti-Sun pointing the spin axis is re-
pointed once per hour (2.46 arcmin azimuth repointing). Because the angle between
the pointing of the beam center and the spin axis deviates from 90 deg this scanning
strategy will leave small unobserved areas in the ecliptic poles. As an example, the
number of hits in the 7×7 arcmin2 areas (pixels) for one 217 GHz HFI detector are
shown in the top panel of Fig. 3.13. The areas with long integration times are con-
centrated near the poles. In the ecliptic equator the integration times are the lowest
and the spread of the scan directions is small (most of the scans in the pole-to-pole
directions). The spread in the pole regions is more favorable.
In the slow precession strategy the satellite spin axis is periodically deflected
above and below the ecliptic plane. While the satellite advances in the ecliptic plane,
the tip of the spin axis vector draws a sinusoidal curve perpendicular to the ecliptic
plane (sinusoidal precession) or a circular path around the anti-solar axis (cycloidal
precession). A typical period of the precession could be couple of months and a
typical amplitude of the precession around 5 . . . 10 deg. Note that at least 7.5 deg
amplitude is needed for all Planck detectors to scan the whole sky. In the slow
precession strategy the pointing of the satellite spin axis is fixed between the re-
pointings and it is repointed once per hour but the repointing will accur both in
azimuth and in elevation. The spread of the integration time (in 7×7 arcmin2 pix-
els) for a single 217 GHz HFI detector and for the cycloidal scanning is shown in
Fig. 3.13. In this case the sky is fully covered with observations and relatively large
areas with high integration times are located at the ecliptic poles. Due to the spin
axis precession the spread of the scanning directions in the ecliptic equator is more
favorable than in the nominal scanning strategy.
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Figure 3.13: Number of hits in 7×7 arcmin2 areas (pixels) for two scanning strategies.
Top: Nominal scanning strategy. Bottom: Cycloidal precession scanning strategy.
For the descriptions of the strategies see the text. The maps are in the galactic coor-
dinate system and they were produced for a single 217 GHz HFI detector observing
the sky for 12 months. The period of the cycloidal precession was 6 months and its
amplitude was 7 deg. The diameter of the unobserved areas (ecliptic poles) of the
nominal scanning strategy are about 8.5 deg for this detector (the size of the unob-
served area depends on the location of the detector horn antenna in the focal plane).
The scale is log10(nhit), where nhit is the number of hits in a pixel. The projection is
Mollweide ([46]). The faint circles in the maps result from the overlap of the end of
the mission with the beginning.
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3.3 Foregrounds
The microwave signal received from the sky is a sum of emissions from several
sources. The CMB photons that we see today emanated from the recombination.
A number of sources of microwave photons and noncosmological sources of CMB
anisotropy exist between the last scattering surface and today’s observer. These sig-
nals are treated here under the title ”Foregrounds”. In the CMB data analysis these
signals are contaminants that typically degrade the quality of the CMB detections.
3.3.1 Satellite Motion Induced Signal
The motion of an observer relative to the (nearly) isotropic CMB radiation field
produces a Doppler shift temperature field in the sky ([47])
T (n) = T0
(1− β2)1/2
1− βvˆ · n = T0[1 + β cos(α) + β
2 cos(2α) +O(β3)], (3.24)
where β = v/c, v = vvˆ is the velocity of the observer relative to the CMB radiation
field, vˆ is the unit vector in the direction of the velocity and c is the speed of light
in vacuum. n is the direction of the observation and cos(α) = vˆ · n. The mean
temperature of the CMB photons is T0 (Sect. 3.1.4).
The velocity of the observer (satellite) can be split in a sum of two parts: the
velocity (v1) of the Solar system relative to the CMB radiation field (last scattering
surface) and the velocity (v2) of the satellite relative to the Sun. Because β ¿
1, the sum of the temperature fields of these two velocity components is a good
approximation of the total temperature field. The velocity component v1 produces
a constant dipole type temperature field in the sky. The magnitude of the dipole
(T0β) is 3.346 mK in the thermodynamic temperature scale ([7]). As an example,
the dipole field seen by one of the 217 GHz HFI detectors is shown in Fig. 3.14. A
sequence of observations scanned from the map of Fig. 3.14 is shown in Fig. 3.15.
The dipole signal is the sinusoidal fluctuation.
The satellite motion relative to the Sun (v2) leads to a modulation of the dipole
signal. The amount of modulation is known and it can be used in the amplitude
calibration of the observed signal. The magnitude of the modulation is of the order
of 10% of the dipole signal.
3.3.2 Galactic Emissions
The main microwave emissions emanating from our own galaxy are the thermal
radiation from the interstellar dust, synchrotron and free-free radiations ([24]). Syn-
chrotron radiation is generated when the trajectories of electrons are bent in the
magnetic fields. The free-free radiation is created when free electrons decelerate in
the electromagnetic fields of other free electrons.
51
Figure 3.14: The CMB dipole and the galaxy seen by one of the HFI 217 GHz
detectors. No radiometer noise is assumed. The map contains the CMB signal too,
but it is buried under the galactic and the dipole signals. The temperatures are in
the antenna temperature scale. The map is in the ecliptic coordinates. The data for
this simulation was created with the Level S software ([43]).
The frequency dependence of the radiation intensity of these sources is signifi-
cantly different than the frequency dependence of the CMB anisotropy signal. The
radiation intensities of these sources are shown in Fig. 3.16. The best window for
the CMB anisotropy detection is the frequency range 60 . . . 100 GHz. The lowest
and the highest frequency channels of the Planck satellite will mainly be used to
observe the galactic signals. The galactic emissions seen by one of the HFI 217 GHz
detectors are demonstrated in Fig. 3.14. In the scanned time stream the galactic
signal shows up as spikes occurring with regular intervals (Fig. 3.15). The galactic
emissions have most of their power at the large angular scales.
Making observations at multiple frequencies allow us to separate the components
and to effectively reduce the galactic contamination in the CMB anisotropy maps
([24]). The details of the component separation methods are beyond the scope of
this study.
3.3.3 Extragalactic Emissions
Point sources and the cosmic infrared background (CIB) are important extragalactic
microwave sources ([24], [49]). Point sources are the galaxies excluding our own. CIB
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Figure 3.15: A sequence of observations scanned from the map of Fig. 3.14. The
sinusoidal fluctuation is the satellite motion induced signal (dipole signal), the rapid
fluctuation on top of the dipole signal is the CMB anisotropy signal and the spikes are
from the scans across the galaxy. The observations in the plot contain no instrument
noise.
radiation is produced by the stars in the galaxies (excluding the stars of our own
galaxy) and partly absorbed/re-emitted by the interstellar dust.
At large angular scales the extragalactic contaminations are insignificant com-
pared to the contaminations from the galactic sources. Point sources become more
significant at smaller angular scales ([47]).
3.4 Time-ordered Data
The intensity recordings of the radiometers are collected in a time-ordered data
(TOD) vector where the observations of the entire mission are organized in a chrono-
logical order. One such vector is produced for each detector.
A TOD vector y can be represented as
y = s+ n, (3.25)
where the vector s is the signal received from the sky and the vector n is the instru-
ment noise, which is a sum of the correlated (1/f) and non-correlated (white) noise.
The signal s is a sum of the CMB anisotropy and foreground emissions (Sect. 3.3).
The TOD samples are usually given in the antenna temperature units.
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Figure 3.16: Radiation intensities of the CMB anisotropy and some galactic emis-
sions. The figure is adapted from [48].
For the data processing purposes three angles need to be specified for each TOD
sample. The pointing of the center of the beam is described by the spherical coor-
dinates (θ0, ϕ0) of the celestial sphere. The third angle describes the orientation of
the beam. It is given by a rotation angle ψ around n0 = (θ0, ϕ0). These angles were
described in more detail in Sect. 3.1.3.
Systematic errors are contaminations in the TOD that decrease our capability
to detect the wanted signal s. Systematic errors have both astrophysical and in-
strumental origins. The correlated part of the instrumental noise is an example of a
systematic error. Other types of systematic errors occurring in real experiments are
([31])
• Straylight from the Sun, solar system planets and galaxy entering the detectors
through the telescope sidelobes.
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• Incomplete knowledge of the actual beam pointing.
• Incomplete knowledge of the true main beam radiation pattern.
• Error in the amplitude calibration of the TOD.
• The ambient temperature of the radiometers may vary in time due to variations
of the satellite orientation relative to the Sun and due to fluctuations of the
satellite cooling systems. Fluctuations in the ambient temperature introduce
extra noise in the TOD.
• Cosmic ray particles hitting the detector lead to the glitches in the TOD.
The detection and removal of the systematic errors (except the correlated noise)
are beyond the scope of this study.
Examples of the signal and noise TODs (s and n) for a 217 GHz Planck detec-
tor were shown in Figs. 3.11 and 3.15. The observed TOD (y = s + n) is shown in
Fig. 3.17. The noise and the satellite motion induced signal (dipole) are the domi-
nating components.
The amount of TOD and the beam pointing and orientation data that Planck
produces during its nominal 14 months mission is significant. The size of the data
is summarized in Table 3.3.
Table 3.3: Amount of TOD and beam pointing and orientation data produced by the
Planck detectors during the 14 months mission. The numbers assume that each TOD
sample is given with 4 B (bytes) and each angle by 8 B (1 B = 8 bits and 1 GB = 109 B).
The total amount of data is 12 040 GB (TOD + pointing and orientation, all detectors
combined).
LFI HFI
Center frequency (GHz) 30 44 70 100 143 217 353 545 857
Detectors (pol+non-pol) 4 6 12 8 12 12 12 4 4
Observations (109)(a) 5 10 34 59 88 88 88 29 29
TOD data (GB) 20 40 136 236 352 352 352 116 116
Pointing & orientation (GB) 120 240 816 1416 2112 2112 2112 696 696
(a) Sampling rates given in Table 3.2, 426 days mission time, all detectors for a
frequency channel.
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Figure 3.17: A sequence of the observed TOD. The plot was obtained by summing
the curves from Figs. 3.11 and 3.15.
3.5 Data Processing
3.5.1 Data Processing Pipeline
A typical data processing pipeline of a satellite CMB experiment is shown in Fig. 3.18.
The telemetry data obtained from the satellite contains both the satellite house-
keeping data and the science data. They are split in step A and the instrument
health checks are carried out using both data streams. The raw TOD (science data
of the telemetry signal) is passed on to step B, where the TOD is calibrated and
cleaned (as much as possible) from the systematics. The calibrated and cleaned TOD
is the input to the map-making (step C). A single map for each frequency channel
(frequency map) is produced in this step. In step D all frequency maps are jointly
processed to perform the component separation. As a result of this step maps for the
CMB anisotropy and foreground emissions will be made. Component separation is
not perfect and the CMB maps will contain some foreground residues. The angular
power spectrum estimates and their associated covariance matrices are produced in
step E. Finally they are used in step F to produce the estimates of the cosmological
parameters (e.g. Ω, A, n, τr, h,ΩΛ,Ωb,Ωm, see Table 2.1 of Sect. 2.8).
The emphasis of this thesis lies in the methods required in steps C (map-making)
and E (angular power spectrum estimation).
In the Planck terminology the data processing pipeline is split in Level 1, Level
2 and Level 3. Level 1 is equal to step A, Level 2 contains steps B and C and Level
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3 contains the functionalities of step D.
The science output of the Planck mission is going to be ([9])
• Frequency maps for 9 frequency channels
• Component maps (CMB, galactic foregrounds)
• Catalogs of extragalactic sources
• Calibrated and cleaned TODs
• Angular power spectrum estimates (temperature and polarisation) and their
covariance matrices
• Estimates of the cosmological parameters
3.5.2 Sky Pixelization
For the CMB data analysis (e.g. map-making and angular power spectrum estima-
tion) the sky is divided in pixels. The map is a set of temperature values, where
a value represents the temperature in a pixel. The Hierarchical Equal Area isoLat-
itude Pixelization (HEALPix, [50], [51], [52]) is applied throughout this study. In
HEALPix the resolution of the map is given by the parameter Nside. Its values are
integer powers of 2. The number of pixels covering the entire sky is Npix = 12×N2side.
The angular sizes of the pixels (in solid angle) are equal: Ωpix = 4pi/Npix. The cen-
ters of the pixels are organized in iso-latitude rings with an equal azimuthal spacing
between the centers. This allows the use of Fast Fourier Techniques (FFT) in the
spherical harmonic transformations. In terms of the speed of the calculation this
gives clear benefits. HEALPix is the baseline pixelization scheme in the Planck
project.
The parameter Nside, the number of pixels covering the sky and the angular size
of a pixel for a set of some often used HEALPix resolutions are shown in Table 3.4.
3.5.3 Level S
The data processing software needs to be developed during the pre-launch period
of the CMB experiment. The sofware development requires realistic TOD streams
including all relevant signals (CMB anisotropy and foregrounds signals convolved
with the realistic telescope beams) and systematic errors (e.g. instrument noise,
glitches, pointing errors and thermal modulations). Additionally, the TOD streams
shall have the length representing the entire duration of the mission. Level S is a
collection of software modules developed in the Planck collaboration to generate
the TODs ([43]). TODs generated by Level S were used in some of the studies of
this thesis (paper III [3]).
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Figure 3.18: The on-ground data processing pipeline of a satellite CMB experiment.
The focal plane database file and sky templates are the inputs to Level S. The
database file gives the locations of the horn antennas in the focal plane, describes
the main beam radiation patterns in terms of elliptic Gaussian models and gives the
parameter values of the instrument noise model. The noise model applied in Level S
is identical to the model described in Sect. 3.1.5. Sky templates (maps and spherical
harmonic expansion coefficients) of the CMB anisotropy, galactic and extragalactic
emissions have been produced in the Planck collaboration. The main outputs of
the Level S tools are the TODs and the beam pointings & orientations for a selected
set of LFI or HFI detectors.
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Table 3.4: The relation between Nside, the number of pixels and the typical angular size
of a pixel for some HEALPix resolutions. The shapes of the HEALPix pixels are different
in different parts of the sky.
Nside Npix Ω
1/2
pix (arcmin)
64 49 152 54.97
128 196 608 27.48
256 786 432 13.74
512 3 145 728 6.87
1024 12 582 912 3.44
2048 50 331 648 1.72
4096 201 326 592 0.86
8192 805 306 368 0.43
Level S package has software tools for the following tasks
• Movement of the satellite in its orbit at L2. The pointings of the satellite axes
(x,y,z) as a function of time. The z-axis is aligned with the satellite spin axis
and the x- and y-axes are perpendicular to it.
• Creation of the spherical harmonic coefficients (b`m) for the detector beams.
• Convolution of the sky template maps with the beam to produce the samples
for the signal part of the TOD (vector s of Eq. (3.25)). The filtering with the
frequency responses of the bolometer time constant and the sampling integra-
tion is included.
• Conversion of the pointings of the satellite axes to the pointings and the ori-
entations of the detector main beams.
• Generation of the samples of the instrument noise (white and 1/f noise in
vector n of Eq. (3.25)).
• Generation of the noise emanating from the thermal fluctuations of the satellite
cooling systems.
• Synfast and anafast codes (originally from the HEALPix package) to perform
forward and backward spherical harmonic transforms of a map.
Level S is capable of delivering both temperature-only and polarized TODs.
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Chapter 4
Map-making
4.1 Map-making Problem
Suppose we have Nt samples of the observed temperature TOD in a column vector
y. The TOD is assumed to be a sum of signal and instrument noise
y = s+ n. (4.1)
The signal vector s is the underlying true sky temperature field convolved with
the telescope response while the center of the telescope beam follows the scan path.
In the map-making we model the underlying true sky temperature field with a
pixelized sky map. The sky map is represented by a column vector m. The length
of the map vector is Npix, the number of pixels in the map. A pixel temperature of
the sky map represents the mean of the true sky field across the pixel area.
We assume that the signal depends linearly on the sky map and write Am
instead of s. MatrixA is the observation matrix whose elements encode the telescope
response and the scanning strategy. Each row of A contains a rotated map of the
telescope response. The size ofA is Nt×Npix. In the Planck experiment the typical
values are Nt = 10
9 . . . 1011 (see Table 3.3) and Npix = 10
6 . . . 108.
It should be noted that vector s contains more information on the underlying
true sky than vector Am, because the sky signal structure at all angular scales
contribute to s but only those scales that are larger than the pixel size of the sky
map contribute to Am. If the size of the sky map pixel is decreased towards zero,
the vector Am will approach asymptotically the vector s.
We suppose that the noise vector n is a collection of zero mean, Gaussian dis-
tributed random variables. The power spectral density (PSD) of the noise vector was
introduced in Eq. (3.20). The noise samples are strongly correlated in time which,
when coupled to the scanning strategy, will lead to stripes in the output maps that
would distort the signal statistics. One of the map-making goals is to minimize the
magnitude of these stripes.
Although a TOD is often associated with the observations of a single detector
the above formalism can readily be generalized to multiple detectors. Suppose we
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have Ndet detectors with y1,y2, . . .yNdet being the their TODs and A1,A2, . . .ANdet
being their observation matrices. We can now join the TODs and the observation
matrices in a single vector and matrix
y =
 y1...
yNdet
 (4.2)
and
A =
 A1...
ANdet
 . (4.3)
The formalism introduced in this chapter applies to these multidetector quantities
and we will no longer make a distinction between single detector and multidetector
observations.
The map-making problem can now be stated: Given the observed TOD (vector
y) we need to find the map estimate m˜ that minimizes the variance of the residual
m˜ −m ? The solution to this problem is called the minimum variance map. The
residual m˜−m is also called reconstruction error in the literature ([54]).
4.2 Minimum Variance Map
Under the assumption of a Gaussian distribution the probability density function
(PDF) of the noise vector n is
P(n) = (2pi)−Nt/2 exp
(
−1
2
(nTN−1n+ Tr[lnN])
)
, (4.4)
where N ≡ 〈nnT〉 is the time domain noise covariance matrix. Superscript T in-
dicates a transpose and 〈·〉 is the ensemble mean. Tr[·] is the trace of a matrix.
Inserting n = y−Am in Eq. (4.4) and assuming no prior knowledge on the under-
lying sky map m, the probability that a certain sky will lead to our observed TOD
is
P(y|m) = (2pi)−Nt/2 exp
(
−1
2
((y −Am)TN−1(y −Am) + Tr[lnN])
)
. (4.5)
This is the likelihood function of the problem and the map that maximizes it
is the minimum variance map m˜. The log-likelihood function is the logarithm of
the inverted likelihood function. Setting the derivative of the log-likelihood function
(with respect to m) to zero leads to a linear matrix equation where the minimum
variance map can be solved
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ATN−1Am˜ = ATN−1y. (4.6)
The covariance matrix of the residual map is
〈(m˜−m)(m˜−m)T〉 = (ATN−1A)−1. (4.7)
It has been shown ([54]) that the minimum variance map is lossless in a sense that
it contains the same cosmological information as Am + n (under the assumptions
of Gaussian distributed n and that we know the noise covariance N).
In a hypothetical noiseless experiment the minimum variance map minimizes
|s−Am˜|, the magnitude of the difference between the observed and the model data
sets ([54]). We obtain for the minimum variance map of the noiseless experiment
m˜ = (ATA)−1ATs. (4.8)
This map is also called the binned noiseless map. A pixel temperature of the binned
noiseless map is a weighted sum of the observations that fall in that pixel. The
observed (noiseless) TOD (s) contains usually several observations of a pixel (spread
across its area), whereas each pixel is represented by a single temperature value in
the binned noiseless map. Thus the vector s contains information on the sub-pixel
structure of the signal, whereas that information is lost in the binned noiseless map.
If the binned noiseless map is scanned back to a TOD, this loss of the sub-pixel
signal structure will lead to a difference between the scanned TOD (Am˜) and the
original TOD (s). The difference (Am˜− s) is called pixelization noise ([55]).
In the Planck-like experiments the size of the observation matrix can become
so large that it may set unrealistic requirements on the amount of computer memory
required in the data processing. Additionally, the inversion of the matrix ATA (size
Npix × Npix) required in the data processing will become a major computational
burden. For most of the work presented in this study, a simpler approach has been
adopted, where each TOD sample represents the temperature of the pixel where the
beam center is pointing. Under this assumption the observation matrix of a total
power experiment (like Planck) contains simply ones and zeros. Each row of the
matrix has a single non-zero element and the rest are zeros. We denote this simplified
observation matrix by symbol P and call it pointing matrix.
When applying the pointing matrix (instead of the observation matrix) the mem-
ory requirements to store P are considerably relaxed. Additionally, the matrix PTP
is diagonal, the diagonal elements giving the number of hits in a pixel. However,
there is a drawback too. The temperature of an output map pixel will not be the
temperature of the underlying true sky in that point, but it will be the true sky con-
volved with a response that is the mean of the telescope beam responses in different
orientations. The number of orientations equals the number of hits in that pixel and
the orientations are given by the scan directions across the pixel. In general each
pixel will have its own smoothing that depends on the telescope beam and the scan-
ning strategy. If the symmetric beam approximation is valid each pixel will simply
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be convolved with that beam and no scanning dependent smoothing exists. The map
smoothing needs to be deconvolved in some later stage of the data processing (e.g.
in angular power spectrum estimation).
The pointing matrix is considered for the most part of this study. Some discussion
on possibilities to use the full observation matrix in the map-making are given in
Sect. 4.6.
4.3 GLS Map-making Algorithms
To find the map that minimizes the log-likelihood function ( logarithm of the inverse
of Eq. (4.5)) is a general least squares (GLS) fitting problem ([53]). The methods
that aim at finding the optimal minimum variance map (m˜) from the equation
PTN−1Pm˜ = PTN−1y. (4.9)
are called GLS map-making algorithms. A number of such algorithms have been
proposed ([56] - [61]).
Usually GLS map-making assumes the noise to be stationary throughout the
mission. It is further assumed that the elements of the covariance matrix (Nij)
vanish when |i− j| is larger than some Nη and Nη ¿ Nt ([60]). This means that the
correlation is significant only across a number of samples that is a tiny fraction of the
total length of the TOD. Thus the noise correlation matrix N can be approximated
by a circulant matrix ([60]). Note that the matrix N−1 is approximately circulant
as well. The multiplication N−1y can be carried out more easily in the frequency
domain where N−1 is diagonal ([60]). In most of the proposed GLS map-making
algorithms the output map is solved from Eq. (4.9) with an iterative preconditioned
conjugate gradient (CG) method ([53]). The residual error after the kth CG iteration
is measured by the fractional difference
ε(k) =
‖ PTN−1Pm˜(k) −PTN−1y ‖
‖ PTN−1y ‖ . (4.10)
The norm ‖ · ‖ is the Euclidean norm. The iterations are repeated until the fractional
difference has reached a low enough value. This limit is typically on the order of 10−6
([60]).
Due to the circulant matrix approximation each row of the matrix N−1 contains
the same element values in a different cyclic permutation. Only the elements of a
row with |i− j| ≤ Nξ (Nξ ¿ Nt) have non-zero values. The rest of the elements are
zero. The collection of the non-zero elements (of a row) is called the noise filter. The
lag of an element is the difference of its indices (i − j). The choice of the value Nξ
is a significant decision for the quality of the output maps and for the computation
time of the algorithm ([60]).
Some examples of the noise filters derived from the radiometer noise PSD (Eq.
(3.20)) are shown in Fig. 4.1. The noise filter amplitudes at the lags of some tens of
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Figure 4.1: The absolute values of the noise filters determined from the PSD of the
radiometer noise model (Eq. (3.20)). The lag of 200 s corresponds to 40 000 HFI
samples and between 6 500 and 15 360 LFI samples. All noise filters were normalized
to one at zero lag. The filter is positive at zero lag and negative at all other lags.
The minimum frequency was 1.15 × 10−5 Hz. Top: Noise filters at knee frequency
0.03 Hz and at 1/f and 1/f2 slopes. Bottom: Same as the top panel but now the
knee frequency is 0.1 Hz.
thousands of samples are suppressed by several orders of magnitudes relative to the
amplitude at zero lag. This demonstrates the validity of the assumption Nξ ¿ Nt.
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For a given knee frequency, the amplitude gets more suppressed with increasing
spectral slope (α). The amplitude (at a given lag) will be more suppressed at higher
knee frequencies. The difference between the noise filters of knee frequencies 0.03 Hz
and 0.1 Hz is significant at α = 2.0 but relatively modest at α = 1.0. It can be
noted that as long as fmin ¿ fk, the noise filter is nearly independent from the
minimum frequency. The diagonal elements of the frequency domain representation
of the noise filter are samples (frequency bin values) taken from 1/P (f), where P (f)
is the noise PSD given in Eq. (3.20). For the instrument noise obeying the 1/f +
white noise model, the noise filter is a high-pass filter.
In order for the GLS output map to fall close to the optimal minimum variance
map, the algorithms require knowledge on the statistical properties of the instru-
ment noise. In a real CMB experiment these properties must be estimated from the
observed data. Both iterative ([55], [62], [63]) and non-iterative ([64], [65]) methods
have been proposed for this task. Many schemes start by binning a map from the
observed TOD, rescanning it back to a TOD and subtracting this TOD from the
original observed TOD (n˜ = y−P(PTP)−1PTy). The resulting time stream (n˜) is
a crude approximation of the noise part of the observed TOD.
In the non-iterative methods either the noise power spectrum (binned in fre-
quency) of the crude noise time stream is estimated or a PSD model (like Eq.
(3.20)) is fitted to its power spectrum. The power spectra (estimated or fitted) of
the crude noise time stream are then used as an estimate of the power spectrum of
the noise of the observed TOD ([64]).
In the iterative methods the noise filter is first determined from the power spec-
trum of the crude noise time stream and then the map is solved from Eq. (4.9) using
CG iterations. With the map as an estimate of the signal, a better noise time stream
is obtained by spreading the map in to a TOD and subtracting it from the observed
TOD (n̂ = y−Pm˜). A better noise filter can now be determined, which leads to a
better map and which can again be used to produce a better estimate of the noise
stream and so on. If the parameters of the algorithm (like the frequency bins of the
noise power spectrum) have been selected properly, this iteration will converge in a
couple of cycles ([62], [63]).
The iterative noise estimation has been applied in BOOMERanG and MAXIMA
experiments ([66], [67]). No studies of the impact of an inaccurate noise filter on the
GLS maps have been published for the Planck-like experiments but it is shown in
[64] that in the BOOMERanG type of experiments the iterative and non-iterative
noise estimation can lead to GLS maps that are close to the maps where a perfect
knowledge of the statistical properties of the noise has been available.
It is shown in [60] how GLS map-making can be applied when the instrument
noise is only piece-wise stationary.
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4.4 Destriping
4.4.1 Destriping Principle
The destriping method was introduced for the map-making in the early planning
phases of the Planck project ([68]). The early software implementations ([69] - [73])
of the destriping made use of the fact that Planck is a spinning spacecraft whose
detector beams draw nearly great circles in the sky. Each circle is observed 60 times
before the spin axis is repointed (see Sect. 3.2). The time between two consecutive
repointings is called a repointing period. It was assumed that the pointings of the
samples of a circle will repeat themselves exactly in all 60 circles. In order to reduce
the noise and the amount of data, the samples of those 60 circles were averaged.
This process is called co-adding. We call one co-added circle a ring.
The early implementations of destriping ([69] - [73]) assumed that the 1/f part of
the instrument noise in a ring can be approximated by an offset or a uniform baseline.
This approximation was first introduced in [74], which stated that a uniform baseline
is a good approximation if the knee frequency of the 1/f noise is smaller than the
spin frequency of the satellite.
We call the length of a baseline an elementary scanning period. If the amount of
data is reduced by co-addition, a ring is a natural choice for an elementary scanning
period. Other methods proposed for the TOD reduction are pixel binning and phase
binning. In the pixel binning the TOD samples corresponding to a repointing period
are binned to map pixels. This is repeated leading to a specific set of pixels for every
repointing period. Typically the number of pixels is smaller by a factor 20 . . . 40 than
the number of samples in a repointing period. In the phase binning the scanning cir-
cle is split in angular bins and the TOD samples of a repointing period are collected
in these bins and averaged ([75]). Co-addition is not applicable when the pointings
of the samples of the consecutive circles do not repeat themselves. This may happen
due to e.g. satellite spin axis nutation or due to fluctuations in the satellite spin
rate. In these cases pixel or phase binning can be applied. In the pixel and phase
binnings a natural choice for the elementary scanning period is the number of pixels
or phase bins in a repointing period. If no TOD reduction is applied the elementary
scanning period becomes a freely chosen parameter whose value does not have to be
related to the scanning circles.
The uniform baseline approximation of the 1/f noise is demonstrated in Fig. 4.2.
The top panel shows a simulated sequence of instrument noise representing one
LFI 30 GHz detector. Note that the noise here was not co-added. The elementary
scanning period was one minute and uniform baselines were determined by taking the
means of the noise for those periods. The baselines determined this way are shown
in the top panel as well. The noise after the subtraction of the baselines is shown in
the bottom panel. As can be seen, uniform baselines provide a good approximation
of the slow fluctuations (1/f fluctuations) of the noise. This demonstrates that the
instrument noise can be accurately modelled with a set of baselines added to the
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Figure 4.2: Top: A one hour sequence of simulated radiometer noise samples repre-
senting a single LFI 30 GHz detector. The noise is a sum of 1/f and white noise.
The stream was generated with the Level S software ([43]). The uniform baselines
(means of the noise for a one minute elementary scanning period) are shown too
(white steppy line). Bottom: The noise after the uniform baselines have been sub-
tracted. The parameter values of the noise PSD were (Eq. (3.20)): σ = 1.3 mK,
fk = 0.05 Hz, fmin = 1.15× 10−5 Hz, α = 1.7 and fs = 32.5 Hz. Note that the figure
shows the noise for each scan circle (no co-addition).
non-correlated (white) noise.
For the rest of this section we will assume a co-added TOD and use a ring as
an elementary scanning period. The discussion, however, is also valid for the TODs
with no data reduction and with an arbitrary elementary scanning period.
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In destriping one solves the estimates of the noise baselines, produces a cleaned
TOD by subtracting the estimates (fitted baselines) from the original observed TOD
and bins the cleaned TOD in the final output map. In a real experiment the observed
TOD contains signal and noise. Because one cannot assume that the mean of the
signal over a ring is zero, the baselines cannot be determined by simply taking means
of the observed TOD (as we did for the noise-only TOD in Fig. 4.2). However, the
signal should be the same in the crossing points of two different rings. Destriping
adds a baseline to each data ring and adjusts the relative values of these baselines
to minimize the data differences in the crossing points. A crossing point is identified
when the samples of two different rings fall on the same sky pixel. The adjustment of
the pixel size will influence the number of crossing points that we detect. It should
be noted that, according to this definition, two closely spaced parallel rings may
have a crossing point (or a row of them) without actually crossing each other if
a pair of samples, with members of the pair from different rings, fall on the same
pixel. Because only the data differences are considered, the same constant can be
added to every baseline without affecting the differences. This degeneracy needs to
be removed by e.g. requiring that the sum of the fitted baseline magnitudes is zero.
The general function to be minimized in destriping is ([70])
S =
∑
p∈sky
∑
pairs
w(p, ik, jl)(yik − yjl − ai + aj)2, (4.11)
where index p labels pixels, i, j rings and k, l samples on a given ring. Combined
indeces ik and jl identify observations yik and yjl. The magnitudes of the unknown
uniform baselines are ai and aj for rings i and j, respectively. The second sum
refers to all pairs (ik, jl) of measurements that fall on the pixel p and w is a weight
function. Different weight functions were used in the early implementations of the
destriping. Because pixel p contributes np(np − 1)/2 pairs (np is the number of hits
in the pixel p), w ∝ 1/(np − 1) was suggested in [70]. Weight w = const. was used
in [71] and [72].
Minimizing S with respect to the unknown baseline magnitudes ai and taking
into account the constraint that the sum of ai is zero, lead to a group of linear
equations for the magnitudes
Ca = b. (4.12)
Vector a contains the baseline magnitudes (ai). The number of crossing points and
their distribution in the sky determine the elements of the square matrix C. Matrix
C is symmetric and non-negative definite and its dimension equals the number
of baselines. The elements of the vector b are weighted sums of the temperature
differences of the crossing points (yik − yjl). The length of b equals the number of
baselines.
To solve the baseline magnitudes from Eq. (4.12) the matrix C needs to be in-
verted. For rings the number of uniform baselines is ∼9000 for a one year mission.
This leads to a symmetric matrix C that can be directly inverted in today’s super-
computers using e.g. Cholesky decomposition ([53]). However, if we have no TOD
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reduction and e.g. one minute uniform baselines (leading to ∼500 000 baselines in a
year), the direct inversion is too demanding a task for the current computers and it-
erative methods (e.g. conjugate gradient iteration, [53]) needs to be applied to solve
the matrix equation. Solving the baseline magnitudes is a less complex problem than
solving the map in the GLS method (cf. Eq. (4.9)), because the number of pixels
in the output map is typically 106 . . . 108 and no multiplications of type N−1y are
required in the destriping.
In a real experiment the samples of a crossing point do not necessarily measure
the same point in the sky but they may have different pointings within the pixel. This
means that the vector b will have a (small) non-zero contribution from the sub-pixel
structure of the sky signal. This structure gives rise to the pixelization noise too (as
described in Sect. 4.2). The sub-pixel structure leads to non-zero baseline magnitudes
even in a noiseless experiment. The output map of the destriping would deviate
from the binned noiseless map in this experiment. In a real experiment, however,
the instrument noise is typically the main contributor in the baseline magnitudes
and the contributions from the sky signal are mostly small ([73]).
Destriping is not an optimal map-making algorithm in a sense that it does not
produce a minimum variance map. The difference is, however, small in many cases.
The great virtues of destriping are that the algorithm is significantly simpler than the
GLS map-making and it requires no prior information on the statistical properties
of the instrument noise. We have assumed until now that the variance of the white
noise (σ2 in Eq. (3.20)) is the same for all TOD samples. Destriping with no prior
knowledge on noise can also be applied to TODs with non-uniform white noise. The
performance of destriping can, however, be enhanced if the levels of white noise are
known and used in solving the baselines and the output map. This issue is discussed
in more details in Sect. 4.4.2.
In addition to removing the 1/f noise from the TOD, destriping has been applied
to clean the TOD from the drifts caused by other systematic effects, e.g. the thermal
fluctuations of the satellite cooling systems ([76]).
4.4.2 Maximum Likelihood Approach to Destriping
The function S (Eq. (4.11)) that is minimized in the destriping was derived from
practical considerations and it contained elements (e.g. the weight function w) that
were given without more fundamental justifications ([70], [71]). In this thesis a sys-
tematic maximum likelihood approach to derive the function to be minimized was
developed (paper I [1]). Additionally, destriping codes based on these principles were
implemented (described in paper I [1]).
We continue to consider uniform baselines. As before, we assume that the signal
part of the observed TOD is scanned from a sky map m (see Sect. 4.2). This discus-
sion applies equally well to TODs with the data reduction (co-addition, pixel binning
or phase binning) or to TODs with no reduction. Thus we will make no distinction
between them. To model the correlated (1/f) part of the instrument noise we define
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a uniform baseline for each elementary scanning period. The observed TOD (y) can
be written
y = Pm+ n. (4.13)
The underlying sky map is m, P is the pointing matrix and the instrument noise is
the vector n. It is modelled as a sum of white noise and the baselines
n = Fa+ n′. (4.14)
Vector a contains the unknown baseline amplitudes (one for each elementary
scanning period) and the matrix F spreads the baselines to a TOD. Vector n′ is the
non-correlated (white) part of the instrument noise. The covariance matrix of the
white noise is Cn ≡ 〈(n′)(n′)T〉. It is diagonal but not necessarily uniform.
We assign no prior knowledge on the map and the baseline amplitudes. With
these assumptions, we obtain the log-likelihood function
χ2 = (n′)TC−1n (n
′) = (y −Pm− Fa)TC−1n (y −Pm− Fa). (4.15)
We need to minimize the log-likelihood function with respect to both of the
unknown variables m and a. After taking the derivative with respect to m and
setting it zero, the map can be solved
m = (PTC−1n P)
−1PTC−1n (y − Fa). (4.16)
Inserting the map back to the log-likelihood function and minimizing it with respect
to the baseline amplitudes, an equation for the vector a is obtained
FTC−1n ZFa = F
TC−1n Zy, (4.17)
where
Z = I−P(PTC−1n P)−1PTC−1n . (4.18)
Matrix I is a unit matrix with dimension equal to the length of the TOD. Although
not apparent, the matrix FTC−1n ZF is symmetric and non-negative definite (paper
I [1]). When the matrix Z is acting on a TOD it subtracts from each sample the
inverse (white) noise variance weighted average of the samples hitting the same pixel.
The matrix FTF is diagonal and it is normalized to FTF = diag(nb), where nb is the
number of samples in an elementary scanning period. Eqs. (4.16) and (4.17) were
the main theoretical results of paper I ([1]).
The baseline amplitudes cannot be solved from Eq. (4.17) by directly inverting
the matrix FTC−1n ZF, because it is singular. It was shown in Sect. 4.4.1 that a con-
stant can be added to every baseline amplitude without affecting the log-likelihood
function. Every amplitude vector a′ that fulfills FTC−1n ZFa
′ = 0 belongs to the
nullspace of the matrix FTC−1n ZF. If vector a is a solution to Eq. (4.17) then a+ a
′
is a solution too. It is easy to show that an amplitude vector a′ containing the same
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constant in each of its elements (corresponding to an addition of a constant to every
baseline amplitude) belongs to the nullspace. To remove this ambiguity we required
that the sum of the amplitudes is zero (Sect. 4.4.1). This is equivalent to replacing
the matrix FTC−1n ZF in Eq. (4.17) with a matrix that is the original matrix with
number 1 added to each of its element. Provided that there are enough crossing
points between the elementary scanning periods the modified matrix will be well-
behaving. Note that this simple modification of FTC−1n ZF forces the sum of the
amplitudes to zero, because the right hand side of Eq. (4.17) is orthogonal to the
nullspace of FTC−1n ZF.
Because the matrix FTC−1n ZF is symmetric and non-negative definite, its eigen-
vectors form a complete orthogonal basis and its eigenvalues are real and ≥ 0. The
eigenvectors with zero eigenvalue belong to the nullspace. The nullspace is not a
problem when the amplitudes are solved using iterative conjugate gradient method.
Provided that the initial guess of the amplitude vector is orthogonal to the nullspace
the amplitude vector given by the conjugate gradient iterations will remain orthog-
onal to it (paper I [1]). For the uniform baselines this means that the sum of the
fitted amplitudes will be zero.
When the amplitudes have been solved in Eq. (4.17) they shall be inserted in
Eq. (4.16) to obtain the final output map.
Inserting Eq. (4.16) in Eq. (4.15) and assuming a uniform white noise covariance
(Cn = diag(σ
2)), the log-likelihood function can be put in a similar form as the
function S in Eq. (4.11). The weight will now be w = 1/np (paper I [1]). The maps
of this weight were compared to the maps of the earlier weights (w = 1/(np − 1) of
[70] and w = const. of [71]). The comparison was made in paper I ([1]). The noise
level in the maps of w = const. was higher than in the maps of w = 1/np but, the
noise levels of w = 1/np and w = 1/(np − 1) were nearly equal.
To demonstrate the maximum likelihood destriping principle, one year noise-
only TODs (1/f + white noise) were generated for four LFI 30 GHz detectors (cf.
Fig. 4.2). Level S software package was used in this task ([43]). The parameter values
of the noise PSD were as in Fig. 4.2. One minute uniform baselines were fitted in
the TODs of all four detectors and a single temperature map was binned from the
cleaned TODs. A cycloidal precession scanning strategy with 7.5 deg amplitude
(maximum deflection of the satellite spin axis above and below the ecliptic plane)
and 6 months period was assumed (see Sect. 3.2). For comparison, another map was
binned directly from the original TODs (no baseline subtraction). Both maps are
shown in Fig. 4.3. The stripes are clearly visible in the binned map (top panel) but
hardly visible in the output map of the destriping (bottom panel). The standard
deviation (std) of the pixel temperatures of the destriped map is only 1.01 times
higher than the pixel std of the theoretical white noise map, whereas for the binned
map the corresponding factor is 9.3.
The angular power spectra of the temperature maps are shown in Fig. 4.4. The
blob structure in the spectrum of the binned map is due to the stripes. Blobs dom-
inate the spectral power and their level is dramatically reduced in the destriping.
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Figure 4.3:Top: A temperature map binned from the simulated one year noise TODs
of four LFI 30 GHz detectors. The pixel std of the map is 388.0 µK. Bottom: A
temperature map made from the same TODs but now the maximum likelihood
destriping has been applied (one minute uniform baselines, no co-addition). The
pixel std of this map is 42.03 µK. The pixel std of the theoretical white noise map
is 41.66 µK. It was calculated as
√
〈1/n〉σ, where 〈1/n〉 is the mean (taken over the
hit pixels, 100% sky coverage in this case) of the inverse of the number of hits in a
pixel and σ is the std of a sample of the TOD. The value of σ and the other noise
parameters were as in Fig. 4.2. The map resolution is Nside = 512 and the maps are
in ecliptic coordinates. The scanning strategy was the cycloidal precession strategy
and the units of temperature are antenna µKelvins. Note the different color scales
of the maps.
Fig. 4.4 shows that the wanted CMB signal would be nearly buried under the noise
spectrum unless the stripes were removed.
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Figure 4.4: Angular power spectra of the noise maps of Fig. 4.3. Top: Power spec-
trum of the binned map (upper black curve with blobs), power spectrum of the
destriped map (lower black curve) and the expectation value of the power spectrum
of the white noise map (horizontal red line). The level of the white noise spectrum
is 4piσ2map/Npix, where σmap is the pixel std of the white noise map (see the caption
of Fig. 4.3). A realization of a theoretical CMB power spectrum convolved with the
beam of an LFI 30 GHz detector is shown for comparison (blue curve). The ΛCDM
(cosmological constant + Cold Dark Matter) model in a flat universe was considered.
Bottom: Zoom in the box shown in the top panel.
It was noted that the uniform baselines and white noise provide a reasonably
accurate model of the instrument noise. One can try to improve the modelling by
introducing more base functions in addition to the simple uniform baselines. Typical
choices of base functions are sines and cosines (Fourier modes) or some polynomials.
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The suitable frequencies of the Fourier modes are integer multiples of 1/Tperiod,
where Tperiod is the duration of the elementary scanning period. These Fourier modes
form an orthogonal set in Tperiod. Legendre polynomials with the length Tperiod are
orthogonal too. Eqs. (4.16) and (4.17) remain valid for multiple base functions with
the modification that vector a now contains the amplitudes of the base functions and
each column of the matrix F contains the values of the corresponding base function
along the TOD. The matrix FTF is diagonal and we assume the normalization
FTF = diag(nb) for the base functions. The number of samples in an elementary
scanning period is nb.
Delabrouille found that the addition of a small number of low order polynomials
or splitting a ring in to a small number of distinct uniform baselines improved the
performance of destriping ([70]). Maino et al. showed, however, that splitting a ring
in two uniform baselines did not bring significant improvement ([73]). A possible
reason for the different results was discussed in paper I ([1]). It could be due to the
different noise spectra considered in these studies: 1/f for Maino et al. ([73]) and
1/f2 for Delabrouille ([70]).
We examined the maximum likelihood destriping using uniform baselines, first
Fourier modes (sines and cosines with frequency 1/Tperiod) and 1
st and 2nd order
Legendre polynomials (paper I [1]). We assumed a co-added TOD leading to an
elementary scanning period equal to a ring. We produced the results for three dif-
ferent knee frequencies (0.025 Hz, 0.1 Hz, and 0.4 Hz) of the simulated instrument
noise. We found that for the two lowest knee frequencies multiple base functions did
not reduce the map noise as compared to the noise of the uniform baselines only.
At the highest knee frequency fitting uniform baselines and Legendre polynomials
produced lower map noise than fitting uniform baselines only, but the difference was
very small. Fitting first Fourier modes did not bring lower noise at the highest knee
frequency.
For Fourier modes and 2nd order Legendre polynomials the CG algorithm re-
quired a remarkably large number of iterations to converge (paper I [1]). These
problems seemed to be related to the symmetries of the used scanning strategy,
which can create moderately small, but non-vanishing, eigenvalues of the matrix
FTC−1n ZF (paper I [1]). These small eigenvalues reduce the accuracy at which one
can determine the amplitudes of the Fourier modes or 2nd order Legendre poly-
nomials. There is clearly no advantage in fitting multiple base functions if their
amplitudes contain large inaccuracy. The TODs used in paper I ([1]) represented
the mission time of 7 months. Longer mission time or a different type of scanning
strategy might increase the small eigenvalues and thus improve the accuracy of the
base function amplitudes.
An alternative approach to solve the map from
y = Pm+ Fa+ n′ (4.19)
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was proposed in [67]. Defining an extended map (q)
q =
(
m
a
)
(4.20)
and an extended pointing matrix (Q)
Q =
(
P F
)
. (4.21)
we obtain for the TOD
y = Qq+ n′. (4.22)
Because we assume white noise, the minimum variance q is
q = (QTC−1n Q)
−1QTC−1n y. (4.23)
Cn is the (diagonal) covariance matrix of the white noise. It can be shown that the
map m and the base function amplitudes a obtained from Eq. (4.23) are identical
to the map and the amplitudes obtained from Eqs. (4.16) and (4.17).
We may note that the maximum likelihood approach to destriping can be ex-
tended to treat polarised observations. Instead of just temperature, three Stokes
parameters of the CMB anisotropy (I, Q and U, see the footnote in Sect. 3.1.4)
needs to be solved for each map pixel. A row in the pointing matrix will now contain
three non-zero elements that are the coefficients multiplying the Stokes parameters
in the footnote. The matrix PTC−1n P will be block diagonal with 3×3 symmetric
and non-negative definite matrices on its diagonals. The base function amplitudes
and the output map (I, Q, U map) can still be solved from Eqs. (4.16) and (4.17). A
maximum likelihood destriper (Polar) suitable for polarised observations has been
developed ([78]). Some earlier implementations of the polarisation destripers exist
too ([72], [80]).
4.4.3 Covariance of the Basefunction Amplitudes
Assuming that the white noise and the correlated noise components of the instru-
ment noise of Eq. (4.14) are independent, the total noise covariance (N) is
N = Cn + FCaF
T. (4.24)
Matrix Ca ≡ 〈aaT〉 is the covariance matrix of the base function amplitudes. The
amplitude covariance is ignored in the destriping. It is reasonable to expect that
the noise performance of the output maps would be improved if all the available
information (including the information on the amplitude covariance) is utilized when
fitting the base functions. In principle, if one knows the power spectrum of the
correlated part of the noise or has a good estimate of it, one is able to determine
the covariance matrix Ca.
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Recently a map-making algorithm and a code Madam (Map-making through
Destriping for Anisotropy Measurements) have been introduced that exploit the co-
variance of the base function amplitudes ([77]). Assuming Gaussian distributions the
base function amplitudes and the map can be solved by minimizing a log-likelihood
function that is now (cf. Eq. (4.15)
χ2 = (y −Pm− Fa)TC−1n (y −Pm− Fa) + aTC−1a a. (4.25)
The equation for the base function amplitudes becomes(
FTC−1n ZF+C
−1
a
)
a = FTC−1n Zy. (4.26)
After inserting the amplitudes, the map is solved from Eq. (4.16). A practical method
to derive the amplitude covariance matrix from the known (or estimated) noise
power spectrum is presented in [77]. In this method the autocorrelation function of
the noise is expanded in terms of real exponential functions. The exponentials allow
an efficient calculation of the amplitude covariance matrix. The exponential model
holds for e.g. 1/fα type of noise (0 < α ≤ 2).
It was shown in [77] that if n = Fa+ n′ is an accurate description of the instru-
ment noise the output map of the Madam algorithm equals the minimum variance
map.
TheMadam algorithm is a step aside from the traditional path of the destriping,
where no prior knowledge was assumed on the noise. To gain the full advantage of the
Madam algorithm we need to estimate the noise PSD from the observed data. The
iterative and non-iterative methods that were described in Sect. 4.3 are applicable
here.
Temperature maps made by Madam were compared (in [77]) to the maps of
pure destriping (no amplitude covariance). Perfectly known noise PSD was assumed
in Madam. Uniform baselines, Fourier modes and Legendre polynomials were con-
sidered as base functions. Because FTC−1n ZF is non-negative definite and C
−1
a is
positive definite, the matrix FTC−1n ZF + C
−1
a is positive definite and thus well-
behaving and no CG convergence problems occur for any set of base functions. In
Madam the increase of the number of base functions will lead to improved mod-
elling of the correlated noise. When subtracted from the observed TOD the level
of the correlated noise in the cleaned TOD is reduced leading to maps with lower
noise. In the pure destriping the accuracy of the fitted base function amplitudes was
poorer (due to small eigenvalues of FTC−1n ZF) and the reduction of the correlated
noise was less effective. Similar behavior was experienced with uniform baselines
of different lengths. At one minute and longer baselines the maps of Madam and
pure destriping had nearly the same noise level. When the length of the baseline
is shortened the modelling of the correlated noise should improve and the output
maps should have lower noise. This happened in theMadam maps ([77]) but shorter
baselines did not bring similar noise reduction in the maps of pure destriping (again
due to poorer accuracy of the baseline magnitudes).
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A qualitative explanation to these results can be given by comparing the matrices
FTC−1n ZF and C
−1
a . Let us consider one minute uniform baselines first. We use
the noise properties of an LFI 30 GHz detector as an example (see Fig. 4.2) and
assume that the diagonals of Cn are all equal (σ
2). Matrices FTC−1n ZF and C
−1
a are
diagonally dominant. The order of magnitude of the diagonal elements of FTC−1n ZF
is nb/σ
2. The diagonals of C−1a are ∼ 1/σ2ai , where σ2ai is the variance of the baseline
amplitude ai. For an LFI 30 GHz detector we have nb = 1950 and σ
2
ai
≈ 2σ2 for
one minute uniform baselines1. Thus the diagonals of FTC−1n ZF are about three
orders of magnitude larger than the diagonals of C−1a making the matrix C
−1
a nearly
insignificant relative to the matrix FTC−1n ZF.
When the length of the uniform baselines is made shorter, the factor nb becomes
smaller, but, due to the 1/fα spectral behavior of the correlated noise, the change
of the variance of the baseline amplitudes is marginal. This leads to the increase
of the relative importance of the amplitude covariance (compared to FTC−1n ZF).
Thus the baseline amplitudes of Madam and pure destriping will be different for
short uniform baselines. Due to the 1/fα spectral behavior of the correlated noise,
the variances of the amplitudes of the Fourier modes will decrease with increasing
Fourier mode frequency leading to the increase of the relative importance of C−1a
and the amplitudes will become different for Madam and for pure destriping.
A version ofMadam that makes (I,Q,U) maps from the polarisation observations
is currently under development ([78]).
4.5 Comparison of GLS and Destriping
A comparison of temperature maps made by GLS map-making algorithm and de-
striping was carried out in this thesis (paper III [3]). In this study GLS and destriped
maps were made from the same TODs and then compared. A considerable part of
this work was carried out in two meetings of Planck Working Group 3 (WG3)
that were held in June 2002 and in January 2003. Simulated one year TODs (sig-
nal+noise) representing a single LFI 100 GHz detector were generated. The TODs
were made using the Level S simulation package ([43]). At the time of the meetings
the LFI plan included 24 detectors (12 horn antennas) at 100 GHz but they were
later discarded due to budgetary reasons.
The target of this section of the thesis is to give a summary of the key findings
of the comparison study described in paper III ([3]).
It should be noted that a similar comparison study but covering, e.g., multiple
Planck detectors, polarisation observations and more realistic foregrounds, tele-
scope beams and satellite spin axis nutations is currently on-going in WG3 ([79]).
1For uniform baselines σ2ai = 2
∫ fs/2
0
S(f)|G(f)|2df , where S(f) is the 1/fα part of the noise
PSD (Eq. (3.20)) and G(f) = sin(pifT )pifT , where T is the length (in time) of the uniform baselines.
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4.5.1 Relation between GLS and Destriping Algorithms
This section contains a summary of the Appendix A of paper III ([3]). We assumed
that the expected power of the white noise is identical in every TOD sample. This
leads to a uniform diagonal covariance matrix for the white noise: Cn = diag(σ
2).
In the destriping the base function amplitudes and the output map are solved from
the equations (see Eqs. (4.16) and (4.17))
FTZFa = FTZy (4.27)
and
m = (PTP)−1PT(y − Fa). (4.28)
The matrix Z is now Z = I−P(PTP)−1PT.
The observed TOD (y) contains two components: signal s and instrument noise
n (Eq. (4.1)). The term Zy (in Eq. (4.27)) can now be split in two parts
Zy = Zs+ Zn. (4.29)
After writing out, the first term on the right hand side is
Zs = s−P(PTP)−1PTs. (4.30)
Apart from the sign, this is the pixelization noise introduced in Sect. 4.2 ([55]). We
denote the pixelization noise by a vector p and write p = −Zs. The split of Zy in
two components means that the base function amplitudes can be split analogously:
a = ap + an, where the source of ap is the pixelization noise and the source of an is
the instrument noise. The amplitudes are solutions to equations
FTZFap = −FTp (4.31)
and
FTZFan = F
TZn. (4.32)
Inserting y = s+ n and a = ap + an in Eq. (4.28) we obtain for the output map
m = (PTP)−1PTs− (PTP)−1PTFap + (PTP)−1PT(n− Fan). (4.33)
The first term on the right side is the binned noiseless map. Ideally, we would like
the output map to be equal to the binned noiseless map. The rest of the terms bring
error. The sum of the second and the third terms is called the reconstruction error
map. The second term is the signal component of the reconstruction error map and
the third term is its noise component, respectively.
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It was shown in the Appendix A of paper III ([3]) that the output map of the
GLS map-making (that is a solution to PTN−1Pm = PTN−1y) can be put in a
similar form
m = (PTP)−1PTs− (PTP)−1PTH∆˜p + (PTP)−1PT(n−H∆˜n). (4.34)
Here the complex valued matrix H (dimension equal to the number of samples in
the TOD) is an inverse Discrete Fourier Transform (DFT) operator that converts
frequency domain vectors to time domain (to TOD domain): y = Hy˜, where y˜ is
the frequency domain counterpart of y. The inverse operator to H is its Hermitian
conjugate H†. We have assumed that the matrix H is normalized to HH† = H†H =
I. The lengths of the frequency domain vectors ∆˜p and ∆˜n equal the length of
the TOD. The source of ∆˜p is the pixelization noise and the source of ∆˜n is the
instrument noise. They are solutions to equations
[H†ZH+ (N˜− I)−1]∆˜p = −H†p (4.35)
and
[H†ZH+ (N˜− I)−1]∆˜n = H†Zn. (4.36)
The matrix N˜ is the Fourier transform of the noise covariance matrix N normalized
with the power of the white noise: N˜ = H†NH/σ2. Because N is circulant, N˜ is
diagonal. The frequency bins of the noise power spectrum are the diagonal elements
of H†NH. Eqs. (4.34), (4.35) and (4.36) were the main theoretical results of paper
III ([3]).
For theMadam algorithm, that utilizes the covariance of the baseline amplitudes
(matrix Ca), the vectors ap and an are solved from (cf. Eqs. (4.31) and (4.32))(
FTZF+ σ2C−1a
)
ap = −FTp (4.37)
and (
FTZF+ σ2C−1a
)
an = F
TZn. (4.38)
If these equations are compared to Eqs. (4.35) and (4.36) a close resemblance can be
detected. If we would set the length of the base functions equal to the length of the
TOD and use the complete set of Fourier mode base functions, the amplitude vectors
ap and an solved from Eqs. (4.37) and (4.38) would be identical to the vectors ∆˜p and
∆˜n that are solutions to Eqs. (4.35) and (4.36). The GLS andMadam maps would
be identical in this case (minimum variance maps). One can say that GLS map-
making is related to Madam in the following sense: GLS map-making effectively
fits a complete orthogonal set of Fourier modes to the correlated part of the noise,
subtracts the Fourier modes, after weighting them with the fitted amplitudes, from
the original observed TOD and bins the output map from the cleaned TOD.
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4.5.2 Comparison of Temperature Maps
We compared temperature maps that were made using three distinct map-making
algorithms: two GLS codes and one destriping code (paper III [3]). The GLS al-
gorithms were the Roma Optimal Mapmaking Algorithm (ROMA, [60], [61]) and
MapCUMBA (originally introduced in [55], current version based on preconditioned
conjugate gradient principle). The destriping code fitted a uniform baseline to a
ring, that was co-added from 60 scan circles. The destriping code used in this study
is described in paper I ([1]).
The simulation parameters of the TOD generation are given in Table 4.1. Signal-
only and signal+noise output maps were made using all three map-making methods.
The resolution of the output maps was Nside = 512. The sky coverage at this res-
olution and for the applied scanning strategy was 100%. An example of an output
map of destriping is shown in Fig. 4.5.
Figure 4.5: A temperature map made from the simulated observed TOD that con-
tained CMB, foreground and instrument noise (case 2). The map-making method
was destriping. The map represents an observation of a single LFI 100 GHz detec-
tor. An elliptic telescope beam was assumed. For this plot the map resolution was
degraded to Nside = 256. The color scale is in antenna temperature units.
It was shown in Eqs. (4.33) and (4.34) that the output maps of GLS and de-
striping contain three parts: binned noiseless map (1st term), signal component of
the reconstruction error map (2nd term) and noise component of the reconstruction
error map (3rd term). The 1st term is the wanted map and the 2nd and 3rd terms
bring error. The goal was to compare the magnitudes of the 2nd and 3rd terms pro-
duced by GLS and destriping algorithms. The pixel std of the three components of
the output maps are shown in Table 4.2. The results are for the elliptic beam. The
results for the symmetric beam are available in paper III ([3]).
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Table 4.1: Simulation parameters in the comparison of the temperature maps (paper III
[3]). Two TODs (signal-only and signal+noise) were generated for all 4 simulation cases
leading to 8 TODs in total. The TODs are sums of CMB (C), foreground (F), and/or noise
(N) as indicated in the table. The differences between the cases were the knee frequencies
of the instrument noise, beams and that the foreground emissions were in cases 1 and 2
only. The TODs were generated using Level S software ([43]).
Parameters common to all cases
Detector LFI 100 GHz
Number of detectors 1
Mission time 12 months
Scanning (a) Cycloidal
Noise
σ (b) 3957.26 µK
fmin 10
−4 Hz
fs 108.3 Hz
Parameters for Case 1 Case 2 Case 3 Case 4
TOD (S only) C+F C+F C C
TOD (S+N) C+F+N C+F+N C+N C+N
Beam (c,d) Symmetric Elliptic Symmetric Elliptic
Noise - fk 0.03 Hz 0.03 Hz 0.1 Hz 0.1 Hz
(a) 10 deg amplitude and 6 months period.
(b) White noise std of the detector TOD (in antenna temp. units).
(c) Symmetric Gaussian beam:
Full width half maximum (FWHM) = 10.6551 arcmin.
(d) Elliptic Gaussian beam:
FWHMmajor = 11.8652 arcmin, FWHMminor = 9.5684 arcmin.
The data in the last column of Table 4.2 is for the residual map of the instrument
noise. It was produced by subtracting the output map of the signal-only (noiseless)
observations from the output map of the signal+noise observations. As expected,
the GLS map-making produces lower map noise than destriping. The difference is,
however, small: 0.15% in case 2 and 0.35% in case 4. The higher noise level in case
4 is caused by the higher knee frequency. The noise in the map gives a bias to the
angular power spectrum and impacts the error bars of the power spectrum estimate.
Assuming that the magnitude of the noise bias is accurately determined (using e.g.
noise-only Monte Carlo simulations) and removed from the power spectrum the
impact on the error bars remains. It was shown in paper III ([3]) that due to the
higher map noise the error bars of destriping would be (in this case) ∼5% larger
than the error bars of GLS.
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Table 4.2: Results of the comparison of the temperature maps (paper III [3]). The num-
bers are the pixel std of the maps and they are given in the antenna temperature units
(at 100 GHz). The data is for the elliptic beam TODs. The corresponding data for the
symmetric beam (cases 1 and 3) are given in paper III ([3]). The numbers for ROMA and
MapCUMBA were nearly identical. The ROMA data is given under the title ”GLS”. The
numbers were calculated from Nside = 512 full sky maps. The columns refer to the 1
st,
2nd and 3rd terms of Eqs. (4.33) and (4.34). The pixel std of the white noise maps were
calculated as in Fig. 4.3. The white noise values are slightly different between the cases
due to small differences in the scannings.
Binned noiseless Rec. error: signal Rec. error: noise
Case 2
GLS 174.057 µK 0.6140 µK 138.246 µK
Destriping 174.057 µK 0.2518 µK 138.454 µK
White noise 137.219 µK
Case 4
GLS 78.209 µK 0.4064 µK 138.910 µK
Destriping 78.209 µK 0.1691 µK 139.397 µK
White noise 137.400 µK
It can be noted that the map noise of a single LFI 100 GHz detector (∼139 µK)
is slightly lower than the noise of the first year W band frequency map (∼142 µK) of
theWMAP experiment ([48]). The W band map combines data from eightWMAP
detectors (four differencing assemblies) operating at a center frequency of 94 GHz.
The data in the middle column of Table 4.2 is the map-making error due to the
signal itself (signal component of the reconstruction error map). These error maps
were obtained by subtracting the binned noiseless map from the output maps of
the signal-only (noiseless) observations. The error is larger in the GLS maps than
in the destriped maps. The presence of the foreground signal increases the signal
component of the reconstruction error (case 2 in Table 4.2). Although the mean level
(std) of the reconstruction error is small compared to the error due to the instrument
noise, foreground signal produces large errors in some individual pixels. This can be
seen in Table 4.3, which gives the minimum and maximum pixel temperatures of the
signal component of the reconstruction error. Especially the extreme pixel errors of
GLS are significant (case 2).
Error maps for GLS and destriping are shown in Fig. 4.6. It shows that the large
errors of the GLS maps tend to locate in the vicinity of the strongest foreground
signal. A galactic cut in the GLS map might reduce these errors. For destriping this
error appears as erroneous baselines corresponding to an offset of an entire ring.
Therefore a similar spatial correlation between the errors and the foreground signal
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Table 4.3: Minimum and maximum pixel temperatures of the signal component of the
reconstruction error map (2nd term of Eqs. (4.33) and (4.34)). The numbers are in the
antenna temperature units. The data is for the elliptic beam. The data for the symmetric
beam (cases 1 and 3) is available in paper III ([3]). The ROMA data is given under the
title ”GLS”. The numbers were calculated from Nside = 512 full sky maps.
Rec. error: signal Min Max
Case 2
GLS -62.2 µK 37.8 µK
Destriping -2.3 µK 1.8 µK
Case 4
GLS -2.8 µK 3.1 µK
Destriping -0.9 µK 0.8 µK
is not visible in the destriped map, although we expect that the baselines mainly
originate from where the foreground signal is strong.
The source of the signal component of the reconstruction error (εp) is the pix-
elization noise (see the right hand sides of Eqs. (4.31) and (4.35)). We can expect
that in the destriping the uniform baselines of the pixelization noise contribute to
this error. Because we assumed an exact repetition of the pointings of the 60 circles
of a ring, the pixelization noise of those 60 circles contains the same signal repeat-
ing itself 60 times. The length of the repeating signal is Tperiod = 60 s. A periodic
signal (with period Tperiod) has a Fourier series representation whose Fourier mode
frequencies are multiples of 1/Tperiod. The lowest (zero) mode contributes to the
uniform baselines. In the GLS map-making, however, Fourier modes up to the knee
frequency (0.1 Hz) of the instrument noise contribute to this error (paper III [3]).
This is caused by the noise filter that is determined from the known noise PSD. The
difference in the contributing pixelization noise power (larger in GLS) explains why
the signal component of the reconstruction error is larger for the GLS map-making
than for the destriping.
The galactic foreground signal has a larger spatial variation than the CMB signal.
This causes a higher pixelization noise, which explains the increased error when the
foreground signal is included in the simulations.
The map-making error due to the CMB signal will cause a bias in the CMB
angular power spectrum estimate. In this study the bias was marginal for destriping
but more notable for GLS. One can use signal-only Monte Carlo simulations to
determine the magnitude of this bias, which can then be used to correct the obtained
power spectra. The bias due to the foregrounds was not examined.
Finally, it should be noted that the magnitude of the signal component of the
reconstruction error will increase in destriping if the number of base functions is
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Figure 4.6: Map-making error due to the signal (signal component of the recon-
struction error). These maps were obtained by subtracting the binned noiseless map
from the output maps of the signal-only (noiseless) observations. The signal con-
tained CMB and foreground emissions and an elliptic beam was assumed (case 2).
The maps represent observations of a single LFI 100 GHz detector. The map reso-
lutions are Nside = 512. The color scale is in antenna temperature units. Top: GLS
(ROMA). Bottom: Destriping.
increased ([77]) or if the uniform baselines are made shorter. However, the error
remains typically small compared to the error due to the instrument noise.
4.6 Deconvolution Map-making and Destriping
Destriping algorithms described in this thesis produce maps that are not estimates
of the true sky directly but they are estimates of the true sky convolved with the
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instrument response. No destriping algorithm has been introduced until now that
could produce the estimate of the true sky directly. Modifications to the existing
destriping algorithms are proposed here that would produce these estimates.
In principle the base function amplitudes should be solved from Eq. (4.17) or
(4.26) using the observation matrix A (introduced in Sect. 4.1) instead of the simple
pointing matrix P. Because the observation matrix is not sparse and because the
matrix ATC−1n A (required to calculate the matrix Z) is large and non-diagonal, this
way to solve the amplitudes is a computationally heavy task.
The destriping studies described and referenced in this thesis show clearly that
the base function amplitudes are dominated by the instrument noise, which is not
influenced by the beam used in the experiment. The baselines solved using the point-
ing matrix provide a good approximation of the correlated part of the instrument
noise. We can assume that in most of the cases the baseline magnitudes would be
essentially the same whether we use the observation matrix or the pointing matrix
when solving them. We suggest that when the asymmetric beams are introduced
in the destriping we go on solving the base function amplitudes using the simple
pointing matrix. As before, the cleaned TOD (d) is obtained by subtracting the
base functions from the observed TOD (y)
d = y − Fa. (4.39)
Instead of simply binning the output map, we need to solve it from the equation
ATAm = ATd. (4.40)
A direct inversion of the matrixATA at the required map resolutions is too demand-
ing a job for the current computers. A method to solve the map without storing the
observation matrix has recently been proposed ([81]). It is called deconvolution map-
making. A short description of that approach is given here.
Because the matrix ATA is symmetric and non-negative definite, CG iteration
is a suitable method to solve the map from Eq. (4.40). We need to evaluate the right
hand side of Eq. (4.40) first. It is a map domain vector. During the CG phase we
need to apply the operator ATA to a map once in every iteration.
An observation matrix acting on a map (Am) produces a TOD that encodes
the scan path and whose samples are convolutions of the telescope response and the
map. The operation Am is called convolution ([81]). The details of the convolution
algorithm proposed in [81] are given in [82]. The same algorithm is applied in the
totalconvolve module of the Level S software ([43]).
Let us assume that we have a temperature field T (n) on the sky, where n =
(θ, ϕ) are the spherical coordinates of a point in the celestial sphere. The spherical
harmonic expansion coefficients of T (n) are a`m. The instrument beam response is
B(n,n0, ψ), where n0 is the pointing of the center of the beam and ψ is its orientation
angle (see Sect. 3.1.3). The beam response has a spherical harmonic expansion given
in Eq. (3.4). The temperature of the sky observed through the instrument is (cf. Eq.
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(3.19))2
T˜ (n0, ψ) =
∫
4pi
dΩnB
∗(n,n0, ψ)T (n) =
∑
`m
b∗`m(n0, ψ)a`m, (4.41)
where asterisk indicates the complex conjugate. The expansion coefficients of the
beam depend on its pointing and orientation according to Eq. (3.5). Inserting in Eq.
(4.41) we obtain
T˜ (ϕ0, θ0, ψ) =
`max∑
`=0
∑`
m,m′=−`
b∗`m′a`mD
`∗
mm′(ϕ0, θ0, ψ), (4.42)
where b`m are the expansion coefficients of the beam in its reference pointing and
orientation. It is assumed that both the sky and the beam are band limited to some
`max. Using the definition of the Wigner D-functions ([83])
D`mm′(ϕ0, θ0, ψ) = e
−imϕ0d`mm′(θ0)e
−im′ψ (4.43)
and the relation (Eq. (10) in p. 113 of [83])
D`mm′(ϕ0, θ0, ψ) =
∑`
m′′=−`
d`mm′′(pi/2)d
`
m′′m′(pi/2)e
−i(mϕ0+m′′θ0+m′ψ) (4.44)
the observed temperature can be expressed as
T˜ (ϕ0, θ0, ψ) =
`max∑
m,m′′,m′=−`max
Tmm′′m′e
i(mϕ0+m′′θ0+m′ψ). (4.45)
The reduced Wigner matrices are denoted by d`mm′ and Tmm′′m′ is the spherical
harmonic representation of the observed temperature field T˜ (ϕ0, θ0, ψ)
Tmm′′m′ =
`max∑
`=0
b∗`m′a`md
`
mm′′(pi/2)d
`
m′′m′(pi/2). (4.46)
In the case of a mild beam asymmetry we do not have to consider the full
(−`max, `max) range of m′ values but it is sufficient to limit to (−mmax,mmax), where
mmax ¿ `max. The inverse Fourier transform of Tmm′′m′ creates a discrete temper-
ature field T˜ (ϕ0, θ0, ψ), which is tabulated in an equally spaced three dimensional
array (3D array). The array size is 2`max+1 in the ϕ0 and θ0 dimensions and 2mmax+1
in the ψ dimension. Each point of the scan path has a distinct (ϕ0, θ0, ψ). The TOD
is generated by picking values of the 3D array that fall closest to (ϕ0, θ0, ψ). Poly-
nomial or Fourier series interpolation can be applied to improve the accuracy of the
TOD samples ([43]). This completes the convolution part of the ATA operation.
2It can be shown that if F (n) and G(n) are two fields in the sky and if f`m and g`m are their
spherical harmonic expansion coefficients then
∫
4pi
dΩnF
∗(n)G(n) =
∑
`m f
∗
`mg`m.
86
The matrix AT acting on a TOD is called a transpose convolution ([81]). The
result of this operation is a map domain vector. In terms of the 3D array of the
observed temperatures the map produced by the transpose convolution can be given
by
T̂ (np) =
∑
ϕ0,θ0,ψ
B(np, ϕ0, θ0, ψ)T˜ (ϕ0, θ0, ψ). (4.47)
Here np is the pointing to a pixel p and the sums are taken over the dimensions
of the 3D array. Because B and T˜ fields can be represented by three dimensional
Fourier series in (ϕ0, θ0, ψ), the sums can be carried out easily and the spherical
harmonic expansion coefficients of T̂ (np) are
aˆ`m =
∑
m′′,m′
b`m′d
`
mm′′(pi/2)d
`
m′′m′(pi/2)Tmm′′m′ . (4.48)
This completes the transpose convolution.
The tools for processing the right hand side of Eq. (4.40) are available now. For
each sample of the cleaned TOD (d) the scanning strategy specifies (ϕ0, θ0, ψ). As a
first step we bin d in an initially empty 3D array which is then Fourier transformed
to produce its Tmm′′m′ . Applying Eq. (4.48) the spherical harmonic coefficients (γ`m)
of the map ATd are obtained.
Assume that s`m represents an initial guess map (s) of the CG iteration. The
following steps are carried out.
1. Using Eq. (4.46) calculate Tmm′′m′ .
2. Inverse Fourier transform Tmm′′m′ to produce its 3D array (T˜ (ϕ0, θ0, ψ)).
3. Scan the 3D array to a TOD.
4. Bin the TOD back to an initially empty 3D array.
5. Fourier transform the 3D array to produce its Tmm′′m′ .
6. Using Eq. (4.48) calculate the spherical harmonic coefficients (s′`m) of the map
s′ = ATAs.
7. Use s′`m and γ`m to steer the iteration to produce a better guess of the map
(s`m).
8. When the iterations stop we will have the s`m of the output map.
The above list shows the formal steps of the ATA operation and it might not be
a good recipe for the development of an efficient software code. During the actual
software implementation the steps shall be reconsidered and some of them might be
combined and arranged differently.
87
Because the beam response washes out the small scale structures of the sky, its
high-` components are small which may lead to an ill-conditionedATAmatrix ([81]).
It can be regularized using b`m/G` instead of b`m in Eqs. (4.46) and (4.48). G` is a
symmetric smoothing function (e.g. symmetric Gaussian beam that approximates
the actual beam). In this case the output map will be the true sky convolved with
the symmetric beam G`.
The number of CG iterations can be reduced using a preconditioning matrix.
A diagonal matrix that had the inverse of the number of hits in its diagonal was
applied in [81].
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Chapter 5
Angular Power Spectrum
Estimation
5.1 Estimation Problem
We assume that the CMB observations have been reduced to a temperature map x.
The temperature of a pixel is a sum of signal and instrument noise: xi = si + ni.
Subscript i indexes the pixels and Npix is the number of pixels in the sky. Because the
signal is statistically independent from the noise, we obtain for the map covariance
C ≡ 〈xxT〉 = 〈ssT〉+ 〈nnT〉 = S+N. (5.1)
Here 〈·〉 is the ensemble mean. The size of the covariance matrix is Npix ×Npix and
the maps are real-valued column vectors. The matrices C, S and N are symmetric.
We assume that the signal is the CMB temperature anisotropy signal that has
been observed through the telescope response. The signal of the map can be ex-
panded in terms of spherical harmonics
si =
∑
`m
a`mB`Y`m(ni). (5.2)
Here ni is a unit vector pointing to the center of the pixel i. This model of the map
signal does not cover the effects that arise from the distribution of the observations
across the pixel area. We will discuss those effects in Sect. 5.5.3. Here we assume a
radially symmetric telescope response which is modelled by the factor B`. The coef-
ficients a`m represent the CMB temperature fluctuations of the sky. We assume that
they are Gaussian distributed zero mean random variables and they are statistically
isotropic in the sky (see Sect. 2.5)
〈a`ma∗`′m′〉 = δ``′δmm′Cth` . (5.3)
Here asterisk indicates the complex conjugate. The underlying ”theoretical” angular
power spectrum of the CMB sky is Cth` . To simplify the notation we define C` ≡
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B2`C
th
` and use this definition in Chapter 5 and in Appendices A and B. Because
we assume a perfect knowledge of the beam, the information contents of Cth` and C`
are the same.
The beam response B2` is a smoothing function, whose value decreases with
increasing `. We assume that B2` makes C` band-limited: C` will contain insignificant
power beyond some `max.
Using Eqs. (5.2) and (5.3) the covariance matrix of the signal is
Sij = 〈sisj〉 = 〈sis∗j〉 =
∑
`
C`P
`
ij. (5.4)
The matrix P `ij is defined as ([85])
P `ij =
∑`
m=−`
Y`m(ni)Y
∗
`m(nj). (5.5)
It is determined by the pixelization of the sky and it is symmetric: P `ji = P
`
ij.
In a CMB experiment the `-modes 0 and 1 of the CMB anisotropy signal are
buried under the large monopole and non-cosmological dipole (arising from the mo-
tion of the observer relative to the CMB radiation field, see Sect. 3.3.1) and cannot
be distinguished from them. We will not consider the monopole and dipole signals
here and we assume that they do not appear in our maps. To model this we set C`
= 0 for ` = 0 and ` = 1. Unless otherwise noted the `-sums of this chapter go from
0 to ∞.
We assume that the instrument noise in the map is Gaussian distributed, zero
mean and its covariance is Nij ≡ 〈ninj〉 = 〈nin∗j〉.
In the case of partial sky coverage we will discard the unobserved pixels of the
map and assume that the map vector x contains the observed pixels only. In this
case the length of the map vector will be reduced from Npix and the sizes of the
covariance matrices will be correspondingly smaller.
We can now state the problem of the estimation of the CMB angular power
spectrum: Given the map x we need to find an unbiased spectrum estimate ĈE` that
minimizes the variance of the estimation error ∆ĈE` = Ĉ
E
` − C`. For an unbiased
estimator 〈ĈE` 〉 = C`.
5.2 Maximum Likelihood Estimator
Under the assumptions of a Gaussian distribution and zero mean the probability
density function of the map x is
p(x) = (2pi)−Npix/2 exp
(
−1
2
(xTC−1x+ Tr[lnC])
)
. (5.6)
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The log-likelihood function L is the logarithm of the inverted probability density
function. Dropping out an irrelevant additive constant we obtain
L = 1
2
Tr[lnC+C−1D]. (5.7)
Here Tr[·] is the trace of a matrix and D = xxT. The maximum likelihood estimator
ĈML` of the angular power spectrum C` is solved from the set of equations L,` = 0,
where L,` ≡ ∂L∂C` . Note that C is a function of C`.
Under the assumption of Gaussian distributed map x, the maximum likelihood
estimator can be unbiased (〈ĈML` 〉 = C`) and, from all practical estimators, it typ-
ically has the smallest variance of the estimation error ∆ĈML` = Ĉ
ML
` − C` ([24],
[89]).
The variance of the estimation error is related to the Fisher information matrix.
That matrix is defined as an expectation value of the second derivative of the log-
likelihood function ([24], [89])
F``′ ≡ 〈L,``′〉. (5.8)
A formula for the Fisher information matrix is given in [89]
F``′ =
1
2
Tr[C−1C,`C
−1C,`′ ] =
1
2
Tr[C−1P`C−1P`
′
]. (5.9)
The latter form is obtained after inserting the derivative of Eq. (5.4). The matrix is
symmetric: F``′ = F`′`.
The significance of the Fisher information matrix is that it gives the minimum
variance of the estimation error ∆Ĉ` = Ĉ` − C` that we can obtain, regardless
of which unbiased method we are using in the estimation. The lower limit of the
variance is ([24], [89])
〈(∆Ĉ`)2〉 ≥ (F−1)``. (5.10)
This is called the Crame´r-Rao bound ([89]). Generally, if an estimator exists that is
unbiased and whose error variance equals the Crame´r-Rao bound, that estimator will
be the maximum-likelihood estimator. However, a maximum-likelihood estimator is
not necessarily unbiased or will saturate to the Crame´r-Rao bound ([90]).
A number of authors have considered the maximum likelihood power spectrum
estimators in CMB data analysis applications (e.g. [58], [84] - [88]). The set of
equations L,` = 0 for the power spectrum estimate is non-linear and e.g. the Newton-
Raphson iterative method ([53]) to solve ĈML` has been applied ([58], [86], [87]). In
this method the result of iteration n (Ĉ
ML(n)
` ) is obtained from the result of the
previous iteration
Ĉ
ML(n)
` = Ĉ
ML(n−1)
` −
∑
`′
(F−1)``′L,`′ . (5.11)
The derivative of L and F−1 are evaluated at ĈML(n−1)` .
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The challenges to solve the maximum likelihood power spectrum estimator are
twofold. Firstly, the initial guess Ĉ
ML(0)
` should fall close enough to the correct
value for the iteration to converge towards the global minimum ([58]). Secondly, the
evaluations of the inverse Fisher matrix and the derivative L,` require inversions of
several matrices with size Npix ×Npix. This becomes a computationally demanding
job in Planck-like experiments, where Npix = 10
6 . . . 108.
5.3 Quadratic Estimator
To find alternative estimators to the maximum likelihood power spectrum estimator
and to understand their relation to it, we shall next consider the quadratic estimator,
that is a quadratic function of the map pixels. We will follow the approach intro-
duced by Tegmark ([85]). We are considering here CMB temperature anisotropy
observations only, but Tegmark’s formalism can be extended to the power spectrum
estimation of the polarized CMB observations ([91]).
The quadratic estimator is defined as ([85])
C˜` = x
TE`x. (5.12)
Here E` is an Npix ×Npix symmetric matrix (E`ji = E`ij). It is undetermined at this
time. The expectation value of the estimator is
〈C˜`〉 = 〈xTE`x〉 = Tr[〈xTE`x〉] = Tr[E`〈xxT〉]. (5.13)
Replacing 〈xxT〉 with ∑`′ C`′P`′ +N (see Sect. 5.1) we obtain for the expectation
value
〈C˜`〉 =
∑
`′
Tr[E`P`
′
]C`′ + Tr[E
`N]. (5.14)
The quantity 〈N˜`〉 ≡ Tr[E`N] is the noise bias. We define a matrix M``′ ≡
Tr[E`P`
′
], which is the mode coupling matrix (kernel matrix). It describes the cou-
pling between the `-modes of the estimator due to e.g. the geometry of the sky
coverage (cf. [93]). It should be noted that it describes the mode coupling accurately
for the ensemble means, not for a single estimator. Inserting the symbols of the
mode coupling matrix and noise bias, we have
〈C˜`〉 =
∑
`′
M``′C`′ + 〈N˜`〉. (5.15)
Arranging the power spectrum coefficients (C`, C˜`, N˜`) into column vectors, the
equation can be expressed as
〈c˜〉 =Mc+ 〈n˜〉. (5.16)
This equation suggests an estimator ĉ for the spectrum c of the CMB sky
ĉ =M−1(c˜− 〈n˜)〉. (5.17)
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We will discuss later (in Sect. 5.5.4) how an estimate for the noise bias can be
obtained. Assuming that we have found a correct noise bias estimate, ĉ is an unbiased
estimator of c.
Eq. (5.17) makes sense if the mode coupling matrix is numerically non-singular1.
Planck-like scanning strategies provide observations over the full or nearly full sky
(see Sect. 3.2). To reduce contamination of the CMB signal from galactic emissions,
we may have to cut out the galactic region from the maps prior to the CMB power
spectrum estimation. In the largest galactic cuts, that we consider in this study, the
galactic region at ±20 deg from the galactic plane (|b| ≤ 20 deg) is cut out from
the map (removing ∼ 35% of the sky). As a rule of thumb, the inverse of the mode
coupling matrix exists if the two-point correlation function can be determined at all
angular scales from the data within the uncut part of the map ([94]). A sky with
±20 deg galactic cut meets this requirement. We demonstrate in Sect. 5.5.2 that the
mode coupling matrix of the ±20 deg galactic cut is numerically non-singular and
its inverse exists.
The pixels of the map x, that were not observed by the scanning or that were
intentionally cut out from the map, are called unobserved pixels in this study. If
the number of the unobserved pixels is increased, the mode coupling matrix will
become numerically singular at some point. In this case the matrix may become
well-behaving again, if several `-modes are summed to an `-bin ([93]). Another
possibility to circumvent the singularity problem is to use the quadratic estimator
C˜` in the estimation of the cosmological parameters (instead of the actual power
spectrum estimates Ĉ`) ([94]). The estimation of the cosmological parameters is
beyond the scope of this thesis and we will not discuss this issue any further.
Because the map x was assumed zero mean and Gaussian distributed, the co-
variance matrix V˜ of c˜ can be expressed as ([85])
V˜``′ ≡ 〈C˜`C˜`′〉 − 〈C˜`〉〈C˜`′〉 = 2Tr[CE`CE`′ ]. (5.18)
Using Eq. (5.17) the covariance matrix of the estimator ĉ becomes ([94])
V̂ =M−1V˜(M−1)T. (5.19)
The matrix E` is still undetermined. Tegmark shows how an optimal matrix E`
is obtained that minimizes V˜`` subject to a condition M`` = 1 ([85]). That matrix is
E` =
1
2F``
C−1P`C−1. (5.20)
The factor F`` is the diagonal element of the Fisher information matrix. This E
`
leads toM = (FD)−1F and V˜ = (FD)−1F(FD)−1, where F is the Fisher information
1A square matrix is numerically non-singular if its condition number (absolute value of the ratio
of its largest and smallest eigenvalues) is smaller than the inverse of the floating point precision of
the computer used (condition number . 106 for single precision and . 1012 for double precision,
see [53]).
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matrix (Eq. (5.9)) and FD is its diagonal version (F``’s in the diagonals and zeros
in the off-diagonals). Inserting M and V˜ in to Eq. (5.19) and using the fact that F
and FD are symmetric, we obtain for the covariance matrix of the estimator ĉ
V̂ = F−1. (5.21)
So, with this choice of E` (Eq. (5.20)), ĉ is really an optimal estimator in the sense
that its error bars (std of the estimation error) equal the Crame´r-Rao bound and are
thus the lowest attainable. Because the error bars of the estimator ĉ equal the error
bars of the maximum likelihood estimator, the estimator ĉ is statistically equivalent
to the maximum likelihood estimator. It is worth noting that the 1
2F``
factor in E`
is a normalization that we could have chosen differently. The covariance matrix of
ĉ is not affected if E` is multiplied by a constant.
We need to note that the covariance matrix of Eq. (5.21) is obtained only if we
use the true noise covariance matrix N and the true CMB angular power spectrum
C` when we determine C. In a real experiment we have only estimates (or guesses) of
these quantities available. Therefore the estimation error of the quadrature estimator
will typically be larger than the Crame´r-Rao bound.
The CMB temperature map is typically signal dominated at large scales (low `)
and noise dominated at small scales (high `). In these extreme situations the map
covariance C can be approximated by either S (signal dominance) or by N (noise
dominance) only. The formulas for E` (Eq. (5.20)) in these two cases are derived
in Appendix A. The result can be given in a single equation (see Eqs. (A.16) and
(A.19))
E`ij =
Ω2p
2`+ 1
wiwjP
`
ij. (5.22)
We assume HEALPix pixelization ([52]) where every pixel of the map x has the same
area Ωp = 4pi/Npix. The quantities wi are called pixel weights. They are discussed
in more detail in Sect. 5.4. The equation is valid for every pixel of the sky provided
that we select wi = 0 for the unobserved pixels.
For the noise dominated map, E` of Eq. (5.22) gives a power spectrum estimator
that is statistically equivalent to the maximum likelihood estimator if we assume that
the map noise covariance is diagonal Nij = σ
2
i δij and if we set wi = 1/σ
2
i (inverse
noise variance weighting). Under these assumptions this estimator is statistically
equivalent to the maximum likelihood estimator at all sky coverages (full or partial).
With this model the best we can do for the signal dominated map is to use uni-
form pixel weights (e.g. wi = 1). In that case the estimator is statistically equivalent
to the maximum likelihood estimator at full sky, but only an approximation of it in
the partial sky coverage. For narrow galactic cuts (like ± 20 deg) its performance
is, however, close to the maximum likelihood performance ([94]).
The particular E` given in Eq. (5.22) defines a set of estimators called pseudo-
C` estimators with pixel weights wi as user selectable parameters ([94]). We shall
discuss pseudo-C` estimators more in the next section.
94
Finally, it is of interest to derive the mode coupling matrix (M) corresponding
to E` of Eq. (5.22). Inserting E` to the definition of M (Eq. (5.14)) we obtain
M``′ =
Ω2p
2`+ 1
∑
i,j
wiwjP
`
ijP
`′
ji (5.23)
and from that we finally have
M``′ =
1
2`+ 1
`,`′∑
m,m′=−`,−`′
|Ωp
∑
i
wiY`m(ni)Y
∗
`′m′(ni)|2. (5.24)
The latter form is obtained after replacing the matrix P` with its definition from
Eq. (5.5). The i and j sums are over the entire set of pixels that cover the sky (wi
= 0 for the unobserved pixels). This matrix is nearly identical to the mode coupling
matrix introduced in the MASTER (Monte Carlo Apodized Spherical Transform
EstimatoR) power spectrum estimation method ([93]). For the full sky and with
unit pixel weights M``′ is close to a unit matrix (see Sect. 5.5.2).
5.4 Pseudo-C` Estimator
The spherical harmonic transform of the observed map x is defined as ([94])
a˜`m = Ωp
Npix−1∑
k=0
xkwkY`m(nk). (5.25)
We can construct the angular power spectrum of the a˜`m coefficients
C˜` =
1
2`+ 1
∑`
m=−`
|a˜`m|2 =
Npix−1∑
i,j=0
xi
(
Ω2p
2`+ 1
∑`
m=−`
wiwjY`m(ni)Y
∗
`m(nj)
)
xj. (5.26)
Using the definition of the matrix P` (Eq. (5.5)) it is easy to see that the quantity
inside the parenthesis is identical to the matrix E` of Eq. (5.22). Therefore C˜` is a
pseudo-C` estimator (see Sect. 5.3). We remind that the pseudo-C` estimator belongs
to a larger set of quadratic estimators (cf. Eq. (5.12)).
The quantity C˜` of Eq . (5.26) is often called simply the pseudo spectrum. We use
the term pseudo spectrum for C˜` in this thesis. The estimate Ĉ` of C` is obtained from
the pseudo spectrum by subtracting the noise bias estimate from it and deconvolving
the difference with the mode coupling matrix (see Eq. (5.17)).
The benefit of the Ĉ` estimator (compared to the maximum likelihood estimator)
is its simple implementation. The discrete spherical harmonic transform on a map
with Npix pixels (to produce C˜`) demands far less computing resources and time
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than the inversions of Npix × Npix matrices required by the maximum likelihood
estimator.
Several authors have considered pseudo-C` estimators in the CMB experiments.
A discussion of the statistical properties of the pseudo-C` estimators and their use in
estimating the full sky CMB spectrum from the partial sky observations is given in
[95]. The MASTER method developed by Hivon et al. is described in [93]. MASTER
has been applied in e.g. the BOOMERANG data analysis ([66], [96]). Pseudo-C`
estimator was applied in theWMAP data analysis too ([97]). Pseudo-C` estimators
to recover the true shape of the power spectrum from the apodized sky using Gabor
transforms were developed in [98] and [99]. The use of pseudo-C` estimators in
estimating the CMB power spectrum from the GLS maps is described in [100].
Estimators that use the two-point correlation function in the sky and that can
then be converted to give an estimate of the angular power spectrum have been pro-
posed ([101], [102]). An extension of the two-point correlation function estimators
to the analysis of CMB polarisation observations has been proposed too ([103]). The
two-point correlation function and the angular power spectrum represent the same
thing in different domains (two-point correlation function in the map domain and
angular power spectrum in the spherical harmonic domain). Thus the pseudo-C`
estimators and the estimators based on two-point correlation function are (mathe-
matically) nearly equivalent.
It was shown in the previous section (Sect. 5.3) that with a proper selection of
the pixel weights wi and under some particular assumptions, the Ĉ` estimator is
statistically equivalent to the maximum likelihood estimator. The fact that different
weights are optimal at different signal and noise conditions (e.g. wi = 1 for signal
dominated maps and wi = 1/σ
2
i for noise dominated maps) suggests that we should
produce several Ĉ` estimators, with different weights, from the same observed map
and use different estimators at different ranges of `.
For low `, where CMB typically dominates, wi = 1 can be used, although this
estimator performs as a maximum likelihood estimator in the full sky only. In the
cut sky it is an approximation of the maximum likelihood estimator. For high `,
where noise dominates, wi = 1/σ
2
i can be used, although it is optimal only for white
noise. On the other hand, because the map noise is typically close to white noise at
small scales, these are probably close to the actual optimal weights.
The intermediate range of ` is the most problematic case. For that range it is
difficult to derive an analytic formula for the optimal weights ([94]). As an example,
WMAP team used uniform weights at ` < 200, inverse noise variance weights
(wi = Ni, where Ni is the number of hits in pixel i) at ` > 450 and ”heuristic”
weights
wi =
1
1
〈N〉
+ 1
Ni
(5.27)
at 200 < ` < 450 ([97]). Here 〈N〉 is the mean number of hits over the observed
pixels. When Ni À 〈N〉 (”signal dominated pixel”) wi ≈ 〈N〉 (constant) and when
96
Ni ¿ 〈N〉 (”noise dominated pixel”) wi ≈ Ni.
Different power spectrum estimates at different ranges of ` lead to abrupt changes
at the boundaries of the estimates. A smooth combined estimate Ĉc` that is optimum
at each range of ` can be obtained from the component estimates Ĉα` , when they
are combined in a maximum likelihood sense. Here α indexes a component estimate
(e.g. α = 1, 2, 3 in WMAP). The combined estimate is solved by minimizing the
likelihood ([94])
χ2 =
∑
`,`′
∑
α,β
(
Ĉα` − Ĉc`
)
Fαβ``′
(
Ĉβ`′ − Ĉc`′
)
, (5.28)
where Fαβ``′ is the inverse of the covariance matrix 〈∆Ĉα` ∆Ĉβ`′〉. At a given ` the esti-
mate Ĉα` , that has the smallest uncertainty, has the largest weight in the combined
estimate Ĉc` . The auto and cross covariance matrices 〈∆Ĉα` ∆Ĉβ`′〉 of the component
estimates are the difficult part of this approach. Their determination may not be a
trivial task in a real CMB experiment.
So far we have made no distinction whether the observed map x is a single
detector map, a frequency map from the observations of multiple detectors or a
CMB map after the component separation from many frequency maps. The power
spectrum estimation methods described so far can be applied without modification
to any of these maps.
An alternative Ĉ` estimator suitable for the observations of multiple detectors
has been proposed and applied e.g. inWMAP data processing ([97], [104]). In this
method the maps are made for each detector separately, their pseudo-a˜`m coefficients
are determined, angular cross-power spectrum for every detector pair is calculated
and the combined pseudo spectrum is obtained as an inverse covariance weighted
sum of the cross-spectra. Assuming that the instrument noise is uncorrelated be-
tween the detectors, the noise biases of the cross-spectra are zero and no noise bias
estimation is required. The final spectrum estimate Ĉ` is obtained by deconvolving
the combined pseudo spectrum with the mode coupling matrix. The error bars of
this method are larger than the error bars of the Ĉ` estimate derived from the (mul-
tidetector) frequency map. For large number of detectors the difference is, however,
small.
5.5 Power Spectrum Estimation and Destriping
The estimation of the power spectra from the maps made by destriping was studied
in this thesis (paper II [2]). This section gives a summary of that study and a
discussion on some of its topics.
5.5.1 Simulation Description
We considered two different underlying ”theoretical” CMB skies whose angular
power spectra were denoted by Cth` . They were ΛCDM (cosmological constant +
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Cold Dark Matter) and OCDM (Open CDM) models. We show here results of
ΛCDM only. The results of OCDM are available in paper II ([2]). The simulation
and map-making parameters used in the study are given in Table 5.1.
We considered the originally planned LFI 100 GHz detectors. The nominal scan-
ning strategy (see Sect. 3.2) was applied. The hit map of the applied scanning strat-
egy is shown in Fig. 5.1 (upper panel). Due to nominal scanning strategy (satellite
spin axis always in the ecliptic plane) small areas near the ecliptic poles remained
without observations. Thus we call this case ”nearly full sky”. In addition, we con-
sidered a case called ”galactic cut”, where the galactic region (|b| < 20 deg) was cut
out from the maps. The hit map of this case is shown in Fig. 5.1 as well.
The TODs for the map-making were generated using computer simulations. A
TOD was a sum of CMB and instrument noise. The CMB component was scanned
from a high-resolution input map. The TOD samples were picked from the input
map pixels where the pointings of the scan path fell. The resolution of the input
map was Nside = 1024 and it was generated from a realization (a`m) of the theoretical
spectrum Cth` . The temperature (di) of the pixel i of the input map was given as
di =
∑
`m
a`mB`D`(1024)Y`m(ni). (5.29)
Here B` is the response of the symmetric beam and D`(1024) is the HEALPix pixel
window function for Nside = 1024 ([105], see also Appendix B of this thesis). Due
to the pixel window function, di is the beam smoothed CMB temperature field that
is averaged over the pixel area. The unit vector pointing to the center of the pixel
is ni. The noise component of the TOD was a sum of white and 1/f noise. The
white noise std was the single detector std divided by
√
24. The TODs we generated
represent the case of 24 LFI 100 GHz detectors if we assume that their noises are
uncorrelated and they have identical scan paths. For Monte Carlo (MC) studies we
generated a number of independent CMB-only, noise-only and CMB+noise TODs.
The input maps were made using the Synfast code of the HEALPix package.
When running Synfast the user needs to choose between two operating modes. In
the first mode the user gives Synfast the angular power spectrum, random number
seed, beam parameters and map Nside. Synfast uses its internal random number
generator to create the a`m and outputs the map as in Eq. (5.29). Synfast sets
the pixel window function according to Nside chosen by the user. In the second
mode the user inputs a`m directly and Synfast calculates the pixel temperatures as
di =
∑
`m a`mY`m(ni). In this mode Synfast ignores the pixel window function and
the beam. The first operating mode was used in this study when we generated the
input maps (Cth` was the input spectrum to Synfast).
We used a simple pointing matrix in destriping. It contained only ones and zeros
with a single non-zero element in every row. The non-zero elements referred to the
input map pixels where the detector had been pointing. The resolution of the output
maps was Nside = 512. The pseudo spectra C˜` for ` ∈ [2, 1500] were calculated from
these maps. We considered only unit pixel weights in this study (wi = 1 for the
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Table 5.1: Simulation parameters of the power spectrum estimation (paper II [2]). The
maps were made using destriping. The CMB component of the TOD was scanned from
a high resolution input map (Nside = 1024). The CMB components of the detectors were
identical, because we assumed identical detector scan paths. The TODs of the full set of
24 LFI 100 GHz detectors were modelled by one TOD whose white noise std was the single
detector std divided by
√
24. The noise TODs were made using the Level S code ([43]).
Destriping operated on co-added TODs, where 60 circles of a repointing period had been
averaged to a ring.
Detector LFI 100 GHz
Number of detectors 24
Mission time 7 months
Scanning (a) Nominal
Beam (b) Symmetric
Cth` ΛCDM
OCDM (Open CDM)
TOD - CMB Scanned from a CMB input map
TOD - Noise σ (c) 979.8 µK
Knee freq. 0.1 Hz
Minimum freq. 4× 10−6 Hz
Sampling freq. 108.3 Hz
1/f slope (α) 1
Output maps Nside 512
Destriping One minute uniform baselines
Sky coverage (d) 98.5% / 64.6%
Coordinates Ecliptic
(a) Perfect repetition of the pointings of the 60 circles of a ring.
Identical detector scan paths were assumed.
(b) Symmetric Gaussian beam, FWHM = 10.0 arcmin.
(c) White noise std (in CMB temperature units):
Single detector std (4800 µK) divided by
√
24.
(d) Nearly full sky / ± 20 deg galactic cut.
observed pixels and wi = 0 for the unobserved pixels). The impact of weights on
the accuracy of the power spectrum estimates is discussed in Sect. 5.5.5. We further
define CB` , which is the angular power spectrum of the binned noiseless map. That
map was obtained by binning the samples of the noiseless CMB-only TOD to the
pixels of the Nside = 512 map.
The ensemble mean of the CMB pseudo spectrum depends on Cth` . Hivon et al.
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Figure 5.1: Number of hits per pixel for the nearly full sky (top) and for the galactic
cut (bottom). Note that the scale is log10(nhit), where nhit is the number of hits in
a pixel. The maps are from paper II ([2]).
express this relation in MASTER as ([93])
〈C˜`〉 =
∑
`′
M``′F`′B
2
`′D
2
`′C
th
`′ + 〈N˜`〉. (5.30)
The matrix M``′ is the mode coupling matrix determined by the applied sky cut
and pixel weighting ([93], see also Eq. (5.24)). The smoothing of the symmetric
beam is modelled by B2` . Output map pixelization introduces additional smoothing,
which is represented by the pixel window factor D2` . The filter function F` represents
a possible distorting effect of map-making and the noise bias 〈N˜`〉 the remaining
noise. We will discuss these factors in the subsequent sections of this thesis. In this
study we have assumed a symmetric beam but a brief theoretical discussion on the
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deconvolution of the asymmetric beams is given in Appendix B.
5.5.2 Mode Coupling Matrix
The mode coupling matrix (M``′) used in the MASTER equation (Eq. (5.30)) is
given in Eq. (5.24). That formula is not very practical for the calculation of the
matrix elements. An approximate formula that is better suited for this calculation
was derived in [93].
M``′ =
2`′ + 1
4pi
2`max∑
`′′=0
(2`′′ + 1)W`′′
(
` `′ `′′
0 0 0
)2
, (5.31)
where
(
` `′ `′′
m m′ m′′
)
is the Wigner 3−j symbol. The angular power spectrum of
the sky coverage map is W`. The sky coverage map contains the weights wi in its
pixels. This equation provides M``′ up to `, `
′ = `max. Due to the properties of the
Wigner 3−j symbols, W` needs to be evaluated only up to 2`max. Eq. (5.31) for M``′
can be derived from Eq. (5.24) if the sum over the pixels (i-sum) is approximated
by an integral over the celestial sphere. Eq. (5.31) shows that the mode coupling
matrix M``′ is solely determined by the sky coverage map and that M``′ ≥ 0 for
every element of the matrix.
In this study we used unit weights for the observed pixels. The power spectra of
the coverage maps of the nearly full sky and galactic cut are shown in Fig. 5.2. For
comparison, we show the power spectrum of the full sky too (wi = 1 in every pixel).
It could be expected that the angular power spectrum of the full sky coverage
map would contain a monopole and zero for the rest of the multipoles. This is
not, however, the case, because the spherical harmonics are not a complete set
of orthogonal functions in the discrete sphere. The HEALPix pixelization has a
symmetry with respect to the ecliptic plane which exhibits itself in the alternating
multipoles. Every second multipole has a large value and every second has a small
value (see the full sky spectrum of Fig. 5.2).
Due to scanning the nearly full sky coverage map has a strong symmetry with
respect to the ecliptic plane. The galactic cut creates a symmetry with respect to
the galactic plane. These symmetries explain the alternating multipoles of these two
cases.
All spectra show an increase of power at high `. This is a consequence of the
incompleteness of the spherical harmonics in the discrete sphere.
Some rows of the mode coupling matrices are shown in Fig. 5.3. As in the angular
power spectra of the coverage maps, the elements of a row alternate between large
and small values. We can see that the mode coupling matrices are diagonally dom-
inant in all considered sky cuts. Their diagonal elements are nearly constant with
mean values 0.97 (nearly full sky) and 0.46 (galactic cut). The diagonal elements of
the full sky matrix are close to 1. The `-to-` variation of the diagonal elements is
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Figure 5.2: Angular power spectra W` of the sky coverage maps (wi = 1 for the
observed pixels and wi = 0 for the unobserved pixels). The corresponding hit maps
are shown in Fig. 5.1. For comparison the power spectrum of the full sky (wi = 1 in
every pixel) is shown too. The resolutions of the coverage maps were Nside = 512.
The monopole (not clearly visible) is 4pif 2sky, where fsky is the fraction of the sky
covered with observations. Top: Full spectra. Bottom: Zoom to a narrow range of
`.
largest in the galactic cut being ∼2% there. There is no simple relation between fsky
and the magnitude of the diagonal elements, but their magnitudes decrease with
decreasing fsky. The condition numbers of the mode coupling matrices are ∼1.09
(nearly full sky) and ∼1.7 (galactic cut) showing that they are well-behaving and
can be inverted for the estimation of Cth` (cf. Eq. (5.17)).
The non-zero off-diagonal elements of M``′ cause coupling between the `-modes
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Figure 5.3: Three rows of the mode coupling matrices corresponding to the full sky,
nearly full sky and galactic cut coverage maps. The element values of a row alternate
between large and small values. At the used x-axis scale this alternation shows up
as large colored areas instead of stand out curves.
of the power spectrum of the cut sky. The mean power spectrum of the cut sky
depends on the mean power spectrum of the full sky as
〈Ccutsky` 〉 =M``〈C fullsky` 〉+
∑
`′ 6=`
M``′〈C fullsky`′ 〉. (5.32)
At high `, where CMB has low power, the second term on the right hand side may
become significant with respect to the first term. This leads to a high-` excess power.
At low `, where CMB has a lot of power, the first term typically dominates over
the second term. Because tiny non-zero off-diagonals exist for the pixelized full sky
too (due to incompleteness of the spherical harmonics), some small high-` excess
power will occur in this case as well. The mode coupling can be removed (from
the ensemble means) if the spectrum of the cut sky is deconvolved with the mode
coupling matrix.
103
5.5.3 Pixel Window and Pointing Distribution Effects
The relation (Eq. (5.30)) between the ensemble mean of the CMB pseudo spectra
〈C˜`〉 and Cth` suggests a similar relation between the ensemble mean of the spectra
of the binned noiseless maps and Cth`
〈CB` 〉 =
∑
`′
M``′B
2
`′D
2
`′C
th
`′ . (5.33)
The relation
〈C˜`〉 = F`〈CB` 〉+ 〈N˜`〉. (5.34)
remains between the mean pseudo spectrum and the mean spectrum of the binned
noiseless map (paper III [3]). The filter function F` accounts here for the map-
making errors only. Their origin is the pixelization noise and F` reflects the sig-
nal component of the reconstruction error that we found in the map domain (see
Sect. 4.5.1). We expect F` to be close to one.
Let us examine the relation between 〈CB` 〉 and Cth` in more detail. (The following
discussion is presented in paper III ([3]) in a slightly different form.) In our study
(paper II [2]) the pointings of the observations coincided with the pixels of the input
map. The binned noiseless map with its larger pixel size was produced from these
observations. The input map had Nside = 1024, whereas the binned noiseless map
had Nside = 512 so that each pixel of the binned noiseless map includes four subpixels
that are the pixels of the input map. This discussion goes beyond the simple signal
model of the observed map that was introduced in Sect. 5.1. The signal in the binned
noiseless map is influenced by the distribution of the hits in the pixels and therefore
cannot be accurately described by the model of Eq. (5.2) given in Sect. 5.1.
We consider the samples di (i indexes the sample) of the CMB-only TOD that
fall in a pixel k of the binned noiseless map. The number of hits in that pixel is Nk.
The temperature di was given in Eq. (5.29). We repeat it here
di =
∑
`m
a`mB`D`(1024)Y`m(ni). (5.35)
The unit vector ni points to the center of the input map pixel the detector is pointing
at. The following discussion applies to a real CMB experiment too, if we discard the
pixel window function D`(1024) (use 1 instead of D`(1024)) and consider the vector
ni as the actual pointing of the center of the detector beam.
The temperature of the pixel k of the binned noiseless map is
TBk =
1
Nk
∑
i∈k
di =
∑
`m
a`mB`D`(1024)
1
Nk
∑
i∈k
Y`m(ni), (5.36)
where i ∈ k refers to those TOD samples that hit the pixel k.
104
The expansion coefficients of the binned noiseless map are obtained as (we assume
unit weights for the observed pixels)
aB`m = Ωp
∑
k
TBk Y
∗
`m(qk). (5.37)
The unit vector pointing to the center of the pixel k (of the binned noiseless map)
is qk and the k-sum is taken over the observed pixels.
After inserting TBk from Eq. (5.36) we obtain for the a`m of the binned noiseless
map
aB`m =
∑
`′m′
a`′m′B`′D`′(1024)Ωp
∑
k
1
Nk
∑
i∈k
Y`′m′(ni)Y
∗
`m(qk). (5.38)
This equation defines an a`m coupling matrix (paper III [3])
KB`m`′m′ ≡ Ωp
∑
k
1
Nk
∑
i∈k
Y`′m′(ni)Y
∗
`m(qk) (5.39)
between the a`m of the binned noiseless map and the CMB sky. Properties of these
coupling matrices are discussed in [92].
Using the statistical isotropy of the CMB sky (Eq. (5.3)) we obtain for the
ensemble mean of the angular power spectrum of the binned noiseless map
〈CB` 〉 =
1
2`+ 1
∑`
m=−`
〈|aB`m|2〉 =
∑
`′
MB``′B
2
`′D
2
`′(1024)C
th
`′ , (5.40)
where MB``′ is the mode coupling matrix of the binned noiseless map (paper III [3])
MB``′ =
1
2`+ 1
`,`′∑
m,m′=−`,−`′
|KB`m`′m′ |2. (5.41)
This mode coupling matrix describes the effects of sky coverage (distribution of the
observed and unobserved pixels in the sky) and sampling of the observed pixels
(distribution of the pointings in the pixels). Deconvolving the mean spectrum of
the binned noiseless map with this mode coupling matrix, squared pixel window
function D2` (1024) and beam would produce an estimate of C
th
` .
Practical calculation of the elements MB``′ requires that every pointing of the
mission should be considered. Therefore we can expect that the calculation of MB``′
requires considerably more computing resources and time than the calculation of
M``′ (that was given in Eq. (5.31)).
No attempts to calculateMB``′ were made in this thesis. Instead we approximated
MB``′D
2
`′(1024) byM``′D
2
`′ , which makes Eq. (5.40) into Eq. (5.33). We need to deter-
mine the pixel window factor D2` of this approximation. Because M``′ is insensitive
to the sampling of the pixels those effects need to be covered by D2` .
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If we assume that each of the 4 input map pixels, that make a pixel of the binned
noiseless map, had been hit the same number of times, the resulting binned noiseless
map would just be a downgraded (to Nside = 512) version of the input map. In this
case the pixel window factor of the binned noiseless map would be D2` = D
2
` (512),
where D`(512) is the HEALPix pixel window function for Nside = 512 ([105]).
Let us considerD2` in a more general way. Under the approximationM
B
``′D
2
`′(1024)
≈M``′D2`′ the two-point correlation function between a pair of observed pixels (pixels
k and k′) of the binned noiseless map is (see e.g. [107])
χkk′ =
∑
`
2`+ 1
4pi
B2`D
2
`C
th
` P`(nk · n′k). (5.42)
Here P`(x) is the Legendre polynomial and nk ·n′k is the dot product of the two unit
vectors pointing to the centers of the pixels. The variance (σ2map) of the observed
pixels of the binned noiseless map is obtained by setting k = k′ (zero lag). Because
P`(1) = 1, the variance is
σ2map = χkk =
∑
`
2`+ 1
4pi
B2`D
2
`C
th
` . (5.43)
On the other hand, because the pixel temperature TBk of the binned noiseless map
is a zero mean Gaussian distributed random variable, the variance of the observed
pixels can also be expressed as
σ2map =
1
Npixfsky
∑
k
〈|TBk |2〉, (5.44)
where the k-sum is over the observed pixels. Inserting TBk (from Eq. (5.36)) to Eq.
(5.44), we obtain for the pixel variance
σ2map =
∑
`
2`+ 1
4pi
B2`
[
1
Npixfsky
∑
k
1
N2k
∑
i,j∈k
P`(ni · nj)D2` (1024)
]
Cth` . (5.45)
This equation is similar to Eq. (5.43) and a formula for D2` can be extracted
D2` =
1
Npixfsky
∑
k
1
N2k
∑
i,j∈k
P`(ni · nj)D2` (1024). (5.46)
In our study the hits (ni and nj) were distributed in the centers of the four
subpixels of the pixel of the binned noiseless (or output) map. If the 4 subpixels are
sampled uniformly (in every pixel of the binned noiseless map), the factor
D
′2
` =
1
Npixfsky
∑
k
1
N2k
∑
i,j∈k
P`(ni · nj). (5.47)
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multiplying D2` (1024) in Eq. (5.46) is relatively simple to evaluate. We did it in a
simplified case, where we assumed that every pixel of the binned noiseless map is a
square with an area of Ωp = 4pi/Npix. We found that the value of D
′2
` was close to
D2` (512)/D
2
` (1024). We did not evaluate Eq. (5.47) for the actual hits but instead
used the approximation D2` ≈ D2` (512) in our study (paper II [2]).
Eq. (5.46) can be used in a real experiment too, if we need to estimate the pixel
window factor of the output map. In a real experiment we discard D2` (1024) and use
the actual pointings of the beam center in ni and nj.
To find out how well our approximationMB``′D
2
`′(1024) ≈M``′D2`′(512) works, we
produced NMC = 450 CMB-only TODs from C
th
` (with different a`m realizations),
binned the TODs to maps, calculated the spectrum CB` from every map and pro-
duced the mean spectrum 〈CB` 〉MC. We further deconvolved the mean spectrum with
the mode coupling matrix M``′ , symmetric beam and D
2
` = D
2
` (512) leading to a
spectrum CBB`
CBB` =
∑
`′(M
−1)``′〈CB`′ 〉MC
B2`D
2
` (512)
. (5.48)
The spectrum CBB` is an estimate of C
th
` . The spectra C
BB
` and C
th
` and their ra-
tio for the nearly full sky are shown in Fig. 5.4. It shows that the approximation
MB``′D
2
`′(1024) ≈M``′D2`′(512) works well up to ` ∼ 800. The results of paper II ([2])
were produced using this approximation.
The remaining effect in CBB` , which blows up at high `, is due to the non-
uniform sampling of the pixel area of the binned noiseless map. The approximation
MB``′D
2
`′(1024) ≈ M``′D2`′(512) would be an accurate description of the relation be-
tween 〈CB` 〉 and Cth` if the number of hits in a pixel (of the binned noiseless map)
would be large (approaching∞), pointings would be distributed uniformly over the
pixel area and pixels would be circular in shape. This is, however, not the case here
(hits are only in four subpixels of the output map pixel) leading to `-mode coupling
that cannot be described by M``′ .
The high-` excess power due to pixel sampling was discussed in paper II ([2]),
where it was modelled with a bias (signal bias) in the pseudo spectrum C˜` of the
output map. We showed in paper II ([2]) that the signal bias was a sum of two parts,
where one of the parts was nearly independent from `. We derived analytic formulas
to approximate these parts (paper II [2]). It was shown that the `-independent part
dominates the signal bias at high `.
We calculated the value of the analytic approximation of the `-independent part
of the signal bias, subtracted it from 〈CB` 〉MC and reproduced the spectrum CBB` .
Although the signal bias is a bias in C˜`, we used it as an approximation of the bias
in CB` , because the filter function F` (see Eq. (5.34)) due to map-making errors is
nearly 1 for destriping (paper II [2], paper III [3]). The ratio of the reproduced CBB`
and Cth` is shown in Fig. 5.5 (”signal bias removed”). The other ratio (”no signal
bias”) is the same curve as the one in the bottom panel of Fig. 5.4. We can see that
the analytic signal bias models the mode coupling reasonably well up to ` ∼ 1300.
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Figure 5.4: Top: The angular spectrum CBB` (black curve) is obtained by deconvolv-
ing the MC mean of the spectra of the binned noiseless maps (〈CB` 〉MC) with the
mode coupling matrix M``′ , symmetric beam and Nside = 512 pixel window function
(see Eq. (5.48)). The number of MC realizations to produce the mean was NMC =
450. The CB` spectra were derived from the nearly full sky maps. The theoretical
(ΛCDM) CMB spectrum Cth` is shown too (gray curve). Bottom: The ratio of the
spectra.
The facts, that the filter function is close to 1 in destriping and the signal bias
provides a reasonably good model of the high-` performance of the pseudo spectrum,
suggested that we could modify the relation between the ensemble mean of the
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Figure 5.5: The ratio of the spectra CBB` and C
th
` . For the black curve (no signal
bias) no signal bias was removed from the mean spectra of the binned noiseless maps
(〈CB` 〉). It is the same as the curve in the bottom panel of Fig. 5.4. For the gray curve
(signal bias removed) the analytic approximation of the signal bias was subtracted
from 〈CB` 〉MC before CBB` was calculated.
pseudo spectra and Cth` to the following form (paper II [2])
〈C˜`〉 =
∑
`′
M``′B
2
`′D
2
`′C
th
`′ + S` + 〈N˜`〉. (5.49)
Here S` is the signal bias. In paper II ([2]) we determined the signal biases for the
nearly full sky and galactic cut cases using signal-only MC simulations, where we
produced NMC = 450 CMB-only TODs (with different a`m realizations), destriped
maps from them and produced 〈C˜`〉MC from those maps. The signal bias was solved
from the above equation (〈N˜`〉 = 0). In this approach any (tiny) map-making errors
were immersed in the signal bias. The MC signal biases and Eq. (5.49) were used
when the results of paper II ([2]) were produced.
5.5.4 Noise Bias
The instrument noise in the output map causes a bias (noise bias) in the pseudo
spectrum (see Eqs. (5.30) and (5.49)). To obtain an unbiased estimator of Cth` the
noise bias needs to be estimated and the estimate removed from the pseudo spec-
trum.
The definition of the noise bias was given in Eq. (5.14) ([85]). We repeat it here
〈N˜`〉 = Tr[E`N]. (5.50)
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For pseudo-C` estimators the matrix E
` is given by Eq. (5.22) and N is the noise
covariance of the output map. Inserting Eq. (5.22) in place of E` we obtain for the
noise bias
〈N˜`〉 =
Ω2p
2`+ 1
∑
i,j
wiwjNijP
`
ij =
Ω2p
2`+ 1
∑
i,j
wiwjNij
∑`
m=−`
Y`m(ni)Y
∗
`m(nj). (5.51)
Here the latter form is obtained after inserting the definition of P `ij (Eq. (5.5)). The
i- and j-sums are over the observed pixels of the output map.
For white noise (Nij = σ
2
i δij, where σ
2
i is the noise variance in pixel i) the noise
bias simplifies to
〈N˜`〉white =
Ω2p
2`+ 1
∑
i
w2i σ
2
i
∑`
m=−`
Y`m(ni)Y
∗
`m(ni) = Ωp
1
Npix
∑
i
w2i σ
2
i , (5.52)
where the latter form is obtained after replacing
∑`
m=−` Y`m(ni)Y
∗
`m(ni) with
2`+1
4pi
and Ωp with 4pi/Npix. The total number of output map pixels in the sky is Npix. For
unit pixel weigths (wi = 1) the noise bias can be expressed as
〈N˜`〉white = fskyΩpσ2m, (5.53)
where σm is the pixel std (from the observed pixels) of the white noise map
σ2m =
1
Npixfsky
∑
i
σ2i =
σ2
Npixfsky
∑
i
1
Ni
. (5.54)
The latter form assumes that the white noise variance of the TOD samples is uniform
(σ2). Here Ni is the number of hits in an output map pixel i.
To calculate an estimate of the noise bias we would need an estimate of the noise
covariance matrix (N) of the output map first. This matrix is difficult to produce in
a Planck-like experiment, where the number of pixels is large (Npix = 10
6 . . . 108).
Because white noise usually dominates the temperature anisotropy maps at small
scales, Eqs. (5.52) - (5.54) provide a reasonably accurate high-` estimate of the noise
bias. At low ` the noise covariance is increased (from its white noise value) due to
temporal correlations of the 1/f noise. The effect of 1/f noise in the map covariance
matrix is difficult to calculate accurately. An analysis of these issues has been carried
out for some scanning strategies ([108]).
For destriping an analytic method has been proposed that can provide an esti-
mate of the noise bias ([109]). However, in paper II ([2]) we used MC simulations to
obtain an estimate for it. We assumed a perfect knowledge of the parameter values
of the noise PSD (see Table 5.1). We generated NMC = 100 independent noise-only
TODs from the noise PSD, destriped maps from them, calculated the pseudo spectra
N˜` from the maps and produced the mean 〈N˜`〉MC. It was used in Eq. (5.49) instead
of 〈N˜`〉.
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Figure 5.6: Noise bias resulting from noise-only MC simulations (top curve). It is a
mean power spectrum of NMC = 100 independent noise realizations. We assumed
that the noise model parameter values (see Table 5.1) were known. Solid horizontal
line is the theoretical white noise spectrum (from Eqs. (5.53) and (5.54)). Noise
spectra refer to the modelled set of 24 LFI 100 GHz detectors and nearly full sky
coverage. The y-axis is in the CMB temperature scale. The figure is from paper II
([2]).
The MC noise bias estimate 〈N˜`〉MC, that we produced for the nearly full sky, is
shown in Fig. 5.6. As expected, the theoretical white noise spectrum is a reasonably
good approximation of the noise bias at high `, but some excess power appears at
low ` due to the residues of the 1/f noise. This MC noise bias estimate was used
when the nearly full sky results of paper II ([2]) were produced.
In a real CMB experiment the instrument noise PSD needs to be estimated from
the observed data. Iterative and non-iterative methods to do that were described
briefly in Sect. 4.3.
The MC noise bias estimate is itself a random variable, whose expectation value
is identical to the true noise bias 〈N˜`〉, if we know the noise PSD perfectly and there
are no implementation errors in our MC simulations. The variance of the MC noise
bias estimate can be approximated as ([110], [111])
〈(∆N˜`)2〉MC ≈ 2
(2`+ 1)fskyNMC
〈N˜`〉2MC. (5.55)
This uncertainty will increase the magnitudes of the error bars (std of the CMB
power spectrum estimate) by a factor ≈ (1 + 1
2NMC
) in the noise dominated region
(usually at high `) of the spectrum and by a smaller factor at other regions. The
number of noise-only MC realizations used in this study (NMC = 100) leads only to
. 0.5% increase in the error bars, which we can consider quite insignificant.
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5.5.5 Covariance Matrix of the Power Spectrum Estimate
We carried out signal+noise MC simulations to estimate the covariance matrix of the
power spectrum estimate (paper II [2]). We producedNMC = 450 signal+noise TODs
with different CMB and noise realizations, destriped maps from them and produced
the pseudo spectra C˜` from the maps. Using the noise and signal bias estimates, pixel
window factor, beam response and mode coupling matrix M``′ described earlier in
this section, NMC estimates Ĉ` (of C
th
` ) were produced from the inverted Eq. (5.49).
Thereafter the estimate of the covariance matrix was calculated as
(V̂``′)MC = 〈(Ĉ` − 〈Ĉ`〉MC)(Ĉ`′ − 〈Ĉ`′〉MC)〉MC. (5.56)
In the nearly full sky and galactic cut cases the magnitudes of the covariance matrix
elements dropped rapidly when going away from the diagonal. The relatively small
number of MC realizations did not allow us to calculate accurate estimates for all
elements of the covariance matrix. Therefore we studied only the diagonal elements
and some off-diagonal elements close to the diagonal.
Our results showed that the error bars of the power spectrum estimates were
considerably larger for the galactic cut than for the nearly full sky (paper II [2]).
The effective number of independent m-modes (for a given `) is reduced by the
sky cut ([92]) which shows up as an increase in the variance of Ĉ`. The variances
obtained from the MC simulations were close to the variances obtained from their
analytic model (paper II [2]).
In paper II ([2]) we applied unit pixel weights (wi = 1) only. We described in
Sect. 5.3 how a more accurate power spectrum estimator could be designed, if a
number of power spectrum estimates (with appropriate sets of pixel weights) would
be produced and they would be combined to an estimate in a maximum-likelihood
sense. Using the analytical model of the covariance matrix V̂ (see Sect. 5.3) we
examined the magnitudes of its diagonal elements for different sets of pixel weights
wi to see what effect the weights have in the accuracy of the estimate. This study
is not described in paper II ([2]), but it is presented below.
We assumed white instrument noise (no 1/f noise). Otherwise the parameter
values were as in Table 5.1. We assumed that our noise and signal bias estimates were
accurate and solved the power spectrum estimate Ĉ` from Eq. (5.49). For simplicity
we deconvolved the pseudo spectrum with M``′ only leading to an estimate whose
expectation value is 〈Ĉ`〉 = D2` (512)B2`Cth` . We considered the covariance matrices
of the galactic cut only.
The covariance matrix of the pseudo spectrum C˜` is given in Eq. (5.18) ([85]).
We repeat that equation here:
V˜``′ = 2Tr[CE
`CE`
′
]. (5.57)
Because the output map covariance C is a sum of signal and noise covariance ma-
trices (Eq. (5.1)), V˜``′ is a sum of three terms: signal × signal (SS), signal × noise
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(SN) and noise × noise (NN) terms
V˜``′ = V˜
SS
``′ + V˜
SN
``′ + V˜
NN
``′ . (5.58)
The covariance matrix V̂ of the CMB power spectrum estimate Ĉ` is calculated as
in Eq. (5.19).
The evaluation of V˜ from Eq. (5.57) is a straightforward but tedious task. The
necessary techniques to carry out this calculation can be found in e.g. [94] and
[97] (also given in Appendix A of this thesis). We will not show the details of this
calculation here but merely give the resulting formulas that we obtained.
Before we could calculate V˜ andM (mode coupling matrix) we needed to define
three maps. Their resolution was the same as the resolution of the output map (Nside
= 512 in this case). The values of their observed pixels were: wi (map 1), w
2
i (map
2) and w2i /Ni (map 3). The unobserved pixels had value 0 in all maps. The number
of hits (Ni) was obtained from the hit count map of the galactic cut case (see the
bottom panel of Fig. 5.1). Additionally, we needed the angular power spectra of
these maps (W 11` , W
22
` , W
33
` ) and the cross spectrum between the maps 2 and 3:
W 23` =
1
2`+1
∑
m a
(2)
`ma
(3)∗
`m . We further defined a set of matrices (cf. Eq. (5.31))
Γij``′ =
2`′ + 1
4pi
∑
`′′
(2`′′ + 1)W ij`′′
(
` `′ `′′
0 0 0
)2
. (5.59)
Here superscripts ij refer to the angular spectra of the maps 1, 2 and 3 and to their
cross spectra. The mode coupling matrix is M``′ = Γ
11
``′ .
The components of the covariance matrix V˜ were derived and they can be written
as
V˜ SS``′ =
2〈Ĉ`〉〈Ĉ`′〉
2`′ + 1
Γ22``′ , (5.60)
V˜ SN``′ =
4Ωpσ
2
√
〈Ĉ`〉〈Ĉ`′〉
2`′ + 1
Γ23``′ (5.61)
and
V˜ NN``′ =
2Ω2pσ
4
2`′ + 1
Γ33``′ . (5.62)
The components were summed up to V˜ and the covariance matrix V̂ was then
calculated using Eq. (5.19).
We produced the variances of Ĉ` (diagonal elements V̂``) for different sets of pixel
weights wi. We normalized them with the reference values for the variances (paper
II [2], see also [110], [111])
〈(∆Ĉ`)2〉ref = 2
(2`+ 1)fsky
(
〈Ĉ`〉+N`
)2
. (5.63)
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Here N` = 〈N˜`〉white/fsky. 〈N˜`〉white was evaluated from Eq. (5.53) and its full sky
equivalent spectrum was produced by multiplying it with 1/fsky.
The normalized variances
R`` =
V̂``
〈(∆Ĉ`)2〉ref
(5.64)
were initially evaluated for three sets of pixel weigths: wi = 1, wi = Ni and wi =
heuristic WMAP weights ([97], see also Eq. 5.27). The calculation of V̂ for the
inverse noise variance weights (wi = Ni) was, however, numerically unstable. Simi-
lar observation was made by Efstathiou ([94]). There the numerical problems were
caused by the cuspiness of the hit count map. The nominal scanning strategy (that
we used) leads to large hit counts in a relatively small areas close to the ecliptic
poles which makes the hit count map cuspy in this case too. This may explain the
numerical problems that we observed. The inverse noise variance weighting was fea-
sible in theWMAP data analysis, because inWMAP the hits are more uniformly
distributed than in Planck leading to less cuspy hit count maps.
Efstathiou proposed regularized weights to prevent the numerical problems asso-
ciated with the non-uniform hit distribution ([94]). These weights are given in terms
of a regularizing parameter ²f
wi =
1
1
Ni
+ ²f
〈N〉
. (5.65)
At ²f = 1 Eq. (5.65) gives heuristicWMAP weights and at ²f = 0 it gives the inverse
noise variance weights.
We replaced the inverse noise variance weights with the regularized weights (using
²f = 0.5) and reproduced R``. The normalized variances for the three sets of weights
(unit, heuristicWMAP and regularized weights) are shown in Fig. 5.7. Smaller R``
leads to smaller error bars for Ĉ`. Uniform weights give the smallest error bars in the
signal dominated part of the spectrum (` . 600). In the noise dominated region the
heuristic or regularized weights give clearly a better performance than the uniform
weights. The difference is ∼ 40% in variances (∼ 20% in error bars). By reducing
²f the high-` performance of the regularized weights could be improved with the
increased risk for numerical instabilities that occur latest when ²f reaches zero.
Fig. 5.7 can be compared to the upper panel of Fig. 16 (of paper II [2]), where
R`` obtained from the MC simulations is displayed. The ”wi = 1” curve of Fig. 5.7 is
nearly the same as the horizontal line of Fig. 16 (galactic cut). There is a reasonably
good fit between the R`` of the MC simulations and analytical model.
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Figure 5.7: Normalized variance R`` = V̂``/〈(∆Ĉ`)2〉ref for three different sets of
pixel weights: wi = 1, wi = heuristic WMAP weights (Eq. (5.27), [97]) and wi =
regularized weights (Eq. (5.65) with ²f = 0.5, [94]). The curves were derived from
an analytical model of the covariance matrix V̂ whose details were derived in this
thesis but that used results from [94] and [97]. The variances are for the galactic
cut.
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Chapter 6
Conclusions
The objective of this thesis has been to study map-making and angular power spec-
trum estimation from the CMB temperature anisotropy observations of Planck-like
experiments. The map-making approach considered in this thesis is destriping. The
main benefit of destriping is its simplicity as compared to the GLS map-making
algorithms. Destriping requires no prior information of the instrument noise, but
still it can produce output maps whose noise is only slightly higher than the noise
of the GLS output maps. Under the assumption of Gaussian distributed noise GLS
output maps fall close to the minimum variance map.
We have presented a maximum-likelihood formulation of the destriping and im-
plemented destriping codes that were applied to the simulated Planck-like data
sets (paper I [1]). We compared the output maps of our destriping method to the
output maps of two already existing destriping methods. The difference in these
methods is in the weights they assign to the map pixels. We found that our method
produces lower noise maps than the method presented in [69], [71], [73], although the
difference was rather small. The map noise of our method and the method described
in [70] was nearly the same.
We examined the possibility to improve the accuracy of destriping by fitting
more base functions than simple uniform baselines (paper I [1]). For the assumed
instrument noise (white + 1/f noise), we found that multiple base functions did
not systematically reduce the map noise as compared to the uniform baselines.
For typical detector knee frequencies (. 0.1 Hz) we found no improvement. For
high knee frequencies (0.4 Hz in our case) fitting uniform baselines and Legendre
polynomials produced lower map noise than fitting uniform baselines alone, but
the difference was very small. The optimal set of base functions seemed to depend
on the instrument noise characteristics. It was suggested in paper I ([1]) that the
symmetries of the scanning may reduce the accuracy at which the amplitudes of the
added base functions can be determined. A longer mission time or steeper slope of
the 1/fα noise (we had 7 months mission time and slope α = 1 in paper I [1]) may be
more favorable cases for additional base functions beyond the uniform baselines. In
our later studies we found that multiple base functions can systematically lower the
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map noise if the prior covariance of the base function amplitudes is used when solving
the estimates of the amplitudes ([77]). Amplitude covariance requires, however, prior
information of the instrument noise.
In this thesis we compared the output maps of our destriping code to the output
maps of two GLS map-making codes (paper III [3]). The maps were made from
TODs representing one year of observations of a Planck LFI detector. As expected,
the noise of the GLS output maps was lower than the noise of the destriped maps.
The difference was, however, rather small. The pixelization noise caused by the
spread of the observations in the output map pixels leads to a signal dependent
map-making error in the output maps. That error was larger in the GLS maps than
in the destriped maps, because only the uniform baselines of the pixelization noise
contribute to this error in destriping but in the GLS map-making also the higher
frequency components of the pixelization noise contribute.
In this thesis we applied a MASTER-like pseudo-C` power spectrum estimation
method to the output maps of destriping (paper II [2]). We used simulated data of
a Planck LFI detector and demonstrated that this approach works well leading to
accurate estimates of the true power spectrum of the CMB temperature anisotropy.
We found that the signal dependent destriping error (due to pixelization noise) does
not cause a significant error in the power spectrum estimates. Instead we discovered
a more significant power spectrum error, that does not depend on the map-making
algorithm. It is due to the non-uniform distribution of the hits in the output map
pixels. This causes both spectral smoothing and some excess power at high `. In
paper II ([2]) the spectral smoothing was approximated with a HEALPix pixel
window function and corrected from the power spectrum estimates. To describe the
high-` excess power the concept of signal bias of the power spectrum estimate was
introduced in paper II ([2]). Typically the signal bias was some orders of magnitude
smaller than the noise bias of the pseudo spectrum. The excess power was less
pronounced for multiple detector observations than for a single detector case, since
the observations of multiple detectors covered the pixels more uniformly (paper
II [2]). Large part of the high-` excess power could be removed by subtracting an
estimate of the signal bias that was produced using MC simulations. We also derived
a reasonably accurate analytical estimate for the signal bias (paper II [2]).
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Appendix A
Quadratic Power Spectrum
Estimator for Signal and Noise
Dominated Maps
In Sect. 5.3 the quadratic power spectrum estimator
C˜` = x
TE`x. (A.1)
was introduced. The vector x is the map containing a sum of CMB and noise. Its
covariance matrix is C = S+N (see Sect. 5.1).
With a proper choice of matrix E` the quadratic estimator becomes statisti-
cally equivalent to the maximum likelihood solution. The matrix E` that gives that
performance is
E` =
1
2F``
C−1P`C−1. (A.2)
The matrix F is the Fisher information matrix (Eq. (5.9)) and the matrix P` is
defined in Eq. (5.5).
At large scales (low `) the map x is typically dominated by the CMB signal,
whereas the noise typically dominates at small scales (high `). We will derive the
formulas for the matrix E`, that apply in the signal and noise dominated maps.
A.1 Signal Dominated Map
We can approximate the map covariance as C ≈ S. The matrix S is given by Eq.
(5.4). Unless otherwise noted the `-sums go from 0 to ∞.
We need to evaluate C−1 first. Let us try an ansatz ([94], [97])
Ĉ−1 = Ω2p
∑
`
1
C`
P`. (A.3)
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We specified that C0 = C1 = 0 (see Sect. 5.1). In order to avoid problems we assume
for the time being that C0 and C1 are non-zero and let them approach zero at the
end.
We calculate next
(Ĉ−1C)ij =
∑
k
(Ĉ−1)ikCkj = Ω
2
p
∑
`,`′
C`
C`′
∑
k
P `ikP
`′
kj. (A.4)
The k-sum is over the pixels of the observed sky. The k-sum
∑
k
P `ikP
`′
kj =
`,`′∑
m,m′=−`,−`′
∑
k
Y`m(ni)Y
∗
`m(nk)Y`′m′(nk)Y
∗
`′m′(nj) (A.5)
contains a coupling sum
∑
k Y
∗
`m(nk)Y`′m′(nk) that, for the full sky and for moderate
sky cuts, peaks sharply at |`− `′| ¿ ` ([94], [97]). Therefore we may write∑
k
Y ∗`m(nk)Y`′m′(nk) ≈
1
Ωp
δ``′δmm′ , (A.6)
which is a good approximation for the full sky and for moderate sky cuts. The
coupling sum is closely related to the mode coupling matrix (Eq. (5.24)). It is shown
in Sect. 5.5.2 that the mode coupling matrix is close to a unit matrix for the full sky
and diagonally dominant for a cut sky, where the galactic region at ±20 deg from
the galactic plane has been cut out from the map. Therefore, the approximation Eq.
(A.6) is justified in these cases. Using the approximation in Eq. (A.5) leads to∑
k
P `ikP
`′
kj =
1
Ωp
P `ijδ``′ . (A.7)
Inserting this back to Eq. (A.4) gives
(Ĉ−1C)ij = Ωp
∑
`
P `ij = Ωp
∑
`m
Y`m(ni)Y
∗
`m(nj) = δij, (A.8)
where the Kronecker delta results from the completeness relation of the spherical
harmonic functions.
Next we obtain for the matrix E`
2F``E
`
ij =
∑
k,q
(C−1)ikP
`
kq(C
−1)qj =
∑
`′,`′′
1
C`′C`′′
∑
k,q
P `
′
ikP
`
kqP
`′′
qj . (A.9)
Applying Eq. (A.7) first for the k-sum and then for the q-sum, we obtain
2F``E
`
ij =
1
Ω2pC
2
`
P `ij. (A.10)
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Next we calculate the elements of the Fisher information matrix (see Eq. (5.9))
F``′ =
1
2
Tr[C−1P`C−1P`
′
] =
∑
`1,`2
1
2C`1C`2
∑
i,j,k,q
P `1ij P
`
jkP
`2
kqP
`′
qi . (A.11)
The j-sum (
∑
j Y
∗
`1m1
(nj)Y`m(nj)) and q-sum (
∑
q Y
∗
`2m2
(nq)Y`′m′(nq)) are coupling
sums that peak at |` − `1| ¿ ` and |`′ − `2| ¿ `′. Thus we may pull C`1 and C`2
out from the `1, `2-sum and replace them with C` and C`′ ([94], [97]). Inserting this
approximation we obtain
F``′ =
1
2C`C`′
∑
`1,`2
∑
i,j,k,q
P `1ij P
`
jkP
`2
kqP
`′
qi . (A.12)
Applying the completeness relation to `1- and `2-sums (
∑
`1
P `1ij = δij/Ωp and∑
`2
P `2kq = δkq/Ωp) we obtain for the Fisher matrix
F``′ =
1
2C`C`′Ω2p
∑
i,k
P `ikP
`′
ki =
2`+ 1
2C`C`′Ω4p
W``′ , (A.13)
where we have defined a matrix
W``′ =
Ω2p
2`+ 1
∑
i,k
P `ikP
`′
ki =
1
2`+ 1
`,`′∑
m,m′=−`,−`′
∣∣∣Ωp∑
i
Y`m(ni)Y`′m′(ni)
∣∣∣2. (A.14)
The latter form is obtained by inserting the definition of the matrix P` (from Eq.
(5.5)). The i and j sums are taken over the uncut pixels of the sky. It is worth
noting that the matrix W``′ is identical to the mode coupling matrix (with unit
pixel weights) used in the MASTER power spectrum estimation method ([93], see
also Eq. (5.24) of this thesis).
We can now insert Eq. (A.13) in Eq. (A.10) and solve E`. The result is
E`ij =
Ω2p
(2`+ 1)W``
P `ij. (A.15)
Due to the freedom of normalization we use 1 instead of W`` and finally obtain for
the matrix E`
E`ij =
Ω2p
2`+ 1
P `ij. (A.16)
The spectrum C` does not appear in our final E
`
ij and therefore the limits C0 → 0
and C1 → 0 are trivial.
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A.2 Noise Dominated Map
Now the map covariance can be approximated as C ≈ N. We assume white map
noise with diagonal noise covariance Nij = σ
2
i δij, where σ
2
i is the noise variance in
pixel i. We calculate
2F``E
`
ij =
∑
k,q
(C−1)ikP
`
kq(C
−1)qj, (A.17)
where k and q sums are over the observed pixels of the sky. Noting that (C−1)ij ≈
1/σ2i δij the equation can be written as
2F``E
`
ij =
1
σ2i σ
2
j
P `ij. (A.18)
Due to the freedom of normalization we can select scaling
Ω2p
2`+1
(instead of 1
2F``
) and
obtain the matrix E` in a similar form as in the signal dominated case
E` =
Ω2p
2`+ 1
1
σ2i σ
2
j
P`. (A.19)
We assume a HEALPix pixelization ([52]), where every pixel of the map x has the
same area Ωp = 4pi/Npix.
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Appendix B
Beam Deconvolution
In the discussion of the power spectrum estimation (see Ch. 5) we systematically
assumed a perfectly radially symmetric response of the telescope main beam. The
deconvolution of the power spectrum with a symmetric beam is simple. It becomes
considerably more difficult if the symmetric beam assumption is relaxed and asym-
metric beam responses are considered. Studies (e.g. [40], [106], [107]) exist where
methods for the asymmetric beam deconvolution are discussed. In the case of an
asymmetric beam, the beam smoothings of the output map pixels will vary (from
pixel to pixel) due to different orientations of the beam. Some of the existing meth-
ods attempt to determine an effective symmetric beam response that approximates
the mean of the smoothings of the pixels (see e.g. [107]).
In Sect. 5.5.3 we examined the relation of the ensemble mean angular power
spectrum of the binned noiseless map (〈CB` 〉) and the theoretical CMB temperature
anisotropy spectrum (Cth` ). A symmetric beam was assumed in that discussion. The
intention of this Appendix is to repeat that discussion using an asymmetric beam.
Our goal is to find a general mode coupling matrix that would give a full description
of the relation between these two spectra. We call it the mode coupling matrix of
the experiment and use a symbol ME``′ for it. Using this matrix the relation between
these two spectra could be written as (`-sums go from 0 to ∞ in this Appendix)
〈CB` 〉 =
∑
`′
ME``′C
th
`′ . (B.1)
The mode coupling matrix of the experiment describes correctly the effects of sky
coverage, weighting of the pixels, sampling of the observed pixels (distribution of
observations in them) and beam.
The mode coupling matrix ME``′ would be useful in a real (noisy) CMB experi-
ment. Let us assume that we have an accurate estimate of the noise bias and the
map-making errors (that were accounted for by the filter function F`, see Sect. 5.5.3)
are so small that they can be ignored (according to papers II [2] and III [3] this
is a good assumption at least for destriping). Under these assumptions an estimate
of Cth` , with an insignificant bias, could be obtained by deconvolving the difference
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of the pseudo spectrum and noise bias estimate with ME``′ . In this scheme no pixel
window factors, signal bias estimates or symmetric beam approximations would be
required.
As in Sect. 5.5.3 we consider the samples di of the CMB-only TOD that fall in a
pixel k of the binned noiseless map. In addition to the pointing of the beam center
(ni), we need now to consider the beam orientation as well. The beam orientation in
a TOD sample is given by an orientation angle ψi (see Sect. 3.1.3). In this Appendix
we will consider arbitrary detector pointings (not in the pixels of an input map).
The temperature di can be given as (see Eq. (4.41))
di =
∑
`′m′
a`′m′b
∗
`′m′(ni, ψi). (B.2)
Here the a`m are a realization of C
th
` and b`m(ni, ψi) are the beam coefficients when
the beam center is pointing to ni and its orientation angle is ψi. The beam coefficients
are given in Eq. (3.5). We repeat that formula here
b`′m′(ni, ψi) =
`′∑
m′′=−`′
b`′m′′D
`′
m′m′′(ni, ψi). (B.3)
Here b`m are the beam coefficients in its reference pointing (usually towards the
north ecliptic pole) and orientation. D`mm′(ni, ψi) are the Wigner D-functions. We
assume that the beam response is band-limited having insignificant (∼ 0) power
beyond some `max.
The temperature of the pixel k of the binned noiseless map is (we assume unit
weights for the observed pixels)
TBk =
1
Nk
∑
i∈k
di =
∑
`′m′
a`′m′
1
Nk
∑
i∈k
b∗`′m′(ni, ψi), (B.4)
where i ∈ k refers to those TOD samples that hit the pixel k and Nk is the number
of hits in that pixel. The a`m of the binned noiseless map are obtained as
aB`m = Ωp
∑
k
TBk Y
∗
`m(qk). (B.5)
The unit vector pointing to the center of the pixel k (of the binned noiseless map) is
qk and the k-sum is taken over the observed pixels. The area of a pixel is Ωp (same
in every pixel).
Inserting TBk from Eq. (B.4) we obtain for the a
B
`m
aB`m =
∑
`′m′
a`′m′Ωp
∑
k
1
Nk
∑
i∈k
b∗`′m′(ni, ψi)Y
∗
`m(qk). (B.6)
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This equation defines the a`m coupling matrix of the experiment
KE`m`′m′ ≡ Ωp
∑
k
1
Nk
∑
i∈k
b∗`′m′(ni, ψi)Y
∗
`m(qk). (B.7)
It defines a relation between the a`m of the binned noiseless map and CMB sky
aB`m =
∑
`′m′
a`′m′K
E
`m`′m′ . (B.8)
Due to a band-limited beam, KE`m`′m′ has significant elements up to `, `
′ = `max.
Although the elements have four indeces, a usual practice is to combine (`,m) to a
single index i(`,m) ([92]). In this scheme the size of the matrix KE`m`′m′ is (`max +
1)2 × (`max + 1)2.
Using the statistical isotropy of the CMB sky (Eq. (5.3)) we obtain for the
ensemble mean of the angular power spectrum of the binned noiseless map
〈CB` 〉 =
1
2`+ 1
∑`
m=−`
〈|aB`m|2〉 =
∑
`′
[
1
2`+ 1
`,`′∑
m,m′=−`,−`′
|KE`m`′m′ |2
]
Cth`′ . (B.9)
The mode coupling matrix of the experiment can now be extracted
ME``′ =
1
2`+ 1
`,`′∑
m,m′=−`,−`′
|KE`m`′m′ |2. (B.10)
It can also be expressed in the following form (after inserting Eqs. (B.3) and (B.7))
ME``′ =
1
2`+ 1
`,`′∑
m,m′=−`,−`′
∣∣∣Ωp `′∑
m′′=−`′
b∗`′m′′
∑
k
[
1
Nk
∑
i∈k
D`
′∗
m′m′′(ni, ψi)
]
Y ∗`m(qk)
∣∣∣2.
(B.11)
All information exists to derive the elements ME``′ . We expect that their calcu-
lation is not a trivial task, because it involves the pointings and beam orientations
of the entire mission. We have not made an attempt to calculate ME``′ for actual
pointings and beam orientations in this thesis.
We can, however, examine ME``′ in a simplified situation. Let us assume that
Nk À 1 in every pixel and pixels have a regular circular shape. We further assume
that the pixel area and the range of beam orientations (ψi ∈ [0 . . . 2pi]) are sampled
uniformly in every pixel. Under these assumptions the i-sum of Eq. (B.11) can be
approximated by an integral over the pixel area and beam orientations. That integral
has a simple result
1
Nk
∑
i∈k
D`
′∗
m′m′′(ni, ψi) ≈
√
4pi
2`′ + 1
G`′(k)Y`′m′(qk)δm′′0, (B.12)
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where
G`′(k) =
1
Ωp
√
4pi
2`′ + 1
∫
k→z
dΩnY`′0(n). (B.13)
The symbol ”k → z” in the integration limit means that the integration is over
the area of the pixel k (of the binned noiseless map) but the map has been rotated
before the integration in such a way that qk (unit vector pointing to the center of the
pixel k) points now towards the north pole (towards +z-axis). Because we assumed
a circular pixel shape the function G`′(k) has the same value in every pixel.
It is of interest to find the relation between G`(k) and the HEALPix pixel window
function D`(Nside) ([105]) of the pixel size of the binned noiseless map (Nside was 512
in Sect. 5.5). The HEALPix pixel window function describes the spectral smoothing
of a map where a pixel temperature is the underlying temperature field averaged
over the pixel area. The HEALPix pixel window function is given in Eq. (30) of
[105], where a symbol w` is used for it. We use a symbol D`(Nside) for it in this
thesis. It can be shown that in the case of an identical circular shape of the pixels,
Eq. (30) of [105] would give a pixel window function that is identical to the function
G`(k) that we introduced above. Therefore it is a reasonable approximation to use
D`′(Nside) in place of G`′(k) in Eq. (B.12).
Inserting Eq. (B.12) (with D`′(Nside) in place of G`′(k)) to Eq. (B.11) we obtain
ME``′ ≈
4pi
2`′ + 1
b2`′0D
2
`′(Nside)
1
2`+ 1
`,`′∑
m,m′=−`,−`′
∣∣∣Ωp∑
k
Y`′m′(qk)Y
∗
`m(qk)
∣∣∣2. (B.14)
In this simplified case the contributions of different effects separate out. The pixel
window factor D2` (Nside) describes the spectral smoothing due to sampling of the
observed pixels. The mean response of the beam is 4pi
2`+1
b2`0 (the same formula was
derived in [92] using a different approach). It is symmetric because all orientations
were sampled uniformly. The remaining part is the mode coupling matrix introduced
by MASTER ([93], see also Eq. (5.24)). It describes the effects of sky coverage and
weighting of the pixels. It was discussed in detail in Sect. 5.5.2.
Finally, it is worth to consider, how Eq. (B.8) could be applied in the deconvolu-
tion map-making. A deconvolution map-making method (not based on the technique
discussed here) has been proposed in [81]. It was briefly described in Sect. 4.6 of this
thesis.
Let us assume that we have the KE`m`′m′ values up to an `max given by the band-
limitation of the beam. We can invert that matrix provided that it is numerically
non-singular and we have sufficient computing resources to do it (i.e., `max is not too
large). If we compute the pseudo a˜`m of the (noisy) output map of the map-making
and multiply it with the inverse of KE`m`′m′ , we obtain an estimate (â`m) of the a`m
of the CMB sky. If the output map has a full sky coverage this method should work,
in principle, without problems. In the case of partial sky coverage the accuracy of
the map estimate (derived from â`m) would be deteriorated in the vicinity of the
boundary of the sky cut ([92]). In both cases the noise covariance of the map estimate
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would be complicated due to mode coupling arising from the multiplication with the
inverse of KE`m`′m′ .
The a`m coupling matrixK
E
`m`′m′ can be numerically singular due to one (or both)
of two reasons: 1) The beam response is a smoothing function (its value decreases
with increasing `) which tends to increase the condition number of KE`m`′m′ . 2) For a
partial sky coverage the matrix KE`m`′m′ is numerically non-singular only up to some
maximum `, that depends on the geometry and the extent of the unobserved area of
the sky ([92]). Increasing the area of the unobserved sky will decrease that maximum
`. As an example, [92] shows that the condition number of the a`m coupling matrix
for ±20 deg galactic cut is ∼ 5 × 109, if `max of the coupling matrix is ∼50. If
`max (due to band limitation of the beam) of our matrix K
E
`m`′m′ is larger than the
maximum ` supported by the observed area of the sky, our matrix will be numerically
non-singular.
To reduce the first problem we can use a modified coupling matrix (instead
of the original one) KE
′
`m`′m′ = K
E
`m`′m′/G`′ , where G` is a symmetric response that
approximates the asymmetric beam of the experiment. In this case the resulting map
estimate will be smoothed with G`. This technique was used in [81] to regularize
the matrix that was used there. To reduce the second problem we can extract a left
upper block of the matrix KE`m`′m′ up to such an `, where the extracted block is
numerically non-singular. We can then deconvolve the pseudo a˜`m with that block.
This, however, will allow us to solve our map estimate â`m only up to `max of the
extracted block.
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