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In this thesis, some obstacles in the data retention mechanisms in magnetism are 
addressed, and a number of methods for manipulation of spin in different contexts 
has been developed. Utilizing excitation of collective modes with microwave 
irradiation or microwave modulated spin-polarized currents for selective 
manipulation of magnetization in magnetic nanodot matrices, in the context of hard 
disk technology (also magnonic crystals) and magnetic random access memories is 
explored. A synchronization method for spin-Hall oscillators is developed. An 
ultrafast all-optical switching mechanism combining the concepts of spin-orbit 
interaction and diffusive transport is demonstrated. Lastly, a novel perspective for 
manipulation of spin wave propagation is used to cloak magnons with introducing 
transformation magnonics, paving the way for novel switching mechansims. Each 
of the chapters in the body of the thesis contains a proposal for a novel mechanism, 
followed by theoretical and/or numerical proof of concept and analysis for the 
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Figure ‎6-1. (a) The structural dimensions, fields and spin wave propagation 
direction, the respective Cartesian coordinate axes, 0M  and extH  
outside 
the shell, and an example vector plot of  dM   (the color map represents 
the amplitude of  dM  ,  dM  ), where a cylindrical core is perfectly 
cloaked from propagating magnons (outside the shell,
       2 100 2 100d ˆ ˆM sin / nm x x cos / nm x z      ) of 0q M  
type. O represents the origin of the structure. The vector plot is magnified in 
the dashed box. (b) Schematic of magnetization precession in anisotropic  . 
(c) Schematic of magnetization precession in anisotropic sM . In (b) and (c), 
the distance between the red and blue curves ind icate the amplitude of the 
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gyromagnetic factor, while the black dashed curve indicates the trajectory of 
the magnetization M . A thicker M  indicates a higher moment in (c).  ................116 
Figure  6-2. The magnetization in the z direction ( zM ) after 2.2 ns of an excitation 
with   1 2 50mw ˆh sin / GHz t x    Oe at x = 800 nm. (a) No 
cylindrical core (b = 0 and c = 0). (b) Cylindrical core but no cloaking shell 
(b = 50 nm and c = 50 nm). (c) Cylindrical core with the shell designed for 
the  -mechanism (b = 100 nm and c = 50 nm). (d)  Cylindrical core with 
the shell designed for the sM -mechanism (b = 100 nm and c = 50 nm). The 
dashed boxes represent the shadow region used for calculation of  z ,srM x  
plotted in Fig. 6-3(a). The inner circle shows the boundary of the core. The 
larger circle shows the outer boundary of the shell.  ..............................................124 
Figure  6-3. The variation of average zM  
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for (a) 0 420x   nm (the shadow region of the core), and (b) 0 820x   
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(c) 0 420x   nm and (d) 0 820x   nm.........................................................127 
Figure  6-4. Spatial pattern of (a) rr /   , (b)  sM   (color map) and  extH   
(cone plot), and (c) 0zz /   for the  -mechanism. (d) The schematic of 
the ensemble of quantum dot molecules is in the left section. The schematic 
of an individual quantum dot molecule, its Cartesian coordination, the 
XXI 
 
electric field ( z ,qE ), and magnetic field ( qB ) are in the right section. In (a-c), 
the white regions in the center are hollow and no value is assigned to them.  ........130 
Figure  6-5. Spatial pattern of (a) s,rr s,M / M  , and (b) 0zz /   for the sM -
mechanism. (c) Example schematic of a rutile crystalline structure 
consisting of metal and oxygen sites, as well as an interstitial impurity and 
oxygen vacancy positions. The right panel is an example of the octahedral 
oxygen coordination of an interstitial impurity. iE  is the external electric 
field on the supercell i using Cartesian coordinates. Gray spheres represent 
metal (e.g. Sn, Hf, Ti etc.), red ones are O, green spheres are interstitial 
impurities (e.g. transition metals like V), and the hollow sphere is an oxygen 
vacancy Vo. (d) The schematic of the charge rings  1 2 3 4, ,  and the orbital 
moment directions  1 2 3 4, ,v , for the four possible independent oxygen 
octahedral coordination of the interstitial impurities. (e) The schematic of 
the interaction of two adjacent interstitial impurity sites (A and B) with the 
nearby Vo, the resulting charge ring hybridization, and orbital moments. Av , 
Bv , and Tv  are the orbital moments of site A, site B, and the hybridization, 
respectively. It is assumed that Vo is closer to site A than to site B. In the 
right panel, the orbital moment vectors are shown with the same origin. In 




Figure  6-6. (a) Schematic of a magnetic memory proposal using concentrators 
based on transformation magnonics. Some parameters (e.g. Lande g-factor) 
of each blue dot (i,j) is controlled with a gating voltage Vi,j. The collection 
of blue dots determines the spin wave propagation. In (a), Vi,j = f(i,j) can be 
assigned such that the power flow has a peak in a spatial point, indicated 
here as origin O (it can be any other point). The coplanar waveguide is fed 
by the microwave voltage Vmw and excites spin waves in the magnetic 
media. Each blue dot covers a matrix of magnetic dots used to store data in 
their magnetization. (b) The focused view of a boxed area in (a) while Vmw ≠ 
0 and Vi,j = f(i,j) and concentration is on the nanodot matrix under blue dot 
(0,0) or O. Based on the reversal method presented in Chapter 2, the large 
enough spin wave can be used to selectively switch a pattern in the dot 
matrix. (c) An example of the reversal state in the targeted matrix, where the 
Vmw = 0 and Vi,j = 0 in the retention mode. In (a) and (b), the concentrator 
power flow color plot is adapted from ref. 184,183 where a concentrator for 





List of abbreviations 
AOS: all-optical switching 
DMI: Dzyaloshinskii-Moryia interaction 
DW: domain wall 
EM: electromagnetic 
FFT: fast Fourier transform 
FM: ferromagnet 
FMR: ferromagnetic resonance 
GMR: giant magnetoresistance 
HDD: hard disk drive 
IF: inverse Farday 
IP: in-plane 
ISHE: inverse spin-Hall effect 
LLG: Landau-Lifshitz-Gilbert 
MAMR: microwave assisted magnetization reversal 
MRAM: magnetic random access memory 




OOMMF: object oriented micromagnetic framework 
OOP: out of plane 
QD: quantum dot 
QDM: quantum dot molecule 
QSL: quantum spin liquid 
SD: spectral density 
SHE: spin-Hall effect 
SHO: spin-Hall oscillator 
SOC: spin-orbit coupling 
SOI: spin-orbit interaction 
SOT: spin-orbit torque 
STO: spin torque oscillator 
STT: spin transfer torque 
TI: topological insulator 





 Introduction Chapter 1:
The field of magnetism and spintronics addresses discussions on extended 
correlation among carrier spin polarization and orbital moments in different 
types of material systems. Subjects studied in magnetism and spintronics are 
divided into two main categories. One category comprises studies on metareial 
systems (e.g. magnetic metals, magnetic semiconductors, magnetic 
heterostructures, spin liquids, etc.) and their corresponding magnetic parameters 
(spin-spin correlation, chiral spin correlation, crystalline anisotropy, Lande g-
factor, etc.). The other category consists of studies on the methods for the 
manipulation of local spins or extended magnetization. 
Data retention in electronic devices has been pursued on different fronts. 
Among those are electric charge of floating gates in electrically erasable 
programmable read-only memory (EEPROM), crystallographic phase in phase 
change memory (PCM),1 magnetization of magnetic structures in magnetic 
random access memory (MRAM) and hard disk drives, electric polarization in 
ferroelectric random access memory (FeRAM), resistance change due to voltage 
induced filament-forming in resistive random access memory (ReRAM),2 and 
spatial position in nano-electromechanical memory.3 In different applications, 
the memory concepts are evaluated based on different parameters such as data 
retention durability, cost, harsh environment tolerance, data write/read error and 
speed, energy consumption, and scalability. For example, hard disk drives have 
been the major choice for large-scale data storage for their relatively low cost, 
high storage capacity and moderate reliability.  
2 
 
Magnetization has been a major mainstream for data storage, including 
hard disk drives and magnetic random access memory technologies. In 
conjunction with magnetic data retention mechanisms and magnetic clocking, 
the extended waves of magnetization, spin waves, have been pursued to perform 
logic operations, enabling future all-magnetic computers to envision low energy 
consumption and scalability. In addition, in quantum computation, the spin 
degree of freedom is one of the forefronts of research.  
In the following sections, a more detailed introduction will be provided on 
different methods for manipulation of spins in magnetic and spintronic devices. 
Specifically, the magnetic field, current, and optical manipulation of 
magnetization will be introduced. In addition, spin torque oscillators that can be 
synchronized in order to generate enough power for the magnetization 
switching are introduced. Finally, the concept of spin waves will be explained 
and the topics pursued in quantum magnetization are elucidated. This thesis is 
built upon the above bases, and aims to pave a way for future technological 
enhancement in magnetization manipulation. 
 
1.1 Magnetic field-induced spin manipulation  
  A typical conservative (no damping) free energy landscape in an elliptic 
thin film magnetic dot with no crystalline anisotropy is demonstrated in Fig. 1-
1(a). There are several ways to induce a trajectory of the magnetization vector 
that results in reversal of the magnetization or, in other words, to travel from a 
local minimum energy state to another state over the energy barrier (e.g. from 
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red cross to green cross in Fig. 1-1(a)). Applying an external magnetic field 
modifies the energy landscape, and the external magnetic field can be dc or 
microwave, or a combination of both. If the initial state of the magnetization 
(red cross in Fig. 1-1(a)) is unstable in the resulting landscape, the state of the 
magnetization changes, following a trajectory provided by the energy landscape. 
Figure 1-1(a) shows the process used for ‘damping’ switching, in which the 
energy landscape is modified with an external field (hx in Fig. 1-1(b)) such that 
the energy well of the reversed state becomes deeper while the energy well of 
the initial state becomes shallower. If the thermal fluctuations are large enough 
to randomly locate the magnetization on the trajectory which surrounds both the 
energy wells, the magnetization equilibrates in the switched orientation due to 
the damping and the steeper energy well of the reversed state (the red trajectory 
in Fig. 1-1(b) is an example of such a reversal mechanism). Short pulses of the 
magnetic field can also be used to induce a landscape which places the initial 
and desired final states on a resonance trajectory (the purple curve in Fig. 1-1(c) 
is such a resonance trajectory).4,5 The duration of the pulse is such that the 
magnetization state is in the desired final state and trapped in the energy well 
accommodating the reversed state over the inherent energy landscape. 
Microwave-assisted magnetization switching is based on the absorption 
of microwave excitation by the magnetic resonance of a magnetic structure. The 
cone angle of the resonance grows and at some point it reaches the saddle point 
of the energy landscape, which surpassing it is an indicator of switching. The 
existence of the external magnetic field is required to modify the energy 
landscape in a way that the maximum cone angle of the resonance overlaps with 
the saddle point, and also the resonance in the switched energy well does not 
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have the same frequency as the excitation frequency at that cone angle, resulting 
in the magnetization staying at the switched energy well. By using microwave 
excitation, the dc magnetic field required for the reversal of a high magnetic 
anisotropy material or structure is reduced significantly. Microwave-assisted 
switching in single and multi-domain magnetic structures has been 
demonstrated experimentally.6-13 The theory behind microwave-assisted 
switching has been assessed based on the instability of the resonance modes.14-16 
In addition, several numerical computations have been dedicated to study the 
effect of excitation and structural parameters in microwave-assisted switching, 
as well as the applicability of this method for future magnetic recording 
technologies.15-20  
Spin-transfer torque oscillators (STO)21-25 are the potential microwave 
irradiators to be implemented in the write heads of hard disk drives (further 
information for STOs is provided in Chapter 1.3). The frequency and power of 
the microwave oscillation in STOs is tunable by varying their driving dc 
currents and the bias fields. For the implementation of microwave-assisted 
switching, the excitation area should be decreased at the same rate by increasing 
the data storage density. Therefore, to achieve dots which store information as 
small as several nanometers, the write head should be able to irradiate 
microwaves focused down to the same area as the dot. Consequently, STOs 
with the dimensions of several nanometers are required, which is beyond the 
current fabrication capabilities, and also the power provided by such small 
STOs may not be sufficient for switching high magnetic anisotropy dots. 
Chapter 2 is dedicated to proposing a method for overcoming this obstacle in 
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magnetic recording technology, which can also be used for manipulation of 
magnonic crystals. 
 
Figure ‎1-1. (a) The top panel is the schematic of a magnetic 
ellipse thin film, the respective Cartesian coordination, and the 
initial equilibrium magnetization direction. The bottom panel is 
the surface plot of free energy (G) landscape (G=0.5(Dxmx+ 
Dymy+Dzmz)-(hxmx+ hymy+hzmz), where Dx(y,z), mx(y,z) and hx(y,z) 
are effective anisotropy coefficeient, magnetization and external 
field, respectively, in different coordinate axes) for a typical 
magnetic thin film ellipse with no external field and magnetized in 
the direction of its easy axis. The bottm panels are presented in the 




















 has been performed. (b) A typical 
energy landscape in the case of external field hx < 0 (bottom 
panel), and the respective schematic (top panel). The red curve is a 
possible trajectory for ‘damping’ switching of the magnetization. 
(c) A typical energy landscape in the case of external field hy > 0 
(bottom panel), and the respective schematic of the fields needed 
for precessional switching (top panel). The purple curve is a 
possible trajectory for precessional switching of the magnetization. 
In (a-c), the red cross is the initial magnetization, the green cross is 
the desired switched magnetization, the white cross is the energy 
maxima, and the yellow crosses are the energy minima if they do 
not coincide with the initial and desired switched magnetization. In 
the schematics (top panels) of (a-c), m is the initial magnetization 
orientation and m’ is the desired switched orientation. The colored 
crosses in schematics indicate the magnetization orientations 
corresponding to energy minimas in the energy landscapes.  
Microwave excitation is not limited to the irradiation and can be 
conceived as modulation of currents which, in turn, can be used in magnetic 
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tunnel junctions (MTJ) or spin-orbit torque (SOT) devices for modification of 
switching (Chapter 3 utilizes microwave modulation of currents to address  
individual magnetization of nanodot matrices). 
 
1.2 Current-induced spin manipulation   
The essence of current- induced spin manipulation is exchange scattering 
of non-equilibrium spin that is non-collinear with respect to the local 
quantization axis of a magnetic system. The exchange scattering can be defined 
as a torque known as spin-transfer torque (STT). Such a torque can induce 
magnetization dynamics based on the space-time coordination of the non-
equilibrium spin. The spin-transfer torque (STT) phenomenon has enabled 
magnetization auto-oscillations and reversal using spin-polarized currents in 
spin-valves, magnetic tunnel junctions (MTJ), and ferromagnetic/non-magnetic 
metal bi-layers or multi- layers26-33. 
Generally, there are two types of spin currents: one is the spin currents 
carried by charge currents, and the other is pure spin currents. The former is 
conceived in spin-valve or MTJ structures. Spin-valves are based on spatial 
separation of two magnetic metals (or half metals) by a non-magnetic metal, 
usually with a low atomic number (for low spin-orbit scattering). The charge 
current is spin polarized by the magnetic layers, and its spin polarization 
modifies the transmission and reflection of the charge current at the interfaces 
based on the relative coordination of the magnetization in the separated 
magnetic metals. The spin-polarization of the transmitted currents in the 
magnetic metals can induce STTs based on their polarization and the 
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magnetization coordination in the magnetic layers. The process of inducing non-
collinear, non-equilibrium spins in MTJs is similar to the spin-valves, with the 
major distinction that the charge current is conceived by tunneling through a 
particular oxide such as Al2O3 or MgO. The tunneling magnetoresistance 
(TMR) can be 1-2 orders of magnitude larger than giant magnetoresistence 
(GMR) achieved in spin-valves. The switching in MTJs can be achieved with 
much lower currents than spin-valves. 
Bulk and interface intrinsic and extrinsic spin-orbit interactions (SOI) 
have enabled the generation of pure spin currents, leading to spin-orbit spin-
transfer torques in different structures such as multi- layers of ferromagnets and 
paramagnets, thin Rashba ferromagnets, impure ferromagnets and semi-
conductors, structures with non-zero Berry curvature, etc.34-49 Such spin currents 
and the torques exerted by them on the magnetization have been utilized in 
different configurations for switching or oscillation.26,27,50-52 Intrinsic spin-Hall 
effect (SHE) (see Fig. 1-2(a-b)), skew scattering, side-jump scattering, and 
Rashba interaction are the main sources for the generation of pure spin currents. 
Diffusion of the generated spin current in the adjacent magnetic metal can 
induce a non-collinear, non-equilibrium spin accumulation with respect to the 
magnetization and causes STT, which, if large enough, can cause switching (this 
type of switching is termed spin-orbit torque (SOT) switching, to distinguish it 
from STT in spin-valves and MTJs). 
The STT or SOT mechanisms used for switching or inducing oscillation 
in magnetic domains can be utilized for inducing dynamics in domain walls or 
generating domain walls (DW) such as skyrmion bubbles (see Fig. 1-3(a-b)).53-
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58 The DW motion has been a subject of intensive study for different types of 
magnetic domains, as it can be utilized in the context of race-track memory.59  
Another context of current- induced spin manipulation is by including the 
heat degree of freedom, which has given rise to the field of spin-caloritronics. 
Studies in this subject are usually divided into two categories.60 One of them is 
the independent electron conduction thermal effect in metals, which is termed 
the spin-dependent Seebeck effect.61 The other considers the collective effects 
from spin waves (in magnetic insulators such as Yttrium Iron garnet (YIG)) 
which are termed the spin Seebeck effect (e.g. magnonic spin Seebeck 
effect62,63). Heat induced spin-transfer torque, heat pumps and engines, and 
coherent excitation of spin waves are among the uses envisioned for devices 
utilizing correlation of electron, spin, and phonon dynamics.64-66 
In addition to electric currents, voltage gating can be used as another 
method for the manipulation of spins. The electric field induced by the voltage 
gating can modify the magnetization dynamic parameters such as the 
gyromagnetic ratio in semiconductor quantum dots.67,68 It can also be used to 
modify the chemical stoichiometry in the magnetic structures by inducing ionic 
motions, resulting in changes in SOI at the interfaces, changing the crystalline 
anisotropy of the magnetic material, or changing the relative moments of 
different sublattices in ferrimagnets and anti-ferromagnets. Figures 1-4(a-b) give 
an example of voltage tunability of interfacial magnetization.69,70 Voltage gating 
can also be used to induce strain through the piezoelectric effect, causing strain-
induced changes in magnetic crystalline anisotropy, which can be utilized to  




Figure ‎1-2. (a) Dispersion relation of eigenstates of the Rashba 







     where   is the 
Rashba coupling constant (left panel), with exemplary momentum 
and respective spinor vectors in a particular energy cut. (b) 
Applying electric field in the x direction displaces the Fermi 
surface and due to the Rashba coupling and based on Bloch 
equation turns the spin up for py > 0 and down for py < 0, causing a 
pure spin current in the y direction, termed the intrinsic spin-Hall 
effect (SHE). Plots of (a-b) are adapted from ref. 43. 
 
 
Figure ‎1-3. (a) When the current je is applied, the skyrmion 
bubbles are blown out of the nanowire from magnetic domains in 
one side of the structure into the other (here from left to right), 
based on the direction of the applied current and the perpendicular 
magnetic field. Skyrmions are topologically protected chiral 
magnetic domains that can be formed in magnetic structures with 
non-collinear magnetization raised by, for example, 
Dzyaloshinskii-Moriya interaction. (b) The phase diagram of 
skyrmion bubbles generation (shaded area indicates generation). 





Figure ‎1-4. (a) Schematic of a device for ionic motion induced by 
gating to modify magnetization in the interface of Co and GdOx. 
By tuning the gate voltage Vg, oxygen stoichiometry in the 
Co/GdOx changes, leading to change in orbital hybridization in the 
interface which is responsible for the interface magnetization and 
anisotropy. (b) Change in the hysteresis loop with gating voltage. 
Plots of (a-b) are adapted from  ref. 70. 
 
1.3 Spin torque oscillators 
Magnetic nano-oscillators have recently emerged from the spin-transfer 
torque (STT) phenomenon.32,72-74 Based on the energy landscape, a particular 
amplitude and coordination of STT can lead to a precession which is stabilized 
by competition with Gilbert damping. Nano-contact or patterned spin-valves 
and magnetic tunnel junctions (MTJ) have been pursued for achieving spin 
torque oscillators (STO).21,23,75,76 There have been some novel magnetic solitons 
like magnetic droplets and bullets that are being considered as STOs as well.33,77 
A new type of oscillator based on the SHE has been introduced, in which 
the oscillation mode is a self- localized spin wave bullet,24,51,78 and a recent 
experiment has demonstrated its injection locking (Fig. 1-5(a-b)).79 The spin 
Hall oscillators (SHO) can also be realized in nano-magnetic elements as an 
auto oscillation mode.50 Another method is to constrain the spin-wave spectrum 
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of the magnetic layer in a nanowire, so the SHE-induced oscillation remains 
coherent as it does not scatter with other possible spin-waves in the structure.80 
Since the power and frequency bandwidth generated by a single nano-
oscillator is not able to satisfy the requirements of its targeted applications such 
as a microwave emitter in hard disk drives or in communication devices, there 
have been many efforts undertaken in order to achieve a synchronization 
method of multiple oscillators.75,81-86 In order to synchronize several STOs, a 
feedback system that can enforce the oscillations to lock and achieve the 
minimum free energy should exist. Kaka et al. demonstrated the first 
synchronization between two nano-STOs based on spin waves interactions (Fig. 
1-6(a-b)),75 in which the feedback system was mediated by spin waves.  
Injection locking is another approach in which an external alternating current is 
used to lock a group of STOs.81,86-88 The injection locking has been an 
inspiration to pursue synchronization in MTJs or spin-valve STOs in series 
connection, where the stimulated current due to the oscillating 
magnetoresistance is utilized to form the feedback system and induce 
locking.83,89 Four nano-contact vortex STOs have been experimentally 
synchronized, mediated by anti-vortices (Fig. 1-7(a-b)).85 However, a relatively 
low frequency of vortex oscillators and high current required to induce vortex 






Figure ‎1-5. (a) Schematic of a spin-Hall oscillator. (b) Power 
spectral density (PSD) for the cases with (red curve) and without 
(blue curve) injection locking. Plots of (a-b) adapted from ref. 79.  
 
Figure ‎1-6. (a) Schematic of two neighboring nanocontact STOs 
which communicate through spin waves. (b) The synchronization 
of the oscillators in a particular current range. Plots of (a, b) 
adapted from ref. 75.  
 
 
Figure ‎1-7. (a) Schematic of four nanocontact vortex oscillators. 
(b) The locking of the oscillators above a particular current. Plots 




1.4 Optical manipulation of spin 
Optical manipulation of spin has been intensively studied for different 
applications. Coherent coupling of light with spin dynamics can be explained 
through relativistic quantum electrodynamics, and the effect is pronounced as a 
reservoir of angular momentum in spin manipulation of structures such as 
antiferromagnetic NiO or solid-state defects.90-93 However, the effect of light on 
the spin dynamics is applicable not only to coherent couplings, but also optical 
spin-transfer torque, modification of crystalline anisotropy, and 
demagnetization.94-112 The origin of the demagnetization itself has been a 
subject of an ongoing debate in different structures.97,98,100,103-107,109,113-117 The 
Elliot-Yafet mechanisms based on electron-phonon and electron-electron 
interactions, as well as magnonic dissipation and spin-dependent super-diffusive 
transport have been discussed to explain the ultra-fast demagnetization. 
Incoherent all-optical manipulation of spin and magnetization reversal in 
ferrimagnets (Fig. 1-8(a-b)), anti-ferromagnets, and recently transition 
ferromagnets (Fig. 1-8(c-d)) has been demonstrated in several 
experiments.109,118-123 A magnetic field induced by circularly polarized light due 
to the inverse optical Faraday effect, non-local transfer of angular momentum 
via spin currents, two-magnon scattering, demagnetization of different sites of 
the ferrimagnet (anti- ferromagnet), and exchange of the angular momentum 
between them due to different rates of magnetic moment change have been 
sought as the main contributors to all-optical switching (AOS) in such 
structures.110,118,121,124-127 In addition, optical excitation has been proposed to 




Figure ‎1-8. (a) Helicity dependent magnetization reversal in 
GdFeCo alloys using fs- laser pulses. Adapted from ref. 118. (b) 
Element-specific moment dynamics of Gd and Fe sites in GdFe 
alloys in fs- laser induced magnetization reversal. Adapted from 
ref. 130.130 (c, d) Helicity dependent magnetization reversal in 
transition metal ferromagnets. Material in (c) is Co/Pt multilayer 
and material in (d) is FePtAgC granular media. (c, d) adapted from 
ref. 119.  
The optical manipulation of spin is not only used for achieving 
magnetization reversal, but also provides a reliable method for the 
characterization of some parameters such as damping in magnetic structures, or 
in the Brillouin light scattering (BLS) experiments for characterizing the 
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dispersion relation of the magnetic systems, including the magnonic 
crystals.131,132 Very recently, the ultrafast optical excitation has been used to 
induce THz emission from magnetic structures, which can be used to 
characterize different SOI mechanisms in magnetic/heavy metal 
heterostructures in addition to an alternative THz emitter.133-136  
 
1.5 Spin waves 
A very important type of wave that has been studied for decades is spin 
wave with a magnon as its quanta.137 The feature that makes spin waves 
interesting for applications is their wave-vectors which are as small as a few 
nanometers and are in the frequencies of tens of GHz. As it is possible to 
engineer different dispersions in magnetic lattices, the magnonics has thereby 
attracted a lot of attention as a promising candidate with low energy 
consumption and high throughput computation, which may possibly go beyond 
photonic or even electron devices. There have been many theoretical and 
experimental demonstrations of different types of passive and active magnonic 
systems and crystals, such as transistors (Fig. 1-9(a-d)), interferometers, 
waveguides, and logic gates.137-140 In addition, due to the high nonlinearity in 
magnetization dynamics, spin waves have become a base for studying different 
phenomena such as time reversal (Fig. 1-10(a-c)) and Bose condensation of 
magnons as Bosonic waves.141,142 As mentioned in Chapter 1.3, spin waves can 





Figure ‎1-9. (a) Schematic of a magnon based transistor. (b) 
Schematic of scattering the magnons induced by source in the gate 
and not reaching the Drain. (c) Drain magnon density can be 
modulated by gate magnon density which is controlled by the gate 
excitation power. (d) Defining 0 and 1 of the logic based on drain 
magnon density which is a function of gate magnon density. Plots 
of (a-d) adapted from ref. 140.  
The large arrays of magnetic dots (or nanowires) are the basis of 
magnonic crystals and the emerging bit patterned media for future recording 
technology.143-145 Resonance behaviors of such densely packed magnetic 
structure arrays have been a subject of recent intensified research due to their 
applications in microwave technology or signal transfer.146-153 Due to their 
switchable ground state from a ferromagnet to an antiferromagnet, magnetic dot 
lattices can be used as tunable magnonic crystals.150,151 In addition, structural or 
magnetization non-uniformities in magnonic crystals lead to the appearance of 
defect modes, resulting in the modification of the spin-wave band-
structure.154,155 The nonlinearity of magnetization dynamics, the exchange and 
magnetostatic correlation in isolated dots, and the magnetostatic correlation 
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among the dots in the magnonic crystals provide a vast landscape of parameter 
space for dispersion relation control. 
 
 
Figure ‎1-10. (a) Schematic of a magnonic crystal based device for 
linear time-reversal mechanism. (b) Schematic of the frequency 
inversion for the reflected spin waves in the magnonic crystal. (c) 
The applied and reflected signals when the magnonic crystal is on. 
The time reversal is evident. Plots of (a-c) adapted from ref. 141. 
 
1.6 Quantum magnetization 
In the mainstream quantum computation, quantum information is stored 
and processed in quantum states of a two-level or multi- level individual 
quantum dot or an ensemble of entangled quantum dots. There are several types 
of quantum bits (qubit) and the information to be stored in them; among those 
qubits are semiconductor quantum dots and superconducting Josephson 
junctions, and the bit quantum states in them are spin and charge, respectively. 
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There have been several approaches to control the states of individual qubits and 
qubit ensembles using electric dipole spin resonance, electric-gate tunneling 
control, optical control, g-tensor modulation (Fig. 1-11(a-c)) and combinations 
of them.67,156-159 The spin (particle and orbital) states of excitons (charged or 
neutral) in semiconductor (e.g. GaInAs, InAs etc.) quantum dots are major 
candidates for quantum computing. There has been extensive research on this 
topic, among which anisotropies in the Lande g-factor, rich crossings and anti-
crossings of ground and excitonic states by tuning electric and magnetic fields, 
exchange interactions of coupled qubits, effect of spin-orbit coupling, and 
hyperfine interaction have been investigated.160-165 In addition, an entangled 
ensemble of quantum dots with a spin state forms a magnon which has been 
discussed in the context of quantum memory or gating mechanisms.158,166,167  
In addition to using spins in QDs as quantum information, the hybrid 
quantum circuits using extended magnetic systems have become another 
forefront of quantum information science.168 Recently, there has been 
demonstration of combining the studies on quantum-electro-dynamic coupling 
of magnons in the microwave cavities169-171 and the studies on superconducting 
qubits, where a coherent coupling of the magnon mode of an extended magnetic 
system to the quantum state of a superconducting qubit has been achieved (Fig. 
1-12(a-b)).172-174 
Some structures such as triangular or kagome lattices can give rise to 
frustration for directions of the spin on the lattice sites, where the nearest 
neighbor or more extended exchange interactions do not allow a particular 
alignment to be achieved (see Fig. 1-13(a-b)).175-178 In such structures, the 
quantum fluctuations keep the magnetization frustrated, and this frustration can 
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persist even at zero temperature. This phase is named quantum spin liquid 
(QSL) and is topological. QSLs can have fractional excitations which can be 
utilized for quantum computation.179 It should be noted that such frustration is 
not limited to QSLs and it has been a subject of study for classical spins where it 
is named spin ice, and has been used to demonstrate magnetic monopoles.177,180 
 
Figure ‎1-11. (a) The microwave excitation (red curve) and the time 
resolved Kerr rotation (TRKR) signal from the spin dynamics of a qubit 
(blue curve). (b) TRKR signal for different microwave phases when gate 
voltage is zero. (c) TRKR for the dotted line of (b) as a function of gate 
voltage. The modulation is an indicator of dynamics control by Lande g-





Figure ‎1-12. (a) Schematic of a superconducting Josephson 
junction qubit and a YIG sphere placed in a microwave cavity. (b) 
The anticrossing of the Kittel mode of the YIG sphere with a 
cavity mode. Plots of (a, b) adapted from ref. 174.  
 
Figure ‎1-13. (a) Schematic of a kagome spin lattice, interacting by 
Heisenberg exchange. (b) Density matrix renormalization group 
(DMRG) numerical study of (A) shows that the preferred ground 
state is quantum spin liquid (QSL). Initially setting up a valence 
bond state (top panel), after DMRG sweeps with accepting more 
states results in the QSL in the bulk of the bottom panel (line types 
and thicknesses are indicators of bond spin-spin correlation). Plots 




1.7 Summary and outlook of this thesis 
As discussed above, the spin degree of freedom in different materia l 
structures can be used in several contexts for retaining, processing and 
communicating information, which form the core of condensed matter physics 
applications. Microwave, dc and pulsed magnetic fields, optical excitation, 
current, and gate voltage are direct and/or indirect strings of manipulation of the 
spin degree of freedom. The demand for higher data retention capacity, faster 
computation and reliable communication, while reducing energy consumption, 
has been growing for decades. When an existing method reaches its limits for 
getting better, scientists develop new methods to address similar needs but with 
more growing capabilities in order to satisfy the demands over a longer term.  
In this thesis, some obstacles are addressed in the data retention 
mechanisms in magnetism and some methods are studied that can eventually be 
utilized for manipulation of spins in different contexts. Each of Chapters 2-6 
contains a proposal for a novel mechanism, followed by theoretical and/or 
numerical proof of concept and analysis for the effects of important system 
parameters. It is worth noting, that in Chapters 4-6 and a major part of Chapter 
2, the used numerical platforms were developed by myself, while the numerical 
results in Chapter 3 and a part of Chapter 2 are derived from a commercial 
solver. 
In Chapter 2, a problem that is faced by write/read heads in hard disk 
drives (HDD) is addressed. As the storage capacity of the magnetic media will 
be enhanced by implementing bit-patterned media with very high magnetic 
crystalline anisotropy, the older HDD heads should be modified to implement 
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either heat-assisted or microwave-assisted magnetization reversal approaches. 
The challenge of addressing a magnetic dot with the size of a few nanometers 
has intrigued the proposal on utilizing the collective modes inherent to the 
magnetic nanodot matrices due to magnetostatic correlations. Chapter 2 
describes how microwave excitation with a particular frequency and duration 
over a matrix of dots can be used to address the magnetic state of an individual 
dot. The method enables the use of current technologies of write/read heads for 
much higher data storage capacities. The same proposal can be utilized to 
control magnonic crystals by introducing particular defect patterns in order to 
achieve a particular dispersion relation. 
Magnetic random access memories (MRAM) utilize STT or SOT 
switching, and are major candidates for future computational and/or data 
retention applications for their low energy consumption, fast response and high 
reliability. In current technologies, each magnetic bit should be accessed 
individually and has its own CMOS circuitry, including a few transistors. 
However, for ultra-high capacities, nanodots with the dimension of a few 
nanometers should be accessed. Chapter 3 describes a method to utilize the 
magnetostatic correlation among the nanodots in centrosymmetric matrices for 
accessing individual bits by common current excitation. This method paves the 
way to utilize current MRAM circuitry technology for much higher storage 
capacities.  
In both Chapters 2 and 3, the magnetostatic correlation in the matrix o f 
nanodots has been utilized to tackle the technological obstacle for accessing 
individual magnetic dots of a few nanometers in size. In both methods there is a 
need for microwave modulation, either as irradiation or as current modulation. 
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Specifically, the method proposed in Chapter 2 requires the microwave emitter 
to have tunable frequency in a long frequency range (from few hundreds of 
MHz to few tens of GHz) and to be of a few tens of nanometers in size, which is 
beyond the capability of microwave antennas. However, such characteristics can 
be achieved by using STOs (or SHOs) as microwave oscillators. To have 
sufficient high power and low bandwidth for microwave generation, there is a 
need to have a reliable way to synchronize an adequate number of STOs. 
Chapter 4 describes a method to synchronize STOs by using the capabilities 
provided by spin pumping, spin-Hall effect (SHE) and inverse spin-Hall effect 
(ISHE). This method enables many STOs to be synchronized in a configuration 
which is simpler for fabrication and implementation in applications. 
All optical manipulation of the magnetization has become a major 
potential alternative for switching the magnetization in data storage devices. In 
Chapter 5, AOS in nanodots of magnetic transition metal/heavy metal bilayers is 
discussed. Through spin-dependent optically-excited (fs-laser excitation) 
diffusive transport in the presence of SOI mechanisms, specific conditions can 
lead to reversal of the magnetization in perpendicular anisotropy magnetic 
films. Such magnetization switching does not require any magnetic field, does 
not depend on polarization of the excitation laser, and can be achieved with a 
configuration of perpendicularly magnetized nanodots, the main candidate for 
data storage. 
Chapter 6 focuses on the first step in a new dimension of magnetism – 
transformation magnonics. As transformation optics opens up new possibilities 
in photonics, transformation magnonics can introduce new approaches in 
magnonics. As customary for other types of waves, the first effort to establish a 
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transformation approach is to cloak a part of space to a propagating wave. In 
Chapter 6, the magnetic parameter tensors are derived which are needed to 
design a shell to cloak a cylindrical nonmagnetic core to a propagating spin 
wave. This chapter discusses how the required parameters can be achieved in 
magnetic systems such as magnetic oxides and ensemble of quantum dots. The 
transformation technique introduced in Chapter 6 can be used in future for 
concentrating spin waves, as it has been done for concentrating currents in 
Graphene and topological insulators (TI),181,182 and light in photonic 
designs.183,184 Concentrating spin-waves in spatial points can be utilized as 
another method for focused excitations, which in turn can be used as an 
alternative for inducing magnetization reversal in adjacent bits, with non- local 







 Magnetization reversal by excitation Chapter 2:
of collective modes 
2.1 Introduction  
The large arrays of magnetic dots are the basis of magnonic crystals and 
the emerging bit patterned media for future recording technology.143-145 
Resonance behaviors of such densely packed magnetic structure arrays have 
been a subject of recent intensified research due to their applications in 
microwave technology or signal transfer.146-152 Due to their switchable ground 
state between a ferromagnet to antiferromagnet, magnetic dot lattices can be 
used as tunable magnonic crystals.150,151 In addition, structural or magnetization 
non-uniformities in magnonic crystals lead to the appearance of defect modes, 
resulting in the modification of the spin-wave band-structure.154,155 Magnonic 
crystals based on vortex arrays have been studied,185-189 and it has been 
demonstrated experimentally that the state of a vortex matrix, where the 
diameter of each dot is 2 m, is selectively formed under different frequencies 
of microwave excitation to achieve the lowest collective energy.189 
Microwave-assisted magnetization switching is based on the absorption 
of microwave excitation by the magnetic resonance of a magnetic structure. The 
absorbed energy reduces the dc magnetic field required for reversal of a high 
magnetic anisotropy material or structure. Microwave-assisted switching in 
single and multi-domain magnetic structures has been demonstrated 
experimentally.6-13 The theory behind microwave-assisted switching has been 
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assessed based on the instability of the resonance modes.14-16 In addition, several 
numerical computations have been dedicated to study the effect of excitation 
and structural parameters in microwave-assisted switching, as well as the 
applicability of this method for future magnetic recording technology.15-20 Spin-
transfer torque oscillators (STO)21-25 are the potential microwave irradiators to 
be implemented in the write heads. The frequency and power of microwave 
oscillation in STOs is tunable by varying their driving dc currents and the bias 
fields. For the implementation of microwave-assisted switching, the excitation 
area should be decreased at the same rate by increasing the data storage density. 
Therefore, for achieving data storage in dots as small as several nanometers, the 
write head should be able to irradiate a microwave field focused down to the 
same area as the dot. Consequently, STOs with the dimensions of several 
nanometers are required, which is beyond the current fabrication capabilities. 
In order to fully utilize the functionalities of high density magnetic 
nanodots for magnonic crystals and future recording applications, a method for 
the selective reversal of a single nanodot in a matrix of dots is desired. For this 
purpose, a selective magnetization switching method with microwave excitation 
is proposed, which is based on dispersion in the power absorption of the 
collective magnetic resonance modes. Numerical simulations performed by 
object oriented micromagnetic framework (OOMMF) are used to support the 
idea. In addition, a theoretical model of the system is developed to have better 
insight on the physical interpretation of the phenomenon. The applicability of 
such a method for applications is also assessed. 
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2.2 Proposed method 
Microwave excitation of a magnetic structure leads to magnetization 
dynamics which is a non- linear process. If absorption of the microwave power 
is more than Gilbert or spin wave damping, the magnetization cone angle grows 
from its initial stable condition while precessing. In a certain condition, the 
magnetization overcomes the energy barrier and falls into the other energy well. 
The magnetization dynamic process occurs by coupling the stored microwave 
power in the main precessional mode to the possible spin wave modes of the 
structure. A recent microwave assisted switching proposal is to excite a single 
dot with microwave in the presence of a dc field by considering the effect of the 
magnetizations of neighboring dots as sources of the stray field.190 A magnetic 
dot array, which is interacting magneto-statically, exerts a dispersion relation 
based on the lattice, array, and the dot dimensions.147,150 Therefore, absorption 
of microwave excitation with different frequencies leads to different spin wave 
modes of the dot array structure. This feature provides an opportunity to 
investigate the microwave-assisted switching process by exciting a matrix of 
magnetic dots (Fig. 2-1(a)). If a dc field is applied to a region of a dot array 
containing a N×N matrix of dots, there is a step change in the Zeeman energy of 
that region relative to the surrounding area. The NN dot matrix has localized 
collective modes originated from the magneto-static interactions. Each of the 2N 
possible oscillation modes in such matrix has a specific resonance frequency 
and absorption characteristic. An anomaly in the power absorption spectrum 
among the different oscillation modes causes nonuniformity in the oscillation 
amplitude among the dots. Therefore, it is expected that by exciting the dot 
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matrix by microwave fields with different frequencies, different oscillation 
amplitude patterns emerge, consequently resulting in reversal of the 
magnetization of dots into different patterns.  
 
Figure ‎2-1. (a) The schematic of a dot matrix, the configuration of 
fields, and the excitation area. The dot number is defined for a 3×3 
matrix. (b) Some of the realized reversal pattern for a 3×3 matrix 
of dots with respect to the excitation time and frequency, where 
dcH  = 14.5 kOe and mwh  = 400 Oe. (c) Each color stands for a 




2.3 Numerical analysis 
In the following discussion, the results of the numerical simulations 
using OOMMF are presented. Figure 2-1(b) demonstrates the reversal 
occurrence of different patterns with respect to the microwave excitation 
frequency and duration for a 33 matrix of 10 nm×10 nm10 nm dots. The 
inter-distance (wd) between the dots in the x and y directions is 10 nm. The 
magnetic dots have uniaxial crystalline anisotropy in the z direction, and the 
anisotropy constant Ku is assumed to be 10
6 J/m3 (in the order of L10-FePt 
which is a main candidate for perpendicularly magnetized media. This order of 
magnitude for Ku is adequate to guarantee room temperature thermal stability 
for the dot sizes used here).191 The saturation magnetization Ms, the Gilbert 
damping constant  , and the gyromagnetic ratio  , are set to 106 A/m, 0.005, 
and 2.2×105 m/(As), respectively. The dc field is dc dcH H z  ˆ , where dcH  is 
14.5 kOe (a field value that no reversal pattern is possible without microwave 
assist while the required microwave field amplitude is relatively small, 400 Oe). 
The microwave field is    mw mwh t h sin t x ˆ , with mwh  equal to 400 Oe and 
2 f  . The initial magnetization direction for all the dots is assumed to be 
aligned to the z direction. The frequency f of the microwave field has been 
swept from 250 MHz to 12.5 GHz with a step of 250 MHz. For each of the f 
values, the magnetization switching pattern has been tracked up to 15 ns of 
excitation duration. Therefore the external magnetic field temporal profile 
contains a dc magnetic field dcH  applied in 0 < t < 15 ns, superimposed by a 
microwave field  mwh t  applied in 0 < t < Tmw, where Tmw is swept from 0 to 15 
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ns. Overall, 26 different switching patterns are achieved with different 
excitation frequencies and durations with the above field values. All the 
emerging switching states are indicated in red color in Fig. 2-1(b). To make it 
clearer, the frequencies and durations required for achieving only 10 out of 26 
possible switching patterns have been depicted and color-coded in Fig. 2-1(c). 
Different initial states of the magnetization in dots result in different 
mode dispersions. Therefore, different switching patterns and sequences are 
expected for different initial states, depending on the excitation frequencies and 
durations. Figure 2-2(a) shows the switching behavior when two corners of the 
matrix are initially magnetized in the –z direction (marked in red). 18 different 
switching patterns are achieved for this initial state and four representative 
patterns have been depicted in Fig. 2-2(a).  
In order to have better insight in the relation between the absorption of 
each dot in different frequencies and the corresponding switching state, squares 
of the magnetization (Mz
2) in the z direction of all the 9 dots have been plotted 
against the microwave excitation frequencies in Fig. 2-2(b) at 400 ps, which is 
well before the switching of any dot. It should be noted that 1- Mz
2 is 
proportional to the oscillation power; therefore, the higher (lower) Mz
2 is, the 
lower (higher) oscillation power and consequently oscillation amplitude is. In 
Figs. 2-2(b) and 2-2(d), the red color (high Mz
2 value) indicates there is no 
oscillation, while the blue color (low Mz
2 value) represents high oscillation 
amplitudes. As shown in Fig. 2-2(b), the oscillation amplitude is maximum 
(corresponding to the lowest Mz
2 value) in the central dot (dot number 5). It is 
observed in Fig. 2-2(a) that for the frequencies indicated by black arrows in Fig. 
2-2(b), the switching of only the central dot occurs (marked in light blue). As an 
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example of the sequential emergence of different switching states, the reversal 
pattern sequence and the temporal evolution of Mz
2 at f = 10.75 GHz are 
depicted in Figs. 2-2(c) and (d), respectively. It can be seen in Fig. 2-2(b) that at 
f = 10.75 GHz, dot 5 has the maximum oscillation amplitude (low Mz
2 value), 
dots 3 and 7 have an intermediate oscillation amplitude, and the oscillation for 
dots 2 and 8 is the lowest. As shown in Figs. 2-2(c-d), the sequence of switching 
at this frequency occurs in this order (dot 5  3,7  2,8). It is worth noting that 
at this frequency, dots 4 and 6 equilibrate in a non-growing resonance mode 
(Fig. 2-2(d)). Figure 2-2(e) shows the pattern of the oscillation power (Po = 1-
Mz
2/Ms
2) for a relatively lower microwave field, hmw = 50 Oe. The 
characteristics of oscillation patterns with frequency are similar to that in Fig. 2-
2(b). The similarity confirms that the reversal patterns are initiated from the 
excited collective modes. An overall shift to higher frequencies of the patterns is 
due to a lower oscillation angle, and thus a higher anisotropy field. Figure 2-2(f) 
shows the phases of the oscillations in the dots with respect to the central dot 
(dot 5), at a particular time (t = 3 ns). A spatial variation of the phase (o) 




Figure ‎2-2. (a) Excitation time and frequency dependence for 
some of the realized reversal patterns, with two opposite corners 
initially magnetized to the z direction (marked in red). The 
magnetic configuration of each dot is defined in the graph. (b) Mz
2 
of all the 9 dots versus frequency. Frequencies in which dot 5 has 
low values of Mz
2 are marked with the black arrows. (c) The 
reversal sequence for f = 10.75 GHz. (d) Mz
2 for all the dots at f = 
10.75 GHz with respect to time. Colored circles stand for the 
patterns shown in (a) and (c). (e) The normalized oscillation power 
(Po) at different frequencies and dots for hmw = 50 Oe. (f) The 
oscillation phase of the dots with respect to that of dot 5 at t = 3 ns 




The amplitude of dc ( dcH ) and microwave ( mwh ) fields affect the 
switching behavior. The value of dcH  determines the frequency spectrum of the 
possible collective modes of the oscillations, whereas mwh  affects the change of 
the magnetization oscillation of each mode. The total effect is the summation of 
changes of all the possible modes. Figure 2-3(a) shows the total number of 
possible switching patterns (Ns) with various dcH  
from the initial state of all 
dots tilted 12° from the z direction. For dcH  greater than a threshold value, Ns is 
close to 50. Figure 2-3(b) shows frequencies required for only reversing the 
central dot (dot 5) out of the matrix for different dc fields. A redshift with 
increasing dcH  up to 16 kOe is observed. This decrease in frequency is in 
conjunction with the relation of a single mode frequency and dcH . For values 
of dcH  > 16 kOe, the competition among modes results in new values of 
frequency required for the reversal of only the central dot. Ns versus mwh  
in Fig. 
2-3(c) shows a peak at mwh  = 0.4 kOe, whereas the frequencies required for 
reversal of only the central dot do not show any strong features in Fig. 2-3(d), as 




Figure ‎2-3. (a) The number of possible reversal patterns for 
different values of Hdc. (b) Frequencies of microwave excitations 
for achieving the reversal of only the central dot (dot 5) for various  
Hdc. (c) The number of possible reversal patterns for different 
values of hmw. (d) Frequencies for achieving the reversal of only 
the central dot for various hmw. 
 
Despite the ability to achieve different switching patterns from a 
particular initial state, it is not possible to change the magnetization from an 
arbitrary initial pattern to any final pattern in one step of switching. As the 
maximum absorption is in the central dot, the focus is on the ability of reversing 
only dot 5 from different initial states of the matrix. The total number of initial 
states for a 3×3 matrix is 29, in which each dot can be aligned to the z or +z 
direction. Since mwh  oscillates in the x direction, there are two mirror symmetry 
axes of (100) and (010). In consequence, there exists only 168 independent 
initial states. Excluding the initial patterns with dot 5 being down (z direction), 
84 states remain. Since there is no difference in applying the microwave field in 
35 
 
the x or y direction, only 51 initial states should be considered. Figure 2-4(a) 
shows the microwave excitation frequencies and durations in which the reversal 
of only dot 5 occurs. It is observed that for all the independent initial states, the 
reversal of sole dot 5 is possible. Although the focus is on the reversal of only 
the central dot, achieving different reversal patterns from different initial states 
is possible. Figure 2-4(b) shows the ratio of the realized reversal patterns (Ns) 
out of the possible patterns (Np) depending on the initial states. It can be seen 
that for a limited number of initial states, we can achieve Ns/ Np equal to unity. 
As expected, the initial states with strong symmetry result in small values of Ns/ 
Np.  
 
Figure ‎2-4. (a) The frequencies that the reversal of the central dot 
(dot 5) is possible for the 51 possible independent initial states. (b) 
The Ns/Np for the 51 possible independent initial states. Some 
initial states are depicted beside their corresponding points. The 
applied fields are dcH  = 14 kOe and mwh  = 400 Oe. 
The ability of reversal of only the center dot is not limited to 33 
matrices of dots. Figure 2-5 shows some of the possible reversal patterns for a 
77 matrix of dots from the initial state of all the dots being up. Among the 
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depicted reversal patterns, the frequencies in which the reversal of only the 
center dot occurs are depicted in dark red.  
 
Figure ‎2-5. (a) Excitation time and frequency dependence for 
some of the realized reversal patterns for a 77 matrix of dots. The 
initial states are all the dots being magnetized to the z direction. 
(b) The states corresponding to each color are depicted. The 
applied fields are dcH  = 14.5 kOe and mwh  = 450 Oe. 
 
2.4 Theoretical model 
It is assumed that the N×N dot matrix under excitation is embedded in a 
very large array of dots. Each dot has the planar dimension of w×w and the 
thickness of h. The distance between dots in the x and y direction is wd. The 
modeling approach presented here can be expanded to accommodate cylindrical 
or any other shape for the dots. A uniaxial crystalline anisotropy to the z-
direction with the anisotropy constant of Ku is assumed. The magnetization of 
the dots is defined as  
 0 N NN N N NM M m t  














    is 
the matrix of dynamic magnetization as a function of time, t. For the chosen 
material, the initial magnetization matrix is 
 0 s N NN NM M S z





 is 1 or -1. The oscillation of each mode can be described by their 
complex time varying amplitudes  iC t  as 
  i i i N NN NK C t K 
    ,        (2-3) 
where  i N NK   is a binary permutation of the N×N matrix elements (dots), and 
i is from 1 to Nm. Depending on the initial state, Nm can be different from 1 to 
2N. Therefore, the total magnetization dynamic matrix is 
    
1
mN
i i N NN N
i
m t C t K c c


        . . , where c. c. denotes the complex 
conjugate. 
For analyzing the dynamics of each mode, the Landau-Lifshitz-Gilbert 
(LLG) equation is used 
 
        i eff i i eff i i i
s
dC t
H C t H C t C t
dt M

    , , ,     (2-4) 
where eff iH ,  is the effective field for each mode and can be written as 
eff i dc eff mw d i AH H h H H   , , , .        (2-5) 
dc eff dc OBH H H , , OBH  is the magneto-static field from the dots 






H C t z z
M
  ˆ ˆ  is the crystalline anisotropy 
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field, and d iH ,  is the demagnetizing field for the mode i, which can be written 
as  
  0d ,i pq mn ,pq
p,q m,n
ˆH N r r M    ,       (2-6) 
where  pq mnN r rˆ  is the demagnetizing tensor, pqr ( mnr ) is the center of the 
dot in the row p (m) and the column q (n). The first summation runs over m and 
n from 1 to N, while p and q run over only the elements that are included in the 
mode i; in other words for each 1 2m n N, , ,...,  such that 1i mnK , . To 
calculate the demagnetizing tensor, we can use192 
     Nˆ r D r r  ,       (2-7) 
where  D r  is the shape function of the dot, and  r  is the demagnetizing 
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.     (2-8) 
The resonance frequency of each mode can be derived from Eq. (2-4) by 
neglecting the Gilbert damping and assuming mwh  = 0. By assuming 
    ij ti iC t c t e
 , we can write    
      
1 2/
i z ,i y ,i s A dc z ,i x,i s A dcN N M H H N N M H H       
, 
         
(2-9) 
where x,iN  ( y,iN  and z,iN ) is the first (second and third) element of 
   1 1 1 3pq mn
p,q m,n
Nˆ r r /   for the mode i. 
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Exciting the matrix of dots with microwave results in an absorption of power by 
possible modes, in which the resonance frequency ( i ) is different for the 
various modes. Assuming mwj tmw mwh h e x
 ˆ , Eq. (2-4) results in the steady 
susceptibility tensor   ˆ , 
 
      
      
1
i mw z y s A dc i mw
s
x z s A dc i mw i mw
j N N M H H j
ˆ M
N N M H H j j
     
  
     

      
 
 
        ,      
 
(2-10) 
Therefore, we can write the stationary values of ic  as 
 
mw yi x





   
    
,,
, ,
ˆ . Finally, the total stationary value of dynamic as 









 is defined. Even though T N Nc     does not infer any 
information about the growth of the magnetization dynamics, it is a good 
measure which indicates the relative oscillation amplitude among the dots of the 
matrix, where the possible reversal is expected to be initiated from the dots with 
the largest absorption (Fig. 2-2).  






  ) that should be considered are fewer than the total possible states of 
2N, due to the symmetries induced by dcH  (infinite mirror planes in the xy 
plane) and mwh  (mirror axes along (1 0 0) and (0 1 0)). In addition, if mwh  is 
linearly polarized along the x or y axis, or circularly polarized, some states can 
be assumed as degenerate and only one of them is analyzed. As mentioned 
before, for the case of N = 3, there are 51 independent initial states where the 
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), and extract 
the frequencies in which the central dot has the highest oscillation amplitude (
2 2
1 2 3T T, m,nc c m,n , ,   ). Figure 2-6(a) shows that there are several 





   with a combination of 
dc effH , , in which the absorption of the central dot is maximum. If the central 
dot has the highest absorption amplitude for a particular frequency, it indicates 
the possibility of the sole reversal of the central dot with the growth of the 
collective modes. However, dynamic consideration of the collective modes can 
modify the reversal process as discussed below. The microwave excitation is 
coupled to the collective oscillation modes and results in their growth and 
consequently, reversal of the magnetization of the dots. To derive the temporal 
behavior of each of the collective modes,151 the circularly polarized basis is used 
for each of the modes where    'i i iC t m c t  and  1 0im i, ,  can be written. 
Since the coordination basis is unique for each of the modes, scattering between 
the modes is prohibited. Due to the assumption of small oscillations, AH  
becomes constant and can be included in dcH . After some algebraic 
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i i   . 
        (2-12) 
The term,  i t  containing the coupling of the microwave excitation to 
the oscillation mode i can be written as 
   0i s i mwt i M m h   .      (2-13) 
In the circularly polarized basis for the mode i, the linearly polarized mwh
along the x direction is equal to 
  0 0mw ij tmwh e , ,  . By writing the same 
equation as Eq. (2-11) for *ic  and some algebraic simplifications, the second 











          (2-14) 
where 
22 2
i i iR    , and  
* i
i i i i i i i
d
f t i iR
dt

        . The solution 
to this differential equation is 
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 (2-15) 
where   21 1 2 4 4
2
i i i      ,  22 1 2 4 4
2
i i i      , and 




Figure ‎2-6. (a) The frequencies in which the stationary oscillation 
amplitude of the center dot (dot 5) is larger than the other dots for 
the 51 possible independent initial states. The graph includes 
results for dcH  from 14–19 kOe with a step of 0.5 kOe. (b) The 
frequencies in which only the center dot (dot 5) reverses in less 
than 30 ns for the 51 possible independent initial states. The graph 
includes results for dcH  from 14–16 kOe with a step of 0.5 kOe. 
In (a) and (b), the colors other than background dark blue, refer to 
dcH  values. 
The total oscillation amplitude of each of the dots at each moment is the 
summation of all the oscillation modes containing that dot, 
    
1
mN
T i i N NN N
i
c t c t K


    
' '
. The reversal for the dot at the row m and the 
column n, at the time moment of   can be deterministic if   1T mnc    
'
,Re . 
Figure 2-6(b) demonstrates the analytical results for the possible frequencies for 
the reversal of only the central dot for all the initial states and different values of 
Hdc, in the cases that the reversal occurs less than 30 ns, where hmw = 400 Oe and 
N = 3. Figure 2-6(b) can be thought of as the counterpart of Fig. 2-4(a). The 
discrepancies between the analytical results and the numerical simulation results 
are due to the fact that for the sense of simplicity, 
x
d ,iH , 
y
d ,iH  and 
z
d ,iH  are 
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assumed to be constant during the dynamics, while in reality these components 
change with the growth of the amplitude of the oscillation modes.   
 
2.5 Discussion 
As mentioned earlier, the Zeeman energy due to the localized dc and 
microwave fields in the excitation area forms an energy well that rules out the 
possibility of reversal in the outer dots. Due to zero dcH  in the surrounding 
dots, their resonance frequencies of outer dots are very different fro m those of 
the dots inside the excited area; therefore, energy transmission from the inside to 
outside dots is negligible. However, the effect of surrounding dots outside the 
excitation area on the reversal process of the targeted dot cannot be ignored, 
since they act as sources of stray fields. A non-uniform stray field from the outer 
dots causes change in the reversal spectrum. The stray field generated by the 
surrounding dots in the targeted dots matrix has a spatial pattern which depends 
on the magnetization status of the surrounding dots. We can write this stray field 
in the targeted matrix as    
1
mN





 , where Nm is the number of 
possible modes for a particular initial state of an NN matrix. Therefore by 
extracting ia  for a given  s N NH  , and knowing the effect of the value of ia  on 
the reversal spectrum, dcH , the excitation microwave frequency ( mw ), and the 
microwave amplitude (hmw) can be adjusted to achieve the targeted reversal.  
Another issue is the robustness against the initial magnetization 
direction and dispersion in the anisotropy field. As the microwave field is 
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assumed to be applied in the x direction, the transfer of energy from microwaves 
to the dynamic modes depends on the azimuthal angle (init) of the initial 
magnetization of the dots, and it can alter the excitation frequencies and the time 
required for the reversal of the central dot, as shown in Fig. 2-7(a), with a fixed 
polar angle (init) of 2° from the +z direction. Despite wide variations of init, the 
change of switching frequencies and the required excitation time is moderate. 
Figure 2-7(b) shows the effect of 11° variations around init = 45° for two 
different cases of init = 4.5° and 5.5°. The excitation frequency and time 
required for the reversal of the central dot are relatively robust for slight 
variation of the initial magnetization direction around a predefined value (init = 
45°). In practice, there could be a mechanism to set such an initial condition by 
applying a local or global dc field or by tilting the anisotropy direction during 
the material growth or annealing, preceding the microwave excitation. 
Thermal agitation can perturb the anisotropy field. Figure 2-7(c) shows 
the effect of different levels of perturbation in the crystalline anisotropy 
constant, Ku = 10
6 J/m3. The effect is negligible at several frequencies for Ku 
up to the order of 104 J/m3. A spatial distribution of the anisotropy field 
considering both a symmetric and an asymmetric case in the matrix was also 
studied. Figure 2-7(d) shows that even up to 10% of dispersion in Ku, there are 
several common frequencies to be utilized for switching. Thermal noise can be 
described as a Gaussian random variable in both time and space with a strength 
of 
2 2 skT / M V   , where k is the Boltzmann constant, T is the 
temperature, and V is the volume of the magnetic element.5 At T = 300 K and 
for the assumed material parameters, 0/   = 10.9 Oe, which is negligible in 
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comparison to the values of hmw, Hdc and HA. The robustness shown in Fig. 2-
7(b-d) indicates that the reversal is initiated through stable precessional modes, 
therefore the above thermal noise is negligible. 
The proposed method of selective reversal needs to be carried out by 
sensing the initial magnetization state of all the dots in the N×N matrix. The 
sensing can be done collectively. In addition, the total stray field from the outer 
dots needs to be measured by additional sensors, for example, using a 3×3 
sensor matrix. Based on the initial pattern of the inner dots and the stray field 
from the outer dots, the proper microwave excitation (frequency, duration, and 
amplitude) as well as a dc field should be applied. The characteristics of proper 
microwave excitation should be preset for all the possible independent initial 
states and the stray field patterns from the outer dots, as what is done for a 3×3 
isolated matrix in Fig. 2-4(a). After a reversal of the central dot in the N×N 
matrix, the write/read head should move as such an excitation area is shifted by 
dw w  (Fig. 2-1(a)). Afterwards, the reversal of the central dot of the new N×N 
matrix can be carried out. Alternatively, microwave striplines can be utilized for 
introducing defects in a magnonic crystal consisting of a perpendicularly 
magnetized dot array. Each of the striplines can cover a matrix of dots. As the 
ground state of the array is known, the reversal of the central dot of each matrix 
can be carried out by applying a microwave current with a suitable frequency, 





Figure ‎2-7. (a) The frequencies that the reversal of the central dot 
(dot 5) is possible for different azimuthal angles (init) of the initial 
magnetization, while the polar angle (init) was fixed at 2°. tmin is 
the minimum excitation time required to achieve the reversal of 
the central dot. The darkest blue is the background. (b) 
Frequencies that the reversal of the central dot is possible for init 
= 45, 4511° at init = 4.5 or 5.5°. (c) The frequencies that the 
reversal of the central dot is possible for different levels of 
perturbation in the anisotropy constant with init = 45° and init = 
5°. (d) The frequencies that the reversal of the central dot is 
possible for different levels of dispersion in the anisotropy 
constant, for both a symmetric (S) and an asymmetric (AS) case 
with init = 45° and init = 5°. In the case of S, the anisotropy value 
of dots 1, 3, 7, and 9 is modified as Ku+Ku. For the AS cases, the 
anisotropy values of dots 1, 2, 5, and 7 are modified as Ku+Ku, 
Ku+0.5Ku, Ku-0.5Ku, and Ku-Ku, respectively. (e) The 
excitation frequencies and times that the reversal of the central dot 
of the bottom (top) layer is possible for the initial state of all the 
dots being up are shown with green (red). Ku,1 = 0.610
6 J/m3 and 
hmw,1 = 270 Oe (Ku,2 = 110
6 J/m3 and hmw,2 = 300 Oe) are the 
anisotropy and microwave field for the bottom (top) layer of a 
332 matrix of dots, respectively. (f) Schematic of the relative 
position of a sensor in a 3D matrix of dots. (g) An asymmetric 
sensing point from the top view (green square is the sensor 
position). (h) A relative position of the dot j and a sensing point Si. 
 
The proposed method of the selective reversal of the central dot in a 
two-dimensional N×N matrix can be expanded to the multilevel193,194 matrices 
(N×N×P) for three-dimensional recording. If each of the layers of the dots 
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magnetostatically interacts with the other layers, an additional dimension of 
collective modes is added. As we are interested in the selective reversal of the 
central dot of each of the layers, introducing asymmetry in the excitation or 
magnetic characteristics among the layers is required. Figure 2-7(e) shows the 
frequencies for selective reversal of the central dot in either the top (red color) 
or bottom (green color) layer of a 3×3×2 matrix, where the initia l state of the 
dots is up. The collective sensing for such three-dimensional matrices can be 
realized using the fact that, for each of the possible states of a 3D matrix, the 
combination of the stray field in the x and y directions for an asymmetric point 
relative to the matrix is non-degenerate (Fig. 2-7(f,g)). The measured stray field 
can be compared with an existing table to relate the sensed values to the 
possible states of the matrix. It is also possible to reconstruct the magnetization 






j ,i j j ,i j
j ,i
j ,i j ,i







, at the sensing point of Si (Fig. 2-7(h)). 














. Therefore, the total stray field generated from all the 
dots of the matrix in the x direction at Si is 
1
N N N'





Consequently, by sensing N×N×P non-degenerate points in the space, and 
knowing the position of the dots and the sensing points, we can calculate the 
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2.6 Summary 
A method for the magnetization reversal of a single nanodot by 
excitation in a matrix of dots was proposed. This method utilizes microwave-
assisted magnetization reversal, considering the inherent collective modes of the 
magneto-statically interacting dots. The possibility of reversal of only one dot in 
a matrix of dots from any independent initial magnetization state with out-of-
plane crystalline anisotropy was demonstrated numerically. In addition, the 
theory behind the proposed selective reversal was discussed in more detail. The 
proposed method can be utilized in microwave-assisted switching for storage 
densities as high as 10 Tb/in2, with write heads suitable for densities of 1.2 





 Reversal selectivity in centro-Chapter 3:
symmetric nanodot matrices by common current 
excitation  
3.1 Introduction 
The collective behaviors of magnetic systems have been a subject of 
study for decades. Quantum mechanical studies of spin-state phases and solitons 
in exchange-coupled spin chains,195-198, and classical or semi-classical studies of 
magnonic crystals199-203 are examples of such a research topic. However, 
utilizing the reciprocal interactions among the magnetic domains for novel 
magnetization reversal processes has just recently attracted attention. Toggling 
core reversal of adjacent vortex structures by common excitation with a 
microwave field,204 patterned state formation in a matrix of vortex domains 
under different microwave frequencies,205 and magnetization reversal of a single 
dot in a matrix of perpendicularly magnetized dots using excitation of collective 
modes206 are the recent demonstrations of selectivity in magnetization reversal 
using collective behaviors. The spin-transfer torque (STT) phenomenon has 
enabled inducing magnetization auto-oscillations and reversal using spin-
polarized currents in spin-valves, magnetic tunnel junctions, and 
ferromagnetic/non-magnetic metal bi-layers or multi- layers.26-33 Although there 
have been demonstrations of multi-bit data storage in a single in-plane 
magnetized cell using STT207 and multi- level structures,208 the challenges of 
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future high density random access memory with closely-packed high-coercivity 
magnetic nanodots have to be addressed. 
In this chapter, the possibility of individually reversing the magnetization 
of magnetic dots in a 2×2 matrix using common current excitation is 
investigated. In such a magnetic dot matrix, where all of the parameters and 
initial conditions are the same, spatiotemporal interaction and interference are 
required to separate the individual dynamics in the phase space. It is 
demonstrated that through controlled modulation of the spin-polarized 
current,209-211 the inherent magneto-static interaction in the matrix sites provides 
the possibility of such spatiotemporal interference, resulting in a temporally-
spaced magnetization reversal of different sites of the matrix.   
3.2 Reversal mechanism of individual selectivity 
3.2.1 The system and its governing equations 
Figures 3-1(a) and 1(b) show the schematic configuration of the 
magnetic dots in a 2×2 matrix, the magnetization directions ( iM , where i = 1, 2, 
3, or 4), trajectories and oscillatory parts (
im ), and respective phases ( i ). The 
current density (JT) polarized in the z direction, the in-plane dc magnetic field (
dch ), and its angle ( h ) with respect to the x direction are depicted in Fig. 3-1(a) 
and 3-1(b). A uniaxial crystalline anisotropy in the z direction with an 
anisotropy constant of Ku is assumed. The dc magnetic field dch  
causes a polar 
tilt ( ) in the easy axis of the magnetization. The study focuses on the initial 
magnetization of all the dots having the same polar (   00i  ) and azimuthal 
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angle (   00i  ). The purpose of this study is to separate the phases of 
dynamics among the dots in order to separate their reversal processes. 
Considering the individual dots and their initial magnetizations, this aim seems 
impossible, as all of them share the same driving force and initial point in the 
phase space. However, by categorizing the dots into two dyadic pairs of 1-4 and 
2-3, we find that in the 
1 2ˆ ˆe e  coordination, ( 1ˆe  ( 2eˆ ) is parallel (perpendicular) 
to the center-center connection line of each dyadic pair in Fig. 3-1(c)), and the 
initial phases of these two dyadic pairs are separated by /2. An example of 
phase separation of the dyadic pairs in the 
1 2ˆ ˆe e  coordination is depicted in 
Fig. 3-1(c), where 4i /   (i = 1 to 4) in the xyz coordinates. From the /2 
phase difference in the 
1 2ˆ ˆe e  
coordinates, the first stage of the separation in the 
dynamics should be through inducing disparity in the dyadic pairs excitation 




Figure ‎3-1. (a,b) The schematic diagram of the system, the 
magnetization directions, the polarized current JT, and the dc 
magnetic field. (c) An example of the phase difference of the 
dyadic pairs in the 1 2e e eˆ ˆ ˆ  coordinate system. (d) The schematic 
diagram of the reversal process steps. (e) The temporal evolution 
of mz for all the four dots, while dch = 200 xˆ  Oe, Jdc,1 = 7.510
9 
A/m2, Jdc,2 = 610
9 A/m2, 102 10ac    rad/s, Jac = 3.7510
10 
A/m2, Tac = 6 ns, 4ac  / . (f) The temporal evolution of mx 
from 3 to 7.5 ns (where step I happens). (g) mx from 13.5 to 17.5 
ns (where step II happens). (h) mx from 20 to 25 ns (where all the 
phases are separated). 
 
In the system described above, the controlling signal is the polarized 
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                                         (3-1) 
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where Jac is the amplitude of the microwave modulation of the current density 
with an angular frequency of ac  and the initial phase of ac , applied for the 
duration of acT . Jdc,1 (Jdc,2) is the dc current density at 0 act T  ( act T ). We 
can describe the magnetization oscillation of the dyadic pairs in the rotating 
frame as        1 21 4 2 3 1 4 2 3 ˆ ˆ. .C c t c c e ie      , where    1 4 2 3c t   is a complex 
time-varying coefficient and c.c. is its complex conjugate. By simplifying the 
Landau-Lifshitz-Gilbert (LLG) equation in the 1 2ˆ ˆ ˆe e e  coordinate system ( eˆ  is 
parallel to the easy axis direction in Fig. 3-1(a)), including the Slonczewski 
spin-transfer term 32, we get 212,213 
      , , ,k k
k
G k k STT k k k k k J ac h s h e
dc
p c p c j p c f f f
dt
                     (3-2) 
where k refers to either the 1-4 or 2-3 dyadic pair, kp  is the oscillation power, 
 
kG k
p  is the damping term due to the Gilbert damping,  
kSTT k
p  is the 
damping or anti-damping term due to STT, and  k kp  is the oscillation 
frequency. ,J acf , ,h sf , and ,h ef  are the forcing terms due to the ac current, self-
dipolar microwave field of the dyadic pair, and the microwave dipolar field 
from the other dyadic pair, respectively. Assuming small oscillation power p, 
 dc kk A dH H   , kG k  , ,kSTT dc q kJ   , 
   , tan
2 2
ac acj t
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contains both the contributions from the 









) and the in-plane dc field ( dch ), and 
points along the tilted easy axis (   from the z direction). 
 
k' 'k k kk k k
op opd
H M N M N    is the dipolar field caused by the self- interaction 
in each dyadic pair (
k kkop
M N ) and the mutual interaction of the dyadic pairs (
k' 'k kop
M N ). 
 k k'

















  are the demagnetizing coefficients of self 
and mutual dipolar interactions, respectively, where  2kk R w   , 
 'k k R w   , R is the diameter of the dots, w is the center to center spacing 
between the dots, and V is the volume of the dots.   is the gyromagnetic ratio, 





 ),  is the reduced Plank constant,   is 
the efficiency of the STT, e is the electron charge, d is the thickness of the 
magnetic dots, and Ms is the saturation magnetization. k and k '  refer to either 
the dyadic pair 1-4 or 2-3, while k k' . q refers to the first or second part of the 
current signal which is defined in Eq. (3-1).    'k k t  is the dynamic part of the 
phase of the  'k k  dyadic pair. 
 
3.2.2 Dephasing of the dyadic pairs dynamics 
By assuming 
  k kj t t




we can separate Eq. (3-2) into two 
dependent differential equations for the oscillation power and the phase as 
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                                                                                                                          (3-4) 
where    
kac k ac ac k
t t         and      ' ' 'k k k k k kt t t        . 
Since the possibility of separation of the phases in the dyadic pairs is 
investigated, it is assumed that  'k t is fixed and equal to / 2 , while 
   '0 0 / 2k k    . Initially, k , kG , and kSTT  are the same for both of the 
dyadic pairs, and both of them have the same oscillation power ( 'k kp p ). 
Assuming  'ac k k  , we have  kac ac k t     and  ' / 2k k k t    . 
From the phase equation in Eq. (3-4), it is inferred that the respective phase of 
the dyadic pair k,  k t  
can be controlled by changing ac . The term containing 
 sin
kac
  determines the controllability of the phase dynamics of each dyadic 
pair with varying ac , while the term containing  'sin k k  causes the 
separation of the phase dynamics of the two dyadic pairs. We can also notice 
that if the tilt ( ) is zero, there will be no difference between the dyadic pairs 
in the dynamics, therefore the separation of their phases will not be possible. It 
is worth noting that the tilt is induced due to the in-plane dc field. The in-plane 
dipolar field terms are not included in Eq. (3-4), because the dots in each of the 
dyadic pairs are assumed to have the same phases of oscillation, resulting in the 
canceling out of the effects of in-plane dipolar interactions. As the phase k  
becomes non-zero, the power equation in Eq. (3-4) indicates that the power 
growth rate of kp  becomes different from that of k'p . As an example, if we 
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choose ac  such that at t = t0,  sin 0kac   and    cos sink kac ac  , after a 
short time, t , the change in the phases ( )k k   will follow 0k k     if 












    . Consequently, 
   cos cos
k kac k ac k
   
 
   ,  'cos 0k k k k       and 
 cos 0kk k k      , which results in the growth of the oscillation power 
kp   and suppression of kp  in the t  time step.  
Figure 3-1(d) shows the schematic of the reversal process, and Figs. 3-
1(e-h) show an example of the reversal process that has been solved numerically 
using the object oriented micromagnetic framework (OOMMF). It is assumed 
that Ms = 10
6 A/m, Ku = 510
5 J/m3, 0 005.   (based on the materia l 
parameters reported from CoFeB-MgO perpendicular magnetic tunnel 
junctions29), exchange constant A = 10-11 J/m, 4 3.5/ 2 10     Hz·(m/A), R = 
10 nm, w = 15 nm, d = 2 nm, dch = 200 xˆ  Oe, Jdc,1 = 7.510
9 A/m2, Jdc,2 = 610
9 
A/m2, Jac = 3.7510
10 A/m2, Tac = 6 ns,  = 1, 4ac  / ,
102 10ac    rad/s, 
5° initial tilt of the magnetization with respect to the z direction, 4i  /  (i = 
1 to 4), and a simulation cell size of 2.5 nm2.5 nm1 nm. Figure 3-1(e) shows 
the dynamics of the normalized magnetization (mz) in the z direction for all the 
four dots in 25 ns. In this particular case, only the 1-4 dyadic pair goes through 
the reversal during this time. There is also a disparity in the reversal time 
between the two dots of the 1-4 dyadic pair, as discussed later. So far, the origin 
of the dyadic pair separation in dynamics has been discussed. For this example, 
the dyadic pair separation can be clearly observed in Fig. 3-1(f) which shows 
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the dynamics of the normalized magnetization in the x direction, mx (also refer 
to the schematic of the initial state and the step I in Fig. 3-1(d)). It is worth 
emphasizing that in the time-range (3 < t < 7.5 ns) shown in Fig. 3-1(f), the blue 
(dot 1) and the green (dot 4) curves are exactly the same (dyadic pair 1-4), and 
the red (dot 2) and the black (dot 3) curves coincide completely with each other 
as well (dyadic pair 2-3).  
 
3.2.3 Dephasing of the individual elements dynamics 
Assuming that the dyadic pair k grows faster, therefore 
k
M  decreases 
more than 
k'
M . Since 
'
4 2
k k kkop op
N N , the consequence is 
k k'd d
H H . It 
indicates that the frequency of the oscillation of the dyadic pair k will be lower 
than 'k , k' k   (see Eq. (3-3)). Consequently, the forcing term of h,ef  on k 
will have a higher frequency ( k ' ) than the auto-oscillation of k ( k ). h,ef  can 
manifest its effect in two ways: one is due to the nonlinearity of the auto-
oscillation which results in frequency pulling in both k and 'k ,
212 and the other 
is by inducing a higher frequency in the auto-oscillation through phase 
separation of the elements of the dyadic pair k. The functionality of the dyadic 
pair k frequency on the respective phases ( k ,r ) of its two elements has the form 
of 
  ,sindc k kkkk A IP IP k rdH H M N     .                                     (3-5) 
The last part of Eq. (3-5) represents the self-dipolar field in the direction 







N   is the corresponding phenomenological self-demagnetizing 
coefficient. 
kkIP
N   depends on the multipolar interactions due to finite shapes 
and comparable distance of the elements, and also depends on   and the 
trajectory of the oscillations. As the oscillation in the dyadic pair k grows closer 
to be in-plane (an increase in 
kIP
M  and a decrease in 
k
M ), the contribution of  
 ,sink kkIP IP k rM N   becomes more important. It should be noted that the 
effect of this dipolar field is different from the self-dipolar microwave field ,h sf , 
and is of a static nature. The static dipolar field induced by the in-plane part of 
the magnetization from the other dyadic pair ( 'k ) has been neglected, since it is 
assumed that the oscillation power of k  is much larger than that of 'k . Equation 
(3-5) shows that k  will increase or decrease by deviation of k ,r  from zero, 
which can be aligned with the effect of the forcing term h,ef . Any disparity in 
the phase will result in a difference in the power growth rate in accordance with 
the previous discussion on phase separation of dyadic pairs (see Eq. (3-2) and 
Eq. (3-4)). Figure 3-1(g) shows the phase separation of the elements 1 and 4 
corresponding to the step II in Fig. 3-1(d) for 13.5 < t < 17.5 ns. As the phases 
are separated in 1-4 dyadic pair elements, the other 2-3 dyadic pair will also 
tend to separate their phases due to in-plane interaction. Such a separation of all 




3.3 Effect of the excitation parameters on selectivity 
The phase ( ac ), duration ( acT ), and amplitude ( acJ ) of the ac current as 
well as the dc current (  1 2dc,J ) of the JT signal can be utilized as control 
variables for sequencing the elements reversal. Figure 3-2(a) shows the reversal 
sequence with respect to the variation of ac  with a step of /25 for 6acT   
ns. 
The blue colors in the graphs correspond to the states with reversal of an 
individual dot, which typically happens right after the initial configuration 
(marked by red). The orange and yellow colors correspond to a reversal of three 
or four dots. The schematic of the initial state (red) as well as the states of 
reversal of a dyadic pair (cyan) have been depicted in Fig. 3-2(a). In the 
schematic of dot configurations, the black dot indicates that the dot is reversed, 
and the green dot is for a non-reversed one. Figure 3-2(a) clearly represents the 
possibility of individual reversal of dots or dyadic pairs by varying ac . Figure 
3-2(b) shows the individual site reversals that are possible for each phase 
considered in Fig. 3-2(a). Figure 3-2(c) shows the temporal emerging of the 
reversal states for different values of ac  (0  2) and acT  
(3  10 ns). For all of 
the studied values of acT , we can selectively switch either a dyadic pair 1-4 or 2-
3 by varying ac . However, with increasing acT  
the reversal process is faster. 
As the phase separation of the elements of a particular dyadic pair requires 
sufficient time for dipolar interactions, the possibility for sequencing the 





Figure ‎3-2. (a) The reversal states at different times for a variation 
of ac  from 0 to 2  with a step of /25 and Tac = 6 ns. (b) The 
individual site reversal for each phase corresponding to the four 
blue colors in (a). (c) The reversal states at different times for a 
variation of ac  from 0 to 2  with a step of /10, at different 
values of Tac. Jdc,1 = 7.510
9 A/m2, Jdc,2 = 610
9 A/m2, and Jac = 
4.51010 A/m2 are used. The blue colors in the graphs correspond 
to the states with reversal of an individual dot. The two cyan 
colors correspond to the dyadic reversal states. The orange or 
yellow colors correspond to the reversal of three or four dots. The 
schematic of the initial state as well as the states of reversal of a 
dyadic pair have been depicted in (a). In the schematic dot 
configuration, the black color indicates the dot is reversed, and 
green color is for the non-reversed dot. 
 
Variation of the amplitude of the dc currents (  1 2dc,J ) in JT modifies 
STT  in Eq. (3-2) and Eq. (3-4), affecting the interaction time among the 
dyadic pairs as well as the individual elements. For relatively high values of 
1dc,J  
and 2dc,J , the interaction time required for separation of reversal processes 
of the individual dots is not enough, resulting in no individual selectivity as 
shown in Fig. 3-3(a). For relatively low values of 1dc,J  
or 2dc,J  
either the 
reversal process becomes impossible (if STT < G ) or it happens in longer time 
scales (refer to Fig. 3-3(a)). The effect of the amplitude of the ac current ( acJ ) is 
depicted in Fig. 3-3(b). It can be seen that the dyadic pair reversal as a function 
of ac  is more sensitive to acJ  than acT  or  1 2dc,J , comparing Fig. 3-3(b) with 
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Fig. 3-2(c) and Fig. 3-3(a). The reason is due to the direct dependence of the 
dyadic pair phase-differential-equation ( kd / dt ) on acJ  in Eq. (3-4). 
 
Figure ‎3-3. (a) The reversal states at different times for a variation 
of ac  from 0 to 2  with a step of /10, at different values of Jdc,1 
and Jdc,2. Tac = 6 ns and Jac = 4.510
10 A/m2 are used. (b) The 
reversal states at different times, for a variation of ac  from 0 to 
2  with a step of /10, at different values of Jac. Tac = 6 ns, Jdc,1 = 
7.5109 A/m2, and Jdc,2 = 610
9 A/m2 are used. The blue colors in 
the graphs correspond to the states with reversal of an individual 
dot. The two cyan colors correspond to the dyadic reversal states. 
The other orange or yellow colors correspond to other reversal of 
three or four dots. 
 
3.4 Discussion 
For applications and experimental demonstrations, there will be 
discrepancies from the ideal system that is assumed. The shape differences 
among the dots will affect the values of demagnetization coefficients




N  , and consequently some of the coefficients in Eq. (3-4) and Eq. (3-5) 
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will be modified. As an example, the crystalline anisotropy has been dispersed 
among the dots, while the other parameters and excitation variables were kept 
the same as the case studied in Fig. 3-2(a). The results in Fig. 3-4(a) show that 
the reversal spectrum represents both the individual and dyadic selectivities. 
However, despite the high similarity of the dyadic selectivity in Fig. 3-2(a) and 
Fig. 3-4(a), the individual dot reversal states do not coincide completely among 
the two graphs. The reason is that the dyadic selectivity occurs in a more linear 
fashion than the individual selectivity which strongly depends on the initial 
conditions, and the stage where the individual elements begin to dephase. A 
relatively large change of symmetry in the shape or crystalline anisotropy ( for 
the case considered here, large change means more than few thousands of J/m3) 
among the nanodots are expected to result in the system being less selective in 
switching, similar to what happens to the synchronization mechanism of STT 
oscillators for relatively large shape differences among the nanomagnets.214 
It is worth noting that the more fine resolution in varying ac  makes 
more reversal states accessible selectively, as can be inferred by comparing Fig. 
3-2(a) [a step of /25] to Fig. 3-2(c) [a step of /10] with acT  = 6 ns. It is 
initially assumed that the initial phase of the magnetization of all the dots is the 
same as 4i  /  for i = 1 to 4 (i.e. the initial phases of dyadic pairs are 
1 4 0    and 2 3 2   / ) and also that the in-plane dc field dch  is applied along 
the x direction ( h  = 0°, refer to Fig. 3-1(b)). The effects of varying h  and the 
initial i  on the reversal spectrum are conceptually the same (refer to Eq. (3-4) 
and the subsequent discussion on the reversal process). The phase and power 
differential equations in Eq. (3-4) are modified with a different initial i  or h  
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through the terms containing 
kac
  and 'k k . Figure 3-4(b) shows an example 
where h  = 5° (relatively a small change in h , equivalent to a small change in 
i ), while the other parameters and excitation variables are kept the same as the 
case in Fig. 3-2(a). All the dyadic and individual selectivities are still achieved, 
and the reversal spectrum is highly similar to the cases of Fig. 3-2(a) and Fig. 3-
4(a). 
Fig. 3-4(c) shows an example where initial 12i  /  for i = 1 to 4 
(relatively a large change in the initial i , equivalent to a large change in h ), 
while the other parameters and excitation variables are kept the same as the case 
in Fig. 3-2(a). All the dyadic and individual selectivities are still achieved in the 
reversal spectrum in Fig. 3-4(c), although the detailed characteristics of dyadic 
selectivity are modified. Figure 3-4(d) shows the individual selectivity at each 
phase for the graphs of Fig. 3-4(a), Fig. 3-4(b), Fig. 3-2(a) (for a reference), and 
Fig. 3-4(c). As expected, there are several common phases for achieving the 
same individual selectivity in the reversal spectra presented in Fig. 3-2(a), Fig. 





Figure ‎3-4. The reversal states at different times for a variation of 
ac  from 0 to 2  with a step of /25 and Tac = 6 ns, Jdc,1 = 7.510
9 
A/m2, Jdc,2 = 610
9 A/m2, and Jac = 4.510
10 A/m2. (a) Ku is 
dispersed among the dots as Ku0+500, Ku0-250, Ku0-500, and 
Ku0+250 in J/m
3 for dots 1– 4, respectively. The blue colors in the 
graphs correspond to the states with reversal of an individual dot. 
The two cyan colors correspond to the dyadic reversal states. The 
orange or yellow colors correspond to the reversal of three or four 
dots. (b) The dc in-plane magnetic field dch  is applied 5º away 
from the x direction ( h  = 5°, refer to Fig. 3-1(b)). (c) The initial 
in-plane part of the magnetization has an azimuthal angle of 
12i  /  with respect to the x direction, for i = 1 to 4. (d) The 
individual site reversal (corresponding to the four blue colors) for 
each phase in the graphs of Fig. 3-4(a), Fig. 3-4(b), Fig. 3-2(a) (for 
reference), and Fig. 3-4(c). 
 
As discussed above, the effect of easy axis tilt ( ) with respect to the z 
direction is essential for the separation of the phases of the dyadic pairs, and 
subsequently the phases of individual elements in each dyadic pair. We induce 
such a tilt by applying an in-plane dc field dch . However, instead of applying 
dch , a non-zero   can be achieved by a tilted crystalline anisotropy. The 
proposed reversal method can be expanded to larger centrosymmetric matrices 
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with an even number of dots N, such that the center of symmetry is not a 
magnetic dot itself. Examples of such symmetric structures are hexagonal and 
octagonal matrices of dots. The number of dyadic pairs will be N/2 and the 
initial phases of the dyadic pairs in the 1 2e e eˆ ˆ ˆ  coordinate system will be 
distributed evenly with the spacing of 2 / N . Therefore, sequencing the dyadic 
pairs in reversal will be possible by varying ac , and the above discussions of 
reversal of individual elements apply as well. Moreover, for larger matrices, a 
higher order than dyadic pair groupings is possible, which enable the use of 
different frequencies of microwave current modulation in order to excite 
different groupings (modes), followed by the same processes of dephasing as 
described for the dyadic pairs. Therefore, different reversal sequences and 
patterns can be achieved by varying both the frequency and the phase of the 
microwave current modulation. A schematic example of the dyadic pair and 
dyadic quad-dot groupings for a hexagonal matrix is shown in Fig. 3-5. The 
same concept can also be expanded to three-dimensional centrosymmetric 
matrices, where the dyadic pair or higher order grouping of the out-of-plane 





Figure ‎3-5. Schematic of two different groupings for a hexagonal 
matrix of dots and respective initial phase separation among them. 
(a) The dyadic pair grouping, and (b) the dyadic quad-dot 
grouping. 
 
The reversal mechanism from the initial magnetization state of all the 
dots pointing up, which is the most symmetric state, and consequently the most 
difficult one for individual selectivity has been discussed and demonstrated. For 
different initial states, the above discussions can be utilized by modifying the 
interaction terms. For example, for the case with one of the dots pointing down, 
a similar discussion of dyadic pair separation applies, where one of the dyadic 
pairs becomes a sole element. An issue about the proposed reversal method is 
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the long time required for selective reversal of individual dots from the initial 
state of all the dots pointing up (see for example Fig. 3-1(e) and Fig. 3-2(a)). 
However, for applications, the average switching time required for reversal can 
be moderate considering each cell consists of four or more bits, and it is possible 
to switch multiple bits at once. It should be noted that the reversal can be fast for 
some of the cases, such as dyadic pair reversal from the initial state of all the 
dots being up as shown in Fig. 3-3(a).  
3.4 Summary 
A method for magnetization reversal of individual sites of 
centrosymmetric matrices of perpendicularly magnetized dots by common 
excitation with a spin-polarized current has been proposed. The spin-polarized 
current signal consists of a dc-biased ac part followed by a pure dc one. By 
controlling the magnetostatic interaction among the dots through adjusting 
amplitudes of the currents, as well as the phase and duration of the ac current, 
the selectivity in reversal is realized. A theoretical model to explain different 
steps of the reversal process and investigate the effect of different variables 
using numerical simulations has been developed. This method can be utilized to 
tackle microelectronic fabrication challenges for realizing high density 
perpendicularly magnetized nanodot structures of magnetic random access 
memory applications with a common access line for multi-bit cells. 
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 Synchronization of spin-transfer Chapter 4:
torque oscillators by spin pumping, inverse spin 
Hall, and spin Hall effects 
4.1 Introduction 
Recently, the spin-transfer torque (STT) phenomenon has been utilized 
to develop  magnetic nano-oscillators.32,72-74 Nano-contact or patterned spin-
valves and magnetic tunnel junctions (MTJ) have been pursued for achieving 
spin torque oscillators (STO).21,23,75,76 Since the power generated by a single 
nano-oscillator is not able to satisfy the requirements of its targeted applications  
(communication systems, read/write heads in HDD, microwave current 
modulation for MTJ MRAMs etc.), there have been many efforts undertaken in 
order to achieve a synchronization method of multiple oscillators.75,81-86 In order 
to synchronize several STOs, a feedback system that can enforce the oscillations 
to lock to achieve the minimum free energy should exis t. Kaka et al. 
demonstrated the first synchronization between two nano-STOs based on spin 
waves interactions,75 in which the feedback system was mediated by spin 
waves. Injection locking is another approach in which an external alternating 
current is used to lock a group of STOs.81,86-88 The injection locking has 
provided inspiration to pursue synchronization in MTJs or spin-valve STOs in 
series connection, where the stimulated current due to the oscillating 
magnetoresistance is utilized to form the feedback system and induce 
locking.83,89 Difficulties in fabricating spin-valves or MTJ STOs in series 
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connection have been an obstacle to demonstrate the performance of this 
synchronization method. A maximum of four nano-contact STOs have been 
experimentally synchronized so far mediated by anti-vortices.85 However, a 
relatively low frequency of vortex oscillators and high current required to 
induce vortex oscillations are disadvantages of this method. 
The spin Hall effect (SHE) has enabled the generation of pure spin 
currents from charge currents in a high spin orbit coupled material.215 A charge 
current is induced in a normal metal due to the inverse spin Hall effect (ISHE), 
when a spin current is injected into the normal metal.216-218  The conversion 
efficiency (spin Hall angle) between a charge current and spin current in the 
SHE and ISHE processes depends on the strength of spin-orbit scattering in the 
normal metal. Spin transfer ferromagnetic resonance (ST-FMR), spin pumping, 
and time-resolved magneto-optical Kerr effect (TR-MOKE) experiments have 
been pursued in order to quantify the spin Hall angle of different heavy metals 
such as Pt and Ta.217,219-223 Pure spin currents generated by the SHE have been 
implemented to switch a magnetic layer.26,27,224,225 Moreover, a new type of 
oscillator based on SHE has been introduced, in which the oscillation mode is a 
self- localized spin wave bullet,24,51,78 and a recent experiment has demonstrated 
its injection locking.79 The spin Hall oscillators (SHO) can also be realized in 
nano-magnetic elements as an auto oscillation mode.50  
A method to synchronize multiple STOs without requiring an external ac 
excitation is still a subject of study. In this chapter, a synchronization method 
based on spin pumping, SHE, and ISHE is proposed. The device consists of 
nano-magnets in junction with a normal metal with high spin-orbit coupling. An 
accumulative feedback loop for the modulated part of the current is 
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implemented. Numerical simulations have been carried out to study the effect of 
the modulated charge current due to spin pumping and ISHE, on the 
magnetization oscillation of nano-magnets. It is found that under certain 
circumstances, synchronization of the oscillation of multiple nano-magnets is 
possible. 
4.2 Proposed method 
The proposed oscillator system consists of N elliptic ferromagnetic 
single domain elements in junction with a high spin-orbit scattering non-
magnetic (NM) metal shown in Fig. 4-1(a). Magnetic elements (Fi to Fi+1) are 
assumed to be magnetically isolated. The NM strip is as wide as the long axis of 
the magnetic elements. If a charge current ( inJ ) is applied to the device, it gives 
rise to a transverse pure spin current due to SHE (see Fig. 4-1(d)). The 
generated spin current induces magnetization oscillations in the magnetic 
elements. Figures 4-1(b) and 4-1(c) demonstrate the configuration of the initial 
magnetization in the ith magnetic element (
0i
M ) and the spin polarization 
direction ( sˆ ) of the pure spin current generated by SHE. The magnetization 
precession in each magnetic element pumps spins into the NM metal. 
Subsequently, the pumped pure spin current is converted back to a charge 
current due to ISHE (see Fig. 4-1(e)). Therefore, the initial charge current is 
modulated with the ISHE-generated charge current. The modulated charge 
current again generates a pure spin current due to SHE. Therefore, feedback is 
formed from each magnet to all others through a sequence of the spin pumping, 
ISHE, and SHE. By using the conventional feedback loop,83,84,89,226 the 
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modulated spin current is not strong enough to cause any locking of the 
oscillations due to the small spin-Hall angle (
SH ). To increase the locking 
strength, there is a need for amplification or accumulation of the modulated part 
of the charge current. Figure 4-1(f) demonstrates such a feedback loop 
implemented in the oscillator system. The components of the feedback are two 
bias tees that mix or decouple the dc and ac currents, a line which has a specific 
time delay τ, an amplifier with a gain G and maximum output current density of 
MJ , and a switch which is activated at a certain time (τswitch) after the 
magnetization oscillation is initiated by the dc current. It is worth noting that 
similar feedback loops were utilized for generation of spin wave solitons.227,228  
 
Figure ‎4-1. (a) The schematic diagram of the oscillator system. (b) 
The configuration of the initial magnetization, spin current 
polarization, and the external field for the ith element. (c) The polar 
(i) and azimuthal (i) angles of the initial magnetization of the i
th 
element. (d) The schematic representation of SHE. (e) The 
schematic diagram of the spin pumping and ISHE. im , icJ , and 
isp
J  form a right-handed coordinate. (f) The schematic of the 




4.3 Theoretical model 
The Landau-Lifshitz-Gilbert (LLG) equation including the Slonczewski 
spin-transfer term,32 which governs the magnetization dynamics of each 
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(4-1)   
where im  is the normalized magnetization vector ( /i sM M ) of the i
th element, 
  is the gyromagnetic ratio, 
ieff
H  is the effective field,   is the Gilbert 
damping constant,  is the reduced plank constant,   is the efficiency of the 
spin transfer, 0  is the permeability of vacuum, e  is the electron charge, d  is 
the thickness of the magnetic element, sM  is the saturation magnetization, and 
is
J  is the spin current injected into the ith magnetic element and is polarized in 
the direction of sˆ . The effective field for the ith element, 
ieff
H  can be written as 
i i ieff d ext an
H H H H   , where 
id
H  is the demagnetizing field equal to 
 s i ˆ ˆM m z z  , extH  is the external field in the x direction, and 
ian
H  is the shape 
anisotropy field defined as  
ian i
ˆ ˆH m x x . 
The spin current (
isp
J ) which is pumped into the NM metal from 






J Re g m
dt
 
    
, where g

 is the spin mixing conductance in 
the interface of the ferromagnetic material and the NM metal. The charge 
current generated in the NM metal from 
isp
J  due to ISHE is defined as 
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i ic SH sp i
e
J J m     
. The input current to the oscillator system, inJ  at time 
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where dcJ  is the amplitude of the dc charge current, and lineL  is the line loss. 
Similarly, the output current of the oscillator system is 
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   . The amplifier sets a limit for its maximum 








J J y J
J
    . The spin current (
is
J ) which is injected in each 
element and its polarization ( sˆ ) are derived considering the SHE of the charge 
current outJ  as  is SH outˆ ˆJ s J t z     . 
A magnetic material with a saturation magnetization ( sM ) of 7×10
5 
A/m, Gilbert damping (α) of 0.007 (for permalloy219, Most of the experiments 
for the spin-Hall oscillators have been based on Py as it has a relatively low 
saturation magnetization and damping, therefore it can be driven into oscillation 
with relatively small current densities in the pure spin current structures.), and 
gyromagnetic ratio / 2   of 3.5×104 Hz·(m/A) are assumed. The spin Hall 
angle ( SH ) of the NM metal is assumed to be 0.07 (for Pt).
219 The spin mixing 
conductance ( g

) is assumed to be 2.1×1019/m2 as previously reported for the 
Py/Pt interface.217 The thickness (d) of the magnetic layer is chosen as 5 nm. 
The initial magnetization of the magnetic elements are assumed to be 75i    
74 
 
and 5i   . To calculate the magnetization dynamics of each magnetic element 
Eq. (4-1) is solved using the Runge-Kutta numerical method.229  
 
4.4 Numerical results and discussion 
Figure 4-2 demonstrates an example of synchronization in frequency 
and phase using the proposed method. For this example, the number of the 
magnetic elements (N) is 10, τ is 5 ps, τswitch is 10 ns, G is 1/(1-Lline), Lline is 0.1, 
the external magnetic field extH  is 500 Oe, and the dc current dcJ  is 
(4×1010)/θSH A/m
2. The efficiency of the spin-transfer (  ) is assumed to be 





is defined as    1 1
ian an dev
H h h i / N       , where anh  
and devh  are the minimum value and the maximum deviation of shape 
anisotropy fields, respectively. For the case in Fig. 4-2, anh  is 50 Oe and devh  is 
15 Oe. Figure 4-2(a) shows the temporal variation of Tm  and syncTm  that are 





 ), without (black 
curve) and with (red curve) applying ISHE-SHE interaction among the elements 
and the described feedback, respectively. The line-like collective trajectory of 
the red curve is the signature of synchronization. In addition, synchronization is 
clearly shown in Fig. 4-2(b) which depicts the fast Fourier transforms (FFT), 
 











  and  












 . A significant reduction 
of the linewidth (with the factor of ~1/N where N = 10) and increase in the 
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spectral density peak (with the factor of ~N) are achieved due to 
synchronization. Note that the power spectral density (PSD) peak scales with 
~N2 and its linewidth scales with ~1/N2. Figure 4-2(c) shows the change in the 
ac part of 
outJ  ( ac,outJ  in Fig. 4-1(f)) for the synchronized case. Stabilizing of 
ac,outJ  is the consequence of the frequency and phase locking of the elements 
after 15 ns. 
 
Figure ‎4-2. (a) The temporal variation of Tm  (black curve) and 
syncT
m  (red curve). ,(y,z)xm  is the x,(y,z) component of Tm  or syncTm
. (b) The spectral density (SD) of FFT of Tm  and syncTm . (c) The 
time variation of the ac part of outJ . extH  
= 500 Oe, anh  
= 50 Oe, 
devh  
= 15 Oe, N = 10, dcJ  
= (4×1010)/θSH A/m
2, and τ = 5 ps are 
used. MJ  
= 3×1010 A/m2 for the red curves in (a) and (b) and the 
curve in (c), while MJ  




The switching delay of the ac feedback line, τswitch, can affect the 
synchronization, since it determines the stage of the oscillation, in which the 
magnets begin to interact.230 In all the modeling results, the feedback system 
after 10 ns (τswitch = 10 ns) is included, which is well after all the oscillators have 
achieved their individual equilibrium precession. For in-plane magnetized films 
and in-plane polarized spin currents, in-plane (IP) and out-of-plane (OOP) 
precessions can be achieved.231 Since the locking bandwidth for IP precession is 
very low in comparison with the OOP precession,83,84 the analysis is confined to 
the OOP oscillation. For the fields used in Fig. 4-2, our calculations show that 
the OOP mode emerges for dcJ  > (3.9×10
10)/θSH A/m
2. For a write/read head at 
the magnetic spacing of 5 nm from the magnetic media, for the media to be 
irradiated by a microwave field of 500 Oe, at least two of the nano-oscillators 
presented here should be locked and used in combination. Although the cases 
demonstrated in Chapter 2 are based on microwave field values of few hundred 
Oe, to reduce the dc field required, higher microwave amplitudes are needed, 
therefore locking of more oscillators is necessary for such applications in future. 
The ac current amplitude required for achieving the selectivity proposed in 
Chapter 3 is in the order of 1010 A/m2. Such an ac current amplitude can be 
achieved only after synchronization of around 10 nano-oscillators of the kind 
considered here (see Fig. 4-2(c)). 
The effect of the time delay (τ) of the feedback line has been an important 
attribute of the injection locking, as the magnetic oscillators are locked to their 
own oscillation with a time delay.83,84 The injection of an ac current into an STO 
enforces its‎ oscillation‎ to‎ have‎ a‎ phase‎difference‎of‎~‎π/2 with respect to the 
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injection.87 Therefore, in the conventional feedback loop,83,84,89,226 it is expected 
to achieve locking when τ is in the range of a quarter of the oscillation period of 
the magnets. For the case of the accumulative feedback loop (see Fig. 4-1(f)), 
the relation between the feedback signal phase and τ is different. As an example, 
I assume an oscillatory function containing three harmonics with typical 
amplitude ratios,      A(t) sin 0.3sin 2 0.1sin 3t t t     , with 2 f   
where f = 6 GHz. Figure 4-3(c) shows the variation of the difference of the 







   and the original 
signal A(t) with respect to the variation of  (red curve). The diff for the 
accumulative‎ delay‎ is‎ close‎ to‎ π/2‎ for‎ values‎ of‎  = ~ 0, q/f (q‎ =‎ 1,‎ 2,‎…),‎
whereas for a single feedback (blue curve, (t) (t )B A   ) diff is‎ close‎ to‎π/2‎
for values of  = ~ [q/f+1/(4f)]‎(q=0,‎1,‎…).‎Figures‎4-3(a) and (b) demonstrate 
the synchronization behavior with a variation of , where N = 3, dcJ  = 
(5×1010)/θSH A/m
2, and hdev = 10 Oe. It can be seen that the synchronization is 
realized for 1 < τ < 12 ps ( 0) and 156 < τ < 168 ps ( 1/f), where 1/f  159 
ps, in line with the above simple analytical model.  










 for the 
dc currents corresponding to the OOP oscillation is calculated, where p is the 
oscillation power,   is the damping torque, and    is the anti-damping 
torque.232 For the currents leading to OOP precession,   is high, therefore, the 
internal phase shift is  1int tan / 2  
   . The shift in the frequency for 
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the locked cases in Fig. 4-3(a) can be described by utilizing the simple non-
linear oscillator model, which results in  0 intsinsync diff       , where 
sync  is the synchronized frequency, 0  is the free running frequency of the 
oscillator, and   is the feedback strength.89,232 
 
Figure ‎4-3. (a) Effect of τ variation on synchronization for extH  
= 
500 Oe, anh  
= 50 Oe, devh  
= 10 Oe, dcJ  
= (5×1010)/θSH A/m
2, N = 
3, and MJ  
= 1×1010 A/m2. (b)  Spectral density (SD) versus τ. (c) 
diff versus  for the normal feedback (blue curve) and the 
accumulative (Acc.) feedback (red curve). (d) Nonlinearity 
coefficient  versus dcJ . 
 
Relatively small values of MJ  (maximum current density in the 
feedback line) may clip the input signal to the feedback loop (Jac,out), and 
consequently there will be additional frequency components in the output of the 
feedback (Jac,in). Therefore, sidebands of the main harmonics will appear in the 
oscillations. For example, additional frequency components appear in Fig. 4-
2(b) in the case of 
101.5 10MJ    A/m




MJ . As N is higher, a larger MJ  
is required for the synchronization to 
be realized.  
In order to study the relation of the dc current (
dcJ ) and the locking 
bandwidth (BW), hdev is varied from 4 to 40 Oe for different currents leading to 
OOP precession with N = 3 and  = 5 ps. Figure 4-4(a) shows the first harmonic 
of 
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        
   for various hdev and dcJ  combinations. It has 
been described in theoretical studies that for small oscillation powers, the 
maximum locking bandwidth is 
21   .232 From the values of   presented 
in Fig. 4-3(d), and relating it to the locking BW variation with respect to the 
current, a peak in the locking BW at Jdc  4.5×10
10/SH A/m
2 is expected. 
However, from a complex behavior of locking BW in Fig. 4-4(a), it can be 
inferred that the feedback strength   has a fluctuating variation with respect to 
dcJ . The fluctuation is due to the variation of the mean oscillation angle and the 
oscillation trajectory with respect to the dc current, which, through spin 
pumping, ISHE, the accumulative feedback line, and SHE, cause fluctuation in 
the feedback strength.  
Figure 4-4(b) shows the locking behavior with a higher 0 3SH .   
reported for -W233 at Jdc = 5×10
10/SH A/m
2, assuming the same intermixing 
conductance ( g

) as the Pt/Py bilayer for the -W/Py bilayer. By comparing 
Fig. 4-4(b) with the corresponding Jdc case in Fig, 4-4(a), it is found that the 
locking BW as well as the locked frequency are increased due to a higher 
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amplitude of the feedback signal which is proportional to 
2
SH . Note that as the 
feedback signal increases, a higher JM is required. 
 
 
Figure ‎4-4. (a) Effect of the dc current ( dcJ ) on the maximum 
possible hdev for synchronization (locking bandwidth (BW)). extH  
= 500 Oe, anh  
= 50 Oe, N = 3, τ = 5 ps, and MJ  
= 1×1010 A/m2 are 
used. (b) Locking dependence on hdev for 0 3SH .   with Jdc = 
5×1010/SH A/m
2 and MJ  
= 3×1010 A/m2. (c) Locking possibility 
for different T  with 0 07SH .  , Jdc = 5×10
10/SH A/m
2, and MJ  




A finite temperature will induce a random field with Gaussian distribution 
in both time and space with a strength of 
2 2 skT / M V   , where k is the 
Boltzmann constant, T is the temperature, and V is the volume of the magnetic 
element.5 Figure 4-4(c) shows the locking behavior by considering such a 
random field for different values of 0T /   . For elements with exemplary 
dimensions of 100 nm  40 nm  5 nm at T = 300 K, T = 3.08 Oe. The Joule 
heating will increase the temperature T, resulting in a higher thermal noise; 
however, Fig. 4-4(c) shows that locking can be achieved for high thermal noise 
values ( T = 5 Oe corresponds to T = 786 K for the exemplary dimensions).  
The fabrication of the proposed system requires the patterning of a 
narrow strip of a NM metal such as Pt or Ta, and ferromagnetic nano-magnets 
81 
 
such as NiFe or CoFeB. For an effective modulation of the current in NM and 
subsequent effective synchronization, the width of the magnetic elements should 
be the same as the width of the strip, and the thickness of the NM should be less 
than its spin diffusion length. This fabrication process is much simpler than that 
of MTJ-based STOs in series connection which has not been demonstrated 
experimentally. Moreover, the proposed method can be realized in a three-
terminal configuration50 by substituting the nano-magnets with nano-patterned 
MTJs with their free layers adjacent to the NM metal. In addition, the feedback 
loop implemented in this work can be utilized for the synchronization of spin-
valve based STOs which generate a low charge current modulation.  
 
4.5 Summary 
In summary, a method to synchronize multiple nano-magnets in the 
frequency and phase using the spin pumping, inverse spin Hall, and spin Hall 
effects has been proposed. By adding an ac feedback line which imposes a 
certain delay time and gain, synchronization is realized for a wide range of 
applied dc currents. The synchronization is achieved for the feedback delay 
times close to 0 or integer multiples of the oscillation period. It offers a high 
power phase locked oscillation system with a narrow linewidth and its 
frequency can be controlled over a wide range. Our results would intrigue future 





 All-optical magnetization reversal Chapter 5:
based on optically induced spin-dependent 
diffusive transport in the presence of spin-orbit 
interaction 
 5.1 Introduction 
Optical manipulation of spins has been intensively studied for different 
applications. Coherent coupling of light with spin dynamics can be explained 
through relativistic quantum electrodynamics, and the effect is pronounced as a 
reservoir of angular momentum in spin manipulation of structures such as 
antiferromagnetic NiO or solid-state defects.90-93 However, the effect of light on 
the spin dynamics is applicable not only to coherent couplings, but also optical 
spin-transfer torque, modification of crystalline anisotropy, and 
demagnetization.94-112 The origin of the demagnetization itself has been subject 
to an ongoing debate in different structures.97,98,100,103-107,109,113-117 The Elliot-
Yafet mechanisms based on electron-phonon and electron-electron interactions, 
as well as magnonic dissipation and spin-dependent super-diffusive transport 
have been discussed to explain the ultra-fast demagnetization. 
Incoherent all-optical manipulation of spin and magnetization reversal in 
ferrimagnets, anti- ferromagnets, and recently transition ferromagnets has been 
demonstrated in several experiments.109,118-123 A magnetic field induced by 
circularly polarized light due to the inverse optical Faraday effect, non- local 
transfer of angular momentum via spin currents, two-magnon scattering, 
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demagnetization of different sites of the ferrimagnet (anti-ferromagnet), and 
exchange of the angular momentum between them due to different rates of 
magnetic moment change have been sought as the main contributors to all-
optical switching (AOS) in such structures.110,118,121,124-127  
Bulk and interface intrinsic and extrinsic spin-orbit interactions (SOI) 
have enabled the generation of pure spin currents to lead to spin-transfer torques 
in different structures such as multi- layers of ferromagnets and paramagnets, 
thin Rashba ferromagnets, impure ferromagnets and semi-conductors, structures 
with non-zero Berry curvature, etc.34-49 Such spin currents and the torque 
exerted by them on the magnetization have been utilized in different 
configurations for switching or oscillation.26,27,50-52 The intriguing observation of 
AOS in transition metal ferromagnets within specific structures containing 
paramagnets119 has triggered a debate for the role of SOI in dynamics under 
short-pulse optical excitations.   
In this chapter, the effect of different spin-orbit interactions under the 
influence of short-pulse optical excitation is discussed to investigate the 
possibility of magnetization reversal of an out-of-plane magnetized structure. In 
Chapter 5.2, the effect of different SOI mechanisms in the interested system is 
qualitatively studied. In Chapter 5.3, a numerical method to track the dynamics 
and distribution of the non-equilibrium diffusive transport of spin-polarized 
electrons is presented. Compared to previous works that used a similar 
numerical method to explain the demagnetization, our approach includes 
exchange mechanisms and SOI. SOI causes the generation of spin currents with 
transverse (with respect to the magnetization) spin polarization, resulting in non-
collinear spin distribution at each event (space-time point), which makes the 
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inclusion of exchange interactions necessary. In Chapter 5.4, the numerical 
method is used to demonstrate how transient currents, spin-Hall effect, and 
skew scattering in combination with the super-diffusive transport can lead to 
magnetization reversal. 
 
5.2 Spin-orbit interaction mechanisms under fs-laser 
excitation 
The intrinsic role of SOI in demagnetization has been previously included 
in the models of Elliott-Yafet mechanisms considering the mixing of the spin 
states, and also in relativistic quantum thermodynamic for extracting the 
coherent response.90,91,102,105,117 However, as the fs-laser excitation induces 
transient currents, the existence of different SOI mechanisms leads to transient 
spin currents and inversely generated charge currents.94,96,97,103,106,107,111 The 
focus here is on structures with out-of-plane (OOP) magnetization, and the 
shining laser to be propagating in the OOP direction. Such a structure is a major 
candidate for ultrafast high-density magnetic storage. Figure 5-1(a) shows the 
schematic of a ferromagnet (FM)/non-magnet (NM) bilayer, and the laser 
spatial absorption pattern. The absorption of fs- laser excites the electrons below 
the Fermi level. The conduction of such electrons occurs with different 
velocities from that of the electrons in the Fermi level and might be spin-
dependent.234-236 In addition, the inhomogeneity of the light absorption induces 
the inhomogeneous carrier density in the conduction band that leads to diffus ive 
charge currents (if the material is FM, the currents are spin-dependent). Since 
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the material is assumed to be magnetized in the z direction, the excited electrons 
initially carry spins parallel to the z direction.   
In the absence of SOI mechanisms and magnetization chirality in the 
optically excited area and its neighboring region, the spin of the carriers remains 
parallel to the quantization axis, i.e. the z direction. It should be noted that the 
lack of transverse spin (spin polarization in the xy plane) means that even in the 
presence of high demagnetization and a magnetic field induced by an inverse 
optical Faraday effect due to ellipticity of light polarization, there will be no 
deterministic magnetization reversal (random magnetic domains with reversed 
magnetization may form). 






   , 
which 
relates the charge currents to spin currents with certain spin polarizations 







    which indicates the charge currents induced by spin 
currents. The subscripts c, s, and  (  ) refer to the directions of the charge 
current, spin current and spin polarizations, respectively. I qualitatively discuss 
below the effect of different SOI mechanisms, and one would fill up the C S  
and S C  tensors accordingly. The system symmetries (circular shape of the 
light spot and the perpendicular magnetization) imply that the net spin or charge 
accumulation in the ˆ  direction will be zero. Therefore, the contribution of any 
SOI that leads to a spin current or charge current in the ˆ  direction can be 
ignored, and the respective component in C S  or S C  can be set to zero. 
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The transient charge currents, parallel to the z direction with a z-
polarized spin current in the z direction, do not induce any charge current 
(     0C Cz zˆ ˆS S z J J z    ) due to inverse SOI mechanisms, such as the 
inverse spin-Hall effect (ISHE) or inverse Rashba interaction at the interface of 
the FM/NM237, where S  is the spin polarization vector and CJ  is the charge 
current vector. In addition, the Rashba interaction (   0Cz ˆ ˆJ z n z   , where n  




ˆ ˆS z J z  ) do not scatter this charge current, and do not give rise to 
any net spin current. The only possible effect of 
C
z
ˆJ z  with the spin polarization 
of zˆS z  is an in-plane spin-current (in the radial direction) that is induced due to 
the spin-Hall effect (SHE) in the bulk of the NM, where the polarization of this 
spin current will be in-plane and parallel to ˆ , giving rise to an accumulation of 




Figure ‎5-1. (a) The schematic of a FM/ NM bilayer and the laser 
spatial absorption pattern. The points in the FM are the impurities. 
(b) Top and side views of the in-plane spin-current (in the radial 
direction) with spin polarization along ˆ , induced due to SHE in 
NM from c,zˆJ z  with spin polarization of zˆS z . (c) Spin currents 
due to skew scattering of c,rˆJ r  with spin polarization of zˆS z . 
Panels marked by numbers 1 and 2 refer to the two possible spin 
currents. The most right panel shows the side view of the spin 
current shown in panel 2. (d) ISHE-induced charge currents due to 
c,zJ  with transverse spin polarizations of rS  or zS . (e) Spin 
current parallel to ˆ  induced by c,rJ  due to the Rashba 
interaction at the FM/NM interface. The green (dashed black) 
arrows indicate direct (inverse) scattering. The black, red, blue, 
and pink arrows indicate charge current, spin polarization before 
scattering, spin current, and spin polarization after scattering, 
respectively. Dark blue (dark green) balls are non-scattered 
(scattered) electrons. 
 
The in-plane transient charge currents flow in the radial direction 
C C
r
ˆJ J r , initially spin-polarized completely in the z direction zˆS S z  (see 
88 
 
Fig. 5-1(c)). If there are heavy metal impurities within the FM, the skew 
scattering will give rise to two different local spin currents. One of the spin 
currents will follow circular trajectories while being polarized in the z direction. 
The net spin-accumulation due to this spin-current will be zero because of the 
circular trajectory (see Fig. 5-1(c)). The other spin-current flows parallel to the z 
direction, while polarized in-plane and in the ˆ  direction (see Fig. 5-1(c)). Due 
to this spin current, there will be a net transverse spin-accumulation towards the 
top surface and the interface between the FM and NM.  
As discussed above, both the radial and OOP charge currents will 
acquire a transverse spin which are affected differently by SOI mechanisms. As 
can be seen in Fig. 5-1(d), the 
S
zJ  (
SJ  is the spin current) with rS  or S  will 
give rise to ISHE-induced charge currents parallel to ˆ  and rˆ , respectively. 
C
zJ  with rS  or S  will induce a charge current parallel to rˆ  due to SHE in the 
NM. In addition, 
C
rJ  with rS  or S  will go through the skew scattering in the 
FM and give rise to two different spin currents. One spin current will have the 
same in-plane spin-polarization and flow in the z direction. The other current 
will be polarized in the z direction, while flowing in circular trajectories 
inducing zero net spin-accumulation. 
The Rashba interaction in the interface induces direct or inverse 
scatterings of the in-plane charge and spin currents. As can be seen in Fig. 5-
1(e), 
C
rJ  is scattered due to Rashba interaction and gives rise to a spin current 
parallel to ˆ  with spin-polarization in the ˆ  direction. 
S
rJ  with rS  induces a 
charge current parallel to ˆ  due to the inverse Rashba interaction. Similarly, 
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SJ  with S  induces a charge current parallel to rˆ . As mentioned above, the 
assumptions on the symmetry of the system indicate that the net spin and charge 
accumulations in the ˆ  direction are zero. Therefore, the net contribution of 
Rashba interaction at the interface is zero. However, depending on the shape of 
the light spot (e.g. elliptical, rectangular, etc.) and the magnetization direction 
(e.g. unidirectional in-plane), the Rashba contribution can be non-zero. 
In summary, transverse spin accumulation in a FM/NM bilayer with a 
perpendicularly magnetized FM under optical excitation is possible, and its 
spatiotemporal profile is in mutual correlation with the transient charge currents 
through the skew-scattering, interface Rashba, and bulk SHE mechanisms. In 
addition, the demagnetization is affected, but negligibly (see Chapter 5.4), by 
the SOI mechanisms as the transient charge currents are modified by being 
scattered into spin currents with transverse spin polarization that go through 
different scattering types and rates. 
 
5.3 Theoretical model 
In order to demonstrate the possibility of optically- induced magnetization 
reversal, the study of spin dynamics in the system under consideration is divided 
into two consecutive approaches. First, the non-equilibrium spatiotemporal spin 
density distribution is calculated through a transport model. The output of this 
approach is the spatiotemporal profile of moment sm  (the spin polarization of 
the electrons below the Fermi energy Ef), as well as the density distribution of 
different spin components of the thermalized electrons at and above the Fermi 
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level, neqS . Second, the dynamics of the magnetization m  is calculated by using 
the Landau–Lifshitz–Gilbert (LLG) equation. The torque exerted by neqS  on m , 
denoted by Tm, is included in the LLG equation, and is non-zero if m  and neqS  
are non-collinear. 
In order to determine the spatiotemporal distribution of neqS  and sm , the 
transient spin-dependent transport of the electrons thermalized by the optical 
excitation in the presence of the SOI mechanisms is modeled. The carrier source 
terms, including the ones that are optically excited ( opt ) and the scattered part 
of the transported carriers ( sc ) (all the scatterings excluding SOI; SOI 
scatterings will be added separately in the diffusion equation) for all the possible 
energies and spin transport channels, are defined as, 
     opt , sc,E,r, ,z,t E,r, ,z,t E,r, ,z,t        ,                     (5-1)  
where   is the spin channel which can be r,  , z , and z  (the spin-channel 
parallel to the quantization axis z is divided into up and down channels for 
convenience), whereas E is the indicator of the channel energy. In the rest of the 
formulations,  E,r, ,z,t  is dropped for simplicity, and if needed only the 
important parameters are mentioned.  
In Eq. (5-1),   opt , qax, acc, f phE E E        , where 
    qax, las ,z ,zt ,r,z    
 
      indicates the electrons optically 
excited from the states below the Fermi level with a spin polarization parallel to 
the quantization axis.        acc, f ph acc, f lasE E E t ,r,z         
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indicates the electrons optically excited from the Fermi level (therefore the 
excited electrons in this term are at f phE E ) which can have a non-collinear 
spin polarization with respect to the quantization axis due to the existence of the 
SOI mechanism.  las t  is only a function of time which represents the power 
of the laser and is assumed to be Gaussian, whereas  ,r,z  represents the 
spatial functionality of the laser absorption.
 
   z /d ,z ,z n e f r
 
 
   , 
   z /d ,z ,z n e f r
 
 
   , and      z /x y ,r,z f r e     , where 
 d ,n  
 is the percentage of the up (down) spin excited above the Fermi level 
(Ef),
238  f r  is the radial laser absorption function, and   is the absorption 
length.      sc, '
' E
E,r, ,z,t P , ',E,E ,r, ,z,t n E ,r, ,z,t E 

    

    . 
 P , ',E,E ,r, ,z,t    indicates the scattering rate from a state with an energy 
E , and spin channel '  into a state with an energy E  and spin channel  . 
 n E,r, ,z,t   and  tot E,r, ,z,t   are the carrier density and the total 
scattering rate of the spin channel   and energy E , respectively, at a specific 
time and space. It is worth noting that 
   1 tot
E
/ E ,r, ,z,t P , ',E,E ,r, ,z,t

      . 
The flux of carriers as a function of time and space, can be written as 




E,r, ,z,t dr d dz E,r , ,z ,t E,r, ,z,t | E,r , ,z ,t dt

      
 
 




where   is the propagator based on Boltzmann formalism, and its derivation 
includes the spin and energy dependent elastic and inelastic scatterings, as well 
as velocities.103,107 If we ignore the dependence on   which is allowed due to 
the symmetries, the   derived in the literature for the case of infinite plane has 
been modified to account for the finite and meshed radial dimension. The 
propagator used to derive the flux of carriers  E,r, ,z,t   in Eq. (5-2) can 
be written for the three-dimensional case as  
 
            
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


























   
 and 




   
   
 ( r  is the radial mesh size). 
  depends on the total scattering rate tot  which comprises several types 
of scattering, and can be written as 
1 1 1 1 1 1
tot d ,in d ,el sf sd ss     
     ,                                                                (5-3) 
where d ,in  is the inelastic, d ,el  is the elastic, and sf  is the spin-flip scattering. 
sd  indicates the exchange interaction between the bounded spin carriers (below 
Ef) and the non-equilibrium conduction carriers (at and above Ef), whereas ss  
stands for the exchange interaction among the non-equilibrium conduction 
carriers. 
At each point of time and space, the scattering rate from a state with an 
energy E , and spin channel '  into a state with an energy E  and spin channel 
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 , is determined by  P , ',E,E ,r, ,z,t    which is related to different 
scattering mechanisms. The parts of P that are related to sd  and ss  can be 
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.  sd ss  are the scattering rates of the 




  and 2 2Tn n

 , where 
  sums over the spin channels, and m  is the  -component of the 
magnetization. Based on  sd ssP , we can express  sd ss  as 
 








  . sd  depends on the magnetization of the 









, and ss  depends on the details of the 
density distribution of the different spin components of the conducting electrons. 
However, in our calculations, both of them are approximated to be constant 
values. 
The part of P regarding the elastic and inelastic scattering is 
       
    
0 1 1
1max max
E' E ,E' , E
d ,in d ,el , ' , '
max max d ,in d ,el
E E
P P E E' E E'
E E




       
   
,103,107 where maxE  is the maximum of the energy scattering for the inelastic 
scattering, and    is unity in the range indicated in brackets and zero 
otherwise.   is defined to account for the excitation from Ef, which is a mixture 
of equilibrium electrons spin-polarized parallel to the quantization axis and non-













       
 
, where 
   0 5 1,z ,z ,z ,zQ .       
   
      and 0 1C  . The parameter C 
accounts for the ratio of the electrons polarized transverse and parallel to the z 
axis. The value of C is a dynamic value with respect to time and depends on the 
density of states and the details of non-equilibrium spin of the thermalized 
electrons at the Fermi level. In the calculations, I use a small value of C = 0.01 
not to overestimate the results for r ,S  . Finally, the part of P regarding the spin-
flip scattering can be written as 
     1 11 1sf , ,z ,z , ,z ,z
sf sf
P             
    
            . 
The carrier density in each energy and spin channel is derived by solving 
the diffusion equation 
   
 
        
tot
n E n E
E E E E
t E
 
    


     

,      (5-4) 
where  E  indicates the contribution of the SOI mechanisms, and can be 
defined based on the SOI induced currents discussed in Chapter 5.2, as 
   S SCE J S    , where SCS  is the spin polarization of the scattered 
spin/charge current. We can write 
CJ   and use the tensors 
C S  and 
S C  to calculate SJ  and SCS . To conserve the number of conducting carriers, 
I have included 
 
           
2




   
        
   
  in Eq. (5-4). 
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) allows to determine the profile of sm  and neqS . Solving Eq. 






can be determined by  
 
          1
fE ,z z
qax,z z z z
'
n
E dE P ',z z ,E',E dE' n E dE
t 
 
   

 
   
          
  
.103,107 Therefore, we can write 
 2 f fs B E ,z E ,z sm n n M      , 
 2neq B x y z zˆ ˆ ˆS n x n y n n z dE
 
    
  ,                                                    (5-5)              
where B  is the Bohr magneton, and sM  is the saturation magnetization of FM 
at room temperature. Since the torque on the non-equilibrium conduction spins 
are already included through the exchange terms in the scattering (  sd ss ), I 
calculate the torque on the bounded magnetization sˆm m z  separately. The 




T m S  

. We can define the dynamic 
of m  using the LLG equation m
dm dm
m H T m
dt dt
      , where   is the 
gyromagnetic ratio,   is the Gilbert damping constant, and 
d ex IF anis extH H H H H H     . dH  is the dipolar field, exH  is the 
exchange field due to the possible non-collinear spatial functionality of m  due 
to both isotropic and anisotropic Dzyaloshinskii-Moryia interaction (DMI)239,240, 
IFH  is the field induced by the inverse optical Faraday effect due to ellipticity 




5.4 Numerical results and discussions 
I utilize the SOI mechanisms in Chapter 5.2 and the theoretical model of 
Chapter 5.3 in order to demonstrate the possibility of AOS in a magnetic system, 
which does not have any ferrimagnetic order and its FM layer has OOP 






ˆ ˆH m z z
m
  , where uK  is the anisotropy 
constant and 0  is the vacuum permeability). With assuming a circular 
symmetry of the system (circularly isotropic impurity distribution within the FM 
and circular shape of the light boundary) and zero DMI (
2
exH A m  , where A 
is the isotropic exchange constant), we only need to consider the spin dynamics 
in the spatial variation in the radial and parallel to the z directions. In most of the 
experimental situations, the light spot radius (Rlas) is much bigger than the 
thickness of the stack (dtot). For reliable calculations we need the cell sizes in the 
z and r directions to be comparable (Nz (Nr) is the number of mesh cells in the z 
(radial) direction and m tot zD d / N  
( m las rR R / N ) is the respective mesh 
size). The experimental situation ( las totR d ) while keeping m mD R  requires 
matrix sizes and calculation times that are beyond the limit of our numerical 
method. Therefore, I focus on lasR  in the same order as totd . In addition, such a 
dimension is more relevant in the AOS application of high density magnetic 
storage. To simplify the calculations further, I approximate the tot  as a constant 
(
1 1 1 1
tot d ,in d ,el sf   
   ) while calculating  . 
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For the inelastic scattering d ,in  and carrier velocity  v E,z , I use the 
values of Fe for the FM layer, and use values of Pt for the NM layer.235,236 I 
assume 4 3d ,el d ,in/  , sf  to be 2000 fs and 20 fs for the FM and the NM (in 
the order of reported magnitudes for ferromagnets such as Co and Fe, and non-
magnets such as Pt and W),241 respectively. sd  ( ss ) are assumed to be 1 fs (1 
fs) for the FM and   fs (1 fs) for the NM. sd sd/   , where sd  is the 
exchange splitting and the reported value for Fe is around 2 eV,242 making 1 fs a 
reasonable choice of sd  for the calculations not to overestimate the results. 
The values for ss  in FM and NM is chosen to account for the exchange 
interaction between the conduction electrons (based on the mean-field Weiss 
model), and at the same time not to overestimate the results for the transverse 
spin. The thicknesses of the FM and NM layers are assumed to be tFM = 1.5 nm 
and tNM = 2.5 nm, respectively. The other parameters are assumed to be 
       222 1las lasf r exp r / aR r R     (  is a Heaviside function and a 
coefficient, a is assumed to be 2),       2 22 2las last P exp t / / t       
mW/m2 (   is the full width at half maximum of the Gaussian-shape laser pulse, 
and lasP  is its peak of effectively absorbed power),   = 50 fs, 
1las lasE P dt


   mJ/m
2, sh  = 0.3 is the spin-Hall angle of the NM (the 
values reported for Ta and W can be 0.3, the reported values for Pt are ~ 
0.1)27,223,243, sk  = 0.1 is the skew scattering angle in the FM (a value as high 
as 0.24 is reported by skew scattering of Bi impurities in Cu which has 
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 = 0.5, 
0extH  , Ku = 10
6 J/m3 (based on values reported for L10 FePt as well as 
multilayers such as Ta/CoFeB/MgO),   = 2.2×10
5 m/(As),   = 0.1, Rlas = 5 
nm, Nz = 40, and Nr = 10. In the calculations I use the above parameters values 
unless otherwise specified. The direction of the inverse optical Faraday field is 
determined by the helicity of the optical excitation and can be assumed to be 
1IF ˆB z   T for a possible assistance of magnetization reversal (minus sign 
corresponds to a left-handed circularly polarized laser).135 However, as this 
amplitude for IFB  contributes to the magnetization dynamics in a larger time 
scale (~ 1 ps) than the one due to spin-transfer torque (~ 10 fs) induced by the 
transverse spin accumulation, it can be set to zero (linear polarization of the 
optical excitation). This means that the reversal process presented here does not 
depend on the polarization of the shining light, however, it can be enhanced if 
IFB  is large enough and in the assisting direction (if switching from +z to –z, 
the sign of IFB  should be negative, in other words, left-handed circularly 
polarized laser for the present configuration). 
I solve Eq. (5-4) self-consistently at 2/   (corresponding to ˆ ˆr x  
and ˆ yˆ  ). Figure 5-2(a) shows the spatial average (over 0 lasr R   and 
NM tott z d  ) of the temporal evolution of neqS  and the change of sm  in the 
FM layer ( avgS  and zm , respectively) for up to 160 fs. The demagnetization 
(reduction of sm ) and the presence of transverse spins (   0neq ˆˆS r    ) are 
evident from Fig. 5-2(a). Figures 5-2(b-d) show the radial average (over 
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0 lasr R  ) of the spatial distribution of neqS  in the rˆ , ˆ , and zˆ  directions. It 
should be noted that the irregular oscillations in the z direction of some 
spatiotemporal regions in Figs. 5-2(b-e) are due to finite space and time mesh 
dimensions. However, I have checked that for the system under consideration, 
the mesh sizes used here give reliable results and main behaviors of the signals 
are captured properly (the artifact oscillations are averaged to negligible values). 
The non-equilibrium spin texture formed in the NM is originated mainly in the 
radial rz-variant SHE-induced spin currents which also diffuse along the z and r 
directions (going through reflections from the bottom boundary and diffusion 
into the FM). The spin texture in the FM layer is further affected by the OOP rz-
variant skew-induced spin currents which also diffuse along the z and r 
directions (going through reflections from the top boundary and diffusion into 
the NM). In addition, the exchange interactions ( sd  and ss ) are responsible for 




Figure ‎5-2. (a) Spatial average (average over 0 lasr R   and 
NM tott z d  ) of the temporal evolution of neqS  and the change in 
sm  in the FM layer ( avgS  and zm , respectively) up to 160 fs. (b-
d) The radial average (average over 0 lasr R  ) of the 
spatiotemporal distribution of neqS  in the rˆ , ˆ  and zˆ  directions, 
respectively. (e) The radial average of the spatiotemporal 
distribution of the change in sm , zm . 
 
The dip of Sz in Fig. 5-2(a) at ~ 50 fs is the direct effect of the optical 
excitation in FM and diffusion of electrons into the NM which are initially spin-
polarized along the magnetization (see also Fig. 5-2(d)). The velocities and 
scattering rates are different for spin-up and spin-down, resulting in different 
diffusion rates, which leads to a non-zero temporal profile of Sz in FM. The sd 
exchange interaction which turns the transverse-spins along the magnetization (z 
direction), affects Sz, however the effect is negligible due to  neq zˆˆS r S   
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(see also Fig. 5-3(b)). The decay in all the components of non-equilibrium spins 
is expected as the transient charge and spin currents equilibrate. The 
demagnetization ( zm ) becomes saturated as long as another temperature bath 
(e.g. lattice) is not included (see Fig. 5-2(a)). I focus on the transient currents in 
the presented time scale, where other temperature bathes can be neglected. 
Figure 5-2(e) shows the radial average of the spatial distribution of zm . The 
demagnetization process is similar to the results from the models excluding the 
SOI mechanisms, where the spin-up and spin-down optically excited electrons 
diffuse with different velocities and scattering rates into the adjacent NM, 
causing the demagnetization.8,14 Here, we have non-zero  neq ˆˆS r   , but 
 neq zˆˆS r S  , therefore we expect similar demagnetization process.
97,103   
In Figs. 5-3(a-e) I present the effect of different parameters of the system 
on the temporal evolution of neqS  and zm . Figure 5-3(a) shows the dynamics 
of neqS  for three different thicknesses of the NM (2.5 nm (case 1), 2.0 nm (case 
2), and 3.0 nm (case 3)). With increasing tNM the demagnetization increases (till 
it saturates) as the diffused electrons from FM into NM flow back less into FM. 
In addition, by increasing tNM the amount of spin accumulation due to SHE 
increases, and consequently its diffusion into the FM leads to an increase in the 
amplitude of S . Figure 5-3(b) shows the spin dynamics for three different 
strengths of the exchange interactions ( sd  ( ss ) = 1 (similar to case 1), 2, and 
5 fs). Higher values of sd  ( ss ) mean less scattering of   neq ˆˆS r    into Sz 
or mz, resulting in higher amplitudes of S . However, as  neq zˆˆS r S  , 
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change in demagnetization and Sz should be negligible as can be also seen in Fig. 
5-3(b). Figure 5-3(c) shows the spin dynamics for four different cases of skew 
scattering ( sk  = -0.3 (case 4), -0.1 (similar to case 1), 0 (case 5), and 0.3 (case 
6)). The effect of skew scattering dominates the initial stages of the spin 
dynamics where the SHE induced spins have not diffused into the FM yet. 
Therefore, the effect of the changes in the value and sign of sk  is pronounced 
in the initial stages of the  neq ˆˆS r    (see S  in Fig. 5-3(c)). Again, the effect 
of sk  value and sign on zm  and Sz is negligible as  neq zˆˆS r S  .  
Figure 5-3(d) shows the spin dynamics for three different cases of the 
f(r) lineshape coefficient a (a = 1 (case 7), 2 (similar to case 1), 4 (case 8)). The 
smaller a indicates higher concentration of light in the center, leading to an 
increase of spin accumulation due to the skew scattering and the SHE in NM at 
earlier times. The larger a is, the higher light absorption becomes and the higher 
amplitude signals have. It should be noted that the amplitude of the signals can 
be tuned by changing the laser power, while the lineshapes and the relative 
values of signal components remain unchanged (as long as a conduction channe l 
is not saturated at higher laser powers). Figure 5-3(e) shows the spin dynamics 
for three different values of absorption length (   = 5 (case 9), 15 (similar to 
case 1), and 25 nm (case 10)). For smaller  , the absorption of light is steeper 
in the z direction leading to higher diffusive currents, which consequently 
results in higher diffused SHE-induced spin-accumulation into FM at later times. 
It can also be noticed that for smaller values of  , the amplitude of Sz increases 





Figure ‎5-3. (a) S , zS  and zm  for tNM = 2.5 nm (continuous line, 
case 1), 2 nm (dashed line, case 2), and 3 nm (dotted line, case 3). 
(b) S , zS  and zm  for sd  ( ss ) = 1 fs (continuous line), 2 fs 
(dashed line), and 5 fs (dotted line). (c) S , zS  and zm  for  
0 3sk .    (dashed line, case 4), 
0 1sk .    (continuous line), 
0sk   (dash-dotted line, case 5), and 0 3sk .   (dotted line, case 
6). (d) S , zS  and zm  for 1a   (dashed line, case 7), 2a   
(continuous line), and 4a   (dotted line, case 8). (e) S , zS  and 
zm  for 5   
nm (dashed line, case 9), 15 
 
nm (continuous 
line), and 25 
 
nm (dotted line, case 10). For (a-e), tFM = 1 nm, 
Nr = 5, and the continuous line represents a similar case (tNM = 2.5 
nm,
 sd
  ( ss ) = 1 fs, 0 1sk .   , 2a  , and 15   
nm). (f) The 
value of sd  that the magnetization reversal becomes possible 
while we keep   0 1s zM min m .    µB/atom, for the cases 1 to 





For the cases 1 to 10 presented in Figs. 5-3(a) and 5-3(c-e), I explore the 
possibility of magnetization reversal by solving the LLG dynamics of the 
magnetization avgm , while assuming that neqS  (see Eq. (5-5)) keeps its 
coordination throughout the time. To be consistent, I assume a laser energy that 
causes     0 1s s zmin m M min m .     µB/atom (the saturation magnetization 
of FM, sM  is assumed to be 0.65 µB/atom) for each of the cases 1 to 10, and 
then I vary sd  to find its upper threshold for achieving magnetization reversal 
(see Fig. 5-3(f)). The existence of non-equilibrium transvers spin ( rS  and S ) 
without longitudinal one ( zS ) brings the magnetization towards in-plane but 
does not switch it. Therefore, both the amplitude ratio of S  to zS  (it should be 
noted that the amplitudes can be scaled by laser power, therefore only rat ios and 
relative profiles are important), and overlap details of their temporal lineshapes 
are important to determine the reversal possibility for a particular sd . The 
possibility of reversal for all the considered cases at a reasonable value of sd , 
and few other important points can be inferred from Fig. 5-3(f) as follows. The 
presence, sign, and amplitude of skew scattering (with respect to the spin-Hall 
angle) can modulate the reversal possibility considerably (cases 1, 4, 5, and 6, 
see also Fig. 5-3(c)), due to the modulations it causes in the initial temporal 
stages of S  and the overlap of S  lineshape with zS , which in turn determine 
the rate of reversal. From cases 1, 7, and 8, it can be inferred that the smaller the 
f(r) lineshape coefficient a is (a lower value of a means a higher concentration 
of light in the center), the easier the magnetization reversal is. In the overlap 
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region of S  and zS  lineshapes, the relative amplitude of S  with respect to zS  
is higher for the case 7 (a = 1) with respect to cases 1 (a = 2) and 8 (a = 4) (see 
Fig. 5-3(d)). Similar discussion is applicable for the effect of  , where the 
cases 9 and 10 in Fig. 5-3(f) indicate an easier reversal for a larger  . For a 
smaller  , the absorption of light will be steeper in the z direction, resulting in 
higher spin-accumulation due to SHE in later times (where Sz is suppressed), 
which makes the magnetization remain in-plane up to smaller values of sd . In 
conclusion, by manipulating the SOI strengths and transient currents 
(determined by material structures as well as laser power and its spatiotemporal 
pattern), the non-equilibrium signal shape can be modified in order to 
manipulate the magnetization reversal for AOS applications. 
As Figs. 5-3(d) and 5-3(f) suggest, the f(r) lineshape coefficient a 
modifies the signals ( neqS  and zm ) and the reversal possibility (compare the 
cases 1 and 7) more significantly than the other parameters. Figure 5-4(a) shows 
that amplitude of S  is enhanced at the earlier stage (0 < t < 40 fs) by 
decreasing a, and | S / zS | increases. Consequently, the reversal possibility in 
Fig. 5-4(b) generally increases with decreasing a. Figures 5-4(c,d) and 5-4(e,f) 
show the spatiotemporal distribution of neqS  in the ˆ  direction in the NM 
( 1a   and 2) and FM ( 1a   and 2), respectively. For smaller a, the positive S  
spin accumulation in NM shifts towards the center of the laser spot (see Fig. 5-
4(c,d)), which results in more diffusion of positive S  from NM into FM at the 
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earlier stage (see Fig. 5-4(e,f)), leading the profile of S  to be more positive in 
FM. 
After a fs laser pulse excitation, lattice temperature does not play a 
significant role until few hundreds of femtosecond, and spin and electron 
temperatures will dominate that time scale. However, the lattice contributes to 
the demagnetization process through the electron-phonon based Eliot-Yafet 
mechanism. This is an ongoing debate about whether superdiffusive current or 
Eliot-Yafet dominates demagnetization, and our focus in this work is the case of 
dominance of superdiffusive currents in the demagnetization process. 
The model presented here is not able to capture the Eliot-Yafet based 
demagnetization. However, the reversal mechanism discussed here can occur 
even if the Eliot-Yafet mechanism dominates the super-diffusive contribution to 
the demagnetization. Since Eliot-Yafet spin-flips are mediated by excitation of a 
phonon or magnon, diffusion and accumulation of these two at the interface 
with NM will induce pure spin-currents in the NM and respective charge 
currents due to ISHE. For similar system symmetries, there will not be a 
transverse spin accumulation. However, for the elliptical light shape, there will 
be transverse spin in the second order of the spin-Hall angle. This transverse 
spin diffuses into the FM and induces spin-transfer torque on its magnetization. 
Overall, for the system studied here, if the super-diffusive picture dominates the 
demagnetization, the reversal is expected to be more feasible. 
In this work, we used the LLG equation to determine if the reversal is 
possible or not. The LLG equation is based on the assumption that the 
magnetization amplitude is constant (magnetization in the context of averaging 
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over atoms of a particular ensemble). To tackle this issue, solving LLG 
atomistically in interaction with neighboring atoms and inclusion of the 
Langevin field (proportional to temperature) at finite temperature has been 
proposed. Another approach is to begin from the Landau-Lifshitz equation for a 
single magnetic atom, and derive the Landau-Lifshitz-Bloch (LLB) equation as 
   eff eff eff
dm
m H m m H m H m
dt
         , where effH  is 
temperature-dependent and includes the Langevin field and both   and 
depend on the Langevin field and are proportional to T/TC and (1-T/3Tc), 
respectively (T is the lattice temperature and TC is the mean-field Curie 
temperature).109 Both the LLB equation and atomistic LLG+Langevin can result 
in demagnetization in a micromagnetic approach. However, our use of the LLG 
equation is reasonable as the demagnetization has been calculated separately 
based on the super-diffusive transport, therefore the last term of the LLB 
equation can be ignored. The remaining terms of the LLB equation is equal to 
the LLG equation without spin-transfer torque. Since for T well below TC which 
is expected for first tens of femtosecond,   can be approximated constant and 
the Langevin field is not comparable to the spin-transfer torque, the LLB 
equation can be approximated by the LLG equation used in our study. 
Although the above calculations are based on several approximations, 
the results indicate the possibility of magnetization reversal through the 
coexistence of optically excited transport and different SOI mechanisms. In 
order to achieve a more accurate model, the Elliott-Yafet mechanisms should be 
included, the dependence of   in time and all the three dimensions should be 
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considered, the coefficients regarding the SOI mechanisms as well as sd , and 
ss  should be derived through first-principle calculations, and the 
magnetization dynamics should be solved micromagnetically. In addition, 
Monte Carlo methods can be implemented to perform calculations for larger 
systems. 
 
Figure ‎5-4. (a) S  and zS  for 1a  , 1.2, 1.5, and 2. (b) The value 
of sd  that the magnetization reversal becomes possible while we 
keep   0 1s zM min m .    µB/atom, for the cases in (a) (the error 
bar for sd  is ±0.01 fs and dot sizes reflect the error bar). (c-d) 
The spatiotemporal distribution of neqS  in the ˆ  direction in the 
NM (averaged over 0 NMz d  ) for 1a   and 2a  , respectively. 
(e-f) The spatiotemporal distribution of neqS  in the ˆ  direction in 






The effect of SOI mechanisms under the fs optical excitation has been 
discussed. In perpendicularly magnetized ferromagnetic thin films adjacent to a 
non-magnetic heavy metal layer, the skew scattering and spin-Hall effect give 
rise to the generation of transverse spins, which in turn exerts torques on the 
magnetization. Such torques can cause deterministic magnetization reversal, 
enabling all-optical switching in ferromagnetic transition metals. In order to 
optimize the structure for such a reversal mechanism, the impurity type, the bulk 
of the heavy metal, and the Rashba coefficient at the interface should be 
designed so as to have their effects superimpose constructively. In addition, the 
shape of the light spot and the light absorption coefficients, which determine the 
transient charge currents, should be optimized in order to facilitate the 





 Transformation magnonics with focus Chapter 6:
on cloaking spin waves 
6.1 Introduction 
Invisibility cloaking of different types of waves have been pursued 
intensively in the last decade.245-257 Different mechanisms for decreasing the 
scattering of objects with electromagnetic (EM) waves have been proposed and 
investigated.245,247,250,251,257 Amongst those, the space transformation method 
intuitively provides a promising avenue to achieve the invisibility by designing 
a‎particular‎shell‎to‎ hide‎the‎core.‎The‎Maxwell’s‎equations are invariant under 
such a space transformation, leading to materials in the shell region being 
inhomogeneous and anisotropic.250,255 This method or its simplified 
approximation has been demonstrated theoretically and experimentally for 
microwave EM waves by using EM metamaterials.247,250,255-257 It has also been 
revealed that the 2D Schrodinger equation can be invariant under space 
transformation by using inhomogeneous and anisotropic effective mass and 
magnetic potential in the shell area.253 Although it has been suggested that the 
perfect invariance for general three-dimensional elastodynamic waves is not 
possible,249,258 the transformation based cloaking of such waves has been 
demonstrated for special cases. It has been also proven that the acoustic wave 
equations remain invariant in 2D and 3D by having a specific inhomogeneity 
and anisotropy in the mass density and the bulk moduli.252,259,260 Recently, there 
have been demonstrations of bilayer cloaks for temperature, dc current, and 
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magnetostatic fields by utilizing bulk homogenous materials.248,254,261-263 The 
conception of invisibility is not always reducing the wave scattering. It can be 
also referred to as hiding a feature of an object or space. As an example, it was 
proposed that in bilayer graphene, the confined states in the barrier can be 
cloaked due to chirality mismatch with the continuum states, for the normal and 
oblique incident currents.264 Another example is cloaking polarizable discrete 
systems using an anomalous resonance technique.251 
Another important type of wave that has been the subject studied for 
decades, is spin wave with magnon as its quanta.137 The feature that makes spin 
waves interesting for applications is their wave-vectors as small as few 
nanometers and frequencies of tens of GHz. As it is possible to engineer 
different dispersions in magnetic lattices, the magnonics has thereby attracted a 
lot of attention as a promising candidate with low energy consumption and high 
throughput computation, which may possibly go beyond photonic or even 
electron devices. There have been many theoretical and experimental 
demonstrations of different types of passive and active magnonic systems and 
crystals, such as transistors, interferometers, waveguides, and logic gates.137-140 
In addition, due to the high nonlinearity in magnetization dynamics, spin waves 
have become a base for studying different phenomena such as time reversal and 
Bose condensation of magnons as Bosonic waves.141,142  
As the transformation optics enabled new possibilities in photonics, the 
transformation magnonics can introduce new approaches in magnonics. Despite 
that a negative refraction index for spin waves265 has been reported, there has 
not been a unified account of transformation magnonics for more sophisticated 
applications such as magnonic invisibility cloaks. As an alternative to the 
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transformation techniques for controlling waves, recent proposals and 
demonstrations of topologically protected edge modes for photons, phonons, 
and magnons can be utilized to cloak the defects in the edges.266-269    
In this chapter, the invariance in the governing equations of the 
magnetization dynamics under the space transformation is investigated. The 
objective is to reduce the scattering of a non-magnetic core (blocking the 
magnons) by designing the magnetic characteristics in a surrounding shell, such 
as the magnetic moment, gyromagnetic factor, exchange constant, Gilbert 
damping, and external magnetic field. The spatial profiles of these parameters in 
the shell area can be designed such that the magnetization dynamics is rendered 
maximally invariant under the space transformation. The similar approach 
proposed here for making the magnetization dynamic invariant under space 
transformation can be used for other purposes other than cloaking an object, like 
concentrating spin waves that can be utilized in future for magnetization 
reversal (see Chapter 6.5)  
 
6.2 Cloaking shell designs based on transformation 
magnonics 
6.2.1 Governing equations of the magnons and possible cloaking 
approaches 
The Landau-Lifshitz-Gilbert (LLG) equation governs the magnetization 
dynamics. The total magnetization  M   can be written as 
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     0 dM M M    , where   is the coordination vector,  0M   is the 
static part of the magnetization, and  dM   is the dynamic part of the 
magnetization. For media with isotropic magnetic moments, under the 
assumption of zero temperature,  M   is temporally constant, implying 
   0 0dM M   . More generally to account for possible anisotropy in the 
moment, we can write         0    s dM M m m , where  sM   is 
defined as the moment tensor.  0m   and  dm   are the mathematical vectors 
[    0 dm m   is a unit vector] that determine the static (  0M  ) and 
dynamic (  dM  ) part of the magnetization, respectively, based on  sM   
(      0 0sM M m    and      d s dM M m   ). If the moment is 
isotropic (  sM   has equivalent diagonal and zero off-diagonal components) 
at position  ,  0M   (  dM  ) is parallel to  0m   (  dm  ), while in the 
case of anisotropic moment (e.g. if  sM   has non-equivalent non-zero 
diagonal and zero off-diagonal components),  0M   (  dM  ) is not 
necessarily parallel to  0m   (  dm  ). It must be noted that the vectors 
 0m   and  dm   are not physical parameters and should not be confused 
with the normalized unit vectors      0 0 dM M M  /  and 
     0d dM M M  / , respectively. The LLG equation can be written as 
 
 
                        1 0s s s s
m
M M m H M M M m H
t

              

    

,     (6-1) 
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where     is the gyromagnetic factor tensor and  H   is the magnetic field 
that can be written as        ext ex mH H H H      , while  extH   is 
the external dc field, and  exH   and  mH   are the exchange and dipolar 
fields induced by  M  , respectively. In the equilibrium, 
   0 0 0M H   , where  0H   is the static part of  H  . 0 exH ,  ( d exh , ) 
and 0 mH ,  ( d ,mh ) are the exchange and dipolar fields arisen from  0M   
(  dM  ), respectively.      0 dm m m    , and     is the Gilbert 
damping constant tensor.  
As a proof-of-concept demonstration, I focus on a cylindrical magnonic 
cloak. In order to assume dynamic invariance in the out-of-plane direction (i.e., 
z direction), the thickness of the thin film should be small such that the 
excitation frequency does not induce modes with out-of-plane wavenumbers. 
The cylindrical coordinates rz is transformed into r z   , where  r g r  , 
   , and z z  , indicating that the mapping only occurs to the radial axis. 
The transformation function should satisfy the boundary conditions of 
 0g c  and  g b b , where c is the core radius, and b is the outer shell 
radius.  
Under such a transformation, we can obtain    d dM TM   , where 















  , and 1zzT  .
250,255 There are two types of spin waves in terms 
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of propagation, 0q M  
and 0q M , where q  is the wave-vector. Figure 6-1(a) 
shows the schematic vector plot of  dM  , where a cylindrical core is 
perfectly cloaked from propagating magnons of the 0q M  type.  
Equation (6-1) indicates that the magnetization dynamic has dual 
characteristics, which provide two degrees of freedom for controlling its inertia. 
One is the magnetic moment which is the manifestation of carrier and orbital 
spin population in a preferential direction in the Hilbert space ( M ) and is 
determined by the moment tensor  sM  . The other one is the factor which 
determines the modification type and strength of gyration under an application 
of magnetic fields (  ). Conceptually, with any change in sM  or  , we can 
modify the point-wise dynamics, as it can be inferred from Eq. (6-1), and as 
schematically shown in Fig. 6-1(b) and (c). Figure 6-1(b) shows an isotropic 
magnetization vector ( M ) precessing in an anisotropic  . Figure 6-1(c) shows 
an anisotropic magnetization vector ( M ) precessing in an isotropic  . 
However, we should note that there are two strong non-local correlations in 
magnetic systems, exchange and dipolar interactions (  exH   and  mH  ), 
which determine the dispersion relation of the spin waves for given sM  and  . 
First, a cloaking mechanism based on  is demonstrated. Subsequently, sM  is 
utilized to cloak the cylindrical core. Finally, the feasibility of the proposed 





Figure ‎6-1. (a) The structural dimensions, fields and spin wave 
propagation direction, the respective Cartesian coordinate axes, 
0M  and extH  
outside the shell, and an example vector plot of 
 dM   (the color map represents the amplitude of  dM  , 
 dM  ), where a cylindrical core is perfectly cloaked from 
propagating magnons (outside the shell,
       2 100 2 100d ˆ ˆM sin / nm x x cos / nm x z      ) of 
0q M  type. O represents the origin of the structure. The vector 
plot is magnified in the dashed box. (b) Schematic of 
magnetization precession in anisotropic  . (c) Schematic of 
magnetization precession in anisotropic sM . In (b) and (c), the 
distance between the red and blue curves indicate the amplitude of 
the gyromagnetic factor, while the black dashed curve indicates 
the trajectory of the magnetization M . A thicker M  indicates a 
higher moment in (c). 
 
Based on the linear perturbation of Eq. (6-1), we can write the dynamic 















              0 0d s dM h M m H            , 
               1 10sM M             
                             
  (6-2) 
where      d d ,ex d ,mh h h    . Here, the case of the propagating magnons 
of type 0q M  (the similar discussions apply for 0q M ) is considered, while 
outside the cloaking area (r > b) I assume homogeneous and isotropic magnetic 
moments   0s sM M I  ,  ( I  is the identity matrix), and a gyromagnetic factor 
  0I   , where 0 0sM M y , ˆ . It is assumed that W ,L  and 1d / W , 
where W is the width, L is the length, and d is the thickness of the structure 
(refer to Fig. 6-1(a)). Under this assumption, the dynamic part of the 
magnetization has the form    0 x
ik x
d dM M e 
 ,  ( xk  is the wavenumber in 
the x direction), and the dynamic demagnetization tensor dN  has only two non-
zero components in the xyz coordination system,  1 1 xk dd ,xx xN e / k d       
and 1d ,zz d ,xxN N   .
270,271 The dynamic dipolar field is related to  dM   as 
   d ,m d dh N M  . In addition, the static demagnetization tensor 0N  has 
only one non-zero component 1d ,zzN   , while    0 0 0,mH N M  . The 
isotropic exchange field in the continuum limit can be written as 
     2 0ex dH M M       , where 
2
02 s,A / M   and A  is the 
exchange constant.    2d,ex x dh k M   , while the homogeneity of 0M  
implies  0 0exH  , .  
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6.2.2 Cloaking shell designs based on anisotropic inhomogeneous 
  
In order to achieve cloaking, Eq. (6-2) should remain invariant if 
 dM   is rewritten as  dTM   . The conditions for Eq. (6-2) to remain 
invariant in the transformed space are  1T       and  1T      , 
where           0 0 0d s dM h M m H                  , and 






      
 
            
 ,
 (values with prime refer to the 
transformed space). In the  -based design, it is assumed that the moment is 
isotropic and  sM    can be replaced by the scalar  0sM  , . The invariant 
conditions to satisfy  1T       and  1T       are derived to be  
   0 0rrH T H    , , ,    0 0rrM T M    , , , 
   0 0,r ,rH T H    ,    0 0,r ,rM T M    , 









     , 0zz   , 
    0rr      ,  
     


















.                        
(6-3) 
ii   
( ii ), i = r,  , and z, are the diagonal components of    ( ). 0  is 
the value of the homogeneous Gilbert damping constant outside the cloaking 
area (r > b). For the  -mechanism,  1T       results in three coupled 
equations, which with a straightforward algebraic investigation, determine the 
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invariant conditions for different spatial coordinates of  0H    and  0M    
based on the matrix components of T. Such invariance is achieved using the 
     tensor as a degree of freedom, as shown in Eq. (6-3). To be more 
specific, the  1T       in the z direction leads to (note that 
   d dh Th    and    d dM TM   ) 
   
   
0
0 0 0 0
0 0 0 0
r d rr d r rr d r d r
zz
zz r d d r d r d r
M T h M T h T M H T M H z
T
M h M h M H M H z
     
   


       
 
           
 
, , , , , , , ,
, , , , , , , ,
ˆ
ˆ
.           (6-4)
 
With Tzz = 1, Eq. (6-4) can be satisfied if 0zz   , 
   0 0rrH T H    , , ,    0 0rrM T M    , , ,    0 0,r ,rH T H    , 
and    0 0,r ,rM T M    . In the presence of the latter conditions and noting 
that  0 0,zM    and  0 0,zH   , the invariance of  
1T       in the   
and r directions can be achieved if 
   0 00 0 0zz d z zz d z rr d z d z
rr rr rr
M H
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     
                        
, ,
, , , , , ,ˆ ˆ .         (6-5)
 









     , 
respectively. By using the invariance conditions that satisfy  1T      , the 
constraints on the components of the Gilbert damping tensor   are determined 
by considering  1T      , following similar procedures (see Eq. (6-3) for 
the   components). 
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 It should be mentioned that the conditions in Eq. (6-3) satisfy the 
invariant conditions in all three directions of the cylindrical coordination system, 
if    d dh Th    (note that    d dM TM   ). This condition holds, 
because  dh   can be written as a linear function of  dM   
(      2d d x dh N k M   , where dN  does not have a spatial functionality) 
under the assumptions given above (   0s sM M I  , ,W ,L , 1d / W , 
and    0 x
ik x
d dM M e 
 , ). 
The functionality of    0, rM     in Eq. (6-3) will modify the static field 
   0, rH    through the exchange and dipolar fields, which will contradict the 
other assumptions which led to the established invariance conditions. To cancel 
the redundant static exchange and dipolar fields,    0, rH    should be 
modified as 
                20 00 0, r , r V ˆ ˆH H G , M d M r                        ,
(6-6) 
where  G ,   is the dipolar Green function tensor in the cylindrical 
coordination system. Therefore, the perfect cloaking of magnons which are 
governed by Eq. (6-2) can be achieved for the aforementioned assumptions, if 
Eqs. (6-3, 6-6) are satisfied. This method is named as the  -mechanism, 
contrasting the sM -mechanism that will be described later. It can be inferred 
from Eq. (6-3), that in the  -mechanism,    s sM M I     , where 
   0sM M      is not homogeneous but is isotropic. 
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6.2.3 Cloaking shell designs based on anisotropic inhomogeneous 
sM  
For the  -mechanism, the conditions that should be held for Eq. (6-2) to 
remain invariant under the space transformation required for cloaking 
(  1T       and  
1T      ) are investigated. However, the 
magnetization is a vector field whose magnitude can be anisotropic, enabling 
another approach for rendering Eq. (6-2) invariant. In the transformed space, the 
dynamic part of the magnetization should be    1d dM T M 
   , which can 
be achieved if  
  10s sM M T
   , .                                                                                          (6-7) 
The conditions to achieve invariance in Eq. (6-2) with the assumption of 
Eq. (6-7) become 
   0 0H H    , , ,    0 0M M    , , ,    0 0m T m     , , , 








    , 
 
     


















.                                          (6-8) 
For the sM -mechanism,       should be satisfied instead of 
 1T      , because the assumption in Eq. (6-7) for the sM   tensor renders 
the left part of Eq. (6-2) invariant. To satisfy      , the condition of Eq. 
(6-7) is only required, and the values of the bias field and the static part of the 
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magnetization in the prime and the physical space remain equivalent, 
   0 0H H     and    0 0M M    . It should be noted that since sM   is 
anisotropic,  0M    is not necessarily parallel to  0m    in the shell area 
(refer to Eq. (6-8)). Similar to the  -mechanism, the invariance of        
is guaranteed only if    d dh Th    and    d dM TM   , which is 
achieved under the assumptions stated previously (   0s sM M I  , ,W ,L ,
1d / W , and    0 x
ik x
d dM M e 
 , ). Finally,       should also be 
satisfied, which requires that the components of the tensor   to be as indicated 
in Eq. (6-8). 
It should be noted that the gyromagnetic factor is assumed to be isotropic  
for the sM -mechanism,   0I     . In contrast to the  -mechanism, 
       0 0,r ,rM M      holds for the sM -mechanism (comparing Eq. (6-3) 
and Eq. (6-8)), therefore there is no modification in the static exchange or 
dipolar field (        0 0    , r , rH H ).  
6.3 Numerical demonstration of the cloaking 
mechanisms 
In order to demonstrate the functionality of the proposed magnonic 
cloak, an in-house code has been developed to solve the LLG equation (Eq. (6-
1)) for the anisotropic  , sM , 
and  . In each time step, the exchange and 
dipolar fields were first calculated. Exchange fields were calculated using only 
the nearest neighbors. Dipolar fields were calculated using the fast Fourier 
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transform method. After field calculations, the anisotropic LLG differential 




 on both sides, was solved using the 
Runge-Kutta numerical method for the magnetization of each cell. The 
maximum time step of 0.01 ps was used. The time-steps were modified to meet 
the relative error criteria of 10-9.  
It is assumed that the structure dimensions in Fig. 6-1(a) are W = 420 nm, 
L = 820 nm, c = 50 nm, b = 100 nm, d = 3.8 nm, xc = 550 nm, and yc = 210 nm 
(xc and yc are the center positions of the cylindrical core along the x and y 
directions, respectively, with respect to the origin). The transformation function 
   g r c r b c b   /  is employed. The meshing cells are cubic and have the 
dimensions of 2 nm  2 nm  3.8 nm. In the non-transformed area, it is assumed 
that 0m yˆ , 10000extH y ˆ Oe, 
5
0 8 10sM  , A/m, 
110 5 10A  . J/m, and 
5
0 2 2 10  .  Hz/(A·m). The microwave excitation is applied as 
 1mw mw ˆh sin t x   Oe, at x = 800 nm. The microwave excitation frequency 
was set as 
92 50 10mw     rad/s. Matched layers (ML) of 4 nm width were 
applied in all four in-plane boundaries. In the ML area 0 1  , while 0 0 01  .  
for the rest of the structure. 
Figure 6-2 shows the snapshot of the magnetization in the z direction 
( zM ) at t = 2.2 ns (well before the wave reaches the ML layer at x = 0, in which 
case the reflection drives its adjacent magnetization dynamics unstable). The 
dashed lines at x = 800 nm represent the microwave excitation lines, inducing 
spin waves propagating in the –x direction. The horizontal lines in Fig. 6-2 
separate regions of each graph that have a specific color-code shown in their 
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right side. Figure 6-2(a) demonstrates the spin wave configuration when there is 
no cylindrical core (b = 0 and c = 0). It can be observed that due to the finite 
width (W = 420 nm), in addition to the propagating magnons in the –x direction, 
standing spin waves are formed across the y direction ( 0yk  ). Figure 6-2(b) 
shows a case with a cylindrical core while no cloaking mechanism was applied 
(b = 50 nm and c = 50 nm). The shadowing of the core in the spin wave 
configuration can be clearly observed in Fig. 6-2(b). Figure 6-2(c) and Figure 6-
2(d) show the cases where the  -mechanism and sM -mechanism were applied, 
respectively, with b = 100 nm and c = 50 nm. Both Fig. 6-2(c) and Fig. 6-2(d) 
demonstrate the reduction of the shadow of the core in comparison with Fig. 6-
2(b).  
 
Figure ‎6-2. The magnetization in the z direction ( zM ) after 2.2 ns 
of an excitation with   1 2 50mw ˆh sin / GHz t x    Oe at x = 
800 nm. (a) No cylindrical core (b = 0 and c = 0). (b) Cylindrical 
core but no cloaking shell (b = 50 nm and c = 50 nm). (c) 
Cylindrical core with the shell designed for the  -mechanism (b = 
100 nm and c = 50 nm). (d)  Cylindrical core with the shell 
designed for the sM -mechanism (b = 100 nm and c = 50 nm). The 
dashed boxes represent the shadow region used for calculation of 
 z ,srM x  plotted in Fig. 6-3(a). The inner circle shows the 
boundary of the core. The larger circle shows the outer boundary 


















   are shown in Fig. 
6-3(a) and 6-3(b) for 0 420x   nm and 0 820x  nm, respectively. In 
particular, Fig. 6-3(a) shows a quantitative comparison of zM  
in the shadowing 
region (the dashed boxes in Fig. 6-2) for all the four cases in Fig. 6-2. It can be 
seen that the spin-waves are suppressed after the propagation through the core 
where no cloaking mechanism is applied, while both the cloaking mechanisms 
have the values of  z,srM x  close to that of no core. Despite this signature of 
cloaking (reduction in the core shadow) shown in Fig. 6-2 and Fig. 6-3(a), Fig. 
6-3(c), showing that the total average of zM  in the y direction 








M x M x, y dy
nm
  ) for 0 420x  nm, has almost the same 
value for all four cases. The reason is that the energy exchange between the 
standing spin wave in the y direction and the propagating spin wave in the x 
direction provides a nonlinear route for the magnon population to pass through 
such cores. This can also be justified by the results in Fig. 6-3(b) and (d) that 
show  z ,srM x  and  z ,TM x  for the whole range of x, respectively, with 
similar amplitudes for all four cases. If such standing spin waves in the y 
direction are omitted from the system by expanding the width of the magnetic 
structure (W  ), we can expect to observe higher reflection and shadow o f 
the core with no cloaking mechanism, and clearer cloaking for both the  -
mechanism and sM -mechanism. 
The main reason behind the imperfection of the cloaking for both 
mechanisms (refer to Fig 6-2(c-d)) is that due to the existence of the waveform 
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in the y direction, the assumption of    d dh Th   , which was the basis for 
derivation of the material properties in the shell, is no longer perfectly satisfied. 
   d dh Th    holds if only one of the 0q M  or 0q M  modes exists. 
Other reasons for the cloaking imperfections observed in Fig. 6-2(c-d) are using 
cubic (aligned with the Cartesian axes) and a limited number of cells in the shell 
for the simulations. The difference between the results of the  -mechanism and 
sM -mechanism, corresponding to Fig. 6-2(c) and (d) respectively, originates 
from the degree of vulnerability of the methods with respect to the discrepancy 
of    d dh Th    from perfection due to mixing of the 0q M  and 0q M  
modes. For the sM -mechanism, mixing affects the dynamic dipolar field 
(  d ,mh   ) leading to distortion and inaccuracy of Eq. (6-8), while for the  -
mechanism, in addition to the distortion induced by  d ,mh   , Eq. (6-3) no 
longer holds exactly. Therefore, more distortion for the  -mechanism in 
comparison with the sM -mechanism in the presence of mode-mixing is 





Figure ‎6-3. The variation of average zM  














  ) for (a) 0 420x   nm (the 
shadow region of the core), and (b) 0 820x   nm. The variation 








M x M x, y dy
nm
  ) for (c) 
0 420x   nm and (d) 0 820x   nm. 
 
6.4 Spin-metamaterials for transformation magnonics 
6.4.1 Physical feasibility of the  -mechanism 
Figures 6-4(a-c) show the material properties ( rr /   ,  sM  , and 
0zz /  ) and the direction of the external field  extH   for the  -mechanism 
based on Eq. (6-3). Figure 6-5(a-b) show s,rr s,M / M   and 0zz /   for the 
sM -mechanism based on Eq. (6-7) and Eq. (6-8). Magnon cloaking by the  -
mechanism or the sM -mechanism cannot be achieved in metallic ferromagnets 
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as the large anisotropy in   or sM  is not possible. In addition, the anisotropy 
and tuning range of   is limited in the magnetic molecules or magnetic 
semiconductors for realizing the  -mechanism (refer to Fig. 6-4(a)).
272,273 
However, high anisotropy and the large tuning range of   is possible in 
quantum dot molecules (QDM) (refer to the box in Fig. 6-4(d) for a stacked 
quantum dot molecule schematic).68,274-276 Spin states in quantum dots (QD) or 
QDMs are the main candidates for quantum computing.277 It has been 
demonstrated theoretically and experimentally that the Lande g-factor or   in 
our notation, can be tuned in a large range (including zero crossing) in quantum 
wells (QW), QDs, and QDMs with an electric field. However, for QDMs, the 
effect of the electric field is much richer on tuning both the amplitude and the 
anisotropy of the hole-spin Lande g-factor. There are rich crossings and anti-
crossings for the ground, the excitonic, and the charged excitonic 
states.67,68,161,274,275,278-282 The crossings and anti-crossings in QDMs occur due to 
bonding and anti-bonding of electron and hole wave functions between the two 
QDs in a typical stacked QDM (refer to Fig. 6-4(d)) which occur by changing 
the electric field.68,274,278 In the right part of the Fig. 6-4(d), a schematic of a 
QDM, its respective Cartesian coordination, the applied electric field in the z 
direction ( z qE , , where q is the number of the QDM in the QDM ensemble) and 
the magnetic field qB  are depicted.  
It has been demonstrated theoretically that for a QDM in Fig. 6-4(d), the 
axes of the Lande g-factor (  ) ellipsoid are along the z direction, q qˆ ˆx y , and 
q q
ˆ ˆx y  ( qx  and qy  are the local Cartesian directions for the QDM number q). 
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Based on this information about QDMs, it is proposed that the  -mechanism be 
utilized for an ensemble of QDMs as depicted schematically in the left part of 
Fig. 6-4(d). If we assume  q qˆ ˆ ˆx y r  and  q q ˆˆ ˆx y  , the value of zz  can 
be tuned for more than 100%, while 
rr  and   can be tuned for up to 800% 
with varying z qE , .
68 However, rr  and zz  are spatially constant in the shell, 
while varying z qE ,  for tuning   will change rr  and zz  as well. To 
overcome this issue, the local angle ( q ) of q qˆ ˆx y  can be utilized with respect 
to rˆ  as another variable. In addition, the application of a spatially functionalized 
strain (adjacent piezoelectric layers) or doping can be used as other tuning 
factors for achieving the desired   at the position of QDM number q (refer to 
Fig. 6-4(a)). To achieve the required  sM   configuration for the  -
mechanism (refer to Fig. 6-4(b)), the density of the QDMs in the cloaking shell 
should be spatially functionalized. However, the inhomogeneous distribution of 
QDMs in the shell causes inhomogeneity of distance between the QDMs, which 
directly affects the respective exchange mechanisms. To compensate this effect, 
a spatially functionalized electric field can be applied in the semiconductor 
regions between the QDMs to tune the exchange strength.162,283 The spin 
lifetime in QDs can be up to the order of µs,284 and due to the atomic- like 
behavior of QDs, the phenomenological Gilbert damping and the required 




Figure ‎6-4. Spatial pattern of (a) rr /   , (b)  sM   (color 
map) and  extH   (cone plot), and (c) 0zz /   for the  -
mechanism. (d) The schematic of the ensemble of quantum dot 
molecules is in the left section. The schematic of an individual 
quantum dot molecule, its Cartesian coordination, the electric field 
( z ,qE ), and magnetic field ( qB ) are in the right section. In (a-c), 
the white regions in the center are hollow and no value is assigned 
to them. 
 
6.4.2 Physical feasibility of the sM -mechanism 
There are theoretical and experimental demonstrations for anisotropies 
in both the moment and exchange interaction in magnetic semiconductors.160,285-
294 Those anisotropies stem from the spin orbit interactions (SOI) in the 
materials that lack the inversion symmetry. In bulk semiconductors with 
wurtzite or zinc-blende crystalline structures, the antisymmetric part of the 
anisotropic exchange of the localized electrons is dominated by Dzyaloshinskii-
Moriya interaction (DMI)239,240 which is the first-order perturbation in the SOI 
of Rashba44 and Dyakonov-Kachorovskii295 types. There have been 
131 
 
experimental demonstrations of anisotropic exchange by showing anisotropic 
dephasing in bulk GaN and impurity-bound electrons in n-doped ZnO.287,288  
There have been theoretical and experimental demonstrations of 
magnetic orderings in semiconductors.285,289,293,296-312 Such magnetic orderings 
have been achieved due to the presence of carrier-doping, cation vacancy, cation 
substitution, anion vacancy, anion substitution, interstitial impurities, structural 
strain, and a combination of them. Although a wide range of doping and defect 
gives rise to local spins or orbital moments, not all of them forms a long range 
magnetic order. The exchange interaction between local moments is governed 
by several mechanisms, such as double exchange and superexchange. In 
addition to large magnetic orderings, the anisotropy in moments has been 
demonstrated in several oxides like substituted ZnO, V doped SnO2, HfO2, and 
TiO2, as well as Li2(Li1-xFex)N.
285,286,289,293,298,312,313 The anisotropic moment 
arises due to lifting of the degeneracy in orbital interactions, and mixing of 
molecular orbitals surrounding the point defects induced by oxygen vacancies, 
cation vacancies and interstitial or substitution impurities. Molecular orbitals 
surrounding the point defects mix with the nearest neighbors and next nearest 
neighbors (source of magnetic ordering), enabling the possibility of different 
anisotropy patterns based on the respective position of the impurities (depends 
on the SOI strength of the defect).  
In order to be more specific, a system of interstitial impurities and 
oxygen vacancies in a metal-oxide is proposed. Figure 6-5(c) shows a 221 
supercell of rutile crystalline structure consisting of metal sites and oxygen sites, 
hosting two interstitial impurities and an oxygen vacancy, for example. The 
surrounding oxygen octahedral of the interstitial imposes a crystal field on the 
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impurity and possibly splits the degenerate bands based on the symmetry rules. 
If the bonding molecular orbitals induced by impurities are filled with carriers, 
an orbital moment can be generated. In the presence of spin-orbit coupling, the 
impurity induced spin-moment aligns with the orbital moment and if an 
exchange mechanism exists, both the orbital moment and spin moment can give 
rise to a macroscopic ferromagnetic order. The presence of oxygen vacancy (Vo) 
provides electrons, and if its defect state overlaps with the impurity induced 
bands, there could be both orbital moments and long-range exchange 
interaction.285,289,293,297,302,304,305,308,309,311 Therefore, it is important to choose the 
host and interstitial metals in order to have the required interactions. The 
amplitude and the direction of the electric field iE  on the supercell i can 
determine the respective configuration of the impurities and defects.  
In the rutile structure, there are four independent octahedral sites for 
interstitial impurities, as indicated in Fig. 6-5(d). Figure 6-5(d) shows a 
simplified demonstration of the molecular orbitals as charge rings  1 2 3 4, ,  that 
give rise to orbital moment vectors  1 2 3 4, ,v . The coexistence of orbital moment 
and high SOI results in anisotropic moments. In order to control the axis of 
anisotropy, there is a need for at least two interacting interstitial impurities. 
Figure 6-5(e) shows a possible route to control the anisotropy axis in the entire 
three dimensions. If the distance of the Vo to the interstitial impurity in site A is 
less than its distance to site B, the carrier density in the charge ring of A will be 
higher than that of B. Therefore the orbital magnetization in A will be higher 




Tv . It can be inferred from Fig. 6-5(d) and 6-5(e) that the 
direction of 
Tv  can be tuned by placing the impurities in different octahedral 
sites and placing the oxygen vacancy in different oxygen sites. Spatial 
functionalization of the temperature,289 impurity concentration, charge doping, 
and oxygen vacancy can be utilized for tuning the amplitude of the moment as is 
needed in addition to the anisotropy direction to achieve the desired 
sM .  
The proposed method of transformation magnonics for spin wave 
cloaking may be very challenging to be realized experimentally, as it requires 
spatially varying anisotropic   or sM  
with precision on the nanometer scale. 
However, the proposed mechanisms may find plausible applications in simpler 
transformation designs such as magnon lenses, concentrators, bending 







Figure ‎6-5. Spatial pattern of (a) s,rr s,M / M  , and (b) 0zz /   
for the sM -mechanism. (c) Example schematic of a rutile 
crystalline structure consisting of metal and oxygen sites, as well 
as an interstitial impurity and oxygen vacancy positions. The right 
panel is an example of the octahedral oxygen coordination of an 
interstitial impurity. iE  is the external electric field on the 
supercell i using Cartesian coordinates. Gray spheres represent 
metal (e.g. Sn, Hf, Ti etc.), red ones are O, green spheres are 
interstitial impurities (e.g. transition metals like V), and the hollow 
sphere is an oxygen vacancy Vo. (d) The schematic of the charge 
rings  1 2 3 4, ,  and the orbital moment directions  1 2 3 4, ,v , for the 
four possible independent oxygen octahedral coordination of the 
interstitial impurities. (e) The schematic of the interaction of two 
adjacent interstitial impurity sites (A and B) with the nearby Vo, 
the resulting charge ring hybridization, and orbital moments. Av , 
Bv , and Tv  are the orbital moments of site A, site B, and the 
hybridization, respectively. It is assumed that Vo is closer to site A 
than to site B. In the right panel, the orbital moment vectors are 
shown with the same origin. In (a-b), the white regions in the 





6.5 Summary and outlook 
Two transformation-magnonics based approaches for cloaking of a 
cylindrical non-magnetic core have been proposed. The  -mechanism imposes 
an inhomogeneous anisotropic gyromagnetic tensor in the cloaking shell, while 
the sM -mechanism is based on inhomogeneous and anisotropic magnetic 
moments. It was shown that the wavefront of the incident spin-wave remains 
invariant after propagating through the shell for both mechanisms, indicating 
that the non-magnetic cylindrical core has been invisible towards the incident 
magnons. The feasibility of the  -mechanism in the ensemble of quantum dot 
molecules was discussed. Functionalized defects in magnetic oxides are 
proposed for the feasibility of the sM -mechanism. The reported design 
mechanism of transformation magnonics for manipulating magnons in magnetic 
semiconductors or quantum dot ensembles paves an alternative way for 
realizing advanced functionalities such as magnonic cloaking, lensing, and 
concentrations, etc. 
The transformation technique introduced in this chapter can be used in the 
future for concentrating spin waves, as it has been done for concentrating 
currents in Graphene and topological insulators (TI),181,182 and light in photonic 
designs.183,184 Concentrating spin waves in spatial points can be utilized as 
another method for focused excitations, which in turn can be used as an 
alternative for inducing magnetization reversal in adjacent bit matrices, with 
non-local excitation in larger dimensions than the targeted data bit. Figure 6-6 
shows a memory concept based on using transformation magnonics for 
concentrating the spin wave power flow in desired spatial points. The blue dots 
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are functionalized such that a desired spin wave concentration is achieved by 
transformation of space. If the concentrated spin wave area covers a nanodot 
matrix, the method presented in Chapter 2 can be utilized to induce selective 
reversal in that matrix while other nanodot matrices remain unexcited or excited 
by low power spin waves.    
 
Figure ‎6-6. (a) Schematic of a magnetic memory proposal using 
concentrators based on transformation magnonics. Some 
parameters (e.g. Lande g-factor) of each blue dot (i,j) is controlled 
with a gating voltage Vi,j. The collection of blue dots determines 
the spin wave propagation. In (a), Vi,j = f(i,j) can be assigned such 
that the power flow has a peak in a spatial point, indicated here as 
origin O (it can be any other point). The coplanar waveguide is fed 
by the microwave voltage Vmw and excites spin waves in the 
magnetic media. Each blue dot covers a matrix of magnetic dots 
used to store data in their magnetization. (b) The focused view of a 
boxed area in (a) while Vmw ≠ 0 and Vi,j = f(i,j) and concentration is 
on the nanodot matrix under blue dot (0,0) or O. Based on the 
reversal method presented in Chapter 2, the large enough spin 
wave can be used to selectively switch a pattern in the dot matrix. 
(c) An example of the reversal state in the targeted matrix, where 
the Vmw = 0 and Vi,j = 0 in the retention mode. In (a) and (b), the 
concentrator power flow color plot is adapted from ref. 184,183 
where a concentrator for optical waves based on transformation 
optics was demonstrated.  
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 Conclusions and future work  Chapter 7:
7.1 Conclusions 
In Chapters 2 and 3, it is demonstrated how magnetostatic correlation in 
matrices of magnetic nanodots can be utilized to address the magnetization of 
individual bits by a common excitation. The method proposed in Chapter 2 can 
be utilized for HDD technology to go beyond its current storage capacity 
limitations by using existing write/read head dimensions while implementing 
microwave emitters of STOs. In Chapter 3, the proposed selectivity method can 
be applied to the MRAM technology to substantially increase the storage 
capacity while keeping the CMOS circuitry suitable for lower storage capacities 
of the current technological approach. Both the methods in Chapter 2 and 
Chapter 3 require microwave excitations, either as irradiation or current 
modulation. In Chapter 4, a method for synchronizing several STOs was 
proposed; the method was based on spin pumping and the recently discovered 
SHE and ISHE. 
In Chapter 5, the fs- laser excitation was utilized to achieve AOS in 
magnetic transition metal/high spin-orbit scattering metal bilayers. It was shown 
that spin-dependent diffusive transport in the presence of SOI mechanisms can 
lead to ultrafast magnetization reversal if certain conditions in the parameter 
space are satisfied; specifically the light absorption pattern plays an important 
role. The specific features of this switching mechanism are that it is suitable for 
perpendicularly magnetized high anisotropy nanodots (main candidates for 
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magnetic memories), is ultrafast (tens of femtosecond), and is independent of 
the direction of magnetization or polarization of light. 
Chapter 6 took a step beyond the existing methods for the manipulation o f 
magnetization dynamics, and introduced transformation techniques in the 
thriving field of magnonics for the first time. The cloaking of a cylindrical hole 
with two different designs for a magnetic shell was demonstrated. Parameters 
such as the gyromagnetic ratio and moment were defined through tensors which 
were designed in order to transform space to make the environment for wave 
propagation as if there were no holes. It was also discussed how transformation 
magnonic can be extended in the future to provide an alternative memory 
concept. 
All the proposals discussed in Chapters 2–6 will enable substantial 
advances in magnetic data manipulation through different flavors of excitations. 
All the methods have been proven by theoretical and numerical approaches, and 
can be used and modified based on the requirements of different applications, 
and should be elaborated in the context of experiments.  
7.2 Future work 
In the context of the different chapters of this thesis, the projected future 
works are to expand the possibilities enabled by the introduced transformation 
magnonic in Chapter 6. First, spin-metamaterial systems based on the proposals 
in Chapter 6, namely QD ensembles or defect engineering in magnetic oxides,  
should be theoretically and numerically elaborated to demonstrate the required 
tensors of the moment or gyromagnetic ratio. After that, other types of space 
transformation should be pursued to achieve applications such as spin wave 
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concentration, and the required spin-metamaterial systems should be designed 
and demonstrated. 
Apart from the subjects discussed in Chapters 2–6, future work can 
address more futuristic types of manipulation that can be utilized for atomistic 
data retention through spatial scaling of spin manipulation in quantum many-
body systems. Recently, manipulating the magnetization of single isolated Fe 
atom chains by scanning tunneling microscopy (STM) tips has been 
demonstrated.314 It is therefore not far from reality that the future of magnetic 
data retention can involve the storage of data in the magnetization of single 
atoms. For the manipulation of single atom magnetization, there should be a 
method that can excite in atomistic dimensions, such as exciting by spin-
polarized currents from STM tips. However, in the spirit of Chapters 2 and 3 of 
this thesis, a method that can excite in higher spatial dimension scales and yet 
manipulate magnetization in the atomistic level can be pursued.  
The spin lattices have been a central subject of spin crystal, liquid and 
glass phases, and there have been studies on the effect of background curvature 
and geometry as a path for the manipulation of phase transitions.315-318 Despite 
the recent revival of studies on geometric degrees of freedom in fractional 
quantum Hall (FQH) states of 2D electron gases, such studies have not been 
fully extended to the lattice counterpart, fractional Chern insulators, or quantum 
spin liquids.319,320 The geometry of lattice and the many-body interactions can 
be utilized to modify the bulk-boundary correspondence and induce particular 
phase transitions. The objective of the future project could be to introduce 
negative curvature in many-body interactions on a topological band of a spin-
polarized lattice to make correspondence between the boundary and bulk spatial 
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dimension scales. This correspondence can open up a path for atomistic control 
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