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Abstract. The Delannoy numbers and Schro¨der numbers are given by
Dn =
n∑
k=0
(
n
k
)(
n+ k
k
)
and Sn =
n∑
k=0
(
n
k
)(
n+ k
k
)
1
k + 1
,
respectively. Let p > 3 be a prime. We mainly prove that
p−1∑
k=1
DkSk ≡ 2p
3Bp−3 − 2pH
∗
p−1 (mod p
4),
where Bn is the n-th Bernoulli number and thoseH
∗
n are the alternating harmonic numbers
given by H∗n =
∑n
k=1
(−1)k
k
. This supercongruence was originally conjectured by Z.-W. Sun
in 2011.
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1 Introduction
In combinatorics, the n-th Delannoy number describes the number of paths from (0, 0) to
(n, n), using only steps (1, 0), (0, 1) and (1, 1), while n-th Schro¨der number represents the
number of such paths that do not rise above the line y = x. It is known that
Dn =
n∑
k=0
(
n
k
)(
n+ k
k
)
and Sn =
n∑
k=0
(
n
k
)(
n+ k
k
)
1
k + 1
.
Z.-W. Sun [8,9] have proved some amazing arithmetic properties of Delannoy numbers
and Schro¨der numbers. For example, he showed that for any odd prime p,
p−1∑
k=1
Dk
k2
≡ 2
(
−1
p
)
Ep−3 (mod p),
p−1∑
k=0
D2k ≡
(
2
p
)
(mod p),
1
where
(
·
p
)
denotes the Legendre symbol and En is the n-th Euler number. In 2011, Z.-W.
Sun [8] also raised some interesting conjectures involving those numbers, one of which was
Conjecture 1.1 Let p > 3 be a prime. Then
p−1∑
k=1
DkSk ≡ −2p
p−1∑
k=1
(−1)k + 3
k
(mod p4). (1.1)
Define the following two polynomials:
Dn(x) =
n∑
k=0
(
n
k
)(
n+ k
k
)
xk and Sn(x) =
n∑
k=0
(
n
k
)(
n+ k
k
)
xk
k + 1
.
Note that Dn(
x−1
2
) coincides with the Legendre polynomial Pn(x). Recently, Guo [4]
proved that for any prime p and integer x satisfying p ∤ x(x+ 1),
p−1∑
k=0
(2k + 1)Dk(x)
3 ≡ p
(
−4x− 3
p
)
(mod p2),
p−1∑
k=0
(2k + 1)Dk(x)
4 ≡ p (mod p2),
and thus confirmed some conjectures of Z.-W. Sun [9].
Congruences for similar numbers and polynomials have been widely studied by several
authors, see, for example, Ahlgren and Ono [1], Gessel [3] and Pan [6].
Our first result is the following congruence:
Theorem 1.2 Let p be an odd prime and x be an integer not divisible by p. Then
p−1∑
k=1
Dk(x)Sk(x) ≡ 0 (mod p). (1.2)
Note that, by the equation below (16) in Lehmer’s paper [5],
p−1∑
k=1
1
k
≡ −
p2
3
Bp−3 (mod p
3), (1.3)
where Bn is the n-th Bernoulli number given by
x
ex − 1
=
∞∑
n=0
Bn
xn
n!
, for 0 < |x| < 2pi.
From (1.3), it is clear that (1.1) is equivalent to the following supercongruence:
2
Theorem 1.3 Let p > 3 be a prime. Then
p−1∑
k=1
DkSk ≡ 2p
3Bp−3 − 2pH
∗
p−1 (mod p
4), (1.4)
where H∗n =
∑n
k=1
(−1)k
k
.
We will prove this supercongruence in Section 3.
2 Proof of Theorem 1.2
We begin with the following combinatorial identity (see [4, (2.5)]):
(
k
i
)(
k + i
i
)(
k
j
)(
k + j
j
)
=
i∑
r=0
(
i+ j
i
)(
j
i− r
)(
j + r
r
)(
k
j + r
)(
k + j + r
j + r
)
=
i+j∑
s=max{i,j}
(
s
i
)(
s
j
)(
i+ j
s
)(
k
s
)(
k + s
s
)
. (2.1)
Using (2.1) and exchanging summation order, we have
p−1∑
k=0
Dk(x)Sk(x)
=
p−1∑
k=0
k∑
i=0
k∑
j=0
(
k
i
)(
k + i
i
)(
k
j
)(
k + j
j
)
xi+j
j + 1
=
p−1∑
k=0
k∑
i=0
k∑
j=0
∑
s
(
s
i
)(
s
j
)(
i+ j
s
)(
k
s
)(
k + s
s
)
xi+j
j + 1
=
p−1∑
i=0
p−1∑
j=0
∑
s
(
s
i
)(
s
j
)(
i+ j
s
)
xi+j
j + 1
p−1∑
k=max{i,j}
(
k + s
s
)(
k
s
)
. (2.2)
Noticing that s ≥ max{i, j} in (2.2) and applying the following identity:
n−1∑
k=s
(
k
s
)(
k + s
s
)
=
n
2s+ 1
(
n+ s
s
)(
n− 1
s
)
,
3
which can be easily proved by induction on n, we get
p−1∑
k=0
Dk(x)Sk(x)
= p
p−1∑
i=0
p−1∑
j=0
p−1∑
s=0
(
s
i
)(
s
j
)(
i+ j
s
)(
p+ s
s
)(
p− 1
s
)
xi+j
(j + 1)(2s+ 1)
= p
p−1∑
s=0
2p−2∑
m=0
p−1∑
j=0
(
s+ 1
j + 1
)(
s
m− j
)(
m
s
)(
p+ s
s
)(
p− 1
s
)
xm
(s+ 1)(2s+ 1)
, (2.3)
where m = i+ j. By Chu-Vandermonde formula, we have
s∑
j=0
(
s + 1
j + 1
)(
s
m− j
)
=
(
2s+ 1
m+ 1
)
, for s ≤ m. (2.4)
It follows from (2.3) and (2.4) that
p−1∑
k=0
Dk(x)Sk(x)
= p
p−1∑
s=0
2p−2∑
m=0
(
2s+ 1
m+ 1
)(
m
s
)(
p+ s
s
)(
p− 1
s
)
xm
(s+ 1)(2s+ 1)
= p
2p−2∑
m=0
p−1∑
s=0
(
2s
m
)(
m+ 1
s+ 1
)(
p+ s
s
)(
p− 1
s
)
xm
(m+ 1)2
. (2.5)
Since the summands in right-hand side of (2.5) are congruent to 0 mod p for m 6= p− 1,
we immediately get
p−1∑
k=0
Dk(x)Sk(x) ≡
xp−1
p
p−1∑
s=0
(
2s
p− 1
)(
p
s+ 1
)(
p+ s
s
)(
p− 1
s
)
(mod p).
Note that 1
p
(
2s
p−1
)(
p
s+1
)
is always p-adically integral for 0 ≤ s ≤ p−1 and
(
p+s
s
)(
p−1
s
)
≡ (−1)s
(mod p). Thus,
p−1∑
k=0
Dk(x)Sk(x) ≡
xp−1
p
p−1∑
s=0
(−1)s
(
2s
p− 1
)(
p
s+ 1
)
(mod p)
= xp−1
p−1∑
s=0
(
2s
s
)(
s
p− 1− s
)
(−1)s
s+ 1
.
Furthermore, applying the following identity
m∑
s=0
(
2s
s
)(
s
m− s
)
(−1)s
s+ 1
= (−1)m, (2.6)
which can be proved by Zeilberger’s algorithm (see [7]), and then noting thatD0(x)S0(x) =
1 and xp−1 ≡ 1 (mod p) for p ∤ x, we complete the proof.
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3 Proof of Theorem 1.3
Let
H(2)n =
n∑
k=1
1
k2
be the n-th generalized harmonic number of order 2. The following lemmas will be used
in our proof of Theorem 1.3.
Lemma 3.1 Let m be a nonnegative integer. Then
m∑
s=0
(
2s
s
)(
s
m− s
)
(−1)s
s+ 1
H(2)s =
2(−1)m
m+ 1
m∑
s=0
H(2)s . (3.1)
Proof. Denote both sides of (3.1) by S1(m) and S2(m), respectively. Applying the multi-
variable Zeilberger algorithm (see [2]), we find that S1(m) and S2(m) satisfy the same
recurrence:
(m+ 4)(m+ 3)2Si(m+ 3) + (m+ 3)(3m
2 + 16m+ 22)Si(m+ 2)
+ (m+ 2)(3m2 + 14m+ 17)Si(m+ 1) + (m+ 1)(m+ 2)
2Si(m) = 0, for i = 1, 2.
Also, it is easily verified that S1(m) = S2(m) for m = 1, 2, 3. This proves the lemma. 
Lemma 3.2 Let p > 3 be a prime and m be a positive integer such that p ≤ m ≤ 2p− 2.
Then
p−1∑
s=0
(
2s
s
)(
s
m− s
)
(−1)s
s + 1
≡ (−1)m
(
−1 +
2p
m+ 1
+
2p2
m+ 1
m−p∑
s=0
H(2)s
)
(mod p3). (3.2)
Proof. By (2.6), we have
p−1∑
s=0
(
2s
s
)(
s
m− s
)
(−1)s
s+ 1
= (−1)m −
m∑
s=p
(
2s
s
)(
s
m− s
)
(−1)s
s+ 1
. (3.3)
Letting m = p + r, 0 ≤ r ≤ p− 2 and s → s + p in the right-hand side of (3.3), we find
that (3.2) is equivalent to
r∑
s=0
(
2p+ 2s
p+ s
)(
p+ s
r − s
)
(−1)s
p + s+ 1
≡ 2(−1)r
(
1−
p
p+ r + 1
−
p2
p + r + 1
r∑
s=0
H(2)s
)
(mod p3). (3.4)
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Note that(
2p+ 2s
p+ s
)(
p+ s
r − s
)
=
2s
(r − s)!
(
2p
p
) s∏
i=1
(2p+ 2i− 1) /
2s−r∏
i=1
(p+ i)
≡
2s+1
(r − s)!
s∏
i=1
(2p+ 2i− 1) /
2s−r∏
i=1
(p+ i) (mod p3), (3.5)
where we have used Wolstenholme’s theorem
(
2p
p
)
≡ 2 (mod p3) for p ≥ 5. Now consider
the following rational function:
fr,s(x) =
(−2)s
(r − s)!(x+ s+ 1)
s∏
i=1
(2x+ 2i− 1) /
2s−r∏
i=1
(x+ i).
Taking the logarithmic derivative on both sides, we obtain
f ′r,s(x) = fr,s(x)
(
s∑
i=1
2
2x+ 2i− 1
−
2s−r∑
i=1
1
x+ i
−
1
x+ s+ 1
)
. (3.6)
Differentiating both sides of (3.6), we get the second order derivative:
f ′′r,s(x) = fr,s(x)
(
s∑
i=1
2
2x+ 2i− 1
−
2s−r∑
i=1
1
x+ i
−
1
x+ s+ 1
)2
+ fr,s(x)
(
1
(x+ s+ 1)2
+
2s−r∑
i=1
1
(x+ i)2
−
s∑
i=1
4
(2x+ 2i− 1)2
)
.
It is not hard to see that
fr,s(0) =
(
2s
s
)(
s
r − s
)
(−1)s
s+ 1
,
r∑
s=0
fr,s(0) = (−1)
r. (by (2.6)) (3.7)
Similarly to the proof of (3.1), we can obtain the following two identities:
r∑
s=0
f ′r,s(0) =
(−1)r+1
r + 1
, (3.8)
r∑
s=0
f ′′r,s(0) =
2(−1)r
(r + 1)2
+
2(−1)r+1
r + 1
r∑
s=0
H(2)s . (3.9)
Now combining (3.7)-(3.9), we get the first three terms of Taylor expansion:
r∑
s=0
fr,s(x) = (−1)
r
(
1−
x
r + 1
+
x2
(r + 1)2
−
x2
r + 1
r∑
s=0
H(2)s
)
+O
(
x3
)
= (−1)r
(
1−
x
x+ r + 1
−
x2
x+ r + 1
r∑
s=0
H(2)s
)
+O
(
x3
)
. (3.10)
6
The proof of (3.4) directly follows from (3.5) and (3.10). 
Lemma 3.3 Let p > 3 be a prime and m be a nonnegative integer. Then
m∑
s=0
H(2)s ≡
p−m−2∑
s=0
H(2)s (mod p), for 0 ≤ m ≤ p− 2. (3.11)
Proof. Note that
H(2)s +H
(2)
p−s−1 =
s∑
k=1
1
k2
+
p−1∑
k=s+1
1
(p− k)2
≡
p−1∑
k=1
1
k2
≡ 0 (mod p). (3.12)
In particular, letting s = p−1
2
in (3.12) yields H
(2)
p−1
2
≡ 0 (mod p). Assuming m ≤ p−3
2
and
using (3.12), we obtain
p−m−2∑
s=0
H(2)s −
m∑
s=0
H(2)s =
p−1
2∑
s=m+1
(
H(2)s +H
(2)
p−s−1
)
−H
(2)
p−1
2
≡ 0 (mod p).
This completes the proof. 
Proof of (1.4). Letting x = 1 in (2.5) reduces to
p−1∑
k=0
DkSk = p
2p−2∑
m=0
p−1∑
s=0
(
2s
m
)(
m+ 1
s+ 1
)(
p + s
s
)(
p− 1
s
)
1
(m+ 1)2
= p
2p−2∑
m=0
p−1∑
s=0
(
2s
s
)(
s
m− s
)(
p+ s
s
)(
p− 1
s
)
1
(m+ 1)(s+ 1)
. (3.13)
Note that for 0 ≤ s ≤ p− 1,(
p+ s
s
)(
p− 1
s
)
=
(p2 − s2) · · · (p2 − 12)
(s!)2
≡ (−1)s
(
1−H(2)s p
2
)
(mod p4). (3.14)
Since for 0 ≤ s ≤ p− 1 and 0 ≤ m ≤ 2p− 2, p
(m+1)(s+1)
(
2s
s
)
is always a p-adic integer, it
follows from (3.13) and (3.14) that
p−1∑
k=0
DkSk
≡ p
2p−2∑
m=0
p−1∑
s=0
(−1)s
(
2s
s
)(
s
m−s
)
(m+ 1)(s+ 1)
− p3
2p−2∑
m=0
p−1∑
s=0
(−1)s
(
2s
s
)(
s
m−s
)
(m+ 1)(s+ 1)
H(2)s (mod p
4). (3.15)
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We shall prove (1.4) by establishing the following three supercongruences:
p
p−1∑
m=0
p−1∑
s=0
(−1)s
(
2s
s
)(
s
m−s
)
(m+ 1)(s+ 1)
≡ 1− pH∗p−1 (mod p
4), (3.16)
p
2p−2∑
m=p
p−1∑
s=0
(−1)s
(
2s
s
)(
s
m−s
)
(m+ 1)(s+ 1)
≡ 4p3Bp−3 − pH
∗
p−1 (mod p
4), (3.17)
p3
2p−2∑
m=0
p−1∑
s=0
(−1)s
(
2s
s
)(
s
m−s
)
(m+ 1)(s+ 1)
H(2)s ≡ 2p
3Bp−3 (mod p
4). (3.18)
Substituting (3.16)-(3.18) into (3.15) and noting that D0S0 = 1, we are led to Theorem
1.3. So it suffices to prove (3.16)-(3.18).
By (2.6), we have
LHS (3.16) = p
p−1∑
m=0
1
m+ 1
m∑
s=0
(
2s
s
)(
s
m− s
)
(−1)s
s+ 1
= 1− pH∗p−1,
which proves (3.16).
Applying (3.2) to the left-hand side of (3.17) and then letting m→ k + p− 1 yields
LHS (3.17) ≡ p
p−1∑
k=1
(−1)k
k + p
(
−1 +
2p
k + p
+
2p2
k + p
k−1∑
s=0
H(2)s
)
(mod p4).
Note that
1
k + p
≡
1
k
−
p
k2
+
p2
k3
(mod p3),
1
(k + p)2
=
1
k2
−
2p
k3
(mod p2),
and
(−1)k
(k + p)2
k−1∑
s=0
H(2)s +
(−1)p−k
(2p− k)2
p−k−1∑
s=0
H(2)s ≡ 0 (mod p). (by (3.11))
Hence
LHS (3.17) ≡ −p
p−1∑
k=1
(−1)k
k
+ 3p2
p−1∑
k=1
(−1)k
k2
− 5p3
p−1∑
k=1
(−1)k
k3
(mod p4). (3.19)
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Furthermore, note that
p2
p−1∑
k=1
(−1)k
k2
=
p2
2
p−1∑
k=1
(
(−1)k
k2
+
(−1)p−k
(p− k)2
)
=
p3
2
p−1∑
k=1
(−1)k(p− 2k)
k2(p− k)2
≡ −p3
p−1∑
k=1
(−1)k
k3
(mod p4), (3.20)
and
p−1∑
k=1
(−1)k
k2
=
1
2
p−1
2∑
k=1
1
k2
−
p−1∑
k=1
1
k2
. (3.21)
Combining (3.19)-(3.21), we get
LHS (3.17) ≡ −pH∗p−1 + 4p
2
p−1
2∑
k=1
1
k2
− 8p2
p−1∑
k=1
1
k2
(mod p4). (3.22)
Now we go way back to Lehmer’s paper [5]. From the equations (15) and (18) in her
paper, we can deduce the following congruence:
p−1
2∑
k=1
k2r ≡
1− 22r−1
22r
p−1∑
k=1
k2r (mod p3), for 2r 6≡ 2 (mod p− 1).
Letting 2r = p3 − p2 − 2 and using Euler’s theorem to replace xp
3−p2−2 with x−2, we get
p−1
2∑
k=1
1
k2
≡
7
2
p−1∑
k=1
1
k2
(mod p3), for p ≥ 7. (3.23)
It is easily verified that the above congruence modulo p2 is true for p = 5. Moreover, the
following congruence can be deduced from the equation blow (16) in her paper:
p−1∑
k=1
1
k2
≡
2p
3
Bp−3 (mod p
2). (3.24)
Substituting (3.23) into (3.22) and then using (3.24), we complete the proof of (3.17).
Note that H
(2)
p−1 ≡ 0 (mod p) and
(
2s
s
)
≡ 0 (mod p) for p+1
2
≤ s ≤ p − 1. Thus, for
0 ≤ s ≤ p− 1 and p ≤ m ≤ 2p− 2, we have
1
s+ 1
(
2s
s
)(
s
m− s
)
H(2)s ≡ 0 (mod p). (3.25)
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Applying (3.25) to the left-hand side of (3.18) yields
LHS (3.18) ≡ p3
p−1∑
m=0
1
m+ 1
m∑
s=0
(−1)s
(
2s
s
)(
s
m−s
)
s+ 1
H(2)s (mod p
4). (3.26)
Furthermore, substituting (3.1) into the right-hand side of (3.26) and noting that for
0 ≤ m ≤ p− 2,
(−1)m
(m+ 1)2
m∑
s=0
H(2)s +
(−1)p−2−m
(p− 1−m)2
p−2−m∑
s=0
H(2)s ≡ 0 (mod p), (by (3.11))
we immediately get
LHS (3.18) ≡ 2p
p−1∑
s=0
H(2)s (mod p
4).
Finally, noting that
p−1∑
s=0
H(2)s =
p−1∑
k=1
p− k
k2
and then using (1.3) and (3.24), we complete the proof of (3.18). 
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