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Abstract
The problem of the determination of the Hausdorff dimension of sets via the special class of cov-
erings generated by special partitions, called Q∗-partitions, of the unit interval is discussed. Fractal
properties of singular continuous probability measures with independent “Q∗-symbols” are studied
in details. Explicit formulae for the determination of the Hausdorff dimension of such measures as
well as for the determination of the Hausdorff dimension of the topological supports of the corre-
sponding measures are given.
 2005 Elsevier SAS. All rights reserved.
Résumé
Le problème de la détermination de la dimension de Hausdorff d’ensembles par rapport à la classe
de recouovrements engendrée par des partitions spéciales, appelées Q∗-partitions, de l’interval [0,1]
est discuté. Les propriétés des mesures singulaires continues avec des «Q∗-symbols » indépendents
sont étudiées en détail. Les formules explicites pour la détermination de la dimension de Hausdorff
des mesures mentionnées ainsi que pour la détermination de la dimension de Hausdorff du support
topologique des mesures correspondantes sont données.
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1. Introduction
The interest in singular continuous probability distributions has increased during the
last time because recent investigations show that singularity is generic for many classes
of random variables, and absolutely continuous and discrete distributions arise only in
exceptional cases (see, e.g., [2,3,7,8,11] and references therein). The presented paper is
devoted to the investigation of fractal properties of distributions of random variables with
independent Q∗-digits. This class contains (as a very particular case) the class of all self-
similar measures on [0,1] satisfying the open set condition (see Section 3 for details).
Necessary and sufficient conditions for singularity resp. absolute continuity of such random
variables have been found in [1].
For any random variable ξ one can introduce a notion of Hausdorff dimension (see,
e.g., [5]) in the following way:
α0(ξ) = inf
E∈N(ξ)
{
α0(E), E ∈ B
}
,
where B is the Borel σ -algebra of subsets of the real line, N(ξ) is the class of all “possible
supports” of the random variable ξ , i.e.,
N(ξ) = {E: E ∈ B, Pξ (E) = 1}.
If ξ has a discrete distribution, then α0(ξ) = 0. If ξ has an absolutely continuous distri-
bution, then, obviously, α0(ξ) = 1. The main aim of our paper is the determination of the
Hausdorff dimension of singular continuous distributions of random variables with inde-
pendent Q∗-symbols.
The paper is organized as follows. In Section 2 we give necessary definitions and nota-
tions. In this section we discuss the definition of Hausdorff dimension of a given set with
respect to a given family of coverings. The result of Lemma 1 allows us to use special
families of coverings to calculate the classical Hausdorff dimension of sets. To prove the
main result, in Section 3 we formulate Lemmas 2 and 3 which are natural generalizations
of corresponding Billingsley theorems [4]. Section 3 also contains the proof of the main
result of our paper and a discussion about its possible applications.
2. Q∗-representation of real numbers and equivalent definitions of Hausdorff
dimension
Let us recall the notion of the Q∗-representation of real numbers. Let N0s−1 =
{0,1, . . . , s − 1}, and let Q∗ = ‖qij‖, i ∈ N0s−1, j ∈ N , be a matrix with the following
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1) qij > 0; 2)
s−1∑
i=0
qij = 1; 3)
∞∏
j=1
max
i
qij = 0.
By using the matrix Q∗, we define the Q∗-partition of the unit interval [0,1].
I step. We divide [0,1] from the left to the right into s closed intervals ∆Q∗0 ,∆Q
∗
1 ,
. . . ,∆
Q∗
s−1, with |∆Q
∗
i | = qi1. We call the ∆Q
∗
i “first rank intervals”.
II step.We divide (from the left to the right) each of the closed first rank interval ∆Q∗i1
into s closed intervals, called second rank intervals, whose lengths are in the following
proportion: q02 : q12 : · · · : q(s−1)2.
nth step. We divide (from the left to the right) each of the closed (n − 1)th rank inter-
val ∆Q
∗
i1i2...in−1 into s closed intervals of the nth rank, whose lengths are in the following
proportion: q0n : q1n : · · · : q(s−1)n.
It is not hard to prove that∣∣∆Q∗i1i2...in ∣∣= qi11 · qi22 · · · · · qinn → 0 (n → ∞),
and the sequence of imbedded closed intervals ∆Q
∗
i1
⊃ ∆Q∗i1i2 ⊃ · · · ⊃ ∆
Q∗
i1i2...in
⊃ · · · has a
unique common point x.
Conversely, if a point x is not an end-point of any closed interval of the above par-
tition, then for the point x there is a unique sequence of imbedded intervals ∆Q
∗
α1(x)
⊃
∆
Q∗
α1(x)α2(x)
⊃ · · · ⊃ ∆Q∗
α1(x)...αn(x)
⊃ · · · having a unique common point x.
Symbolically we write
x = ∆Q∗α1(x)α2(x)...αn(x).... (1)
(1) is called the Q∗-representation of x. If a point x is an end-point of some closed interval
of the above partition, then x has two Q∗-representations.
Let Φ be a family of subsets of [0,1] such that for an arbitrary set E ⊂ [0,1], and
for each number ε > 0 there exists an at most countable ε-covering {Ej } of E (Ej ∈ Φ,
|Ej | ε). Let α be a positive number. We recall that the α-dimensional Hausdorff measure
of a bounded subset E with respect to a given family of subsets Φ is defined by
Hα(E,Φ) = lim
ε→0
[
inf
d(Ej )ε
{∑
j
∣∣(Ej )∣∣α}]= lim
ε→0m
α
ε (E,Φ),
where the infimum is taken over all at most countable ε-coverings {Ej } of E, Ej ∈ Φ .
We remark that, generally speaking, Hα(E,Φ) depends on the family Φ. The family of
all bounded sets, the family of all open sets and the family of all closed sets all give rise
to the same α-dimensional Hausdorff measure (see, e.g., [7,9]), which will be denoted by
Hα(E).
Definition. The nonnegative number
α0(E,Φ) = inf
{
α: Hα(E,Φ) = 0
} (2)
is called the Hausdorff dimension of the set E with respect to the family of subsets Φ .
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of [0,1], then α0(E,Φ) coincides with the classical Hausdorff dimension α0(E) (see, e.g.,
[3,9]).
Let An(Q∗) be the family of closed intervals of the nth rank of the Q∗-partition of the
unit interval, i.e.,
An(Q∗) =
{
E: E = ∆Q∗α1...αn , αi ∈ N0s−1, i = 1,2, . . . , n
}
,
and let A(Q∗) be the family of all possible closed intervals of the partition, i.e.,
A=A(Q∗) = {E: E = ∆Q∗α1...αn , n ∈ N, αi ∈ N0s−1, i = 1,2, . . . , n}. (3)
Lemma 1. If the matrix Q∗ has the following properties: infj q0j = q0 > 0, infj q(s−1)j =
qs−1 > 0, then for any subset M ⊂ [0,1]:
α0(M,A) = α0(M).
Proof. Let
mεα(M) = inf|Ei |ε
{∑
i
|Ei |α, Ei = [ai;bi], M ⊂
⋃
i
Ei
}
,
mεα(M,A) = inf|Bi |ε
{∑
i
|Bi |α, Bi ∈A, M ⊂
⋃
i
Bi
}
.
It is easy to see that mεα(M)mεα(M,A), since the first infimum is taken over a wider
class of coverings. For any Ei = [ai, bi] there exists a closed interval ∆ni ≡ ∆Q
∗
α1...αni
be-
longing to A, such that:
1) ∆Q∗α1...αni ⊂ Ei ;
2) any closed interval of (ni − 1)th rank does not belong to Ei .
The closed interval Ei contains at most (2s − 2) closed intervals belonging to Ani .
Let us order these closed intervals via the coordinates of their left ends and denote them
by (i)1 ,
(i)
2 , . . . ,
(i)
li
(li  2s − 2). Let ci = inf(i)1 ; di = sup(i)li . The point ci is the
right-end-point for some class of rank closed intervals. Let us choose a rank mi > ni , such
that: the point ci is the right-end-point for ∆mi , ∆mi completely belongs to [ai; ci] and any
closed interval ∆mi−1 ⊃ ∆mi does not belong to [ai; ci]. It is obvious, that |∆mi | < |Ei |,|∆mi ||∆mi−1|  qs−1. Therefore,
|∆mi−1|
1
qs−1
|∆mi | <
1
qs−1
|Ei |.
We put ∆mi−1 =(i)0 .
In the same manner for the closed interval [di;bi] we can choose a closed interval of
the ki th rank (ki > ni ) containing in [di;bi], with inf∆ki = di , such that ∆ki−1 does not
belong to [di;bi]. We put ∆ki−1 =(i)li+1, |
(i)
li+1| 1q0 |Ei |. Let q = min{q0, qs−1}.
So, for any closed interval Ei there exist (li + 2) closed intervals (i)0 ,(i)1 , . . . ,
(i)li ,
(i)
li+1 such that:
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2) (i)f ∈A, ∀f ∈ {0, . . . , li + 1};
3) |(i)f | 1q |Ei |, ∀f ∈ {0, . . . , li + 1}.
Therefore, we have
li+1∑
f=0
∣∣(i)f ∣∣α  2sqα · |Ei |α, and ∑
i
(
li+1∑
f=0
∣∣(i)f ∣∣α
)
 2s
qα
∑
i
|Ei |α.
For a given set M , given numbers ε and α, and a given family of ε-coverings {Ei} =
{[ai;bi]} we put
µεα
(
M, {Ei},A
) :=∑
i
(
li+1∑
f=0
∣∣(i)f ∣∣α
)
.
For a given family of ε-coverings {Ei} the rank closed intervals (i)f are determined
uniquely, and |(i)f | εq , ∀i, ∀f ∈ {0,1, . . . , li + 1}.
Therefore for any ε-covering {Ei} we have:
mε/qα (M,A) := inf|Bi | εq
{∑
i
|Bi |α, Bi ∈A, M ⊂
⋃
i
Bi
}
 µεα
(
M, {Ei},A
)
.
Hence,
mε/qα (M,A) inf|Ei |ε
{
µεα
(
M, {Ei},A
)}
 2s
qα
inf|Ei |ε
{∑
i
|Ei |α
}
.
This gives
mε/qα (M,A)
2s
qα
mεα(M).
Since mε/qα (M)mε/qα (M,A), it follows that
mε/qα (M)mε/qα (M,A)
2s
qα
mεα(M),
lim
ε→0m
ε/q
α (M) lim
ε→0m
ε/q
α (M,A)
2s
qα
lim
ε→0m
ε
α(M),
Hα(M)Hα(M,A) 2s
qα
Hα(M).
Therefore, Hα(M) = 0 iff Hα(M,A) = 0, and Hα(M) = ∞ iff Hα(M,A) = ∞. So,
α0(M,A) = α0(M). 
3. Hausdorff dimension of singular continuous probability measures with
independentQ∗-digits
Let {ηk} be a sequence of independent random variables with the following distribu-
tions:
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p0k p1k . . . p(s−1)k
Let us consider the random variable ξ :
ξ = ∆Q∗η1η2...ηk.... (4)
ξ is said to be a random variable with independent Q∗-digits. The corresponding prob-
ability measure Pξ can be obtained in the following way. Let Ωk = {0,1, . . . , s − 1},
Fk = 2Ωk . We define a discrete measure νk on the Fk by νk(i) = pik , i ∈ N0s−1.
Let us consider the infinite product of probability spaces:
(Ω,F , ν) =
∞∏
k=1
(Ωk,Fk, νk)
and the measurable mapping f :Ω → [0,1], defined for any element ω = (ω1,ω2, . . . ,
ωk, . . .) ∈ Ω as follows:
f (ω) = ∆Q∗ω1ω2...ωk.... (5)
For any Borel subset E ⊂ [0,1] we define the image measure ν∗:
ν∗(E) = ν(f −1(E)), (6)
where f −1(E) = {ω: ω ∈ Ω, f (ω) ∈ E}. The measure ν∗ coincides with the probability
measure Pξ .
If qik = qi and pik = pi ∀j ∈ N , i ∈ N0s−1 (i.e., ξ is a random variable with independent
identically distributed Q-digits), then the measure Pξ is the self-similar measure associ-
ated with the list (S1, . . . , Ss−1,p1, . . . , ps−1), where Si is the similarity with the ratio qi
(∑s−1i=0 qi = 1), and the list (S1, . . . , Ss−1) satisfies the open set condition. More precisely,
Pξ is the unique Borel probability measure on [0,1] such that
Pξ =
s−1∑
i=0
pi · Pξ ◦ S−1i ,
(see, e.g., [6] for details). In the “Q∗-case” we construct the measure Pξ in a simi-
lar way but with the possibility of changing of the ratios and probabilities from the list
(S1, . . . , Ss−1,p1, . . . , ps−1) at each stage of the construction.
In the general “Q˜-case” ([1]) we may additionally choose the number of contracting
similarities (including a countable number) at each stage of the construction.
If we define discrete measures µk in the following way: µk(i) = qik, i ∈ N0s−1, k ∈ N,
and consider (Ω,F ,µ) =∏∞k=1(Ωk,Fk,µk), then the measure µ∗ = µ(f −1) coincides
with Lebesgue measure on [0,1].
The distribution of the random variable ξ is of pure type. In [1] it has been proved that
it is of the discrete type iff
∞∏
maxpik > 0, (7)k=1 i
362 S. Albeverio, G. Torbin / Bull. Sci. math. 129 (2005) 356–367i.e., iff maxi pik → 1 quick enough as k → ∞; it is of absolutely continuous type iff
∞∏
k=1
(√
p0kq0k + √p1kq1k + · · · + √p(s−1)kq(s−1)k
)
> 0, (8)
i.e., iff pik → qik quick enough as k → ∞; it is of singular continuous type iff the infinite
products (7) and (8) diverge to zero. It is not hard to see that in this situation the singularity
plays a “generic” role.
Our main purpose in this section is the determination of the Hausdorff dimension of the
distribution of the random variable ξ (4). A precise definition of Hausdorff dimension of
probability measures was given in the Introduction.
To this end we give some additional definition and formulate two lemmas which are
natural generalizations of the Billingsley’s results [4], and can be easily proven in a com-
pletely similar way.
Let ν be a continuous probability measure on the Borel subsets of [0,1]. The ν-α-
Hausdorff measure of a subset M is defined as follows:
Lν(M,α,Φ) = lim
ε→0
{
inf
ν(Ej )ε
∑
j
να(Ej )
}
= lim
ε→0Lν(M,α, ε,Φ),
where Ej ∈ Φ , ⋃j Ej ⊃ M .
Definition. The number αν(M,Φ) = inf{α: Lν(M,α,Φ) = 0} is called the ν-Billingsley
dimension of the set M with respect to the family of coverings Φ .
If ν is Lebesgue measure on [0,1], then αν(M,Φ) = α0(M,Φ).
Let ν and µ be two continuous probability measures on the Borel σ -algebra B, and let
∆n(x) = ∆Q∗α1(x)α2(x)...αn(x) be the nth rank closed interval of the Q∗-representation of x.
Lemma 2. Let
B =
{
x: lim
n→∞
lnν(∆n(x))
lnµ(∆n(x))
 δ
}
,
and let A be the above defined family of closed intervals of different rank of the Q∗-
partition of the unit interval. Then, for any δ  0 the following inequality holds:
αµ(B,A) δ.
Lemma 3. If
M ⊂
{
x: lim
n→∞
lnν(∆n(x))
lnµ(∆n(x))
 δ
}
, (9)
then
αµ(M,A) δ · αν(M,A). (10)We shall use the notations:
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s−1∑
i=0
pij lnpij , Hn =
n∑
j=1
hj ,
bj = −
s−1∑
i=0
pij lnqij , Bn =
n∑
j=1
bj .
Theorem 1. If infi,j qij = q > 0, then the Hausdorff dimension of the distribution of a
random variable ξ with independent Q∗-digits is equal to
α0(ξ) = lim
n→∞
Hn
Bn
.
Proof. Let ∆n(x) = ∆Q∗α1(x)α2(x)...αn(x) be a cylindrical closed interval of nth rank of the
Q∗-partition containing the point x, let ν be the probability measure giving the distribution
of the r.v. ξ , i.e., ∀E ∈ B: ν(E) = P {ξ ∈ E}, and let µ be Lebesgue measure on [0,1].
Then we have
ν
(
∆n(x)
)= pα1(x)1 · pα2(x)2 · · ·pαn(x)n,
µ
(
∆n(x)
)= qα1(x)1 · qα2(x)2 · · ·qαn(x)n.
Let us consider the following expression
lnν(∆n(x))
lnµ(∆n(x))
=
∑n
j=1 lnpαj (x)j∑n
j=1 lnqαj (x)j
.
If x = ∆Q∗α1(x)α2(x)...αn(x)... is chosen stochastically such that P(αj (x) = i) = pij (i.e.,
the distribution of the random variable x corresponds to the measure ν and it is enough
to consider only x belonging to the smallest closed set Sξ supported the measure ν), then
{ηj } = {ηj (x)} = {lnpαj (x)j } and {ψj } = {ψj(x)} = {lnqαj (x)j } are sequences of indepen-
dent random variables with the following distributions:
ηj lnp0j lnp1j . . . lnp(s−1)j
p0j p1j . . . p(s−1)j
ψj lnq0j lnq1j . . . lnq(s−1)j
p0j p1j . . . p(s−1)j
Mηj =
s−1∑
i=0
pij lnpij = −hj , |hj | ln s,
Mη2j =
s−1∑
i=0
pij ln2 pij  c0 < ∞,
and the constant c0 does not depend on j . For instance, one can choose c0 = 4e2 .
By using the strong law of large numbers [10], for ν-almost all points x ∈ [0,1] the
following equality holds:
lim
n→∞
(η1 + η2 + · · · + ηn) − M(η1 + η2 + · · · + ηn)
n
= 0. (11)
We remark that M(η1 + η2 + · · · + ηn) = −Hn.
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well:
Mψj =
s−1∑
i=0
pij lnqij , Mψ2j =
s−1∑
i=0
pij ln2 qij .
Since qij  q > 0, it follows that Mψj and Mψ2j are uniformly bounded. Therefore, for
ν-almost all x ∈ [0,1] we have:
lim
n→∞
(ψ1 + ψ2 + · · · + ψn) − M(ψ1 + ψ2 + · · · + ψn)
n
= 0. (12)
We also remark that M(ψ1 + ψ2 + · · · + ψn) = −Bn.
Let us consider the set
A =
{
x: lim
n→∞
(
η1(x) + η2(x) + · · · + ηn(x)
ψ1(x) + ψ2(x) + · · · + ψn(x) −
Hn
Bn
)
= 0
}
=
{
x: lim
n→∞
( η1(x)+η2(x)+···+ηn(x)+Hn
n
)− Hn
Bn
(ψ1(x)+ψ2(x)+···+ψn(x)+Bn
n
)(ψ1(x)+ψ2(x)+···+ψn(x)+Bn
n
)− Bn
n
= 0
}
.
Since qij  q > 0, we have qij  1 − q . Therefore the mathematical expectations
Mψj =∑s−1i=0 pij lnqij are negative and bounded away from zero, and there exists a con-
stant c1 > 0 such that∣∣∣∣Bnn
∣∣∣∣=
∣∣∑n
j=1 Mψj
∣∣
n
 c1.
Hn  n ln s.
From (11) and (12) it follows that for ν-almost all x ∈ [0,1] we have
lim
n→∞
( η1(x)+η2(x)+···+ηn(x)+Hn
n
)− Hn
Bn
(ψ1(x)+ψ2(x)+···+ψn(x)+Bn
n
)(ψ1(x)+ψ2(x)+···+ψn(x)+Bn
n
)− Bn
n
= 0.
Therefore ν(A) = 1, and, hence, αν(A,A) = 1.
Let us consider the following sets
A1 =
{
x: lim
n→∞
(
η1(x) + η2(x) + · · · + ηn(x)
ψ1(x) + ψ2(x) + · · · + ψn(x) −
Hn
Bn
)
= 0
}
;
A2 =
{
x: lim
n→∞
(
η1(x) + η2(x) + · · · + ηn(x)
ψ1(x) + ψ2(x) + · · · + ψn(x)
)
 lim
n→∞
Hn
Bn
}
=
{
x: lim
n→∞
lnν(∆n(x))
lnµ(∆n(x))
 lim
n→∞
Hn
Bn
}
;
A3 =
{
x: lim
n→∞
(
η1(x) + η2(x) + · · · + ηn(x)
ψ1(x) + ψ2(x) + · · · + ψn(x)
)
 lim
n→∞
Hn
Bn
}
{
lnν(∆n(x)) Hn
}= x: lim
n→∞ lnµ(∆n(x))
 lim
n→∞ Bn
.
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end we use the well known inequality
lim
n→∞
(xn − yn) lim
n→∞
(xn) − lim
n→∞
(yn)
holding for arbitrary sequences {xn} and {yn} of real numbers.
If x ∈ A1, then
lim
n→∞
(
η1(x) + η2(x) + · · · + ηn(x)
ψ1(x) + ψ2(x) + · · · + ψn(x)
)
− lim
n→∞
Hn
Bn
 lim
n→∞
(
η1(x) + η2(x) + · · · + ηn(x)
ψ1(x) + ψ2(x) + · · · + ψn(x) −
Hn
Bn
)
= 0.
So, x ∈ A3.
If x ∈ A, then
lim
n→∞
(
η1(x) + η2(x) + · · · + ηn(x)
ψ1(x) + ψ2(x) + · · · + ψn(x) −
Hn
Bn
)
= 0, and
lim
n→∞
Hn
Bn
− lim
n→∞
(
η1(x) + η2(x) + · · · + ηn(x)
ψ1(x) + ψ2(x) + · · · + ψn(x)
)
 lim
n→∞
(
Hn
Bn
− η1(x) + η2(x) + · · · + ηn(x)
ψ1(x) + ψ2(x) + · · · + ψn(x)
)
= lim
n→∞
(
η1(x) + η2(x) + · · · + ηn(x)
ψ1(x) + ψ2(x) + · · · + ψn(x) −
Hn
Bn
)
= 0.
So, x ∈ A2.
Let D = limn→∞ HnBn . Since A ⊂ A2, we have αµ(A,A) αµ(A2,A). From Lemma 2
it follows that αµ(A2,A)D. So, αµ(A,A)D.
From A ⊂ A3 and from Lemma 3 we deduce that αµ(A,A)  D · αν(A,A) = D ·
1 = D. So, αµ(A,A) = D. Since µ is Lebesgue measure on [0,1], we have α0(A,A) =
αµ(A,A) = D. Therefore, from Lemma 1 it follows that α0(A,A) = α0(A), and, hence,
α0(A) = D.
We now prove that the above constructed set A is the “smallest” support of the measure
ν in the sense of the Hausdorff dimension. Let C be an arbitrary support of the measure ν. It
is easily seen that the set C1 = C ∩A is also a support of the same measure ν, and C1 ⊂ C.
So, we have α0(C1) α0(C) and C1 ⊂ A. We shall now prove that α0(C1) = α0(A).
From C1 ⊂ A, it follows that α0(C1) α0(A) = D. On the other hand, we have
C1 ⊂ A ⊂ A3 =
{
x: lim
n→∞
lnν(∆n(x))
lnµ(∆n(x))
D
}
.
Therefore, by using Lemmas 3 and 1 we get:
α0(C1) = αµ(C1,A)D · αν(C1,A) = D · 1 = D.
So, α0(C1) = D = α0(A).  ∑Let Nj = {i: pij = 0, 0 i  s − 1} and q∗j = i∈Nj qij , j ∈ N.
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supporting the distribution of the random variable ξ with independent Q∗-digits is equal
to
α0(Sξ ) = lim
n→∞
H ∗n
B∗n
where
H ∗n =
n∑
j=1
h∗j , h∗j = −
∑
i∈Nj
qij
q∗j
· ln
(
qij
q∗j
)
,
B∗n =
n∑
j=1
b∗j , b∗j = −
1
q∗j
∑
i∈Nj
qij · lnqij .
Proof. The distribution of the random variable ξ is determined by the matrices ‖pik‖ and
‖qik‖. We shall construct an auxiliary random variable ξ∗ with independent Q∗-digits in
the following way:
‖q∗ik‖ = ‖qik‖;
p∗ij = 0 if pij = 0 and p∗ij = (qij /q∗j ) if pij > 0.
Let Sξ∗ be the minimal closed set supporting the distribution of the r.v. ξ∗. Sξ∗=Sξ since
‖q∗ik‖ = ‖qik‖ and p∗ij = 0 if and only if pij = 0. The random variable ξ∗ is uniformly dis-
tributed on the topological support Sξ∗ . Therefore, α0(Sξ∗) = α0(ξ∗). Applying Theorem 1
for the determination of the Hausdorff dimension of the distribution of the r.v. ξ∗, we get
α0(Sξ ) = α0(ξ∗) = limn→∞ H
∗
n
B∗n
. 
Corollary. If qij = qi and pij = pi (i.e., ξ is a random variable with independent identi-
cally distributed Q-symbols and the corresponding probability measure Pξ is a self-similar
measure), then
α0(ξ) =
∑s−1
i=0 pi lnpi∑s−1
i=0 pi lnqi
,
α0(Sξ ) =
∑
i∈N1 qi ln(qi/q
∗)∑
i∈N1 qi lnqi
,
where N1 = {i: pi = 0, 0 i  s − 1} and q∗ =∑i∈N1 qi, and the set M[Q,H ] can be
considered as the support of the random variables ξ with the smallest Hausdorff dimension,
where the set M[Q,H ] consists of the points whose Q-representation contains the digits
“i” with the relative frequencies pi , i ∈ N0s−1.
Proof. The formulas for the determination of α0(ξ) and α0(Sξ ) are direct consequences of
Theorems 1 and 2 correspondingly. Let αn(x) be the digits of the Q-representation of x,
and let Ni(x, k) be the number of digits “i” among the first k digits of the Q-representation
of x. In [11] it has been proven that the set{
Ni(x, k) 0
}M[Q,H ] = x: lim
k→∞ k
= pi, (∀i ∈ Ns−1)
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Q-symbols, and the Hausdorff dimension of the set M[Q,H ] is equal to
α0
(
M[Q,H ])= ∑s−1i=0 pi lnpi∑s−1
i=0 pi lnqi
.
So, from the first assertion of the corollary it follows that the set M[Q,H ] can be consid-
ered as the minimal dimensional support of the distribution of the random variable with
independent identically distributed Q-symbols. 
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