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INTEGRABILITY OF DIRAC REDUCED BI-HAMILTONIAN
EQUATIONS
ALBERTO DE SOLE, VICTOR G. KAC, DANIELE VALERI
Abstract. First, we give a brief review of the theory of the Lenard-Magri
scheme for a non-local bi-Poisson structure and of the theory of Dirac reduc-
tion. These theories are used in the remainder of the paper to prove integrabil-
ity of three hierarchies of bi-Hamiltonian PDE’s, obtained by Dirac reduction
from some generalized Drinfeld-Sokolov hierarchies.
0. Introduction
It has been demonstrated in a series of papers [BDSK09, DSK13, DSKV13a,
DSKV13b, DSKV13c] that the framework of Poisson vertex algebras is extremely
useful for the theory of Hamiltonian PDE’s. For example, the theories of non-
local Poisson structures [DSK13], and of the infinite dimensional Dirac reduction
[DSKV13c], have been developed in this framework. Moreover, this languages
turned out to be very convenient not only for the development of the general the-
ory, but also for the study of concrete bi-Hamiltonian systems, like the generalized
Drinfeld-Sokolov (DS) hierarchies, considered in [DSKV13a, DSKV13b]. In these
two papers we studied in more detail three integrable bi-Hamiltonian hierarchies:
the homogeneous DS hierarchy, associated to a simple Lie algebra g, studied already
in [DS85], and the generalized DS hierarchies attached to a minimal and to a short
nilpotent element of g. We also considered the Dirac reductions of the last two
hierarchies by elements of conformal weight 1. In the case of a “short” hierarchy we
thus obtain Svinolupov’s integrable hierarchy [Svi91], constructing thereby (non-
local) bi-Poisson structures for them. However, it is not at all clear (and probably
false in general) that the equations obtained by Dirac reduction from integrable
bi-Hamiltonian equations remain bi-Hamiltonian integrable. We were able to prove
this in [DSKV13c] for the reduced “minimal” hierarchy only in the first non-trivial
case of g = sl3.
In the present paper, using the theory of singular degree of a rational matrix pseu-
dodifferential operator [CDSK13c], we prove integrability of the reduced “minimal”
and “short” hierarchies for arbitrary g. Furthermore, considering Dirac reduction of
the homogeneous DS hierarchy, associated to a fixed regular element s in a Cartan
subalgebra h of g, we prove integrability of the following bi-Hamiltonian PDE, for
all a ∈ h:
deα
dt
=
α(a)
α(s)
e′α +
∑
β∈∆\{−α}
β(a)
β(s)
e−β[eβ , eα] , α ∈ ∆ , (0.1)
where∆ is the root system of g and {eα}α∈∆ are root vectors such that (eα|e−α) = 1
with respect to an invariant non-degenerate bilinear form (· | ·) on g. Equation (0.1)
is bi-Hamiltonian with respect to the following two compatible Poisson structures
(α, β ∈ ∆):
(H0)α,β(∂) = δα,−ββ(s) , (0.2)
1
and
(H1)α,β(∂) = [eβ, eα]− (α|β)eα∂
−1 ◦ eβ for β 6= −α ,
(H1)α,−α(∂) = ∂ + (α|α)eα∂
−1 ◦ e−α .
(0.3)
The corresponding first two conserved Hamiltonian densities are
h0 = a , h1 =
1
2
∑
α∈∆
α(a)
α(s)
eαe−α . (0.4)
The proof of integrability in all cases is based on the Lenard-Magri scheme of
integrability for non-local bi-Poisson structures, developed in [DSK13].
1. Non-local Poisson structures and Hamiltonian equations
1.1. Evolutionary vector fields, Frechet derivatives and variational deriva-
tives. Let V be the algebra of differential polynomials in ℓ variables: V = F[u
(n)
i | i ∈
I, n ∈ Z+], where I = {1, . . . , ℓ}, over a field F of characteristic 0. (In fact, most of
the results hold in the generality of algebras of differential functions, as defined in
[DSK13].) It is a differential algebra with derivation defined by ∂(u
(n)
i ) = u
(n+1)
i .
We also let K be the field of fractions of V (it is still a differential algebra). We also
denote by K˜ the linear closure of K, which is the smallest differential field extension
of K containing solutions to any linear differential equation with coefficients in K˜,
and whose subfield of constants is F, the algebraic closure of F, see e.g. [CDSK13b].
For P ∈ Vℓ we have the associated evolutionary vector field
XP =
∑
i∈I,n∈Z+
(∂nPi)
∂
∂u
(n)
i
∈ Der(V) .
This makes Vℓ into a Lie algebra, with Lie bracket [XP , XQ] = X[P,Q], given by
[P,Q] = XP (Q)−XQ(P ) = DQ(∂)P −DP (∂)Q ,
where DP (∂) and DQ(∂) denote the Frechet derivatives of P,Q ∈ V
ℓ.
In general, for θ =
(
θα
)m
α=1
∈ Vm, the Frechet derivative Dθ(∂) ∈ Matm×ℓ V [∂]
is defined by
Dθ(∂)αi =
∑
n∈Z+
∂θα
∂u
(n)
i
∂n , α = 1, . . . ,m , i = 1, . . . , ℓ . (1.1)
Its adjoint D∗θ(∂) ∈ Matℓ×m V [∂] is then given by
D∗θ(∂)iα =
∑
n∈Z+
(−∂)n
∂θα
∂u
(n)
i
, α = 1, . . . ,m , i = 1, . . . , ℓ .
For f ∈ V its variational derivative is δf
δu
=
(
δf
δui
)
i∈I
∈ V⊕ℓ, where
δf
δui
=
∑
n∈Z+
(−∂)n
∂f
∂u
(n)
i
.
Given an element ξ ∈ V⊕ℓ, the equation ξ = δh
δu
can be solved for h ∈ V if and only
if Dξ(∂) is a self-adjoint operator: Dξ(∂) = D
∗
ξ (∂) (see e.g. [BDSK09]).
2
1.2. Rational matrix pseudodifferential operators. Consider the skewfield
K((∂−1)) of pseudodifferential operators with coefficients in K, and the subalgebra
V [∂] of differential operators on V .
The algebra V(∂) of rational pseudodifferential operators consists of pseudodif-
ferential operators L(∂) ∈ V((∂−1)) which admit a fractional decomposition L(∂) =
A(∂)B(∂)−1, for some A(∂), B(∂) ∈ V [∂], B(∂) 6= 0. The algebra of rational matrix
pseudodifferential operators is, by definition, Matℓ×ℓ V(∂) [CDSK12, CDSK13b].
A matrix differential operator B(∂) ∈Matℓ×ℓ V [∂] is called non-degenerate if it is
invertible inMatℓ×ℓK((∂
−1)). Any matrix H(∂) ∈ Matℓ×ℓ V(∂) can be written as a
ratio of two matrix differential operators: H(∂) = A(∂)B−1(∂), with A(∂), B(∂) ∈
Matℓ×ℓ V [∂], and B(∂) non-degenerate.
1.3. Singular degree of a rational matrix pseudodifferential operator. The
Dieudonné determinant of A ∈ Matℓ×ℓK((∂
−1)) is defined as follows. If A is
degenerate, then det(A) = 0. Otherwise, det(A) is a pair
det(A) = (det1(A), deg(A)) ∈ K × Z ,
where det1(A) and deg(A) are defined by the following conditions:
(i) det1(AB) = det1(A) det1(B) for all non-degenerate A,B ∈Matℓ×ℓK((∂
−1));
(ii) deg(AB) = deg(A) + deg(B) for all non-degenerate A,B ∈Matℓ×ℓK((∂
−1));
(iii) if A is upper triangular, with diagonal entries Ai = ai∂
di+lower terms, i =
1, . . . , ℓ, with ai 6= 0, then
det1(H) =
∏ℓ
i=1 ai , deg(A) =
∑ℓ
i=1 di .
For a non-degenerate A ∈Matℓ×ℓK((∂
−1)), the integer deg(A) is called the degree
of A. (It is a non-negative integer if A is a matrix differential operator.)
Let H ∈ Matℓ×ℓ V(∂) be a rational matrix pseudodifferential operator. The
singular degree of H , denoted sdeg(H) [CDSK13c], is, by definition, the minimal
possible value of deg(B) among all fractional decomposition H = AB−1, with
A,B ∈ Matℓ×ℓ V [∂], and B(∂) non-degenerate.
Suppose that we have a rational expression for H ∈Matℓ×ℓ V(∂) of the form
H =
∑
α∈A
Aα1 (B
α
1 )
−1 . . . Aαn(B
α
n )
−1 , (1.2)
with Aαi , B
α
i ∈ Matℓ×ℓK[∂] and B
α
i non-degenerate, for all i ∈ I = {1, . . . , n}, α ∈
A (a finite index set). It is not hard to show that sdeg(H) ≤
∑
α∈A
∑n
i=1 deg(B
α
i ),
[CDSK13c]. We say that the rational expression (1.2) is minimal if equality holds.
Theorem 1.1 ([CDSK13c, Cor.4.11]). The rational expression (1.2) is minimal
if and only if both the following systems of differential equations in the variables
{Fαi }α∈A,i∈{1,...,n} 

BαnF
α
n = 0 , α ∈ A
Aαi F
α
i = B
α
i−1F
α
i−1 , 2 ≤ i ≤ n, α ∈ A∑
α∈AA
α
1F
α
1 = 0
(1.3)
and 

Bα1
∗Fα1 = 0 , α ∈ A
Aαi
∗Fαi−1 = B
α
i
∗Fαi , 2 ≤ i ≤ n, α ∈ A∑
α∈A F
α
n = 0
(1.4)
have only the zero solution over the linear closure K˜ of K.
3
1.4. Association relation. Given H(∂) ∈ Matℓ×ℓ V(∂), we say that ξ ∈ V
⊕l and
P ∈ Vℓ are H-associated, and denote it by
ξ
H
←→ P , (1.5)
if there exist a fractional decomposition H = AB−1 with A,B ∈ Matℓ×ℓ V [∂] and
B non-degenerate, and an element F ∈ Kℓ, such that ξ = BF, P = AF [DSK13].
Theorem 1.2 ([CDSK13c, Thm4.12]). Let (1.2) be a minimal rational expression
for H(∂) ∈ Matℓ×ℓ V(∂). Then, ξ
H
←→ P if and only the system of differential
equations 

BαnF
α
n = ξ , α ∈ A
Aαi F
α
i = B
α
i−1F
α
i−1 , 2 ≤ i ≤ n, α ∈ A∑
α∈AA
α
1F
α
1 = P
(1.6)
has a solution {Fαi }α∈A,i∈{1,...,n} over K.
1.5. Non-local Poisson structures. To a matrix pseudodifferential operatorH =(
Hij(∂)
)
i,j∈I
∈ Matℓ×ℓ V((∂
−1)) we associate a map, called λ-bracket, {· λ ·}H :
V × V → V((λ−1)), given by the following Master Formula (see [DSK13]):
{fλg}H =
∑
i,j∈I
m,n∈Z+
∂g
∂u
(n)
j
(λ + ∂)nHji(λ+ ∂)(−λ− ∂)
m ∂f
∂u
(m)
i
∈ V((λ−1)) . (1.7)
In particular,
Hji(∂) = {ui∂uj}H→ . (1.8)
(The arrow means that we move ∂ to the right.)
The following facts are proved in [BDSK09] and [DSK13]. For arbitrary H , the
λ-bracket (1.7) satisfies the following sesquilinearity conditions:
(i) {∂fλg} = −λ{fλg},
(ii) {fλ∂g} = (λ+ ∂){fλg},
and left and right Leibniz rules (f, g, h ∈ V):
(iii) {fλgh} = {fλg}h+ {fλh}g,
(iv) {fgλh} = {fλ+∂h}g + {gλ+∂h}f .
Here and further an expression {fλ+∂h}→g is interpreted as follows: if {fλh} =∑N
n=−∞ cnλ
n, then {fλ+∂h}→g =
∑N
n=−∞ cn(λ+ ∂)
ng, where we expand (λ+ ∂)n
in non-negative powers of ∂.
Skewadjointness of H is equivalent to the following skewsymmetry condition
(v) {fλg} = −{g−λ−∂f}.
The RHS of the skewsymmetry condition should be interpreted as follows: we move
−λ− ∂ to the left and we expand its powers in non-negative powers of ∂, acting on
the coefficients on the λ-bracket.
Let Vλ,µ := V [[λ
−1, µ−1, (λ+µ)−1]][λ, µ], i.e. the quotient of the F[λ, µ, ν]-module
V [[λ−1, µ−1, ν−1]][λ, µ, ν] by the submodule (ν−λ−µ)V [[λ−1, µ−1, ν−1]][λ, µ, ν]. We
have the natural embedding ιµ,λ : Vλ,µ →֒ V ((λ
−1))((µ−1)) defined by expanding
the negative powers of ν = λ + µ by geometric series in the domain |µ| > |λ|. In
general, ifH is an arbitrary matrix pseudodifferentil operator, we have {fλ{gµh}} ∈
V((λ−1))((µ−1)) for all f, g, h ∈ V . If H is a rational matrix pseudodifferential
operator, we have the following admissibility condition (f, g, h ∈ V):
(vi) {fλ{gµh}} ∈ Vλ,µ,
where we identify the space Vλ,µ with its image in V((λ
−1))((µ−1)) via the embed-
ding ιµ,λ.
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Definition 1.3. A non-local Poisson structure on V is a skewadjoint rational matrix
pseudodifferential operator H with coefficients in V , satisfying the following Jacobi
identity (f, g, h ∈ V):
(vii) {fλ{gµh}} − {gµ{fλh}} = {{fλg}λ+µh},
where the equality is understood in the space Vλ,µ.
(Note that, if skewsymmetry (v) and admissibility (vi) hold, then all three terms
of Jacobi identity lie in the image of Vλ,µ via the appropriate embedding ιµ,λ, ιλ,µ
or ιλ+µ,λ.) Note that Jacobi identity (vii) holds for all f, g, h ∈ V if and only if it
holds for any triple of generators ui, uj , uk.
Two non-local Poisson structures H0, H1 ∈ Matℓ×ℓ V(∂) on V are said to be
compatible if any their linear combination (or, equivalently, their sum) is a non-local
Poisson structure. In this case we say that (H0, H1) form a bi-Poisson structure on
V .
Definition 1.4. A non-local Poisson vertex algebra is, by definition, a differential
algebra V endowed with a λ-bracket {· λ ·} : V×V → V((λ
−1)) satisfying conditions
(i)–(vii).
We shall often drop the term “non-local”, so when we will refer to Poisson struc-
tures and λ-brackets we will always mean non-local PVA’s and non-local λ-brackets.
(This, of course, includes the local case as well.)
1.6. Hamiltonian equations and integrability. Recall that we have a non-
degenerate pairing (· | ·) : Vℓ × Vℓ → V/∂V given by (P |ξ) =
∫
P · ξ (see e.g.
[BDSK09]). Let H ∈ Matℓ×ℓ V(∂) be a non-local Poisson structure. An evolution
equation on the variables u =
(
ui
)
i∈I
,
du
dt
= P , (1.9)
is called Hamiltonian with respect to the Poisson structure H and the Hamiltonian
functional
∫
h ∈ V/∂V if (cf. Section 1.4)
δh
δu
H
←→ P .
Equation (1.9) is called bi-Hamiltonian if there are two compatible non-local
Poisson structures H0 and H1, and two local functionals
∫
h0,
∫
h1 ∈ V/∂V , such
that
δh0
δu
H1←→ P and
δh1
δu
H0←→ P . (1.10)
An integral of motion for the Hamiltonian equation (1.9) is a local functional∫
f ∈ V/∂V which is constant in time, i.e. such that (P | δf
δu
) = 0. The usual require-
ment for integrability is to have sequences {
∫
hn}n∈Z+ ⊂ V/∂V and {Pn}n∈Z+ ⊂ V
ℓ,
starting with
∫
h0 =
∫
h and P0 = P , such that
(C1) δhn
δu
H
←→ Pn for every n ∈ Z+,
(C2) [Pm, Pn] = 0 for all m,n ∈ Z+,
(C3) (Pm |
δhn
δu
) = 0 for all m,n ∈ Z+.
(C4) The elements Pn span an infinite dimensional subspace of V
ℓ.
In this case, we have an integrable hierarchy of Hamiltonian equations
du
dtn
= Pn , n ∈ Z+ .
Elements
∫
hn’s are called higher Hamiltonians, the Pn’s are called higher symme-
tries, and the condition (Pm |
δhn
δu
) = 0 says that
∫
hm and
∫
hn are in involution.
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Note that (C4) implies that elements δhn
δu
span an infinite dimensional subspace of
Vℓ. The converse holds provided that either H0 or H1 is non-degenerate.
Suppose we have a bi-Hamiltonian equation (1.9), associated to the compatible
Poisson structures H0, H1 and the Hamiltonian functionals
∫
h0,
∫
h1, in the sense
of equation (1.10). The Lenard-Magri scheme of integrability consists in finding
sequences {
∫
hn}n∈Z+ ⊂ V/∂V and {Pn}n∈Z+ ⊂ V
ℓ, starting with P0 = P and the
given Hamiltonian functionals
∫
h0,
∫
h1, satisfying the following recursive relations:
δhn−1
δu
H1←→ Pn ,
δhn
δu
H0←→ Pn for all n ∈ Z+ . (1.11)
In this case, we have the corresponding bi-Hamiltonian hierarchy
du
dtn
= Pn ∈ V
ℓ , n ∈ Z+ , (1.12)
all Hamiltonian functionals
∫
hn, n ≥ −1, are integrals of motion for all equations
of the hierarchy, and they are in involution with respect to both Poisson structures
H0 and H1, and all commutators [Pm, Pn] are zero, provided that one of the Poisson
structuresH0 orH1 is local (see [DSK13, Sec.7.4]). Hence, in this situation (1.12) is
an integrable hierarchy of compatible evolution equations, provided that condition
(C4) holds.
2. Dirac reduction for (non-local) Poisson structures and
Hamiltonian equations
2.1. Dirac reduction of a Poisson structure. Let H(∂) ∈ Matℓ×ℓ V(∂) be a
Poisson structure on V . Let {· λ ·}H be the corresponding PVA λ-bracket on V
given by the Master Formula (1.7). Let θ1, . . . , θm be some elements of V , and let
I = 〈θ1, . . . , θm〉V ⊂ V be the differential ideal generated by them. Consider the
following rational matrix pseudodifferential operator
C(∂) = Dθ(∂) ◦H(∂) ◦D
∗
θ(∂) ∈ Matm×m V(∂) , (2.1)
where Dθ(∂) is the m× ℓ matrix differential operator of Frechet derivatives of the
elements θi’s:
Dθ(∂)α,i =
∑
n∈Z+
∂θα
∂u
(n)
i
∂n , α = 1, . . . ,m, i = 1, . . . , ℓ , (2.2)
and D∗θ(∂) ∈ Matℓ×m V [∂] is its adjoint. Recalling the Master Formula (1.7), we
get that C(∂) has matrix elements with symbol
Cαβ(λ) = {θβλθα}H . (2.3)
Note also that, by the skewadjointness of H , the corresponding λ-bracket {· λ ·}H
is skewsymmetric, hence C(∂) is a skewadjoint pseudodifferential operator.
We shall assume that the matrix C(∂) in (2.1) is invertible inMatm×m V((∂
−1)),
and we denote its inverse by C−1(∂) =
(
(C−1)αβ(∂)
)m
α,β=1
∈ Matm×m V((∂
−1)).
Definition 2.1. The Dirac modification of the Poisson structure H ∈Matℓ×ℓ V(∂)
by the constraints θ1, . . . , θm is the following skewadjoint ℓ × ℓ matrix pseudodif-
ferential operator:
HD(∂) = H(∂) +B(∂) ◦ C−1(∂) ◦B∗(∂) , (2.4)
where B(∂) = H(∂) ◦D∗θ(∂) ∈Matℓ×m V(∂).
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The matrix pseudodifferential operator HD(∂) is skewadjoint and rational. The
corresponding λ-bracket, given by the Master Formula (1.7), is (cf. [DSKV13c])
{fλg}
D
H = {fλg}H −
m∑
α,β=1
{θβλ+∂g}H→(C
−1)βα(λ+ ∂){fλθα}H . (2.5)
The following result is a special case of [DSKV13c, Thm.2.2]:
Theorem 2.2. (a) The Dirac modified λ-bracket (2.5) satisfies the Jacobi iden-
tity (vii). Consequently, the Dirac modification HD(∂) is a non-local Poisson
structure on V.
(b) All the elements θi, i = 1, . . . ,m, are central with respect to the Dirac modified
λ-bracket, i.e.:
{fλθi}
D
H = {θiλf}
D
H = 0
for all i = 1, . . . ,m and f ∈ V.
(c) The differential ideal I = 〈θ1, . . . , θm〉V ⊂ V, generated by θ1, . . . , θm, is an
ideal with respect to the Dirac modified λ-bracket {· λ ·}
D, namely:
{I λ V}
D
H , {V λ I}
D
H ⊂ I((λ
−1)) .
Hence, the quotient space V/I is a PVA, with λ-bracket induced by {· λ ·}
D,
which we call the Dirac reduction of V by the constraints θ1, . . . , θm.
Remark 2.3. If the constraints θi’s are some generators of the algebra of differential
polynomials V , then the quotient V/I is still an algebra of differential polynomials
(in the remaining generators), and we have the induced Poisson structure H
D
on
this quotient (corresponding to the PVA λ-bracket of Theorem 2.2(c)).
2.2. Dirac reduction of a bi-Poisson structure. Let (H0, H1) be a bi-Poisson
structure on V . Let θ1, . . . , θm ∈ V be central elements for H0. Suppose that the
matrix pseudodifferential operator (cf. (2.1)) C(∂) = Dθ(∂) ◦H1(∂) ◦D
∗
θ(∂) is in-
vertible. Then we can consider the Dirac modified Poisson structure HD1 (cf. (2.4)),
and the corresponding λ-bracket {· λ ·}
D
1 (cf. (2.5)), and we have the following re-
sult:
Theorem 2.4 ([DSKV13c, Thm.2.3]). (a) The matrices H0 and H
D
1 form a com-
patible pair of Poisson structures on V.
(b) The differential algebra ideal I = 〈θ1, . . . , θm〉V is a PVA ideal for both the
λ-brackets {· λ ·}0 and {· λ ·}
D
1 , and we have the induced compatible PVA λ-
brackets on V/I.
2.3. Reduction of a bi-Hamiltonian hierarchy. Let (H0, H1) be a local bi-
Poisson structure (i.e. consisting of matrix differential operators). Suppose that we
have a bi-Hamiltonian hierarchy du
dtn
= Pn ∈ V
ℓ, n ∈ Z+, with respect to (H0, H1),
and let
∫
hn ∈ V/∂V be a sequence of integrals of motion satisfying the Lenard-
Magri recursive condition (1.11). Let θ1, . . . , θm ∈ V be central elements for H0.
Assume that the matrix C(∂) = Dθ(∂)◦H1(∂)◦D
∗
θ(∂) ∈Matm×m V [∂] is invertible
inMatm×m V((∂
−1)). Then, by Theorem 2.4, HD1 = H1+B(∂)C
−1(∂)B∗(∂), where
B(∂) = H1(∂) ◦D
∗
θ(∂), is a (non-local) Poisson structure on V compatible to H0.
Moroever, we have the following result:
Proposition 2.5. Suppose that KerB(∂) and KerC(∂) have zero intersection over
the linear closure K˜ of K. Then we have the Lenard-Magri recursive relations
δhn−1
δu
HD1←→ Pn ,
δhn
δu
H0←→ Pn for all n ∈ Z+ . (2.6)
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Proof. According to Theorem 1.1, the condition KerB(∂) and KerC(∂) have zero
intersection is equivalent to saying that HD1 = H1+B(∂)C
−1(∂)B∗(∂) is a minimal
rational expression for HD1 . By assumption, we have Pn = H0
δhn
δu
= H1
δhn−1
δu
. By
Theorem 1.2 the association relation δhn−1
δu
HD1←→ Pn holds if there exists Fn ∈ K
m
such that
B∗(∂)
δhn−1
δu
= C(∂)Fn and B(∂)Fn = 0 .
Note that B∗(∂) δhn−1
δu
= −Dθ(∂)H1(∂)
δhn−1
δu
= −Dθ(∂)Pn. Since the elements θα’s
are central for the Poisson structure H0, they are constant densities for the Hamil-
tonian equations (1.12) (see [DSKV13c, Lem.5.2(b)]). Thus we have Dθ(∂)Pn = 0,
for every n ∈ Z+. Therefore we can choose Fn to be the zero vector in K
ℓ, for every
n ∈ Z+. 
3. Dirac reduced homogeneous DS hierarchy
First we review the construction of the homogeneous Drinfeld-Sokolov hierarchy,
following [DSKV13a].
Let g be a simple finite-dimensional Lie algebra. Fix a non-degenerate symmetric
invariant bilinear form (· | ·) on g, and a regular semisimple element s ∈ g. We
have the direct sum decomposition g = h ⊕ h⊥, where h = Ker(ad s) is a Cartan
subalgebra, and h⊥ = Im(ad s) is its orthogonal complement with respect to the
bilinear form (· | ·), and it is the direct sum of root spaces.
Let V = S(F[∂]g), the algebra of differential polynomials in a basis of g. We
define a λ-bracket on V by
{aλb}z = [a, b] + (a|b)λ+ z(s|[a, b]) , (3.1)
for a, b ∈ g, and we extend it to a λ-bracket on V by (1.7), thus obtaining a PVA
structure. In equation (3.1) z ∈ F is a parameter.
Let ℓ = rank(g) be the rank of g, and let ∆ be the set of roots of g. Choose a
basis g as follows: B = {xi}
ℓ
i=1 ∪ {eα}α∈∆, union of an orthonormal basis of h and
a collection of root vectors such that (eα|e−α) = 1. Hence V = C[x
(n)
i , e
(n)
α | i ∈
{1, . . . , ℓ}, α ∈ ∆, n ∈ Z+] is the algebra of differential polynomials generated by
the elements of the basis B. Equation (3.1) defines a (local) bi-Poisson structure
(H0, H1) on V given by (i, j ∈ {1, . . . , ℓ}, α ∈ ∆)

(H0)ij(∂) = 0
(H0)αi(∂) = 0
(H0)αβ(∂) = δα,−ββ(s)
and


(H1)ij(∂) = δij∂
(H1)αi(∂) = α(xi)eα
(H1)αβ(∂) = [eβ , eα] + δα,−β∂ .
(3.2)
It is proved in [DSKV13a] that, for any a ∈ h, we have an infinite sequence
of local functionals {
∫
hn}n≥−1 ⊂ V/∂V , satisfying the Lenard-Magri recursive
relations (1.11), and h−1 = 0, h0 = a. The next two functionals of the sequence
have densities
h1 =
1
2
∑
α∈∆
α(a)
α(s)
eαe−α ,
and
h2 =
1
2
∑
α∈∆
α(a)
α(s)2
e−αe
′
α +
1
2
∑
α∈∆
α(a)
α(s)2
eαe−α[e−α, eα]
+
1
3
∑
α,β∈∆
α6=β
α(a)
α(s)β(s)
eαe−β[e−α, eβ ] .
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The corresponding Hamiltonian equations (1.12) are: dxi
dt0
= dxi
dt1
= dxi
dt2
= 0, for
i = 1, . . . , ℓ, and, for α ∈ ∆,
deα
dt0
= α(a)eα ,
deα
dt1
=
α(a)
α(s)
e′α +
∑
β∈∆
β(a)
β(s)
e−β[eβ , eα] ,
deα
dt2
=
α(a)
α(s)2
e′′α +
α(a)
α(s)2
(eα[e−α, eα])
′ +
∑
β∈∆
β(a)
β(s)2
e′β[e−β, eα]
+
1
3
∑
β∈∆\{α}
(
α(a) + β(a)
α(s)β(s)
+
β(a)
β(s)(α(s) − β(s))
)
(eβ [e−β, eα])
′
+
∑
β∈∆
β(a)
β(s)2
(
eβ [e−β, eβ ][e−β, eα]−
1
2
(α|β)eαeβe−β
)
+
1
3
∑
β,γ∈∆
β 6=γ
2β(a)γ(s)− γ(a)β(s)
β(s)γ(s)(β(s) − γ(s))
eβe−γ [[e−β , eγ ], eα] .
(3.3)
It follows from [DSKV13a, Rem.2.7] that, for every α ∈ ∆,
δhn
δeα
= (−1)n+1
α(a)
α(s)n
e
(n−1)
−α + higher polynomial order terms . (3.4)
In particular, the elements δhn
δu
are linearly independent.
Let I be the differential ideal generated by the variables xi, i = 1, . . . , ℓ. Clearly,
as differential algebras,
V/I ≃ V = F[e(n)α | α ∈ ∆, n ∈ Z+] .
Note that, by equation (3.2), the elements xi, i = 1, . . . , ℓ, are central for the Poisson
structureH0. Consider the Dirac modificationH
D
1 ofH1 by the constraints {xi}
ℓ
i=1,
defined by the equation (2.4):
HD1 (∂) = H1(∂) +B(∂) ◦ C
−1(∂) ◦B∗(∂) ,
where the matrices B(∂) ∈Mat(ℓ+|∆|)×ℓ V [∂] and C(∂) ∈Matℓ×ℓ V [∂] have entries
Bij(∂) = Cij(∂) = (H1)ij(∂) = δij∂ , i, j = 1, . . . , ℓ
Bαi(∂) = (H1)αi(∂) = α(xi)eα , i = 1, . . . , ℓ, α ∈ ∆ .
(3.5)
By Theorem 2.4, we have a bi-Poisson structure (H0, H
D
1 ) on V , and the induced
bi-Poisson structure (H0, H
D
1 ) on V. It is given by (α, β ∈ ∆)
(H0)αβ(λ) = δα,−ββ(s)
(H
D
1 )α,−α(λ) = ∂ + (α|α)eα∂
−1 ◦ e−α ,
(H
D
1 )αβ(λ) = [eβ , eα]− (α|β)eα∂
−1 ◦ eβ , for α 6= −β .
Proposition 3.1. The Lenard-Magri recursive relations (2.6) hold for the bi-
Poisson structure (HD1 , H0). Hence, we get an induced bi-Hamiltonian hierarchy in
V.
Proof. By Proposition 2.5 it suffices to show that KerB(∂) = 0 over the linear
closure K˜ of K. Let F = (Fi)
ℓ
i=1 ∈ K˜ be an element of the kernel of B(∂). We have,
for α ∈ ∆,
(B(∂)F )α = (α(x1)F1 + · · ·+ α(xℓ)Fℓ) eα .
Since ∆ spans h∗, it follows that F = 0. To conclude, we just observe that, by
equation (3.4), the images of elements δhn
δu
in V
|∆|
are linearly independent. Since
H0 is an invertible constant matrix, the images of the elements Pn in V
|∆|
are
linearly independent as well. 
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Remark 3.2. It follows from [BDSK09, Prop.2.10] and the definition of the Lie
bracket between Hamiltonian functionals given in [DSK13, Eq.(7.8)] (using the fact
that H0 is local) that all the
∫
hn’s obtained by taking all possible a ∈ h are in
involution.
The first equations of the reduced bi-Hamiltonian hierarchy are (α ∈ ∆)
deα
dt0
= α(a)eα ,
deα
dt1
=
α(a)
α(s)
e′α +
∑
β∈∆\{−α}
β(a)
β(s)
e−β [eβ, eα] ,
deα
dt2
=
α(a)
α(s)2
e′′α +
∑
β∈∆\{α}
β(a)
β(s)2
e′β[e−β , eα]
+
1
3
∑
β∈∆\{α}
(
α(a) + β(a)
α(s)β(s)
+
β(a)
β(s)(α(s) − β(s))
)
(eβ [e−β, eα])
′
−
1
2
∑
β∈∆
β(a)
β(s)2
(α|β)eαeβe−β +
1
3
∑
β,γ∈∆
β 6=γ,γ+α
2β(a)γ(s)− γ(a)β(s)
β(s)γ(s)(β(s) − γ(s))
eβe−γ [[e−β , eγ ], eα] .
Remark 3.3. For g = sl2 we have ∆ = {α,−α}. Letting s = a = [eα, e−α], the first
non trivial equation of the reduced bi-Hamiltonian hierarchy is

deα
dt2
=
1
2
e′′α − e
2
αe−α
de−α
dt2
= −
1
2
e′′−α + eαe
2
−α .
Hence, the reduced DS homogeneous hierarchy for the Lie algebra g = sl2 coincides
with the NLS hierarchy (AKNS), and (H0, H
D
1 ) coincides with its well-known bi-
Poisson structure.
4. Dirac reduced minimal DS hierarchy
We recall here the construction of the classicalW-algebra associated to a minimal
nilpotent element following [DSKV13b].
Let g be a simple Lie algebra with a non-degenerate symmetric invariant bilinear
form (· | ·), and let f ∈ g be a minimal nilpotent element, that is a lowest root vector
of g. Let {f, h = 2x, e} ⊂ g be an sl2-triple. The adx-eigenspace decomposition is
g = Ff ⊕ g− 1
2
⊕ g0 ⊕ g 1
2
⊕ Fe .
Note that (x|a) = 0 for all a ∈ gf0 . Hence, the subalgebra g0 ⊂ g admits the
orthogonal decomposition g0 = g
f
0 ⊕ Fx. For a ∈ g0 we denote by a
♯ its projection
to gf0 .
We fix a basis of gf = gf0 ⊕ g− 1
2
⊕ Ff as follows. Let {ai}i∈Jf
0
⊂ gf0 be an
orthonormal basis of gf0 with respect to (· | ·). Let also {vk}k∈J
−
1
2
⊂ g 1
2
be a basis
of g 1
2
and let {vk}k∈J
−
1
2
⊂ g 1
2
be the dual basis with respect to the nondegenerate
skewsymmetric pairing (f |[· , ·]) on g 1
2
. Equivalently, letting uk = [f, vk], we have
that {uk}k∈J
−
1
2
⊂ g− 1
2
and {vk}k∈J
−
1
2
⊂ g 1
2
are dual bases with respect to (· | ·).
An explicit description of the classical W-algebra W = Wz(g, f), associated to
the Lie algebra g and the minimal nilpotent element f , is as follows. As a differential
algebra, it is W = S(F[∂]gf), namely the algebra of differential polynomials in
the differential variables {ai}i∈Jf
0
⊂ gf0 , {uk}k∈J 1
2
⊂ g− 1
2
, and f . We also let
L = f + 12
∑
i∈Jf
0
a2i ∈ W (which we can take as a differential generator in place of
f). The λ-brackets on generators are given by Table 1 (a, b ∈ gf0 , u, u1 ∈ g− 1
2
).
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{· λ ·}z L b u1
L
(∂ + 2λ)L
−(x|x)λ3 + 4(x|x)zλ
(∂ + λ)b
(
∂ + 32λ
)
u1
a λa [a, b] + (a|b)λ [a, u1]
u
(
1
2∂ +
3
2λ
)
u [u, b] eq.(4.1)
Table 1: λ-brackets among generators of W for minimal nilpotent f
The λ-bracket of two elements u and u1 of g− 1
2
is
{uλu1}z =
∑
k∈J
−
1
2
[u, vk]♯[u1, vk]
♯ +
(
∂ + 2λ
)
[u, [e, u1]]
♯
+
(e|[u, u1])
2(x|x)
f − λ2(e|[u, u1]) + z(e|[u, u1]) .
(4.1)
Associated to this 1-parameter family of PVA λ-brackets we have compatible
Poisson structures H0 and H1, defined by {· λ ·}z = {· λ ·}H1 − z{· λ ·}H0 . It follows
by [DSKV13a, Theorem 4.18] that we can find an infinite sequence of linearly inde-
pendent local functionals
∫
hn ∈ W/∂W , n ∈ Z+, starting with h0 = f , satisfying
the Lenard-Magri recursive relations (1.11). The first few integrals of motion and
the corresponding equations of the integrable hierarchy are computed in [DSKV13b,
Section 6].
Note that, by Table 1, all elements of gf0 are central for the Poisson structure
H0. Therefore, by Theorem 2.4 we have a Dirac modified bi-Poisson structure
(H0, H
D
1 ) on W with respect to the constraints {ai}i∈Jf
0
, and the induced Dirac
reduced bi-Poisson structure (H0, H
D
1 ) on W = W/〈ai〉i∈Jf
0
. Let ℓ = |Jf0 | and
N = |Jf0 | + |J− 1
2
| + 1. By Definition 2.1 we have HD1 = H1 + BC
−1B∗, where
C(∂) ∈ Matℓ×ℓW [∂] and B(∂) ∈ MatN×ℓW [∂] are matrix differential operators
with entries as follows (i, j ∈ Jf0 , k ∈ J− 1
2
):

Bij(∂) = Cij(∂) = [aj , ai] + δij∂
Bkj(∂) = [aj , uk] ,
BNj(∂) = aj∂ .
(4.2)
Proposition 4.1. The Lenard-Magri recursive relations (2.6) hold for the bi-
Poisson structure (HD1 , H0). Consequently, we get an induced integrable bi-Hamiltonian
hierarchy in W.
Proof. For the first assertion, by Proposition 2.5 it suffices to show that KerB(∂) =
0 in K˜ℓ (recall that K˜ denotes the linear closure of K, and K is the field of fractions
of W). Let F = (Fi)
ℓ
i=1 ∈ K˜ be an element of the kernel of B(∂). Looking at the
first ℓ rows of the matrix B(∂), we get the equations
F ′i =
∑
j∈Jf
0
[ai, aj ]Fj , i ∈ J
f
0 . (4.3)
Let W0 = F[a
(n)
i | i ∈ J
f
0 , n ∈ Z+] ⊂ W , be the algebra of differential polynomials
in the differential variables {ai}i∈Jf
0
, let K0 be its differential field of fractions,
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and let K˜0 be its linear closure. It is a differential subfield of K˜ with the same
subfield of constants F. The space of solutions of equation (4.3) in K˜ℓ is an F-linear
subspace of K˜ℓ0 of dimension ℓ. Let E ∈ Matℓ×ℓ K˜0 be a non-degenerate matrix,
whose columns form a basis of the space of solutions of equation (4.3). Then, all
solutions of equation (4.3) have the form
F = EC , (4.4)
for some constant vector C ∈ F
ℓ
, see e.g. [CDSK13b].
Next, consider the following N − ℓ − 1 rows of the matrix B(∂). We get the
equations ∑
i∈Jf
0
,k∈J
−
1
2
[uk, ai]EijCj = 0 , k ∈ J− 1
2
. (4.5)
The left hand side of equation (4.5) lies in g− 1
2
⊗ K˜0. Hence, we can apply ξ =
(v| ·) ∈ g∗1
2
to it (considered as a linear map ξ : g− 1
2
⊗ K˜0 → K˜0):
∑
i∈Jf
0
,k∈J
−
1
2
([v, uk]|ai)EijCj = 0 , (4.6)
for all v ∈ g 1
2
and k ∈ J− 1
2
. Note that [g 1
2
, g− 1
2
] = g0 (it follows by the fact that
g is simple and Ff ⊕ g− 1
2
⊕ [g 1
2
, g− 1
2
]⊕ g 1
2
⊕ Fe is clearly an ideal of g). Since the
inner product (· | ·) is non-degenerate on gf0 , equation (4.6) implies EC = 0, from
which we get that C = 0, by the non-degeneracy of the matrix E. Hence F = 0, as
required.
For the last assertion, we consider the images of the conserved densities hn
in W , and the corresponding variational derivatives δhn
δu
∈ W
N−ℓ
. It follows by
[DSKV13a, Lem.4.15] that they span an infinite dimensional space. Since H0 is
a non-degenerate matrix differential operator, it follows that the images of the
elements Pn in W
N−ℓ
span an infinite dimensional space as well. 
The Dirac reduced Poisson structures are explicitly as follows (h, k ∈ J− 1
2
):


(H0)hk(∂) = (e|[uh, uk])
(H0)NN (∂) = −4(x|x)∂
(H0)Nk(∂) = (H0)kN (∂) = 0
,
and

(H
D
1 )hk(∂) =
∑
i∈Jf
0
[ai, uh]∂
−1 ◦ [ai, uk]−
(e|[uh, uk])
2(x|x)
f + (e|[uh, uk])∂
2
(H
D
1 )NN (∂) = f
′ + 2f∂ − (x|x)∂3
(H
D
1 )kN (∂) = u
′
k +
3
2
uk∂
(H
D
1 )Nk(∂) =
1
2
u′k +
3
2
uk∂
.
The first two conserved densities are
h0 = f and h1 = −
1
8(x|x)
f2 −
1
2
∑
k∈J
−
1
2
[f, vk]u′k ,
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and the first two equations of the reduced bi-Hamiltonian hierarchy are (for u ∈
g− 1
2
) du
dt0
= u′, df
dt0
= f ′, and (cf. [DSKV13b, eq.(6.21)])
du
dt1
= u′′′ −
3
4(x|x)
fu′ −
3
8(x|x)
uf ′ −
1
2
∑
i∈Jf
0
,k∈J
−
1
2
[ai, u][a
i, [f, vk]][f, vk] ,
df
dt1
=
1
4
f ′′′ −
3
4(x|x)
ff ′ +
3
2
∑
k∈J
−
1
2
uk[f, v
k]′′ .
In the case of g = sln, n ≥ 3 (and only in this case) there is a (unique up to a
constant factor) non-zero element c in the center of gf0 . Then we have additional
conserved densities hn˜, n ∈ Z+, of which the first two are
h0˜ = c and h1˜ =
∑
k∈J
−
1
2
uk[c, [f, v
k]] .
The corresponding first two reduced bi-Hamiltonian equations are (for u ∈ g− 1
2
)
du
dt0˜
= [c, u], df
dt0˜
= 0, and (cf. [DSKV13b, eq.(6.22)])
du
dt1˜
= [c, u]′′ −
1
2(x|x)
f [c, u] ,
df
dt1˜
=
∑
k∈J
−
1
2
(uk[c, [f, v
k]])′ .
Due to the observations at the end of Section 1.6 all the flows d
dtn
and d
dtm˜
commute
and the local functionals
∫
hn,
∫
hm˜ are in involution, for n,m ∈ Z+.
5. Dirac reduced short DS hierarchy
Let g be a simple Lie algebra with a non-degenerate symmetric invariant bilinear
form (· | ·). Recall that, by definition, for a short nilpotent element f ∈ g, and an sl2-
triple {f, h = 2x, e}, we have the adx-eigenspace decomposition g = g−1⊕ g0⊕ g1.
Moreover, we have the orthogonal decomposition g0 = g
f
0 ⊕ [f, g1], and g
f
0 = g
e
0,
[f, g1] = [e, g−1]. Let
♯ : g0 → g
f
0 be the corresponding orthogonal projection. Let
{ai}i∈Jf
0
⊂ gf0 be an orthonormal basis of g
f
0 . Let also {uk}k∈J−1 ⊂ g−1 be a basis
of g−1 and let {u
k}k∈J
−1
⊂ g1 be the dual basis with respect to (· |·).
The classical W-algebra W = W(g, f) is, as differential algebra, the algebra of
differential polynomials in the differential variables {ai}i∈Jf
0
⊂ gf0 and {uk}k∈J−1 ⊂
g−1. The λ-bracket on generators are given by Table 2 (a, b ∈ g
f
0 , u, u1 ∈ g−1).
{· λ ·}z b u1
a [a, b] + (a|b)λ [a, u1]
u [u, b] eq.(5.1)
Table 2: λ-brackets among generators of W for short nilpotent f
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The λ-bracket of u, u1 ∈ g−1 is
{uλu1}z =
1
2
∑
k∈J1
(u ◦ uk)[u1, u
k]♯ −
1
2
∑
k∈J1
(u1 ◦ uk)[u, u
k]♯
+
1
4
∑
h,k∈J1
[[e, uh], [e, uk]][u, u
h]♯[u1, u
k]♯ −
1
2
(∂ + 2λ)(u ◦ u1)
+
1
4
(∂ + 2λ)
∑
k∈J1
[[e, u], [e, uk]][u1, u
k]♯ +
1
4
∑
k∈J1
[[e, u1], [e, uk]](∂ + λ)[u, u
k]♯
−
1
4
(
3λ2 + 3λ∂ + ∂2
)
[[e, u], [e, u1]] +
1
4
(e|u ◦ u1)λ
3
+z[[e, u], [e, u1]]
♯ − (e|u ◦ u1)zλ ,
(5.1)
where u ◦ u1 = [[e, u], u1], for all u, u1 ∈ g−1.
Associated to this 1-parameter family of PVA λ-brackets we have compatible
Poisson structures H0 and H1, defined by {· λ ·}z = {· λ ·}H1 − z{· λ ·}H0 . It follows
by [DSKV13a, Theorem 4.18] that we can find an infinite sequence of linearly inde-
pendent local functionals
∫
hn ∈ W/∂W , n ∈ Z+, starting with h0 = f , satisfying
the Lenard-Magri recursive relations (1.11). The first few integrals of motion and
the corresponding equations of the integrable hierarchy are computed in [DSKV13b,
Section 7].
Note that, by Table 1, all elements of gf0 are central for the Poisson structure H0.
Therefore, by Theorem 2.4 we have a Dirac modified bi-Poisson structure (H0, H
D
1 )
on W with respect to the constraints {ai}i∈Jf
0
, and the induced Dirac reduced bi-
Poisson structure (H0, H
D
1 ) onW =W/〈ai〉i∈Jf
0
. Let ℓ = |Jf0 | andN = |J
f
0 |+|J−1|.
By Definition 2.1 we have HD1 = H1 + BC
−1B∗, where C(∂) ∈ Matℓ×ℓW [∂] and
B(∂) ∈ MatN×ℓW [∂] are matrix differential operators with entries as follows (i, j ∈
Jf0 , k ∈ J−1): {
Bij(∂) = Cij(∂) = [aj , ai] + δij∂
Bkj(∂) = [aj , uk] .
(5.2)
Proposition 5.1. The Lenard-Magri recursive relations (2.6) hold for the bi-
Poisson structure (HD1 , H0). Consequently, we get an induced integrable bi-Hamiltonian
hierarchy in W.
Proof. It is along the same lines as the proof of Proposition 4.1. 
The Dirac reduced Poisson structures are explicitly as follows (h, k ∈ J−1):
(H0)hk(∂) = (e|uh ◦ uk)∂ ,
and
(H
D
1 )hk(∂) =
∑
i∈Jf
0
[ai, uh]∂
−1 ◦ [ai, uk]−
1
2
(uh ◦ uk)
′ − (uh ◦ uk)∂ +
1
4
(e|uh ◦ uk)∂
3 .
The first two equations of the reduced bi-Hamiltonian hierarchy are (for u ∈ g−1)
du
dt0
= u′, and
du
dt1
=
1
4
u′′′ +
3
4
∑
h,k∈J
−1
(uk ∗ uh|u)uhu
′
k ,
where ∗ is the Jordan product on g1 defined by a ∗ b = [[f, a], b], for every a, b ∈ g1.
The last equation is, after a rescaling of the variables, the Svinolupov equation
associated to this Jordan product, [Svi91]. We thus provided a bi-Hamiltonian
structure for such equation and we proved its integrability.
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