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ABSTRACT
The United States (US) nuclear industry is one of the most heavily regulated businesses in
the world, creating a culture of world-class design, operation, and maintenance. In an article
published on modern maintenance technologies, Terrence OHanlon (past Chief Asset Manager
for Reliabilityweb.com) stated, “world class companies often devote up to 50 percent of their entire
maintenance resources to condition based monitoring and the planned work that is required as a
result of the findings” [1]. One would expect US nuclear power plants to constantly upgrade,
improve, and expand their operations and maintenance departments and tactics. Since the early
1990s, US nuclear plant expenses due to operations and maintenance have increased by over
10% and were estimated at $20.62/MWhr (>16 billion USD) in 2015 [2]. While costs are
increasing, and supporting technologies are more readily available than ever, plants commonly
rely on reactive and basic preventive maintenance techniques.
This dissertation investigates improved maintenance practices by establishing baseline
performance capabilities only possible with advanced maintenance strategies. A method of
extracting plant data to facilitate predictive modeling is introduced. This method utilizes
information (condition data and maintenance data) from disparate sources within modern nuclear
plants to extract failure cycles. These data sources will help transition plants from reactive to
preventive maintenance through establishment of maintenance intervals, improvement of existing
preventive maintenance intervals using better-quality failure cycle information, and/or transition
from preventive to predictive maintenance. To extract this information, digital maintenance
records are essential; therefore, a formal discussion of digital maintenance systems and related
implementation standards is given. To support the need for maintenance data, a framework for
utilization of failure cycles in predictive maintenance models is provided. Three different
applications are examined, where maintenance dependent models are compared to traditional
models to quantify the capacity for improvement in failure-time predictions.
This work shows that the utilization of process and maintenance data in prognostic modeling
results in significantly improved failure predictions. This additional time to respond will help
organizations avoid or plan for failures before they occur, which supports more effective
maintenance and capital replacement policies.
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1. Introduction
The landscape of commercial power plants is changing due to upgrades and transitions to
digital systems. The first Nuclear Power Plant (NPP) recognized by the Nuclear Regulatory
Commission (NRC) was the Shippingport Atomic Power Station, which first reached criticality in
1957 [3]. Around the same time, one of the first single-user computers, the LGP-30 personal
computer, was marketed for purchase by General Precision for $50,000 (approximately $400,000
today) with a 120 kHz clock rate. This is about the same computing speed as a modern day coffee
maker. Needless to say, early plant designs in the US did not rely on advanced microprocessors
for data analysis, acquisition, monitoring, or plant control. The tech surge in the late 20th and
early 21st centuries greatly improved humanity’s ability to manufacture powerful processors for
computation and analysis; our cell phones and laptops have more computational power today
than supercomputers did in the fifties. This has increased availability and decreased costs of
digital systems for nuclear power plants, allowing for advanced signal processing, monitoring, and
diagnostics capabilities. With this change in the technology world, there has been a slow change
seen in commercial power plants, especially nuclear power. The NRC sets requirements for digital
systems, and can make it difficult for existing plants to obtain licensing updates if using digital
systems. Many plants now have digital computers for operators, data monitoring and storage, and
diagnostics, but there is still much room for advancement.
With the next generation of nuclear reactors being designed and existing plants looking to
extend operating permits, it has become an important area of research to identify how to improve
plant operations with computers and digital systems. The modern Data Processing and Monitoring
System (DPMS) in Figure 1 shows most of the digital systems found in state-of-the-art NPPs.
Westinghouse outlines this data processing and monitoring network as a framework for new and
retrofit reactor designs. The entire system is commonly referred to as the Nuclear Plant Computer
(NPC) and is a large focus area in current reactor design research. While not all reactors consist
of elements found in Figure 1, it represents a well-organized digital ecosystem for maintaining
plant operations. One important element not found in Figure 1 is the plant maintenance system.
This is because most commercial NPPs do not use digital maintenance records, but rather still
depend on manual hand-written logs for recordkeeping. The use of analog maintenance records
commonly results in human errors, which can cause incorrect findings, repeat maintenance for
corrective measures, delays in plant operation, and plant safety issues including the health of
safety systems [4]. One method of reducing these error sources is to use a digital maintenance
recordkeeping system to track, schedule, and standardize maintenance efforts across the plant.
The last few decades have seen surges in software development for digital maintenance. Many
commercial manufacturing and operating industries have embraced the Computerized
Maintenance Management System (CMMS) as a principal tool for digital-based maintenance
strategies, due to its low impact on asset lifecycle budgets and proven substantial benefits [5].
The CMMS is a key digital system for improving nuclear plant performance in future reactor
generations.
On the topic of maintenance, traditional efforts in NPPs have been primarily reactive
maintenance.
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Figure 1: Digital elements in modern DPMS for NPPs [6]
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This means that the system has a fault or failure, and maintenance workers react to the issue.
The results of such practices include unexpected downtime, reduced safety, and low system
health understanding among maintenance workers. Unlike reactive maintenance, preventive
maintenance is an effort to replace parts that have a high likelihood of failing before the failure
event actually occurs. These maintenance strategies are based on historical failure times, and
occur at regularly scheduled intervals to prevent critical asset failures. Rather than reacting to
failures, maintenance workers are proactively repairing or replacing parts and components with a
high statistical probability of failure. Preventive maintenance can help lessen unexpected
downtimes, improve plant safety, and increase system understanding for maintenance workers,
but at the cost of generalizing systems to expected behaviors; unexpected failures can still occur
when the system degrades faster or slower than the historical averages. Preventive maintenance
only serves to reduce the erratic nature of reactive maintenance efforts, not tame it. In contrast,
a relatively new strategy called predictive maintenance utilizes condition-based measurements to
determine the true system degradation and predict when maintenance should be conducted. The
predictive maintenance research field has many subdivisions, and is quickly becoming a
revolutionary maintenance practice [5]. Utilizing predictive maintenance in nuclear plants would
create the opportunity for improvements to safety, increased plant availability, and better operator
understanding of system health. The end-goal of predictive maintenance is to support operator
decision-making by predicting failure information, and providing effective maintenance strategy
opportunities [7].
Amongst published research on industrial applications, there is little discussion of methods
to feasibly conduct predictive maintenance in NPPs. The work described throughout this paper is
an attempt to illustrate a path towards the future of predictive maintenance in the nuclear industry.
The following dissertation presents a literature survey of current practices, and a proposed
methodology for coupling disparate nuclear data sources in order to improve prognostic model
capabilities and enable future predictive maintenance opportunities.

1.1. Problem Statement
Possibly the most important tool in predictive maintenance is prognostics, which is defined
as a series of steps made to predict failure time or cycle degradation prior to failure [8]. In simpler
terms, prognostics is a method of applied predictive modeling. The steps involved in the
development of a prognostic model turn a relatively basic concept into a complicated network of
optimization, decisions, categorization, and interpretation. Even rudimentary prognostic models
require significant understanding of the system, and how data from the system is related to its
degradation. Unlike raw plant data, prognostic data (that is, prognostic model inputs) must be
divided into operating cycles in order to establish normal operating limits. Each operating cycle
begins with system startup and ends at system “failure”. The prognostic data is categorized by
the system it belongs to, using relationships between specific equipment and signals.
Data from the plant computer or data historian is rarely stored in a format that is directly
usable in prognostic models. The amount of data produced by a nuclear plant is often
overwhelming, which prevents effective utilization and analysist by data scientists [5]. In typical
nuclear plants, uncompressed raw data can amount to as much as 100GB per year of text based
numerical data. Traditionally, transforming raw data into a suitable format for prognostic model
development would require hundreds of man-hours, sifting through datasets and extract operating
cycles for individual systems. In a review of Condition-Based Maintenance (CBM) by Jardine et.
3

al, the author states that the development of tools for extracting and processing data for use in
prognostic models is a requirement for next-generation predictive maintenance efforts [7].
Programs that utilize CBM consist of two critical parts: diagnostic and prognostics [7]. Both
diagnostics and prognostics rely on Condition Monitoring (CM) in order to detect significant
changes in asset performance, and CM relies on sensor data from monitored assets. A flow
diagram for a typical predictive maintenance system is shown in Figure 2, which depicts the steps
in predictive maintenance in systems where CM data is configured for model development.
However, in most applications additional information from the CMMS is required to properly
transform raw output from the Data Acquisition (DAQ) system into CM data for diagnostic and
prognostic modeling. The CMMS records data on part/component failures and subsequent
maintenance actions, which can provide necessary information for separating large data files into
individual operating cycles (startup to failure). CMMS data also contains relationships between
systems and their respective sensors, which is critical for data extraction and categorization.
Another important piece of information stored within the CMMS is the maintenance action taken
to complete each scheduled work order. These data are related to the specific repair actions
taken, and may help inform operators about the degree of repair a system receives depending on
the effectiveness of applied maintenance efforts.
To efficiently extract prognostic data from CM data for failure predictions, it is necessary to
integrate maintenance data from the CMMS as well as process data from the CM/DAQ systems
[8]. While either a CM system or CMMS alone may be used to improve current maintenance
practices in nuclear applications, combining the systems (or data from each) will result in more
effective maintenance strategies than either system could achieve independently. Progress
related to methods of data source merging is slow due to relatively few studies and immature CMCMMS relationship definitions in the scope of predictive maintenance [5] [8]. Developing a method
for coupling data from the CM system and CMMS is a major focus of this research. This is a
challenge that requires a definition of the relationship between each system, as well as methods
for predicting failures using the available information from each system. Perhaps the largest
challenge throughout this development, is determining how to effectively communicate prediction
results to maintenance engineers in a way that improves maintenance practices [8]. A detailed
predictive maintenance flow diagram for this research is shown in Figure 3. Data from both the
CM system and CMMS is combined using a coupling algorithm, which extracts operating data
and processes it into a model-ready format. The extracted and categorized cycles are passed to
a predictive model for determining future system degradation from sensor data. As data are
passed to the predictive model, Remaining Useful Life (RUL) estimates for a system can be made.
The RUL represents the expected time until the system can no longer operate according to the
defined limits. This quantitative RUL value must be translated into a qualitative risk mitigation
strategy to improve maintenance planning. Once a maintenance decision has been made using
the predicted failure time, it can be fed back into the CMMS system to automatically generate a
new work order.

1.2. Original Contributions
The research discussed in this work contains original contributions to nuclear data mining
and predictive maintenance fields, with focus on viable commercial nuclear predictive modeling.
The following are selections of specific topics that contribute to advancement of the
aforementioned fields:
4

Figure 2: Predictive maintenance system flow [5]

Figure 3: Detailed predictive maintenance system flow (adapted from [5])
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1. Development of a formal overview for the state of industry related to advanced
maintenance strategies, including: problems related to current industry maintenance
practices, the need for digital maintenance systems in any plant that utilizes proactive
maintenance, the future of industrial asset management, and challenges related to
advanced maintenance strategy implementation. Recommended standards for
organizations adopting new maintenance practices are provided to ensure the effective
transition from analog to digital work orders in applications that may utilize predictive
models, thereby preventing the need for major standards revisions later on.
2. Development of a preliminary algorithm for combining raw plant data with CMMS data
with the intent to extract operating cycles for use in diagnostic/prognostic models. This
improves the utility of recorded plant data for proactive maintenance.
3. Development of a framework for utilization of extracted operating cycles in predictive
models, with focus on the development of generalized baseline prognostic models in
nuclear plant applications for real-time predictive maintenance strategies. This is the key
method developed in this dissertation in terms of contributory work.
4. Development of a proof of concept and two validation case studies to define the influence
of maintenance actions on system degradation, proactive model capabilities, and
predictive model accuracy. Demonstration of RUL prediction improvements using
developed algorithms for each application.
These contributions will assist industry as predictive maintenance programs are adopted. The
formal presentation of needs for digital maintenance standards, as well as cases presented that
validate performance improvement when maintenance data is available, establish existing work
that maximizes the effectiveness of predictive maintenance model development for industrial
equipment.

1.3. Dissertation Structure
Section 2 of this dissertation reviews literature pertaining to the use of prognostics in
commercial plants, existing prognostic model research, and data sources related to proactive
maintenance. The literature survey also discusses modern maintenance strategies including
predictive maintenance and e-maintenance concepts. Following sections discuss methods of
achieving the contributions highlighted in Section 1.2 including coupling algorithm design and
model development, as well as information pertaining to disparate data sources in nuclear plant
settings. General discussion of methodologies for research efforts are followed by results of three
research applications, including outcomes of data simulation, coupling algorithm development,
and predictive maintenance dependent modeling. Lastly, Conclusions drawn from the research
are conferred.
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2. Literature Survey
Prognostics is a relatively young concentration within reliability engineering that focuses on
predicting the amount of life a system/component has left until it will not meet a defined
performance level. The predicted time remaining for the component to operate until it reaches the
defined failure threshold is the RUL. There are many different methods of predicting RUL, but
they all share a common goal of failure mitigation through optimization of maintenance practices.
Prognostic models come in many shapes and sizes, from simple parameterized distribution
models, to complex multi-stage models. Their complexity depends on their application, and how
resultant failure predictions will be used. The field of prognostics focuses on relationships between
signal-level deviations from normal behavior, and system-level degradation. As components
begin to degrade, changes in operating data may be seen in certain signals. The measure of
signal deviation from normal behavior is commonly called a degradation parameter. These
degradation parameters can be combined into a single parameter that represents the amount of
degradation the entire system has experienced. This singular system health measure is referred
to as the prognostic parameter, and can be used to quantify system degradation in real-time,
which is the key to predicting the RUL in advanced prognostic models.
In general, prognostics has not been widely adopted in any industry including NPPs. The
NRC governs plant licensing based on the Code of Federal Regulations 10 CFR 50, and is strict
when it comes to plant modernization. The average nuclear plant in the US is approximately 35
years old. This means that outfitting existing plants with the digital technologies necessary to
incorporate on-line monitoring and prognostic tools would require major license amendments,
which are both time and cost expensive. As the NRC has not officially endorsed standards for
prognostics (standards are still in development), it would be very difficult to get prognostic tools
for plant control licensed within the US. This is similar to issues that have arisen in the past decade
associated with updating plants to digital instrumentation and control. The NRC was only recently
introduced to advanced diagnostics and prognostics as they would pertain to NPPs in a formal
setting [9], making it even more difficult to get approval of advanced prognostic tools for plant
management. However, prognostics is still useful as supporting information for plant operators,
as well as applications other than plant control within the main Nuclear Steam Supply System
(NSSS). One of the largest expenses for a NPP is the cost related to Operations and Maintenance
(O&M). Keeping a plant running without unexpected shutdowns and failures is a constant effort.
Prognostic models may help improve maintenance efforts by acting as a support system for O&M.
These models provide unique information to the operators about system failures, and can be used
to optimize maintenance scheduling and practices. Applying prognostic tools to NPP operation
areas that are not safety critical will lay the framework for future adoption by NRC for advanced
plant support.
The following literature survey discusses the basics of prognostics in health monitoring
applications, and the types of prognostic models. Differences in the complexity of the model types
are explained, and model applications are provided. For more complex prognostic models, the
strengths and weaknesses between empirical and first principles models are discussed with focus
on NPP applicability. To introduce the improvements to prognostic methods from this dissertation,
existing approaches to data source merging are discussed; data sources in NPPs are outlined,
and methods of improving prognostic modeling through extracted data are explained in order to
provide clear reasoning for implementation. The developed prognostic techniques and
7

improvements directly enable maintenance optimization strategies; therefore, potential
improvements to NPP maintenance compared to current practices are highlighted. These
changes focus on the end-goal improvements to NPP O&M by transitioning to advanced
strategies for equipment maintenance.

2.1. Prognostics in Health Monitoring
The prognostics field is a key area in health monitoring. System monitoring utilizes tools for
identifying and measuring system states of operational data, which are analyzed by fault detection
and diagnostic systems. The prognostics system relies on information and analysis from the other
tools in order to effectively predict future system degradation levels and failure times. The general
steps in health monitoring are shown in Figure 4. Data is most commonly collected from a Data
Acquisition (DAQ) system, but can also come from disparate sources such as plant data
historians, and maintenance logs. Raw data is passed through a monitoring system to determine
if there are faults in the signal. If a fault is detected, the data is passed to a diagnostic system in
order to quantify the fault within the data, and characterize the failure mode for the
part/component. Data for specific systems and/or failure modes can be used to develop
prognostic models in order to predict RUL for specific equipment. The RUL and related statistics
provide information to O&M for optimizing performance and maintenance scheduling. These
actions are referred to as failure/risk mitigation and are the major health monitoring objective.
In maintenance applications, health monitoring systems are considered CBM because they
rely on specific conditions that the system/component undergoes during operation [10]. As the
field of prognostics in health monitoring is relatively new, there is much discussion on the value
of prognostics in industrial applications. Some expected benefits of prognostics implementation
include: reduction in total number of unplanned maintenance events, overall improvements to
plant safety, increased usable life for parts and components, reduced costs associated with O&M,
and reduction in the amount of manual inspection required [10] [11]. These benefits can be
generalized into two major goals for prognostics in CBM applications: accurate prediction of
remaining useful life for components, and effective utilization of failure information for improved
maintenance efforts and failure mitigation strategies. Referring back to Figure 4, prediction of RUL
and mitigation of consequences are the final two stages in a health monitoring system.
RUL determination and subsequent failure mitigation require the development of accurate
prognostic algorithms. These tools and models use varying amounts of failure data in order to
characterize the system under investigation. The following section discusses the types of
prognostic algorithms commonly used, including discussion of relevant model input/output.
Considerable amount of current research related to prognostics involves the improvement and
development of these algorithms.

2.2. Prognostic Models
Prognostic models are groups of algorithms used to predict the RUL, or related measure, for
specific components/systems. Once information about equipment fault modes is collected and
analyzed within a diagnostic system, failure data from operation can be passed to the prognostic
system. There is a popular adage in computer science and related fields that states there is “no
free lunch”, meaning that there is an opportunity cost associated with each decision in algorithm
and model development. Choosing one model that is more accurate may be more time intensive
8

Figure 4: Typical flow in a health monitoring system [12]
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than using a simplified model that runs very quickly; each model is useful in its own situations
[13]. There are also different models used based on the desired output prediction and data
available for modeling. While many of these predictive models calculate the RUL, prognostic
models are also used to predict the Time-to-Failure (TTF) and Probability of Failure (POF) [14].
These may be adaptations of existing models or entirely unique algorithms. The following sections
discuss the major types of prognostic models for RUL prediction, and the general input/output for
related prognostic algorithms.

2.2.1. Type I, II, and III Models
Within the predictive maintenance research group at the University of Tennessee, there is an
accepted prognostic model categorization based on the information that each type utilizes. These
three model types are outlined in the following subsections.

2.2.1.1.

Type I: Reliability based models

Type I models utilize historical failure times to develop characteristic distributions. As cycles
occur, the TTF for each is recorded. The failure data is collected in histogram bins, and a
parametric fit is applied to the failure time distribution. An example of a Type I distribution is given
in Figure 5, which shows historical TTFs sorted into bins (blue). Bin widths are chosen based on
the number and diversity of failure times, and dictates the resolution of the data. A generic
parametric fit (green) is applied to the histogram. The resulting model characterizes how similar
components should fail under similar conditions. This does not mean that condition-related data
is used; on the contrary, Type I models assume that each are applied to a population of data
statistically representing an average condition for the equipment. The Type I model is used to
estimate future TTFs for similar components, and may be updated as additional failure information
is collected.
The most common distribution type used for Type I modeling is the two-parameter Weibull fit
[15], which is described by Equation 1.
𝜃

𝑥

𝜃−1

𝑃𝐷𝐹 = ∗ ( )
𝜂
𝜂

𝑥

𝜃

exp [− ( ) ]
𝜂

Eq. 1

In Equation 1, 𝜃 is the scale parameter. This parameter changes the relative distribution
magnitude. The second parameter in the equation is shape parameter (𝜂), which is used to
manipulate the distribution slope. The result is the Probability Density Function (PDF) dependent
on failure times (𝑥). The effects of each parameter in the Weibull distribution are shown in Figure
6. The Weibull model is a popular choice for Type I prognostics due to its versatility in modeling
components with non-decreasing failure rates through manipulation of these parameters. The
applicability of two-parameter Weibull modeling for TTF data has been thoroughly tested and
verified [16]. Weibull models have been used in numerous applications such as clinical trials for
survival rate analysis [17], maintenance planning for power transformers [18], and commercial
lightbulb lifetime predictions [19]. For more information on Weibull analysis, refer to [15] [20].
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Figure 5: Example of a TTF distribution (blue) with a Type I model applied (green)

Figure 6: Influence of scale parameter (left) and shape parameter (right) on Weibull PDF
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2.2.1.2.

Type II: Stressor based models

Unlike Type I models, which characterize similar components under average conditions,
Type II prognostic models attempt to utilize operating condition information within failure cycles
to characterize systems under specific conditions. Some common stressors (used to define
operating conditions) include temperature, load, pressure, and vibration. An example of
comparing the difference between Type I and Type II models is tire life predictions. In a Type I
analysis, failure times for a single tire brand in all driving conditions (mountainous, city, snow, etc.)
are used to develop a model. This example model would determine the average failure times for
tires over the scope of the training data. A similar Type II analysis may look at the failure times
for a single tire brand, and unlike the Type I model, divide the sample population into 3 age groups
for drivers: 16-25, 26-50, and 51+ years old. One would expect the amount of wear would be
significantly different when comparing a first time driver to a senior citizen. The TTF distribution
would likely be at lower values for the 16-25 group compared to the 51+. In this example, the
stressor condition would be driver age. The development of unique models (or equivalent
degradation paths) for each operating condition makes this a Type II model example.
There are many different forms of Type II models that may be used for prognostics. One
common Type II model for CBM applications is the Proportional Hazards Model (PHM) [21]. The
PHM is most commonly used for systems with multiple identical components in order to optimize
system reliability [22], and is proven to be an effective model in various survival applications [23]
[24] and residual life prediction cases [25]. The PHM is based on the assumption that similar
components may have different degradation rates based on the conditions in which the
components are operated. The effects of the operating conditions are quantified into ‘covariates’
that are used as multiplicative factors for the component’s baseline hazard rate. A simplified form
of the PHM is given in Equation 2.

𝜆(𝑡, 𝑍1 , 𝑍2 , … , 𝑍𝑛 ) = 𝜆0 exp(𝛽1 𝑍1 , 𝛽2 𝑍2 , … , 𝛽𝑛 𝑍𝑛 )

Eq. 2

where the hazard rate (𝜆) at time 𝑡 is characterized by a baseline hazard rate for the component
(𝜆0 ), model parameters (𝛽𝑛 ), and the covariates (𝑍𝑛 ) for each operating condition/stressor. The
PHM is most effective when individual stressor conditions are well correlated with component
degradation, and when the ratio of any two covariates in the PHM is a constant value over time.
An example of data with strong covariate proportionality is provided in Figure 7. The figure shows
the survival rate for male patients diagnosed at age 50 with different stages (severities) of larynx
cancer. The different stages are stressors corresponding to the development of cancer in the
body, with later stages meaning a higher cancer/healthy tissue ratio. The proportionality between
each stage of cancer is very strong, as indicated by the similarity in the paths. As a result, if the
condition is known (in this case the stage of cancer), survival predictions can be improved by
utilizing the appropriate degradation rate.

2.2.1.3.

Type III: Effects-based models

The last classification of prognostic model is Type III “effects-based” prognostics [14], which
utilizes sensor data recorded during component operation to quantitatively approximate system
degradation. These models are often multi-stage and consist of several algorithms. The first major
step involved in Type III model development is determining degradation parameters that are well
correlated with system health.
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Figure 7: PHM example with covariates that have strong proportionality [26]
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These parameters may be as simplistic as one signal, or as complicated as a function of multiple
features that are each calculated from several independent signals. An example of a feature for
heat exchanger degradation is the Logarithmic Mean Temperature Difference (LMTD), which is
calculated using multiple temperature sensors and used in thermal flow applications [27]. This
feature is highly correlated to system degradation in heat exchangers that undergo fouling [28].
A common method of utilizing effects-based prognostics is the development of a model
describing system degradation as a function of time. As the degradation is extrapolated for future
predictions, the amount of cumulative damage in the system is compared to a critical failure
threshold. The threshold is predefined to represent the amount of degradation at which point the
system will no longer operate within desired limits. After crossing the threshold, the system is
considered failed and must undergo maintenance or replacement. The difference between current
time and Time Of Failure (TOF) is the predicted RUL for the system. There are several common
cumulative damage models that are used in Type III prognostics. For applications relevant to this
research the General Path Model will be discussed. For information on other model types, refer
to [29].
The General Path Model (GPM) was originally proposed by Lu and Meeker [30] and first used
for prognostic estimates by Upadhyaya et. al [31]. GPMs utilize estimates of degradation or
prognostic parameters to characterize the general path for a specific component/system. The
major assumption of GPMs is that the functional form of a specific fault mode’s degradation path
will be the same across similar equipment. The functional form of a degradation path is Equation
3 [32].

𝑦𝑖 = 𝜂(𝑡, 𝜙, 𝜃𝑖 ) + 𝜖𝑖

Eq. 3

where 𝑡 is a specified time, 𝜙 is a vector of parameters for all unique components, 𝜃𝑖 is a vector
of random-effect parameters for component 𝑖, 𝜂 is the functional path based on the parameters,
and 𝜖𝑖 is the measurement error within the system [30]. One issue associated with original GPM
applications was the ability to identify an optimal prognostic parameter to use for extrapolation.
Updates to GPM utilization in prognostic applications are provided in [10]; this work discusses
methods of automated prognostic parameter identification. The functional form in Equation 3
allows characteristic models to be developed (for specific fault modes) that represent the probable
degradation paths for a system. Once the model has been trained, new data is passed to the
GPM, which extrapolates a path (𝑦𝑖 ) from the current observation until it passes the failure
threshold. The GPM output is a TOF prediction that can be translated to a RUL prediction. An
example of GPM results for a failure cycle is shown in Figure 8. Training data points are passed
to the GPM (pre-trained), which determines the degradation path for that specific component. The
degradation path is extrapolated until it reaches the defined failure threshold (green). The
predicted RUL is calculated as the current observation (last value in the test data) subtracted from
the predicted TOF (cyan). As additional data is observed, the GPM can recalculate a new RUL
prediction, making the GPM an ideal prognostic model for real-time applications. It should be
mentioned that the GPM is not 100% accurate. Predictions are accompanied by uncertainty
statistics in order to measure the effects of prediction error on failure mitigation decisions.
Readers interested in GPM uncertainty analysis and error reduction are referred to the following
sources [10] [31] [33]. One industry application of the GPM is the use of Monte Carlo sampled
extrapolations to determine a predicted failure distribution for calculating reliabilities in advanced
14

Figure 8: Example of results from GPM model applied to test data (red). The extrapolated path
(blue) has predicted RUL shown in cyan. The actual path (black) has a larger RUL (purple)
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circuit designs [34]. Another application related to circuits is the use of the GPM to identify
common deterioration features from electronic module data in order to extrapolate potential future
degradation paths [35]. GPM has recently been used in a nuclear application to predict heat
exchanger TOFs due to loss of thermal efficiency through fouling degradation [36].

2.2.2. Empirical vs First Principles Prognostics
Many prognostics models and tools have been developed in recent years. However, each
application requires individual modification of applied prognostic techniques to optimize prediction
capabilities [8]. There are two major categories of prognostic model: first principles and empirical.
Both have unique advantages and disadvantages depending on the application (a.k.a. “no free
lunch”). The following paragraphs explain the basic underlying principles of each, compare their
advantages and disadvantages, and highlight a few common models and applications.
In many industry applications, exact operating mechanisms related to failure are not known.
This prevents the development of physics-based models to directly quantify degradation at a
specific time. In these situations, empirical models can offer degradation estimates using data
provided from the diagnostic and DAQ systems. These models consist of tools including statistics
and pattern recognition to predict system health from available sensor data. Examples of empirical
algorithms include Neural Networks (NNs), regression models (e.g. linear regression), Markov
chains, and PHM. Empirical methods are uniquely suitable in applications that need
dimensionality reduction such as Principal Component Analysis (PCA); empirical models are
capable of making accurate predictions by effectively reducing high-dimensionality data sets with
relatively few observations [8]. Example applications of empirical prognostic models include
prediction of commercial vehicle degradation using an autoregressive Support Vector Machine
(SVM) [37], PCA and Principal Component Regression (PCR) to predict remaining ozone
concentrations [38], and the use of Hidden Markov Models (HMMs) for drilling equipment
degradation [39]. These applications are just a handful of existing empirical models and
applications. For further information on common empirical models and related prognostic uses,
please refer to [37] [40] [41] [42].
While applications have been able to successfully utilize empirical models, their primary
disadvantage is the correlation between model performance and data quantity/quality [43]; better
data typically means better model performance. Data quality is adversely affected because of
process noise, measurement noise, changing procedures, and many other sources of variance.
As empirical models are directly influenced by the uncertainty in their training data, developed
models often require larger quantities of data in applications where measurement fidelity is an
issue [40] in order to overcome these issues. Description of model architecture and definition of
optimum model parameters are two additional challenges associated with empirical methods. An
example is the definition of a Neural Network model in terms of the number of hidden layers and
nodes within each layer. Each neuron has individual weights and biases that are calculated by
optimizing the model using training data. This optimization is driven by processes that utilize
random sampling; therefore, each training may result in a different set of optimized parameters.
The same can be said for the network architecture, where the number of layers and neurons is
optimized for a specific application. It can be difficult to support these decisions and optimization
strategies in a physical sense (i.e. related to actual system health rather than model performance).
Explanation of empirical modeling approaches may be difficult in applications where correlation
between system measurements and component degradation are not well understood.
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Unlike empirical approaches, first principle prognostics assumes that the physics of a
system’s degradation is understood, and can be accurately represented by mathematical
equations [43]. First principles techniques use relational metrics to quantify system deviation from
normal behavior under the influence of faulty components. These relational metrics are
mathematical representations of comparison (distance, deviation, etc.) between the model
predictions and system measurements, and are commonly referred to as model residuals. A good
example of common metrics is provided by [44]. RUL prediction accuracy is dependent on
correlation between the calculated model residuals and real system degradation levels in order
to satisfy first principles assumptions. Good correlation exists when model residuals increase in
magnitude under fault conditions. In this situation, an advantage of first principles prognostic
methods is the ability to easily update the model as system degradation understanding improves
[43]. New correction factors may be incorporated to improve accuracy of the models based on
new degradation factor evidence. Another advantage is the use of first principles methods in online monitoring applications; knowledge of the system degradation in real-time allows for improved
system control and risk assessment. The key disadvantage of first principles methods is the
challenge discovering an accurate mathematical model for a system. An excellent example of the
process for developing a physics-based model for pneumatic valve actuation is given in [45].
Good reference applications of industrial first principles prognostic methods include predicting
automotive performance degradation [37], heat exchanger thermal efficiency degradation due to
particle fouling [28], and RUL predictions for Lithium-ion batteries under thermal stress [46].
Hybrid models containing both empirical and first principles elements may also be used for failure
predictions. However, research on hybrid models for the explicit purpose of degradation prediction
in prognostics applications is immature [8] and outside the scope of this dissertation. A good
review of hybrid models for prognostic predictions is given by [47].

2.2.3. Prognostic Input/Output
In algorithm development, one of the most important things to establish prior to any modeling
is the algorithm Input/Output (I/O). In prognostic model applications, there are a few informal
standards for I/O. Input to a prognostic model is usually one or more of the following data sources:
diagnostic model results, CM data and/or raw data, and miscellaneous sources such as
maintenance records or auxiliary data historians. These inputs influence aspects of prognostic
model development including model selection, optimization, application, and prediction results.
This means that data available as input to the model directly influences the potential model
outputs. The most common prognostic model outputs include TTF/TOF, RUL, risk related
probabilities, and degradation level metrics (e.g. residuals).
One result of this relationship between availability of input data and possible model outputs
is a limitation on prognostic model applicability (Type I, II, and III) depending on the quantity and
quality of information available. For example, in a system where the sole data available for
prognostic modeling is diagnostic data (i.e. status of equipment such as online/offline), the only
information available to develop a prognostic model may be historical component failure times. In
this case it is only possible to effectively apply a Type I prognostic model, because there is no
information known about operating conditions/stressors, or available measurement data to
analyze. In systems with accessible diagnostic results and maintenance records, information
about the operating conditions (e.g. time of year or location within the plant) may be extracted
and used to develop a Type II model with stressor-specific distributions for historical TTF data. If
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CM data is also available and correlated with system degradation, a Type III model may be utilized
to track real-time residuals and predict failure information for specific components. The different
prognostic models are capable of transitioning to more complex or system specific types if
additional data sources are made available. The entire flow path shown in Figure 9 is referred to
as a lifecycle prognostic model. Research into lifecycle prognostics is relatively undeveloped, but
is motivated by the concept of data-dependent model transitions. The process starts with a new
piece of equipment (e.g. replacement part) before it is installed and introduced to degradation. At
this point, the only information available to estimate the RUL for the component is the historical
failure times; therefore, a Type I model is applied. After the component has been installed and
data related to the equipment’s operating condition is assessed, the Type I model is transitioned
to a Type II model. As data is recorded for signals related to the component, fault detection models
are applied and cycle residuals are calculated. When onset of degradation begins, residual values
can be tracked and passed to a prognostic model for failure predictions (e.g. TTF, RUL, etc.). For
more detail on lifecycle prognostics please refer to [48].
Understanding the influence of data input on prognostic model performance is a key
motivation for this research. Looking at different combinations of input data for prognostic models
is an extension of the methods used in lifecycle prognostics. By investigating alternate ways to
incorporate disparate data sources into model development, information about system
degradation may become more readily available, thereby improving predictive model efforts. The
following sections discuss methods of merging disparate data sources for prognostic applications,
and improving failure mitigation strategies based on updated model results.

2.3. Disparate Data Sources
One of the unique challenges associated with prognostic input data is extracting information
from the different data sources into a usable format. Raw data must be collected from independent
sources, and pre-processed into different datasets depending on the desired prognostic model.
Merging data from disparate sources is often difficult due to weakly defined relationships between
the raw data and prognostic data inputs [8]; therefore, system specific relationships must be
developed prior to data merging and extraction. The first step in extracting usable prognostic data
is identifying the specific sources of information available. CMMS and CM systems are perhaps
two of the most common types of O&M information repositories [8]. While most modern nuclear
plants do not generally rely on digital work order systems such as a CMMS, it is expected that
transition from analog to digital data systems in future reactor overhauls and design generations
will result in the plausible assumption that plants will utilize CMMS-style programs for
maintenance data storage in the near future. A technical program plan outline by Idaho National
Laboratory prepared for the U.S. Department of Energy shows the expected timeline for nuclear
industry advancement of instrumentation and controls in Figure 10. The outline in Figure 10 shows
that supporting technologies such as CMMS and other computer based systems will continue to
be adopted as the year 2020 approaches. Once a significant number of early adopters have
transitioned to the use of CMMS (and other necessary enabling technologies), implementation of
automated work activities and advanced outage management will be possible.
Many plants are also making improvements to their maintenance programs as they transition
towards CBM. In traditional maintenance settings, Planned Maintenance (PM) intervals may be
based on historical failure times, manufacturer’s warranty data, and/or expert knowledge.
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Figure 9: Prognostic model transitions based on available input data [48] [49]

Figure 10: Expected pathway for nuclear instrumentation and controls advancement
(adapted from [4])
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This data can be taken specifically for the purpose of defining PM schedules, or may be recorded
in existing data records and mined out for the purposes of PM. In contrast, CBM requires condition
related data, and is often supported with multiple modules that collect, process, and quantify
system condition. These modules may already be available in plant settings, or may need to be
implemented to ensure a successful CBM program is possible. The primary support module for
CBM is the Condition Monitoring (CM) system, which is responsible for monitoring all equipment
of interest, and providing preliminary diagnostic capabilities. The CM system tracks equipment
signal data and identifies changes in behavior. The system then analyzes the changes, and
quantifies equipment deviation from healthy behavior into a degradation estimate. The
degradation estimate, or degradation parameter, can later be passed to another module within
the CM system; the prognostics module uses degradation parameters to predict future failures
before occurring as a result of equipment degradation [50]. However, advanced prognostic and
diagnostic support should not be utilized with information within the CM system alone. Often, data
related to past equipment failures, operating conditions, and maintenance reports must be
additionally collected to assist in developing explanatory failure cycles for CBM support. In stateof-the-art applications, this information is stored within a digital maintenance repository such as a
CMMS, which is responsible for maintenance event logging, related data storage, and data
availability. Together these data sources, which are unfortunately disparate in nature, can support
advanced maintenance practices. Descriptions of the two major plant data repositories are
provided below, followed by discussion of a potential method for merging the disparate sources
for prognostic data extraction and advanced predictive modeling.

2.3.1. Computerized Maintenance Management Systems
Due to the average age of NPPs in the US, existing work order systems for plant maintenance
are commonly paper-based and/or manual procedures. High volume paper records are difficult to
work with; paper packets are expensive to print and even dispose of in nuclear applications. If a
work order package is carried into primary containment, it is considered contaminated waste and
must be disposed of properly [4]. The primary issue with paper and manual work orders is the
influence of human performance on information quality. These methods require maintenance
workers to correctly obtain plant information, complete necessary maintenance, record plant and
maintenance information in the paper packet or computer, and validate the recorded results. The
process is often complex and can result in incomplete or missing entries, and poor event
descriptions [51]. Consequences of improper work order processing may include additional
corrective maintenance work, operating delays, unavailable systems, and other safety related
issues [4] [52].
With recent advancements in digital systems, asset management in industrial plants is
becoming increasingly important as a means of improving safety and decreasing expenses [5].
This requires plants to evaluate alternative methods of O&M management and recordkeeping. In
applications that are transitioning away from reactive maintenance efforts, CMMS are commonly
used to accurately collect information for failure model development [7] [8]. A comprehensive
assessment of existing CMMS programs is given by [53]. A CMMS, or alternative digital
maintenance system, is an effective tool for collecting, organizing, and exporting maintenance
related information such as work order logs, as well as overall asset management support [5].
Studies have shown that the use of digital maintenance management tools and maintenance
strategy support programs have relatively instantaneous return on investment for large
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organizations in operational performance and expenditure capacities [54]. A properly
implemented digital maintenance system allows for growing organization complexity by providing
improved overall available decision support, independent of the quantity of systems under
consideration [55]. There are many providers of CMMS software, but in general, the CMMS is
responsible for recording equipment information including part, model, and serial numbers as well
as inspection data such as vibration spectra for rotating machinery [8] [51] [56]. Supplemental
material on general CMMS information can be found in reference [53]. Successful implementation
of a CMMS may improve plant performance, increase worker productivity, and enhance plant
safety through reductions in unplanned active and latent component failures [4] [52]. More
information on justification of CMMS use in industrial plants can be found in reference [53].
While the exact benefits of CMMS implementation are application specific, strengths include
automated work orders, inventory management, and historic maintenance database quality [8].
Availability of a digital maintenance system creates the opportunity for advanced maintenance
scheduling such as preventive or predictive maintenance, enhanced data analytics, and detailed
event reporting [8] [55] [57]. For organizations where maintenance is primarily reactive, historical
TTF data within the site’s CMMS can be used to establish PM schedules. Organizations that
already utilize PM can analyze CMMS data, including premature failure events, in order to modify
and improve established intervals. In either application, CMMS data can assist in identifying
problematic equipment and facilitate proactive maintenance through predictive failure modeling
[50] [58] [59]. Integrated failure analysis for equipment is an ongoing focus of CMMS systems
[56]. An example of an automated work order system is highlighted in references [4] [52]. This
dissertation focuses specifically on integration of maintenance information with operating data to
improve predictive maintenance efforts in NPPs.

2.3.2. Condition Monitoring Systems and Data Historians
While CMMS systems can store maintenance related information, they are not effective tools
for monitoring operating conditions of plant components. Another common data-system is the CM
system, which is explicitly designed for equipment monitoring and stressor condition assessment,
and is used to quantify equipment health and provide initial-level diagnostics. Analysis of
equipment health is facilitated using information from the DAQ system and supplemental
diagnostic models (if available). Strengths of expert CM systems include multiple independent
methods of component monitoring, degradation analysis tools (including tracking), and advanced
diagnostics [8]. The success of programs that utilize CM technology is well-documented [58]. CM
systems are useful for identifying changes in operating performance for fault analysis, but in many
situations CM produces copious amounts of data, which cannot be effectively utilized. This data,
if properly analyzed, would be invaluable for asset health predictions, such as prognostic model
development [5]. In order to extract critical information from CM records, maintenance data
specific to the CMMS must be integrated [60]. By utilizing machinery condition from the CM
system and maintenance data from the CMMS, specific failure cycles can be extracted and
categorized by fault mode, maintenance action, equipment type, and operating condition. In order
to reduce both the frequency of unexpected failures and excessive maintenance, information from
both data sources must be collected [8]. Together, this combination of data can help identify
critical maintenance needs and reduce unnecessary O&M activities [60].
There are a number of challenges associated with CM system employment including proper
data utilization, availability of expert knowledge, and ability to convert quantitative results to
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qualitative failure mitigation strategies [5]. A hypothetical example of these challenges is an
application with numerous sensors, where many poorly correlate with system degradation. In this
case, there is an excess of data available for processing that has been recorded by the CM
system. If an individual attempted to sift through all the recorded data and identify useful sensors
for quantifying system health, faults, and degradation, the task would take an exceptionally long
time, or may not be possible at all due to the extent of data or time constraints on the application.
This is due to the relationship between data availability and data-mining/pre-processing
complexity. As the size of the data stream increases, so do the challenges to identify key
information (i.e. needle in a haystack metaphor). When essential data related to system health is
obfuscated in this manner, the CM system requires additional information that can isolate valuable
data, or quickly recognize unusable sensor data. This again points back to the need for data from
within the CMMS or comparable digital maintenance database.
Data repositories for CM systems vary for different applications. In some cases, CM systems
utilize independent data historians to record high-resolution data for plant equipment. These
historians may be comprised of several months of raw plant data and CM data. In other
applications, the CM system may only store condition data while relying on the plant historian to
record raw signal data. This poses a unique challenge for prognostic efforts. Plant historians such
as the OSIsoft PI system [61] often delete and/or compress data after 3-5 months [62]. Once data
is removed, prognostic model development can become difficult. Data may also be divided across
multiple historians, each with a unique purpose. An example of this is the Point Lepreau NPP in
Canada. Here, local data for health monitoring is stored using a 3rd party historian similar to the
PI system, and a separate historian is used for legacy plant data [62]. These differences in the
data collection and storage practices of different organizations is the primary reason that
challenges related to data integration, extraction, and processing exist. There is no explicit
regulation or standard for the storage of nuclear plant data; in the US, data storage is seldom
mentioned in regulatory documentation. One mention can be found in the International Atomic
Energy Agency (IAEA) safety guide on Instrumentation and Control (I&C) design for NPPs [63],
which discusses the requirement for historical data availability in human-machine interfaces, but
does not mention any requirements on the capacity in which the data is stored. Specifics on data
storage resolution and format are difficult to obtain for unique plant designs. Advanced methods
of data analysis and extraction from multiple disparate data sources must be implemented to
overcome these challenges associated with plant data collection.

2.3.3. Coupling Algorithm for Plant Data Merging
As previously mentioned, in order to facilitate modern maintenance practices, data is needed
that currently resides across independent or isolated systems. In many cases, the data from these
disparate sources would provide higher information quality as an integrated source than either
system could provide individually [8] [64]. The challenge of integrating these sources is not simple
to solve, as the common data repositories necessary for advanced maintenance are designed to
remain isolated. CMMS programs are typically third-party software packages with little or no
predesigned capabilities to interface with other plant systems for purposes of data import/export
(external to the inherent CMMS environment); however, these software packages do typically
include the ability to export data records. Similarly, while a CM system may consist of multiple
interconnected sub-systems, CM systems are not typically designed to communicate with other
programs or data repositories. This prevents effective work order scheduling and/or automated
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maintenance optimization through the use of a combined singular CM/CMMS arrangement.
Instead, collecting information from these data sources requires external data merging to facilitate
identification of data relationships (condition versus maintenance) and maintenance decision
support. These relationships are relatively unstudied and underdeveloped [5] [8].
Recent advances in O&M technologies have made automated methods of plant data merging
possible. Past methods of data merging and extraction for similar applications would require
advanced natural language processing and individualized pattern recognition algorithms in order
to extract comparable information from handwritten maintenance data and traditional plant
historians. The field of prognostics requires very specific and detailed information about
component operation, degradation, and failure. Extraction of relevant prognostic information may
considerably improve plant-operating performance and reduce costs and/or downtime associated
with maintenance. In industry, the common practice for failure prediction (TTF, RUL, etc.) is to
extract CM data related to diagnostics. However, additional information must be defined by the
end-user before predictions can be calculated. While pure CM based methods of prognostic data
extraction may result in effective prognostic models, utilizing information from both the CM system
and CMMS can result in further improvements to prognostic data extraction performance [8].
While relational connections between CM and CMMS are relatively undefined [5], advanced
methods of diagnostics and prognostics will depend on the development and progress of data
extraction tools for plant data processing [7]. An example of reducing maintenance costs based
on such a potential data integration method is given in reference [5]. This research investigates
the translation of improved data extraction performance to model prediction accuracy through the
use of a data-coupling algorithm. The primary goal of this algorithm is to increase prognostic data
availability in nuclear plant applications in order to improve safety, maintenance planning, and
plant uptime.
The goal of integrating condition data and maintenance data is to implement optimum CBM
strategies. Studies of properly assimilated CBM systems have been shown to have a capacity for
improvement of as much as 25% reduction in purchasing expenses, 75% reduction in emergency
maintenance, 95% improvement in inventory management accuracy, and up to 200% in proactive
maintenance capabilities [65] [66]. While this type of implementation requires a strong
understanding of relationships between different data sources, developmental research related
to identifying these relationships is being conducted. Mathew et al. provides an in-depth study of
similar data integration, and suggests a possible framework for executing a successful CBM
program [5].

2.4. Improved Maintenance Strategies
Merging data sources is a crucial step in improving failure prediction capabilities. By
cultivating knowledge of system degradation and failure, innovative maintenance strategies can
be implemented to optimize replacement scheduling and reduce unplanned downtime. The
classical approach to maintenance is to fix items when they break down [56], which is referred to
as reactive or corrective maintenance because it occurs after failure. Modern maintenance
strategies are divided into two groups: reactive and proactive. Unlike reactive maintenance, the
goal of applying proactive maintenance before failure is to reduce the need for unplanned
maintenance. Utilizing proactive methods for plant maintenance results in reduced downtime and
improvements to equipment reliability, safety, and quality through prevented equipment failures
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[56]. The two methods of proactive maintenance are preventive and predictive maintenance,
which are outlined in the following subsections.

2.4.1. Preventive/Periodic Maintenance
In nuclear plants, reactive maintenance is often not a viable option. For safety and mission
critical equipment, reactive maintenance efforts may result in unplanned plant shutdowns and
delays. For other systems (such as balance of plant), reactive efforts often result in increased
expenses, reduced system reliability, and increased operator uncertainty. It is important for NPPs
to improve maintenance capabilities so that operator confidence and system understanding is
maximized. Improved maintenance strategies are also important for increased economic
sustainability of nuclear power. Traditional NPPs operate near full power, and are not designed
for load following (i.e. changing the reactor power to meet energy demands). This means that
nuclear reactors are most profitable at peak power usage hours (when power is most expensive
for the consumer). In order to ensure plant availability during these times, advanced methods of
maintenance planning must be utilized. A good reference on the fundamentals of equipment
replacement strategies to capitalize on uptime is provided [67].
Preventive maintenance is a comprehensive set of scheduled maintenance actions that are
applied to a system to improve system reliability and reduce unanticipated equipment failure.
Steps to prevent failures include: installation quality inspection, precise recordkeeping of both
equipment maintenance and performance (e.g. vibration analysis), system inspections and minor
repairs, and scheduled major repairs/replacements [56]. It should be noted that preventive
maintenance is not appropriate in all applications. Jardine and Tsang [68] summarize the two
major requirements for equipment to benefit from preventive maintenance: the total cost (including
opportunity costs) associated with a specific equipment repair/replacement must be larger if
conducted post-failure when compared to pre-failure maintenance, and the equipment hazard
rate must be non-decreasing. In NPPs, most equipment related to primary containment and
balance of plant is more cost effective to maintain prior to failure due to the mission-critical nature
of plant operations [68]. In addition, basic preventive methods are often simple to implement and
easy for operators/staff to manage [56]. It is important to mention that, while preventive
maintenance may use failure data to establish replacement schedules, failure data alone cannot
support establishment or adjustment of inspection intervals. This requires condition data related
to the onset of degradation for equipment as well as failure time information.
Weibull analysis is an example of a possible method for implementing preventive
maintenance. First, Weibull analysis can be used to determine the hazard rate of equipment and
verify that preventive maintenance is advantageous. Type I prognostic models using Weibull fit
are a common implementation of equipment specific modeling, and are based on historical failure
information. The resultant model is used to characterize the expected life of similar components.
Future equipment failure is estimated using confidence in the Type I model, and preventive
replacement schedules are established accordingly. Cycles that are terminated prior to failure
(e.g. cycles after implementation of a preventive plan) can be corrected or censored, which allows
for model updating as more information is collected. Due to the reliance on historical degradation
cycles, preventive maintenance methods cannot be effectively utilized without the availability of
accurate equipment histories [56]. An example case study for preventive maintenance
optimization of major and minor vehicle components is given by [68]. It should be noted that
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equipment with redundancies can also benefit from preventive methods when multiple
maintenance options are available (e.g. repair and replacement).

2.4.2. Predictive Maintenance
While preventive maintenance is decisively time-based maintenance, predictive maintenance
utilizes the condition of equipment to form decisions on when to conduct maintenance. The field
of CBM and related research has been well established and studied. Though most literature on
CBM is driven by cost-based optimization of maintenance strategies, alternative methods such
as safety and reliability motivated CBM have been shown to be equally capable of improving
maintenance performance such as increased safety, production quality, and equipment
availability [57]. Unlike standard methods of CBM, which use only current or past values of system
condition, predictive maintenance attempts to extrapolate equipment degradation and predict
when a future failure will occur [7] [8]. This allows O&M to effectively plan maintenance or
schedule future outages.
More formally, while preventive maintenance utilizes precautionary methods such as
inspections and repairs to avoid system breakdowns, predictive maintenance attempts to quantify
equipment condition by modeling degradation trends from operating data [56]. Once a model
representing historic failure cycles is developed, future data can be extrapolated to failure in order
to predict the RUL of a component/system. Due to the ability to predict the RUL for specific
components under specific conditions, predictive maintenance may be significantly more effective
than reactive maintenance, and has become the state-of-the-art maintenance strategy in
industrial plant applications [5]. The category of predictive maintenance consists of diverse
algorithms and tools used to measure, monitor, characterize, and predict equipment operating
conditions and signal data. Type III prognostic models are an example of tools used for predictive
maintenance. The effectiveness of predictive maintenance depends on expert knowledge applied
to failure thresholds and definitions of relationships between signals and system degradation [8].
Signals must be evaluated as degradation parameters before applying a predictive model, which
is accomplished using a diagnostic model to determine signal residuals and fault modes. Common
examples of diagnostic signals include temperature, pressure, current, vibration, fluid
composition, and thermography [5]. These degradation parameters are used directly, or combined
into a prognostic parameter, to quantify system/component health. The parameters of historic
cycles are used to train a prognostic model, so that future data can be passed to the model to
calculate failure predictions. Using resultant predictions such as RUL, proactive maintenance
actions may be scheduled and performed so that plant downtime can be minimized or avoided.
The supplementary information related to equipment degradation and failure, made available
through predictive modeling, improves operator confidence and system understanding. An
example of optimizing maintenance decisions using predictive tools with several applications is
given by [68]. While predictive maintenance may be very effective in NPP applications, substantial
research is still needed to fully understand the benefits of applying these tools, and the effect they
will have on plant safety, productivity, and resource optimization [56].

2.4.3. E-Maintenance
There is a common theme in industry to focus efforts on enterprise-driven methods. The last
decade has seen the rise of e-commerce, e-operations, e-innovations, etc. These ‘e’ methods are
enterprise-focused improvements to existing practices used to make advancements in production
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efficiency, quality, safety, and other metrics of productivity. There is currently a rise in demand for
production quality, equipment performance, and system availability that has resulted in a new
type of maintenance for industry termed ‘e-maintenance’. This enterprise focused ideology is used
to define maintenance systems that are efficient and effective, above existing maintenance
functions currently used [60] [69]. An in-depth description of e-maintenance and its related
concepts and methods is provided by Muller [69].
The primary justification for e-maintenance is non-safety related performance topics.
Equipment faults and failures will not always result in significant damage to components or injury
to workers or public; however, unexpected failures may cause plant shutdowns, production
delays, and unanticipated maintenance requirements. These consequences of reactive
maintenance are very expensive when compared to proactive maintenance activities, and
reinforce the need for e-maintenance tools [56]. Proactive methods facilitate improved
identification of incipient failures and predictions of lifetime estimates compared to reactive efforts,
but require the additional effort of translating failure predictions to appropriate maintenance
strategies [8]. All means of improving maintenance including diagnostics, prognostics, and
preventive actions fall into the category of e-maintenance tools. Organizational benefits of
implementing successful e-maintenance strategies include reduced shutdowns, increased
equipment utilization efficiency, improved production quality, and a general improvement in
employee satisfaction [56]. While e-maintenance is not the focus of this work, it is important to be
aware of these efforts when presenting new methods of maintenance to industry leaders.

2.4.4. Repairable Systems
A common assumption in proactive maintenance is that the actions taken during maintenance
will return the system to an ‘as good as new’ state. This means that component failure distributions
for a replaced item do not change from cycle to cycle. This concept of identical and independently
distributed failures is an assumption that is often not appropriate in situations that utilize predictive
based maintenance; instead, the idea of repairable systems must be introduced. With repairable
systems, components that undergo maintenance are either renewed (returned to an as good as
new condition), or the system is repaired (returned to an ‘as good as used’ state). One of the
original books on repairable systems [70] discusses common problems associated with repairable
system applications. A good generalized introduction to repairable systems and the effect that
repair definitions have on maintenance optimization is given by [68]. In order to improve predictive
maintenance efforts, systems that undergo alternatives to renewal must be investigated to better
understand how equipment degradation is influenced by maintenance. In such an examination,
definition of competing maintenance actions must be established and used.
All maintenance actions can be characterized by the effect each have on system degradation
using one of three repair categories: perfect repair (renewal), minimal repair, or general repair. A
simple example of each is given in Figure 11. The importance of characterizing maintenance
actions by degree of repair is the effect they have on initial levels of residual system degradation
(post-maintenance). For classical renewal or perfect repair, the system is returned to an as good
as new condition, and there is no residual system degradation remaining after maintenance. An
example of perfect repair is replacing the tires on a vehicle. Any degradation accumulated by the
old set of tires is removed, and the component is returned to an as good as new state. Minimal
repair is used to classify maintenance actions that return a system to running condition, but
remove little or no degradation from the system.
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Figure 11: The three categories of equipment repair
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An example of minimal repair is using a plug to fix a tire that has been punctured. The vehicle
may continue to be driven after the repair action, but other faults such as tread degradation on
the tire remain. A less explicit category of maintenance is general repair. Under general repair,
equipment is returned to an as good as used state, and a significant amount of degradation is
removed from the component/system. An example of general repair is tire resurfacing: the tire is
not as good as new because part of the tire retains existing degradation (such as the tire walls),
but the tread has been replaced thereby removing associated tread degradation from the system.
These three categories of equipment repair can be simplified into two types of maintenance
within commercial plants: repair and replacement. Repair is any non-renewal action that returns
the system to working condition and is therefore as good as used. Replacement is an action that
returns the system to as good as new, for example replacing a faulty part. Differentiating between
maintenance types is proven to improve maintenance optimization efforts [68], and is expected
to have significant influence on failure related prediction accuracy. Investigation into how
maintenance actions effect system degradation and model development is a major focus area of
this dissertation. It is expected that next generation diagnostics systems and future
implementation of prognostics programs will develop condition-based models that incorporate
specific maintenance action data to better explain equipment degradation [7].

2.5. Summary
This chapter introduced the important concepts related to prognostics and health
management in an evolving industry. Section 2.1 discussed the scope of prognostics for
equipment management and failure prediction. Section 2.2 introduced the major categories of
prognostic model based on availability of data (Type I, II, and III models), and the understanding
of underlying system responses to degradation (first principles vs. empirical prognostic models).
Discussion of prognostic model input/output was also provided to promote the importance of data
related to equipment degradation in order to improve prediction capabilities. Section 2.3
introduced the major sources of condition-related data in nuclear applications, and highlighted the
disparate nature of these data repositories. An introduction to a possible data merging solution
was presented to support future sections. Section 2.4 focused on the different categories of
maintenance strategy (reactive, preventive, and predictive maintenance). To relate the
importance of economical/efficient maintenance strategies in industry, a short review of emaintenance was provided. Lastly, the idea of repairable systems was introduced, which included
an overview of the three major categories of repair action. These competing repair actions are
critical to understanding the influence of maintenance on prognostic modeling.
The following chapter presents the vital need for advanced maintenance recordkeeping
systems in industry. Without the availability of digital maintenance records that can be extracted
and processed in (nearly) real-time, the methods presented in future sections of this work will not
be possible; therefore, the state of industry, as well as the need to industry to adopt new
maintenance practices is formally outlined below.
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3. Survey of Requisite Changes to Support Modern Maintenance
The following sections are taken from published work [71] and serve as a formal presentation
of the future of asset management and maintenance, as well as a discussion of related challenges
and the need for new industry standards.

3.1. Problem Statement for Maintenance Data Standards
Nuclear plants, and most other industrial organizations, do not optimally record, store, or
utilize information related to equipment maintenance. Methods of facilitating maintenance
information collection and usage are not well defined or standardized across industry, or in many
cases even within specific organizations. This creates somewhat of a challenge when attempting
to utilize maintenance information to gain understanding of operating behavior, failure patterns,
and maintenance effectiveness.
Before diving into the specifics of how maintenance is controlled and information is collected,
there needs to be a common understanding of the general maintenance objective. In industrial
settings, the naivest purpose of maintenance is to repair equipment so that it can function properly.
While this is a very basic way to interpret the purpose of maintenance, there is a much more
elaborate maintenance objective. When one begins looking at the overall intent of continued
maintenance, the objective shifts from a position of reaction to a proactive stance. Rather than
identifying issues with equipment and conducting maintenance after issues have presented
themselves, the proactive maintenance objective is to maximize equipment performance so that
systems operate effectively and efficiently. This is done by optimizing maintenance strategies so
that component faults and failures are avoided, and/or the resulting losses from these events are
minimized [51]. In simplest terms, quality maintenance attempts to operate in a more
knowledgeable manner than traditional maintenance.

3.2. Utilizing Maintenance Data to Improve Asset Management
While there may be inadequacies in the way that maintenance data is collected and stored
in industry, it is critical that the raw utility of maintenance information is described in order to
validate the need for improvements in maintenance recordkeeping practices. When discussing
the need for more or better quality information, it is usually a voyage towards increased knowledge
and understanding. In terms of overall asset management, five critical questions define the
amount of knowledge possessed:
1. What do you own?
2. What is it worth?
3. What is the condition?
4. What is the Remaining Useful Life (RUL)?
5. What should be fixed before time ‘t’ ?
While questions 1 and 2 are often well understood, most organizations cannot adequately answer
the remaining three [72]. This research investigates a claim that improving maintenance record
practices will facilitate solutions to these unanswered questions by improving the availability of
maintenance data for use in pioneering solutions.
As the landscape of business strategy changes, the importance of effective asset
management is increasing to support organizations’ competitive capability [5]. Many industrial
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assets have substantial influence on operations, and the health of assets is directly related to their
performance and availability; therefore, the relationships between maintenance practices,
equipment availability, and an organizations performance are interconnected [54] [55]. With this
in mind, the future of asset management involves changing existing maintenance strategies in
order to improve the inclusive system reliability over time, which requires a shift in focus away
from short-term equipment issues towards long term goals of optimized decision support and
efficient maintenance (e-maintenance) [51] [69] [73].
When industrial companies adopt e-maintenance plans, the goal is often to provide maximum
performance (output and quality) with the minimum number of failures at the lowest required cost.
Intermediate improvements of adopting e-maintenance include reduced outage time during repair,
minimized spare inventory, overall increase in quality and availability of information, innovative
lifecycle support, and advanced fault detection, diagnostics and prognostics [69]. This emaintenance ideology is part of a World Class Maintenance (WCM) philosophy that includes the
use of digital solutions such as CMMS and CM systems, effective implementation of
preventive/predictive maintenance strategies, and improved availability of information [51]. A
study by Dr. Swanson, a professor in management and production economics, says “the link
found between preventive and predictive maintenance, CMMS, lateral relations and maintenance
performance… supports the importance of [these] world class maintenance practices” [55]. In
order to facilitate WCM in existing organizations, a connection between predictive tools and
CMMS must be established to support automated scheduling of maintenance. This requires
implementation of a CM system, development of predictive models, and installation of a digital
maintenance system. Together, this Predictive Maintenance Program (PMP) is integrated into the
existing maintenance policies in order to improve operations [73]. This is one method of enabling
WCM practices, and can be made more or less complex given the specific needs of the
organization. An example of a recent PMP implementation is the F-35 aircraft, which relies on
predictive models and information from an advanced CMMS to provide health assessment and
decision support [74]. An example of WCM with a simplified maintenance policy is provided by
[51], where only a CMMS is installed. The results from improving the organization’s maintenance
records include increased equipment availability, reduced spare part inventory, increased
employee optimism, reduced number of unanticipated failures, and significant O&M savings. The
cost of the CMMS implementation for this application was estimated at 122,000£ ($176,000 USD),
and the savings after (less than) one year was estimated to be over 250,000£ ($360,000 USD).

3.3. Future of Prognostics for Asset Management Support
Diagnostics is a well-understood discipline of health monitoring, but prognostics is less
universally comprehended. Both diagnostics and prognostics are based on assessing the
condition of a system, but unlike diagnostics, prognostics attempts to predict future behavior and
degradation trends. Both diagnostics and prognostics are tools to aid in asset management
support, but must be properly applied to result in significant improvements to O&M. If prognostics
is the tool, predictive maintenance is the solution. Predictive maintenance provides improvement
to operational safety, quality, and equipment availability across industrial plants by allowing for
dynamic maintenance scheduling [8] [73].
As previously discussed, the complexity of an organizations maintenance program (such as
the use of predictive maintenance methods and CMMS) follows the complexity of the industrial
operations environment. Companies with large or multifaceted processes should investigate the
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potential benefits of implementing advanced diagnostics, prognostics, and maintenance
management programs in order to improve operations and maintain competitive capabilities
across individual trades [8] [55] [73]. Similar to the shift from reactive to proactive maintenance,
companies will be faced with one of two futures; either the company will proactively innovate with
the pace of progress within industry, or the company will have to react to competitors and adopt
these plans to prevent loss of investment/production/profit afterwards. There are many different
ways in which an industrial organization can choose to innovate and retain their competitive ability,
but each will have varying strengths and weaknesses in terms of return on investment. It is
believed that the future of competition will be improved O&M through the use of technologies that
enable decision support. Jardine et al. states that the next generation diagnostics and prognostics
systems will have advanced capabilities for continuous monitoring and automated decision
support, but are dependent on development in the following exploration areas in order to facilitate
mass implementation across industry [7]:
-

Utilization and improvement of CMMS systems

-

Utilization of CBM with diverse maintenance action classification

-

Packages and tools for industrial data analytics

The field of research for industrial analytics is developing and evolving at a rapid pace. Tools for
industrial data analytics are quickly becoming available, as well as platforms to implement them
as effective decision support solutions such as IBM Watson and GE Predix. With the
implementation of CMMS systems across industry, these tools could be utilized in the very near
future for virtually instantaneous return on investment. The future of diagnostics and prognostics
within asset management depends on vital information stored within CMMS. Data such as
maintenance conducted, maintenance/failure times, and periodic inspection is invaluable, and in
many cases required, for effective model development and validation. This is closely related to
the utilization of CBM; information about specific maintenance conducted within the CMMS will
improve CBM efforts (e.g. diagnostic and prognostic models). While characteristic CBM utilizes
either CM systems or CMMS, employment of CBM by integrating both systems can result in an
exponential improvement [8].

3.4. Challenges and Standards
As industry evolves and improves, there is a constant demand on maintenance managers to
improve work and preserve efficiency, while reducing or retaining competitive operational
expenses [51]. This is a common paradigm of maintenance throughout industrial history, and has
increased the need for cutting-edge methods of asset management and development of
supporting tools. In terms of the future of asset management, proactive (specifically predictive)
maintenance is revolutionizing organizations’ ability to properly maintain their equipment, improve
decision support, and optimize operations. The greatest challenge associated with implementing
these innovative plant asset performance solutions is the disparate nature of the data required to
define, create, develop, validate, and evolve advanced diagnostic and prognostic tools [8].
Focusing on CMMS and CM systems, the connection between these data sources is still
underdeveloped and weakly understood, which has resulted in issues such as obstructed
information flow channels, incomplete maintenance communication strategies, and improper data
handling and processing [5] [69]. Another challenge associated with implementing advanced
maintenance management tools is their incorporation into existing legacy systems/programs [72].
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Links between the CMMS, CM system, Supervisory Control and Data Acquisition (SCADA), and
legacy systems must all be identified and defined before effective improvements to asset
management can be expected. Once this is complete, there is still the challenge of defining how
maintenance workers should communicate and act on the results of predictive models and
decision support tools [8]. All of these challenges are significant and should not be overlooked
when planning any implementation of an advanced asset management program.
One of the major contributing reasons to the challenges listed above is the lack of standards
across maintenance management, diagnostics, prognostics, and decision support. Investigating
the scope of existing standards results in limited guiding principles for sensor modules, low-level
condition monitoring frameworks, and diagnostic programs. These “standards” are partially
developed and are not robust to integration with predictive systems or digital maintenance
management programs. Both CMMS and prognostic systems are immature in terms of standards
and technique guidelines for effective development/implementation. Focus must be applied to
researching and establishing standards in these areas, as well as standards for future decision
support modules [69]. If one considers these systems together as part of a PMP, there are some
specific needs for standardization of the entire program.
Implementation of a CMMS is considered a requirement for an industrial PMP [73]; however,
standards on information within the CMMS must be defined and developed. If data from a CMMS
and CM system is to be integrated for predictive capability, then there must be information on time
between maintenance events, specific maintenance conducted, explicit identification of systems
and equipment, and availability of historical maintenance records. While standardizing the specific
format of CMMS entries is not inherently necessary, there should be capabilities for data export
and import, so that maintenance information can be integrated with other data sources, and
decision support modules can feed back into the CMMS to improve/automate maintenance
planning and strategies. Within the individual CMMS records, there should be standardized
options for maintenance workers to choose. This is a common issue, as maintenance programs
where failure type and/or maintenance action taken is not standardized in some fashion, CMMS
entries for the same system, failure, and repair event may be vastly different due to different
workers submitting the entries. These systems require advanced natural language processing to
extract any useful information to improve maintenance strategies, and are inherently problematic
for organizations that wish to simplify and optimize operations. To this end, in organizations that
implement CMMS systems for the end goal of effective PMPs, standards on event entries should
be well defined to aid in future data extraction, processing, and analysis.
Once information from CMMS and CM systems has been extracted and collected, predictive
models must be developed to characterize system degradation and make predictions of RUL.
These prognostic models are typically developed by applying thresholds, degradation trend
analysis, and advanced statistical methods to failure data, in order to accurately quantify system
health and extrapolate current conditions to failure. There are no widely accepted standard
models or frameworks for developing these prognostic models in practice, which results in unique
model development and results for each application. Two individuals developing a predictive
model using the same information will likely make starkly different models with significant
differences in final prediction results. Industry is currently focused on improving diagnostic
“standards”, and have deferred predictive model framework decisions to expert knowledge and
end-user historical experience [8]. While the exact disadvantages to the lack of prognostic
modeling standards is impossible to quantify, it does pose a challenge for resulting decision
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support methods. Without a standardized way of developing prognostic models or quantifying
predictive results, each model requires different interpretation within the subsequent decision
support system. This increases the complexity of the model development process, and requires
additional expert knowledge to define and explicate. At this early age of prognostics and decision
support, it is not reasonable to expect perfect standards to be developed or defined. Instead, as
prognostic systems are implemented within PMPs, care should be given to carefully identify steps
taken, and the purpose of specific modeling techniques, in order to retain the value of results.
Without this, additional system health information may be available, but the utility of the
information and ability to improve decision-making will be lost or tarnished.

3.5. Summary
This chapter was intended to present a formal discussion of modern maintenance strategies,
and to identify the need for better industry standards related to maintenance recordkeeping and
data storage. Section 3.1 discusses issues currently pertaining to maintenance practices, and
how these issues are caused by a general lack of technology and standards for maintenance
across industry. Section 3.2 provides an overview of the ways that maintenance data (if properly
recorded and stored) can improve asset management. Section 3.3 build off the previous sections,
and discusses the future of proactive maintenance efforts for asset management and decision
support. Section 3.4 highlights the challenges in reaching an advanced maintenance-focused
industry due to improper data pathways, handling, and utilization. Specific mention of critical
standards needed to facilitate advanced maintenance practices is also provided.
The following chapter discusses the methodology used in this research to investigate the
theory that maintenance information will improve predictive maintenance capabilities. Specific
methods to generate usable datasets are provided. Discussion of data integration is given with
focus on a framework for extracting operating cycles with the availability of maintenance records.
A brief description of the overall framework of prognostic model development is provided with
discussion on the metric evaluation of prediction accuracy in order to compare results across
competing models.
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4. Research Methodology
The following sections outline methods used to evaluate the theory that incorporating
maintenance information in predictive maintenance models will improve prediction accuracy.
Discussion of the need for additional data and the methods used to integrate maintenance and
process data is provided with focus on a proposed framework for extracting usable prognostic
cycles. A general outline for advanced (Type III – Condition-based) prognostics is given that
transforms operating cycle data into predictions of RUL for associated equipment. Lastly, a
discussion of the prediction metric used to quantify model error and compare prediction
accuracies across competing models is given.

4.1. Data Generation
Collecting process data and maintenance data for equipment and systems is a challenge.
Many organizations do not collect maintenance data in a format that is directly usable for data
extraction purposes. Due to the large amounts of process data collected, most plants compress
data archives for historical data over a few months old. Most organizations also treat data related
to system failures as sensitive information, and are hesitant to share this data. In each of the
applications investigated in this research, data is simulated or real data is augmented to allow for
investigation of the influence of maintenance information on prognostic predictions. The following
subsections outline the methodology used in each study to generate process data and
maintenance information in lieu of directly usable data from industry. The purpose of generating
cycle data in each study is to develop competing prognostic models and evaluate the influence of
maintenance data on each model’s prediction accuracy. Discussion of the specific data
generation methodology is given prior to the application and results in order to simplify and clarify
the findings of each study. In all of the following sections, the end result is appropriate process
data cycles with respective maintenance action information. These resultant operating cycles are
used in Section 5.

4.1.1.

Proof of Concept Data Generation Tactics

Due to the specific needs of this research, real data is not available for use in model
development or algorithm validation. In order to develop a proof of concept, data is simulated to
represent existing partial datasets provided by GE (Alstom Power). The exact specifications of
the system used to collect data are protected under non-disclosure. Data is simulated for a semipassive component that undergoes a general form of thermal efficiency degradation. The system
is comprised of two arbitrary features that represent degradation parameters for the component.
Each feature can be considered a function of two or more signals correlated with thermal
efficiency degradation (for this system). Data is simulated to affect degradation levels based on
repair methods taken at failure. Repair actions are simulated for the two major groups of
maintenance strategy (repair and replacement), which alter the functional path for the degradation
parameters. Maintenance database entries are generated to store repair actions and system
information, in order to validate algorithm designs.
Based on relevant literature discussed in Section 2.3, the two major sources of disparate data
in industrial plant applications are CM system (or historian) data and CMMS data. To determine
their influence on prognostic model improvement, data from both sources is simulated to
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represent a repairable system. The methods of designing the data simulation for process and
maintenance data are discussed below.

4.1.1.1. Proof of Concept Process Data Simulation
The simulated data is designed to represent a real system that undergoes thermal
degradation. A real dataset was used to aid in the design of certain simulation aspects. The real
data consists of approximately 10 cycles that undergo two unique categories of repair: minor
repair and overhaul (major repair). Unfortunately, the available data does not consist of failure
cycles, and there is no predefined definition of soft failure (cycle termination criteria); therefore,
the data is not suitable for algorithm or model development. One possible feature of the real data
to analyze was the difference in degradation removed from the signals based on the maintenance
action conducted. The analysis showed that almost twice as much degradation is removed from
the signal during an overhaul compared to minor repair. The following assumptions are based on
the real data analysis and previous experience with similar systems:
1. Degradation removed from system/equipment and visualized in the signal
response (more appropriately, each degradation parameter response) is
dependent on the maintenance action conducted.
2. Perfect repair returns the system to an “as good as new” state, while
consecutive repair actions may result in compounding residual
degradation after maintenance.
3. Degradation rate and hazard rate are larger for cycles that undergo a
lesser degree of repair.
4. The degree of repair is proportional to the TTF distribution mean value,
and inversely proportional to its variance.
An example of a single simulated cycle after repair is shown in Figure 12 to illustrate assumptions
1 and 4. Regardless of the level of degradation prior to observation ‘0’, if the system undergoes
perfect renewal it is returned to nominal levels. As a results, if we assume that a cycle similar to
cycle 2 (C2) occurred prior to cycle 1 (C1), then the degradation removed due to perfect repair is
larger than general repair, and the result is a difference in the initial degradation level of each
cycle (Δ). This value is non-zero, which represents assumption 1 above. While degradation rate
is also influenced (assumption 3), observation of the effect is difficult due to added noise. Figure
12 also shows that the length of C1 is longer than C2 (TTF about 20 observations larger); this
represents the effect of assumption 4. Figure 13 illustrates the degradation removed by
comparing Δ to the final level of degradation in the cycle prior to failure. This difference (Dr) for
repair actions is one of the ways that maintenance changes how the data is simulated. The
amount of degradation removed from the system during repair is a function of the final degradation
for the previous cycle, and the maintenance action decision (simulated). This relationship between
the final degradation of the prior cycle and the initial degradation of a subsequent cycle is due to
the capacity for maintenance repair quality based on the amount of present degradation.
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Figure 12: Repair action influence on simulated data parameters

Figure 13: Visual depiction of the degradation removed (red) by maintenance action 0 (repair)
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4.1.1.2. Proof of Concept Simulated Data Fidelity
There is much cause for concern when using simulated data for model development. It is
easy to overdesign the simulation parameters in favor of the model assumptions. In traditional
model development, inputs and outputs are typically known, and the goal is to develop a model
that relates the input to the correct output. When designing a model with simulated inputs, the
accuracy of the model is entirely dependent on the assumptions made about the input data, and
the degree of simulated data “realness”. The following tweaks are all methods used during data
simulation to improve real data representation:


No direct numbers: all values are taken from a generated sample distribution. This increases
variability between cycles.
o Distributions are loosely modeled on real data of a similar system with unique repair
strategies.
o Degradation trends, signal values, onset of degradation, TTF, and signal correlation are
all parameters of the simulation that are sampled from distributions or taken from real
data.
 Overlapping distributions: all repair and replace specific sampling distributions are designed
with overlap to account for uncertainties in assumptions about maintenance dependent
parameters.
 Installation error: both replaced and repaired cycles are randomly subjected to installation
error resulting in small additions to initial degradation. This tweak improves simulation
diversity and represents a common occurrence in plants (not specifically this application).
 Continuous random and periodic noise: both forms of noise used to represent real systems.
These efforts are all targeted to avoid over-design and are expectedly robust for proof of concept
utility.

4.1.1.3. Proof of Concept Maintenance Data Generation
A CMMS is intended to record dozens of elements related to equipment condition. The
simulated CMMS used in this study focuses on the following eight characteristics.

Σ









Location
Operating Status
System #
Part Identifier
Failure Mode
Maintenance Action
Time of Maintenance

-Location within the plant (e.g. primary containment, etc.)
-Active if online component, Passive if redundant component
-i.e. Primary heat exchanger system
-Number associated with the specific part
-Failure mode classifier based on inspection (if available)
-Type of maintenance conducted (i.e. repair or replace)
-Date-time object with time of maintenance scheduled

Each of these pieces of information is critical for facilitating predictive maintenance. The
characteristics marked Σ are explicitly used to extract prognostic cycles within the coupling
algorithm. The values of system number and part ID are set for the specific simulation being run
(i.e. System 1, Part 1). The simulated data is limited to only one failure mode; however, data could
be generated with multiple failure modes. Maintenance actions are limited to repair or replace
within the scope of this project, but can easily be expanded for other applications. The CMMS
simulation code back-calculates failure time based on the sampling rate and TTF of the simulated
process data. In the absence of recorded failure times, time of maintenance can be used to
represent the limits of the failure cycle. However, additional processing may need to be applied
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in order to account for time between when failure occurs and when the work order is scheduled.
All of this information related to the simulated data is generated and collected; a reduced example
of the resulting CMMS simulation entries can be seen in Table 1. Current data extraction efforts
utilize all information apart from location and status, which may be used in other applications.
Additional discussion of simulated CMMS usage is provided in Section 4.2. Once process data is
simulated and respective CMMS entries are generated, methods can be applied to extract failure
cycles using data from both sources.

4.1.1.4. Analysis of Simulated Data and CMMS Records
The output of the data simulation code is a long concatenated dataset with multiple cycles in
a single data file. The results of simulating 7 cycles are shown in Figure 14; the system starts off
new and degrades until failure, which occurs around observation 80. During maintenance, the
system is renewed (y=1), therefore the amount of degradation removed is approximately 100%
(some initial degradation present in replacement cycles included to represent installation error).
The second cycle begins, degrades, and fails around observation 165, where is it repaired back
to working condition. It can be noted at this point that the initial signal level for the 3rd cycle is
noticeable lower than for the previous cycles. This is because the calculated degradation to
remove (𝐷𝑟 ) was less than the previously calculated values for renewal. Looking at the
degradation trends for the 3rd cycle, the values begin to decrease more rapidly than those of the
renewal cycles do. The cycle appears to fail around observation 225. That makes the life of
renewal cycles 1 and 2 approximately 80 and 85, whereas the life of the repair cycle was only 75.
This is a result of repair actions having a statistically lower TTF compared to renewal. Cycle 3
fails and is again repaired; this causes a compounding of remaining degradation after
maintenance. The degradation removed is less than 100% of the degradation remaining in Cycle
3. This means that Cycle 4 signal values are even lower than in the beginning of Cycle 3. This is
the result of the compounding degradation feature that was implemented to improve simulation
fidelity.
The simulation can be run very quickly to generate a significant number of cycles. Large
population statistics can help better explain the diversity of the simulation parameters. A binned
histogram of the initial degradation values for 50 simulated cycles (single signal) is shown in
Figure 15. The broadening of the distribution for repaired cycles is a result of compounding initial
degradation levels. There is overlap between the two distributions, which can be increased or
decreased to test the effects on model results. This overlap is used to represent uncertainty in
the effect maintenance has on cycle degradation, while still supporting the assumption that
degradation levels are a function of the degree of maintenance performed.
Another method of examining the data is by comparing the distributions for maintenance
based TTFs. Rather than simulating degradation path parameters and a critical failure threshold
in order to calculate TTF, this approach samples a TTF from a normal distribution. Results of this
method can be seen in Figure 16 for the 50 cycles. Again, distributions were designed with overlap
to compensate for uncertainties in the effect that maintenance action has on subsequent cycle
TTF. This is a simple method of generating usable TTFs for proof of concept. Once the process
data and maintenance actions have been simulated, the information can be used to generate a
CMMS database. An example of the generated work order entries was provided in Table 1.
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Table 1 - Example of CMMS entries from the simulated CMMS code (taken from .csv file)
Location

Status

0001

Part
ID
0001

SimSystem

0001

0001

SimSystem

System #

Active

Fail
Mode
1

Maintenance
Action
Replaced

Active

1

Repaired

Time of Maintenance
6_11_2016 15:08:33
8_22_2016 23:50:01

Figure 14: Simulated cycles (top) undergoing different repair actions (bottom)
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Figure 15: Maintenance dependent initial cycle degradation levels for feature 1

Figure 16: Maintenance action dependent TTF samples from simulated dataset
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4.1.2.

Primary Case Study Data Generation Tactics

The primary case study investigates a condenser system that undergoes thermal efficiency
degradation. The real data is marginally impacted by maintenance action, therefore a simulated
dataset that resembles the system but is significantly influenced by maintenance action is created.
The studies original dataset consists of cycles that undergo two types of maintenance action
denoted as major overhaul and general repair, and are henceforth be referred to as repair and
replace respectively. The dataset contains 8 replace and 38 repair cycles. Preliminary analysis
showed that the system was only influenced by maintenance action through changes in initial
degradation levels, which were marginal. When modeling of the system was attempted, results
were unsuccessful due to high variability in cycles. This variability, and the low number of available
replacement maintenance cycles, resulted in low coverage of the training space. To overcome
data sparsity and maintenance dependency related issues in the study, two datasets were
generated:
Simulated Data: dataset designed to resemble the available real data, but
designed with maintenance dependent parameters: initial degradation,
degradation rate, and time to onset of degradation.
Augmented Data: dataset expanded from the available real data. Cycles
created by sampling parameters from the historical data, and using sampled
parameters to generate additional failure cycles to improve training space
coverage and increase number of cycles available for training.
The two datasets are referred to as simulated and augmented datasets respectively for the
remainder of this primary case study discussion. The simulated data is used explicitly to evaluate
the capacity of improvement, and is designed with maintenance influence on several operating
parameters. This allows for a conceptual investigation into the capacity for predictive model
improvements for maintenance dependent versus independent models. To validate the existence
of improvement to prediction accuracy for maintenance-based prognostic models, the augmented
data is used. Additional discussion on specific data generation tactics for the primary case study
is provided in the following sections.

4.1.2.1. Condenser Data Simulation
The condenser simulation was designed to generate data similar to that of a plate-style heat
exchanger like the one shown in Figure 17. In the heat exchanger system, alternating hot and
cool liquid flows within thin channels. Heat transfer between the plates occurs, and can be
calculated from recorded process signals. As the system runs, degradation occurs as a result of
particulate buildup collecting on the heat transfer surfaces of the hot and cool channels. This
process reduces heat transfer efficiency, and is a common failure mode for many heat exchangers
referred to as fouling. Fouling’s influence on thermal efficiency degradation can be quantified
using deviations in signal values between normal and faulty behavior. This degradation often
follows the path shown in Figure 18 shortly after the onset of degradation. While common heat
exchanger degradation follows an asymptotic decay towards equipment End-of-Life (EOL), the
path of degradation in early-life is roughly polynomial [75]. Due to its similarity to service data, the
early-life profile shown in Figure 18 is used to design the heat exchanger simulation.
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Figure 17: Plate-style heat exchanger [76]

Figure 18: Early-life trend for heat exchanger degradation from fouling
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The goal of the simulation is to develop additional maintenance cycles that are suitable for
use in prognostic models. The method used to generate multiple runs with maintenance
dependent process values is pseudo-random distribution sampling. Each critical cycle parameter
has a representative distribution. These parameters include initial degradation level (amount of
degradation removed per maintenance action), time before onset of degradation, and degradation
rate (slope of path). Once each of the parameters has been sampled, they are used to generate
a new cycle with arbitrary length (to be truncated by desired failure threshold). In order to simulate
specific maintenance events for each cycle, two uniform distributions are used with the following
domains:
Domain

Sampling Criteria

≥ 3 consecutive repairs

15% repair chance

< 3 consecutive repairs

65% repair chance

The result is approximately 70% cycles that undergo repair and 30% replacement. The TTF for
repair and replacement cycles is calculated by applying noise to the generated degradation path
and truncating at the defined threshold (in this study, the threshold is set arbitrarily). The
simulation is designed so that the resulting TTF distributions would reflect the maintenance action
dependency seen in the operating parameters.

4.1.2.2. Simulated Data Parameters
As mentioned, the three major cycle parameters are the initial level of cycle degradation postmaintenance action, rate of degradation, and time to degradation onset. Each of the parameters
are highly correlated with maintenance action for the simulated dataset, and are therefore
representative of the effectiveness of repair and replacement comparatively. The maintenance
dependent parameters also influence cycle TTF. This is an important consequence, as the TTF
distribution is used for prior information in some advanced Type III prognostic models.
The initial degradation parameter represents how much degradation is removed depending
on the maintenance action conducted. It is assumed that any maintenance action that returns
equipment to an as good as new condition, will remove nearly 100% of any degradation present
after the previous cycle. In contrast, any maintenance action that returns equipment to as good
as used condition will remove degradation less than 100%. The application of each simulated
maintenance action influences the resulting initial degradation levels, which can be compared by
examining the cycle values during early life observations. Initial degradation is calculated in this
research by taking the median value of the first 5% of cycle observations. An example of
distributions for simulated data initial degradation for each maintenance action is shown in Figure
19. From the figure, the values of the initial degradation parameter for repair cycles are larger on
average than those of replacement cycles. There is some overlap where the worst of the
replacement cycles are comparable to the best of the repair cycles. This overall relational effect
between maintenance actions is appropriate since we assume that equipment that is as good as
new should typically contain less degradation than equipment repaired to as good as used. One
effect seen in data from real systems is the persistence of degradation across repair cycles, which
leads to compounding degradation. For example, a cycle that runs to failure with a final
degradation level of 0.8 may be repaired. If the repair action results in 50% degradation removed
from the equipment, then the degradation present in the following cycle will have an initial value
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Figure 19: Simulated maintenance dependent initial degradation levels
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of approximately 0.4. To create this effect, rather than directly sampling initial degradation from a
distribution, each repair cycle has an initial degradation value calculated using Equation 4.

𝐼𝐷 = 𝐸𝐷 ∗ [1 − 𝑛(𝜇, 𝜎)]

Eq. 4

In Equation 4, 𝐼𝐷 is the initial degradation level of the current cycle, 𝐸𝐷 is the end degradation
level of the previous cycle, and 𝑛(𝜇, 𝜎) is a normal sample distribution used to select fractional
degradation removed from the system with 𝜇 mean and 𝜎 standard deviation. This distribution
can be manipulated to create variance in initial degradation levels for subsequent repair actions.
In contrast, the initial degradation level for replacement cycles is directly sampled from a
representative distribution. The influence of maintenance actions on all initial degradation values
is not designed to represent a specific physical system. Instead, these sampling methods are
used to create the influence of maintenance action on the initial degradation parameter in order
to study the resulting impact on maintenance dependent prognostic modeling. One consequence
of this method is that subsequent repair actions will have varying initial degradation levels similar
to the difference in levels between repair and replacement. As a result, it would equally make
sense to separate repair maintenance actions based on their location in a series of repeated
repairs (e.g. first repair, second repair, third repair). Without dividing repair cycles in this manner,
variance in the cycles is expected to result in larger prediction errors compared to predictions for
replacement cycle models. While division of repair actions is not investigated in this research, it
is important to mention, so that differences in prediction error improvement between repair and
replacement models are better understood.
The method of generating initial degradation parameters for each maintenance action
described above is a simple example of the process used to develop usable distributions. The
process for generating a maintenance dependent degradation rate and sampling a degradation
onset time is similar, but do not require functional manipulation such as Equation 4. To simplify
results, explicit descriptions and visual examples for degradation rate and onset of degradation
are not provided, but look similar to that shown in Figure 19.

4.1.2.3. Simulated Data Analysis
The primary purpose in creating the described simulated dataset is to develop competing
prognostic models. By utilizing the data to train and test maintenance dependent models, a proof
of concept can be established. This defines the capacity of prediction accuracy improvement for
maintenance dependent modeling. An example of the simulated data across multiple
maintenance cycles is shown in Figure 20. The figure shows a degradation parameter for the
simulated heat exchanger system across seven maintenance cycles, and provides the
corresponding maintenance action for each. The lower subplot is a binary representation of the
maintenance conducted, where 0 represents a repair action and 1 represents replacement of the
equipment. One noteworthy observation is the non-decreasing initial degradation level during the
period of four consecutive repair actions. This is the result of each repair inheriting partial
degradation from previous cycles defined in Equation 4. By separating the cycles based on
maintenance action, the relative differences between degradation paths for each can be
visualized in Figure 21. The figure highlights the differences between the degradation paths as a
result of maintenance action influence; these differences stem from imposing different amounts
of random fluctuations in degradation parameters. Repair cycles begin with more initial
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Figure 20: Simulated degradation parameter (top) and respective Maintenance Actions (MA)
(bottom) across several maintenance cycles

Figure 21: Simulated maintenance action dependent degradation parameters
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degradation, have a larger degradation rates, and begin degrading much faster (degradation
onset) than replacement cycles comparatively. Together, the influence of maintenance action on
these parameters creates a resultant influence on the simulated cycle TTF, which is shown in
Figure 22. The units of TTF are arbitrary, but are modeled to resemble the scale of operating days
for an industrial heat exchanger. From Figure 22, a significant difference between expected failure
times for cycles based on maintenance action can be seen. Typically, repaired equipment lasts
75 days, while replacements last around 90 days on average. This information is suitable for Type
I modeling, or as prior information in Type III prognostic models that utilize Bayesian methods.

4.1.2.4. Augmented Condenser Data Generation
The simulated dataset is used to establish a capacity of improvement for maintenance
dependent modeling. Similar to the simulated dataset, the augmented dataset is created to
represent a thermal degradation system with two distinct maintenance actions (partial repair and
full repair). The primary difference between the two datasets is the utilization of real data collected
from industrial equipment to directly generate the augmented data. From the available real data,
representative cycles are randomly sampled to use as training data, while the remaining cycles
are saved for future validation. The available training data is analyzed and processed into
distributions representing each cycle degradation parameter, which allows additional cycles to be
generated as needed. This process is used to increase coverage of the training data space, and
was selected due to high uncertainty present in the real data cycles discovered during early
analysis efforts. Figure 23 provides a simplified visualization of the process. In Figure 23a, the
training data is collected and used to measure degradation path parameters for each cycle. The
histogram for a specific parameter across each cycle is created (Figure 23b), and a representative
distribution is applied to the data (red). New parameters are randomly sampled from the resulting
distribution based on the number of cycles being created (Figure 23c – green). Lastly, the sampled
parameters are used to create additional cycles that lie within the original real data training space
(Figure 23d). Since each of the samples lies within the scope of the real data, the augmented
data cycles are treated as such. To visually compare the similarities between the real data and
generated distributions, a QQ plot is used. Standard MATLAB software packages were used to
make calculations and generate plots. Data in a QQ plot is represented using quantiles of the
sample compared to quantiles of the applied Weibull distribution. The accurateness of the Weibull
fit for the training data can be visually assessed by comparing the data samples (discrete values)
to the continuous distribution. A QQ plot for the partial repair initial degradation distribution is
given in Figure 24. Distributions are generated for each parameter and validated using QQ plots
for basic representation accuracy. As previously mentioned, the resulting distributions are used
to sample new cycle parameters, which can be used to generate new cycles. These parameters
are initial degradation, degradation rate, and time until onset of degradation. An example of the
resulting maintenance dependent initial degradation distributions is shown in Figure 25. The
distributions reveal that partial repair cycles start at a higher average initial degradation level
compared to full repair cycles. However, there is significant overlap across operating space. This
relationship is similar to the simulation methods used earlier in the case study.
Aside from the three major maintenance data parameters, cycle noise is also sampled from
the available real data. Together, each sampled parameter is used to generate new cycles as
needed, and a realistic noise level is added to improve realism. An example of several augmented
degradation cycles is provided in Figure 26. One major observation from the augmented cycles
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Figure 22: Maintenance dependent TTF for 100 simulated cycles

Figure 23: Simplified process for sampling augmented data cycles
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Figure 24: QQ plot for partial repair initial degradation Weibull distribution (red) compared to
training data (blue)

Figure 25: Distributions of initial degradation for the augmented data
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Figure 26: Augmented failure cycles using sampled parameters from real data distributions
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is the difficulty identifying maintenance influence compared to the results of the simulation in
Figure 21. This effect is caused by high variance present in the real data samples, as well as a
minimal impact on cycle parameters due to maintenance action. From the cycles in Figure 26, the
initial degradation appears to be somewhat dependent on maintenance action, in agreement with
the results in Figure 25. However, there does not appear to be any strong correlation between
maintenance action and degradation rate, and it is not possible to tell when onset of degradation
occurs. While this may make analysis difficult and will likely affect modeling, it is similar to the
nature of the sampled data. As a result, the augmented data is not inherently suitable for
supporting the maintenance dependent modeling theory. This is the primary reason for utilizing
both the simulated data and the augmented data. The simulated data is used to show the capacity
for predictive model improvement when utilizing maintenance-based modeling, whereas the
augmented data is used to show how effective maintenance dependent modeling is for a system
that is relatively mediocre in terms of maintenance action influence.

4.1.2.5. Augmented Data Validity
When using simulated and/or augmented data, one common question that arises is the
validity and integrity of the data. One could assume that data is overdesigned to fit the application,
and does not produce results that can be validated for general conclusions. For this case study,
it was mentioned that the available real data was sampled into representative distributions for
each cycle parameter. The available data was also sub-sampled for training and testing so that
the data was not over-fit to the operating space. Another method of improving the validity and
integrity of the augmented data was to restrict all parameter sampling to within the domain of the
observed historical values. This method can be explained using the bounded Equation 5.

𝛽 𝑥 𝛽−1
𝑥 𝛽
( )
exp (− ( ) )
𝜂 𝜂
𝜂
𝑓(𝑥 | 𝛽, 𝜂) =
0,
𝑓𝑜𝑟 𝑥 > 𝑢
𝑓𝑜𝑟 𝑥 < 𝑙
{ 0,

Eq. 5

Equation 5 defines the probability 𝑓(𝑥) that a value 𝑥 will be sampled from a Weibull distribution.
If 𝑥 is outside of the upper and lower bounds (𝑢 and 𝑙 respectively), then the probability of sampling
that value is zero. This method of restricting sampled values prevents augmented cycles and
observed cycles from differing due to low-probability extremes at the tail-ends of a distribution.
Two methods of verifying the augmented data integrity are discussed formally in the following
paragraphs. In Figure 24, a QQ plot is used to visualize the effectiveness of applying a Weibull fit
to the generated data parameters. While the QQ plot is useful for comparing a distribution fit to
training data, it can also be used to compare the difference in fit effectiveness for two different
sub-samples of the same dataset. In the authentic real data sample that was provided, there are
8 full and 38 partial repair cycles available. If only half of the data is used to generate
representative distributions it arises a question of how well the sub-sample represents the true
dataset. In this scenario, a QQ plot comparing the fit lines to the data for distributions developed
on the full dataset and sub-sampled training set can be compared for similarities. In Figure 27, a
QQ plot for the initial degradation parameter datasets of partial repair cycles is shown. The
distributions (in red) are very similar for the full and sub-sampled datasets. There is some
separation towards the lower quantiles due to fewer observations, but overall the sub-sample
distribution does a visually acceptable job at representing the data space.
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Figure 27: Comparative QQ plot for partial repair initial degradation
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The QQ plot is effective at visualizing the similarity for partial repair distributions, but is less
effective for the same information (initial degradation parameter) using the full repair data. This
effect is shown in Figure 28. Compared to the results for partial repair, the QQ plot in Figure 28
shows differences in the distributions (in red) that are significantly larger. This effect is likely due
to the lack of data available in the sub-sample dataset for full repair (4 cycles). This lack of data
becomes apparent in the sub-sample specific QQ plot shown in Figure 29. With only four available
data points, the lack of information becomes apparent, resulting in a weak definition of a valid
representative distribution with significant uncertainty present. Due to its limitations as a visual
test, the QQ plot is not effective for small sample datasets. This is primary motive for utilizing the
second method of verifying the data generation integrity, the Wilcox rank-sum test, which excels
at hypothesis testing for small sample datasets [77].
The Wilcox-rank sum test, also referred to as the Mann-Whitney U test, is a non-parametric
hypothesis test used to compare data from independent samples and determine if they have
uniform means [78]. A more widely known statistical test, the two-sample t-test, is similar, but
requires that the samples are from normal distributions. This requirement is not necessary, and
together with its effectiveness for small sample datasets is why the Wilcox rank-sum test was
chosen for this case study. Manipulating the rank-sum test statistics allows for definition of the
null hypothesis where rejection corresponds to two distributions with similar shapes and offset
mean values. Referring to Figure 25, the distributions for each repair action initial degradation
parameter are similar, but the mean value for partial repair cycles is generally lower than that of
full repair. In this case, the Wilcox rank-sum test is applied to the data in order to determine
whether or not each maintenance action belongs in its own unique distribution, or if the dataset
has insufficient evidence to explicitly characterize each sample as independent. The test statistic
hypothesis criterion for this application is provided by Equation 6.

𝐻0 ∶ 𝑝𝑑𝑓𝑓 (𝑥) = 𝑝𝑑𝑓𝑝 (𝑥)
𝐻1 ∶ 𝑝𝑑𝑓𝑓 (𝑥) ≥ 𝑝𝑑𝑓𝑝 (𝑥)

Eq. 6

where 𝑝𝑑𝑓 is the distribution for full repair ( 𝑓) and partial repair ( 𝑝). When applied to the sample
dataset for the initial degradation parameter, the null hypothesis is rejected; this means that the
initial degradation data for full and partial repair belong in independent distributions and do not
have a statistically equal mean value. More information on specifics of the Wilcox rank-sum
statistic is given in [78]. To reiterate, the Wilcox rank-sum test is applied to the sub-sample of the
real dataset. To solve the issues mentioned above and related to the QQ plots, a similar ranksum test can be applied to the sub-sample and full datasets. With this test, the goal is to validate
that the sample belongs to a distribution with a statistically equivalent mean value, thus confirming
the acceptable use of the sub-sample for generating augmented cycles. This translates to a failure
to reject the null hypothesis, meaning that there is not statistical evidence that the two datasets
belong in unique distributions. The results of applying the rank-sum test in this manner were a
failure to reject the null for both maintenance actions. The results of all three tests are clearly
outlined below.
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Figure 28: Comparative QQ plot for full repair initial degradation

Figure 29: QQ plot for full repair sub-sample dataset initial degradation
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Test

Outcome

Full vs Partial Repair

Reject Null

Full Repair Sub-Sample vs Full Dataset

Fail to Reject Null

Partial Repair Sub-Sample vs Full Dataset

Fail to Reject Null

It should be reiterated that the aforementioned methods are all applied to the initial degradation
parameter due to its dependence on maintenance action. Since degradation rate and onset of
degradation are not significantly influenced by maintenance for the observed real data, these
parameters are sampled from maintenance independent distributions.

4.1.3.

Secondary Case Study Data Generation Tactics

The secondary case study data generation follows a process similar to the augmented real
data from the primary case study, but is applied to a specific shell and tube counter-flow heat
exchanger system. This system is a small-scale accelerated degradation test bed, which can be
represented by the diagram in Figure 30 with corresponding signals listed in Table 2. All work
presented within this section is published [74].
The test bed system is used to generate data representing a heat exchanger that fails by an
ambiguous fouling mechanism. In order to incite fouling, clay powder was added to the hot leg
channel every other day during a 14-day cycle. As the clay passes through the heat-exchanger
tubes, particles begin to accumulate along the walls, which progressively reduce the heat transfer
coefficient between the hot and cold legs. Earlier research was conducted and published that
develops prognostic models for this specific heat-exchanger system [35]. While early efforts were
successful, the research was not concerned with maintenance dependent modeling or
maintenance actions at all. As a result, only one generic maintenance action was conducted for
the heat exchanger; this involved draining the heat exchanger, pressure-washing the walls of the
hot leg, and replacing the muddied clay-water with clean water. The resulting degradation cycles
are all considered to have undergone a form of general repair. Since the heat exchanger was
tested over 14 day cycles, few degradation cycles were recorded with acceptable quality for this
research. Therefore, additional data for the heat exchanger system is generated from a simulation
that expands the existing dataset, and incorporates two distinct maintenance actions within the
system that are related to real work done to restore heat-exchangers during maintenance: flush
and clean. A flush is a simple repair action where pressurized water is forced through each heatexchanger tube so that any excess fouling is removed from the hot leg. A more complete form of
maintenance is a cleaning, in which the heat exchanger system is disassembled, the inner tubes
are mechanically cleaned with wire brushes, and high pressure water is used to rinse any
remaining particulates from the system. For the purpose of comparison to previously discussed
maintenance activities, flush and clean can be thought of as repair and replace respectively.
To reduce development time and increase focus on maintenance dependent modeling,
historical data previously collected from the test bed is used to quickly simulate heat exchanger
cycles that resemble the real data. This process is broken into six steps:

55

Figure 30: Small-scale accelerated degradation heat-exchanger system [36]

Table 2 - List of heat exchanger signals
Signal Index
1
2
3
4
5
6

Signal/Feature
Hot Leg Inlet Temperature
Hot Leg Outlet Temperature
Cold Leg Inlet Temperature
Cold Leg Outlet Temperature
Hot Leg Flow Rate
Cold Leg Flow Rate

Abbreviation
Thin
Thout
Tcin
Tcout
Mh
Mc
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1
2
3
4
5
6

Sample parameter values from historical data
Calculate degradation parameters using historical data
Invoke maintenance influence on cycle degradation parameters
Generate simulated cycles and add noise
Predict outlet temperatures using inputs and degradation parameters
Calculate prognostic parameter and apply arbitrary threshold to all cycles

Similar to the previous case study and research, available real data is processed into distributions
for each degradation parameter. Unlike previous research, the heat exchanger has multiple
signals available. As a result, the initial degradation values and degradation rate are calculated
for each signal. In order to generate additional cycles that resemble the real data as closely as
possible, signal noise and the range of signal values through each cycle are additionally recorded.
Once distributions are generated for each parameter, the second step is to calculate the heat
transfer coefficient of the real data. The primary degradation cause for most heat exchangers is
fouling, which reduces heat transfer efficiency over time. This makes the heat transfer an ideal
parameter to produce maintenance action influence for the augmented data. The equations for
calculating heat transfer for counter-flow heat exchangers are given in Equation 7 and 8 [79].

𝐿𝑀𝑇𝐷 =

(𝑇ℎ1 − 𝑇𝑐2 ) − (𝑇ℎ2 − 𝑇𝑐1 )
𝑇 − 𝑇𝑐2
log ( ℎ1
𝑇ℎ2 − 𝑇𝑐1 )

𝑈ℎ/𝑐

𝑄̇ℎ/𝑐
=
𝐿𝑀𝑇𝐷 ∗ 𝐴

Eq. 7

Eq. 8

In the equations, LMTD is the Log-Mean Temperature Difference, T is the temperature for the hot
leg inlet (h1), hot leg outlet (h2), cold leg inlet (c1), and cold leg outlet (c2), Q is the heat rate, A
is the surface area of heat transfer, and U is the heat transfer coefficient. These features
calculated from the real data signals reflect degradation present across each of the signals used
to calculate them, making each an ideal degradation parameter or prognostic parameter. An
example of the calculated heat transfer coefficient (U) is shown in Figure 31.
Parameters for the calculated heat transfer coefficient are sampled and used to develop
representative distributions for initial degradation, degradation rate, and noise. While
maintenance can influence the time before onset of degradation, the calculated features are too
noisy to accurately identify a specific location of onset, and degradation may begin accumulating
immediately. As a result, this parameter is not sampled or used to invoke maintenance
dependency. In order to produce maintenance action influence on the other parameters, the
values sampled from the heat transfer feature are divided into two groups based on value.
Parameters can then be sampled from the different groups based on the desired maintenance
action; i.e. a larger initial degradation and degradation rate may be sampled for a flush action
compared to a clean action. Once the parameters are sampled and a new cycle path is generated,
noise is added proportional to the noise present in historical cycles. Examples of augmented
cycles for the heat exchanger’s heat transfer coefficient are shown in Figure 32.
The process of generating a maintenance dependent heat transfer path could be used as a
prognostic parameter for use in model development. However, since the heat transfer path is
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Figure 31: Example of calculated heat transfer coefficient under the influence of fouling
degradation

Figure 32: Sampled heat transfer coefficient features
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sampled from the distributions and not calculated from the simulated temperature signals, the
heat transfer coefficient will not accurately represent any changes seen in the temperature
signals. To improve correlation between a prognostic parameter and the simulated signals, the
inlet hot and cold leg temperatures and the heat transfer coefficients are passed through a kernel
regression model with outlet temperature predictors, as shown in Figure 33. The model in Figure
33 is a multivariate error correction kernel model used to capture the relationships between the
input temperature signals and heat transfer features, and the output temperature signals. This
type of hetero-associative regression is similar to a General Regression Neural Network (GNRR)
[80]. GNRR is non-parametric, making it flexible for many uses. The simplicity of the model also
helps increase understanding and distinction between uncertainty in the model and uncertainty in
the data, which makes this application of kernel regression extremely useful for exploratory
research with specific interest in relative model performances.
For this case study, the kernel regression model captures relationships between the model
input and output known as predictor and response variables respectively. This allows typical
equipment response to be recreated as a result of the input signal and feature degradation. By
training the model on real data, the kernel maps relationships from historical degradation cycles.
The model is then evaluated on the generated signals and features, resulting in output
temperature signals that retain the real data relationships. In terms of the validity of this method,
the input temperatures are not influenced by degradation within the heat exchanger; therefore, it
is appropriate to directly generate cycles from the temperature parameters and use them as
model inputs. The heat transfer used as model input is influenced by maintenance action, and as
a result, the model output predictions reflect the influence of maintenance action on the heat
transfer coefficient, as well as the relationships seen in the historical data. At this point, the model
output temperature signals and input temperatures could be used to recalculate the heat transfer
coefficient for use as a prognostic parameter. However, this would require a simulated or
stationary flow rate signal. Instead, the LMTD is calculated from the temperature signals and
directly used as the prognostic parameter for model development. This means that the prognostic
parameter used to predict the equipment TTF is solely dependent on the generated inlet
temperatures and model outlet temperatures, and does not directly utilize the generated heat
transfer coefficient or any flow rate signal.
The last step in the data generation process requires a threshold to be applied to the
prognostic parameters. Heat exchanger degradation due to fouling does not fail in the traditional
sense, which typically results in inability to operate. Instead, fouling causes reduction in heat
transfer efficiency and failure is defined as a drop in efficiency below an acceptable level. To
mirror this in the augmented dataset, all cycles are normalized to the maximum parameter value
so that the range of all cycles is between zero and one. An arbitrary threshold is chosen at 0.45
degradation level, independent of the maintenance action conducted. Any observations past the
point of failure are removed from the model and assigned a RUL of zero. Any cycles that do not
reach the threshold are labeled as censored cases and treated accordingly. Examples of
generated prognostic parameters with the applied failure threshold are shown in Figure 34. Largescale industrial heat exchangers are operated on long maintenance cycles, which means
degradation for these systems is primarily focused on macro-changes on the order of days. This
means that the relatively micro changes in the generated prognostic parameters seen in Figure
34 could be appropriately smoothed, as it would not make physical sense for the heat exchanger
efficiency to fluctuate as rapidly as it appears.
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Figure 33: Kernel regression model for heat exchanger system [81]

Figure 34: Generated prognostic parameters with applied failure threshold
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4.2. Integrating Data Sources
The disparate nature of data sources in a nuclear power plant requires special codes to be
developed in order to facilitate failure cycle extraction. The following sections outline a simple
algorithm for merging sources together and mining out specific pieces of information from each
source to define locations of failures in raw plant data. Failure cycle data is then extracted,
categorized, post-processed, and stored within a Prognostic Information Database (PID). The
following sections discuss the current coupling algorithm version, and analyze its output. The
prototype algorithm is decidedly simplified to allow for research focus beyond data extraction. The
goal of the coupling algorithm is to utilize key pieces of information from CMMS records (Table 1)
coupled with sensor data stored within the plant computer in order to extract failure cycles. These
cycles are key in the development of proactive maintenance models. The current version of the
coupling algorithm prototype is depicted in Figure 35. The left side of Figure 35 depicts the overall
data flow and I/O for the coupling algorithm. The right side of Figure 35 identifies the basic internal
steps in extracting failure cycles. The first module of the coupling algorithm determines the most
recent equipment failure from the simulated CMMS (Table 1). Using the extracted CMMS entry
for the failure, previous work order entries can be extracted for the same system number and part
ID.
In Equation 9, the number of observations for each signal during the failure cycle is calculated
using the time between maintenance actions and the sampling rate of the respective sensors.

#𝑜𝑏𝑠 = 𝑓𝑑𝑛𝑠 (𝑑𝑛1 − 𝑑𝑛0 ) ∗ 𝑆𝑅

Eq. 9

where 𝑓𝑑𝑛𝑠 is a function to convert datenumber objects to seconds, 𝑑𝑛𝑖 is the datenumber
associated with the ith CMMS entry (Table 1), and SR is the sampling rate for the sensor. When
the time of the most recent failure and the number of observations in the failure cycle are both
known, the latest failure cycle can be cut from the extracted plant computer data. Out of all the
nuclear plant process data, only sensor data related to the failed system needs to be extracted.
This requires information from either a detailed plant historian file, or an operator defined file that
explicitly relates signals to individual systems. Once the system-sensor relationships are defined,
they are stored in a query file. When the CMMS entries are processed and the number of
observations is calculated, the system-sensor query tells the algorithm exactly which rows to
extract from the raw plant data. There may be one or more sensors that are related to a given
system. The resulting failure cycle for the specific system is categorized and stored within the
PID, which is a hierarchical database depicted in Figure 36. Data related to each type of
prognostic model is the key output from the coupling algorithm, and is stored so that separate
models for each system can be generated. The PID is also designed so that historical data can
be easily retrieved for future assessment. These design specifications are implemented in order
to assist other enabling technologies, outline previously in Figure 10.
The availability of prognostic data from the coupling algorithm makes it possible to compare
data across all cycles for related groups within a system. For example, 100 simulated failure
cycles grouped by maintenance action are shown in Figure 37. The cycles shown are
maintenance dependent. Identifying cycles that were replaced in red and repaired cycles in blue
allows for several immediate observations:
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Figure 35: Simplified flow diagram for coupling algorithm design

Figure 36: Format of the hierarchical prognostic information database
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Figure 37: Plot of 100 simulated cycles for a single signal
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Distribution of early signal values for repaired cycles appears to be significantly less
than that of cycles after replacement.
Average failure time for cycles after repair appears to be almost 20 observations less
than renewed cycles.
Rate of degradation appears larger for cycles that have been repaired. The cycles
are not as long, yet they reach the same signal value or lower.
Repaired cycles appear to have more variance in final value than replaced cycles.
This is likely a result of all the tweaks made to the data simulation code.

Without any modeling, the coupling algorithm has already provided improved system
understanding. More information can be gathered from the coupling algorithm output data, but is
not within the scope of this research.

4.3. Prognostic Model Development
One of the original contributions of this research is the development of a framework for the
utilization of extracted operating cycles in predictive models. This means creating a prognostic
model for the simulated system based on information within the PID in order to investigate the
influence of maintenance data on model development.
Referring back to Figure 4, the major steps in developing a system model include analyzing
the data, developing a diagnostic model, and developing a prognostic model. These are expanded
for the purposes of this proof of concept into the following stages:







Data processing – evaluate signals as degradation parameters and pre-processing
Empirical model development – train model on normal behavior and evaluate on failure
cycles in order to measure deviation and quantify signal degradation
Prognostic parameter formulation – combine residuals from empirical model into a
single parameter that effectively represents system health
Prognostic model development – train model on prognostic parameter degradation
paths in order to calculate characteristic system degradation path (Eq. 3)
Failure threshold - determine criterion for cycle termination and use as threshold in
failure predictions
RUL prediction – pass new data to prognostic model in order to predict future
degradation path. Path is extrapolated until system degradation passes the critical
failure threshold. Subtracting current time from the predicted TOF results in a
prediction of RUL.

Outlining these steps explicitly is important because it is possible to incorporate maintenance
information into each in some way. One of the simpler ways to utilize maintenance data is in data
processing (i.e. cycle extraction, cleaning, and signal evaluation). If the maintenance conducted
prior to each cycle is known (or recorded), extracted cycles can be divided by their respective
maintenance. Different empirical models can be used depending on the category of maintenance
resulting in increased model specificity. If signals present degradation differently for dissimilar
maintenance actions, exclusive prognostic parameters can be developed using different groups
of signals. Similar to empirical models, separate prognostic models can be developed for different
maintenance actions. If prognostic parameters are normalized (resulting in near zero initial
degradation), different failure thresholds can be established for different maintenance actions.
When predicting the RUL of future cycles, the maintenance dependent models is used, which
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results in maintenance specific predictions. In all of these steps, the availability of maintenance
information may result in improved predictions.

4.4. Metric Representation of Results
The predicted RUL at each step can be compared to the known value of RUL in order to
examine the accuracy of the developed model at predicting failure. The metric used to calculate
the prediction error of each model is the Mean Absolute Percentage Error (MAPE) given by
Equation 10.
𝑛

100
𝑝𝑖 − 𝑦𝑖
𝑀𝐴𝑃𝐸 =
∑|
|
𝑛
𝑦𝑖

Eq. 10

𝑖=1

where 𝑝𝑖 is the prediction and 𝑦𝑖 is the actual value at observation i for a cycle of length n. MAPE
is used to compare the relative performance between competing models, and was chosen due to
the fact that it is a well understood extension of the Mean Absolute Error (MAE) metric and is
relatively simple. The two groups of competing models within this project are maintenance
dependent and maintenance independent models. The traditional assumption is that each cycle
undergoes the same renewal process. By developing individual models for each maintenance
action, the failure prediction accuracy dependence on maintenance action can be compared to a
combined model that is built using all cycles independent of maintenance information. The MAPE
metric is used to compare the relative accuracy of each [82].
When comparing the error improvement between competing models, using the difference
between the percent errors can cause difficulties in evaluation. For example, if a model performs
with a MAPE of 50% and an improved model performs with a reduced error of 20%, the difference
is 30%. If the average cycle length is 100 days this translates to a MAE of 50 days for the first
model and MAE of 20 days for the second model. The improvement in prediction is 30 days, but
the improvement relative to the first prediction is a 60% error reduction, which means that
improvements to prediction accuracy is under-represented when looking at improvement in terms
of difference in MAPE. This result should be considered when comparing the relative performance
in model prediction accuracy.
One important weakness of MAPE defined in Equation 10 is the loss of prediction error
information at different stages of life. In prognostics, prediction accuracy often improves as the
available observations for model evaluation reach the EOL. This is due to the amount of data
available to represent the true degradation path for specific equipment. In these cases, it is more
effective to weight the MAPE at each observation based on the normalized amount of true
remaining life. An example of a way to calculate this error is shown in Equation 11 where 𝑀𝐴𝑃𝐸𝑤
represents the weighted MAPE.
𝑛

100
𝑦𝑖
𝑀𝐴𝑃𝐸𝑤 =
∑|𝑝𝑖 − 𝑦𝑖 | ∗
∑ 𝑦𝑖
𝑛 ∗ 𝑇𝑇𝐹

Eq. 4

𝑖=1

The variables in Equation 11 are the same as in Equation 10; however, in Equation 11 the
importance of each prediction is linearly weighted proportional to the observed fractional life
(larger importance near EOL). While this method of calculating MAPE may be more appropriate
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for prognostic applications, its usage requires a better understanding of the influence that
maintenance information has on equipment RUL and prediction accuracy at each stage of life.
This research is an attempt to determine if maintenance affects prognostic prediction accuracy in
a noteworthy way; therefore, usage of Equation 11 is beyond the appropriate scope of this study
and Equation 10 is used for simplicity.

4.5. Summary
This chapter discussed the methods used to generate operating cycle data for use in
predictive maintenance models. For each of the studies, the specifics on how process and
maintenance data were presented. A framework for the integration of process and maintenance
data sources is given for applications where the data from both disparate sources is available. A
brief framework for Type III model development is presented to simplify further descriptions in
subsequent sections. Lastly, the metric used to evaluate model accuracy is described.
The following chapter presents each study with a description of the specific prognostic model
development strategy and model results. The chapter introduction discusses the major
differences between each study.
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5. Applications and Results
The studies in this research are focused on supporting the theory that utilization of
maintenance information can improve predictive model capabilities. To substantiate this theory
three studies are considered. A brief description of each is given:
Proof of Concept Study: Development of Type III prognostic models using either
maintenance specific or maintenance independent training data. Simulated
degradation cycles are influenced by maintenance in three ways: initial
degradation levels, degradation rate, and time to onset of degradation. Prediction
errors are compared between the models to establish a proof of concept for
maintenance dependent prognostic modeling.
Primary Case Study: Development of multiple competing maintenance-based
prognostic models for a simulated and real condenser system (augmented data)
that undergo two ambiguous categories of maintenance action. Degradation within
the simulated system is affected in three ways: initial degradation levels,
degradation rate, and time to onset of degradation. Different simulation and
modeling techniques are applied to evaluate how maintenance information
influences prediction accuracy under different circumstances. Degradation within
the real system is primarily affected by maintenance in only one way (initial
degradation levels). The real data is used to compare the results from the
simulated data to a sub-optimal system (with less maintenance dependence on
parameters).
Secondary Case Study: Evaluation of maintenance dependent prognostic
modeling for a small-scale heat exchanger that undergoes two explicit types of
maintenance. Degradation is significantly impacted by maintenance in two
principal ways: initial degradation levels and degradation rate. The data generated
for this study is developed using real data from a test bed. Maintenance action
influence is produced by manipulating degradation parameters and generating
realistic cycles. Focus of this study is on data realism and expected prediction
improvements for future implementation of maintenance-based modeling
methods.
While each study utilizes some form of data generation, it is important to note the differences
between each, and why both case studies are necessary. The proof of concept focuses on a basic
data simulation with significant maintenance action influence to establish the ability of
maintenance information to improve prediction accuracy. The primary case study focuses on
significantly altering degradation parameters to invoke maintenance influence. While this can
reveal the potential capacity of improvement for maintenance dependent methods, the validity of
assumptions used to simulate the data is questionable, which is why a higher realism dataset is
also used in the study. However, in the real system degradation is only marginally affected by the
different maintenance actions. To this end, the need for a dataset with a larger dependency on
maintenance is needed to validate results. The application in the second case study is a previous
developed accelerated degradation test best used for prognostic model development. While
maintenance information for the system was not recorded, different degrees of maintenance
activity were applied to the system each cycle, which allows the study to utilize data generated to
represent the real data with maintenance influence on multiple parameters of the degradation
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data. The data used in maintenance dependent modeling for the secondary case study is
considerably more realistic than the data used in the primary case study.
In terms of model development methodology, the case studies differ significantly. The proof
of concept models are focused on applying the framework provided in Section 4.3. The primary
case study is focused on investigating competing modeling strategies and prediction improvement
for simulated data with varying factors including available training cycles and TTF distribution
overlap. Type III modeling strategies are evaluated by comparing the influence of Bayesian
methods on prediction improvement. In contrast, the secondary case study utilizes a very simple
prognostic model strategy to make conservative conclusions about the expected improvement
when utilizing maintenance dependent models. More information on the methods used for each
study are given in the following sections.

5.1. Proof of Concept Study
5.1.1. Prognostic Model Development
For this study, the simulated system is very basic; therefore, both signals are used in model
development. The first 10% of recorded data is cut from each cycle and used to train an AutoAssociative Kernel Regression (AAKR) model. It is assumed that this data is prior to any onset of
degradation within the system. A representation of the AAKR model is given in Figure 38. The
AAKR is used to measure deviations in data from expected behavior. By training the AAKR using
healthy data, the model is able to compare differences between data passed to the model and
the expected values. This form of error correction model allows residuals to be calculated as the
difference between the expected value and predicted value. Residuals are merged into a single
prognostic parameter using the method of Ordinary Least Squares (OLS). This method uses the
OLS estimator (Equation 12) to calculate the coefficients 𝛽 of a general regression model [83].

𝛽 = (𝑋 ⊺ 𝑋)−1 𝑋 ⊺ 𝑦

Eq. 12

where 𝑋 is an 𝑛 × 𝑘 vector of observations for 𝑘 degradation parameters, and 𝑦 is an 𝑛 × 1 vector
of independent observations for the prognostic parameter. This prognostic parameter is used to
represent overall degradation for the system. In order to develop a parametric representation of
system degradation, a GPM is used as the prognostic model. By training the GPM on the data
set using a second-order polynomial fit, a general path can be applied to additional failure cycles.
To properly train the GPM, cycles must be event terminated (by failure or performance). In order
to make sure that the cycles in the simulated dataset are event terminated, an arbitrary threshold
is applied to the prognostic parameters at a value of 0.83 (at which point the cycle is considered
failed). Additional cycles are simulated and used as test data. The first 10% of each cycle is
passed to the GPM, which extrapolated a path to the failure threshold. Using the predicted TTF
from the GPM output, an estimate of the RUL is predicted, and the model is updated with an
additional observation. The cycle of extrapolation and prediction continues until all cycle
observations are added to the model. This process of applying the GPM for prognostic
applications, as well as the AAKR model discussed previously, is outlined in [32]. The predicted
RUL at each step can be compared to the known value of RUL in order to examine the accuracy
of the developed model at predicting failure.
It is important to mention that the models and methods used to calculate subsequent results
were not expertly crafted and optimized for the simulated system. Every step is based on
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Figure 38: Auto-Associative Kernel Regression model flow diagram (adapted from [81])
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common practice and default model parameters. There is likely a more effective way to model the
system; however, results are more easily understandable with a less precise model development
strategy. Another important note is that the results of these efforts are only meant to serve as a
proof of concept. The goal in developing competing prognostic models is to identify the influence
of maintenance action on system degradation, and how maintenance dependent predictive
models perform relative to pure-renewal models.

5.1.2.

Prognostic Model Results

Each stage in model development is done in two ways: maintenance independent modeling
where all cycles are in the same group and maintenance dependent modeling where cycles are
categorized based on maintenance action. For maintenance dependent modeling, each
maintenance action is modeled as a separate stressor condition. The results of maintenance
dependent empirical model development and prognostic parameter development are shown in
Figure 39. The figure shows that each cycle begins at zero degradation due to the empirical
modeling used. This effect causes information related to the initial degradation to be lost. Future
methods of maintenance dependent modeling do not use this empirical modeling technique to
prevent loss of initial degradation information in the degradation parameters. The differences in
TTF and degradation rate for the two maintenance actions are still evident from the figure.
The first test of model performance is the MAPE for RUL predictions using competing
maintenance dependent (repair and replace) and independent (combined) models. The results
using 50 simulated cycles are given in Table 3. From the results, it appears that both maintenance
dependent models have a significantly lower prediction error compared to the maintenance
independent model. This is expected because the combined model attempts to represent both
data sets simultaneously, resulting in reduced prediction precision and increased uncertainty. The
next step is to rerun the simulation with an additional 250 failure cycles. The increased population
should improve sampling statistics and reduce model uncertainties. The results for 300 simulated
cycles are given in Table 4.
Even with good population statistics, the maintenance dependent models significantly
outperform the combined model when applied to the simulated data set. Since little expert
knowledge was needed in the development of prognostic models used to obtain these results, it
would be expected that these models would not perform well. In fact, the traditional maintenance
independent models (combined) perform rather poorly; however; the maintenance dependent
models perform almost within accuracy limits of expert models, reaching as low as 5% error. The
number of simulated cycles used in the model does not appear to have a severe effect on model
performance (3-4%) although additional research should be conducted to determine how lack of
data (<50 cycles) affects model performance.

5.2. Primary Validation Case Study
The first case study for validation of maintenance-based prognostic modeling is a comparison
of models across simulated and augmented real data for an industrial condenser. In this study,
simulated data is generated to resemble a condenser with a high influence from maintenance on
degradation parameters. The augmented real dataset is used to compare the results for a
condenser system with degradation cycles that are marginally influenced by maintenance. The
purpose of this primary case study is to evaluate the extent of prediction improvement associated
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Figure 39: Example of maintenance dependent prognostic parameters with critical failure
threshold

Table 3 – Proof of Concept: Prediction errors for 50 simulated cycles using competing
maintenance independent and dependent models
Prediction Error - MAPE (%)

50 cycles

Combined

Repair

Replace

20.8

11.3

4.7

Table 4 - Proof of Concept: Prediction errors for 300 simulated cycles using competing
maintenance independent and dependent models
Prediction Error - MAPE (%)

300 cycles

Combined

Repair

Replace

16.3

7.7

4.6

71

with maintenance dependent modeling for similar systems with varying influence of maintenance
on degradation levels. The specific data generation methodology was provided in Section 4.1.2.

5.2.1.

Prognostic Model Development

Similar to the models in Section 5.1.1, the common assumption is that the use of maintenance
information integrated with historical process data will improve overall understanding of system
and equipment health. This belief is derived from the result of transitioning between prognostic
model types. In prognostic modeling, the accuracy of developed models is often determined by
the amount of information available for a given system. Type III models contain data for
equipment-related sensors, operating conditions (direct records or derived from process data),
and TTF data for past failures (including censored cycles). Type III outperform Type II models for
comparable application since Type II models do not typically contain real-time or analogous
sensor data. The same is true when comparing Type II models to Type I models, where Type I
models lack the knowledge of operating conditions present in Type II models. In general, the trend
is that model performance typically increases as more information about the system (related to
its degradation) is utilized [13] [84]. Considering maintenance dependent modeling, any
information related to how repairable equipment is restored post-failure allows for more specific
model design, which will theoretically improve prediction accuracy and/or reduce model-related
uncertainties. In this study, maintenance dependent models are developed for both the simulated
and augmented data sets. The performance of these models is compared to that of maintenance
independent models (benchmark models) to identify the improvement obtained through
maintenance data integration.

5.2.1.1. Simulated Condenser Data Modeling
The primary case study is mainly focused on determining the extent of prognostic model
improvement (in terms of prediction accuracy) when maintenance data is used to improve model
specificity. To test this theory on the simulated dataset Type I and Type III models are used. To
test maintenance influence on Type I model prediction accuracy, four different Weibull models
are used: two maintenance independent models (combined maintenance actions), one
maintenance dependent replacement model, and one maintenance dependent repair model. The
combined maintenance models are used as a benchmark to compare the results of maintenance
dependent modeling to historically traditional maintenance independent modeling. Since the
simulated data is easy to manipulate, two additional methods of parameter sampling are used so
that resulting TTF distributions are related in one of two possible ways:
Unique TTF: TTF distributions are distinct and separate; i.e. the largest repair TTF is
smaller than that of the smallest replacement TTF. This means that a replacement
action will always result in a longer expected life than if repaired.
Overlapping TTF: TTF distributions for each maintenance action share inner-extreme
values; i.e. the largest repair TTF may be similar to the smallest replacement TTF.
This means that we are not certain whether replacement is always qualitatively better
than a repair (or significantly better).
The example given in Figure 22 shows an example of overlapping TTF distributions. While this
relationship is usually more realistic for repairable equipment than unique TTF distributions, the
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method of sampling both allows testing of the diminishing return on performance, depending on
the extent to which maintenance influences failure times.
In the case of all four models, a Weibull fit is trained by minimizing the model error in order
to calculate the best choice of scale and shape parameters. These optimized parameters are
saved for each simulated data set. In order to reduce simulation uncertainty, the same training
dataset is used for maintenance independent and dependent models. The model accuracies are
also aggregated across 10 independent simulations to reduce uncertainty.
Prognostic parameters are designed to represent system health by quantifying the overall
degradation of equipment based on measured/recorded data. For the simulated portion of this
case study, the prognostic parameters are generated by normalizing the degradation parameter
so that the limits of the prognostic parameters are all within 0 and 1.0. An arbitrary threshold must
be applied so that the time-terminated cycles (of arbitrary length) can be transformed to event
terminated, which considers equipment to be failed when the prognostic parameter passes the
threshold. For the case study, a hard threshold is applied at 84% degraded (e.g. 0.84), which was
chosen based on the cumulative number of cycle failures at the threshold value. This is applied
to all cycles regardless of the maintenance action conducted, and any observations occurring
after a parameter has passed the threshold are considered to have a RUL of zero.
Once the prognostic parameters are generated and the threshold is applied, predictions of
RUL at each observation during the cycles are calculated. To estimate the RUL, a unit-specific
General Path Model (GPM) [30] is applied, which builds a representative functional fit for the
specific equipment’s prognostic parameters. By applying the GPM fit to a current cycle, the path
can be extrapolated to the failure threshold and used to calculate the RUL prediction, which is
defined as the difference between the predicted TTF and the current observation [32]. In order to
optimize the models for the case study, training data is chosen by random sampling 80% of failure
cycles. The GPM is then trained on those cycles only.
One common problem associated with using GPM is the mischaracterization of degradation
path in early life. Due to lack of data, noise, etc., extrapolated paths may poorly represent the true
degradation trend, and result in poor RUL predictions or infinite predictions if the path never
passes the threshold. An example of this effect is visualized in Figure 40, which shows an
extrapolated path that follows the wrong direction due to lack of observations in the model. In this
case, the path will never reach the threshold and will produce inaccurate prediction results. To
avoid this issue and reduce error in early life predictions (before sufficient data is observed),
Bayesian methods can be used to weight predictions towards prior information from within the
GPM [32]. Previous research work conducted by Welz et al. [36] uses Bayesian priors to improve
heat exchanger modeling, resulting in significant reduction of early-life prediction error. Utilization
of Bayesian methods allows for comparison between relative performance with and without
Bayesian updating for maintenance dependent and independent models. This paints a picture of
how well maintenance information improves prediction accuracy with and without preexisting
prediction improvements. For more information on Bayesian information in prognostics, please
refer to [10].

5.2.1.2. Augmented Condenser Data Modeling
The purpose of applying maintenance dependent methods to the augmented data is purely
to validate the proof of concept established by the simulated models. As a result, Bayesian
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Figure 40: Example of poor GPM extrapolated path
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methods are not applied to the augmented data; otherwise, the same methodology for modeling
the simulated dataset is used for the augmented data. This includes passing the normalized
degradation parameter as the prognostic parameter to the GPM. Since there is little influence of
maintenance on the real data operating parameters, there is no expectation that the augmented
data modeling will produce outcomes as notable as the simulated data models.

5.2.2.

Primary Case Study Model Results

As a reminder, the primary case study involves a simulated and augmented dataset for a
condenser system that is only directly influenced by maintenance through varying initial
degradation levels. The following sections are first divided by the category of prognostic model
(Type I and III), and secondly by the dataset used (simulated and augmented).

5.2.2.1. Type I Model Analysis – Simulated Data
Referring back to 5.1.1, the simulated data for the primary case study was designed so that
the TTF distributions for the study maintenance actions (repair and replace) would be unique, or
contain overlapping values. Developed Type I distributions are modeled after traditional reliability
models, and are fitted with optimized Weibull distributions. These developed models have
resultant uncertainties in the model parameters reported as standard deviation (u). The
uncertainties for the combined maintenance model and maintenance action dependent models
are compared in Table 5 for both overlapping and unique TTF distribution simulations. Comparing
the parameter uncertainties of the maintenance independent model (combined) to each of the
maintenance dependent models (repair and replace), shows that uncertainty is reduced by almost
50% when maintenance information is utilized for both degrees of effect on TTF distribution
overlap. This result is substantial because the uncertainty in Type I model parameters can
propagate into additional model results where Type I information is used a priori, such as
Bayesian methods for Type III prognostic models.
Predictions for the Type I models are different for each cycle. In order to quantify the average
performance of each, multiple cycles’ TTF are predicted and aggregated to form a singular error
metric. The resultant MAPE and uncertainty (u, standard deviation) for each model are provided
in Table 6 with uncertainty units being in units of observations. The results show that prediction
error is marginally reduced for systems where maintenance information is utilized (0-4% approx.).
The result is a small amount of additional equipment lifetime for risk mitigation and decision
making compared to traditional prognostic modeling efforts. For an average equipment cycle of
around 70 days, this would provide up to 3.5 days of additional time for risk mitigation. Regarding
the affect maintenance dependent modeling has on uncertainty, for both unique and combined
TTF distributions uncertainty in predictions is reduced by more than 30% and as much as 60%.
This shows a substantial increase in prediction confidence when maintenance information is used
to develop models with increased specificity.

5.2.2.2. Type I Model Analysis – Augmented Data
For the primary case study augmented data set, the average TTF of the augmented cycles
is on the order of 100 observations. Due to large variance in the augmented dataset, all reported
uncertainty values are standardized to the combined maintenance model and should only be used
as a comparative metric between the maintenance independent and dependent models. The
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Table 5 – Primary Case Study: Type I model parameter uncertainties in observations (# obs.)
for competing models using simulated data
𝑢 Combined

𝑢 Repair

𝑢 Replace

(# obs.)

(# obs.)

(# obs.)

Unique TTF

4.38

2.86

2.25

Overlapping TTF

5.93

3.10

2.96

Table 6 - Primary Case Study: Type I prediction errors (MAPE) and uncertainty (u, standard
deviation) in number of observations (# obs.) for competing models using simulated data
MAPE (%)

MAPE (%)

MAPE (%)

𝑢 Combined

𝑢 Repair

𝑢 Replace

Combined

Repair

Replace

(# obs.)

(# obs.)

(# obs.)

Unique
TTF

7.8

6.2

4.2

53.3

16.5

20.2

Overlapping
TTF

6.5

6.6

4.8

41.2

27.8

13.8
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results of the Type I models for the augmented data are given in Table 7. These results show that
maintenance independent modeling results in an error of over 80%, but the maintenance
dependent models are able to predict TTF with less than 60% error. This is significantly more than
that of the simulated data, however the capacity for improvement is much larger due to higher
prediction error. Similar to the results for the simulated data, uncertainty in predictions is
significantly reduced when maintenance information is used to develop dependent models; for
the augmented data, this uncertainty reduction is more than 30%. It is important to mention that,
while maintenance dependent modeling improves performance, the uncertainties and prediction
errors are relatively large compared to typical prognostic models. This is likely a result of the
quality and quantity of available data. It is plausible that, in systems where sufficient data is
collected for the purpose of maintenance dependent modeling, better prediction results can be
expected, similar to the model accuracy results shown in Table 6.

5.2.2.3. Type III Model Analysis – Simulated Data
Type III results for the simulated data are divided into two focuses: Bayesian methods, and
no Bayesian prior information. For the Type III model results, simulated data with unique and
overlapping TTF distributions are used, but the results given with the use of Bayesian priors only
utilize overlapping TTF data to show expected outcomes for more realistic applications. The Type
III model results without any use of Bayesian priors are given in Table 8. These results indicate
that, for Type III modeling, models that utilize maintenance information see a reduction in
prediction error of more than 5% for all cases. For the dataset with overlapped TTF distributions,
the MAPE is reduced from 18.3% to 8.9% and 2.5% for the maintenance dependent models. The
error reduction for repair was approximately 9%, which corresponds to an accuracy improvement
of over 6 days. The comparison between prediction errors for unique and overlapping TTF
distributions show the differences in the degree of maintenance dependent model improvement,
which highlight the diversity in model improvement for systems in which maintenance affects
model parameters to varied degrees. This agrees with the results of the Type I models, in which
the overlapping TTF distributions typically result in larger prediction errors and uncertainties than
unique distributions.
Bayesian methods are also used; existing research has shown that weighting predictions with
Bayesian priors can result in improved early to mid-life prediction for applications with high
uncertainty. To compare the results of Type III modeling with and without Bayesian methods, only
data cycles developed with overlapping TTF distributions are used. The results of the developed
Type III models are given in Table 9. The results of utilizing prior information for Bayesian
weighting show an error reduction of more than 9% and as much as 12% for both maintenance
dependent models compared to the maintenance independent model. This result was unexpected
due to the fact that Bayesian methods incorporating prior information are used for their
improvement in early life predictions, which account for a majority of prediction uncertainty and
error. It was expected that the use of Bayesian methods would reduce the capacity for
improvement when utilizing maintenance dependent models. However, the results show that
there is little or no diminishing return when using both Bayesian methods and maintenance
dependent modeling. This means that models that achieve high prediction accuracy may still be
candidates for error reduction utilizing maintenance dependent methods, further validating the
need to incorporate maintenance information in predictive modeling.
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Table 7 – Primary Case Study: Augmented data Type I model prediction error (MAPE) and
standardized uncertainty (u, standard deviation)
MAPE (%)

MAPE (%)

MAPE (%)

𝑢

𝑢

𝑢

Combined

Repair

Replace

Combined

Repair

Replace

81.1

57.2

43.9

12.1

8.4

6.1

Type I Model

Table 8 - Primary Case Study: Type III prediction errors w/o Bayesian priors for simulated
dataset
MAPE (%)
Combined

MAPE (%)
Repair

MAPE (%)
Replace

Unique TTF

11.8

6.7

0.5

Overlapping TTF

18.3

8.9

2.5

Table 9 - Primary Case Study: Type III model prediction errors with and without Bayesian prior
information for simulated dataset
MAPE (%)
Combined

MAPE (%)
Repair

MAPE (%)
Replace

w/o Bayes

18.3

8.9

2.5

w/ Bayes

14.9

4.3

2.0
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5.2.2.4. Type III Model Analysis – Augmented Data
Models developed on the augmented data are not used to develop proof of concepts or test
the capacity for model improvement by utilizing maintenance data in prognostic models. Instead,
the results of testing maintenance dependent modeling on the Type III models trained using
augmented data are used to validate the proof of concept established with the simulated data that
maintenance information can be utilized to improve upon existing state-of-the-art prognostic
modeling methods. This includes systems that are sub-optimal, or applications where equipment
degradation is weakly influenced by the specific maintenance conducted on the system. The Type
III models developed for the augmented data do not utilize Bayesian methods and contain large
amounts of noise and cycle variance. Results of Type III models are given in Table 10. As
expected, the results show that the model prediction accuracy is improved by more than 5% when
maintenance dependent modeling is used; however, the prediction errors are significantly higher
than those for the simulated dataset. This is the anticipated outcome due to the noise and
uncertainty in the augmented data. One noteworthy result is that the error reduction from the
augmented data Type I models to Type III models is over 15%. This shows that there is
improvement in increased prognostic model specificity as well as improvement when utilizing
maintenance information within the same category of prognostic model. It is expected that for
systems with larger maintenance action influence on degradation parameters, increased
prediction improvement may be possible in real data applications.

5.3. Secondary Validation Case Study
The second case study for validation of maintenance-based prognostic modeling is a
comparison of models across augmented real data for a small-scale accelerated degradation heat
exchanger. In this study, augmented data is generated to resemble a heat exchanger fouling
degradation with maintenance action influence on initial degradation levels and degradation rates.
The purpose of this secondary case study is to assess the improvement of maintenance-based
prognostic modeling for realistic data. The specific data generation methodology was provided in
Section 4.1.3.

5.3.1.

Prognostic Model Development

Modeling for the secondary case study is very similar to the primary case study; the key
difference between each is the degree of maintenance influence on cycle factors. As a result,
methodology of model development is almost identical. For the heat exchanger system, two
categories of prognostic model are developed to evaluate the model performance dependency
on maintenance. The first category is a Type I Weibull model, which is typically used to predict
TTF for average equipment in average conditions. This is a similar to the Weibull fit used in the
primary case study. The second prognostic model is the GPM, and belongs to the Type III model
category. Again, this is similar to the GPM used for the primary case study, and attempts to build
a representative degradation path for the prognostic parameters of historic cycles. This type of
model has a higher degree of specificity compared to the Type I Weibull model, and is able to
predict TTF for specific heat exchanger equipment under specific conditions. For this specific
application, a quadratic GPM fit was used to represent the augmented failure cycles. Again,
similar to the primary case study, explicit Type II models are not developed.
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Table 10 - Primary Case Study: Type III model prediction errors for augmented dataset

Type III Model

MAPE (%)
Combined

MAPE (%)
Partial Repair

MAPE (%)
Full Repair

46.2

41.7

26.1
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For the secondary case study, three models are developed for each prognostic model
category, resulting in six total models. To establish a baseline prediction accuracy, maintenance
is not considered and a maintenance independent model is developed that utilizes all failure
cycles. This combined maintenance model is used to compare relative performance to the
maintenance dependent models. In this case study, only two types of maintenance action are
possible; therefore, two maintenance dependent models are used: one for the flush maintenance
actions, and one for full cleaning maintenance. While it does not make sense to compare the
prediction accuracy between the maintenance dependent models, each can be compared
independently to the maintenance independent baseline to assess relative prediction
performance improvement.
For all six models, less than half of the augmented cycles are used to train each model, while
the remaining cycles are used to evaluate the prediction accuracy. The same MAPE metric that
was used in both the research and primary case study is used for this application; see Equation
10. Again, while other metrics for prognostic predictive performance may be used [85] [82], this
simple measure is sufficient.

5.3.2.

Secondary Case Study Model Results

Referring back to Section 4.1.3, the secondary case study uses data from a counter-flow heat
exchanger. Initial degradation and degradation rate parameters are both influenced by
maintenance action, as well as subsequent TTF values. All work presented within this section is
published [81].

5.3.2.1. Data Generation
The primary purpose of this case study is to investigate the influence of maintenance
dependent modeling; however, with the extent of methods used to generate realistic data, it is
important to highlight the results of data generation. Figure 41 gives a comparison of the
augmented and simulated data for the input signals and generated heat transfer coefficient
features. Comparing the datasets, the resulting generated data values and augmented cycles
appear to be similar to the real data. One noteworthy difference is the relationship between inlet
temperature signals of the simulated data. The reason for the significant difference is due to
random sampling of the signal parameters from their respective distributions. In the real system,
hot leg inlet temperature is highly correlated with cold leg inlet temperature due to the system
design. In the augmented data, signal parameters are randomly sampled, and this correlation is
partially lost. While the parameters could be sampled in a correlated manner, the results without
such a method provide a conservative result.

5.3.2.2. Model Results
In order to improve confidence in the Type I model results, multiple batch predictions are run
and aggregated into a mean prediction score similar to the Type I model results for the primary
case study. The results of the Type I model development for maintenance dependent and
independent prognostic modeling are given in Table 11. At first glance, the prediction error for the
Type I combined model is much larger for the secondary case study. This is likely due to the large
amount of noise in the LMTD parameter used to develop the prognostic models. However, when
comparing the results of the maintenance dependent Type I models, results are comparable and
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Figure 41: Comparison of real data (left) and augmented data (right) for heat exchanger system

Table 11 - Secondary Case Study: Type I prediction results for competing models (heat
exchanger data)
Maintenance Independent

Maintenance Dependent

MAPE (%)
Combined Model

MAPE (%)
Flush Model

MAPE (%)
Clean Model

96.6

51.3

16.0
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in some ways succeed compared to the primary case study results for the augmented condenser
data. Comparing the combined model to the maintenance dependent models shows a significant
improvement in prediction accuracy, with error reductions from approximately 97% to 51% and
16% for flush and clean models respectively.
Type I models typically experience high uncertainty and poor performance for systems with
large variance in failure time data. This is a primary reason that Type III modes are necessary for
systems with higher complexity. For the heat exchanger system, the results of developed Type III
models are given in Table 12. The average cycle length for the heat exchanger system is
approximately 500 observations, which results in a prediction error of approximately 36% for the
combined maintenance action model. Compared to the Type I combined model, this is a reduction
in prediction error of 61%. Comparing the maintenance independent prediction error to those of
the maintenance dependent models shows a reduction of more than 13%, with approximate error
reductions of 3% and 23% for the flush and clean models respectively. Comparatively, the error
reduction for augmented data Type III models in the primary case study was about 5% and 20%
for each maintenance action. These results show that the error reduction increases for systems
where the degradation of the equipment is increasingly affected by maintenance actions, and are
in line with the expected nature of maintenance dependent predictive modeling.

Table 12 - Secondary Case Study: Type III prediction results for competing models (heat
exchanger data)
Maintenance Independent

Maintenance Dependent

MAPE (%)
Combined Model

MAPE (%)
Flush Model

MAPE (%)
Clean Model

35.8

22.5

12.0
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6. Conclusions and Recommendations for Future Work
6.1. Conclusions
The world of industry is evolving, and with it, industry and other organizations must adapt and
advance towards innovation and enhancement. Across all of commercial business, one of the
most important and fastest developing areas is operations and maintenance, especially asset
management. Progress in industry has produced advanced data collection, data processing, data
analytics, predictive analytics, and decision support technologies with the capability to improve
maintenance and operations efforts. The purpose of these innovative methods is to increase the
bank of knowledge possessed, related to equipment performance and maintenance
management. To this end, in industry two sources of data are the CMMS and CM systems. Either
information repository can be used as an effective tool, yet integrating data together from both
sources can result in valuable and otherwise inaccessible knowledge related to proactive
maintenance efforts and decision support. To support advanced diagnostic and prognostic
programs, the need for CMMS implementation and maintenance data utilization in models is
validated. Discussion of industry needs for digital maintenance systems to support advanced
maintenance strategies, as well as recommended standards for CMMS implementation are
provided in this dissertation and support the first major contribution of this work.
Research work is focused on developing supporting algorithms to collect and integrate
disparate condition data and maintenance information. A framework for coupling of data sources
and mining of failure cycles is presented with the ability to quickly extract historical operating
cycles. This algorithm improves the availability of failure cycles for predictive modeling, and offers
information related to each cycles maintenance action so that data can be grouped by the degree
of repair to the system prior to each operating cycle. This research supports the second
contribution of this dissertation, thereby improving the utility of recorded plant data in proactive
maintenance applications.
The work conducted in each research study is based on the concept that incorporating
operating data from industrial plants with related maintenance data will improve proactive
maintenance efforts and predictive maintenance models. Research efforts were used to establish
proof-of-principle, and show that utilizing maintenance information to extract failure cycles and
predict system RUL results in improvements to failure prediction capabilities. This includes
extracting prognostic data from raw historian files, analyzing data for characterization, and
developing advanced degradation prediction models. The end-goal of this research was to identify
the extent of improvement related to data integration from existing condition data repositories as
well as digital maintenance data records, using both simulated data and augmented real data
collections. To strategically evaluate prediction improvement through increased data utilization,
numerous competing Type I and Type III prognostic models were developed and evaluated for
prediction accuracy across unique case study datasets and applications. Type I models were
used to establish the ability of maintenance dependent modeling to reduce uncertainty and
prediction error compared to traditional maintenance independent methods. For advanced
prognostic modeling, i.e. Type III predictive models, prediction improvements resulting from
maintenance dependent modeling were compared for standard models as well as Type III models
utilizing Bayesian methods. One critical assessment of enhancement associated with
maintenance data utilization was to evaluate prediction accuracy improvement on a real industrial
dataset with minimal maintenance impact on degradation parameters. This allowed for
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comparative analysis between simulated data (high maintenance action to degradation
correlation), and augmented real data (large uncertainty between maintenance events and
equipment degradation). These models provide a generalized framework for utilizing extracted
failure cycles (in similar applications) in-line with the third major contribution of this dissertation.
The research results presented throughout this dissertation show the diverse levels of
influence that maintenance events have on prognostic model capabilities depending on
equipment conditions and subsequent asset degradation due to specific maintenance actions.
While the results of these tests across Type I and Type III models are varied in terms of specific
developments, the ability of maintenance dependent modeling to improve prediction capabilities
is undisputed across all applications, even when equipment degradation is not considerably
impacted in the three major ways: initial degradation levels, degradation rate, and time to onset
of degradation. For all case studies, Type I model prediction accuracy was improved by no less
than 7% for negligible maintenance impact, and more than 20% for significant maintenance
impact. Similarly, for the Type III models, prediction accuracy was improved by more than 45%
for simulated data applications, and at least 14% for models developed on augmented data. This
improvement was even seen when maintenance dependent models were used to improve upon
advanced Bayesian weighted predictions, which further improved prediction accuracy by 25%
(45% error reduction w/o Bayes compared to 70% error reduction with Bayes). These case
studies and their quantitative results support the fourth contribution of this dissertation.
The original contributions of this work to the field of advanced maintenance strategies can be
summarized as follows:





Development of a comprehensive overview of industrial maintenance practices and the
need for improvements to maintenance strategy and supporting technologies.
Development of a design for extracting operating cycles using process data and
maintenance data to support diagnostic and prognostic models.
Development of a framework for utilizing cycles in predictive maintenance models.
Implementation of model framework in three applications with varied maintenance action
influence to demonstrate prediction improvement.

To put the results of this work into perspective, the nuclear industry spends more than 15
billion dollars (USD) per year on operations and maintenance of nuclear plants (50% of total
budget in most cases), and another 5 billion on capital expenses such as replacements and spare
inventory. However, most of the industry still relies on traditional preventive or reactive
maintenance strategies for asset management. In an industry where so much focus is applied on
retaining the highest standards, efficiency, and safety, there is a dire need for change in how the
US nuclear industry conducts maintenance. This need for advanced maintenance practices is
amplified by the current capabilities of the nuclear industry to retain competitive costs capabilities,
in which it is currently failing to the oil and gas industry partially due to high maintenance
overhead. A testament to the outdated capabilities of nuclear industry maintenance can be seen
in the common use of handwritten paper logs to record maintenance events and failure
information. This dissertation includes a formal documentation of the need for digital maintenance
records for facilitation of state-of-the-art proactive maintenance efforts in commercial nuclear
industry applications. Specific CMMS data requirements for data extraction, failure cycle mining,
and maintenance strategy optimization are also discussed. The entirety of results presented
validate the theory that by increasing predictive model specificity through integrated process and
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maintenance data may result in overall improvements to prognostic model performance, and
improve the quality of information available for optimizing maintenance planning.

6.2. Recommendations for Future Work
While the results of this work show that maintenance dependent modeling is constructive in
all evaluated case studies, there is still significant research needed to identify and quantify the
precise extent of predictive model improvement through maintenance data utilization in industrial
applications. One such area of critical research is the influence of maintenance data on predictive
capabilities at different stages in equipment life. While the results of this work show that there is
improvement in prediction accuracy over the entire life of a system, it is equally important to verify
that significant prediction improvement occurs at each stage of life; especially end-of-life when
accuracy predictions of failure times are most imperative. This requires a more specific evaluation
of prediction errors. One way of implementing this idea is through the division of cycles into
periods of life. If prediction accuracies are grouped into two or more stages of life, the error can
be averaged for each group and compared. Another solution would be to implement a weighted
error metric that uses an additional term to weight prediction importance higher as the cycle
approaches failure.
Another chief area of additional research is a study into differences of the degree of
maintenance influence on selective cycle parameters, and how these variances affect error
reduction in diverse applications. This is essentially a more specific study of the methods
presented in this research. With an in-depth strategic manipulation of cycle parameters and
maintenance influence, wealthier knowledge related to the explicit influence of each on prediction
improvement may be possible. Similarly, it is recommended that future research investigate the
diminishing return on prediction improvement by increasing the number of maintenance actions
that a system or equipment can undergo. It is expected that the division of failure cycles based
on maintenance action will only improve predictions when significant differences between cycles
are present. As more maintenance actions are used to categorize cycles, it is expected that
prediction improvement will eventually fall of with an inverse relationship to cycle parameter
uncertainties. This includes the specification of repeated repair actions (e.g. 1st repair, 2nd repair,
etc.).
Lastly, it is recommended that research into other methods of incorporating maintenance
information in modeling be investigated. While the results of implementing maintenance
dependent modeling show significant improvement in prediction accuracies, there may be more
efficient ways to influence model predictions with the use of maintenance data that do not require
the training space to be divided to such a degree.
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