This paper examines how the close ties between banks and non-banking firms-the so-called "organ bank" relationship in Japanese banking literature-declined through bank failures and banking consolidations in pre-war Japan. With a unique dataset compiled from 1,007 Japanese banks that were doing business between 1926 and 1936, we measure the degree of the "organ bank" relationship by the number of people who worked as directors or auditors for both a bank and a non-banking firm at the same time. We found that the number of "interlocking directors" declined in our sample period, when there were many bank failures and bank mergers and acquisitions.
Introduction
The financial system in pre-war Japan has long been characterized by the fact that a number of banks had close relationships with non-banking companies. Those banks are called "organ banks," the original meaning of which is a bank that acts as a tool for related non-banking companies. Organ banks played an important role in raising funds for their related industrial firms. However, the literature has stressed that loans organ banks made to their related group tended to be used for unsound projects, and as a result, they were frequently defaulted on, which in turn damaged the banks' performance. What happened to organ bank relationships during the period of banking consolidation in pre-war Japan? According to our data, the connections between banks and non-banking companies faded as a result of banking consolidation, both in terms of the number of connections and the negative effects of these connections on bank performance. In other words, we observe the fall of the "organ bank" relationship during the wave of bank consolidations.
This observation comes from a dataset we compiled from 1,007 Japanese banks that were doing business between 1926 and 1936, consisting of major accounting variables, such as total assets, total deposits, security holdings, return on equity, etc., as well as information such as the time of a failure or a merger or acquisition event. It also includes information on bankers' personnel ties with non-banking companies. As for the information on personnel ties, we measure the degree of the connections banks had with non-banking companies through the number of "director interlocks," defined as the number of instances in which a bank director or auditor served as a director or auditor of a related non-banking company at the same time. Our empirical analysis shows that banking consolidation reduced the number of director interlocks.
With respect to small banks in particular, the number of interlocks per bank, as well as per director, declined during our sample period. The number of director interlocks declined faster for the banks that experienced consolidation. Furthermore, in addition to the decline in the number of interlocks, the quality of the interlocks changed. We confirmed that the negative effect of interlocks on the banks' profitability, measured by returns on equity, diminished over our sample period, and that this change was only observed in the banks that experienced consolidations.
Our empirical study, using pre-war Japanese banking data, addresses the question of the impact of banking consolidation on the bank-firm relationship. There is already a vast body of literature on the impact of banking consolidation, but our study distinguishes itself from the others with a new focus on how the personal ties between banks and non-banking firms changed because of the consolidations. The studies closest to ours might be the analysis of the impact of banking consolidation on the supply of credit to small business borrowers, represented by Berger et al. (1998) . Empirical studies on small business lending in the United States generally explore loan-level data and investigate how banking consolidation changes the allocation of loan portfolios. We could not find loan-level data for pre-war Japanese banks, but we have data on the personal connections of the directors of banks and non-banking firms, and there was a dramatic change in the bank-firm relationship within our sample period. So, although our study also examines the bank-firm relationship, we focus on how this relationship affects the performance of banks through the governance structure determined by this relationship.
It was recently discovered in the banking literature that it is the organizational and governance structure, not bank size, that matters in small-business lending (Takats, 2004; Peek and Rosengren, 1998) . This suggests that the change in the organizational and governance structure of banks brought about by bank consolidation may be more important than the change in bank size, which was also a consequence of bank consolidation. The historical data we used in this paper has a unique feature in providing us with information on how the banks' boards of directors were organized, in terms of their relationships with industrial companies, both before and after consolidation.
2 To our knowledge, this is the first empirical study on the impact of banking consolidation on the bank-firm relationship through the channel of governance structure of banks.
Another strand of the literature relating to our work is on relationship banking, or sometimes more narrowly called "related lending." As summarized in La Porta, Lopez-de-DeSilanes and Zamarripa (2003) , there are advantages and disadvantages to relationship banking (i.e. close ties between banks and firms). The "information view" focuses on the positive effect of relationship banking in overcoming asymmetric information problems between banks and business borrowers, especially in the early stages of economic development. Lamoreaux (1994) , Aoki, Sheard, and Patrick (1994) , Petersen and Rajan (1994) , and Hoshi and Kashyap (2001) provide empirical evidence supporting this view. The "looting view," on the other hand, stresses that related lending may result in unsound loans to related firms and encourages interest groups to loot bank resources and direct them to their related borrowers in case the borrowers default. La Porta et al. (2003) showed an example of "looting" through 2 Data on director interlocking in 1926 was compiled and first explored in Okazaki, et al. (2005) . Interlocking data used in this paper extended the old data set by including the number of interlocks in 1931 and 1936.
related lending with loan data from Mexican banks during their financial distress of the 1990s.
Also, using data on interlocking in Japanese banks in 1926, Okazaki et al. (2005) confirmed that director interlocks were harmful to the profitability of banks and increased the probability of bank runs and closures.
Related to these prior works, in particular to Okazaki et al. (2005) , we explore how this negative side of relationship banking changed over time in pre-war Japan. Interestingly, these negative effects diminished along with banking consolidation.
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The rest of paper is organized as follows. Section 2 explains our data. Sections 3 to 5 describe our empirical analysis on the impact of banking consolidation on organ bank relationships. Section 3 focuses on the quantitative decline of organ bank relationships accompanying bank failures and consolidations. Section 4 focuses on the effect of bank-firm relationships on bank performance and its change over time. And Section 5 provides a comparison between a sub-sample of consolidated banks and non-consolidated banks on both the quantity change and the quality change of their connections with non-banking firms.
Conclusions and discussions are summarized in Section 6.
Overview of Organ Bank Relationships and Banking Consolidations

Data
We focus on the interlocking of directors and auditors between banks and non-banking companies to measure the connection between them, following Okazaki et al. (2005) . The data source for director interlocking is Ginko Kaisha Yoroku (Directory of the Banks and Firms) by 3 Other studies that document the negative effect of organ bank relationships in pre-war Japan include Kato (1957) , Takahashi and Morigaki (1968), Teranishi (2000) , Yamazaki (2000) , and Okazaki et al. (2005) , but these studies did not address the change of this effect of banking consolidation.
Tokyo Koshinjo, one of Japan's largest private credit bureaus. 4 We found the names of the directors and auditors of each bank and non-banking firm with a paid-in capital larger than ¥200,000. As in Okazaki et al. (2005) , if a person was a director at a certain bank and a director of a non-banking firm at the same time, we identified this as one interlock. If a person was a director at a certain bank and at the same time served as a director for two non-banking firms, we identified two interlocks. As we were interested in how the organ bank relationship was affected by structural changes in the late 1920s and early 1930s, we compiled data on interlocking in 1926, 1931, and 1936 .
We obtained financial data on each bank from Ginkokyoku Nenpo (Yearbook of the Bank
Bureau of the Ministry of Finance), which covers all of the banks in Japan. We took banks commonly found in both sources, Ginko Kaisha Yoroku and Ginkokyoku Nenpo, as samples.
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The financial data in Ginkokyoku Nenpo was limited to balance-sheet data. Also, data on negative profits (losses) was censored. 
Basic Statistics
Panel A in Table 1 
Expected Effect of Bank Exits
As stated above, many banks exited the industry through consolidations and failures in the late 1920s and early 1930s. We examined how director interlock affected the possibility of bank exits and investigated its implications. As the banks with director interlocking tended to exit from the industry with higher probability, the share of those banks with director 8 See appendix (definition of variables) for variable definitions. 9 In calculating ROA and ROE, we used zero as the value of censored profits. 10 The bottom year of the Great Depression in Japan was 1931. Japan returned to the gold standard in 1930, accompanied by cutbacks in government spending and deflation.
interlocking would decline. This effect is related to a change in the quantity of director interlocking. At the same time, bank exits might have had the effect of changing the quality of director interlocking (Okazaki, 2004) . We detail this quality change in Section 4, where we show that director interlocking was negatively correlated with profitability in respect to small banks, but not with respect to large banks. Given this relationship, we inferred that if there was a higher probability of small banks with director interlocking exiting the industry, the average quality of director interlocking would improve. So, here we examine whether director interlocking increased the probability of exiting, especially with respect to small banks.
Model
We used data on the banks that operated in 1926 to examine how director interlocking between banks and non-banking companies affected the probability of bank exits in the period In selecting the explanatory variables, we principally followed the literature on the determinant of bank failures and M&As (Focarelli et al. 2002; Wang, 2004; Wheelock and Wilson, 2000) . INTERLOCK is the variable we used to capture the effect of the organ bank relationship 11 . If banks with director interlocking tended to exit with higher probability, the expected INTERLOCK coefficient would be positive. We used two alternative INTERLOCK variables. One is the natural log value of the number of interlocks (LNINTERLOCK). 12 The other is the number of interlocks normalized by the number of directors (INTDIRC). SIZE, measured by the log value of banks' total assets, is supposed to capture the risk of a bank 13 .
Since large banks can generally bear an economic or liquidity shock more easily through diversifying their asset or liability risk, compared to small banks, larger banks have a greater capability to endure shocks than smaller banks. Smaller banks were more likely to be consolidated because their restructuring was more manageable to the banks acquiring them (Focarelli et al. 2002) 14 , and also because the Bank Law of 1927 discouraged the existence of small banks, by prescribing a high minimum capital requirement. Therefore, we expected the SIZE coefficient to be negative. EQ is used to capture the effect of the Great Kanto Earthquake in 1923. It takes the value 1 if a bank's headquarters was located in the areas damaged by this earthquake, i.e., Tokyo, Kanagawa, Chiba and Saitama prefectures. Several prior investigations pointed out that many banks in the south Kanto area suffered from bad loan problems as a result Wang (2004) , INTERLOCK is used to capture the management efficiency of a bank. 12 In actual estimations, we used the natural log value of one plus the number of interlocks. 13 We used the value of total capital plus total deposits as total assets, because we could not get the complete value of the total assets of the banks from Ginkokyoku Nenpo. 14 Actually, former research confirmed that bank size significantly correlated with the probability of being acquired (Focarelli et al. 2002; Wheelock and Wilson, 2000; etc.) .
of Great Kanto Earthquake (Kato, 1957; Takahashi and Morigaki, 1968, etc.) . Hence, we expected EQ to have a positive effect, at least, on the probability of failure.
The rest of the explanatory variables are financial ratios. These variables were chosen to capture the components of the CAMEL rating, which has become a standard guideline for the risk of bank failure (Wang, 2004; Wheelock and Wilson, 2000) 15 . CAPDEPO, indicating the ratio of equity capital to total deposits (the inverse of LEVERAGE), was used to the capture capital adequacy of a bank. Low value for this variable indicates high risk 16 . Therefore, we expected the sign of this variable to be negative. LIQUID was the variable for liquidity. It indicates the ratio of bank deposit reserves to total assets. If a bank had sufficient liquid assets, it was unlikely to face a run or closure, because it could accommodate the withdrawal demands of its depositors. Therefore, we expected LIQUID to have a negative effect on bank failures. We used ROE (return on equity as a variable indicating profitability, and expected ROE to have a negative effect on bank failures. Also, we expected ROE to have a negative effect on the probability of being consolidated, if the purpose of the bank consolidation was to transfer superior management skills from the acquirer banks to the target banks. Finally, we used SECURITY to capture asset quality. As stated in previous section, security holdings were considered to be relatively safe as compared to loans. Therefore, we expected SECURITY to be negatively associated with bank failures.
Results
The results are reported in Table 2 . INTERLOCK refers to the log value of the number 15 CAMEL: capital adequacy, asset quality, management efficiency, earnings, liquidity. This rating system has been used by Federal Reserve banks in the United States. 16 It should be noted that, as is stated in Wang (2004) , high CAPDEPO value may reflect a bank's inability to collect deposits due to loss of credibility. In this case, CAPDEPO is expected to have a positive effect on bank failures. Therefore, it might be better to interpret the CAPDEPO coefficient as the net effect between capital adequacy and incredibility. positive, but it is statistically significant only with respect to failure, which implies that the more interlocks a bank had, the more likely the bank was to fail. This is consistent with the view that banks with a strong connection to their related firms performed badly due to unsound loans and, consequently, were forced to exit the market through failure. The SIZE coefficient is negative and statistically significant at the 1% level for all types of exits. This result indicates that exiting banks were smaller than the surviving banks. Furthermore, its magnitude for failure is especially large, which may reflect that bank size is strongly associated with risk. As was expected, EQ had positive effects on absorbing consolidations and failures, which indicates that banks damaged by the earthquake in 1923 were forced to exit from the market through absorptions and
, where four financial ratios are added, we were also able to confirm the positive correlation between the probability of failure and the number of interlocks, but this correlation is slightly weaker. On the other hand, ROE had a strongly negative effect on the probability of failure. It is likely that ROE partially absorbed the effect of director interlocking, as we were able to show through analysis in the following section that the director interlocking 17 See Hausman and McFadden (1984) for details.
indeed had a negative effect on ROE. However, it is notable here that director interlocking had two effects: directly increasing the probability of failure as well as indirectly lowering profitability. Other financial ratios had no significant effect on any type of exits. In panel B, we checked the result by replacing LNINTERLOCK with INTDIRC. We confirmed a positive correlation between the probability of failure and director interlocking in this alternative specification.
Finally we ran the same regressions, splitting the bank samples into small banks and large banks, as defined in Section 2. Table 3 shows the results for small banks, and Table 4 shows the results for large banks. With respect to small banks, we have results similar to the full-sample regression. Namely, small banks with greater director interlocking failed at a higher frequency. However, with respect to large banks, we did not observe a significant correlation between director interlocking and the probability of failure 18 . These results are consistent with the observation in Table 1 . As we have seen, the average number of interlocks declined in small banks. That decline, at least in part, reflects the selection pressure that excluded the small banks with director interlocking.
Effect of Director Interlocking on Profitability and Its Change Over time
In the previous section, we observed a decline in director interlocking between banks and non-banking companies in terms of quantity through bank exits. In this section, we focus on the change in quality of director interlocking along the banking consolidation wave. To capture the change in the nature of director interlocking between banks and non-banking firms over time, we focused on the effect of director interlocking on bank performance, which is measured 18 We eliminated EQ in our estimations of large banks (Table 4) , because EQ always equals zero for all banks exiting through mergers of equals.
by the return on equity (ROE). 19 We compared the effect of director interlocking on ROE for the years 1926, 1931, and 1936 , by running OLS regressions on bank profitability for each year separately.
Model
Our model of bank profitability is similar to the one used in Okazaki et al. (2005) .
Profitability is measured by ROE, and the factors affecting bank profitability include the loan quality, the intensity of the competition, the attitude toward risk, and economies of scale 20 . The basic OLS regression equation to be estimated is as follows:
The dependent variable is the banks' ROE. With respect to the explanatory variables,
INTERLOCK is used to capture the organ bank relationship, as defined in the previous section.
According to the literature on the organ bank relationship, the banks with stronger connections with non-banking companies devoted more funds through corrupt loans to them. Consistent with the literature, Okazaki et al. (2005) confirmed the negative effect of these variables on bank profitability, based on the data from 1926. On the other hand, for this paper, we were interested in how this negative effect changed over time.
The EQ and SIZE variables are the same as defined in Section 3, standing for earthquake dummy and total asset log, respectively. We included SIZE here to capture economies of scales.
We used MARKET as a proxy for the extent of market competition 21 . It indicates the market share of the top three banks in a prefecture, in terms of the number of branch offices 22 .
The SECURITY and LEVERAGE variables control for a bank's risk. If a bank is strongly risk-averse with a high proportion of safe assets in its portfolio, it is unlikely to earn high profits, but is also unlikely to be exposed to risk. We used SECURITY as the ratio of security holdings to the total loans 23 . Here, we assumed that securities were relatively safe assets, since they were mainly government bonds and debentures of major companies 24 . However, the sign of this coefficient is not clear a priori, because it depends on the relative average returns on the loans and securities. As corporate performance generally slowed in this period, it was especially possible that the profit at a bank holding more safe assets would be higher than the profits of a bank holding more risky assets 25 . LEVERAGE, which indicates a bank's financial leverage, is used to control for the effect of a bank's capital structure, following Modigliani and Miller's proposition 26 . M&M's proposition states that the expected return on equity increases along with financial leverage. In addition to these control variables, we included area dummies, given that some regional economic shocks were observed in the 1920s and 1930s, although this is not reported in the tables 27 . 21 In the following analysis, we classified a prefecture as a separate market. 22 Unfortunately, we could not access information on individual loan and deposit amounts by prefecture, with respect to banks operating in multiple prefectures. We got similar results when we replaced the share of the top three banks with the share of the top single bank. 23 In Okazaki et al. (2005) , SECURITY was defined as the ratio of security holdings to assets. However, based on data from 1931 and 1936, this ratio highly correlated with SIZE (ρ=0.454 and 0.508). On the other hand, the correlation between the ratio of security holdings to total loans and SIZE is not high (ρ = 0.188 and 0.277). Therefore, we used this ratio as the definition of SECURITY. 24 Imuta (2002) confirmed that stocks accounted for only 10.9% of total security holdings on average, with respect to 60 banks whose data for 1925 was available. 25 Actually, Okazaki et al. (2005) confirmed that SECURITY had a positive sign, and its magnitude was larger, especially in small banks. 26 See Brealey and Myers (2002) , Chapter 17. 27 We split the whole country into nine areas: Hokkaido/Tohoku, North-Kanto, South-Kanto,
Results
The estimation results are reported in Table 5 . Panel A indicates the results for 1926. In columns 1 and 2, the natural log value of the number of interlocks, LNINTERLOCK, is used as INTERLOCK. In column 3 and 4, the number of interlocks per director, INTDIRC, is used as INTERLOCK. According to the results, director interlocking had a strongly negative effect on bank profitability, which implies that the connection between banks and non-banking companies was unfavorable for bank profitability, as the literature on the organ bank relationship has pointed out. With respect to the other variables, the SIZE coefficient is positive and statistically significant, which implies that large banks benefited from economies of scale. EQ is negative and statistically significant. We can infer that banks damaged by the big earthquake in 1923
suffered from a problem with bad loans. We also found that, as the standard oligopoly theory predicts, banks in highly concentrated markets were relatively profitable. Finally, the banks' asset portfolios did not have a significant effect on profitability. These results are generally consistent with those of Okazaki et al. (2005) 28 .
The results for 1931 are reported in Panel B. In column 1, the INTERLOCK coefficients are still negative and statistically significant. Although the absolute values of the coefficients are smaller than they were in 1926, the difference is not large. Also, the SIZE coefficient is still positive and statistically significant, and the coefficient is slightly larger than it was in 1926. Furthermore, the negative effect of the earthquake dummy (EQ) is still negative and statistically significant. Meanwhile, Okazaki et al. (2005) pointed out that in 1926 the effect of director interlocking on bank performance depended on bank size. That is, with respect to small banks, director interlocking had a negative effect on bank performance, whereas it did not with respect to large banks. Hence, we estimated equation (2) by bank size (small banks and large banks).
The results are reported in respect to large banks (columns 3 and 4), the nature of director interlocking was not bad in general.
The results of these sub-sample regressions suggest that the improvement in the quality of director, confirmed by the full sample regressions, mainly reflects a change in the scale distribution of banks. That is, the decrease in the number of small banks, which had bad relationships with non-banking companies, led to improvement in the average quality of director interlocking.
Effect of Banking Consolidation on Director Interlocks Using a Sub-sample
Expected Effect of Bank Consolidations
A bank consolidation is potentially expected to change the governance structures of the participating banks through the change of ownership structure and, hence, the change in the board of directors. As a matter of fact, Shiratori (2001) pointed out that one of the aims of the consolidation promotion policy in the 1920s in Japan was to remove unsound relationships between banks and industrial companies. Specifically, the government recognized that if a small bank was acquired by a large bank and became a branch of the acquiring bank, that unsound loans to related companies would be reduced through the discipline of the acquiring bank 31 .
Even a merger of equals was likely to improve the relationship with industrial companies, because each participating bank did not want the new bank to take over the other participant's unsound relationships. Therefore, first we expected that number of director interlocks to decline through consolidations. Second, we expected that quality of director interlocking would improve, in the sense that its negative effect became weaker. In the rest of this section, we examine these expectations.
Sub-sample of Consolidated and Non-consolidated Banks
To examine the effect of the bank consolidation on director interlocking, we used the 
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The source of the consolidation data is Ginko Jiko Geppo (Monthly Bank Affairs), described in the previous section. We could not use all of the consolidations as samples for two reasons. The first was the availability of data on interlocking. As Ginko Kaisha Yoroku, the data source for interlocks, does not contain information on banks and non-banking firms with paid-in capital of less than ¥200,000, we needed to exclude the consolidations in which the paid-in capital of at least one participant was less than ¥200,000. The second reason was that in order to capture clearly the effects of consolidations in the sample period, we eliminated the effects of 31 Stein (2002) proposed the theory that a decentralized organization had an advantage in transactions associated with soft information as compared to a hierarchical organization. 
Results
First, we compared the number of interlocks between the consolidation sample and the control sample (Table 9 ). The 172 consolidated banks had 1,218 interlocks in the pre-consolidation year (1926), and 387 non-consolidated banks had 2,416 interlocks in the same year. On the other hand, in the post-consolidation year (1936), the number of interlocks came to 814 and 1,913, respectively. The changes are -33.2% for the consolidated banks and -20.8% for the non-consolidated banks 34 . As we expected, consolidations contributed to reducing director 33 In Table 8 and the following analysis, multi-time mergers are classified into mergers of equals if the last of the multiple consolidations was in the form of a combination into a new bank; they are classified as absorbing consolidations if the last consolidation was in the form of an acquisition or absorption. Using this classification, they were divided into 16 absorbing consolidations and 2 mergers of equals. 34 In calculating the change of interlocks in consolidated banks, we found some bank directors who held director positions in both banks to be consolidated. To avoid double counting, we used only the value of interlocks in one side of bank with respect to such directors.
interlocks.
Next, we checked the effect of consolidations on the quality of director interlocking. The baseline of the following analyses is equation (2) in Section 4, but here we allowed the difference in the effects of director interlocking between consolidated banks and non-consolidated banks, in order to capture the effect of consolidation. Specifically, we used the consolidation dummy (CONS), with the value of one, if the bank participated in a consolidation, and a value of zero if otherwise. Then, we expressed the effect of director interlocking in the consolidated banks by the interaction terms of INTERLOCK and CONS. In the same way, the effect of director interlocking in non-consolidated banks is expressed by the interaction terms of
INTERLOCK and (1-CONS).
The results are reported in Table 10 . We used LNINTERLOCK as INTERLOCK in columns 1-2 and INTDIRC in columns 3-4. Column 1 indicates the results of the pre-consolidation year (1926) . The coefficient of the interaction term of INTERLOCK and CONS was negative and statistically significant at a 1% level. Namely, director interlocking in consolidated banks was unfavorable to profitability in the pre-consolidation year. On the other hand, the coefficient of the interaction term of INTERLOCK and (1-CONS) was negative but not statistically significant. In addition, the absolute value of the coefficient was much smaller than that of the interaction term with CONS. These results suggest that, in the pre-consolidation year, director interlocking was unfavorable for consolidated banks, but was not so for the non-consolidated banks.
In to column 2, the coefficient of the interaction between INTERLOCK and CONS was still negative, but it was no longer statistically significant in the post-consolidation year (1931).
Furthermore, its magnitude declined by 50%, compared with that in the pre-consolidation year (1926) . This indicates that the quality of director interlocking in consolidated banks improved.
On the other hand, the coefficient of director interlocking in non-consolidated banks was still negative and statistically insignificant. In addition, its absolute value was two times larger than that in the pre-consolidation year. Namely, the quality of director interlocking in the non-consolidated banks was not improved in the least.
These results indicate that the consolidation had a positive effect on the nature of director interlocking. In column 3 and 4, where we replaced LNINTERLOCK with INTDIRC, we confirmed similar results, except for the CONS coefficient in the pre-consolidation year, the results were basically the same as those in columns 1-2. As the effect of the SIZE became greater, from the pre-consolidation year to the post-consolidation year, it might have affected the estimated results. Therefore, we ran the regressions, using the number of interlocks normalized by bank assets as INTERLOCK (not reported). In this case, the quality of director interlocking in the consolidated banks was improved, whereas it became worse in the non-consolidated banks. Furthermore, we had similar results in case including the LEVERAGE variable (not reported).
Next, we split CONS into three dummy variables by participant type in the consolidations, namely, ACQUIRER, TARGET, and EQUALS. ACQUIRER and TARGET are the dummy variables that indicate the bank was an acquirer and a target of the absorbing consolidation (absorptions or acquisitions, respectively). EQUALS is a dummy variable which indicates that the bank is a participant in a combination of a new bank. Then, we use these three dummy variables and their interaction terms with INTERLOCK.
The results are reported in Table 11 . We used LNINTERLOCK in columns 1-2 and INTDIRC in columns 3-4 as INTERLOCK, respectively. In column 1, the INTERLOCK coefficient for the acquirer banks was negative and statistically significant at a 1% level. On the other hand, the INTERLOCK coefficient for the target banks was negative and statistically significant at a 1% level. Although the absolute value of the latter is larger than that of the former, the difference is not large. Therefore, in the pre-consolidation year, the quality of director interlocking was not favorable for either the acquirer banks or the target banks.
In column 2, which show the results of the post-consolidation year, the variables related to the target banks were excluded by definition, and the dummy variable ACQUIRER referred to the acquirer bank after absorbing the target bank. The coefficient of ACQUIRER*INTERLOCK is still negative and statistically significant. However, the negative correlation between director interlocking and profitability in the acquirer bank is attenuated, although it absorbed the target bank with unsound relationships with non-banking firms. Also, in columns 3 and 4 we confirmed similar results. Therefore, we can say that the absorbing consolidation had a positive effect on improving the quality of director interlocking. How did the improvement happen then?
Considering the power balance between acquirer banks and target banks, it is reasonable to assume that the unsound relationships, at least in the target banks, were eliminated through consolidations. To confirm this assumption, we checked how director interlocking at the target bank was eliminated through the absorbing consolidation. We found that 91% of the directors at the target banks who had director positions in non-banking companies were eliminated from the post-consolidation banks, which means 92% of the total number of interlocking relationships in the target banks were terminated. This fact is consistent with our assumption.
As for mergers of equals, the negative effect of director interlocking weakened according to columns 1 and 2. However, in columns 3 and 4, where INTDIRC was used as INTERLOCK, this effect was not observed at all. In this sense, we could not find strong evidence that mergers of equals had the effect of improving the quality of relationships between banks and firms.
Concluding remarks
In pre-war Japan, many banks were tied to non-banking companies through director interlocking, and the banks controlled by the non-banking companies, called "organ banks,"
were a source of unsound loans, which is similar to lending in contemporary developing countries. In this paper, we examined how the organ bank relationship faded in the period from the late 1920s to the early 1930s. First, we confirmed that the number of interlocks per bank, as well as per director in small banks, declined in this period. One of the reasons is that, with respect to small banks, the number of interlocks positively affected the probability of bank failure. The other reason is that consolidations had an effect on reducing interlocks. Number of interlocks declined faster with respect to the banks that experienced consolidations. In addition to a decline in the number of interlocks, the quality of the interlocks changed at the same time.
As consolidations selectively excluded interlocks of unsound quality, the average quality of the interlocks improved. We confirmed that the absolute value and statistical significance of the coefficient of the interlock variable in the ROE regressions declined over time, and that this change was observed only in the banks that experienced consolidations.
A close bank-firm relationship is not unique to pre-war Japan. Lamoreaux (1994) made clear that "insider lending" was pervasive in New England in the 19th century. La Porta, et al. (2003) studied "related lending" in contemporary Mexico and pointed out that such related lending behavior is widely observed in contemporary developing countries. 35 This paper is the first attempt to see how this relationship changed over time and what mechanisms worked to promote the change, using a unique dataset on bank-level director interlocking in pre-war Japan.
Our findings suggest that banking consolidation and selection through failures may help eliminate the detrimental connections between banks and non-bank firms. 35 Further literatures include Maurer and Haber (2004) who investigated related lending in Mexico from 1880 -1913 , Laeven (2001 and Charumilind et al. (2003) who studied the cases for Russia and Thailand in the 1990s, respectively. 4 1922 1923 1924 1925 1926 1927 1928 1929 1930 1931 1932 1933 1934 1935 1936 Year Notes: Significance at 1%, 5% and 10% level are denoted by "a" "b" and "c", respectively. The figures in parentheses are heteroscedasticity robust standard errors. Significance levels are reported for two-tailed tests. IIA-test reports the value of test on the Independence from Irrelevant Alternatives property (Hausman and McFadden, 1984) . Definition of variables can be found in appendix. Notes: Significance at 1%, 5% and 10% level are denoted by "a" "b" and "c", respectively. The figures in parentheses are heteroscedasticity robust standard errors. Significance levels are reported for two-tailed tests. IIA-test reports the value of test on the Independence from Irrelevant Alternatives property (Hausman and McFadden, 1984) . Definitions of variables can be found in Appendix. Notes: Significance at 1%, 5% and 10% level are denoted by "a" "b" and "c", respectively. The figures in parentheses are heteroscedasticity robust standard errors. Significance levels are reported for two-tailed tests. IIA-test reports the value of test on the Independence from Irrelevant Alternatives property (Hausman and McFadden, 1984) . Definition of variables can be found in Appendix. Notes: Significance at 1%, 5% and 10% level are denoted by "a" "b" and "c", respectively. The figures in parentheses are heteroscedasticity robust standard errors. 7 area dummies are included. Significance levels are reported for two-tailed tests. Notes: Significance at 1%, 5% and 10% level are denoted by "a" "b" and "c", respectively. The figures in parentheses are heteroscedasticity robust standard errors. 7 area dummies are included. Significance levels are reported for two-tailed tests. Notes: Significance at 1%, 5% and 10% level are denoted by "a" "b" and "c", respectively. The figures in parentheses are heteroscedasticity robust standard errors. 7 area dummies are included. Significance levels are reported for two-tailed tests. Notes: Significance at 1%, 5% and 10% level are denoted by "a" "b" and "c", respectively. The figures in parentheses are heteroscedasticity robust standard errors. Seven area dummies are included. Significance levels are reported for two-tailed tests.
