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Abstract
M. Field [5] refers to an unpublished work by J. Ize for a result that
loss of stability through an absolutely irreducible representation of a com-
pact Lie group leads to bifurcation of steady states. The main ingredient
of the proof is the hypotheses, that for an absolutely irreducible represen-
tation of a compact Lie group there exists a closed subgroup whose fixed
point space is odd dimensional. Then, using Brouwer degree, one gets
the result. We refer to the hypotheses that for an absolutely irreducible
representation of a compact Lie group there exists at least one subgroup
with an odd dimensional fixed point space as the algebraic Ize conjecture
(AIC). Lauterbach and Matthews [10] have shown that the (AIC) is in
general not true. In fact they have constructed three infinite families of
finite subgroups of SO(4) which act absolutely irreducibly on R4 and for
each of them any isotropy subgroup has an even dimensional fixed point
space. Moreover in [10] it is shown that in spite of this failure of the
(AIC) the original conjecture is true at least for groups in two of these
three families. In this paper we show a similar bifurcation result for the
third family defined in [10]. We go on and construct a family of groups
acting absolutely irreducibly on R8 which have only even dimensional fixed
point spaces. Then we discuss the steady state bifurcations in this case.
Key ingredients are an abstract group theoretic construction and a kind
of inductive step reducing the issue of bifurcations to a problem in R4.
We end this paper with a discussion on how to extend the results in [10]
to larger sets of groups which act on R4 and R8. In this context we point
out, that the inductive step, which is important our arguments, does not
work in general and this gives rise to interesting new questions.
∗This paper is dedicated to the memory of Klaus Kirchgässner, whose insights changed
our understanding of nonlinear analysis and applied mathematics. We also acknowledge the
importance of the work of Jorge Ize, whose contributions are fundamental to this research and
who passed away shortly before this work was finished. The research was supported by DFG
under LA525/11-1.
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1 Introduction
In the early days of equivariant bifurcation theory various versions of the Equiv-
ariant Branching Lemma (see for example [14, 12, 2, 13, 9, 8, 1] for early results
and some newer fomulations) have been established and successfully applied in
many different applications. Basically it says that we look for the action of the
group in question on the kernel and for each subgroup having a one dimensional
fixed point space we find symmetry breaking solutions. So it is a natural ques-
tion to ask whether there are always such subgroups. A more general question is
to ask whether there are subgroups having odd dimensional fixed point spaces.
This is the context of the Ize conjecture, which we will discuss in more detail
in section 2. Here we continue previous work by Lauterbach and Matthews
[10]. They have used the biquaternionic representation of elements in SO(4)
to construct three families of groups Fj = {Gj(m)}m∈(2N+1), for j = 1, 2, 3 of
orders 16m+ 32, i.e. of orders 48, 80, 112, . . . , such that the natural action on
R4 is absolutely irreducible and each of these groups has up to conjugacy pre-
cisely j nontrivial isotropy subgroups and each of them has a two dimensional
fixed point subspace. It is also shown there that for j = 1, 2 and for bifurca-
tion problems which are equivariant with respect to these representations these
fixed point subspaces contain generically nontrivial branches of solutions. Here,
generically means the bifurcation occurs for an open and dense subset of the
cubic order bifurcation equations and these are stable under higher order per-
turbation. In the language of Field [5, 6] the bifurcations are 3-determined and
the group actions are symmetry breaking.
There are various ways of specifying the groups, one could either give the
biquaternionic generators, one could use the classification of Conway and Smith
[3], or one could use the methodology of GAP [7] to denote the groups. In [10]
we have used all three descriptions and we have seen how to go from one to the
other. In the present paper the main emphasis is on group actions on R8 and
therefore we will use matrices to define the groups in question. In addition we
shall provide the GAP-names of our groups, at least for those of low order. This
enables the reader to have a quick check of some of our (lengthy) computations
at least for the groups of small order within our family. We define a family of
groups which relates in a rather straight forward way to the family F3. In [10]
we have not investigated the bifurcation behavior for this family. In this respect
We will complete the results of [10] in section 3 which follows a short discussion
of the Ize conjecture in the next section. Then we will give the construction of
the new eight dimensional family and we discuss the bifurcations for this new
family afterwards.
Finally we remark that a minor change in the definition of the three series in
[10] gives much larger families and these new families contain most of the (com-
putationally known) four dimensional counter examples to the (AIC) (compare
section 9). There are many infinite series in R8. It is by far not clear how to
order them in a reasonable form. Among other phenomena we find series of
groups having only one nontrivial isotropy type and the corresponding isotropy
subgroup has a four dimensional fixed point space. The dynamics in such a case
is not yet understood. We will point out some of this in the last section of this
paper.
2
2 The Ize conjecture
In classical bifurcation theory it was a question whether a loss a stability of
a given branch of steady states of a nonlinear equation through an eigenvalue
zero will lead to to the creation of new branches. It is known that one can
easily construct examples where this is not the case. However Crandall and
Rabinowitz [4] showed that if the eigenvalue is simple, then there is a steady
state bifurcation in the sense that there is a new branch of solutions bifurcating
from the given one.
In the context of equivariant bifurcation theory there is a similar question, i.e.
the question what is the correct generalization of a simple eigenvalue zero. It
seems natural to require minimal degeneracy and this is to require an absolutely
irreducible representation of the group on the kernel at the corresponding point.
So it is a natural conjecture, that absolutely irreducible group actions on the
kernel lead to bifurcation of branches of relative equilibria which are in a natural
way the objects corresponding to steady states in the non-equivariant context.
This version of the conjecture has been around for some time. It was mentioned
to the author by Marty Golubitsky in 2005. In his 1996 notes M. Field [5]
attributes a similar conjecture to Jorge Ize, we quote a footnote from [5], p.63
: "‘It follows from recent work of Ize [50], that every absolutely irreducible
representation has an odd dimensional fixed point space and so, using results
of section 4, has a generically symmetry breaking isotropy type."’. We refer
to this statement on symmetry breaking as Ize conjecture (IC). This quote
also provides a possible proof: if G is a compact Lie group acting absolutely
irreducibly on a finite dimensional real space, then there exists a subgroup H
whose fixed point space is odd dimensional. This last statement is sufficient to
prove the Ize conjecture, however it is by no means necessary. It is a purely
algebraic statement, so we refer to this statement as the algebraic Ize conjecture
(AIC). There is is some evidence that the (AIC) is true in dimensions of the form
2mod4. First it is obviously true in dimension 2, Ruan [11] proves the validity
in dimension 6 under mild additional assumptions. Our GAP computations
have not found counterexamples to the (AIC) in dimensions 6, 10, 14 and 18.
3 Bifurcations for the family F3 in R4
3.1 The Groups in the third family F3
We employ the methods from [10] to discuss the bifurcation behavior. We use
the standard basis i2 = j2 = k2 = −1 for the quaternions and write em for
one of the m-th primitive roots of −1 in C. With this notation we recall the
definition of the group
G3(m) = 〈[em, 1], [1, i], [j, 1], [1, j]〉, m ∈ N,m odd (1)
using pairs of quaternions of length 1, where we identify [a, b] and [−a,−b].
Each such pair represents an element in SO(4), see [3]. Observe the action of
the pair [a, b] on v = v1 + v2i+ v3j + v4k is given by
[a, b]v 7→ a¯vb.
We recall Theorem 2.1 from [10]. In the context of our family of groups, it
says that for each m ∈ 2N + 1 the group G3(m) has the order 16m, if m′
3
divides m then G3(m
′) ⊂ G3(m), the closure of the union of all these groups
is a compact, 1-dimensional Lie group G3. Theorem 2.2 of [10] tells us that
the action of G3(m), for an odd integer 3 ≤ m ∈ N, is absolutely irreducible,
the same applies to G3. For each group G3(m) and for G3 there are (up to
conjugation) precisely three nontrivial isotropy subgroups, each of them has a
two dimensional fixed point space. These groups do not depend on m (however
the number of conjugates is unbounded as m→∞). In biquaternionic notation
these groups are
H1 = 〈[j, i]〉, H2 = 〈[j, j]〉, H3 = 〈[j, k]〉.
In each case the fixed point space is two dimensional. For the fixed point
subspace of Hj , j ∈ {1, 2, 3} we find
1. H1 = 〈[j, i]〉
[j, i](v1 + v2i+ v3j + v4k) = v4 + v3i+ v2j + v1k,
and therefore
Fix(H1) =
{
v ∈ R4
∣∣∣ v1 = v4 and v2 = v3} ,
2. H2 = 〈[j, j]〉
[j, j](v1 + v2i+ v3j + v4k) = v1 − v2i+ v3j − v4k,
therefore the fixed point space is given by
Fix(H2) =
{
v ∈ R4
∣∣∣ v2 = v4 = 0} ,
3. H3 = 〈[j, k]〉
[j, k](v1 + v2i+ v3j + v4k) = −v2 − v1i+ v4j + v3k,
and therefore its fixed point space is given by
Fix(H3) =
{
v ∈ R4
∣∣∣ v1 = −v2 and v3 = v4}
3.2 The equivariant structure
The next step is to consider the structure of the cubic G3 (or G3(m))-equivariant
maps R4 → R4. In Theorem 4.1 in [10] it is shown that the space of cubic
equivariant maps is three dimensional. For the determinacy and bifurcation
results we only need the non-radial equivariant maps (see the work by Field
[5, 6]). A basis for the space of non-radial cubic equivariant maps for the groups
G3(m) and the group G3 consists of gradients of invariant quartic polynomials
and these have the form
I4,1(z1, z2) =
1
2
|z1|
2|z2|
2, I4,2(z1,z2) =
1
2
(
z21 z¯
2
2 + z¯
2
1z
2
2
)
,
4
where zµ = xµ + iyµ for µ = 1, 2 and R
4 ∋ v = z1 + z2j. For v ∈ R4 we get the
(real) gradients in Equ. (2), where ρ1 = v
2
1+v
2
2 , ρ2 = v
2
3+v
2
4 , σ1 = v
2
1−v
2
2 , σ2 =
v23 − v
2
4 and τ1 = v1v2, τ2 = v3v4 after rewriting I4,ν , ν = 1, 2 as
I4,1(v) =
1
2
ρ1ρ2, I4,2(v) =
1
2
(σ1σ2 + 4τ1τ2).
Then taking the gradients we obtain (up to scalar multiples) the equivariant
maps
e3,1(v) =


ρ2v1
ρ2v2
ρ1v3
ρ1v4

 , e3,2(v) =


σ2v1 + 2v2τ2
−σ2v2 + 2v1τ2
σ1v3 + 2τ1v4
−σ1v4 + 2τ1v3

 . (2)
3.3 Phase vectorfield and bifurcation
In order to compute the phase vector field (see [5, 6]) we restrict these equivari-
ants to the unit sphere in R4, compute the scalar product with the unit radial
vector and project e3,µ for µ = 1, 2 onto the tangent bundle to the sphere by
subtracting the radial part:
t3,µ(v) = e3,µ(v)− 〈e3,µ(v), v〉 v, µ = 1, 2.
We obtain the two tangent fields
t3,1(v) =


ρ2(ρ2 − ρ1)v1
ρ2(ρ2 − ρ1)v2
ρ1(ρ1 − ρ2)v3
ρ1(ρ1 − ρ2)v4


t3,2(v) =


σ2(1 − 2σ1)v1 + 2τ2(v2 − 4τ1v1)
σ2(−1− 2σ1)v2 + 2τ2(v1 − 4τ1v2)
σ1(1 − 2σ2)v3 + 2τ1(v4 − 4τ2v3)
σ1(−1− 2σ2)v4 + 2τ1(v3 − 4τ2v4)

 .
We solve the equation a t3,1(v) + b t3,2(v) = 0 for a, b ∈ R. We want to show
that generically in a, b ∈ R the solutions are isolated and (normally) hyperbolic.
Without loss of generality we assume b = 1. In order to solve the remaining
equation we restrict to one of the fixed point subspaces. It suffices to show
hyperbolicity of the solutions on the sphere in the fixed point subspace, since
we use a slightly more generalized version of the results in [5] to apply in fixed
point subspaces. The fixed point spaces are two-dimensional, the intersection
with the unit sphere gives a S1. So we have a map of the form
S1 → TS1 : φ 7→ f(x(φ), y(φ))
(
y(φ)
−x(φ)
)
, φ ∈ S1,
(
x
y
)
: S1 → R2
and zeros are regular if f(x(φ), y(φ)) = 0 implies, thatDf(x(φ), y(φ))(x(φ), y(φ))T 6=
0. In all cases we reduce the equivariant map to this form.
The fixed point space forH1 is given by Fix(H1) =
{
v ∈ R4
∣∣∣ v1 = v4 and v2 = v3}.
This means for v ∈ Fix(H1) we have ρ1 = ρ2, σ1 = −σ2 and τ1 = τ2. Therefore
5
t3,1(v) = 0 on this space. For the mapping t3,2 restricted to Fix(H1) it is easily
seen, that the first and the fourth equation and the second and third equation
are the same, so we solve the first and third equations and identify the variables:
0 = −σ1(1− 2σ1)v1 + 2τ1(v2 − 4τ1v1)
0 = σ1(1 − 2σ2)v1 + 2τ1(v1 − 4τ2v2).
After a bit of computation this reduces to
8
(
v1v
4
2 − v
3
1v
2
2
v41v2 − v
2
1v
3
2
)
= 8(v1v
3
2 − v
3
1v2)
(
v2
−v1
)
The zeros on the circle are given by v1 = 0, v2 = ±
1
2 , v1 = ±
1
2 , v2 = 0 and
v1 = ±v2. These solutions are obviously regular.
We have seen Fix(H2) =
{
v ∈ R4
∣∣∣ v2 = v4 = 0}. This implies ρ1 = σ1 = v21 ,
ρ2 = σ2 = v
2
3 and τ1 = τ2 = 0. So the second and last equation are identically
satisfied and the first and third equation take the form (using 1−ρj = ρ3−j , j =
1, 2)
a v23(v
2
3 − v
2
1)v1 + v
2
3
(
v23 − v
2
1
)
v1 = 0
a v21(v
2
1 − v
2
3)v3 + v
2
1(v
2
3 − v
2
3)v3 = 0.
Observe that from the assumption that ‖v‖ = 1 we cannot have that v1 = v3 =
0. A simplification yields
(a+ 1)v23(v
2
3 − v
2
1)v1 = 0
(a+ 1)v21(v
2
1 − v
2
3)v3 = 0,
or
(a+ 1)v1v3(v
2
3 − v
2
1)
(
v3
−v1
)
= 0
We obtain zeros at v1 = 0, v3 = 0, and for v
2
1 = v
2
3 . Each zero is regular on
v21 + v
2
3 = 1.
In Fix(H3) =
{
v ∈ R4
∣∣∣ v1 = −v2 and v3 = v4} we have
ρ1 = 2v
2
1, ρ2 = 2v
2
3 , σ1,2 = 0, τ1 = −v
2
1 , τ2 = v
2
3 .
So we rewrite the fields t3,1, t3,2 as
t3,1(v) =


v23(v
2
3 − v
2
1)v1
−v23(v
2
3 − v
2
1)v1
v21(v
2
1 − v
2
3)v3
v21(v
2
1 − v
2
3)v3


t3,2(v) =


−4v23(v
2
1 + v
2
3)v1 + 8v
2
1v
2
3v1
4v23(v
2
1 + v
2
3)v1 − 8v
2
1v
2
3v1
−4v21(v
2
1 + v
2
3)v3 + 8v
2
1v
2
3v3
4v21(v
2
1 + v
2
3)v3 − 8v
2
1v
2
3v3


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We have to look at the linear combination and there at the first and third
equation to get
(a+ 4)v1v3(v
2
1 − v
2
3)
(
v3
−v1
)
.
Again we find four isolated solutions.
By Theorem 5.2.1 in [5] we have the following result.
Theorem A The four dimensional irreducible representation of the groups
in the family F3 including G, is symmetry breaking in the sense of [5]. All
three isotropy types [H1], [H2], [H3] are symmetry breaking. The corresponding
solution branches contain steady states.
Remark 1 The cubic equivariant maps are equivariant with respect to the Lie
group G3. Therefore the zero set of these equivariant cubics contain (topological)
circles. For the groups G3(m) there are higher order terms which break this
G3-symmetry and should lead to isolated zeros. If this were the case, methods
developed by Field [5, 6] could lead to more precise bifurcation results especially
to establish the existence of branches in trivial isotropy. We have made no
attempt to determine the higher order equivariants which break the continuous
symmetry.
4 Construction of groups
In this section we describe the construction of a family of groups acting abso-
lutely irreducibly in dimension eight which show that the (AIC) fails in this
dimension. The simplest way to define these groups is to construct some 2× 2-
matrices, use them to built 4 × 4-matrices and finally we use these to form
several 8 × 8-matrices. These will be the generators of the groups in question.
For k ∈ N let ζk ∈ C be one of the primitive k-th roots of unity. We set
d1(k) =
1
2
(
ζk + ζ
k−1
k
)
, d2(k) =
1
2i
(
ζk − ζ
k−1
k
)
, f =
1
2
(
ζ8 − ζ
3
8
)
.
We define the following 2× 2 matrices (for k = 4 + 8ℓ, ℓ = 1, 2, 3, . . . )
F1 =
(
−f −f
−f f
)
, F2 =
(
−f f
f f
)
, 1l2 =
(
1 0
0 1
)
,
Dk =
(
−d2(k) −d1(k)
d1(k) −d2(k)
)
, 02 =
(
0 0
0 0
)
.
T1 =
(
−1 0
0 1
)
, T2 =
(
1 0
0 −1
)
, S1 =
(
0 −1
−1 0
)
, S2 =
(
0 1
1 0
)
.
For later use, we note that Tµ, Sµ, Fµ for µ = 1, 2 are reflections and Dk is a
rotation in R2.
Now we use these to define some 4× 4-matrices:
F =
(
02 F1
F2 02
)
, S =
(
S1 02
02 S2
)
, T =
(
02 T1
T2 02
)
, Dk =
(
Dk 02
02 Dk
)
, 04 =
(
02 02
02 02
)
.
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From this we get the following 8× 8-matrices
R1 =
(
04 F
F 04
)
, R2 =
(
S 04
04 T
)
and R3(k) =
(
Dk 04
04 Dk
)
.
Definition 1
For ℓ ∈ N we set k = 4 + 8ℓ and define
G(ℓ) = 〈R1, R2, R3(k)〉.
Theorem B For ℓ ∈ N we have
1. G(ℓ) is a group of order 16k = 64+128ℓ, i.e. the orders are 192, 320, 448, . . . .
2. G(ℓ) acts absolutely irreducibly on R8.
3. If kj = 4 + 8lj , j = 1, 2 and if k1|k2 then G(ℓ1) ⊂ G(ℓ2) and hence
G =
⋃
ℓ∈N
G(ℓ)
is a compact Lie group acting absolutely irreducibly on R8.
4. If H < G(ℓ) or H < G is an isotropy subgroup, then dimFix(H) is even.
Remark 2 G is a compact, 1-dimensional Lie group which has 8 components.
This can be seen from the structure of G(ℓ) when ℓ→∞, then we have always
eight cosets of the cyclic group generated by R3(k). The infinitessimal generator
of the component of the identity in G is given by a 2× 2-block diagonal matrix
with block sof the form
(
0 −1
1 0
)
.
In order to prove this result we need a couple of lemmas which are needed to
verify the hypotheses of the Abstract Generation Theorem (Theorem C). This
theorem is the major technical part of the proof. We will state this theorem,
which might be of some interest by itself, in the next section and provide the
proof of it, which is independent of all other considerations in this paper, in
section 7.
Lemma 1 R81 = 1l8
Proof. Observe that
R21 =
(
F
2 04
04 F
2
)
,
where
F
2 =
(
02 F1F2
F2F1 02
)
and
F1F2 =
(
02 −2f2
2f2 02
)
= −F2F1.
8
Since 2f2 = 1 we get immediately that R41 = −1l8 ∈ C(SO(8)), the center of
SO(8). This implies R81 = 1l8.
The remaining computations are somewhat simpler if we rewrite the set of
generators. We set (suppressing the dependence on k)
A = R1 · R2 · R3(k).
Considering the structure of the matrices it follows that A has the form (where
D = Dk)
A =
(
04 FTD
FSD 04
)
. (3)
We get
A2 =
(
FTDFSD 04
04 FSDFTD
)
.
From this we get an explicit form for A4 and for A8. The following lemmas
concern orders of some elements, some relations and some generating properties.
Lemma 2 Fix ℓ ∈ N, let k = 4 + 8ℓ = 4τ , then we have
1. A8 = R83,
2. R2τ3 = 1l8,
3. if τ ≡ 3mod4 then Rτ3 = 1l8,
4. that the order of A is 2k.
Proof. In the first step we show the relation between A and R3. Here we refine
the Equation (3) writing 2×2-blocks instead of 4×4-blocks: a short calculation
yields
A =


02 02 F1T2D 02
02 02 02 F2T1D
02 F1S2D 02 02
F2S1D 02 02 02

 (4)
Let us note that the linear maps FνSµ or FνTµ for µ, ν ∈ {1, 2} are rotations,
and since SO(2) is abelian these linear maps commute with D. This remark
will be useful for several points in our proof. Looking at A2 and using this
observation we obtain
A2 =


02 F1T2DkF1S2Dk 02 02
F2T1DkF2S1Dk 02 02 02
02 02 02 F1S2DkF2T1Dk
02 02 F2S1DkF1T2Dk 02


=


02 F1T2F1S2D
2
k 02 02
F2T1F2S1D
2
k 02 02 02
02 02 02 F1S2F2T1D
2
k
02 02 F2S1F1T2D
2
k 02

 .
9
The products in front of the D2k give ±1l2 and from here we see
A8 =


D8k 02 02 02
02 D
8
k 02 02
02 02 D
8
k 02
02 02 02 D
8
k

 .
Therefore A8 = R3(k)
8.
In the second step we prove the statement on the order of R3. For k =
12, 20, 28, . . . we define τ ∈ N, τ odd by
k = 4τ. (5)
The first step is to show that
R2τ3 = 1l8. (6)
The matrix Dk is a rotation in R
2 by the angle π2 + arg(ζk) by elementary
geometry. Choosing ζk such that arg(ζk) =
2π
k we get
π
2
+
π
2τ
=
τ + 1
2τ
π.
If τ = 3mod 4 this has the form 2 sτ π for some s ∈ N and hence the τ -th power
of R3 is equal to 1l8. This is the third assertion of the lemma. If τ = 1mod 4
then
D2τ = 1l2.
This proves the claim Equation (6).
Now we look at
A2k = A8τ = R8τ3 = (R
2τ
3 )
4 = 1l8.
This proves that the order of A divides 2k. Since the order of A is a multiple of
8 and a multiple of the odd number τ its order is 2k. If we choose a ζk to be one
of the other primitive k-th roots of unity, the argument can be easily adjusted.
This completes the proof of the lemma.
Lemma 3 We have the following relations:
1. (AR1)
2
= (R1A)
2
= 1l8
2.
(
A3R31
)2
=
(
R31A
3
)2
= 1l8
3. R21A
2R21 = A
2.
Proof. We prove the first and the third statement in detail, the second one
follows in a similar form. Recall
R1 =
(
04 F
F 04
)
, where F =
(
02 F1
F2 02
)
. (7)
For R1A we obtain from Equ. (4)
R1A =


F1F2S1D 02 02 02
02 F2F1S2D 02 02
02 02 02 F1F2T1D
02 02 F2F1T2D 02

 .
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Squaring this expression gives the squares of the two nontrivial entries in the
upper left corner. These entries are elements in O(2) \SO(2) and hence their
squares are −1l2. For the entries in the lower right corner we get their products
on the diagonal. The entries are again in O(2) \SO(2). From F1F2 = −F2F1 it
follows that both entries are the same and hence the products are equal to 1l2.
3mm The proof of the second statement is similar to the one we have just seen,
so let us directly go to the third statement. We write A2 in 2× 2-block form as
A2 =


02 M1 02 02
M2 02 02 02
02 02 02 M3
02 02 M4 02

 , where Mν are rotations in R2 for ν = 1, . . . , 4.
R21 has the form
R21 =


σ 02 02 02
02 σ
−1 02 02
02 02 σ 02
02 02 02 σ
−1

 , where σ = F1F2 =
(
0 −1
1 0
)
is a rotation.
(8)
By our previous remark any rotations commute and it is a simple computation
to check that R21A
2R21 has a similar form as A
2 whereMν is replaced by σMνσ
−1
(or by σ−1Mνσ). But this is equal to Mν (by the commutativity) and hence
the lemma is established.
Lemma 4 For all ℓ ∈ N we have G(ℓ) = 〈R1, A〉, the group generated by R1
and A.
Proof. Fix k ∈ N, and τ odd as in Equ. (5). The argument is different for
the two cases τ ≡ 1mod4 and τ ≡ 3mod4.
In the second case we have R3 = R3(k) is equal to R3 =
(
R83
)s
, where s is chosen
such that 8s = 1mod τ . It follows thatR3 = A
8s. ThereforeR3 ∈ 〈R1, A〉. Then
with Equ. (6) we get
R2 = R
7
1R1R2R3R
2τ−1
3 = R
7
1A(A
8s)2k−1 ∈ 〈R1, A〉.
This completes the second case. In the first case, i.e. when τ = 1mod 4 we find
two solutions for X2 = R83, namely X = R
4
3 and X = R
τ+4
3 . It is easy to check
that
A4 = Rτ+43 .
Choose s ∈ N such that s(τ + 4) = 1mod2τ . In fact we can give an explicit
form for s ∈ N. It depends on the residue τ ≡ 1mod8 or τ ≡ 5mod 8. If
τ = 1+8µ, where µ ∈ N we have s = 6µ+1 (since s (τ + 4) = (6µ+1)(4+ τ) =
(6µ+1)(5+8µ) = (3µ+2)2τ +1) and if τ = 5+8µ, µ ∈ N0 then s = (14µ+ 9)
by a similar computation as above.
Then A4s = R3. The rest of the proof goes along the same lines as in the
previous case.
For later use we note some simple relations
R22 = R1A
2R31A
2 (9)
and
−R22 = R1A
2R31A
2+k. (10)
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Lemma 5 There is no σ ∈ N such that
AR21 = R
2
1A
σ.
Proof. Assume such a σ ∈ N exists, then
R21A
2+k = A21R
2
1 = AR
2
1A
σ = R21A
2σ ,
which implies σ = 2τ + 1, where 4τ = k. Since A is explicitly known, we can
prove that the equation in our lemma does not hold. For this we note that
R61 = −R
2
1, so the third relation in Lemma 3 reads R
2
1A
2 = −A2R21. Then the
equation
AR21 = R
2
1A
2τ+1
can be transformed to
AR21 = A
2τR21A.
From the form R21 in (8) and A in (4) we see that AR
2
1 a structure with nontrivial
2×2-blocks as in (4), while the right hand side has a 2×2-block structure where
the nontrivial blocks are located as indicated by the stars in the following matrix

02 02 02 ∗
02 02 ∗ 02
02 ∗ 02 02
∗ 02 02 02

 .
This proves that equality cannot hold.
5 The Abstract Generation Theorem
In this section we provide the main technical result of this paper. It describes
the structure of a set of groups which is derived from the relations satisfied by
the generators. These relations are precisely the ones which we have derived for
the generators of the groups G(ℓ), ℓ ∈ N.
Theorem C (Abstract Generation Theorem) Let R be a group with
neutral element e ∈ R, let r, a ∈ R be elements such that there exists a k ∈ N,
k ≥ 12 and k ≡ 4mod8 such that
1. a2k = e, ak ∈ C(R) and ak = r4.
2. (ar)2 = (ra)2 = (a3r3)2 = e.
3. r2a2r2 = a2.
Then, we have
1. r8 = 1l
2. ar = r3ak−1
3. a3r3 = rak−3
4. r2a2 = ak+2r2
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5. r2a4 = a4r2
6. a4r = ra2k−4
7. a2 ∈ NR
(
〈r2〉
)
and r2 ∈ NR(〈a2〉).
Moreover let G = 〈r, a〉. Then, if r2a = asr2 for some s ∈ N0 then the order of
G is 8k, otherwise it is 16k. In order to describe the group more precisely we let
A = 〈a〉 be the cyclic group generated by a. Then in the first case G consists
of four cosets of A, i.e.
G = A ∪ rA ∪ r2A∪ r3A.
In the second case G is of order 16k and G is the union of A and the seven
nontrivial cosets generated by r, r2, r3, ar2, ar3, a2r3, ra2r3 respectively.
We will give the proof in a separate section near the end of the paper.
6 Proof of Theorem B
Before we start with the actual proof of Theorem B we state one more lemma
which relates to the coset decomposition provided by Theorem C. Observe that
we have seen in Lemma 5 that our generators do not satisfy a relation of the
form R2A = AsR2 and therefore we are in the second case, where we have the
eight cosets as described in Theorem C.
Lemma 6 Let H = 〈R22〉 and H
′ = 〈−R22〉, then dimFix(H) = dimFix(H
′) =
4, and the normalizers of H and H ′ are equal, i.e. NG(ℓ)(H) = NG(ℓ)(H
′). The
normalizer NG(ℓ)(H) is an index 2 subgroup of G(ℓ) and the Weyl groups
W (H) = NG(ℓ)(H)/H and W (H
′) = NG(ℓ)(H
′)/H ′
are isomorphic. The groups W (H), W (H ′) are isomorphic to G3(τ). They act
absolutely irreducibly on the corresponding fixed point subspaces. Moreover we
have
Fix(H)⊕ Fix(H ′) = R8.
Proof. Using Equations (9,10) we represent±R22 asR1A
2R31A
2 andR1A
2R31A
2+τ
respectively. From this it is easy to see that the group generated by R21, A
2
and R1A commutes with R
2
2 and with −R
2
2. We could derive the properties of
the elements ±R22 and the commutation relation from the abstract setting of
Theorem C (Abstract Generation Theorem), however the resulting computation
is slightly more involved, than making use of the matrices, compare Lemma 7.
Note the form of R22:
R22 =
(
1l4 04
04 −1l4
)
.
So on the matrix level it is obvious that any 4 × 4-block-diagonal matrix com-
mutes with R22 and with −R
2
2. From the form of R
2
2 we get also immediately the
statements on the fixed point subspaces. In order to prove the statements on
the action of the Weyl group we have to look a bit closer. According to Equa-
tion (1) the group G3(m) is generated by four elements, in the biquaternionic
notation these are [em, 1], [1, i], [1, j] and [j, 1] for m = 3, , 5, . . . . In [10] it is
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shown, that we can replace the first two elements by their product and we can
exchange the term [j, 1] by [j, j]. So we have the generators
θ1 = [em, i], θ2 = [1, j], θ3 = [j, j], m ∈ 2N+ 1. (11)
For j = 1, 2, 3 we define 4× 4-matrices Mj by
Mj


v1
v2
v3
v4

 = θj (v1 + iv2 + jv3 + kv4) .
From the fact that all 4 × 4-block diagonal matrices commute with ±R22 and
R1R22R
−1
1 = −R
2
2 we conclude that the normalizer NG(ℓ) (H) is given precisely
by the set of block-diagonal matrices with 4 × 4-blocks on the diagonal. Now
we determine Ωj ∈ NG(ℓ) (H) with
Ωj =
(
Uj,1 04
04 Uj,2
)
, with Uj,1 = Mj for j = 1, 2, 3. (12)
Observe, that Ωj acts on Fix(H) as θj , so if we solve Equation (12) it follows that
the quotient NG(ℓ)(H)/H is isomorphic to G3(τ), where k = 4τ and the action
is given by the one which we have described in [10]. We write the generators of
NG(ℓ)(H) as Ξj , j = 1, 2, 3 with
Ξ1 = AR1, Ξ2 = R
2
1, Ξ3 = A
2.
From the decomposition of G(ℓ) into cosets, as it is abstractly described in
Theorem C it follows (using the relations) that any element g ∈ NG(H) has the
(unique) form
g = Ξ
ν1(g)
1 Ξ
ν2(g)
2 Ξ
q(g)
3 , with ν1(g), ν2(g) ∈ {0, 1}, q(g) ∈ {2, 4, . . . , ℓ}.
By a lengthy, but explicit computation, we can prove, that Equ. (12) has the
solutions (which depend on τ)
Ω1 = Ξ2Ξ
q1(τ)
3 , Ω2 = Ξ
q2(τ)
3 , Ω3 = Ξ1Ξ2Ξ
q3(τ)
3
with
q1 (τ) =
{
2τ + 2 , if τ ≡ 3mod4
8τ − 16 , if τ ≡ 1mod4,
q2 (τ) =
{
3τ , if τ ≡ 3mod4
τ , if τ ≡ 1mod4
and
q3(τ) =
c
2
τ +
1
2
,
where
c =


5 , if τ ≡ 1mod 8
3 , if τ ≡ 3mod 8
1 , if τ ≡ 5mod 8
7 , if τ ≡ 7mod 8
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Proof. [of Theorem B] Let H, H ′ be as in the previous lemma.
1. Follows from the abstract generation theorem (Theorem C). We see from
the lemmas 1 to 4 that the generators R, A satisfy the relations required
for Theorem C. Moreover Lemma 5 implies that we are in the case with
eight cosets of the cyclic group generated by A and therefore we G(ℓ) has
16k = 64 + 128ℓ elements.
2. If T : R8 → R8 is a linear map which commutes with G(ℓ), then T :
Fix(H) → Fix(H) and T : Fix(H ′) → Fix(H ′) and commutes with the
normalizers and hence also with the respective Weyl groups. Since the
Weyl groups act absolutely irreducibly on these fixed point spaces, the
restriction of T to any of the fixed point spaces is a multiple of the identity.
So in general T = c11lFix(H) + c21lFix(H′). Now, T has to commute with
R1, so we have
R1T =
(
04 F
F 04
)(
c11l4 04
04 c21l4
)
=
(
04 c1F
c2F 04
)
=
(
04 c2F
c1F 04
)
= TR1.
Therefore we have
c1 = c2
and
T = c1l8.
This implies absolute irreducibility.
3. If k1|k2 then the groups generated by A(k1) and A(k2) are cyclic and
clearly the first one is a subgroup of the second one. Since we have G(ℓ) =
〈R1, A〉 the inclusion for the groups comes from the inclusion of the cyclic
groups 〈A(kj)〉, j = 1, 2. Then if ℓ1, ℓ2 ∈ N, are given we look at kj =
4 + 8ℓj = 4τj , where τj j = 1, 2 are odd. Clearly we have for k = 4τ1τ2
that k = 4 + 8ℓ, where 2ℓ+ 1 = τ1τ2
G(ℓj) ⊂ G(ℓ), for j = 1, 2.
This implies that the union of G(ℓ), ℓ ∈ N is a group and therefore its
closure is a compact Lie group.
4. If K < G (ℓ) is an isotropy subgroup then we distinguish several cases.
(a) H ⊂ K and H ′ ⊂ K
(b) One of these groups is contained in K, the other one is not included
in K.
(c) None of the group H, H ′ is contained in K.
We look at these cases one by one.
(a) If both groups H and H ’ are contained in K, then
Fix(K) ⊂ Fix(H) ∩ Fix(H ′) = {0}.
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(b) If just one of the groupsH, H ′ is contained inK, w.l.o.g. sayH ⊂ K,
then
Fix(K) ⊂ Fix(H).
Let π : NG(ℓ)(H) → WG(ℓ)(H) be the canonical projection and let
K ′ = K ∩NG(ℓ)(H). Then
Fix(K) ⊂ Fix(π(K ′)) ⊂ Fix(H)
and the spaces on the right hand side are even dimensional, since
G3(τ) in its irreducible four dimensional representation has only even
dimensional fixed point spaces. If K ′ = K then Fix(K) = Fix(π(K))
is even dimensional. Assume K ∩ (G(ℓ) \ NG(ℓ)(H)) 6= ∅. Let V ∈
K∩(G\NG(H)). By inspection we see that V has block antidiagonal
form as
V =
(
04 V1
V2 04
)
,
where V1,2 are linear maps Fix(H)→ Fix(H ′) and vice versa. There-
fore V cannot fix an element in Fix(H). It follows that dim(Fix(K))
is even.
(c) In this case the fixed point space Fix(K) has nontrivial projections
into Fix(H) and into Fix(H ′) and Fix(H)∩Fix(K) = {0} = Fix(H ′)∩
Fix(K). Let x ∈ Fix(K). Since for L ∈ NG (H) we have L :
Fix(H) → Fix(H) and L : Fix(H ′) → Fix(H ′) it follows that L
fixes the projections ρ(x), ρ′(x), where
ρ : R8 → Fix(H), ker ρ = Fix(H ′)
and
ρ′ : R8 → Fix(H ′), ker ρ′ = Fix(H)
are projection operators. By the previous consideration L has an even
dimensional fixed point space of the form F ⊕ F ′ where F ⊂ Fix(H)
and F ′ ⊂ Fix(H ′). Therefore elements in NG(ℓ) (H) contribute even
dimensional fixed point spaces. Since
Fix(K) =
⋂
L∈K
Fix(L)
we can only get odd dimensional fixed point spaces if K contains
elements outside this normalizer. Let V ∈ K, V /∈ NG (H). Then V
has the form as described before, i.e.
V =
(
04 V1
V2 04
)
.
Then x ∈ R8 is fixed under V , if and only if V1(ρ′(x)) = ρ(x) and
V2(ρ(x)) = ρ
′(x). This implies
V 2(ρ(x)) = ρ(x)
and
V 2(ρ′(x)) = ρ′(x).
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But then V 2 ∈ NG (H) and Q = Fix(V 2) ∩ Fix(H) is even dimen-
sional. Then
Fix(V ) =
{
(q, V (q)
∣∣∣ q ∈ Q}
is even dimensional. Therefore dim(Fix(K)) is even.
Remark It is instructive and useful to compare these proofs with computations
using GAP [7]. For small values of ℓ the GAP-names of these groups are
G(1) = [192, 36], G(2) = [320, 35], G(3) = [448, 34], and G(4) = [576, 37].
7 Proof of Theorem C
Proof. Let A = 〈a〉 denote the cyclic subgroup generated by a, its order is
2k. If we show that G is given by the seven cosets, then its order is obviously
16k. Let us denote the cosets by Cj , j = 0, . . . , 7 with
C0 = A, C1 = rA, C2 = r
2A, C3 = r
3A, C4 = ar
2A, C5 = ar
3A, C6 = a
2r3A, and
C7 = ra
2r3A.
Let us go through the list of assertions.
1. We have
r8 =
(
r4
)2
=
(
ak
)2
= a2k = e.
2. If (ra)
2
= e, then using the first hypothesis we have
r3ak−1 = r3eak−1 = r3raraak−1 = r4(ar)ak = ar, (13)
3. and similarly
rak−3 = reak−3 = rr3a3r3a3ak−3 = r4a3r3ak = a3r3. (14)
4. Again in a very similar way we find
r2a2 = r2r2a2r2 = ak+2r2 (15)
5. and
r2a4 = r2a2a2 = ak+2r2a2 = ak+2ak+2r2 = a4r2.
6. For the additional relation we see
a4r = a3(ar) = a3r3ak−1 = ra2k−4. (16)
7. The last statement in our list follows immediately from the fourth state-
ment.
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Since a2k−4 =
(
a4
)−1
but a4 6= a2k−4 (since k > 4) G is not abelian. Especially
ar 6= ra.
Next we observe that C0, C1, C2, C3 are disjoint cosets of A. Assume two
of these cosets were equal. Then we have an equation
rq = rpas for p, q ∈ 0, 1, 2, 3, s ∈ 1, . . . , 2k − 1, p 6= q.
We have either p > q or p < q. We look at the first case (the second is similar),
then e = rp−qas. 0 < p− q ≤ 3 implies rp−q /∈ A but rp−q = (as)−1 ∈ A.
WriteG = 〈a, r〉 for the group generated by the elements r, a inR. Obviously
we have 8
∣∣ |G| and 2k ∣∣ |G|. Since the cosets C0, C1, C2, C3 are disjoint the group
G has at least 8k elements.
Observe first that arA = r3ak−1A = r3A = C3 does not give an additional
coset.
If ar2 = r2as for some s ≥ 0 then the coset defined by ar2 is the same
one as the one defined by r2. In a similar way we have a2r3 = ar3ak−1r2 =
ar3ar2a(k+2)(k−2)/2 = ar3r2asak
2/2−1 =∈ arA = r3A. Therefore the coset of
a2r3 is the same as the one of r3 and ra2r3 ∈ A. The last coset to be looked at
is the one defined by ar3 = r3ak−1r2 = r5aq for some q ∈ N, which is the coset
of r.
In the second case the coset of ar2 is different from those defined before and
we have a new coset. The same applies to the cosets of ar3, a2r3 and ra2r3.
From now on we treat the second case only since, by Lemma 5, this is the
one which appears in G(ℓ).
Let w = w(r, a) denote any word in r, a, we first want to show that
wA ⊂
7⋃
j=0
Cj . (17)
W.l.o.g. w(r, a) ends with a power of r, otherwise we can rewrite it by putting
the a-power into A. Since r4 ∈ A the word can be shortened such that the
end is a power rs, s ∈ {1, 2, 3} with exponent at most three. Moreover the
word consists of a product of any powers of a and powers of rs s ∈ {1, 2, 3}.
Let m = m(w) denote the number of powers of r appearing in the product
describing the word w. We prove by induction on m ∈ N that Equation (17) is
satisfied.
We begin with m = 1, i.e. w(r, a) = ajrs, where j ∈ N and s ∈ 1, 2, 3.
Again we prove this by (a somewhat unusual) induction on j ∈ N and for s = 1
we have already seen the first step. We consider the cases for the different
s ∈ {1, 2, 3} separately. Let us first do some simple cases which will be needed
for the induction, where we use the relations (13, 14):
a2r = ar3ak−1 ∈ C5
a3r = a2r3ak−1 ∈ C6
and again with (14)
a4r = a3r3ak−1 = ra2k−4 ∈ C1.
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Similar computations show that ajr3 ∈ C1 ∪ C3 ∪ C5 ∪ C6 for j = 1, 2, 3.
Given j ∈ N,j ≥ 4. Let j0 ∈ N be maximal with 4j0 ≤ j. Then j = 4j0 + q,
where N ∋ 0 ≤ q ≤ 3. Then
ajr = a4j0+qr = aq(a4)j0r = aqr
(
a2k−4
)j0
∈ aqrA ⊂ C1 ∪C3 ∪ C5 ∪ C6.
A similar computation applies to s = 3. If s = 2 we have for odd 2j + 1 ∈ N
aa2jr2 = ar2a2j ∈ C4.
The case s = 2, 2j ∈ N is still simpler. This finishes the case m = 1.
In the general case m ∈ N we look at the word w = as1rj1 . . . asmrjm .
W.l.o.g. we assume that jr ≤ 3, r = 1, . . . ,m, since r4 ∈ A. We rewrite w in
the form
w = w1r
jm−1asmrjm ,
where w1 is the first part of the word. Again it is no loss of generality to assume
that 0 ≤ sm ≤ 3, since the induction relation (16) allows the following reduction
step for sm ≥ 4
rjm−1asmrjm = rjm−1asm−4rjmajm(2k−4) ∈ rjm−1asm−4rjmA.
This leads us to study the following 27 cases: 1 ≤ jm−1, jm ≤ 3, 1 ≤ sm ≤ 3.
The Table 1 gives the results:
jm−1 jm sm coset jm−1 jm sm coset
1 1 1 A 2 2 3 ra2r3A
1 1 2 ar2A 2 3 1 a2r3A
1 1 3 ra2r3A 2 3 2 ar2A
1 2 1 a2r3A 2 3 3 r3A
1 2 2 r3A 3 1 1 r2A
1 2 3 a2r3A 3 1 2 ra2r3A
1 3 1 ar2A 3 1 3 ar2A
1 3 2 ra2r3A 3 2 1 ar3A
1 3 3 r2A 3 2 2 rA
2 1 1 rA 3 2 3 ar3A
2 1 2 a2r3A 3 3 1 ra2r3A
2 1 3 ar2A 3 3 2 ar2A
2 2 1 ra2r3A 3 3 3 A
2 2 2 A − − − −
Table 1: Cosets and the last part of the word.
From the table we see that in most cases we reduce the number m by at
least one. The exception are the six cases cases where we get the coset ra2r3A.
After doing this reduction we look at the part of the word which has the form
rjm−2asm−1ra2r3aσ
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where jm−2, sm−1 ∈ {1, 2, 3} and σ ∈ N. Again we display the results in a
table, see Table 2.
jm−2 sm−1 coset
1 1 r3A
1 2 a2r3A
1 3 r3A
2 1 A
2 2 ra2r3A
2 3 A
3 1 rA
3 2 ar3A
3 3 rA
Table 2: In this table we look a the words where the first step did not lead to
a simplification.
So, in each case we have reduced the number factors which are a power of r,
by at least one, and the remaining word has the same structure, so by induction
each word can be transformed using the relations into a member of one the eight
cosets. Therefore we have established the theorem.
Lemma 7 We look at h = ra2r3a2 and h′ = ra2r3a2+k. Then 〈h〉 = H ⊂ G as
well as 〈h′〉 = H ′ ⊂ G is a subgroup, whose respective normalizer NG(H) =NG(H ′) ⊂
G has index 2 in G.
Proof. Let Ae ⊂ A be the set of even powers of a and Ao be the set of odd
powers of a. Consider the subgroup K = 〈r2, ar, a2〉 of G. It is a bit tedious to
show that each of the generators commutes with h or h′ respectively (in fact the
computations are much more involved than the corresponding computations in
the case of the matrices). We claim that K is explicitly given by
K = Ae ∪ rAo ∪ r
2Ae ∪ r
3Ao ∪ ar
2Ao ∪ ar
3Ae ∪ a
2r3Ao ∪ ra
2r3Ae.
This proves the claim on the order of K.
8 Bifurcations for the new series
First we look at the equivariant structure. The main point here is, that we
cannot explicitly compute equivariants and we can only compute dimensions
for homogeneous equivariant polynomial maps using character theory and this
is limited to small degrees and to the first few groups. In order to obtain general
statements we start with the groups G3(τ). In our context we have an action
of this group as the Weyl group on the fixed point spaces of H and H ′ respec-
tively. From the results in Section 3 we can determine cubic W (NG(ℓ)(H)/H)
equivariant maps on these fixed point spaces. The elements in G(ℓ) \NG(ℓ)(H)
map those euivariants onto each other. In this way we can construct cubic
equivariant maps which restrict onto on the fixed point spaces. Given a group
G acting on a real vector space V we denote by C∞G (V, V ) the space of smooth
G-equivariant maps V → V , by EG(V, V ) we denote the space of equivariant
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polynomial mappings and by EµG(V, V ) we denote the subspace of EG(V, V ) of
such maps which are homogeneous of degree µ ∈ N. If W ⊂ V is a fixed point
subspace of a subgroup K ⊂ G we look at the restriction map
Πµ : E
µ
G(V, V )→ ENG(K)(W,W ) : p 7→ p
∣∣
W
.
In general this map is neither injective nor surjective. However we have the
following lemma.
Lemma 8 For K ∈ {H,H ′} the mapping
Π3 : E
3
G(ℓ)(R
8,R8)→ E3NG(ℓ)(K)(Fix(K),Fix(K))
is surjective.
Proof. Follows directly from the above construction.
With this lemma we can prove the main result.
Proposition 1 The representation of G(ℓ) on R8 is generically symmetry break-
ing in the sense of [5]. The set of nontrivial branches includes steady states in
one of the two dimensional fixed point spaces in Fix(H).
Proof. The generic cubic map on R8 restricts to the fixed point space Fix(H),
respectively to Fix(H ′) to be the generic W (H) (or W (H ′))-equivariant cubic
map. Therefore the bifurcation behavior is the same as the one described in
Theorem A.
9 Remarks on further series in R4 and R8
In the introduction we have made some remarks on extending the three families
defined in [10] to include more groups. The series defined there include groups
of order 16m, where m is odd. If we look at the GAP computations given [10],
Table 5 we see there are many more groups which provide counter examples to
the (AIC). Looking at the group orders we have additional groups
1. of orders 2km, where m is odd and k > 4 and
2. of the form 8m, where m is odd, square-free and non-prime.
In the second case Table 5 from [10] gives precisely three groups. For these it is
relatively easy to show that there is a natural extension of definition of the three
families Fj , j = 1, 2, 3. We can use the definition of the generators as given [10]
for the original families. In the first case and in the case k = 4 the situation
is slightly more complicated. If m is square-free but non-prime in most cases
there are more than three groups which fail (AIC). In the case where the prime
factorization of m contains squares the problem is split: for 144 = 24 · 9 m = 9
is not square-free but there are more than three such groups of order 144, for
400 = 24 · 25 there only three such groups which are in the families we have
described. For the four dimensional situation we have a few cases where we
do not have a complete picture of the relation of the failure of (AIC) and Ize’s
conjecture, but in most cases where we have the failure of (AIC) Ize’s conjecture
remains true. So it seems that the Ize conjecture is true in the case of dimension
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4.
In R8 we have numerical evidence for the existence of two series of groups of
order 16m, where m is odd, non-prime, square-free and contains at least one
prime factor which is of form 1mod4 (i.e. m = 15, 35, 39, . . . ) where there are
only four dimensional fixed point spaces. Bifurcations and dynamics in these
cases are subject for further research.
Acknowledgement 1 I would like to thank Haibo Ruan for helpful discussions.
I thank Y. Krasnov for spotting a computational error in a draft version of this
paper. I would also like to thank the unknown referee for several hints and useful
remarks.
References
[1] P. Chossat & R. Lauterbach. Methods in Equivariant Bifurcation and
Dynamical Systems, Advanced Series in Nonlinear Dynamics 15. World
Scientific, 2000.
[2] G. Cicogna. Symmetry breakdown from bifurcation. Lettere al Nuovo
Cimento, 31, 600-602, 1981.
[3] J. H. Conway & D. A. Smith. On Quaternions and Octonions, their
geometry, arithmetic and symmetry. A K Peters, 2003.
[4] M. G. Crandall & P. H. Rabinowitz. Bifurcation from simple eigen-
values. J. Funct. Anal., 8, 321-340, 1971.
[5] M. Field. Symmetry Breaking for Compact Lie Groups, Memoirs of the
American Math. Society 574. Amer. Math. Soc., 1996.
[6] M. J. Field. Dynamics and Symmetry, ICP Advanced Texts in Mathe-
matics 3. Imp. Coll. Press, 2007.
[7] The GAP Group. GAP – Groups, Algorithms, and Programming, Version
4.4.12, 2008.
[8] M. Golubitsky, I. Stewart & D. G. Schaeffer. Singularities and
Groups in Bifurcation Theory, Vol. II. Springer Verlag, Heidelberg New
York Berlin, 1988.
[9] E. Ihrig & M. Golubitsky. Pattern selection with O(3)-symmetry.
Physica 13D, 1-33, 1984.
[10] R. Lauterbach & P. Matthews. Do absolutely irreducible group ac-
tions have odd dimensional fixed point spaces? arXiv:1011.3986v1, 2010.
[11] H. Ruan. Fixed points in absolutely irreducible real representations. to
appear.
[12] D. H. Sattinger. Group Theoretic Methods in Bifurcation Theory, Lec-
ture Notes in Mathematics 762. Springer Verlag, Berlin Heidelberg New
York, 1979.
22
[13] D. H. Sattinger. Branching in the Presence of Symmetry, CBMS-NSF
Conference Notes 40. Plenum, Philadelphia, 1983.
[14] A. Vanderbauwhede. Local Bifurcation and Symmetry, Research Notes
in Mathematics 75. Pitman, 1982.
23
