This article presents the procedures of parameter estimation based on Type-II progressively hybrid censored fuzzy lifetime data. Classical as well as the Bayesian procedures for the estimation of unknown model parameters has been developed. Keywords: Type-II progressive hybrid censoring, fuzzy lifetime data, Rayleigh distribution, maximum likelihood (ML) estimator, method of moments (MM) estimator, computational approach (CA) estimator.
Introduction
In a life testing and reliability experiment, several items are put on test and the experiment is terminated when all of them fail to work. This process is often very time-consuming and costly. Besides this, situations do arise when one cannot observe the complete life time of all the items put on test. For example, units may be taken out of the study before completion of experiment because it is damaged due to some reasons or lack of money compels to terminate the experiment prior to its completion. Data obtained from such experiments are called censored data because in such cases one is not completely ignorant about the lifetime of the censored items, in the sense that a partial information about their lifetime is known. The scheme of taking out items from the experiment is called censoring scheme. The censoring schemes arise either in a natural way in life test experiments or deliberately implemented in the experiment due to the various constraints imposed on the experimentation. In present day scenario, censoring is a need to reduce total time and cost associated with the life-testing experiment.
Various censoring schemes are available in the literature to cope up with the need of the investigator and constraints on the experiment. Each of them has their own merits and de-merits. A situation which is often met in some of the life testing experiment, particularly in those experiments where costly items are put to test, is that units are removed from the experiment before the final termination of the experiment i.e. removal of items are allowed prior to completion of the experiment and such type of scheme is known as progressive censoring scheme. A censoring scheme which is getting extremely popular nowadays is Type-II progressive censoring scheme. It was introduced by Cohen (1965) . Since then, many authors including Cohen and Norgaard (1977) , Davis and Feldstein (1979) , Viveros and Balakrishnan (1994) , Balakrishnan and Sandhu (1995) , Krishna and Kumar (2013) , Singh, Singh, and Kumar (2013) have discussed the estimation procedures and applications of progressive censored sample for various lifetime models. An extensive review of the literature on progressive censoring can be seen from Balakrishnan and Aggarwala (2000) and Balakrishnan (2007) . This censoring scheme allows removals within Type-II censoring scheme in the following way. Suppose n items are put simultaneously on test at time t = 0 and it is decided to observe complete lifetime of exactly m(< n) items. In addition to it, m other integers R 1 , R 2 , . . . , R m such that R 1 +R 2 +· · ·+R m +m = n are also specified with the purpose that at the time of the first failure, R 1 items will be randomly removed from the experiment and the experiment will continue with the remaining (n − R 1 − 1) items. Similarly, at the time of the second failure, R 2 items will be randomly removed from the experiment. This process will be repeated at each failure and finally, at the time of m th failure all of the surviving items (i.e. R m items) will be removed from the experiment.
Nowadays, high-quality items are being produced due to advancement in the technology hence a major criticism being faced by Type-II progressive censoring scheme is regarding the total time and cost (which may be very large) associated with such life-testing experiment. Keeping this point in mind, Kundu and Joarder (2006) proposed a new censoring scheme which is a mixture of hybrid and Type-II progressive censoring schemes and named it as Type-II progressive hybrid censoring which ensures that the experiment time can not exceed a prefixed time T ; see also Childs, Chandrasekar, and Balakrishnan (2008) , Kundu (2007) , Kundu, Joarder, and Krishna (2009) 
It is important to note here that most of the statistical procedures mentioned above are developed considering that all the observations are available in most precise form. But in real life situations, it is not always possible to obtain the experimental observations in precise form due to experimental errors, human errors, precision of measurement and several other practical difficulties. Such type of imprecision in the data may creep in due to linguistic descriptions also; see Zadeh (1975) . For example, if we want to know failure time of an item in survival analysis it may be reported as "approximately between 99 hours to 101 hours", "about 100 hours" etc. In life testing and reliability problems, the variable of interest is continuous, while in the process of data collection, we consider that all measurements are in precise numbers which looks illogical in the sense that it is impractical to record an observation of a continuous variable in precise number. In this way, some error is incorporated in the observed data during the measurement and hence make these imprecise. For example, suppose exact failure time of an item in survival analysis is reported as 100 hours. It can be argued that no value can be measured as absolutely 100. There will be always a difference between true and reported value and hence the reported value is an approximate value. In fact, it corresponds to any value, between 99 hours to 101 hours i.e. more than 99 hours but less than 101 hours. To deal with such type of imprecise data, which arises due to linguistic variability and error in measurement; classical estimation methods are not appropriate. However, imprecision in the data can be easily encoded with the help of fuzzy numbers and then fuzzy set theory provides an appropriate tool to quantify the uncertainty due to such ambiguities.
From the above discussion, it is clear that the idea of formulation of measurement error in terms of fuzzy set theory looks more reasonable because it takes care of the imprecision and uncertainty of observations as well as flexibility in truth values. The fuzzy approach relates to a grade of membership between [0,1], defined in terms of the membership function of a fuzzy number and in a fuzzy set transition from false to true is gradual. On the other hand, conventional crisp sets (absolute true values) are defined by either membership or nonmembership and there is a sharp distinction or boundary between members and non-members of the set. Hence, fuzzy set modifies the classical notion of binary membership of crisp set to represent the uncertainty in data, a brief description of which is given below:
Theory of fuzzy sets was introduced by Zadeh (1965) and the Membership functions (MFs) form the base of fuzzy set theory. The membership function (MF) of a fuzzy set is nothing but the generalization of the indicator function in classical crisp sets hence we can graphically represent a fuzzy set with the help of its MF. The degree to which an object belongs to a fuzzy set is denoted by a membership value between 0 and 1. Hence, MF associated with a given fuzzy set maps an input value to its appropriate membership value. In mathematical terminology a fuzzy number is a subset (say A), denoted by A, of the set of real numbers R and is characterized by membership function ξ A (x) which associates with each point in A, a real number in interval [0, 1] , with the value of ξ A (x) at x representing the grade of membership of x in A.
A priori information about the object under study is applied in form of MF to increase the accuracy. We are using MFs to code the observed data which is not in complex functional form hence use of complex functions do not add more precision. Therefore simple functions having natural interpretation are used to define a MF. In fact, the shapes of MFs are important for a particular problem since they have significant effect on a fuzzy inference system. The shapes of MFs may be taken as triangular, trapezoidal, Gaussian, etc. depending upon the nature of data. For any fuzzy number A there exist four numbers a1, a2, a3, a4 ∈ R and two functions
, where β A (x) is non-decreasing and γ A (x) is non-increasing, such that we can describe a membership function ξ A (x) in the following manner:
Most common fuzzy number is the "trapezoidal fuzzy number" whose both sides are linear. It is used to encode data such as "more or less between 99 and 100" or "approximately between 99 and 100". "Triangular fuzzy number" is a trapezoidal fuzzy number for which (a2=a3) and it is used to encode data such as "about 100" and "more or less 100". Similarly Triangular fuzzy numbers with only right side or left side is useful for situations such as "just before 100" or "just after 100" for which (a2 = a3 = a4) and (a1 = a2 = a3) respectively. If a1 = a2 and a3 = a4, then we get the rectangular fuzzy numbers, which may represent expressions such as, e.g. "between 99 and 101". In the case of a1 = a2 = a3 = a4 = a we get a crisp number, i.e. a fuzzy number which is no longer vague but represents a precise value that can be identified with the proper real number a.
For further details about crisp and fuzzy sets see; Dubois (1980) , Dubois and Prade (1998) , Klir and Yuan (1995), Zimmermann (2000) , Viertl (2011) . Probability measure for fuzzy events was discussed by Zadeh (1968) . Singpurwalla and Booker (2004) discussed membership functions and probability measure of fuzzy sets. Viertl (2009) have considered generalized parametric procedures for reliability characteristic including fuzzy point estimators and generalized Bayesian procedures. Huang, Zuo, and Sun (2006) , Liu (2012 ), Cai (2012 , Viertl (2015, 2017) have also discussed estimation of survival function and Hazard rate. Liu and Li (2012) have discussed two types of estimators for cumulative distribution function (CDF) based on fuzzy data. Recently Pak, Parham, and Saraj (2013a) discussed various classical and Bayesian methods of estimation for Weibull distribution when data is available in the form of fuzzy numbers. Also, Pak, Parham, and Saraj (2013b) proposed a new method to determine the maximum likelihood estimate of the scale parameter of a Rayleigh distribution under doubly Type-II censored sample from fuzzy data and Pak, Parham, and Saraj (2014) discussed inferences for the Rayleigh distribution based on progressive Type-II fuzzy censored data.
In the present article, we are assuming that we have only vague knowledge of the observed values of the variable because accurate measurement of variable is not possible, i.e. the investigator can provide only approximate lifetimes of the items as guess values only by specifying that the exact value lies in a small interval around the noted observed value. The interval is to formed by the investigator according to his belief in various value of the interval. For example, suppose that the least count of the measurement is 2h units, then the interval can be formed by adding and subtracting h, from the noted observed lifetime of unit. Naturally, the value of the factor h will vary from problem to problem depending upon its nature and extent of error in the observed data.
The objective of the present study is to discuss various methods of parameter estimation under Type-II progressive hybrid censoring scheme when the observations are provided in the form of fuzzy numbers. For this purpose, we have considered the problem of point estimation of the parameter of Rayleigh distribution since it is a popular model being used in different branches of science and engineering. It is frequently used in life testing experiments especially in reliability and survival analysis. It was proposed by Lord Rayleigh for the first time in 1880. Since then several authors have discussed its properties and have developed inferential procedures under different situations in verity of fields; for details see, Dyer and Whisenand (1973) , Bhattacharya and Tyagi (1990) , Chung (1995) , Dey and Maiti (2012) .
Rest of the paper is organized as follows: In section 2, model under present censoring scheme is discussed briefly. Methods of classical and Bayes estimation are discussed in section 3. It includes maximum likelihood estimation, method of moments estimation and computational approach estimation method. Further, Bayes estimator and HPD credible intervals are also obtained. Based on the numerical results of point estimation of parameter of Rayleigh distribution, performance of the estimators are compared in terms of mean squared error in section 4. Also a real data set is analyzed for illustrative purpose in this section. Finally, the concluding remarks are given in section 5.
Model description and notations
Consider a life testing experiment in which n identical items are put to test. Under the Type-II progressive hybrid censoring scheme, an integer m < n is prefixed along with T and integers R 1 , R 2 , . . . , R m such that R 1 + R 2 + · · · + R m + m = n, where n is the total number of items put on test, m and T are the prefixed maximum number of failure observations and maximum time for termination of the experiment respectively and R 1 , R 2 , . . . , R m are the prefixed number of items to be removed from the experiment at 1st, 2nd,..., mth observed failures. Let X 1:m:n ≤ X 2:m:n ≤ · · · ≤ X m:m:n denote the m observed ordered failure times. Under this censoring scheme experiment is terminated at a random time min{X m:m:n , T }. That is, the experiment starts with n items and at failure X 1:m:n , R 1 items are randomly removed from the experiment and experiment continues with the remaining (n − R 1 − 1) items. At second failure X 2:m:n , R 2 items are randomly removed from the experiment. The experiment continues in this fashion removing the prefixed number of items from the experiment at each observed failure. If the mth observed failure X m:m:n occurs before prefixed time T , the experiment stops at time X m:m:n . Otherwise, the experiment is terminated at prefixed time T where X J:m:n ≤ T ≤ X J+1:m:n , by removing all the remaining R * J = n − J i=1 R i − J surviving items. Thus, under Type-II progressive hybrid censoring scheme two cases arise.
Case I: If X m:m:n < T the observed life times would be {X 1:m:n , . . . , X m:m:n } Case II: If X J:m:n < T < X J+1:m:n the observed life times would be {X 1:m:n , . . . , X J:m:n } Let f (x) and F (x) denotes the probability density function and cumulative distribution func-tion of the distribution under study respectively then following Childs, Chandrasekar, and Balakrishnan (2008) , we can write the likelihood function for the above mentioned two cases as follows:
For case I when X m:m:n < T , the likelihood function is given as follows:
For case II when T < X m:m:n and X J:m:n < T < X J+1:m:n , the likelihood function is given as follows:
Where
It is important to note that in our problem only partial information is available about the failure times of the items which is encoded with the help of fuzzy numbers. In light of the above let x 1 , x 2 , . . . , x k be the fuzzy lifetime of k failed items such that
where
. . , k denotes the lifetime of those R i items which are removed from the experiment at the time of ith failure and their membership function is defined as follows:
As discussed above T is maximum time for termination of the experiment and it is an exact number which is fixed before the experiment starts. It is important to mention here that an exact number can be treated as special case of fuzzy number for which MF takes only one value which is unity. Therefore, T can be encoded as a fuzzy number T with membership function ξ T (T ) = 1 and mean of this fuzzy number will be T itself. Hence lifetime of R * J surviving items, which are removed from the test at prefixed time T in case II, can be encoded as fuzzy numbers y 1 , y 2 , . . . , y R * J with the membership function
Point estimation of parameter
In this section, we will develop the methodology to obtain point estimates of population parameters using classical as well as Bayesian methods of estimation under Type-II progressive hybrid censoring using fuzzy data. In order to demonstrate the developed methodology we are assuming that the life times of the items put on test are independently and identically distributed as Rayleigh distribution with parameter ϑ. The probability density function and the cumulative distribution function of Rayleigh distribution is given below:
and
where ϑ > 0 is a scale parameter.
Estimation under classical setup
Under classical paradigm, three methods of estimation are used to obtain the point estimate of parameter namely ML, MM and CE method of estimation. ML and MM methods are well known methods of estimation while the CA method is proposed to lower the computational efforts.
Maximum likelihood (ML) estimation
In this section we obtain the ML estimate of the parameter of the lifetime distribution using the observed fuzzy data vector U . First we try to obtain the general form of likelihood equation in each of the above stated cases i.e. case I and case II. The joint membership function for the observed fuzzy data vector U in each of the two cases is written as follows: Case I:
Case II:
The likelihood function for observed data U can be obtained by using Zadeh 's definition of the probability of a fuzzy event; see Zadeh (1968) 
Using equations (5), (6) and (7), likelihood equation for the observed fuzzy data U for case I and II is given as:
provided that J ≥ 1. It is important to note that MLE does not exists when the experiment is terminated at prefixed time T before failure of any item.
Equation (8) and (9) can be used to write likelihood equation for Type-II progressively hybrid censored fuzzy data from a specified probability density function by simply substituting the form of density f (x; ϑ) and membership function of fuzzy number ξ x (x). Here we are assuming the form of density as given in equation (3) therefore log-likelihood for case I may be written as:
Similarly, using equation (9), log-likelihood for case II may be written as
The maximum likelihood estimator of the parameter ϑ can be obtained by differentiating log likelihood equations, given by equations (10) and (11), partially with respect to parameter ϑ and equating it to zero. The resulting equation is as follows:
Where k = m and
Since equation (12) cannot be solved analytically therefore some existing numerical methods such as Newton-Raphson method, Expectation-Maximization (EM) algorithm or other iterative procedure may be used to obtain the ML estimate of the parameter. Here EM algorithm is employed to find the ML estimate of the parameter.
The Expectation-Maximization (EM) algorithm is a broadly applicable iterative approach for computation of maximum likelihood estimates. When the data is available in incomplete form other iterative procedures such as Newton-Raphson method, often, turn out to be more complicated and have low convergence rate on the other hand EM algorithm provides high convergence rate in such type of problems. In each iteration of the EM algorithm, there are two steps, called the Expectation step or the E-step and the Maximization step or the M-step. Due to this, the algorithm is called EM algorithm. Starting from suitable initial parameter values, the E and M-steps are repeated until convergence. As the log-likelihood is based partly on unobservable data, it is replaced by its conditional expectation given the observed data in the E-step. More precisely E-step uses the current fit for unknown parameter and observed data to find the complete-data log likelihood. In the M-step we calculate the parameter value by maximizing the expected log-likelihood function obtained in the E-step. For further details about EM algorithm see; McLachlan and Krishnan (2007), Dempster, Laird, and Rubin (1977) . Here we are using the fuzzy EM algorithm proposed by Denoeux (2011) to obtain the ML estimate of parameter because observed fuzzy data is incomplete specification of complete data.
The log-likelihood for the complete data can be written as:
Differentiating equation (13) with respect to ϑ and equating it to zero, the corresponding likelihood equation can be obtained as follows:
Therefore, employing the E-step in equation (14) it reduces in the following form at the (h + 1) th iteration for case I and case II respectively:
In the M-step we have to maximize equations (15) or (16) to find the estimate of parameter after every iteration. Hence estimate of parameter in each of the two cases, at the (h + 1) th iteration, may be given respectively as:
The iterative process is repeated until the convergence i.e. |θ (h+1) −θ (h) |< ε for some ε > 0. If the convergence occurs then the currentθ (h+1) is the approximate maximum likelihood estimates of ϑ via EM algorithm.
Method of conditional moments
The method of moments is quite popular method of estimation in classical setup to find the estimates of unknown population parameters. In method of moments we equate different sample moments with corresponding population moments to find the parameter estimates. In this article we are concerned with the analysis of Type-II progressively hybrid censored data when the available data is imprecise and presented in form of fuzzy numbers. Therefore we can utilize method of conditional moments, for incomplete data, to obtain the moment estimate of population parameters which is recently proposed by Lu and Wang (2013) . For this we have to equate the population moments with conditional expectation of sample moment given the observed data.
Let X = (X 1 , X 1 , . . . , X n ) be a random sample from density function f (x, θ) and µ k (θ) is the kth non-central population moment. Whereas m k (X) is the kth non-central sample moment. Let Y be the incomplete observed sample then the moment estimators for θ = (θ 1 , θ 2 , . . . , θ p ) are the solution of following conditional moment equation:
In order to further explain the methodology we will obtain the conditional moment estimate for parameter of Rayleigh distribution. It is well known that rth moment of Rayleigh distribution is given as:
We will use an iterative algorithm to find the parameter estimate. First we have to choose a suitable initial value of the unknown parameter and then sample moment is replaced by its conditional expectation given the observed data. Following equation, obtained by equating the first sample moment to the corresponding population moment, can be used to find the estimate of parameter using moment method in both cases
The solution for ϑ, obtained by solving the above expressions, is as follows:
Parameter is updated at each iteration by its predicted value at the previous iteration. We will proceed in the same manner until the convergence occurs and current value of parameter at which convergence occur is the MM estimate of parameter. The estimated value of parameter at the (h + 1)th iteration for case I:
and for case II:
Estimated value of parameter ϑ, at which convergence occurs, will provide us the method of moment (MM) estimate of population parameter.
Computational approach estimation method
In the present article we have modified some conventional methods of estimating lifetime parameters according to new situation where the observations are censored and available in form of fuzzy numbers. Although conventional estimation methods are vary efficient, they need a lots of computational efforts to estimate the population parameter. Therefore we will use a new approach to find the estimate of population parameter which is called computational approach estimation (CAE) method. In this method less computational efforts are required and mean squared errors are also reasonable. Recently, Pak and Chatrabgoun (2016) proposed CAE method of estimation to obtain a point estimate of exponential mean parameter under progressive Type-II censoring scheme, when the lifetime observations are fuzzy. Let x 1 , x 2 , . . . , x k be the fuzzy lifetime of k failed items, where
The mean fuzzy number, denoted by¯ x = (ā,b,c), can be obtained as
Then the CAE estimate of parameter of Rayleigh distribution is obtained by replacing the fuzzy data in the likelihood equation with its de-fuzzified values. The CAE estimate of the parameter ϑ obtained in this way in case I and case II is given respectively by equations (22) and (23) as:
Here we are converting the mean fuzzy number¯ x into real number x, by using a method of de-fuzzification named as center of gravity de-fuzzification technique, to obtain the point estimate of the parameter ϑ.
Estimation under Bayesian setup
In the recent decades Bayesian perspective is favored for statistical inferences because it helps to find useful prior information and utilize it in formulating better methods of estimation. In this section, we have developed the Bayesian estimation procedure and HPD interval for the parameter ϑ of Rayleigh distribution. Let us assume that ϑ has gamma prior with pdf
Here, both the hyper parameters α and β are assumed to be known. We compute the Bayes estimate of the unknown parameter under squared error loss function. Using the prior given in equation (24) and the likelihood functions given in equations (8) and (9), the posterior density of ϑ for the given data can be written as follows:
Where, for case I:
for case II:
Suppose h(.) is a function of ϑ. Then, Bayes estimate of h(.) under squared error loss function can be written as:ĥ
It may be noted from the equation (25) that there is no closed form for the estimator. Therefore, we use Markov Chain Monte Carlo (MCMC) method to simulate sample from posterior distribution in order to calculate the Bayes estimate of ϑ and also to construct its HPD interval. We observed that posterior density π(ϑ | u) is similar to normal distribution. Thus utilizing the concept of Metropolis-Hastings algorithm with normal proposal distribution, we can generate samples from the posterior density function; see Hastings (1970) . Algorithm of simulation consists of following steps:
Step 1: Start with an initial guess value ϑ (0)
Step 2: Set j=1 and generate a new candidate parameter value ϑ * from proposal density q(ϑ (1) |ϑ (0) ).
Step 3: Accept candidate ϑ * as ϑ (j) = ϑ * with probability ρ(ϑ * , ϑ (j−1) ) ϑ (j−1) with probability 1 − ρ(ϑ * , ϑ (j−1) ) where
Step 4: Set j=j+1
Step 5: Repeat steps 2-4, M times and obtain ϑ (j) ; j=1,2,. . . ,M
Step 6: Obtain the Bayes estimates of the parameter ϑ under SELF as the mean of generated samples from the posterior densities i.e.
Where M 0 is burn-in period.
Step 7: To construct the HPD credible intervals for ϑ, order the simulated samples as
Then construct all the 100(1 − α)% credible intervals of ϑ as
Here [X] denotes the largest integer less than or equal to X. Then the HPD credible interval of ϑ is that credible interval which has the shortest length.
Simulation study
In this section, we present some experimental results based on a Monte-Carlo simulation study to compare the performance of different methods based on Type-II progressive hybrid censored fuzzy lifetime data. Samples are generated from the considered model for the arbitrarily chosen value of the parameter. The comparison of the performance of the estimators has been made on the basis of mean squared error (MSE). For this purpose, first we have generated Type-II progressive hybrid censored lifetime data from the specified distribution using the algorithm given by Balakrishnan and Cramer (2014) for fixed value of parameter n, m and censoring scheme. Each realization of x was then fuzzified with the corresponding membership function
; otherwise where h i = 0.05x i . We are simulating the situation in which observer is unable to provide exact value of observation and an interval of plausible values
Using these fuzzy numbers we obtained estimate of the unknown parameter ϑ using the four methods provided in the preceding section based on the generated sample. We have also obtained the average length of the HPD credible intervals. After that, we have repeated this process for sufficiently large number of times to obtain the average estimates of the parameter and to get the estimated MSEs of the estimators. respectively for even and odd value of m; Scheme 6:
The samples of Type-II progressive hybrid censored fuzzy lifetime data were simulated using the procedure mentioned above. ML, MM and CA estimates of the parameter are calculated by taking suitable initial value of parameter in the iterative algorithms. Also, Bayes estimate under informative and non-informative priors along with their HPD intervals are calculated.
For this purpose, we use non informative prior α = β = 0 but these priors are improper priors hence to make them proper prior we will take α = β = 0.00001. We have generated posterior sample of size 30000 to obtain the Bayes estimate of parameter using the algorithm discussed in section 3.2 and then first 10000 MCMC iterations (Burn-in period) have been discarded from the generated sequence.
We have repeated the whole process sufficient number times to obtain the average estimates, corresponding mean square errors (MSEs) and HPD interval corresponding to Bayes estimate. The results obtained in this way are summarized and presented in Tables 1-5 .
From Tables 1-3 we note that as the sample size (n), number of failures (m) and prefixed time of termination (T ) increases MSE of all estimators decreases for fixed value of parameter. We may further note that MSE for scheme 1 is less than MSEs for all other schemes and MSE for scheme 2 is greater than MSEs for all other schemes. It may also be noted that the MSE of Bayes estimator is less than all other estimators followed by MLE, MME and CAE in most of the cases. From Table 4 we see that the average length of HPD interval decreases as sample size (n), number of failures (m) and prefixed time of termination (T ) increases for fix value of parameter and the coverage probability for HPD intervals is either equal to the prefixed value (95%) or slightly less than that. From Table 5 we note that the for fixed value of n, m, T and parameter ϑ, MSE of Bayes estimator increases as prior variance increases when informative priors are used to obtain the estimate of parameter. We may further note that the average length of HPD interval increase as prior variance increases. Table 2 : Average MLE, MME, CAE and Bayes estimate of the parameter of Rayleigh distribution based on Type-II progressively hybrid censored fuzzy lifetime data along with corresponding MSE's for fixed value of parameter ϑ = 1, T = 0.6 and varying n, m and censoring scheme (n,m) Scheme MLE MSE MME MSE CAE MSE Bayes MSE (20 
Real data illustration
In this section, we have considered a real data set from Lawless (2011) representing the survival times for ball bearings. The data given arose in tests on endurance of deep groove ball bearings. The data are the number of million revolutions before failure for each of the 23 ball bearings in the life tests and these are:
17. 88, 28.92, 33.00, 41.52, 42.12, 45.60, 48.48, 51.84, 51.96, 54.12, 55.56, 67.80, 68.64, 68.64, 68.88, 84.12, 93.12, 98.64, 105.12, 105.84, 127.92, 128.04, 173.40 Raqab and Madi (2011) indicated that the one-parameter Rayleigh distribution provides a satisfactory fit to the given data set. We are assuming that the result of a random experiment is reported with some imprecision and may be represented by fuzzy numbers
. . , k with membership function given as:
Where h = 0.05x i . It is worthwhile to mention here that for illustration of our methodology we will censor the original data set. We have consider censored sample of size m = 11 and seven different removal schemes. Scheme 1: R 1 = R 2 = · · · = R 10 = 0 and R 11 = 12; Scheme 2: R 1 = 12 and R 2 = R 3 = · · · = R 11 = 0; Scheme 3: R 1 = R 2 = · · · = R 10 = 1 and R m = 2; Scheme 4: R 1 = R 2 = · · · = R 6 = 0, R 7 = R 8 = · · · = R 10 = 2 and R 11 = 4; Scheme 5: R 1 = · · · = R 3 = 0 = R 9 = · · · = R 11 and R 4 = R 5 = 2 = R 7 = R 8 , R 6 = 4 Scheme 6: R 1 = 4, R 2 = · · · = R 5 = 2 and R 6 = R 7 = · · · = R 11 = 0 Also, maximum time of termination of experiment is prefixed as T = 68. For illustration purpose lifetime of fail ball bearings, number of removals after each failure and lifetime of removed unit of the scheme 7 are given in Table 6 . We have obtained the MLE and MME by choosing suitable initial value of the parameter. To obtain the Bayes estimate non-informative prior is considered because enough prior information is not available. Average length of the HPD interval is also calculated. The ergodic mean, posterior samples, posterior density, and histogram corresponding to the removal scheme 7 are plotted in Figure 1 which shows that posterior of parameter ϑ is positively skewed, samples are well mixed and after burn-in period ergodic mean of generated samples become nearly constant. All results are summarized in Table 7 . 
Conclusion
In this paper, we have considered the problem of estimation in the presence of Type-II progressive hybrid censored fuzzy sample. General procedure to obtain the estimators are provided and then Rayleigh distribution is used to validate the results. We have found that Bayesian procedure provides best estimate of the unknown parameter of the Rayleigh model with the smallest MSE among all the four estimators and it is followed by the MLE, MME and CAE. Average width of HPD intervals and coverage probabilities are also calculated and compared. Besides this, another finding of this study is that the estimates based on non-informative prior is less precise than that based on informative prior. It is seen that the removal scheme has an effect on the performance of estimators. Hence, if it is possible to control the removals, scheme with late removals should be chosen. However, the developed method can be used with any removal scheme. The methodology developed in this paper is quite flexible since it can be used with any distribution and will be very useful to the researchers, engineers, statisticians and in the field of medical where such type of fuzzy data is observed. Application of the developed methodology on Type-II progressive hybrid censored fuzzy data from another distribution could be a fruitful future research. 
