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Porewater pressure (PWP) generation leading to soil softening and potential liquefaction in 
sandy soils are pervasive problems during earthquakes. However, our ability to predict the impacts 
of PWP generation on ground motions and the resulting response spectra are not particularly good. 
While software is available to perform nonlinear effective stress site response, there are no 
guidelines for assessing the accuracy of such models. Also, most design codes classify sites 
susceptible to significant softening as Site Class F and require site-specific ground response 
analyses. Even if site-specific analyses are performed, many of these codes require that the 
resulting site-specific acceleration response spectrum not be less than 80% of the code-prescribed 
spectrum computed using Site Class E based on experience from “total stress” analyses and does 
not explicitly account for sites where significant PWP increase is likely to occur. Unfortunately, 
little guidance is available to develop more defensible code commentary. 
 In this research, cyclic and monotonic shear tests have been collected to evaluate and validate 
the modified Vucetic and Dobry (1986) PWP generation model coupled with a 
generalized/Hyperbolic constitutive model (GQ/H+u) implemented in 1D site response analysis 
code DEEPSOIL. Results indicate that the GQ/H+u model provides reasonable estimates of PWP 
increase and stress-strain behavior during cyclic shear element tests but, as expected, cannot 
simulate soil dilation when the excess PWP ratio is high (ru> 0.8). 
Available centrifuge tests and field case studies have been simulated to further validate the 
performance of GQ/H+u model. Again, the GQ/H+u model reasonably approximates PWP 
generation and shear stress - shear strain response in these cases over a wide range of relative 
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density but cannot simulate soil dilation when ru > 0.8. Despite this limitation, the GQ/H+u model 
was able to reasonably capture acceleration response at in the centrifuge tests when either of the 
following criteria were met: (1) computed ru < 0.8; or (2) computed ru> 0.8 and computed 
maximum shear strain was less than the limit shear strain (max < limit). 
A parametric study of both synthetic and published soil profiles has been performed using 
effective stress-based, nonlinear site response analysis. The parametric study yielded liquefaction 
resistances that generally were in excellent agreement with published liquefaction resistance 
curves (Andrus and Stokoe 2000; Kayen et al. 2013) for Vs1 < 200 m/s. The cases where agreement 
was not as good involve sandy soils with Vs1 > 200 m/s, input motions that exhibit near-fault effects, 
and cases where soft clay layers underlie the loose, liquefiable sand layers. Each of these 
conditions are explained and quantified. 
Response spectra were developed based on GQ/H+u model, a hybrid method, and code 
requirements for a number of centrifuge experiments and well-documented field case histories, 
and these spectra then were compared with measurements to assess the validity of these methods. 
For cases in which the computed ru < 0.8 or ru > 0.8 and max < limit by the GQ/H+u model, dilation 
tends to have a limited effect and the GQ/H+u model is likely to provide reasonable estimates of 
response spectra at T > 0.4s. In layers/cases where ru > 0.8 and max > limit, the occurrence of 
dilation spikes can increase spectral accelerations at both short and long periods, making them 
larger than the 80% of Site Class E spectral accelerations. Here, analysis results from the GQ/H+u 
model, as well as results from more sophisticated constitutive models, do not match the measured 
spectral accelerations, particularly if the maximum spectral velocity (Sv) of the input motion occurs 
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at long periods (T > ~1 second). Until models are better able to capture this response on a consistent 
basis, an interim approach may be to envelope the GQ/H+u and 80% of Site Class E spectra for 
use in design. 
The effect of PWP generation on response spectra has been investigated through a parametric 
study, the results of which indicate that a factor of safety against liquefaction triggering (FSliq, 
computed by the cyclic stress method) < 1.4, commonly corresponds to ru < 0.8. As such, a cyclic 
stress-based FSliq < 1.4 can be used as a threshold for defining when NL-ES analysis should be 
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CHAPTER 1: INTRODUCTION 
 
1.1 RESEARCH MOTIVATION  
Porewater pressure (PWP) generation leading to soil softening and potential liquefaction in 
sandy soils are pervasive problems during earthquakes. However, our ability to predict the impacts 
of PWP generation and softening on ground motions and the resulting response spectra are not 
particularly good. Field observations show that large PWP increases generally reduce soil stiffness 
and increase soil damping ratio, which make the softened layer essentially act as a base isolating 
system; in other words, there can be a decrease in ground motion amplitudes at high frequencies 
and an increase in the predominant period of shaking (Youd and Carter 2005; Bradley et al. 2014; 
Kramer et al. 2015; Greenfield 2017).Practitioners who perform site response analysis where 
PWP-induced soil softening are likely to face many questions, including: (1) Do I need to perform 
a site-specific response analysis if PWP increase or liquefaction is expected? (2) What analysis 
tools do I use (equivalent linear v. nonlinear; total stress v. effective stress) and how 
accurate/reliable are my computations? (3) Is the site-specific or existing code-based design 
spectrum over- or under-estimated for the period of my structure when PWP increases? (4) If I 
perform a site-specific analysis, is there a basis for the design code recommendation to limit the 
design spectrum to 80% of the “total stress” spectrum. The research described in this dissertation 
addresses these questions. 
Also, in the past 40 years, the method for liquefaction evaluation has not changed greatly. Due 
to its simplicity and reasonable accuracy for many cases, the most widely used approach in 
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engineering practice to evaluate liquefaction is the cyclic stress approach pioneered by Seed and 
Idriss (1971). Although easy to use, several correction factors such as the stress reduction factor 
(rd), magnitude scaling factor (MSF) and overburden correction factor K used in the method 
contain great uncertainty. Moreover, this total stress-based method does not provide a response 
spectrum for design if liquefaction is likely to occur and may be inconsistent with the results of a 
nonlinear, effective stress site response analysis.  
Consider these issues, it will be helpful to perform liquefaction analysis using nonlinear, 
effective stress-based site response analysis that directly incorporates factors such as rd, MSF and 
K and uses specific input motions and soil profiles to reduce uncertainty. Moreover, more 
reasonable design spectra can be derived directly from a nonlinear effective stress site response 
analysis as effects of soil softening and PWP generation are considered directly. 
 
1.2 OBJECTIVES OF THE RESEARCH 
The objectives of this research are to: (1) evaluate available PWP models implemented in an 
existing one-dimensional (1D) nonlinear, effective stress site response analysis code; (2) use an 
effective stress-based method to evaluate PWP generation and level-ground liquefaction during 
earthquakes using the 1D site response analysis code; (3) quantify changes to response spectra 
when PWP generation and soil softening occur; and (4) develop recommendations for use of such 
response spectra for structural design.  
To accomplish these goals, the author will use element tests to evaluate a number of available 
PWP generation models that can be quasi-coupled with an available modified hyperbolic stress-
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strain constitutive model already implemented in a widely-used 1D site response analysis code, 
DEEPSOIL (Hashash et al. 2016). Additionally, available centrifuge tests and field case studies 
with more complex soil profiles and realistic seismic motions will be modeled using the coupled 
nonlinear, effective stress site response analysis (in DEEPSOIL) to further validate the 
performance of the coupled model in DEEPSOIL. A parametric study of several generalized soil 
profiles will be performed using the nonlinear, effective stress site response analysis in DEEPSOIL 
along with the previously validated PWP generation model(s). The results from the parametric 
study will be compared to existing empirical liquefaction evaluation methods to validate coupled 
nonlinear, effective stress site response analysis. Lastly, changes to ground response resulting from 
PWP generation and liquefaction in the parametric study will be quantified and summarized for 
developing design guidelines. 
 
1.3 ORGANIZATION OF THE RESEARCH  
The current state-of-knowledge about relevant liquefaction topics is briefly reviewed in 
Chapter 2. The typical definition of liquefaction, effects of liquefaction on site response, and 
several commonly used methods to evaluate liquefaction triggering are introduced. Mechanisms 
and differences of equivalent linear analysis, nonlinear total stress analysis, and nonlinear effective 
stress analysis are briefly discussed. Literature related to liquefaction evaluation and site response 
prediction using site response analysis also are reviewed.  
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Chapter 3 introduces several semi-empirical PWP generation models which are used for 
nonlinear effective stress site response analysis. Correlations based on soil index properties are 
proposed to define the curve-fitting parameters for the Vucetic and Dobry (1986) PWP model. 
In Chapter 4, a nonlinear simplified constitutive model (GQ/H+u) which allows the 
consideration of soil shear strength at large shear strain, quasi-coupled with PWP generation 
models, is discussed in detail. Model performance is evaluated using monotonic and cyclic direct 
simple shear tests, and general soil behavior produced by the model is discussed. The performance 
of the GQ/H+u model is evaluated further using several dynamic centrifuge tests, as described in 
Chapter 4. These centrifuge tests involve broadband motions and variable soil profiles with 
variable relative densities. Each centrifuge test has a potentially liquefiable layer which provides 
the opportunity to check the model’s ability to perform liquefaction analysis. Computed and 
measured seismic response in terms PWP generation, acceleration time histories and response 
spectra are compared and the performance of the GQ/H+u model is quantified. 
Chapter 5 describes a broad parametric site response study using typical Western and Eastern 
U.S. input motions, and number of actual soil profiles as well as suite of synthetic profiles. The 
results illustrate the effects of ground motion characteristics and soil properties on site response, 
and these effects are detailed. Also, the liquefaction analysis results from the parametric studies 
and site response analysis for centrifuge tests and field sites are compared with field observations 
and existing empirical liquefaction resistance curves to evaluate the GQ/H+u model’s ability to 
evaluate the triggering of liquefaction.  
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In Chapter 6, response spectrum computed using nonlinear effective stress analysis, a hybrid 
method and code requirements for a number of dynamic centrifuge test shaking events and well-
documented site case histories were compared with measurements. Based on the parametric study 
results, the effect of PWP generation on site response is illustrated. Recommendations for 
“thresholds” where NL-ES site response analysis are needed are proposed. These thresholds are 
based on excess PWP ratio (ru) and factor of safety against triggering level-ground liquefaction 
(FSliq) computed using the cyclic stress method.  
Chapter 7 summarizes the major findings and conclusions from this study and gives 















CHAPTER 2: LITERATURE REVIEW 
 
2.1 DEFINITION OF LIQUEFACTION 
Liquefaction is described as the loss of soil strength and stiffness resulting from porewater 
pressure (PWP) increase and concurrent decrease in effective stress (i.e., soil softening). In the 
field, when liquefaction is triggered by seismic shaking, it can be manifest as sand blows, surface 
settlement, lateral spreading, flow failures, flotation of buried structures, and bearing capacity or 
foundation failure (Figure 2.1). Therefore, these observations are often used as evidence of 
liquefaction triggering in the field. Such kind of liquefaction-related observations, however, 
seldom occur in laboratory tests and the description of “loss of soil strength and stiffness” is too 
broad to apply to laboratory tests. Thus, a more objective and quantitative criterion is needed. The 
most widely used liquefaction criterion in academic research and engineering practice are the 
porewater pressure and strain criteria.  




                         Equation   
Where u = excess PWP (above hydrostatic); and σ'vo = initial effective vertical stress. Under 
level or gently-sloping ground conditions, liquefaction is commonly associated with excess PWP 
increase equal to 'vo (i.e., ru = 1). This condition is sometimes called “initial liquefaction” 
according to Seed and Lee (1966).  
Although the criterion generally performs well, there are still situations when this criterion is 
not applicable. For example, Ishihara (1972) pointed out that ru in sands with a small amount of 
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fines may maximize around 0.9 to 0.95, and ru = 1 is not achieved although the soil behaves as a 
liquefied material (large strain development and very low stiffness during cycling). Similarly, 
cyclic direct simple shear tests performed by Wu et al. (2003) and Kenan (2005) for clean sands 
covering wide range of relative density and consolidation stress showed that ru = 1 is not reached 
in some tests although the samples exhibited large shear strains and “liquefaction-type” behavior. 
Also, as mentioned before, because excess PWP ratio records are unavailable for all but a few field 
cases, the occurrence of liquefaction in the field still is defined mainly based on surface 
manifestations. Additionally, Poulos et al. (1985) concluded that defining liquefaction based on a 
momentary ru = 1 condition is misleading and fundamentally unsound. For example, Kramer et al. 
(2015) suggested that a thick, shallow layer of loose soil can develop a high PWP ratio (ru~0.8) 
and produce sand boils without significant softening normally associated with initial liquefaction 
(ru= 1). Thus, a ru = 1 PWP criterion may be inconsistent with some field observations. 
 Strain-based liquefaction criteria also are widely used in laboratory settings. Here, a soil is 
considered to have liquefied when a specific shear strain amplitude is reached during cyclic loading. 
However, there is no agreement on the specific value of shear strain that should be used to define 
liquefaction. For example, Ishihara (1993) proposed a single amplitude (SA) shear strain of 3% 
and double amplitude (DA) shear strain of 5% as the criterion while other criteria such as SA strain 
of 1.4 to 2% (Boulanger and Idriss 2004) and DA of 6% (Wu et al. 2003) have been recommended.   
Recently, Wijewickreme et al. (2016) developed a stress-strain pattern-based criterion to 
assess liquefaction triggering. According to Wijewickreme, the stress-strain response which 
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reflects change of soil stiffness, is a more important parameter in addressing engineering 
performance than excess pore water pressure or shear strain alone and therefore the pattern changes 
in the stress-strain loops would allow distinguishing between acceptable and unacceptable cyclic 
shear performance. This method, however, requires large amount of work to examine the evolution 
of pattern change between stress-strain and makes it hard to use when large amount of liquefaction 
analyses during parametric study are performed. 
 
2.2 EFFECTS OF PWP INCREASE ON SITE RESPONSE 
PWP increase can significantly impact ground shaking because the increase of PWP decreases 
effective stress and thus decreases soil shear stiffness during seismic shaking. As a result, the 
predominant period of the site is lengthened and soil damping increases, which makes the softened 
layer act as a base isolating system; in other words, there maybe a decrease in ground motion 
amplitude at high frequencies and an increase in the predominant period of shaking. These effects 
impact the design and performance of foundations and structures, and result in significant design 
challenges for geotechnical and structural engineers. Unfortunately, current tools used to predict 
these effects are in their infancy and few guidelines are available for making such predictions. 
Local soil conditions influence the characteristics of earthquake ground shaking and these 
effects must be taken into account when specifying ground shaking levels for seismic design. 
These effects are quantified via site response analysis, which involves the propagation of 
earthquake motions from the base rock through the overlying soil layers to the ground surface. In 
1982, the first downhole accelerometer array in the United States was installed at the Wildlife site 
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(Wildlife Liquefaction Array, WLA; Holzer and Youd 2007) in Imperial Valley, California. Only 
five years after installation, the WLA was shaken by two significant earthquakes: the 1987 Elmore 
Ranch (M 6.2) and Superstition Hills (M 6.6) earthquakes. The latter earthquake was strong 
enough to trigger significant PWP increase and liquefaction at WLA as evidenced by: (1) ground 
motion incoherence that occurred between the surface and downhole accelerometers starting 
around 18 – 20 seconds into the time history (Figure 2.2); (2) the moderate to large lateral spread 
at the site; and (3) the numerous sand boils at the site. While similar behavior was recorded during 
the 1964 Niigata earthquake (Aki 1988), the WLA record is rather unique and has both surface 
and downhole recordings. As a result, numerous investigators have studied this case history 
(Holzer et al. 1989; Dobry et al. 1989; Thilakaratne and Vucetic 1990; Elgamal and Zeghal 1992; 
Zorapapel and Vucetic 1994; Holzer and Youd 2007; Groholski et al. 2014; among others). These 
investigators have examined the ground motions and have tried to predict the observed behavior 
using various site response analysis tools.  
Since this event, other sites have provided recordings that illustrate the effects of PWP 
increase and soil softening on ground motions, including the Treasure Island site, the Alameda 
Naval Air Station array near San Francisco, California (Borcherdt and Glassmoyer 1994; Carlisle 
and Rollins 1994) and the Port Island downhole instrument array in Kobe, Japan (Iwasaki and Tai 
1996; Elgamal et al. 1996; Wang et al. 2001). Youd and Carter (2005) studied these recordings 
and concluded that “PWP increase, soil softening, and liquefaction generally decreases short 
period (T < 1s) spectral accelerations and amplifies long period (T > 1s) accelerations. However, 
the short period Sa decrease often doesn’t occur if PWP increases later during shaking.”  
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Kramer et al. (2015) performed time-frequency analysis using the Stockwell transform 
method (Stockwell 1996) to investigate the evolution of frequency content in recorded ground 
motions from the liquefied Kawagishi-cho site during the 1964 Niigata earthquake. This analysis 
revealed a dramatic reduction in amplitude and predominant frequency after about11-12 sec, 
indicating triggering of liquefaction (Figure 2.3).  
The effect on site response of soil dilation during liquefaction also has been discussed by 
Kramer et al. (2015). Dilation can cause the effective stress and stiffness to increase so that the 
later portion of stress pulse travels faster than the early portion. This causes a temporal focusing 
of energy in the pulse referred to as “de-liquefaction shock waves” by Kutter and Wilson (1999), 
which result in sharp high-frequency spikes of acceleration superimposed upon the long-period 
response of the softened soil. They found when a profile containing liquefied soil is subjected to 
continuing strong input motion, dilation-induced acceleration pulses can strongly influence the 
short-period portion of the response spectrum. 
Gingery et al. (2015) collected 19 strong ground motion recordings from shallow crustal 
earthquakes at liquefied sites to investigate the effect of liquefaction on response spectra. For each 
recording at a liquefied site, the surface response spectrum was calculated and compared with the 
corresponding Next Generation Attenuation (NGA) ground motion prediction equations (GMPEs) 
estimates. As the NGA GMPEs do not account for liquefaction, the comparison helps quantify 
differences between response spectra for sites that did and did not liquefy. Gingery et al. (2015) 
concluded that spectral accelerations at liquefied sites are higher at longer periods, slightly lower 
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at intermediate periods and slightly higher at short periods compared to NGA GMPE estimates as 
shown in Figure 2.4, consistent with previous studies. 
In summary, PWP generation can induce great influence on site response. The analysis result 
cannot be expected to be reliable without reasonably simulating the effect of PWP generation 
during shaking. Although software is available to perform nonlinear effective stress site response, 
there are no detailed studies for assessing the reliability of such methods in practice, and detailed 
guidelines for performing required site specific analysis at liquefied sites are limited. Most design 
guidelines (e.g., FEMA 1050/NEHRP 2015, MCEER/ATC-49) and building codes which adopt 
these guidelines (e.g., ASCE 7-16; 2015 IBC) classify sites susceptible to liquefaction as Site Class 
F and require site-specific ground response analyses. Even if site-specific analyses are performed, 
many of these codes require that the resulting site-specific spectrum not be less than 80% of the 
code-prescribed spectrum that would be obtained by neglecting softening (i.e., using Site Class D 
or E depending on the soil profile). This prescription is based on experience from “total stress” 
analyses and has only sparse empirical evidence supporting its use for sites where PWP increase 
is likely to occur. Furthermore, this and similar requirements may be unconservative for some 
structures (e.g., long period structures; Youd and Carter 2005). Unfortunately, little guidance is 
available to develop more defensible code commentary. Also, liquefaction is not an “on/off” 
phenomenon. PWP may increase significantly without causing liquefaction. In these cases, most 
structural design codes do not require a site-specific response analysis and provide little (or no) 




2.3 LIQUEFACTION EVALUATION AND SITE RESPONSE ANALYSES 
2.3.1 Introduction 
Most practitioners address site response for sites susceptible to PWP increase by 
independently performing a site response analysis and then assessing liquefaction potential. The 
most widely used approach to evaluate liquefaction is the cyclic stress approach (i.e., simplified 
method) pioneered by Seed and Idriss (1971). The cyclic stress approach addresses the triggering 
of liquefaction but does not provide an estimate of the corresponding surface accelerations, nor an 
estimate of the ru-values generated by shaking (if ru is less than unity). 
Site-specific response analysis using 1D wave propagation is by far the most common 
approach for evaluating ground response to seismic shaking. The equivalent linear, total stress 
approach, pioneered and popularized in the program SHAKE (Schnabel et al. 1972) generally is 
not suitable for conditions where the soil response is highly nonlinear and the level of shaking is 
strong – conditions commonly associated with PWP buildup and liquefaction. Nonlinear analysis 
codes are available to better represent soil nonlinear response for these cases. These codes often 
employ a total stress approach, ignoring PWP generation due to cyclic loading of the soil. While 
a significant improvement over equivalent linear approaches, nonlinear total stress methods are 
not widely used and lack clear guidance for their correct use (Kwok et al. 2007), and also generally 
are not suitable when PWP generation is likely to occur. Several site response codes including 
DESRA-2, SUMDES, D-MOD, TESS, FLAC, DEEPSOIL and OpenSees can employ a nonlinear 
effective stress approach and offer a comprehensive, quasi-coupled or fully-coupled approach to 
analyze both PWP increase and the resulting ground motions. However, there remain numerous 
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uncertainties in performing nonlinear effective stress site response analysis, especially related to 
selecting appropriate PWP generation functions. One target of this study is to address these issues 
and uncertainties. 
 
2.3.2 Cyclic Stress Approach for Liquefaction Analysis 
The cyclic stress approach proposed by Seed and Idriss (1971) compares the cyclic resistance 
ratio (CRR) of a soil layer (i.e., the cyclic shear stress ratio required to cause liquefaction) to the 
earthquake-induced cyclic shear stress ratio (CSR). The CRR for level-ground is a function of the 
soil relative density as represented by an index property measure (e.g., SPT blow count), the fines 
content of the soil (incorporated through a fines content adjustment of the index test), the in-situ 
effective vertical stress (incorporated by a factor Kσ), and possibly other factors related to the 
geologic history of the soil. Index measurements (i.e., SPT, CPT, or shear wave velocity values) 
are used to estimate liquefaction resistance via empirical boundaries that separate case histories 
where liquefaction has and has not been observed in past earthquakes.  
The seismic demand is estimated as a cyclic stress ratio using the simplified equation 









rd                 Equation   
Whereamax = surface peak ground acceleration accounting for site amplification effects (in units of 
g); g = acceleration of gravity; vo = initial total vertical stress at the depth being evaluated; 'vo = 
initial effective vertical stress at the depth being evaluated; and rd = stress reduction coefficient. A 









MSF ∙ Kσ             Equation   
whereMSF= magnitude scaling factor that is used to empirically account for the duration of 
shaking or number of cycles corresponding to a M7.5 earthquake; and K = correction factor to 
consider the effect of consolidation stress on liquefaction resistance. 
The cyclic stress method developed from empirical evaluations of field observations. Most 
of the case history data was collected from level to gently sloping terrain underlain by Holocene-
age (or younger) alluvial or fluvial sediment at depths less than 50 feet. Therefore, the cyclic stress 
method is most directly applicable to these site conditions. In addition, the cyclic stress method 
estimates the earthquake-induced cyclic shear stress ratio based on coefficients, rd and MSF, which 
contain great uncertainty (Figure 2.5). For these reasons, it is recommended by Boulanger and 
Idriss (2014) that the CSR at depths greater than about 20 m be based on site response analysis.  
 
2.3.3 Equivalent Linear Total Stress Site Response Analysis 
Idriss and Seed (1967) first proposed an equivalent linear approach for site response analysis 
that calculates an approximate nonlinear response through a linear analysis with equivalent soil 
layer properties adjusted to account for modulus reduction during earthquake shaking. The 
equivalent linear shear modulus (G) is generally taken as a secant shear modulus, and the 
equivalent linear damping ratio () is taken as the damping ratio that produces the same energy 
loss in a single cycle as the actual hysteresis loop. Since the computed strain level depends on the 
equivalent linear properties, an iterative procedure is required to ensure that the properties used in 
the analysis are compatible with the computed strain levels in all layers. The iterative process 
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involves a series of linear analyses that can be performed either in the frequency or time domain, 
as it is not possible to determine maximum level of strain in each layer of soil profile before 
analysis is completed.  
During equivalent linear analysis, the first step is to estimate the stiffness and damping 
properties for each layer and then perform a wave propagation analysis to calculate shear strain 
time histories. After the analysis is complete, the stiffness and damping properties are updated 
based on the effective shear strain in each soil layer, which is defined as (Idriss and Sun 1992): 
γeff = Rγγmax = (
𝐌−1
10
) γmax               Equation   
From this effective shear strain, new equivalent linear values G and  are chosen for the next 
iteration. The iteration is repeated until differences between the computed shear modulus and 
damping ratio values in two successive iterations fall below some predetermined value in all layers 
(Kramer 1996). 
Even though the process of iteration allows nonlinear soil behavior to be approximated, the 
strain-compatible soil properties are constant throughout the duration of shaking and cannot 
capture the changes in soil stiffness that actually occur. 
 
2.3.4 Nonlinear Site Response Analysis 
Nonlinear methods analyze the actual nonlinear response of a soil deposit using direct 
numerical integration in the time domain. By integrating the equation of motion in small time steps, 
any linear or nonlinear stress-strain model or advanced constitutive model can be used to represent 
the soil layers. At the beginning of each time step, the stress-strain relationship is used to obtain 
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the appropriate soil properties for that time step. By this method, a nonlinear inelastic stress-strain 
relationship can be followed in a set of small incrementally linear steps, making nonlinear analysis 
more realistic than equivalent linear analysis. Several site response analysis codes, such as DESRA, 
DMOD, and DEEPSOIL, have been developed for nonlinear 1-D analyses. Also, programs such 
as finite difference programs (e.g., FLAC) and finite element programs (e.g., OpenSees and LS-
DYNA) can incorporate more sophisticated 2-D nonlinear cyclic soil response.  
As indicated by Youd and Carter (2003), at sites that experience significant PWP generation 
and liquefaction, both equivalent linear and nonlinear total stress site response analysis yields poor 
agreement between the computed and measured behavior. An alternative way to evaluate ground 
response (and potentially liquefaction susceptibility) is via a nonlinear, effective stress site 
response analysis that includes PWP generation and dissipation. This more rigorous analysis 
requires additional parameters to describe both the cyclic stress-strain behavior and PWP 
generation characteristics of the soil.  
In recent years, computational advances have enabled several methods to conduct effective 
stress site response analysis. For example, Matasovic (1993) proposed a quasi-coupled model by 
introducing degradation indices for shear stress and shear modulus to link the modified Konder-
Zelasko (MKZ) hyperbolic constitutive model and Vucetic and Dobry (1986) PWP generation 
models. By updating the value of ru every half cyclic cycle, degradation of soil stiffness due to 
increase of ru is considered. Several site response analysis codes, such DESRA, DMOD, and 
DEEPSOIL have been developed that employ this simplified coupled approach. More advanced, 
mechanics-based constitutive models have also been proposed, including UBCSAND (Beaty and 
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Byrne 2001), PM4Sand (Boulanger and Ziotopoulou 2015), PDMY2 (Elgamal et al. 2002; Yang 
et al. 2008), among others. By fully coupling the constitutive and PWP generation models, general 
soil behavior can be simulated.  
When evaluating the performance of these models, the model parameters are first calibrated 
based on a series of elements tests performed on specific soil specimens, and then performance of 
the calibrated model is evaluated through comparison with centrifuge tests or field case histories. 
However, evaluation and calibration of the model parameters are complex and require a rich 
knowledge of plasticity theory and sophisticated laboratory testing, which has restricted the use of 
effective stress analysis in engineering practice. Considering these issues, protocols for practical 










Figure 2.1 Manifestations of liquefaction: (a) sand blow; (b) ground settlement; (c) lateral 




Figure 2.2 Ground motions recorded at the Wildlife Liquefaction Array surface and downhole 
accelerometers during the 1987 Superstition Hills earthquake (M 6.6) (modified from Holzer et 
al. 1989) 
 









Figure 2.3 Normalized Stockwell spectra for Kawagishi-cho records (red color denotes high 











Figure 2.4 Spectral acceleration amplification ratio by Gingery et al. (2015) using GMPE by (a) 
Abrahamson and Silva (2008); (b) Boore and Atkinson (2008); (c) Cambell and Bozorgnia 





















CHAPTER 3: PWP GENERATION MODEL FOR SITE RESPONSE ANALYSIS 
 
3.1 CLASSIFICATION OF EMPIRICAL PWP GENERATION MODELS 
As discussed in Chapter 2, PWP increase in sandy soils during shaking reduces soil stiffness, 
which in turn causes increased shear strain and further excess PWP generation. These effects can 
significantly influence ground response during shaking. In some cases, excess PWP approaches 
the effective vertical stress, triggering liquefaction. Therefore, understanding this cyclic PWP and 
stress-strain response of sandy soils is a major concern of geotechnical and earthquake engineering. 
A number of models have been proposed, and generally can be grouped as stress-based models, 
strain-based models, and energy-based models. 
 
3.1.1 Stress-based Models (Seed et al. 1975; Park and Ahn 2013) 
A number of PWP generation models are based on cyclic shear stresses. One of the more 
widely-known models is that proposed by Seed et al. (1975). Using experimental data from de 














− 1])                Equation  .1 
where N = number of applied uniform cycles of loading; Nliq = number of cycles required to cause 
liquefaction in the soil; and  = empirically determined calibration parameter. Polito et al. (2008) 
statistically reevaluated the Seed et al. (1975) methodology and concluded that the model 
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coefficient α can be estimated as a function of cyclic stress ratio (CSR), fines content (FC), and Dr, 
as follows: 
α = 0.01166FC + 0.007397D𝑟 + 0.01034CSR + 0.5058        Equation  .2 
However, one deficiency of this model is that Eq. 3.1 only adapts to uniform cycles with 
constant cyclic shear stress amplitude, and there is significant uncertainty in converting transient 
earthquake excitations to equivalent harmonic cycles. To convert the irregular motions into regular 
cycles, generally an equivalent uniform stress level of 0.65maxis adopted as a standard and the 
effects of 1 cycle at other stress levels are expressed in terms of equivalent cycles at a stress level 
of 0.65max. Proceeding on this basis, the equivalent numbers of cycles at a stress level of 0.65max 
corresponding to 1 cycle at any other stress level can be plotted, as shown in Figure 3.1. Once 
equivalencies are established, the number of cycles at different stress levels can be converted to 
an equivalent number of cycles at 0.65max for any irregular time history. Another disadvantage of 
this method is the difficulty in estimating Nliq. To estimate Nliq, curves similar to those shown in 
Figure 3.2must be defined for individual sands using cyclic shear tests. These curves are not 
universal, making it difficult to estimate Nliq in practice.  
Park and Ahn (2013) also developed a stress-based excess porewater pressure generation 
model which uses the concept of damage parameter to account for the accumulation of stress. The 









2β                  Equation  .3 
where the damage parameter, D, at each time step can be calculated as: 
𝐷𝑖+1 = 𝐷𝑖 + ∆𝐷                      Equation  .4 
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∆D = 2(CSR𝑖+1 − CSR𝑡)
𝛼                 Equation  .5 
and r𝑢 = excess porewater pressure (PWP) ratio; 𝐷𝑟𝑢=1 = damage parameter at the initiation of 
liquefaction; CSRt = threshold shear stress ratio; 𝛼 = calibration parameter; and β = empirical 
constant. However, similar to the deficiency of the stress-based model proposed by Seed et al. 
(1975), values of 𝐷𝑟𝑢=1 and calibration parameter α must be calibratedfor individual sands using 
cyclic shear tests, making this method difficult to use. 
 
3.1.2 Strain-based Models (Dobry et al. 1986) 
Vucetic and Dobry (1986) developed a unique relationship between PWP ratio (ru) cyclic 
shear strain amplitude (c), and the number of loading cycles (Nc) based on the results of undrained, 





                      Equation  .6 
where ru,N = residual excess porewater pressure ratio at cycle N; f = 1 or 2 depending on whether 
cyclic loading is generated by one- or two-dimensional loading; p, F, and s = curve-fitting 
constants; and tvp = volumetric threshold shear strain, which is defined as the shear strain threshold 
below which no significant excess PWP is generated during cyclic loading. This shear strain is 
usually between 0.01 and 0.02% for most sands (Dobry et al. 1982). This procedure can be readily 




3.1.3 Energy-based Models (Green et al. 2000; Polito et al. 2008) 
Energy-based models attempt to link the change in excess PWP to the energy dissipated per 
unit volume of soil during cyclic loading. Although numerous energy-based models exist, the GMP 
model proposed by Green et al. (2000) and Polito et al. (2008) most readily implemented. In the 




≤ 1                       Equation  .7 
where Ws=energy dissipated per unit volume of soil divided by the initial effective mean stress; 
and PEC= pseudo energy capacity (a calibration parameter). For undrained cyclic triaxial and 
simple shear tests, respectively, increments of Ws can be related to increments of stress and strain 




∑ (𝜎𝑑,𝑖+1 + 𝜎𝑑,𝑖)( 𝑎,𝑖+1 − 𝑎,𝑖)
𝑛−1




∑ (𝜏𝑖+1 + 𝜏𝑖)(𝛾𝑖+1 − γ𝑖)
𝑛−1
𝑖=1        (simple shear)       Equation  .9 
where n = number of load increments applied to specimen; 𝜎𝑑,𝑖  and 𝜎𝑑,𝑖+1= applied deviator 
stresses at load increments “i” and “i+1”; 𝑎,𝑖 and 𝑎,𝑖+1= axial strains at load increments “i” and 
“i+1”; 𝜏𝑖, 𝜏𝑖+1 and γ𝑖,𝛾𝑖+1=applied shear stresses and shear strains at load increments “i” and 
“i+1”. Polito et al. (2008) related PEC to Dr for sands with FC < 35% as: 
ln(PEC) = exp(0.0139Dr)-1.021              Equation  .10 
The GMP energy-based model does not require transient earthquake excitation to be converted 
to a number of equivalent harmonic loading cycles, and captures the effects of stress or strain 
history on γ versus ru response by relating the change in u to Ws during the same loading cycle. 
However, as the values of shear strain and shear/normal stress at each time step are required for 
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the calculation of Ws, the complete stress-strain history or a constitutive model that enables the 
estimation of stress strain behavior during shaking is needed.  
 
3.2 DEVELOPMENT OF EMPIRICAL CORRELATION FOR VUCETIC-DOBRY PWP 
MODEL 
3.2.1 Introduction 
The Vucetic and Dobry (1986) strain-based PWP generation model is examined more closely 
in this section, as it has been implemented in widely-used codes for 1D site response analysis such 
as D-MOD (Matasovic 1993; Matasovic and Ordóñez 2012) and DEEPSOIL (Hashash et al. 2016). 
However, the Vucetic and Dobry (1986) model curve-fitting parameters historically must be 
defined using a complex suite of strain-controlled laboratory cyclic compression tests or estimated 
crudely from curve-fitting parameters defined for a limited number of sands in the D-MOD2000 
Manual (Matasovic and Ordóñez 2012). Recently, Carlton (2014) developed correlations to relate 
the Vucetic-Dobry curve-fitting parameters to shear wave velocity (Vs) and fines content (FC). 
There is considerable uncertainty in the Carlton (2014) correlations and the data are limited to the 
cases reported by Matasovic (1993). 
Consider these issues, this chapter describes an empirical correlation that is proposed, 
calibrated, and preliminarily validated for the curve-fitting model parameters in the Vucetic-Dobry 
PWP generation model. The correlations relate soil index properties to the model parameters 
defined from a suite of cyclic shear tests performed on different sands. To facilitate parameter 
selection for sands outside of the calibration database, the author discusses the physical basis for 
27 
 
the correlations. Lastly, this section illustrates how the strain-based Vucetic-Dobry model can be 
used to evaluate PWP generation in stress-controlled tests and validity of the proposed correlations. 
 
3.2.2 Laboratory Database 
To compute the Vucetic-Dobry model parameters in Equation (3.5) and develop empirical 
correlations to estimate these parameters, the author collected 92 cyclic shear tests performed on 
a number of clean sands. Table 3.1summarizes these tests. As shown in Table 3.1, the calibration 
database includes wet-pluviated and moist-tamped specimens tested in stress- and strain-controlled 
cyclic direct simple shear (cDSS) and cyclic triaxial compression (cTC); relative densities that 
ranged from 30 to 90%; and consolidation vertical stresses that ranged from 40 to 196 kPa under 
both Ko-consolidation and equal all-around consolidation. The database includes tests on Santa 
Monica Beach (SMB) sand performed by Matasovic (1993) as part of his early parameter 
calibration efforts. It is noteworthy that parameters for the SMB sand were obtained from tests that 
Matasovic (1993) described as not “perfectly strain-controlled.”  
To validate the proposed correlations, the author collected an additional 40 cyclic shear tests 
performed on several clean sands. Table 3.2 summarizes the validation test database. Similar to 
the calibration database, the validation database includes five sands tested in stress-and strain-
controlled cDSS, strain-controlled cTC, and strain-controlled cyclic torsional shear; relative 
densities that ranged from 30 to 80%, and consolidation vertical stress that ranged from 50 to 207 
kPa under both Ko-consolidation and equal all-around consolidation. Specimen preparation 




3.2.3 Parameter Determination forVucetic-Dobry Model 
As discussed in section 3.1.2, the Vucetic-Dobry model can be expressed in the form of Equation 









s           Equation  .11 
Figure 3.3 illustrates the Vucetic and Dobry (1986) method to derive the parameters F, s and 
p. As an example, Figure 3.3(a) presents a series of stress-controlled cDSS tests performed on 
Monterey sand (Wu et al. 2003) at Dr = 60% in terms of 1/Nc and 1/ru,N. Following the approach 
used by Matasovic (1993) for SMB sand, stress-controlled tests where the first several stress cycles 
yield similar shear strains (i.e., differences less than 30%) can be treated as a strain-controlled test 
with c averaged from those initial cycles. At a constant c, each test yields a roughly linear relation 
between 1/Nc and 1/ru,N, with a y-intercept of 1/p and an inverse slope of g(c), where g(c) = F(c 
– tvp)
s.  
Generally, reasonable g(c) trends can be defined such that 1/pis constant for a given relative 
density, as illustrated in Figure 3.3 (a). As Nc increases, Eq. (3.11) indicates that 1/ru ≈ 1/p; thus, 
the value of p defines the ru value corresponding to a large number of cycles. While the g(c) trend 
for a particular strain may exhibit a 1/ru intercept larger than unity (e.g., if considered alone, the  
= 0.17% data in Figure 3.3(a) exhibit a best-fit linear intercept of 1/ru ≈ 2), for many soils, even 
dense soils, ru approaches unity if c>tvp. As such, p ≡ 1 for this study. Regression results 
presented by Dobry (1985), Vucetic and Dobry (1986), and Matasovic (1993) also suggest that p 
→ 1 in most cyclic shear tests. In this study, all tests were cycled in one direction, thus, f = 1.  
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Values of g(c) are plotted against c (Figure 3.3b) to define F and s. The parameter s controls 
the curvature of the relation, while F controls the general inclination. For a given value of F (and 
tvp ≥ 0.02%), the relation between g(c) and c becomes linear when s = 1, and is nonlinear when 
s ≠ 1. Generally, a linear correlation between g(c) and c yielded the best fit of the laboratory 
data (i.e., largest r2); therefore, s ≡ 1 in this study. Similarly, Matasovic (1993) found s = 1 for 
the sands that he evaluated.  
Dillon (2016) performed strain-controlled drained and constant volume cDSS tests on several 
sands to investigate the effects of drained preshearing. In this study, Dillon found that constant 
volume tests performed on sands at small to moderate cyclic shear strains generated PWP during 
cycling, but did not approach ru = 1.0, even after several thousand cycles of shearing. For example, 
the c = 0.17% data in Figure 3.3(a) exhibit a best-fit linear intercept of 1/ru ≈ 2, not ru = 1. Dillon 
(2016) identified a “second” threshold shear strain, tvp ≈ 0.05%, where constant volume tests with 
c > ~0.05% often eventually reached ru = 1.0. When used in conjunction with the Vucetic-Dobry 
PWP model with p = 1 (i.e., ru → 1 if c > tvp), the typical tvp = 0.02% commonly overestimates 
ru for cyclic events with small to moderate cyclic shear strain. However, using the second threshold 
shear strain of tvp = 0.05% (Dillon 2016) results in a better fit for ru when the sand is subjected to 
small to moderate c. Figure 3.4 compares the calibration results using tvp = 0.02% and 0.05%. As 
illustrated in the figure, the calibration using tvp = 0.05% yields a slightly better fit to g(c) data 
(which describe the rate of ru generation) and slightly larger values of the parameter F. This 
improved fit is particularly important for medium dense to dense sands which may experience only 
small to moderate shear strains during strong shaking.  
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Defining p = 1 and s = 1 means that only the parameter F, which directly correlates to PWP 
generation, needs to be related to soil properties. This calibration is described below. 
 
3.2.4 Development of Correlation for Parameter, F 
Generation of excess PWP is influenced by numerous factors related to soil resistance and 
loading intensity. Previous studies have strongly correlated two index properties, relative density 
(Dr) and uniformity coefficient (CU), to PWP generation. Relevant findings are described below. 
 
3.2.4.1 Effect of relative density on PWP generation 
Many researchers (e.g., Dobry 1982; Green et al. 2000; Kenan 2005; Polito et al. 2008; Cetin 
et al. 2012; among others) have associated Dr with PWP generation models. At a given 
consolidation stress, dense sands are more dilative than loose sands and tend to generate less 
positive excess PWP during undrained cyclic shearing. Furthermore, for sands under the same 
conditions (i.e., consolidation stress, c, Nc), as Dr increases, a lower rate of PWP generation is 
expected, as illustrated in Figure 3.5.  
 
3.2.4.2 Effect of uniformity coefficient on PWP generation 
The uniformity coefficient (CU =D60/D10, where D60 and D10 are the grain diameters 
corresponding to 60% and 10% finer by weight, respectively) also appears to influence PWP 
generation. Some researchers have shown that uniformity coefficient (CU) can be used as a proxy 
for compressibility. For example, Li (2013) performed numerous undrained monotonic TC tests 
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on Hostun sand and spherical glass balls to investigate the influence of changes in gradation on 
soil response. Hostun sand and glass ball specimens were prepared by moist tamping, saturated, 
and consolidated to identical Dr (~42%) and consolidation stresses, but were reconstituted from 
samples with different values of CU, ranging from 1.1 to 20. As shown in Figure 3.6, higher CU 
values (at a given Dr and 'c) generate higher ru, at nearly all strain levels (0.5% - 20%), therefore, 
the results also should apply to small to moderate cyclic axial strains.  
Castro (1982) measured critical state lines (CSL) for several Banding sand gradations with 
CU = 1.35 to 1.80. The state parameter (Been and Jefferies 1985),  = eo – ecs (where eo = void 
ratio before shear at a given effective stress and ecs = void ratio at critical state for the same 
effective stress), is commonly used to reflect soil behavior during shear. Castro (1982) concluded 
that as CU increases, the position of the CSL drops in e-log ' space. Figure 3.7 presents state 
parametervalues for each Banding sand gradation as a function of Dr (at 'c = 100 kPa). When the 
specimens were prepared at the same Dr, gradations with lower CU values are more likely to dilate 
and generate less positive excess PWP during undrained monotonic or cyclic shear. Considered 
alternately, for a given depositional energy well-graded sands (higher CU) will have a higher Dr 
than poorly-graded sands (lower CU). Therefore, when sand gradations with various CU values are 
prepared to the same Dr, the well-graded sand will be more contractive than the poorly graded sand.  
 
3.2.4.3 Effect of consolidation stress on PWP generation 
Dobry et al. (1982) performed strain-controlled cTC tests on Sand No. 1 and Monterey No. 
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0 sand with 'c = 20 to 200 kPa and suggested that for a given c, Nc and Dr, PWP generation was 
not very sensitive to changes in consolidation stress. Liang (1995) performed strain-controlled 
cyclic torsional shear tests on Reid Bedford sand with Dr = 60% and 70% and 'c = 41, 62, and 
124 kPa. Cyclic shear strains ranging from 0.15% to 1.02% were applied until liquefaction was 
triggered. For a given Dr, consolidation stress did not affect the number of cycles required to trigger 
liquefaction. Similarily, Bhatia (1983) performed strain-controlled cyclic simple shear on Ottawa 
sand with Dr = 45% and 'c = 100, 200 and 300 kPa and. Cyclic shear strain of 0.1% and 0.2% 
were applied and similar PWP ratio is generated with number of cycles at various consolidation 
stress for a given shear strain. In contrast, using drained cyclic direct simple shear tests, Duku et 
al. (2008) illustrated that increasing consolidation stress (for 'c < 400 kPa) resulted in smaller 
volumetric strains. In undrained conditions, this finding translates to less PWP generation. For this 
study, based on work by Dobry et al. (1982), Liang (1995), Bhatia (1983), and others (e.g., Wu et 
al. 2003), the effect of consolidation stress on PWP generation appears to be relatively limited for 
c  < ~ 1%, 'c < ~300 kPa, and Dr < ~70%. Sufficient data were not available to examine higher 
consolidation stresses; thus, consolidation stress was not included in the current parameter F 
correlation. However, more research on this topic is warranted. 
Guided by the observations that the value of F, which reflects the rate of PWP generation, 
should be inversely related to Dr and directly related to CU, Figure 3.8 presents a new correlation 
between F, CU, Dr (or normalized standard penetration test blow count [(N1)60] or normalized cone 
penetration test tip resistance [qt1]). Correlations from Kulhawy and Mayne (1990), Shahien (1998), 
and Jamiolkowski et al. (2001) were used to estimate (N1)60 and qt1 from Dr and 'v. Referring to 
33 
 
Table 3.1, tests on Monterey, Yatesville, SMB and aggregate sands were analyzed to compute 
values of F using the method shown in Figure 3.3. Note that each data point in Figure 3.8 was 
derived as shown in Figure 3.3 from at least three cyclic strain amplitudes. For SMB sand, the 
value of F reported by Matasovic and Vucetic (1993) was used directly. The correlation was guided 
by the observations that F, which reflects the PWP generation rate, should be inversely related to 
Dr (for Dr < ~70%) and directly related to CU. Additionally, at higher Dr, Monterey sand exhibited 
F ~ constant. The proposed correlation applies to clean, subangular to subrounded silica sands. 
Laboratory data needed to compute F for sands with high fines contents, high gravel content, other 
grain shapes, and other mineralogies were not available in the literature.  
 
3.2.5 Validation of Proposed Correlation 
As described earlier, the Vucetic-Dobry PWP generation model is a strain-based model; 
however, as is shown in Table 3.1, many tests in calibration database are stress-controlled tests 
where shear strain amplitude is not constant. However, in many of these tests, the first several 
stress cycles yield similar shear strains (i.e., the difference between the minimum and maximum 
c< 30%), allowing the initial loading cycles to be treated as a strain-controlled test with c 
averaged from those initial cycles. Matasovic (1993) used a similar approach in deriving Vucetic-
Dobry PWP parameters from stress-controlled tests. 
To validate the proposed correlation, the author collected a separate database of laboratory 
cyclic TC, DSS, and torsional shear tests that were presented in Table 3.2. These tests involve 
clean, subrounded to subangular, silica sands that are commonly used for laboratory and centrifuge 
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test programs. Relatively densities ranged from 30 to 80% and consolidation stresses ranged from 
50 to 207 kPa.  
Similar to the calibration database, many tests in validation database are stress-controlled 
cyclic shear tests where shear strain amplitude is not constant. To apply the Vucetic-Dobry PWP 
model to these tests, the author employed the Vucetic et al. (1986) equivalent number of cycles 
approach. In this approach, for every half cycle, the strain amplitude c and ru at the beginning of 
this half cycle are first defined. After that, by rearranging Equation (3.11), the equivalent number 
of cycles, Neq, for this c  needed to develop the ru at beginning of this half cycle in a constant strain 






                  Equation  .12 
Once the current Neq is computed, a new residual ru at the end of the half cycle can be calculated 
as: 





                Equation  .13 
Values of F for these sands were defined using the proposed correlation in Figure 3.8. 
To quantify differences between measured and computed ru values (as a function of measured 
residual ru at each cycle), residual ru values were computed as  = ru,measured-ru,computed. A residual 
of zero implies an accurate and unbiased model, while positive and negative residuals indicate 
under- and over-estimations, respectively.  
Figure 3.9(a) presents residuals, calculated for all tests in validation database, and includes a 
least-squares-regressed linear trend line. The linear trend line illustrates that the parameter F 
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correlation coupled with the Vucetic-Dobry PWP generation model has only small bias to under-
estimate PWP at small ru values.  
As mentioned before, Carlton (2014) developed the correlations shown in Figure 3.10 to relate 
shear wave velocity, Vs, and fines content, FC, to the Vucetic and Dobry (1986) PWP generation 
model parameters F and s. As illustrated in the figure, there is considerable variation in measured 
Vs and FC at several sites, resulting in some uncertainty of determining parameter F and s. The 
Carlton (2014) correlations also were assessed using the validation database. The Vs-Dr-'v 
correlation from Menq (2003) was used to estimate values of Vs for the laboratory tests. Figure 
3.9(b) shows the residuals for ru values computed using the Carlton (2014) correlations. These 
correlations yield reasonable ru values in clean sands, but the proposed F correlation in this 
technical note exhibits improved residuals and bias.  
Figure 3.11 compares the proposed and Carlton correlations for individual tests on Monterey 
and Aggregate sand specimens. Monterey sand has a relatively low CU = 1.4 while Aggregate sand 
has higher CU = 3.7. The Carlton (2014) correlations suggest F = 1.1 and 1.0 for the Monterey and 
Aggregate sand specimens, respectively, while over- and under-estimating ru, respectively. In 
contrast, the proposed correlation yields F = 0.7 and 3.3, respectively, for these sands, and the 
computed and measured ru match reasonably, illustrating the sensitivity of PWP generation to CU. 
However, tests on sands with larger variations in CU are needed to confirm this observation.  
In summary, the tests studied here suggest that F can vary from about 0.3 to 3.5 when 




3.3 SUMMARY AND CONCLUSIONS  
In this section, several PWP generation models which are widely used during engineering 
practice are briefly introduced. Empirical correlations have been developed for some of these 
models by Polito et al. (2008) while determination of parameters in Vucetic-Dobry PWP model 
still requires a complex suite of strain-controlled laboratory cyclic shear tests.  
To make Vucetic-Dobry model easier to be implemented during practice, an empirical 
correlation was proposed to estimate the model parameter F, p and s in the model. A calibration 
database of 92 cyclic shear tests were used, including both stress- and strain-controlled tests, to 
develop the parameter F correlation, and related the parameter F to sand index properties relative 
density (Dr) and uniformity coefficient (CU). These properties have been shown to significantly 
influence PWP generation in sands. In contrast, consolidation stress (when smaller than 200 kPa) 
was found to have a secondary effect on PWP generation and was not included in proposed 
correlation. 
The use of stress-controlled tests to derive strain-based Vucetic-Dobry PWP generation model 
parameters is introduced and validated. The proposed parameter F correlation, coupled with the 
Vucetic-Dobry PWP generation model is shown to yield reasonable estimates of PWP generation 
during cyclic shear for clean, subangular to subrounded, silica sands. While fines content, grain 
shape, and mineralogy are likely to affect PWP generation, insufficient data were available in the 
literature to clarify the role of these factors. Future research is needed to address these issues.  
Lastly, excess PWP estimated using the proposed parameter F correlation coupled with the 
Vucetic-Dobry PWP generation model is compared to excess PWP computed using the parameters 
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F and s correlations proposed by Carlton (2014). Using another 40 stress- and strain-controlled 
cyclic shear tests for validation, the author illustrate that, while Carlton (2014) correlations 
provides good estimates, the proposed correlation (which incorporates CU) provides improved 
estimates of computed PWP for clean, subangular to subrounded, silica sands. 
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Notes:  1. SA = subangular; SR = subrounded 
2. () = stress-controlled; () = strain-controlled. 
3. Dr = relative density; CU = uniformity coefficient; emax = maximum void ratio; emin = minimum void ratio; D50 = median 



















































































































































































Figure 3.2 Summary of liquefaction triggering curves from large scale cyclic simple shear tests 




Figure 3.3 Determination of Vucetic-Dobry PWP generation model curve-fitting parameters for 
Monterey 0/30 sand at Dr = 60% (data from Wu et al. 2003). (a) Derivation of g(c) and curve-
fitting parameter p; and (b) derivation of curve-fitting parameter s and F 
 
 














Figure 3.6 Influence of CU on PWP for Hostun sand specimens at Dr = 42% and 'c = 100 kPa 




Figure 3.7 Critical state parameters computed as a function of relative density for Banding sand 























Figure 3.9 Residuals computed for validation tests. (a) Results computed using proposed 
















Figure 3.10 Correlations proposed by Carlton (2014) to estimate parameters F and s for the 
















Figure 3.11 Measured and predicted PWP and residuals. (a) Excess PWP (Monterey sand test 
MS59J, data from Wu 2003); (b) residuals (test MS59J); (c) Excess PWP (Aggregate sand test 








Soil softening and liquefaction in loose sandy soils are pervasive problems during earthquakes. 
Furthermore, excess porewater pressure (PWP) generation and the resulting soil softening can 
significantly impact ground motion propagation due to the reduction in soil stiffness and 
development of large shear strains (Youd and Carter 2005). However, in practice, liquefaction and 
site response analyses typically are performed in a total-stress framework and do not consider 
directly the effects of PWP generation.  
In recent years, computational advances have enabled PWP generation to be incorporated in 
one-dimensional (1D) site response analysis. By coupling the constitutive model (which describes 
soil stress-strain behavior during shaking) and PWP generation model (which describes PWP 
generation during shaking), more realistic cyclic response can be simulated. For example, 
Matasovic (1993) proposed a quasi-coupled model by introducing degradation indices for secant 
shear modulus to link the modified Konder-Zelasko (MKZ) hyperbolic constitutive model and the 
Vucetic and Dobry (1986) PWP generation model. However, typical hyperbolic constitutive 
models are unable to represent properly large-strain shear strength and thus may induce severe 
over- or under-estimates of soil stiffness at large shear strain (Hashash et al. 2010).  
Numerous advanced, mechanics-based constitutive models that more accurately capture cyclic 
soil behavior also have been proposed, including UBCSAND (Beaty and Byrne 2001), PDMY2 
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(Elgamal et al. 2002; Yang et al. 2008), and PM4Sand (Boulanger and Ziotopoulou 2015), among 
others. Although these advanced models are more flexible than a hyperbolic constitutive model 
and allow general soil behavior (including dilation) to be simulated, evaluation and calibration of 
the model parameters can be complex and may require relatively advanced laboratory testing, 
which often results in significant reliance on default values. In addition, these models are 
computationally demanding and thus not routinely used for 1D site response analyses.  
Groholski et al. (2016) proposed a simplified, generalized Quadratic/Hyperbolic (GQ/H) 
constitutive model that can be coupled with a PWP generation model, such as those developed by 
Vucetic and Dobry (1986) and Polito et al. (2008), termed GQ/H+u. Similar to other hyperbolic 
models, the GQ/H+u model is characterized by a backbone stress-strain curve, rules that govern 
unloading-reloading behavior, and PWP-dependent modulus degradation. The GQ/H+u model 
improves the backbone curve formulation of the commonly used MKZ model by capturing both 
small-strain (fitting measured or empirical modulus reduction curves) and large-strain soil 
behavior by allowing the user to define the implied shear strength.  
In this chapter, the author evaluates the performance of the GQ/H+u model by comparing 
computed response to measured sand response in monotonic and cyclic direct simple shear (cDSS) 
tests. The GQ/H+u model can capture many important aspects of soil stress-strain-PWP response, 
including stiffness reduction and degradation, at least until dilation becomes severe. The GQ/H+u 
model was evaluated further using dynamic centrifuge tests involving liquefiable sands. These 
comparisons indicate that although the simplified GQ/H+u model cannot simulate dilation, it still 
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provides good estimates of response spectra and PWP generation over an important range of 
spectral periods. 
 
4.2 GQ/H+U: AN IMPLIED SHEAR STRENGTH-BASED CONSTITUTIVE MODEL 
One-dimensional site response analysis requires definition of dynamic soil behavior, such as 
the variation of shear modulus (G) and damping () with shear strain (). When site-specific 
dynamic soil properties are not available, constitutive model parameters are calibrated using 
empirical normalized modulus reduction and damping curves, such as those proposed by Darendeli 
(2001) and Menq (2003). However, these empirical curves often were derived from resonant 
column-torsional shear (RC-TS) tests, which measures cyclic stress-strain soil behavior at 
relatively small shear strains ( < 0.3%). The normalized modulus reduction curves derived from 
RC-TS tests were extrapolated to larger shear strains using a hyperbolic function. Stewart et al. 
(2008) and Hashash et al. (2010) showed that the resulting implied large-strain shear strength from 
these normalized curves may under- or over-estimate the soil shear strength. In turn, this can result 
in significantly over- or under-estimating the maximum cyclic shear strain profile during 1D site 
response analysis.  
Groholski et al. (2016) developed the generalized Quadratic/Hyperbolic (GQ/H) stress-strain 
constitutive model to solve this issue. The GQ/H model provides a small-strain shear modulus 
equal to the maximum shear modulus (Gmax), matches the normalized modulus reduction curve 
over a wide range of shear strains, and approaches the target (implied) shear strength 
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asymptotically. The GQ/H model can accommodate both Masing and non-Masing unload-reload 
behavior, the latter of which better represents measured damping. 
Groholski et al. (2016) described the quasi-PWP coupling for the GQ/H model by extending 
the use of modulus and shear stress degradation indices, G and  respectively, proposed by 
Matasovic (1993), as: 
𝛿𝐺 = √1 − 𝑟𝑢                      Equation  .1 
𝛿𝜏 = 1 − 𝑟𝑢
𝑣
                      Equation  .2 
where ru = residual excess PWP ratio = u/'vo; u = residual excess PWP (defined when  = 0 
during each loading cycle); 'vo = initial effective vertical stress; and v = fitting parameter. The 
fitting parameter v can be calibrated for specific soils, but Matasovic and Ordonez (2012) reported 
v = 1 for eight out of nine sands that they investigated.  
The GQ/H+u backbone curve then can be reformulated to incorporate the degradation factors, as:  
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)}]     Equation  .3 
Using this formulation, as positive excess PWP is generated and ru increases, G and  are updated, 
and shear modulus and shear stress are degraded. 
Vucetic and Dobry (1986) proposed a unique relationship between ru, cyclic shear strain (c), 
and number of loading cycles (Nc) based on the results of undrained, strain-controlled cyclic 





                   Equation  .4 
where ru,N = residual excess PWP ratio at cycle N; f = 1 or 2 depending on whether one- or two-
directional cyclic loading is applied; p, F, and s = fitting constants; and tvp = volumetric threshold 
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shear strain, defined as the shear strain below which no significant PWP is generated during cyclic 
loading. This shear strain falls between 0.01 and 0.02% for most sands (Dobry et al. 1982). For 
clean sands, Mei et al. (2018) recommended fitting parameters p = s =1, and recommended the use 
of the “second” threshold shear strain (tvp) of 0.05% proposed by Dillon (2016) in Eq. (4). Figure 
4.1 presents their proposed correlation between parameter F and soil index properties relative 
density (Dr) and coefficient of uniformity (CU). To facilitate use in practice, estimated values of 
effective stress-normalized standard penetration test (SPT) blow count (N1)60 and cone penetration 
test (CPT) tip resistance (qt1) are included in the figure. 
 
4.3 ELEMENT TEST VALIDATION 
As noted by Ziotopoulou and Boulanger (2015), even at the element level, constitutive models 
can produce results that are inconsistent with known soil behavior for many practical loading 
conditions. The advantages and limitations of constitutive models can be established through 
validation exercises. To validate the GQ/H+u model under various loading conditions, the author 
collected 20 drained monotonic tests on three different clean sands (Vaid et al. 1983; Kwan and 
Mohtar 2014; Dillon 2016; Sriskandakumar 2004) and 25 undrained cyclic DSS tests on Monterey 
0/30 sand (Wu et al. 2003). As shown in Table 4.1, both the drained monotonic and cyclic 
undrained shear tests cover wide ranges of consolidation stresses (~25 - 200 kPa) and consolidated 




4.3.1 Monotonic Behavior under Drained Conditions 
The ability of GQ/H+u to simulate drained stress-strain response was evaluated using drained 
monotonic direct simple shear (DSS) tests. Table 4.2 summarizes the index properties for the sands 
used in these tests: Monterey 0/30 sand (Kwan and Mohtat 2014); Ottawa C109 sand (Vaid et al. 
1983); and Nevada sand (Dillon 2016). Specimens in the database were tested with consolidated 
relative densities (Drc) from 27% to 70% and at consolidation stresses from 25 to 200 kPa.  
As resonant column test data were not available for the sands in Table 4.1, the author estimated 
Gmax using the Menq (2003) correlation, and used empirical modulus reduction and damping 
curves by Darendeli (2001) as reference curves. In the GQ/H+u model, the reference curve is fit 
for  ≤ 0.1%, while at larger shear strain the backbone curve is defined by the implied shear strength. 
The large-strain fit is based on the percentage of max mobilized at  =10%. In contrast, the MKZ 
model is fit directly to the reference curve at all shear strains. Figure 4.2 compares the GQ/H+u 
and MKZ fits to the Darendeli (2001) reference modulus reduction curve. As shown in the figure, 
both the GQ/H+u and MKZ modulus reduction and backbone curves are similar to the reference 
curve at small shear strain. However, at large shear strain the GQ/H+u backbone curve approaches 
the target shear strength asymptotically and shows stiffer response than the MKZ model. In 
contrast, the MKZ model approaches a large-strain ' ≈ 21°, significantly smaller than the target 
large-strain ' of 30°. 
Figure 4.3 compares backbone (monotonic) stress-strain curves measured for Monterey 0/30 
sand over a wide range of consolidation vertical stresses, 'vc, at two different values of Drc (Kwan 
and Mohtat 2014) with backbone curves fit using the GQ/H+u and MKZ models. Again, the 
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GQ/H+u model captures the backbone behavior over a range of Drc and 'vc. In contrast, the MKZ 
model consistently underestimates the intermediate and large-strain behavior. Similar comparisons 
for other sands are shown in Appendix A. Figure 4.4 compares the range of measured backbone 
stress-strain curves (covered by the shaded area) with range of backbone curves fit using GQ/H+u 
and MKZ models (enveloped by solid lines) for all the tests listed in Table 4.2. The comparison 
indicates the GQ/H+u model reasonably captures soil behavior of different sands over a wide range 
of strains while the MKZ model significantly underestimates soil strength and stiffness at moderate 
to large shear strain. 
 
4.3.2 Cyclic Behavior under Undrained Conditions 
Cyclic direct simple shear (cDSS) tests from Wu et al. (2003) were used to evaluate the ability 
of the GQ/H+u model to simulate undrained stress-strain response and PWP generation. Table 4.1 
summaries the index properties for the Monterey 0/30 sand used by Wu et al. (2003). These 
properties are similar to the properties reported by Kwan and Mohtat (2014) for Monterey 0/30 
sand.  
Figure 4.5 through Figure 4.7 compare stress-strain cycles for relatively loose (Dr = 45%; 'vc 
= 85 kPa), medium dense (Dr = 55%; 'vc = 85 kPa), and dense (Dr = 67%; 'vc = 37 kPa) Monterey 
0/30 sand specimens with simulations using the GQ/H+u models. Darendeli (2001) modulus 
reduction and damping reference curves are fit by both constitutive models. The Vucetic-Dobry 
PWP generation model, which was validated by Mei et al. (2018) is used to compute PWP 
generation for both models. The figures include individual stress-strain cycles corresponding to 
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particular measured ru values. Computed ru values were updated numerically at strain reversals 
using the degradation parameters G and  to incorporate soil softening.  
The effect of the fitting parameter v on the degradation parameter  (Equation 4.2) on soil 
response also is shown in the figures. To quantitatively evaluate the parameter v, the author 
computed cyclic shear stress for shear strain increments of 0.05% between the two reversal shear 
strains for each hysteresis loop for each test. That is, cyclic shear stress was computed over one-
half of each stress-strain loop at different ru values, starting from the largest negative value of shear 
strain and proceeding to the largest positive value. The change of cyclic shear stress describes the 
changes of both soil stiffness and damping. The best fit v was defined as the value that provides 
the highest average concordance correlation coefficient (CCC; Lin 1989). The CCC characterizes 
the degree of agreement between computed and target datasets. Values of CCC range from -1 to 
1, where 1 is perfect agreement between the two datasets, zero is no agreement. McBride (2005) 
proposed descriptive scales for the degree of agreement used for values of CCC, with CCC > 0.95 
classified as substantial agreement, CCC < 0.9 classified as poor agreement and CCC between this 
range described as moderate agreement. 
Figure 4.8 presents a correlation between the calibrated v values with Dr. Values of v reported 
by Matasovic and Ordonez (2012) for clean Banding sand (BD) and Santa Monica Beach sand 
(SMB) are included in the figure. The proposed correlation for the parameter v can be expressed 
as: 
ν = 1 < 0.078Dr − 2.53 < 3.8             Equation  .5 
where Dr is in decimal format.  
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Figure 4.9 presents an example comparison between measured and computed hysteretic loops 
for cyclic DSS test MS66J (datapoint with Dr = 67% and proposed v = 2.7 in Figure 4.8). 
Qualitatively, the GQ/H+u stress-strain loops using the proposed values of v agree well with the 
measured loops when ru ≤ 0.8, indicating the reduction in soil stiffness and change of cyclic shear 
stress are simulated reasonably. However, when ru ≥ 0.8 and shear strain increases greatly, soil 
dilation becomes obvious and the dilation spikes are not captured by the GQ/H+u model. To 
quantitatively evaluate the GQ/H+u model with the proposed values of v, the author computed 
CCC for the tests listed in Table 4.2. The author computed CCC for measured and computed cyclic 
shear stress over each hysteretic half-loop at discrete residual ru values. This computation confirms 
that the GQ/H+u model generally captures the stress-strain behavior with CCC around 0.95, 
indicating a substantial agreement, until ru becomes large and dilation occurs at large shear strain 
and CCC drop to 0.90. The effect on site response analysis of this deviation at ru > ~0.8 to 0.9 will 
be detailed in the next section.  
To define a relationship between tangent modulus CCC values and ru, CCC values for 
measured and computed cyclic shear stress are computed for hysteretic loops at discrete residual 
ru values of each test in Table 4.2. Figure 4.10(a) plots CCC values of cyclic shear stress (,cyclic) 
with residual ru for relatively loose, medium dense and dense sands. As shown in the figure, CCC 
values generally exceed 0.95 when ru < ~0.8, indicating that the GQ/H+u model can reasonably 
capture important aspects of soil behavior for this range of ru. As residual ru exceeds ~0.8, CCC 
values decrease rapidly. Here, dilation behavior becomes obvious and the simulated stress-strain 
behavior deviates from the measured response. Similarly, Figure 4.10(b) shows CCC values of 
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cyclic shear stress for the same tests with shear strains corresponding to discrete residual ru values. 
As shown the figure, CCC values generally exceed 0.95 at shear strains < ~1.2%, ~1.5% and ~2%, 
respectively, for relatively dense, medium dense, and loose sands. These shear strains, termed limit 
shear strains (limit), correspond to the minimum shear strain at which dilation behavior becomes 
obvious and only the relatively flat portion of the stress-strain hysteresis loops can be simulated 
reasonably. However, if maximum shear strains remain below these limit values, GQ/H+u is 
capable of simulating reasonably the entire stress-strain hysteresis loop. 
 
4.4 CENTRIFUGE TEST VALIDATION 
To further evaluate the ability of GQ/H+u model to capture PWP generation and site response 
of potentially liquefiable soils, the author reviewed ten shaking events in five dynamic centrifuge 
tests conducted by Arulmoli et al. (1992), Wilson et al. (1997), and Dashti et al. (2010). Selected 
centrifuge tests were limited to those with level-ground conditions, saturated clean sand profiles, 
available PWP and acceleration records in the free-field (i.e., away from the influence of any 
structure), and PWP records that were reasonably consistent with model diffusion characteristics 
(i.e., saturating fluid viscosities consistent with centrifuge g-level). Table 4.3 provides some details 
regarding the soil profiles and shaking events for each centrifuge test. As shown in Table 4.3, the 
selected centrifuge tests cover a wide range of conditions, with PGAs that vary from 0.038g to 
0.62g, predominant periods that range from 0.21s to 0.8s, liquefiable layer thicknesses from 3 to 
10 m, and initial relative densities from 30% to 90%. This section compares the measured and 
computed soil response for centrifuge test shaking events CSP02E (Wilson et al. 1997) and SHD04 
58 
 
LPI (Dashti et al. 2010). Appendix C details the comparisons for all of the shaking events listed in 
Table 4.3. 
In centrifuge test CSP02, Wilson et al. (1997) examined soil-pile-superstructure interaction in 
a liquefiable soil (Figure 4.11). The soil profile consisted of 9 m of loose Nevada sand (Dr = 35%) 
overlying 11.2 m of dense Nevada sand (Dr = 75%). The model was saturated using hydroxyl-
propyl methylcellulose (HPMC), with a viscosity about 10 times greater than water. The model 
was spun at a centrifugal acceleration of 30g, therefore model diffusion should occur about 3 times 
faster than the prototype (Wilson et al. 1997). A vertical array of accelerometer sand PWP 
transducers (PPT) in the locations highlighted in Figure 4.11(free-field array) was used in this 
study. Centrifuge test CSP02 was subjected in series to 17 shaking events. Only shaking events 
CSP02D and CSP02E were used in this study. CSP02D was a relatively weak shaking event with 
a peak ground acceleration (pga) of 0.038g. This event did not generate much shear strain or excess 
PWP during shaking and was used to validate the estimated Vs profile. In contrast, CSP02E was a 
strong event with pga = 0.49g that generated significant excess PWP during shaking. Input motions 
were baseline corrected and filtered using high (25 Hz) and low (0.1 Hz) band-pass Butterworth 
fourth-order filters before use in this study. 
Centrifuge test SHD04 was conducted by Dashti et al. (2010) intended to investigate the 
seismic response of mat foundations founded on liquefiable layers (Figure 4.12). The soil profile 
consisted of 2m of dense Monterey sand (Dr = 85%), 3m of medium dense Nevada sand (Dr = 
66%), and 3m of very dense Nevada sand (Dr = 92%). The model was saturated below depth of 1 
m with a pore fluid exhibiting a viscosity of 22 times greater than water. The model was spun at a 
59 
 
centrifugal acceleration of 55g, therefore model diffusion should occur about 2.5 times faster than 
the prototype (Dashti et al. 2010). A vertical array of accelerometer sand PPTs in the locations 
highlighted in Figure 4.12(free-field array) was used in this study. Centrifuge test SHD04 was 
subjected in series to 6 shaking events. Three consecutive shaking events MPI, TCU, and LPI were 
used in this study (see Table 4.3). Input motions were baseline corrected and filtered using high 
(25 Hz) and low (0.1 Hz) band-pass Butterworth fourth-order filters before use in this study. 
Nevada sand is fine-grained and poorly graded, with index properties as summarized inTable 
4.4. For evaluating PWP dissipation, kv and mv are needed. Table 4.5 summarizes constant head 
permeability test results for Nevada sand (Arulmoli et al. 1992). Nevada sand permeability at other 
relative densities was estimated by extrapolation and interpolation, respectively. Compressibility 
was estimated from consolidation tests on Nevada sand by Gibson (1996). Gibson proposed the 
following correlations to estimate the coefficient of compressibility, av:  
𝑎𝑣 = {




]   (65% < Dr < 75%)




] (15% < Dr < 45%)
  Equation  .6 
 
4.4.1 Site Response Analysis Input Parameters 
Hashash et al. (2015) showed that 1D site response computed using the GQ/H model with 
Darendeli (2001) modulus reduction and damping reference curves reasonably matched the 
response measured in centrifuge models of a prototype 26-m thick deposit of dry, medium-dense, 
Nevada sand. Therefore, the author used the Darendeli (2001) reference curves in this study (as no 
soil-specific cyclic DSS test data were available). The Darendeli (2001) correlations require 
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effective vertical stress ('vo), coefficient of lateral earth pressure at rest (Ko), plasticity index (PI), 
and overconsolidation ratio (OCR). The value of Ko was calculated as (Jaky 1944): 
 Ko = 1 - sin'                          Equation  .7 
where effective stress friction angles, ', of 31° and 34° (for Dr = 35% and 75%, respectively) were 
adopted from cyclic direct simple shear tests on Nevada sand performed by Arulmoli et al. (1992) 
and Kammerer et al. (2000). These friction angles were used to estimate implied shear strengths 
for fitting the modulus reduction curves at shear strains larger than 0.1%. The watertable was set 
at the ground surface for CSP02 and 1m below the ground surface for SHD04. The model container 
base was represented as a rigid half-space. 
Values of Gmax initially were estimated using correlations Bardet et al. (1993) and Menq 
(2003). As noted above, the author used the weak CSP02D motion (pga = 0.038g) to evaluate Gmax 
correlations using nonlinear total stress analysis. Figure 4.14 presents the results of the site 
response analyses and illustrate that Gmax both correlations provide reasonable prediction of 
response spectrums throughout the soil profiles. The Bardet et al. (1993) Gmax correlation, which 
was developed from measurement of shear modulus of Nevada Sand through resonant column 
tests, provided a slightly better fit to the measured response in the dense layers below depth of 9 
m. Therefore, the author used the Bardet et al. (1993) correlation for all subsequent site response 
analyses of centrifuge tests with Nevada sand. For other sands, profiles of Vs are estimated based 
on Menq (2003). Table 4.6 summarizes the key GQ/H+u input parameters used in the nonlinear 




4.4.2 Comparison of Centrifuge Results and GQ/H+u Simulation for Strong Shaking Events 
Using the GQ/H+u input parameters summarized in Table 4.6, the author performed nonlinear 
total stress and nonlinear effective stress site response analysis using DEEPSOIL 6.0 (Hashash et 
al. 2016) for all of the cases in Table 4.3. The following sections compare the centrifuge 
measurements to simulation results for strong motions CSP02E (pga = 0.49g; Wilson et al. 1997) 
and SHD04 LPI (pga = 0.38g; Dashti et al. 2010). Soil response was evaluated in terms of excess 
PWP pressure (ru) time histories, acceleration time histories, and response spectra. 
 
4.4.2.1 Excess PWP response 
Figure 4.15 compares measured and computed excess PWP time histories at different depths 
within the loose and dense sand layers during motion CSP02E. In the dense sand layer, the high 
shear stiffness resulted in small shear strain sand small ru values during shaking. Visually, 
computed ru values match well with the measured results. In the loose layer, the nonlinear GQ/H+u 
simulation captures the overall trend of measured excess PWP increase, but is unable to capture 
the large variations of excess PWP (likely the result of soil dilation) near the ground surface. The 
computed residual ru and measured peak ru in the loose layer show maximum values exceeding 0.9 
during shaking, indicating that the GQ/H+u model correctly captures liquefaction of the saturated 
upper loose layer. 
Similarly, Figure 4.16 compares measured and computed excess PWP time histories within 
the medium dense and very dense sand layers during motion SHD04 LPI. Although the extreme 
fluctuations of PWP related to dilation are more obvious in the medium dense sand layer compared 
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to the loose sand layer in CSP02E, again, the overall trend of measured excess PWP increase is 
captured by GQ/H+u model. 
Figure 4.17(a) and (b) summarize measured maximum and computed maximum residual ru 
when excess PWP stabilized toward the end of strong shaking for all the shaking events listed in 
Table 4.3 with Vs profiles by Bardet et al. (1993). For example in CSP02E transducer P2, the 
measured maximum ru = 0.95 at 10 seconds, and the computed maximum residual ru = 0.86 at 25 
seconds (see Figure 4.15). As shown in Figure 4.17, nearly all of the computed maximum ru values 
are within ±0.1 of the measured maximum ru values, with the exception of a few computed ru 
values for ru (measured) < 0.7. However, as illustrated subsequently, these low values of ru have 
little quantifiable effect on computed site response. The comparison clearly illustrates the ability 
of GQ/H+u model to provide reasonable estimates of PWP generation during strong and weak 
shaking events in loose and dense sands.  
 
4.4.2.2 Acceleration response 
Profiles of shear strain and ru calculated by both nonlinear effective stress (GQ/H+u) with and 
nonlinear total stress (GQ/H) site response analyses with Vs profile from Bardet et al. (1993) of 
shaking event CSP02E are shown in Figure 4.18. Similarly, Figure 4.19 compares the measured 
and computed acceleration time histories. Computed responses using both nonlinear effective 
stress and nonlinear total stress (GQ/H) site response analyses are included in the figure. In the 
dense layer (below a depth of 9 m), where small ru values and small shear strains were generated, 
the measured acceleration time history was well-captured by both the GQ/H and GQ/H+u models.  
63 
 
In the loose layer at 7.5-m depth, the GQ/H+u model reasonably captured the acceleration 
response until about 10 seconds, providing a good match of the frequency content, phase and 
amplitude of the acceleration time histories. Above a depth of 5 m, the computed acceleration time 
histories reasonably match the measured accelerations throughout the entire time history. After 
~10 seconds, the loose layer approaches liquefaction (ru > 0.8; Figure 4.15) and the recorded 
accelerations exhibit high frequency spikes due to soil dilation (ru decreases and soil stiffness 
increases temporarily), which cannot be simulated by the GQ/H+u hyperbolic model. In contrast, 
the GQ/H model is unable to match reasonably the measured response after ~10 seconds in the 
middle and upper portions of the loose layer (above a depth of 7.5m), where the computations 
indicate that significant high frequency motions still propagate through the soil profile. 
The largest differences between the measured and GQ/H+u acceleration time histories are 
observed at depth of 7.5m where dilation is most obvious. However, as the shear waves propagate 
upward, some of the high frequencies acceleration peaks are damped by the liquefied soil and the 
measured and GQ/H+u acceleration time histories become more similar near the loose layer 
surface. This suggests that the influence of dilation on site response also depends on the liquefiable 
layer thickness and the depth where dilation first occurs.  
Figure 4.20 compares the measured and computed response spectra for CSP02E. The 
measured and computed (by both GQ/H and GQ/H+u) response spectra were similar in the dense 
layer because of the small ru values and small shear strains. In the loose layer, the most significant 
differences in the measured and computed response spectra occur at a depth of 7.5m in the short 
period range (T < 0.2 s), while at longer periods (T > 0.2 s) the measured and computed response 
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spectra reasonably agree. As discussed above, significant dilation spikes occur at the bottom of the 
loose layer starting at ~10 seconds. Here, both the GQ/H and GQ/H+u models underestimate the 
short period spectral accelerations. However, both models reasonably capture the measured 
response spectrum at T > 0.2 s.  
As shown in Figure 4.20 at depths shallower than 5m in the loose layers, the softened 
(liquefied) soil does not propagate most of the high amplitude, short- to medium-period waves and 
small dilation spikes only occasionally show up after liquefaction (after ~10 seconds). At these 
depths, the GQ/H+u model reasonably captures the medium- to long-period response, while the 
GQ/H model generally overestimates the measured spectral response. Although the GQ/H+u 
model does not capture the high frequency acceleration peaks (resulting from dilation) at the 
bottom of the liquefiable layer, their influence on site response is most evident at very short periods 
and has a rather limited effect on long period response for this case. 
The good agreement between measured and computed response at medium to long periods by 
GQ/H+u for this case can be explained by referring to the stress-strain behavior observed in stress-
controlled cyclic shear tests. For loose sand when ru > 0.8, the “banana shape” stress-strain loops 
(e.g., Figure 4.5f) exhibit two distinct zones of soil stiffness, a flat portion and a concave up portion. 
Within the flat portion range (shear strain ~ -4% to 6% in Figure 4.5f), the tangent modulus is very 
small and little shear stress can be transferred upward through the soil profile. As the soil begins 
to dilate at large shear strain, stiffness is recovered and large shear stress can be transferred again.  
In the centrifuge test, soil behavior is expected to be similar to the stress-strain behavior 
observed in Figure 4.6. If ru exceeds 0.8 but the maximum shear strain remains within the flat 
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portion of the stress-strain loop, the soil stiffness will be low and only long-period shear waves 
can be propagated. The limit shear strain shown in Figure 4.10(b) can be used to estimate the shear 
strain at the onset of dilation. Below this limit shear strain, GQ/H+u provides a reasonable estimate 
of soil stiffness and site response. For example, the maximum shear strain computed during 
shaking event CSP02E was only 1.5% (Figure 4.18b), below the limit shear strain for loose sand 
of about 2% (Figure 4.10b). Therefore, soil response is likely to be controlled by the flat portion 
of the stress-strain loop during shaking and response can be estimated reasonably by GQ/H+u.  
At a depth of 7.5m, spectral response at short period is not captured by GQ/H+u because (as 
illustrated in Figure 4.9e) at high values of ru, even when GQ/H+u provides a good match to the 
measured tangent modulus (i.e., CCC > 0.95) below the limit shear strain, the onset of dilation and 
corresponding stiffening of the soil may not be captured. Therefore, some high frequency shear 
waves can be propagated through the profile that are not captured by GQ/H+u. Nevertheless, their 
influence on the spectral response in this case was limited to Sa < 0.2s, and at longer periods, 
GQ/H+u still reasonably captures the measured response.  
Figure 4.21 compares the measured maximum ru profile with profiles of maximum ru and shear 
strain computed using GQ/H+u for centrifuge test shaking event SHD04 LPI. Maximum shear 
strain of about 27% and 1% were computed in the upper medium dense and lower dense layers of 
Nevada sand, respectively. The unrealistically large shear strain computed in the upper medium 
dense sand layer is much greater than limit shear strain for medium dense sands (Figure 4.10b), 
indicating that dilation significantly influenced site response for this case. 
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Figure 4.22 compares the measured and computed response spectra, acceleration time 
histories and PWP time histories for motion SHD04 LPI. In the dense Nevada sand layer, the 
GQ/H+u model reasonably captured the PWP and acceleration time histories, matching the 
frequency content, phase and amplitude of accelerations (excluding the dilation spikes). While 
dilation was not simulated, the dilation spikes mainly affected the response spectrum at short 
period (T < 0.3 s). In contrast, the GQ/H+u model reasonably captured the measured response 
spectrum at longer periods (T > 0.3 s), similar to the CSP02E case at a depth of 7.5m. In the dense 
Nevada sand, the computed maximum shear strain is < 1%, smaller than the limit shear strain for 
dense sand (Figure 4.10b), indicating that the GQ/H+u model can reasonably capture medium to 
long period response. The deviation at T < 0.3 s again results from the inability of GQ/H+u to 
capture the small concave upward potion of the stress-strain hysteresis loops. Here, the GQ/H+u 
and GQ/H models provide nearly identical results (Figure 4.22a,b) as the value of ru is moderate 
(ru ~ 0.7) in the dense layer (15.5 m depth) during most of shaking event. This supports the findings 
of Mei et al. (2017) that PWP generation has little effect on stress-strain response, and hence site 
response, until ru ≥ ~0.8.  
In the medium dense layer, GQ/H+u matches the measured response for the first two cycles 
(before 6 seconds) while the computed ru < 0.8. After 6 seconds, dilation dominates the 
acceleration response and GQ/H+u is unable to match the measured response. As shown in Figure 
4.21(b), the computed maximum shear strain in the medium dense Nevada sand layer was much 
greater than the limit shear strain for medium dense sand (Figure 4.10b), indicating that response 
should be affected strongly by dilation. This effect is further illustrated by the response spectra in 
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Figure 4.22(b), where the computed spectrum under-estimates the measured spectrum at both short 
and long period. In this case, although the dilation spikes mainly affect Sa at short period, they also 
influence the long period because they occur periodically (T ~ 2s).  
Differences in measured and computed spectral accelerations (Sa) can be quantified in terms 
of residuals as: 
μSalog =  log(
Sa,measured
Sa,computed
)                  Equation  .8 
A positive residual indicates that the Sa computed using GQ/H+u is smaller than (underestimates) 
the measured value, while a negative residual indicate that the computed Sa is larger than 
(overestimates) the measured value. Figure 4.23(a) presents the residuals for spectral accelerations 
computed for layers with ru < 0.8 and layers with ru > 0.8 but max < limit (Figure 4.10b) for the 
centrifuge test shaking events listed in Table 4.3. Appendix C details all of these analyses. As 
shown in Figure 4.23, residuals vary considerably at short period, but on average exhibit only small 
bias toward underestimation. At longer periods (T > 0.4 s), residuals show much smaller variation 
(Sa < ±0.2) with almost no bias.  
Figure 4.23(b) presents residuals for spectral accelerations computed for shaking events with 
ru > 0.8 and computed max > limit. Similar analysis results are observed using Vs profile by Bardet 
et al. (1993) and Menq (2003). Figure 4.23 indicates that Sa is likely to be underestimated by 
GQ/H+u at periods < 0.8s when ru > 0.8 and max > limit. Spectral accelerations also are likely to 
be underestimated at longer periods corresponding to the period at which dilation spikes occur 
periodically. Dashti and Karimi (2017) performed coupled three-dimensional (3D) nonlinear 
numerical simulations using the PDMY02 constitutive model implemented in OpenSees to 
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simulate dynamic centrifuge experiments involving potentially liquefiable sand. They computed 
mean residuals for spectral accelerations in the liquefiable layers that are similar to the ranges of 
mean residuals reported in Figure 4.23, with the computed Sa underestimating measured values at 
both short periods (T < 0.4s) and long periods (T > 2s). 
To further evaluate the GQ/H+u model, spectral accelerations also were computed for cases 
with ru ≥ 0.8 and computed max > limit, (i.e., motions shown in Figure 4.23b and d), but using only 
the portions of the acceleration records corresponding to times at the first exceedance of both ru > 
0.8 and max > limit. Figure 4.24 illustrates how this acceleration record “time window” is defined. 
Figure 4.24(b) and (c) show the computed shear strain and PWP ratio at the mid-depth of the 
liquefiable medium dense layer during motion SHD04 LPI (Table 4.3). As indicated by the vertical 
dashed line, the computed ru = 0.8 at t = 6s (max also has exceeded limit at this time), thus a “time 
window” of t = 0 to 6s (Figure 4.24a) was used to compute a response spectrum. This exercise is 
similar to what has been done by Youd and Carter (2005) and Kramer et al. (2015), who computed 
surface response spectra at the time of liquefaction triggering and for the entire time history to 
investigate the effect of liquefaction on surface motions. Figure 4.24(d) compares the computed 
and measured response spectra for time windows of t = 0 to 6s. As discussed earlier and as 
illustrated in Figure 4.24(d), computed and measured response spectra agree reasonably prior to 
exceeding the thresholds of ru ≥ 0.8 and max > limit because dilation is limited prior to exceeding 
these thresholds.  
Similar to Figure 4.23, Figure 4.25 presents residuals of spectral accelerations for the pre-
liquefaction “time windows” using the Bardet et al. (1993) and Menq (2003) Vs profiles. Although 
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the computed spectral acceleration are slightly smaller than measured spectral accelerations at 
short periods (perhaps resulting from minor dilation), the residuals exhibit much smaller variation 
(Sa < ±0.2) at longer periods (T > 0.4 s). In fact, these longer period variations are within the 
range of residuals (Sa < ±0.25) reported by Hashash et al. (2015) for simulations of dynamic 
centrifuge tests involving a 26-m thick deposit of dry, medium-dense Nevada sand. The case with 
residuals close to 1 at short periods corresponds to the surface layer during shaking event CSP03I. 
Recorded motions at the surface exhibited large dilation spikes throughout the time history and 
resulted in high spectral accelerations at short periods, even before liquefaction was computed. 
This difference, similar to what observed in Figure 4.22(a), (c), mainly results from the inability 
of GQ/H+u to capture the small concave upward potion of the stress-strain hysteresis loops. 
Similarly, Brandenberg et al. (2013) used the PDMY constitutive model implemented in OpenSees 
to simulate shaking event CPS03. To capture these surface dilation spikes, the model required 
PWP ratios as low as -2 – much lower than the measured PWP ratio. Also, the calibrated model 
used to capture the response at the surface produced large dilations spikes in other layers that were 
not measured and led to overestimates of Sa at short periods. The slight negative bias 
(overestimation of Sa) around T ~ 1s may result from underestimating damping or uncertainties in 
the soil dynamic properties. Detailed discussion of possible source of bias for individual cases are 





In this chapter, cyclic laboratory tests and dynamic centrifuge tests are used to evaluate the 
generalized Quadratic/Hyperbolic constitutive model (Groholski et al. 2016), which represents 
large-strain shear strength, coupled with the PWP generation model proposed by Vucetic and 
Dobry (1986). The resulting coupled model, termed GQ/H+u, is shown to reasonably approximate 
stress-strain and porewater pressure (PWP) response over a fairly wide range of relative density 
(with soil Vs profiles calculated based on Bardet et al. 1993 and Menq 2003 correlations 
respectively) but, as expected, cannot simulate dilation when the excess PWP ratio is high (ru > 
0.8). This causes some differences in simulations of centrifuge test acceleration time histories 
when significant dilation occurs; however, dilation spikes generally occur when ru is high (soil is 
nearly liquefied) and dilation has a limited effect on estimating PWP generation. General trends 
of PWP increase during centrifuge tests are captured by GQ/H+u model. 
Effective stress-based site response analysis has been performed for several centrifuge tests 
using the GQ/H+u model and results of response spectra are compared with measured data. When 
the computed ru ≥ 0.8 and computed maximum shear strain is less than the threshold reversal 
shear strain, differences in measured and computed response spectra mainly occur at high 
frequencies while spectral accelerations at medium to long periods agree reasonably, which may 
be relevant to structural design. This general good fit of spectral acceleration in centrifuge tests 
can be explained by referring to simulations in the laboratory tests. When the reversal shear strain 
is less than the threshold reversal shear strain, the measured stress-strain loops are captured 
reasonably by GQ/H+u model. However, spectral acceleration at very short periods still may not 
71 
 
be captured by GQ/H+u at high values of ru even when GQ/H+u provides a good match to the 
measured cyclic shear stress (i.e., CCC > 0.95). For shaking events with computed ru > 0.8 and 
maximum shear strain greater than the threshold reversal shear strain, Sa can be underestimated at 































Monterey 0/30 10 D-DSS 30,70 1.6 25-150 0.85 0.57 Kwan and Mohtat (2014) 
Ottawa C109 5D-DSS 27 - 70 1.65 200 0.74 0.61 Vaid et al. (1983) 
Nevada 3D-DSS 45 2 50-150 0.79 0.51 Dillon (2016) 
Fraser River 2D-DSS 40,80 1.6 100 0.94 0.62 Sriskandakumar (2004) 
Monterey 0/30 25 U-DSS 30 - 80 1.4 34-180 0.855 0.54 Wu et al. (2003) 
Notes:  DSS = direct simple shear; Drc = consolidated relative density; CU = uniformity coefficient;  
'vc = consolidation vertical stress; emax = maximum void ratio; emin = minimum void ratio; D = drained;  





Table 4.2 Summary of undrained cyclic DSS tests (data from Wu et al. 2003) used to validate 
GQ/H+u model 
 
Test ID 'vc (kPa) Drc (%) CSR 
MS49J  33 0.171 
 MS21J  30 0.174 
MS80J  40 0.156 
MS23J  43 0.2 
MS82J  46 0.217 
MS29J  47 0.17 
MS62J  50 0.201 
MS38J  50 0.22 
MS102J  51 0.182 
MS60J  56 0.258 
MS28J  56 0.247 
MS90J  54 0.179 
MS78J  61     0.276 
 MS79J  60 0.233 
MS59J  58 0.223 
MS84J  63 0.221 
MS66J  67 0.351 
MS125J  64 0.429 
MS85J  64 0.247 
MS108J  74 0.395 
MS36J  75 0.227 
MS95J  78 0.273 
MS70J  81 0.418 
MS109J  81 0.371 






























CSP02D 0.038 0.29 35, 75 9 20 Wilson et al. 
(1997) CSP02E 0.49 0.29 35, 75 9 20 
CSP03H 0.027 0.21 55, 75 9 20 
CSP03I 0.49 0.29 55, 75 9 20 
VELACS 0.23 0.5 40 10 10 
Arulmoli et al. 
(1992) 
SHD02MPI 0.049 0.88 30, 90 3 25 
Dashti et al. 
(2010) 
SHD02LPI 0.62 0.37 65, 90 3 25 
SHD04MPI 0.15 0.77 50, 90 3 25 
SHD04 TCU 0.12 0.68 58, 92 3 25 














Table 4.4 Index properties of Nevada sand 
 
Soil Type Wilson et al.(1997) Dashti et al.(2010) 
Assumed specific gravity, Gs 2.67 2.67 
Maximum void ratio, emax 0.89 0.84 
Minimum void ratio, emin 0.52 0.55 
Uniformitycoefficient, Cu 1.5 2 
Median grain size, D50 (mm) 0.15 0.14 
 
Table 4.5 Permeability measured for Nevada sand (Arulmoli et al. 1992) 
 
Relative Density, Dr (%) Permeability (m/s) 
40.2 6.6× 10−5 
60.1 5.6× 10−5 









CSP02E SHD04 LPI Comment 
Dr 35% 75% 66% 92% Relative density used for estimating Gmax 
' 31° 34° 34 35 Friction angle used to estimate Ko and implied 
strength 
Ko 0.48 0.44 0.44 0.43 Coefficient of lateral earth pressure at-rest 
OCR 1 1 1 1 Overconsolidation ratio 
f 1 1 1 1 f = 1 or 2, respectively, for 1D or 2D cyclic loading 
in Vucetic-Dobry PWP model 
p 1 1 1 1 Fitting parameter in Vucetic-Dobry PWP model 
F 1.4 0.5 1.2 0.9 Fitting parameter in Vucetic-Dobry PWP model 
(estimated using Figure 4.1) 
s 1 1 1 1 Fitting parameter in Vucetic-Dobry PWP model 
tvp 0.05% 0.05% 0.05% 0.05% Volumetric threshold shear strain (Dillon 2016) 















Figure 4.2 Comparison of the GQ/H+u and MKZ models for a sand with 'vo = 100 kPa, Vs=200 m/s and target ' = ° (reference 







Figure 4.3 Comparison of GQ/H+u fit, MKZ fit, and measured backbone stress-strain curves for a series of drained monotonic DSS 












Figure 4.4 Comparison of range of GQ/H+u fit, MKZ fit, and measured backbone stress-strain 
curves for drained monotonic DSS tests performed on various sands under Drc = 27%-70% and 



















Figure 4.5 Comparison of measured DSS test results for Monterey sand with Drc = 47% and 'vc 
= 85 kPa with simulations using GQ/H+u models. (a) Stress-strain response (MKZ+u not shown 
for clarity); (b) ru time history; (c) hysteresis loop at ru = 0.30; (d) hysteresis loop at ru = 0.49; (e) 









Figure 4.6 Comparison of measured DSS test results for Monterey sand with Drc = 56% and 'vc 
= 85 kPa with simulations using GQ/H+u models. (a) Stress-strain response (MKZ+u not shown 
for clarity); (b) ru time history; (c) hysteresis loop at ru = 0.34; (d) hysteresis loop at ru = 0.53; (e) 








Figure 4.7 Comparison of measured DSS test results for Monterey sand with Drc = 67% and 'vc 
= 37 kPa with simulations using GQ/H+u models. (a) Stress-strain response (MKZ+u not shown 
for clarity); (b) ru time history; (c) hysteresis loop at ru = 0.27; (d) hysteresis loop at ru = 0.46; (e) 

























Figure 4.9 Comparison of measured DSS test results for Monterey sand with Drc = 67% and 'vc 
= 37 kPa with simulations using proposed correlation of parameter v. (a) hysteresis loop at ru = 














Figure 4.10 Computed CCC values for the tests listed in Table 4.2 with respect to (a) residual ru; 










Figure 4.11 (a) Sectional view; and (b) plan view of centrifuge test CSP02 (modified from 









































Figure 4.13 Vs profiles used in site response analyses of (a) centrifuge test CSP02; and (b) 








Figure 4.14 Comparison of measured and computed response spectrum at various depths during 
centrifuge test CSP02D (pga = 0.038g). (a) A1, depth 0.7m; (b) A2, depth 3m; (c) A3, depth 5m; 






Figure 4.15 Comparison of measured and computed excess PWP time histories at various depths 
during centrifuge test CSP02E (pga = 0.49g). (a) Top of loose layer; (b) mid-depth of loose 





Figure 4.16 Comparison of measured and computed excess PWP time histories at various depths 
during centrifuge test SHD04 LPI (pga = 0.38g). (a) Top of medium dense layer; (b) mid-depth 
of medium dense layer; (c) bottom of medium dense layer; (d) mid-depth of dense layer; and (e) 






Figure 4.17 Comparison of measured maximum residual ru when PWP stabilized toward the end 
of strong shaking (i.e., fluctuations ceased) and computed maximum residual ru in loose and 
dense layers during centrifuge tests listed in Table 4.3 
 
 
Figure 4.18 Comparison of centrifuge test CSP02E results and NL total stress and NL effective 







Figure 4.19 Comparison of measured and computed acceleration time histories at various depths 
during centrifuge test CSP02E (pga = 0.49g). (a) Nonlinear effective stress analysis using 








Figure 4.20 Comparison of measured and computed response spectrum at various depths during 
centrifuge test CSP02E (pga = 0.49g). (a) A1, depth 0.7m; (b) A2, depth 3m; (c) A3, depth 5m; 









Figure 4.21 Comparison of centrifuge test SHD04 LPI results and NL total stress and NL 










Figure 4.22 Comparison of measured and computed response for centrifuge test SHD04 LPI. (a) 
response spectra at mid-depth of dense Nevada sand; (b) response spectra at mid-depth of 
medium dense Nevada sand; (c) acceleration time histories at mid-depth of dense Nevada sand; 
(d) acceleration time histories at mid-depth of medium dense Nevada sand; (e) PWP time 
histories at mid-depth of dense Nevada sand; and (f) PWP time histories at mid-depth of medium 











Figure 4.23 Residuals of spectral accelerations computed for layers with (a) ru < 0.8 or with ru > 
0.8 but maximum shear strain smaller than the threshold shear strain (Figure 4.10b) and (b) 
layers with ru > 0.8 and maximum shear strain greater than threshold shear strain for centrifuge 







Figure 4.24 Computed and measured response for centrifuge test SHD04 LPI. (a) acceleration 
time histories at bottom of medium dense Nevada sand; (b) computed shear strain at bottom of 
medium dense Nevada sand; (c) PWP time histories at bottom of dense Nevada sand; and (d) 










Figure 4.25 Residuals of spectral accelerations using time windows for cases with ru > 0.8 and 
maximum shear strain greater than threshold shear strain for centrifuge test shaking events listed 





CHAPTER 5: NONLINEAR SITE RESPONSE ANALYSIS WITH PORE WATER 
PRESSURE GENERATION FOR LIQUEFACTION TRIGGERING EVALUATION 
 
5.1 INTRODUCTION 
In the past 40 years, methods to evaluate liquefaction triggering of level to mildly sloping 
ground have not changed greatly. The most widely used method is the cyclic stress method 
pioneered by Seed and Idriss (1971), which compares the cyclic resistance ratio (CRR) of a soil 
layer (i.e., the cyclic shear stress ratio required to trigger liquefaction) to the earthquake-induced 
cyclic (shear) stress ratio (CSR). The CRR for level ground is a function of the soil relative density 
(Dr) and effective vertical stress ('v) as represented by a field index measurement [e.g., standard 
penetration test (SPT) blow count (N60), cone penetration test (CPT) tip resistance (qc), or shear 
wave velocity (Vs)]. The seismic demand is estimated using the simplified equation proposed by 










rd                 Equation   5.1 
 
where amax = ground surface peak ground acceleration (PGA) (in units of g); g = acceleration of 
gravity; vo = initial total vertical stress at the depth being evaluated; 'vo = initial effective vertical 
stress at the depth being evaluated; and rd = depth reduction coefficient.  







∙ MSF ∙ Kσ                  Equation   5.2 
 
where CRR7.5 = cyclic resistance ratio corresponding to a moment magnitude (M) 7.5 earthquake; 
MSF= magnitude scaling factor that is used to empirically account for the number of cycles (i.e., 
duration of shaking) corresponding to a M 7.5 earthquake; and K = adjustment factor to 
incorporate the effect of effective vertical stress (overburden stress) on liquefaction resistance. 
Numerous liquefaction triggering relationships utilizing this cyclic stress approach have been 
proposed (e.g., Youd et al. 2001; Cetin et al. 2004; Idriss and Boulanger 2010; among others for 
the SPT; Olson and Stark 1998; Robertson and Wride 1998; Moss et al. 2006; Boulanger and Idriss 
2012; among others for the CPT; and Andrus and Stokoe 2000; Zhou and Chen 2007; Kayen et al. 
2013; among others for shear wave velocity) and are used in practice. 
While simple, there are numerous limitations related to evaluating liquefaction using the 
cyclic stress method. First, several corrections including the depth reduction factor (rd), magnitude 
scaling factor (MSF) and overburden stress correction factor (K) are required, greatly increasing 
uncertainty. These factors depend not only on soil properties but also on ground motion 
characteristics such as magnitude, duration, and frequency content. Second, published liquefaction 
resistance relationships were developed using PGA values interpolated from sites that did not 
liquefy or derived from total stress site response analysis – inconsistent with the fact that 
liquefaction is an effective stress phenomenon – leading to additional uncertainties. Lastly, 
because the cyclic stress method is empirical, extrapolating beyond the available database (e.g., to 
depths greater than 10 to 15m) involves great uncertainty.  
103 
 
At the same time, various investigators (e.g., Hwang and Lee 1991; Matasovic 1993; Kramer 
et al. 2015; Gingery et al. 2015) have performed parametric site response analysis studies to better 
understand the influence of particular variables such as shear modulus, Poisson’s ratio, soil profile, 
groundwater table depth (among others) on ground motion propagation and dynamic soil response. 
In particular, these studies have focused on the effect of PWP generation on acceleration time 
histories and response spectra. To date, the feasibility of using nonlinear site response analysis 
with PWP generation (termed nonlinear effective stress site response) to evaluate liquefaction 
triggering directly has not been validated, particularly for a variety of soil profiles and ground 
motion characteristics. 
To address these uncertainties and knowledge gaps, the author performed a broad parametric 
study of liquefaction triggering for level ground using nonlinear effective stress site response 
analysis. As porewater pressure (PWP) generation is tracked during nonlinear effective stress site 
response analysis, excess PWP (u) can be used directly to evaluate liquefaction triggering. The 
parametric study described here employed a suite of synthetic and published soil profiles excited 
by a total of 145 representative western U.S. (Ancheta et al. 2014) and 176 representative central 
and eastern U.S. strong ground motions (McGuire et al. 2001). Results from the parametric study 
then were compared to field observations of liquefaction case histories (i.e., published liquefaction 
resistance relationships) and dynamic centrifuge tests to validate the use of nonlinear effective 
stress site response analysis to evaluate liquefaction triggering. In addition, the author used the site 
response analysis results to evaluate the effect of effective vertical stress on CRR, and compared 
the resulting back-calculated K  values with published correlations.  
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5.2 PARAMETRIC STUDY USING NONLINEAR, EFFECTIVE STRESS SITE 
RESPONSE ANALYSIS 
5.2.1 One-dimensional Site Response Analysis Soil Profile Parameters  
The author performed the parametric study using the one-dimensional (1-D) site response 
analysis software, DEEPSOIL v6.1 (Hashash et al. 2016). In DEEPSOIL, nonlinear site response 
analysis is performed by discretizing the soil column as a multi-degree-of-freedom (MDOF), 
lumped mass model, whereby each individual layer is represented by a corresponding mass, 
nonlinear spring, and a dashpot representing viscous damping. Lumping half of the mass of each 
of two consecutive layers at their common boundary forms the mass matrix, and the stiffness 
matrix is updated at each time increment to incorporate soil nonlinearity.  
The soil backbone and cyclic (stress-strain) constitutive response is approximated using a 
generalized Quadratic/Hyperbolic (GQ/H; Groholski et al. 2016) constitutive model coupled with 
PWP generation models proposed by Vucetic and Dobry (1986), termed GQ/H+u (Chapter 4). The 
GQ/H+u model incorporates an implied strength correction (Groholski et al. 2016) to capture both 
small-strain soil behavior as well as large-strain shear strength. Chapter 4 showed that this coupled 
GQ/H+u model can provide realistic response for a liquefiable soil where either of the following 
criteria are met: (1) the computed excess PWP ratio (ru = u/'vo) < 0.8; or (2) the computed ru > 
0.8 and the computed maximum cyclic shear strain (max) < limit shear strain (limit). The limit shear 
strain represents the shear strain at which significant dilation spikes are first observed in laboratory 
cyclic shear stress - shear strain response. For 'vo ~ 35 to 180 kPa, limit = 2%, 1.5%, and 1.2% for 
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relatively loose (Dr ~ 30 - 50%), medium dense (Dr ~ 50 - 70%), and dense (Dr > ~70%) clean 
sands.  
Hysteretic (unload–reload) behavior for GQ/H+u is modeled using extended Masing rules and 
small-strain damping is represented using a frequency-independent viscous damping formulation 
(Phillips and Hashash 2009). For hysteretic damping, a reduction factor that modifies the extended 
Masing unload–reload rules (MRDF procedure) to provide better agreement with empirical 
damping curves is used (Phillips and Hashash 2009). 
Nonlinear soil properties for sand layers were estimated using the Darendeli (2001) shear 
modulus reduction and damping curves. Required input parameters for the Darendeli (2001) curves 
include σ'vo, coefficient of earth pressure at rest (Ko), plasticity index (PI), overconsolidation ratio 
(OCR), number of cycles (Nc), and loading frequency. Where measured data were available for 
published soil profiles, these measured data were used in the site response analyses. For the 
synthetic profiles or where data were not available at the published profiles, effective vertical 
stresses were computed using assumed unit weights of 20 kN/m3 and 16 kN/m3 for soil below and 
above the watertable, respectively, OCR was set as 1, and Ko was calculated as (Jaky 1944): 
Ko = 1 - sin(')                   Equation   5.3 
where ' = effective stress friction angle was estimated using Andrus et al. (2004) Vs1 - (N1)60 
correlation and the Terzaghi et al. (1996) (N1)60 - ' correlation. The number of cycles and loading 
frequency were assumed to be 10 and 1 Hz, respectively. For the clay layers, measured dynamic 
properties were used directly where available. Where not available, the Vucetic and Dobry (1991) 
shear modulus reduction and damping curves were used (based on the soil PI).  
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Mei et al. (2018) evaluated the Vucetic and Dobry (1986) PWP generation model for use in 
DEEPSOIL and concluded that the model reasonably captured PWP generation over wide ranges 
of relative density and effective stress for clean sands. Parameters required for the model were 
selected using correlations described in Mei et al. (2018). For clay layers, PWP generation was 
estimated using the Matasovic and Vucetic (1995) model with input parameters based on 
correlations developed by Carlton (2014).  
Dissipation and redistribution of u during shaking was incorporated in the site response 
analyses via Terzaghi 1-D consolidation theory, as formulated in DEEPSOIL. Coefficients of 
consolidation (cv) for were assumed to be 0.02~0.1 m
2/s for loose to dense sands and 1 × 10−5 
m2/s for clay layers. 
 
5.2.2 Strong Ground Motions 
A total of 145 representative western U.S. (WUS) and 176 representative central and eastern 
U.S. (CEUS) strong ground motions were used as input motions in this study. The representative 
WUS ground motion records were selected from the NGA-West2 database (Acheta et al. 2014) 
for sites with Vs30 ≥ 700m/s, where Vs30 is the average shear wave velocity in the upper 30m of a 
profile. Among these 145 motions, 101 are WUS records and 44 were measured in other active 
crustal regions (e.g., Iran, Japan, and Turkey). Peak ground accelerations range from 
approximately 0.016g to 1.03g with a log mean value of 0.13g. Figure 5.1(a) and (c) present the 




The representative CEUS ground motion records were selected from the motions published 
in NUREG-6728 (McGuire et al. 2001). These 176 motions include weak to moderate ground 
motions recorded in the CEUS as well as representative motions developed by spectrally matching 
WUS records to CEUS target spectra. The PGA values range from approximately 0.018g to 3.64g 
with a log mean value of 0.25g. Figure 5.1(b) and (d) present the response and Fourier amplitude 
spectra of the 176 representative CEUS ground motions.  
 
5.2.3 Soil Profiles  
To perform the parametric study, the author created several synthetic sand profiles that include 
several key variables: (1) the presence of a looser sand layer (as well as variations in its thickness), 
where the Vs1 in the looser layer was varied from 125 m/s to 250 m/s (in 25 m/s increments); (2) 
variations of soil compressibility (more/less compressible); (3) variations of watertable depth (0, 
3, and 5m); and (4) variations in bedrock depth (20, 25, and 30m). Table 5.1 summarizes the 
synthetic soil profiles. Values of bedrock Vs were assigned as 760 m/s (B/C boundary condition; 
NEHRP 2015) for WUS sites and 3000 m/s for CEUS sites (Hashash et al. 2014). 
In addition to the synthetic profiles, six profiles were simplified from published soil profiles 
where accelerometers were (or are) installed, as shown in Figure 5.2. These profiles include three 
NEHRP site class D sites in the Christchurch region that were affected by the 2010-11 Canterbury 
earthquake sequence (Markham 2015). These profiles consist chiefly of sands and silty sands to a 
depth of about 30 m overlying bedrock (Figure 5.2). The three remaining profiles (Figure 5.3) are 
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NEHRP site class E sites that were used in a site response calibration study by Baturay and Stewart 
(2003). These profiles consist of silts and clays with layers of sands at different depths. 
 
5.3 PARAMETRIC STUDY RESULTS 
Using the input soil parameters, input ground motions, and synthetic and published soil 
profiles described above, the author conducted a total of 18,104 nonlinear total stress and nonlinear 
effective stress site response analyses. The results of the parametric study are described below in 
terms of computed cyclic stress ratios, porewater pressures, and shear strains. However, to gage 
whether the parametric study results are consistent with published CRR relationships (i.e., case 
history-based liquefaction triggering curves, termed field CRR curves here), the computed results 
must be: (1) related to specific liquefaction triggering criteria; and (2) must be interpreted in a 
manner consistent with published CRR curves. These issues are addressed in the following two 
sections. 
 
5.3.1 Defining Liquefaction Triggering from Site Response Analysis 
Liquefaction is described as the loss of soil strength and stiffness resulting from PWP increase 
and concurrent decrease in effective stress. When triggered by seismic shaking, it can manifest as 
sand blows, surface settlement, lateral spreads, flow failures, flotation of buried structures, or 
bearing capacity failure. Therefore, these observations commonly are used as evidence of 
liquefaction triggering in the field. These liquefaction-related phenomena, however, seldom occur 
in laboratory tests, and the definition of “loss of soil strength and stiffness” is too broad to be 
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applied systematically. Thus, a more objective criterion is needed. The most widely-used criteria 
to define liquefaction triggering in the laboratory are PWP and strain criteria.  
The PWP criterion typically is quantified using the excess PWP ratio, ru. Under level-ground 
conditions, liquefaction is commonly associated with ru = 1. The first occurrence of this condition 
in laboratory tests was termed “initial liquefaction” by Seed and Lee (1966). However, residual 
excess PWP is computed using the Vucetic and Dobry (1986) PWP model. In contrast to the 
maximum excess PWP commonly used in practice, residual excess PWP is defined as the excess 
PWP occurring during each cycle when shear stress equals zero. Hereafter, the excess PWP ratio 
using the residual excess PWP is termed ru,residual. 
In addition, there are laboratory and field situations where ru = 1 is not required to trigger 
significant softening. For example, Ishihara (1972) stated that although specimens of sand with a 
small amount of fines can liquefy (i.e., develop large shear strain and low shear stiffness during 
cycling), ru may peak around 0.9 to 0.95, and ru = 1 is not achieved. Similarly, cyclic direct simple 
shear tests performed by Wu et al. (2003) and Kenan (2005) for clean sands covering wide range 
of Dr and consolidation stress showed that ru = 1 is not reached in some tests although the 
specimens exhibited large shear strains and liquefaction-like behavior.  
In the field, Kramer et al. (2015) suggested that a thick, shallow layer of loose sandy soil can 
develop relatively high excess PWP ratio (ru ~ 0.8) and produce sand boils without the significant 
strain softening commonly associated with initial liquefaction (ru = 1). Previously, Poulos et al. 
(1985) also had concluded that defining liquefaction based on a momentary ru = 1 condition is 
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misleading and fundamentally unsound. Thus, a ru = 1 criterion may be inconsistent with some 
field observations.  
In the laboratory, shear strain criteria also are commonly used to define liquefaction. However, 
there is no general agreement on selecting a shear strain corresponding to liquefaction triggering. 
For example, Ishihara (1993) proposed a single amplitude (SA) shear strain of 3% and double 
amplitude (DA) shear strain of 5% as the criterion while other criteria such as SA strain of 1.4 to 
2% (Boulanger and Idriss 2004) and DA of 6% (Wu et al. 2003) have been recommended. Many 
shear strain criteria were defined by correlating measured laboratory shear strains to initial 
liquefaction (ru = 1), and therefore these shear strain criteria have limitations for use in nonlinear 
effective stress site response analysis (as discussed below). 
In this study, liquefaction is defined based on both ru,residual and shear strain criteria in concert 
with observed cyclic shear behavior. Figure 5.4 presents results from a stress-controlled, cyclic 
direct simple shear (DSS) test on Monterey sand with Dr = 42% and 'vo = 85 kPa. The results 
illustrate the increase in shear strain with increasing ru, with the solid circles indicating ru,residual 
during each cycle. Here, an obvious increase in the rate of shear strain accumulation occurs at 
ru,residual ≈ 0.8, which corresponds to the intersection of the slopes of shear strain accumulation rate 
as shown in Figure 5.4(b). At ru,residual > 0.8, shear strain amplitude increases greatly and the rate 
of increase is almost constant with increasing number of cycles, suggesting that the shear modulus 
softened significantly and that ru,residual = 0.8 can be treated as a boundary of marginal liquefaction 
triggering for this test. Gingery (2014) also used this change in shear strain accumulation rate to 
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calibrate the parameter y1 in the PDMY2 model (Elgamal et al. 2002; Yang et al. 2008). The y1 
parameter controls the magnitude of post-liquefaction plastic shear deformation in the highly 
yielded “neutral phase,” during which a significant amount of permanent shear strain can 
accumulate prior to dilation with minimal changes in shear stress and effective stress.  
Other tests performed by Wu et al. (2003) and Polito (1999) on Monterey and Yatesville sands, 
respectively, also exhibited increases in the rate of shear strain accumulation at ru,residual ≈ 0.8 to 
0.9. Figure 5.4(c) summarizes the ru,residual values corresponding to a rapid increase in the rate of 
shear strain accumulation (as illustrated in Figure 5.4b) for the undrained cyclic shear tests 
collected. As illustrated in Figure 5.4(c), it is clear that the number of occurrences greatly increases 
when ru,residual ≈ 0.8. Therefore, ru,residual = 0.8 is defined as a threshold for marginal liquefaction. In 
these tests, ru,residual begins to stabilize and increase very slowly when ru,residual > ~0.9 (see example 
in Figure 5.4a).  
Figure 5.4(d) summarizes the ru,residual values corresponding to a double amplitude shear strain 
= 6%, which is defined as liquefaction by Wu (2003). As shown in the figure, the number of 
occurrences increases greatly when ru,residual > ~0.9, indicating relatively small differences between 
ru-based and strain-based liquefaction criteria for tests with ru,residual > 0.9. Similarly, Kenan (2005) 
performed cyclic strain-controlled DSS tests on Monterey #0/30 and an aggregate sand and 
observed that “when a maximum of 90% porewater pressure ratio was reached, further loading of 
the specimen did not increase the porewater pressure ratio and ru flattens out and remains constant 
at 0.9. The induced shear stress decreases with time and becomes extremely low as ru,residual = 0.9 
is reached.” Based on these observations, ru,residual = 0.9 appears to be a typical upper limit for 
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ru,residual and represents a condition where the soil is greatly softened and large shear strains can 
accumulate. Therefore, ru,residual = 0.9 could serve as a threshold for “full” liquefaction.. 
However as noted above, Chapter 4 showed that 1-D nonlinear, effective stress site response 
analysis performed using the GQ/H+u model may provide unreliable results when ru,residual > 0.8. 
Therefore, an excess PWP criterion alone may not reliably define liquefaction in site response 
analyses. Wu (2003), Wijewickreme and Soysa (2016) employed shear stiffness and shear strain 
criteria to define liquefaction, where “full” liquefaction corresponds to the condition when the 
shear stress - shear strain hysteresis loops transition from nearly hyperbolic (with a small decrease 
in secant shear stiffness with increasing cycles) to “banana-shaped” (with hysteresis loops that are 
relatively flat at small to intermediate shear strains and experience significant stiffening/dilation 
at larger shear strains). In chapter 4, the shear strain corresponding to this transition was defined 
as the limit shear strain (limit). limit = 2%, 1.5%, and 1.2% for relatively loose (Dr ~ 30 - 50%), 
medium dense (Dr ~ 50 - 70%), and dense (Dr > ~70%) clean sands. 
Based on these observations, following definitions were used in this study: (1) marginal 
liquefaction corresponds to ru,residual ≥ 0.8 and max < limit; and (2) full liquefaction corresponds to 
either 0.8 ≤ ru,residual ≤ 0.9 and max ≥ limit or ru,residual ≥ 0.9, whichever is reached first in the 





5.3.2 Comparing Site Response-based Liquefaction Triggering with CRR relationships 
To compare the parametric study results to published CRR relationships, the site response 
results must be interpreted in a manner consistent with the field CRR curves. For example, 
liquefaction triggering in a given nonlinear effective stress site response analysis was judged based 
on the ru,residual and max values computed for each sublayer and the liquefaction triggering criteria 
defined in the previous section. However, to compare these “liquefied” or “nonliquefied” results 
to field CRR curves, the total stress-based CSR is needed, as the field cases are defined by CSR 
values computed from PGA measured at sites where excess PWP generation was minimal (in 
conjunction with rd) or from total stress-based site response analysis. Therefore, the author used 
the nonlinear total stress site response analyses to define CSR profiles for the simulations while 
the nonlinear effective stress site response analyses were used to define whether liquefaction was 
triggered. Specifically, CSR was computed in two different manners: (1) directly from computed 
shear stress time histories in the nonlinear total stress site response analysis as shown in Eq. 5.4; 
and 5.2 using the peak ground acceleration computed from nonlinear total stress analysis with rd 
as shown in Eq. 5.1. 
CSRNL−TS = 0.65CSRNL−TS,max =
τNL−TS,max
σ′vo
            Equation   5.4 
where CSRNL-TS,max = maximum value of CSR corresponding to NL-TS,max, which is the maximum 
shear stress computed by nonlinear total stress analysis for a given layer.  
Shear wave velocity is a required input for the site response analyses; therefore the author 
compared the results from the parametric study with the Vs-based field CRR curves from Andrus 
and Stokoe (2000) and Kayen et al. (2013). To be consistent with methods Andrus and Stokoe 
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(2000) and Kayen et al. (2013) used to develop the case histories, the rd and MSF correlations 
proposed by Andrus and Stokoe (2000) and Kayen et al. (2013) were used, respectively, when 
comparing to their curves and the specific input motion earthquake magnitude to adjust the 
nonlinear total stress-based CSR to CSR7.5. Similar to Andrus and Stokoe (2000) and Kayen et al. 
(2013) methods, the overburden stress correction factor, K was not applied. Therefore, cyclic 
shear stress ratios from the parametric study were corrected as follows for comparison to the Vs-
based field CRR curves: 
CSR7.5 = CSRNL-TS/MSF                  Equation   5.5 
Note that although ru,residual and max were computed throughout the soil profile, only ru,residual 
and max corresponding to the critical layer (i.e., the maximum ru,residual and max in a sandy layer) 
were used for comparisons to published Vs-based field CRR curves. This approach is consistent 
with the current practice of using one critical depth per boring/CPT sounding/Vs profile when 
developing field CRR curves. Furthermore, when high ru,residual values (> ~0.8) are generated in 
nonlinear effective stress site response analysis, the softened layer can influence the response of 
overlying (and underlying) soil layers. Therefore, it may be unreliable to derive data from a 
nonliquefied soil layer if other strata have softened. Also, when both shallow and deep sandy layers 
generated ru,residual > 0.8, the shallower layer was selected as critical to be consistent with current 
practice. If no sandy layers generated ru,residual > 0.8, the profile was defined as nonliquefied and 
the layer with the highest ru,residual value was selected as critical. 
After evaluating the site response analyses, logistic regression was used to delineate “simulated 
CRR curves” to facilitate the comparison between the parametric study results and the field CRR 
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curves. A logistic regression framework for liquefaction analysis was first proposed by Liao et al. 
(1988) and later used by Youd and Noble (1997), Toprak et al. (1999), Juang et al. (2002), among 
others to define probabilistic field CRR curves. However, the method of regression used here is 
not critical as the author only used the simulated CRR curves to compare to the field CRR curves.  
In the logistic framework, each case study is represented by a binary variable Y that indicates 
whether liquefaction occurs (Y = 1) or does not occur (Y = 0) and a vector of explanatory variables 
X = [x1, x2,….,xm]
T that represents ground motion and soil characteristics. Liquefaction probability 
(PL) can be expressed as a function of X based on available n observations of (X1, Y1),…, (Xn, 




       Equation   5.6 
where 0, 1,…n are regression coefficients determined from binary logistic regression analysis 




𝑖=1              Equation   5.7 
Several explanatory variables for modeling liquefaction probability have been proposed by 
Liao et al. (1988), Youd and Noble (1997), Toprak et al. (1999), and Juang et al. (2002). Among 
these, the two most widely used variables are: (1) the soil liquefaction resistance, often expressed 
by an field index such as (N1)60, qc1N, or Vs1; and (2) seismic demand, often represented by CSR7.5, 
with a functional form of ln(CSR7.5) often used in the regression. Therefore, the probability of 
liquefaction triggering based on Vs measurements can be defined as: 
  PL = 
1
1+exp [−(β0+β1 ln(CSR7.5)+β2VS1)]




5.3.3 Baseline Condition Results 
For initial comparison to the Andrus and Stokoe (2000; abbreviated AS00) and Kayen et al. 
(2013; K13) CRR curves, the author utilized results for synthetic-profile cases with a looser, 3-m 
thick sand layer at an effective vertical stress of about 100 kPa excited by WUS input motions 
(Case 1a, Case 1b, Table 5.1). This case is termed “baseline” because the results do not require 
correction factors related to effective vertical stress, i.e., Vs = Vs1 and K = 1. (As noted above, K 
was not used for any cases in this study when comparing to the AS00 and K13 CRR curves to be 
consistent with the original procedures.)  
Mei et al. (2018) concluded that in addition to Dr, sand compressibility also affects PWP 
generation during cyclic loading. They used the grain size distribution parameter, uniformity 
coefficient (CU), to reflect compressibility. Based on these observations, Mei et al. (2018) proposed 
correlations to define Vucetic and Dobry (1986) PWP generation model parameters for clean sands 
that consider both Dr and compressibility. However, as the parametric soil profiles could take any 
value of CU, and Vs generally is controlled by relative density and effective stress (not 
compressibility), the author used two sets of Vucetic and Dobry (1986) PWP generation model 
input parameters for each nonlinear, effective stress site response analysis – one set corresponding 
to more compressible conditions (CU = 3.8) and one set corresponding to less compressible 
conditions (CU = 1.4) identified by Mei et al. (2018).  
Using the methodology and input parameters described above, two sets of nonlinear site 
response analyses were performed for baseline Case 1a and 1b using the 145 WUS input ground 
motions. Figure 5.5(a) and (b) compare baseline Case 1a and 1b liquefaction triggering results for 
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the more and less compressible PWP generation model parameters, respectively, with the field 
CRR curves. Figure 5.5 includes case history data compiled by Kayen et al. (2013), which is 
comprised of 301 case histories from North America, Asia, and Europe, and includes 121 case 
histories reported previously by Robertson et al. (1992), Kayen et al. (1992), Mitchell et al. (1994), 
Lodge (1994), Andrus and Stokoe (2000) and Bay and Cox (2001). Although this more recent field 
dataset is shown in most subsequent figures, Appendix B compares all of the simulation results 
described below to both the Kayen et al. (2013) and Andrus and Stokoe (2000) datasets, using the 
method-specific MSF correlations. 
Each data point for baseline Case 1a and 1b simulations in  Figure 5.5 represent the 
combination of Vs1 in the critical layer (where Vs1 = Vs for 'vo ≈ 100 kPa in Case 1a) and the 
CSR7.5 computed using Eq. 5.5 for an individual ground motion. In this figure, CSRNL-TS were 
computed using Eq. 5.4. These data were classified as liquefied, marginally liquefied, or not 
liquefied using the ru,residual and max criteria discussed above. The Kayen et al. (2013) MSF 
correlation was used in Eq. 5.5 to compare directly to the Kayen et al. (2013) CRR curve. The 
logistic regression analysis described above was performed to define simulated CRR curves for 
comparison to the field CRR curves. The simulated logistic PL = 15% CRR curve was used here 
as a deterministic boundary, consistent with Kayen et al. (2013).  
Similarly, Figure 5.6(a) and (b) compare baseline Case 1a and 1b liquefaction triggering results 
for the more and less compressible PWP generation model parameters, respectively, with the field 
CRR curves and clean sand case history data compiled by Andrus and Stokoe (2000). Again, 
CSRNL-TS were computed using Eq. 5.4 and the Andrus and Stokoe (2000) MSF correlation was 
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used in Eq. 5.5 to compare directly to the Andrus and Stokoe (2000) CRR curve. To be consistent 
with Andrus and Stokoe (2000), the simulated CRR curve was determined by regressing the curve-












}                    Equation   5.9 
 
The regressed parameters ‘a’ and ‘b’ minimized the number of mis-classified liquefaction and 
nonliquefaction cases.   
Some key observations can be made based on the comparisons in Figure 5.5 and Figure 5.6.  
1. The simulated CRR curves for less compressible PWP generation model parameters plot 
slightly above the field CRR curves for Vs1 < ~200 m/s (Figure 5.5a and Figure 5.6a). This 
result is sensible, as a sandy soil should be less likely to liquefy when subjected to a given 
seismic demand if PWP generation occurs more slowly during shaking (corresponding to the 
less compressible PWP generation model parameters). This observation also provides a reason 
why some non-liquefied data plot above field CRR curves.  
2. As illustrated in Figure 5.5(b) and Figure 5.6(b), the simulated CRR curves for more 
compressible PWP generation model parameters agree closely with field CRR curves for Vs1 
< ~200 m/s. It is noted that for Vs1 = 175 - 200 m/s, the simulated CRR curve with more 
compressible sand parameters plots below the AS00 curve (Figure 5.6b), largely because the 
AS00 curve approaches a vertical asymptote near Vs1 = 215 m/s. This agreement also is 
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reasonable, as deterministic field CRR curves generally correspond to field conditions that are 
most conducive to triggering liquefaction (Ambraseys 1988) and the simulations using the 
more compressible PWP generation model parameters correspond to sands that most easily 
liquefy during shaking. 
3. As expected, simulated marginal liquefaction cases plot near the deterministic simulated CRR 
curve and near the field CRR curves in Figure 5.5(b) and Figure 5.6(b).  
4. For Vs1 > 200 m/s, many simulated liquefied cases fall below the field CRR curves. Dobry et 
al. (2011, 2015) suggested that sands with high shear wave velocities (Vs1 > 200 m/s) and high 
liquefaction resistance commonly are influenced by aging, cementation, or preshearing. In 
contrast, they argued laboratory-reconstituted specimens, recent fills, and geologically very 
young deposits of clean to silty sands rarely exhibit Vs1 > ~190-200 m/s. The aging, 
cementation, or preshearing effects required to achieve Vs1 > 200 m/s greatly retard PWP 
generation. As the PWP generation model parameters used for nonlinear effective stress site 
response analysis were derived from reconstituted specimens without these effects, it was 
expected that liquefaction resistance would be underestimated for sands with Vs1 > 200 m/s. 
Furthermore, the database collected by Mei et al. (2018) to define PWP generation model 
parameters were limited to specimens with Dr < ~80%. Coincidentally, the Menq (2003) 
correlation predicts Vs1 ≈ 200 m/s for Dr = 80% and 'vo = 100 kPa. For Dr > 80% (i.e., Vs1 > 
200 m/s), PWP model parameters are estimated by extrapolation, resulting in some uncertainty. 
For these two reasons, the author only used simulation results with Vs1 ≤ 200 m/s and did not 
plot site response analysis results for Vs1 > 200 m/s in the figures. 
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For comparison, Figure 5.7(a) and (b) presents the simulated CRR curves for cases with more 
compressible sand parameters (corresponding to CU = 3.8), CSR7.5 computed using Eqs. 5.1 and 
5.5 for the MSF and rd correlations proposed by Kayen et al. (2013) and Andrus and Stokoe (2000), 
respectively. As shown in the figures, the simulated CRR curves match closely to the respective 
field CRR curves from Kayen et al. (2013; K13) and Andrus and Stokoe (2000; AS00). Although 
the simulated CRR curves using Eq. 5.1 result in slightly more mis-classified cases than the 
simulated curves using Eq. 5.4, this comparison illustrates that the uncertainties in rd factors does 
not affect the ability of nonlinear effective stress site response analysis to reasonably evaluate 
liquefaction. As a result, all comparisons described subsequently are based on CSR7.5 computed 
using Eqs. 5.4 and 5.5, i.e., CSR determined directly from nonlinear total stress site response 
analysis.  
 
5.3.4 Influence of Input Ground Motion Characteristics  
It is widely known that site response analysis is affected strongly by the input ground motion 
intensity and frequency content. Most level-ground liquefaction datasets are dominated by case 
records and ground motions from active seismic regions considered similar to the WUS. In contrast, 
very few case records originate from stable tectonic regions similar to the CEUS. Nevertheless, 
engineers must rely on field CRR curves to evaluate liquefaction in stable tectonic regions despite 
the understanding that these regions exhibit differences in ground motions (e.g., motions that are 
richer in high frequency energy; Hashash et al. 2014). Therefore, the author examined the effect 
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of input motion characteristics on liquefaction evaluation using nonlinear, effective stress site 
response analysis.  
Figure 5.8 presents the simulation results using the more compressible PWP model parameters 
for the baseline Case 1c excited by 176 representative CEUS ground motions. Again, the 
simulation results are compared with field CRR curves using PL = 15% where appropriate, as well 
the simulated CRR curves for the WUS (Figure 5.5b). As noted above, the simulated CRR curves 
were regressed using simulations with Vs1 ≤ 200 m/s. As shown in Figure 5.8, the simulated CRR 
curve for CEUS (Case 1c) is slightly lower than the CRR curve for WUS (Case 1a) and the field 
CRR curves, which may result from CEUS motions exhibiting a larger number of cycles for a 
given magnitude as they are richer in high frequency energy. Also, simulated liquefaction 
resistance for sands with Vs1 > 200 m/s is underestimated for the reasons described above.  
Similar to the field case records, the simulations yielded some misclassified data points (i.e., 
non-liquefied simulations falling above the simulated CRR curve; Figure 5.5 through Figure 5.8). 
Interestingly, most of the misclassified data correspond to simulations with input ground motions 
that exhibit near-fault effects, which often are characterized by a strong acceleration pulse early in 
the motion (with a corresponding velocity pulse) with relatively weak shaking for the remainder 
of the time history (Hayden et al. 2014). When the Seed et al. (1975) method to count the equivalent 
number of cycles (Nc,eq), the “near-fault” input motions exhibit smaller Nc,eq values than motions 
without a near-fault effect even when M and peak CSR are similar. Thus Eq. (4) tends to 
overestimate CSR7.5 for the “near-fault” motions and these simulations can result in non-liquefied 
data plotting above the simulated CRR curve.  
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Figure 5.9 presents an example comparison of input motions with and without near-fault 
effects. Motion (RSN 989) was recorded during the 1994 Northridge earthquake (M6.69; reverse 
fault mechanism) at a rupture distance (Rrup) of 20.5 km while motion (RSN 1050), as recorded 
during the 1994 Northridge earthquake, had Rrup = 7 km. Figure 5.9 includes time histories of CSR, 
acceleration, velocity, displacement and ru for each motion. As evident from the velocity and 
displacement time histories, motion RSN 1050 exhibited a near-fault effect (Hayden et al. 2014). 
The CSR time histories correspond to the layer with the highest ru computed by nonlinear effective 
stress analysis. As shown in Figure 5.9(a) and (b), both motions exhibited a peak CSR = 0.4. 
Applying the Kayen et al. (2013) MSF correction, CSR7.5 = 0.34 for both motions. The identical 
CSR7.5 values suggest that these two motions should impose similar seismic demand on the soil 
(and generate similar values of excess PWP) in a given soil profile. However, as evident from the 
figure, RSN 1050 has far fewer cycles of shaking and generated less excess PWP in nonlinear, 
effective stress site response analysis compared to RSN 989. This example highlights the 
importance of input motion characteristics on liquefaction potential, as well as the benefit of 
performing liquefaction analysis using a validated nonlinear, effective stress site response analysis.  
 
5.3.5 Influence of Effective Vertical Stress  
A large number of relationships for the overburden stress correction factor K have been 
proposed for use in cyclic stress-based liquefaction analysis (Youd et al. 2001; Cetin et al. 2004; 
Idriss and Boulanger 2010; among others), however, there is still no consistent agreement on its 
application in practice. This study utilized the Vucetic and Dobry (1986) strain-based PWP 
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generation model, which according to Dobry (1986), is only modestly affected by effective vertical 
stress. And in the nonlinear effective stress site response analyses described here, it is not necessary 
to compute CSR7.5, as liquefaction triggering is defined by ru,residual and max, and PWP generation 
is computed directly from shear strain. Nevertheless, it is instructive to compare back-calculated 
values of K from the nonlinear effective stress site response analyses to the empirical 
relationships noted above, which were developed in a total stress framework.  
As shown in Table 5.1, the depth to the loose, liquefiable sand layer was varied in the synthetic 
profile as part of the parametric study. Figure 5.10 presents the simulated liquefaction data and 
simulated CRR curve (green curve) with PL = 15% for Case 1e and 1f (Table 5.1) using WUS 
motions and more compressible sands PWP model parameters. The critical layer was located at a 
depth with 'vo ≈ 200 kPa and 50 kPa for Case 1e and 1f, respectively. For comparison, Figure 
5.10 includes the simulated CRR curve for Case 1a where the critical layer had 'vo ≈ 100 kPa 
developed in Figure 5.5(b). As illustrated in Figure 5.10, the simulated boundary curves for 'vo ≈ 
200 kPa and 50 kPa are slightly more liquefiable and less liquefiable, respectively, than the 
simulated curve for 'vo ≈ 100 kPa.   
The role of effective vertical stress also was examined by lowering the watertable in the 
simulations. Figure 5.11 presents the simulated liquefaction data and simulated CRR curve (green 
curve) with PL = 15% for Case 3b and 3c (Table 5.1) using WUS motions and more compressible 
sands PWP model parameters. The critical layer was located at a depth with 'vo ≈ 130 kPa and 
146 kPa for case 3b and 3c, respectively, and the corresponding simulated boundary curves are 
slightly more liquefiable than simulated data for 'vo ≈ 100 kPa. 
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Figure 5.12 compares K values back-calculated from the simulated CRR curves in Figure 
5.10 and Figure 5.11with published correlations. As the simulations performed in this study were 
based on Vs1, Figure 5.12 presents K values corresponding to Vs1 = 135, 175 and 200 m/s. These 
Vs1 values approximate Dr = 40, 60, and 80% and (N1)60 = 5, 15, and 25 based on the Andrus et al. 
(2004) Vs1-(N1)60 and the Shahien (1998) (N1)60-Dr-D50 correlations (where D50 is median grain 
size, taken as 0.2 mm here). The comparison in Figure 5.12 illustrates that the back-calculated 
K values generally follow the same trend as the published correlations, with back-calculated 
K values decreasing slightly as effective vertical stress increases. However, the published 
correlations show significantly more variation with density [in terms of Dr or (N1)60] than the 
simulation data using Vs1. Nevertheless, the general agreement demonstrates that the influence of 
effective vertical stress on liquefaction resistance is implicitly incorporated in nonlinear effective 
stress site response analysis. 
 
5.3.6 Influence of Soil Profile 
The analysis results discussed above involve simple synthetic soil profiles. Among these 
profiles, except the liquefiable layers, the other layers generally are stiff enough to preclude 
liquefaction. In reality, soil profiles are more complex and the response of underlying layers may 
influence potentially liquefiable layers. To examine the influence of soil profile variations on the 
simulations, six published soil profiles (Figure 5.2) were excited with WUS input motions. Sands 
in the profiles were assigned the more compressible PWP generation model parameters.  
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Figure 5.13 presents example nonlinear effective stress site response analysis results for the 
HPSC site (see Figure 5.2) using the more compressible sand PWP model parameters and WUS 
motions. In contrast to the synthetic soil profiles where the depth of the loose, liquefiable layer is 
predefined, the published profiles have potential critical layers at different depths during different 
input motions, and thus each site can provide critical layers with different Vs1 values. To be 
consistent with Kayen et al. (2013), the K correction was not applied to computed CSR values. 
This decision was further justified as most critical layers identified in the simulations had 'vo < 
200 kPa. As shown in Figure 5.13, the simulated results for Site HPSC agree very well with the 
field and simulated CRR curves. Similarly, Figure 5.14 illustrates that the simulated results for all 
NEHRP Site Class D sites (Figure 5.2) are in excellent agreement with the field and simulated 
CRR curves.  
Figure 5.15 presents the simulation results for the sands in the Pacific Park Plaza profile 
(NEHRP Site Class E; Figure 5.3c). Unlike the NEHRP Site Class D sites where the majority of 
the profiles consist of clean sands, the Site Class E sites studied here generally have soft clay layers 
underlying the loose sand layers. These soft clays also generate large excess PWP during strong 
shaking, which measurably decreases the clay shear stiffness. In these cases, the softened clay 
layers can dampen the ground motions (particularly higher frequency components), making the 
upper sand layers less likely to liquefy. As shown in Figure 5.15(a), several nonliquefied sandy 
layer cases plot above the field and simulated CRR curves. The reason for these misclassified cases, 
as explained before, may be due to the isolating effect of soft clays underlying the looser sands.  
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Figure 5.15(b) shows the results for Pacific Park Plaza site sand layers after eliminating cases 
with soft clay layers that generated ru,residual > 0.8. Although there are still some nonliquefied sand 
layers that plot above the field and simulated CRR curves, these cases correspond to simulations 
involving motions with near-fault effects (as identified by Hayden et al. 2014 and Shahi and Baker 
2012). When these motions with near-fault effects are removed, as shown in Figure 5.15(c), the 
simulations for Pacific Park Plaza site sand layers are consistent with the field and simulated CRR 
curves, with marginally liquefied sand layers plotting on or near the CRR curves and nonliquefied 
sand layers plotting below the CRR curves. These observations confirm that cyclically-softened 
clay layers affect the response of overlying soils, as anticipated, and can thereby reduce the 
likelihood of overlying looser sands liquefying during shaking. In contrast, when liquefaction 
analysis is performed in a total stress framework using the cyclic stress method, sand layers in 
these cases often are predicted to liquefy during shaking.  
After eliminating cases with clay layers that generated ru,residual > 0.8, Figure 5.16 presents the 
combined simulation results for all NEHRP Site Class E sites. Again, except the cases that were 
excited by WUS motions with near-fault effect, the simulation results for the Site Class E profiles 
are consistent with the field and simulated CRR curves. This exercise again emphasizes the 
importance and benefits of performing liquefaction evaluation in an effective stress based 
framework. 
The effect of varying loose sand layer thickness (1.5, 3, and 4.5m) and bedrock depth (20, 25, 
and 30m) were investigated through case 2(a)-(c) and case 4(a)-(c). Observations from the 
simulated results and CRR curves for these cases are nearly identical to the simulated CRR curve 
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of baseline case 1a, indicating the simulated CRR curve is less sensitive to the changing of loose 
layer thickness and bedrock depth within the range used in this study. Appendix B details these 
simulation results. 
 
5.4 VALIDATION USING DYNAMIC CENTRIFUGE TESTS  
The parametric studies above illustrated that liquefaction evaluation using nonlinear effective 
stress site response analysis provides results that are consistent with field observations (i.e., field 
CRR curves) and provide potential explanations for some misclassified data. To further validate 
this framework, the following section presents the simulation results for several dynamic 
centrifuge tests.   
 
5.4.1 Dynamic Centrifuge Tests  
For comparison to one-dimensional site response analysis, the author focused on dynamic 
centrifuge tests conducted by Wilson et al. (1997), Arulmoli et al. (1992) and Dashti et al. (2010) 
that involved level-ground conditions and saturated clean sand soil profiles where free-field 
records of porewater pressure and acceleration are available. Table 5.2 provides soil profile details 
and shaking events for the dynamic shaking events studied here. As shown in Table 5.2, the 
selected centrifuge tests cover a wide range of PGA (0.038g to 0.62g), predominant period (0.21s 
to 0.8s), liquefiable layer thickness (3 to 10 m), and relative density (30% to 90%). This section 
presents mainly the simulation of centrifuge test CSP02 (Wilson et al. 1997). Appendix C details 
the simulation made for the other centrifuge tests.  
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In centrifuge test CSP02, Wilson et al. (1997) examined soil-pile-superstructure interaction in 
a liquefiable soil. The soil profile consisted of 9 m of loose Nevada sand (Dr = 35%) overlying 
11.2 m of dense Nevada sand (Dr = 75%). Detailed soil property information is described in Table 
5.3. The model was saturated using hydroxyl-propyl methylcellulose (HPMC), with a viscosity 
about 10 times greater than water. The model was spun at a centrifugal acceleration of 30g, 
therefore model diffusion should occur about 3 times faster than the prototype (Wilson et al. 1997). 
Input motion CSP02E is a strong shaking event with PGA = 0.49g. It generated significant excess 
PWP during shaking. Input motions were baseline-corrected and filtered using high (25 Hz) and 
low (0.1 Hz) band-pass Butterworth fourth-order filters for use in this study.  
 
5.4.2 Model Input Parameters 
As only relative density is provided in the centrifuge tests, the shear wave velocity profile 
was estimated using correlations by Menq (2003). Modulus reduction curves and damping curves 
proposed by Darendeli (2001) were used to define dynamic soil properties, consistent with the 
parametric study. Effective stress friction angles ' = 31º and 34º (for Dr = 35% and 75%, 
respectively) were estimated based on cyclic DSS tests by Arulmoli et al. (1992) and Kammerer 
et al (2000) on Nevada sand. The GQ/H model was used to fit the Darendeli modulus reduction 
and damping curves while remaining consistent with the implied shear strength. Parameters for 
the Dobry PWP model (p, F, and s) were assigned to saturated sand layers using the Mei et al. 




5.4.3 Centrifuge Test Simulation Results 
The author performed nonlinear total stress and effective stress site response analysis for 
centrifuge shaking events listed in Table 5.2. Figure 5.17 presents profiles of computed maximum 
ru,residual, max, and maximum cyclic stress ratio (CSR) for centrifuge test shaking event CSP02E. 
As described earlier, ru,residual and shear strain were computed by nonlinear effective stress site 
response analysis, while CSR was computed by nonlinear total stress analysis. In general, 
computed maximum ru,residual values agree closely with measured peak ru values. The maximum 
computed ru,residual and measured ru in the loose sand layer both exceeded 0.9, indicating that the 
GQ/H+u model correctly simulates liquefaction of the upper loose layer. The simulated critical 
layer occurs at a depth ~2 m, which has ru,residual > 0.9 and max ≈ 1.5%. 
Figure 5.18 compares the computed maximum ru,residual and measured maximum ru values after 
PWP fluctuations had stabilized for all sand layers in all centrifuge shaking events in Table 5.2. 
As shown in the figure, nearly all of the computed ru,residual values fall within ±0.1 of the measured 
ru values. The comparison illustrates the ability of the GQ/H+u model to reasonably estimate PWP 
generation during seismic shaking.  
Again, to compare results from the nonlinear effective stress site response analyses to field 
CRR curves, CSRmax in the critical layer (computed using nonlinear total stress analysis) was 
corrected using the Kayen et al. (2013) MSF and reduced by a factor of 0.65 to compute average 
CSR7.5. The value of CSR7.5 was reduced further by a factor of 0.9 to account for multi-directional 
shaking effects on PWP generation (Idriss and Boulanger 2008), yielding CSR7.5,2D. The Vs value 
in the critical layer was normalized to Vs1 as (Vs/Pa)(Pa/'vo)
0.25, consistent with Andrus and Stokoe 
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(2000), where Pa is atmospheric pressure. This procedure produces the liquefied point with Vs1 = 
167 m/s and CSR7.5,2D = 0.188 shown in Figure 5.19. 
Follow this procedure, simulated liquefaction analyses were performed for all shaking events 
in Table 5.2. The results are plotted in Figure 5.19 and illustrate that the nonlinear effective stress 
site response yields liquefaction results consistent with the field and simulated CRR curves.  
 
5.5 NUMERICAL SIMULATION OF FIELD SITES 
Similar to the parametric study, the centrifuge tests described above involved simple profiles 
with uniform relative densities within individual layers. In the field, soil profiles can be more 
complex with interlayered sands and clays. To validate the nonlinear effective stress site response 
analysis for liquefaction evaluation, the author also simulated the response of available field sites 
where accelerations were recorded and liquefaction could be assessed. 
 
5.5.1 General Description of Field Conditions 
Table 5.4 lists the field case histories evaluated in this study. These three sites have been used 
widely for validating site response analysis (e.g., Matasovic 1993; Youd et al. 2005; Ziotopoulou 
et al. 2012; among others) and have several important characteristics in common, including: (1) 
earthquakes that generated excess PWP in the sandy layers; (2) records of accelerations available 
from the site or neighboring locations; and (3) reasonable documentation, including information 
on layer stratification and in situ testing. The N-S input motion at Treasure Island is not included 
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in this study as the phase of the N-S input motion (obtained from Yuerba Buena Island) does not 
correlate well with N-S motions recorded on Treasure Island (Youd and Carter 2005).  
Among these sites, only the Wildlife site has PWP recordings, which recorded small ru values 
during the Elmore Ranch earthquake while liquefaction was triggered during the Superstition Hills 
earthquake. During the Superstition Hills earthquake, Holzer and Youd (2007) normalized the ru 
time histories to a maximum value of unity by assuming ru = 1 at the end of shaking (~97 sec). For 
the other two sites, although PWP were not recorded, recorded ground motions at the Treasure 
Island site exhibited characteristics of significant soil softening near the end of shaking, suggesting 
that liquefaction occurred (Idriss and Boulanger 2010). The Port Island site experienced sand boils, 
ground fissures and significant tilting of the quay walls, suggesting that liquefaction occurred 
(Cubrinovski et al. 1996).  
At the Wildlife site, the most liquefiable layer is the saturated Holocene floodplain sediments 
that consists of sandy silt (ML; FC ~ 78%) and silty sand (SM; FC ~ 36%). At the Port Island site, 
the liquefiable layer consists of “Masado fill,” which is a well-graded soil with large fractions of 
gravel and sand (FC < 5%). The liquefiable layer at the Treasure Island site consists of fine to 
medium silty sand hydraulic fill (FC ~ 15%). Appendix C provides more detailed information for 
these sites, including soil profiles and in situ test data (Vs and SPT). 
 
5.5.2 Model Input Parameters 
Similar to the centrifuge tests, the site response analyses required modulus reduction and 
damping curves, implied shear strength parameters, and PWP generation and dissipation 
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parameters. For all the sand, silty sand and sandy silt layers, Darendeli (2001) modulus reduction 
and damping curves were used. For clay layers, measured dynamic soil properties were used where 
available, and where not available, Vucetic and Dobry (1991) modulus reduction and damping 
curves were used. Again, the GQ/H model was used to fit all modulus reduction and damping 
curves considering the implied shear strength. 
Generation of PWP in clay layers was estimated using the Matasovic and Vucetic (1995) 
model with model parameters defined using the Carlton (2014) correlation. For the sandy layers, 
the Vucetic and Dobry (1986) PWP model was used. At the Wildlife site, Vucetic and Dobry (1986) 
measured PWP model parameters (p, F, s) using cyclic DSS and cyclic triaxial tests on relatively 
undisturbed samples. These measured parameters were used directly in this study. For the Masado 
fill at the Port Island site, the author used the Mei et al. (2018) model parameters for more 
compressible sand. The sands at the Treasure Island site have a gradation similar to the Heber 
Road channel fill, therefore the author used PWP model parameters (p, F, s) measured by Vucetic 
and Dobry (1986) for the Heber Road channel fill for the Treasure Island sands. In each case, the 
multi-directional shaking parameter was activated in the PWP model; therefore, no correction for 
multi-directional shaking was applied to CSR. Table 5.5 summarizes the sand layer PWP 





5.5.3 Simulation Results 
Using the procedures detailed above, the author performed nonlinear total stress and effective 
stress site response analyses for the sites listed in Table 5.4. The analyses were used to identify 
critical layers, and values of Vs1 and CSR7.5 were computed for each critical layer. Figure 5.20 
compares the simulation results to the field and simulated CRR curves. For each field site, 
horizontal motions from both directions were analyzed and simulations for both directions are 
plotted in Figure 5.20. As illustrated in the figure, the nonlinear effective stress site response 
analyses yield results consistent with the field and simulated CRR curves, with liquefaction being 
computed for the Superstition Hills event (Wildlife site), at Port Island, and at Treasure Island for 




In this chapter, the author proposed criteria to evaluate triggering of level-ground liquefaction 
using one-dimensional nonlinear site response analysis with porewater pressure generation 
(termed nonlinear effective stress site response). The effective stress-based procedure and the 
triggering criteria are demonstrated using a broad parametric study using 145 western U.S. (WUS) 
and 176 central and eastern U.S. (CEUS) ground motions propagated through 44 synthetic sand 
profiles and six published soil profiles (three NEHRP Site Class D and three Site Class E). The 
synthetic profile involved variations in loose sand layer shear wave velocity, loose sand layer 
thickness, depth to the loose sand layer, depth to the watertable, and depth to bedrock. The 16,612 
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parametric analyses (using both synthetic and published soil profiles) yielded liquefaction 
resistance results that generally were in excellent agreement with published liquefaction resistance 
curves (Andrus and Stokoe 2000; and Kayen et al. 2013) for Vs1 < 200 m/s. Furthermore, the 
nonlinear effective stress site response analyses exhibited liquefaction resistance CEUS motions 
is slightly lower than WUS motions. The agreement is not as good for sandy soils with Vs1 > 200 
m/s, input motions that exhibit near-fault (velocity and displacement pulse) effects, the presence 
of soft clay layers underlying loose sand layers (Site Class E profiles). The reasons for the lack of 
agreement are explained and quantified, and the simulation results actually provide reasonable 
explanations for why some field sites are misclassified using empirical cyclic stress (simplified) 
liquefaction analyses.  
The procedure then is validated using 10 shaking events from three dynamic centrifuge tests 
and 4 shaking events from three well-documented field sites. Simulations for these 14 shaking 
events also are in excellent agreement with the field CRR curves, predicting liquefaction in cases 
(i.e., specific layers in dynamic centrifuge tests or individual field sites) where liquefaction was 
observed and no liquefaction where liquefaction was not observed. 
The proposed nonlinear effective stress site response analysis approach for liquefaction 
triggering incorporates site-specific ground motions, actual soil profiles, and soil mass 
characteristics (e.g., density, gradation, compressibility) as direct inputs, thereby circumventing 
the uncertainties related to evaluating liquefaction triggering using the cyclic stress method. 
Furthermore, the nonlinear effective stress site response analysis approach may allow liquefaction 
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to be assessed for parameters (e.g., depth) outside of the empirical liquefaction database, 




























motions Sand type 
1a 250 125-250 9 3 0 30 WUS Compressible 
1b 250 125-250 9 3 0 30 WUS Less compressible 
1c 250 125-250 9 3 0 30 CEUS Compressible  
1d 250 125-200 22 3 0 30 WUS Compressible 
1e 250 125-200 3 3 0 30 WUS Compressible 
2a 250 125-200 9 1.5 0 30 WUS Compressible 
































motions Sand type 
2c 250 125-200 9 4.5 0 30 WUS Compressible 
3a 250 125-250 9 3 0 30 WUS Compressible 
3b 250 125-200 9 3 3 30 WUS Compressible 
3c 250 125-200 9 3 4.5 30 WUS Compressible 
4a 250 125-200 9 3 0 20 WUS Compressible 
4b 250 125-200 9 3 0 25 WUS Compressible 
4c 250 125-250 9 3 0 30 WUS Compressible 
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CSP02D 0.038 0.29 35%, 75% 9 20 Wilson et 
al. (1997) CSP02E 0.49 0.29 35%, 75% 9 20 
CSP03H 0.027 0.21 55%, 75% 9 20 
CSP03I 0.49 0.29 55%, 75% 9 20 











0.62 0.37 65%, 90% 3 25 
SHD04M 
PI 
0.15 0.77 50%, 90% 3 25 
SHD04 
TCU 
0.12 0.68 58%, 92% 3 25 
SHD04L 
PI 
0.38 0.37 66%, 92% 3 25 
 
Table 5.3 Index properties of Nevada sand  
 
Soil Type Wilson et al.(1997) Dashti et al.(2010) 
Assumed specific gravity, Gs 2.67 2.67 
Maximum void ratio, emax 0.89 0.84 
Minimum void ratio, emin 0.52 0.55 
Uniformitycoefficient, Cu 1.5 2 
















EW Wildlife  1987 Superstition 
Hills 
6.6 28 0.21 0.18
Wildlife 1987 Elmore Ranch 6.2 23 0.12 0.12 
Port Island 1995 Kobe 6.9 5 0.34 0.3 
Treasure 
Island 
1989 Loma Prieta 6.9 2.4 N/A 0.16 
 
 
Table 5.5 Sandy soil PWP model parameters used for analysis of field sites. 
 
Site Correlation Reference v f p F s tv (%) 
Wildlife Vucetic& Dobry (1986) 1 2 1 2.6 1.7 0.02 
Port Island Mei (2018) 1 2 1 3.5 1 0.05 














Figure 5.1 Acceleration response spectra and smoothed Fourier amplitude spectra for input 
ground motions used in this study. (a) Response spectra for WUS motions; (b) response spectra 
for CEUS motions; (c) Fourier amplitude spectra for WUS motions; and (d) Fourier amplitude 






Figure 5.2 Shear wave velocity and stratigraphy for Site class D profiles at station: (a) SHLC; (b) 
NNSH; and (c) HPSC (Markham 2015) 
 
Figure 5.3 Shear wave velocity and stratigraphy for Site class E profiles: (a) Appel #2 in 
Redwood City, California; (b) Meloland in El Centro, California; and (c) Pacific Park Plaza in 





Figure 5.4 Cyclic response of Monterey sand with Drc = 47% and 'vc = 85 kPa (test MS29j; Wu 
et al. 2003) illustrating proposed definitions of thresholds of marginal liquefaction and 
liquefaction. (a) Excess PWP and number of cycles; and (b) shear strain and number of cycles 
and Summary of undrained cyclic behavior exhibited in laboratory tests collected. (c) Histogram 
of ru values corresponding to slope change of shear strain accumulation rate used in defining 
marginal liquefaction; and (d) histogram of ru values corresponding to 6% double amplitude 





Figure 5.5 Comparison of liquefaction (Liq), marginal liquefaction (Marg), and no liquefaction 
(NLiq) data from nonlinear effective stress site response simulations using WUS ground motions 
and MSF correlation proposed by Kayen et al. (2013) with field CRR curves from Kayen et al. 
(2013; K13) and Andrus and Stokoe (2000; AS00). (a) Simulations using PWP generation model 
with less compressible sand parameters (corresponding to CU = 1.4); and (b) simulations using 




Figure 5.6 Comparison of liquefaction (Liq), marginal liquefaction (Marg), and no liquefaction 
(NLiq) data from nonlinear effective stress site response simulations using WUS ground motions 
and MSF correlation proposed by Andrus and Stokoe (2000) with field CRR curves from Kayen 
et al. (2013; K13) and Andrus and Stokoe (2000; AS00). (a) Simulations using PWP generation 
model with less compressible sand parameters (corresponding to CU = 1.4); and (b) simulations 





Figure 5.7 Comparison of liquefaction (Liq), marginal liquefaction (Marg), and no liquefaction 
(NLiq) data from nonlinear effective stress site response simulations using PWP generation 
model with more compressible sand parameters (corresponding to CU = 3.8) and CSR7.5 
computed by simplified method and MSF, rd correlation proposed by Kayen et al. (2013) and 
Andrus and Stokoe (2000) with (a) field CRR curves from Kayen et al. (2013; K13); and (b) 









Figure 5.8 Comparison of simulated and field CRR curves for simulations performed using 
CEUS input ground motions and PWP generation model with more compressible sand 










Figure 5.9 Comparison of ground motions recorded during the 1994 Northridge earthquake (M 
6.69; reverse fault mechanism) with (motion RSN 1050) and without (motion RSN 989) near-
fault effects. (a), (c), (e), (g) and (i) CSR, acceleration, velocity, displacement and ru time 
histories, respectively, for RSN 1050. (b), (d), (f), (h) and (j) CSR, acceleration, velocity, 





Figure 5.10 Comparison of simulated CRR curves using WUS input motions and more 
compressible sand PWP model parameters (corresponding to CU = 3.8) for: (a) Case 1a (critical 
layer with 'vo ≈ 100 kPa) and Case 1d (critical layer with 'vo ≈ 200 kPa); and (b) Case 1a and 




Figure 5.11 Comparison of simulated CRR curves using WUS input motions and more 
compressible sand PWP model parameters (corresponding to CU = 3.8) for: (a) Case 1a 
(watertable at ground surface; critical layer with 'vo ≈ 100 kPa) and Case 3b (watertable at 3 m; 
critical layer with 'vo ≈ 130 kPa); and (b) Case 1a and Case 3c (watertable at 4.5 m; critical 







   
Figure 5.12 Comparison of K values back-calculated from nonlinear effective stress site 
response analysis to empirical K correlations from: (a) Youd et al. (2001); and (b) Idriss and 
Boulanger (2008). 
 








Figure 5.13 Comparison of simulated CRR curve using WUS input motions and more 
compressible sand PWP model parameters (corresponding to CU = 3.8) for the HPSC site (Figure 












   
Figure 5.14 Comparison of simulated CRR curve using WUS input motions and more 
compressible sand PWP model parameters (corresponding to CU = 3.8) for NEHRP Site Class D 




   
Figure 5.15 Comparison of simulation data and simulated CRR curve using WUS input motions 
and more compressible sand PWP model parameters (corresponding to CU = 3.8) for the Pacific 
Park Plaza site (NEHRP Site Class E) with field CRR curves. (a) All cases; (b) clay layers with 





   
Figure 5.16 Comparison of simulation data (excluding cases with soft clays with ru,residual > 0.8) 
and simulated CRR curve using WUS input motions and more compressible sand PWP model 






Figure 5.17 Profiles of computed response for dynamic centrifuge test CSP02E. (a) measured 
and computed maximum ru,residual; (b) computed max; and (c) computed maximum CSR 
 
Figure 5.18 Comparison of measured maximum ru,residual when fluctuations of PWP stabilized 
after major shaking event and computed ru,residual in loose and dense layers during centrifuge test 







Figure 5.19 Comparison of simulation results for dynamic centrifuge tests (Table 5.2) with field 
CRR curves and simulated CRR curve developed using WUS input motions and more 














Figure 5.20 Comparison of simulation results for field sites (Table 5.4) with field CRR curves 
and simulated CRR curve developed using WUS input motions and more compressible sand 








Ground motions recorded in the basement of the Kawagishi-cho apartment building in Niigata, 
Japan, during the 1964 M7.5 Niigata earthquake (Aki 1988) and at the Wildlife site in Imperial 
Valley, California, during the 1982 M6.6 Superstition Hills earthquake (Bennett et al. 1984) 
illustrated the effects of porewater pressure (PWP) increase and liquefaction on the ground motions 
(Youd and Carter 2005). In these cases, the increase of PWP during shaking decreases effective 
stress and shear stiffness. As a result, the site natural period lengthens and soil damping increases, 
which makes the softened layer act similar to a base isolating system. Lengthening of the site 
period may decrease ground motion amplitude at high frequencies and increase the predominant 
period of shaking. The latter case is particularly important because field measurements (e.g., 
standard and cone penetration tests), laboratory testing, surface and downhole acceleration 
recordings, multiple porewater pressure recordings, and field observations are available for the site. 
As a result, numerous investigators have studied this case history (Holzer et al. 1989; Dobry et al. 
1989; Thilakaratne and Vucetic 1990; Elgamal and Zeghal 1992; Zorapapel and Vucetic 1994; 
Holzer and Youd 2007; Groholski et al. 2014; among others).  
Since this event, other sites have provided recordings that illustrate the effects of PWP 
increase and soil softening on ground motions, including the Treasure Island site (Idriss 1990; 
Rollins et al. 1993), the Alameda Naval Air Station array near San Francisco, California (Borcherdt 
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and Glassmoyer 1994; Carlisle and Rollins 1994), and the Port Island downhole instrument array 
in Kobe, Japan (Iwasaki and Tai 1996; Elgamal et al. 1996; Wang et al. 2001). Youd and Carter 
(2005) studied these recordings and concluded that “PWP increase, soil softening, and liquefaction 
generally decreases short period (T < 1s) and amplifies long period (T > 1s) spectral accelerations. 
However, the short period Sa decrease often doesn’t occur if PWP increases later during shaking.”  
Bradley et al. (2014) examined ground motions recorded at liquefied sites during the 2010-
2011 Canterbury earthquake sequence and found, similar to Youd and Carter (2005), that 
liquefaction significantly attenuated short-period spectral accelerations (Sa) while amplifying 
long-period Sa. Recently, Greenfield (2017) investigated three sites that liquefied during the 2011 
Tohoku earthquake. Compared to nearby non-liquefied sites, liquefaction caused significant 
amplification of long-period Sa. Greenfield (2017) also concluded that the dilation pulses that 
occurred in regular 0.7 to 2 second intervals after liquefaction was triggered can amplify both zero-
period Sa (i.e., peak ground acceleration, PGA) and at periods of 0.7 to 2 seconds. 
Kramer et al. (2015) performed time-frequency analysis using the Stockwell transform 
method (Stockwell 1996) to investigate the evolution of frequency content in the 1964 Kawagishi-
cho recording. This analysis revealed a dramatic reduction in amplitude and predominant 
frequency after about 11 to 12 sec, suggesting that liquefaction was triggered (Figure 6.1). Kramer 
et al. (2015) also discussed the effect of soil dilation (and PWP decrease) on site response. Dilation 
temporarily increases effective stress and shear stiffness, which results in sharp high-frequency Sa 
spikes superimposed on the long-period response of the softened soil. Also, as ground motions 
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continue after liquefaction is triggered, dilation-induced acceleration pulses can strongly influence 
the short-period portion of the response spectrum. 
Gingery et al. (2015) collected 19 strong ground motion recordings from shallow crustal 
earthquakes at liquefied sites. For each recording, the surface response spectrum was calculated 
and compared with estimates using Next Generation Attenuation (NGA) ground motion prediction 
equations (GMPEs) which do not account for soil softening. Based on this comparison, Gingery 
et al. (2015) concluded that spectral accelerations at liquefied sites are higher at longer periods, 
slightly lower at intermediate periods and slightly higher at short periods compared to NGA GMPE 
estimates.  
These effects induced by PWP increase and soil softening can impact the performance of 
existing foundations and structures and can pose significant design challenges for new or retrofit 
construction. Most design guidelines (e.g., FEMA 1050/NEHRP 2015, MCEER/ATC-49) and 
building codes which adopt these guidelines (e.g., 2015 IBC; ASCE 7-16) classify sites with soils 
susceptible to liquefaction as NEHRP Site Class F and require site-specific ground response 
analyses. Even if site-specific analyses are performed, many of these codes require that the 
resulting site-specific acceleration response spectrum not be less than 80% of the code-prescribed 
spectrum computed using Site Class E. This is based in part on experience from “total stress” 
analyses (Borcherdt 1994; Dobry et al. 2000; stewart et al. 2014) and does not explicitly account 
for sites where significant PWP increase is likely to occur. As illustrated by Youd and Carter 
(2005), use of site class D and E response spectra may be unconservative in both the short (T < 1s) 
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and long period (T > 1s) ranges depending on details of the soil profile and when liquefaction is 
triggered during strong shaking.  
Liquefaction is not a binary (“on/off”) phenomenon. Shaking-induced PWP may increase 
significantly without triggering liquefaction. In these cases, most structural design codes (e.g., 
2015 IBC; ASCE 7-16) do not require a site-specific response analysis and provide little guidance 
on selecting an appropriate Site Classification or evaluating site amplification factors. Consider 
these geotechnical and structural issues, it is necessary to perform a site-specific response analysis 
for liquefied sites to complement the existing code-based spectra, which may not address the 
complex conditions mentioned above at liquefiable sites. 
In this chapter, the author compares the results of one-dimensional (1D) nonlinear effective-
stress (NL-ES) site response analyses conducted for dynamic centrifuge experiments and field sites 
that experienced liquefaction with the results obtained using a hybrid procedure originally 
developed by Miwa and Ikeda (2006) and extended by Bouckovalas et al. (2016). The author then 
compares response spectra computed by 1D NL-ES and measured in centrifuge experiments and 
at field sites with code-based response spectra for liquefiable sites. Based on these comparisons, 
the author draws conclusions related to the validity of these methods. Lastly, the author describes 
a parametric study that was performed to evaluate the effect of PWP generation and soil softening 
on surface response spectra. Based on these results, thresholds for performing NL-ES site response 
analysis are defined in terms of excess PWP ratio (ru) and factor of safety against triggering level-




6.2 EXISTING SITE RESPONSE ANALYSIS METHODS 
Local site effects on ground motion characteristics commonly are quantified via 1D site 
response analysis, which involves the propagation of broadband motions from a subsurface layer 
(often rock) to the ground surface. Three methods commonly are used for these calculations: (1) 
equivalent linear, total stress (EQL-TS; Schnabel et al. 1972); (2) nonlinear total stress (NL-TS); 
and (3) nonlinear quasi-coupled with PWP generation, termed nonlinear effective stress here, NL-
ES. The first method generally is not suitable for conditions where the soil response is highly 
nonlinear and the level of shaking is strong (Kwok et al. 2007). Nonlinear total stress analysis 
codes better represent soil nonlinear response for cases with large shear strain but ignore PWP 
generation during cyclic loading. Numerous NL-ES codes, including DESRA-2, SUMDES, D-
MOD, TESS, FLAC, DEEPSOIL, OpenSees (among many others) offer quasi- or fully-coupled 
approaches to compute both PWP increase and the resulting ground motions. However, there are 
numerous uncertainties related to selecting appropriate parameters for analysis, as well as in the 
analysis results related to constitutive model selection and PWP generation model limitations. 
For example, Matasovic (1993) proposed a quasi-coupled effective stress model by 
introducing degradation indices for shear stress and shear modulus that linked the modified 
Konder-Zelasko (MKZ) hyperbolic constitutive model with the Vucetic and Dobry (1986) PWP 
generation model. The resulting MKZ+u model updates PWP every half cycle, and incorporates 
soil stiffness degradation related to PWP increase. Several site response analysis codes, such 
DESRA-2, DMOD, and DEEPSOIL employ this quasi-coupled approach. These models use 
hyperbolic type stress-strain constitutive models, they do not represent soil dilation.  
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Chapter 4 evaluated the performance of these simplified hyperbolic models using a database 
of element and centrifuge tests. This analysis showed that among these models, the generalized 
Quadratic/Hyperbolic constitutive model (Groholski et al. 2016), which considers the implied 
shear strength at large shear strain, coupled with the Vucetic and Dobry (1986) PWP model 
(termed GQ/H+u) provides reasonable response at liquefiable sites where either of the following 
criteria are met: (1) the computed excess PWP ratio (ru = u/'vo; where u = excess PWP and 'vo 
= initial effective vertical stress) < 0.8; or (2) the computed ru > 0.8 and the computed maximum 
cyclic shear strain (max) < limit shear strain (limit). The limit shear strain represents the shear strain 
at which significant dilation spikes are first observed in laboratory cyclic tests. As defined in 
Chapter 4 for 'vo ~ 35 to 180 kPa, limit = 2%, 1.5%, and 1.2% for relatively loose (Dr ~ 30 - 50%), 
medium dense (Dr ~ 50 - 70%), and dense (Dr > ~70%) clean sands. When either of these criteria 
were met, the average spectral response computed for numerous dynamic centrifuge tests and field 
sites agreed closely with measured response, only slightly underestimating measured spectral 
accelerations at short periods (T < 0.4s). For shaking events with computed ru > 0.8 and max > limit, 
Sa often was underestimated at both short and long periods if the maximum spectral velocity of the 
input motion occurs at long periods.  
More advanced constitutive models also have been proposed, including UBCSAND (Beaty 
and Byrne 2001), PM4Sand (Boulanger and Ziotopoulou 2015), and PDMY2 (Elgamal et al. 2002; 
Yang et al. 2008), among others, that couple the constitutive and PWP generation models. Proper 
calibration and evaluation of these models and their parameters can be complex and may require 
sophisticated laboratory testing. As indicated by Ramirez et al. (2018), effective stress-based site 
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response analysis results using calibrated models can vary significantly depending on the goals of 
the calibration (e.g., whether matching the number of cycles to liquefaction or the dynamic stress-
strain response was prioritized).  
Kramer et al. (2015) used four different computer programs (FLAC, FLIP, OpenSees, and 
PSNL), to perform nonlinear effective stress site response analysis (including phase transformation 
and dilation behavior) of soil profiles with potentially liquefiable soils, including the Wildlife site 
profile. The computed surface acceleration time histories were consistent with each other and with 
the recorded surface motion up to the time when each code predicted high ru values (i.e., 
liquefaction triggering) at about 13 to 15s. After liquefaction was triggered however, the computed 
response (including dilation-induced acceleration pulses) was highly variable and deviated from 
the recorded surface motion. 
Karimi and Dashti (2015) performed coupled three-dimensional (3D) nonlinear numerical 
simulations using the PDMY02 constitutive model implemented in OpenSees to simulate dynamic 
centrifuge experiments involving potentially liquefiable sand. Undrained cyclic simple shear tests 
on Nevada sand with various initial states (Dr and 'vo) were used to calibrate the model. The soil 
model parameters were calibrated to match the measured response up to liquefaction triggering 
(single amplitude shear strain of 3%). The simulations captured acceleration response during 
small-intensity motions that induced small shear strains and generated limited PWP. In contrast, 
during strong ground motions the computed and measured responses differed significantly as the 
simulations did not capture the effects of dilation. This resulted in the simulations underestimating 
spectral accelerations at both short (0.1 to 0.3s) and long periods (1.6 to 3s). Karimi and Dashti 
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(2015) attributed part of the differences to the model’s inability to capture shaking-induced 
densification and the resulting changes in soil properties.  
Previously, Dashti and Bray (2013) had simulated the same centrifuge tests using the coupled 
effective stress model UBCSAND implemented in FLAC-2D. In this case, constitutive model 
parameters were calibrated to capture liquefaction triggering using field case histories (e.g., Youd 
et al. 2001) and to capture post-liquefaction response using available CSS tests on Nevada sand 
(Arulmoli et al. 1992 and Kammerer et al. 2000). Here, the simulations underestimated long-period 
Sa and did not capture short-period acceleration spikes related to dilation. Dashti and Bray (2013) 
attributed this lack of agreement to excessive damping inherent in the UBCSAND model at large 
strains. 
In summary, although advanced coupled effective stress models are available, these models 
do not capture consistently post-liquefaction site response, particularly the effects of dilation on 
both short- and long-period spectral accelerations. Furthermore, each model requires careful 
parameter calibration and involves significant parameter uncertainty.  Therefore, an intermediate 
method of analysis that requires little or no calibration yet can provide reasonable estimates of 
effective stress site response at liquefiable sites (at least for a range of periods that apply to many 
structures) may be valuable to practitioners. 
 
6.3 SIMPLIFIED SITE RESPONSE WITH LIQUFACTION 
Recent research (e.g., Bouckovalas et al. 2016) suggests that if the timing of liquefaction and 
the pre- and post-liquefaction moduli can be estimated reasonably, spectral response over a wide 
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range of spectral periods can be computed. In EQL-TS and NL-TS site response analyses, small-
strain shear modulus (Gmax) and the variation of shear modulus (G) with shear strain () commonly 
are defined using shear wave velocity and a modulus reduction curve (G/Gmax - ). However, these 
analyses do not provide information about the timing of liquefaction triggering and the effect of 
PWP generation on modulus degradation.  
Miwa and Ikeda (2006) proposed a two-step procedure, referred to as “equivalent linear 
analysis considering liquefaction” to evaluate the response of a liquefied soil by estimating shear 
modulus reduction resulting from liquefaction. The first step consists of a conventional EQL-TS 
analysis. They assessed liquefaction triggering by comparing the cyclic resistance ratio (CRR) 
defined from field case histories with the computed cyclic shear stress ratio (CSR). Layers 
predicted to liquefy were assigned a reduced shear modulus (0.01 to 0.02Gmax) while nonliquefied 
layers were re-assigned the final shear modulus from the EQL-TS analysis. The second step 
consists of a linear total stress analysis using the reduced and re-assigned shear moduli. Miwa and 
Ikeda (2006) used this procedure to evaluate ground response at several liquefied sites and found 
that the computed response spectra reasonably matched the measured spectra at periods, T > 1 s.  
In a similar approach, Bouckovalas et al. (2016) calibrated the shear wave velocity of liquefied 
soil (Vs,liq) in synthetic soil profiles by matching the response spectra at periods T > 0.8s computed 
by EQL-TS (using Vs,liq) to response spectra computed using the fully-coupled, effective stress, 
critical state-based constitutive model NTUA-SAND. This constitutive model incorporates the 
effects of dilation. Based on the calibration, Bouckovalas et al. (2016) proposed Vs,liq/Vs = 0.1 for 
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liquefied soil with Dr ≤ 50% and Vs,liq/Vs = 0.13 for Dr > 50%, consistent with conclusions of Miwa 
and Ikeda (2006).  
Bouckovalas et al. (2016) also evaluated the Miwa and Ikeda (2006) two-step method and 
concluded that although the approach neglects the effects of shaking before liquefaction was 
triggered (particularly relevant at shorter periods), spectral accelerations at long period range were 
predicted reasonably with the liquefied shear wave velocity, Vs,liq. To estimate response before 
liquefaction is triggered, Bouckovalas et al. (2016) proposed the following expression to reduce 
Vs (and thereby reduce G) to account for PWP generation (Vs,PWP) during EQL-TS analysis: 
Vs,PWP = Vs √1 − ru
4              Equation   6.1 
where Vs = initial shear wave velocity when ru = 0. They recommended an average value of ru = 
0.6 to best fit the spectral accelerations at T < 0.8s computed using NTUA-SAND. 




b                            Equation   6.2 
where Tp = predominant period of the input motion; NEQ= equivalent number of cycles of shaking 
of the input motion (computed using the Seed and Idriss 1982 method); FSliq = factor of safety 
against level-ground liquefaction triggering; and b = curve-fitting constant related to the magnitude 
scaling factor (MSF). The value of FSliq is computed as: 










)b               Equation   6.3 
where CRR = cyclic resistance ratio (Youd et al. 2001); CSR = cyclic stress ratio (Seed and Idriss 
1971); and Nliq = number of cycles required to trigger liquefaction. 
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As proposed by Idriss and Boulanger (2008), CRR can be related to NEQ as follows. 
CRR = aNEQ
-b                                Equation   6.4 
And the fitting parameter b is defined using Eq. 6.5. 








                   Equation   6.5 
where NEQ,M7.5 = the equivalent number of cycles for a M7.5 earthquake. Boulanger and Idriss 
(2015) indicate that the parameter b is a sand-specific variable that typically ranges from 0.2 to 
0.4. 
Overall, Bouckovalas et al. (2016) concluded that the response spectrum envelope defined by 
combining the EQL-TS response computed using Vs,PWP and Vs,liq resulted in small overestimation 
(1-15%) of the spectrum computed using NTUA-SAND. However, the spectra computed NTUA-
SAND were not compared to spectra measured at liquefied sites, and the method involves 
significant uncertainties in estimating b, NEQ, and MSF, as well as the timing of liquefaction. 
 
6.3.1 Proposed Hybrid Method for Site Response with Liquefaction 
Groholski et al. (2016) implemented in the software DEEPSOIL a generalized 
quadratic/hyperbolic (GQ/H) constitutive stress-strain model for NL-TS site response analysis. As 
discussed in Chapter 4, the GQ/H model was coupled with the Vucetic and Dobry (1986) PWP 
generation model (termed GQ/H+u) and this model was validated using laboratory cyclic shear 
tests and dynamic centrifuge tests. Stress-controlled cyclic direct simple shear and triaxial tests on 
Monterey and Yatesville sands performed by Wu et al. (2003) and Polito (1999) were used to 
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illustrate that the rate of shear strain accumulation increases rapidly when ru exceeds 0.8. Therefore, 
they defined ru = 0.8 as the threshold for marginal liquefaction.  
As noted earlier, the GQ/H+u model reasonably captured acceleration response at T > 0.3s 
from dynamic centrifuge tests and field sites with liquefiable soils when either of the following 
criteria were met: (1) computed ru < 0.8; or (2) computed ru > 0.8 and max < limit. Based on these 
criteria, a broad parametric study was described in Chapter 5 to determine whether the GQ/H+u 
model could be used to evaluate liquefaction triggering. The parametric study illustrated that 
GQ/H+u reasonably estimated liquefaction triggering for sandy soils with effective vertical stress-
normalized shear wave velocity (Vs1) ≤ 200 m/s. As such, a computed ru = 0.8 can be used to define 
the timing of liquefaction triggering, tliq.  
As GQ/H+u tends to underestimate Sa when max > limit, the author modified the Miwa and 
Ikeda (2006) two-step method by incorporating NL-ES site response analysis. The resulting 
approach is termed the “hybrid” procedure to evaluate ground response at sites with potentially 
liquefiable soils because it combines NL-ES analysis using GQ/H+u with linear analysis using the 
reduced (liquefied) shear modulus proposed by Bouckovalas et al. (2016). The resulting hybrid 
procedure is described as follows. 
1. Perform EQL-TS and NL-ES analysis, the latter using the GQ/H+u model. Modulus 
reduction and damping curves by Darendeli (2001) are used with shear strength at large 
shear strain corrected. If the computed ru < 0.8 or ru > 0.8 and max < limit in all layers, the 
computed response by NL-ES analysis is likely to be reasonable. 
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2. If ru > 0.8 occurs in a layer, the layer is likely to liquefy. The value of tliq needed for 
combining response spectra in the critical layer is defined by the ru time history. When 
liquefaction occurs at depth while the ground surface response spectrum is needed, a value 
of tliq,surface that allows for wave propagation between the liquefied layer and the ground 
surface needs to be estimated, i.e., tliq,surface ≥ tliq. Figure 6.2 shows an example of how tliq 
and tliq,surface are determined. As shown in Figure 6.2(c), tliq = 11.95s in the critical layer is 
defined as the time at which the computed ru = 0.8. This time step corresponds to the end 
of half cycle with acceleration amplitude of around -0.17g in Figure 6.2(b). As shown in 
Figure 6.2(a), tliq,surface = 12.2s is estimated by identifying the last half cycle that occurs 
prior to liquefaction within the critical layer and checking when this wave shows up at 
ground surface. However, for cases investigated in this study, liquefied layers at depths 
shallower than 15 m, the difference between tliq and tliq,surface is small and does not affect 
surface response spectrum computation. Thus, tliq identified in the critical layer was used 
for all the layers. 
3. Using tliq, the acceleration time history in any layer above the critical (liquefied) layer can 
be separated into pre-liquefaction and post-liquefaction segments. The acceleration time 
history computed by GQ/H+u is used for t < tliq. For t ≥ tliq, Vs in the liquefied layer(s) is 
reduced to Vs,liq as described above and the remaining layers are re-assigned the 
corresponding shear moduli obtained from the EQL-TS. A linear site response analysis 
then is performed using the reduced and re-assigned Vs values and the original input 
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motion. The acceleration time history segment computed from linear analysis for t > tliq is 
termed the post-liquefaction time history.  
4. A composite time history is constructed by merging the pre-liquefaction time history 
segment computed by NL-ES for t < tliq with the post-liquefaction segment computed by 
linear analysis for t > tliq. The merged time history can be used to compute a response 
spectrum for the layer of interest. 
If liquefaction occurs in multiple depths or layers, but each layer has different tliq, the hybrid 
procedure must be modified as follows.  
1. When liquefaction occurs at multiple depths within the same soil layer, differences in tliq 
at multiple depths tend to be small. Based on a parametric study using the NTUA-SAND 
model, Bouckovalas et al. (2016) showed that the minimum timing of liquefaction (tliq,min) 
within a liquefiable layer correlated better with tliq,surface than the average time to 
liquefaction (tliq,avg) for the entire liquefied layer (Figure 6.3). This suggests that effects 
on the surface ground motions are influenced mainly by the most liquefiable depth. 
Similar to the previous case, tliq,min can be used to construct composite time histories for 
all layers above the critical layer. Again, for cases investigated in this study with liquefied 
layers at depths shallower than 15 m, the difference between tliq,min and tliq,surface is small 
and does not affect surface response spectrum computation.  
2. When liquefaction occurs at multiple depths within different soil layers (i.e., different 
Dr), the differences in tliq can be significant, with dense layers requiring larger values of 
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tliq. As a result, assigning a liquefied shear modulus to multiple layers for the linear 
analysis may be inappropriate. For a case where two layers liquefy, the ground surface 
acceleration time history at surface can be separated into three segments. (1) The first 
segment corresponds to times before liquefaction is triggered in the loose layer (t < 
tliq,loose). In this time period, the acceleration time history segment computed using the 
GQ/H+u model is appropriate. (2) The final segment of the composite ground motion 
corresponds to times after liquefaction is triggered in the dense layer (t > tliq,dense). Here, 
the Vs is reduced to Vs,liq in both liquefied layers and a linear analysis is performed per 
the procedure described earlier. Only the segment of the ground motion computed by 
linear analysis corresponding to t > tliq,dense is used to construct the composite ground 
motion. (3) The middle segment of the composite ground motion corresponds to tliq,loose 
< t < tliq,dense. Here, if the dense layer underlies the loose layer, within this period, 
liquefaction has not yet occurred within the denser layer, therefore the acceleration time 
history at top of dense layer computed using the GQ/H+u model is likely to be reasonable. 
A linear analysis is performed per the procedure described earlier using Vs,liq for the 
loose liquefied layer. However, this linear analysis is performed using the acceleration 
time history at top of dense layer (computed by GQ/H+u) as a “within” motion applied 
at the top of dense layer. Alternately, if the dense layer overlies the loose layer, linear 
analysis is performed by assigning Vs,liq for the loose liquefied layers and the remaining 
layers are assigned shear moduli obtained from EQL-TS. Only the segment of the 
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computed ground motion corresponding to tliq,loose < t < tliq,dense is used to construct the 
composite ground motion.  
The composite acceleration time history is constructed by merging the three ground motion 
segments described above. If response spectrum at surface needs to be computed, again, for 
cases with liquefied layers less than 15m used in this study, time of liquefaction in loose layers 
(tliq,loose) and dense layers (tliq,dense) are applied to surface directly to construct the composite 
ground motion. A flowchart for developing the response spectra is shown in Figure 6.4. 
 
6.4 COMPARING THE HYBRID PROCEDURE WITH NL-ES RESULTS 
To evaluate the performance of the proposed hybrid procedure for sites with potentially 
liquefiable soils, the author reviewed five dynamic centrifuge tests conducted by Arulmoli et al. 
(1992), Wilson et al. (1997), and Dashti et al. (2010) involving seven shaking events where 
liquefaction was triggered (Table 6.1). In addition to the centrifuge tests, ground response analyses 
also were performed for the well-documented field sites listed in Table 6.2. For each shaking event, 
the author performed NL-ES analysis using the GQ/H+u model and the hybrid procedure. To 
illustrate the differences in these two procedures, this section compares the measured and 
computed soil response for two centrifuge test shaking events: CSP02E (Wilson et al. 1997) and 
SHD04 LPI (Dashti et al. 2010). Appendix C details the soil profiles, input parameters, ground 




In shaking event CSP02E, the soil profile consisted of 9 m of loose Nevada sand (Dr = 35%) 
overlying 11.2 m of dense Nevada sand (Dr = 75%). Figure 6.5 presents shear strain and ru profiles 
computed using the GQ/H+u model, which show that nearly the entire loose layer liquefied while 
none of the dense layer liquefied. Figure 6.6 compares measured and computed excess PWP time 
histories at different depths within the loose and dense sand layers during motion CSP02E, which 
indicate a computed tliq,min ≈ 11.5 s in the loose layer.  
For the hybrid method, reduced shear moduli for the non-liquefied layers were defined from 
the EQL-TS analysis, and Vs,liq = 0.1Vs was assigned to the liquefied loose layer. Figure 6.7 
compares the initial (Vso) and reduced Vs profiles for the site. Damping ratios () for all non-
liquefied layers were defined from the EQL-TS analysis and  =  was used for the liquefied 
layers. Linear analysis then was performed using the reduced Vs and EQL-TS damping ratio 
profiles. The hybrid ground surface time history was constructed using the GQ/H+u model results 
for t < tliq,min = 11.5 s (pre-liquefaction) and the linear analysis results for t ≥ tliq,min = 11.5 s (post-
liquefaction).  
Figure 6.8 presents the resulting ground surface motions computed by GQ/H+u and the hybrid 
method, the excess PWP time history computed by GQ/H+u, and the response spectra computed 
by GQ/H+u and the hybrid method. For comparison, Figure 6.8 includes the measured ground 
surface acceleration time history, PWP time history, and response spectrum. As shown in the figure, 
spectra computed by GQ/H+u and the hybrid method closely match each other and reasonably 
match the measured spectrum. The computed spectra are similar because the maximum shear strain 
computed by GQ/H+u for this case is smaller than the limit strain (max < limit). Within this strain 
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range, dynamic response can be estimated reasonably by GQ/H+u even if ru > 0.8 as discussed in 
Chapter 4.  
The soil profile for centrifuge test shaking event SHD04 LPI consisted of 2m of dense 
Monterey sand (Dr = 85%), 3m of medium dense Nevada sand (Dr = 66%), and 3m of dense 
Nevada sand (Dr =92%). Site response analyses using NL-ES, NL-TS, and EQL-TS were 
performed using the recorded input motion. Figure 6.9 presents ru and shear strain profiles, which 
show that liquefaction was computed for both the medium dense and upper portion of the dense 
Nevada sand layers, consistent with the measured maximum ru values. Figure 6.10 compares 
measured and computed excess PWP time histories at different depths within the medium dense 
and dense sand layers during motion SHD04 LPI, with computed values of tliq of 7s and 12s in the 
medium dense and dense layers, respectively. Again for the hybrid method, reduced shear moduli 
for the non-liquefied layers were re-assigned from the EQL-TS analysis, and Vs,liq = 0.13Vso was 
assigned to the liquefied medium dense and dense layers. Figure 6.11 compares the initial and 
reduced shear wave velocity profiles.  
As discussed above, when liquefaction occurs in soil layers with different relative densities, 
tliq in dense layers can be much longer than in loose layers. For this case the surface ground motion 
is separated into three segments. For t < 7s, liquefaction has not occurred in any layer and the 
surface time history computed using GQ/H+u is adopted. For t = 7~12s, the medium dense layer 
has liquefied while the dense layer has not. Therefore, the time history at top of the dense layer 
computed by GQ/H+u was used as a within motion in a linear analysis with the reduced Vs profile. 
The resulting ground surface time history in this time window is merged with the GQ/H+u ground 
176 
 
motion for t < 7s. After t >12s, both the medium dense and dense layers have liquefied, and a linear 
analysis is performed using the original input motion at the base of the profile for the reduced Vs 
profile. The resulting ground surface time history is merged at t > 12s to create the composite time 
history.  
Follow this method, Figure 6.12 presents the resulting ground surface motions computed by 
the hybrid method, the excess PWP time history computed by GQ/H+u, and the response spectra 
computed by GQ/H+u and the hybrid method. For comparison, Figure 6.12 includes the measured 
acceleration time history, PWP time history, and response spectrum. The comparison indicates 
that the response spectrum computed by GQ/H+u underestimates Sa at short periods and near T = 
2s, as the GQ/H+u model cannot simulate soil dilation effects which can cause spectral 
acceleration peaks at short and long periods, as discussed in Chapter 4.  
Figure 6.13 compares the measured and computed surface acceleration response spectra with 
the velocity spectrum of input motion for shaking event SHD04 LPI. Kramer (1996) points out 
that velocity and displacement are less sensitive to higher-frequency ground motion components 
and can better characterize ground motions at intermediate to long periods. These intermediate- to 
long-period components can be important for liquefied sites as higher-frequency components often 
are filtered out by the liquefied soil. The input motion velocity spectrum is used here to avoid 
potential errors related to signal processing and long-period noise in the record.  
As shown in Figure 6.13(b), the input motion peak spectral velocity occurs at T ~ 2s, 
corresponding to the periodicity of the dilation spikes observed in Figure 6.12(a). Therefore at T 
~ 2s (Figure 6.13a), the resulting Sa(computed) < Sa(measured), as GQ/H+u is unable to simulate 
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dilation and can only transmit small shear stresses at the large strains associated with the dilation 
spikes. The finding that the periodicity of dilation peaks is consistent with the period where the 
maximum spectral velocity occurs also was observed in other cases that exhibited strong dilation 
effects, as discussed in Appendix C. For SHD04 LPI at T ~ 2s, the hybrid method yields a 
computed spectrum that agrees only slightly better with the measured spectrum. Like the GQ/H+u 
method, the hybrid method cannot capture large-amplitude dilation spikes. 
Site response analyses using the GQ/H+u model and the hybrid method were performed for 
shaking events listed in Table 6.1 and Table 6.2. Differences in measured and computed spectral 
accelerations (Sa) at the ground surface can be quantified in terms of residuals as: 
μSalog =  log(
Sa,measured
Sa,computed
)      Equation   6.6 
A positive residual indicates that the computed Sa is smaller than (underestimates) the measured 
value, while a negative residual indicate that the computed Sa is larger than (overestimates) the 
measured value. Figure 6.14(a) and (b) present residuals for spectral accelerations computed by 
GQ/H+u model and the hybrid method. These data indicate that Sa is likely to be underestimated 
by both methods at short to medium periods, as expected, when strong dilation occurs during the 
shaking event since neither method captures dilation. At longer period (T > ~0.7s), residuals 
become much smaller and the average bias approaches zero. To quantify the bias, the average 







            Equation   6.7 
Using Eq. 6.7, the GQ/H+u model yields ?̅? = -0.067 for T = 0.7~1.6s (corresponding to 17% 
overestimation of Sa) and ?̅? = 0.076 for T = 1.6~3.5s (corresponding to 19% underestimation of 
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Sa). The underestimation of Sa at T > 1.6s by GQ/H+u occurs mainly in shaking events that exhibit 
long-period dilation effects as discussed in Chapter 4. For T = 0.7~2s, the hybrid method yields a 
bias of ?̅? = -0.06 (corresponding to 15% overestimation of Sa), nearly identical to GQ/H+u. At T 
= 2~3 s, the hybrid method yields a small positive bias with ?̅? = 0.018 (corresponding to 4% 
underestimation of Sa). The residuals indicate that both methods provide reasonably estimate Sa 
with biases less than 20% at T > 0.7s. Although the hybrid method (which considers the post-
liquefaction stiffness of the sand) provides a slightly better estimate of Sa at T > 1.6s than GQ/H+u 
model, the GQ/H+u model has the advantage of simplicity. That is, the GQ/H+u method requires 
no additional steps to construct composite ground motions and spectra (by checking which layers 
liquefy, re-assigning moduli and damping parameters, and re-running different analyses). As a 
result, the author considers both methods to be acceptable for use in practice. 
 
6.5 COMPARISON OF RESPONSE SPECTRA WITH CODE-BASED SPECTRA  
Liquefiable sites are defined as NEHRP Site Class F by most building codes, and site-specific 
response analyses are required to develop design spectra. However, little guidance is provided to 
perform the site-specific analysis when liquefaction occurs. Also, many codes state that spectra 
computed by site response analysis should not be less than 80% of Sa determined for Site Class E. 
This prescription is based on experience from “total stress” analyses and has only sparse empirical 
evidence supporting its use for sites where PWP increase is likely to occur.  
To shed light on these issues, the author computed code-based spectra for the dynamic 
centrifuge tests and field cases that were judged to have liquefied during shaking (Table 6.1 and 
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Table 6.2) and compared those code-based spectra with measured spectra, spectra computed using 
NL-TS, NL-ES, and spectra computed using the proposed hybrid method. Figure 6.15 and Figure 
6.16 summarize procedures that were used to develop code-based ground-surface response spectra 
for “outcrop” and “within” motions, respectively. 
To define a ground-surface code-based response spectrum when outcrop motions are used as 
input, a risk-targeted maximum considered earthquake (MCER) response spectrum at the bedrock 
first is developed following the procedures recommended in NEHRP (2015). In practice, the 
MCER spectral response acceleration parameters SS and S1, which represent average spectral 
acceleration at T = 0.2s and 1s, respectively, are defined directly from USGS hazard design map 
(which assumes B/C boundary bedrock). When the bedrock differs from the B/C boundary, site 
class adjustment factors are applied to SS and S1. Table 6.3 details the recorded motions used in 
this study; note that SS and S1 were not available for all of the motions. Thus, a protocol to define 
bedrock spectra consistent with the MCER was needed. To achieve this, combinations of SS and S1 
were varied to minimize the sum of residuals between the MCER response spectrum and the 
recorded input motion spectrum. The minimal sum of residuals was defined by the least squared 
method over spectral periods from 0.1 to 2s, identical to the range of periods used to define SS and 
S1 (Seyhan and Stewart 2013). Figure 6.17 shows an example of best fit MCER spectrum defined 
for the recorded motion TCU used during centrifuge test SHD04. Here, the best-fit values of SS 




Once bedrock SS and S1 values are defined, ground surface Sa values at T = 0.2s (SMS) and 1s 
(SM1) can be computed as:  
SMS = FaSS                                 Equation   6.8 
SM1 = FvS1                                 Equation   6.9 
where Fa and Fv are amplification factors for T = 0.2s and 1s, respectively (ASCE 7-16).  
Note that values of Fa and Fv were derived for B/C boundary bedrock. Therefore, if the MCER 
spectrum was developed from bedrock other than B/C boundary, Fa and Fv cannot be used directly. 
To consider this site class effect, SS and S1 of a given site class (SS,X and S1,X) must be transformed 
to SS,B/C and S1,B/C using Eqs. 6.10 and 6.11. Then Fa and Fv can be used directly based on site class 
of the soil profile above bedrock.  
SS,B/C = SS,X/Fa                              Equation   6.10 
S1,B/C = S1,X/Fv                               Equation   6.11 
Additionally, the difference between the centrifuge container base stiffness and bedrock 
stiffness where the input motion was recorded must be considered. As indicated by Kramer (1996), 
a greater impedance between soil and base can lead to higher spectral accelerations at the surface. 
In a centrifuge test with a rigid base, the impedance difference between soil and rigid container 
base is very high. In contrast, the amplification factors Fa and Fv only consider the impedance 
between B/C boundary bedrock and the soil profile, leading to potential underestimated surface 
spectral accelerations. Therefore, the author performed parallel NL-TS analyses, one with a rigid 
base and another with a stiffness of Vs = 760 m/s, to define impedance ratio differences, i.e., ratios 
of surface spectral accelerations at all periods with for rigid base condition divided by those 
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computed with a B/C boundary base. These ratios of Sa,surface/rigid/Sa,surface/B were averaged in period 
ranges of 0.1-0.5s and 0.4s-2s to get amplification factors Fa,rigid/B and Fv,rigid/B for SMS and SM1 at 
short and long periods, respectively. Code-based surface response spectra then can be developed 
using the parameters SMS,rigid and SM1,rigid as: 
SMS,rigid = SMSFa, rigid/B                              Equation   6.12 
SM1,rigid = SM1Fv, rigid/B                              Equation   6.13 
As shown in Table 6.3, recorded “within” motions also were used as input for several cases. 
However, because amplification factors Fa and Fv were derived from outcrop motions, these 
“within” motions must be deconvolved before applying the amplification factors. Bedrock 
stiffness used for the deconvolution analysis was assigned based on soil stiffness where the within 
motion was recorded. With the deconvoluted outcrop motions, SMS and SM1 are defined as 
described above. Lastly, when a within motion is used in a centrifuge test with a rigid base, it is 
equivalent to using an outcrop motion with an elastic base (Kwok et al. 2007). Therefore, the 
impedance ratio difference caused by the rigid base was not used for these cases. 
Following these procedures, Figure 6.18 compares the resulting code-based surface spectra 
for Site Class D, Site Class E, code prescription of 80% of Site Class E with the measured near-
surface response spectra and surface spectra computed by NL-TS (GQ/H), NL-ES (GQ/H+u), and 
the hybrid method for profiles with liquefied soils. Several observations can be made from the 
comparisons in Figure 6.18.  
1. Site Class D (stiff soil) design spectra envelope the measured spectra for T > 0.5s for cases 
in Figure 6.18(a) through (c), while the measured Sa exceed the Site Class D spectra in 
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Figure 6.18(d) through (j). The reason for this difference may be related to the frequency 
content of the input motion. As mentioned before, spectral velocity can characterize 
ground motions at intermediate to long periods, particularly where dilation spikes occur at 
periods corresponding to the maximum spectral velocity. Figure 6.19 presents normalized 
spectral velocities (Sv) for the input motions, where the motions are separated into groups 
with maximum Sv at short to medium periods (T < 1s; Figure 6.19a) and with maximum 
Sv at long periods (T ≥ 1s; Figure 6.19b). Among these cases, motions where the maximum 
Sv occurs at short to medium periods exhibit Sa values lower than the Site Class D spectra 
(Figure 6.18a through c), while the measured Sa exceed the Site Class D spectra for 
motions where the maximum Sv occurs at long periods (e.g., Figure 6.18d through Figure 
6.18j).  
2. Site Class E (soft soil) design spectra generally envelope the measured spectra for T > 0.7s, 
which may result from Site Class E soils being as soft as liquefied soils. Measured Sa 
values slightly exceed the Site Class E spectrum at T ~ 2s for case SHD04 LPI (Figure 
6.18f) where the maximum Sv also occurs around that period. In some cases, differences 
may result from significant dilation occurring.  
3. Differences between measured spectral accelerations and 80% of Site Class E spectral 
accelerations (prescribed by code) are quantified using Eq. 6.6 and shown in Figure 6.14(c), 
which yields ?̅?  = -0.11 for T = 0.7~3s (corresponding to 29% overestimation of Sa), 
indicating the requirement of 80% of Site Class E on average envelopes the measured 
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values for T = 0.7~3s. However, whether the 80% requirement will be higher or lower 
than the measured spectral response depends on the input motion frequency content and 
whether periodic strong dilation spikes occur, which also depends on factors such as soil 
relative density, liquefiable layer thickness, and the timing of liquefaction. The Sa values 
corresponding to 80% of Site Class E were larger than measured Sa at T > 0.5s for cases 
shown in Figure 6.18(a), (b) and (c) when maximum Sv of the input motion occurred at 
short to medium periods (Figure 6.19a). However, this 80% requirement was exceeded in 
several cases at T > 1s (e.g., Figure 6.18d, e, f, h and j) when the maximum Sv of the input 
motion occurs at long periods.  
4. Liquefaction-related dilation spikes observed in centrifuge tests can result in short-period 
Sa that exceed all code-based spectra (e.g., Figure 6.18b, d, e, f and g), indicating the code-
based spectra can be unconservative when dilation spikes occur. It is not known whether 
such large dilation spikes occur in the field, even at sites that experience dilation (e.g., 
Figure 6.18h and i). Further field recordings are needed to clarify this issue. 
5. For cases in which the computed ru > 0.8 and max < limit (Figure 6.18a and j), GQ/H+u 
spectra is reasonably close to measured spectra. In contrast for cases in Figure 6.18(a) and 
(c), the code prescription of 80% of Site Class E yields spectral accelerations much larger 
than measured values (and values computed by GQ/H+u) for T > 0.5s. 
6. For the Treasure Island case in Figure 6.18(j), the 80% of Site Class E spectral 
accelerations are smaller than measured values (and values computed by GQ/H+u) at T ~ 
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1.5s. The other cases in Figure 6.18 that exhibit significant dilation illustrate that dilation 
can be manifest at both short and long periods depending on the input motion and site 
characteristics. In these cases, the code prescription of 80% of Site Class E may 
overestimate or underestimate the measured spectral accelerations. 
In summary, it is difficult to assess when the code prescription of 80% of Site Class E will 
result in spectral accelerations larger or smaller than measured values, consistent with the findings 
from Youd and Carter (2005). As a result, it is recommended that NL-ES site response analysis 
using GQ/H+u be performed for cases that are potentially liquefiable. As noted earlier, GQ/H+u 
results are reasonable when: (1) ru < 0.8 or (2) ru > 0.8 and max < limit, as dilation has a limited 
effect on response for T > ~0.4s when these criteria are met. However, only by performing the NL-
ES analysis can an analyst determine whether the criteria are met. When these criteria are not met 
(ru > 0.8 and max > limit), the occurrence of dilation spikes can increase spectral accelerations at 
both short and long periods, making them larger than the 80% of Site Class E spectral accelerations. 
These dilation-induced Sa values also may be larger than those computed by GQ/H+u, particularly 
if the maximum Sv of the input motion occurs at long periods. In addition, more sophisticated 
constitutive models also may not capture these dilation-induced Sa values. These discrepancies 
suggest the need for additional research into dilation-induced response and potentially the need for 
a code-based spectrum for Site Class F (liquefiable sites). This effort is beyond scope of this 
chapter. In the interim, a reasonable approach may be to envelope the GQ/H+u and 80% of Site 
Class E spectra for use in design.  
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6.6 THRESHOLD FOR PERFORMING EFFECTIVE STRESS ANALYSIS 
As liquefaction is not binary (“on/off”) phenomenon, uncertainty arises regarding whether 
effective stress site response analysis is needed when significant excess PWP pressures are likely 
to be generated without triggering liquefaction (i.e., the factor of safety against liquefaction, 1 ≤ 
FSliq ≤ ~1.5). Although the soil has not liquefied, excess PWP generation softens the soil and can 
influence response. To evaluate this effect, the author performed a parametric site response study 
using the GQ/H+u model. The parametric study was detailed in Chapter 5. Only a brief overview 
is provided here.  
Table 6.4 presents soil profile information for the parametric study. The soil profiles were 
excited by 145 representative western U.S. (WUS) input motions used in the broader parametric 
study (Chapter 5). The representative WUS ground motion records were selected from the NGA-
West2 database (Acheta et al. 2014) for sites with Vs30 ≥ 760m/s. Porewater pressure generation 
parameters corresponding to a uniformity coefficient, CU = 1.4 (less compressible sands) and CU 
= 3.8 (more compressible sands) were used in the parametric study. Intuitively, more compressible 
sands (CU = 3.8) will generate PWP more quickly and reach max = limit earlier than less 
compressible sands (CU = 1.4). However as mentioned in Chapter 4, NL-ES results from 
DEEPSOIL become less reliable when computed ru > 0.8 and max > limit. In cases where these 
criteria were exceeded, the response spectrum in the liquefiable layer was computed only for the 
portion of the ground motion where max ≤ limit. As a result, it is not possible to assess the role of 
CU (compressibility) on the computed response spectra. Nevertheless, all of the parametric results 
can be used to illustrate when PWP generation begins to affect response. 
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Figure 6.20 and Figure 6.21 present ratios of spectral acceleration computed by the GQ/H+u 
(NL-ES) and GQ/H (NL-TS) models with respect to the computed maximum residual ru over a 
wide range of spectral periods for sands with CU = 3.8 and 1.4, respectively. For the median, 10
th 
percentile, and 90th percentile values shown in the figures, Sa,GQ/H+u/ Sa,GQ/H data were binned by ru 
increments of 0.1. Similar patterns of Sa,GQ/H+u/Sa,GQ/H with respect to computed maximum residual 
ru were observed for liquefiable soil profile with Vs = 125 – 200 m/s; therefore, these results are 
combined in the figures. As shown in the figures, Sa,GQ/H+u/Sa,GQ/H values are close to unity at T = 
0.3 - 3 s when ru < 0.8, indicating that PWP generation has little effect on cyclic response for these 
ru values.  
As ru > 0.8, several trends emerge. Firstly, the range of Sa,GQ/H+u/Sa,GQ/H values increases 
greatly when ru > 0.8. For T = 0.3 - 2s (when significant dilation is not included), the median 
Sa,GQ/H+u/Sa,GQ/H values fall below unity, and in some cases, even the 90
th percentile Sa,GQ/H+u/ 
Sa,GQ/H values fall below unity. This result is consistent with the observation from Youd and Carter 
(2005) that at T < 1.0s, soil softening (lower shear stiffness and higher damping) related to PWP 
generation often yields smaller spectral accelerations than values obtained in a total stress analysis. 
In this study, the smallest Sa,GQ/H+u/Sa,GQ/H values often occurred near T ~ 1s, which may be related 
to the natural period of site during shaking. This requires further evaluation using recorded motions. 
At longer periods (T ~ 2 - 3 s), median Sa,GQ/H+u/Sa,GQ/H values are close to unity for all ru 
values. In many cases Sa,GQ/H+u/Sa,GQ/H depending on the soil profile and input motion 
characteristics. This may be the result of long-period amplification at sites that have liquefied, but 
further evaluation using recorded motions is needed. As a result of the complex interaction 
187 
 
between softened ground and input motions, nonlinear effective stress site response analysis 
should be performed when ru ≥ ~0.8. But estimating ru without an effective stress analysis is 
uncertain at best. An alternate approach is to use the FSliq as a threshold for when NL-ES analysis 
should be performed. 
When liquefaction analysis is performed using the cyclic stress (simplified) method 
(pioneered by Seed and Idriss 1971 and Whitman 1971), the FSliq often is used as threshold to 
judge whether liquefaction will occur and mitigation measures are required. However, there is little 
consensus on what this threshold value should be, with recommendations varying from about 1.0 
- 1.5 (Seed and Idriss 1982; Youd 1993; Juang et al. 2005). Several researchers have correlated ru 
and FSliq (Tokimatsu and Yoshimi 1983; Marcuson et al. 1990), but these correlations were 
developed using laboratory tests. To validate these correlations for use with site response analysis, 
the author utilized the parametric study results described in Chapter 5. 









              Equation   6.14 
 
where CRR7.5 = cyclic resistance ratio corresponded to a M7.5 earthquake determined from a field 
liquefaction resistance curve; CSR7.5 = cyclic stress ratio corresponding to a M7.5 earthquake; 
CSRNL-TS = 0.65(max/'vo); max is the maximum cyclic shear stress computed by nonlinear total 
stress 1D site response analysis (using GQ/H); 'vo = initial (preshaking) effective vertical stress; 
and MSF = magnitude scaling factor corresponding to the magnitude of the input motion 
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earthquake. Here, the CRR curve and MSF from Kayen et al. (2013) were used; however, any 
similar CRR curve and corresponding MSF could be used for this exercise. To be consistent with 
Kayen et al. (2013), an overburden stress correction factor was not emploied, K.  
Figure 6.22(a) presents computed maximum residual ru values against corresponding FSliq for 
liquefiable layers with Vs1 of 125-200 m/s. For comparison, ru-FSliq correlations from Tokimatsu 
and Yoshimi (1983) are included in Figure 6.22. Generally, the parametric study data values fall 
within the range of the Tokimatsu and Yoshimi (1983) correlations, regardless of Vs1. However, a 
number of individual simulations yielded high ru values but moderate FSliq values that plot above 
the Tokimatsu and Yoshimi (1983) upper bound curve. After careful review, these data correspond 
to simulations using ground motions that exhibit many more cycles (larger Nc) than typical for a 
given magnitude (e.g., Figure 6.23) used in defining many MSF corrections.  
To illustrate this issue, Figure 6.24 presents CSR, , and ru time histories for the critical layer 
(Vs1 = 150 m/s) excited by a recording from the 1984 Morgan Hill earthquake (RSN 476; M6.19; 
strike-slip fault mechanism; rupture distance of 45.5 km) selected from the NGA-West2 database 
(Acheta et al. 2014). In Figure 6.22(b), this simulation falls above the Tokimatsu and Yoshimi 
(1983) upper bound curve. Using the Seed et al. (1975) counting method, the equivalent Nc of this 
motion is calculated as 12 (Table 6.5). This Nc corresponds to M ~ 7.25 based on Figure 6.23 
(Idriss and Boulanger 2006), much higher than the recorded M = 6.19. Using the Kayen et al. 
(2013) correlation, MSF = 1.3 for M = 6.19 and MSF = 1.05 for M = 7.25. This difference in MSF 
decreases FSliq by a factor of 1.23, from FSliq = 1.33 to FSliq = 1.08. As ru computed from effective 
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stress analysis does not change, the revised MSF moves the RSN 476 data point to the left, as 
shown in Figure 6.22(b), within the Tokimatsu and Yoshimi (1983) bounds. 
In addition, several simulations yielded ru ~ 0.8 but FSliq < 1. In Figure 6.22, these simulations 
were plotted using FSliq = 1 to be consistent with the Tokimatsu and Yoshimi (1983) laboratory 
data. Reviewing these simulations, the input motions were dominated by a single pulse with an 
amplitude much higher than the rest of the record. To illustrate this issue, Figure 6.25 presents 
CSR, , and ru time histories for the critical layer (Vs1 = 150 m/s) using a recording from the 1989 
Loma Prieta earthquake (RSN 788; M6.93; reverse oblique fault mechanism; rupture distance of 
72.9 km) selected from the NGA-West2 database (Acheta et al. 2014). The computed FSliq = 0.86, 
but this simulation was plotted with FSliq = 1.0 in Figure 6.22(b). As shown in Table 6.5, the 
equivalent Nc = 3.7 using the Seed et al. (1975) method, corresponding to M ~ 5.6 (Figure 6.23; 
Idriss and Boulanger 2006), much lower than the recorded M = 6.93. Using the Kayen et al. (2013) 
correlation, MSF = 1.48 for M = 5.6 and MSF = 1.12 for M = 6.93. This difference in MSF 
increases FSliq by a factor of 1.32, from FSliq = 0.86 to FSliq = 1.14. Again, as ru computed from 
effective stress analysis does not change, the revised MSF moves the RSN 788 data point to the 
right, as shown in Figure 6.22(b), within the Tokimatsu and Yoshimi (1983) bounds. 
Figure 6.22(b) also highlights the other simulations with Vs1 = 150 m/s where the (FSliq-
maximum ru,residual) combination falls outside the Tokimatsu and Yoshimi (1983) range. As shown 
in the figure, after adjusting the MSF values these data generally fall within the Tokimatsu and 
Yoshimi (1983) range. Similarly, Figure 6.26 presents a similar analysis for Vs1 = 125-200 m/s 
simulations. These data illustrate that when Nc is counted for individual ground motions rather 
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than using a generic MSF, the simulations are consistent with the laboratory FSliq-ru range. This 
agreement also suggests that the NL-ES analysis (using the GQ/H+u model) provides reasonable 
ru estimates. Using Figure 6.26, ru,residual = 0.8 corresponds to about FSliq < ~1.25 when an adjusted 
MSF correction is used. For FSliq > ~1.25, the influence of PWP generation on site response is 
relatively trivial and the results from NL-ES and NL-TS are nearly identical.  
However, it is impractical to count cycles for each input motion to use an adjusted MSF when 
computing FSliq. If the cyclic stress (simplified) method is used without an adjusted MSF as shown 
in Figure 6.22(a), ru,residual = 0.8 corresponds to FSliq ~ 1.4 for the data that fall above the Tokimatsu 
and Yoshimi (1983) upper bound correlation. Based on this analysis, nonlinear effective stress site 
response should be performed when FSliq ≤ 1.4 is computed using the cyclic stress (simplified) 
method.  
 
6.7 CONCLUSIONS  
Nonlinear effective stress (NL-ES) site response analysis and site response analysis using a 
hybrid framework at liquefiable sites are evaluated in this study. The NL-ES analysis and hybrid 
method were compared for a number of dynamic centrifuge test shaking events and well-
documented field case histories. The analysis results were compared with measurements and 
showed that the hybrid method on average overestimates medium to long period Sa by about 15% 
for periods T = 0.7~2s and underestimates Sa by about 4% for T = 2~3 s. The GQ/H+u model on 
average overestimates Sa by about 17% at periods T = 0.7~1.6s, nearly identical to hybrid method. 
At long periods of T = 1.6~3.5s, it underestimates Sa by about 19%, again nearly identical to the 
191 
 
hybrid method. Furthermore, the underestimation of Sa at T > 1.6s mainly occurs during shaking 
events whose input motion peak spectral velocity occurs at long period and thus these motions can 
generate long-period dilation spikes. Based on these comparisons and considering the simplicity 
of the NL-ES method (compared to the hybrid method), it appears acceptable for use in practice. 
Both methods significantly underestimate short-period, dilation-induced Sa measured in some 
centrifuge tests; however, longer periods may be more important for many structural designs.  
When measured spectra at liquefied sites are compared to code-based design spectra, several 
key observations can be made.  
1. The Site Class E spectra generally provide spectral accelerations higher than measured 
values for T > 0.7s. In many cases, though, measured spectra at liquefied sites exceed both 
code-based Site Class D and 80% of Site Class E spectra, particularly for shaking events that 
exhibit peak Sv at T > 1s. In contrast, for shaking events with peak Sv at T = 0.5~1s, code-
based spectra (Site Classes D, 80% of E, and E) can be quite conservative. In summary, code-
based spectra can be higher or lower than measured spectral accelerations depending on the 
input motion frequency content and whether periodic strong dilation spikes occur, the latter 
of which also depends on factors such as soil relative density, liquefiable layer thickness, and 
the timing of liquefaction.  
2. In many centrifuge tests, liquefaction-related dilation spikes result in short period Sa that 
greatly exceed all code-based spectra, indicating the code-based spectra are unconservative at 
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short periods. However, it is not known whether such large dilation spikes occur in the field, 
even at sites such as Port Island and Wildlife that experienced dilation during shaking. 
3. The code prescription of 80% of Site Class E yields spectral accelerations much larger 
than measured values (and values computed by GQ/H+u) at T > 0.5s for two centrifuge tests 
with peak Sv of input motion occurring at short period and smaller than measured values (and 
values computed by GQ/H+u) at T ~ 1.5s for Treasure Island case with peak Sv of input motion 
occurring at period around 1.5s. 
For cases in which the computed ru < 0.8 or ru > 0.8 and max < limit by NL-ES, dilation has a 
limited effect and the GQ/H+u model is likely to provide reasonable estimates of response spectra 
at T > 0.3s. Furthermore, for ru < 0.8, little difference is found between NL-TS and NL-ES analysis, 
indicating experience from total stress analysis can be used to develop response spectrum and 
define the site class. As ru > 0.8 and max > limit, the occurrence of dilation spikes can increase 
spectral accelerations at both short and long periods, making them larger than the 80% of Site 
Class E spectral accelerations. These dilation-induced Sa values also may be larger than those 
computed by GQ/H+u as well as more sophisticated constitutive models, particularly if the 
maximum Sv of the input motion occurs at long periods. This discrepancy suggests the need for 
further research on dilation-related response and the potential need for a code-based spectrum for 
Site Class F (liquefiable sites). In the interim, a reasonable approach may be to envelope the 
GQ/H+u and 80% of Site Class E spectra for use in design.  
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Computing the value of ru is not possible without performing a NL-ES analysis. Therefore, 
the author proposes that FSliq be used as a proxy for ru, similar to the correlation developed by 
Tokimatsu and Yoshimi (1983). Using results from the parametric study described in Chapter 5, 
when computing FSliq using the cyclic stress (simplified) method, FSliq > 1.4 commonly 
corresponds to ru < 0.8. As such, FSliq < 1.4 (computed by the cyclic stress method) can be used 
conservatively as a threshold for defining when NL-ES analysis should be conducted at a 
potentially liquefiable site. Based on conclusions above, the flowchart shown in Figure 6.27 can 





































CSP02E 0.49 0.29 35, 75 9 20 Wilson et al. (1997) 
CSP03I 0.49 0.29 55, 75 9 20 
VELACS 0.23 0.5 40 10 10 
Arulmoli et al. 
(1992) 
SHD02LPI 0.62 0.37 65, 90 3 25 
Dashti et al. (2010) 
SHD04MPI 0.15 0.77 50, 90 3 25 
SHD04 TCU 0.12 0.68 58, 92 3 25 





























Wildlife  1987 Superstition Hills 6.6 28 0.21 0.18 
 1987 Elmore Ranch 6.2 23 0.12 0.12 
Port Island 1995 Kobe 6.9 5 0.34 0.3 





Table 6.3 Assumption of mapped spectral acceleration Ss and S1 for each shaking event 
 
Shaking event Source of input motion Site class SS (g) S1 (g) Motion type 
CSP02E  1989 Loma Prieta C 0.86 0.3 Outcrop 
CSP03I 1989 Loma Prieta C 0.86 0.3 Outcrop 
VELACS Sinusoidal B/C 0.45 0.25 Outcrop 
SHD02LPI 1995 Kobe D 1.6 1.7 Within 
SHD04MPI 1995 Kobe D 0.45 0.7 Within 
SHD04 TCU 1999 Chi-Chi C 0.25 0.25 Outcrop 
SHD04LPI 1995 Kobe D 1.3 1.5 Within 
Wildlife 1987 Superstition Hills D 0.6 0.4 Within 
Port Island 1995 Kobe D 1.2 1.1 Within 























Depth to top of 











1 250 125 9 3 0 30 
2 250 150 9 3 0 30 
3 250 175 9 3 0 30 








Table 6.5 Determination of equivalent uniform number of cycles for earthquake RSN476 and RSN788 
 
  RSN476 RSN788 





































CSR,max CSR,max 3 1 3     1 3 
0.95 2.7   1 2.7     
0.90 2.4 1 2.4 2 4.8     
0.85 2.05 2 4.1       
0.80 1.7   1 1.7     
0.75 1.4       1 1.4 
0.70 1.2   1 1.2     
0.65 1 2 2 1 1 2 2   
0.60 0.7         
0.55 0.4 1 0.4 1 0.4 1 0.4   
0.50 0.2     2 0.4   
0.45 0.1     1 0.1   
0.40 0.04         
0.35 0.02       3 0.06 
  Total 11.9 Total 11.8 Total 2.9 Total 4.4 







Figure 6.1 Normalized Stockwell spectra for Kawagishi-cho records (red color denotes high Stockwell amplitude and blue indicates 





Figure 6.2 Example of determining tliq,surface at the ground surface for a liquefied site. (a) Computed ground surface acceleration time 







Figure 6.3 Bouckovalas et al. (2016) comparison between tliq,surface (termed tL,gr) and (a) the average time to liquefaction for an entire 






Figure 6.4 Flow chart for developing response spectra when liquefaction occurs soil layers with 








Figure 6.5 Comparison of centrifuge test CSP02E results and computed NL-TS and NL-ES site 





Figure 6.6 Comparison of measured and computed excess PWP time histories at various depths 
during centrifuge test CSP02E (pga = 0.49g). (a) Top of loose layer; (b) mid-depth of loose 










Figure 6.7 Comparison of initial Vs profile and Vs profile (Vs,liq) used for post-liquefaction site 






Figure 6.8 Results of site response analysis for centrifuge test CSP02E using the hybrid method. 










Figure 6.9 Comparison of centrifuge test SHD04 LPI results and NL-TS and NL-ES site 





Figure 6.10 Comparison of measured and computed excess PWP time histories at various depths 
during centrifuge test SHD04 LPI (pga = 0.38g). (a) Top of medium dense layer; (b) mid-depth 
of medium dense layer; (c) bottom of medium dense layer; (d) mid-depth of dense layer; and (e) 






Figure 6.11 Comparison of initial Vs profile and Vs profile used for post-liquefaction site 





Figure 6.12 Results of site response analysis for centrifuge test SHD04 LPI using the hybrid 









Figure 6.13 Centrifuge test SHD04 LPI response spectra near surface. (a) Measured and 












Figure 6.14 Residuals of spectral acceleration computed by: (a) NL-ES site response analysis 






Figure 6.15 Flow chart of procedure for developing code based response spectrum (ASCE 7-16) 




Figure 6.16 Flow chart of procedure for developing code based response spectrum (ASCE 7-16) 









Figure 6.17 Development of best fit MCER response spectrum for shaking event TCU used in 




Figure 6.18 Comparison of measured response spectra computed by NL-ES using GQ/H+u, NL-
TS using GQ/H, the hybrid method, and code-based amplification factors in liquefied layers (a) 
CSP02E; (b) CSP03I; (c) VELACS; (d) SHD04 MPI; (e) SHD04 TCU; (f) SHD04 LPI; (g) 






Figure 6.19 Spectral velocity normalized by peak ground velocity for (a) cases with maximum Sv 











Figure 6.20 Ratios of spectral accelerations at periods of (a) T = 0.3s; (b) T = 0.5 s; (c) T = 0.8 s; 
(d) T = 1 s; (e) T = 2 s; and (f) T = 3 s versus maximum ru for parametric study with PWP 









Figure 6.21 Ratios of spectral accelerations at periods of (a) T = 0.3s; (b) T = 0.5 s; (c) T = 0.8 s; 
(d) T = 1 s; (e) T = 2 s; and (f) T = 3 s versus maximum ru for parametric study with PWP 









Figure 6.22 (a) Relationships between ru,residual and FS against liquefaction for analysis results 
using MSF by Kayen et al. (2013); and (b) illustration effect of MSF correction on relationships 
























Figure 6.24 Time histories of 1984 Morgan Hill earthquake motion RSN 476; Mw 6.19; strike 
slip fault mechanism. (a), (b), and (c) CSR, shear strain and ru time histories, respectively, for 












Figure 6.25 Time histories of 1989 Loma Prieta earthquake motion RSN 788; Mw 6.93; Reverse 
fault mechanism. (a), (b), and (c) CSR, shear strain and ru time histories, respectively, for RSN 













Figure 6.26 Illustration effect of MSF correction on relationships between ru,residual and FS for 






Figure 6.27 Flowchart for developing response spectra at liquefiable sites 
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CHAPTER 7: SUMMARY AND CONCLUSIONS 
 
7.1 SUMMARY 
The method for liquefaction evaluation has not changed greatly in the past 50 years. Due to 
its simplicity and reasonable accuracy, the most widely used approach in engineering practice to 
evaluate liquefaction is the cyclic stress approach proposed by Seed and Idriss (1971). However, 
several correction factors such as rd, MSF and K used in the method contain great uncertainty and 
this total stress-based method does not provide a response spectrum for design if liquefaction is 
likely to occur. Effective stress site response analysis using more advanced, constitutive models 
also can be used when evaluating liquefaction, as generation of PWP is computed directly during 
analysis and issues related to uncertainties of rd, MSF and K are circumvented by using the more 
rigorous analysis. However, evaluation and calibration of advanced models are complex and 
require a rich knowledge of plasticity theory and sophisticated laboratory testing. Considering 
these issues, protocols for practical implementation of effective stress site response analysis are 
developed in this study.  
To address this need, a total of 141 cyclic shear tests on clean sands have been collected to 
calibrate and validate the widely used strain-based PWP generation model by Vucetic and Dobry 
(1986) implemented in DEEPSOIL (Hashash et al. 2016). To facilitate parameter selection for 
sands outside of the calibration database, the author developed correlations based on to the PWP 
model parameters. The physical basis for the correlations then are detailed. 
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A simplified, generalized Quadratic/Hyperbolic (GQ/H) constitutive model which captures 
both small-strain modulus and large-strain soil implied shear strength has been quasi-coupled with 
the improved Vucetic and Dobry (1986) PWP generation model to develop a quasi-coupled 
effective stress model termed GQ/H+u. The GQ/H+u model is characterized by a backbone curve 
considering implied shear strength, rules that govern unloading-reloading behavior, and PWP-
dependent modulus degradation. Performance of the GQ/H+u model is evaluated by comparing 
computed response to measured sand response in monotonic and cyclic direct simple shear tests. 
Model accuracy was evaluated using CCC values for measured and computed cyclic shear stress 
over each hysteretic half-loop at discrete residual ru values. 
Results from a series of centrifuge tests with liquefiable sands then were used and compared 
with simulation results to further validate and identify the capabilities of the GQ/H+u model in 
capturing the site response of liquefiable soil layers. These centrifuge tests have relatively more 
complex soil profiles and were subjected to broadband ground motions. As such, these cases 
represent more general conditions.  
 Using the validated model, a total of 18,104 nonlinear total stress and nonlinear effective stress 
site response analyses were conducted. The effective stress-based procedure for liquefaction 
evaluation and the triggering criteria are demonstrated using a broad parametric study involving 
145 western U.S. (WUS) and 176 central and eastern U.S. (CEUS) ground motions propagated 
through 44 synthetic sand profiles and six published soil profiles (three NEHRP Site Class D and 
three Site Class E). The synthetic profile involved variations in loose sand layer shear wave 
velocity, loose sand layer thickness, depth to the loose sand layer, depth to the watertable, and 
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depth to bedrock. The parametric study served two purposes: (1) to validate the use of nonlinear 
effective stress site response analysis to evaluate liquefaction triggering; and (2) to investigate the 
influence and relative importance of different input factors on liquefaction evaluation, which is not 
possible experimentally.  
As little building code guidance is provided to perform the site-specific analysis when 
liquefaction occurs, spectral accelerations computed from nonlinear effective stress (NL-ES) site 
response analysis, site response analysis using a hybrid method, and code-based response spectra 
are compared with measurements from a number of centrifuge experiments and well-documented 
field case histories where liquefaction occurred to assess the the validity of these computational 
methods.  
The parametric study also was used to evaluate the effect of PWP generation and soil softening 
on surface response spectra. Based on analysis results, thresholds for performing NL-ES site 
response analysis are defined in terms of excess PWP ratio (ru) and factor of safety against 
triggering level-ground liquefaction (FSliq). 
 
7.2 CONCLUSIONS 
Based on observations during procedure of calibration, validation of the GQ/H+u model and 
conduct of the case study and parametric study, the following major conclusions are drawn. 
⚫ Sand index properties relative density (Dr) and uniformity coefficient (CU) have been 
shown to significantly influence porewater pressure (PWP) generation in sands. In 
contrast, consolidation stress (when smaller than 200 kPa) was found to have a secondary 
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effect on PWP generation. The inclusion of Dr and CU in the correlation for the curve-
fitting parameter ‘F’ in Vucetic and Dobry (1986) PWP generation model permits 
estimation of PWP without advanced laboratory testing yet exhibits a relatively small 
value of mean residual and standard deviation. 
⚫ The quasi-coupled GQ/H+u model reasonably approximates PWP generation and soil 
stress - strain behavior over a wide range of relative density and confining pressure but, 
cannot simulate soil dilation when the excess PWP ratio is high (ru> 0.8) in single element 
test.  
⚫ The quasi-coupled GQ/H+u model was able to reasonably capture soil stress - strain 
behavior in single element tests and acceleration response at periods T > 0.4s in the 
centrifuge tests when either of the following criteria were met: (1) computed ru < 0.8; or 
(2) computed ru > 0.8 and computed maximum shear strain was less than the limit shear 
strain (max < limit). The limit shear strain represents the shear strain at which significant 
dilation spikes in cyclic shear stress - shear strain response are first observed in laboratory 
cyclic shear tests. For effective vertical stresses in the range of approximately 35 to 180 
kPa, limit strains of approximately 2%, 1.5%, and 1.2% were identified for relatively 
loose (Dr ~ 30 - 50%), medium dense (Dr ~ 50 - 70%), and dense (Dr> ~70%) clean sands. 
For shaking events with computed ru > 0.8 and max > limit, Sa may be underestimated at 
both short and long periods if the maximum spectral velocity of the input motion occurs 
at long periods. 
229 
 
⚫ Major advantages of GQ/H+u model include: (1) it is a rather simple model with limited 
number of input parameters (Gmax, ’ Dr, Cu); and (2) it is an intrinsically calibrated 
model due to the fact that it is developed based on semi empirical models calibrated 
already. 
⚫ Based on observations from cyclic shear tests by Wu et al. (2003) and Polito (1999), at 
residual ru > 0.8, shear strain amplitude increases greatly and the rate of increase is almost 
constant with increasing number of cycles, suggesting that the shear modulus softened 
significantly and that ru,residual = 0.8 can be treated as a boundary of marginal liquefaction. 
For “full” liquefaction, the number of occurrence corresponding to a double amplitude 
shear strain = 6% increases greatly and PWP begins to stabilize and increases very slowly 
when ru,residual > 0.9, indicating ru,residual = 0.9 can be defined as full liquefaction. Also, 
because the GQ/H+u model may provide unreliable results when ru,residual ≥ 0.8, an excess 
PWP criterion alone may not reliably define liquefaction in site response analyses. 
Therefore, the combined criteria of ru,residual ≥ 0.8 and max ≥ limit is used to define full 
liquefaction, which corresponds to the condition when the shear stress - shear strain 
hysteresis loops transition from nearly hyperbolic (with a small decrease in secant shear 
stiffness with increasing cycles) to “banana-shaped” (with hysteresis loops that are 
relatively flat at small to intermediate shear strains and experience significant 
stiffening/dilation at larger shear strains). 
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⚫ Criteria to evaluate liquefaction triggering of level-ground using one-dimensional 
nonlinear site response analysis based on the criteria above is validated using a broad 
parametric study as well as numerous dynamic centrifuge tests and available field sites. 
The parametric study (using both synthetic and published soil profiles), simulation of 
centrifuge tests and filed cases yielded liquefaction resistance results that are generally in 
agreement with published liquefaction resistance curves (Andrus and Stokoe 2000; and 
Kayen et al. 2013) for Vs1< 200 m/s.  
⚫ Cases where agreement is not as good involve sands with Vs1> 200 m/s, input motions 
that exhibit near-fault (velocity and displacement pulse) effects, and the presence of soft 
clay layers underlying loose liquefiable sand layers (Site Class E profiles). The 
disagreements when Vs1> 200 m/s (which may result from sand aging, cementation, or 
pre-shearing), the uncertainty of using MSF to describe number of cycles for the near-
fault motions, and the damping effect of underlying soft layer on site response, 
respectively.  
⚫ Nonlinear effective stress (NL-ES) site response analysis and site response analysis using 
a hybrid framework at liquefiable sites are evaluated in this study for a number of dynamic 
centrifuge test shaking events and well-documented field case histories. The analysis 
results were compared with measurements and showed that the hybrid method on average 
overestimates medium to long period Sa by about 15% for periods T = 0.7~2s and 
underestimates Sa by about 4% for T = 2~3 s. The GQ/H+u model on average 
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overestimates Sa by about 17% at periods T = 0.7~1.6s, nearly identical to hybrid method. 
At long periods of T = 1.6~3.5s, it underestimates Sa by about 19%, again nearly identical 
to the hybrid method. Based on these comparisons and considering the simplicity of the 
NL-ES method (compared to the hybrid method), it appears acceptable for use in practice. 
⚫ For cases where the computed ru < 0.8 or ru > 0.8 and max < limit by NL-ES, dilation has 
a limited effect and the GQ/H+u model is likely to provide reasonable estimates of 
response spectra at T > 0.4s. Furthermore, for ru < 0.8, little difference is found between 
NL-TS and NL-ES analysis, indicating experience from total stress analysis can be used 
to develop response spectrum and define the site class. As ru > 0.8 and max > limit, the 
occurrence of dilation spikes can increase spectral accelerations at both short and long 
periods, making them larger than the 80% of Site Class E spectral accelerations. In these 
cases, results computed by GQ/H+u and by more sophisticated constitutive models, 
particularly if the maximum Sv of the input motion occurs at long periods, agree more 
poorly with measured spectra. This discrepancy suggests the need for further research on 
dilation-related response and the potential need for a code-based spectrum for Site Class 
F (liquefiable sites). In the interim, a reasonable approach may be to envelope the 
GQ/H+u and 80% of Site Class E spectra for use in design.  
⚫ Based on results from the parametric study, when computing FSliq using the cyclic stress 
(simplified) method, FSliq > 1.4 commonly corresponds to ru < 0.8 and thus FSliq < 1.4 
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(computed by the cyclic stress method) can be used conservatively as a threshold for 
defining when NL-ES analysis should be conducted at a potentially liquefiable site.   
 
7.3 RECOMMENDATIONS FOR FUTURE RESEARCH  
⚫ Correlations of parameters in Vucetic and Dobry (1986) PWP generation model 
developed in this study were not developed for silty sands due to the complex effect(s) of 
fines content on PWP generation and limited test data available for calibration. Further 
research is needed to evaluate the influence of fines content on PWP generation and 
develop correlations for silty sands. 
⚫ As dilation behavior cannot be simulated by the GQ/H+u model used in this study, it will 
be valuable to perform site response analysis using models that consider the dilation 
behavior of soil for the same centrifuge tests, case histories and input parameters used in 
this study. Comparison of the analysis results will better illustrate the capabilities and 
limitation of these different models. 
⚫ The observations made in this thesis are limited to soil and loading conditions investigated 
in this study. Additional centrifuge tests and case studies will improve numerical models 
and their calibration. 
⚫ The influence of multi-dimensional cyclic loading (as opposed to 1-D shaking) on the 
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APPENDIX A: SINGLE ELEMENT TESTS SIMULATIONS 
 




Figure A.1 Comparison of (a) GQ/H+u fit, MKZfit, and measured backbone stress-strain curves 
for a series of drained monotonic DSS tests on Monterey 0/30 sand (test data from Kwan and 










Figure A.2 Comparison of (a) GQ/H+u fit, MKZfit, and measured backbone stress-strain curves 
for a series of drained monotonic DSS tests on Monterey 0/30 sand (test data from Kwan and 










Figure A.3 Comparison of (a)GQ/H+u fit, MKZfit, and measured backbone stress-strain curves 
for backbone curve of drained cyclic DSS tests on Fraser River sand (test data from 









Figure A.4 Comparison of (a) GQ/H+u fit, MKZfit, and measured backbone stress-strain curves 
for a series of drained monotonic DSS tests on Ottawa sand (test data from Vaid et al., 1981); 






Figure A.5 Comparison of (a) GQ/H+u fit, MKZfit, and measured backbone stress-strain curves 
for a series of drained monotonic DSS tests on Nevada sand (test data from Dillon 2016) at (a) Dr 
= 55%; (b) Dr = 45%; and (c) normalized stress-strain curves 
255 
 





Figure A.6 Comparison of measured DSS test MS21J results for Monterey sand with Drc = 30% 
and 'vc = 82 kPa simulations using GQ/H+u model. (a) Stress-strain response; (b) ru time 
history; (c) hysteresis loop at ru = 0.19; (d) hysteresis loop at ru = 0.36; (e) hysteresis loop at ru = 









Figure A.7 Comparison of measured DSS test MS49J results for Monterey sand with Drc = 33% 
and 'vc = 34 kPa simulations using GQ/H+u model. (a) Stress-strain response; (b) ru time 
history; (c) hysteresis loop at ru = 0.14; (d) hysteresis loop at ru = 0.45; (e) hysteresis loop at ru = 










Figure A.8 Comparison of measured DSS test MS80J results for Monterey sand with Drc = 40% 
and 'vc = 34 kPa simulations using GQ/H+u model. (a) Stress-strain response; (b) ru time 
history; (c) hysteresis loop at ru = 0.14; (d) hysteresis loop at ru = 0.5; (e) hysteresis loop at ru = 










Figure A.9 Comparison of measured DSS test MS23J results for Monterey sand with Drc = 43% 
and 'vc = 81 kPa simulations using GQ/H+u model. (a) Stress-strain response; (b) ru time 
history; (c) hysteresis loop at ru = 0.36; (d) hysteresis loop at ru = 0.51; (e) hysteresis loop at ru = 










Figure A.10 Comparison of measured DSS test MS82J results for Monterey sand with Drc = 47% 
and 'vc = 42 kPa simulations using GQ/H+u model. (a) Stress-strain response; (b) ru time 
history; (c) hysteresis loop at ru = 0.24; (d) hysteresis loop at ru = 0.51; (e) hysteresis loop at ru = 









Figure A.11 Comparison of measured DSS test MS29J results for Monterey sand with Drc = 47% 
and 'vc = 85 kPa simulations using GQ/H+u model. (a) Stress-strain response; (b) ru time 
history; (c) hysteresis loop at ru = 0.3; (d) hysteresis loop at ru = 0.49; (e) hysteresis loop at ru = 









Figure A.12 Comparison of measured DSS test MS62J results for Monterey sand with Drc = 50% 
and 'vc = 36 kPa simulations using GQ/H+u model. (a) Stress-strain response; (b) ru time 
history; (c) hysteresis loop at ru = 0.25; (d) hysteresis loop at ru = 0.51; (e) hysteresis loop at ru = 









Figure A.13 Comparison of measured DSS test MS38J results for Monterey sand with Drc = 50% 
and 'vc = 75 kPa simulations using GQ/H+u model. (a) Stress-strain response; (b) rutime history; 
(c) hysteresis loop at ru = 0.17; (d) hysteresis loop at ru = 0.51; (e) hysteresis loop at ru = 0.81; 









Figure A.14 Comparison of measured DSS test MS102J results for Monterey sand with Drc = 
51% and 'vc = 180 kPa simulations using GQ/H+u model. (a) Stress-strain response; (b) ru time 
history; (c) hysteresis loop at ru = 0.17; (d) hysteresis loop at ru = 0.43; (e) hysteresis loop at ru = 









Figure A.15 Comparison of measured DSS test MS60J results for Monterey sand with Drc = 56% 
and 'vc = 40 kPa simulations using GQ/H+u model. (a) Stress-strain response; (b) rutime history; 
(c) hysteresis loop at ru = 0.28; (d) hysteresis loop at ru = 0.43; (e) hysteresis loop at ru = 0.76; 









Figure A.16 Comparison of measured DSS test MS28J results for Monterey sand with Drc = 56% 
and 'vc = 85 kPa simulations using GQ/H+u model. (a) Stress-strain response; (b) rutime history; 
(c) hysteresis loop at ru = 0.34; (d) hysteresis loop at ru = 0.53; (e) hysteresis loop at ru = 0.78; 









Figure A.17 Comparison of measured DSS test MS90J results for Monterey sand with Drc = 55% 
and 'vc = 180 kPa simulations using GQ/H+u model. (a) Stress-strain response; (b) ru time 
history; (c) hysteresis loop at ru = 0.17; (d) hysteresis loop at ru = 0.7; (e) hysteresis loop at ru = 









Figure A.18 Comparison of measured DSS test MS78J results for Monterey sand with Drc = 61% 
and 'vc = 42 kPa simulations using GQ/H+u model. (a) Stress-strain response; (b) ru time 
history; (c) hysteresis loop at ru = 0.28; (d) hysteresis loop at ru = 0.42; (e) hysteresis loop at ru = 









Figure A.19 Comparison of measured DSS test MS59J results for Monterey sand with Drc = 59% 
and 'vc = 98 kPa simulations using GQ/H+u model. (a) Stress-strain response; (b) ru time 
history; (c) hysteresis loop at ru = 0.32; (d) hysteresis loop at ru = 0.46; (e) hysteresis loop at ru = 










Figure A.20 Comparison of measured DSS test MS79J results for Monterey sand with Drc = 60% 
and 'vc = 79 kPa simulations using GQ/H+u model. (a) Stress-strain response; (b) ru time 
history; (c) hysteresis loop at ru = 0.2; (d) hysteresis loop at ru = 0.57; (e) hysteresis loop at ru = 









Figure A.21 Comparison of measured DSS test MS84J results for Monterey sand with Drc = 63% 
and 'vc = 173 kPa simulations using GQ/H+u model. (a) Stress-strain response; (b) ru time 
history; (c) hysteresis loop at ru = 0.14; (d) hysteresis loop at ru = 0.46; (e) hysteresis loop at ru = 









Figure A.22 Comparison of measured DSS test MS66J results for Monterey sand with Drc = 67% 
and 'vc = 37 kPa simulations using GQ/H+u model. (a) Stress-strain response; (b) rutime history; 
(c) hysteresis loop at ru = 0.27; (d) hysteresis loop at ru = 0.46; (e) hysteresis loop at ru = 0.76; 









Figure A.23 Comparison of measured DSS test MS125J results for Monterey sand with Drc = 
64% and 'vc = 79 kPa simulations using GQ/H+u model. (a) Stress-strain response; (b) ru time 
history; (c) hysteresis loop at ru = 0.41; (d) hysteresis loop at ru = 0.52; (e) hysteresis loop at ru = 









Figure A.24 Comparison of measured DSS test MS85J results for Monterey sand with Drc = 64% 
and 'vc = 182 kPa simulations using GQ/H+u model. (a) Stress-strain response; (b) ru time 
history; (c) hysteresis loop at ru = 0.27; (d) hysteresis loop at ru = 0.41; (e) hysteresis loop at ru = 









Figure A.25 Comparison of measured DSS test MS108J results for Monterey sand with Drc = 
74% and 'vc = 44 kPa simulations using GQ/H+u model. (a) Stress-strain response; (b) ru time 
history; (c) hysteresis loop at ru = 0.13; (d) hysteresis loop at ru = 0.48; (e) hysteresis loop at ru = 









Figure A.26 Comparison of measured DSS test MS36J results for Monterey sand with Drc = 75% 
and 'vc = 80 kPa simulations using GQ/H+u model. (a) Stress-strain response; (b) ru time 
history; (c) hysteresis loop at ru = 0.13; (d) hysteresis loop at ru = 0.51; (e) hysteresis loop at ru = 









Figure A.27 Comparison of measured DSS test MS95J results for Monterey sand with Drc = 78% 
and 'vc = 180 kPa simulations using GQ/H+u model. (a) Stress-strain response; (b) ru time 
history; (c) hysteresis loop at ru = 0.16; (d) hysteresis loop at ru = 0.51; (e) hysteresis loop at ru = 









Figure A.28 Comparison of measured DSS test MS70J results for Monterey sand with Drc = 81% 
and 'vc = 37 kPa simulations using GQ/H+u model. (a) Stress-strain response; (b) ru time 
history; (c) hysteresis loop at ru = 0.2; (d) hysteresis loop at ru = 0.51; (e) hysteresis loop at ru = 









Figure A.29 Comparison of measured DSS test MS109J results for Monterey sand with Drc = 
81% and 'vc = 86 kPa simulations using GQ/H+u model. (a) Stress-strain response; (b) ru time 
history; (c) hysteresis loop at ru = 0.21; (d) hysteresis loop at ru = 0.47; (e) hysteresis loop at ru = 









Figure A.30 Comparison of measured DSS test MS106J results for Monterey sand with Drc = 
81% and 'vc = 178 kPa simulations using GQ/H+u model. (a) Stress-strain response; (b) ru time 
history; (c) hysteresis loop at ru = 0.23; (d) hysteresis loop at ru = 0.5; (e) hysteresis loop at ru = 





APPENDIX B: COMPARING SITE RESPONSE-BASED LIQUEFACTION 
TRIGGERING CURVES WITH FIELD EMPIRICAL CRR CURVES 
 
Figure B.1 Comparison of liquefaction (Liq), marginal liquefaction (Marg), and no liquefaction 
(NLiq) data from nonlinear effective stress site response simulations of case 1a in Table 5.1 to 
empirical CRR curves. (a) Simulations using MSF by Kayen et al. (2013); and (b) Simulations 




Figure B.2 Comparison of liquefaction (Liq), marginal liquefaction (Marg), and no liquefaction 
(NLiq) data from nonlinear effective stress site response simulations of case 1b in Table 5.1 to 
empirical CRR curves. (a) Simulations using MSF by Kayen et al. (2013); and (b) Simulations 






Figure B.3 Comparison of liquefaction (Liq), marginal liquefaction (Marg), and no liquefaction 
(NLiq) data from nonlinear effective stress site response simulations of case 1c in Table 5.1 to 
empirical CRR curves. (a) Simulations using MSF by Kayen et al. (2013); and (b) Simulations 






Figure B.4 Comparison of liquefaction (Liq), marginal liquefaction (Marg), and no liquefaction 
(NLiq) data from nonlinear effective stress site response simulations of case 1d in Table 5.1 to 
empirical CRR curves. (a) Simulations using MSF by Kayen et al. (2013); and (b) Simulations 






Figure B.5 Comparison of liquefaction (Liq), marginal liquefaction (Marg), and no liquefaction 
(NLiq) data from nonlinear effective stress site response simulations of case 1e in Table 5.1 to 
empirical CRR curves. (a) Simulations using MSF by Kayen et al. (2013); and (b) Simulations 







Figure B.6 Comparison of liquefaction (Liq), marginal liquefaction (Marg), and no liquefaction 
(NLiq) data from nonlinear effective stress site response simulations of case 2a in Table 5.1 to 
empirical CRR curves. (a) Simulations using MSF by Kayen et al. (2013); and (b) Simulations 






Figure B.7 Comparison of liquefaction (Liq), marginal liquefaction (Marg), and no liquefaction 
(NLiq) data from nonlinear effective stress site response simulations of case 2c in Table 5.1 to 
empirical CRR curves. (a) Simulations using MSF by Kayen et al. (2013); and (b) Simulations 






Figure B.8 Comparison of liquefaction (Liq), marginal liquefaction (Marg), and no liquefaction 
(NLiq) data from nonlinear effective stress site response simulations of case 3b in Table 5.1 to 
empirical CRR curves. (a) Simulations using MSF by Kayen et al. (2013); and (b) Simulations 






Figure B.9 Comparison of liquefaction (Liq), marginal liquefaction (Marg), and no liquefaction 
(NLiq) data from nonlinear effective stress site response simulations of case 3c in Table 5.1 to 
empirical CRR curves. (a) Simulations using MSF by Kayen et al. (2013); and (b) Simulations 






Figure B.10 Comparison of liquefaction (Liq), marginal liquefaction (Marg), and no liquefaction 
(NLiq) data from nonlinear effective stress site response simulations of case 4a in Table 5.1 to 
empirical CRR curves. (a) Simulations using MSF by Kayen et al. (2013); and (b) Simulations 






Figure B.11 Comparison of liquefaction (Liq), marginal liquefaction (Marg), and no liquefaction 
(NLiq) data from nonlinear effective stress site response simulations of case 4b in Table 5.1 to 
empirical CRR curves. (a) Simulations using MSF by Kayen et al. (2013); and (b) Simulations 






Figure B.12 Comparison of liquefaction (Liq), marginal liquefaction (Marg), and no liquefaction 
(NLiq) data from nonlinear effective stress site response simulations of NEHRP Site Class D 
sites (Figure 5.2) to empirical CRR curves. (a) Simulations using MSF by Kayen et al. (2013); 






Figure B.13 Comparison of liquefaction (Liq), marginal liquefaction (Marg), and no liquefaction 
(NLiq) data from nonlinear effective stress site response simulations of NEHRP Site Class E 
sites (Figure 5.3) to empirical CRR curves. (a) Simulations using MSF by Kayen et al. (2013); 




Figure B.14 Comparison of simulated liquefaction analysis results (based on ru criteria) for 
dynamic centrifuge tests (Table 5.2) with field and simulated CRR curves. (a) Simulations using 




Figure B.15 Comparison of simulated liquefaction analysis results (based on ru criteria) for field 
sites (Table 5.4) with field and simulated CRR curves. (a) Simulations using MSF by Andrus and 
Stokoe (2000); and (b) Simulations using MSF by Kayen et al. (2013). 
295 
 
APPENDIX C: CASE STUDIES 
 
C.1 CSP 02 
C.1.1 Centrifuge Test Configuration, Preparation and Instrumentation 
In centrifuge test CSP02, Wilson et al. (1997) examined soil-pile-superstructure interaction in 
a liquefiable soil (Figure C.1). The soil profile consisted of 9 m of loose Nevada sand (Dr = 35%) 
overlying 11.2 m of dense Nevada sand (Dr = 75%). The model was saturated using hydroxyl-
propyl methylcellulose (HPMC), with a viscosity about 10 times greater than water. The model 
was spun at a centrifugal acceleration of 30g, therefore model diffusion should occur about 3 times 
faster than the prototype (Wilson et al. 1997). A vertical array of accelerometers and PWP 
transducers (PPT) in the locations highlighted in Figure C.1 (free-field array) was used in this 
study.  
 
C.1.2 Soil Properties 
Both the loose and dense sands used in the test were Nevada sand. Nevada sand is a poorly 
graded, fine-grained sand. Index properties of the Nevada sand are summarized in Table C.1. 
Permeability of Nevada sand was estimated based on constant head permeability tests results from 
Arulmoli et al. (1992), which are shown in Table C.2. Permeability of other relative densities were 
estimated by interpolation. 
Compressibility of Nevada sand was estimated based on oedometer tests on Nevada sand by 
Gibson (1996). Equations for compressibility coefficient, av are shown in Table C.3. 
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C.1.3 Input Motions 
Centrifuge test CSP02 was subjected in series to 17 shaking events. Only shaking events 
CSP02D and CSP02E were used in this study. CSP02D was a relatively weak shaking event with 
a peak ground acceleration (PGA) of 0.038g as shown in Figure C.2 (a). This event did not generate 
much shear strain or excess PWP during shaking and was used to validate the estimated Vs profile. 
In contrast, CSP02E was a strong event with PGA = 0.49g shown in Figure C.2(b) that generated 
significant excess PWP during shaking. Input motions were baseline corrected and filtered using 
high (25 Hz) and low (0.1 Hz) band-pass Butterworth fourth-order filters before use in this study. 
 
C.1.4 Shear Wave Profile (Vs). 
Values of Gmax initially were estimated using correlations Bardet et al. (1993) and Menq (2003). 
As noted above, the author used the weak CSP02D motion (PGA = 0.038g) to validate the Gmax 
correlations using nonlinear total stress analysis. Figure C.3 presents the results of the site response 
analyses and illustrate that both correlations provide reasonable prediction of response spectra 
throughout the soil profiles. The Bardet et al. (1993) Gmax correlation, which was developed from 
measurement of shear modulus of Nevada Sand through resonant column tests, provided a slightly 
better fit to the measured response in the dense layers below depth of 9 m. Therefore, the authors 
used the Bardet et al. (1993) correlation for all subsequent site response analyses of centrifuge tests 




C.1.5 Model Input Parameters 
 Hashash et al. (2015) showed that 1D site response computed using the GQ/H model with 
Darendeli (2001) modulus reduction and damping reference curves reasonably matched the 
response measured in centrifuge models of a prototype 26-m thick deposit of dry, medium-dense, 
Nevada sand. Therefore, the authors used the Darendeli (2001) reference curves in this study (as 
no soil-specific cyclic DSS test data were available). The Darendeli (2001) correlations require 
effective vertical stress ('vo), coefficient of lateral earth pressure at rest (Ko), plasticity index (PI), 
and overconsolidation ratio (OCR). The value of Ko was calculated as (Jaky 1944): 
 Ko = 1-sin'                       Equation C.1 
where effective stress friction angles, ', of 31° and 34° (for Dr = 35% and 75%, respectively) were 
adopted from cyclic direct simple shear tests on Nevada sand performed by Arumoli et al. (1992) 
and Kammerer et al. (2000) as shown in Table C.4. These friction angles were used to estimate 
implied shear strengths for fitting the modulus reduction curves at shear strains larger than 0.1%. 
The water table was set at the ground surface for CSP02. The model container base was represented 
as a rigid half-space. 
Settlements measured by vertical LVDT from shaking events before event CSP02E was nearly 
zero, thus a relative density of 35% in the loose layer and 75% in the dense layer were assumed 
for the CSP02E event. Based on information above, the analytical soil profile with the model index 
properties used for site response analysis is shown in Table C.5. 
Parameters for the Vucetic and Dobry (1986) PWP model (p, F, and s) were assigned to 
saturated layers using the correlations developed in Mei et al. (2018), and a threshold shear strain, 
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vp = 0.05% was assumed. Table C.6 and Table C.7 summarize all of the model parameters for 
analysis. 
 
C.1.6 Comparison of Centrifuge Results and GQ/H+u Simulation for Strong Shaking 
events 
 Figure C.4 compares measured and computed excess PWP time histories at different depths 
within the loose and dense sand layers during motion CSP02E with Vs profiles developed using 
Menq (2003) correlation. In the dense sand layer, the high shear stiffness resulted in small shear 
strain sand small ru values during shaking. Visually, computed ru values match well with the 
measured results. In the loose layer, the nonlinear GQ/H+u simulation captures the overall trend 
of measured excess PWP increase, but is unable to capture the large variations of excess PWP 
(likely the result of soil dilation) near the ground surface. The computed residual ru and measured 
peak ru in the loose layer show maximum values exceeding 0.9 during shaking, indicating that the 
GQ/H+u model correctly captures liquefaction of the saturated upper loose layer for both Vs profile 
correlations. 
Profiles of shear strain and ru calculated by nonlinear effective stress site response analysis of 
shaking event CSP02E are shown in Figure C.5 and 6. Similarly, Figure C.7 compares the 
measured and computed acceleration time histories. Computed responses using both nonlinear 
effective stress (GQ/H+u) and nonlinear total stress (GQ/H) site response analyses are included in 
the figure. In the dense layer (below a depth of 9 m), where small ru values and small shear strains 




In the loose layer at 7.5-m depth, the GQ/H+u model reasonably captured the acceleration 
response until about 10 seconds, providing a good match of the frequency content, phase and 
amplitude of the acceleration time histories. Above a depth of 5 m, the computed acceleration time 
histories reasonably match the measured accelerations throughout the entire time history. After ~ 
10seconds, the loose layer approaches liquefaction (ru > 0.8; Figure C.4) and the recorded 
accelerations exhibit high frequency spikes due to soil dilation (ru decreases and soil stiffness 
increases temporarily), which cannot be simulated by the GQ/H+u hyperbolic model. In contrast, 
the GQ/H model is unable to match reasonably the measured response after ~ 10 seconds in the 
middle and upper portions of the loose layer (above a depth of 7.5m), where the computations 
indicate that significant high frequency motions still propagate through the soil profile. 
The largest differences between the measured and GQ/H+u acceleration time histories are 
observed at depth of 7.5m where dilation is most obvious. However, as the shear waves propagate 
upward, some of the high frequencies acceleration peaks are damped by the liquefied soil and the 
measured and GQ/H+u acceleration time histories become more similar near the loose layer 
surface. This suggests that the influence of dilation on site response also depends on the liquefiable 
layer thickness and the depth where dilation first occurs.  
Figure C.8 compares the measured and computed response spectra for CSP02E. The measured 
and computed (by both GQ/H and GQ/H+u) response spectra were similar in the dense layer 
because of the small ru values and small shear strains. In the loose layer, the most significant 
differences in the measured and computed response spectra occur at a depth of 7.5m in the short 
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period range (T < 0.2 s), while at longer periods (T > 0.2 s) the measured and computed response 
spectra reasonably agree. As discussed above, significant dilation spikes occur at the bottom of the 
loose layer starting at ~ 10 seconds. Here, both the GQ/H and GQ/H+u models underestimate the 
short period spectral accelerations. However, both models reasonably capture the measured 
response spectra at T > 0.2 s.  
As shown in Figure C.7 at depths shallower than 5m in the loose layers, the softened (liquefied) 
soil does not propagate most of the high amplitude, short- to medium-period waves and small 
dilation spikes only occasionally show up after liquefaction (after ~ 10 seconds). At these depths, 
the GQ/H+u model reasonably captures the medium- to long-period response, while the GQ/H 
model generally overestimates the measured spectral response. Although the GQ/H+u model does 
not capture the high frequency acceleration peaks (resulting from dilation) at the bottom of the 
liquefiable layer, their influence on site response is most evident at very short periods and has a 
rather limited effect on long period response for this case. 
In the centrifuge test, soil behavior is expected to be similar to the stress-strain behavior 
observed in single element tests. If ru exceeds 0.8 but the maximum shear strain remains within the 
flat portion of the stress-strain loop, the soil stiffness will be low and only long-period shear waves 
can be propagated. The limit shear strain defined in main text can be used to estimate the shear 
strain at the onset of dilation. Below the limit shear strain, GQ/H+u provides a reasonable estimate 
of soil stiffness and site response. For example, the maximum shear strain computed during 
shaking event CSP02E was only 1.5% (Figure C.6), below the limit shear strain for loose sand of 
about 2% of loose sands. Therefore, soil response is likely to be controlled by the flat portion of 
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the stress-strain loop during shaking and response can be estimated reasonably by GQ/H+u.  
At a depth of 7.5m, spectral response at short period is not captured by GQ/H+u because at 
high values of ru, even when GQ/H+u provides a good match to the measured tangent modulus 
(i.e., CCC > 0.9) below the limit shear strain, the onset of dilation and corresponding stiffening of 
the soil may not be captured. Therefore, some high frequency shear waves can be propagated 
through the profile that are not captured by GQ/H+u. Nevertheless, their influence on the spectral 
response in this case was limited to Sa < 0.2s, and at longer periods, GQ/H+u still reasonably 
captures the measured response.  
 
C.1.7 Liquefaction Analysis 
Both total stress nonlinear and effective stress nonlinear site response analysis were performed 
to conduct liquefaction analysis as what was done in the main text. Profile of maximum cyclic 
stress ratio (CSRmax) calculated by nonlinear total stress analysis, and profiles of shear strain and 
ru calculated by effective stress analysis from centrifuge test shaking event CSP02E are shown in 
Figure C.6. In general, computed ru values match well with the measured results. The computed 
residual ru and measured peak ru in the loose layer show maximum values exceeding 0.9 during 
shaking, indicating that the GQ/H+u model correctly simulates liquefaction of the upper loose 
layer. The simulated critical layer occurs at a depth ~ 2 m, which has ru,residual > 0.9 and max ≈ 1.5%. 
To compare results from the nonlinear effective stress site response analyses to the field CRR 
curves, CSRmax in the critical layer (computed using nonlinear total stress analysis) was corrected 
using the Kayen et al. (2013) MSF and reduced by a factor of 0.65 to compute average CSR7.5. 
302 
 
The value of CSR7.5 was reduced further by a factor of 0.9 to account for multi-directional shaking 
effects on PWP generation (Idriss and Boulanger 2008), yielding CSR7.5,2D. The Vs value in the 
critical layer was normalized to Vs1 per Robertson et al. (1992). This procedure produced the non-
liquefied data point with Vs1 = 167 m/s and CSR7.5,2D = 0.064 during shaking event CSP02D and 
liquefied data point with Vs1 = 167 m/s and CSR7.5,2D = 0.188 during shaking event CSP02E. 
 
C.1.8 Validation of Hybrid Method  
Profiles of shear strain and ru calculated by GQ/H+u model of shaking event CSP02E in Figure 
C.6 show that liquefaction occurs in the loose layers while it does not occur in the dense layers. 
Computed time history of ru shown in Figure C.4(c) indicates time of liquefaction tliq = 11.5 s in 
the loose layers. Using tliq, the acceleration time history in any layer above the critical (liquefied) 
layer can be separated into pre-liquefaction and post-liquefaction segments. The acceleration time 
history computed by GQ/H+u is used for t < tliq. For t ≥ tliq, reduced shear moduli for the non-
liquefied layers were defined from the EQL-TS analysis, and Vs,liq = 0.1Vs was assigned to the 
liquefied loose layer. Figure C.9 compares the initial (Vso) and reduced Vs profiles for the site. 
Damping ratios () for all non-liquefied layers were defined from the EQL-TS analysis and 
 =  was used for the liquefied layers. Linear analysis then was performed using the reduced 
Vs and EQL-TS damping ratio profiles. The hybrid ground surface time history was constructed 
using the GQ/H+u model results for t < tliq,min = 11.5 s (pre-liquefaction) and the linear analysis 
results for t ≥ tliq,min = 11.5 s (post-liquefaction).  
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Figure C.10 presents the resulting ground surface motions computed by GQ/H+u and the 
hybrid method, the excess PWP time history computed by GQ/H+u, and the response spectra 
computed by GQ/H+u and the hybrid method. For comparison, Figure C.10 includes the measured 
ground surface acceleration time history, PWP time history, and response spectra. As shown in the 
figure, spectra computed by GQ/H+u and the hybrid method closely match each other and 
reasonably match the measured spectra. The computed spectra are similar because the maximum 
shear strain computed by GQ/H+u for this case is smaller than the limit strain (max < limit). Within 
this strain range, dynamic response can be estimated reasonably by GQ/H+u even if ru > 0.8 as 
discussed in Chapter 4.  
 
C.1.9 Comparison of Response Spectra with Code-based Spectra 
 The code based surface spectra for Site Class D, Site Class E, code prescription of 80% of Site 
Class E has been developed and compared with the measured near-surface response spectra and 
surface spectra computed by NL-TS (GQ/H), NL-ES (GQ/H+u), and the hybrid method for 
profiles with liquefied soils in Figure C.11. All code based design spectra conservatively enveloped 
the measured and computed response spectra. The computed response spectra by GQ/H+u model 
and hybrid method are reasonably close to measured spectra. In contrast the code prescription of 
80% of Site Class E yields spectral accelerations much larger than measured values (and values 




C.2 CSP 03 
C.2.1 Centrifuge Test Configuration, Preparation and Instrumentation 
In centrifuge test CSP03, Wilson et al. (1997) examined soil-pile-superstructure interaction in 
a liquefiable soil (Figure C.12). The soil profile consisted of 9 m of medium dense Nevada sand 
(Dr = 55%) overlying 11.2 m of dense Nevada sand (Dr = 75%). The model was saturated using 
hydroxyl-propyl methylcellulose (HPMC), with a viscosity about 10 times greater than water. The 
model was spun at a centrifugal acceleration of 30g, therefore model diffusion should occur about 
3 times faster than the prototype (Wilson et al. 1997). A vertical array of accelerometers and PWP 
transducers (PPT) in the locations highlighted in Figure C.12 (free-field array) was used in this 
study.  
 
C.2.2 Soil Properties 
Both the medium dense and dense sands used in the test were Nevada sand. Nevada sand is a 
poorly graded, fine-grained sand. Index properties of the Nevada sand are summarized in Table 
C.8. 
 Permeability of Nevada sand was estimated based on constant head permeability tests results 
from Arulmoli et al. (1992), which are shown in Table C.9. Permeability of other relative densities 
was estimated by interpolation. Compressibility of Nevada sand was estimated based on oedometer 





C.2.3 Input Motions 
Centrifuge test CSP03 was subjected in series to 16 shaking events. Only shaking events 
CSP03H and CSP03I were used in this study. CSP03H was a relatively weak shaking event with 
a peak ground acceleration (PGA) of 0.027g as shown in Figure C.13(a). This event did not 
generate much shear strain or excess PWP during shaking. In contrast, CSP03I was a strong event 
with PGA = 0.49g (shown in Figure C.13 (b)) that generated significant excess PWP during 
shaking. Input motions were baseline corrected and filtered using high (25 Hz) and low (0.1 Hz) 
band-pass Butterworth fourth-order filters before use in this study. 
 
C.2.4 Shear Wave Profile (Vs). 
Values of Gmax were estimated using correlations by Bardet et al. (1993) as discussed in 
Appendix C.1. Here, the weak CSP03H motion (PGA = 0.027g) event again was used to validate 
the correlation. Figure C.14 presents the comparison of the computed and measured response 
spectra which illustrate that the Bardet et al. (1993) correlation provides reasonable prediction of 
response spectra throughout the soil profiles. Figure C.15 compares the computed and measured 
ru time histories. Little PWP was generated during shaking, which explains the reason why 
response spectra and profiles by GQ/H+u and GQ/H methods are similar in Figure C.14 and Figure 
C.16. 
 
C.2.5 Model Input Parameters 
 Dynamic soil properties are estimated using the Darendeli (2001) reference curves in this 
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study (as no soil-specific cyclic DSS test data were available). The Darendeli (2001) correlations 
require effective vertical stress ('vo), coefficient of lateral earth pressure at rest (Ko), plasticity 
index (PI), and overconsolidation ratio (OCR). The value of Ko was calculated as (Jaky 1944): 
 Ko = 1-sin                                             Equation   C.2 
where effective stress friction angles, ', of 33.5° and 34° (for Dr = 55% and 75%, respectively) 
were adopted from cyclic direct simple shear tests on Nevada sand performed by Arulmoli et al. 
(1992) and Kammerer et al. (2000) as shown in Table C.11. These friction angles were used to 
estimate implied shear strengths for fitting the modulus reduction curves at shear strains larger 
than 0.1%. The water table was set at the ground surface for CSP03. The model container base 
was represented as a rigid half-space. 
 Settlements measured by vertical LVDT from shaking events before event CSP03H were 
nearly zero, thus a relative density of 55% in the loose layer and 75% in the dense layer were 
assumed for the CSP03I event. Based on information above, the analytical soil profile with the 
model index properties used for site response analysis is shown in Table C.12. 
Parameters for the Vucetic and Dobry (1986) PWP model (p, F, and s) were assigned to 
saturated layers using the correlations developed in Mei et al. (2018), and a threshold shear strain, 





C.2.6 Comparison of Centrifuge Results and GQ/H+u Simulation for Strong Shaking 
events 
 Figure C.17 compares measured and computed excess PWP time histories at different depths 
within the medium and dense sand layers during motion CSP03I. In the dense sand layer, the high 
shear stiffness resulted in small shear strains and small ru values during shaking. Computed ru 
values are slightly smaller than the measured results. However, both of them show that ru generated 
in the dense layers are far below the value to trigger liquefaction. In the medium dense layer, the 
nonlinear GQ/H+u simulation captures the overall trend of measured excess PWP increase but is 
unable to capture the large variations of excess PWP (likely the result of soil dilation) near the 
ground surface. The computed residual ru and measured peak ru in the medium layer show 
maximum values exceeding 0.9 during shaking at depth of 1.5m, indicating that the GQ/H+u 
model correctly captures liquefaction of the saturated upper layer. 
Figure C.18 compares the measured maximum ru profile with profiles of maximum ru and 
shear strain computed using GQ/H+u for centrifuge test shaking event CSP03I. Maximum shear 
strain of about 2.5% and 0.5% were computed in the upper medium dense and lower dense layers 
of Nevada sand, respectively. The large shear strain computed in the upper medium dense sand 
layer is greater than limit shear strain for medium dense sands. 
Figure C.19 compares the measured and computed acceleration time histories for motion 
CSP03I. In the dense Nevada sand layer at depth of 13 m, the GQ/H+u model reasonably captured 
the acceleration time histories, matching the frequency content, phase and amplitude of 
accelerations. Here, the GQ/H+u and GQ/H models provide nearly identical results (Figure C.19) 
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as the value of ru is moderate (ru ~ 0.4) in the dense layer during most of shaking event. This 
supports the findings of Mei et al. (2018) that PWP generation has little effect on stress-strain 
response, and hence site response, until ru ≥ ~ 0.8. In the medium dense layer, GQ/H+u matches 
the measured accelerations throughout the entire time history below a depth of 3.5m. Above 3.5m, 
as shear strain is greater than limit shear strain for medium dense sands, dilation dominates the 
acceleration response and the recorded accelerations exhibit high frequency spikes due to soil 
dilation (ru decreases and soil stiffness increases temporarily), which cannot be simulated by the 
GQ/H+u hyperbolic model.  
Figure C.20 compares the measured and computed response spectra for CSP03I. The 
measured and computed (by both GQ/H and GQ/H+u) response spectra were similar in the dense 
layer because of the small ru values and small shear strains. In the loose layer, the most significant 
differences in the measured and computed response spectra occur at a depth of 1.5m in the short 
period range (T < 0.4 s), which may due to dilation spikes cannot be simulated. At longer periods 
(T > 0.4 s), however, the measured and computed response spectra reasonably agree. Figure C.21 
compares the measured and computed acceleration near-surface response spectra with the 
measured velocity spectra of input motion during shaking event CSP03I. Kramer (1996) points 
out that velocity and displacement are less sensitive to the higher-frequency ground motion 
components and can better characterize ground motions at intermediate to long periods. The 
velocity spectra is used here because the displacement spectra is subject to signal 
processing/filtering errors and long-period noise in the record. As shown in Figure C.21(b), the 
peak spectral velocity occurs at short period of T ~ 0.35s, which is perhaps the reason why the 
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measured and computed response spectra reasonably agree at medium to long periods, although 
high amplitude dilation spikes cannot be simulated by GQ/H+u model.  
To further evaluate the performance of GQ/H+u model, spectral accelerations are also 
computed for cases with ru > 0.8 and computed max > limit but only using the time window before 
these criteria are met. The procedure to determine the time window is shown in Figure C.22 as an 
example. Figure C.22(b) and (c) show the computed shear strain and PWP ratio in the critical layer. 
As indicated by the red dashed line, the limit of computed ru > 0.8 and max > limit is reached after 
10.2 s, thus time window of 0- 10.2 s is used as “pre-liquefaction.” Figure C.22(a) and (d) compare 
the computed and measured near-surface acceleration time histories and response spectra during 
the time window of 0- 10.2 s. As shown in Figure C.22(d), spectral accelerations at short periods 
are underestimated, which may occur because the dilation spikes are not captured by GQ/H+u. As 
discussed in Chapter 4, the GQ/H+u model is unable to capture the small concave upward potion 
of the stress-strain hysteresis loops. When the limit of ru > 0.8 and computed max > limit is not 
reached, the effect of dilation is limited and the computed and measured response spectra are close 
to each other at longer periods (T > 0.4 s). In addition, the underestimation of Sa at T ~ 0.35s may 
result from uncertainties in selecting dynamic soil properties. Figure C.23 compares velocity 
spectra of input (base) motion segment before 10.2s and the whole input motion time history, 
which are similar to each other. This indicates that the peak spectral velocity is dominated by the 
time window where GQ/H+u model theoretically can simulate reasonable stress-strain behavior. 
Comparing the computed and measured acceleration time histories at depth of 1.5m in Figure 
C.22(a), it is found the computed acceleration amplitudes are slightly smaller than the measured 
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values and a longer period of shaking is computed compared to the recorded time histories even 
before t ~ 7.5s when ru is less than 0.5s and the fluctuation of PWP is limited. Considering that the 
shear wave velocity profile was validated earlier, the error may be the result of the modulus 
reduction curves used in analysis yielding a softer soil behavior than what was mobilized in the 
centrifuge test.   
 
C.2.7 Liquefaction Analysis 
Both total stress nonlinear and effective stress nonlinear site response analyses were 
performed to evaluate liquefaction (Chapter 5). Profiles of maximum cyclic stress ratio (CSRmax) 
calculated by nonlinear total stress analysis, as well as shear strain and ru calculated by effective 
stress analysis from centrifuge test shaking event CSP03I are shown in Figure C.18. In general, 
computed ru values match well with the measured results. The computed residual ru and measured 
peak ru in the medium dense layer exceed 0.9 during shaking, indicating that the GQ/H+u model 
correctly simulates liquefaction of the upper loose layer. The simulated critical layer occurs at a 
depth around 1.5m, which has ru,residual > 0.9 and shear strain of 2.5%. 
To compare results from the effective stress-based liquefaction evaluation with results using 
empirical liquefaction triggering curves, the CSRmax in the critical layer computed by total stress 
analysis was adjusted using the Kayen et al. (2013) MSF and multiplied by a factor of 0.65 to 
compute CSR7.5. This CSR was further reduced by 10% to account for multi-directional shaking 
in the field (Idriss and Boulanger 2008), as the centrifuge test employed 1D shaking PWP generate 
faster than 1D motions. Also, Vs in the critical layer is normalized to Vs1. This procedure finally 
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produces a non-liquefied point with Vs1= 180 m/s and CSR7.5 = 0.24 during shaking event CSP03H 
and liquefied point with Vs1= 180 m/s and CSR7.5 = 0.24 during shaking event CSP03I. 
 
C.2.8 Validation of the Hybrid Method  
Profiles of shear strain and ru calculated by GQ/H+u model of shaking event CSP03I in  
Figure C.18 show that liquefaction occurs in the loose layers while it does not occur in the dense 
layers. Computed time history of ru shown in Figure C.17 indicates time of liquefaction tliq = 10.2 
s in the medium dense layers. Using tliq, the acceleration time history in any layer above the critical 
(liquefied) layer can be separated into pre-liquefaction and post-liquefaction segments. The 
acceleration time history computed by GQ/H+u is used for t < tliq. For t ≥ tliq, reduced shear moduli 
for the non-liquefied layers were defined from the EQL-TS analysis, and Vs,L = 0.13Vso was 
assigned to the liquefied medium dense layer. Figure C.24 compares the initial (Vso) and reduced 
Vs profiles for the site. Damping ratios () for all non-liquefied layers were defined from the EQL-
TS analysis and  =  was used for the liquefied layers. Linear analysis then was performed 
using the reduced Vs and EQL-TS damping ratio profiles. The hybrid ground surface time history 
was constructed using the GQ/H+u model results for t < tliq,min = 10.2 s (pre-liquefaction) and the 
linear analysis results for t ≥ tliq,min = 10.2 s (post-liquefaction).  
Figure C.25 presents the resulting ground surface motions computed by the hybrid method, 
the excess PWP time history computed by GQ/H+u, and the response spectra computed by 
GQ/H+u and the hybrid method. For comparison, Figure C.25 includes the measured acceleration 
time history, PWP time history, and response spectra. As shown in the figure, spectra computed 
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by GQ/H+u and the hybrid method closely match each other and reasonably match the measured 
spectra at T > 0.4s. However, neither GQ/H+u model nor hybrid method can match the measured 
response spectra at short periods as the very high frequency dilation peaks cannot be simulated. 
 
C.2.9 Comparison of Response Spectra with Code-based Spectra 
The code-based surface spectra for Site Class D, Site Class E, and code prescription of 80% 
of Site Class E have been developed and compared with the measured near-surface response 
spectra and surface spectra computed by NL-TS (GQ/H), NL-ES (GQ/H+u), and the hybrid 
method for profiles with liquefied soils in Figure C.26. All code-based design spectra 
conservatively enveloped the measured and computed response spectra at T > 0.5s. Compared to 
the computed response spectra computed using the GQ/H+u model and hybrid method, the code-
based prescription of 80% of Site Class E yields much larger spectral accelerations at T > 0.5s.The 
liquefaction-related dilation spikes observed in centrifuge tests result in short-period Sa that exceed 
all code-based spectra, indicating the code-based spectra can be unconservative when dilation 
spikes occur.  
 
C.3 SHD04 MPI 
C.3.1 Centrifuge Test Configuration, Preparation and Instrumentation 
Centrifuge test SHD04 was conducted by Dashti et al. (2010) intended to investigate the 
seismic response of mat foundations founded on liquefiable layers (Figure C.27). The soil profile 
consisted of 2m of dense Monterey sand (Dr = 85%), 3m of medium dense Nevada sand (Dr = 
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50%), and 3m of very dense Nevada sand (Dr = 90%). The model was saturated below depth of 1 
m with a pore fluid exhibiting a viscosity of 22 times greater than water. The model was spun at a 
centrifugal acceleration of 55g, therefore model diffusion should occur about 2.5 times faster than 
the prototype (Dashti et al. 2010). A vertical array of accelerometers and PPTs in the locations 
highlighted in Figure C.27 (free-field array) was used in this study.  
 
C.3.2 Soil Properties 
Both the medium dense and dense sands used in the test were Nevada sand. Nevada sand is a 
poorly graded, fine-grained sand. Index properties of the Nevada sand are summarized in Table 
C.15. Permeability of Nevada sand was estimated based on constant head permeability tests results 
from Arulmoli et al. (1992), which are shown in Table C.16. Permeability of other relative densities 
was estimated by interpolation. Compressibility of Nevada sand was estimated based on oedometer 
tests on Nevada sand by Gibson (1996). Equations for compressibility coefficient, av are shown in 
Table C.17. 
 
C.3.3 Input Motions 
Centrifuge test SHD04 was subjected in series to 6 shaking events. Three consecutive shaking 
events MPI, TCU, and LPI were used in this study and shaking event SHD04 MPI (Figure C.28) 
is discussed in this section. Input motions were baseline corrected and filtered using high (25 Hz) 




C.3.4 Shear Wave Profile (Vs). 
Values of Gmax were estimated using correlations by Bardet et al. (1993) as proved in Appendix 
C.1. Settlements measured by vertical LVDT from shaking events before event SHD04 LPI were 
calculated. Based on calculation, a relative density of 50% in the loose layer and 90% in the dense 
layer were assumed for the SHD04 MPI event. Based on information above, the analytical soil 
profile with the model index properties used for site response analysis is shown in Table C.19. 
 
C.3.5 Model Input Parameters 
 Soil dynamic properties are estimated using Darendeli (2001) reference curves in this study 
(as no soil-specific cyclic DSS test data were available). Darendeli (2001) correlations require 
effective vertical stress ('vo), coefficient of lateral earth pressure at rest (Ko), plasticity index (PI), 
and overconsolidation ratio (OCR). The value of Ko was calculated as (Jaky 1944): 
 Ko = 1-sin'                        Equation C.3 
where effective stress friction angles, 'of 33° and 35° (for Dr = 50% and 90%, respectively) were 
adopted from cyclic direct simple shear tests on Nevada sand performed by Arulmoli et al. (1992) 
and Kammerer et al. (2000) as shown in Table C.18. These friction angles were used to estimate 
implied shear strengths for fitting the modulus reduction curves at shear strains larger than 0.1%. 
The water table was set at 1m below the ground surface for SHD04 MPI. The model container 
base was represented as a rigid half-space. 
Parameters for the Vucetic and Dobry (1986) PWP model (p, F, and s) were assigned to 
saturated layers using the correlations developed in Mei et al. (2018), and a threshold shear strain, 
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vp = 0.05% was assumed. Table C.20 and Table C.21 summarize all of the model parameters for 
analysis. 
 
C.3.6 Comparison of Centrifuge Results and GQ/H+u Simulation for Strong Shaking 
events 
 Figure C.29 compares measured and computed excess PWP time histories at different depths 
within the loose and dense sand layers during motion SHD04MPI with Vs profiles developed using 
Menq (2003) correlation. Computed time histories of PWP generation in the dense layer are in 
general close to the measured results. Increase of ru matches well with the records a depth of 26 
and slightly underestimates ru at depth of 10m. Neither the measured ru nor the computed ru show 
liquefaction in the dense layers. In the medium dense layers, although the fluctuations of PWP 
related to dilation are obvious, the overall trend of measured excess PWP increase is captured by 
GQ/H+u model. The computed residual ru and measured peak ru in the medium layer show 
maximum values exceeding 0.9 during shaking at several depths, indicating that the GQ/H+u 
model correctly captures liquefaction of the saturated upper layer. 
Figure C.30 compares the measured maximum ru profile with profiles of maximum ru and 
shear strain computed using GQ/H+u for centrifuge test shaking event SHD04 MPI. Maximum 
shear strain of about 12% and 0.48% were computed in the upper medium dense and lower dense 
layers of Nevada sand, respectively. The large shear strain computed in the upper medium dense 
sand layer is much greater than limit shear strain for medium dense sands, indicating that dilation 
may influence site response for this case. 
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Figure C.31 compares the measured and computed acceleration time histories for motion 
SHD04 MPI. In the dense Nevada sand layer at depth of 15.5 m, the GQ/H+u model reasonably 
captured the acceleration time histories, matching the frequency content, phase and amplitude of 
accelerations. Here, the GQ/H+u and GQ/H models provide nearly identical results (Figure C.31) 
as the value of ru is moderate (ru ~ 0.5) in the dense layer (15.5 m depth) during most of shaking 
event. This supports the findings of Mei et al. (2018) that PWP generation has little effect on stress-
strain response, and hence site response, until ru ≥ ~ 0.8.  
In the medium dense layer, GQ/H+u matches the measured response for the first two cycles 
(before 6 seconds) while the computed ru < 0.8. After 6 seconds, dilation dominates the acceleration 
response and GQ/H+u is unable to match the measured response. As shown in Figure C.30, the 
computed maximum shear strain in the medium dense Nevada sand layer was much greater than 
the limit shear strain for medium dense sand, indicating that response should be affected strongly 
by dilation. This effect is further illustrated by the response spectra in Figure C.32, where the 
computed spectra under-estimate the measured spectra at both short and long period at depth of 
2m. In this case, although the dilation spikes mainly affect Sa at short period, they also influence 
the long period because they occur periodically (T ~ 2s).  
Figure C.33 compares the measured and computed acceleration response spectra at surface 
with the measured velocity spectra of input motion during shaking event SHD04 MPI. As shown 
in Figure C.33(b), the peak spectral velocity occurs at T ~ 2s (Figure C.33b), corresponding to the 
periodicity of the dilation spikes. As a result, the computed spectral accelerations at T ~ 2s 
underestimate the measured spectral accelerations (Figure C.33a), as GQ/H+u is unable to simulate 
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dilation and can only transmit small shear stresses at the large strains associated with the dilation 
spikes.  
To further evaluate the performance of GQ/H+u model, spectral accelerations are also 
computed for cases with ru > 0.8 and computed max > limit but only using time window before these 
criteria are met. The procedure to determine the time window is shown in Figure C.34. Figure 
C.34(d) and (e) show the computed PWP ratio and shear strain at mid depth of the liquefiable 
medium dense layer for motion SHD04 MPI. As indicated by the red dashed line, the limit of 
computed ru > 0.8 and max > limit is reached after 6 s, thus time window of 0-6 s is used. Figure 
C.34(a)-(c) and Figure C.35(a)-(c) compares the computed and measured acceleration time 
histories and response spectra during time window of 0-6 s at different depth. It is noted that 
because the generation of PWP also have influence of response on the upper layers even if no PWP 
is generated in the upper layers, therefore, the time window for response calculation of the upper 
layers are also determined based on time when the limit of ru > 0.8 and computed max > limit are 
reached in the underlying layers. As discussed in Chapter 4, when the limit of ru > 0.8 and computed 
max > limit is not reached, the effect of dilation is limited and thus the computed and measured 
response spectra are close to each other. The slight overestimation of Sa around T ~ 1s may due to 
underestimation of damping ratio. 
 
C.3.7 Liquefaction Analysis 
Both total stress nonlinear and effective stress nonlinear site response analysis were performed 
to perform liquefaction analysis as what was done in the main text. Profile of cyclic stress ratio 
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(CSR) calculated by nonlinear total stress analysis, and profiles of shear strain and ru calculated by 
effective stress analysis from centrifuge test shaking event SHD04 MPI are shown in Figure C.30. 
In general, computed ru values match well with the measured results. The computed residual ru and 
measured peak ru in the medium dense layer show maximum values exceeding 0.9 during shaking, 
indicating that the GQ/H+u model correctly simulates liquefaction of the upper loose layer. The 
critical layer is identified at depth around 4m, which has ru greater than 0.9 and shear strain of 12%. 
To compare results from the effective stress based liquefaction evaluation method with results 
using empirical liquefaction triggering curves, correction factors MSF proposed by Kayen et al. 
(2013) and a factor of 0.65 are applied to the CSRmax in the critical layer from total stress analysis 
to compute average CSR7.5. The value of CSR7.5 was reduced further by a factor of 0.9 to account 
for multi-directional shaking effects on PWP generation (Idriss and Boulanger 2008), yielding 
CSR7.5,2D. The Vs value in the critical layer was normalized to Vs1 per Robertson et al. (1992). This 
procedure finally produces the liquefied point with Vs1 = 179 m/s and CSR7.5,2D = 0.2. 
 
C.3.8 Validation of Hybrid Method  
Profiles of shear strain and ru calculated by GQ/H+u model of shaking event SHD04 MPI in 
Figure C.30 show that liquefaction occurs in the loose layers while it does not occur in the dense 
layers. Computed time history of ru shown in Figure C.29 indicates time of liquefaction tliq = 6 s 
in the loose layers. Using tliq, the acceleration time history in any layer above the critical (liquefied) 
layer can be separated into pre-liquefaction and post-liquefaction segments. The acceleration time 
history computed by GQ/H+u is used for t < tliq. For t ≥ tliq, reduced shear moduli for the non-
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liquefied layers were defined from the EQL-TS analysis, and Vs,liq = 0.1Vs was assigned to the 
liquefied loose layer. Figure C.36 compares the initial (Vso) and reduced Vs profiles for the site. 
Damping ratios () for all non-liquefied layers were defined from the EQL-TS analysis and 
 =  was used for the liquefied layers. Linear analysis then was performed using the reduced 
Vs and EQL-TS damping ratio profiles. The hybrid ground surface time history was constructed 
using the GQ/H+u model results for t < tliq,min = 6 s (pre-liquefaction) and the linear analysis results 
for t ≥ tliq,min = 6 s (post-liquefaction).  
Figure C.37 presents the resulting ground surface motions computed by the hybrid method, 
the excess PWP time history computed by GQ/H+u, and the response spectra computed by 
GQ/H+u and the hybrid method. For comparison, Figure C.37 includes the measured acceleration 
time history, PWP time history, and response spectra. The comparison indicates that the response 
spectra computed by GQ/H+u underestimates Sa at short periods and near T = 2s, as the GQ/H+u 
model cannot simulate soil dilation effects which can cause spectral acceleration peaks at short 
and long periods, as discussed in Chapter 4. The hybrid method is slightly closer to the measured 
spectra at medium to long periods while it cannot match the measured response spectra at short 
periods as the very high frequency dilation peaks cannot be simulated. 
 
C.3.9 Comparison of Response Spectra with Code-based Spectra 
 The code based surface spectra for Site Class D, Site Class E, code prescription of 80% of Site 
Class E has been developed and compared with the measured near-surface response spectra and 
surface spectra computed by NL-TS (GQ/H), NL-ES (GQ/H+u), and the hybrid method for 
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profiles with liquefied soils in Figure C.38. The measured Sa exceed the Site Class D, Site and 80% 
of Site Class E spectral accelerations (prescribed by code) at T ~ 2s where the maximum Sv also 
occurs around that period but is enveloped by Site Class E spectral accelerations at T > 0.2s. The 
liquefaction-related dilation spikes observed in centrifuge tests result in short-period Sa that exceed 
all code-based spectra, indicating the code-based spectra can be unconservative when dilation 
spikes occur.  
 
C.4 SHD04 TCU  
C.4.1 Centrifuge Test Configuration, Preparation and Instrumentation 
Centrifuge test SHD04 was conducted by Dashti et al. (2010) intended to investigate the 
seismic response of mat foundations founded on liquefiable layers (Figure C.39). The soil profile 
consisted of 2m of dense Monterey sand (Dr = 85%), 3m of medium dense Nevada sand (Dr = 
58%), and 3m of very dense Nevada sand (Dr = 92%). The model was saturated below depth of 1 
m with a pore fluid exhibiting a viscosity of 22 times greater than water. The model was spun at a 
centrifugal acceleration of 55g, therefore model diffusion should occur about 2.5 times faster than 
the prototype (Dashti et al. 2010). A vertical array of accelerometers and PPTs in the locations 
highlighted in Figure C.39(free-field array) was used in this study.  
 
C.4.2 Soil Properties 
Both the medium dense and dense sands used in the test were Nevada sand. Nevada sand is a 




 Permeability of Nevada sand was estimated based on constant head permeability tests results 
from Arulmoli et al. (1992), which are shown in Table C.23. Permeability of other relative densities 
was estimated by interpolation. 
Compressibility of Nevada sand was estimated based on oedometer tests on Nevada sand by 
Gibson (1996). Equations for compressibility coefficient, av are shown in Table C.24. 
 
C.4.3 Input Motions 
Centrifuge test SHD04 was subjected in series to 6 shaking events. Three consecutive shaking 
events MPI, TCU, and LPI were used in this study and shaking event SHD04 TCU (Figure C.40) 
is discussed in this section. Input motions were baseline corrected and filtered using high (25 Hz) 
and low (0.1 Hz) band-pass Butterworth fourth-order filters before use in this study.  
 
C.4.4 Shear Wave Profile (Vs). 
Values of Gmax were estimated using correlations by Bardet et al. (1993) as proved in Appendix 
C.1. Settlements measured by vertical LVDT from shaking events before event SHD04 TCU were 
calculated. Based on calculation, a relative density of 58% in the medium dense layer and 92% in 
the dense layer were assumed for the SHD04 LPI event. Based on information above, the analytical 




C.4.5 Model Input Parameters 
 Soil dynamic properties are estimated using Darendeli (2001) reference curves in this study 
(as no soil-specific cyclic DSS test data were available). Darendeli (2001) correlations require 
effective vertical stress ('vo), coefficient of lateral earth pressure at rest (Ko), plasticity index (PI), 
and overconsolidation ratio (OCR). The value of Ko was calculated as (Jaky 1944): 
 Ko =1-sin'                         Equation C.4 
where effective stress friction angles, ', of 33.5° and 35° (for Dr = 58% and 92%, respectively) 
were adopted from cyclic direct simple shear tests on Nevada sand performed by Arulmoli et al. 
(1992) and Kammerer et al. (2000) as shown in Table C.25. These friction angles were used to 
estimate implied shear strengths for fitting the modulus reduction curves at shear strains larger 
than 0.1%. The water table was set at 1m below the ground surface for SHD04 TCU. The model 
container base was represented as a rigid half-space. Parameters for the Vucetic and Dobry (1986) 
PWP model (p, F, and s) were assigned to saturated layers using the correlations developed in Mei 
et al. (2018), and a threshold shear strain, vp = 0.05% was assumed. Table C.27 and Table C.28 
summarize all of the model parameters for analysis. 
 
C.4.6 Comparison of Centrifuge Results and GQ/H+u Simulation for Strong Shaking 
Events 
 Figure C.41 compares measured and computed excess PWP time histories at different depths 
within the medium dense and very dense sand layers during motion SHD04 TCU. In both the 
medium dense and very dense sand layer, the nonlinear GQ/H+u simulation captures the overall 
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trend of measured excess PWP increase but is unable to capture the large variations of excess PWP 
(likely the result of soil dilation) near the ground surface. The computed residual ru and measured 
peak ru in the loose layer show maximum values exceeding 0.9 during shaking at depth of 3.5m, 
indicating that the GQ/H+u model correctly captures liquefaction of the saturated upper loose layer. 
Figure C.42 compares the measured maximum ru profile with profiles of maximum ru and 
shear strain computed using GQ/H+u for centrifuge test shaking event SHD04 TCU. Maximum 
shear strain of about 5.5% and 0.2% were computed in the upper medium dense and lower dense 
layers of Nevada sand, respectively. The large shear strain computed in the upper medium dense 
sand layer is much greater than limit shear strain for medium dense sands. 
Figure C.43 and Figure C.44 compare the measured and computed acceleration time histories 
and response spectra for motion SHD04 TCU. In the dense Nevada sand layer, the GQ/H+u model 
reasonably captured the PWP and acceleration time histories, matching the frequency content, 
phase and amplitude of accelerations due to the small shear strain and ru generated in the dense 
layers (Figure C.42). For response spectra the GQ/H+u model reasonably captured the measured 
response spectra throughout all the periods. Here, the GQ/H+u and GQ/H models provide nearly 
identical results (Figure C.43) as the value of ru is moderate (ru ~ 0.4) in the dense layer during 
most of shaking event. This supports the findings of Mei et al. (2018) that PWP generation has 
little effect on stress-strain response, and hence site response, until ru ≥ ~ 0.8.  
In the medium dense layer, acceleration time histories computed by GQ/H+u model match 
measured response until ru > 0.8, when dilation dominates the acceleration response and GQ/H+u 
is unable to match the measured response. As shown in Figure C.42, the computed maximum shear 
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strain in the medium dense Nevada sand layer was much greater than the limit shear strain for 
medium dense sand (Figure C.42b), indicating that response should be affected by dilation. This 
effect is further illustrated by the response spectra in Figure C.44, where the computed spectra 
under-estimates the measured spectra at short period of T < 0.4s above depth of 3.5 m. For T > 
0.4s, GQ/H+u reasonably capture the spectral acceleration, while GQ/H model over-predicts Sa 
around T = 0.8s. 
To further evaluate the performance of GQ/H+u model, spectral accelerations are also 
computed for cases with ru > 0.8 and computed max > limit but only using time window before these 
criteria are met. The procedure to determine the time window is shown in Figure C.45. Figure 
C.45(d) and (e) show the computed PWP ratio and shear strain at bottom of the liquefiable medium 
dense layer for motion SHD04 TCU. As indicated by the red dashed line, the limit of computed 
ru > 0.8 and max > limit is reached after 21 s, thus time window of 0-21 s is used as “pre-
liquefaction”. Figure C.45(a)-(c) and Figure C.46(a)-(c) compare the computed and measured 
acceleration time histories and response spectra during time window of 0-21 s at different depth. 
It is noted that because the generation of PWP also have influence of response on the upper layers 
even if no PWP is generated in the upper layers, therefore, the time window for response 
calculation of the upper layers are also determined based on time when the limit of ru > 0.8 and 
computed max > limit are reached in the underlying layers. Although spectral accelerations at short 
periods are underestimated which may due to the dilation spikes are not captured as GQ/H+u is 
unable to capture the small concave upward potion of the stress-strain hysteresis loops, as 
discussed in Chapter 4, when the limit of ru > 0.8 and computed max > limit is not reached, the effect 
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of dilation is limited and the computed and measured response spectra are close to each other at 
longer periods (T > 0.4 s). Slight overestimation of Sa is observed around T = 0.7~1.2s, which may 
due to the reason that a stiffer soil behavior is computed during analysis than what actually 
occurred as the period of computed spectral accelerations where peak value shows up (i.e. T ~ 1.2s) 
is shorter than measured (i.e. T ~ 1.6s). This can be ascribed to a stiffer modulus reduction curve 
was used during analysis or computed PWP is slightly smaller than measured and thus soil 
softening effect is less obvious. 
Figure C.47 compares the measured and computed acceleration response spectra at surface 
with the velocity spectra of base motion during shaking event SHD04 TCU. Under-prediction of 
Sa does not occur at period corresponds to peak spectral velocity for this case. One possible reason 
is that peak spectral velocity of this case is controlled by the “pre-liquefaction” segment before 
21s where GQ/H+u model theoretically can reasonably capture the stress-strain behavior and 
spectral acceleration at medium to long periods. Comparison of velocity spectra of input motion 
segment before 21s and the whole input motion time history is shown in Figure C.48, which 
indicates the peak spectral velocity comes from input motion segment before 21s.  
 
C.4.7 Liquefaction Analysis 
Both total stress nonlinear and effective stress nonlinear site response analysis were performed 
to conduct liquefaction analysis as what was done in the main text. Profile of maximum cyclic 
stress ratio (CSRmax) calculated by nonlinear total stress analysis, and profiles of shear strain and 
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ru calculated by effective stress analysis from centrifuge test shaking event SHD04 LPI are shown 
in Figure C.42. In general, computed ru values match well with the measured results. The computed 
residual ru and measured peak ru in the medium dense layer show maximum values exceeding 0.9 
during shaking, indicating that the GQ/H+u model correctly simulates liquefaction of the upper 
loose layer. The critical layer is identified at depth around 3.5m, which has ru greater than 0.9 and 
shear strain of 5.5%. 
To compare results from the effective stress based liquefaction evaluation method with results 
using empirical liquefaction triggering curves, correction factors MSF proposed by Kayen et al. 
(2013) and a factor of 0.65 are applied to the CSRmax in the critical layer from total stress analysis 
to compute average CSR7.5. The value of CSR7.5 was reduced further by a factor of 0.9 to account 
for multi-directional shaking effects on PWP generation (Idriss and Boulanger 2008), yielding 
CSR7.5,2D. The Vs value in the critical layer was normalized to Vs1 per Robertson et al. (1992). This 
procedure finally produces the liquefied point with Vs1 = 183 m/s and CSR7.5,2D = 0.2. 
 
C.4.8 Validation of Hybrid Method  
Profiles of shear strain and ru calculated by GQ/H+u model of shaking event SHD04 TCU in 
Figure C.42 show that liquefaction occurs in the loose layers while it does not occur in the dense 
layers. Computed time history of ru shown in Figure C.41 indicates time of liquefaction tliq = 18 s 
in the loose layers. Using tliq, the acceleration time history in any layer above the critical (liquefied) 
layer can be separated into pre-liquefaction and post-liquefaction segments. The acceleration time 
history computed by GQ/H+u is used for t < tliq. For t ≥ tliq, reduced shear moduli for the non-
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liquefied layers were defined from the EQL-TS analysis, and Vs,L= 0.13Vs0 was assigned to the 
liquefied loose layer. Figure C.49 compares the initial (Vso) and reduced Vs profiles for the site. 
Damping ratios () for all non-liquefied layers were defined from the EQL-TS analysis and 
 =  was used for the liquefied layers. Linear analysis then was performed using the reduced 
Vs and EQL-TS damping ratio profiles. The hybrid ground surface time history was constructed 
using the GQ/H+u model results for t < tliq,min = 18 s (pre-liquefaction) and the linear analysis 
results for t ≥ tliq,min = 18 s (post-liquefaction).  
Figure C.50 presents the resulting ground surface motions computed by the hybrid method, 
the excess PWP time history computed by GQ/H+u, and the response spectra computed by 
GQ/H+u and the hybrid method. For comparison, Figure C.50 includes the measured acceleration 
time history, PWP time history, and response spectra. As shown in the figure, spectra computed 
by GQ/H+u and the hybrid method closely match each other and reasonably match the measured 
spectra at T > 0.4s. However, neither GQ/H+u model nor hybrid method can match the measured 
response spectra at short periods as the very high frequency dilation peaks cannot be simulated. 
 
C.4.9 Comparison of Response Spectra with Code-based Spectra 
The code based surface spectra for Site Class D, Site Class E, code prescription of 80% of Site 
Class E has been developed and compared with the measured near-surface response spectra and 
surface spectra computed by NL-TS (GQ/H), NL-ES (GQ/H+u), and the hybrid method for 
profiles with liquefied soils in Figure C.51. The measured Sa exceed the Site Class D, and 80% of 
Site Class E spectral accelerations (prescribed by code) at both short and medium period of T < 
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0.7s but also at long period of T ~ 1.3s where the maximum Sv occurs around that period but is 
enveloped by Site Class E spectral accelerations at T > 0.5s. The liquefaction-related dilation 
spikes observed in centrifuge tests result in short-period Sa that exceed all code-based spectra, 
indicating the code-based spectra can be unconservative when dilation spikes occur.  
 
C.5 SHD04 LPI 
C.5.1 Centrifuge Test Configuration, Preparation and Instrumentation 
Centrifuge test SHD04 was conducted by Dashti et al. (2010) intended to investigate the 
seismic response of mat foundations founded on liquefiable layers (Figure C.52). The soil profile 
consisted of 2m of dense Monterey sand (Dr = 85%), 3m of medium dense Nevada sand (Dr = 
66%), and 3m of very dense Nevada sand (Dr = 92%). The model was saturated below depth of 1 
m with a pore fluid exhibiting a viscosity of 22 times greater than water. The model was spun at a 
centrifugal acceleration of 55g, therefore model diffusion should occur about 2.5 times faster than 
the prototype (Dashti et al. 2010). A vertical array of accelerometers and PPTs in the locations 
highlighted in Figure C.52(free-field array) was used in this study.  
 
C.5.2 Soil Properties 
Both the medium dense and dense sands used in the test were Nevada sand. Nevada sand is a 
poorly graded, fine-grained sand. Index properties of the Nevada sand are summarized in Table 
C.29.Permeability of Nevada sand was estimated based on constant head permeability tests results 
from Arulmoli et al. (1992), which are shown in Table C.30. Permeability of other relative 
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densities was estimated by interpolation. Compressibility of Nevada sand was estimated based on 
oedometer tests on Nevada sand by Gibson (1996). Equations for compressibility coefficient, av 
are shown in Table C.31. 
 
C.5.3 Input Motions 
Centrifuge test SHD04 was subjected in series to 6 shaking events. Three consecutive shaking 
events MPI, TCU, and LPI were used in this study and shaking event SHD04 LPI (Figure C.53) is 
discussed in this section. Input motions were baseline corrected and filtered using high (25 Hz) 
and low (0.1 Hz) band-pass Butterworth fourth-order filters before use in this study.  
 
C.5.4 Shear Wave Profile (Vs). 
Values of Gmax were estimated using correlations by Bardet et al. (1993) as proved in Appendix 
C.1. Settlements measured by vertical LVDT from shaking events before event SHD04 LPI were 
calculated. Based on calculation, a relative density of 66% in the loose layer and 92% in the dense 
layer were assumed for the SHD04 LPI event. Based on information above, the analytical soil 
profile with the model index properties used for site response analysis is shown in Table C.33. 
 
C.5.5 Model Input Parameters 
 Soil dynamic properties are estimated using Darendeli (2001) reference curves in this study 
(as no soil-specific cyclic DSS test data were available). Darendeli (2001) correlations require 
effective vertical stress ('vo), coefficient of lateral earth pressure at rest (Ko), plasticity index (PI), 
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and overconsolidation ratio (OCR). The value of Ko was calculated as (Jaky 1944): 
Ko =1-sin'                         Equation C.5 
where effective stress friction angles, ', of 34° and 35° (for Dr = 66% and 92%, respectively) were 
adopted from cyclic direct simple shear tests on Nevada sand performed by Arulmoli et al. (1992) 
and Kammerer et al. (2000) as shown in Table C.32. These friction angles were used to estimate 
implied shear strengths for fitting the modulus reduction curves at shear strains larger than 0.1%. 
The water table was set at 1m below the ground surface for SHD04 LPI. The model container base 
was represented as a rigid half-space. 
Parameters for the Vucetic and Dobry (1986) PWP model (p, F, and s) were assigned to 
saturated layers using the correlations developed in Mei et al. (2018), and a threshold shear strain, 
vp = 0.05% was assumed. Table C.34 and Table C.35 summarize all of the model parameters for 
analysis. 
 
C.5.6 Comparison of Centrifuge Results and GQ/H+u Simulation for Strong Shaking 
Events 
 Figure C.54 compares measured and computed excess PWP time histories at different depths 
within the loose and dense sand layers during motion SHD04 LPI. Although the extreme 
fluctuations of PWP related to dilation are obvious in the medium dense and dense sand layers, the 
overall trend of measured excess PWP increase is captured by GQ/H+u model. The computed 
residual ru and measured peak ru in the medium layer show maximum values exceeding 0.9 during 
shaking at several depths, indicating that the GQ/H+u model correctly captures liquefaction of the 
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saturated upper layer. 
Figure C.55 compares the measured maximum ru profile with profiles of maximum ru and 
shear strain computed using GQ/H+u for centrifuge test shaking event SHD04 LPI. Maximum 
shear strain of about 27% and 1% were computed in the upper medium dense and lower dense 
layers of Nevada sand, respectively. The large shear strain computed in the upper medium dense 
sand layer is much greater than limit shear strain for medium dense sands, indicating that dilation 
significantly influenced site response for this case. 
Figure C.56 and Figure C.57 compare the measured acceleration time histories and response 
spectra for motion SHD04 LPI. In the dense Nevada sand layer, the GQ/H+u model reasonably 
captured the PWP and acceleration time histories, matching the frequency content, phase and 
amplitude of accelerations (excluding the dilation spikes). While dilation was not simulated, the 
dilation spikes mainly affected the response spectra at short period (T < 0.3 s). In contrast, the 
GQ/H+u model reasonably captured the measured response spectra at longer periods (T > 0.3 s). 
In the dense Nevada sand, the computed maximum shear strain is < 1%, smaller than the limit 
shear strain for dense sand, indicating that the GQ/H+u model can reasonably capture medium to 
long period response. The deviation at T < 0.3 s results from the inability of GQ/H+u to capture 
the small concave upward potion of the stress-strain hysteresis loops. Here, the GQ/H+u and GQ/H 
models provide nearly identical results (Figure C.56) as the value of ru is moderate (ru ~ 0.7) in the 
dense layer (15.5 m depth) during most of shaking event. This supports the findings of Mei et al. 
(2018) that PWP generation has little effect on stress-strain response, and hence site response, until 
ru ≥ ~ 0.8.  
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In the medium dense layer, GQ/H+u matches the measured response for the first two cycles 
(before 6 seconds) while the computed ru < 0.8. After 6 seconds, dilation dominates the acceleration 
response and GQ/H+u is unable to match the measured response. As shown in Figure C.55, the 
computed maximum shear strain in the medium dense Nevada sand layer was much greater than 
the limit shear strain for medium dense sand, indicating that response should be affected strongly 
by dilation. This effect is further illustrated by the response spectra in Figure C.57, where the 
computed spectra under-estimates the measured spectra at both short and long period. In this case, 
although the dilation spikes mainly affect Sa at short period, they also influence the long period 
because they occur periodically (T ~ 2s).  
Figure C.58 compares the measured and computed acceleration response spectra at suface of 
the medium dense Nevada sand layer with the measured velocity spectra of input motion during 
shaking event SHD04 LPI. Kramer (1996) points out that velocity and displacement are less 
sensitive to the higher-frequency ground motion components and can better characterize ground 
motions at intermediate to long periods. The velocity spectra is used here because the displacement 
spectra is subject to errors signal processing/filtering and long-period noise in the record. As shown 
in Figure C.58(b), the peak spectral velocity occurs at T ~ 2s, corresponding to the periodicity of 
the dilation spikes. As a result, the computed spectral accelerations at T ~ 2s underestimate the 
measured spectral accelerations (Figure C.58a), as GQ/H+u is unable to simulate dilation and can 
only transmit small shear stresses at the large strains associated with the dilation spikes.  
To further evaluate the performance of GQ/H+u model, spectral accelerations are also 
computed for cases with ru > 0.8 and computed max > limit but only using time window before these 
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criteria are met. The procedure to determine the time window is shown in Figure C.59. Figure 
C.59(e) and (f) show the computed PWP ratio and shear strain at bottom of the liquefiable medium 
dense layer for motion SHD04 LPI. As indicated by the red dashed line, the limit of computed ru > 
0.8 and max > limit is reached after 6 s, thus time window of 0-6 s is used. Figure C.59(a) to (d) 
and Figure C.60(a) to (d) compare the computed and measured acceleration time histories and 
response spectra during time window of 0-6 s at different depth. It is noted that because the 
generation of PWP also have influence of response on the upper layers even if no PWP is generated 
in the upper layers, therefore, the time window for response calculation of the upper layers are also 
determined based on time when the limit of ru > 0.8 and computed max > limit are reached in the 
underlying layers.  
Although spectral accelerations at short periods are underestimated which may due to the 
dilation spikes are not captured as GQ/H+u is unable to capture the small concave upward potion 
of the stress-strain hysteresis loops, as discussed in Chapter 4, when the limit of ru > 0.8 and 
computed max > limit is not reached, the effect of dilation is limited and the computed and measured 
response spectra are close to each other at longer periods (T > 0.4 s).  
 
C.5.7 Liquefaction Analysis 
Both total stress nonlinear and effective stress nonlinear site response analysis were performed 
to perform liquefaction analysis as what was done in the main text. Profile of maximum cyclic 
stress ratio (CSRmax) calculated by nonlinear total stress analysis, and profiles of shear strain and 
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ru calculated by effective stress analysis from centrifuge test shaking event SHD04 LPI are shown 
in Figure C.55. In general, computed ru values match well with the measured results. The computed 
residual ru and measured peak ru in the medium dense layer show maximum values exceeding 0.9 
during shaking, indicating that the GQ/H+u model correctly simulates liquefaction of the upper 
loose layer. The critical layer is identified at depth around 4m, which has ru greater than 0.9 and 
shear strain of 26%. 
To compare results from the effective stress based liquefaction evaluation method with results 
using empirical liquefaction triggering curves, correction factors MSF proposed by Kayen et al. 
(2013) and a factor of 0.65 are applied to the CSRmax in the critical layer from total stress analysis 
to compute average CSR7.5. The value of CSR7.5 was reduced further by a factor of 0.9 to account 
for multi-directional shaking effects on PWP generation (Idriss and Boulanger 2008), yielding 
CSR7.5,2D. The Vs value in the critical layer was normalized to Vs1 per Robertson et al. (1992). This 
procedure finally produces the liquefied point with Vs1 = 191 m/s and CSR7.5,2D = 0.28. 
 
C.5.8 Validation of Hybrid Method  
Figure C.55 presents ru and shear strain profiles, which show that liquefaction was computed 
for both the medium dense and upper portion of the dense Nevada sand layers, consistent with the 
measured maximum ru values. Figure C.54 compares measured and computed excess PWP time 
histories at different depths within the medium dense and dense sand layers during motion SHD04 
LPI, with computed values of tliq of 6s and 12s in the medium dense and dense layers, respectively. 
Again for the hybrid method, reduced shear moduli for the non-liquefied layers were re-assigned 
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from the EQL-TS analysis, and Vs,liq = 0.13Vso was assigned to the liquefied medium dense and 
dense layers. Figure C.61 compares the initial and reduced shear wave velocity profiles.  
As discussed above, when liquefaction occurs in soil layers with different relative densities, 
tliq in dense layers can be much longer than in loose layers. For this case the surface ground motion 
is separated into three segments. For t < 6s, liquefaction has not occurred in any layer and the 
surface time history computed using GQ/H+u is adopted. For t = 6 ~12s, the medium dense layer 
has liquefied while the dense layer has not. Therefore, the time history at top of the dense layer 
computed by GQ/H+u was used as a within motion in a linear analysis with the reduced Vs profile. 
The resulting ground surface time history in this time window is merged with the GQ/H+u ground 
motion for t < 6s. After t >12s, both the medium dense and dense layers have liquefied, and a linear 
analysis is performed using the original input motion at the base of the profile for the reduced Vs 
profile. The resulting ground surface time history is merged at t > 12s to create the composite time 
history.  
Follow this method, Figure C.62 presents the resulting ground surface motions computed by 
the hybrid method, the excess PWP time history computed by GQ/H+u, and the response spectra 
computed by GQ/H+u and the hybrid method. For comparison, Figure C.62 includes the measured 
acceleration time history, PWP time history, and response spectra. The comparison indicates that 
the response spectra computed by GQ/H+u underestimates Sa at short periods and near T = 2s, as 
the GQ/H+u model cannot simulate soil dilation effects which can cause spectral acceleration 
peaks at short and long periods, as discussed in Chapter 4. The hybrid method is closer to the 
measured spectra at medium to long periods while it can not match the measured response spectra 
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at short periods as the very high frequency dilation peaks cannot be simulated. 
 
C.5.9 Comparison of Response Spectra with Code-based Spectra 
 The code based surface spectra for Site Class D, Site Class E, code prescription of 80% of Site 
Class E has been developed and compared with the measured near-surface response spectra and 
surface spectra computed by NL-TS (GQ/H), NL-ES (GQ/H+u), and the hybrid method for 
profiles with liquefied soils in Figure C.63. The measured Sa exceed the Site Class D, Site Class E 
and 80% of Site Class E spectral accelerations (prescribed by code) at T ~ 2s where the maximum 
Sv also occurs around that period. Also, the liquefaction-related dilation spikes observed in 
centrifuge tests can result in short-period Sa that exceed all code-based spectra, indicating the code-
based spectra can be unconservative when dilation spikes occur.  
 
C.6 VELACS 
C.6.1 Centrifuge Test Configuration, Preparation and Instrumentation 
Model VELACS No.1 was conducted at RPI by Arulmoli et al. (1992) intended to study 
mechanisms involved in liquefiable sites. The soil profile consists of 10 m of uniform loose sand 
(Dr = 40%). Excess porewater pressures and accelerations were recorded at different depths and 
locations as shown in Figure C.64. Shaking events were performed with centrifugal acceleration 
of 50g. Pore fluid used in this test is water. Considering the model scaling factor, a centrifugal 




C.6.2 Soil Properties 
Both the medium dense and dense sands used in the test were Nevada sand. Nevada sand is a 
poorly graded, fine-grained sand. Index properties of the Nevada sand are summarized in Table 
C.36. 
 Permeability of Nevada sand was estimated based on constant head permeability tests results 
from Arulmoli et al. (1992), which are shown in Table C.37. Permeability of other relative densities 
was estimated by interpolation. Compressibility of Nevada sand was estimated based on oedometer 
tests on Nevada sand by Gibson (1996). Equations for compressibility coefficient, av are shown in 
Figure C.42. 
 
C.6.3 Input Motions 
Input motion for VELACS No.1 is shown in Figure C.65. Input motions have been processed 
by baseline correction and filtering to eliminate noises and drift of displacement. The acceleration 
time histories were passed through Butterworth filter with fourth-order and band-pass with 
frequencies of 0.1 and 25 Hz. The processed input motion has PGA around 0.23g. 
 
C.6.4 Shear Wave Profile (Vs). 
Values of Gmax were estimated using correlations by Bardet et al. (1993) as proved in Appendix 
C.1. As relative density in the loose layer is 40%, the analytical soil profile with the model index 




C.6.5 Model Input Parameters 
 Soil dynamic properties are estimated using Darendeli (2001) reference curves in this study 
(as no soil-specific cyclic DSS test data were available). Darendeli (2001) correlations require 
effective vertical stress ('vo), coefficient of lateral earth pressure at rest (Ko), plasticity index (PI), 
and overconsolidation ratio (OCR). The value of Ko was calculated as (Jaky 1944): 
 Ko =1-sin'                         Equation C.6 
where effective stress friction angles, ' of 32° (for Dr = 40%, respectively) were adopted from 
cyclic direct simple shear tests on Nevada sand performed by Arulmoli et al. (1992) and 
Kammerer et al. (2000) as shown in Table C.39. 
These friction angles were used to estimate implied shear strengths for fitting the modulus 
reduction curves at shear strains larger than 0.1%. The water table was set at 1m below the 
ground surface for SHD04 MPI. The model container base was represented as a rigid half-space. 
Parameters for the Vucetic and Dobry (1986) PWP model (p, F, and s) were assigned to 
saturated layers using the correlations developed in Mei et al. (2018), and a threshold shear strain, 
vp = 0.05% was assumed. Table C.41 and Table C.42 summarize all of the model parameters for 
analysis. 
 
C.6.6 Comparison of Centrifuge Results and GQ/H+u Simulation for Strong Shaking 
Events 
 Figure C.66 compares measured and computed excess PWP time histories at different depths 
within the loose and dense sand layers during motion VELACS. The nonlinear GQ/H+u simulation 
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captures the overall trend of measured excess PWP increase but is unable to capture the large 
variations of excess PWP. The computed residual ru and measured peak ru in the loose layers show 
maximum values exceeding 0.9 during shaking, indicating that the GQ/H+u model correctly 
captures liquefaction of the saturated loose layers. 
Figure C.67 compares the measured maximum ru profile with profiles of maximum ru and 
shear strain computed using GQ/H+u for centrifuge test shaking event VELACS. Maximum shear 
strain of 2.3% was computed in the liquefiable layer. Computed maximum shear strain in the sand 
layer is slightly higher than limit shear strain for loose sands. 
Figure C.68 compares the measured and computed acceleration time histories for motion 
VELACS. The GQ/H+u model reasonably captured the acceleration time histories, matching the 
frequency content, phase and amplitude of accelerations in the liquefiable layers above depth of 
5m. Differences between the measured and GQ/H+u acceleration time histories are observed at 
depth of 5m where very high frequency dilation spikes are not captured. However, as the shear 
waves propagate upward, the high frequency acceleration peaks are damped by the liquefied soil 
and the measured and computed acceleration time histories become more similar near the loose 
layer surface. In contrast, the GQ/H model is unable to match reasonably the measured response 
after ~ 3.5 seconds in the middle and upper portions of the loose layer (above a depth of 5m), 
where the computations indicate that significant high frequency motions still propagate through 
the soil profile. 
Figure C.69 compares the measured and computed response spectra for VELACS. In the loose 
layer, the most significant differences in the measured and computed response spectra occur at a 
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depth of 5m in the short period range (T < 0.2 s), while at longer periods (T > 0.2 s) the measured 
and computed response spectra reasonably agree. As discussed above, underestimation of Sa at 
short periods mainly due to the dilation spikes when liquefaction occurs. Here, both the GQ/H and 
GQ/H+u models underestimate the short period spectral accelerations. At depths shallower than 
5m in the loose layers, the softened (liquefied) soil does not propagate most of the high amplitude, 
short period waves and small dilation spikes only occasionally show up after liquefaction (after 
~3.5 seconds). At these depths, the GQ/H+u model reasonably captures the medium- to long-
period response, while the GQ/H model generally overestimates the measured spectral response. 
Thus, although the GQ/H+u model does not capture the high frequency acceleration peaks 
(resulting from dilation), their influence on site response is most evident at very short periods and 
has a rather limited effect on long period response for this case. 
To further evaluate the performance of GQ/H+u model, spectral accelerations are also 
computed for cases with ru > 0.8 and computed max > limit but only using time window before these 
criteria are met. The procedure to determine the time window is shown in Figure C.71. Figure 
C.71(b) and (c) show the computed shear strain and PWP ratio in the critical layer for motion 
VELACS. As indicated by the red dashed line, the limit of computed ru > 0.8 and max > limit is 
reached after 5.4s, thus time window of 0-5.4s is used as “pre-liquefaction”. Figure C.71(a) and 
(d) compare the computed and measured acceleration time histories and response spectra during 
time window of 0-5.4s near surface, which indicates the computed and measured response spectra 
are close to each other.  
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Figure C.71 compares the measured and computed acceleration response spectra at surface 
with the velocity spectra of base motion during shaking event VELACS. Under-prediction of Sa 
does not occur at period corresponds to peak spectral velocity for this case. One possible reason is 
that peak spectral velocity of this case is controlled by the “pre-liquefaction” segment before 5.4s 
where GQ/H+u model theoretically can reasonably capture the stress-strain behavior and spectral 
acceleration at medium to long periods. Comparison of velocity spectra of input motion segment 
before 5.4s and the whole input motion time history is shown in Figure C.72, which indicates the 
peak spectral velocity comes from input motion segment before 5.4s. 
 
C.6.7 Liquefaction Analysis 
Both total stress nonlinear and effective stress nonlinear site response analysis were performed 
to perform liquefaction analysis as what was done in the main text. Profile of cyclic stress ratio 
(CSR) calculated by nonlinear total stress analysis, and profiles of shear strain and ru calculated by 
effective stress analysis from centrifuge test shaking event VELACS are shown in Figure C.67. 
The computed residual ru and measured peak ru in the upper loose layer show maximum values 
exceeding 0.9 during shaking, indicating that the GQ/H+u model correctly simulates liquefaction 
of the upper loose layer. The critical layer is identified at depth around 1m, which has ru greater 
than 0.9 and shear strain of 2.3%. 
To compare results from the nonlinear effective stress site response analyses to the field CRR 
curves, CSRmax in the critical layer (computed using nonlinear total stress analysis) was corrected 
using the Kayen et al. (2013) MSF and reduced by a factor of 0.65 to compute average CSR7.5. 
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The value of CSR7.5 was reduced further by a factor of 0.9 to account for multi-directional shaking 
effects on PWP generation (Idriss and Boulanger 2008), yielding CSR7.5,2D. The Vs value in the 
critical layer was normalized to Vs1 per Robertson et al. (1992). This procedure produced the 
liquefied data point with Vs1 = 172 m/s and CSR7.5,2D = 0.23. 
 
C.6.8 Validation of Hybrid Method  
Profiles of shear strain and ru calculated by GQ/H+u model of shaking event VELACS in 
Figure C.67 show that liquefaction occurs in the loose layers while it does not occur in the dense 
layers. Computed time history of ru shown in Figure C.66 indicates time of liquefaction tliq = 3.5 s 
in the loose layers. Using tliq, the acceleration time history in any layer above the critical (liquefied) 
layer can be separated into pre-liquefaction and post-liquefaction segments. The acceleration time 
history computed by GQ/H+u is used for t < tliq. For t ≥ tliq, reduced shear moduli for the non-
liquefied layers were defined from the EQL-TS analysis, and Vs,liq = 0.1Vs was assigned to the 
liquefied loose layer. Figure C.73 compares the initial (Vso) and reduced Vs profiles for the site. 
Damping ratios () for all non-liquefied layers were defined from the EQL-TS analysis and 
 =  was used for the liquefied layers. Linear analysis then was performed using the reduced 
Vs and EQL-TS damping ratio profiles. The hybrid ground surface time history was constructed 
using the GQ/H+u model results for t < tliq,min = 3.5 s (pre-liquefaction) and the linear analysis 
results for t ≥ tliq,min = 3.5 s (post-liquefaction).  
Figure C.74 presents the resulting ground surface motions computed by GQ/H+u and the 
hybrid method, the excess PWP time history computed by GQ/H+u, and the response spectra 
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computed by GQ/H+u and the hybrid method. For comparison, Figure C.74 includes the measured 
ground surface acceleration time history, PWP time history, and response spectra. As shown in the 
figure, spectra computed by GQ/H+u and the hybrid method closely match each other and 
reasonably match the measured spectra. The computed spectra are similar because the maximum 
shear strain computed by GQ/H+u for this case is smaller than the limit strain (max < limit). Within 
this strain range, dynamic response can be estimated reasonably by GQ/H+u even if ru > 0.8 as 
discussed in Chapter 4.  
 
C.6.9 Comparison of Response Spectra with Code-based Spectra 
  The code based surface spectra for Site Class D, Site Class E, code prescription of 80% 
of Site Class E has been developed and compared with the measured near-surface response spectra 
and surface spectra computed by NL-TS (GQ/H), NL-ES (GQ/H+u), and the hybrid method for 
profiles with liquefied soils in Figure C.75. All code based design spectra conservatively enveloped 
the measured response spectra. The computed response spectra by GQ/H+u model and hybrid 
method are reasonably close to measured spectra. In contrast the code prescription of 80% of Site 
Class E yields spectral accelerations much larger than measured values (and values computed by 
GQ/H+u) for T > 0.5s. Without considering effect of PWP generation on soil stiffness, results from 




C.7 SHD02 LPI  
C.7.1 Centrifuge Test Configuration, Preparation and Instrumentation 
Centrifuge test SHD02 was conducted by Dashti et al. (2010) intended to investigate the 
seismic response of mat foundations founded on liquefiable layers (Figure C.76). The soil profile 
consisted of 2m of dense Monterey sand (Dr = 85%), 3m of loose Nevada sand (Dr = 30%), and 
3m of very dense Nevada sand (Dr = 90%). The model was saturated below depth of 1 m with a 
pore fluid exhibiting a viscosity of 22 times greater than water. The model was spun at a centrifugal 
acceleration of 55g, therefore model diffusion should occur about 2.5 times faster than the 
prototype (Dashti et al. 2010). A vertical array of accelerometers and PPTs in the locations 
highlighted in Figure C.76 (free-field array) was used in this study.  
 
C.7.2 Soil Properties 
Both the medium dense and dense sands used in the test were Nevada sand. Nevada sand is a 
poorly graded, fine-grained sand. Index properties of the Nevada sand are summarized in Table 
C.43. 
 Permeability of Nevada sand was estimated based on constant head permeability tests results 
from Arulmoli et al. (1992), which are shown in Table C.44. Permeability of other relative densities 
was estimated by interpolation. 
Compressibility of Nevada sand was estimated based on oedometer tests on Nevada sand by 




C.7.3 Input Motions 
Centrifuge test SHD02 was subjected in series to 4 shaking events. Shaking events SPI, and 
LPI were used in this study discussed in this section. Input motions (Figure C.77 and Figure C.78) 
were baseline corrected and filtered using high (25 Hz) and low (0.1 Hz) band-pass Butterworth 
fourth-order filters before use in this study.  
 
C.7.4 Shear Wave Profile (Vs). 
Values of Gmax were estimated using correlations by Bardet et al. (1993) as proved in Appendix 
C.1. Settlements measured by vertical LVDT from shaking events before event SHD02 SPI and 
SHD02 LPI were calculated. Based on calculation, a relative density of 30% in the loose layer and 
90% in the dense layer were assumed for the SHD02 SPI event and a relative density of 65% in 
the loose layer and 90% in the dense layer were assumed for the SHD02 LPI event. Based on 
information above, the analytical soil profile with the model index properties used for site response 
analysis is shown in Table C.47. 
 
C.7.5 Model Input Parameters 
 Soil dynamic properties are estimated using Darendeli (2001) reference curves in this study 
(as no soil-specific cyclic DSS test data were available). Darendeli (2001) correlations require 
effective vertical stress ('vo), coefficient of lateral earth pressure at rest (Ko), plasticity index (PI), 
and overconsolidation ratio (OCR). The value of Ko was calculated as (Jaky 1944): 
 Ko =1-sin'                        Equation C.7 
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where effective stress friction angles, ' of 31°, 34° and 35° (for Dr = 30%, 65% and 90%, 
respectively) were adopted from cyclic direct simple shear tests on Nevada sand performed by 
Arulmoli et al. (1992) and Kammerer et al. (2000) as shown in Table C.47. These friction angles 
were used to estimate implied shear strengths for fitting the modulus reduction curves at shear 
strains larger than 0.1%. The water table was set at 1m below the ground surface. The model 
container base was represented as a rigid half-space. Parameters for the Vucetic and Dobry (1986) 
PWP model (p, F, and s) were assigned to saturated layers using the correlations developed in Mei 
et al. (2018), and a threshold shear strain, vp = 0.05% was assumed. Table C.48 and Table C.49 
summarize all of the model parameters for analysis. 
 
C.7.6 Comparison of Centrifuge Results and GQ/H+u Simulation for Strong Shaking 
Events 
 Figure C.79 and Figure C.80compare measured and computed excess PWP time histories 
within the medium dense and very dense sand layers during motion SHD02 SPI and SHD02 LPI. 
During the weak shaking event SHD02 SPI, both the computed and measured ru histories show 
little PWP generated during shaking, indicating liquefaction has not occurred. For the relatively 
strong shaking event of SHD02 LPI, although the extreme fluctuations of PWP related to dilation 
cannot be captured by GQ/H+u model, the overall trend of measured excess PWP increase is 
captured by GQ/H+u model. The computed residual ru and measured peak ru in the medium dense 
and dense layers show maximum values around 0.9 during shaking, indicating liquefaction 
occurred at these depths. 
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Figure C.81 and Figure C.82 compare the measured maximum ru profile with profiles of 
maximum ru and shear strain computed using GQ/H+u for centrifuge test shaking event SHD02 
SPI and SHD02 LPI. For shaking event SHD02 SPI, as little shear strain and ru were generated, 
calculated shear strain by GQ/H and GQ/H+u model is similar. For shaking event SHD02 LPI, 
maximum shear strain of about 38% and 3.5% were computed in the upper medium dense and 
lower dense layers of Nevada sand, respectively. The large shear strain computed in the medium 
dense sand and dense layers are much greater than limit shear strain for medium dense sands. 
Figure C.83 and Figure C.84 compare the measured and computed acceleration time histories 
motion SHD02 SPI and SHD02 LPI and comparison of response spectra at different depth during 
these two shaking events are shown in Figure C.85 and Figure C.86. For SHD02 SPI, as shear 
strain and ru generated were small (Figure C.81), results from both GQ/H and GQ/H+u model 
reasonably matches measured results. The computed amplitude and phase of acceleration time 
histories are consistent with measured records (Figure C.82) and computed response spectra show 
good agreement with measured spectra at all periods (Figure C.85). 
 For SHD02 LPI, in the dense Nevada sand layer, the GQ/H+u model reasonably captured the 
acceleration time histories (Figure C.83), matching the frequency content, phase and amplitude of 
accelerations (excluding the dilation spikes). Although the computed maximum shear strain is 
around 3.5% at depth of 23m, greater than the limit shear strain for dense sand, this large value of 
shear strain was generated before ru > 0.8 and thus the GQ/H+u model still reasonably captured 
the measured response spectra at T > 0.3 s. Here, the GQ/H+u and GQ/H models provide nearly 
identical results (Figure C.80) as the value of ru is moderate (ru < 0.8) in the dense layer (15.5 m 
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depth) during most of major shaking event before 11s. This supports the findings of Mei et al. 
(2018) that PWP generation has little effect on site response until ru ≥~ 0.8. The deviation at T < 
0.3 s results from the inability of GQ/H+u to capture the small concave upward potion of the stress-
strain hysteresis loops as mentioned in Chapter 4. In the medium dense layer, GQ/H+u reasonably 
matches the measured response for the first two cycles (before 6 seconds) whien the computed ru 
< 0.8. After 6 seconds, dilation dominates the acceleration response and GQ/H+u is unable to 
match the measured response. As shown in Figure C.82, the computed maximum shear strain in 
the medium dense Nevada sand layer was much greater than the limit shear strain for medium 
dense sand, indicating that response should be affected by dilation. This effect is further illustrated 
by the response spectra in Figure C.86(a), where the computed spectra under-estimates the 
measured spectra at T < 0.7s.  
Figure C.87 compares the measured and computed acceleration response spectra at surface 
with the measured velocity spectra of input motion during shaking event SHD02 LPI. As shown 
in Figure C.87(b), the peak spectral velocity occurs at T ~ 2s, corresponding to the periodicity of 
the dilation spikes after liquefaction occurs. However, unlike what was observed in centrifuge test 
SHD04 MPI and SHD04 LPI, although dilation spikes show up periodically, the measured spectral 
acceleration is less than computed results by GQ/H+u and GQ/H model at T > 1s. One possible 
reason for explaining the difference is that the generation of PWP during SHD02 LPI is faster and 
greater than that during shaking event SHD04 MPI and SHD04 LPI, which therefore leads to a 
softer post liquefaction response. 
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To further evaluate the performance of GQ/H+u model, spectral accelerations are also 
computed for cases with ru > 0.8 and computed max > limit but only using time window before these 
criteria are met. The procedure to determine the time window is shown in Figure C.88. Figure 
C.88(d) and (e) show the computed PWP ratio and shear strain at bottom of the liquefiable medium 
dense layer for motion SHD02 LPI. As indicated by the red dashed line, the limit of computed ru > 
0.8 and max > limit is reached after 6 s, thus time window of 0-6 s is used. Figure C.88 (a)-(c) and 
Figure C.89(a)-(c) compare the computed and measured acceleration time histories and response 
spectra during time window of 0-6 s at different depth. It is noted that because the generation of 
PWP also have influence of response on the upper layers even if no PWP is generated in the upper 
layers, therefore, the time window for response calculation of the upper layers are also determined 
based on time when the limit of ru > 0.8 and computed max > limit are reached in the underlying 
layers.  
Although spectral accelerations at short periods are underestimated which may due to the 
dilation spikes are not captured as GQ/H+u is unable to capture the small concave upward potion 
of the stress-strain hysteresis loops, as discussed in Chapter 4, when the limit of ru > 0.8 and 
computed max > limit is not reached, the effect of dilation is limited and a reasonable estimation of 
spectral acceleration is provided by GQ/H+u model at longer periods (T > 0.4 s). The 
overestimation of Sa around T ~ 1s above depth of 5m may due to underestimation of damping 
(which leads to higher Sa amplification ratio) or modulus reduction curves with softer behavior 
than measured were used during analysis, which caused resonance with relatively long period 
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waves. This is indicated by the longer predominant period of computed spectra than measured 
results. 
 
C.7.7 Liquefaction Analysis 
Both total stress nonlinear and effective stress nonlinear site response analysis were performed 
to perform liquefaction analysis as what was done in the main text. Profile of maximum cyclic 
stress ratio (CSRmax) calculated by nonlinear total stress analysis, and profiles of shear strain and 
ru calculated by effective stress analysis from centrifuge test shaking event SHD02 SPI and SHD02 
LPI are shown in Figure C.81 and Figure C.82. In general, computed ru values match well with the 
measured results. The computed residual ru and measured peak ru for shaking event SHD02 SPI 
indicate liquefaction does not occur during shaking. For SHD02 LPI, medium dense layer shows 
maximum values exceeding 0.9 during shaking, indicating that the GQ/H+u model correctly 
simulates triggering of liquefaction for this case. The critical layer is identified at depth around 4m, 
which has ru greater than 0.9 and shear strain of 38%. 
To compare results from the effective stress based liquefaction evaluation method with results 
using empirical liquefaction triggering curves, correction factors MSF proposed by Kayen et al. 
(2013) and a factor of 0.65 are applied to the CSRmax in the critical layer from total stress analysis 
to compute average CSR7.5. The value of CSR7.5 was reduced further by a factor of 0.9 to account 
for multi-directional shaking effects on PWP generation (Idriss and Boulanger 2008), yielding 
CSR7.5,2D. The Vs value in the critical layer was normalized to Vs1 per Robertson et al. (1992). This 
procedure finally produces the liquefied point with Vs1 = 192 m/s, CSR7.5,2D = 0.28 and non-
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liquefied point with Vs1 = 165 m/s, CSR7.5,2D = 0.062. 
 
C.7.8 Validation of Hybrid Method  
Figure C.82 presents ru and shear strain profiles, which show that liquefaction was computed 
for both the medium dense and upper portion of the dense Nevada sand layers, consistent with the 
measured maximum ru values. Figure C.80 compares measured and computed excess PWP time 
histories at different depths within the medium dense and dense sand layers during motion SHD02 
LPI, with computed values of tliq of 6s and 11s in the medium dense and dense layers, respectively. 
Again for the hybrid method, reduced shear moduli for the non-liquefied layers were re-assigned 
from the EQL-TS analysis, and Vs,liq = 0.13Vso was assigned to the liquefied medium dense and 
dense layers. Figure C.90 compares the initial and reduced shear wave velocity profiles.  
As discussed above, when liquefaction occurs in soil layers with different relative densities, 
tliq in dense layers can be much longer than in loose layers. For this case the surface ground motion 
is separated into three segments. For t < 6s, liquefaction has not occurred in any layer and the 
surface time history computed using GQ/H+u is adopted. For t = 6~11s, the medium dense layer 
has liquefied while the dense layer has not. Therefore, the time history at top of the dense layer 
computed by GQ/H+u was used as a within motion in a linear analysis with the reduced Vs profile. 
The resulting ground surface time history in this time window is merged with the GQ/H+u ground 
motion for t < 6s. After t > 11s, both the medium dense and dense layers have liquefied, and a 
linear analysis is performed using the original input motion at the base of the profile for the reduced 
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Vs profile. The resulting ground surface time history is merged at t > 11s to create the composite 
time history.  
Follow this method, Figure C.91 presents the resulting ground surface motions computed by 
the hybrid method, the excess PWP time history computed by GQ/H+u, and the response spectra 
computed by GQ/H+u and the hybrid method. For comparison, Figure C.91 includes the measured 
acceleration time history, PWP time history, and response spectra. The comparison indicates that 
the response spectra computed by hybrid method is close to results by GQ/H+u model except the 
spectral acceleration is higher than both measured result and computed result by GQ/H+u at T ~ 
2s. Also, it cannot match the measured response spectra at short periods as the very high frequency 
dilation peaks cannot be simulated. 
 
C.7.9 Comparison of Response Spectra with Code-based Spectra 
 The code based surface spectra for Site Class D, Site Class E, code prescription of 80% of Site 
Class E has been developed and compared with the measured near-surface response spectra and 
surface spectra computed by NL-TS (GQ/H), NL-ES (GQ/H+u), and the hybrid method for 
profiles with liquefied soils in Figure C.92. All the code based design spectra conservatively 
enveloped the measured response spectra at T > 0.4s. However, the liquefaction-related dilation 
spikes observed in centrifuge tests can result in short-period Sa that exceed all code-based spectra, 
indicating the code-based spectra can be unconservative when dilation spikes occur. It is noted 
that although dilation occurs after triggering of liquefaction, they are not strong enough to amplify 
spectral accelerations to be higher than code based spectra at long periods where peak spectral 
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velocity occurs as observed in centrifuge test SHD04 MPI and SHD04 LPI. One possible reason 
is that the generation of PWP during SHD02 LPI is faster and greater than during shaking event 
SHD04 MPI and SHD04 LPI, which therefore leads to a softer post liquefaction response. 
 
C.8 WILDLIFE SITE 
C.8.1 Site History 
The Wildlife Liquefaction Array is located in the floodplain of the Alamo River in the Imperial 
Valley desert of southern California. During Nov 23-24 1987, the Superstition Hills earthquake 
sequence shook the Wildlife site several times, including the Elmore Ranch earthquake (Mw 6.2) 
9 hours before the mainshock. Only the Mw 6.6 mainshock, the Superstition Hills earthquake, 
liquefied the sand layer on top of the soil profile (Holzer et al. 1989). Liquefaction caused water 
and muddy sediment to erupt and cover much of the land surface after the earthquake. Comparison 
of grain-size distributions of sand boils with subsurface samples from borings indicated that 
material vented from both the upper sandy silt and lower silty sand layers (Bennett 1984). 
 
C.8.2 Soil Profile and Instrumentation 
Subsurface conditions of Wildlife array are described by Bennett et al. (1984) and shown in 
Figure C.93. The saturated Holocene floodplain sediments at the top of the soil profile are about 
7m thick and consist of a 2.5-m-thick layer of lean clay to silt (CL-ML), which is underlain by the 
4.3 m of liquefiable sandy silt to silty sand. The upper 1 m of the liquefiable layer is sandy silt 
(ML) with an average fines content of 78% while the lower 3.3 m is silty sand (SM) with an 
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average fines content of 36% (Holzer and Youd 2007).  
Sensors at the array consisted of two three-component force-balanced accelerometers and six 
porewater pressure (PWP) transducers (Figure C.93). The accelerometers were placed at the 
surface and in a cased boring at a depth of 7.5 m. Five PWP transducers were installed in the sand 
layer at depths ranging from 2.9 to 6.6 m. Among them, transducer P4 had already failed before 
earthquake. The sixth was in a dense 1-m-thick silt layer beneath the floodplain sediments at a 
depth of 12 m (Holzer and Youd 2007).  
Downhole array records during the Elmore Ranch and Superstition Hills earthquakes that were 
used as input motion for simulation are shown in Figure C.94 and Figure C.95. Input motions were 
baseline corrected and filtered using high (25 Hz) and low (0.1 Hz) band-pass Butterworth fourth-
order filters before use in this study. Table C.50 summarizes the information for the earthquakes. 
 
C.8.3 Analytical Soil Profile 
Shear wave profile were interpreted based on average of measurements at the site by 
Bierschwalle (1984) and Youd et al. (2004) and value of SPT blow count (N) for each layer is 
estimated based on SPT blow counts reported by Bennett et al. (1984) as shown in Figure C.96. 
Assume delivered energy ratio is 60%, N60 = N. Groundwater table was set at 1.5 m below the 
ground surface based on report by Bennett et al. (1984). 
The analytical soil profile is represented by 8 layers as shown in Table C.51. For layerWildlife 
A and B, modulus reduction and damping curves proposed by Darendeli (2001) were used. 
Parameters required as input to define Darendeli modulus reduction and damping curves are 
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effective vertical stress ('v), the coefficient of lateral earth pressure at-rest (Ko), the plasticity 
index (PI), and the overconsolidation ratio (OCR). The value of Ko was calculated using the Jaky 
(1944) equation: 
Ko = 1 - sin(')                 Equation C.8 
where the friction angle, ', of the soil was estimated based on the relationship between (N1)60 and 
friction angle for fine sands presented by Terzaghi et al (1996). Dr of sandy soil was estimated 
based on correlation by Shahien (1998) using D50 = 0.1 mm. Values of (N1)60 were computed as 
N60(Pa/'vo)
0.5, where Pa = atmospheric pressure, as proposed by Liao and Whitman (1986). As 
layers Wildlife A and B had large fines contents, (N1)60 values were also corrected for fines content 
as: 









]         Equation C.10 
Detailed calculations are shown in Table C.52. Through calculation, (N1)60cs = 10 in the Wildlife 
A layer, which corresponds to ' = 30° and Dr = 53%. Similarly, Wildlife B layer has average 
(N1)60cs = 15.5, which corresponds to ' = 33° and Dr ≈ 65%. The target modulus reduction and 
damping curves were corrected to account for implied shear strength at large strain for use in the 
GQ/H+u model. Shear strength of layers Wildlife A and B were calculated as:  
  = 'v×tan(')                    Equation C.11 
For the CL-ML and CH layers, dynamic modulus and damping curves proposed by Vucetic  
and Dobry (1991) were used based on PI data reported in Holzer and Youd (2007). The friction 
angle of clayey silt layer was assumed to be 28° and the shear strength of the stiff clay at bottom 
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was assumed to be 50 kPa at large strain. Boundary conditions at the bottom of the soil profile was 
represented as rigid boundary because a “within” motion was used. Table C.51 summarizes the 
model soil profile information used in the site response analyses.  
 
C.8.4 PWP Generation and Dissipation Model 
 To calculate cv, hydraulic conductivity was estimated based on Matasovic (1993) and mv was 
estimated using empirical values proposed by Domenico and Mifflin (1965) in Table C.53. 
Detailed information of permeability and mv used for each layer is shown in Table C.54. Values 
for the Vucetic and Dobry (1986) PWP model parameters (p, F, and s) derived from cyclic DSS 
and cyclic triaxial tests on relatively undisturbed samples by Vucetic and Dobry (1986) were 
assigned to saturated layers. Threshold shear strain of vp = 0.02% and 0.1% (Matasovic 1993) 
were assumed for the sand and clay layers respectively. For shaking in two directions, f = 2 was 
used. Table C. 55 and Table C.56 summarize all of the model parameters used in the site response 
analyses. 
 
C.8.5 Analysis Results 
Figure C.97 and Figure C.98 show comparison of measured and computed acceleration time 
histories during Elmore Ranch earthquake at the surface in N-S and E-W directions by using 
GQ/H+u and GQ/H model. Computed time history of residual PWP ratio ru in the critical layer are 
shown in Figure C.97(c) and Figure C.98(c) respectively. Computed ru time histories indicate little 
PWP was generated during shaking, which is consistent with observation that liquefaction did not 
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occur during Elmore Ranch earthquake (Holzer and Youd 2007). Figure C.99 and Figure C.100 
show comparison of measured and computed response spectra at surface in N-S and E-W 
directions during Elmore Ranch earthquake and Figure C.101, Figure C.102 show the computed 
profile of maximum ru, shear strain and maximum CSR in N-S and E-W directions. Results by 
GQ/H+u and GQ/H model are similar for this case as shear strain and ru generated during shaking 
are small. Comparison of acceleration amplitude, phase, frequency content of the time history and 
response spectra at all periods show a good match of computed results to measured records, 
indicating good estimating of soil stiffness and dynamic properties. 
Figure C.103 and Figure C.104 show computed and measured near-surface acceleration and 
ru time histories (depth around 3 m) for the NS and EW direction during Superstition Hills 
earthquake, respectively. The measured NS acceleration record at the surface shows a change in 
frequency content around 17s, which is consistent with the computed ru value exceeding ~0.8 at 
17s. However, the rate of computed excess PWP generation is much faster than the recorded values, 
similar to the findings from Ziotopoulou (2012) and Kramer et al. (2011). The delayed PWP 
response, as discussed by Scott and Hushmand (1995), may have occurred because the PWP 
transducer was not saturated.  
The computed acceleration time histories from the GQ/H+u analysis show reasonable 
agreement with measurements before 17s in the NS direction. The GQ/H+u analysis reasonably 
captured both the phase of shaking and the acceleration amplitudes until several dilation spikes 
show up after 20s when liquefaction is likely to have occurred. For the EW direction, the 
lengthening of shaking period also shows up in the measured surface acceleration records around 
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17s. However, the acceleration time history computed by GQ/H+u approach still exhibited high 
frequency response until about 19s, which is also the time when the computed ru > 0.8. The 
inconsistency between the measured and computed results in the EW direction, may result from 
differences between 1-D and 2-D simulations. In the field, ru is a scalar quantity that affects soil 
stiffness in both directions, and therefore ru values (and thus soil response) will be dominated by 
the stronger shaking direction, which is NS for this case. As 1-D site response was performed in 
this study, the controlling ru value cannot be considered adequately for the weak direction shaking 
case.   
Figure C.105 and Figure C.106 compare the measured and computed response spectra, during 
Superstition Hill earthquake. and Figure C.107 and Figure C.108 show maximum ru maximum 
shear strain of about 6% and 5% were computed in the N-S and E-W direction respectively. The 
maximum shear strain computed is much greater than limit shear strain for medium dense sands, 
indicating that dilation may significantly influenced site response for this case. This effect is 
illustrated by the response spectra in Figure C.105, where the computed spectra under-estimates 
the measured spectra at both short and long period. In this case, although the dilation spikes mainly 
affect Sa at short period, they also influence the long period because they occur periodically (T ~ 
2s). For the EW direction, differences between measured and computed response may due to 1-D 
and 2-D differences in shaking, resulting in overestimation of Sa at short to medium period 
response, in turn indicating that ru is dominated by the stronger input motion when considering 2-
D shaking. Values of computed ru are smaller than measured results at depth below 4m as shown 
in Figure C.107 in the N-S direction. Holzer and Youd (2007) suggested that the generation of 
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large excess PWP may have accompanied the arrival of surface waves at the Wildlife life site and 
love wave may have caused 28% and 35% of the excess pore-water pressure buildup at 
piezometers P1(5m) and P3 (6.6m) (Figure C.93).  
 Figure C.109 compares the measured and computed acceleration response spectra at surface 
with the measured velocity spectra of input motion during Superstition Hills earthquake. As shown 
in Figure C.109 (b), the peak spectral velocity occurs at T ~ 2s, corresponding to the periodicity of 
the dilation spikes. As a result, the computed spectral accelerations at T ~ 2s underestimates the 
measured spectral accelerations (Figure C.109a). Another possible reason for the underestimation 
of Sa at long period is that the 1-D site response analysis does not captured effect of the love wave 
at the site which is known to amplify Sa at long periods. Computed response spectra in the N-S 
direction during Superstition Hills earthquake at Wildlife site by GQ/H+u model is compared with 
computed results by Gingery (2014) and Ziotopooulou (2012) who performed 1-D fully-coupled 
effective stress analysis considering dilation behavior of soil for this case using advanced PDMY2 
and PM4Sand constitutive model respectively. As shown in Figure C.110, a similar 
underestimation of Sa at T > 1s is observed, indicating the underestimation of Sa may due to the 
inability of 1-D site response analysis to consider surface wave effect. 
To further evaluate the performance of GQ/H+u model, spectral accelerations are also 
computed for cases with ru > 0.8 and computed max > limit but only using time window before these 
criteria are met. The procedure to determine the time window is shown in Figure C.111. Figure 
C.111(b) and (c) show the computed PWP ratio and shear strain in the critical layer. As indicated 
by the red dashed line, the limit of computed ru > 0.8 and max > limit is reached after 18 s, thus time 
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window of 0-18 s is used. Figure C.111(a) and (d) compare the computed and measured 
acceleration time histories and response spectra during time window of 0-18s at surface. It is noted 
that because the generation of PWP also have influence of response on the upper layers even if no 
PWP is generated in the upper layers, therefore, the time window for response calculation of the 
upper layers are also determined based on time when the limit of ru > 0.8 and computed max > limit 
are reached in the underlying layers.  
As shown in Figure C.111(d), although spectral accelerations at short periods are 
underestimated which may due to the dilation spikes are not captured since GQ/H+u is unable to 
capture the small concave upward potion of the stress-strain hysteresis loops, as discussed in 
Chapter 4, when the limit of ru > 0.8 and computed max > limit is not reached, the effect of dilation 
is limited and the computed and measured response spectra are close to each other at longer periods 
(T > 0.3 s) except at period around 1s. The underestimation of Sa around T ~ 1s may due to the 
inability of 1D site response analysis to simulate the love wave which may have arrived to the 
Wildlife site as early as 15 seconds (Holzer and Youd 2007; Groholski 2012). Figure C.112 
compares the response spectra at surface of time window of 0-15s, a good match of measured and 
computed spectral acceleration is observed at T > 0.3s. 
 
C.8.6 Liquefaction Analysis 
Both total stress nonlinear and effective stress nonlinear site response analysis were performed 
to perform liquefaction analysis as what was done in the main text. Profile of maximum cyclic 
stress ratio (CSRmax) calculated by nonlinear total stress analysis,, and profiles of shear strain and 
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ru calculated by effective stress analysis in N-S and E-W directions during Elmore Ranch and 
Superstition Hills earthquake at Wildlife site are shown in Figure C.101 Figure C.102 and Figure 
C.107, Figure C.108. Computed ru values in the critical layer are consistent with measured ru, 
indicating liquefaction occurred in both directions Superstition Hills earthquake but did not occur 
during Elmore Ranch earthquake. The simulated critical layer occurs at depth of 4m during Elmore 
Ranch earthquake and at depth of 3m during Superstition Hills earthquake. 
To compare results from the nonlinear effective stress site response analyses to the field CRR 
curves, CSRmax in the critical layer (computed using nonlinear total stress analysis) was corrected 
using the Kayen et al. (2013) MSF and reduced by a factor of 0.65 to compute average CSR7.5. As 
multi-directional shaking effects on PWP generation has been considered in the  Vucetic and 
Dobry (1986) PWP generation model, CSR7.5,2D = CSR7.5. The Vs value in the critical layer was 
normalized to Vs1 per Robertson et al. (1992). This procedure produced the liquefied data point 
with Vs1 = 168m/s, CSR7.5,2D = 0.068 and Vs1 = 168 m/s, CSR7.5,2D = 0.057 for N-S and E-W 
direction during Elmore Ranch earthquake and Vs1 = 168m/s, CSR7.5,2D = 0.165 and Vs1 = 160 m/s, 
CSR7.5,2D = 0.14 for N-S and E-W direction during Superstition Hills earthquake. 
 
C.8.7 Validation of Hybrid Method  
Profiles of shear strain and ru calculated by GQ/H+u model of Superstition Hills earthquake 
are shown in Figure C.107 which indicates that liquefaction occurs in the silty sand layer. Figure 
C.113(a) compares measured and computed excess PWP time histories in the critical layer, which 
indicates tliq = 17s. Using tliq, the acceleration time history in any layer above the critical (liquefied) 
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layer can be separated into pre-liquefaction and post-liquefaction segments. The acceleration time 
history computed by GQ/H+u is used for t < tliq. For t ≥ tliq, reduced shear moduli for the non-
liquefied layers were defined from the EQL-TS analysis, and Vs,liq = 0.13Vs was assigned to the 
liquefied loose layer. Figure C.114 compares the initial (Vso) and reduced Vs profiles for the site. 
Damping ratios () for all non-liquefied layers were defined from the EQL-TS analysis and 
 =  was used for the liquefied layers. Linear analysis then was performed using the reduced 
Vs and EQL-TS damping ratio profiles. The hybrid ground surface time history was constructed 
using the GQ/H+u model results for t < tliq,min = 17 s (pre-liquefaction) and the linear analysis 
results for t ≥ tliq,min = 17 s (post-liquefaction).  
Follow this method, Figure C.113 presents the resulting ground surface motions computed by 
the hybrid method, the excess PWP time history computed by GQ/H+u, and the response spectra 
computed by GQ/H+u and the hybrid method. For comparison, Figure C.113 includes the 
measured acceleration time history, PWP time history, and response spectra. The comparison 
indicates that the response spectra computed by GQ/H+u and hybrid method provide a reasonable 
estimation of response spectra but underestimate Sa at short periods and near T = 2s, as soil dilation 
effects cannot be simulated which can cause spectral acceleration peaks at short and long periods, 
as discussed in Chapter 4. 
 
C.8.8 Comparison of Response Spectra with Code-based Spectra 
 The code based surface spectra for Site Class D, Site Class E, code prescription of 80% of Site 
Class E has been developed and compared with the measured near-surface response spectra and 
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surface spectra computed by NL-TS (GQ/H), NL-ES (GQ/H+u), and the hybrid method for 
profiles with liquefied soils in Figure C.115. The measured Sa exceed the Site Class D, Site Class 
E and 80% of Site Class E spectral accelerations (prescribed by code) at T ~ 2s where the maximum 
Sv also occurs around that period. Although dilation spikes are observed in recorded time history, 
these dilation spikes do not lead to higher value of Sa at short period than the code-based spectra. 
 
C.9 PORT ISLAND SITE 
C.9.1 Site History 
Port Island (PI) is a man-made island located in the Kobe city in Japan. Soil used for land 
filling is a decomposed weather granite known as Masado, which is a well-graded soil with large 
amount of gravel (Cubrinovski et al. 1996). On Jan. 17, 1995, the Hyogoken-Nambu earthquake 
(also known as Kobe earthquake) with Mw = 6.9 shook the Kobe city, which caused massive 
liquefaction in the area. Effects of the liquefaction include sand boils, ground fissures and serious 
tilting of the quay walls. 
 
C.9.2 Soil Profile and Instrumentation 
The soil profile at Port Island consists of 5 layers with a total thickness around 85 m as shown 
in Figure C.116. A 18 m thick fill of Masado soil lies at the top. Below that are the alluvial clay 
layer and alluvial gravelly sand layer with thickness of 10m and 9m, respectively. The diluvial 
gravelly sand layer and diluvial clay layer, both with thicknesses of 22m are at the bottom. The 
water table of the instrumented site is located at a depth of 3m. Profiles of shear wave velocity and 
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SPT blow count (N) are shown in Figure C.116 (Ishihara et al. 1996). 
In 1991, 4 downhole vertical arrays were installed in the Port Island at depths of 0m, 16m, 
32m and 83m (Figure C.116). Recorded horizontal motions oriented in E-W and N-S direction at 
depth of 32m are used as within input motions in this study and shown in Figure C.117.  
 
C.9.3 Analytical Soil Profile 
The shear wave profile was estimated based on Ishihara et al. (1996) as shown in Figure C.116. 
Ground water table is set at 3m below surface. As information for the diluvial layers are not 
available, vertical array records at 32m above the diluvial layers are used as input motions in this 
study and the analytical soil profile is represented by 32 layers as shown in Table C.57. 
For the Masado fill layer and alluvial sand layer, modulus reduction curves and damping 
curves proposed by Darendeli (2001) are used. Parameters required to define Darendeli's modulus 
reduction and damping curves are effective vertical stress (𝜎′𝑣), the coefficient of at rest lateral 
earth pressure (Ko), the plasticity index (PI) and the overconsolidation ratio (OCR). Value of Ko 
was calculated using equation: 
Ko =1-sin(’)                     Equation C.12 
Friction angle ’ of sandy soil was estimated based on relationship between (N1)60 and friction 
angle for fine sands presented by Terzaghi et al (1996). Relative density of sandy soil was estimated 
based on correlation by Shahien (1998) assuming D50 = 0.6 mm based on grain size distribution 
curve by Kim et al. (1994). According to Figure C.116, average value of N in the fill is corrected 
for energy and overburden stress to get (N1)60. Energy ratio is assumed to be 75% based on code 
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in Japan (Japanese Geotechnical Society, 1998). (N1)60 = N60(Pa/'vo)
0.5 proposed by Liao and 
Whitman (1986) is used for overburden correction. Calculation of results of (N1)60 in the Masado 
fill layer and alluvial sand layer are shown in Table C.58. 
The target modulus reduction and damping curves were corrected to account for implied shear 
strength at large strain by GQ/H model. Shear strength of sandy layers is calculated as  
  = ’v×tan(’)                   Equation C.13 
For alluvial clay layers, modulus reduction and damping curves of alluvial clay are estimated 
based on Vucetic and Dobry (1991). OCR and plasticity index of alluvial clay layers were 
estimated to be 1.5 and 60 based on report by Kazama et al. (1998). Small strain damping of 2% 
is used for the clay and sand layers according to measurement by Suetomi and Yoshida (1998). 
Again, the target modulus reduction and damping curves were corrected to account for implied 
shear strength at large strain by GQ/H+u model 
Boundary condition at the bottom of the model is represented by rigid boundary as within 
motions at depth of 32 m are used. Based on information above, the analytical soil profile with 
information of the model index properties used for site response analysis are shown in Table C.57. 
 
C.9.4 PWP Generation and Dissipation Model 
Permeability and compressibility were estimated based on lab measurements and empirical 
values to calculate Cv. k = 2.3× 10−3m/s is used for Masado sand according to Zhang et al. (2015) 
and k = 1× 10−3m/s for alluvial sand according to Table C.59. For alluvial clay layer, k = 1× 10−9 
m/s based on measurement by Domenico and Schwartz (1990). mv = 1× 10−5 kPa−1 is used for 
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the gravelly sand layers and mv = 1 × 10−4  kP a−1  is used for clay layers based on 
recommendation by Domenico and Mifflin (1965) as shown in Table C.60.  
Parameters for the Vucetic and Dobry (1986) PWP model (p, F, and s) are assigned to 
saturated layers using the correlations developed by Carlton et al. (2014) for sand layers and clay 
layers as fine content are identified in the layers. Threshold shear strain of vp = 0.05% and 0.1% 
were assumed for sand and clay respectively. f = 2 is used to consider shaking in two directions. 
Table C.61 and Table C.62 summarize all of the model parameters for analysis. 
 
C.9.5 Analysis Results 
Figure C.118 and Figure C.119 show computed and measured time histories of acceleration 
by GQ/H and GQ/H+u model at the surface and depth of 16m in NS and EW direction, respectively. 
Also plotted in the figures are computed ru time histories in the critical layers at depth around 12 
m. As no measurement of ru time histories are available at the site, time of liquefaction triggering 
can only be inferred from change of frequency in the acceleration time histories. Measured records 
at the ground surface in N-S and E-W directions show a change of frequency content after 10s, 
indicating liquefaction may have occurred. This is consistent with the computed result in the ru 
time history which shows that ru > 0.8 in the critical soil layer after 10 s. Also, differences between 
computed acceleration time histories of GQ/H and GQ/H+u becomes obvious after 10 s. In general, 
the computed time histories by GQ/H+u analysis are in reasonable agreement with the 
measurements.   
Comparison of response spectra by GQ/H+u and GQ/H methods at different depth in N-S and 
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E-W direction are shown in Figure C.120 and Figure C.121. At depth of 16 m, response spectra 
are identical to measured spectra at period T > 0.2s in N-S and E-W direction. The difference of 
response spectra at short period results from the inability of GQ/H+u to capture the dilation spikes. 
Figure C.122 and Figure C.123 show maximum ru maximum shear strain of about 35% and 15% 
were computed in the N-S and E-W direction respectively. The maximum shear strain computed 
is much greater than limit shear strain for loose sands, indicating that dilation may influence site 
response for this case. This effect is illustrated by the response spectra in Figure C.120, where the 
computed spectra by GQ/H+u model slightly under-estimates the measured spectra at both short 
and long period for surface response spectra in N-S direction. In this case, although the dilation 
spikes mainly affect Sa at short period, they also influence the long period because they occur 
periodically (T ~ 1.8s). For E-W direction, the dilation spikes also lead to slight underestimation 
of spectral acceleration at short periods as shown in Figure C.120. However, GQ/H+u model 
provides a reasonable estimation of spectral accelerations at medium to long periods. 
Figure C.124 compares the measured and computed surface acceleration response spectra with 
the measured velocity spectra of input motion at depth of 32 m in both directions. As shown in 
Figure C.124(b), the peak spectral velocity occurs at T ~ 1.8s, corresponding to the periodicity of 
the dilation spikes. As a result, the computed spectral accelerations at T ~ 1.8s underestimate the 
measured spectral accelerations (Figure C.124a). It is noted that although large shear strain was 
also generated in the E-W direction, GQ/H+u model does not show an underestimation of response 
spectra at period of peak spectral velocity. One possibility is that the response velocity at T = 1.8s 
in E-W direction is lower than that in N-S direction (Figure C.124b, Figure C.125b). Therefore, 
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unlike the N-S direction, although dilation occurs after liquefaction in E-W direction, the dilation 
peaks after liquefaction are not strong enough to affect the shape of response spectra at long periods. 
For GQ/H analysis, response spectra are over-predicted at medium to long periods, as soil 
softening is not considered in the total stress analysis and unreasonable medium to high frequency 
waves propagated through the soil profile.  
To further evaluate the performance of GQ/H+u model, spectral accelerations are also 
computed for cases with ru > 0.8 and computed max > limit but only using time window before these 
criteria are met. The procedure to determine the time window is shown in Figure C.126 and Figure 
C.127. Figure C.126(b) and (c) and Figure C.127(b) and (c) show the computed shear strain and 
PWP ratio in the critical layer for N-S and E-W directions. As indicated by the red dashed line, the 
limit of computed ru > 0.8 and max > limit is reached after 9 s, thus time window of 0-9s is used. 
Figure C.126 (a) and (d) and Figure C.127 (a) and (d) compare the computed and measured 
acceleration time histories and response spectra during time window of 0-9 s at surface. It is noted 
that because the generation of PWP also influences the response of the upper layers even if no 
PWP is generated in the upper layers; therefore, the time window for response calculation of the 
upper layers are also determined based on the time when the limit of ru > 0.8 and computed max > 
limit are reached in the underlying layers. As discussed in Chapter 4, when the limit of ru > 0.8 and 
computed max > limit is not reached, the effect of dilation is limited and the computed and measured 




C.9.6 Liquefaction Analysis 
Both total stress nonlinear and effective stress nonlinear site response analysis were performed 
to perform liquefaction analysis as what was done in the main text. Profile of maximum cyclic 
stress ratio (CSRmax) calculated by nonlinear total stress analysis, and profiles of shear strain and 
ru calculated by effective stress analysis are shown in Figure C.122 and Figure C.123. The 
computed residual ru in the loose Masado layer show maximum values exceeding 0.9 during 
shaking in both directions, indicating that the GQ/H+u model correctly simulates liquefaction of 
the upper loose layer. The critical layer is identified at depth around 12 m. 
To compare results from the nonlinear effective stress site response analyses to the field CRR 
curves, CSRmax in the critical layer (computed using nonlinear total stress analysis) was corrected 
using the Kayen et al. (2013) MSF and reduced by a factor of 0.65 to compute average CSR7.5. As 
multi-directional shaking effects on PWP generation has been considered in the Vucetic and Dobry 
(1986) PWP generation model, CSR7.5,2D = CSR7.5. The Vs value in the critical layer was 
normalized to Vs1 per Robertson et al. (1992). This procedure finally produces liquefied points 
with Vs1 = 194 m/s and CSR7.5,2D = 0.228 and Vs1 = 188 m/s and CSR7.5,2D = 0.2 for the N-S and 
E-W directions, respectively. 
 
C.9.7 Validation of hybrid method  
Profiles of shear strain and ru calculated by GQ/H+u model in Figure C.122 and Figure C.123 
show that liquefaction occurs in loose Masado soil layers. Figure C.128(a) compares measured 
and computed excess PWP time histories in the critical layer during shaking in N-S and E-W 
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direction, which indicates tliq ~ 9s in the Masado soil layer. Using tliq, the acceleration time history 
in any layer above the critical (liquefied) layer can be separated into pre-liquefaction and post-
liquefaction segments. The acceleration time history computed by GQ/H+u is used for t < tliq. For 
t ≥ tliq, reduced shear moduli for the non-liquefied layers were defined from the EQL-TS analysis, 
and Vs,liq = 0.1Vso was assigned to the liquefied loose layer. Figure C.130 compares the initial (Vso) 
and reduced Vs profiles for the site. Damping ratios () for all non-liquefied layers were defined 
from the EQL-TS analysis and  =  was used for the liquefied layers. Linear analysis then was 
performed using the reduced Vs and EQL-TS damping ratio profiles. The hybrid ground surface 
time history was constructed using the GQ/H+u model results for t < tliq,min = 9 s (pre-liquefaction) 
and the linear analysis results for t ≥ tliq,min = 9 s (post-liquefaction).  
Follow this method, Figure C.128 and Figure C.129 present the resulting ground surface 
motions computed by the hybrid method, the excess PWP time history computed by GQ/H+u, and 
the response spectra computed by GQ/H+u and the hybrid method. For comparison, Figure C.128 
and Figure C.129 include the measured acceleration time history, PWP time history, and response 
spectra. The comparison indicates that the response spectra computed by GQ/H+u underestimates 
Sa at long period T ~ 1.8s, as the GQ/H+u model cannot simulate soil dilation effects which can 
cause spectral acceleration peaks at short and long periods, as discussed in Chapter 4. The hybrid 
method is closer to the measured spectra at medium to long periods. 
 
C.9.8 Comparison of Response Spectra with Code-based Spectra 
Code-based surface spectra for Site Class D, Site Class E, and the code-based prescription of 
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80% of Site Class E have been developed and compared with the measured near-surface response 
spectra and surface spectra computed by NL-TS (GQ/H), NL-ES (GQ/H+u), and the hybrid 
method for profiles with liquefied soils in Figure C.131 and Figure C.132 for the N-S and E-W 
directions, respectively. For N-S direction, the measured Sa exceed the Site Class D and 80% of 
Site Class E spectral accelerations (prescribed by code) at long period of T ~ 1.1s and T around 
1.8s where the maximum Sv occurs but is enveloped by Site Class E spectral accelerations at all 
periods. For E-W direction, all code-based surface spectra conservatively envelope the measured 
surface response spectra. For both directions, although dilation spikes are observed in recorded 
time history, these dilation spikes do not lead to higher value of Sa at short period than the code-
based spectra. 
 
C.10 TREASURE ISLAND SITE 
C.10.1 Site History 
The Treasure Island (TI) is located northwest of Yerba Buena Island in the San Francisco Bay. 
The island was constructed using the hydraulic fill process with materials excavated locally from 
the bottom of San Francisco Bay. The fill is composed of granular materials that are uncompacted, 
uncemented, and saturated, which are generally highly susceptible to liquefaction (Youd and Carter 
2003). On October 17, 1989 the Loma Prieta earthquake (M = 6.9) shook Northern California 
generating liquefaction in several parts of the Monterey and San Francisco Bay areas. Although 
PWP were not recorded, recorded ground motions at the Treasure Island site exhibited 
characteristics of significant soil softening near the end of shaking, suggesting that liquefaction 
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occurred (Idriss and Boulanger 2010). 
 
C.10.2 Soil Profile and Instrumentation 
Soils at TI can be classified as four groups: fill, native shoal sand, recent bay sedimentary 
deposits (young bay mud), and older bay sedimentary deposits (older bay mud) (Rollins et al., 
1994). The sediment profile has 13.7 m of sandy fill with varying fine content at top which is 
underlain by 15 m of younger bay mud. Below that is 12.2 m thick of dense fine sand which is 
underlain by 33.5 m of older bay mud. Bedrock is confirmed at depth of approximately 85 m.  
The seismographs at TI are located on floors for buildings. Recorded horizontal motions 
oriented in E-W and N-S direction. Shaking is stronger in the E-W direction, with PGA of 0.16g. 
In the N-S direction, the peak acceleration is smaller with around 0.11g. Downhole accelerometers 
were not installed at TI site. To compensate for the lack of downhole instruments, acceleration 
time histories recorded on a nearby bedrock site (Yerba Buena Island, YBI) were used as the input 
motions that should have occurred at TI. Also, because the epicenter of the earthquake was about 
95 km south of YBI and 98 km south of TI, the difference in wave arrival time need to be 
considered between these two sites. A shift of 1.9s is thus applied to acceleration time history of 
YBI site as recommended by (Youd and Carter, 2003). Time histories after correction are shown 
in Figure C.135.  
 
C.10.3 Analytical Soil Profile 
Shear wave profile were interpreted based on average of measurements at the site by Redpatch 
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(1991), Alba et al. (1994) and Youd et al. (2003) and the average value of SPT blow count (N1)60 
for each layer based on SPT blow counts reported by Redpatch (1991) and Alba et al. (1994) as 
shown in Figure C.133 and Figure C.134. Groundwater table was set at 1.5 m below the ground 
surface based on report by Bennett et al. (1984). 
The analytical soil profile is represented by 21 layers as shown in Table C.63. For the young 
and older bay mud layer, Modulus reduction curves and damping curves measured by Hwang and 
Stokoe (1993) was used. For the sandy fill and sand layers, curves proposed by Darendeli (2001) 
are used for soil dynamic property. Parameters required as input to define Darendeli's modulus 
reduction and damping curves are effective vertical stress (𝜎′𝑣), the coefficient of at rest lateral 
earth pressure (Ko), the plasticity index (PI) and the overconsolidation ratio (OCR). Value of Ko 
was calculated using equation: 
Ko =1-sin(’)                     Equation C.14 
For silty sand layer above the young bad mud layers, (N1)60 values interpreted in Figure C.134 are 
corrected for fines content according to: 









]      Equation C.16 
Detailed calculations are shown in Table C.64.Friction angle ’was estimated based on 
relationship between (N1)60 and friction angle for fine sands presented by Terzaghi et al (1996). Dr 
of sandy soil was estimated based on correlation by Shahien (1998) assuming D50 = 0.2 mm based 
on grain size distribution curve by Pass (1994). For sand layers below young bay mud, average 
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value of (N1)60 = 40 is used according to Pass (1994). Through calculation, detailed information of 
’ and Dr in the sand layers are shown in Table C.63. 
Target modulus reduction and damping curves were corrected to account for implied shear 
strength at large strain by GQ/H model. Shear strength of sandy layers is calculated as  
  = ’v×tan(’)                    Equation C.17 
Shear strength of clay layers were estimated based on equation by Terzaghi et al (1996): 
Su(mob) = 0.22𝜎′𝑝                  Equation C.18 
OCR is 1 for the young bay mud and 2.8 for old bay mud according to Pass (1994).  
 
C.10.4 PWP Generation and Dissipation Model 
Value of Cv = 2.8× 10−8m2/s is used for clay in San Francisco according to Carter and Bentley 
(1991).To estimate Cv for all the sandy layers, hydraulic conductivity and mv are estimated based 
on recommendation by Pestana et al. (1997) and Domenico and Mifflin (1965) as shown in Table 
C.65 and Table C.66. For this case, k = 3× 10−5m/s are used for silty sands. mv of 5× 10−5 kPa-
1 and 2× 10−5 kPa-1 are assumed for fill layers and dense sandy layers respectively. Since outcrop 
motion is used as input for this case, the boundary condition at the bottom of the model is 
represented by elastic half space boundary assuming Vs of bedrock is 1220 m/s, which is the 
velocity commonly used for basement rocks in geotechnical practice in San Francisco Bay region 
(Rollins et al. 1994). 
Because the Treasure Island sands have a gradation similar to the Heber Road channel fill, 
the authors used PWP model parameters (p, F, s) measured by Vucetic and Dobry (1986) for the 
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Heber Road channel fill. For clay layers, correlation proposed by Carlton (2014) is used. Value of 
PI is 23 for young bay mud and 18 for old bay mud according to Foerster et al. (2007). f = 2 is 
used consider shaking in two directions. Table C.67 and Table C.68 summarized all of the model 
parameters for analysis. 
 
C.10.5 Analysis Results 
Figure C.136 and Figure C.137 show computed and measured acceleration time histories by 
GQ/H and GQ/H+u model at the surface in EW and NS direction. Computed time history of 
residual PWP ratio ru in the critical layer are shown in Figure C.136(c) and Figure C.137 (c) 
respectively. As no measurement of ru time histories are available at the site, time of liquefaction 
triggering can only be inferred from change of frequency in the acceleration time histories. As 
indicated by the measured record in E-W direction, an obvious change of frequency content begins 
to show up after 14s, indicating high generation of ru and liquefaction has occurred. This is 
consistent with the computed ru generation time history which shows that ru > 0.8 in the soil layers, 
indicating a good estimation of PWP generation and liquefaction almost occurs. For N-S direction, 
the amplitude computed acceleration is lower than measurements. The reason for the inconsistency, 
as mentioned by Finn et al. (1993) and other studies, may due to the incoherency of input motion 
between Yerba Buena Island and Treasure Island in the N-S direction.  
Comparison of response spectra by different analysis methods and corresponding are plotted 
in Figure C.138. Comparison of ru and shear strain profiles are shown in Figure C.139 and Figure 
C.140. Simulations results from GQ/H+u analysis show high values of ru > 0.9 and the computed 
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maximum shear strain of 1.5% and 0.1% generated in the upper fill layers in the E-W and N-S 
direction respectively, which is close to limit shear strain value of medium dense sand, indicating 
liquefaction has occurred but dilation behavior may not be obvious. which is consistent with the 
observation that few dilation spikes are identified in the measured acceleration time history after t 
= 14 s. Through comparison, shape of the response spectra is generally captured by analysis in the 
E-W direction. For period greater than 0.5 s, results from both GQ/H and GQ/H+u method provide 
reasonable fit to the measured values, with GQ/H+u provide a slightly better estimation of Sa 
around period of T ~ 2s. Response at low periods however is under-predicted by both GQ/H+u and 
GQ/H model. For N-S direction, computed spectral acceleration is close to measured Sa at period 
~ 0.6s, while at shorter and longer periods, the computed results underestimate recorded motion. 
The underestimation of spectral accelerations in both E-W and N-S direction has also been 
observed by several other researches (Matasovic 1993; Idriss 1990; Hashash and Park 2002; 
Foerster and Modaressi 2007). Such difference may be explained by the low coherence existing 
between the motions at Yerba Buena and Treasure Island in several frequency range as mentioned 
by Finn et al. (1993) and Youd and Carter (2005). 
 
C.10.6 Liquefaction Analysis 
Both total stress nonlinear and effective stress nonlinear site response analysis were performed 
to perform liquefaction analysis as what was done in the main text. Profile of maximum cyclic 
stress ratio (CSRmax) calculated by nonlinear total stress analysis, and profiles of shear strain and 
ru calculated by effective stress analysis in E-W and N-S directions are shown in Figure C.139 and 
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Figure C.140. Computed ru values in the critical layer in E-W direction indicating liquefaction 
occurred at depth around 6.5 m. 
To compare results from the nonlinear effective stress site response analyses to the field CRR 
curves, CSRmax in the critical layer (computed using nonlinear total stress analysis) was corrected 
using the Kayen et al. (2013) MSF and reduced by a factor of 0.65 to compute average CSR7.5. As 
multi-directional shaking effects on PWP generation has been considered in the Vucetic and Dobry 
(1986) PWP generation model, CSR7.5,2D = CSR7.5. The Vs value in the critical layer was 
normalized to Vs1 per Robertson et al. (1992). This procedure produced the liquefied data point 
with Vs1 = 140 m/s, CSR7.5,2D = 0.12 for E-W direction. The N-S input motion at Treasure Island 
is not included in this study as the phase of the N-S input motion (obtained from Yuerba Buena 
Island) does not correlate well with N-S motions recorded on Treasure Island (Youd and Carter 
2005).  
 
C.10.7 Validation of Hybrid Method  
Profiles of shear strain and ru calculated by GQ/H+u model are shown in Figure C.139 which 
indicates that liquefaction occurs in the silty sand layer. Figure C.141 compares measured and 
computed excess PWP time histories in the critical layer, which indicates tliq = 14s. Using tliq, the 
acceleration time history in any layer above the critical (liquefied) layer can be separated into pre-
liquefaction and post-liquefaction segments. The acceleration time history computed by GQ/H+u 
is used for t < tliq. For t ≥ tliq, reduced shear moduli for the non-liquefied layers were defined from 
the EQL-TS analysis, and Vs,liq = 0.1Vso was assigned to the liquefied loose layer. Figure C.142 
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compares the initial (Vso) and reduced Vs profiles for the site. Damping ratios () for all non-
liquefied layers were defined from the EQL-TS analysis and  =  was used for the liquefied 
layers. Linear analysis then was performed using the reduced Vs and EQL-TS damping ratio 
profiles. The hybrid ground surface time history was constructed using the GQ/H+u model results 
for t < tliq,min = 14 s (pre-liquefaction) and the linear analysis results for t ≥ tliq,min = 14 s (post-
liquefaction).  
Follow this method, Figure C.141 presents the resulting ground surface motions computed by 
the hybrid method, the excess PWP time history computed by GQ/H+u, and the response spectra 
computed by GQ/H+u and the hybrid method. For comparison, Figure C.141 includes the 
measured acceleration time history, PWP time history, and response spectra. As shown in the 
figure, spectra computed by GQ/H+u and the hybrid method closely match each other and 
reasonably match the measured spectra. The computed spectra are similar because the maximum 
shear strain computed by GQ/H+u for this case is smaller than the limit strain (max < limit). Within 
this strain range, dynamic response can be estimated reasonably by GQ/H+u even if ru > 0.8 as 
discussed in Chapter 4. 
 
C.10.8 Comparison of Response Spectra with Code-based Spectra 
 The code based surface spectra for Site Class D, Site Class E, code prescription of 80% of Site 
Class E has been developed and compared with the measured near-surface response spectra and 
surface spectra computed by NL-TS (GQ/H), NL-ES (GQ/H+u), and the hybrid method for 
profiles with liquefied soils in Figure C.143. Although effect of dilation is not obvious for this case, 
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as shown in Figure C.143, the the Site Class D, Site Class E and 80% of Site Class E spectral 
accelerations (prescribed by code) are smaller than measured values (and values computed by 
GQ/H+u and hybrid method) at T ~ 1.5s where the maximum Sv also occurs around that period. 
This case indicates the effect of liquefied soil on amplifying spectral accelerations at long period 





Table C.1 Index properties of Nevada sand 
 
Soil Type Nevada Sand 
Assumed specific gravity, Gs 2.67 
Maximum dry density,max (g/cm3) 1.76 
Minimum dry density,min (g/cm3) 1.41 
Maximum void ratio, emax 0.89 
Minimum void ratio, emin 0.52 




Table C.2 Permeability test results for Nevada sand (Arulmoli al.1992) 
 
Relative Density, Dr (%) Permeability (m/s) 
40.2 6.6× 10−5 
60.1 5.6× 10−5 















Table C.3 Equations for compressibility coefficient, av (Gibson 1996) 
 
Relative Density (%) avtrend line 














Table C.4 Estimated friction angle of Nevada sand at different Dr 
 
Dr (%) 30 40 50 60~80 >80 




















Material Type Layer No. Thickness (m) Unit Weight 
(kN/m3) 
Vs (m/s) Soil Parameters 
Loose 
Sand 
1 0.75 19.5  73  OCR = 1 
Ko = 0.48 
FC = 0% 
PI = 0 
Dr = 35% 
' = 31° 
2 0.75 19.5  96  
3 0.75 19.5  109  
4 0.75 19.5  119  
5 1.5 19.5  130  
6 1.5 19.5  141  
7 1.5 19.5  150  
8 1 19.5  157  
9 0.5 19.5  160  
Dense  
Sand 
10 2 19.9  194  OCR = 1 
Ko = 0.44 
FC = 0% 
PI = 0 
Dr = 75% 
' = 34° 
11 2 19.9  203  
12 2 19.9  211  
13 2 19.9  219  
14 2 19.9  225  
15 1.2 19.9  230  
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Theta1 Theta2 Theta3 Theta4 Theta5 
Max 
Ru 
1 Loose 0.75 19.5 73 2.4 2.18 -1.63  -14.10  8.51  1.00  0.99  0.95 
2 Sand 0.75 19.5 96 1.75 6.53 -2.10  -23.80  8.71  1.00  0.99  0.95 
3   0.75 19.5 109 1.51 10.88 -2.38  -27.70  8.32  1.00  0.99  0.95 
4   0.75 19.5 119 1.37 15.23 -2.56  -29.99  7.76  1.00  0.99  0.95 
5   1.5 19.5 130 1.23 21.76 -2.70  -25.68  5.37  1.00  0.99  0.95 
6   1.5 19.5 141 1.11 30.46 -2.90  -20.10  3.55  1.00  0.99  0.95 
7   1.5 19.5 150 1.04 39.16 -2.92  -20.41  3.39  1.00  0.93  0.95 
8   1 19.5 157 0.99 46.42 -3.10  -16.80  2.29  1.00  0.99  0.95 
9   0.5 19.5 160 0.96 50.77 -3.20  -16.88  2.29  1.00  0.99  0.95 
10 Dense 2 19.9 194 0.93 64.79 -2.20  -3.24  0.30  1.00  0.99  0.95 
11 Sand 2 19.9 203 0.88 78 -2.32  -2.55  0.18  1.00  0.99  0.95 
12   2 19.9 211 0.85 91.47 -2.20  -2.21  0.08  1.00  0.99  0.95 
13   2 19.9 219 0.81 104.94 -2.30  -1.75  0.04  1.00  0.99  0.95 
14   2 19.9 225 0.77 118.4 -4.07  0.38  15.49  1.00  0.99  0.95 






























P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 
5=G-P/A α β Dru=1.0 CSRt - ν - 
1 Loose 1 1 1 1.4 1 0.05 1 - 0.03  0.55  0.25  50.00  
2 Sand 1 1 1 1.4 1 0.05 1 - 0.05  0.55  0.20  48.00  
3   1 1 1 1.4 1 0.05 1 - 0.07  0.55  0.20  50.00  
4   1 1 1 1.4 1 0.05 1 - 0.09  0.55  0.15  41.00  
5   1 1 1 1.4 1 0.05 1 - 0.12  0.55  0.15  50.00  
6   1 1 1 1.4 1 0.05 1 - 0.16  0.60  0.25  50.00  
7   1 1 1 1.4 1 0.05 1 - 0.20  0.60  0.20  44.00  
8   1 1 1 1.4 1 0.05 1 - 0.22  0.60  0.25  50.00  
9   1 1 1 1.4 1 0.05 1 - 0.24  0.60  0.20  48.50  
10 Dense 1 1 1 0.5 1 0.05 3.3 - 0.32  0.69  0.40  26.00  
11 Sand 1 1 1 0.5 1 0.05 3.3 - 0.38  0.69  0.40  25.00  
12   1 1 1 0.5 1 0.05 3.3 - 0.43  0.69  0.40  24.00  
13   1 1 1 0.5 1 0.05 3.3 - 0.48  0.73  0.45  19.50  
14   1 1 1 0.5 1 0.05 3.3 - 0.53  0.73  0.45  19.50  
15   1 1 1 0.5 1 0.05 3.3 - 0.57  0.73  0.45  20.00  





Table C.8 Index properties of Nevada sand 
 
Soil Type Nevada Sand 
Assumed specific gravity, Gs 2.67 
Maximum dry density,max (g/cm3) 1.76 
Minimum dry density,min (g/cm3) 1.41 
Maximum void ratio, emax 0.89 
Minimum void ratio, emin 0.52 




Table C.9 Permeability test results for Nevada sand (Arulmoli et al.1992) 
 
Relative Density, Dr (%) Permeability (m/s) 
40.2 6.6× 10−5 
60.1 5.6× 10−5 











Table C.10 Equations for compressibility coefficient, av (Gibson 1996) 
 
Relative Density (%) av trend line 













Table C.11 Estimated friction angle of Nevada sand at different Dr 
 
Dr (%) 30 40 50 60~80 >80 





















Material Type Layer No. Thickness (m) Unit Weight 
(kN/m3) 
Vs (m/s) Soil Parameters 
Loose 
Sand 
1 0.75 19.5  79  OCR = 1 
Ko = 0.45 
FC = 0% 
PI = 0 
Dr = 55% 
' = 33.5° 
2 0.75 19.5  104  
3 0.75 19.5  118  
4 0.75 19.5  128  
5 1.5 19.5  136  
6 1.5 19.5  143 
7 1.5 19.5  152 
8 1 19.5  162  
9 0.5 19.5  170 
Dense  
Sand 
10 2 19.9  194  OCR = 1 
Ko = 0.44 
FC = 0% 
PI = 0 
Dr = 75%  
' = 34° 
11 2 19.9  203 
12 2 19.9  211  
13 2 19.9  219  
14 2 19.9  225  
15 1.2 19.9  230 
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Theta1 Theta2 Theta3 Theta4 Theta5 
Max 
Ru 
1 Loose 0.75 19.5 79 2.39 2.43 -1.51  -70.00  72.00  1.00  0.99  0.95 
2 Sand 0.75 19.5 104 1.74 7.29 -1.98  -35.00  14.00  1.00  0.99  0.95 
3 
  
0.75 19.5 118 1.5 12.15 -2.20  -25.40  8.51  1.00  0.99  0.95 
4 
  
0.75 19.5 128 1.36 17.01 -2.39  -19.60  5.50  1.00  0.99  0.95 
5 
  
1.5 19.5 136 1.3 21.8 -2.49  -15.50  3.63  1.00  0.99  0.95 
6 
  
1.5 19.5 143 1.23 27.2 -2.50  -15.91  3.63  1.00  0.93  0.95 
7 
  
1.5 19.5 152 1.11 34.01 -2.56  -13.50  2.40  1.00  0.95  0.95 
8 
  
1 19.5 162 1.03 43.73 -2.70  -11.10  1.55  1.00  0.99  0.95 
9 
  
0.5 19.5 170 0.97 53.45 -2.90  -9.57  1.23  1.00  0.99  0.95 
10 Dense 2 19.9 194 0.94 64.79 -2.20  -3.24  0.30  1.00  0.99  0.95 
11 Sand 2 19.9 203 0.89 78 -2.32  -2.55  0.18  1.00  0.99  0.95 
12 
  
2 19.9 211 0.85 91.47 -2.20  -2.21  0.08  1.00  0.99  0.95 
13 
  
2 19.9 219 0.82 104.94 -2.30  -1.75  0.04  1.00  0.99  0.95 
14 
  
2 19.9 225 0.79 118.4 -4.07  0.38  15.49  1.00  0.99  0.95 
15 
  



























P1 P2 P3 
1=S-
M/D 
f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-
GMP 
α Dr (%) FC (%) - - ν - 
4=S-
B/D 
α β - - - ν - 
5=G-
P/A 
α β Dru=1.0 CSRt - ν - 
1 Loose 1 1 1 1 1 0.05 1.8 - 0.02  0.55  0.20  12.00  
2 Sand 1 1 1 1 1 0.05 1.8 - 0.04  0.54  0.15  20.00  
3 
  
1 1 1 1 1 0.05 1.8 - 0.06  0.53  0.15  50.00  
4 
  
1 1 1 1 1 0.05 1.8 - 0.08  0.55  0.20  50.00  
5 
  
1 1 1 1 1 0.05 1.8 - 0.10  0.60  0.25  45.00  
6 
  
1 1 1 1 1 0.05 1.8 - 0.10  0.60  0.25  46.50  
7 
  
1 1 1 1 1 0.05 1.8 - 0.13  0.60  0.25  49.00  
8 
  
1 1 1 1 1 0.05 1.8 - 0.16  0.64  0.35  50.00  
9 
  
1 1 1 1 1 0.05 1.8 - 0.19  0.64  0.35  48.50  
10 Dense 1 1 1 0.5 1 0.05 3.3 - 0.32  0.69  0.40  26.00  
11 Sand 1 1 1 0.5 1 0.05 3.3 - 0.38  0.69  0.40  25.00  
12 
  
1 1 1 0.5 1 0.05 3.3 - 0.43  0.69  0.40  24.00  
13 
  
1 1 1 0.5 1 0.05 3.3 - 0.48  0.73  0.45  19.50  
14 
  
1 1 1 0.5 1 0.05 3.3 - 0.53  0.73  0.45  19.50  
15 
  




Table C.15 Index properties of Nevada sand 
 
Soil Type Nevada Sand 
Assumed specific gravity, Gs 2.67 
Maximum void ratio, emax 0.84 
Minimum void ratio, emin 0.55 





Table C.16 Permeability test results for Nevada sand (Arulmoliet al.1992) 
 
Relative Density, Dr (%) Permeability (m/s) 
40.2 6.6× 10−5 
60.1 5.6× 10−5 













Table C.17 Equations for compressibility coefficient, av (Gibson 1996) 
 
Relative Density (%) av trend line 














Table C.18 Estimated friction angle of Nevada sand at different Dr 
 
Dr (%) 30 40 50 60~80 >80 





















Layer No. Thickness (m) Unit Weight 
(kN/m3) 
Vs (m/s) Soil Properties 
Monterey 
Sand 
1 0.5 16.4 95  OCR = 1 Ko = 0.43 
FC = 0% PI = 0 
Dr = 85%, ' = 35° 
 
2 0.5 16.4 126  
3 0.5 20 139  




5 0.5 19.4 131  
OCR = 1 Ko = 0.46 
FC = 0% PI = 0 
Dr = 50%, ' = 33° 
 
6 0.5 19.4 136  
7 0.5 19.4 141  
8 0.5 19.4 145  
9 0.5 19.4 149  
10 0.5 19.4 153  
Very dense 
Nevada sand 
11 1 20 177  
OCR = 1 Ko = 0.43 
FC = 0% PI = 0 
Dr = 90%,' = 35° 
 
12 1 20 184  
13 1 20 190  
14 2 20 199  
15 2 20 208  
16 2 20 217  
17 2 20 225  
18 2 20 232  
19 2 20 238  
20 2 20 244  
21 2 20 249  
22 2 20 255  
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0.5 16.4 95  2.37  3.08  -1.59  -14.00  9.12  1.00  0.99  - 
2 0.5 16.4 126  1.73  9.23  -1.86  -13.30  4.79  1.00  0.96  - 
3 0.5 20 139  1.53  14.21  -1.63  -13.00  7.41  1.00  0.96  0.95 






0.5 19.4 131  1.33  18.81  -2.49  -29.50  8.32  1.00  0.99  0.95 
6 0.5 19.4 136  1.27  21.92  -2.56  -29.85  7.76  1.00  0.99  0.95 
7 0.5 19.4 141  1.22  25.04  -2.60  -23.17  5.37  1.00  0.99  0.95 
8 0.5 19.4 145  1.18  28.15  -2.68  -23.90  5.37  1.00  0.99  0.95 
9 0.5 19.4 149  1.15  31.26  -2.70  -25.50  5.37  1.00  0.99  0.95 






1 20 177  1.08  42.32  -2.10  -5.24  1.05  1.00  0.99  0.95 
12 1 20 184  1.03  49.45  -2.00  -4.70  0.68  1.00  0.99  0.95 
13 1 20 190  0.99  56.58  -2.20  -3.99  0.56  1.00  0.99  0.95 
14 2 20 199  0.94  67.28  -2.28  -3.30  0.37  1.00  0.99  0.95 
15 2 20 208  0.89  81.55  -2.20  -2.77  0.19  1.00  0.99  0.95 
16 2 20 217  0.85  95.82  -2.37  -2.13  0.11  1.00  0.99  0.95 
17 2 20 225  0.81  110.08  -2.40  -1.73  0.06  1.00  0.99  0.95 
18 2 20 232  0.78  124.35  -2.56  -1.26  0.02  1.00  0.99  0.95 
19 2 20 238  0.75  138.61  -4.11  0.65  15.49  1.00  0.99  0.95 
20 2 20 244  0.72  152.88  -4.19  1.02  15.49  1.00  0.99  0.95 
21 2 20 249  0.70  167.15  -4.27  1.35  15.49  1.00  0.99  0.95 
22 2 20 255  0.69  181.41  -4.34  1.65  15.49  1.00  0.99  0.95 
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Input1 1 Input2 Input 3 Input4 Input 5 Input 6 Input 7 Cv 
(m2/sec) 
P1 P2 P3 
1=S-
M/D 
f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-
GMP 
α Dr(%) FC(%) - - ν - 
4=S-
B/D 
α β - - - ν - 
5=G-
P/A 
α β Dru=1.0 CSRt - ν - 
1 Monterey 
Sand 
1 1 1 - - - - - 0.23  0.55  0.25  50.00  
2 1 1 1 - - - - - 0.49  0.55  0.25  50.00  
3 1 1 1 0.3 1 0.05 3.8 - 0.70  0.55  0.25  50.00  





1 1 1 1.6 1 0.05 1.4 - 0.08  0.55  0.15  37.00  
6 1 1 1 1.6 1 0.05 1.4 - 0.09  0.55  0.15  41.50  
7 1 1 1 1.6 1 0.05 1.4 - 0.10  0.55  0.15  48.50  
8 1 1 1 1.6 1 0.05 1.4 - 0.11  0.55  0.15  50.00  
9 1 1 1 1.6 1 0.05 1.4 - 0.13  0.55  0.15  50.00  





1 1 1 0.9 1 0.05 3.8 - 0.09  0.64  0.35  34.50  
12 1 1 1 0.9 1 0.05 3.8 - 0.10  0.64  0.35  34.00  
13 1 1 1 0.9 1 0.05 3.8 - 0.12  0.64  0.35  33.00  
14 1 1 1 0.9 1 0.05 3.8 - 0.13  0.69  0.40  26.50  
15 1 1 1 0.9 1 0.05 3.8 - 0.16  0.69  0.40  25.00  
16 1 1 1 0.9 1 0.05 3.8 - 0.18  0.69  0.40  24.00  
17 1 1 1 0.9 1 0.05 3.8 - 0.20  0.73  0.45  19.50  
18 1 1 1 0.9 1 0.05 3.8 - 0.22  0.73  0.45  19.00  
19 1 1 1 0.9 1 0.05 3.8 - 0.24  0.73  0.45  19.50  
20 1 1 1 0.9 1 0.05 3.8 - 0.26  0.73  0.45  20.00  
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Input1 1 Input2 Input 3 Input4 Input 5 Input 6 Input 7 Cv 
(m2/sec) 
P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr(%) FC(%) - - ν - 
4=S-B/D α β - - - ν - 




1 1 1 0.9 1 0.05 3.8 - 0.28 0.78 0.5 17.5 
22 
1 1 1 0.9 1 0.05 3.8 
- 





Table C.22 Index properties of Nevada sand 
 
Soil Type Nevada Sand 
Assumed specific gravity, Gs 2.67 
Maximum void ratio, emax 0.84 
Minimum void ratio, emin 0.55 




Table C.23 Permeability test results for Nevada sand (Arulmoli et al.1992) 
 
Relative Density, Dr (%) Permeability (m/s) 
40.2 6.6× 10−5 
60.1 5.6× 10−5 


















Table C.24 Equations for compressibility coefficient, av (Gibson 1996) 
 
Relative Density (%) av trend line 














Table C.25 Estimated friction angle of Nevada sand at different Dr 
 
Dr (%) 30 40 50 60~80 >80 


























Layer No. Thickness (m) Unit Weight 
(kN/m3) 
Vs (m/s) Soil Properties 
Monterey 
Sand 
1 0.5 16.4 95  OCR = 1 Ko = 0.43 
FC = 0% PI = 0 
Dr = 85%, ' = 35° 
 
2 0.5 16.4 126  
3 0.5 20 139  




5 0.5 19.4 134  
OCR = 1 Ko = 0.45 
FC = 0% PI = 0 
Dr = 58%, ' = 33.5° 
 
6 0.5 19.4 139  
7 0.5 19.4 144  
8 0.5 19.4 148  
9 0.5 19.4 152  
10 0.5 19.4 156  
Very dense 
Nevada sand 
11 1 20 179  
OCR = 1 Ko = 0.43 
FC = 0% PI = 0 
Dr = 92%, ' = 35° 
 
12 1 20 186  
13 1 20 192  
14 2 20 201  
15 2 20 210  
16 2 20 219  
17 2 20 227  
18 2 20 234  
19 2 20 240  
20 2 20 246  
21 2 20 252  
22 2 20 257  
399 
 


























0.5 16.4 95  2.37  3.08  -1.59  -14.00  9.12  1.00  0.99  - 
2 0.5 16.4 126  1.73  9.23  -1.86  -13.30  4.79  1.00  0.96  - 
3 0.5 20 139  1.53  14.21  -1.63  -13.00  7.41  1.00  0.96  0.95 





0.5 19.4 134  1.33  19.13  -2.30  -21.70  5.62  1.00  0.99  0.95 
6 0.5 19.4 139  1.27  22.30  -2.35  -21.41  6.03  1.00  0.92  0.95 
7 0.5 19.4 144  1.23  25.46  -2.41  -19.71  5.25  1.00  0.91  0.95 
8 0.5 19.4 148  1.18  28.63  -2.40  -18.22  4.07  1.00  0.93  0.95 
9 0.5 19.4 152  1.14  31.80  -2.48  -16.81  3.39  1.00  0.95  0.95 







1 20 179  1.08  42.32  -2.00  -5.40  1.10  1.00  0.99  0.95 
12 1 20 186  1.03  49.45  -2.12  -4.73  0.89  1.00  0.99  0.95 
13 1 20 192  0.99  56.58  -2.10  -4.23  0.63  1.00  0.99  0.95 
14 2 20 201  0.94  67.28  -2.20  -3.51  0.44  1.00  0.99  0.95 
15 2 20 210  0.89  81.55  -2.31  -2.78  0.28  1.00  0.99  0.95 
16 2 20 219  0.85  95.82  -2.32  -2.29  0.15  1.00  0.99  0.95 
17 2 20 227  0.81  110.08  -2.38  -1.84  0.08  1.00  0.99  0.95 
18 2 20 234  0.78  124.35  -2.40  -1.51  0.04  1.00  0.99  0.95 
19 2 20 240  0.75  138.61  -3.99  0.40  15.49  1.00  0.99  0.95 
20 2 20 246  0.72  152.88  -4.08  0.78  15.49  1.00  0.99  0.95 
21 2 20 252  0.71  167.15  -4.15  1.11  15.49  1.00  0.99  0.95 












Input1 1 Input2 Input 3 Input4 Input 5 Input 6 Input 7 Cv 
(m2/sec) 
P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-
GMP 
α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 
5=G-P/A α β Dru=1.0 CSRt - ν - 
1 Monterey 
Sand 
1 1 1 - - - - - 0.23  0.55  0.25  50.00  
2 1 1 1 - - - - - 0.49  0.55  0.25  50.00  
3 1 1 1 0.3 1 0.05 3.8 - 0.70  0.55  0.25  50.00  





1 1 1 1.4 1 0.05 2 - 0.07  0.55  0.20  50.00  
6 1 1 1 1.4 1 0.05 2 - 0.08  0.55  0.20  50.00  
7 1 1 1 1.4 1 0.05 2 - 0.09  0.55  0.20  50.00  
8 1 1 1 1.4 1 0.05 2 - 0.10  0.60  0.25  48.00  
9 1 1 1 1.4 1 0.05 2 - 0.11  0.60  0.25  50.00  





1 1 1 0.9 1 0.05 3.8 - 0.09  0.60  0.30  43.00  
12 1 1 1 0.9 1 0.05 3.8 - 0.10  0.64  0.35  33.50  
13 1 1 1 0.9 1 0.05 3.8 - 0.12  0.64  0.35  33.00  
14 1 1 1 0.9 1 0.05 3.8 - 0.13  0.64  0.35  32.00  
15 1 1 1 0.9 1 0.05 3.8 - 0.16  0.69  0.40  25.00  
16 1 1 1 0.9 1 0.05 3.8 - 0.18  0.69  0.40  24.50  
17 1 1 1 0.9 1 0.05 3.8 - 0.20  0.73  0.45  19.50  
18 1 1 1 0.9 1 0.05 3.8 - 0.22  0.73  0.45  19.00  
19 1 1 1 0.9 1 0.05 3.8 - 0.24  0.73  0.45  19.50  













Input1 1 Input2 Input 3 Input4 Input 5 Input 6 Input 7 Cv 
(m2/sec) 
P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC(%) - - ν - 
4=S-B/D α β - - - ν - 





1 1 1 0.9 1 0.05 3.8 - 0.28 0.73 0.45 19.5 




Table C.29 Index properties of Nevada sand 
 
Soil Type Nevada Sand 
Assumed specific gravity, Gs 2.67 
Maximum void ratio, emax 0.84 
Minimum void ratio, emin 0.55 




Table C.30 Permeability test results for Nevada sand (Arulmoli et al.1992) 
 
Relative Density, Dr (%) Permeability (m/s) 
40.2 6.6× 10−5 
60.1 5.6× 10−5 













Table C.31 Equations for compressibility coefficient, av (Gibson 1996) 
 
Relative Density (%) av trend line 













Table C.32 Estimated friction angle of Nevada sand at different Dr 
 
Dr (%) 30 40 50 60~80 >80 





















Layer No. Thickness (m) Unit Weight 
(kN/m3) 
Vs (m/s) Soil Properties 
Monterey 
Sand 
1 0.5 16.4 95  OCR = 1, Ko = 0.43 
FC = 0%, PI = 0 
Dr = 85%, ' = 35° 
 
2 0.5 16.4 126  
3 0.5 20 139  
4 0.5 20 144  
Dense 
Nevada sand 
5 0.5 19.4 138  
OCR = 1 Ko = 0.44 
FC = 0% PI = 0 
Dr = 66%, ' = 34° 
 
6 0.5 19.4 143  
7 0.5 19.4 148  
8 0.5 19.4 152  
9 0.5 19.4 156  
10 0.5 19.4 160  
Very Dense 
Nevada sand 
11 1 20 179  
OCR = 1 Ko = 0.43 
FC = 0% PI = 0 
Dr = 92%, ' = 35° 
 
12 1 20 186  
13 1 20 192  
14 2 20 201  
15 2 20 210  
16 2 20 219  
17 2 20 227  
18 2 20 234  
19 2 20 240  
20 2 20 246  
21 2 20 252  
22 2 20 257  
405 
 



























0.5 16.4 95  2.37  3.08  -1.59  -14.00  9.12  1.00  0.99  0.95 
2 0.5 16.4 126  1.73  9.23  -1.86  -13.30  4.79  1.00  0.96  0.95 
3 0.5 20 139  1.53  14.21  -1.63  -13.00  7.41  1.00  0.96  0.95 






0.5 19.4 138  1.33  19.42  -2.10  -7.59  1.66  1.00  0.99  0.95 
6 0.5 19.4 143  1.27  22.63  -2.22  -6.67  1.35  1.00  0.99  0.95 
7 0.5 19.4 148  1.22  25.85  -2.20  -6.04  1.00  1.00  0.99  0.95 
8 0.5 19.4 152  1.18  29.06  -2.31  -5.40  0.85  1.00  0.99  0.95 
9 0.5 19.4 156  1.14  32.27  -2.30  -4.95  0.66  1.00  0.99  0.95 





1 20 179  1.08  42.32  -2.00  -5.40  1.10  1.00  0.99  0.95 
12 1 20 186  1.03  49.45  -2.12  -4.73  0.89  1.00  0.99  0.95 
13 1 20 192  0.99  56.58  -2.10  -4.23  0.63  1.00  0.99  0.95 
14 2 20 201  0.94  67.28  -2.20  -3.51  0.44  1.00  0.99  0.95 
15 2 20 210  0.89  81.55  -2.31  -2.78  0.28  1.00  0.99  0.95 
16 2 20 219  0.85  95.82  -2.32  -2.29  0.15  1.00  0.99  0.95 
17 2 20 227  0.81  110.08  -2.38  -1.84  0.08  1.00  0.99  0.95 
18 2 20 234  0.78  124.35  -2.40  -1.51  0.04  1.00  0.99  0.95 
19 2 20 240  0.75  138.61  -3.99  0.40  15.49  1.00  0.99  0.95 
20 2 20 246  0.72  152.88  -4.08  0.78  15.49  1.00  0.99  0.95 
21 2 20 252  0.71  167.15  -4.15  1.11  15.49  1.00  0.99  0.95 
22 2 20 257  0.69  181.41  -4.23  1.42  15.49  1.00  0.99  0.95 
406 
 








Input1 1 Input2 Input 3 Input4 Input 5 Input 6 Input 7 Cv 
(m2/sec) 
P1 P2 P3 
1=S-
M/D 
f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-
GMP 
α Dr (%) FC (%) - - ν - 
4=S-
B/D 
α β - - - ν - 
5=G-
P/A 
α β Dru=1.0 CSRt - ν - 
1 Monterey 
Sand 
1 1 1 - - - - - 0.23  0.55  0.25  50.00  
2 1 1 1 - - - - - 0.49  0.55  0.25  50.00  
3 1 1 1 0.3 1 0.05 3.8 - 0.70  0.55  0.25  50.00  





1 1 1 1.2 1 0.05 2.6 - 0.10  0.60  0.30  46.50  
6 1 1 1 1.2 1 0.05 2.6 - 0.12  0.60  0.30  46.50  
7 1 1 1 1.2 1 0.05 2.6 - 0.13  0.60  0.30  46.00  
8 1 1 1 1.2 1 0.05 2.6 - 0.15  0.60  0.30  45.50  
9 1 1 1 1.2 1 0.05 2.6 - 0.16  0.64  0.35  36.00  




1 1 1 0.9 1 0.05 3.8 - 0.09  0.60  0.30  43.00  
12 1 1 1 0.9 1 0.05 3.8 - 0.10  0.64  0.35  33.50  
13 1 1 1 0.9 1 0.05 3.8 - 0.12  0.64  0.35  33.00  
14 1 1 1 0.9 1 0.05 3.8 - 0.13  0.64  0.35  32.00  
15 1 1 1 0.9 1 0.05 3.8 - 0.16  0.69  0.40  25.00  
16 1 1 1 0.9 1 0.05 3.8 - 0.18  0.69  0.40  24.50  
17 1 1 1 0.9 1 0.05 3.8 - 0.20  0.73  0.45  19.50  
18 1 1 1 0.9 1 0.05 3.8 - 0.22  0.73  0.45  19.00  
19 1 1 1 0.9 1 0.05 3.8 - 0.24  0.73  0.45  19.50  













Input1 1 Input2 Input 3 Input4 Input 5 Input 6 Input 7 Cv 
(m2/sec) 
P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 




1 1 1 0.9 1 0.05 3.8 - 0.275 0.73 0.45 19.5 




Table C.36 Index properties of Nevada sand (Arulmoli et al.1992) 
 
Soil Type Nevada Sand 
Assumed specific gravity, Gs 2.67 
Maximum dry density, max (g/cm3) 1.77 
Minimum dry density, min (g/cm3) 1.41 
Maximum void ratio, emax 0.89 
Minimum void ratio, emin 0.51 




Table C.37 Permeability test results for Nevada sand (Arulmoli et al.1992) 
 
Relative Density, Dr (%) Permeability (m/s) 
40.2 6.6× 10−5 
60.1 5.6× 10−5 













Table C.38 Equations for compressibility coefficient, av (Gibson 1996) 
 
Relative Density (%) av trend line 













Table C.39 Estimated friction angle of Nevada sand at different Dr 
 
Dr (%) 30 40 50 60~80 >80 





















Material Type Layer No. Thickness (m) Unit Weight 
(kN/m3) 




1 0.5 19.25 67  
OCR = 1 
Ko = 0.48 
FC = 0% 
PI = 0 
Dr = 40% 
' = 31° 
 
2 0.5 19.25 89  
3 0.5 19.25 101  
4 0.5 19.25 110  
5 0.5 19.25 118  
6 0.5 19.25 124  
7 0.5 19.25 129  
8 0.5 19.25 134  
9 0.5 19.25 138  
10 0.5 19.25 142  
11 0.5 19.25 146  
12 0.5 19.25 149  
13 0.5 19.25 153  
14 0.5 19.25 156  
15 0.5 19.25 159  
16 0.5 19.25 161  
17 0.5 19.25 164  
18 0.5 19.25 166  
19 0.5 19.25 169  



























0.5 19.25 67  2.73  1.49  -1.50  -12.80  9.12  1.00  0.99  0.95 
2 0.5 19.25 89  1.98  4.46  -1.94  -18.80  8.32  1.00  0.99  0.95 
3 0.5 19.25 101  1.71  7.43  -2.16  -23.10  8.32  1.00  0.99  0.95 
4 0.5 19.25 110  1.55  10.41  -2.30  -27.00  8.51  1.00  0.99  0.95 
5 0.5 19.25 118  1.44  13.38  -2.40  -29.72  8.32  1.00  0.99  0.95 
6 0.5 19.25 124  1.36  16.35  -2.54  -30.00  7.94  1.00  0.99  0.95 
7 0.5 19.25 129  1.30  19.33  -2.60  -23.10  5.50  1.00  0.99  0.95 
8 0.5 19.25 134  1.24  22.30  -2.68  -23.90  5.37  1.00  0.99  0.95 
9 0.5 19.25 138  1.20  25.28  -2.70  -25.70  5.37  1.00  0.99  0.95 
10 0.5 19.25 142  1.16  28.25  -2.80  -26.10  5.37  1.00  0.99  0.95 
11 0.5 19.25 146  1.13  31.22  -2.74  -25.21  5.62  1.00  0.92  0.95 
12 0.5 19.25 149  1.10  34.20  -2.80  -20.40  3.55  1.00  0.99  0.95 
13 0.5 19.25 153  1.07  37.17  -2.90  -20.40  3.55  1.00  0.99  0.95 
14 0.5 19.25 156  1.05  40.14  -2.90  -21.16  3.47  1.00  0.99  0.95 
15 0.5 19.25 159  1.05  43.12  -2.90  -20.81  3.31  1.00  0.93  0.95 
16 0.5 19.25 161  1.03  46.09  -2.80  -19.30  2.40  1.00  0.99  0.95 
17 0.5 19.25 164  1.01  49.06  -2.80  -19.31  2.69  1.00  0.92  0.95 
18 0.5 19.25 166  0.99  52.04  -2.88  -18.41  2.29  1.00  0.97  0.95 
19 0.5 19.25 169  0.98  55.01  -2.91  -17.71  2.04  1.00  0.99  0.95 
20 0.5 19.25 171  0.96  57.99  -3.01  -17.11  2.09  1.00  0.96  0.95 
412 
 
























P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 




1 1 1 1.7 1 0.05 1 
 
0.38  0.55  0.25  47.50  
2 1 1 1 1.7 1 0.05 1 
 
0.61  0.55  0.25  50.00  
3 1 1 1 1.7 1 0.05 1 
 
0.84  0.55  0.20  49.00  
4 1 1 1 1.7 1 0.05 1 
 
1.07  0.55  0.20  50.00  
5 1 1 1 1.7 1 0.05 1 
 
1.30  0.55  0.15  36.00  
6 1 1 1 1.7 1 0.05 1 
 
1.52  0.55  0.15  40.00  
7 1 1 1 1.7 1 0.05 1 
 
1.74  0.55  0.15  47.00  
8 1 1 1 1.7 1 0.05 1 
 
1.95  0.55  0.15  50.00  
9 1 1 1 1.7 1 0.05 1 
 
2.16  0.55  0.15  50.00  
10 1 1 1 1.7 1 0.05 1  2.35  0.55  0.15  50.00  
11 1 1 1 1.7 1 0.05 1  2.55  0.55  0.15  50.00  
12 1 1 1 1.7 1 0.05 1  2.75  0.60  0.25  50.00  
13 1 1 1 1.7 1 0.05 1  2.95  0.60  0.25  50.00  
14 1 1 1 1.7 1 0.05 1  3.15  0.60  0.20  44.00  
15 1 1 1 1.7 1 0.05 1  3.35  0.60  0.20  45.50  
16 1 1 1 1.7 1 0.05 1  3.55  0.60  0.20  49.50  
17 1 1 1 1.7 1 0.05 1  3.75  0.60  0.20  47.50  
18 1 1 1 1.7 1 0.05 1  3.95  0.60  0.20  49.50  
19 1 1 1 1.7 1 0.05 1  4.10  0.60  0.20  50.00  




Table C.43 Index properties of Nevada sand 
Soil Type Nevada Sand 
Assumed specific gravity, Gs 2.67 
Maximum void ratio, emax 0.84 
Minimum void ratio, emin 0.55 





Table C.44 Permeability test results for Nevada sand (Arulmoli et al.1992) 
 
Relative Density, Dr (%) Permeability (m/s) 
40.2 6.6× 10−5 
60.1 5.6× 10−5 















Table C.45 Equations for compressibility coefficient, av (Gibson 1996) 
 
Relative Density (%) av trend line 














Table C.46 Estimated friction angle of Nevada sand at different Dr 
 
Dr (%) 30 40 50 60~80 >80 



































Layer No. Thickness (m) Unit Weight 
(kN/m3) 
Vs (m/s) Soil Properties 
Monterey 
Sand 
1 0.5 16.4 95  OCR = 1 Ko = 0.43 
FC = 0% PI = 0 
Dr = 85%, ' = 35° 
 
2 0.5 16.4 126  
3 0.5 20 139  
4 0.5 20 144  
Medium ense 
Nevada sand 
5 0.5 19.4 138  
OCR = 1 Ko = 0.44 
FC = 0% PI = 0 
Dr = 65%, ' = 34° 
 
6 0.5 19.4 143  
7 0.5 19.4 148  
8 0.5 19.4 152  
9 0.5 19.4 156  
10 0.5 19.4 160  
Very Dense 
Nevada sand 
11 1 20 177  
OCR = 1 Ko = 0.43 
FC = 0% PI = 0 
Dr = 90%, ' = 35° 
 
12 1 20 184  
13 1 20 190  
14 2 20 199  
15 2 20 208  
16 2 20 217  
17 2 20 225  
18 2 20 232  
19 2 20 238  
20 2 20 244  
21 2 20 249  
22 2 20 255  
416 
 

























0.5  16.4  95  2.37  3.08  -1.59  -14.00  9.12  1.00  0.99  0.95  
2 0.5  16.4  126  1.73  9.23  -1.86  -13.30  4.79  1.00  0.96  0.95 
3 0.5  20.0  139  1.53  14.21  -1.63  -13.00  7.41  1.00  0.96  0.95 






0.5  19.4  138  1.33  19.42  -2.27  -17.80  5.50  1.00  0.99  0.95 
6 0.5  19.4  143  1.27  22.63  -2.26  -19.51  6.31  1.00  0.93  0.95 
7 0.5  19.4  148  1.23  25.85  -2.33  -17.91  5.37  1.00  0.92  0.95 
8 0.5  19.4  152  1.18  29.06  -2.40  -15.40  3.63  1.00  0.99  0.95 
9 0.5  19.4  156  1.15  32.27  -2.41  -15.40  3.72  1.00  0.94  0.95 






1.0  20.0  177  1.08  42.32  -2.10  -5.24  1.05  1.00  0.99  0.95 
12 1.0  20.0  184  1.03  49.45  -2.00  -4.70  0.68  1.00  0.99  0.95 
13 1.0  20.0  190  0.99  56.58  -2.20  -3.99  0.56  1.00  0.99  0.95 
14 2.0  20.0  199  0.94  67.28  -2.28  -3.30  0.37  1.00  0.99  0.95 
15 2.0  20.0  208  0.89  81.55  -2.20  -2.77  0.19  1.00  0.99  0.95 
16 2.0  20.0  217  0.85  95.82  -2.37  -2.13  0.11  1.00  0.99  0.95 
17 2.0  20.0  225  0.81  110.08  -2.40  -1.73  0.06  1.00  0.99  0.95 
18 2.0  20.0  232  0.78  124.35  -2.56  -1.26  0.02  1.00  0.99  0.95 
19 2.0  20.0  238  0.75  138.61  -4.11  0.65  15.49  1.00  0.99  0.95 
20 2.0  20.0  244  0.72  152.88  -4.19  1.02  15.49  1.00  0.99  0.95 
21 2.0  20.0  249  0.70  167.15  -4.27  1.35  15.49  1.00  0.99  0.95 



















P1 P2 P3 
1=S-
M/D 
f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-
GMP 
α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 




1 1 1 - - - - - 0.23  0.55  0.25  50.00  
2 1 1 1 - - - - - 0.49  0.55  0.25  50.00  
3 1 1 1 0.3 1 0.05 3.8 - 0.70  0.55  0.25  50.00  






1 1 1 1.2 1 0.05 2.6 - 0.10  0.55  0.20  50.00  
6 1 1 1 1.2 1 0.05 2.6 - 0.12  0.55  0.20  50.00  
7 1 1 1 1.2 1 0.05 2.6 - 0.13  0.55  0.20  50.00  
8 1 1 1 1.2 1 0.05 2.6 - 0.15  0.60  0.25  44.50  
9 1 1 1 1.2 1 0.05 2.6 - 0.16  0.60  0.25  45.00  






1 1 1 0.9 1 0.05 3.8 - 0.09  0.64  0.35  34.50  
12 1 1 1 0.9 1 0.05 3.8 - 0.10  0.64  0.35  34.00  
13 1 1 1 0.9 1 0.05 3.8 - 0.12  0.64  0.35  33.00  
14 1 1 1 0.9 1 0.05 3.8 - 0.13  0.69  0.40  26.50  
15 1 1 1 0.9 1 0.05 3.8 - 0.16  0.69  0.40  25.00  
16 1 1 1 0.9 1 0.05 3.8 - 0.18  0.69  0.40  24.00  
17 1 1 1 0.9 1 0.05 3.8 - 0.20  0.73  0.45  19.50  
18 1 1 1 0.9 1 0.05 3.8 - 0.22  0.73  0.45  19.00  
19 1 1 1 0.9 1 0.05 3.8 - 0.24  0.73  0.45  19.50  
20 1 1 1 0.9 1 0.05 3.8 - 0.26  0.73  0.45  20.00  
418 
 







Input1 1 Input2 Input 3 Input4 Input 5 Input 6 Input 7 Cv 
(m2/sec) 
P1 P2 P3 
1=S-
M/D 
f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-
GMP 
α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 
5=G-
P/A 




1 1 1 0.9 1 0.05 3.8 - 0.28  0.78  0.50  17.50  
22 
1 1 1 0.9 1 0.05 3.8 
- 


















Max acc (g) 
NS EW 
Elmore Ranch 6.2 23 km 0.079 0.07 















Table C.52 Calculation of blow count (N1)60cs in soil layers 
 
 Ave ’v0 (kPa) N (N1)60 ∆(N1)60 (N1)60cs 
Wildlife A 44.3 3 4.5 5.5 10 




Material Type Sublayer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Parameters 
Clayey silt 1 0.75 19.3 99 FC = 93%, 
PI = 10%,  ' = 
28 
2 0.75 19.3 99 
3 1 19.6 99 
Wildlife A 
(sandy silt) 
4 1 19.6 130 
Ko = 0.48, FC = 
78%, 
PI = 0%, ' = 30, 
Dr = 53% 
Wildlife B 
(silty sand) 
5 1.3 19.6 145 Ko = 0.46, FC = 
36%, 
PI = 0%, ' = 33, 
Dr = 65% 
6 1 19.6 163 
7 1 19.6 163 
Silty Clay 
8 0.7 19.6 150 
FC = 98%, 





Table C.53 Range of mv for various materials (Domenico and Mifflin 1965) 
 
Soil Type mv (kPa−1) 
Plastic clay 2.1× 10−3~2.6× 10−4 
Stiff clay 2.6× 10−4~1.3× 10−4 
Medium hard clay 1.3× 10−4~6.9× 10−5 
Loose sand 1.0× 10−4~5.2× 10−5 
Dense sand 2.1× 10−5~1.3× 10−5 
Dense sandy gravel 1× 10−5~5.2× 10−6 





Table C.54 Value of permeability and mv for PWP dissipation model 
 
Soil Type mv (kPa−1) Permeability, k 
(m/s) 
Clayey silt 1× 10−4 3× 10−6 
Wildlife A (sandy silt) 5× 10−5 3× 10−6 
Wildlife B (silty sand) 2× 10−5 2× 10−5 





































0.75 19.3  99 0.99  3.87  0.72  -0.16  6.61  1.00  0.50  - 
2 0.75 19.3  99 0.97  11.67  -0.38  0.82  1.00  1.00  0.99  - 








1.3 19.6  145 1.10  36.29  -2.99  -10.30  0.98  1.00  0.99  0.95 
6 1 19.6  163 1.04  42.91  -2.67  -11.70  1.95  1.00  0.99  0.95 






















































P1 P2 P3 
1=S-
M/D 
f p F s ϒ ν 
- 
2=C-M s r A B C D ϒ 
3=S-
GMP 





- - - - - - - - 0.003 0.37  0.05  0.50  
2 - - - - - - - - 0.003 0.87  0.50  1.00  




1 2 1 2.6 1.7 0.02 1 
- 




1 2 1 2.6 1.7 0.02 1 - 0.10 0.64  0.35  50.00  
6 1 2 1 2.6 1.7 0.02 1 - 0.10 0.60  0.25  48.50  








Table C.57 Analytical soil profile for Treasure Island 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Parameters 
Masado Fill 
1 1 20 170 
Ko = 0.46, FC = 0%, 
PI = 0%, ' = 33, Dr = 45% 
2 1 20 170 
3 1 20 170 
4 1 20 170 
5 1 20 170 
6 1 20 210 
Ko = 0.46, FC = 0%, 
PI = 0%, ' = 33, Dr = 40% 
7 1 20 210 
8 1 20 210 
9 1 20 210 
10 1 20 210 
11 1 20 210 
12 1 20 210 
13 1 20 210 
14 1 20 210 Ko = 0.46, FC = 0%, 
PI = 0%, ' = 33, Dr = 45% 15 1 20 210 
16 1 20 210 
17 1 20 210 
18 1 20 210 
Alluvial Clay 
19 1 17 180 
OCR = 1.5, 
PI = 60% 
20 1 17 180 
21 1 17 180 
22 1 17 180 
23 1 17 180 
24 1 17 180 







Table C. 57 (cont.) 
 
Material Type Layer No. Thickness 
(m) 
Unit Weight (kN/m3) Vs (m/s) Soil Parameters 
Alluvial Clay 
26 1 20 180 OCR = 1.5, 
PI = 60% 27 1 20 180 
28 1 20 180 
Gravelly sand  
29 1 20 245 Ko = 0.38, FC = 0%, 
PI = 0%, ' = 38, Dr = 80% 30 1 20 245 
31 1 20 245 
32 1 20 245 
 
 
Table C.58 Calculation of (N1)60 in sand layers 
 
Depth (m) Vs (m/s) Effective Vertical Stress 
(kPa) 
N (N1)60 
0-5 170 50 6 10.5 
5-13 210 106 6 7.5 
13-18 210 177 11 10 









Table C.59 Range of hydraulic conductivity for various material (Pestana et al., 1997) 
 
Soil Type Particle size (mm) Hydraulic conductivity 
(cm/s) 
Very fine sand 0.05~0.1 0.001~0.005 
Fine sand 0.1~0.25 0.005~0.01 
Medium sand 0.25~0.5 0.01~0.1 
Coarse sand 0.5~1 0.1~1 






Table C.60 Range of mv for various materials (Domenico and Mifflin 1965) 
 
Soil Type mv (kPa−1) 
Plastic clay 2.1× 10−3~2.6× 10−4 
Stiff clay 2.6× 10−4~1.3× 10−4 
Medium hard clay 1.3× 10−4~6.9× 10−5 
Loose sand 1.0× 10−4~5.2× 10−5 
Dense sand 2.1× 10−5~1.3× 10−5 
Dense sandy gravel 1× 10−5~5.2× 10−6 









































1 20 170 2 6.24 -0.02 1.02 0.62 1.00 0.99 - 
2 1 20 170 2 18.72 -1.00 -4.80 8.51 1.00 0.99 - 
3 1 20 170 2 31.2 -1.79 -18.00 8.91 1.00 0.99 - 
4 1 20 170 2 42.57 -2.15 -15.10 3.89 1.00 0.96 0.95 
5 1 20 170 2 49.24 -2.47 -12.10 2.04 1.00 0.99 0.95 
6 1 20 210 2 55.9 -1.67 -14.10 8.71 1.00 0.99 0.95 
7 1 20 210 2 62.56 -1.87 -17.50 8.51 1.00 0.99 0.95 
8 1 20 210 2 69.23 -2.07 -20.90 8.32 1.00 0.99 0.95 
9 1 20 210 2 75.89 -2.25 -16.80 5.37 1.00 0.99 0.95 
10 1 20 210 2 82.56 -2.38 -18.21 5.75 1.00 0.92 0.95 
11 1 20 210 2 89.22 -2.59 -15.88 3.55 1.00 0.99 0.95 
12 1 20 210 2 95.89 -2.70 -16.31 3.47 1.00 0.93 0.95 
13 1 20 210 2 102.55 -2.90 -14.20 2.34 1.00 0.99 0.95 
14 1 20 210 2 109.21 -3.00 -11.50 1.51 1.00 0.99 0.95 
15 1 20 210 2 115.88 -3.00 -9.90 1.00 1.00 0.99 0.95 
16 1 20 210 2 122.54 -3.24 -9.60 0.91 1.00 0.99 0.95 
17 1 20 210 2 129.21 -3.20 -8.89 0.65 1.00 0.99 0.95 
18 1 20 210 2 135.87 -3.40 -9.25 0.65 1.00 0.99 0.95 
19 Alluvial 
clay 
1 17 180 1 71.43  0.28  0.71  0.98  1.00  0.99  0.95 
20 1 17 180 1 73.80  0.27  0.69  1.02  1.00  0.99  0.95 
21 1 17 180 1 76.17  0.24  0.69  0.98  1.00  0.99  0.95 














































1 17 180 1 80.92  0.80  -0.58  0.02  1.00  0.89  0.95 
24 1 17 180 1 83.29  0.19  0.69  1.12  1.00  0.99  0.95 
25 1 17 180 1 85.66  0.17  0.79  1.41  1.00  0.99  0.95 
26 1 17 180 1 88.04  0.14  0.79  1.48  1.00  0.89  0.95 
27 1 17 180 1 90.41  0.12  0.89  1.86  1.00  0.89  0.95 
28 1 17 180 1 92.78  0.11  0.89  1.78  1.00  0.99  0.95 
29 Gravelly 
sand  
1 20 245 0.79 226.08  -5.47  4.50  14.79  1.00  0.99  0.95 
30 1 20 245 0.78 234.03  -5.61  4.90  15.49  1.00  0.99  0.95 
31 1 20 245 0.77 241.98  -5.76  5.10  13.49  1.00  0.99  0.95 









































P1 P2 P3 
1=S-
M/D 
f p F s ϒ ν 
- 
2=C-M s r A B C D ϒ 
3=S-
GMP 
α Dr (%) FC (%) - - ν - 
1 Masado 
fill 
- - - - - - - - 23.00 0.55  0.25  2.00  
2 - - - - - - - - 23.00 0.55  0.25  27.50  
3 - - - - - - - - 23.00 0.55  0.20  38.00  
4 1 2 1 3.3 1 0.05 1 - 23.00 0.55  0.20  50.00  
5 1 2 1 3.3 1 0.05 1 - 23.00 0.60  0.25  48.00  
6 1 2 1 3.5 1 0.05 1 - 23.00 0.55  0.20  33.00  
7 1 2 1 3.5 1 0.05 1 - 23.00 0.55  0.20  41.00  
8 1 2 1 3.5 1 0.05 1 - 23.00 0.55  0.15  28.00  
9 1 2 1 3.5 1 0.05 1 - 23.00 0.55  0.20  50.00  
10 1 2 1 3.5 1 0.05 1 - 23.00 0.55  0.20  50.00  
11 1 2 1 3.5 1 0.05 1 - 23.00 0.60  0.25  50.00  
12 1 2 1 3.5 1 0.05 1 - 23.00 0.60  0.25  50.00  
13 1 2 1 3.5 1 0.05 1 - 23.00 0.60  0.25  50.00  
14 1 2 1 3.5 1 0.05 1 - 23.00 0.64  0.35  50.00  
15 1 2 1 3.5 1 0.05 1 - 23.00 0.64  0.35  50.00  
16 1 2 1 3.5 1 0.05 1 - 23.00 0.64  0.35  50.00  
17 1 2 1 3.5 1 0.05 1 - 23.00 0.69  0.40  41.50  
18 1 2 1 3.5 1 0.05 1 - 23.00 0.69  0.40  42.50  
19 Alluvial 
clay 
2 0.06 0.50 15.64 -33.69 21.45 -3.47 0.10 0.000001 0.73  0.45  0.50  
20 2 0.06 0.50 15.64 -33.69 21.45 -3.47 0.10 0.000001 0.73  0.45  0.50  
21 2 0.06 0.50 15.64 -33.69 21.45 -3.47 0.10 0.000001 0.73  0.45  0.50  





























P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-
GMP 
α Dr (%) FC (%) - - ν - 
23 Alluvial 
clay 
2.00 0.06 0.50 15.64 -33.69 21.45 -3.47 0.10 0.000001 0.51  0.20  0.50  
24 2.00 0.06 0.50 15.64 -33.69 21.45 -3.47 0.10 0.000001 0.69  0.40  0.50  
25 2.00 0.06 0.50 15.64 -33.69 21.45 -3.47 0.10 0.000001 0.69  0.40  0.50  
26 2.00 0.06 0.50 15.64 -33.69 21.45 -3.47 0.10 0.000001 0.69  0.40  0.50  
27 2.00 0.06 0.50 15.64 -33.69 21.45 -3.47 0.10 0.000001 0.64  0.35  1.00  
28 2.00 0.06 0.50 15.64 -33.69 21.45 -3.47 0.10 0.000001 0.64  0.35  1.00  
29 Gravelly 
sand 
1.00 2.00 1.00 0.3 1.00 0.05 3.7 - 10.00 0.87  0.60  15.50  
30 1.00 2.00 1.00 0.3 1.00 0.05 3.7 - 10.00 0.87  0.60  15.50  
31 1.00 2.00 1.00 0.3 1.00 0.05 3.7 - 10.00 0.87  0.60  16.00  











Table C.63 Analytical soil profile for Treasure Island 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Parameters 
Fill 1 1.5 18.1 200 
Ko = 0.48, FC = 20%, 
PI = 0%, ' = 31, Dr = 60% 
2 1.5 18.1 128 
3 1.5 18.1 128 
4 1.5 18.1 128 
Ko = 0.5, FC = 20%, 
PI = 0%, ' = 30, Dr = 52% 
5 1.5 18.1 128 
6 1.5 18.1 128 
7 2.3 18.1 175 OCR = 1, Ko = 0.48, FC = 20%, 
PI = 0%, ' = 31, Dr = 60% 8 2.4 18.1 175 
Young Bay Mud 9 2.4 17.3 175 
OCR = 1 
PI = 23 
10 2.4 17.3 175 
11 2 17.3 162 
12 2 17.3 162 
13 2.2 17.3 162 
14 2.1 17.3 162 
15 2.1 17.3 162 
Fine Sand 16 1.2 18.1 290 
Ko = 0.36, FC = 15%, 
PI = 0%, ' = 40, Dr = 90% 
17 2.8 18.1 290 
18 2.8 18.1 290 
19 3 18.1 290 
20 2.4 18.1 290 
Old Bay Mud 21 2.4 19.5 310 
OCR = 2.8 
PI = 18 
22 2.5 19.5 310 
23 2.1 19.5 310 
24 2.1 19.5 310 




Table C.63 (cont.) 
 
Material Type Layer 
No. 





Old Bay Mud 
26 2.1 19.5 310 
OCR = 2.8 
PI = 18 
27 2.1 19.5 310 
28 2.2 19.5 310 
29 2.2 19.5 310 
30 2.2 19.5 310 
31 2.3 19.5 310 
32 2.3 19.5 370 
33 2.3 19.5 370 
34 2.3 19.5 370 
35 2.3 19.5 370 
Sand 
36 1.5 19.5 370 
Ko = 0.36, FC = 15%, 
PI = 0%, ' = 40, Dr = 90% 
37 2 19.5 370 
38 2 19.5 370 
Clay 
39 1 19.5 370 
OCR = 2.8 
PI = 18 
40 2 19.5 370 
41 2 19.5 370 









Table C.64 Calculation of blow count (N1)60cs in soil layers 
 
 Ave ’v0 (kPa) (N1)60 ∆(N1)60 (N1)60cs 
0-4.5 m 33.4 8 4.5 12.5 
4.5-9 m 70.7 5 4.5 9.5 
9-13.7 m 108.5 8 4.5 12.5 
 
Table C.65 Range of hydraulic conductivity for various material (Pestana et al., 1997) 
 
Soil Type Particle size (mm) Hydraulic conductivity 
(cm/s) 
Very fine sand 0.05~0.1 0.001~0.005 
Fine sand 0.1~0.25 0.005~0.01 
Medium sand 0.25~0.5 0.01~0.1 
Coarse sand 0.5~1 0.1~1 
Small pebbles 1~5 1~5 
 
 
Table C.66 Range of mv for various materials (Domenico and Mifflin 1965) 
 
Soil Type mv (kPa−1) 
Plastic clay 2.1× 10−3~2.6× 10−4 
Stiff clay 2.6× 10−4~1.3× 10−4 
Medium hard clay 1.3× 10−4~6.9× 10−5 
Loose sand 1.0× 10−4~5.2× 10−5 
Dense sand 2.1× 10−5~1.3× 10−5 
Dense sandy gravel 1× 10−5~5.2× 10−6 


























1.5 18.1 200 1.64  7.80  0.08  0.89  1.00  1 0.99 - 
2 1.5 18.1 128 1.26  20.00  -2.80  -
14.80  
2.34  1 0.99 0.95 
3 1.5 18.1 128 1.14  27.50  -3.50  -9.01  0.59  1 0.99 0.95 
4 1.5 18.1 128 1.06  33.60  -4.13  -
13.49  
0.79  1 0.99 0.95 
5 1.5 18.1 128 1.00  40.78  -4.20  -
10.05  
0.26  1 0.99 0.95 
6 1.5 18.1 128 0.95  47.95  -4.90  -7. 2  0.10  1 0.99 0.95 
7 2.3 18.1 175 0.95  59.32  -2.80  -7.90  0.66  1 0.99 0.95 





2.4 17.3 175 1.21  35.69  0.09  0.89  1.00  1 0.67 0.95 
10 2.4 17.3 175 1.16  40.37  0.07  0.83  1.00  1 0.8 0.95 
11 2 17.3 162.237 1.12  44.65  -0.25  0.99  1.00  1 0.51 0.95 
12 2 17.3 162.237 1.09  48.54  -0.52  1.37  1.00  1 0.31 0.95 
13 2.2 17.3 162.237 1.07  52.63  -0.65  1.49  1.00  1 0.27 0.95 
14 2.1 17.3 162.237 1.04  56.82  -0.75  1.56  1.00  1 0.25 0.95 




1.2 18.1 290 0.72  207.57  -4.46  1.66  15.49  1 0.99 0.95 
17 2.8 18.1 290 0.71  221.50  -4.70  2.30  15.49  1 0.99 0.95 
18 2.8 18.1 290 0.69  241.00  -5.11  3.23  15.49  1 0.99 0.95 
19 3 18.1 290 0.66  261.19  -5.48  4.10  15.49  1 0.99 0.95 
20 2.4 18.1 290 0.65  279.99  -5.73  4.70  14.45  1 0.99 0.95 
21 Old Bay 
Mud 
2.4 19.5 310 0.78  209.56  -1.52  2.08  1.00  1 0.12 0.95 
































2.1 19.5 310 0.75  237.91  -1.78  2.26  1.00  1.00  0.10  0.95 
24 2.1 19.5 310 0.73  250.44  -2.04  2.63  1.00  1.00  0.08  0.95 
25 2.1 19.5 310 0.72  262.98  -1.82  2.05  1.00  1.00  0.10  0.95 
26 2.1 19.5 310 0.71  275.51  -2.04  2.34  1.00  1.00  0.08  0.95 
27 2.1 19.5 310 0.70  288.05  -1.71  1.55  1.00  1.00  0.12  0.95 
28 2.2 19.5 310 0.69  300.88  -1.89  1.77  1.00  1.00  0.10  0.95 
29 2.2 19.5 310 0.68  314.01  -2.13  2.11  1.00  1.00  0.08  0.95 
30 2.2 19.5 310 0.68  327.15  -1.94  1.59  1.00  1.00  0.10  0.95 
31 2.3 19.5 310 0.67  340.58  -2.40  1.16  0.00  1.00  0.59  0.95 
32 2.3 19.5 370 0.66  354.30  -1.30  0.80  0.01  1.00  0.74  0.95 
33 2.3 19.5 370 0.65  368.03  -1.36  0.98  0.00  1.00  0.60  0.95 
34 2.3 19.5 370 0.65  381.76  -1.40  0.91  0.01  1.00  0.92  0.95 
35 2.3 19.5 370 0.64  395.49  -1.82  2.77  1.00  1.00  0.11  0.95 
36 Sand 1.5 19.5 370 0.53  567.13  -4.45  2.91  1.00  1.00  0.99  0.95 
37 2 19.5 370 0.53  581.38  -4.57  3.10  1.00  1.00  0.99  0.95 
38 2 19.5 370 0.52  597.65  -4.68  3.30  1.00  1.00  0.99  0.95 
39 Clay 1 19.5 370 0.53  447.23  -0.56  1.30  1.00  1.00  0.34  0.95 
40 2 19.5 370 0.53  456.19  -0.63  1.39  1.00  1.00  0.30  0.95 
41 2 19.5 370 0.52  468.13  -0.54  1.20  1.00  1.00  0.38  0.95 
42 2 19.5 370 0.52  480.06  -0.92  1.87  1.00  1.00  0.21  0.95 
Layer 
# 



































P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-
GMP 
α Dr (%) FC (%) - - ν - 
1 
Fill 
- - - - - - - - 0.06 0.51  0.20  3.0  
2 1.0 2.0 1.0 3.2 1.4 0.02 1.0 - 0.06 0.60  0.25  50.0  
3 1.0 2.0 1.0 3.2 1.4 0.02 1.0 - 0.06 0.69  0.40  43.0  
4 1.0 2.0 1.0 3.2 1.4 0.02 1.0 - 0.06 0.69  0.40  50.0  
5 1.0 2.0 1.0 3.2 1.4 0.02 1.0 - 0.06 0.73  0.50  47.0  
6 1.0 2.0 1.0 3.2 1.4 0.02 1.0 - 0.06 0.78  0.50  32.0  
7 1.0 2.0 1.0 3.2 1.4 0.02 1.0 - 0.06 0.64  0.35  46.5  





2.0 0.1 0.6 15.6 -33.7 21.5 -3.5 0.1 2.8*10-8 0.78  0.45  0.5  
10 2.0 0.1 0.6 15.6 -33.7 21.5 -3.5 0.1 2.8*10-8 0.78  0.45  0.5  
11 2.0 0.1 0.6 15.6 -33.7 21.5 -3.5 0.1 2.8*10-8 0.69  0.35  1.5  
12 2.0 0.1 0.6 15.6 -33.7 21.5 -3.5 0.1 2.8*10-8 0.64  0.30  2.0  
13 2.0 0.1 0.6 15.6 -33.7 21.5 -3.5 0.1 2.8*10-8 0.64  0.30  2.5  
14 2.0 0.1 0.6 15.6 -33.7 21.5 -3.5 0.1 2.8*10-8 0.60  0.25  3.0  




1.0 2.0 1.0 2.5 1.6 0.02 1.0 - 0.15 0.78  0.50  18.0  
17 1.0 2.0 1.0 2.5 1.6 0.02 1.0 - 0.15 0.78  0.50  18.5  
18 1.0 2.0 1.0 2.5 1.6 0.02 1.0 - 0.15 0.82  0.55  17.0  
19 1.0 2.0 1.0 2.5 1.6 0.02 1.0 - 0.15 0.82  0.55  17.5  
20 1.0 2.0 1.0 2.5 1.6 0.02 1.0 - 0.15 0.82  0.60  21.0  
21 Old Bay 
Mud 
2.0 0.1 0.5 12.0 -23.4 12.8 -1.4 - 2.8*10-8 0.64  0.30  5.5  






























P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-
GMP 




2.00 0.09 0.48 11.99 -23.45 12.83 -1.35 0.1 2.8*10-8 0.64 0.3 6.5 
24 2.00 0.09 0.48 11.99 -23.45 12.83 -1.35 0.1 2.8*10-8 0.64 0.3 7 
25 2.00 0.09 0.48 11.99 -23.45 12.83 -1.35 0.1 2.8*10-8 0.64 0.3 7 
26 2.00 0.09 0.48 11.99 -23.45 12.83 -1.35 0.1 2.8*10-8 0.64 0.3 7.5 
27 2.00 0.09 0.48 11.99 -23.45 12.83 -1.35 0.1 2.8*10-8 0.64 0.3 8 
28 2.00 0.09 0.48 11.99 -23.45 12.83 -1.35 0.1 2.8*10-8 0.64 0.3 8.5 
29 2.00 0.09 0.48 11.99 -23.45 12.83 -1.35 0.1 2.8*10-8 0.64 0.3 9 
30 2.00 0.09 0.48 11.99 -23.45 12.83 -1.35 0.1 2.8*10-8 0.685 0.35 7.5 
31 2.00 0.09 0.48 11.99 -23.45 12.83 -1.35 0.1 2.8*10-8 0.64 0.3 10 
32 2.00 0.09 0.48 11.99 -23.45 12.83 -1.35 0.1 2.8*10-8 0.595 0.25 6.5 
33 2.00 0.09 0.48 11.99 -23.45 12.83 -1.35 0.1 2.8*10-8 0.595 0.25 6 
34 2.00 0.09 0.48 11.99 -23.45 12.83 -1.35 0.1 2.8*10-8 0.595 0.25 6.5 
35 2.00 0.09 0.48 11.99 -23.45 12.83 -1.35 0.1 2.8*10-8 0.64 0.3 5 
36 
Sand 
1.00 2.00 1.00 2.50 1.60 0.02 1.00 - 0.15 0.865 0.6 11 
37 1.00 2.00 1.00 2.50 1.60 0.02 1.00 - 0.15 0.865 0.6 11 
38 1.00 2.00 1.00 2.50 1.60 0.02 1.00 - 0.15 0.865 0.6 11 
39 
Clay 
2.00 0.09 0.48 11.99 -23.45 12.83 -1.35 0.1 2.8*10-8 0.595 0.25 3 
40 2.00 0.09 0.48 11.99 -23.45 12.83 -1.35 0.1 2.8*10-8 0.595 0.25 3 
41 2.00 0.09 0.48 11.99 -23.45 12.83 -1.35 0.1 2.8*10-8 0.595 0.25 3 







Figure C.1 (a) Sectional view; and (b) plan view of centrifuge test CSP02 (modified from Wilson 
et al. 1997). Only instruments located in the free0field array are shown in the figure. 
 
 








Figure C.3 Comparison of measured and computed response spectra at various depths during 
centrifuge test CSP02D (PGA = 0.038g). (a) A1, depth 0.7m; (b) A2, depth 3m; (c) A3, depth 






Figure C.4 Comparison of measured and computed excess PWP time histories at various depths 
during centrifuge test CSP02 (PGA = 0.38g).(a) Top of medium dense layer; (b) mid-depth of 
medium dense layer; (c) bottom of medium dense layer; (d) mid-depth of dense layer; and (e) 




Figure C.5 Comparison of centrifuge test CSP02D results and NL total stress and NL effective 
stress site response analysis. (a) Maximum ru profiles; (b) computed shear strain profiles; and (c) 
computed maximum CSR. 
 
 
Figure C.6 Comparison of centrifuge test CSP02E results and NL total stress and NL effective 
stress site response analysis. (a) Maximum ru profiles; (b) computed shear strain profiles; and (c) 





Figure C.7 Comparison of measured and computed acceleration time histories at various depths 
during centrifuge test CSP02E (PGA = 0.49g). (a) Nonlinear effective stress analysis using 





Figure C.8 Comparison of measured and computed response spectra at various depths during 
centrifuge test CSP02E (PGA = 0.49g). (a) A1, depth 0.7m; (b) A2, depth 3m; (c) A3, depth 5m; 













Figure C.9 Comparison of initial Vs profile and Vs profile used for post liquefaction site response 






Figure C.10 Results of ground response at surface during centrifuge test CSP02E by the 













Figure C.11 Comparison of measured response spectra at surface with computed spectra by 









Figure C.12 (a) Sectional view; and (b) plan view of centrifuge test CSP03 (modified from 















Figure C.14 Comparison of measured and computed response spectra at various depths during 
centrifuge test CSP03H (PGA = 0.027g). (a) A1, depth 1.5m; (b) A2, depth 3.5m; (c) A4, depth 







Figure C.15 Comparison of measured and computed excess PWP time histories at various depths 
during centrifuge test CSP03H (PGA = 0.027g).(a) P1, depth 1.5m; (b) P2, depth 4.5m; (c) P3, 












Figure C.16 Comparison of centrifuge test CSP03H results and NL total stress and NL effective 
stress site response analysis. (a) Maximum ru profiles; (b) computed shear strain profiles; and (c) 





Figure C.17 Comparison of measured and computed excess PWP time histories at various depths 
during centrifuge test CSP03I (PGA = 0.49g). (a) P1, depth 1.5m; (b) P2, depth 4.5m; (c) P3, 













Figure C.18 Comparison of centrifuge test CSP03I results and NL total stress and NL effective 
stress site response analysis. (a) Maximum ru profiles; (b) computed shear strain profiles; and (c) 






Figure C.19 Comparison of measured and computed acceleration time histories at various depths 
during centrifuge test CSP03I. (a) Nonlinear effective stress analysis using GQ/H+u; and (b) 





Figure C.20 Comparison of measured and computed response spectra at various depths during 
centrifuge test CSP03I (PGA = 0.49g). (a) A1, depth 0.7m; (b) A2, depth 3m; (c) A3, depth 5m; 










Figure C.21Comparison of (a) spectral accelerations near surface; and (b) spectral velocity 






Figure C.22 Computed and measured response shaking event CSP03I. (a) acceleration time 
history near surface; (b) computed shear strain in critical layer; (c) PWP time histories in critical 




Figure C.23 Comparison of velocity spectra of base motion segment before 10.2s and the whole 
base motion time history. 
 
 
Figure C.24 Comparison of initial Vs profile and Vs profile used for post liquefaction site 





Figure C.25 Results of ground response at surface during centrifuge test CSP03I by the 











Figure C.26 Comparison of measured response spectra at surface with computed spectra by 





































Figure C.29 Comparison of measured and computed excess PWP time histories at various depths 
during centrifuge test SHD04 MPI (PGA = 0.13g).(a) Top of medium dense layer; (b) mid-depth 
of medium dense layer; (c) bottom of medium dense layer; (d) mid-depth of dense layer; and (e) 











Figure C.30 Comparison of centrifuge test SHD04 MPI results and NL total stress and NL 
effective stress site response analysis. (a) Maximum ru profiles; (b) computed shear strain 













Figure C.31 Comparison of measured and computed acceleration time histories at various depths 
during centrifuge test SHD04 MPI. (a) Nonlinear effective stress analysis using GQ/H+u; and (b) 






Figure C.32 Comparison of measured and computed response spectra at various depths during 
centrifuge test SHD04 MPI (PGA = 0.15g). (a) A0, surface; (b) A1, depth 2m; (c) A2, depth 









Figure C.33 Comparison of (a) spectral accelerations near surface; and (b) spectral velocity 




Figure C.34 Computed and measured response for centrifuge test SHD04 MPI. (a) acceleration 
time history at surface; (b) acceleration time histories at depth 2m; (c) acceleration time histories 
at depth 3.5m; (d) PWP time histories at mid-depth of medium dense Nevada sand; and (e) shear 






Figure C.35 Computed and measured response spectra for centrifuge test SHD04 MPI. (a) 













Figure C.36 Comparison of initial Vs profile and Vs profile used for post liquefaction site 






Figure C.37 Results of ground response at surface during centrifuge test SHD04 MPI by the 












Figure C.38 Comparison of measured response spectra at surface with computed spectra by 



































Figure C.41 Comparison of measured and computed excess PWP time histories at various depths 
during centrifuge test SHD04 TCU (PGA = 0.12g). (a) Top of medium dense layer; (b) mid-
depth of medium dense layer; (c) bottom of medium dense layer; (d) mid-depth of dense layer; 












Figure C.42 Comparison of centrifuge test SHD04 TCU results and NL total stress and NL 
effective stress site response analysis. (a) Maximum ru profiles; (b) computed shear strain 










Figure C.43 Comparison of measured and computed acceleration time histories at various depths 
during centrifuge test SHD04 TCU. (a) Nonlinear effective stress analysis using GQ/H+u; and 





Figure C.44 Comparison of measured and computed response spectra at various depths during 
centrifuge test SHD04 TCU (PGA = 0.12g). (a) A0, surface; (b) A1, depth 2m; (c) A2, depth 





Figure C.45 Computed and measured response for centrifuge test SHD04 TCU. (a) acceleration 
time history at surface; (b) acceleration time history at depth 2m; (c) acceleration time history at 
depth 3.5m; (d) PWP time history at mid-depth of medium dense Nevada sand; and (e) shear 




Figure C.46 Computed and measured response spectra for centrifuge test SHD04 TCU. (a) 










Figure C.47 Comparison of (a) spectral accelerations near surface; and (b) spectral velocity 
normalized by peak ground velocity of base motion. 
 
 
Figure C.48 Comparison of velocity spectra of base motion segment before 21s and the whole 










Figure C.49 Comparison of initial Vs profile and Vs profile used for post liquefaction site 






Figure C.50 Results of ground response at surface during centrifuge test SHD04 TCU by the 











Figure C.51 Comparison of measured response spectra at surface with computed spectra by 










































Figure C.54 Comparison of measured and computed excess PWP time histories at various depths 
during centrifuge test SHD04 LPI (PGA = 0.38g).(a) Top of medium dense layer; (b) mid-depth 
of medium dense layer; (c) bottom of medium dense layer; (d) mid-depth of dense layer; and (e) 











Figure C.55 Comparison of centrifuge test SHD04 LPI results and NL total stress and NL 
effective stress site response analysis. (a) Maximum ru profiles; (b) computed shear strain 












Figure C.56 Comparison of measured and computed acceleration time histories at various depths 
during centrifuge test SHD04 LPI. (a) Nonlinear effective stress analysis using GQ/H+u; and (b) 





Figure C.57 Comparison of measured and computed response spectra at various depths during 
centrifuge test SHD04 LPI. (a) A0, surface; (b) A1, depth 2m; (c) A2, depth 3.5m; (d) A3, depth 









Figure C.58 Comparison of (a) spectral accelerations near surface; and (b) spectral velocity 




Figure C.59 Computed and measured response for centrifuge test SHD04 LPI. (a) acceleration 
time histories at surface; (b) acceleration time histories at depth 2m; (c) acceleration time 
histories at depth 3.5m; (d) acceleration time histories at depth 5m; (e) PWP time histories at 
bottom of medium dense Nevada sand; and (f) shear strain time histories at bottom of medium 




Figure C.60 Computed and measured response spectra for centrifuge test SHD04 LPI. (a) 
Surface of soil profile; (b) top of medium dense layer; (c) mid-depth of medium dense layer; and 








Figure C.61 Comparison of initial Vs profile and Vs profile used for post liquefaction site 





Figure C.62 Results of ground response at surface during centrifuge test SHD04 LPI by the 












Figure C.63 Comparison of measured response spectra at surface with computed spectra by 






























Figure C.66 Comparison of measured and computed excess PWP time histories at various depths 
during centrifuge test VELACS (PGA = 0.23g). (a) P1, depth 1.25m; (b) P2, depth 2.5m; (c) P3, 












Figure C.67 Comparison of centrifuge test VELACS results and NL total stress and NL effective 
stress site response analysis. (a) Maximum ru profiles; (b) computed shear strain profiles; and (c) 
















Figure C.68 Comparison of measured and computed acceleration time histories at various depths 
during centrifuge test VELACS. (a) Nonlinear effective stress analysis using GQ/H+u; and (b) 













Figure C.69 Comparison of measured and computed response spectra at various depths during 






Figure C.70 Computed and measured response shaking event VELACS. (a) acceleration time 
history near surface; (b) computed shear strain in critical layer; (c) PWP time history in critical 





Figure C.71 Comparison of (a) spectral accelerations near surface; and (b) spectral velocity 





Figure C.72 Comparison of velocity spectra of base motion segment before 5.4s and the whole 










Figure C.73 Comparison of initial Vs profile and Vs profile used for post liquefaction site 






Figure C.74 Results of ground response at surface during centrifuge test VELACS(a) measured 
and computed ru time history by GQ/H+u; (b) acceleration time history; and (c) comparison of 











Figure C.75 Comparison of measured response spectra at surface with computed spectra by 














Figure C.77 Input motions of shaking event SHD02 SPI. 
 
 












Figure C.79 Comparison of measured and computed excess PWP time histories at various depths 
during centrifuge test SHD02SPI (PGA = 0.049g). (a) depth 2m; (b) depth 3.5m; (c) depth 5m; 




Figure C.80 Comparison of measured and computed excess PWP time histories at various depths 
during centrifuge test SHD02 LPI (PGA = 0.62g). (a) depth 2m; (b) depth 3.5m; (c) depth 5m; 






Figure C.81 Comparison of centrifuge test SHD02 SPI results and NL total stress and NL 
effective stress site response analysis. (a) Maximum ru profiles; (b) computed shear strain 
profiles; and (c) computed maximum CSR. 
 
 
Figure C.82 Comparison of centrifuge test SHD02 LPI results and NL total stress and NL 
effective stress site response analysis. (a) Maximum ru profiles; (b) computed shear strain 









Figure C.83 Comparison of measured and computed acceleration time histories at various depths 
during centrifuge test SHD02 SPI. (a) Nonlinear effective stress analysis using GQ/H+u; and (b) 















Figure C.84 Comparison of measured and computed acceleration time histories at various depths 
during centrifuge test SHD02 LPI. (a) Nonlinear effective stress analysis using GQ/H+u; and (b) 





Figure C.85 Comparison of measured and computed response spectra at various depths during 
centrifuge test SHD02 SPI (PGA = 0.049g). (a) A1, depth 2m; (b) A2, depth 3.5m; (c) A3, depth 






Figure C.86 Comparison of measured and computed response spectra at various depths during 
centrifuge test SHD02 LPI (PGA = 0.62g). (a) A0, surface (b) A1, depth 2m; (c) A3, depth 5m; 













Figure C.87 Comparison of (a) spectral accelerations near surface; and (b) spectral velocity 




Figure C.88 Computed and measured response for centrifuge test SHD02 LPI. (a) acceleration 
time histories at surface; (b) acceleration time histories at depth 2m; (c) acceleration time 
histories at depth 5m; (d) PWP time histories at bottom of medium dense Nevada sand; and (e) 





Figure C.89 Computed and measured response spectra for centrifuge test SHD02 LPI. (a) 












Figure C.90 Comparison of initial Vs profile and Vs profile used for post liquefaction site 





Figure C.91 Results of ground response at surface during centrifuge test SHD02 LPI by the 











Figure C.92 Comparison of measured response spectra at surface with computed spectra by 




















Figure C.94 Recorded downhole arrays during Elmore Ranch earthquake (a) N-S direction; and 





Figure C.95 Recorded downhole arrays during Superstition Hills earthquake (a) N-S direction; 
and (b) E-W direction 
 
  










Figure C.97 Results of acceleration and ru generation time histories for N-S direction at surface 




















Figure C.98 Results of acceleration and ru generation time histories for E-W direction at surface 






Figure C.99 Comparison of measured and computed response spectra at surface in N-S direction 
during Elmore Ranch earthquake. 
 
  
Figure C.100 Comparison of measured and computed response spectra at surface in E-W 








Figure C.101 Comparison of results during Elmore Ranch earthquake in N-S direction by NL 
total stress and NL effective stress site response analysis. (a) Maximum ru profiles; (b) computed 
shear strain profiles; and (c) computed maximum CSR. 
 
 
Figure C.102 Comparison of results during Elmore Ranch earthquake in E-W direction by NL 
total stress and NL effective stress site response analysis. (a) Maximum ru profiles; (b) computed 








Figure C.103 Results of acceleration and ru generation time histories for N-S direction at surface 
during Superstition Hills earthquake (a) GQ/H+u model ;(b) GQ/H model (c) computed; and 














Figure C.104 Results of acceleration and ru generation time histories for E-W direction at surface 
during Superstition Hills earthquake(a) GQ/H+u mode;l (b) GQ/H model; and (c) computed and 





Figure C.105 Comparison of measured and computed response spectra at surface in N-S 
direction during Superstition Hills earthquake. 
 
  
Figure C.106 Comparison of measured and computed response spectra at surface in E-W 






Figure C.107 Comparison of results during Superstition Hills earthquake in N-S direction by NL 
total stress and NL effective stress site response analysis. (a) Maximum ru profiles; (b) computed 




Figure C.108 Comparison of results during Superstition Hills earthquake in E-W direction by NL 
total stress and NL effective stress site response analysis. (a) Maximum ru profiles; (b) computed 








Figure C.109 Comparison of (a) spectral accelerations at surface; and (b) spectral velocity 
normalized by peak ground velocity of input motion for Superstition Hill earthquake at Wildlife 











Figure C.110 Comparison of measured response spectra at surface in N-S direction with 
computed spectra by GQ/H+u model, hybrid method results from Gingery (2014) and results 




Figure C.111 Computed and measured response during Superstition Hill earthquake at Wildlife 
site in N-S direction. (a) acceleration time histories at surface; (b) computed shear strain at depth 

















Figure C.112 Computed and measured response during Superstition Hill earthquake at Wildlife 





Figure C.113 Results of ground response at surface during Superstition Hill earthquake at 
Wildlife site in N-S direction by the simplified hybrid method (a) ru generation time history by 








Figure C.114 Comparison of initial Vs profile and Vs profile used for post liquefaction site 













Figure C.115 Comparison of measured response spectra at surface in N-S direction with 




















Figure C.117 Recorded downhole arrays at depth of 32 m during Kobe earthquake. (a) N-S 
direction; and (b) E-W direction 
 
 
Figure C.118 Comparison of measured and computed response for Port Island during Kobe 
earthquake in N-S direction. (a) acceleration time history at surface; (b) acceleration time history 
at surface; (c) acceleration time history at depth of 16m; (d) acceleration time history at depth of 









Figure C.119 Comparison of measured and computed response for Port Island during Kobe 
earthquake in E-W direction. (a) acceleration time history at surface; (b) acceleration time 
history at surface; (c) acceleration time history at depth of 16m; (d) acceleration time history at 















Figure C.120 Comparison of measured and computed response for Port Island during Kobe 











Figure C.121 Comparison of measured and computed response for Port Island during Kobe 









Figure C.122 Comparison of results during Kobe earthquake in N-S direction by NL total stress 
and NL effective stress site response analysis. (a) Maximum ru profiles; (b) computed shear 
strain profiles; and (c) computed maximum CSR. 
 
 
Figure C.123 Comparison of results during Kobe earthquake in E-W direction by NL total stress 
and NL effective stress site response analysis. (a) Maximum ru profiles; (b) computed shear 




Figure C.124 Comparison of (a) spectral accelerations at surface; and (b) spectral velocity 
normalized by peak ground velocity of input motion for Kobe earthquake at Port Island site in N-
S direction  
  
Figure C.125 Comparison of (a) spectral accelerations at surface; and (b) spectral velocity 





Figure C.126 Computed and measured response for Kobe earthquake at Port Island site in N-S 
direction. (a) acceleration time histories at surface; (b) computed shear strain at depth of 12m; (c) 




Figure C.127 Computed and measured response for Kobe earthquake at Port Island site in E-W 
direction. (a) acceleration time histories at surface; (b) computed shear strain at depth of 12m; (c) 




Figure C.128 Results of ground response at surface during Kobe earthquake at Port Island site in 
N-S direction by the simplified hybrid method (a) ru generation time history by GQ/H+u model; 





Figure C.129 Results of ground response at surface during Kobe earthquake at Port Island site in 
E-W direction by the simplified hybrid method (a) ru generation time history by GQ/H+u model; 










Figure C.130 Comparison of initial Vs profile and Vs profile used for post liquefaction site 






Figure C.131 Comparison of measured response spectra at surface with computed spectra by 
GQ/H+u model, hybrid method and code based design spectra during Kobe earthquake at Port 
Island site in N-S direction 
  
Figure C.132 Comparison of measured response spectra at surface with computed spectra by 
GQ/H+u model, hybrid method and code based design spectra during Kobe earthquake at Port 














Figure C.134 Profiles of (a) soil layer; and (b) SPT blow count at Treasure Island site 
 
 











Figure C.136 Results of (a) acceleration time histories; (b) acceleration time histories; and (c) ru 













Figure C.137 Results of (a) acceleration time histories; (b) acceleration time histories; and (c) ru 






Figure C.138 Comparison of measured and computed response spectra at surface in (a) E-W 








Figure C.139 Comparison of profiles in E-W direction at Treasure Island by NL total stress and 
NL effective stress site response analysis. (a) Maximum ru profiles; (b) computed shear strain 
profiles; and (c) computed maximum CSR. 
 
 
Figure C.140 Comparison of profiles in E-W direction at Treasure Island by NL total stress and 
NL effective stress site response analysis. (a) Maximum ru profiles; (b) computed shear strain 






Figure C.141 Results of ground response at surface during Loma Prieta earthquake at Treasure 
Island site in E-W direction by the simplified hybrid method (a) ru generation time history by 








Figure C.142 Comparison of initial Vs profile and Vs profile used for post liquefaction site 















Figure C.143 Comparison of measured response spectra at surface with computed spectra by 










APPENDIX D: PARAMETRIC STUDIES 
 
D.1 SYNTHETIC SOIL PROFILES 
D.1.1 Case 1a with Liquefiable Layer of Vs1 = 125 m/s 
Table D.1 Analytical soil profile for Case 1a with liquefiable layer of Vs1 = 125 m/s 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
1 0.50 19 147  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
2 0.50 19 147  
3 0.50 19 147  
4 0.50 19 158  
5 0.50 19 169  
6 0.50 19 177  
7 0.75 19 187  
8 0.75 19 196  
9 0.75 19 205  
10 0.75 19 212  
11 0.75 19 219  
12 0.75 19 225  
13 0.75 19 231  
14 0.75 19 236  
Liquefiable sand 
15 0.75 19 120  OCR=1 Ko=0.5 
FC=0% PI=0 
Dr = 35%, ' = 30° 
Cu = 3.8 
16 0.75 19 123  
17 0.75 19 125  




Table D.1 (cont.) 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
19 0.75 19 258  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
20 0.75 19 262  
21 0.75 19 266  
22 0.75 19 269  
23 0.75 19 273  
24 0.75 19 276  
25 0.75 19 279  
26 0.75 19 282  
27 0.75 19 285  
28 0.75 19 288  
29 0.75 19 291  
30 0.75 19 293  
31 0.75 19 296  
32 0.75 19 299  
33 0.75 19 301  
34 0.75 19 303  
35 0.75 19 306  
36 0.75 19 308  
37 0.75 19 310  
38 0.75 19 313  
39 0.75 19 315  
40 0.75 19 317  
41 0.75 19 319  






























0.50 19 147  2.86  2.1  0.21  0.79  1.00  1.00  0.99 0.95 
2 0.50 19 147  2.09  6.2  -0.61  -0.70  12.30  1.00  0.99 0.95 
3 0.50 19 147  1.80  10.3  -1.24  -8.00  8.91  1.00  0.99 0.95 
4 0.50 19 158  1.64  14.5  -1.41  -9.90  8.32  1.00  0.99 0.95 
5 0.50 19 169  1.52  18.6  -1.50  -12.40  9.12  1.00  0.99 0.95 
6 0.50 19 177  1.44  22.7  -1.55  -12.80  9.77  1.00  0.92 0.95 
7 0.75 19 187  1.35  27.9  -1.65  -10.10  5.62  1.00  0.99 0.95 
8 0.75 19 196  1.28  34.1  -1.70  -8.40  3.89  1.00  0.99 0.95 
9 0.75 19 205  1.22  40.3  -1.73  -8.50  3.47  1.00  0.99 0.95 
10 0.75 19 212  1.16  46.5  -1.80  -7.00  2.57  1.00  0.99 0.95 
11 0.75 19 219  1.12  52.7  -1.87  -6.90  2.40  1.00  0.99 0.95 
12 0.75 19 225  1.09  58.9  -1.91  -6.32  2.00  1.00  0.99 0.95 
13 0.75 19 231  1.06  65.1  -1.86  -5.90  1.55  1.00  0.99 0.95 




0.75 19 120  0.94  49.7  -5.10  -5.45  0.03  1.00  0.99 0.95 
16 0.75 19 123  0.92  53.7  -5.00  -5.11  0.02  1.00  0.99 0.95 
17 0.75 19 125  0.91  57.7  -5.00  -4.71  0.01  1.00  0.99 0.95 
18 0.75 19 127  0.85  61.6  -9.98  0.79  13.49  1.00  0.99 0.95 
19 
Dense sand 
0.75 19 258  0.92  102.4  -2.07  -3.88  0.66  1.00  0.99 0.95 
20 0.75 19 262  0.91  108.6  -2.10  -3.65  0.59  1.00  0.99 0.95 
21 0.75 19 266  0.90  114.8  -2.00  -3.56  0.46  1.00  0.99 0.95 
22 0.75 19 269  0.88  121.0  -2.10  -3.28  0.44  1.00  0.99 0.95 
560 
 



























0.75 19 273  0.87  127.2  -2.14  -3.08  0.39  1.00  0.99  0.95 
24  0.75 19 276  0.86  133.4  -2.00  -3.07  0.30  1.00  0.99  0.95 
25  0.75 19 279  0.84  139.6  -2.10  -2.83  0.28  1.00  0.99  0.95 
26  0.75 19 282  0.83  145.8  -2.18  -2.62  0.26  1.00  0.99  0.95 
27  0.75 19 285  0.83  152.0  -2.00  -2.68  0.19  1.00  0.99  0.95 
28  0.75 19 288  0.81  158.2  -2.20  -2.37  0.19  1.00  0.99  0.95 
29  0.75 19 291  0.80  164.4  -2.21  -2.25  0.17  1.00  0.99  0.95 
30  0.75 19 293  0.80  170.6  -2.10  -2.26  0.13  1.00  0.99  0.95 
31  0.75 19 296  0.79  176.8  -2.20  -2.06  0.12  1.00  0.99  0.95 
32  0.75 19 299  0.78  183.0  -2.27  -1.90  0.11  1.00  0.99  0.95 
33  0.75 19 301  0.77  189.2  -2.20  -1.88  0.09  1.00  0.99  0.95 
34  0.75 19 303  0.77  195.4  -2.29  -1.71  0.08  1.00  0.99  0.95 
35  0.75 19 306  0.76  201.6  -2.31  -1.61  0.07  1.00  0.99  0.95 
36  0.75 19 308  0.75  207.8  -2.30  -1.55  0.05  1.00  0.99  0.95 
37  0.75 19 310  0.74  214.0  -2.20  -1.58  0.04  1.00  0.99  0.95 
38  0.75 19 313  0.74  220.2  -2.30  -1.41  0.03  1.00  0.99  0.95 
39  0.75 19 315  0.73  226.4  -2.28  -1.36  0.02  1.00  0.99  0.95 
40  0.75 19 317  0.71  232.6  -3.75  0.20  15.49  1.00  0.99  0.95 
41  0.75 19 319  0.71  238.8  -3.77  0.30  15.49  1.00  0.99  0.95 































P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 
5=G-P/A α β Dru=1.0 CSRt - ν - 
1 
Dense sand 
1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 1.5 
2 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 16.5 
3 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 35.5 
4 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 41.5 
5 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 45.5 
6 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 47 
7 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 50 
8 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 50 
9 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 50 
10 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 41 
11 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 42 
12 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 42 
13 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 42 




1 2 1 3.5 1 0.05 1  0.02 0.82 0.55 25.5 
16 1 2 1 3.5 1 0.05 1  0.02 0.82 0.55 25 
17 1 2 1 3.5 1 0.05 1  0.02 0.82 0.55 24.5 
18 1 2 1 3.5 1 0.05 1  0.02 0.865 0.6 22 
19 
Dense sand 
1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 32 
20 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 31.5 
21 1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 31.5 
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P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 




1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 31 
23 1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 30.5 
24 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 25 
25 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24.5 
26 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24.5 
27 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24 
28 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24 
29 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23.5 
30 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23.5 
31 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23 
32 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23 
33 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23 
34 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 22.5 
35 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.4 14.5 
36 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14.5 
37 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14.5 
38 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14.5 
39 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14 
40 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.45 18.5 
41 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.45 18.5 
42 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.45 19 
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D.1.2 Case 1a with Liquefiable Layer of Vs1 = 150 m/s 
Table D.4 Analytical soil profile for Case 1a with liquefiable layer of Vs1 = 150 m/s 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
1 0.50 19 147  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
2 0.50 19 147  
3 0.50 19 147  
4 0.50 19 158  
5 0.50 19 169  
6 0.50 19 177  
7 0.75 19 187  
8 0.75 19 196  
9 0.75 19 205  
10 0.75 19 212  
11 0.75 19 219  
12 0.75 19 225  
13 0.75 19 231  
14 0.75 19 236  
Liquefiable sand 
15 0.75 19 145  OCR=1 Ko=0.48 
FC=0% PI=0 
Dr = 48%, ' = 31° 
Cu = 3.8 
16 0.75 19 147  
17 0.75 19 150  











Table D.4 (cont.) 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
19 0.75 19 258  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
20 0.75 19 262  
21 0.75 19 266  
22 0.75 19 269  
23 0.75 19 273  
24 0.75 19 276  
25 0.75 19 279  
26 0.75 19 282  
27 0.75 19 285  
28 0.75 19 288  
29 0.75 19 291  
30 0.75 19 293  
31 0.75 19 296  
32 0.75 19 299  
33 0.75 19 301  
34 0.75 19 303  
35 0.75 19 306  
36 0.75 19 308  
37 0.75 19 310  
38 0.75 19 313  
39 0.75 19 315  
40 0.75 19 317  
41 0.75 19 319  






























0.50 19 147  2.86  2.1  0.21  0.79  1.00  1.00  0.99 0.95 
2 0.50 19 147  2.09  6.2  -0.61  -0.70  12.30  1.00  0.99 0.95 
3 0.50 19 147  1.80  10.3  -1.24  -8.00  8.91  1.00  0.99 0.95 
4 0.50 19 158  1.64  14.5  -1.41  -9.90  8.32  1.00  0.99 0.95 
5 0.50 19 169  1.52  18.6  -1.50  -12.40  9.12  1.00  0.99 0.95 
6 0.50 19 177  1.44  22.7  -1.55  -12.80  9.77  1.00  0.92 0.95 
7 0.75 19 187  1.35  27.9  -1.65  -10.10  5.62  1.00  0.99 0.95 
8 0.75 19 196  1.28  34.1  -1.70  -8.40  3.89  1.00  0.99 0.95 
9 0.75 19 205  1.22  40.3  -1.73  -8.50  3.47  1.00  0.99 0.95 
10 0.75 19 212  1.16  46.5  -1.80  -7.00  2.57  1.00  0.99 0.95 
11 0.75 19 219  1.12  52.7  -1.87  -6.90  2.40  1.00  0.99 0.95 
12 0.75 19 225  1.09  58.9  -1.91  -6.32  2.00  1.00  0.99 0.95 
13 0.75 19 231  1.06  65.1  -1.86  -5.90  1.55  1.00  0.99 0.95 




0.75 19 145  0.95  51.7  -4.11  -11.04  0.56  1.00  0.99 0.95 
16 0.75 19 147  0.94  55.8  -3.70  -10.81  0.42  1.00  0.99 0.95 
17 0.75 19 150  0.92  60.0  -3.86  -10.10  0.38  1.00  0.99 0.95 
18 0.75 19 152  0.90  64.1  -4.16  -9.30  0.37  1.00  0.99 0.95 
19 
Dense sand 
0.75 19 258  0.92  102.4  -2.07  -3.88  0.66  1.00  0.99 0.95 
20 0.75 19 262  0.91  108.6  -2.10  -3.65  0.59  1.00  0.99 0.95 
21 0.75 19 266  0.90  114.8  -2.00  -3.56  0.46  1.00  0.99 0.95 
22 0.75 19 269  0.88  121.0  -2.10  -3.28  0.44  1.00  0.99 0.95 
566 
 



























0.75 19 273  0.87  127.2  -2.14  -3.08  0.39  1.00  0.99  0.95 
24  0.75 19 276  0.86  133.4  -2.00  -3.07  0.30  1.00  0.99  0.95 
25  0.75 19 279  0.84  139.6  -2.10  -2.83  0.28  1.00  0.99  0.95 
26  0.75 19 282  0.83  145.8  -2.18  -2.62  0.26  1.00  0.99  0.95 
27  0.75 19 285  0.83  152.0  -2.00  -2.68  0.19  1.00  0.99  0.95 
28  0.75 19 288  0.81  158.2  -2.20  -2.37  0.19  1.00  0.99  0.95 
29  0.75 19 291  0.80  164.4  -2.21  -2.25  0.17  1.00  0.99  0.95 
30  0.75 19 293  0.80  170.6  -2.10  -2.26  0.13  1.00  0.99  0.95 
31  0.75 19 296  0.79  176.8  -2.20  -2.06  0.12  1.00  0.99  0.95 
32  0.75 19 299  0.78  183.0  -2.27  -1.90  0.11  1.00  0.99  0.95 
33  0.75 19 301  0.77  189.2  -2.20  -1.88  0.09  1.00  0.99  0.95 
34  0.75 19 303  0.77  195.4  -2.29  -1.71  0.08  1.00  0.99  0.95 
35  0.75 19 306  0.76  201.6  -2.31  -1.61  0.07  1.00  0.99  0.95 
36  0.75 19 308  0.75  207.8  -2.30  -1.55  0.05  1.00  0.99  0.95 
37  0.75 19 310  0.74  214.0  -2.20  -1.58  0.04  1.00  0.99  0.95 
38  0.75 19 313  0.74  220.2  -2.30  -1.41  0.03  1.00  0.99  0.95 
39  0.75 19 315  0.73  226.4  -2.28  -1.36  0.02  1.00  0.99  0.95 
40  0.75 19 317  0.71  232.6  -3.75  0.20  15.49  1.00  0.99  0.95 
41  0.75 19 319  0.71  238.8  -3.77  0.30  15.49  1.00  0.99  0.95 































P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 
5=G-P/A α β Dru=1.0 CSRt - ν - 
1 
Dense sand 
1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 1.5 
2 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 16.5 
3 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 35.5 
4 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 41.5 
5 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 45.5 
6 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 47 
7 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 50 
8 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 50 
9 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 50 
10 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 41 
11 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 42 
12 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 42 
13 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 42 




1 2 1 3.3 1 0.05 1.2  0.02 0.685 0.4 48.5 
16 1 2 1 3.3 1 0.05 1.2  0.02 0.685 0.4 48 
17 1 2 1 3.3 1 0.05 1.2  0.02 0.685 0.4 47 
18 1 2 1 3.3 1 0.05 1.2  0.02 0.685 0.45 50 
19 
Dense sand 
1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 32 
20 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 31.5 
21 1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 31.5 
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P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 




1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 31 
23 1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 30.5 
24 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 25 
25 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24.5 
26 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24.5 
27 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24 
28 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24 
29 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23.5 
30 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23.5 
31 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23 
32 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23 
33 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23 
34 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 22.5 
35 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.4 14.5 
36 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14.5 
37 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14.5 
38 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14.5 
39 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14 
40 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.45 18.5 
41 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.45 18.5 
42 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.45 19 
569 
 
D.1.3 Case 1a with Liquefiable Layer of Vs1 = 175 m/s 
Table D.7 Analytical soil profile for Case 1a with liquefiable layer of Vs1 = 175 m/s 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
1 0.50 19 147  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
2 0.50 19 147  
3 0.50 19 147  
4 0.50 19 158  
5 0.50 19 169  
6 0.50 19 177  
7 0.75 19 187  
8 0.75 19 196  
9 0.75 19 205  
10 0.75 19 212  
11 0.75 19 219  
12 0.75 19 225  
13 0.75 19 231  
14 0.75 19 236  
Liquefiable sand 
15 0.75 19 169  OCR=1 Ko=0.46 
FC=0% PI=0 
Dr = 65%, ' = 33° 
Cu = 3.8 
16 0.75 19 172  
17 0.75 19 175  











Table D.7 (cont.) 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
19 0.75 19 258  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
20 0.75 19 262  
21 0.75 19 266  
22 0.75 19 269  
23 0.75 19 273  
24 0.75 19 276  
25 0.75 19 279  
26 0.75 19 282  
27 0.75 19 285  
28 0.75 19 288  
29 0.75 19 291  
30 0.75 19 293  
31 0.75 19 296  
32 0.75 19 299  
33 0.75 19 301  
34 0.75 19 303  
35 0.75 19 306  
36 0.75 19 308  
37 0.75 19 310  
38 0.75 19 313  
39 0.75 19 315  
40 0.75 19 317  
41 0.75 19 319  






























0.50 19 147  2.86  2.1  0.21  0.79  1.00  1.00  0.99 0.95 
2 0.50 19 147  2.09  6.2  -0.61  -0.70  12.30  1.00  0.99 0.95 
3 0.50 19 147  1.80  10.3  -1.24  -8.00  8.91  1.00  0.99 0.95 
4 0.50 19 158  1.64  14.5  -1.41  -9.90  8.32  1.00  0.99 0.95 
5 0.50 19 169  1.52  18.6  -1.50  -12.40  9.12  1.00  0.99 0.95 
6 0.50 19 177  1.44  22.7  -1.55  -12.80  9.77  1.00  0.92 0.95 
7 0.75 19 187  1.35  27.9  -1.65  -10.10  5.62  1.00  0.99 0.95 
8 0.75 19 196  1.28  34.1  -1.70  -8.40  3.89  1.00  0.99 0.95 
9 0.75 19 205  1.22  40.3  -1.73  -8.50  3.47  1.00  0.99 0.95 
10 0.75 19 212  1.16  46.5  -1.80  -7.00  2.57  1.00  0.99 0.95 
11 0.75 19 219  1.12  52.7  -1.87  -6.90  2.40  1.00  0.99 0.95 
12 0.75 19 225  1.09  58.9  -1.91  -6.32  2.00  1.00  0.99 0.95 
13 0.75 19 231  1.06  65.1  -1.86  -5.90  1.55  1.00  0.99 0.95 




0.75 19 169  0.95  51.7  -4.11  -11.04  0.56  1.00  0.99 0.95 
16 0.75 19 172  0.94  55.8  -3.70  -10.81  0.42  1.00  0.99 0.95 
17 0.75 19 175  0.92  60.0  -3.86  -10.10  0.38  1.00  0.99 0.95 
18 0.75 19 178  0.90  64.1  -4.16  -9.30  0.37  1.00  0.99 0.95 
19 
Dense sand 
0.75 19 258  0.92  102.4  -2.07  -3.88  0.66  1.00  0.99 0.95 
20 0.75 19 262  0.91  108.6  -2.10  -3.65  0.59  1.00  0.99 0.95 
21 0.75 19 266  0.90  114.8  -2.00  -3.56  0.46  1.00  0.99 0.95 
22 0.75 19 269  0.88  121.0  -2.10  -3.28  0.44  1.00  0.99 0.95 
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0.75 19 273  0.87  127.2  -2.14  -3.08  0.39  1.00  0.99  0.95 
24  0.75 19 276  0.86  133.4  -2.00  -3.07  0.30  1.00  0.99  0.95 
25  0.75 19 279  0.84  139.6  -2.10  -2.83  0.28  1.00  0.99  0.95 
26  0.75 19 282  0.83  145.8  -2.18  -2.62  0.26  1.00  0.99  0.95 
27  0.75 19 285  0.83  152.0  -2.00  -2.68  0.19  1.00  0.99  0.95 
28  0.75 19 288  0.81  158.2  -2.20  -2.37  0.19  1.00  0.99  0.95 
29  0.75 19 291  0.80  164.4  -2.21  -2.25  0.17  1.00  0.99  0.95 
30  0.75 19 293  0.80  170.6  -2.10  -2.26  0.13  1.00  0.99  0.95 
31  0.75 19 296  0.79  176.8  -2.20  -2.06  0.12  1.00  0.99  0.95 
32  0.75 19 299  0.78  183.0  -2.27  -1.90  0.11  1.00  0.99  0.95 
33  0.75 19 301  0.77  189.2  -2.20  -1.88  0.09  1.00  0.99  0.95 
34  0.75 19 303  0.77  195.4  -2.29  -1.71  0.08  1.00  0.99  0.95 
35  0.75 19 306  0.76  201.6  -2.31  -1.61  0.07  1.00  0.99  0.95 
36  0.75 19 308  0.75  207.8  -2.30  -1.55  0.05  1.00  0.99  0.95 
37  0.75 19 310  0.74  214.0  -2.20  -1.58  0.04  1.00  0.99  0.95 
38  0.75 19 313  0.74  220.2  -2.30  -1.41  0.03  1.00  0.99  0.95 
39  0.75 19 315  0.73  226.4  -2.28  -1.36  0.02  1.00  0.99  0.95 
40  0.75 19 317  0.71  232.6  -3.75  0.20  15.49  1.00  0.99  0.95 
41  0.75 19 319  0.71  238.8  -3.77  0.30  15.49  1.00  0.99  0.95 































P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 
5=G-P/A α β Dru=1.0 CSRt - ν - 
1 
Dense sand 
1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 1.5 
2 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 16.5 
3 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 35.5 
4 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 41.5 
5 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 45.5 
6 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 47 
7 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 50 
8 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 50 
9 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 50 
10 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 41 
11 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 42 
12 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 42 
13 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 42 




1 2 1 2.9 1 0.05 2.55  0.06 0.685 0.4 39.5 
16 1 2 1 2.9 1 0.05 2.55  0.06 0.685 0.4 38.5 
17 1 2 1 2.9 1 0.05 2.55  0.06 0.685 0.4 38 
18 1 2 1 2.9 1 0.05 2.55  0.06 0.685 0.4 37.5 
19 
Dense sand 
1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 32 
20 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 31.5 
21 1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 31.5 
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P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 




1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 31 
23 1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 30.5 
24 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 25 
25 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24.5 
26 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24.5 
27 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24 
28 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24 
29 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23.5 
30 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23.5 
31 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23 
32 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23 
33 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23 
34 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 22.5 
35 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.4 14.5 
36 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14.5 
37 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14.5 
38 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14.5 
39 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14 
40 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.45 18.5 
41 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.45 18.5 
42 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.45 19 
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D.1.4 Case 1a with Liquefiable Layer of Vs1 = 200 m/s 
Table D.10 Analytical soil profile for Case 1a with liquefiable layer of Vs1 = 200 m/s 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
1 0.50 19 147  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
2 0.50 19 147  
3 0.50 19 147  
4 0.50 19 158  
5 0.50 19 169  
6 0.50 19 177  
7 0.75 19 187  
8 0.75 19 196  
9 0.75 19 205  
10 0.75 19 212  
11 0.75 19 219  
12 0.75 19 225  
13 0.75 19 231  
14 0.75 19 236  
Liquefiable sand 
15 0.75 19 169  OCR=1 Ko=0.41 
FC=0% PI=0 
Dr = 85%, ' = 36° 
Cu = 3.8 
16 0.75 19 172  
17 0.75 19 175  











Table D.10 (cont.) 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
19 0.75 19 258  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
20 0.75 19 262  
21 0.75 19 266  
22 0.75 19 269  
23 0.75 19 273  
24 0.75 19 276  
25 0.75 19 279  
26 0.75 19 282  
27 0.75 19 285  
28 0.75 19 288  
29 0.75 19 291  
30 0.75 19 293  
31 0.75 19 296  
32 0.75 19 299  
33 0.75 19 301  
34 0.75 19 303  
35 0.75 19 306  
36 0.75 19 308  
37 0.75 19 310  
38 0.75 19 313  
39 0.75 19 315  
40 0.75 19 317  
41 0.75 19 319  






























0.50 19 147  2.86  2.1  0.21  0.79  1.00  1.00  0.99 0.95 
2 0.50 19 147  2.09  6.2  -0.61  -0.70  12.30  1.00  0.99 0.95 
3 0.50 19 147  1.80  10.3  -1.24  -8.00  8.91  1.00  0.99 0.95 
4 0.50 19 158  1.64  14.5  -1.41  -9.90  8.32  1.00  0.99 0.95 
5 0.50 19 169  1.52  18.6  -1.50  -12.40  9.12  1.00  0.99 0.95 
6 0.50 19 177  1.44  22.7  -1.55  -12.80  9.77  1.00  0.92 0.95 
7 0.75 19 187  1.35  27.9  -1.65  -10.10  5.62  1.00  0.99 0.95 
8 0.75 19 196  1.28  34.1  -1.70  -8.40  3.89  1.00  0.99 0.95 
9 0.75 19 205  1.22  40.3  -1.73  -8.50  3.47  1.00  0.99 0.95 
10 0.75 19 212  1.16  46.5  -1.80  -7.00  2.57  1.00  0.99 0.95 
11 0.75 19 219  1.12  52.7  -1.87  -6.90  2.40  1.00  0.99 0.95 
12 0.75 19 225  1.09  58.9  -1.91  -6.32  2.00  1.00  0.99 0.95 
13 0.75 19 231  1.06  65.1  -1.86  -5.90  1.55  1.00  0.99 0.95 




0.75 19 193  0.97  62.89  -2.49  -2.79  0.17  1.00  0.99 0.95 
16 0.75 19 196  0.95  67.93  -2.40  -2.64  0.12  1.00  0.99 0.95 
17 0.75 19 200  0.93  72.96  -2.30  -2.53  0.08  1.00  0.99 0.95 
18 0.75 19 203  0.91  77.99  -2.57  -2.06  0.07  1.00  0.99 0.95 
19 
Dense sand 
0.75 19 258  0.92  102.4  -2.07  -3.88  0.66  1.00  0.99 0.95 
20 0.75 19 262  0.91  108.6  -2.10  -3.65  0.59  1.00  0.99 0.95 
21 0.75 19 266  0.90  114.8  -2.00  -3.56  0.46  1.00  0.99 0.95 
22 0.75 19 269  0.88  121.0  -2.10  -3.28  0.44  1.00  0.99 0.95 
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0.75 19 273  0.87  127.2  -2.14  -3.08  0.39  1.00  0.99  0.95 
24  0.75 19 276  0.86  133.4  -2.00  -3.07  0.30  1.00  0.99  0.95 
25  0.75 19 279  0.84  139.6  -2.10  -2.83  0.28  1.00  0.99  0.95 
26  0.75 19 282  0.83  145.8  -2.18  -2.62  0.26  1.00  0.99  0.95 
27  0.75 19 285  0.83  152.0  -2.00  -2.68  0.19  1.00  0.99  0.95 
28  0.75 19 288  0.81  158.2  -2.20  -2.37  0.19  1.00  0.99  0.95 
29  0.75 19 291  0.80  164.4  -2.21  -2.25  0.17  1.00  0.99  0.95 
30  0.75 19 293  0.80  170.6  -2.10  -2.26  0.13  1.00  0.99  0.95 
31  0.75 19 296  0.79  176.8  -2.20  -2.06  0.12  1.00  0.99  0.95 
32  0.75 19 299  0.78  183.0  -2.27  -1.90  0.11  1.00  0.99  0.95 
33  0.75 19 301  0.77  189.2  -2.20  -1.88  0.09  1.00  0.99  0.95 
34  0.75 19 303  0.77  195.4  -2.29  -1.71  0.08  1.00  0.99  0.95 
35  0.75 19 306  0.76  201.6  -2.31  -1.61  0.07  1.00  0.99  0.95 
36  0.75 19 308  0.75  207.8  -2.30  -1.55  0.05  1.00  0.99  0.95 
37  0.75 19 310  0.74  214.0  -2.20  -1.58  0.04  1.00  0.99  0.95 
38  0.75 19 313  0.74  220.2  -2.30  -1.41  0.03  1.00  0.99  0.95 
39  0.75 19 315  0.73  226.4  -2.28  -1.36  0.02  1.00  0.99  0.95 
40  0.75 19 317  0.71  232.6  -3.75  0.20  15.49  1.00  0.99  0.95 
41  0.75 19 319  0.71  238.8  -3.77  0.30  15.49  1.00  0.99  0.95 































P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 
5=G-P/A α β Dru=1.0 CSRt - ν - 
1 
Dense sand 
1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 1.5 
2 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 16.5 
3 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 35.5 
4 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 41.5 
5 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 45.5 
6 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 47 
7 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 50 
8 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 50 
9 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 50 
10 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 41 
11 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 42 
12 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 42 
13 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 42 




1 2 1 2.6 1 0.05 3.8  0.1 0.685 0.4 26.5 
16 1 2 1 2.6 1 0.05 3.8  0.1 0.685 0.4 25.5 
17 1 2 1 2.6 1 0.05 3.8  0.1 0.73 0.45 21.5 
18 1 2 1 2.6 1 0.05 3.8  0.1 0.73 0.45 21 
19 
Dense sand 
1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 32 
20 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 31.5 
21 1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 31.5 
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P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 




1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 31 
23 1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 30.5 
24 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 25 
25 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24.5 
26 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24.5 
27 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24 
28 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24 
29 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23.5 
30 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23.5 
31 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23 
32 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23 
33 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23 
34 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 22.5 
35 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.4 14.5 
36 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14.5 
37 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14.5 
38 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14.5 
39 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14 
40 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.45 18.5 
41 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.45 18.5 
42 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.45 19 
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D.1.5 Case 1b with Liquefiable Layer of Vs1 = 125 m/s 
Table D.13 Analytical soil profile for Case 1b with liquefiable layer of Vs1 = 125 m/s 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
1 0.50 19 147  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
2 0.50 19 147  
3 0.50 19 147  
4 0.50 19 158  
5 0.50 19 169  
6 0.50 19 177  
7 0.75 19 187  
8 0.75 19 196  
9 0.75 19 205  
10 0.75 19 212  
11 0.75 19 219  
12 0.75 19 225  
13 0.75 19 231  
14 0.75 19 236  
Liquefiable sand 
15 0.75 19 120  OCR=1 Ko=0.5 
FC=0% PI=0 
Dr = 35%, ' = 30° 
Cu = 1.4 
16 0.75 19 123  
17 0.75 19 125  











Table D.13 (cont.) 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
19 0.75 19 258  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
 
20 0.75 19 262  
21 0.75 19 266  
22 0.75 19 269  
23 0.75 19 273  
24 0.75 19 276  
25 0.75 19 279  
26 0.75 19 282  
27 0.75 19 285  
28 0.75 19 288  
29 0.75 19 291  
30 0.75 19 293  
31 0.75 19 296  
32 0.75 19 299  
33 0.75 19 301  
34 0.75 19 303  
35 0.75 19 306  
36 0.75 19 308  
37 0.75 19 310  
38 0.75 19 313  
39 0.75 19 315  
40 0.75 19 317  
41 0.75 19 319  
42 0.75 19 321  
 




























0.50 19 147  2.86  2.1  0.21  0.79  1.00  1.00  0.99 0.95 
2 0.50 19 147  2.09  6.2  -0.61  -0.70  12.30  1.00  0.99 0.95 
3 0.50 19 147  1.80  10.3  -1.24  -8.00  8.91  1.00  0.99 0.95 
4 0.50 19 158  1.64  14.5  -1.41  -9.90  8.32  1.00  0.99 0.95 
5 0.50 19 169  1.52  18.6  -1.50  -12.40  9.12  1.00  0.99 0.95 
6 0.50 19 177  1.44  22.7  -1.55  -12.80  9.77  1.00  0.92 0.95 
7 0.75 19 187  1.35  27.9  -1.65  -10.10  5.62  1.00  0.99 0.95 
8 0.75 19 196  1.28  34.1  -1.70  -8.40  3.89  1.00  0.99 0.95 
9 0.75 19 205  1.22  40.3  -1.73  -8.50  3.47  1.00  0.99 0.95 
10 0.75 19 212  1.16  46.5  -1.80  -7.00  2.57  1.00  0.99 0.95 
11 0.75 19 219  1.12  52.7  -1.87  -6.90  2.40  1.00  0.99 0.95 
12 0.75 19 225  1.09  58.9  -1.91  -6.32  2.00  1.00  0.99 0.95 
13 0.75 19 231  1.06  65.1  -1.86  -5.90  1.55  1.00  0.99 0.95 




0.75 19 120  0.94  49.7  -5.10  -5.45  0.03  1.00  0.99 0.95 
16 0.75 19 123  0.92  53.7  -5.00  -5.11  0.02  1.00  0.99 0.95 
17 0.75 19 125  0.91  57.7  -5.00  -4.71  0.01  1.00  0.99 0.95 
18 0.75 19 127  0.85  61.6  -9.98  0.79  13.49  1.00  0.99 0.95 
19 
Dense sand 
0.75 19 258  0.92  102.4  -2.07  -3.88  0.66  1.00  0.99 0.95 
20 0.75 19 262  0.91  108.6  -2.10  -3.65  0.59  1.00  0.99 0.95 
21 0.75 19 266  0.90  114.8  -2.00  -3.56  0.46  1.00  0.99 0.95 
22 0.75 19 269  0.88  121.0  -2.10  -3.28  0.44  1.00  0.99 0.95 
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0.75 19 273  0.87  127.2  -2.14  -3.08  0.39  1.00  0.99  0.95 
24  0.75 19 276  0.86  133.4  -2.00  -3.07  0.30  1.00  0.99  0.95 
25  0.75 19 279  0.84  139.6  -2.10  -2.83  0.28  1.00  0.99  0.95 
26  0.75 19 282  0.83  145.8  -2.18  -2.62  0.26  1.00  0.99  0.95 
27  0.75 19 285  0.83  152.0  -2.00  -2.68  0.19  1.00  0.99  0.95 
28  0.75 19 288  0.81  158.2  -2.20  -2.37  0.19  1.00  0.99  0.95 
29  0.75 19 291  0.80  164.4  -2.21  -2.25  0.17  1.00  0.99  0.95 
30  0.75 19 293  0.80  170.6  -2.10  -2.26  0.13  1.00  0.99  0.95 
31  0.75 19 296  0.79  176.8  -2.20  -2.06  0.12  1.00  0.99  0.95 
32  0.75 19 299  0.78  183.0  -2.27  -1.90  0.11  1.00  0.99  0.95 
33  0.75 19 301  0.77  189.2  -2.20  -1.88  0.09  1.00  0.99  0.95 
34  0.75 19 303  0.77  195.4  -2.29  -1.71  0.08  1.00  0.99  0.95 
35  0.75 19 306  0.76  201.6  -2.31  -1.61  0.07  1.00  0.99  0.95 
36  0.75 19 308  0.75  207.8  -2.30  -1.55  0.05  1.00  0.99  0.95 
37  0.75 19 310  0.74  214.0  -2.20  -1.58  0.04  1.00  0.99  0.95 
38  0.75 19 313  0.74  220.2  -2.30  -1.41  0.03  1.00  0.99  0.95 
39  0.75 19 315  0.73  226.4  -2.28  -1.36  0.02  1.00  0.99  0.95 
40  0.75 19 317  0.71  232.6  -3.75  0.20  15.49  1.00  0.99  0.95 
41  0.75 19 319  0.71  238.8  -3.77  0.30  15.49  1.00  0.99  0.95 































P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 
5=G-P/A α β Dru=1.0 CSRt - ν - 
1 
Dense sand 
1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 1.5 
2 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 16.5 
3 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 35.5 
4 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 41.5 
5 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 45.5 
6 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 47 
7 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 50 
8 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 50 
9 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 50 
10 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 41 
11 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 42 
12 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 42 
13 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 42 




1 2 1 1.3 
 
1 0.05 1  0.02 0.82 0.55 25.5 
16 1 2 1 1.3 
 
1 0.05 1  0.02 0.82 0.55 25 
17 1 2 1 1.3 
 
1 0.05 1  0.02 0.82 0.55 24.5 
18 1 2 1 1.3 
 
1 0.05 1  0.02 0.865 0.6 22 
19 
Dense sand 
1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 32 
20 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 31.5 
21 1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 31.5 
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P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 




1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 31 
23 1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 30.5 
24 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 25 
25 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24.5 
26 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24.5 
27 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24 
28 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24 
29 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23.5 
30 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23.5 
31 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23 
32 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23 
33 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23 
34 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 22.5 
35 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.4 14.5 
36 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14.5 
37 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14.5 
38 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14.5 
39 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14 
40 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.45 18.5 
41 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.45 18.5 
42 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.45 19 
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D.1.6 Case 1b with Liquefiable Layer of Vs1 = 150 m/s 
Table D.16 Analytical soil profile for Case 1b with liquefiable layer of Vs1 = 150 m/s 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
1 0.50 19 147  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
2 0.50 19 147  
3 0.50 19 147  
4 0.50 19 158  
5 0.50 19 169  
6 0.50 19 177  
7 0.75 19 187  
8 0.75 19 196  
9 0.75 19 205  
10 0.75 19 212  
11 0.75 19 219  
12 0.75 19 225  
13 0.75 19 231  
14 0.75 19 236  
Liquefiable sand 
15 0.75 19 145  OCR=1 Ko=0.48 
FC=0% PI=0 
Dr = 48%, ' = 31° 
Cu = 1.4 
16 0.75 19 147  
17 0.75 19 150  











Table D.16 (cont.) 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
19 0.75 19 258  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
20 0.75 19 262  
21 0.75 19 266  
22 0.75 19 269  
23 0.75 19 273  
24 0.75 19 276  
25 0.75 19 279  
26 0.75 19 282  
27 0.75 19 285  
28 0.75 19 288  
29 0.75 19 291  
30 0.75 19 293  
31 0.75 19 296  
32 0.75 19 299  
33 0.75 19 301  
34 0.75 19 303  
35 0.75 19 306  
36 0.75 19 308  
37 0.75 19 310  
38 0.75 19 313  
39 0.75 19 315  
40 0.75 19 317  
41 0.75 19 319  






























0.50 19 147  2.86  2.1  0.21  0.79  1.00  1.00  0.99 0.95 
2 0.50 19 147  2.09  6.2  -0.61  -0.70  12.30  1.00  0.99 0.95 
3 0.50 19 147  1.80  10.3  -1.24  -8.00  8.91  1.00  0.99 0.95 
4 0.50 19 158  1.64  14.5  -1.41  -9.90  8.32  1.00  0.99 0.95 
5 0.50 19 169  1.52  18.6  -1.50  -12.40  9.12  1.00  0.99 0.95 
6 0.50 19 177  1.44  22.7  -1.55  -12.80  9.77  1.00  0.92 0.95 
7 0.75 19 187  1.35  27.9  -1.65  -10.10  5.62  1.00  0.99 0.95 
8 0.75 19 196  1.28  34.1  -1.70  -8.40  3.89  1.00  0.99 0.95 
9 0.75 19 205  1.22  40.3  -1.73  -8.50  3.47  1.00  0.99 0.95 
10 0.75 19 212  1.16  46.5  -1.80  -7.00  2.57  1.00  0.99 0.95 
11 0.75 19 219  1.12  52.7  -1.87  -6.90  2.40  1.00  0.99 0.95 
12 0.75 19 225  1.09  58.9  -1.91  -6.32  2.00  1.00  0.99 0.95 
13 0.75 19 231  1.06  65.1  -1.86  -5.90  1.55  1.00  0.99 0.95 




0.75 19 145  0.95  51.7  -4.11  -11.04  0.56  1.00  0.99 0.95 
16 0.75 19 147  0.94  55.8  -3.70  -10.81  0.42  1.00  0.99 0.95 
17 0.75 19 150  0.92  60.0  -3.86  -10.10  0.38  1.00  0.99 0.95 
18 0.75 19 152  0.90  64.1  -4.16  -9.30  0.37  1.00  0.99 0.95 
19 
Dense sand 
0.75 19 258  0.92  102.4  -2.07  -3.88  0.66  1.00  0.99 0.95 
20 0.75 19 262  0.91  108.6  -2.10  -3.65  0.59  1.00  0.99 0.95 
21 0.75 19 266  0.90  114.8  -2.00  -3.56  0.46  1.00  0.99 0.95 
22 0.75 19 269  0.88  121.0  -2.10  -3.28  0.44  1.00  0.99 0.95 
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0.75 19 273  0.87  127.2  -2.14  -3.08  0.39  1.00  0.99  0.95 
24  0.75 19 276  0.86  133.4  -2.00  -3.07  0.30  1.00  0.99  0.95 
25  0.75 19 279  0.84  139.6  -2.10  -2.83  0.28  1.00  0.99  0.95 
26  0.75 19 282  0.83  145.8  -2.18  -2.62  0.26  1.00  0.99  0.95 
27  0.75 19 285  0.83  152.0  -2.00  -2.68  0.19  1.00  0.99  0.95 
28  0.75 19 288  0.81  158.2  -2.20  -2.37  0.19  1.00  0.99  0.95 
29  0.75 19 291  0.80  164.4  -2.21  -2.25  0.17  1.00  0.99  0.95 
30  0.75 19 293  0.80  170.6  -2.10  -2.26  0.13  1.00  0.99  0.95 
31  0.75 19 296  0.79  176.8  -2.20  -2.06  0.12  1.00  0.99  0.95 
32  0.75 19 299  0.78  183.0  -2.27  -1.90  0.11  1.00  0.99  0.95 
33  0.75 19 301  0.77  189.2  -2.20  -1.88  0.09  1.00  0.99  0.95 
34  0.75 19 303  0.77  195.4  -2.29  -1.71  0.08  1.00  0.99  0.95 
35  0.75 19 306  0.76  201.6  -2.31  -1.61  0.07  1.00  0.99  0.95 
36  0.75 19 308  0.75  207.8  -2.30  -1.55  0.05  1.00  0.99  0.95 
37  0.75 19 310  0.74  214.0  -2.20  -1.58  0.04  1.00  0.99  0.95 
38  0.75 19 313  0.74  220.2  -2.30  -1.41  0.03  1.00  0.99  0.95 
39  0.75 19 315  0.73  226.4  -2.28  -1.36  0.02  1.00  0.99  0.95 
40  0.75 19 317  0.71  232.6  -3.75  0.20  15.49  1.00  0.99  0.95 
41  0.75 19 319  0.71  238.8  -3.77  0.30  15.49  1.00  0.99  0.95 































P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 
5=G-P/A α β Dru=1.0 CSRt - ν - 
1 
Dense sand 
1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 1.5 
2 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 16.5 
3 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 35.5 
4 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 41.5 
5 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 45.5 
6 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 47 
7 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 50 
8 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 50 
9 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 50 
10 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 41 
11 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 42 
12 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 42 
13 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 42 




1 2 1 0.9 1 0.05 1.2  0.02 0.685 0.4 48.5 
16 1 2 1 0.9 1 0.05 1.2  0.02 0.685 0.4 48 
17 1 2 1 0.9 1 0.05 1.2  0.02 0.685 0.4 47 
18 1 2 1 0.9 1 0.05 1.2  0.02 0.685 0.45 50 
19 
Dense sand 
1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 32 
20 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 31.5 
21 1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 31.5 
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P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 




1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 31 
23 1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 30.5 
24 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 25 
25 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24.5 
26 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24.5 
27 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24 
28 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24 
29 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23.5 
30 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23.5 
31 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23 
32 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23 
33 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23 
34 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 22.5 
35 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.4 14.5 
36 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14.5 
37 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14.5 
38 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14.5 
39 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14 
40 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.45 18.5 
41 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.45 18.5 
42 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.45 19 
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D.1.7 Case 1b with Liquefiable Layer of Vs1 = 175 m/s 
Table D.19 Analytical soil profile for Case 1b with liquefiable layer of Vs1 = 175 m/s 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
1 0.50 19 147  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
2 0.50 19 147  
3 0.50 19 147  
4 0.50 19 158  
5 0.50 19 169  
6 0.50 19 177  
7 0.75 19 187  
8 0.75 19 196  
9 0.75 19 205  
10 0.75 19 212  
11 0.75 19 219  
12 0.75 19 225  
13 0.75 19 231  
14 0.75 19 236  
Liquefiable sand 
15 0.75 19 169  OCR=1 Ko=0.46 
FC=0% PI=0 
Dr = 65%, ' = 33° 
Cu = 1.4 
16 0.75 19 172  
17 0.75 19 175  










Table D.19 (cont.) 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
19 0.75 19 258  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
20 0.75 19 262  
21 0.75 19 266  
22 0.75 19 269  
23 0.75 19 273  
24 0.75 19 276  
25 0.75 19 279  
26 0.75 19 282  
27 0.75 19 285  
28 0.75 19 288  
29 0.75 19 291  
30 0.75 19 293  
31 0.75 19 296  
32 0.75 19 299  
33 0.75 19 301  
34 0.75 19 303  
35 0.75 19 306  
36 0.75 19 308  
37 0.75 19 310  
38 0.75 19 313  
39 0.75 19 315  
40 0.75 19 317  
41 0.75 19 319  






























0.50 19 147  2.86  2.1  0.21  0.79  1.00  1.00  0.99 0.95 
2 0.50 19 147  2.09  6.2  -0.61  -0.70  12.30  1.00  0.99 0.95 
3 0.50 19 147  1.80  10.3  -1.24  -8.00  8.91  1.00  0.99 0.95 
4 0.50 19 158  1.64  14.5  -1.41  -9.90  8.32  1.00  0.99 0.95 
5 0.50 19 169  1.52  18.6  -1.50  -12.40  9.12  1.00  0.99 0.95 
6 0.50 19 177  1.44  22.7  -1.55  -12.80  9.77  1.00  0.92 0.95 
7 0.75 19 187  1.35  27.9  -1.65  -10.10  5.62  1.00  0.99 0.95 
8 0.75 19 196  1.28  34.1  -1.70  -8.40  3.89  1.00  0.99 0.95 
9 0.75 19 205  1.22  40.3  -1.73  -8.50  3.47  1.00  0.99 0.95 
10 0.75 19 212  1.16  46.5  -1.80  -7.00  2.57  1.00  0.99 0.95 
11 0.75 19 219  1.12  52.7  -1.87  -6.90  2.40  1.00  0.99 0.95 
12 0.75 19 225  1.09  58.9  -1.91  -6.32  2.00  1.00  0.99 0.95 
13 0.75 19 231  1.06  65.1  -1.86  -5.90  1.55  1.00  0.99 0.95 




0.75 19 169  0.95  51.7  -4.11  -11.04  0.56  1.00  0.99 0.95 
16 0.75 19 172  0.94  55.8  -3.70  -10.81  0.42  1.00  0.99 0.95 
17 0.75 19 175  0.92  60.0  -3.86  -10.10  0.38  1.00  0.99 0.95 
18 0.75 19 178  0.90  64.1  -4.16  -9.30  0.37  1.00  0.99 0.95 
19 
Dense sand 
0.75 19 258  0.92  102.4  -2.07  -3.88  0.66  1.00  0.99 0.95 
20 0.75 19 262  0.91  108.6  -2.10  -3.65  0.59  1.00  0.99 0.95 
21 0.75 19 266  0.90  114.8  -2.00  -3.56  0.46  1.00  0.99 0.95 
22 0.75 19 269  0.88  121.0  -2.10  -3.28  0.44  1.00  0.99 0.95 
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0.75 19 273  0.87  127.2  -2.14  -3.08  0.39  1.00  0.99  0.95 
24  0.75 19 276  0.86  133.4  -2.00  -3.07  0.30  1.00  0.99  0.95 
25  0.75 19 279  0.84  139.6  -2.10  -2.83  0.28  1.00  0.99  0.95 
26  0.75 19 282  0.83  145.8  -2.18  -2.62  0.26  1.00  0.99  0.95 
27  0.75 19 285  0.83  152.0  -2.00  -2.68  0.19  1.00  0.99  0.95 
28  0.75 19 288  0.81  158.2  -2.20  -2.37  0.19  1.00  0.99  0.95 
29  0.75 19 291  0.80  164.4  -2.21  -2.25  0.17  1.00  0.99  0.95 
30  0.75 19 293  0.80  170.6  -2.10  -2.26  0.13  1.00  0.99  0.95 
31  0.75 19 296  0.79  176.8  -2.20  -2.06  0.12  1.00  0.99  0.95 
32  0.75 19 299  0.78  183.0  -2.27  -1.90  0.11  1.00  0.99  0.95 
33  0.75 19 301  0.77  189.2  -2.20  -1.88  0.09  1.00  0.99  0.95 
34  0.75 19 303  0.77  195.4  -2.29  -1.71  0.08  1.00  0.99  0.95 
35  0.75 19 306  0.76  201.6  -2.31  -1.61  0.07  1.00  0.99  0.95 
36  0.75 19 308  0.75  207.8  -2.30  -1.55  0.05  1.00  0.99  0.95 
37  0.75 19 310  0.74  214.0  -2.20  -1.58  0.04  1.00  0.99  0.95 
38  0.75 19 313  0.74  220.2  -2.30  -1.41  0.03  1.00  0.99  0.95 
39  0.75 19 315  0.73  226.4  -2.28  -1.36  0.02  1.00  0.99  0.95 
40  0.75 19 317  0.71  232.6  -3.75  0.20  15.49  1.00  0.99  0.95 
41  0.75 19 319  0.71  238.8  -3.77  0.30  15.49  1.00  0.99  0.95 































P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 
5=G-P/A α β Dru=1.0 CSRt - ν - 
1 
Dense sand 
1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 1.5 
2 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 16.5 
3 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 35.5 
4 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 41.5 
5 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 45.5 
6 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 47 
7 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 50 
8 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 50 
9 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 50 
10 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 41 
11 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 42 
12 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 42 
13 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 42 




1 2 1 0.6 1 0.05 2.55  0.06 0.685 0.4 39.5 
16 1 2 1 0.6 1 0.05 2.55  0.06 0.685 0.4 38.5 
17 1 2 1 0.6 1 0.05 2.55  0.06 0.685 0.4 38 
18 1 2 1 0.6 1 0.05 2.55  0.06 0.685 0.4 37.5 
19 
Dense sand 
1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 32 
20 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 31.5 
21 1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 31.5 
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P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 




1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 31 
23 1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 30.5 
24 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 25 
25 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24.5 
26 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24.5 
27 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24 
28 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24 
29 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23.5 
30 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23.5 
31 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23 
32 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23 
33 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23 
34 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 22.5 
35 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.4 14.5 
36 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14.5 
37 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14.5 
38 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14.5 
39 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14 
40 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.45 18.5 
41 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.45 18.5 
42 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.45 19 
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D.1.8 Case 1b with Lquefiable Layer of Vs1 = 200 m/s 
Table D.22 Analytical soil profile for Case 1b with liquefiable layer of Vs1 = 200 m/s 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
1 0.50 19 147  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
2 0.50 19 147  
3 0.50 19 147  
4 0.50 19 158  
5 0.50 19 169  
6 0.50 19 177  
7 0.75 19 187  
8 0.75 19 196  
9 0.75 19 205  
10 0.75 19 212  
11 0.75 19 219  
12 0.75 19 225  
13 0.75 19 231  
14 0.75 19 236  
Liquefiable sand 
15 0.75 19 169  OCR=1 Ko=0.41 
FC=0% PI=0 
Dr = 85%, ' = 36° 
Cu = 1.4 
16 0.75 19 172  
17 0.75 19 175  











Table D.22 (cont.) 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
19 0.75 19 258  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
20 0.75 19 262  
21 0.75 19 266  
22 0.75 19 269  
23 0.75 19 273  
24 0.75 19 276  
25 0.75 19 279  
26 0.75 19 282  
27 0.75 19 285  
28 0.75 19 288  
29 0.75 19 291  
30 0.75 19 293  
31 0.75 19 296  
32 0.75 19 299  
33 0.75 19 301  
34 0.75 19 303  
35 0.75 19 306  
36 0.75 19 308  
37 0.75 19 310  
38 0.75 19 313  
39 0.75 19 315  
40 0.75 19 317  
41 0.75 19 319  






























0.50 19 147  2.86  2.1  0.21  0.79  1.00  1.00  0.99 0.95 
2 0.50 19 147  2.09  6.2  -0.61  -0.70  12.30  1.00  0.99 0.95 
3 0.50 19 147  1.80  10.3  -1.24  -8.00  8.91  1.00  0.99 0.95 
4 0.50 19 158  1.64  14.5  -1.41  -9.90  8.32  1.00  0.99 0.95 
5 0.50 19 169  1.52  18.6  -1.50  -12.40  9.12  1.00  0.99 0.95 
6 0.50 19 177  1.44  22.7  -1.55  -12.80  9.77  1.00  0.92 0.95 
7 0.75 19 187  1.35  27.9  -1.65  -10.10  5.62  1.00  0.99 0.95 
8 0.75 19 196  1.28  34.1  -1.70  -8.40  3.89  1.00  0.99 0.95 
9 0.75 19 205  1.22  40.3  -1.73  -8.50  3.47  1.00  0.99 0.95 
10 0.75 19 212  1.16  46.5  -1.80  -7.00  2.57  1.00  0.99 0.95 
11 0.75 19 219  1.12  52.7  -1.87  -6.90  2.40  1.00  0.99 0.95 
12 0.75 19 225  1.09  58.9  -1.91  -6.32  2.00  1.00  0.99 0.95 
13 0.75 19 231  1.06  65.1  -1.86  -5.90  1.55  1.00  0.99 0.95 




0.75 19 193  0.97  62.89  -2.49  -2.79  0.17  1.00  0.99 0.95 
16 0.75 19 196  0.95  67.93  -2.40  -2.64  0.12  1.00  0.99 0.95 
17 0.75 19 200  0.93  72.96  -2.30  -2.53  0.08  1.00  0.99 0.95 
18 0.75 19 203  0.91  77.99  -2.57  -2.06  0.07  1.00  0.99 0.95 
19 
Dense sand 
0.75 19 258  0.92  102.4  -2.07  -3.88  0.66  1.00  0.99 0.95 
20 0.75 19 262  0.91  108.6  -2.10  -3.65  0.59  1.00  0.99 0.95 
21 0.75 19 266  0.90  114.8  -2.00  -3.56  0.46  1.00  0.99 0.95 
22 0.75 19 269  0.88  121.0  -2.10  -3.28  0.44  1.00  0.99 0.95 
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0.75 19 273  0.87  127.2  -2.14  -3.08  0.39  1.00  0.99  0.95 
24  0.75 19 276  0.86  133.4  -2.00  -3.07  0.30  1.00  0.99  0.95 
25  0.75 19 279  0.84  139.6  -2.10  -2.83  0.28  1.00  0.99  0.95 
26  0.75 19 282  0.83  145.8  -2.18  -2.62  0.26  1.00  0.99  0.95 
27  0.75 19 285  0.83  152.0  -2.00  -2.68  0.19  1.00  0.99  0.95 
28  0.75 19 288  0.81  158.2  -2.20  -2.37  0.19  1.00  0.99  0.95 
29  0.75 19 291  0.80  164.4  -2.21  -2.25  0.17  1.00  0.99  0.95 
30  0.75 19 293  0.80  170.6  -2.10  -2.26  0.13  1.00  0.99  0.95 
31  0.75 19 296  0.79  176.8  -2.20  -2.06  0.12  1.00  0.99  0.95 
32  0.75 19 299  0.78  183.0  -2.27  -1.90  0.11  1.00  0.99  0.95 
33  0.75 19 301  0.77  189.2  -2.20  -1.88  0.09  1.00  0.99  0.95 
34  0.75 19 303  0.77  195.4  -2.29  -1.71  0.08  1.00  0.99  0.95 
35  0.75 19 306  0.76  201.6  -2.31  -1.61  0.07  1.00  0.99  0.95 
36  0.75 19 308  0.75  207.8  -2.30  -1.55  0.05  1.00  0.99  0.95 
37  0.75 19 310  0.74  214.0  -2.20  -1.58  0.04  1.00  0.99  0.95 
38  0.75 19 313  0.74  220.2  -2.30  -1.41  0.03  1.00  0.99  0.95 
39  0.75 19 315  0.73  226.4  -2.28  -1.36  0.02  1.00  0.99  0.95 
40  0.75 19 317  0.71  232.6  -3.75  0.20  15.49  1.00  0.99  0.95 
41  0.75 19 319  0.71  238.8  -3.77  0.30  15.49  1.00  0.99  0.95 































P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 
5=G-P/A α β Dru=1.0 CSRt - ν - 
1 
Dense sand 
1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 1.5 
2 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 16.5 
3 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 35.5 
4 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 41.5 
5 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 45.5 
6 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 47 
7 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 50 
8 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 50 
9 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 50 
10 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 41 
11 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 42 
12 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 42 
13 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 42 




1 2 1 0.3 1 0.05 3.8  0.1 0.685 0.4 26.5 
16 1 2 1 0.3 1 0.05 3.8  0.1 0.685 0.4 25.5 
17 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.45 21.5 
18 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.45 21 
19 
Dense sand 
1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 32 
20 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 31.5 
21 1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 31.5 
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P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 




1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 31 
23 1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 30.5 
24 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 25 
25 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24.5 
26 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24.5 
27 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24 
28 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24 
29 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23.5 
30 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23.5 
31 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23 
32 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23 
33 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23 
34 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 22.5 
35 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.4 14.5 
36 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14.5 
37 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14.5 
38 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14.5 
39 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14 
40 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.45 18.5 
41 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.45 18.5 
42 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.45 19 
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D.1.9 Case 1d with Liquefiable Layer of Vs1 = 125 m/s 
Table D.25 Analytical soil profile for Case 1d with liquefiable layer of Vs1 = 125 m/s 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
 
1 0.50 19 147  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
2 0.50 19 147  
3 0.50 19 147  
4 0.50 19 158  
5 0.50 19 169  
6 0.50 19 177  
7 0.75 19 187  
8 0.75 19 196  
9 0.75 19 205  
10 0.75 19 212  
11 0.75 19 219  
12 0.75 19 225  
13 0.75 19 231  
14 0.75 19 236  
15 0.75 19 241  
16 0.75 19 246  
17 0.75 19 250  










Table D.25 (cont.) 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
 
19 0.75 19 258  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
20 0.75 19 262  
21 0.75 19 266  
22 0.75 19 269  
23 0.75 19 273  
24 0.75 19 276  
25 0.75 19 279  
26 0.75 19 282  
27 0.75 19 285  
28 0.75 19 288  
29 0.75 19 291  
30 0.75 19 293  
31 0.75 19 296  
Liquefiable sand 
32 0.75 19 149  OCR=1 Ko=0.5 
FC=0% PI=0 
Dr = 35%, ' = 30° 
Cu = 3.8 
33 0.75 19 151  
34 0.75 19 152  
35 0.75 19 153  
Dense sand 
 
36 0.75 19 308  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
37 0.75 19 310  
38 0.75 19 313  
39 0.75 19 315  
40 0.75 19 317  
41 0.75 19 319  

































0.5 19 147  2.86  2.1  0.21  0.79  1.00  1.00  0.99 0.95 
2 0.5 19 147  2.09  6.2  -0.61  -0.70  12.30  1.00  0.99 0.95 
3 0.5 19 147  1.80  10.3  -1.24  -8.00  8.91  1.00  0.99 0.95 
4 0.5 19 158  1.64  14.5  -1.41  -9.90  8.32  1.00  0.99 0.95 
5 0.5 19 169  1.52  18.6  -1.50  -12.40  9.12  1.00  0.99 0.95 
6 0.5 19 177  1.43  22.7  -1.52  -2.41  1.00  1.00  0.99 0.95 
7 0.75 19 187  1.35  27.9  -1.65  -10.10  5.62  1.00  0.99 0.95 
8 0.75 19 196  1.28  34.1  -1.70  -8.40  3.89  1.00  0.99 0.95 
9 0.75 19 205  1.22  40.3  -1.73  -8.50  3.47  1.00  0.99 0.95 
10 0.75 19 212  1.16  46.5  -1.80  -7.00  2.57  1.00  0.99 0.95 
11 0.75 19 219  1.12  52.7  -1.87  -6.90  2.40  1.00  0.99 0.95 
12 0.75 19 225  1.09  58.9  -1.91  -6.32  2.00  1.00  0.99 0.95 
13 0.75 19 231  1.06  65.1  -1.86  -5.90  1.55  1.00  0.99 0.95 
14 0.75 19 236  1.03  71.3  -1.96  -5.40  1.38  1.00  0.99 0.95 
15 0.75 19 241  1.01  77.54  -1.90  -5.11  1.10  1.00  0.99 0.95 
16 0.75 19 246  0.98  83.74  -2.00  -4.70  1.00  1.00  0.99 0.95 
17 0.75 19 250  0.96  89.95  -2.04  -4.39  0.89  1.00  0.99 0.95 
18 0.75 19 254  0.94  96.15  -2.23  -3.60  1.00  1.00  0.99 0.95 
19 0.75 19 258  0.92  102.4  -2.26  -3.70  1.00  1.00  0.99 0.95 
20 0.75 19 262  0.91  108.6  -2.10  -3.65  0.59  1.00  0.99 0.95 
21 0.75 19 266  0.90  114.8  -2.00  -3.56  0.46  1.00  0.99 0.95 
22 0.75 19 269  0.88  121.0  -2.10  -3.28  0.44  1.00  0.99 0.95 
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0.75 19 273  0.87  127.2  -2.14  -3.08  0.39  1.00  0.99  0.95 
24  0.75 19 276  0.86  133.4  -2.00  -3.07  0.30  1.00  0.99  0.95 
25  0.75 19 279  0.84  139.6  -2.10  -2.83  0.28  1.00  0.99  0.95 
26  0.75 19 282  0.83  145.8  -2.18  -2.62  0.26  1.00  0.99  0.95 
27  0.75 19 285  0.83  152.0  -2.00  -2.68  0.19  1.00  0.99  0.95 
28  0.75 19 288  0.81  158.2  -2.20  -2.37  0.19  1.00  0.99  0.95 
29  0.75 19 291  0.80  164.4  -2.21  -2.25  0.17  1.00  0.99  0.95 
30  0.75 19 293  0.80  170.6  -2.10  -2.26  0.13  1.00  0.99  0.95 




0.75 19 149  0.72  117.3  -10.00  4.69  11.75  1.00  0.99  0.95 
33  0.75 19 151  0.71  121.3  -10.00  4.80  10.96  1.00  0.99  0.95 
34  0.75 19 152  0.70  125.3  -10.00  5.00  11.22  1.00  0.99  0.95 




0.75 19 308  0.75  207.8  -2.30  -1.55  0.05  1.00  0.99  0.95 
37  0.75 19 310  0.74  214.0  -2.20  -1.58  0.04  1.00  0.99  0.95 
38  0.75 19 313  0.74  220.2  -2.30  -1.41  0.03  1.00  0.99  0.95 
39  0.75 19 315  0.73  226.4  -2.28  -1.36  0.02  1.00  0.99  0.95 
40  0.75 19 317  0.71  232.6  -3.75  0.20  15.49  1.00  0.99  0.95 
41  0.75 19 319  0.71  238.8  -3.77  0.30  15.49  1.00  0.99  0.95 































P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 





1 2 1 0.3 1 0.05 3.8  0.1 0.595 0.3 1.5 
2 1 2 1 0.3 1 0.05 3.8  0.1 0.55 0.25 16.5 
3 1 2 1 0.3 1 0.05 3.8  0.1 0.55 0.25 35.5 
4 1 2 1 0.3 1 0.05 3.8  0.1 0.55 0.25 41.5 
5 1 2 1 0.3 1 0.05 3.8  0.1 0.55 0.25 45.5 
6 1 2 1 0.3 1 0.05 3.8  0.1 0.595 0.3 28.5 
7 1 2 1 0.3 1 0.05 3.8  0.1 0.55 0.25 50 
8 1 2 1 0.3 1 0.05 3.8  0.1 0.55 0.25 50 
9 1 2 1 0.3 1 0.05 3.8  0.1 0.55 0.25 50 
10 1 2 1 0.3 1 0.05 3.8  0.1 0.595 0.3 41 
11 1 2 1 0.3 1 0.05 3.8  0.1 0.595 0.3 42 
12 1 2 1 0.3 1 0.05 3.8  0.1 0.595 0.3 42 
13 1 2 1 0.3 1 0.05 3.8  0.1 0.595 0.3 42 
14 1 2 1 0.3 1 0.05 3.8  0.1 0.595 0.3 41.5 
15 1 2 1 0.3 1 0.05 3.8  0.1 0.595 0.3 41.5 
16 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 32.5 
17 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 32.5 
18 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 30.5 
19 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 31 
20 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 31.5 
21 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 31.5 
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P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 




1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 31 
23 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 30.5 
24 1 2 1 0.3 1 0.05 3.8  0.1 0.685 0.4 25 
25 1 2 1 0.3 1 0.05 3.8  0.1 0.685 0.4 24.5 
26 1 2 1 0.3 1 0.05 3.8  0.1 0.685 0.4 24.5 
27 1 2 1 0.3 1 0.05 3.8  0.1 0.685 0.4 24 
28 1 2 1 0.3 1 0.05 3.8  0.1 0.685 0.4 24 
29 1 2 1 0.3 1 0.05 3.8  0.1 0.685 0.4 23.5 
30 1 2 1 0.3 1 0.05 3.8  0.1 0.685 0.4 23.5 




1 2 1 3.5 1 0.05 1  0.02 0.865 0.7 26.5 
33 1 2 1 3.5 1 0.05 1  0.02 0.865 0.7 26 
34 1 2 1 3.5 1 0.05 1  0.02 0.865 0.7 26 




1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14.5 
37 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14.5 
38 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14.5 
39 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14 
40 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.45 18.5 
41 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.45 18.5 
42 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.45 19 
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D.1.10 Case 1d with Liquefiable Layer of Vs1 = 150 m/s 
Table D.28 Analytical soil profile for Case 1d with liquefiable layer of Vs1 = 150 m/s 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
 
1 0.50 19 147  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
2 0.50 19 147  
3 0.50 19 147  
4 0.50 19 158  
5 0.50 19 169  
6 0.50 19 177  
7 0.75 19 187  
8 0.75 19 196  
9 0.75 19 205  
10 0.75 19 212  
11 0.75 19 219  
12 0.75 19 225  
13 0.75 19 231  
14 0.75 19 236  
15 0.75 19 241  
16 0.75 19 246  
17 0.75 19 250  











Table D.28 (cont.) 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
 
19 0.75 19 258  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
20 0.75 19 262  
21 0.75 19 266  
22 0.75 19 269  
23 0.75 19 273  
24 0.75 19 276  
25 0.75 19 279  
26 0.75 19 282  
27 0.75 19 285  
28 0.75 19 288  
29 0.75 19 291  
30 0.75 19 293  
31 0.75 19 296  
Liquefiable sand 
32 0.75 19 179  OCR=1 Ko=0.48 
FC=0% PI=0 
Dr = 48%, ' = 31° 
Cu = 3.8 
33 0.75 19 181  
34 0.75 19 182  
35 0.75 19 184  
Dense sand 
 
36 0.75 19 308  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
37 0.75 19 310  
38 0.75 19 313  
39 0.75 19 315  
40 0.75 19 317  
41 0.75 19 319  

































0.5 19 147  2.86  2.1  0.21  0.79  1.00  1.00  0.99 0.95 
2 0.5 19 147  2.09  6.2  -0.61  -0.70  12.30  1.00  0.99 0.95 
3 0.5 19 147  1.80  10.3  -1.24  -8.00  8.91  1.00  0.99 0.95 
4 0.5 19 158  1.64  14.5  -1.41  -9.90  8.32  1.00  0.99 0.95 
5 0.5 19 169  1.52  18.6  -1.50  -12.40  9.12  1.00  0.99 0.95 
6 0.5 19 177  1.43  22.7  -1.52  -2.41  1.00  1.00  0.99 0.95 
7 0.75 19 187  1.35  27.9  -1.65  -10.10  5.62  1.00  0.99 0.95 
8 0.75 19 196  1.28  34.1  -1.70  -8.40  3.89  1.00  0.99 0.95 
9 0.75 19 205  1.22  40.3  -1.73  -8.50  3.47  1.00  0.99 0.95 
10 0.75 19 212  1.16  46.5  -1.80  -7.00  2.57  1.00  0.99 0.95 
11 0.75 19 219  1.12  52.7  -1.87  -6.90  2.40  1.00  0.99 0.95 
12 0.75 19 225  1.09  58.9  -1.91  -6.32  2.00  1.00  0.99 0.95 
13 0.75 19 231  1.06  65.1  -1.86  -5.90  1.55  1.00  0.99 0.95 
14 0.75 19 236  1.03  71.3  -1.96  -5.40  1.38  1.00  0.99 0.95 
15 0.75 19 241  1.01  77.54  -1.90  -5.11  1.10  1.00  0.99 0.95 
16 0.75 19 246  0.98  83.74  -2.00  -4.70  1.00  1.00  0.99 0.95 
17 0.75 19 250  0.96  89.95  -2.04  -4.39  0.89  1.00  0.99 0.95 
18 0.75 19 254  0.94  96.15  -2.23  -3.60  1.00  1.00  0.99 0.95 
19 0.75 19 258  0.92  102.4  -2.26  -3.70  1.00  1.00  0.99 0.95 
20 0.75 19 262  0.91  108.6  -2.10  -3.65  0.59  1.00  0.99 0.95 
21 0.75 19 266  0.90  114.8  -2.00  -3.56  0.46  1.00  0.99 0.95 
22 0.75 19 269  0.88  121.0  -2.10  -3.28  0.44  1.00  0.99 0.95 
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0.75 19 273  0.87  127.2  -2.14  -3.08  0.39  1.00  0.99  0.95 
24  0.75 19 276  0.86  133.4  -2.00  -3.07  0.30  1.00  0.99  0.95 
25  0.75 19 279  0.84  139.6  -2.10  -2.83  0.28  1.00  0.99  0.95 
26  0.75 19 282  0.83  145.8  -2.18  -2.62  0.26  1.00  0.99  0.95 
27  0.75 19 285  0.83  152.0  -2.00  -2.68  0.19  1.00  0.99  0.95 
28  0.75 19 288  0.81  158.2  -2.20  -2.37  0.19  1.00  0.99  0.95 
29  0.75 19 291  0.80  164.4  -2.21  -2.25  0.17  1.00  0.99  0.95 
30  0.75 19 293  0.80  170.6  -2.10  -2.26  0.13  1.00  0.99  0.95 




0.75 19 179  0.74  122.0  -4.20  -5.20  0.07  1.00  0.99  0.95 
33  0.75 19 181  0.73  126.1  -4.44  -4.79  0.07  1.00  0.99  0.95 
34  0.75 19 182  0.73  130.3  -3.90  -5.16  0.05  1.00  0.99  0.95 




0.75 19 308  0.75  207.8  -2.30  -1.55  0.05  1.00  0.99  0.95 
37  0.75 19 310  0.74  214.0  -2.20  -1.58  0.04  1.00  0.99  0.95 
38  0.75 19 313  0.74  220.2  -2.30  -1.41  0.03  1.00  0.99  0.95 
39  0.75 19 315  0.73  226.4  -2.28  -1.36  0.02  1.00  0.99  0.95 
40  0.75 19 317  0.71  232.6  -3.75  0.20  15.49  1.00  0.99  0.95 
41  0.75 19 319  0.71  238.8  -3.77  0.30  15.49  1.00  0.99  0.95 































P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 





1 2 1 0.3 1 0.05 3.8  0.1 0.595 0.3 1.5 
2 1 2 1 0.3 1 0.05 3.8  0.1 0.55 0.25 16.5 
3 1 2 1 0.3 1 0.05 3.8  0.1 0.55 0.25 35.5 
4 1 2 1 0.3 1 0.05 3.8  0.1 0.55 0.25 41.5 
5 1 2 1 0.3 1 0.05 3.8  0.1 0.55 0.25 45.5 
6 1 2 1 0.3 1 0.05 3.8  0.1 0.595 0.3 28.5 
7 1 2 1 0.3 1 0.05 3.8  0.1 0.55 0.25 50 
8 1 2 1 0.3 1 0.05 3.8  0.1 0.55 0.25 50 
9 1 2 1 0.3 1 0.05 3.8  0.1 0.55 0.25 50 
10 1 2 1 0.3 1 0.05 3.8  0.1 0.595 0.3 41 
11 1 2 1 0.3 1 0.05 3.8  0.1 0.595 0.3 42 
12 1 2 1 0.3 1 0.05 3.8  0.1 0.595 0.3 42 
13 1 2 1 0.3 1 0.05 3.8  0.1 0.595 0.3 42 
14 1 2 1 0.3 1 0.05 3.8  0.1 0.595 0.3 41.5 
15 1 2 1 0.3 1 0.05 3.8  0.1 0.595 0.3 41.5 
16 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 32.5 
17 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 32.5 
18 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 30.5 
19 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 31 
20 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 31.5 
21 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 31.5 
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P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 




1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 31 
23 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 30.5 
24 1 2 1 0.3 1 0.05 3.8  0.1 0.685 0.4 25 
25 1 2 1 0.3 1 0.05 3.8  0.1 0.685 0.4 24.5 
26 1 2 1 0.3 1 0.05 3.8  0.1 0.685 0.4 24.5 
27 1 2 1 0.3 1 0.05 3.8  0.1 0.685 0.4 24 
28 1 2 1 0.3 1 0.05 3.8  0.1 0.685 0.4 24 
29 1 2 1 0.3 1 0.05 3.8  0.1 0.685 0.4 23.5 
30 1 2 1 0.3 1 0.05 3.8  0.1 0.685 0.4 23.5 




1 2 1 3.3 1 0.05 1.2  0.02 0.775 0.5 27.5 
33 1 2 1 3.3 1 0.05 1.2  0.02 0.775 0.5 27 
34 1 2 1 3.3 1 0.05 1.2  0.02 0.775 0.5 27 




1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14.5 
37 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14.5 
38 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14.5 
39 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14 
40 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.45 18.5 
41 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.45 18.5 
42 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.45 19 
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D.1.11 Case 1d with Liquefiable Layer of Vs1 = 175 m/s 
Table D.31 Analytical soil profile for Case 1d with liquefiable layer of Vs1 = 175 m/s 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
 
1 0.50 19 147  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
2 0.50 19 147  
3 0.50 19 147  
4 0.50 19 158  
5 0.50 19 169  
6 0.50 19 177  
7 0.75 19 187  
8 0.75 19 196  
9 0.75 19 205  
10 0.75 19 212  
11 0.75 19 219  
12 0.75 19 225  
13 0.75 19 231  
14 0.75 19 236  
15 0.75 19 241  
16 0.75 19 246  
17 0.75 19 250  










Table D.31 (cont.) 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
 
19 0.75 19 258  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
20 0.75 19 262  
21 0.75 19 266  
22 0.75 19 269  
23 0.75 19 273  
24 0.75 19 276  
25 0.75 19 279  
26 0.75 19 282  
27 0.75 19 285  
28 0.75 19 288  
29 0.75 19 291  
30 0.75 19 293  
31 0.75 19 296  
Liquefiable sand 
32 0.75 19 209  OCR=1 Ko=0.46 
FC=0% PI=0 
Dr = 65%, ' = 33° 
Cu = 3.8 
33 0.75 19 211  
34 0.75 19 212  
35 0.75 19 214  
Dense sand 
 
36 0.75 19 308  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
37 0.75 19 310  
38 0.75 19 313  
39 0.75 19 315  
40 0.75 19 317  
41 0.75 19 319  

































0.5 19 147  2.86  2.1  0.21  0.79  1.00  1.00  0.99 0.95 
2 0.5 19 147  2.09  6.2  -0.61  -0.70  12.30  1.00  0.99 0.95 
3 0.5 19 147  1.80  10.3  -1.24  -8.00  8.91  1.00  0.99 0.95 
4 0.5 19 158  1.64  14.5  -1.41  -9.90  8.32  1.00  0.99 0.95 
5 0.5 19 169  1.52  18.6  -1.50  -12.40  9.12  1.00  0.99 0.95 
6 0.5 19 177  1.43  22.7  -1.52  -2.41  1.00  1.00  0.99 0.95 
7 0.75 19 187  1.35  27.9  -1.65  -10.10  5.62  1.00  0.99 0.95 
8 0.75 19 196  1.28  34.1  -1.70  -8.40  3.89  1.00  0.99 0.95 
9 0.75 19 205  1.22  40.3  -1.73  -8.50  3.47  1.00  0.99 0.95 
10 0.75 19 212  1.16  46.5  -1.80  -7.00  2.57  1.00  0.99 0.95 
11 0.75 19 219  1.12  52.7  -1.87  -6.90  2.40  1.00  0.99 0.95 
12 0.75 19 225  1.09  58.9  -1.91  -6.32  2.00  1.00  0.99 0.95 
13 0.75 19 231  1.06  65.1  -1.86  -5.90  1.55  1.00  0.99 0.95 
14 0.75 19 236  1.03  71.3  -1.96  -5.40  1.38  1.00  0.99 0.95 
15 0.75 19 241  1.01  77.54  -1.90  -5.11  1.10  1.00  0.99 0.95 
16 0.75 19 246  0.98  83.74  -2.00  -4.70  1.00  1.00  0.99 0.95 
17 0.75 19 250  0.96  89.95  -2.04  -4.39  0.89  1.00  0.99 0.95 
18 0.75 19 254  0.94  96.15  -2.23  -3.60  1.00  1.00  0.99 0.95 
19 0.75 19 258  0.92  102.4  -2.26  -3.70  1.00  1.00  0.99 0.95 
20 0.75 19 262  0.91  108.6  -2.10  -3.65  0.59  1.00  0.99 0.95 
21 0.75 19 266  0.90  114.8  -2.00  -3.56  0.46  1.00  0.99 0.95 
22 0.75 19 269  0.88  121.0  -2.10  -3.28  0.44  1.00  0.99 0.95 
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0.75 19 273  0.87  127.2  -2.14  -3.08  0.39  1.00  0.99  0.95 
24  0.75 19 276  0.86  133.4  -2.00  -3.07  0.30  1.00  0.99  0.95 
25  0.75 19 279  0.84  139.6  -2.10  -2.83  0.28  1.00  0.99  0.95 
26  0.75 19 282  0.83  145.8  -2.18  -2.62  0.26  1.00  0.99  0.95 
27  0.75 19 285  0.83  152.0  -2.00  -2.68  0.19  1.00  0.99  0.95 
28  0.75 19 288  0.81  158.2  -2.20  -2.37  0.19  1.00  0.99  0.95 
29  0.75 19 291  0.80  164.4  -2.21  -2.25  0.17  1.00  0.99  0.95 
30  0.75 19 293  0.80  170.6  -2.10  -2.26  0.13  1.00  0.99  0.95 




0.75 19 209  0.75  132.2  -3.40  -3.39  0.08  1.00  0.99  0.95 
33  0.75 19 211  0.74  136.6  -3.46  -3.20  0.07  1.00  0.99  0.95 
34  0.75 19 212  0.73  141.1  -3.10  -3.43  0.05  1.00  0.99  0.95 




0.75 19 308  0.75  207.8  -2.30  -1.55  0.05  1.00  0.99  0.95 
37  0.75 19 310  0.74  214.0  -2.20  -1.58  0.04  1.00  0.99  0.95 
38  0.75 19 313  0.74  220.2  -2.30  -1.41  0.03  1.00  0.99  0.95 
39  0.75 19 315  0.73  226.4  -2.28  -1.36  0.02  1.00  0.99  0.95 
40  0.75 19 317  0.71  232.6  -3.75  0.20  15.49  1.00  0.99  0.95 
41  0.75 19 319  0.71  238.8  -3.77  0.30  15.49  1.00  0.99  0.95 































P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 





1 2 1 0.3 1 0.05 3.8  0.1 0.595 0.3 1.5 
2 1 2 1 0.3 1 0.05 3.8  0.1 0.55 0.25 16.5 
3 1 2 1 0.3 1 0.05 3.8  0.1 0.55 0.25 35.5 
4 1 2 1 0.3 1 0.05 3.8  0.1 0.55 0.25 41.5 
5 1 2 1 0.3 1 0.05 3.8  0.1 0.55 0.25 45.5 
6 1 2 1 0.3 1 0.05 3.8  0.1 0.595 0.3 28.5 
7 1 2 1 0.3 1 0.05 3.8  0.1 0.55 0.25 50 
8 1 2 1 0.3 1 0.05 3.8  0.1 0.55 0.25 50 
9 1 2 1 0.3 1 0.05 3.8  0.1 0.55 0.25 50 
10 1 2 1 0.3 1 0.05 3.8  0.1 0.595 0.3 41 
11 1 2 1 0.3 1 0.05 3.8  0.1 0.595 0.3 42 
12 1 2 1 0.3 1 0.05 3.8  0.1 0.595 0.3 42 
13 1 2 1 0.3 1 0.05 3.8  0.1 0.595 0.3 42 
14 1 2 1 0.3 1 0.05 3.8  0.1 0.595 0.3 41.5 
15 1 2 1 0.3 1 0.05 3.8  0.1 0.595 0.3 41.5 
16 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 32.5 
17 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 32.5 
18 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 30.5 
19 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 31 
20 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 31.5 
21 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 31.5 
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P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 




1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 31 
23 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 30.5 
24 1 2 1 0.3 1 0.05 3.8  0.1 0.685 0.4 25 
25 1 2 1 0.3 1 0.05 3.8  0.1 0.685 0.4 24.5 
26 1 2 1 0.3 1 0.05 3.8  0.1 0.685 0.4 24.5 
27 1 2 1 0.3 1 0.05 3.8  0.1 0.685 0.4 24 
28 1 2 1 0.3 1 0.05 3.8  0.1 0.685 0.4 24 
29 1 2 1 0.3 1 0.05 3.8  0.1 0.685 0.4 23.5 
30 1 2 1 0.3 1 0.05 3.8  0.1 0.685 0.4 23.5 




1 2 1 2.9 1 0.05 2.55  0.06 0.775 0.5 22.5 
33 1 2 1 2.9 1 0.05 2.55  0.06 0.775 0.5 22.5 
34 1 2 1 2.9 1 0.05 2.55  0.06 0.775 0.5 22 




1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14.5 
37 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14.5 
38 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14.5 
39 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14 
40 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.45 18.5 
41 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.45 18.5 
42 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.45 19 
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D.1.12 Case 1d with Liquefiable Layer of Vs1 = 200 m/s 
Table D.34 Analytical soil profile for Case 1d with liquefiable layer of Vs1 = 200 m/s 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
 
1 0.50 19 147  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
2 0.50 19 147  
3 0.50 19 147  
4 0.50 19 158  
5 0.50 19 169  
6 0.50 19 177  
7 0.75 19 187  
8 0.75 19 196  
9 0.75 19 205  
10 0.75 19 212  
11 0.75 19 219  
12 0.75 19 225  
13 0.75 19 231  
14 0.75 19 236  
15 0.75 19 241  
16 0.75 19 246  
17 0.75 19 250  










Table D.34 (cont.) 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
 
19 0.75 19 258  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
20 0.75 19 262  
21 0.75 19 266  
22 0.75 19 269  
23 0.75 19 273  
24 0.75 19 276  
25 0.75 19 279  
26 0.75 19 282  
27 0.75 19 285  
28 0.75 19 288  
29 0.75 19 291  
30 0.75 19 293  
31 0.75 19 296  
Liquefiable sand 
32 0.75 19 239  OCR=1 Ko=0.41 
FC=0% PI=0 
Dr = 85%, ' = 36° 
Cu = 3.8 
33 0.75 19 241  
34 0.75 19 243  
35 0.75 19 245  
Dense sand 
 
36 0.75 19 308  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
37 0.75 19 310  
38 0.75 19 313  
39 0.75 19 315  
40 0.75 19 317  
41 0.75 19 319  
42 0.75 19 321  
 






























0.5 19 147  2.86  2.1  0.21  0.79  1.00  1.00  0.99 0.95 
2 0.5 19 147  2.09  6.2  -0.61  -0.70  12.30  1.00  0.99 0.95 
3 0.5 19 147  1.80  10.3  -1.24  -8.00  8.91  1.00  0.99 0.95 
4 0.5 19 158  1.64  14.5  -1.41  -9.90  8.32  1.00  0.99 0.95 
5 0.5 19 169  1.52  18.6  -1.50  -12.40  9.12  1.00  0.99 0.95 
6 0.5 19 177  1.43  22.7  -1.52  -2.41  1.00  1.00  0.99 0.95 
7 0.75 19 187  1.35  27.9  -1.65  -10.10  5.62  1.00  0.99 0.95 
8 0.75 19 196  1.28  34.1  -1.70  -8.40  3.89  1.00  0.99 0.95 
9 0.75 19 205  1.22  40.3  -1.73  -8.50  3.47  1.00  0.99 0.95 
10 0.75 19 212  1.16  46.5  -1.80  -7.00  2.57  1.00  0.99 0.95 
11 0.75 19 219  1.12  52.7  -1.87  -6.90  2.40  1.00  0.99 0.95 
12 0.75 19 225  1.09  58.9  -1.91  -6.32  2.00  1.00  0.99 0.95 
13 0.75 19 231  1.06  65.1  -1.86  -5.90  1.55  1.00  0.99 0.95 
14 0.75 19 236  1.03  71.3  -1.96  -5.40  1.38  1.00  0.99 0.95 
15 0.75 19 241  1.01  77.54  -1.90  -5.11  1.10  1.00  0.99 0.95 
16 0.75 19 246  0.98  83.74  -2.00  -4.70  1.00  1.00  0.99 0.95 
17 0.75 19 250  0.96  89.95  -2.04  -4.39  0.89  1.00  0.99 0.95 
18 0.75 19 254  0.94  96.15  -2.23  -3.60  1.00  1.00  0.99 0.95 
19 0.75 19 258  0.92  102.4  -2.26  -3.70  1.00  1.00  0.99 0.95 
20 0.75 19 262  0.91  108.6  -2.10  -3.65  0.59  1.00  0.99 0.95 
21 0.75 19 266  0.90  114.8  -2.00  -3.56  0.46  1.00  0.99 0.95 
22 0.75 19 269  0.88  121.0  -2.10  -3.28  0.44  1.00  0.99 0.95 
626 
 



























0.75 19 273  0.87  127.2  -2.14  -3.08  0.39  1.00  0.99  0.95 
24  0.75 19 276  0.86  133.4  -2.00  -3.07  0.30  1.00  0.99  0.95 
25  0.75 19 279  0.84  139.6  -2.10  -2.83  0.28  1.00  0.99  0.95 
26  0.75 19 282  0.83  145.8  -2.18  -2.62  0.26  1.00  0.99  0.95 
27  0.75 19 285  0.83  152.0  -2.00  -2.68  0.19  1.00  0.99  0.95 
28  0.75 19 288  0.81  158.2  -2.20  -2.37  0.19  1.00  0.99  0.95 
29  0.75 19 291  0.80  164.4  -2.21  -2.25  0.17  1.00  0.99  0.95 
30  0.75 19 293  0.80  170.6  -2.10  -2.26  0.13  1.00  0.99  0.95 




0.75 19 239  0.74  148.4  -4.82  2.12  15.49  1.00  0.99  0.95 
33  0.75 19 241  0.73  153.5  -4.81  2.20  15.49  1.00  0.99  0.95 
34  0.75 19 243  0.73  158.5  -4.89  2.38  15.49  1.00  0.99  0.95 




0.75 19 308  0.75  207.8  -2.30  -1.55  0.05  1.00  0.99  0.95 
37  0.75 19 310  0.74  214.0  -2.20  -1.58  0.04  1.00  0.99  0.95 
38  0.75 19 313  0.74  220.2  -2.30  -1.41  0.03  1.00  0.99  0.95 
39  0.75 19 315  0.73  226.4  -2.28  -1.36  0.02  1.00  0.99  0.95 
40  0.75 19 317  0.71  232.6  -3.75  0.20  15.49  1.00  0.99  0.95 
41  0.75 19 319  0.71  238.8  -3.77  0.30  15.49  1.00  0.99  0.95 































P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 





1 2 1 0.3 1 0.05 3.8  0.1 0.595 0.3 1.5 
2 1 2 1 0.3 1 0.05 3.8  0.1 0.55 0.25 16.5 
3 1 2 1 0.3 1 0.05 3.8  0.1 0.55 0.25 35.5 
4 1 2 1 0.3 1 0.05 3.8  0.1 0.55 0.25 41.5 
5 1 2 1 0.3 1 0.05 3.8  0.1 0.55 0.25 45.5 
6 1 2 1 0.3 1 0.05 3.8  0.1 0.595 0.3 28.5 
7 1 2 1 0.3 1 0.05 3.8  0.1 0.55 0.25 50 
8 1 2 1 0.3 1 0.05 3.8  0.1 0.55 0.25 50 
9 1 2 1 0.3 1 0.05 3.8  0.1 0.55 0.25 50 
10 1 2 1 0.3 1 0.05 3.8  0.1 0.595 0.3 41 
11 1 2 1 0.3 1 0.05 3.8  0.1 0.595 0.3 42 
12 1 2 1 0.3 1 0.05 3.8  0.1 0.595 0.3 42 
13 1 2 1 0.3 1 0.05 3.8  0.1 0.595 0.3 42 
14 1 2 1 0.3 1 0.05 3.8  0.1 0.595 0.3 41.5 
15 1 2 1 0.3 1 0.05 3.8  0.1 0.595 0.3 41.5 
16 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 32.5 
17 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 32.5 
18 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 30.5 
19 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 31 
20 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 31.5 
21 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 31.5 
628 
 

























P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 




1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 31 
23 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 30.5 
24 1 2 1 0.3 1 0.05 3.8  0.1 0.685 0.4 25 
25 1 2 1 0.3 1 0.05 3.8  0.1 0.685 0.4 24.5 
26 1 2 1 0.3 1 0.05 3.8  0.1 0.685 0.4 24.5 
27 1 2 1 0.3 1 0.05 3.8  0.1 0.685 0.4 24 
28 1 2 1 0.3 1 0.05 3.8  0.1 0.685 0.4 24 
29 1 2 1 0.3 1 0.05 3.8  0.1 0.685 0.4 23.5 
30 1 2 1 0.3 1 0.05 3.8  0.1 0.685 0.4 23.5 




1 2 1 2.6 1 0.05 3.8  0.1 0.775 0.5 18.5 
33 1 2 1 2.6 1 0.05 3.8  0.1 0.775 0.5 18.5 
34 1 2 1 2.6 1 0.05 3.8  0.1 0.775 0.5 18.5 




1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14.5 
37 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14.5 
38 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14.5 
39 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14 
40 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.45 18.5 
41 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.45 18.5 
42 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.45 19 
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D.1.13 Case 1e with Liquefiable Layer of Vs1 = 125 m/s 
Table D.37 Analytical soil profile for Case 1e with liquefiable layer of Vs1 = 125 m/s 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
 
1 0.50 19 147  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
2 0.50 19 147  
3 0.50 19 147  
4 0.50 19 158  
5 0.50 19 169  
6 0.50 19 177  
Liquefiable sand 
7 0.75 19 93  OCR=1 Ko=0.5 
FC=0% PI=0 
Dr = 35%, ' = 30° 
Cu = 3.8 
8 0.75 19 98  
9 0.75 19 102  
10 0.75 19 106  
Dense sand 
 
11 0.75 19 219  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
12 0.75 19 225  
13 0.75 19 231  
14 0.75 19 236  
15 0.75 19 241  
16 0.75 19 246  
17 0.75 19 250  










Table D.37 (cont.) 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
 
19 0.75 19 258  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
20 0.75 19 262  
21 0.75 19 266  
22 0.75 19 269  
23 0.75 19 273  
24 0.75 19 276  
25 0.75 19 279  
26 0.75 19 282  
27 0.75 19 285  
28 0.75 19 288  
29 0.75 19 291  
30 0.75 19 293  
31 0.75 19 296  
32 0.75 19 299  
33 0.75 19 301  
34 0.75 19 303  
35 0.75 19 306  
36 0.75 19 308  
37 0.75 19 310  
38 0.75 19 313  
39 0.75 19 315  
40 0.75 19 317  
41 0.75 19 319  
































0.5 19 147  2.86  2.1  0.21  0.79  1.00  1.00  0.99 0.95 
2 0.5 19 147  2.09  6.2  -0.61  -0.70  12.30  1.00  0.99 0.95 
3 0.5 19 147  1.80  10.3  -1.24  -8.00  8.91  1.00  0.99 0.95 
4 0.5 19 158  1.64  14.5  -1.41  -9.90  8.32  1.00  0.99 0.95 
5 0.5 19 169  1.52  18.6  -1.50  -12.40  9.12  1.00  0.99 0.95 




0.75 19 93  1.27  17.9  -4.60  -13.83  0.39  1.00  0.99 0.95 
8 0.75 19 98  1.20  21.9  -4.50  -12.04  0.26  1.00  0.99 0.95 
9 0.75 19 102  1.15  25.9  -4.40  -10.71  0.17  1.00  0.99 0.95 




0.75 19 219  1.12  52.7  -1.87  -6.90  2.40  1.00  0.99 0.95 
12 0.75 19 225  1.09  58.9  -1.91  -6.32  2.00  1.00  0.99 0.95 
13 0.75 19 231  1.06  65.1  -1.86  -5.90  1.55  1.00  0.99 0.95 
14 0.75 19 236  1.03  71.3  -1.96  -5.40  1.38  1.00  0.99 0.95 
15 0.75 19 241  1.01  77.54  -1.90  -5.11  1.10  1.00  0.99 0.95 
16 0.75 19 246  0.98  83.74  -2.00  -4.70  1.00  1.00  0.99 0.95 
17 0.75 19 250  0.96  89.95  -2.04  -4.39  0.89  1.00  0.99 0.95 
18 0.75 19 254  0.94  96.15  -2.23  -3.60  1.00  1.00  0.99 0.95 
19 0.75 19 258  0.92  102.4  -2.26  -3.70  1.00  1.00  0.99 0.95 
20 0.75 19 262  0.91  108.6  -2.10  -3.65  0.59  1.00  0.99 0.95 
21 0.75 19 266  0.90  114.8  -2.00  -3.56  0.46  1.00  0.99 0.95 
22 0.75 19 269  0.88  121.0  -2.10  -3.28  0.44  1.00  0.99 0.95 
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0.75 19 273  0.87  127.2  -2.14  -3.08  0.39  1.00  0.99  0.95 
24  0.75 19 276  0.86  133.4  -2.00  -3.07  0.30  1.00  0.99  0.95 
25  0.75 19 279  0.84  139.6  -2.10  -2.83  0.28  1.00  0.99  0.95 
26  0.75 19 282  0.83  145.8  -2.18  -2.62  0.26  1.00  0.99  0.95 
27  0.75 19 285  0.83  152.0  -2.00  -2.68  0.19  1.00  0.99  0.95 
28  0.75 19 288  0.81  158.2  -2.20  -2.37  0.19  1.00  0.99  0.95 
29  0.75 19 291  0.80  164.4  -2.21  -2.25  0.17  1.00  0.99  0.95 
30  0.75 19 293  0.80  170.6  -2.10  -2.26  0.13  1.00  0.99  0.95 
31  0.75 19 296  0.79  176.8  -2.20  -2.06  0.12  1.00  0.99  0.95 
32  0.75 19 299  0.78  183.0  -2.27  -1.90  0.11  1.00  0.99  0.95 
33  0.75 19 301  0.77  189.2  -2.20  -1.88  0.09  1.00  0.99  0.95 
34  0.75 19 303  0.77  195.4  -2.29  -1.71  0.08  1.00  0.99  0.95 
35  0.75 19 306  0.76  201.6  -2.31  -1.61  0.07  1.00  0.99  0.95 
36  0.75 19 308  0.75  207.8  -2.30  -1.55  0.05  1.00  0.99  0.95 
37  0.75 19 310  0.74  214.0  -2.20  -1.58  0.04  1.00  0.99  0.95 
38  0.75 19 313  0.74  220.2  -2.30  -1.41  0.03  1.00  0.99  0.95 
39  0.75 19 315  0.73  226.4  -2.28  -1.36  0.02  1.00  0.99  0.95 
40  0.75 19 317  0.71  232.6  -3.75  0.20  15.49  1.00  0.99  0.95 
41  0.75 19 319  0.71  238.8  -3.77  0.30  15.49  1.00  0.99  0.95 































P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-
GMP 
α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 




1 2 1 0.3 1 0.05 3.8  0.1 0.595 0.3 1.5 
2 1 2 1 0.3 1 0.05 3.8  0.1 0.55 0.25 16.5 
3 1 2 1 0.3 1 0.05 3.8  0.1 0.55 0.25 35.5 
4 1 2 1 0.3 1 0.05 3.8  0.1 0.55 0.25 41.5 
5 1 2 1 0.3 1 0.05 3.8  0.1 0.55 0.25 45.5 




1 2 1 3.5 1 0.05 1  0.02 0.73 0.45 47.5 
8 1 2 1 3.5 1 0.05 1  0.02 0.73 0.5 50 
9 1 2 1 3.5 1 0.05 1  0.02 0.73 0.5 49 




1 2 1 0.3 1 0.05 3.8  0.1 0.595 0.3 42 
12 1 2 1 0.3 1 0.05 3.8  0.1 0.595 0.3 42 
13 1 2 1 0.3 1 0.05 3.8  0.1 0.595 0.3 42 
14 1 2 1 0.3 1 0.05 3.8  0.1 0.595 0.3 41.5 
15 1 2 1 0.3 1 0.05 3.8  0.1 0.595 0.3 41.5 
16 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 32.5 
17 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 32.5 
18 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 30.5 
19 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 31 
20 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 31.5 
21 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 31.5 
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P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 





1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 30.5 
23 1 2 1 0.3 1 0.05 3.8  0.1 0.685 0.4 25 
24 1 2 1 0.3 1 0.05 3.8  0.1 0.685 0.4 24.5 
25 1 2 1 0.3 1 0.05 3.8  0.1 0.685 0.4 24.5 
26 1 2 1 0.3 1 0.05 3.8  0.1 0.685 0.4 24 
27 1 2 1 0.3 1 0.05 3.8  0.1 0.685 0.4 24 
28 1 2 1 0.3 1 0.05 3.8  0.1 0.685 0.4 23.5 
29 1 2 1 0.3 1 0.05 3.8  0.1 0.685 0.4 23.5 
30 1 2 1 0.3 1 0.05 3.8  0.1 0.685 0.4 23 
31 1 2 1 0.3 1 0.05 3.8  0.1 0.685 0.4 23 
32 1 2 1 0.3 1 0.05 3.8  0.1 0.685 0.4 23 
33 1 2 1 0.3 1 0.05 3.8  0.1 0.685 0.4 22.5 
34 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14.5 
35 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14.5 
36 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14.5 
37 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14.5 
38 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14 
39 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.45 18.5 
40 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.45 18.5 
41 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.45 19 
42 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 30.5 
635 
 
D.1.14 Case 1e with Liquefiable Layer of Vs1 = 150 m/s 
Table D.40 Analytical soil profile for Case 1e with liquefiable layer of Vs1 = 150 m/s 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
 
1 0.50 19 147  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
2 0.50 19 147  
3 0.50 19 147  
4 0.50 19 158  
5 0.50 19 169  
6 0.50 19 177  
Liquefiable sand 
7 0.75 19 112  OCR=1 Ko=0.48 
FC=0% PI=0 
Dr = 48%, ' = 31° 
Cu = 3.8 
8 0.75 19 118  
9 0.75 19 123  
10 0.75 19 127  
Dense sand 
 
11 0.75 19 219  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
12 0.75 19 225  
13 0.75 19 231  
14 0.75 19 236  
15 0.75 19 241  
16 0.75 19 246  
17 0.75 19 250  










Table D.40 (cont.) 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
 
19 0.75 19 258  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
20 0.75 19 262  
21 0.75 19 266  
22 0.75 19 269  
23 0.75 19 273  
24 0.75 19 276  
25 0.75 19 279  
26 0.75 19 282  
27 0.75 19 285  
28 0.75 19 288  
29 0.75 19 291  
30 0.75 19 293  
31 0.75 19 296  
32 0.75 19 299  
33 0.75 19 301  
34 0.75 19 303  
35 0.75 19 306  
36 0.75 19 308  
37 0.75 19 310  
38 0.75 19 313  
39 0.75 19 315  
40 0.75 19 317  
41 0.75 19 319  
































0.5 19 147  2.86  2.1  0.21  0.79  1.00  1.00  0.99 0.95 
2 0.5 19 147  2.09  6.2  -0.61  -0.70  12.30  1.00  0.99 0.95 
3 0.5 19 147  1.80  10.3  -1.24  -8.00  8.91  1.00  0.99 0.95 
4 0.5 19 158  1.64  14.5  -1.41  -9.90  8.32  1.00  0.99 0.95 
5 0.5 19 169  1.52  18.6  -1.50  -12.40  9.12  1.00  0.99 0.95 




0.75 19 112  1.29  18.6  -3.28  -23.11  2.34  1.00  0.95 0.95 
8 0.75 19 118  1.21  22.7  -3.20  -20.51  1.74  1.00  0.93 0.95 
9 0.75 19 123  1.15  26.9  -3.46  -18.11  1.29  1.00  0.99 0.95 




0.75 19 219  1.12  52.7  -1.87  -6.90  2.40  1.00  0.99 0.95 
12 0.75 19 225  1.09  58.9  -1.91  -6.32  2.00  1.00  0.99 0.95 
13 0.75 19 231  1.06  65.1  -1.86  -5.90  1.55  1.00  0.99 0.95 
14 0.75 19 236  1.03  71.3  -1.96  -5.40  1.38  1.00  0.99 0.95 
15 0.75 19 241  1.01  77.54  -1.90  -5.11  1.10  1.00  0.99 0.95 
16 0.75 19 246  0.98  83.74  -2.00  -4.70  1.00  1.00  0.99 0.95 
17 0.75 19 250  0.96  89.95  -2.04  -4.39  0.89  1.00  0.99 0.95 
18 0.75 19 254  0.94  96.15  -2.23  -3.60  1.00  1.00  0.99 0.95 
19 0.75 19 258  0.92  102.4  -2.26  -3.70  1.00  1.00  0.99 0.95 
20 0.75 19 262  0.91  108.6  -2.10  -3.65  0.59  1.00  0.99 0.95 
21 0.75 19 266  0.90  114.8  -2.00  -3.56  0.46  1.00  0.99 0.95 
22 0.75 19 269  0.88  121.0  -2.10  -3.28  0.44  1.00  0.99 0.95 
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0.75 19 273  0.87  127.2  -2.14  -3.08  0.39  1.00  0.99  0.95 
24  0.75 19 276  0.86  133.4  -2.00  -3.07  0.30  1.00  0.99  0.95 
25  0.75 19 279  0.84  139.6  -2.10  -2.83  0.28  1.00  0.99  0.95 
26  0.75 19 282  0.83  145.8  -2.18  -2.62  0.26  1.00  0.99  0.95 
27  0.75 19 285  0.83  152.0  -2.00  -2.68  0.19  1.00  0.99  0.95 
28  0.75 19 288  0.81  158.2  -2.20  -2.37  0.19  1.00  0.99  0.95 
29  0.75 19 291  0.80  164.4  -2.21  -2.25  0.17  1.00  0.99  0.95 
30  0.75 19 293  0.80  170.6  -2.10  -2.26  0.13  1.00  0.99  0.95 
31  0.75 19 296  0.79  176.8  -2.20  -2.06  0.12  1.00  0.99  0.95 
32  0.75 19 299  0.78  183.0  -2.27  -1.90  0.11  1.00  0.99  0.95 
33  0.75 19 301  0.77  189.2  -2.20  -1.88  0.09  1.00  0.99  0.95 
34  0.75 19 303  0.77  195.4  -2.29  -1.71  0.08  1.00  0.99  0.95 
35  0.75 19 306  0.76  201.6  -2.31  -1.61  0.07  1.00  0.99  0.95 
36  0.75 19 308  0.75  207.8  -2.30  -1.55  0.05  1.00  0.99  0.95 
37  0.75 19 310  0.74  214.0  -2.20  -1.58  0.04  1.00  0.99  0.95 
38  0.75 19 313  0.74  220.2  -2.30  -1.41  0.03  1.00  0.99  0.95 
39  0.75 19 315  0.73  226.4  -2.28  -1.36  0.02  1.00  0.99  0.95 
40  0.75 19 317  0.71  232.6  -3.75  0.20  15.49  1.00  0.99  0.95 
41  0.75 19 319  0.71  238.8  -3.77  0.30  15.49  1.00  0.99  0.95 































P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-
GMP 
α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 




1 2 1 0.3 1 0.05 3.8  0.1 0.595 0.3 1.5 
2 1 2 1 0.3 1 0.05 3.8  0.1 0.55 0.25 16.5 
3 1 2 1 0.3 1 0.05 3.8  0.1 0.55 0.25 35.5 
4 1 2 1 0.3 1 0.05 3.8  0.1 0.55 0.25 41.5 
5 1 2 1 0.3 1 0.05 3.8  0.1 0.55 0.25 45.5 




1 2 1 3.3 1 0.05 1.27  0.02 0.595 0.2 50 
8 1 2 1 3.3 1 0.05 1.27  0.02 0.64 0.3 50 
9 1 2 1 3.3 1 0.05 1.27  0.02 0.64 0.3 50 




1 2 1 0.3 1 0.05 3.8  0.1 0.595 0.3 42 
12 1 2 1 0.3 1 0.05 3.8  0.1 0.595 0.3 42 
13 1 2 1 0.3 1 0.05 3.8  0.1 0.595 0.3 42 
14 1 2 1 0.3 1 0.05 3.8  0.1 0.595 0.3 41.5 
15 1 2 1 0.3 1 0.05 3.8  0.1 0.595 0.3 41.5 
16 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 32.5 
17 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 32.5 
18 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 30.5 
19 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 31 
20 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 31.5 
21 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 31.5 
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P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 





1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 30.5 
23 1 2 1 0.3 1 0.05 3.8  0.1 0.685 0.4 25 
24 1 2 1 0.3 1 0.05 3.8  0.1 0.685 0.4 24.5 
25 1 2 1 0.3 1 0.05 3.8  0.1 0.685 0.4 24.5 
26 1 2 1 0.3 1 0.05 3.8  0.1 0.685 0.4 24 
27 1 2 1 0.3 1 0.05 3.8  0.1 0.685 0.4 24 
28 1 2 1 0.3 1 0.05 3.8  0.1 0.685 0.4 23.5 
29 1 2 1 0.3 1 0.05 3.8  0.1 0.685 0.4 23.5 
30 1 2 1 0.3 1 0.05 3.8  0.1 0.685 0.4 23 
31 1 2 1 0.3 1 0.05 3.8  0.1 0.685 0.4 23 
32 1 2 1 0.3 1 0.05 3.8  0.1 0.685 0.4 23 
33 1 2 1 0.3 1 0.05 3.8  0.1 0.685 0.4 22.5 
34 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14.5 
35 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14.5 
36 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14.5 
37 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14.5 
38 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14 
39 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.45 18.5 
40 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.45 18.5 
41 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.45 19 
42 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 30.5 
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D.1.15 Case 1e with Liquefiable Layer of Vs1 = 175 m/s 
Table D.43 Analytical soil profile for Case 1e with liquefiable layer of Vs1 = 175 m/s 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
 
1 0.50 19 147  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
2 0.50 19 147  
3 0.50 19 147  
4 0.50 19 158  
5 0.50 19 169  
6 0.50 19 177  
Liquefiable sand 
7 0.75 19 131  OCR=1 Ko=0.46 
FC=0% PI=0 
Dr = 65%, ' = 33° 
Cu = 3.8 
8 0.75 19 137  
9 0.75 19 143  
10 0.75 19 148  
Dense sand 
 
11 0.75 19 219  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
12 0.75 19 225  
13 0.75 19 231  
14 0.75 19 236  
15 0.75 19 241  
16 0.75 19 246  
17 0.75 19 250  










Table D.43 (cont.) 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
 
19 0.75 19 258  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
20 0.75 19 262  
21 0.75 19 266  
22 0.75 19 269  
23 0.75 19 273  
24 0.75 19 276  
25 0.75 19 279  
26 0.75 19 282  
27 0.75 19 285  
28 0.75 19 288  
29 0.75 19 291  
30 0.75 19 293  
31 0.75 19 296  
32 0.75 19 299  
33 0.75 19 301  
34 0.75 19 303  
35 0.75 19 306  
36 0.75 19 308  
37 0.75 19 310  
38 0.75 19 313  
39 0.75 19 315  
40 0.75 19 317  
41 0.75 19 319  
42 0.75 19 321  
 





























0.5 19 147  2.86  2.1  0.21  0.79  1.00  1.00  0.99 0.95 
2 0.5 19 147  2.09  6.2  -0.61  -0.70  12.30  1.00  0.99 0.95 
3 0.5 19 147  1.80  10.3  -1.24  -8.00  8.91  1.00  0.99 0.95 
4 0.5 19 158  1.64  14.5  -1.41  -9.90  8.32  1.00  0.99 0.95 
5 0.5 19 169  1.52  18.6  -1.50  -12.40  9.12  1.00  0.99 0.95 




0.75 19 131  1.30  20.2  -2.51  -16.91  2.88  1.00  0.99 0.95 
8 0.75 19 137  1.22  24.6  -2.61  -14.80  2.19  1.00  0.99 0.95 
9 0.75 19 143  1.17  29.1  -2.80  -13.10  1.82  1.00  0.99 0.95 




0.75 19 219  1.12  52.7  -1.87  -6.90  2.40  1.00  0.99 0.95 
12 0.75 19 225  1.09  58.9  -1.91  -6.32  2.00  1.00  0.99 0.95 
13 0.75 19 231  1.06  65.1  -1.86  -5.90  1.55  1.00  0.99 0.95 
14 0.75 19 236  1.03  71.3  -1.96  -5.40  1.38  1.00  0.99 0.95 
15 0.75 19 241  1.01  77.54  -1.90  -5.11  1.10  1.00  0.99 0.95 
16 0.75 19 246  0.98  83.74  -2.00  -4.70  1.00  1.00  0.99 0.95 
17 0.75 19 250  0.96  89.95  -2.04  -4.39  0.89  1.00  0.99 0.95 
18 0.75 19 254  0.94  96.15  -2.23  -3.60  1.00  1.00  0.99 0.95 
19 0.75 19 258  0.92  102.4  -2.26  -3.70  1.00  1.00  0.99 0.95 
20 0.75 19 262  0.91  108.6  -2.10  -3.65  0.59  1.00  0.99 0.95 
21 0.75 19 266  0.90  114.8  -2.00  -3.56  0.46  1.00  0.99 0.95 
22 0.75 19 269  0.88  121.0  -2.10  -3.28  0.44  1.00  0.99 0.95 
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0.75 19 273  0.87  127.2  -2.14  -3.08  0.39  1.00  0.99  0.95 
24  0.75 19 276  0.86  133.4  -2.00  -3.07  0.30  1.00  0.99  0.95 
25  0.75 19 279  0.84  139.6  -2.10  -2.83  0.28  1.00  0.99  0.95 
26  0.75 19 282  0.83  145.8  -2.18  -2.62  0.26  1.00  0.99  0.95 
27  0.75 19 285  0.83  152.0  -2.00  -2.68  0.19  1.00  0.99  0.95 
28  0.75 19 288  0.81  158.2  -2.20  -2.37  0.19  1.00  0.99  0.95 
29  0.75 19 291  0.80  164.4  -2.21  -2.25  0.17  1.00  0.99  0.95 
30  0.75 19 293  0.80  170.6  -2.10  -2.26  0.13  1.00  0.99  0.95 
31  0.75 19 296  0.79  176.8  -2.20  -2.06  0.12  1.00  0.99  0.95 
32  0.75 19 299  0.78  183.0  -2.27  -1.90  0.11  1.00  0.99  0.95 
33  0.75 19 301  0.77  189.2  -2.20  -1.88  0.09  1.00  0.99  0.95 
34  0.75 19 303  0.77  195.4  -2.29  -1.71  0.08  1.00  0.99  0.95 
35  0.75 19 306  0.76  201.6  -2.31  -1.61  0.07  1.00  0.99  0.95 
36  0.75 19 308  0.75  207.8  -2.30  -1.55  0.05  1.00  0.99  0.95 
37  0.75 19 310  0.74  214.0  -2.20  -1.58  0.04  1.00  0.99  0.95 
38  0.75 19 313  0.74  220.2  -2.30  -1.41  0.03  1.00  0.99  0.95 
39  0.75 19 315  0.73  226.4  -2.28  -1.36  0.02  1.00  0.99  0.95 
40  0.75 19 317  0.71  232.6  -3.75  0.20  15.49  1.00  0.99  0.95 
41  0.75 19 319  0.71  238.8  -3.77  0.30  15.49  1.00  0.99  0.95 































P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-
GMP 
α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 




1 2 1 0.3 1 0.05 3.8  0.1 0.595 0.3 1.5 
2 1 2 1 0.3 1 0.05 3.8  0.1 0.55 0.25 16.5 
3 1 2 1 0.3 1 0.05 3.8  0.1 0.55 0.25 35.5 
4 1 2 1 0.3 1 0.05 3.8  0.1 0.55 0.25 41.5 
5 1 2 1 0.3 1 0.05 3.8  0.1 0.55 0.25 45.5 




1 2 1 2.9 1 0.05 2.55  0.06 0.595 0.25 50 
8 1 2 1 2.9 1 0.05 2.55  0.06 0.595 0.25 50 
9 1 2 1 2.9 1 0.05 2.55  0.06 0.595 0.25 50 




1 2 1 0.3 1 0.05 3.8  0.1 0.595 0.3 42 
12 1 2 1 0.3 1 0.05 3.8  0.1 0.595 0.3 42 
13 1 2 1 0.3 1 0.05 3.8  0.1 0.595 0.3 42 
14 1 2 1 0.3 1 0.05 3.8  0.1 0.595 0.3 41.5 
15 1 2 1 0.3 1 0.05 3.8  0.1 0.595 0.3 41.5 
16 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 32.5 
17 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 32.5 
18 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 30.5 
19 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 31 
20 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 31.5 
21 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 31.5 
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P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 





1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 30.5 
23 1 2 1 0.3 1 0.05 3.8  0.1 0.685 0.4 25 
24 1 2 1 0.3 1 0.05 3.8  0.1 0.685 0.4 24.5 
25 1 2 1 0.3 1 0.05 3.8  0.1 0.685 0.4 24.5 
26 1 2 1 0.3 1 0.05 3.8  0.1 0.685 0.4 24 
27 1 2 1 0.3 1 0.05 3.8  0.1 0.685 0.4 24 
28 1 2 1 0.3 1 0.05 3.8  0.1 0.685 0.4 23.5 
29 1 2 1 0.3 1 0.05 3.8  0.1 0.685 0.4 23.5 
30 1 2 1 0.3 1 0.05 3.8  0.1 0.685 0.4 23 
31 1 2 1 0.3 1 0.05 3.8  0.1 0.685 0.4 23 
32 1 2 1 0.3 1 0.05 3.8  0.1 0.685 0.4 23 
33 1 2 1 0.3 1 0.05 3.8  0.1 0.685 0.4 22.5 
34 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14.5 
35 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14.5 
36 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14.5 
37 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14.5 
38 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14 
39 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.45 18.5 
40 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.45 18.5 
41 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.45 19 
42 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 30.5 
647 
 
D.1.16 Case 1e with Liquefiable Layer of Vs1 = 200 m/s 
Table D.46 Analytical soil profile for Case 1e with liquefiable layer of Vs1 = 200 m/s 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
 
1 0.50 19 147  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
2 0.50 19 147  
3 0.50 19 147  
4 0.50 19 158  
5 0.50 19 169  
6 0.50 19 177  
Liquefiable sand 
7 0.75 19 149  OCR=1 Ko=0.41 
FC=0% PI=0 
Dr = 85%, ' = 36° 
Cu = 3.8 
8 0.75 19 157  
9 0.75 19 164  
10 0.75 19 170  
Dense sand 
 
11 0.75 19 219  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
12 0.75 19 225  
13 0.75 19 231  
14 0.75 19 236  
15 0.75 19 241  
16 0.75 19 246  
17 0.75 19 250  










Table D.46 (cont.) 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
 
19 0.75 19 258  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
20 0.75 19 262  
21 0.75 19 266  
22 0.75 19 269  
23 0.75 19 273  
24 0.75 19 276  
25 0.75 19 279  
26 0.75 19 282  
27 0.75 19 285  
28 0.75 19 288  
29 0.75 19 291  
30 0.75 19 293  
31 0.75 19 296  
32 0.75 19 299  
33 0.75 19 301  
34 0.75 19 303  
35 0.75 19 306  
36 0.75 19 308  
37 0.75 19 310  
38 0.75 19 313  
39 0.75 19 315  
40 0.75 19 317  
41 0.75 19 319  
































0.5 19 147  2.86  2.1  0.21  0.79  1.00  1.00  0.99 0.95 
2 0.5 19 147  2.09  6.2  -0.61  -0.70  12.30  1.00  0.99 0.95 
3 0.5 19 147  1.80  10.3  -1.24  -8.00  8.91  1.00  0.99 0.95 
4 0.5 19 158  1.64  14.5  -1.41  -9.90  8.32  1.00  0.99 0.95 
5 0.5 19 169  1.52  18.6  -1.50  -12.40  9.12  1.00  0.99 0.95 




0.75 19 149  1.31  22.6  -2.20  -4.50  1.00  1.00  0.99 0.95 
8 0.75 19 157  1.23  27.7  -2.35  -4.50  1.00  1.00  0.99 0.95 
9 0.75 19 164  1.18  32.7  -2.40  -4.98  1.00  1.00  0.99 0.95 




0.75 19 219  1.12  52.7  -1.87  -6.90  2.40  1.00  0.99 0.95 
12 0.75 19 225  1.09  58.9  -1.91  -6.32  2.00  1.00  0.99 0.95 
13 0.75 19 231  1.06  65.1  -1.86  -5.90  1.55  1.00  0.99 0.95 
14 0.75 19 236  1.03  71.3  -1.96  -5.40  1.38  1.00  0.99 0.95 
15 0.75 19 241  1.01  77.54  -1.90  -5.11  1.10  1.00  0.99 0.95 
16 0.75 19 246  0.98  83.74  -2.00  -4.70  1.00  1.00  0.99 0.95 
17 0.75 19 250  0.96  89.95  -2.04  -4.39  0.89  1.00  0.99 0.95 
18 0.75 19 254  0.94  96.15  -2.23  -3.60  1.00  1.00  0.99 0.95 
19 0.75 19 258  0.92  102.4  -2.26  -3.70  1.00  1.00  0.99 0.95 
20 0.75 19 262  0.91  108.6  -2.10  -3.65  0.59  1.00  0.99 0.95 
21 0.75 19 266  0.90  114.8  -2.00  -3.56  0.46  1.00  0.99 0.95 
22 0.75 19 269  0.88  121.0  -2.10  -3.28  0.44  1.00  0.99 0.95 
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0.75 19 273  0.87  127.2  -2.14  -3.08  0.39  1.00  0.99  0.95 
24  0.75 19 276  0.86  133.4  -2.00  -3.07  0.30  1.00  0.99  0.95 
25  0.75 19 279  0.84  139.6  -2.10  -2.83  0.28  1.00  0.99  0.95 
26  0.75 19 282  0.83  145.8  -2.18  -2.62  0.26  1.00  0.99  0.95 
27  0.75 19 285  0.83  152.0  -2.00  -2.68  0.19  1.00  0.99  0.95 
28  0.75 19 288  0.81  158.2  -2.20  -2.37  0.19  1.00  0.99  0.95 
29  0.75 19 291  0.80  164.4  -2.21  -2.25  0.17  1.00  0.99  0.95 
30  0.75 19 293  0.80  170.6  -2.10  -2.26  0.13  1.00  0.99  0.95 
31  0.75 19 296  0.79  176.8  -2.20  -2.06  0.12  1.00  0.99  0.95 
32  0.75 19 299  0.78  183.0  -2.27  -1.90  0.11  1.00  0.99  0.95 
33  0.75 19 301  0.77  189.2  -2.20  -1.88  0.09  1.00  0.99  0.95 
34  0.75 19 303  0.77  195.4  -2.29  -1.71  0.08  1.00  0.99  0.95 
35  0.75 19 306  0.76  201.6  -2.31  -1.61  0.07  1.00  0.99  0.95 
36  0.75 19 308  0.75  207.8  -2.30  -1.55  0.05  1.00  0.99  0.95 
37  0.75 19 310  0.74  214.0  -2.20  -1.58  0.04  1.00  0.99  0.95 
38  0.75 19 313  0.74  220.2  -2.30  -1.41  0.03  1.00  0.99  0.95 
39  0.75 19 315  0.73  226.4  -2.28  -1.36  0.02  1.00  0.99  0.95 
40  0.75 19 317  0.71  232.6  -3.75  0.20  15.49  1.00  0.99  0.95 
41  0.75 19 319  0.71  238.8  -3.77  0.30  15.49  1.00  0.99  0.95 































P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-
GMP 
α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 




1 2 1 0.3 1 0.05 3.8  0.1 0.595 0.3 1.5 
2 1 2 1 0.3 1 0.05 3.8  0.1 0.55 0.25 16.5 
3 1 2 1 0.3 1 0.05 3.8  0.1 0.55 0.25 35.5 
4 1 2 1 0.3 1 0.05 3.8  0.1 0.55 0.25 41.5 
5 1 2 1 0.3 1 0.05 3.8  0.1 0.55 0.25 45.5 




1 2 1 2.6 1 0.05 3.8  0.1 0.64 0.35 32.5 
8 1 2 1 2.6 1 0.05 3.8  0.1 0.64 0.35 33 
9 1 2 1 2.6 1 0.05 3.8  0.1 0.64 0.35 35 




1 2 1 0.3 1 0.05 3.8  0.1 0.595 0.3 42 
12 1 2 1 0.3 1 0.05 3.8  0.1 0.595 0.3 42 
13 1 2 1 0.3 1 0.05 3.8  0.1 0.595 0.3 42 
14 1 2 1 0.3 1 0.05 3.8  0.1 0.595 0.3 41.5 
15 1 2 1 0.3 1 0.05 3.8  0.1 0.595 0.3 41.5 
16 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 32.5 
17 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 32.5 
18 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 30.5 
19 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 31 
20 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 31.5 
21 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 31.5 
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P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 





1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 30.5 
23 1 2 1 0.3 1 0.05 3.8  0.1 0.685 0.4 25 
24 1 2 1 0.3 1 0.05 3.8  0.1 0.685 0.4 24.5 
25 1 2 1 0.3 1 0.05 3.8  0.1 0.685 0.4 24.5 
26 1 2 1 0.3 1 0.05 3.8  0.1 0.685 0.4 24 
27 1 2 1 0.3 1 0.05 3.8  0.1 0.685 0.4 24 
28 1 2 1 0.3 1 0.05 3.8  0.1 0.685 0.4 23.5 
29 1 2 1 0.3 1 0.05 3.8  0.1 0.685 0.4 23.5 
30 1 2 1 0.3 1 0.05 3.8  0.1 0.685 0.4 23 
31 1 2 1 0.3 1 0.05 3.8  0.1 0.685 0.4 23 
32 1 2 1 0.3 1 0.05 3.8  0.1 0.685 0.4 23 
33 1 2 1 0.3 1 0.05 3.8  0.1 0.685 0.4 22.5 
34 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14.5 
35 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14.5 
36 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14.5 
37 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14.5 
38 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14 
39 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.45 18.5 
40 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.45 18.5 
41 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.45 19 
42 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 30.5 
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D.1.17 Case 2a with Liquefiable Layer of Vs1 = 125 m/s 
Table D.49 Analytical soil profile for Case 2a with liquefiable layer of Vs1 = 125 m/s 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
1 0.50 19 147  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
2 0.50 19 147  
3 0.50 19 147  
4 0.50 19 158  
5 0.50 19 169  
6 0.50 19 177  
7 0.75 19 187  
8 0.75 19 196  
9 0.75 19 205  
10 0.75 19 212  
11 0.75 19 219  
12 0.75 19 225  
13 0.75 19 231  
14 0.75 19 236  
Liquefiable sand 
15 0.75 19 120 
OCR=1 Ko=0.5 
FC=0% PI=0 
Dr = 35%, ' = 30° 
Cu = 3.8 
16 0.75 19 123 
Dense sand 
17 0.75 19 250  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 






Table D.49 (cont.) 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
19 0.75 19 258  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
20 0.75 19 262  
21 0.75 19 266  
22 0.75 19 269  
23 0.75 19 273  
24 0.75 19 276  
25 0.75 19 279  
26 0.75 19 282  
27 0.75 19 285  
28 0.75 19 288  
29 0.75 19 291  
30 0.75 19 293  
31 0.75 19 296  
32 0.75 19 299  
33 0.75 19 301  
34 0.75 19 303  
35 0.75 19 306  
36 0.75 19 308  
37 0.75 19 310  
38 0.75 19 313  
39 0.75 19 315  
40 0.75 19 317  
41 0.75 19 319  






























0.50 19 147  2.86  2.1  0.21  0.79  1.00  1.00  0.99 0.95 
2 0.50 19 147  2.09  6.2  -0.61  -0.70  12.30  1.00  0.99 0.95 
3 0.50 19 147  1.80  10.3  -1.24  -8.00  8.91  1.00  0.99 0.95 
4 0.50 19 158  1.64  14.5  -1.41  -9.90  8.32  1.00  0.99 0.95 
5 0.50 19 169  1.52  18.6  -1.50  -12.40  9.12  1.00  0.99 0.95 
6 0.50 19 177  1.44  22.7  -1.55  -12.80  9.77  1.00  0.92 0.95 
7 0.75 19 187  1.35  27.9  -1.65  -10.10  5.62  1.00  0.99 0.95 
8 0.75 19 196  1.28  34.1  -1.70  -8.40  3.89  1.00  0.99 0.95 
9 0.75 19 205  1.22  40.3  -1.73  -8.50  3.47  1.00  0.99 0.95 
10 0.75 19 212  1.16  46.5  -1.80  -7.00  2.57  1.00  0.99 0.95 
11 0.75 19 219  1.12  52.7  -1.87  -6.90  2.40  1.00  0.99 0.95 
12 0.75 19 225  1.09  58.9  -1.91  -6.32  2.00  1.00  0.99 0.95 
13 0.75 19 231  1.06  65.1  -1.86  -5.90  1.55  1.00  0.99 0.95 
14 0.75 19 236  1.03  71.3  -1.96  -5.40  1.38  1.00  0.99 0.95 
15 Liquefiable 
sand 
0.75 19 250  0.96  89.95  -2.04  -4.39  0.89  1.00  0.99 0.95 
16 0.75 19 254  0.94  96.15  -2.00  -4.18  0.72  1.00  0.99 0.95 
17 
Dense sand 
0.75 19 125  0.91  57.7  -5.00  -4.71  0.01  1.00  0.99 0.95 
18 0.75 19 127  0.85  61.6  -9.98  0.79  13.49  1.00  0.99 0.95 
19 0.75 19 258  0.92  102.4  -2.07  -3.88  0.66  1.00  0.99 0.95 
20 0.75 19 262  0.91  108.6  -2.10  -3.65  0.59  1.00  0.99 0.95 
21 0.75 19 266  0.90  114.8  -2.00  -3.56  0.46  1.00  0.99 0.95 
22 0.75 19 269  0.88  121.0  -2.10  -3.28  0.44  1.00  0.99 0.95 
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0.75 19 273  0.87  127.2  -2.14  -3.08  0.39  1.00  0.99  0.95 
24  0.75 19 276  0.86  133.4  -2.00  -3.07  0.30  1.00  0.99  0.95 
25  0.75 19 279  0.84  139.6  -2.10  -2.83  0.28  1.00  0.99  0.95 
26  0.75 19 282  0.83  145.8  -2.18  -2.62  0.26  1.00  0.99  0.95 
27  0.75 19 285  0.83  152.0  -2.00  -2.68  0.19  1.00  0.99  0.95 
28  0.75 19 288  0.81  158.2  -2.20  -2.37  0.19  1.00  0.99  0.95 
29  0.75 19 291  0.80  164.4  -2.21  -2.25  0.17  1.00  0.99  0.95 
30  0.75 19 293  0.80  170.6  -2.10  -2.26  0.13  1.00  0.99  0.95 
31  0.75 19 296  0.79  176.8  -2.20  -2.06  0.12  1.00  0.99  0.95 
32  0.75 19 299  0.78  183.0  -2.27  -1.90  0.11  1.00  0.99  0.95 
33  0.75 19 301  0.77  189.2  -2.20  -1.88  0.09  1.00  0.99  0.95 
34  0.75 19 303  0.77  195.4  -2.29  -1.71  0.08  1.00  0.99  0.95 
35  0.75 19 306  0.76  201.6  -2.31  -1.61  0.07  1.00  0.99  0.95 
36  0.75 19 308  0.75  207.8  -2.30  -1.55  0.05  1.00  0.99  0.95 
37  0.75 19 310  0.74  214.0  -2.20  -1.58  0.04  1.00  0.99  0.95 
38  0.75 19 313  0.74  220.2  -2.30  -1.41  0.03  1.00  0.99  0.95 
39  0.75 19 315  0.73  226.4  -2.28  -1.36  0.02  1.00  0.99  0.95 
40  0.75 19 317  0.71  232.6  -3.75  0.20  15.49  1.00  0.99  0.95 
41  0.75 19 319  0.71  238.8  -3.77  0.30  15.49  1.00  0.99  0.95 































P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 
5=G-P/A α β Dru=1.0 CSRt - ν - 
1 
Dense sand 
1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 1.5 
2 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 16.5 
3 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 35.5 
4 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 41.5 
5 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 45.5 
6 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 47 
7 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 50 
8 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 50 
9 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 50 
10 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 41 
11 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 42 
12 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 42 
13 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 42 
14 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 41.5 
15 Liquefiable 
sand 
1 2 1 3.5 1 0.05 1  0.02 0.82 0.55 25.5 
16 1 2 1 3.5 1 0.05 1  0.02 0.82 0.55 25 
17 
Dense sand 
1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 32.5 
18 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 32 
19 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 32 
20 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 31.5 
21 1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 31.5 
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P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 




1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 31 
23 1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 30.5 
24 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 25 
25 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24.5 
26 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24.5 
27 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24 
28 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24 
29 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23.5 
30 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23.5 
31 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23 
32 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23 
33 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23 
34 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 22.5 
35 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.4 14.5 
36 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14.5 
37 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14.5 
38 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14.5 
39 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14 
40 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.45 18.5 
41 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.45 18.5 
42 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.45 19 
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D.1.18 Case 2a with Liquefiable Layer of Vs1 = 150 m/s 
Table D.52 Analytical soil profile for Case 2a with liquefiable layer of Vs1 = 150 m/s 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
1 0.50 19 147  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
2 0.50 19 147  
3 0.50 19 147  
4 0.50 19 158  
5 0.50 19 169  
6 0.50 19 177  
7 0.75 19 187  
8 0.75 19 196  
9 0.75 19 205  
10 0.75 19 212  
11 0.75 19 219  
12 0.75 19 225  
13 0.75 19 231  
14 0.75 19 236  
Liquefiable sand 
15 0.75 19 145  
OCR=1 Ko=0.48 
FC=0% PI=0 
Dr = 48%, ' = 31° 
Cu = 3.8 
16 0.75 19 147  
Dense sand 
17 0.75 19 250  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 






Table D.52 (cont.) 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
19 0.75 19 258  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
20 0.75 19 262  
21 0.75 19 266  
22 0.75 19 269  
23 0.75 19 273  
24 0.75 19 276  
25 0.75 19 279  
26 0.75 19 282  
27 0.75 19 285  
28 0.75 19 288  
29 0.75 19 291  
30 0.75 19 293  
31 0.75 19 296  
32 0.75 19 299  
33 0.75 19 301  
34 0.75 19 303  
35 0.75 19 306  
36 0.75 19 308  
37 0.75 19 310  
38 0.75 19 313  
39 0.75 19 315  
40 0.75 19 317  
41 0.75 19 319  






























0.50 19 147  2.86  2.1  0.21  0.79  1.00  1.00  0.99 0.95 
2 0.50 19 147  2.09  6.2  -0.61  -0.70  12.30  1.00  0.99 0.95 
3 0.50 19 147  1.80  10.3  -1.24  -8.00  8.91  1.00  0.99 0.95 
4 0.50 19 158  1.64  14.5  -1.41  -9.90  8.32  1.00  0.99 0.95 
5 0.50 19 169  1.52  18.6  -1.50  -12.40  9.12  1.00  0.99 0.95 
6 0.50 19 177  1.44  22.7  -1.55  -12.80  9.77  1.00  0.92 0.95 
7 0.75 19 187  1.35  27.9  -1.65  -10.10  5.62  1.00  0.99 0.95 
8 0.75 19 196  1.28  34.1  -1.70  -8.40  3.89  1.00  0.99 0.95 
9 0.75 19 205  1.22  40.3  -1.73  -8.50  3.47  1.00  0.99 0.95 
10 0.75 19 212  1.16  46.5  -1.80  -7.00  2.57  1.00  0.99 0.95 
11 0.75 19 219  1.12  52.7  -1.87  -6.90  2.40  1.00  0.99 0.95 
12 0.75 19 225  1.09  58.9  -1.91  -6.32  2.00  1.00  0.99 0.95 
13 0.75 19 231  1.06  65.1  -1.86  -5.90  1.55  1.00  0.99 0.95 
14 0.75 19 236  1.03  71.3  -1.96  -5.40  1.38  1.00  0.99 0.95 
15 Liquefiable 
sand 
0.75 19 145  0.95  51.69  -4.11  -11.04  0.56  1.00  0.99 0.95 
16 0.75 19 147  0.94  55.83  -3.70  -10.81  0.42  1.00  0.99 0.95 
17 
Dense sand 
0.75 19 250  0.96  89.95  -2.04  -4.39  0.89  1.00  0.99 0.95 
18 0.75 19 254  0.94  96.15  -2.00  -4.18  0.72  1.00  0.99 0.95 
19 0.75 19 258  0.92  102.4  -2.07  -3.88  0.66  1.00  0.99 0.95 
20 0.75 19 262  0.91  108.6  -2.10  -3.65  0.59  1.00  0.99 0.95 
21 0.75 19 266  0.90  114.8  -2.00  -3.56  0.46  1.00  0.99 0.95 
22 0.75 19 269  0.88  121.0  -2.10  -3.28  0.44  1.00  0.99 0.95 
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0.75 19 273  0.87  127.2  -2.14  -3.08  0.39  1.00  0.99  0.95 
24  0.75 19 276  0.86  133.4  -2.00  -3.07  0.30  1.00  0.99  0.95 
25  0.75 19 279  0.84  139.6  -2.10  -2.83  0.28  1.00  0.99  0.95 
26  0.75 19 282  0.83  145.8  -2.18  -2.62  0.26  1.00  0.99  0.95 
27  0.75 19 285  0.83  152.0  -2.00  -2.68  0.19  1.00  0.99  0.95 
28  0.75 19 288  0.81  158.2  -2.20  -2.37  0.19  1.00  0.99  0.95 
29  0.75 19 291  0.80  164.4  -2.21  -2.25  0.17  1.00  0.99  0.95 
30  0.75 19 293  0.80  170.6  -2.10  -2.26  0.13  1.00  0.99  0.95 
31  0.75 19 296  0.79  176.8  -2.20  -2.06  0.12  1.00  0.99  0.95 
32  0.75 19 299  0.78  183.0  -2.27  -1.90  0.11  1.00  0.99  0.95 
33  0.75 19 301  0.77  189.2  -2.20  -1.88  0.09  1.00  0.99  0.95 
34  0.75 19 303  0.77  195.4  -2.29  -1.71  0.08  1.00  0.99  0.95 
35  0.75 19 306  0.76  201.6  -2.31  -1.61  0.07  1.00  0.99  0.95 
36  0.75 19 308  0.75  207.8  -2.30  -1.55  0.05  1.00  0.99  0.95 
37  0.75 19 310  0.74  214.0  -2.20  -1.58  0.04  1.00  0.99  0.95 
38  0.75 19 313  0.74  220.2  -2.30  -1.41  0.03  1.00  0.99  0.95 
39  0.75 19 315  0.73  226.4  -2.28  -1.36  0.02  1.00  0.99  0.95 
40  0.75 19 317  0.71  232.6  -3.75  0.20  15.49  1.00  0.99  0.95 
41  0.75 19 319  0.71  238.8  -3.77  0.30  15.49  1.00  0.99  0.95 































P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 
5=G-P/A α β Dru=1.0 CSRt - ν - 
1 
Dense sand 
1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 1.5 
2 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 16.5 
3 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 35.5 
4 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 41.5 
5 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 45.5 
6 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 47 
7 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 50 
8 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 50 
9 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 50 
10 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 41 
11 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 42 
12 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 42 
13 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 42 
14 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 41.5 
15 Liquefiable 
sand 
1 2 1 3.3 1 0.05 1.2  0.02 0.685 0.4 48.5 
16 1 2 1 3.3 1 0.05 1.2  0.02 0.685 0.4 48 
17 
Dense sand 
1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 32.5 
18 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 32 
19 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 32 
20 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 31.5 
21 1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 31.5 
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P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 




1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 31 
23 1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 30.5 
24 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 25 
25 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24.5 
26 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24.5 
27 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24 
28 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24 
29 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23.5 
30 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23.5 
31 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23 
32 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23 
33 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23 
34 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 22.5 
35 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.4 14.5 
36 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14.5 
37 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14.5 
38 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14.5 
39 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14 
40 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.45 18.5 
41 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.45 18.5 
42 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.45 19 
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D.1.19 Case 2a with Liquefiable Layer of Vs1 = 175 m/s 
Table D.55 Analytical soil profile for Case 2a with liquefiable layer of Vs1 = 175 m/s 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
1 0.50 19 147  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
2 0.50 19 147  
3 0.50 19 147  
4 0.50 19 158  
5 0.50 19 169  
6 0.50 19 177  
7 0.75 19 187  
8 0.75 19 196  
9 0.75 19 205  
10 0.75 19 212  
11 0.75 19 219  
12 0.75 19 225  
13 0.75 19 231  
14 0.75 19 236  
Liquefiable sand 
15 0.75 19 169  
OCR=1 Ko=0.46 
FC=0% PI=0 
Dr = 65%, ' = 33° 
Cu = 3.8 
16 0.75 19 172  
Dense sand 
17 0.75 19 250  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 






Table D.55 (cont.) 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
19 0.75 19 258  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
20 0.75 19 262  
21 0.75 19 266  
22 0.75 19 269  
23 0.75 19 273  
24 0.75 19 276  
25 0.75 19 279  
26 0.75 19 282  
27 0.75 19 285  
28 0.75 19 288  
29 0.75 19 291  
30 0.75 19 293  
31 0.75 19 296  
32 0.75 19 299  
33 0.75 19 301  
34 0.75 19 303  
35 0.75 19 306  
36 0.75 19 308  
37 0.75 19 310  
38 0.75 19 313  
39 0.75 19 315  
40 0.75 19 317  
41 0.75 19 319  































0.50 19 147  2.86  2.1  0.21  0.79  1.00  1.00  0.99 0.95 
2 0.50 19 147  2.09  6.2  -0.61  -0.70  12.30  1.00  0.99 0.95 
3 0.50 19 147  1.80  10.3  -1.24  -8.00  8.91  1.00  0.99 0.95 
4 0.50 19 158  1.64  14.5  -1.41  -9.90  8.32  1.00  0.99 0.95 
5 0.50 19 169  1.52  18.6  -1.50  -12.40  9.12  1.00  0.99 0.95 
6 0.50 19 177  1.44  22.7  -1.55  -12.80  9.77  1.00  0.92 0.95 
7 0.75 19 187  1.35  27.9  -1.65  -10.10  5.62  1.00  0.99 0.95 
8 0.75 19 196  1.28  34.1  -1.70  -8.40  3.89  1.00  0.99 0.95 
9 0.75 19 205  1.22  40.3  -1.73  -8.50  3.47  1.00  0.99 0.95 
10 0.75 19 212  1.16  46.5  -1.80  -7.00  2.57  1.00  0.99 0.95 
11 0.75 19 219  1.12  52.7  -1.87  -6.90  2.40  1.00  0.99 0.95 
12 0.75 19 225  1.09  58.9  -1.91  -6.32  2.00  1.00  0.99 0.95 
13 0.75 19 231  1.06  65.1  -1.86  -5.90  1.55  1.00  0.99 0.95 
14 0.75 19 236  1.03  71.3  -1.96  -5.40  1.38  1.00  0.99 0.95 
15 Liquefiable 
sand 
0.75 19 169  0.96  56.00  -2.98  -8.10  0.65  1.00  0.99 0.95 
16 0.75 19 172  0.94  60.48  -3.16  -7.45  0.60  1.00  0.99 0.95 
17 
Dense sand 
0.75 19 250  0.96  89.95  -2.04  -4.39  0.89  1.00  0.99 0.95 
18 0.75 19 254  0.94  96.15  -2.00  -4.18  0.72  1.00  0.99 0.95 
19 0.75 19 258  0.92  102.4  -2.07  -3.88  0.66  1.00  0.99 0.95 
20 0.75 19 262  0.91  108.6  -2.10  -3.65  0.59  1.00  0.99 0.95 
21 0.75 19 266  0.90  114.8  -2.00  -3.56  0.46  1.00  0.99 0.95 
22 0.75 19 269  0.88  121.0  -2.10  -3.28  0.44  1.00  0.99 0.95 
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0.75 19 273  0.87  127.2  -2.14  -3.08  0.39  1.00  0.99  0.95 
24  0.75 19 276  0.86  133.4  -2.00  -3.07  0.30  1.00  0.99  0.95 
25  0.75 19 279  0.84  139.6  -2.10  -2.83  0.28  1.00  0.99  0.95 
26  0.75 19 282  0.83  145.8  -2.18  -2.62  0.26  1.00  0.99  0.95 
27  0.75 19 285  0.83  152.0  -2.00  -2.68  0.19  1.00  0.99  0.95 
28  0.75 19 288  0.81  158.2  -2.20  -2.37  0.19  1.00  0.99  0.95 
29  0.75 19 291  0.80  164.4  -2.21  -2.25  0.17  1.00  0.99  0.95 
30  0.75 19 293  0.80  170.6  -2.10  -2.26  0.13  1.00  0.99  0.95 
31  0.75 19 296  0.79  176.8  -2.20  -2.06  0.12  1.00  0.99  0.95 
32  0.75 19 299  0.78  183.0  -2.27  -1.90  0.11  1.00  0.99  0.95 
33  0.75 19 301  0.77  189.2  -2.20  -1.88  0.09  1.00  0.99  0.95 
34  0.75 19 303  0.77  195.4  -2.29  -1.71  0.08  1.00  0.99  0.95 
35  0.75 19 306  0.76  201.6  -2.31  -1.61  0.07  1.00  0.99  0.95 
36  0.75 19 308  0.75  207.8  -2.30  -1.55  0.05  1.00  0.99  0.95 
37  0.75 19 310  0.74  214.0  -2.20  -1.58  0.04  1.00  0.99  0.95 
38  0.75 19 313  0.74  220.2  -2.30  -1.41  0.03  1.00  0.99  0.95 
39  0.75 19 315  0.73  226.4  -2.28  -1.36  0.02  1.00  0.99  0.95 
40  0.75 19 317  0.71  232.6  -3.75  0.20  15.49  1.00  0.99  0.95 
41  0.75 19 319  0.71  238.8  -3.77  0.30  15.49  1.00  0.99  0.95 































P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 
5=G-P/A α β Dru=1.0 CSRt - ν - 
1 
Dense sand 
1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 1.5 
2 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 16.5 
3 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 35.5 
4 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 41.5 
5 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 45.5 
6 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 47 
7 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 50 
8 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 50 
9 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 50 
10 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 41 
11 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 42 
12 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 42 
13 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 42 
14 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 41.5 
15 Liquefiable 
sand 
1 2 1 2.9 1 0.05 2.55  0.06 0.685 0.4 39.5 
16 1 2 1 2.9 1 0.05 2.55  0.06 0.685 0.4 38.5 
17 
Dense sand 
1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 32.5 
18 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 32 
19 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 32 
20 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 31.5 
21 1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 31.5 
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P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 




1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 31 
23 1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 30.5 
24 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 25 
25 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24.5 
26 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24.5 
27 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24 
28 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24 
29 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23.5 
30 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23.5 
31 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23 
32 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23 
33 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23 
34 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 22.5 
35 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.4 14.5 
36 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14.5 
37 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14.5 
38 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14.5 
39 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14 
40 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.45 18.5 
41 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.45 18.5 
42 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.45 19 
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D.1.20 Case 2a with Liquefiable Layer of Vs1 = 200 m/s 
Table D.58 Analytical soil profile for Case 2a with liquefiable layer of Vs1 = 200 m/s 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
1 0.50 19 147  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
2 0.50 19 147  
3 0.50 19 147  
4 0.50 19 158  
5 0.50 19 169  
6 0.50 19 177  
7 0.75 19 187  
8 0.75 19 196  
9 0.75 19 205  
10 0.75 19 212  
11 0.75 19 219  
12 0.75 19 225  
13 0.75 19 231  
14 0.75 19 236  
Liquefiable sand 
15 0.75 19 193  
OCR=1 Ko=0.41 
FC=0% PI=0 
Dr = 85%, ' = 36° 
Cu = 3.8 
16 0.75 19 196  
Dense sand 
17 0.75 19 250  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 






Table D.58 (cont.) 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
19 0.75 19 258  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
20 0.75 19 262  
21 0.75 19 266  
22 0.75 19 269  
23 0.75 19 273  
24 0.75 19 276  
25 0.75 19 279  
26 0.75 19 282  
27 0.75 19 285  
28 0.75 19 288  
29 0.75 19 291  
30 0.75 19 293  
31 0.75 19 296  
32 0.75 19 299  
33 0.75 19 301  
34 0.75 19 303  
35 0.75 19 306  
36 0.75 19 308  
37 0.75 19 310  
38 0.75 19 313  
39 0.75 19 315  
40 0.75 19 317  
41 0.75 19 319  






























0.50 19 147  2.86  2.1  0.21  0.79  1.00  1.00  0.99 0.95 
2 0.50 19 147  2.09  6.2  -0.61  -0.70  12.30  1.00  0.99 0.95 
3 0.50 19 147  1.80  10.3  -1.24  -8.00  8.91  1.00  0.99 0.95 
4 0.50 19 158  1.64  14.5  -1.41  -9.90  8.32  1.00  0.99 0.95 
5 0.50 19 169  1.52  18.6  -1.50  -12.40  9.12  1.00  0.99 0.95 
6 0.50 19 177  1.44  22.7  -1.55  -12.80  9.77  1.00  0.92 0.95 
7 0.75 19 187  1.35  27.9  -1.65  -10.10  5.62  1.00  0.99 0.95 
8 0.75 19 196  1.28  34.1  -1.70  -8.40  3.89  1.00  0.99 0.95 
9 0.75 19 205  1.22  40.3  -1.73  -8.50  3.47  1.00  0.99 0.95 
10 0.75 19 212  1.16  46.5  -1.80  -7.00  2.57  1.00  0.99 0.95 
11 0.75 19 219  1.12  52.7  -1.87  -6.90  2.40  1.00  0.99 0.95 
12 0.75 19 225  1.09  58.9  -1.91  -6.32  2.00  1.00  0.99 0.95 
13 0.75 19 231  1.06  65.1  -1.86  -5.90  1.55  1.00  0.99 0.95 
14 0.75 19 236  1.03  71.3  -1.96  -5.40  1.38  1.00  0.99 0.95 
15 Liquefiable 
sand 
0.75 19 193  0.97  62.89  -2.49  -2.79  0.17  1.00  0.99 0.95 
16 0.75 19 196  0.95  67.93  -2.40  -2.64  0.12  1.00  0.99 0.95 
17 
Dense sand 
0.75 19 250  0.96  89.95  -2.04  -4.39  0.89  1.00  0.99 0.95 
18 0.75 19 254  0.94  96.15  -2.00  -4.18  0.72  1.00  0.99 0.95 
19 0.75 19 258  0.92  102.4  -2.07  -3.88  0.66  1.00  0.99 0.95 
20 0.75 19 262  0.91  108.6  -2.10  -3.65  0.59  1.00  0.99 0.95 
21 0.75 19 266  0.90  114.8  -2.00  -3.56  0.46  1.00  0.99 0.95 
22 0.75 19 269  0.88  121.0  -2.10  -3.28  0.44  1.00  0.99 0.95 
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0.75 19 273  0.87  127.2  -2.14  -3.08  0.39  1.00  0.99  0.95 
24  0.75 19 276  0.86  133.4  -2.00  -3.07  0.30  1.00  0.99  0.95 
25  0.75 19 279  0.84  139.6  -2.10  -2.83  0.28  1.00  0.99  0.95 
26  0.75 19 282  0.83  145.8  -2.18  -2.62  0.26  1.00  0.99  0.95 
27  0.75 19 285  0.83  152.0  -2.00  -2.68  0.19  1.00  0.99  0.95 
28  0.75 19 288  0.81  158.2  -2.20  -2.37  0.19  1.00  0.99  0.95 
29  0.75 19 291  0.80  164.4  -2.21  -2.25  0.17  1.00  0.99  0.95 
30  0.75 19 293  0.80  170.6  -2.10  -2.26  0.13  1.00  0.99  0.95 
31  0.75 19 296  0.79  176.8  -2.20  -2.06  0.12  1.00  0.99  0.95 
32  0.75 19 299  0.78  183.0  -2.27  -1.90  0.11  1.00  0.99  0.95 
33  0.75 19 301  0.77  189.2  -2.20  -1.88  0.09  1.00  0.99  0.95 
34  0.75 19 303  0.77  195.4  -2.29  -1.71  0.08  1.00  0.99  0.95 
35  0.75 19 306  0.76  201.6  -2.31  -1.61  0.07  1.00  0.99  0.95 
36  0.75 19 308  0.75  207.8  -2.30  -1.55  0.05  1.00  0.99  0.95 
37  0.75 19 310  0.74  214.0  -2.20  -1.58  0.04  1.00  0.99  0.95 
38  0.75 19 313  0.74  220.2  -2.30  -1.41  0.03  1.00  0.99  0.95 
39  0.75 19 315  0.73  226.4  -2.28  -1.36  0.02  1.00  0.99  0.95 
40  0.75 19 317  0.71  232.6  -3.75  0.20  15.49  1.00  0.99  0.95 
41  0.75 19 319  0.71  238.8  -3.77  0.30  15.49  1.00  0.99  0.95 































P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 
5=G-P/A α β Dru=1.0 CSRt - ν - 
1 
Dense sand 
1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 1.5 
2 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 16.5 
3 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 35.5 
4 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 41.5 
5 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 45.5 
6 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 47 
7 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 50 
8 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 50 
9 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 50 
10 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 41 
11 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 42 
12 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 42 
13 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 42 
14 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 41.5 
15 Liquefiable 
sand 
1 2 1 2.6 1 0.05 3.8  0.1 0.685 0.4 26.5 
16 1 2 1 2.6 1 0.05 3.8  0.1 0.685 0.4 25.5 
17 
Dense sand 
1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 32.5 
18 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 32 
19 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 32 
20 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 31.5 
21 1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 31.5 
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P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 




1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 31 
23 1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 30.5 
24 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 25 
25 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24.5 
26 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24.5 
27 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24 
28 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24 
29 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23.5 
30 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23.5 
31 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23 
32 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23 
33 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23 
34 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 22.5 
35 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.4 14.5 
36 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14.5 
37 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14.5 
38 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14.5 
39 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14 
40 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.45 18.5 
41 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.45 18.5 
42 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.45 19 
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D.1.21 Case 2c with Liquefiable Layer of Vs1 = 125 m/s 
Table D.61 Analytical soil profile for Case 2c with liquefiable layer of Vs1 = 125 m/s 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
1 0.50 19 147  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
2 0.50 19 147  
3 0.50 19 147  
4 0.50 19 158  
5 0.50 19 169  
6 0.50 19 177  
7 0.75 19 187  
8 0.75 19 196  
9 0.75 19 205  
10 0.75 19 212  
11 0.75 19 219  
12 0.75 19 225  
13 0.75 19 231  
14 0.75 19 236  
Liquefiable sand 
15 0.75 19 120  
OCR=1 Ko=0.5 
FC=0% PI=0 
Dr = 35%, ' = 30° 
Cu = 3.8 
16 0.75 19 123  
17 0.75 19 125  
18 0.75 19 127  
19 0.75 19 129  








Table D.61 (cont.) 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
21 0.75 19 266  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
22 0.75 19 269  
23 0.75 19 273  
24 0.75 19 276  
25 0.75 19 279  
26 0.75 19 282  
27 0.75 19 285  
28 0.75 19 288  
29 0.75 19 291  
30 0.75 19 293  
31 0.75 19 296  
32 0.75 19 299  
33 0.75 19 301  
34 0.75 19 303  
35 0.75 19 306  
36 0.75 19 308  
37 0.75 19 310  
38 0.75 19 313  
39 0.75 19 315  
40 0.75 19 317  
41 0.75 19 319  






D.1.22 Case 2c with Liquefiable Layer of Vs1 = 150 m/s 
Table D.62 Analytical soil profile for Case 2c with liquefiable layer of Vs1 = 150 m/s 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
1 0.50 19 147  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
2 0.50 19 147  
3 0.50 19 147  
4 0.50 19 158  
5 0.50 19 169  
6 0.50 19 177  
7 0.75 19 187  
8 0.75 19 196  
9 0.75 19 205  
10 0.75 19 212  
11 0.75 19 219  
12 0.75 19 225  
13 0.75 19 231  
14 0.75 19 236  
Liquefiable sand 
15 0.75 19 145  
OCR=1 Ko=0.48 
FC=0% PI=0 
Dr = 48%, ' = 31° 
Cu = 3.8 
16 0.75 19 147  
17 0.75 19 150  
18 0.75 19 152  
19 0.75 19 155  








Table D.62 (cont.) 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
21 0.75 19 266  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
22 0.75 19 269  
23 0.75 19 273  
24 0.75 19 276  
25 0.75 19 279  
26 0.75 19 282  
27 0.75 19 285  
28 0.75 19 288  
29 0.75 19 291  
30 0.75 19 293  
31 0.75 19 296  
32 0.75 19 299  
33 0.75 19 301  
34 0.75 19 303  
35 0.75 19 306  
36 0.75 19 308  
37 0.75 19 310  
38 0.75 19 313  
39 0.75 19 315  
40 0.75 19 317  
41 0.75 19 319  

































0.50 19 147  2.86  2.1  0.21  0.79  1.00  1.00  0.99 0.95 
2 0.50 19 147  2.09  6.2  -0.61  -0.70  12.30  1.00  0.99 0.95 
3 0.50 19 147  1.80  10.3  -1.24  -8.00  8.91  1.00  0.99 0.95 
4 0.50 19 158  1.64  14.5  -1.41  -9.90  8.32  1.00  0.99 0.95 
5 0.50 19 169  1.52  18.6  -1.50  -12.40  9.12  1.00  0.99 0.95 
6 0.50 19 177  1.44  22.7  -1.55  -12.80  9.77  1.00  0.92 0.95 
7 0.75 19 187  1.35  27.9  -1.65  -10.10  5.62  1.00  0.99 0.95 
8 0.75 19 196  1.28  34.1  -1.70  -8.40  3.89  1.00  0.99 0.95 
9 0.75 19 205  1.22  40.3  -1.73  -8.50  3.47  1.00  0.99 0.95 
10 0.75 19 212  1.16  46.5  -1.80  -7.00  2.57  1.00  0.99 0.95 
11 0.75 19 219  1.12  52.7  -1.87  -6.90  2.40  1.00  0.99 0.95 
12 0.75 19 225  1.09  58.9  -1.91  -6.32  2.00  1.00  0.99 0.95 
13 0.75 19 231  1.06  65.1  -1.86  -5.90  1.55  1.00  0.99 0.95 





0.75 19 145  0.95  51.69  -4.11  -11.04  0.56  1.00  0.99 0.95 
16 0.75 19 147  0.94  55.83  -3.70  -10.81  0.42  1.00  0.99 0.95 
17 0.75 19 150  0.92  59.96  -3.86  -10.10  0.38  1.00  0.99 0.95 
18 0.75 19 152  0.90  64.10  -4.16  -9.30  0.37  1.00  0.99 0.95 
19 0.75 19 155  0.90  68.2  -3.99  -9.00  0.26  1.00  0.99 0.95 
20 0.75 19 157  0.89  72.4  -4.28  -8.30  0.25  1.00  0.99 0.95 
21 
Dense sand 
0.75 19 266  0.90  114.8  -2.00  -3.56  0.46  1.00  0.99 0.95 
22 0.75 19 269  0.88  121.0  -2.10  -3.28  0.44  1.00  0.99 0.95 
682 
 



























0.75 19 273  0.87  127.2  -2.14  -3.08  0.39  1.00  0.99  0.95 
24  0.75 19 276  0.86  133.4  -2.00  -3.07  0.30  1.00  0.99  0.95 
25  0.75 19 279  0.84  139.6  -2.10  -2.83  0.28  1.00  0.99  0.95 
26  0.75 19 282  0.83  145.8  -2.18  -2.62  0.26  1.00  0.99  0.95 
27  0.75 19 285  0.83  152.0  -2.00  -2.68  0.19  1.00  0.99  0.95 
28  0.75 19 288  0.81  158.2  -2.20  -2.37  0.19  1.00  0.99  0.95 
29  0.75 19 291  0.80  164.4  -2.21  -2.25  0.17  1.00  0.99  0.95 
30  0.75 19 293  0.80  170.6  -2.10  -2.26  0.13  1.00  0.99  0.95 
31  0.75 19 296  0.79  176.8  -2.20  -2.06  0.12  1.00  0.99  0.95 
32  0.75 19 299  0.78  183.0  -2.27  -1.90  0.11  1.00  0.99  0.95 
33  0.75 19 301  0.77  189.2  -2.20  -1.88  0.09  1.00  0.99  0.95 
34  0.75 19 303  0.77  195.4  -2.29  -1.71  0.08  1.00  0.99  0.95 
35  0.75 19 306  0.76  201.6  -2.31  -1.61  0.07  1.00  0.99  0.95 
36  0.75 19 308  0.75  207.8  -2.30  -1.55  0.05  1.00  0.99  0.95 
37  0.75 19 310  0.74  214.0  -2.20  -1.58  0.04  1.00  0.99  0.95 
38  0.75 19 313  0.74  220.2  -2.30  -1.41  0.03  1.00  0.99  0.95 
39  0.75 19 315  0.73  226.4  -2.28  -1.36  0.02  1.00  0.99  0.95 
40  0.75 19 317  0.71  232.6  -3.75  0.20  15.49  1.00  0.99  0.95 
41  0.75 19 319  0.71  238.8  -3.77  0.30  15.49  1.00  0.99  0.95 































P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 
5=G-P/A α β Dru=1.0 CSRt - ν - 
1 
Dense sand 
1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 1.5 
2 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 16.5 
3 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 35.5 
4 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 41.5 
5 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 45.5 
6 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 47 
7 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 50 
8 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 50 
9 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 50 
10 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 41 
11 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 42 
12 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 42 
13 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 42 





1 2 1 3.3 1 0.05 1.27  0.02 0.685 0.4 26.5 
16 1 2 1 3.3 1 0.05 1.27  0.02 0.685 0.4 25.5 
17 1 2 1 3.3 1 0.05 1.27  0.02 0.685 0.4 32.5 
18 1 2 1 3.3 1 0.05 1.27  0.02 0.685 0.45 32 
19 1 2 1 3.3 1 0.05 1.27  0.02 0.73 0.5 31 
20 1 2 1 3.3 1 0.05 1.27  0.02 0.73 0.5 31.5 
21 Dense sand 1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 31.5 
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P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 




1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 31 
23 1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 30.5 
24 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 25 
25 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24.5 
26 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24.5 
27 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24 
28 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24 
29 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23.5 
30 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23.5 
31 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23 
32 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23 
33 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23 
34 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 22.5 
35 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.4 14.5 
36 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14.5 
37 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14.5 
38 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14.5 
39 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14 
40 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.45 18.5 
41 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.45 18.5 
42 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.45 19 
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D.1.23 Case 2c with Liquefiable Layer of Vs1 = 175 m/s 
Table D.65 Analytical soil profile for Case 2c with liquefiable layer of Vs1 = 175 m/s 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
1 0.50 19 147  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
2 0.50 19 147  
3 0.50 19 147  
4 0.50 19 158  
5 0.50 19 169  
6 0.50 19 177  
7 0.75 19 187  
8 0.75 19 196  
9 0.75 19 205  
10 0.75 19 212  
11 0.75 19 219  
12 0.75 19 225  
13 0.75 19 231  
14 0.75 19 236  
Liquefiable sand 
15 0.75 19 169  
OCR=1 Ko=0.46 
FC=0% PI=0 
Dr = 65%, ' = 33° 
Cu = 3.8 
16 0.75 19 172  
17 0.75 19 175  
18 0.75 19 178  
19 0.75 19 181  








Table D.65 (cont.) 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
21 0.75 19 266  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
22 0.75 19 269  
23 0.75 19 273  
24 0.75 19 276  
25 0.75 19 279  
26 0.75 19 282  
27 0.75 19 285  
28 0.75 19 288  
29 0.75 19 291  
30 0.75 19 293  
31 0.75 19 296  
32 0.75 19 299  
33 0.75 19 301  
34 0.75 19 303  
35 0.75 19 306  
36 0.75 19 308  
37 0.75 19 310  
38 0.75 19 313  
39 0.75 19 315  
40 0.75 19 317  
41 0.75 19 319  

































0.50 19 147  2.86  2.1  0.21  0.79  1.00  1.00  0.99 0.95 
2 0.50 19 147  2.09  6.2  -0.61  -0.70  12.30  1.00  0.99 0.95 
3 0.50 19 147  1.80  10.3  -1.24  -8.00  8.91  1.00  0.99 0.95 
4 0.50 19 158  1.64  14.5  -1.41  -9.90  8.32  1.00  0.99 0.95 
5 0.50 19 169  1.52  18.6  -1.50  -12.40  9.12  1.00  0.99 0.95 
6 0.50 19 177  1.44  22.7  -1.55  -12.80  9.77  1.00  0.92 0.95 
7 0.75 19 187  1.35  27.9  -1.65  -10.10  5.62  1.00  0.99 0.95 
8 0.75 19 196  1.28  34.1  -1.70  -8.40  3.89  1.00  0.99 0.95 
9 0.75 19 205  1.22  40.3  -1.73  -8.50  3.47  1.00  0.99 0.95 
10 0.75 19 212  1.16  46.5  -1.80  -7.00  2.57  1.00  0.99 0.95 
11 0.75 19 219  1.12  52.7  -1.87  -6.90  2.40  1.00  0.99 0.95 
12 0.75 19 225  1.09  58.9  -1.91  -6.32  2.00  1.00  0.99 0.95 
13 0.75 19 231  1.06  65.1  -1.86  -5.90  1.55  1.00  0.99 0.95 





0.75 19 169  0.96  56.00  -2.98  -8.10  0.65  1.00  0.99 0.95 
16 0.75 19 172  0.94  60.48  -3.16  -7.45  0.60  1.00  0.99 0.95 
17 0.75 19 175  0.92  64.96  -3.20  -7.00  0.52  1.00  0.99 0.95 
18 0.75 19 178  0.90  69.44  -3.00  -6.82  0.41  1.00  0.99 0.95 
19 0.75 19 181  0.90  73.9  -3.30  -6.18  0.36  1.00  0.99 0.95 
20 0.75 19 183  0.89  78.4  -3.00  -6.16  0.27  1.00  0.99 0.95 
21 
Dense sand 
0.75 19 266  0.90  114.8  -2.00  -3.56  0.46  1.00  0.99 0.95 
22 0.75 19 269  0.88  121.0  -2.10  -3.28  0.44  1.00  0.99 0.95 
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0.75 19 273  0.87  127.2  -2.14  -3.08  0.39  1.00  0.99  0.95 
24  0.75 19 276  0.86  133.4  -2.00  -3.07  0.30  1.00  0.99  0.95 
25  0.75 19 279  0.84  139.6  -2.10  -2.83  0.28  1.00  0.99  0.95 
26  0.75 19 282  0.83  145.8  -2.18  -2.62  0.26  1.00  0.99  0.95 
27  0.75 19 285  0.83  152.0  -2.00  -2.68  0.19  1.00  0.99  0.95 
28  0.75 19 288  0.81  158.2  -2.20  -2.37  0.19  1.00  0.99  0.95 
29  0.75 19 291  0.80  164.4  -2.21  -2.25  0.17  1.00  0.99  0.95 
30  0.75 19 293  0.80  170.6  -2.10  -2.26  0.13  1.00  0.99  0.95 
31  0.75 19 296  0.79  176.8  -2.20  -2.06  0.12  1.00  0.99  0.95 
32  0.75 19 299  0.78  183.0  -2.27  -1.90  0.11  1.00  0.99  0.95 
33  0.75 19 301  0.77  189.2  -2.20  -1.88  0.09  1.00  0.99  0.95 
34  0.75 19 303  0.77  195.4  -2.29  -1.71  0.08  1.00  0.99  0.95 
35  0.75 19 306  0.76  201.6  -2.31  -1.61  0.07  1.00  0.99  0.95 
36  0.75 19 308  0.75  207.8  -2.30  -1.55  0.05  1.00  0.99  0.95 
37  0.75 19 310  0.74  214.0  -2.20  -1.58  0.04  1.00  0.99  0.95 
38  0.75 19 313  0.74  220.2  -2.30  -1.41  0.03  1.00  0.99  0.95 
39  0.75 19 315  0.73  226.4  -2.28  -1.36  0.02  1.00  0.99  0.95 
40  0.75 19 317  0.71  232.6  -3.75  0.20  15.49  1.00  0.99  0.95 
41  0.75 19 319  0.71  238.8  -3.77  0.30  15.49  1.00  0.99  0.95 































P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 
5=G-P/A α β Dru=1.0 CSRt - ν - 
1 
Dense sand 
1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 1.5 
2 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 16.5 
3 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 35.5 
4 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 41.5 
5 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 45.5 
6 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 47 
7 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 50 
8 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 50 
9 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 50 
10 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 41 
11 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 42 
12 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 42 
13 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 42 





1 2 1 2.9 1 0.05 2.55  0.06 0.685 0.4 39.5 
16 1 2 1 2.9 1 0.05 2.55  0.06 0.685 0.4 38.5 
17 1 2 1 2.9 1 0.05 2.55  0.06 0.685 0.4 38 
18 1 2 1 2.9 1 0.05 2.55  0.06 0.685 0.4 37.5 
19 1 2 1 2.9 1 0.05 2.55  0.06 0.685 0.4 37 
20 1 2 1 2.9 1 0.05 2.55  0.06 0.685 0.45 43.5 
21 Dense sand 1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 31.5 
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P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 




1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 31 
23 1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 30.5 
24 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 25 
25 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24.5 
26 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24.5 
27 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24 
28 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24 
29 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23.5 
30 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23.5 
31 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23 
32 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23 
33 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23 
34 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 22.5 
35 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.4 14.5 
36 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14.5 
37 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14.5 
38 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14.5 
39 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14 
40 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.45 18.5 
41 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.45 18.5 
42 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.45 19 
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D.1.24 Case 2c with Liquefiable Layer of Vs1 = 200 m/s 
Table D.68 Analytical soil profile for Case 2c with liquefiable layer of Vs1 = 200 m/s 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
1 0.50 19 147  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
2 0.50 19 147  
3 0.50 19 147  
4 0.50 19 158  
5 0.50 19 169  
6 0.50 19 177  
7 0.75 19 187  
8 0.75 19 196  
9 0.75 19 205  
10 0.75 19 212  
11 0.75 19 219  
12 0.75 19 225  
13 0.75 19 231  
14 0.75 19 236  
Liquefiable sand 
15 0.75 19 193  
OCR=1 Ko=0.41 
FC=0% PI=0 
Dr = 85%, ' = 36° 
Cu = 3.8 
16 0.75 19 196  
17 0.75 19 200  
18 0.75 19 203  
19 0.75 19 207  








Table D.68 (cont.) 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
21 0.75 19 266  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
22 0.75 19 269  
23 0.75 19 273  
24 0.75 19 276  
25 0.75 19 279  
26 0.75 19 282  
27 0.75 19 285  
28 0.75 19 288  
29 0.75 19 291  
30 0.75 19 293  
31 0.75 19 296  
32 0.75 19 299  
33 0.75 19 301  
34 0.75 19 303  
35 0.75 19 306  
36 0.75 19 308  
37 0.75 19 310  
38 0.75 19 313  
39 0.75 19 315  
40 0.75 19 317  
41 0.75 19 319  

































0.50 19 147  2.86  2.1  0.21  0.79  1.00  1.00  0.99 0.95 
2 0.50 19 147  2.09  6.2  -0.61  -0.70  12.30  1.00  0.99 0.95 
3 0.50 19 147  1.80  10.3  -1.24  -8.00  8.91  1.00  0.99 0.95 
4 0.50 19 158  1.64  14.5  -1.41  -9.90  8.32  1.00  0.99 0.95 
5 0.50 19 169  1.52  18.6  -1.50  -12.40  9.12  1.00  0.99 0.95 
6 0.50 19 177  1.44  22.7  -1.55  -12.80  9.77  1.00  0.92 0.95 
7 0.75 19 187  1.35  27.9  -1.65  -10.10  5.62  1.00  0.99 0.95 
8 0.75 19 196  1.28  34.1  -1.70  -8.40  3.89  1.00  0.99 0.95 
9 0.75 19 205  1.22  40.3  -1.73  -8.50  3.47  1.00  0.99 0.95 
10 0.75 19 212  1.16  46.5  -1.80  -7.00  2.57  1.00  0.99 0.95 
11 0.75 19 219  1.12  52.7  -1.87  -6.90  2.40  1.00  0.99 0.95 
12 0.75 19 225  1.09  58.9  -1.91  -6.32  2.00  1.00  0.99 0.95 
13 0.75 19 231  1.06  65.1  -1.86  -5.90  1.55  1.00  0.99 0.95 





0.75 19 193  0.97  62.89  -2.49  -2.79  0.17  1.00  0.99 0.95 
16 0.75 19 196  0.95  67.93  -2.40  -2.64  0.12  1.00  0.99 0.95 
17 0.75 19 200  0.93  72.96  -2.30  -2.53  0.08  1.00  0.99 0.95 
18 0.75 19 203  0.91  77.99  -2.57  -2.06  0.07  1.00  0.99 0.95 
19 0.75 19 207  0.90  83.0  -2.30  -2.16  0.04  1.00  0.99 0.95 
20 0.75 19 210  0.88  88.1  -2.67  -1.63  0.03  1.00  0.99 0.95 
21 
Dense sand 
0.75 19 266  0.90  114.8  -2.00  -3.56  0.46  1.00  0.99 0.95 
22 0.75 19 269  0.88  121.0  -2.10  -3.28  0.44  1.00  0.99 0.95 
694 
 



























0.75 19 273  0.87  127.2  -2.14  -3.08  0.39  1.00  0.99  0.95 
24  0.75 19 276  0.86  133.4  -2.00  -3.07  0.30  1.00  0.99  0.95 
25  0.75 19 279  0.84  139.6  -2.10  -2.83  0.28  1.00  0.99  0.95 
26  0.75 19 282  0.83  145.8  -2.18  -2.62  0.26  1.00  0.99  0.95 
27  0.75 19 285  0.83  152.0  -2.00  -2.68  0.19  1.00  0.99  0.95 
28  0.75 19 288  0.81  158.2  -2.20  -2.37  0.19  1.00  0.99  0.95 
29  0.75 19 291  0.80  164.4  -2.21  -2.25  0.17  1.00  0.99  0.95 
30  0.75 19 293  0.80  170.6  -2.10  -2.26  0.13  1.00  0.99  0.95 
31  0.75 19 296  0.79  176.8  -2.20  -2.06  0.12  1.00  0.99  0.95 
32  0.75 19 299  0.78  183.0  -2.27  -1.90  0.11  1.00  0.99  0.95 
33  0.75 19 301  0.77  189.2  -2.20  -1.88  0.09  1.00  0.99  0.95 
34  0.75 19 303  0.77  195.4  -2.29  -1.71  0.08  1.00  0.99  0.95 
35  0.75 19 306  0.76  201.6  -2.31  -1.61  0.07  1.00  0.99  0.95 
36  0.75 19 308  0.75  207.8  -2.30  -1.55  0.05  1.00  0.99  0.95 
37  0.75 19 310  0.74  214.0  -2.20  -1.58  0.04  1.00  0.99  0.95 
38  0.75 19 313  0.74  220.2  -2.30  -1.41  0.03  1.00  0.99  0.95 
39  0.75 19 315  0.73  226.4  -2.28  -1.36  0.02  1.00  0.99  0.95 
40  0.75 19 317  0.71  232.6  -3.75  0.20  15.49  1.00  0.99  0.95 
41  0.75 19 319  0.71  238.8  -3.77  0.30  15.49  1.00  0.99  0.95 































P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 
5=G-P/A α β Dru=1.0 CSRt - ν - 
1 
Dense sand 
1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 1.5 
2 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 16.5 
3 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 35.5 
4 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 41.5 
5 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 45.5 
6 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 47 
7 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 50 
8 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 50 
9 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 50 
10 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 41 
11 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 42 
12 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 42 
13 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 42 





1 2 1 2.6 1 0.05 3.8  0.1 0.685 0.4 26.5 
16 1 2 1 2.6 1 0.05 3.8  0.1 0.685 0.4 25.5 
17 1 2 1 2.6 1 0.05 3.8  0.1 0.73 0.45 21.5 
18 1 2 1 2.6 1 0.05 3.8  0.1 0.73 0.45 21 
19 1 2 1 2.6 1 0.05 3.8  0.1 0.73 0.45 20.5 
20 1 2 1 2.6 1 0.05 3.8  0.1 0.73 0.45 20 
21 Dense sand 1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 31.5 
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P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 




1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 31 
23 1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 30.5 
24 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 25 
25 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24.5 
26 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24.5 
27 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24 
28 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24 
29 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23.5 
30 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23.5 
31 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23 
32 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23 
33 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23 
34 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 22.5 
35 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.4 14.5 
36 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14.5 
37 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14.5 
38 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14.5 
39 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14 
40 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.45 18.5 
41 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.45 18.5 
42 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.45 19 
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D.1.25 Case 3b with Liquefiable Layer of Vs1 = 125 m/s 
Table D.71 Analytical soil profile for Case 3b with liquefiable layer of Vs1 = 125 m/s 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
1 0.50 19 147  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
2 0.50 19 154  
3 0.50 19 175  
4 0.50 19 190  
5 0.50 19 202  
6 0.50 19 213  
7 0.75 19 220  
8 0.75 19 226  
9 0.75 19 232  
10 0.75 19 237  
11 0.75 19 242  
12 0.75 19 247  
13 0.75 19 251  
14 0.75 19 255  
Liquefiable sand 
15 0.75 19 130  OCR=1 Ko=0.5 
FC=0% PI=0 
Dr = 35%, ' = 30° 
Cu = 3.8 
16 0.75 19 131  
17 0.75 19 133  











Table D.71 (cont.) 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
19 0.75 19 273  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
20 0.75 19 277  
21 0.75 19 280  
22 0.75 19 283  
23 0.75 19 286  
24 0.75 19 289  
25 0.75 19 291  
26 0.75 19 294  
27 0.75 19 297  
28 0.75 19 299  
29 0.75 19 302  
30 0.75 19 304  
31 0.75 19 306  
32 0.75 19 309  
33 0.75 19 311  
34 0.75 19 313  
35 0.75 19 315  
36 0.75 19 318  
37 0.75 19 320  
38 0.75 19 322  
39 0.75 19 324  
40 0.75 19 326  
41 0.75 19 328  






























0.5 19 147  2.32  4.3  -0.31  1.20  4.37  1.00  0.86 - 
2 0.5 19 154  1.69  12.8  -1.38  -9.50  9.12  1.00  0.99 - 
3 0.5 19 175  1.46  21.4  -1.58  -12.00  8.91  1.00  0.99 - 
4 0.5 19 190  1.33  29.9  -1.72  -8.70  5.25  1.00  0.99 - 
5 0.5 19 202  1.23  38.5  -1.82  -6.80  3.47  1.00  0.99 - 
6 0.5 19 213  1.16  47.0  -1.91  -7.17  3.31  1.00  0.99 - 
7 0.75 19 220  1.11  54.4  -1.97  -5.80  2.40  1.00  0.99 0.95 
8 0.75 19 226  1.08  60.6  -2.02  -5.70  2.24  1.00  0.99 0.95 
9 0.75 19 232  1.05  66.8  -2.06  -4.50  1.58  1.00  0.99 0.95 
10 0.75 19 237  1.02  73.0  -2.11  -4.30  1.45  1.00  0.99 0.95 
11 0.75 19 242  1.00  79.2  -2.15  -4.59  1.51  1.00  0.99 0.95 
12 0.75 19 247  0.97  85.4  -2.19  -4.40  1.41  1.00  0.99 0.95 
13 0.75 19 251  0.95  91.6  -2.20  -3.79  1.07  1.00  0.99 0.95 




0.75 19 130  0.84  66.69  -10.00  1.30  11.48  1.00  0.99 0.95 
16 0.75 19 131  0.82  70.67  -10.00  1.70  12.59  1.00  0.99 0.95 
17 0.75 19 133  0.81  74.65  -10.00  2.00  11.22  1.00  0.99 0.95 
18 0.75 19 135  0.80  78.62  -10.00  2.40  13.18  1.00  0.99 0.95 
19 
Dense sand 
0.75 19 273  0.86  128.8  -2.38  -2.81  0.63  1.00  0.99 0.95 
20 0.75 19 277  0.85  135.0  -2.39  -2.65  0.55  1.00  0.99 0.95 
21 0.75 19 280  0.84  141.2  -2.40  -2.50  0.48  1.00  0.99 0.95 
22 0.75 19 283  0.83  147.5  -2.44  -2.33  0.44  1.00  0.99 0.95 
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0.75 19 286  0.82  153.7  -2.46  -2.19  0.39  1.00  0.99  0.95 
24  0.75 19 289  0.81  159.9  -2.46  -2.08  0.34  1.00  0.99  0.95 
25  0.75 19 291  0.80  166.1  -2.49  -1.94  0.30  1.00  0.99  0.95 
26  0.75 19 294  0.79  172.3  -2.50  -1.83  0.26  1.00  0.99  0.95 
27  0.75 19 297  0.78  178.5  -2.51  -1.73  0.23  1.00  0.99  0.95 
28  0.75 19 299  0.78  184.7  -2.50  -1.65  0.19  1.00  0.99  0.95 
29  0.75 19 302  0.77  190.9  -2.53  -1.53  0.17  1.00  0.99  0.95 
30  0.75 19 304  0.76  197.1  -2.50  -1.48  0.14  1.00  0.99  0.95 
31  0.75 19 306  0.75  203.3  -2.56  -1.34  0.12  1.00  0.99  0.95 
32  0.75 19 309  0.75  209.5  -2.57  -1.26  0.10  1.00  0.99  0.95 
33  0.75 19 311  0.74  215.7  -2.59  -1.17  0.09  1.00  0.99  0.95 
34  0.75 19 313  0.73  221.9  -2.53  -1.16  0.06  1.00  0.99  0.95 
35  0.75 19 315  0.73  228.1  -2.60  -1.02  0.05  1.00  0.99  0.95 
36  0.75 19 318  0.72  234.3  -2.58  -0.98  0.04  1.00  0.99  0.95 
37  0.75 19 320  0.71  240.5  -2.68  -0.82  0.04  1.00  0.99  0.95 
38  0.75 19 322  0.71  246.7  -2.70  -0.74  0.02  1.00  0.99  0.95 
39  0.75 19 324  0.70  252.9  -2.60  -0.79  0.00  1.00  0.49  0.95 
40  0.75 19 326  0.69  259.1  -3.41  0.09  15.49  1.00  0.99  0.95 
41  0.75 19 328  0.69  265.3  -3.42  0.16  15.49  1.00  0.99  0.95 































P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 
5=G-P/A α β Dru=1.0 CSRt - ν - 
1 
Dense sand 
- - - - - - - - - 0.595 0.3 1.5 
2 - - - - - - - - - 0.55 0.25 16.5 
3 - - - - - - - - - 0.55 0.25 35.5 
4 - - - - - - - - - 0.55 0.25 41.5 
5 - - - - - - - - - 0.55 0.25 45.5 
6 - - - - - - - - - 0.55 0.25 47 
7 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 39 
8 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 39.5 
9 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 38 
10 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 38.5 
11 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 39.5 
12 1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 31 
13 1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 30.5 




1 2 1 3.5 1 0.05 1 - 0.02 0.865 0.6 22 
16 1 2 1 3.5 1 0.05 1 - 0.02 0.865 0.6 22 
17 1 2 1 3.5 1 0.05 1 - 0.02 0.865 0.6 22 
18 1 2 1 3.5 1 0.05 1 - 0.02 0.865 0.6 22 
19 
Dense sand 
1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 29.5 
20 1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 29.5 
21 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24 
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P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 




1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24 
23 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23.5 
24 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23.5 
25 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23.5 
26 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23 
27 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23 
28 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23 
29 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 22.5 
30 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 22.5 
31 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.4 14.5 
32 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.4 14.5 
33 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.4 14.5 
34 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.4 14 
35 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.4 14 
36 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.4 14 
37 1 2 1 0.3 1 0.05 3.8 - 0.1 0.775 0.45 12 
38 1 2 1 0.3 1 0.05 3.8 - 0.1 0.775 0.45 12 
39 1 2 1 0.3 1 0.05 3.8 - 0.1 0.775 0.45 11.5 
40 1 2 1 0.3 1 0.05 3.8 - 0.1 0.775 0.45 12 
41 1 2 1 0.3 1 0.05 3.8 - 0.1 0.775 0.45 12 
42 1 2 1 0.3 1 0.05 3.8 - 0.1 0.775 0.45 12 
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D.1.26 Case 3b with Liquefiable Layer of Vs1 = 150 m/s 
Table D.74 Analytical soil profile for Case 3b with liquefiable layer of Vs1 = 150 m/s 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
1 0.50 19 147  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
2 0.50 19 154  
3 0.50 19 175  
4 0.50 19 190  
5 0.50 19 202  
6 0.50 19 213  
7 0.75 19 220  
8 0.75 19 226  
9 0.75 19 232  
10 0.75 19 237  
11 0.75 19 242  
12 0.75 19 247  
13 0.75 19 251  
14 0.75 19 255  
Liquefiable sand 
15 0.75 19 156  OCR=1 Ko=0.48 
FC=0% PI=0 
Dr = 48%, ' = 31° 
Cu = 3.8 
16 0.75 19 158  
17 0.75 19 160  










Table D.74 (cont.) 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
19 0.75 19 273  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
20 0.75 19 277  
21 0.75 19 280  
22 0.75 19 283  
23 0.75 19 286  
24 0.75 19 289  
25 0.75 19 291  
26 0.75 19 294  
27 0.75 19 297  
28 0.75 19 299  
29 0.75 19 302  
30 0.75 19 304  
31 0.75 19 306  
32 0.75 19 309  
33 0.75 19 311  
34 0.75 19 313  
35 0.75 19 315  
36 0.75 19 318  
37 0.75 19 320  
38 0.75 19 322  
39 0.75 19 324  
40 0.75 19 326  
41 0.75 19 328  






























0.5 19 147  2.32  4.3  -0.31  1.20  4.37  1.00  0.86 - 
2 0.5 19 154  1.69  12.8  -1.38  -9.50  9.12  1.00  0.99 - 
3 0.5 19 175  1.46  21.4  -1.58  -12.00  8.91  1.00  0.99 - 
4 0.5 19 190  1.33  29.9  -1.72  -8.70  5.25  1.00  0.99 - 
5 0.5 19 202  1.23  38.5  -1.82  -6.80  3.47  1.00  0.99 - 
6 0.5 19 213  1.16  47.0  -1.91  -7.17  3.31  1.00  0.99 - 
7 0.75 19 220  1.11  54.4  -1.97  -5.80  2.40  1.00  0.99 0.95 
8 0.75 19 226  1.08  60.6  -2.02  -5.70  2.24  1.00  0.99 0.95 
9 0.75 19 232  1.05  66.8  -2.06  -4.50  1.58  1.00  0.99 0.95 
10 0.75 19 237  1.02  73.0  -2.11  -4.30  1.45  1.00  0.99 0.95 
11 0.75 19 242  1.00  79.2  -2.15  -4.59  1.51  1.00  0.99 0.95 
12 0.75 19 247  0.97  85.4  -2.19  -4.40  1.41  1.00  0.99 0.95 
13 0.75 19 251  0.95  91.6  -2.20  -3.79  1.07  1.00  0.99 0.95 




0.75 19 156  0.87  69.35  -4.30  -8.59  0.33  1.00  0.99 0.95 
16 0.75 19 158  0.86  73.49  -3.98  -8.50  0.26  1.00  0.99 0.95 
17 0.75 19 160  0.85  77.62  -4.20  -7.91  0.25  1.00  0.99 0.95 
18 0.75 19 162  0.83  81.76  -4.37  -7.40  0.23  1.00  0.99 0.95 
19 
Dense sand 
0.75 19 273  0.86  128.8  -2.38  -2.81  0.63  1.00  0.99 0.95 
20 0.75 19 277  0.85  135.0  -2.39  -2.65  0.55  1.00  0.99 0.95 
21 0.75 19 280  0.84  141.2  -2.40  -2.50  0.48  1.00  0.99 0.95 
22 0.75 19 283  0.83  147.5  -2.44  -2.33  0.44  1.00  0.99 0.95 
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0.75 19 286  0.82  153.7  -2.46  -2.19  0.39  1.00  0.99  0.95 
24  0.75 19 289  0.81  159.9  -2.46  -2.08  0.34  1.00  0.99  0.95 
25  0.75 19 291  0.80  166.1  -2.49  -1.94  0.30  1.00  0.99  0.95 
26  0.75 19 294  0.79  172.3  -2.50  -1.83  0.26  1.00  0.99  0.95 
27  0.75 19 297  0.78  178.5  -2.51  -1.73  0.23  1.00  0.99  0.95 
28  0.75 19 299  0.78  184.7  -2.50  -1.65  0.19  1.00  0.99  0.95 
29  0.75 19 302  0.77  190.9  -2.53  -1.53  0.17  1.00  0.99  0.95 
30  0.75 19 304  0.76  197.1  -2.50  -1.48  0.14  1.00  0.99  0.95 
31  0.75 19 306  0.75  203.3  -2.56  -1.34  0.12  1.00  0.99  0.95 
32  0.75 19 309  0.75  209.5  -2.57  -1.26  0.10  1.00  0.99  0.95 
33  0.75 19 311  0.74  215.7  -2.59  -1.17  0.09  1.00  0.99  0.95 
34  0.75 19 313  0.73  221.9  -2.53  -1.16  0.06  1.00  0.99  0.95 
35  0.75 19 315  0.73  228.1  -2.60  -1.02  0.05  1.00  0.99  0.95 
36  0.75 19 318  0.72  234.3  -2.58  -0.98  0.04  1.00  0.99  0.95 
37  0.75 19 320  0.71  240.5  -2.68  -0.82  0.04  1.00  0.99  0.95 
38  0.75 19 322  0.71  246.7  -2.70  -0.74  0.02  1.00  0.99  0.95 
39  0.75 19 324  0.70  252.9  -2.60  -0.79  0.00  1.00  0.49  0.95 
40  0.75 19 326  0.69  259.1  -3.41  0.09  15.49  1.00  0.99  0.95 
41  0.75 19 328  0.69  265.3  -3.42  0.16  15.49  1.00  0.99  0.95 































P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 
5=G-P/A α β Dru=1.0 CSRt - ν - 
1 
Dense sand 
- - - - - - - - - 0.595 0.3 7 
2 - - - - - - - - - 0.55 0.25 39 
3 - - - - - - - - - 0.55 0.25 46 
4 - - - - - - - - - 0.55 0.25 49.5 
5 - - - - - - - - - 0.55 0.25 50 
6 - - - - - - - - - 0.595 0.3 39.5 
7 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 39 
8 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 39.5 
9 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 38 
10 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 38.5 
11 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 39.5 
12 1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 31 
13 1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 30.5 




1 2 1 3.3 1 0.05 1.2  0.02 0.73 0.45 38 
16 1 2 1 3.3 1 0.05 1.2  0.02 0.73 0.5 43 
17 1 2 1 3.3 1 0.05 1.2  0.02 0.73 0.5 42 
18 1 2 1 3.3 1 0.05 1.2  0.02 0.73 0.5 41.5 
19 
Dense sand 
1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 29.5 
20 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 29.5 
21 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24 
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P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 




1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24 
23 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23.5 
24 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23.5 
25 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23.5 
26 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23 
27 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23 
28 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23 
29 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 22.5 
30 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 22.5 
31 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.4 14.5 
32 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.4 14.5 
33 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.4 14.5 
34 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.4 14 
35 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.4 14 
36 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.4 14 
37 1 2 1 0.3 1 0.05 3.8 - 0.1 0.775 0.45 12 
38 1 2 1 0.3 1 0.05 3.8 - 0.1 0.775 0.45 12 
39 1 2 1 0.3 1 0.05 3.8 - 0.1 0.775 0.45 11.5 
40 1 2 1 0.3 1 0.05 3.8 - 0.1 0.775 0.45 12 
41 1 2 1 0.3 1 0.05 3.8 - 0.1 0.775 0.45 12 
42 1 2 1 0.3 1 0.05 3.8 - 0.1 0.775 0.45 12 
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D.1.27 Case 3b with Liquefiable Layer of Vs1 = 175 m/s 
Table D.77 Analytical soil profile for Case 3b with liquefiable layer of Vs1 = 175 m/s 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
1 0.50 19 147  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
2 0.50 19 154  
3 0.50 19 175  
4 0.50 19 190  
5 0.50 19 202  
6 0.50 19 213  
7 0.75 19 220  
8 0.75 19 226  
9 0.75 19 232  
10 0.75 19 237  
11 0.75 19 242  
12 0.75 19 247  
13 0.75 19 251  
14 0.75 19 255  
Liquefiable sand 
15 0.75 19 181  OCR=1 Ko=0.46 
FC=0% PI=0 
Dr = 65%, ' = 33° 
Cu = 3.8 
16 0.75 19 184  
17 0.75 19 187  










Table D.77 (cont.) 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
19 0.75 19 273  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
20 0.75 19 277  
21 0.75 19 280  
22 0.75 19 283  
23 0.75 19 286  
24 0.75 19 289  
25 0.75 19 291  
26 0.75 19 294  
27 0.75 19 297  
28 0.75 19 299  
29 0.75 19 302  
30 0.75 19 304  
31 0.75 19 306  
32 0.75 19 309  
33 0.75 19 311  
34 0.75 19 313  
35 0.75 19 315  
36 0.75 19 318  
37 0.75 19 320  
38 0.75 19 322  
39 0.75 19 324  
40 0.75 19 326  
41 0.75 19 328  






























0.5 19 147  2.32  4.3  -0.31  1.20  4.37  1.00  0.86 - 
2 0.5 19 154  1.69  12.8  -1.38  -9.50  9.12  1.00  0.99 - 
3 0.5 19 175  1.46  21.4  -1.58  -12.00  8.91  1.00  0.99 - 
4 0.5 19 190  1.33  29.9  -1.72  -8.70  5.25  1.00  0.99 - 
5 0.5 19 202  1.23  38.5  -1.82  -6.80  3.47  1.00  0.99 - 
6 0.5 19 213  1.16  47.0  -1.91  -7.17  3.31  1.00  0.99 - 
7 0.75 19 220  1.11  54.4  -1.97  -5.80  2.40  1.00  0.99 0.95 
8 0.75 19 226  1.08  60.6  -2.02  -5.70  2.24  1.00  0.99 0.95 
9 0.75 19 232  1.05  66.8  -2.06  -4.50  1.58  1.00  0.99 0.95 
10 0.75 19 237  1.02  73.0  -2.11  -4.30  1.45  1.00  0.99 0.95 
11 0.75 19 242  1.00  79.2  -2.15  -4.59  1.51  1.00  0.99 0.95 
12 0.75 19 247  0.97  85.4  -2.19  -4.40  1.41  1.00  0.99 0.95 
13 0.75 19 251  0.95  91.6  -2.20  -3.79  1.07  1.00  0.99 0.95 




0.75 19 181  0.88  75.13  -3.26  -6.13  0.39  1.00  0.99 0.95 
16 0.75 19 184  0.87  79.61  -3.27  -5.82  0.34  1.00  0.99 0.95 
17 0.75 19 187  0.86  84.09  -3.10  -5.71  0.27  1.00  0.99 0.95 
18 0.75 19 189  0.84  88.57  -3.30  -5.25  0.26  1.00  0.99 0.95 
19 
Dense sand 
0.75 19 273  0.86  128.8  -2.38  -2.81  0.63  1.00  0.99 0.95 
20 0.75 19 277  0.85  135.0  -2.39  -2.65  0.55  1.00  0.99 0.95 
21 0.75 19 280  0.84  141.2  -2.40  -2.50  0.48  1.00  0.99 0.95 
22 0.75 19 283  0.83  147.5  -2.44  -2.33  0.44  1.00  0.99 0.95 
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0.75 19 286  0.82  153.7  -2.46  -2.19  0.39  1.00  0.99  0.95 
24  0.75 19 289  0.81  159.9  -2.46  -2.08  0.34  1.00  0.99  0.95 
25  0.75 19 291  0.80  166.1  -2.49  -1.94  0.30  1.00  0.99  0.95 
26  0.75 19 294  0.79  172.3  -2.50  -1.83  0.26  1.00  0.99  0.95 
27  0.75 19 297  0.78  178.5  -2.51  -1.73  0.23  1.00  0.99  0.95 
28  0.75 19 299  0.78  184.7  -2.50  -1.65  0.19  1.00  0.99  0.95 
29  0.75 19 302  0.77  190.9  -2.53  -1.53  0.17  1.00  0.99  0.95 
30  0.75 19 304  0.76  197.1  -2.50  -1.48  0.14  1.00  0.99  0.95 
31  0.75 19 306  0.75  203.3  -2.56  -1.34  0.12  1.00  0.99  0.95 
32  0.75 19 309  0.75  209.5  -2.57  -1.26  0.10  1.00  0.99  0.95 
33  0.75 19 311  0.74  215.7  -2.59  -1.17  0.09  1.00  0.99  0.95 
34  0.75 19 313  0.73  221.9  -2.53  -1.16  0.06  1.00  0.99  0.95 
35  0.75 19 315  0.73  228.1  -2.60  -1.02  0.05  1.00  0.99  0.95 
36  0.75 19 318  0.72  234.3  -2.58  -0.98  0.04  1.00  0.99  0.95 
37  0.75 19 320  0.71  240.5  -2.68  -0.82  0.04  1.00  0.99  0.95 
38  0.75 19 322  0.71  246.7  -2.70  -0.74  0.02  1.00  0.99  0.95 
39  0.75 19 324  0.70  252.9  -2.60  -0.79  0.00  1.00  0.49  0.95 
40  0.75 19 326  0.69  259.1  -3.41  0.09  15.49  1.00  0.99  0.95 
41  0.75 19 328  0.69  265.3  -3.42  0.16  15.49  1.00  0.99  0.95 































P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 
5=G-P/A α β Dru=1.0 CSRt - ν - 
1 
Dense sand 
- - - - - - - - - 0.595 0.3 7 
2 - - - - - - - - - 0.55 0.25 39 
3 - - - - - - - - - 0.55 0.25 46 
4 - - - - - - - - - 0.55 0.25 49.5 
5 - - - - - - - - - 0.55 0.25 50 
6 - - - - - - - - - 0.595 0.3 39.5 
7 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 39 
8 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 39.5 
9 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 38 
10 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 38.5 
11 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 39.5 
12 1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 31 
13 1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 30.5 




1 2 1 2.9 1 0.05 2.55  0.06 0.685 0.4 36.5 
16 1 2 1 2.9 1 0.05 2.55  0.06 0.685 0.45 43 
17 1 2 1 2.9 1 0.05 2.55  0.06 0.685 0.45 42 
18 1 2 1 2.9 1 0.05 2.55  0.06 0.73 0.45 29.5 
19 
Dense sand 
1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 29.5 
20 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 29.5 
21 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24 
714 
 

























P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 




1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24 
23 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23.5 
24 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23.5 
25 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23.5 
26 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23 
27 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23 
28 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23 
29 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 22.5 
30 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 22.5 
31 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.4 14.5 
32 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.4 14.5 
33 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.4 14.5 
34 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.4 14 
35 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.4 14 
36 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14 
37 1 2 1 0.3 1 0.05 3.8  0.1 0.775 0.45 12 
38 1 2 1 0.3 1 0.05 3.8  0.1 0.775 0.45 12 
39 1 2 1 0.3 1 0.05 3.8  0.1 0.775 0.45 11.5 
40 1 2 1 0.3 1 0.05 3.8  0.1 0.775 0.45 12 
41 1 2 1 0.3 1 0.05 3.8  0.1 0.775 0.45 12 
42 1 2 1 0.3 1 0.05 3.8 - 0.1 0.775 0.45 12 
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D.1.28 Case 3b with Liquefiable Layer of Vs1 = 200 m/s 
Table D.80 Analytical soil profile for Case 3b with liquefiable layer of Vs1 = 200 m/s 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
1 0.50 19 147  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
2 0.50 19 154  
3 0.50 19 175  
4 0.50 19 190  
5 0.50 19 202  
6 0.50 19 213  
7 0.75 19 220  
8 0.75 19 226  
9 0.75 19 232  
10 0.75 19 237  
11 0.75 19 242  
12 0.75 19 247  
13 0.75 19 251  
14 0.75 19 255  
Liquefiable sand 
15 0.75 19 207  OCR=1 Ko=0.41 
FC=0% PI=0 
Dr = 85%, ' = 36° 
Cu = 3.8 
16 0.75 19 210  
17 0.75 19 213  











Table D.80 (cont.) 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
19 0.75 19 273  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
20 0.75 19 277  
21 0.75 19 280  
22 0.75 19 283  
23 0.75 19 286  
24 0.75 19 289  
25 0.75 19 291  
26 0.75 19 294  
27 0.75 19 297  
28 0.75 19 299  
29 0.75 19 302  
30 0.75 19 304  
31 0.75 19 306  
32 0.75 19 309  
33 0.75 19 311  
34 0.75 19 313  
35 0.75 19 315  
36 0.75 19 318  
37 0.75 19 320  
38 0.75 19 322  
39 0.75 19 324  
40 0.75 19 326  
41 0.75 19 328  






























0.5 19 147  2.32  4.3  -0.31  1.20  4.37  1.00  0.86 - 
2 0.5 19 154  1.69  12.8  -1.38  -9.50  9.12  1.00  0.99 - 
3 0.5 19 175  1.46  21.4  -1.58  -12.00  8.91  1.00  0.99 - 
4 0.5 19 190  1.33  29.9  -1.72  -8.70  5.25  1.00  0.99 - 
5 0.5 19 202  1.23  38.5  -1.82  -6.80  3.47  1.00  0.99 - 
6 0.5 19 213  1.16  47.0  -1.91  -7.17  3.31  1.00  0.99 - 
7 0.75 19 220  1.11  54.4  -1.97  -5.80  2.40  1.00  0.99 0.95 
8 0.75 19 226  1.08  60.6  -2.02  -5.70  2.24  1.00  0.99 0.95 
9 0.75 19 232  1.05  66.8  -2.06  -4.50  1.58  1.00  0.99 0.95 
10 0.75 19 237  1.02  73.0  -2.11  -4.30  1.45  1.00  0.99 0.95 
11 0.75 19 242  1.00  79.2  -2.15  -4.59  1.51  1.00  0.99 0.95 
12 0.75 19 247  0.97  85.4  -2.19  -4.40  1.41  1.00  0.99 0.95 
13 0.75 19 251  0.95  91.6  -2.20  -3.79  1.07  1.00  0.99 0.95 




0.75 19 207  0.89  84.38  -2.61  -1.80  0.04  1.00  0.99 0.95 
16 0.75 19 210  0.88  89.41  -2.50  -1.76  0.02  1.00  0.99 0.95 
17 0.75 19 213  0.84  94.44  -4.39  0.32  15.49  1.00  0.99 0.95 
18 0.75 19 216  0.83  99.47  -4.45  0.55  15.49  1.00  0.99 0.95 
19 
Dense sand 
0.75 19 273  0.86  128.8  -2.38  -2.81  0.63  1.00  0.99 0.95 
20 0.75 19 277  0.85  135.0  -2.39  -2.65  0.55  1.00  0.99 0.95 
21 0.75 19 280  0.84  141.2  -2.40  -2.50  0.48  1.00  0.99 0.95 
22 0.75 19 283  0.83  147.5  -2.44  -2.33  0.44  1.00  0.99 0.95 
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0.75 19 286  0.82  153.7  -2.46  -2.19  0.39  1.00  0.99  0.95 
24  0.75 19 289  0.81  159.9  -2.46  -2.08  0.34  1.00  0.99  0.95 
25  0.75 19 291  0.80  166.1  -2.49  -1.94  0.30  1.00  0.99  0.95 
26  0.75 19 294  0.79  172.3  -2.50  -1.83  0.26  1.00  0.99  0.95 
27  0.75 19 297  0.78  178.5  -2.51  -1.73  0.23  1.00  0.99  0.95 
28  0.75 19 299  0.78  184.7  -2.50  -1.65  0.19  1.00  0.99  0.95 
29  0.75 19 302  0.77  190.9  -2.53  -1.53  0.17  1.00  0.99  0.95 
30  0.75 19 304  0.76  197.1  -2.50  -1.48  0.14  1.00  0.99  0.95 
31  0.75 19 306  0.75  203.3  -2.56  -1.34  0.12  1.00  0.99  0.95 
32  0.75 19 309  0.75  209.5  -2.57  -1.26  0.10  1.00  0.99  0.95 
33  0.75 19 311  0.74  215.7  -2.59  -1.17  0.09  1.00  0.99  0.95 
34  0.75 19 313  0.73  221.9  -2.53  -1.16  0.06  1.00  0.99  0.95 
35  0.75 19 315  0.73  228.1  -2.60  -1.02  0.05  1.00  0.99  0.95 
36  0.75 19 318  0.72  234.3  -2.58  -0.98  0.04  1.00  0.99  0.95 
37  0.75 19 320  0.71  240.5  -2.68  -0.82  0.04  1.00  0.99  0.95 
38  0.75 19 322  0.71  246.7  -2.70  -0.74  0.02  1.00  0.99  0.95 
39  0.75 19 324  0.70  252.9  -2.60  -0.79  0.00  1.00  0.49  0.95 
40  0.75 19 326  0.69  259.1  -3.41  0.09  15.49  1.00  0.99  0.95 
41  0.75 19 328  0.69  265.3  -3.42  0.16  15.49  1.00  0.99  0.95 































P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 
5=G-P/A α β Dru=1.0 CSRt - ν - 
1 
Dense sand 
- - - - - - - - - 0.595 0.3 7 
2 - - - - - - - - - 0.55 0.25 39 
3 - - - - - - - - - 0.55 0.25 46 
4 - - - - - - - - - 0.55 0.25 49.5 
5 - - - - - - - - - 0.55 0.25 50 
6 - - - - - - - - - 0.595 0.3 39.5 
7 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 39 
8 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 39.5 
9 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 38 
10 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 38.5 
11 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 39.5 
12 1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 31 
13 1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 30.5 




1 2 1 2.6 1 0.05 3.8  0.1 0.73 0.45 20.5 
16 1 2 1 2.6 1 0.05 3.8  0.1 0.73 0.45 20 
17 1 2 1 2.6 1 0.05 3.8  0.1 0.775 0.45 14 
18 1 2 1 2.6 1 0.05 3.8  0.1 0.73 0.45 20.5 
19 
Dense sand 
1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 29.5 
20 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 29.5 
21 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24 
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P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 




1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24 
23 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23.5 
24 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23.5 
25 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23.5 
26 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23 
27 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23 
28 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23 
29 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 22.5 
30 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 22.5 
31 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.4 14.5 
32 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.4 14.5 
33 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.4 14.5 
34 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.4 14 
35 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.4 14 
36 1 2 1 0.3 1 0.05 3.8  0.1 0.73 0.4 14 
37 1 2 1 0.3 1 0.05 3.8  0.1 0.775 0.45 12 
38 1 2 1 0.3 1 0.05 3.8  0.1 0.775 0.45 12 
39 1 2 1 0.3 1 0.05 3.8  0.1 0.775 0.45 11.5 
40 1 2 1 0.3 1 0.05 3.8  0.1 0.775 0.45 12 
41 1 2 1 0.3 1 0.05 3.8  0.1 0.775 0.45 12 
42 1 2 1 0.3 1 0.05 3.8 - 0.1 0.775 0.45 12 
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D.1.29 Case 3c with Liquefiable Layer of Vs1 = 125 m/s 
Table D.83 Analytical soil profile for Case 3c with liquefiable layer of Vs1 = 125 m/s 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
1 0.5 19 147  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
2 0.5 19 154  
3 0.5 19 175  
4 0.5 19 190  
5 0.5 19 202  
6 0.5 19 213  
7 0.75 19 224  
8 0.75 19 235  
9 0.75 19 245  
10 0.75 19 254  
11 0.75 19 260  
12 0.75 19 264  
13 0.75 19 268  
14 0.75 19 271  
Liquefiable sand 
15 0.75 19 134 OCR=1 Ko=0.5 
FC=0% PI=0 
Dr = 35%, ' = 30° 
Cu = 3.8 
16 0.75 19 135  
17 0.75 19 137 











Table D.83 (cont.) 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
19 0.75 19 287  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
20 0.75 19 289  
21 0.75 19 292  
22 0.75 19 295  
23 0.75 19 297  
24 0.75 19 300  
25 0.75 19 302  
26 0.75 19 305  
27 0.75 19 307  
28 0.75 19 309  
29 0.75 19 312  
30 0.75 19 314  
31 0.75 19 316  
32 0.75 19 318  
33 0.75 19 320  
34 0.75 19 322  
35 0.75 19 324  
36 0.75 19 326  
37 0.75 19 328  
38 0.75 19 330  
39 0.75 19 332  
40 0.75 19 334  
41 0.75 19 335  






























0.5 19 147  2.34  4.28  -0.30  1.20  4.37  1 0.99 - 
2 0.5 19 154  1.69  12.83  -1.38  -9.50  9.12  1 0.99 - 
3 0.5 19 175  1.46  21.38  -1.58  -12.00  8.91  1 0.99 - 
4 0.5 19 190  1.33  29.93  -1.72  -8.70  5.25  1 0.99 - 
5 0.5 19 202  1.23  38.48  -1.82  -6.80  3.47  1 0.99 - 
6 0.5 19 213  1.17  47.03  -1.86  -7.00  2.45  1 0.99 - 
7 0.75 19 224  1.11  57.71  -1.94  -6.38  1.95  1 0.99 - 
8 0.75 19 235  1.04  70.54  -2.00  -5.41  1.35  1 0.99 - 
9 0.75 19 245  1.01  80.05  -1.90  -5.10  1.12  1 0.99 0.95 
10 0.75 19 254  0.98  86.25  -1.94  -5.09  1.38  1 0.99 0.95 
11 0.75 19 260  0.96  92.46  -1.95  -4.90  1.35  1 0.99 0.95 
12 0.75 19 264  0.95  98.66  -1.90  -4.66  1.07  1 0.99 0.95 
13 0.75 19 268  0.93  104.86  -1.98  -4.32  0.95  1 0.99 0.95 




0.75 19 134  0.81  75.18  -10.00  2.00  12.30  1 0.99 0.95 
16 0.75 19 135  0.80  79.16  -10.00  2.40  10.96  1 0.99 0.95 
17 0.75 19 137  0.79  83.14  -10.00  2.70  12.30  1 0.99 0.95 
18 0.75 19 139  0.78  87.11  -10.00  2.90  12.02  1 0.99 0.95 
19 
Dense sand 
0.75 19 287  0.85  142.08  -2.11  -3.05  0.42  1 0.99 0.95 
20 0.75 19 289  0.84  148.29  -2.11  -2.90  0.35  1 0.99 0.95 
21 0.75 19 292  0.83  154.49  -2.10  -2.78  0.30  1 0.99 0.95 
22 0.75 19 295  0.82  160.69  -2.14  -2.61  0.27  1 0.99 0.95 
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0.75 19 297  0.81  166.90  -2.16  -2.47  0.23  1 0.99 0.95 
24  0.75 19 300  0.80  173.10  -2.10  -2.42  0.19  1 0.99 0.95 
25  0.75 19 302  0.79  179.30  -2.19  -2.23  0.18  1 0.99 0.95 
26  0.75 19 305  0.79  185.51  -2.21  -2.11  0.15  1 0.99 0.95 
27  0.75 19 307  0.78  191.71  -2.10  -2.12  0.12  1 0.99 0.95 
28  0.75 19 309  0.77  197.91  -2.24  -1.90  0.11  1 0.99 0.95 
29  0.75 19 312  0.77  204.12  -2.10  -1.95  0.08  1 0.99 0.95 
30  0.75 19 314  0.76  210.32  -2.27  -1.70  0.08  1 0.99 0.95 
31  0.75 19 316  0.75  216.52  -2.09  -1.80  0.05  1 0.89 0.95 
32  0.75 19 318  0.74  222.73  -2.20  -1.62  0.05  1 0.99 0.95 
33  0.75 19 320  0.74  228.93  -2.10  -1.65  0.04  1 0.99 0.95 
34  0.75 19 322  0.74  235.13  -0.90  -2.79  0.00  1 0.59 0.95 
35  0.75 19 324  0.73  241.34  -2.39  -1.23  0.03  1 0.99 0.95 
36  0.75 19 326  0.71  247.54  -3.71  0.18  15.49  1 0.99 0.95 
37  0.75 19 328  0.70  253.74  -3.75  0.30  15.49  1 0.99 0.95 
38  0.75 19 330  0.70  259.95  -3.76  0.38  15.49  1 0.99 0.95 
39  0.75 19 332  0.69  266.15  -3.79  0.49  15.49  1 0.99 0.95 
40  0.75 19 334  0.69  272.35  -3.80  0.56  15.49  1 0.99 0.95 
41  0.75 19 335  0.68  278.56  -3.84  0.67  15.49  1 0.99 0.95 































P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 
5=G-P/A α β Dru=1.0 CSRt - ν - 
1 
Dense sand 
- - - - - - - - 0.1 0.595 0.3 7 
2 - - - - - - - - 0.1 0.55 0.25 39 
3 - - - - - - - - 0.1 0.55 0.25 46 
4 - - - - - - - - 0.1 0.55 0.25 49.5 
5 - - - - - - - - 0.1 0.55 0.25 50 
6 - - - - - - - - 0.1 0.595 0.3 42 
7 - - - - - - - - 0.1 0.595 0.3 42.5 
8 - - - - - - - - 0.1 0.595 0.3 42 
9 1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 41.5 
10 1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 40.5 
11 1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 40 
12 1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 40 
13 1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 31.5 




1 2 1 3.5 1 0.05 1 - 0.02 0.865 0.6 22 
16 1 2 1 3.5 1 0.05 1 - 0.02 0.865 0.65 22 
17 1 2 1 3.5 1 0.05 1 - 0.02 0.865 0.65 22 
18 1 2 1 3.5 1 0.05 1 - 0.02 0.865 0.65 22 
19 
Dense sand 
1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 30 
20 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 30 
21 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24.5 
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P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 




1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24 
23 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24 
24 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24 
25 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23.5 
26 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.4 23.5 
27 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.4 23 
28 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.45 23 
29 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.45 22.5 
30 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.45 22.5 
31 1 2 1 0.3 1 0.05 3.8 - 0.1 0.775 0.45 14.5 
32 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.45 14.5 
33 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.45 14.5 
34 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.45 14 
35 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.45 14 
36 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.45 18.5 
37 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.45 18.5 
38 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.45 18.5 
39 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.45 19 
40 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.45 19 
41 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.45 19 
42 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.45 19 
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D.1.30 Case 3c with Liquefiable Layer of Vs1 = 150 m/s 
Table D.86 Analytical soil profile for Case 3c with liquefiable layer of Vs1 = 150 m/s 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
1 0.5 19 147  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
2 0.5 19 154  
3 0.5 19 175  
4 0.5 19 190  
5 0.5 19 202  
6 0.5 19 213  
7 0.75 19 224  
8 0.75 19 235  
9 0.75 19 245  
10 0.75 19 254  
11 0.75 19 260  
12 0.75 19 264  
13 0.75 19 268  
14 0.75 19 271  
Liquefiable sand 
15 0.75 19 160 OCR=1 Ko=0.48 
FC=0% PI=0 
Dr = 48%, ' = 31° 
Cu = 3.8 
16 0.75 19 162 
17 0.75 19 164  










Table D.86 (cont.) 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
19 0.75 19 287  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
20 0.75 19 289  
21 0.75 19 292  
22 0.75 19 295  
23 0.75 19 297  
24 0.75 19 300  
25 0.75 19 302  
26 0.75 19 305  
27 0.75 19 307  
28 0.75 19 309  
29 0.75 19 312  
30 0.75 19 314  
31 0.75 19 316  
32 0.75 19 318  
33 0.75 19 320  
34 0.75 19 322  
35 0.75 19 324  
36 0.75 19 326  
37 0.75 19 328  
38 0.75 19 330  
39 0.75 19 332  
40 0.75 19 334  
41 0.75 19 335  






























0.5 19 147  2.34  4.28  -0.30  1.20  4.37  1 0.99 - 
2 0.5 19 154  1.69  12.83  -1.38  -9.50  9.12  1 0.99 - 
3 0.5 19 175  1.46  21.38  -1.58  -12.00  8.91  1 0.99 - 
4 0.5 19 190  1.33  29.93  -1.72  -8.70  5.25  1 0.99 - 
5 0.5 19 202  1.23  38.48  -1.82  -6.80  3.47  1 0.99 - 
6 0.5 19 213  1.17  47.03  -1.86  -7.00  2.45  1 0.99 - 
7 0.75 19 224  1.11  57.71  -1.94  -6.38  1.95  1 0.99 - 
8 0.75 19 235  1.04  70.54  -2.00  -5.41  1.35  1 0.99 - 
9 0.75 19 245  1.01  80.05  -1.90  -5.10  1.12  1 0.99 0.95 
10 0.75 19 254  0.98  86.25  -1.94  -5.09  1.38  1 0.99 0.95 
11 0.75 19 260  0.96  92.46  -1.95  -4.90  1.35  1 0.99 0.95 
12 0.75 19 264  0.95  98.66  -1.90  -4.66  1.07  1 0.99 0.95 
13 0.75 19 268  0.93  104.86  -1.98  -4.32  0.95  1 0.99 0.95 




0.75 19 160  0.84  78.18  -4.28  -7.78  0.25  1 0.99 0.95 
16 0.75 19 162  0.83  82.32  -4.32  -7.40  0.22  1 0.99 0.95 
17 0.75 19 164  0.82  86.45  -3.90  -7.50  0.17  1 0.99 0.95 
18 0.75 19 166  0.81  90.59  -4.10  -7.01  0.16  1 0.99 0.95 
19 
Dense sand 
0.75 19 287  0.85  142.08  -2.11  -3.05  0.42  1 0.99 0.95 
20 0.75 19 289  0.84  148.29  -2.11  -2.90  0.35  1 0.99 0.95 
21 0.75 19 292  0.83  154.49  -2.10  -2.78  0.30  1 0.99 0.95 
22 0.75 19 295  0.82  160.69  -2.14  -2.61  0.27  1 0.99 0.95 
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0.75 19 297  0.81  166.90  -2.16  -2.47  0.23  1 0.99 0.95 
24  0.75 19 300  0.80  173.10  -2.10  -2.42  0.19  1 0.99 0.95 
25  0.75 19 302  0.79  179.30  -2.19  -2.23  0.18  1 0.99 0.95 
26  0.75 19 305  0.79  185.51  -2.21  -2.11  0.15  1 0.99 0.95 
27  0.75 19 307  0.78  191.71  -2.10  -2.12  0.12  1 0.99 0.95 
28  0.75 19 309  0.77  197.91  -2.24  -1.90  0.11  1 0.99 0.95 
29  0.75 19 312  0.77  204.12  -2.10  -1.95  0.08  1 0.99 0.95 
30  0.75 19 314  0.76  210.32  -2.27  -1.70  0.08  1 0.99 0.95 
31  0.75 19 316  0.75  216.52  -2.09  -1.80  0.05  1 0.89 0.95 
32  0.75 19 318  0.74  222.73  -2.20  -1.62  0.05  1 0.99 0.95 
33  0.75 19 320  0.74  228.93  -2.10  -1.65  0.04  1 0.99 0.95 
34  0.75 19 322  0.74  235.13  -0.90  -2.79  0.00  1 0.59 0.95 
35  0.75 19 324  0.73  241.34  -2.39  -1.23  0.03  1 0.99 0.95 
36  0.75 19 326  0.71  247.54  -3.71  0.18  15.49  1 0.99 0.95 
37  0.75 19 328  0.70  253.74  -3.75  0.30  15.49  1 0.99 0.95 
38  0.75 19 330  0.70  259.95  -3.76  0.38  15.49  1 0.99 0.95 
39  0.75 19 332  0.69  266.15  -3.79  0.49  15.49  1 0.99 0.95 
40  0.75 19 334  0.69  272.35  -3.80  0.56  15.49  1 0.99 0.95 
41  0.75 19 335  0.68  278.56  -3.84  0.67  15.49  1 0.99 0.95 































P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 
5=G-P/A α β Dru=1.0 CSRt - ν - 
1 
Dense sand 
- - - - - - - - 0.1 0.595 0.3 7 
2 - - - - - - - - 0.1 0.55 0.25 39 
3 - - - - - - - - 0.1 0.55 0.25 46 
4 - - - - - - - - 0.1 0.55 0.25 49.5 
5 - - - - - - - - 0.1 0.55 0.25 50 
6 - - - - - - - - 0.1 0.595 0.3 42 
7 - - - - - - - - 0.1 0.595 0.3 42.5 
8 - - - - - - - - 0.1 0.595 0.3 42 
9 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 41.5 
10 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 40.5 
11 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 40 
12 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 40 
13 1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 31.5 




1 2 1 3.3 1 0.05 1.2 - 0.02 0.73 0.5 42 
16 1 2 1 3.3 1 0.05 1.2 - 0.02 0.73 0.5 41.5 
17 1 2 1 3.3 1 0.05 1.2  0.02 0.73 0.5 40.5 
18 1 2 1 3.3 1 0.05 1.2  0.02 0.73 0.5 40 
19 
Dense sand 
1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 30 
20 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 30 
21 1 2 1 0.3 1 0.05 3.8  0.1 0.685 0.4 24.5 
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P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 




1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24 
23 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24 
24 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24 
25 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23.5 
26 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23.5 
27 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23 
28 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23 
29 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 22.5 
30 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 22.5 
31 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.4 14.5 
32 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.4 14.5 
33 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.4 14.5 
34 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.4 14 
35 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.4 14 
36 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.45 18.5 
37 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.45 18.5 
38 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.45 18.5 
39 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.45 19 
40 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.45 19 
41 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.45 19 
42 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.45 19 
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D.1.31 Case 3c with Liquefiable Layer of Vs1 = 175 m/s 
Table D.89 Analytical soil profile for Case 3c with liquefiable layer of Vs1 = 175 m/s 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
1 0.5 19 147  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
2 0.5 19 154  
3 0.5 19 175  
4 0.5 19 190  
5 0.5 19 202  
6 0.5 19 213  
7 0.75 19 224  
8 0.75 19 235  
9 0.75 19 245  
10 0.75 19 254  
11 0.75 19 260  
12 0.75 19 264  
13 0.75 19 268  
14 0.75 19 271  
Liquefiable sand 
15 0.75 19 187  OCR=1 Ko=0.46 
FC=0% PI=0 
Dr = 65%, ' = 33° 
Cu = 3.8 
16 0.75 19 189  
17 0.75 19 192  










Table D.89 (cont.) 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
19 0.75 19 287  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
20 0.75 19 289  
21 0.75 19 292  
22 0.75 19 295  
23 0.75 19 297  
24 0.75 19 300  
25 0.75 19 302  
26 0.75 19 305  
27 0.75 19 307  
28 0.75 19 309  
29 0.75 19 312  
30 0.75 19 314  
31 0.75 19 316  
32 0.75 19 318  
33 0.75 19 320  
34 0.75 19 322  
35 0.75 19 324  
36 0.75 19 326  
37 0.75 19 328  
38 0.75 19 330  
39 0.75 19 332  
40 0.75 19 334  
41 0.75 19 335  






























0.5 19 147  2.34  4.28  -0.30  1.20  4.37  1 0.99 0.95 
2 0.5 19 154  1.69  12.83  -1.38  -9.50  9.12  1 0.99 0.95 
3 0.5 19 175  1.46  21.38  -1.58  -12.00  8.91  1 0.99 0.95 
4 0.5 19 190  1.33  29.93  -1.72  -8.70  5.25  1 0.99 0.95 
5 0.5 19 202  1.23  38.48  -1.82  -6.80  3.47  1 0.99 0.95 
6 0.5 19 213  1.17  47.03  -1.86  -7.00  2.45  1 0.99 0.95 
7 0.75 19 224  1.11  57.71  -1.94  -6.38  1.95  1 0.99 0.95 
8 0.75 19 235  1.04  70.54  -2.00  -5.41  1.35  1 0.99 0.95 
9 0.75 19 245  1.01  80.05  -1.90  -5.10  1.12  1 0.99 0.95 
10 0.75 19 254  0.98  86.25  -1.94  -5.09  1.38  1 0.99 0.95 
11 0.75 19 260  0.96  92.46  -1.95  -4.90  1.35  1 0.99 0.95 
12 0.75 19 264  0.95  98.66  -1.90  -4.66  1.07  1 0.99 0.95 
13 0.75 19 268  0.93  104.86  -1.98  -4.32  0.95  1 0.99 0.95 




0.75 19 187  0.85  84.70  -3.10  -5.67  0.28  1 0.99 0.95 
16 0.75 19 189  0.84  89.18  -3.29  -5.23  0.26  1 0.99 0.95 
17 0.75 19 192  0.82  93.66  -3.31  -4.98  0.23  1 0.99 0.95 
18 0.75 19 194  0.82  98.14  -3.10  -4.97  0.18  1 0.99 0.95 
19 
Dense sand 
0.75 19 287  0.85  142.08  -2.11  -3.05  0.42  1 0.99 0.95 
20 0.75 19 289  0.84  148.29  -2.11  -2.90  0.35  1 0.99 0.95 
21 0.75 19 292  0.83  154.49  -2.10  -2.78  0.30  1 0.99 0.95 
22 0.75 19 295  0.82  160.69  -2.14  -2.61  0.27  1 0.99 0.95 
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0.75 19 297  0.81  166.90  -2.16  -2.47  0.23  1 0.99 0.95 
24  0.75 19 300  0.80  173.10  -2.10  -2.42  0.19  1 0.99 0.95 
25  0.75 19 302  0.79  179.30  -2.19  -2.23  0.18  1 0.99 0.95 
26  0.75 19 305  0.79  185.51  -2.21  -2.11  0.15  1 0.99 0.95 
27  0.75 19 307  0.78  191.71  -2.10  -2.12  0.12  1 0.99 0.95 
28  0.75 19 309  0.77  197.91  -2.24  -1.90  0.11  1 0.99 0.95 
29  0.75 19 312  0.77  204.12  -2.10  -1.95  0.08  1 0.99 0.95 
30  0.75 19 314  0.76  210.32  -2.27  -1.70  0.08  1 0.99 0.95 
31  0.75 19 316  0.75  216.52  -2.09  -1.80  0.05  1 0.89 0.95 
32  0.75 19 318  0.74  222.73  -2.20  -1.62  0.05  1 0.99 0.95 
33  0.75 19 320  0.74  228.93  -2.10  -1.65  0.04  1 0.99 0.95 
34  0.75 19 322  0.74  235.13  -0.90  -2.79  0.00  1 0.59 0.95 
35  0.75 19 324  0.73  241.34  -2.39  -1.23  0.03  1 0.99 0.95 
36  0.75 19 326  0.71  247.54  -3.71  0.18  15.49  1 0.99 0.95 
37  0.75 19 328  0.70  253.74  -3.75  0.30  15.49  1 0.99 0.95 
38  0.75 19 330  0.70  259.95  -3.76  0.38  15.49  1 0.99 0.95 
39  0.75 19 332  0.69  266.15  -3.79  0.49  15.49  1 0.99 0.95 
40  0.75 19 334  0.69  272.35  -3.80  0.56  15.49  1 0.99 0.95 
41  0.75 19 335  0.68  278.56  -3.84  0.67  15.49  1 0.99 0.95 































P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 
5=G-P/A α β Dru=1.0 CSRt - ν - 
1 
Dense sand 
- - - - - - - - 0.1 0.595 0.3 7 
2 - - - - - - - - 0.1 0.55 0.25 39 
3 - - - - - - - - 0.1 0.55 0.25 46 
4 - - - - - - - - 0.1 0.55 0.25 49.5 
5 - - - - - - - - 0.1 0.55 0.25 50 
6 - - - - - - - - 0.1 0.595 0.3 42 
7 - - - - - - - - 0.1 0.595 0.3 42.5 
8 - - - - - - - - 0.1 0.595 0.3 42 
9 1 1 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 41.5 
10 1 1 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 40.5 
11 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 40 
12 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 40 
13 1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 31.5 




1 2 1 2.9 1 0.05 2.55 - 0.06 0.685 0.45 42 
16 1 2 1 2.9 1 0.05 2.55 - 0.06 0.73 0.45 29.5 
17 1 2 1 2.9 1 0.05 2.55 - 0.06 0.73 0.45 29 
18 1 2 1 2.9 1 0.05 2.55 - 0.06 0.73 0.45 29 
19 
Dense sand 
1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 30 
20 1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 30 
21 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24.5 
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P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 




1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24 
23 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24 
24 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24 
25 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23.5 
26 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23.5 
27 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23 
28 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23 
29 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 22.5 
30 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 22.5 
31 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.4 14.5 
32 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.4 14.5 
33 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.4 14.5 
34 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.4 14 
35 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.4 14 
36 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.45 18.5 
37 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.45 18.5 
38 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.45 18.5 
39 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.45 19 
40 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.45 19 
41 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.45 19 
42 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.45 19 
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D.1.32 Case 3c with Liquefiable Layer of Vs1 = 200 m/s 
Table D.92 Analytical soil profile for Case 3c with liquefiable layer of Vs1 = 200 m/s 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
1 0.5 19 147  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
2 0.5 19 154  
3 0.5 19 175  
4 0.5 19 190  
5 0.5 19 202  
6 0.5 19 213  
7 0.75 19 224  
8 0.75 19 235  
9 0.75 19 245  
10 0.75 19 254  
11 0.75 19 260  
12 0.75 19 264  
13 0.75 19 268  
14 0.75 19 271  
Liquefiable sand 
15 0.75 19 214  OCR=1 Ko=0.41 
FC=0% PI=0 
Dr = 85%, ' = 36° 
Cu = 3.8 
16 0.75 19 216  
17 0.75 19 219  










Table D.92 (cont.) 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
19 0.75 19 287  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
20 0.75 19 289  
21 0.75 19 292  
22 0.75 19 295  
23 0.75 19 297  
24 0.75 19 300  
25 0.75 19 302  
26 0.75 19 305  
27 0.75 19 307  
28 0.75 19 309  
29 0.75 19 312  
30 0.75 19 314  
31 0.75 19 316  
32 0.75 19 318  
33 0.75 19 320  
34 0.75 19 322  
35 0.75 19 324  
36 0.75 19 326  
37 0.75 19 328  
38 0.75 19 330  
39 0.75 19 332  
40 0.75 19 334  
41 0.75 19 335  






























0.5 19 147  2.34  4.28  -0.30  1.20  4.37  1 0.99 - 
2 0.5 19 154  1.69  12.83  -1.38  -9.50  9.12  1 0.99 - 
3 0.5 19 175  1.46  21.38  -1.58  -12.00  8.91  1 0.99 - 
4 0.5 19 190  1.33  29.93  -1.72  -8.70  5.25  1 0.99 - 
5 0.5 19 202  1.23  38.48  -1.82  -6.80  3.47  1 0.99 - 
6 0.5 19 213  1.17  47.03  -1.86  -7.00  2.45  1 0.99 - 
7 0.75 19 224  1.11  57.71  -1.94  -6.38  1.95  1 0.99 - 
8 0.75 19 235  1.04  70.54  -2.00  -5.41  1.35  1 0.99 - 
9 0.75 19 245  1.01  80.05  -1.90  -5.10  1.12  1 0.99 0.95 
10 0.75 19 254  0.98  86.25  -1.94  -5.09  1.38  1 0.99 0.95 
11 0.75 19 260  0.96  92.46  -1.95  -4.90  1.35  1 0.99 0.95 
12 0.75 19 264  0.95  98.66  -1.90  -4.66  1.07  1 0.99 0.95 
13 0.75 19 268  0.93  104.86  -1.98  -4.32  0.95  1 0.99 0.95 




0.75 19 214  0.84  95.12  -4.40  0.36  15.49  1 0.99 0.95 
16 0.75 19 216  0.83  100.15  -4.45  0.57  15.49  1 0.99 0.95 
17 0.75 19 219  0.82  105.18  -4.49  0.76  15.49  1 0.99 0.95 
18 0.75 19 222  0.81  110.21  -4.54  0.96  15.49  1 0.99 0.95 
19 
Dense sand 
0.75 19 287  0.85  142.08  -2.11  -3.05  0.42  1 0.99 0.95 
20 0.75 19 289  0.84  148.29  -2.11  -2.90  0.35  1 0.99 0.95 
21 0.75 19 292  0.83  154.49  -2.10  -2.78  0.30  1 0.99 0.95 
22 0.75 19 295  0.82  160.69  -2.14  -2.61  0.27  1 0.99 0.95 
742 
 



























0.75 19 297  0.81  166.90  -2.16  -2.47  0.23  1 0.99 0.95 
24  0.75 19 300  0.80  173.10  -2.10  -2.42  0.19  1 0.99 0.95 
25  0.75 19 302  0.79  179.30  -2.19  -2.23  0.18  1 0.99 0.95 
26  0.75 19 305  0.79  185.51  -2.21  -2.11  0.15  1 0.99 0.95 
27  0.75 19 307  0.78  191.71  -2.10  -2.12  0.12  1 0.99 0.95 
28  0.75 19 309  0.77  197.91  -2.24  -1.90  0.11  1 0.99 0.95 
29  0.75 19 312  0.77  204.12  -2.10  -1.95  0.08  1 0.99 0.95 
30  0.75 19 314  0.76  210.32  -2.27  -1.70  0.08  1 0.99 0.95 
31  0.75 19 316  0.75  216.52  -2.09  -1.80  0.05  1 0.89 0.95 
32  0.75 19 318  0.74  222.73  -2.20  -1.62  0.05  1 0.99 0.95 
33  0.75 19 320  0.74  228.93  -2.10  -1.65  0.04  1 0.99 0.95 
34  0.75 19 322  0.74  235.13  -0.90  -2.79  0.00  1 0.59 0.95 
35  0.75 19 324  0.73  241.34  -2.39  -1.23  0.03  1 0.99 0.95 
36  0.75 19 326  0.71  247.54  -3.71  0.18  15.49  1 0.99 0.95 
37  0.75 19 328  0.70  253.74  -3.75  0.30  15.49  1 0.99 0.95 
38  0.75 19 330  0.70  259.95  -3.76  0.38  15.49  1 0.99 0.95 
39  0.75 19 332  0.69  266.15  -3.79  0.49  15.49  1 0.99 0.95 
40  0.75 19 334  0.69  272.35  -3.80  0.56  15.49  1 0.99 0.95 
41  0.75 19 335  0.68  278.56  -3.84  0.67  15.49  1 0.99 0.95 































P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 
5=G-P/A α β Dru=1.0 CSRt - ν - 
1 
Dense sand 
- - - - - - - - 0.1 0.595 0.3 7 
2 - - - - - - - - 0.1 0.55 0.25 39 
3 - - - - - - - - 0.1 0.55 0.25 46 
4 - - - - - - - - 0.1 0.55 0.25 49.5 
5 - - - - - - - - 0.1 0.55 0.25 50 
6 - - - - - - - - 0.1 0.595 0.3 42 
7 - - - - - - - - 0.1 0.595 0.3 42.5 
8 - - - - - - - - 0.1 0.595 0.3 42 
9 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 41.5 
10 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 40.5 
11 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 40 
12 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 40 
13 1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 31.5 




1 2 1 2.6 1 0.05 3.8 - 0.1 0.775 0.45 14 
16 1 2 1 2.6 1 0.05 3.8 - 0.1 0.775 0.45 14 
17 1 2 1 2.6 1 0.05 3.8 - 0.1 0.775 0.45 14 
18 1 2 1 2.6 1 0.05 3.8 - 0.1 0.775 0.5 18 
19 
Dense sand 
1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 30 
20 1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 30 
21 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24.5 
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P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 




1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24 
23 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24 
24 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24 
25 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23.5 
26 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23.5 
27 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23 
28 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23 
29 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 22.5 
30 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 22.5 
31 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.4 14.5 
32 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.4 14.5 
33 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.4 14.5 
34 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.4 14 
35 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.4 14 
36 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.45 18.5 
37 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.45 18.5 
38 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.45 18.5 
39 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.45 19 
40 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.45 19 
41 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.45 19 
42 1 2 1 0.3 1 0.05 3.8 - 0.1 0.73 0.45 19 
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D.1.33 Case 4a with Liquefiable Layer of Vs1 = 125 m/s 
Table D.95 Analytical soil profile for Case 4a with liquefiable layer of Vs1 = 125 m/s 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
1 0.50 19 147  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
2 0.50 19 147  
3 0.50 19 147  
4 0.50 19 158  
5 0.50 19 169  
6 0.50 19 177  
7 0.75 19 187  
8 0.75 19 196  
9 0.75 19 205  
10 0.75 19 212  
11 0.75 19 219  
12 0.75 19 225  
13 0.75 19 231  
14 0.75 19 236  
Liquefiable sand 
15 0.75 19 120  OCR=1 Ko=0.5 
FC=0% PI=0 
Dr = 35%, ' = 30° 
Cu = 3.8 
16 0.75 19 123  
17 0.75 19 125  











Table D.95 (cont.) 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
19 0.75 19 258  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
20 0.75 19 262  
21 0.75 19 266  
22 0.75 19 269  
23 0.75 19 273  
24 0.75 19 276  
25 0.75 19 279  
26 0.75 19 282  
27 0.75 19 285  
28 0.75 19 288  














































0.50 19 147  2.86  2.1  0.21  0.79  1.00  1.00  0.99 0.95 
2 0.50 19 147  2.09  6.2  -0.61  -0.70  12.30  1.00  0.99 0.95 
3 0.50 19 147  1.80  10.3  -1.24  -8.00  8.91  1.00  0.99 0.95 
4 0.50 19 158  1.64  14.5  -1.41  -9.90  8.32  1.00  0.99 0.95 
5 0.50 19 169  1.52  18.6  -1.50  -12.40  9.12  1.00  0.99 0.95 
6 0.50 19 177  1.44  22.7  -1.55  -12.80  9.77  1.00  0.92 0.95 
7 0.75 19 187  1.35  27.9  -1.65  -10.10  5.62  1.00  0.99 0.95 
8 0.75 19 196  1.28  34.1  -1.70  -8.40  3.89  1.00  0.99 0.95 
9 0.75 19 205  1.22  40.3  -1.73  -8.50  3.47  1.00  0.99 0.95 
10 0.75 19 212  1.16  46.5  -1.80  -7.00  2.57  1.00  0.99 0.95 
11 0.75 19 219  1.12  52.7  -1.87  -6.90  2.40  1.00  0.99 0.95 
12 0.75 19 225  1.09  58.9  -1.91  -6.32  2.00  1.00  0.99 0.95 
13 0.75 19 231  1.06  65.1  -1.86  -5.90  1.55  1.00  0.99 0.95 




0.75 19 120  0.94  49.7  -5.10  -5.45  0.03  1.00  0.99 0.95 
16 0.75 19 123  0.92  53.7  -5.00  -5.11  0.02  1.00  0.99 0.95 
17 0.75 19 125  0.91  57.7  -5.00  -4.71  0.01  1.00  0.99 0.95 
18 0.75 19 127  0.85  61.6  -9.98  0.79  13.49  1.00  0.99 0.95 
19 
Dense sand 
0.75 19 258  0.92  102.4  -2.07  -3.88  0.66  1.00  0.99 0.95 
20 0.75 19 262  0.91  108.6  -2.10  -3.65  0.59  1.00  0.99 0.95 
21 0.75 19 266  0.90  114.8  -2.00  -3.56  0.46  1.00  0.99 0.95 
22 0.75 19 269  0.88  121.0  -2.10  -3.28  0.44  1.00  0.99 0.95 
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0.75 19 273  0.87  127.2  -2.14  -3.08  0.39  1.00  0.99  0.95 
24  0.75 19 276  0.86  133.4  -2.00  -3.07  0.30  1.00  0.99  0.95 
25  0.75 19 279  0.84  139.6  -2.10  -2.83  0.28  1.00  0.99  0.95 
26  0.75 19 282  0.83  145.8  -2.18  -2.62  0.26  1.00  0.99  0.95 
27  0.75 19 285  0.83  152.0  -2.00  -2.68  0.19  1.00  0.99  0.95 
28  0.75 19 288  0.81  158.2  -2.20  -2.37  0.19  1.00  0.99  0.95 














































P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 
5=G-P/A α β Dru=1.0 CSRt - ν - 
1 
Dense sand 
1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 1.5 
2 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 16.5 
3 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 35.5 
4 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 41.5 
5 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 45.5 
6 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 47 
7 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 50 
8 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 50 
9 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 50 
10 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 41 
11 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 42 
12 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 42 
13 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 42 




1 2 1 3.5 1 0.05 1  0.02 0.82 0.55 25.5 
16 1 2 1 3.5 1 0.05 1  0.02 0.82 0.55 25 
17 1 2 1 3.5 1 0.05 1  0.02 0.82 0.55 24.5 
18 1 2 1 3.5 1 0.05 1  0.02 0.865 0.6 22 
19 
Dense sand 
1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 32 
20 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 31.5 
21 1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 31.5 
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P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 




1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 31 
23 1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 30.5 
24 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 25 
25 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24.5 
26 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24.5 
27 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24 
28 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24 
















D.1.34 Case 4a with Liquefiable Layer of Vs1 = 150 m/s 
Table D.98 Analytical soil profile for Case 4a with liquefiable layer of Vs1 = 150 m/s 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
1 0.50 19 147  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
2 0.50 19 147  
3 0.50 19 147  
4 0.50 19 158  
5 0.50 19 169  
6 0.50 19 177  
7 0.75 19 187  
8 0.75 19 196  
9 0.75 19 205  
10 0.75 19 212  
11 0.75 19 219  
12 0.75 19 225  
13 0.75 19 231  
14 0.75 19 236  
Liquefiable sand 
15 0.75 19 145  OCR=1 Ko=0.48 
FC=0% PI=0 
Dr = 48%, ' = 31° 
Cu = 3.8 
16 0.75 19 147  
17 0.75 19 150  










Table D.98 (cont.) 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
19 0.75 19 258  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
20 0.75 19 262  
21 0.75 19 266  
22 0.75 19 269  
23 0.75 19 273  
24 0.75 19 276  
25 0.75 19 279  
26 0.75 19 282  
27 0.75 19 285  
28 0.75 19 288  














































0.50 19 147  2.86  2.1  0.21  0.79  1.00  1.00  0.99 0.95 
2 0.50 19 147  2.09  6.2  -0.61  -0.70  12.30  1.00  0.99 0.95 
3 0.50 19 147  1.80  10.3  -1.24  -8.00  8.91  1.00  0.99 0.95 
4 0.50 19 158  1.64  14.5  -1.41  -9.90  8.32  1.00  0.99 0.95 
5 0.50 19 169  1.52  18.6  -1.50  -12.40  9.12  1.00  0.99 0.95 
6 0.50 19 177  1.44  22.7  -1.55  -12.80  9.77  1.00  0.92 0.95 
7 0.75 19 187  1.35  27.9  -1.65  -10.10  5.62  1.00  0.99 0.95 
8 0.75 19 196  1.28  34.1  -1.70  -8.40  3.89  1.00  0.99 0.95 
9 0.75 19 205  1.22  40.3  -1.73  -8.50  3.47  1.00  0.99 0.95 
10 0.75 19 212  1.16  46.5  -1.80  -7.00  2.57  1.00  0.99 0.95 
11 0.75 19 219  1.12  52.7  -1.87  -6.90  2.40  1.00  0.99 0.95 
12 0.75 19 225  1.09  58.9  -1.91  -6.32  2.00  1.00  0.99 0.95 
13 0.75 19 231  1.06  65.1  -1.86  -5.90  1.55  1.00  0.99 0.95 




0.75 19 145  0.95  51.7  -4.11  -11.04  0.56  1.00  0.99 0.95 
16 0.75 19 147  0.94  55.8  -3.70  -10.81  0.42  1.00  0.99 0.95 
17 0.75 19 150  0.92  60.0  -3.86  -10.10  0.38  1.00  0.99 0.95 
18 0.75 19 152  0.90  64.1  -4.16  -9.30  0.37  1.00  0.99 0.95 
19 
Dense sand 
0.75 19 258  0.92  102.4  -2.07  -3.88  0.66  1.00  0.99 0.95 
20 0.75 19 262  0.91  108.6  -2.10  -3.65  0.59  1.00  0.99 0.95 
21 0.75 19 266  0.90  114.8  -2.00  -3.56  0.46  1.00  0.99 0.95 
22 0.75 19 269  0.88  121.0  -2.10  -3.28  0.44  1.00  0.99 0.95 
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0.75 19 273  0.87  127.2  -2.14  -3.08  0.39  1.00  0.99  0.95 
24  0.75 19 276  0.86  133.4  -2.00  -3.07  0.30  1.00  0.99  0.95 
25  0.75 19 279  0.84  139.6  -2.10  -2.83  0.28  1.00  0.99  0.95 
26  0.75 19 282  0.83  145.8  -2.18  -2.62  0.26  1.00  0.99  0.95 
27  0.75 19 285  0.83  152.0  -2.00  -2.68  0.19  1.00  0.99  0.95 
28  0.75 19 288  0.81  158.2  -2.20  -2.37  0.19  1.00  0.99  0.95 














































P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 
5=G-P/A α β Dru=1.0 CSRt - ν - 
1 
Dense sand 
1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 1.5 
2 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 16.5 
3 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 35.5 
4 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 41.5 
5 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 45.5 
6 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 47 
7 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 50 
8 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 50 
9 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 50 
10 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 41 
11 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 42 
12 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 42 
13 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 42 




1 2 1 3.3 1 0.05 1.27  0.02 0.685 0.4 48.5 
16 1 2 1 3.3 1 0.05 1.27  0.02 0.685 0.4 48 
17 1 2 1 3.3 1 0.05 1.27  0.02 0.685 0.4 47 
18 1 2 1 3.3 1 0.05 1.27  0.02 0.685 0.45 50 
19 
Dense sand 
1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 32 
20 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 31.5 
21 1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 31.5 
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P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 




1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 31 
23 1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 30.5 
24 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 25 
25 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24.5 
26 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24.5 
27 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24 
28 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24 
















D.1.35 Case 4a with Liquefiable Layer of Vs1 = 175 m/s 
Table D.101 Analytical soil profile for Case 4a with liquefiable layer of Vs1 = 175 m/s 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
1 0.50 19 147  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
2 0.50 19 147  
3 0.50 19 147  
4 0.50 19 158  
5 0.50 19 169  
6 0.50 19 177  
7 0.75 19 187  
8 0.75 19 196  
9 0.75 19 205  
10 0.75 19 212  
11 0.75 19 219  
12 0.75 19 225  
13 0.75 19 231  
14 0.75 19 236  
Liquefiable sand 
15 0.75 19 169  OCR=1 Ko=0.46 
FC=0% PI=0 
Dr = 65%, ' = 33° 
Cu = 3.8 
16 0.75 19 172  
17 0.75 19 175  










Table D.101 (cont.) 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
19 0.75 19 258  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
20 0.75 19 262  
21 0.75 19 266  
22 0.75 19 269  
23 0.75 19 273  
24 0.75 19 276  
25 0.75 19 279  
26 0.75 19 282  
27 0.75 19 285  
28 0.75 19 288  














































0.50 19 147  2.86  2.1  0.21  0.79  1.00  1.00  0.99 0.95 
2 0.50 19 147  2.09  6.2  -0.61  -0.70  12.30  1.00  0.99 0.95 
3 0.50 19 147  1.80  10.3  -1.24  -8.00  8.91  1.00  0.99 0.95 
4 0.50 19 158  1.64  14.5  -1.41  -9.90  8.32  1.00  0.99 0.95 
5 0.50 19 169  1.52  18.6  -1.50  -12.40  9.12  1.00  0.99 0.95 
6 0.50 19 177  1.44  22.7  -1.55  -12.80  9.77  1.00  0.92 0.95 
7 0.75 19 187  1.35  27.9  -1.65  -10.10  5.62  1.00  0.99 0.95 
8 0.75 19 196  1.28  34.1  -1.70  -8.40  3.89  1.00  0.99 0.95 
9 0.75 19 205  1.22  40.3  -1.73  -8.50  3.47  1.00  0.99 0.95 
10 0.75 19 212  1.16  46.5  -1.80  -7.00  2.57  1.00  0.99 0.95 
11 0.75 19 219  1.12  52.7  -1.87  -6.90  2.40  1.00  0.99 0.95 
12 0.75 19 225  1.09  58.9  -1.91  -6.32  2.00  1.00  0.99 0.95 
13 0.75 19 231  1.06  65.1  -1.86  -5.90  1.55  1.00  0.99 0.95 




0.75 19 169  0.95  51.7  -4.11  -11.04  0.56  1.00  0.99 0.95 
16 0.75 19 172  0.94  55.8  -3.70  -10.81  0.42  1.00  0.99 0.95 
17 0.75 19 175  0.92  60.0  -3.86  -10.10  0.38  1.00  0.99 0.95 
18 0.75 19 178  0.90  64.1  -4.16  -9.30  0.37  1.00  0.99 0.95 
19 
Dense sand 
0.75 19 258  0.92  102.4  -2.07  -3.88  0.66  1.00  0.99 0.95 
20 0.75 19 262  0.91  108.6  -2.10  -3.65  0.59  1.00  0.99 0.95 
21 0.75 19 266  0.90  114.8  -2.00  -3.56  0.46  1.00  0.99 0.95 
22 0.75 19 269  0.88  121.0  -2.10  -3.28  0.44  1.00  0.99 0.95 
760 
 



























0.75 19 273  0.87  127.2  -2.14  -3.08  0.39  1.00  0.99  0.95 
24  0.75 19 276  0.86  133.4  -2.00  -3.07  0.30  1.00  0.99  0.95 
25  0.75 19 279  0.84  139.6  -2.10  -2.83  0.28  1.00  0.99  0.95 
26  0.75 19 282  0.83  145.8  -2.18  -2.62  0.26  1.00  0.99  0.95 
27  0.75 19 285  0.83  152.0  -2.00  -2.68  0.19  1.00  0.99  0.95 
28  0.75 19 288  0.81  158.2  -2.20  -2.37  0.19  1.00  0.99  0.95 














































P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 
5=G-P/A α β Dru=1.0 CSRt - ν - 
1 
Dense sand 
1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 1.5 
2 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 16.5 
3 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 35.5 
4 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 41.5 
5 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 45.5 
6 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 47 
7 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 50 
8 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 50 
9 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 50 
10 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 41 
11 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 42 
12 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 42 
13 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 42 




1 2 1 2.9 1 0.05 2.55  0.06 0.685 0.4 39.5 
16 1 2 1 2.9 1 0.05 2.55  0.06 0.685 0.4 38.5 
17 1 2 1 2.9 1 0.05 2.55  0.06 0.685 0.4 38 
18 1 2 1 2.9 1 0.05 2.55  0.06 0.685 0.4 37.5 
19 
Dense sand 
1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 32 
20 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 31.5 
21 1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 31.5 
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P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 




1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 31 
23 1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 30.5 
24 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 25 
25 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24.5 
26 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24.5 
27 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24 
28 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24 
















D.1.36 Case 4a with Liquefiable Layer of Vs1 = 200 m/s 
Table D.104 Analytical soil profile for Case 4a with liquefiable layer of Vs1 = 200 m/s 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
1 0.50 19 147  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
2 0.50 19 147  
3 0.50 19 147  
4 0.50 19 158  
5 0.50 19 169  
6 0.50 19 177  
7 0.75 19 187  
8 0.75 19 196  
9 0.75 19 205  
10 0.75 19 212  
11 0.75 19 219  
12 0.75 19 225  
13 0.75 19 231  
14 0.75 19 236  
Liquefiable sand 
15 0.75 19 169  OCR=1 Ko=0.41 
FC=0% PI=0 
Dr = 85%, ' = 36° 
Cu = 3.8 
16 0.75 19 172  
17 0.75 19 175  










Table D.104 (cont.) 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
19 0.75 19 258  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
20 0.75 19 262  
21 0.75 19 266  
22 0.75 19 269  
23 0.75 19 273  
24 0.75 19 276  
25 0.75 19 279  
26 0.75 19 282  
27 0.75 19 285  
28 0.75 19 288  














































0.50 19 147  2.86  2.1  0.21  0.79  1.00  1.00  0.99 0.95 
2 0.50 19 147  2.09  6.2  -0.61  -0.70  12.30  1.00  0.99 0.95 
3 0.50 19 147  1.80  10.3  -1.24  -8.00  8.91  1.00  0.99 0.95 
4 0.50 19 158  1.64  14.5  -1.41  -9.90  8.32  1.00  0.99 0.95 
5 0.50 19 169  1.52  18.6  -1.50  -12.40  9.12  1.00  0.99 0.95 
6 0.50 19 177  1.44  22.7  -1.55  -12.80  9.77  1.00  0.92 0.95 
7 0.75 19 187  1.35  27.9  -1.65  -10.10  5.62  1.00  0.99 0.95 
8 0.75 19 196  1.28  34.1  -1.70  -8.40  3.89  1.00  0.99 0.95 
9 0.75 19 205  1.22  40.3  -1.73  -8.50  3.47  1.00  0.99 0.95 
10 0.75 19 212  1.16  46.5  -1.80  -7.00  2.57  1.00  0.99 0.95 
11 0.75 19 219  1.12  52.7  -1.87  -6.90  2.40  1.00  0.99 0.95 
12 0.75 19 225  1.09  58.9  -1.91  -6.32  2.00  1.00  0.99 0.95 
13 0.75 19 231  1.06  65.1  -1.86  -5.90  1.55  1.00  0.99 0.95 




0.75 19 193  0.97  62.89  -2.49  -2.79  0.17  1.00  0.99 0.95 
16 0.75 19 196  0.95  67.93  -2.40  -2.64  0.12  1.00  0.99 0.95 
17 0.75 19 200  0.93  72.96  -2.30  -2.53  0.08  1.00  0.99 0.95 
18 0.75 19 203  0.91  77.99  -2.57  -2.06  0.07  1.00  0.99 0.95 
19 
Dense sand 
0.75 19 258  0.92  102.4  -2.07  -3.88  0.66  1.00  0.99 0.95 
20 0.75 19 262  0.91  108.6  -2.10  -3.65  0.59  1.00  0.99 0.95 
21 0.75 19 266  0.90  114.8  -2.00  -3.56  0.46  1.00  0.99 0.95 
22 0.75 19 269  0.88  121.0  -2.10  -3.28  0.44  1.00  0.99 0.95 
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0.75 19 273  0.87  127.2  -2.14  -3.08  0.39  1.00  0.99  0.95 
24  0.75 19 276  0.86  133.4  -2.00  -3.07  0.30  1.00  0.99  0.95 
25  0.75 19 279  0.84  139.6  -2.10  -2.83  0.28  1.00  0.99  0.95 
26  0.75 19 282  0.83  145.8  -2.18  -2.62  0.26  1.00  0.99  0.95 
27  0.75 19 285  0.83  152.0  -2.00  -2.68  0.19  1.00  0.99  0.95 
28  0.75 19 288  0.81  158.2  -2.20  -2.37  0.19  1.00  0.99  0.95 














































P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 
5=G-P/A α β Dru=1.0 CSRt - ν - 
1 
Dense sand 
1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 1.5 
2 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 16.5 
3 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 35.5 
4 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 41.5 
5 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 45.5 
6 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 47 
7 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 50 
8 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 50 
9 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 50 
10 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 41 
11 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 42 
12 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 42 
13 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 42 




1 2 1 2.6 1 0.05 3.8  0.1 0.685 0.4 26.5 
16 1 2 1 2.6 1 0.05 3.8  0.1 0.685 0.4 25.5 
17 1 2 1 2.6 1 0.05 3.8  0.1 0.73 0.45 21.5 
18 1 2 1 2.6 1 0.05 3.8  0.1 0.73 0.45 21 
19 
Dense sand 
1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 32 
20 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 31.5 
21 1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 31.5 
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P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 




1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 31 
23 1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 30.5 
24 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 25 
25 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24.5 
26 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24.5 
27 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24 
28 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24 
















D.1.37 Case 4b with Liquefiable Layer of Vs1 = 125 m/s 
Table D.107 Analytical soil profile for Case 4b with liquefiable layer of Vs1 = 125 m/s 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
1 0.50 19 147  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
2 0.50 19 147  
3 0.50 19 147  
4 0.50 19 158  
5 0.50 19 169  
6 0.50 19 177  
7 0.75 19 187  
8 0.75 19 196  
9 0.75 19 205  
10 0.75 19 212  
11 0.75 19 219  
12 0.75 19 225  
13 0.75 19 231  
14 0.75 19 236  
Liquefiable sand 
15 0.75 19 120  OCR=1 Ko=0.5 
FC=0% PI=0 
Dr = 35%, ' = 30° 
Cu = 3.8 
16 0.75 19 123  
17 0.75 19 125  











Table D.107 (cont.) 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
19 0.75 19 258  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
20 0.75 19 262  
21 0.75 19 266  
22 0.75 19 269  
23 0.75 19 273  
24 0.75 19 276  
25 0.75 19 279  
26 0.75 19 282  
27 0.75 19 285  
28 0.75 19 288  
29 0.75 19 291  
30 0.75 19 293  
31 0.75 19 296  
32 0.75 19 299  
33 0.75 19 301  
34 0.75 19 303  







































0.50 19 147  2.86  2.1  0.21  0.79  1.00  1.00  0.99 0.95 
2 0.50 19 147  2.09  6.2  -0.61  -0.70  12.30  1.00  0.99 0.95 
3 0.50 19 147  1.80  10.3  -1.24  -8.00  8.91  1.00  0.99 0.95 
4 0.50 19 158  1.64  14.5  -1.41  -9.90  8.32  1.00  0.99 0.95 
5 0.50 19 169  1.52  18.6  -1.50  -12.40  9.12  1.00  0.99 0.95 
6 0.50 19 177  1.44  22.7  -1.55  -12.80  9.77  1.00  0.92 0.95 
7 0.75 19 187  1.35  27.9  -1.65  -10.10  5.62  1.00  0.99 0.95 
8 0.75 19 196  1.28  34.1  -1.70  -8.40  3.89  1.00  0.99 0.95 
9 0.75 19 205  1.22  40.3  -1.73  -8.50  3.47  1.00  0.99 0.95 
10 0.75 19 212  1.16  46.5  -1.80  -7.00  2.57  1.00  0.99 0.95 
11 0.75 19 219  1.12  52.7  -1.87  -6.90  2.40  1.00  0.99 0.95 
12 0.75 19 225  1.09  58.9  -1.91  -6.32  2.00  1.00  0.99 0.95 
13 0.75 19 231  1.06  65.1  -1.86  -5.90  1.55  1.00  0.99 0.95 




0.75 19 120  0.94  49.7  -5.10  -5.45  0.03  1.00  0.99 0.95 
16 0.75 19 123  0.92  53.7  -5.00  -5.11  0.02  1.00  0.99 0.95 
17 0.75 19 125  0.91  57.7  -5.00  -4.71  0.01  1.00  0.99 0.95 
18 0.75 19 127  0.85  61.6  -9.98  0.79  13.49  1.00  0.99 0.95 
19 
Dense sand 
0.75 19 258  0.92  102.4  -2.07  -3.88  0.66  1.00  0.99 0.95 
20 0.75 19 262  0.91  108.6  -2.10  -3.65  0.59  1.00  0.99 0.95 
21 0.75 19 266  0.90  114.8  -2.00  -3.56  0.46  1.00  0.99 0.95 
22 0.75 19 269  0.88  121.0  -2.10  -3.28  0.44  1.00  0.99 0.95 
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0.75 19 273  0.87  127.2  -2.14  -3.08  0.39  1.00  0.99  0.95 
24  0.75 19 276  0.86  133.4  -2.00  -3.07  0.30  1.00  0.99  0.95 
25  0.75 19 279  0.84  139.6  -2.10  -2.83  0.28  1.00  0.99  0.95 
26  0.75 19 282  0.83  145.8  -2.18  -2.62  0.26  1.00  0.99  0.95 
27  0.75 19 285  0.83  152.0  -2.00  -2.68  0.19  1.00  0.99  0.95 
28  0.75 19 288  0.81  158.2  -2.20  -2.37  0.19  1.00  0.99  0.95 
29  0.75 19 291  0.80  164.4  -2.21  -2.25  0.17  1.00  0.99  0.95 
30  0.75 19 293  0.80  170.6  -2.10  -2.26  0.13  1.00  0.99  0.95 
31  0.75 19 296  0.79  176.8  -2.20  -2.06  0.12  1.00  0.99  0.95 
32  0.75 19 299  0.78  183.0  -2.27  -1.90  0.11  1.00  0.99  0.95 
33  0.75 19 301  0.77  189.2  -2.20  -1.88  0.09  1.00  0.99  0.95 
34  0.75 19 303  0.77  195.4  -2.29  -1.71  0.08  1.00  0.99  0.95 







































P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 
5=G-P/A α β Dru=1.0 CSRt - ν - 
1 
Dense sand 
1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 1.5 
2 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 16.5 
3 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 35.5 
4 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 41.5 
5 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 45.5 
6 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 47 
7 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 50 
8 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 50 
9 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 50 
10 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 41 
11 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 42 
12 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 42 
13 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 42 




1 2 1 3.5 1 0.05 1  0.02 0.82 0.55 25.5 
16 1 2 1 3.5 1 0.05 1  0.02 0.82 0.55 25 
17 1 2 1 3.5 1 0.05 1  0.02 0.82 0.55 24.5 
18 1 2 1 3.5 1 0.05 1  0.02 0.865 0.6 22 
19 
Dense sand 
1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 32 
20 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 31.5 
21 1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 31.5 
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P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 




1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 31 
23 1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 30.5 
24 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 25 
25 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24.5 
26 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24.5 
27 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24 
28 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24 
29 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23.5 
30 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23.5 
31 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23 
32 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23 
33 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23 
34 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 22.5 









D.1.38 Case 4b with Liquefiable Layer of Vs1 = 150 m/s 
Table D.110 Analytical soil profile for Case 4b with liquefiable layer of Vs1 = 150 m/s 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
1 0.50 19 147  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
2 0.50 19 147  
3 0.50 19 147  
4 0.50 19 158  
5 0.50 19 169  
6 0.50 19 177  
7 0.75 19 187  
8 0.75 19 196  
9 0.75 19 205  
10 0.75 19 212  
11 0.75 19 219  
12 0.75 19 225  
13 0.75 19 231  
14 0.75 19 236  
Liquefiable sand 
15 0.75 19 145  OCR=1 Ko=0.48 
FC=0% PI=0 
Dr = 48%, ' = 31° 
Cu = 3.8 
16 0.75 19 147  
17 0.75 19 150  










Table D.110 (cont.) 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
19 0.75 19 258  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
20 0.75 19 262  
21 0.75 19 266  
22 0.75 19 269  
23 0.75 19 273  
24 0.75 19 276  
25 0.75 19 279  
26 0.75 19 282  
27 0.75 19 285  
28 0.75 19 288  
29 0.75 19 291  
30 0.75 19 293  
31 0.75 19 296  
32 0.75 19 299  
33 0.75 19 301  
34 0.75 19 303  







































0.50 19 147  2.86  2.1  0.21  0.79  1.00  1.00  0.99 0.95 
2 0.50 19 147  2.09  6.2  -0.61  -0.70  12.30  1.00  0.99 0.95 
3 0.50 19 147  1.80  10.3  -1.24  -8.00  8.91  1.00  0.99 0.95 
4 0.50 19 158  1.64  14.5  -1.41  -9.90  8.32  1.00  0.99 0.95 
5 0.50 19 169  1.52  18.6  -1.50  -12.40  9.12  1.00  0.99 0.95 
6 0.50 19 177  1.44  22.7  -1.55  -12.80  9.77  1.00  0.92 0.95 
7 0.75 19 187  1.35  27.9  -1.65  -10.10  5.62  1.00  0.99 0.95 
8 0.75 19 196  1.28  34.1  -1.70  -8.40  3.89  1.00  0.99 0.95 
9 0.75 19 205  1.22  40.3  -1.73  -8.50  3.47  1.00  0.99 0.95 
10 0.75 19 212  1.16  46.5  -1.80  -7.00  2.57  1.00  0.99 0.95 
11 0.75 19 219  1.12  52.7  -1.87  -6.90  2.40  1.00  0.99 0.95 
12 0.75 19 225  1.09  58.9  -1.91  -6.32  2.00  1.00  0.99 0.95 
13 0.75 19 231  1.06  65.1  -1.86  -5.90  1.55  1.00  0.99 0.95 




0.75 19 145  0.95  51.7  -4.11  -11.04  0.56  1.00  0.99 0.95 
16 0.75 19 147  0.94  55.8  -3.70  -10.81  0.42  1.00  0.99 0.95 
17 0.75 19 150  0.92  60.0  -3.86  -10.10  0.38  1.00  0.99 0.95 
18 0.75 19 152  0.90  64.1  -4.16  -9.30  0.37  1.00  0.99 0.95 
19 
Dense sand 
0.75 19 258  0.92  102.4  -2.07  -3.88  0.66  1.00  0.99 0.95 
20 0.75 19 262  0.91  108.6  -2.10  -3.65  0.59  1.00  0.99 0.95 
21 0.75 19 266  0.90  114.8  -2.00  -3.56  0.46  1.00  0.99 0.95 
22 0.75 19 269  0.88  121.0  -2.10  -3.28  0.44  1.00  0.99 0.95 
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0.75 19 273  0.87  127.2  -2.14  -3.08  0.39  1.00  0.99  0.95 
24  0.75 19 276  0.86  133.4  -2.00  -3.07  0.30  1.00  0.99  0.95 
25  0.75 19 279  0.84  139.6  -2.10  -2.83  0.28  1.00  0.99  0.95 
26  0.75 19 282  0.83  145.8  -2.18  -2.62  0.26  1.00  0.99  0.95 
27  0.75 19 285  0.83  152.0  -2.00  -2.68  0.19  1.00  0.99  0.95 
28  0.75 19 288  0.81  158.2  -2.20  -2.37  0.19  1.00  0.99  0.95 
29  0.75 19 291  0.80  164.4  -2.21  -2.25  0.17  1.00  0.99  0.95 
30  0.75 19 293  0.80  170.6  -2.10  -2.26  0.13  1.00  0.99  0.95 
31  0.75 19 296  0.79  176.8  -2.20  -2.06  0.12  1.00  0.99  0.95 
32  0.75 19 299  0.78  183.0  -2.27  -1.90  0.11  1.00  0.99  0.95 
33  0.75 19 301  0.77  189.2  -2.20  -1.88  0.09  1.00  0.99  0.95 
34  0.75 19 303  0.77  195.4  -2.29  -1.71  0.08  1.00  0.99  0.95 







































P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 
5=G-P/A α β Dru=1.0 CSRt - ν - 
1 
Dense sand 
1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 1.5 
2 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 16.5 
3 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 35.5 
4 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 41.5 
5 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 45.5 
6 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 47 
7 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 50 
8 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 50 
9 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 50 
10 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 41 
11 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 42 
12 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 42 
13 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 42 




1 2 1 3.3 1 0.05 1.27  0.02 0.685 0.4 48.5 
16 1 2 1 3.3 1 0.05 1.27  0.02 0.685 0.4 48 
17 1 2 1 3.3 1 0.05 1.27  0.02 0.685 0.4 47 
18 1 2 1 3.3 1 0.05 1.27  0.02 0.685 0.45 50 
19 
Dense sand 
1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 32 
20 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 31.5 
21 1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 31.5 
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P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 




1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 31 
23 1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 30.5 
24 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 25 
25 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24.5 
26 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24.5 
27 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24 
28 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24 
29 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23.5 
30 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23.5 
31 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23 
32 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23 
33 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23 
34 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 22.5 









D.1.39 Case 4b with Liquefiable Layer of Vs1 = 175 m/s 
Table D.113 Analytical soil profile for Case 4b with liquefiable layer of Vs1 = 175 m/s 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
1 0.50 19 147  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
2 0.50 19 147  
3 0.50 19 147  
4 0.50 19 158  
5 0.50 19 169  
6 0.50 19 177  
7 0.75 19 187  
8 0.75 19 196  
9 0.75 19 205  
10 0.75 19 212  
11 0.75 19 219  
12 0.75 19 225  
13 0.75 19 231  
14 0.75 19 236  
Liquefiable sand 
15 0.75 19 169  OCR=1 Ko=0.46 
FC=0% PI=0 
Dr = 65%, ' = 33° 
Cu = 3.8 
16 0.75 19 172  
17 0.75 19 175  










Table D.113 (cont.) 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
19 0.75 19 258  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
20 0.75 19 262  
21 0.75 19 266  
22 0.75 19 269  
23 0.75 19 273  
24 0.75 19 276  
25 0.75 19 279  
26 0.75 19 282  
27 0.75 19 285  
28 0.75 19 288  
29 0.75 19 291  
30 0.75 19 293  
31 0.75 19 296  
32 0.75 19 299  
33 0.75 19 301  
34 0.75 19 303  







































0.50 19 147  2.86  2.1  0.21  0.79  1.00  1.00  0.99 0.95 
2 0.50 19 147  2.09  6.2  -0.61  -0.70  12.30  1.00  0.99 0.95 
3 0.50 19 147  1.80  10.3  -1.24  -8.00  8.91  1.00  0.99 0.95 
4 0.50 19 158  1.64  14.5  -1.41  -9.90  8.32  1.00  0.99 0.95 
5 0.50 19 169  1.52  18.6  -1.50  -12.40  9.12  1.00  0.99 0.95 
6 0.50 19 177  1.44  22.7  -1.55  -12.80  9.77  1.00  0.92 0.95 
7 0.75 19 187  1.35  27.9  -1.65  -10.10  5.62  1.00  0.99 0.95 
8 0.75 19 196  1.28  34.1  -1.70  -8.40  3.89  1.00  0.99 0.95 
9 0.75 19 205  1.22  40.3  -1.73  -8.50  3.47  1.00  0.99 0.95 
10 0.75 19 212  1.16  46.5  -1.80  -7.00  2.57  1.00  0.99 0.95 
11 0.75 19 219  1.12  52.7  -1.87  -6.90  2.40  1.00  0.99 0.95 
12 0.75 19 225  1.09  58.9  -1.91  -6.32  2.00  1.00  0.99 0.95 
13 0.75 19 231  1.06  65.1  -1.86  -5.90  1.55  1.00  0.99 0.95 




0.75 19 169  0.95  51.7  -4.11  -11.04  0.56  1.00  0.99 0.95 
16 0.75 19 172  0.94  55.8  -3.70  -10.81  0.42  1.00  0.99 0.95 
17 0.75 19 175  0.92  60.0  -3.86  -10.10  0.38  1.00  0.99 0.95 
18 0.75 19 178  0.90  64.1  -4.16  -9.30  0.37  1.00  0.99 0.95 
19 
Dense sand 
0.75 19 258  0.92  102.4  -2.07  -3.88  0.66  1.00  0.99 0.95 
20 0.75 19 262  0.91  108.6  -2.10  -3.65  0.59  1.00  0.99 0.95 
21 0.75 19 266  0.90  114.8  -2.00  -3.56  0.46  1.00  0.99 0.95 
22 0.75 19 269  0.88  121.0  -2.10  -3.28  0.44  1.00  0.99 0.95 
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0.75 19 273  0.87  127.2  -2.14  -3.08  0.39  1.00  0.99  0.95 
24  0.75 19 276  0.86  133.4  -2.00  -3.07  0.30  1.00  0.99  0.95 
25  0.75 19 279  0.84  139.6  -2.10  -2.83  0.28  1.00  0.99  0.95 
26  0.75 19 282  0.83  145.8  -2.18  -2.62  0.26  1.00  0.99  0.95 
27  0.75 19 285  0.83  152.0  -2.00  -2.68  0.19  1.00  0.99  0.95 
28  0.75 19 288  0.81  158.2  -2.20  -2.37  0.19  1.00  0.99  0.95 
29  0.75 19 291  0.80  164.4  -2.21  -2.25  0.17  1.00  0.99  0.95 
30  0.75 19 293  0.80  170.6  -2.10  -2.26  0.13  1.00  0.99  0.95 
31  0.75 19 296  0.79  176.8  -2.20  -2.06  0.12  1.00  0.99  0.95 
32  0.75 19 299  0.78  183.0  -2.27  -1.90  0.11  1.00  0.99  0.95 
33  0.75 19 301  0.77  189.2  -2.20  -1.88  0.09  1.00  0.99  0.95 
34  0.75 19 303  0.77  195.4  -2.29  -1.71  0.08  1.00  0.99  0.95 







































P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 
5=G-P/A α β Dru=1.0 CSRt - ν - 
1 
Dense sand 
1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 1.5 
2 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 16.5 
3 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 35.5 
4 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 41.5 
5 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 45.5 
6 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 47 
7 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 50 
8 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 50 
9 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 50 
10 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 41 
11 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 42 
12 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 42 
13 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 42 




1 2 1 2.9 1 0.05 2.55  0.06 0.685 0.4 39.5 
16 1 2 1 2.9 1 0.05 2.55  0.06 0.685 0.4 38.5 
17 1 2 1 2.9 1 0.05 2.55  0.06 0.685 0.4 38 
18 1 2 1 2.9 1 0.05 2.55  0.06 0.685 0.4 37.5 
19 
Dense sand 
1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 32 
20 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 31.5 
21 1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 31.5 
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P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 




1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 31 
23 1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 30.5 
24 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 25 
25 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24.5 
26 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24.5 
27 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24 
28 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24 
29 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23.5 
30 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23.5 
31 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23 
32 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23 
33 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23 
34 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 22.5 









D.1.40 Case 4b with Liquefiable Layer of Vs1 = 200 m/s 
Table D.116 Analytical soil profile for Case 4b with liquefiable layer of Vs1 = 200 m/s 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
1 0.50 19 147  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
2 0.50 19 147  
3 0.50 19 147  
4 0.50 19 158  
5 0.50 19 169  
6 0.50 19 177  
7 0.75 19 187  
8 0.75 19 196  
9 0.75 19 205  
10 0.75 19 212  
11 0.75 19 219  
12 0.75 19 225  
13 0.75 19 231  
14 0.75 19 236  
Liquefiable sand 
15 0.75 19 169  OCR=1 Ko=0.41 
FC=0% PI=0 
Dr = 85%, ' = 36° 
Cu = 3.8 
16 0.75 19 172  
17 0.75 19 175  










Table D.116 (cont.) 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
19 0.75 19 258  
OCR=1 Ko=0.3 
FC=0% PI=0 
Dr = 100%, ' = 43° 
Cu = 1.4 
20 0.75 19 262  
21 0.75 19 266  
22 0.75 19 269  
23 0.75 19 273  
24 0.75 19 276  
25 0.75 19 279  
26 0.75 19 282  
27 0.75 19 285  
28 0.75 19 288  
29 0.75 19 291  
30 0.75 19 293  
31 0.75 19 296  
32 0.75 19 299  
33 0.75 19 301  
34 0.75 19 303  







































0.50 19 147  2.86  2.1  0.21  0.79  1.00  1.00  0.99 0.95 
2 0.50 19 147  2.09  6.2  -0.61  -0.70  12.30  1.00  0.99 0.95 
3 0.50 19 147  1.80  10.3  -1.24  -8.00  8.91  1.00  0.99 0.95 
4 0.50 19 158  1.64  14.5  -1.41  -9.90  8.32  1.00  0.99 0.95 
5 0.50 19 169  1.52  18.6  -1.50  -12.40  9.12  1.00  0.99 0.95 
6 0.50 19 177  1.44  22.7  -1.55  -12.80  9.77  1.00  0.92 0.95 
7 0.75 19 187  1.35  27.9  -1.65  -10.10  5.62  1.00  0.99 0.95 
8 0.75 19 196  1.28  34.1  -1.70  -8.40  3.89  1.00  0.99 0.95 
9 0.75 19 205  1.22  40.3  -1.73  -8.50  3.47  1.00  0.99 0.95 
10 0.75 19 212  1.16  46.5  -1.80  -7.00  2.57  1.00  0.99 0.95 
11 0.75 19 219  1.12  52.7  -1.87  -6.90  2.40  1.00  0.99 0.95 
12 0.75 19 225  1.09  58.9  -1.91  -6.32  2.00  1.00  0.99 0.95 
13 0.75 19 231  1.06  65.1  -1.86  -5.90  1.55  1.00  0.99 0.95 




0.75 19 193  0.97  62.89  -2.49  -2.79  0.17  1.00  0.99 0.95 
16 0.75 19 196  0.95  67.93  -2.40  -2.64  0.12  1.00  0.99 0.95 
17 0.75 19 200  0.93  72.96  -2.30  -2.53  0.08  1.00  0.99 0.95 
18 0.75 19 203  0.91  77.99  -2.57  -2.06  0.07  1.00  0.99 0.95 
19 
Dense sand 
0.75 19 258  0.92  102.4  -2.07  -3.88  0.66  1.00  0.99 0.95 
20 0.75 19 262  0.91  108.6  -2.10  -3.65  0.59  1.00  0.99 0.95 
21 0.75 19 266  0.90  114.8  -2.00  -3.56  0.46  1.00  0.99 0.95 
22 0.75 19 269  0.88  121.0  -2.10  -3.28  0.44  1.00  0.99 0.95 
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0.75 19 273  0.87  127.2  -2.14  -3.08  0.39  1.00  0.99  0.95 
24  0.75 19 276  0.86  133.4  -2.00  -3.07  0.30  1.00  0.99  0.95 
25  0.75 19 279  0.84  139.6  -2.10  -2.83  0.28  1.00  0.99  0.95 
26  0.75 19 282  0.83  145.8  -2.18  -2.62  0.26  1.00  0.99  0.95 
27  0.75 19 285  0.83  152.0  -2.00  -2.68  0.19  1.00  0.99  0.95 
28  0.75 19 288  0.81  158.2  -2.20  -2.37  0.19  1.00  0.99  0.95 
29  0.75 19 291  0.80  164.4  -2.21  -2.25  0.17  1.00  0.99  0.95 
30  0.75 19 293  0.80  170.6  -2.10  -2.26  0.13  1.00  0.99  0.95 
31  0.75 19 296  0.79  176.8  -2.20  -2.06  0.12  1.00  0.99  0.95 
32  0.75 19 299  0.78  183.0  -2.27  -1.90  0.11  1.00  0.99  0.95 
33  0.75 19 301  0.77  189.2  -2.20  -1.88  0.09  1.00  0.99  0.95 
34  0.75 19 303  0.77  195.4  -2.29  -1.71  0.08  1.00  0.99  0.95 







































P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 
5=G-P/A α β Dru=1.0 CSRt - ν - 
1 
Dense sand 
1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 1.5 
2 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 16.5 
3 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 35.5 
4 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 41.5 
5 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 45.5 
6 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 47 
7 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 50 
8 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 50 
9 1 2 1 0.3 1 0.05 3.8 - 0.1 0.55 0.25 50 
10 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 41 
11 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 42 
12 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 42 
13 1 2 1 0.3 1 0.05 3.8 - 0.1 0.595 0.3 42 




1 2 1 2.6 1 0.05 3.8  0.1 0.685 0.4 26.5 
16 1 2 1 2.6 1 0.05 3.8  0.1 0.685 0.4 25.5 
17 1 2 1 2.6 1 0.05 3.8  0.1 0.73 0.45 21.5 
18 1 2 1 2.6 1 0.05 3.8  0.1 0.73 0.45 21 
19 
Dense sand 
1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 32 
20 1 2 1 0.3 1 0.05 3.8  0.1 0.64 0.35 31.5 
21 1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 31.5 
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P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 




1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 31 
23 1 2 1 0.3 1 0.05 3.8 - 0.1 0.64 0.35 30.5 
24 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 25 
25 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24.5 
26 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24.5 
27 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24 
28 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 24 
29 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23.5 
30 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23.5 
31 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23 
32 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23 
33 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 23 
34 1 2 1 0.3 1 0.05 3.8 - 0.1 0.685 0.4 22.5 











D.2 PUBLISHED SOIL PROFILES 
D.2.1 Site SHLC 
Table D.119 Analytical soil profile for site SHLC  
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Clean sand 
1 0.5 17 120  
OCR=1 Ko=0.46 
FC=0%  
Dr = 63%, ' = 33° 
Cu = 3.8 
2 0.5 17 120  
3 0.5 17 120  
4 0.5 17 120  
5 0.5 17 120  
6 0.5 20 120  
7 0.5 20 150  
8 0.5 20 150  
9 0.5 20 150  
10 0.5 20 150  
11 1 20 200  
OCR=1 Ko=0.41 
FC=0% 
Dr = 89%, ' = 36° 
Cu = 3.8 
12 1 20 200  
13 1 20 200  
14 1 20 200  
15 1 20 200  
16 2 20 250  OCR=1 Ko=0.41 
FC=0% 
Dr = 90%, ' = 36.5° 
Cu = 3.8 
17 2 20 250  




Table D.119 (cont.) 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Dense sand 
19 2 20 250  
OCR=1 Ko=0.41 
FC=0% 
Dr = 90%, ' = 36.5° 
Cu = 1.4 
20 2 20 250  
21 2 20 250  
22 2 20 250  
23 2 20 250  
24 2 20 250  



















































0.5 17 120  2.29  2.8  -0.39  1.40  10.00  1.00  0.79 0.95 
2 0.5 17 120  1.68  8.3  -1.77  -16.20  8.71  1.00  0.99 0.95 
3 0.5 17 120  1.44  13.8  -2.70  -19.01  3.72  1.00  0.93 0.95 
4 0.5 17 120  1.31  19.3  -3.56  -11.35  0.85  1.00  0.99 0.95 
5 0.5 17 120  1.21  24.8  -4.12  -7.18  0.22  1.00  0.99 0.95 
6 0.5 20 120  1.16  29.3  -3.60  -7.70  0.27  1.00  0.99 0.95 
7 0.5 20 150  1.13  32.6  -2.60  -12.50  2.40  1.00  0.99 0.95 
8 0.5 20 150  1.09  35.9  -2.70  -11.10  1.55  1.00  0.99 0.95 
9 0.5 20 150  1.06  39.2  -3.00  -10.45  1.26  1.00  0.99 0.95 
10 0.5 20 150  1.04  42.5  -3.15  -9.14  0.85  1.00  0.99 0.95 
11 1 20 200  1.03  53.1  -1.90  -5.61  1.58  1.00  0.99 0.95 
12 1 20 200  0.99  60.5  -2.00  -4.44  0.71  1.00  0.99 0.95 
13 1 20 200  0.95  67.9  -2.29  -3.32  0.35  1.00  0.99 0.95 
14 1 20 200  0.93  75.3  -2.30  -2.65  0.13  1.00  0.99 0.95 
15 1 20 200  0.90  82.70  -2.40  -2.01  0.03  1.00  0.99 0.95 
16 2 20 250  0.87  95.54  -1.77  -4.62  1.58  1.00  0.99 0.95 
17 2 20 250  0.83  110.62  -1.98  -3.36  0.63  1.00  0.99 0.95 
18 2 20 250  0.80  125.70  -2.00  -2.56  0.19  1.00  0.99 0.95 
19 2 20 250  0.77  140.8  -2.30  -1.66  0.05  1.00  0.99 0.95 
20 2 20 250  0.74  155.9  -4.13  0.78  15.49  1.00  0.99 0.95 
21 2 20 250  0.71  170.9  -4.51  1.74  15.49  1.00  0.99 0.95 
22 2 20 250  0.70  186.0  -4.87  2.62  15.49  1.00  0.99 0.95 
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2 20 250  0.68  201.1  -5.22  3.45  15.49  1.00  0.99  0.95 
24  2 20 250  0.66  216.2  -5.52  4.19  15.49  1.00  0.99  0.95 


















































P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 




- - - - - - - - 0.06 0.595 0.3 8.5 
2 - - - - - - - - 0.06 0.55 0.25 50 
3 - - - - - - - - 0.06 0.595 0.25 50 
4 - - - - - - - - 0.06 0.64 0.35 50 
5 - - - - - - - - 0.06 0.73 0.45 35.5 
6 1 2 1 2.9 1 0.05 2.4 - 0.06 0.73 0.45 35.5 
7 1 2 1 2.9 1 0.05 2.4 - 0.06 0.595 0.25 47 
8 1 2 1 2.9 1 0.05 2.4 - 0.06 0.64 0.35 50 
9 1 2 1 2.9 1 0.05 2.4 - 0.06 0.64 0.35 50 
10 1 2 1 2.9 1 0.05 2.4 - 0.06 0.64 0.35 50 
11 1 2 1 2.6 1 0.05 3.8 - 0.1 0.595 0.3 41.5 
12 1 2 1 2.6 1 0.05 3.8 - 0.1 0.64 0.35 33 
13 1 2 1 2.6 1 0.05 3.8 - 0.1 0.685 0.4 26.5 
14 1 2 1 2.6 1 0.05 3.8 - 0.1 0.685 0.4 25.5 
15 1 2 1 2.6 1 0.05 3.8  0.1 0.73 0.45 20.5 
16 1 2 1 2.6 1 0.05 3.8  0.1 0.595 0.3 37.5 
17 1 2 1 2.6 1 0.05 3.8  0.1 0.64 0.35 30 
18 1 2 1 2.6 1 0.05 3.8  0.1 0.685 0.4 24 
19 1 2 1 2.6 1 0.05 3.8  0.1 0.73 0.45 19 
20 1 2 1 2.6 1 0.05 3.8  0.1 0.73 0.45 19.5 
21 1 2 1 2.6 1 0.05 3.8 - 0.1 0.775 0.5 18 
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P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 




1 2 1 2.6 1 0.05 3.8 - 0.1 0.775 0.5 18.5 
23 1 2 1 2.6 1 0.05 3.8 - 0.1 0.82 0.55 17 
24 1 2 1 2.6 1 0.05 3.8 - 0.1 0.82 0.55 17.5 






















D.2.2 Site NNSH 
Table D.122 Analytical soil profile for site NNSH 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Clean sand 
1 0.5 17 100  
OCR=1 Ko=0.5 
FC=0% 
Dr = 48%, ' = 30° 
Cu = 3.8 
2 0.5 17 100  
3 0.5 17 100  
4 0.5 20 100  
5 0.5 20 100  
6 0.5 20 140  
OCR=1 Ko=0.46 
FC=0% 
Dr = 61%, ' = 33° 
Cu = 3.8 
7 0.5 20 140  
8 0.5 20 140  
9 0.5 20 140  
10 0.5 20 140  
11 1 20 180  
OCR=1 Ko=0.44 
FC=0% 
Dr = 76%, ' = 34° 
Cu = 3.8 
12 1 20 180  
13 1 20 180  
14 1 20 180  
15 1 20 180  
16 1 20 240  OCR=1 Ko=0.39 
FC=0% 
Dr = 97%, ' = 37.5° 
Cu = 3.8 
17 2 20 240  








Table D.122 (cont.) 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Clean sand 
19 2 20 240  OCR=1 Ko=0.39 
FC=0% 
Dr = 97%, ' = 37.5° 
Cu = 3.8 
20 2 20 240  
21 2 20 240  
22 2 20 300  
OCR=1 Ko=0.32 
FC=0% 
Dr = 100%, ' = 43° 
Cu = 3.8 
23 2 20 300  
24 2 20 300  
25 1 20 320  















































0.5 17 100  2.28  2.5  -0.70  -1.50  8.91  1.00  0.99 0.95 
2 0.5 17 100  1.66  7.4  -2.50  -30.00  8.13  1.00  0.99 0.95 
3 0.5 17 100  1.43  12.3  -3.70  -24.10  2.24  1.00  0.99 0.95 
4 0.5 20 100  1.31  16.2  -3.80  -21.51  1.91  1.00  0.98 0.95 
5 0.5 20 100  1.25  19.1  -4.08  -17.01  0.91  1.00  0.99 0.95 
6 0.5 20 140  1.22  24.8  -2.50  -15.60  3.63  1.00  0.99 0.95 
7 0.5 20 140  1.18  28.1  -2.66  -14.00  2.29  1.00  0.98 0.95 
8 0.5 20 140  1.14  31.4  -2.81  -11.90  1.38  1.00  0.98 0.95 
9 0.5 20 140  1.10  34.8  -3.16  -10.00  0.93  1.00  0.99 0.95 
10 0.5 20 140  1.07  38.1  -3.40  -8.50  0.62  1.00  0.99 0.95 
11 1 20 180  1.04  44.7  -2.00  -5.17  1.02  1.00  0.99 0.95 
12 1 20 180  1.00  51.6  -2.20  -3.85  0.42  1.00  0.99 0.95 
13 1 20 180  0.96  58.4  -2.48  -2.73  0.16  1.00  0.99 0.95 
14 1 20 180  0.93  65.3  -2.50  -2.05  0.03  1.00  0.99 0.95 
15 1 20 180  0.88  72.19  -4.92  1.06  15.49  1.00  0.99 0.95 
16 1 20 240  0.90  89.94  -1.90  -4.31  1.05  1.00  0.99 0.95 
17 2 20 240  0.87  101.67  -2.00  -3.36  0.45  1.00  0.99 0.95 
18 2 20 240  0.83  117.31  -2.30  -2.19  0.13  1.00  0.99 0.95 
19 2 20 240  0.78  132.9  -4.12  0.33  15.49  1.00  0.99 0.95 
20 2 20 240  0.75  148.6  -4.59  1.52  15.49  1.00  0.99 0.95 
21 2 20 240  0.73  164.2  -5.04  2.60  15.49  1.00  0.99 0.95 
22 2 20 300  0.75  211.1  -2.30  -1.46  0.04  1.00  0.99 0.95 
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2 20 300  0.72  229.4  -4.05  0.81  15.49  1.00  0.99  0.95 
24  2 20 300  0.70  247.8  -4.36  1.59  15.49  1.00  0.99  0.95 
25  1 20 320  0.69  261.5  -3.77  0.48  15.49  1.00  0.99  0.95 

















































P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 




- - - - - - - - 0.05 0.55 0.25 19 
2 - - - - - - - - 0.05 0.55 0.2 50 
3 - - - - - - - - 0.05 0.595 0.2 50 
4 1 2 1 3.3 1 0.05 1.2 - 0.05 0.64 0.3 50 
5 1 2 1 3.3 1 0.05 1.2 - 0.05 0.685 0.35 48 
6 1 2 1 3.1 1 0.05 2.2 - 0.06 0.595 0.25 45.5 
7 1 2 1 3.1 1 0.05 2.2 - 0.06 0.595 0.25 50 
8 1 2 1 3.1 1 0.05 2.2 - 0.06 0.64 0.35 50 
9 1 2 1 3.1 1 0.05 2.2 - 0.06 0.64 0.35 50 
10 1 2 1 3.1 1 0.05 2.2 - 0.06 0.685 0.4 41.5 
11 1 2 1 2.7 1 0.05 3.4 - 0.1 0.64 0.35 34 
12 1 2 1 2.7 1 0.05 3.4 - 0.1 0.64 0.35 33 
13 1 2 1 2.7 1 0.05 3.4 - 0.1 0.685 0.4 26 
14 1 2 1 2.7 1 0.05 3.4 - 0.1 0.73 0.45 20.5 
15 1 2 1 2.7 1 0.05 3.4  0.1 0.775 0.5 19 
16 1 2 1 2.6 1 0.05 3.8  0.1 0.595 0.3 39 
17 1 2 1 2.6 1 0.05 3.8  0.1 0.64 0.35 30.5 
18 1 2 1 2.6 1 0.05 3.8  0.1 0.685 0.4 24 
19 1 2 1 2.6 1 0.05 3.8  0.1 0.73 0.45 20 
20 1 2 1 2.6 1 0.05 3.8  0.1 0.775 0.5 18 
21 1 2 1 2.6 1 0.05 3.8 - 0.1 0.775 0.5 19 
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P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 




1 2 1 2.6 1 0.05 3.8 - 0.1 0.73 0.4 14.5 
23 1 2 1 2.6 1 0.05 3.8 - 0.1 0.73 0.45 19.5 
24 1 2 1 2.6 1 0.05 3.8 - 0.1 0.775 0.5 17.5 
25 1 2 1 2.6 1 0.05 3.8 - 0.1 0.73 0.45 18.5 




















D.2.3 Site HPSC 
Table D.125 Analytical soil profile for site HPSC 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Clean sand 
1 0.5 17 117  
OCR=1 Ko=0.47 
FC=0% 
Dr = 59%, ' = 32° 
Cu = 3.8 
2 0.5 17 117  
3 0.5 17 117  
4 0.5 17 117  
5 0.5 20 117  
6 0.5 20 117  
7 0.5 20 130  OCR=1 Ko=0.48 
FC=0% 
Dr = 49%, ' = 31° 
Cu = 3.8 
8 0.5 20 130  
9 0.5 20 130  
10 0.5 20 130  
11 1 20 171  
OCR=1 Ko=0.46 
FC=0% 
Dr = 67%, ' = 33° 
Cu = 3.8 
12 1 20 171  
13 1 20 171  
14 1 20 171  
15 1 20 171  
16 2 20 221  OCR=1 Ko=0.41 
FC=0% 
Dr = 85%, ' = 36° 
Cu = 3.8 
17 2 20 221  
18 2 20 221  









Table D.125 (cont.) 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Clean sand 
20 2 20 281  
OCR=1 Ko=0.35 
FC=0% 
Dr = 100%, ' = 41° 
Cu = 3.8 
21 2 20 281  
22 2 20 281  
23 1 20 281  
24 2 20 317  OCR=1 Ko=0.32 
FC=0% 
Dr = 100%, ' = 43° 
Cu = 3.8 
25 2 20 317  















































0.5 17 117  2.29  2.7  -0.39  1.40  10.00  1.00  0.85 0.95 
2 0.5 17 117  1.67  8.0  -1.79  -16.88  8.71  1.00  0.99 0.95 
3 0.5 17 117  1.44  13.3  -2.73  -18.61  3.31  1.00  0.96 0.95 
4 0.5 17 117  1.30  18.6  -3.61  -11.10  0.81  1.00  0.99 0.95 
5 0.5 20 117  1.23  22.8  -3.48  -10.57  0.83  1.00  0.99 0.95 
6 0.5 20 117  1.18  26.0  -3.60  -8.56  0.40  1.00  0.99 0.95 
7 0.5 20 130  1.14  28.1  -3.20  -21.81  3.39  1.00  0.94 0.95 
8 0.5 20 130  1.11  31.1  -3.41  -18.71  1.95  1.00  0.99 0.95 
9 0.5 20 130  1.08  34.2  -3.54  -16.41  1.29  1.00  0.99 0.95 
10 0.5 20 130  1.05  37.3  -3.76  -14.40  0.91  1.00  0.99 0.95 
11 1 20 171  1.02  45.2  -2.45  -13.00  2.95  1.00  0.99 0.95 
12 1 20 171  0.98  51.9  -2.60  -10.60  1.55  1.00  0.99 0.95 
13 1 20 171  0.95  58.5  -2.85  -8.70  0.89  1.00  0.99 0.95 




1 20 171  0.89  71.71  -3.10  -6.07  0.27  1.00  0.99 0.95 
16 2 20 221  0.87  91.33  -2.29  -2.70  0.26  1.00  0.99 0.95 
17 2 20 221  0.84  106.14  -2.40  -1.74  0.04  1.00  0.99 0.95 
18 2 20 221  0.78  120.95  -4.63  1.34  15.49  1.00  0.99 0.95 
19 
Dense sand 
2 20 221  0.76  135.8  -5.15  2.60  15.49  1.00  0.99 0.95 
20 2 20 281  0.77  180.1  -2.50  -1.39  0.05  1.00  0.99 0.95 
21 2 20 281  0.74  197.9  -4.15  0.83  15.49  1.00  0.99 0.95 
22 2 20 281  0.71  215.6  -4.52  1.74  15.49  1.00  0.99 0.95 
808 
 



























1 20 281  0.70  228.9  -4.77  2.36  15.49  1.00  0.99  0.95 
24  2 20 317  0.70  250.8  -3.69  0.26  15.49  1.00  0.99  0.95 
25  2 20 317  0.68  269.2  -3.97  0.98  15.49  1.00  0.99  0.95 

















































P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 
5=G-P/A α β Dru=1.0 CSRt - ν - 
1 
Dense sand 
- - - - - - - - 0.05 
- 
0.595 0.3 8.5 
2 - - - - - - - - 0.05 0.55 0.2 36.5 
3 - - - - - - - - 0.05 0.595 0.25 50 
4 - - - - - - - - 0.05 0.685 0.4 46.5 
5 1 2 1 3.1 1 0.05 2.1 - 0.05 0.64 0.35 50 
6 1 2 1 3.1 1 0.05 2.1 - 0.05 0.685 0.45 50 
7 1 2 1 3.3 1 0.05 1.3 - 0.05 0.595 0.2 47 
8 1 2 1 3.3 1 0.05 1.3 - 0.05 0.64 0.3 50 
9 1 2 1 3.3 1 0.05 1.3 - 0.05 0.64 0.3 50 
10 1 2 1 3.3 1 0.05 1.3 - 0.05 0.64 0.3 50 
11 1 2 1 2.9 1 0.05 2.7 - 0.06 0.595 0.25 45 
12 1 2 1 2.9 1 0.05 2.7 - 0.06 0.64 0.35 48.5 
13 1 2 1 2.9 1 0.05 2.7 - 0.06 0.64 0.35 47.5 




1 2 1 2.9 1 0.05 2.7  0.06 0.685 0.45 43.5 
16 1 2 1 2.6 1 0.05 3.8  0.1 0.685 0.4 25 
17 1 2 1 2.6 1 0.05 3.8  0.1 0.73 0.45 19.5 
18 1 2 1 2.6 1 0.05 3.8  0.1 0.775 0.5 18 
19 
Dense sand 
1 2 1 2.6 1 0.05 3.8  0.1 0.775 0.5 19.5 
20 1 2 1 2.6 1 0.05 3.8  0.1 0.73 0.45 19 
21 1 2 1 2.6 1 0.05 3.8 - 0.1 0.73 0.45 20 
810 
 

























P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 




1 2 1 2.6 1 0.05 3.8 - 0.1 0.775 0.5 18 
23 1 2 1 2.6 1 0.05 3.8 - 0.1 0.775 0.5 18.5 
24 1 2 1 2.6 1 0.05 3.8 - 0.1 0.73 0.45 18.5 
25 1 2 1 2.6 1 0.05 3.8 - 0.1 0.73 0.45 19 



















D.2.4 Site Apeel#2 
Table D.128 Analytical soil profile for site Apeel#2 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Sand 
1 0.61  19 250  
OCR=1 Ko=0.32 
FC=0% 
Dr = 100%, ' = 43° 2 0.91  19 250  
Bay mud 




4 0.91  16.5 128  
5 0.91  16.5 73  
6 0.91  16.5 73  
7 0.91  16.5 73  
8 0.91  16.5 73  
9 0.91  16.5 73  
10 0.91  16.5 73  
Sand 
11 0.91  19 109  
OCR=1 Ko=0.5 
FC=0% 
Dr = 32%, ' = 30° 
12 0.91  19 147  OCR=1 Ko=0.48 
FC=0% 
Dr = 52%, ' = 31° 13 0.91  19 147  
Silty clay 




15 0.91  16.5 147  
16 1.22  16.5 147  






Table D.128 (cont.) 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Silty clay 




19 1.83  16.5 200  
20 1.52  16.5 200  
21 1.52  16.5 200  
22 1.52  16.5 200  
23 1.52  16.5 200  
24 1.52  16.5 200  
25 1.52  16.5 200  
26 1.52  16.5 200  
27 1.83  16.5 200  
28 1.83  16.5 260  
29 1.83  16.5 260  
30 2.13  16.5 260  
Silty clay 




32 2.13  16.5 322  
33 2.13  16.5 322  
34 2.13  16.5 322  











Table D.128 (cont.) 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Silty clay 
36 2.13  16.5 322  OCR=3 
PI=30 
Su=0.22’p 37 2.13  16.5 322  
Silty clay 
38 2.13  16.5 322  OCR=3 
PI=15 
Su=0.22’p 39 2.13  16.5 322  
Sand 40 3.96  19 510  
OCR=1 Ko=0.32 
FC=0% 
Dr = 100%, ' = 43° 
Silty clay 




42 3.66  16.5 510  
43 3.66  16.5 510  
44 3.66  16.5 510  
45 3.66  16.5 510  
46 3.66  16.5 510  



































0.61  19 250  2.79  2.6  -8.20  9.20  0.00  1.00  0.8 0.95 




0.91  16.5 189  1.56  3.8  0.80  0.20  0.00  1.00  0.99 0.95 
4 0.91  16.5 128  1.56  5.1  0.80  0.20  0.00  1.00  0.99 0.95 
5 0.91  16.5 73  1.55  6.4  0.21  0.79  0.15  1.00  0.91 0.95 
6 0.91  16.5 73  1.55  7.8  0.22  0.78  0.39  1.00  0.99 0.95 
7 0.91  16.5 73  1.56  9.1  0.28  0.69  0.76  1.00  0.99 0.95 
8 0.91  16.5 73  1.56  10.5  0.16  0.84  0.98  1.00  0.99 0.95 
9 0.91  16.5 73  1.56  11.8  0.10  0.79  1.12  1.00  0.99 0.95 
10 0.91  16.5 73  1.56  13.2  0.01  1.00  1.74  1.00  0.99 0.95 
11 
Sand 
0.91  19 109  1.02  38.7  -4.90  -6.35  0.03  1.00  0.99 0.95 
12 0.91  19 147  0.99  45.3  -3.66  -14.50  1.23  1.00  0.99 0.95 




0.91  16.5 147  0.99  20.1  0.80  -1.23  0.03  1.00  0.99 0.95 
15 0.91  16.5 147  0.97  21.41  -0.33  1.30  2.04  1.00  0.99 0.95 
16 1.22  16.5 147  0.97  22.98  -0.43  1.30  2.04  1.00  0.99 0.95 
17 1.22  16.5 200  0.98  24.78  0.16  0.79  0.95  1.00  0.99 0.95 
18 1.83  16.5 200  0.99  81.06  -0.40  1.40  2.34  1.00  0.99 0.95 
19 1.83  16.5 200  1.00  89.1  0.70  -1.27  0.01  1.00  0.99 0.95 
20 1.52  16.5 200  0.98  96.5  -0.66  1.40  2.88  1.00  0.99 0.95 
21 1.52  16.5 200  0.98  103.3  -0.78  1.70  3.98  1.00  0.99 0.95 
22 1.52  16.5 200  0.98  110.0  -0.89  1.90  5.37  1.00  0.99 0.95 
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1.52  16.5 200  1.00  116.7  0.80  -1.76  0.00  1.00  0.99  0.95 
24  1.52  16.5 200  1.00  123.5  0.80  -1.90  0.00  1.00  0.99  0.95 
25  1.52  16.5 200  1.00  130.2  0.80  -2.06  0.00  1.00  0.99  0.95 
26  1.52  16.5 200  1.00  136.9  0.79  -2.20  0.00  1.00  0.99  0.95 
27  1.83  16.5 200  1.00  144.3  0.78  -2.30  0.00  1.00  0.99  0.95 
28  1.83  16.5 260  0.99  152.4  -0.55  1.50  2.95  1.00  0.99  0.95 
29  1.83  16.5 260  0.98  160.5  -0.64  1.50  3.02  1.00  0.99  0.95 
30  2.13  16.5 260  0.98  169.2  -0.72  1.40  3.16  1.00  0.99  0.95 
31  2.13  16.5 260  0.97  178.6  -2.78  0.40  15.49  1.00  0.99  0.95 
32  2.13  16.5 322  0.99  188.1  0.77  -2.20  0.00  1.00  0.99  0.95 
33  2.13  16.5 322  0.99  197.5  0.80  -2.39  0.00  1.00  0.99  0.95 
34  2.13  16.5 322  0.99  206.9  0.80  -2.56  0.00  1.00  0.99  0.95 
35  2.13  16.5 322  0.99  216.3  0.78  -2.70  0.00  1.00  0.99  0.95 
36  2.13  16.5 322  0.99  225.7  -0.50  1.40  2.45  1.00  0.99  0.95 
37  2.13  16.5 322  0.99  235.2  -0.56  1.50  2.82  1.00  0.99  0.95 
38  2.13  16.5 322  0.99  244.6  0.78  -3.20  0.01  1.00  0.99  0.95 
39  2.13  16.5 322  0.99  254.0  0.80  -3.39  0.01  1.00  0.99  0.95 
40  Sand 3.96  19 510  0.64  381.5  -1.00  -4.10  8.32  1.00  0.99  0.95 
41  Silty 
clay 
3.66  16.5 510  0.97  290.8  -0.50  1.40  2.34  1.00  0.99  0.95 
































3.66  16.5 510  0.97  323.1  -0.69  1.60  2.51  1.00  0.99  0.95 
44 3.66  16.5 510  0.97  339.3  -0.76  1.60  2.82  1.00  0.99  0.95 
45 3.66  16.5 510  0.97  355.4  -0.84  1.60  3.09  1.00  0.99  0.95 
46 3.66  16.5 510  0.97  371.6  -0.92  1.59  3.39  1.00  0.99  0.95 















































P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-GMP α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 
5=G-P/A α β Dru=1.0 CSRt - ν - 
1 
Sand 
1 2 1 2.6 1 0.05 3.8 - 0.1 0.325 0.05 0.5 




2 0.085  0.521  7.645  -14.714  6.380  0.692  0.1 0.00001 0.28 0.05 0.5 
4 2 0.085  0.521  7.645  -14.714  6.380  0.692  0.1 0.00001 0.325 0.05 0.5 
5 2 0.085  0.521  7.645  -14.714  6.380  0.692  0.1 0.00001 0.37 0.05 0.5 
6 2 0.085  0.521  7.645  -14.714  6.380  0.692  0.1 0.00001 0.415 0.05 0.5 
7 2 0.085  0.521  7.645  -14.714  6.380  0.692  0.1 0.00001 0.415 0.05 0.5 
8 2 0.085  0.521  7.645  -14.714  6.380  0.692  0.1 0.00001 0.415 0.05 0.5 
9 2 0.085  0.521  7.645  -14.714  6.380  0.692  0.1 0.00001 0.46 0.05 0.5 
10 2 0.085  0.521  7.645  -14.714  6.380  0.692  0.1 0.00001 0.46 0.05 1 
11 
Sand 
1 2 1 3.5 1 0.05 1 - 0.02 0.82 0.55 27 
12 1 2 1 3.2 1 0.05 1.5 - 0.05 0.64 0.3 50 




2 0.187  0.582  7.645  -14.714  6.380  0.692  0.1 0.00001 0.73 0.35 1 
15 2 0.187  0.582  7.645  -14.710  6.380  0.692  0.1 0.00001 0.865 0.5 1 
16 2 0.187  0.582  7.645  -14.710  6.380  0.692  0.1 0.00001 0.865 0.5 1 
17 2 0.187  0.582  7.645  -14.710  6.380  0.692  0.1 0.00001 0.685 0.35 0.5 
18 2 0.068  0.458  11.990  -23.446  12.827  -1.354  0.1 0.00001 0.775 0.45 1.5 
19 2 0.068  0.458  11.990  -23.446  12.827  -1.354  0.1 0.00001 0.775 0.4 1 
20 2 0.068  0.458  11.990  -23.446  12.827  -1.354  0.1 0.00001 0.865 0.5 1 
21 2 0.068  0.458  11.990  -23.446  12.827  -1.354  0.1 0.00001 0.865 0.5 1.5 
818 
 
























P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-
GMP 
α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 




2 0.068  0.458  11.990  -23.446  12.827  -1.354  0.1 0.00001 0.865 0.5 1.5 
23 2 0.068  0.458  11.990  -23.446  12.827  -1.354  0.1 0.00001 0.73 0.35 2 
24 2 0.068  0.458  11.990  -23.446  12.827  -1.354  0.1 0.00001 0.865 0.45 1 
25 2 0.068  0.458  11.990  -23.446  12.827  -1.354  0.1 0.00001 0.865 0.45 1 
26 2 0.068  0.458  11.990  -23.446  12.827  -1.354  0.1 0.00001 0.82 0.4 1.5 
27 2 0.068  0.458  11.990  -23.446  12.827  -1.354  0.1 0.00001 0.82 0.4 1.5 
28 2 0.068  0.458  11.990  -23.446  12.827  -1.354  0.1 0.00001 0.73 0.4 2 
29 2 0.068  0.458  11.990  -23.446  12.827  -1.354  0.1 0.00001 0.865 0.5 1 
30 2 0.068  0.458  11.990  -23.446  12.827  -1.354  0.1 0.00001 0.865 0.5 1 
31 2 0.118  0.496  11.990  -23.446  12.827  -1.354  0.1 0.00001 0.73 0.3 8.5 
32 2 0.118  0.496  11.990  -23.446  12.827  -1.354  0.1 0.00001 0.775 0.35 2.5 
33 2 0.118  0.496  11.990  -23.446  12.827  -1.354  0.1 0.00001 0.775 0.35 3 
34 2 0.118  0.496  11.990  -23.446  12.827  -1.354  0.1 0.00001 0.775 0.35 3.5 
35 2 0.118  0.496  11.990  -23.446  12.827  -1.354  0.1 0.00001 0.73 0.3 4.5 
36 2 0.068  0.458  11.990  -23.446  12.827  -1.354  0.1 0.00001 0.775 0.45 1.5 
37 2 0.068  0.458  11.990  -23.446  12.827  -1.354  0.1 0.00001 0.73 0.4 2 
38 2 0.118  0.496  11.990  -23.446  12.827  -1.354  0.1 0.00001 0.73 0.3 6.5 
39 2 0.118  0.496  11.990  -23.446  12.827  -1.354  0.1 0.00001 0.73 0.3 7 
40 Sand 1 2 1 2.6 1 0.05 3.8  0.1 0.55 0.2 16 
41 Silty 
clay 
2 0.118  0.496  11.990  -23.446  12.827  -1.354  0.1 0.00001 0.865 0.5 1.5 
42 2 0.118  0.496  11.990  -23.446  12.827  -1.354  0.1 0.00001 0.865 0.5 1.5 
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P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-
GMP 
α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 




2 0.118  0.496  11.990  -23.446  12.827  -1.354  0.1 0.00001 0.865 0.5 1.5 
44 2 0.118  0.496  11.990  -23.446  12.827  -1.354  0.1 0.00001 0.82 0.45 2 
45 2 0.118  0.496  11.990  -23.446  12.827  -1.354  0.1 0.00001 0.865 0.5 2 
46 2 0.118  0.496  11.990  -23.446  12.827  -1.354  0.1 0.00001 0.82 0.45 2.5 


















D.2.5 Site Meloland 
Table D.131 Analytical soil profile for site Meloland 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Silty clay 




2 1 16.5 150  
3 1 16.5 150  
4 1 16.5 150  
5 1 16.5 150  




7 1 16.5 150  
8 1 16.5 150  
9 1 16.5 150  
10 1 16.5 150  
11 1 16.5 180  
12 1 16.5 180  
Sand 
13 1 19 180  OCR=1 Ko=0.45 
FC=0% 
Dr = 72%, ' = 33.5° 
14 1 19 180  
15 1 19 180  
Silty clay 




17 2 16.5 230  
18 2 16.5 260  
19 2 16.5 260  




Table D.131 (cont.) 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Sand 
21 2 19 260  OCR=1 Ko=0.37 
FC=0% 
Dr = 100%, ' = 39° 
22 2 19 260  
23 2 19 260  
24 2 19 220  OCR=1 Ko=0.46 
FC=0% 
Dr = 65%, ' = 33° 
25 2 19 220  
26 2 19 220  
Silty clay 




28 2 16.5 220  
29 2 16.5 240  
30 2 16.5 240  
31 2 16.5 240  
Sand 
32 2 19 240  OCR=1 Ko=0.46 
FC=0% 
Dr = 65%, ' = 33° 
33 2 19 240  
34 2 19 240  
35 2 19 290  OCR=1 Ko=0.41 
FC=0% 
Dr = 87%, ' = 36° 
36 2 19 290  
37 2 19 290  
Silty clay 




39 2 16.5 290  
40 2 16.5 290  
41 3 16.5 320  






Table D.131 (cont.) 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Silty clay 




44 3 16.5 320  
45 3 16.5 320  
46 3 16.5 320  
47 3 16.5 320  
48 3 16.5 320  
49 3 16.5 360  
50 3 16.5 360  
51 3 16.5 360  
52 3 16.5 360  















































1 16.5 150  1.00  0.7  0.80  0.20  0.00  1.00  0.99 0.95 
2 1 16.5 150  1.00  2.2  0.80  0.20  0.00  1.00  0.99 0.95 
3 1 16.5 150  1.00  3.7  0.68  0.29  0.00  1.00  0.8 0.95 
4 1 16.5 150  0.99  5.2  0.57  0.39  0.04  1.00  0.8 0.95 
5 1 16.5 150  0.99  6.6  0.72  0.06  0.25  1.00  0.19 0.95 
6 1 16.5 150  1.00  8.1  0.71  0.29  0.00  1.00  0.8 0.95 
7 1 16.5 150  1.00  9.6  0.67  0.29  0.00  1.00  0.8 0.95 
8 1 16.5 150  0.99  11.0  0.47  0.49  0.04  1.00  0.8 0.95 
9 1 16.5 150  0.99  12.5  0.39  0.59  0.10  1.00  0.8 0.95 
10 1 16.5 150  0.99  14.0  0.40  0.59  0.15  1.00  0.8 0.95 
11 1 16.5 180  0.99  15.5  0.57  0.39  0.04  1.00  0.8 0.95 
12 1 16.5 180  0.99  16.9  0.38  0.59  0.06  1.00  0.8 0.95 
13 
Sand 
1 19 180  0.97  56.0  -2.30  -2.85  0.12  1.00  0.99 0.95 
14 1 19 180  0.94  62.1  -2.70  -1.84  0.04  1.00  0.99 0.95 




2 16.5 230  0.99  25.20  0.46  0.49  0.02  1.00  0.8 0.95 
17 2 16.5 230  0.99  28.14  0.48  0.49  0.10  1.00  0.8 0.95 
18 2 16.5 260  0.99  31.09  0.47  0.49  0.02  1.00  0.8 0.95 
19 2 16.5 260  0.99  34.0  0.37  0.59  0.04  1.00  0.8 0.95 
20 2 16.5 260  0.99  37.0  0.39  0.59  0.10  1.00  0.8 0.95 
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2 19 260  0.78  149.0  -4.07  0.30  15.49  1.00  0.99 0.95 
22  2 19 260  0.75  163.9  -4.45  1.29  15.49  1.00  0.99 0.95 
23  2 19 260  0.73  178.8  -4.81  2.20  15.49  1.00  0.99  0.95 
24  2 19 220  0.69  155.4  -5.82  4.45  15.49  1.00  0.99  0.95 
25  2 19 220  0.68  167.3  -6.20  5.29  15.14  1.00  0.99  0.95 




2 16.5 220  0.99  64.2  0.20  0.79  0.10  1.00  0.82  0.95 
28  2 16.5 220  0.99  67.1  0.10  0.89  0.10  1.00  0.80  0.95 
29  2 16.5 240  1.00  70.1  0.21  0.79  0.06  1.00  0.80  0.95 
30  2 16.5 240  0.99  73.0  0.11  0.89  0.06  1.00  0.80  0.95 
31  2 16.5 240  0.99  76.0  0.21  0.79  0.10  1.00  0.80  0.95 
32  
Sand 
2 19 240  0.61  234.7  -6.50  6.40  14.13  1.00  0.99  0.95 
33  2 19 240  0.60  246.7  -6.72  6.90  13.80  1.00  0.99  0.95 
34  2 19 240  0.59  258.6  -7.00  7.50  13.80  1.00  0.99  0.95 
35  2 19 290  0.60  303.9  -5.30  4.38  15.49  1.00  0.99  0.95 
36  2 19 290  0.59  317.3  -5.50  4.80  14.79  1.00  0.99  0.95 




2 16.5 290  1.00  103.2  0.21  0.79  0.06  1.00  0.80  0.95 
39  2 16.5 290  0.99  106.1  0.11  0.89  0.06  1.00  0.80  0.95 
40  2 16.5 290  0.99  109.0  0.00  1.00  0.06  1.00  0.80  0.95 
41 3 16.5 320  1.00  112.7  0.72  0.18  2.34  1.00  0.79  0.95 
42 3 16.5 320  1.00  117.1  0.71  0.24  6.17  1.00  0.69  0.95 
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3 16.5 320  1.00  121.6  0.70  0.29  5.25  1.00  0.89  0.95 
44 3 16.5 320  1.00  126.0  0.21  0.79  0.06  1.00  0.80  0.95 
45  3 16.5 320  0.99  130.4  0.31  0.69  0.10  1.00  0.80  0.95 
46 3 16.5 320  0.99  134.8  0.21  0.79  0.10  1.00  0.80  0.95 
47 3 16.5 320  0.99  139.2  0.11  0.89  0.10  1.00  0.80  0.95 
48 3 16.5 320  0.99  143.6  0.27  0.69  0.15  1.00  0.99  0.95 
49 3 16.5 360  1.00  148.0  0.71  0.22  3.80  1.00  0.79  0.95 
50  3 16.5 360  1.00  152.5  0.31  0.69  0.06  1.00  0.80  0.95 
51  3 16.5 360  1.00  156.9  0.21  0.79  0.06  1.00  0.80  0.95 
52 3 16.5 360  0.99  161.3  0.11  0.89  0.06  1.00  0.80  0.95 









































P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-
GMP 
α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 




2 0.19  0.58  7.65  -14.71  6.38  0.69  0.1 0.00001 0.28 0.05 0.5 
2 2 0.19  0.58  7.65  -14.71  6.38  0.69  0.1 0.00001 0.325 0.05 0.5 
3 2 0.19  0.58  7.65  -14.71  6.38  0.69  0.1 0.00001 0.325 0.05 0.5 
4 2 0.19  0.58  7.65  -14.71  6.38  0.69  0.1 0.00001 0.325 0.05 0.5 
5 2 0.19  0.58  7.65  -14.71  6.38  0.69  0.1 0.00001 0.37 0.05 0.5 
6 2 0.11  0.54  7.65  -14.71  6.38  0.69  0.1 0.00001 0.28 0.05 0.5 
7 2 0.11  0.54  7.65  -14.71  6.38  0.69  0.1 0.00001 0.325 0.05 0.5 
8 2 0.11  0.54  7.65  -14.71  6.38  0.69  0.1 0.00001 0.325 0.05 0.5 
9 2 0.11  0.54  7.65  -14.71  6.38  0.69  0.1 0.00001 0.325 0.05 0.5 
10 2 0.11  0.54  7.65  -14.71  6.38  0.69  0.1 0.00001 0.325 0.05 0.5 
11 2 0.11  0.54  7.65  -14.71  6.38  0.69  0.1 0.00001 0.325 0.05 0.5 
12 2 0.11  0.54  7.65  -14.71  6.38  0.69  0.1 0.00001 0.325 0.05 0.5 
13 
Sand 
1 2 1 2.8 1 0.05 3.1 - 0.1 0.685 0.4 26 
14 1 2 1 2.8 1 0.05 3.1 - 0.1 0.73 0.45 20.5 




2 0.11  0.54  7.65  -14.71  6.38  0.69  0.1 0.00001 0.325 0.05 0.5 
17 2 0.11  0.54  7.65  -14.71  6.38  0.69  0.1 0.00001 0.325 0.05 0.5 
18 2 0.11  0.54  7.65  -14.71  6.38  0.69  0.1 0.00001 0.325 0.05 0.5 
19 2 0.11  0.54  7.65  -14.71  6.38  0.69  0.1 0.00001 0.325 0.05 0.5 






























P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-
GMP 
α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 
5=G-P/A α β Dru=1.0 CSRt - ν - 
21 
Sand 
1 2 1 2.6 1 0.05 3.8 - 0.1 0.73 0.45 19.5 
22 1 2 1 2.6 1 0.05 3.8 - 0.1 0.775 0.5 18 
23 1 2 1 2.6 1 0.05 3.8 - 0.1 0.775 0.5 18.5 
24 1 2 1 2.9 1 0.05 2.6 - 0.06 0.82 0.55 18 
25 1 2 1 2.9 1 0.05 2.6 - 0.06 0.82 0.6 21.5 




2 0.07  0.51  7.65  -14.71  6.38  0.69  0.1 0.0001 0.415 0.15 0.5 
28 2 0.07  0.51  7.65  -14.71  6.38  0.69  0.1 0.0001 0.415 0.15 0.5 
29 2 0.07  0.51  7.65  -14.71  6.38  0.69  0.1 0.0001 0.28 0.05 0.5 
30 2 0.07  0.51  7.65  -14.71  6.38  0.69  0.1 0.0001 0.415 0.15 0.5 
31 2 0.07  0.51  7.65  -14.71  6.38  0.69  0.1 0.0001 0.415 0.15 0.5 
32 
Sand 
1 2 1 2.9 1 0.05 2.6 - 0.06 0.865 0.65 19.5 
33 1 2 1 2.9 1 0.05 2.6 - 0.06 0.865 0.65 19.5 
34 1 2 1 2.9 1 0.05 2.6 - 0.06 0.865 0.7 22.5 
35 1 2 1 2.6 1 0.05 3.8 - 0.1 0.82 0.55 17 
36 1 2 1 2.6 1 0.05 3.8 - 0.1 0.82 0.6 20 




2 0.07  0.51  7.65  -14.71  6.38  0.69  0.1 0.0001 0.28 0.05 0.5 
39 2 0.07  0.51  7.65  -14.71  6.38  0.69  0.1 0.0001 0.415 0.15 0.5 
40 2 0.07  0.51  7.65  -14.71  6.38  0.69  0.1 0.0001 0.415 0.15 0.5 
41 2 0.07  0.51  7.65  -14.71  6.38  0.69  0.1 0.0001 0.37 0.1 0.5 
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P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-
GMP 
α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 




2 0.07  0.51  7.65  -14.71  6.38  0.69  0.1 0.0001 0.37 0.1 0.5 
43 2 0.07  0.51  7.65  -14.71  6.38  0.69  0.1 0.0001 0.37 0.1 0.5 
44 2 0.07  0.51  7.65  -14.71  6.38  0.69  0.1 0.0001 0.28 0.05 0.5 
45 2 0.07  0.51  7.65  -14.71  6.38  0.69  0.1 0.0001 0.415 0.15 0.5 
46 2 0.07  0.51  7.65  -14.71  6.38  0.69  0.1 0.0001 0.415 0.15 0.5 
47 2 0.07  0.51  7.65  -14.71  6.38  0.69  0.1 0.0001 0.415 0.15 0.5 
48 2 0.07  0.51  7.65  -14.71  6.38  0.69  0.1 0.0001 0.415 0.15 0.5 
49 2 0.07  0.51  7.65  -14.71  6.38  0.69  0.1 0.0001 0.37 0.1 0.5 
50 2 0.07  0.51  7.65  -14.71  6.38  0.69  0.1 0.0001 0.28 0.05 0.5 
51 2 0.07  0.51  7.65  -14.71  6.38  0.69  0.1 0.0001 0.28 0.05 0.5 
52 2 0.07  0.51  7.65  -14.71  6.38  0.69  0.1 0.0001 0.28 0.05 0.5 










D.2.6 Site Pacific Park Plaza  
Table D.134 Analytical soil profile for site Pacific Park Plaza 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Sand 
1 0.70  19.0  280  OCR=1 Ko=0.32 
FC=0% 
Dr = 100%, ' = 43° 2 0.95  19.0  280  
3 1.22  19.0  142  OCR=1 Ko=0.41 
FC=0% 
Dr = 77%, ' = 34° 
4 1.22  19.0  142  
5 0.91  19.0  142  
Bay mud 




7 0.61  16.0  64  
8 0.91  16.0  64  
9 0.91  16.0  64  
Silty clay 




11 1.83  16.0  240  
12 1.83  16.0  240  
13 1.83  16.0  240  
14 1.83  16.0  240  
15 1.83  16.0  240  
16 1.83  16.0  240  
Sand 17 1.83  19.0  240  
OCR=1 Ko=0.38 
FC=0% 
Dr = 100%, ' = 38° 
Silty clay 
18 3.05  16.0  400  OCR=1 
PI=15 




Table D.134 (cont.) 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Sand 
20 3.05  19.0  400  OCR=1 Ko=0.32 
FC=0% 
Dr = 100%, ' = 43° 
21 3.35  19.0  400  
22 3.35  19.0  400  
Silty clay 
23 2.74  16.0  400  OCR=1 
PI=30 
Su=0.22’p  24 2.74  16.0  400  
Sand 25 3.66  19.0  400  
OCR=1 Ko=0.32 
FC=0% 
Dr = 100%, ' = 43° 
Silty clay 
26 2.13  16.0  294  OCR=1 
PI=15 
Su=0.22’p 27 2.13  16.0  294  
Sand 
28 3.05  19.0  362  OCR=1 Ko=0.32 
FC=0% 
Dr = 100%, ' = 43° 
29 3.05  19.0  362  
30 3.05  19.0  362  
Silty clay 




32 3.05  16.0  362  
33 3.05  16.0  362  
34 3.05  16.0  362  
35 3.05  16.0  362  
36 3.05  16.0  362  
37 3.05  16.0  362  





Table D.134 (cont.) 
 
Material Type Layer No. Thickness (m) Unit Weight (kN/m3) Vs (m/s) Soil Properties 
Sand 
39 5.79  19.0  610  
OCR=1 Ko=0.32 
FC=0% 
Dr = 100%, ' = 43° 
40 5.79  19.0  610  
41 5.79  19.0  610  
42 5.79  19.0  610  
43 5.79  19.0  610  
44 6.10  19.0  701  
45 6.10  19.0  701  
46 6.10  19.0  701  
47 6.10  19.0  701  
48 6.10  19.0  701  
49 6.10  19.0  701  













































0.70  19.0  280  2.71  3.0  -3.00  4.00  0.00  1.00  0.8 0.95 
2 0.95  19.0  280  1.81  10.0  -0.10  1.10  0.25  1.00  0.99 0.95 
3 1.22  19.0  142  1.47  13.8  -1.51  -11.30  8.32  1.00  0.99 0.95 
4 1.22  19.0  142  1.29  21.3  -2.16  -7.00  1.41  1.00  0.99 0.95 




0.61  16.0  64  1.56  10.5  0.80  -0.89  0.01  1.00  0.89 0.95 
7 0.61  16.0  64  1.56  11.3  0.80  -0.98  0.01  1.00  0.99 0.95 
8 0.91  16.0  64  1.56  12.4  0.80  -1.10  0.01  1.00  0.99 0.95 




1.52  16.0  240  0.98  15.3  0.51  0.49  0.10  1.00  0.8 0.95 
11 1.83  16.0  240  0.98  17.6  0.31  0.69  0.10  1.00  0.86 0.95 
12 1.83  16.0  240  0.98  20.1  0.31  0.69  0.15  1.00  0.92 0.95 
13 1.83  16.0  240  0.98  22.6  0.11  0.89  0.15  1.00  0.86 0.95 
14 1.83  16.0  240  0.99  25.1  0.78  -0.30  0.05  1.00  0.99 0.95 
15 1.83  16.0  240  0.99  27.58  0.80  -0.40  0.04  1.00  0.99 0.95 
16 1.83  16.0  240  0.99  30.08  0.80  -0.49  0.04  1.00  0.99 0.95 
17 Sand 1.83  19.0  240  0.84  117.65  -2.40  -1.82  0.05  1.00  0.99 0.95 
18 Silty 
clay 
3.05  16.0  400  0.99  37.12  0.59  0.39  0.06  1.00  0.8 0.95 
19 3.05  16.0  400  0.98  41.3  0.41  0.59  0.06  1.00  0.8 0.95 
833 
 


























3.05  19.0  400  0.78  196.4  -1.10  -5.49  8.13  1.00  0.99 0.95 
21 3.35  19.0  400  0.75  223.7  -1.28  -5.30  5.13  1.00  0.99 0.95 
22 3.35  19.0  400  0.72  252.4  -1.45  -4.10  2.57  1.00  0.99 0.95 
23 Silty 
clay 
2.74  16.0  400  0.98  65.0  0.21  0.79  0.25  1.00  0.98  0.95 
24 2.74  16.0  400  0.98  68.7  0.11  0.89  0.25  1.00  0.97  0.95 
25 Sand 3.66  19.0  400  0.68  314.1  -1.74  -2.68  0.68  1.00  0.99  0.95 
26 Silty 
clay 
2.13  16.0  294  0.97  79.5  -0.27  1.20  1.82  1.00  0.99  0.95 
27 2.13  16.0  294  0.97  82.4  -0.32  1.30  2.00  1.00  0.99  0.95 
28 
Sand 
3.05  19.0  362  0.63  367.4  -4.00  1.51  15.49  1.00  0.99  0.95 
29 3.05  19.0  362  0.62  393.5  -4.27  2.18  15.49  1.00  0.99  0.95 




3.05  16.0  362  0.99  104.4  0.50  0.37  0.98  1.00  0.99  0.95 
32 3.05  16.0  362  0.99  108.6  0.49  0.49  1.70  1.00  0.99  0.95 
33 3.05  16.0  362  0.99  112.8  0.47  0.49  1.74  1.00  0.99  0.95 
34 3.05  16.0  362  0.99  116.9  0.44  0.53  2.45  1.00  0.79  0.95 
35 3.05  16.0  362  0.99  121.1  0.44  0.55  2.45  1.00  0.99  0.95 
36 3.05  16.0  362  0.99  125.3  0.42  0.59  3.47  1.00  0.89  0.95 
37 3.05  16.0  362  0.99  129.4  0.40  0.49  2.88  1.00  0.89  0.95 
































5.79  19.0  610  0.56  598.3  -0.87  -2.40  7.08  1.00  0.99  0.95 
40 5.79  19.0  610  0.55  647.8  -0.97  -3.40  7.24  1.00  0.99  0.95 
41 5.79  19.0  610  0.54  697.4  -1.07  -3.90  7.41  1.00  0.94  0.95 
42 5.79  19.0  610  0.53  746.9  -1.16  -3.26  4.07  1.00  0.99  0.95 
43 5.79  19.0  610  0.52  796.4  -1.25  -2.70  2.63  1.00  0.99  0.95 
44 6.10  19.0  701  0.51  847.3  -0.78  -1.60  7.41  1.00  0.99  0.95 
45 6.10  19.0  701  0.50  899.4  -0.85  -3.10  10.96  1.00  0.99  0.95 
46 6.10  19.0  701  0.49  951.6  -0.92  -3.30  8.91  1.00  0.99  0.95 
47 6.10  19.0  701  0.49  1003.7  -0.99  -3.47  7.59  1.00  0.99  0.95 
48 6.10  19.0  701  0.48  1055.9  -1.06  -2.60  4.57  1.00  0.99  0.95 
49 6.10  19.0  701  0.47  1108.0  -1.12  -2.70  3.89  1.00  0.99  0.95 








































P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-
GMP 
α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 
5=G-P/A α β Dru=1.0 CSRt - ν - 
1 
Sand 
1 1.00  1.00  2.60  1.00  0.05 3.80  - 0.1 0.325 0.05 0.5 
2 1 1.00  1.00  2.60  1.00  0.05 3.80  - 0.1 0.505 0.2 0.5 
3 1 1.00  1.00  2.70 1.00  0.05 3.50  - 0.1 0.55 0.25 45.5 
4 1 1.00  1.00  2.70 1.00  0.05 3.50  - 0.1 0.595 0.3 47.5 




2 0.08  0.52  7.65  -14.71  6.38  0.69  0.1 0.0001 0.46 0.05 50 
7 2 0.08  0.52  7.65  -14.71  6.38  0.69  0.1 0.0001 0.505 0.05 0.5 
8 2 0.08  0.52  7.65  -14.71  6.38  0.69  0.1 0.0001 0.505 0.05 0.5 




2 0.19  0.58  7.65  -14.71  6.38  0.69  0.1 0.0001 0.37 0.05 0.5 
11 2 0.19  0.58  7.65  -14.71  6.38  0.69  0.1 0.0001 0.37 0.05 0.5 
12 2 0.19  0.58  7.65  -14.71  6.38  0.69  0.1 0.0001 0.37 0.05 0.5 
13 2 0.19  0.58  7.65  -14.71  6.38  0.69  0.1 0.0001 0.37 0.05 0.5 
14 2 0.19  0.58  7.65  -14.71  6.38  0.69  0.1 0.0001 0.595 0.25 0.5 
15 2 0.19  0.58  7.65  -14.71  6.38  0.69  0.1 0.0001 0.595 0.25 0.5 
16 2 0.19  0.58  7.65  -14.71  6.38  0.69  0.1 0.0001 0.55 0.2 0.5 
17 Sand 1 1.00  1.00  2.60 1.00 0.05 3.80 - 0.1 0.73 0.45 20 
18 Silty 
clay 
2 0.19  0.58  7.65  -14.71  6.38  0.69  0.1 0.0001 0.325 0.05 0.5 































P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-
GMP 
α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 
5=G-P/A α β Dru=1.0 CSRt - ν - 
20 
Sand 
1 1.00  1.00  2.60 1.00 0.05 3.80 - 0.1 0.55 0.2 18.5 
21 1 1 1 2.60 1.00 0.05 3.80 - 0.1 0.55 0.25 37.5 
22 1 1 1 2.60 1.00 0.05 3.80 - 0.1 0.55 0.25 41 
23 Silty 
clay 
2 0.19  0.58  7.65  -14.71  6.38  0.69  0.1 0.0001 0.37 0.05 0.5 
24 2 0.19  0.58  7.65  -14.71  6.38  0.69  0.1 0.0001 0.37 0.05 0.5 
25 Sand 1 1 1 2.6 1 0.05 3.80  - 0.1 0.64 0.35 26.5 
26 Silty 
clay 
2 0.19  0.58  7.65  -14.71  6.38  0.69  0.1 0.0001 0.865 0.5 1 
27 2 0.19  0.58  7.65  -14.71  6.38  0.69  0.1 0.0001 0.865 0.5 1 
28 
Sand 
1 1.00  1.00  2.60 1.00 0.05 3.80 - 0.1 0.775 0.5 16.5 
29 1 1.00  1.00  2.60 1.00 0.05 3.80 - 0.1 0.775 0.5 17 




2 0.11  0.54  7.65  -14.71  6.38  0.69  0.1 0.0001 0.55 0.25 0.5 
32 2 0.11  0.54  7.65  -14.71  6.38  0.69  0.1 0.0001 0.55 0.25 0.5 
33 2 0.11  0.54  7.65  -14.71  6.38  0.69  0.1 0.0001 0.505 0.2 0.5 
34 2 0.11  0.54  7.65  -14.71  6.38  0.69  0.1 0.0001 0.505 0.2 0.5 
35 2 0.11  0.54  7.65  -14.71  6.38  0.69  0.1 0.0001 0.505 0.2 0.5 
36 2 0.11  0.54  7.65  -14.71  6.38  0.69  0.1 0.0001 0.505 0.2 0.5 
37 2 0.11  0.54  7.65  -14.71  6.38  0.69  0.1 0.0001 0.46 0.15 0.5 































P1 P2 P3 
1=S-M/D f p F s ϒ ν - 
2=C-M s r A B C D ϒ 
3=S-
GMP 
α Dr (%) FC (%) - - ν - 
4=S-B/D α β - - - ν - 
5=G-P/A α β Dru=1.0 CSRt - ν - 
39 
Sand 
1 1.00  1.00  2.60  1.00  0.05 3.80  - 0.1 0.595 0.25 10.5 
40 1 1.00  1.00  2.60  1.00  0.05 3.80  - 0.1 0.55 0.2 16 
41 1 1.00  1.00  2.60  1.00  0.05 3.80  - 0.1 0.55 0.2 18 
42 1 1.00  1.00  2.60  1.00  0.05 3.80  - 0.1 0.55 0.25 32.5 
43 1 1.00  1.00  2.60  1.00  0.05 3.80  - 0.1 0.595 0.25 17 
44 1 1.00  1.00  2.60  1.00  0.05 3.80  - 0.1 0.595 0.25 9 
45 1 1.00  1.00  2.60  1.00  0.05 3.80  - 0.1 0.55 0.2 13 
46 1 1.00  1.00  2.60  1.00  0.05 3.80  - 0.1 0.55 0.2 14.5 
47 1 1.00  1.00  2.60  1.00  0.05 3.80  - 0.1 0.55 0.2 16.5 
48 1 1.00  1.00  2.60  1.00  0.05 3.80  - 0.1 0.595 0.25 13 
49 1 1.00  1.00  2.60  1.00  0.05 3.80  - 0.1 0.595 0.25 14.5 
50 1 1.00  1.00  2.60  1.00  0.05 3.80  - 0.1 0.595 0.25 15.5 
 
 
 
 
