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Abstract Let ¡n = (°ij)n£n be a random matrix with the Haar probability measure on the or-
thogonal group O(n), the unitary group U(n) or the symplectic group Sp(n): Given 1 · m < n; a
probability inequality for a distance between (°ij)n£m and some mn independent F-valued normal
random variables is obtained, where F = R; C or H (the set of real quaternions). The result is
universal for the three cases. In particular, the inequality for Sp(n) is new.
1 Introduction
To study a statistic related to an image analysis problem in Donoho and Huo [7], Jiang [12, 13]
developed a method to approximate the entries of Haar-invariant orthogonal or unitary matrices
by i.i.d. (independent and identically distributed) real or complex normal random variables. With
the approximation result, the asymptotic distributions of the largest entries of Haar orthogonal or
unitary matrices are obtained in [13]. Moreover, by the same tool, the Marchenko-Pastur law for
the eigenvalues of the Jacobi matrices are derived in [11].
There are three classical compact groups: orthogonal group O(n), unitary group U(n) and
symplectic group Sp(n): The approximation results mentioned above are only for Haar-invariant
orthogonal and unitary matrices, which generate the Haar probability measures on O(n) and U(n);
respectively. Here, by saying \the Haar probability measure" on O(n); U(n) or Sp(n); we mean
the unique Haar-invariant measure ¹ such that ¹(G) = 1 for G = O(n); U(n) or Sp(n): Sometimes
we also call ¹ a normalized Haar measure. The purpose of this paper is to study the entries of
random matrices generating the Haar probability measures on the three groups simultaneously. In
particular, we obtain a new result on the symplectic groups.
Before stating our main results, we will review some background about the classical compact
groups.
Let R and C denote the sets of real and complex numbers, respectively. Write H = fa = a1 +
a2i+a3j +a4k; a1;a2;a3 and a4 2 Rg for the set of real quaternions, where i2 = j2 = k2 = ¡1 and
ij = k; jk = i; ki = j: For a = a1+a2i+a3j+a4k 2 H; the conjugate of a is a¤ = a1¡a2i¡a3j¡a4k,
and the absolute value of a is jaj =
p
a¤a =
p
aa¤ = (a2
1 +a2
2 +a2
3 +a2
4)1=2: Given matrix A = (apq)
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1with apq 2 H; the transpose of A is AT = (aqp); the conjugate of A is A¤ = (a¤
qp): Recall
O(n) = fA = (apq)n£n : ATA = In and apq 2 R for all 1 · p;q · ng;
U(n) = fA = (apq)n£n : A¤A = In and apq 2 C for all 1 · p;q · ng; (1.1)
Sp(n) = fA = (apq)n£n : A¤A = In and apq 2 H for all 1 · p;q · ng:
They are in order called the orthogonal, unitary and symplectic groups, respectively, see p.111 and
p.113 from [14], or p.90 and p.92 from [17]. The symplectic group Sp(n) sometimes is also called
quaternionic unitary group. The three groups in (1.1) are all compact.
Now we recall three standard normal distributions that will be used later. Let »1;»2;»3 and »4
be i.i.d. random variables with distribution N(0;1).
(a) The standard real normal distribution is simply N(0;1): For convenience of notation, some-
times we also write RN(0;1) for N(0;1):
(b) The standard complex normal distribution, denoted by CN(0;1), is the probability distribu-
tion of (»1 + i»2)=
p
2.
(c) The standard quaternion normal distribution, denoted by HN(0;1); is the probability distri-
bution of (»1 + i»2 + j»3 + k»4)=
p
4:
The following approximation results are obtained in Jiang [13].
THEOREM A.1 (Theorem 4 in [13]) For each n ¸ 2; there exist matrices ¡n = (°ij)1·i;j·n and
Yn = (yij)1·i;j·n whose 2n2 elements are random variables de¯ned on the same probability space
such that
(i) the law of ¡n is the normalized Haar measure on the orthogonal group On;
(ii) fyij;1 · i;j · ng are i.i.d. random variables with the real standard normal distribution;
(iii) set ²n(m) = max1·i·n;1·j·m j
p
n°ij ¡ yijj for m = 1;2;¢¢¢ ;n: Then
P(²n(m) ¸ rs + 2t) · 4me¡nr
2=16 + 3mn
Ã
1
s
e¡s
2=2 +
1
t
µ
1 +
t2
3(m + t
p
n)
¶¡n=2!
for any r 2 (0;1=4); s > 0; t > 0; and m · (r=2)n:
For the complex case, the following result holds.
THEOREM A.2 (Theorem 5 in [13]) For each n ¸ 2; there exist two n £ n matrices ¡n = (°pq)
and Yn = ((xpq + iypq)=
p
2) such that °pq's, xpq's and ypq's are random variables de¯ned on the
same probability space, and
(i) the law of ¡n is the normalized Haar measure on the unitary group U(n);
(ii) the 2n2 random variables fxpq;ypq;1 · p;q · ng are independent real standard normals;
(iii) set ²n(m) = max1·p·n;1·q·m j
p
n°pq ¡ (xpq + iypq)=
p
2j for m = 1;2;¢¢¢ ;n: Then
P(²n(m) ¸ rs + 2t) · 4me¡nr
2=8 + mne¡s
2
+
6mn
t
µ
1 +
t2
12(m + t
p
n)
¶¡n
for any r 2 (0;1=4); s > 0; t > 0; and m · (r=2)n:
2The above results are on orthogonal and unitary groups. In this paper, we will prove an approx-
imation result for the symplectic group Sp(n). In fact, unlike the method used in [13], which deals
with O(n) and U(n) case by case, here we are able to treat the three cases simultaneously. The
symplectic case is simply a corollary. The following is our main result.
THEOREM 1 For each n ¸ 2; there exist matrices ¡n = (°ij)1·i;j·n and Yn = (yij)1·i;j·n whose
2n2 elements are random variables de¯ned on the same probability space such that
(i) the law of ¡n is the normalized Haar measure on O(n); U(n) or Sp(n);
(ii) fyij;1 · i;j · ng are i.i.d. random variables with the standard real, complex or quaternion
normal distribution;
(iii) set ²n(m) = max1·i·n;1·j·m j
p
n°ij ¡ yijj for 1 · m · n: Then
P (²n(m) ¸ rs + t)
· 4me¡¯nr
2=16 + mn ¢ Â¯(n; s) ¢ e¡¯s
2=2 + 3mn ¢ Â¯(n;t) ¢
µ
1 +
t2
3(m + t
p
n)
¶¡¯n=2
for any r 2 (0;1=4); s > 0; t > 0 and 1 · m · nr=2; where Â¯(n; s) = 1=s; 1 or 8ns2 + 1 for
¯ = 1;2 or 4 according to ¡n 2 O(n); U(n) or Sp(n):
By taking ¯ = 1 and 2 respectively in the above result, we see that the upper bounds of P (²n(m) ¸ rs + t)
in Theorems A.1 and A.2 and those in Theorem 1 are almost the same except the coe±cients, which
do not a®ect the orders of the bounds. The result corresponding to ¯ = 4 is new.
Theorem 1 says that the ¯rst m columns of the n£n Haar-invariant matrices can be approximated
by i.i.d. normal random variables. How large m = mn can be such that the error ²n(m) goes to zero
in probability as n ! 1?
COROLLARY 1.1 Let ²n(m) be as in Theorem 1. If mn = o(n=(logn)); then ²n(mn) ! 0 in
probability as n ! 1 for all of the three cases.
It is shown in [12] that, for the case of orthogonal group O(n), if mn = o(n=logn), then ²n(mn) ! 0
in probability as n ! 1: Further, for any ® > 0; take mn = [n®=logn], it is proved that ²n(mm) !
2
p
® in probability as n ! 1: This concludes that mn = o(n=logn) is the largest order to make
²n(mn) ! 0 in probability. We conjecture that the same is also true for unitary and symplectic
groups.
In this paper, for matrices A = (aij) and B = (bij), we use the maximum norm kA¡Bkmax =
maxi;j jaij ¡ bijj to measure the distance between A and B: The variation norm is another way to
study approximations of the entries of Haar-invariant matrices. The variation norm, which is stronger
than the maximum norm, is used to investigate similar problems in [1, 2, 4, 5, 6, 9, 11, 12, 18, 19].
In particular, it is shown in [12] that, with the variation norm, the p £ q upper-left block of an
n£n Haar-invariant orthogonal matrix can be approximated by i.i.d. real standard normals, where
p = o(
p
n) and q = o(
p
n): It is also proved in [12] that the order o(
p
n) is optimal.
The proof of Theorem 1 relies on the Gram-Schmidt algorithm. In fact, there are several ways
to generate Haar-orthogonal, unitary and symplectic matrices, see, e.g., Mezzadri [16]. We ¯nd that
3the Gram-Schmidt method is quite convenient to construct Haar-invariant matrices so that they can
be approximated by independent normal random variables e±ciently. The Gram-Schmidt algorithm
transforms a matrix of i.i.d. real, complex or symplectic Gaussian entries to an Haar-invariant matrix
from O(n); U(n) or Sp(n). Theorems A.1 and A.2 were proved by the Gram-Schmidt algorithm
in Jiang [13]. However, Theorem A.1 (real case) and Theorem A.2 (complex case) were treated
separately. Here we are able to provide a universal inequality for the three cases.
We prove Theorem 1 in the next section; we provide some results on matrices with quaternion
entries in the Appendix.
2 Proofs of Main Results
Throughout this section, given n ¸ 1 and F = R; C or H, we assume that fypq; 1 · p; q · ng are
i.i.d. random variables with common distribution FN(0;1). Write Y = (ypq)n£n = (y1;y2;¢¢¢ ;yn),
where the fyr; 1 · r · ng are n £ 1 column vectors.
Review that h¤ = ®1 ¡ ®2i ¡ ®3j ¡ ®4k if h = ®1 + ®2i + ®3j + ®4k 2 H: Moreover, if
a = (a1;¢¢¢ ;an)T 2 Hn and b = (b1;¢¢¢ ;bn)T 2 Hn, then a¤b =
Pn
r=1 a¤
rbr, and the Euclidean
norm of a is kak = (
Pn
r=1 jarj2)1=2: We will use the Gram-Schmidt procedure to prove Theorem 1.
Let us ¯rst review it. Set
w1 = y1 and e1 =
w1
kw1k
;
wp = yp ¡
p¡1 X
q=1
eq ¢ (e¤
qyp) and ep =
wp
kwpk
for 2 · p · n: (2.1)
In the real and complex cases, the positions of eq and e¤
qyp in the product eq ¢ (e¤
qyp) are not vital.
However, it indeed makes a di®erence for the quaternion case (F = H) because the quaternion
numbers are not commutative. The following lemma is useful.
LEMMA 2.1 (Lemma in 2.1 in [10]) Let the notation be as in (2.1). Then (e1;¢¢¢ ;en) is an
Haar-invariant orthogonal, unitary or symplectic matrix according to F = R; C or H: Further, any
row or column of (e1;¢¢¢ ;en) has the same distribution as that of
(i)
1
kZ1
nk
(»11;¢¢¢ ;»n1)
T for F = R;
(ii)
1
kZ2
nk
(»11 + i»12;¢¢¢ ;»n1 + i»n2)
T for F = C;
(iii)
1
kZ4
nk
(»11 + i»12 + j»13 + k»14;¢¢¢ ;»n1 + i»n2 + j»n3 + k»n4)
T for F = H;
where »pq; 1 · p · n; 1 · q · 4 are independent N(0;1)-distributed random variables and kZ¯
nk2 =
P
1·p·n;1·q·¯ »2
pq for ¯ = 1;2;4.
Set
§0 = 0; §k = (e1;¢¢¢ ;ek)(e1;¢¢¢ ;ek)¤; 1 · k · n: (2.2)
4Then,
k¡1 X
i=1
ei ¢ (e¤
iyk) = f(e1;¢¢¢ ;ek¡1)(e1;¢¢¢ ;ek¡1)¤gyk
= §k¡1yk
for 2 · k · n. It follows that
wk = yk ¡
k¡1 X
i=1
ei ¢ (e¤
iyk) = (I ¡ §k¡1)yk; 1 · k · n: (2.3)
For x = (x1;¢¢¢ ;xn)T 2 Fn; where F = R; C or H; set jjjxjjj = max1·i·n jxij:
LEMMA 2.2 Let yk;ek;wk and §k be as in (2.1)-(2.3). Set ak =
p
n=kwkk: Then
P
µ
max
1·k·m
jjj
p
nek ¡ ykjjj ¸ rs + t
¶
· P
µ
max
1·k·m
jak ¡ 1j ¸ r
¶
+ P
µ
max
1·k·m
jjjwkjjj ¸ s
¶
+ P
µ
max
1·k·m
jjj§k¡1ykjjj ¸ t
¶
for any n ¸ m ¸ 1; r > 0; s > 0 and t > 0:
Proof. It su±ces to show that
jjj
p
nek ¡ ykjjj · jak ¡ 1j ¢ jjjwkjjj + jjj§k¡1ykjjj (2.4)
for 1 · k · n: Actually, if this is true, and jak ¡ 1j < r; jjjwkjjj < s and jjj§k¡1ykjjj < t; then the
left hand side of (2.4) is less than rs+t: Thus, the lemma follows by taking the complement events.
Now we prove (2.4). Use wk = (I ¡ §k¡1)yk to obtain
p
nek ¡ yk = akwk ¡ yk = (ak ¡ 1)wk + (wk ¡ yk)
= (ak ¡ 1)wk ¡ §k¡1yk
for 1 · k · n. Then (2.4) follows by the triangle inequality. ¥
In what follows, for convenience, we will use U
d = V or U » V to denote that random vari-
ables U and V have the same probability distribution. The notation Â2(k) stands for the Â-square
distribution with degree of freedom k:
LEMMA 2.3 Given 1 · k · n and F = R; C or H: Recall (2.1)-(2.3). We have that A(§k¡1yk)
d =
§k¡1yk and Awk
d = wk for any A 2 O(n); U(n) or Sp(n): In particular, all the entries of §k¡1yk
have the same distribution. The same conclusion also holds for wk:
Proof. Since (e1;e2;¢¢¢ ;en) is Haar-invariant, A(e1;e2;¢¢¢ ;en)
d = (e1;e2;¢¢¢ ;en) for any A 2
O(n); U(n) or Sp(n) according to that F = R; C or H: Then, A(e1;e2;¢¢¢ ;ek)
d = (e1;e2;¢¢¢ ;ek)
for any 1 · k · n: Now, recall (2.2) and (2.3),
A(§k¡1yk) = A(e1;¢¢¢ ;ek¡1)(A(e1;¢¢¢ ;ek¡1))
¤ Ayk;
Awk = (I ¡ A(e1;¢¢¢ ;ek¡1)(A(e1;¢¢¢ ;ek¡1))¤)Ayk:
5Observe that (e1;¢¢¢ ;ek¡1) is a function of y1;¢¢¢ ;yk¡1; thus yk and (e1;¢¢¢ ;ek¡1) are indepen-
dent, consequently Ayk and A(e1;¢¢¢ ;ek¡1) are independent. Also, Ayk
d = yk by the invariance
of normal distribution. Then, A(§k¡1yk)
d = (e1;¢¢¢ ;ek¡1)(e1;¢¢¢ ;ek¡1)¤yk = §k¡1yk. Similarly,
Awk
d = wk.
Finally, take A to be a permutation matrix, we see that the elements in the column vector
§k¡1yk are exchangeable. This is also true for wk: ¥
Let A = (aij)n£n with aij 2 H for all 1 · i; j · n: Set tr(A) =
Pn
i=1 aii:
LEMMA 2.4 Let F = R(¯ = 1); C(¯ = 2) or H(¯ = 4): Let A = An£n be random, independent of
y1 and satisfy that A¤ = A, A2 = A and tr(A) = k for some constant 1 · k · n: If O(Ay1) » Ay1
for any O 2 O(n); U(n) or Sp(n); then each entry of Ay1 » ´ ¢
³P¯k
i=1 »2
i =
P¯n
i=1 »2
i
´1=2
, where
´ » FN(0;1) and f»i; i ¸ 1g are i.i.d. N(0;1)-distributed r.v.'s.
Proof. If k = n; then A = I by the assumption A2 = A: The conclusion obviously holds. So,
without loss of generality, assume 1 · k < n: We prove the lemma by three steps.
Step 1. By Lemmas 3.2 and 3.3, there exists U 2 O(n); U(n) or Sp(n) according to F = R; C
or H such that A = U¤ diag(Ik;0)U: Since U is a function of A, U is independent of y1: We claim
that U and Uy1 are independent. In fact, take bounded, measurable and real-valued functions
f(¢) de¯ned on the set of n £ n matrices, and g(¢) de¯ned on Fn: By the given condition and the
independence between U and y1, we have Uy1 » y1 conditioning on U or not, it follows that
Eg(Uy1) = Eg(y1); hence
Eff(U)g(Uy1)g = Eff(U) ¢ E(g(Uy1)jU)g
= Eff(U) ¢ Eg(y1)g = Ef(U) ¢ Eg(Uy1): (2.5)
This proves the claim.
Step 2. Take an Haar-invariant random matrix O 2 O(n); U(n) or Sp(n) according to F = R; C
or H for which O is independent of U and y1: By the given condition, O(Ay1) » Ay1 for any O,
this is evidently still true when O is a random variable independent of Ay1. Since U and Uy1 are
independent by the claim, we know OU¤ is independent of Uy1. Also, OU¤ » O by the right-Haar
invariance. Therefore,
Ay1
d = OAy1 = (OU¤)
Ã
Ik 0
0 0
!
(Uy1)
d = O
Ã
Ik 0
0 0
!
y1 = On£k
0
B B
@
y1
. . .
yk
1
C C
A;
where On£k is the ¯rst k columns of O, and (y1;¢¢¢ ;yk)T is the ¯rst k entries of y1: Thus, the ¯rst
entry of Ay1 »
Pk
i=1 e1iyi, where (e11;¢¢¢ ;e1n) is the ¯rst row of O: Since O and fyi; 1 · i · ng
are independent, by Lemma 2.1, the ¯rst entry of Ay1 has the same distribution as that of
Pk
i=1 ´iyi
(
Pn
i=1 j´ij2)1=2 =
ÃPk
i=1 j´ij2
Pn
i=1 j´ij2
!1=2
¢
k X
i=1
¸iyi
6where f´i; 1 · i · ng are i.i.d. FN(0;1)-distributed r.v.'s, and ¸i = ´i(
Pk
i=1 j´ij2)¡1=2: Obviously
Pk
i=1 ¸iyi » FN(0;1): Moreover, since ´i's are independent and j´ij2 » Â2(¯)=¯ for each 1 · i · n,
to ¯nish the proof, it remains to show that
Pk
i=1 ¸iyi and
Pk
i=1 j´ij2=
Pn
i=1 j´ij2 are independent.
Step 3. Since fyi; ´i; 1 · i · ng are i.i.d., and
Pn
i=1 j´ij2 =
Pk
i=1 j´ij2 +
Pn
i=k+1 j´ij2; it is
enough to show
Pk
i=1 ¸iyi and
Pk
i=1 j´ij2 are independent. Noticing ¸i's and yi's are independent,
and
Pk
i=1 ¸iyi » FN(0;1) conditioning on ´i's or not. Take bounded, measurable functions f1(¢)
de¯ned on F and g1(¢) de¯ned on R, by the same argument as in (2.5), we obtain that
E
(
f1(
k X
i=1
¸iyi) ¢ g1(
k X
i=1
j´ij2)
)
= Ef1(
k X
i=1
¸iyi) ¢ Eg1(
k X
i=1
j´ij2):
This implies that
Pk
i=1 ¸iyi and
Pk
i=1 j´ij2 are independent. ¥
LEMMA 2.5 Recall (2.1)-(2.3). For F = R(¯ = 1); C(¯ = 2) or H(¯ = 3); let ´ and f»1;»2;¢¢¢g
be as in Lemma 2.4. Then,
(i) each entry of §k¡1yk
d = ´ ¢
³P¯(k¡1)
i=1 »2
i =
P¯n
i=1 »2
i
´1=2
for 2 · k · n;
(ii) each entry of wk
d = ´ ¢
³P¯(n¡k+1)
i=1 »2
i =
P¯n
i=1 »2
i
´1=2
for 1 · k · n.
Proof. Review §k¡1 = (e1;¢¢¢ ;ek¡1)(e1;¢¢¢ ;ek¡1)¤ for 2 · k · n; and wk = (I ¡ §k¡1)yk
for 1 · k · n: It is not di±cult to see from the orthogonality of ei's that A¤ = A, A2 = A for
A = §k¡1 or I¡§k¡1; 1 · k · n. By Lemmas 2.3 and 2.4, to prove the lemma, it su±ces to check
that tr(§k) = k ¡ 1 and tr(I ¡ §k) = n ¡ k + 1 for 1 · k · n:
In fact, tr(§k) = tr(
Pk¡1
i=1 eie¤
i) =
Pk¡1
i=1 tr(eie¤
i) = k ¡ 1 by (3.3) in the Appendix. Further,
tr(I ¡ §k) = tr(I) ¡ tr(§k) = n ¡ k + 1. ¥
LEMMA 2.6 Let wk be as in (2.3). Let also ¯ = 1; 2 or 4 according to F = R; C or H. Then
kwkk2 » ¯¡1 ¢ Â2(¯(n ¡ k + 1)) for any 1 · k · n:
Proof. Recall wk = (I ¡ §k¡1)yk: As in the proof of (ii) in Lemma 2.5, (I ¡ §k¡1)¤ = I ¡ §k¡1,
(I ¡ §k¡1)2 = (I ¡ §k¡1) and tr(I ¡ §k¡1) = n ¡ k + 1 for any 1 · k · n: So by Lemma 3.3,
I ¡ §k¡1 = Odiag(In¡k+1;0)O¤ for some O 2 O(n); U(n) or Sp(n) according to F = R; C or H:
By the invariance of normal distributions, we know O¤yk » yk: Therefore, kwkk2 = kdiag(In¡k+1;0)O¤ykk2 d =
kdiag(In¡k+1;0)ykk2 d =
Pn¡k+1
i=1 j´ij2 d = (1=¯)Â2(¯(n¡k +1)); where ¯ = 1;2 and 4 and ´1;´2;¢¢¢
are i.i.d. r.v.'s with distribution FN(0;1): ¥
With the above characterization of the distributions of various random variables, we now are
ready to derive some probability inequalities.
LEMMA 2.7 (Lemma 3.3 in [13]) The following holds:
(i) x ¡ 1 ¡ logx ¸ (x ¡ 1)2=2 for x 2 (0;1];
(ii) 2x ¡ log(1 + 2x) ¸ x2 for x 2 (0;1=4];
(iii) (1 ¡ x)¡2 ¸ 1 + 2x and (1 + x)¡2 · 1 ¡ x for x 2 (0;1=4]:
7LEMMA 2.8 (Lemma 3.2 in [13]) Let » » N(0;1) and I(x) = supµ2Rfµx ¡ log(E exp(µ»2))g for
x 2 R: Then (i) E exp(µ»2) = (1 ¡ 2µ)¡1=2 for µ < 1=2;
(ii)
I(x) =
8
<
:
(x ¡ 1 ¡ logx)=2 if x > 0;
+1 otherwise:
(iii) De¯ne J(x) = I(x)=x for x > 0: Then both I(x) and J(x) are increasing on (1;1) and
decreasing on (0;1]:
LEMMA 2.9 For F = R(¯ = 1); C(¯ = 2) or H(¯ = 4), let Z¯ » FN(0;1): Then
P(jZ¯j ¸ x) · '¯(x) ¢ e¡¯x
2=2
for any x > 0; where '¯(x) = 1=x; 1 or 2x2 + 1 for ¯ = 1;2 or 4.
Proof. First, in view of (a), (b) and (c) in the Introduction,
P(jFN(0;1)j ¸ x) = P
ÃP¯
i=1 »2
i
¯
¸ x2
!
(2.6)
for 1 · k · n; where »1; »2; »3; »4 are i.i.d. N(0;1)-distributed random variables. If ¯ = 1; then, by
the well known inequality, we have
P(jZ1j ¸ x) ·
2
p
2¼ x
e¡x
2=2 ·
1
x
e¡¯x
2=2
for any x > 0. If ¯ = 2; since (»2
1 + »2
2)=2 » Exp(1), we obtain
P(jZ2j ¸ x) = e¡¯x
2=2
for any x > 0: If ¯ = 4; we know that »2
1 + »2
2 + »2
3 + »2
4 » Â2(4), which has probability density
function xe¡x=2I(x ¸ 0)=4: Thus, use ((y + 1)e¡y)0 = ¡ye¡y to obtain that
P(jZ4j ¸ x) =
Z 1
4x2
t
4
e¡t=2 dt =
Z 1
2x2
ye¡y dy = (2x2 + 1)e¡¯x
2=2
for any x > 0: The desired inequality follows by combining the three cases together. ¥
LEMMA 2.10 Let f»i; i ¸ 1g be a sequence of i.i.d. N(0;1)-distributed r.v.'s. For n ¸ m ¸ 3; set
W = (
Pm
i=1 »2
i =
Pn
i=1 »2
i )1=2: Then E(W¡2) · n:
Proof. The conclusion obviously holds for m = n: Now, assume 3 · m < n: Write W¡2 =
1 +
Pn
i=m+1 »2
i =
Pm
i=1 »2
i : Then, by independence,
E(W¡2) = 1 + (E
n X
i=m+1
»2
i ) ¢ E
1
Pm
i=1 »2
i
· 1 + (n ¡ m)E
1
»2
1 + »2
2 + »2
3
:
8Now,
E
1
»2
1 + »2
2 + »2
3
= (
p
2¼)¡3
Z
R3
e¡(x
2+y
2+z
2)=2
x2 + y2 + z2 dxdy dz
= (
p
2¼)¡3
Z 1
0
Z ¼
0
Z 2¼
0
1
r2e¡r
2=2 ¢ (r2 sinµ1)drdµ1 dµ2
= (
p
2¼)¡3 ¢
1
2
Z 1
¡1
e¡r
2=2 dr ¢
Z ¼
0
sinµ1 dµ1 ¢ (2¼) = 1
where the spherical coordinate transform x = rsinµ1 cosµ2; y = rsinµ1 sinµ2; z = rcosµ1 for
(r;µ1;µ2) 2 [0;1)£[0;¼]£[0;2¼] is used above. Combining the above two assertions, the conclusion
follows. ¥
LEMMA 2.11 Let f»i; i ¸ 1g be a sequence of i.i.d. N(0;1)-distributed r.v.'s. For n > m ¸ 1; set
W = (
Pm
i=1 »2
i =
Pn
i=1 »2
i )1=2: Then
Ee¡a=W
2
· 3
µ
1 +
2a
3(m +
p
2an)
¶¡n=2
for any a > 0:
Proof. Write W¡2 = 1 + (
Pn
k=m+1 »2
k)(
Pm
k=1 »2
k)¡1: Since f»m+1;»m+2;¢¢¢ ;»ng and
Pm
k=1 »2
k are
independent, we have Ee¡aW
¡2
= e¡aE(Mn¡m); where
M = E
½
exp
µ
¡
a»2
n Pm
k=1 »2
k
¶
j»1;»2;¢¢¢ ;»m
¾
:
By (i) of Lemma 2.8, E exp(¡¯»2
n) = (1 + 2¯)¡1=2 for ¯ > ¡1=2: It follows that M = (1 +
2a(
Pm
k=1 »2
k)¡1)¡1=2: Hence,
Ee¡a=W
2
= e¡aE
(µ
1 +
2a
Pm
k=1 »2
k
¶¡(n¡m)=2)
: (2.7)
By (ii) of Lemma 2.8 and the Cherno® bound, see, e.g., Remark (c) on p.27 from [3], we get
P
Ã
1
m
m X
k=1
»2
k 2 A
!
· 2e¡mI(A) (2.8)
where I(A) = infx2A I(x) and I(x) = supµ2Rfµx ¡ logEeµ»
2
1g = (x ¡ 1 ¡ logx)=2 for x > 0;
I(x) = +1 for x · 0: Thus
P
Ã
m X
k=1
»2
k ¸ x
!
· 2e¡mI(x=m); x ¸ m; (2.9)
since I(x) is increasing on [1;1): By (iii) of Lemma 2.8, J(x) := I(x)=x is increasing on (1;+1)
and decreasing on (0;1]: Set x0 = 2m + 4
p
a(n ¡ m): Then
P
Ã
m X
k=1
»2
k ¸ x0
!
· 2e¡mI(x0=m) = 2e¡x0J(x0=m) · 2e¡x0J(2) · 2e¡x0=16
9since x0=m > 2 and J(2) = I(2)=2 = (1 ¡ log2)=4 > 1=16: Considering f
Pm
k=1 »2
k · x0g and its
complement event, and noticing (1 + 2a=(
Pm
k=1 »2
k))¡(n¡m)=2 · 1, we have from above that
E
(µ
1 +
2a
Pm
k=1 »2
k
¶¡(n¡m)=2)
·
µ
1 +
2a
x0
¶¡(n¡m)=2
+ 2e¡x0=16:
Easily, 1+x · ex for any x 2 R; then e¡x0=16 · (1+(2a=x0))¡x
2
0=(32a): Also, x2
0=(32a) > (n¡m)=2:
The above implies that
E
(µ
1 +
2a
Pm
k=1 »2
k
¶¡(n¡m)=2)
· 3
µ
1 +
2a
x0
¶¡(n¡m)=2
· 3ea
µ
1 +
2a
3(m +
p
2an)
¶¡n=2
;
where the facts (1 + 2ax
¡1
0 )m=2 · exp(ax
¡1
0 m) · ea and x0 < 3(m +
p
2an) are used in the last
step. This and (2.7) conclude the inequality stated in the lemma. ¥
LEMMA 2.12 Let yk;ek;wk and §k be as in (2.1)-(2.3), and let ¯ = 1;2 or 4 according to
F = R;C or H. Then
P( max
1·i·m
jjj§i¡1yijjj ¸ t) · 3mn ¢ Â¯(n;t) ¢
µ
1 +
t2
3(m + t
p
n)
¶¡¯n=2
for any 1 · m < n and t > 0, where
Â¯(n;t) =
8
> > > <
> > > :
t¡1 if ¯ = 1;
1 if ¯ = 2;
8nt2 + 1 if ¯ = 4:
(2.10)
Proof. Since §0 = 0; without loss of generality, we now assume 1 < m < n: By (i) of Lemma 2.5,
P( max
1·i·m
jjj§i¡1yijjj ¸ t) · mn ¢ max
2·i·m
P(j´j ¢ Wi ¸ t)
· mn ¢ P(j´j ¢ Wm+1 ¸ t) (2.11)
where ´ » FN(0;1) and Wi =
³P¯(i¡1)
k=1 »2
k=
P¯n
k=1 »2
k
´1=2
· 1 are independent, 2 · i · n + 1. By
Lemma 2.9, P(jFN(0;1)j ¸ x) · '¯(x) ¢ e¡¯x
2=2 where '¯(x) = 1=x; 1 or 2x2 + 1 for ¯ = 1;2 or 4.
Thus,
P(j´j ¢ Wm+1 ¸ t) · E
½
'¯(tW
¡1
m+1) ¢ exp
µ
¡
¯t2
2
W
¡2
m+1
¶¾
: (2.12)
Therefore,
(i) If ¯ = 1; then '¯(tW
¡1
m+1) · 1=t: Taking a = ¯t2=2, replacing m by ¯m, and n by ¯n in
Lemma 2.11, we obtain
P(j´j ¢ Wm+1 ¸ t) ·
3
t
µ
1 +
¯t2
3(¯m + t¯
p
n)
¶¡¯n=2
·
3
t
µ
1 +
t2
3(m + t
p
n)
¶¡¯n=2
:
10(ii) If ¯ = 2, then '¯(tW
¡1
m+1) = 1: By (2.12) and Lemma 2.11, choose a = ¯t2=2, replace m with
¯m, and n with ¯n in Lemma 2.11 to get
P(j´j ¢ Wm+1 ¸ t) · E exp
½
¡
¯t2
2
W
¡2
m+1
¾
· 3
µ
1 +
t2
3(m + t
p
n)
¶¡¯n=2
:
(iii) If ¯ = 4; then '¯(x) = 2x2+1. Notice '¯(x) is increasing and Ã(x) := e¡¯x
2=2 is decreasing
over [0;1), respectively. By the well known inequality, E ('(Z)Ã(Z)) · E'(Z) ¢ EÃ(Z) for any
random variable Z ¸ 0: Since 1 < m < n; we know ¯m ¸ 8. By (2.12) and Lemmas 2.10 and 2.11,
P(j´j ¢ Wm+1 ¸ t) · E
©
'¯(tW
¡1
m+1)
ª
¢ E exp
µ
¡
¯t2
2
W
¡2
m+1
¶
· 3(8nt2 + 1)
µ
1 +
t2
3(m + t
p
n)
¶¡¯n=2
:
Collecting (2.11), (2.12) and the inequalities in (i), (ii) and (iii), we eventually conclude that
P( max
1·i·m
jjj§i¡1yijjj ¸ t) · 3mn ¢ Â¯(n;t) ¢
µ
1 +
t2
3(m + t
p
n)
¶¡¯n=2
for any t > 0, where
Â¯(n;t) =
8
> > > <
> > > :
t¡1 if ¯ = 1;
1 if ¯ = 2;
8nt2 + 1 if ¯ = 4: ¥
(2.13)
LEMMA 2.13 Let wk be as in (2.3), and ak =
p
n=kwkk be as in Lemma 2.2. Let also ¯ = 1;2
or 4 according to F = R;C or H. Then
P( max
1·i·m
jai ¡ 1j ¸ r) · 4me¡¯nr
2=16
for all r 2 (0;1=4) and m · nr=2:
Proof. First, P(max1·i·m jai ¡ 1j ¸ r) · m ¢ max1·i·m P(jai ¡ 1j ¸ r): By (iii) of Lemma 2.7,
P(jai ¡ 1j ¸ r) · P
µ p
n
kwik
· 1 ¡ r
¶
+ P
µ p
n
kwik
¸ 1 + r
¶
· P
µ
kwik2
n
¸ (1 ¡ r)¡2
¶
+ P
µ
kwik2
n
· (1 + r)¡2
¶
· P
µ
kwik2
n
¸ 1 + 2r
¶
+ P
µ
kwik2
n
· 1 ¡ r
¶
(2.14)
for any 1 · i < n since r 2 (0;1=4): From Lemma 2.6, we know kwik2 »
P¯(n¡i+1)
j=1 »2
j=¯ ·
P¯n
j=1 »2
j=¯ for all 1 · i · m, where f»j; j ¸ 1g are i.i.d. N(0;1)-distributed r.v.'s. Therefore,
max
1·i·m
P
µ
kwik2
n
¸ 1 + 2r
¶
· P
ÃP¯n
j=1 »2
j
¯n
¸ 1 + 2r
!
· 2e¡¯n¸
11for r 2 (0;1=4) where ¸ := infx¸1+2r I(x) and I(x) is given in (ii) of Lemma 2.8. Since I(x) is
increasing on [1;1); ¸ = I(1 + 2r) = (2r ¡ log(1 + 2r))=2 ¸ r2=2 for r 2 (0;1=4) by (ii) of Lemma
2.7. Thus
max
1·i·n
P
µ
kwik2
n
¸ 1 + 2r
¶
· 2e¡¯nr
2=2 (2.15)
for any r 2 (0;1=4): Now we estimate the last probability in (2.14). Since kwik2=n »
P¯(n¡i+1)
j=1 »2
j=(n¯) ¸
P¯(n¡m)
j=1 »2
j=(n¯) for any 1 · i · m, we have
max
1·i·m
P
µ
kwik2
n
· 1 ¡ r
¶
· P
ÃP¯(n¡m)
j=1 »2
j
¯(n ¡ m)
· b
!
· 2e¡¯(n¡m)I(B)
= 2e¡¯(n¡m)I(b) (2.16)
by (2.8), where b := n(1¡r)=(n¡m); B = (¡1;b] and I(x) is as in Lemma 2.8. Here the fact that
I(x) is decreasing on (0;1), and that 0 < b < 1 since m · nr=2 are used in the last step. From (i)
of Lemma 2.7,
(n ¡ m)I(b) ¸ (n ¡ m) ¢
(1 ¡ b)2
4
¸
(nr ¡ m)2
4(n ¡ m)
¸
nr2
16
(2.17)
for all 1 · m · nr=2: The inequalities in (2.16) and (2.17) imply that
max
1·i·m
P
µ
kwik2
n
· 1 ¡ r
¶
· 2e¡¯nr
2=16: (2.18)
The desired conclusion follows by combining (2.14), (2.15) and (2.18). ¥
Proof of Theorem 1. By Lemma 2.2,
P
µ
max
1·k·m
jjj
p
nek ¡ ykjjj ¸ rs + t
¶
· P
µ
max
1·k·m
jak ¡ 1j ¸ r
¶
+ P
µ
max
1·k·m
jjjwkjjj ¸ s
¶
+ P
µ
max
1·k·m
jjj§k¡1ykjjj ¸ t
¶
for any r > 0; s > 0 and t > 0: Recall (ii) of Lemma 2.5,
P¯(n¡k+1)
i=1 »2
i =
P¯n
i=1 »2
i · 1 for all
1 · k · n: It follows from Lemma 2.9 that
P
µ
max
1·k·m
jjjwkjjj ¸ s
¶
· m ¢ max
1·k·m
P(jjjwkjjj ¸ s)
· mn ¢ P(jFN(0;1)j ¸ s) · mn ¢ '¯(s) ¢ e¡¯s
2=2 (2.19)
for 1 · k · n; where '¯(s) is as in Lemma 2.9. Now, (2.19) together with Lemmas 2.12 and 2.13
yields
P
µ
max
1·k·m
jjj
p
nek ¡ ykjjj ¸ rs + t
¶
· 4me¡¯nr
2=16 + mn ¢ '¯(s) ¢ e¡¯s
2=2 + 3mn ¢ Â¯(n;t)
µ
1 +
t2
3(m + t
p
n)
¶¡¯n=2
12for any r 2 (0;1=4); s > 0; t > 0 and 1 · m · nr=2; where Â¯(n;t) is as in Lemma 2.12. The result
follows since '¯(s) · Â¯(n;s) for all s > 0; n ¸ 1 and ¯ = 1;2;4: ¥
Proof of Corollary 1.1. Choose r = 1=logn; s = (logn)3=4; t = t; m = m0
n = [±n=logn] for
some ± < minf1=4;t2=100g in Theorem 1. It is easy to see that t2=(3(m +
p
n)) ¸ t2(logn)=(4n±)
and 1=s · 1 for all ¯ = 1; 2; 4 as n large enough. Noting that
Â¯(n;t) · Â¯(n;(logn)3=4) · n3
for ¯ = 1;2;4 as n is large enough, we get
P(²n(mn) ¸ 3t) · P(²n(m0
n) ¸ 3t)
· 4ne¡n=(4log n)
2
+ n2 ¢ Â¯(n; (logn)3=4) ¢ e¡(log n)
3=2=2
+3n2 ¢ Â¯(n; t)
µ
1 +
t2
4±
logn
n
¶¡n=2
! 0
as n ! 1 by the choice of ±: ¥
3 Appendix
Recall that H is the set of real quaternions stated in the Introduction. For a = a1+a2i+a3j+a4k 2 H;
its conjugate a¤ = a1 ¡ a2i ¡ a3j ¡ a4k, and its norm jaj = (a2
1 + a2
2 + a2
3 + a2
4)1=2. Let A = (apq)
be a matrix with entries apq 2 H for all p and q, the conjugate of A is A¤ = (a¤
qp): We say a square
matrix A is self-dual if A¤ = A:
The following statements and lemmas about matrices of quaternion entries, as in the linear
algebras, look quite familiar. However, since the multiplication operation of the elements in H is not
commutative, the statements need to be veri¯ed. It seems hard to ¯nd their proofs in the literature,
we collect and prove them next.
LEMMA 3.1 Let a;b 2 H, and A and B are matrices of quaternion entries. Then (i) (ab)¤ = b¤a¤;
(ii) jabj = jaj ¢ jbj; (iii) (ab)¡1 = b¡1a¡1 if a 6= 0 and b 6= 0; (iv) (AB)¤ = B¤A¤:
Proof. (i) Let a = ®1+®2i+®3j+®4k and b = ¯1+¯2i+¯3j+¯4k; where ®i; ¯i 2 R for i = 1; 2; 3; 4:
Then, by the identities that i2 = j2 = k2 = ¡1; ij = k; jk = i; ki = j; ij = ¡ji; ik = ¡ki and
jk = ¡kj, we have
ab = (®1¯1 ¡ ®2¯2 ¡ ®3¯3 ¡ ®4¯4) + (®1¯2 + ®2¯1 + ®3¯4 ¡ ®4¯3)i
+ (®1¯3 + ®3¯1 + ®4¯2 ¡ ®2¯4)j
+ (®1¯4 + ®4¯1 + ®2¯3 ¡ ®3¯2)k: (3.1)
13Thus,
(ab)¤ = (®1¯1 ¡ ®2¯2 ¡ ®3¯3 ¡ ®4¯4) ¡ (®1¯2 + ®2¯1 + ®3¯4 ¡ ®4¯3)i
¡ (®1¯3 + ®3¯1 + ®4¯2 ¡ ®2¯4)j
¡ (®1¯4 + ®4¯1 + ®2¯3 ¡ ®3¯2)k:
Notice that a¤ = ®1 ¡ ®2i ¡ ®3j ¡ ®4k and b¤ = ¯1 ¡ ¯2i ¡ ¯3j ¡ ¯4k: Applying formula (3.1) to
b¤a¤, we see (ab)¤ = b¤a¤:
(ii) Note that (jaj ¢ jbj)2 = (
P4
p=1 ®2
p) ¢
P4
p=1 ¯2
p. It is trivial to verify that jabj2 = (jaj ¢ jbj)2 by
(3.1).
(iii) Since cc¤ = c¤c = jcj2 for any 0 6= c 2 H; then c¡1 = c¤=jcj2: It follows from (i) and (ii) that
(ab)¡1 =
(ab)¤
jabj2 =
b¤a¤
jaj2jbj2 =
b¤
jbj2 ¢
a¤
jaj2 = b¡1a¡1:
(iv) Let A = (apq) and B = (bpq): For matrix C = (cpq); we use Cpq to denote the (p;q)-entry
of C: Recall C¤ = (c¤
qp). First, obviously, (B¤A¤)pq =
P
k b¤
kpa¤
qk: It is easy to see that
((AB)¤)pq = ((AB)qp)¤ = (
X
k
aqkbkp)¤ =
X
k
b¤
kpa¤
qk;
where (i) is used in the last step. Thus, ((AB)¤)pq = (B¤A¤)pq for any p and q. That is,
(AB)¤ = B¤A¤: ¥
Let A = (aij)n£n with aij 2 H for all 1 · i; j · n: De¯ne tr(A) =
Pn
i=1 aii: Obviously,
tr(A + B) = tr(A) + tr(B) for any A and B. If A¤ = A, then faii : 1 · i · ng are real numbers,
so tr(A) is a real number.
LEMMA 3.2 Let A¤ = A. Then tr(U¤AU) = tr(A) for any U 2 Sp(n): In particular, tr(A) =
Pn
i=1 ¸i; where f¸i; 1 · i · ng are eigenvalues of A; that is, there exists xi 2 Hn such that
Axi = ¸ixi for all i = 1;2;¢¢¢ ;n:
Proof. By the spectral theorem for hermitian quaternion-real matrices (see, e.g., Theorem 2 on
p.145 from [8] or Theorem 3.2.1 on p.59 from [15]), there exists a matrix V 2 Sp(n) such that
A = V¤ diag(¸1;¢¢¢ ;¸n)V, where ¸i; 1 · i · n; are eigenvalues of A, and they all are real
numbers. So it su±ces to prove the ¯rst conclusion. We claim
Re(tr(ST)) = Re(tr(TS)) (3.2)
for any two multiplicable (not necessarily square) matrices S and T; where Re(a+bi+cj +dk) = a
for any a; b; c; d 2 R: If this holds, then
tr(U¤AU) = Re(tr(U¤AU)) = Re(tr(AUU¤)) = Re(tr(A)) = tr(A):
We now verify (3.2). Let S = (sij) and T = (tij). Recall (i) in the proof of Lemma 3.1 and (3.1),
we have Re(a + b) = Re(a) + Re(b) and Re(ab) = Re(ba) for any a;b 2 H: Therefore,
Re(tr(ST)) = Re(
X
i;j
sijtji) = Re(
X
i;j
tjisij) = Re(tr(TS)): ¥
14Let e 2 Hn be a unit vector, since (ee¤)¤ = ee¤; by (3.2),
tr(ee¤) = Re(tr(ee¤)) = Re(tr(e¤e)) = 1: (3.3)
LEMMA 3.3 Let the entries of an n £ n matrix A be in H such that A¤ = A and A2 = A: Then
there exist an integer 0 · r · n and a matrix O 2 Sp(n) such that
A = O¤
Ã
Ir 0
0 0
!
O:
Proof. By the spectral theorem for hermitian quaternion-real matrices (see, e.g., Theorem 2 on
p.145 from [8] or Theorem 3.2.1 on p.59 from [15]), there exists a matrix B 2 Sp(n) such that
A = B¤ diag(¸1;¢¢¢ ;¸n)B, where ¸i; 1 · i · n; are real numbers. Since A2 = A; we have
diag(¸2
1;¢¢¢ ;¸2
n) = diag(¸1;¢¢¢ ;¸n): This says that ¸i = 0 or 1 for any i = 1;2;¢¢¢ ;n: Write
diag(¸1;¢¢¢ ;¸n) = P¤ diag(1;1;¢¢¢ ;1;0;¢¢¢ ;0)P for some (real) permutation matrix P: The con-
clusion follows by taking O = PB 2 Sp(n): ¥
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