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PUISEUX COEFFICIENTS AND PARAMETRIC DEFORMATIONS
OF PLANE CURVE SINGULARITIES
MACIEJ BORODZIK
Abstract. We study deformations of cuspidal singularities of plane curves by look-
ing at the coefficients of the Puiseux expansions regarded as functions of the de-
formation parameter. We obtain new concrete results concerning the adjacency
problem. Moreover, we show some rather unexpected properties of Puiseux coef-
ficients treated as functions on a suitably defined parameter space. The methods
used in paper are elementary.
1. Introduction
1.1. Preliminaries. A cuspidal plane curve singularity is a germ of a plane curve
in C2, locally parametrized as C = {(x(t), y(t)) ∈ C2 : t ∈ D}, where D ⊂ C is a
disk with center at zero and x(t) and y(t) are analytic functions with the following
expansion in power series.
x(t) = apt
p + ap+1t
p+1 + . . .
y(t) = bqt
q + bq+1t
q+1 + . . . .
(1.1)
Here ap, ap+1, . . . and bq, bq+1, . . . are complex coefficients. Throughout the paper
we shall assume that the singularity occurs at (0, 0) ∈ C2, and, unless specified
otherwise, that apbq 6= 0, so that p is the order of x(t) at 0 and q is the order of y. To
study the singularity at the origin, it is convenient to consider the following Puiseux
expansion
(1.2) y = cqx
q/p + cq+1x
(q+1)/p + . . . .
The Puiseux coefficients cq, cq+1, . . . can be expressed as explicit functions of pa-
rameters ap, ap+1, . . . and bq, bq+1, . . . . More precisely, for any i ≥ 0, we can write
(1.3) cq+i = a
−(q+i)/p−i
p γq+i
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and then γq+i is a polynomial in the coefficients ap, . . . and bq, . . . . For example
γq = bq
γq+1 = apbq+1 −
q
p
ap+1bq
γq+2 = a
2
pbq+2 −
q + 1
p
apap+1bq+1 +
q2 + qp+ 2q
2p2
a2p+1bq −
q
p
apap+2bq.
(1.4)
In general, γq+i is a sum of monomials of the form ηkp...kp+i · a
kp
p a
kp+1
p+1 . . . a
kp+i
p+i bj ,
where kp + · · · + kp+i = i, j + kp+1 + 2kp+2 + · · · + ikp+i = i and ηkp...kp+i ∈ Q is a
constant (see Proposition 2.1).
From the Puiseux expansion we can deduce a so-called characteristic sequence. A
classical result by Burau [Bu] and Zariski [Za1] shows that this sequence contains
all the information about the topological type of the singularity. Mainly to fix the
notation we recall the definition, referring an interested reader to excellent books [EN]
or [Wa].
Assume that q ≥ p. We define q0 = 0, p0 = p. Assume inductively that pi and qi
are chosen and pi > 1. We define
qi+1 = min{r : cr 6= 0, pi 6 |r}
and pi+1 = gcd(pi, qi+1). The procedure stops when pn = 1 (if it does never stop,
then the parametrization (1.1) is not one to one). We define (p; q1, . . . , qn) as the
characteristic sequence of the singularity. We point out that p1, . . . , pn are uniquely
determined by (p; q1, . . . , qn).
Remark 1.1. Our convention concerning the characteristic sequence is essentially
that of [Wa, Section 3].
To fix the terminology, let us recall the following definition.
Definition 1.2. Let cjx
j/p be a term of the Puiseux expansion (1.2). Let m be the
smallest index for which pm|j. We shall call cjx
j/p inessential if either m = 0 (so p|j)
or there exists j′ < j such that gcd(pm−1, j
′) = pm and cj′ 6= 0. Otherwise it is called
essential. By a slight abuse of language we shall sometimes call cj or even j itself
essential or inessential.
In other words, cj is inessential, if a change the value of cj has no effect on the
topological type of the singularity. Conversely, if cj is an essential term, and we change
the value of cj from zero to non–zero, or from non–zero to zero, the topological type
of the singularity is changed.
Remark 1.3. The notion ’essential’ is not used in [Wa]. In the Brieskorn and Knörrer
book only those terms are called essential, for which cj 6= 0, see [BK, page 411].
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Example 1.4. For the singularity with p = 4 and the Puiseux expansion y = x3/2 +
x9/4, the term c7x
7/4 is essential even though c7 = 0. Indeed, if we change c7 to
any non–zero value, then the characteristic sequence changes from (4; 6, 9) to (4; 6, 7).
Similarly, the term x3/2 is essential, because if it is absent, then the characteristic
sequence is (4; 9).
1.2. Deformations. The main subject of the present article are deformations. We
consider parametric deformations, i.e. we consider the parametrization (1.1) and
assume that the coefficients ap, ap+1, . . . and bq, bq+1, . . . are continuous functions of
a parameter s ∈ D, where D ⊂ C is the unit disk. We assume that the functions
ap(s) and bq(s) (the first coefficients of both equations in (1.1)) do not vanish if s 6= 0.
Unless specified otherwise, a deformation will always mean a parametric deformation
in the sense we just specified. The value s = 0 of the parameter will always be
regarded as special, corresponding to a ’most degenerate’ singularity.
Notation. We will denote aj(s), bj(s), cj(s) and γj(s) the corresponding coefficients
(or Puiseux coefficients) for a given value parameter s. However, when referring to
x or y, we shall use the notation xs or ys, in particular, for s = 0, we shall write x0,
y0, to avoid confusion with expressions like x(t).
Furthermore, we consider the integers p, q and p′ to be fixed. The integer p is the
order of xs at t = 0 for s 6= 0, p′ denotes the order of x0 and q denotes ordt=0 ys for
s 6= 0.
Parametric deformations are equinormalizable (see e.g. [GLS, Section II.2.6], [Za2,
Te]), because one can regard the parametrization (1.1) as a normalization of the
singularity and therefore δ–constant. One of the main, and the most difficult questions
in the theory is the adjacency problem. We can phrase it as follows.
Question. Given two singularities with characteristic sequences κ = (p; q1, . . . , qn)
and κ′ = (p′; q′1, . . . , q
′
n′), does there exist a deformation (in the sense described above)
such that for s 6= 0 the singularity has characteristic sequence κ and for s = 0 the
singularity has characteristic sequence κ′ ?
Remark 1.5. In what follows, if such deformation exists, we shall say that κ is
adjacent to κ′.
Although we restrict ourselves to a class of very explicit deformations, a complete
answer to the above question seems to be extremely difficult and surprisingly few
full results (in the sense of conditions which are both sufficient and necessary) are
known. The only two completely solved cases are p′ = p (see Section 2.3) or p =
2, p′ = 3, done by Petrov [Pet] in a different language, see also [BZ3, Section 3].
There are lots of different approaches known in the literature. The first one is the
semicontinuity of the Milnor numbers (see e.g. [Zol, Chapter 2]). It is well known, see
[Le], that if under a deformation, the Milnor number is constant, then the deformation
is topologically trivial. The semicontinuity of the Milnor numbers can be generalized
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to the semicontinuity property of spectra [Var]. Moreover, to obstruct adjacencies
one can study dual graphs of resolutions [Ke], Enriques diagrams [ACR] or zero
dimensional schemes (see [GLS] and references therein). There are various approaches
using knot theory, like [Bo1] and [Bo2]. One of the most promising is currently [Ba],
relying on combinatorial properties of iterated torus knots.
The method we use in the paper is to look at the Puiseux polynomials (see Sec-
tion 3.1) from the point of view of ordinary differential equations. In many cases
we are able to restrict the possible Puiseux expansion in the limit. As we shall see,
vanishing of inessential terms when s 6= 0, might imply vanishing of essential terms
in the limit s = 0.
We point out that studying properties of the Puiseux expansion under deformations
is a method with a long history. Nevertheless, main applications concern studying
topologically equisingular deformations, from the point of view of analytic, not topo-
logical, equivalence see e.g. [Za2]. If we do not assume topological equisingularity,
the behaviour of the Puiseux expansion under deformation is much more complicated,
compare Section 2.2.
1.3. Statement of results. The first main result that we prove in this paper is the
following.
Theorem 1.6. Suppose that we are given a deformation such that for s 6= 0 the
singularity has the Puiseux expansion
(1.5) ys = cr0(s)x
r0/p
s + cr1(s)x
r1/s
s + . . . ,
where r1 > r0 are positive integers. Suppose that for s = 0 we have ordt=0 x0 = p′.
Then, the first terms of the Puiseux expansion at s = 0 are the following
y0 = cr′
0
x
r′
0
/p′
0 + cr′1x
r′
1
/p′
0 ,
where r′0 = r0p
′/p and r′1 ≥ r1 + (p− p
′). Furthermore, if r′0 6∈ Z, then cr′0 = 0.
Remark 1.7. Some authors, while writing a Puiseux expansion like (1.5) do not
write inessential terms, even if they are not zero. This is not the case in this article.
Equation (1.5) should be read literally. The omitted terms cr0+1, . . . , cr1−1 are all
zero.
The proof is given in Section 3.2. In Section 4.3 we prove a partial converse to
Theorem 1.6.
Theorem 1.8. Let p, r0, r1, p′ be positive integers such that r1 > r0, p′ > p, r0 <
r1 + (p− p
′) and
r1 − r0 <
p+ r0
gcd(p, r0)
.
Then, given any Puiseux expansion of the form
(1.6) y = dr1+p−p′x
(r1+p−p′)/p′ + dr1+p−p′+1x
(r1+p−p′+1)/p′ + . . . ,
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and for an arbitrary N ≥ 0, there exists a deformation such that for s 6= 0 the
corresponding singularity has the expansion starting with
ys = cr0x
r0/p
s + cr1x
r1/p
s + . . . ,
where cr0cr1 6= 0, and for s = 0, the first N terms of the Puiseux expansion agree with
those of (1.6).
The methods used to prove Theorem 1.6 can be generalized. The following result
we shall prove in Section 3.3.
Theorem 1.9. Let us consider a deformation, which for s 6= 0 has the Puiseux
expansion
ys = cr0(s)x
r0/p
s + · · ·+ crn(s)x
rn/p
s + . . . ,
where rn > rn−1 > · · · > r0 are positive integers. Assume that the order of x0 is p′ > p.
Suppose furthermore that for any i = 0, . . . , n − 1, either ri/p′ ∈ Z, or rip/p′ 6∈ Z.
Then, up to a an overall change of coordinates of type (x, y) → (x, y −Q(x)), where
Q is a polynomial, we have
ord y0 ≥ rn − (2n− 1)(p
′ − p).
Remark 1.10. If p and p′ are coprime, then for any ri ∈ Z, ri/p
′ ∈ Z if and only if
rip/p
′ ∈ Z.
As we shall see in Section 3.4, Theorem 1.9 is not optimal, i.e. the bounds for y0
can sometimes be improved.
Apart from these theorems, we prove also two other results, related to the properties
of functions γq+1, γq+2, . . . . The first one is the non–genericity of the functions γq+i,
i = 1, 2, . . . (see Theorem 1.14 or Section 4.6), which might be related to the con-
jecture about semicontinuity of codimensions (see Section 1.4). The other one is the
relation between various derivatives of the functions γq+1, . . . , encoded in WDVV
equations, see Section 5.
1.4. Conjectural semicontinuity of codimension. The content of this subsection
serves as a motivation to methods, we shall be using in Section 4.
A codimension or M -number was defined in [Or] and independently in [BZ1]. It
was then studied in detail in [BZ3]. For cuspidal singularities it is defined as follows.
Definition 1.11. Let κ = (p; q1, . . . , qn) be a characteristic sequence of the singu-
larity. Let p1 = p and for j > 1 let pj = gcd(pj−1, qj). The codimension of the
singularity is defined as
ν = p1 + q1 −
⌊
q1
p1
⌋
+
n−1∑
j=2
(
qj − qj−1 −
⌊
qj − qj−1
pj
⌋)
− 3.
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The motivation for this definition is the following. Consider the space C[t] × C[t]
of parametrized curves in C2 (an element (x, y) ∈ C[t] × C[t] defines a parametric
curve in C2 by t→ (x(t), y(t))). For a given characteristic sequence κ, let us consider
Vκ ⊂ C[t] × C[t] consisting of those parametrized curves which for some t0 (not
necessarily t0 = 0) has a cuspidal singularity with the characteristic sequence κ. The
codimension of Vκ in C[t]× C[t] is exactly ν (see [BZ3]).
Example 1.12. Consider κ = (4; 6, 9). If (x, y) ∈ Vκ, then at some t0, we can write
x(t) = x(t0)+ (t− t0)
4a4 + . . . , y(t) = y(t0)+ (t− t0)
4b4 + . . . (this gives 6 conditions
for vanishing of a1, a2, a3, b1, b2, b3). We substitute one because we are free to choose
t0. Moreover, either a4 6= 0, or b4 6= 0. If a4 6= 0, the Puiseux expansion of y − y(t0)
in the powers of x−x(t0) has form y = c4x+ c5x
5/4 + c6x
6/4 + c7x
7/4 + c8x
8/4 + c9x
9/4
(if a4 = 0 then b4 6= 0 and we expand x in powers of y instead). We must have
c5 = c7 = 0 and c6c9 6= 0. The last two conditions are open. The codimension is
equal to 6− 1 + 2 = 7.
It is natural to expect that if κ and κ′ are two different characteristic sequences
and ν(κ) ≥ ν(κ′), then the closure of Vκ in C[t]× C[t] omits Vκ′. Since Vκ′ has non–
empty intersection with the closure of Vκ if and only if κ is adjacent to κ
′, the above
expectation is equivalent to the conjecture, that we now state.
Conjecture 1.13. If κ is adjacent to κ′, then ν(κ) < ν(κ′).
This conjecture was formulated independently by many authors, including Orevkov
[Or], Christopher and Llynch [ChLy] or Zoladek and the author [BZ1, BZ3]. The va-
lidity of this conjecture would give very strong obstructions for the adjacency problem,
and combined with the current knowledge, it would give an answer close to the opti-
mal (but see Example 3.7 and the discussion below it to see that Conjecture 1.13 is
not enough itself). The conjecture is still open and appears to be very difficult.
Example 1.12 shows that Vκ is given by equations of the type {ai = 0}, {bj = 0}
or {ck = 0} (it is better to use γk from (1.3) instead of ck, because ck is in general a
multivalued function), and some inequalities of type {ai 6= 0}, {bj 6= 0} or {γk 6= 0}.
If all γk’s were sufficiently generic polynomials, this would be a major step towards
proving Conjecture 1.13. However, in Section 4 we prove a result which shows that
the problem is much more complicated. Informally, the result may be written as
follows.
Theorem 1.14. The functions γ1, . . . , γk fail to satisfy suitably but naturally defined
Bernstein–Kuschnirenko genericity conditions.
In Section 4.6 we explain in details, what Bernstein–Kuschnirenko genericity con-
ditions do we have in mind. This does not mean that Conjecture 1.13 is false, but
only that it is subtler than expected.
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2. Simple results about Puiseux expansions
2.1. Homogeneity of functions γk. We prove now a proposition, which we will
use in Section 4. The result is almost obvious (but rather tedious), we give it for
completeness of the exposition.
Proposition 2.1. For any i ≥ 0, the functions γq+i defined in (1.3) are sums of
monomials η · akpp · . . . · a
kp+i
p+i bq+j, where η ∈ Q, kp + · · ·+ kp+i = i, j + kp+1 +2kp+2 +
· · ·+ ikp+i = i.
Sketch of proof. We proceed by induction on l. For l = 0, 1, 2 the statement holds (see
(1.4)). Assume that it holds for l − 1. Observe now that for r ∈ Z>0, the coefficient
at tr+l in a
−r/p
p xr/p is a sum of terms of the form
(2.1) η ·
ak1p+1
ak1p
· . . . ·
aklp+l
aklp
,
where η ∈ Q,
∑
jkj = l and
∑
kj ≤ l. This follows immediately from the Taylor
expansion
a−r/pp x
r/p = tr(1 + t
ap+1
ap
+ t2
ap+2
ap
+ . . . )r/p =
= tr
(
1 +
r
p
(
t
ap+1
ap
+ . . .
)
+
r(r − p)
2p2
(
t
ap+1
ap
+ . . .
)2
+ . . .
)
.
Now the inductive assumptions together with the above observations can be used to
show that the coefficient at tq+l of
y − (cqx
q/p + · · ·+ cq+l−1x
(q+l−1)/p)
is of the form
(2.2) bq+l −
∑
ηkp,...,kp+lbq+l−j
ak1p+1
ak1p
· . . . ·
aklp+l
aklp
,
where we sum over non–negative integers kp, . . . , kp+l such that 0 ≤
∑
ki ≤ l and j =∑
ikp+i is in the range 1, . . . , l. Here ηkp,...,kp+l is a rational number and η0,...,0,1 =
q
p
.
But the expression (2.2) is also equal to cq+ia
(q+i)/p
p . The induction step follows. 
2.2. Boundedness of cq+i(s) and its consequences. As we already mentioned in
the introduction, when studying deformations we simply allow the coefficients ap, . . .
and bq, . . . of (1.1) to vary with a parameter s. Then cq+i and γq+i can be regarded
as functions of s.
We begin with a specific example of a deformation, when we show that for certain
values of i, the function cq+i(s) diverges to infinity as s → 0, and explain what
happens if we can ensure boundedness.
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Let us consider the deformation given by
xs(t) = st
2 + t3
ys(t) = b2(s)t
2 + b3(s)t
3 + . . . ,
(2.3)
Assume that bi’s are chosen in such a way that for s 6= 0 the resulting singularity is
an A10 singularity (the characteristic sequence is (2; 11)). This amounts to the fact
that we have
(2.4) ys = c2(s)xs + c4(s)x
2
s + c6(s)x
3
s + c8(s)x
4
s + c10(s)x
5
s + c11(s)x
11/2
s + . . . .
Substituting x from (2.3) into (2.4) yields
ys =t
2sc2(s) + t
3c2(s) + t
4s2c4(s) + t
5 · 2sc4(s)+
+ t6(c4(s) + c6(s)s
3) + t7 · 3s2c6(s)+
+ t8(3sc6(s) + s
4c8(s)) + t
9(c6(s) + 4s
3c8(s))+
+ t10(6sc8(s) + s
5c10(s)) + . . .
(2.5)
Then we have the following observation.
Lemma 2.2. If all c2, c4, c6, c8 and c10 remain bounded from above while s→ 0 then
the singularity at s = 0 has characteristic sequence (3; b) with b ≥ 11.
Proof. By assumptions, when s → 0, all terms in (2.5) with s in positive power
converge to 0. Hence y0 has order at least 11. 
Example 2.5 shows that (2; 11) is adjacent to (3; 8) hence the assumptions of
Lemma 2.2 are not always true. What we can prove is the following.
Lemma 2.3. sc6(s) is bounded as s→ 0.
Proof. The relation between c6(s), c8(s), b8(s) and b9(s) can be written as(
3 1
1 4
)(
sc6(s)
s4c8(s)
)
=
(
b8(s)
sb9(s)
)
.
The vector on the right hand side is bounded as s → 0. As the determinant of the
matrix is non–zero, we infer that sc6 and s
4c8 are bounded. 
From Lemma 2.3 it follows that in the limit expansion b7(s) → 0. This implies the
following result.
Corollary 2.4. If (2; 11) is adjacent to (3; b), then b ≥ 8.
We emphasize that non–degeneracy of the matrix ( 3 11 4 ) is a key point in the proof
of Corollary 2.4. More complicated matrices appear when one tries to study possible
adjacencies of (p; q) to (p + 1; q′) for general p, q, q′ > 1. Finding a general formula
for the determinants (to show that they are non-zero) is difficult, but doable, at least
in theory. We plan to investigate such adjacencies in a future paper.
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Example 2.5. The bound b ≥ 8 is optimal. Indeed, let us consider the family
xs(t) = st
2 + t3, ys(t) = 4s
2t6 + 12st7 + t8. For s 6= 0 the singularity at the origin is
an A10 singularity, while for s = 0 we have x(t) = t
3, y(t) = t8.
A few important conclusions are in order.
(1) The Puiseux coefficients cq+i(s) might diverge as s→ 0.
(2) The polynomials γq+i(s) are obviously convergent, but if ap(0) = 0, the mean-
ing of γq+i(0) is unclear. Definitely it is not the polynomial γq+i of the sin-
gularity at s = 0. In fact, the order of x (equal to p for s 6= 0) enters the
definition of γq+i (see (1.4) for instance), but if ap(0) = 0, the order of x0 (cf.
Notation 1.2) is bigger than p.
(3) Boundedness, or vanishing of inessential Puiseux coefficients when s 6= 0might
influence the limit (in the above case c2, c4, . . . , c10 are inessential if s 6= 0).
(4) In the limit, some inessential terms might vanish as well. For example, in
Lemma 2.2 we proved that ord y0 ≥ 11. This is more than just the statement
that x0, y0 has singularity of type (3; b), we know that in the expansion y0 =
c3x
3/3
0 + c6x
6/3
0 + c9x
9/3
0 + c11x
11/3
0 + . . . , the terms c3, c6 and c9 are equal to 0.
In other words, the inessential Puiseux terms might play a role in determining the
type of the limit singularity. We will see more examples in Section 3.
2.3. Adjacency in the case p = p′. The case, when ap(0) 6= 0 can be solved
completely. To describe the solution, we introduce some additional notation:
For given p > 0 we consider the space Cp[t] ⊂ C[t] of polynomials with terms up
to tp−1 inclusively equal to 0. For a given singularity with characteristic sequence
κ = (p, q1, . . . , qn), we consider the set V
p
κ ⊂ Cp[t] × Cp[t] of pairs of polynomials
(x, y) such that the curve t→ (x(t), y(t)) has singularity at t = 0 with characteristic
sequence κ, and ordx = p (i.e. ap 6= 0). The set V
p
κ is given by a set of equations of
type cj = 0 and inequalities ck = 0.
Definition 2.6. The sets Iκ and Jκ are defined as finite sets such that
V pκ =
⋂
i∈Iκ
{ci = 0} ∩
⋂
j∈Jκ
{cj 6= 0}.
Iκ is the set of indices of vanishing essential Puiseux coefficients, Jκ is the set
of non–vanishing essential Puiseux terms. In particular, if κ = (p; q1, . . . , qn), then
J = (q1, . . . , qn) and the largest element in Iκ is smaller than qn.
The definition being slightly artificial, we give some simple examples.
Example 2.7. If κ = (4; 6, 9), then Iκ = (5, 7) and Jκ = (6, 9). If κ = (7; 11), then
Iκ = (8, 9, 10). For κ = (2; 2k + 1) we have Iκ = (3, 5, . . . , 2k − 1).
We remark that #Iκ + 2p − 3 = ν(κ) is the codimension. We have a following
lemma, which we will not need until Section 4.5.
Lemma 2.8. The set Γκ = {n : p+ n 6∈ Iκ} is a semigroup.
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Remark 2.9. Γκ is not the semigroup of the singularity. For example, for κ = (4; 6, 7)
we have Iκ = (5), Γκ = (2, 3, . . . ), but the semigroup of the singularity is generated
by (4, 6, 13) by e.g. [Wa, Theorem 4.3.5].
Proof of Lemma 2.8. Let κ = (p; q1, . . . , qn) and p0, p1, . . . , pn be as Section 1.1. Let
us take two integers a, b ≥ 0 such that a + p, b + p 6∈ Iκ. We need to show that
a+ b+ p 6∈ Iκ, either.
Claim. Given an integer a > 0, if m is the smallest possible index such that pm|a
and a+ p 6∈ Iκ, then a + p ≥ qm.
To prove the claim observe, that if a + p 6∈ Iκ then a + p is inessential or non–
vanishing. But this means that it must be a non–vanishing essential term ca′+p in the
Puiseux expansion before ca+p (i.e. a
′ ≤ a) for which pm|a
′. Let us take the smallest
such a′. But then, by the very definition, p+ a′ = qm.
Given the claim let us choose smallest indices m,m′ such that pm|a and pm′ |b.
Assume that m ≥ m′, then a+p ≥ qm, b+p ≥ qm′ so a+b+p > qm and pm|(a+b+p),
hence ca+b+p is inessential (because all terms after qm, which are divisible by pm are
essential). In particular a+ b+ p 6∈ Iκ. 
Now we are ready to state the main result of this subsection. We expect it to be
standard and well-known to the experts, but we could not find a precise reference.
Proposition 2.10. Let κ = (p; q1, . . . , qn) and κ′ = (p′; q′1, . . . , q
′
n′). If p = p
′ then κ
is adjacent to κ′ if and only if Iκ ⊂ Iκ′.
Proof. The ’only if’ part. Let us choose a change of variables near (t, s) = (0, 0) given
by (t, s)→ (τ, s) = (x
1/p
s , s). Since ap(0) 6= 0, this is a change of variables analytic in
t and continuous in s. In the new variable we have
xs(τ) = τ
p
ys(τ) = cp(s)τ
q + cp+1(s)τ
q+1 + . . . .
The functions ck(s) are the same as above, since they do not depend on the parametriza-
tion of the curve. In particular, they are continuous. Now if i ∈ Iκ, then for s 6= 0 we
have ci(s) = 0. By continuity ci(0) = 0. Assume there exists i0 ∈ Iκ \ Iκ′ and let us
take the smallest such i0. Clearly, i0 6∈ Jκ′ , because ci0(0) = 0. Let κ = (p, q1, . . . , qn)
and κ′ = (p, q′1, . . . , q
′
n′) and let p1, . . . , pn (respectively p
′
1, . . . , p
′
n′) be as in Section 1.1.
Let m and m′ be such that qm < i0 < qm+1 and q
′
m′ < i0 < q
′
m′+1 (if i0 > qn we put
m = n, if i0 > q
′
n′ we define m
′ = n′).
Since i0 ∈ Iκ, we infer that pm does not divide i0, otherwise i0 is inessential for
s 6= 0 and does not belong to Iκ. As for any j, the condition cj(s) = 0 for s 6= 0
implies cj(0) = 0, pm divides p
′
m′ . Indeed, by construction pm is the greatest common
divisor of all j < qm+1 such that cj(s) 6= 0 for s 6= 0. Therefore p
′
m′ does not divide
i0. As i0 is not equal q
′
j for any j, we infer that i0 is essential for s = 0, hence i0 ∈ I
′,
contradiction.
PUISEUX COEFFICIENTS 11
The ’if’ part. We shall present an explicit deformation of κ to κ′. Let us define a
deformation
xs(t) = t
p
ys(t) =
∞∑
j=p
bj(s)t
j ,
where
bj(s) =

0 if j ∈ I
s if j ∈ I ′ and j 6∈ I
1 otherwise.
For s 6= 0 the singularity is κ, for s = 0, the singularity is κ′. 
3. Ordinary differential equations related to ODE’s
3.1. Puiseux polynomials. For further applications, we review the construction
from [Bo3]. Let us be given a singularity as in (1.1). We shall write the Puiseux
expansion (1.2) in the following form.
(3.1) y = cr0x
r0/p + cr1x
r1/p + cr2x
r2/p + . . . .
Here r0 = q and r1 < r2 < . . . are chosen so that crj 6= 0 (we begin the notation with
r0, not with r1 to agree with [Bo3]). The sequence (r0, . . . , rn, . . . ) together with the
value p determines the topological type of the singular point, but it contains more
information: we know which inessential Puiseux coefficients vanish. Surprisingly, the
discussion below depends also on this additional data.
In what follows x˙ and y˙ denote derivatives over t, x¨ is the second derivative. Let
us define
(3.2) P1 = y˙x−
r0
p
x˙y,
Then we have the following result
Lemma 3.1 (see [Bo3, Lemma 1]). The order of P1 at t = 0 is equal to r1 + (p− 1).
We can define P2, . . . , Pn, . . . inductively by
(3.3) Pk+1 = xx˙
d
dt
Pk −
(
rk
p
x˙2 + (2k − 1)x¨x
)
Pk.
We have
Lemma 3.2 (see [Bo3, Lemma 2]). The order of Pk at t = 0 is equal to rk + (2k −
1)(p− 1).
The functions P1, . . . , are called the Puiseux polynomials. We shall show that they
behave quite well under deformations.
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3.2. Proof of Theorem 1.6. For the convenience of the reader we recall the state-
ment of Theorem 1.6.
Theorem 3.3. Suppose that we are given a deformation such that for s 6= 0 the
singularity has the Puiseux expansion
ys = cr0x
r0/p
s + cr1x
r1/s
s + . . . ,
where r1 > r0 are positive integers. Suppose that at s = 0 we have ordt=0 x0 = p′.
Then, the first terms of the Puiseux expansion at s = 0 are the following
y0 = cr′
0
x
r′0/p
′
0 + cr′1x
r′1/p
′
0 ,
where r′0 = r0p
′/p and r′1 ≥ r1 + (p− p
′). Furthermore, if r′0 6∈ Z, then cr′0 = 0.
Proof. For the given deformation, we write P1(s), P2(s) for the corresponding Puiseux
polynomials. To avoid ambiguities we shall also write
(3.4) Sk := Pk(0),
which is a function only of the variable t. As polynomial functions of ap(s), . . . and
bq(s), . . . , the coefficients of P1(s), . . . , Pk(s), . . . are also continuous in s. In particular
for any k = 1, . . . we have
(3.5) ordt=0 Sk ≥ lim sup
s→0
ordt=0 Pk(s).
Remark 3.4. In general Sk is not the Puiseux polynomial for the singularity at s = 0,
compare with item (2) in the list after Example 2.5.
By assumption of the theorem and Lemma 3.1 we have for s 6= 0
ordt=0 P1(s) = r1 + (p− 1).
Then
(3.6) ordt=0 S1 ≥ r1 + (p− 1).
Observe that S1 still satisfies
(3.7) y˙0x0 −
r0
p
y0x˙0 = S1,
which we now regard — and this is the key point of the proof — as a differential
equation with known functions x0 and S1 and unknown y0. Solving it we obtain
(3.8) y0 = Cx
r0/p
0 + x
r0/p
0
∫ t S1
x
r0/p+1
0
,
where C ∈ C is the integration constant. (see Remark 3.5 below for explanation of
the symbol
∫ t
). The expression
x
r0/p
0
∫ t S1
x
r0/p+1
0
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has order equal to ordt=0 S1− (p
′− 1), hence it can be expanded in fractional powers
of x0 as
cr′
1
x
r′1/p
′
0 + cr′1+1x
(r′1+1)/p
0 + . . . ,
where r′1 = ordt=0 S1−p
′−1 ≥ r1+p−p
′. On substituting this into (3.8) we conclude
the first part of the proof.
Of r′0 6∈ Z, then x
r′
0
/p′
0 is multivalued near t = 0. If C 6= 0, then the term Cx
r0/p
0 =
Cx
r′
0
/p′
0 is the only multivalued term of both sides of (3.8), which is absurd. Hence, if
r′0 6∈ Z, we have C = 0. 
Remark 3.5. If ζ(t) is given by a series
∑
n∈Z ant
n/p (with a−p = 0), then the integral∫ t
ζ(t) is defined as
∑
n∈Z
p
n+p
ant
1+n/p. If the integrand is an analytic multivalued
function near t = 0, then the integral is also analytic and multivalued. It is easy to
check, that with this definition y0 indeed satisfies (3.7).
3.3. Proof of Theorem 1.9. Let us recall the statement of Theorem 1.9.
Theorem 3.6. Let us consider a deformation, which for s 6= 0 has the Puiseux
expansion
ys = cr0x
r0/p
s + · · ·+ crnx
rn/s
s + . . . ,
where rn > rn−1 > · · · > r0 are positive integers. Assume that the order of x0 is p′ > p.
Suppose furthermore that for any i = 0, . . . , n − 1, either ri/p′ ∈ Z, or rip/p′ 6∈ Z.
Then, up to an overall change of coordinates of type (x, y)→ (x, y −Q(x)), where Q
is a polynomial, we have
ord y0 ≥ rn − (2n− 1)(p
′ − p).
Proof. Let us consider the n−th Puiseux polynomial Pn. By Lemma 3.2, for s 6= 0,
we have
ordt=0 Pn(s) = rn + (2n− 1)(p− 1).
By passing to the limit s→ 0 we obtain
ordt=0 Sn ≥ rn + (2n− 1)(p− 1),
where Sn is defined in (3.4). By induction we want to show that for 1 ≤ k ≤ n we
have
(3.9) ordt=0 Sk ≥ rn + (2n− 1)(p− 1)− (2n− 2k)(p
′ − 1).
Assume 1 ≤ k ≤ n. The induction step is done by considering (3.3) as a non–
homogeneous linear ODE with unknown Sk. When s = 0, we can rewrite (3.3) as:
S ′k
Sk
=
rk
p
x˙0
x0
+ (2k − 1)
x¨0
x˙0
+
Sk+1
x0x˙0
.
The general solution has the form
Sk = x
rk/px˙2k−1
(
C +
∫ t Sk+1
x1+rk/px˙2k
)
,
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where C is the integration constant. If p′rk/p 6∈ Z, then x
rk/px˙2k−1 is not analytic
near t = 0. Hence C = 0, otherwise Sk is not analytic.
If p′rk/p ∈ Z, then by assumptions we have rk/p ∈ Z. By [Bo3, Equations (6) and
(7)] (it is also a straightforward consequence of (3.3)) a change of variables of type
y → y−C1x
rk/p induces, for any m ≥ 2 a change Sm → Sm− δmC1x
rk/px˙2m−1, where
δm =
∏m−1
j=1
rk−rj
p
. In particular δk 6= 0. Hence a change of variables y → y −
C
δk
xrk/p
kills the term Cxrk/px˙2k−1 in Sk and we can assume again that C = 0.
Comparing now the orders of both sides, we finish the induction step. In particular
we know that
ordS1 ≥ rn + (2n− 1)(p− p
′) + (p′ − 1).
Arguing as in the proof of Theorem 1.6 (see Section 3.2) we conclude that ord y0 ≥
rn + (2n− 1)(p− p
′). 
3.4. Discussion of Theorems 1.6 and 1.9. First we shall show an application of
Theorem 1.6.
Example 3.7. Suppose that we are given a deformation such that for s 6= 0, the
singularity has Puiseux expansion
ys = c9(s)xs + c17(s)x
17/9 + . . .
with c17(s) 6= 0, i.e. it is a (9; 17) singularity. If ordt=0 x0 = 10, then ordt=0 y0 ≥ 16.
In other words, (9; 17) can be adjacent to (10; 16, 17), but is not adjacent to (10; 15, n).
for any n ≥ 16.
Theorem 1.8 allows us to construct an explicit deformation of the singularity (9; 17)
to (10; 16, 17), see Example 4.11.
Remark 3.8. The Milnor number of (9; 17) is 128, whereas of (10; 15, 16) is 130.
The semicontinuity of Milnor numbers does not obstruct the adjacency of (9; 17) to
(10; 15, n).
Remark 3.9. The codimension of (10; 15, n) can be arbitrary large (it grows like
4
5
n), so the conjectured semicontinuity of codimensions (see Conjecture 1.13) is not
sufficient to obstruct the adjacency of (9; 17) to (10; 15, n) for large n.
Remark 3.10. The Levine–Tristram signatures can be used to obstruct the adjacency
of (9; 17) to (10; 15, 16) [Bo1, Bo2]. Indeed, the value of Levine–Tristram signature
at z = e2pii·0.165 for the torus knot T9,17 is less than the corresponding value for the
iterated torus knot T5,8;81,2 (i.e. a (81, 2) cable on T5,8, which is the link of the
singularity (10; 15, 16), see [EN]). Adjacency would imply that the value is not less
(this follows from [Bo2, Proposition 4.3 and Proof of Theorem 5.2], altough this result
is not written explicitely). However this obstruction does not prohibit the adjacency
of (9; 17) to (10; 15, n) for n ≥ 17.
The next example shows the usage of Theorem 1.9. In general, the estimates are
not so good, as one would expect.
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Example 3.11. Let N > 0 and consider a deformation with p = 16 and the Puiseux
expansion of a generic fiber
ys = c16(s)x
16/16
s + c20(s)x
20/16
s + · · ·+ c4N+16(s)x
1+N/4
s + c4N+17(s)x
(4N+17)/16
s + . . . .
Suppose that the order of x0 is 17. Then by Theorem 1.9
ord y0 ≥ 17 + 2N.
It is interesting to compare the Milnor numbers. The general member s 6= 0 has
µs = 282 + 12N , while (17, 17 + 2N) has 256 + 16N . For large N , Theorem 1.9 is a
stronger obstruction than the semicontinuity of Milnor numbers. However, for small
N it is much weaker.
When applying Theorem 1.9 one should remember that using large values of n is
not necessarily optimal, in fact, if rn+1 − rn < p
′ − p, increasing n leads to weaker
estimates.
Example 3.12. Consider a deformation with Puiseux expansion
ys = c16x
16/16
s + c24x
24/16
s + c32x
32/16
s + c40x
40/16
s + c42x
42/16
s + c43x
43/16
s . . . ,
i.e. r0 = 16, r1 = 24, r2 = 32, . . . . The Puiseux coefficient may depend on s.
Assume that ordt=0 x0 = 19, so p
′ − p = 3. Applying Theorem 1.9 for n = 2, yields
ordt=0 y0 ≥ 23, for n = 3 we have ordt=0 y0 ≥ 25, for n = 4 however we obtain
ordt=0 y0 ≥ 21. For n = 5 we get ordt=0 y0 ≥ 16.
The above example shows that there are lots of subtleties related to orders of
polynomials Sk. The fact that looking at orders of S4 yields a weaker estimate than
looking at orders of S3 indicates, that
ordt=0 S4 > lim sup
s→0
ordt=0 P4(s).
Therefore there are some jumps of orders, which we still do not understand. A possible
way to deal with that problem is to apply tools from qualitative theory of linear non–
homogeneous ODE’s of Fuchs type (like dependence of solutions on a parameter s),
but most of the theory of such equations deals with homogeneous ODE’s (see e.g.
[Zol, Chapter 8]).
4. Subsets defined by zeros of Puiseux coefficients
4.1. Setup. Up to now, we were considering deformations as families of parametriza-
tion t→ (xs(t), ys(t)) depending on a deformation parameter s. Now we shall slightly
change a point of view. A deformation will be regarded as a (germ of) a complex curve
in a space of coefficients of (x(t), y(t)) (see (1.1)). We need first to define the space
of coefficients. Taking a space of all parametrization (1.1) is not the best choice, the
space would be infinite dimensional. We shall use the fact that each isolated singu-
larity depends only on a finite Taylor expansion (this follows from e.g. the Tougeron
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lemma, see [Zol, Section 2.1]) and restricts ourselves to polynomials of sufficiently
high degree.
Let us fix p and q and choose a large enough integer M . The spaces Vx and Vy
are defined as the linear spaces of coefficients respectively (ap, ap+1, . . . , ap+M) and
(bq, bq+1, . . . , bq+M). A point (x, y) = (ap, . . . , ap+M ; bq, . . . , bq+M) ∈ Vx ⊕ Vy will be
regarded as a cuspidal singularity parametrized locally by
x(t) = apt
p + · · ·+ ap+Mt
p+M
y(t) = bqt
q + · · ·+ bq+M t
q+M .
(4.1)
Furthermore we shall introduce the space PV = PVx ⊕ PVy ∼= CP
M−1 × CPM−1
of projectivised parameters The main advantage is that PV is compact. The homo-
geneity property (Proposition 2.1) shows that the functions γq+1, γq+2, . . . give rise to
homogeneous functions on PV . In particular we can look at their zero sets.
Remark 4.1. An element (x, y) ∈ PV shall be regarded as a parametrization (4.1)
defined up to a multiplication of x by a constant from C∗ and y by another constant.
Consider a singularity κ = (p; q1, . . . , qn) where q1 = q and qn < q +M . Let Iκ be
as defined in Definition 2.6. We define
Iqκ = Iκ ∩ [q,∞).
Let
L˜κ =
⋂
i∈Iqκ
{γi = 0}.
We would like to call L˜κ the defining set of the singularity. We have a disappointing
fact.
Lemma 4.2. For any i ≥ 0, the set {ap = 0 ∩ bqaq+1 = 0} ⊂ PV is a subset of
{γq+i = 0}.
Proof. We will show that γq+i = 0 whenever ap = 0 and ap+1bq = 0. By Proposi-
tion 2.1 all monomials entering in γq+i are of the form
bq+ja
kp
p a
kp+1
p+1 . . . a
kp+i
p+i ,
where
kp + · · ·+ kp+i = i
j + kp+1 + 2kp+2 + · · ·+ ikp+i = i.
If kp > 0, then the monomial vanishes at {ap = 0}. So let us suppose that kp = 0.
Taking the difference of the two equations we arrive at
j + kp+2 + 2kp+3 + · · ·+ (i− 1)kp+i = 0.
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As all the entries are non–negative, we infer that j = kp+2 = · · · = kp+i = 0. This
corresponds to the monomial bqa
i
p+1, which vanishes on the set {bqap+1 = 0}. 
It follows that if #Iqκ ≥ 3, then L˜κ has not even correct codimension (i.e. equal
to #Iqκ)! Furthermore, as γq+j restricted to {ap = 0} is proportional to bqa
j
p+1, the
scheme structure of L˜κ near {ap = 0} ∩ {bqap+1 = 0} is, in general, very complicated.
To remedy to this problem, we shall introduce the following definition, which we shall
use throughout the section.
Definition 4.3. Let I be a finite set of numbers from {q+1, . . . , q+M}, the scheme
LI ⊂ PV is defined as
LI =
⋂
i∈I
{γi = 0} \ {ap = 0}.
If I = Iqκ for some singularity κ, then we shall write Lκ instead of LIqκ .
The study of properties of LI is rather difficult, but not so difficult as L˜κ. The
following simple result is very helpful.
Lemma 4.4. For any I, the set LI (or L˜I) is smooth away from the hypersurface
{ap = 0}.
Proof. The proof is straightforward, even if not very enlightening. Let I = (i1, . . . , iν),
where i1, . . . , iν > 0. Consider the matrix of partial derivatives
Dγ =

∂γi1
∂ap
. . .
∂γi1
∂ap+M
∂γi1
∂bq
. . .
∂γi1
∂bq+M
. . .
∂γiν
∂ap
. . . ∂γiν
∂ap+M
∂γiν
∂bq
. . . ∂γiν
∂bq+M

As the derivative of γij with respect to bij is proportional to a
ij−q
p , the submatrix ofDγ
formed by columns corresponding to derivatives over bi1 , . . . , biν is upper triangular
with monomials ai1−qp , . . . , a
iν−q
p on the diagonal. Thus the rank of Dγ is ν as long as
ap 6= 0. We conclude the proof by the implicit function theorem. 
Remark 4.5. Essentially the same proof can be used to show that the intersection
of LI with {bq = 0} is transverse away from {ap = 0}.
It follows that LI is at least of correct codimension νI = #I, altough it might have
singularities at the intersection with the hyperplane {ap = 0}. In some cases we can
explicitly describe LI and draw nice consequences.
4.2. Explicit description of LI for I = (q + 1, . . . , q + ν). Assume now that
I = (q + 1, . . . , q + ν). We can explicitly describe the set LI in that case. To avoid a
flood of integer constants, let us put
hm,n = (q +m)− (n+ p)
q
p
.
We will use the following simple result.
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Lemma 4.6. If m,n ≥ 0 and 0 < m+ n < p+q
gcd(p,q)
, then hm,n 6= 0.
Proof. If m = 0 then n > 0, so hm,n 6= 0. We can restrict ourselves to the case
m,n > 0. We have phm,n = pm− qn. This can zero only if m is an integer multiple
of q
gcd(p,q)
and n is an integer multiple of p
gcd(p,q)
. 
Let us also denote
Fl =
∑
i+j=l
hijap+ibq+j .
F1, . . . , FM are bilinear functions on PV = PVx ⊕ PVy. Using this notation we can
easily describe the set LI .
Proposition 4.7. Let AI = {F1 = · · · = Fν} = 0. Then LI ∩ {ap 6= 0} = AI ∩ {ap 6=
0} as schemes, furthermore LI ⊂ AI . If ν <
p+q
gcd(p,q)
, then LI = AI .
Proof. First we shall prove that LI coincides with AI away from {ap = 0}. First,
a direct application of the implicit function theorem shows that the scheme AI is
smooth away from {ap = 0}. We omit the straightforward computations, which
are very similar, but simpler, to those in the proof of Lemma 4.4. Let us take an
element (ap, . . . , ap+M , bq, . . . , bq+M) ∈ LI ∩ {ap 6= 0}. The corresponding curve (see
Remark 4.1) has the following Puiseux expansion
y = cqx
q/p + cq+ν+1x
(q+ν+1)/p + . . . .
The coefficients cq+1, . . . , cq+ν vanish because the parameter lies in LI . By Lemma 3.1,
we infer that if P1 is the Puiseux polynomial, then
ordt=0 P1 ≥ q + ν + p.
Now a straightforward computation shows that Fj is the coefficient of P1 at t
q+p+j−1.
Therefore
LI ∩ {ap 6= 0} ⊂ AI ∩ {ap 6= 0}
as sets. The same argument shows the opposite inclusion (in the set-theoretical sense).
As the two schemes are smooth, we have
(4.2) LI ∩ {ap 6= 0} = AI ∩ {ap 6= 0}
as schemes. Since AI is a closed scheme, AI ⊃ AI ∩ {ap 6= 0} = LI .
To finish the proof we need to show that if ν < p+q
gcd(p,q)
, then the two schemes
coincide on {ap = 0}. We shall need following fact.
Lemma 4.8. The scheme AI does not have any component lying entirely in {ap = 0}.
Given Lemma 4.8 we finish the proof very quickly. Namely, the statement implies
that
AI = AI ∩ {ap 6= 0}.
By (4.2) we conclude the proof. 
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Lemma 4.8 shall be deduced from a more general result.
Proposition 4.9. For 0 ≤ k, l ≤ M let
Nk,l = {ap = ap+1 = · · · = ap+k = bq = bq+1 = · · · = bq+l−1 = 0} ⊂ PV.
If ν < p+q
gcd(p,q)
, then AI ∩ {ap = 0} =
⋃
k+l=ν+1Nk,l as sets. Furthermore, in the
cohomology ring H∗(PV ;Z).
(4.3) [AI ∩ {ap = 0}] =
∑
k+l=ν
(
ν
k
)
[Nk,l].
Proof. We shall proceed by induction on ν. For ν = 1, we have F1 = h10ap+1bq +
h01apbq+1, hence F1 ∩ {ap = 0} is scheme–theoretically {ap+1 = 0} ∪ {bq = 0} =
N1,0 ∪N0,1. In particular the relation 4.3 holds for ν = 1.
Suppose we have proved the statement for ν − 1. Let us choose k, l ≥ 0 such that
k + l = ν − 1. From the description of polynomials F1, . . . , we infer, that
Fν |Nk,l = hk+1,l+1ak+1bl+1 6= 0.
Hence,
Nk,l ∩ {Fν = 0} = Nk+1,l ∪Nk,l+1
In particular
[Nk,l ∩ {Fν = 0}] = [Nk+1,l] + [Nk,l+1]
in the cohomology ring. The induction step follows from the well-known formula(
a
b
)
=
(
a−1
b−1
)
+
(
a−1
b
)
. 
Proof of Lemma 4.8. As AI is given by ν equations, each component of AI must
have codimension at most ν (see e.g. [Har, Theorem I.7.2]). On the other hand, all
components of AI ∩ {ap = 0} have codimension ν + 1. 
4.3. Proof of Theorem 1.8. Let us recall the formulation of Theorem 1.8.
Theorem 4.10. Let p, r0, r1, p′ be positive integers such that r1 > r0, p′ > p, r0 <
r1 + (p− p
′) and
r1 − r0 <
p+ r0
gcd(p, r0)
.
Then, given any Puiseux expansion
(4.4) y = dr1+p−p′x
(r1+p−p′)/p′ + dr1+p−p′+1x
(r1+p−p′+1)/p′ + . . . ,
and for an arbitrary N ≥ 0, there exists a deformation such that for s 6= 0 for s 6= 0,
the corresponding singularity has the expansion starting with
ys = cr0x
r0/p
s + cr1x
r1/p
s + . . . ,
where cr0cr1 6= 0, and for s = 0, the first N terms of the Puiseux expansion agree with
those of (4.4).
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Proof. Let q = r0. Let us choose M (used in the definition of PV ) equal to N + r0 +
p′ − p. Let us choose a point (x′, y′) ∈ PV such that ap = · · · = ap′−1 = 0, ap′ = 1,
ap′+1 = ap′+2 = · · · = 0 and bq = · · · = br1+p−p′−1 = 0 and for all j ≥ r1 + p − p
′
we have bj = dj, where dj comes from (4.4). It is clear, that to the point (x
′, y′)
corresponds a curve which has Puiseux expansion agreeing with (4.4) up to the term
x(q+M)/p
′
.
The point (x′, y′) lies inNk,l for k = p
′−p and l = r1+p−p
′−r0 (see Proposition 4.9).
Let ν = k + l and I = (q + 1, . . . , q + ν) and I ′ = (q + 1, . . . , q + ν + 1). We
have ν < p+r0
gcd(p,r0)
by assumptions of the theorem. By Proposition 4.9 we infer that
Nk,l ⊂ AI∩{ap = 0}. Let us now choose a generic hypersurface P of codimension ν+1,
which passes through (x′, y′) and intersects AI′ in finitely many points. Such P exists,
because AI′ has codimension ν+1. Indeed, if ν+1 <
p+r0
gcd(p,r0)
, then codimAI′ = ν+1
by Proposition 4.9. If ν + 1 = p+r0
gcd(p,r0)
, then AI′ ∩ {ap 6= 0} has codimension ν + 1,
and AI′ ∩ {ap = 0} ⊂ AI ∩ {ap = 0}, which has also codimension ν + 1 in PV . In
other words, AI′ might have components in {ap = 0}, but no component of improper
codimension.
The intersection P ∩ AI is a complex curve, smooth away from {ap = 0}. Let us
choose a neighborhood of U of (x′, y′) in P ∩ AI . U can be chosen small enough so
that U ∩AI′ = (x
′, y′) (because the intersection of P with AI′ is finite). Shrinking U
if necessary we can furthermore assume that U ∩{ap = 0} = (x
′, y′). Furthermore, U
is smooth away from (x′, y′). Now the normalization of U , denoted by Û , is a smooth
curve. z ∈ Û be a preimage of (x′, y′) under the normalization map. Let D be a
neighborhood of z. Then D provides a required deformation.
More precisely, let pi : Û → U ⊂ PV be the normalization map. Let us choose a
local variable s on D such that s = 0 corresponds to z. The map pi restricted to D
can be written as
s→ (ap(s), ap+1(s), . . . , ap+M(s), bq(s), . . . , bq+M(s)) ∈ PV.
We can lift pi to a map p˜i : Û → V . The lift p˜i is not unique, but we can choose the
one that ap′(0) = 1, bj(0) = dj for all j ≥ r1+ p−p
′. All the required properties from
the statement of the theorem are satisfied by construction. 
Example 4.11. Let p = 9, p′ = 10, r0 = 9 and r1 = 17. All the assumptions
of Theorem 1.8 are satisfied. As r1 + p − p
′ = 16, there exists a deformation with
ys = c9(s)x
9/9
s + c17(s)x
17/9
s + . . . and y0 = x
16/10
0 + x
17/10
0 + . . . .
4.4. Cohomology classes of LI . We now revert to a general I. Let ν = νI =
#I. Let us now denote by Hx (respectively Hy) the hyperplane class in H
2(PVx;Z)
(respectively H2(PVy;Z)). The cohomology ring of PV is
H∗(PV ;Z) = Z[Hx]⊕ Z[Hy]/(H
M
x − 1, H
M
y − 1).
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The cohomology class of the scheme LI in H
2ν(PV ;Z) can be written as
[LI ] =
νI∑
k=0
lk ·H
k
xH
ν−k
y ,
for some numbers l0, . . . , lν . The integers l0, . . . , lν are in general hard to compute.
In special cases we can do that.
Example 4.12. Assume that I = (q + 1, . . . , q + ν) and ν < p+q
gcd(p,q)
. Then lk =
(
ν
k
)
.
This follows directly from Proposition 4.7, since the class of Nk,l is H
k+1
x H
l
y.
In the general case we have the following result.
Proposition 4.13. For any I, we have lν = 1.
Proof. Let us intersect LI with a generic plane P in the class HMx H
M−ν
y . This inter-
section is a finite set of points. As LI has no component lying entirely in {ap = 0}
(and also no component lying entirely in {bq = 0}), by picking a sufficiently generic
P we may assume that no intersection point lies on {apbq = 0}. We want to show
that there is only one point in the intersection.
Let us pick affine coordinates on PV \ {apbq = 0} (which still we denote by
ap+1, . . . , ap+M ,bq+1, . . . , bq+M). Then, the plane P is given by M equations of the
form
θ1ap+1 + · · ·+ θMap+M = θ0(4.5)
and M − ν equations of the form
θ′1bq+1 + · · ·+ θ
′
dbq+M = θ
′
0,(4.6)
where θ0, . . . , θM , θ
′
0, . . . , θ
′
M are generic (of course we take a different set of θ’s for
different equations). Let I = (i1, . . . , iν). Then LI in the affine part can be presented
by
γi1(1, ap+1, . . . , ai1 , 1, bq+1, . . . , bi1) = 0
. . .
γiν(1, ap+1, . . . , aiν , 1, bq+1, . . . , biν ) = 0.
(4.7)
We want to show that (4.5), (4.6) and (4.7) have a unique solution. The equations
from (4.5) uniquely determine ap+1, . . . , ap+M . Then (4.6) and (4.7) become a system
of linear equations on b’s. We need to show that the this system is non–degenerate.
By genericity of P , it is enough to show that the matrix of coefficients of (4.7) has
rank ν (the (j, k) entry of this matrix is the coefficient at bq+k of the j-th equation,
i.e. at γij). The argument resembles proof of Lemma 4.4.
The submatrix formed by (j, ik) entries when 1 ≤ j, k ≤ ν is lower triangular with
1’s at the diagonal. Indeed, if k > j, then the coefficient at bq+k in γij is zero. The
coefficient at bq+k in γik is equal to 1, this follows from the proof of Proposition 2.1. 
22 MACIEJ BORODZIK
4.5. Computation of l0. In this section we shall prove, that under some additional
assumptions on I, we have l0 = 1 as well. The trick is to consider the reverse Puiseux
expansion
(4.8) x = gpy
p/q + gp+1y
(p+1)/q + . . . .
If we are given the expansions (1.2) and (4.8) we can pass from one to another, i.e.
express gp, . . . as functions of cq, cq+1, . . . . We have the following simple result.
Lemma 4.14. For any i > 0 the function (gp, gp+1, . . . , ) → cq+i · g
(q+i)/p+i
p is a
homogeneous polynomial of degree i, which is also weighted homogeneous of degree
i if the weight of gp+j is defined as j. Conversely, for any j > 0, the function
(cq, cq+1, . . . , ) → gp+j · c
(p+j)/q+j
q are homogeneous polynomials of weight j and also
weighted homogeneous of degree j if the weight of cq+i is defined as i.
Proof. We shall prove only the first part, the other is completely analogous. Let us
denote τ = y1/q. By (4.8), the singularity can be parametrized as
x = gpτ
p + gp+1τ
p+1 + . . .
y = τ q.
The statement follows now immediately from Proposition 2.1. 
Let U1, U2, . . . be polynomials defined by the property that
(4.9) Uj(cq, cq+1, . . . , cq+j) = gp+j · c
(q+i)/p+i
q .
Similarly as in (1.3) let us define functions ρp, ρp+1, . . . by the formula
(4.10) gp+j = b
−(p+j)/p−j
q ρp+j .
Lemma 4.15. For any j ≥ 0 we have
ρp+j = Uj(γq, γq+1, . . . , γq+j)a
1−j
p .
Proof. Substituting (1.3) into Uj and using the homogeneity of Uj we obtain
a−qj/p−j/p−jp Uj(γq, . . . , γq+j) = gp+jc
−(q+j)/p−j
q .
By (4.10) we infer that
Uj(γq, . . . , γq+j)a
−qj/p−j/p−j
p b
(p+j)/p+j
q c
−(p+j)/q−j
q = gp+j.
But cq = bqa
−q/p
p . The lemma follows. 
Example 4.16. Changing roles of a’s and b’s in (1.4) yields ρp+1 = ap+1bq−
p
q
apbq+1.
Thus ρp+1 = −
p
q
γq+1.
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For the set of indices I ′ we can define a subscheme of PV :
RI′ = {(ap, . . . , bq, . . . ) : ∀j∈I′ρj = 0} \ {bq = 0}.
by a complete analogy to Definition 4.3. By Lemma 4.4, RI′ is smooth away from
{bq = 0}.
For any I let us denote
ΓI = {i ∈ N : i+ q 6∈ I}.
If κ = (p; q1, . . . , qn), q = p and I = Iκ, by Lemma 2.8 we know that ΓI is a semigroup.
If q = q1 then the argument from proof of Lemma 2.8 can be used to show that ΓIqκ
is a semigroup as well. These two cases are the most interesting ones.
Proposition 4.17. Assume that the set ΓI is a semigroup. Let I ′ = (j : i+q−p ∈ I).
Then LI and RI′ coincide.
Proof. By induction on #I we shall show that LI and RI′ coincide away of {ap =
0} ∪ {bq = 0}. Let I = (i1, . . . , iν). We shall denote by Ik the subset (i1, . . . , ik)
consisting on first k elements of I, and I ′k = (j : i + q − p ∈ I). Obviously, for any k
the set {i ∈ N : i+ q 6∈ Ik} is still a semigroup.
For k = 1, the semigroup condition means that I1 = (q + 1). By Example 4.16
we have the coincidence of LI1 and RI′1. Assume that we proved that LIk−1 coincides
with RIk−1 away from {ap = 0}∪ {bq = 0}. Observe that if ap, bq 6= 0, we have γp 6= 0
and ρq 6= 0.
Let us take ik. For any presentation
ik − q =
h∑
s=1
(ms − q),
i.e. for any choice of finitely many integers m1, . . . , mh ≥ q satisfying the above
condition, there must exists at least index s0 such that ms0 ∈ Ik, otherwise the
semigroup assumption is violated. This means that any monomial of the form γk1q+1 ·
· · · · γkMq+M such that
∑
iki = ik − q must vanish on LIk , because for some i such that
i ∈ Ik we have ki > 0, and then γ
ki
q+i vanishes on LIk .
By the homogeneity of Uik it follows that Uik vanishes on LIk , hence ρik+p−q vanishes
on LIk . In particular LIk ⊂ RIk away from {ap = 0}∪{bq = 0}. The opposite inclusion
is proven in the same way. The induction step is finished.
We clearly have LI = LI \ ({ap = 0} ∪ {bq = 0}). Indeed, LI = LI \ {ap = 0} and
LI \ {ap = 0} is smooth and not contained in bq = 0, so LI \ ({ap = 0} ∪ {bq = 0}) =
LI \ {ap = 0} = LI . Similar identity holds for RI′ We conclude that LI = RI′ . 
The result shows, in particular, that the only singularities of LI can occur on
{ap = bq = 0}, because RI′ is smooth away from {bq = 0}. We are ready to state the
result about l0. We call it a theorem, because of the importance in the next section.
Theorem 4.18. Assume that ΓI is a semigroup. Then l0 = 1.
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Proof. By Proposition 4.17 we have LI = RI′. The argument of Proposition 4.13
applied to RI′ shows that l0 = 1. 
The assumption on ΓI being a semigroup is important, because of the following
annoyingly simple counterexample.
Example 4.19. Assume that I = (q+j). Then l0 = j. Indeed, the scheme {γq+j = 0}
has no component lying entirely in {ap = 0}, because ap does not divide γq+j. Hence
LI = {γq+j = 0}. By Proposition 2.1, [LI ] = jHx +Hy.
Theorem 4.18 is somewhat unexpected if one looks at the degrees of the functions
γi1, . . . , γiν with respect to the variables ap, . . . , ap+M . A naive degree counting argu-
ment suggests that l0 = (i1− q) · (i2− q) · . . . · (iν − q). This is very far from true and
suggests a complicated behavior of the polynomials γq+1, γq+2, . . . .
4.6. Non–genericity of the functions γi. For i > 0, let Ni be the Newton polytope
related to the polynomial γq+i. The assumption, that for each i > 0, the function γq+i
is generic in the space of polynomials having Ni as their Newton polytope, will lead
to a wrong prediction of the number l0 for some sets I. To simplify the argument we
deal mainly with the case I = (q + 1, q + 3, q + 5), however the methods we use can
be generalized.
Proposition 4.20. Let f1, f3, f5 be generic polynomials with Newton polytope N1, N3
and N5. Then, for generic plane P ⊂ PV representing the class HM−3x H
M
y , there
exist two points of intersection of P with the set {f1 = f3 = f5 = 0}, which lie away
from the hypersurfaces {ap = 0}, {bq = 0}.
Proof. To study intersections on PV \ {apbq = 0}, we choose charts on PVx \ {ap =
0} and PVy \ {bq = 0}. We shall still call the coordinates ap+1, . . . , ap+M and
bq+1, . . . , bq+M . For simplicity, let us assume that M = 5. The plane P is given
by the equations
α11ap+1 + α12ap+2 + α13ap+3 + α14ap+4 + α15ap+5 = α10.
α21ap+1 + α22ap+2 + α23ap+3 + α24ap+4 + α25ap+5 = α20.
βj1bq+1 + βj2bq+2 + βj3bq+3 + βj4bq+4 + βj5bq+5 = βj0.
(4.11)
The last equation is repeated 5 times for j = 1, . . . , 5. The complex coefficients αij
and βij are generic. Generic f1, f3, f5 have form (it should be understood that before
each monomial in the following equation stays a generic coefficient):
0 =bq+1 + ap+1
0 =bq+3 + bq+2ap+1 + bq+1a
2
p+1 + a
3
p+1 + bq+1ap+2 + ap+1ap+2 + ap+3
0 =bq+5 + bq+4ap+1 + bq+3a
2
p+1 + bq+2a
3
p+1 + bq+1a
4
p+1 + a
5
p+1+
+ bq+3ap+2 + bq+1a
2
p+2 + bq+2ap+3 + bq+1ap+4 + ap+5 + ap+2ap+3.
(4.12)
The ten equations will be solved in the following way.
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• From last five equations of (4.11) (i.e. the the third equation repeated 5
times), we determine uniquely bq+1, . . . , bq+5.
• The first equation of (4.12) give us ap+1.
• The second equation of (4.12) lets us express ap+3 as a linear function of ap+2.
• From the first two equations of (4.11) we express ap+4 and ap+5 as linear,
non–homogeneous, functions of ap+2.
• After all substitutions, the last equation of (4.12) takes form
α0a
2
p+2 + α1ap+2 + α2 = 0,
where by choosing suitable coefficients of f1, f2, f3 and coefficients entering in
P we have a full control over the coefficients α0, α1 and α2. In particular,
we see, that for generic coefficients, the equation has two solutions, which
correspond to the two distinct intersection points of {f1 = f3 = f5 = 0} with
P .

In general, for other sets I, the coefficient l0 — assuming genericity of γq+i’s —
can be computed using techniques of Kuschnirenko and Bernstein (see [Fu, Section
5.5] or [Ku2, Be]). Their method is as follows. Consider NA and NB the Newton
polygon related to the linear polynomial θ1ap+1 + · · · + θMap+M + θ0 (respectively,
θ1bq+1 + · · ·+ θMbq+M + θ0), for θ0, . . . , θM non–zero. For N
0
i be the Newton polygon
of γq+i restricted to {ap = bq = 1}. The number of non–zero solutions to the system
γi1 = · · · = γiν = 0
αi1ap+1 + · · ·+ αjMap+M = αi0 (M − ν equations for i = 1, . . . ,M − ν)
βj1bq+1 + · · ·+ βjMbq+M = βj0 (M equations for j = 1, . . . ,M),
where αik, βjk (1 ≤ i ≤ M − ν, 1 ≤ j ≤M , 0 ≤ k ≤ M) are generic, is bounded from
above by
(4.13) (2M)! ·MVol(N0i1 , . . . , N
0
iν , NA, . . . , NA︸ ︷︷ ︸
M − ν times
NB, . . . , NB︸ ︷︷ ︸
M times
).
HereMVol denotes the so-called mixed volume of a system of polytopes. Furthermore,
under explicit genericity condition (see [Be, Theorem B], [Ku2, Paragraph 1.19.III’]
or [Fu, Section 5.5]), the number of solution is actually equal to (4.13). In particular,
whenever the value (4.13) is greater than 1, we know that these genericity conditions
are violated. Proposition 4.20 implies that these genericity conditions are not satisfied
if I = (q + 1, q + 3, q + 5). We do knot know a formula for the mixed volume for
general I. For specific values, it might be often computed using a computer program.
5. WDVV equations
The failure of genericity of Puiseux coefficients described in Sections 4.4 and 4.6
was detected by looking at the Puiseux expansions of y in powers of x and the Puiseux
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expansion of x in powers of y. This way of thinking can be continued. We shall show
that functions γq+1, γq+2, . . . (regarded as functions on the space of parameters) have
various symmetries. These symmetries can be encoded in WDVV equations.
5.1. Review of WDVV equations. Notes by Dubrovin [Du] are an excellent in-
troduction for WDVV equations. Here we review only necessary basics. Consider a
C3 function F (t1, . . . , tn), where t1, . . . , tn are variables (real or complex, but in the
latter case we require F to be holomorphic). For α, β, γ = 1, . . . , n, let us denote
cαβγ =
∂3F
∂tα∂tβ∂tγ
.
We write
ηβγ = c1βγ .
We shall treat ηβγ as a metric on R
n. More precisely, let H = {ηβγ}
n
β,γ=1. Assume
that H is non–degenerate and write ηβγ = (H−1)β,γ. We define
cαβγ =
n∑
δ=1
ηαδcδβγ .
Let us choose a basis e1, . . . , en of R
n. We define a scalar product in that basis by
〈eα, eβ〉 = ηαβ.
The coefficients cαβγ are used to define a multiplication R
n×Rn → Rn by the formula
eβ · eγ =
n∑
α,δ=1
ηαδcδβγeα.
As the coefficients cαβγ depend in general on t1, . . . , tn, strictly speaking we have a
family of multiplications. Each such multiplication is commutative (by the symmetry
of third derivatives) but not always associative. The associativity holds if and only if
for any α, β, γ, δ the following equation is satisfied.
(5.1)
∂3F
∂tα∂tβ∂tλ
ηλµ
∂3F
∂tγ∂tδ∂tµ
=
∂3F
∂tγ∂tβ∂tλ
ηλµ
∂3F
∂tα∂tδ∂tµ
,
where we sum over repeated indices λ and µ.
Definition 5.1. The equations (5.1) is called the WDVV equations. A function F
such that the matrix H defined above is non–degenerate and which satisfies (5.1) is
called the WDVV potential.
Given the complexity of the WDVV equations it is hard to construct non–trivial
solutions (apart from the obvious ones, where the third derivative is constant). Highly
non–trivial solutions appear in many contexts, from topological quantum field theo-
ries, through Gromov–Witten potentials up to KdV hierarchies. Even a short review
of these application is beyond the range of this article. We point out that K. Saito
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[SK1, SK2] and M. Saito [SM] found a WDVV potential (more precisely, the struc-
ture of a Frobenius manifold, which is tightly related to WDVV equations, but we
do not discuss it here) related with deformation of the hypersurface singularities (see
[He, Chapter 11nn]). The underlying vector space is the tangent space to the base
of semiuniversal unfolding and its dimension is equal to the Milnor number of a cor-
responding singularity. We do not know, how this structure can be related to our
construction, that we describe below.
5.2. Introducing new notation. In Section 5 we shall assume that the singularity
has the following Puiseux expansion
(5.2) y = xq/p + c1x
(q+1)/p + c2x
(q+2)/p + . . .
In particular, the coefficient at xq/p is always assumed to be 1. Furthermore we
shift the indices, otherwise the formulas would be very difficult to read. The reverse
Puiseux expansion will be defined as
(5.3) x = yp/q + g1y
(p+1)/q + g2y
(p+2)/q + . . .
There is a relation between the coefficients c1, . . . and g1, . . . . Namely, when we
replace x in (5.2) by its the expansion (5.3), we should get y = y. More precisely we
have the following result.
Lemma 5.2. There exist polynomials with rational coefficients W1,W2, . . . , such that
Wi depends only on c1, . . . , ci such that for each i = 1, . . . we have
gi = Wi(c1, . . . , ci).
Furthermore, Wi is weighted homogeneous of weight i, if the weights of c1, c2, . . . are,
respectively 1, 2, . . . .
Proof. This follows immediately from Lemma 4.14, because
Wi(x1, . . . , xi) = Ui(1, x1, . . . , xi),
where Ui is as defined in (4.9) (remember that in this section we shift indices, so cq+i
in previous sections corresponds to ci now). 
Remark 5.3. Unlike Ui, the polynomial Wi is no longer homogeneous itself (unlike
Lemma 4.14), because we normalized c0 = 1.
We are going now to state the following result, which will show the symmetry of
functions g1, g2, . . . .
Theorem 5.4. The derivative ∂
rgn
∂c
r1
1
...∂crnn
depends only on n, r and
∑
iri. In other
words, if we are given two sets of numbers r1, . . . , rn and r′1, . . . , r
′
n with
∑
ri =
∑
r′i
and
∑
iri =
∑
ir′i, then
∂rgn
∂cr11 . . . ∂c
rn
n
=
∂rgn
∂c
r′
1
1 . . . ∂c
r′n
n
.
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The proof of Theorem 5.4 is contained in Section 5.3. Now we shall introduce some
additional notation. Let
u = x1/p
w = y1/q
z = (1 + g1w + . . . )
1/p
G = g1w + g2w
2 + . . .
Gi =
∂g1
∂ci
w +
∂g2
∂ci
w2 + . . .
Gij =
∂2g1
∂ci∂cj
w +
∂2g2
∂ci∂cj
w2 + . . .
Gijk =
∂3g1
∂ci∂cj∂ck
w +
∂3g2
∂ci∂cj∂ck
w2 + . . . .
Here and afterwards, i, j, k are indices from 1 to infinity. The series G can be regarded
as a generating function for g1, g2, . . . . We shall always treat the variables g1, g2, . . .
as functions of c1, c2, . . . and u.
5.3. Proof of Theorem 5.4. We begin with computing Gij and showing that it
depends only on i+ j. Our first step is computing Gi. Let us first write
wq =uq + c1u
q+1 + c2u
q+2 + . . .
up =wp + g1w
p+1 + g2w
p+2 + . . .
(5.4)
Differentiating the second equation of (5.4) over ci we obtain
0 =
∂wp
∂ci
+ g1
∂wp+1
∂ci
+
∂g1
∂ci
wp+1 + g2
∂wp+2
∂ci
+
∂g2
∂ci
wp+2 + . . .
Thus
−wp
(
∂g1
∂ci
w +
∂g2
∂ci
w2 + . . .
)
=
(
pwp−1 + g1(p+ 1)w
p + . . .
)
·
∂w
∂ci
.
But
pwp−1 + g1(p+ 1)w + · · · =
∂
∂w
(wpzp) = pwp−1zp + pwpzp−1
∂z
∂w
.
Hence
(5.5) − wpGi = pw
p−1zp−1
(
z + w
∂z
∂w
)
∂w
∂ci
.
We use now that w = (uq + c1u
q+1 + . . . )1/q = u(1 + c1u+ . . . )
1/q. Hence
(5.6)
∂w
∂ci
=
1
q
ui+1(1 + c1u+ . . . )
1/q−1 =
1
q
w1−quq+i.
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Recalling that u = wz we obtain
∂w
∂ci
=
1
q
wi+1zq+i
Finally we obtain the desired formula for Gi.
(5.7) Gi = −
p
q
wizp+q+i−1
(
z + w
∂z
∂w
)
.
In order to compute Gij we differentiate (5.7) over cj. We get
∂Gi
∂ck
= −
p
q
wi−1zp+q+i−2
[(
(i+ 1)wz
∂z
∂w
+ iz2
)
∂w
∂ck
+
(
(p+ q + i)wz + (p+ q + i− 1)w2
∂z
∂w
)
∂z
∂ck
+ w2z
∂2z
∂ck∂w
]
.
To compute ∂z
∂ck
observe that similarly as in (5.6) we have
∂z
∂gl
=
1
p
wlz1−p
Hence, by the chain rule
∂z
∂ck
=
∞∑
l=1
∂z
∂gl
∂gl
∂ck
=
1
p
z1−p
∞∑
l=1
wl
∂gl
∂ck
= −
1
q
wkzq+k
(
w + z
∂z
∂w
)
.
Differentiating that with respect to w we obtain
∂2z
∂ck∂w
= −
1
q
wk−1zq+k−1·
·
[
kz2 + (q + 2 + 2k)wz
∂z
∂w
+ (q + k)w2
(
∂z
∂w
)2
+ w2z
∂2z
∂w2
]
.
Then we get the following result
Gik =
p
q
wi+kzp+2q−2+i+k·
·
[
(p+ q + i+ k)z2 + (2p+ 3q + 2i+ 2k + 1)zw
∂z
∂w
+
+ (p+ 2q + i+ k − 1)w2
(
∂z
∂w
)2
+ w2z
∂2z
∂w2
](5.8)
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We can see that Gik depends on i and k only through the sum i + k. It is straight-
forward to show that Gijk depends only on i+ j + k. We have
Gijk =
∂
∂ci
Gjk =
∂
∂ci
G1,j+k−1 = Gi,1,j+k−1 =
= G1,i,j+k−1 =
∂
∂c1
Gi,j+k−1 =
∂
∂c1
G1,i+j+k−2 = G1,1,i+j+k−2.
Similarly we show that all higher derivatives of the form
∂r1
∂cr11
∂r2
∂cr22
. . .
∂rn
∂crnn
G
depend only on
∑
ri and
∑
iri. Since G is a generating function of g1, . . . , the same
holds for any individual gk. The proof of Theorem 5.4 is finished.
5.4. WDVV-like equation satisfied by the functions gi. The dependence of
∂3gi
∂ck∂cl∂cm
only on the sum k + l + m allows us to show that the functions gi, when
suitably modified, can satisfy WDVV equation. Let us pick arbitrary integer N > 2
and define an N ×N matrix η by
ηab =
{
1 when a+ b = N + 1
0 otherwise
Proposition 5.5. The function gN+3 satisfies the WDVV equation of the form
N∑
σ,τ=1
∂3gN+3
∂cαcβcσ
ηστ
∂3gN+3
∂cµcνcτ
=
N∑
σ,τ=1
∂3gN+3
∂cαcνcσ
ηστ
∂3gN+3
∂cµcβcτ
for any α, β, µ, ν = 1, . . . , N .
Proof. Let
Hs =
∂3gN+3
∂ca∂cb∂cc
,
where a+ b+ c = s. We have Hk = 0 for k ≤ 2 and k > N + 3. Let us also define
a1 = α + β, a2 = µ+ ν, a3 = α + ν.
The statement of Proposition 5.5 is trivial when a2 = a3. So let us assume a2 > a3
and a1 ≤ a3. We need to prove that
N+1∑
i=1
Ha1+iHa2+N+1−i =
N+1∑
i=1
Ha3+iHa1+a2−a3+N+1−i.
Substituting i = j + a1 − a3 on the right hand side we get
N+1∑
i=1
Ha1+iHa2+N+1−i =
N+a3−a1+1∑
j=a3−a1+1
Ha1+jHa2+N+1−j.
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Now, for j > N + 1 we have a1 + j > N + 3 so Ha1+j = 0. On the other hand, for
i ≤ a3 − a1 we have a2 +N + 1− i ≥ N + 1+ a1 + a2 − a3 ≥ N + a1 + 2 ≥ N + 4, so
Ha2+N−i = 0. This ends the proof. 
Remark 5.6. The matrix ηab does not come from second derivatives of gN+3 as in
Section 5.1. We could remedy to this problem, by modifying the function gN+3, e.g.
adding a new variable. We do not do that, because we do not see any justification
for such artificial modifications.
Remark 5.7. The function gN+3 on the space C
N with basis c1, . . . , cN defines a
multiplication CN × CN
◦
→ CN as explained in Section 5.1. Proposition 5.5 implies
then that this multiplication is associative. The homogeneity of gN+3 implies that the
multiplication is degenerate, which means that there exist non–trivial elements v such
that the map ·◦v : CN → CN is not surjective (we could take for example v = cN). In
the language of WDVV equation and Frobenius manifolds (compare [Du, He]), such
structure is called massless.
Acknowledgement. The author wishes to express his thanks for D. Kerner, H. Żo-
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