Informative Planning and Online Learning with Sparse Gaussian Processes by Ma, Kai-Chieh et al.
Informative Planning and Online Learning
with Sparse Gaussian Processes
Kai-Chieh Ma, Lantao Liu, Gaurav S. Sukhatme
Abstract— A big challenge in environmental monitoring is
the spatiotemporal variation of the phenomena to be observed.
To enable persistent sensing and estimation in such a setting, it
is beneficial to have a time-varying underlying environmental
model. Here we present a planning and learning method that
enables an autonomous marine vehicle to perform persistent
ocean monitoring tasks by learning and refining an environ-
mental model. To alleviate the computational bottleneck caused
by large-scale data accumulated, we propose a framework that
iterates between a planning component aimed at collecting
the most information-rich data, and a sparse Gaussian Pro-
cess learning component where the environmental model and
hyperparameters are learned online by taking advantage of
only a subset of data that provides the greatest contribution.
Our simulations with ground-truth ocean data shows that the
proposed method is both accurate and efficient.
I. INTRODUCTION AND RELATED WORK
Scientists are able to gain a greater understanding of the
environmental processes (e.g., physical, chemical or biologi-
cal parameters) through environmental sensing and monitor-
ing [7]. However, many environmental monitoring scenarios
involve large environmental space and require considerable
amount of work for collecting the data. Increasingly, a
variety of autonomous robotic systems including marine
vehicles [8], aerial vehicles [27], and ground vehicles [26],
are designed and deployed for environmental monitoring in
order to replace the conventional method that deploys static
sensors to areas of interest [16]. Particularly, the autonomous
underwater vehicles (AUVs) such as marine gliders are
becoming popular due to their long-range (hundreds of
kilometers) and long-term (weeks even months) monitoring
capabilities [10, 14, 19].
We are interested in the problem of collecting data about
a scalar field of important environmental attributes such as
temperature, salinity, or chlorophyll content of the ocean, and
learn a model to best describe the environment (i.e., levels
or contents of the chosen attribute at every spot in the entire
field). However, the unknown environmental phenomena that
we are interested in can be non-stationary [18]. Fig. 1 shows
the variations of salinity data in the Southern California Bight
region generated by the Regional Ocean Modeling Systems
(ROMS) [23]. In order to provide a good estimate of the
state of the environment and maintain the prediction model at
any time, the environmental sensing (information gathering)
needs to be carried out persistently to catch up to possible
variations [13].
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Fig. 1. Ocean salinity data in the Southern California Bight region
generated by the Regional Ocean Modeling Systems (ROMS) [23]. Color
indicates levels of salinity content.
We aim at estimating the current state of the environment
and providing a nowcast (not forecast or hindcast) of the
environment, via navigating the robots to collect the infor-
mation. To model spatial phenomena, a common approach
is to use a rich class of Gaussian Processes [18, 22, 24] in
spatial statistics. In this work, we also employ this broadly-
adopted approach to build and learn an underlying model of
interest.
Still, there are challenges:
• The first challenge lies in the model learning with
the most useful sensing inputs, i.e., we wish to seek
for the samples that best describe the environment.
Navigating the robot to obtain such samples is called
informative planning [2]. In this work, we utilize the
mutual information between visited locations and the
remainder of the space to characterize the amount of
information (information gain) collected.
• The second challenge is the relaxation of the pro-
hibitive computational cost for the model prediction.
The most accurate way to estimate a latent model is
to use all historical sensing data. However, since the
environmental monitoring task can be long-range and
long-term, the data size continuously grows until it
“explodes”. Consequently, an efficient estimator will
need to dynamically select only the most information-
rich data while abandoning the samples that are less
informatively novel.
Planning and environment monitoring are two big and well
studied topics. Here we briefly review the works that are
related to the informative planning and the model predic-
tion with sparse GPs. Representative informative planning
approaches include, for example, algorithms based on a
recursive-greedy style [13, 24] where the informativeness
is generalized as submodular functions and a sequential-
allocation mechanism is designed in order to obtain subse-
quent waypoints. This recursive-greedy framework has been
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extended later by incorporating obstacle avoidance [1] and
diminishing returns [2]. In addition, a differential entropy
based framework [4, 11] was proposed where a batch of
waypoints can be obtained through dynamic programming.
We recently proposed a similar informative planning method
based on the dynamic programming structure in order to
compute the informative waypoints [12]. This method is
further extended here as an adaptive path planning compo-
nent by incorporating the online learning and re-planning
mechanisms. There are also many methods optimizing over
complex deterministic and static information (e.g., see [25,
28]).
A critical problem for the persistent (long-term even
life-long) tasks that one must consider is the large-scale
accumulated data. Although affluent data might predict the
most accurate model, in practice a huge amount of data are
very likely to exceed the capacity of onboard computational
hardware. Methods for reducing the computing burdens of
GPs have been proposed. For example, GP regressions can
be done in a real-time fashion where the problem can be
estimated locally with local data [15]. Another representative
framework is a sparse representations of the GP model [5]
which is based on a combination of a Bayesian online
algorithm together with a sequential construction of the most
relevant subset of the data. This method allows the model to
be refined in a recursive way as the data streams in. The
framework has been further extended to many application
domains such as visual tracking [21].
We propose an informative planning and online learning
approach for the long-term environmental monitoring. The
objective is to construct an estimated model by navigating the
robot to the most informative regions to collect data with the
greatest information. Our method integrates the sparse vari-
ant of GPs so that both the model and the hyperparameters
can be improved online with dynamic but a fixed size of data.
Then the ameliorated environment model is in turn used to
improve the planning component at appropriate re-planning
moments. We conducted simulation on ocean temperature
data and the results show that the predicted model can very
well match the patterns of the ground truth model.
II. PRELIMINARIES
In this section, we briefly present the preliminary back-
ground for the GP-based environmental modeling.
A. Gaussian Process Regression on Spatial Data
A GP is defined as a collection of random variables where
any finite number of which have a joint Gaussian distribu-
tion. GP’s prediction behavior is determined by the prior
covariance function (also known as kernel) and the training
points. The prior covariance function describes the relation
between two independent data points and it typically comes
with some free hyperparameters to control the relation.
Formally, let X be the set of n training points associated
with target values, y, and let X∗ be the testing points. The
predictive equations of the GP regression can be summarized
as:
f∗|X,y, X∗ ∼ N (f¯∗, cov(f∗))
f¯∗ , E[f∗|X,y, X∗] = K(X∗, X)K(X,X)−1y
cov(f∗) = K(X∗, X∗)−K(X∗, X)K(X,X)−1K(X,X∗)
(1)
where K(·, ·) denotes a covariance matrix. For example,
K(X,X∗) is evaluated by a pre-selected kernel function for
all pairwise data points in X and X∗. A widely adopted
choice of kernel function for spatial data is the squared
exponential automatic relevance determination function:
k(x,x′) = σ2f exp(−
1
2
(x− x′)TM(x− x′)) + σ2nδxx′
(2)
where M = diag(l)−2. The parameters l are the length-
scales in each dimension of x and determine the level of
correlation (each li models the degree of smoothness in the
spatial variation of the measurements in the ith dimension
of the feature vector x). σ2f and σ
2
n denote the variances of
the signal and noise, respectively. δxx′ is the Kronecker delta
function which is 1 if x = x′ and zero otherwise.
B. Estimation of Hyperparameters Using Training Data
Let θ , {σ2n, σ2f , l} be the set of hyperparameters in
the kernel function. We are interested in estimating these
hyperparameters so that the kernel function can describe the
underlying phenomena as accurate as possible. A common
approach to learning the set of hyperparameters is via
maximum likelihood estimation combined with k-fold cross-
validation (CV) [22]. An extreme case of the k-fold cross-
validation is when k = n, the number of training points,
also known as leave-one-out cross-validation (LOO-CV).
Mathematically, the log-likelihood when leaving out training
case i is
log p(yi|X,y−i,θ) = −1
2
log σ2i −
(yi − µi)2
2σ2i
− 1
2
log(2pi)
(3)
where y−i denotes all targets in the training set except the
one with index i, and µi and σ2i are calculated according to
Eq. (1). The log-likelihood of LOO is therefore
LLOO(X,y,θ) =
n∑
i=1
log p(yi|X,y−i,θ). (4)
Notice that in each of the |y| LOO-CV iterations, a matrix
inverse, K−1, is needed, which is costly if computed re-
peatedly. This can actually be computed efficiently from the
inverse of the complete covariance matrix using inversion by
partitioning [20]. The resulting predictive mean and variance
can then be formulated as
µi = yi − [K−1y]i/[K−1]ii
σ2i = 1/[K
−1]ii
(5)
To obtain the optimal values of hyperparameters θ, we can
compute the partial derivatives of LLOO and use the conju-
gate gradient optimization techniques. The partial derivatives
of LLOO is
∂LLOO
∂θj
=
n∑
i=1
1
[K−1]ii
(
αi[Zjα]i
− 1
2
(1 +
α2i
[K−1]ii
)[ZjK
−1]ii
)
,
(6)
where α = K−1y and Zj = K−1 ∂K∂θj . With the standard
gradient descent method, we update each θj iteratively:
θ
(t+1)
j = θ
(t)
j + η
∂LLOO
∂θ
(t)
j
, (7)
where η is the learning rate.
III. TECHNICAL APPROACH
As aforementioned, one limitation of GPs for the long-
term mission is the memory requirement for large (possibly
infinite) training sets. In our system, we borrow the idea of
Sparse Online Gaussian Process (SOGP) [5] to overcome
this limitation. The method is based on a combination
of a Bayesian online algorithm together with a sequential
construction of a relevant subsampling of the data which
best describes a latent model.
A. Online Learning with Gaussian Processes
Given a prior GP pˆt(f) at time t, when a new data point
(xt+1, yt+1) at time t + 1 comes in, it’s incorporated by
performing a Bayesian update to yield a posterior.
ppost(f) =
p(yt+1|f)pˆt(f)
Epˆt(f)[p(yt+1|fD)]
, (8)
where f = [f(x1), . . . , f(xM )]T denotes a set of function
values, and fD ⊆ f where fD is the set of f(xi) = fi
with xi in the training set. In general, ppost(f) is no longer
Gaussian unless the likelihood itself is also Gaussian. There-
fore, ppost(f) is projected onto the closest GP, pˆt+1 where
pˆt+1 = arg minpˆ KL(ppost(f)||pˆ). (KL is the Kullback-
Leibler divergence that is used to measure the difference
between two probability distributions.) It is shown in [17]
that the projection results in a good matching of the first
two moments (mean and covariance) of ppost and the new
Gaussian posterior pˆt+1. By following the lemma of [6], we
arrive at the parametrization for the approximate posterior GP
at time t as a function of the kernel and likelihoods (natural
parametrization):
f¯∗ =
t∑
i=1
k(x∗,xi)αt(i) = αTt kx∗,t
var(f∗) = k(x∗,x∗) +
t∑
i,j=1
k(x∗,xi)[Ct]ijk(xj ,x∗)
= k(x∗,x∗) + kTx∗,tCtkx∗,t
(9)
where kx∗,t = [k(x1,x∗), . . . , k(xt,x∗)]
T , and αt and Ct
are updated using
αt = Tt(αt−1) + qtst
Ct = Ut(Ct−1) + rtstsTt
st = Tt(Ct−1kx∗,t) + et
qt =
∂
∂Epˆt−1(f)[ft]
logEpˆt−1(f)[p(yt|ft)]
rt =
∂2
∂Epˆt−1(f)[ft]2
logEpˆt−1(f)[p(yt|ft)]
(10)
where et is the t-th unit vector. The operator Tt (Ut) is
defined to extend a t− 1-dimensional vector (matrix) to a t-
dimensional one by appending zero at the end of the vector
(zeros at the last row and column of the matrix). For the
regression with Gaussian noise (variance σ20), The expected
likelihood is a normal distribution with mean f¯∗ and variance
var(f∗)+σ20 . Hence, the logarithm of the expected likelihood
is:
logEpˆt−1(f)[p(yt|ft)] = −
1
2
log[2pi(var(f∗) + σ20)]
− (yt − f¯∗)
2
2(var(f∗) + σ20)
,
(11)
and the first and second derivatives with respect to the mean
f¯∗ give the scalars qt and rt are
qt =
yt − f¯∗
var(f∗) + σ20
,
rt = − 1
var(f∗) + σ20
.
(12)
B. Sparseness in Gaussian Processes
To prevent the unbounded growth of memory requirement
due to the increase of data, it is necessary to limit the number
of the training points which are stored in a basis vector
set (BV-set), while preserving the predictive accuracy of the
model. This is done in two different stages.
First, when the new training point (xt+1, yt+1) at time
t+ 1 arrives, we calculate the squared norm of the “residual
vector” from the projection in the space spanned by the
current BV-set. Let the quantity be γt+1, specifically,
γt+1 = k(xt+1,xt+1)− kTxt+1,tQtkxt+1,t, (13)
where Qt = K(Xt, Xt)−1 is the inversion of the full kernel
matrix. The costly matrix inversion can be alleviated via the
following equations:
Qt = Ut(Qt−1) + γ−1t (Tt(eˆt)− et)(Tt(eˆt)− et)T
eˆt = Q
−1
t−1kxt,t−1
(14)
Essentially, γt+1 can also be thought as a form of “novelty”
for the new training point (xt+1, yt+1). Therefore it’s in-
cluded in BV-set only if it exceeds some predefined threshold
ω. Otherwise, only an update of sˆt+1 is necessary.
sˆt+1 = Ctkxt+1,t + eˆt+1 (15)
Second, when the size of BV-set exceeds the memory limit
(or any pre-defined limit), m, a score measure is used to pick
out the lowest one and remove it from the existing BV-set.
Formally, let i be the scoring function for the ith element in
the BV-set. It’s a measure of change on the expected posterior
mean of a sample due to sparse approximation [6].
i =
|[αt+1]i|
[Qt+1]ii
(16)
Assume the jth element in BV-set is the one with the
lowest , the removal of any element requires a re-update
of parameters αt+1, Ct+1 and Qt+1.
αˆt+1 = α
(t) − αjQ
j
qj
Cˆt+1 = C
(t) + cj
QjQjT
qj2
− 1
qj
[QjCjT + CjQjT ]
Qˆt+1 = Q
(t) − Q
jQjT
qj
,
(17)
where C(t) is the resized matrix by removing the jth column
and the jth row from Ct+1, Cj is the jth column of
Ct+1 excluding the jth element and cj = [Ct+1]jj . Similar
operations apply for Q(t), Qj , qj , α(t), and αj .
C. Environment Representation & Informative Sampling Lo-
cations
To facilitate the computation of future informative sam-
pling locations, we discretize the environment into a grid
map where each grid represents a possible sampling spot.
The mean and variance of the measurement at each grid
can be predicted via the SOGP model. We use the mutual
information between the visited locations and the remainder
of the space to characterize the amount of information (in-
formation gain) collected. Formally, the mutual information
between two sets of sampling spots, A, B can be evaluated
as:
I(ZA;ZB) = I(ZB ;ZA) = H(ZA)−H(ZA|ZB). (18)
The entropy H(ZA) and conditional entropy H(ZA|ZB) can
be calculated by
H(ZA) =
1
2
log
(
(2pie)k|ΣAA|
)
H(ZA|ZB) = 1
2
log
(
(2pie)k|ΣA|B |
) (19)
where k is the size of A. The covariance matrix ΣAA and
ΣA|B can essentially be calculated from the posterior GP
described in Eq. (9).
To compute the future sampling spots, let X denote the
entire sampling space (all grids), and ZX be measurements
for data points in X . The objective is to find a subset of
sampling points, P ⊂ X with a size |P | = n, which gives
us the most information for predicting our model. This is
equivalent to the problem of finding new sampling points in
the un-sampled space that maximize the mutual information
between sampled locations and un-sampled part of the map.
The optimal subset of sampling points, P ∗, with maximal
mutual information is
P ∗ = arg max
P∈X
I(ZP ;ZX\P ) (20)
where X represents all possible combinatorial sets, each of
which is of size n. P ∗ can be computed efficiently using a
dynamic programming (DP) scheme [12]. Here is the basic
idea: Let xi ∈ X denote an arbitrary sampling point at DP
stage i and xa:b represent a sequence of sampling points
from stage a to stage b. The mutual information between the
desired sampling points (which eventually form P ) and the
remaining map can then be written as I(Zx1:n ;ZX\{x1:n}),
which can be approximated as follows:
I(Zx1:n ;ZX\{x1:n}) ≈ I(Zx1 ;ZX\{x1})
+
n∑
i=2
I(Zxi ;ZX\{x1,...,xi}|Zx1:i−1),
(21)
Eq. (21) can be expressed in a recursive form, i.e. for stages
i = 2, . . . , n, the value Vi(xi) of xi is:
Vi(xi) = max
xi∈X\{x1,...,xi−1}
I(Zxi ;ZX\{x1,...,xi}|Zx1:i−1)
+ Vi−1(xi−1),
with a recursion base case V1(x1) = I(Zx1 ;ZX\{x1}).
Then with the optimal solution in the last stage, x∗n =
arg maxxn∈X Vn(xn), we can backtrace all optimal sam-
pling points until the first stage x∗1, and obtain P
∗ =
{x∗1,x∗2, . . . ,x∗n}.
Note that, the informativeness maximization procedure
only outputs batches of sampling points, but does not convey
any information of “a path” which is a sequence of or-
dered waypoints. Therefore, these sampling points are post-
processed with a customized Travelling Salesman Problem
(TSP) [9] solver to generate a shortest path but without
returning to the starting point (by setting all edges that return
to the starting point with 0 cost). We then route the robot
along the path from its initial location to visit the remaining
path waypoints.
D. Informative Planning and Online Learning Framework
For dynamic environment, the prediction accuracy of GP
degrades as time elapses because it does not incorporate
the temporal variation of the environment. To address this
issue, we re-estimate the hyperparameters repetitively at
appropriate moments. The re-estimate triggering mechanism
depends on two factors:
• The first factor stems from the computational concern.
Since any re-estimate will be immediately followed by
a re-planning of the future routing path, and because
the computation time for the path planning is much
more costly than that of the hyperparameter re-estimate.
Thus, an appropriate frequency for the simultaneous
re-estimate and re-planning needs to be determined to
match the computational constraint.
• The second factor relates to the intensity of spatiotem-
poral variations. Since the kernel function that describes
(a) (b)
Fig. 2. (a) Salinity data obtained from ROMS. It is treated as a ground truth
throughout the paper; (b) The predicted model using GP without data-driven
hyperparameter optimization.
two points’ spatial relation is an indicator of a GP’s
prediction capacity, thus the repetitive hyperparameter
re-estimates of the kernel function should reflect the
variation intensity of the environment.
In our implementation, we use a measure, ρ ∈ [0, 1], to
decide the moment for triggering the re-estimate and re-
planning processes. The measure ρ represents the proportion
of samples that are recently added to the current BV-set since
last re-estimate. The hyperparameter re-estimate and path re-
planning are carried out if ρ is above certain pre-defined
threshold, ρ0. Roughly, ρ0 can be defined to be inversely
proportional to the computational power and the intensity
of environmental variation, and the higher the threshold, the
less frequent the re-estimate. The whole informative planning
and online learning framework is pseudo-coded in Alg. 1.
Algorithm 1: Informative Planning and Online Learning
1 Initialize SOGP
2 while true do
3 ρ = 0 /* for hyperparameter re-estimate */
4 Calculate sampling spots as described in III-C
5 Use Travelling Salesman Problem (TSP) solver to
generate a routing path, P
6 foreach point p ∈ P do
7 Do sampling on p to get a scalar value v
8 Use (p, v) as a training point to update SOGP
described in III-A and III-B
9 if (p, v) replaces some sample in the BV-set
then
10 Increase ρ
11 if ρ > ρ0 then
12 Do hyperparameter re-estimate described in
II-B
13 break
IV. EXPERIMENTAL RESULTS
We validated our method in the scenario of ocean monitor-
ing. The simulation environment was constructed as a two di-
mensional ocean surface and we tessellated the environment
into a grid map. Our method applies for any environmental
phenomena. In our experiments, we use salinity data recently
(a) (b)
Fig. 3. Informative sampling spots before post-processed as paths. (a)
Results under hyperparameters empirically set: {σ2n = exp(−2), σ2f =
exp(2), lx = exp(1), ly = exp(1)}; (b) Results under hyperparameters
learned from data collected: {σ2n = exp(−4.6), σ2f = exp(6.8), lx =
exp(3.4), ly = exp(3.2)}.
observed in the Southern California Bight region. The data is
obtained from ROMS [23]. Fig. 2(a) shows the salinity data
as a scalar field (the black regions represent lands while the
gray areas denote ocean), which is used as the ground truth
for comparison.
We implemented a sparse online variant of GP (SOGP)
built upon the open-source library libgp [3]. A careful down-
sampling of ROMS data to a desired resolution is performed
to alleviate the computational cost for generating informative
sampling locations. The resolution of the grid map is 351×
391, whereas the resolution for the sampling spots generation
(path planning) is 12× 12.
First, we show the predictive accuracy using un-tuned
hyperparameters, i.e., hyperparameter values are set em-
pirically/manually instead of data-driven. Fig. 2(b) shows
the prediction result with 50 prior random samples and
manually set hyperparameters θ = {σ2n = exp(−2), σ2f =
exp(2), lx = exp(1), ly = exp(1)}. We can observe that the
prediction does not match well with the ground truth (see
the area circled in red). Then, we investigate and compare
the generated informative sampling points under empirical
and data-driven hyperparameters. Fig. 3(a) and 3(b) show
results of manually-set and data-driven hyperparameters,
respectively. We can see that the relative distances among
points (and the covered areas) in Fig. 3(b) are larger than
those in Fig. 3(a). This is mainly affected by l, which controls
the pairwise spatial correlations.
The process of the long-term informative planning and
online learning is demonstrated in Fig. 4. Each sub-figure
depicts an informative path after each hyperparameter re-
estimate. The red and blue points stand for the robot’s current
starting position and the informative sampling locations,
respectively; the yellow dots represent the points stored in
the SOGP BV-set. The robot launched from a shore location
(79, 236) and performed the sampling operations at each time
step along the planned path. We emulated the memory limit
by setting the maximum size of the BV-set as m = 100.
The threshold is set as ρ0 = 0.6. The distribution patterns
of the yellow dots in Fig. 4(a) to 4(f) reveal the sparseness
of BV-set, indicating that as the robot gradually explores
the whole map, the BV-set only stores those points that are
the most useful for predicting the model. The corresponding
(a) (b) (c) (d) (e) (f)
Fig. 4. (a)-(f) Informative paths resulted from subsequent re-plannings. The red and blue points represent the robot’s starting locations and the informative
sampling spots, respectively. The robot initially launched at (79, 236). The yellow dots denote the points stored in the SOGP BV-set.
(a) (b) (c) (d) (e) (f)
Fig. 5. (a)-(f) The learned environment models. Each corresponds to a step in Fig. 4.
(a) (b) (c) (d)
(e) (f) (g) (h) (i)
Fig. 6. Maps of prediction variances. (a)-(i) Variances reduce as the robot follows planned path and collects data samples. (j) The final variance map
that corresponds to the moments in Fig. 4(f) and Fig. 5(f).
prediction maps are shown in Fig. 5, from which we can
see that the constructed models constantly converge to the
ground truth and are able to characterize the general patterns
of the environment in the final stages.
Finally, we investigate the variances of our predictions.
We create a variance map on which each value records
the variance of a spot on the grid map. Fig. 6 illustrates
a series of variance maps along the sampling operations. We
can see that the map gradually “falls towards the ground”,
indicating a decrease of predication variances along the
robot’s exploration.
Lastly, Fig. 7 shows plots of mean squared errors (MSEs)
comparing with the ground truth. We use different thresholds
ρ0 and different launch locations to do the statistics. The x-
axis corresponds to the total number of sampling operations,
which is roughly proportional to the travel time (or distance).
The y-axis is the MSE calculated with the whole map
as a testing set. The figure reveals that, in general every
setting follows a descending trend (reducing error) along the
coverage of the planned informative regions. By comparing
results of different thresholds ρ0, we can observe that there
are more error fluctuations for low ρ0 values. A possible
reason is that, if the explored regions are not yet well
covered, the hyperparameter re-estimate might optimize only
among some local regions rather than the entire map, causing
a loss of generality and an overfitting problem.
V. CONCLUSIONS
Environmental monitoring entails persistent presence by
robots. This suggests that both planning and learning are
likely to constitute critical components of any robotic system
built for monitoring. In this paper, we present an informa-
tive planning and online learning method that enables an
autonomous marine vehicle to effectively perform persistent
(a)
(b)
Fig. 7. The MSE plots under different launching locations
{(79, 236), (207, 68)} and thresholds ρ0 = {0.1, 0.2, . . . , 1.0}. The y-
axis is the MSE value while the x-axis is the total number of sampling
operations.
ocean monitoring tasks. Our proposed framework iterates
between a planning component that is designed to collect
data with the richest information content, and a sparse Gaus-
sian Process learning component where the environmental
model and hyperparameters are learned online by selecting
and utilizing only a subset of data that makes the greatest
contribution. We conducted simulations with ocean salinity
data; the results show a good match between the predicted
model and the ground truth, with converging decreases of
both prediction errors and map variances.
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