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Propagation of active nematic-isotropic interfaces on
substrates
Rodrigo C. V. Coelho,∗a,b Nuno A. M. Araújo,a,b and Margarida M. Telo da Gamaa,b
Motivated by results for the propagation of active-passive interfaces of bacterial Serratia
marcescens swarms [Nat. Comm., 9, 5373 (2018)] we use a hydrodynamic multiphase model
to investigate the propagation of interfaces of active nematics on substrates. We characterize the
active nematic phase of the model and discuss its description of the statistical dynamics of the
swarms. We show that the velocity correlation functions and the energy spectrum of the active
turbulent phase of the model scale with the active length, for a range of activities. In addition,
the energy spectrum exhibits two power-law regimes with exponents close to those reported for
other models and bacterial swarms. Although the exponent of the rising branch of the spectrum
(small wavevector) appears to be independent of the activity, the exponent of the decay changes
with activity systematically, albeit slowly. We characterize also the propagation of circular and
flat active-passive interfaces. We find that the closing time of the circular passive domain decays
quadratically with the activity and that the structure factor of the flat interface is similar to that
reported for swarms, with an activity dependent exponent. Finally, the effect of the substrate fric-
tion was investigated. We found an activity dependent threshold, above which the turbulent active
nematic forms isolated islands that shrink until the system becomes isotropic and below which the
active nematic expands, with a well defined propagating interface. The interface may be stopped
by a fricion gradient.
1 Introduction
Swarming is a mode of bacterial motion on surfaces, which is
very efficient in the formation of bacterial colonies or biofilms
under appropriate conditions. The regulatory pathways that lead
to swarming behaviour of different types of bacteria have been
investigated and are reviewed in e.g. Refs.1,2. From a biological
perspective, swarming has beneficial effects in nutrient mixing
and molecular transport, which promote the growth and expan-
sion of bacterial colonies on many surfaces3,4.
From a physical perspective, in swarms, individual bacteria
convert energy from the environment into directed motion, which
self-organizes into a chaotic flow known as active turbulence5.
Despite intensive research over decades, turbulence in isotropic
fluids, described by the Navier-Stokes equation, remains an open
problem in the non-linear dynamics of systems far from equilib-
rium. Active turbulence is an emergent hot topic in the physics
of active fluids6,7, where more complex non-linearities in the dy-
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namics appear to play a significant role. The most obvious differ-
ence is that active turbulence occurs at very low Reynolds num-
bers. The statistical properties of these chaotic flows are still un-
der debate as the characterization of active turbulence is far from
trivial, both theoretically and experimentally. Recently, a numer-
ical and theoretical analysis based on what is arguably the sim-
plest hydrodynamic description of active fluids, revealed that the
exponents that characterize the energy spectrum of active turbu-
lence are non-universal, implying that this is a new class or set of
classes of turbulent fluids8.
A popular, if not the simplest, hydrodynamic model of active
fluids is based on nematic hydrodynamics with an additional term
in the equation of motion that accounts for the activity6,7,9. This
approach uses the knowledge acquired over decades of studies of
the hydrodynamics of passive liquid crystals, providing theoreti-
cal tools to incorporate the effect of the boundaries and of rele-
vant particle parameters, such as flow alignment or shape, on the
collective flow10–12. Multiphase or multicomponent nematic hy-
drodynamic models have also been used to characterize the struc-
ture and dynamics of interfaces between the active nematic and
passive phases. Recently, we used a multiphase model to inves-
tigate the interfaces of confined active liquid crystals. The study
was restricted to narrow channels and low activities where the
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nematic phase is ordered. At very low activities we found stable
interfaces that propagate at constant velocity both for extensile
and contractile systems, while at higher activities an interfacial
instability was observed for extensile nematics11.
Recently, experiments with swarms of Serratia marcescens have
shown that exposure to ultraviolet light can temporarily or per-
manently passivate the bacteria, depending on the time and in-
tensity of the light13,14. By using different screens, almost circu-
lar or flat active-passive interfaces have been created. The experi-
ments revealed that these interfaces propagate, with rich dynam-
ics that have been characterized quantitatively.
Motivated by these experimental results on the propagation
of active-passive interfaces of Serratia marcescens, we study the
propagation of nematic-isotropic interfaces of turbulent active ne-
matics on surfaces. The model is based on active nematic hydro-
dynamics where the activity is coupled to the local nematic order
parameter, with an additional term that accounts for the substrate
friction. As in our previous work, we solve the hydrodynamic
equations of active nematics numerically using a hybrid method
of lattice-Boltzmann and finite differences 11,15.
We set the model parameters so that the system is in the active
turbulent phase and check that the dynamical statistical proper-
ties of this phase are consistent with the results reported for the
swarms. In addition, we investigate the effect of the activity and
find that, for the range of activities under consideration, both the
correlation functions and the energy spectrum scale with the ac-
tive length and the characteristic velocity in the active nematic
phase. We then characterize the interfacial dynamics and con-
firm that the model describes semi-quantitatively the dynamics re-
ported for the propagation of the interfaces of Serratia marcescens
swarms. In particular, the structure factor of the flat interface fol-
lows approximately a power-law as reported in the experiments,
with an exponent that depends on the activity. Finally, we investi-
gate the effect of substrate friction and find that there is a friction
threshold above which the active nematic phase retracts, suggest-
ing a mechanism to stop the interfacial propagation by means of
a friction gradient.
The paper is organized as follows. In Sec. 2, the equations of
motion of a multiphase active nematic are briefly described. In
Sec. 3 the dynamical statistical properties of the turbulent active
nematic phase are calculated, namely the space and time vor-
ticity correlation functions and the energy spectrum. In Sec. 3,
the propagation of circular and flat interfaces is investigated for
a range of activities. In Sec. 4.2, the effect of substrate friction
is studied. In Sec. 6, we discuss the applicability of a multicom-
ponent model to describe the propagation of the interfaces dis-
cussed previously and illustrate the differences from the results
of the multiphase model used in the previous sections. Details of
the multicomponent model are found in the Appendix. In Sec. 7,
we make the concluding remarks.
2 Method
We model the dynamics of the swarms using a continuum hydro-
dynamic theory for active nematic liquid crystals. This is based
on the equilibrium Landau-de Gennes theory for non-uniform ne-
matics also known as the Q tensor theory16. The uniaxial tensor
order parameter is, Qαβ = S(nα nβ −δαβ/3), where S is the scalar
order parameter and nα is the director. Q is traceless and sym-
metric and describes the nematic ordering tensor that may vary
in space and time, while S measures the degree of ordering and n
its direction. Symmetry between n and −n ensures nematic order-
ing. For simplicity, we assume that Q is uniaxial, which is exact in
bulk nematics and an excellent approximation under most condi-
tions.
The temporal evolution of the uniaxial tensor order parameter
Q is given by the Beris-Edwards equation16:
∂tQαβ +uγ ∂γ Qαβ −Sαβ (Wαβ ,Qαβ ) = ΓHαβ , (1)
where Γ is the system dependent rotational diffusivity and uα is
the velocity field. The co-rotational term is given in terms of the
vorticity and the strain rate tensors by:
Sαβ = (ξDαγ +Wαγ )
(
Qβγ +
δβγ
3
)
+
(
Qαγ +
δαγ
3
)
(ξDγβ −Wγβ )
−2ξ
(
Qαβ +
δαβ
3
)
(Qγε ∂γ uε ), (2)
Wαβ = (∂β uα −∂α uβ )/2, and Dαβ = (∂β uα +∂α uβ )/2.
The flow depends on a particle dependent parameter ξ , which is
positive for rod-like and negative for disk-like particles, while the
molecular field Hαβ describes the relaxation of the order param-
eter towards equilibrium:
Hαβ =−
δF
δQαβ
+
δαβ
3
Tr
(
δF
δQγε
)
. (3)
The Landau-de-Gennes free energy for a nematic in three-
dimensions is given by:
F =
∫
V
d3r
[
A0
2
(
1− γ
3
)
Q2αβ −
A0γ
3
Qαβ QβγQγα
+
A0γ
4
(Qαβ Qαβ )
2 +
K
2
(∂γ Qαβ )
2.
]
, (4)
where A0 is a system dependent positive constant, K is the elastic
constant in the single-constant approximation and γ is a parame-
ter that determines the phase transition (e.g., temperature). The
first three terms correspond to the bulk free energy and the last
is the elastic energy, i.e., the energy cost associated to distortions
with respect to the uniform alignment of the director field. The
isotropic (S= 0) and the nematic (S= SN) phases coexist at γ = 2.7
where the scalar order parameter is SN = 1/3. The nematic corre-
lation length is given by, LN =
√
27K/(A0γ), and sets the scale for
the decay of nematic order. As the nematic-isotropic transition is
first-order, the nematic correlation length is finite at the transition
and of the order of the characteristic length of the particles. This
length sets the scale of the nematic-isotropic interfacial width and
the size of the defect cores in the nematic phase16,17. In the sim-
ulations that follow, we fix γ at the passive nematic-isotropic co-
existence. The elastic constant and the bulk nematic parameters
are also fixed, and thus LN is fixed.
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Fig. 1 Statistical properties of the active turbulent nematic phase for a substrate with friction χ = 0.1 and different activities. A) Normalized velocity
distribution for five activities (legend as in C). The inset shows the peak velocity vp for each distribution, which is used as the characteristic velocity
in the next panels. B) Space correlation function calculated using the vorticity field for five activities (legend as in C); The inset illustrates the vorticity
field in a small window for ζ = 0.007, where the scale bar is 10 l.u. (see Fig. 1 of ESI for the vorticity and velocity field in the entire system). C) Time
autocorrelation function calculated using the vorticity field for five activities. D) Energy spectrum for three different activities. Notice that the correlation
functions and the energy spectrum collapse when reduced units (non-dimensional variables) are used.
The velocity field is governed by the continuity and Navier-
Stokes equations:
∂tρ +∂β (ρuβ ) = 0
∂t(ρuα )+∂β (ρuα uβ ) =−χuα +∂β [η(∂α uβ +∂β ∂α) (5)
+Παβ −ζQαβ ].
where ρ is the density. The first term on the right hand side of the
Navier-Stokes equation describes the friction with the substrate
with strength set by χ. The second term describes viscous stresses
with η the shear-viscosity. The last term is the active stress with ζ
the activity parameter, which is positive for extensile systems and
negative for contractile ones. Finally, the passive nematic stress
tensor is:
Παβ =−P0δαβ +2ξ
(
Qαβ +
δαβ
3
)
Qγε Hγε
−ξHαγ
(
Qγβ +
δγβ
3
)
−ξ
(
Qαγ +
δαγ
3
)
Hγβ
−∂α Qγν δF
δ (∂β Qγν )
+Qαγ Hγβ −Hαγ Qγβ , (6)
where P0 = ρ/3 is the hydrostatic pressure (for the D3Q19 lattice)
and the other terms derive from the free-energy functional. The
system dependent parameter ξ sets the tendency of the flow to
align the particles in the flow direction.
We used the numerical method described in Refs.11,15. This
method uses lattice-Boltzmann to solve the equations for the fluid
motion, recovering Eq. 5 macroscopically, and finite differences
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Fig. 2 Closing time for a circular interface. A to F show the fields for a system with activity ζ = 0.009 and substrate friction χ = 0.1 at three different
instants of reduced time: (A and D) t1/t
∗ = 186.9, (B and E) t2/t∗ = 215.7, (C and F) t3/t∗ = 269.6 . A, B and C) Order parameter, where the colors
represent the scalar order parameter (red for nematic and blue for isotropic) and the white lines indicate the directors. D, E and F) Velocity, where the
colors represent the magnitude of the local velocity (from 5.09×10−7 to 1.44×10−2). G) Closing time for different activities. The linear fit gives the slope
−2.00± 0.02. The inset shows the velocity distribution in the active turbulent phase of a system with ζ = 0.009 before passivating the circular domain
(tb/t
∗ = 176.1) and after its closure (ta/t∗ = 1078.4).
to solve Eq. 1. Some of our results are given in lattice units ex-
pressed as “l.u.” in the figures: the distance between nodes is
∆x = 1 and the time step is ∆t = 1 (see for instance Refs.9,18 to
transform these to physical units). In the following simulations
(except in Sec. 6), we set the parameters: τ = 1.2 (relaxation
time in the Boltzmann equation, which gives the kinematic vis-
cosity ν = [τ−1/2]/3 = 0.23), K = 0.01, A0 = 0.1, γ = 2.7, Γ = 0.34
and ρ = 40 on average. The aligning parameter is set to ξ = 0.7
(flow aligning regime). With these parameters LN = 1 l.u. mean-
ing that we do not resolve smaller length scales. We note that
the length of Serratia maracescens is 5−7 µm14, seting LN in the
experiments to a few 10µm. The transition from flow aligning to
flow tumbling regimes occurs at ξ ∗ = 3S/(S+2) = 0.43 if S = 1/3
(coexistence γ). The remaining parameters are given in the text
or in the figures of the corresponding simulations.
3 Characterization of the turbulent active
nematic phase
In this section, we analyze the statistical properties of the tur-
bulent active nematic phase of the model and compare them
with those reported for the swarms of Serratia marcesens14.
We consider a two-dimensional simulation box with dimensions
LX ×LY = 400× 400, and set the friction between the active ne-
matic and the substrate χ = 0.1. The active liquid crystal is initial-
ized at rest with S = 1/3 and directors pointing in random direc-
tions at each point. We choose the activity in a range where the
system relaxes to the active turbulent state after a few thousand
iterations. We take measurements after 105 time steps.
In addition to the nematic correlation length LN and the length
of the simulation box LX , which will be fixed in what follows,
there are two other length scales that are relevant and will be
varied. The first is the active length, LA =
√
K/ζ , the ratio of
elastic and active stresses, which drives spontaneous elastic dis-
tortions and hydrodynamic flow. The second is the friction or
screening length, LF =
√
ν/χ , the ratio of the shear stress and
that due to substrate friction, which sets the scale over which fric-
tional damping removes kinetic energy from the system19,20. In
order to observe fully developed active turbulence, these lengths
must satisfy LN < LA,LF ≪ LX . The second inequality is required
to avoid finite-size effects while the first ensures that the creation
of defects is not hindered by the fact that the defect cores, set by
LN , are larger than the active length, LA
21 (see Fig. 2 of ESI).
In this section the screening length is set to LF = 1.52, while the
active length is varied in the range 0.88 < LA < 1.41. This choice
of parameters, at the border of fully developed active turbulence,
was taken by visual inspection of the swarm dynamical behav-
ior reported in Ref.14. A quantitative comparison of the statisti-
cal dynamical behavior of the model and that Serratia marcescens
swarms is described in the next paragraphs.
We start by calculating the distribution of velocities for systems
with different activities, as shown in Fig. 1A. The curves resem-
ble Maxwell-Boltzmann distributions in 2D, in line with the re-
sults reported for the bacterial swarms14. Note that as the ac-
tivity increases the peak velocity also increases. The dependence
is approximately linear, for the range of activities considered, as
shown in the inset of Fig. 1A, where the peak velocity vp is ploted
as a function of the activity. In the active turbulent regime the
characteristic velocity is expected to scale with vch ∼
√
α 21. The
reason why we observed peak velocities that scale linearly is most
likely due to the narrow range of activities considered.
We note that this increase in the peak velocity contrasts with
the effect of the activity in promoting local nematic order above
the passive nematic-isotropic transition reported earlier and high-
lights the fact that the non-equilibrium active turbulent phase
cannot be described by an equilibrium system at an effective tem-
perature18.
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Fig. 3 Propagation of a flat interface. A) Typical order parameter field (ζ = 0.009 and t/t∗ = 251.6) for an interface propagating upwards. The blue
and red correspond to the isotropic and the active nematic phases while the white lines indicate the directors. The inset shows the interface at four
different instants of reduced time: 251.6, 305.5, 359.5, 413.4. B) Interface velocity vi for systems with different activities. The squares represent the
measurements from the simulations and the solid line is a quadratic fit: f (x) = ax2 + b, where a = 30.2± 0.2 and b = (−24± 2)× 10−5. As illustrated in
the inset, the interface velocity is determined by a linear fit to the average interface position 〈yi〉 as a function of time.
Next, we calculate the normalized space correlation function of
the vorticity field, ω = ∇×u:
Cr(∆r) =
〈
ω(r0) ·ω(r0 +∆r)
|ω(r0)|2
〉
, (7)
where the average is over the reference position r0 and
time. The vorticity is calculated using fourth-order finite-
differences: ∂ f∂ x (x) = [− f (x+2∆x)+8 f (x+∆x)−8 f (x−∆x)+ f (x−
2∆x)]/(12∆x)+O(∆x4). In Fig. 1B, we plot the correlation func-
tion versus the position reduced by the active length, LA, for sys-
tems with different activities. The active length is the ratio of
the elastic and active stresses and sets the scale of the vortices
in the active nematic phase. We note that the curves collapse
into a single curve revealing that the active length is dominant
in this regime. This result implies that even for the system with
the largest activity, where the active length is smaller than the
nematic correlation length, the generation of defects is not signif-
icantly hindered. The space correlation functions of the velocity
field (see Fig. 3 of ESI) exhibit a similar behaviour with a slightly
different characteristic length. The scaling with LA is also similar.
We define the characteristic length of the system as the position
of the first zero of the correlation function, Cr(∆r) = 0, which is
found to be Lch ≈ 4.5LA. The average size of the vortices Lv is
estimated from the position of the second zero of the correlation
function, which is: Lv ≈ 11.4LA. We note that, for this range of
activities, the space correlation function of the model is similar to
that reported for the swarms of Serratia marcescens, which also
exhibits a well defined minimum. As the activity of the swarms
is likely to change linearly through exposure to small doses of
ultra-violet light13, the position of the minimum could be used to
estimate the active length.
The normalised time autocorrelation function of the vorticity
field,
Ct(∆t) =
〈
ω(t0) ·ω(t0 +∆t)
|ω(t0)|2
〉
, (8)
for different activities also collapses, see Fig. 1C, when the time
is reduced by the active time defined as t∗ = LA/vp. This is the
minimal time required for a particle to move a distance equal to
an active length. We define the characteristic time of the system
as the time of the first zero of the correlation function, Ct(∆t) = 0,
which is found to be tch ≈ 10.3LA/vp. This minimum is less well
defined both in the simulations and in the experiments14 and it
is therefore less likely to be useful to estimate the activity of the
swarms.
For completeness, we calculate the energy spectrum of the ac-
tive nematic hydrodynamic model with substrate friction,
E(q) =
q
2pi
∫
dRe−iq·R〈v(t,r0) ·v(t,r0 +R)〉, (9)
where the average is over time and space. The energy spectrum
is plotted in Fig. 1D for three different activities. The reduced
wavevector is q/q∗ with q∗ = 2pi/LA and the reduced energy is
E/E∗ with E∗ = v2p/2.
A prominent feature of the spectra is the presence of a peak
at qp ≈ 0.44L−1A , close to 2pi/Lv, where Lv is the average size of
the vortices given by the position of the second zero of the space
correlation function. As for the correlation functions, the energy
spectra nearly collapse when reduced units are used. Within the
limited range of wavectors that were simulated, the energy in-
creases with q/q∗ for two decades, up to a well defined peak and
then decreases for a decade before leveling off. This leveling off
at large wavevectors, corresponds to length scales of the order of
4 l.u. and it is reasonable to assume that it is due to the ultraviolet
cut-off. We note that this cut-off sets in at scales that are a couple
of times larger than the microscopic length scales of the system.
The infrared cut-off ocurs at scales of the order of the lateral size
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of simulation box.
The first thing to notice is that the energy spectrum resembles
that observed experimentally14. Both the model and the experi-
mental spectra, however, exhibit large fluctuations and although
the measured exponents are similar, a quantitative analysis re-
veals some differences. For systems with activities 0.005, 0.009
and 0.013, we measured exponents 1.79± 0.03, 1.70± 0.03 and
1.70± 0.02 reasonably in line with the exponent 5/3 reported
for the increasing branch of the spectrum, while we measured
−1.96± 0.07, −1.98± 0.08 and −2.3± 0.1 that contrast with the
exponent −8/3 reported for the decreasing branch of the energy
spectrum of Serratia marcescens swarms14.
At the same level of analysis the results for the energy spectra
obtained from the Q tensor model are similar to those reported
in Ref.5 for Bacillus subtilis suspensions in a quasi-2D geome-
try, as well as to the results obtained from a minimal contin-
uum model for incompressible bacterial flow, which we call the
v-model (for velocity). Beyond the inertial terms, the Q tensor
and v- models have different non-linearities and this agreement
appears somewhat fortuitous. In fact, a subsequent study of the
v-model, based on sophisticated numerical techniques, revealed8
that the exponents of the rising branch of the energy spectrum
are non-universal. Furthermore, the exponents obtained for the
range of parameters corresponding to the active turbulent regime
rule out the value of 5/3 for the v-model reported earlier.5. Al-
though this does not necessarily rule out the exponents reported
here for the Q tensor model, it does show that computing reliable
energy spectra in the active turbulent regime requires the use of
specific numerical techniques, which in view of what is known
from numerical studies of turbulence in isotropic fluids is not sur-
prising.
Although active turbulence remains a very open problem, the
Q tensor theory describes qualitatively the statistical dynamical
properties of bacterial swarms. In what follows, we use this model
to investigate the propagation of active-passive interfaces.
4 Propagation of the interface
In this section, we analyze the propagation of an isotropic-
nematic interface on a substrate (with friction χ = 0.1) for a small
range of activities. We start by investigating the dynamics of the
closing of a circular interface and proceed with the propagation
of flat interfaces. Both of these problems are relevant in the study
and control of biofilms13,14.
4.1 Circular interface
In order to simulate a circular interface, we initialize the sys-
tem as described in Sec. 3: a domain with dimensions LX ×LY =
400×400 at the passive nematic-isotropic transition with S = 1/3
and directors pointing in random directions. We employ periodic
boundary conditions in both directions. After 50000 iterations,
when the system is in the steady-state active turbulent regime,
we create a circular interface by imposing S = 0 in a circle of ra-
dius R = 75 for 2000 iterations to mimic the irradiation used in
the experiments to passivate a closed domain13,14. As the ac-
tive force in the model is proportional to the local gradient of the
Fig. 4 Interfacial structure factor: temporal average of the magni-
tude squared of the Fourier modes of the interfacial height fluctuations,
∆h(x,t) = yi(x,t)− y¯i(t), where h¯(t) is the average interfacial height at time
t. The inset shows the measured exponent α of the power-law decay, for
each activity. The error bars are the errors of the linear fits.
nematic order parameter (see Eq. 5), the fluid becomes almost
static in this circular region, see Fig. 2A and D. After removing
the constraint, the circular interface starts moving inwards and
the isotropic region shrinks with time until it closes. At this point
the active turbulent phase - which is the steady state for this set
of parameters - fills the simulation box. In the inset of Fig. 2G, we
show that the velocity distribution before the interface is formed
and after its closure is unchanged, as in this model the order pa-
rameter is not conserved. A quantity of interest is the closure
time, ∆tc, which is plotted in Fig. 2G in a logarithmic scale for
different activities. The linear relation suggests a power-law de-
pendence with exponent α = −2. This is probably the simplest
way to measure the bacterial activity, provided that the swarm
dynamics is described by the model (as suggested in the previous
section) and a reference activity is defined.
4.2 Flat interface
For the flat interface, the system is initialized as in Sec. 4.1, with
different boundary conditions. The boundaries are now periodic
in the horizontal direction and no-slip at the top and bottom. The
scalar order parameter is fixed at the values of the isotropic S = 0
(top) and nematic S = 1/3 (bottom) coexisting phases, with zero
gradient for the directors in the bottom (zero order extrapolation
from the first fluid neighbor). After the active turbulent steady
state is reached, an isotropic region is created by imposing the
condition S = 0 for a period of time from t = 50000 to t = 52000 in
the region y > LY /4.
The resulting interface is flat on average and propagates into
the isotropic region. At time t, we measure the interfacial height
yi at each position x, through the scalar order parameter field
S(x,y, t). Starting from the top, we identify the interfacial height
with the value of y where S = SN/2. In Fig. 3A, we plot the order
parameter field and in the inset the interfacial height yi(x) at four
different times.
We found that the interface moves steadily with the same
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(statistical) shape: flat on average with an interfacial width, w,
that remains constant with time, in line with the experimen-
tal observations14 (see Fig. 4 of ESI). If the system is wide
enough (LF , LA ≪ LX ), w does not depend on LX . The interfa-
cial width at time t is the standard deviation of the interfacial
height fluctuations about the mean, ∆h(x, t)= yi(x, t)− y¯i(t), where
y¯i(t) = 〈yi(x, t)〉 and the angular brackets denote an average over
the horizontal coordinates. The variance w2 may be written as:
w2(t) =
1
LX
∫ LX
0
∆h(x, t)2dx =∑
q
|∆hq(t)|2 (10)
where q = npi/LX and the Fourier mode with wavevector q is,
∆hq(t) =
1
LX
∫ LX
0
∆h(x, t)e−iqxdx. (11)
The inset of Fig. 3B, shows that the mean interfacial height,
y¯i(t), increases linearly with time implying that the interfacial
velocity is constant. This linear propagation is in line with the
experimental observations at early times. At longer times, how-
ever, the experimental results suggest that the interface propa-
gates diffusively, which is to be expected if the order parameter is
conserved. In Sec. 6, we use a multicomponent model to describe
the interfacial propagation of a system where the order parameter
is conserved. Although this model captures the diffusive interfa-
cial motion, other features of the swarm interfacial dynamics are
not described by the model.
The interface velocity vi, in Fig. 3B, was found to increase
quadratically with the activity, in line with the quadratic behav-
ior of the closing time reported in Fig. 2. Indeed, if the velocity
of the circular interface is independent of the radius, we expect
∆tc ∼ ζ−α , with α the exponent of the flat interfacial velocity,
vi ∼ ζ α .
In thermal equilibrium, the creation of an interface costs an
excess free energy proportional to the interfacial tension, σ , and
the length of the interface, L. In standard capillary wave theory,
the increase in interfacial length arising from the long-wavelength
interfacial height fluctuations is22
∆L =
LX
2
∑
q
q2|∆hq|2. (12)
Furthermore, the equilibrium interfacial height mode amplitudes
are given by the equipartition theorem, and
|∆hq|2 = 2kT
LX σq2
(13)
implying that the interfacial structure factor |∆hq|2 decays at small
wavectors as 1/q2.
Here, we define the interfacial structure factor, by the time av-
erage of the magnitude squared of the Fourier modes of the in-
terfacial height fluctuations. This is ploted in Fig. 4 for three
different activities. As for the other quantities analysed previ-
ously, we find that the curves nearly collapse, when the units are
reduced by the active length. The 1/q2 decay expected at equilib-
rium was reported in the swarm experiments14. Over the limited
range of wavevectors that were simulated, we observe power-law
Fig. 5 Characteristic length Lch as a function of substrate friction, defined
as the first zero of the space correlation function, Cr(∆r) = 0 (inset). The
squares are the data and the solid line is a fit of the form Lch = aχ
− 1
2 +b,
with a = 0.44, and b = 4.35.
decays with exponents that are close but are not −2 (they vary
from −2.6 for ζ = 0.005 to −2.2 for ζ = 0.013). As shown in the
inset of Fig. 4, the exponents obtained from the model actually
depend on the activity. We note that both the theoretical and the
experimental structure factors are rather noisy and the power-law
behaviour, let alone the exponent, is suggested rather than firmly
established.
5 Effect of friction
We now turn to the effect of the substrate friction. We fix the
activity at ζ = 0.009 and investigate the effect of changing the
friction.
We start by investigating how the characteristic length Lch de-
pends on the substrate friction. The results are shown in Fig. 5,
where Lch is defined as the first zero of the space correlation func-
tion of the vorticity field (inset of Fig. 5). Lch is expected to de-
pend linearly on the screening length: LF =
√
ν/χ , where ν is
the kinematic viscosity9. The results of a fit Lch = aχ
− 1
2 + b to
the data points confirm the expectation. The non-zero value of b
depends on the particular definition of Lch. The screening length
was varied from LF = 1.5 at χ = 0.1 to LF = 37.9 at χ = 0.00016.
In the upper limit of the range we observed finite-size effects al-
though LF is only about one tenth of LX . However, the size of the
vortices is greater than 100 l.u. as shown in the inset of Fig. 5.
The energy spectra for systems with different substrate friction
follow approximately the 5/3 and −8/3 power-laws with the peak
changing with the friction (see Fig. 5 of ESI).
We found that when the friction is above a threshold that de-
pends on the activity, the turbulent active nematic forms clusters
that shrink with time until the domain is filled with the isotropic
phase. This is illustrated in the insets of Fig. 6E: on the left
(χ = 0.5 and ζ = 0.009), the active nematic clusters disappear at
long times and the steady state is isotropic; on the right (χ = 0.4
and ζ = 0.009), the active nematic domain expands as the inter-
face propagates upwards and the steady state is active turbulent
nematic. For a system with activity χ = 0.009 the friction thresh-
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Fig. 6 Active nematic on a substrate with a gradient of friction at different instants of time. The friction varies linearly from f = 0.1 at the bottom to
f = 0.9 at the top. The red and blue colors represent the nematic and the isotropic phases while the white lines represent the directors. A) t/t∗ = 0, B)
t/t∗ = 18.0, C) t/t∗ = 359.5, D) t/t∗ = 3594.6. E) Friction threshold as a function of the activity. The squares are the data and the solid line is a linear fit
f (x) = ax, with a = 48.2± 0.4. Above the line the active turbulent nematic retracts and the isotropic phase is the steady state while below the nematic
expands and the active turbulent phase is the steady state. The insets depict typical snapshots of the transients above (ζ = 0.009, χ = 0.5) and below
the coexistence line (ζ = 0.009, χ = 0.4).
old was found to lie between 0.4 and 0.5.
In order to calculate the friction threshold for a range of activ-
ities, we used a gradient of friction, which describes a substrate
with properties (e.g., rugosity or agar concentration) that change
along a certain direction. We use the same boundary conditions
as in Sec. 4.2, LX ×LY = 100× 400, and the substrate friction is
taken to vary linearly from χ = 0.1 at the bottom to χ = 0.9 at the
top. We initialize the system with active nematic and directors
pointing in random directions. A typical time evolution is shown
in Fig. 6A to D. The active nematic forms clusters in the region
with higher friction and remains as a single domain in the region
where the friction is lower. At long times, the clusters shrink and
eventually disappear and the interface becomes almost flat and
pinned, at a fixed position, in the steady-state regime. We deter-
mine the friction threshold χmax as the substrate friction at the
position where the interface is pinned.
We checked that this is indeed the friction threshold by sim-
ulating substrates with uniform friction around this value. We
found that the friction of the uniform substrate, which separates
the shrinking and expanding active nematic regimes agrees with
the friction where the interface is pinned to within 5%. The fric-
tion threshold as a function of the activity is plotted in Fig. 6E.
This line may be interpreted as the coexistence phase diagram of
isotropic and active turbulent phases on uniform substrates with
friction.
We failed to observe static interfaces with a global change of
the fields. The static or pinned interface was observed only in the
presence of gradients. In addition to the gradient of friction at
fixed activity and γ , it is possible to observe static interfaces in a
gradient of activity, at fixed friction and γ or even in a gradient of
γ , at fixed activity and friction, suggesting that these transitions
are continuous rather than first-order.
6 Conserved order parameter
To address the diffusive interfacial motion suggested by the ex-
periments on swarms, we considered the interfacial dynamics of
an active nematic multicomponent hydrodynamic model (see the
Appendix and Ref.23 for details). The multicomponent model de-
scribes an active emulsion of two immiscible fluids: the active
nematic and a passive isotropic fluid. There are two main differ-
ences between the multicomponent model considered previously
and this one. The most important difference is that the order pa-
rameter is conserved, that is the dynamics conserves the amount
of nematic and isotropic fluids. Secondly, in the previous model,
we restricted the system to a 2D geometry but the model is 3D
and thus the directors could stick out of the plane, while the mul-
ticomponent model is truly 2D. This is not a relevant difference as
in the simulations reported in the previous section the directors
are confined almost exclusively within the plane.
In the multicomponent model the local concentration of ne-
matic, varies from φ = 0 to φ = 1, which are the concentrations of
the isotropic and nematic phases, respectively. We initialize the
system, LX × LY = 800× 100, with homogeneous concentration
φ = 0.5 and directors pointing randomly. We allow the system
to evolve and, in the interval 50000 < t < 51000, we set φ = 0
and S = 0 in the region x < 325 and x > 475. We employ periodic
boundary condition in both directions.
One obvious difference between the results of the two models
is that the interface of the multicomponent model is not well de-
fined as illustrated in Fig. 7A to D. At t = 50000, the separation
between the isotropic fluid and the active nematic is clear, but, at
later times, filaments of active nematic disperse into the isotropic
fluid and it becomes difficult to identify an interface. In Fig. 7E,
we show the evolution of the standard deviation of the order pa-
rameter, which was measured by fitting a Gaussian to the spatial
distribution of the concentration φ (see the inset). The curve is a
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Fig. 7 Evolution of the order parameter in the multicomponent model for ζ = 0.007. A) t = 4× 104. B) t = 5× 104, when the interface is created. C)
t = 5× 105. D) t = 5× 106. D) Temporal evolution of the standard deviation in the spatial distribution of the order parameter for two different activities.
The circles represent the measurements from the simulations and the solid lines represent a curve fit of the form σ(t) = a
√
t + b. The inset illustrates
the measurement of the standard deviation for z = 0.007 and t = 1.5× 106 , where the points are the data from the simulation and the solid line is the
fitted Gaussian.
fit of the form σ(t) = a
√
t + b, showing that the nematic diffuses
into the isotropic phase and that this diffusion depends on the ac-
tivity. In the experiments with swarms of Serratia marcescens14,
the authors suggest that the position of the interface, at late times,
follows a
√
t, suggesting the diffusion of activity as described by
the multicomponent model. The experimental results, however,
are not very conclusive although they seem to indicate the exis-
tence of two regimes. It is not difficult, however, to fit a
√
t to the
early time and a linear fit to the late time regime. In the early
time regime the interface is actually broader and then it becomes
sharper with a shape that appears to remain constant as it prop-
agates. Clearly, further research is needed to clarify these results
both theoretically and experimentally.
7 Summary and conclusion
We have used numerical simulations to investigate the propaga-
tion of nematic-isotropic interfaces of active nematics subject to
friction between the fluid and the substrate. We used the active
nematic hydrodynamics multiphase model, based on the Q tensor
theory in 3D, confined in 2D on a substrate with friction.
We have shown that the correlation functions and the energy
spectrum of the active turbulent nematic phase, in a small range
of activities, nearly collapse if the units are reduced by the ac-
tive length. The energy spectrum exhibits a peak at a wavector
that corresponds to the size of the vortices. Both the correla-
tion functions and the energy spectrum are found to be in semi-
quantitative agreement with the results reported for swarms of
Serratia marcescens14.
The closing time of a circular interface was calculated for dif-
ferent activities and it was found to decay quadratically with the
activity, which may provide an easy way to measure the activity
of the swarms. For the flat propagating interface, the interface
velocity was found to be constant as the order parameter is not
conserved in the multiphase model. This model should provide an
even better description if the bacteria are temporarily passivated
becoming active during the time of the experiment. An alterna-
tive multicomponent model that conserves the order parameter
did not improve the overall agreement with the experiments on
swarms. In particular it failed to describe the propagation of well
defined interfaces, which were observed experimentally14. We
did not consider the reproduction of bacteria in the multicompo-
nent model, but, when this is relevant, a growth term may be
included in the model as reported in24. We note that a growth
term is an alternative, albeit different, way to describe models
with non-conserved order-parameters.
We measured the interface velocity for different activities and
calculated the structure factor of the propagating interface, which
was found to deviate from the results expected for interfaces at
equilibrium. We note that for interfaces of active Brownian par-
ticles that undergo motility induced phase separation, the inter-
facial structure factors were reported to follow, roughly, the equi-
librium (equipartition) 1/q2 decay25,26. In our model the inter-
faces propagate, which may be a significant difference from the
static interfaces of active brownian particles. In addition, the re-
sults for the interfacial structure factor are rather noisy and much
larger simulations would be required to exclude the equilibrium
behaviour of the interfacial structure factor of the Q tensor model.
We also investigated the effect of substrate friction on the in-
terfacial propagation. We verified that the characteristic length
of the active turbulent nematic scales linearly with the screen-
ing length as expected. Interestingly, we found a threshold above
which the active nematic phase forms clusters that shrink until
the system becomes isotropic. Below this friction threshold, the
interface propagates and the active nematic phase expands until
it fills the domain. By using a gradient of friction, the interface
can be pinned and become static. We also found that the gradient
of any field (friction, activity or temperature) may be used to pin
the interface, which may be of some relevance in the control of
biofilm formation.
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Appendix: Multicomponent model
To simulate the interface of a model with a conserved order pa-
rameter, we implemented the multicomponent model of Ref.23,
summarized below.
The system consists of a mixture of a nematic and an isotropic
fluid and the total mass of each fluid is conserved. The relative
concentration is given by the scalar parameter φ , which is 1 for
the nematic and 0 for the isotropic fluid. The order parameter of
the nematic phase is, Qαβ = S(2nα nβ −δαβ ), where nα is the di-
rector and S is the scalar order parameter. The free nergy density
of the system is:
f =
1
2
Aφ2(1−φ)2 + 1
2
C
(
S2nφ −
1
2
Qαβ Qαβ
)2
+
1
2
K1∂γ φ∂γ φ +
1
2
K2∂γQαβ ∂γ Qαβ , (14)
where A, C, K1 and K2 are positive constants. The first two terms,
which describe the bulk free energy, have two minima: the ne-
matic phase with S = SN and φ = 1 and the isotropic phase with
S = 0 and φ = 0. The chemical potential µ is a Lagrange multiplier
that conserves the total amount of each fluid:
µ =
∂ f
∂φ
−∂γ
(
∂ f
∂ (∂γ φ)
)
. (15)
The order parameter and the concentration evolve according to
the Beris-Edwards and the Cahn-Hilliard equations:
∂tφ +∂β (φuβ ) = M∇
2µ (16)
(∂t +uκ ∂κ )Qαβ =−ξΣαβκλ Dκλ −TαβκλWκλ +ΓHαβ , (17)
where M is the mobility constant which controls the diffusion and:
Σαβκλ = S
−1
n Qαβ Qκλ −δακ (Qλβ +SN δλβ )
− (Qαλ +SN δαλ )δκβ +δαβ (Qκλ +SNδκλ ), (18)
Tαβκλ = Qακ δβλ −δακ Qβλ .
The molecular field gives the relaxation of the order parameter
towards the minimum of the free energy:
Hαβ =
1
2
(δαβ δκλ −δακ δβλ −δαλ δβκ )
[
∂ f
∂Qκλ
−∂λ
(
∂ f
∂ (∂γ Qκλ )
)]
(19)
The density and velocity field are governed by the continuity and
Navier-Stokes, Eq. 5, equation with the stress tensor given by:
Παβ =−P0δαβ +(ξΣαβκλ +Tαβκλ )Hκλ
+( f −µφ)δαβ −
∂ f
∂ (∂β φ)
∂α φ − ∂ f
∂ (∂β Qκλ )
∂α Qκλ . (20)
In the simulations, we have used the following parameters:
SN = 1, A = 0.08, C = 0.5, K2 = 0.005, K1 = 0.01, Γ = 0.1, M = 0.1,
τ = 1.2 (relaxation time used in the Boltzmann equation), χ = 0.1,
ξ = 0.7, ρ = 40 on average.
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