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Abstract. The Truncated Nonsmooth Newton Multigrid (TNNMG) method
is a robust and efficient solution method for a wide range of block-separable
convex minimization problems, typically stemming from discretizations of non-
linear and nonsmooth partial differential equations. This paper proves global
convergence of the method under weak conditions both on the objective func-
tional, and on the local inexact subproblem solvers that are part of the method.
It also discusses a range of algorithmic choices that allows to customize the
algorithm for many specific problems. Numerical examples are deliberately
omitted, because many such examples have already been published elsewhere.
AMS classification: 65K15, 90C25, 49M20
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1. Introduction
We consider minimization problems for energy functionals having block-separable
nonsmooth terms. Given an objective functional J : Rn → R ∪ {∞}, we assume
that it has the form
J = J0 + ϕ,(1)
where J0 : Rn → R is coercive and continuously differentiable, and ϕ : Rn → R ∪
{∞} is block separable, i.e., there are functionals ϕi : Rni → R∪{∞}, i = 1, . . . ,M
that are convex, proper, lower semi-continuous, and continuous on their domains
such that
ϕ(v) =
M∑
i=1
ϕi(vi),
where
∑M
i=1 ni = n and we implicitly identify Rn with
∏M
i=1Rni .
Such minimization problems occur in many fields of science; however, we are
mainly interested in the case where they result from discretized nonsmooth partial
differential equations (PDEs). Examples of such PDEs include contact and friction
models in solid mechanics [26, 33], certain models of porous media flow [3], but also
many variants of Allen–Cahn-type phase-field models [25]. The block-structure is
typically either induced by grouping all vector components of a given vector-valued
degree of freedom, or by grouping the degrees of freedom of a grid element in a
Discontinuous-Galerkin-type discretization. Nonsmoothness can originate from the
Parts of this work were motivated by enjoyable discussions with Elias Pipping.
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PDE itself, or from local convex constraints to admissible sets Ki, which can be
incorporated through local indicator functionals ϕi = χKi . We do not make use of
the relationship of J to PDEs other than by implicitly assuming that the individual
block sizes ni are small compared to their number M , and by proposing to solve
linear subproblems inexactly by multigrid methods.
The nondifferentiable terms ϕi make minimizing functionals of the type (1) noto-
riously difficult. Interior-point methods [4] are expensive, because they solve entire
sequences of linear problems, and preserving robust global convergence is difficult,
if these problems are solved only inexactly. The same issues also plague semismooth
Newton [32] and classical active-set methods, which are closely related [2, 20, 19].
Such methods do not actively exploit convexity and block-separability of the ob-
jective functional. They also struggle with the unbounded gradients that appear in
several practically relevant phase-field models, which lead to ill-conditioned linear
systems.
Similarly, the very generic subgradient and bundle methods make no use of the
block structure or convexity, either. They also disregard any second-order infor-
mation, and they are therefore very slow, and convergence is not always guaran-
teed [7]. In contrast, local relaxation and operator splitting approaches use the
specific problem structure to obtain global convergence, but are also very slow for
problems resulting from discretized PDEs [5, 25].
In this paper we present the Truncated Nonsmooth Newton Multigrid (TNNMG)
method, a nonsmooth multigrid method for block-separable nonsmooth minimiza-
tion problems. While we have proposed TNNMG before for various more specialized
problems [10, 14, 13, 15], we now present it as a general framework that includes
all previous incarnations of TNNMG as special cases.
The TNNMG method combines local relaxation methods with a generalized
Newton approach. It consists of a nonlinear pre-smoother followed by an inexact
linear correction step, typically one multigrid iteration. Thus it can be interpreted
alternatively as a multigrid method with a nonlinear fine grid smoother, or as an
inexact Newton method with a nonlinear corrector step [34]. The method does
not regularize the problem, and does not involve parameters that would need to be
selected manually. Numerous numerical experiments have shown that it achieves
multigrid-like convergence behavior (i.e., mesh-independent convergence rates and
linear time complexity) on a wide range of difficult nonlinear problems if reasonable
initial iterates are available. In case of discretized PDEs, such initial iterates can
typically be obtained by nested iteration, i.e., by using inexact solutions for coarser
discretizations [10]. We emphasize that good initial iterates are not mandatory for
convergence itself, but only to obtain multigrid-like convergence speed.
In this paper we prove global convergence of the method under very weak condi-
tions on the functional, the smoother, and the linear correction. The convergence
result subsumes previous results for obstacle [10] and contact problems [13], as well
as for problems with polyhedral nonsmoothness [14, 25]. Unlike those previous
results, we allow search spaces that do not coincide with the block structure, and
we even allow non-direct sums of search spaces. This in particular allows us to
reprove the main results of [14] in a much simpler way. We show convergence of
the presented method to stationary points, such that we get convergence to mini-
mizers, e.g., if J0 is convex. While the convergence proof only requires continuous
differentiability of J0, the method uses a Newton-type linearization in a substep
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such that we need at least Lipschitz continuity of J ′0. The strongest results are
obtained for strictly convex J , but biconvex and certain quasiconvex problems are
covered by the theory as well.
The convergence proof relies mainly on the convergence of the Gauß–Seidel-type
pre-smoother by itself. Weak conditions on such smoothers are stated that ensure
global convergence of TNNMG. These weak conditions allow various cheap inexact
solvers to be used for the local nonsmooth subproblems. We propose various such
inexact solvers and prove that they fulfill the conditions.
On the other hand, while the linear correction step does not really interfere
in the convergence proof at all, it is crucial for fast convergence of the TNNMG
method. The step involves constructing a sufficiently large subspace on which a
Newton-type correction problem is well defined, and then solving this problem in
a suitably inexact way. The standard way is to use a single geometric or algebraic
multigrid step here. Such a choice then leads to the interpretation of the overall
method as a multigrid method. However, other choices of solvers are possible, and
can be useful in certain situations.
This article is structured as follows: We begin by formally stating the problem in
Chapter 2. In Chapter 3 we introduce the TNNMG method, and in Chapter 4 we
prove its global convergence. Chapter 5 discusses ways to inexactly solve the local
minimization problems that make up the nonlinear multigrid smoother. Chapter 6
introduces truncated linearized correction problems, and Chapter 7 discusses ef-
ficient inexact solvers for those problems, which are crucial to obtain the overall
multigrid-like convergence speed of TNNMG. An appendix collects a few technical
results.
The paper deliberately omits numerical benchmarks of the method, because
many of these have already appeared in the literature. Among others, we refer the
reader to [13] for contact problems, [13, 15] for phase-field problems, and [34] for
the performance of TNNMG on small-strain plasticity problems.
2. Block-separable nonsmooth functionals
The TNNMG method is designed to solve nonsmooth minimization problems
u∗ ∈ Rn : J (u∗) ≤ J (v) ∀v ∈ Rn,(2)
for possibly nondifferentiable functionals J : Rn → R ∪ {∞}. Throughout the
paper we will assume that J is proper, coercive, lower semi-continuous, continuous
on its domain domJ := {x ∈ Rn | J (x) <∞}, and that domJ is convex, but not
necessarily closed.
The algorithm is based on a subspace decomposition
Rn =
m∑
k=1
Vk(3)
into m subspaces Vk of dimensions nk := dimVk, k = 1, . . . ,m. The sum in (3) does
not need to be direct. For practical purposes we will also assume coordinate systems
for each subspace in the sense that we identify Vk with Rnk using prolongation maps
Pk : Rnk → Rn, k = 1, . . . ,m,(4)
such that for each k, Pk is an isomorphism from Rnk to Vk.
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If J is differentiable, then the splitting (3) is sufficient to characterize minimizers
of J in the sense that u ∈ Rn is a global minimizer of J if it is a global minimizer
with respect to each Vk. For nondifferentiable J this is no longer true, unless
the subspace splitting is compatible with the nondifferentiable structure of J . For
counterexamples we refer to [8]. Here, we will make compatibility an additional
assumption.
Definition 2.1. The decomposition (3) is called compatible with J if
J (u) ≤ J (u+ v) ∀v ∈ Vk, k = 1, . . . ,m(5)
implies global optimality
J (u) ≤ J (u+ v) ∀v ∈ Rn.
An important example for this situation are block-separable nonsmooth prob-
lems with a corresponding subspace decomposition. We consider problems with a
nonsmooth, convex, and separable part, and a smooth but possibly nonconvex part.
Definition 2.2. Let R : Rn →∏Mk=1RNk be an isomorphism with R = (R1, . . . , RM )
and surjective linear maps Rk : Rn → RNk . We say that a function J : Rn →
R∪{∞} is block-separable nonsmooth with respect to R if there is a continuously
differentiable function J0 : Rn → R, and convex, proper, lower-semicontinuous
functions ϕk : RNk → R ∪ {∞} such that
J (v) = J0(v) +
M∑
k=1
ϕk(Rkv)︸ ︷︷ ︸
=:ϕ(v)
.
We note that for any such isomorphism R : Rn → ∏Mk=1RNk , the maps Rk :
(kerRk)
⊥ → RNk are isomorphisms themselves, which together with n = ∑Mk=1Nk
gives rise to the direct sum representation
Rn =
M⊕
k=1
(kerRk)
⊥.(6)
Using the subspaces induced by the block-separability leads to a compatible de-
composition. However, the following result shows that more general decompositions
are also possible.
Lemma 2.1. Let J : Rn → R ∪ {∞} be convex and block-separable nonsmooth
with respect to an isomorphism R : Rn → ∏Mk=1RNk . Assume that for any block
k = 1, . . . ,M the decomposition contains a subspace Vk′ with (kerRk)
⊥ ⊂ Vk′ .
Then the decomposition is compatible with J .
Proof. Let u ∈ Rn satisfy (5). To any k = {1, . . . ,M} we associate an index k′
such that (kerRk)
⊥ ∈ Vk′ . The optimality of u in u + Vk′ implies the variational
inequalities
〈J ′0(u), wk′ − u〉+ ϕ(wk′)− ϕ(u) ≥ 0 ∀wk′ ∈ u+ Vk′(7)
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for k = 1, . . . ,M . Now let w ∈ Rn and v = w − u. Then, according to (6), there is
a decomposition
v =
M∑
k=1
vk, vk ∈ (kerRk)⊥ ⊂ Vk′
with some k′ for each k. Since the sum (6) is direct, we have Rkv = Rkvk and
Rivk = 0 for i 6= k, which implies
ϕ(u+ vk)− ϕ(u) =
M∑
i=1
[
ϕi(Ri(u+ vk))− ϕi(Riu)
]
= ϕk(Rk(w))− ϕk(Rku).(8)
Inserting wk′ = u + vk into the variational inequalities (7), summing up for all
k = 1, . . . ,M , and using (8) finally gives
〈J ′0(u), w − u〉+ ϕ(w)− ϕ(u) ≥ 0.
Since w ∈ Rn was arbitrary and J is convex, this proves the assertion. 
Lemma 2.1 shows compatibility for general possibly non-direct subspace de-
compositions. Such decompositions occur, e.g., when using domain decomposition
methods [18, 36, 37, 5] and nonlinear multi-level relaxation methods [29, 10, 1, 23,
24]. In the present paper we will concentrate on subspace decompositions where
we either have
(kerRk)
⊥ = Vk k = 1, . . . ,m = M(9)
or where each (kerRk)
⊥ can be written as a direct or non-direct sum of a subset
of the subspaces Vk′ . In the following we list a few examples of suitable energy
functionals. For a set U , we denote by χU the indicator functional
χU (z) :=
{
0 if z ∈ U,
∞ otherwise.
Example 2.1. Let A ∈ Rn×n be symmetric and positive definite, b ∈ Rn, and let
Kk ⊂ R, k = 1, . . . , n be nonempty, closed, possibly unbounded intervals. Then
J (v) := 1
2
〈Av, v〉 − 〈b, v〉︸ ︷︷ ︸
=:J0(v)
+
n∑
k=1
χKk(vk)︸ ︷︷ ︸
=:ϕk(vk)
is block-separable nonsmooth, and the decomposition of Rn into Vk = {v ∈ Rn | vi =
0 ∀i 6= k} is compatible. This is the energy functional for the classic obstacle
problem of minimizing J0 in the hypercube K =
∏n
i=1Ki, see [10].
Example 2.2. Let Di ∈ Rd×n, and γi : Rd → R be convex, continuously differen-
tiable functions for i = 1, . . . , l. Then the functional
J (v) :=
l∑
i=1
γi(Div)︸ ︷︷ ︸
=:J0(v)
+
n∑
k=1
χ[0,1](vk)︸ ︷︷ ︸
=:ϕk(vk)
is block-separable nonsmooth, and the decomposition into Vk = {v ∈ Rn | vi =
0 ∀i 6= k} is compatible. Functionals of this form with γi(z) = ωiγ(z) and a
quadrature weight ωi are obtained, e.g., for discretized minimal surface equations
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with an obstacle [17], and shallow-ice glacier models [21, 22]. In both cases Di
represents the local evaluation of the gradient of a finite element function. For the
minimal surface equation we have γ(z) =
√
1 + ‖z‖22, while the p-Laplace operator
in shallow-ice models leads to γ(z) = ‖z‖p2. For anisotropic phase-field models one
obtains similar functions with an additional quadratic term [11].
Example 2.3. Let A and b be as above, R : Rn → (RL)m an isomorphism, and
G :=
{
v ∈ RL |
L∑
i=1
vi = 1, vi ≥ 0 ∀i = 1, . . . , L
}
(10)
the L-dimensional Gibbs-simplex. Then the functional
J (v) := 〈Av, v〉 − 〈b, v〉︸ ︷︷ ︸
=:J0(v)
+
m∑
k=1
χG(Rkv)︸ ︷︷ ︸
=:ϕk(Rkv)
is block-separable nonsmooth, and the decomposition into Vk = (kerRk)
⊥ is com-
patible. Note that these subspaces take the form Vk = ek ⊗ RL if we identify
Rn = (RL)m, where ek is the k-th canonical basis vector in Rm. Functionals
of this form occur when discretizing multi-component phase-field models [25]. It
was shown in [14, 25] that another compatible subspace decomposition is given by
Vk,i = ek ⊗ ηi, where η1, . . . , ηl denote the l = 12 (L− 1)L edge vectors of G.
Example 2.4. Let A, b, and R as above, ‖ · ‖ : RL → R a norm on RL, and ωk > 0
positive weights. Then the functional
J (v) = 〈Av, v〉 − 〈b, v〉︸ ︷︷ ︸
=:J0(v)
+
m∑
k=1
ωk‖Rkv‖︸ ︷︷ ︸
=:ϕk(Rkv)
has the desired form with a compatible decomposition of Rn = (RL)m into Vk =
ek ⊗ RL. Functionals of this type are, e.g., obtained for certain friction laws, and
in primal formulations of small-strain plasticity [16].
3. The Truncated Nonsmooth Newton Multigrid method
The Truncated Nonsmooth Newton Multigrid Method (TNNMG) was introduced
in [10] for quadratic obstacle problems, and later generalized to variational inequal-
ities of the second kind with separable nonsmooth nonlinearities [13, 9]. Similar to
these cases, the extension to block-separable nonsmooth problems of the form (2)
will be based on a nonlinear block Gauß–Seidel iteration and an additional linear
correction step. For given initial iterate u0 ∈ domJ and iteration number ν ∈ N0,
one step of the TNNMG method is defined as follows:
TNNMG METHODS FOR BLOCK-SEPARABLE MINIMIZATION PROBLEMS 7
1 Input: Given uν
2 begin Nonlinear pre-smoothing
3 Set wν,0 := uν
4 for k = 1, . . . ,m do
5 Compute wν,k ∈ wν,k−1 + Vk:
wν,k :≈ arg min
v∈wν,k−1+Vk
J (v)
6 end
7 Set uν+
1
2 := wν,m
8 end
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9 begin Truncated linear correction
10 Determine large subspace Wν ⊂ Rn such that J |
uν+
1
2+Wν
is C2 near uν+
1
2 .
11 Compute vν ∈Wν as
vν :≈ −
(
J ′′(uν+ 12 )|Wν×Wν
)−1(
J ′(uν+ 12 )|Wν
)
(11)
12 end
13 begin Post-processing
14 Compute the projection v˜ν := ΠdomJ−uν+1/2(vν)
15 Compute ρν ∈ [0,∞) such that J (uν+ 12 + ρν v˜ν) ≤ J (uν+ 12 )
16 end
17 Output: Set uν+1 := uν+
1
2 + ρν v˜
ν
Using the prolongation operators Pk of (4), the incremental minimization prob-
lems in Line 5 for a given intermediate iterate w = wν,k−1 ∈ Rn can be written as
minimization problems in Rnk
arg min
v∈w+Vk
J (v) = w + arg min
v∈Vk
J (w + v) = w + Pk arg min
ξ∈Rnk
J (w + Pkξ).(12)
We are mainly interested in block-separable problems originating from discretized
PDEs where the block-sizes nk are independent of the problem size n. If the
subspaces Vk are chosen according to the blocks or even finer, then the size of the
subproblems (12) is in O(1), which allows to use more expensive schemes for their
approximate solution.
In Line 11 we denote by J ′(uν+ 12 )|Wν and J ′′(uν+
1
2 )|Wν×Wν the gradient and
Hessian of the restriction of the objective functional J to the subspaces Wν and
Wν × Wν , respectively. While J is in general not even differentiable, these are
still well-defined expressions since J is twice continuously differentiable on Wν by
construction of Wν . In implementations it is convenient to represent these restricted
derivatives with respect to coordinates in Rn by extending them with zero to the
orthogonal complement of Wν . In such a situation, the restricted Hessian is not
invertible as a map Rn → Rn. However, if J is convex and J ′′0 (v) exists and is
positive definite for any v then the correction problem (11) still has a unique solution
in Wν . In general this can be expressed by replacing (J ′′(uν+ 12 )|Wν×Wν )−1 by the
Moore–Penrose pseudo-inverse of J ′′(uν+ 12 ) on Rn. Similar arguments hold if J0
is not C2, but has a Lipschitz-continuous first derivative. Then, J ′′ needs to be
replaced by a suitable generalized derivative of J ′.
Simply adding the linear coarse grid correction vν from Line 9 to uν+
1
2 to obtain
the new iterate uν+1 may lead to infeasibility of uν+1, since Line 9 is not aware of
the domain of J . Adding a damped version of vν can ensure feasibility, but this
may lead to very small damping parameters and thus to poor convergence. As an
alternative we first compute a Euclidean projection v˜ν of vν into the domain in
Line 14. While this ensures feasibility of uν+
1
2 + v˜ν it may still increase energy,
because the projection is only aware of the domain, but not of the values of J . To
ensure energy decrease damping is then applied to the projected correction.
The post-processing steps are depicted in Figure 1. In particular, note that using
a damped, projected correction may lead to larger steps compared to pure damping
without preceding projection.
TNNMG METHODS FOR BLOCK-SEPARABLE MINIMIZATION PROBLEMS 9
uν+
1
2
uν+
1
2 + ρvν (pure damping)
uν+
1
2 + vν (no projection, no damping)(projection) uν+
1
2 + v˜ν
uν+1 = uν+
1
2 + ρν v˜
ν
Figure 1. Illustration of the TNNMG post-processing steps. The
square represents the admissible set domJ .
4. Global convergence
We now prove that the TNNMG iteration converges to a stationary point for
any initial iterate u0. For this we need some assumptions on the inexact solution
operators that map wν,k−1 to wν,k in Line 5 of the TNNMG algorithm. To this
end we introduce operators
Mk : domJ → domJ , Mk − Id : domJ → Vk(13)
such that
wν,k =Mk(wν,k−1), wν,0 = uν .(14)
These operators represent the inexact minimization of J in the affine subspaces
wν,k−1 + Vk by, e.g., some iterative algorithm. Using this notation the inexact
block Gauß–Seidel loop in Lines 1–8 takes the form
uν+
1
2 =M(uν), M :=Mm ◦ · · · ◦M1.(15)
The convergence proof hinges on the continuity of the compound operators J ◦
Mk. In case of exact minimization, Mk is
Mk(·) = arg min
v∈(·)+Vk
J (v),
and we get continuity of J ◦ Mk = minv∈(·)+Vk J (v) as a direct consequence of
Lemma 5.1 below. However, this continuity may not hold for general inexact min-
imization operators Mk. Therefore we introduce additional operators
M˜k : domJ → domJ , M˜k − Id : domJ → Vk(16)
with continuous J ◦ M˜k that bound the energy decrease realized by Mk from
above, i.e., we assume that
J (Mk(v)) ≤ J (M˜k(v)) ∀v ∈ domJ .
These operators do not appear in the implementation of the method but will only
be used as a tool to prove convergence.
Finally, we introduce an operator C : domJ → domJ that represents the
truncated linear correction and the post-processing in Lines 9–17 in the sense that
uν+1 = C(uν+ 12 ).(17)
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However, this operator does not have to be continuous in any way. Note that (15)
and (17) together formalize the TNNMG algorithm.
Theorem 4.1. Let J : Rn → R ∪ {∞} be coercive, proper, lower-semicontinuous,
and continuous on its domain, and assume that J (w + (·)) has a unique global
minimizer in all Vk, k = 1, . . . ,m for each w ∈ domJ . For local operators Mk
of the form (13), a correction operator C : domJ → domJ , and an initial guess
u0 ∈ domJ let (uν) be given by the algorithm (15) and (17). Assume that there
are operators M˜k of the form (16) such that the following holds:
(1) Monotonicity: J (Mk(v)) ≤ J (M˜k(v)) ≤ J (v) and J (C(v)) ≤ J (v) for
all v ∈ domJ .
(2) Continuity: J ◦ M˜k is continuous.
(3) Stability: J (M˜k(v)) < J (v) if J (v) is not minimal in v + Vk.
Then any accumulation point u of (uν) is stationary in the sense that
J (u) ≤ J (u+ v) ∀v ∈ Vk, k = 1, . . . ,m.(18)
The proof uses the following direct consequence of lower semi-continuity.
Lemma 4.2. If F : Rn → R ∪ {∞} is lower semi-continuous, then the sub-level
set F−1((−∞, C]) is closed for any C ∈ R. In particular, this guarantees that
limxν ∈ domF for any convergent sequence xν with bounded F (xν).
Proof of Theorem 4.1. Throughout the proof we assume that the sequences wν,k
are defined according to (14). Now let (uνl) be any convergent subsequence of (uν)
with uνl → u. Then by Lemma 4.2 we have u ∈ domJ . We will show that u is
stationary in the sense of (18).
As the subsequences (wνl,k)l∈N are also bounded for any k there are subsubse-
quences (w.l.o.g. also indexed by νl) and limits w
k such that wνl,k → wk for l→∞
for all k = 1, . . . ,m. In particular, we have wνm,0 = uνm → u =: w0. For any
k = 1, . . . ,m we then have by monotonicity of J with respect to Mk, M˜k, and C
J (wνl+1,k−1) ≤ J (wνl,k) ≤ J (M˜k(wνl,k−1)) ≤ J (wνl,k−1) ≤ J (u0) <∞,
and thus wk ∈ domJ by Lemma 4.2. Taking the limit l→∞ and using continuity
of J and J ◦ M˜k we get
J (wk−1) ≤ J (wk) ≤ J (M˜k(wk−1)) ≤ J (wk−1),(19)
which, together with stability, implies that M˜k(wk−1) is the unique minimizer of
J in wk−1 +Vk and thus M˜k(wk−1) = wk−1. From wνl,k−wνl,k−1 ∈ Vk we get for
the limit wk − wk−1 ∈ Vk and thus wk ∈ wk−1 + Vk. Hence J (wk) ≤ J (wk−1) (as
shown in (19)) and uniqueness of the minimizer in wk−1 + Vk show wk = wk−1.
We conclude that we have wm = wm−1 = · · · = w0 = u, and thus M˜k(u) = u
for k = 1, . . . ,m. Hence we get (18) from the stability assumption (3). 
Under the additional assumption of a compatible subspace decomposition we
can show convergence to minimizers of J .
Corollary 4.3. Assume that, additionally to the assumptions of Theorem 4.1, the
subspace decomposition Rn =
∑m
k=1 Vk is compatible with J . Then any accumula-
tion point of uν is a global minimizer of J .
Corollary 4.4. Assume that, additionally to the assumptions of Corollary 4.3, J
has a unique global minimizer u∗, then uν converges to u∗.
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Proof. Since J is coercive and J (uν) is monotonically decreasing, the sequence uν
is bounded. Hence, if uν does not converge to u∗ it must have an accumulation
point u 6= u∗, which contradicts Corollary 4.3. 
These convergence results cover many important cases; in particular, they imply
global convergence to a minimizer for all example functionals listed in Chapter 2.
For reference we state global convergence for strictly convex, block-separable non-
smooth functionals as a separate corollary.
Corollary 4.5. Let J : Rn → R ∪ {∞} be strictly convex, coercive, proper, lower
semi-continuous, and continuous on its domain. Assume that J is block-separable
nonsmooth, and consider the induced subspaces Vk := (kerRk)
⊥. Then the TNNMG
method with smoother M = Mm ◦ · · · ◦ M1 and linear correction C satisfying
the monotonicity, continuity, and stability assumptions of Theorem 4.1 converges
globally to the unique minimizer of J .
This corollary subsumes previous results from [14, 25, 13] and others. However,
the theory covers many more general situations as well, such as the biconvex energies
in [31], and certain quasi-convex functionals.
5. Solution of local subproblems
In the following we will give several examples of local operatorsMk that satisfy
the assumptions of Theorem 4.1.1 Evaluating such an operator is equivalent to the
inexact minimization
arg min
v∈wν,k−1+Vk
J (v)(20)
in the k-th affine subspace wν,k−1 + Vk. These evaluations appear as local sub-
problems in Line 5 of the TNNMG algorithm, and form the nonlinear Gauß–Seidel
smoother. In the following we only consider a single subspace V := Vk. Introducing
N = nk, and dropping all other indices we will write (20) as
arg min
v∈w+V
J (v)(21)
for a given w ∈ Rn.
5.1. Exact minimization. The trivial choice for the local correction operatorM
is the exact minimization operator Mex given by
Mex(w) := arg min
v∈w+V
J (v).(22)
In the case where the minimizer is not unique, we assume thatMex(w) is any of the
global minimizers in the affine subspace w+V . This is sufficient for the application
of Theorem 4.1, because all assumptions there are stated in terms of J ◦M, which
is invariant under the specific choice.
Lemma 5.1. Let J be block-separable nonsmooth, and let the decomposition be
induced by the block-structure, i.e., (9). Then the exact minimization operator
M =Mex satisfies the assumptions of Theorem 4.1 with M˜ =Mex. In particular,
the minimal energy J ◦Mex is continuous on domJ .
1Note that “satisfy the assumptions” generally means that there exists a bounding minimiza-
tion operator M˜k with the necessary properties. In some cases this operator coincides withMk
itself.
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Proof. The operator M = M˜ =Mex is stable and monotone by construction. To
show continuity of J ◦Mex, note that the block-separability of the functional
J (v) = J0(v) +
M∑
k=1
ϕk(Rkv)
implies that its domain takes the form
domJ = domϕk ×
(∏
i 6=k
domϕi
)
.
The assertion then follows from Corollary A.2. 
If the subspace decomposition is not induced by the block-separable structure
of J , then the minimization (22) is in general not continuous. We refer to [14] for
an example. The following result shows that continuity still holds if the domain is
polyhedral. It is a generalization of a result shown in [14] for the case of a convex J .
Lemma 5.2. Let domJ be a convex polyhedron. Then M = M˜ = Mex satisfies
the assumptions of Theorem 4.1.
Proof. Monotonicity and stability are again given by construction, while continuity
for polyhedral domains is shown in Corollary A.3. 
We can also show that inexact versions ofMex satisfy these assumptions if they
guarantee sufficient descent.
Lemma 5.3. Let the functional J and the subspace decomposition satisfy either
the assumptions of Lemma 5.1 or of Lemma 5.2. Assume that the operator
M : domJ → domJ , M− Id : domJ → V
satisfies the sufficient descent condition
J (w)− J (M(w)) ≥ ε[J (w)− J (Mex(w))]
for a fixed ε > 0. Then M satisfies the assumptions of Theorem 4.1.
Proof. By continuity of J on domJ , for any w ∈ domJ there exists a w˜ ∈
domJ ∩ w + V with
J (w˜) = (1− ε)J (w) + εJ (Mex(w)).
Now we set M˜(w) = w˜. Then we have
J (M(w)) ≤ (1− ε)J (w) + εJ (Mex(w)) = J (M˜(w)) ≤ J (w),
which is the required monotonicity. Continuity of J and of J ◦Mex (Lemma 5.1)
imply continuity of J ◦M˜. Furthermore J (M˜(w)) = J (w) implies J (Mex(w)) =
J (w) which shows stability. 
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5.2. Polyhedral Gauß–Seidel. We now consider the case of a block-separable
nonsmooth functional
J (v) = J0(v) +
M∑
k=1
ϕk(Rkv)
where, additionally, each ϕk is piecewise smooth on a partition of its domain into
a finite set a convex polyhedra. Furthermore we assume the induced subspace de-
composition (9). Here, solving the piecewise smooth subproblems in each subspace
Vk can be nontrivial problem.
For the case that domϕk is a simplex, [25] proposed to further split Vk into the
one-dimensional spaces spanned by the simplex edges and to successively minimize
in each of those spaces. This was generalized in [14] to general polyhedral partitions,
by using spaces
Vk =
mk∑
i=1
Vk,i,
where the one-dimensional subspaces Vk,i are aligned with the edges of the poly-
hedral partition of domϕk. For the precise definition of these subspaces and the
treatment of the case that the edges do not span the whole space we refer to [14].
Instead of showing for each Vk that this procedure takes the form of an inexact
minimization operatorMk in Vk in the sense of Theorem 4.1, we can simply apply
this theorem to the decomposition
Rn =
m∑
k=1
mk∑
i=1
Vk,i(23)
and use an exact or inexact minimization step in each one-dimensional subspace
Vk,i. Such inexact minimization operators Mk,i for Vk,i can be constructed by
straightforward application of bisection with fully practical termination criteria,
see, e.g., [14]. The resulting relaxation method is called the Polyhedral Gauß–Seidel
method. A variant of the following theorem has been the main result of [14].
Theorem 5.4. Let J : Rn → R ∪ {∞} be coercive, proper, lower-semicontinuous,
and continuous on its domain. Suppose that there exists a finite partition of domϕ
into nondegenerate, convex, closed polyhedra such that ϕ is piecewise smooth with
respect to this partition. Consider the decomposition of Rn into one-dimensional
subspaces Vk,i such that any tangent cone of the partition is generated by vectors
from the one-dimensional spaces Vk,i.
On each such subspace, let Mk,i be the exact minimization operator (22) or its
inexact cousin in the sense of Lemma 5.3. Then all accumulation points of the
TNNMG method are stationary. Additionally, if J is convex and has a unique
minimizer, then the method will converge to that minimizer.
Proof. The result follows directly from Theorem 4.1 and Corollary 4.4, if we can
show continuity of J ◦ Mk,i and compatibility of the decomposition (23). The
continuity of J ◦ Mk,i was shown in Lemmas 5.2 and 5.3 for the exact and the
inexact case, respectively. The compatibility of the splitting with J was shown in
Lemma 5.1 of [14]. 
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5.3. First-order models. In this section we assume that J is block-separable
nonsmooth and that the decomposition is induced by the block-structure, i.e., (9)
holds. Then the local subproblems (21) take the form
v∗ ∈ RN : f(v∗) ≤ f(v) ∀v ∈ RN
where
f(v) = fw(v) = J0(w + Pv)︸ ︷︷ ︸
=:f0(v)
+ϕk(Rkw + v)︸ ︷︷ ︸
=:ψ(v)
,(24)
and P = Pk is the prolongation operator defined in (4). Under the assumption
that f is convex we will now construct inexact solvers for these problems by solving
approximate problems exactly. To this end we introduce the notion of first-order
dominating models. These models differ from standard first-order models by only
approximating the smooth part f0 of the functional f , while the nonsmooth part
ψ is treated exactly.
Since we only need these models for incremental problems we can simplify the
situation without loss of generality by only considering models fitted to f in the
origin.
Definition 5.1. A functional M : RN → R∪ {∞} is called a first-order model for
f at 0 ∈ domψ if there is a continuously differentiable M0 : RN → R with
M(v) = f0(0) + 〈f ′0(0), v〉+M0(v) + ψ(v)
such that M0(0) = 0 and M
′
0(0) = 0.
First-order models allow to detect minimizers, i.e., if the original functional is
not minimal in 0, then neither is the model.
Lemma 5.5. Let M be a first-order model of f at 0 ∈ RN , and v ∈ RN with
f(v) < f(0). Then there is a t > 0 with M(tv) < M(0) = f(0).
Proof. From convexity of f we get for any t ∈ (0, 1) that
0 > f(v)− f(0) ≥ 1
t
(f(tv)− f(0))
≥ 1
t
[〈f ′0(0), tv〉+ ψ(tv)− ψ(0)].
As M0 is differentiable with M
′
0(0) = 0 we get for sufficiently small t > 0 that
1
2
(f(0)− f(v))︸ ︷︷ ︸
>0
≥ 1
t
[
M0(tv) +M0(0)
]
.
Adding both inequalities and multiplying by t > 0 yields
0 >
t
2
(
f(v)− f(0)) ≥M(tv)−M(0). 
Although a first-order model can only be minimal if the exact functional is min-
imal, minimizing the model does not necessarily decrease the value of the original
functional. In order to obtain this property the model must also be dominating.
Definition 5.2. A first-order model M : RN → R ∪ {∞} for f at 0 ∈ domψ is
called dominating if it satisfies M(v) ≥ f(v) for all v ∈ RN .
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We will now show that exact minimization of a dominating first-order model
leads to an inexact minimization operatorM in the sense of Theorem 4.1. Here, the
exact minimization of the model will play the role of the continuous minimization
operator M˜. We define
Mmod(w) := w + P arg min
v∈RN
M(v).(25)
We will only consider the case that M0 does not depend on w. The following
results can be generalized to w-dependent M0 under strong technical continuity
assumptions for M ′0 with respect to w.
Theorem 5.6. For any w ∈ domJ let fw be as defined in (24). Set
Mw(v) := fw,0(0) + 〈f ′w,0(0), v〉+M0(v) + ψ(v)
for some fixed function M0, and assume that Mw is a first-order dominating model
for fw in each w ∈ domJ . Furthermore assume that M ′0 is uniformly monotone,
i.e., there are constants α > 0 and p > 1 such that
α‖u− v‖p ≤ 〈M ′0(u)−M ′0(v), u− v〉 ∀u, v ∈ RN .
Then Mmod as defined in (25) is an inexact minimization operator in the sense of
Theorem 4.1.
Proof. By construction any dominating model leads to a monotone Mmod, and
Lemma 5.5 shows that first-order models lead to stable Mmod. Now we show
continuity of Mmod and hence of J ◦Mmod.
For i = 1, 2 let wi ∈ domJ and vi = arg minv∈RN Mwi(v). Then we have〈
M ′0(vi) + f
′
wi,0(0), v − vi
〉
+ ψ(v)− ψ(vi) ≥ 0.
Testing this variational inequality for i = 1, 2 with vj , j 6= i, adding the results,
and using monotonicity gives
α‖v1 − v2‖p ≤
〈
M ′0(v1)−M ′0(v2), v1 − v2
〉 ≤ ‖f ′w1,0(0)− f ′w2,0(0)‖‖v1 − v2‖
≤ ‖P‖‖J ′0(w1)− J ′0(w2)‖‖v1 − v2‖.
Dividing by ‖v1−v2‖ and exploiting continuity of J ′0 we find that arg minv∈RN Mw(v)
and thus M depends continuously on w. 
The theory of first-order dominating models is useful because it is frequently easy
to construct models that are much easier to minimize than the actual functional,
while at the same time producing sufficient descent to act as a nonlinear smoother
for a fast multigrid method. In the following we briefly discuss how such models
can be constructed.
The proof of Lemma 5.8 below requires the following sufficient condition, which
is of independent interest.
Lemma 5.7. Let M be a first-order model of f at 0 ∈ RN , and
〈f ′0(v)− f ′0(0), v〉 ≤ 〈M ′0(v)−M ′0(0), v〉 ∀v ∈ RN .
Then M is also a dominating model.
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Proof. For v ∈ RN we have
f(v) = ψ(v) + f0(0) + 〈f ′0(0), v〉+
∫ 1
0
1
t
〈f ′0(tv)− f ′0(0), tv〉 dt
≤ ψ(v) + f0(0) + 〈f ′0(0), v〉+
∫ 1
0
〈M ′0(tv), v〉 − 〈M ′0(0), v〉 dt = M(v),
which is the assertion. 
With this result we can construct models with a quadratic smooth part.
Lemma 5.8. Let B ∈ RN×N be a symmetric positive semi-definite matrix. Then
M(v) = f0(0) + 〈f ′0(0), v〉+
1
2
〈Bv, v〉+ ψ(v)
is a first-order model for f at 0. If B satisfies
〈f ′0(v)− f ′0(0), v〉 ≤ 〈Bv, v〉 ∀v ∈ RN ,(26)
then M is dominating.
Proof. The fact that M is a first-order model is trivial. If B satisfies (26), then
M ′0(v)−M ′0(0) = Bv, and Lemma 5.7 implies that M is dominating. 
Example 5.1. Let f(v) = 12 〈Av, v〉 − 〈b, v〉 + ψ(v) and 〈Av, v〉 ≤ 〈Bv, v〉 for all
v ∈ RN for symmetric positive definite matrices A,B. Then
M(v) =
1
2
〈Bv, v〉 − 〈b, v〉+ ψ(v)
is a dominating first-order model for f at 0.
Models of this type are interesting, because approximating matrices B can be
easy to construct as long as A is small. The following radical choice can be applied
to plasticity and friction problems, which are represented by Example 2.4.
Example 5.2. Let f and M be as in Example 5.1 with ψ(v) = h(‖v0 + v‖), and
B = αI with α ≥ λmax(A). Then M can be written as
M(v) =
α
2
‖v‖2 − 〈b, v〉+ ψ(v)
=
α
2
‖v0 + v‖2 − 〈b+ αv0, v0 + v〉+ α
2
‖v0‖2 + 〈b, v0〉+ ψ(v)
= h˜(‖v0 + v‖)− 〈r˜, v0 + v〉+ const,
with h˜(t) = α2 t
2 + h(t) and r˜ = b+ αv0.
In this example M is rotationally symmetric with respect to v − v0. Hence the
minimizer u of M can be computed by solving a scalar minimization problem on
the line {tr˜ − v0 | t ∈ R} ⊂ RN .
Lemma 5.9. Let h : R → R ∪ {∞}, r ∈ RN \ {0} and v0 ∈ RN . Then any
minimizer u of
g : RN → R ∪ {∞}, g(v) = h(‖v0 + v‖)− 〈r, v0 + v〉
satisfies u = tr − v0 for t > 0.
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Proof. Let u be a minimizer and assume that u is not of the form u = tr−v0. Then
|〈r, v0 + u〉| < ‖r‖‖v0 + u‖. Now let u˜ = ‖v0+u‖‖r‖ r − v0. Then we have
g(u˜) = h(‖v0 + u‖)− ‖r‖‖v0 + u‖
< h(‖v0 + u‖)− |〈r, v0 + u〉| ≤ h(‖v0 + u‖)− 〈r, v0 + u〉 = g(u),
which contradicts the assumption. 
Another example where the simplification proposed in Example 5.2 can be helpful
are problems with local simplex constraints as introduced in Example 2.3.
Example 5.3. Let f and M be as in Example 5.1 with B = αI, α ≥ λmax(A),
and ψ(v) = χG(v0 + v) where χG is the indicator function of the Gibbs simplex G
defined in (10). Similar to Example 5.2 the dominating first-order model M can
now be written as
M(v) =
α
2
‖v0 + v − r˜‖2 + χG(v0 + v) + const
with r˜ = 1αb + v0. Hence the minimizer u of M can be written as u = u0 − v0
where u0 = arg minz∈G ‖z − r˜‖2 is the Euclidean projection of r˜ into G. This is an
important simplification, because this projection can be computed exactly with a
simple algorithm in O(N log(N)) time [15, 38].
The previous examples assumed that the smooth part J0 of the functional is
quadratic, and replaced it by a simpler quadratic functional. For problems like
Example 2.2 where this is not the case, using local first-order models can still
be beneficial. The construction of such models is based on the following direct
consequence of the chain rule.
Lemma 5.10. Let the smooth part J0 of the global functional take the form
J0(v) =
l∑
i=1
γi(Div)
with Di ∈ Rd×n and γi : Rd → R convex and continuously differentiable for i =
1, . . . , l. Assume that each γ′i is Lipschitz continuous with a Lipschitz constant Li.
Then
〈J ′0(x)− J ′0(y), x− y〉 ≤ 〈B(x− y), x− y〉 ∀x, y ∈ Rn
for the symmetric positive semi-definite matrix B = ∑li=1 LiDTi Di ∈ Rn×n.
Example 5.4. Let the global problem take the form given in Example 2.2 with
J0 as in Lemma 5.10. For the local problem consider the first-order model given
in Lemma 5.8 with B = PTBP . Then Lemma 5.10 together with the chain rule
shows that
〈f ′0(x)− f ′0(y), x− y〉 ≤ 〈B(x− y), x− y〉 ∀x, y ∈ RN .
Hence, by Lemma 5.8 the model is also dominating. In contrast to f0 the functional
M0 is quadratic such that the minimizer of M can be directly computed. For
problems with more general nonsmooth terms ϕk where this is not the case, using
an iterative method to minimize M will often be much faster because M0 is cheaper
to evaluate.
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When using the first-order models presented here as the basis for an iterative
method to actually solve the local minimization problem for f , the resulting al-
gorithms are variants of so-called proximal methods. In case of the Examples 5.2
and 5.3 these are proximal gradient type methods, while the model in Example 5.4
would lead to a proximal Newton-type method. In the case that the nonsmooth
part ψ of f is the indicator function of a convex set while the model M0 for the
smooth part is quadratic with a matrix B = αI, such methods can also be viewed
as projected gradient-type methods.
We emphasize that we do not propose and analyze the resulting proximal meth-
ods here, but only discuss their use as inexact local solvers inside of a nonlinear
block Gauß–Seidel smoother. For a discussion of proximal gradient and proximal
Newton-type iterations we refer to [27] and the references therein.
6. Truncated Newton corrections
6.1. Constructing suitable correction spaces. The second step of the TNNMG
iteration consists of an inexact Newton step in an iteration-dependent subspace Wν
of Rn that is constructed such that all necessary derivatives of J are well-defined.
In principle Wν can be defined as the largest subspace of Rn such that there is an
open ball Bε(u
ν+ 12 ) of radius ε > 0 around uν+
1
2 such that J is twice continuously
differentiable on
(uν+
1
2 +Wν) ∩Bε(uν+ 12 ).(27)
However, depending on the problem, the practical construction of this subspace can
be technical.
In many cases, the implementation can be simplified by using a correction space
Wν that is smaller than possible. The practical behavior of the TNNMG method
may be unaffected when Wν is replaced by a slightly smaller space, and the conver-
gence results hold for all spaces Wν that allow for a well-defined Newton problem.
Let the energy functional J be block-separable nonsmooth i.e.,
J (v) = J0(v) +
M∑
k=1
ϕk(Rkv), v ∈ Rn,
with a C2 functional J0. Then it is clear, that the space Wν can be defined as a
product space
(28) Wν := R
−1
M∏
k=1
Wν,k
where Wν,k ⊂ RNk is a local subspace such that ϕk is locally smooth near Rkuν+ 12 in
the above given sense. Here we make use of the isomorphism R : Rn → ∏Mk=1RNk
translating between Rn and the block representation according to Definition 2.2
such that the k-th block of v ∈ Rn is given by Rkv ∈ RNk .
The easiest way to construct a suitable correction space Wν is by disabling entire
blocks. For a given pre-smoothed iterate uν+
1
2 define the set of “inactive” blocks
(29) N ◦ν :=
{
k = 1, . . . ,M | ϕ′′k(Rk(·)) exists
and is continuous on Bε(Rku
ν+ 12 ) for some  > 0
}
.
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vertex position uν+
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Figure 2. Constructing the correction spaces Wν . Left: Contact
problem. At a grid vertex in contact, Wν can contain the tangential
direction. Right: Simplex-constrained problem. The correction
spaces can contain the affine span of simplex faces.
Then frequently a reasonable correction space is
(30) Wν := R
−1
M∏
k=1
{
RNk if k ∈ N ◦ν ,
{0}Nk otherwise.
When all blocks are one-dimensional, this definition even yields the optimal space.
It also produces the optimal space for functionals as in Example 2.4, where the
nonsmoothness is a block-wise norm function
ϕk(v) := ‖v‖ ∀v ∈ RNk .
In other cases J ′ and J ′′ may exist in larger spaces than the one defined by (30).
As an example, consider a contact problem in linear elastomechanics. There, it can
be convenient to group the degrees of freedom in d-dimensional blocks, correspond-
ing to the Lagrange nodes of the finite element space. For each k = 1, . . . ,M , the
nonsmooth function ϕk is then the indicator functional of a half-space in Rd, which
models the restriction on the normal displacement of the k-th Lagrange node. If
the degrees of freedom in a block k are in contact, the naive approach (30) disables
that block completely. On the other hand, ϕk is still C
2 in the tangential plane of
the half-space, and a bigger space Wν could therefore be constructed by including
these tangent directions [13] (Figure 2, left). Such a space then includes sliding
along the obstacle in the linear correction step.
Vector-valued phase-field models as described in Example 2.3 form a more ex-
treme example. In this example the degrees of freedom are grouped in blocks of
dimension Nk = L, and the nondifferentiability ϕk is the indicator functional χG
of the Gibbs simplex G (10). Here, block-wise truncation as in (30) would truncate
the whole space, since χG is nowhere differentiable. Hence the linear correction
would entirely be removed and the method would degenerate to the pure nonlinear
smoother. Truncating the block only if the solution is on the relative boundary of
G and keeping the tangent space to G otherwise is still not a good choice, because
solutions typically live on the boundary of G in almost every block k = 1, . . . ,M .
Again this would effectively result in an almost complete removal of the linear
correction.
Fortunately, for this example the largest possible correction space Wν is much
larger compared to the resulting space in both of these simple constructions. To
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really construct Wν we consider the active sets
N •ν,k :=
{
j = 1, . . . , L | (Rkuν+ 12 )j = 0
}
for each block Rku
ν+ 12 ∈ G. Then J is differentiable near uν+ 12 in the space
Wν := R
−1
M∏
k=1
span
{
ηij ∈ E ∣∣ i, j /∈ N •ν,k},(31)
where
E =
{
ηij = ei − ej ∈ RL ∣∣ 1 ≤ i < j ≤ L}
is the set of edges of G. It is easy to see that this space is in fact the maximal
subspace of Rn where J (uν+ 12 + ·) is differentiable near the origin: On the one hand
restriction of the nonsmooth term ϕ(uν+
1
2 + ·) to Wν is constant in a ball around
the origin such that the functional is locally C2. On the other hand ϕ(uν+
1
2 + ·)
has a jump from 0 to ∞ at the origin along any other direction.
Remark 6.1. Unfortunately, in an implementation, the decision of whether a de-
gree of freedom is active or not can only be taken in an approximate sense, by
replacing a condition like Rku = 0 by |Rku| ≤ ε due to problems caused by finite-
precision arithmetic. This effectively replaces the arbitrarily small positive ε that
appears in (27) and (29) by a fixed one. The choice of ε can be important: if ε
is too small, then the solver may become unstable. If it is too large, the conver-
gence rates deteriorate. This effectively introduces a parameter into the algorithm;
however, in a finite element context, while this parameter depends on the boundary
value problem that is being solved, it does not depend on the discretization.
For some applications continuous differentiability is not the only criterion that
guides the construction of the correction spaces Wν . For example, more realistic
examples of phase-field models include a nonlinear energy whose derivatives be-
come singular when approaching the boundary of the admissible set [12]. Using a
linearization of J in a space constructed as discussed above may lead to unbounded
derivatives as some uk approach the singularity. As a consequence the condition
number of the linear system may become arbitrarily large, independently of the spa-
tial discretization parameter leading to numerical problems and slow convergence
of linear solvers.
To avoid this the general truncation strategy can be extended by—additionally
to twice continuous differentiability—requiring that the second derivatives do not
become “too large” in the truncated ball (27). In practice this can be achieved by
also checking the values of second-order derivatives or the distance to the singularity
in the construction of the space. For example, in a multi-component phase-field
model where ϕk takes the form
ϕk(z) = χG(z) +
L∑
j=1
ϕk,j(zj)
and each ϕ′k,j and ϕ
′′
k,j is singular in zero, this leads to active sets defined by
N •ν,k :=
{
j = 1, . . . , L
∣∣ (Rkuν+ 12 )j = 0 or ϕ′′k,j((Rkuν+ 12 )j) > C}
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for a large constant C. These active sets are then used in the definition (31) of
the correction space Wν . This modification can lead to a considerable increase in
efficiency.
Certain energies, such as the anisotropic fracture energy in [31], have a smooth
energy contribution J0 that is is not C2 but only differentiable with a locally
Lipschitz-continuous derivative (LC1). For such cases, the definition of the space
Wν can be relaxed, by replacing second derivatives in the definition of Wν by
generalized derivatives of J ′. In this case the correction step (11) takes the form
of a generalized Newton-step as proposed, e.g., in [32].
6.2. Algebraic representations. In practical implementations of the TNNMG
method, matrix and vector representations of J ′′(uν+ 12 )|Wν×Wν and J ′(uν+
1
2 )|Wν
are needed, respectively. For simplicity, implementations are suggested to al-
ways work with matrices and vectors in Rn, and extend J ′′(uν+ 12 )|Wν×Wν and
J ′(uν+ 12 )|Wν by zero to the orthogonal complement of Wν in Rn.
This extension is simple ifWν is constructed by the truncation of active blocks (30).
In this case, the vector representation of J ′(uν+ 12 )|Wν is simply the vector in Rn
that contains the partial derivatives of J for all k ∈ N ◦ν (which exist by con-
struction of N ◦ν ), and zero elsewhere. Similarly, the matrix representation of
J ′′(uν+ 12 )|Wν×Wν contains the second partial derivative in all blocks where nei-
ther the column nor the row index is active, and zero otherwise. This makes the
matrix semi-definite.
Remark 6.2. It would be easy to make the matrix positive definite by replacing
the zeros on the diagonal by a fixed positive constant α. However, this constant, if
chosen badly, may influence the condition number of the linear correction system.
If possible we prefer to modify the linear solver to handle the semi-definite problem
directly (see Chapter 7).
For the general case, denote by ΠS the orthogonal projection onto a closed
subspace S, and let J ′(uν+ 12 ) and J ′′(uν+ 12 ) be a generalized gradient and Hessian
of J at uν+ 12 ∈ Rn, respectively. Here we understand “generalized” in the sense
that the entries are the partial derivatives of J wherever they exist, and arbitrary
elsewhere. If J is block-separable nonsmooth, then, by the block structure (28)
of Wν , the global projection ΠWν : Rn → Wν is (up to the isomorphism R) a
block-diagonal matrix with diagonal blocks
(RΠWνR
−1)kk = RkΠWνR
−1
k = ΠWν,k ∈ RNk×Nk ,
where ΠWν,k is the projection onto Wν,k = RkWν . For example, for simplex-
constrained problems we get [15]
(
ΠWν,k
)
ij
=
δij −
1
L−|N◦ν,k(Rkuν+
1
2 )|
if i, j /∈ N ◦ν,k(wk),
0 otherwise.
Using ΠWν we can write the representations of the truncated gradient and Hessian
in terms of the coordinate system in Rn as
gν := J ′(uν+ 12 )|Wν = ΠTWνJ ′(uν+
1
2 ),
Hν := J ′′(uν+ 12 )|Wν×Wν = ΠTWνJ ′′(uν+
1
2 )ΠWν .
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As ΠWν is block-diagonal J ′′(uν+
1
2 )|Wν×Wν inherits the sparsity pattern of J ′′(uν+
1
2 ),
and all block-entries can be computed independently according to
(RJ ′′(uν+ 12 )|Wν×WνR−1)ij = ΠTWν,i
(
RJ ′′(uν+ 12 )R−1)
ij
ΠWν,j .
Using this matrix representation the solution of (11) is given by vν = −H+ν gν ,
where (·)+ is the Moore–Penrose pseudo-inverse, and this is independent of the
entries selected for non-existing partial derivatives. See [15] for more details on
TNNMG methods for vector-valued phase-field problems.
7. Inexact solution of linear subproblems
The final piece in the puzzle is how to produce suitable inexact solutions of the
linear correction systems (11). The convergence result in Theorem 4.1 only requires
that the linear correction shall not increase the energy, a feature that is always true
due to the subsequent line search step. However, for fast error reduction rates you
need something that causes global information exchange. Various alternatives exist;
the best choice depends on the situation.
7.1. Geometric multigrid iterations. In many cases, the minimization problem
for J on Rn originates from the discretization of a partial differential equation on
a function space SJ . The default choice for an inexact solver for (11) is then a
single V -cycle iteration of geometric multigrid. With this choice, the TNNMG
algorithm can be interpreted as a multigrid method with a nonlinear pre-smoother,
a truncated linear coarse grid correction, and a particular line search. One expects
multigrid convergence rates at least asymptotically, and these are indeed frequently
observed in practice [34, 13, 10]. Doing more than a single iteration, or a W -cycle
iteration, may sometimes increase performance.
Implementations of geometric multigrid need minor modifications to cope with
the restriction to the truncated correction space Wν . Suppose we have a hierarchy
S0 ⊂ · · · ⊂ SJ of subspaces, with the natural embedding of Sk−1 into Sk given by
the prolongation matrix Pk ∈ RdimSk×dimSk−1 . We set AJ := J ′′(uν+ 12 )|Wν×Wν
with the extension by zero to the orthogonal complement of Wν as described in
the previous chapter. From this we construct a hierarchy of stiffness matrices by
setting Ak−1 := PTk AkPk. We further assume the existence of linear smoothing
operators Bk : RdimSk → RdimSk . A linear multigrid step for (11) starting from a
zero initial value takes the form
1 Input: Given uν+
1
2
2 Set rJ = −J ′(uν+ 12 )|Wν
3 for k = J, . . . , 1 do
4 Compute vˆk = Bkr
k
5 Set rk−1 = PTk (rk −Akvˆk)
6 end
7 Compute vˆ0 = B0r
0
8 Output: vν = ΠWν
J∑
k=0
( J∏
l=k+1
Pl
)
vˆk
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In this simple form there is a single pre-smoothing step and no post-smoothing.
The extension to a V -cycle with multiple pre- and post-smoothing steps is straight-
forward.
The first difference to a standard linear multigrid step is the projection ΠWν
in the last line. It is needed since, while the method does in principle act in the
quotient space Rn/ kerAJ = Wν , it represents all corrections in the larger space
Rn. Since the prolongation operators are not aware of the kernel they may create
spurious contributions in kerAJ . However the corrections in the quotient space Wν
are invariant under those contributions and the latter can easily be removed by the
additional projection onto Wν .
The second difference is the choice of smoothers Bk. Since the matrices Ak
are in general symmetric but positive semi-definite only, standard choices may not
work as expected. Instead of approximating the inverse A−1k the smoothers Bk
are intended to approximate the pseudo-inverse matrices A+k such that they are
invariant under any residual contribution in the kernel of the respective Ak. In
the following, we drop the level index k for simpler notation and assume nested
indices representing the block-structure of the matrices. A common choice is a block
Gauß–Seidel method based on a block-triangular decomposition A = D + L+ LT ,
where Dij = δijAij . However, D + L may be singular because the diagonal entries
Dii are in general only positive semi-definite. Solving local systems involving the
Dii therefore requires a kernel-invariant local solver like, e.g., the CG method, or
subspace correction methods as in [28].
Remark 7.1. In certain situations, the following cheap modification can help to
avoid numerical difficulties due to the infinite condition number of Dii. For a small
parameter 0 < α 1 set
(
D˜ii
)
lm
:=

(Dii)lm if l 6= m,
α if l = m and (Dii)lm = 0,(
(1 + α)Dii
)
lm
if l = m and (Dii)lm 6= 0.
Then D˜ii is symmetric positive definite, and the resulting correction obtained by
a CG method for D˜ii can be viewed as a damped version of the one obtained for
Dii+ΠkerDii . Numerical experiments in [15] showed that the CG method was robust
for α ≥ 10−14, and the overall convergence rates were hardly influenced as long as
α ≤ 10−4.
The modified linear multigrid algorithm becomes particularly simple if the re-
striction to the space Wν is constructed by simply zeroing out certain matrix rows
and columns. In this case, a suitable smoother is obtained by modifying a scalar
Gauß–Seidel method to simply skip all rows with a zero matrix diagonal entry, and
return a zero correction there.
7.2. Algebraic multigrid iterations. Geometric multigrid is difficult to apply if
the PDE problem is posed on a given grid without a grid hierarchy. Luckily, in this
situation algebraic multigrid (AMG) iterations can be used as well [6, 35]. In prin-
ciple, any type of algebraic multigrid iteration can be used as part of the TNNMG
method. The overall TNNMG convergence rates will depend on the quality of the
AMG iteration as an independent solver. An AMG step that has merely value as a
preconditioner is typically not sufficient because TNNMG expects suitably scaled
inexact solutions to the linear system (11). However, this may be cured by using
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an additional line search for the linear problem, i.e., by using single step of an
AMG-preconditioned gradient method for (11).
If reduction to the truncated correction space Wν makes the linear problems
semi-definite, then the AMG step needs to be modified in the same way as the
geometric multigrid step described above. As these modifications only concern the
smoothers and additional projection operators, the techniques used for geometric
multigrid work for AMG, too.
7.3. Direct solvers and others. If, for some reason, multigrid solvers are not
available, then it is in principle possible to use any other solver for the correc-
tion problems (11). For example, one possible choice is (a number of steps of) a
preconditioned CG method, which will even work out-of-the-box on semidefinite
problems.
As a radical choice, it is even possible to use direct solvers, if the restriction to Wν
is implemented in a way that produces invertible correction matrices. TNNMG then
stops being a multigrid method, and mutates into something related to nonsmooth
Newton methods and active-set method. Certain predictor–corrector methods used
for small-strain plasticity problems can be interpreted as variants of the TNNMG
method with a direct solver for the correction problems [30, 34].
Appendix A. Continuity of minimization
In this section we present an auxiliary result on the continuity of minimization
operators. More precisely we show for F : Rn → R∪{∞} and a family of subspaces
(Vx)x∈Rn of Rn that
m : domF → R, m(x) := min
v∈Vx
F (x+ v)
is continuous if F and the family (Vx) are suitably well behaved. Only Corollar-
ies A.2 and A.3 are used in this paper, in Section 5 on nonlinear smoothers. We
nevertheless state the more general Theorem A.1 here for future reference.
Definition A.1. Let V := (Vx)x∈Rn be a family of subspaces of Rn. We call
K ⊂ Rn stable with respect to translations in V if for any sequence xν ∈ K with
xν → x ∈ K we have:
(1) Any sequence vν ∈ Vxν with vν → v satisfies v ∈ Vx.
(2) If v ∈ Vx such that x+ v ∈ K, then there is a sequence vν ∈ Vxν such that
xν + vν ∈ K and vν → v.
The main result shows continuity of m for suitable functions F whose domain
domF satisfies this stability assumption.
Theorem A.1. Let F : Rn → R ∪ {∞} such that F is coercive, lower semi-
continuous, and continuous on its domain. Furthermore, let V = (Vx)x∈Rn be a
family of subspaces of Rn such that K = domF is stable with respect to translations
in V. Then x 7→ m(x) = minv∈Vx F (x+ v) is continuous on domF .
Proof. First we note that coercivity and lower semi-continuity of F imply that for
any z ∈ K there is exists a minimizer A(z) := arg minv∈z+Vz F (z + v) ∈ K (not
necessarily unique) such that m(z) = F (A(z)) is well-defined.
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Now let xν ∈ K be a sequence with xν → x ∈ K and assume that F (A(xν)) 6→
F (A(x)). Continuity of F on K and coercivity imply
−∞ < min
z∈Rn
F (z) ≤ F (A(xν)) ≤ F (xν) ≤ C <∞.
Hence F (A(xν)) is bounded and by coercivity A(xν) is also bounded. Then there
must be a subsequence (w.l.o.g. also indexed by ν) such that A(xν) → xˆ and
Lemma 4.2 gives xˆ ∈ K. Hence we have
F (A(xν))→ F (xˆ) 6= F (A(x))(32)
by continuity of F on K. On the other hand the stability of K with respect to V
together with Vxν 3 A(xν)−xν → xˆ−x gives xˆ−x ∈ Vx and thus F (xˆ) > F (A(x)).
Finally, the stability of K with respect to V also implies that there is a sequence
vν ∈ Vxν such that xν + vν ∈ K and vν → A(x)− x ∈ Vx. Then we have
F (A(xν)) ≤ F (xν + vν)→ F (A(x)) < F (xˆ),
which contradicts (32). 
The first condition in Definition A.1 is trivially satisfied if Vx is a fixed subspace
of Rn. A simple example where the second condition also holds are domains with
product structure.
Corollary A.2. Let F : Rn → R ∪ {∞} be coercive, lower semi-continuous, and
continuous on its domain. Furthermore let K := domF = K1 ×K2 be a product
of subsets K1 ⊂ Rn1 and K2 ⊂ Rn2 and let V = Rn1 × {0}. Then K is stable with
respect to translations in V , and m is continuous on K.
Proof. To show stability of K with respect to translations in V let xν ∈ K1 ×K2
with xν → x ∈ K1 × K2 and v ∈ (K1 × K2 − x) ∩ V . Then we have vν =
(x1 + v1 − xν1 , 0) ∈ (K − xν) ∩ V and vν → v. 
Another example of stability in the sense of Definition A.1 are convex polyhedral
domains. A property similar to the second condition in Definition A.1 and related
to the stability of tangent cones was shown in [14] for this case. We will give a
direct proof for convex polyhedra without using tangent cones.
Corollary A.3. Let F : Rn → R ∪ {∞} be coercive, lower semi-continuous, and
continuous on its domain. Furthermore let K = domF be a (not necessarily closed)
convex polyhedron, and V any fixed subspace of Rn. Then K is stable with respect
to translations in V , and m is continuous on K.
Proof. First we note that K can be written as
K =
{
x ∈ Rn | 〈bi, x〉Ci ci for i = 1, . . . , k
}
,
where Ci is either “<” or “≤” for each i. To show stability of K with respect to
translations in V let xν ∈ K with xν → x ∈ K, and v ∈ V with x + v ∈ K. For
each ν and i we define
λνi :=

1 if 〈bi, v〉 ≤ 0,
1 if 〈bi, v〉 > 0 and 〈bi, xν − x〉 ≤ 0,
max
{
0, 1− 〈bi,xν−x〉〈bi,v〉
}
if 〈bi, v〉 > 0 and 〈bi, xν − x〉 > 0,
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and λν = mini λ
ν
i ≥ 0. Then we have 〈xν + λv, bi〉 Ci ci for all λ ∈ [0, λνi ] and
thus vν = λνv ∈ (K − xν) ∩ V . Furthermore xν → x implies λν → 1 and hence
vν → v. 
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