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Abstract
We improve the constructions of [Ann. Polon. Math. 76 (2001) 67] to obtain new automorphisms
and variables of A[x, y]. We introduce the concept of totally stably tame variables. This allows us to
prove that all our variables are stably tame. Comparing different notions of length, we show that some
of our variables are not in Berson’s class (cf. [J. Pure Appl. Algebra 170 (2002) 131] for definition).
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1. Introduction
Let n be an integer and let x1, . . . , xn be n indeterminates (when n = 2, we set x1 = x
and x2 = y).
Throughout this paper, A denotes a domain. We denote by A∗ the set of invertible
elements of A, by A× the set of nonzero elements of A, and by qtA = (A×)−1A the
quotient ring of A.
Let A[n] = A[x1, . . . , xn] be the ring of polynomials. If n and m are integers such
that n  m, there exists a canonical inclusion θn→m : A[n] → A[m], but in this paper
we think of P ∈ A[n] and θn→m(P ) ∈ A[m] as two different objects. Let GAn(A) be the
automorphism group of the A-algebra A[n], if n and m are integers such that nm, fromE-mail address: edo@math.u-bordeaux.fr.
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if 1 i  n,
xi if n+ 1 i m
). Furthermore, we identify GAn(A) with its image by the canonical inclusion in
GAn(qtA). The group GAn(A) contains the two following subgroups: Afn(A) the
subgroup of affine (i.e., degree 1) automorphisms and BAn(A) the subgroup of triangular
automorphisms (i.e., σ ∈ GAn(A) such that σ(xi) = aixi + Pi with ai ∈ A∗ and
Pi ∈ A[xi−1, . . . , xn]). These two subgroups generate the subgroup TAn(A) of tame
automorphisms.
When n = 2 and if A is a field, every automorphism can be written as a product of affine
automorphisms and triangular automorphisms in an almost unique way (cf. [6,7]):
Theorem 1 (Jung, van der Kulk, 1942–1953). Let k be a field. We have
GA2(k) = TA2(k) = Af2(k) ∗ BA2(k),
where ∗ is the amalgamated product of Af2(A) and BA2(A) along their intersection.
One can express the equality TA2(k) = Af2(k) ∗ BA2(k) using the following definition.
Definition 1 (Affine writing). Let σ ∈ TAn(A). We say that the sequence (bl+1, al, . . . ,
a1, b1) is an affine writing of σ if we have: l ∈ N,
ai ∈ Afn(A)  BAn(A) for all i ∈ {1, . . . , l},
b1, bl+1 ∈ BAn(A), bi ∈ BAn(A)  Afn(A) for all i ∈ {2, . . . , l}, and
σ = bl+1albl . . . a1b1.
Corollary 1. Let k be a field. Let (bl+1, al, . . . , a1, b1) and (dm+1, cm, . . . , c1, d1) be
two affine writings of σ ∈ TA2(k). Then l = m and there exists for all i ∈ {1, . . . , l},
ei, fi ∈ BA2(k)∩Af2(k) such that ci = fiaie−1i and di = eibif−1i−1 for all i ∈ {1, . . . , l+1}
with f0 = el+1 = Id.
When n = 2 and if A is not a field, Corollary 1 implies that automorphisms which are
not tame exist (cf. [8]).
Proposition 1 (Nagata, 1972). We assume that A is not a field. Let r ∈ A×  A∗ and let{
σ(x) = x + r−1{y2 − σ(y)2},
σ (y) = r2x + y + ry2,then σ ∈ GA2(A)  TA2(A).
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indeterminates. This leads to the following definition.
Definition 2 (Stably tame automorphism). Let σ ∈ GAn(A). We say that σ is stably tame
if there exists m ∈ N, m n such that Θn→m(σ) ∈ TAm(A).
In [10], M. Smith proved that Nagata’s automorphism is stably tame; in fact, her result
is more general:
Theorem 2 (Smith, 1989). We assume that Q ⊂ A. Let σ ∈ GA2(A). If there exists a
triangular derivation D of A[x, y] and W ∈ kerD such that σ = exp(WD), then σ is
stably tame.
Definition 3 (Variables and tame variables). We set:
(1) VAn(A) = {F ∈ A[n]; ∃σ ∈ GAn(A); σ(xn) = F } the set of variables.
(2) TVn(A) = {F ∈ A[n]; ∃σ ∈ TAn(A); σ(xn) = F } the set of tame variables.
Definition 4 (Stably tame polynomial). A polynomial F ∈ A[n] is called stably tame if
there exists m ∈ N, m n, and σ ∈ TAm(A) such that σ(x1) = θn→m(F).
A polynomial F ∈ A[n] can be stably tame and not be a variable (cf. [1, Remark 2.2]).
For a polynomial, stably tameness does not depend on the number of indeterminates (i.e.,
it is invariant under θ ) but being a variable does.
On can make the following two conjectures (cf. also [3, Conjecture 6.1.8]).
Conjecture 1. All automorphisms σ ∈ GA2(A) are stably tame.
Conjecture 2. All variables F ∈ VA2(A) are stably tame.
Conjecture 1 is more ambitious than Conjecture 2.
In [4], it was shown, in the case A is a UFD, that all variables of the form px +
G(y) and y + H(px + G(y)) are stably tame. This result was generalized by Berson
(cf. [1, Theorem 3.1]).
Definition 5 (Berson’s class). Let l ∈ N, p0 ∈ A∗, g0,p1, . . . , pl ∈ A, and G1, . . . ,Gl ∈
A[y], we define Fl by induction on l:
(0) F0 = p0y + g0,
(1) F1 = p1x +G1(y),
(2) F2 = p2y +G2(p1x +G1(y)),
(3) Fl = plFl−2 +Gl(Fl−1) for l  3.We set










Theorem 3 (Berson, 2000). Let F ∈ BV2(A), then F is stably tame.
Using notations of Proposition 1, let E = σ(x) and F = σ(y) be the two components of
Nagata’s automorphism. We assume that Q ∈ A. Obviously, F ∈ B1(A). By Proposition 1,
we have F ∈ BV12(A) and F is stably tame by Theorem 2 or 3. Furthermore, by
Proposition 1, E ∈ VA2(A) and E is stably tame by Theorem 2. Nevertheless, as shown in
Section 5, E /∈ B(A). Such pair of variables E and F are called associated variables and
we look for a way to connect stably tameness of E and F .
Definition 6 (Associated and inverse variables). Let E,F ∈ VA2(A). We say that E and F
are associated (respectively inverse), if there exists σ ∈ GA2(A) such that σ(y) = F and
σ(x) = E (respectively σ−1(y) = E).
Definition 7 (Totally stably tame polynomials). A polynomial F ∈ A[n] is called totally
stably tame if there exists a stably tame automorphism σ ∈ GAn(A) such that σ(x1) = F .
Of course, totally stably tame polynomials are variables and are stably tame polynomi-
als. We usually call them totally stably tame variables. The interest of this definition, when
n = 2, comes from the following easy result.
Proposition 2. Let F ∈ VA2(A) be a totally stably tame variable. Every σ ∈ GA2(A) such
that σ(y) = F is stably tame.
Proof. Let F ∈ VA2(A) be a totally stably tame variable. There exists τ ∈ GA2(A) stably
tame such that τ(y) = F . For all σ ∈ GA2(A) such that σ(y) = F , we have σ = bτ with
b ∈ BA2(A). Hence σ is stably tame. 
Corollary 2. Let E,F ∈ VA2(A) be two associated (respectively inverse) variables, then
F is totally stably tame if and only if E is.
One can now restate Conjecture 1 and Theorem 2.
Conjecture 3. All variables F ∈ VA2(A) are totally stably tame.
Theorem 4 (Smith, 1989). We assume that Q ⊂ A. Let F ∈ VA2(A). If there exists a
triangular derivation D of A[x, y] and W ∈ kerD such that F = exp(WD)(y), then F is
totally stably tame.
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length and we give basic results useful to compare them. In Section 3, we improve the
constructions of [4] to construct a large class of automorphisms with rational length equal
to 2. In Section 4, we give criteria to decide whenever those automorphisms are stably
tame. In Section 5, we prove that some length 2 variables are not in Berson’s class. In
Section 6, we prove that all the variables constructed in Section 3 are totally stably tame.
2. Lengths
Definition 8 (Affine length of an automorphism). Let σ ∈ GAn(A). If σ ∈ TAn(A), we
denote by al(σ ) and we call affine length of σ the smallest integer l ∈ N such that
σ = blal . . . b1a1b0 with ai ∈ Afn(A) and bi ∈ BAn(A).
If σ ∈ GAn(A)  TAn(A), we set al(σ ) = +∞.
Let l ∈ N, we denote by TAln(A) = {σ ∈ TAn(A); al(σ ) l} the set of (tame) automor-
phisms with affine length less or equal to l.
Definition 9 (Rational length of an automorphism). Let l ∈ N, we set: GAln(A) =
GAn(A)∩ TAln(qtA) (intersection in GAln(qtA)).
Let σ ∈ GAn(A), we denote by rl(σ ) = min{l ∈ N; σ ∈ GAln(A)} (the minimum of the
empty set is +∞) the rational length of σ .
Proposition 3 (Affine length and rational length). We have:
(1) GA2(A) =⋃l∈NGAl2(A) and
(2) for all l ∈ N, GAl2(A)∩ TA2(A) = TAl2(A).
In other words, for all σ ∈ GA2(A), we have:
(1) rl(σ ) < +∞ and
(2) if al(σ ) < +∞, then al(σ ) = rl(σ ).
Proof. We apply Theorem 1 in the field qtA.
(1) Follows from equalities GA2(qtA) = TA2(qtA) =⋃l∈N TAl2(qtA).
(2) Let l ∈ N, the inclusion TAl2(A) ⊂ GAl2(A) ∩ TA2(A) is obvious. The converse is a
consequence of Corollary 1 and the two following inclusions:
Af2(A)  BA2(A) ⊂ Af2(qtA)  BA2(qtA) and
BA2(A)  Af2(A) ⊂ BA2(qtA)  Af2(qtA). 
Definition 10 (Affine and rational length of a polynomial). Let l ∈ N, we set:
TVln(A) =
{
F ∈ A[n]; ∃σ ∈ TAln(A); σ(xn) = F
}
and{ }VAln(A) = F ∈ A[n]; ∃σ ∈ GAln(A); σ(xn) = F .
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by rl(F ) = min{l ∈ N; F ∈ VAln(A)} his rational length.
The following lemma is obvious.
Lemma 1. For all l ∈ N, we have:
(1) BAn(A)TAln(A)BAn(A) = TAln(A) and
(2) BAn(A)GAln(A)BAn(A) = GAln(A).
In other words, for all σ ∈ GAn(A) and b1, b2 ∈ BAn(A), we have:
(1) al(b1σb2) = al(σ ),
(2) rl(b1σb2) = rl(σ ).
Proposition 4 (Affine and rational length of a polynomial). We have:
(1) VA2(A) =⋃l∈NVAl2(A) and
(2) for all l ∈ N, VAl2(A)∩ TV2(A) = TVl2(A).
In other words, if F ∈ VA2(A), then:
(1) rl(F ) < +∞,
(2) if al(F ) < +∞ then al(F ) = rl(F ).
Proof. (1) follows from Proposition 3(1).
(2) The inclusion TVl2(A) ⊂ VAl2(A)∩ TV2(A) is obvious.
Conversely, let F ∈ VAl2(A) ∩ TV2(A), there exists τ ∈ GAl2(A) and σ ∈ TA2(A) such
that σ(y) = τ(y) = F . We have σ = bτ with b ∈ BA2(A), by Lemma 1(1), this implies
σ ∈ GAl2(A). By Proposition 3(2), we obtain σ ∈ TA2(A) ∩ GAl2(A) = TAl2(A). Hence
F ∈ TVl2(A). 
Lemma 2. Let P ∈ A[1] and Q ∈ A[n]. If P(Q) ∈ VAn(A), then P(x) = ax+c with a ∈ A∗
and c ∈ A.
Proof. This follows, for example, from [1, Lemma 1.11]. 
Lemma 3. Let l ∈ N, we have VA2(A) ∩ TVl2(qt(A)) = VAl2(A). In other words, let
F ∈ VA2(A), if σ ∈ GA2(A) is such that σ(y) = F then rl(F ) = rl(σ ).
Proof. The inclusion VAl2(A) ⊂ VA2(A) ∩ TVl2(qt(A)) is obvious. Conversely, let F ∈
VA2(A) ∩ TVl2(qt(A)), there exists σ ∈ GA2(A) and τ ∈ TAl2(qt(A)) such that σ(y) =
τ(y) = F . We have σ = bτ with b ∈ BA2(qt(A)), by Lemma 1(2), this implies σ ∈
l lGA2(A) and F ∈ VA2(A). 
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min{l ∈ N;F ∈ Bl(A)} the Berson’s length of F .
Proposition 5 (Rational length and Berson’s length). We have VAl2(A)∩B(A) = BVl2(A).
In other words, let F ∈ VA2(A), if Bl(F ) < +∞, then Bl(F ) = rl(F ).
Proof. Let F ∈ VAl2(A)∩B(A) and let l = Bl(F ). We can write F = Fl with the notations
of Definition 5. In order to prove that l = rl(F ), we notice the two following facts:
(1) For all i ∈ {1, . . . , l}, we have pi = 0.
In fact, if pi = 0 for an i ∈ {1, . . . , l}, then for all j ∈ {i, . . . , l}, there exists Hj ∈ A[1]
such that Fj = Hj(Fi−1) and by Lemma 2, this implies (for j = l) that Fl = aFi−1 +c
with a ∈ A∗, c ∈ A, i.e., Bl(F ) < i  l, which is impossible.
(2) For all i ∈ {2, . . . , l}, we have deg(Gi) 2.
In fact, if Gi(y) = ay + c with a, c ∈ A, then Fi = piFi−2 + aFi−1 + c =
p˜i−1Fi−3 + G˜i−1(Fi−2) where p˜i−1 = api−1 and G˜i−1(y) = piy + aGi−1(y) + c.
Hence Bl(Fi) < i, which contradicts l = Bl(F ). This proof can be done for i = 2 with
F−1 = x (but it is false when i = 1).
Now, we set bi = (pix + Gi(y), y) for all i ∈ {1, . . . , l}. Using (1) and (2), we
obtain bi ∈ BA2(qt(A))  Af2(qt(A)) for all i ∈ {2, . . . , l} and b1 ∈ BA2(qt(A)). Let
σ = b1π . . . πblπ (where π = (y, x)). An easy computation shows that σ(y) = Fl . By
Corollary 1 and Lemma 3, we get l = rl(σ ) = rl(F ). 
Proposition 6.
(1) We have BV12(A) = VA12(A).
(2) Let k be a field and let l ∈ N, we have BVl2(k) = VAl2(k).
Proof. (1) It is easy to see that if F ∈ VA12(A), then F(x, y) = px +G(y) with p ∈ qt(A)
and G ∈ qt(A)[y] and, since F ∈ A[x, y], this implies that p ∈ A and G ∈ A[y], hence
F ∈ BV12(A).
(2) This can be shown using [1, Theorem 1.9] or Bruhat’s decomposition in the
following way.
Lemma 4. Let k be a field. Let σ ∈ GA2(k) = TA2(k). We set l = al(σ ) ∈ N. There exists
b0, . . . , bl ∈ BA2(k) such that bi(y) = y for all i ∈ {1, . . . , l} and σ = b0πb1 . . . πbl where
π = (y, x).
Proof of Lemma 4. We can write σ = b0a1b1 . . . albl with bi ∈ BA2(k) and ai ∈ Af2(k)
BA2(k). By translation decomposition (cf. Proposition 7) we can assume ai ∈ Gl2(k).
Bruhat’s decomposition implies that Gl2(k) ⊂ BA2(k) ∪ BA2(k)πBA2(k), so we can
assume ai = π . Now, every τ ∈ BA2(k) can be written τ = τ1τ2 with τ1, τ2 ∈ BA2(k)
such that τ1(x) = x and τ2(y) = y. In particular, such a τ1 verifies πτ1π ∈ BA2(k).
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all i ∈ {1, . . . , l}. 
Proof of Proposition 6(2). Let F ∈ VAl2(k). There exists σ ∈ GAl2(k) = TAl2(k) such
that σ(y) = F . We set n = al(σ ) l. By Lemma 4, σ = b0πb1 . . . πbn with b0, . . . , bn ∈
BA2(k) such that bi(y) = y for all i ∈ {1, . . . , n}. We set b0 = (p1x + G1(y),p0y + g0),
b1 = (p′2x + G′2(y), y), and bi = (pi+1x + Gi+1(y), y) for i ∈ {2, . . . , n}. We set p2 =
p0p′2 and G2(y) = p′2g0 + G′2(y). With notations of Definition 5, one can easily prove
that b0πb1 . . . πbi = (Fi+1,Fi) by induction on i ∈ {0, . . . , n}. Hence F = σ(y) = Fn ∈
BVn2(k) ⊂ BVl2(k). Finally, we have VAl2(k) ⊂ BVl2(k) and the converse is easy. 
3. Length 2 automorphisms
Notation 1. Let p ∈ A×. We denote by φp : A[n] → (A/pA)[n] the canonical projection
modulo p of the coefficients.
Theorem 5. Let p,q ∈ A× and G,H ∈ A[1] be such that:
(0) pA+ qA = A,
(1) φp(qx +H(G(x))) ∈ VA1(A/pA), and
(2) φq(H(x)) ∈ VA1(A/qA).
We have the two following facts:
(a) There exists Q ∈ A[1] such that φp(Q(qy + H(G(y)))) = φp(G(y)) and
φq(Q(H(y))) = φq(y).
(b) For every such polynomial Q, if we set{
σ(x) = q−1{x + p−1{G(y)−Q(σ(y))}},
σ (y) = qy +H (px +G(y)), and{
τ(x) = qx + p−1{Q(y)−G(τ(y))},
τ (y) = q−1{y −H (pqx +Q(y))},
then σ, τ ∈ GA2(A) and τ = σ−1.
Proof. (a) There exists a, b ∈ A such that ap + bq = 1 and there exists polynomials
R,S ∈ A[1] such that:
(i) φp(R(qy +H(G(y)))) = φp(y),
(ii) φp(qR(y)+H(G(R(y)))) = φp(y),
(iii) φq(S(H(y))) = φq(y), and
(iv) φq(H(S(y))) = φq(y).
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We set Q(y) = bqG(R(y))+ apS(y).
(b) The endomorphisms σ and τ of qt(A)[x, y] are endomorphisms of A[x, y] since
φp
(
G(y)−Q(σ(y)))= φp(G(y)−G(R(qy +H (G(y)))))= 0 by (i),
φq
(
x + p−1{G(y)−Q(σ(y))})= φq(x + a{G(y)− S(H (px +G(y)))})= 0 by (iii),
φq
(
y −H (pqx +Q(y)))= φq(y −H (S(y)))= 0 by (iv),
φp
(
Q(y)−G(τ(y)))= φp(G(R(y))−G(b{y −H (G(R(y)))}))= 0 by (ii)′.
They are inverse to each other, in fact,
τσ (y) = τ(qy +H (px +G(y)))
= y −H (pqx +Q(y))+H (pqx +Q(y)−G(τ(y))+G(τ(y)))
= y,
τσ (x) = τ(q−1{x + p−1{G(y)−Q(σ(y))}})
= q−1{qx + p−1{Q(y)−G(τ(y))+G(τ(y))−Q(y)}}
= x
and by the same computation στ(y) = y and στ(x) = x. Therefore σ, τ ∈ GA2(A) and
τ = σ−1. 
Remark 1. For all p,q ∈ A× such that pA + qA = A and H,G,Q ∈ A[1] such
that φp(Q(qy + H(G(y)))) = φp(G(y)) and φq(Q(H(y))) = φq(y), in Theorem 5,
we construct an automorphism σ = σ(p,q,H,G,Q) and his inverse is formally τ =
σ(pq, q−1,−q−1H,Q,G). When q /∈ A∗, τ has not the same shape as σ .
Corollary 3. With the notations and under the assumptions of Theorem 5(b), let F(x, y) =
qy + H(px + G(y)), Ea(x, y) = q−1{x + p−1{G(y) − Q(σ(y))}}, and let Ei(x, y) =
q−1{y −H(pqx +Q(y))}, then
(1) F,Ei ∈ VA22(A) and Ea ∈ VA32(A),
(2) F and Ea are associated variables, and
(3) F and Ei are inverse variables.
Example 1. We assume that A is not a field. Let r ∈ A×  A∗. We take p = r2,
q = (r − 1)2, G(y) = y2, and H(y) = r(r − 1)y2 + ry. Theorem 5 can be applied with
a = −2r + 3, b = 2r + 1, S(y) = (−r + 2)y − (r − 1)y2, R(y) = (2r + 1)y − ry2 + ry4),
we have
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+ (−2r + 3)r2[(−r + 2)y − (r − 1)y2].
We obtain the following two inverse automorphisms:{
σ(x) = (r − 1)−2{x + r−2{y2 −Q(σ(y))}},
σ (y) = (r − 1)2y + r(r − 1)(r2x + y2)2 + r(r2x + y2),
and{
τ(x) = (r − 1)2x + r−2{Q(y)− τ(y)2},
τ (y) = (r − 1)−2{y − r(r − 1)[r2(r − 1)2x +Q(y)]2 − r[r2(r − 1)2x +Q(y)]}.
Example 2. We assume that A = Z[ε] with ε2 + 3 = 0. We take p = 2(1 + ε), q = 1,
G(y) = 2y2 + (1 + ε)y3, and H(x) = x. Theorem 5 can be applied with: Q(y) =
2y2 + (1 + ε)y3 + 6(ε − 1)y5. We obtain the following automorphism:{
σ(x) = (2(ε + 1))−1{σ(y)− 2σ(y)2 − (ε + 1)σ (y)3 + 6(1 − ε)σ (y)5 − y},
σ (y) = y + 2(ε + 1)x + 2y2 + (ε + 1)y3.
4. Tameness
Notation 2. We denote by Tr2(A) the subgroup of σ ∈ Af2(A) ∩ BA2(A) in the shape
σ = (x + a, y + b) with a, b ∈ A. We denote by Gl2(A) the linear group and by Bl2(A) the
subgroup of σ ∈ BA2(A) in the shape σ = (ax +P(y), by) with a, b ∈ A∗ and P ∈ yA[y].
It is easy to show that:
Proposition 7. We have:
Af2(A) = Tr2(A)Gl2(A) = Gl2(A)Tr2(A) and
BA2(A) = Tr2(A)Bl2(A) = Bl2(A)Tr2(A).
Let n ∈ N and let σ ∈ TAn2(A). By Proposition 7, we can write σ = bnan . . . b1a1b0 with
b0 ∈ BA2(A), ai ∈ Gl2(A), and bi ∈ Bl2(A) for all i ∈ {1, . . . , n}. We do this reduction in
the proofs of Proposition 8 and Theorem 6.
Proposition 8. Let p ∈ A× and let G(y) ∈ A[1]. We set F(x, y) = px + G(y). If F ∈
VA2(A), the two following assumptions are equivalent:
(1) F ∈ TV2(A),
(2) deg(φp(G)) 1.
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(1) ⇒ (2). By Proposition 4, F ∈ TV2(A) ∩ VA12(A) = TV12(A). We can write
F = σ(y) with σ ∈ TA12(A). By Proposition 7, we can write σ = b1a1b0 with b0 ∈
BA2(A), a1 ∈ Gl2(A), and b1 ∈ Bl2(A). We set b0(y) = d0y + e0, a1(y) = rx + sy, and
b1 = (cx + P(y), dy) where d0, c, d ∈ A∗, e0, r, s ∈ A, and P ∈ A[1]. Hence F(x, y) =
d0[r(cx + P(y)) + sdy] + e0. We obtain p = d0rc and G(y) = pc−1P(y) + d0sdy + e0
and (2) follows.
(2) ⇒ (1). We can write G(y) = g1y + g0 + pG1(y) with g0, g1 ∈ A and G1 ∈ A[y].
Let b = (x + G1(y), y) ∈ BA2(A). Since F ∈ VA2(A), there exists a ∈ Af2(A) such that
a(y) = px + g1y + g0. Then F = ba(y) ∈ TV2(A). 
Theorem 6. Let p,q ∈ A× be such that pA+ qA = A and let G,H ∈ A[1]. Let F(x, y) =
qy + H(px + G(y)), g0 = G(0), and g1 = G′(0). We assume that deg(H)  2 and
F ∈ VA2(A). The two following assumptions are equivalent:
(1) F ∈ TV2(A),
(2) (a) deg(φp(G)) 1,
(b) there exists w ∈ A such that pA+ g1A = wA,
(c) there exists f0 ∈ pA+ g0 such that deg(φpq(wH(wy + f0))) 1.
Proof. By Proposition 5, we have F ∈ VA2(A)∩B2(A) ⊂ VA22(A).
(1) ⇒ (2). By Proposition 4, F ∈ TV2(A) ∩ VA22(A) = TV22(A). We can write
F = σ(y) with σ ∈ TA22(A). By Proposition 7, we can write σ = b2a2b1a1b0 with
b0 ∈ BA2(A), ai ∈ Gl2(A), and bi ∈ Bl2(A) for all i ∈ {1,2}. By Proposition 8, we can
write b1a1b0(y) = p1x + G1(y) with p1 ∈ A×, G1 ∈ A[1], and deg(φp1(G1))  1. With
b−12 = (cx + P(y), dy), we obtain
B(x, y) := a2
(
p1x +G1(y)
)= qdy +H (pcx + pP (y)+G(dy)).
Since deg(H)  2, we deduce (taking care of the degree of B(0, y) and B(x,0))
that pP (y) + G(dy) = f1y + f0 with f0, f1 ∈ A. In particular, deg(φp(G(y))) =
deg(φp(G(dy)))  1, i.e., (a). We remark that f0 = pP (0) + g0 ∈ pA + g0 and f1 =
pP ′(0) + dg1, hence pA + f1A = pA + g1A. We write a−12 = (rx + sy, tx + uy) with
r, s, t, u ∈ A such that δ := ru− st ∈ A∗. We obtain
p1x +G1(y) = qd(tx + uy)+H
(
(pcr + f1t)x + (pcs + f1u)y + f0
)
.
Since deg(H)  2, we deduce that pcr + f1t = 0. We set w = pcs + f1u ∈ pA + f1A.
Computing the inverse of a2, we obtain f1 = δ−1rw and pc = −δ−1tw. We deduce
that p,f1 ∈ wA hence pA + f1A = wA, i.e., (b). We have p1 = qdt and G1(y) =
qduy +H(wy + f0). From deg(φp1(G1)) 1, we get (c).
(2) ⇒ (1). By assumption (a), we can write G(y) = g1 + g0 + pG1(y) with g0, g1 ∈ A
and G1 ∈ A[1]. By assumption (b), there exists w, r, s, t, u ∈ A such that w = pr − g1s,
p = tw, and g1 = uw. By assumption (c), there exists f0, v ∈ A such that f0 = pv + g0
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and it implies, by Proposition 8, that
F1(x, y) := q(−tx − sy)+H(wy + f0) ∈ TV2(A).
Let a = (−sx − ry, tx + uv) ∈ Af2(A) (rt − su = 1) and let b = (x + g1(y) − v, y) ∈
BA2(A). We have F = ba(F1) hence F ∈ TV2(A). 
Remark 2. One can prove Proposition 8 and Theorem 6, using Theorem 5 and Furter’s
algorithm (cf. [5]) in essentially the same way.
Remark 3. Theorems 5 and 6 are generalizations of [2, Main Theorem].
Proposition 9. Let F ∈ VA2(A) and σ ∈ GA2(A) be such that σ(y) = F . The two
following assumptions are equivalent:
(1) F ∈ TV2(A),
(2) σ ∈ TA2(A).
Proof. Implication (2) ⇒ (1) is obvious. Conversely, if F ∈ TV2(A), there exists τ ∈
TA2(A) such that τ(y) = F . Let σ ∈ GA2(A) be such that σ(y) = F . We have σ = bτ
with b ∈ BA2(A) hence σ ∈ TA2(A). 
5. Comparing lengths
Proposition 10. Let p ∈ A×, G,Q ∈ A[1] be such that φp(Q) and φp(G) are inverses in
GA1(A/pA). Let E(x,y) = p−1{Q(px + G(y)) − y}. If E ∈ BV(A) then E ∈ TV2(A).
In other words, Bl(E) al(E).
Proof. We assume that E ∈ BV(A) and E /∈ TV2(A). We have E = b2πb1π(y) with
π = (y, x), b1 = (p−1{Q(y)− x}, y), and b2 = (px +G(y), y). Hence E ∈ VA22(A) (i.e.,
rl(E)  2). Let F(x, y) = px + G(y). By Theorem 5, F and E are associated variables.
By Proposition 9, we have F /∈ TV2(A). By Proposition 8, this implies deg(φp(G))  2.
Since φp(Q) and φp(G) are inverses in GA1(A/pA), we obtain deg(φp(Q))  2 and
deg(Q) 2. We conclude that degx(E) 2 and rl(E) = 2. By Proposition 5, E ∈ BV(A)





px +G(y))− y}= p2y +G2(p1x +G1(y)). (∗)
Looking at equality (∗) in A[y][x] and comparing the constant coefficients and the coeffi-
cients of x, we obtain the two following equations:
(1) p−1{Q(G(y))− y} = p2y +G2(G1(y)) and
(2) Q′(G(y)) = p1G′2(G1(y)).






)= p−1 + p2. (∗∗)
Since deg(G) 2 and deg(Q) 2, we have deg(Q′(G(y))) 2. Hence the two members
in (∗∗) are nought. In particular, we have p−1 = −p2 and p is invertible, which contradicts
F ∈ TV2(A) (by Proposition 8). 
Corollary 4. Let l ∈ N. Assume that l  2 and A is not a field, then inclusion BVl2(A) ⊂
VAl2(A) is strict.
Proof. Let r ∈ A×  A∗ and let
E(x,y) = x + r−1{(r2x + y + ry2)2 − y2} ∈ A[x, y].
By Propositions 1 and 10, we have E ∈ VA22(A)  B(A). Hence, for all l  2, we have
E ∈ VAl2(A) BVl2(A). 
Example 3. The converse of Proposition 10 is not true in general. Here is an example
with A = Z. Let p = 3 and G(y) = Q(y) = 2y + 3y2. We have φp(G) = φp(Q) = 2y
hence φp(G) and φp(Q) are inverses in GA1(Z/3Z). We obtain E(x,y) = y+2x+2y2 +
(3x + 7y2)2. Then E ∈ TV2(Z) BV(Z). In other words, rl(E) = 2 and Bl(E) = +∞.
In fact, since degφp(G) = 1, we have E ∈ TV2(A) by Proposition 8. If E ∈ BV(Z),
since E ∈ VA22(Z), by Proposition 5, this implies that E ∈ B2(Z). There exists p1,p2 ∈ Z
and G1,G2 ∈ Z[y] such that
y + 2x + 2y2 + (3x + 7y2)2 = p2y +G2(p1x +G1(y)). (∗)
Setting y = 0 in (∗), we obtain 2x +9x2 = G2(p1x) hence p1 ∈ Z∗ = {−1,1} and one can
assume p1 = 1. We have G2(x) = 2x + 9x2. Comparing coefficients of x in (∗), we obtain
2(1 + 3(y2 + 2y)) = 2(1 + 9G1(y)). Hence 3G1(y) = y2 + 2y which is impossible with
G1 ∈ Z[y]. 
Proposition 11. Let p,q ∈ A× be such that pA + qA = A and let H,G,Q ∈ A[1] be
such that φp(Q(qy + H(G(y)))) = φp(G(y)) and φq(Q(H(y))) = φq(y). Let E(x,y) =
q−1{y − H(pqx + Q(y))}. If q /∈ A∗, deg(H) 2, and deg(Q) 1, then E ∈ VA22(A) 
BV(A).
Proof. We remark that E = b2πb1π(y) with π = (y, x), b1 = (q−1{x − H(y)}, y),
and b2 = (pqx + Q(y), y). Hence E ∈ VA22(A) (i.e., rl(E)  2). If E ∈ BV(A), from
deg(H)  2, we deduce that degx(E)  2 and rl(E) = 2. By Proposition 5, E ∈ B(A)
implies that E ∈ B2(A). There exists p1,p2 ∈ A and G1,G2 ∈ A[y] such that{ ( )} ( )q−1 y −H pqx +Q(y) = p2y +G2 p1x +G1(y) . (∗)
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coefficients of x, we obtain the two following equations:
(1) q−1{y −H(Q(y))} = p2y +G2(G1(y)) and
(2) −pH ′(Q(y)) = p1G′2(G1(y)).






)= q−1 − p2. (∗∗)
Since deg(H) 2 and deg(Q) 1, we have deg(H ′(Q(y))) 1, hence the two members
of (∗∗) are nought. In particular, we have q−1 = p2, which contradicts q /∈ A∗. 
Example 4. Here is an example when A is not a field. Let r ∈ A×  A∗. Let
E(x,y) = (r − 1)−2{y − r(r − 1)[r2(r − 1)2x +Q(y)]2 − r[r2(r − 1)2x +Q(y)]}
(cf. Example 1). Then E ∈ VA22(A) BV(A) by Proposition 11.
6. Stably tameness
In this section, A is a UFD. We fix a minimal set P of irreducibles of A such that every
element in A can be written as a product of irreducibles in P . For all p ∈ P , we denote by
vp : A× → N the p-adic valuation. The following definitions are usual.











Definition 14 (Height). Let a ∈ A×. We define the height of a ∈ A× by ht(a) = max{vp(a);
p ∈ P}.
Remark 4. The height of a is the nilpotence order of
√
a modulo a.
Lemma 5. Let F ∈ A[2] be such that F(0,0) = 0. The two following assumptions are
equivalent:
(1) F ∈ BV12(A),
(2) there exists p,q ∈ A× and G ∈ A[1], such that pA + qA = A and F(x, y) = px +√qy + pG(y).
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Proposition 12. Let F ∈ BV12(A), then F is totally stably tame.
Proof. One can assume that F(0,0) = 0. Using Lemma 5, one can write F(x, y) =
px + qy + rG(y) with p,q ∈ A× such that pA+ qA = A and G ∈ A[1] and r = √p. We
prove that F is totally stably tame by induction on ht(p). If ht(p) = 0, then p ∈ A∗ and F is
a (totally) tame variable by Proposition 8. Now, we assume that ht(p) 1. Let p1 = r−1p,
then ht(p1) < ht(p). Let r1 = √p1, obviously r1 divides r . Since pA + qA = A, we have
p1A+qA = A and rA+qA = A. Let a, b ∈ A be such that ar +bq = 1. Let σ ∈ GA2(A)
be such that σ(y) = F . We consider a new indeterminate z. Let
a1 = (x, z, y + rz), a2 = (z, y, x), a3 = (qy + az,−ry + bz,−x),
b1 =
(
x, y − az +G(bz), z), and b2 = (x −G(y)− p1z, y, z).
We have a1, a2, a3 ∈ Af3(A) and b1, b2 ∈ BA3(A). Let σ1 = a3b2a2σa1b1. We have
σ1(z) = z and σ1(y) = p1x + qy + r1G1(y) where
G1(y) = r−11
(
G(bz)−G(−ry + bz)) ∈ A[z][y].
Using the induction hypothesis in the ring A1 = A[z] which is a UFD, we obtain that σ1
and σ are stably tame. This shows that F is totally stably tame. 
Lemma 6. Let p,q ∈ A×, G,H ∈ A[1] be such that G(0) = H(0) = 0. If gcd(p,G) = 1
and if (∗) φp(qx +H(G(x))) ∈ VA1(A/pA), then there exists g1, h1 ∈ A× and G1,H1 ∈
x2A[x] such that:
(a) H(x) = h1x + √pH1(x),
(b) qx + h1G(x) = g1x + √pG1(x), and
(c) g1A+ √pA = A.
Proof. Let p ∈ P be such that vp(p)  1 (i.e., p divides p). By (∗), we have
φp(qx + H(G(x))) ∈ VA1(A/pA). Since the ring A/pA is a domain, this implies that
degφp(G)degφp(H) = degφp(H(G)) 1. Since gcd(p,G) = 1, we have degφp(G) 1,
hence degφp(H) 1. Since H(0) = 0, this implies that p divides H(x) − h1x with h1 =
H ′(0). Hence √p divides H(x) − h1x and H(x) = h1x + √pH1(x) with H1 ∈ x2A[x]
and we get (a).
Let g1 = q + h1G′(0). As above, we deduce that √p divides qx + h1G(x) − g1x and
we can write qx + h1G(x) = g1x + √pG1(x) with G1,H1 ∈ x2A[x] and we get (b).
Since for all p ∈ P such that vp(p)  1, we have g1A + pA = A, we have
g1A+ √pA = A and we get (c). 
Theorem 7. Let F ∈ VB22(A), then F is totally stably tame.
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We show that F is totally stably tame by induction on ht(p). If ht(p) = 0 then p ∈ A∗.
Let σ ∈ GA2(A) be such that σ(y) = F . Let b = (x − p−1G(y), y) ∈ BA2(A), we have
bσ(y) = qy + H(px) ∈ BV12(A). Using Proposition 12, we obtain that bσ and σ are
stably tame. Hence F is a totally stably tame variable. Now, we suppose that ht(p)  1.
Using Proposition 12, one can assume that p,q ∈ A×. Replacing H(x) by H(x + G(0))
and G(y) by G(y) − G(0) and F(x, y) by F(x, y) − H(G(0)), one can assume that
G(0) = H(0) = 0. Let s = gcd(p,G). Replacing p by s−1p, G1(y) by s−1G(y) and
H1(x) by H(sx), one can assume that s = 1. Let r = √p. Since F ∈ VA2(A), we
have φp(qx + H(G(x))) ∈ VA1(A/pA). By Lemma 6, there exists g1, h1 ∈ A× and
G1,H1 ∈ x2A[x] such that H(x) = h1x + rH1(x), qx + h1G(x) = g1x + rG1(x), and
g1A + rA = A. Let a, b ∈ A be such that ar + bg1 = 1. Let σ ∈ GA2(A) be such that
σ(y) = F . Let z be a new indeterminate. Let
a1 = (x, z, y + rz), a2 = (z, y, x), a3 = (g1y + az,−ry + bz, x), and
b = (x − (h1pr−1z +G1(y)+H1(pz +G(y))), y, z).
We have a1, a2, a3 ∈ Af3(A) and b ∈ BA3(A). Let σ2 = a3ba2σa1. We have σ2(z) = z
and σ2(y) = qy + H2(p2x + G2(y)) where p2 = pr−1, G2(y) = r−1(G(−ry + bz) −
G(bz)) ∈ A[z][y], and H2(x) = az + G1(bz) − h1x − H1(rx + G(bz)) ∈ A[z][x]. Since
ht(p2) < ht(p), this implies that σ2 and σ are totally stably tame. This shows that F is
totally stably tame. 
Example 5. Let A be a UFD but not a field and let r ∈ A×  A∗ (for example A = k[z]
(where k is a field) and r = z or A = Z and r = 3). We consider the automorphism σ
constructed in Example 1 and we set E = σ(x) and F = σ(y). We have F ∈ VB22(A).
Hence F is stably tame by Berson’s theorem (cf. Theorem 3). Theorem 7 implies that F is
totally stably tame, i.e., σ is stably tame. In particular, E is also stably tame. But E is not
a Berson variable by Proposition 11 (cf. Example 4) and Theorem 3 cannot apply to show
E to be stably tame.
Example 6 (and question). We assume that A = Z[ε] with ε2 + 3 = 0. Let σ be the
automorphism of Example 2. The variable
σ(y) = F(x, y) = 2(ε + 1)x + y + 2y2 + (ε + 1)y3 ∈ VA12
(
Z[ε])
is stably tame by Berson’s theorem (cf. Theorem 3). Theorem 7 cannot be applied because
Z[ε] is not a UFD. The question is: is the variable F totally stably tame? In other words,
is the automorphism σ stably tame?
Note added in proof
A mistake in the proof of Proposition 5 has been pointed out by Joost Berson
(cf. [11, Remark 2.1.11]). Nevertheless, one can prove that the first component of Nagata’s
automorphism is not in Berson’s class (cf. [11, Proposition 2.1.15]).
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