In order to solve the problems of filtering divergence and low accuracy in Kalman filter (KF) applications in a high-speed unmanned aerial vehicle (UAV), this paper proposed a new method of integrated robust adaptive Kalman filter: strong adaptive Kalman filter (SAKF). The simulation of two high-dynamic conditions and a practical experiment were designed to verify the new multi-sensor data fusion algorithm. Then the performance of the Sage-Husa adaptive Kalman filter (SHAKF), strong tracking filter (STF), H ∞ filter and SAKF were compared. The results of the simulation and practical experiments show that the SAKF can automatically select its filtering process under different conditions, according to an anomaly criterion. SAKF combines the advantages of SHAKF, H ∞ filter and STF, and has the characteristics of high accuracy, robustness and good tracking skill. The research has proved that SAKF is more appropriate in high-speed UAV navigation than single filter algorithms.
Introduction
Due to their advantages of high-maneuverability and long flight range, high-speed unmanned aerial vehicles (UAVs) are widely used in scout, tracking, danger monitoring, etc. [1] . Compared with a low-speed UAV, a high-speed UAV is more easily interfered in by the working mode and condition, which means a high-speed UAV needs reliable navigation system to provide long-term and accurate navigation information in complex environments [2] . The single Strap-down Inertial Navigation System (SINS) or single Global Navigation Satellite System (GNSS) cannot provide precise guidance for a UAV, so a SINS/GNSS information fusion system is needed [3] . Thus, an integrated navigation system is proposed, which combines the advantage of both sides and avoids their deficiencies [4, 5] . It has been widely acknowledged that Kalman filter (KF) can be used in SINS/GNSS information fusion [6, 7] . Based on H2 estimation, KF needs suitable initial values, system noise covariance matrix (Q-matrix) and measurement noise covariance matrix (R-matrix) to reach the optimal estimation. Meantime, the hypothetical condition of KF is that the system model is accurate and the noise characteristic obeys or approximately obeys Gaussian distribution. However, in the flight process, a high-speed UAV usually faces a high-dynamic environment such as large maneuvering and wide spectrum vibration. Here, the large maneuvering means that the amplitude of linear acceleration or angular velocity is large and the frequency is low. Wide spectrum vibration refers to the condition that the vibration frequency range is wide, but the vibration amplitude is small [8] . Under the condition of a high-dynamic environment, the practical noise's feature of the sensors is time-varying. The system model is also uncertain because GNSS may work in an abnormal state and the error of the inertial sensors may increase. So the filtering accuracy of KF will be seriously influenced by the uncertainty of system model and noise characteristic, and even worse, the filtering results may diverge. This will cause the UAV to be guided with a wrong route or even to crash [5] . If the value of Q-matrix or R-matrix is only adjusted blindly, the weight of real-time measurement and one-step prediction may be more appropriate to some extent, but it is impossible to achieve the optimal estimation. To solve the aforementioned problems of KF, changing the intermediate steps of KF is an effective way to improve the robustness and self-adaptive ability of the filtering algorithm. Aiming at adaptive estimation of Q-matrix and R-matrix, the Sage-Husa adaptive Kalman filter (SHAKF) was proposed [9] [10] [11] . Theoretically, this algorithm adaptively estimates the noise characteristic of system and measurement, and solves the uncertainty of KF for noise estimation. However, the noise covariance matrix is prone to losing the positive semi-definiteness and causes filtering divergence. The strong tracking filter (STF), trying to refine the priori estimate error covariance matrix (P-matrix), imports fading factor to reduce the influence of priori and historical information to current state estimation [12] . This method is good at tracking the abrupt changes. In reference [13] , researchers used STF for sensor fault diagnosis in a UAV control system, and the simulation results showed good performance in real-time and accuracy. The reference [14, 15] proposed an adaptive fuzzy strong tracking extended Kalman filter structure which combines STF and fuzzy logic model. This method was respectively used in pure Global Position System (GPS) navigation and Inertial Navigation System (INS)/GPS integrated navigation, which could improve the self-adaptive ability of system. But the measuring problem of a real vehicle in high-dynamic environment is not discussed.
In addition, robust filtering methods such as H ∞ filter were also used in practical system [16] [17] [18] . The H ∞ filter could minimize the influence of noise and initial state uncertainty, although Q-matrix, R-matrix and P0-matrix are unknown [19] . Its robustness can guarantee its availability, even in the worst case. The algorithm is suitable for all possible external interference, though it sacrifices average accuracy to maintain its stability [20] .
In order to take the anti-interference ability and the accuracy of the filtering algorithm into account, this paper proposed an integrated filtering algorithm-strong adaptive Kalman filter (SAKF), based on SHAKF, STF and H ∞ filter. The algorithm guarantees the stability and accuracy in high-dynamic flight of UAV, when the measurement noise is uncertain and the system's interference is unavoidable because of the body vibration. SAKF adopts the method of SHAKF to realize adaptive estimation of noise covariance matrices. The R-matrix is considered as the criterion as to whether the filtering process is abnormal or not. Under normal condition, the STF is selected to provide high filtering accuracy. In abnormal situation, H ∞ filter is used to guarantee the stability of filter.
The key innovation of this filtering algorithm is integration. In the process of our research we found that single filtering algorithm can hardly achieve the best performance in every aspect. So integrating the isolating algorithms is a feasible solution. Comparing with SHAKF, SAKF has a better tracking ability, which means it can closely track the abrupt change in high-dynamic flight. So SHAKF is better at adaptivity than SHAKF. Compared with STF, SAKF is more stable, which means such a method is not easy to diverge and can withstand unexpected interference; Compared with H ∞ filter, SAKF has a higher accuracy, so this method can provide a better navigation. All of these advantages make the integrated filtering algorithms have good performance for high-dynamic navigation.
To verify the superiority of SAKF, simulations and practical experiments were designed to compare the performance of different filter algorithms. The results show that SAKF has greater advantages in anti-interference and accuracy, which is suitable for the integrated navigation of UAV in a high-dynamic environment.
Strong Adaptive Kalman Filter (SAKF)
2.1. Strap-down Inertial Navigation System/Global Navigation Satellite System (SINS/GNSS) Integrated Navigation State Model For a high-speed UAV system, the state vector of navigation is defined as X∈ R 15 , whose elements include INS error and inertial sensors' error.
The navigation system is based on the East-North-Up (ENU) frame, and
is the error components of attitude; δv n = δv E δv N δv U T represents the error components of velocity in the ENU frame; δp = δL δλ δh T represents the error components of latitude, longitude and height; ε b represents the drift of gyroscope in body frame; ∇ b represents the bias of accelerometer in body frame. The superscripts b, n respectively represent body frame and ENU frame.
T represents the transposition of the matrix. The state equation is given as follows,
where W b represents the measurement noise of gyroscope and accelerometer; F(15 × 15) represents the transition matrix; G represents the noise exciting matrix. SINS/GNSS integrated system uses loosely coupled closed-loop architecture, and the measurement equation is given as follows, 
Algorithm Designs
Under the condition that the system model and noise characteristic are already known, KF is linear optimal. The SHAKF breaks the constraint that Q-matrix and R-matrix must be known beforehand, and realizes the on-line estimation of system and measurement noise. This method puts more weights on the residual, and can improve the tracking ability in a high-dynamic environment. However, if practical measurement noise is lower than theoretical one or the priori estimation error is too large, R-matrix may lose its positive definiteness, so that the filtering results will diverge. By using fading factor when calculating P-matrix, STF reduces the weights of the prior knowledge and historical information in current state estimation. Therefore, this method is a good way to track sudden changes. The basic assumption of STF, like KF, is that the noise characteristic obeys or approximately obeys Gaussian distribution. However, the noise under the high-dynamic flight condition of UAV cannot be described as Gaussian distribution. For example, there may be hopping points in GNSS data, thus a large estimation error will occur by then. The H ∞ filter can guarantee the system's availability under the condition of strong interference, but its average accuracy decreases. The proposed method of integrated filtering, strong adaptive Kalman filter, combines the three methods mentioned above. Based on the framework of KF, SAKF adds adaptive estimation step for error covariance matrices, and R-matrix is considered as the criterion whether the filtering process is abnormal or not. In abnormal condition, the algorithm will choose H ∞ filter as the filtering main body. Otherwise, STF will be chosen. Figure 1 shows the process of SAKF. The whole process includes 4 parts. filtering process is abnormal or not. In abnormal condition, the algorithm will choose H∞ filter as the filtering main body. Otherwise, STF will be chosen. Figure 1 shows the process of SAKF. The whole process includes 4 parts.
R Adaption
The process of the strong adaptive Kalman filter. The whole flow chart includes state prediction, residual, and measurement anomaly detection, filtering of the main body, and Q Adaption.
Part 1.
State prediction update equation is given as follows, ˆk X is the priori state estimation at step k.
relates the state at time step k to the state at step k + 1. 
State prediction update equation is given as follows,X k is the priori state estimation at step k.X k/k−1 is the estimation from time step k − 1 to k. Φ k/k−1 relates the state at time step k to the state at step k + 1.X
Part 2. Residual update equation is given as follows, ε k is the residual at step k, Z k is the measurement value at step k, and H k represent the measurement matrix.
Part 3. Measurement of anomaly detection step The adaptive estimation method for the Q-matrix and R-matrix does not conflict with the framework of STF and H ∞ filter, but the intermediate steps of STF and H ∞ filter are conflicts with each other. So it is necessary to judge whether the measurement information is abnormal. The algorithm can use STF under normal condition, or switch to the H ∞ filter under abnormal conditions. Firstly, we should set the upper bound of R-matrix, and the matrix of maximum values named R max is given as follows, where m is the number of measurement vectors. Before each update, a detection should be made to check whether the estimated value of the i th vector in R-matrix is smaller than R i max (i = 1, 2, 3 . . . . . . , m). The inequality is given as follows, whose result is considered as the criterion of anomaly or divergence. Here, the superscript i means this variable corresponding the i th vector in R-matrix.
When every R i
satisfies the condition of inequality (7), we believe the measurement results are usable and the filter's work state is stable. So the R-matrix update equation can be showed as follows,
Then update the measurement information using the updated equation of STF, which is given as follows:
Here L k represents the diagonal matrix of fading factors, which is given as follows,
Each fading factor can be gotten by Equation (11) .
where α i is a fixed parameter, and the value of C k can be obtained by Equations (12)- (16) .
where the initial value of V k is set as the covariance matrix of residual. Then the forgetting factor ρ adjusts the ratio between V k−1 and ε 0 ε T 0 in the following iterations. As 0 < ρ ≤ 1, ρ 1+ρ ∈ (0, 0.5]. This indicates that a lager weight is put on the current information than historical information. Therefore, the residual plays an important role in the filtering process, and the tracking ability can be improved in this way.
If there exists
max , then the elements of R-matrix are updated as follows,R
Then the updated equation of H ∞ filter is used as the filtering step:
Set constrain condition for iteration, like Equation (19),
As θ is a key parameter for filtering performance, it is difficult to select an appropriate value. Generally, when the Equation (19) is satisfied, θ should be maximized to achieve the highest robustness. However, the UAV navigation system is time-varying, the Equation (19) may not satisfy with a large θ. Thus, when in high-dynamic environment, the value of θ is set to be relatively smaller. θ is usually set at the range of (0, 0.02) in navigation. Here, S k represents error covariance matrix of X k 's linear combination. Usually, S k is set to be equal to I k (unit matrix) in navigation.
Part 4. The Q matrix update equation is given as followŝ
where α k ∈ (0, 1) and β k ∈ (0, 1) respectively represent adjusting factors of Q-matrix and R-matrix. Essentially, they relate to the ratio between residual and historical information. The estimation's adaptive and tracking skills rely more on current information. Therefore, we import forgetting factors b α and b β to reinforce the role of the residual. The recurrent equation is given as follows:
where α 0 = β 0 = 1, and b α , b β ∈ (0, 1). When the value of k is large enough, there are α k ≈ 1 − b α and β k ≈ 1 − b β . Generally, the value of b α , b β is between 0.9 and 0.999.
Verification and Analysis
The simulation data and the real measurement data were respectively used to verify the strong adaptive filtering algorithm proposed in this paper. In Section 3.1, the simulation was used for the verification. In Section 3.2, four kinds of algorithms were used on a real UAV testing platform. By comparing the performance of each algorithm, the superiority of SAKF was verified. The ideal flight simulation data was generated by the trajectory generator, which corresponded to the high maneuvering condition (acceleration of 4~100 g; angular velocity of 100~1000 • /h). The whole process includes take-off at an acceleration of 50 m/s 2 , climb at a pitch angular velocity of 35 • /s, turning at a yaw angular velocity of 15 • /s, descend at a pitch angular velocity of 30 • /s, level flight, etc. The navigation frame is chosen as the E-N-U geography frame. The initial position is selected as 120 • E, 30 • N, and at an altitude of 1000 m. The simulation process lasts 450 s, and the configuration of sensors and initial errors information are showed in Table 1 . In addition, the sampling frequency of inertial sensors is 200 Hz, the update rate of SINS is 100 Hz, and the update rate of GNSS is 1 Hz. The filtering parameters are showed as follows, In addition, the sampling frequency of inertial sensors is 200 Hz, the update rate of SINS is 100 Hz, and the update rate of GNSS is 1 Hz. The filtering parameters are showed as follows, b β = 0.95, represents semimajor axis of ellipsoid.
Scene Design
In order to verify the performance of the proposed strong adaptive filtering method, it is necessary to simulate the high-dynamic environment of the UAV. So we designed two kinds of scenes that are representative. The accuracy and anti-interference ability of SHAKF, H ∞ filter, STF and SAKF is compared by calculating the root-mean-square (RMS) of the filtering output.
Here, X i represents the i th true value of navigation,X i represents the I th filtering results, and n represents the times of filtering iteration.
Results and Analysis of Simulation
According to the simulation, the diagrams of errors (position, velocity and attitude) obtained by four types of filtering algorithms in scene 1 are given as Figure 3 ; Figure 4 shows the errors in scene 2.
According to the results shown in the tables and diagrams above, in scene 1, no filtering divergence appears, but the attitude error increases in each case. The filtering error obtained by SHAKF increases rapidly during 250 s~300 s, but the filtering results converge after this period; the anti-interference performance of H ∞ filter and STF is better, as there is no apparent fluctuation in error during 250 s~300 s. However, the error obtained by H ∞ filter is larger, especially the error of position after 300 s, where a severe fluctuation appears; by contrast, SAKF performs in a stable state during the whole simulation period, and its accuracy is higher than STF. For attitude, we noticed that the error of yaw is always in a relatively high level. There are two reasons to explain such situation. On one hand, the system did not use the information provided by GNSS to fix the yaw angle. On the other hand, because of the filtering constraint, the error of attitude was always at a controllable range without divergence. During 250 s~300 s the anomaly of inertial sensors occurs, which influences the accuracy of calculated yaw. As H ∞ is relatively insensitive to abrupt change, it seems that the error of yaw is lower than STF and SAKF.
In scene 2, we lowered the accuracy of GNSS during 100~150 s and set a hopping point during the period of 230~232 s. Based on barometer and inertial sensors, we used the complementary filter to calculate the vertical position and velocity, so they were hardly influenced by anomalies of GNSS during the period of 100~150 s; At the same time, the horizontal estimation accuracy of STF and SHAKF deteriorate rapidly into the H ∞ filter level; SAKF has the best performance in this period. During 230 s~232 s, SHAKF and STF are sensitive to the hopping point. STF is more easily influenced by hopping point than SHAKF but it also converges faster after the anomaly. On the other hand, the H ∞ filter is insensitive to this situation. Since SAKF shares similar robustness with H ∞ filter, it is hardly influenced by the hopping point. In summary, the SHAKF has the best accuracy without interference, but its accuracy is rapidly reduced when interference is introduced, even filter divergence may occur. The STF relies more on the measurement information, which is insensitive to the inertial anomaly. However it is easily influenced by the anomaly of GNSS. H ∞ filter guarantees the stability in interference and shows high robustness when facing an anomaly, whereas its performance is limited by low-accuracy. The proposed algorithm, SAKF, which combines the advantages of three filtering methods, well fits for the high-dynamic flight of the UAV.
calculating the root-mean-square (RMS) of the filtering output.
Here, i X represents the i th true value of navigation, ˆi X represents the I th filtering results, and n represents the times of filtering iteration.
According to the simulation, the diagrams of errors (position, velocity and attitude) obtained by four types of filtering algorithms in scene 1 are given as Figure 3 ; Figure 4 shows the errors in scene 2. To make a more accurate comparison, the RMS of four algorithms in two scenes is listed in Tables 2 and 3 . Table 2 . The root mean square (RMS) obtained by the output of four algorithms in scene 1 (250 s~300 s). To make a more accurate comparison, the RMS of four algorithms in two scenes is listed in Tables 2  and 3 . Table 2 . The root mean square (RMS) obtained by the output of four algorithms in scene 1 (250 s~300 s).
Algorithm
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Attitude θ, ϕ, γ/ Velocity V E , V N , In order to make it more convenient to compare the performance of four filtering algorithms, we first need to obtain the real-time data of sensors in the flight process of the UAV. Then the application of the algorithm is carried out in the post-processing. The experimental data was collected by a self-developed integrated system on UAV. The system consists of a digital processing board, a GNSS receiver (OEM615), an inertial measurement unit (ADIS16488) and other sensors. The core components of the digital processing board are a digital signal processor (DSP) (SM320C6748-HIREL) and field-programmable gate array (FPGA) (XC5VLX30T), where they are connected by an external memory interface (EMIF). In order to ensure the parallel acquisition of sensor data, OEM615 and ADIS16488 are connected to the FPGA through their respective serial interface, and a RS-422 driver is connected to the FPGA as the external communication port of the system. Meantime, the FPGA also connects other digital sensors such as barometers, thermometers and so on. UART and RS-422 were chosen as the communicational protocol, and measurement data were saved in an SD card. Then we undertook the verification using MATLAB after the data were exported to the computer. Descend to an altitude of 1500 m with a −10 • pitch angle; 10. Return to the initial position.
Hyper-Parameter and Initial Error
The update rate of inertial sensor's data was 200 Hz. The update rate of GNSS was 25 Hz. The update rate of SINS was 150 Hz. The initial error of UAV is given in Table 4 . The filtering parameters are showed as follows,
, ρ = 0.9, R max = diag(0.5, 0.5, 1, 10/R e , 10/R e , 20) 2 . Because the real condition was slightly different from the simulated one, we changed the value of filtering parameters to reach the best performance.
Results and Analysis of Experiment
The whole process lasted 2873 s including take-off, flying and landing. Based on GNSS data, the diagrams of 3D trajectory and velocity curve in E-N-U frame are shown in Figure 5 . The red point in the 3D trajectory diagram is the starting point, and the sections marked with (1)~(13) correspond to the flight section in 3.2.2. The label "GNSS Misalignment" in the diagram of the curve represents the anomaly of GNSS during 1470 s~1505 s (lock-loss, the number of satellite is less than 4). So GNSS information is not used for measurement update in this period.
Comparing the performance of SHAKF, H∞ filter, STF and SAKF, the results are shown in Figure 6 . The red point in the 3D trajectory diagram is the starting point, and the sections marked with (1)~(13) correspond to the flight in Section 3.2.2. The label "GNSS Misalignment" in the diagram of the curve represents the anomaly of GNSS during 1470 s~1505 s (lock-loss, the number of satellite is less than 4). So GNSS information is not used for measurement update in this period.
Comparing the performance of SHAKF, H ∞ filter, STF and SAKF, the results are shown in Figure 6 .
The red point in the 3D trajectory diagram is the starting point, and the sections marked with (1)~(13) correspond to the flight section in 3.2.2. The label "GNSS Misalignment" in the diagram of the curve represents the anomaly of GNSS during 1470 s~1505 s (lock-loss, the number of satellite is less than 4). So GNSS information is not used for measurement update in this period.
Comparing the performance of SHAKF, H∞ filter, STF and SAKF, the results are shown in Figure 6 . We choose some representative moments and use GNSS data as the reference, in order to compare the filtering accuracy of H ∞ filter, STF and SAKF (divergence appears using SHAKF). The comparison is showed in Table 5 . Table 5 shows the accuracy comparison of the H ∞ filter, STF and SAKF (divergence appears using SHAKF).
In Figure 6 , the SHAKF method shows the filtering divergence, so it is not fitful in real high-dynamic environment. STF, whose accuracy closely depends on measurement information, has better tracking ability, but its accuracy will deteriorate when GNSS misalignment happens. The H ∞ filter has great availability, even in the worst case, but its average accuracy is poor. SAKF has the best performance in the experiment. It maintains high stability and accuracy even when an anomaly appears. It can be seen from Table 5 that the error varies with time. The value of error in high-dynamic flight (500, 800, and 1800 s) is much larger than that in level flight (1000, 2500 s). Evaluating the accuracy of different filtering algorithms, SAKF is much better than STK and H ∞ filter.
In summary, the proposed SAKF algorithm, which combines the advantages of SHAKF, STF and H ∞ filter, fits the high-dynamic flight of a UAV well.
Conclusions
In this paper, an integrated adaptive filtering algorithm named SAKF is proposed, and the effectiveness of the algorithm is verified by simulation and a practical experiment, respectively. The results of the simulation and experiment showed that the SAKF has a better performance than other three algorithms in high-speed UAV integrated navigation system. It has the superiority of adapting to different disturbances during high-dynamic flight, and estimating measurement noise and system noise in real time. Meanwhile, it has the advantages of high accuracy, tracking ability and robustness. The proposed algorithm provides a new solution for a high-speed UAV navigation system.
At present, most of the data-fusion algorithms for an integrated navigation system in high-dynamic environment are still immature. Their verification is mostly based on pure simulation. We designed a real hardware testing platform, and used the real navigation data to verify its performance. We have proven the value of the proposed algorithm in the practical application in a high-speed UAV. In future, we will focus more on the real time and online navigation for UAV in high-dynamic conditions using SAKF. The further research of this new adaptive Kalman filtering algorithm will promote the development of high-speed UAVs and other fields of navigation. 
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