Abstract. Recent studies show that visual information contained in visual speech can be helpful for the performance enhancement of audio-only blind source separation (BSS) algorithms. Such information is exploited through the statistical characterisation of the coherence between the audio and visual speech using, e.g. a Gaussian mixture model (GMM). In this paper, we present two new contributions. An adapted expectation maximization (AEM) algorithm is proposed in the training process to model the audio-visual coherence upon the extracted features. The coherence is exploited to solve the permutation problem in the frequency domain using a new sorting scheme. We test our algorithm on the XM2VTS multimodal database. The experimental results show that our proposed algorithm outperforms traditional audio-only BSS.
Introduction
Human speech perception is essentially bimodal as speech is perceived by auditory and visual senses. In traditional blind source separation (BSS) for auditory mixtures, only audio signals are considered. With the independence assumption, many algorithms have been proposed, e.g. [1]- [4] . The use of visual stimuli in BSS represents a recent development in multi-modal signal processing. Sodoyer et al. [5] addressed the separation problem for an instantaneous stationary mixture of decorrelated sources, with no further assumptions on independence or non-Gaussianity. Wang et al. [6] implemented a similar idea by applying the Bayesian framework to the fused feature observations for both instantaneous and convolutive mixtures. Rivet et al. [7] proposed a new statistical tool utilizing the log-Rayleigh distribution for modeling the audio-visual coherence, and then used the coherence to address the permutation and scale ambiguities in the spectral domain. However, the algorithm proposed in [5] used simple visual stimuli with only plosive consonants and vowels and worked for only instantaneous mixtures; the method in [6] considered a convolutive model with a relatively small number of taps for the mixing filters; the approach in [7] trained the audio-visual coherence with high dimensional audio feature vectors, thus the coherence model was sensitive to outliers.
In this paper, we consider the convolutive model [6]- [11] with the assumption of non-Gaussianity and independence constraints of the sources. We synchronize and merge the modified Mel-frequency cepstrum coefficients (MFCCs) as audio features and some geometric-type features from the video stream to obtain the audio-visual features for the estimation of the parameters of the bimodal coherence. A GMM model is trained on the audio-visual features using the adapted expectation maximization (AEM) algorithm that considers the different influences of the audio features on the model. The audio-visual coherence is then applied to address the permutation indeterminacy in the frequency domain based on an iterative sorting scheme. The remainder of the paper is organised as follows. An overview of convolutive BSS is presented in Section 2. Section 3 introduces our bimodal feature extraction and fusion method. Detailed indeterminacies cancellation algorithm exploiting the audio-visual coherence is presented in Section 4. The simulation results are analyzed and discussed in Section 5. Finally Section 6 concludes the paper.
BSS for Convolutive Mixtures
BSS aims to recover sources from their mixtures without any or with little prior knowledge about the sources or the mixing process. Consider the convolutive model:
or in matrix form:
T and * denotes a convolution; H(n) is the mixing matrix whose entry h pk (n) represents the impulse response from source k to sensor p; ξ(n) is the additive noise vector; n is the discrete time index. The objective of convolutive BSS is to find a set of separation filters {w kp (n)} that satisfy:
The matrix form of the separation process isŝ(n) = y(n) = W(n) * x(n) where W(n) is the separation matrix whose entries are the impulse responses w kp (n). Convolutive BSS is often performed in the frequency domain as depicted by the upper dashed box in Fig.1 . After applying the short-time Fourier transform (STFT) to the observations, the convolutive mixture in the time domain is transformed to a set of instantaneous mixtures in the frequency domain. Then ICA is
