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Abstract 
A family of hybrid, exponentially fitted, predictor-corrector methods is developed for the numerical integration of the 
one-dimensional Schr6dinger equation. The formula considered contains certain free parameters which allow it to be fitted 
automatically to exponential functions. The new methods are of algebraic order six, they are very simple and integrate 
more exponential functions than both the well-known fourth-order Numerov-type exponentially fitted methods and the 
Runge-Kutta-type methods of algebraic order six. Numerical results also indicate that the new methods are much more 
accurate than the other exponentially fitted methods mentioned above. 
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I. Introduction 
In recent years the radial Schr6dinger equation has been the subject of great research activity, the 
aim being to achieve a fast and reliable algorithm that generates a numerical solution (see [11-16, 
19-30, 32-35]).  The one-dimensional Schr6dinger equation has the form 
y"(x)  = [l(l + 1)/x 2 + V(x) - k2]y(x). (1) 
Equations of  this type occur very frequently in theoretical physics, see, for example, [18], and there 
is a real need to be able to solve them both efficiently and reliably by numerical methods. In (1), k 2 
* Corresponding author. 
0377-0427/97/$17.00 (~) 1997 Elsevier Science B.V. All rights reserved 
PH S0377-0427(97)00188-X 
216 R.M. Thomas, T.E. SimoslJournal of Computational and Applied Mathematics 87 (1997) 215-226 
is a real number denoting the energy, l is a given integer and V is a given function which denotes 
the potential. The function W(x) = l(l + 1 )Ix z + V(x) denotes the effective potential, which satisfies 
W(x) ~ 0 as x --~ c~. The boundary conditions are 
y(0) = 0 (2) 
and a second boundary condition, for large values of x, determined by physical considerations. 
Boundary-value methods based on either collocation or finite differences are not very popular for 
the solution of (1), due to the fact that the problem is posed on an infinite interval. Initial-value 
methods, such as shooting, also need to take into account he fact that ]y'(x)l may be very large 
near x = 0. The aim of this paper is to derive more efficient integrators to solve Eq. (1) in a shooting 
approach. 
Thomas et al. [30] derived a family of Numerov-type predictor-corrector methods (of algebraic 
order four) which integrate xactly functions of the form 
{ 1,x,x 2 .... ,x p, exp(+vx),x exp(-4-vx),... ,x m exp(+vx)}, (3) 
where v is the frequency of the problem. (Methods which integrate xactly functions of the form 
(3) are known as exponentially fitted methods.) They derived these methods with m- -0  and p = 7, 
m= 1 and p=5,  m--2  and p- -3 ,  and m=3 and p= 1. Ixaru and Rizea [7] showed that, for 
the resonance problem (1), it is generally more efficient o derive methods that integrate xactly 
functions of the form (3) than to use classical exponential fitting methods. From the error analysis 
developed by Simos [29], the main reason for this is that, when the classical exponential fitting 
methods are applied to Schr6dinger's equation, the leading coefficients in the asymptotic expansion 
of their local truncation errors depend on the energy k. For many problems of interest, these leading 
coefficients are large in modulus. 
The methods proposed by Thomas et al. [30] are 
(1) very simple compared with the well-known Runge-Kutta-type methods (see, for example, [2]), 
and 
(2) much more accurate than the exponentially fitted methods obtained from Numerov's method 
(see, for example, [7, 19-21, 26, 27]) or from the sixth-order Runge-Kutta-type methods (see, 
for example, [24, 3]), in the sense that they integrate xactly more exponential functions. 
Note, however, that the values of m and p given above are the largest values that can be obtained 
for methods of the form proposed by Thomas et al. [30]. 
The purpose of this paper is to derive a family of hybrid predictor-corrector methods fitted to 
(3) and, in particular, to derive methods with m--0  and p=9,  m= 1 and p=7,  m=2 and p=5,  
m--3 and p = 3, and m = 4 and p = 1, i.e. to derive methods which integrate more functions of the 
form (3) than the methods proposed previously. We note also that these values of m and p are the 
largest values which we can obtain for this family of hybrid methods. The new methods are much 
more accurate than the exponentially fitted methods obtained from Numerov's method and from the 
sixth-order Runge-Kutta-type methods because they integrate xactly more exponential functions. We 
have applied the new methods to the resonance problem (which arises from the one-dimensional 
Schrrdinger equation). Note that the resonance problem is one of the most difficult to solve of all 
the problems based on the one-dimensional Schrrdinger equation because it has highly oscillatory 
solutions, especially for large resonances ( ee Section 4). We have also applied the new methods to 
the bound-states problem. 
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2. The new family of methods 
Consider the family of methods 
1438y' n  253Y'n'_ 1), Yn+l/2 = ~ (5yn+l if- 146yn -- 47yn-1) + ~ 2 ,, h (--59Yn+ 1 + + 
1 2 tt 
Yn-1/2 = ±52 (3yn+l + 20y, + 29y,--1) + 4-~ h (41Yn+ 1 -- 682y' n'-- 271Y'n'_1), 
2 I I  I I  I !  - - I t  I I  - - I !  
Yn = Yn -- ah [Y,+I - 2y,  + Yn-1 - 4(Yn+1/2 -- 2y ,  + Yn--1/2)], (4) 
2 tt --t! " - 4" - "  --it --it 
~,  = Yn - bh [Y,+I - 2y,  + Yn-1 tY,+l/2 - 2y,  + Yn-1/2)], 
2 I t  = I t  I I  - - I I  
Yn+l -- 2y,, + Yn-1 = h [boyn+l + blyn + boy._1 + b2(Y~+l/2 + -"2.-1/2)J,'~ 
where, for example, ytnt+l = f (x,+l )Yn+l with Xn+ 1 = Xnq-h and f (x )  -= l ( l+  l )/X2"Jr V(x)--k 2. Similarly, 
- - l l  =11 
Yn = f(Xn)-fin, Y. = f (Xn  )~n, Y'~+1/2 = f(Xn+l/2 )Yn+l/2, Yen t -  1/2 = f (x . _ i /2 )Y . _1 /2 .  
We have chosen to consider this family of methods because it has five free parameters. This is 
sufficient to allow the construction of methods which integrate more exponential functions than the 
other Runge-Kutta-type methods, with algebraic order six, proposed by Cash, Raptis and Simos [2, 
3, 28]. When solving Schrrdinger's equation numerically, it follows from [6, 7, 23, 25] that the 
ability to integrate exactly as many of the exponential functions (3) as possible (i.e. with m as large 
as possible) is an important property for a numerical method to possess. The new family of methods 
(4) has only five free parameters while the Runge-Kutta-type methods of Cash et al. have at least 
11 free parameters, making the derivation of suitable methods very difficult. 
We require that the family of methods (4) should integrate exactly any linear combination of  the 
functions: 
Case I: { 1, x, x 2 , x 3 , x 4 , x 5, x 6, x 7, x 8, x 9, exp(+ vx ) }, 
Case II: { 1 ,x, x2 ,x3 ,x4 ,x5 ,x6 ,x  7, exp( +vx  ) ,x  exp(+ox)}, 
Case III : { 1 ,x, x2,x3,x4,x 5,exp( +vx  ) ,x  exp( +vx  ) ,x  2 exp(+vx)}, 
Case IV: { 1,x, X2,X 3, exp( +vx  ) ,x  exp( +vx  ) ,x 2 exp( +vx  ) ,x 3 exp(+vx)}, 
Case V: { 1,x, exp(+vx), x exp(q-vx),x 2exp(q-vx),x 3exp(-t-vx),x 4 exp(+vx)}.  (5) 
To construct a method of  the form (4) which integrates exactly the functions (5), we require that 
the method (4) integrates exactly (see [22, 25]): 
{ 1,x, exp(+v0x), exp(+vlx),  exp(+vzx), exp(+v3x), exp(+v4x)} (6) 
and then put 
Case I : v0 = Vl = v2 = v3 = 0 and v4 = v, 
Case II: v0 = Vl = v2 = 0 and v3 = v4 = v, 
Case III: v0 = Vl = 0 and v2 = v3 = v4 = v, 
Case IV: v0 = 0 and Vl = v2 = v3 = v4 = v, 
CaseV:  Vo = Vl = v2 = v3 = v4 = v. (7) 
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The method (4) integrates exactly the functions 1, x. Demanding that (4) integrates (6) exactly, 
we obtain the following system of equations for bo, bl, bz, a and b: 
b2 w2[-3(248 + 21w 2) - (88  - 3w2)cosh(wj)] 
2bow 2cosh(wj) bl w2 + 
416 
4 2 21W 2 40]  +bbl 3wj[-(w) + 40) cosh(wj) + + 
104 
6 2 +abbl -9w)[ - (w)  + 40)cosh(wj) + 21w 2 + 40] 
52 = 2[cosh(wj) - 1] (8) 
where wj -- vjh, j = 0-4. For the numerical solution of this type of equations, Ixaru et al. [8] have 
developed the so-called regularization procedure. Ixaru et al. [9, 10] have used this procedure in the 
development of a code for solving nonlinear physical problems, including Schrrdinger equations. 
The same procedure has been used, also, in the present paper. 
Solving the above system of equations we obtain the coefficients bo, bl,b2,a and b (see [31] for 
detailed expressions for the cases IV .  In [31] we also present series expansions for the coefficients 
of the method for the cases I-V, which are much more convenient to be used if the exact expressions 
of coefficients are subject o heavy cancellations for small values of w = vh). 
If w = i~b, then the family of methods (4) is exact for any linear combination of the functions: 
Case I" { 1,X, X2,X3,X4,X5,X6,X7,X8,X 9  sin(tkx), cos(tkx)}; 
Case II: { 1,X, X2,X3,X4,X5,X6,X 7, sin(q~x), cos(~bx),x sin(q~x), x cos(q~x)}; 
Case III" { 1,x, x2,x3,x4,x 5, sin(~bx), cos(~bx),x sin(~bx),x cos(q~x),x 2 sin(~bx),x 2 cos(q~x)}; 
Case IV: { 1, x, x 2, x 3 , sin(q~x), cos(~bx), x sin(~bx), x cos(q~x), x 2 sin(tkx), 
x 2 cos(~bx),x 3 sin(~bx),x 3 cos(~bx)}; 
Case V: { 1,x, sin(~bx), cos(q~x),x sin(tkx),x cos(~bx),x 2 sin(~bx), 
x 2 cos(~bx),x 3 sin(~bx),x 3 cos((Dx),x 4 sin(q~x),x 4 cos(q~x)}. (9) 
3. Stability analysis 
If we apply the method (4) to the scalar test equation y" = --s2y, we obtain the difference quation 
A(H2)y~+1 - 2B(H2)y~ + A(H2)y~_I = O, (10) 
where 
A(H 2) = 1 + 
B(H 2) = 1 
104bo + llb2H2 + 3(160bbl + b2)H 4 + 3bbl(240a - 1)H 6 9abb~Hs, 
104 832 208 104 
52bl + 93b2H2 + 3(160bbl + 21b2)H 4 + 9bbl(80a - 7)H 6 189abbl.H 8 (11) 
104 832 208 104 
and H = sh. 
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The stability polynomial of the difference quation (22) is given by 
C(t;H2)=A(H2)t  2- 2B(H2)t + A(H2). (12) 
We have the following definitions: 
Definition 1 (Lambert and Watson [17]). A symmetric two-step method with stability polynomial 
given by (24) is said to have a nonzero interval of periodicity (0,H 2) if, for all H2E (0,H2), the 
roots of the stability polynomial satisfy 
tl ----- e i0(H), t2 = e -i0(H) ( 13 ) 
where 0 is a real function of H = sh. 
Definition 2 (Lambert and Watson [17] and Coleman [4]). A method is said to be P-stable if its 
interval of periodicity is (0, oo). 
Definition 3 (Thomas et al. [30]). A method is said to be almost P-stable if its interval of period- 
icity is (0, co) - S, where S is a set of distinct points. 
Remark 1. A symmetric two-step method with stability polynomial given by (24) has an interval 
of periodicity (0, H 2) if, for all H 2 E (0, H 2), A(H 2) ± B(H 2 ) > O. 
For the methods derived in Section 2 we find, for all the cases, that A(H 2) -B (H  2) >0 for 
all H 2 E(0,c~) and A(H 2) + B(H2)>0 for all H 2 E(0,c~) - {H 2 • H=sqn,  q= 1,2 .. . .  }. Thus, 
the methods are almost P-stable. These results have been obtained by assuming that w = ish (that 
is, v--is). This assumption is rather unrealistic, because it means that the frequency v is known 
exactly in advance whereas, in practice, only an approximation for v is generally available. How- 
ever, we have also investigated the stability properties of the methods when v = iCps, where Cp = 
0.1 + j(0.01), j=0 ,1 ,2 , . . . ,490 ,  and we have found that the methods are still almost 
P-stable. 
For comparison purposes in Table 1 we list the properties of the two-step exponentially fitted 
methods introduced in this paper, together with the corresponding properties of some two-step ex- 
ponentially fitted methods presented previously in the literature. We note that all the methods are 
implicit. 
The new hybrid methods are of algebraic order six and have the same interval of periodicity 
as the other exponentially fitted methods listed in Table 1. (The intervals of periodicity for the 
exponentially-fitted methods listed in Table 1 have been obtained by assuming that w = ish.) How- 
ever, the new methods integrate xactly more functions of the form (3) than all the other methods 
developed in the literature. The crucial concern when solving the Schr6dinger equation is that the 
numerical method should integrate xactly the functions (3) with m and p as large as possible, as 
shown by [7, 25]. 
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Table 1 
Properties of some two-step exponentially fitted methods 
Method A.O. Int. Per. Integrated 
exponential functions 
Numerov's method 
Derived by Raptis and Allison [23] 
Derived by Ixaru and Rizea [7] 
Derived by Raptis [20] 
Derived by Raptis and Cash [24] ~ 
Derived by Cash et al. [3] a 
Derived by Simos [28] a 
Method of Thomas et al. - -  case I [30] a 
Method of Thomas et al. - -  case II [30] a 
Method of Thomas et al. - -  case II1 [30] a 
Method of Thomas et al. - -  case IV [30] ~ 
New method - -  case I a 
New method - -  case II a 
New method - -  case lip 
New method - -  case IV ~ 
New method - -  case V a 
4 (0,6) 1,X, X2,X3,X4,X 5 
4 (0, c~) -- S m=0, p=3 
4 (0, oo) -  S m=l ,  p=l  
4 (0, co ) -  S m=2, p=0 
6 (0, oo) -  S m=0, p=5 
6 (0, oo) - S re=l ,  p=3 
6 (0, oo) -  S m=2, p=0 
4 (0, cx~) - S m=0, p=7 
4 (0, oo) -  S m=l ,  p=5 
4 (0 ,oo) -  S m=2,  p=3 
4 (0 ,eo) -S  m=3, p= 1 
6 (0, oc ) -  S m=0, p=9 
6 (0, c~) -  S m=l ,  p=7 
6 (0, oo) -  S m=2, p=5 
6 (O, oo) -S  m=3, p=3 
6 (0, oo) -S  m =4, p= 1 
Note: S={H2:H=sqn, q= 1,2,...}. The quantities m and p are defined by (3). 
method. Int. Per. is the interval of periodicity of the method. 
a Hybrid two-step method. 
A.O. is the algebraic order of the 
4. Numerical illustrations 
In this section, we present some numerical results to illustrate the performance o f  our new methods. 
Fol lowing Thomas et al. [30], we consider the numerical integration o f  the Schr6dinger equation: 
y"(x) = (W(x) - E)y(x) (14) 
in the wel l -known case where the potential V(x) is the Woods-Saxon  potential 
no UoZ 
W(x) = Vw(x) -- - -  (15) 
(1 +z)  [a(1 +z)  2] 
with z= exp[ (x -Xo) /a ] ,  u0 - - -50 ,  a = 0.6 and Xo = 7.0. In order to solve this problem numerical ly 
we need to approximate the true (infinite) interval o f  integration [0, cxz) by a finite interval. For the 
purpose o f  our numerical illustration we take the domain o f  integration as 0~<x~< 15. We consider 
(26) in a rather large domain o f  energies, i.e., E E [1, 1000]. The problems we consider are (i) the 
so-called resonance problem and (ii) the so-called bound-states problem. 
4.1. The resonance problem - -  Woods-Saxon potential 
In the case o f  positive energies E : k 2 the potential dies away faster than the term l(I + 1)/x z and 
Eq. (1) effectively reduces to 
y"(x)  + (k  z l(l + x 2 1 ) ]  y (x )=0,  (16) 
for x greater than some value X. 
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The above equation has linearly independent solutions kxjl(kx) and kxnl(kx), where j l(kx), nl(kx) 
are the spherical Bessel and Neumann functions, respectively. Thus, the solution of Eq. (1) has (when 
x ~ 0) the asymptotic form 
y(x ) ~- Akxj1( kx ) - Bkxnl( kx ) 
~_AC[sin(kx - lr~l) + tan 61 cos(kx - ½~l)], (17) 
where 6t is the phase shift that may be calculated from the formula 
tan 8t = y(x2 )S(xl ) - y(xl )S(x2) 
y(xl )C(x2) - y(x2 )C(xl ) (18) 
for Xl and x2 distinct points on the asymptotic region (for which we have that Xl is the right-hand 
end point of the interval of integration and x2- -X l -h ,  h is the step size) with S(x)=kxj t (kx)  and 
C(x) = kxnt(kx). 
Since the problem is treated as an initial-value problem, we need Y0 and Yl before starting a two- 
step method. From the initial condition, Y0--0. It can be shown that, for values of x close to the 
origin, the solution behaves like y(x )~ cx l+1 as x ~ 0, where c is an independent constant. In view 
of this we take yl --h 1+1 [2, 25]. With these starting values we evaluate at Xl of the asymptotic 
region the phase shift 6l and the normalization factor C from the above relations. 
For positive energies one has the so-called resonance problem. This problem consists either of 
1 We ac- finding the phase shift 6(E) = 6t or finding those E, for E E [1, 1000], at which 6 equals ~Tt. 
tually solve the latter problem, known as "the resonance problem" when the positive eigenenergies 
lie under the potential barrier. 
The boundary conditions for this problem are 
y(0) -- 0, 
y(x) ~ cos[x/Ex] for large x. 
The domain of numerical integration is [0, 15]. 
In our numerical illustration we find the positive eigenenergies or resonances by the following 
eight methods: 
Method MI: Derived by Raptis and Cash [24] 
Method MII: Derived by Cash et al. [3] 
Method Mill: Derived by Simos [28] 
Method MIV: New exponentially fitted method (case I of the family) 
Method MV: New exponentially fitted method (case II of the family) 
Method MVI: New exponentially fitted method (case III of the family) 
Method MVII: New exponentially fitted method (case IV of the family) 
Method MVIII: New exponentially fitted method (case V of the family) 
The numerical results obtained for the eight methods were compared with the analytic solution of 
the Woods-Saxon potential resonance problem, rounded to six decimal places. Table 2 shows the 
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absolute errors of  the eigenenergies in 10 -7 units and the CPU time required for the calculation for 
different choices of  constant stepsize, which are shown in column 2. The empty areas indicate that 
the corresponding absolute errors are larger than 1. 
The performance of  the different methods is dependent on the choice of  the fitting parameter v. 
For the purpose of  obtaining our numerical results it is appropriate to choose v in the way suggested 
Table 2 
Absolute rrors (real time of computation), in 10 -7 units (in seconds), of the resonances calculated by the nine algorithms 
MI-MVIII for the resonance problem with the Woods-Saxon potential 
The resonance h MI MII MIII 
112 345(0.021) 53.5888719 
! 328 432(0.018) 40 326(0.026) 8923(0.042) 4 
! 9875(0.037) 987(0.052) 93(0.079) 8 
1 109(0.074) 12(0.094) 3(0.158) 
1 341.4958743 
1 543 941 (0.020) 23 568(0.042) 
! 375 432(0.037) 9318(0.039) 871 (0.079) 
8 
25 418(0.074) 372(0.094) 13 (0.158 ) 
1 989.7019159 
1 765 901(0.042) 
! 45 678(0.052) 3561(0.079) 
8 
± 661 239(0.079) 6813(0.099) 53(0.158) 16 
h MIV MV MVI MVII 
1 898675(0.005) 876902(0.005) 53568(0.005) 9879(0.005) 53.5888719 
1 7658(0.009) 5647(0.009) 431(0.009) 73(0.009) 
1 87(0.017) 42(0.017) 3(0.017) 0(0.017) 
Z 8(0.034) 0(0.034) 0(0.034) 0(0.034) 
16 
908763(0.005) 100346(0.005) 23451(0.005) 341.4958743 
757327(0.009) 8658(0.009) 963(0.009) 98(0.009) 
! 5461(0.017) 65(0.017) 8(0.017) 0(0.017) 
8 
1 654(0.034) 7(0.034) 0(0.034) 0(0.034) 
16 
1 435600(0.005) 98 561(0.004) 989.7019159 
1 456327(0.009) 3245(0.009) 345(0.008) 
56739(0.017) 435(0.017) 25(0.017) 1(0.017) 
± 4325(0.034) 76(0.034) 3(0.034) 0(0.034) 
16 
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223 
h MVIII 
1 13(0.005) 53.5888719 
~- 0(0.008) 4 
0(0.017) 
0(0.034) 
1 42(0.004) 341.4958743 
0(0.009) 
1 0(0.017) 
0(0.034) Tg 
542(0.004) 989.7019159 
~- 3(0.008) 4 
l 0(0.015) 
& 0(0.032) 16 
by Ixaru and Rizea [7]. That is, we choose 
( -50-E)  /2 for xE[0,6.5], 
v = (_E)l/2 for x E (6.5, 15]. 
(19) 
For a discussion of the reasons for choosing the values 50 and 6.5 and the extent to which the 
results obtained depend on these values see [7, p. 25]. 
4.2. The bound-states problem 
For negative energies we solve the so-called bound-states problem, i.e., with the boundary 
conditions 
y(0)  = 0, 
y(x) ,~ exp( -~x)  for large x. 
In order to solve this problem numerically we use a strategy which has been proposed by 
Cooley [5] and has been improved by Blatt [1]. This strategy involves integrating forward from 
the point x = 0, backward from the point Xb = 15 and matching up the solution at some internal 
point in the range of integration. As initial conditions for the backward integration we take (see [3]) 
y(Xb) = exp(--V/-~Xb) and y(Xb -- h) = exp[ - -X / -~(Xb  -- h)] ,  (20) 
where h is the step length of integration of the numerical method. 
The true solutions to the Woods-Saxon bound-states problem were obtained correct to 14 dec- 
imal places using the analytic solution and the numerical results obtained for the eight methods 
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Table 3 
Absolute errors (real time of computation), in 10 -9 units (in seconds), of the eigenvalues calculated by the nine algorithms 
MI-MVIII for the bound-states problem with the Woods-Saxon potential 
The resonance h MI MII MII I  
l 45(0.018) 11(0.013) 1(0.022) -49.457788728 
1 8(0.036) 0(0.028) 0(0.044) 
4 
l 54663(0.021) 6548(0.013) 767(0.022) -41.232607772 2 
1 8767(0.039) 785(0.028) 86(0.044) 
1 76758(0.018) 8789(0.013) 989(0.022) -26.873448915 
9421(0.036) 946(0.028) 66(0.044) 
4 
1 656447(0.020) 82338(0.013) 5663(0.022) -8.676081670 
43 545(0.039) 5456(0.028) 438(0.044) 
h MIV MV MVI MVII 
1 5(0.013) 0(0.013) 0(0.013) 0(0.013) -49.457788728 
1 0(0.025) 0(0.025) 0(0.025) 0(0.025) 
6768(0.013) 331(0.013) 48(0.013) 7(0.013) - 41.232607772 2 
1 757(0.025) 45(0.025) 6(0.025) 0(0.025) 
8971(0.013) 567(0.013) 77(0.013) 9(0.013) -26.873448915 2 
1 778(0.025) 54(0.025) 8(0.025) 0(0.025) 
1 45546(0.013) 6648(0.013) 443(0.013) 71(0.013) -8.676081670 2
1 4461(0.025) 897(0.025) 52(0.025) 8(0.025) 
4 
h MVIII 
1 0(0.013) -49.457788728 
! 0(0.025) 
4 
1 0(0.013) --41.232607772 
1 0(0.025) 
4 
1 0(0.013) -26.873448915 i 
1- 0(0.025) 
4 
1 8(0.013) --8.676081670 
1- 0(0.025) 
4 
mentioned above were compared to this true solution. In Table 3 we present the absolute errors of 
the eigenenergies in 10 -9 units and the CPU time required for the calculation for different choices 
of constant step size, which are shown in column 2. The empty areas indicate that the corresponding 
absolute errors are larger than 1. 
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For the purpose of obtaining our numerical results it is appropriate to choose o in the way 
suggested by Ixaru and Rizea [7] and given by Eq. (31) of Section 4.1. 
All computations were carried out on an IBM PC-AT compatible 80486 using double-precision 
arithmetic (16 significant digits precision). 
5. Conclusions 
The methods proposed in this paper are much more accurate than the Numerov-type methods of 
Raptis and Allison [23], Ixaru and Rizea [7] and Raptis [20]. We note also that the new methods 
require the same amount of work as the Numerov-type methods of Raptis and Allison [23], Ixaru 
and Rizea [7] and Raptis [20] and less work than the Runge-Kutta-type hybrid methods of Raptis 
and Cash [24]. 
The crucial concern when solving the SchrSdinger equation is that the numerical method should 
integrate xactly the functions (3) with m and p as large as possible, as shown by [7, 25]. The new 
methods integrate xactly more functions of the form (3) than the hybrid methods of Raptis and 
Cash [24], Cash et al. [3], Simos [28] and Thomas et al. [30]. 
As predicted by the analysis, method MXIV is the most accurate of all the methods for the 
problems tested. 
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