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Einleitung
Das Parallelvolumen ist ein Funktional mit zahlreichen Anwendungen, z.B. in der sto-
chastischen Geometrie, der Statistik, der diskreten Geometrie oder der geometrischen
Funktionalanalysis. Obwohl in vielen dieser Anwendungen auch das Parallelvolumen von
nicht-konvexen Ko¨rpern von Interesse ist, wurde bisher vor allem der Spezialfall konvexer
Ko¨rper erforscht. Das Parallelvolumen eines Ko¨rpers K des Rd im Abstand r ist das Vo-
lumen der Parallelmenge, d.h. der Menge aller Punkte, deren Abstand von K ho¨chstens
r ist.
Die vorliegende Arbeit gliedert sich in 4 Kapitel.
In Kapitel 1 werden wir zuna¨chst Grundlagen aus verschiedenen Teilgebieten der Mathe-
matik bereitstellen und dann die Geschichte der Erforschung des Parallelvolumens und des
Wills-Funktionals, eines vom Parallelvolumen abgeleiteten Funktionals, zusammenfassen.
In Kapitel 2 der vorliegenden Arbeit werden wir das Parallelvolumen eines festen Ko¨rpers
als Funktion des Abstands betrachten.
Der wahrscheinlich Erste, der diese Sichtweise eingenommen hat, war im Jahr 1840 Stei-
ner [50]. Er stellte fest, dass das Parallelvolumen von bestimmten konvexen Ko¨rpern ein
Polynom ist. Mittlerweile ist bekannt, dass dies fu¨r alle konvexe Ko¨rper der Fall ist. Lu-
sternik [35] bewies 1935 die Brunn-Minkowski-Ungleichung, die eine untere Schranke fu¨r
das Wachstum des Parallelvolumens darstellt, fu¨r beliebige Ko¨rper. Kneser [32] fand 1951
eine Ungleichung, die in gewisser Weise eine obere Schranke fu¨r das Wachstum des Par-
allelvolumens eines Ko¨rpers darstellt. In der Ebene wies Sz.-Nagy [52] 1959 eine weitere
obere Schranke fu¨r das Wachstum des Parallelvolumens nach. Diese Schranke ha¨ngt von
der Zahl der Zusammenhangskomponenten des Ko¨rpers ab und ist von der Schranke von
Kneser unabha¨ngig.
Wir werden die Asymptotik des Parallelvolumens untersuchen, wenn der Abstand gegen
unendlich strebt. Wir werden sehen, dass im R2 die Differenz des Parallelvolumens der
konvexen Hu¨lle eines Ko¨rpers und des Parallelvolumens des Ko¨rpers selbst gegen 0 konver-
giert. Man kann in der Definition des Parallelvolumens die Euklidische Norm durch eine
andere ersetzen. Die Normen, fu¨r die dieses Resultat gilt, sind genau die, deren Eichko¨rper
– das ist die Menge aller Punkte, die ho¨chstens Norm 1 haben – in gewissem Sinne glatt
sind. Die Ordnung der oben beschriebenen Differenz ist im Euklidischen Fall ho¨chstens
r−1. In ho¨heren Dimensionen d hat diese Differenz ebenfalls ho¨chstens die Ordnung rd−3.
Auch dieses Resultat gilt nicht nur bzgl. der Euklidischen Norm, sondern bzgl. allen Nor-
men, deren Eichko¨rper eine gewisse Glattheitsvoraussetzung erfu¨llen, na¨mlich einen Ball
als Summanden haben. Wa¨hrend wir in ho¨heren Dimensionen vermuten, dass es noch
weitere Normen gibt, in denen dieses Resultat gilt, werden wir in der Ebene zeigen, dass
dies nicht der Fall ist. Ein weiteres Resultat dieses Kapitels wird sein, dass in der Ebene
die Ableitung der oben bezeichneten Differenz von der Ordnung r−2 gegen 0 konvergiert.
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Weiter erhalten wir einige Aussagen u¨ber Mengen, deren Parallelvolumen ein Polynom
ist, u.a. einen neuen Beweis dafu¨r, dass das Parallelvolumen eines Ko¨rpers in einem 2-
dimensionalen Minkowski-Raum genau dann ein Polynom ist, wenn der Ko¨rper konvex
ist. Dieses Resultat haben im Euklidischen Spezialfall Heveling, Hug und Last [25] und
im allgemeinen Fall Hug, Last und Weil [28] gefunden.
Kapitel 3 der vorliegenden Arbeit befasst sich mit vom Parallelvolumen abgeleiteten Funk-
tionalen, die das Wills-Funktional verallgemeinern.
Bei der Untersuchung von Gitterpunktzahlen fu¨hrte Wills [61] dieses Funktional fu¨r kon-
vexe Ko¨rper als Summe der inneren Volumina ein. Mittlerweile sind Integraldarstellungen
des Wills-Funktionals bekannt, die es erlauben, das Wills-Funktional auf den Raum aller
Ko¨rper fortzusetzen. Es spielt eine Schlu¨sselrolle bei der Untersuchung des Zusammen-
hangs zwischen Gauß’schen Zufallsvariablen und Gro¨ßen der Konvexgeometrie (siehe z.B.
[56]).
Um das Wills-Funktional zu verallgemeinern, werden wir zwei Klassen von Funktionalen,
na¨mlich die gewichteten Parallelvolumina und die Funktionale fµ, einfu¨hren und untersu-
chen. Die gewichteten Parallelvolumina bilden von der Menge aller Ko¨rper in die reellen
Zahlen ab und ordnen einem Ko¨rper K die Zahl
∫
R+0
Vd(K + λB) dρ(λ) zu, wobei B ein
konvexer Ko¨rper ist, ρ ein signiertes Maß auf den nicht-negativen reellen Zahlen R+0 , das
schwache Integrabilita¨tsbedingungen erfu¨llt, und Vd das Lebesgue-Maß bezeichnet. Die
Funktionale fµ bilden ebenfalls von der Menge aller Ko¨rper in die reellen Zahlen ab und
ordnen einem Ko¨rperK die Zahl
∫
K Vd(K+A) dµ(A) zu, wobei µ ein signiertes Maß auf der
Menge aller konvexen Ko¨rper K ist, das wiederum schwache Integrabilita¨tsbedingungen
erfu¨llt. Nachdem wir diskutiert haben, in wie weit das Wills-Funktional eine Sonderrolle
unter den gewichteten Parallelvolumina spielt, werden wir untersuchen, fu¨r welche signier-
ten Maße die gewichteten Parallelvolumina und die Funktionale fµ translations-invariant,
stetig, additiv, submodular bzw. monoton sind. Anschließend betrachten wir die Funktio-
nen, die entstehen, indem man einen festen Ko¨rper K um einen Faktor, der die Variable
der Funktion ist, zentrisch streckt, und dann ein gewichtetes Parallelvolumen oder ein
Funktional fµ auf den gestreckten Ko¨rper anwendet. Unter starken Regularita¨tsvoraus-
setzungen sind diese Funktionen in allen positiven Zahlen unendlich oft differenzierbar,
wa¨hrend sie unter deutlich schwa¨cheren Voraussetzungen in 0 zweimal differenzierbar sind.
Wir werden die erste und zweite Ableitung in 0 explizit angeben. In der Ebene sind unter
Regularita¨tsvoraussetzungen auch diese Funktionen genau dann Polynome, wenn K kon-
vex ist. Um ein entsprechendes Resultat in ho¨heren Dimensionen zu erhalten, fu¨hren wir
lokale Versionen der gewichteten Parallelvolumina ein.
Im vierten Kapitel werden wir zuna¨chst nachweisen, dass ein bestimmter Unterraum dicht
im Raum aller stetigen und translations-invarianten Funktionale von der Menge aller
Ko¨rper in die reellen Zahlen liegt. Genauer gesagt, wird dieser Unterraum von den Funk-
tionalen aufgespannt, die einen Ko¨rper auf das Volumen seiner Minkowski-Summe mit
einem festen Ko¨rper, der gewisse Regularita¨tsvoraussetzungen erfu¨llt, abbilden. Dann
werden wir an Hand unserer Resultate u¨ber das Wills-Funktional aus Kapitel 3 neue
Beweise fu¨r Beziehungen zwischen Gauß’schen Zufallsvariablen und inneren Volumina ge-
ben. Außerdem wenden wir die Resultate der Kapitel 2 und 3 auf verschiedene Modelle
der stochastischen Geometrie an, na¨mlich auf Boole’sche Modelle, Brown’sche Pfade und
endliche Vereinigungen zufa¨lliger kompakter Mengen.
Kapitel 1
Grundlagen
In den ersten sechs Abschnitten dieses Kapitels werden wir Definitionen und Resultate, die
wir in den spa¨teren Kapiteln beno¨tigen werden, aus verschiedenen Gebieten der Mathe-
matik, insbesondere der Geometrie, bereitstellen.
In den Abschnitten 1.7 und 1.8 werden wir dann einen U¨berblick u¨ber die Geschichte der
Erforschung des Parallelvolumens und des Wills-Funktionals geben.
1.1 Analysis und Maßtheorie
In diesem Abschnitt wollen wir zuna¨chst das Konzept der signierten Maße einfu¨hren und
dann zwei Resultate der Funktionalanalysis zitieren. Danach befassen wir uns mit dem
Zusammenhang von Differentiation und Integration. Anschließend stellen wir Hilfsmittel
aus der geometrischen Maßtheorie bereit und wenden uns der zweimaligen Differenzier-
barkeit konvexer Funktionen zu. Wir schließen diesen Abschnitt mit einem Resultat aus
der Linearen Algebra ab.
Fu¨r Teilmengen der reellen Zahlen wa¨hlen wir folgende Symbole: Die Menge der positiven
ganzen Zahlen bezeichnen wir mit N+, die Menge der nicht-negativen ganzen Zahlen mit
N, oder, wenn betont werden soll, dass die 0 darin enthalten ist, mit N0. Die Menge der
positiven reellen Zahlen bezeichnen wir mit R+ und die der nicht-negativen reellen Zahlen
mit R+0 .
Wir geben nun eine kurze Einfu¨hrung in das Konzept der signierten Maße. Eine ausfu¨hr-
lichere Einfu¨hrung findet sich z.B. in [10, §4]. Ein signiertes Maß (von endlicher Total-
variation) auf einem Messraum (Ω,A) ist eine Abbildung µ : A → R, die σ-additiv (mit
µ(∅) = 0) ist. Ein signiertes Maß ist also genau dann ein Maß, wenn es jeder messbaren
Menge einen nicht-negativen Wert zuweist. Es ist bekannt, dass jedes signierte Maß µ
genau eine Zerlegung der Form µ = µ+ − µ− mit zwei zueinander singula¨ren Maßen µ+
und µ− hat, die sog. Jordan-Zerlegung. Fu¨r eine messbare Abbildung f : Ω → R ist das
Integral von f bzgl. µ definiert durch∫
Ω
f(ω) dµ(ω) :=
∫
Ω
f(ω) dµ+(ω)−
∫
Ω
f(ω) dµ−(ω),
sofern beide Integrale auf der rechten Seite definiert sind und mindestens eines endlich
ist. Ist Ω ⊆ R, so heißt ∫
Ω
tj dµ(t) das j-te Moment von µ.
Das Variationsmaß eines signierten Maßes µ ist |µ| := µ+ + µ−.
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Bem. 1.1. Fu¨r ein signiertes Maß µ auf einem Messraum Ω und eine messbare Teilmenge
Ω′ ⊆ Ω bezeichne µ|Ω′ die Einschra¨nkung von µ auf Ω′. Nun sieht man leicht (µ|Ω)+ =
(µ+)|Ω und (µ|Ω)− = (µ−)|Ω, woraus |µ|Ω| = |µ||Ω folgt.
Auf Grund der Existenz der Jordan-Zerlegung u¨bertragen sich der Satz von Lebesgue
u¨ber die majorisierte Konvergenz und der Satz von Fubini auf signierte Maße. Pra¨zise
gilt:
Satz 1.2. Sei ρ ein signiertes Maß auf einem Messraum Ω und (fn)n∈N eine punktweise
konvergente Folge von messbaren Funktionen fn : Ω → R. Existiert nun eine messbare
Funktion h : Ω → R+0 mit
∫
Ω
h d|ρ| < ∞ und |fn(x)| ≤ h(x) fu¨r alle n ∈ N und |ρ|-fast
alle x ∈ Ω, so ist limn→∞ fn sowohl bzgl. ρ als auch bzgl. |ρ| integrierbar und es gilt
lim
n→∞
∫
Ω
fn dρ =
∫
Ω
lim
n→∞
fn dρ.
Satz 1.3. Seien µ und ν zwei signierte Maße auf Messra¨umen Ω und Ω′. Sei f : Ω×Ω′ →
R eine messbare Funktion mit∫
Ω′
∫
Ω
|f(ω, ω′)| d|µ|(ω) d|ν|(ω′) <∞.
Dann gilt ∫
Ω′
∫
Ω
f(ω, ω′) dµ(ω) dν(ω′) =
∫
Ω
∫
Ω′
f(ω, ω′) dν(ω′) dµ(ω).
Wir wollen nun die Tailfunktion, eine fu¨r unsere Zwecke geeignet normierte Version der
Verteilungsfunktion, fu¨r signierte Maße einfu¨hren. Hierzu definieren wir die Totalvariation
einer Funktion f : I → R auf einem Intervall I ⊆ R durch
sup{
N−1∑
j=1
|f(sj+1)− f(sj)| : N ∈ N+, s1 < · · · < sN , s1, . . . , sN ∈ I} ∈ R+0 ∪ {∞}.
Die Totalvariation einer Funktion misst also, wie stark die Funktion hin- und herpendelt.
Folgender Satz ist offensichtlich a¨quivalent zu [10, Prop. 4.4.3].
Satz 1.4. Fu¨r jedes signierte Maß ρ auf R+0 ist die durch
G(r) = ρ([r,∞)), r ∈ R+0 , (1.1)
definierte Funktion linksstetig, hat endliche Totalvariation und erfu¨llt limr→∞G(r) = 0.
Umgekehrt gibt es zu jeder linksstetigen Funktion G : R+0 → R von endlicher Totalvaria-
tion mit limr→∞G(r) = 0 genau ein signiertes Maß ρ mit (1.1).
Man nennt die durch (1.1) definierte Funktion G die Tailfunktion von ρ.
Lemma 1.5. Sei ρ ein signiertes Maß auf R+0 mit Tailfunktion G. Dann hat ρ genau
dann ein endliches j-tes Moment, j ∈ N+, wenn j ∫∞
0
rj−1G(r) dr (als Lebesgue-Integral)
existiert und endlich ist. In diesem Fall sind die beiden Werte gleich.
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Beweis: Sei j ∈ N+. Dann folgt aus dem Satz von Fubini (Satz 1.3), falls eine der beiden
Seiten existiert und endlich ist,∫
R+0
λj dρ(λ) =
∫
R+0
∫ ∞
0
1{r≤λ}jrj−1 dr dρ(λ)
=
∫ ∞
0
jrj−1
∫
R+0
1{r≤λ} dρ(λ) dr
= j
∫ ∞
0
rj−1G(r) dr.
Sei η ein Maß und µ ein signiertes Maß auf dem selbem Messraum (Ω,A). Dann heißt
µ absolut-stetig bzgl. η, falls fu¨r jede Menge B ∈ A mit η(B) = 0 auch µ(B) = 0 gilt.
Wie in [10, S. 134 unten] bemerkt wird, ist µ genau dann absolut-stetig bzgl. η, wenn |µ|
absolut-stetig bzgl. η ist, obwohl µ(B) = 0 fu¨r eine Menge B ∈ A im Allgemeinen nicht
|µ|(B) = 0 impliziert. Satz 4.2.3 aus [10] lautet:
Satz 1.6. Sei η ein σ-endliches Maß und µ ein signiertes Maß auf dem selben Messraum
(Ω,A). Falls µ absolut-stetig bzgl. η ist, gibt es eine messbare Funktion g : Ω→ R mit
µ(B) =
∫
B
g(x) dη(x), B ∈ A. (1.2)
Fu¨r zwei Funktionen g1, g2 : Ω → R, die (1.2) erfu¨llen, gilt g1(x) = g2(x) fu¨r η-fast alle
x ∈ Ω.
Eine Funktion g : Ω→ R mit (1.2) heißt Dichte von µ (bzgl. η).
Als na¨chstes wollen wir Anwendungen von signierten Maßen in der Funktionalanalysis
besprechen.
Fu¨r zwei topologische Ra¨ume S und T bezeichnen wir die Menge aller stetigen Abbildun-
gen von S nach T mit C(S, T ). Falls S kompakt ist und T ein normierter Raum ist, dann
betrachten wir C(S, T ) mit der Maximumsnorm.
Als Dualraum eines topologischen Vektorraums X bezeichnet man den Vektorraum der
stetigen und linearen Abbildungen X → R.
Fu¨r einen kompakten metrischen Raum S bezeichne M(S) die Menge aller signierten
Maße (von endlicher Totalvariation) auf S mit der Borel-σ-Algebra B(S). Offensichtlich
sind fu¨r µ, ν ∈M(S) und c ∈ R die durch
(µ+ ν)(B) := µ(B) + ν(B), B ∈ B(S)
und
(c · µ)(B) := c · µ(B), B ∈ B(S)
definierten Funktionale signierte Maße auf S. Deshalb ist M(S) ein Vektorraum.
Nun lautet der Riesz’sche Darstellungssatz (vgl. z.B. [60, Theorem II.2.5]):
Satz 1.7. Sei S ein kompakter metrischer Raum. Dann ist M(S) isomorph zum Dualraum
von C(S,R) via eines Isomorphismus, der jedes signierte Maß µ auf S auf das Funktional
C(S,R)→ R, f 7→
∫
S
f(x) dµ(x)
abbildet.
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Im Zusammenhang mit dem Riesz’schen Darstellungssatz werden wir auch das Hahn-
Banach-Theorem beno¨tigen. Es lautet (siehe z.B. [60, Korollar III.1.9]):
Satz 1.8. Sei X ein normierter Raum und U ⊆ X ein linearer Unterraum. Dann sind
a¨quivalent:
(i) U liegt dicht in X.
(ii) Ein stetiges und lineares Funktional X → R, dessen Einschra¨nkung auf U das Null-
funktional ist, ist das Nullfunktional auf X.
Wir kommen nun zu einer Reihe von Theoremen, die einen Zusammenhang zwischen
Ableitungen und Maßtheorie herstellen.
Satz 1.9. (i) Sei ρ ein signiertes Maß auf einem Messraum Ω, A ⊆ R und f : A×Ω→
R eine Funktion so, dass ω 7→ f(r, ω) fu¨r jedes r ∈ A bzgl. |ρ| integrierbar ist. Sei
p ∈ A. Falls fu¨r |ρ|-fast alle ω ∈ Ω die Funktion r 7→ f(r, ω) im Punkt r = p stetig
differenzierbar ist und eine integrierbare Funktion L : Ω → R derart existiert, dass
fu¨r |ρ|-fast alle ω ∈ Ω fu¨r alle r ∈ A
|f(r, ω)− f(p, ω)| ≤ L(ω)|r − p| (1.3)
gilt, dann ist ∂
∂r
f(r, ω)|r=p bzgl. ρ integrierbar, die Funktion
∫
Ω
f(r, ω) dρ(ω) in p
stetig differenzierbar und es gilt
∂
∂r
∫
Ω
f(r, ω) dρ(ω) |r=p =
∫
Ω
∂
∂r
f(r, ω)|r=p dρ(ω).
(ii) Falls r 7→ f(r, ω) fu¨r fast alle ω ∈ Ω auf A differenzierbar ist, genu¨gt es anstelle von
(1.3) vorauszusetzen, dass fu¨r fast alle ω ∈ Ω die Ungleichung
| ∂
∂r
f(r, ω)| ≤ L(ω)
fu¨r alle r ∈ A gilt.
Beweis: (i) Die Integrierbarkeit von ∂
∂r
f(r, ω)|r=p folgt sofort aus der Integrierbarkeit von
L.
Sei (rn)n∈N eine gegen p konvergente Folge. Dann gilt, da auf Grund von (1.3) die Vor-
aussetzungen von Satz 1.2 erfu¨llt sind,∫
Ω
∂
∂r
f(r, ω)|r=p dρ(ω) =
∫
Ω
lim
n→∞
f(rn, ω)− f(p, ω)
rn − p dρ(ω)
= lim
n→∞
∫
Ω
f(rn, ω)− f(p, ω)
rn − p dρ(ω)
= lim
n→∞
∫
Ω
f(rn, ω) dρ(ω)−
∫
Ω
f(p, ω) dρ(ω)
rn − p .
Da (rn)n∈N eine beliebige gegen p konvergente Folge war, folgen die verbleibenden Be-
hauptungen.
Teil (ii) folgt sofort aus dem Mittelwertsatz der Differentialrechnung.
Die folgende Version des Hauptsatzes der Integralrechnung ist Proposition 4.4.6 und Co-
rollary 6.3.7 aus [10].
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Satz 1.10. Sei F : [a, b]→ R eine Funktion. Dann sind a¨quivalent:
(i) F ist absolut-stetig.
(ii) Es gibt eine integrierbare Funktion g : [a, b]→ R mit
F (x) = F (a) +
∫ x
a
g(t) dt, x ∈ [a, b].
(iii) F ist (Lebesgue-) fast u¨berall differenzierbar und
F (x) = F (a) +
∫ x
a
F ′(t) dt, x ∈ [a, b].
Satz 1.11. Sei f : Rd → Rn Lipschitz-stetig. Dann ist f (Lebesgue-) fast u¨berall differen-
zierbar.
Dieser Satz findet sich z.B. in [16, 3.1.6].
Wir kommen nun zur geometrischen Maßtheorie. Es sei
κd :=
pid/2
Γ(d
2
+ 1)
, d ∈ R+0 .
Falls d ∈ N, dann ist κd das Volumen der d-dimensionalen Einheitskugel. Weiter bezeichne
‖ · ‖ die Euklidische Norm und diamS := sup{‖x − y‖|x, y ∈ S} den Durchmesser einer
Teilmenge S ⊆ Rd.
Def. 1.12. Sei j ∈ R+0 und A ⊆ Rd eine Teilmenge. Fu¨r δ > 0 setzen wir
Hjδ(A) := inf{
∑
S∈G
(diamS)j|G ⊆ P(Rd), G abza¨hlbar, A ⊆
⋃
S∈G
S, ∀S∈G : diamS < δ}.
Die Zahl
Hj(A) := κj2−j lim
δ→0+
Hjδ(A) ∈ R+0 ∪ {∞}
heißt j-dimensionales Hausdorff-Maß von A.
Eine ausfu¨hrlichere Einfu¨hrung des Hausdorff-Maßes ist z.B. in [14] enthalten. Insbe-
sondere besagt Theorem 1 in Abschnitt 2.1 dieses Buches, dass die Einschra¨nkung des
Hausdorff-Maßes auf die Borel-σ-Algebra tatsa¨chlich ein Maß ist, und laut Theorem 2 in
Abschnitt 2.2 stimmt dieses Maß im Fall j = d mit dem Lebesgue-Maß u¨berein. Weiter
besagt Theorem 1 aus [14, Abschnitt 2.4]:
Lemma 1.13. Sei A ⊆ Rd eine Menge, f : Rd → Rn eine Lipschitz-stetige Funktion mit
Lipschitz-Konstante λ und j ∈ R+0 . Dann gilt
Hj(f(A)) ≤ λjHj(A).
Der eindimensionale Spezialfall des Fla¨chensatzes der geometrischen Maßtheorie (Theo-
rem 3.2.3.(2) in [16]) lautet:
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Satz 1.14. Seien f : R→ Rn eine Lipschitz-stetige Funktion und u : R → R integrierbar.
Dann gilt ∫
R
u(x)‖f ′(x)‖ dx =
∫
Rn
∑
x∈f−1({z})
u(x) dH1(z). (1.4)
Man beachte, dass f ′ in (1.4) auf Grund von Satz 1.11 fast u¨berall definiert ist, da wir f
als Lipschitz-stetig vorausgesetzt haben.
Nun wollen wir uns mit der zweimaligen Differenzierbarkeit konvexer Funktionen befassen.
Hierzu modifizieren wir den Begriff der zweimaligen Differenzierbarkeit, da die Nicht-
differenzierbarkeitspunkte konvexer Funktionen dicht liegen ko¨nnen.
Def. 1.15. Sei U ⊆ Rd offen und konvex und f : U → R konvex.
(i) Ein Vektor ν ∈ Rd heißt Subgradient von f in x ∈ U , falls f(y) ≥ f(x) + 〈ν, y − x〉
fu¨r alle y ∈ U .
(ii) Eine Funktion θ : U → Rd heißt eine W ahl von Subgradienten von f , falls θ(x) fu¨r
jedes x ∈ U Subgradient von f in x ist.
(iii) Falls in einem Punkt x ∈ U alle Wahlen von Subgradienten von f differenzierbar mit
gleicher Ableitung sind, heißt f Alexandroff-zweimal-differenzierbar. Die Ableitung
der Wahlen von Subgradienten nennen wir in diesem Fall die Hesse-Matrix von f in
x.
Satz 1.16. Sei U ⊆ Rd offen und konvex und f : U → R konvex. Dann ist f in fast allen
x ∈ U Alexandroff-zweimal-differenzierbar und die Hesse-Matrix ist symmetrisch.
Fu¨r einen U¨berblick u¨ber die verschiedenen bekannten Beweise dieses Satzes und damit
zusammenha¨ngende Fragestellungen, siehe z.B. [46, Section 1.5, Fußnote 2].
Nun kommen wir noch zu einem Standardresultat der Linearen Algebra, na¨mlich der
Invertierbarkeit einer Vandermonde-Matrix.
Lemma 1.17. Seien k0, . . . , kn ∈ R paarweise verschiedene reelle Zahlen. Dann ist die
Matrix (kji )i,j=0,...,n ∈ R(n+1)×(n+1), wobei kji die j-te Potenz von ki bezeichnet, regula¨r.
1.2 Konvexgeometrie
In diesem Abschnitt stellen wir Hilfsmittel aus der elementaren Konvexgeometrie bereit.
Nachdem wir uns mit Eigenschaften von Summanden und der Hausdorff-Metrik befasst
haben, behandeln wir die Normalenvektoren und den Rand konvexer Ko¨rper und wenden
uns schließlich dem Umkugelmittelpunkt zu. Gemischte Volumina und lokale Versionen
davon werden wir erst in Abschnitt 1.5 einfu¨hren.
Wir bezeichnen in dieser Arbeit eine nichtleere, kompakte Teilmenge des Rd als Ko¨rper.
Die Menge aller Ko¨rper bezeichnen wir mit C und die Menge aller konvexen Ko¨rper mit
K. Die Dimension d wird stets klar sein.
Fu¨r zwei Ko¨rper K,L ⊆ Rd ist die Minkowski-Summe erkla¨rt durch
K + L := {x+ y|x ∈ K, y ∈ L}
KAPITEL 1. GRUNDLAGEN 11
und die Minkowski-Multiplikation durch
rK := {rx|x ∈ K}, r ≥ 0.
Wir bezeichnen mit intA das Innere einer Menge A, mit bdA ihren Rand und mit convA
ihre konvexe Hu¨lle.
Es sei Sd−1 := {x ∈ Rd|‖x‖ = 1} die Spha¨re, Bd := {x ∈ Rd|‖x‖ ≤ 1} die Einheitskugel
und Br(p) := {x ∈ Rd|‖x− p‖ ≤ r} die Kugel mit Mittelpunkt p ∈ Rd und Radius r ≥ 0.
Es bezeichne 〈·, ·〉 das Euklidische Skalarprodukt.
Ein Vektor ν ∈ Rd heißt a¨ußerer Normalenvektor eines konvexen Ko¨rper K ⊆ Rd in einem
Punkt q ∈ K, falls 〈q, ν〉 ≥ 〈x, ν〉 fu¨r alle Punkte x ∈ K gilt. Hat ν daru¨berhinaus La¨nge
1, so heißt ν Einheitsnormalenvektor.
Ein konvexer Ko¨rper K ⊆ Rd heißt strikt konvex, falls λx + (1 − λ)y ∈ intK fu¨r alle
x, y ∈ K und λ ∈ (0, 1) gilt. Dies ist a¨quivalent dazu, dass es fu¨r jeden Vektor u ∈ Sd−1
genau einen Punkt x ∈ K mit a¨ußerem Normalenvektor u gibt.
Ein konvexer Ko¨rper K ⊆ Rd heißt glatt, wenn jeder Randpunkt von K genau einen
a¨ußeren Einheitsnormalenvektor hat. Laut [46, S. 104] ist dies a¨quivalent dazu, dass der
Rand von K eine C1-Mannigfaltigkeit ist.
Fu¨r einen konvexen Ko¨rper K ⊆ Rd ist die Stu¨tzfunktion erkla¨rt durch
hK : Rd → R, u 7→ max{〈x, u〉|x ∈ K}.
Die Minkowski-Addition konvexer Ko¨rper erfu¨llt folgendes Ku¨rzungsgesetz (vgl. [46, S.
41 unten]):
Lemma 1.18. Seien K,L und M drei konvexe Ko¨rper. Dann gilt
K +M = L+M ⇐⇒ K = L.
Ein konvexer Ko¨rper L heißt Summand eines konvexen Ko¨rpers K, falls es einen konvexen
Ko¨rper M so gibt, dass K die Minkowski-Summe von L und M ist. Dies ist a¨quivalent
dazu, dass es fu¨r jeden Punkt x ∈ K ein t ∈ Rd gibt mit
x ∈ L+ t ⊆ K.
Weiteres hierzu findet sich in [46, Abschn. 3.2], oder fu¨r den im Folgenden interessanten
Spezialfall, dass L ein Kreis ist, in [7, §24].
Lemma 1.19. Sei K ein Ko¨rper mit einem Summanden RBd, R > 0, b ∈ bdK ein
Punkt mit a¨ußerem Einheitsnormalenvektor n und t ∈ K ein weiterer Punkt. Dann sind
a¨quivalent:
(i) t = b−Rn
(ii) b ∈ t+RBd ⊆ K
Beweis: Wir zeigen zuna¨chst
”
(ii)⇒ (i)“. Aus (ii) folgt t+Rn ∈ K und somit
〈t, n〉+R = 〈t+Rn, n〉 ≤ 〈b, n〉,
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also 〈b− t, n〉 ≥ R. Wegen ‖b− t‖ ≤ R folgt b− t = Rn und somit (i).
Da es aber einen Punkt t gibt, der (ii) erfu¨llt, folgt die Umkehrung.
Eine Charakterisierung von Ko¨rpern, die einen Ball als Summanden haben, ergibt sich
aus Weil [59]. Das wesentliche Infimum einer messbaren Funktion f : Ω → R auf einem
Maßraum (Ω,A, µ) ist
ess inf f := inf{t ∈ R|µ(f−1((−∞, t))) > 0}.
Die Stu¨tzfunktion hK eines konvexen Ko¨rpers K ⊆ Rd ist konvex und damit laut Theorem
1.16 fast u¨berall Alexandroff-zweimal-differenzierbar mit symmetrischer Hesse-Matrix.
Fu¨r einen Vektor u ∈ Sd−1 ist der Gradient von hK in tu unabha¨ngig von t > 0 und
somit ist u Eigenvektor der Hesse-Matrix von hK in u zum Eigenwert 0. Daher bildet die
Einschra¨nkung der Hesse-Matrix auf u⊥ nach u⊥ ab. Es bezeichne R1(K, u) den kleinsten
Eigenwert der Einschra¨nkung der Hesse-Matrix von hK in u auf u
⊥. Nun ergibt sich als
Spezialfall von [59, Theorem 1] folgender Satz:
Satz 1.20. Ein konvexer Ko¨rper K ⊆ Rd hat genau dann eine Kugel als Summanden,
wenn ess inf R1(K, ·) > 0.
Die Hausdorff-Metrik auf C (und damit insbesondere auf seiner Teilmenge K) ist definiert
durch
dH(K,L) := inf{r > 0|K ⊆ L+ rBd ∧ L ⊆ K + rBd}, K, L ∈ C.
Na¨heres zur Hausdorff-Metrik, von der man leicht sieht, dass sie tatsa¨chlich eine Metrik
ist, findet sich in [47, Abschnitt 1.2] und in [46, Abschnitt 1.8].
Lemma 1.21. Sei K ∈ C. Dann gibt es eine Folge (Ki)i∈N endlicher Teilmengen von K,
die in der Hausdorff-Metrik gegen K konvergiert.
Beweis: Sei i ∈ N zuna¨chst fest. Dann ist
{intB1/i(x)|x ∈ K}
eine offene U¨berdeckung von K, besitzt also eine endliche Teilu¨berdeckung
{intB1/i(x)|x ∈ Ki}.
Aus Ki ⊆ K und K ⊆ Ki + 1iBd folgt dH(K,Ki) ≤ 1i .
Die so konstruierte Folge (Ki)i∈N besteht offensichtlich aus endlichen Teilmengen von K
und konvergiert gegen K.
Lemma 1.22. Sei  > 0. Dann gibt es eine stetige Abbildung T : K → K mit folgenden
Eigenschaften:
(i) Wenn K einen Summanden der Form RBd, R > 0, hat, dann auch T (K).
(ii) Es gilt dH(K,T (K)) < S, falls K ⊆ SBd, S > 0.
(iii) Die Stu¨tzfunktion hT (K) ist fu¨r alle K ∈ K auf Rd\{0} unendlich oft differenzierbar.
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Beweis: Eine solche Funktion T wird in [46, Theorem 3.3.1] konstruiert und es wird dort
auch nachgewiesen, dass sie stetig ist und (ii) und (iii) erfu¨llt. Weiter wird nachgewiesen,
dass T (K +L) = T (K) + T (L) fu¨r beliebige K,L ∈ K gilt und aus der Konstruktion von
T ist offensichtlich, dass fu¨r einen konvexen Ko¨rper K, dessen Stu¨tzfunktion ein skalares
Vielfaches der Identita¨t ist, T (K) = K gilt. Aus diesen beiden Aussagen folgt aber (i).
Der folgende Satz ist bekannt als Auswahlsatz von Blaschke. Na¨heres befindet sich z.B. in
[46, Theorem 1.8.3 bis Theorem 1.8.6].
Satz 1.23. Jede abgeschlossene und beschra¨nkte Teilmenge von C bzw. K ist kompakt.
Nun wollen wir eine Aussage u¨ber a¨ußere Normalenvektoren herleiten, die damit zusam-
menha¨ngt, dass die Ableitung einer konvexen Funktion, wenn sie existiert, monoton fallend
ist.
Lemma 1.24. Sei K ⊆ R2 konvex und kompakt, q1, q2 ∈ bdK und ν1 und ν2 a¨ußere
Einheitsnormalenvektoren von K in q1 bzw. q2. Sei weiter (y, n) eine Orthormalbasis.
Falls nun 〈ν1, n〉 > 0 und 〈ν2, n〉 > 0 und 〈ν2, y〉 > 〈ν1, y〉 gilt, dann folgt 〈q2, y〉 ≥ 〈q1, y〉.
Beweis: Wegen 〈q2, ν1〉 ≤ 〈q1, ν1〉 ist
〈q2 − q1, y〉〈ν1, y〉+ 〈q2 − q1, n〉〈ν1, n〉 ≤ 0. (1.5)
Setze
h : (−1, 1)→ R, s 7→ s√
1− s2 =

1√
(1/s)2−1 falls s > 0
0 falls s = 0
−1√
(1/s)2−1 falls s < 0.
Wegen der Voraussetzung 〈ν1, n〉 > 0 gilt
〈ν1, n〉 =
√
1− 〈ν1, y〉2,
also 〈ν1, y〉
〈ν1, n〉 = h(〈ν1, y〉)
und somit folgt aus (1.5)
〈q2 − q1, y〉h(〈ν1, y〉) + 〈q2 − q1, n〉 ≤ 0.
Analog zeigt man
〈q2 − q1, y〉h(〈ν2, y〉) + 〈q2 − q1, n〉 ≥ 0.
Durch Subtraktion folgt
〈q2 − q1, y〉 · (h(〈ν2, y〉)− h(〈ν1, y〉)) ≥ 0.
Nun ist h fu¨r positive s positiv und streng monoton wachsend, h(0) = 0 und fu¨r nega-
tive s ist h negativ und streng monoton wachsend. Also ist h insgesamt streng monoton
wachsend. Daher gilt
h(〈ν2, y〉)− h(〈ν1, y〉) > 0
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und somit
〈q2, y〉 ≥ 〈q1, y〉.
Folgender Zusammenhang zwischen den Subgradienten der Stu¨tzfunktion und a¨ußeren
Normalenvektoren ist [46, Theorem 1.7.4]:
Satz 1.25. Sei K ⊆ Rd kompakt und konvex, q ∈ bdK und n ∈ Rd \ {0}. Dann ist n
genau dann a¨ußerer Normalenvektor von K in q, wenn q ein Subgradient von hK in n ist.
Nun wollen wir uns mit dem Rand von konvexen Ko¨rpern befassen.
Eine konvexe Teilmenge F eines konvexen Ko¨rpers K heißt Seite von F , falls fu¨r alle
x, y ∈ K mit x+y
2
∈ F bereits x, y ∈ F gilt. Als Dimension einer konvexen Menge
bezeichnet man die Dimension ihrer affinen Hu¨lle. Das relative Innere, relintK, eines
konvexen Ko¨rpers K ⊆ Rd ist sein Inneres bzgl. seiner affinen Hu¨lle als umgebenden
topologischen Raum.
Lemma 1.26. Sei K ⊆ Rd kompakt und x ∈ (bd convK) \K. Dann ist x im relativen
Inneren einer Seite positiver Dimension enthalten.
Beweis: Laut [46, Theorem 2.1.2] ist x im relativen Inneren einer Seite F von convK
enthalten. Also mu¨ssen wir nur zeigen, dass F nicht nur aus x besteht. Da aber (convK)\F
konvex ist, kann wegen der Definition der konvexen Hu¨lle nicht K ⊆ (convK) \F gelten.
Also muss K ∩ F 6= ∅ sein und daher entha¨lt F außer x noch weitere Punkte.
Lemma 2.2.2 aus [46] impliziert folgendes Lemma:
Lemma 1.27. Sei K ⊆ Rd ein konvexer Ko¨rper, F eine Seite von K und x, y ∈ relintF .
Dann ist ein Vektor genau dann a¨ußerer Normalenvektor von K in x, wenn er a¨ußerer
Normalenvektor von K in y ist.
Eine Seite der Dimension 1 heißt Kante.
Lemma 1.28. Ein konvexer Ko¨rper K ⊆ R2 hat ho¨chstens abza¨hlbar viele Kanten.
Beweis: Falls K Dimension 2 hat, folgt die Aussage aus [46, Theorem 2.2.5]. Falls K
Dimension 0 oder 1 hat, ist die Aussage trivial.
Satz 1.29. Sei K ∈ C. Dann gibt es eine Kugel Br(x), x ∈ Rd, r ≥ 0, mit K ⊆ Br(x) so,
dass fu¨r jede andere Kugel Br′(x
′), x′ ∈ Rd, r′ ≥ 0, mit K ⊆ Br′(x′) und (x′, r′) 6= (x, r)
die Ungleichung r′ > r gilt.
Beweis: Sei
r := inf{ρ ∈ R+0 |∃x∈Rd : K ⊆ Bρ(x)}.
Wir zeigen, dass es genau ein x ∈ Rd gibt mit K ⊆ Br(x). Daraus folgt dann sofort die
Behauptung.
Zum Nachweis der Existenz wa¨hlen wir k0 ∈ K. Es gibt Folgen (ri)i∈N im Intervall [r, r+1]
und (xi)i∈N in Rd so, dass (ri)i∈N gegen r konvergiert und K ⊆ Bri(xi) fu¨r alle i ∈ N.
Insbesondere gilt xi ∈ Br+1(k0) fu¨r alle i ∈ N und wegen der Kompaktheit von Br+1(k0)
konvergiert eine Teilfolge von (xi)i∈N, o.B.d.A. die Folge selbst, gegen einen Grenzwert
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x ∈ Rd. Fu¨r jedes k ∈ K gilt ‖k − xi‖ ≤ ri fu¨r alle i ∈ N und somit ‖k − x‖ ≤ r. Also
K ⊆ Br(x).
Zum Nachweis der Eindeutigkeit seien x, x′ ∈ Rd mit K ⊆ Br(x) und K ⊆ Br(x′). Wir
setzen m := 1
2
(x+ x′) und l := 1
2
‖x− x′‖ = ‖m− x‖ und beweisen
K ⊆ B√r2−l2(m). (1.6)
Sei hierzu y ∈ K ⊆ Br(x) ∩Br(x′) und o.B.d.A. 〈y, x′ − x〉 ≥ 〈m,x′ − x〉. Es gilt
‖y − x‖2 = ‖y −m‖2 + 2〈y −m,m− x〉+ ‖m− x‖2.
Wegen
2〈y −m,m− x〉 = 〈y −m,x′ − x〉 ≥ 0
folgt
‖y −m‖ ≤
√
‖y − x‖2 − ‖m− x‖2 ≤
√
r2 − l2,
was den Nachweis von (1.6) abschließt.
Aus (1.6) und der Wahl von r folgt aber, dass l = 0 und somit x = x′ gilt.
Mit dem Mittelpunkt der kleinsten Kugel, die einen Ko¨rper K entha¨lt, seiner sog. Umku-
gel, befasst sich auch Lemma 4.2.1 aus [47]. Die Aussage dieses Lemmas ist:
Satz 1.30. Die Abbildung C → Rd, die jedem Ko¨rper seinen Umkugelmittelpunkt zuord-
net, ist stetig.
1.3 Minkowski-Ra¨ume
In diesem Abschnitt geben wir eine kurze Einfu¨hrung in die Theorie der Minkowski-
Ra¨ume, d.h. im Wesentlichen der endlich-dimensionalen normierten Ra¨ume. Man beachte,
dass wir uns in der vorliegenden Arbeit fu¨r die Normen selbst und nicht nur fu¨r die von
ihnen induzierte Topologie interessieren. Eine ausfu¨hrlichere Darstellung findet sich z.B.
in [53].
Eine M-Norm ist eine Abbildung | · | : Rd → R+0 , mit
|x| = 0 ⇐⇒ x = 0, x ∈ Rd,
|λx| = λ · |x|, λ ∈ R+0 , x ∈ Rd,
|x+ y| ≤ |x|+ |y|, x, y ∈ Rd.
Eine M-Norm | · | : Rd → R+0 ist also genau dann eine Norm, wenn |x| = | − x| fu¨r x ∈ Rd
gilt. Als Minkowski-Raum bezeichnen wir einen endlich-dimensionalen Vektorraum Rd mit
einer M-Norm | · |. Man zeigt leicht, dass die Einheitskugel B := {x ∈ Rd| |x| ≤ 1} konvex
ist. Weiter folgt aus der A¨quivalenz aller M-Normen des Rd, dass B bzgl. der Euklidischen
Norm kompakt ist und 0 als inneren Punkt hat.
Umgekehrt ko¨nnen wir aber auch einen konvexen Ko¨rper B ⊆ Rd mit 0 ∈ intB, einen
sog. Eichko¨rper, vorgeben. Dann definiert man fu¨r eine beliebige Teilmenge A ⊆ Rd und
einen Punkt x ∈ Rd den B-Abstand von x zu A durch
dB(A, x) := inf{r > 0|x ∈ A+ rB}.
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Falls A abgeschlossen ist, ist dieses Infimum ein Minimum. Dann gilt
x ∈ A+ rB ⇐⇒ dB(A, x) ≤ r, x ∈ Rd, r ≥ 0. (1.7)
Fu¨r zwei Punkte y, x ∈ Rd ist der B-Abstand definiert durch
dB(y, x) := dB({y}, x).
Fu¨r eine abgeschlossene Menge A ⊆ Rd gilt nun
dB(A, x) = min{dB(y, x)|y ∈ A}.
Es la¨sst sich zeigen, dass die Funktion Rd → R, x 7→ dB(0, x) eine M-Norm ist. Außerdem
ist B die Einheitskugel in dieser M-Norm.
Umgekehrt gilt auch fu¨r jede M-Norm | · | mit Einheitskugel B, dass |x| = dB(0, x) fu¨r
alle x ∈ Rd.
Wir bezeichnen die Menge aller konvexen Ko¨rper, die 0 als inneren Punkt haben, mit K00.
Dann gilt:
Lemma 1.31. Die Abbildung
K00 × C × Rd → R+0 , (B,K, x) 7→ dB(K, x)
ist stetig (wobei K00 und C mit der Hausdorff-Metrik versehen sind).
Beweis: Sei (B,K, x) ∈ K00 × C × Rd. Sei  ∈ (0, 1). Dann gibt es γ > 0 mit γ(3 +
dB(K, x))B
d ⊆ B. Sei jetzt (B′, K ′, x′) ∈ K00×C×Rd mit dH(B,B′) < γ, dH(K,K ′) < γ
und ‖x− x′‖ < γ. Zum Nachweis von
dB(K, x) ≤ dB′(K ′, x′) + . (1.8)
unterscheiden wir zwei Fa¨lle. Im Fall dB(K, x) ≤ dB′(K ′, x′) ist die Ungleichung trivial.
Andernfalls folgt aus x′ ∈ K ′ + dB′(K ′, x′)B′, dass
x ∈ (K + γBd) + dB′(K ′, x′)(B + γBd) + γBd
= K + dB′(K
′, x′)B + (2 + dB′(K ′, x′))γBd
⊆ K + dB′(K ′, x′)B + (3 + dB(K, x))γBd
⊆ K + dB′(K ′, x′)B + B
= K + (dB′(K
′, x′) + )B.
Also ist (1.8) bewiesen.
Weiter folgt aus γ(3 + dB(K, x))B
d ⊆ B ⊆ B′ + γBd nach Lemma 1.18 wegen  < 1,
dass γ(2 + dB(K, x))B
d ⊆ B′. Hiermit kann man dB′(K ′, x′) ≤ dB(K, x) +  analog zum
Beweis von (1.8) zeigen. Also |dB(K, x)− dB′(K ′, x′)| ≤ .
Sei A ⊆ Rd abgeschlossen. Fu¨r x ∈ Rd setzen wir
ΠB(A, x) := {p ∈ A|dB(A, x) = dB(p, x)}.
Da A abgeschlossen ist, gibt es fu¨r jeden Punkt x ∈ Rd mindestens einen Punkt in
ΠB(A, x). Falls ΠB(A, x) genau einen Punkt entha¨lt, nennen wir diesen die B-metrische
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Projektion pB(A, x) von x auf A. Falls daru¨berhinaus x /∈ A gilt, gibt es einen eindeutig
bestimmten Punkt b ∈ B mit x = pB(A, x) + dB(A, x)b. Diesen nennen wir uB(A, x).
Falls B in uB(A, x) genau einen a¨ußeren (Euklidischen) Einheitsnormalenvektor besitzt,
bezeichnen wir diesen mit nB(A, x). Die Menge aller Punkte x ∈ Rd, fu¨r die ΠB(A, x)
nicht einelementig ist, heißt das B-Exoskelett von A, exoB(A).
Sei A ⊆ Rd weiterhin abgeschlossen. Dann bezeichne
NB(A) := {(pB(A, x), uB(A, x))|x ∈ Rd \ exoB(A) \ A}
das relative Normalenbu¨ndel von A. Falls (x, u) ∈ NB(A), so heißt u (relativer) a¨ußerer
(Einheits-)Normalenvektor von A in x. Im Spezialfall B = Bd spricht man vom Eukli-
dischen Normalenbu¨ndel bzw. vom Euklidischen a¨ußeren Normalenvektor und la¨sst den
Index B meist weg. Ist dann zusa¨tzlich noch A konvex, so ist die neue Definition eines
Einheitsnormalenvektors mit der zu Beginn des Abschnitts 1.2 gegebenen a¨quivalent.
Nun untersuchen wir den Zusammenhang zwischen Euklidischen Normalenvektoren und
metrischen Projektionen in Minkowski-Ra¨umen.
Lemma 1.32. Seien K,B ⊆ Rd konvexe Ko¨rper mit 0 ∈ intB. Sei z ∈ Rd \ K, p ∈
ΠB(K, z) und x = p+ λ(z − p), λ ∈ R+. Dann ist p ∈ ΠB(K, x).
Beweis: Der Beweis ist vollkommen analog zum Beweis von [46, Lemma 1.2.1].
Lemma 1.33. Seien K,B ⊆ Rd konvexe Ko¨rper mit 0 ∈ intB. Sei z ∈ Rd \ K und
r := dB(K, z). Dann gilt:
(i) z ∈ bd(K + rB)
(ii) Jeder a¨ußere Normalenvektor von K+rB in z ist auch a¨ußerer Normalenvektor von
K in jedem Punkt von ΠB(K, z) und von B in jedem Punkt von
1
r
(z − ΠB(K, z)).
(iii) Seien p ∈ bdK, u ∈ bdB und s > 0. Setze z := p + su. Falls K in p und B
in u einen gemeinsamen a¨ußeren Normalenvektor n haben, gilt s = dB(K, z) und
p ∈ ΠB(K, z).
Beweis: (i) Da B und K abgeschlossen sind, gilt z ∈ K + rB. Wa¨re z ∈ int(K + rB), so
ga¨be es  > 0 mit z + B ⊆ K + rB. Mit Lemma 1.18 folgt z ∈ K + (r − )B und somit
dB(K, z) < r, im Widerspruch zur Voraussetzung.
(ii) Sei n a¨ußerer Normalenvektor von K + rB in z, p ∈ ΠB(K, z) und u := 1r (z − p).
Dann gilt fu¨r alle k ∈ K, dass k + ru ∈ K + rB, also 〈k + ru, n〉 ≤ 〈p + ru, n〉 und
somit 〈k, n〉 ≤ 〈p, n〉. Also ist n a¨ußerer Normalenvektor von K in p. Analog folgt, dass n
a¨ußerer Normalenvektor von B in u ist.
(iii) Klarerweise gilt dB(K, z) ≤ s. Angenommen, dB(K, z) < s. Dann gibt es s′ < s,
b ∈ B und k ∈ K mit z = k + s′b. Wegen 0 ∈ intB gilt 〈u, n〉 > 0 und somit folgt
〈z, n〉 = 〈k, n〉+ s′〈b, n〉 < 〈p, n〉+ s〈u, n〉 = 〈z, n〉,
ein Widerspruch. Also s = dB(K, z). Hieraus folgt p ∈ ΠB(K, z) sofort.
Lemma 1.34. Seien K,B ⊆ Rd konvexe Ko¨rper mit 0 ∈ intB und z ∈ Rd \K. Dann ist
ΠB(K, z) konvex.
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Beweis: Setze r := dB(K, z). Seien p, p
′ ∈ ΠB(K, z) und λ ∈ [0, 1]. Dann gibt es b, b′ ∈ B
mit z = p+ rb = p′ + rb′. Es gilt λp+ (1− λ)p′ ∈ K, λb+ (1− λ)b′ ∈ B und
λp+ (1− λ)p′ + r(λb+ (1− λ)b′) = λ(p+ rb) + (1− λ)(p′ + rb′) = z.
Also λp+ (1− λ)p′ ∈ ΠB(K, z).
Fu¨r zwei Punkte x, y ∈ Rd bezeichne [x, y] die Strecke von x nach y.
Lemma 1.35. Sei B ⊆ Rd kompakt und strikt konvex mit 0 ∈ intB und x, y, z ∈ Rd.
Dann ist
dB(x, y) + dB(y, z) = dB(x, z) (1.9)
a¨quivalent dazu, dass y auf der Strecke [x, z] liegt.
Beweis: Sei y ∈ [x, z]. Dann gibt es α ∈ [0, 1] so, dass y − x = α · (z − x). Nun gilt
dB(x, y) = αdB(x, z) und dB(y, z) = (1− α)dB(x, z), woraus (1.9) folgt.
Sei umgekehrt (1.9) erfu¨llt. Es gibt b1, b2, b3 ∈ B mit z−x = dB(x, z)b1, y−x = dB(x, y)b2
und z − y = dB(y, z)b3. Hieraus folgt
dB(x, y)b2 + dB(y, z)b3 = dB(x, z)b1,
und somit, wegen (1.9), b1 ∈ [b2, b3]. Falls dB(x, z) = 0, so gilt x = y = z. Sonst liegt b1
wegen Lemma 1.33(ii) im Rand von B, woraus b1 = b2 = b3 folgt, da B als strikt konvex
vorausgesetzt ist. Dies zeigt aber y ∈ [x, z].
Satz 1.36. Sei A ⊆ Rd abgeschlossen und B ⊆ Rd ein strikt konvexer Ko¨rper mit 0 ∈
intB. Dann gilt
(i) Falls A konvex ist, dann ist exoB(A) = ∅.
(ii) Falls exoB(A) = ∅ und B glatt ist, dann ist A konvex.
Beweis: Der Beweis ist analog zum Beweis von [55, Theorem 7.8], wo die Aussage unter
der zusa¨tzlichen Voraussetzung, dass B symmetrisch ist, gezeigt wird.
Satz 1.37. Sei A ⊆ Rd abgeschlossen und B ⊆ Rd kompakt und strikt konvex mit 0 ∈
intB.
(i) Falls dB(A, ·) in einem Punkt x ∈ Rd \A differenzierbar ist, dann gilt x /∈ exoB(A).
(ii) In fast allen Punkten aus Rd \ A ist dB(A, ·) differenzierbar.
(iii) Das Exoskelett exoB(A) ist eine Nullmenge.
Beweis: (i) ist [24, Lemma 2.2].
Man sieht leicht, dass dB(A, ·) Lipschitz-stetig ist. Also folgt (ii) aus Satz 1.11.
(iii) folgt sofort aus exoB(A) ⊆ Rd \ A, (i) und (ii).
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1.4 Das Parallelvolumen in Minkowski-Ra¨umen
In diesem Abschnitt leiten wir Aussagen u¨ber die Parallelmengen und das Parallelvolumen
beliebiger kompakter Mengen in Minkowski-Ra¨umen her. Mit der speziellen Situation
konvexer Ko¨rper befasst sich Abschnitt 1.5.
Wegen (1.7) gilt
K + rB = {x ∈ Rd|dB(K, x) ≤ r}, r ≥ 0,
fu¨r K ∈ C und B ∈ K00, wobei K00 die Menge aller konvexen Ko¨rper, die 0 als inneren
Punkt enthalten, ist. Die Menge K + rB heißt (relative) Parallelmenge von K im B-
Abstand r und ihr Volumen heißt Parallelvolumen.
Fu¨r das zweite Kapitel dieser Arbeit ist folgender Spezialfall von [46, Theorem 1.1.2], der
besagt, dass die konvexe Hu¨lle der Parallelmenge gleich der Parallelmenge der konvexen
Hu¨lle ist, von fundamentaler Bedeutung.
Satz 1.38. Sei K ein Ko¨rper, B ein konvexer Ko¨rper und r ≥ 0. Dann gilt
conv(K + rB) = (convK) + rB.
Lemma 1.39. Sei B ⊆ Rd ein konvexer Ko¨rper mit RBd ⊆ B, R > 0. Sei weiter K ⊆ Rd
ein Ko¨rper, x ∈ Rd und r ∈ R+.
(i) Falls x ∈ bd(K + rB), folgt dB(K, x) = r.
(ii) Falls dB(K, x) = r und rR > diamK, dann folgt x ∈ bd(K + rB).
Beweis: (i) Aus x ∈ K + rB folgt sofort dB(K, x) ≤ r. Aus dB(K, x) < r wu¨rde aber
folgen, dass es ρ < r gibt mit x ∈ K+ρB. Wegen 0 ∈ intB wu¨rde x ∈ int(x+(r−ρ)B) ⊆
int(K + rB) folgen.
(ii) Aus dB(K, x) = r folgt, da K und B abgeschlossen sind, sofort x ∈ K + rB.
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Abbildung 1.1
Es gibt y ∈ K, ν ∈ B und s ≥ 0 mit x = y + sν. Nun gilt x + ν /∈ K + rB fu¨r alle
 > 0: Angenommen, es ga¨be  > 0 mit x + ν ∈ K + rB. Dann ga¨be es ein p ∈ K mit
x + ν − p ∈ rB. Aus ‖y − p‖ ≤ diamK < rR folgt y − p ∈ int rRBd ⊆ int rB. Wegen
der Konvexita¨t von B und y + (+ s)ν − p ∈ rB ist nun
x− p = y + sν − p = s
+ s
(y + (+ s)ν − p) + 
+ s
(y − p) ∈ int rB.
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Daher gibt es r1 < r mit x − p ∈ r1B und somit x ∈ K + r1B. Also dB(K, x) < r, im
Widerspruch zur Voraussetzung.
Aus x ∈ K + rB und x+ ν /∈ K + rB fu¨r alle  > 0 folgt aber x ∈ bd(K + rB).
Fu¨r ein Beispiel, dass man die Voraussetzung rR > diamK im vorangegangen Lemma
nicht streichen kann und ein verwandtes Resultat, siehe [28, S. 181].
Wir kommen nun zu einer Verallgemeinerung einer Ungleichung von Kneser [32], der
(1.10) im Fall M = ∅ bewies.
Satz 1.40. Seien K und M zwei kompakte Mengen mit M ⊆ K, λ > 1 und r > 0. Dann
gilt
Vd((K + λrB
d) \ (M + λrBd)) ≤ λdVd((K + rBd) \ (M + rBd)). (1.10)
und
Hd−1(bd(K + λrBd)) ≤ λd−1Hd−1(bd(K + rBd)). (1.11)
Beweis: Betrachte die Funktion
f˜ : Rd \ exo(K)→ Rd, x 7→ λx+ (1− λ)p(K, x). (1.12)
Wir setzen
L := {x ∈ Rd \ exo(K) | d(K, f˜(x)) = ‖p(K, x)− f˜(x)‖}
und f := f˜|L. Im Beweis von [32, Hilfssatz 7] wird gezeigt, dass
f((K + rBd) ∩ L) = K + λrBd (1.13)
gilt und dass f Lipschitz-stetig mit Lipschitz-Konstante λ ist. Weiterhin gilt
f((M + rBd) ∩ L) ⊆M + λrBd.
Sei na¨mlich x ∈ (M + rBd) ∩ L. Dann ist ‖p(K, x) − x‖ = d(K, x) ≤ d(M,x) ≤ r, also
‖x− f(x)‖ ≤ (λ− 1)r nach (1.12) und somit
d(M, f(x)) ≤ d(M,x) + ‖x− f(x)‖ ≤ r + (λ− 1)r = λr.
Also f(x) ∈M + λrBd.
Somit gilt
(K + λrBd) \ (M + λrBd) ⊆ f((K + rBd) \ (M + rBd)),
woraus wegen der Lipschitz-Stetigkeit von f die Ungleichung (1.10) folgt.
Jetzt zeigen wir
bd(K + λrBd) ⊆ f(bd(K + rBd) ∩ L).
Sei hierzu z ∈ bd(K + λrBd). Laut (1.13) gibt es x ∈ (K + rBd) ∩ L mit f(x) = z. Nach
Lemma 1.39(i) gilt λr = d(K, z) ≤ ‖p(K, x)−f(x)‖ und mit (1.12) folgt ‖p(K, x)−x‖ ≥ r.
Da x /∈ exo(K) folgt hieraus x ∈ bd(K+ rBd), wie in [25] nach Formel (2.2) gezeigt wird.
Nun folgt (1.11) aus Lemma 1.13.
Satz 1.41. Sei K ⊆ Rd ein Ko¨rper und B ⊆ Rd ein konvexer Ko¨rper mit inneren
Punkten. Fu¨r b ≥ a ≥ 0 und λ ≥ 1 gilt dann
Vd(K + λbB)− Vd(K + λaB) ≤ λd(Vd(K + bB)− Vd(K + aB)). (1.14)
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Beweis: Der Beweis ist vollkommen analog zum Beweis von [49, Theorem 4]. Dort wird
zusa¨tzlich vorausgesetzt, dass B symmetrisch ist, was allerdings im Beweis nicht beno¨tigt
wird.
Fu¨r einen Ko¨rper K ⊆ Rd und einen strikt konvexen Ko¨rper B ⊆ Rd mit 0 ∈ intB ist
dB(K, ·) laut Satz 1.37(ii) in fast allen Punkten z ∈ Rd \K differenzierbar. Fu¨r diese ist
pB(K, z) laut Satz 1.37(i) definiert, und somit gilt fu¨r λ ∈ (0, 1)
dB(K,λpB(K, z) + (1− λ)z) ≤ dB(pB(K, z), λpB(K, z) + (1− λ)z)
= (1− λ)dB(pB(K, z), z)
= (1− λ)dB(K, z).
Also ist der Gradient ∇dB(K, z) von dB(K, ·) in z nicht 0 und wir ko¨nnen
νB(K, z) :=
∇dB(K, z)
‖∇dB(K, z)‖
setzen. In Satz 2.28 werden wir sehen, dass der Vektor νB(K, z), sofern er definiert ist
und B glatt ist, mit nB(K, z) u¨bereinstimmt.
Nun besagt Proposition 2.8 in [28]:
Satz 1.42. Sei K ⊆ Rd ein Ko¨rper und B ⊆ Rd ein strikt konvexer Ko¨rper mit 0 ∈ intB.
Dann gilt
Vd((K + rB) \K) =
∫ r
0
∫
bd(K+sB)
hB(νB(K, z)) dHd−1(z) ds.
Insbesondere gilt fu¨r fast alle r > 0, dass Hd−1(bd(K + rB)) <∞ und
d
dr
Vd(K + rB) =
∫
bd(K+rB)
hB(νB(K, z)) dHd−1(z).
Satz 1.43. Sei K ⊆ Rd kompakt und B ⊆ Rd konvex und kompakt mit 0 ∈ intB. Dann
gilt fu¨r beliebige Zahlen r2 > r1 > 0, dass
Vd(K + r2B)− Vd(K + r1B) ≤
∫ r2
r1
d
s
(Vd(K + sB)− Vd(K)) ds.
Beweis: Sei  > 0. Wegen d
dt
(td − 1)|t=1 = d gibt es δ > 0 mit td − 1 ≤ (d+ )(t− 1) fu¨r
t ∈ (1, 1+δ). Sei n ∈ N+. Wa¨hle eine Folge von Zahlen r1 = s(0) < · · · < s(m) = r2, m ∈ N,
mit s(i)/s(i−1) < 1 + δ und s(i) − s(i−1) < 1
n
fu¨r alle i = 1, . . . ,m. Setzt man fu¨r festes
i ∈ {1, . . . ,m} in Satz 1.41 nun a = 0, b = s(i−1) und λ = s(i)
s(i−1) , so ergibt sich
Vd(K + s
(i)B)−Vd(K + s(i−1)B)
= (Vd(K + s
(i)B)− Vd(K))− (Vd(K + s(i−1)B)− Vd(K))
≤ ( s(i)
s(i−1)
)d
(Vd(K + s
(i−1)B)− Vd(K))− (Vd(K + s(i−1)B)− Vd(K))
=
(( s(i)
s(i−1)
)d − 1)(Vd(K + s(i−1)B)− Vd(K))
≤ (d+ )s
(i) − s(i−1)
s(i−1)
(Vd(K + s
(i−1)B)− Vd(K))
= (s(i) − s(i−1))d+ 
s(i−1)
(Vd(K + s
(i−1)B)− Vd(K)).
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Somit folgt
Vd(K + r2B)− Vd(K + r1B) =
m∑
i=1
Vd(K + s
(i)B)− Vd(K + s(i−1)B)
≤
m∑
i=1
(s(i) − s(i−1))d+ 
s(i−1)
(Vd(K + s
(i−1)B)− Vd(K))
Im Grenzfall n→∞ folgt nun aus der Riemann’schen Integraldefinition
Vd(K + r2B)− Vd(K + r1B) ≤
∫ r2
r1
d+ 
s
(Vd(K + sB)− Vd(K)) ds.
Dabei existiert das Riemann-Integral, da s 7→ Vd(K + sB) monoton wachsend ist und
daher auf [r1, r2] ho¨chstens abza¨hlbar viele Unstetigkeitsstellen hat, was impliziert, dass
der Integrand ho¨chstens abza¨hlbar viele Unstetigkeitsstellen hat. Da  > 0 beliebig war,
folgt die Behauptung.
Es sei K0 die Menge aller konvexen Ko¨rper mit inneren Punkten.
Lemma 1.44. Die Abbildung
C × K0 → R+, (K,B) 7→ Vd(K +B)
ist stetig.
Beweis: Sei B ∈ K0 und K ∈ C. Es ist eine Kugel, etwa BR(x), R > 0, x ∈ Rd, in B
enthalten. Nach Satz 1.43 ist
R+0 → R+0 , r 7→ Vd(K + r(B − x))
stetig, da 0 ∈ int(B−x). Sei  > 0. Wegen Vd(K + r(B−x)) = Vd(K + rB) fu¨r alle r > 0
gibt es δ ∈ (0, 1
4
) mit
Vd(K +B)−  < Vd(K + (1− 4δ)B) < Vd(K + (1 + 4δ)B) < Vd(K +B) + .
Seien K˜ ∈ C und B˜ ∈ K0 Ko¨rper, deren Hausdorff-Abstand von K bzw. B kleiner als Rδ
ist. Insbesondere ist dann BR/2(x) ⊆ B˜. Es folgt
K + (1− 4δ)B ⊆ K˜ +RδBd + (1− 4δ)(B˜ +RδBd)
⊆ K˜ + (1− 4δ)B˜ + 2RδBd
⊆ K˜ + (1− 4δ)B˜ + 4δ(B˜ − x)
= K˜ + B˜ − 4δx.
Analog erha¨lt man K˜+B˜ ⊆ K+(1+4δ)B−4δx (hier kann man sogar 4 durch 2 ersetzen).
Also
Vd(K +B)−  < Vd(K + (1− 4δ)B) ≤ Vd(K˜ + B˜)
und
Vd(K˜ + B˜) ≤ Vd(K + (1 + 4δ)B) < Vd(K +B) + .
KAPITEL 1. GRUNDLAGEN 23
1.5 Gemischte Volumina und verwandte Konzepte
In diesem Abschnitt wollen wir die inneren Volumina, die gemischten Volumina und einige
Maße, die in gewisser Weise die Verteilung der gemischten Volumina im Raum messen,
einfu¨hren, und einige Beziehungen zwischen diesen Gro¨ßen bereitstellen.
Sei B ⊆ Rd ein strikt konvexer Ko¨rper mit 0 ∈ intB und K ⊆ Rd ein konvexer Ko¨rper.
Laut Satz 1.36 ist dann exoB(K) = ∅. Fu¨r r ≥ 0 und Borel-Mengen η ⊆ Rd × Rd setzen
wir
µBr (K, η) = Vd({x ∈ Rd \K|dB(K, x) ≤ r, (pB(K, x), uB(K, x)) ∈ η}),
wobei Vd das d-dimensionale Lebesgue-Maß bezeichnet. Nun gibt es Maße C
B
0 (K, ·), . . . ,
CBd−1(K, ·) auf Rd × Rd mit
µBr (K, η) =
d−1∑
j=0
rd−jκd−jCBj (K, η), r ≥ 0, (1.15)
fu¨r alle Borel-Mengen η ⊆ Rd × Rd. Diese werden relative Stu¨tzmaße genannt. Sie sind
auf dem relativen Normalenbu¨ndel NB(K) konzentriert. Eingefu¨hrt wurden die relativen
Stu¨tzmaße in [26], und, davon unabha¨ngig mit einer anderen Normierung, in [31]. Weiter
untersucht wurden sie in [24].
Wir werden im Folgenden hauptsa¨chlich ihre Projektionen auf die erste Komponente, die
relativen Kru¨mmungsmaße
ΦBj (K, β) := C
B
j (K, β × Rd), j = 0, . . . , d− 1, β ∈ B(Rd), (1.16)
betrachten, wobei B(Rd) die Borel-σ-Algebra des Rd bezeichnet. Diese Maße wurden be-
reits in [45] eingefu¨hrt. Auch die Projektionen der relativen Stu¨tzmaße auf die zweite
Komponente, die relativen Fla¨chenmaße
ΨBj (K,ω) := C
B
j (K,Rd × ω), j = 0, . . . , d− 1, ω ∈ B(Rd), (1.17)
werden wir beno¨tigen.
Die totalen Massen der relativen Stu¨tzmaße sind bis auf Normierung die gemischten Vo-
lumina. Fu¨r unsere Ziele definiert man sie zweckma¨ßigerweise durch
Vd(K + rB) =
d∑
j=0
rd−j
(
d
j
)
V (K[j], B[d− j]), r ≥ 0 (1.18)
fu¨r beliebige K,B ∈ K. Fu¨r weitere Informationen, insbesondere die Existenz und die
u¨bliche, allgemeinere Definition siehe z.B. [46, Abschn. 5.1]. Man sieht leicht
V (K[j], K[d− j]) = Vd(K) (1.19)
fu¨r K ∈ K, j = 0, . . . , d, und, indem man in (1.18) r = 0 setzt, sieht man V (K[d], B[0]) =
Vd(K). Weiter weist man ihre Homogenita¨t,
λjµd−jV (K[j], B[d− j]) = V (λK[j], µB[d− j]) (1.20)
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fu¨r j ∈ {0, . . . , d}, λ, µ ∈ R+0 und K,B ∈ K, leicht nach. Laut [46, (5.1.23)] sind die
gemischten Volumina monoton, d.h. fu¨r K,K ′, B,B′ ∈ K und j = 0, . . . , d gilt
K ⊆ K ′ ∧B ⊆ B′ ⇒ V (K[j], B[d− j]) ≤ V (K ′[j], B′[d− j]). (1.21)
Vergleicht man (1.15) und (1.18), so erha¨lt man unter Beru¨cksichtigung von (1.17) und
(1.16)
ΦBj (K,Rd) = ΨBj (K,Rd) = CBj (K,Rd × Rd) =
(
d
j
)
κd−j
V (K[j], B[d− j]), (1.22)
falls B strikt konvex mit 0 ∈ intB ist.
Die inneren Volumina eines konvexen Ko¨rpers K ⊆ Rd sind definiert durch
Vj(K) :=
(
d
j
)
κd−j
V (K[j], Bd[d− j]), j = 0, . . . , d. (1.23)
Offensichtlich stimmt diese Definition von Vd(K) fu¨r einen konvexen Ko¨rper K mit der
alten Definition, seinem Lebesgue-Maß, u¨berein. Weiter ergibt sich aus (1.18) die sog.
Steiner-Formel
Vd(K + rB
d) =
d∑
j=0
κd−jrd−jVj(K), r ≥ 0, K ∈ K. (1.24)
Hieraus rechnet man leicht V0(K) = 1 fu¨r jede Kugel K nach. Wegen (1.21) folgt V0(K) =
1 fu¨r alle K ∈ K.
Auf Grund der Bewegungsinvarianz des Lebesgue-Maßes und der Rotationsinvarianz von
Bd sind die inneren Volumina bewegungsinvariant, d.h. fu¨r K ∈ K, j ∈ {0, . . . , d} und eine
Isometrie g : Rd → Rd gilt Vj(gK) = Vj(K), wobei gK := {gx|x ∈ K}. In [46, S. 205] wird
bemerkt, dass die inneren Volumina (und deren lokale Versionen) dimensionsinvariant
sind, d.h. wenn wir Rm isometrisch in Rn, m ≤ n, einbetten, hat Vj(K) in Rm fu¨r konvexe
Ko¨rper K ⊆ Rm und j ∈ {0, . . . ,m} den selben Wert wie Vj(K) in Rn. Mehr u¨ber die
inneren Volumina findet sich in [46, Kapitel 4].
Nun fu¨hren wir die gemischten Fla¨chenmaße ein. Hierfu¨r definieren wir das Oberfla¨chen-
maß eines konvexen Ko¨rpers K durch Sd−1(K,ω) := 2ΨB
d
d−1(K,ω) fu¨r alle ω ∈ B(Rd).
Dann ist Sd−1(K, ·) auf Sd−1 konzentriert. Der Name Oberfla¨chenmaß ist gerechtfertigt,
da Sd−1(K,ω) fu¨r alle ω ∈ B(Rd) das (d−1)-dimensionale Hausdorff-Maß aller Randpunk-
te von K, die einen a¨ußeren Einheitsnormalenvektor aus ω haben, ist (vgl. auch unten
stehende Formel (1.27)). Fu¨r K,B ∈ K sind die gemischten Fla¨chenmaße definiert als
Maße S(K[j], B[d− j − 1], ·), j = 0, . . . , d, auf Rd mit
Sd−1(sK + rB, ω) =
d−1∑
j=0
(
d− 1
j
)
sjrd−j−1S(K[j], B[d− j − 1], ω), r, s ≥ 0, (1.25)
fu¨r alle Borel-Mengen ω ⊆ Rd. Fu¨r weitere Informationen verweisen wir wieder auf [46,
Abschn. 5.1]. Indem man in (1.25) r = 1 und s = 0 setzt, erha¨lt man
Sd−1(B,ω) = S(K[0], B[d− 1], ω), (1.26)
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fu¨r alle Borel-Mengen ω ⊆ Rd. Die gemischten Fla¨chenmaße sind mit den relativen
Fla¨chenmaßen verwandt. Um diesen Zusammenhang exakt zu fassen, fu¨hren wir die um-
gekehrte spha¨rische Bildfunktion ein. Die umgekehrte spha¨rische Bildfunktion τL : S
d−1 →
bdL ist fu¨r strikt konvexe Ko¨rper L ⊆ Rd erkla¨rt und ordnet einem Vektor u ∈ Sd−1 den
eindeutig bestimmten Punkt in bdL mit a¨ußerem Normalenvektor u zu. Aus Satz 1.25
folgt, dass L genau dann strikt konvex ist, wenn hL auf Rd \ {0} differenzierbar ist, und
dass dann ∇hL(u) = τL( u‖u‖) fu¨r u ∈ Rd \ {0} gilt. Theorem 2.14 in [24] lautet:
Satz 1.45. Seien B,K ⊆ Rd konvexe Ko¨rper, 0 ∈ intB und B strikt konvex. Dann gilt
fu¨r j ∈ {0, . . . , d− 1} und Borel-Mengen γ ⊆ Rd
ΨBj (K, γ) =
(
d
j
)
dκd−j
∫
Sd−1
1γ(∇hB(u))hB(u)S(K[j], B[d− 1− j], du).
Formel (4.2.24) in [46] besagt, dass
Sd−1(L, ω) = Hd−1(τ ′L(ω)) (1.27)
fu¨r einen konvexen Ko¨rper L ⊆ Rd und eine Borel-Menge ω ⊆ Sd−1, wobei τ ′L das sog.
umgekehrte spha¨rische Bild bezeichnet. Dieses stimmt fu¨r strikt konvexe Ko¨rper L mit
der von τL induzierten mengenwertigen Abbildung u¨berein. Insbesondere folgt fu¨r jede
Borel-Menge γ ⊆ bdL, indem man {u ∈ Sd−1|τL(u) ∈ γ} fu¨r ω in (1.27) einsetzt, wegen
der Surjektivita¨t von τL, dass
Sd−1(L, {u ∈ Sd−1|τL(u) ∈ γ}) = Hd−1(γ). (1.28)
Korollar 1.46. Seien B,K ⊆ Rd konvexe Ko¨rper, 0 ∈ intB und B strikt konvex. Dann
gilt fu¨r M := max{hB(u)|u ∈ Sd−1} und Borel-Mengen γ ⊆ bdB
ΨB0 (K, γ) ≤
M
dκd
· Hd−1(γ).
Beweis: Aus Satz 1.45 und den Gleichungen (1.26) und (1.28) folgt
ΨB0 (K, γ) =
1
dκd
∫
Sd−1
1γ(∇hB(u))hB(u)Sd−1(B, du)
≤ 1
dκd
∫
Sd−1
1γ(τB(u))M Sd−1(B, du)
=
M
dκd
· Sd−1(B, {u ∈ Sd−1|τB(u) ∈ γ})
=
M
dκd
· Hd−1(γ).
1.6 Stochastische Geometrie
In diesem Abschnitt wollen wir vor allem das Konzept der zufa¨lligen abgeschlossenen Men-
ge und ein wichtiges Beispiel, das Boole’sche Modell, einfu¨hren. Na¨here Informationen zu
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den hier eingefu¨hrten und weiteren Begriffen der Stochastischen Geometrie finden sich z.B.
in [47]. Zum Versta¨ndnis technischer Details in diesem Abschnitt sind Grundkenntnisse
der Topologie erforderlich. Die wesentlichen Ideen sollten aber auch ohne Topologiekennt-
nisse versta¨ndlich sein.
Wir bezeichnen den Raum der abgeschlossenen Teilmengen von Rd mit F . Es sei FA :=
{F ∈ F|F ∩ A = ∅} und FA := {F ∈ F|F ∩ A 6= ∅} fu¨r A ⊆ Rd. Dann heißt die von
{FC |C ⊆ Rd kompakt} ∪ {FG|G ⊆ Rd offen}
erzeugte Topologie die Topologie der abgeschlossenen Konvergenz. Die von der Topolo-
gie der abgeschlossenen Konvergenz induzierte Borel-σ-Algebra heißt Fell-Matheron-σ-
Algebra. Wir lagern alle Messbarkeitsfragen in den Anhang A aus.
Um eine Eindeutigkeitsaussage u¨ber Maße auf F zu erhalten, setzen wir fu¨r einen Ko¨rper
M
C+M := {K + rM |K ∈ C, r > 0}.
Lemma 1.47. Sei M ⊆ Rd ein Ko¨rper und µ und η zwei Maße auf F mit µ(FC) =
η(FC) <∞ fu¨r alle C ∈ C+M . Dann ist µ = η.
Beweis: Wir imitieren den Beweis von [47, Lemma 2.3.2]. Hierzu definieren wir
FA1,...,Ak := FA1 ∩ · · · ∩ FAk
fu¨r A1, . . . , Ak ⊆ Rd. Wie im Beweis von [47, Lemma 2.3.2] gezeigt wird, gilt
ν(FC1,...,Ck) =
k∑
r=0
(−1)r−1
∑
1≤i1<···<ir≤k
ν(FCi1∪···∪Cir )
fu¨r kompakte Mengen C1, . . . , Ck, k ∈ N+, und ein signiertes Maß ν auf F mit ν(FC) <∞
fu¨r alle C ∈ C. Da endliche Vereinigungen von Mengen aus C+M wieder in C+M liegen,
folgt µ(B) = η(B) fu¨r alle B ∈ E := {FC1,...,Ck |C1, . . . , Ck ∈ C+M , k ∈ N+}. Wegen
C+(M+x) = C+M fu¨r x ∈ Rd ko¨nnen wir o.B.d.A. 0 ∈M annehmen. Fu¨r C ∈ C ist dann
FC = F \ {K ∈ F|K ∩ C 6= ∅}
= F \ {K ∈ F|∀n∈N+ : K ∩ (C + 1nM) 6= ∅}
= F \
∞⋂
n=1
F
C+
1
n
M
,
weshalb die von {FC |C ∈ C} erzeugte σ-Algebra in der von E erzeugten enthalten ist.
Wegen [47, Lemma 1.3.1] ist E also ein Erzeugendensystem der Fell-Matheron-σ-Algebra.
Da E durchschnitts-stabil ist, folgt µ = η.
Eine zufa¨llige abgeschlossene Menge ist eine messbare Abbildung von einem Wahrschein-
lichkeitsraum nach F mit der Fell-Matheron-σ-Algebra. Ein zufa¨lliger (konvexer, strikt
konvexer, . . . ) Ko¨rper ist eine zufa¨llige abgeschlossene Menge, deren Wert fast sicher in
der Menge aller (konvexen, strikt konvexen, . . . ) Ko¨rper liegt.
Fu¨r eine zufa¨llige abgeschlossene Menge Z in Rd heißt
TZ : C → [0, 1], C 7→ P(Z ∩ C 6= ∅)
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das Kapazita¨tsfunktional von Z. Wenn weiter B ein konvexer Ko¨rper mit 0 ∈ intB ist,
dann nennen wir
HZB : R+0 → [0, 1], r 7→ P(dB(Z, 0) ≤ r|0 /∈ Z)
die Kontaktverteilungsfunktion von Z bzgl. des Eichko¨rpers B.
Um das Konzept des Boole’schen Modells zu definieren, fu¨hren wir zuna¨chst den Begriff
des markierten Punktprozesses ein.
Sei M ein lokalkompakter topologischer Raum mit abza¨hlbarer Basis, z.B. eine abge-
schlossene Teilmenge des Raums C aller Ko¨rper, der sog. Markenraum. Wir betrachten
Rd×M mit der von der Produkttopologie erzeugten σ-Algebra B(Rd×M). Es bezeichne
N(Rd×M) den Raum aller lokal-endlichen Za¨hlmaße auf Rd mit MarkenraumM , d.h. aller
Maße η auf Rd×M , die nur ganzzahlige Werte annehmen und fu¨r die η(K×M) <∞ fu¨r
alle kompakten K ⊆ Rd gilt. Wir betrachten diesen Raum mit der von den Abbildungen
N(Rd ×M)→ R+0 , η → η(B), B ∈ B0,
erzeugten σ-Algebra, wobei B0 die Menge der messbaren Teilmengen von Rd×M ist, fu¨r
die es eine kompakte Menge K ⊆ Rd mit B ⊆ K ×M gibt. Ein markierter Punktprozess
ist nun eine messbare Abbildung von einem Wahrscheinlichkeitsraum nach N(Rd ×M).
Fu¨r einen markierten Punktprozess X auf Rd mit Markenraum M gibt es Folgen (Xi)i∈N
und (Zi)i∈N von Zufallsvariablen in Rd bzw. M und eine N ∪ {−1,∞}-wertige Zufallsva-
riable P mit X =
∑P
i=0 δ(Xi,Zi), wobei δ das Dirac-Maß bezeichnet.
Ein markierter Punktprozess X auf Rd mit Markenraum M heißt (stationa¨rer markierter)
Poisson-Prozess, falls es eine Zahl γ > 0 und ein Wahrscheinlichkeitsmaß Q auf M gibt,
so dass X(B1×B2) fu¨r alle beschra¨nkten messbaren Mengen B1 ⊆ Rd und alle meesbaren
Mengen B2 ⊆M poissonverteilt mit Erwartungswert γVd(B1)Q(B2) ist. Dann heißt γ die
Intensita¨t von X und Q die Markenverteilung. Laut [47, Satz 3.2.3(a)] folgt aus unserer
Definition eines Poisson-Prozesses, dass fu¨r einen Poisson-Prozess X die Zufallsvariablen
X(B1), . . . , X(Bn) fu¨r paarweise disjunkte Mengen B1, . . . , Bn ⊆ Rd × M unabha¨ngig
sind.
Wir wa¨hlen nun eine messbare Funktion c : C → Rd mit c(K + x) = c(K) + x fu¨r alle
K ∈ C, x ∈ Rd, z.B. die Funktion, die jedem Ko¨rper K den Mittelpunkt seiner nach Satz
1.29 eindeutig bestimmten Umkugel zuordnet. Es bezeichne
C∗ := {K ∈ C|c(K) = 0}
die Menge aller zentrierten Ko¨rper.
Sei nun X =
∑∞
i=0 δ(Xi,Zi) ein markierter Poissonprozess auf Rd mit Markenraum C∗. Seine
Intensita¨t sei γ > 0 und seine Markenverteilung Q. Falls∫
C∗
Vd(A+ rB
d) dQ(A) <∞, r > 0,
dann heißt eine zufa¨llige abgeschlossene Menge Z, die die selbe Verteilung wie
∞⋃
i=0
(Xi + Zi)
hat, Boolesches Modell mit Intensita¨t γ und Kornverteilung Q. Dass Intensita¨t und Korn-
verteilung eines Booleschen Modells eindeutig bestimmt sind, wird in [47, S. 151 Mitte]
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bemerkt. Eine zufa¨llige zentrierte kompakte Menge Z0 mit Verteilung Q heißt typisches
Korn von Z.
Wir setzen K∗ := {−x|x ∈ K} fu¨r K ⊆ Rd. Der folgende Satz entha¨lt einige Aussagen
aus [47, Satz 4.4.4].
Satz 1.48. Sei Z ein Boolesches Modell mit Intensita¨t γ und Kornverteilung Q. Dann
gilt
TZ(K) = 1− exp
(
−γ
∫
C∗
Vd(A+K
∗) dQ(A)
)
, K ∈ C.
Fu¨r jeden konvexen Ko¨rper B mit 0 ∈ intB gilt
HZB(r) = 1− exp
(
−γ
∫
C∗
Vd(A+ rB
∗)− Vd(A) dQ(A)
)
, r ≥ 0.
Fu¨r eine reell-wertige, absolut-stetige Verteilung mit Verteilungsfunktion F und Dichte f
ist die Ausfallrate
λ : R→ R+0 , t 7→
{
f(t)
1−F (t) falls F (t) < 1,
0 falls F (t) = 1.
Als Korollar aus Satz 1.48 erhalten wir:
Korollar 1.49. Sei Z ein Boolesches Modell mit Intensita¨t γ und Kornverteilung Q und
B ein konvexer Ko¨rper mit 0 ∈ intB. Dann ist die Ausfallrate der Kontaktverteilung von
Z bzgl. B fu¨r fast alle r ≥ 0 gegeben durch
λ(r) = γ · ∂
∂t
∫
C∗
Vd(A+ tB
∗) dQ(A)|t=r.
Beweis: Zuna¨chst weisen wir nach, dass jede Funktion f : R+0 → R+0 mit
f(r) = exp
(
−γ
∫
C∗
Vd(A+ rB
∗)− Vd(A) dQ(A)
)
· γ · ∂
∂t
∫
C∗
Vd(A+ tB
∗) dQ(A)|t=r
fu¨r alle r ≥ 0, in denen die Ableitung definiert ist, eine Dichte der Kontaktverteilung ist.
Hierfu¨r zeigen wir zuna¨chst, dass diese Ableitung fu¨r fast alle r ≥ 0 definiert ist. Wegen
Satz 1.42 und des Satzes von Fubini gilt∫
C∗
Vd(A+ tB
∗)− Vd(A) dQ(A) =
∫
C∗
∫ t
0
∫
bd(A+sB∗)
hB∗(νB∗(A, z)) dHd−1(z) ds dQ(A)
=
∫ t
0
∫
C∗
∫
bd(A+sB∗)
hB∗(νB∗(A, z)) dHd−1(z) dQ(A) ds.
Also ist t 7→ ∫C∗ Vd(A+ tB∗) dQ(A) absolut-stetig und deshalb fast u¨berall differenzierbar.
Da t 7→ e−γt auf R+0 Lipschitz-stetig mit Lipschitz-Konstante γ ist, ist auch HZB absolut-
stetig und mit Satz 1.10 folgt, dass f Dichte von HZB ist.
Nun folgt die Behauptung aber sofort aus der Definition der Ausfallrate.
Ein wichtiges Beispiel einer zufa¨lligen kompakten Menge ist das eines Brown’schen Pfades.
Fu¨r das Versta¨ndnis dieses Modells sind Grundkenntnisse aus der Theorie stochastischer
Prozesse erforderlich, fu¨r die wir auf [29] verweisen.
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Def. 1.50. Eine zufa¨llige abgeschlossene Menge S ⊆ Rd heißt Brown’scher Pfad, wenn S =
W ([0, 1]) f.s. fu¨r eine (d-dimensionale) Standard-Brown’sche Bewegung (W (t))t∈R+0 gilt.
Eine zufa¨llige abgeschlossene Menge ST ⊆ Rd heißt Brown’scher Pfad bis zum Zeitpunkt
T , T ≥ 0, wenn ST = W ([0, T ]) f.s. fu¨r eine Standard-Brown’sche Bewegung (W (t))t∈R+0
gilt.
Satz 1.51. Sei S ⊆ Rd ein Brown’scher Pfad. Dann gibt es einen zufa¨lligen Wu¨rfel Q,
dessen Kantenla¨nge alle Momente hat, mit S ⊆ Q f.s.
Beweis: Es sei ((W1(t), . . . ,Wd(t)))t∈R+0 eine Standard-Brown’sche Bewegung mit
S = {(W1(t), . . . ,Wd(t))|t ∈ [0, 1]}.
Dann setzen wir
L := max{ max{Wj(t)|t ∈ [0, 1]}, max{−Wj(t)|t ∈ [0, 1]} |j = 1, . . . , d}.
Da die stochastischen Prozesse ±Wj, j = 1, . . . , d, ein-dimensionale Standard-Brown’sche
Bewegungen sind, folgt aus [29, Kapitel 2, (8.3)], dass max{±Wj(t)|t ∈ [0, 1]} fu¨r j =
1, . . . , d die Dichte
2√
2pi
e−t
2/21[0,∞)(t)
hat und somit alle Momente besitzt. Also hat auch L alle Momente. Setzen wir nun
Q := [−L,L]d, so gilt S ⊆ Q f.s. und alle Momente der Kantenla¨nge von Q existieren.
Satz 1.52. Sei S ⊆ Rd ein Brown’scher Pfad und c ∈ R+. Dann ist cS ein Brown’scher
Pfad bis zum Zeitpunkt c2.
Beweis: Es sei ((W1(t), . . . ,Wd(t)))t∈R+0 eine Standard-Brown’sche Bewegung mit
S = {(W1(t), . . . ,Wd(t))|t ∈ [0, 1]}.
Auf Grund von [29, Kapitel 2, (9.3)] ist dann
W˜j(t) := cWj(
t
c2
), t ∈ R,
fu¨r j = 1, . . . , d eine Standard-Brown’sche Bewegung. Daher ist
cS = {(cW1( tc2 ), . . . , cWd( tc2 )|t ∈ [0, c2]} = {(W˜1(t), . . . , W˜d(t)|t ∈ [0, c2]}
ein Brown’scher Pfad bis zum Zeitpunkt c2.
1.7 Das Parallelvolumen in der Literatur
Die Untersuchung des Parallelvolumens begann mit Steiners in [50] u¨berliefertem Vortrag
”
U¨ber parallele Fla¨chen“ vom 14. Mai 1840. In diesem Vortrag untersuchte Steiner die
Fla¨che bzw. das Volumen von Mengen, von denen man leicht zeigen kann, dass sie mit
(K + rBd) \ intK, r > 0, d = 2, 3, fu¨r gewisse konvexe Ko¨rper K ⊆ Rd zusammenfallen.
Die Resultate in Dimension 3 waren komplett neu und auch in Dimension 2 war dies das
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erste Mal, dass bemerkt wurde, dass das Parallelvolumen ein Polynom ist. Spa¨ter wurden
die Resultate auf alle konvexen Ko¨rper in Dimensionen 2 und 3 und beliebige konvexe
Eichko¨rper verallgemeinert, ein Prozess, der spa¨testens mit Minkowskis 1903 erschienener
Arbeit
”
Volumen und Oberfla¨che“ [39] u¨ber die gemischten Volumina als abgeschlossen
betrachtet werden kann. Schließlich wurden diese Aussagen auf beliebige Dimensionen
verallgemeinert.
Seither wurde das Parallelvolumen konvexer Ko¨rper in verschiedene Richtungen verall-
gemeinert und intensiv untersucht. Es stand hierbei nicht so sehr das Parallelvolumen
selbst, als vielmehr die Koeffizienten des Polynoms, im Mittelpunkt. Einen Eindruck von
der Vielzahl der Ergebnisse dieser Forschungslinie vermitteln die Kapitel 4 bis 7 im Buch
[46].
Deutlich weniger Arbeiten behandeln das Parallelvolumen allgemeiner kompakter Men-
gen, das i.a. kein Polynom ist. Ein Teil dieser Literatur versucht, Konzepte, fu¨r deren
Einfu¨hrung im konvexen Fall benutzt wird, dass das Parallelvolumen ein Polynom ist, auf
nicht-konvexe Mengen zu verallgemeinern. Ein aktuelles Werk dieser Linie ist [27].
Wir wollen nun einen U¨berblick u¨ber die Artikel geben, die sich mit den Eigenschaften
des Parallelvolumens beliebiger kompakter Teilmengen des Rd bescha¨ftigen.
Eine klassische Fragestellung der Mathematik ist das sogenannte isoperimetrische Pro-
blem, d.h. die Frage, ob unter allen kompakten Mengen mit festem Volumen die Kugel
minimale Oberfla¨che besitzt. Die ersten korrekten Beweise, in denen die Kugel mit belie-
bigen kompakten Mengen verglichen wurde, stammen von Groß [18] in Dimension 3 und
von Dinghas [12] in beliebigen Dimensionen.
Mit dem isoperimetrischen Problem ha¨ngt die Brunn-Minkowski-Ungleichung zusammen.
Sie besagt, dass fu¨r zwei kompakte Menge K,B ⊆ Rd und r ≥ 0 die Ungleichung
Vd(K + rB) ≥ ( d
√
Vd(K) + r
d
√
Vd(B))
d
gilt. Den Durchbruch bei ihrem Beweis erzielte Lusternik [35]. Die Oberfla¨che F eines
Ko¨rpers im Sinne von Minkowski ist die untere Ableitung des Parallelvolumens im Null-
punkt, wobei die untere Ableitung hier den (rechtsseitigen) Limes inferior des Differen-
zenquotienten bezeichnet. Aus der Brunn-Minkowski-Ungleichung folgt direkt die isope-
rimetrische Ungleichung
F (K) ≥ d d
√
Vd(K)
(d−1)
d
√
Vd(Bd).
Fu¨r eine Diskussion der Gleichheitsfa¨lle, einen Beweis der Brunn-Minkowski-Ungleichung
und einen U¨berblick u¨ber die Literatur, in der diese Beweise entwickelt wurden, siehe
Abschnitt 4.4.1 und Kapitel 5 in [20]. Eine ausfu¨hrliche Diskussion der Brunn-Minkowski-
Ungleichung mit weiteren Verallgemeinerungen findet sich in [13] und in [17].
Behrend [4] zeigte, dass Parallelmengen in positivem Abstand stets einen Jordan-Inhalt
besitzen. Dinghas [13, Hilfssatz 2 in Abschnitt 5] bewies diese Aussage fu¨r allgemeinere
Eichko¨rper.
Kneser [32] untersuchte den Oberfla¨cheninhalt von Parallelko¨rpern auf Riemann’schen
Mannigfaltigkeiten. Die Arbeit entha¨lt aber auch einige nennenswerte Aussagen u¨ber das
Parallelvolumen im Rd. So ist
Vd(K + bB
d)− Vd(K + aBd) ≤ 3κd((b+R)d − (a+R)d)
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fu¨r K ⊆ RBd, R > 0, und 0 < a < b. Weiter hat eine Parallelmenge endliche Oberfla¨che
(im Sinne von Minkowski), fu¨r die obere Schranken angegeben werden. Auch der Eukli-
dische Spezialfall von (1.14) wurde in [32] bewiesen.
Ohmann [41] untersuchte Ungleichungen zwischen den inneren Volumina von Parallelmen-
gen beliebiger Ko¨rper, wobei er das 0-te innere Volumen eines Ko¨rpers als 1 definierte,
wa¨hrend er fu¨r j > 0 das j-te innere Volumen durch Induktion u¨ber die Dimension
des Ko¨rpers erkla¨rte. Das j-te innere Volumen eines j-dimensionalen Ko¨rpers ist sein
Lebesgue-Maß, und fu¨r Ko¨rper K, deren Dimension d gro¨ßer als j ist, setzte Ohmann
Vj(K) :=
dκd−j−1
(d− j)κd−jκd−1
∫
Bd\{0}
Vj(Ku) du,
wobei Ku fu¨r u ∈ Rd \ {0} das ((d− 1)-dimensionale) Bild von K unter der orthogonalen
Projektion auf die zu u senkrechte Hyperebene bezeichnet.
Sz.-Nagy [52] zeigte, dass fu¨r eine kompakte Menge K ⊆ R2, die aus n Zusammenhangs-
komponenten besteht, die Funktion
R+0 → R+0 , r 7→ V2(K + rB2)− pinr2
konkav ist. A¨hnliche Resultate hatten bereits zuvor Hadwiger [19, 6. Hilfssatz] und etwa
zeitgleich Makai [36] erzielt.
Stacho´ [49] nannte eine Funktion f : R+ → R+ Kneser-Funktion, wenn
f(λb)− f(λa) ≤ λd(f(b)− f(a)), 0 < a < b, λ ≥ 1.
Der Artikel untersucht Eigenschaften von Kneser-Funktionen und zeigt, dass (1.14) gilt,
falls B symmetrisch ist. Mit anderen Worten, das Parallelvolumen eines Ko¨rpers in ei-
nem normierten Raum ist eine Kneser-Funktion. Außerdem wird hier gezeigt, dass das
arithmetische Mittel zwischen linksseitiger und rechtsseitiger Ableitung des Parallelvolu-
mens eines Ko¨rpers K in r > 0 gleich dem (d − 1)-dimensionalen Minkowski-Inhalt von
{x ∈ Rd|d(K, x) = r} ist, wobei der j-dimensionale Minkowski-Inhalt einer kompakten
Menge A ⊆ Rd definiert ist als
lim inf
ρ→0
Vd(A+ ρB
d)
κd−jρd−j
.
Heveling, Hug und Last [25] zeigten, dass in der Ebene ein Ko¨rper, dessen Parallelvolumen
ein Polynom ist, konvex sein muss, was in ho¨heren Dimensionen nicht der Fall ist. In [28]
wird dieses Resultat fu¨r allgemeinere Eichko¨rper und zufa¨llige Mengen bewiesen und eine
Interpretation fu¨r Ko¨rper ho¨herer Dimension angegeben.
Relativ viele Arbeiten gibt es zur Parallelmenge von Brown’schen Pfaden, der sogenannten
Wiener-Wurst; siehe [33] oder [44] und die darin zitierte Literatur.
Eine weitere mit dem Parallelvolumen verwandte Fragestellung ist die nach geometrischen
Eigenschaften des Randes von Parallelmengen. Als aktuelle Arbeit auf diesem Gebiet sei
[43] genannt.
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1.8 Das Wills-Funktional in der Literatur
Wills [61] untersuchte Schranken fu¨r die Zahl der Gitterpunkte, die in einem konvexen
Ko¨rper K enthalten sind, wobei Gitterpunkte Punkte sind, deren Koordinaten alle ganz-
zahlig sind. Er vermutete, dass eine obere Schranke durch
d∑
i=0
Vi(K) (1.29)
gegeben ist. Dies war in Dimension 2 bereits von Nosarzewska [40] bewiesen worden.
Bald folgten Beweise in Dimension 3 von Overhagen [42] und fu¨r Produkte von maximal
6-dimensionalen Rotationsko¨rpern (mit Computerhilfe bis Dimension 20) von Hadwiger
und Wills [23]. Aber Hadwiger [22] zeigte, dass die Wills’sche Vermutung falsch ist mit
dem Simplex als Gegenbeispiel. Die explizite Angabe einer Dimension, in der die Wills’sche
Vermutung falsch ist, na¨mlich 441, gelang nur mit Computerhilfe. Betke und Gritzmann
[5] wiesen die Wills’sche Vermutung fu¨r Gitterzonotope, also Minkowski-Summen von
Segmenten, deren beide Enden Gitterpunkte sind, nach. Betke und Henk [6] zeigten mit
Computerhilfe, dass die Wills’sche Vermutung bereits in Dimension 207 falsch ist, wobei
ihnen die konvexe Hu¨lle der Standardbasisvektoren und ihrer Negativen, das sog. Kreuz-
polytop, als Gegenbeispiel diente.
Hadwiger [21] fand heraus, dass (1.29) fu¨r alle konvexen Ko¨rper K gleich∫
Rd
e−pid(K,x)
2
dx (1.30)
ist und benannte dieses Funktional nach Wills. Eine weitere Darstellung ist
EVd(K + ΛBd), (1.31)
wobei Λ die Weibull-verteilte Zufallsvariable mit Verteilungsfunktion 1− e−pit2 , t ≥ 0, ist.
Bereits in [21] ist eine sehr a¨hnliche Darstellung aufgefu¨hrt, aber die Idee, probabilistische
Begriffe in diesem Kontext zu benutzen, stammt erst von Vitale [56].
Auch wenn die Vermutung, wegen der das Wills-Funktional eingefu¨hrt wurde, falsch ist,
so hat das Wills-Funktional doch zahlreiche Anwendungen. McMullen [37] erhielt bei der
Untersuchung des Wills-Funktionals eine Vielzahl von Ergebnissen, die unabha¨ngig vom
Wills-Funktional interessant sind, z.B. die - auch in der vorliegenden Arbeit verwendete
- dimensionsunabha¨ngige Normierung der inneren Volumina. Dass die Arbeit [37] durch
die Untersuchung des Wills-Funktionals motiviert war, folgt u¨berhaupt nur aus einer
Bemerkung auf Seite 255.
McMullen [38, Theorem 2] zeigt, dass das Wills-Funktional eines konvexen Ko¨rpers K
kleiner oder gleich exp(V1(K)) ist.
Wills [62] scha¨tzt Gro¨ßen aus der Geometrie der Zahlen mit Hilfe der Nullstellen von∑d
j=0(−µ)jVj(K) ab.
Vitale [56] benutzt das Wills-Funktional, um zu zeigen, dass fu¨r jeden Gauß’schen Prozess
(Xt), dessen Erwartungswert die Nullfunktion ist, die Ungleichungen
E esupt(Xt−
EX2t
2
) ≤ eE suptXt
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und
P(sup
t
Xt − E sup
t
Xt ≥ a) ≤ e−
a2
2σ2 , a > 0,
gelten, wobei σ2 := supt EX2t . Ein weiterer Beweis fu¨r die erste Ungleichung, wieder unter
Verwendung des Wills-Funktionals, findet sich in [57].
Vitale [58] benutzt Gauß’sche Prozesse, um das Wills-Funktional auf dem Raum `2 aller
Folgen (aj)j∈N mit
∑
a2j <∞ zu definieren und zu untersuchen.
Kapitel 2
Asymptotik des Parallelvolumens
In diesem Kapitel wollen wir einige Aussagen u¨ber das Parallelvolumen in großem Abstand
vom Grundko¨rper herleiten. Wir werden zeigen, dass die Differenz des Parallelvolumens
der konvexen Hu¨lle eines Ko¨rpers und des Parallelvolumens des Ko¨rpers selbst in der
Ebene gegen 0 konvergiert, wenn der Abstand gegen unendlich strebt. Dieses Resultat
gilt auch in Minkowski-Ra¨umen, sofern der Eichko¨rper glatt ist. Unter der Voraussetzung,
dass der Eichko¨rper einen Ball als Summanden entha¨lt, konvergiert die Differenz von der
Ordnung r−1 gegen 0. Allgemeiner gilt, dass fu¨r einen d-dimensionalen Eichko¨rper, der
einen Ball als Summanden entha¨lt, die oben bezeichnete Differenz ho¨chstens von der
Ordnung rd−3 wa¨chst. Wir werden die Resultate jeweils fu¨r zufa¨llige kompakte Mengen
zeigen und eine Interpretation fu¨r Ko¨rper angeben, deren Dimension gro¨ßer als die des
Minkowski-Raums ist. Außerdem werden wir jeweils zeigen, dass die Resultate in der
Ebene nur fu¨r die Eichko¨rper gelten, fu¨r die wir sie bewiesen haben.
Im dritten Abschnitt werden wir eine Aussage u¨ber die Konvergenzgeschwindigkeit der
Ableitung der oben bezeichneten Differenz in der Ebene herleiten mit a¨hnlichen Verallge-
meinerungen wie oben.
In Abschnitt 2.4 geben wir einen neuen Beweis fu¨r ein Resultat aus [25] bzw. [28], das
besagt, dass das Parallelvolumen eines Ko¨rpers in der Ebene genau dann ein Polynom ist,
wenn der Ko¨rper konvex ist, wobei wieder a¨hnliche Verallgemeinerungen wie oben gelten.
Fu¨r das 3-dimensionale Parallelvolumen erhalten wir neue Ergebnisse.
2.1 Die Konvergenzaussage
In diesem Abschnitt wollen wir die 2-dimensionalen Eichko¨rper charakterisieren, die die
Eigenschaft haben, dass die Differenz zwischen dem Parallelvolumen der konvexen Hu¨lle
eines Ko¨rpers und dem Parallelvolumen des Ko¨rpers selbst gegen 0 strebt, wenn der
Abstand gegen unendlich strebt. Es wird sich herausstellen, dass eine notwendige und
hinreichende Bedingung ist, dass der Eichko¨rper glatt ist.
Zum Nachweis, dass Glattheit hinreichend ist, werden wir zuna¨chst ein deutlich allgemei-
neres Resultat beweisen. Zum einen beweisen wir das Resultat auch fu¨r zufa¨llige Ko¨rper,
zum anderen weisen wir eine Verallgemeinerung auf beliebige Dimensionen nach.
Wir nennen einen konvexen Ko¨rper B ⊆ Rn einen Scheibenko¨rper, falls seine affine Hu¨lle
2-dimensional ist, und, in der affinen Hu¨lle betrachtet, 0 innerer Punkt von B ist und B
glatt ist.
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Fu¨r einen konvexen Ko¨rper B ⊆ Rn bezeichne Bˆ die affine Hu¨lle von B, die, falls 0 ∈ B,
mit der linearen Hu¨lle zusammenfa¨llt, und
B⊥ = {v ∈ Rn|〈v, x− y〉 = 0∀x,y∈B}
das affin-orthogonale Komplement von B. Wir nennen
KB :=
⋃
y∈B⊥
conv(K ∩ (y + Bˆ))
die B-Konvexifikation des Ko¨rpers K ⊆ Rn.
Um Integrabilita¨tsbedingungen zu formulieren, beno¨tigen wir die δ-Zahl eines konvexen
Ko¨rpers B mit 0 ∈ relintB, die wir definieren als
δB := 1/min{hB(u)|u ∈ Bˆ, ‖u‖ = 1}.
Also ist 1/δB der Radius des gro¨ßten Kreises in Bˆ mit Mittelpunkt 0, der ganz in B
enthalten ist.
Satz 2.1. Sei X ⊆ Rn ein zufa¨lliger Ko¨rper und Y ⊆ Rn ein zufa¨lliger Scheibenko¨rper
mit (zufa¨lliger) δ-Zahl ∆ := δY so, dass fu¨r ein r > 0
EVn(XY + rY ) <∞ ∧ EVn((XY + Y ) \XY ) · diamX ·∆ <∞.
Dann gilt
EVn(XY + rY )− EVn(X + rY ) r→∞−→ 0.
Bevor wir mit den Vorbereitungen zum Beweis dieses Satzes beginnen, wollen wir die
Integrabilita¨tsbedingungen kommentieren.
Lemma 2.2. Sei X ⊆ Rn ein zufa¨lliger Ko¨rper, Y ⊆ Rn ein zufa¨lliger konvexer Ko¨rper
und r > 0. Falls nun EVn(X + rY ) <∞, so gilt EVn(X + sY ) <∞ fu¨r alle s ≥ 0.
Beweis: Fu¨r s ≤ r folgt die Behauptung direkt aus der fast sicheren Beziehung
0 ≤ Vn(X + sY ) ≤ Vn(X + rY ).
Fu¨r s > r sei D := dimY . Fu¨r x ∈ Y ⊥ bezeichne Xx := X ∩ (Yˆ + x). Wegen Satz 1.41
(mit a = 0, b = r und λ = s
r
) gilt nun f.s.
Vn(X + sY ) =
∫
X|Y ⊥
VD(X
x + sY ) dx
≤
∫
X|Y ⊥
( s
r
)DVD(X
x + rY )− (( s
r
)D − 1)VD(Xx) dx
≤ ( s
r
)nVn(X + rY ).
Hieraus folgt aber die Behauptung.
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Bem. 2.3. Ist in Satz 2.1 der Ko¨rper Y deterministisch und gilt E (diamX)n <∞, so sind
die Integrabilita¨tsbedingungen erfu¨llt. Da XY na¨mlich f.s. in einer zufa¨lligen Kugel vom
Radius diamX enthalten ist, gilt
EVn(XY + rY ) ≤ EVn((diamX + r diamY )Bn) = κn · E(diamX + r diamY )n.
In der Notation des Beweises von Lemma 2.2 folgt weiter, wobei ∆ := δY ,
E[Vn((XY + rY ) \XY ) · diamX ·∆]
= E[
∫
X|Y ⊥
2rV (convXx, Y ) + r2V2(Y ) dx · diamX] ·∆
≤ E[(diamX)n−2κn−2
(
2 diamX · rV (B2, Y ) + r2V2(Y )
) · diamX] ·∆
≤ 2κn−2rV1(Y )∆ · E[(diamX)n] + κn−2r2V2(Y )∆ · E[(diamX)n−1].
Der Beweis von Satz 2.1 basiert auf einer Reihe von Lemmata, die sich mit dem Spezialfall
befassen, dass n = 2 ist und die Ko¨rper deterministisch sind. Unsere Strategie beim Beweis
dieses Spezialfalls ist es, die Menge (convX + rY ) \ (X + rY ) so zu charakterisieren, dass
wir ihr Volumen leicht abscha¨tzen ko¨nnen. Dazu fu¨hren wir eine Funktion w ein, mit deren
Hilfe wir eine untere Schranke des Abstands von Punkten aus (convX + rY ) \ (X + rY )
zu convX darstellen werden. Wir definieren sie in beliebigen Dimensionen, da wir sie im
na¨chsten Abschnitt in dieser Allgemeinheit beno¨tigen werden. Es sei also ein kompakter
und konvexer Eichko¨rper B ⊆ Rd mit 0 ∈ intB gegeben. Dann definieren wir
w = wB : R+0 → R+0 ,
r 7→ min{dB(y, z)|y ∈ Bd, z ∈ Rd, y ∈ ΠB(0y, z), dB(0, z) = r}. (2.1)
Dabei bezeichnet xy := {λx + (1 − λ)y|λ ∈ R} im Fall x 6= y die Gerade durch x
und y und sonst die Menge {x}. Wir begru¨nden zuna¨chst, dass in (2.1) das Minimum
angenommen wird. Hierfu¨r bemerken wir, dass aus Lemma 1.31 insbesondere die Stetigkeit
von dB : Rd × Rd → R+0 folgt. Fu¨r r ∈ R+0 gibt es Folgen (zn)n∈N in Rd und (yn)n∈N in
Bd mit yn ∈ ΠB(0yn, zn) und dB(0, zn) = r fu¨r alle n ∈ N so, dass (dB(yn, zn))n∈N
gegen das Infimum der Menge aus (2.1) strebt. Wegen der Kompaktheit von Bd und
{z ∈ Rd|dB(0, z) = r} konvergieren Teilfolgen von (yn)n∈N und (zn)n∈N, o.B.d.A. die
Folgen selbst, gegen Grenzwerte y und z. Fu¨r jeden Punkt y′ := λy, λ ∈ R, konvergiert
die durch y′n := λyn, n ∈ N, definierte Folge gegen y′ und es gilt y′n ∈ 0yn fu¨r alle n ∈ N.
Insbesondere ist dB(yn, zn) ≤ dB(y′n, zn) fu¨r alle n ∈ N und somit folgt dB(y, z) ≤ dB(y′, z).
Da y′ ∈ 0y beliebig war, folgt y ∈ ΠB(0y, z). Weiter ist dB(0, z) = r und dB(y, z) ist gleich
dem Infimum der Menge aus (2.1).
Beispiel 2.4. Wir wollen hier die Funktion w im Spezialfall B = RBd berechnen.
Hierbei werden wir mehrfach die Beziehung
dB(x1, x2) = inf{s > 0|x2 ∈ x1 + sRBd} = inf{s > 0|‖x2 − x1‖ ≤ sR} = ‖x2 − x1‖
R
fu¨r x1, x2 ∈ Rd verwenden.
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B nicht glatt
Das linke Schaubild skizziert den typischen Verlauf der Funktion w bei glattem Eichko¨rper. Die gestri-
chelte Linie stellt dabei die Identita¨t dar. Das rechte Schaubild zeigt den Fall, dass der Eichko¨rper B
nicht glatt ist.
Abbildung 2.1: Typischer Verlauf der Funktion w
Sei zuna¨chst r ≤ 1
R
. Wa¨hle dann einen Punkt y mit ‖y‖ = rR und z := y. Dann gilt
‖y‖ ≤ 1, also y ∈ Bd, pB(0y, z) = y und dB(0, z) = ‖y‖R = r. Somit folgt aus dB(y, z) = 0,
dass w(r) = 0.
Sei nun r ≥ 1
R
. Seien y ∈ Bd und z ∈ Rd wieder Punkte mit y = pB(0y, z) und dB(0, z) = r.
Die Bedingung y = pB(0y, z) ist a¨quivalent dazu, dass die Geraden 0y und yz aufeinander
senkrecht stehen. Daher ko¨nnen wir mit Hilfe des Satzes von Pythagoras schließen:
(rR)2 = (R · dB(0, z))2 = ‖z‖2 = ‖y‖2 + ‖z − y‖2 ≤ 1 + (R · dB(y, z))2
Somit folgt
dB(y, z) ≥
√
r2 − ( 1
R
)2. (2.2)
Da y und z beliebig waren, folgt
w(r) ≥
√
r2 − ( 1
R
)2.
Wa¨hle nun y ∈ Bd mit ‖y‖ = 1 und z ∈ Rd mit ‖z‖ = rR, also dB(0, z) = r, so, dass 0y
und yz senkrecht stehen. Dann zeigt eine zur Herleitung von (2.2) analoge Rechnung
dB(y, z) =
√
r2 − ( 1
R
)2.
Also ist
w(r) =
√
r2 − ( 1
R
)2.
Wir kehren wieder zu einem allgemeinen Eichko¨rper B zuru¨ck und zeigen die Ungleichung
dB(y, x)
‖y − x1‖ ≥ w
(
dB(x1, x)
‖y − x1‖
)
(2.3)
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fu¨r x, y, x1 ∈ Rd mit y ∈ ΠB(yx1, x) und y 6= x1. Setze z := (x − x1)/‖y − x1‖ und
y˜ := (y − x1)/‖y − x1‖. Dann gilt y˜ ∈ ΠB(0y˜, z) und somit nach (2.1)
w
(
dB(x1, x)
‖y − x1‖
)
= w(dB(0, z))
≤ dB(y˜, z)
=
dB(y, x)
‖y − x1‖ .
Weiter gilt fu¨r r < s die Ungleichung
w(r) ≤ r
s
· w(s). (2.4)
Es gibt na¨mlich z ∈ Rd und y ∈ Bd mit y ∈ ΠB(0y, z), dB(0, z) = s und dB(y, z) = w(s).
Setzt man nun y′ := r
s
y und z′ := r
s
z, so gilt y′ ∈ Bd und dB(0, z′) = rs s = r. Weiter ist
dB(
r
s
x, z′) = r
s
· dB(x, z) ≥ rs · dB(y, z) = dB(y′, z′)
fu¨r alle x ∈ 0y, woraus y′ ∈ ΠB(0y′, z′) folgt, da jeder Punkt aus 0y′ eine Darstellung der
Form r
s
x, x ∈ 0y, besitzt. Somit haben wir
w(r) ≤ dB(y′, z′) = r
s
· dB(y, z) = r
s
w(s).
Lemma 2.5. In R2 ist der Eichko¨rper B genau dann glatt, wenn limr→∞(r−w(r)) = 0.
Beweis: Zuna¨chst zeigen wir, dass B nicht glatt ist, wenn nicht limr→∞(r − w(r)) = 0
gilt. Wir nehmen also an, es gebe eine Folge (rn)n∈N und eine Zahl  ∈ (0, 1) so, dass
rn → ∞ fu¨r n → ∞ und rn − w(rn) > 3 fu¨r alle n ∈ N. Dann gibt es Folgen (yn)n∈N in
Bd und (zn)n∈N in Rd mit dB(0, zn) = rn, yn ∈ ΠB(0yn, zn) und
dB(0, zn) > dB(yn, zn) + 3. (2.5)
Wegen der Kompaktheit von Bd besitzt (yn)n∈N eine konvergente Teilfolge, o.B.d.A. die
Folge selbst. Sei y := limn→∞ yn. Es gilt dB(0, yn) > 3 fu¨r alle n ∈ N, also insbesondere
yn 6= 0 fu¨r n ∈ N und y 6= 0. Weiter bezeichnen νn und ν die Einheitsvektoren senkrecht auf
yn bzw. y so, dass (yn, νn) und (y, ν) positiv orientiert sind. Wa¨hle Punkte qn ∈ B, n ∈ N,
mit zn = dB(yn, zn)qn + yn. Dann liegt qn, n ∈ N, laut Lemma 1.33 im Rand von B mit
a¨ußerem Normalenvektor νn.
Wegen der Kompaktheit von B hat (qn)n∈N eine gegen einen Punkt q ∈ B konvergente
Teilfolge, o.B.d.A. die Folge selbst. Nun zeigen wir, dass ν a¨ußerer Normalenvektor von
B in q ist. In der Tat gilt fu¨r jeden Punkt p ∈ B, dass 〈p, νn〉 ≤ 〈qn, νn〉 fu¨r alle n ∈ N
und daher 〈p, ν〉 ≤ 〈q, ν〉 wegen der Stetigkeit des Skalarprodukts. Also besitzt B in q den
a¨ußeren Normalenvektor ν und somit eine zu 0y parallele Stu¨tzhyperebene.
Wir wollen nun zeigen, dass B in q zu den Geraden durch 0 und y − q und durch 0
und −y− q parallele Stu¨tzhyperebene hat. Dabei reicht es, dies fu¨r y− q zu zeigen. Wir
nehmen an, dies wa¨re nicht der Fall. Dann gibt es α > 0 so, dass p := q+α(y−q) ∈ intB.
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Die durch pn := qn + α(y − q), n ∈ N, definierte Folge konvergiert gegen p, also liegen
fast alle Folgenglieder in B. Nun sei n so groß, dass
pn ∈ B, (2.6)
yn = β
(1,1)
n y + β
(1,2)
n q und qn = β
(2,1)
n y + β
(2,2)
n q mit
3
4
≤ β(1,1)n ≤ 54 ,
|β(1,2)n | ≤ 4 , |β(2,1)n | < 14 und 34 ≤ β(2,2)n ≤ 54 gilt, und
(2.7)
dB(yn, zn) · α
4
> 1. (2.8)
Dabei ist auch Bedingung (2.7) fu¨r alle hinreichend großen n erfu¨llt, da B innere Punkte
hat, also 〈q, ν〉 > 0 und somit q und y eine Basis des R2 bilden. Wegen (2.7) ist β(1,1)n β(2,2)n −
β
(2,1)
n β
(1,2)
n 6= 0 und unter weiterer Verwendung von (2.7) folgt
y − q = (y − q) · β
(1,1)
n β
(2,2)
n − β(2,1)n β(1,2)n
β
(1,1)
n β
(2,2)
n − β(2,1)n β(1,2)n
=
β
(2,2)
n (β
(1,1)
n y + β
(1,2)
n q)− β(1,2)n (β(2,1)n y + β(2,2)n q)
β
(1,1)
n β
(2,2)
n − β(2,1)n β(1,2)n
− β
(1,1)
n (β
(2,1)
n y + β
(2,2)
n q)− β(2,1)n (β(1,1)n y + β(1,2)n q)
β
(1,1)
n β
(2,2)
n − β(2,1)n β(1,2)n
=
[β
(2,2)
n yn − β(1,2)n qn] + [β(2,1)n yn − β(1,1)n qn]
β
(1,1)
n β
(2,2)
n − β(2,1)n β(1,2)n
=
β
(2,2)
n + β
(2,1)
n
β
(1,1)
n β
(2,2)
n − β(2,1)n β(1,2)n
(
yn − β
(1,2)
n + β
(1,1)
n
β
(2,2)
n + β
(2,1)
n
qn
)
.
Daher setzen wir
α˜n := α · β
(2,2)
n + β
(2,1)
n
β
(1,1)
n β
(2,2)
n − β(2,1)n β(1,2)n
und ˜n :=
β
(1,2)
n + β
(1,1)
n
β
(2,2)
n + β
(2,1)
n
.
Es gilt α˜n >
1
4
α und ˜n < 3 und
pn = qn + α(y − q) = qn + α˜n(yn − ˜nqn).
Nun folgt, wenn [pn, qn] die Strecke von pn nach qn bezeichnet,
dB(0, zn) = inf{r > 0|zn ∈ rB}
≤ inf{r > 0|zn ∈ r[pn, qn]}
= inf{r > 0|∃λ∈[0,α˜n] : zn = r · (qn + λ(yn − ˜nqn))}
= inf{r > 0|∃λ∈[0,α˜n] : zn = rλyn + r(1− λ˜n)qn}
= inf{r > 0|∃µ∈[0,rα˜n] : zn = µyn + (r − µ˜n)qn}.
Wir wollen zeigen, dass r0 := dB(yn, zn) + ˜n in der Menge enthalten ist, u¨ber die in der
letzten Zeile das Infimum gebildet wird. Dies folgt aber daraus, dass
µ0 := 1 ∈ [0, dB(yn, zn)α4 ] ⊆ [0, r0α˜n]
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wegen (2.8) und
µ0yn + (r0 − µ0˜n)qn = yn + dB(yn, zn)qn = zn.
Somit ko¨nnen wir weiter folgern
dB(0, zn) ≤ dB(yn, zn) + ˜n ≤ dB(yn, zn) + 3.
Dies widerspricht aber (2.5). Also hat B in q mehrere Stu¨tzhyperebenen und ist daher
nicht glatt.
Nun nehmen wir an, dass B nicht glatt sei. Sei q ∈ bdB ein Punkt mit mehr als einer
Stu¨tzhyperebene. Wa¨hle y ∈ S1 so, dass B in q zwei zu den Geraden durch 0 und y bzw.
durch 0 und y − q,  > 0, parallele Stu¨tzhyperebenen hat.
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Abbildung 2.2
Sei r so groß, dass y ∈ rB. Nun gibt es eine Zahl s so, dass fu¨r z = y+sq gilt dB(0, z) = r.
Betrachte na¨mlich die Funktion
f : R+0 → R, t 7→ dB(0, y + tq).
Diese ist stetig und erfu¨llt f(0) ≤ r und limt→∞ f(t) =∞. Also existiert s. Nach Lemma
1.33 (iii) gilt y ∈ ΠB(0y, z) und dB(y, z) = s. Weiter bezeichne ν den zur Gerade durch 0
und y−q orthogonalen a¨ußeren Einheitsnormalenvektor in q an B. Dann gilt 〈y−q, ν〉 =
0 und somit
〈z, ν〉 = 〈y, ν〉+ s〈q, ν〉 = 〈q, ν〉+ s〈q, ν〉 = (s+ ) · hB(ν).
Es folgt
r = dB(0, z) ≥ 〈z, ν〉
hB(ν)
= s+  = dB(y, z) +  ≥ w(r) + .
Also konvergiert r − w(r) nicht gegen 0.
Lemma 2.6. Sei K ⊆ Rd kompakt und L := convK. Sei γ eine obere Schranke fu¨r die
La¨nge eines Segments im Rand von L. Dann gilt
(L+ rB) \ (K + rB) ⊆
{x ∈ Rd|ΠB(L, x) ⊆ L \K, dB(L, x) ∈ (γ · w( rγ ), r]} ∪ (L \ (K + rB)). (2.9)
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Beweis: Sei x ∈ (L+ rB) \ (K + rB). Falls x ∈ L, folgt x ∈ L \ (K + rB).
Sei nun also x /∈ L. Die Ungleichung dB(L, x) ≤ r ist trivial. Außerdem folgt aus
dB(K, x) > dB(L, x) sofort, dass ΠB(L, x) ⊆ L \K.
Somit bleibt noch dB(L, x) > γ · w( rγ ) zu zeigen. Hierfu¨r wa¨hlen wir y ∈ ΠB(L, x). Laut
[46, Theorem 2.1.2] liegt y im relativen Inneren einer Seite F von L. Es gibt einen Punkt
x1 ∈ K ∩ F , da L \ F konvex ist und daher wegen L = convK nicht K ⊆ L \ F gelten
kann. Wegen y ∈ ΠB(L, x) ⊆ L \K folgt x1 6= y.
Fx1 y
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Abbildung 2.3
Wir wollen nun zeigen, dass y ∈ ΠB(yx1, x) gilt, wobei yx1 wieder die Gerade durch y
und x1 bezeichnet. Mit anderen Worten, wir wollen zeigen, dass y das Minimum von
yx1 → R, y′ 7→ dB(y′, x)
ist. Hierzu setzen wir ρ := dB(y, x) und nehmen an, y˜ ∈ yx1 wa¨re ein Punkt mit dB(y˜, x) <
ρ. Da y im relativen Inneren von F liegt und y˜ − y im zur affinen Hu¨lle von F parallelen
linearen Unterraum, gibt es λ > 0 mit y + λ(y˜ − y) ∈ F ⊆ L. Nun ist x − y ∈ ρB und
x− y˜ ∈ int ρB. Wegen der Konvexita¨t von ρB folgt
x− (y + λ(y˜ − y)) = λ(x− y˜) + (1− λ)(x− y) ∈ int ρB,
also x − (y + λ(y˜ − y)) ∈ ρ˜B fu¨r ein ρ˜ < ρ und somit dB(y + λ(y˜ − y), x) < ρ, im
Widerspruch zu y ∈ ΠB(L, x). Also gilt y ∈ ΠB(yx1, x).
Nun folgt aber, indem wir zuna¨chst Ungleichung (2.3) anwenden und dann
dB(x1, x)
‖y − x1‖ >
r
γ
zusammen mit (2.4) benutzen, dass
dB(L, x) = dB(y, x)
≥ ‖y − x1‖ · w
(
dB(x1, x)
‖y − x1‖
)
≥ ‖y − x1‖ · dB(x1, x) · γ‖y − x1‖ · r · w(
r
γ
)
> γ · w( r
γ
).
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Das folgende Lemma werden wir zur Berechnung des Volumens der rechten Seite von
(2.9) beno¨tigen. Wir erinnern uns, dass fu¨r einen konvexen Ko¨rper L ⊆ Rd und einen
Vektor u ∈ Rd \ {0} die Stu¨tzfunktion durch hL(u) := max{〈u, x〉|x ∈ L} definiert ist,
und bezeichnen HL(u) := {x ∈ L|〈u, x〉 = hL(u)} als Stu¨tzmenge. Weiter haben laut
Lemma 1.27 alle Punkte im relativen Innneren einer Seite eines konvexen Ko¨rpers die
selben a¨ußeren Normalenvektoren.
Lemma 2.7. Sei K ⊆ R2 ein konvexer Ko¨rper. Seien x1, x2 ∈ K, x1 6= x2 zwei Punkte
mit (x1, x2) := {λx1 + (1 − λ)x2|0 < λ < 1} ⊆ bdK. Dann bezeichne ν einen a¨ußeren
Einheitsnormalenvektor von K in den Punkten aus (x1, x2) und
Xr := {x ∈ R2|ΠB(K, x) ⊆ (x1, x2), dB(K, x) ≤ r, 〈x, ν〉 ≥ 〈x1, ν〉}, r ≥ 0.
Weiter bezeichnen q und q′ die Punkte mit HB(ν) = [q, q′], und zwar im Falle q 6= q′ so,
dass q − q′ ein positives Vielfaches von x1 − x2 ist. Sei ∆(q, q′) := 12hB(ν)‖q − q′‖ der
Fla¨cheninhalt des Dreiecks mit Eckpunkten 0, q und q′. Dann gilt
V2(Xr) =
{
‖x2 − x1‖hB(ν)r −∆(q, q′)r2 falls ‖q − q′‖r ≤ ‖x2 − x1‖
‖x2−x1‖2hB(ν)
2‖q−q′‖ falls ‖q − q′‖r > ‖x2 − x1‖.
Bem. 2.8. In Lemma 2.7 ist, falls K nicht in einer Geraden enthalten ist, der Vektor ν
eindeutig bestimmt und die Bedingung 〈x, ν〉 ≥ 〈x1, ν〉 in der Definition vonXr redundant.
Bem. 2.9. In Lemma 2.7 ist vor allem der Fall q = q′ interessant. In diesem Fall gilt
V2(Xr) = ‖x2 − x1‖hB(ν)r.
Beweis von Lemma 2.7: Wir werden unten zeigen, dass Xr ein Dreieck oder Trapez
ist, das von der Strecke (x1, x2), Teilen der Geraden x1 + Rq′ und x2 + Rq und im Fall
‖q − q′‖r ≤ ‖x2 − x1‖ von Teilen der Geraden
g := {x ∈ R2|〈x, ν〉 = 〈x1, ν〉+ rhB(ν)},
berandet wird. Hieraus kann man den Fla¨cheninhalt von Xr berechnen: Im ersten Fall
bezeichne Yr das Parallelogramm, das die selben Seiten wie Xr hat, nur x2 + Rq′ statt
x2 + Rq. Dann gilt V2(Yr) = ‖x2 − x1‖hB(ν)r. Außerdem ist Yr \ Xr ein Dreieck mit
Eckpunkten x2, x2 + rq und x2 + rq
′, woraus V2(Yr \Xr) = ∆(q, q′)r2 und somit
V2(Xr) = ‖x2 − x1‖hB(ν)r −∆(q, q′)r2
folgt. Im zweiten Fall sind die drei Xr begrenzenden Strecken parallel zum Dreieck mit
Eckpunkten 0, q und q′, weshalb Xr diesem Dreieck a¨hnlich ist. Da der Streckfaktor
offensichtlich ‖x2−x1‖‖q−q′‖ ist, folgt
V2(Xr) =
(‖x2 − x1‖
‖q − q′‖
)2
∆(q, q′) =
‖x2 − x1‖2hB(ν)
2‖q − q′‖ .
Nun weisen wir nach, dass die 4 Geraden, wie oben behauptet, Xr beschra¨nken.
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Es ist klar, dass (x1, x2) Teil des Randes von Xr ist.
Um zu zeigen, dass Xr von x1 + Rq′ und x2 + Rq beschra¨nkt wird, weisen wir zuna¨chst
die Beziehung
ΠB(K, x) ⊆ (x1, x2) ⇐⇒ ΠB(x1x2, x) ⊆ (x1, x2)
fu¨r x ∈ R2 mit 〈x, ν〉 ≥ 〈x1, ν〉 nach. Dabei folgt die Richtung ”⇐“ daraus, dass es fu¨r
jeden Punkt p ∈ K \ x1x2 einen Punkt p′ ∈ x1x2 gibt mit dB(p′, x) < dB(p, x). Zum
Nachweis der Umkehrung betrachten wir die Menge I := (x+ dB(K, x)B
∗)∩x1x2. Wegen
ΠB(K, x) ⊆ (x1, x2) ⊆ x1x2 folgt ΠB(K, x) ⊆ I. Da I außerdem weder x1 noch x2 entha¨lt
und konvex ist, folgt aus der Voraussetzung ΠB(K, x) ⊆ (x1, x2), dass auch I ⊆ (x1, x2)
gilt. Wegen I 6= ∅ folgt hieraus aber ΠB(x1x2, x) ⊆ I ⊆ (x1, x2).
Nach Lemma 1.33 ist ΠB(x1x2, x) = x− dB(x1x2, x)[q, q′]. Somit gilt
ΠB(K, x) ⊆ (x1, x2) ⇐⇒ x− dB(x1x2, x)[q, q′] ⊆ (x1, x2)
und die Bedingung auf der rechten Seite ist a¨quivalent dazu, dass x zwischen den Geraden
x1 + Rq′ und x2 + Rq liegt.
Um zu zeigen, dass Xr durch g beschra¨nkt ist, weisen wir zuna¨chst
dB(x1x2, x) ≤ r ⇐⇒ 〈x, ν〉 ≤ 〈x1, ν〉+ r · hB(ν)
nach, wobei weiterhin x ein Punkt in R2 mit 〈x, ν〉 ≥ 〈x1, ν〉 ist. Sei dB(x1x2, x) ≤ r.
Dann gilt x ∈ x1x2 + rB und somit gibt es y ∈ x1x2 und b ∈ B mit
〈x, ν〉 = 〈y, ν〉+ r〈b, ν〉 ≤ 〈x1, ν〉+ r · hB(ν).
Sei nun 〈x, ν〉 = 〈x1, ν〉+s ·hB(ν) fu¨r ein s ≤ r. Wir setzen y := x−sq. Dann gilt y ∈ x1x2
und s
r
q ∈ B, also
x = y + r · s
r
q ∈ x1x2 + rB
und somit dB(x1x2, x) ≤ r. Fu¨r x ∈ R2 mit 〈x, ν〉 ≥ 〈x1, ν〉 und ΠB(K, x) ⊆ (x1, x2)
gilt ΠB(K, x) ⊆ x1x2 und, wie oben gezeigt, ΠB(x1x2, x) ⊆ (x1, x2) ⊆ K und somit
dB(K, x) = dB(x1x2, x). Hieraus folgt
dB(K, x) ≤ r ⇐⇒ 〈x, ν〉 ≤ 〈x1, ν〉+ r · hB(ν),
was den Nachweis, dass Xr durch g beschra¨nkt ist, abschließt.
Lemma 2.10. Sei K ⊆ R2 kompakt und γ eine obere Schranke fu¨r die La¨nge einer Kante
von L := convK. Dann gilt
V2((L+ rB) \ (K + rB)) ≤ V2((L+B) \ L) · γ ·
(
r
γ
− wB( rγ )
)
+ V2(L \ (K + rB)).
Beweis: Da ein 2-dimensionaler Ko¨rper laut Lemma 1.28 ho¨chstens abza¨hlbar viele Kan-
ten hat, ko¨nnen wir die a¨ußeren Einheitsnormalenvektoren von L in den Punkten im
relativen Inneren seiner Kanten mit νm, m ∈ N, bezeichnen, wobei wir im Fall, dass L nur
ξ ∈ N Kanten hat, νm := 0 fu¨r m ≥ ξ setzen. Im Fall ‖νm‖ = 1 bezeichnen wir das relative
Innere der zu νm geho¨renden Kante mit Im und einen beliebigen Punkt aus Im mit xm, und
andernfalls setzen wir Im = ∅ und xm = 0. Laut Lemma 1.26 ist (bdL) \K ⊆
⋃∞
m=0 Im.
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Nun ist fu¨r x ∈ R2 \L die Menge ΠB(L, x) konvex und schneidet das Innere von L nicht.
Insbesondere gibt es fu¨r x ∈ R2 mit ΠB(L, x) ⊆ (bdL)\K ein m ∈ N mit ΠB(L, x) ⊆ Im.
Somit folgt aus Lemma 2.6
(L+ rB) \ (K + rB) ⊆
∞⋃
m=0
{
x ∈ R2|dB(L, x) ∈ (s, r], ΠB(L, x) ⊆ Im, 〈x, νm〉 ≥ 〈xm, νm〉
} ∪ (L \ (K + rB)),
wobei s := γ · wB( rγ ) ist. Fu¨r m ∈ N und ρ > 0 setzen wir
Tρ,m := {x ∈ R2|dB(L, x) ∈ (0, ρ], ΠB(L, x) ⊆ Im, 〈x, νm〉 ≥ 〈xm, νm〉
}
.
Nun gilt
V2((L+ rB) \ (K + rB))
≤
∞∑
m=0
V2({x ∈ R2| dB(L, x) ∈ (s, r], ΠB(L, x) ⊆ Im, 〈x, νm〉 ≥ 〈xm, νm〉})
+ V2(L \ (K + rB))
=
∞∑
m=0
V2(Tr,m \ Ts,m) + V2(L \ (K + rB)).
Fu¨r m ∈ N sei jm die La¨nge von Im und ηm die La¨nge der (ho¨chstens 1-dimensionalen)
Stu¨tzmenge HB(νm). Wir weisen nun die Beziehung
V2(Tr,m \ Ts,m) ≤ jmhB(νm)(r − s)
durch Fallunterscheidung nach. Falls ηm · r ≤ jm, dann ist auch ηm · s ≤ jm und somit gilt
nach Lemma 2.7
V2(Tr,m \ Ts,m) = jmhB(νm)r − cr2 − jmhB(νm)s+ cs2 ≤ jmhB(νm)(r − s),
mit c := 1
2
ηmhB(νm) ≥ 0. Falls ηm · r > jm, aber ηm · s ≤ jm, dann folgt
V2(Tr,m \ Ts,m) = (jm)
2hB(νm)
2ηm
− jmhB(νm)s+ 12ηms · hB(νm)s
≤ 1
2
jmhB(νm)r − jmhB(νm)s+ 12jmhB(νm)s
≤ jmhB(νm)(r − s).
Es bleibt der Fall ηm · r > jm und ηm · s > jm. Hier gilt
V2(Tr,m \ Ts,m) = (jm)
2hB(νm)
2ηm
− (jm)
2hB(νm)
2ηm
= 0 ≤ jmhB(νm)(r − s).
Somit ko¨nnen wir weiter abscha¨tzen
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V2((L+ rB)\(K + rB))
≤
∞∑
m=0
hB(νm)jm(r − s) + V2(L \ (K + rB))
≤
( ∞∑
m=0
hB(νm)jm
)
·
(
r − γ · wB( rγ )
)
+ V2(L \ (K + rB))
≤ V2((L+B) \ L) · γ ·
(
r
γ
− wB( rγ )
)
+ V2(L \ (K + rB)).
Dabei kann die letzte Abscha¨tzung im allgemeinen nicht mit Lemma 2.7 begru¨ndet wer-
den. Statt dessen wa¨hlen wir fu¨r jedes m ∈ N einen Vektor bm ∈ bdB mit a¨ußerer
Normalen νm. Nun setzen wir T
′
m := {y + λbm|y ∈ Im, λ ∈ (0, 1)}, m ∈ N. Zum Nach-
weis, dass diese Mengen paarweise disjunkt sind, seien m, m˜ ∈ N mit m 6= m˜. Falls
Im 6= Im˜, gilt nach Lemma 1.33 ΠB(Z, x) ⊆ Im fu¨r alle x ∈ T ′m und ΠB(Z, x) ⊆ Im˜ fu¨r alle
x ∈ T ′m˜, woraus T ′m ∩ T ′m˜ = ∅ wegen Im ∩ Im˜ = ∅ folgt. Im Fall Im = Im˜ sieht man leicht
〈x, νm〉 > 〈xm, νm〉 fu¨r x ∈ T ′m und 〈x, νm〉 < 〈xm, νm〉 fu¨r x ∈ T ′m˜, weshalb T ′m ∩ T ′m˜ = ∅
gilt. Da die T ′m, m ∈ N, außerdem Teilmengen von (L+B) \ L sind, folgt
∞∑
m=0
hB(νm)jm =
∞∑
m=0
V2(T
′
m) ≤ V2((L+B) \ L).
Als letzte Vorbereitung fu¨r den Beweis von Satz 2.1 stellt die folgende Bemerkung einen
Zusammenhang zwischen der δ-Zahl, die in der Voraussetzung von Satz 2.1 vorkommt,
und der w-Funktion, die in den vorangegangenen Lemmata vorkommt, her.
Bem. 2.11. Fu¨r jede Zahl r > 0 gibt es z ∈ Rd mit dB(0, z) = r und y ∈ Bd mit
y ∈ ΠB(0y, z) so, dass dB(y, z) = w(r). Hieraus folgt
r − w(r) = dB(0, z)− dB(y, z)
≤ dB(0, y)
= inf{ρ > 0|y ∈ ρB}
≤ inf{ρ > 0|y ∈ ρ
δB
Bd}
≤ δB.
Beweis von Satz 2.1: Setze Xx := X ∩ (x + Yˆ ) und Zx := convXx fu¨r x ∈ Y ⊥. Nun
folgt aus Lemma 2.10, da offensichtlich kein Zx eine Kante, die la¨nger als diamX ist,
haben kann,
lim
r→∞
EVn(XY + rY )− EVn(X + rY )
= lim
r→∞
EVn((XY + rY ) \ (X + rY ))
= lim
r→∞
E
∫
Y ⊥
V2((Z
x + rY ) \ (Xx + rY )) dx
≤ lim
r→∞
E
∫
Y ⊥
V2((Z
x + Y ) \ Zx) · diamX ·
(
r
diamX
− wY ( rdiamX )
)
+V2(Z
x \ (Xx + rY )) dx
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= lim
r→∞
EVn((XY + Y ) \XY ) · diamX ·
(
r
diamX
− wY ( rdiamX )
)
+Vn(XY \ (X + rY ))
= 0.
Wir konnten beim letzten Gleichheitszeichen den Satz u¨ber die majorisierte Konvergenz
anwenden, da r
diamX
− wY ( rdiamX ) < δY laut Bemerkung 2.11 gilt und wir vorausgesetzt
haben, dass EVd((XY + Y ) \XY ) · diamX ·∆ <∞ und EVd(XY + rY ) <∞ .
An Hand von 2 Beispielen wollen wir nun zeigen, dass man die Integrabilita¨tsbedingung
EVn((XY + rY ) \XY ) · diamX ·∆ <∞ in Satz 2.1 nicht streichen und auch nicht durch
eine Integrabilita¨tsbedingung nur an X bzw. nur an Y ersetzen kann.
Beispiel 2.12. Sei T eine reellwertige Zufallsvariable mit Dichte 1(1,∞)(t)(α − 1) 1tα , 2 <
α < 3. Wir betrachten nun die zufa¨llige abgeschlossene Menge
X :=
{(−T
0
)
,
(
T
0
)}
⊆ R2.
Es gilt
EV2(convX + rB2) = E[2 · r · T + r2 · V2(B2)] <∞
fu¨r r > 0. Weiter gilt
E[V2(convX + rB2)− V2(X + rB2)]
≥ E[(V2(convX + rB2)− V2(X + rB2))1{T>r}]
≥ E[(2T − 2r)2r1{T>r}]
= 4
∫ ∞
r
(α− 1)(t− r)r
tα
dt
= 4(α− 1)r
∫ ∞
r
t1−α dt− 4(α− 1)r2
∫ ∞
r
t−α dt
= 4r−(α−1)
2−α r
2−α − 4r2−(α−1)
1−α r
1−α
= r3−α(4(α−1)
α−2 − 4)
= r3−α( 4
α−2)
r→∞−→ ∞.
Beispiel 2.13. Wir betrachten einen zufa¨lligen Scheibenko¨rper Y ⊆ R2, der fast sicher
V2(Y ) = 1 erfu¨llt, zu beiden Koordinatenachsen symmetrisch ist und fu¨r den
hY (e1) := max{〈y, e1〉|y ∈ Y }
eine Dichte der Form 1(0,1)(t)(1+α)t
α, 0 < α < 1, hat, wobei e1 =
(
1
0
)
. Sei X = {(−2
0
)
,
(
2
0
)}
fast sicher. Auf Grund der Symmetrie entha¨lt Y die vier Punkte
(±hY (e1)
0
)
und
(
0
±hY (e2)
)
und daher die von diesen vier Punkte aufgespannte Raute. Somit gilt
1 = V2(Y ) ≥ 2 · hY (e1) · hY (e2).
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Daraus folgt
EV2(convX + rY ) ≤ E[(4 + 2rhY (e1)) · 2rhY (e2)]
≤ E[(4 + 2r)r · 2hY (e2)]
≤ (4 + 2r)r · E 1
hY (e1)
= (4 + 2r)r
∫ 1
0
(1 + α)tα
1
t
dt
= (4 + 2r)r · α + 1
α
< ∞.
Nun setzen wir X˜ := X ∪ {(0
0
)}. Dann folgt
E[V2(convX + rY )− V2(X + rY )]
≥ E[V2(X˜ + rY )− V2(X + rY )|r · hY (e1) < 1] · P(r · hY (e1) < 1)
= E[3V2(rY )− 2V2(rY )|r · hY (e1) < 1] · P(hY (e1) < 1r )
= r2 · E[V2(Y )|r · hY (e1) < 1] · (1r )1+α
= r1−α
r→∞−→ ∞.
Wir wollen nun zeigen, dass sich die Glattheitsvoraussetzung in Satz 2.1 nicht abschwa¨chen
la¨sst.
Korollar 2.14. Sei B ⊆ R2 konvex und kompakt mit 0 ∈ intB. Dann sind a¨quivalent:
(i) Fu¨r jeden Ko¨rper K ⊆ R2 gilt
lim
r→∞
V2(convK + rB)− V2(K + rB) = 0.
(ii) Der Eichko¨rper B ist glatt.
Beweis: Die Implikation
”
(ii) ⇒(i)“ ist ein Spezialfall von Satz 2.1.
Zum Nachweis der umgekehrten Implikation nehmen wir an, B sei nicht glatt. Sei q ein
Randpunkt von B mit mehr als einer Stu¨tzhyperebene und ν1 und ν3 zwei verschiedene
a¨ußere Einheitsnormalenvektoren in q. Sei ν2 ein Einheitsvektor aus dem relativen Inneren
des von ν1 und ν3 aufgespannten konvexen Kegels. Wa¨hle nun zwei Punkte x1, x2 ∈ R2
so, dass x1 − x2 La¨nge 1 hat und senkrecht auf ν2 steht, und setze K := {x1, x2}. Das
Skalarprodukt 〈x2 − x1, ν1 − ν3〉 sei o.B.d.A. positiv.
Wir wollen zeigen, dass V2(convK + rB) − V2(K + rB) nicht gegen 0 strebt. Hierzu
bezeichne Dr das Dreieck, das durch die Gerade durch x1 + rq und x2 + rq, die auf ν1
senkrecht stehende Gerade durch x1 + rq und die auf ν3 senkrecht stehende Gerade durch
x2 + rq begrenzt wird. Offensichtlich ist V2(Dr) von r unabha¨ngig und positiv. Daher
reicht es zu zeigen, dass
intDr ⊆ (convK + rB) \ (K + rB) (2.10)
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Abbildung 2.4
fu¨r alle hinreichend großen r gilt. Es gilt stets x1 + rq ∈ convK + rB und x2 + rq ∈
convK + rB und fu¨r alle hinreichend großen r liegt auch der dritte Eckpunkt von Dr in
convK+rB, womit Dr ⊆ convK+rB folgt. Angenommen, es ga¨be z ∈ (K+rB)∩intDr.
Dann gibt es b ∈ B so, dass z = x1 + rb oder z = x2 + rb, o.B.d.A. ersteres. Da ν1 a¨ußerer
Normalenvektor von B in q ist, folgt
〈z, ν1〉 = 〈x1 + rb, ν1〉 ≤ 〈x1 + rq, ν1〉.
Insbesondere ist z /∈ intDr, im Widerspruch zur Wahl von z. Damit ist aber (2.10) gezeigt,
und somit ist (i) nicht erfu¨llt.
2.2 Konvergenzgeschwindigkeit und ho¨here Dimen-
sionen
Wir wollen nun die Geschwindigkeit der im letzten Abschnitt bewiesenen Konvergenz er-
mitteln. Es wird sich herausstellen, dass diese fu¨r Eichko¨rper, die einen Ball als Summan-
den haben, die Ordnung 1
r
besitzt. Aber die Aussage u¨ber die Konvergenzgeschwindigkeit
besitzt eine interessante Verallgemeinerung fu¨r den Fall, dass der Eichko¨rper mehr als 2
Dimensionen hat, weshalb wir sie auch allgemeiner formulieren wollen.
Wir erinnern uns, dass wir fu¨r einen konvexen Ko¨rper B die affine Hu¨lle von B mit
Bˆ bezeichnen und, wenn daru¨berhinaus A eine kompakte Menge ist, dass dann AB :=⋃
x∈B⊥ conv(A ∩ (Bˆ + x)) die B-Konvexifikation von A ist.
Satz 2.15. Sei n ≥ d > 1 und seien G und S zwei [1,∞)-wertige Zufallsvariablen und R
eine R+-wertige Zufallsvariable. Sei X ⊆ Rn eine zufa¨llige kompakte Menge, deren Durch-
messer fast sicher kleiner oder gleich G ist, und Y ⊆ Rn ein zufa¨lliger d-dimensionaler
konvexer Ko¨rper, der f.s. eine d-dimensionale Kugel vom Radius R als Summanden entha¨lt
und Y ⊆ SBn erfu¨llt. Weiter sei EVn(XY + rY ) <∞ und
c := d2d+2κdκn−dE
[Sd ·Gn+1
R3
]
<∞.
Dann gilt fu¨r alle r > 1, dass
E[Vn(XY + rY )− Vn(X + rY )] < c · rd−3.
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Die grobe Struktur des Beweises von Satz 2.15 ist zwar die selbe wie die des Beweises von
Satz 2.1, aber im Detail ergeben sich doch so große Unterschiede, dass wir im Wesentlichen
nur Lemma 2.6 u¨bernehmen ko¨nnen.
Wir leiten nun, unter sta¨rkeren Voraussetzungen, die Geschwindigkeit der in Lemma 2.5
bewiesen Konvergenz her. Hierzu erinnern wir uns an die Definition (2.1) der Funktion w.
Lemma 2.16. Sei B ⊆ Rd ein konvexer Ko¨rper mit 0 ∈ intB, der einen Summanden
RBd, R > 0, hat und in einer Kugel SBd, S > 0, enthalten ist, mit δ-Zahl D > 0. Dann
gilt mit C := 4SD
2
R
> 0, dass
r − wB(r) ≤ C
r
, r ∈ R+0 .
Beweis: Falls r ≤ 4SD
R
folgt aus Bemerkung 2.11, dass
r − wB(r) ≤ δB ≤ D · 4SD
rR
.
Sei von nun an also r > 4SD
R
. Dann gibt es Punkte z ∈ Rd und y ∈ Bd mit y ∈ ΠB(0y, z),
dB(0, z) = r und wB(r) = dB(y, z) = dB(0y, z). Weiter bezeichne ν := (z − y)/dB(y, z).
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Abbildung 2.5
Wegen Lemma 1.33 gilt ν ∈ bdB. Es bezeichne n den a¨ußeren (Euklidischen) Einheits-
normalenvektor von B in ν, der, weil B einen Summanden der Form RBd hat, eindeutig
bestimmt ist, und τ einen beliebigen Einheitsvektor orthogonal zu n. Die Strategie fu¨r
den weiteren Beweis ist nun folgende: Da dB(0y, rν) = r und dB(0y, z) = wB(r), werden
wir
r − wB(r) = 〈rν − z, n〉〈ν, n〉
zeigen. Weiter ist, falls 〈rν − z, n〉 klein ist, 〈rν − z, τ〉 nicht viel gro¨ßer als |〈y, τ〉|, und
andererseits folgt daraus, dass B einen Ball als Summanden hat, dass wenn 〈rν − z, τ〉
klein ist, dass dann 〈rν − z, n〉 sehr klein ist. Wenn wir die Aussagen des letzten Satzes
exakt quantifizieren, werden wir sehen, dass daraus in der Tat folgt, dass 〈rν− z, n〉 klein
ist.
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Sei also ρ ∈ [wB(r), r]. Im Fall d ≥ 3 la¨sst sich u¨ber den Winkel zwischen τ und 0y nichts
aussagen, aber aus Lemma 1.33 folgt 〈y, n〉 = 0. Setze σ := wB(r). Aus z = y + σν folgt
einerseits, dass
〈ρν − z, n〉 = 〈ρν − σν − y, n〉 = (ρ− σ)〈ν, n〉,
also
ρ− σ = 〈ρν − z, n〉〈ν, n〉 , (2.11)
und andererseits, dass
|〈ρν − z, τ〉| = |(ρ− σ)〈ν, τ〉 − 〈y, τ〉| ≤ (ρ− σ)|〈ν, τ〉|+ 1.
Aus den letzten beiden Beziehungen folgt
|〈ρν − z, τ〉| ≤ 〈ρν − z, n〉〈ν, n〉 |〈ν, τ〉|+ 1.
Wegen ν ∈ B ⊆ SBd gilt |〈ν, τ〉| ≤ S und wegen 1
D
n ∈ 1
D
Bd ⊆ B, und weil n a¨ußerer
Normalenvektor von B in ν ist, gilt 〈ν, n〉 ≥ 〈 1
D
n, n〉 = 1
D
. Somit folgt
|〈ρν − z, τ〉| ≤ SD〈ρν − z, n〉+ 1. (2.12)
Wir wollen zeigen, dass
〈ρν − z, n〉 < 4
Rr
(2.13)
fu¨r alle ρ ∈ [wB(r), r] gilt. Da die linke Seite dieser Ungleichung fu¨r ρ = wB(r) den Wert
0 hat und stetig von ρ abha¨ngt, genu¨gt es nach dem Zwischenwertsatz zu zeigen, dass fu¨r
kein ρ ∈ [wB(r), r] Gleichheit in (2.13) gilt. Angenommen, es ga¨be ein ρ ∈ [wB(r), r], fu¨r
das Gleichheit gilt. Wegen (2.12) folgt dann
|〈ρν − z, τ〉| ≤ SD〈ρν − z, n〉+ 1 = 4SD
Rr
+ 1.
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Wir setzen m := ν−Rn und bezeichnen mit τ0 den Einheitsvektor in Richtung der ortho-
gonalen Projektion von z−ρm auf den zu n senkrechten Unterraum. Weil wir angenommen
haben, dass in (2.13) Gleichheit gilt, folgt
‖z − ρm‖2 = 〈z − ρm, n〉2 + 〈z − ρm, τ0〉2
= 〈z − ρν + ρRn, n〉2 + 〈z − ρm, τ0〉2
= (ρR− 〈ρν − z, n〉)2 + 〈ρν − z, τ0〉2
≤
(
ρR− 4
Rr
)2
+
(
4SD
Rr
+ 1
)2
.
Wegen
r >
4SD
R
≥ max{4D, 4
R
}
und r − wB(r) < D (Bemerkung 2.11) gilt
ρ
r
≥ r −D
r
= 1− D
r
≥ 3
4
und somit
(ρR)2 −
(
ρR− 4
Rr
)2
= 8
ρ
r
−
(
4
Rr
)2
≥ 6− 1 > 22 >
(
4SD
Rr
+ 1
)2
.
Also
‖z − ρm‖2 ≤
(
ρR− 4
Rr
)2
+
(
4SD
Rr
+ 1
)2
< (ρR)2 .
Dies bedeutet aber z ∈ int(ρm+ρRBd). Wegen m+RBd ⊆ B (Lemma 1.19) folgt hieraus
aber z ∈ int ρB, also z ∈ ρ′B fu¨r ein ρ′ < ρ, und somit dB(0, z) < ρ, was ρ ∈ [wB(r), r]
widerspricht. Somit ist Ungleichung (2.13) bewiesen.
Wir nu¨tzen nun aus, dass die Beziehungen (2.11) und (2.13) auch im Spezialfall ρ = r
gelten, benutzen wieder die schon zum Beweis von (2.12) verwendete Abscha¨tzung 〈ν, n〉 ≥
1
D
und erhalten so
r − wB(r) = 〈rν − z, n〉〈ν, n〉 ≤
4
rR
1
D
=
4D
rR
<
4SD2
rR
.
Das folgende Gegenstu¨ck zu Lemma 2.7 la¨sst sich nicht elementar formulieren, sondern wir
beno¨tigen die in Abschnitt 1.5 eingefu¨hrten Maße, vor allem die relativen Kru¨mmungs-
maße.
Lemma 2.17. Sei B ⊆ Rd konvex und kompakt mit 0 ∈ intB so, dass die Stu¨tzfunktion
hB auf Rd \ {0} zweimal stetig differenzierbar ist, und sei K ⊆ Rd kompakt. Dann ist das
relative Kru¨mmungsmaß ΦB0 (L, ·) von L := convK auf K konzentriert.
Beweis: Wegen Satz 1.25 folgt aus der Differenzierbarkeit von hB auf Rd \ {0}, dass B
strikt konvex ist. Also ist ΦB0 (L, ·) definiert.
Alle Punkte aus bdL \ K sind wegen Lemma 1.26 im relativen Inneren von Seiten po-
sitiver Dimension von L enthalten. Es bezeichne nun ω die Menge aller Euklidischen
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a¨ußeren Einheitsvektoren von L in Punkten von bdL \K. Diese sind alle singula¨r. Nach
[46, Theorem 2.2.9] ist also Hd−1(ω) = 0. Weiter bezeichne γ die Menge aller relativen
a¨ußeren Einheitsvektoren von L in Punkten von bdL \K. Aus Lemma 2.1 in [26] folgt,
dass γ = {∇hB(u)|u ∈ ω} (Dabei haben wir Bˇ durch B ersetzt, da wir einen anderen
Abstandsbegriff verwenden). Nun haben wir hB als zweimal stetig differenzierbar vor-
ausgesetzt, weshalb ∇hB auf Sd−1 Lipschitz-stetig, etwa mit Lipschitz-Konstante L, ist.
Wegen Lemma 1.13 folgt
Hd−1(γ) ≤ Ld−1 · Hd−1(ω) = 0.
Es bezeichne M := max{hB(u)|u ∈ Sd−1}. Dann folgt mit Hilfe der Tatsache, dass das
relative Stu¨tzmaß CB0 (L, ·) auf dem relativen Normalenbu¨ndel NB(L) konzentriert ist,
und Korollar 1.46, dass
ΦB0 (L, bdL \K) = CB0 (L, (bdL \K)× Rd)
= CB0 (L, (bdL \K)× γ)
≤ ΨB0 (L, γ)
≤ M
dκd
· Hd−1(γ)
= 0.
Wir kommen nun zu einem Lemma, das bereits die wesentlichen Aussagen von Satz 2.15
entha¨lt. Der Beweis von Satz 2.15 wird dann nur noch darin bestehen, zu argumentieren,
wieso wir o.B.d.A. annehmen ko¨nnen, dass die Voraussetzungen von Lemma 2.18 erfu¨llt
sind.
Lemma 2.18. Sei K ⊆ Rd, d > 1, eine kompakte Menge, deren Durchmesser ho¨chstens
G, G ≥ 1, ist, und B ⊆ Rd ein konvexer Ko¨rper, dessen Stu¨tzfunktion auf Rd \ {0}
zweimal stetig differenzierbar ist, der in der Kugel SBd, S ≥ 1, enthalten ist und der
einen Summanden der Form RBd, R > 0, entha¨lt. Dann gilt fu¨r die Konstante
C ′ := d2d+2κd
Sd ·Gd+1
R3
und alle r > 1, dass
Vd(convK + rB)− Vd(K + rB) < C ′ · rd−3.
Beweis: Da das Volumen translations-invariant ist, ko¨nnen wir o.B.d.A. RBd ⊆ B an-
nehmen. Weiter ist B strikt konvex, da wir angenommen haben, dass hB auf Rd \ {0}
differenzierbar ist.
Es bezeichne L := convK. Dann ergibt Lemma 2.6
Vd(L+ rB)− Vd(K + rB)
= Vd((L+ rB) \ (K + rB))
≤ Vd
({x ∈ Rd|pB(L, x) ∈ L \K, dB(L, x) ∈ (Gw( rG), r]} ∪ (L \ (K + rB)))
=
d∑
i=1
κiΦ
B
d−i(L,L \K)
(
ri − (Gw( r
G
))i
)
+ Vd(L \ (K + rB)) (2.14)
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Wir wollen nun zuna¨chst den ersten Summanden dieses Ausdrucks abscha¨tzen. Da die
δ-Zahl von B kleiner als 1
R
ist, gilt laut Lemma 2.16 fu¨r die Konstante C := 4S
R3
, dass
s− w(s) ≤ C
s
, s ∈ R+,
woraus mit der offensichtlichen Aussage w(s) ≤ s fu¨r alle s ∈ R+ folgt
ri − (Gw( r
G
))i = (r −Gw( r
G
))
i−1∑
j=0
rj(Gw( r
G
))i−1−j
= G · ( r
G
− w( r
G
))
i−1∑
j=0
rj(Gw( r
G
))i−1−j
≤ GCG
r
i−1∑
j=0
rj(G r
G
)i−1−j
= CG
2
r
i−1∑
j=0
ri−1
= CG2iri−2.
Weil laut (1.22) die gemischten Volumina bis auf Normierung die totalen Massen der
relativen Kru¨mmungsmaße sind, gilt
κiΦ
B
d−i(L,L \K) ≤
(
d
i
)
V (L[d− i], B[i]).
Weiter ist L in der Umkugel um K enthalten, deren Radius kleiner als G ist. Aus der
Monotonie der gemischten Volumina (1.21), ihrer Homogenita¨t (1.20) und dem Zusam-
menhang zum gewo¨hnlichen Volumen (1.19) folgt
V (L[d− i], B[i]) ≤ V (GBd[d− i], SBd[i]) = Gd−iSiκd.
Also
κiΦ
B
d−i(L,L \K) ≤
(
d
i
)
Gd−iSiκd. (2.15)
Nun wenden wir uns dem zweiten Summanden der letzten Zeile von (2.14) zu. Da L ⊆
K + rB, falls rR ≥ G, folgt
Vd(L \ (K + rB)) ≤ Vd(L)1{rR<G} ≤ κdGd G
rR
. (2.16)
Nun ergibt sich aus (2.14) mit Hilfe von (2.15), (2.16) und ΦB0 (L,L \ K) = 0 (Lemma
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2.17), dass
Vd(L+ rB
d)− Vd(K + rBd)
≤
d∑
i=1
κiΦ
B
d−i(L,L \K)
(
ri − (Gw( r
G
))i
)
+ Vd(L \ (K + rB))
≤
d−1∑
i=1
(
d
i
)
Gd−iSiκd · CG2iri−2 + κdGd G
rR
≤
d−1∑
i=1
(d− 1)
(
d
i
)
κdS
d−1CGd+1rd−3 + κd
Gd+1
R
rd−3
<
(
(d− 1)2dκdSd−1CGd+1 + κdG
d+1
R
)
rd−3
<
(
d2d+2κd
Sd ·Gd+1
R3
)
rd−3.
Beweis von Satz 2.15: Sei r > 1. Wir wollen die Beziehung
E[Vn(XY + rY )− Vn(X + rY )] < c · rd−3
nachweisen. Es bezeichne wieder Xx := X ∩ (Yˆ + x) und Zx := convXx fu¨r x ∈ Y ⊥.
Laut Lemma 1.22 existiert eine Folge von zufa¨lligen abgeschlossenen Mengen (Yi)i∈N in Yˆ
so, dass fast sicher fu¨r alle i ∈ N der Ko¨rper Yi einen Summanden der Form RBd entha¨lt,
hYi auf Yˆ \ {0} zweimal stetig differenzierbar ist, und dass limi→∞ Yi = Y fast sicher.
Wegen Lemma 1.44 gilt fast sicher fu¨r alle x ∈ Y ⊥, dass
Vd(Z
x + rY )− Vd(Xx + rY ) = lim
i→∞
Vd(Z
x + rYi)− Vd(Xx + rYi).
Setzt man
C ′ := d2d+2κd
Sd ·Gd+1
R3
,
so folgt hieraus und aus Lemma 2.18 fast sicher fu¨r alle x ∈ Y ⊥
Vd(Z
x + rY )− Vd(Xx + rY ) = lim
i→∞
Vd(Z
x + rYi)− Vd(Xx + rYi) ≤ C ′ · rd−3,
weil es eine Folge (Si)i∈N so gibt, dass Yi ⊆ SiBd fu¨r alle i ∈ N und lim supi→∞ Si ≤ S.
Also
E[Vn(XY + rY )− Vn(X + rY )] = E
[∫
X|Y ⊥
Vd(Z
x + rY )− Vd(Xx + rY ) dx
]
≤ E
[∫
X|Y ⊥
C ′ · rd−3 dx
]
= E
[
Vn−d(X|Y ⊥)C ′
] · rd−3
≤ E[κn−dGn−dC ′] · rd−3
= c · rd−3.
Wir werden folgende Umformulierung von Satz 2.15 beno¨tigen:
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Korollar 2.19. Unter den Voraussetzungen von Satz 2.15 gibt es Konstanten c0 und c1,
wobei c1 = 0, falls d ≤ 3, so, dass
EVn(XY + rY )− EVn(X + rY ) < c0 · rd−3 + c1, r ≥ 0.
Beweis: Da es eine Konstante c1 mit
EVn(XY + rY )− EVn(X + rY ) < c1, r ∈ [0, 1],
gibt, folgt aus Satz 2.15 die Behauptung im Fall d > 3.
Im Fall d ≤ 3 gilt rd−3 ≥ 1 fu¨r r ∈ [0, 1] und daher
EVn(XY + rY )− EVn(X + rY ) < c1 ≤ c1 · rd−3, r ∈ [0, 1].
Wegen Satz 2.15 folgt
EVn(XY + rY )− EVn(X + rY ) < max{c1, c} · rd−3, r ≥ 0.
Wir wollen nun als weiteres Korollar eine rein analytische Aussage u¨ber Funktionen, die
als Parallelvolumen eines festen Ko¨rpers auftreten, herleiten.
Korollar 2.20. Unter den Voraussetzungen von Satz 2.15 sei d ≥ 3. Dann gibt es zwei
Polynome d-ten Grades P1 und P2, deren ho¨chste 3 Koeffizienten gleich sind, mit
P1(r) ≤ EVn(X + rY ) ≤ P2(r), r ≥ 0.
Beweis: Das Polynom P2(r) := EVn(XY + rY ) hat Grad d und erfu¨llt EVn(X + rY ) ≤
P2(r) fu¨r alle r ≥ 0. Wenn c0 und c1 die Konstanten aus Korollar 2.19 sind, hat P1(r) :=
P2(r) − c0rd−3 − c1 die selben drei ho¨chsten Koeffizienten wie P2(r) und erfu¨llt P1(r) <
EVn(X + rY ) fu¨r alle r ≥ 0.
Bem. 2.21. Korollar 2.20 kann benutzt werden, um die inneren Volumina V0, V1 und V2
fu¨r beliebige Ko¨rper zu definieren. Allerdings sind diese Fortsetzungen nicht besonders
interessant: Die so definierten inneren Volumina eines Ko¨rpers sind gerade die seiner
konvexen Hu¨lle.
Wir zeigen nun, dass die Voraussetzungen von Satz 2.15 nicht wesentlich abgeschwa¨cht
werden ko¨nnen.
Korollar 2.22. Sei B ⊆ R2 ein konvexer Ko¨rper. Dann sind a¨quivalent:
(i) Fu¨r jeden Ko¨rper K ⊆ R2 gibt es eine Konstante c so, dass
V2(convK + rB)− V2(K + rB) < c
r
fu¨r r ∈ R+0 .
(ii) B hat einen Summanden RB2, R > 0.
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Beweis: Die Implikation
”
(ii)⇒(i)“ folgt sofort aus Korollar 2.19.
Der Beweis der umgekehrten Implikation macht wesentlich vom Begriff der Alexandroff-
zweimal-Differenzierbarkeit (Definition 1.15) Gebrauch. Sei also (i) erfu¨llt. Angenommen,
B habe keine inneren Punkte. Dann ist B in einer Geraden, etwa mit Normalenvektor τ
enthalten. Es sei S ein Segment der La¨nge 1 orthogonal zu τ . Setze K := S ∪ (S + τ).
Dann ist
V2(convK + rB)− V2(K + rB) = r(1 + rl),
wobei l ≥ 0 die La¨nge von B bezeichnet, im Widerspruch zu (i). Also hat B innere Punkte.
Die Stu¨tzfunktion hB ist konvex und daher laut Satz 1.16 fast u¨berall Alexandroff-
zweimal-differenzierbar. Insbesondere ist die zweite Ableitung R(B, n) von hB in n in
Richtung orthogonal zu n fu¨r fast alle n ∈ Sd−1 definiert. Um (ii) zu zeigen, genu¨gt es
nun nach Satz 1.20 nachzuweisen, dass es eine Schranke c˜ > 0 so gibt, dass R(B, n) ≥ c˜
gilt, wenn R(B, n) definiert ist.
Sei also n ∈ S1 ein Punkt, in dem hB Alexandroff-zweimal-differenzierbar ist, und τ ∈ S1
senkrecht zu n. Nun entha¨lt B innere Punkte und daher gibt es  > 0, ξ ∈ R2 mit
B(ξ) ⊆ intB. Es bezeichne b0 ∈ bdB einen Punkt mit 〈b0− q, τ〉 ≤ 2 , der einen a¨ußeren
Einheitsnormalenvektor u0 mit 〈u0, n〉 > 0 besitzt. Seien b∗0 und u∗0 in gleicher Weise mit
q − b∗0 statt b0 − q definiert.
Sei u ∈ S1 ein Vektor mit 〈n, u〉 > 0 und 0 < 〈n − u, τ〉 ≤ min{〈−u0, τ〉, 〈u∗0, τ〉}.
Setze u∗ := 2〈u, n〉n − u. Es sei θ : R2 → R2 eine Wahl von Subgradienten von hB und
b := θ(u), b∗ := θ(u∗) und q := θ(n). Dann sind b, b∗ und q laut Satz 1.25 Punkte im
Rand von B mit a¨ußeren Normalenvektoren u, u∗ bzw. n. Wir setzen K := {0, 4τ} und
r := 2〈b−b∗,τ〉 .
Dann liegt der Punkt 2τ + rξ sowohl in int(rB) als auch in int(4τ + rB). Es gilt na¨mlich
〈u∗0, τ〉 ≤ 〈u∗, τ〉 ≤ 〈u, τ〉 ≤ 〈u0, τ〉
und deshalb folgt aus Lemma 1.24, dass
r ≥ 2〈b0 − b
∗
0, τ〉
〈b− b∗, τ〉 ≥ 2.
Somit ist 2τ + rξ ∈ rB(ξ) ⊆ int(rB) und 2τ + rξ ∈ 4τ + rB(ξ) ⊆ int(4τ + rB).
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Nun schneidet jede Gerade {x ∈ R2|〈x, τ〉 = t}, t ∈ [t1, t1 + 4], wobei t1 := r〈q, τ〉,
mindestens eine der Strecken von rq nach 2τ + rξ oder von 2τ + rξ nach 4τ + rq. Also
sind die Mengen {x ∈ K + rB|〈x, τ〉 = t}, t ∈ [t1, t1 + 4], nicht leer und die Funktion
m : [t1, t1 + 4]→ R, t 7→ max{〈x, n〉|x ∈ K + rB, 〈x, τ〉 = t}
ist definiert. Nun gibt es eine Zahl t0 ∈ [t1, t1 + 4] mit
m(t) = max{〈x, n〉|x ∈ rB, 〈x, τ〉 = t}, t < t0
und
m(t) = max{〈x, n〉|x ∈ 4τ + rB, 〈x, τ〉 = t}, t > t0.
Weiter gilt 〈(4τ + rb∗) − rb, τ〉 = 2, also t0 − 〈rb, τ〉 ≥ 1 oder 〈(4τ + rb∗), τ〉 − t0 ≥ 1,
o.B.d.A. ersteres.
Wir setzen nun
A := {x ∈ R2|〈x− rb, τ〉 < 1, 〈x, u〉 > 〈rb, u〉, 〈x, n〉 ≤ 〈rb, n〉}.
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Abbildung 2.8
Man sieht leicht, dass A ⊆ convK+rB, aber A∩(K+rB) = ∅. Nun ist A ein rechtwinkli-
ges Dreieck, dessen eine Kathetenla¨nge 1 ist. Zur Berechnung der anderen Kathetenla¨nge
bezeichne S den Eckpunkt von A mit 〈S, u〉 = 〈rb, u〉 und 〈S, τ〉 = 〈rb, τ〉+ 1. Dann gilt
0 = 〈rb− S, u〉
= 〈rb− S, n〉〈u, n〉+ 〈rb− S, τ〉〈u, τ〉
= 〈rb− S, n〉〈u, n〉 − 〈u, τ〉.
Daher ist die gesuchte Kathetenla¨nge
〈rb, n〉 − 〈S, n〉 = 〈u, τ〉〈u, n〉 .
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Somit folgt
1
2
〈u, τ〉 ≤ 〈u, τ〉
2〈u, n〉
= V2(A)
≤ V2(convK + rB)− V2(K + rB)
<
c
r
= c
2
〈b− b∗, τ〉
= c
2
〈θ(u)− θ(u∗), τ〉,
also
〈θ(u)− θ(u∗), τ〉 ≥ 1
c
〈u, τ〉 = 1
2c
〈u− u∗, τ〉.
Da die Differenzierbarkeit von θ vorausgesetzt ist und als u jeder Vektor aus S1, der
hinreichend nahe bei n liegt, gewa¨hlt werden konnte, erhalten wir
R(B, n) = ∂
∂τ
θ(u)|u=n ≥ 1
2c
entweder aus der Definition der Differenzierbarkeit oder aus der Kettenregel. Nun folgt
aus Satz 1.20, dass B einen Summanden der Form RB2, R > 0, hat.
Vermutung 2.23. Es gibt konvexe Ko¨rper B ⊆ Rd, d ≥ 3, die keinen Ball als Summan-
den enthalten, so, dass es fu¨r alle kompakten K ⊆ Rd eine Konstante c ∈ R+ mit
Vd(convK + rB)− Vd(K + rB) < c · rd−3 (2.17)
fu¨r r > 1 gibt.
Begru¨ndung: Wa¨hle als B einen konvexen Ko¨rper, fu¨r den es Zahlen S > 0 und 1 ≤ α <
2 (im Falle d = 3 allerdings α > 1) und einen Ko¨rper B˜, der einen Ball als Summanden
hat, so gibt, dass
{(x1, . . . , xd) ∈ B|xd ≥ −S} = {(x1, . . . , xd) ∈ Rd| − S ≤ xd ≤ −‖(x1, . . . , xd−1)‖α}
und
{(x1, . . . , xd) ∈ B|xd ≤ −S} = {(x1, . . . , xd) ∈ B˜|xd ≤ −S}.
Nun gibt es keine Zahl R > 0 mit 0 ∈ RBd +m ⊆ B fu¨r ein m ∈ B.
Geometrische Intuition sagt uns nun, dass es reicht, (2.17) fu¨r den Fall K = {e1,−e1}
nachzupru¨fen, wobei e1 den ersten Einheitsvektor bezeichnet. Dies ist aber eine einfache
Rechnung.
2.3 Asymptotik der Ableitung
Die Aussage von Satz 2.15 deutet darauf hin, dass es unter den Voraussetzungen dieses
Satzes eine Konstante c˜ so gibt, dass
d
dr
E[Vn(XY + rY )− Vd(XY + rY )] < c˜ · rd−4
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fu¨r alle hinreichend großen r. Allerdings folgt es nicht aus diesem Satz.
Falls die Dimension d von Y gleich 2 ist, ko¨nnen wir diese Aussage aber unter etwas
sta¨rkeren Regularita¨tsvoraussetzungen beweisen.
Satz 2.24. Seien G,R und S drei R+-wertige Zufallsvariablen mit R ≤ 1 und S,G ≥ 1.
Sei X ⊆ Rn eine zufa¨llige kompakte Menge, deren Durchmesser f.s. kleiner oder gleich G
ist und Y ⊆ Rn ein zufa¨lliger 2-dimensionaler in Yˆ strikt konvexer Ko¨rper, der f.s. einen
Kreis von Radius R als Summanden entha¨lt und in einer Kugel SBn enthalten ist. Falls
c := 3200κn−2E
[(
SG
R2
)3
GnS2
]
<∞,
dann ist E[Vn(X + rY ) − Vn(XY + rY )] fu¨r fast alle r > 1 differenzierbar und fu¨r diese
gilt
| d
dr
E[Vn(X + rY )− Vn(XY + rY )]| < c · r−2.
Im Euklidischen Fall ist die Ableitung des Parallelvolumens im Wesentlichen gleich der
Oberfla¨che des Parallelko¨rpers. Auch in allgemeinen Minkowski-Ra¨umen besteht ein Zu-
sammenhang, der in Lemma 1.42 pra¨zise gefasst wird. Daher werden wir nun in einer
Reihe von Lemmata den Rand von X + rY untersuchen und zeigen, dass er nicht zu sehr
vom Rand von convX + rY abweichen kann. Wir beweisen wieder zuna¨chst den deter-
ministischen Spezialfall mit n = 2. Hierzu nehmen wir im Folgenden stets an, dass der
Eichko¨rper B ein strikt konvexer Ko¨rper mit einen Summanden der Form RB2, R > 0,
ist und RB2 ⊆ B ⊆ SB2, S > 0, gilt. Das erste Lemma ist mit den Aussagen von [8]
verwandt, wo gefolgert wird, dass Parallelmengen in großem Abstand sternfo¨rmig sind.
Die Funktionale dB, pB, uB und nB haben wir auf Seite 17 definiert.
Lemma 2.25. Sei K ⊆ R2 eine kompakte Menge, L := convK und r > diamK
R
eine Zahl.
Sei I eine konvexe, abgeschlossene Menge im Rand von L, deren relative Randpunkte zu K
geho¨ren. Es bezeichne ν den Punkt von B, der den selben a¨ußeren Einheitsnormalenvektor
n wie L in den Punkten im relativen Inneren von I hat, τ ein Einheitsvektor orthogonal
zu n und j die La¨nge von I. Dann hat die Funktion
fr : I → R+, y 7→ sup{s > 0|y + sν ∈ K + rB}
folgende Eigenschaften:
(i) {z ∈ bd(K + rB)|pB(L, z) ∈ I} = {y + fr(y)ν|y ∈ I}
(ii) Falls
√
(2Rr)2 − j2 〈n, ν〉 − j|〈ν, τ〉| > 0, dann ist fr Lipschitz-stetig mit Lipschitz-
Konstante
j√
(2Rr)2 − j2 〈n, ν〉 − j|〈ν, τ〉| .
(iii) Es gilt fu¨r alle z ∈ bd(K + rB) mit pB(L, z) ∈ I, dass
|hB(nB(K, z))− hB(n) + 〈ν, n− nB(K, z)〉| ≤
((1 + ‖ν‖
4R
) diamK)2
2R
r−2,
sofern nB(K, z) definiert ist.
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Beweis: Die Wohldefiniertheit von fr folgt aus
L ⊆ K + (diamK)B2 ⊆ int(K + rB).
Zu (i). Sei y ∈ I. Nach Definition von fr ist z := y + fr(y)ν ∈ K + rB wegen der
Abgeschlossenheit vonK+rB, aber z+ν /∈ K+rB fu¨r alle  > 0. Also ist z ∈ bd(K+rB).
Nach Lemma 1.33(iii) gilt pB(L, z) = y ∈ I.
Sei umgekehrt z ∈ bd (K + rB) mit y := pB(L, z) ∈ I. Da ν der eindeutig bestimmte
Punkt aus B mit a¨ußerem Normalenvektor n ist, gibt es laut Lemma 1.33 ein s0 mit
z = y + s0ν. Nun gilt einerseits y + s0ν ∈ K + rB. Andererseits gilt fu¨r alle s′ > s0, dass
y+ s′ν /∈ K + rB: Angenommen, es ga¨be s′ > s0 mit y+ s′ν ∈ K + rB. Dann ga¨be es ein
x ∈ K mit y + s′ν − x ∈ rB.
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Weiter ist ‖y−x‖ ≤ diamK < rR, also y−x ∈ int rRB2 ⊆ int rB. Wegen der Konvexita¨t
von B ist nun
y + s0ν − x = s0
s′
(y + s′ν − x) + s
′ − s0
s′
(y − x) ∈ int rB
Also z ∈ int(K + rB) im Widerspruch zur Wahl von z.
Somit ist s0 = sup{s > 0|y + sν ∈ K + rB} = fr(y) und z = y + fr(y)ν.
Zu (ii). Wir bemerken, dass τ parallel zu I ist, und fu¨hren ein Koordinatensystem ein,
indem wir den Endpunkt von I, von dem aus gesehen der andere in Richtung τ liegt, als
den Ursprung wa¨hlen und (x1, x2) mit x1τ + x2ν identifizieren.
Seien nun x, y ∈ bd(K + rB) mit pB(L, x) ∈ I und pB(L, y) ∈ I und o.B.d.A. y2 ≥ x2.
Sei  > 0. Wir nehmen zuna¨chst |x1 − y1| <  und |〈x− y, τ〉| <  an (diese Bedingungen
sind nicht a¨quivalent, da τ und ν nicht senkrecht aufeinander stehen). Weiter bezeichnen
p ∈ K und b ∈ B Punkte mit y = p + rb, m ∈ B den Punkt mit b ∈ m + RB2 ⊆ B und
p˜ := p + rm (die hier nicht beno¨tigte Eindeutigkeit von m folgt aus Lemma 1.19). Dann
folgt aus
p˜+ rRB2 = p+ r(m+RB2) ⊆ K + rB,
dass x /∈ int(p˜+ rRB2) und somit ‖x− p˜‖ ≥ Rr = ‖y− p˜‖. Quadrieren und Ausmultipli-
zieren liefert
(x1 − p˜1)2 + 2(x1 − p˜1)(x2 − p˜2)〈τ, ν〉+ (x2 − p˜2)2‖ν‖2
≥ (y1 − p˜1)2 + 2(y1 − p˜1)(y2 − p˜2)〈τ, ν〉+ (y2 − p˜2)2‖ν‖2,
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also
[(x1 − p˜1)2 − (y1 − p˜1)2] + 2[(x1 − p˜1)(x2 − p˜2)−(y1 − p˜1)(y2 − p˜2)]〈τ, ν〉
≥ [(y2 − p˜2)2 − (x2 − p˜2)2] ‖ν‖2.
Nun gilt fu¨r den Koeffizienten von 〈τ, ν〉, dass
(x1 − p˜1)(x2 − p˜2)−(y1 − p˜1)(y2 − p˜2)
=(x1 − p˜1)(x2 − p˜2)− [(y1 − x1) + (x1 − p˜1)](y2 − p˜2)
=(x1 − p˜1)[(x2 − p˜2)− (y2 − p˜2)]− (y1 − x1)(y2 − p˜2)
=(x1 − p˜1)(x2 − y2)− (y1 − x1)(y2 − p˜2)
und daher
[x21 − 2x1p˜1 − y21 + 2y1p˜1] + 2[(x1 − p˜1)(x2 − y2)− (y1 − x1)(y2 − p˜2)]〈τ, ν〉
≥ [y22 − 2y2p˜2 − x22 + 2x2p˜2] ‖ν‖2
⇒(x1 − y1)(x1 + y1 − 2p˜1) + 2[(x1 − y1)(y2 − p˜2)]〈τ, ν〉
≥ (y2 − x2)(y2 + x2 − 2p˜2)‖ν‖2 − 2(x1 − p˜1)(x2 − y2)〈τ, ν〉
⇒(x1 − y1)[(x1 + y1 − 2p˜1) + 2(y2 − p˜2)〈τ, ν〉]
≥ (y2 − x2)[(y2 + x2 − 2p˜2)‖ν‖2 + 2(x1 − p˜1)〈τ, ν〉] (2.18)
Um auf beiden Seiten jeweils den zweiten Faktor abzuscha¨tzen, beno¨tigen wir die Unglei-
chung
〈x− p˜, n〉 ≥
√
(rR)2 − ( j
2
)2, (2.19)
die wir unten beweisen werden. Wir bemerken, dass die analoge Ungleichung mit y statt
x genauso gilt. Da τ und n eine Orthonormalbasis des R2 bilden, gilt außerdem (nur fu¨r
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y, nicht fu¨r x):
|〈y − p˜, τ〉| =
√
‖y − p˜‖2 − 〈y − p˜, n〉2
≤
√
(rR)2 − ((rR)2 − ( j
2
)2)
= j
2
.
Somit ergibt sich
|(x1 + y1 − 2p˜1) + 2(y2 − p˜2)〈τ, ν〉| ≤ |(2y1 − 2p˜1)〈τ, τ〉+ 2(y2 − p˜2)〈ν, τ〉|+ 
= |〈(2y1 − 2p˜1)τ + 2(y2 − p˜2)ν , τ〉|+ 
= 2|〈y − p˜, τ〉|+ 
≤ j + 
und
(y2 + x2 − 2p˜2)‖ν‖2+2(x1 − p˜1)〈τ, ν〉
≥ 〈(y2 + x2 − 2p˜2)ν + (y1 + x1 − 2p˜1)τ , ν〉 − |〈τ, ν〉|
= 〈y + x− 2p˜, ν〉 − |〈τ, ν〉|
= 〈y + x− 2p˜, τ〉〈ν, τ〉+ 〈y + x− 2p˜, n〉〈ν, n〉 − |〈τ, ν〉|
≥ 〈2y − 2p˜, τ〉〈ν, τ〉 − |〈ν, τ〉|+ 〈y + x− 2p˜, n〉〈ν, n〉 − |〈τ, ν〉|
≥ −j|〈ν, τ〉| + 2
√
(rR)2 − ( j
2
)2 〈ν, n〉 − 2|〈τ, ν〉|
=
√
(2rR)2 − j2 〈ν, n〉 − (j + 2)|〈τ, ν〉|.
Mit Hilfe dieser beiden Abscha¨tzungen und der Annahme y2 ≥ x2 folgt nun aus (2.18),
dass
|x1 − y1| · (j + ) ≥ |x1 − y1| · |(x1 + y1 − 2p˜1) + 2(y2 − p˜2)〈τ, ν〉|
≥ (x1 − y1)[(x1 + y1 − 2p˜1) + 2(y2 − p˜2)〈τ, ν〉]
≥ (y2 − x2)[(y2 + x2 − 2p˜2)‖ν‖2 + 2(x1 − p˜1)〈τ, ν〉]
≥ (y2 − x2)(
√
(2rR)2 − j2 〈ν, n〉 − (j + 2)|〈τ, ν〉|).
Nun ko¨nnen wir die Restriktionen |x1−y1| <  und |〈x−y, τ〉| <  fallen lassen: Falls z.B.
x1 < y1, betrachten wir eine Kette von Zwischenpunkten x
(0), . . . , x(n) ∈ bd(K + rB) mit
x = x(0), y = x(n), x
(0)
1 ≤ · · · ≤ x(n)1 so, dass |x(j−1)1 − x(j)1 | <  und |〈x(j−1) − x(j), τ〉| < 
fu¨r j = 1, . . . , n gilt. Dann folgt
(y2 − x2) · (
√
(2Rr)2 − j2 〈n, ν〉 − (j + 2)|〈ν, τ〉|)
=
n∑
j=1
(x
(j)
2 − x(j−1)2 ) · (
√
(2Rr)2 − j2 〈n, ν〉 − (j + 2)|〈ν, τ〉|)
≤
n∑
j=1
|x(j−1)1 − x(j)1 | · (j + )
= |x1 − y1| · (j + ).
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Weil  > 0 beliebig war und wir
√
(2rR)2 − j2〈ν, n〉 − j|〈ν, τ〉| > 0 vorausgesetzt haben,
folgt
y2 − x2 ≤ |x1 − y1| j√
(2rR)2 − j2〈ν, n〉 − j|〈ν, τ〉| ,
was wegen y2 − x2 ≥ 0 die Behauptung zeigt.
Es bleibt, die Ungleichung (2.19) nachzuweisen. Hierzu sei m¯ := ν−Rn und A := {0, jτ}.
Die Hauptarbeit ist nun der Nachweis von
〈x− rm¯, n〉 ≥
√
(rR)2 − ( j
2
)2.
Hierfu¨r sei ρ0 := dB(I, x) ≤ r. Dann gilt x ∈ I + ρ0ν. Wegen I ⊆ A + j2B2 ⊆ A + j2RB
folgt
x ∈ I + ρ0B ⊆ A+ (ρ0 + j2R)B
und somit
ρ0 +
j
2R
≥ dB(A, x) ≥ dB(K, x) = r,
weil wir 0, jτ ∈ K vorausgesetzt haben. Hieraus folgt aber R(r − ρ0) ≤ j2 und wegen der
Voraussetzung r > diamK
R
folgt
ρ0R ≥ j
2
. (2.20)
Da B einen Summanden der Form RB2 entha¨lt und somit m¯ + RB2 ⊆ B nach Lemma
1.19 gilt, folgt aus x /∈ int(K + rB), dass x /∈ int(A+ ρm¯+ ρRB2) fu¨r ρ ∈ (ρ0, r). Wegen
x ∈ I + ρ0ν gilt außerdem 〈x, n〉 < 〈ρν, n〉 fu¨r alle ρ ∈ (ρ0, r).
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Abbildung 2.11
Wir wollen nun zeigen, dass x fu¨r alle ρ ∈ (ρ0, r] in dem in der Abbildung eingezeichneten
Rechteck liegt. Pra¨zise bedeutet dies, dass die bereits erwa¨hnte Ungleichung 〈x, n〉 <
〈ρν, n〉 gilt und die drei Terme 〈x− ρm¯, τ〉, 〈ρm¯+ jτ −x, τ〉 und 〈x− ρm¯, n〉 positiv sind.
Wir bemerken, dass sie offensichtlich fu¨r ρ = ρ0 positiv sind und stetig von ρ abha¨ngen.
Aus dem Zwischenwertsatz wu¨rde also die Behauptung folgen, wenn wir wu¨ßten, dass sie
fu¨r kein ρ ∈ (ρ0, r] den Wert 0 haben. Um dies nachzuweisen, nehmen wir an, (mindestens)
einer der drei Terme ha¨tte eine Nullstelle. Wegen der Stetigkeit der Terme gibt es dann
eine kleinste Zahl ρ, fu¨r die einer der drei Terme den Wert 0 hat. Dies kann aber nicht
der erste sein, den aus
0 ≤ 〈x− ρm¯, n〉 < 〈ρν − ρm¯, n〉 = ρR
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und 〈x − ρm¯, τ〉 = 0 wu¨rde x ∈ int(A + ρm¯ + ρRB2) folgen. Genausowenig kann es
der zweite sein. Auch der dritte kann es nicht sein, den aus 0 ≤ 〈x − ρm¯, τ〉 und 0 ≤
〈ρm¯ + jτ − x, τ〉 folgt, dass |〈x − ρm¯, τ〉| ≤ j
2
oder |〈ρm¯ + jτ − x, τ〉| ≤ j
2
. Weil aus
(2.20) aber j
2
< ρR folgt, und wegen 〈x − ρm¯, n〉 = 0 ko¨nnten wir hieraus schließen,
dass x ∈ int(A+ ρm¯+ ρRB2). Somit sind die drei Terme auch fu¨r ρ = r positiv, woraus
|〈x − rm¯, τ〉| ≤ j
2
oder |〈rm¯ + jτ − x, τ〉| ≤ j
2
folgt, o.B.d.A. ersteres. Mit x /∈ int(A +
rm¯+ rRB2) ergibt sich nun
〈x− rm¯, n〉 =
√
‖x− rm¯‖2 − 〈x− rm¯, τ〉2 ≥
√
(rR)2 − ( j
2
)2. (2.21)
Weiter ist m+ Rn ∈ B, woraus 〈m¯+ Rn, n〉 = 〈ν, n〉 ≥ 〈m+ Rn, n〉 und somit 〈m¯, n〉 ≥
〈m,n〉 folgt. Wegen 〈p, n〉 ≤ 0 folgt
〈x− p˜, n〉 = 〈x− p− rm, n〉
≥ 〈x− rm¯, n〉
≥
√
(rR)2 − ( j
2
)2.
Damit ist (2.19) bewiesen.
Zu (iii). Wir nehmen wieder an, dass der Endpunkt von I, von dem aus der andere in
Richtung τ liegt, im Koordinatenursprung liegt. Sei z ∈ bd(K + rB) ein Punkt mit
pB(L, z) ∈ I, fu¨r den nB(K, z), also auch pB(K, z) und uB(K, z), definiert sind. Es be-
zeichne wieder b := uB(K, z). Wir zeigen zuna¨chst
‖b− ν‖ ≤ ((1 + ‖ν‖
4R
) diamK) · r−1. (2.22)
Es gilt einerseits z = p + rb, wobei p := pB(K, z), und andererseits z = y + ρν mit
y := pB(L, z) ∈ I und ρ := dB(L, z) ≤ r. Hieraus folgt
r · ‖b− ν‖ = ‖(z − ρν)− (z − rb)− (r − ρ)ν‖ = ‖y − p− (r − ρ)ν‖. (2.23)
Um nun r − ρ abzuscha¨tzen, setzen wir wieder m¯ := ν − Rn. Wegen Ungleichung (2.21)
und 〈y, n〉 = 0 gilt dann√
(rR)2 − ( j
2
)2 ≤ 〈z − rm¯, n〉
= ρ〈ν, n〉 − r〈m¯, n〉
= ρ〈ν, n〉 − r〈ν −Rn, n〉
= −(r − ρ)〈ν, n〉+ r〈Rn, n〉
≤ −(r − ρ)R + rR
= ρR,
wobei wir fu¨r die zweite Abscha¨tzung ausgenu¨tzt haben, dass r − ρ ≥ 0 und wegen
Rn ∈ RB2 ⊆ B gilt, dass 〈ν, n〉 ≥ 〈Rn, n〉 = R.
Hieraus folgt (rR)2 − ( j
2
)2 ≤ (ρR)2 und somit
(r − ρ)rR2 ≤ (r − ρ)(r + ρ)R2 = (rR)2 − (ρR)2 ≤ ( j
2
)2.
KAPITEL 2. ASYMPTOTIK DES PARALLELVOLUMENS 65
Wegen der Voraussetzung rR ≥ diamK und j ≤ diamK ergibt sich
(r − ρ)(diamK)R ≤ j · diamK
4
und daher
r − ρ ≤ j
4R
.
Hieraus folgt mit Gleichung (2.23)
r · ‖b− ν‖ = ‖y − p− (r − ρ)ν‖
≤ ‖y − p‖+ (r − ρ)‖ν‖
≤ diamK + j
4R
‖ν‖
≤
(
1 +
‖ν‖
4R
)
· diamK.
Damit ist Ungleichung (2.22) bewiesen.
Nun ku¨rzen wir n˜ := nB(K, z) ab und bezeichnen mit t einen Einheitsvektor orthogonal
zu n˜. Der Kreis mit Radius R um b−Rn˜ ist laut Lemma 1.19 in B enthalten und somit
liegt ν nicht im Inneren dieses Kreises.
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Abbildung 2.12
Daher gilt
R2 ≤ ‖(b−Rn˜)− ν‖2
= 〈(b−Rn˜)− ν, n˜〉2 + 〈(b−Rn˜)− ν, t〉2
= (〈b− ν, n˜〉 −R)2 + 〈b− ν, t〉2
= 〈b− ν, n˜〉2 − 2R〈b− ν, n˜〉+R2 + 〈b− ν, t〉2.
Hieraus folgt mit Ungleichung (2.22)
2R〈b− ν, n˜〉 ≤ 〈b− ν, n˜〉2 + 〈b− ν, t〉2
= ‖b− ν‖2
≤
((
1 + ‖ν‖
4R
)
· diamK · r−1
)2
,
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was a¨quivalent zu
〈b− ν, n˜〉 ≤ (1 +
‖ν‖
4R
)2(diamK)2
2R
· r−2
ist. Beru¨cksichtigt man nun, dass 〈b− ν, n˜〉 ≥ 0 aus der Wahl von n˜ folgt, und dass
hB(n˜)− hB(n) + 〈ν, n− n˜〉 = 〈b, n˜〉 − 〈ν, n〉+ 〈ν, n− n˜〉 = 〈b− ν, n˜〉
gilt, so folgt
0 ≤ hB(n˜)− hB(n) + 〈ν, n− n˜〉 ≤
(1 + ‖ν‖
4R
)2(diamK)2
2R
· r−2.
Lemma 2.25 sagt uns, dass eine bestimmte Menge Graph einer Lipschitz-stetigen Funktion
bzgl. eines nicht orthonormalen Koordinatensystems ist. Das folgende Lemma sagt uns,
dass diese Menge auch Graph einer Lipschitz-stetigen Funktion bzgl. eines orthonormalen
Koordinatensystems ist.
Lemma 2.26. Sei F eine Menge der Form {xτ+f(x)ν|x ∈ I} fu¨r ein Intervall I = [0, j],
einen Einheitsvektor τ , einen davon linear unabha¨ngigen Vektor ν und eine Funktion
f : I → R mit f(0) = f(j), die Lipschitz-stetig mit Lipschitz-Konstante L ist. Falls
L〈τ, ν〉 < 1, dann besitzt F eine Darstellung der Form {xτ + f˜(x)n|x ∈ I˜}, wobei n der
Einheitsvektor in Richtung ν−〈ν, τ〉τ , also orthogonal zu τ , ist, I˜ ein Intervall der La¨nge
j und f˜ : I˜ → R eine Lipschitz-stetige Funktion mit Lipschitz-Konstante
L〈n, ν〉
1− L〈τ, ν〉 .
Beweis: Seien z1, z2 ∈ F, z1 6= z2. Dann gibt es x1, x2 ∈ I mit zi = xiτ + f(xi)ν, i = 1, 2,
und o.B.d.A. x1 < x2. Nun gilt
〈z2 − z1, τ〉 = 〈x2τ + f(x2)ν − x1τ − f(x1)ν, τ〉
= x2 − x1 + (f(x2)− f(x1))〈ν, τ〉
≥ (x2 − x1)(1− L〈ν, τ〉) (2.24)
> 0.
Hieraus folgt, dass F jede zu τ orthogonale Gerade in ho¨chstens einem Punkt schneidet,
und es daher eine Funktion f˜ : I˜ → R auf der Menge I˜ := {〈z, τ〉|z ∈ F} gibt mit
F = {xτ + f˜(x)n|x ∈ I˜}. Jeder Punkt z ∈ F hat also eine Darstellung der Form z =
xτ + f˜(x)n, x ∈ I˜. Aus dieser Gleichung folgt 〈z, τ〉 = x und 〈z, n〉 = f˜(x); insgesamt also
〈z, n〉 = f˜(〈z, τ〉). (2.25)
Da f stetig ist, ist F zusammenha¨ngend und I˜ muss ein Intervall sein. Weiter ist die
La¨nge von I˜ gleich
max{〈z, τ〉|z ∈ F} −min{〈z, τ〉|z ∈ F} = 〈jτ + f(j)ν, τ〉 − 〈0 + f(0)ν, τ〉
= j + (f(j)− f(0))〈ν, τ〉
= j.
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Zum Nachweis der Lipschitz-Konstante seien wieder z1, z2 ∈ F und x1, x2 wie oben. Dann
gilt
|〈z2 − z1, n〉| = |〈x2τ + f(x2)ν − x1τ − f(x1)ν, n〉|
= |f(x2)− f(x1)|〈ν, n〉
≤ (x2 − x1)L〈ν, n〉.
Hieraus folgt mit Gleichung (2.25) und Ungleichung (2.24), dass
|f˜(〈z2, τ〉)− f˜(〈z1, τ〉)| = |〈z2, n〉 − 〈z1, n〉|
≤ (x2 − x1)L〈ν, n〉
≤ L〈ν, n〉
1− L〈ν, τ〉(〈z2, τ〉 − 〈z1, τ〉).
Unser Ziel ist es, wie oben erwa¨hnt, die
”
Gro¨ße“ des Randes von K + rB zu bestimmen.
Pra¨zise handelt es sich bei der Gro¨ße um das in Definition 1.12 eingefu¨hrte Hausdorff-Maß
im Euklidischen Fall, bzw. ein gewisses Integral bzgl. des Hausdorff-Maßes im allgemeinen
Fall. Weiter werden wir sehen, dass es nur auf die Teile des Randes ankommt, von denen
wir oben gezeigt haben, dass sie Graphen von Lipschitz-stetigen Funktionen sind. Aus
diesem Grund ist das folgende Lemma fu¨r uns von Bedeutung.
Lemma 2.27. Sei I ein Intervall und f : I → R eine Lipschitz-stetige Funktion mit
Lipschitz-Konstante L. Sei F := {(y, f(y))|y ∈ I} ⊆ R2 der Graph von f und g : F → R+0
eine messbare Funktion. Dann gilt∫
I
g(y, f(y)) dy ≤
∫
F
g(z) dH1(z) ≤
√
1 + L2
∫
I
g(y, f(y)) dy.
Beweis: Wir werden das Lemma aus dem Fla¨chensatz (Satz 1.14) folgern. Da f Lipschitz-
stetig ist, gibt es eine Lipschitz-stetige Funktion f˜ : R → R2 mit
f˜(y) =
(
y
f(y)
)
, y ∈ I.
Der Fla¨chensatz, angewendet auf die Funktion
u : R → R, y 7→
{
g(y, f(y)) falls y ∈ I
0 falls y /∈ I
liefert ∫
I
g(y, f(y))‖f˜ ′(y)‖ dy =
∫
R2
∑
y∈f˜−1({z})
u(y) dH1(z).
Fu¨r z ∈ R2 gilt nun∑
y∈f˜−1({z})
u(y) =
∑
y∈f˜−1({z})∩I
u(y) +
∑
y∈f˜−1({z})\I
u(y) = g(z)1{z∈F} + 0.
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Somit folgt ∫
I
g(y, f(y))‖f˜ ′(y)‖ dy =
∫
F
g(z) dH1(z). (2.26)
Weil f Lipschitz-stetig mit Lipschitz-Konstante L ist, folgt |f ′(y)| < L fu¨r alle y ∈ I, in
denen f differenzierbar ist, und somit
1 ≤ ‖f˜ ′(y)‖ ≤
√
1 + L2.
Zusammen mit (2.26) folgt hieraus aber die Behauptung.
Der Zusammenhang zwischen der Ableitung von V2(K + rB) und der Oberfla¨che von
K+rB wird durch Satz 1.42 hergestellt. In diesem Satz kommt der Einheitsvektor νB(K, z)
in Richtung des Gradienten von dB(K, z) vor. Wir wollen nun zeigen, dass der Vektor
νB(K, z), sofern dB(K, ·) differenzierbar ist, mit nB(K, z) u¨bereinstimmt.
Lemma 2.28. Sei K ⊆ R2 kompakt. Dann ist der Gradient ∇dB(K, z) in allen Punkten
z ∈ Rd \K, in denen dB(K, ·) differenzierbar ist, ein Vielfaches von nB(K, z).
Beweis: Sei z ∈ R2 ein Punkt, in dem dB(K, ·) differenzierbar ist. Laut Satz 1.37(i) ist
dann uB(K, z) definiert und wegen der Glattheit von B auch nB(K, z).
Sei v ∈ S1 ein Einheitsvektor orthogonal zu nB(K, z) und  > 0. Wir setzen ρ := dB(K, z),
m := uB(K, z)−RnB(K, z) und p˜ := pB(K, z) + ρm. Dann gilt p˜ = z − ρRnB(K, z) und
wegen Lemma 1.19 gilt uB(K, z) ∈ m+RB2 ⊆ B, also
z ∈ p˜+ ρRB2 ⊆ K + ρB.
r
rr
p˜
zz + v
6
nB(K, z)
....
....
....
.....
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Abbildung 2.13
Von z aus sieht man die Punkte p˜ und z + v unter einem rechten Winkel. Somit ergibt
der Satz des Pythagoras
‖p˜− (z + v)‖2 = (ρR)2 + 2.
Es gibt einen konvexen Ko¨rper M ⊆ R2 mit B = M + RB2. Wegen p˜ ∈ K + ρM ⊆
K + (
√
ρ2 + ( 
R
)2)M folgt
z + v ∈ p˜+
(√
ρ2 + ( 
R
)2
)
RB2 ⊆ K +
(√
ρ2 + ( 
R
)2
)
B.
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Somit gilt
dB(K, z + v) ≤
√
ρ2 + ( 
R
)2
≤
√
ρ2 + ( 
R
)2 + 1
4ρ2
( 
R
)4
= ρ+ 1
2ρ
( 
R
)2.
Hieraus folgt nun, dass die einseitige Richtungsableitung von dB(K, ·) in z in Richtung v
nicht positiv ist. Da aber die selbe U¨berlegung auch fu¨r den Einheitsvektor −v gilt und
wir angenommen haben, dass dB(K, ·) in z differenzierbar ist, folgt
〈∇dB(K, z), v〉 = 0.
Dies zeigt aber die Behauptung.
Im folgenden Lemma scha¨tzen wir einen Integralausdruck ab, der wegen Satz 1.42 im
Wesentlichen gleich der Ableitung von Vd(L + rB) − Vd(K + rB) ist. Wir erinnern uns,
dass S ∈ R+ eine Zahl ist, fu¨r die der vor Satz 2.24 definierte Eichko¨rper B in der Kugel
SB2 enthalten ist.
Lemma 2.29. Sei K ⊆ R2 ein Ko¨rper und L := convK seine konvexe Hu¨lle. Dann gilt
fu¨r fast alle r > 2R−2S diamK, dass(
−( S
R
+ 4)
S(2pi diamK)3
R2
)
· r−2
≤
∫
bd(K+rB)
hB(nB(K, z)) dH1(z)−
∫
bd(L+rB)
hB(nB(L, z)) dH1(z)
≤
(
(10 + S
R
)
S(2pi diamK)3
R2
)
· r−2.
Bem. 2.30. Genau so wie das Lemma kann man die Ungleichung
0 ≤ H1(bd(K + rB))−H1(bd(L+ rB)) ≤ 2(4pi · diamK)
3
(Rr)2
beweisen. Es fallen sogar einige Teile des Beweises weg.
Beweis von Lemma 2.29: Laut Lemma 1.39 gilt
{x ∈ R2|dB(K, z) = r} = bd(K + rB)
fu¨r alle r > (diamK)/R. Somit gilt laut [28, (2.19)] fu¨r fast alle r > (diamK)/R
H1(exoB(K) ∩ bd(K + rB)) = 0.
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Sei r > 2R−2S diamK eine Zahl, fu¨r die das erfu¨llt ist. Offensichtlich gilt∫
bd(K+rB)
hB(nB(K, z)) dH1(z)−
∫
bd(L+rB)
hB(nB(L, z)) dH1(z)
=
∫
bd(K+rB)\bd(L+rB)
hB(nB(K, z)) dH1(z)
−
∫
bd(L+rB)\bd(K+rB)
hB(nB(L, z)) dH1(z)
+
∫
bd(K+rB)∩bd(L+rB)
hB(nB(K, z))− hB(nB(L, z)) dH1(z).
Sei z ∈ bd(K + rB) ∩ bd(L + rB) ein Punkt und p := pB(L, z). Dann gilt fu¨r alle
k ∈ K \ {p} ⊆ L \ {p}, dass dB(k, z) > dB(L, z) = r = dB(K, z), weshalb pB(K, z) = p
und nB(K, z) = nB(L, z) ist. Da z ∈ bd(K + rB) ∩ bd(L + rB) beliebig war, hat das
letzte Integral in obiger Gleichung den Wert 0.
Weiter haben alle Punkte aus bd(L + rB) \ bd(K + rB) und bd(K + rB) \ bd(L + rB)
laut Lemma 1.39 nicht den selben Abstand von K und von L und werden deshalb durch
pB(L, ·) in (bdL) \K projiziert. Laut Lemma 1.26 liegt jeder Punkt von (bdL) \K im
relativen Inneren einer Kante von L, von denen es laut Lemma 1.28 ho¨chstens abza¨hlbar
viele gibt. Fu¨r jede Kante J von L ist nun ((bdL) \K)∩ J = J \K offen in J . Wegen [3,
Lemma 2.2.29] ist aber jede offene Teilmenge von R Vereinigung abza¨hlbar vieler offener
Intervalle und somit ist ((bdL)\K)∩J die Vereinigung von abza¨hlbar vielen in J offenen
konvexen Mengen. Daher ist (bdL) \K die Vereinigung von abza¨hlbar vielen, paarweise
verschiedenen Mengen Im, m ∈ N, die leer oder 1-dimensional, konvex und relativ offen
sind. Die La¨nge von Im sei jm, der Euklidische a¨ußere Einheitsnormalenvektor von L in
den Punkten in Im sei nm und der Punkt aus bdB mit a¨ußerem Normalenvektor nm heiße
νm.
Also ist bd(L+rB)\bd(K+rB) laut Lemma 1.33 die Vereinigung der Strecken Im+rνm
und bd(K + rB) \ bd(L+ rB) ist die Vereinigung der Graphen
Fmr := {y + fmr (y)νm|y ∈ Im},
wobei fmr , m ∈ N, die auf dem Abschluss von Im definierten Funktionen aus Lemma 2.25
bezeichnen. Somit gilt∫
bd(L+rB)\bd(K+rB)
hB(nB(L, z)) dH1(z) =
∞∑
m=0
jmhB(nm)
und ∫
bd(K+rB)\bd(L+rB)
hB(nB(K, z)) dH1(z) =
∞∑
m=0
∫
Fmr
hB(nB(K, z)) dH1(z),
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also ∫
bd(K+rB)
hB(nB(K, z)) dH1(z)−
∫
bd(L+rB)
hB(nB(L, z)) dH1(z)
=
∫
bd(K+rB)\bd(L+rB)
hB(nB(K, z)) dH1(z)−
∫
bd(L+rB)\bd(K+rB)
hB(nB(L, z)) dH1(z)
=
∞∑
m=0
∫
Fmr
hB(nB(K, z)) dH1(z)− jmhB(nm). (2.27)
Wir zeigen nun, dass die Voraussetzung
√
(2Rr)2 − j2m 〈nm, νm〉 − jm|〈νm, τm〉| > 0 aus
Lemma 2.25(ii) erfu¨llt ist, wobei τm einen Einheitsvektor orthogonal zu nm bezeichnet.
Es gilt |〈τm, νm〉| ≤ ‖τm‖ · ‖νm‖ ≤ S. Wegen Rnm ∈ RBd ⊆ B und weil nm a¨ußerer
Normalenvektor von B in νm ist, folgt 〈nm, νm〉 ≥ 〈nm, Rnm〉 = R. Aus der Voraussetzung
r > 2R−2S diamK folgt diamK < Rr und S · diamK < 1
2
R2r und somit√
(2Rr)2 − j2m〈nm, νm〉 − jm|〈τm, νm〉| ≥ R
√
4(Rr)2 − (diamK)2 − S · diamK
≥ R
√
3(Rr)− S · diamK
> R2r
> 0.
Also ist wegen Lemma 2.25(ii) fmr Lipschitz-stetig mit Lipschitz-Konstante
L :=
jm√
(2Rr)2 − j2m 〈nm, νm〉 − jm|〈τm, νm〉|
.
Um die Voraussetzungen von Lemma 2.26 zu u¨berpru¨fen, stellen wir zuna¨chst
|L〈τm, νm〉| ≤ diamK
R2r
S ≤ 1
2
fest. Seien pm und pm + jmτm weiter die beiden Endpunkte von Im. Nach Definition gilt
fmr (y) = sup{s > 0|y + sνm ∈ K + rB} fu¨r alle y aus dem Abschluss von Im. Nun ist
pm + rνm ∈ K + rB, wa¨hrend man, indem man Skalarprodukte mit nm betrachtet, sofort
pm+sνm /∈ K+rB fu¨r alle s > r sieht. Also fmr (pm) = r und genauso fmr (pm+jmτm) = r.
Somit haben wir
fmr (pm) = f
m
r (pm + jmτm). (2.28)
Daher la¨sst sich Lemma 2.26 anwenden und Fmr hat eine Darstellung der Form {qm +
xτm + f˜
m
r (x)nm|x ∈ int I˜}, wobei qm ∈ R2 ein Punkt, I˜ ein abgeschlossenes Intervall der
La¨nge jm und f˜
m
r : I˜ → R eine Lipschitz-stetige Funktion ist. Ihre Lipschitz-Konstante
ist
L˜ :=
L〈nm, νm〉
1− L〈τm, νm〉 ,
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was sich abscha¨tzen la¨sst durch
L · 〈nm, νm〉
1− 1
2
=
jm√
(2Rr)2 − j2m 〈nm, νm〉 − jm|〈τm, νm〉|
〈nm, νm〉
1
2
=
2jm√
(2Rr)2 − j2m − jm |〈τm,νm〉|〈nm,νm〉
≤ 2jm√
(2Rr)2 − (diamK)2 − diamK S
R
≤ 2jm√
3(Rr)− diamK S
R
≤ 2jm
Rr
.
Somit gilt √
1 + L˜2 <
√
1 + L˜2 + 1
4
L˜4 = 1 + 1
2
L˜2 ≤ 1 + 2
(
jm
Rr
)2
(2.29)
und
L˜ ≤ 2jm
Rr
≤ R
S
≤ 1. (2.30)
Nach Lemma 2.25(iii) ist
|hB(nB(K, z))− hB(nm) + 〈νm, nm − nB(K, z)〉| ≤ cmr−2
fu¨r alle z ∈ Fmr \ exoB(K), wobei
cm :=
((1 + ‖νm‖
4R
) diamK)2
2R
.
Wir setzen
gm(x) := qm + xτm + f˜
m
r (x)nm, x ∈ I˜ . (2.31)
Dann ist Fmr = {gm(x)|x ∈ I˜} und aus Lemma 2.27 und (2.29) folgt, dass∫
Fmr
hB(nB(K, z)) dH1(z)− jmhB(nm)
≤
√
1 + L˜2 ·
∫
I˜
hB(nB(K, gm(x))) dx− jmhB(nm)
≤ (1 + 2( jm
Rr
)2) ·
∫
I˜
(
hB(nm)− 〈νm, nm − nB(K, gm(x))〉+ cmr−2
)
dx− jmhB(nm)
= (1 + 2(
jm
Rr
)2) · jmhB(nm)− jmhB(nm) + (1 + 2( jm
Rr
)2) · jmcmr−2
− (1 + 2( jm
Rr
)2) ·
∫
I˜
〈νm, nm − nB(K, gm(x))〉 dx
= 2(
jm
Rr
)2 · jmhB(nm) + (1 + 2( jm
Rr
)2) · jmcmr−2
− (1 + 2( jm
Rr
)2) ·
∫
I˜
〈νm, nm − nB(K, gm(x))〉 dx. (2.32)
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Um das letzte Integral abzuscha¨tzen, definieren wir eine Kurve. Die Funktion gm : I˜ →
Fmr ist ein Homo¨omorphismus. Außerdem ist H1(Fmr ) < ∞ (folgt z.B., indem man in
Lemma 2.27 g ≡ 1 setzt). Nun folgt aus mehreren Aussagen von [15, S. 28f], dass Fmr
eine Parameterisierung J nach Bogenla¨nge besitzt, d.h. dass es einen Lipschitz-stetigen
Homo¨omorphismus J : (0, a) → Fmr gibt, wobei a := H1(Fmr ), so, dass fu¨r alle t ∈ (0, a)
gilt H1(J((0, t))) = t. Mit Hilfe des Fla¨chensatzes (Satz 1.14) folgt∫ t
0
‖J ′(s)‖ ds =
∫
Fmr
∑
s∈J−1({z})
1(0,t)(s) dH1(z) = H1(J((0, t))) = t
fu¨r alle t ∈ (0, a), woraus ‖J ′(s)‖ = 1 fu¨r fast alle s ∈ (0, a) folgt. Das Vorzeichen von
〈J ′(t), τm〉 ist von t unabha¨ngig, o.B.d.A. positiv. Nun zeigen wir
|〈nm, J ′(t)〉| ≤ L˜〈τm, J ′(t)〉 (2.33)
fu¨r alle t ∈ (0, a), in denen J differenzierbar ist. Sei hierzu t′ ∈ (0, a) eine weitere Zahl
und x, x′ ∈ I˜ die Zahlen mit gm(x) = J(t) und gm(x′) = J(t′). Dann gilt
|〈nm, J(t)〉 − 〈nm, J(t′)〉| = |〈nm, gm(x)〉 − 〈nm, gm(x′)〉|
= |f˜mr (x)− f˜mr (x′)|
≤ L˜ · |x− x′|
= L˜ · |〈τm, gm(x)〉 − 〈τm, gm(x′)〉|
= L˜ · |〈τm, J(t)〉 − 〈τm, J(t′)〉|.
Division durch t− t′ und Grenzu¨bergang fu¨r t→ t′ liefert (2.33), da 〈τm, J ′(t)〉 > 0.
Weiter definieren wir fu¨r jedes x ∈ I˜ eine Zahl sx ∈ (0, a) durch J(sx) = gm(x). Wegen
Satz 2.27 gilt fu¨r x, x′ ∈ I˜, dass
sx′ − sx = H1(J([sx, sx′))) = H1({gm(ξ)|x ≤ ξ < x′}) ∈ [x′ − x, (x′ − x) ·
√
1 + L2].
Also ist x 7→ sx fu¨r fast alle x ∈ I˜ differenzierbar mit
d
dx
sx ∈
[
1,
√
1 + L˜2
]
. (2.34)
Weiter ist J fu¨r fast alle x ∈ I˜ in sx differenzierbar. Fu¨r fast alle x ∈ I˜ folgt aus (2.34)
und (2.33), da 〈τm, J ′(sx)〉 ≤ 1, dass
|〈nm, J ′(sx)〉(1− ddxsx)| ≤ L˜(
√
1 + L˜2 − 1). (2.35)
Außerdem folgt aus (2.33) und
〈nm, J ′(sx)〉2 + 〈τm, J ′(sx)〉2 = ‖J ′(sx)‖2 = 1,
dass
|〈τm, J ′(sx)〉| ≥ 1√
1 + L˜2
. (2.36)
Weil K+rB nach [28, Lemma 2.5] sternfo¨rmig ist, ko¨nnen wir [28, Lemma 2.3] anwenden
und deshalb stehen nB(K, gm(x)) und J
′(sx) fu¨r alle x ∈ I˜, fu¨r die J in sx differenzierbar
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ist, senkrecht aufeinander. O.B.d.A. haben die Orthonormalbasen (nB(K, gm(x)), J
′(sx))
und (nm, τm) dieselbe Orientierung. Weiter wa¨hlen wir einen Vektor v so, dass (
νm
‖νm‖ , v)
eine Orthonormalbasis der selben Orientierung ist. Dann gilt
|
∫
I˜
〈 νm‖νm‖ ,nm − nB(K, gm(x))〉 dx|
= |
∫
I˜
〈v, τm − J ′(sx)〉 dx|
= |〈τm, v〉
∫
I˜
〈τm, τm − J ′(sx)〉 dx+ 〈nm, v〉
∫
I˜
〈nm, τm − J ′(sx)〉 dx|
≤ |
∫
I˜
〈τm, τm − J ′(sx)〉 dx|+ |
∫
I˜
〈nm,−J ′(sx) ddxsx〉 dx|
+ |
∫
I˜
〈nm, J ′(sx)− J ′(sx) ddxsx〉 dx|
≤
∫
I˜
1− 1√
1 + L˜2
dx+ |
∫
I˜
d
dx
〈nm,−J(sx)〉 dx|+
∫
I˜
L˜(
√
1 + L˜2 − 1) dx,
wobei wir zuletzt den ersten Integranden mit Hilfe von (2.36) abgescha¨tzt haben und den
dritten mit Hilfe von (2.35). Das zweite Integral la¨sst sich mit Hilfe des Hauptsatzes der
Integralrechnung, Satz 1.10, berechnen, da x 7→ 〈nm,−J(sx)〉 = −f˜ rm(x) Lipschitz-stetig
und somit absolut-stetig ist. Wegen (2.28) ist limx→0〈nm, J(sx)〉 = limx→a〈nm, J(sx)〉 und
daher hat das zweite Integral den Wert 0. Somit ist obige Summe gleich
jm(1− 1√
1 + L˜2
) + 0 + jmL˜(
√
1 + L˜2 − 1)
≤ jm(
√
1 + L˜2 − 1) + jmL˜(
√
1 + L˜2 − 1)
= (1 + L˜)jm(
√
1 + L˜2 − 1)
≤ 2jm
(
1 + 2(
jm
Rr
)2 − 1
)
=
4j3m
(Rr)2
,
wobei wir beim letzten Ungleichheitszeichen (2.30) und (2.29) verwendet haben. Somit
folgt aus (2.32), dass∫
Fmr
hB(nB(K, z)) dH1(z)− jmhB(nm)
≤ 2( jm
Rr
)2 · jmhB(nm) + (1 + 2( jm
Rr
)2) · jmcmr−2
+(1 + 2(
jm
Rr
)2) · S |
∫
I˜
〈 νm‖νm‖ , nm − nB(K, xτm + f˜
m
r (x)nm)〉 dx|
≤ 2( jm
Rr
)2 · jmhB(nm) + (1 + 2( jm
Rr
)2) · jm
((1 + ‖νm‖
4R
) diamK)2
2R
r−2
+(1 + 2(
jm
Rr
)2) · S 4j
3
m
(Rr)2
.
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Also ergibt sich aus (2.27)∫
bd(K+rB)
hB(nB(K, z)) dH1(z)−
∫
bd(L+rB)
hB(nB(L, z)) dH1(z)
=
∞∑
m=0
∫
Fmr
hB(nB(K, z)) dH1(z)− jmhB(nm)
≤
∞∑
m=0
2(
jm
Rr
)2 · jmhB(nm) + (1 + 2( jm
Rr
)2) · jm
((1 + ‖νm‖
4R
) diamK)2
2R
r−2
+ (1 + 2(
jm
Rr
)2) · 4j
3
mS
(Rr)2
.
Da man aus der Voraussetzung r > 2S diamK
R2
folgern kann, dass jm
Rr
< 1
2
und somit 1 +
2( jm
Rr
)2 < 2 gilt, kann man dies abscha¨tzen durch
∞∑
m=0
2
j3m
(Rr)2
S + 2jm
( 5S
4R
diamK)2
2R
· r−2 + 8 j
3
mS
(Rr)2
≤
(
10S
∑∞
m=0 j
3
m
R2
+ 2
S2(diamK)2
∑∞
m=0 jm
R3
)
· r−2
≤
(
10S
(
∑∞
m=0 jm)
3
R2
+ 2
S2(diamK)2
∑∞
m=0 jm
R3
)
· r−2
≤
(
10
S(2pi diamK)3
R2
+ 2
S2(diamK)2 · 2pi diamK
R3
)
· r−2
≤
(
(10 + S
R
)
S(2pi diamK)3
R2
)
· r−2,
wobei man die Ungleichung
∑∞
m=0 jm ≤ 2pi ·diamK wie folgt sieht: Die Im sind paarweise
disjunkte Teilmengen von bd convK, also
∑∞
m=0 jm ≤ H1(bd convK). Wegen [46, S. 210]
folgt
∑∞
m=0 jm ≤ 2V1(convK). Da convK in einem Kreis vom Radius diamK enthalten
ist und V1 monoton ist, gilt
∑∞
m=0 jm ≤ 2V1(convK) ≤ 2pi · diamK. Somit ist die zweite
Ungleichung der Behauptung gezeigt.
Der Beweis der ersten Ungleichung ist weitgehend analog zum Beweis der zweiten Unglei-
chung. Wir werden Rechnung, die exakt identisch sind, weglassen. Wenn gm wieder die
durch (2.31) definierte Funktion bezeichnet, folgt aus Lemma 2.27, dass fu¨r alle m ∈ N
gilt∫
Fmr
hB(nB(K, z)) dH1(z)− jmhB(nm) ≥
∫
I˜
hB(nB(K, gm(x))) dx− jmhB(nm)
≥
∫
I˜
hB(nm)− 〈νm, nm − nB(K, gm(x))〉 − cmr−2 dx− jmhB(nm)
≥ −jmcmr−2 −
∫
I˜
〈νm, nm − nB(K, gm(x))〉 dx
≥ −jm
((1 + ‖νm‖
4R
) diamK)2
2R
r−2 − 4j
3
mS
(Rr)2
KAPITEL 2. ASYMPTOTIK DES PARALLELVOLUMENS 76
und somit∫
bd(K+rB)
hB(nB(K, z)) dH1(z)−
∫
bd(L+rB)
hB(nB(L, z)) dH1(z)
=
∞∑
m=0
∫
Fmr
hB(nB(K, z)) dH1(z)− jmhB(nm)
≥−
∞∑
m=0
(
jm
((1 + ‖νm‖
4R
) diamK)2
2R
r−2 +
4j3mS
(Rr)2
)
≥−
(∑∞
m=0
jm
) (( 5S
4R
) diamK)2
2R
r−2 − 4S ·
∑∞
m=0 j
3
m
(Rr)2
≥− (2pi · diamK)((
5S
4R
) diamK)2
2R
r−2 − 4S · (2pi · diamK)
3
(Rr)2
≥[−( S
R
+ 4)
S(2pi · diamK)3
R2
] · r−2
Wir erhalten nun folgenden Spezialfall von Satz 2.24:
Lemma 2.31. Sei K ⊆ R2 eine kompakte Menge und L := convK. Dann gilt fu¨r b ≥
a ≥ 2R−2S diamK, dass
|(V2(K + bB)− V2(L+ bB))− (V2(K + aB)− V2(L+ aB))|
≤
∫ b
a
(
(10 + S
R
)
S(2pi diamK)3
R2
)
· s−2 ds. (2.37)
Beweis: Auf Grund von Satz 1.42 und Lemma 2.28 gilt
(V2(K + bB)− V2(L+ bB))− (V2(K + aB)− V2(L+ aB))
=
∫ b
a
(∫
bd(K+sB)
hB(nB(K, z)) dH1(z)−
∫
bd(L+sB)
hB(nB(L, z)) dH1(z)
)
ds
fu¨r b ≥ a ≥ 0. Wegen Lemma 2.29 impliziert dies die Behauptung.
Beweis von Satz 2.24: Es bezeichne wieder Xx := X ∩ (x+ Yˆ ) und Zx := convXx fu¨r
x ∈ Y ⊥ und X|Y ⊥ das Bild von X unter der orthogonalen Projektion auf Y ⊥.
Sei b > a ≥ 1. Fu¨r jedes x ∈ Y ⊥ ko¨nnen wir auf Grund der Translationsinvarianz des
Volumens gleichzeitig Yˆ und x + Yˆ mit R2 identifizieren, und zwar so, dass RB2 ⊆ Y .
Durch eine einfache Fallunterscheidung danach, ob 2R−2S diamXx, gro¨ßer als b ist, in
[a, b] liegt, oder kleiner als a ist, folgt aus Lemma 2.31 und Satz 1.43 in jedem der drei
Fa¨lle
(V2(X
x + bY )− V2(Zx + bY ))− (V2(Xx + aY )− V2(Zx + aY ))
≤
∫ b
a
1{s>2R−2S diamXx}
(
(10 + S
R
)
S(2pi diamXx)3
R2
)
· s−2 ds
+
∫ b
a
1{s≤2R−2S diamXx} 2s(V2(X
x + sY ) + V2(Z
x + sY )) ds.
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Mit Hilfe des Satzes von Fubini ko¨nnen wir nun schließen
E[Vd(X + bY )− Vd(XY + bY )]− E[Vd(X + aY )− Vd(XY + aY )]
= E
∫
X|Y ⊥
(V2(X
x + bY )− V2(Zx + bY ))− (V2(Xx + aY )− V2(Zx + aY )) dx
≤ E
∫
X|Y ⊥
(∫ b
a
1{s>2R−2S diamXx}
(
(10 + S
R
)
S(2pi diamXx)3
R2
)
· s−2 ds
+
∫ b
a
1{s≤2R−2S diamXx} 2s(V2(X
x + sY ) + V2(Z
x + sY )) ds
)
dx
≤ Eκn−2Gn−2
(∫ b
a
(
(10 + S
R
)
S(2piG)3
R2
)
· s−2 ds
+
∫ b
a
(2R−2SG)3
s3
2
s
2pi(G+ sS)2 ds
)
=
∫ b
a
Eκn−2Gn−2
(
(10 + S
R
)
S(2piG)3
R2
· s−2 + (2SG)
3
R6s4
4pi(G+ sS)2
)
ds.
Hieraus folgt, z.B. mit Satz 1.10, dass r 7→ E[Vd(X + rY ) − Vd(XY + rY )] fast u¨berall
differenzierbar ist. Weiter folgt fu¨r alle r > 1, in denen dieser Term differenzierbar ist,
unter Verwendung der Voraussetzungen R ≤ 1, S,G ≥ 1, dass
| d
dr
E[Vd(X + rY )− Vd(XY + rY )]|
≤ E
[
κn−2Gn−2 ·
(
(10 + S
R
)
S(2piG)3
R2
· r−2 + (2SG)
3
R6r4
4pi(G+ rS)2
)]
≤ E
[
κn−2Gn−2 ·
(
(11 S
R
)
S(2piG)3
R2
· r−2 + (2SG)
3
R6r4
4pi(2GrS)2
)]
≤ 3200κn−2E
[(
SG
R2
)3
GnS2
]
· r−2.
2.4 Ko¨rper mit polynomialem Parallelvolumen
Heveling, Hug und Last [25] bewiesen, dass das Parallelvolumen eines Ko¨rpers im R2 genau
dann ein Polynom ist, wenn der Ko¨rper konvex ist. Dieses Resultat wurde von Hug, Last
und Weil [28] auf zufa¨llige Mengen, ho¨here Dimensionen und verschiedene Eichko¨rper
verallgemeinert.
Wir werden in diesem Abschnitt zuna¨chst einen neuen Beweis fu¨r diese Verallgemeinerung
geben. Anschließend werden wir uns der Frage zuwenden, wodurch Ko¨rper mit polyno-
mialem Parallelvolumen im R3 charakterisiert werden ko¨nnen. Wir werden von einigen
Ko¨rpern nachweisen, dass sie polynomiales Parallelvolumen haben, und dann ein Cha-
rakterisierungsresultat fu¨r Ko¨rper mit polynomialem Parallelvolumen im R3 angeben.
Allerdings wird dieses Resultat so stark vom Begriff der Parallelmenge Gebrauch machen,
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dass das Problem der Charakterisierung der Ko¨rper mit polynomialen Parallelvolumen in
R3 weiterhin als ungelo¨st angesehen werden muss.
Wir erinnern uns an die Definition der Begriffe Scheibenko¨rper und δ-Zahl zu Beginn des
Abschnitts 2.1. Wir erhalten nun Theorem 4.4 von [28] unter leicht anderen Vorausset-
zungen.
Korollar 2.32. Sei X ⊆ Rn ein zufa¨lliger Ko¨rper und Y ⊆ Rn ein zufa¨lliger Schei-
benko¨rper mit δ-Zahl ∆ := δY . Es gelte fu¨r ein r > 0
EVn(XY + rY ) <∞ ∧ EVn((XY + Y ) \XY ) · diamX ·∆ <∞.
Dann ist X∩(x+Yˆ ) genau dann f.s. fu¨r Vn−2-fast alle x ∈ Y ⊥ konvex, wenn EVn(X+rY )
ein Polynom ist.
Beweis: Wir nehmen zuna¨chst an, dass X ∩ (x+ Yˆ ) f.s. fu¨r Vn−2-fast alle x ∈ Y ⊥ konvex
ist. Es bezeichne wieder X|Y ⊥ die orthogonale Projektion von X auf Y ⊥. Dann folgt aus
(1.18), dass
E [Vn(X + rY )] = E
[∫
X|Y ⊥
V2((X ∩ (x+ Yˆ )) + rY ) dx
]
= E
[∫
X|Y ⊥
V2(X ∩ (x+ Yˆ )) + 2rV (X ∩ (x+ Yˆ ), Y ) + r2V2(Y ) dx
]
= E
[∫
X|Y ⊥
V2(X ∩ (x+ Yˆ )) dx
]
+ r · 2E
[∫
X|Y ⊥
V (X ∩ (x+ Yˆ ), Y ) dx
]
+ r2E
[∫
X|Y ⊥
V2(Y ) dx
]
.
Insbesondere ist E[Vn(X + rY )] ein Polynom.
Nun nehmen wir umgekehrt an, dass E[Vn(X + rY )] ein Polynom ist. Nach der bereits
bewiesenen Richtung des Satzes ist E[Vn(XY + rY )] ebenfalls ein Polynom, also auch
E[Vn(XY + rY )]− E[Vn(X + rY )].
Da letzterer Ausdruck nach Satz 2.1 gegen 0 strebt, muss er das Nullpolynom sein. Somit
muss aber f.s. fu¨r fast alle x ∈ Y ⊥ gelten, dass
V2
(
[conv(X ∩ (x+ Yˆ ))] + 1
m
Y
)
− V2
(
(X ∩ (x+ Yˆ )) + 1
m
Y
)
= 0
fu¨r alle m ∈ N+. Weil die Menge (convX ∩ (x + Yˆ )) + 1
m
Y aber der Abschluss ihres
Inneren (bzgl. des 2-dimensionalen affinen Raums x+ Yˆ ) ist, folgt hieraus
[conv(X ∩ (x+ Yˆ ))] + 1
m
Y = (X ∩ (x+ Yˆ )) + 1
m
Y
fu¨r alle m ∈ N+. Indem man nun den Durchschnitt u¨ber alle m ∈ N+ bildet, erha¨lt man
conv(X ∩ (x+ Yˆ )) = X ∩ (x+ Yˆ ), was bedeutet, dass X ∩ (x+ Yˆ ) konvex ist.
Natu¨rlich kann man die Folgerungen, die in [28] aus dem dortigen Theorem 4.4 gezo-
gen werden, auch aus unserem Korollar 2.32 ziehen. In [28, Theorem 4.5] kann man die
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Voraussetzung, dass X in einer deterministischen Kugel liegen muss, sogar dahin ab-
schwa¨chen, dass E (diamX)n <∞. Wenn Y na¨mlich wieder wie in Korollar 2.32 ist, und
wir Zx := convX ∩ (x+ Yˆ ) fu¨r x ∈ Y ⊥ setzen, dann gilt fast sicher
Vn((XY + Y ) \XY ) =
∫
X|Y ⊥
V2((Z
x + Y ) \ Zx) dx
=
∫
X|Y ⊥
V2(Y ) + 2V (Z
x, Y ) dx
≤
∫
X|Y ⊥
V2(Y ) + 2(diamX)(diamY )V (B
2, B2) dx
≤ κn−2(diamX)n−2(V2(Y ) + 2pi · diamX · diamY ).
Sogar wo¨rtlich erha¨lt man [28, Corollary 4.6]. Zu [28, Theorem 5.3] kommen wir auf Seite
120.
In [25] wird ein Verfahren zur Konstruktion von nicht-konvexen Ko¨rpern mit polynomia-
lem Parallelvolumen angegeben. In ungeraden Dimensionen d ≥ 3 lassen sich so unter
anderem Ko¨rper erzeugen, die die Vereinigung zweier Kugeln gleichen Radius, die sich
schneiden, sind. Haben die Kugeln unterschiedlichen Radius, lassen sich die Ko¨rper nicht
mit dem dort beschriebenen Verfahren erzeugen. Wir werden aber nun zeigen, dass diese
Ko¨rper trotzdem polynomiales Parallelvolumen haben.
Beispiel 2.33. Sei also K ⊆ Rd, d ungerade, die Vereinigung der Kugeln Ba(0) und
Bb(le1), wobei a, b, l ∈ R+ Zahlen mit a + b ≥ l, a + l > b und b + l > a sind und e1 den
ersten Einheitsvektor bezeichnet. Die Kugeln Ba(0) und Bb(le1) schneiden sich also, aber
keine liegt in der anderen. Um das Volumen von K + rBd, r ∈ R+0 , zu berechnen, sind
Voru¨berlegungen no¨tig. Fu¨r t < −a−r oder t > b+l+r ist (K+rBd)∩{x ∈ Rd|〈x, e1〉 = t}
die leere Menge. Fu¨r t ∈ [−a − r, b + l + r] ist (K + rBd) ∩ {x ∈ Rd|〈x, e1〉 = t} ein
(d − 1)-dimensionaler Ball vom Radius max{√(a+ r)2 − t2,√(b+ r)2 − (t− l)2}, also
von (d− 1)-dimensionalem Volumen
κd−1
(
max{
√
(a+ r)2 − t2,
√
(b+ r)2 − (t− l)2}
)d−1
.
Um zu entscheiden, fu¨r welche t die Ungleichung
(a+ r)2 − t2 > (b+ r)2 − (t− l)2 (2.38)
gilt, lo¨st man zuna¨chst die Gleichung (a+ r)2 − t20 = (b+ r)− (t0 − l)2. Da t20 auf beiden
Seiten den Koeffizienten −1 hat, besitzt diese Gleichung genau eine Lo¨sung, na¨mlich
t0 =
(a+ r)2 − (b+ r)2
2l
+
l
2
.
Wie man mit Hilfe der Ungleichungen a + l > b bzw. b + l > a leicht nachrechnet, ist
fu¨r t = −a − r Ungleichung (2.38) erfu¨llt, wa¨hrend fu¨r t = b + l + r die umgekehrte
Ungleichung erfu¨llt ist. Wegen dem Zwischenwertsatz gilt fu¨r t ∈ [−a− r, t0) Ungleichung
(2.38) und fu¨r t ∈ (t0, b+ l + r] die umgekehrte Ungleichung.
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Aus diesen U¨berlegungen folgt
Vd(K+rB
d)
=
∫ b+l+r
−a−r
Vd−1((K + rBd) ∩ {x ∈ Rd|〈x, e1〉 = t}) dt
=
∫ t0
−a−r
κd−1 ·
√
(a+ r)2 − t2 d−1 dt+
∫ b+l+r
t0
κd−1 ·
√
(b+ r)2 − (t− l)2 d−1 dt.
Da wir angenommen haben, dass d ungerade ist, sind die Integranden Polynome in t
und r. Also sind die Stammfunktionen bezu¨glich t ebenfalls Polynome in t und r. Da die
Integralgrenzen Polynome in r sind, sind also die Werte der Integrale Polynome in r. Dies
zeigt aber, das K polynomiales Parallelvolumen hat.
Nun kommen wir zum angeku¨ndigten Charakterisierungsresultat fu¨r Ko¨rper im R3, deren
Parallelvolumen ein Polynom ist.
Satz 2.34. Das Parallelvolumen eines Ko¨rpers K ⊆ R3 ist genau dann ein Polynom,
wenn seine Parallelmenge K + rB3 fu¨r fast alle r ∈ R+0 die selbe Oberfla¨che wie ihre
konvexe Hu¨lle convK + rB3 hat.
Beweis: Da die Stu¨tzfunktion von Bd fu¨r jeden Einheitsvektor den Wert 1 hat, folgt aus
Satz 1.42
Vd((K + rB
d) \K) =
∫ r
0
Hd−1(bd(K + sBd)) ds (2.39)
fu¨r Ko¨rper K ⊆ Rd.
Wenn nun K + rB3 fu¨r fast alle r ∈ R+0 die selbe Oberfla¨che wie convK + rB3 hat, folgt
hieraus
(V3(convK + rB
3)− V3(convK))− (V3(K + rB3)− V3(K))
=
∫ r
0
H2(bd conv(K + sB3)) ds−
∫ r
0
H2(bd(K + sB3)) ds = 0.
Da aber V3(convK + rB
3) ein Polynom ist, muss somit auch V3(K + rB
3) ein Polynom
sein.
Sei umgekehrt V3(K + rB
3) ein Polynom. Da V3(convK + rB
3) ein Polynom ist, ist auch
V3(convK + rB
3)− V3(K + rB3)
ein Polynom und nach Satz 2.15 beschra¨nkt, also konstant. Wegen (2.39) ist also auch∫ r
0
H2(bd conv(K + tB3)) dt−
∫ r
0
H2(bd(K + tB3)) dt
konstant und somit
H2(bd conv(K + rB3)) = H2(bd(K + rB3))
fu¨r fast alle r ∈ R+0 .
Kapitel 3
Gewichtete Parallelvolumina
Ausgangspunkt dieses Kapitels sind die drei Darstellungen (1.29), (1.30) und (1.31) des
Wills-Funktionals. Fu¨r jede der drei Darstellungen werden wir eine Klasse von Funktio-
nalen betrachten, die eine a¨hnliche Darstellung besitzen. Konkret werden wir einen festen
Eichko¨rper B wa¨hlen und als Verallgemeinerungen von (1.29) die Linearkombinationen
von gemischten Volumina mit B betrachten. Als zu (1.30) a¨hnliche Funktionale nehmen
wir Terme der Form ∫
Rd
g(dB(K, x)) dx (3.1)
mit einer Funktion g : R+0 → R, die schwache Regularita¨tsbedingungen erfu¨llt, und die
Verallgemeinerungen von (1.31) werden die Ausdru¨cke der Form∫
R+0
Vd(K + λB) dρ(λ) (3.2)
sein, wobei ρ ein signiertes Maß ist, das schwachen Integrabilita¨tsbedingungen genu¨gt.
Im ersten Abschnitt dieses Kapitels werden wir untersuchen, in wie weit auch diese Verall-
gemeinerungen nur verschiedene Darstellungen der selben Funktionen K → R sind. Dabei
werden wir eine Charakterisierung des Wills-Funktionals durch Dimensionsinvarianz er-
halten.
Die Terme der Form (3.2) kann man als Funktionale der Form C → R betrachten. Wir
werden diese gewichtete Parallelvolumina nennen. In Abschnitt 3.2 werden wir untersu-
chen, fu¨r welche signierten Maße das gewichtete Parallelvolumen translations-invariant,
stetig, additiv, submodular bzw. monoton ist, und feststellen, dass ein signiertes Maß
durch sein gewichtetes Parallelvolumen eindeutig bestimmt ist. Ha¨ufig werden wir dabei
allgemeiner die Funktionale
fµ : C → R, K 7→
∫
K
Vd(K + A) dµ(A),
betrachten, wobei µ ein signiertes Maß auf K ist.
In den letzten beiden Abschnitten dieses Kapitels werden wir die Funktionen R+0 → R
untersuchen, die entstehen, indem man ein gewichtetes Parallelvolumen oder ein Funk-
tional fµ auf das Minkowski-Produkt rK anwendet, wobei K ein fester Ko¨rper und r
die Variable ist. In Abschnitt 3.3 werden wir die Ableitungen dieser Funktion untersu-
chen und explizite Formeln fu¨r die ersten beiden Ableitungen in r = 0 enthalten. In
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Abschnitt 3.4 werden wir sehen, dass diese Funktionen Polynome sind, falls K konvex ist,
und unter bestimmten Voraussetzungen auch umgekehrt K konvex sein muss, falls diese
Funktionen Polynome sind. Um die Voraussetzungen, unter denen diese Umkehrung gilt,
abzuschwa¨chen, werden wir lokale Versionen der gewichteten Parallelvolumina einfu¨hren.
3.1 Verallgemeinerungen des Wills-Funktionals
In diesem Abschnitt wollen wir drei Klassen von Funktionalen betrachten, na¨mlich die
Linearkombinationen von gemischten Volumina mit einen festen Eichko¨rper, die Funk-
tionale der Form (3.1) und die der Form (3.2). Wir werden sehen, dass ein Funktional
auf der Menge der konvexen Ko¨rper K in einer beliebigen, aber festen Dimension, genau
dann in einer dieser drei Klassen liegt, wenn es auch in den beiden anderen Klassen liegt.
Allerdings ist das Wills-Funktional durch eine Dimensionsinvarianz charakterisiert.
Wir beginnen mit einem analytischen Lemma, das wir beno¨tigen, um zu zeigen, dass die
Funktionale der Form (3.2) genau die Linearkombinationen gemischter Volumina sind.
Lemma 3.1. Seien γ0, . . . , γd ∈ R gegeben. Seien m0, . . . ,md ∈ R+ paarweise verschie-
den. Dann gibt es x0, . . . , xd so, dass fu¨r die durch
g : R+0 → R, t 7→
d∑
i=0
xie
−mit
definierte Funktion gilt ∫ ∞
0
g(t)tj dt = γj, j = 0, . . . , d.
Beweis: Seien A = (aij) und B = (bij) Matrizen mit aij =
∫∞
0
e−mittj dt bzw. bij = ( 1mi )
j,
i, j = 0, . . . , d. Dann ist die Matrix B nach Lemma 1.17 invertierbar. Außerdem gilt
aij =
∫ ∞
0
e−mittj dt
=
∫ ∞
0
e−r
(
r
mi
)j
1
mi
dr
=
1
mj+1i
∫ ∞
0
e−rrj dr
= Γ(j + 1) · 1
mi
· bij.
Also geht die Matrix A aus der Matrix B hervor, indem man jede Spalte und jede Zeile
mit einem bestimmten, von 0 verschiedenen, Faktor multipliziert, und ist somit regula¨r.
Wa¨hle x0, . . . , xd als Lo¨sung des Linearen Gleichungssystems
AT
x0...
xd
 =
γ0...
γd

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und setze g(t) :=
∑d
i=0 xie
−mit. Dann gilt fu¨r j ∈ {0, . . . , d}
γj =
d∑
i=0
aijxi
=
d∑
i=0
∫ ∞
0
e−mittj dt · xi
=
∫ ∞
0
d∑
i=0
xie
−mittj dt
=
∫ ∞
0
g(t)tj dt.
Da sowohl Positiv- als auch Negativteil (vgl. S. 5) eines signierten Maßes stets endliche
Gesamtmasse haben, impliziert die Endlichkeit des d-ten Moments die Endlichkeit des
0-ten bis d-ten Moments.
Satz 3.2. Sei B ein konvexer Ko¨rper. Fu¨r ein signiertes Maß ρ, dessen d-tes Moment
endlich ist, gibt es Konstanten c0, . . . , cd ∈ R mit∫
R+0
Vd(K + λB) dρ(λ) =
d∑
j=0
cjV (K[j], B[d− j]), K ∈ K. (3.3)
Umgekehrt gibt es fu¨r beliebige Konstanten c0, . . . , cd ∈ R und paarweise verschiedene
positive Zahlen m0, . . . ,md reelle Zahlen x0, . . . , xd so, dass fu¨r das signierte Maß ρ mit
Lebesgue-Dichte t 7→∑di=0 xie−mit, t ≥ 0, die Gleichung (3.3) erfu¨llt ist.
Beweis: Sei ρ ein signiertes Maß, fu¨r das das 0-te bis d-te Moment µ0, . . . , µd endlich ist.
Aus (1.18) folgt∫
R+0
Vd(K + λB) dρ(λ) =
∫
R+0
d∑
j=0
(
d
j
)
λd−jV (K[j], B[d− j]) dρ(λ)
=
d∑
j=0
(
d
j
)∫
R+0
λd−j dρ(λ)V (K[j], B[d− j])
=
d∑
j=0
(
d
j
)
µd−jV (K[j], B[d− j]). (3.4)
Dies zeigt die erste Behauptung.
Wa¨hle zum Nachweis der Umkehrung m0, . . . ,md paarweise verschieden. Wegen Lemma
3.1 gibt es dann x0, . . . , xd ∈ R+0 so, dass das durch ρ(C) :=
∫
C
∑d
i=0 xie
−mit dt, C ∈
B(R+0 ), definierte Maß Momente µd−j = cj/
(
d
j
)
hat. Nun folgt aus (3.4) die zweite Be-
hauptung.
Wa¨hrend die rechte Seite von (3.3) nur fu¨r konvexe Ko¨rper definiert ist, ist die linke Seite
fu¨r beliebige kompakte Mengen definiert. Da jeder Ko¨rper K in einer Kugel enthalten
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ist, fu¨hrt die Annahme, dass das d-te Moment von ρ existiert und endlich ist, dazu, dass∫
Vd(K+λB) dρ
+(λ) und
∫
Vd(K+λB) dρ
−(λ) endlich sind, also dass
∫
Vd(K+λB) dρ(λ)
existiert und endlich ist.
Wir wollen nun auch Hadwigers Darstellung des Wills-Funktionals verallgemeinern und
verwenden hierzu den nach Satz 1.4 definierten Begriff der Tailfunktion.
Satz 3.3. Sei ρ ein signiertes Maß auf R+0 mit endlichem d-ten Moment und Tailfunktion
G : R+0 → R. Sei B ⊆ Rd ein konvexer Ko¨rper mit 0 ∈ intB. Dann gilt fu¨r alle Ko¨rper
K ⊆ Rd, dass ∫
Rd
G(dB(K, x)) dx =
∫
R+0
Vd(K + λB) dρ(λ).
Beweis: Nach dem Satz von Fubini (Satz 1.3) gilt∫
Rd
G(dB(K, x)) dx =
∫
Rd
∫
R+0
1{dB(K,x)≤λ} dρ(λ) dx
=
∫
R+0
∫
Rd
1{dB(K,x)≤λ} dx dρ(λ)
=
∫
R+0
∫
Rd
1K+λB(x) dx dρ(λ)
=
∫
R+0
Vd(K + λB) dρ(λ).
Bem. 3.4. Auf Grund von Satz 1.4 und Lemma 1.5 wissen wir, dass die Funktionen G,
die in Satz 3.3 auftreten, genau die linksstetigen Funktionen von endlicher Totalvariation
mit limr→∞G(r) = 0 und
∫∞
0
G(r)rd−1 dr <∞ sind.
Def. 3.5. Sei B ein konvexer Ko¨rper und ρ ein signiertes Maß auf R+0 , dessen d-tes
Moment existiert und endlich ist. Dann nennen wir das Funktional
C → R, K 7→
∫
R+0
Vd(K + λB) dρ(λ)
ρ-gewichtetes B-Parallelvolumen.
Wir haben gesehen, dass es im Fall 0 ∈ intB eine eins-zu-eins-Beziehung zwischen den
Verallgemeinerungen von Hadwiger’s Darstellung des Wills-Funktionals und denen der
probabilistischen Darstellung, (3.1) bzw. (3.2), gibt. Die Funktionale, die durch diese
Beziehung verbunden sind, stimmen auf ihrem gesamten Definitionsbereich, na¨mlich C,
u¨berein. Da die Verallgemeinerungen von Hadwiger’s Darstellung nicht definiert sind, falls
0 /∈ intB, mu¨ssen wir sie also nicht weiter betrachten.
Allerdings mu¨ssen wir weiterhin die Verallgemeinerungen der urspru¨nglichen Darstellung
des Wills-Funktionals - na¨mlich die Linearkombinationen der gemischten Volumina - von
den gewichteten Parallelvolumina unterscheiden. Wa¨hrend die gewichteten Parallelvolu-
mina auf C definiert sind, sind die Linearkombinationen gemischter Volumina nur auf K
definiert. Daher ist es nicht u¨berraschend, dass die durch Satz 3.2 hergestellte Relation
nicht eins zu eins ist. Außerdem ha¨ngt die dort angegebene Umrechnung von der Dimensi-
on d des umgebenden Raums ab. Allerdings ist fu¨r das Wills-Funktional selbst ein Maß ρ
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auf R+0 bekannt, dessen gewichtetes Euklidisches Parallelvolumen in jeder Dimension das
Wills-Funktional darstellt. Dies wirft die Frage auf, ob man auch in anderen Situationen
eine dimensionsunabha¨ngige Umrechnung erreichen kann.
Wir behandeln dieses Problem nur im Euklidischen Fall (B = Bd), da es keine kano-
nische Art und Weise gibt, die Fragestellung fu¨r beliebige Eichko¨rper pra¨zise zu fassen.
Ein Funktional, das fu¨r jede Zahl d ∈ N+ auf Teilmengen des Rd definiert ist, heißt di-
mensionsinvariant, wenn fu¨r n > m und eine isometrische Einbettung des Rm in den Rn
das Funktional auf den Teilmengen des Rm eine Einschra¨nkung des Funktionals auf den
Teilmengen des Rn ist.
Motiviert durch die probabilistische Darstellung des Wills-Funktionals bezeichnen wir mit
Wd das Funktional, das jeden Ko¨rper K ⊆ Rd auf EVd(K + ΛBd) abbildet, wobei Λ eine
Zufallsvariable mit Verteilungsfunktion 1− e−pit2 , t ≥ 0, ist.
Satz 3.6. (i) Sei d < n und K ⊆ Rd kompakt. Dann gilt Wd(K) = Wn(K).
(ii) Seien d,m ∈ N+ und sei ρ ein signiertes Maß auf R+0 , dessen (d + m)-tes Moment
endlich ist. Weiter gelte∫
R+0
Vm(K + λB
m) dρ(λ) =
∫
R+0
Vn(K + λB
n) dρ(λ) (3.5)
fu¨r alle n ∈ {m, . . . ,m + d} und alle konvexen Ko¨rper K ⊆ Rm. Dann gibt es eine
Zahl c ∈ R so, dass fu¨r alle konvexen Ko¨rper L ⊆ Rd gilt∫
R+0
Vd(L+ λB
d) dρ(λ) = c ·Wd(L). (3.6)
(iii) Sei ρ nun ein (positives) Maß, fu¨r das alle Momente existieren. Falls nun (3.5)
fu¨r eine Zahl m und alle n > m und konvexen Ko¨rper K ⊆ Rm gilt, dann ist
ρ bis auf einen skalaren Faktor c das Maß aus der probabilistischen Darstellung
des Wills-Funktionals. Insbesondere ist dann Gleichung (3.6) fu¨r beliebige Ko¨rper
L ⊆ Rd, d ∈ N+, erfu¨llt.
Vor dem Beweis mo¨chten wir noch bemerken, dass man die Gleichung (3.5) nicht fu¨r alle
konvexen Ko¨rper K ⊆ Rd voraussetzen muss, sondern dass es reicht, wenn die Beziehung
fu¨r konvexe Ko¨rper K1, . . . , KN derart gilt, dass der Vektor (Vm(K1), . . . , Vm(KN)) keine
Linearkombination der Vektoren (Vj(K1), . . . , Vj(KN)), j = 0, . . . ,m−1, ist. Wir mo¨chten
an Hand eines Beispiels zeigen, dass es konvexe Ko¨rper mit dieser Eigenschaft gibt.
Beispiel 3.7. Wa¨hle t1, . . . , tm+1 ∈ R+0 paarweise verschieden und setze Ki := tiBd, i =
1, . . . ,m+ 1. Dann ist
(Vj(K1), . . . , Vj(Km+1)) = Vj(B
d)(tj1, . . . , t
j
m+1), j = 0, . . . ,m.
Auf Grund der Invertierbarkeit der Vandermonde-Matrix (Lemma 1.17), sind diese Vek-
toren linear unabha¨ngig.
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Beweis von Satz 3.6: (i) Da K nicht als konvex vorausgesetzt ist, ko¨nnen wir die
Aussage nicht aus der Dimensionsinvarianz der inneren Volumina folgern. Daher geben
wir einen Beweis, dessen wesentliche Ideen von Hadwiger [21, (2.1)] stammen. Weil die
Zufallsvariable Λ aus der Definition von Wd Tailfunktion e
−pit2 , t ≥ 0, hat, stimmt nach
Satz 3.3 Hadwiger’s Darstellung des Wills-Funktionals auf ganz C mit der probabilistischen
u¨berein. Also gilt
Wn(K) =
∫
Rn
exp{−pi · d(K, x)2} dx
=
∫
Rd
∫
Rn−d
exp{−pi · (d(K, y)2 + ‖z‖2)} dz dy
=
∫
Rd
exp{−pi · d(K, y)2} dy ·
∫
Rn−d
exp{−pi · ‖z‖2} dz
=
∫
Rd
exp{−pi · d(K, y)2} dy
= Wd(K).
(ii) Sei K ⊆ Rm ein konvexer Ko¨rper und n ∈ {m, . . . ,m+ d}. Dann ist∫
R+0
Vm(K + λB
m) dρ(λ) =
∫
R+0
m∑
j=0
κm−jλm−jVj(K) dρ(λ)
=
m∑
j=0
κm−j
∫
R+0
λm−j dρ(λ)Vj(K)
und genauso ∫
R+0
Vn(K + λB
n) dρ(λ) =
n∑
j=0
κn−j
∫
R+0
λn−j dρ(λ)Vj(K).
Aus (3.5) und der Tatsache, dass Vj(K) = 0, j = m+ 1, . . . , n, folgt
m∑
j=0
κm−j
∫
R+0
λm−j dρ(λ)Vj(K) =
m∑
j=0
κn−j
∫
R+0
λn−j dρ(λ)Vj(K).
Da K ein beliebiger konvexer Ko¨rper war, ko¨nnen wir auf Grund von Beispiel 3.7 einen
Koeffizientenvergleich durchfu¨hren und erhalten
κm−j
∫
R+0
λm−j dρ(λ) = κn−j
∫
R+0
λn−j dρ(λ)
fu¨r j = 0, . . . ,m. Sei k ∈ {0, . . . , d}. Indem man j = m und n = k+m = k+ j setzt, folgt
c := ρ(R+0 ) = κk
∫
R+0
λk dρ(λ).
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Also ∫
R+0
Vd(L+ λB
d) dρ(λ) =
d∑
j=0
κd−j
∫
R+0
λd−j dρ(λ)Vj(L)
=
d∑
j=0
cVj(L)
= c ·Wd(L).
(iii) Analog wie oben gibt es eine Zahl c ∈ R mit∫
R+0
λk dρ(λ) =
c
κk
, k ∈ N0. (3.7)
Offensichtlich gilt c ∈ R+0 . Sei ρ0 das Wahrscheinlichkeitmaß mit Verteilungsfunktion
1− e−pit2 . Eine direkte Rechnung zeigt∫
R+0
λk dρ0(λ) =
1
κk
, k ∈ N0.
Also ist (3.7) mit c · ρ0 an Stelle von ρ erfu¨llt. Um nun ρ = c · ρ0 nachzuweisen, reicht
es zu zeigen, dass es nur ein Maß ρ gibt, das Gleichung (3.7) erfu¨llt. Laut [48, Seite 20]
reicht es hierfu¨r nachzuweisen, dass lim supk→∞
1
k
2k
√
c/κk <∞. Es gilt aber
κk =
pik/2
Γ(k+2
2
)
>
1
kk
, k > 1,
und somit
lim sup
k→∞
1
k
2k
√
c
κk
≤ lim sup
k→∞
1
k
2k
√
c · kk
≤ lim sup
k→∞
2k
√
c · √k
k
= 0.
Also gilt ρ = c · ρ0 und somit∫
R+0
Vd(L+ λB
d) dρ(λ) = c ·Wd(L).
3.2 Eigenschaften der gewichteten Parallelvolumina
In diesem Abschnitt werden wir die signierten Maße charakterisieren, deren gewichte-
te Parallelvolumina translations-invariant, stetig, additiv bzw. submodular sind. Danach
werden wir die Monotonie der gewichteten Parallelvolumina untersuchen und zeigen, dass
ein gewichtetes Parallelvolumen das zugeho¨rige signierte Maß eindeutig bestimmt.
Ha¨ufig werden wir dabei nicht nur die gewu¨nschten Resultate beweisen, sondern allgemei-
nere Aussagen zeigen und die gewu¨nschten Aussagen als Korollare erhalten.
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Wir betrachten K wieder mit der Fell-Matheron-σ-Algebra (s. Abschnitt 1.6 und Anhang
A). Fu¨r ein signiertes Maß µ auf K mit∫
K
Vd(K + A) d|µ|(A) <∞, K ∈ C, (3.8)
definieren wir
fµ : C → R, K 7→
∫
K
Vd(K + A) dµ(A). (3.9)
Ein Funktional φ : C → R heißt translations-invariant, falls
φ(K + x) = φ(K)
fu¨r alle K ∈ C, x ∈ Rd, wobei K + x := {y + x|y ∈ K}.
Satz 3.8. Sei µ ein signiertes Maß auf K mit (3.8). Dann ist fµ translations-invariant.
Beweis: Folgt sofort aus der Translationsinvarianz des gewo¨hnlichen Volumens.
Direkt aus diesem Satz folgt:
Korollar 3.9. Sei ρ ein signiertes Maß auf R+0 mit endlichem d-ten Moment und B ⊆ Rd
ein konvexer Ko¨rper. Dann ist das ρ-gewichtete B-Parallelvolumen translations-invariant.
Wir wenden uns nun der Stetigkeit bzgl. der auf Seite 12 definierten Hausdorff-Metrik
dH zu. Hierzu erinnern wir uns, dass K0 die Menge aller konvexen Ko¨rper mit inneren
Punkten bezeichnet und R+ die Menge der positiven reellen Zahlen.
Satz 3.10. Sei µ ein signiertes Maß auf K mit (3.8). Dann ist fµ genau dann stetig,
wenn fµ = fµ˜, wobei µ˜ := µ|K0.
Beweis: Sei zuna¨chst fµ = fµ˜. Seien K ∈ C und (Ki)i∈N eine Folge in C, die gegen K
konvergiert. Nach Lemma 1.44 gilt limi→∞ Vd(Ki+A) = Vd(K+A) fu¨r alle A ∈ K0. Somit
folgt aus dem Satz von der majorisierten Konvergenz (Satz 1.2), dessen Voraussetzungen
wir unten u¨berpru¨fen, dass
lim
i→∞
fµ(Ki) = lim
i→∞
fµ˜(Ki)
= lim
i→∞
∫
K0
Vd(Ki + A) dµ˜(A)
=
∫
K0
Vd(K + A) dµ˜(A)
= fµ(K).
Da die Folge (Ki)i∈N konvergiert, gibt es ein S ∈ R+ mit Ki ⊆ SBd fu¨r alle i ∈ N. Nun
gilt Vd(Ki +A) ≤ Vd(SBd +A) fu¨r alle i ∈ N und A ∈ K0 und wegen Bemerkung 1.1 und
(3.8) ist ∫
K0
Vd(SB
d + A) d|µ˜|(A) ≤
∫
K
Vd(SB
d + A) d|µ|(A) <∞.
Also durften wir Satz 1.2 anwenden.
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Sei umgekehrt fµ stetig. Wir wiederholen µ˜ := µ|K0 und setzen η := µ− µ˜. Dann gilt
fη = fµ − fµ˜. (3.10)
Weil wir angenommen haben, dass fµ stetig ist und fµ˜ nach der bereits bewiesenen Rich-
tung dieses Satzes stetig ist, ist auch fη stetig. Sei nun K ⊆ Rd endlich. Dann gilt fu¨r jeden
konvexen Ko¨rper A ⊆ Rd ohne innere Punkte, dass Vd(K + A) = 0, woraus fη(K) = 0
folgt. Wegen Lemma 1.21 folgt hieraus fη = 0 und somit fµ = fµ˜.
Die Bedingung fµ = fµ˜ ist nicht a¨quivalent zu µ = µ˜. Wir werden am Ende dieses
Abschnitts, ab Seite 97, genauer darauf eingehen.
Korollar 3.11. Sei ρ ein signiertes Maß mit endlichem d-ten Moment und B ⊆ Rd
ein konvexer Ko¨rper mit inneren Punkten. Dann ist das ρ-gewichtete B-Parallelvolumen
genau dann stetig, wenn ρ({0}) = 0.
Beweis: Setze ρ˜ := ρ|R+ . Das ρ-gewichtete B-Parallelvolumen stimmt genau dann mit
dem ρ˜-gewichteten B-Parallelvolumen u¨berein, wenn ρ({0}) = 0. Somit folgt aus Satz
3.10 die Behauptung.
Der Konvexring ist definiert durch
R := {
⋃r
i=1
Ki|K1, . . . , Kr ∈ K, r ∈ N+}.
Ein Funktional φ : R → R heißt additiv, falls
φ(K ∪ L) + φ(K ∩ L) = φ(K) + φ(L)
fu¨r alle K,L ∈ R, wobei φ(∅) := 0 gesetzt wird.
Lemma 3.12. Sei µ ein signiertes Maß auf K mit (3.8), fu¨r das die Einschra¨nkung von
fµ auf den Konvexring additiv ist. Dann ist fµ(K) = 0 fu¨r jedes K ∈ R, das in der
Vereinigung von endlich vielen Hyperebenen enthalten ist.
Beweis: Sei K ∈ R zuna¨chst in einer Hyperebene enthalten. Es bezeichne u einen Ein-
heitsvektor, der orthogonal auf dieser Hyperebene steht. Weiter setzen wir
Ki :=
i⋃
l=1
(
K + l
i
u
)
, i ∈ N+,
und
L := {x+ λu|x ∈ K,λ ∈ [0, 1]}.
Dann ist Ki ∈ R fu¨r i ∈ N+ und L ∈ R. Da fµ nach Satz 3.8 translationsinvariant ist,
und wir angenommen haben, dass die Einschra¨nkung von fµ auf den Konvexring additiv
ist, folgt fu¨r jedes i ∈ N+
i · |fµ(K)| = |fµ(Ki)|
≤
∫
K
Vd(Ki + A) d|µ|(A)
≤
∫
K
Vd(L+ A) d|µ|(A).
KAPITEL 3. GEWICHTETE PARALLELVOLUMINA 90
Da i ∈ N+ beliebig war und der letzte Term endlich und unabha¨ngig von i ist, folgt
|fµ(K)| = 0.
Nun wollen wir die Voraussetzung, dassK in einer Hyperebene enthalten ist, abschwa¨chen.
In der Tat folgt induktiv, dass fµ(K) = 0 fu¨r alle K ∈ R, die in der Vereinigung von n
Hyperebenen enthalten sind, fu¨r n ∈ N+. Im Induktionsschritt verwendet man hierbei,
dass der Schnitt von zwei Elementen im Konvexring, die jeweils in n Hyperebenen ent-
halten sind, ebenfalls ein Element der Konvexrings und in n Hyperebenen enthalten ist,
sowie dass die Einschra¨nkung von fµ auf den Konvexring additiv ist.
Satz 3.13. Sei µ ein signiertes Maß auf K mit (3.8). Die Einschra¨nkung von fµ auf den
Konvexring ist genau dann additiv, wenn fµ ein skalares Vielfaches des Lebesgue-Maßes
ist.
Bevor wir diesen Satz beweisen, ziehen wir daraus das gewu¨nschte Korollar.
Korollar 3.14. Sei ρ ein signiertes Maß auf R+0 , dessen d-tes Moment endlich ist.
Dann ist die Einschra¨nkung des ρ-gewichteten B-Parallelvolumens auf den Konvexring
genau dann additiv, wenn das ρ-gewichtete B-Parallelvolumen ein skalares Vielfaches des
Lebesgue-Maßes ist.
Beweis: Dieses Korollar folgt sofort aus Satz 3.13. Alternativ kann man dieses Korollar
auch aus unten stehendem Satz 3.16 folgern.
Beweis von Satz 3.13: Die eine Richtung des Satzes folgt sofort daraus, dass das
Lebesgue-Maß und damit Einschra¨nkungen seiner skalaren Vielfachen additiv sind.
Sei also nun die Einschra¨nkung von fµ auf den Konvexring additiv. Sei K ⊆ Rd kompakt
und  > 0. Dann ist
{intB(x)|x ∈ K}
eine offene U¨berdeckung von K. Wegen der Kompaktheit von K gibt es nun eine endliche
Teilmenge A ⊆ K so, dass
{intB(x)|x ∈ A}
eine U¨berdeckung von K ist. Nun gilt offensichtlich A + Bd ∈ R und
K ⊆ A + Bd ⊆ K + Bd. (3.11)
Fu¨r i ∈ N setzen wir
Ki := {(x1, . . . , xd) ∈ A + Bd|∃s∈{1,...,d}, j∈Z : xs = j · 2−i}.
Das bedeutet, dass Ki der Schnitt der Menge A
 + Bd, die geringfu¨gig gro¨ßer als K ist,
mit einer Menge, die aus gitterfo¨rmig angeordneten Hyperebenen besteht, ist.
Sei nun B ⊆ Rd ein Ko¨rper, der aus mehr als einem Punkt besteht. Dann gilt
A + Bd +B =
∞⋃
i=0
(Ki +B) ∪ {x ∈ Rd|d(A +B, x) = }. (3.12)
Die Menge auf der rechten Seite ist offensichtlich in der Menge auf der linken Seite
enthalten. Zum Nachweis der umgekehrten Inklusion sei x ∈ A + Bd + B. Dann gilt
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d(A + B, x) ≤ . Im Falle d(A + B, x) =  ist x in der rechten Seite von (3.12) enthal-
ten, so dass wir von nun an d(A + B, x) <  annehmen ko¨nnen. Dann gibt es ′ <  mit
x ∈ A+B+′Bd und daher eine Zerlegung x = k+b mit k = (k1, . . . , kd) ∈ int(A+Bd)
und b = (b1, . . . , bd) ∈ B. Nun gibt es δ > 0 mit
{(v1, . . . , vd) ∈ Rd|∀s∈{1,...,d} : |ks − vs| ≤ δ} ⊆ A + Bd. (3.13)
Wa¨hle einen Punkt b′ = (b′1, . . . , b
′
d) ∈ B\{b} und eine Zahl i ∈ N mit 2−i < min{δ, 1√d‖b−
b′‖}. Nun gibt es eine Zahl s0 ∈ {1, . . . , d} mit |bs0 − b′s0| > 2−i, da sonst
‖b− b′‖2 =
d∑
s=1
|bs − b′s|2 ≤ d · (2−i)2 < ‖b− b′‖2.
Also gibt es λ ∈ [0, 1] und j ∈ Z mit ks0 + λ(bs0 − b′s0) = j · 2−i. Wa¨hle die kleinste Zahl
λ ∈ [0, 1] so, dass es S ∈ {1, . . . , d} und j ∈ Z gibt mit
kS + λ(bS − b′S) = j · 2−i.
Dann ist
|ks − (ks + λ(bs − b′s))| = λ · |bs − b′s| ≤ 2−i < δ
fu¨r alle s ∈ {1, . . . , d}, da sonst λ verkleinert werden kann. Wegen (3.13) folgt hieraus
k + λ(b − b′) ∈ A + Bd. Also ist k + λ(b − b′) ∈ Ki . Wegen der Konvexita¨t von B ist
λb′ + (1− λ)b ∈ B und somit
x = k + λ(b− b′) + λb′ + (1− λ)b ∈ Ki +B.
Damit ist (3.12) bewiesen.
Wegen Satz 1.43 gilt
Vd({x ∈ Rd|d(A +B, x) = }) = Vd(A +B + Bd)− lim
n→∞
Vd(A
 +B + (− 1
n
)Bd) = 0.
Daher ko¨nnen wir aus (3.12) schließen
lim
i→∞
Vd(K

i +B) = Vd(A
 + Bd +B). (3.14)
Weiter folgt aus Satz 1.42, dass
lim
→0
Vd(K +B + B
d)− Vd(K +B) = lim
→0
∫ 
0
Hd−1(bd(K +B + sBd)) ds = 0
und hieraus mit (3.11), dass
lim
→0
Vd(A
 +B + Bd) = Vd(K +B). (3.15)
Es bezeichne nun µ′ die Einschra¨nkung von µ auf die Menge aller konvexen Ko¨rper, die
aus mehr als einem Punkt bestehen. Dann ist η := µ−µ′ auf der Menge der einpunktigen
Ko¨rper konzentriert und somit ist fη ein skalares Vielfaches des Lebesgue-Maßes und daher
additiv. Weil die Einschra¨nkung von fµ auf den Konvexring als additiv vorausgesetzt ist,
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muss auch die Einschra¨nkung von fµ′ = fµ − fη auf den Konvexring additiv sein. Somit
folgt aus Lemma 3.12, dass
fµ′(K

i ) = 0, i ∈ N,  > 0, (3.16)
da die Mengen Ki im Konvexring liegen und in der Vereinigung von endlich vielen Hy-
perebenen enthalten sind.
Indem wir nun (3.15) zusammen mit dem Satz von der majorisierten Konvergenz (Satz
1.2), dessen Voraussetzungen wir unten u¨berpru¨fen, (3.14) zusammen mit diesem Satz,
und schließlich (3.16) verwenden, erhalten wir
fµ′(K) =
∫
K
Vd(K +B) dµ
′(B)
= lim
→0
∫
K
Vd(A
 +B + Bd) dµ′(B)
= lim
→0
lim
i→∞
∫
K
Vd(K

i +B) dµ
′(B)
= 0.
Wir konnten Satz 1.2 anwenden, da fu¨r alle i ∈ N,  ∈ (0, 1) und A ∈ K
Vd(A
 + A+ Bd) ≤ Vd(K + A+Bd) bzw. Vd(Ki + A) ≤ Vd(K + A+Bd)
gilt, und ∫
K
Vd(K +B
d + A) d|µ′|(A) ≤
∫
K
Vd(K +B
d + A) d|µ|(A) <∞
wegen Bemerkung 1.1 und (3.8).
Also ist fµ = fη und daher ist fµ ein skalares Vielfaches des Lebesgue-Maßes.
Eine Abschwa¨chung des Konzepts der Additivita¨t stellt das der Submodularita¨t dar. Ein
Funktional φ : R → R bzw. φ : C → R heißt submodular, falls
φ(K ∪ L) + φ(K ∩ L) ≤ φ(K) + φ(L)
fu¨r alle K,L ∈ R bzw. K,L ∈ C, wobei φ(∅) := 0. Wir stellen fest, dass wir den Begriff der
submodularen Funktion allgemeiner definieren ko¨nnen: Wir beno¨tigen nur, dass es fu¨r je
zwei Elemente des Definitionsbereichs ein Infimum und ein Supremum gibt, die ebenfalls
im Definitionsbereich liegen. Eine solche Struktur heißt Verband. Fu¨r Eigenschaften und
Anwendungen von submodularen Funktionalen auf beliebigen Verba¨nden, siehe z.B. [54].
Satz 3.15. Sei µ ein (nicht-negatives) Maß auf K mit (3.8). Dann ist fµ submodular.
Beweis: Fu¨r ein signiertes Maß µ ist fµ genau dann submodular, wenn∫
K
Vd(K + A) + Vd(L+ A)− Vd((K ∪ L) + A)− Vd((K ∩ L) + A) dµ(A) ≥ 0
fu¨r alle K,L ∈ C. Wegen
Vd((K∪L)+A) = Vd((K+A)∪(L+A)) = Vd(K+A)+Vd(L+A)−Vd((K+A)∩(L+A))
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fu¨r K,L ∈ C und A ∈ K ist dies a¨quivalent zu∫
K
Vd((K + A) ∩ (L+ A))− Vd((K ∩ L) + A) dµ(A) ≥ 0, K, L ∈ C. (3.17)
Dies ist aber fu¨r nicht-negative Maße µ immer erfu¨llt, da
(K ∩ L) + A ⊆ (K + A) ∩ (L+ A), K, L ∈ C, A ∈ K.
Satz 3.16. Sei ρ ein signiertes Maß auf R+0 mit endlichem d-ten Moment und B ein
konvexer Ko¨rper, der aus mehr als einem Punkt besteht. Dann sind folgende drei Aussagen
a¨quivalent:
(i) Das ρ-gewichtete B-Parallelvolumen ist submodular.
(ii) Die Einschra¨nkung des ρ-gewichteten B-Parallelvolumens auf den Konvexring ist
submodular.
(iii) Die Einschra¨nkung von ρ auf R+ ist ein Maß.
Beweis: Die Implikation
”
(i)⇒ (ii)“ ist trivial.
Sei (iii) erfu¨llt und ρ˜ := ρ|R+0 . Dann ist das ρ˜-gewichtete B-Parallelvolumen nach Satz 3.15
submodular. Die Differenz des ρ-gewichteten und des ρ˜-gewichteten B-Parallelvolumens
ist ein skalares Vielfaches des Lebesgue-Maßes. Also ist auch das ρ-gewichtete Parallelvo-
lumen submodular.
Sei nun (ii) erfu¨llt. Um (iii) nachzuweisen, setzen wir
fa,b : R+ → R, r 7→

r − a falls a ≤ r < a+b
2
,
b− r falls a+b
2
≤ r < b,
0 sonst,
b > a > 0,
und zeigen zuna¨chst ∫
R+
fa,b(λ) dρ(λ) ≥ 0, b > a > 0. (3.18)
Die Idee bei diesem ersten Beweisschritt ist es, Ko¨rper K und L derart zu konstruieren,
dass die Funktion
r 7→ Vd((K + rB) ∩ (L+ rB) \ ((K ∩ L) + rB))
proportional zu fa,b ist, wenn wir gewisse Randeffekte vernachla¨ssigen, und zu begru¨nden,
dass wir diese vernachla¨ssigen ko¨nnen. Dann folgt (3.18) aus (3.17).
Sei also b > a > 0. Wa¨hle einen Einheitsvektor u aus dem linearen Unterraum, der parallel
zur affinen Hu¨lle von B ist. Fu¨r R ≥ 0 bezeichne BuR den Euklidischen Ball von Radius
R in dem zu u orthogonalen Unterraum. Wegen der Translationsinvarianz des Volumens
ko¨nnen wir o.B.d.A. annehmen, dass max{〈x, u〉|x ∈ B} = max{〈x,−u〉|x ∈ B}. Wir
ku¨rzen
h := max{〈x, u〉|x ∈ B} und h⊥ := max{〈x, v〉|x ∈ B, v ∈ Sd−1, v ⊥ u}
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ab. Dann gilt h > 0 und h⊥ ≥ 0. Sei r ∈ R+0 und R > h⊥r. Setze nun
K := ({−hb · u} ∪ [ha · u, hb · u]) +BuR und L := ([−hb · u,−ha · u] ∪ {hb · u}) +BuR,
wobei [x, y] wieder die Strecke von x nach y bezeichnet. Nun zeigen wir fu¨r r ∈ [a, a+b
2
),
dass
((K + rB) ∩ (L+ rB)) \ ((K ∩ L) + rB) ⊆
[h(a− r) · u, h(r − a) · u] + (BuR+h⊥r \BuR−h⊥r) ∪ [h(a− r) · u, h(r − a) · u] +BuR−h⊥r.
(3.19)
Sei x ∈ ((K + rB) ∩ (L + rB)) \ ((K ∩ L) + rB). Dann gibt es k ∈ K und m ∈ B mit
x = k+rm. Da x /∈ (K∩L)+rB folgt k /∈ K∩L. Also 〈x, u〉 = 〈k, u〉−r〈m,−u〉 ≥ ha−rh.
Genauso folgt 〈x, u〉 ≤ h(r − a) und 〈x, v〉 ≤ R + h⊥r fu¨r v ∈ Sd−1 mit v ⊥ u. Somit ist
x ∈ [h(a− r) · u, h(r − a) · u] + BuR+h⊥r und deshalb ist x in der rechten Seite von (3.19)
enthalten.
Andererseits gilt
[h(a− r) · u, h(r − a) · u] +BuR−h⊥r ⊆ ((K + rB) ∩ (L+ rB)) \ ((K ∩ L) + rB). (3.20)
In der Tat, sei x ∈ [h(a− r) · u, h(r − a) · u] +BuR−h⊥r. Dann ist
−h < 1
r
(h(a− r) + ha) ≤ 1
r
(〈x, u〉+ ha) ≤ 1
r
(h(r − a) + ha) = h.
Daher gibt es m ∈ B mit 〈m,u〉 = 1
r
(〈x, u〉+ ha). Setze l := x− rm. Dann gilt
〈l, u〉 = 〈x, u〉 − r〈m,u〉 = 〈x, u〉 − r 1
r
(〈x, u〉+ ha) = −ha.
Fu¨r v ∈ Sd−1 mit v ⊥ u gilt
〈l, v〉 = 〈x, v〉+ r〈m,−v〉 ≤ R− h⊥r + rh⊥ = R.
Somit ist l ∈ L und x ∈ L+ rB. Analog zeigt man x ∈ K + rB. Angenommen, x wa¨re in
(K∩L)+rB. Dann ga¨be es k ∈ K∩L und m ∈ B mit x = k+rm. Dann gilt 〈k, u〉 = −hb
oder 〈k, u〉 = hb, o.B.d.A. ersteres. Wegen 2r < a+ b folgt
〈x, u〉 = 〈k, u〉+ r〈m,u〉 ≤ −hb+ rh < h(a− r),
im Widerspruch zur Wahl von x. Also x /∈ (K ∩ L) + rB, was den Beweis von (3.20)
abschließt.
Auf a¨hnliche Art und Weise zeigt man fu¨r r ∈ [a+b
2
, b), dass
((K + rB) ∩ (L+ rB)) \ ((K ∩ L) + rB) ⊆
[h(a− r) · u, h(r − a) · u] + (BuR+h⊥r \BuR−h⊥r) ∪ (h(r − b)u, h(b− r)u) +BuR−h⊥r,
und
(h(r − b)u, h(b− r)u) +BuR−h⊥r ⊆ ((K + rB) ∩ (L+ rB)) \ ((K ∩ L) + rB),
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wobei (x, y) := [x, y] \ {x, y}. Fu¨r r < a gilt
(K + rB) ∩ (L+ rB) = (K ∩ L) + rB
und fu¨r r > b folgt
((K + rB) ∩ (L+ rB)) \ ((K ∩ L) + rB) ⊆ [h(a− r)u, h(r − a)u] + (BuR+h⊥r \BuR−h⊥r).
In jeden Fall gilt also
2h · fa,b(r)κd−1(R− h⊥r)d−1 ≤ Vd
(
((K + rB) ∩ (L+ rB)) \ ((K ∩ L) + rB))
≤ 2h ·max{0, r− a}κd−1((R+ h⊥r)d−1− (R− h⊥r)d−1) + 2h · fa,b(r)κd−1(R− h⊥r)d−1.
Wegen des Satzes von der majorisierten Konvergenz (Satz 1.2), dessen Voraussetzungen
wir unten u¨berpru¨fen, und (3.17) folgt hieraus
2hκd−1
∫
R+
fa,b(λ) dρ(λ)
=
∫
R+
lim
R→∞
Vd
(
((K + λB) ∩ (L+ λB)) \ ((K ∩ L) + λB))
Rd−1
dρ(λ)
= lim
R→∞
1
Rd−1
∫
R+
Vd((K + λB) ∩ (L+ λB)) − Vd((K ∩ L) + λB) dρ(λ)
≥ 0.
Fu¨r λ ∈ R+ folgt aus
((K + λB) ∩ (L+ λB)) \ ((K ∩ L) + λB) ⊆ K + λB,
und Vd(K + λB) ≤ 2h(b+ λ) · κd−1(R + λh⊥)d−1, fu¨r R ≥ 1, dass
Vd
(
((K + λB) ∩ (L+ λB)) \ ((K ∩ L) + λB))
Rd−1
≤ 2κd−1h(b+ λ)(1 + λh⊥)d−1.
Weil wir vorausgesetzt haben, dass das d-te Moment (und damit auch alle niedrigeren
Momente) von ρ existieren, konnten wir also oben Satz 1.2 anwenden. Somit ist (3.18)
bewiesen.
Nun zeigen wir ρ((x, y)) ≥ 0 fu¨r y > x > 0. Hierfu¨r setzen wir x(n) := x+ 2−n(y−x) und
y(n) := y−2−n(y−x) fu¨r n ∈ N+. Dann ergibt der Satz von der majorisierten Konvergenz
mit der konstanten Funktion 1 als Majorante, dass
ρ((x, y)) =
∫
R+
1(x,y)(λ) dρ(λ)
=
2
y − x
∫
R+
fx,y(λ) +
∞∑
n=1
2n−1fx,x(n)(λ) +
∞∑
n=1
2n−1fy(n),y(λ) dρ(λ)
=
2
y − x
(∫
R+
fx,y(λ) dρ(λ) +
∞∑
n=1
2n−1
∫
R+
fx,x(n)(λ) dρ(λ)
+
∞∑
n=1
2n−1
∫
R+
fy(n),y(λ) dρ(λ)
)
≥ 0.
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Nun folgt leicht, dass auch ρ([x, y)) ≥ 0 fu¨r y > x > 0, und deshalb ist die Einschra¨nkung
von ρ auf R+ ein Maß.
Eine weitere interessante Frage ist die nach der Monotonie der gewichteten Parallelvolu-
mina. Ein Funktional φ : C → R bzw. φ : K → R heißt monoton, falls
L ⊆ K ⇒ φ(L) ≤ φ(K)
fu¨r alle K,L ∈ C bzw. K,L ∈ K.
Wir ko¨nnen die Maße, die monotone gewichtete Parallelvolumina haben, nicht einmal im
Euklidischen Fall charakterisieren. Allerdings ko¨nnen wir die Maße charakterisieren, fu¨r
die die Einschra¨nkung des gewichteten Parallelvolumens auf K monoton ist.
Satz 3.17. Sei ρ ein signiertes Maß auf R+0 mit endlichem d-ten Moment. Die Einschra¨n-
kung des ρ-gewichteten Parallelvolumens auf K ist genau dann monoton, wenn das 0-te
bis (d− 1)-te Moment von ρ nicht-negativ sind.
Beweis: Es bezeichne µj das j-te Moment von ρ. Dann folgt aus der Steiner-Formel
(1.24), dass ∫
R+0
Vd(K + λB
d) dρ(λ) =
d∑
j=0
κd−jµd−jVj(K), K ∈ K.
Wenn nun also µ0, . . . , µd−1 nicht-negativ sind, dann folgt die Monotonie der Einschra¨n-
kung des ρ-gewichteten Parallelvolumens daraus, dass die inneren Volumina monoton sind
(folgt direkt aus (1.21)) und V0(K) = 1 fu¨r alle K ∈ K gilt.
Die Ideen fu¨r den Beweis der Umkehrung haben wir vom Ende des Beweises von Hadwi-
ger’s Charakterisierungssatz ([20, Abschnitt 6.1.10]) u¨bernommen. Fu¨r i ∈ {1, . . . , d} und
R ∈ R+0 setzen wir
BiR := {(x1, . . . , xi, 0, . . . , 0)|‖(x1, . . . , xi)‖ ≤ R}.
Wir berechnen nun Vj(B
i
R). Auf Grund der Dimensionsinvarianz der inneren Volumina
ko¨nnen wir diese auch in einem Unterraum bestimmen. Fu¨r j > i ergibt sich Vj(B
i
R) = 0
durch Berechnung im Rj. Fu¨r j ≤ i folgt aus
Vi(B
i
R + rB
i
1) = (R + r)
iVi(B
i
1) =
i∑
j=0
(
i
j
)
Rjri−jκi =
i∑
j=0
κi−jri−j
Rj
(
i
j
)
κi
κi−j
,
dass
Vj(B
i
R) =
Rj
(
i
j
)
κi
κi−j
.
Die Funktion∫
R+0
Vd(B
i
R + λB
d) dρ(λ) =
d∑
j=0
κd−jµd−jVj(BiR) =
i∑
j=0
(
i
j
)
κd−jκi
κi−j
µd−jRj
ist monoton wachsend in R, da das ρ-gewichtete Parallelvolumen monoton ist. Also ist
µd−i ≥ 0.
Aus Satz 3.17 folgt sofort, dass das 0-te bis (d− 1)-te Moment von ρ nicht-negativ sind,
wenn das ρ-gewichtete Parallelvolumen monoton ist. Aber es gilt nicht die Umkehrung.
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Beispiel 3.18. Wir setzen ρ := δ1 − δ0, wobei hier δx, x ∈ R+0 , das Dirac-Maß auf R+0 in
x bezeichnet. Dann ist∫
R+0
λj dρ(λ) = 1j − 0j ≥ 0, j = 0, . . . , d− 1.
Aber es gilt ∫
R+0
Vd(B
d + λBd) dρ(λ) = Vd(2B
d)− Vd(Bd) = (2d − 1)κd
und ∫
R+0
Vd(S
d−1 + λBd) dρ(λ) = Vd(2Bd)− Vd(Sd−1) = 2dκd,
was wegen Sd−1 ⊆ Bd zeigt, dass das ρ-gewichtete Parallelvolumen nicht monoton ist.
Andererseits ist das ρ-gewichtete Parallelvolumen offensichtlich monoton, wenn ρ ein Maß
ist. Auch hier ko¨nnen wir wieder an Hand eines Beispiels zeigen, dass die Umkehrung nicht
gilt.
Beispiel 3.19. Wir setzen ρ := 1
rd
δr − 1sd δs fu¨r s > r > 0. Seien K,L ⊆ Rd zwei Ko¨rper
mit L ⊆ K. Mit α := s
r
gilt nach Satz 1.40∫
R+0
Vd(K + λB
d) dρ(λ)−
∫
R+0
Vd(L+ λB
d) dρ(λ)
=
∫
R+0
Vd((K + λB
d) \ (L+ λBd)) dρ(λ)
=
1
rd
Vd((K + rB
d) \ (L+ rBd))− 1
sd
Vd((K + sB
d) \ (L+ sBd))
=
1
sd
(
αdVd((K + rB
d) \ (L+ rBd))− Vd((K + αrBd) \ (L+ αrBd))
)
≥ 0.
Also ist das ρ-gewichtete Parallelvolumen monoton.
Nun wenden wir uns der Frage zu, ob ein signiertes Maß auf R+0 durch sein gewichte-
tes Parallelvolumen eindeutig bestimmt ist, oder allgemeiner, ob ein signiertes Maß µ
auf K durch das Funktional fµ eindeutig bestimmt ist. Wir werden dieses Frage noch
allgemeiner beantworten, da wir aus dieser allgemeineren Antwort in Abschnitt 4.1 in-
teressante Folgerungen ziehen ko¨nnen. Dazu betrachten wir signierte Maße auf C mit der
Fell-Matheron-σ-Algebra (siehe Abschnitt 1.6 und Anhang A).
Es ist leicht zu sehen, dass ein signiertes Maß µ auf K nicht eindeutig durch fµ bestimmt
ist. Wenn µ und η na¨mlich Dirac-Maße auf zwei konvexen Ko¨rpern, die durch Verschie-
bung auseinander hervorgehen, sind, dann impliziert die Translationsinvarianz des Volu-
mens fµ = fη. Um solche trivialen Gegenbeispiele auszuschließen, wa¨hlen wir wieder eine
Zentrumsfunktion. Fu¨r K ∈ C bezeichne c(K) den Mittelpunkt der Umkugel um K, die
nach Satz 1.29 eindeutig bestimmt ist. Wir bemerken, dass die Resultate des aktuellen
Abschnitts auch gelten wu¨rden, wenn wir an Stelle des Umkugelmittelpunkts eine andere
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messbare Funktion c : C → Rd mit c(K + x) = c(K) + x fu¨r K ∈ C und x ∈ Rd nehmen
wu¨rden; nur der Beweis von Korollar 3.22 wu¨rde etwas aufwendiger werden. Es bezeichne
C∗ := {K ∈ C|c(K) = 0}.
Wir erinnern uns, dass
C+M := {K + rM |K ∈ C, r > 0}, M ∈ C.
Lemma 3.20. Sei M ⊆ Rd ein Ko¨rper und µ ein signiertes Maß auf C∗ mit∫
C∗
Vd(K + A) d|µ|(A) <∞, K ∈ C,
und ∫
C∗
Vd(K + A) dµ(A) = 0, K ∈ C+M .
Dann ist µ = 0.
Beweis: Fu¨r ein Maß ρ auf C∗ definieren wir ein Maß Mρ auf C durch
Mρ(A) :=
∫
C∗
∫
Rd
1A(A+ x) dx dρ(A)
fu¨r jede messbare Menge A ⊆ C. Weiter haben wir
CC := {K ∈ C|C ∩K 6= ∅}, C ⊆ Rd,
und A∗ := {−x|x ∈ A} fu¨r A ∈ C gesetzt. Fu¨r C ∈ C+M∗ gilt C∗ ∈ C+M und somit
Mµ+(CC) =
∫
C∗
∫
Rd
1(A+x)∩C 6=∅ dx dµ+(A)
=
∫
C∗
Vd(C + A
∗) dµ+(A)
=
∫
C∗
Vd(C
∗ + A) dµ(A) +
∫
C∗
Vd(C + A
∗) dµ−(A)
=
∫
C∗
Vd(C + A
∗) dµ−(A)
= Mµ−(CC).
Wegen Lemma 1.47 folgt hieraus Mµ+ = Mµ− .
Sei nun A ⊆ C∗ messbar. Weil A+x = A′+x′ fu¨r A,A′ ∈ C∗ und x, x′ ∈ Rd offensichtlich
A = A′ und x = x′ impliziert, folgt
Mµ+({A+ x|A ∈ A, x ∈ [0, 1]d}) =
∫
C∗
∫
Rd
1A(A)1[0,1]d(x) dx dµ
+(A) = µ+(A).
Da die selbe U¨berlegung auch fu¨r µ− anstelle von µ+ gilt, folgt µ+(A) = µ−(A). Also
µ = 0.
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Korollar 3.21. Seien µ und η zwei signierte Maße auf K∗ mit (3.8). Dann ist fµ = fη
a¨quivalent zu µ = η.
Beweis: Wegen Lemma 3.20 ist fµ−η = 0 a¨quivalent zu µ − η = 0. Hieraus folgt sofort
die Behauptung.
Korollar 3.22. Seien ρ und η zwei signierte Maße auf R+0 mit endlichem d-ten Moment
und B ein konvexer Ko¨rper, der aus mehr als einem Punkt besteht. Dann stimmen das
ρ-gewichtete und das η-gewichtete B-Parallelvolumen genau dann u¨berein, wenn ρ = η.
Beweis: Setze B˜ := B − c(B). Da nun die gewichteten B-Parallelvolumina mit den
gewichteten B˜-Parallelvolumina u¨bereinstimmen und λB˜ ∈ K∗ fu¨r alle λ ∈ R+0 gilt, folgt
die Behauptung aus Korollar 3.21.
3.3 Ableitungen
In diesem Abschnitt betrachten wir die Funktionen, die eine nicht-negative Zahl r auf
fµ(rK) abbilden, wobei µ ein signiertes Maß auf K und K ⊆ Rd ein Ko¨rper ist. Wir zeigen
zuna¨chst, dass diese Funktionen in r > 0 unendlich oft differenzierbar sind, falls µ sehr
starke Regularita¨tsvoraussetzungen erfu¨llt, z.B. fµ das Wills-Funktional ist. Anschließend
werden wir unter schwachen Regularita¨tsvoraussetzungen Formeln fu¨r die erste und, sofern
sie existiert, die zweite Ableitung in r = 0 angeben. Der la¨ngste Teil dieses Abschnitts wird
dann darin bestehen, hinreichende Bedingungen fu¨r die Existenz der zweiten Ableitung
anzugeben.
In diesem Abschnitt werden wir manchmal den Spezialfall des Wills-Funktionals gesondert
betrachten. Genauer gesagt, betrachten wir, motiviert durch (1.31), das Funktional
W : C → R, K 7→ EVd(K + ΛBd),
wobei Λ eine R+0 -wertige Zufallsvariable mit Verteilungsfunktion 1− e−pit2 ist.
Satz 3.23. Sei B ⊆ Rd ein konvexer Ko¨rper und X ⊆ Rd eine zufa¨llige kompakte Menge
mit EVd(convX +xB) <∞ fu¨r alle x > 0 und ρ ein signiertes Maß auf R+0 , das absolut-
stetig bzgl. des Lebesgue-Maßes ist mit einer Dichte der Form f(λ) =
∑n
i=1 yie
Pi(λ), wobei
die yi ∈ R und die Pi auf R+ streng monoton fallende Polynome sind fu¨r i = 1, . . . , n, n ∈
N. Dann ist die Funktion r 7→ E ∫ Vd(rX + λB) dρ(λ) in jedem Punkt r > 0 unendlich
oft differenzierbar.
Insbesondere gilt dies fu¨r die Funktion r 7→ EW (rX) und wenn ρ ein in Satz 3.2 kon-
struiertes Maß ist.
Beweis: Aus den Voraussetzungen folgt, dass alle Momente von ρ existieren. Aus EVd(X+
xB) <∞ fu¨r alle x > 0 und dem Satz von Fubini (Satz 1.3) schließen wir
E
∫
R+0
Vd(rX + λB) dρ(λ) = r
d
∫
R+0
EVd(X + λrB) dρ(λ)
= rd
∫ ∞
0
EVd(X + λrB)f(λ) dλ
= rd
∫ ∞
0
EVd(X + xB)f(rx)r dx.
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Der Integrand des letzten Integrals ist offensichtlich fu¨r alle x ∈ R+0 unendlich oft diffe-
renzierbar. Wir begru¨nden nun, dass hieraus folgt, dass das Integral unendlich oft diffe-
renzierbar ist.
Es gibt fu¨r alle k ∈ N Zahlen ckαβ;i, α, β ∈ N, i ∈ {1, . . . , n}, die fast alle 0 sind, mit
∂k
∂rk
f(rx)r =
∑
α,β,i
yic
k
αβ;ir
αxβePi(rx).
Definiere ein Polynom P ki (s, x) =
∑
α,β |yickαβ;i|sαxβ. Wa¨hle R0 ∈ (0, r) und R1 > r. Dann
ist die Funktion
h : R+0 → R, x 7→ E
∑
i
Vd(X + xB)P
k
i (R1, x)e
Pi(R0x)
Lebesgue-integrierbar, da
EVd(X + xB) ≤ EVd(convX + xB)
und letzterer Term ein Polynom in x ist. Außerdem gilt fu¨r alle s ∈ (R0, R1) und alle
x ≥ 0, dass
h(x) ≥ E
∑
i
Vd(X + xB)P
k
i (s, x)e
Pi(sx)
≥ |EVd(X + xB)
∑
α,β,i
yic
k
αβ;is
αxβePi(sx)|.
Daher la¨sst sich Satz 1.9 induktiv anwenden, was die Behauptung liefert.
Fu¨r eine konvexe und kompakte Menge B ⊆ Rd setzen wir
R(B) := sup{ρ ∈ R+0 |ρBd ist Summand von B}
und bezeichnen das Minimum vom Radius der Umkugel und 1 mit S(B).
Satz 3.24. Sei X ⊆ Rd, d > 1, eine zufa¨llige kompakte Menge mit E (diamX)d < ∞
und µ ein signiertes Maß auf K, das ∫K S(A)d−1 d|µ|(A) <∞ erfu¨llt, der Integrabilita¨ts-
bedingung (3.8) genu¨gt und auf der Menge aller konvexen Ko¨rper, die einen Ball als
Summanden enthalten, konzentriert ist. Dann ist r 7→ Efµ(rX) in r = 0 differenzierbar
mit
d
dr
Efµ(rX)|r=0 = d
∫
K
EV (convX[1], A[d− 1]) dµ(A). (3.21)
Beweis: Wir zeigen die Behauptung zuna¨chst in dem Spezialfall, dass µ das Dirac-Maß
in einem konvexen Ko¨rper B mit einem Ball als Summanden ist und X deterministisch
ist. Auch wenn dies einfach aus [30, Corollary 2(2)] gefolgert werden kann, halten wir es
fu¨r gerechtfertigt, einen auf Satz 2.15 basierenden Beweis zu geben. Wegen Satz 2.15 gibt
es fu¨r die Funktion
∆ : R+0 → R+0 , s 7→ Vd(convX + sB)− Vd(X + sB),
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eine Konstante c ∈ R+0 mit ∆(s) < c · sd−3 fu¨r s > 1. Mit (1.18) folgt
Vd(rX +B) = r
d · Vd(X + 1rB)
= rd ·
(
d∑
j=0
(
d
j
)
(1
r
)d−jV (convX[j], B[d− j])−∆(1
r
)
)
=
d∑
j=0
(
d
j
)
rjV (convX[j], B[d− j])− rd ·∆(1
r
) (3.22)
Wegen 0 ≤ rd ·∆(1
r
) ≤ c · r3 fu¨r r ≤ 1 folgt
d
dr
Vd(rX +B) = dV (convX[1], B[d− 1]).
Weiter gilt fu¨r r < 1, dass
Vd(rX +B)− Vd(B)
r
≤
∑d
j=0
(
d
j
)
rjV (convX[j], B[d− j])− Vd(B)
r
=
d∑
j=1
(
d
j
)
rj−1V (convX[j], B[d− j])
≤
d∑
j=1
(
d
j
)
V (convX[j], B[d− j])
≤
d∑
j=1
(
d
j
)
(diamX)j(diamB)d−jκd.
Wegen der Voraussetzungen E (diamX)d < ∞ und ∫K S(A)d−1 d|µ|(A) < ∞ folgt mit
Hilfe von Satz 1.9 aus dem oben bewiesenen Spezialfall der allgemeine Fall.
Satz 3.25. Sei X ⊆ Rd, d > 1, eine zufa¨llige kompakte Menge mit E (diamX)d+1 < ∞
und µ ein signiertes Maß auf K, das der Integrabilita¨tsbedingung (3.8) genu¨gt und∫
K
S(A)d
R(A)3
d|µ|(A) <∞
erfu¨llt. Falls die zweite Ableitung existiert, gilt
d2
dr2
Efµ(rX)|r=0 = d(d− 1)
∫
K
EV (convX[2], A[d− 2]) dµ(A). (3.23)
Beweis: Sei Z := convX. Nach Satz 2.15 gibt es fu¨r jeden konvexen Ko¨rper B, der einen
Ball als Summanden entha¨lt, eine Funktion ∆B : R+0 → R+0 mit
EVd(X + sB) = EVd(Z + sB)−∆B(s)
so, dass
0 ≤ ∆B(s) < c · S(B)
d
R(B)3
sd−3 (3.24)
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fu¨r alle s > 1 mit einer von B unabha¨ngigen, aber von der Verteilung von X abha¨ngigen,
Konstante c. Genau wie in (3.22) folgt hieraus
Efµ(rX) =
d∑
j=0
(
d
j
)
rj
∫
K
EV (Z[j], A[d− j]) dµ(A)−
∫
K
rd∆A(
1
r
) dµ(A). (3.25)
Weiter folgt fu¨r r < 1∣∣∣∣∫K rd∆A(1r ) dµ(A)
∣∣∣∣ ≤ ∫K rd · c · S(A)
d
R(A)3
(1
r
)d−3 d|µ|(A) ≤ r3 · c ·
∫
K
S(A)d
R(A)3
d|µ|(A). (3.26)
Angenommen, Efµ(rX) ist zweimal differenzierbar mit
d2
dr2
Efµ(rX)|r=0 6= d(d− 1)
∫
K
EV (convX[2], A[d− 2]) dµ(A). (3.27)
Wegen (3.25) ist dann h(r) :=
∫
K r
d∆A(
1
r
) dµ(A) ebenfalls zweimal differenzierbar mit
h′′(0) 6= 0, o.B.d.A. h′′(0) > 0. Dann konvergiert h′(r) so viel langsamer gegen 0 als
r2, dass es  ∈ (0, 1) gibt mit h′(r) > 3r2c ∫K S(A)d/R(A)3 d|µ|(A) fu¨r alle r ∈ (0, ).
Indem man dies u¨ber (0, ) integriert, erha¨lt man h() > 3c
∫
K S(A)
d/R(A)3 d|µ|(A), im
Widerspruch zu (3.26).
Wir werden nun die Existenz der zweiten Ableitung in (3.23) untersuchen. Zuna¨chst wer-
den wir zeigen, dass sie in Dimension 2 bei einer geeigneten Modifikation des Ableitungs-
begriffs immer existiert. Danach werden wir zeigen, dass sie fu¨r den Fall existiert, dass
das Funktional fµ ein gewichtetes Parallelvolumen ist, das zusa¨tzlichen Regularita¨tsbe-
dingungen genu¨gt.
Wir setzen R′(B) := min{R(B), 1} fu¨r B ∈ K.
Satz 3.26. Sei X ⊆ R2 eine zufa¨llige kompakte Menge, deren Durchmesser endliches 5-
tes Moment besitzt und µ ein signiertes Maß auf der Menge aller strikt konvexen Ko¨rper,
das der Integrabilita¨tsbedingung (3.8) genu¨gt und∫
K
S(A)5
R′(A)6
d|µ|(A) <∞
erfu¨llt. Dann ist h1(r) :=
d
dr
Efµ(rX) fu¨r fast alle r ∈ R+ definiert und es gilt
lim
r→0
h1(r)− h1(0)
r
= 2EV2(convX) · µ(K).
Beweis: Wir setzen wieder Z := convX. Fu¨r einen strikt konvexen Ko¨rper B ⊆ R2
bezeichne wieder ∆B(s) := E[V2(Z + sB) − V2(X + sB)] und ∆1B(s) := dds∆B(s) fu¨r alle
s, in denen diese Ableitung existiert. Falls B daru¨ber hinaus einen Ball als Summanden
entha¨lt, gibt es nach Satz 2.24 eine von B unabha¨ngige, aber von der Verteilung von X
abha¨ngige, Konstante c˜ so, dass
|∆1B(s)| < c˜ ·
S(B)5
R′(B)6s2
(3.28)
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fu¨r alle s > 1, in denen ∆1B definiert ist.
Unsere Strategie ist nun, die Ableitung der rechten Seiten von (3.25) zu berechnen. Fu¨r
r < 1 und einen strikt konvexen Ko¨rper B ⊆ R2 mit einem Ball als Summanden gilt nach
(3.24) und (3.28)
| d
dr
r2∆B(
1
r
)| = |2r∆B(1r ) + r2∆1B(1r ) · −1r2 |
≤ 2r · cS(B)
2
R(B)3
(1
r
)−1 + c˜ · S(B)
5
R′(B)6(1/r)2
=
(
2c
S(B)2
R(B)3
+ c˜ · S(B)
5
R′(B)6
)
· r2
≤ (2c+ c˜) S(B)
5
R′(B)6
· r2.
Somit folgt aus Satz 1.9, dessen Voraussetzungen wegen | d
ds
(s2∆A(
1
s
))| ≤ (2c + c˜) S(A)5
R′(A)6
fu¨r alle s ∈ (0, 1) und A ∈ K erfu¨llt sind,∣∣∣∣ ddr ∫K r2∆A(1r ) dµ(A)
∣∣∣∣ = ∣∣∣∣∫K ddr (r2∆A(1r )) dµ(A)
∣∣∣∣ ≤ (2c+ c˜)∫K S(A)
5
R′(A)6
d|µ|(A) · r2.
Hieraus, aus (3.21) und (3.25) schließen wir
lim
r→0
h1(r)− h1(0)
r
= lim
r→0
d
dr
E
∫
K Vd(rX + A) dµ(A)− 2
∫
K EV (Z[1], A[1]) dµ(A)
r
= lim
r→∞
∑2
j=1
(
2
j
)
jrj−1
∫
K EV (Z[j], A[2− j]) dµ(A)− 2
∫
K EV (Z[1], A[1]) dµ(A)
r
− lim
r→0
d
dr
∫
K r
2∆A(
1
r
) dµ(A)
r
= 2
∫
K
EV (Z[2], A[0]) dµ(A)− 0
= 2EV2(Z) · µ(K).
Satz 3.27. Sei X ⊆ Rd, d > 1, eine zufa¨llige kompakte Menge mit E(diamX)d+1 < ∞
und B ⊆ Rd ein konvexer Ko¨rper mit einem Summanden der Form RBd, R > 0. Sei
weiter ρ ein signiertes Maß auf R+0 , dessen d-tes Moment endlich ist und das absolut-
stetig bzgl. des Lebesgue-Maßes mit einer differenzierbaren Dichte g ist. Angenommen, es
gibt eine Konstante A > 0 so, dass fu¨r alle x ∈ R+ gilt
|g(x)| ≤ A
xd−1
, |g(x)| ≤ A, |g′(x)| ≤ A
xd
, |g′(x)| ≤ A
x
.
Dann ist die Funktion r 7→ E ∫ Vd(rX + λB) dρ(λ) zweimal in r = 0 differenzierbar mit
d2
dr2
E
∫
Vd(rX + λB) dρ(λ) = d(d− 1)µd−2EV (convX[2], B[d− 2]),
wobei µd−2 das (d− 2)-te Moment von ρ ist.
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Beweis: Wir mu¨ssen bezu¨glich der Dimension eine Fallunterscheidung machen. Zuerst
betrachten wir den Fall d ≥ 3.
Es bezeichne wieder Z := convX und ∆A(s) := Vd(Z + sA)− Vd(X + sA) fu¨r s > 0 und
kompakte und konvexe Ko¨rper A. Fu¨r s, λ ∈ R+ gilt, dass
∆λB(s) = Vd(Z + sλB)− Vd(X + sλB) = ∆B(sλ).
Wegen Korollar 2.19 gibt es Konstanten c und c1 mit ∆(s) < c · sd−3 + c1 fu¨r alle s ∈ R+0 ,
wobei ∆ := ∆B ist.
Wir setzen wieder h(r) :=
∫
R+0
rd∆(λ
r
) dρ(λ). Nun berechnen wir die Ableitung von h in
einem Punkt r ≥ 0. Es gilt
h(r) =
∫ ∞
0
rd∆(λ
r
)g(λ) dλ =
∫ ∞
0
∆(x)g(rx)rd+1 dx.
Um diesen Ausdruck mit Hilfe von Satz 1.9 ableiten zu ko¨nnen, mu¨ssen wir zeigen, dass die
Ableitung des Integranden eine integrierbare Majorante besitzt. Sei R1 > 1. Wir ku¨rzen,
wie u¨blich, a ∧ b := min{a, b} ab. Dann gilt fu¨r alle r ∈ [0, R1], dass
| d
dr
∆(x)g(rx)rd+1|
= |∆(x)g′(rx)xrd+1 + (d+ 1)∆(x)g(rx)rd|
≤ (cxd−3 + c1)[ A
(rx)d
∧ A
rx
]xrd+1 + (d+ 1)(cxd−3 + c1)[
A
(rx)d−1
∧ A]rd
= (1 + d+ 1)(cxd−3 + c1)[
A
(rx)d−1
∧ A]rd
= (d+ 2)[(cx−2 + c1x1−d)Ar ∧ (cxd−3 + c1)Ard]
≤ (d+ 2)[(cx−2 + c1x1−d)AR1 ∧ (cxd−3 + c1)ARd1].
Weiter gilt ∫ ∞
0
[(cx−2 + c1x1−d)AR1 ∧ (cxd−3 + c1)ARd1] dx
≤ ARd1
∫ ∞
0
[(cx−2 + c1x1−d) ∧ (cxd−3 + c1)] dx
<∞.
Man bemerke den Unterschied zwischen der Situation hier und der Situation von Satz
3.23: In Satz 3.23 wollten wir beim Ausdruck d
dr
∫∞
0
EVd(X + xB)g(rx)rd+1 dx Ableitung
und Integral vertauschen. Die dafu¨r no¨tige Integrabilita¨tsbedingung war nur fu¨r r > 0
und nicht fu¨r r = 0 erfu¨llt. Jetzt haben wir EVd(X + xB) durch das viel kleinere ∆(x)
ersetzt, wodurch jetzt die Integrabilita¨tsbedingung auch fu¨r r = 0 erfu¨llt ist.
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Fu¨r r ∈ [0, 1] gilt weiter
|h′(r)| =
∣∣∣∣∫ ∞
0
d
dr
∆(x)g(rx)rd+1 dx
∣∣∣∣
=
∣∣∣∣∫ ∞
0
∆(x)(g′(rx)xrd+1 + (d+ 1)g(rx)rd) dx
∣∣∣∣
≤
∫ ∞
0
rd−1∆(λ
r
) (|g′(λ)|λ+ (d+ 1)|g(λ)| ) dλ
≤
∫ ∞
0
rd−1∆(λ
r
)
(
[
A
λd
∧ A
λ
]λ+ (d+ 1)[
A
λd−1
∧ A]
)
dλ
=
∫ ∞
0
rd−1∆(λ
r
)(d+ 2)[
A
λd−1
∧ A] dλ
≤
∫ ∞
0
rd−1(c(λ
r
)d−3 + c1)(d+ 2)[
A
λd−1
∧ A] dλ
≤ r2
∫ ∞
0
(cλd−3 + c1)(d+ 2)[
A
λd−1
∧ A] dλ.
Der Integrand in der letzten Zeile ist fu¨r λ→ 0 von der Ordnung λ0 und fu¨r λ→∞ von
der Ordnung λ1−d. Wegen d ≥ 3 ist das Integral also endlich. Damit folgt aber h′′(0) = 0,
was, wie aus dem Beweis von Satz 3.25 hervorgeht, die Behauptung zeigt.
Nun wenden wir uns dem Fall d = 2 zu. Seien hier wieder ∆, c und h wie oben. Dann
gilt ∆(s) < cs−1 fu¨r alle s > 0. Mit der lokalen Beschra¨nktheit von ∆ folgt, dass es eine
Konstante c′ gibt mit ∆(s) < c′ fu¨r alle s > 0.
Auch in diesem Fall la¨sst sich die Ableitung von h mit Hilfe von Satz 1.9 berechnen.
Allerdings geht der Nachweis der Majorante etwas anders. Sei also R1 > 1 und r ∈ [0, R1].
Dann gilt
| d
dr
∆(x)g(rx)r3| = |∆(x)g′(rx)xr3 + 3∆(x)g(rx)r2|
≤ [cx−1 ∧ c′] · [ A
(rx)2
∧ A
rx
]xr3 + 3[cx−1 ∧ c′] · [ A
rx
∧ A]r2
= (3 + 1)[cx−1 ∧ c′] · [ A
rx
∧ A]r2
≤ 4A[cx−1 ∧ c′] · [ r
x
∧ r2]
≤ 4A[cx−1 ∧ c′] · [R1
x
∧R21].
Weiter gilt ∫ ∞
0
4A[cx−1 ∧ c′] · [R1
x
∧R21] dx ≤ 4AR21
∫ ∞
0
[ c
x2
∧ c′
]
dx <∞.
Da die Anwendbarkeit von Satz 1.9 gesichert ist, ko¨nnen wir fu¨r r ∈ [0, 1] wie oben weiter
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schließen
|h′(r)| =
∣∣∣∣∫ ∞
0
d
dr
∆(x)g(rx)r3 dx
∣∣∣∣
=
∣∣∣∣∫ ∞
0
∆(x)(g′(rx)xr3 + 3g(rx)r2) dx
∣∣∣∣
≤
∫ ∞
0
r ·∆(λ
r
) (|g′(λ)|λ+ 3|g(λ)| ) dλ
≤
∫ ∞
0
r ·∆(λ
r
)
(
[
A
λ2
∧ A
λ
]λ+ 3[
A
λ
∧ A]
)
dλ
≤
∫ ∞
0
r · [c(λ
r
)−1 ∧ c1] · 4[A
λ
∧ A] dλ
≤ 4r
∫ ∞
0
[
crA
λ2
∧ c1A] dλ
= 4r
∫ √ crA
c1A
0
c1Adλ+ 4r
∫ ∞
√
crA
c1A
crA
λ2
dλ
= 4r
√
cr
c1
· c1A+ 4r crA√
cr/c1
= 8r
√
r · A√c · c1.
Hieraus folgt wie oben die Behauptung.
Korollar 3.28. Sei X ⊆ Rd, d ≥ 2, eine zufa¨llige kompakte Menge mit E(diamX)d+1 <
∞. Dann ist r 7→ EW (rX) in r = 0 zweimal differenzierbar und es gilt
d
dr
EW (rX)|r=0 = EV1(convX)
und
d2
dr2
EW (rX)|r=0 = 2EV2(convX).
Beweis: Fu¨r die Zufallsvariable Λ aus der Definition von W gilt
κd−1EΛd−1 = κd−2EΛd−2 = 1.
Nun folgt aus Satz 3.24 und (1.23), dass
d
dr
EW (rX)|r=0 =
(
d
1
)
EΛd−1 · EV (convX[1], Bd[d− 1])
= κd−1EΛd−1 · EV1(convX)
= EV1(convX).
Um Satz 3.27 anwenden zu ko¨nnen, mu¨ssen wir zeigen, dass die Lebesgue-Dichte g(x) =
2pix · e−pix2 von Λ die dort genannten Bedingungen erfu¨llt. Es gilt g′(x) = 2pi · e−pix2 −
4pi2x2 · e−pix2 , also |g′(x)| ≤ (2pi + 4pi2x2) · e−pix2 .
KAPITEL 3. GEWICHTETE PARALLELVOLUMINA 107
Auf Grund der Beziehungen
lim
x→0
2pix · e−pix2 = 0
lim
x→∞
2pix · e−pix2 · xd−1 = 0
lim
x→0
(2pi + 4pi2x2) · e−pix2 = 2pi
lim
x→∞
(2pi + 4pi2x2) · e−pix2 · xd = 0
la¨sst sich Satz 3.27 anwenden, womit die zweite Behauptung genau wie die erste folgt.
Wir wollen an Hand eines Beispiels zeigen, dass zu den vorangegangenen Sa¨tzen analoge
Aussagen fu¨r die dritte Ableitung nicht gelten. Nicht einmal d
3
dr3
W (rK)|r=0 = 6V3(convK)
gilt allgemein.
Beispiel 3.29. Sei K ⊆ R3 eine Menge, deren Parallelvolumen ein Polynom ist, V3(K +
sB3) =
∑3
i=0 cis
i. Es sei Λ wieder die Zufallsvariable mit Verteilungsfunktion 1−e−pit2 , t ≥
0. Dann gilt
W (rK) = r3 EV3(K +
Λ
r
B3)
= r3E
3∑
i=0
ci
(
Λ
r
)i
=
3∑
i=0
ciEΛi r3−i
Also ist
d3
dr3
W (rK)|r=0 = d
3
dr3
3∑
i=0
ciEΛi r3−i|r=0 = 6c0 = 6V3(K + 0Bd) = 6V3(K).
Die Frage, ob aus den Voraussetzungen (insbesondere, dass das Parallelvolumen von K
ein Polynom ist) folgt, dass V3(K) = V3(convK), ist zu verneinen (vgl. Abschnitt 2.4).
3.4 Polynomiale gewichtete Parallelvolumina
Wie im letzten Abschnitt, so betrachten wir auch in diesem die Funktion, die eine nicht-
negative reelle Zahl r auf ein gewichtetes Parallelvolumen von rK abbildet, wobei K ein
fester Ko¨rper ist. Wir werden zeigen, dass diese Funktion ein Polynom ist, wenn K konvex
ist, und dass unter bestimmten Voraussetzungen, die eine gewisse 2-Dimensionalita¨t er-
zwingen, auch die Umkehrung gilt. Anstelle der gewichteten Parallelvolumina ko¨nnen wir
dabei ha¨ufig allgemeiner die durch (3.9) definierten Funktionale fµ betrachten. Im zwei-
ten Teil dieses Abschnitts werden wir lokale Versionen der gewichteten Parallelvolumina
einfu¨hren und so die Konvexita¨t von K ohne die oben angedeuteten 2-Dimensionalita¨ts-
Voraussetzungen charakterisieren.
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Satz 3.30. Sei µ ein signiertes Maß auf K und X ⊆ Rd ein zufa¨lliger konvexer Ko¨rper
mit Ef|µ|(X) <∞. Dann ist
R+0 → R+0 , r 7→ Efµ(rX)
ein Polynom.
Beweis: Sei r ∈ R+0 . Fu¨r j = 0, . . . , d gilt nach (1.18)
E
∫
K
V (X[j], A[d− j]) d|µ|(A) ≤ E
∫
K
Vd(X + A) d|µ|(A) <∞.
Aus (1.18) und (1.20) folgt nun, dass
E fµ(rX) = E
∫
K
d∑
j=0
(
d
j
)
V (rX[j], A[d− j]) dµ(A)
=
d∑
j=0
(
d
j
)
E
∫
K
V (X[j], A[d− j]) dµ(A) · rj.
Die Umkehrung dieses Satzes gilt, falls das signierte Maß µ ein Maß ist und auf den auf
Seite 34 definierten Scheibenko¨rpern konzentriert ist. Die pra¨zise Formulierung verwendet
weitere auf Seite 35 definierte Begriffe.
Satz 3.31. Sei X ⊆ Rd eine zufa¨llige kompakte Menge und µ ein Maß mit (3.8), das auf
den Scheibenko¨rpern konzentriert ist. Wir nehmen
E
∫
K
Vd(XA + A) dµ(A) <∞ ∧ E
∫
K
Vd((XA + A) \XA) · (diamX) · δA dµ(A) <∞
an. Falls nun
R+0 → R+0 , r 7→ Efµ(rX) (3.29)
ein Polynom ist, dann ist X ∩ (x + Aˆ) f.s. fu¨r µ-fast alle A fu¨r Vd−2-fast alle x ∈ A⊥
konvex.
Bevor wir zum Beweis kommen, bemerken wir, dass (3.29) tatsa¨chlich eine Funktion
definiert.
Lemma 3.32. Sei X ⊆ Rd eine zufa¨llige kompakte Menge und µ ein Maß mit (3.8),
das auf den Scheibenko¨rpern konzentriert ist, mit E
∫
K Vd(X +A) dµ(A) <∞. Dann gilt
Efµ(rX) <∞ fu¨r r ∈ R+0 .
Beweis: Der Beweis verla¨uft analog zum Beweis von Lemma 2.2, wobei u¨berraschender-
weise nun der Fall r ≤ 1 der schwierigere ist.
Beweis von Satz 3.31: Das Maß µ˜ := µ
m
, wobei m := µ(K), ist ein Wahrschein-
lichkeitsmaß. Es sei Y eine gema¨ß µ˜ verteilte, von X unabha¨ngige Zufallsvariable. Laut
Voraussetzung gibt es c0, . . . , cd ∈ R so, dass fu¨r alle r ∈ R+ gilt
d∑
j=0
cjr
j = Efµ(rX)
= rdE
∫
K
Vd(X +
1
r
A) dµ(A)
= rdm · EVd(X + 1rY ).
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Dividiert man durch rdm und substituiert s := 1
r
, so erha¨lt man
d∑
j=0
cj
m
sd−j = EVd(X + sY ).
Nun folgt die Behauptung sofort aus Korollar 2.32.
Unmittelbar aus Satz 3.31 folgt dieses Korollar:
Korollar 3.33. Sei X ⊆ R2 eine zufa¨llige kompakte Menge und µ ein Maß mit (3.8), das
auf den Scheibenko¨rpern konzentriert ist, aber nicht das Nullmaß ist. Wir nehmen
E fµ(convX) <∞ ∧ E
∫
K
V2((convX + A) \ convX) · (diamX) · δA dµ(A) <∞
an. Falls nun
R+0 → R+0 , r 7→ Efµ(rX)
ein Polynom ist, dann ist X fast sicher konvex.
Korollar 3.34. Sei X ⊆ R2 eine zufa¨llige kompakte Menge mit E[(diamX)2] <∞. Falls
nun
R+0 → R+0 , r 7→ EW (rX)
ein Polynom ist, dann ist X fast sicher konvex.
Beweis: Die Behauptung folgt sofort aus Korollar 3.33, falls dessen Voraussetzungen
erfu¨llt sind. Um diese zu u¨berpru¨fen, sei Λ eine von X unabha¨ngige Zufallsvariable mit
Verteilungsfunktion 1− e−pit2 , t ≥ 0. Dann gilt
EW (convX) = EV2(convX+ ΛB2) ≤ EV2((diamX+ Λ)B2) = pi ·E (diamX+ Λ)2 <∞
und
EV2((convX + ΛB2) \ convX) · diamX · δΛB2
= E
(∑2
j=0
κ2−jΛ2−jVj(convX)− V2(convX)
)
· diamX · 1
Λ
= E(piΛ2 + 2ΛV1(convX)) · diamX · 1Λ
≤ E(piΛ + 2pi diamX) · diamX
<∞.
Also sind die Voraussetzungen von Korollar 3.33 erfu¨llt.
Ein weiterer Ansatz zur Charakterisierung der Konvexita¨t eines Ko¨rpers durch Polyno-
mialita¨t der gewichteten Parallelvolumina ist, lokale Versionen zu betrachten.
Sei B ⊆ Rd ein strikt konvexer Ko¨rper mit 0 ∈ intB und ρ ein signiertes Maß auf
R+0 mit endlichem d-ten Moment. Wir definieren als lokale Version des ρ-gewichteten
B-Parallelvolumens das Funktional
Wρ,B : C × B(Rd × Rd)→ R,
(K, η) 7→
∫
R+0
Vd({x ∈ (K + λB) \K \ exoB(K)|(pB(K, x), uB(K, x)) ∈ η}) dρ(λ),
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wobei pB(K, x), uB(K, x) und exoB(K) auf Seite 17 definiert sind.
Nun ko¨nnen wir eine Aussage, die fu¨r das Parallelvolumen in [25] gezeigt wurde, fu¨r die
Funktionen, die wir in diesem Abschnitt betrachten, beweisen.
Satz 3.35. Sei B ⊆ Rd ein strikt konvexer Ko¨rper mit 0 ∈ intB, K ⊆ Rd ein Ko¨rper
und ρ ein signiertes Maß auf R+0 mit endlichem d-ten Moment. Dann gilt:
(i) Falls K konvex ist, ist die Funktion
hη : R+0 → R+0 , r 7→ Wρ,B(rK, rη)
fu¨r jede Borel-Menge η ⊆ Rd×Rd ein Polynom, wobei wir rη := {(rx, u)|(x, u) ∈ η}
setzen.
(ii) Sei ρ ein Maß, aber nicht auf {0} konzentriert. Falls nun hη fu¨r jede Borel-Menge
η ⊆ Rd × Rd ein Polynom ist und B glatt ist, dann ist K konvex.
Beweis: (i) Wir verwenden die durch (1.15) definierten relativen Stu¨tzmaße CB0 , . . . , C
B
d .
Man sieht leicht, dass diese homogen in dem Sinne sind, dass
CBj (rK, rη) = r
jCBj (K, η), r > 0, η ∈ B(Rd × Rd)
gilt. Fu¨r r ∈ R+0 folgern wir
Wρ,B(rK, rη) =
∫
R+0
d−1∑
j=0
λd−jκd−jCBj (rK, rη) dρ(λ)
=
d−1∑
j=0
∫
R+0
λd−jκd−jCBj (K, η) dρ(λ) · rj.
(ii) Es bezeichne
NB(K) := {(pB(K, x), uB(K, x))|x ∈ Rd \K \ exoB(K)}
das Normalenbu¨ndel von K und
βB(K, p, u) := sup{t ≥ 0|dB(K, p+ tu) = dB(p, p+ tu)}, (p, u) ∈ NB(K)
die Reichweitenfunktion von K. Fu¨r τ > 0 setzen wir
NKτ := {(p, u) ∈ NB(K)|βB(K, p, u) ≤ τ}.
Nun gilt fu¨r x ∈ Rd \ exoB(K) \K die Implikation
(pB(K, x), uB(K, x)) ∈ NKτ ⇒ dB(K, x) ≤ τ,
was fu¨r alle s, λ ∈ R+0 die Inklusion
{x ∈ (K + sλB) \K \ exoB(K)|(pB(K, x), uB(K, x)) ∈ NKτ } ⊆ (K + τB) \K \ exoB(K)
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nach sich zieht. Hieraus folgt aber
H(s) :=
∫
R+0
Vd({x ∈ (K + sλB) \K \ exoB(K)|(pB(K, x), uB(K, x)) ∈ NKτ }) dρ(λ)
≤ ρ(R+0 )Vd((K + τB) \K).
Also ist H(s) beschra¨nkt in s. Weiter ist hNKτ als Polynom vorausgesetzt. Wenn S so groß
ist, dass K ⊆ SB, dann gilt
hNKτ (r) = Wρ,B(rK, rN
K
τ )
≤
∫
R+0
Vd(rSB + λB) dρ(λ)
=
d∑
j=0
(
d
j
)
rjSj
∫
R+0
λd−j dρ(λ)Vd(B)
fu¨r alle r ∈ R+0 . Also ist hNKτ ein Polynom von ho¨chstens Grad d. Wegen
hNKτ (r)
=
∫
R+0
Vd({x ∈ (rK + λB) \ rK \ exoB(rK)|(pB(rK, x), uB(rK, x)) ∈ rNKτ }) dρ(λ)
= rd
∫
R+0
Vd({x ∈ (K + λrB) \K \ exoB(K)|(pB(K, x), uB(K, x)) ∈ NKτ }) dρ(λ)
folgt H(s) = sdhNKτ (
1
s
) und somit ist auch H(s) ein Polynom. Da H(s) beschra¨nkt ist
und H(0) = 0 gilt, ist H(s) = 0 fu¨r alle s ∈ R+0 . Fu¨r jedes r ∈ R+0 gibt es ein s ∈ R+ mit
ρ(( r
s
,∞)) > 0, woraus
Vd({x ∈ (K + rB) \K \ exoB(K)|(pB(K, x), uB(K, x)) ∈ NKτ })
=
1
ρ(( r
s
,∞))
∫
( r
s
,∞)
Vd({x ∈(K + rB) \K \ exoB(K)|
(pB(K, x), uB(K, x)) ∈ NKτ }) dρ(λ)
≤ 1
ρ(( r
s
,∞))
∫
R+0
Vd({x ∈(K + sλB) \K \ exoB(K)|
(pB(K, x), uB(K, x)) ∈ NKτ }) dρ(λ)
= 0
folgt. Wir zeigen nun, [25, S. 476] folgend, dass dies die Konvexita¨t von K impliziert: Da
r und τ beliebig waren, folgt aus der σ-Additivita¨t des Lebesgue-Maßes, dass
Vd({x ∈ Rd \K \ exoB(K)|βB(K, pB(K, x), uB(K, x)) <∞}) = 0.
Insbesondere liegen die Punkte x mit βB(K, pB(K, x), uB(K, x)) = ∞ dicht in Rd \ K.
Um zu zeigen, dass exoB(K) = ∅ ist, sei x ∈ Rd \ K. Dann gibt es eine Folge von
Punkten (xi)i∈N, die gegen x konvergiert mit βB(K, pi, ui) =∞, wobei pi := pB(K, xi) und
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ui := uB(K, xi), fu¨r alle i ∈ N. Wegen der Kompaktheit von K konvergiert eine Teilfolge
von (pi)i∈N, o.B.d.A. die gesamte Folge, gegen einen Grenzwert, den wir mit p bezeichnen.
Nach Lemma 1.31 gilt limi→∞ dB(K, xi) = dB(K, x), weshalb auch die Folge (ui)i∈N gegen
u := x−p
dB(K,x)
konvergiert. Wa¨hle r1 > dB(K, x). Wegen x = p + dB(K, x)u folgt x ∈
[p, p+ r1u]. Weil bdB abgeschlossen ist, gilt u ∈ bdB und somit dB(p, p+ r1u) = r1. Fu¨r
alle i ∈ N folgt aus βB(K, pi, ui) =∞, dass dB(K, pi+r1ui) = r1. Also dB(K, p+r1u) = r1.
Sei q ∈ ΠB(K, x). Dann gilt
dB(q, p+ r1u) ≥ r1 = dB(p, x) + dB(x, p+ r1u) ≥ dB(q, x) + dB(x, p+ r1u).
Da aber auch dB(q, p + r1u) ≤ dB(q, x) + dB(x, p + r1u) gilt, folgt x ∈ [q, p + r1u] aus
Lemma 1.35. Da außerdem x 6= p+r1u und dB(p, p+r1u) = dB(q, p+r1u) gilt, folgt p = q.
Also x /∈ exoB(K). Da x beliebig war und B als glatt und strikt konvex vorausgesetzt ist,
folgt aus Satz 1.36 die Konvexita¨t von K.
Kapitel 4
Anwendungen
In diesem Kapitel wollen wir einige Anwendungen der Resultate der letzten beiden Kapitel
diskutieren.
In Abschnitt 4.1 werden wir nachweisen, dass eine bestimmte Menge dicht im Raum der
stetigen und translations-invarianten Funktionale auf der Menge aller Ko¨rper liegt.
Im zweiten Abschnitt untersuchen wir Boole’sche Modelle, wobei wir dem Kapazita¨ts-
funktional und der Kontaktverteilungsfunktion besondere Aufmerksamkeit schenken.
Im dritten Abschnitt werden wir neue Beweise fu¨r Darstellungen des ersten und zweiten
inneren Volumens mit Hilfe Gauß’scher Zufallsvariablen erhalten.
In Abschnitt 4.4 werden wir die Resultate der vorangegangenen Kapitel zuna¨chst auf
Brown’sche Pfade anwenden. Dann werden wir zeigen, dass unter Regularita¨tsbedingun-
gen in der Ebene eine Vereinigung zufa¨lliger Ko¨rper, deren erwartetes Parallelvolumen
ein Polynom ist, f.s. nur aus einen Ko¨rper bestehen kann.
4.1 Ra¨ume stetiger Funktionale
In diesem Abschnitt wollen wir eine Version der von Alesker [1] bewiesenen Vermutung
von McMullen fu¨r nicht-additive Funktionale zeigen.
Wir betrachten den Raum C der nicht-leeren kompakten Teilmengen des Rd wieder mit
der Hausdorff-Metrik. Weiter definieren wir fu¨r abgeschlossene Teilmengen M ⊆ C eine
Folge von Seminormen auf dem Raum C(M,R) aller stetigen Funktionale von M nach
R: Fu¨r N ∈ N und ein stetiges Funktional φ :M→ R setzen wir
‖φ‖N := max{|φ(K)||K ⊆ NBd, K ∈M}. (4.1)
Auf Grund des Auswahlsatzes von Blaschke (Satz 1.23) ist {K ∈ M|K ⊆ NBd} kom-
pakt, weshalb das Maximum in (4.1) angenommen wird. Wir sagen, eine Folge (φn)n∈N in
C(M,R) konvergiert gegen ein stetiges Funktional φ :M→ R, falls ‖φn − φ‖N → 0 fu¨r
alle N ∈ N.
Hadwiger [20, 6.1.10] charakterisierte die Linearkombinationen von inneren Volumina als
die einzigen stetigen, additiven und bewegungs-invarianten Funktionale von K nach R.
Fu¨r unsere Zwecke umformuliert lautet dieses Resultat:
Satz 4.1. Die lineare Hu¨lle von
{K → R, A 7→ Vd(A+ rBd)|r ∈ R+0 }
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liegt dicht im Raum aller stetigen, bewegungs-invarianten und additiven Funktionale K →
R.
Man beachte, dass die Vektorra¨ume in Satz 4.1 endlich-dimensional sind und daher ein
dichter Unterraum bereits der Gesamtraum ist.
Will man die Bewegungsinvarianz im Charakterisierungssatz von Hadwiger zur Trans-
lationsinvarianz abschwa¨chen, so muss man an Stelle der inneren Volumina gemischte
Volumina zulassen. Alesker [1] bewies, dass gemischte Volumina einen dichten Unterraum
des Raums aller stetigen, additiven und translations-invarianten Funktionale aufspannen.
Wir formulieren diese Aussage so:
Satz 4.2. Die lineare Hu¨lle von
{K → R, A 7→ Vd(A+K)|K ∈ K}
liegt dicht im Raum aller stetigen, translations-invarianten und additiven Funktionale
K → R.
Wir wollen nun noch einen Schritt weiter gehen, und auch die Additivita¨t fallen lassen,
wozu wir die skalaren Vielfachen des Einheitsballs bzw. die konvexen Ko¨rper durch eine
noch gro¨ßere Mengenklasse ersetzen mu¨ssen.
Hierfu¨r erinnern wir uns, dass wir fu¨r einen Ko¨rper M
C+M := {K + rM |K ∈ C, r > 0}
gesetzt haben und die Menge der konvexen Ko¨rper mit inneren Punkten im Rd mit K0
bezeichnen. Das Hauptresultat dieses Abschnitts lautet nun:
Satz 4.3. Fu¨r M ∈ K0 liegt die lineare Hu¨lle von
{C → R, A 7→ Vd(A+K)|K ∈ C+M}
dicht im Raum aller stetigen und translations-invarianten Funktionale C → R.
Bevor wir zum Beweis des Satzes kommen, wollen wir ein Korollar ziehen.
Korollar 4.4. Fu¨r M ∈ K0 liegt die lineare Hu¨lle von
{K → R, A 7→ Vd(A+K)|K ∈ C+M}
dicht im Raum aller stetigen und translations-invarianten Funktionale K → R.
Beweis: Sei φ : K → R stetig. Nach [47, Satz 1.2.3] ist conv : C → K stetig, also auch
φ ◦ conv : C → R. Wegen Satz 4.3 gibt es eine Folge von Funktionen der Gestalt
C → R, A 7→
s∑
i=1
λiVd(A+Ki), λi ∈ R, Ki ∈ C+M ,
die gegen φ ◦ conv konvergiert. Nun konvergiert aber auch die Folge der Einschra¨nkungen
dieser Funktionen auf K gegen φ ◦ conv|K = φ.
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Weiterhin bemerken wir, dass die Resultate von Alesker und von uns nicht auf einfache
Art und Weise auseinander hervorgehen. Unser Korollar besagt na¨mlich, dass eine Menge
D dicht in einem topologischen Raum T liegt, wa¨hrend laut Alesker eine Menge, die im
Wesentlichen D ∩ S ist, dicht in einem Unterraum S ⊆ T liegt.
Der Beweis von Satz 4.3 basiert auf zwei weiteren Aussagen. Zuna¨chst zeigen wir, dass
der behauptete dichte Unterraum tatsa¨chlich ein Unterraum ist.
Lemma 4.5. Sei M ∈ K0 und K ∈ C+M . Dann ist
φ : C → R, A 7→ Vd(A+K)
stetig.
Beweis: Es gibt eine kompakte Teilmenge L ⊆ Rd und r > 0 mit K = L + rM . Nun ist
die Funktion α : C → C, A 7→ A + L stetig nach [47, Satz 1.2.3] und β : C → R, B 7→
Vd(B + rM) ist stetig nach Lemma 1.44. Fu¨r A ∈ C gilt
φ(A) = Vd(A+K) = Vd((A+ L) + rM) = β ◦ α(A).
Also ist φ = β ◦ α und deshalb ist φ stetig.
Fu¨r einen Ko¨rper K ⊆ Rd bezeichne c(K) wieder den Mittelpunkt der nach Satz 1.29
eindeutig bestimmten Umkugel von K. Fu¨r R > 0 bezeichne C∗R die Menge aller Ko¨rper
K ⊆ Rd mit c(K) = 0 und K ⊆ RBd. Nach Lemma 1.30 ist c : C → Rd stetig und
daher C∗R abgeschlossen. Die zu Beginn dieses Abschnitts angegebene Konstruktion einer
Topologie ist daher anwendbar auf C(C∗R,R). Offensichtlich stimmt die so konstruierte
Topologie mit der von der Maximumsnorm induzierten u¨berein.
Satz 4.6. Sei R > 0 und M ∈ K0. Dann ist der Spann U von
{C∗R → R, A 7→ Vd(A+K)|K ∈ C+M}
dicht in C(C∗R,R).
Beweis: Die Menge C∗R ist abgeschlossen und beschra¨nkt, also nach dem Auswahlsatz von
Blaschke (Satz 1.23) kompakt. Somit folgt aus dem Riesz’schen Darstellungssatz (Satz
1.7), dass der Vektorraum M(C∗R) aller signierten Maße (von endlicher Totalvariation)
auf C∗R isomorph zum Dualraum von C(C∗R,R) ist. Genauer ist ein solcher Isomorphismus
durch die Abbildung gegeben, die jedes signierte Maß µ auf C∗R auf das Funktional
C(C∗R,R)→ R, φ 7→
∫
C∗R
φ(A) dµ(A)
abbildet. Nach Lemma 3.20 ist aber ein signiertes Maß auf C∗, insbesondere also eines auf
C∗R, bereits dann das Nullmaß, wenn
∫
C∗ φ(A) dµ(A) = 0 fu¨r alle φ ∈ U gilt. Nach dem
Hahn-Banach-Theorem (Satz 1.8) ist U also dicht in C(C∗R,R).
Beweis von Satz 4.3: Sei φ : C → R translations-invariant und stetig. Dann gibt es
nach Satz 4.6 fu¨r jedes N ∈ N eine Folge (φNn )n∈N in
span{C∗N → R, A 7→ Vd(A+K)|K ∈ C+M},
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die in C(C∗N ,R) gegen φ|C∗N konvergiert. Es gibt nun Zahlen sNn ∈ N, λNn,1, . . . , λn,sNn ∈ R
und Mengen KNn,1, . . . , K
N
n,sNn
∈ C+M mit
φNn (A) =
sNn∑
i=1
λNn,iVd(A+K
N
n,i)
fu¨r alle A ∈ C∗N .
Nun definieren wir eine Folge (ψk)k∈N von Funktionen C → R sowie eine Folge (n(k))k∈N
in N. Sei k ∈ N. Wa¨hle n(k) ∈ N so groß, dass ‖φkn(k) − φ|C∗k‖C∗k ≤ 1k , wobei ‖ · ‖C∗k die
Maximumsnorm auf C(C∗k ,R) bezeichne. Setze nun
ψk : C → R, A 7→
sk
n(k)∑
i=1
λkn(k),iVd(A+K
k
n(k),i).
Um zu zeigen, dass (ψk)k∈N gegen φ konvergiert, sei N ∈ N und  > 0. Setze k0 :=
max{N, 1

} ∈ R. Sei k ∈ N mit k > k0 und A ∈ C mit A ⊆ NBd. Da der Radius der
Umkugel von A ho¨chstens N ist, gilt A − c(A) ⊆ NBd ⊆ kBd. Weil ψk und φ beide
translations-invariant sind, folgt
|ψk(A)− φ(A)| = |ψk(A− c(A))− φ(A− c(A))|
= |φkn(k)(A− c(A))− φ(A− c(A))|
≤ ‖φkn(k) − φ|C∗k‖C∗k
≤ 1
k
< .
Weil A beliebig war, folgt ‖ψk−φ‖N < . Also ‖ψk−φ‖N → 0. Da N beliebig war, haben
wir ψk → φ gezeigt.
4.2 Boolesche Modelle
In diesem Abschnitt wollen wir einige Resultate der Kapitel 2 und 3 auf das Kapazita¨ts-
funktional und die Kontaktverteilungsfunktion Boolescher Modelle, wie in Abschnitt 1.6
eingefu¨hrt, anwenden.
Wir stellen nun einen Zusammenhang zwischen der Kontaktverteilungsfunktion Boole-
scher Modelle und den durch (3.9) definierten Funktionalen fµ her. Dazu bezeichne log den
Logarithmus zur Basis e. Wir wa¨hlen wieder eine messbare Zentrumsfunktion c : C → Rd
mit c(K + x) = c(K) + x fu¨r K ∈ C, x ∈ Rd und bezeichnen die Menge aller konvexen
Ko¨rper K, die c(K) = 0 erfu¨llen, mit K∗.
Satz 4.7. Sei Z eine zufa¨llige abgeschlossene Menge, Q ein Wahrscheinlichkeitsmaß auf
K∗ und γ > 0. Dann ist Z genau dann ein Boolesches Modell mit Intensita¨t γ und
Kornverteilung Q, wenn
TZ = 1− exp(−fγ·Q) (4.2)
oder a¨quivalent
fγ·Q = − log(1− TZ) (4.3)
gilt.
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Beweis: Die A¨quivalenz der beiden Gleichungen ist offensichtlich. Ihre Notwendigkeit
folgt aus Satz 1.48. Wegen [47, Satz 1.4.2] sind sie also auch hinreichend.
Die Menge aller konvexen Ko¨rper K, die innere Punkte haben und c(K) = 0 erfu¨llen,
bezeichnen wir mit K∗0.
Korollar 4.8. Sei Z ein Boolesches Modell mit Intensita¨t γ und auf K∗ konzentrierter
Kornverteilung Q. Dann ist TZ genau dann (bzgl. der Hausdorff-Metrik) stetig, wenn Q
auf K∗0 konzentriert ist.
Beweis: Sei zuna¨chst TZ stetig. Laut (4.3) ist dann auch fγ·Q stetig. Mit Q˜ := Q|K∗0 folgt
aus Satz 3.10
γ ·
∫
K∗\K∗0
Vd(B
d + A) dQ(A) = fγ·Q(Bd)− fγ·Q˜(Bd) = 0.
Weil aber Vd(B
d + A) fu¨r jedes A ∈ K∗ \ K∗0 positiv ist und Q ein Maß ist, folgt hieraus,
dass Q auf K∗0 konzentriert ist.
Falls umgekehrt Q auf K∗0 konzentriert ist, ist fγ·Q nach Satz 3.10 stetig und somit wegen
(4.2) auch TZ .
Korollar 4.9. Sei Z ein Boolesches Modell mit Intensita¨t γ und auf K∗ konzentrierter
Kornverteilung Q. Dann gilt fu¨r alle K,L ∈ C, dass
(1− TZ(K ∪ L)) · (1− TZ(K ∩ L)) ≥ (1− TZ(K)) · (1− TZ(L)) (4.4)
P(Z ∩ (K \ L) = ∅|Z ∩ L = ∅) ≥ P(Z ∩ (K \ L) = ∅|Z ∩ (K ∩ L) = ∅). (4.5)
Beweis: Wegen Satz 3.15 gilt
fγ·Q(K ∪ L) + fγ·Q(K ∩ L) ≤ fγ·Q(K) + fγ·Q(L). (4.6)
Aus (4.3) folgt nun (4.4). Wegen
1− TZ(M) = P(Z ∩M = ∅), M ∈ C,
folgt aus (4.4), dass
P(Z ∩ (K ∪ L) = ∅)
P(Z ∩ L = ∅) ≥
P(Z ∩K = ∅)
P(Z ∩ (K ∩ L) = ∅) .
Dies aber a¨quivalent zu (4.5).
Es gibt in K∗ nur einen Ko¨rper, der aus genau einem Punkt besteht. Wir nehmen nun
o.B.d.A. an, dass dieser Ko¨rper {0} ist.
Fu¨r K ∈ K∗ bezeichne δK das Dirac-Maß in K.
Korollar 4.10. Sei Z ein Boolesches Modell mit Intensita¨t γ und auf K∗ konzentrierter
Kornverteilung Q. Dann gilt Gleichheit in den Ungleichungen (4.4) und (4.5), genau wenn
Q = δ{0}.
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Beweis: Wir mu¨ssen nur zeigen, dass genau dann Gleichheit in (4.6) gilt, wenn Q =
δ{0}, weil von dort an alle Schlu¨sse im Beweis von Satz 4.9 mit Gleichheit an Stelle von
Ungleichheit gelten und die Richtung der Schlu¨sse umgekehrt werden kann.
Aus Satz 3.13 folgt aber, dass genau dann Gleichheit in (4.6) gilt, wenn fγ·Q ein skalares
Vielfaches des Lebesgue-Maßes ist. Wegen fγ·δ{0} = γ · Vd und Korollar 3.21 ist dies aber
a¨quivalent zu Q = δ{0}.
Sei Rm durch (x1, . . . , xm) 7→ (x1, . . . , xm, 0, . . . , 0) in Rn eingebettet und Z eine zufa¨llige
abgeschlossene Menge in Rn. Dann folgt aus der Definition des Kapazita¨tsfunktionals,
dass das Kapazita¨tsfunktional von Z ∩ Rm die Einschra¨nkung des Kapazita¨tsfunktionals
von Z auf die Ko¨rper in Rm ist. Sei Z nun speziell ein Boolesches Modell mit Intensita¨t
γ > 0 und Kornverteilung Q. Fu¨r alle Ko¨rper C ⊆ Rm gilt dann
TZ∩Rm(C) = TZ(C)
= 1− exp
(
−γ
∫
C
Vn(A+ C
∗) dQ(A)
)
= 1− exp
(
−γ
∫
C
∫
(Rm)⊥
Vm((A+ C
∗) ∩ (Rm + x)) dx dQ(A)
)
= 1− exp
(
−γ
∫
C
∫
(Rm)⊥
Vm(((A− x) ∩ Rm) + C∗) dx dQ(A)
)
= 1− exp
(
−γ
∫
Cm
Vm(A
′ + C∗) dµ(A′)
)
= 1− exp
(
−γ′
∫
Cm
Vm(A
′ + C∗) dQ′(A′)
)
,
wobei fu¨r jede Borel-Menge A im Raum Cm aller Ko¨rper im Rm
µ(A) :=
∫
C
∫
(Rm)⊥
1A((A− x) ∩ Rm) dx dQ(A),
γ′ := γ · µ(Cm)
und
Q′(A) := µ(A)
µ(Cm) .
Also ist Z ∩ Rm nach Satz 4.7 ein Boolesches Modell.
Korollar 4.11. (i) Sei Z ein Boolesches Modell in Rn mit Ko¨rnern, die fast sicher
Kugeln sind, und deren Radien die Verteilungsfunktion 1 − e−pit2 haben. Dann ist
Z ′ := Z ∩ Rm ebenfalls ein Boolesches Modell mit Ko¨rnern, die fast sicher Kugeln
sind, und deren Radien die Verteilungsfunktion 1 − e−pit2 haben. Außerdem hat Z ′
die selbe Intensita¨t wie Z.
(ii) Sei P ein Wahrscheinlichkeitsmaß auf R+0 , fu¨r das es eine Zahl m ∈ N so gibt,
dass fu¨r alle Booleschen Modelle Z in Rn, n > m, mit Ko¨rnern, die fast sicher
Kugeln sind und Radienverteilung P haben, folgendes gilt: Das Boolesche Modell
Z ′ := Z ∩Rm hat die selbe Intensita¨t wie Z und Ko¨rner, die fast sicher Kugeln sind
und Radienverteilung P haben. Dann hat P die Verteilungsfunktion 1− e−pit2.
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Beweis: (i) Die Ko¨rner von Z ′ sind offensichtlich Kugeln. Zur Berechnung der Radien-
verteilung erinnern wir daran, dass W (K) = EVd(K + ΛBd), wobei Λ eine R+0 -wertige
Zufallsvariable mit Verteilungsfunktion 1−e−pit2 ist. Wenn γ die Intensita¨t von Z bezeich-
net, gilt log(1−TZ) = −γ·W nach (4.3). Wegen Satz 3.6(i) folgt log(1−TZ′) = −γ·W . Also
hat Z ′ nach Satz 4.7 Intensita¨t γ und die Radien seiner Ko¨rner haben Verteilungsfunktion
1− e−pit2 .
(ii) Fu¨r Z und Z ′ wie im Satz und beliebige kompakte Mengen K ⊆ Rm gilt TZ′(K) =
TZ(K), also nach (4.3)
γ ·
∫
R+0
Vm(K + λB
m) dP(λ) = γ ·
∫
R+0
Vn(K + λB
n) dP(λ),
wobei γ die Intensita¨t von Z bezeichnet. Da n > m beliebig war, folgt mit Satz 3.6(iii),
dass P die Verteilungsfunktion 1− e−pit2 hat.
Wir mu¨ssen zugeben, dass Teil (ii) von Korollar 4.11 aus zwei Gru¨nden etwas unbefriedi-
gend ist. Zum einen fixieren wir m und lassen n u¨ber alle Zahlen, die gro¨ßer als m sind,
laufen. Es wa¨re natu¨rlicher, n zu fixieren und dann ein beliebiges m ∈ {1, . . . , n − 1} zu
betrachten. Außerdem arbeiten wir in dem Beweis nur mit der Einschra¨nkung von TZ auf
K und nicht TZ auf seinem ganzen Definitionsbereich C. Also gilt die Aussage dieses Teils
vermutlich unter schwa¨cheren Voraussetzungen - dann kann sie aber wahrscheinlich nicht
mehr so einfach aus Satz 3.6 gefolgert werden.
Als direkte Folgerung aus Satz 2.24 und Korollar 1.49 erhalten wir:
Korollar 4.12. Sei B ⊆ R2 ein konvexer Ko¨rper mit einem Summanden der Form
RB2, R > 0, und 0 ∈ intB. Sei weiter Z ein Boolesches Modell in R2 mit zugrunde-
liegendem markierten Poisson-Prozess
∑
δ(Xi,Zi), also Z =
⋃
(Xi + Zi). Das typische
Korn Z0 von Z erfu¨lle
E(diamZ0)5 <∞.
Dann ist Z¯ :=
⋃
conv(Xi + Zi) ebenfalls ein Boolesches Modell. Seien λ bzw. λ¯ die Aus-
fallraten der Kontaktverteilungen von Z und Z¯ bezu¨glich B. Dann gibt es eine Konstante
C > 0 so, dass fu¨r fast alle hinreichend großen r gilt
|λ(r)− λ¯(r)| < C · r−2.
Wir leiten nun eine Aussage u¨ber die asymptotische Geschwindigkeit einer Verteilungs-
konvergenz her. Fu¨r B ⊆ Rd haben wir B∗ := {−x|x ∈ B} gesetzt.
Satz 4.13. Seien Z(r), r ∈ R+, Boolesche Modelle in Rd mit Intensita¨t rd und von r
unabha¨ngigem typischem Korn Z0, das E(diamZ0)d+1 < ∞ erfu¨llt. Sei B ⊆ Rd ein
konvexer Ko¨rper mit 0 ∈ intB, der einen Ball als Summanden hat, und D eine R+0 -wertige
Zufallsvariable mit Verteilungsfunktion 1− exp(−tdVd(B)). Dann gilt die Konvergenz
r · dB(Z(r), 0) r→0−→ D
in Verteilung. Genauer gilt fu¨r t ≥ 0, dass
lim
r→0
P(r · dB(Z(r), 0) ≤ t)− (1− e−tdVd(B))
r
= e−t
dVd(B)td−1EV (convZ0[1], B∗[d− 1]).
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Beweis: Fu¨r t ≥ 0 haben wir das Dirac-Maß in tB∗ auf K mit δtB∗ bezeichnet. Aus den
Sa¨tzen 1.48 und 3.25 folgt nun
lim
r→0
P(r · dB(Z(r), 0) ≤ t)− (1− e−tdVd(B))
r
= lim
r→0
(1− e−rdEVd(Z0+ trB∗))− (1− e−tdVd(B))
r
= lim
r→0
e−Vd(tB
∗) − e−EVd(rZ0+tB∗)
r
= − d
dr
e−EVd(rZ0+tB
∗)|r=0
= −e−Vd(tB∗) ·
(
− d
dr
E
∫
K
Vd(rZ0 + A) dδtB∗(A)|r=0
)
= e−t
dVd(B) ·
(
E
∫
K
V (convZ0[1], A[d− 1]) dδtB∗(A)
)
= e−t
dVd(B)td−1EV (convZ0[1], B∗[d− 1]).
Wir beenden diesen Abschnitt mit einem Resultat, das die Aussage von [28, Theorem
5.3] unter schwa¨cheren Voraussetzungen macht. Hierfu¨r bezeichne HZB wieder die Kon-
taktverteilungsfunktion einer zufa¨lligen abgeschlossenen Menge Z bzgl. eines Eichko¨rpers
B.
Satz 4.14. Sei Z ein Boolesches Modell in Rd mit typischem Korn Z0. Wir nehmen
E (diamZ0)d+1 <∞ an. Sei B ein Scheibenko¨rper fu¨r den log(1−HZB) ein Polynom ist.
Dann ist X ∩ (Bˆ + x) fast sicher fu¨r fast alle x ∈ B⊥ konvex.
Beweis: Nach Satz 1.48 ist
log(1−HZB(r)) = EVd(X + rB∗).
Also ist r 7→ EVd(X+rB∗) ein Polynom. Aus Korollar 2.32 folgt nun aber die Behauptung.
4.3 Gauß’sche Zufallsvektoren
In diesem Abschnitt werden wir mehrere geometrische Gro¨ßen mit Hilfe Gauß’scher Zu-
fallsvektoren ausdru¨cken. Unsere Strategie ist dabei, Darstellungen fu¨r die erste und zweite
Ableitung von W (rK) nach r zu finden, wobei wir voraussetzen mu¨ssen, dass K ⊆ Rd
eine endliche Menge ist. Die Formeln werden sich im Spezialfall, dass wir die Ableitung
in 0 betrachten, vereinfachen. Wir ko¨nnen dort durch Approximation zeigen, dass unsere
Resultate fu¨r beliebige kompakte Mengen K ⊆ Rd gelten und die neuen Darstellungen
der Ableitungen von W (rK) mit denen aus Abschnitt 3.3 vergleichen.
Folgende Darstellung des Wills-Funktionals stammt von Vitale [56, S. 3].
Satz 4.15. Sei Z ein standard-normalverteilter Zufallsvektor des Rd und K ⊆ Rd kom-
pakt. Dann gilt
W (K) = E exp(max{〈a, Z〉 − ‖a‖2
2
| a√
2pi
∈ K}).
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Im Folgenden sei A eine endliche feste Menge. Fu¨r r ∈ R+0 und z ∈ Rd bezeichne arz ∈√
2piA einen Punkt mit
〈arz, z〉 − r2‖arz‖2 = max{〈a, z〉 − r2‖a‖2| a√2pi ∈ A}.
In Folgenden sei Z stets ein standard-normalverteilter Zufallsvektor im Rd.
Satz 4.16. Mit diesen Bezeichnungen gilt
∂
∂r
W (rA) = E exp
(〈rarZ , Z〉 − 12‖rarZ‖2) · (〈arZ , Z〉 − r‖arz‖2).
Beweis: Sei r ∈ R+0 . Dann gilt fu¨r zwei verschiedene Punkte a, a′ ∈
√
2piA f.s., dass
〈a, Z〉 − r
2
‖a‖2 6= 〈a′, Z〉 − r
2
‖a′‖2,
weshalb arZ f.s. eindeutig bestimmt ist. Wenn a
r
Z eindeutig bestimmt ist, gibt es eine
Umgebung von r so, dass fu¨r alle s aus dieser Umgebung arZ = a
s
Z gilt. Dann folgt
∂
∂r
exp
(〈rarZ , Z〉 − 12‖rarZ‖2) = exp (〈rarZ , Z〉 − 12‖rarZ‖2) · (〈arZ , Z〉 − r‖arZ‖2). (4.7)
Wegen Satz 4.15 gilt
∂
∂r
W (rA) = ∂
∂r
E exp(max{〈ra, Z〉 − ‖ra‖2
2
| a√
2pi
∈ K})
= ∂
∂r
E exp
(〈rarZ , Z〉 − 12‖rarZ‖2) (4.8)
Wenn man im letzten Term Differential und Erwartungswert vertauschen kann, folgt mit
Gleichung (4.7) die Behauptung. Also mu¨ssen wir die Voraussetzungen von Lemma 1.9
u¨berpru¨fen. Hierzu sei R > 0 so groß, dass A ⊆ RBd. Fu¨r s ∈ [0, r + 1] setzen wir
I := [min{r, s},max{r, s}]. Da die Funktion t 7→ exp(〈tatZ , Z〉 − 12‖tatZ‖2) f.s. stu¨ckweise
stetig differenzierbar ist, gilt f.s.
| exp(〈sasZ , Z〉−12‖sasZ‖2)− exp(〈rarZ , Z〉 − 12‖rarZ‖2)|
≤ |s− r| ·max{| d
dt
exp(〈tatZ , Z〉 − 12‖tatZ‖2)| |t ∈ I}
≤ |s− r| ·max{exp(〈tatZ , Z〉 − 12‖tatZ‖2) · |〈atZ , Z〉 − t‖atZ‖2| |t ∈ I}
≤ |s− r| · exp((r + 1)R‖Z‖) · (R‖Z‖+ (r + 1)R2).
Die Zufallsvariable auf der rechten Seite hat aber endlichen Erwartungswert, weshalb
Lemma 1.9 angewendet werden kann. Dies schließt den Beweis dieses Satzes ab.
Satz 4.17. Mit den oben eingefu¨hrten Bezeichnungen gilt
∂2
∂r2
W (rA) = E exp
(〈rarZ , Z〉 − 12‖rarZ‖2) · [(〈arZ , Z〉 − r‖arz‖2)2 − ‖arZ‖2].
Beweis: Der Beweis ist bis auf eine Ausnahme der selbe wie der Beweis zu Satz 4.16. An
der Stelle, an der dort Satz 4.15 verwendet wurde, muss nun Satz 4.16 benutzt werden.
Wir bezeichnen nun fu¨r eine kompakte Menge K ⊆ Rd und einen Vektor u ∈ Rd
hK(u) := max{〈k, u〉|k ∈ K} = hconvK(u).
Wa¨hle fu¨r K ∈ C und u ∈ Rd einen Punkt H(K;u) ∈ K mit
〈H(K;u), u〉 = hK(u).
Im Fall, dass K konvex ist, ist H(K;u) ein beliebiger Punkt der Stu¨tzmenge HK(u). In
jedem Fall ist H(K;Z) fast sicher eindeutig bestimmt.
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Korollar 4.18. Mit den oben und soeben eingefu¨hrten Bezeichungen gilt
(i) ∂
∂r
W (rA)|r=0 =
√
2pi · EhA(Z)
(ii) ∂
2
∂r2
W (rA)|r=0 = 2pi · E [hA(Z)2 − ‖H(A;Z)‖2].
Beweis: Aus der Definition von arz folgt sofort, dass
〈a0Z , Z〉 = max{〈a, Z〉|a ∈
√
2piA} =
√
2pi · hA(Z)
und somit wegen a0Z ∈
√
2piA
a0Z =
√
2pi ·H(A;Z).
Also folgen die Behauptungen aus Satz 4.16 und Satz 4.17.
Durch einen Vergleich der Korollare 3.28 und 4.18 ergibt sich das na¨chste Korollar.
Korollar 4.19. Mit den oben eingefu¨hrten Bezeichnungen gilt
(i) V1(convA) =
√
2pi · EhA(Z)
(ii) V2(convA) = pi · E [hA(Z)2 − ‖H(A;Z)‖2].
Wir wollen dieses Korollar nun durch Approximation auf beliebige kompakte Mengen
verallgemeinern. Dazu beno¨tigen wir Stetigkeitsargumente. Laut [47, Satz 1.2.3] ist conv :
C → K stetig und die inneren Volumina sowie h(·, u), u ∈ Sd−1, sind als Funktionen von
K nach R laut [46, S. 210 bzw. Lemma 1.8.10] stetig.
Lemma 4.20. Sei u ∈ Rd und K ⊆ Rd kompakt so, dass H(K;u) eindeutig bestimmt ist,
und (Ki)i∈N eine gegen K konvergente Folge. Dann gilt fu¨r jede Wahl von H(Ki;u), dass
lim
i→∞
H(Ki;u) = H(K;u).
Beweis: Es reicht zu zeigen, dass jede Teilfolge (Km(i))i∈N von (Ki)i∈N eine Teilfolge
(Km(r(i)))i∈N mit
lim
i→∞
H(Km(r(i));u) = H(K;u)
besitzt.
Sei also (Km(i))i∈N eine Teilfolge von (Ki)i∈N. Da (Km(i))i∈N konvergiert, gibt es R ∈ R+
so, dass Km(i) ⊆ RBd fu¨r alle i ∈ N und insbesondere
H(Km(i);u) ∈ RBd, i ∈ N.
Also hat diese Folge eine konvergente Teilfolge (H(Km(r(i));u))i∈N. Nun gilt
〈 lim
i→∞
H(Km(r(i));u), u〉 = lim
i→∞
〈H(Km(r(i));u), u〉 = lim
i→∞
hKm(r(i))(u) = hK(u).
Wegen limi→∞H(Km(r(i));u) ∈ K folgt
lim
i→∞
H(Km(r(i));u) = H(K;u).
Indem wir das bisher Gesagte zusammennehmen, erhalten wir folgenden Satz.
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Satz 4.21. Sei K ⊆ Rd kompakt und Z ein standard-normalverteilter Zufallsvektor im
Rd. Dann gilt
(i) V1(convK) =
√
2pi · EhK(Z)
(ii) V2(convK) = pi · E [hK(Z)2 − ‖H(K;Z)‖2].
Beweis: Wir beweisen nur die zweite Aussage, da die erste analog, nur etwas einfacher,
folgt. Laut Lemma 1.21 gibt es eine gegen K konvergente Folge (Ai)i∈N endlicher Teil-
mengen von K. Dann folgt aus den Stetigkeitsaussagen vor und in Lemma 4.20, Korollar
4.19 und dem Satz von der majorisierten Konvergenz, der angewendet werden kann, weil
Ai ⊆ K fu¨r alle i ∈ N gilt, dass
V2(convK) = lim
i→∞
V2(convAi)
= lim
i→∞
pi · E [hAi(Z)2 − ‖H(Ai;Z)‖2]
= pi · E lim
i→∞
[hAi(Z)
2 − ‖H(Ai;Z)‖2]
= pi · E [hK(Z)2 − ‖H(K;Z)‖2].
Satz 4.21 ist im Wesentlichen kein neues Resultat. Die erste Aussage ist ein Spezialfall
von Proposition 14 aus [51], deren Beweis hauptsa¨chlich auf der Unabha¨ngigkeit von ‖Z‖
und Z‖Z‖ sowie der Projektionsformel der Integralgeometrie beruht. Die zweite Aussage ist
zwar in dieser Form neu, allerdings kann man Teil (ii) von Korollar 4.19 aus [9, (3.10.1)]
folgern, indem man verwendet, dass die Kovarianz von 〈a, Z〉 fu¨r a ∈ Rd gleich ‖a‖2 ist.
4.4 Zufa¨llige kompakte Mengen
In diesem Abschnitt wollen wir Beispiele fu¨r zufa¨llige kompakte Mengen untersuchen,
die die Voraussetzungen der Sa¨tze aus den Kapiteln 2 und 3 erfu¨llen. Wir werden da-
bei zwei Modelle betrachten, na¨mlich die Brown’schen Pfade (vgl. Definition 1.50) und
Vereinigungen zufa¨lliger kompakter Mengen.
Beispiel 4.22. Die Voraussetzungen der Sa¨tze 2.1, 2.15 und 2.24 sowie von Korollar 2.32,
sind erfu¨llt, falls X ein Brown’scher Pfad ist und Y eine deterministische Menge ist, die
die Glattheitsvoraussetzungen des jeweiligen Satzes erfu¨llt, z.B. Y = B2. Weiter erfu¨llt
ein Brown’scher Pfad die Voraussetzungen, die in den Sa¨tzen der Abschnitte 3.3 und 3.4
an X gestellt werden. Wegen Satz 1.51 gilt na¨mlich E(diamX)j <∞ fu¨r alle j ∈ N.
Da ein Brown’scher Pfad die Voraussetzungen von Satz 2.15 erfu¨llt, erhalten wir folgendes
Resultat:
Korollar 4.23. Es sei S ein Brown’scher Pfad in R3. Dann gilt
EV1(convS) = 4
√
2
pi
EV2(convS) = pi.
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Beweis: Es gilt (siehe z.B. [33, (5.1)])
EV3(S + rB3) =
4
3
pir3 + 4
√
2pir2 + 2pir.
Andererseits folgt aus (1.24)
EV3(convS + rB3) =
3∑
j=0
κ3−jr3−jEVj(convS).
Wegen E (diamS)4 < ∞ ist die Differenz dieser beiden Polynome laut Satz 2.15 be-
schra¨nkt. Also stimmen ihre Koeffizienten von r3, r2 und r u¨berein. Dies liefert neben der
trivialen Aussage EV0(convS) = 1 die Behauptung.
Bem. 4.24. Da fu¨r das erwartete Parallelvolumen eines Brown’schen Pfades in beliebi-
gen Dimensionen eine Formel bekannt ist (vgl. z.B. [33, (4.17)]), ist es wahrscheinlich
mo¨glich, das erwartete erste und zweite innere Volumen eines Brown’schen Pfades in be-
liebigen Dimensionen mit obigem Ansatz zu berechnen. Da die Formel [33, (4.17)] aber
sehr kompliziert ist, wa¨re dies mit erheblichem Aufwand verbunden, der nicht zu recht-
fertigen wa¨re, da man in direkter Verallgemeinerung von [34]
EV1(convS) =
dΓ(d−1
2
+ 1)
√
2
Γ(d
2
+ 1)
(4.9)
in Rd zeigen kann. Nimmt man noch Bemerkung (a) von [11, S. 149] hinzu, folgt
EV2(convS) = (d− 1)pi
2
.
Als Anwendung von Satz 3.25 erhalten wir ein Resultat u¨ber die Wiener-Wurst, das neu
zu sein scheint. Es bezeichne St, t ≥ 0, einen Brown’schen Pfad bis zum Zeitpunkt t.
Satz 4.25. Fu¨r r ≥ 0 gilt
lim
t→0
EVd(St + rBd)− rdκd√
t
= rd−1κd−1EV1(convS) = rd−1
dpi
d−1
2
√
2
Γ(d
2
+ 1)
.
Beweis: Wegen Satz 1.52 und Satz 3.25 gilt
lim
t→0
EVd(St + rBd)− rdκd√
t
= lim
t→0
EVd(St2 + rBd)− rdκd
t
= lim
t→0
EVd(tS + rBd)− rdκd
t
= d
dt
E
∫
K
Vd(tS + A) dδrBd(A)|t=0
= d · E
∫
K
V (convS[1], A[d− 1]) dδrBd(A)
= E[drd−1 · V (convS[1], Bd[d− 1])]
= rd−1κd−1 · EV1(convS).
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Weiter gilt wegen (4.9)
rd−1κd−1 · EV1(convS) = rd−1 pi
d−1
2
Γ(d−1
2
+ 1)
· dΓ(
d−1
2
+ 1)
√
2
Γ(d
2
+ 1)
= rd−1
dpi
d−1
2
√
2
Γ(d
2
+ 1)
.
Wir wollen nun einen Satz herleiten, mit dessen Hilfe man u¨berpru¨fen kann, ob eine
Vereinigung zufa¨lliger kompakter Mengen die Integrabilita¨tsbedingungen der Sa¨tze 2.1,
2.15 und 2.24, von Korollar 2.32 und der Resultate aus den Abschnitten 3.3 und 3.4 erfu¨llt.
Satz 4.26. Sei N eine N+-wertige Zufallsvariable mit EN < ∞, (Xi)i∈N+ eine Folge
zufa¨lliger Punkte in Rd und (Zi)i∈N+ eine Folge zufa¨lliger kompakter Teilmengen des Rd
mit 0 ∈ Zi f.s. fu¨r i ∈ N+. Sei N unabha¨ngig von ((Xi, Zi))i∈N+. Setze
Z =
N⋃
i=1
(Xi + Zi).
Sei j ∈ N fest.
(i) Falls es Zahlen S1 und S2 so gibt, dass E(diamZi)j < S1 und E(‖Xi‖)j < S2 fu¨r
alle i ∈ N+, dann gilt E (diamZ)j <∞.
(ii) Seien zusa¨tzlich die Folgen (Xi)i∈N+ und (Zi)i∈N+ voneinander unabha¨ngig und je-
weils u.i.v., X1 radialsymmetrisch verteilt und P(N ≥ 2) > 0. Falls E (diamZ)j <
∞, dann ist E(diamZ1)j <∞ und E(‖X1‖)j <∞.
Der Grund, wieso wir Teil (ii) hier auffu¨hren, ist, dass wir zeigen wollen, das Teil (i) nicht
wesentlich verscha¨rft werden kann. Im Prinzip kann Teil (ii) dazu verwendet werden,
nachzuweisen, dass die oben erwa¨hnten Integrabilita¨tsbedingungen in einer bestimmten
Situation nicht erfu¨llt sind. Dies wird aber im Regelfall uninteressant sein.
Der Beweis von Teil (i) basiert auf folgendem Lemma:
Lemma 4.27. Sei N eine N+-wertige Zufallsvariable mit EN < ∞ und (Ti)i∈N+ eine
von N unabha¨ngige Folge von R+0 -wertigen Zufallsvariablen, fu¨r die es eine Zahl S mit
ET ji < S gibt. Dann ist
E max{Ti|i = 1, . . . , N}j <∞.
Beweis: Es gilt
E max{Ti|i = 1, . . . , N}j =
∞∑
n=1
P(N = n)E max{Ti|i = 1, . . . , n}j
≤
∞∑
n=1
P(N = n)ET j1 + · · ·+ T jn
<
∞∑
n=1
P(N = n)nS
= S · EN
< ∞.
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Beweis von Satz 4.26: (i) Es gilt f.s.
(diamZ)j ≤ ( max
i,k∈{1,...,N}
diamZi + ‖Xi‖+ ‖Xk‖+ diamZk
)j
≤ (4 max{‖Xi‖, diamZi|i = 1, . . . , N})j
≤ 4j max{‖Xi‖ |i = 1, . . . , N}j + 4j max{diamZi|i = 1, . . . , N}j.
Da nach Lemma 4.27
E max{‖Xi‖ |i = 1, . . . , N}j < ∞
und E max{diamZi|i = 1, . . . , N}j < ∞
gilt, folgt E (diamZ)j <∞.
(ii) Trivialerweise gilt
E (diamZ1)j ≤ E (diamZ)j <∞.
Falls N ≥ 2, gilt X1, X2 ∈ Z und, falls daru¨ber hinaus 〈X1, X2〉 ≤ 0, folgt
diamZ ≥ ‖X1 −X2‖ ≥ ‖X1‖.
Wegen den Unabha¨ngigkeitsannahmen folgt
E[‖X1‖j] · P(N ≥ 2)P(〈X1, X2〉 ≤ 0) ≤ E (diamZ)j <∞.
Da P(N ≥ 2) > 0 und P(〈X1, X2〉 ≤ 0) ≥ 12 wegen der vorausgesetzten Radialsymmetrie,
folgt E ‖X1‖j <∞.
Satz 4.28. Sei B ein Scheibenko¨rper. Sei N eine N+-wertige Zufallsvariable mit EN <
∞, (Xi)i∈N+ eine u.i.v. Folge von R2-wertigen Zufallsvariablen und (Zi)i∈N+ eine u.i.v.
Folge von zufa¨lligen Ko¨rpern in R2 mit 0 ∈ Zi f.s. fu¨r alle i ∈ N+. Es seien N , (Xi)i∈N+
und (Zi)i∈N+ unabha¨ngig. Weiter gelte E ‖X1‖2 <∞ und E (diamZ1)2 <∞ sowie
(a) die Verteilung von X1 ist nicht auf einer Lebesgue’schen Nullmenge konzentriert oder
(b) die Verteilung von X1 ist nicht auf einem Punkt konzentriert und Z1 ist mit positiver
Wahrscheinlichkeit strikt konvex.
Setze Z :=
⋃N
i=1(Xi+Zi). Falls nun EV2(Z+rB) ein Polynom ist, dann ist P(N = 1) = 1.
Als erste Vorbereitung fu¨r den Beweis dieses Satzes definieren wir fu¨r x = (x1, x2) ∈ R2
und  > 0 die Menge
W(x) :=
{
(y1, y2) ∈ R2 | y1 ≥ x1 − , y2 ∈ [x2 − , x2]} .
Lemma 4.29. Sei  > 0 und A ⊆ R2 beliebig. Dann gibt es eine abza¨hlbare Teilmenge
A˜ ⊆ A mit
A ⊆
⋃
p∈A˜
W(p). (4.10)
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Abbildung 4.1
Beweis: Sei R ∈ N+. Wir konstruieren eine abza¨hlbare Menge AR ⊆ A ∩ [−R,R]2 mit
A ∩ [−R,R]2 ⊆
⋃
p∈AR
W(p). (4.11)
Hierzu definieren wir rekursiv eine Folge (AiR)i∈N von Teilmengen von A ∩ [−R,R]2. Wir
setzen A0R := ∅. Fu¨r i ∈ N+ betrachten wir die Menge
EiR :=
{
y2|(y1, y2) ∈ A ∩ [−R,R]2 \⋃p∈Ai−1R W(p)} .
Falls sie leer ist, setzen wir AiR := A
i−1
R . Falls sie ein Maximum besitzt, wa¨hlen wir
einen Punkt (q1, q2) ∈ A ∩ [−R,R]2 \⋃p∈Ai−1R W(p) so, dass q2 gleich diesem Maximum
ist und setzen AiR := A
i−1
R ∪ {(q1, q2)}. Andernfalls wa¨hlen wir eine Folge ((q1j , q2j ))j∈N
in A ∩ [−R,R]2 \ ⋃p∈Ai−1R W(p) so, dass (q2j )j∈N gegen supEiR konvergiert, und setzen
AiR := A
i−1
R ∪ {(q1j , q2j )|j ∈ N}.
Es sei N die kleinste ganze Zahl, die gro¨ßer als 2R

ist. Sei k ∈ N+. Wir zeigen
supEk+NR ≤ supEkR −  ∨ Ek+NR = ∅, (4.12)
wobei wir sup ∅ := −R setzen. Hierzu betrachten wir fu¨r i ∈ N+
F iR :=
{
y1|(y1, y2) ∈ A ∩ [−R,R]2 \⋃p∈Ai−1R W(p), y2 ≥ supEiR − } .
Offensichtlich ist EiR, i ∈ N+, genau dann leer, wenn F iR leer ist. Fu¨r i ∈ N+ ist auf Grund
der Konstruktion von AiR ist klar, dass weder im Fall, dass E
i
R ein Maximum hat, noch
im Fall, dass EiR nicht leer ist und kein Maximum hat, gleichzeitig supE
i+1
R > supE
i
R− 
und supF i+1R > supF
i
R −  gelten ko¨nnen. Also gilt fu¨r alle i ∈ N+ eine der Beziehungen
supEi+1R ≤ supEiR − , supF i+1R ≤ supF iR −  oder Ei+1R = ∅. Da die Folge (supEiR)i∈N
monoton fallend ist, folgt induktiv, dass fu¨r j ∈ N+ eine der Beziehungen supEk+jR ≤
supEkR− , supF k+jR ≤ supF kR− j oder Ek+jR = ∅ gelten muss. Wegen −R ≤ supF iR ≤ R
fu¨r alle i ∈ N, folgt hieraus (4.12). Also ist EiR = ∅ fu¨r alle i > N2 und AR := AN2R erfu¨llt
(4.11).
Nun ist A˜ :=
⋃
R∈N+ AR eine abza¨hlbare Teilmenge von A mit (4.10).
Lemma 4.30. Sei X = (X1, X2) ein Zufallsvektor im R2. Dann ist mit Wahrscheinlich-
keit 1 fu¨r alle  > 0
P(X1 −  ≤ Y 1, Y 2 ∈ [X2 − ,X2]|X) > 0,
wobei Y = (Y 1, Y 2) ein von X unabha¨ngiger Zufallsvektor mit selber Verteilung ist.
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Beweis: Es bezeichne P das Bildmaß von P unter X bzw. Y . Dann ist zu zeigen, dass
P ({x ∈ R2|∀>0 : P (W(x)) > 0}) = 1
bzw.
P ({x ∈ R2|∃>0 : P (W(x)) = 0}) = 0.
Wegen
{x ∈ R2|∃>0 : P (W(x)) = 0} =
∞⋃
n=1
{x ∈ R|P (W1/n(x)) = 0}
und der σ-Additivita¨t von P reicht es zu zeigen, dass
An := {x ∈ R2|P (W1/n(x)) = 0}
fu¨r alle n ∈ N+ eine P -Nullmenge ist. Dies folgt aber wegen der σ-Additivita¨t von P aus
Lemma 4.29.
Beweis von Satz 4.28: Aus Satz 4.26 folgt E (diamX)2 < ∞. Wegen Bemerkung 2.3
sind somit die Integrabilita¨tsbedingungen von Korollar 2.32 erfu¨llt. Also folgt daraus, dass
EV2(Z + rB) ein Polynom ist, dass Z f.s. konvex ist.
Wir nehmen P(N ≥ 2) > 0 an und bedingen auf N ≥ 2 und N .
Es bezeichne A das Ereignis, dass es i, k ∈ {1, . . . , N} mit Xi 6= Xk gibt und fu¨r alle
i, k ∈ {1, . . . , N} mit Xi 6= Xk gilt, dass weder convZi noch convZk eine zu Xi − Xk
parallele Kante haben. Wir zeigen nun, dass A positive Wahrscheinlichkeit hat. Falls
Bedingung (a) erfu¨llt ist, nutzen wir aus, dass die Ko¨rper convZk, k ∈ {1, . . . , N}, laut
Lemma 1.28 f.s. ho¨chstens abza¨hlbar viele Kanten haben. Fu¨r i, k ∈ {1, . . . , N} bezeichne
Gi,k die Vereinigung aller zu einer Kante von convZi oder convZk parallelen Geraden
durch Xi. Das Ereignis A tritt ein, falls fu¨r alle k ∈ {2, . . . , N} der Punkt Xk nicht
in die Menge
⋃k−1
i=1 Gi,k fa¨llt, die eine Vereinigung von abza¨hlbar vielen Geraden und
daher eine Lebesgue’sche Nullmenge ist. Da Xk jeweils unabha¨ngig von X1, . . . , Xk−1 ist
und seine Verteilung nicht auf einer Lebesgue’schen Nullmenge konzentriert ist, ist die
Wahrscheinlichkeit von A positiv. Falls Bedingung (b) erfu¨llt ist, so sind mit positiver
Wahrscheinlichkeit Z1, . . . , ZN alle strikt konvex und X1 6= X2. Also P(A) > 0.
Die Aussagen des folgenden Abschnitts verstehen sich f.s. bedingt auf N ≥ 2, N und
A. Durch Umnummerierung ko¨nnen wir erreichen, dass X1 und X2 Endpunkte einer
Kante von conv{X1, . . . , XN} sind und es somit einen Zufallsvektor u ∈ S1 gibt mit
〈X1, u〉 = 〈X2, u〉 ≥ 〈Xk, u〉, k ∈ {3, . . . , N}. Beachte, dass die X1, . . . , XN nun nicht
mehr unabha¨ngig und identisch verteilt sind, die Z1, . . . , ZN aber schon. Von nun an be-
dingen wir zusa¨tzlich auf X1 und X2. Wir setzen v :=
X2−X1
‖X2−X1‖ . Es bezeichnen H1 und H2
die Punkte aus X1 +Z1 bzw. X2 +Z2, die das gro¨ßte Skalarprodukt mit u haben. Wegen
A sind diese eindeutig. Außerdem gibt es deshalb eine Zahl  ∈ (0, ‖X2−X1‖), fu¨r die das
Ereignis B, dass X1 +Z1 die Strecke [H1 + (‖X2−X1‖− )v,H1 + (‖X2−X1‖− )v− u]
nicht schneidet, positive Wahrscheinlichkeit hat.
Wegen Lemma 4.30 ist aber die Wahrscheinlichkeit des Ereignisses C, dass
〈H1, u〉 −  ≤ 〈H2, u〉 ≤ 〈H1, u〉 und 〈H1 −X1, v〉 −  ≤ 〈H2 −X2, v〉,
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Das Ereignis B ist, dass X1 + Z1 die dicke Strecke nicht schneidet.
Das Ereignis C ist, dass H2 in den dick umrandeten Bereich fa¨llt.
Abbildung 4.2
(zusa¨tzlich) bedingt auf H1 positiv. Die Ereignisse B und C treten mit positiver Wahr-
scheinlichkeit gleichzeitig ein. Dann ist aber der Schnitt der Geraden g durch H2 ortho-
gonal zu u mit (Z1 +X1)∪ (Z2 +X2) nicht zusammenha¨ngend. Sei i ∈ {3, . . . , N}. Da Zi
die Verteilung von Z2 hat, tritt das Ereignis Di, dass
max{〈x, u〉|x ∈ Zi} ≤ max{〈x, u〉|x ∈ Z2}
mit positiver Wahrscheinlichkeit ein. Weiter gilt 〈Xi, u〉 ≤ 〈X2, u〉. Falls Gleichheit gilt,
so sind die Vektoren Xi −X1 und Xi −X2, die nicht beide 0 sind, skalare Vielfache von
v und wegen A hat convZi keine zu v parallele Kante. Unter Di ist somit, falls nicht
〈Xi, u〉 < 〈X2, u〉, die Menge
{x ∈ Zi|〈x, u〉 = 〈H2 −X2, u〉}
ho¨chstens einelementig. Daher ist unter Di der Schnitt von g mit Xi+Zi ho¨chstens einele-
mentig. Wegen der Unabha¨ngigkeit von Z1, . . . , Zn treten die Ereignisse B,C,D3, . . . , DN
mit positiver Wahrscheinlichkeit alle gleichzeitig ein. Dann ist aber der Schnitt von g mit⋃N
i=1(Xi + Zi) nicht zusammenha¨ngend und somit ist Z nicht konvex.
Nun ist aber auch die unbedingte Wahrscheinlichkeit dafu¨r, dass Z nicht konvex ist,
positiv. Da dies aber nicht stimmt, ist die Annahme P(N ≥ 2) > 0 falsch.
Anhang A
Messbarkeitsfragen
Wir wollen hier nachweisen, dass die Mengen und Funktionen, deren Messbarbarkeit wir
in dieser Arbeit verwendet haben, tatsa¨chlich messbar sind.
Dieser Anhang gliedert sich in drei Teile. Zuna¨chst wollen wir Kriterien bereitstellen, um
Messbarkeit nachzuweisen. Dann geben wir einen U¨berblick daru¨ber, woraus die Messbar-
keit der einzelnen Mengen und Funktionen folgt. Soweit hierfu¨r im Einzelfall kein kurzes
Argument vorhanden ist, lagern wir Teile des Beweises in ein Lemma aus. Diese Lemmata
bilden den dritten Teil dieses Anhangs.
Sei T ein topologischer Raum mit seiner Borel-σ-Algebra. Eine Funktion f : T → R
heißt nach oben halbstetig, wenn f−1((−∞, t)) fu¨r alle t ∈ R offen ist, und nach unten
halbstetig, wenn f−1((t,∞)) fu¨r alle t ∈ R offen ist. Da sowohl {(−∞, t)|t ∈ R} als auch
{(t,∞)|t ∈ R} ein Erzeugendensystem der Borel-σ-Algebra ist, impliziert jede der beiden
Eigenschaften die Messbarkeit.
Weiter heißt eine Abbildung f : T → F nach oben halbstetig, wenn f−1(FC) fu¨r alle
kompakten Mengen C ⊆ Rd offen ist, und nach unten halbstetig, wenn f−1(FG) fu¨r alle
offenen Mengen G ⊆ Rd offen ist. Eine Abbildung f : T → F , die nach oben oder nach
unten halbstetig ist, ist messbar (bzgl. der Borel-σ-Algebra auf T und der Fell-Matheron-
σ-Algebra auf F), wie sofort aus [47, Lemma 1.3.1] folgt.
Die Menge C der kompakten Teilmengen von Rd ist messbar und die Spur-σ-Algebra der
Fell-Matheron-σ-Algebra auf C stimmt mit der Borel-σ-Algebra der Hausdorff-Topologie
u¨berein ([47, Satz 1.3.2]).
Die Menge K der konvexen Ko¨rper ist laut [47, Satz 1.3.3] messbar. Die Menge Kr0 der
konvexen Ko¨rper, die 0 im relativen Inneren enthalten, ist nach unten stehendem Lemma
A.3 messbar und die Menge der strikt konvexen Ko¨rper nach Lemma A.5. Dass der Raum
aller Scheibenko¨rper messbar ist, folgt aus den Lemmata A.1 und A.4.
Die Menge {(K,L) ∈ C × C|L ⊆ K} ist abgeschlossen und daher messbar. Die Men-
ge {(K,L) ∈ K × K|∃M∈K : L + M = K} ist wegen der Stetigkeit der Minkowski-
Addition ([47, Satz 1.2.3]) und dem Auswahlsatz von Blaschke (Satz 1.23) abgeschlossen,
also messbar.
Minkowski-Summe und -Multiplikation kompakter Mengen sind laut [47, Satz 1.2.3] stetig
bzgl. der Hausdorff-Topologie und daher messbar. Der Durchschnitt ist laut [47, Satz 1.1.6]
nach oben halbstetig auf F und somit messbar.
Da fu¨r zwei Ko¨rper K,L ⊆ Rd die Menge K \ L i.a. nicht abgeschlossen ist, macht die
Frage, ob diese Operation messbar ist, keinen Sinn. An den Stellen in dieser Arbeit, an
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denen das Problem auftritt, muss statt dessen Vd(K \ L) = Vd(K) − Vd(L) fu¨r L ⊆ K
verwendet werden.
Der Raum Ldk ⊆ F aller k-dimensionalen linearen Unterra¨ume des Rd ist kompakt und
daher messbar. Die Funktion C × Ldk → C, (K,L) 7→
⋃
x∈L⊥ conv(K ∩ (x + L)) ist laut
[28, Lemma 2.2] messbar. Mit Lemma A.2 folgt hieraus die Messbarkeit von C × K →
C, (K,B) 7→ KB. Wegen [47, Satz 1.1.5 (a)] sieht man, dass die Stu¨tzmenge K×Rd → K
nach oben halbstetig und deshalb messbar ist. Es sei H : C ×Rd → Rd eine Funktion mit
〈H(K;u), u〉 = hconvK(u) und H(K;u) ∈ K, K ∈ C, u ∈ Rd.
Da fu¨r festes K ∈ C die Stu¨tzmenge HconvK(u) fu¨r Lebesgue-fast alle u ∈ Rd einelementig
ist, folgt aus der Messbarkeit der Stu¨tzmenge, dass H(K, ·) : Rd → Rd fu¨r jedes feste K ∈
C messbar ist, wenn man den Definitionsbereich mit der σ-Algebra aller bzgl. des a¨ußeren
Lebesgue-Maßes messbaren Mengen betrachtet. Andererseits ist fu¨r festes u ∈ Rd \ {0}
die Menge der Ko¨rper, fu¨r die die Stu¨tzmenge HconvK(u) einpunktig ist, messbar und die
Einschra¨nkung von H(·, u) auf diese Menge stetig und deshalb messbar.
Dass die Umnummerierung der Punkte X1, . . . , XN im Beweis von Satz 4.28 auf messbare
Art und Weise geschehen kann, folgt aus Lemma A.6.
Die Einschra¨nkung des Volumens auf C ist laut [47, S. 19] nach oben halbstetig und daher
messbar. Dass die gemischten Volumina auf K × K stetig und daher messbar sind, folgt
aus dem Beweis von [46, Theorem 5.1.6].
Die Abbildung
K00 × C × Rd → R+0 , (B,K, x) 7→ dB(K, x)
ist laut Lemma 1.31 stetig und somit messbar.
Der Durchmesser diam : C → R+0 ist offensichtlich Lipschitz-stetig bzgl. der Hausdorff-
Metrik und somit messbar.
Fu¨r K ∈ Kr0 hatten wir die δ-Zahl erkla¨rt durch δK := 1/min{hK(u)|u ∈ Kˆ, ‖u‖ =
1}. Ihre Messbarkeit folgt aus Lemma A.7. Die Messbarkeit der durch (2.1) definierten
Funktion w folgt aus Lemma A.8.
Die Messbarkeit von
R : K → R, K 7→ sup{ρ ∈ R+0 |ρBd ist Summand von K}
folgt aus Lemma A.9. Die Funktion S : C → R, die einem Ko¨rper den Radius seiner laut
Satz 1.29 eindeutig bestimmten Umkugel zuordnet, ist Lipschitz-stetig mit Lipschitz-
Konstante 1 und daher messbar.
Lemma A.1. Die Menge aller abgeschlossenen Teilmengen des Rd, deren lineare Hu¨lle
ho¨chstens Dimension k hat, ist (bzgl. der Topologie der abgeschlossenen Konvergenz) ab-
geschlossen.
Beweis: Sei (Fn)n∈N eine Folge von abgeschlossenen Teilmengen des Rd, deren lineare
Hu¨lle ho¨chstens Dimension k hat. Wir wa¨hlen fu¨r jedes n ∈ N orthogonale Vektoren
u1n, . . . , u
k
n ∈ Sd−1 mit Fn ⊆ span{u1n, . . . , ukn}. Da Sd−1 kompakt ist, ko¨nnen wir nach
U¨bergang zu einer Teilfolge o.B.d.A. annehmen, dass die Folgen (u1n)n∈N, . . . , (u
k
n)n∈N kon-
vergieren. Sei x ∈ limn→∞ Fn. Nach [47, Satz 1.1.2] gibt es dann eine Folge (xn)n∈N mit
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xn ∈ Fn fu¨r alle n ∈ N und limn→∞ xn = x. Somit gilt
x = lim
n→∞
xn =
k∑
j=1
( lim
n→∞
〈xn, ujn〉)( lim
n→∞
ujn) ∈ span{ lim
n→∞
ujn|j = 1, . . . , k}.
Also limn→∞ Fn ⊆ span{limn→∞ ujn|j = 1, . . . , k}.
Lemma A.2. Die Abbildung af– : F \ {∅} → Ldk, die jede Menge auf den zu ihrer affinen
Hu¨lle parallelen Unterraum abbildet, ist nach unten halbstetig.
Beweis: Sei (Fn)n∈N eine Folge von abgeschlossenen Mengen, die gegen F ∈ F konver-
giert. Wir wa¨hlen xS ∈ F und eine gegen xS konvergente Folge (xS,n)n∈N mit xS,n ∈ Fn
fu¨r jedes n ∈ N und setzen E := aff F − xS und En := aff Fn − xS,n. Sei x ∈ E. Dann
gibt es Zahlen λ1, . . . , λm ∈ R, m ∈ N, mit ∑mi=1 λi = 1 und Punkte x1, . . . , xm ∈ F
mit x =
∑m
i=1 λ
ixi − xS. Wegen [47, Satz 1.1.2] gibt es nun Folgen (xjn)n∈N, die gegen xj
konvergieren mit xjn ∈ Fn. Setze xn :=
∑m
i=1 λ
ixin − xS,n. Dann ist xn ∈ En fu¨r alle n ∈ N
und limn→∞ xn = x. Nach [47, Satz 1.1.5] ist aff also nach unten halbstetig.
Lemma A.3. Die Menge Kr0 aller konvexen Ko¨rper K mit 0 ∈ relintK ist messbar.
Beweis: Die Funktionen
gi : K → K, K 7→ B1/i(0) ∩ af– K, i ∈ N,
sind wegen Lemma A.2 messbar, also auch
hi : K → K×K, K 7→ (gi(K), K), i ∈ N.
Die Menge
I := {(L,K) ∈ K ×K|L ⊆ K}
ist abgeschlossen und daher messbar. Also ist auch
Kr0 = {K ∈ K|∃i∈N : B1/i(0) ∩ af– K ⊆ K, 0 ∈ K}
=
∞⋃
i=1
{K ∈ K|B1/i(0) ∩ af– K ⊆ K} ∩ {K ∈ F|∀i ∈ N : K ∩ intB1/i(0) 6= ∅}
=
∞⋃
i=1
h−1i (I) ∩
∞⋂
i=1
FintB1/i(0)
messbar.
Es bezeichne nun Ak, k ∈ N+, die Menge aller 2-dimensionalen konvexen Ko¨rper, die in
ihrer affinen Hu¨lle betrachtet einen Randpunkt mit zwei a¨ußeren Normalenvektoren, deren
Winkel gro¨ßer oder gleich 1/k ist, haben. Dann schließen wir in leichter Abwandlung von
[47, Theorem 2.6.1]:
Lemma A.4. Die Mengen Ak, k ∈ N+, sind abgeschlossen.
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Beweis: Sei (Kn)n∈N eine Folge in Ak mit Grenzwert in K ∈ C. Da K abgeschlossen ist
(Beweis von [47, Satz 1.3.3]), gilt K ∈ K und wegen Lemma A.1 ist die affine Hu¨lle von K
ho¨chstens zweidimensional. Weiter gibt es fu¨r jedes n ∈ N einen Punkt pn ∈ bdKn, in dem
Kn zwei a¨ußere Einheitsnormalenvektoren un und vn im zu aff Kn parallelen Unterraum
hat, deren Winkel mindestens 1/k ist. Aus Kompaktheitsgru¨nden ko¨nnen wir annehmen,
dass die Folgen (pn)n∈N, (un)n∈N und (vn)n∈N gegen Grenzwerte p, u und v konvergieren.
Da es fu¨r jeden Punkt k ∈ K eine gegen diesen konvergente Folge (kn)n∈N mit kn ∈ Kn
fu¨r alle n ∈ N gibt, hat K in p die a¨ußeren Normalenvektoren u und v. Außerdem liegen
u und v im zu aff K parallelen Unterraum und der Winkel zwischen u und v ist gro¨ßer
oder gleich 1/k. Somit ist K ∈ Ak.
Es bezeichne nun Bk, k ∈ N+, die Menge aller konvexen Ko¨rper, die ein Segment der
La¨nge mindestens 1/k im Rand enthalten. Dann gilt:
Lemma A.5. Die Mengen Bk, k ∈ N+, sind abgeschlossen.
Beweis: Es sei (Kn)n∈N eine Folge von Mengen in Bk mit Grenzwert K ∈ C. Weil K
abgeschlossen ist, gilt K ∈ K. Nun besitzt jede Menge Kn zwei Randpunkte pn und qn,
deren Abstand 1/k ist und die einen gemeinsamen a¨ußeren Einheitsnormalenvektor un
haben. Wir ko¨nnen wieder annehmen, dass die Folgen (pn)n∈N, (qn)n∈N und (un)n∈N gegen
Grenzwerte p, q und u konvergieren. Dann sind p und q Punkte von K, in denen K den
a¨ußeren Normalenvektor u hat. Insbesondere liegt also die Strecke zwischen p und q im
Rand von K. Da ihre La¨nge 1/k ist, folgt K ∈ Bk.
Lemma A.6. Es gibt eine messbare Abbildung f = (f1, . . . , fn) : (R2)n → (R2)n so, dass
es fu¨r jedes xˆ = (x1, . . . , xn) ∈ (R2)n eine Bijektion σ : {1, . . . , n} → {1, . . . , n} mit
fj(xˆ) = xσ(j) fu¨r j = 1, . . . , n und einen Vektor u ∈ R2 mit
〈f1(xˆ), u〉 = 〈f2(xˆ), u〉 ≥ 〈fj(xˆ), u〉, j = 3, . . . , n,
gibt.
Beweis: Wir wa¨hlen f1(xˆ) als linken unteren Tangentenpunkt (siehe [47, S. 136]) von
{x1, . . . xn}. Falls P (xˆ) := {x1, . . . , xn}\{f1(xˆ)} die leere Menge ist, setzen wir fj(xˆ) := x1
fu¨r alle j ∈ {2, . . . , n}. Andernfalls wa¨hlen wir als f2(xˆ) denjenigen Punkt p ∈ P , fu¨r
den 〈p − f1(xˆ), e1〉/‖p − f1(xˆ)‖ maximal ist, bei Gleichstand den mit gro¨ßerem Betrag
‖p− f1(xˆ)‖. Fu¨r j ∈ {3, . . . , n} sei fj(xˆ) := xj−kj , wobei
kj :=

2 falls f1(xˆ) /∈ {x1, . . . , xj−2} ∧ f2(xˆ) /∈ {x1, . . . , xj−2}
0 falls f1(xˆ) ∈ {x1, . . . , xj−1} ∧ f2(xˆ) ∈ {x1, . . . , xj−1}
1 sonst.
Die Messbarkeit von f1 folgt aus Halbstetigkeitsargumenten. Um im Fall n > 1 die
Messbarkeit von f2 zu zeigen, bemerken wir zuna¨chst, dass die Mengen
R :=
{
xˆ ∈ (R2)n|P (xˆ) = ∅} ,
R1 :=
{
xˆ ∈ (R2)n \R|∃i∈{1,...,n} :
(
f1(xˆ) 6= xi ∧ 〈f1(xˆ), e2〉 = 〈xi, e2〉
)}
und
R2 :=
{
xˆ ∈ (R2)n \R|∀i∈{1,...,n} :
(
f1(xˆ) = xi ∨ 〈f1(xˆ), e2〉 6= 〈xi, e2〉
)}
ANHANG A. MESSBARKEITSFRAGEN 134
messbar sind. Weiter betrachten wir die Funktionen
g1 : R1 ∪R2 → R, xˆ 7→ 〈f2(xˆ)− f1(xˆ), e1〉‖f2(xˆ)− f1(xˆ)‖
g2 : R1 ∪R2 → R, xˆ 7→ ‖f2(xˆ)− f1(xˆ)‖.
Ihre Einschra¨nkungen auf R1 und R2 sind jeweils halbstetig und daher sind die beiden
Funktionen messbar. Da f1(xˆ) = f2(xˆ) fu¨r alle xˆ ∈ R gilt, folgt hieraus die Messbarkeit
von f2.
Die Messbarkeit von fj, j ∈ {3, . . . , n}, ist leicht zu sehen. Offensichtlich hat f auch die
u¨brigen geforderten Eigenschaften.
Lemma A.7. Die Einschra¨nkung von K 7→ 1
δK
auf die Menge K(j),0 aller konvexer Ko¨rper
von Dimension j mit 0 ∈ relintK ist fu¨r jedes j ∈ {0, . . . , d} Lipschitz-stetig.
Beweis: Sei  > 0 und seien K,K ′ ∈ K(j),0 mit dH(K,K ′) < . Es bezeichne Lˆ wieder die
lineare Hu¨lle eines Ko¨rpers L ∈ K(j),0. Falls es u0 ∈ Kˆ ′ ∩K⊥ mit ‖u0‖ = 1 gibt, dann gilt
1
δK′
≤ hK′(u0) ≤ hK+Bd(u0) =  <
1
δK
+ .
Sonst ist die orthogonale Projektion von Kˆ ′ auf Kˆ bijektiv. Wa¨hle dann u1 ∈ Kˆ mit
‖u1‖ = 1 und hK(u1) = 1/δK . Es bezeichne u0 den Einheitsvektor aus Kˆ ′, dessen ortho-
gonale Projektion auf Kˆ die selbe Richtung wie u1 hat. Dann gilt u0 = 〈u0, u1〉u1 +u2 fu¨r
ein u2 ∈ K⊥ und daher 〈k, u0〉 = 〈u0, u1〉〈k, u1〉 fu¨r jedes k ∈ K. Somit folgt
1
δK′
≤ hK′(u0) ≤ hK(u0) +  ≤ hK(u1) +  = 1
δK
+ .
Da genauso 1
δK
≤ 1
δK′
+  gilt, ist die Behauptung bewiesen.
Lemma A.8. Die Funktion w : K00 × R+0 → R+0 ist nach unten halbstetig.
Beweis: Sei (Bn)n∈N eine Folge in K00, die gegen B ∈ K00 konvergiert und (rn)n∈N
eine Folge in R+0 , die gegen r ∈ R+0 konvergiert. Angenommen, die Folge (wBn(rn))n∈N
besitzt einen Ha¨ufungspunkt, der kleiner als wB(r) ist. Dann konvergiert eine Teilfolge
von (wBn(rn))n∈N, o.B.d.A. die Folge selbst, gegen diesen Ha¨ufungspunkt. Weiter gibt es
Folgen (yn)n∈N in Bd und (zn)n∈N in Rd mit wBn(rn) = dBn(yn, zn), dBn(0, zn) = rn und
yn ∈ ΠBn(0yn, zn). Weil (Bn)n∈N konvergiert, gibt es S > 0 mit Bn ⊆ SBd fu¨r alle n ∈ N
und genauso gibt es s > 0 mit rn < s fu¨r alle n ∈ N. Insbesondere gilt zn ∈ sSBd
fu¨r alle n ∈ N. Wegen der Kompaktheit von Bd und sSBd besitzen (yn)n∈N und (zn)n∈N
konvergente Teilfolgen, o.B.d.A. die Folgen selbst. Ihre Grenzwerte nennen wir y und
z. Nach Lemma 1.31 gilt r = dB(0, z) und dB(y, z) ≤ dB(λy, z) fu¨r alle λ ∈ R, also
y ∈ ΠB(0y, z). Nun folgt aber
wB(r) ≤ dB(y, z) = lim
n→∞
dBn(yn, zn) = lim
n→∞
wBn(rn),
im Widerspruch zur Annahme. Also ist w nach unten halbstetig.
Lemma A.9. Die Funktion R : K → R+0 ist nach oben halbstetig.
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Beweis: Sei K ∈ K und (Ki)i∈N eine gegen K konvergente Folge in K. Da (R(Ki))i∈N
beschra¨nkt ist, besitzt diese Folge eine konvergente Teilfolge, o.B.d.A. die Folge selbst.
Nun gibt es eine gegen limi→∞R(Ki) konvergente Folge (ρi)i∈N und eine Folge (Mi)i∈N
konvexer Mengen mit Ki = Mi + ρiB
d fu¨r alle i ∈ N. Wegen dem Auswahlsatz von
Blaschke (Satz 1.23) ko¨nnen wir annehmen, dass (Mi)i∈N gegen einen konvexen Ko¨rper
M konvergiert. Wegen der Stetigkeit der Minkowski-Addition ([47, Satz 1.2.3]) folgt K =
M + limi→∞R(Ki)Bd. Also R(K) ≥ limi→∞R(Ki).
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Symbolverzeichnis
Elementares:
N+ {1, 2, 3, . . . } S. 5
N,N0 {0, 1, 2, . . . } S. 5
R+ (0,∞) S. 5
R+0 [0,∞) S. 5
∇ Gradient S. 21
C(S, T ) Menge der stetigen Funktionale S → T S. 7
Mengensysteme:
C kompakte, nichtleere Teilmengen des Rd S. 10
C+M S. 26
C∗ zentrierte Ko¨rper S. 27
K konvexe Ko¨rper S. 10
K00 konvexe Ko¨rper mit 0 als innerem Punkt S. 16
K0 konvexe Ko¨rper mit inneren Punkten S. 22
K∗ zentrierte konvexe Ko¨rper S. 116
K∗0 zentrierte konvexe Ko¨rper mit inneren Punkten S. 117
Kr0 konvexe Ko¨rper K mit 0 ∈ relintK S. 130
F abgeschlossene Mengen S. 26
FA abgeschlossene Mengen, die A nicht schneiden S. 26
FA abgeschlossene Mengen, die A schneiden S. 26
B Borel-σ-Algebra S. 7
Maßtheorie und Stochastik:
µ+, µ− Positiv-/Negativteil von signierten Maßen S. 5
|µ| Variationsmaß S. 5
µ|Ω′ Einschra¨nkung S. 5
M(S) Menge der signierten Maße auf S S. 7
TZ Kapazita¨tsfunktional S. 27
HZB Kontaktverteilungsfunktion S. 27
δ Dirac-Maß S. 27
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Elementargeometrie:
‖ · ‖ Euklidische Norm S. 9
diam Durchmesser S. 9
Br(x) abgeschlossener Ball S. 11
Bd abgeschlossene Einheitskugel S. 11
Sd−1 Spha¨re S. 11
[x, y] Strecke von x nach y S. 18
xy Gerade durch x und y S. 36
int, bd Inneres, Rand S. 11
conv konvexe Hu¨lle S. 11
relint relatives Inneres S. 14
Bˆ affine Hu¨lle S. 35
B⊥ affin-orthogonales Kompliment S. 35
Konvex- und Minkowskigeometrie:
K + L, rK Minkowski-Summe und -Produkt S. 11
K∗ Spiegelung von K S. 28
hK Stu¨tzfunktion von K S. 11
HK Stu¨tzmenge S. 42
H(K;u) S. 121
dH Hausdorff-Metrik S. 12
dB Abstand bzgl. Eichko¨rper B S. 15
ΠB Menge der B-metrischen Projektionen S. 16
pB B-metrische Projektion S. 17
uB, nB S. 17
νB S. 21
exo Exoskelett S. 17
NB(A) Normalenbu¨ndel S. 17
τK umgekehrte spha¨rische Bildfunktion S. 25
Geometrische Maße und gemischte Volumina:
Hj j-dimensionales Hausdorff-Maß S. 9
Vd Lebesgue-Maß S. 23
CBj relatives Stu¨tzmaß S. 23
ΦBj relatives Kru¨mmungsmaß S. 23
ΨBj relatives Fla¨chenmaß S. 23
V (K[j], B[d− j]) gemischtes Volumen S. 23
Vj inneres Volumen S. 24
Sd−1 Oberfla¨chenmaß S. 24
S(K[j], B[d− j − 1], ·) gemischtes Fla¨chenmaß S. 24
Spezielles:
KB B-Konvexifikation S. 35
δK δ-Zahl S. 35
w S. 36
fµ S. 88
W Wills-Funktional (Fortsetzung) S. 99
