The information bottleneck (IB) principle offers both a mechanism to explain how deep neural networks train and generalize, as well as a regularized objective with which to train models. However, multiple competing objectives have been proposed based on this principle, and the information-theoretic quantities in these objectives are difficult to compute for large deep neural networks. This, in turn, limits their use as a training objective. In this work, we review these quantities, compare and unify previously proposed objectives and relate them to surrogate objectives more friendly to optimization. We find that these surrogate objectives allow us to apply the information bottleneck to modern neural network architectures. We demonstrate our insights on Permutation-MNIST, MNIST and CIFAR10.
Introduction
The Information Bottleneck (IB) principle, introduced by Tishby et al. (2000) , proposes that training and generalization in deep neural networks (DNNs) can be explained by information-theoretic principles (Tishby & Zaslavsky, 2015; Shwartz-Ziv & Tishby, 2017; Achille & Soatto, 2018a) . The IB principle suggests that learning consists of two competing objectives: maximizing the mutual information between the latent representation and the label to promote accuracy while at the same time minimizing the mutual information between the latent representation and the input to promote generalization. Recent work has tied this intuition to both unsupervised and self-supervised learning (Oord et al., 2018; Belghazi et al., 2018; Zhang et al., 2018, among others) .
Following this principle, many variations of IB objec- tives have been proposed (Alemi et al., 2016; Strouse & Schwab, 2017; Fisher, 2019; Gondek & Hofmann, 2003; Achille & Soatto, 2018a) , which, in supervised learning, have been demonstrated to benefit robustness to adversarial attacks (Alemi et al., 2016; Fisher, 2019) , generalization and regularization against overfitting to random labels (Fisher, 2019) . However, whether the benefits of training with the IB objective are due to the IB principle, or some other unrelated mechanism, remains unclear (Saxe et al., 2019; Amjad & Geiger, 2019; Tschannen et al., 2019) . Critical to learning with IB objectives is the computation of the information-theoretic quantities 1 used. While progress has been made in developing mutual information 1 We shorten these to information quantities from now on.
1 estimators for DNNs (Poole et al., 2019; Belghazi et al., 2018; Noshad et al., 2019; McAllester & Stratos, 2018; Kraskov et al., 2004) , current methods still face many limitations when concerned with high-dimensional random variables (McAllester & Stratos, 2018) . This presents an additional challenge to training with IB objectives.
In this paper, we analyze information quantities and relate them to surrogate objectives for the IB principle which are more friendly to optimization. In the process, we review commonly-used information quantities for which we provide mathematically grounded intuition via information diagrams in section 2 and 3, and unify several variations of the IB objective in section 4. Chief among these information quantities are H[Y | Z] and H[Z | Y], which we label Decoder Uncertainty and Reverse Decoder Uncertainty, respectively, and which act as main loss and regularization terms. We demonstrate in section 5 that using the Decoder Uncertainty as a training objective can minimize the training error and show how to upper-bound and estimate it efficiently for well-known DNN architectures by expanding on the findings of Alemi et al. (2016) to connect it to the commonly-used cross-entropy loss 2 and Dropout regularization. In section 6, we examine pathologies of differential entropies and investigate how the Reverse Decoder Uncertainty can be optimized using surrogate terms, which leads to a simple and tractable surrogate IB objective. In section 7, we provide experiments to validate our insights qualitatively and quantitatively on Permutation-MNIST, MNIST and CIFAR10, and obtain information plane plots similar to those predicted by Tishby & Zaslavsky (2015) -for example in figure 1.
Compared to existing research, we show that we can optimize IB objectives for well-known DNN architectures using standard optimizers, losses and regularizers, without needing complex estimators or generative models.
Information Quantities & Information Diagrams
To unify previous work and demonstrate how different IB objectives relate to each other, we first need to introduce some notation and terminology. Here we review wellknown information quantities and provide intuition using information diagrams (Yeung, 1991) .
We denote entropy H[·], joint entropy H[·, ·], conditional entropy H[·|·], mutual information I[·; ·] and Shannon's information content h (·) (Cover & Thomas, 2012; MacKay, 2003; Shannon, 1948) :
where X, Y, Z are random variables and x, y, z are outcomes these random variables can take. We are going to use differential entropies interchangeably with entropies. Equalities hold as can be verified via symbolic expansions and inequalities in the differential setting will be covered in section 6.1.
We will further require the Kullback-Leibler divergence D KL (· || ·) and cross-entropy H(· || ·):
Information Diagrams
Information diagrams (I-diagrams), like the one depicted in figure 2, visualize the relationship between information quantities: Yeung (1991) shows that we can define a signed measure µ * such that these well-known quantities map to abstract sets and are consistent with set operations.
Note that interaction information (McGill, 1954) follows as canonical generalization of the mutual information to multiple variables from that work, whereas total correlation does not.
While equalities can be read off directly from I-diagrams, inequalities need to be treated with care because the mutual information of more than two random variables can be negative. On the other hand, all quantities in one or two variables are non-negative by definition, or can be made so in the continuous case, as we will discuss in detail in section 6.1.
When applying set intuitions, some caution is warranted as well. As the signed measure can be negative, µ * (X ∩
∅. This means that we cannot remove the corresponding set from the I-diagram, and that we cannot drop the term from expressions when performing symbolic manipulations. We can only do so in the case of atomic quantities, which are quantities which reference all the available random variables (Yeung, 1991) : for example, when we only have three variables X, Y, Z, I[X; Y; Z] and I[X; Y | Z] are atomic quantities. In those cases, we can safely remove such quantities from I-diagrams when their measure is 0.
and we can remove it from the diagram without loss of generality 3 . We next use I-diagrams to introduce information quantities in a supervised machine learning task and to present different IB objectives.
Probabilistic Modelling & Mickey Mouse I-Diagram
We will focus on a supervised machine learning task that makes predictionŶ given data X using a latent encoding Z, while the provided target is Y. We build the assumptions into our probabilistic model:
The data distribution is only available to us as an empirical sample distributionp(x, y). p Θ (z | x) is the encoder from data X to latent Z, and p Θ (ŷ | z) the decoder from latent Z to predictionŶ. Together, they form the discriminative model p Θ (ŷ | x):
Here, p Θ (ŷ | x) is parameterized by Θ which we would like to learn. The decoder can be parameterized or implicitly specified (see section 5.4). From equation 1, it also follows that Z and Y are independent given X, andŶ is independent of X and Y given Z. For this exposition, we will assume classification with categorical Y,Ŷ and Z, and continuous X.
Cross-Entropy Loss
The cross-entropy loss will feature prominently in section 5. We derive the normal cross-entropy for our model by approximating our data distributionp(x, y) with an approximate distribution p Θ (x) p Θ (ŷ | x) and minimizing the Kullback-Leibler divergence between the two. For discriminative models, we are only interested in p Θ (ŷ | x), and simply set p Θ (x) =p(x):
In section 5, we will introduce the shorthand H Θ [Y | X] for H(p(y | x) || p Θ (Ŷ = y | x)) and refer to it as Prediction Cross-Entropy.
Mickey Mouse I-Diagram
We will use many different information quantities within the paper. As some of the quantities have been named before, we try to follow conventions and come up with consistent names otherwise. The information diagram for our model is depicted in figure 2. We are not includinĝ Y in the diagram as the other quantities are sufficient for our purposes. In this three variable case, only I[X; Y; Z] could be negative, but as Y and Z are independent given X, we have I[Y; Z | X] = 0, and thus
Thus, all the quantities in the diagram are positive, which allows us to read off inequalities as well 4 . In section 4, we will make use of the following composite information quantities to simplify IB objectives:
quantifies the information in the data that is relevant for the labels and which our model needs to capture to be able to predict the labels.
quantifies information from the data that is preserved in the latent.
quantifies the uncertainty about the labels after learning about the latent Z. If H[Y | Z] reaches 0, it means that no additional information is needed to infer the correct label Y from the latent Z: the optimal decoder can be a deterministic mapping. Intuitively, we want to minimize this quantity for good predictive performance.
Reverse Decoder Uncertainty
quantifies the uncertainty about the latent Z given the label Y. We can imagine training a new model to predict Z given Y and minimizing H[Z | Y] to 0 would allow for a deterministic decoder from the latent to given the label.
Z] quantifies the information in the data that is not relevant for the task (Achille & Soatto, 2018a ).
We will further refer to six atomic quantities:
Label Uncertainty H[Y | X] quantifies the uncertainty in our labels. If we have multiple labels for the same data sample, it will be > 0. It is 0 otherwise.
Encoding Uncertainty H[Z | X] quantifies the uncertainty in our latent encoding given a sample. When using a Bayesian model with random variable ω for the weights, one can further split this term into
, so uncertainty stemming from weight uncertainty and independent noise (Houlsby et al., 2011; Kirsch et al., 2019) .
Preserved Relevant Information I[Y; Z] quantifies information in the latent that is relevant for our task of predicting the labels (Tishby & Zaslavsky, 2015) . Intuitively, we want to maximize it for good predictive performance.
Residual Information I[X; Y | Z] quantifies information for the labels that is not captured by the latent (Tishby & Zaslavsky, 2015) but would be useful to be captured.
Redundant Information I[X; Z | Y] quantifies information in the latent that is not needed for predicting the labels 6 .
In the next section, we will make use of these to discuss IB objectives.
Information Bottleneck & Related Works 4.1 Goals & Motivation
The IB principle from Tishby et al. (2000) can be recast as a generalization of finding minimal sufficient statistics for the labels given the data (Shamir et al., 2010; Tishby & Zaslavsky, 2015; Fisher, 2019) : it strives for minimality and sufficiency of the latent Z. Minimality is about minimizing amount of information necessary of X for the task, so minimizing the Preserved Information I[X; Z]; while sufficiency is about preserving the information to solve the task, so maximizing the Preserved Relevant Information I[Y; Z].
From figure 2, we can read off the definitions of Relevant Information and Preserved Information: Using the diagram, we can also see that minimizing the Residual Information is the same as minimizing the Decoder Uncertainty H[Y | Z]:
Ideally, we also want to minimize the Encoding Uncertainty H[Z | X] to find the most deterministic latent encoding Z. Minimizing the Encoding Uncertainty and the and regularize it to become a unit Gaussian, and they variationally approximate p Θ (ŷ | z). We will recover both parts of their objective in section 5.2 and section 6.2.
"Conditional Entropy Bottleneck"
Fisher (2019) Alemi et al. (2016) , possibly due to additional flexibility as Fisher (2019) do not constrain p(z) to be a unit Gaussian and employ variational approximations for all terms.
Another Look at IB & DIB
We now expand the IB and DIB objectives into "disjoint" terms and drop constant ones to find a more canonical form. This will lead us to focus on the optimization of the Decoder Uncertainty H[Y | Z] along with additional regularization terms. In section 5, we will discuss the properties of H[Y | Z], and in section 6 we will examine the regularization terms. Observation 1. For IB, we obtain
and, for DIB,
with β := 1 β−1 ∈ [0, ∞).
We implicitly limit ourselves to β ≥ 1 (and allow for β → {1, ∞}). For β < 1, we would be maximizing the Decoder Uncertainty, which does not make sense: the trivial solution to this is one where Z contains no information on Y 8 .
We can also show for DIB 
, respectively, provide a regularization term. We will compare this to the common objective of minimizing the cross-entropy together with L 2 regularization of Z: section 5 will examine H[Y | Z] as main loss term and how to optimize it efficiently, while section 6 will discuss regularization.
Decoder Uncertainty H[Y | Z]
This section will show that the Decoder Uncertainty H[Y | Z] is a useful loss term that can bound the (training) error and which we can upper-bound and minimize using the Decoder Cross-Entropy which is introduced below. This shows a path to minimizing H[Y | Z] when its direct computation is not feasible. We will relate this objective to the commonly used Dropout regularization technique (Srivastava et al., 2014) in section 5.3.
We will refer to the common cross-entropy introduced in section 3.1 as Prediction Cross-Entropy, denoted H Θ [Y | X], and introduce the Decoder Cross-Entropy, denoted H Θ [Y | Z], which focuses on p Θ (ŷ | z) 9 . Note the difference to the conditional entropy and that we use Θ as subscript to denote dependence on the model.
Observation 2. Using Jensen's inequality on convex h (x) = − ln x, we see that the Prediction Cross-Entropy is always less or equal to the Decoder Cross-Entropy:
If a deterministic encoder is used instead of a stochastic one, for example a standard deterministic neural network, Jensen's inequality above becomes an equality:
Then minimizing the Decoder Cross-Entropy H Θ [Y | Z] becomes equivalent to minimizing the normal deep learning cross-entropy. The decoder p Θ (ŷ | z) can be either stochastic by outputting a categorical distribution after a SoftMax layer on top of a deterministic network for a categorical latent, or it can be stochastic by using Dropout, for example.
Training Error Minimization
To
can be used as main loss term, we show that it can bound the (training) error probability since accuracy is often the true objective when machine learning models are deployed on real-world problems 10 .
Observation 3. We can obtain the following bound for the training error:
The derivation is as follows.
We can then use Jensen's inequality on h (x) = − ln x again 11 :
Finally, we split the Decoder Cross-Entropy into the Decoder Uncertainty and a Kullback-Leibler divergence: 
This is the bound and the term that Alemi et al. (2016) use to variationally approximate p(y | z). We can make this explicit by applying the reparamerization trick:
Dropout Training Minimizes Decoder Uncertainty
DNNs that use Dropout regularization (Srivastava et al., 2014) are stochastic and fit the equation above when we interpret as the sampled Dropout mask. Within Bayesian 12 Alternatively, we can use Gibb's inequality H[p(x)] = H(p(x) || p(x)) ≤ H(p(x) || q(x)), with equality only when p(x) = q(x).
Deep Learning, Monte-Carlo Dropout (Gal & Ghahramani, 2016 ) specifically estimates the prediction mean p Θ (ŷ | x).
When training with Dropout, usually only a single sample is used, which yields an estimator for both the Decoder Cross-Entropy and the Prediction Cross-Entropy. Burda et al. (2015) show it is an unbiased estimator for the Decoder Cross-Entropy H Θ [Y | Z], while it only yields a biased estimator for the Prediction Cross-Entropy H Θ [Y | X] (which it upper-bounds).
Observation 5. When we take only a single Dropout sample during training and minimize a biased estimate for the Prediction Cross-Entropy, which is usually the stated objective, we are actually minimizing an unbiased estimate of H Θ [Y | Z] and are thus also minimizing the Decoder Uncertainty H[Y | Z]. This is also the case for multi-sample approaches like Multi-Sample Dropout (Inoue, 2019) , which optimizes H Θ [Y | Z], but not for Importance Weighted Stochastic Gradient Descent (Noh et al., 2017) , which optimizes
Compared to Alemi et al. (2016) and Achille & Soatto (2018a) , which look at special cases, we go further and have shown that H[Y | Z] is minimized in modern DNN architectures that use Dropout by the normal cross-entropy, which is the usual training objective. More generally, we have shown that H[Y | Z] is minimized by the regular Prediction Cross-Entropy H Θ [Y | X] for deterministic models, and by the Decoder Cross-Entropy H Θ [Y | Z] for stochastic models.
What are the differences between optimizing the two 7 cross-entropies, and is one more amenable than the other to our usual optimization methods based on stochastic gradient descent? We will investigate this question empirically in section 7.1, where we do observe differences between the Decoder Cross-Entropy and the Prediction Cross-Entropy.
Categorical Z
To answer the questions from the section 5.1, we need to compute H[Y | Z]. For categorical Z, p(y | z) can be computed exactly for a given encoder p Θ (z | x) by using the empirical data distribution, which, in turn, allows us to compute H[Y | Z] 13 . This is similar to computing a confusion matrix between Y and Z, and is related to the self-consistent equations in Tishby et al. (2000) ; Gondek & Hofmann (2003) .
Moreover, if we set p Θ (ŷ | z) := p(Y =ŷ | z) to have an optimal decoder, we obtain equality in equation 5 and equation 4 becomes
If the encoder were also deterministic, we would obtain
We can minimize H[Y | Z] directly using gradient descent. 
Differential Entropies
Usually, the latent Z is a continuous random variable in many dimensions. In this case, computing information- 
Training Error
With noise Without noise Figure 4 : Scaling the entropy of a noise-free latent does not affect the training error. Without noise, entropy can decrease freely without change in error rate until it is affected by floating-point issues; when adding zero-entropy noise, the error rate starts increasing gradually and meaningfully as the entropy approaches zero. See section 6.1 and section 7.2 for more details.
theoretic quantities for continuous random variables presents both computational and philosophical challenges. Differential entropies defined on continuous spaces are not bounded from below, unlike entropies on discrete probability spaces. This means that the DIB objective in equation DIB is not guaranteed to have an optimal solution, and allows for pathological optimization trajectories in which the latent variable Z's variance can be scaled to be arbitrarily small achieving arbitrarily high-magnitude negative entropy. In section 7.2, we provide a toy experiment demonstrating this.
Intuitively, one can interpret this issue as being allowed to encode information in an arbitrarily-small real number using infinite precision, similar to arithmetic coding (MacKay, 2003; Shwartz-Ziv & Tishby, 2017) 14 . In practice, due to floating point constraints such an optimization trajectory will invariably end in garbage predictions as activations approach zero and is therefore not desirable for training. This is why Strouse & Schwab (2017) only consider analytical solutions to DIB by evaluating a limit. Another more conceptual solution to this issue is adding noise (MacKay, 2003) .
We also propose adding noise to the latent representation to lower-bound entropies and enforce non-negativity across all information quantities as in the discrete case: for a continuousẐ and independent noise , we set Z :=Ẑ + . We present a formal proof in section A.5 in the appendix.
By adding zero-entropy noise to Z, we ensure that all information quantities are non-negative and inequalities transfer to the continuous case. Furthermore, we bound the IB objective by the DIB objective. Adding noise changes the optimal solutions compared to Strouse & Schwab (2017) : whereas DIB in Strouse & Schwab (2017) leads to hard clustering in the limit, adding noise leads to soft clustering when optimizing the DIB objective, as is the case with the IB objective. In section A.8 in the appendix, we show that minimizing equation DIB with noise also leads to soft clustering (at least for the case of an otherwise deterministic encoder). Altogether, in addition to Shwartz-Ziv & Tishby (2017) , we argue that noise is essential to obtain meaningful differential entropies and to avoid pathological cases 15 . The looseness of this bound will depend on how closely the mean-field Gaussian assumption matches the true distribution of the activations of the latent representation.
While an appeal to the central limit theorem suggests that for a stochastic neural network, the distribution of a sampled mean activation will approach a Gaussian in the limit of samples, P(Z|Y) is almost certainly multimodal. Thus, one expects the multi-modality of Z to be a significant factor in the tightness of a variance-based upper bound on entropy.
More generally, we can create an even looser upper-bound by bounding the mean squared norm of the latent: 
Surrogate Objectives
Using the results above, we can now propose the main results of this paper: IB surrogate objectives that reduce to an almost trivial implementation using the cross-entropy loss and one of the regularizers above while adding zeroentropy noise to Z. E ||Z|| 2 tends to regularize entropies more strongly for small γ. See section 7.3 for more details.
We can relate the hyperparameter γ to β , β and β from section 4.3. As regularizing E ||Z|| 2 does not approximate an entropy directly, its hyperparameter does not directly relate to any of the other hyperparameters. We compare the performance of these objectives in section 7.3.
Experiments
We now provide empirical verification of the claims made in the previous sections. We first describe experiments in section 7.1 that show that the Decoder Cross-Entropy upper-bounds the Decoder Uncertainty and Prediction Cross-Entropy as predicted in section 5. We use a categorical latent to be able to compute the optimal decoder p(y | z) and Decoder Uncertainty H[Y | Z] as described in section 5.4. We then give evidence in section 7.2 that minimizing H[Z | Y] for continuous latent Z without adding noise does not constrain the information meaningfully and that adding noise solves the issue as discussed in section 6.1. Finally, we show in section 7.3 that adding noise and minimizing the surrogate objectives introduced in section 6 optimizes IB objectives. We show this by recovering Information Plane Plots similar to the ones in Tishby & Zaslavsky (2015) and investigate the trajectories during training to qualitatively examine the dynamics of the networks during training.
For our experiments, we use PyTorch (Paszke et al., 2019) . We use the Adam optimizer with initial learning rate 10 −4 (Kingma & Ba, 2014) . We lower the learning rate by 0.8 whenever it plateaus for more than 3 epochs.
The Gap between Decoder Uncertainty and Decoder Cross-Entropy is small
To provide answers for the question posed in section 5 about the size of the gap between Decoder Uncertainty and Decoder Cross-Entropy and the training behavior of the two cross-entropies, we examine Permutation MNIST and CIFAR10 with categorical Z. For Permutation MNIST (Goodfellow et al., 2013) , we use the common fully-connected ReLU 784 − 1024 − 1024 − C encoder architecture, with C = 100 categories for Z. For CIFAR10 (Krizhevsky et al., 2009) , we use a standard ResNet18 model with C many output classes as encoder (He et al., 2016) . Even though a C × 10 matrix and a SoftMax would suffice to describe the decoder matrix p Θ (ŷ | z) 17 , we have found that over-parameterization using a separate DNN benefits optimization a lot. Thus, to parameterize the decoder matrix, we use fully-connected ReLUs C − 1024 − 1024 − 10 with a final SoftMax layer.
We compute it once per batch during training and backpropagate into it. Figure 3 shows the three metrics as we train with each of them in turn. Our results do not achieve SOTA accuracy on the test set-we impose a harder optimization problem as Z is categorical, and we are essentially solving a hardclustering problem first and then map these clusters toŶ. We achieve about 98% accuracy on the test set. Results are provided for the training set in order to be able to compare with the optimal decoder.
As Figure 6 : Information Plane Plot of the latent Z similar to Tishby & Zaslavsky (2015) but using a ResNet18 model on CIFAR10 using the different regularizes from section 6.3. The dots are colored by γ. See section 7.3 for more details.
unit as decoder. We use the different surrogate objectives from section 6.3. γ varies from 10 −4 to 10 in log space. We use estimators based on Kraskov et al. (2004) for the information quantities. One Dropout sample has been found to be sufficient as it is an unbiased estimator of the Decoder Cross-Entropy. We drop the learning rate whenever it plateaus for more than 10 epochs.
As can be seen in figure 5, Regularizing with E ||Z|| 2 , shows a stronger initial regularization effect and is difficult to compare quantitatively as its hyperparameter does not map to β unlike regularizing using entropy estimates, which allows us to map γ to the hyperparameters β and β from section 4.3. In figure 6 , we can see that the saturation curves for all 3 surrogate objectives qualitatively match the predicted curve from Tishby & Zaslavsky (2015) 18 .
Finally, figure 1 shows an Information Plane plot for the model for different γ over different epochs for the training set. Similar to Shwartz-Ziv & Tishby (2017) , we observe that there is an initial expansion phase followed by compression. The jumps in performance (reduction of Residual Information) are due to drops in the learning rate 19 .
Conclusion
The contributions of this paper have been threefold: First, we have provided mathematically grounded intuition by using I-diagrams for the information quantities involved in IB, shown common pitfalls when using information quantities and how to avoid them, and examined how the quantities relate to each other.
Second, we have endeavoured to provide a unifying view on IB approaches and further provided insight into limitations of IB training, demonstrating how to avoid pathological behavior in IB objectives.
Third, we have demonstrated that relatively simple training objectives based on this intuition can capture many of the desirable properties of IB methods while also scaling to problems of interest in deep learning. Specifically, we have shown how the Decoder Uncertainty relates to the cross-entropy loss that is commonly used for classification problems, and that we can move beyond toy examples using IB methods to more practical DNNs without heavy lifting and generative models. Future work investigating how the practical constraints on the expressivity of a given neural network may provide further insight into how to measure compression in neural networks, and potentially yield improved regularizers over those presented in this paper.
A Appendix

A.1 Definitions & Equivalences
Definitions from section 3.2:
We can combine the atomic quantities into our overall Label Entropy and Encoding Entropy: 
This simplifies estimating these expressions as X is usually much higher-dimensional and irregular than our labels or latent encodings. We also can rewrite the Preserved Relevant Information I[Y; Z] as:
A.2 IB and the Entropy Distance Metric
Another perspective on the IB objectives is by expressing them using the Entropy Distance Metric. MacKay (2003, p. 140) introduces the entropy distance
as a metric when we identify random variables up to permutations of the labels for categorical variables: if the entropy distance is 0, Y and Z are the same distribution up to a consistent permutation of the labels (independent of X). If the entropy distance becomes 0, both H[Y | Z] = 0 = H[Z | Y], and we can find a bijective map from Z to Y. 20 20 The argument for continuous variables is the same. We need to identify distributions up to "isentropic" bijections.
We can express the Reverse Decoder Uncertainty H[Z | Y] using the Decoder Uncertainty H[Y | Z] and the entropies:
and rewrite equation 19 as 
for IB, and DIB will encourage the model to match both distributions for γ = 0 (β = 2), as we obtain a term that matches the Entropy Distance Metric from section A.2, and otherwise trades off Decoder Uncertainty and Reverse Decoder Uncertainty. IB behaves similarly but tends to maximize Encoding Uncertainty as γ − 1 ∈ [−2, 0]. Fisher (2019) argues for picking this configuration similar to the arguments in section 4.1. DIB will force both distributions to become exactly the same, which would turn the decoder into a permutation matrix for categorical variables.
A.3 Gradient of the Decoder Uncertainty H[Y | Z]
We have:
.
And now we show that E p( This is the same as maximizing a weighted cross-entropy of p Θ (z | x) with weights E p(y|x) h p(y | z) , which is pushing the probability of unlikely latent encodings p Θ (z | x) towards 0.
The same holds for Reverse Decoder Uncertainty H[Z | Y] and for the other quantities as can be verified.
A.4 A Note on Differential and Discrete Entropies
The mutual information between two random variables can be defined in terms of the KL divergence between the product of their marginals and their joint distribution. However, the KL divergence is only well-defined when the Radon-Nikodym derivative of the density of the joint with respect to the product exists. Mixing continuous and discrete distributions-and thus differential and continuous entropies-can violate this requirement, and so lead to negative values of the "mutual information". This is particularly worrying in the setting of training stochastic neural networks, as we often assume that an stochastic embedding is generated as a deterministic transformation of an input from a finite dataset to which a continuous perturbation is added. We provide an examples where naive computation without ensuring that the product and joint distributions of the two random variables have a well-defined Radon-Nikodym derivative yields negative mutual information.
Let X ∼ U([0, 0.1]), Z = X + R with R ∼ U({0, 1}). Then I[X; Z] = H[X] = log 1 10 ≤ 0.
Similarly, given X as above and an invertible function f such that Z = f (X), I[X; Z] is not defined.
We can avoid these cases by adding independent continuous noise.
These two examples show that not adding noise can lead to unexpected results. While they still yield finite quantities that bear a relation to the entropies of the random variables, they violate some of the core assumptions we have such that mutual information is always positive.
A.5 Differential Entropies
Theorem Figure 7 : Information Plane Plot of the latent Z similar to Tishby & Zaslavsky (2015) but using a ResNet18 model on CIFAR10 using the different regularizes from section 6.3. The dots are colored by γ. See section 7.3 for more details. 
