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The magnitude of the equivalent transfer function (20) is shown as Fig. 4 , for the same parameters N , a, and a, used in Fig. 2 . The cancelling "notches" are still visible but are greatly reduced in depth, indicating that the minimizing operation on the weight vector's squared norm imposes a harsher constraint on the output signal than minimizing output variance directly. This constraint can, of course, be relaxed by reducing a , .
V . CONCLUSIONS
This correspondence has presented a new analysis of the behavior of adaptive filters designed around practically useful, "minimum effort" cost functions. Equivalent transfer functions can be derived for both a conventional minimum variance system and for an estimator whose controlling algorithm attempts to minimize the norm square of the filter's weight vector, this latter system being exactly equivalent to the leaky LMS algorithm.
Although the equivalent transfer functions are noted to be generally time variant, they assume time invariant form for several important classes of reference signal, as previously discussed in the literature. In such cases the equivalent transfer function can be used to predict both transient and steady state aspects of the adaptive estimator's performance, as demonstrated for the particularly important case of synchronous periodic estimation.
[2] J. R. Glover, "Adaptive noise cancelling applied to sinusoidal interferences," IEEE Trans. Acoust., Speech, Signal Processing, vol. ASSP-25, no. Abstract-In this study we demonstrate the effectiveness of phonemic hidden Markov models with Gaussian mixture output densities (mixture HMM's) for speaker-dependent large-vocabulary word recognition. Speech recognition experiments show that for almost any reasonable amount of training data, recognizers using mixture HMM's consistently outperform those employing unimodal Gaussian HMM's. With a sufficiently large training set (e.g., more then 2500 words), use of HMM's with 25-component mixture distributions typically reduces recognition errors by about 40%. We also found that the mixture HMM's outperform a set of unimodal generalized triphone models having the same number of parameters. Previous attempts to employ mixture HMM's for speech recognition proved discouraging because of the high complexity and computational cost in implementing the Baum-Welch training algorithm. We show how mixture HMM's can be implemented very simply in the unimodal transition-based frameworks by the device of allowing multiple transitions from one state to another.
I. INTRODUCTION
For HMM-based large vocabulary speech recognition, use of phonemes as the basic unit of speech is attractive for several significant reasons. First and foremost, since there are only about 40 phonemes in English, phonemic HMM's can be trained adequately with practically feasible amounts of speech data. Second, phonemically based recognizers enable the user to add new words to the recognition vocabulary with great convenience. Third, the phonemic HMM approach allows the recognizer to focus on those regions of speech which are inherently confusable. This avoids potential masking of discrimination by random variation in the phonemically common portion of the words [l] . Finally, use of phonemic HMM's facilitates development of heuristically based fast search algorithms to reduce the computational requirements in decoding the spoken words [2] .
We have evaluated the performance of an 86 000-word speaker dependent isolated word recognizer where each phoneme is represented by one HMM with unimodal Gaussian output densities. De-spite the above advantages, the recognition rate achievable by our system was seriously limited no matter how much training data was used. The major problem considered responsible for the poor performance is the excessively high variability in acoustic realization of a phoneme attributable principally to the phonetic contexts in which it occurs. Much higher variances are observable in the Gaussian distribution associated with the HMM states near the phoneme boundaries than with those near the center [3] .
A stochastic model for a phoneme must be sufficiently flexible to capture the great variability in its acoustic realization. If a phoneme is always encountered in the same context, it can be argued that a unimodal Gaussian HMM provides an adequate description. To allow for contextual variation, a more general model appears desirable. One way of accommodating the highly variable phoneme is to relax the unimodal assumption for the HMM output densities. In this correspondence, we report our experiments with phonemic HMM's having Gaussian mixture output densities (abbreviated as mixture HMM's hereafter); for previous applications of mixture HMM's to speech recognition see [4] - [7] . While phonemes represented by mixture HMM's are still assumed independent of their phonetic contexts, the multimodal output densities in mixture HMM's can be expected to provide a more complete representation of the observed acoustic parameter variation in the HMM state than those in unimodal Gaussian HMM's. In this correspondence, we address the problem of how to make efficient use of free parameters in HMM-based speech recognition, and provide experimental evaluation of the mixture HMM's in an 86 000-word recognizer.
MIXTURE HMM's
The HMM we use to represent a phoneme is based on an underlying left-to-right Markov chain having 4 to 10 states. The parameters that characterize the HMM are as follows:
. . , N , the state transition matrix of the Markov chain, where a,, is the transition probability from state i to state; and N is the number of states. For the left-to-right HMM we have used, we assume a,) = 0, f o r j < i and; > i + 2.
2) A probability density on the observation vectors which is defined for each transition in the Markov chain. For each transition, the output distribution is a Gaussian mixture having a density of the form to each phoneme, is assumed to be common to all mixture components and to all state transitions, in order to save computation and to make its estimate more reliable.
The training algorithm for mixture HMM's can be found in [8] . However, we found it more convenient to adopt a slightly different formulation of the model which enables us to train it by means of the well-known unimodal Gaussian training algorithm, with mihor modifications to existing software. The idea is that for each mixture HMM, it is possible to construct an equivalent unimodal HMM by allowing multiple parallel transitions between pairs of states, as in model, this transition is replaced by a set of M parallel branches whose transition probabilities are p c F ' and whose output distributions are the corresponding mixture components. W e will refer to this unimodal as a multiple-branch HMM.
SPEECH RECOGNITION EXPERIMENTS
This section describes a series of experiments to evaluate the effectiveness of the phonemic mixture HMM's discussed in the previous sections. The task is speaker-dependent isolated-word recognition on an 86 000-word English vocabulary.
Training and test data from nine speakers, four males and five females, were recorded in a quiet sound booth using a Crown PZM microphone, low-pass filtered at 7.1 kHz and sampled at the rate of 16 kHz. A Hamming window with a width of 25.6 ms is applied at intervals of 10 ms; each frame is represented by a 15-dimensional vectar consisting of mel-frequency cepstral coefficients and their differences over time [2] . The data consists of natural language sentences spoken as sequences of isolated words, selected randomly from magazines, books, office correspondence and newspapers. The number of words spoken by each speaker varied from about 2000 to 5000. The partition of these words into training and test sets will be indicated in describing the experiments. The structure of our large-vocabulary isolated-word recognizer has been described previously [2] , [9] , [IO] . Briefly, the recognition process consists of word-endpoint detection, a fast search algorithm to generate a list of most likely word choices (300 choices on average), the computation of exact likelihoods for these choices, and the use of a uniform language model or a trigram language model trained on 57-million words of text.
A. Recognition Results with 25-Component Mixture HMM's
A list of experimental results from nine speakers is presented in Table I . For each speaker, the number of words used in training Shown in the fourth column is the performance of the fast search strategy based on the syllabic graph search algorithm which has been described elsewhere [ 2 ] . The performance is measured by the percentage of test words which are selected as one of 300 candidate words from among 86 000 words in the vocabulary. On average over the nine speakers (weighted by the size of the test sets), the proportion of words missed by the fast search algorithm is 3.0%. [ 111. We defined 25 generalized triphones for each phoneme based on a five-way classification of left and right phonetic contexts and trained unimodal Gaussian HMM's for each triphone. We then used the mean vectors from these models as an initialization for training mixture HMM's (one per phoneme). The two sets of HMM's thus have the same number of parameters. It came as something of a surprise to discover that the mixture HMM's outperformed the triphone HMM's in almost every instance both with the uniform and trigram language models, as indicated in Table 11 (columns 5-8). Columns 3 and 4 contain recognition rates for unimodal phonemic HMM's. Except for the experiment performed on speaker CA with 717 words of training data, the performance of mixture models is substantially better. Note that for both unimodal and mixture models performance improves as the amount of training data increases but that the improvement saturates much earlier for the unimodal models. Although the number of parameters in the mixture HMM's is much larger than in the unimodal HMM's we have not seen any evidence of under-training problems in the mixture case. (Recall that we are tying the covariance matrix across all mixture components on all transitions in each of the phoneme models so that all of the extra parameters in the mixture HMM's are accounted for by the mean vectors.)
B. Comparison of Recognition Rates Obtained with Unimodal

C. Effects of Different Initializations in Training Mixture HMM's
The parameter of HMM's trained by the Baum-Welch algorithm depend on the initialization used. In the case of mixture HMM's there is good reason to be concerned that recognition performance may be adversely affected by an inappropriate initialization. For instance, if the parameters of two mixture components are set equal at initialization, they will remain equal on all subsequent iterations, effectively reducing the number of mixture components by one. We have experimented with three different ways of initializing the 25-component mixture HMM's. The first method is to use the mean vectors of the triphone models referred to in the previous section as initial estimates of the modes of the mixture distributions. In the second method we simply use mixture HMM's trained from another speaker. In the third method, frames of the training data are aligned with mixture components in two steps and the estimates of the mean vector of each of the mixture components is obtained by averaging all the frames aligned with it. First, the frames in each token are aligned with transitions in a set of unimodal Gaussian HMM's and we impose the same alignment with the transitions in the set of mixture models to be initialized. Second, frames are assigned to the mixture components associated with the transitions by randomly associating a number between 1 and 25 with each token.
Likelihoods on training data and the corresponding recognition rates with the uniform language model using the mixture HMM's obtained by the three different initializations are compared in Table  111 for a male speaker (AM). The training and test sizes are 2742 and 698 words, respectively. For the second method of initialization, the prototype mixture HMM's are from a female speaker (CA), trained with 3880 words. The results shown in Table 111 suggest that there is not much difference in the HMM's obtained by the three methods. In fact the recognition errors in each of the three cases turned out to be much the same. Table IV shows the result of a series of recognition experiments camed out to determine the effect of varying the number of mixture components when the size of the training set is fixed.
D. Effects of Varying the Number of Mixture Components
The experiments were carried out for one male speaker (AM) with a training set of 2742 words and a test set of 698 words and for one female speaker (CA) with training and test sets of 2342 and 1090 words, respectively. The recognition rates quoted were obtained using the uniform language model.
Observe that increasing the number of components from 25 to 38 leads to no improvement in the case of either speaker. It may be that an improvement could be obtained with more data; another possibility is that with 25 components per mixture we may have already exhausted the possibilities of phonemic mixture HMM's.
IV. CONCLUSION
In this correspondence we have shown how mixture HMM's can be implemented very simply in the unimodal transition-based framework by the device of allowing multiple parallel transitions between pairs of states. With this formulation, mixture HMM's can be trained by a direct application of the Baum-Welch algorithm for unimodal Gaussian HMM's. The mixture HMM's described in this correspondence are formally different from the tied mixture HMM's developed recently [12] in that the unimodal multivariate Gaussian densities in our models are distinct not only for each mixture component but also for each state transition (see (1)). When evaluated in an 86 000-word recognizer with a trigram language model, we found that 25-component mixture phonemic HMM's significantly outperform unimodal phonemic HMM's, leading to a reduction of more than 4 0 % in the error rate when the training set is larger than about 2500 words. W e also found that under the same conditions, 25-component mixture models gave significantly better results than a set of triphone HMM's consisting of 25 unimodal models per phoneme. The is rather surprising since it seems to suggest that our recognizer performs better without information concerning phonetic context. Perhaps a more reasonable explanation is that context-dependent allophone models would perform better if they too were modeled using mixture HMM's. Unfortunately, it is difficult to see how this can be done in practice as there are more than 17 000 triphones in our dictionary and schemes for tying triphone models based on prior phonetic knowledge are unsatisfactory. Our results suggest that in training very large vocabulary speech recognizers with moderate amounts of data (2000 to 3000 words), the free parameters are better used to construct large mixture models for phonemes rather than attempting to explicitly model context dependence. Abstract-An enhanced version of a signal is obtained after subtraction of a linear combination of rank one matrices from the signal observation matrix. This operation results in a non-Hankel observation matrix. By averaging the elements of this matrix, a new Hankel matrix is produced and a reconstructed signal is generated. This averaging operation is examined here and physical interpretations are given.
I. INTRODUCTION
Spectral estimation is a topic of major importance in signal processing. Singular value decomposition (SVD) is an elegant tool to treat the problem of spectral analysis. In recent years, research has been focused on the properties of eigenvalues and eigenvectors of covariance and autocorrelation matrices is a signal observation vector in the p + 1 dimensional space. In general, matrix X is full rank, rrr which is equal to p + 1. However, in many applications it is desirable to reduce the rank of X so that vectors x,, i = 1, . . ., N -p do not span the p + I-dimensional space but the q-dimensional space, with q 5 p.
The SVD theory suggests the computation of two families of dual eigenvectors from the following coupled equations: The previous relations state that matrices X'X and XX' have the same eigenvalues but different eigenvectors, related by the formula: 3) and (1.4) can be considered as resulting from a procedure of optimization of the variance (maximum or minimum). In both spaces ( R P + I or its dual) selection of some eigenvectors related to the maximumhinimum eigenvalues results in subspaces representing information with the maximum or minimum variance.
In the maximum variance case the selected eigenvectors corresponding to the largest eigenvalues represent economically the space. In the minimum variance case the representativity of the space through some eigenvectors corresponding to the smallest eigenvalues is compromised as the projections obtained through (1.5) carry less information. Nevertheless, in this case, the eigenvectors themselves carry most of the spectral information. Another irnportant issue is the choice of the normalizing factor c . Since eigenvalue optimization is related to unitary vectors, one may consider the following constraint:
The quantity to optimize is A = y T X T X y .
(1.7)
In the dual space a similar constraint for e : where w = A y , is reduced by one, r y = p.
In general, if e' and w' correspond to the ith eigenvalue and Yy --X -CP-" , = I I e' wfT, the rank of matrix Yy is rvy = q. However, the reduced rank matrix Y, , is not any more a Hankel signal observation matrix because elements along the cross diagonals are no longer equal to each other. In practical applications it is desirable to reconstruct signals from the reduced rank matrix. In these cases the Hankel structure becomes mandatory.
THE AVERAGING OPERATION
Averaging of elements on the cross diagonals has been shown to be an efficient technique to reconstruct a signal from the reduced rank matrix Y, , [3] , [4] .
In the following section, the theoretical background of the averaging operation is discussed. It is shown that averaging of cross diagonal elements of matrix Yq is equivalent to subtracting from the original signal x ( m ) , m = 1, . . . , N , p + 1 -q different "zero phase," filtered versions of it. The zero phase filters which are used are the zero phase eigenfilters corresponding to the p + 1 -q lowest eigenvalues.
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