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Abstract 
state-of-the-art text classification algorithms are good at categorizing the Web documents into a few categories. But 
such a classification method does not give very detailed topic-related class information for the user because the first 
two levels are often too coarse in Large-scale Text Hierarchies. In this paper, we propose a method named DNB 
which can improve the performance of classification effectively in experimental results. 
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1. Introduction  
With the development of network technology and computer technology rapidly, people can get more 
and more digital information, but also need to spend more time on information organization and processing. 
In order to alleviate the burden more effectively and increasing efficiency in the use of information for 
better search, manage and filter a variety of information resources, people began to study text classification 
technology.  
Text classification technology is the basis for efficient retrieval of massive volumes of text information 
database. Because of the web Text of conceptual category between apparent hierarchies is the parent class 
contains subclasses of relationship, especially for the large number of text category or complex large-scale 
text, hierarchical classification is much more effective. Since each category features across result in 
classification accuracy and efficiency is greatly reduced, especially in large multi-level classification, the 
first two layers of information is extremely heavy, it could not be effectively provided to users more 
meticulous and documents related to the theme of the classification, such as a loss of precision. To tackle 
this problem, we propose an approach based on NBC of classification methods, experimental results show 
that the performance of this approach in large-scale text classification can be improved significantly.  
Recently, there are some relevant studies in hierarchical classification, such as Xiao-Xue e.g. consider 
hierarchical classification for double feature selection; Yuan who considering the level of hierarchical 
weighted on the document; Lin-Yun forward multi-level Web Text classification method; Tan Song-Bo etc. 
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promote a methods for common hierarchical classification from the "block" the problem; Wu Chun-Ying 
promote a combination of hierarchies and KNN Text classification methods to increase effect.  
2. Text classification method 
2.1 Traditional text classification 
Such as SVM, KNN, NB and some other algorithms are traditional text classifier. The experimental 
evaluations show that most traditional text classification is valid. However, in the large text classification, 
when feature cross serious, use those algorithms simply will appear insufficient to varying degrees.  
2.2 Our research 
In this article, we present a deep level of classification algorithm DNBC on large-scale text multi-level 
classification. Algorithms are as follows: for a given document, the entire class can be based on their 
relationship with the document divide into two broad categories, the document-related categories, and the 
document-unrelated categories. For a large-scale text of hierarchical categories, the document related to the 
number of categories is much less than the number of unrelated categories. Traditional multi-lever 
classification algorithm [12] typically [13] merely focus on how to build a comprehensive classification 
algorithm to optimize all classifier performance, even if most of the classifier has nothing to do with the 
classification of documents. Our classification algorithm is the focus on the document-related categories. 
First we extract document-related from large-scale level out of the given documents, and then classify 
these categories on the original hierarchy. Such a large-scale multilayer structure are trimmed into a small 
one, and then training classifiers in this small multi-layer. Of course it is much better than in large 
multiple-tier classification. The original hierarchy information can also be applied to improve classification 
again.  
Considering the trim levels is a tree structure, we trimmed rating categories with a top-down approach 
to training classifiers, that will be given a document from the beginning of the top-level used classifiers 
start classification, in each layer, until the classification to the back of the leaf nodes.  
Considered comprehensive, we compared the different algorithm classifier performance. Bayesian 
classification is a statistical method of classification. A prior probability calculation is observed through the 
Bayes formula. Posterior probability than the prior probability provides more information can be used as a 
classification standard. Neural network is on the human brain works of simulation, is a group of connected 
input and output unit, the Unit received between the weights of adjustments to achieve learning purposes. 
K neighbor a measure used to represent the two samples. It is a lazy approach to learning, he kept samples 
until classification at classification, if known number of huge sample set, is likely to lead to large 
computing overhead. SVM is a new type of learning method, the main idea is in the training set is located 
in high-dimensional space seeking optimal hyper plane to divide vector set. Since Bayesian classification 
simple and effective and is sensitive to the feature selection, therefore, we chose NBC improved on the 
basis of a new algorithm DNB.  
2.3 Classifier selection strategy 
For a given document, we need training special classifiers. In a large number of different categories of 
documents may require different types of associated classifiers. Therefore, we use a simple classifier which 
is not require too much training time. If we use SVM classifier, a significant amount of training time will 
prevent us to obtain results.  
1) NBC 
Use the standard NBC to assess an article belonging to a categories document instances of probability 
calculations are as follows:  
P(ci|q)∝P(q|ci)P(ci)
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Here ci is a class, q is an instance, and Q is a glossary. tj is a glossary of each item; qj is the corresponding 
value in Q for term tj. (Often also called the term frequency)  
In classification, the categorizer follows assigned to categories:  
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Apparently we can acquire probability p(q|ci) off-line for each category ci, trimmed multi-tier in NBC 
take less training time than SVM considerably, so we use NBC as a classifier.  
2) Create a language model 
In NBC, the given category in each entry is independent. However, in our case most candidate 
categories are very close to each other. It is difficult for NBC to distinguish them based on the features of 
independent terms. In our work, we believe in the adjacent entry is characterized by cross or dependent, 
used a multi-layer language model on the candidate categories.  
For a key sequence t1t2……tT, the probability of a sequence is written as follows:  
P（t1t2…tN）=∏ …
=
T
1i
11 )i-i t|tP(t  
We suppose the former term n-1 is the only one which relevant to P（ti|t1…ti-1）, so it is a multi-lever 
model similar to a formula. By continuous observation we get a multi-lever probability of simple 
maximum likelihood assessment from one data set. In the references [15] already proposed an alternative 
policy and evaluation.  
By using multi-lever features on text classification, we predict that: 
Q’= maxarg
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{P(ci|q)} 
= maxarg
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=
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Here, based on references [15] Results report a 9-layer classification experiment, this report proves that 
such a classification can obtains the best performance in text classification.  
3. Analysis of the results of experiments  
In order to assess the performance of the algorithm, we abstract a set of Web pages from ODP 
（ http://dmoz.org/). ODP about 4800870 Web page about 712548 than categories, each website has been 
constructed in 17 a top-level categories, art, finance, computers and the Internet, games, health, family, 
children, news, entertainment, reference, religion, science, shopping, science, physical education, adult and 
world). We have downloaded about 1.3 million articles, where 70% divided into test set, and 30% as 
training sets. Here we will use an improved DNB algorithm to and NB and multi-layer SVM [1] algorithm 
to compare:  
 Table 1 Three algorithms in 1-5Lever 
Mi-F1 1 2 3 4 5
NB 0.836 0.799 0.741 0.600 0.301
Hierarchical 
SVM 0.857 0.819 0.760 0.650 0.356
DNB 0.895 0.845 0.812 0.741 0.468
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Table 2 Three algorithms in 6-10Lever 
Mi-F1 6 7 8 9 10
NB 0.287 0.263 0.247 0.245 0.201
Hierarchical 
SVM 0.324 0.278 0.217 0.201 0.186
DNB 0.499 0.491 0.410 0.409 0.398
In table 1 and table 2 ，We can see that the algorithm in the classification of each layer on DNB has 
considerable improvements than the other two algorithms. We can see from the table 1that DNB algorithm 
can achieve 55.48% and 31.46% than NB and Hierarchical SVM in the fifth-lever, because the candidate 
categories very close each other. NB does not consider the term interdependencies due to lower 
performance. In addition, we can see in the table 2, because SVM can't build enough size of training set, so 
deeper category has significant performance degradation. Performance of NB has exceeded SVM in the 
8th-lever.  
4. Conclusion 
In this article, we classify a Web page with large-scale text classification method. To trim the original 
large multi-tiered setups, remove unrelated category, and then training suitable classifier in each layer of a 
document for classification. Experimental show that our approach in dealing with large-scale text 
classification is valid. In the first large-scale 5th layer, our algorithm DNB is respectively increased 
55.48% and 31.46% of efficiency than NB and SVM.  
Our future work with this method is applied to a variety of large-scale text classification, further 
promoted through improved algorithms for classification performance.  
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