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Abstract
The tilt method applied to models of growing interfaces is a useful tool to characterize the
nonlinearities of their associated equation. Growing interfaces with average slope m, in models
and equations belonging to Kardar-Parisi-Zhang (KPZ) universality class, have average saturation
velocity Vsat = Υ +
1
2Λm
2 when |m| ≪ 1. This property is sufficient to ensure that there is
a nonlinearity type square height-gradient. Usually, the constant Λ is considered equal to the
nonlinear coefficient λ of the KPZ equation. In this paper, we show that the mean square height-
gradient 〈|∇h|2〉 = a+ bm2, where b = 1 for the continuous KPZ equation and b 6= 1 otherwise, e.g.
ballistic deposition (BD) and restricted-solid-on-solid (RSOS) models. In order to find the nonlinear
coefficient λ associated to each system, we establish the relationship Λ = b λ and we test it through
the discrete integration of the KPZ equation. We conclude that height-gradient fluctuations as
function of m2 are constant for continuous KPZ equation and increasing or decreasing in other
systems, such as BD or RSOS models, respectively.
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I. INTRODUCTION
The tilt method was initially proposed by Krug [1, 2] to prove that growing interface
models belonging to a universality class can be characterized, in addition to the exponents
and laws of scaling, by the nonlinearities present in the system. Usually, when an interface
grows with nonzero average slope, helical boundary conditions are applied [3], i.e. hm(L +
1) = mL+hm(1), where hm is the tilted interface height, L is the lateral size, andm = 〈∇hm〉
is the average slope of the tilted interface. Periodic boundary condition corresponds to and
interface without tilting, i.e. m = 0. It is well known, based on observation [3], that the
models belonging to the KPZ universality class show a dependency between the average
velocity in the saturation and the slope of the interface like:
V
(m)
sat = V
(0)
sat +
Λ
2
m2 , (1)
for |m| ≪ 1 and where the real constant Λ 6= 0 and the label (m) refers to an interface
with average slope m. Otherwise, if Λ = 0 the models are included in the EW universality
class. The linear behaviour of V
(m)
sat as function of m
2 is strictly valid for |m| ≪ 1; otherwise,
others behaviours arise. If the dependency of the average saturation velocity with the slope
is different than m2, it indicates that the studied model does not belong to the KPZ or
EW universality classes. The quadratic constant Λ has been associated with the nonlinear
constant λ of the KPZ equation
∂h
∂t
= F + ν∇2h +
λ
2
|∇h|2 + η(x, t) , (2)
where h(x, t) is the interface height of the d-dimensional substratum at the position x and
time t. The real constants F , ν and λ take into account the growth force, the surface re-
laxation intensity and the lateral growth, respectively. The noise η(x, t) is Gaussian with
zero mean and covariance 〈η(x, t) η(x′, t′)〉 = 2D δ(x− x′) δ(t− t′), D being the noise in-
tensity. In this work, we show the tilt method as a powerful tool to find the nonlinear
coefficient λ of a given model. Although there are other possible methods to obtain it [4–6],
these methods are usually focused on the relation Γ = |λ|A1/α, where A is the power-law
coefficient of the second-order height-difference correlation as a function of the distance be-
tween columns, while Γ comes from the evolution equation of the interface-height average in
the non-stationary regime and α is the global roughness exponent. These methods usually
reproduce a value close to Λ.
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From the KPZ equation (2), when the interface is tilted, the average velocity is
V
(m)
KPZ =
〈∂hm
∂t
〉
= F +
λ
2
〈
|∇hm|
2
〉
, (3)
which is a function of the average slope m. Notice that the noise average is zero and, if
the tilted system is sufficiently large or helical boundary conditions are taken, the Laplacian
average is negligible or zero, respectively. In the saturation equation (3) is independent of
time; thus, it is only a function of m.
In this paper, we show that both in simulations and integrations of models belonging to
the KPZ universality class it is verified that the mean square height-gradient (MSG) is
〈|∇hm|
2
〉
= 〈|∇h0|
2
〉
+ bm2 , (4)
where b is a positive real constant. As it is well established, b has a clear theorical meaning
for the continuous KPZ equation (2), i.e. b = 1. We show here that b 6= 1 in two discrete
models belonging to KPZ universality class, the restricted-solid-on-solid (RSOS) and the
ballistic deposition (BD) models. Also, we show that b ≈ 1 (but not equal) for KPZ
numerical integrations by several methods. Together, we researched some of the properties
of the height-gradient fluctuations of interfaces with average slopem. We show that the mean
square fluctuation (MSF) of the height-gradient is a function ofm that increases, decreases or
is constant for the BDmodel, the RSOS model, or the continuous KPZ equation, respectively.
In Section II, we show analytically equation (4) by calculating the fluctuations of the height-
gradient. We also show the relationship Λ = b λ between the nonlinear coefficient λ of the
KPZ equation and the parameters Λ and b of the tilt method. In Section III, we show the
validity of equation (4) and determine the parameters of the tilt method, obtained from
simulations of the BD and RSOS models and integration of modified KPZ equations, all
included in the KPZ universality class. Additionally, for each model and equation, we show
how the interface slope affects the height-gradient fluctuations. Finally, in the Conclusions,
we make a brief summary of the results achieved, discussing the highlights of this work.
II. METHOD BASICS
The height gradient ∇hm of a tilted growing interface is subjected to fluctuations that
depend on the height slope and the non-tilted height gradient, which in mean value must
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be zero, such that 〈∇hm〉 = m. The most obvious proposal is
∇hm = m+ F (m,∇h0) , (5)
where F is a generalized function that indicates the fluctuations of the tilted height gradient
and verifies 〈F (m,∇h0)〉 = 0 and F (0,∇h0) = ∇h0. A simple calculation allows us to obtain
〈
|∇hm|
2
〉
= m2 +
〈
[F (m,∇h0)]
2
〉
, (6)
where the MSF 〈F 2〉 is an even function of m. Assuming |m| ≪ 1 and developing 〈F 2〉 in
Taylor series around m = 0, we obtain
〈
[F (m,∇h0)]
2
〉
=
〈
|∇h0|
2
〉
+
〈
G(∇h0)
〉
m2 +O(m4). (7)
where 〈G〉 is a constant dependent on the system. In order to justify equation (4), we replace
equation (7) in equation (6) getting
〈
G(∇h0)
〉
= 1− b . (8)
The sign of 〈G〉 is decisive when determining if the model fluctuation decreases or increases
with the average slope of the interface. Between both behaviours, 〈G〉 = 0 for interfaces
that evolve according to the continuous KPZ equation and the MSF is constant regardless
of the tilt, i.e. 〈F 2〉 = 〈|∇h0|
2〉. By replacing m2 of equation (4) in equation (1) we obtain
V
(m)
sat = V
(0)
sat −
Λ
2 b
〈|∇h0|
2
〉
+
Λ
2 b
〈|∇hm|
2
〉
. (9)
By equating equations (3) and (9) in the saturation we can establish the following relation
between the coefficients
λ =
Λ
b
, (10)
F = V
(0)
sat −
Λ
2 b
〈|∇h0|
2
〉
. (11)
Thus, equation (10) allows to obtain the nonlinear coefficient of each model in terms of the
two tilt coefficients of equations (1) and(4). Only for continuous KPZ equation λ = Λ is
obtained.
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III. RESULTS FOR SEVERAL MODELS AND EQUATIONS
RSOS model. The interface evolution of the (1+1)-dimensional RSOS model is es-
tablished by the following rule: choosing a random column, if the height of its two first-
neighbouring columns are greater or equal to the chosen one, it grows one unit. Symbolically,
if h(i+ 1)− h(i) ≥ 0 and h(i− 1)− h(i) ≥ 0, where i is the column chosen at random, then
h(i)→ h(i) + 1. Left plot of Figure 1 shows the saturation velocity as a function of m2,
for several system sizes, verifying equation (1). The measured values of slope Λ, given in
Table I, are close to −0.75 obtained by several authors with good precision [4, 5]. Right plot
of Figure 1 shows 〈|∇hm|
2〉 as a function of m2, which verifies equation (4), with measured
slope b given in Table I. Aditionally, Table I shows the nonlinear coefficients λ of the model
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FIG. 1. (color online) RSOS model. Left plot: Average saturation velocity Vsat as a function of
m2 for several sizes of L. The slope of the straight lines is Λ/2. Right plot: MSG 〈|∇hm|
2〉 as a
function of m2 for several sizes L. The slope of the straight lines is b. The measured values Λ and
b with their respective fit errors are shown in Table I.
L Λ (δΛ) b (δb) λ (δλ)
512 −0.747(3) 0.583(2) −1.281(10)
1024 −0.746(3) 0.582(1) −1.282(6)
2048 −0.743(3) 0.580(1) −1.281(6)
TABLE I. Coefficients corresponding to RSOS model for several sizes L of simulation. The table
shows the measured values of Λ and b, and the calculated values λ, with their respective errors in
parentheses. In all tables (δν) = ± δν × 10−3 is (are) the error(s) of a quantity ν.
calculated by equation (10) for several system sizes. Notice that the measured coefficients
do not change when increasing the size of the system, so the results are valid at the ther-
modynamic limit. We can see that b ≈ 0.58, which indicates that the MSF decreases as the
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slope m increases. This phenomena is understood from the fact that, when increasing the
interface tilt of the RSOS model, the application of their rules decreases to such a point that
growth is not possible. In addition, the MSF verifies 〈F 2〉 ≤ 〈|∇h0|
2〉 ≈ 0.36.
Ballistic deposition model. The evolution of the (1+1)-dimensional BD model is
given by the following rule: the height of the chosen column h(i) grows to max[h(i−1), h(i)+
1, h(i+ 1)]. Left plot of Figure 2 shows the saturation velocity V
(m)
sat as a function of m
2 for
several system sizes. As before, equation (1) is verified with the measured coefficient Λ given
in Table II. The BD model is known for having finite-size dependencies in its exponents;
however, the coefficient Λ shows slight changes when the system size increases. Our measured
value Λ = 1.25 has a small departure from the value 1.30 obtained by others authors [4, 5],
which is explained from the slight variations of Λ with the range of slopes taken. Right plot
of Figure 2 shows the MSG 〈|∇hm|
2〉 as a function of m2 with measured slopes b given in
Table II. Note that, in this model, the measured coefficients do not change when increasing
the size of the system. There are important differences between this model and the RSOS
model that become more evident when the interface is tilted. On the one hand, taking into
account that b ≈ 6.1 the MSF increases with m. On the other hand, in the BD model
the appearance of strong gradients is accompanied by very intense fluctuations with MSF
〈F 2〉 ≥ 〈|∇h0|
2〉 ≈ 4.0.
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FIG. 2. (color online) BD model. Both plots: Idem to Figure 1. The measured values Λ and b
with their respective fit errors are shown in Table II.
Numerical integration of the modified KPZ equations. The numerical integra-
tion method of the KPZ equation (2) introduced by Dasgupta et al. allows to avoid di-
vergences by smoothing the values of the nonlinearity |∇h|2 in each integration step. The
method proposes replacing this nonlinearity with a function
f(∇h) =
1
c
(
1− e−c|∇h|
2
)
, (12)
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L Λ (δΛ) b (δb) λ (δλ)
512 1.254(7) 6.061(70) 0.207(4)
1024 1.255(8) 6.140(63) 0.204(4)
2048 1.253(9) 6.165(63) 0.203(4)
TABLE II. Coefficients corresponding to BD model for several sizes L of simulation. The ta-
ble shows the measured values of Λ and b, and the calculated λ, with their respective errors in
parentheses.
where c is a real positive parameter. Then, during the numerical integration the system
evolves according to the smoothing function f instead of to the nonlinear term. Although
the KPZ equation is modified by infinite terms, with an appropriate choice of parameter
c the scaling properties are not modified. The introduced change should hold for other
properties of the KPZ equation. Equation (4), consistently with the change made, must be
replaced by
〈f(∇hm)
〉
= 〈f(∇h0)
〉
+ bm2 , (13)
keeping b = 1, or equivalently λ = Λ, for the KPZ equation. However, this is not verified
with precision. To show this, we integrate the modified equation with the values of the
parameters mentioned in the caption of Figure 3. These elections correspond to a coupling
c Λ (δΛ) b (δb) λ (δλ)
0.15 7.846(9) 1.013(1) 7.745(17)
0.25 7.695(7) 0.993(1) 7.749(15)
0.50 7.326(42) 0.946(6) 7.744(93)
1.00 6.700(93) 0.865(12) 7.746(215)
TABLE III. Coefficients corresponding to the integration of KPZ equation by the Dasgupta et al.
method for several smoothing parameters c of equation (12). The table shows the measured values
of Λ and b, and the calculated λ, with their respective errors in parentheses.
constant g = 15, value for which the roughness shows a longest power law behaviour [9].
Figure 3 shows that both the saturation velocity and the average of the smoothing function
〈f(∇hm)〉 are linear functions of m
2, with measured coefficients Λ and b, and its respective
errors, given in Table III. We observe that for several values of c, the data value λ = 0.7460,
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FIG. 3. (color online) Both plots: We use the Dasgupta et al. method to control the divergences
of the KPZ integration [7, 8], taking size system L = 512 and parameters λ = 7.7460, ν = 0.5,
F = 0, and σ = 0.25, integration mesh ∆x = 1 and integration step ∆t = 0.05 . These parameters
correspond to a coupling constant g = 15. Left plot: Average saturation velocity Vsat as a function
of m2 for several parameters c. The slope of the straight lines are Λ/2. Right plot: Average of the
smoothing function f(∇hm) given by equation 12) as a function of m
2 for several parameters c.
The slope of the straight lines is b. The measured values Λ and b with their respective fit errors
are shown in Table III.
in all cases, is not located within the error bars of the measured Λ. Likewise, b = 1 is also
not located within the error bars of the measured b. However, we observe that the data
λ = 0.7460 is included within the error bars of the calculated λ that we show in Table III.
The range of the parameter values c chosen allows to obtain roughnesses that have longer
power laws with growth exponents β ≅ 0.33.
To confirm that the results obtained are not dependent on the integration method, we use
Torres and Buceta’s method [9] of imposing restrictions on the excessive growth introduced
by nonlinearities. The restriction method states that the nonlinear term |∇h|2 can be
replaced by the generalized function
f(∇h) = min
(
|∇h|2, ε
)
, (14)
where ε is the restriction parameter. Similarly to Dasguta et al. method, the evolution
of the system does not follow a square height-gradient but the min function. In Figure 4
we calculate the saturation velocity and the average of restriction function given by equa-
tion (14) as functions of the slope m for several values of the restriction parameter ε, for
which the main scaling properties of the KPZ equation are recovered. The fit coefficients Λ
and b are presented in Table IV; as before, the theoretical values λ = 0.7460 and b = 1 fall
outside the error bars of the measurements made. By both integration methods used above
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FIG. 4. (color online) Both plots: We use the Torres and Buceta’s method to control the divergences
of the KPZ integration [9], taking the values given in Figure 3. Left plot: Average saturation
velocity Vsat as a function of m
2 for several restriction parameters ε. The slope of the straight lines
are Λ/2. Right plot: Average of the restriction function min
(
|∇hm|
2, ε
)
as a function of m2 for
several restriction parameters ε. The slope of the straight lines is b. The measured values Λ and b
with their respective fit errors are shown in Table IV.
ε Λ (δΛ) b (δb) λ (δλ)
0.50 7.685(74) 0.992(9) 7.747(145)
0.75 8.004(11) 1.033(1) 7.748(18)
1.00 8.075(29) 1.042(4) 7.749(57)
1.25 8.096(36) 1.045(5) 7.747(71)
TABLE IV. Coefficients corresponding to the integration of KPZ equation by the Torres and
Buceta’s method for several restriction parameters ε. The table shows the measured values of Λ
and b, and the calculated λ, with their respective errors in parentheses.
we find that the tilt coefficient b is very close to 1, although it is not equal. This is explained
by the fact that what is integrated is not exactly the KPZ equation. In both cases, the
methods are perturbations implemented in order to control or limit the divergences proper
to the numerical integration of the KPZ equation. But, again in both methods, applying
the relation (10) we recover the original value of λ with great precision.
IV. CONCLUSIONS
From the theoretical studies of the KPZ equation it is widely known that the tilt method
explains the existence of |∇h|2 nonlinearities. In addition, it is also known that the average
saturation velocity as a function of average slope m, given by equation (1), has quadratic
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coefficient Λ = λ, where λ is the KPZ nonlinear coefficient. However, we have shown in
this paper that Λ 6= λ for several models and equations (excluding the KPZ equation)
belonging to the KPZ universality class. To show this, we study the MSG 〈|∇h|2〉 when the
interface grows with an average slopem. By introducing the concept of tilted height-gradient
fluctuations we show equation (4), which is verified by simulation of several models (RSOS
and BD) and numerical integration of KPZ equation by two alternative methods. We show
that Λ = b λ, where b is the quadratic coefficient of the MSG as a function of m, which
depends on each model, being b = 1 for the continuous KPZ equation and b 6= 1 otherwise.
Additionally, we show that the MSF of the height gradient as function of average slop m
follows equation (7). On the one hand, the MSF of the continuous KPZ equation is constant.
On the other hand, the MSF of the RSOS or BD model decreases or increases, respectively,
asm increases. The numerical integration methods of the KPZ equation establish that b 6= 1
(but close) which indicates that the modifications or restrictions to the KPZ introduced to
avoid divergences makes λ 6= Λ. We found that λ ≅ Λ/b with great precision, confirming the
equation (10). Unexpectedly, the integration methods introduce fluctuations dependent on
the tilt interface. This shows that the integration methods explicitly break the symmetry
contained in the continuous KPZ equation, symmetry by which its interface has constant
MSF.
The reason for the discrepancy between the results presented in this paper and those
of other methods [10, 11], in reference to the KPZ nonlinear coefficient λ, is a subject of
open interest. As a final remark, the conjecture hereby proved suggests a revision of the
method applied to models and equations belonging to other universality classes, such as that
of Lai-Das Sarma [12, 13].
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