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Abstract 
It is shown that when the random vector X in Rn has a mean and when 
the conditional expectation E(u'Xlv'X) = 0 for all vectors u,vERn which 
satisfy u 'v = O, then the distribution of X is orthogonally invariant .. A 
version of this characterization is also established when X does not have 
a mean vector. 
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1. Introduction and Summary 
Recently, Toyooka (1982), Kariya and Toyooka (1983) and Eaton (198~) 
have discussed versions of the Gauss-Markov Theorem when the error covariance 
matrix is estimated. To motivate the results in this paper, we begin with 
a brief discussion of the type of situation treated in the three papers 
above. Consider a random vector Yin Rn with a mean vectorµ and a co-
variance matrix E = Cov(Y). The mean vectorµ is assumed to lie in a known 
linear subspace M ~ Rn and r. is assumed to lie in a known set y of positive 
define matrices (the assumption of positive definiteness can be dispensed 
with, but it is simpler for the discussion here to assume positive definite-
ness). Let Pr. denote the unique projection with range Mand null space 
E(Ml) where M1 denotes the orthogonal complement of Min Rn (with the usual 
inner product). Let A be all nxn matrices A which satisfy Aµ=µ for all 
µe:M. Hence AY is an unbiased estimator forµ for each AEA. Note that 
PEEA. For each AEA, Cov(AY) = Ar.A' when Cov(Y) = r.. One way to phrase 
the Gauss-Markov Theorem is that 
p EP I < Ar.A I 
r. r. -
(Ll) 
for each AEA where~ refers to the Loewner ordering on symmetric matrices. 
In other words, the covariance matrix of PEY = µr. is no larger than the co-
variance matrix of any other linear unbiased estimator ofµ. 
In ma·ny situations, E is not known so Pr., and hence µE, cannot be 
calculated without first estimating E. Estimators of E, say EEy, which 
satisfy 
't(y) = 't'(-y) 
't(y+x) = t(y) 
n 
, YER 
n YER' Xe:M 
( l . 2) 
are called residual~ estimators (see Eaton (1983), Definition 6.1). 
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Most estimators of r that have been proposed in the literature are of 
this type. I\, I\, I\, I\, For such an estimator, let P = Pl and.letµ= PY.· Thus,µ 
is just t~e Gauss-Markov estimator of 1-1 using an estimated covariance 
matrix. To discuss properties of~, write the linear model for Y as 
·y = µ+e , µeM ( l . 3) 
where the·error vector E has mean O and r = Cov(E)ey. When E and -E have 
the same distribution, it is easy to show~ is an unbiased estimator ofµ 
(for example, see Eaton (1983)). One question of interest is when does 
the Gauss-Markov Theorem hold--that is, when does the inequality 
Cov(~) ~ Cov(µE) (1.4) 
hold for each Eey? One attempt to establish (1.4) is to let QE = I-PE arid 
write 
( l . 5) 
Now, fix Eey. Pis a function ~fr which in turn is a function of QEY since 
'f is a residual type_ estimator. Since PEY and QI? are uncorrelated, there 
is some hope that µE and PQEY might be uncorrelated. When this is the case, 
we have 
( l . 6) 
I\, 
and hence (1.4). A useful sufficient condition that µE and PQEY be 
uncorrelated is that the conditional expectation equation 
E(PEEIQEE) = 0 (1. 7) 
holds (see Eaton (1983), Section 7). 
The main concern in this paper is equation (1.7) and its implications 
concerning L(E) - the distributional law of E. First observe that it is 
sufficient to take E = I in (1.7). To see this, write 
.k -.k .k -!:: Q E = E 2E 2Q E 2E 2€ ( 1 • 8 ) E E 
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-½ -½n ½ and 1 et X = E E and 1 et Q = E '-'EE .. Then X has mean 0, covariance I, 
. and Q is the.orthogonal projection onto ML. Since E½ is non-singular, 
. ~ 
the a-algebra generated by QX and that generated by t 2QX are the same. 
Hence conditioning on QX is equivalent to conditioning on E~X. Noting 
that P = E-½PEE½ is the orthogonal projection onto M, we see that (1.7) 
is equivalent to 
E(PXIQX) = 0 (1 ~9). 
Recall that a random vector ZERn has a spherical distribution if 
L(Z) = L(gZ) for all nxn orthogonal matrices g. It follows easily from 
results in Cambanis, Hwang and Simons (1981) that if X has a spherical 
distribution and if EX exists, then (1.9) holds for any subspace M where P 
is the orthogonal projection onto Mand Q = I-P. In this paper we 
establish the converse--namely, if X has a· mean and (1.9) holds, then X 
has a spherical distribution. In fact, we prove a bit more. To motivate 
the statement of our main result, take the subspace M to have dimension 
n-1 in Rn. Then Ml has dimension 1 so M1 = span {v} ·for some fixed vector 
v;o. Since Q = (vv')/v'v, QX = (v 1X)(v/v 1v) so conditioning on QX is 
equivalent to conditioning on v'X. Also, for any LIEM, Pu=u so (1.9) 
implies that 
E(u'Xlv'X) = 0 (1.10) 
for all vectors u which are perpendicular to v. Here is our main result. 
Theorem 1: Suppose XeRn has a mean vector. For each v;o suppose that 
(1.10) holds for all u satisfying u'v = O. Then X has a spherical distri-
bution. 
The proof of Theorem 1 is given in Section 2. In Section 3, an 
alternative characterization_of spherical distrib~tion is given without 
assuming X has a mean vector. 
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The implications of Theorem 1 for linear models are the following. 
The fairly natural condition (1.7) concerning the error vector leads to 
a non-linear version of·the Gauss-Markov Theorem as expressed by (1.6). 
However, (1.7) implies (1.10) which in turn implies that E-½E = X has a 
spherical distribution. Hence the error distribution must be ~lliptical 
(by definition, an elliptical distribution is a distribution obtained as 
a linear transformation of a spherical distribution). Therefore, the only_ 
error distributions for which (1.7) holds are the elliptical error distribu-
tions. 
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2. Main Theorem 
Throughout this section, Xis a random vector in Rn which has a mean 
vector. It is assumed that for each v;0, VERn, and for each UERn satisfying 
u'v=0, that 
E{u'Xlv'X) = 0 {2.1). 
Let 0 denote the group of nxn orthogonal matrices. n . 
Theorem 1: When {2.1) holds, L{X) = L{gX) for all g£0n. 
Proof: First recall that if u1 and u2 are real valued random variables 
with EIU1 I < +oo, then the partial derivative 
a!, E exp[i(~,u,+~2U2ll = if u, exp [i(~,u,+~2U2ll (2.2) 
exists for all ~,,~ 2£R
1
. Furthermore, the condition E{U1 IU2) = 0 implies 
that the partial derivative in {2.2) evaluated at ~1=o is zero--tha~ is 
1 for all ~2ER. 
(2.3) 
Let • {t) = E exp[i t'X] for tERn. Since X has a mean vector,~ has 
a gradient given by 
{v~){t) = i EX exp[i t'X] 
Thus, for a~y u,vERn, {2.4) yields 
u'{v• ){v) = i Eu'X exp[i ·v·•x1. 
{2.4) 
for u'v=0, assumption {2.1) together with equation {2.3) {U1=u'X, u2=v'X, 
J 2=1) yields 
(2~5) 
for all vr0 and u satisfying u'v=Q. 
To show that L{X) = L{gX) for all gE0n' it suffices to show that 
• {t) = • {gt) for tERn and gE0n. For t=O, this obviously holds, so fix 
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.tlO and fix gEOn. Since t and gt have the same length, say I !ti I = ~, 
there is a continuously differentiable curve c(a}, aE{O,l), which satisfies 
I I c(a) 11 = ~ for all aE(O., 1), c(a.1) = t and c(a2) = gt for some a,-,a2E{o., 1). 
Because I lc(a)I 12 is.constant, we have 
. (c(a))' c(a) = 0 , aE{O,l), (2.6) 
. 
so c{a) is perpendicular to the vector of derivatives c(a). Using the ch~in 
rule, we have 
d~ cp(c(a)) = [t-(a.}] 1 -(vcp)(c(a)) (2.7). 
Since c(a) ~ O, (2.6) and (2.5) imply that (2.7} is zero for aE(O,l) and 
hence that cp(c(a)) is constant for aE(O,l). This implies that 
cp(t) = cp(c(a1)) = cp(c(a.2)) = cp(gt) 
and the proof is complete. 
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3. An Alternative Characterization 
In this section, we give an alternative characterization of the 
spherical distributions on Rn. Let X be a random vector in Rn with char-
acteristic function~- Fix a vector UERn, I lul I = 1 and let gu = In - 2uu' 
so gu is an orthogonal matrix which maps u to -u and guv = v for any v 
which is perpendicular to u. Let Pu= uu' be the orthogonal projection 
onto span{u} and let Qu = I-Pu. Our first task is to describe the implica-
tions of assuming that 
(3 .1). 
Notice that (3.1) is a stronger assumption than (1.9) when X has a mean. 
However, Xis not assumed to have a mean in this section. 
Lemma 3.1:· When 3.1 holds, 
L(X) = L(guX). 
Proof: It suffices to verify that 
n 
' tER . 
Write t = au+v for some aER1 and a unique v which satisfies u'v = O. 
Then 
gt= -au+v 
u 
so we need to show that 
~(au+v) = ~(-au+v). 
~(-au+v) = Eexp[i (-au+v)'XJ = 
Eexp[i(-au+v)'(PUX+QUX)] = 
Eexp[-i au'P X + i v'Q X] = u u 
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(3.2) 
(3.3) 
(3.4) 
Using (3.1), the above conditional expectation remains the same when 
-P / is replaced by P0 X. _Making this .replacement and reading the above 
string of equalities in reverse order yields 
$(-au+v) = ~(au+v). 
Hence (3.3) holds and the proof is complete. 
Now, 1 et 
G = {gJgEOn, L(X) = L(gX}} (3.5) 
If L(X) = L(giX) for i=l,2, then L(X) = L(g1X) = L(g1g2X) so G is a sub-
group of On. Also, an easy continuity argument shows ~hat G is closed. 
In fact, if Sis any set of nxn orthogonal matrices such that L{X) = L(gX,) 
for all gES, then the group generated by S, say G(S), satisfies 
L(X) = L(gX) for all gEG(S) 
Proposition· 3.1: If (3.1) holds for all ue:Rn, I lul I = 1, then X is 
spherical. 
Proof: Let 
S0 = {gulue:Rn, I lul I ~ l} 
(3 .6) 
with gu as defined above. Also, let G0 b_e the group generated by S0 • 
When ( 3. 1 ) ho 1 ds for a 11 u, I I u I I = 1 , then S0 ~ G so G0 ~ G. However, · 
every nxn orthogonal matrix ·is a product of a finite number of g •.& (This u . 
fact follows easily from the rotation angle representation of orthogonal 
matrices--see Theorem 1, p. 438 of Vilenkin (1968).). Thus, On= G0 cG .=.On 
so Xis spherical. This completes the proof. 
Under certain circumstances, it is possible to prove that Xis spherical 
when (3.1) holds for some subset of u1 s, !lull= 1. To discuss these c-ircum-
stances, consider a set 
B ~{u I llull = l} (3. 7) 
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and assume that (3.1) holds for all UEB. Let G1 be the clos~d (in the 
topology of On) group generated by the set {gujuEB}, so G1 ~G. If 
G1 = On then Xis spherical, so we are interested in conditions so t
hat 
G1 = On. Before discussing such issues, it is necessary to first discu
ss 
reflection groups. 
An nxn orthogonal matrix of the form I - 2uu', I lul I ~ 1, is called 
a reflection because it reflects vectors across the hyperplane perpendicular 
to u. A group H con is called a reflection group if His generated by 
some set of reflections. Recall that His reducible if there.exists a 
non-trivial subspace M of Rn such that hM c M for all hEH. If His not 
reducible, His called irreducible. 
Theorem: (Eaton and Perlman (1977)). Let H be an irreducible reflection 
group. Then either His a finite group or His dense in On. 
Since the reflection group G1 defined above is closed, when G1 is 
irreducible, either G1 is finite or G1 = On. A complete list of the finite 
irreducible reflection groups can be found in Theorem 5.3.1 of Benson and 
Grove (1971). When G1 (irreducible) is not one of these, then G1 ~ On 
and Xis spherical. 
In order to.apply the above argument to prove Xis spher~cal, it must 
be- verified that G1 is irreducible and that G1 is not finite (or not one_ 
of the groups given in Benson and Grove {1971)). Here is one useful condi-
tion which implies that G1 is irreducible. 
Proposition 3.2: Suppose B contains a set of vectors {x1, x2, ... , Xn+l} 
and suppose every subset of size n of {x1, ... , xn+l} is a linearly inde-
pendent set in Rn. Then, G1 is irreducible. 
Proof: First observe. that a non-trivial subspace Mis invariant under a 
reflection gu iff either UEM or UEMl. Now, assume that the non-trivial 
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subspace Mis invariant under G1. Then Mi is also invariant under G1 
because G1 ~On. Thus, each xi in {x1, ... , xn+l} must be in Mor in Ml. 
An easy dimension argument shows this is impossible because Mis non-trivial. 
Hence G1 is ~rreducible. 
The verification that G1 is not finite most often reduces to studing 
the angles between the vectors in B. For example, if x1,x2€B and if the 
angle between x1 and x2 is an irrati.onal multiple of 1r, then the group 
gene_rated by gx and g is infinite so G1 is infinite. l x2 
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