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Abstract
The burgeoning literature on fake news reveals that
the emotional context of the message is a major factor
that drives its diffusion on social media. However,
studies have largely missed a major aspect of the
diffusion process, which is the morphing of the textual
contents themselves during this process. Our study first
visually illustrates through hazard functions that, while
falsehoods morphs aggressively at the initial stages,
correction messages morph more aggressively in the
long run. In addition, we leverage on cosine distance
and econometric modeling to empirically investigate
how sentiment affects the morphing of fake news and
their correction messages. We find that positive
sentiments, emotionally charged messages and
correction messages positively affect the morphing of
messages during the diffusion process. Our results also
show that, as time goes by, the impacts of sentiments on
morphing change.

1. Introduction
Deception in social media, in the form of “fake
news" engineered as a deliberate campaign to wage war
and influence user perception, has received much
attention from both academia and industry alike [6]. The
research foci have been on content verification through
reactive measures such as presentation and source
credibility and their ratings [31, 43] and through
proactive methods such as detection [34, 49] and
correction messages [27, 45]. Little research has
examined how messages mutate or morph during the
diffusion process through changes in their contents. The
current research fills this gap in the literature that has
investigated the diffusion of falsehoods and correction
news as a static communication process. Our study
differs significantly from previous research [24, 31, 52]
in several ways. First, we focus on the evolution of
tweets over time rather than combining them into a
corpus. To the best of our knowledge, this is the first
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study examining how fake news and their correction
messages morph over time. Second, through the use of
repeated event hazard functions, we visually illustrate
the difference in the morphing rates of falsehoods and
correction messages. Third, we employ a unique panel
data set on 14 verified falsehoods and corrections topics
that circulated on Twitter during Hurricane Harvey in
2017 to investigate the role sentiment plays in the
morphing process. We attempt to answer the following
research questions:
1. How do false and correction messages morph on
social media?
2. What are the effects of sentiments on the
morphing of false news and correction messages?
How do these effects change over time?
Because emotive components are important factors
in the virality of messages on social media [44], we
examine how they may be a major factor in the
morphing of not just falsehoods but also correction
messages. Using cosine distance to measure the
morphing of the messages, our empirical analysis shows
that emotive components affect the morphing of both
falsehoods and correction messages and positive
emotions are more influential as compared with
negative and neutral ones. We also show that
emotionally charged messages with both strong positive
or negative emotions morph more than neutral ones
irrespective of the period. Our study also shows that the
impacts of emotions on morphing change over time.

2. Background Literature
2.1. Fake News
Following prior research, we define fake news or
falsehoods as “any news item mimicking legitimate news
and designed to mislead” [1, 33]. Due to the wide spread
of false news on social media, practitioners and
academics have proposed several approaches to combat
fake news. Using a cognitive reflection test (CRT), a
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recent study finds that users rely on their analytical
thinking to assess the veracity of headlines, irrespective
of the consistencies or inconsistencies between the
stories and their political ideologies [47]. In particular,
users’ susceptibility to fake news is influenced by “lazythinking” rather than partisan bias. In addition, users
with “reflexive open mindedness” have the propensity
to fall for fake news stories [48]. Other studies have
shown that as rumors propagate rapidly through social
media, tools such as rumor combating sites and tools are
quite effective in creating awareness and slowing its
spread [15].
Information systems (IS) researchers have proposed
leveraging “source ratings” in the fight against
misinformation [32]. Empirical evidence shows that the
use of source rating and news presentation are effective
in the fight against fake news propagation [28, 31]. In
contrast, although flagging fake news triggers increased
cognitive activity and stimulates users to extend more
time in considering news headlines, it ultimately has no
effect on the users’ beliefs or judgment about the
veracity of the news item [40]. Similarly, in the event
that falsehoods are tagged, untagged headlines even in
cases of falsehoods are automatically assumed to be
more accurate and are given more consideration for
sharing on social media [46].

2.2. Information Morphing
We define information morphing on social media as
the change in textual contents from its original message
over time. This can be achieved by adding, subtracting
and substituting characters in the text [14]. Despite an
abundance of research on information and rumor
diffusion, the focus of the extant literature has been on
the diffusion rate and its contributors with no study done
on the morphing of the messages during the diffusion
process [16, 30]. There have been very few studies, if
any, that have attempted to understand how news evolve
over time. For example, Friggeri et al. [24] found that
rumors do not particular die out on Facebook but persist
in low frequencies and come back after a while.
Furthermore, using political tweets, a recent study
analyzed the average change in corpus of false and real
tweets when they resurfaced and found that falsehoods
change at an average of 0.5 when they are reintroduced,
while real news was not investigated because they were
not observed to return [52]. Scholars argue that false
news gains its strength through repetition [23].
Experiments showed that messages get distorted as they
flow through a channel [57].
As a microblogging site, Twitter depends on a
directed friendship or followership even though
reciprocity is not required [37]. Retweeting, which is
basically reposting an original post, can introduce the

content to a new audience and such retweeted messages
can usually be modified so that they lose any reference
to the original and can even be posted to a different
social network [14]. This propels tweets to go even
further without the knowledge of the original tweeter as
they reach a wider audience [37]. This implies that the
morphing of Twitter messages can take any form, as
Twitter allows modification to whatever extent that suits
the re-tweeter’s need. In the current study, we use cosine
distance, which equals 1 - cosine similarity, to measure
how dissimilar a tweet is to the original tweet. The
morphing of a message is the inverse of the similarity
between the original tweet and subsequent tweets.
Research shows that rebuttals and corrections at
times can be very effective in addressing
misinformation on social media by reducing the
credibility of the refuted content [27]. Study further
shows that message or rumor-correcting tweets are more
propagated or spread more than the rumors themselves
[17]. This is very important as it shows the power of
rebuttals, coupled with the fact that such rebuttals that
are retweeted can be altered and modified. This study
thus allows us to have a better understanding of the
mechanics on how false news morphs over time and the
role rebuttals play in the evolution framework. Our
study is quite different from previously mentioned
studies and places relatively less emphasis on the
generality of the spread of the underlying phenomenon.
In addition, these previous studies tend to treat the
mutability of misinformation as a corpus thereby losing
valuable information. On the other hand, our study takes
an alternative perspective, which views misinformation
as verifiable false news that are mutable and robust as
they diffuse. For a message to morph it first needs to be
shared or propagated. However, a message that
propagates does not have to morph. We explore this idea
using a fixed effects model with multiple time series
levels while controlling for the word counts and
variability.

2.3. Sentiment
With the rise of Twitter as one of the most archetypal
social media platforms for user-generated content,
researchers in IS and beyond have since relied on
Twitter sentiments for inferring user beliefs and
perception [36]. These studies have ranged from the use
of microblogs on unidirectional platforms such as
Twitter which leads to asymmetrical connections [55] to
bidirectional platforms such as Facebook [54]. These
studies have revealed the importance of sentiments, an
affective or emotional state affecting a user’s judgment
of a topic. These studies illuminate how sentiments can
be inferred from textual contents [13] and applied in
understanding user behavior and their reactive
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tendencies to information sharing [8]. However, results
on the impacts of sentiments on user behavior on social
media have been contradictory. For example, though a
recent study showed that emotionally charged political
messages are tweeted more [55], other studies have
alluded to the efficacy of mostly negative valence over
positive ones in influencing virality, especially when it
comes to news [25]. Some of the reasons alluded to this
is the moderating effects of novelty or the newness of
the news stories [29, 58].

3. Research Hypotheses
A recent study revealed that positive news are more
likely to go viral than negative or neutral ones, even
after controlling for novelty or usefulness [10]. This is
due to the strong emotions elicited by the positive news
and hence the retweeting behavior. For quite some time
researchers have argued that rumors and falsehoods are
infamously effective in causing disruptions due to their
ability to cause reactions from their highly emotional
contents [8, 11]. These reactions may be manifested in
several ways, including the modification of news item
in order to synch with the user’s current affective state.
Due to character limitations from Twitter, users are
known to perform several of the following
modifications: shortening tweets through deleting,
preserving and adapting tweets for their own purposes
and the use of authorship and attribution [14]. The use
of these methods leads to changes in the original content
but not necessarily the context. Hence, we argue that
there exists a positive relationship between sentiment
and morphing, similar to the positive relationship
between sentiment and virality, due to the strong
reactions elicited by the positive sentiment. We
therefore hypothesize:
H1a: An original tweet's sentiment is positively
associated with its morphing.
Emotionally charged messages influence reactivity
in receivers as compared to neutral ones [55]. This may
be because they influence the affective components in
the brain and induce reactions without the user
extending their cognitive process. Studies have since
tried to show that those affective components trigger a
peripheral thought process [3, 34, 44] but not their
cognitive process, and this may lead to irrational
negative
behaviors
[34].
A
study
using
electroencephalogram [35] showed that emotional
words influence high amount of brain responses as
compared to neutral ones. In general, we argue that
emotive tweets will cause users to react and change the
contents of tweets before sharing in order to synchronize
and personalize their own feelings as compared to
neutral tweets. Hence, we have:

H1b: An original tweet with more positive or
negative sentiment is positively associated with its
morphing.
Bad news, emotions or events have long held sway
over those that were inherently good, as a general
principle across a broad range of psychological
phenomena [7]. Fake news and correction news can be
categorized as good and bad. Although fake news stories
have been shown to be more viral and influential in
sharing behavior as compared to real news [58], studies
comparing the propagation of false news and correction
are limited. The novelty of such fake news stories entice
users on social networks to take ownership of them in
order to increase their social media standing [29]. A
study has shown that when a user takes possession of
such a tweet they are more likely to engage in authorship
attrition and/or the preservation and adaptation of the
original message [14]. This adaptation is what leads
users to shortening or deleting part of the tweets and
adapting them to their own purpose and writing styles.
When this happens, the similarities between the original
tweet and the retweets will change. In comparison, real
news stories lack the elements of novelty seen in fake
news stories [24, 58] to warrant such zealous
modifications. Nor are they known to cause such
reactivity. However, we argue that correction news is
very different both in tone and intensity from real news
as they rebut falsehoods and usually do so in the
strongest possible terms. We posit that the strength of
correction messages lies in their strongly worded
context and how they counter falsehoods. When arguing
against a topic, one is usually expected to imply the
topic in question and modify the argument against.
While real news does not contain novel information,
correction messages which is “counter-fake news” may
contain more novel information as to efficiently rebut
the argument in question. This means that correction
messages may not only stimulate more interest but also
has the potential to be more modified more than false
news. As a result, we hypothesize:
H2: An original tweet’s veracity is positively
associated with its morphing.
By analyzing news articles in the New York Times,
a recent study revealed that positive affections highly
influence virality [9]. This may be as a result of people’s
decision making being geared towards maintaining a
sense of positivity as they go about their everyday tasks
[22]. As a result, individuals are more likely to maintain
and even increase a positive status quo when modifying
a positive text. Such modifications may include
improving on a positive tweet to include jokes and
emoticons which may increase morphing and positivity.
We argue that, with each tweet, each user over time may
upend the positivity of the previous tweet. Thus, as time
goes by the morphing and sentiment increases over time.
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On the other hand, the modification of tweets with
negative sentiments may not be sustainable as time goes
by possibly due to the loss of newness or surprise value.
We therefore hypothesize:
H3a: The positive association between sentiment
and morphing gets stronger over time.
Considering emotionally charged tweets are
expected to influence virality more than neutral tweets
[55], we expect that group emotional contagion may in
fact assist in the transfer of moods and emotions [5].
This means that if there are no emotions or the
emotional valence of the tweet is neutral, it may not
receive much attention and as such may not be retweeted
more. We argue that this behavior could be akin to herd
mentality, such that emotive messages causes the
sentiments (positive or negative) to be transferred and
snowball over time. Just as the original message may
convey such emotions, positive and negative emotions
will be transferred to the recipient and their
modifications would then be a direct reflection of their
emotional state. The user’s modification of the tweet
whether positive or negative can then be easily seen
from the modification of the text. And as time goes by
and more users receive the tweet, the emotions are
transferred to and from and expressed by the
modification of the textual contents. Thus over time,
reactivity and emotion will influence several
modifications. Moreover, we argue that, as time goes
by and the novelty in a tweet decays, neutral tweets will
quickly lose traction and be modified less. In contrast,
an emotive tweet (positive or negative) will more likely
withstand the test of time due to the emotion contained
in the message and continue to increasingly morph.
H3b: The positive association between positive or
negative sentiments and morphing gets stronger over
time.
As correction news morphs more than fake news due
to the desire to confront the “fakeness” of a news article,
we argue that it is more likely to also morph more as
time goes on. Although studies have shown that fake
news in general may diffuse faster in a short amount of
time than other news [58], we posit that correction news
are more emotive and aggressive in their response in
debunking falsehoods. This reaction will give way to a
more aggressive morphing behavior as time goes by.
Also, considering that falsehoods must first be
introduced in the nomology for correction messages to
even exist, we argue that the mechanisms underlying
correction messages may be playing “catchup” and as
such need to increase their morphing behavior over
time. We also argue that although falsehoods will
initially be introduced and therefore morph faster
initially, correction messages will eventually morph
faster as time goes by till falsehoods are extinguished.
We therefore foresee that over time due to the

aggressive stances employed in rebutting falsehoods,
correction messages may increase morphing behavior at
both the short term and the long run more than
falsehoods. We argue that as times goes by morphing
may increase more for correction news than false news.
H4: The positive association between veracity and
morphing gets stronger over time.

4. Sample and Methodology
4.1. Sample
Hurricane Harvey was a Category 4 hurricane that
made landfall along the Texas coast on August 25, 2017.
This hurricane displaced more than thirty thousand
residents and caused over one hundred and ninety
billion dollars of damage. Considering its high social
and economic costs and the fact that rumors have
predominantly been observed during crisis events,
Hurricane Harvey is an ideal event that can serve as a
natural setting for our study on the morphing of fake
news and their correction messages.
We investigate the morphing of tweets by first
identifying and collecting all tweets for each day from
Hurricane Harvey’s formation on August 17 through
September 27, 2017 through Twitter. We only retained
verifiable false and correction tweets based on the
Federal Emergency Management Agency’s (FEMA)
rumor control page and three fact checking websites
including Factcheck.org, Snopes.com, Truth or fiction.
We obtained 28 original tweets with 14 fake tweets and
14 correction tweets as a result. Next, we collected all
the retweets of these topics for a 5-week period. We
obtained a total of 150,907 tweets and retweets for our
first-step exploratory analysis on the morphing hazard
rates of falsehoods and correction messages.
Next, we leveraged SpaCY and the natural language
processing libraries in Python to calculate the
sentiments of the tweets as SpaCy provides a fast and
accurate syntactic analysis following an approach by
[33]. We marked up words in our corpus as
corresponding to a part of speech using its meaning and
its association with related words in the sentence and
calculated the polarity and subjective scores for each
sentence. The standardized polarity score is the raw
sentiment orientation of the textual content, which
ranges from 1 to 99.99 for positive sentiment, 0 for
neutral, and -1 to -99.99 for negative sentiment. Since
our dependent variable is the change in characters of a
tweet, we controlled for word count and used time in
hours as an exogenous variable in order to reduce
endogeneity. We obtained a total of 133,319 verified
tweets and retweets for our second-step empirical
analyses on the factors affecting the morphing of
falsehoods and correction messages.
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4.2. Cosine Distance
An efficient way of measuring the similarities or
differences in data and documents with textual contents
such as tweets is the use of clustering techniques [12].
Agglomerative clustering is a type of hierarchical
clustering method used in data mining that begins at
some point and repeatedly combines two or more
suitable clusters [12]. Cosine similarity is an
agglomerative clustering technique that calculates the
similarities or differences between textual contents and
has been used intensively in face detection [41] and Web
clustering [56]. It is an effective means for cataloging
and documenting large corpuses of documents [20, 53].
The cosine similarity between vectors X and Y
Cosine(X; Y) = X*Y/(||X|*||Y||), where ||X|| and ||Y|| are
the Euclidean norms of X and Y, respectively.
We define morphing as the change of characters in a
tweet that does not change the original meaning of a
tweet. The cosine distance is a term-based similarity
measure and equals 1-cosine similarity. It considers the
distance between two documents and is commonly used
in natural language processing. It applies to the vector
representation of documents, and the cosine distance
vectorizes the text by converting them into numerical
data [26]. We calculated the cosine distance of the word
vectors based on their dissimilarity to measure
morphing. This method is also used to divide the data
into various groups based on object similarity or
differences [12]. It is able to show the distances between
corpuses of tweets that are in a multidimensional term
vector space which is defined by the cosine of the angles
[52]. The cosine distance metrics for the tweets begin
when the initial tweet is assigned a numerical value of 0
and then its cosine distance is compared with
subsequent tweets and assigned values based on
distances between the tweets. The initial value assigned
is a comparative between the initial tweet on itself and
should show no differences and is assigned a value of
zero. This approach measures the differences based on
distances with a tweet. The larger the cosine distance,
the more different a tweet is from the original tweet.

functions for the morphing of both falsehoods and
correction messages. Because mutation can occur
multiple times for the same original tweet, we treated
the mutation of falsehoods and correction messages as
independent recurring event where the characters
change in an original (first) tweet over time [19].
The Andersen-Gill (AG) model, an extension of the
Cox proportional hazards model, is the most frequently
used model to examine the occurrence of recurrent
events [2]. It relates the intensity function of event
recurrences to the covariates multiplicatively and treats
each subject as a multi event with independent
increments which has a common baseline hazard
function for all recurring events. The (AG) is
appropriate for our analysis because it assumes that each
tweet and retweet is independent and does not rely
explicitly on previous events before they occur. The
hazard function λik(t) for the kth event of the ith subject is
denoted as λik(t) = λ0(t)eXikβ .
We assume that morphing occurs as a result of the
message contacts between users of the network per
topic. During the diffusion process, a 1 means that there
was a change in the original tweet or mutation, while a
0 means the observation was censored and was not
observed to morph during the period of the analysis.
We analyzed our tweet data of 150,907
observations and present the Nelson cumulative hazard
functions for falsehoods and correction messages using
the AG model Figure 1. The Nelson cumulative hazard
function for recurring events represents the expected
number of events for a unit that has been observed for
the given amount of time. The results indicate that
although falsehoods had a slightly higher initial
morphing rate, correction messages morphed faster than
falsehoods after the first 60 hours. This might be as a
result of competition between both falsehoods and
correction. Lastly, falsehoods also morphed 20 hours
longer than correction messages as no events were
observed after about 680 hours for correction messages.

4.3. Exploratory Survival Analysis
Survival analysis analyzes the occurrence of an
event as a failure process starting from a certain point
in time and the factors associated with the occurrence of
the event [21, 39, 42]. It relies on the expected duration
of time until one or more events occur. Survival analysis
has been applied in IS to study behavioral patterns such
as the diffusion of technologies [4, 38, 51]. Treating the
mutation or morphing of a tweet on the same topic with
the same veracity as an event, we analyzed the hazard
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Figure 1. Nelson cumulative hazard functions
for false and correction tweets.
4.4. Empirical Analyses

4.4.1. Variable Definition

Variation

Table 2. Sample descriptive statistics
(N=133,319)
Variable

We summarize our variable definitions in Table 1.
In addition to our dependent and independent variables,
we also included two control variables including the
word count and variation to control for the length of the
tweet and the morphing history on the morphing of a
tweet at time t. We performed both the Breusch Pagan
and the White’s test for heteroskedasticity and used the
White heteroscedastic-consistent robust estimates.
Table 2 summarizes the sample descriptive statistics.

Morphing

4.873

Std.
Dev.
1.446

Sentiment

-0.468

3.585

-20

18.75

0.505

0.500

0

1

Time

72.960

59.895

0

637

Word count

18.767

4.873

1

111

4.755

0.476

1.079

Veracity

Variation

Mean

Min

Max

0

29.292

5.931

4.4.2. Model Specification

Table 1. Variables and definitions
Variable

The average cosine distance from the
second tweet to the last tweet on the same
topic with the same veracity.

Definition

Dependent Variable
Morphing

A value between 0 and 99.99 that equals
100 times the cosine distance between two
tweets.
Independent Variables
Veracity

1 if the original tweet is a verified true or
correction tweet, and 0 if verified false.
Sentiment
The raw score of the sentiment of the tweet
from -99.99 to 99.99
Time
The number of hours that had elapsed since
the original tweet on the same topic.
Control Variables
Word Count
The number of words in a tweet.

Equations 1 and 2 specify our empirical model to
examine the morphing an original tweet Xi,0 to Xi,t at
time t.
Morphing (X0; Xt) = 𝛽0 +𝛽1 Sentimenti +
𝛽2 Veracityi+ 𝛽3 *t + 𝛽4 Sentimenti*t +
𝛽5 Veracityi*t +𝛽6 WordCounti+ 𝛽7 Variationi,(2,t-1)
+ εi,t, and
(1)
Morphing (X0; Xt) = 𝛽′0 +𝛽′1 |Sentimenti| +
𝛽′2 Veracityi+ 𝛽′3 *t + 𝛽′4 |Sentimenti|*t +
𝛽′5 Veracityi*t +𝛽′6 WordCounti+ 𝛽′7 Variationi,(2,t(2)
1) + εi,t.
Table 3 summarizes the results of our empirical
analyses. All our independent variables had variance
inflation factors less than 4 with a mean value of 2.17.

Table 3. Results of robust model during Hurricane Harvey (N=133,319)
Intercept

Model 1
1.506***
(0.078)

Sentiment

Model 2
-0.408***
(0.090)
0.016***
(0.001)

|Sentiment|
Veracity
Time
Word Count
Variation

0.003***
(0.0001)
0.021***
(0.001)
0.576***
(0.015)

0.909***
(0.008)
0.004***
(0.0001)
0.049***
(0.001)
0.766***
(0.017)

Model 3
-0.036
(0.080)

0.007***
(0.001)
0.887***
(0.008)
0.004***
(0.0001)
0.047***
(0.001)
0.695***
(0.015)

Sentiment*time

Model 4
-0.512***
(0.095)
0.028***
(0.002)

0.936***
(0.017)
0.004***
(0.0001)
0.049***
(0.001)
0.790***
(0.018)
-0.0002***
(0.00001)

|Sentiment|*time
Veracity*time
RMSE
R-Squared

1.409
0.051

1.341
0.141

0.140
1.341

-0.0005**
(0.0002)
1.340
0.142

Model 5
-0.134*
(0.081)

-0.009***
(0.002)
1.033***
(0.016)
0.004***
(0.0001)
0.047***
(0.001)
0.714***
(0.015)

0.0002***
(0.00001)
-0.002***
(0.0002)
1.341
0.141
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Notes: RMSE: Root mean square error. *p<0.10; ** p<0.05; ***p<0.01.

Our first model depicts the morphing (100*cosine
distance) of a tweet as a function of our control
variables. This is our baseline model which has time
and two control variables: the word count and
variation. We find that the intercept and all variables
were significant at the 0.01 level.
In Model 2, we added our two of our independent
variables: sentiment and veracity. The coefficients for
veracity and sentiment were both positive and
significant at the 0.01 level. Thus, H1a and H2 are
supported.
In Model 3, we added veracity and the absolute
value of sentiment to capture the magnitude of
sentiment no matter whether it is positive or negative.
The coefficients for both veracity and the absolute
value of sentiment were all positive and significant at
the 0.01 level. Thus, H1b and H2 are supported.
In Models 4 and 5, we added the interaction terms
between time and veracity, sentiment, and the absolute
value of sentiment. The coefficient estimates for the
interaction term between veracity and time were
negative and significant in both models. Thus, H4 was
not supported. As time goes by, the morphing rate
difference between correction messages and fake news
decreased. The coefficient for the interaction term
between sentiment and time was negative and
significant at the .01 level in Model 4. Hence, H3a was
not supported. This suggests that as time goes by, the
positive impact of sentiment on morphing reduces. In
Model 5, after adding the interaction term between the
absolute value of sentiment and time, we noticed that
the coefficient of |sentiment| became negative and
significant and the coefficient of |sentiment|*time was
positive and significant. These results showed that
even though overall the impact of |sentiment| on
morphing was positive (Model 3), the impact was not
static over time. Early on, |sentiment| was negatively
related to morphing. As time went by, the negative
impact started to reduce and became positive after
about four days. As a result, H3b was not supported.

5. Discussion
5.1. Theoretical Contributions
This study makes several contributions to
literature. First, we provided a visualization of the
hazard rates of morphing for both fake news and their
correction messages on Twitter using survival
analysis. Our results show that correction messages
morph more aggressively than falsehoods.
Second, we developed an empirical model for
predicting the morphing of messages on Twitter.
Despite increasing interest in academia on the

diffusion of fake news, to the best of our knowledge,
this is the first time a research has been conducted with
a high level of granularity on information morphing on
social media. We identified factors such as sentiment,
the absolute value of sentiment and veracity that may
influence the morphing of both false and correction
messages. We find that positive sentiment is
associated with more morphing, which is consistent
with prior research that suggests positive news
influences sharing and virality [9]. During extreme
events, positive news may retain some novelty and
thus may cause individuals to not only share but
change the textual contents before sharing. Our
findings showed that certain contents that end up
evoking a lower form of arousal like sadness ended up
being less viral. A recent study lends credence to our
findings and showed that positive emotions affects
profitability and influences momentum in the financial
arena [18].
We also find that in general, tweets that are
emotionally charged (positive and negative) have a
positive effect on morphing and are more likely to
cause reactivity and content changes. This is
consistent with the previous literature that showed
emotionally charged messages were more likely to be
shared than neutral messages [55]. A possible
explanation is that emotions in general elicit the social
sharing of emotions [50] and those contents may be
able to induce cognitive and arousal-related effects
which might compel reactivity. It is this reactivity that
influences users to want to make a tweet more
personal, thereby modifying the tweet to synchronize
with their current affect state.
Our results show that correction news morphed
more than false news. This result is inconsistent with
the previous literature on virality, which showed that
false news may diffuse a lot more than news that is
inherently not false [58]. The difference in the findings
may be because users’ attempt to correct news stories
with fervor such that they may keep modifying the
news stories more than the competing falsehoods
during extreme events. Another possibility could be
that positive news or correction news may attempt to
exaggerate positivity of an event already posited as
bad by false news contents to sway users and lift their
spirit high. This gives a sense of hope during crisis
situations. For example, a recent study [52] showed
that rumor resurgence often accompanied changes in
textual contents and were mostly in the direction of
exaggeration. Finally, users who share positive news
during extreme events may want to personalize the
message so that it is seen by the receivers as
originating from them. That way they would be
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perceived as novel disseminators of the news, and it
might improve their standing in the network.
Third, we also compare the impacts of the above
mentioned factors on morphing over time. Our results
show that even though tweets with positive sentiments
morph faster overall, the difference in morphing rate
slows down over time. It shows that positively charged
news are more likely to garner more changes in
content initially than both neutral and negative news.
As time goes by, the difference between the morphing
of positive versus negative or neutral tweets starts to
decrease. This can be due to the novelty and
excitement generated by the positive tweets in the
earlier stages of crisis situations. However at the later
stages, the novelty and excitement generated by the
positive sentiment may wear off [29] and the
morphing slows down. However, after these types of
emotion wears off, there is no longer a need to reshare
with that much fervor and as such it may evolve
slowly.
Furthermore, we show that even though
emotionally charged tweets morphs faster than neutral
ones overall, the morphing rate is not constant over
time. Rather, the morphing of emotionally charged
tweets is slower than neutral ones initially but
accelerates as time goes by. This result in combination
of the positive relationship between sentiment and
morphing shows that during a crisis event such as a
hurricane, the negativity present in some tweets do not
elicit a strong emotional reaction among users and
their desire to inject their own opinions or feelings into
the modified tweets. However, emotional messages
are spontaneously better remembered than neutral
words [35]. This means that as time goes by, the strong
sentiment in tweets would linger on and over time their
impacts increase compared with neutral ones, thus
leading to increased morphing.
Our results also reveal that the positive impact of
veracity on morphing decreases over time. After
initially seeing the correction messages, Twitter users
may feel a strong urge to modify the contents and share
them to generate public awareness and express their
feelings. As time goes by, this urge decreases when the
novelty of the news reduces, thus leading to a
slowdown in the morphing rate relative to fake news.

5.2. Practical Implications
This study has several practical implications. First,
our research provides not only a better understanding
of the morphing behavior of false news and correction
messages but also provides insights on how sentiments
affect morphing on social media. Furthermore, this
study can be applied to any communication process
and helps us further understand the role veracity plays

in the transfer of emotions on social media. Our results
show that users change the textual contents of
messages aggressively when the contents are
emotionally charged. To minimize the aggressive
nature of tweets, social media administrators need to
tamper the original tweets with more neutral tweets to
reduce aggression but not to reduce or dilute the true
meanings of the original posts. Furthermore, our
results showed that morphing increases with an
increase in textual contents, therefore limiting the
number of characters in those platforms can help
create a safer environment devoid of toxicity.
Second, social media administrators leveraging
our research can monitor and control the overflow of
negative emotions that has the potential of becoming
toxic over time. They can do this by limiting the
duration of negative interactions on their platforms
such as muting forums after an intense period of
engagement. Our study shows that as time goes by,
both positive and negative sentiments cause an
increase in morphing. This may be used as a proxy for
measuring and setting thresholds on the appropriate
levels of toxicity that is allowed, and beyond this has
the potential of causing disruptions in an otherwise
conducive and productive environment if such
negative engagements persist.
Third, social media administrators and government
agencies can combat the spread of falsehoods by
designing and deploying more positively charged
correction messages. Considering our results showed
that positively charged tweets morph more than
falsehoods and correction tweets influence morphing
more, government agencies and social platform
administrators can design and deploy effective
positively charged correction messages that morph
more to counter and possibly dampen the spread and
morphing of falsehoods on social media. This would
ultimately increase the virality of positive news and
have a ripple effect in encouraging positive emotions.
Fourth, our findings can help content creators,
advertisers and marketing executives strengthen their
marketing mix. Positivity when used in advertising
may influence more sharing behavior and potentially
impact profitability. It would also help users develop
a more lasting positive view of the organization as
studies have showed that people inherently like to be
associated by positivity in their everyday lives [22].
Social media users may adopt this strategy and
promote more real and positive news to help serve as
a catalyst in spreading positive energy using their
online social media presence.

6. Limitations and Future Research
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This study has the following limitations. First, we
only captured verified false and correction news
during a shock event. Future research may also
investigate rumors during non-crises situations to
cross-validate our results. Second, we only captured
the basic dimensions of sentiments, positive, negative
and neutral. Future studies can examine other
dimensions of sentiments, such as anger and joy, and
how each of these affects morphing. Furthermore,
future studies may investigate the differences in the
morphing of false, real and correction messages.
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