Abstract-Sequencing errors are a major issue for several next-generation sequencing-based applications such as de novo assembly and single nucleotide polymorphism detection. Several error-correction methods have been developed to improve raw data quality. However, error-correction performance is hard to evaluate because of the lack of a ground truth. In this study, we propose a novel approach which using ERCC RNA spikein controls as the ground truth to facilitate error-correction performance evaluation. After aligning raw and corrected RNAseq data, we characterized the quality of reads by three metrics: mismatch patterns (i.e., the substitution rate of A to C) of reads aligned with one mismatch, mismatch patterns of reads aligned with two mismatches and the percentage increase of reads aligned to reference. We observed that the mismatch patterns for reads aligned with one mismatch are significantly correlated between ERCC spike-ins and real RNA samples. Based on such observations, we conclude that ERCC spike-ins can serve as ground truths for error correction beyond their previous applications for validation of dynamic range and foldchange response. Also, the mismatch patterns for ERCC reads aligned with one mismatch can serve as a novel and reliable metric to evaluate the performance of error-correction tools.
I. INTRODUCTION
Next-generation sequencing (NGS) has enabled unbiased high-throughput analysis for biological systems. The fast development of sequencing techniques has boosted the applications of RNA-seq, a major branch of NGS, to biomedical research and clinical practice [1] - [3] . For most RNAseq applications, the reliability and accuracy of results are influenced by sequencing biases such as coverage variation, batch effect, background noise, and sequencing errors [4] . Among all sequencing biases, sequencing errors have been identified as a major issue for accurate SNP detection and de novo assembly [5] .
Many mechanisms have been proposed to explain the occurrence of sequencing errors. Depending on the cause, Meacham et al. classified sequencing errors into three categories: random errors, sequence-specific errors, and systematic errors [6] . Random errors refer to lower sequencing qualities in Illumina sequencers and often occur at later sequencing cycles. Lagging-strand dephasing caused by the incomplete extension of a template ensemble has been suggested as one main reason for this type of errors [5] . Sequencespecific errors refer to errors caused by a continuity of the same nucleotide or any other low complexity regions. Lastly, systematic errors often relate to specific motif patterns (e.g., inverted repeats and GGC sequence) that may lead to dephasing by either inhibiting single-base elongation with folded single-stranded DNA or altering enzyme preference [5] . The sequencing errors can also be broadly classified into four categories, including substitutions, insertions, deletions, and ambiguous calling, depending on their impact on the reading of nucleotide sequences. Substitutions are the most prominent errors in Illumina platform while insertions and deletions are more common in platforms such as 454 and Ion Torrent [7] .
A lot of error correction methods have been developed to ameliorate the impact of sequencing errors on downstream RNA-seq applications. As an example, Le et al. have successfully improved the accuracy of de novo transcriptome assembly by applying error correction to sea cucumber RNA-seq data [8] . However, error correction is still seldom applied in real practice. The gap between the development and employment of error-correction tools may result from inadequate evaluation of their performance and advantages. Several studies have used real RNA-seq data for species with the well-characterized genome to evaluate the performance of some error-correction tools [7] , [9] . However, errorcorrection performance should be data-dependent. Thus, results derived from a specific benchmark dataset may not be directly applicable to other datasets. In this study, we propose to use ERCC spike-ins, a set of synthetic RNAs with known sequences, as ground truth to facilitate the evaluation of error-correction performance. We aim to show that errorcorrection performance of ERCC spike-ins can serve as an indicator for the performance of the entire data. With ERCC spike-ins as the external reference, error-correction methods can be applied with a built-in quality control reference.
II. METHODS

A. Dataset
The RNA-seq dataset we used in this study is part of the Sequencing Quality Control (SEQC) project (NCBI SRA accession number: SRP025982), which aimed to comprehensively assess RNA-seq accuracy and reproducibility [10] . The dataset contains two standard human RNA samples, Universal Human Reference RNA (UHRR) and Human Brain Reference RNA (HBRR), each of which was mixed with ERCC RNA spike-in controls. ERCC spike-ins are artificially synthesized RNAs, whose structures are relatively simple. Also, the nucleotide sequences of ERCC are known and publicly available [11] . In previous studies, ERCC spike-ins have been used as the ground truth to assess dynamic range of expression, accuracy of fold-change recovery, and lower limit of detection for several sequencing platforms [12] . With known sequences, we propose that ERCC spike-ins can also be applied to examine sequencing errors that occur in RNAseq experiments. In this study, we use four replicates of the UHRR sample that have been mixed with ERCC spike-ins. These samples were sequenced by the Illumina HiSeq 2000 instrument at the Beijing Genomics Institute (BGI).
B. Performance Evaluation
The overall pipeline for evaluating error-correction performance for RNA-seq data with ERCC spike-ins is shown in Figure 1 . We apply three sequencing error-correction tools to raw RNA-seq data before sequence alignment. Depending on algorithmic design, error-correction tools can be categorized into four types: k-mer spectrum-based tools; suffix tree/arraybased tools; multiple sequence alignment-based tools; and hidden Markov model-based tools.
In this study, we choose to use three error-correction tools representing three different types of algorithms: Musket [13] for k-mer spectrum-based tools; Coral [14] for multiple sequence alignment-based tools; and SEECER [8] for hidden Markov model-based tools. These three tools have been compared between each other in previous studies [7] - [9] . By evaluating these three tools together in this study, we can compare the evaluation results between previous metrics and the metrics proposed in this paper.
All tools are run with default parameter settings. After error correction, we use TopHat [15] to align both the raw and the corrected sequence reads to ERCC reference sequences as well as the hg38 reference human genome [16] .
1) Mismatch rate:
We calculate the number of mismatches between aligned reads and reference sequences as the first evaluation metric. The mismatch rate is defined as the number of aligned reads with a specific mismatch pattern (e.g., A→C, A→G, and G→T) over the total number of aligned reads. We only allow up to two mismatches during the alignment. The previous studies [17] indicates that reads with one mismatch have better alignment results, so we further divide all reads with mismatches into reads aligned with one mismatch and reads aligned with two mismatches and characterize the mismatch patterns respectively.
The mismatch rate can directly capture the true sequencing errors for ERCC samples because the ERCC reference sequences are artificially synthesized RNAs with no junctions. So the mismatches will not be confounded with SNPs or alignment errors. But these mismatches can only be a rough approximation for human RNA samples because the mismatches may result from not only sequencing errors but also SNPs and alignment errors. However, the overall SNP density is about 5 per 10 kb on exons in human [18] , which is lower than the overall error rate of Illumina. Also, the human transcriptome is much more complicated; the reads could be mapped to suboptimal locations. If a read aligns to an incorrect location, it is impossible to differentiate mismatches caused by alignment from true sequencing errors. Therefore, mismatches in reads aligned to the hg38 genome confound with both alignment errors and SNPs, and thus, they can only be a rough approximation of true sequencing errors. But using reads aligned with one mismatch could potentially minimize the influence of aligners. 2) Percentage of reads aligned: Besides the mismatch rate, we also compute the percentage of reads aligned to the reference sequences as the third evaluation metric. In sequence alignment, we allow up to two mismatches per read, and thus, reads with more than two errors may not be aligned properly or cannot be aligned. With error correction, we expect to observe more reads aligned to the reference sequences because some reads that previously contained more than two errors may be able to align to the reference sequences after error correction.
III. RESULTS
A. Mismatch Rates
For all scenarios, error correction effectively reduced the mismatch rates (Figures 2 and 3 ) with SEECER always achieved the lowest mismatch rates, followed by Musket and Coral. In fact, Coral corrected much less sequencing errors than SEECER and Musket. Note that we used default parameter settings for these error-correction tools, so the performance of these tools may be further improved after optimizing parameters for each tool.
B. Percentage of Reads Aligned
Error correction also increased the percentage of reads aligned to the reference sequences, which held true for both ERCC and hg38 cases (Figure 4 ). SEECER and Musket showed a significant increase in the percentage of reads aligned with SEECER outperformed Musket in the hg38 case, and Musket outperformed SEECER in the ERCC case. Coral only slightly increased the percentage of reads aligned to the ERCC reference but had a relatively better performance for the hg38 case.
C. Correlated Performance between ERCC and hg38
For reads aligned to ERCC reference and reads aligned to hg38 reference, the mismatch patterns of the previous two metrics are similar. We further examine the linear correlation between mismatch patterns in Figure 2 and Figure 3 for reads aligned with one mismatch and reads aligned with two mismatches respectively. We found that a significant positive correlation (correlation coefficients r > 0.65, p < 0.05) exists between the mismatch patterns in reads aligned with one mismatch to the ERCC reference and those to the hg38 reference (Table I) . Such positive correlation demonstrated that error-correction performance for ERCC spike-ins may be the proxy of the error-correction performance for the entire dataset.
For reads with two mismatches, a slight correlation exists but not significant (Table I) . We hypothesized that the twomismatch alignment is more likely to be suboptimal alignment for the reads. The errors introduce by alignment can be further confounded with the sequencing errors. Therefore, mismatch rates in aligned reads with one mismatch would be a better choice for evaluating error-correction performance based on our experiments.
IV. CONCLUSIONS
In this study, we used the external reference ERCC spikeins as the ground truth for evaluating error-correction perfor- Fig. 4 . The increase rate of reads aligned to ERCC reference (A) and hg38 human genome reference (B) respectively before and after correction with three different tools. mance. Based on the significant linear correlation between mismatch patterns of reads aligned with one mismatch before and after error correction, we conclude that the mismatch patterns for reads aligned with one mismatch can serve as a good indicator for evaluating error-correction performance. Based on this metric, among the three tools we evaluated in this study, SEECER has the best performance, which is consistent with previous studies [7] - [9] . There are multiple advantages of this metric. First, ERCC spike-ins have been widely used as the ground truth for assessing the accuracy of fold-change recovery. We have demonstrated another potential application of ERCC spikeins as the indicator for error-correction performance. Second, ERCC sequences are simple and short, which enables fast and efficient evaluation of error-correction performance for the whole dataset.
V. DISCUSSIONS
For the four replicates of the UHRR samples we analyzed, we found that the mismatch rates are highly correlated between each pair of replicates. One reasonable hypothesis is that these errors are systematic errors. Thus, miscalls may happen more often for certain bases than the others. Similar observations have been reported in previous studies and have been identified as systematic errors caused by sequence-specific variances. Meacham et al. reported that Tto-G was the most prominent mismatch pattern while A-to-G was the most prominent pattern we discovered [6] . Further investigation is needed to identify the cause of these specific patterns so as to improve error-correction performance by integrating knowledge of sequence-specific variances. With these premises, one future direction of this study is to distinguish random errors from systematics errors. We plan to include different samples sequenced at different sequencing sites, which may enable the comparison between systematic errors and sequence-specific errors. By identifying systematic errors, we may be able to target them during error correction, and thus, further improve the error-correction performance.
In this study, we mainly used the external reference ERCC spike-ins as the ground truth for evaluating errorcorrection performance. Because of SNPs and the complexity of the human transcriptome, we cannot simply take the human reference genome as a ready-to-use ground truth for evaluating error-correction performance. Although we used the hg38 reference genome as the pseudo truth to estimate sequencing errors, the results are not exactly the same as what we observed in ERCC spike-ins. One-way to possibly resolve this issue is to establish a reliable internal reference using low SNP density regions in the human transcriptome to minimize the influence of SNPs. In this way, we can realize error-correction performance evaluation for samples without ERCC spike-ins. Also, the more complicated structures on low SNP density regions could be more representative of the error-correction performance in the whole sequencing data.
