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FDD Massive MIMO via DL Path Aligning
Xiliang Luo∗, Penghao Cai, Xiaoyu Zhang, Die Hu, and Cong Shen
Abstract—Unlike the time-division duplexing (TDD) systems,
the downlink (DL) and uplink (UL) channels are not reciprocal
anymore in the case of frequency-division duplexing (FDD).
However, some long-term parameters, e.g. the time delays and
angles of arrival (AoAs) of the channel paths, still enjoy reci-
procity. In this paper, by efficiently exploiting the aforementioned
limited reciprocity, we address the DL channel state informa-
tion (CSI) feedback in a practical wideband massive multiple-
input multiple-output (MIMO) system operating in the FDD
mode. With orthogonal frequency-division multiplexing (OFDM)
waveform and assuming frequency-selective fading channels, we
propose a scalable framework for the DL pilots design, DL CSI
acquisition, and the corresponding CSI feedback in the UL. In
particular, the base station (BS) can transmit the FFT-based pilots
with the carefully-selected phase shifts. Then the user can rely
on the so-called time-domain aggregate channel (TAC) to derive
the feedback of reduced dimensionality according to either its
own knowledge about the statistics of the DL channels or the
instruction from the serving BS. We demonstrate that each user
can just feed back one scalar number per DL channel path for
the BS to recover the DL CSIs. Comprehensive numerical results
further corroborate our designs.
Index Terms—Massive MIMO, Frequency-Division Duplexing,
FDD, Channel State Information, CSI Feedback, Aligning, Pilots,
Time-Division Duplexing, TDD, Reciprocity
I. INTRODUCTION
Massive multiple-input multiple-output (MIMO) is envi-
sioned as one key enabling solution for the next generation
wireless communications [1], [2]. In time-division duplexing
(TDD) massive MIMO systems, the downlink (DL) and the
uplink (UL) channels are reciprocal assuming the antenna
arrays at the base stations (BSs) have been ideally calibrated
[3]. Thus the BS can simply rely on the estimated UL channel
state information (CSI) to design the optimal precoding strate-
gies for the DL beamforming. However, channel reciprocity is
not available in frequency-division duplexing (FDD) systems.
As the number of antennas at each BS becomes large, it
becomes very challenging to acquire the DL CSI at the
mobile station (MS) and feed back the CSI to the serving
BS. Considering FDD will still play an important role in the
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future, it is worthwhile and of great interest to study the DL
CSI acquisition and feedback in FDD massive MIMO systems
and develop a viable framework.
Note most of the literature on massive MIMO focuses on
TDD to avoid the aforementioned challenge in CSI acquisition
and feedback. However, UL pilot contamination has to be
taken care of in order to release the full benefits of mas-
sive MIMO [1]. Furthermore, when the end-to-end channel
reciprocity is lost due to the mismatches in those analog
radio front-ends [3], we have to rely on the designs for FDD
systems, which work for TDD systems as well.
A. Related Works
In conventional MIMO systems, orthogonal training pilots
as in [4]–[8] are used to facilitate the channel acquisitions at
the receivers. However, due to the large size of the antenna
array in massive MIMO, the pilot overhead would become
overwhelming when enforcing those existing orthogonal de-
signs. To reduce the amount of DL training and CSI feedback
overheads, by exploiting the spatial and temporal correlations
of the DL channels in FDD massive MIMO, in [9]–[12], the
authors proposed methods to design the training sequences and
addressed the CSI feedback for one particular user1 in the case
of narrowband frequency flat channels. In [13], the authors
addressed the optimal pilot designs for multiple users with dis-
tinct channel spatial covariances and a locally optimal solution
was obtained with the Karush-Kuhn-Tucker (KKT) conditions.
Note the designs in [13] assumed frequency flat channels and
constant channel gains among multiple channel uses as in [8].
A multipath extraction-based method was proposed in [14] for
FDD massive MIMO cellular networks, where the reciprocal
characteristics of the propagation paths were estimated with
the UL signals at the BS and the remaining nonreciprocal
properties were acquired via DL training and feedback in
the UL. However, in order for the approach in [14] to work
well, all the physical propagation paths have to be resolved in
time and arrival/departure angles, which is very challenging in
practice. In a recent work [15], angle reciprocity and channel
sparsity in discrete Fourier Transform (DFT) domain were
exploited to reduce the training overhead and feedback cost
in FDD massive MIMO systems with frequency flat channels.
Taking advantage of the channel sparsity structure, another
thread of researches is to apply compressive sensing (CS)
to reduce the DL training and CSI feedback overheads in
FDD massive MIMO [16]–[20]. In particular, common sparsity
among the BS antennas was utilized in [17] and sparsity in
1In this paper, MS and user have the same meaning and are utilized
interchangeably.
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the angular domain was harnessed in [18] to improve the
DL channel estimation quality at each user. Moreover, joint
sparsity among multiple users was exploited in [19], [20] to
effect distributed CSI feedback.
B. Our Contributions
As of now, the optimal pilot design for multiple users in
wideband FDD massive MIMO is still an open problem. In
this paper, we focus on the designs of the DL pilots and the
acquisitions of the DL wideband frequency-selective fading
channels at multiple users and the serving BS. By assuming
the delays, angles of arrival (AoAs), and angles of departure
(AoDs) of the channel paths2 in the DL and UL channels
are reciprocal in FDD [14], [15], [21], the BS can estimate
these long-term parameters with the UL pilots. First, we
show the DL channel paths can be aligned in a novel and
flexible manner with the proposed Fast Fourier Transform
(FFT) based pilot sequences [22]. By taking advantage of the
long-term limited reciprocity available in FDD systems, with
the proposed path aligning, we further show that each MS can
just feed back one scalar per DL channel path in the UL for the
BS to recover the DL CSIs accurately. Our main contributions
in this paper can be summarized as follows.
1). Instead of trying to multiplex the maximum number of
orthogonal pilot sequences from different BS antennas, we
propose to align the DL channel paths judiciously with the
FFT-based pilots for the first time to effect efficient CSI
acquisition and feedback at the MS. With the proposed path
aligning, each user is able to get a time-domain aggregate
channel (TAC) vector where the DL paths are overlapping
with each other but in an aligned manner;
2). We distinguish two types of MSs, i.e. smart MSs and
dumb MSs, according to their processing capabilities and their
knowledge about the AoDs of the DL channel paths when
leaving the antenna array at the BS. With enough processing
power and knowledge about the AoDs, we provide the optimal
channel tracking and CSI feedback algorithms for the smart
MS. Meanwhile, for a dumb MS, we show how the BS can
help it to compress the observed TAC vector and formulate
the dimensionality-reduced feedback. Furthermore, we show
the BS can rely on one optimal codebook to signal the dumb
MS the right choice of the dimensionality-reduction matrix,
which saves the DL overheads;
3). The proposed framework in the paper works for a practical
wideband massive MIMO system and the channels are allowed
to be selective in both time and frequency domains. By
exploiting the reciprocity between the AoAs of the UL paths
and the AoDs of the DL paths, our proposed framework is
scalable in the sense that the amount of feedback overheads
in the UL are proportional to the number of DL channel paths
instead of the number of antennas at the BS.
Considering all the above characteristics, we believe our
proposed designs in this paper indeed enable a CSI acquisition
and feedback framework for FDD massive MIMO systems,
which is general and scalable.
2Note the channel paths here refer to the aggregate paths which are resolved
at a resolution of the OFDM chip duration as in (2), which can consist of
multiple sub-paths and differ from the “propagation path” discussed in [14].
C. Outline of the Paper
The rest of this paper is organized as follows. Section
II describes the massive MIMO OFDM system model and
provides the relevant preliminaries. Section III puts forth the
concept of path aligning in the DL and provides the conditions
to enable the alignment. The CSI processing at a smart
MS is discussed in Section IV and Section V provides the
corresponding details for a dumb MS. Corroborating computer
simulation results are provided in Section VI. Finally, Section
VII concludes the paper.
D. Notations
Uppercase blackboard bold S, lowercase boldface h, and
uppercase boldface F denote sets, vectors and matrices re-
spectively. Notations (·)T , (·)H , (·)†, Tr(·), ⌊·⌋, and mod(a, b)
denote transpose, Hermitian transpose, Moore-Penrose pseu-
doinverse, trace, flooring, and the remainder after dividing a
by b respectively. IM stands for the M ×M identity matrix.
Notation h(i) denotes the i-th entry of the vector h andA(i, j)
denotes the (i, j)-th entry of the matrix A. A(:, i : j) denotes
the sub-matrix of A containing the set of columns given
by {i, i + 1, · · · , j}. Diag{· · · } denotes the (block-)diagonal
matrix with diagonal entries defined inside the curly brackets.
Kronecker product between two matrices is denoted byA⊗B.
II. SYSTEM MODEL AND PRELIMINARIES
Consider an FDD multi-user (MU) massive MIMO OFDM
system, where each BS is equipped with M antennas and
each served MS has one antenna. In order to facilitate the
acquisition of the DL channels at the served MSs, we let each
BS transmit pilots from all the M antenna. According to the
findings in [22]–[24], we see the FFT-based pilots have great
potential to alleviate the pilot contamination in TDD systems
by aligning the UL channel paths appropriately. Realizing the
similarity between the UL pilot contamination and the DL
CSI acquisitions in massive MIMO, we adopt the same FFT-
based pilot sequence for the m-th transmit antenna at the BS
as follows:
Sm = Diag
{
1, e−
2piτm
N , . . . , e−
2piτm
N
(N−1)
}
· S0, (1)
where N denotes the FFT size and τm is the antenna-specific
cyclic shift value. Note the diagonal matrix S0 contains the
base sequence with unit modulus along its diagonal. In fact, as
shown in [5], the pilots in (1) are indeed optimal for training
MIMO OFDM systems when the cyclic shifts {τm}Mm=1 can
be chosen such that the channel impulse responses (CIRs) of
different antennas do not overlap. However, in the case of
massive MIMO, due to the large array size, we can not ensure
all the CIRs will not overlap at the MS. In particular, for the
k-th user served by the BS, the received pilots in the frequency
domain can be expressed as follows3:
yk =
M∑
m=1
SmFNhm,k + ωk, (2)
3Note here we only focus on the received pilots from the serving BS. All
the other pilots or data received from the other BSs are treated as interference
and are included in the noise term.
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Fig. 1. Time-domain aggregate channel (TAC) observed by one MS.
where FN is the N ×N unitary FFT matrix, i.e. FN (k, n) =
exp
(
− 2πkn
N
)
, hm,k stands for the vector containing the time-
domain taps of the channel between the k-th user and the
m-th transmit antenna (a.k.a. CIR), and ωk ∼ CN (0, σ2IN )
stands for the white noise in the frequency domain. With the
frequency domain signal in (2), the time-domain aggregate
channel (TAC) can be obtained as follows:
h¯k = F
H
N S
H
0 yk=
M∑
m=1
FHN S
H
0 SmFNhm,k + F
H
N S
H
0 ωk
=
M∑
m=1
Θτmhm,k +wk,
(3)
where Θτm := FHN Diag
{
1, e−
2piτm
N , ..., e−
2piτm(N−1)
N
}
FN is
an N ×N circulant cyclic shift matrix with the first column
given by
Θτm(:, 0) =

0, · · · , 0︸ ︷︷ ︸
τm
, 1, 0, · · · , 0

T , (4)
the vector wk is the time-domain additive white noise, i.e.
wk ∼ CN (0, σ2IN ). From (3), we see h¯k is the aggregation
of the time-domain circularly shifted channels from all the BS
transmit antennas, which is illustrated in Fig. 1.
Since the DL channel taps of the same delay value from
different BS antennas correspond to common propagating
paths, all the time-domain CIRs {hm,k}Mm=1 share the same
support [17], i.e.
supp(h1,k) = supp(h2,k) = · · · = supp(hM,k)
= {s1, s2, · · · , sTk}
△
= Sk,
(5)
where Tk denotes the total number of non-zero taps in the
channel between user-k and the serving BS. Before we de-
scribe our schemes for the DL CSI acquisition and feedback,
we need to put forth the following assumptions:
• AS1: In the case of FDD, even though the DL and UL
channels are not reciprocal, we can still assume the delays of
the channel paths are reciprocal in the UL and DL. The BS
can thus estimate the path delays with the UL pilots and obtain
the support Sk in (5) [14], [15];
• AS2: The DL time-domain channel taps of the same delay
value from different BS antennas correspond to a common
aggregate DL channel path and are strongly correlated. The
spatial covariance can be obtained with the AoD of the channel
path [25]. Utilizing the fact that the AoAs of the UL paths im-
pinging on the antenna array and the AoDs of the DL paths are
reciprocal [14], [15], the BS can derive the correlations of the
paths in Sk by estimating the AoAs of the UL paths. The DL
spatial covariance matrices {Rsp}
Tk
p=1 are defined as follows:
Rsp
△
= E[gspg
H
sp
], where gsp := [h1,k(sp), ...,hM,k(sp)]T
represents the spatial vector for the channel tap sp (a.k.a.
the channel path vector). Furthermore, with the uncorrelated
scattering assumption as in [26], the taps of different delays
are uncorrelated. Thus we can have E[gspgHsq ] = 0, ∀p 6= q.
In the following sections, we will show the optimal channel
acquisitions and the CSI feedback strategies under different
conditions. Specifically, we will consider two types of MSs
with one type being labeled as “smart” and the other one being
labeled as “dumb”. The exact definitions are as follows.
◦ Dumb MS: The dumb MS only knows the delays of the
DL channel paths but does not have knowledge about the
spatial covariances. In the mean time, the dumb MS only
performs simple signal processing tasks under the guidance
of its serving BS;
◦ Smart MS: In addition to the knowledge of a dumb MS,
the smart MS also learns the spatial covariances of the DL
channel paths. This could be due to the help of the BS, e.g.
the serving BS notifies the MS the acquired information about
the AoAs of the UL paths. Meanwhile the smart MS is capable
of carrying out complicated signal processing tasks.
III. ALIGNING DL CHANNEL PATHS
As shown in Fig. 1, the CIR taps from different antennas
will overlap in the TAC. For now, we assume the number
of antennas M divides the number of tones N and define a
parameter ∆ as ∆ := N/M . Then we can group the taps in
Sk according to the remainders after dividing ∆. Specifically,
we can form the following set4 of G unique elements with the
remainders of the taps in Sk:
R = {r1, r2, · · · , rG} . (6)
Then the taps in Sk can be partitioned into G groups: {Gi}Gi=1
and the group Gi is defined as follows:
Gi = {x|x ∈ Sk, mod(x,∆) = ri}. (7)
Obviously, the above partition guarantees:{
G1 ∪G2 ∪ · · · ∪GG = Sk
Gi ∩Gj = ∅, ∀i 6= j
. (8)
With the above grouping and setting {τm = (m−1)∆}Mm=1 in
(1), we see each tap in Gi is only overlapping with the other
taps in Gi in the TAC vector h¯k in (3). Meanwhile, the taps
in different groups are never overlapping. See Fig. 2 for one
example.
With the uncorrelated scattering assumption, in order to
estimate the taps in Gi, we are allowed to just extract all
the relevant elements in the TAC vector h¯k containing the
taps in Gi as the useful observations. In particular, with
{τm = (m − 1)∆}Mm=1, we can simply extract the following
4Since all the MSs share the same procedure in acquiring the DL channels,
we will not include the user subscript (·)k in the newly defined notations in
the sequel for brevity.
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Fig. 2. An example of the time-domain aggregate channel. N = 16,M =
4, S = supp{hm} = {0, 4, 6},∆ = 4, τm = 4(m − 1). Tap 0 is always
overlapping with tap 4. The taps are grouped into G1 = {0, 4} corresponding
to r1 = 0 and G2 = {6} corresponding to r2 = 2.
M × 1 observation vector Xri by sampling the TAC every ∆
points as follows:
Xri =
[
h¯k(ri), h¯k(ri +∆), · · · , h¯k(ri + (M − 1)∆)
]T
.
(9)
After sorting the Pi elements in the group Gi in an ascending
order as follows:
Gi = {ti,1, ti,2, · · · , ti,Pi}, (10)
where ti,1 < · · · < ti,Pi , from (3), it can be shown the sampled
vector Xri can be expressed as
Xri =
Pi∑
p=1
g˜
zi,p
ti,p
+wri , (11)
where zi,p := ⌊ti,p/∆⌋, g˜
zi,p
ti,p
is the result of cyclicly shifting
the spatial vector for the channel tap ti,p by the amount of
zi,p, i.e.
gti,p = [h1,k(ti,p),h2,k(ti,p), · · · ,hM,k(ti,p)]
T
:= g˜0ti,p ,
and wri denotes the corresponding receiver noise in the
sampled vector 5. Now we can summarize all the findings
till now in the following result.
Proposition 1: When M divides N , defining ∆ := N/M , by
setting {τm = (m − 1)∆}Mm=1 in (1), the DL channel taps
belonging to the group Gi, ∀i, become aligned in the time-
domain aggregate channel h¯k as shown in (11).
For now, we assume the MS is smart and has the covariance
knowledge about the DL channel taps. Then the MS can obtain
the minimum mean-square error (MMSE) estimate for the
channel tap ti,p in the group Gi as follows:
ˆ˜g
zi,p
ti,p
= R˜
zi,p
ti,p

R˜zi,pti,p + Pi∑
q=1,q 6=p
R˜
zi,q
ti,q
+ σ2I

−1Xri , (12)
where R˜zi,pti,p is obtained by circularly shifting Rti,p by an
amount of zi,p, i.e. R˜
zi,p
ti,p
= Θzi,pRti,pΘ
T
zi,p
and Θzi,p
denotes the matrix obtained by cyclicly shifting the rows of
the identity matrix by an amount of zi,p. Accordingly, the
5Taking the channels illustrated in Fig. 2 as an example, to estimate the taps
in the group G1, we can extract the following vector from the time-domain
aggregate channel h¯ as:
X0 =


h¯(0)
h¯(4)
h¯(8)
h¯(12)

 =


h1(0)
h2(0)
h3(0)
h4(0)

+


h4(4)
h1(4)
h2(4)
h3(4)

+w0
= g˜00 + g˜
1
4 +w0.
Tx-1 Tx-2 Tx-M
Fig. 3. An illustration of folding the time-domain aggregate channel as in
(16).
covariance of the estimation error ǫti,p := g˜
zi,p
ti,p
− ˆ˜g
zi,p
ti,p
can be
obtained as
E(ǫti,pǫ
H
ti,p
) = R˜
zi,p
ti,p
− R˜
zi,p
ti,p
·
R˜zi,pti,p + Pi∑
q=1,q 6=p
R˜
zi,q
ti,q
+ σ2I

−1 R˜zi,pti,p . (13)
Due to the fact that Pi channel taps in Gi are overlapping in
the observation vector, the estimation error in (13) is larger
than the overlapping-free case where Pi = 1 in general.
However, we can still achieve the overlapping-free estimation
performance when the overlapping channel taps meet some
requirements. In particular, we have the following result.
Proposition 2: At a smart MS, overlapping-free channel
estimation performance can be achieved when the channel
taps in the group Gi = {ti,1, · · · , ti,Pi} satisfy the following
orthogonality conditions:
Rti,pΘzi,q−zi,pRti,q = 0, ∀q 6= p, (14)
where zi,p = ⌊ti,p/∆⌋, zi,q = ⌊ti,q/∆⌋, and Θzi,q−zi,p
denotes the cyclic shift matrix in (4) with an amount of
zi,q − zi,p cyclic shifts.
The above proposition can be proved with the matrix
inversion lemma. To gain more insights into the specified
orthogonality conditions in (14), we focus on the case where
a uniform linear array (ULA) is installed at the BS. As
M →∞, we can approximate the Toeplitz spatial covariance
of each tap as one circulant matrix enjoying the eigenvalue
decomposition (EVD): Rti,p ≈ FMΛti,pFHM , where FM is
the M × M unitary FFT matrix and Λti,p represents the
angular power spectrum (APS) [25], [27]. It can be readily
shown the orthogonality conditions specified in (14) become
the following requirements for a ULA:
Λti,pΛti,q = 0, ∀q 6= p. (15)
In other words, as long as the supports of the AoAs (or
AoDs) of the overlapping channel taps, i.e. the APS, are non-
overlapping, the path aligning in (11) achieves overlapping-
free channel estimation performance for each channel tap.
We note that the requirement in Proposition 1 is pretty
stringent, i.e. M must divide N . Meanwhile, from Proposition
2, the resulted path aligning could be bad in the sense that
the AoAs of the overlapping paths could also overlap. Thus
it is desirable to enable more values of ∆ other than N/M
to create different grouping in (7) and incur more distinct
aligning patterns for the DL channel paths. To this end, as
shown in the Appendix, we can extend the result in Proposition
1 as follows.
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Corollary 1.1: Define ∆0 := ⌊N/M⌋ and r := N −M∆0.
Denote the delay spread of the CIR by ν and assume ν < M .
Assume {τm = (m−1)∆}Mm=1 in (1) and fold the TAC vector
h¯k in (3) into a length-Nˇ vector hˇk as follows:
hˇk = [h¯k(0), · · · , h¯k(N − Nˇ − 1), · · · , h¯k(Nˇ − 1)]
T +
[h¯k(Nˇ), · · · , h¯k(N˜ − 1), 0, · · · , 0]
T , (16)
where N˜ = min{(M − 1)∆ + ν,N}. We form the M × 1
observation vector in (11) by sampling the folded TAC hˇk
every ∆ samples and let Nˇ = M∆. When ∆0 + r ≥ ν or
r = 0, the channel paths can be aligned similar to (11) when
∆ satisfies: ∆ ∈ [1,∆0]. When ∆0 + r < ν and r > 0, ∆
should satisfy ∆ ∈ [1,∆0 − 1].
The folding operation in Corollary 1.1 is illustrated in Fig.
3. In the following section, we will see how we can benefit
from the multiple values of ∆ enabled by Corollary 1.1.
IV. DL CSI FEEDBACK WITH A SMART MS
In this section, we will focus on the signal processing at
a smart MS and show how the MS can rely on the proposed
path aligning in Section III to acquire accurate DL CSI and
efficiently feed back the acquired CSI to the serving BS.
A. DL Channel Estimation at MS
Although the channels are time-selective and evolve from
symbol to symbol, the channel states exhibit strong correla-
tions in time. After cyclicly shifting the spatial vector for the
channel tap sp ∈ Sk by an amount of zp := ⌊sp/∆⌋, we can
obtain the shifted spatial vector g˜zpsp . To model the fading of
the spatial vector g˜zpsp in time, as in [9], we can exploit the
following Gauss-Markov model:
g˜zpsp [n] = ρg˜
zp
sp
[n− 1] +
√
1− ρ2
(
R˜zpsp
) 1
2 u˜sp [n], (17)
where [n] denotes the time index of the reference OFDM
symbol (RS), R˜zpsp is as defined in (12), u˜sp [n] ∼ CN (0, IM )
represents the innovation process, and the scalar ρ ∈ [0, 1]
dictates the strength of the channel temporal correlation be-
tween adjacent reference symbols. When having knowledge
about the covariance of all the channel taps, a smart MS can
perform the following Karhunen-Loeve decomposition (KLD):
fsp [n] = U
H
sp
Θ
T
zp
g˜zpsp [n], (18)
where Usp denotes the eigenvectors of Rsp , i.e. Rsp =
UspΛspU
H
sp
, and Θzp is the cyclic shift matrix as defined
in (12). It is straightforward to shown that E[fsp [n]fHsp [n]] =
Λsp and the state model in (17) becomes
fsp [n] = ρfsp [n− 1] +
√
1− ρ2Λ
1
2
spusp [n], (19)
where usp [n] = UHspΘ
T
zp
u˜sp [n]. By defining the overall vector
for all the channel taps in Sk as f¯ :=
[
fTs1 , · · · ,f
T
sTk
]T
, we
can have the following state model for the DL channel:
f¯ [n] = ρf¯ [n− 1] +
√
1− ρ2Λ
1
2u[n], (20)
where u[n] ∼ CN (0, IMTk ) and Λ is one MTk×MTk matrix
having the following structure
Λ = Diag
{
Λs1 ,Λs1 , · · · ,ΛsTk
}
. (21)
By defining the vector for the channel taps in the group Gi as
f¯i :=
[
fTti,1 , · · · ,f
T
ti,Pi
]T
,
according to the path aligning result in (11), we have the
following observation equation for the taps in group Gi:
Xri [n] =
Pi∑
p=1
Θzi,pUti,pfti,p [n] +wri [n]
= Aif¯i[n] +wri [n], (22)
where Ai :=
[
Θzi,1Uti,1 ,Θzi,2Uti,2 , · · · ,Θzi,PiUti,Pi
]
is an
M × (MPi) measurement matrix. After stacking the G obser-
vation vectors {Xri}Gi=1 into one MG × 1 long observation
vector as X := [XTr1 , · · · ,X
T
rG
]T , we obtain the following
observation equation:
X[n] = AΠf¯ [n] +w[n], (23)
where w[n] ∼ CN (0, σ2IMG) is the measurement noise,
A represents the MG × MTk measurement matrix of the
following form:
A = Diag
{
A1,A2, · · · ,AG
}
, (24)
and Π denotes the permutation matrix according to the group-
ing results in (7). In particular, we can denote the matrix that
extracts the taps in group Gi by Πi, i.e. f¯i = Πif¯ . It can be
shown the matrix Πi can be expressed as Πi = Π˜i ⊗ IM ,
where the matrix Π˜i is of size Pi × Tk and the p-th row is
given by
Π˜i(p− 1, :) =
[
0, · · · , 0︸ ︷︷ ︸
q−1
, 1, 0, · · · , 0︸ ︷︷ ︸
Tk−q
]
, (25)
where q ∈ [1, Tk] is the index of the channel tap ti,p in the
support Sk, i.e. sq = ti,p. Then we can express the permutation
matrix Π as
Π =
[
Π
T
1 , · · · ,Π
T
G
]T
. (26)
Given the state and observation equations in (20) and (23),
the KLD coefficients for the channel taps can be tracked by
applying the Kalman filtering as detailed in Algorithm 1. In
Algorithm 1, following the convention in [28], the notation
ˆ¯f [n|m] means the MMSE estimate of f¯ [n] with all the
observations till time m and the corresponding mean-square
error (MSE) is denoted by M [n|m].
1) Fixed ∆: When the value of ∆ is fixed over different
reference OFDM symbols, it can be shown by induction the
permuted MSE matricesΠM [n|n−1]ΠH and ΠM [n|n]ΠH
in Algorithm 1 are both block diagonal, i.e.
ΠM [n|n − 1]ΠH = Diag
{
M1[n|n − 1], ...,MG[n|n − 1]
}
,
ΠM [n|n]ΠH = Diag
{
M1[n|n], ...,MG[n|n]
}
,
where Mi[n|n− 1] and Mi[n|n] represent the relevant MSE
for the channel taps in the group Gi and are both of size
MPi×MPi. The Kalman gain update in Algorithm 1 can be
decomposed into G parallel updates for each group as follows:
ΠK[n] = Diag
{
K1[n], ...,KG[n]
}
,
Ki[n] =Mi[n|n− 1]A
H
i
(
σ2IM +AiMi[n|n− 1]A
H
i
)−1
.
(27)
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Algorithm 1 : DL Channel Taps Tracking with Kalman
Filtering at a “smart” MS
• Initialization: ˆ¯f [0| − 1] = 0, M [0| − 1] = Λ;
• Prediction: ˆ¯f [n|n − 1] = ρ ˆ¯f [n− 1|n − 1];
• Prediction MSE:
M [n|n − 1] = ρ2M [n − 1|n − 1] + (1− ρ2)Λ;
• Kalman Gain:
K[n] = M [n|n − 1]ΠHAH ·(
σ
2
IMG +AΠM [n|n − 1]Π
H
A
H
)
−1
;
• Correction:
ˆ¯f [n|n] = ˆ¯f [n|n − 1] +K[n]
(
X [n]−AΠ ˆ¯f [n|n − 1]
)
;
• MSE Update:
M [n|n] = (IMTk −K[n]AΠ)M [n|n − 1].
Meanwhile, the correction step in Algorithm 1 is now decou-
pled as follows: i = 1, ..., G,
ˆ¯fi[n|n] =
ˆ¯fi[n|n− 1] +Ki[n]
(
Xri [n]−Ai
ˆ¯fi[n|n− 1]
)
.
(28)
Accordingly, we can obtain the following updating rule for the
MSE Mi[n|n]:
Mi[n|n] = (IMPi −Ki[n]Ai)Mi[n|n− 1]. (29)
From (27), (28), and (29), we see the channel taps in group Gi
can run Kalman filtering independently from the other groups
as the value of ∆ remains constant over different reference
symbols. Furthermore, when the overlapping taps in group
Gi meet the orthogonality conditions specified in Proposition
2, it can be shown the MSE performance given by (29) for
the channel taps in the group indeed resembles that in the
interference-free case.
2) Varying ∆: Note that as we compute the innovation in
the “Correction” step in Algorithm 1, we are essentially per-
forming the Interference Cancellation (IC) with the predictions
of the overlapping taps in each group Gi, i.e.
Xri[n]−AiΠi
ˆ¯f [n|n− 1] =Xri [n]−Ai
ˆ¯fi[n|n− 1]
=Xri [n]−
Pi∑
p=1
Θzi,pUti,p fˆti,p [n|n− 1]
=
Pi∑
p=1
Θzi,pUti,p(fti,p [n]− fˆti,p [n|n− 1]) +wri [n]. (30)
As long as the other overlapping taps can be accurately
recovered, with the IC, the interference from those overlapping
taps can be mitigated and we can still obtain a good estimate
for the tap of interest from the innovation. This motivates the
BS to adopt different values of ∆ prescribed in Corollary 1.1
in different reference OFDM symbols. On the one hand, this
will incur different aligning patterns of the DL channel paths at
the served MS. From Proposition 2, we know we will be able
to achieve interference-free channel estimation performance
when a particular DL path aligning happens to meet the
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Fold to the beginning
Fig. 4. An example of the time-domain aggregate channel after folding
as defined in (16) with Nˇ = 12 and ∆ = 3. N = 16,M = 4, S =
supp{hm} = {0, 4, 6}, τm = 3(m − 1). The taps are grouped into G1 =
{0, 6} and G2 = {4}.
Fig. 5. Instances of the prediction MSE matrix. Left figure: prediction MSE
for a smart MS running Algorithm 1; note UM [n|n−1]UH is plotted here,
where U := Diag{Us1 , ...,UsTk }; Right figure: prediction MSE seen by
the BS running Algorithm 3 with 1 scalar feedback per channel tap from a
dumb MS. Pixels of darker color correspond to entries in the matrix with larger
amplitude. The relevant simulation settings are: M = 128, N = 1024, S =
{1, 11, 21, 28, 44, 47, 54}, AoAs= {−40◦, 0◦, 40◦, 0◦, 0◦, 0◦, 0◦}, average
tone receive SNR is 10dB, and ∆ varies from RS to RS in D = {5, 6, 7, 8}.
orthogonality conditions in (14). On the other hand, this can
also prevent the situation where we are stuck in the worst path
aligning pattern and allow one path to benefit from the accurate
recoveries of other paths. To avoid those aligning patterns
which are determined to exhibit worse channel estimation
performance than some other patterns, building on Corollary
1.1, we have the following result.
Corollary 1.2: Denote the set of all possible ∆ values
specified by Corollary 1.1 by Dc. In order to enable different
aligning patterns for the DL paths at the MS with the pilots
in (1), we can set {τm = (m − 1)∆}Mm=1 and the collection
of candidate ∆ values for the BS to cycle through, i.e.
D = {∆1, ...,∆D}, should satisfy the following conditions:
1) D is a subset of Dc, i.e. D ⊂ Dc;
2) ∀i 6= j ∈ [1, D], mod(∆i,∆j) > 0;
According to Corollary 1.2, for the exemplary channels
shown in Fig. 2, we see the set of choices for ∆ is D = {3, 4}.
The overlapping pattern for the case with ∆ = 3 and the
corresponding channel folding is illustrated in Fig. 4. Clearly,
the new choice of ∆ = 3 gives a different overlapping pattern
from that with ∆ = 4 in Fig. 2. Instead of choosing one
optimal ∆ for some particular served MSs, the BS can simply
cycle through the set D in a pseudo-random manner. As long
as one value of ∆ enables well separation of the overlapping
channel taps in the covariance domain, the Kalman filter in
Algorithm 1 will be able to take advantage of that for other
values of ∆ as well. In this way, each served user can expect
chances of obtaining overlapping-free channel estimation per-
formance provided that the orthogonality conditions specified
by Proposition 2 are met with one value of ∆ in the set D.
Furthermore, we note that, as ∆ changes, the measurement
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matrix A and the permutation matrix Π in Algorithm 1 at
one MS are both changing according to the value of ∆. In
particular, for some values of ∆, the overlapping channel taps
could meet the orthogonality conditions in (14) specified by
Proposition 2. The instantaneous MMSE estimates for these
taps will see independent errors. As the BS cycles through the
set D, provided that the enabled grouping patterns are diverse
enough, we can hope for the orthogonal overlapping in (14)
now and then. The Kalman filtering in Algorithm 1 will auto-
matically put more weights on those orthogonal overlapping
instances. Therefore the estimation error for different channel
taps can be treated as independent and we can neglect the
off-diagonal blocks in M [n|m], i.e.,
M [n|m] ≈ Diag
{
Ms1 [n|m], · · · ,MsTk [n|m]
}
, (31)
where Msp [n|m] stands for the MSE of the channel tap
sp in Sk. Fig. 5 shows one instance of the MSE matrix
when ∆ varies and we see the above approximation is indeed
justified. With the approximation in (31), the Kalman filtering
in Algorithm 1 is again decoupled into parallel filtering in
different groups independently as discussed in Section IV-A1,
which lowers down the signal processing complexity at the
MS.
B. DL CSI Feedback
With Algorithm 1, smart MS-k can obtain the best estimates
for all DL channel taps, i.e. {fˆsp [n|n]}
Tk
p=1. Ideally, the MS
wishes to feed back all the estimates to the serving BS.
However, the associated UL overheads will be overwhelming.
In fact, one of the key challenges in FDD massive MIMO
systems is to obtain a scalable method for the CSI feedback.
In this section, we propose one solution which enables the
CSI recovery at the BS, while the amount of feedback is in
the order of |Sk|, i.e. the support size of the CIRs.
With the diagonal approximation in (31), from (27) and (28),
we can have the following correction equation for fˆsp [n|n]:
fˆsp [n|n] = ρfˆsp [n− 1|n− 1] +Ksp [n]δsp [n], (32)
where we have assumed the tap sp is in group Gi at
time n, δsp [n] := Xri [n] − Ai ˆ¯fi[n|n − 1] represents
the amount of innovation in Xri [n], and Ksp [n] :=
Msp [n|n − 1]U
H
sp
Θ
H
zp
(
σ2IM +AiMi[n|n− 1]AHi
)−1 de-
notes the Kalman gain for this tap. The covariance of δsp [n]
can be derived as
E
[
δsp [n]δsp [n]
H
]
= AiMi[n|n− 1]A
H
i . (33)
Our idea is to let the BS run another Kalman filter for each
channel tap with the state equation in (32) and the following
compressed observations fed back from the MS:
xsp [n] = Zsp [n]
H fˆsp [n|n], (34)
where Zsp [n] is an M× lp compression matrix with unit norm
column vectors, i.e. ∀j ∈ [0, lp − 1], Zsp [n](:, j)HZsp [n](:
, j) = 1. The detailed algorithm is shown in Algorithm 2.
We have used the notations fˇsp , M˙sp , and K˙sp to denote
the corresponding MMSE estimate, the MSE matrix, and the
Algorithm 2 : DL CSI recovery with Kalman Filtering at BS
• Initialization: fˇsp [0| − 1] = 0, M˙sp [0| − 1] = Λsp ;
• Prediction: fˇsp [n|n − 1] = ρfˇsp [n− 1|n − 1];
• Prediction MSE:
M˙sp [n|n − 1] = ρ
2
M˙sp [n − 1|n − 1] +
Ksp [n]AiMi[n|n − 1]A
H
i Ksp [n]
H ;
• Kalman Gain:
K˙sp [n] =M˙sp [n|n − 1]Zsp [n]·(
σ
2
oIlp +Zsp [n]
H
M˙sp [n|n − 1]Zsp [n]
)
−1
;
• Correction:
fˇsp [n|n] =fˇsp [n|n − 1] + K˙sp [n]·(
xsp [n] −Zsp [n]
H
fˇsp [n|n − 1]
)
;
• MSE Update:
M˙sp [n|n] =
(
IM − K˙sp [n]Zsp [n]
H
)
M˙sp [n|n − 1].
Kalman gain respectively to differentiate from those quantities
tracked by Algorithm 1. Note that during the Kalman gain
computation in Algorithm 2, we have included one additional
term, i.e. σ2oIlp , before the matrix inversion to ensure numer-
ical stability.
In order to enable the optimal CSI recovery at the BS
at time n, the MS should select the compression matrix
Zsp [n] judiciously to minimize the total estimation error, i.e.
Tr(M˙sp [n|n]). To this end, we can establish the following
result.
Proposition 3: To enable the best CSI recovery at the BS when
it employs Algorithm 2, given the prediction MSE matrix at
time n: M˙sp [n|n−1], the optimal compression matrix for the
channel tap sp is given by:
Zsp [n] = Usp(:, 0 : lp − 1), (35)
where Usp(:, 0 : lp − 1) contains the lp eigenvectors of
M˙sp [n|n − 1] corresponding to the largest lp eigenvalues.
In particular, we have M˙sp [n|n − 1]
EVD
:= UspΓspU
H
sp
, where
the unitary matrix Usp contains all the eigenvectors and
Γsp := Diag{γ1, γ2, ..., γM} contains the M eigenvalues of
M˙sp [n|n−1] in a descending order, i.e. γ1 ≥ γ2 ≥ · · · ≥ γM .
The result in (35) simply tells us that we should compress
the KLD coefficient vector in the directions where the predic-
tion MSE concentrates. In particular, as M˙sp [n|n−1] becomes
close to diagonal, the matrixUsp becomes close to IM and the
compression in (34) is simply extracting lp elements to feed
back. Since the proof for above proposition is very similar
to that for Proposition 4, we only show the detailed proof
for Proposition 4 in the Appendix and omit the proof for
Proposition 3 due to space limit.
Note that the smart MS can track the MSE update in
Algorithm 2 which is run at the BS. Furthermore, according
to AS1 and AS2 in Section II, even without access to the TAC
vector, the BS can also track the Kalman filter performance
and the Kalman gain updates at the MS in Algorithm 1
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assuming the BS is aware of the interference level. As a result,
the BS stays on top of the optimal compression matrix in (35)
as well. With the proposed framework, we only feed back∑Tk
p=1 lp numbers in the UL. As demonstrated in Section VI,
we can just feed back one scalar per channel tap while still
maintaining decent quality in the recovered CSI at the BS.
V. DL CSI FEEDBACK WITH A DUMB MS
As discussed in Section IV-B, in an FDD massive MIMO
system, considering the massive number of antennas at the
BS, the huge overhead associated with the DL CSI feedback
is one of the key bottlenecks. One scalable CSI feedback
scheme has been discussed in Section IV-B where a “smart”
MS is assumed. In this section, we design a novel scalable
CSI feedback scheme for a “dumb” MS, where the MS has
no knowledge of the channel covariances. The dumb MS just
feeds back what the BS asks for in the way dictated by the
serving BS subject to the overhead constraint. Again the DL
path aligning proposed in Section III is exploited as the key
enabler here to effect accurate DL CSI recovery at the BS. The
following information is assumed available at a dumb MS:
1) The support of the time-domain CIRs: Sk =
{s1, ..., sTk};
2) The value of ∆ assumed by the BS following Corollary
1.2 to align the DL channel paths in each reference
OFDM symbol;
3) The whole TAC vector h¯k in (3) assuming the DL pilot
sequences in (1) with τm = (m− 1)∆.
Under the assumptions AS1 and AS2, the serving BS can
acquire the covariance information about all the DL channel
taps with the help of UL pilots from the served MSs. If the
MS is allowed to feed back the whole TAC vector to the BS,
the BS can employ the same algorithms as those derived in
Section IV-B to recover the DL CSI. However, the incurred
overhead for feeding back the whole TAC is prohibitive. To
have a scalable design, instead of feeding back the whole TAC
vector h¯k each time, we opt to feed back a shorter compressed
vector whose dimension is just in the order of |Sk|, i.e. the
cardinality of Sk.
Following the Gauss-Markov fading model in (17), the
channel taps evolve in time according to the following state
model:
H¯ [n] = ρH¯ [n− 1] +
√
1− ρ2R¯
1
2u[n], (36)
where H¯ [n] :=
[
gTs1 [n], ..., g
T
sTk
[n]
]T is the (MTk) × 1
channel vector, R¯ represents the spatial correlation matrix
which is defined as
R¯ = Diag
{
Rs1 ,Rs2 , · · · ,RsTk
}
, (37)
u[n] is an innovation process distributed according to
CN (0, IMTk), and ρ dictates the temporal correlation coef-
ficient satisfying 0 ≤ ρ ≤ 1.
With the permutation matrices Πi and Π defined in (25)
and (26), the observation equation for the path overlapping
group Gi in (11) can be re-written as
Xri [n] = BiΠiH¯[n] +wri [n], (38)
Algorithm 3 : Tracking DL Channels with Kalman Filter at
BS with compressed feedback from a “dumb” MS
• Initialization: ˆ¯H[0| − 1] = 0, M [0| − 1] = R¯;
• Prediction: ˆ¯H[n|n − 1] = ρ ˆ¯H[n − 1|n − 1];
• Prediction MSE:
M [n|n − 1] = ρ2M [n − 1|n − 1] + (1− ρ2)R¯;
• Kalman Gain:
K[n] = M [n|n − 1]ΠHV [n] ·(
Σ[n] + V [n]HΠM [n|n − 1]ΠHV [n]
)
−1
;
• Correction:
ˆ¯H[n|n] = ˆ¯H[n|n − 1]+K[n]
(
x[n]−V [n]HΠ ˆ¯H[n|n − 1]
)
;
• Updated MSE:
M [n|n] = (IMTk −K[n]V [n]
H
Π)M [n|n − 1].
where Bi := [Θzi,1 , ...,Θzi,Pi ] is an M × (MPi) mea-
surement matrix for the group Gi. It can be easily verified
that BiBHi = PiIM . Similar to (23), by stacking the G
observation vectors {Xri}Gi=1 into one MG × 1 long obser-
vation vector as X := [XTr1 , · · · ,X
T
rG
]T , we can obtain the
following complete observation at the dumb MS:
X[n] = BΠH¯[n] +w[n], (39)
where B := Diag
{
B1, ..,BG
}
.
Assuming the length of the feedback vector for the Tk
channel taps in the DL channel toward the MS is limited
to L, we can utilize one MG × L matrix Q[n] with unit
norm columns to perform the dimensionality reduction as
Q[n]HX[n]. Then the dumb MS simply feeds back this
compressed observation to the BS. The available observation
at the BS becomes
x[n] = Q[n]HX[n] = Q[n]HBΠH¯[n] +Q[n]Hw[n]
:= V [n]HΠH¯[n] +w[n], (40)
where V [n] := BHQ[n] is an (MTk)×L matrix and w[n] :=
Q[n]Hw[n] denotes the L × 1 noise vector with covariance
Σ[n] = σ2Q[n]HQ[n].
The main idea of our scalable CSI feedback scheme for
one dumb MS is to let the MS feed back the dimensionality-
reduced observation vector x[n] in (40) to the serving BS
in an optimized fashion. With the state equation in (36), the
BS can employ the Kalman filter to track the DL channel
taps in H¯ [n] as detailed in Algorithm 3. Since the dumb MS
has no knowledge about the covariance of the channel taps,
it cannot figure out which matrix can be utilized to compress
the observation in (39) efficiently. As a result, the BS needs
to inform the MS the preferred choice of Q[n]. Next we will
first find the optimal design for Q[n] and then provide low-
complexity alternatives that consume a limited amount of DL
overheads.
A. Optimal Q[n]
From Algorithm 3, we see the final estimation MSE perfor-
mance depends on the choice of the dimensionality-reduction
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matrix Q[n]. The immediate problem is then how to choose
this dimensionality reduction matrix Q[n] to achieve the
optimal tracking performance at the BS. To this end, the
optimal matrix Q[n] at time n can be derived as follows:
Qopt[n] = argmin
Q[n]
Tr(M [n|n]). (41)
As shown in the Appendix, we can establish the following
result.
Proposition 4: As the BS employs the Kalman filtering in
Algorithm 3 to track the DL channel states, in order to
minimize the total MSE across all the tracked channel taps,
i.e. Tr(M [n|n]), at time n, given the prediction MSE ma-
trix M [n|n− 1], the optimal dimensionality-reduction matrix
should be chosen as:
Q[n] =
(
σ2IMG +BΠM [n|n− 1]Π
HBH
)− 12 ·
U(:, 0 : L− 1)Ω, (42)
where Ω = Diag{α1, ..., αL} is to normalize the L columns
of Q[n], U(:, 0 : L − 1) contains the L eigenvectors of the
following matrix C corresponding to the largest L eigenvalues:
C :=
(
σ2IMG +BΠM [n|n− 1]Π
HBH
)− 12(
B(ΠM [n|n− 1]ΠH)2BH
)
·(
σ2IMG +BΠM [n|n− 1]Π
HBH
)− 12 EVD:= UΓUH , (43)
where Γ = Diag{γ1, γ2, ..., γMG} contains the MG eigenval-
ues of C in a descending order, i.e. γ1 ≥ γ2 ≥ · · · ≥ γMG.
The results in Proposition 4 perform the optimal compres-
sion jointly across all the observation groups {Xri}Gi=1 and
necessitate the eigen-decomposition of an MG×MG matrix.
To gain more insights about the compression and lower down
the computational complexity, we take a closer look at the case
when the MSE matrix after permutation becomes block diag-
onal, i.e., ΠM [n|m]ΠH = Diag
{
M1[n|m], ...,MG[n|m]
}
.
This is the case as we carry out the compression in
(40) independently for the G observation groups {Xri}Gi=1
and the value of ∆ remains constant over different ref-
erence OFDM symbols. In particular, we have Q[n] =
Diag
{
Q1[n], ...,QG[n]
}
, where Qi[n] is of size M × Li
and
∑G
i=1 Li = L. Then the Kalman gain computation in
Algorithm 3 can be decoupled as follows:
ΠK[n] = Diag
{
K1[n], ...,KG[n]
}
,
Ki[n] =Mi[n|n− 1]B
H
i Qi[n] ·(
σ2Qi[n]
HQi[n] +Qi[n]
HBiMi[n|n− 1]B
H
i Qi[n]
)−1
. (44)
Accordingly, each block in the final MSE in Algorithm 3 can
be updated as
Mi[n|n] =
(
IMPi −Ki[n]Qi[n]
HBi
)
Mi[n|n− 1]. (45)
Then the optimization problem in (41) can be decomposed
into G smaller independent problems as follows:
Qi,opt[n] = arg min
Qi[n]
Tr(Mi[n|n]). (46)
Similar to Proposition 4, we can establish the following result.
Proposition 5: As the BS employs the Kalman filtering in
Algorithm 3 to track the DL channel states, we can carry
out independent compression for different observation groups,
i.e. Q[n] = Diag
{
Q1[n], ...,QG[n]
}
, where Qi[n] is of
size M × Li and
∑G
i=1 Li = L. In order to minimize the
total MSE across all the tracked channel taps, given the
prediction MSE matrix at time n, i.e. M [n|n − 1], when
ΠM [n|n− 1]ΠH is block diagonal as ΠM [n|n− 1]ΠH =
Diag
{
M1[n|m], ...,MG[n|m]
}
, the optimal dimensionality-
reduction matrix for each observation group should be chosen
as:
Qi[n] =
(
σ2IM +BiMi[n|n− 1]B
H
i
)− 12
·Ui(:, 0 : Li − 1)Ωi,
(47)
where Ωi is a diagonal matrix for normalization and Ui(:, 0 :
Li − 1) contains the Li eigenvectors of the following matrix
Ci corresponding to the largest Li eigenvalues. In particular,
the matrix Ci and the EVD are defined as follows:
Ci :=
(
σ2IM +BiMi[n|n− 1]B
H
i
)− 12(
BiMi[n|n− 1]
2BHi
)
·(
σ2IM +BiMi[n|n− 1]B
H
i
)− 12 EVD:= UiΓiUHi ,
(48)
where Γi = Diag{γ1, γ2, ..., γM} contains the M eigenvalues
of Ci in a descending order, i.e. γ1 ≥ γ2 ≥ · · · ≥ γM .
In the case of time-varying ∆, as we have discussed in
Section IV-A2, when the incurred grouping patterns {Gi}Gi=1
due to the adoption of different ∆ ∈ D in different reference
symbols are diverse enough, the estimation error associated
with different channel taps can be regarded independent. See
also Fig. 5. We can neglect the off-diagonal blocks in the MSE
matrix while keeping only the diagonal ones as in (31), i.e.
M [n|m] ≈ Diag
{
Ms1 [n|m], · · · ,MsTk [n|m]
}
, (49)
where Msp [n|m] stands for the MSE of the channel tap sp in
Sk. Clearly, as M [n|n− 1] exhibits the above block-diagonal
form, the conditions in Proposition 5 are met automatically.
B. Codebook-Based Q[n]
Since we do not assume the dumb MS has any knowledge
about the spatial covariance of the DL channel paths, the
MS itself cannot figure out the optimal Q[n] as shown in
Proposition 4 and Proposition 5. Thus the serving BS has to
notify the MS of the right dimensionality-reduction matrix
Q[n] to compress the feedback. However, due to the DL
overhead concern, it is not desirable to consume a lot of DL
resources to signal the whole compression matrix. Instead,
we can consider the codebook-based approach to avoid the
otherwise overwhelming DL overhead.
From the previous discussions, as the set D contains ample
choices of ∆ values and the BS adopts different ∆ values in
different reference symbols, we are allowed to approximate
the MSE matrix in Algorithm 3 with a block-diagonal one as
in (49). Accordingly, the MSE for the taps in the group Gi
can be approximated as follows:
Mi[n|m] ≈ Diag
{
Mti,1 [n|m], · · · ,Mti,Pi [n|m]
}
. (50)
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Then the matrix Ci in (48) can be approximated as
Ci ≈
(
σ2IM +
Pi∑
p=1
Θzi,pMti,p [n|n− 1]Θ
H
zi,p
)− 12
·
(
Pi∑
p=1
Θzi,pM
2
ti,p
[n|n− 1]ΘHzi,p
)
·
(
σ2IM +
Pi∑
p=1
Θzi,pMti,p [n|n− 1]Θ
H
zi,p
)− 12
.
(51)
Next, we assume ULAs are installed at the BSs. On the one
hand, as the array size M becomes large, we show next the
optimal compression matrix in Proposition 5 is made up of
FFT vectors when the MSE matrix of each channel tap can be
approximated with a circulant matrix. In particular, we have
Mti,p [n|n−1] ≈ FMΦti,pF
H
M , where FM denotes the M×M
unitary FFT matrix and Φti,p contains the eigenvalues of the
circulant approximation along its diagonal. Further noting the
cyclic shift matrix Θzi,p is also circulant, we have
Θzi,p = FMDiag
{
1, e
2pizi,p
M , · · · , e
2pi(M−1)zi,p
M
}
FHM . (52)
From (51) and (52), the matrix Ci can be further re-written
as
Ci ≈
(
σ2IM+
Pi∑
p=1
FMΦti,pF
H
M
)− 12 Pi∑
p=1
FMΦ
2
ti,p
FHM
·
(
σ2IM +
Pi∑
p=1
FMΦti,pF
H
M
)− 12
=FM
(
σ2IM +
Pi∑
p=1
Φti,p
)−1(
Pi∑
p=1
Φ
2
ti,p
)
FHM .
(53)
From the above expression, we see the eigenvectors of the
matrix Ci are simply the FFT vectors. Let FM (:, c1, ..., cLi)
denote the set of Li eigenvectors with the largest eigenval-
ues. According to Proposition 5, the optimal dimensionality
reduction matrix should be chosen as:
Qi[n] ≈
(
σ2IM +
Pi∑
p=1
Θzi,pMti,p [n|n− 1]Θ
H
zi,p
)− 12
· FM (:, c1, ..., cLi)Ωi
=FM
(
σ2IM +
Pi∑
p=1
Φti,p
)− 12
FHM
· FM (:, c1, ..., cLi)Ωi
=FM (:, c1, ..., cLi).
(54)
The above result simply tells us the optimal compression
matrix consists of Li FFT vectors.
On the other hand, as shown in the Appendix, these FFT-
based compression matrices in (54) will enable the approxima-
tion of the MSE matrix of each channel tap, i.e.Mti,p [n|n−1],
with a circulant matrix. Thus, for a massive MIMO system
with ULAs, the optimal codebook for signalling the desired
Qi[n] to the MS is the M ×M FFT matrix.
Summarizing the above findings, the overall procedure for
the codebook-based signalling of Q[n] is as following:
Step 1. After the BS completes the Kalman update for time
n− 1, for the overlapping group Gi in time n, the BS selects
Li columns from FM to minimize the estimation MSE for the
channel taps in Gi in time n, i.e. Mi[n|n];
Step 2. The BS informs the dumb MS of the L =
∑G
i=1 Li
indices of the selected columns for all overlapping groups. The
consumed DL overheads are about L log2M bits per MS;
Step 3. The MS uses the signalled L columns of FM to
construct the dimensionality-reduction matrices {Qi[n]}Gi=1
for all overlapping groups. After observing the TAC at time
n, the MS uses the constructed {Qi[n]}Gi=1 to compress
the observed TAC and feeds back the L × 1 compressed
observation x[n];
Step 4. With the compressed observation x[n], the BS can run
Algorithm 3 to track the DL channel states.
Note that all the computation loads are at the BS and the
MS simply follows the commands from the BS. Thus, we only
need the MS to have limited processing capabilities, which is
desirable in massive MIMO context.
VI. NUMERICAL RESULTS
In this section, we simulate an FDD massive MIMO-OFDM
system with one BS serving K = 8 MSs. One ULA of
M = 128 antenna elements with half-wavelength spacing
is deployed at the BS and the OFDM waveform consists of
N = 1024 subcarriers with a 15kHz subcarrier spacing. Note
we have assumed the LTE numerology [29] in our simulations.
We also assume all the served MSs experience the same large-
scale fading and have the same channel support size, i.e.
Tk = 7. All the channel taps are assumed to exhibit equal
power. The one-ring model in [30] is used to determine the
spatial covariance of each channel tap according to the AoD
from the BS and the angle spread (AS). In the following
simulations, the AS of each tap is set to 5◦ and the AoDs
in degrees of the channel taps toward the MS-k are set as6
AoDk = mod ([40, 80, 120, 80, 80, 80, 80]+ k · 7, 160) − 80,
k ∈ [0, 7]. The Doppler frequency of each MS is assumed
to be 50Hz and one reference OFDM symbol is transmitted
every 7 OFDM symbols. This ensures a similar DL training
overhead as in the conventional LTE cellular networks. The
channel temporal correlation ρ is thus set as ρ = 0.99 in
(17). Furthermore, we assume the channel evolves from one
reference symbol to another, but remains constant in between.
The average received pilot tone signal-to-noise ratio (SNR) is
set at 10dB and σ2o in Algorithm 2 is chosen as 0.0001.
A. Smart MS
In Fig. 6(a), we depict the channel estimation MSE nor-
malized by the channel power (NMSE) at one particu-
6Note the AoDs can be simply randomly generated and our proposed
framework will work as well. However, we have noted that as the AoDs
are randomly created, the orthogonality conditions in Proposition 2 are met
with a very high probability. In order to test the capability of our scheme,
we take this particular adverse setting where quite a few taps see the same
AoDs.
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Fig. 6. Numerical results for a smart MS with different rules for setting ∆ in (1). Jiang-Scheme: MS acquires the DL CSI with the pilot designs in [13];
Ideal FB: MS feeds back the acquired DL CSI to the BS without any errors; KF at BS: BS employs Algorithm 2 to recover DL CSI with 1 scalar feedback
per tap from the MS as described in Section IV-B; Perfect DL CSI: BS has complete knowledge about the DL channel states.
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Fig. 7. Sum DL SE with different amounts of feedback and ZF precoding.
BS runs Algorithm 2 and smart MSs run Algorithm 1.
lar served MS with the following channel support: Sk =
[1, 11, 21, 28, 44, 47, 54]. The NMSE is defined as: NMSE :=
∑
M
m=1 ‖hm,k[n]−hˆm,k[n]‖
2
∑
M
m=1 ‖hm,k[n]‖
2 , where hˆm,k[n] denotes the estimate
of hm,k[n] at time n. For each allowed ∆ value, the CSI
recovery performance at the BS is shown in Fig. 6(a). For
comparison purpose, we also simulate the DL training designs
proposed in [13]. Since the designs in [13] assumed frequency
flat channels, in the simulations, we assume the channel is
flat over 12 subcarriers, which corresponds to the channel
coherence bandwidth. Thus the training length [13] in each
time-frequency resource block (RB) of 7× 12 = 84 resource
elements is set to 12. Note the Kalman filtering is also
employed in our simulations to track the channel variation in
time when simulating the designs in [13]. From the results,
we see the DL CSI acquisition accuracy strongly depends
on the value of ∆, which determines the DL pilot sequences
in (1). Although less feedback overheads cause performance
degradation, our proposal always outperforms the scheme in
[13] significantly due to the fact that the underlying channel
is actually frequency-selective. Moreover, it is interesting to
observe that the best CSI acquisition quality is achieved when
we vary ∆ ∈ D = {5, 6, 7, 8} from RS to RS even with a
small amount of feedback, which convinces us the benefits of
varying ∆ as discussed in Section IV-A2.
Figs. 6(b) and 6(c) compare the resulting DL sum spectral
efficiency (SE) to the K simultaneously served users when
different values of ∆ are assumed. In particular, the BS
employs the matched-filter (MF) precoding in Fig. 6(b) and the
zero-forcing (ZF) precoding in 6(c) for the DL beamforming
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Fig. 9. Sum DL SE with different amounts of feedback and ZF precoding.
BS serves dumb MSs and runs Algorithm 3. Ideal FB: MS feeds back the
whole TAC vector.
with the recovered DL CSIs. By varying the value of ∆
in D = {5, 6, 7, 8}, our path aligning framework gives the
best performance and approaches the ideal performance with
perfect DL CSI even with one scalar feedback per channel tap.
In Fig. 7, the tradeoff between the feedback overhead
and the DL sum SE is examined when the BS applies
the Algorithm 2 to recover the CSI and the ZF precoding
for the DL beamforming. From the plotted curves, we see
significant performance improvement can be obtained when
we are allowed to increase the amount of feedback from 1
scaler per tap to 2 scalars per tap.
B. Dumb MS
In Fig. 8(a), we examine the NMSE of a dumb MS with the
same channel support as the MS evaluated in Section VI-A.
We see the option of varying ∆ gives the lowest NMSE since
it allows each tap to have chances to experience “interference-
free” overlapping in some time slots. Furthermore, it can be
seen that the DFT codebook-based feedback design offers
similar performance as the scheme based on optimal compres-
sion. Meanwhile, both of them outperform the Householder
codebook. Note the Householder codebook is chosen here just
to illustrate the potential performance loss with other unitary
compression.
Figs. 8(b) and 8(c) depict the achieved DL sum SE to the K
MSs. Again, the best performance is achieved by cycling the
value of ∆ in D = {5, 6, 7, 8}. Meanwhile, we see the DFT
codebook-based feedback design enables similar SE as that
of the optimal design. Notice the performance gap between
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Fig. 8. Numerical results for a dumb MS with different ∆ setting rules and 1 scalar per tap feedback in Algorithm 3. Optimal: Optimal compression design
in Section V-A; DFT: DFT codebook-based compression design in Section V-B; Householder: Compression matrix is signalled via Householder codebook
which is generated by: I − 2vvH , where v is a randomly vector satisfying vHv = 1.
our proposal and the one with perfect DL CSI in Fig. 8(c).
This is due to the fact that each MS just feeds back 1 scalar
per channel tap. The performance with different amounts of
feedback is shown in Fig. 9. As we increase the amount of
feedback overhead slightly, e.g. from 1 scalar per tap to 4
scalars per tap, we see the performance gap gets narrowed a
lot. Furthermore, we see the additional performance gain of
becoming a “smart MS” is not as significant as one would
expect. This indeed illustrates the feedback in FDD massive
MIMO is the bottleneck that can limit the system performance
without judicious designs.
VII. CONCLUSIONS
In this paper, we have proposed an FFT-based pilot scheme
with judiciously chosen cyclic shift values for all the transmit
antennas at the BS. The proposed DL pilots are able to effect
desirable DL path aligning at each served MS for the DL
CSI acquisition and feedback in FDD massive MIMO. By
exploiting the limited reciprocity in FDD systems, we come
up with a scalable CSI feedback scheme which can cope with
multi-path channels that are selective in both frequency and
time domains. By exploiting the channel correlations in time,
the Kalman filter can be utilized as the workhorse at the BS
to track the DL channel states with the scalable dimension-
reduced feedback from the MS. Comprehensive numerical
simulations demonstrate that wideband FDD massive MIMO
can work reasonably well with only a small amount of DL
and UL overheads similar to those consumed in conventional
cellular systems.
APPENDIX
A. Proof of Corollary 1.1: Allowed Values of ∆
Assuming mod(N,M) = 0, it can be shown that N/M =
∆0 is the largest allowed value for ∆ to have the data structure
in (11). For a smaller ∆, i.e. ∆ < ∆0, to enable the path
aligning in (11), we need to select ∆ such that the following
condition is met to avoid the overlapping of unstructured paths:
(M − 1)∆ + ν ≤ N ⇐⇒ ∆ ≤
N − ν
M − 1
, (55)
where ν denotes the delay spread of the DL CIR. After adding
the last ν−∆ elements of the time-domain aggregate channel:
h¯k to the first ν −∆ elements of h¯k as shown in (16) and in
Fig. 3, we obtain a new time-domain aggregate channel hˇk of
length Nˇ := M∆. By sampling hˇk as in (9), we can get the
desired path aligning structure in (11). For a typical massive
MIMO system, we have ν < M < N . The inequality in (55)
is satisfied when ∆ ≤ ∆0− 1. Thus the set of allowed values
for ∆ are: {1, 2, ...,∆0}. When mod(N,M) > 0, the results
in Corollary 1.1 can be obtained by checking the inequality
in (55).
B. Proof of Proposition 4
Proof: By defining M := ΠM [n|n − 1]ΠH , from
Algorithm 3, we have
Qopt
= argmin
Q[n]
Tr
(
M [n|n]
)
= argmin
Q[n]
Tr
(
ΠM [n|n]ΠH
)
= argmax
Q[n]
Tr
(
ΠK[n]V [n]HM
)
(a)
= argmax
Q
Tr
(
MBHQ(Σ[n] +QHBMBHQ)−1
QHBM
)
(b)
= argmax
Q
Tr
(
(Σ[n] +QHBMBHQ)−1
QHBM2BHQ
)
(c)
= argmax
Q
Tr
(
(QH(σ2IMG +BMB
H)Q)−1
QHBM2BHQ
)
(d)
:= argmax
Q
Tr
(
(QHBQ)−1QHAQ
)
(e)
:= B−
1
2 argmax
Q˜
Tr
(
(Q˜HQ˜)−1Q˜HCQ˜
)
, (56)
where (a) is obtained by substituting the Kalman gain expres-
sion for K[n]; (b) is due to the property of the trace operation;
(c) is withΣ[n] = σ2QHQ. Note in (d) and (e), we have made
the following definitions:
A := BM2BH , (57)
B := σ2IMG +BMB
H , (58)
C := B−
1
2AB−
1
2 . (59)
The problem in (56) is a block generalized Rayleigh quotient
[31]. Denote the EVD of C by
C = UΓUH , (60)
where Γ = Diag{γ1, γ2, ..., γMG} contains the MG eigenval-
ues of C in a descending order, i.e. γ1 ≥ γ2 ≥ · · · ≥ γMG.
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The block generalized Rayleigh quotient in (56) can be shown
upper bounded by
Tr
(
(Q˜HQ˜)−1Q˜HCQ˜
)
≤
L∑
l=1
γl, (61)
and this upper bound is achieved when Q˜ = U(:, 0 : L− 1).
Accordingly the optimal Qopt is obtained as Qopt = B−
1
2U(:
, 0 : L − 1) and the result in Proposition 4 is proved after
appropriate normalization.
C. Eigenvectors of Mti,p
The eigenvectors of Mti,p can be derived through in-
duction. At first, Mti,p [0| − 1] = Rti,p can be approxi-
mated with a circulant matrix as M becomes large [27], i.e.
Rti,p ≈ FMΛti,pF
H
M . Next, we assume Mti,p [n|n − 1] can
be approximated with a circulant matrix and we can have
Mti,p [n|n − 1] ≈ FMΦti,pF
H
M . With the block diagonal
approximation of the MSE as in (50), by compressing the
feedback with the FFT vectors as in (54), from (44) and (45),
the updated MSE Mti,p [n|n] can be derived as
Mti,p [n|n] ≈Mtt,p [n|n− 1]−Mtt,p [n|n− 1]Θ
H
zi,p
·Qi[n]E
−1Qi[n]
H
Θzi,pMtt,p [n|n− 1]
≈ FM
(
Φti,p −Φti,pF
H
MQi[n]E
−1Qi[n]
HFMΦti,p
)
FHM
:= FMTF
H
M ,
where E := σ2QHi [n]Qi[n] + QHi [n]BiMi[n|n −
1]BHi Qi[n] can be approximated as a diagonal matrix
when Qi[n] consists of FFT vectors, i.e. E ≈ σ2ILi +
QHi [n]FM (
∑Pi
q=1Φti,q )F
H
MQi[n]. Accordingly, it can be
shown the matrix T is also diagonal when E becomes
diagonal. Thus, the FFT matrix contains the eigenvectors of
the updated MSE at time n. Furthermore, it is straightforward
to show that the FM also serves as the eigenvectors of
the prediction MSE for time n + 1 in Algorithm 3, i.e.
Mti,p [n + 1|n]. Thus, as the array size M becomes large,
Mti,p can be approximated with a circulant matrix with the
FFT-based compression in (54).
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