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Abstract. A proof of Smale's mean value conjecture from 1981 is given.
In [4] S. Smale conjectured:
Let p ∈ C [z] be a polynomial of degree n > 1 with p(0) = 0 and p ′ (0) = 0. Then
Here a proof will be given by a variational method which already has been used to prove Sendov's conjecture (s. [2] ). Let n > 1 be fixed and define F n as the class of nth degree monic complex polynomials p with p(0) = 0, p ′ (0) = 0 and p(ζ) = 0 for all derivative zeros ζ of p. Obviously it suffices to consider polynomials p ∈ F n in order to give a proof of Smale's conjecture. For such p we define ρ(p) := min p(ζ) ζp ′ (0) : p ′ (ζ) = 0 .
The zero ζ 0 of p ′ is essential if
Note that a polynomial may have more than one essential derivative zeros. We call p ∈ F n simple if p ′′ (ζ) = 0 for all essential derivative zeros ζ of p. A polynomial p 0 ∈ F n is maximal if ρ(p) ≤ ρ(p 0 ) for all p ∈ F n . Below we will also determine the maximal polynomials in F n .
The basic idea
If p ∈ F n is a polynomial with the zeros z 2 , . . . , z n besides 0 and the derivative zero ζ with p(ζ) = 0, then
A second formula we will often use is For h = (h 2 , . . . , h n ) ∈ C n−1 , t ∈ R and j = 2, . . . , n we define ϕ j (z) := z − th j 1 − th j z , a set of conformal automorphisms of the unit disk if t is small enough.
We vary p ∈ F n , p(z) = z n j=2 (z − z j ) into the polynomial q(z, t; h) in F n which vanishes beside 0 in the points z j (t) := ϕ j (z j ), i.e. q(z) = q(z, t) = q(z, t; h) = z n j=2 (z − z j (t)) = z n j=2 z − th j + z j 1 + th j z j .
We assume that ζ is a zero of p ′ , but not a zero of p ′′ . The Implicit Function Theorem (cf. [1] ) shows the existence of an analytic curve ζ(t) with ζ(0) = ζ and dq dz (ζ(t), t) ≡ 0.
It comes out (q ′ denotes the derivative of q with respect to z)
For t = 0 this reduces to
We have to ask if
or not for small t > 0, where ζ is an essential derivative zero of p. Let
We call a polynomial p ∈ F n locally maximal if there is no parameter vector h ∈ C n−1 such that for all essential derivative zeros ζ 1 , . . . , ζ r of p the functions f k (t) := f (t, ζ k (t), h) are strictly increasing on some interval [0, ε] for all k = 1, . . . , r.
A not locally maximal p ∈ F n is called extensible.
Note that a maximal polynomial in F n is locally maximal. We keep h and k ∈ {1, . . . , r} fixed for the moment. If f ′ k (0) > 0 then at least the function f k (t) is strictly increasing for small t > 0. We obtain
The first factor cannot vanish because
So the question is if ℜφ k > 0. We will determine φ k more explicitly. The derivative of q(z, t) with respect to z can be written as
This equation shows
where
It holds
and thus
So we obtain
We have q ′ (ζ k (t), t) = 0 and therefore 0 =
Further we get at the end of an elementary calculation
Then we may write
Now let
A polynomial p ∈ F n is extensible if there exist complex numbers c 1 , . . . , c r of positive real part such that the equation
. . . We apply this result to X := C n−1 as a linear space over C and take V as the convex hull of the r lines b k of the matrix in (5). The linear functional θ can be written as
with a suitable vector w ∈ C n−1 . Because b k ∈ V for all k = 1, . . . , r we have
under the assumption that 0 = we obtain the equations
We summarize:
Lemma 2. Let p ∈ F n be simple, z 2 , . . . , z n be its zeros beside 0 and ζ 1 , . . . ζ r its essential derivative zeros. Then p is extensible if there are λ 1 , . . . , λ r ≥ 0 with r k=1 λ k = 1 and
Remark: The condition on p to be simple has purely technical reasons. It could be omitted if we find a way to describe the dynamics of the derivative zeros with respect to our variation in the case of a multiple essential derivative zero as differentiable curves with a finite tangent in t = 0 (which depends on a suitable parametrization). This problem will be studied in the next section.
Polynomials with multiple derivate zeros
In this section we study the situation of multiple zeros of p ′ which are assumed to be essential critical points of p ∈ F n . Let ζ k (k = 1, . . . , r) be all these zeros of p ′ and σ k their order. Then, for small t > 0, there are distinct curves ζ kℓ (t) with ∂q(z, t) ∂z (ζ kℓ (t), t) = 0 and lim
In the last section we have already proved that
. The derivative with respect to
On the other hand the term
can vanish at most for a thin (i.e. empty interior) and closed set H 0 ⊂ C n−1 of parameters (h 2 , . . . , h n ) . If we prearrange to avoid this set a continuity argument shows that
with d k (z) = 0 for all z sufficiently close to ζ k . This shows that ζ ′ kℓ (t) must be unbounded for t → 0. So a more careful study of the situation is needed. We have
The curves ζ kℓ are equivalent (in the sense of approximating behaviour of the tangent for t → 0) to those given by the equation
The resulting curves z = z kℓ (t) of this equation are
The integral exists: if we approximate′′ by (using the fact that
uniformly on compact sets for t → 0)
and ζ kℓ (t) according (8) by
we see that it is of the type 
2 .
An elementary calculation shows that
Replacing the parameter t in our calculations in the first section by s leads to the additional definition
in the case of a multiple zero ζ k of p ′ .
The neighborhood of a maximal polynomial
Let p ∈ F n and ζ 1 , . . . , ζ R be all zeros of p ′ (pairwise distinct, without counting multiplicity). The essential critical points are, as before, ζ 1 , . . . , ζ r . We will use the following notations: K := {1, . . . , R}, K := {1, . . . , r}. Let X ⊂ K and Z ⊂ N := {2, . . . , n}. Let the matrix B(X, Z) be defined analogously to B (compare (6)). We generalize the notion of extensible polynomials in this direction, that the numbers ρ(ζ, q(z, t)) := q(ζ(t), t) ζ(t)q ′ (0, t)
are considered and we also restrict the variations on the motion of some selected zeros of p.
Definition 2. Let X = {k 1 , . . . , k ω } and Z = {j 1 , . . . , j Ω } be as above and assume that
The aim of this section is to prove that each p ∈ F n is (K, N)-extensible if not all zeros of p lie on the unit circle. Remark: p is extensible if it is (K, N)-extensible. Lemma 1 and the considerations in section 1 give:
no convex combination of the lines of B(X, Z).
We already know
for all k = 1, . . . , r. Let some P ∈ F n and
with k 1 < k 2 < · · · < k ω and j 1 < j 2 · · · < j Ω be given and assume that no zero z j of P with j ∈ Z has modulus 1. If P is (X, Z)-extensible we know from Lemma 3 that it holds for all non-negative numbers λ k with k∈X λ k = 1
for at least one j ∈ Z. We conclude that 0 ∈ C |Z| is not contained in the closed convex hull C of the vectors
On the other hand, if the origin is not in C we see from |z j | = 1 for all j ∈ Z, that 0 ∈ C |Z| is not contained in the convex hull of the lines of the matrix B(X, Z) and P is (X, Z)-extensible by Lemma 3. So we have: Lemma 4. Let P ∈ F n have no zero of modulus 1 and P, X, Z be as above. Then P is (X, Z)-extensible iff 0 ∈ C |Z| is no convex combination of the lines of the matrix
and H be their closed convex hull. If L > N then the topological boundary ∂H of H is a subset of the union of the convex hulls H ν of the sets (ν = 1, . . . , L)
. . , L and k = ν}.
Proof: Because the assertion is invariant under translations we may assume that x 1 = 0. We consider the dimension m of the linear subspace S of C N (as a vector space over R) which is spanned by x 2 , . . . , x L . Let ∂ S H denote the boundary of H in S with respect to the induced euclidean topology. Obviously it holds ∂ S H ⊂ ∂H. We have ∂ S H = ∂H if and only if m = N and ∂H = H otherwise.
1. If the remaining vectors x 2 , . . . , x L are linearily independent, then the assumption L > N implies L − 1 = N and we consider some x ∈ H with x = L k=1 λ k x k and 0 < λ k for all k = 1, . . . , L as well as
is a convex-combination of our vectors x 1 , . . . , x L and fills a full neighborhood of x in S = C N . So x ∈ ∂H if and only if at least one λ k in the convex combination of x above is zero. This shows the assertion. We remark that in this case ∂H equals the union of the H ν . This follows from the uniqueness of the representation of x as a linear combination of x 2 , . . . , x L . With respect to the induced euclidean topology on S there are obviously some of the vectors x k on the boundary ∂ S H, we assume that this is true for k ∈ K ⊂ {1, . . . , L}. We will prove that H is already contained in the convex hull H * of the vectors x k (k ∈ K). Let some x ∈ H be given. We have a convex combination
Using x 1 = 0 and 1 ∈ K as above shows that for each y ∈ S with |y| < ε for sufficiently small ε > 0 we have a convex combination of the form ∈K λ k x k is not zero, then λ 1 < 1 and thus we can write
as a convex combination. But because this an arbitrary vector of a neighborhood of x in S we obtain that x cannot lie on the boundary of H in S. So k / ∈K λ k x k = 0 and thus x ∈ H * . If K = {1, . . . , L} this already gives the conclusion. If K = {1, . . . , L} then we have a non-trivial linear combination L k=1 µ k x k = 0 and we take some x ∈ H = H * as
as convex combination. If λ ν = 0 for some ν ∈ {1, . . . , L}, then x ∈ H ν and we are done. So we may assume that λ k > 0 for all k. Then we have for each λ ∈ R
Because all λ k > 0 we find some λ such that all the coefficients λ k + λ · µ k for k ≥ 2 are non-negative and at least one of them is 0. Moreover we can arrange that
If we define λ
we obtain x as the convex combination
where at least for one k we have λ ′ k = 0. This gives the assertion. Now we consider a maximal polynomial p ∈ F n , n ≥ 3 and assume that not all zeros of p lie on a common circle |z| = ρ > 0, which me may regard without loss of generality as the unit circle (take ρ −n p(ρz) instead of p). With the notations as above it holds |K| ≤ n − 1. We know that p is not (K, N)-extensible. In this case we know that 0 ∈ C n−1 is an element of the convex hull C(K, N) of the lines of the matrix A(K, N). In the case n = 3 the considerations on the following page are superflous. If we can find a proper subset K 1 of K such that 0 is in the convex hull of the lines of the matrix A(K 1 , N), then we can skip the next step.
If this is not the case we fix some polynomial p 1 ∈ F n which has only simple derivative zeros ζ 0 k (k = 1, . . . , n − 1) and is (K, {m})-extensible simultaneously for all m ∈ N. Note that in this case p 1 is (K, M)-extensible for each M ⊂ N. The existence of such p 1 is shown in the appendix. Now we take curves z j (t) (t ∈ [0, 1]) joining z j with z 0 j for j = 2, . . . , n. This can be done in such a way that |z j (t)| < 1 for all j = 1, . . . , n and 0 < t < 1. Let p(z, t) be the polynomial in F n with the zeros z 1 (t) = 0, z 2 (t), . . . , z n (t). It holds p(z, 0) = p and p(z, 1) = p 1 We can arrange that for t ∈]0, 1] the polynomials p(z, t) have neither a multiple zero of the derivative with respect to z nor a multiple zero. For each t we have a continuously moving derivative zero ζ k (t) of p(z, t) such that ζ k (0) = ζ k for all k ∈ K. In [3] the following is proved: For the homotopy polynomials p(z, t) and j = 2, . . . , n; k = 1, . . . , r let the numbers a j (ζ k (t), t) and the resulting matrices A(K, N)(t) be defined as in (4) resp. in Lemma 4. Remark: By Lemma 6 the zeros z j (t) (0 < t ≤ 1) can be chosen in such a way that the convex hull of the lines of A({κ 1 , κ 2 }, {j 1 , j 2 })(t) does not contains the origin for each pairs κ 1 , κ 2 ∈ K and j 1 , j 2 ∈ N. The matrix A(K, N)(t) depend continuously on t. Now we choose some pair m 1 , m 2 ∈ N with m 1 < m 2 and a set ⊂ N 1 ⊂ N such that |K| = |N 1 | + 1 and m 1 , m 2 ∈ N 1 . We know that p 1 is (K, N 1 )-extensible. So we conclude that 0 is no convex combinations of the lines of A(K, N 1 )(1) and so there must be a smallest t 1 such that 0 is a boundary point of the convex hull corresponding with A(K, N 1 )(t 1 ). Lemma 5 says that we find some K 1 ⊂ K with |K 1 | < |K| such that there exists a convex combination of 0 of the lines of A(K 1 , N 1 )(t 1 ). We repeat this argument. We choose a set N 2 ⊂ N 1 containing m 1 , m 2 with |N 2 | = |K 1 | − 1 and find some t 2 ≥ t 1 and some proper subset K 2 of K 1 such that 0 is contained in the convex hull of the lines of A(K 2 , N 2 )(t 2 ). The procedure stops when a 2 × 2-matrix appears. The remaining final index sets is
The final parameter t let be t 0 . We know that 0 ∈ C 2 must be contained in the convex hull of the lines of
This contradicts our remark above if t 0 > 0. It remains to discuss the case t 0 = 0 and thus we come back to the polynomial p = p(z, 0). The matrix A(K, N), as follows from above, has the property that for all m 1 = m 2 there exists κ 1 , κ 2 ∈ K such that 0 ∈ C 2 can be written as a convex combination of the lines of the submatrix
Here the numbers κ 1 or κ 2 may be regarded as a double index kℓ 1 or kℓ 2 in the case that the underlying derivative zero is multiple. So we have the two equations 0 = λ 1 a m 1 (ζ κ 1 ) + λ 2 a m 1 (ζ κ 2 ) (12) 0 = λ 1 a m 2 (ζ κ 1 ) + λ 2 a m 2 (ζ κ 2 )
for some λ 1 , λ 2 ≥ 0, λ 1 + λ 2 = 0. Let u ∈ C with 0 < |u| ≤ 1. The polynomial p u (z) := u n p(z/u) is not (K, N)-extensible if and only if p has this property (which is assumed). So we have the equation system (12) for p u as well as for p. We are especially interested in the behaviour for u close to zero. Let some sequence u ν → 0 be given. The indices m 1 , m 2 can be prescribed, while of course κ 1 , κ 2 depend on u ν . But because the number of these pairs is finite we may assume that also κ 1 , κ 2 is independent of u ν . By (4) resp. (10) we know
if the corresponding derivative zero ζ k is simple and c k = L kℓ ζ k otherwise (note the comment above). So (12) appears for the polynomial p as If we do the same for the polynomials p uν we obtain after a short calculation
For ν → ∞ we conclude 
