In this paper, we introduce the ClusterTree, a new indexing approach to representing clusters generated by any existing clustering approach. A cluster is decomposed into several subclusters and represented as the union of the subclusters. The subclusters can be further decomposed, which isolates the most related groups within the clusters. A ClusterTree is a hierarchy of clusters and subclusters which incorporates the cluster representation into the index structure to achieve effective and efficient retrieval. Our cluster representation is highly adaptive to any kind of clusters. It is well accepted that most existing indexing techniques degrade rapidly when dimensionality goes higher. The ClusterTree can support the retrieval of the nearest neighbors effectively without having to linearly scan the high-dimensional dataset. We also discuss an approach to dynamically re-construct the ClusterTree when new data are added. We present the detailed analysis of this approach and justify it extensively by experiments.
of the directory in high-dimensions using a special split algorithm and variable sized directory nodes. The X-Tree [6] outperforms the R-Tree significantly.
The SS-Tree and SS + -Tree: The SS-Tree [8] is a similarity indexing strategy for high dimensional datasets. In contrast to the R-Tree, it uses hyper-spheres as region units. Each hyper-sphere is represented by a centroid point which is the average value of the underlying data points, and a radius big enough to contain all of the underlying data points. Query on the SS-Tree is very efficient because it only needs to calculate similarity between a region and the query point. The query strategies in [17] will still work with the SS-Tree.
For the insert operation, the SS-Tree is traversed by choosing the child node whose centroid is closest to the insert data point first. A lazy recalculation of the radius and centroid is designed to improve the insertion efficiency. When the chosen node for insertion is overflow, the SS-Tree uses the forced reinsert similar to the R-Tree: removes 30% children with the highest distance from the centroid and reinserts to the SS-Tree.
If the children of the chosen node have already been reinserted, the node must be split. The split algorithm simply chooses the dimension with the highest coordinate variance between the centroid and the children's centroids, and finds a splitting location to minimize the sum of the variances on each side of the split plane.
Compared with the R -Tree, the SS-Tree has higher fanout because the hyper-spheres for regions require half storage space of the hyper-rectangles. The SS-Tree outperforms the R-Tree and its variants on insertion and query when the dimensionality goes higher.
The SS + -Tree [18] is one variant of the SS-Tree by modifying the splitting heuristics, optimizing the bounding shape for each node. Instead of finding a splitting plane having the maximum variances on both sides, the SS + -Tree uses the k-means cluster algorithm to divide the overflow node into two children. Therefore, the splitting method in the SS + -Tree reflects the data clustering and leads to less variance within the siblings compared with the SS-Tree. In order to decrease the volume of the bounding shape for each node, the SS + -Tree uses the golden ratio method [19] to approximate the optimized data centroid for the node. The experiments show that there is some improvement on the bounding shapes, but the performance of the query has not been improved because there are underflow nodes generated by the splitting strategy.
The SR-Tree [9] : After observing the bounding rectangles for nodes occupying much less volume than the bounding spheres in the high dimensional data space, the authors designed a new index structure of combining the bounding spheres and rectangles for the shapes of node regions to reduce the blank area. The region for a node in the SR-Tree is represented by the intersection of a bounding sphere and rectangle. Thus, the overlapping area between two sibling nodes is reduced, particularly for high dimensionality. The SRTree takes the advantages of both rectangles and spheres, and enhances the query performance remarkably.
However, the storage required for the SR-Tree is larger than the SS-Tree because the nodes in the SR-Tree need to store the bounding rectangles and bounding spheres. Consequently, the SR-Tree requires more CPU time and more disk accesses than the SS-Tree for insertions.
Recently, DBIN [10] was developed which is one of a few indexing algorithms that can incorporate cluster information.
3 ClusterTree and its Construction
In this section, we will first introduce the hierarchical structure of the ClusterTree. We will then present an approach to decomposing a cluster into subclusters and the algorithm to generate a ClusterTree by decomposing clusters recursively.
The ClusterTree
A ClusterTree is a hierarchical representation of the clusters of a dataset. A ClusterTree organizes the data based on their cluster information from coarse level to fine, providing an efficient index structure on the data according to clustering. Each non-leaf node in the ClusterTree is defined as:
Node : Node id; ; (Entry 1 ; Entry 2 ; ; Entry )] (m node M node ); Entry i : (SC i ; BS i ; SN i ); where Node id is the node identifier, is the number of the entries in the node, and m node and M node define the minimum and maximum numbers of entries in the node. An entry is created for each subcluster of the cluster for which the current non-leaf node represents. In entry Entry i , SC i is a pointer to the i-th subcluster, BS i is the bounding sphere for the subcluster and SN i is the number of data points in the i-th subcluster. The bounding sphere is represented by (c; r), where c is the center and r is the radius.
Each leaf node contains pointers to the data points and has the structure:
Leaf : Leaf id; ; (Entry 1 ; Entry 2 ; ; Entry )] (m leaf M leaf );
where is the number of data points contained in the leaf node, and m leaf and M leaf are the minimum and maximum numbers of entries. Entry i contains the address of the data point residing on the secondary storage. If we store all the data points belonging to the same leaf node in linear array-like style, then for each leaf node, only the first and last entries are needed in the leaf node. Furthermore, I/O time can be greatly reduced by bulk-loading disk blocks which contain the sequentially stored data points. We define the level of a node in a ClusterTree as the length of the path from the root to this node. The level of the root is 0. It is desirable that a ClusterTree is balanced so that the levels of the leaf nodes are approximately equal.
Cluster and its Representation
Let the input dataset consist of D-dimensional points which are already clustered. For the input data without cluster information, we can apply the cluster algorithms in [20, 14] to detect clusters. For each cluster, we calculate the following parameters: the number of data points, the centroid c, and the volume of the minimum bounding sphere S. 
where N is the number of the data points in the cluster and o j i is the i-th value of data point o j in the cluster.
Thus, each cluster is represented by a hyper-sphere S.
Splitting a Cluster
Due to the arbitrary distribution of the dataset, the data points within a cluster may have arbitrary shape. The sphere used to represent the cluster must be big enough to cover all the data points in the cluster. Within the sphere, there may be some empty regions which contain no data. When the dimensionality goes higher, the empty regions will occupy most of the space bounded by the sphere. Also, two bounding hyper-spheres of two different clusters may overlap, even though the two clusters do not intersect. For the data points which belong to only one cluster, the bounding sphere of the other cluster may contain them, which may lead us to make wrong decision of the clustering information about these data points. Thus, the overlapping between two hyper-spheres might cause inaccuracy. For example, to cover the cluster C in Figure 1 -a, a sphere S centered at c should at least have radius r.
Here we define the density of the cluster as:
Density c = number of points in C volume of S = number of points in C
The gamma function ?(x) is defined as:
?(x) = Z 1 0 t x?1 e ?t dt;
where ?(x + 1) = x?(x) and ?(1) = 1. When the dimensionality is high (> 20) and r > 1, the volume of a hyper-sphere can be huge. The density will be close to 0. Thus, we simplify the volume of S as: vol(S) = r log d . When the density of a cluster falls below a pre-selected threshold or the number of the data points in the cluster is larger than a pre-selected threshold, the cluster will be decomposed into several smaller clusters.
We call them subclusters. The subclusters can be further decomposed to obtain more compact representation.
We can split a big cluster by expanding a k-medoid method [14] (see below). Figure 1 -b shows how a cluster can be decomposed.
k-medoid Algorithm to Split a Cluster
The selection of k-medoids is crucial in the k-medoid algorithm. An efficient and effective algorithm for selecting k-medoid must preserve these conditions:
Representativeness: k medoids must well represent the whole dataset.
Minimum distance: the distance of each data point to its medoid should be as small as possible.
Balance: The partition of the dataset by these medoids should be balanced.
Efficiency:
The quadratic and more expensive searching for medoids should be avoided.
The optimal algorithm for searching the best medoids is to examine all candidate combinations of k data points from the cluster which contains n data points (k << n). Given each candidate set of k medoids, for each data point in the cluster, calculate the distance between the data point to its closest medoids in the candidate set. The time complexity for examining all the k-combinations in the cluster and choosing the closest medoid for each data point is:
n k ! k (n ?k). Some improvement has been made, such as PAM in [21] . But it needs to search for a minimum on the graph G n;k , where G n;k represents the searching model. For large values of n and k, examining all nodes in the graph is very time consuming and accounts for the inefficiency of PAM to deal with very large clusters.
We now present our approach to split a cluster using k medoids. We measure the performance of splitting a cluster by the inverse of the total volumes of all subclusters generated by splitting, i.e. ; where vol(Cluster i ) calculates the volume of Cluster i and equals to the volume of the subcluster's bounding sphere. That is, the cluster partition based on the subclusters with the minimum volumes will be better because it alway has smaller overlapping and provides a compact representation for the cluster.
k-medoids determination. We first randomly select k points from the cluster and put them into a sample set. We refine the sample set to form a candidate medoid set A in which every medoid should be as far away as possible from each other. The optimal selection strategy is an NP problem for non-fixed k. We use a heuristic algorithm to solve the problem. First, we randomly pick up a data point o, and put it into the set A of the candidate medoids. Then we calculate the distance of each data point in the sample set to the data point o, choose the data point with the maximum distance, put it again into the candidate set A, and recompute the distance from each point in the sample set to its nearest medoid. We continue to do this until the 4 k points have been chosen for A.
The hill-climbing algorithm in [14] is used to choose the best k-medoids to decrease the total volumes of all subclusters, and thus improve the performance. Using the same method of choosing the candidate set A, we can generate an initial k-medoid set. To refine this k-medoid set, We first pick the subcluster with the lowest density or the minimum number of data points. A subcluster SC may have very low density or be very small, because: (1) the subcluster is formed by outliers, (2) SC is part of a natural subcluster SC 0 and the majority of data points in SC 0 have been assigned to another subcluster SC 00 , or (3) SC is likely distorted by outliers or the data points which may falsely be assigned to SC. We choose a new medoid from the remaining points in the candidate set to replace the bad medoid, and repeat the evaluation procedure until the performance does not change. After k-medoids are chosen, we assign each data point in the cluster to the closest medoid. This partition of the data points in a cluster will generate k subclusters. The selection of k. In [14] , k is an important factor for determining the quality of clustering. It has to be known a priori. In the ClusterTree, unlike the clustering approach in [14] , k needs not be known a priori. If k is set to be small, several subclusters will be combined into a big subcluster which may be further divided. If k is big, then more subclusters will be decomposed. However, k can not be arbitrarily large because some subclusters will be too small. The size of a block also limits k. In our experiments, the block size is 512 bytes. When k = 10, the size of a node is about 500 bytes. The selection of a particular k determines the height of the tree. Given the value of k, the height of the index structure can be easily estimated. Let N be the number of data points in a dataset, pageSize be the number of data points saved in a leaf node in the ClusterTree, and h be the height of a ClusterTree. The total number of leaf nodes in the ClusterTree is k h . So k h = N pageSize , and h = log k ( N pageSize ).
Generating Balanced Subclusters for a Cluster
The above approach does not necessarily generate a balanced partition for the cluster. Non-balanced partition and the inferred index structure are not efficient in terms of time and space. The worst case of the unbalanced partitions is: among all of the partitions (subclusters), only one subcluster is significant because most of the data points are aggregated into it and all of the other subclusters are trivial. Such unbalanced partitioning may occur repetitively in the further splittings. As a result, the height of the splitting is linearly comparable to the size of the cluster. The performance of search on the unbalanced index structure is highly unpredictable. The extreme case can be linear search through the whole dataset. Figure 3 -a describes the unbalanced partitions and the generated index structure.
It is unlikely to always satisfy all of the criteria listed in Section 3.2.2 for a good k-medoid partition because the minimum distance criterion may conflict with the balancing requirement. Thus, we describe a heuristic algorithm (Algorithm 3.2.3) which balances these two criteria. The input to the algorithm is a k-medoid set. The output is k nearly balanced subclusters. We do not generate the subclusters with the exactly same size because it would destroy the structure of the subclusters. In Algorithm 3.2.3, Step 1 assigns each data point in cluster C to its closest subcluster.
Step 2 checks whether there is a subcluster which includes more than half of data points. We know that there is at most one subcluster whose size can exceed n 2 , where n is the number of the data points in cluster C. At step 3, we shrink the size of the biggest subcluster SC l by picking the data points which fall far away from their medoid m l and reassigning them to other subclusters. One method is to sort all of the data points by their distances to the medoid, and then pick jSC l j? n 2 2 data points with the longest distance. The general sorting algorithm takes about O(n log n) time.
If the dataset is huge, sorting is time-consuming. We use algorithm SELECT 3 in [22] to decrease the size of SC l . Given i and an array A of elements, SELECT returns the ith smallest elements of the array A. It was proved in [22] 
Algorithm for Building ClusterTree
We now present an algorithm to build a height-balanced ClusterTree. Algorithm 3.3 gives the details of generating a ClusterTree. In Algorithm 3.3, pageSize is determined by the disk block size (M) and the size of a data point ( ), where = dimensionality sizeof(element of a data point). pageSize can be calculated by the formula: pageSize = M . Stack is used to store the nodes which need to be processed. When the stack is not empty, the node on top of the stack will be popped. The child nodes will be created for each of the entries belonging to the popped node. If some of the child nodes need to be further split, then they will be pushed into the stack. When the stack is empty, which means that all of nodes are processed, the procedure of creating the ClusterTree is finished.
Algorithm 3.3: Build ClusterTree
Input : clusters fC 1 ; C 2 ; : : : C g Time Complexity. Assume that we know the cluster information of the dataset DB, where jDBj = N.
During the growth of the ClusterTree, we need to scan the whole dataset O(k) times for each level of the ClusterTree. The height of the ClusterTree in the worst case is O(log N). Thus, the time complexity to construct the ClusterTree for DB is O(k N log N). In the average case, the time complexity to construct the ClusterTree is O(k N log k N), since the height of the ClusterTree is O(log k N).
Similarity Queries
Similarity queries can be classified into two categories: range queries and p-nearest-neighbor (p-NN) queries.
The definitions for these two categories have been given in [23] : 
Range Query
A range query is represented as a query sphere which is centered at q with radius . In the ClusterTree, the range query should be performed in the related clusters which intersect with the range query. The query has high chance to intersect with several clusters. So these clusters can be selected simultaneously. Other clusters which do not intersect with the query sphere will not be considered. We perform recursive search in each cluster. Figure 4 shows how to direct a query. At the first level, the query sphere intersects with three clusters A, B, and C. So these three clusters will be searched. Cluster A has four subclusters, of these, only A4 intersects with the query sphere. Of the subclusters of B, only subcluster B4 intersects with the query sphere. At the bottom of the ClusterTree, we only need to search subclusters A4 and B4. By checking the data points in the two subclusters, B4 has three points within the query range. Thus, B4 will be selected as the most related cluster and the query result set NN (q) is fr 1 ; r 2 ; r 3 g.
p-Nearest Neighbors Query

Distance Measurement for Nearest Neighbor Search
Given a query point q and a ClusterTree, the search is to look through the nodes of the ClusterTree to get the pNearest Neighbors. We provide three distance measurements for ordering the nodes involved in the search: We define the average distance between an entry in a node and the query point as: d avr (q; Entry(SC; BS; SN)) = d avr (q; BS). Similarly, we can define the maximum and minimum distances between an entry and the query.
The p-NN query can be converted to a range query, given that we can find a threshold d p such that NN p (q) NN dp (q) and 8d p 0 < d p ; NN p (q) 6 NN dp
If the minimum threshold d p is known in advance, then the problem can be solved using a range query. But d p is normally unknown in advance. By specifying an arbitrary threshold d p for a range query, we can still perform the p-nearest neighbor query. However, the selection of the threshold d p is difficult because users may not know the dataset in detail and the dissimilarity can not always be smoothly mapped into a distance parameter d p in the Euclidean metric. If d p is too small, then not enough data will be retrieved. If d p is too big, then many unnecessary nodes in the ClusterTree will be checked. The selection of d p plays a crucial role in the efficiency of the query algorithm. The following property can help adjusting the value of d p . Proof: Suppose NN p (q) 6 NN (q). There exists a data point r: r 2 NN p (q) and r 6 2 NN (q). Because jNN (q)j p, there also exists a data point r 0 : r 0 2 NN (q) and r 0 6 2 NN p (q). Therefore, d(r 0 ; q) < d(r; q), which contradicts the definition of the p-nearest neighbors. 2
Property 1 For a given
There might be more than one data point sharing the same p-th distance to the query point q, so the pnearest neighbor set NN p (q) might not be unique. In this case, most implementations nondeterministically pick up some data points with the p-th distance value. Property 1 still holds for all of the possible p-nearest neighbor sets. We provide the following algorithm to initialize the d p .
First, it sorts all entries in the root in the increasing order of the maximum distance d max between an entry and the query q. Then, it scans the entries and sums up the number of the data points in them until it reaches an entry Entry j such that the total number of the data points in the scanned entries exceeds the query parameter p. 
Nearest Neighbor Search Algorithm for ClusterTree
We now present a revised branch-and-bound algorithm which finds the nearest neighbors, discuss the efficiency of the search algorithm based on d avr and d min ordering, address the disadvantages of both orderings, and finally provide a combined search algorithm for nearest neighbor search to enhance the pruning efficiency.
Search order among siblings:
The order of visiting the sibling branches rooted at the current node can affect the efficiency of pruning. If the branch close to the query is picked first, the threshold d p can be decreased. When the search later comes to another sibling branch which is further than the previous one, this 
Query Point
The NN is somewhere in there branch can be pruned right away. Therefore, the search ordering should reflect the possibility that the nodes containing the query results in improving the performance, and the nodes with high possibility should be searched first. Usually, the possibility for a node containing the query results is estimated by the minimum distance d min or average distance d avr . The search algorithm using minimum distance based ordering is called minimum distance based search (MDS), and the one using average distance based ordering is called average distance based search (ADS).
There are other factors affecting the accuracy of using the distances d min or d avr to estimate the possibility for a node to contain the query results, such as the layout of a node or the data distribution within the node. When the data layout in a node is compact, there is high probability (confidence) that some data points locate on the border region close to the query point. d min can give a good estimate of the distance between the query point and its nearest points within the node. d min shows better performance in [17] because when the dimension is low, R-tree is very efficient and nodes are relatively compact. But when the node is sparse, the d min can not give good estimation, see example in [17] . For this type of nodes, the center of the bounding sphere has relatively higher concentration of data points compared with the surface of the bounding sphere. Only when the query is close to the centroid, will it have high chance to obtain more neighboring points from this node. Therefore, the average distance d avr has better estimation of the possibility.
Even in a single index structure, neither d min nor d avr has uniform estimation because the nodes in an index structure do not have the same layout. In Figure 5 : d min (q; S 1 ) < d min (q; S 2 ), and d avr (q; S 1 ) < d avr (q; S 2 ). Both MDS and ADS will choose S 1 first, which does not contain the nearest neighbors. Therefore, we define an optimized distance d opt to determine the search order:
d opt (q; Sphere(c; r)) = w 1 d min (q; Sphere(c; r)) + w 2 d avr (q; Sphere(c; r));
where is the density of Sphere(c; r), w 1 = +1 , and w 2 = 1 +1 . Here w 1 + w 2 = 1. We use the density of the nodes to estimate the compactness. As we can see, when the density increases, the weight of d min increases, d min plays important role in determining the possibility. While the density decreases, d avr is chosen for the distance between a query point and the node. The search algorithm using the optimized distance d opt based ordering is called optimized distance based search (ODS). In Figure 5 , S 1 has very low density and S 2 has much higher density than S and S 2 will be chosen first for the nearest neighbor search. In the experiment section, we will compare these three distance metrics.
Traversing order in the whole ClusterTree Our p-NN algorithm uses the depth-first search instead of the breadth-first search because it has better pruning ability. When the search goes down from the root to the leaf, the radii of the bound spheres will become smaller and the precision of bounding spheres will increase gradually. The depth-first search can quickly sink to the bottom of the ClusterTree. As soon as the first k data points are retrieved, we have more precise knowledge about the distance threshold d p . Therefore, d p can be adjusted optimally in the depth-first search.
Compared with the branch-and-bound algorithm proposed in [17] , our depth-first search combines downward pruning and upward pruning to a simple one, named as sibling pruning. It uses stack to capture the kernel concept of the depth-first search. Because threshold d p can be changed optimally in the depth-first search, sibling prune can still be as effective as the two prunings in [17] . The algorithm is listed as follows: 
Dynamic Insertion
An index structure must handle the dynamic insertion of new coming data points, which requires that the underlying clusters be adjusted correspondingly. Most clustering approaches can not add new data points efficiently, which greatly limits the flexibility of the clustering approach. Dynamically inserting any kind of data points to the ClusterTree should be supported because large datasets may expect many new data points to be added. However, static structures that are organized or optimized normally allow much more efficient queries than the fully dynamic structure.
When a new data point is inserted into the clusters, it may perturb the whole structure of the index built on top of the clusters. We can divide the new data points into three categories according to the degree of its perturbation on the clusters:
Cluster points: are either the duplicates of some data points in a cluster or very close to some data points in a cluster, and can be safely inserted into the leaf nodes without changing the structure of the cluster and its subclusters.
Close-by points: are the data points which are neighbors to some points in the clusters. They can be inserted into some clusters with slight changes in the shape of the cluster.
Random points: Their locations are totally nondeterministic, either they are far away from all of the clusters and can not be bounded by any bounding sphere of the ClusterTree, or they might be included in the bounding spheres of the clusters at each level, but they do not have any neighboring cluster points. In the first case, these random points can be collected into a set. Later on they are saved into a new ClusterTree. We only focus on the second case because they affect the original ClusterTree. A single random point is treated as noise and can be ignored. But when the random points accumulate, they might form some pattern of a new cluster. Or they might cause the merge of some clusters. Thus, they may change the distribution pattern of the dataset and outdate the original index structure. This will seriously affect the benefit of the clustered index structure and lead to the reorganization of the clusters.
To minimize the impact of insertions on the index structure, we design different strategies for each type of new data points. A query of the new data point on the tree can collect the neighbor information of the data point and classify it into one of the three categories. Thus, we can know what type of the data point it is. The cluster points will be directly inserted into the leaf node. The close-by points will be inserted into the leaf node which contains its nearest neighbors. The radius and the centroid of the leaf node need to be adjusted.
If a new data point does not have any neighboring point, it will be classified as a random point. In the probabilistic point of view, a single random point is noise regarding to the whole dataset. But when many new random points come in, they may form new clusters in the distribution, or they might be natural growth of some clusters. When several clusters intersect because of growth, they will merge into the same cluster. Figure 6 shows that a newly generated cluster will gradually merge with an existing cluster when more and more insertions have been performed.
The insertions of the random points are extremely hard because of the following reasons: (1) the insert order of the random points can be arbitrary, and the cluster algorithm can not predict where the insertions will be, and (2) lack of knowledge on what comes next may lead to wrong decision. If the ClusterTree inserts the random points as soon as they come, the nodes will be expanded randomly, which makes the cluster representation inefficient and inaccurate. We designed a well organized structure which can accommodate large number of new data points and new clusters. We proposed a delayed insertion approach which stores a single random point without changing the radius and centroid of any node in the ClusterTree, and optimizes the newly inserted data points when the amount of random points reaches a certain threshold. The reorganization is very time consuming when more nodes and data points are involved. This happens when the nodes on the top of the ClusterTree need to be reorganized. We start to optimize the nodes on the lower level (close to leaves) first and propagate the optimization up to the upper level (close to root) of the ClusterTree when the lower level optimization can not efficiently reorganize the data points.
Our approach is not sensitive to the insertion order of the new data points, and does not waste time on making wrong decision. By inserting the new data points into the fairly close node, the index structure can coarsely partition the new data points, which greatly benefits the further clustering on the new data points.
Insertion of Random Points
Here is how a random point is inserted into the index structure. Starting from the root, if the bounding sphere of a node contains the data point, the children of the node will be checked to see whether their bounding spheres still contain the random point. If so, the children's children will be inspected until the random point can not go down. Due to the overlapping between bounding spheres, one random point might end up in several bounding spheres. The most related bounding sphere would be selected based on the cluster information. We define the maximum inclusion depth of a point o in a ClusterTree as: If no bounding sphere S in ClusterTree T contains o, then we define L o = ?1. We will collect this type of data points for creating another ClusterTree. In Figure 7 , the bounding spheres of clusters B and C both include p, and the subclusters B3 and B4 of B also include p. But none of the subclusters of C includes p. Here, L p = 2. a random data space to store the newly inserted random points and p will be stored in the random data space in B3.
Reorganizing Subtree
When many random data points are inserted into the ClusterTree and the amount of random data points reach a threshold, the nodes need to be reorganized. The threshold for node i is defined as: = Number of Random Points in node i Number of Random Points + Number of Cluster Points in node i :
We call as reorganizing fraction parameter. The selection of can determine the dynamic property of the ClusterTree. When is small, the ClusterTree will be updated in response to a small amount of random data points. We delay reorganization until it is necessary. When the percentage of the random points reaches 1 k 100% of all of the data points belonging to the current internal node, the original k subclusters of the node can not effectively represent the data points in this node. We must reorganize the current node in order to keep the ClusterTree optimized. Thus, we set = 1 k 100%. The reorganization of a node is also based on the k-medoid method. All of the data points in the node are treated as a subcluster and the same k-medoid method will be applied to split the subcluster recursively until a new subtree is established. When the subtree is built, the height of the ClusterTree may increase. We design a force reinsertion to keep the ClusterTree balanced. Figure 8 shows the procedure of the force reinsertion. When the height of the newly reorganized subtree is increased, it would be moved up to the sibling of its original parents. But the number of the children in a node is fixed as k. The child node with the smallest number of data points is removed from the children list of node A, and its data points are reinserted back to A. When for A is reached, it should be reorganized also, and optimization will be propagated to the upper levels until ClusterTree does not have any node with the threshold reached. Real Dataset. We also conducted our experiments on GIS dataset: the forest-coverage dataset [25] , which consists of 581K records. Each data record is a 54-dimensional data point, which includes elevation, aspect, slope, etc. The dataset was divided into 7 clusters by US Forest Services. We created the datasets with varying dimensions and numbers of data points by projecting and selecting data points from the forest coverage dataset. The size of a dataset ranges in 50,000, 100,000, 150,000, ..., 550,000 and 581,000. The dimension ranges in 5, 10, ..., 50 and 54.
Building ClusterTree
We measure the performance of constructing the ClusterTree and the SR-Tree for the real datasets under the same conditions. Figure 9 -a and 10-a show the scalability as the size of the datasets increases from 10,000 to 581,012 data points. The average time complexity of constructing a ClusterTree is O(k N log k N). When k = 10 and N < 600; 000, the time complexity degrades to be linear. As expected in Figure 9 -a, the running time scales linearly with the size of the datasets. Figure 9 -a shows the comparison between the ClusterTree and the SR-Tree, and the speed-up factor of the ClusterTree over the SR-Tree with respect to the CPU and disk I/O time ranges between 2.5 to 8.1. We can also see the increasing scale of building ClusterTree is much smaller than that of SR-Tree. The reason is that the ClusterTree only needs to calculate the bounding sphere, while the SR-Tree has to calculate the minimum bounding hyper-rectangles and spheres. 
Dimensions Time for CPU and disk I/O (seconds)
10,000 50,000 100,000 150,000 200,000 250,000 300,000 350,000 400,000 450,000 500,000 550,000 581,012 spect to dimensionality. Figure 9 -b shows the comparison between the ClusterTree and the SR-Tree with different dimensionality, and the speed-up factor with respect to the CPU and disk I/O time ranges between 4 and 18. The construction time of the SR-Tree is highly affected by dimensionality. While the ClusterTree is not impacted by dimensionality at all. The linear increment comes from the distance computation for the increasing dimensionality. Figure 10 gives the overall construction time of the ClusterTree under different dimensionality and dataset sizes. Each curve in Figure 10 -a represents CPU and disk I/O time of building ClusterTree for 13 datasets with different dataset sizes and the same dimensionality D, and it is labeled by the dimensionality D. Each curve in Figure 10 -b represents CPU and disk I/O time of building ClusterTree for 11 datasets with different dimensionality and the same dataset size, and it is labeled by the dataset size. They both show that the constructing time is linear in relation to dimensionality and dataset size.
Performance on Insertion
We randomly generated up to 1000 data points and inserted to the ClusterTree and SR-Tree. These data points include cluster points, close-by data points and random points. to the centroid. Figure 11 -b shows that the total number of disk accesses including disk reads and writes is linear to the number of data points when random data points are inserted into the ClusterTree. Figure 11 also shows that inserting a new data point to the ClusterTree costs no more than 0.02 second and 40 disk accesses. The dynamic insertion to a ClusterTree does not significantly impact on the whole index structure. And also it does not slow down the on-line response time for queries. Figure 12 -b shows that the number of disk accesses for inserting data points increases slightly when the dimensionality increases because the number of nodes in the ClusterTree is mainly determined by the size of the dataset, increasing dimensionality does not significantly change the number of nodes in the ClusterTree. Therefore, the number of nodes accessed in the process of insertion is not affected when the dimension increases, as shown in Figure 12 
Performance on Query
We now evaluate the performance of the nearest neighbor search in the ClusterTree. Due to the space limitation, we will not show experiments for range queries because the nearest neighbor search is essentially a range query with changing search scope. The effectiveness and efficiency of the nearest neighbor search are determined by the index structure and search algorithms, they are represented by the following parameters:
Accuracy of the retrieval results.
Retrieval percentage: the percentage of data points searched to obtain the nearest neighbors.
Speed-up factors of CPU time and the time spent on disk I/O when the ClusterTree is compared with the related approaches.
Number of the nodes (internal nodes and leaves) accessed in the process of searching the nearest neighbors.
All of these parameters will change when the size of datasets expands, the dimensionality goes higher, or the number of the nearest neighbors required grows. The experiments include two parts: We aim to demonstrate the effectiveness and efficiency of the ClusterTree for the nearest neighbor search by comparing with other existing index structures; and we also need to show the efficiency of the proposed nearest search algorithms for the ClusterTree by comparing with the optimal search algorithm which can achieve the best performance. The next paragraph describes an optimal search algorithm which is used for the experimental comparison.
Given a query of p-nearest neighbor search, the p-th nearest distance to the query is calculated in advance, then this p-nearest neighbor search can be transformed into a range query which uses the p-th distance as the search range. Obviously this range query can guarantee the best performance for the p-nearest neighbor search. We call this range query algorithm as an optimal search algorithm(OPT).
Accuracy of Retrieval and Fraction of Data Searched
Our approach can accurately perform the p-nearest neighbor search. For a given query, it only searches within the most related clusters for the nearest neighbors. Tables 2 and 3 show the comparison between our approach and DBIN. From the tables, the ClusterTree achieved 100% accuracy on searching the nearest neighbors. DBIN is based on a probabilistic approach, and also achieves very high accuracy. The fraction of the data points that are searched in our approach is much lower than that of DBIN because the ClusterTree decomposes a cluster into several subclusters. Instead of searching the entire cluster, it searches the related subclusters. DBIN only performs queries at the cluster level. Figure 13 shows the detailed comparison between the ClusterTree and SR-Tree on 10-dimensional datasets with different sizes. The synthetic datasets used are: Datasets 1, 2, ..., 10. Figure 13-a and b show the 5 and 100-nearest neighbor searches with the size of the datasets changing from 100,000 to 1000,000. The retrieval percentage for 5-nearest neighbor search decreases from 12.5% to 3%, and the retrieval percentage for 100-nearest neighbor decreases from 13% to 6%. When the size of the datasets is small, the cluster is very sparse. The search range can include most of the points. When the size of dataset increases, the clusters become dense, the neighboring data points are clustered into the same cluster or subcluster. Therefore, the search region can be reduced. For small datasets, we can afford searching large part of the dataset, the response time can still be very low. But for the large dataset, the retrieval percentage is crucial to the performance. The experiments show that the retrieval percentage decreases when the size of the datasets becomes larger. This can reduce the cost of the CPU time and disk accesses. Figure 13 -a shows that ODS has uniformly lower retrieval percentage than MDS, ADS and the SR-Tree. The SR-Tree has relatively high retrieval percentage when the size is 100,000, but its retrieval percentage decreases very fast and outperforms MDS and ADS slightly when the size is 200,000 400,000. MDS and ADS perform better than the SR-Tree when the size of the datasets Table 3 : Accuracy and fraction searched for 30-dimensional real dataset with 100,000 data points.
is bigger than 400,000. The experiments demonstrate that ODS is superior to MDS and ADS. Figure 13 -b shows three search algorithms all have better performance than the SR-Tree. Figure 13 -c shows the retrieval percentage for p-nearest neighbor search in a dataset with 100,000 points, where p=1, 2, ...100. The retrieval percentages for these four search strategies are very close. Figure 13 -d shows the result for a dataset with 1000,000 points. The ClusterTree outperforms the SR-Tree for any given value p in both datasets. Figure 14 shows the performance for the nearest neighbor search in the GIS dataset of the forest coverage. Each curve in Figure 14 -a shows the retrieval percentage of the datasets with different dimensionality and a fixed dataset size, and each curve is labeled by this dataset size. When the dataset is small, such as 50,000 data points, the retrieval percentage is close to 20%. When the dataset is large, the retrieval percentage is only about 5%. The datasets with 550,000 data points have the lowest retrieval percentage. Figure 14 also shows when the size of the datasets increases, the retrieval percentage decreases. Figure 14 -b gives an example of 100-NN nearest neighbor search in 10-dimensional datasets with 50,000 550,000 data points. The retrieval percentage is 17% with the dataset of 50,000 data points, it decreases to 6% when the size of the dataset is 550,000. Figure 15 -a shows the retrieval percentage of the 5-nearest neighbor search when the dimension is 5, 10, ... 50 and the size of the datasets is 100,000. Datasets 11, 12, ..., 20 used in this experiment are synthetic. The SR-Tree reaches the percentage of 50% when the dimension is 40, while the ClusterTree still keeps the retrieval percentage lower than 20%. The MDS performs slight better than ADS, and ODS achieves the best performance among these three search methods. ODS almost reaches the performance of the optimal search algorithm (OPT). Table 4 lists the 10 and 40 dimensional retrieval percentages. When the dataset is 5-dimensional, ADS performs better MDS (shown in Figure 15-b) , while MDS shows better performance when the dataset is 10-dimensional (shown in Table 4 ). In both datasets, ODS has lower retrieval percentage than MDS and ADS. As discussed in Section 4. sideration. Therefore, for different data distributions, neither of them can achieve better performance uniformly. ODS takes advantage of the data distribution, therefore, it achieves better performance than ADS and MDS. ODS almost has the same performance as OPT, as shown in Figure 15 and Table 4 . As Table 4 shows, when the dataset is 40 dimensional, the SR-Tree searches half of the dataset to get the nearest neighbors. This result derives from the distribution of the distances between the data points within the dataset. [9, 26] show the minimum distance between any two data points grows drastically as dimensionality increases, and the ratio between the minimum distance and maximum distance is more than 60% when the dimensionality is 40. That means that the variation of distance decreases when the dimensionality increases. This also leads that the ratio between d min and d avr is close to 1. Therefore, MDS, ADS, ODS and OPT have similar performance when dimension is 40, as shown in Table 4 . With the introduction of clusters and subclusters, the retrieval percentage of the ClusterTree is 30% lower than that of the SR-Tree.
CPU and Disk I/O Time
Performance of nearest neighbor search on various dataset sizes. In this experiment, we measure the performance behavior with the synthetic datasets of the different sizes in term of CPU time and the time spent on disk I/O. The 10-dimensional synthetic datasets used are: Datasets 1, 2, ..., 10. Their sizes are from 100,000 to 1000,000. Previous experiments show that ODS has better performance than ADS and MDS. In this experiment, we only show the result of ODS for the ClusterTree. Figure 16 shows the total time elapsed when the 5-NN, 30-NN and 100-NN are searched in the dataset with varying sizes. When the size of a dataset increases, the number of the nodes in the ClusterTree also increases. A search algorithm needs to access more nodes to obtain the nearest neighbors, which slightly increases the CPU and the disk I/O time spent on search. As shown in Figure 16 , the increasing scale of the total time is very small when the ClusterTree is compared with the SR-Tree and Pyramid-Tree, also the ClusterTree spends less time than the SR-Tree and Pyramid-Tree for the nearest neighbor search. Based on the experiment results in Figure 16 -a, the speed-up factor of the ClusterTree over the SR-Tree starts at 11.4, decreases slowly to 3.8 when the dataset increases, the average speed-up factor is 4.6. The speed-up factor of the ClusterTree to the Pyramid-Tree starts at 1.6, slowly increases to 2.29 when the size of the datasets increases to 1000,000. Previous experiments show that the ClusterTree has very low retrieval percentage, therefore the time spent on reading the data points into main memory from disk and checking whether the data points are the nearest neighbors is relatively low when compared with SR-Tree. Table 5 shows the running time of p nearest neighbor search in three datasets with sizes 100,000, 500,000 and 1000,000, which includes CPU and disk I/O time. All time values are represented in seconds. When the dataset is 100,000, the speed-up factor of the ClusterTree over the SR-Tree starts at 9.33 for p = 2, and increases to 43.4 for p = 100. The speed-up factor of the ClusterTree over the Pyramid-Tree starts at 1.5, and increases to 1.9. This experiment shows that the ClusterTree outperforms the competitive structures for very small queries as well as for large queries. For a large query, the ClusterTree even performs better! Performance of nearest neighbor search on different dimensionality. In this experiment, we tested the effect of Curse of Dimensionality on the performance of the index structures. The synthetic datasets used here have 5, 10, ..., and 50 dimensions. Figure 17-a and b show the results of the 5-NN and 100-NN for all of the dimensions. Figure 17 -b only shows part of the result for the SR-Tree. As expected, the running time of the ClusterTree on query scales linearly with the dimensionality of the datasets. The scale is lower than both SR-Tree and Pyramid-Tree. We observed in Figure 17 -a that the speed-up factor of the ClusterTree over the SR-Tree starts at 2.62, and reaches its highest value 22.03 when dimension is 40 and p = 5. Figure 17- b shows that the speed-up factor of the ClusterTree over the SR-Tree starts at 8.16, and reaches its highest value 87.20 when dimension is 40 and p = 100. The speed-up factor of the ClusterTree over the PyramidTree ranges between 1.2 and 3.1, and it scales up when the dimensionality increases. That means that the ClusterTree is even faster than the others when the dimensionality goes higher. The performance curves for the SR-Tree and Pyramid-Tree are not monotonic because the query points are randomly picked and their neighboring information related to the dataset can significantly impact the query efficiency. In contrast, the response time of the ClusterTree monotonically increases because the percentage of the data points searched increases with dimensionality, as shown in Figure 15 Dataset size = 500,000
Dataset size = 1000,000 ClusterTree has very low increment. Figure 17 -d shows the total elapsed time of the ClusterTree and the Pyramid-Tree when the dimensionality is 50, and we can see the speed-up factor here is close to 3. It also shows that the time does not increase even when the size of the query increases. This result derives from the curse of the dimensionality. As discussed in [27] , the effect for high dimensionality is the large extension of query regions. The expected value of the nearest neighbor distance approaches high value when the dimension increases. Given a unit data cube R 0:0:::1:0] D , where D is the dimensionality and D 20, and each component of data points ranges from 0:0 to 1:0, for any dataset in this cube, the distance between the query point and its nearest neighbor (p = 1) reaches a value of 0.5, i.e. the nearest neighbor sphere has the same diameter as the complete data space. This leads to that the value of p has a minor influence on the search scope.
Therefore, the total time does not change significantly as shown in Figure 17 -d. This experiment shows that the ClusterTree runs faster than the Pyramid-Tree and SR-Tree when the dimensionality goes higher. The major reason is that the ClusterTree considers the clusters in the query and groups the neighboring points within the same (sub) cluster, the search region only includes a few nodes close to the query point. Therefore, it demonstrates the effectiveness of applying data clustering in the index structure design.
Performance Evaluation Using Real Datasets. In this series of experiments, we use the forest coverage datasets to demonstrate the practical applicability of the ClusterTree. We also compare it with the SR-Tree over these real datasets. We vary the number of the nearest neighbors, the size of the dataset and the dimensionality, and measure the total query time (CPU + disk I/O time). Figure 18 -a shows the query time for p-nearest neighbor search when the size of the dataset is 50,000 and the dimensionality is 10. Figure 18 -b shows the result when the size of the dataset is 500,000 and dimension is 54. Figure 18-c and d show the query time when we fix p and dimensionality D, and vary the size of the datasets. Figure 18 -e and f show the query time when we fix p and the size of the datasets, and vary the dimensionality D. The results presented in Figure 18 confirm the previous results on the synthetic datasets:
the ClusterTree outperforms the competitive index structures.
Number of Nodes Accessed
We also conducted experiments to test the number of the nodes accessed in the nearest neighbor search when the query size, the dimensionality, and the size of datasets change. We aim to test the effectiveness of the search algorithms and compare their performance in term of the number of the accessed nodes for queries. Figures 19 and 20 show the performance of the ClusterTree with ADS, MDS, ODS, and OPT. Figure 19 -a shows the number of the nodes accessed vs. the size of the 12-dimensional datasets when p = 100. The size of the datasets ranges from 100,000 to 1000,000. Figure 19-b and c show the results of a p-nearest neighbor search for two datasets with 500,000 and 1000,000 data points respectively. ODS has less number of the accessed nodes than MDS and ADS, it only accesses a few more nodes than OPT. The numbers of the accessed nodes in these four algorithms are not sensitive to the size of query and the size of the datasets. The scale of the increase is much lower than linear increment. When the size of dataset reaches 1000,000, the number of access nodes even decreases as shown in Figure 19 -a. Here ADS performs better than MDS. In an index structure with many empty regions and overlaps, ADS search among the sibling nodes results in that the node having the closest centroid to the query point would be picked first. The centroid of a node represents the data points within the node, and the query close to the centroid has higher probability to obtain more neighboring points. In this case, ADS can perform better than MDS. But this is not always true in the experiments in the following section, where MDS can perform better. Figure   20 -c shows that the number of accessed nodes increases slowly when query size increases (the dimensionality is 25). And Figure 20 -d shows the number of accessed nodes does not significant increases when the dimension is 50. We know that the efficiency of the query processing using the X-Tree rapidly decreases when the dimensions go up to a certain point where the super nodes in the X-Tree are very large and they have to be linearly searched. When the dimensions of the dataset are greater than 30, the number of the nodes accessed grows linearly with the index size. Our ClusterTree and its search algorithms do not suffer from this kind of problems. From Figure 20 , we observed that MDS outperforms ADS in term of the number of the accessed nodes, and it searches up to 100 less nodes than ADS. ODS performs better than MDS and ADS. The superiority of ODS lies in the fact that it uses a successful combination of MDS and ADS of the ClusterTree. MDS fails to make correct selection when the data points in the node is sparse, and this might result in that some extra nodes are searched. ADS fails to make right decision when the data points in the node is compact, and this results in that the node having the nearest neighbors might be searched after other nodes which do not have any of the nearest neighbors.
Conclusion
In this paper, we have proposed a new indexing approach (termed ClusterTree) to representing clusters in a hierarchical structure. We have also presented an approach to dynamically re-construct the ClusterTree when new data points are added. By integrating the cluster representation with the index structure, the ClusterTree supports a multi-dimensional index for the nearest neighbor search which can effectively exploit the structure of the dataset. The ClusterTree works well for high-dimensional datasets, especially in supporting efficient queries. We conducted comprehensive experiments on both synthetic datasets and real world datasets. The overall results show that the ClusterTree outperforms several newest index structures for high-dimensional datasets. The experiments also demonstrated that the clustering and further subclustering approach could greatly reduce the fraction of data that need to be searched to find the nearest neighbors.
