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A minimally-invasive way to detect the presence of a stealth target is to probe it with a single photon and
analyze the reflected signals. The efficiency of such a conventional detection scheme can potentially be enhanced
by the method of quantum illumination, where entanglement is exploited to break the classical limits. The
question is, what is the optimal quantum state that allows us to achieve the detection limit with a minimal
error? Here we address this question for discrete signals, by deriving a complete and general set of analytic
solutions for the whole parameter space, which can be classified into three distinct regions, in the form of “phase
diagrams” for both conventional and quantum illumination. Interestingly, whenever the reflectivity of the target
is less than some critical values, all received signals become useless, which is true even if entangled resources
are employed. However, there does exist a region where quantum illumination can provide advantages over
conventional illumination; there, the optimal signal state is an entangled state with an entanglement spectrum
inversely proportional to the spectrum of the environmental state. These results not only impose fundamental
limits in applications such as quantum radars, but also suggest how to become immune against the attack of
minimally-invasive detection.
PACS numbers: 03.65.Ud, 03.67.Mn
Introduction— One of the most important tasks in quan-
tum information science is to understand how physical pro-
cedures related to information processing can be improved
by exploiting quantum resources such as entanglement [1].
Apart from the well-established applications such as quantum
computation [2], simulation [3, 4], teleportation [5], metrol-
ogy [6], etc., the area of quantum illumination [7–21] is
emerging as a promising and novel quantum method for in-
creasing the sensitivity or resolution of target detection in a
way that can go beyond the classical limits. The primary goal
of quantum illumination is to detect the presence or absence
of a target, with potentially a low reflectivity and in a highly-
noisy background, by sending out an entangled signal and per-
forming joint (POVM) measurements. More specifically, the
setup of quantum illumination consists of three parts: (i) a
source emits a signal entangled with an idler system kept by
an receiver; (ii) if a target exists, the receiver obtains the re-
flected part of the signal in addition to the background noise;
otherwise, only the background noise can be received; (iii) the
receiver perform a joint POVM measurement on the whole
quantum system and infer from it the presence of the target.
An intriguing feature of quantum illumination is that it
is highly robust against loss and decoherence; one can still
gain quantum advantages, even if the signal is applied to
entanglement-breaking channels [22]. As an important appli-
cation, one can apply quantum illumination to secure quantum
communication [9, 23–26], where the sender encode a 0-or-1
message by controlling the presence of absence of an object
and the receiver determine its presence by illuminating entan-
gled photons; in this way, an eavesdropper who does not have
access to another half of the entangled signal could virtually
know nothing about the message communicated [9].
An experimental implementation [24] of the protocol above
suggested that quantum illumination can provide a reduction
up to five orders of magnitude in the bit-rate error against an
eavesdropper attack. Furthermore, experimental implementa-
tions of quantum illumination have been extended from the
optical domain [11, 24, 27] to the microwave domain [12].
This progress is significant, as in the optical domain, the nat-
ural (thermal) background radiation on average contains less
than one photon per mode. Consequently, artificial noise is
necessary to implement quantum illumination at optical wave-
lengths [24].
In fact, quantum illumination represents an applications of
a larger class of problems called quantum channel discrimi-
nation [28]. However, only very few analytic solutions have
been discovered; in fact, quantum channel discrimination is
generally a very hard computational problem [29]; it is com-
plete for the quantum complexity class QIP (problems solv-
able by a quantum interactive proof system), which has been
shown [30] to be equivalent to the complexity class PSPACE
(problems solvable by classical computer with polynomial
memory).
Here we show that the problem of one-shot quantum illu-
mination, for any given parameter regime and for signals with
any finite dimension, can be solved completely with a com-
pact analytic solution. More specifically, our main results
include a derivation of an analytic expression for the mini-
mized error probability for target detection in quantum illu-
mination, where the minimization is over all possible POVM
measurements and for all possible finite-dimensional (entan-
gled) probe states. Furthermore, the optimal state we obtained
depends only on the spectral information of the environment
signal; in other words, the minimized error probability can al-
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2ways be achieved without even knowing the reflectivity and
occurrence probability of the target.
On the other hand, quantum discord, a measure of non-
classical correlation [31], was suggested [15, 32] to be the
reason for the quantum advantages gained by quantum illu-
mination. However, this conclusion is not applicable to our
results. In fact, the authors [32] only consider completely-
mixed environment; one can construct counter examples vi-
olating the conclusion of Ref. [32] for general environments
(see appendix).
Model of one-shot quantum illumination— Let us first
consider conventional illumination. Suppose the individual
photonic state ρ be described by an d-dimensional density ma-
trix, and the thermal noise of the environment is denoted by,
ρE =
∑d
i=1 λi |θi〉 〈θi|, where λi satisfies λ1 > λ2... > λd
and
∑d
i=1 λi = 1. (i) if the target is absent, the probe signal
ρ is completely lost; we can only receive the noisy state from
the environment, i.e.,
E0(ρ) = ρE . (1)
(ii) even if the target is present, the detection may not be per-
fect; the reflecting portion of the signal is quantified by the
reflectivity, η ∈ [0, 1], and the quantum channel is,
E1(ρ) = ηρ+ (1− η)ρE . (2)
For quantum illumination, the probe signal is entangled with
another subsystem, and the quantum channels are applied par-
tially, i.e., (i) when the target is absent, (E0 ⊗ I)(ρAB) =
ρE ⊗ ρB , where ρB ≡ trAρAB , and when it is present,
(E1 ⊗ I)(ρAB) = ηρAB + (1− η)ρE ⊗ ρB .
The problem of target detection with quantum illumination
can be regarded as a problem of quantum channel discrimina-
tion [28]: given a pair of quantum states ρ0 and ρ1, associated
with probabilities p0 and p1, p0 + p1 = 1. In connection
with the problem of quantum illumination, we should take
ρ0 = E0(ρ) and ρ1 = E1(ρ) for conventional illumination,
and ρ0 = (E0 ⊗ I)(ρAB) and ρ1 = (E1 ⊗ I)(ρAB) for quan-
tum illumination. We are interested in finding the input states
that can minimize the minimum error, given by [33],
Perr ≡ 1
2
(1− ‖p0ρ0 − p1ρ1‖) , (3)
where ‖A‖ ≡ tr
√
A†A denotes the trace norm of a matrix A.
Here, the corresponding trace norms are labeled by ‖Ωc(ρ)‖
and ‖Ωq(ρAB)‖, respectively for conventional and quantum
illumination, where
Ωc(ρ) ≡ p1E1 (ρ)− p0E0 (ρ) , (4)
and
Ωq(ρAB) ≡ p1(E1 ⊗ I)(ρAB)− p0(E0 ⊗ I)(ρAB) . (5)
In other words, the corresponding minimum errors are
given by P c,qerr ≡ 12 (1− ‖Ωc,q (ρ)‖). Our ultimate task
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FIG. 1. Conventional and quantum illumination. (a) In conventional
illumination, a signal is sent to probe a target without the use of en-
tanglement. (b) In quantum illumination, the signal is entangled, and
a join POVM measurement is performed at the end to reduce the de-
tection error. (c) The phase diagram for conventional illumination
and (d) same diagram for quantum illumination.
is to optimize over all possible states, i.e., ‖Ωc‖ ≡
maxρ ‖p0E0 (ρ)− p1E1 (ρ)‖ for conventional illumination
and ‖Ωq‖ ≡ maxρAB ‖p1(E1 ⊗ I)(ρAB)− p0(E0 ⊗ I)(ρAB)‖
for quantum illumination, where P cerr,♦ ≡ maxρAB P
c
err and
P qerr,♦ ≡ maxρAB P
q
err, or explicitly,
P cerr, ≡
1
2
(1− ‖Ωc‖) and P qerr, ≡
1
2
(1− ‖Ωq‖) . (6)
When the two subsystems are uncorrelated, i.e., ρAB ≡ ρA ⊗
ρB , the quantum case is reduced to the conventional case;
therefore, it is necessarily true that quantum illumination is
not worse than conventional illumination, i.e., P qerr 6 P cerr
and P qerr, 6 P cerr,. Finally, we note that both the values
of p0 (and p1), and the reflectivity η can be determined in the
beginning by state tomography.
Main results— Our major results contain a family of com-
plete analytic solutions for both conventional and quantum il-
lumination for any d-dimensional signal state and any given
environmental state ρE . For both conventional and quantum
illuminations, the minimal-error probabilities are strongly de-
pendent on the the occurrence probabilities {p0, p1} and the
reflectivity η of the target. In general, we can divide the pa-
rameter space into three distinct regions, namely (I,II,III).
(Region I): (i) p0 < p1, and (ii) η < η∗ ≡ 1 − p0/p1. For
both conventional and quantum illuminations, the minimal er-
ror is given by,
Perr = p0 . (7)
Furthermore, the optimal strategy for both quantum and con-
ventional illumination does not even require a measurement of
3the signals; one can simply guess “yes” (present of the target)
for all cases. As whenever p0 < p1, the error for this simple
strategy is equal to p0, i.e., Perr = p0. We summary this result
as follows (the proof is left in the appendix):
Result 1 (Region I, for both conventional and quantum il-
luminations). (a) the minimal errors for conventional and
quantum illumination are equal to p0, i.e., Perr = p0, and
(b) the bound can be achieved with any (pure or mixed) state.
(Region II): (i) p0 > p1, and (iia) for conventional illu-
mination: η < ηc ≡ (p0p1 − 1)( λd1−λd ), or (iib) for quantum
illumination: η < ηq ≡ (p0p1 − 1)( λh1−λh ). The minimal error
is given by,
Perr = p1 , (8)
for both conventional and quantum illuminations. Moreover,
both ηc → 0 and ηq → 0 vanishes as λd → 0, which implies
that region II vanishes for both cnventional and quantum il-
luminations. The same performance is achieved by guessing
“no” (i.e., absence of the target) for all events. Here
λ−1h ≡
d∑
i=1
λ−1i , (9)
which is related to the harmonic mean of of the eigenvalues
{λi} of environmental signal ρE . Note that for λd > 0, it is
always true that λh is always less than the smallest eigenvalue
λd of ρE , i.e.,
λh < λd , (10)
(because λd/λh = λd(
∑d
i=1 1/λi) > 1). Therefore, the re-
gion II for the case of quantum illumination is always smaller
than that of conventional illumination. (see Fig. 1). To sum-
marize (see proof in appendix), we have
Result 2 (Region II for conventional and quantum illumi-
nation). (a) the minimal error for conventional and quantum
illumination is equal to p1, i.e., Perr = p1, and (b) the bound
can be achieved with any (pure or mixed) state.
(Region III): (the region excluded by region I and II) For
conventional illumination, the minimal error over all possible
input states is given by,
P cerr, = p0 + γ (1− λd) , (11)
and for quantum illumination,
P qerr, = p0 + γ (1− λh) . (12)
Here the parameter, γ ≡ p1(1 − η) − p0, depends on the
occurrence probabilities {p0, p1} of the target and the reflec-
tivity η. In this region, γ < 0 is negative and a decreasing
function of η, which implies that both P cerr, and P
c
err, de-
crease with the increase of the reflectivity η. Furthermore,
the difference between the classical and quantum cases (i.e.,
quantum advantage) depends on the difference, λd − λh , i.e.,
P cerr, − P qerr, = |γ| (λd − λh) ≥ 0 . (13)
For conventional illumination, the input state that can min-
imize the detection error is given by the eigenstate |θd〉 of
ρE associated with the smallest eigenvalue λd. To summarize
(see proof in appendix), we have
Result 3 (Region III: minimal error decreases with re-
flectivity η for conventional illumination). The minimal er-
ror Perr over all possible conventional input states is given
by P cerr = p0 + γ (1− λd), which is obtained by choosing
|ψ〉 = |θd〉 to be the eigenvector of ρE associated with the
smallest eigenvalue.
To understand the result (Eq. (12)) of the minimal error for
quantum illumination in Region III, we summarize the steps
for achieving it below:
Sketch of the proofs for quantum illumination— The
main physical quantity to be investigated is: Ωq (ρAB) =
p1ηρAB + γρE ⊗ ρB . For convenience, we can focus on the
following matrix, Hq ≡ −Ωq/γ, where
Hq = ρE ⊗ ρB − α |ψ〉 〈ψ| , (14)
and α = −ηp1/γ = ηp1/ (p0 − p1 (1− η)) > 0. Fur-
thermore, we express the bipartite pure state in the follow-
ing form: |ψ〉 = ∑di=1 |θi〉 |ui〉. where the vectors |ui〉’s
are not assumed to be normalized. In general, they are non-
orthogonal to one another. However, since the eigenvalues
|θi〉’s are orthonormal, the normalization condition implies
that 〈ψ |ψ〉 = ∑di=1 〈ui |ui〉 = 1.
The next task is to bound the minimum eigenvalue, Eg ≡
λmin(Hq) of the matrix Hq . The corresponding eigenvector
|gψ〉, where Hq |gψ〉 = Eg |gψ〉, can always be expanded by
the the following vectors (in a way similar to |ψ〉), |gψ〉 =∑d
i=1 |θi〉 |vi〉, where, again, the vectors |vi〉’s are neither
normalized nor orthogonal to one another. We found that
(see appendix) the eigenvalue is minimized when we choose
|ui〉 = |vi〉 for all i’s, which means that |gψ〉 = |ψ〉. Fi-
nally, we found that the minimum eigenvalue, Eg = λh − α,
of Hq can be achieved by choosing an input of the form (see
appendix),
|ψ〉 =
d∑
i=1
µi |θi〉 |θi〉 , (15)
where µi =
√
λh/λi; this result is summarized as follows:
Result 4 (Optimal state for quantum illumination). The
lower bound, λh − α, of Eg can be achieved by the input
state, |ψ〉 = ∑di=1 µi |θi〉 |θi〉, where µi = √λh/λi.
Below, we provide three different examples to illustrate our
results.
4Example 1: when λmin = 0. For the eigenstate |ψ〉 of
Ωc(|ψ〉 〈ψ|) = p1η |ψ〉 〈ψ| + γ ρE , i.e., 〈ψ| ρE |ψ〉 = 0. The
error probability is Perr = 12 [1 − (p1η + |γ|)], which means
that (i) when η ≤ η∗ (or γ ≥ 0), then Perr = p0, and (ii) when
η ≥ η∗ (or γ ≤ 0), then Perr = p1 (1− η), which vanishes as
expected when η → 1.
Example 2: binary signals Let us consider the case where
the signals are two-dimensional, which means that ρE is a
2 × 2 Hermitian matrix. In its diagonal basis (labeled as
{|0〉 , |1〉}), we write ρE =
[
λ0 0
0 λ1
]
. Since the trace norm is
invariant under unitary transformation, we can always choose
to have the pure state to be optimized as follows: |ψ〉 =
µ0 |0〉 + µ1 |1〉. where both parameters, µ0 ≥ 0 and µ1 ≥ 0,
are positive, and µ20 + µ
2
1 = 1. Consequently, we have
Ωc =
[
a c
c b
]
, where a ≡ p1ηµ20 + γλ0, b ≡ p1ηµ21 + γλ1,
and c ≡ p1ηµ0µ1. The eigenvalues λ± of Ωc are given by
λ± = 12
[
trΩc ±
√
tr2Ωc − 4 det{Ωc}
]
, where trace and de-
terminant of Ωc are tr Ωc = a + b = p1η + γ = p1 − p0,
det{Ωc} = ab − c2 = γ2λ0λ1 + p1ηγ
(
λ0µ
2
1 + λ1µ
2
0
)
. The
trace norm of Ωc is given by one of the following possibility:
‖Ωc‖ =
{ |tr Ωc| if det{Ωc} > 0,√
tr2Ωc − 4 det{Ωc} if det{Ωc} < 0. (16)
Note that det Ωc is a product of the two eigenvalues; the con-
dition of det{Ωc} > 0 implies that either both eigenvalues are
positive or both negative.
Example 3: completely-mixed environment Suppose the
returning signal from the noisy environment is completely
mixed, i.e., ρE = I/d, the corresponding matrix Ωc(|ψ〉 〈ψ|),
for any pure state |ψ〉, can be diagonalized explicitly to give
‖Ωc(|ψ〉 〈ψ|)‖ =
∣∣p1η + γd ∣∣ + d−1d |γ|. In region I, where
p0 ≤ 12 and η ≤ η∗ ≡ 1 − p0/p1, we have γ ≡ p1(1 −
η) − p0 ≥ 0. As a result, ‖Ωc‖ = |p1η + γ| = |p1 − p0|
and hence P cerr = p0. On the other hand, in region II, p0 >
1
2
(where γ < 0) and η < (p0p1 − 1) 1d−1 (where p1η+ γ/d < 0),
we have again ‖Ωc‖ = |p1η + γ| = |p1 − p0|, but it gives
P cerr = p1. In region III, ‖Ωc‖ = p1η + (2/d− 1) γ, which
gives P cerr = p1 (1− η)− γ/d.
Complementary results— If for all the events, we simply
guess ‘yes’ (i.e., presence of the target) whenever p0 < p1
and ‘no’ (i.e., absent) whenever p0 > p1. Then, the error for
guessing wrong is given by the minimum of the probabilities
p0 or p1, i.e., min {p0, p1}. For example, the instance shown
below shows that the number of wrong decisions (i.e., ‘yes’
when the object is absent ‘0’) is equal to the number of absent
events ‘0’.
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This argument can be justified more formally for both clas-
sical and quantum illuminations with the following, where the
proof is given in the appendix,
Result 5 (Upper bound of minimal error). The error prob-
ability Perr is bounded above by either p0 or p1, i.e., Perr 6
1
2 (1− |p0 − p1|) = min {p0, p1}.
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FIG. 2. Behavior of conventional illumination in a completely-mixed
environment ρE = I/d. (a) Color plot of the minimal-error P cerr as
a function of the occurence probability p0 and reflectivity η for two-
dimensional signals d = 2. (b) the same plot for d = 10. Explicit
dependence of P cerr as a function of η are shown in (c)-(f).
This error bound is relevant to the cases where the reflectiv-
ity η is zero, i.e., ρ0 = ρ1 for both conventional and quantum
illumination, which gives Perr = 12 (1− |p0 − p1|). In other
words, when there is no signal related to the absence/presence
of the target, the best strategy one can make to minimize
the error of discrimination is exactly the strategy mentioned
above.
Another interesting question is how the reflectivity η affect
the error bound. Intuitively, we would believe that the higher
the value of η, the smaller the error bound. This intuition can
be justified by the following theorem (proof in the appendix):
Result 6 (Monotonicity of minimal error). For a given re-
flectivity η, and density matrix ρ, and the minimal error given
by, Perr (η) = 12 (1− ‖p1ρ1 (η)− p0ρ0‖), where ρ1 (η) =
ηρ+ (1− η) ρ0. The minimal error is a non-increasing func-
tion of the reflectivity, i.e., if η > η′, then Perr (η) 6 Perr (η′).
On the other hand, the optimization can be taken over pure
states only (see proof in appendix).
Result 7 (Optimization over pure states). In optimizing the
trace norms of Ωc(ρ) or Ωq(ρ), over all possible density
matrices ρ, maxρ∈H ‖Ωc(ρ) ‖ = max|ψ〉∈H ‖Ωc (|ψ〉 〈ψ|) ‖,
and for quantum illumination, maxρAB∈H⊗H ‖Ωq(ρAB) ‖ =
max|ψAB〉∈H⊗H ‖Ωq (|ψAB〉 〈ψAB |) ‖.
Conclusions— In this work, we presented complete so-
lutions to the problem of one-shot minimum-error discrimi-
nation for both conventional and quantum illuminations, for
5finite-dimensional signals. The analysis is divided into three
regions. Region I are the same for both conventional and
quantum illumination; the minimal error is a constant and
does not depend on the reflectivity of the targetthe optimal
strategy is achieved via simple guess. The same is similar for
region II, except that using quantum illumination can shrink
the boundary of region II. For region III, quantum illumina-
tion can yield a lower minimal error than conventional illumi-
nation.
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APPENDIX: PROOFS OF THE THEOREMS
RESULTS FOR REGION I & II
Result: Region I for both classical and quantum illumi-
nations Suppose
(i) p0 ≤ 1/2, and
(ii) η ≤ η∗ ≡ 1− p0/p1 (or equivalently, γ ≥ 0),
then (a) the minimal errors for conventional illumination and
quantum illumination are equal to p0, i.e.,
Perr = p0 , (17)
and (b) the bound can be achieved with any (pure or mixed)
state.
Proof. If p0 ≤ 1/2 and η ≤ η∗, we have γ > 0, which also
implies that the Hermitian matrix, Ωc(q), is a positive sum of
two density matrices (with positive eigenvalues).
6Consequently, all eigenvalues λi = 〈i|Ωc(q) |i〉, with an
eigenvector |i〉, are positive, i.e., λi > 0. In this case the trace
norm of Ωc(q) can be obtained directly by taking the trace, i.e.,
‖Ωc(q)‖ = |p1η + γ| = p1 − p0 , (18)
which implies the result stated in Eq. (17). Note that the whole
argument is applicable to any pure state.
Result: Region II for conventional illumination Suppose
(i) p0 > 1/2, and
(ii) η 6 −η∗( λmin1−λmin ) ,
with λmin = λmin (ρE) > 0, the minimal eigenvalue of the
environment signal ρE , then (a) the minimal error for conven-
tional illumination is equal to p1, i.e.,
P cerr = p1 , (19)
and (b) the bound can be achieved with any (pure or mixed)
state.
Proof. Let’s consider the conventional illumination first. We
now express Ωc as follows
Ωc = (p1η + γλmin) ρ+ γ (ρE − λminρ) . (20)
Note that the matrix, ρE − λminρ, contains non-negative
eigenvalues. Now suppose the following conditions are sat-
isfied, (i) p0 > 1/2 (or equivalently p0 > p1), which implies
that γ ≡ p1 (1− η)−p0 6 p0 (1− η)−p0 = −p0η 6 0, and
(ii) η 6 (p0p1 − 1)( λmin1−λmin ), which further implies that
p1η + γλmin 6 0 , (21)
then the trace norm of Ωc is given by the trace of Ωc, i.e.,
‖Ωc (ρ)‖ = |p1η + γ| = p0 − p1 , (22)
which implies the result in Eq. (19). The proof for quantum
case is similar.
RESULT FOR REGION III
For conventional illumination in region III, we have γ < 0.
Therefore, we can always write
Ωc (|ψ〉 〈ψ|) ∝ ρE − α |ψ〉 〈ψ| , (23)
for some α > 0. We shall see that (i) the trace norm of Ωc is
determined by the minimum eigenvalue of the matrix
ρE − α |ψ〉 〈ψ| , (24)
and (ii) the smallest eigenvalue is minimized by choosing the
signal state as the eigenstate |ek〉with the minimal eigenvalue.
These results come from the following lemmas.
Lemma 1 (Positivity of eigenvalues I). Suppose 〈ψ| ek〉 6= 0
for some k’s, the eigenvalues, namelyE1 > E2 > ... > Ed, of
a d-dimensional matrix of the form, ρ−α |ψ〉 〈ψ|, where α >
0 and 〈ψ| ρ |ψ〉 6= 0, can have at most one positive eigenvalue,
i.e., E1 > E2 > ... > Ed−1 > 0 but the smallest eigenvalue
Ed may be positive, negative, or zero.
Proof. Consider the eigenvalue equation for the same ma-
trix, i.e., (ρ− α |ψ〉 〈ψ|) |ek〉 = Ek |ek〉, for any k ∈
{1, 2, 3, .., d}, which can be written as
(ρ− EkI) |ek〉 = α |ψ〉 〈ψ| ek〉 (25)
or |ek〉 = α(ρ− EkI)−1 |ψ〉 〈ψ| ek〉. Now, as 〈ψ| ek〉 6= 0,
we therefore have the following relation:
1 = α 〈ψ| (ρ− EkI)−1 |ψ〉 . (26)
Therefore, in terms of the eigenvalues λk and eigenvectors θk
of ρ =
∑
k λk |θk〉 〈θk|, the eigenvalues Ek are the roots of
the equation.
1
α
=
∑
k
| 〈θk |ψ〉 |2
λk − E . (27)
Now, the right-hand side increases monotonically from zero
as E increases from −∞ to zero. Therefore, depending on
the value of α, there can be, at most, one negative eigenvalue
for the matrix ρ− α |ψ〉 〈ψ|.
The same result can be derived in an alternatively way, as
follows.
Lemma 2 (Positivity of eigenvalues II). Let ρ be a d-
dimentional density matrix, let |ψ〉 be a pure quantum state,
and α > 0 a real number. Then there is at most one negative
eigenvalue of the operator ρ− α |ψ〉〈ψ|.
Proof. Suppose we can find two distinct negative eigenvalues
such that Ed < Ed−1 < 0. Consider the subspace spanned by
the corresponding eigenvectors, V = Span {|ed〉, |ed−1〉}, of
the matrix ρ − α |ψ〉〈ψ|. Clearly, there exists a linear combi-
nation, denoted by∣∣ψ⊥〉 ≡ β|ed〉+ θ|ed−1〉 6= 0 , (28)
which is orthogonal to |ψ〉, i.e., 〈ψ ∣∣ψ⊥〉 = 0. Then, ρ −
α|ψ〉〈ψ| maps |ψ⊥〉 to ρ|ψ⊥〉, i.e.,
(ρ− α|ψ〉〈ψ|) ∣∣ψ⊥〉 = ρ ∣∣ψ⊥〉 . (29)
On the other hand, when restricted to the subspace V , the
operator ρ − α|ψ〉〈ψ| is negative definite, since it has its all
eigenvalues negative. Explicitly, 〈ψ⊥| (ρ− α|ψ〉〈ψ|) |ψ⊥〉 =
|β|2Ed + |θ|2Ed−1 < 0, which is equivalent to
〈ψ⊥|ρ|ψ⊥〉 < 0 . (30)
This conclusion contradicts the fact that ρ is a density matrix,
which must be positive semidefinite. There exists at most one
negative eigenvalue. Finally, if |ψ〉 happens to be an eigen-
vector, then ρ|ψ〉 = (E + α) |ψ〉. Therefore E > −α, which
means E can be negative, zero, or positive.
7Lemma 3 (Problem of eigenvalue minimization). Follow-
ing the previous lemma, if Ed ≤ 0, then the minimum error
Perr is minimized by minimizing the negative eigenvalue Ed
of the matrix ρE − α |ψ〉 〈ψ| with fixed ρE and α.
Proof. Let us now express the minimal error as
Perr = (1− |γ| · ||ρE − α |ψ〉 〈ψ| ||) /2 , (31)
where α = p1η/|γ|. Denote Ek’s as the eigenvalues of the
matrix ρE − α |ψ〉 〈ψ|. Then, we have
Perr = (1−|γ|
∑
k
|Ek|)/2 = [1−|γ| (
∑
k 6=dEk−Ed)]/2 ,
(32)
where we have applied the result of the previous lemma. Now,
we have
∑
k 6=dEk = 1− α− Ed and hence
Perr =
1
2
[1− |γ| (1− α− 2Ed)] , (33)
which depends linearly with the smallest eigenvalue Ed; the
more negative Ed is, the smaller Perr becomes.
Lemma 4 (Eigenvector for minimization). The smallest
eigenvalue of the matrix ρE − α |ψ〉 〈ψ|, with fixed ρE and α,
can be minimized by choosing the pure state as the eigenvec-
tor associated with the smallest eigenvalue λmin of ρE , i.e.,
|ψ〉 = |θd〉 where (ρE − λmin) |θd〉 = 0.
Proof. First, the minimum eigenvalue λmin (A+B) of the
sum of two Hermitian matrices A and B is bounded by the
sum of the minimum eigenvalues of the individual matrix, i.e.,
λmin (A) + λmin (B) 6 λmin (A+B) . (34)
As a result, the minimum eigenvalue Ed of the matrix ρE −
α |ψ〉 〈ψ| is bounded by λmin − α 6 Ed. Furthermore, this
bound can be saturated by choosing |ψ〉 = |θd〉.
Therefore, for region III, we will only need to consider the
minimum error resulted from sending the eigenstates of ρE
with the minimum eigenvalue.
Theorem (Region III: minimal error decreases with reflec-
tivity η). The minimal error Perr over all possible conven-
tional input states is given by
P cerr = p0 + γ (1− λd) , (35)
which is obtained by choosing |ψ〉 = |θd〉 to be the eigenvec-
tor of ρE associated with the smallest eigenvalue.
Proof. Let us consider the matrix,
Ωc(|θd〉 〈θd|) = p1η |θd〉 〈θd|+ γρE . (36)
Here we consider the range where
γ ≡ p1(1− η)− p0 < 0 (37)
but p1η + γλd > 0. Note that tr(Ωc) = p1η + γ is a sum
of the d− 1 negative eigenvalues and one positive eigenvalue,
p1η + γλd. Therefore, the trace norm is obtained by ‖Ωc‖ =
−tr(Ωc) + 2 (p1η + γλd), or
‖Ωc‖ = p1η − γ + 2λdγ . (38)
Finally, as P cerr = (1− ||Ωc||) /2, we have P cerr = p0 +
γ (1− λd).
To check the consistency of the result above, when λd = 0,
we have
P cerr = p0 + γ = p1 (1− η) . (39)
Note that when γ = 0, then P cerr = p0. Moreover, when
η = (p0p1 − 1)( λd1−λd ) , (40)
we have p1η = −γλd, which implies that P cerr = p0 + γ −
γλd = p0 + p1η+ (p1 (1− η)− p0) = p1. In the special case
where p0 = p1 = 1/2 and d = 2, γ = −η/2. Therefore,
P cerr = 1/2− η/4 , (41)
in agreement with the example.
RESULTS FOR QUANTUM ILLUMINATION
Lemma 5 (Lower bound of eigenvalue value). Given a
density matrix ρE and a pure state |ψ〉, the minimum
eigenvalue (associated with the eigenvector |gψ〉), Eg ≡
λmin (ρE ⊗ ρB − α |ψ〉 〈ψ|), is bounded below by
Eg >
d∑
i=1
λix
2
i − α(
d∑
i=1
xi)
2 , (42)
where xi ≡ |〈ui |vi〉|.
Proof. Let us consider the explicit form of the smallest eigen-
value :
Eg = 〈gψ| ρE ⊗ ρB |gψ〉 − α〈gψ |ψ〉 〈ψ| gψ〉 , (43)
where 〈ψ |gψ〉 =
∑d
i=1 〈ui |vi〉 and 〈gψ| ρE ⊗ ρB |gψ〉 =∑d
i=1 λi 〈vi| ρB |vi〉. Now, we can obtain an upper bound of
〈ψ |gψ〉 by (i) taking absolute values for each term, i.e.,
〈ψ |gψ〉 6
d∑
i=1
|〈ui |vi〉| (44)
(which can be achieved by choosing the vectors, |ui〉’s and
|vi〉’s, to be proportional to each other.), and (ii) dropping all
the cross terms in an expansion of 〈vi| ρB |vi〉, i.e.,
〈vi| ρB |vi〉 =
d∑
j=1
|〈uj |vi〉|2 > |〈ui |vi〉|2 . (45)
By defining xi ≡ |〈ui |vi〉|, we obtain a lower bound for the
smallest eigenvalue Eg , Eg >
∑d
i=1 λix
2
i − α(
∑d
i=1 xi)
2.
8Next, we are going to minimize the lower bound of Eg ,
subject to a constraint,
d∑
i=1
xi ≡ C , (46)
where C 6 1 is not greater than unity as |〈ψ |gψ〉| 6 1. We
found that Eg is minimized when α > λh where we have
C = 1. Here λh ≡ (
∑d
i=1 λ
−1
i )
−1 is proportional to the
harmonic mean of the set of eigenvalues {λi} and λh 6 λmin.
On the other hand, when α 6 λH , the smallest eigenvalue of
HQ is positive, i.e., λmin > 0. In this case, the trace norm is
equal to the trace, i.e., ‖Hq‖ = trHq .
Region II of quantum illumination
Lemma 6 (Minimization with Lagrange multiplier). The
minimum eigenvalue Eg = λmin (ρE ⊗ ρB − α |ψ〉 〈ψ|) is
bounded below by a value depending on α. (i) When α 6
λh ≡ (
∑d
i=1 λ
−1
i )
−1, Eg > 0. (ii) When α > λh, Eg >
λh − α.
Proof. Let us introduce a Lagrange multiplier lm. The the
lower bound of Eg , labeled by
f ≡
d∑
i=1
λix
2
i − α(
d∑
i=1
xi)
2 , (47)
is minimized when the condition,
∂f/∂xi = lm∂g/∂xi , (48)
holds, where g ≡∑di=1 xi − C. Explicitly, we have
∂f
∂xi
= 2(λixi − αC), ∂g
∂xi
= 1 , (49)
which gives xi = (αC + lm/2) /λi, and hence C =∑d
i=1 xi = (αC + lm/2) (
∑d
i=1 λ
−1
i ). As a result, the mini-
mal value of f is given by,
f > C2((
d∑
i=1
λ−1i )
−1 − α) . (50)
Therefore, When α 6 λh ≡ (
∑d
i=1 λ
−1
i )
−1, f is minimized
by choosing C = 0, which implies all of the eigenvalues of
Hq are positive, i.e., λi(Hq) > 0. However, when α > λh,
the lower bound f is minimized by setting C2 = 1, which
implies Eg > λh − α.
Note that the condition of α 6 λh is equivalent to
η 6 λh1−λh (
p0
p1
− 1) . (51)
This defines the region II of quantum illumination. There,
all the eigenvalues of Ωq has the same sign. Similar to the
classical case (see theorem 2), the minimal error is given by
P qerr = p1 , (52)
which can be achieved by any state. Recall that the region II
for conventional illumination is bounded by
η 6 (p0p1 − 1)( λmin1−λmin ) , (53)
and is equivalent to the trivial strategy. Quantum illumination
is capable of shrinking the boundary to
η 6 λh1−λh (
p0
p1
− 1) , (54)
as λh ≤ λmin.
Region III of quantum illumination
Result: Optimal state for quantum illumination The
lower bound, λh − α, of Eg can be achieved by the input
state,
|ψ〉 =
d∑
i=1
µi |θi〉 |θi〉 , (55)
where µi =
√
λh/λi.
Proof. Let us consider the following ansatz, |ψ〉 =∑d
i=1 µi |θi〉 |θi〉, where the amplitudes µi’s are assumed to be
non-negative (µi > 0) and normalized (
∑d
i=1 µ
2
i = 1). The
expectation value, 〈Hq〉 = 〈ψ|Hq |ψ〉 = 〈ψ| ρE⊗ρB |ψ〉−α,
is given by
〈Hq〉 =
d∑
i=1
λiµ
2
i − α . (56)
We can achieve the lower bound, 〈Hq〉 = λh − α, by setting
µ2i = λh/λi. (One can readily check that the normalization
condition is obeyed as
∑d
i=1 µ
2
i = λh
∑d
i=1 1/λi = 1.)
COMPLIMENTARY RESULTS
Result: Upper bound of minimal error The error proba-
bility Perr is bounded above by either p0 or p1, i.e.,
Perr 6
1
2
(1− |p0 − p1|) = min {p0, p1} . (57)
Proof. Mathematically, this result comes from the definition
of the trace norm. Let us consider the case of p0 ≥ p1
first. Denote ek’s as the eigenvalues of the operator p0ρ0 −
p1ρ1. Furthermore, we label those non-negative eigenvalues
as e+k ≥ 0 and the negative ones as e−k < 0. In this way, we
can write the trace norm as the difference between these two
set of eigenvalues, i.e.,
‖p0ρ0 − p1ρ1‖ =
∑
k
e+k −
∑
k
e−k . (58)
9In fact, using tr(p0ρ0− p1ρ1) = p0− p1 =
∑
k e
+
k +
∑
k e
−
k ,
we can further write ‖p0ρ0 − p1ρ1‖ = p0 − p1 − 2
∑
k e
−
k >
p0 − p1, which yields
Perr 6 12 (1− (p0 − p1)) 6 p1 . (59)
The result for the other case, i.e., p0 < p1 can be obtained by
the same argument.
Theorem (Monotonicity of minimal error). For a given re-
flectivity η, and density matrix ρ, we label the minimal er-
ror as follows, Perr (η) = 12 (1− ‖p1ρ1 (η)− p0ρ0‖), where
ρ1 (η) = ηρ + (1− η) ρ0. The minimal error is a non-
increasing function of the reflectivity, i.e., if η > η′, then
Perr (η) 6 Perr (η′) . (60)
Proof. First of all, we define a trace-preserving quantum op-
eration that represents the action of the reflection,
εη (ρ) = ηρ+ (1− η) ρ0 , (61)
and hence εη (ρ0) = ρ0. Of course, there exist a quantum
operation,
ε∆ (ρ) = ∆ρ+ (1−∆) ρ0 , (62)
where ∆η = η′, connecting the two, i.e.,
ε∆ (εη (ρ)) = εη′ (ρ) . (63)
In this way, all we need to show is that
‖p1εη′ (ρ)− p0εη′ (ρ0)‖ 6 ‖p1εη (ρ)− p0εη (ρ0)‖ , (64)
or equivalently,
‖p1ε∆ (ρ)− p0ε∆ (ρ0)‖ 6 ‖p1ρ− p0ρ0‖ , (65)
for any density matrix ρ. The proof for the latter inequality
is essentially the same as the well-known result that a trace-
preserving operation is contractive under the measure of trace
distance.
Alternatively, one can prove it by contradiction as follows:
first, the Helstrom bound states that the minimal error for dis-
tinguishing between density matrices ρ and ρ0 (occurring with
probabilities p0 and p1 respectively) is determined by the trace
norm ‖p1ρ− p0ρ0‖, over all possible POVM measurements.
Since any channel can be regarded as a type of POVM, if the
opposite, i.e.,
‖p1ε∆ (ρ)− p0ε∆ (ρ0)‖ > ‖p1ρ− p0ρ0‖ , (66)
were true, then one could find a POVM that yields a smaller
error than the Helstrom bound, which causes a contradiction.
Theorem (Optimization over pure states). In optimizing of
the trace norm of the matrices Ωc(ρ) or Ωq(ρ) over all possi-
ble density matrices, we only need to maximize the set of pure
states. i.e.,
max
ρ∈H
‖Ωc(ρ) ‖ = max|ψ〉∈H ‖Ωc (|ψ〉 〈ψ|) ‖ , (67)
max
ρAB∈H⊗H
‖Ωq(ρAB) ‖ = max|ψAB〉∈H⊗H ‖Ωq (|ψAB〉 〈ψAB |) ‖ .
(68)
Proof. Let us denote,
ρ∗ ≡
∑
i
λi|ψi〉〈ψi| , (69)
expressed in some diagonal basis {|ψi〉} where all λi > 0 and∑
i λi = 1, as the density matrix that maximizes the trace
norm of Ωc, i.e.,
‖Ωc (ρ∗)‖ = max
ρ∈H
‖Ωc (ρ)‖ . (70)
Since Ωc is linear, which implies that
Ωc
(∑
i
λi|ψi〉〈ψi|
)
=
∑
i
λiΩc (|ψi〉〈ψi|) , (71)
and that the trace norm is convex, i.e.,∥∥∥∑
i
λiΩc (|ψi〉〈ψi|)
∥∥∥ 6∑
i
λi ‖Ωc (|ψi〉〈ψi|)‖ . (72)
We have ‖Ωc (ρ∗)‖ 6
∑
i λi ‖Ωc (|ψi〉〈ψi|)‖, which implies
the result advertised in Eq. (67). The case for Ωq is similar.
