Abstract. In this paper we show how relevance feedback can be used to improve retrieval performance for a cross language image retrieval task through query expansion. This area of CLIR is different from existing problems, but has thus far received little attention from CLIR researchers. Using the ImageCLEF test collection, we simulate user interaction with a CL image retrieval system, and in particular the situation in which a user selects one or more relevant images from the top n. Using textual captions associated with the images, relevant images are used to create a feedback model in the Lemur language model for information retrieval, and our results show that feedback is beneficial, even when only one relevant document is selected. This is particularly useful for cross language retrieval where problems during translation can result in a poor initial ranked list with few relevant in the top n. We find that the number of feedback documents and the influence of the initial query on the feedback model most affect retrieval performance.
Introduction
Relevance feedback is a method aimed at improving initial free-text search results by incorporating user feedback into further iterative retrieval cycles, e.g. by expanding the initial query with terms extracted from documents selected by the user (see, e.g. [1] ). Typically the effect is to improve retrieval performance by either retrieving more relevant documents, or pushing existing relevant documents towards the top of a ranked list. However, this can vary greatly across different queries where the effect of additional query terms will improve some, but degrade others even though overall query expansion appears to improve retrieval (see, e.g. [2] and [3] ).
The success of initial retrieval can vary due to a number of factors including: a mismatch in vocabulary between a user's search request and the document collection, the inability of a user to successfully formulate their query, and mismatches resulting from language differences between the query and document collection. The success of query expansion using relevance feedback may also vary because poor query terms are suggested as additional terms. This can be caused by factors including: the relevance of documents selected for feedback to the initial query, the selection of terms from non-relevant passages, few available documents for feedback, and irrelevant terms being selected from relevant texts (see, e.g. [4]).
In this paper, we address the problem of matching images to user queries expressed in natural language where the images are indexed by associated textual captions. The task is cross language because the captions are expressed in one language and the queries in another, thereby requiring some kind of translation to match queries to images (e.g. query translation into the language of the document collection). Flank [5] has shown cross language image retrieval is viable on large image collections, and a program of research has been undertaken to investigate this further in the Cross Language Evaluation Forum (CLEF) [6] .
The failure of query translation can vary across topics from mistranslating just one or two query terms, to not translating a term at all. Depending on the length of the query, and whether un-translated terms are important for retrieval, this can lead to unrecoverable results where the only option left to the user is to reformulate their query (or use alternative translation resources). However there are situations when enough words are translated to recover a small subset of relevant documents. In these cases relevance feedback can be used to expand the initial translated query with further terms and re-calculate existing term weights in an attempt to improve retrieval performance. Although previous work has shown that multilingual image retrieval is feasible on large collections [5] , less investigation of relevance feedback in this scenario has occurred. In this paper, we pay particular attention to the situation in which initial retrieval is poor, caused by translation errors.
Most previous work in relevance feedback in CLIR has focused on pre and post-translation query expansion using blind (or pseudo) relevance feedback methods where the top n documents are assumed to be relevant (see, e.g. [8] and [9] ). Although this approach involves no user interaction, it becomes ineffective when few relevant appear in the top n as non-relevant documents are also used for feedback. Past research has shown that substantial benefits can be obtained using an additional collection during pre-translation query expansion (see, e.g. [9] ). However this assumes that a similar document collection can be found in the source language. Such a resource is unlikely for many image collections, such as historic photographs or commercial photographic collections, therefore we focus on what benefits post-translation expansion can achieve.
In typical CLIR scenarios, unless the user can read and understand documents in the language of the document collection, they cannot provide relevance feedback. However, image retrieval provides a unique opportunity for exploiting relevance feedback in CLIR because for many search requests, users are able to judge relevance based on the image itself without the image caption which makes relevance judgments language independent. In addition to this, users are able to judge the relevance of images much faster than for document retrieval, thereby allowing relevant documents in low rank positions to be used in the feedback process, which otherwise might not be examined if documents to retrieve were cross language texts. As Oard [10] comments: "an image search engine based on cross-language free text retrieval would be an excellent early application for
