Abstract-It has long been known that convolutional codes have a natural, regular, trellis structure that facilitates the implementation of Viterbi's algorithm [35] , [ll]. It has gradually become apparent that linear block codes also have a natural, though not in general a regular, "minimal" trellis structure, which allows them to be decoded with a Viterbi-like algorithm 121, [361, [25l, W I , [301, U61, W I , 1181, W I , 1281, P I , W I . In both cases, the complexity of an unenhanced Viterbi decoding algorithm can be accurately estimated by the number of trellis edge symbols per encoded bit. It would therefore appear that we are in a good position to make a fair comparison of the Viterbi decoding complexity of block and convolutional codes. Unfortunately, however, this comparison is somewhat muddled by the fact that some convolutional codes, the punctured convolutional codes [5] , are known to have trellis representations which are significantly less complex than the conventional trellis. In other words, the conventional trellis representation for a convolutional code may not be the "minimal" trellis representation. Thus ironically, we seem to know more about the minimal trellis representation for block than for convolutional codes. In this paper we provide a remedy, by developing a theory of minimal trellises for convolutional codes. (A similar theory has recently been given by Sidorenko and Zyablov [32].) This allows us to make a direct performance-complexity comparison for block and convolutional codes. A by-product of our work is an algorithm for choosing, from among all generator matrices for a given convolutional code, what we call a trellis-canonical generator matrix, from which the minimal trellis for the code can be directly constructed. Another by-product is that in the new theory, punctured convolutional codes no longer appear as a special class, but simply as high-rate convolutional codes whose trellis complexity is unexpectedly small.
I. INTRODUCTION
E BEGIN with the standard definition of a convo-W lutional code [IO] , [29] , always assuming that the underlying field is F = GF (2) . An A canonical generator matrix' G(D) for an (n, k , m) convolutional code C is a k x n matrix with polynomial entries, whose row space is C, such that the direct-form realization of an encoder for C based on G(D) uses exactly m delay elements [lo] , [29] . From a canonical generator matrix G(D), or rather from a physical encoder built using G(D) as a blueprint, it is possible to construct a "conventional" trellis representation for C. This trellis is in principle infinite, but it has a very regular structure, consisting (after a short initial transient) of repeated copies of what we shall call the trellis module associated with G( D ) . The trellis module consists of 2m "initial states" and 2m "final states," with each initial state being connected by a directed edge to exactly 2k final states. Thus the trellis module has 2k+m edges. Each edge is labeled with an n-symbol binary vt:ctor, namely, the output produced by the encoder in response to the given state transition. Thus each edge has length (measured in coded "symbols") n, and so the total edge length of the conventional trellis module is n2k+m. Since each trellis module represents the encoder's response to k input bits, we are led to define the "conventional trellis complexity" of the trellis module as n . y f k syinbols per encoded bit (1.1) k or symbols per bit, for short. If the code C is decoded using Viterbi's maximum-likelihood algorithm on the trellis [35] , [ll] , the work factor involved in updating the metrics and survivors at each trellis module is proportional to the edge length of the trellis module, so that the trellis complexity as defined in (1.1) is a measure of the effort per decoded bit required by Viterbi's algorithm. (For a more detailed discussion of the complexity of Viterbi's algorithm on a trellis, see [28, sec. 21.) For example, consider the (3,2,2) convolutional code with canonical generator matrix given by 00 00 01 01 10 10 11 11
is 16, and so the trellis complexity is 16 symbols per bit.
The trellis module for the ( 2 , 1 , 2 ) code with generator matrix 1 + 0'). The total number of edge symbols f f f 
is given by
and the "next state" is just the input pair (~1 , U Z ) . The conventional trellis module for the code with canonical generator matrix G l ( D ) given in (1.2) is shown in Fig. 2 . The threesymbol edge label on the edge from ( s , t ) to (~1 , u z ) is the triple ( Z~, Q , X~) given in (1.3). The total number of edge symbols is 48, so that the conventional trellis complexity corresponding to the matrix G1(D) is 48/2 = 24 symbols per bit, as given in (1.1).
But we can do substantially better than this, if we use the fact that this particular code is a punctured convolutional code. We now briefly review the theory of punctured convolutional codes, to see how simplified trellises result.
If we begin with a "parent" fN, 1, m) convolutional code, and "block" it to depth k , i.e., group the input bit stream into blocks of k bits each, the result is an ( N k , k , m) convolutional code. If we now delete, or "puncture," all but n symbols from each Nk-symbol output block, the result is an (n, 5, m ) convolutional code.2 This punctured code can be represented by a trellis whose trellis module is built from k copies of the (1. 3) 21n fact, the memory of the punctured code may be less than m, but for most interesting punctured codes no memory reduction will take place.
which is a factor of 2"l smaller than the complexity of the conventional trellis given in (1.1). For k = 1 this is no improvement, but for larger values of k the trellis complexity reduction afforded by puncturing becomes increasingly significant. And while the class of punctured convolutional codes is considerably smaller than the class of unrestricted convolutional codes, nevertheless many punctured convolutional codes with good performance properties are known [SI, [lS] , [3] , [8] . Punctured convolutional codes, especially high-rate ones, are often preferred in practice, precisely because of their reduced trellis complexity.
For example, consider the (2,1,2,5) convolutional code defined by the canonical generator matrix
(1.5)
The conventional trellis module for this code is shown in Fig. 3 .
If we "block" this code into blocks of size k = 2, we obtain a (4,2,2) convolutional code, still with clfree = 5, for which the conventional trellis module is two copies of the trellis module shown in Fig. 3 ; see Fig. 4 . Now we can do the puncturing. Take the (4,2,2) code, as represented by the trellis module in Fig. 4 , and delete the second output symbol on each of the edges in the second part of the module. The result is shown in Fig. 5 . This structure can be thought of as the trellis module for a (3,2,2) code; the corresponding dfree turns out to be 3. According to per bit. In fact, it can be shown that this punctured (3,2,2) code is the same as the "conventional" code with generator matrix G,(D) given in (1.2). (Indeed, this example is taken almost verbatim from [SI, where it was used to illustrate the way puncturing can reduce decoding complexity.) It seems mysterious that an ordinary-looking generator matrix like G1(D) produces a code whose trellis complexity can be significantly reduced (if one knows that it is, in fact, a punctured code), whereas for an almost identical code, namely, the one defined by the generator matrix
no such reduction is possible. In Section 11 we will resolve this mystery by developing a simple algorithm for constructing the "minimum" trellis for any convolutional code.3 Since a "punctured" trellis is simply one of many possible trellis representations of a given code, our technique will always find a trellis, with complexity at least as small as given by (1.4), even if we are not told in advance that the code can be obtained by "puncturing." But more important, it will often result in considerable simplification of the trellis representation of a convolutional code which is not a punctured code. We will illustrate this with worked examples in Sections I1 and 111, and numerical tables in Section IV.
CONSTRUCTION OF MINIMAL TRELLISES If G(D) is a canonical generator matrix for an (n, k , m )
convolutional code C, then we can write G(D) in the form
In this paper, we have chosen the number of trellis symbols per encoded bit as our measure of trellis complexity. However, as we shall see in Section 11, our construction is based on the well-developed theory of minimal trellises for block codes, and it is known that the minimal trellis for a block code simultaneously minimizes not only the total edge symbol count, but also the total vertex count, the total number of bifurcations, the maximum vertex dimension, and a number of other quantities [28] , [34] . It follows that if one is interested in minimizing any of the analogous quantities for a convolutional code, the minimal trellis as defined here is the unique structure for doing the job.
where Go,. . . , GL are k x n scalar matrices (i.e., matrices whose entries are from GF (Z:)), and L is the maximum degree of any entry of G(D). The integer L is called the memory of the code. If we concatenate the L + 1 matrices Go, . . . , GL, we obtain a k x ( L + 1). scalar matrix, which we denote by G It is well known [26, ch. 91 that the matrix G and its shifts can be used to build a "scalar" generator matrix Gscalar for the code C (for simplicity of notation we illustrate the case L = 2)
(2.3)
The matrix in (2.3) is, except for the fact that it continues forever, the generator matrix for a binary block code (with a very regular structure), and so any of the techniques which have been developed for finding minimal trellises for block codes are useful for constructing trellis representations for convolutional codes. In the remainder of this section, we will adapt the techniques developed in [28, sec. 71, which show how to construct a trellis directly from any generator matrix for a given block code, and the minimal trellis if the generator is in "minimal-span'' form, to construct a trellis for C based on the infinite scalar genera tor matrix Gscalar.
The trellis module for the trellis associated with Gscalar corresponds to the the ( L + l ) k x n "matrix module"
which repeatedly appears as a vertical "slice" in Gscalar. Using the techniques in [28, sec. 71, it is easy to show that the number of edge symbols in this trellis module is
where u3 is the number of "active" entries in the jth column of the matrix module G. (An element is called active if it belongs to the "active span" of one of the rows of G. We will elaborate on this below.) Our object is to find a generator matrix for which the edge symbol count in the corresponding trellis module is as small as possible.
To clarify these ideas, we consider the (3,2,1) code with (canonical) generator matrix According to (1.11, the conventional trellis complexity for this code is 12 symbols per bit. However, we can do better. The scalar matrix G3 corresponding to G3(D) is (cf. (2.2)) (2.7) In (2.7), we have shown the "active elements" of each row, i.e., the entries from the first nonzero entry to the last nonzero entry, in boldface. The spanlength of, i.e., the number of active entries in, the first row is therefore three; and the spanlength of the second row is six. The "matrix module" corresponding to G3 is (cf. Thus al = 3, a2 = 3,, and a3 = 3, which by (2.5) means that the corresponding trellis module has 23 + 23 + 23 = 24 edge symbols. Since each trellis module represents two encoded bits, the resulting trellis complexity is 24/2 = 12 symbols per bit. Since we have already noted that the conventional trellis complexity for this code is also 12 symbols per bit, the trellis corresponding to Ga(D) is not better than (in fact, it is isomorphic to) the conventional trellis. To do better, we need io find a generator matrix for the code for which C,2"% is less than 24. Using the results of [28, sec. 61, it is possible to show that minimizing C,2"% is equivalent to minimizing C z a z , i.e., the total spanlength of the corresponding G, and so we shall look for generator matrices for which the span of G is reduced. The "matrix module" corresponding to @ ; is (cf. (2.4) )
Here a1 = 2, a2 = 3, and a3 = 2, and so by (2.5), the corresponding trellis module has 22 + z3 + 22 = 16 edge symbols, so that the resulting trellis complexity is 16/2 = 8 symbols per bit. The trellis module itself, again constructed using the techniques described in [28, sec. 71 is shown in Fig. 6 . The vertex labels in Fig. 6 represent the information bits corresponding to the rows of el.
(Note that in this example, the ratio of the conventional trellis complexity to the minimal trellis complexity is l2/8 = 3/2. If this code were punctured, then according to (1.1) and (1.4), the ratio would be at least 2. Thus we conclude that the code with generator matrix G3(D) as given in (2.6) is not a punctured code, which shows that the theory of minimal trellises for convolutional codes goes beyond merely "explaining" punctured codes.) Furthermore, it is easy to see that there is no generator matrix for this code with spanlength less than seven, so that the trellis module shown in Fig. 6 yields the minimal trellis for the code. Alternatively, we can examine the scalar generator matrix for the code corresponding to 6; (cf. (2.3))
In (2.1 l), we see that Gscalar has the property that no column contains more than one underlined entry (the Leftmost nonzero entry in its row), or more than one overlined entry (the Rightmost nonzero entry in its row 
Since there are three active entries in each column of e, it follows from (2.5) that the edge symbol count for the trellis module is 23 + 23 + Z3 = 24, so that the trellis complexity for this trellis module is 24/2 = 12 symbols per bit, the same as given by (1.4) for the punctured trellis. To actually construct the trellis module, we can use the techniques of [28, sec. 71, and the result is shown in Fig. 8 . (This code is the first code listed in Table I11 in the Appendix.) As our second example, we consider a "partial-unitmemory" code, taken from [22] , [l] . It is an is trellis-canonical. However, the trellis complexity can be reduced still further, if we allow column permutations of the original generator matrix G ( D ) in (3.2) . Indeed, by computer search we have found that one "minimal complexity" column permutation for this particular code is the permutation (01243567), which results in the generator matrix (cf. (3.2) ) /11111111\ /00000000\ 11 110000 11011000 d.
After putting the canonical generator matrix of (3.4) into "trellis-canonical'' form, it becomes /11111111\ /00000000 \ The trellis complexity of the generator matrix in (3.5) turns out to be 104 symbols per encoded bit. (This code is the seventh listed in Table VI1 in the Appendi~.)~ IV. LTC VERSUSS ACG In this section, we will attempt to compare the trellis complexity of a number of codes to their performance. To do this, we define the "logarithmic trellis complexity" (LTC) of a code, block or convolutional, as the base-2 logarithm of the minimal trellis complexity (symbols per encoded bit), and the "asymptotic coding gain" (ACG) as the code's rate times its minimum (or free) distance. An empirical study, based on existing tables of convolutional codes ([21] , [31j, [22j, [6] , [SI), reveals the interesting fact that LTC/ACG lies between 1.5 and 2.0 for most "good" convolutional codes. For example, for the (3,2,2,3) code discussed in Section 111, the ratio is 1.79, and for the (8,4,3,8) code, it is 1.68. By comparison, for the "NASA standard" (2,1,6,10) convolutional code, for which, as for all (n, 1, m) colivolutional codes, the minimal trellis complexity is given by the formula (l.l), the ratio is 1.60. In the Appendix, we list the (ACG, LTC) pairs for a large number of convolutional codes, and a few block codes. In Fig. 9 , below, we show a scatter plot of these pairs. It is interesting to note how close most of these pairs are to the line of slope 2. This "experimental" fact may be related to a recent theorem of Lafourcade and Vardy [20] , which implies that for any sequence of block codes with a fixed rate R > 0 and fixed value of d / n > 0, as n 4 cc
In any case, we have been able to show in [23] that for all codes, the ratio LTC/ACG must be strictly greater than 1, a result which is similar to Theorem 3 in [19] .
convolutlonal codes has also been studied in [7] and 1371 4The m n i m d trellis complexity of unit memory and partial unit memory In this paper we have shown that every convolutional code has a unique "minimal" trellis representation, which is in many cases considerably simpler than the "conventional" trellis for the code. We have also presented a simple technique for actually constructing the minimal trellis for any convolutional code, and we have numerically computed the trellis complexity for many convolutional codes. In principle, the theory of minimal trellises for convolutional codes can be deduced from the general "Fomey-Trott" theory [ we believe the observation that the trellis complexity of many convolutional codes, including many "nonpunctured" codes, can be thereby systematically reduced is new, as are the details of the algorithms for producing the minimal trellises. We close with a list of research problems which suggest themselves. [24] , but as we saw in Section I1 not all canonical generator matrices are trellis-canonical. What can be said about the class of "trellis-canonical'' generator matrices?
. , A theoretical explanation of the experimental observation that most of the codes shown in Fig. 9 lie near the line of slope 2 would be welcome.
e The design and implementation of Viterbi's algorithm on conventional trellises is well understood. Since the techniques described here lead to greatly reduced trellis complexity, it will be worthwhile to make a careful study of how best to implement Viterbi's algorithm on "minimal" trellises. Indeed, since the decoding complexity of a specific implementation of Viterbi's algorithm, and the combinatorial complexity of a trellis representation are related, but not identical, we regard the construction of the minimal trellis for the code as the starting point for the development of efficient algorithms, not the final answer. * From our current viewpoint, punctured convolutional codes are just codes whose trellis module has fewer edge symbols than would normally be expected. This is because in the scalar matrix G for a punctured code, certain entries are guaranteed to be zero. For example, for a ( 4 , 3 , 3 ) punctured code, the matnx G has the "template" structure
where the x's can be arbitrary (actually there are restrictions on the x's which depend in detail on how the code is constructed), but the eight zero positions must be respected. Any (4,3,3) convolutional code with such a "template" structure will have trellis complexity at most 4 1 3 . In our computer-aided search for the "best" column permutation of the (8,4,3,8) code, we found that each of the 8! = 40326 possible column permutations had minimal trellis complexity either 120 or 104. This strongly suggests an equivalence among permutations, which if understood theoretically, could make it much simpler to find the best column permutation. Finally, we remark that when the bulk of this paper was written, we were not aware of the important earlier work of Sidorenko and Zyablov [32] , which deals explicitly with the minimal trellis for a convolutional code, and we wish to acknowledge their priority. Their work, like ours, develops the theory of minimal trellises for convolutional codes from the corresponding theory for block codes. However, their trellis construction is based on the parity-check matrix of the code rather than the generator matrix, and their emphasis is quite different. One advantage of the Sidorenko-Zyablov approach is that it leads to the following upper bound on the number of nodes at depth i in the minimal trellis for a (n, k , m) convolutional code [32, Theorem 11 It is not easy to derive this bound using our methods. On the other hand, the present paper contains a number of things not present in [32] ,-among them being
The observation that the minimal trellis for a punctured convolutional code is at least as simple as the "punctured" trellis.
The concept of a "trellis-canonical" generator matrix for a convolutional code, and an algorithm for computing one. The ACG versus LTC comparison for block and convolutional codes. (Even more recently, Sidormko, Markarian, and Honary [33] have discussed the construction of minimal trellises for some convolutional codes using ithe Shannon product of "elementary" trellises.)
APPENDIX TABLES OF ILTC VERSUS ACG
In this appendix, we list the "ACG' and the "LTC" for a large number of "good" convolutional codes, and a few block codes (see Tables I-VII) . A scatter plot of these (ACG, LTC) pairs appears as Fig. 9 in Section IV.
