In this paper we discuss the use of bounded variation functions in the study of some optimal control problems as well as in the calculus of variations. The bounded variation functions are well adapted to the study of parameter identi cation problems, such as the coe cients of an elliptic or parabolic operator. These functions are also convenient for the image recovery problems. These problems are well formulated in the space BV ( ) in the sense that they have a solution under reasonable assumptions. The numerical approximation of these problems is interesting because of the non separability of the space BV ( ). A very surprising fact is the inuence of the chosen norm, among all the possible equivalent norms in BV ( ), on the convergence of the numerical approximations. Indeed the approximation by piecewise constant functions fails if the norm is not properly chosen.
A Problem of Calculus of Variations
The image enhancement or image recovery problems, which have recently received a considerable amount of attention, are an example of problems of calculus of variations that can be studied in the space of the functions of bounded variation. To brie y describe this problem let z denote the grey values of an image which extends in a two dimensional domain . have been left open in the abovementioned papers some of which will be discussed here.
An Optimal Control Problem
As a special example of optimal control problems we are going to discuss the following problem of identi cation of parameters. Let us consider the state equation to identify parameters, the reader is referred as to Gutman 7] . In that paper, theoretical questions remained open, which will be studied in this paper. 
See, for instance, Rudin 13] for details. A di erent norm in R n induces another norm on BV ( ) that is equivalent to (5) . For instance, a frequently used norm, mainly employed in the study of minimal surfaces, is the Euclidean norm, see Giusti 6] . The reader is referred to Temam 15] for the use of the norm (5).
The proof of the next properties of BV ( ) can be found in 6]. (7) 3) For every bounded sequence fu j g 1 j=1 BV ( ) there exists a subsequence fu j k g 1 k=1 and a function u 2 BV ( ) such that u j k ! u in L 1 ( ).
Concerning 2) one can generalize Giusti 6, Theorem 1.17] from r = 1 to r 2 1; +1) to assert that C 1 ( ) \ L r ( ) approximates BV ( ) \ L r ( ) in the sense of (7). This implies that W 1;1 ( ) \ L r ( ) approximates BV ( ) \ L r ( ) in the sense of (7) as well. Since ? is Lipschitz, C 1 ( ) is dense in W 1;1 ( ) \ L r ( ) (see, for instance, Ne cas 11]), and we conclude that C 1 ( ) approximates BV ( ) \ L r ( ) as claimed.
Let us remark that (7) can not be modi ed to have k@ xi u j ?@ xi uk M( ) ! 0.
Indeed the closure of C 1 ( ) in the norm (5) 
4 Existence of Solution
In this section we study the existence of a solution for problem
where > 0, K is a convex closed subset of L p ( ) (1 p < +1), and J : K ?! R is a weakly lower semicontinuous function. We also assume that K \ BV ( ) is nonempty and that J is bounded from below.
The following theorem provides the necessary conditions to guarantee the existence of a solution for (P). We have proved that fu j g 1 j=1 is bounded in BV ( ) \ L p ( ). Therefore by using Proposition 3.1, we can take a subsequence that we will denote in the same way, and an element u 2 BV ( ) \ L p ( ) such that Since K is closed in the weak topology of L p ( ), u 2 K, which along with the previous inequality proves that u is a solution of (P). The uniqueness of the solution under the strict convexity of J follows by using the classical argument.
Let us remark that the continuity of J is enough to conclude the existence of a solution if K is a bounded subset of L 1 ( ). Indeed, the boundedness of fu j g 1 j=1 in BV ( ) implies (Proposition 3.1) the existence of a subsequence, denoted in the same way, and an element u 2 BV ( ) such that u j ! u strongly in L 1 ( ). This together with the boundedness of fu j g 1 j=1 in L 1 ( ) implies strong convergence u j ! u in L p ( ), so that J(u j ) ! J( u).
It is an easy exercise to prove that the above theorem can be applied to the study of problems (CV) and (OC) to deduce the existence of a solution.
Approximation of Problem (P)
Two issues are going to be addressed in this section. The rst is concerned with the approximation of the space BV ( ) by nite dimensional spaces. Secondly we will consider the approximation of problem (P). To deal with the approximation of BV ( ) we introduce a decomposition of in subdomains. Since is bounded we can take for every 1 k n a k = minfx k : x = (x j ) n j=1 2 gb k = maxfx k : x = (x j ) n j=1 2 g: ( For n > 1 and each j we denote by @ j the boundary of j and j (x) stands for the outward normal vector (in the sense of the Euclidean scalar product) to @ j at the point x 2 @ j , which exists for almost every point of the boundary. We set j j j (resp. j@ j j) to indicate the n-dimensional (resp. (n?1)-dimensional) Lebesgue measure of j and with S j we represent the (n ? 1)-measure on the manifold @ j \ , so that j@ j \ j = S j (@ j \ ). Now given two domains i and j such that j@ j \ @ i j > 0, we denote by S ij the (n ? 1)-measure on the manifold @ j \ @ j and by ij the unit normal vector to @ i \ @ j pointing from i into j . It is obvious that ij (x) = i (x) for every x 2 @ i \ @ j and that ij = ? ji . The following theorem provides the total variation of the functions of V m . We compute the total variation of u m in the sense of (19). To do this we take v 2 C 1 0 ( ) n , with jv(x)j 2 1 for every x 2 . Then we have
Taking the supremum in v, we get from the previous identity and ( the limit of every subsequence converging weakly in L p ( ) also converges strongly in L 1 ( ) and it is a solution of (P). If J is strictly convex, then the solution of (P m ) is unique and the whole sequence f u m g converges to the solution of (P).
For the proof we refer to 4]. 
We considered a MATLAB code to solve (26). In Figure 1 we show the noisy image with = 1 and Figure 2 give the corresponding enhanced image obtained by the code. 
