We consider the problem of determining termination of single-path loops with integer variables and affine updates. The problem asks whether such a loop terminates on all integer initial values. This problem is known to be decidable for the subclass of loops whose update matrices are diagonalisable. In this paper we show decidability of determining termination for arbitrary update matrices, but with a single inequality as the loop guard. Our decision procedure relies on number-theoretic results concerning Diophantine approximation. For the class of loops considered in this paper, the question of deciding termination on a specific initial value is a longstanding open problem.
Introduction
Termination is a central problem in program verification. In particular, termination of single-path linear loop programs, i.e., programs of the form:
where c and d are rational vectors, and A and B are rational matrices, has been extensively studied. The guard for such a loop involves a conjunction of linear constraints and the loop body consists of single simultaneous linear assignment. For a set S ⊆ R n , we say that the loop P1 terminates on S if it terminates for all initial vectors u ∈ S. Despite the simplicity of P1, the question of deciding termination of loops of this form has proven challenging (and termination already becomes undecidable if the loop body consists of a nondeterministic choice between two different linear updates). Tiwari [28] showed that termination of loops of the form P1 is decidable over R n . Subsequently, Braverman [7] , using a more refined analysis of the loop components, showed that termination is decidable over Q n and noted that termination on Z n can be reduced to termination on Q n in the homogeneous case, i.e., when c and d are both zero. More recently, Ouaknine, Sousa-Pinto, and Worrell [19] have proven that termination over Z n is decidable in the non-homogeneous case under the assumption that the update matrix A is diagonalisable. However, the general problem of termination over Z n remains open.
In this paper we give a decision procedure for loops with an arbitrary update matrix A, but assuming that the loop guard consists of a single linear constraint, i.e., the matrix B has a single row. Note that for this class of programs the question of termination on a single initial value in Z n (as opposed to termination over all of Z n ) is equivalent to the Positivity Problem for linear recurrence sequences, i.e., the problem of whether all terms in a given linear recurrence sequence are positive. Decidability of the Positivity Problem is a longstanding open problem (going back at least as far as [24, 26] ), and results in [20] suggest that a solution to the problem will require highly non-trivial advances in number theory. However, in considering termination over Z n one can benefit from the freedom to choose the initial values of the loop variables, and this is particularly decisive under the assumption that the loop guard consists of a single constraint, as in the case at hand. Similar to [19] , the fact that the initial loop value is unconstrained also allows us to use Diophantine-approximation lower bounds with non-effective constants as part of our analysis.
In this paper we are interested in the foundational problem of providing complete methods to solve termination. Much effort has been devoted to scalable and pragmatic methods to prove termination for classes of programs that subsume linear loops. In particular, techniques to prove termination via synthesis of linear ranking functions [3, 4, 6, 9, 11, 22, 23] and their extension, multiphase linear ranking functions [5, 2] , have been developed. Many of these techniques have been implemented in software verification tools, such as Microsoft's Terminator [12] . Although these methods are capable of handling non-deterministic linear loops, they can only guarantee termination whenever ranking functions of a certain form exist.
Preliminaries

Number Theory
Algebraic Numbers
A complex number α is said to be algebraic if it is the root of some polynomial with integer coefficients. Among those polynomials, there exists a unique one of minimal degree whose coefficients have no common factor, and it is said to be the defining polynomial of α, denoted by p α , and it is always an irreducible polynomial. Moreover, if p α is monic, α is said to be an algebraic integer. The degree of an algebraic number is defined as the degree of p α , and its height as the maximum absolute value of the coefficients of p α (also said to be the height of that polynomial). The roots of p α are said to be the Galois conjugates of α. We denote the set of algebraic numbers by A, and the set of algebraic integers by O A . For all α ∈ A, there exists some q ∈ N such that qα ∈ O A . It is well known that A is a field and that O A is a ring. A number field of dimension d is a field extension K of Q whose degree as a vector-space over Q is d. In particular, K ⊆ A must hold. Recall that, in that case, there are exactly d monomorphisms σ i : K → C (whose restriction over Q is the identity and map elements of K to their Galois conjugates). The ring of integers O of a number field K is the set of elements of K that are algebraic integers, that is, O = K ∩ O A . An ideal of O is an additive subgroup of O that is closed under multiplication by any element of O.
Manipulating algebraic numbers
The following separation bound allows us to effectively represent an arbitrary algebraic number by keeping its defining polynomial, a sufficiently accurate estimate for the root we want to store, and an upper bound on the error. We call this its standard/canonical representation.
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where d and H are respectively the degree and height of f .
It is well known that arithmetic operations and equality testing on these numbers can be done in polynomial time on the size of the canonical representations of the relevant numbers, since one can:
• compute polynomially many bits of the roots of any polynomial p ∈ Q[x] in polynomial time, due to the work of Pan in [21] • find the minimal polynomial of an algebraic number by factoring the polynomial in its description in polynomial time using the LLL algorithm [17] . • use the sub-resultant algorithm (see Algorithm 3.3.7 in [10] ) and the two aforementioned procedures to compute canonical representations of sums, differences, multiplications, and divisions of canonically represented algebraic numbers
Bounds on exponential polynomials
We are interested in lower-bounding expressions of the form
where α i are algebraic integer constants and γ 1 , · · · , γ s have the same absolute value ρ. Any such sequence must in fact be a simple linear recurrence sequence, i.e. a linear recurrence without repetitive characteristics roots, with algebraic coefficients and characteristic roots γ 1 , · · · , γ s , as explained in [13, Section 1.1.6]. The next theorem by Evertse, Van der Poorten, and Schlickewei, was established in [14, 29] to analyse the growth of linear recurrence sequences. It gives us a very strong lower bound on the magnitude of sums of S-units, as defined below. Its key ingredient is Schlickewei's p-adic generalisation [25] of Schmidt's Subspace theorem.
Let S be a finite set of prime ideals of the ring of integers O of a number field K. We say that α ∈ O is an S-unit if all the ideals appearing in the prime factorisation of (α), that is, the ideal generated by α, are in S. Theorem 2 (S-units). Let K be a number field, s be a positive integer, and S be a finite set of prime ideals of O. Then for every > 0 there exists a constant C, depending only on s, K, S, and , with the following property. For every set of S-units x 1 , · · · , x s ∈ O such that i∈I x i = 0 for all non-empty I ⊆ {1, · · · , s}, it holds that
In order to make use of this result, it is important to understand the set
The following well-known theorem characterises the set of zeros of linear recurrence sequences. In particular, it gives us a sufficient condition for guaranteeing that the set of zeros of a non-identically zero linear recurrence sequence be finite. Namely, it suffices that the sequence is non-degenerate, that is, that no ratio of two of its characteristic roots is a root of unity.
is always a union of a finite set and finitely many arithmetic progressions. Moreover, if u k is non-degenerate, this set is actually finite.
It follows from the Skolem-Mahler-Lech theorem that if u k is non-degenerate then (3) must be finite, assuming without loss of generality that i∈I α i γ k i is never eventually zero. We can now apply the S-units theorem in order to get a lower bound on (2) that holds for all but finitely many k, by letting K be the splitting field of the characteristic polynomial of u k , S be the set of prime ideals of the ring of integers of K that appear in the factorisation of each of the algebraic integers α i and γ i , and x i = α i γ k i for each i, making (2) a sum of S-units.
In the notation of the theorem, we have Y = Ω(ρ k ). If Γ is an upper bound on the absolute value of the Galois conjugates of each γ i (that is, each σ j (γ i )), then Z = O(Γ k ). Thus, for any > 0, we know that
Finally, we note that by picking to be sufficiently small we can get ρΓ − arbitrarily close to ρ.
The following elementary lemma from [7] plays an important role in our analysis, namely it rules out the possibility of non-termination whenever there is no positive real dominant eigenvalue.
Lemma 4 (Complex Units Lemma
Given a lattice L over integers, the following result from [16] allows us to find out whether there exist an eventually non-terminating point on L.
Theorem 5 (Khachiyan and Porkolab) . Let W ⊆ R n be a convex semi-algebraic set defined by polynomials of degree at most D and that can be represented in space S. In that case, if W ∩ Z n = ∅, then W must contain an integral point that can be represented in space SD O(n 4 ) .
Algebraic Geometry
First-Order Theory of Reals
Let x = (x 1 , · · · , x n ) be a list of n real-valued variables, and let σ(x) be a Boolean combination of atomic predicates of the form g(x) ∼ 0, where each g(x) is a polynomial with integer coefficients in the variables x, and ∼ is either > or =. Tarski has famously shown that we can decide the truth over the field R of sentences of the form ϕ = Q 1 x 1 · · · Q n x n σ(x), where Q i is either ∃ or ∀. He did so by showing that this theory admits quantifier elimination (Tarski-Seidenberg theorem [27] ).
All sets that are definable in the first-order theory of reals without quantification are by definition semi-algebraic, and it follows from Tarski's theorem that this is still the case if we allow quantification. We also remark that our standard representation of algebraic numbers, identifying a complex number a + bi with the pair of real numbers (a, b), allows us to write them explicitly in the first-order theory of reals, that is, given α ∈ A, there exists sentence σ(x) such that σ(x) is true if and only if x = α. Thus, we allow their use when defining semi-algebraic sets, for simplicity.
It follows from the undecidability of Hilbert's Tenth Problem that, in general, we cannot decide whether a given semi-algebraic set has an integer point.
We shall make use of the following result by Basu, Pollack, and Roy [1] , which tells us how expensive it is, in terms of space usage, to perform quantifier elimination on a formula in the first-order theory of reals: Theorem 6. Given a set Q = {q 1 , · · · , q s } of s polynomials each of degree at most D, in h+ d variables, and a first-order formula of the form
, the degrees of the polynomials q ij are bounded by D d , and the bit-sizes of the heights of the polynomials in the quantifier-free formula are only polynomially larger than those of q 1 , · · · , q s .
Groups of Multiplicative Relations
In this subsection we will introduce some concepts concerning groups of multiplicative relations among algebraic numbers.
Let T = {z ∈ C : |z| = 1}. We define the s-dimensional torus to be T s , considered as a group under component-wise multiplication.
Given a tuple of algebraic numbers γ γ γ = (γ 1 , · · · , γ s ), in this subsection we will consider how to effectively represent the orbit {γ γ γ n : n ∈ N}. More precisely, we will give an algebraic representation of the topological closure of that orbit in T s .
The group of multiplicative relations of γ γ γ, which is an additive subgroup of Z s , is defined as
where γ γ γ v is defined to be γ v1 1 · · · γ vs s for v ∈ Z s , that is, exponentiation acts coordinate-wise. Since Z s is a free abelian group, its subgroups are also free. In particular, L(γ γ γ) has a finite basis. The following powerful theorem of Masser [18] gives bounds on the magnitude of the components of such a basis. Theorem 7 (Masser). The free Abelian group L(γ γ γ) has a basis v 1 
where H and D bound respectively the heights and degrees of all the γ i .
Membership of a tuple v ∈ Z s in L(γ γ γ) can be computed in polynomial space, using a decision procedure for the existential theory of the reals. In combination with Theorem 7, it follows that we can compute a basis for L(γ γ γ) in polynomial space by brute-force search.
Corresponding to L(γ γ γ), we consider the following multiplicative subgroup of T s :
If B is a basis of L(γ γ γ), then we can equivalently characterise the group T (γ γ γ) as {µ µ µ ∈ T s : ∀v ∈ B, µ µ µ v = 1}. Crucially, this finitary characterisation allows us to represent T (γ γ γ) as a semi-algebraic set with respect to the natural interpretation of C as R 2 . We will use the following classical lemma of Kronecker on simultaneous Diophantine approximation, in order to show that the orbit γ γ γ k : k ∈ N is a dense subset of T (γ γ γ).
i.e., all integer relations among the coordinates of θ θ θ also hold among those of ψ ψ ψ (modulo Z). Then, for each > 0, there exist p p p ∈ Z s and a non-negative integer k such that
We now arrive at the main result of the section: 
Linear Algebra
Non-degenerate Matrices
A matrix A is non-degenerate, if for all distinct eigenvalues γ 1 , γ 2 of A, γ 1 /γ 2 is not a root of unity. Let L be the least common multiple of all orders of quotients of distinct eigenvalues of A which are roots of unity. It is known that L = 2 O(n √ log n) [13] . The eigenvalues of the matrix A L have the form γ L for γ an eigenvalue of A, by the spectral mapping theorem. It follwos that A L is non-degenerate, since if γ 1 , γ 2 are eigenvalues of A such that γ L 1 /γ L 2 is a root of unity, then so is γ 1 /γ 2 , and hence γ L 1 /γ L 2 = 1. Not that a homogeneous P1 (c = 0, d = 0) is eventually non-terminating on u 0 ∈ Z n if and only if the program P1 L below is eventually non-terminating on the set u 0 , Au 0 , · · · A L−1 u 0 :
Thus, whenever necessary, we may assume that the update matrix A in a homogeneous loop program is non-degenerate.
Jordan Normal Form
in the sense that there exist an invertible matrix P such that J = P −1 AP [15] . If each block J i has size n i , it is straightforward to see
Via multiplication from left by E ij , the matrix obtained from the identity matrix by exchanging its i-th and j-th rows, and its inverse E −1 ij = E ij from right, we may assume |γ 0 | ≤ · · · ≤ |γ t |, and complex and non-positive eigenvalues precede positive eigenvalues of the same modulus. We shall call this form the Ordered Jordan Form. The Jordan normal form, and, therefore, the ordered Jordan normal form can be computed in polynomial time [8] .
Decision Procedure
We study single constraint loops, namely when B = b 1×n is a vector in P1. Set
where ρ is the maximum of modulus of eigenvalues of A. Note that all the eigenvalues of A have modulus at most one. The termination of the loop P1 over Z n is equivalent to that of the following homogeneous loop
over Z n × {1}. Moreover, by letting u = P u and b = b −d P −1 , where P is the invertible matrix such that J = P −1 A P is in the ordered normal Jordan form, we may assume the update matrix is in the ordered normal Jordan form. Therefore, termination of loop P2 over Z n × {1} is equivalent to termination of the loop
over the affine lattice L = P (Z n × {1}). We can further assume that there is no Jordan block J i of J such that all corresponding entries in b are 0. In other words, if we define
have the same size as J i , then we can assume there is no b i = 0 (0 ≤ i ≤ t), as such blocks do not affect the loop guard condition b J k x = t i=0 b i J k i x i ≥ 0. Note that L has rank n since matrix P is invertible. In other words, up to multiplication by a constant there is exactly one affine dependence relation f (x) = a x + e = 0 (4) that holds for all x ∈ L. We call the entries that are present in the dependence relation with non-zero coefficient dependent variables, and refer to others as independent variables.
Let γ 0 , · · · , γ t be diagonal entries (eigenvalues) of J, in the same order as in J, of modulus ρ 0 , · · · , ρ r with ρ 0 < · · · < ρ r = ρ. Starting from s −1 = −1, for 0 ≤ j ≤ r, define s j to be the largest index i such that |γ i | ≤ ρ j , andn j = max {n i : s j−1 + 1 ≤ i ≤ s j }, the maximum algebraic multiplicity of eigenvalues of modulus ρ j . Therefore, we can group γ i 's as γ 0 , · · · , γ s0 |γi|=ρ0 , γ s0+1 , · · · , γ s1 |γi|=ρ1 , · · · , γ sr−1+1 , · · · , γ sr |γi|=ρr . Algorithm 1 bellow decides the termination problem for P3 over L. This settles the termination problem for loops with simultaneous linear updates and a linear constraint. The notation used in Algorithm 1 is defined in Subsections 3.1 and 3.2. The rest of this section is dedicated to the correctness of Algorithm 1. The proof is constructive in the sense that when the loop is non-terminating, it provides an eventually non-terminating start point as the witness of non-termination.
Exponential Polynomial
The loop P3 is non-terminating if and only if there is an starting point x = u 0 ∈ L such that y k = G(x, k) = b J k x ≥ 0 for all k ≥ 0. We may express y k in the following exponential polynomial form:
where in the last summation, if n i <n j for some 0 ≤ j ≤ r and s j−1 +1 ≤ i ≤ s j , then g i = 0 for > n i − 1. Note that g i 's are linear polynomials in x, grouping together the coefficients of k γ k i , and G j (k)'s are linear polynomials in x, grouping together the coefficients of k from terms corresponding to eigenvalues of modulus ρ j . We will, therefore, sometimes refer to them as G j (x, k) . It is not hard to see that G j (x, k)'s are real-valued over L using the real Jordan form of A and the uniqueness of exponential polynomial of the linear recurrence sequence y k k∈N .
In order to decide termination of P3, we need to study G j (k). The intuition is that G j (k) decays exponentially faster in k for for smaller j, and increases polynomially slower in k for smaller 's. This yields the natural lexicographic order 00 ≺ 01 ≺ · · · ≺ 0n 0 − 1 ≺ 10 ≺ 11 ≺ · · · ≺ 1n 1 − 1 ≺ · · · ≺ r0 ≺ r1 ≺ · · · ≺ rn r − 1.
Dominant Terms Analysis
In order to decide termination of P3, we need to study the most dominant G j , i.e. G rnr−1 subject to the affine dependence relation (4), or equivalently in the ring
This leads us to analyse the relations between g sr−1+1nr−1 , · · · , g tnr−1 and the relations between variables present in them subject to the relation (4). To emphasise this subjection, relations between these polynomials are represented by a R L index such as = R L , ∈ R L , · · · . However, whenever we don't use the index R L for relations, the relations have Whenever we cannot extract enough information from G rnr−1 , we shall deploy the next most dominant G j to decide termination.
First notice that the existence of a non-terminating point for P3 on L is equivalent to the existence of an eventually non-terminating point, i.e. a point x = u 0 ∈ L for which there exist N ∈ N such that for every k ≥ N , y k = b J k x ≥ 0, as we may skip the first iterations to arrive at a non-terminating point. This equivalent reformulation of non-termination for universal termination is called Eventual Non-termination, or Ultimate Positivity in linear recurrence sequences' terminology. Hence we will now inspect existence of an eventually non-terminating point on L.
If G = R L 0, then for every x = u 0 ∈ L and k ∈ Z ≥0 , G(x, k) = 0 ≥ 0. Therefore P3 is non-terminating.
If A, the update matrix of the loop P3, has no positive eigenvalue of maximum modulus, then it follows from Lemma 4 that the loop terminates for all the initial values, and therefore, it is terminating. It remains to decide the cases when there exist a positive real eigenvalue of maximum modulus.
Case 1. (g tnr−1 = 0):
In this case, the real part of the term G rnr−1 is identically 0. There are two subcases:
Then for all u ∈ L, there exists s r−1 + 1 ≤ i ≤ t − 1 such that g inr−1 (u) = 0. Then for every initial value of x = u 0 ∈ L there is at least one g inr−1 (s r−1 + 1 ≤ i ≤ t − 1) such that g inr−1 (x) = 0. By Lemma 4, there is c ≤ 0 such that the leading term
for infinitely many k. It follows that the loop is terminating.
Subcase 1-2. ∃u ∈ L, G rn r −1 (u) = 0:
Then there exists u ∈ L such that for all s r−1 + 1 ≤ i ≤ t − 1 we have g inr−1 (u) = 0. It can be readily seen that the subspace
is invariant under transformation by J. Therefore, we can reduce P3 to the subspace V and study it's termination on V ∩ L. This process terminate after calling the Algorithm at most n times. Case 2. (g tnr−1 = 0 and g tnr−1 ∈ R L C + t−1 i=s r−1 +1 Cg inr−1 ):
If x tnr−1 is independent, we can move x over L in x tnr−1 's direction to make g tnr−1 arbitrarily large. Otherwise, since
x tnr−1 cannot form a dependence relation with x inr−1 (s r−1 + 1 ≤ i ≤ t − 1) whose b i0 = 0, and hence, there exists a dependent variable x i0 0 with i 0 < s r−1 + 1, or 0 <n r − 1, or b i00 = 0. Thus, we can make up for any change we make to x tnr−1 , by adjusting x i0 0 , without altering x sr−1+1nr−1 , · · · , x t−1nr−1 , and, therefore, g sr−1+1nr−1 , · · · , g t−1nr−1 . In either case, by choosing x to make g tnr−1 large enough, and hence, G rnr−1 (k) positive for all k ≥ 0, we obtain an eventually non-terminating point. The loop is non-terminating in this case.
Case 3. (g tnr−1 = 0 and g tnr−1 ∈ R L C + t−1 i=s r−1 +1 Cg inr−1 ):
Let γ γ γ r = (γ sr−1+1 , · · · , γ t ). By Lemma 8, {γ γ γ k r : k ∈ Z ≥0 } is dense in the semi-algebraically definable set T (γ γ γ r ). It can be easily checked that
are semi-algebraically definable and are convex in x. Using Theorem 5 we can decide whether they are empty or not. This information allows us to decide we fall into which one of the following Subcases.
Subcase 3-1. (E >0 = ∅):
There exist some x = u 0 ∈ L for which inf k {G rnr−1 (x, k)} > 0. For this x 0 the loop is eventually non-terminating. Therefore, the loop is non-terminating.
Subcase 3-2. (E
As G rnr−1 does not provide us with enough information for deciding termination, we utilise the next most dominant G j , i.e. the one with the largest index j ≺ rn r − 1, which is non-zero. • (n r > 1): From the third line of Equation (5), we have
x tnr−1 is the only x t , 0 ≤ ≤n r − 2, present in the dependence relation, and b t0 = 0. Therefore, x tnr−2 is an independent variable present in g tnr−2 and not in g tnr−1 ; indeed, no other g i in G tnr−1 or G tnr−2 contains x tnr−2 as it is only present in the terms involved with the Jordan block J t . Hence, we can increase g tnr−2 by moving x (in fact x tnr−2 ) on L without affecting G rnr−1 and other terms in G rnr−2 in order to make G rnr−2 large enough to obtain an eventually non-terminating starting point x = u 0 . Therefore, the loop is non-terminating.
• (n r = 1 ∧ ∃ j ≺ rn r − 1, G j = 0): Let j 0 0 ≺ rn r − 1 be the largest index for which
We may assume that J is non-degenerate. Let x = u 0 ∈ L be such that inf k {G rnr−1 (x, k)} = 0. For every 0 < δ < 1, there exists N ∈ N such that for every k ≥ N , G rnr−1 (x, k) > δ k by Theorem 2 on S-units. Therefore, x = u 0 is an eventually non-terminating point as G rnr−1 (x, k) will eventually exponentially dominate other terms by choosing δ large enough. The loop is non-terminating. • (n r = 1 ∧ j ≺ rn r − 1, G j = 0): There exist some x = u 0 ∈ L such that inf k {y k } = inf k {G rnr−1 (x, k)} ≥ 0. For this value of x the loop is eventually nonterminating. Therefore, the loop is non-terminating.
Subcase 3-3. (E ≥0 = ∅):
Similarly to Case 1, the loop is terminating.
Complexity Analysis
Our procedure almost always decides termination in polynomial time. The set of loops for which it requires super-polynomial time is of Lebesgue measure zero; namely those falling under Case 1 or Case 3.
In Case 1 our procedure stops after at most n times calling itself. When falling under Case 3, there are two steps that might need super-polynomial space: namely finding a quantifier-free formula for E ≥0 , and checking whether this set contains a lattice point.
Applying Masser's Theorem, we can find a basis {v 1 , · · · , v s } for L(γ t ) such that |v k | = (n max i,j log A ij ) O(n 2 ) for every 1 ≤ k ≤ s. This would give us a quantifier-free representation of E ≥0 of length S = (n max i,j log A ij ) O(n 4 ) and of degree D = (n max i,j log A ij ) O(n 3 ) by Theorem 6.
Theorem 5 allows us to to check for a lattice point on E ≥0 , in space SD O(n 4 ) = (n max i,j log A ij ) O(n 7 ) . Therefore, except for an exceptional case of measure zero, where out algorithm requires (n max i,j log A ij ) O(n 7 ) space, it terminates in polynomial time.
