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The nonlinear I-V curve at an interacting quantum critical point (QCP) is typically out of reach theoretically.
Here, however, we provide an analytical calculation of the I-V curve at a QCP under nonequilibrium conditions
and, furthermore, present experimental results to which the theory is compared. The system is a quantum dot
coupled to resistive leads: a spinless resonant level interacting with an ohmic electromagnetic environment. A
two channel Kondo like QCP occurs when the level is on resonance and symmetrically coupled to the leads.
Using a bosonized representation, we calculate the nonlinear I-V curve at this QCP. We then show that it
has a physically intuitive interpretation in terms of weak backscattering of non-interacting fermions coupled
to a modified environment, thus arriving at the same I-V through dynamical Coulomb blockade theory. The
agreement between our theoretical and experimental results is remarkable.
I. INTRODUCTION
Quantum phase transitions (QPT)—abrupt changes of
ground state due to quantum fluctuations—are of fundamen-
tal importance in a wide variety of condensed matter many-
body systems ranging from quantum materials to quantum
magnets and nanostructures [1–4]. Near the quantum critical
point (QCP) separating the two competing ground states, it
is well established that thermodynamic observables at finite
temperature show universal scaling. Properties away from
equilibrium, such as when a bias is applied or a parameter
suddenly changed (a quantum quench), are much less well
known. However, non-equilibrium phenomena near QPT are
receiving increasing attention as unanticipated features come
to light [1, 5–7].
QPT occur not only in the bulk but also on the bound-
ary of interacting systems [3] as in quantum impurity mod-
els. Nanoscale systems are ideal for studying non-equilibrium
impurity QPT because of the exquisite control over param-
eters that they provide and the ease in creating highly non-
equilibrium conditions by applying a voltage bias. The in-
terplay between non-equilibrium and many-body effects has
been studied in a variety of nanosystems through nonlinear
I-V characteristics, both experimentally, for example [8–17],
and theoretically, e.g. [18–30]. Indeed, analytical I-V curves
have been obtained for the crossover from a QCP to a Fermi
liquid state in the cases of the two-impurity and two-channel
Kondo models [31–33]. At the QCP itself, however, only the
exponent in the scaling regime is known: the nonequilibrium
I-V characteristics at a QCP has not to our knowledge been
studied either experimentally or theoretically.
Here we present both an analytical calculation of the
nonequilibrium I-V curve at a QCP and experimental results
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FIG. 1. Schematic of the system overlaid on a SEM image of a
sample measured. A quantum dot is formed in the carbon nanotube
(CNT) segment between the source and drain leads. These resistive
leads create a dissipative EM environment for electrons tunneling
through the dot. The tunneling barriers can be tuned with the side
gates, labeled SG1 and SG2. Applying a bias between the source
and drain produces a nonequilibrium state.
to which the theory can be compared in detail. The system is
a spin-polarized carbon nanotube quantum dot connected to
resistive leads via tunable tunnel barriers (Fig. 1). The resis-
tive leads create an ohmic electromagnetic (EM) environment
[34–36], and the quantum dot serves as the quantum impurity.
The QCP occurs when a level in the dot is resonant with the
leads and the dot is symmetrically coupled to them. At the
QCP, the conductance through the dot at zero temperature be-
comes perfect (e2/h when T → 0), while otherwise it tends
to zero. Several scaling relations were presented [35, 36].
Resonant tunneling in a Luttinger liquid (LL) provides con-
siderable guidance because tunneling in an EM environment
is an emulation of that system [16, 35–41]. In equilibrium,
resonant peaks of perfect conductance in a LL have been stud-
ied extensively [42–50]. The QCP in this case is of the two-
channel Kondo type, separating single-barrier (left or right)
dominated weak-tunneling regimes [43, 48]. It was estab-
lished that the QCP in our system is also similar to the two-
channel Kondo QCP [35, 36]. Non-equilibrium properties at
the LL resonant tunneling QCP, however, have not been stud-
ied.
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2To obtain the I-V characteristics, we use a bosonized de-
scription from which an effective model near the QCP is found
by duality. The correction to the perfect transmission of the
QCP is given by a weak backscattering term. Treating this
perturbatively to leading order in the backscattering but all
orders in the coupling to the ohmic environment, we find an
analytical expression for the nonlinear I-V curve at finite tem-
perature.
We then show that this result has a simple physical inter-
pretation, one that is not available in the corresponding LL
problem. Here, modes that initially do not couple to the envi-
ronment map to non-interacting left-moving and right-moving
fermions. Indeed, at the QCP we transform to right-moving
and left-moving fermionic channels between which there is
weak tunneling in a modified environment. In this form, dy-
namical Coulomb blockade (DCB) theory [51–53] yields the
same expression for the I-V curve. We close by comparing to
experiment, finding excellent agreement.
II. MODEL AND HAMILTONIAN
Our system is shown in Fig. 1: a spinless resonant level
between two resistive leads. The Hamiltonian in the weak-
tunneling regime consists of several parts,
H = HDot +HLeads +Hµ +HT +HEnv. (1)
HDot =dd
†dmodels the dot with single energy level d, which
may be tuned by the backgate voltage Vgate.
HLeads =
∑
α=S,D
∑
k
kc
†
kαckα (2)
represents the electrons in the source (S) and drain (D) leads,
and
Hµ =
∑
α=S,D
∑
k
µαc
†
kαckα (3)
is the chemical potential term driving the system out of equi-
librium through the applied bias V , µS/D = ±V/2.
Tunneling in our system excites the electromagnetic (EM)
environment through fluctuations of the voltage on the source
and drain. These require a quantum description of the tunnel
junction [51, 52, 54] via junction charge and phase fluctuation
operators that are conjugate to each other, ϕS/D andQS/D. A
tunneling event shifts the charge on the corresponding junc-
tion, as, for example, in this contribution to tunneling from
the dot to the source: c†kSe
−i√2piϕSd. We take the capacitance
of the two tunnel junctions to be the same and so it is natural to
consider the sum and difference variables ψ ≡ (ϕS + ϕD)/2
and ϕ ≡ ϕS − ϕD. The fluctuations ϕ involve charge flow
through the system and so couple to the EM environment. In
contrast, ψ is related to the total charge in the dot. Since the
total charge is not coupled to the environment [51, 52, 55], we
drop ψ at this point. We thus arrive at the tunnel Hamiltonian
HT =
∑
k
(
tSc
†
kSe
−i
√
pi
2 ϕd+ tDc
†
kDe
i
√
pi
2 ϕd+ h.c.
)
. (4)
Finally, the EM evironment is modeled as an ohmic bath of
harmonic oscillators, represented by a bosonic field with ac-
tion
SEnv =
1
2r
∫
dx dτ
[
(∂xϕ)
2 + (∂τϕ)
2
]
, (5)
where r is the dimensionless resistance, r ≡ Re2/h, and ϕ in
Eq. (4) is ϕ(x = 0).
III. BOSONIZATION ATWEAK COUPLING
Our strategy is to develop a bosonized form of the weak-
coupling Hamiltonian that we can then transform to strong-
coupling via duality. Bosonization is possible because an
impurity couples to only an effectively one-dimensional (1d)
subset of lead states. We label these semi-infinite 1d leads
x ∈ (−∞, 0) for S and (0,+∞) for D (and set their Fermi
velocities equal to one). We bosonize in the standard way
[42, 56], choosing the conventions of Ref. [42]:
c†α,L/R(x, t) = e
±ikF x Fα√
2pia0
ei
√
pi[φα(x,t)∓θα(x,t)] (6)
where α = S/D and L/R indicates left- or right-moving par-
ticles. φα and θα are conjugate bosonic fields that describe
electronic states in the semi-infinite leads, a0 is a short time
cutoff, and Fα are Klein factors. In bosonic form ρL/R(x) =
[±∂xφ(x)− ∂xθ(x)]/(2
√
pi) is the electron density.
Because of the sum over momentum in HT, only the fields
at x = 0 couple to the dot and environment. We can re-
late the fields away from the dot to their values at the ori-
gin, φS/D(x, ωn) = φS/D(0, ωn) exp(−|ωnx|) with ωn ≡
2npi/β the Matsubara frequency and β ≡ 1/kBT the inverse
temperature [42, 57]. The exponential decay implies that the
values at ±∞ can be ignored. Integrating over x 6= 0 for
both the leads and the environmental field (5), we find that the
effective zero-dimensional (0d) free action is
1
2β
∑
n
|ωn|
[
|φS(ωn)|2 + |φD(ωn)|2 + |ϕ(ωn)|
2
r
]
, (7)
where the fields are evaluated at the origin (the x argument is
dropped) and the factor 12 results from the leads being only
semi-infinite. In principle, this action could be written in
terms of the conjugate fields; we use the φ fields since the θ
fields approach zero at the dot due to their Dirichlet boundary
condition at weak tunneling [42, 58]. We further define the
charge and flavor fields φc/f (ωn) ≡ [φS(ωn)±φD(ωn)]/2 in
terms of which the action becomes
SeffLeads+Env =
1
β
∑
n
|ωn|
[
|φc(ωn)|2+|φf (ωn)|2+ |ϕ(ωn)|
2
2r
]
.
(8)
Away from x = 0, the charge and flavor fields are [19]
φf/c(x) =
1
2 [φS(−x)∓ φD(x)± θS(−x)− θD(x)]
θc/f (x) =
1
2 [±φS(−x) + φD(x) + θS(−x)± θD(x)] .
(9)
3Note that (i) φf (x) is conjugate to θc(x) and likewise φc(x)
to θf (x), and (ii) the 0d action Eq. (8) results from integrating
out all x 6= 0 in a 1d free action in these fields.
The voltage bias in Hµ is handled using a time-dependent
gauge transformation [42, 51] that moves the bias to the tun-
neling term—physically, when an electron hops from a lead
to the dot it acquires a phase factor corresponding to the drop
in bias (change in energy) across that barrier. Since the QCP
occurs at symmetric coupling, we take identical coupling to
the source and drain leads, tS = tD ≡ t. With symmetric tun-
neling and capacitance, the bias voltage drops symmetrically
as well. The tunneling term is, then,
HT+µ =
t√
2pia0
[
FSde
i
√
piφcei(
√
piφf−
√
pi
2 ϕ+eV t/2)
+ FDde
i
√
piφce−i(
√
piφf−
√
pi
2 ϕ+eV t/2) + h.c.
]
.
(10)
All fields in Eq. (10) are taken at x = 0, and we have used
θS/D(0)=0 [42, 58] due to the Dirichlet boundary condition.
Notice that the fields φf (x = 0) and ϕ enter in the same
way in Eq. (10), so we combine them via the transformation
φ′f (ωn) = φf (ωn)−
1√
2
ϕ(ωn)
ϕ′(ωn) =
√
rφf (ωn) +
1√
2r
ϕ(ωn).
(11)
In order to combine with the free action, the Hamiltonian
HT+µ should be transformed to an action in imaginary time.
The final expression for the action at weak coupling is
SeffLeads+Env =
1
β
∑
n
|ωn|
[
|φc(ωn)|2 + 1
(1 + r)
|φ′f (ωn)|2
]
+
1
(1 + r)β
∑
n
|ωn||ϕ′(ωn)|2
ST+µ =
∫
dτ
t√
2pia0
{
FSde
i
√
piφcei(
√
piφ′f+eV τ/2) + FDde
i
√
piφce−i(
√
piφ′f+eV τ/2) + c.c.
}
.
(12)
Since the field ϕ′ completely decouples from the problem, we
drop it from further consideration.
The current operator for this system is given by δZ/δ(V τ)
where Z is the partition function associated with the 0d action
(12). One can check that it is the same as that of the original
Hamiltonian, and thus transport properties of the system can
be calculated from the 0d model [42].
IV. THE STRONG TUNNELING LIMIT:
LINK TO AWEAK DOUBLE BARRIER
When the dot is symmetrically coupled to the leads and is
exactly on resonance (d = 0), the weak-coupling description
above renormalizes to a strong-coupling fixed point [35]. The
system looks increasingly uniform, and the transmission goes
to unity. This strong-coupling point is described by the dual
to the weak-coupling effective action [42, 57, 59]. With the
conjugate variables noted in Eq. 9, one finds
SeffLeads+Env =
1
β
∑
n
|ωn|
[|θf (ωn)|2 + (1 + r)|θ′c(ωn)|2] .
(13)
Note that this effective action describes an unconventional LL:
the effective Luttinger parameter 1/(1+r) appears only in the
θ′c fields, leaving the θf field free.
As the system scales to strong coupling, two weak potential
barriers become an increasingly good model for the residual
effect of the quantum dot [42, 47], except for some decoupled
boundary degrees of freedom that can be neglected for our
purposes [60]. It is clear from Eq. (12) that the dot couples to
the fields φc and φ′f as if they were the true sum and differ-
ence fields of the bosonized electrons. Therefore, we take the
action of the symmetrical double barriers, modeled as delta
functions spaced by `, to be [42]
ST+µ = A
∫
dτ
∑
i=1,2
cos[2
√
piθi(τ) + eV τ ∓ kF `], (14)
where the fields at the positions of the barriers are
θ1 ≡ θ′c + θf and θ2 ≡ θ′c − θf . (15)
The strength of this double barrier term, A, is not known mi-
croscopically as it is the result of the flow from weak to strong
coupling. At the end of the flow, i.e. in the limit of zero tem-
perature and applied voltage, A→0 (see Sec. V for the renor-
malization analysis). The form cos[2
√
piθ] appears because it
corresponds to 2kF backscattering of the underlying fermions
[42], as can be checked by using the bosonization relation
Eq. (6) to refermionize this term. This is, of course, the ex-
pected effect of scattering from a potential barrier. In contrast
to the weak-tunneling case, we use θ fields here since φ fields
now have Dirichlet boundary condition, becoming discretized
constants at strong coupling [42, 58]. Physically, θ1/2 are dif-
ferent from the weak tunneling fields θS/D since the effect of
the dissipative environment has been incorporated through θ′c.
When on resonance for a single level, one has kF ` = pi, so
that the barrier terms become
ST+µ = A
∫
dτ cos(2
√
piθ′c + eV τ) cos(2
√
piθf ). (16)
The appearance of the bias as a phase eV τ in ST+µ requires
explanation: we offer three arguments. First, the combination
2
√
piθ′c + eV τ in Eq. (16) is the natural duality of the way in
which V is paired with φ′f at weak coupling, Eq. (12).
4Second, from a Landauer-Bu¨ttiker point of view [61–63],
near perfect transmission the right-moving particles (from the
source) have chemical potential eV higher than that of the
left-moving particles (from the drain). Upon backscattering
this bias should appear as a phase eV t in the backscattering
operator. Thus, the bias should enter as in Eq. (14).
Our third argument for the effect of the bias at strong cou-
pling [57, 58] considers the effect of the environment on bare
bosonic fields in the weak-barrier case. Assume the system
has already flowed to the strong tunneling regime with, for
the moment, a dissipative free action. Then, by integrating
out fields away from the impurity the 0d effective free and
barrier terms are
S0 =
1
β
∑
n
|ωn|
[|θf (ωn)|2 + |θc(ωn)|2]
+
1
β
1
2r
∑
n
|ωn|
[|ϕ(ωn)|2]
ST =A
∫
dτ cos[2
√
piθc(τ)] cos[2
√
piθf (τ)],
(17)
where all the fields are evaluated at the origin. There is in
addition a bias term in which both the external bias V and
the fluctuating potential connected to the environmental field
ϕ must be included. The environmental potential fluctuations
are given by
√
2piϕ˙which in a Hamiltonian formulation corre-
sponds to the operator eQ/(2C), where Q is the charge fluc-
tuations conjugate to φ and C is the effective capacitance be-
tween the source and drain. In the strong coupling regime,
as pointed out in the previous paragraph, the potential dif-
ference is applied between the right-moving and left-moving
fermions. Thus, the bias term in Hamiltonian form is
Hµ =
eV + eQC
2
[∫ 0
−∞
dxψ†R(x)ψR(x)−
∫ ∞
0
dxψ†L(x)ψL(x)
]
=
eV + eQ/C
4
1√
pi
[∫ 0
−∞
dx[−∂xθS(x)− ∂xφS(x)]
−
∫ ∞
0
dx[−∂xθD(x) + ∂xφD(x)]
]
=
eV + eQ/C
4
√
pi
[−θS(0)− θD(0)],
(18)
whereL orR represent left-moving or right-moving fermions,
respectively. In order to combine with Eq. (17), we write this
as an action in terms of θc(x = 0, τ):
Sµ = −
∫
dτ
[
eV
2
√
pi
θc(τ) +
√
2 ϕ˙(τ) θc(τ)
]
. (19)
Notice that, except for its free action, ϕ only couples to the
θc field bilinearly: the potential fluctuation term can be written
in terms of the Matsubara frequencies as i
√
2ωnϕ(ωn)θc(ωn).
Since it acts as an effective bias, we can integrate out the dissi-
pationϕ through a simple Gaussian path integral [58], arriving
at the effective action
S0 =
1
β
∑
n
|ωn||θf (ωn)|2 + 1 + r
β
∑
n
|ωn||θc(ωn)|2. (20)
The key point is that θc has now become effectively interact-
ing with strength 1 + r. We then rename θc as θ′c due to its
new dynamics, thus obtaining Eq. (13).
The dependence on external bias V , the first term in
Eq. (19), superficially looks different from that obtained by
the first two arguments. However, one can make a time-
dependent gauge transformation, similar to that used in ob-
taining Eq. (10), that moves the bias to the barrier term. The
result is exactly Eq. (16), and so the three methods agree.
The strong-coupling effective model is obtained by com-
bining the elements above, resulting in the 0d action
Seff =
1
β
∑
n
|ωn|
[|θf (ωn)|2 + (1 + r)|θ′c(ωn)|2] (21a)
+ A
∫
dτ cos(2
√
piθ′c + eV τ) cos(2
√
piθf ). (21b)
In calcualting the I-V curve, it will be convenient to have an
equivalent Hamiltonian description as well. We first extend
the fields to 1d in a way that preserves the 0d action upon
integrating out the x 6= 0 modes. Then, converting to the
Hamiltonian description, we find
Heff =
1
2
∫ ∞
−∞
dx
[
(∂xθf )
2 + (∂xφc)
2 (22a)
+ (1 + r)(∂xθ
′
c)
2 +
1
1 + r
(∂xφ
′
f )
2
]
(22b)
+ A cos
[
2
√
piθ′c(0) + eV t
]
cos
[
2
√
piθf (0)
]
. (22c)
Note that the modes represented by fields θf and φc are free
while those represented by θ′c and φ
′
f are interacting.
The coupling between these two sets of modes is given
by the barrier term, (21b) or (22c), that describes the devia-
tion from the uniform state characterizing the QCP. Recalling
that a bosonic operator of the form cos(2
√
piθ) corresponds
to backscattering of the underlying fermions, we see that this
coupling involves the simultaneous backscattering of both sets
of modes.
The form of the backscattering term inHeff above is conve-
nient for the calculation of the I-V curve in the next section.
We also point out that it is consistent with the form of the
backscattering operator in resonant tunneling through a LL at
zero bias [43], namely cos[2
√
piθ′(0)]∂xθ′(0), where θ′(x) is
the interacting field describing the LL. Note in this regard that
both c and f modes are interacting in a LL and related to θ′(x).
To arrive at this form from Eq. (22c), expand about the mid-
point of the two barriers and call this point x= 0. Then from
Eq. (15), θ′c ≈ θ′(0) and θ′f ≈ ∂xθ′(0)`/2. In order to expand
cos[2
√
piθ′f (0)], note that the fluctuations near the QCP take
place about a uniform density such that there is half of a parti-
cle in the segment ` (the resonance condition). Since kF ` = pi
on resonance, the quantity θ˜′ ≡ θ′ − kFx/2
√
pi is small and
fluctuating. Using this in θ′f and then expanding the cosine,
one readily finds cos[2
√
piθ′f ] ≈ −pi3/2∂xθ˜(0)/kF . Combin-
ing this with cos θ′c ≈ cos θ′(0), we arrive at the expression
above [43] for backscattering from two barriers in a LL.
Returning to our own Heff, note that the bias affects the in-
teracting modes (θ′c, φ
′
f ) via (21b) or (22c). Physically, this
5corresponds to a difference in energy of eV between the for-
ward and backward modes, as can be seen, for instance, by
undoing the time-dependent gauge transformtion to yield Sµ
above and then applying Eq. (18) in reverse. The way the bias
enters is, then, entirely consistent with a Landauer-Bu¨ttiker
approach to weak backscattering.
V. THE I-V CURVE
We first highlight the general features of the I-V curve us-
ing a renormalization group (RG) approach, and then turn to
a quantitative calculation. The RG scaling equation for the
amplitude A of the weak backscattering term Eq. (22c) is
dA
d lnD
=
1
1 + r
A, (23)
where the energy cutoff D runs from D0 = 1 down to 0—
see the supplementary material for an explicit demonstration
using standard methods [64]. The scaling dimension of the
backscattering operator is then Ω ≡ 1 + 1/(1 + r), show-
ing that the operator is irrelevant and A → 0 at the QCP.
The linear response conductance at zero temperature is thus
G = e2/h: perfect transmission for the translationally in-
variant system defined by Eqs. (22a) and (22b) [35, 42, 43].
From general considerations one expects the low tempera-
ture or bias deviation from perfect transmission to be a power
law related to this scaling dimension (see, e.g., [43]), namely∣∣dI/dV − e2/h∣∣ ∝ T 2/(1+r) or V 2/(1+r).
To carry the RG treatment further, note that A is thus en-
ergy dependent, A() = A01/(1+r) where A0 is a constant.
This power-law scaling is cut off below T , making A tem-
perature dependent as well, A(, T ). The differential conduc-
tance G(V, T )=dI/dV can be obtained approximately by in-
tegrating the spectral function of the transmission probability
T (, T ) = 1−R(, T ) over  via Eq. (23) with R ∝ A2. Note
that a more accurate but technically complex RG treatment
would involve computingR(, T, V ) out of equilibrium at a fi-
nite bias V . We make the approximation R ≈ R(, T, V =0)
here. The approximate non-linear current therefore reads,
I(V, T ) ≈ e
h
∫ D0
−D0
d [1−R(, T )] [fR()− fL()] , (24)
where fL/R() refers to the Fermi-Dirac distribution. The
normalized reflection probability R(V, T )/R(0, T ) from (24)
exhibits a crossover from power-law behavior in V/T for
V/T >1,
R(V, T )/R(0, T ) ≈ (V/T )2/(1+r), (25)
to 1 for V/T→0, as expected from the general considerations.
Given these basic features of the I-V curve, we now turn
to an explicit calculation: we find the correction to the perfect
QCP transmission to leading order in A by applying Fermi’s
golden rule to find the backscattering rate, Γ. The backscat-
tering matrix element needed in Fermi’s golden rule is [39]
〈f |HT|i〉 =A 〈Rf1 | cos[2
√
piθ′c(0)]|Ri1〉
× 〈Rf2 | cos[2
√
piθf (0)]|Ri2〉,
(26)
where |R1〉 and |R2〉 represent the states of θ′c and θf , respec-
tively, and i and f label the initial and final states. Recall that
in time-dependent perturbation theory, an explicit oscillatory
time dependence such as in Eq. (22c) factors out and enters
the energy conservation constraint. The rate is, then, given by
Γ(V, T ) =A2
2pi
~
∑
Ri1R
f
1
∑
Ri2R
f
2
× |〈Rf1 | cos
[
2
√
piθ′c(0)
] |Ri1〉|2Pβ(Ri1)
× |〈Rf2 | cos
[
2
√
piθf (0)
] |Ri2〉|2Pβ(Ri2)
× δ(ERi1 + ERi2 + eV − ERf1 − ERf2 ),
(27)
where Pβ(Ri1,2) = 〈Ri1,2|ρβ |Ri1,2〉 refers to the density ma-
trices of the fields and the subscript β is a reminder of the
thermal effect.
To evaluate the rate, first rewrite the δ-function as an inte-
gral over time of an exponential. Then, notice that the factors
exp(iEi,f t/~) can be produced by acting on the initial or fi-
nal state with exp(iHt/~). Thus, changing to the Heisenberg
picture for the fields and dropping the argument x = 0 for
clarity, we find
Γ(V, T ) =
A2
~2
∫ ∞
−∞
dt
∑
Ri1R
f
1
〈Ri1| cos
[
2
√
piθ′c(t)
] |Rf1 〉〈Rf1 | cos [2√piθ′c(t = 0)] |Ri1〉Pβ(Ri1)
×
∑
Ri2R
f
2
〈Ri2| cos
[
2
√
piθf (t)
] |Rf2 〉〈Rf2 | cos [2√piθf (t = 0)] |Ri2〉Pβ(Ri2)eieV t/~
=
A2
~2
∫ ∞
−∞
dteieV t/~
〈
cos
[
2
√
piθ′c(t)
]
cos
[
2
√
piθ′c(0)
]〉 〈
cos
[
2
√
piθf (t)
]
cos
[
2
√
piθf (0)
]〉
.
(28)
Evaluation of the bosonic correlation function is standard, see for example Refs. [51, 56]. In terms of the scaling dimension
6Ω=1 + 1/(1 + r) of the backscattering operator, the result for the rate is
Γ(V, T ) =
A2
4~2
∫ ∞
−∞
dteieV t/~ exp
[
−2Ω ln sinh
(
pikBT |t|
~
)
+ 2Ω ln
pikBT
~ωR
− ΩipiSign(t)− 2Ωγ
]
=
A2
4~2
pi
Γ(2Ω)
(
2pikBT
~ωR
)2Ω−1
1
ωR
exp
(
eV
2kBT
) ∣∣∣∣Γ(Ω + i eV2pikBT
)∣∣∣∣2 ,
(29)
where ωR is the energy cutoff of the bosonic bath and γ is Euler’s constant. Physically, as this rate involves gain of energy, it
corresponds to backscattering from the right-moving to left-moving channel [using the convention of Eqs. (3) and (18)]. The net
current is related to the difference of this rate and that in the opposite sense, namely Γ(−V, T ). Since the energy associated with
the bias in each backscattering event is eV , we conclude that the charge carried by each quasi-particle is e. Consequently, the
backscattering-related current is ∆I(V, T ) = e[Γ(V, T )− Γ(−V, T )]. Adding this to the perfect transmission when A = 0, we
arrive at our final result for the I-V curve
I(V, T ) =
e2
h
V
1−
A2pi2
~2ω2R
1
Γ( 21+r + 2)
(
2pikBT
~ωR
) 2
1+r
∣∣∣∣∣∣∣∣
Γ
(
1
1 + r
+ 1 + i
eV
2pikBT
)
Γ
(
1 + i
eV
2pikBT
)
∣∣∣∣∣∣∣∣
2
 . (30)
This is the main theoretical result of this paper: the non-
linear I-V curve to leading order in the backscattering am-
plitude A near the strong-coupling QCP. Flow to this QCP
occurs by tuning the system (described by the original mi-
croscopic Hamiltonian in Sec. II) to be on resonance and to
have symmetric source and drain barriers. For a plot of this
curve see the comparison with experiment below (Sec. VII).
Note that for large bias, the expected power law is obtained,∣∣dI/dV − e2/h∣∣ ∝ V 2/(1+r).
VI. INTERPRETATION VIA DYNAMICAL COULOMB
BLOCKADE
To enhance the physical understanding of this result, we
rewrite our strong coupling effective system as a fermionic
problem and thereby make a direct connection to dynami-
cal Coulomb blockade (DCB) theory. In order to use non-
interacting fermions, we choose to refermionize the non-
interacting bosonic fields (θf , φc) in Eq. (22), using the
bosonization relation Eq. (6) where α now denotes this pair. It
is also convenient to move the bias out of the barrier term by
undoing the time-dependent gauge transformation. The cou-
pling term Eq. (22c) is, then, replaced by the two terms
HT = pia0A cos
[
2
√
piθ′c(0)
] [
ψ†L(0)ψR(0) + h.c.
]
Hµ = −eV θ′c(0)/
√
4pi.
(31)
The fact that the bias couples to the interacting field θ′c is
a serious complication. However, note that we will calculate
the I-V curve only to leading order in A, via Fermi’s golden
rule as in the last section. In the expression for the rate, the
bias appears only in the energy-conservation δ-function as the
particle gains (or loses) energy eV when it backscatters. Note
that the excitations of θ′c and θf are tightly linked in the single
term in Eq. (22c), leading to a single connection between a
given |i〉 and its |f〉. Thus, whether the energy eV comes from
coupling to the interacting or non-interacting field cannot be
distinguished at this order. We can, then, calculate the I-V
curve using the bias term
H ′µ = −eV θf (0)/
√
4pi. (32)
Refermionizing this term using relations analogous to those in
Eq. (18), we arrive at the auxiliary model
H ′ =
1
2
∫ ∞
−∞
dx
[
ψ†R(x)∂xψR(x)− ψ†L(x)∂xψL(x)
]
+
1
2
∫ ∞
−∞
dx
[
(1 + r)(∂xθ
′
c)
2 +
1
1 + r
(∂xφ
′
f )
2
]
+ pia0A cos
[
2
√
piθ′c(0)
] {
ψ†L(0)ψR(0) + h.c.
}
+
eV
2
[∫ 0
−∞
dxψ†R(x)ψR(x)−
∫ ∞
0
dxψ†L(x)ψL(x)
]
.
(33)
Each line of (S9) can be interpreted physically: the first line is
right- and left- moving non-interacting fermions, second line
is an interacting bosonic environment, third line shows that
backscattering of the fermions excites the environment, and
fourth line accounts for the voltage bias between the right-
and left- moving fermions.
We thus recognize the form for tunneling of non-interacting
particles through a barrier in the presence of an environment,
albeit with a strange barrier and strange environment. Tun-
neling through the barrier consists of backscattering between
two chiral fermion modes, and the environment θ′c involves a
nonlinear combination of the original electrons and environ-
ment [the rotation Eq. (11) applies to quantities in the expo-
nent]. Nevertheless, the standard techniques of DCB theory
[51–53] can be applied to obtain the nonlinear I-V curve to
second order in A. The result [39, 64, 65] is the same as in
the last section, Eq. (30), with the coefficient of the correc-
tion (Api/~ωR)2 replaced by (h/e2)/RT , where RT is the
7tunneling resistance of the effective barrier in the absence of
dissipation.
The equivalence of these two coefficients is shown by con-
sidering the auxiliary model (S9). Denote the backscatter-
ing amplitude of the fermions by tk,q , where k and q la-
bel the initial and final fermionic particle states, HT =∑
k,q tk,qc
†
L,kcR,q . The standard result for the conductance
of a tunneling barrier when the amplitude is momentum in-
dependent is 1/RT = (e2/h)|t|2[ΞN(0)]2, where ΞN(0) is
the number of states per unit energy and t is the average ma-
trix element. In our case, the number of states is the size of
the system L divided by the bosonization cutoff a0, and the
maximum energy for a particle excitation is ~ωR, the cutoff
for the bosonic modes (−~ωR for a hole excitation). The am-
plitude t follows from Eq. (S9) noting that a factor of 1/L is
introduced in the conversion from continuous x to discrete k.
Putting these elements together one finds
1
RT
=
e2
h
(
pia0A
L
)2(
L/a0
~ωR
)2
=
e2
h
(
piA
~ωR
)2
. (34)
Thus the I-V curve that results from a DCB theory treatment
of the auxiliary strong-coupling model (S9) and that found
from the true effective bosonic description (22) are identical.
This allows then the physically intuitive interpretation
of the I-V curve Eq. (30) as tunneling of non-interacting
fermions (from left-movers to right-movers) in the presence
of an environment, and we will refer to (30) as the result of
DCB theory.
VII. COMPARISON TO EXPERIMENT
Experiments were performed on quantum dots fabricated
from carbon nanotubes contacted by Cr/Au electrodes. The
electrodes were further connected to the bonding pads by Cr
resistors that provided dissipation. In Fig. 2 we show data
from two samples with r = 0.5 and r = 0.75. The conduc-
tance G is measured in units of e2/h and rescaled such that at
a given temperature 1−G(V ) is divided by 1−G(V =0).
The purpose of Fig. 2 is to compare the experimental data to
the theoretical expressions. Both the full non-linear result (30)
and the approximate RG-based result (24) are shown, and both
capture the overall experimental behavior remarkably well.
Note that there are no free parameters in the theory—this is
not a fit. Indeed, the value of r is determined in an indepen-
dent equilibrium measurement of G(T ) off resonance [35],
after which 1−G is shown to scale as T 2/(1+r) [36].
It is important to realize that, unlike measurements that use
a weakly coupled contact to probe the equilibrium density of
states at finite bias (for example [66–69]), here the two biased
contacts remain equally coupled to the quantum dot, creating
genuinely non-equilibrium conditions [18, 70].
Comparing closely the experimental and DCB results, we
see two striking features of the theory: first, it captures the
crossover regime eV ∼ kT very accurately, and, second, it
yields the correct prefactor of the universal ∝ V 2/(1+r) de-
pendence at high bias [71]. (For other ways of plotting the
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FIG. 2. Deviation from perfect conductance 1 − G(V, T ), scaled
by 1 − G(V = 0, T ), as a function of eV/kBT for r = 0.5 (top)
and r=0.75 (bottom). Here G(V, T ) is the differential conductance
G=(h/e2) dI/dV . The symbols are the experimental results at the
color-coded temperatures. The red and black lines are the results of
the DCB and RG theories [Eqs. (30) and (24)], respectively, in which
there are no free parameters. Note the excellent agreement between
the DCB result and the data in both the crossover and power-law
regimes. At larger V/T , non-universal effects begin to set in due to
1−G(V, T ) becoming non-negligible compared to 1.
r= 0.5 data, see the supplemental material [64].) The differ-
ence between the DCB result and the RG approximation is,
on the other hand, quite noticeable: in the universal regime,
the DCB theory falls on top of the data, while the RG result is
consistently too small. The excellent agreement between the
DCB theory and experiment in a wide range of eV/kBT is a
striking confirmation of our far-from-equilibrium calculation.
At high enough eV/kBT , the experimental curves deviate
from the theoretical prediction (Fig. 2, top). The reason for
this discrepancy is that 1−G is no longer small, and so higher
order scattering terms not included in our effective strong-
coupling model or Fermi’s golden rule analysis cannot be ne-
glected. The range of applicability of our analytical results
is pushed to higher and higher eV/kBT as the temperature is
lowered.
8VIII. CONCLUSIONS
We have carried out an analytic calculation of a far-from-
equilibrium I-V curve at a strong-coupling QCP, and then
presented experimental results enabling a detailed theory-
experiment comparison. The calculation is made possible
through an effective bosonic description at strong-coupling.
The agreement with the experimental results throughout the
crossover and asymptotic regimes, as shown in Fig. 2, is ex-
cellent.
A simple physical interpretation is possible because only
one of the charge modes in the system couples to the EM en-
vironment, leaving the mode corresponding to fluctuations of
the total charge in the dot free. This feature is not present,
for instance, in the related problem of resonant tunneling in a
Luttinger liquid. It allows us to find the I-V curve, alterna-
tively, from the problem of tunneling between left- and right-
moving non-interacting fermions in the presence of a modi-
fied environment. The solution to that problem from dynami-
cal Coulomb blockade theory yields an explicit expression for
the nonlinear I-V curve which is identical to that from the
bosonic description.
To our knowledge, this is the first calculation or measure-
ment of the nonequilibrium nonlinear I-V curve at a QCP. A
remarkable aspect of this system is that it is fully accessible to
both theory and experiment, allowing for a detailed compari-
son between the two. As non-equilibrium results at a QCP are
exceedingly rare, this provides a valuable bench mark and test
case for future studies of non-equilibrium steady states.
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In this Supplemental Material, we provide details on three topics in the main text: (i) the derivation of the RG equation (23)
given in the main text, (ii) the calculation of the final expression for the I-V curve in Eq. (30) of the main text using DCB theory,
and (iii) the plotting of the r=0.5 data on axes other than the log-log shown in Fig. 2 of the main text.
I. RENORMALIZATION GROUP EQUATION TO TREE LEVEL
In this section, we provide a detailed derivation of Eq. (23) in the main text using standard methods. Basic techniques in this
section come from the book “Condensed Matter Field Theory” [S1].
We start with the effective zero-dimensional action Eq. (21) in the main text with V =0 (i.e. in equilibrium)
S eff = S eff0 + ST
=
1
β
∑
ωn
|ωn|
[|θf (ωn)|2 + (1 + r)|θ′c(ωn)|]+A∫ dτ cos [2√piθ′c(τ)] cos [2√piθf (τ)]
=
∫
|ω|<Λ
dω
2pi
[|θf (ω)|2|ω|+ (1 + r)|θ′c(ω)|2|ω|]+A ∫ dτ cos [2√piθ′c(τ)] cos [2√piθf (τ)] ,
(S1)
where Λ is the energy cutoff and the substitution
∑
ωn
→ ∫ dω β2pi is used to write the free action into its integral form. As
typical for RG, we decrease the cutoff from Λ to Λ− dΛ and divide the field into the fast and slow modes
θ(τ) =
1
β
∫
dω
2pi
e−iωtθ(ω)
=
1
β
∫
|ω|<Λ−dΛ
dω
2pi
e−iωtθ(ω) +
1
β
∫
Λ−dΛ<|ω|<Λ
dω
2pi
e−iωtθ(ω)
≡ θ<(τ) + θ>(τ),
(S2)
where > and < represent the fast and slow modes, respectively. Based on these definitions, the action is divided into three parts:
S eff> + S
eff
< + S
eff
I where >, <, and I represent the fast mode, the slow mode, and the interaction between them, respectively,
with
S eff< =
∫
|ω|<Λ−dΛ
dω
2pi
[|θf (ω)|2|ω|+ (1 + r)|θ′c(ω)|2|ω|]
S eff> =
∫
Λ−dΛ<|ω|<Λ
dω
2pi
[|θf (ω)|2|ω|+ (1 + r)|θ′c(ω)|2|ω|]
S effI = A
∫
dτ cos
{
2
√
pi [θ′c<(τ) + θ
′
c>(τ)]
}
cos
{
2
√
pi [θf<(τ) + θf>(τ)]
}
.
(S3)
Notice that the > and < parts come from the free quadratic action while the I part comes from the backscattering term.
In the RG method, parameters are effectively “flowing” such that the system’s partition function remains invariant during the
RG process. When we divide the action into fast and slow modes, the partition function becomes
Z =
∫∫∫∫
Dθ′c<Dθf<Dθ
′
c>Dθf>e
−S eff< −S eff> −S effI
=
∫∫
Dθ′c<Dθf<e
−S eff<
∫∫
Dθ′c>Dθf>e
−S eff> e−S
eff
I
=
∫∫
Dθ′c<Dθf<e
−S eff< 〈e−S effI 〉>,
(S4)
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where the expectation is calculated over all fast modes. Since the backscattering A is small, we approximate 〈e−S effI 〉> ≈
e−〈S
eff
I 〉> , which can be calculated as
〈S effI 〉> =
∫∫
Dθ′c>Dθf>e
−S eff>
×A
∫
dτ cos
{
2
√
pi [θ′c<(τ) + θ
′
c>(τ)]
}
cos
{
2
√
pi [θf<(τ) + θf>(τ)]
}
=
A
4
∑
γ,η=±1
∫
dτei2
√
pi[γθ′c<+ηθf<]
×
∫
Dθ′ce
−S effc>ei2
√
piγ
∫
>
dω
2pi θ
′
c(ω)
∫
Dθfe
−S efff>ei2
√
piη
∫
>
dω
2pi θf (ω),
(S5)
where S effc> =
∫
Λ−dΛ<|ω|<Λ
dω
2pi
[
(1 + r)|θ′c(ω)|2|ω|
]
and S efff> =
∫
Λ−dΛ<|ω|<Λ
dω
2pi
[|θf (ω)|2|ω|] are the fast-mode actions.
These two integrals are standard Gaussian integrals so that
〈S effI 〉> =
A
4
∑
γ,η=±1
∫
dτei2
√
pi[γθ′c<+ηθf<]e−2pi(1+
1
1+r )
∫ Λ
Λ−dΛ
dω
2pi
1
|ω|
= Ae−(1+
1
1+r )
dΛ
Λ
∫
dτ cos
[
2
√
piθ′c(τ)
]
cos
[
2
√
piθf (τ)
]
.
(S6)
Before we compare Eq. (S6) with the tunneling term in Eq. (S1) at the beginning of this section, we need to rescale the
frequency as ω = ω ′Λ/(Λ + dΛ) such that the cutoff of ω′ scales back to Λ. Consequently, to keep the partition function
invariant, we have an effective backscattering strength Aeff which is related to the original A by
Aeff = A+ dA = Ae
dΛ
Λ −(1+ 11+r ) dΛΛ ≈ A−A 1
1 + r
dΛ
Λ
. (S7)
Now we choose the bandwidth D as the cutoff such that dD = −dΛ and we have
dA
d lnD
=
1
1 + r
A, (S8)
which is Eq. (23) in the main text.
II. DERIVATION OF DYNAMICAL COULOMB BLOCKADE (DCB) RESULT
In this section, we give a derivation of our result for the I-V curve, Eq. (30) in the main text, from DCB theory, following the
classic DCB literature such as [S2–S5]. We start with the refermionized Hamiltonian Eq. (33) of the main text,
H ′ = H0 +Hr +Hbias
=
1
2
∫ ∞
−∞
dx
[
ψ†R(x)∂xψR(x)− ψ†L(x)∂xψL(x)
]
+ pia0A cos
[
2
√
piθ′c(0)
] [
ψ†L(0)ψR(0) + h.c.
]
+
eV
2
[∫ 0
−∞
dxψ†R(x)ψR(x)−
∫ ∞
0
dxψ†L(x)ψL(x)
]
,
(S9)
which describes two channels of chiral fermions and the environment-coupled tunneling between them. The backscattering
Hamiltonian can be rewritten as a product of the bosonic and fermionic parts Hr = HBr H
F
r , with H
B
r = cos [2
√
piθ′c(0)]. Using
|i〉 and |f〉 to represent the initial and final states, we can calculate the rate of backscattering between those two states with
Fermi’s golden rule
Wi→f =
2pi
~
∣∣〈f |Hr|i〉∣∣2δ(Ei − Ef ). (S10)
To relate Eq. (S10) with macroscopic observables, we need to sum over possible initial and final states
Γ(V, T ) =
2pi
~
∫ +∞
−∞
dEidEf
∑
Ri1R
f
1
|〈Ei|HFr |Ef 〉|2|〈Ri|HBr |Rf 〉|2
× Pβ(Ri)Pβ(E)δ(Ei + EiR + eV − Ef − EfR),
(S11)
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where |Ei〉 represents the initial state of a quasi-particle in the right-moving channels with energy Ei, and |Ef 〉 refers to the
left-moving final state. As mentioned in the main text, θ′c now functions as the dissipative bath, whose initial and final states are
given by |Ri,f 〉. Meanwhile, the initial density matrix element of bosonic states is described by Pβ(Ri) = 〈Ri|ρβ |Ri〉 (here β
is a reminder that the density of states is thermally dependent). The fermionic statistics is described by Pβ(E) [see Eq. (S16) for
details].
For later convenience, we rewrite the delta function in its integral form
δ(Ei + EiR + eV − Ef − EfR) =
1
2pi~
∫ ∞
−∞
dt exp
[
i
~
(Ei + EiR + eV − Ef − EfR)t
]
. (S12)
Combining the energy phase of the baths (Ei,fR ) with the corresponding matrix elements yields∑
Ri,Rf
|〈Rf | cos [2√piθ′c(0)] |Ri〉|2 · e i~ (EiR−EfR)tPβ(Ri)
=
∑
Ri,Rf
〈Ri| cos [2√piθ′c(t, 0)] |Rf 〉〈Rf | cos [2√piθ′c(0, 0)] |Ri〉Pβ(Ri)
=
〈
cos
[
2
√
piθ′c(t, 0)
]
cos
[
2
√
piθ′c(0, 0)
]〉
=
1
4
〈
ei2
√
piθ′c(t,0)e−i2
√
piθ′c(0,0)
〉
=
1
4
eJ(t),
(S13)
where J(t) ≡ 4pi〈[θ′c(t)− θ′c(0)] θ′c(0)〉 is the phase-phase correlation function. In obtainning (S13), we used the relations [S2]
〈eiθ(t)eiθ(0)〉 = 0 and
〈ei2
√
piαθ(t)e−i2
√
piαθ(0)〉 = eα24pi〈[θ(t)−θ(0)]θ(0)〉 = eα2J(t). (S14)
Since the free bosonic action is quadratic, we can calculate this correlation with a Gaussian integral [S2, S4]
J(t) = − 2
1 + r
ln sinh(
pikBT |t|
~
) +
2
1 + r
ln
pikBT
~ωR
− 2
1 + r
ipi
2
Sign(t)− 2
1 + r
γ, (S15)
where ωR is the energy cutoff of the bosonic bath and γ is Euler’s constant.
Next we deal with the fermionic part. Based on the argument in the DCB method [S2], the backscattering barrier can be
treated as an effective backscattering resistance RT so that the fermionic matrix element can rewritten as
|〈Ei|HFr |Ef 〉|2Pβ(E) =
~
2pie2RT
f(Ei)[1− f(Ef )], (S16)
where f(E) represents the equilibrium Fermi-Dirac distribution.
Now combining the fermionic and bosonic parts and including the phase factor exp
[
i(Ei − Ef + eV )t/~], we arrive at the
expression for the backscattering rate
Γ(V, T ) =
1
2pi~e2RT
∫ ∞
∞
dEidEff(Ei)
[
1− f(Ef + eV )] ∫ +∞
−∞
dteJ(t)e
i
~ (E
i−Ef )t
=
1
2pie2RT
e
eV
2kBT
Γ( 21+r + 2)
(
2pikBT
~ωR
) 2
1+r+1
~ωR
∣∣∣∣Γ( 11 + r + 1 + i eV2pikBT )
∣∣∣∣2 .
(S17)
Physically, this backscattering rate only involves tunneling from the right-moving to left-moving channel; however, the “net”
tunneling rate is described by the difference Γ(V, T )−Γ(−V, T ). Since the energy associated with the bias of each backscattering
process is eV , we can reasonably argue that the charge carried by each quasi-particle is e. Consequently, the backscattering-
related “current” is ∆I(V, T ) = e [Γ(V, T )− Γ(−V, T )].
Meanwhile, from Eq. (S9) we know that when A = 0, the two fermionic chiral channels are decoupled, and the system attains
a perfect conductance G = e2/h. Thus we conclude that the current is
I(V, T ) =
e2
h
V −∆I(V, T )
=
e2
h
V − e [Γ(V, T )− Γ(−V, T )]
=
e2
h
V − 1
RT
1
Γ( 21+r + 2)
(
2pikBT
~ωR
) 2
1+r
× V × |Γ(
1
1+r + 1 + i
eV
2pikBT
)|2
|Γ(1 + i eV2pikBT )|2
,
(S18)
where we have used the equality sinh(pix) = pix · 1|Γ(1+ix)|2 . Eq. (S18) is just the current shown in the main text.
14
0 2 0 4 0 6 0 8 01 0 0
1 0 1
 T ( m K ) 1 0 7   3 3 3 1 4 3   4 0 6 1 8 1   5 5 1
e V / k B T
 [1-
G(V
,T)]
/[1-
G(0
,T)]
e V / k B T 
  D C B v i a  R G  
 
1 0 0 1 0 11 0
0
1 0 1
 [1-
G(V
,T)]
/[1-
G(0
,T)]
 e V / k B T
  
 
 T ( m K ) 1 0 7   3 3 3 1 4 3   4 0 6 1 8 1   5 5 1
 D C B v i a  R G
0 2 0 4 0 6 0 8 00
1 0
2 0
3 0
4 0
5 0
 [1-
G(V
,T)]
/[1-
G(0
,T)]
 T ( m K ) 1 0 7   3 3 3 1 4 3   4 0 6 1 8 1   5 5 1
e V / k B T 
 
 D C B v i a  R G 
 
 
1 0 0 1 0 10
1 0
2 0
3 0
4 0
5 0
 [1-
G(V
,T)]
/[1-
G(0
,T)]
 
 T ( m K ) 1 0 7   3 3 3 1 4 3   4 0 6 1 8 1   5 5 1
e V / k B T
 
 D C B v i a  R G
 
 ( d )
( b )
( c )
( a )
FIG. S1. Comparison between the experimental data and theoretical calculations with dissipation r = 0.5 [same data as in in Fig. 2(a) of main
text]. We emphasize the excellent agreement of the DCB result with the experimental data in the crossover regime.
III. EXPERIMENTAL DATA OTHER THAN LOG-LOG PLOTS
To supplement the comparison between experimental data and the theoretical results, here we provide plots of the same data
using different combinations of log and linear scales. Thus for the r = 0.5 case, in Fig. S1 we plot in four different ways the
deviation of the differential conductance from perfect e2/h: [1−G(V, T )]/[1−G(0, T )] vs. eV/kBT is plotted on (a) log-log,
(b) semi-log, (c) linear-log, and (d) linear-linear scales.
Focusing on the crossover regime, note the excellent agreement between the experimental data and theoretical results.
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