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Abstract: This paper addresses the problem of reconstructing an
image from 1-bit-quantized measurements, considering a simple but non-
conventional optical acquisition model. Following a compressed-sensing
design, a known pseudo-random phase-shifting mask is introduced at the
aperture of the optical system. The associated reconstruction algorithm is
tailored to this mask. Our results demonstrate the feasibility of the whole
approach for reconstructing grayscale images.
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1. Introduction
The compression of information by physical means before its capture is called compressed
sensing to suggest that the amount of data to be acquired is substantially reduced [1]. When
the acquisition of data is expensive in terms of time or hardware, such an approach can be
highly beneficial. This method is non-conventional, in the sense that a numerical reconstruc-
tion step has to be performed after acquisition, but recent work on compressed sensing [1–5]
demonstrates the possibility of reconstructing conventional images from relatively few linear
optical measurements. In compressed sensing, the measurement system (be it optical or purely
theoretical) is assumed to be known, and is typically modeled in a linear-algebra framework
where each observable quantity is taken as an appropriate linear combination of unknowns.
The measurements correspond to real-valued samples, while the unknowns are to be recovered
numerically.
Few-sample-reconstruction capabilities are attractive for usual imaging applications only
when sensors are expensive. Conversely, inexpensive sensors can be plentiful but often intro-
duce quantization aspects which, in our opinion, have a much greater practical relevance. For
instance, Boufounos et al. [6] have investigated the extreme case of 1-bit compressed sensing,
and demonstrated the advantages of quantization-specific reconstruction methods. Their work
proposes a promising approach when dealing with quantization issues. However, the measure-
ments they consider have not been explicitly associated with an optical device. To the best of
our knowledge, no optical model has been specifically devised or merely evaluated for this 1-bit
compressed-sensing problem.
In this paper, our first motivation is to investigate a binary-quantization paradigm with a sim-
ple optical model that leads to physically-realistic measurements in a diffraction-limited setting.
Binary quantization is particularly appealing in hardware implementations where each sensor
takes the form of a comparator to zero [6]. This corresponds to inexpensive and fast devices
that can be made robust to saturation. Thus, the proposed acquisition method is potentially rel-
evant in economic terms. It may also constitute a technological advantage in applications where
the sensor response time is critical. From a conceptual point of view, our approach is to some
extent the counterpart to Romberg’s random-convolution framework [2] for 1-bit quantization.
Indeed, we are pursuing the same overall goal, which is to reconstruct images based on a lesser
amount of data. In our approach, we investigate the case where we strongly reduce the number
of bits by considering 1-bit quantization, while compensating for an excessive loss of informa-
tion by taking spatially denser samples into account. Our second interest is to devise an efficient
reconstruction algorithm that exploits the simplicity of our forward model, and that is able to
produce visual results on standard grayscale images.
Our general acquisition and reconstruction strategy is introduced in Sect. 2. In Sect. 3, we
propose a binary optical acquisition device that uses a random-phase mask; we then derive a
rigorous discretization of the model using B-spline basis functions. We specify the reconstruc-
tion problem in Sect. 4, and expose our optimized reconstruction algorithm in Sect. 5. We show
visual results in Sect. 6.
2. Optical compressed-sensing approach
2.1. Theoretical aspects
Any linear measurement system corresponds to some matrix A ∈ RM×N , where M,N are
the numbers of measurements and unknowns, respectively. Denoting c as the unknowns, the
measurements g can be written as g=Ac. In this paper, the vectors (in bold lowercase) refer to
lexicographically-ordered sequences, and each element of the M-vector g corresponds to one
distinct measurement.
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The theory of compressed sensing guarantees that c ∈ RN can be recovered from a small set
of measurements if it is sufficiently sparse in some appropriate linear basis Φ. By sparsity, it
is meant that c must consist of enough negligible entries once it has been represented in the
basis Φ. As it turns out, natural images are often sparse in some transformed domains (e.g.,
wavelets). The importance of Φ, in the general theory, is its mere existence; its specific layout
reflects the considered class of signals. The measurement matrix A bears no direct relation with
Φ, except that, in order to be suitable, it must be incoherent—in the statistical sense—with
that basis, which is almost surely the case if A contains independent and identically distributed
(i.i.d.) random entries [7].
Once the measurements are obtained from the forward model, the reconstruction problemP
is to find the sparsest solution c leading to these same measurements (up to some imprecision
ε), given the system matrix A. When Φ is orthonormal, this can be expressed as
P : minc
∥∥ΦT c∥∥!0 subject to ‖g−Ac‖!2 ≤ ε. (1)
The left term maximizes the solution sparsity, while the right one ensures fidelity to the
available measurements. In the general case, this problem is NP-hard (i.e., it cannot be solved
in polynomial time). However, it has been shown that, when c is sparse, the sparsity measured
in the !0-norm can be relaxed by using an !1-norm. In that case, one can equivalently solve the
convex-optimization problem
P ′ : minc ‖g−Ac‖
2
!2 +λ
∥∥ΦT c∥∥!1 , (2)
where λ ∈ R∗+ is a constant. This cost minimization is then tractable, and can be performed
using standard optimization techniques.
Besides the aforementioned properties, it has been shown that compressed-sensing measure-
ments are robust to quantization as well [6]. The corresponding problem can thus be treated as
a variation of the classical one in which the measurements are quantized, and typically more
numerous. In this work, we are going to deviate from the traditional compressed-sensing frame-
work by first considering such quantized measurements, which requires the use of a modified
data term in (2), and second by using a non-unitary regularization matrix Φ that corresponds to
total variation (TV), and which promotes piecewise-smooth solutions [8].
2.2. Overall strategy
In the literature, amenable optical implementations of compressed sensing and associated re-
construction approaches have been specifically devised and evaluated for problems involving
few non-quantized measurements. In this paper, we propose another compressed-sensing-based
imaging concept that uses 1-bit-quantized measurements. In terms of operations, our acquisi-
tion system can be split into two parts. The first part performs random linear measurements
optically, and corresponds to a specific measurement matrix discussed below. The second part
acquires a 1-bit-quantized version of these measurements using a binary-sensor array. Since
the global acquisition system is strongly nonlinear due to its coarse-quantization stage, our
reconstruction approach is adapted accordingly.
Measurement matrices consisting of i.i.d. random entries are incoherent with most orthonor-
mal bases, which is a desirable property. Therefore, the corresponding optical models must
be designed accordingly. Indeed, such matrices correspond to sequential-acquisition solutions,
such as the single-pixel camera [3]. Meanwhile, it has been shown theoretically that some
structured matrices that arise naturally in specific application areas also have the required in-
coherence property [2, 4, 5, 9–11]. In particular, the random-convolution matrices Aχ that are
associated to unit-amplitude and random-phase transfer functions are especially relevant in
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Fig. 1. Given an object fo(x) and a pseudo-random-phase mask, the optical system pro-
duces an (intermediate) image fi(x). A 1-bit sensor array samples and binarizes the latter
to the measurements γ[k]. The sampling process is uniform but non-ideal, meaning that
each sensing area has some pre-integration effect. Note that the problem non-linearity (and
hence complexity) is due to quantization. The binary and discrete data γ[k] are submitted to
our compressed-sensing reconstruction algorithm, which is the last stage of our hybrid sys-
tem. Assuming that the PSF is known, this algorithm reconstructs an image of the object.
The result f˜o(x) can then be directly observed or evaluated.
the context of optical imaging [2]. This corresponds to simple and one-shot coherent-light
optical-acquisition setups which are associated to pseudo-random and space-invariant point-
spread functions (PSFs).
We choose to design the linear part of our acquisition model in the same spirit as in [2],
with the important distinction that we are proposing a physically-realistic system that performs
incoherent-light imaging. Since this approach is based on random convolution, it corresponds
to some structured measurement matrix. Our reconstruction algorithm further exploits this spe-
cific convolution-type structure for fast large-scale reconstruction capabilities. Since opera-
tions that involve convolution matrices can be performed in the Fourier domain, they are fast
and memory-efficient [9]. Thus, our sensing matrix not only suits the forward model, but also
has a critical role to play in the whole reconstruction process. The general scheme is summa-
rized in Fig. 1. Note that the object fo(x), the image fi(x), and the reconstruction f˜o(x) are
continuously-defined, while g[k] and γ[k] are real-positive and binary sequences, respectively.
3. Forward model
3.1. Physical system
Our optical acquisition setup (Fig. 2) is centered (i.e., it is aligned with the optical axis) and
follows a standard diffraction-limited model [13]. The object is planar and corresponds to the
transmittance profile fo(x) with incoherent, parallel, and monochromatic illumination of inten-
sity I and vacuum wavelength λ0. In order to delocalize the PSF and to satisfy the compressed-
sensing conditions, we insert a pseudo-random-phase mask in the exit pupil of the system.
The medium refractive index n and the numerical aperture (NA) of the system are assumed to
be known. A uniform CCD-like array of sensors is then exposed to the light intensity fi(x),
which is sampled and binarized to g[k] and γ[k], respectively. The sensor pre-integration effect
is modeled by the convolution filter φ(x).
Under the assumptions that the object is planar and that the NA is suitably low, the overall
imaging process is isoplanatic (Fraunhofer regime); the PSF is thus constant over the sensor
array. This can be modeled as the convolution
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Fig. 2. The acquisition device is diffraction-limited; its circular exit pupil is phase-masked,
which corresponds to a generalized pupil function. Geometric light propagation between
the entrance and exit pupils [12] and unit magnification are assumed. Thus, the same co-
ordinate system holds for both object fo(x) and image fi(x). All device components are
centered and placed perpendicularly to the optical axis. The numerical aperture is then
defined as NA= nsinα .
fi(x) = ( fo ∗h)(x), (3)
where ∗ denotes a continuous-domain convolution, and where h(x) is the corresponding space-
invariant filter. Using normalized coordinates ξ for simplicity, the system aperture is defined
as
circ(ξ ) =
{ 1, ‖ξ ‖ ≤ 1
0, otherwise. (4)
The specificity of our system is that we introduce a piecewise-constant phase mask p(ξ ) at the
aperture, with
p(ξ ) = ∑
k∈Z2
ν [k]rect
(ρ
2 ξ −k
)
. (5)
There, rect(·) denotes the two-dimensional rectangle function, and the values ν [k] are inde-
pendent and uniformly-distributed random variables from the pair {0,pi}. The number of mask
elements along the exit-pupil diameter is ρ . Given (4) and (5), we can define a generalized pupil
function q(ξ ) that includes phase-distortion effects, including defocus [12, 13]. It is given by
q(ξ ) = circ(ξ )exp[−j(k0W20‖ξ ‖2+ p(ξ ))] , (6)
where k0 is the vacuum angular wavenumber. When the image is in focus, one can neglect
the quadratic-phase coefficientW20. In incoherent imaging, the intensity impulse response h(x)
corresponds to the inverse Fourier transform of the autocorrelation of the (generalized) pupil
function [12]. It is expressed as
h(x) =Kh
∣∣∣∣F {q(ξ )}(NAλ0 x
)∣∣∣∣2 , (7)
whereKh is a constant that ensures the energy of the light is conserved, and whereF denotes
the continuous Fourier transform that is defined as
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F{ f}(ω ) =
∫
R2
f (x)exp{−j2piω Tx}dx. (8)
In order to produce a convolution kernel that is larger than the object size S with the given
phase mask, the system is configured such that the frequency support of h(x) is equal to S−1ρ .
The pre-filter φ(x), which acts before sampling, is given by
φ(x) = s
( x
∆s
)
, (9)
where s(x) is the sensor-scaled integration function, and where ∆s is the corresponding sensor
size. Finally, the non-quantized measurements are obtained by convolving the image fi(x) with
the pre-filter φ(x) and sampling
g[k] = ( fi ∗φ)(x)|x=k∆s . (10)
The measured sequence g[k] is finally binarized at the sensor level to the signs
γ[k] =B(g[k],τ) =
{
+1, g[k]≥ τ
−1, g[k]< τ, (11)
where τ is an appropriate hardware-threshold value.
3.2. Exact discretization using B-splines
Besides measurements, which are necessarily discrete, the compressed-sensing formalism con-
siders discretely-defined unknowns as well. In order to discretize them while keeping an under-
lying continuous-domain representation, we consider a B-spline expansion [14] for the object
fo(x) = ∑
k∈Z2
c[k]ϕ
( x
∆c
−k
)
, (12)
where c[k] are real coefficients, where ϕ(x) = ϕ(x1)ϕ(x2) is the two-dimensional separable
B-spline of degree m, and where ∆c is the regular grid spacing.
We assume that the field of view includes N object coefficients and M sensors. The number
of elements are the same along each dimension, so that N and M are square positive integers
related by N∆2c =M∆2s .
We now need to find the linear relation between the object coefficients c[k] and the non-
quantized measurements g[k], according to the compressed-sensing formulation of Sect. 2. In
vector notation, we find that
g= D(N )AχU(M )c= Ac, (13)
whereD(N ) andU(M ) are downsampling-by-N and upsampling-by-M matrices. The integers
M andN are such that the right-hand side of the equalityM/N =M 2/N 2 is in reduced form.
The matrix Aχ is the convolution matrix that is associated with the filter χ[k], with
χ[k] = I∆
2
s
N 2
(
(h∗φ)
(
∆s·
N
)
∗ϕ
( ·
M
))
(x)|x=k. (14)
Although the underlying system matrix is not part of Romberg’s family of random convolution
matrices, the measurement matrix A nevertheless inherits from the randomness of the phase
mask. Indeed, while the amplitude response of Aχ is not ideal in the sense of [2], we have
verified that its phase response is still essentially random and adequate for the purpose of our
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imaging system. The important points are that the measurement matrix exactly represents our
physical setup, and that it yields the correct discretization of the problem. The sequence χ[k]
can indeed be pre-determined with arbitrary precision.
4. Reconstruction problem
Given A and γ[k], we wish to reconstruct an image f˜o(x) that best approximates the object
fo(x), up to scale and shift because information on the light intensity is lost after quantization.
Similar to [6], we formulate our reconstruction problem in a variational framework. The speci-
ficity of our approach is the choice of the cost function to minimize, which is related to the
design of our optimization algorithm.
The object that we consider is continuous, but the reconstruction problem can be formulated
exactly using its discrete coefficients c[k]. The solution c˜[k] is expressed as
c˜= argmin
c
D(c)+λR(c)︸ ︷︷ ︸
C (c)
. (15)
In this framework, the first term D(c) imposes solution fidelity to the binary measurements.
The solution being always under-determined due to data quantization, the second term R(c)
weighted by λ regularizes it according to the object sparse representation. The total cost value
is denoted by C (c).
4.1. Data fidelity
The constraint of data fidelity demands that the reintroduction of f˜o(x) in place of fo(x) into
the system of Fig. 1 results in the same set of binary samples γ[k]. To impose this constraint in a
gradual fashion, we introduce a new convex functional for sign consistency. Using the potential
ψ(t) as a penalty function, we write D(c) as
D(c) =∑
k
ψ (g[k]γ[k]) , (16)
where ψ(t) is defined as
ψ(t) = pi2M −
{ t, t < 0
M−1 arctan(Mt), otherwise. (17)
Given the form of γ[k], negative arguments of ψ(t) correspond to sign inconsistencies, and vice
versa. The first key feature of our penalty function ψ(t) is its linearity for sign inconsistencies
(Fig. 3). We found this property to be favorable for reducing error concentration at sign transi-
tions, which greatly improves reconstruction sharpness. In addition, a small arctan-type penalty
is active when the sign is correct. This feature ensures that the solution norm is nonzero and fi-
nite without abandoning convexity; we propose it as an alternative to non-convex normalization
constraints. In our case, the convexity of D(c) can be easily deduced [15] given the continuity
of ψ(t).
4.2. Regularization
In order to regularize the solution, we propose to use a TV functional. Indeed, by minimizing the
L1-norm of the gradient, TV regularization is known to yield sharp edges in reconstructions [8],
which is appropriate for visual data. Along with the above data term, this choice implies that
the cost is convex. The functional TV( fo) can be approximated by the sum
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Fig. 3. Shape of our penalty function. The transition between the linear and arctan regimes
of ψ(t) is C2-continuous, and takes place at t = 0. When t goes to infinity, the applied
penalty tends to zero. The convexity of ψ(t) clearly appears in this graph.
R(c) =∑
k
θc[k], (18)
where θc[k] is a sequence of gradient norms that depend on the coefficients c[k]. Using " to
denote a discrete-domain convolution, θc[k] is determined from c[k] as
θc[k] =
(
(c"ϕx1) [k]2+(c"ϕx2) [k]2+υ2
) 12 , (19)
where ϕx1,2 [k] are directional B-spline filters with staggered (i.e., half-shifted) first derivatives,
and where υ is a small constant which circumvents TV non-differentiability at the origin. We
have
ϕx1 [k] = ϕ ′(k1+1/2)ϕ(k2), (20)
ϕx2 [k] = ϕ ′(k2+1/2)ϕ(k1), (21)
where ϕ ′(x) is the B-spline first derivative whose symbolic expression can be found in [14].
5. Reconstruction algorithm
We have developed a preconditioned gradient-descent algorithm for the iterative optimization
of (15). It is guaranteed to converge since the cost functional is convex. As we are going to
show in Sect. 6, the role of the preconditioning operator P is essential, for it allows the solution
to be approached in reasonable time.
Gradient descents are parameterized with an initial step size Ω and a relaxation parameter
µ < 1; the parameter I specifies the total number of iterations. The role of µ is to ensure
that Ω is suitably small (i.e., that it decreases the cost function at each iteration). Starting from
an initial guess c˜(0)[k], and denoting the preconditioned cost gradient by ∇PC , the solution is
found according to the five-step scheme expressed in vector notation below:
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1. Default initialization: c˜(0) ← ∥∥PAT γ∥∥−1PAT γ and i← 0
2. Counter increase: i← i+1
3. If i> 1 and C (c˜(i−1))> C (c˜(i−2)), Ω← µΩ
4. Gradient descent: c˜(i) ← c˜(i−1)−Ω∇PC (c˜(i−1))
5. If i<I , return to step 2; otherwise terminate.
The preconditioned gradient of the cost function is given by the matrix-form expression
∇PC (·) = P
(ATΓψ ′(ΓA·)+λ (RT1 θR1+RT2 θR2)·) , (22)
where Γ is a diagonal matrix whose terms correspond to the signs γ[k], where R1,2 are convo-
lution matrices corresponding to discrete convolution with the filters ϕx1,2 [k], respectively, and
where θ is a diagonal matrix containing the terms θc[k]−1. The vector function ψ ′(t) is defined
as
ψ ′i (t) =−
{ 1, ti < 0(1+M2t2i )−1 , otherwise. (23)
Note that the above matrices all correspond to basic operations such as filtering or point-wise
multiplication. Exploiting our problem structure, we specify the preconditioning operator P as
the positive-definite convolution matrix given by
P=KP
(
D(M )ATχAχU(M ) +σR
)−1
, (24)
which lends itself to an implementation in the Fourier domain. The matrix R =M 2(RT1R1+
RT2R2) regularizes the inverse of (24), and is weighted by σ ∈ R∗+. The preconditioning op-
erator is scaled by the constant KP. The role of P in the gradient expression of (22) is to
compensate the amplitude-filtering effects of A; its essence is to yield a pre-inversion of the
forward operator.
6. Results and discussion
In this section, we report, evaluate, and discuss some experiments on grayscale images. The
reconstruction algorithms were implemented in MATLAB. The object was assumed to be peri-
odic, which is consistent with the use of an FFT-based algorithm to implement convolution, in
particular, the preconditioning with the matrix P in (24).
All experiments are parameterized with m = 1 (linear B-splines), Ω = 0.05, µ = 0.99, λ =
2 · 10−4, σ = 10−5, and υ = 10−5. The sensor-scaled integration function s(x) is defined as a
two-dimensional and separable rectangular window. The threshold τ is set such that the binary
values γ[k] are equiprobable. The reference images as well as the reconstructions are defined
on a Cartesian grid with N = 2562 pixels. In order to provide a meaningful quality assessment,
we matched the mean and variance of the solution coefficients to the reference signal.
We first want to compare the performance of our algorithm with its non-preconditioned coun-
terpart. To do so, we consider the reconstruction of the Bird image. This image, as well as the
other used in our experiments, are part of a standard set of test images. The parameters are
M = 2562, ρ = 256, I = 5 · 103, and the solution is initialized to zero. The evolution of the
reconstruction quality (in terms of SNR) as a function of the number of iterations is shown in
Fig. 4. Without preconditioning, the convergence turns out to be very slow; the optimum is actu-
ally reached after more than 106 iterations. In the preconditioned case, the algorithm converges
(C) 2010 OSA 1 March 2010 / Vol. 18,  No. 5 / OPTICS EXPRESS  4884
#121126 - $15.00 USD Received 7 Dec 2009; revised 5 Feb 2010; accepted 18 Feb 2010; published 24 Feb 2010
a thousand times faster, in about 103 iterations. From these results, we conclude that our pre-
conditioning approach accelerates the reconstruction process by several orders of magnitude. It
is thus a key element of our system that ensures convergence to the solution in reasonable time.
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Fig. 4. Comparison between standard and preconditioned gradient descent for our algo-
rithm. The reconstruction SNR is shown as a function of the number of iterations (loga-
rithmic scale). In the preconditioned case, the corresponding SNR (solid line) reaches a
plateau after relatively few iterations. Comparatively, the same result without precondition-
ing (dashed line) shows an extremely slow SNR progression.
Next, we provide some visual illustrations of the method. The parameters for the first ex-
periment (House image) are M = 2562, ρ = 256, and I = 103. For the second experiment
(Peppers image), we choose M = 5122, ρ = 512, and I = 103. Our approach is compared
with conventional imaging in ideal conditions (i.e., ideal sampling and no phase mask), where
optical acquisition alone is performed. Both modalities extract the same number of bits—in
form of binary measurements—from the data. In the conventional case, the binary threshold is
optimized with respect to the mean-squared quantization error. The solution is provided by the
Lloyd-Max (LM) algorithm [16,17].
Results of these experiments are shown in Figs. 5 and 6. Unlike the standard approach, our
results recover substantial grayscale information; this also corroborates the reported SNR im-
provements. Our reconstructions illustrate the robustness of compressed-sensing measurements
in the case of 1-bit quantization.
Comparing the two reconstructions, we notice that the quality (in terms of SNR) is highest
in the first one, although fewer measurements are performed in that case. This striking differ-
ence can be explained by the strong piecewise-constant character of the acquired House image.
Indeed, this object best suits our TV prior model (i.e., its gradient is negligible in most spatial
locations, which is related to sparsity in some sense), which yields higher-quality reconstruc-
tions in similar acquisition conditions.
In Table 1, we have reported the reconstruction quality of different images, using several
resolutions (i.e., measurement densities on the same array) for the acquisition. The fixed pa-
rameters are ρ = 256 and I = 500. The results show that our approach remains advantageous
at lower resolutions. When increasing M beyond the number of unknowns, the reconstruction
(C) 2010 OSA 1 March 2010 / Vol. 18,  No. 5 / OPTICS EXPRESS  4885
#121126 - $15.00 USD Received 7 Dec 2009; revised 5 Feb 2010; accepted 18 Feb 2010; published 24 Feb 2010
(b)(a)
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Fig. 5. House image. (a) Original object (b) Conventional solution with minimum-error
threshold (Lloyd-Max): SNR = 16.59 dB (c) Binary acquisition using our method (d) Re-
construction using our method: SNR = 23.21 dB
quality further improves in all cases. These numerical experiments also suggest that the re-
construction performance is dependent upon the type of data. Indeed, the images that are best
reconstructed have lower TV norms (e.g., Bird image). These findings are in line with the the-
oretical predictions.
Visually, the compressed-sensing acquisitions that are shown have substantially less spatial
redundancy (i.e., more zero-crossing patterns) than their counterparts obtained through Lloyd-
Max. Given the one-to-one mapping between bits and measurements, we thus infer that our
system is able to take advantage of most of the information content that can be recovered from
the acquisitions, which potentially leads to higher-quality reconstructions. This further confirms
that our system is a compressed-sensing-based device. Note that, in this limit binary-acquisition
scenario, the conceptual links between information content, redundancy, and compressed sens-
ing become more intuitive.
These results validate the 1-bit imaging concept that we propose. However, aspects that are
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Fig. 6. Peppers image. (a) Original object (b) Conventional solution with minimum-error
threshold (Lloyd-Max): SNR = 13.72 dB (c) Binary acquisition using our method (d) Re-
construction using our method: SNR = 19.10 dB
related to practical realization (e.g., precise estimation of the system PSF) will have to be ad-
dressed in further research. Let us mention that, according to the example of the gigapixel
camera [18], the binary-sensor array of our system could be produced using standard memory-
chip technology. Given the speed of 1-bit sensors, a variant of this acquisition system could be
specifically designed (using several random masks) for high-speed video imaging. In that case,
temporal redundancy may further improve the reconstruction quality and robustness.
7. Conclusions
Using optical phase masks, we have modeled a binary and incoherent optical device. In order
to fit into the compressed-sensing formalism which is intrinsically discrete, our continuous
model has been handled via B-spline expansions. Besides being physically meaningful, our
optical model corresponds to a measurement matrix whose properties are suitable for numerical
reconstruction. In particular, the convolutive structure of this matrix has allowed us to optimize
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Table 1. Reconstruction quality [dB] for different images. The results of our method with
several sensor resolutions are reported on the left, while the standard-acquisition perfor-
mance is shown in the middle. The TV norm of each reference image is given on the right.
Image / Resolution 642 1282 2562 5122 Standard (2562) TV norm
Bird 18.35 21.27 22.95 23.66 15.78 3.9 ·105
Bridge 11.87 13.36 14.46 14.66 12.54 1.5 ·106
Cameraman 13.86 16.34 18.14 19.34 14.78 9.2 ·105
Modified Shepp-Logan 7.28 12.57 17.33 22.47 7.56 3.7 ·105
the reconstruction algorithm using fast preconditioning. This illustrates the deep link that can
exist between forward-model structure and algorithmic performance. We have confirmed the
feasibility of our approach by providing numerical simulations and concrete examples of image
reconstructions. The latter also show that TV regularization is a suitable choice for the problem
at hand.
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