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A B S T R A C T
This paper outlines the preparatory scientiﬁc activities that should precede and accompany the design
and development of a spaceborne instrument for Earth Observation (EO), to guarantee ﬁtness for
purpose, ensure quality and performance, and minimize risks. This roadmap is addressed to policy and
decision makers, program managers, customers and users of remote sensing products, as well as
scientists involved in this ﬁeld, and aims to provide the necessary background and motivation for the
many steps and processes that are necessary to conduct a successful spaceborne EO mission. The paper
focuses on, and is limited to, the description of a comprehensive, ideal methodology; it does not address
the needs of a particular mission, or the engineering processes of design and development of the satellite
hardware that will meet the user expectations. It should prove useful for the competent authorities to
understand the scope and purpose (as well as the reasons for the associated implied costs) of preparatory
phases, for the users and customers to express their expectations in ways that are conducive to the
deﬁnition of a spaceborne EO mission, and for the scientiﬁc community to logically derive measurement
requirements that are actionable by engineers to design and implement a successful mission (including
both space and ground segments) that delivers relevant remote sensing products to the users.
 2015 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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Thousands of satellites have been placed into orbit around the
Earth since the launch of Sputnik-1 in October 1957. They range in
mass from about 1 kg (for a CubeSat) to around 450,000 kg (for the
International Space Station), and address a wide variety of
operational purposes such as facilitating global telecommunica-
tions, enabling positioning and navigation support, monitoring the
weather or guiding rescue operations. Most of these satellites
deliver commercial services or document the state and evolution of
our planet, but quite a few are designed to explore the Solar system
or the universe. An increasing number of satellites originate as
university student projects (training and capacity building) or
explore promising new ideas (technology demonstration).* Corresponding author at: SANSA, Earth Observation Directorate, Innovation
Hub, Mark Shuttleworth Street, Pretoria 0087, South Africa.
E-mail addresses: MVerstraete@sansa.org.za (M.M. Verstraete),
David.J.Diner@jpl.nasa.gov (D.J. Diner), Jean-Loup.Bezy@esa.int (J.-L. Be´zy).
http://dx.doi.org/10.1016/j.envsci.2015.08.005
1462-9011/ 2015 The Authors. Published by Elsevier Ltd. This is an open access articl
4.0/).Earth Observation (EO) from space has proven a very powerful
monitoring technique to support a wide range of practical
applications, from the management of agriculture to international
security and from climate change to water or air quality.
Nowadays, information derived from spaceborne remote sensing
platforms has become an essential ingredient of evidence-based
policy making. Yet, delivering these products and services is far
from trivial, because spaceborne satellite instruments can only
measure spatio-temporal changes in gravity or in electromagnetic
ﬁelds, from which other geophysical parameters and pertinent
products must be inferred. The interpretation of these raw
measurements in terms of information useful to users and
stakeholders requires a wide range of skills and procedures that
must be explored, evaluated and operationalized.
A space mission typically evolves in successive life cycle
‘phases’ (or ‘stages’, according to the standard ISO 15288) of
conception, development, production and testing, utilization and
support, and retirement, as part of an iterative and recursive
process, until the satellite is delivered and launched into orbit, and
the data are exploited in the ground segment. The terminology and
precise content of these phases may vary somewhat across spacee under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/
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follows well-established principles of Project Management and
Systems Engineering, as documented in NASA (2007) and ECSS
(2009). Phase A consists of a preliminary detailed analysis of the
goals and generates an initial design, a proof of concept. In Phase B,
a baseline technical solution is proposed to meet speciﬁc
requirements, schedules and speciﬁcations. These outcomes are
formally evaluated to assess the validity of the requirements and
the feasibility of the proposed design. Phases C and D concern the
actual manufacturing, assembly and testing of the space hardware,
typically including full or partial models to test all the systems and
subsystems under environmental conditions relevant to prolonged
operation in space. Subsequent phases involve the launch itself, the
commissioning of the satellite, and the operational period, to be
followed by the de-commissioning and eventual de-orbiting of the
satellite at the end of its useful lifetime.
While these engineering steps are formally codiﬁed, the
processes and procedures required to convert user expectations
into measurement requirements and instrument speciﬁcations
that can be acted upon by engineers are rather less structured: they
are part of Pre-Phase A (NASA) or Phase 0 (ESA). The primary
purpose of the activities conducted during that period is to deﬁne
the main objectives and key measurements that will be required to
meet the user expectations, and to assemble evidence that the
proposed concept will actually deliver the desired outcomes. In
this regard, mistakenly assuming that user needs are sufﬁciently
known or that the necessary technology is well understood, are
arguably the greatest risks to the mission. This paper outlines the
steps and procedures that should be implemented either before
starting with the design of a technical solution, or in parallel with
Phases A and B described above, to ensure ﬁtness for purpose,
document the beneﬁts of the mission, optimize the proposed
solution in close collaboration with the engineers designing the
payload instruments, mitigate the risk of cost over-runs, enable the
timely delivery of a functional system, and deliver the expected
products.
The stakeholders and users of an EO mission have expectations
and constraints. Expectations express the needs with respect to
functionality and performance, in the form of outcomes, products
and services, while constraints refer to initial or boundary
conditions that limit choices and options. The overall purpose of
the initial phase of a satellite program is to translate these
expectations and constraints into speciﬁc measurement require-
ments which must be veriﬁable, clear and concise, complete,
consistent, traceable, implementation-independent, achievable
and affordable, as well as necessary, while remaining consistent
with established standards and best practices, budgetary limits, as
well as national or international legal obligations.
Engaging in a space-based Earth Observation program therefore
involves at least four major classes of stakeholders: (1) the users
and customers of the system, including the sponsors, (2) the
scientiﬁc community, (3) the public or private institutions or
contractors capable of delivering the desired space and ground
segments, and (4) the institution responsible for processing the
downlinked data and turning the raw bits into geophysical
products and useful, valuable information. All parties should be
actively involved in the process of translating stakeholders’
expectations and constraints into engineering requirements and
system speciﬁcations. The ultimate success of the mission largely
hinges on a close working collaboration between these partners
from the outset.
In this context, the scientiﬁc community plays multiple roles,
including translating the expectations of the users and customers
into measurement requirements that are actionable by the
engineers, developing the algorithms and methods to be imple-
mented in the operational ground segment for the systematicgeneration of products and services, and supporting these users
and customers in taking full advantage of those deliverables in
their practical applications.
This paper summarizes some of the experience gained by the
authors in this area through active participation in speciﬁc Earth
Observation programs. It may help structure scientiﬁc activities
around a coordinated preparatory program, with the goal of
determining the optimal speciﬁcations for the satellite payload
while minimizing the risks of failure. It should also inform and
guide the policy makers and administrators who are or will be
entrusted with the management of these programs, as well as the
authorities controlling the budgets, as they need to understand the
necessity of, and costs associated with, these preparatory
activities.
The purpose of this paper is also critically restricted to the
description of an ideal rather than a speciﬁc case. Financial
affordability and industrial readiness will be discussed, though the
impact of these constraints will vary greatly from country to
country. The aim is therefore to provide a roadmap, a reference
point, a benchmark against which to evaluate the performance,
lacks and gaps of an actual program, recognizing that the
development of an EO mission may suffer from perturbing factors
such as technological setbacks, accidents, funding uncertainties, or
even uncontrollable events such as changes in the cost of
components or subsystems due to inﬂation or currency exchange
rate ﬂuctuations. Speciﬁcally, skipping steps or cutting corners will
inevitably lead to compromises that may or may not have
signiﬁcant impacts on the feasibility, performance and cost of a
real satellite mission. Since implementing corrective actions is
usually much more expensive than following a rational, planned
process, it is useful to understand how developing a satellite
program should proceed under ideal conditions, and to decide
where and when to take a short-cut in full knowledge of the
possible consequences.
2. Background
2.1. Types of EO missions
The motivation for embarking on a new EO mission can arise
primarily from the community (bottom-up) or from key national
stakeholders (top-down). In the ﬁrst case, a principal investigator
(PI) will typically champion the mission, either from a university
department, or from industry, or even from within a space agency.
These missions can be ofﬁcially stimulated by issuing calls for
proposals that provide concrete opportunities for such projects to
emerge. Budgets may be made available with the expectation that
new ideas or better technologies will be demonstrated, and
hopefully developed later for a more systematic application.
In the second case, a large institution such as a national or
international space agency establishes broad long-term plans to
deliver products and services deemed essential to promote the
socio-economic development of the country (or group of countries)
or to systematically monitor climate and environmental processes
of broad societal signiﬁcance, for instance. These missions typically
arise out of government-supported national space programs and
implement more mature technologies. They involve large, expen-
sive payloads, and are expected to be cost-effective and
operationally reliable over periods of multiple years. In fact, a
series of multiple satellites with similar (or improving) character-
istics can be scheduled from the start to ensure service
continuation over long periods of time.
This distinction is so profound that different space agencies or
other institutions are sometimes identiﬁed to perform these
functions: in the USA, NASA is typically in charge of developing
state of the art technologies and promoting cutting edge science
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missions dealing with the weather and the climate. Similarly,
the US Geological Survey systematically archives, processes and
delivers land products. In Europe, the European Space Agency
(ESA) largely fulﬁlls the ﬁrst role while European Organization for
the Exploitation of Meteorological Satellites (EUMETSAT) caters for
the systematic, operational monitoring of the weather and climate,
though the fairly recent emergence of the Copernicus program of
the European Commission may provide a new paradigm for the
support of space missions.
Except for missions strictly dedicated to technology demon-
stration, the ultimate goal of an EO mission is expected to address
an issue of direct relevance to Earth science and/or societal needs.
When the mission is led by a PI, this may be largely understood or
assumed, and the ultimate goal will typically be shared by the
partners in the venture. In the case of large operational missions,
the societal purpose and ultimate beneﬁts of the mission must be
clearly established and agreed upon upfront because of the
relatively large costs and timescales involved. The rest of this paper
will focus on this latter case, though much of the material may also
apply to PI-led missions.
2.2. Users and customers
Operational Earth Observation missions must clearly identify
the target constituency and its speciﬁc expectations, especially
when the party proposing the development of the satellite differs
from the intended beneﬁciaries of the program, or when the
budgets are large enough to have an impact on alternate projects.
This task can be accomplished through surveys amongst actual,
potential or prospective users, or result from an interpretation of
national priorities and development plans. In any case, the early
and close involvement of users and customers is essential to
promote the mission, to motivate for what often appears to be a
large expense in comparison to other socially worthwhile
projects (and especially to support budget increases, if these
become necessary), as well as to establish the value of the
mission in terms of socio-economic beneﬁts and return on
investment.
For the current purpose, a user community is deﬁned by its
core application, and therefore by the range of deliverables that
are expected to be derived from such an investment. In many
cases, previous or current approaches do fulﬁll users’ expecta-
tions on the basis of already existing information. The availability
of a space-based asset is therefore expected to generate new,
better, cheaper or timelier data that will result in substantial
beneﬁts over and beyond what is achievable without such a
system.
At the same time, typical user communities cannot be expected
to drive the whole design and development process because
customers are typically mostly concerned about products and
services they can use, rather than about how these may be derived.
Furthermore, scientiﬁc research and technological development
often result in new ﬁndings or innovative approaches that are
unknown to or inconceivable for the users. A proper dialog, with
full engagement from all parties, must therefore be established to
position the solution between a ‘user-pull’ and a ‘technology push’,
where optimal solutions conceived by scientists and engineers are
proposed to address the real issues facing the customers. A broad
space program may also include additional goals that fall outside
the strict thematic scope of the proposed mission, such as
promoting the national aerospace industry, stimulating R&D in
academia, inspiring young generations, and informing the general
public about the beneﬁts to be derived from the investment. The
scope of this paper will remain focused on how to convert user
expectations into measurement requirements for the mission.2.3. Mission objectives and priorities
In all generality, a different satellite payload is required to
optimally address each particular application, as the generation of
a given deliverable hinges on the availability of speciﬁc measure-
ments, or on a particular type of orbit to provide the necessary
revisit frequency. For example, to support weather forecasting,
observations must be carried out systematically over large areas
(ideally globally) and frequently (for instance many times a day),
while to monitor vegetation, regular observations on a weekly
basis may be sufﬁcient. Similarly, providing support to emergency
rescue operations necessitates a highly reactive system, capable of
acquiring data at a high spatial resolution on arbitrary locations in
short order, while documenting the impact of climate changes
would require systematic observations over long periods of time
(multiple decades), at a much coarser spatial resolution.
It is often not technically possible to meaningfully address all
user expectations with a single instrument: in that case, multiple
instruments may be co-located on the same platform. This may
result from customer or scientiﬁc considerations (e.g., arranging
for multiple instruments to simultaneously observe the same
target, so that a richer set of downstream applications becomes
achievable), or from technical or budgetary constraints (e.g.,
having two separate instruments operating in different spectral
ranges may be easier or cheaper to implement than designing a
complex instrument addressing both needs). In fact, substantial
synergy and additional beneﬁts can often be derived from hosting
multiple instruments on the same platform, as they will not only
satisfy the users’ needs but also enhance the usability of the
satellite in other, related applications. In any case, each instrument
should be associated with speciﬁc, clearly identiﬁed objectives,
and these must be jointly agreed by all partners in the venture.
By the same token, when user expectations cover a wide range
of applications, it may be necessary to envisage multiple satellites
performing complementary tasks. This approach has recently
become more affordable with the relative decrease in the cost of
placing hardware on orbit (typically around US$ 20,000 per kg as of
this writing). The Sentinel series of satellites (https://sentinel.esa.
int/web/sentinel/home), conceived in the context of the European
Commission’s Copernicus program and implemented by ESA and
EUMETSAT, is arguably the best current example of such a
comprehensive approach: up to six different types of satellites or
instruments are planned, most in at least two copies and the ﬁrst
three in up to four copies, to guarantee the consistent acquisition of
fully comparable data over long periods of time. Clearly, such a
comprehensive program, spanning several decades, demonstrates
a clear commitment toward and a long-term focus on Earth
Observation as a decision tool.
The following scheme is helpful to prioritize user expectations
for a given mission:
 The single primary objective of an Earth Observation mission
expresses the central, most important goal to be achieved. The
primary objective drives the design of the platform and the
payload, as well as the selection of an appropriate orbit. The
success of the mission will be evaluated in terms of its overall
performance in achieving that objective.
 A small set of secondary objectives may then be considered:
these are distinct objectives that can be attained either with
essentially the same system (space, ground, launch and ﬁeld
segments, human resources, hardware and software) required
for the primary objective, or through the addition of further
constraints on that system provided they meet two conditions:
(1) they do not interfere with the requirements, feasibility,
development schedule or operations dictated by the primary
objective and (2) they are achievable within the approved or
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additional resources are made available for that purpose).
 Enabling objectives include goals that imperatively need to be
addressed in order to effectively and efﬁciently ensure the
quality and performance of the primary and secondary objectives
and may directly inﬂuence the design of the payload instru-
ments: these include signiﬁcant efforts (1) to calibrate the
instruments (pre-ﬂight in the laboratory as well as in-ﬂight,
using on-board and vicarious techniques), (2) to validate the
products (veriﬁcation of the pertinence and actual performance
of the end-to-end system and of the value of the deliverables),
including through ﬁeld campaigns, cross-calibrations with other
instruments, benchmarking against theoretical and computa-
tional simulations, and inter-comparisons with comparable
outputs from other sources, as well as (3) to address physical
processes that may compromise the value of the deliverables,
such as the perturbations on the measured signals due to
atmospheric constituents (gaseous absorption as well as
scattering from clouds and aerosols) or to ensure the accurate
geolocation and ortho-rectiﬁcation of the products. Another
example of an enabling objective might be (4) the evaluation of a
technology or a new device that will be required in a subsequent
mission.
 All other goals and applications that may be desirable for users
then fall in the category of ancillary objectives: the mission under
consideration will cater for those needs as far as possible but the
system will not be optimized or ﬁne-tuned to meet their
requirements. Critical needs identiﬁed as ancillary objectives for
one mission may become the primary or secondary objective of a
subsequent mission.
2.4. Outcomes and accuracy expectations
Having determined the limited set of objectives to be achieved,
the next step is to specify the practical outcomes and deliverables
that will actually satisfy user expectations. For the purpose of this
paper, and to render this discussion more concrete, we will assume
that the primary objective of the mission is supporting a
government’s efforts to manage the country’s food security
situation. Typical desirable outcomes would then include regular
estimates of the extent and state of crops, leading to forecasts of
excesses or deﬁcits in food production, with the implications of
selling or buying grain, meat or fruit ahead of crisis periods,
managing logistics, minimizing storage or insurance costs, etc. As
will be seen in the next section, this step is critical, as the proposed
system will be optimized to deliver those outcomes.
Just as important as identifying the expected outcomes, but
often overlooked by users, is the establishment of performance
expectations. This step is essential to establish the level of accuracy
required in the measurements. In the absence of such speciﬁca-
tions, any and all deliverables will be acceptable, and it may be
difﬁcult to evaluate the mission. Prior experience and detailed
cost–beneﬁt studies (discussed further in the next section) should
indicate what level of uncertainty in the ﬁnal products is
acceptable or desirable. This may involve the documentation of
economic beneﬁts to be derived, as well as the costs associated
with errors of omission and commission, while remembering that
higher accuracy, better spatial resolution and calling for near-real
time information delivery are signiﬁcant cost drivers.
In practice, accuracy expectations should be expressed in terms
of at least two targets: the products and services must be able to
meet threshold requirements in order to guarantee the success of
the mission (i.e., they must contribute measurable beneﬁts to the
application), while goal requirements point to a higher level of
performance that is desired and would be useful to advance thestate of the science or to allow new applications to develop, but
that may also be technically much harder (or more expensive) to
attain.
In the context of the earlier example, a detailed study should
evaluate what might be the ﬁnancial beneﬁts derived from having
access to remote sensing products, compared to those obtained in
their absence, or the costs associated with making the wrong
buying or selling decisions due to inaccurate information. This sort
of economic analysis would generate two key outcomes: it would
deﬁne the threshold accuracy requirement, and at the same time
provide a measure of the value of information, whether economic
(market value) or political (accessibility or autonomy), and thus of
the size of the investment that could be justiﬁed in that particular
case.
Last but not least, it is recognized that all parties in this venture
have a vested interest in designing the best systems that can be
afforded, or in improving existing systems in the future: customers
should be expected to demand progressively more and better
products and services, perhaps even faster delivery; scientists
should aim to develop more efﬁcient algorithms and innovative
applications; engineers should come up with new technologies or
higher performance devices; and the institutions processing the
data and delivering the products should be expected to periodically
reprocess entire archives to take advantage of the progress made in
these ﬁelds. As is the case in other high-tech ﬁelds, sub-par or
obsolete speciﬁcations render systems quickly irrelevant, unap-
pealing to users and therefore very costly.
2.5. Costs and beneﬁts
Building, launching and operating an Earth Observation
satellite is a costly operation. Whether such a program is pursued
for commercial reasons or with public funding, it is desirable that
the socio-economic beneﬁts to be derived from it are clearly
speciﬁed and understood by all parties, ideally at or soon after the
start of the program, and commensurate with the necessary
investments (Macauley and Diner, 2007). Although remote sensing
has been successfully exploited for decades, stakeholders and
sponsors will likely expect to see convincing evidence that the
program is ﬁnancially, economically, technologically or socially
sound. In fact, a substantial body of literature is available to
describe methods suitable to establish the value of a space mission
(or other high-tech projects), or the advantages obtained so far
from earlier ventures. For instance, NASA’s Applied Sciences
Program in the Earth Science Division generated a succinct
overview of the various approaches that have been used in this
respect (NASA, 2012). These include retrospective analyses, which
document the beneﬁt of past missions (or of similar projects), or
prospective studies, in which case evidence is accumulated to
estimate the expected advantages of pursuing such a program. In
both cases, a comparison of costs and beneﬁts of an application are
compared in two scenarios, one without access to remote sensing
products (the baseline), and one with such an access. It is generally
accepted that the mission will be justiﬁed if the beneﬁts to be
derived from it exceed the costs of developing, operating and
exploiting the mission.
In many cases, such beneﬁts may not be expressed in monetary
terms, for instance when lives are saved as a result of prompt action
in response to a natural hazard or a man-made disaster, which may
have been possible due to the availability of adequate information.
Methods may thus include both qualitative and quantitative
approaches, depending on the data available and the nature of
the evidence being sought. Nevertheless, plenty of evidence have
been gathered already to demonstrate the socio-economic useful-
ness of spaceborne Earth Observation missions, some of which may
need to be properly articulated to support a given mission.
Fig. 1. Schematic representation of the processes involved in converting users’
expectations into measurement requirements that can be used by engineers to
design the payload as well as the implied ground segment and processing system
that need to be developed and implemented. Purple boxes identify the key players,
blue boxes refer to data and products, red boxes show the typical methods and
approaches, while the green box point to the connection to the engineering world.
See text for details. (For interpretation of the references to color in this legend, the
reader is referred to the web version of the article.)
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the justiﬁcation for new instruments to satisfy an already
established and serviced need. Once a particular satisfactory
solution has been implemented to address a given problem, one
could expect to repeat that solution in time, presumably at
progressively reduced costs. This view is precarious for various
reasons: users tend to expect better products or faster services,
scientists naturally gain new knowledge and improved under-
standing of the processes, thereby allowing for more accurate or
interesting solutions, and engineers design new devices with
better speciﬁcations or performance. Improved, more reliable or
cheaper solutions are expected, and the justiﬁcation should thus
focus on the need for and beneﬁts from these improvements.
The second comment is that it is not sufﬁcient to assemble
cost–beneﬁt analyses that compare the overall expense of
designing, building, launching and operating a satellite to the
beneﬁts derived: plenty of such studies have been conducted in
the past, and their results are largely applicable to a wide range of
nations and situations. The key questions should center on why a
new satellite is necessary (what will this new satellite bring,
above and beyond what is already generally available) and what
accuracy level is required. This latter point implies an under-
standing of the role information plays in evidence-based decision
making, and in particular an appreciation of the incremental
beneﬁts that could be derived from a better payload. In other
words, there may be a general awareness that remote sensing
products can help decision making on the food security issue, but
is there quantitative evidence relating the added cost of a better
instrument to the improved assessment of crops and to the
additional socio-economic gains to be derived from having
access to that better information, to the capacity of targeting an
arbitrary area without constraint, or to the availability of
information in near-real time, without interference from a third
party?
3. Measurement requirements
Identifying user communities, applications and deliverables,
establishing mission priorities and constraints, specifying reliabil-
ity and accuracy goals, and even demonstrating the beneﬁts to be
derived from implementing an Earth Observation mission are
necessary but not sufﬁcient steps to determine which measure-
ments should be acquired by the payload instruments. Given the
cost of developing and exploiting operational satellites, every
characteristic of the sensing devices must be justiﬁed as a
necessary and sufﬁcient element to reach the approved goal. A
rational method must be followed to establish which measure-
ments will be required in order to enable the delivery of speciﬁc
high-level products and services at the expected level of quality.
This is referred to as establishing a science traceability matrix
(STM), which shows how measurement requirements and
projected performance ﬂow from the central scientiﬁc questions
associated with the original user expectations. The purpose of this
section is to describe that process, illustrated in Fig. 1.
For each identiﬁed deliverable, the methodological process
conceptually operates as follows:
 Knowing what needs to be delivered in terms of products and
services to the stakeholders and customers, identify the tools
that will be required to generate or support these deliverables.
 List the inputs required by these tools: these typically include a
series of data, products and ancillary information, possibly from
a range of sources, including from remote sensing.
 Identify, within that list, those input variables that could be
derived from space measurements and select the algorithms thatmay be implemented, or need to be developed, to yield these
variables.
 List the measurements that are required by these algorithms:
these will form the basis for establishing the technical
speciﬁcations for the instrument.
For instance, in the food security example evoked earlier, the
tools required may include dynamic crop models capable of
predicting the yield at the end of the growing season. Such models
would normally require inputs such as a digital elevation model (to
inform on the slope and aspect of the terrain), soil maps (to specify
the type and fertility of the soil), regular weather information (in
particular on temperature and precipitation), agricultural practices
(including crop species, the use of irrigation or the application of
fertilizers), etc. Information on biomass, Leaf Area Index (a
measure of the amount if leaf material per square meter of
ground), plant productivity, etc., derived from an analysis of
remote sensing observations, would typically permit the monitor-
ing of the state and evolution of the plant canopy, so that those
models can be constrained to match the actual situation on the
ground. Dedicated radiation transfer algorithms must be imple-
mented to characterize plant canopies in this way, based on
speciﬁc measurements, for instance in well-deﬁned spectral bands
or observation directions. By carefully following this logical
process to its end, it is possible to establish a list of all tools and
algorithms, as well as all inputs, required to deliver the expected
product.
One essential outcome of this process is the establishment of
measurement requirements such as the area that needs to be
monitored and the necessary spatial resolution, the expected time
period and the frequency of effective observation, the position of
spectral bands (central wavelength, width, maximum tolerable
out-of-band contributions), the optimal directions of observation,
the radiometric properties of the instruments (e.g., signal to noise
ratio, stability), etc. These requirements form an integral part of the
measurement protocol deﬁned by the scientists, based on past
experience as well as simulations or theoretical studies, and
constitute an essential part of the speciﬁcations that will constrain
the instrument design.
This schematic methodological process offers multiple advan-
tages:
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terms of establishing direct links between the speciﬁc measure-
ment requirements and the expected products.
 It automatically deﬁnes the key elements that will need to be
implemented in the ground segment to generate the deliver-
ables, including the required tools and algorithms, as well as
inputs to be obtained from all data sources.
 It allows for a logical method for converting performance
expectations from the users into precision, accuracy and
availability speciﬁcations for the instrument, through appropri-
ate sensitivity analyses.
 It provides a roadmap to implement the end-to-end system
(described in the next section), to identify lacks and gaps, and to
set priorities for the development of the most critical missing
pieces.
 It may offer a mechanism to evaluate the ultimate socio-
economic beneﬁts of the mission, through a clear documentation
of how a given measurement or input contributes to a deliverable
feature (cost–beneﬁt analysis).
 It may promote the broad involvement of the EO community,
especially in research centers and universities, by explicitly
identifying which contributions are required from them to
implement a working system.
When this process is completed, an exhaustive list of data
inputs, models and measurement requirements can be generated,
with clear speciﬁcations associated with each one. The latter can
then be formally expressed in a language understandable by
systems engineers and acted upon by industry to generate an
initial concept for the satellite and especially its payload, which is
the main outcome of Pre-Phase A.
4. End-to-end simulator
The main purpose of Phase A is to prove the validity of this
initial concept and to generate a preliminary design for the
platform and payload, as well as for the ground segment and
operational plan. An end-to-end simulator (e2eS) is a very useful
tool designed to implement the approach described above. The
system outlined here represents the most exhaustive and complete
implementation of the principle, and permits all aspects of the
method described in the previous section to be addressed, though
actual completion can sometimes be restricted to the most critical
components.
The central objective of an end-to-end simulator (e2eS) is to
implement an advanced software tool to realistically simulate the
proposed instrument in its environment, including the radiative
processes leading to the measurements, the functioning of the
sensor and associated electronics, as well as the transmission of
data and their analysis in the ground segment. The principle is
simple, but its realization in practice constitutes a major endeavor;
as will be seen from the following, again using the food security
issue as an example.
From the outset, an e2eS is conceived as a modular computer
program, so that the main structure and some of the modules can
be reused (or replaced) in support of different missions or to
explore new avenues. In the particular context chosen earlier, and
assuming that the proposed instrument will operate in the solar
spectral range, the e2eS would include a module describing the
solar irradiance at the nominal ‘Top of the Atmosphere’ (ToA),
which prescribes how much radiation is incoming in various
spectral bands, and from which direction, as a function of location
on Earth and time. An atmospheric module would allow the
computation of the transmission of this radiation through the
atmosphere, taking into account the selective absorption by gases
as well as the scattering by gases, clouds and aerosols. The purposeof this module is to provide realistic values of solar irradiance at the
continental surface, as a function of atmospheric conditions. A
third module would then simulate how this radiation is absorbed
by, transmitted through and reﬂected by the target of interest
(crops in this example), so that reasonable values of the canopy
reﬂectance can be estimated. The atmospheric module should be
also capable of describing the multiple scattering between the
atmosphere and the surface, and the effective reﬂectance of the
planetary system (a coupled surface and atmosphere system) as
observed by the instrument. A good module in this respect would
be capable of representing the combined reﬂectance of the surface
and the atmosphere, and therefore to account for adjacency effects,
for instance. The output of the model at this point is a description of
the spectro-directional radiation ﬁeld at the entrance of the
spaceborne instrument.
The next module would be a complete representation of the
instrument, including the optical subsystem and the detector
chain. An exhaustive model of the instrument will be critical to
understand the need for and the effect of bafﬂes, the occurrence of
stray light, or the possible inﬂuence of multiple reﬂections
between the detector and/or the lens or mirror surfaces. Similarly,
a full model of the detector chain would be able to compute how
electrons are mobilized, how the resulting current or voltage is
ampliﬁed, what may be the sources of noise, how the analog
measurement is converted into a digital signal. Modeling the back-
end of the detector is just as important, as data then need to be
formatted, stored and eventually transferred to and received by the
ground station. This implies simulating the dedicated two-way
communication links required for telemetry and tracking, or for
tasking the target acquisitions.
A subsequent module would then simulate the ‘demodulation’
of the signals, implement the necessary calibration, and account
for known engineering artifacts as well as other processes such as
platform’s attitude stability that degrade the quality of the data
and need to be corrected before the start of the analysis. Last but
not least, a series of further modules would actually allow the
processing of these data as if they were coming from the actual
satellite instrument, thereby generating the expected products.
This latter part of the process clearly implies the integration of all
tools and algorithms described in Fig. 1, as well as access to all
ancillary data that may be required.
The primary purpose of such a comprehensive model can be
understood as follows: if the entire system can be properly
implemented, the last modules should generate a set of products
that correctly characterize the representation of the scenes of
interest deﬁned in the ﬁrst few modules, thereby conﬁrming the
validity of the measurements, the performance of the instrument,
and the quality of the ground segment. Such an e2eS will also
permit to establish whether the required accuracy can be met, and
at what cost (in terms of instrument speciﬁcations), what may be
the implications of various tradeoffs, etc. It directly addresses the
needs of current and prospective users of remote sensing data by
allowing investigations of the advantages and drawbacks of
different instrument concepts and the adequacy of associated
interpretation algorithms in the context of a speciﬁc application.
Conversely, discrepancies between the original situation and
the resulting description given by the products point to the need
for improvements in the instrument speciﬁcations, or in the
performance of the algorithms and tools used in the analysis. The
value of this e2eS clearly hinges on the reliability of its modules,
but since all elements are under control (every module and all
input and output data are generated or provided as part of the
simulation system), careful and precise tests can be conducted on
all parts of the simulator, and improvements can be implemen-
ted at a small fraction of the cost of modifying hardware systems.
Clearly, such an e2eS can also serve as a diagnostic tool during the
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arise.
In practice, the implementation of an e2eS may be restricted to
the module involving the instrument itself, using computer-aided
design, engineering and manufacturing technologies. In this case,
the radiative input to the simulated instrument can be provided
from actual measurements or equivalent sources (e.g., data from a
similar instrument), and outputs are only controlled for their
adequacy with regards to instrument speciﬁcations. Although very
useful for the instrument builder, such a system is of very little use
outside of that limited framework.
Various computer techniques can be exploited to implement
these engineering e2eS (or the full simulators for that matter). Ray
tracing (RT), combined with Monte Carlo approaches involving the
generation of millions of ‘rays’ may be the most ﬂexible and
accurate approach, though it implies substantial investments in
computer hardware and software development. It is particularly
powerful to check the design of optical instruments involving
lenses and mirrors, bafﬂes, calibration mechanisms, etc.
Such simulators have been developed for a number of
instruments, both for Earth Observation (e.g., for ESA’s ENVISAT
MERIS instrument: see Billat and Wald, 1995) and for planetary
missions (see, e.g., Coppo et al., 2013; Parente et al., 2010). An
important consideration to keep in mind is that the investment in
an e2eS is very cost effective, way beyond the veriﬁcation of the
feasibility of the mission, as the latter set of modules described
above essentially constitutes the backbone of the desired ground
segment. Hence, early progress on the e2eS actually speeds up or
drives the development and implementation of the tools and
algorithms that will be required anyway to process the actual data
generated by the satellite. And as mentioned earlier, a modular
simulator design permits investigations of alternate instruments
and new applications at very limited costs, including the airborne
version of the proposed spaceborne instrument, as described
below. An e2eS therefore constitutes a deﬁnite asset for the
development of new sensors as well as for the testing of improved
methods of analysis.
5. Technology readiness
The next challenge to address is to determine whether the
desired measurements can actually be achieved, given the state of
the technology available at the time of instrument development
and the ability to survive the environmental stresses presented by
ﬂight in space. The relevant stressors typically include launch
vibrations, thermal cycling between room temperature and hotter
or colder environments either during ground testing or in orbit,
operation in the vacuum of space, radiation from high energy
charged particles from the solar wind or galactic cosmic radiation,
and sustainability of the required level of instrument performance
for the duration of the space mission. In this context it is important
to distinguish between ‘technology’ and ‘engineering.’ If certain
elements of the instrument development involve well-accepted
practices that have prior demonstration of environmental resil-
ience as well as previously achieved manufacturing tolerances (e.g.,
alignments of optical elements), then such aspects of instrument
construction generally fall into the realm of engineering. On the
other hand, if the function or performance fall outside the bounds of
prior experience, or scaling in form or ﬁt is needed but have not yet
been demonstrated (e.g., miniaturization of electronics to enable
accommodation within a ‘nanosatellite’ such as a Cubesat, or
scaling up in size as in the case of a large telescope primary mirror),
then such elements may be deemed new technology. In these
instances it will be necessary to retire the risks associated with
taking the technology to space, ﬁrst through targeted research and
development (R&D) activities to demonstrate the required form, ﬁt,function, and performance, and second through environmental
testing.
Retirement of technology risk, or ‘space qualiﬁcation,’ occurs as
a result of environmental testing and demonstration that the test
results are commensurate with both a physical understanding of
how the devices behave and survival of the stress levels (e.g.,
accelerations, temperatures, radiation doses) that will be experi-
enced during instrument manufacture and space operations, while
at the same time maintaining a level of performance needed to
meet the scientiﬁc objectives of the mission. Shake tables, thermal-
vacuum chambers, and charged particle accelerators are among
the test tools used by satellite instrument developers to simulate
the environment of space and qualify instrument components,
assemblies, subsystems, and systems.
To assess technology maturity at a particular stage of
instrument development, the US Department of Defense, NASA
and ESA (amongst other space agencies), and the International
Standard Organization (ISO 16290) have established scales of
technology readiness level (TRL). TRLs typically range from 1
(where ideas and concepts lead to exploratory R&D into
implementation) to 9 (where the performance and resilience of
the technology have been fully demonstrated in successful space
missions). Clearly, one cannot expect all aspects of a space mission
to be at TRL 9 from the start, and the minimum level of
acceptability may depend on the availability of human, technical
and ﬁnancial resources to address the issues, as well as on the time
horizon of the program.
It is often required that a new instrument be at TRL 6 or higher
by the time of the preliminary design review (PDR). TRL
6 corresponds to demonstration of system performance and
functionality under relevant environmental conditions, which for a
satellite instrument includes the stressors noted above. Such a
demonstration does not necessarily mean that the entire instru-
ment must be built by PDR, as this would entail a ‘chicken and egg’
problem in that PDR is an early hurdle to be overcome before
permission to proceed to full instrument development and
construction is granted by the sponsor. Rather, the TRL of the
full instrument system is assessed by ﬁrst identifying the ‘weakest
links,’ i.e., those elements having the lowest TRLs. Given the TRL
associated with various instrument elements (components,
assemblies, subsystems), the instrument system is assessed at a
TRL that can be no higher than the minimum TRL of the comprising
elements, and it is possible that the TRL of the system could be
lower than the smallest TRL of its elements. The latter situation can
occur, for example, if the integration of two assemblies (e.g., optics
and focal plane) requires maintaining an alignment tolerance that
has not been previously demonstrated, and if the challenges
associated with integration could not be addressed until the two
assemblies were individually matured. In this case a new
technology issue associated with the precision alignment arises
and this interface must be proven capable of withstanding the
relevant environmental stresses. On the other hand, if the lowest
TRL of any element of an instrument system is TRL 6, and
integration of these and other elements of the instrument involve
standard engineering practices, then it may be possible for the
system to be assessed at TRL 6 without requiring assembly of the
entire instrument.
6. Airborne instrument
As mentioned earlier, Phase B of the satellite development life
cycle focuses on the conversion of the preliminary design into a
baseline technical solution. During this phase, and especially
before settling on the ﬁnal design of the space instrument, it is
highly recommended to build and operate an airborne version of
the proposed payload.
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be risky to embark a new instrument on a space platform without
ﬁrst evaluating its performance from an airborne platform. Except
for satellites accessible by servicing missions in low Earth orbit
(such as the Hubble Telescope), it is essentially impossible to
modify, correct or repair an EO instrument in space. An airborne
version of the proposed space instrument can, however, be
embarked on an airplane, ﬂown at high altitude, and checked in
terms of its actual performance. Such a facility can be as critical for
the evaluation of the validity and performance of space instru-
ments as the engineering and qualiﬁcation models for the
evaluation of the satellite before launch.
Moreover, if the data generated by such an airborne version can
be formatted the same way as the spaceborne version, those data
can be fed into the e2eS or the actual ground segment, in advance
of the satellite launch, to conﬁrm the feasibility and pertinence of
the measurements as well as the quality of the analysis approach.
This approach offers multiple opportunities and relatively
inexpensive options for corrective actions and improvements,
both on the instrument and on all steps of the data analysis.
Another major advantage of developing an airborne version of
the proposed spaceborne instrument is to signiﬁcantly strengthen
the calibration and validation campaigns during the operational
phase of the satellite. With proper planning, it is possible to
coordinate and synchronize airborne and spaceborne acquisitions
over speciﬁc sites that can themselves be instrumented and
characterized. In this case, the situation on the ground is
documented with ﬁeld measurements while remote sensing
observations are obtained at two different altitudes and spatial
resolutions, allowing for detailed vicarious calibration exercises as
well as product validation campaigns. Finally, airborne instru-
ments themselves often turn out to be very useful in their own
right, even if the space-based version is not launched or fails.
Examples of airborne versions of space instruments include the
MODIS Airborne Simulator (MAS: http://mas.arc.nasa.gov/), de-
scribed in King et al. (1996) and the AirMISR (https://www-misr.
jpl.nasa.gov/Mission/airMISR/), documented in Diner et al. (1998).
7. Quality control
Establishing quality standards and criteria, and controlling the
performance of all systems and subsystems throughout the life
cycle of the satellite program are critical elements of a successful
venture.
As hinted above, this starts from an appreciation of the accuracy
expectations of the user community. Although this is an essential
ingredient for the program, users may only have a limited
understanding of what might be possible to achieve, or-more
likely-may indicate that any information is better than no
information. Of course, an operational space program cannot be
designed on such a ﬂimsy basis, so a good starting point in this
regard is to conduct economic studies to document the actual
beneﬁts of acquiring remote sensing data (over and above the
many other sources of data already available), and especially to
determine the costs of errors of omission or commission that may
result from the use (or lack) of remote sensing products.
The e2eS naturally constitutes an essential tool to establish and
verify the accuracy and performance of the space and ground
segments throughout the life cycle of the satellite. In particular, it
can become an integrating tool to bring together the engineering
and scientiﬁc developments, to inform users about the opportu-
nities and quality of the expected products, and to combine the
data generated by spaceborne, airborne and ﬁeld campaigns.
All instruments must of course be fully calibrated before launch,
especially to establish their ﬁtness for purpose in quantitative
applications. However, the relation between radiative inputs andsignal outputs might be perturbed by the transition into space
(which includes both the stresses of the launch itself and the
change from an atmosphere-based to a vacuum-based operating
environment), so that this initial calibration relation has to be
consolidated or conﬁrmed once the satellite is in orbit. In addition,
detectors and optics tend to degrade in time after launch, as a
result of the continuous exposure to the harsh space environment
(large temperature ﬂuctuations, substantial electromagnetic and
nuclear particle ﬂuxes, etc.). The space platform should thus
embark calibration mechanisms to systematically document the
state of the instrument and its response function. These may be
complex and expensive devices, though they are crucial to ensure
the correct exploitation of the instruments, especially for the more
quantitative applications where accuracy is critical. On-board
calibration should not only address intensity measurements but
also characterize the spectral stability of the measurements, the
accuracy of the platform’s location and orientation, etc.
A complementary approach to cross-calibrate instruments in
space is to arrange for periodic Moon observations. That celestial
body is somewhat heterogeneous but rather well characterized; its
main advantage is to remain stable in time. This process may not
allow for an absolute radiometric calibration, but can serve to
verify the relative stability of instruments, or to document their
progressive drifts.
Irrespective of the availability of other calibration mechanisms,
it is important to establish and instrument dedicated calibration
sites. These are locations chosen for their well-understood
properties. Typical suitable continental sites include salt pans
and other bright targets, though artiﬁcial surfaces can work well if
they are properly, systematically and periodically characterized.
This implies spectro-directional measurements of surface proper-
ties, but also a full complement of atmospheric observations such
as acquired by the AERONET (Holben et al., 2001), as well as ﬁeld
and airborne measurements, which can be exploited to estimate
the radiation ﬂux at the entrance of the instrument. Preference
should be given to spatially homogeneous and temporally stable
sites (easier to characterize) and/or places that have already been
extensively studied for other purposes (e.g., nodes of the long term
ecological research (LTER), CarboEurope/CarboAfrica, or FluxNet
networks). Similar calibration and validation sites have also been
instrumented in coastal zones (e.g., Zibordi et al., 2006).
Operating such a site can imply non-negligible expenses, both
in terms of personnel and instrumentation maintenance, but this is
an essential component of the entire program, as quantitative
applications are not possible in the absence of strict calibration
procedures. Properly equipped and well-maintained calibration
and validation sites may clearly be useful for more than a single
mission, so a broad, holistic perspective may be required in this
regard. The relevance of ﬁeld calibration sites is further enhanced
when the objective is to monitor small but progressive changes
over very long periods of time or to separate the signal from the
noise in a highly ﬂuctuating geophysical variable, as would be
required to characterize the evolution of climate variables.
8. Conclusions
Carrying out an operational spaceborne Earth Observation (EO)
mission is a complex, protracted, costly and risky enterprise, but
proper planning and careful testing at all stages of the program will
go a long way toward the successful completion of the mission, as
conﬁrmed by the delivery of relevant products, on time and within
budget. This paper reviewed the steps and procedures that should
be followed before or in parallel with the initial engineering design
and development of a particular payload solution, especially to
optimize the instrument speciﬁcations and to ensure that the
outcome will actually meet users’ expectations. Critical steps
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establishing the sequence of tools and algorithms required to
deliver the expected products and services, (4) inventorying all
datasets required for this purpose, (5) establishing the users’
availability and latency requirements, (6) deriving the implied
measurement accuracy and platform agility requirements, (7)
comparing the socio-economic beneﬁts to be derived from the
mission to the investment costs, (8) assessing the current
technology readiness level and the feasibility of the mission, (9)
designing and implementing an end-to-end simulator, (10)
developing and operating an airborne version of the proposed
instruments, and (11) establishing the calibration infrastructure
and validation procedures to demonstrate the adequacy and the
performance of the satellite mission.
None of these steps, alone or in combination, can guarantee the
success of the mission, but all of them ensure the delivery of a
system that is actually optimized to meet the users’ expectations
and that minimizes risks of failure.
It was argued that all major stakeholders (sponsors, users,
scientists, hardware and software engineers) involved in the space
mission need to communicate and collaborate toward the joint
venture. Failure to collect or misinterpreting user requirements
will lead to a perception of an overarching technology push, which
may be resented or rejected by the government or the funding
agency; while minimal involvement from industry or suppressed
inputs from the scientiﬁc community will inevitably lead to the
deﬁnition of a run-of-the-mill, uninspiring, solution that dupli-
cates existing capabilities and therefore may not even be useful.
Lacking an end-to-end simulator will hamper or prevent the
generation of evidence about the actual usefulness of the
measurements, retard the development of a high-performance
ground segment, or limit the capacity of ﬁne-tuning those
measurements or the tools required to process the data. Similarly,
lacking an airborne version will prevent testing instruments, fail to
identify limitations or ﬂaws which could have been identiﬁed and
resolved before launch, and considerably reduce the opportunities
to scale up ﬁeld measurements to space measurements and
therefore the interpretability of the data. Absence or limitations in
the calibration and validation areas can threaten the usability of
the resulting products or prevent the setting of proper warnings
about the applicability of the products and services.
At the same time, and as is the case for most large, complex,
costly programs, funding may not be guaranteed from the outset
for all phases, or may be insufﬁcient to fully support and
exhaustively research all activities mentioned earlier. The partic-
ular path followed in the implementation of a speciﬁc Earth
Observation mission will clearly depend on the resources as well as
on the experience and expertise available. Even when resources are
relatively plentiful or assured, some steps and processes may be
better justiﬁed or more critical than others, depending on effective
access to national or international, public or private competences
or even commercial subsystems that may be readily available. In
this context, the sharing of expertise and knowledge, through
bilateral or multilateral technical agreements can compensate in
part the lacks and gaps identiﬁed in a particular case. Similarly,
international organizations such as the ISO, the ECSS, and the
Committee on Earth Observation Satellite (CEOS) do play a major
role in setting standards and promoting good practices that beneﬁt
all players worldwide.
A satellite program will thus evolve as a result of budgetary
constraints and the relative inﬂuence of the various stakeholders,but if the steps and procedures described above are scrupulously
followed, the design, development and implementation of a
complex EO space mission on this basis has every chance of being
successful.
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