Abstract. With the continued evolution of computing architectures towards many-core computing, algorithms that can effectively and efficiently use many cores are crucial. In this paper, we propose, as a proof of principle, a parallel space-time algorithm that layers time parallelization together with a parallel elliptic solver to solve time dependent partial differential equations (PDEs). The parallel elliptic solver utilizes domain decomposition to divide a spatial grid into subdomains, and applies a parallel Schwarz iteration to find consistent solutions. The high-order parallel time integrator employed belongs to the family of revisionist integral deferred correction methods (RIDC) introduced by Christlieb, Macdonald, and Ong [SIAM J. Sci. Comput., 32 (2010), pp. 818-835], which allows for the small scale parallelization of solutions to initial value problems. The two established algorithms are combined in this proposed space-time algorithm to add parallel scalability. As a proof of concept, we utilize a framework involving classical Schwarz matching conditions and RIDC integrators. It will be shown that the resulting Schwarz iterations can be analyzed using standard domain decomposition analysis, and that the required Schwarz iterations (at each time step) can be evaluated simultaneously in parallel, after initial start-up costs. Additionally, it will be shown that if the domain decomposition iteration converges for the prediction step, the domain decomposition iterations for the correction steps will converge at the same rate. Numerical experiments demonstrate that the RIDC-DD algorithms attain the designed order of accuracy. Several scaling studies are also performed.
Introduction.
For the foreseeable future, high performance computing will be synonymous with "many-core" computing. In the field of scientific computing, the development of algorithms that can utilize many cores effectively and efficiently will be crucial. The present authors are interested in the numerical solution of time dependent partial differential equations (PDEs). In this arena, a widely accepted approach is to introduce spatial parallelism using domain decomposition (DD) [28] . Loosely speaking, DD methods fall within the class of data parallel algorithms, where a domain of interest is divided into various subdomains, and the same task is performed on each subdomain by a computing node. Each subdomain is assigned a different computing node. While DD methods are largely successful, it is not practical to increase the number of subdomains indefinitely.
In this paper, we present an algorithm to combine spatial parallelism with time parallelism to improve scalability of existing parallel spatial solvers. This is accom-plished by marrying DD methods with RIDC (revisionist integral deferred correction) integrators, which are task parallel algorithms. The general idea is to utilize multiple cores to perform parallel tasks on each subdomain.
RIDC integrators are "parallel across the step" integrators. The "revisionist" terminology was adopted to highlight that (1) RIDC is a revision of the standard integral defect correction (IDC) formulation [10, 7, 4] , and (2) successive corrections, running in parallel but lagging in time, revise and improve the approximation to the solution [3, 5] . The main idea is to rewrite the defect correction framework so that, after initial start-up costs, each correction loop can be lagged behind the previous correction loop in a manner that facilitates running the predictor and correctors in parallel.
As a proof of concept, we solve the linear heat equation and the advectiondiffusion-reaction equation implicitly using classical Schwarz matching conditions and various RIDC integrators. Analysis and numerical experiments show that (1) the Schwarz iterations will converge for the prediction and correction loops of a RIDC algorithm, (2) as usual the rate of convergence is influenced by the size of the overlap region, the size of the time step, and the number of subdomains, and, finally, (3) the RIDC-DD algorithm attains the designed order of accuracy in space and time.
For completeness, we mention that there are some parallel efforts towards developing algorithms that employ both spatial and temporal parallelization. For example, Maday and Turinici [22] combine spatial domain decomposition with a "parareal in time" algorithm [21] , which is a temporal domain decomposition integrator (i.e., dataparallel algorithm), to show that classical parallel iterative solvers can be combined with parareal to allow for more rapid solutions if parallel architectures are available. The parareal time integrator has two components which are alternately applied: a coarse (inexpensive) integrator that is applied sequentially, and a fine (expensive) integrator that is applied in parallel. Their preliminary analysis is promising. There is also active research by Emmett and Minion [11] towards casting the parareal in time algorithm in the defect correction framework, and combining this new parallel time integrator with a spatial (potentially parallel) multigrid solver. The framework that they propose further couples the spatial and temporal components by utilizing a coarse mesh for the coarse time integrator, and a fine mesh for the fine time integrator.
The remainder of this paper is organized as follows. In section 2, DD and the RIDC framework are reviewed and then combined to form our hybrid scheme as presented and analyzed in section 3. Then, numerical experiments demonstrating important features of our space-time approach are presented in section 4, followed by concluding remarks in section 5.
Review.
In this section we provide a brief review and bibliography of DD and RIDC methods. In doing so we also establish necessary notation for the description of our main algorithm in section 3.
Domain decomposition.
Domain decomposition is a divide-and-conquer approach for solving PDEs. First developed by Schwarz [27] as a theoretical tool to establish existence of solutions for Laplace's equation on irregular domains, it has developed [29] into a robust tool for solving elliptic PDEs in distributed computing environments. For example, several legacy codes such as CHOMBO [8] and ICEPIC [23] incorporate spatial DD algorithms. The DD approach replaces the PDE by a coupled system of PDEs over some partitioning of the spatial domain into overlapping or nonoverlapping subdomains. The coupling is provided by necessary transmission conditions at the subdomain boundaries. These transmission conditions are chosen C235 to ensure the DD algorithm converges and to optimize the convergence rate.
To establish some necessary notation, suppose that we wish to solve a PDE of the form
where L, B are some differential operators in the spatial variable x and Ω is the spatial domain. We begin our discussion in R 1 where we assume Ω = [0, L]. Suppose Ω is partitioned into D subdomains, Here we will consider the simplest approach, overlapping classical Schwarz which makes use of Dirichlet transmission conditions at the subdomain interfaces. To this end, we solve (2.1) for u by composing the solutions of
The subdomain solutions, u j , are obtained by iteration. Here we iterate until convergence so u j and u j+1 (for example) will agree within the overlap region. In practice the solution in the overlap region may be obtained by averaging u j and u j+1 . In this paper we will be interested in the parallel Schwarz iteration.
Initial subdomain solutions at the interfaces are needed to begin the algorithm. Iterations of the form (2.3) have been studied for many different classes of PDE, or choices of L.
We now generalize the above presentation for higher dimensions and irregular domains. Suppose that Ω ∈ R n is still partitioned into D subdomains,
Then, overlapping classical Schwarz with Dirichlet transmission conditions decomposes the PDE (2.1) into the following system of PDEs:
Again, the subdomain solutions u j are obtained by iteration.
It is important to note that the classical Schwarz iteration (2.3) is typically not a practical method. Indeed, in applications overlapping subdomains are not possible (for example, coupled atmospheric and ocean models), and moreover, convergence is too slow. In practice, one must replace the Dirichlet boundary conditions with more general transmission operators, resulting in optimized and optimal Schwarz methods; see, for example, [15, 13, 16, 19] .
The primary problem of interest here is the solution of time dependent PDEs, Ω j = Ω, or, methods which discretize the PDE in time and solve the sequence of elliptic problems using DD approaches like (2.3); see [1, 2] . It is the latter approach which will be the focus of this paper. A backward Euler discretization of (2.4) results in an elliptic problem to be solved at each time step. A schematic of this approach is shown in Figure 2 
RIDC.
RIDC methods are a family of parallel time integrators that can be broadly classified as predictor-corrector algorithms. The main idea is to correct an inaccurate solution which was computed using a low order method (e.g., a Euler integrator). The correction is computed by solving an error equation, which will be derived in section 2.2.1. It was shown previously in [10] that successive application of the correction procedure not only increases the accuracy of the solution, but also increases the formal order of accuracy of the scheme. A simple extension to incorporate parallelism was introduced by Christlieb, Macdonald, and Ong in [3] . This was accomplished by delaying each correction from the previous level, as illustrated in Figure 
Error equation. Suppose an approximate solution η(t, x) to (2.4) is computed. Denote the (unknown) exact solution as u(t, x). Then, the error of the approximate solution is e(t, x) = u(t, x) − η(t, x). (2.5)
Define the residual as (t, x) = η t (t, x) − N (t, η(t, x)). The time derivative of the error (2.5) satisfies
The integral form of the error equation
can then be solved for e(t, x) using the initial condition e(0, x) = 0, since we assume that at t = 0, the initial condition is exactly specified. Equation (2.6) can be manipulated to give an expression for the corrected solution, η(t, x) + e(t, x). We note that this approach of computing a correction to an approximate solution can be bootstrapped. If an approximate solution is denoted as η p (t, x), a correction e p (t, x) can be computed, and a corrected solution η
The error of this corrected solution, e p+1 (t, x), can then be computed to give a further corrected solution, η p+2 (t, x) = η p+1 (t, x) + e p+1 (t, x). With some algebra and the bootstrapped notation, (2.6) can be expressed as
2.2.2. Start-up and shutdown. During most of an RIDC calculation, multiple solution levels are computed in parallel using multiple computing cores (or as we will see shortly for our parallel space time algorithm, multiple cores on multiple nodes). However, the computing cores in the RIDC algorithm cannot start simultaneously; each must wait for the previous level to compute sufficient η values before marching all of them in a pipeline fashion. The order in which computations can be performed during start-up is illustrated in Figure 2 .3 for a fourth order RIDC constructed with backward Euler integrators. The jth processor (running the jth correction) must initially wait for j(j + 1)/2 steps. In terms of shutdown, the calculation ends when the highest level (most accurate) computation reaches the final time t N = b. Note that the predictor and lower level correctors will reach t N = b earlier and as a consequence some computing threads will sit idle.
Further comments.
Readers might be familiar with spectral deferred correction (SDC) methods [10] where one subdivides the time domain into discrete (potentially nonuniform) intervals, 0 = t 0 < t 1 < · · · < t N = T . Each interval is further subdivided using m Gauss-Legendre (or Gauss-Lobatto) nodes,
Indeed, the m Gauss-Legendre nodes are able to approximate the integral of the residual with accuracy (2m − 1). Additionally, the initial condition used to start the SDC method in each interval is the most accurate solution obtained in the previous interval. In a standard SDC formulation, the same stencil involving all the quadrature nodes is used to approximate the integral for each correction equation.
In contrast, RIDC methods do not require that each interval is split into m nodes. In fact, it is advantageous to subdivide each interval into M > m nodes to improve the efficacy of the RIDC methods. As formulated, a reduced stencil, which varies for each correction level, is used to approximate the integral for the correction equation. For example, only two quadrature nodes are used to approximate the integral for the first correction equation (assuming first order predictors and correctors are used), whereas three quadrature nodes are used to approximate the integral for the second correction equation. The use of uniformly spaced nodes and reduced stencils minimizes the overhead for starting an RIDC method, before the nodes can be simultaneously C239 marched in parallel. One could imagine a sequence of Gauss-Lobatto nodes which are used to subdivide an interval at the cost of adversely affecting the starting overhead for RIDC. The improved stability of RIDC constructed with Gauss-Lobatto nodes might be advantageous, but is beyond the scope of this paper. Finally, we comment that we cannot increase the order of RIDC constructed with uniformly spaced nodes indefinitely as (i) it is not practical and (ii) the Runge phenomenon [26] , which arises from using equispaced interpolation points, will eventually cause the scheme to become unstable. In practice, however, 12th order RIDC methods have been constructed without any observable instability [6] .
3. Space-time algorithm. We now describe a space-time algorithm combining the RIDC framework for integration in time with a classical, parallel, Schwarz iteration in space. A Schwarz iteration is used within each prediction and correction step. Recall the time dependent PDE of interest (2.4),
where N , B are (possibly time dependent) spatial differential operators. A schematic of the Schwarz iteration and communication is shown in Figure 3 .1. Two main events occur for each step. First, the shared memory on each node (containing the memory footprint for each grid point in the corresponding subdomain) is updated with the converged Schwarz iteration solution from the previous step. This data intensive step benefits from shared memory access. Second, there are four simultaneous Schwarz iterations used to obtain a fourth order method in time. Core p on every node performs a Schwarz iteration for the pth correction step (where p = 0 is the prediction loop). Only boundary information is communicated for each Schwarz iteration; thus the communication overhead for using MPI is minimal.
step 
. RIDC framework for time integration with a classical Schwarz iteration in space. For this RIDC4-DD illustration, it is assumed that each node, working on a subdomain, has four cores with access to shared memory. After an initial start-up period, each step consists of updating the memory footprint, followed by four simultaneous Schwarz iterations.

Prediction level.
We begin by semidiscretizing this problem in time. Let u n (x) denote our approximation to u(t n , x) obtained by a first order implicit Euler discretization to (2.4). The prediction steps are given, for n = 1, 2, . . . , as
. For each n we solve the elliptic problem (3.1) using a classical Schwarz algorithm as described in section 2.1; also cf. [1, 2] . Suppose Ω ∈ R n is partitioned into D overlapping subdomains,
Then the following system of coupled PDEs has to be solved:
The subdomain solutions, u 
Correction levels.
After an initial wait, the RIDC framework computes corrections to our approximation to u n+1 (x) in parallel. These correction steps are also obtained using a Schwarz iteration. Before discretizing the error equation (2.7) in time and space, we need to modify our notation to differentiate between successively corrected solutions, as previously discussed in section 2.2.1. We let u [p] (t, x) denote the approximation to u(t, x) obtained after the pth correction, and let u n, [p] (x) denote the discretized approximation to u(t n , x) obtained after the pth correction. Hence, u n, [0] (x) is the solution obtained at the prediction level, as described in section 3.1. With this notation, the error equation (2.7) becomes
With the change of variables q = u
.
Applying an implicit backward Euler integrator gives
q n+1 − q n Δt = N t n+1 , q n+1 + t n+1 0 N (τ, u n+1,[p] ) dτ − N t n+1 , u n+1,[p] .
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Now, changing the variables back gives
Applying a quadrature rule gives
where α ν are quadrature weights used to approximate tn+1 tn
Several important observations should be made. Equation (3.5) is an elliptic equation for the unknown variable u n+1, [p+1] , provided u n+1, [p] and u ·, [p] are known. This elliptic equation will also be solved using the classical Schwarz algorithm described in section 2.1. Second, the number of terms in the sum (3.6) increases with level p because the integral must be approximated with increasing accuracy. Finally, the choice of uniform stencils picked for the quadrature is not unique; in practice, however, the different quadrature stencils do not seem to significantly affect the accuracy of the solution.
The coupled system of PDEs for the correction level is thus
These are solved by a parallel Schwarz iteration. For k = 1, 2, . . . , solve
Convergence of the parallel Schwarz iteration.
The convergence properties of the parallel Schwarz iterations for the prediction step (3.3) and correction steps (3.8) follow quite naturally from the typical analysis of the Schwarz iteration for the elliptic problems which result upon discretization in time; cf. [1, 2] .
Denote the errors between the subdomain solution u .7), we see the errors for the prediction and all correction steps satisfy the same system
The contraction (to zero) of solutions of (3.9) is known for many operators N including second-order linear elliptic problems (see section 4), Navier-Stokes for incompressible and compressible flows, and Euler's equations of gas dynamics; see, for example, [25] . The iteration for many of these problems is described for both overlapping and nonoverlapping domains, the latter requiring additional interface conditions beyond the Dirichlet conditions of the classical Schwarz iteration presented here. For example, if N is simply the diffusion operator d 2 /dx 2 , the contraction rate for classical Schwarz, ρ, on two subdomains and over two iterations, is given by
where L is the overlap; see, for example, [15] . As is typical, the contraction rate improves as the overlap increases and the time step decreases. Indeed the main observation is that if a DD iteration is known to converge for the solution of the prediction step (3.1), then the same DD iteration will converge for the correction steps in the RIDC algorithm. Moreover, (3.9) suggests that the Schwarz iterations for the prediction and correction steps will converge in approximately the same number of iterations (though the initial errors will be slightly different). Hence, on any particular node, each core will finish its correction in unison, allowing the algorithm to step forward seamlessly. That is, the algorithm enjoys a natural load balancing.
Numerical examples.
A first example.
We apply our parallel space-time algorithm, RIDC-DD with classical Schwarz iteration in space, to the linear heat equation in two spatial dimensions,
The spatial derivative is approximated using centered finite differences. The domain is discretized into 40 × 60 cells. These cells are then grouped into four overlapping subdomains in a 2 × 2 grid, with an overlap of two cells. The Schwarz iterations are performed until a tolerance of 10 −12 is reached in the predictors and correctors. In practice, this tolerance should be chosen in tandem with the local error tolerance for the time integration, and potentially, a posteriori error estimates for the spatial problem; cf. [20] . A reference solution is computed using a DIRK4 (diagonally implicit Runge-Kutta) method on a single domain. The error is computed by mapping the decomposed solution back to a single grid, taking averages in the overlap region as necessary, and comparing the composed solution with the reference solution.
In Figure 4 .1, the convergence plots show that our RIDC-DD algorithm with classical Schwarz iterations in space converges with the designed orders of accuracy in time.
In Figure 4 .2, a convergence study shows second order convergence in space for the fourth order RIDC-DD algorithm as the spatial resolution is refined.
In Figure 4 .3, the average number of Schwarz iterations per time step is plotted as a function of Δt for both the prediction and correction Schwarz iterations. Consistent with the analysis in section 3.3, the average number of Schwarz iterations decreases with Δt for the predictors and correctors. Hence, it can be argued that there will be minimal load balancing issues for this RIDC-DD algorithm as formulated.
As mentioned in section 3.3, the convergence of overlapping Schwarz improves as the size of the overlap region increases. We demonstrate this in Figure 4 .4 by illustrating a representative convergence study at a fixed instant in the time integration for varying amounts of overlap. The overlaps are chosen as 2Δx, 4Δx, and 6Δx. As expected, the rate of convergence improves as the number of cells in the overlap region increases. In this plot, a time step of 2.5 × 10 −3 was used in addition to the domain decomposition parameters described above. The rate of convergence was plotted for the final time step, t = 0.1.
To test the parallel efficacy of this algorithm, a hybrid OpenMP-MPI code was developed. Implementation details will be discussed in [24] . The domain is discretized into 600×300 cells. These cells are then grouped into 18 overlapping domains in a 6×3 grid with an overlap of four cells. As before the Schwarz iterations are performed until a tolerance of 10 −12 is reached. Figure 4 .5 shows a soft scaling study, which shows that the wall clock time to compute a first order (in time) DD solution with N = 18 cores is approximately the same as the wall clock time to compute a pth order (in time) RIDC-DD solution using pN cores. Error bars are computed using the standard deviation of wall clock times based on ten numerical experiments per data point. The large error bars are likely due to varying network traffic and architecture on the high performance computing system used. A hard scaling study is shown in Figure 4 .6, where the heat equation is solved using an eighth order RIDC-DD algorithm with a varying number of simultaneous Schwarz iterations, as dictated by the number of cores. (The number of subdomains is held fixed at 18 for this study.) If only 18 cores are available, then one OpenMP thread is set for the RIDC loop, meaning that only one Schwarz iteration is performed at a time. If 36 cores are available, then two OpenMP threads are set for the RIDC loop, meaning that two simultaneous Schwarz iterations are performed. If p · 18 cores are available, then p simultaneous Schwarz iterations are performed. It is unclear presently whether the drop in efficiency is due to (i) the higher network traffic that results from the simultaneous Schwarz iterations, (ii) saturated memory bandwidth, or (iii) poor code design. = (1, 1) , c = 1 [9] . Upwind differencing is used to approximate the advection operator, and centered finite differences are used to approximate the diffusion operator. Schwarz iterations are performed until a tolerance of 10 −12 is reached in the predictors and the correctors. The domain is discretized into 600 × 300 cells. These cells were then grouped into 18 overlapping domains in a 6 × 3 grid with an overlap of four cells. A soft scaling study and hard scaling study ( 
Conclusions.
In this paper we proposed a parallel space-time solver for time dependent PDEs based on domain decomposition in space and RIDC, a parallel predictor-corrector method, in time. As a proof of concept, we utilize a framework involving classical Schwarz matching conditions and RIDC integrators. We show that the proposed algorithm, referred to as RIDC-DD for short, requires multiple Schwarz iterations per step that can be evaluated simultaneously in parallel (after initial startup costs), provided the appropriate computing resources are available. Analysis is presented to demonstrate that RIDC-DD algorithms will converge, and that the rate of convergence is consistent with results from standard domain decomposition analysis. Numerical experiments demonstrate that RIDC-DD algorithms attain their designed order of accuracy, and load balancing appears to be a nonissue with our implemented version of the proposed algorithm. In practice, the tolerance for the DD iterations should be chosen in tandem with the tolerance of the local error control/adaptive time stepping mechanism. An important step in this direction has been given in [20] . The authors are presently exploring optimal/optimized transmission conditions at the subdomain boundaries and a coarse grid correction [29] to handle the degradation of the DD convergence rate for large numbers of subdomains.
