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ALGEBRAIC THETA FUNCTIONS AND THE p-ADIC
INTERPOLATION OF EISENSTEIN-KRONECKER NUMBERS
KENICHI BANNAI AND SHINICHI KOBAYASHI
ABSTRACT. We study the properties of Eisenstein-Kronecker numbers, which
are related to special values of Hecke L-function of imaginary quadratic fields.
We prove that the generating function of these numbers is a reduced (normal-
ized or canonical in some literature) theta function associated to the Poincare´
bundle of an elliptic curve. We introduce general methods to study the alge-
braic and p-adic properties of reduced theta functions for CM abelian varieties.
As a corollary, when the prime p is ordinary, we give a new construction of the
two-variable p-adic measure interpolating special values of Hecke L-functions
of imaginary quadratic fields, originally constructed by Manin-Vishik and Katz.
Our method via theta functions also gives insight for the case when p is super-
singular. The method of this paper will be used in subsequent papers to study the
precise p-divisibility of critical values of Hecke L-functions associated to Hecke
characters of quadratic imaginary fields for supersingular p, as well as explicit
calculation in two-variables of the p-adic elliptic polylogarithm for CM elliptic
curves.
0. INTRODUCTION
0.1. Introduction. The Eisenstein-Kronecker-Lerch series is a generalization of
the classical real analytic Eisenstein series, and was reintroduced by Andre´ Weil
in his inspiring book [We1]. In this paper, we investigate the algebraic and p-adic
properties of the Eisenstein-Kronecker numbers, which we define to be the special
values of the Eisenstein-Kronecker-Lerch series. These numbers may be regarded
as elliptic analogues of the classical generalized Bernoulli numbers.
Let Γ be a lattice in C, and let A be the area of the fundamental domain of
Γ divided by π. Then Eisenstein-Kronecker numbers for integers a, b such that
b > a+ 2 are defined as the sum
e∗a,b(z0, w0) :=
∑
γ∈Γ\{−z0}
(z0 + γ)
a
(z0 + γ)b
〈γ,w0〉Γ,
where z0, w0 ∈ C and 〈z,w〉Γ is the pairing defined by 〈z,w〉Γ := exp[(zw −
wz)/A]. The sum converges only when b > a+2, but one can give it meaning for
any a ≥ 0, b > 0 by analytic continuation. Similarly to the fact that generalized
Bernoulli numbers may be used to express special values of Dirichlet L-functions,
when the lattice Γ has complex multiplication, Eisenstein-Kronecker numbers may
be used to express special values of Hecke L-functions pertaining to the field of
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complex multiplication. Being of considerable arithmetic interest, these numbers
have been studied by many authors.
We investigate the problem using a new approach, through the systematic use
of algebraic theta functions. The crucial observation for our approach is the fact
that the two-variable generating function for Eisenstein-Kronecker numbers is a
certain theta function Θ(z,w), associated to the Poincare´ bundle of the elliptic
curve E(C) = C/Γ. The Poincare´ bundle is a line bundle on E × E∨, where
E∨ is the dual of E. Our observation allows us to view the two variables of the
generating function as coming from the elliptic curve and the dual elliptic curve.
This differs from the standard viewpoint, originally established by Katz [Ka2],
where the second variable is regarded as a parameter on the moduli space. The
advantage of our view point is that the theta function Θ(z,w) is a reduced theta
function (referred in literature also to as a normalized or canonical theta function)
with an algebraic divisor, and the properties of our generating function may be
studied through Mumford’s theory of algebraic theta functions on abelian varieties
[Mum5], applied to the case when the abelian variety is E × E∨.
We study in detail the algebraic and p-adic properties of reduced theta functions,
on a general abelian variety with complex multiplication. Using this theory, we
prove the algebraicity of Eisenstein-Kronecker numbers when the corresponding
lattice has complex multiplication by the ring of integers of an imaginary quadratic
field K . As a corollary, this gives the classical theorem of Damerell concerning
the algebraicity of the critical values of Hecke L-functions of imaginary quadratic
fields. Our proof is conceptual, in a sense that the values are algebraic because the
generating function is an algebraic theta function. We further apply our method to
construct a p-adic measure on Zp×Zp which p-adically interpolates the Eisenstein-
Kronecker numbers when p ≥ 5 is an ordinary prime, i.e. when p splits as (p) = pp
in K . Not surprisingly, our p-adic measure is related to the measure constructed
by Manin-Vishik [MV] and Katz [Ka2] which were used in the construction of the
p-adic L-function for algebraic Hecke characters associated to K . We relate our
measure to various p-adic measures which appear in literature.
One application of our approach is the following. The fact that we have a gen-
erating function at our disposal allows us to understand in detail the p-adic prop-
erties of Eisenstein-Kronecker numbers, even for the case when p is supersingu-
lar, i.e. when p remains prime in K . Calculations given at the end of this paper
reveal that the p-adic radius of convergence of the two-variable generating func-
tion in the supersingular case has radius of convergence strictly less than one. In
a subsequent paper [BK2], we build upon our technique to give a construction
of p-adic distributions for inert p previously studied by Boxall [Box1], [Box2],
Schneider-Teitelbaum [ST], Fourquaux [Fou] and Yamamoto [Yam], which inter-
polates Eisenstein-Kronecker numbers in one variable. We then study in two-
variables the p-divisibility of critical values of Hecke L-functions associated to
Hecke characters of imaginary quadratic fields for inert p, extending previous
works of Katz [Ka6], Chellali [Ch] and Fujiwara [Fuj].
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As further application, in [BKT], the construction of p-adic distributions in this
paper and [BK2] will be used to study the relation between such distributions and
p-adic elliptic polylogarithms for CM elliptic curves, for any prime p ≥ 5 of good
reduction. This result gives a p-adic analogue of the result of Beilinson and Levin
[BL], which expressed the Hodge realization of the elliptic polylogarithm in terms
of complex Eisenstein-Kronecker series. This extends previous results of the first
author [Ban], which dealt only with one-variable measures in the ordinary case.
Since the p-adic elliptic polylogarithms are expected to be of motivic in origin, and
since the p-adic distributions interpolate special values of Hecke L-functions, this
result may be interpreted as a p-adic analogue of Beilinson’s conjecture.
The method of this paper can also be used to investigate any set of invariants
which appear as Taylor coefficients of a reduced theta function on an abelian vari-
ety with complex multiplication. Theta functions for elliptic curves were used in
the construction of the Euler system of elliptic units, which played an important
role in Iwasawa theory. There has been attempts to generalize this result to higher
genus (see for example [dSG]), but with preliminary success. Considering that the
Poincare´ bundle exists for abelian varieties, in light of the conjectured relation be-
tween p-adic L-functions and Euler systems, we hope our approach via algebraic
theta functions will give future insight to this problem.
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0.2. Overview. The paper consists of four sections. In the first section, we intro-
duce Eisenstein-Kronecker numbers and the Kronecker theta function, which is a
reduced theta function on the Poincare´ bundle of an elliptic curve. Our main theo-
rem is that the Kronecker theta function is the generating function of the Eisenstein-
Kronecker numbers. In the second section, we prove general theorems concerning
the algebraic and p-adic properties of reduced theta functions on abelian varieties
with complex multiplication. In the third section, we apply this theory to the Kro-
necker theta function to construct our p-adic measure. In the final section, we
discuss explicit calculations, especially in the case of supersingular primes p.
The precise content of each section is as follows.
Let Γ ⊂ C be a lattice, and let E be an elliptic curve such that E(C) = C/Γ.
Let ∆ be the kernel of the multiplication E × E → E, and consider the divisor
D := ∆− (E × {0}) − ({0} × E)
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in E × E. We define the Kronecker theta function Θ(z,w) to be the unique re-
duced theta function on E × E characterized by the property that its divisor is D
and its residue along z = 0 is equal to one. If we identify E with its dual, then
this function is a meromorphic section of the Poincare´ bundle. In general, a theta
function is determined by a divisor up to multiplication by a quadratic exponential.
The reducedness condition removes the ambiguity up to a constant multiple, and
the condition on residue normalizes the constant.
Let z0, w0 ∈ Γ⊗Q. We define the algebraic translation by (z0, w0) of Θ(z,w)
to be the function
Θz0,w0(z,w) := exp
[
−z0w0
A
]
exp
[
−zw0 + wz0
A
]
Θ(z0 + z,w0 + w),
which is again a reduced theta function. Such translation is defined for general
reduced theta functions on complex tori, and the extra exponential factors play a
role in preserving algebraicity.
The main theorem of the first section of this paper is our key observation,
namely, we prove that the Kronecker theta function Θz0,w0(z,w) is a two-variable
generating function for the Eisenstein-Kronecker numbers.
Theorem 1 (= Theorem 1.17). We have the Laurent expansion
Θz0,w0(z,w) = 〈w0, z0〉
δ(z0)
z
+
δ(w0)
w
+
∑
a≥0,b>0
(−1)a+b−1 e
∗
a,b(z0, w0)
a!Aa
zb−1wa,
where δ(u) = 1 if u ∈ Γ and δ(u) = 0 otherwise.
The key result which will be used in the proof of the above theorem is Kronecker’s
theorem (Theorem 1.13). The normalization of the function Θ(z,w) differs by an
exponential factor from that of the two-variable Jacobi theta function previously
studied by Zagier [Zag]. See (12) for the precise relation. The generating function
property of the two-variable Jacobi theta function at the origin is given in [Zag] §3
Theorem.
In the second section, we work with a general abelian variety A, defined over a
number field, with complex multiplication (CM). Fix an algebraic uniformization
Cg/Λ ∼= A(C) compatible with the complex multiplication (see §2.1 for the pre-
cise statement). For any divisor D ⊂ A, we may associate a reduced theta function
ϑs(z) with divisor D, determined up to a constant multiple, on A(C) ∼= Cg/Λ.
We first prove that, assuming a slight admissibility condition, if D is defined over a
number field and the leading term of the Laurent expansion at the origin of ϑs(z) is
algebraic, then the g-variable Laurent expansion of ϑs(z) at the origin has algebraic
coefficients (Proposition 2.1). We then define an algebraic translation Uv0ϑs(z) of
ϑs(z) by a torsion point v0 ∈ A(Q). This translation may be interpreted by Mum-
ford’s theory, and using this theory, we prove the algebraicity of the Laurent ex-
pansion of Uv0ϑs(z) again at the origin by reducing to the case of ϑs(z) (Theorem
2.9).
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In the case of the Kronecker theta function, we have
U(z0,w0)Θ(z,w) = Θz0,w0(z,w).
We apply the above theory to Eisenstein-Kronecker numbers for the case when
Γ ⊂ C is the period lattice of an elliptic curve E with complex multiplication
defined over a number field F . Consider an imaginary quadratic field K , and
suppose E has complex multiplication by the ring of integers OK of K . If we
fix an invariant differential ω of E defined over F , then we have a uniformization
C/Γ ∼= E(C) such that the pull-back of ω is dz. The above result and Theorem 1
gives the algebraicity of the Eisenstein-Kronecker numbers in this case (Corollary
2.10), when z0, w0 ∈ Γ ⊗ Q. This implies the classical theorem of Damerell
(Corollary 2.11) on the algebraicity of the special values of Hecke L-functions.
We then prove the p-integrality of the Laurent expansion of ϑs(z) (Propositions
2.14 and 2.15), when p satisfies a certain ordinarity condition for the abelian va-
riety. This applied to the case of the Kronecker theta function is as follows. Let
p ≥ 5 be an ordinary prime, i.e. splits as (p) = pp in K . We suppose that the
elliptic curve E defined over F has good reduction at a prime P over p, and we
choose a smooth model E of E over OFP , where FP is the completion of F at P.
We denote by Ê the formal group of E at the origin, and we let λ(t) be the formal
logarithm of Ê .
Theorem 2 (=Corollary 2.17). Let z0 and w0 be torsion points of E(Q) of order
prime to p, and let
Θ̂z0,w0(s, t) := Θz0,w0(z,w)|z=λ(s),w=λ(t)
be the formal composition of the two-variable Laurent expansion of Θz0,w0(z,w)
at the origin with the power series z = λ(s) in s and w = λ(t) in t. Then we have
Θ̂z0,w0(s, t)− 〈w0, z0〉δ(z0)s−1 − δ(w0)t−1 ∈ O[[s, t]],
where O is the ring of integers of a finite extension of FP unramified over P.
In the third section, we use the above theorem and well-established relation be-
tween power series and p-adic measures to construct the p-adic measure µz0,w0
on Zp × Zp, interpolating the Eisenstein-Kronecker numbers. We relate this to
various p-adic measures used in the construction of p-adic L-functions interpolat-
ing special values of Hecke L-function of imaginary quadratic fields. Namely, we
compare our measure with that of Yager (Theorem 3.7) and that of Katz (Theo-
rem 3.11). We also give an explicit construction of the p-adic measure defined
by Mazur and Swinnerton-Dyer interpolating twists of Hasse-Weil L-function of
elliptic curves, in the CM case.
In the last section, we calculate the Laurent expansions of the Kronecker theta
function for explicit examples in the supersingular case. One of the goals of
our research was to apply the methods of Boxall [Box1] [Box2] and Schneider-
Teitelbaum [ST] to the two-variable power series Θ̂(s, t) to construct a two-variable
p-adic L-function in this case. Our calculations show, however, that this naive strat-
egy is not directly applicable, since the two-variable power series Θ̂(s, t) in the
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supersingular case is not only non-integral, but has radius of convergence strictly
less than one. In a subsequent paper [BK2], we refine the theory of Schneider-
Teitelbaum to study the p-adic properties of Θ̂(s, t) when p is inert. We then use
this theory to study the p-divisibility of critical values of Hecke L-function associ-
ated to Hecke characters of imaginary quadratic fields.
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We greatly appreciate Seidai Yasuda for discussion, especially for informing the
authors important formulas useful for explicit calculations of elliptic curves. Fi-
nally, we would like to thank our colleagues Yasushi Komori and Hyohe Miyachi
at Nagoya University for introducing the authors to computational software.
1. KRONECKER THETA FUNCTION
In this section, we will define and study the basic properties of the Kronecker
theta function. In §1.1, we review the definition and properties of the Eisenstein-
Kronecker-Lerch series, and we define the Eisenstein-Kronecker numbers as the
special values of the Eisenstein-Kronecker-Lerch series. Special values of Hecke
L-functions are expressed in terms of Eisenstein-Kronecker numbers. In §1.2, we
review the definition of the Poincare´ bundle for elliptic curves, and we define the
Kronecker theta function Θ(z,w; Γ) as the reduced (or normalized) theta func-
tion associated to a certain canonical meromorphic section of the Poincare´ bundle.
Then we give the relation between Eisenstein-Kronecker-Lerch series and Kro-
necker theta functions. In §1.3, we define a theta-theoretic translation operator
U(z0,w0) of reduced theta functions. We then prove in §1.4 that the Laurent expan-
sion of U(z0,w0)Θ(z,w; Γ) at the origin is a generating function of the Eisenstein-
Kronecker numbers.
1.1. Eisenstein-Kronecker Numbers. We introduce the Eisenstein-Kronecker-
Lerch series following Weil [We1]. The results of this subsection are contained
in [We1], and we refer the reader there for details.
Let Γ = Zω1⊕Zω2 be a lattice in C generated by ω1 and ω2 with Im(ω2/ω1) >
0, and let
A(Γ) =
1
π
Im(ω2ω1) =
1
2πi
(ω2ω1 − ω1ω2).
We define a pairing for z, w ∈ C by 〈z,w〉Γ := exp [(zw − wz)/A(Γ)]. We will
freely use the following properties of this pairing.
i) 〈z,w〉Γ = 〈−w, z〉Γ = 〈w, z〉−1Γ ,
ii) 〈az,w〉Γ = 〈z, aw〉Γ for any a ∈ C,
iii) We have z ∈ Γ if and only if 〈z, γ〉Γ = 1 for all γ ∈ Γ.
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Definition 1.1. ([We1] VIII §12) Let a be an integer ≥ 0. For z, w ∈ C \ Γ, we
define the Eisenstein-Kronecker-Lerch series Ka(z,w, s; Γ) by
(1) Ka(z,w, s; Γ) =
∑
γ∈Γ
(z + γ)a
|z + γ|2s 〈γ,w〉Γ, (Re s > a/2 + 1).
For a fixed z0, w0 ∈ C, we define K∗a(z0, w0, s; Γ) by
(2) K∗a(z0, w0, s; Γ) =
∑∗
γ∈Γ
(z0 + γ)
a
|z0 + γ|2s 〈γ,w0〉Γ, (Re s > a/2 + 1),
where
∑∗
means the sum taken over all γ ∈ Γ other than −z0 if z0 is in Γ. The
series on the right converges absolutely for Re s > a/2 + 1.
Remark 1.2. The series Ka(z,w, s; Γ) defines a C∞ function for z, w ∈ C \
Γ. In this case, we have Ka(z,w, s; Γ) = K∗a(z,w, s; Γ). If we were to let
Ka(z,w, s; Γ) = K
∗
a(z,w, s; Γ) for z, w ∈ C, then this function would not be
continuous when z ∈ Γ or w ∈ Γ. In order to avoid using non-continuous func-
tions, we take the convention that z, w /∈ Γ for Ka(z,w, s; Γ), and we fix z0,
w0 ∈ C when considering the series K∗a(z0, w0, s; Γ).
When there is no fear of confusion, we will often omit the Γ from the nota-
tion and simply denote Ka(z,w, s) for Ka(z,w, s; Γ) and A for A(Γ), etc. The
function K∗a(z0, w0, s) is known to satisfy the following properties.
Proposition 1.3 ([We1] VIII §13). Let a be an integer ≥ 0.
(i) The function K∗a(z0, w0, s) for s continues meromorphically to a function
on the whole s-plane, with possible poles only at s = 0 (if a = 0, z0 ∈ Γ)
and at s = 1 (if a = 0, w0 ∈ Γ).
(ii) K∗a(z0, w0, s) satisfies the functional equation
(3) Γ(s)K∗a(z0, w0, s) = Aa+1−2sΓ(a+ 1− s)K∗a(w0, z0, a+ 1− s)〈w0, z0〉.
We note that in the case a > 0, the analytic continuation and the functional
equation of K∗a(z0, w0, s) follows from the representation
(4) Γ(s)K∗a(z0, w0, s) = Ia(z0, w0, s) +Aa+1−2sIa(w0, z0, a+ 1− s)〈w0, z0〉,
where Ia(z0, w0, s) is the integral
Ia(z0, w0, s) =
∫ ∞
A−1
θa(t, z0, w0)t
s−1dt
for
(5) θa(t, z0, w0) =
∑
γ∈Γ
exp
[−t|z0 + γ|2] (z0 + γ)a〈γ,w0〉,
which follows from the functional equation of θa(t, z0, w0); namely,
θa(t, z0, w0) = (At)
−a−1θa(A−2t−1, w0, z0)〈w0, z0〉.
The Eisenstein-Kronecker-Lerch series for various integers a and s are related
by the following differential equations.
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Lemma 1.4. Let a be an integer > 0. The function Ka(z,w, s) satisfies differential
equations
∂zKa(z,w, s) = −sKa+1(z,w, s + 1)
∂zKa(z,w, s) = (a− s)Ka−1(z,w, s)
∂wKa(z,w, s) = −A−1(Ka+1(z,w, s) − zKa(z,w, s))
∂wKa(z,w, s) = A
−1(Ka−1(z,w, s − 1)− zKa(z,w, s)).
Proof. From the definition, the statement is true for Re s > a/2+1. The statement
for general s is obtained by analytic continuation. 
We now give the definition of the Eisenstein-Kronecker numbers.
Definition 1.5. Let z0, w0 ∈ C. For any integer a ≥ 0, b > 0, we define the
Eisenstein-Kronecker number e∗a,b(z0, w0; Γ) by
e∗a,b(z0, w0; Γ) := K
∗
a+b(z0, w0, b; Γ).
We will omit Γ from the notation if there is no fear of confusion.
The numbers e∗a,b(Γ) := e∗a,b(0, 0; Γ) are those that appear in [We1] (VI §5, VIII
§15). For b > a ≥ 0, we have by definition
e∗a,b(Γ) = lim
s→0
∑
γ∈Γ\{0}
γa
γb|γ|2s .
Let Q be the algebraic closure of Q, and fix once and for all an embedding
i∞ : Q →֒ C. Let K be an imaginary quadratic field with ring of integers OK .
We consider OK and any ideal f of OK to be lattices in C through i∞. One may
express the special values of Hecke L-functions of K by using the Eisenstein-
Kronecker numbers. Let ϕ be an algebraic Hecke character of ideals in K , with
conductor f and infinity type (m,n). In other words, ϕ is a homomorphism from
IK(f), the group of the fractional ideals of OK prime to f, to Q× of the form
ϕ((α)) = ε(α)αmαn for some finite character
ε : (OK/f)× → Q×
if α in OK is prime to f. Then the Hecke L-function associated to ϕ is defined by
Lf(ϕ, s) =
∑
(a,f)=1
ϕ(a)
Nas
where the sum is over integral ideals of OK prime to f, and this series is absolutely
convergent if Re s > (m + n)/2 + 1. The Hecke L-function is known to have a
meromorphic continuation to the whole complex s-plane and a functional equation.
The function Lf(ϕ, s) has a pole at s = s0 if and only if the conductor ofϕ is trivial,
m = n and s0 = (m+n)/2+1. The Hecke L-function may be expressed in terms
of Eisenstein-Kronecker series as follows.
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Proposition 1.6. Let f be an integral ideal of K . Let IK(f) be the subgroup of the
ideal group of K consisting of ideals prime to f, and let PK(f) be the subgroup of
I(f) consisting of principal ideals (α) such that α ≡ 1 mod f. Let a be a non-
negative integer.
i) Let ϕ be an algebraic Hecke character of K of conductor f and infinity type
(1, 0). Let αa be an element of a−1 ∩ PK(f). Then we have
Lf(ϕ
a, s) =
∑
a∈IK(f)/PK (f)
K∗a(ϕ(αaa), 0, s;ϕ(a)a
−1f).
ii) Let wf be the number of roots of unity in K congruent to 1 modulo f. For a
Hecke character ϕ of K of conductor f and infinity type (a, b) (a 6= b), we have
Lf(ϕ, s) =
1
wf
∑
a∈IK(f)/PK (f)
ϕ(a)
Nas
K∗|b−a|(α, 0, s −min{a, b}; (a−1f)δ),
where δ ∈ Gal(C/R) and δ is trivial if and only if b− a > 0.
Proof. For i), we first consider the case s > a/2 + 1. Then we have
Lf(ϕ
a, s) =
∑
(a,f)=1
ϕ(a)a
Nas
=
1
wf
∑
a∈IK(f)/PK (f)
ϕ(a)a
Nas
∑
α∈a−1∩PK(f)
ϕ(α)a
|α|2s
=
1
wf
∑
a∈IK(f)/PK (f)
∑
γ∈a−1f
(ϕ(αaa) + ϕ(a)γ)
a
|ϕ(αaa) + ϕ(a)γ|2s .
The existence of ϕ of type (1, 0) shows wf = 1, hence our formula. The statement
for general s follows by analytic continuation. For ii), suppose that b > a. Then
we have
Lf(ϕ, s) =
∑
(a,f)=1
ϕ(a)
Nas
=
1
wf
∑
a∈IK(f)/PK (f)
ϕ(a)
Nas
∑
α∈a−1∩PK(f)
αb−a
|α|2(s−a)
as desired. 
From the above proposition, the study of special values of Hecke L-functions of
K is reduced to the study of Eisenstein-Kronecker numbers.
1.2. Poincare´ bundle and reduced theta Function. Let V be a finite dimensional
complex vector space and Λ a lattice in V . It is known that every holomorphic line
bundle L on T = V/Λ is a quotient of the trivial bundle V × C over V by the
action of Λ of the form
(6) γ · (ξ, v) = (eγ(v)ξ, v + γ), (γ ∈ Λ, (ξ, v) ∈ C× V )
for some 1-cocycle γ 7→ eγ of Λ with values in the group O∗(V ) of invertible
holomorphic functions on V . This correspondence extends to an isomorphism
of groups Pic(T) ∼= H1(Λ,O∗(V )). A meromorphic section s : T → L is
given by v 7→ (ϑ(v), v) for some meromorphic function ϑ(v) on V satisfying
ϑ(v + γ) = eγ(v)ϑ(v). We call ϑ the theta function corresponding to s.
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The isomorphism classes of holomorphic line bundles on T are classified by the
following theorem.
Theorem 1.7 (Appell and Humbert). The group Pic(T) of isomorphism classes of
holomorphic line bundles on T is isomorphic to the group of pairs (H,α), where
(i) H is an Hermitian form on V .
(ii) E = ImH takes integral values on Λ× Λ.
(iii) α : Λ → U(1) := {z ∈ C | |z| = 1} is a map such that α(γ + γ′) =
exp(πiE(γ, γ′))α(γ)α(γ′).
The correspondence is given by associating to a pair (H,α) the line bundle
L (H,α) whose cocycle is given by
eγ(v) := α(γ) exp
(
πH(v, γ) +
π
2
H(γ, γ)
)
.
We put 〈v1, v2〉L := exp [2πiE(v1, v2)] .
Definition 1.8. We call any theta function associated to a (meromorphic) section
of a line bundle of the form L (H,α) a reduced theta function. Namely, a reduced
theta function is a meromorphic function ϑ on V which satisfies
ϑ(v + γ) = α(γ) exp
(
πH(v, γ) +
π
2
H(γ, γ)
)
ϑ(v)
for all v ∈ V and γ ∈ Λ. The term normalized or canonical theta function is used
in some literature.
For a divisor D of T, there exists, up to constant, a unique meromorphic section
swith divisor D of the line bundle L (D) associated to the invertible sheafOT(D).
We take (H,α) such that L (D) ∼= L (H,α) and we have a reduced theta function
associated to s. Hence we can associate to D a reduced theta function determined
up to a constant multiple whose divisor D. Without the condition of reducedness,
a theta function with divisor D is determined up to multiplication by a trivial theta
function, which is an exponential of a quadratic form.
Now we give two important examples of reduced theta functions.
Example 1.9. Let E be an elliptic curve such that E(C) = C/Γ. We consider the
line bundle L = L ([0]) associated to the divisor [0] of an E. Then the pair (H,α)
corresponding to L is
H(z1, z2) =
z1z2
πA
,
and α : Γ → {±1} is such that α(u) = −1 if u 6∈ 2Γ and α(u) = 1 otherwise.
This is checked, for example, by constructing a reduced theta function associated
to [0] explicitly as follows.
Let σ(z) be the Weierstrass σ-function
(7) σ(z) = z
∏
γ∈Γ\{0}
(
1− z
γ
)
exp
[
z
γ
+
z2
2γ2
]
.
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This function is known to satisfy the transformation formula
σ(z + u) = α(u) exp
[
η(u)
(
z +
u
2
)]
σ(z)
for any u ∈ Γ, where η(z) := A−1 z + e∗2 z where e∗2 := e∗0,2(Γ).
The function σ(z) is not reduced and we define the function θ(z) to be
θ(z) = exp
[
−e
∗
2
2
z2
]
σ(z).
Then θ(z) is a holomorphic function on C, having simple zeros at the points in Γ
and satisfies the transformation formula
(8) θ(z + γ) = α(γ) exp
(
πH(z, γ) +
π
2
H(γ, γ)
)
θ(z)
for u ∈ Γ. Namely, θ(z) is a reduced theta function associated to the divisor [0].
The function θ(z) was used by Robert to construct the Euler system of elliptic
units. As Robert pointed out in [Rob2] §1, the function θ(z) is characterized as
the reduced theta function associated to the divisor [0] normalized by the condition
θ′(0) = 1.
Example 1.10 (The Kronecker theta function). Given a complex torus T and its
dual torus T∨, the Poincare´ bundle is a line bundle P on T × T∨ giving the iso-
morphism
T∨
∼=−→ Pic0(T),
defined by mapping w ∈ T∨ to the line bundle on T obtained as the restriction of
P to T = T× {w} →֒ T× T∨.
On E × E∨, the Poincare´ bundle P is a line bundle characterized by the prop-
erties i) the restriction P|{0}×E∨ is trivial and ii) for all w ∈ E∨, the restriction
to E × {w} represents the element of Pic0(E) given by w under the isomorphism
Pic0(E) ∼= E∨. We identify E with E∨ by the canonical polarization given by the
divisor [0] of E. Then P is what is called a Mumford bundle on E × E, namely,
is of the form
P = m∗L ⊗ p∗1L −1 ⊗ p∗2L −1,
where L = L ([0]) and the morphismsm, p1 and p2 are the multiplication, the first
and the second projections from E ×E to E. In other words, P is the line bundle
associated to the invertible sheaf OE×E(D) where D is the divisor ∆ − ({0} ×
E)− (E × {0}) and ∆ is the kernel of the multiplication morphism E ×E → E.
We have P ∼= L (HP , αP) where
HP = m
∗HL − p∗1HL − p∗2HL , αP = m∗αL · p∗1α−1L · p∗2α−1L
for L = L (HL , αL ). These are explicitly given as
HP((z1, w1), (z2, w2)) =
z1w2 + w1z2
πA
,
αP(u, v) = exp
(
uv − uv
2A
)
.
(9)
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Hence, the cocycle Γ × Γ → O∗(V ), (u, v) 7→ e(u,v)(z,w) associated to P is
given by
e(u,v)(z,w) = exp
[
uv
A
]
exp
[
zv + wu
A
]
.
Hence for u, v ∈ Γ, any reduced theta function ϑ(z,w) for P satisfies the trans-
formation formula
(10) ϑ(z + u,w + v) = exp
[
uv
A
]
exp
[
zv + wu
A
]
ϑ(z,w).
Since HP is not definite, the Poincare´ bundle P does not have any non-zero
holomorphic section. This fact may be proved easily as follows.
Lemma 1.11. Any holomorphic function f(z,w) on C×C satisfying the transfor-
mation formula
(11) f(z + u,w + v) = exp
[
uv
A
]
exp
[
zv + wu
A
]
f(z,w)
for any u, v ∈ Γ is identically equal to zero.
Proof. For any point (z0, w0) ∈ C× C and u ∈ Γ, we have
|f(z0 + u,w0 − u)| = |f(z0, w0)| exp
[
−|u|
2 +Re((z0 − w0)u)
A
]
.
The right hand side goes to 0 as |u| → ∞. Applying the maximum principal to the
holomorphic function f(z0 + s,w0 − s) with respect to the variable s, we obtain
f(z0, w0) = 0 as desired. 
Therefore there are no holomorphic sections of P . However, there exists a
canonical meromorphic section sD, namely, a section corresponding to the divisor
D. Since sD is of the form m∗s ⊗ p∗1s−1 ⊗ p∗2s−1 for a section s of LE([0])
corresponding the divisor [0], the reduced theta function corresponding to sD is,
up to constant,
Θ(z,w) :=
θ(z + w)
θ(z)θ(w)
.
We write Θ(z,w) as Θ(z,w; Γ) if we want to specify the lattice, and we call it
the Kronecker theta function for Γ. By definition, the Kronecker theta function is
characterized as the reduced theta function associated to D whose residue along
z = 0 is equal to 1. The relation between the theta function Θ(z,w) for the lattice
Γ = Zτ ⊕ Z and the two-variable Jacobi theta function Fτ (z,w) defined in [Zag]
§3 is given by
(12) Θ(z,w) = exp(zw/A)Fτ (z,w).
Proposition 1.12. i) For a positive real number t, the real analytic function
exp [zw/A] θa(t, z, w)
is a C∞-section of P . (see (5) for the definition of θa(t, z, w)). In particular,
the function exp [zw/A]Ka(z,w, s) is also a C∞-section of P on an open set of
C× C.
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ii) The function exp [zw/A]K1(z,w, 1) is holomorphic onC×C except for simple
poles at the divisor corresponding to {0}×E and E×{0} with residue 1 along z =
0 and w = 0. In particular, the function exp [zw/A]K1(z,w, 1) is a meromorphic
section of P .
Proof. i) It suffices to show that ϑa(t, z, w) = exp [zw/A] θa(t, z, w) satisfies
ϑa(t, z + u,w + v) = e(u,v)(z,w)ϑa(t, z, w)
for any u, v ∈ Γ. This is checked by direct calculation.
ii) We put f(z,w) = exp [zw/A]K1(z,w, 1). By Lemma 1.4, we have for any
integer a > 0
∂zKa(z,w, s) = (a− s)Ka−1(z,w, s).
Substituting a = s = 1, we see that ∂zf(z,w) = 0, hence f(z,w) is holomorphic
in z. By the functional equation (3), we have f(w, z) = f(z,w). Hence we also
have ∂wf(z,w) = ∂wf(w, z) = 0. We show that f(z,w) has simple poles. By
the integral expression (4), it has poles possibly at z ∈ Γ or w ∈ Γ, and by the
transformation formula of f(z,w) we may assume that z = 0 or w = 0. Then by
the integral expression (4), the function
(13) K1(z,w, 1) −
∫ ∞
A−1
exp
[−t|z|2] zdt− 〈w, z〉∫ ∞
A−1
exp
[−t|w|2]wdt
is analytic at the origin, hence the function zwf(z,w) is bounded around the origin.
The calculation of the residue follows by calculating the integrals in (13). 
We now compare the Kronecker theta function Θ(z,w) with the Eisenstein-
Kronecker-Lerch series K1(z,w, 1). We obtain the following theorem, essentially
known to Kronecker (for example, see Weil ([We1] VIII, §4, p.71, (7))).
Theorem 1.13. The Kronecker theta function Θ(z,w) associated to the divisor
D = ∆− ({0}×E)− (E×{0}) on E×E is related to the Eisenstein-Kronecker-
Lerch series K1(z,w, 1) as follows.
Θ(z,w) =
θ(z + w)
θ(z)θ(w)
= exp
[
zw
A
]
K1(z,w, 1).
Proof. By Proposition 1.12, the functions Θ(z,w) and exp [ zwA ]K1(z,w, 1) are
both meromorphic sections of P and have the same simple poles with the same
residues. Hence the function
θ(z + w)
θ(z)θ(w)
− exp
[
zw
A
]
K1(z,w, 1)
defines a holomorphic section of P , which is zero by Lemma 1.11. 
1.3. Translations of reduced theta functions. Let T = V/Λ be a complex torus.
We consider the translation τv0 : T → T, v 7→ v + v0 by a point v0 ∈ V . Since
the naive translation of a reduced function ϑ(v) 7→ ϑ(v+ v0) does not preserve the
reducedness of theta functions, we would like to define a notion of translation for
reduced theta functions.
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Let L (H,α) be the line bundle on T associated to (H,α). Then it is know that
(14) τ∗v0L (H,α)
∼=−→ L (H,α · νv0)
where νv0 : Λ → U(1) is the character νv0(γ) = exp(2πiE(v0, γ)). Hence
for a meromorphic section s of L (H,α), we have a reduced theta function for
L (H,α · νv0) corresponding to the section τ∗v0s. However, the choice of the iso-
morphism (14) gives ambiguity by a constant multiple in determining the reduced
theta function corresponding to τ∗v0s.
We now assume that α : Λ→ U(1) is the restriction of a certain map V → C×
to Λ. We also denote this map by α but the relation
α(v0 + v1) = α(v0)α(v1)〈v0, v1/2〉L
might not be valid for non-lattice points v0, v1. Since the reduced theta functions
of L (H,α) satisfy ϑ(v+ u) = eu(v)ϑ(v) for u ∈ Λ, it would be natural to define
the reduced theta function for L (H,α · νv0) corresponding to the section τ∗v0s as
Uv0ϑs(v) := ev0(v)
−1ϑs(v + v0)
= α(v0)
−1 exp
[
−πH(v, v0)− π
2
H(v0, v0)
]
ϑs(v + v0)
for the reduced theta function ϑs corresponding to s. One can check that Uv0ϑs(v)
is in fact a reduced theta function for L (H,α · νv0). We call Uv0 the translation
by v0 of reduced theta functions of L (H,α) (however, it depends on the choice of
α : V → C×.) We can also consider another translation of reduced theta function
by
UMv0 ϑs(v) := exp
[
−πH(v, v0)− π
2
H(v0, v0)
]
ϑs(v + v0)
(it does not need on a map α : V → C×.)
We will see that these translations preserve certain algebraic properties. In
fact, the translation UMv0 is obtained by the theory of algebraic theta functions of
Mumford. For a symmetric algebraic line bundle L with a fixed isomorphism
L ∼= L (H,α) over C, Mumford’s theory gives an algebraic way to fix an ap-
propriate isomorphism τ∗v0L ∼= L (H,α · νv0). Then the reduced theta function
corresponding to τ∗v0s by this isomorphism is U
M
v0 ϑs(v). See §2.2 for details. For
a convenience, we denote some basic properties of these translations.
Proposition 1.14. Let v0, v1 be elements of V , and let
eMv0 (v) = exp
[
πH(v, v0) +
π
2
H(v0, v0)
]
.
Then we have
i) eMv0+v1(v) = 〈v0, v1/2〉L eMv0 (v + v1)eMv1 (v).
ii) UMv0 ϑs(v + v1) = 〈v0, v1/2〉L eMv1 (v)UMv0+v1ϑs(v).
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iii) UMv1 ◦ UMv0 = 〈v0, v1/2〉L UMv0+v1 = 〈v0, v1〉L UMv0 ◦ UMv1 .
Suppose that α : Λ→ U(1) is the restriction of a map α : V → C×. We put
χ(v0, v1) := α(v0 + v1)α(v0)
−1α(v1)−1〈v0, v1/2〉L .
Then we have
iv) ev0+v1(v) = χ(v0, v1) ev0(v + v1)ev1(v).
v) Uv0ϑs(v + v1) = χ(v0, v1) ev1(v)Uv0+v1ϑs(v).
vi) Uv1 ◦ Uv0 = χ(v0, v1)Uv0+v1 = 〈v0, v1〉L Uv0 ◦ Uv1 .
Proof. i) is proven by direct calculation. These are proved by direct calculation. ii)
follows from i) and iii) follows from ii). iv)-vi) follows from i)-iii) by comparing
eMv0 (v) and ev0(v). 
Now consider the Mumford bundle
M := m∗L ⊗ p∗1L −1 ⊗ p∗2L −1
on V/Λ × V/Λ. If we write M = L (HM , αM ), then we have αM (v,w) =
〈v,w/2〉L , which also have meaning on V × V . Hence we consider a map α :
V × V → C×, (v,w) 7→ 〈v,w/2〉L to define the translation Uv0 for v0 ∈ V × V
of reduced theta functions on V × V . We also have
〈(v0, w0), (v1, w1)〉M = 〈v0, w1〉L 〈w0, v1〉L ,
χ((v0, w0), (v1, w1)) = 〈v0, w1〉L .
If there is no fear of confusion, we put ϑ(v) := ϑs(v), ϑv0(v) := Uv0ϑ(v) and
ϑMv0 (v) := U
M
v0 ϑ(v) for simplicity. We also put
Θ(v,w) :=
ϑ(v +w)
ϑ(v)ϑ(w)
and for v0, w0 ∈ V/Λ we put
Θv0,w0(v,w) := U(v0,w0)Θ(v,w).
By Proposition 1.14 vi), we have
Θv0+γ,w0+γ′(v,w) = 〈w0, γ〉LΘv0,w0(v,w)
for γ, γ′ ∈ Λ. We define ΘMv0,w0(v,w) similarly.
In particular, the case of the Poincare´ bundle of elliptic curves, namely the case
of our Kronecker theta function Θ(z,w), the translation is given explicitly as
(15) Θz0,w0(z,w) = exp
[
−z0w0
A
]
exp
[
−zw0 + wz0
A
]
Θ(z + z0, w + w0).
We next prove a distribution property for the Kronecker theta function, which
will be important for later calculation. We first begin with a lemma.
16 KENICHI BANNAI AND SHINICHI KOBAYASHI
Lemma 1.15. For an element γ ∈ Γ, we have
lim
z→−u+γ(z + u− γ)Θu,v(z,w) = 〈v, γ〉 exp
[
(γ − u)w
A
]
and
lim
w→−v+γ(w + v − γ)Θu,v(z,w) = 〈u, γ − v〉 exp
[
z(γ − v)
A
]
.
Proof. This follows from direct calculations. 
Proposition 1.16 (Distribution relation). Let a, b be integral ideals of OK such
that (ab, b) = 1. Let ǫ ∈ OK be such that ǫ ≡ 1 mod ab and ǫ ≡ 0 mod b.
Then ∑
α∈a−1Γ/Γ, β∈b−1Γ/Γ
〈ǫα,w0〉ΓΘz0+ǫα,w0+ǫβ(z,w; Γ)
= N(ab)ΘNaz0,Nbw0(Na z,Nbw; abΓ).
Proof. First we note that 〈ǫα,w0〉ΓΘz0+ǫα,w0+ǫβ(z,w; Γ) does not depend on a
choice of the representative α ∈ a−1Γ/Γ and β ∈ b−1Γ/Γ. By considering the
action of U(z0,w0), we may assume that z0 = w0 = 0.
We show that the both sides have the same transformation formula with respect
to abΓ. For u, v ∈ abΓ, we have
Θ(Na(z + u), Nb(w + v); abΓ) = eu,v(z,w; Γ)Θ(Na z,Nbw; abΓ).
On the other hand,
U(u,v)Θǫα,ǫβ(z,w; Γ) = 〈ǫα, v〉Γ〈ǫβ, u〉ΓΘǫα,ǫβ(z,w; Γ) = Θǫα,ǫβ(z,w; Γ).
Hence we have Θǫα,ǫβ(z + u,w + v; Γ) = eu,v(z,w; Γ)Θǫα,ǫβ(z,w; Γ).
Next we show that both sides have the same poles with the same residues. The
function on the left hand side has simple poles at most on (z,w) where z = −ǫα0+
γ or w = −ǫβ0 + γ for some α0 ∈ a−1, β0 ∈ b−1 and γ ∈ Γ. By the functional
equation, it suffices to calculate the residues for z = −ǫα0 + γ. By Lemma 1.15
the value
lim
z→−ǫα0+γ
(z + ǫα0 − γ)
∑
α∈a−1Γ/Γ, β∈b−1Γ/Γ
Θǫα,ǫβ(z,w; Γ)
is equal to
∑
β∈b−1Γ/Γ
〈ǫβ, γ〉Γ exp
[
(γ − ǫα0)w
A(Γ)
]
=
{
N(b) exp
[
(γ−ǫα0)w
A(Γ)
]
if γ ∈ bΓ,
0 otherwise.
Hence the left hand side has a pole at z ∈ (ǫa−1 + b)Γ = ba−1Γ. It is straight-
forward to see that the function on the right hand side has the same poles with
the same residues. Hence the difference of these functions defines a holomorphic
section of a non-ample line bundle, which should be zero (See Lemma 1.11). 
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1.4. Generating Function for Eisenstein-Kronecker numbers. The main result
of this subsection is as follows.
Theorem 1.17. Let z0, w0 ∈ C. Then the Laurent expansion of Θz0,w0(z,w) at
(z,w) = (0, 0) is given by
Θz0,w0(z,w) = 〈w0, z0〉δ(z0)z−1 + δ(w0)w−1
+
∑
a≥0,b>0
(−1)a+b−1 e
∗
a,b(z0, w0)
a!Aa
zb−1wa,
where δ(z) = 1 if z ∈ Γ and δ(z) = 0 otherwise. In other words, Θz0,w0(z,w) is
the generating function for the Eisenstein-Kronecker numbers e∗a,b(z0, w0).
The fact that K1(z,w, 1) is a (non-holomorphic) generating function of the
Eisenstein-Kronecker numbers was already observed by Colmez and Schneps [CS].
The proof of Theorem 1.17 is simple if z,w ∈ C \ Γ and essentially it follows
from Lemma 1.4 and Theorem 1.13. To reduce the general case to this case, we
introduce auxiliary functions.
For any integer a ≥ 1 and subset Γ′ ⊂ Γ, we let
(16) θa(t, z, w; Γ′) =
∑
γ∈Γ′
exp
[−t|z + γ|2] (z + γ)a〈γ,w〉Γ
and put
(17) Ia(z,w, s; Γ′) =
∫ ∞
A−1
θa(t, z, w,Γ
′)ts−1dt
and I˜a(z,w, s; Γ′) = exp [−zw/A] Ia(z,w, s; Γ′) where A = A(Γ).
Lemma 1.18. For an integer a > 0, the function I˜a(z,w, s; Γ′) is analytic at
(z,w) = (z0, w0) if −z0 /∈ Γ′, and we have
∂z I˜a(z,w, s; Γ
′) = −I˜a+1(z,w, s + 1;Γ′)
∂wI˜a(z,w, s; Γ
′) = −A−1I˜a+1(z,w, s; Γ′).
(18)
Proof. By the assumption for z0, derivations commute with the integral symbol in
(17). Then the assertion is straightforward. 
For subsets Γ1,Γ2 of Γ, we let
(19) (b− 1)!K˜a,b(z,w; Γ1,Γ2)
:= I˜a+b(z,w, b; Γ1) +A
a−b+1I˜a+b(w, z, a + 1;Γ2).
(Compare with formula (4)).
Lemma 1.19. The function K˜a,b(z,w; Γ1,Γ2) is analytic at (z,w) = (z0, w0) if
−z0 /∈ Γ1 and −w0 /∈ Γ2 and satisfies
∂zK˜a,b(z,w; Γ1,Γ2) = −bK˜a,b+1(z,w; Γ1,Γ2)
∂wK˜a,b(z,w; Γ1,Γ2) = −A−1K˜a+1,b(z,w; Γ1,Γ2).
(20)
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Moreover, for Γ1 = Γ \ {−z0} and Γ2 = Γ \ {−w0}, we have
(21) K˜a,b(z0, w0; Γ1,Γ2) = exp [−z0w0/A] e∗a,b(z0, w0).
Proof. The derivative formulae follows directly from the previous lemma. We
consider the case Γ1 = Γ \ {−z0} and Γ2 = Γ \ {−w0}. If a > 0, we have
θa(t, z0, w0; Γ) = θa(t, z0, w0; Γ1) and θa(t, w0, z0; Γ) = θa(t, w0, z0; Γ2). Hence
by the integral formula (4) for K∗a+b(z,w, s; Γ), we have
(b− 1)!K˜a,b(z0, w0;Γ1,Γ2)
= I˜a+b(z0, w0, b; Γ) +A
a−b+1I˜a+b(w0, z0, a+ 1;Γ)
= (b− 1)! exp [−z0w0/A]K∗a+b(z0, w0, b; Γ).
as desired. 
Lemma 1.20. We let Γ1 = Γ \ {−z0} and Γ2 = Γ \ {−w0}. Then we have
(22) Θz0,w0(z,w) = u1 exp
[
z0w0
A
]
K˜0,1(z + z0, w + w0; Γ,Γ)
and
(23) K˜0,1(z + z0, w + w0; Γ,Γ) = u2 exp
[
−z0w0
A
]
δ(z0)
z
+ u3 exp
[
−z0w0
A
]
δ(w0)
w
+ K˜0,1(z + z0, w + w0; Γ1,Γ2)
where ui = ui(z,w, z, w) (i = 1, 2, 3) are real analytic functions for z,w, z, w
such that ui(z,w, 0, 0) = 1.
Proof. Since
K˜0,1(z,w; Γ,Γ) = exp [−zw/A]K0,1(z,w, 1; Γ),
we may take
u1(z,w, z, w) = exp
[
(z + z0)w + (w + w0)z
A
]
.
If z0 ∈ Γ, we have
I˜1(z,w, 1; Γ) = I˜1(z,w, 1; {−z0}) + I˜1(z,w, 1; Γ1)
and
I˜1(z + z0,w + w0, 1; {−z0})
=
1
z
exp
[
−(z + z0)(w + w0)
A
]
exp
[
−zz
A
]
〈w, z0〉.
Hence we may take u2(z,w, z, w) = exp
[
z0w0
A
]
I˜1(z + z0, w + w0, 1; {−z0}).
Similarly, we may take u3(z,w, z, w) = exp
[
w0z0
A
]
I˜1(w+w0, z+z0, 1; {−w0}).

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Proof of Theorem 1.17. By the previous Lemma, we have
(24) Θz0,w0(z,w) = v1〈w0, z0〉
δ(z0)
z
+ v2
δ(w0)
w
+ v3 exp
[
z0w0
A
]
K˜0,1(z + z0, w + w0; Γ1,Γ2),
where vi = vi(z,w, z, w) (i = 1, 2, 3) are real analytic functions for z,w, z, w at
the origin such that vi(z,w, 0, 0) = 1. We take the differential ∂b−1z ∂aw of both
sides of (24) and substitute z = w = z = w = 0. Since the operators ∂z, ∂w
commute with the evaluation z = w = 0 for real analytic functions with variable
z,w, z, w at the origin, we may substitute z = w = 0 first, and apply (20). Then
we have
∂b−1z ∂
a
w
(
Θz0,w0(z,w) − 〈w0, z0〉δ(z0)z−1 − δ(w0)w−1
)
=
(−1)a+b−1(b− 1)!
Aa
exp
[
w0z0
A
]
K˜a,b(z + z0, w + w0; Γ1,Γ2).
Our assertion now follows from (21). 
2. ALGEBRAICITY AND p-INTEGRALITY ON CM ABELIAN VARIETIES
The purpose of this section is to study algebraic and p-adic properties of the Tay-
lor coefficients of reduced theta functions for CM abelian varieties at torsion points.
In particular, the algebraicity and the p-adic integrality of Eisenstein-Kronecker
numbers are proved. In §2.1, we prove that the Taylor coefficients of reduced theta
functions for CM abelian varieties at the origin are algebraic. Then, in §2.2, we will
prove the corresponding statement at torsion points using the theory of algebraic
theta functions constructed by Mumford to reduce to the case at the origin. As a
corollary, we obtain Damerell’s theorem concerning the algebraicity of the special
values of the Hecke L-function. In §2.3 and §2.3, we prove at ordinary primes
the p-adic integrality of the Taylor coefficients of reduced theta functions for CM
abelian varieties at torsion points. In particular, for p ≥ 5 that splits as (p) = pp in
OK , the Laurent expansion of Θz0,w0(z,w) with respect to the formal parameter
of the elliptic curve has p-integral coefficients. Finally, in §2.5, we give the relation
between our result and the theory of p-adic theta functions by Norman.
2.1. Algebraicity of reduced theta functions at the origin. In this section, we let
K be a CM field of degree 2g and let K0 be its totally real subquadratic extension
K0 of K . We fix a CM type Φ ofK , namely, a set of embeddings φi : K →֒ C (i =
1, . . . , g) such that (φi) and its complex conjugates (φi) form all the embeddings
of K into C. We embed K into Cg by Φ, that is, Φ(a) = (φ1(a), . . . , φg(a)). For
simplicity, we assume that K is normal over Q.
Let (A, ι) be a pair consisting of an abelian variety A defined over a number
field F and an embedding ι : K →֒ End(A) ⊗ Q. We assume that F contains
K and for every x ∈ K , the morphism ι(x) is also defined over F . Moreover,
for simplicity, we assume that ι(K) ∩ End(A) = ι(OK) and dimA = g. We also
assume that (A, ι) is of type (K,Φ) over F , namely, the representation of K on
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the space of invariant differential 1-forms on A over F , which is obtained through
ι, is equivalent to Φ. By definition, there exists a non-zero invariant differential
1-form ωi such that ι(a)∗ωi = φi(a)ωi for all a ∈ K . Let π be a uniformization
Cg/Λ → A(C) such that the pull back of ωi is equal to dzi, where zi is the i-
coordinate of the canonical basis of Cg. If we identify A(C) with Cg/Λ through
π, then the endomorphism ι(a) is the multiplication by φi(a) on each component.
Then there exists a fractional ideal a and an element ΩΦ = t(Ω1, . . . ,Ωg) ∈ Cg
whose component-wise multiplication gives Λ = Φ(a)ΩΦ. Let L be a line bundle
onA. Suppose that π∗L ∼= L (H,α). We assume thatE = ImH isΦ-admissible,
namely, it satisfies E(ι(a)z,w) = E(z, ι(ac)w) for a non-trivial element of c ∈
Gal(K/K0). It is known that if A is simple, then any non-zero E is automatically
Φ-admissible. (cf. Shimura [Sh3], Theorem 4 or Lang [Lan3], Theorem 4.5). We
say simply that L is Φ-admissible if E is Φ-admissible.
Proposition 2.1. Let L = L (H,α) be a Φ-admissible line bundle on A, and
assume that αN = 1 for some integer N . (For example, if L is symmetric, then
we have α2 = 1. ) Let s be a meromorphic section of L whose divisor D is
defined over F . Let f be a rational function over F which defines the Cartier
divisor D in a neighborhood of the origin. Let ϑs(z) be a reduced theta function
on A(C) = Cg/Φ(a)ΩΦ corresponding to s. We assume that (ϑs/f)(0) ∈ F .
Then the Taylor coefficients of f−1(z)ϑs(z) are in F .
Proof. First suppose that ϑs(z) is periodic and holomorphic at the origin. Then
there exists a non-zero constant a ∈ C such that aϑs(z) is a rational function
defined over F . Since the derivation ∂/∂zi with respect to ωi is defined over F ,
the function aϑs(z) has Taylor coefficients in F . However, since (ϑs/f)(0) ∈ F ,
the element a is in F . Hence the proposition is proved in this case. We reduce the
general case to this case. In particular, we may assume that f = 1, namely, that ϑ
is holomorphic at the origin and ϑ(0) = 1.
Let p be a prime number prime to N that split completely over K and let p be
a prime ideal of K over p. Then the Chinese remainder theorem shows that there
exists an element a in NOK such that φi(a) ∈ p but φi(a) /∈ p for all i. We
consider the function
Fa(z) = ϑs(ι(a)z)/ϑs(ι(a
c)z).
Then from the transformation formula and Φ-admissibility, the function Fa(z) is
periodic with respect to the lattice Λ, and its divisor is defined over F . Since
Fa(0) = 1, as we have seen, Fa(z) has the Taylor coefficients in F . We write
the Taylor expansion ϑs(z) =
∑
cnz
n using multi-index n, and we consider the
equality
ϑs(ι(a)z) = ϑs(ι(a
c)z)Fa(z).
Comparing the degree n = (n1, . . . , ng) term of the above equality, we have(
g∏
i=1
φi(a)
ni
)
cn =
(
g∏
i=1
φi(a)
ni
)
cn + u({ck}),
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where u({zk}) is a polynomial over F of several variables {zk} where k runs
through multi-indices whose total degree is less than n. Then by the assumption
on a, the element
∏g
i=1 φi(a)
ni is different from
∏g
i=1 φi(a)
ni if n 6= 0. Since
ϑ(0) = 1, we have c0 = 1, hence by induction, we have cn ∈ F . 
Now suppose thatK is an imaginary quadratic field and letE be an elliptic curve
over F with complex multiplication by OK ∼= EndF (E). We fix a Weierstrass
model y2 = 4x3 − g2x− g3 of E over F and let Γ be the period lattice associated
to the invariant differential ω = dx/y. Let π be the complex uniformization
(25) π : C/Γ ∼=−→ E(C),
defined by π(z) = (℘(z), ℘′(z)), where ℘(z) is the Weierstrass ℘ function associ-
ated to Γ. We fix an isomorphism ι : OK ∼= EndF (E) such that ι(α)∗ω = αω.
Corollary 2.2. Let θ(z) be the theta function of Example 1.9. Then the Taylor
coefficients of θ(z) are elements in F . Moreover, the Laurent expansion of Θ(z,w)
at z = w = 0 has coefficients in F .
Proof. We put t(z) := −2x/y = −2℘(z)/℘′(z) = z + · · · , and we apply Propo-
sition 2.1 by taking t to be f . The last statement follows from Theorem 1.13. 
2.2. Algebraicity of the translation Uv0 . Mumford’s theory of algebraic theta
functions is a systematic method to reduce the investigation of the properties of
theta functions at torsion points to investigation at the origin. In this subsection,
we relate the translation Uv0 in §1.3 to the translation which appears in Mum-
ford’s theory. Using this theory and the fact that the Laurent expansion of Θ(z,w)
at the origin has algebraic coefficients, we prove that the Laurent expansion of
Θz0,w0(z,w) at the origin also has algebraic coefficients. First we recall Mum-
ford’s theory of algebraic theta functions. Let A be an abelian variety defined over
a field F (with or without CM). Let L be a symmetric line bundle on A, and sup-
pose P is a torsion point in A(F ). In order to compare properties of sections of
L at the origin and at P , we would like to construct an isomorphism τ∗PL ∼= L ,
where τP is the translation on A by P . However, such an isomorphism does not
exists in general and we also have to consider not the translation of a point of A
but of a point of the universal cover of A. In order to circumvent this problem,
Mumford proceeds as follows.
Let V (A) be the set of the systems (Pn)n∈N such that Pn ∈ A(F ) and mPmn =
Pn andNP1 = 0 for some non-zero integer N . In other words, the group V (A) is
the adelic Tate module of A, namely,
V (A) = {(αp) ∈
∏
p
Vp(A) | all but finitely many αp belong to Tp(A)}.
We may think of V (A) as an algebraic version of the universal cover of A. For
P = (Pn)n∈N ∈ V (A) and NP1 = 0, Mumford constructed the following.
Proposition 2.3 (Mumford). Let L be a symmetric line bundle on A. For any
integer n, suppose n : A → A is the multiplication by n map. Then there exists a
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system of canonical isomorphisms
n∗τMP : n
∗τ∗P1L ∼= n∗L
defined over F (A[4N2]) for any n such that 2N |n.
Proof. Consider L to be an invertible sheaf. Let Q = (Qn) be the unique element
in V (A) such that 2Q = P , that is, Qn = P2n. We put LQn = τ∗Qn(n
∗L ) ⊗
(n∗L )−1. Then if 2N |n, we have
LQn = τ
∗
Qn(n
∗
L )⊗ (n∗L )−1 = n∗(τ∗Q1L ⊗L −1) ∼= τ∗nQ1L ⊗L −1 = OA
where the isomorphism is given by the theorem of the square. We choose isomor-
phisms ρQn : LQn ∼= A1A and ρ−1 : (−1)∗L ∼= L . We consider the isomorphism
(−1)∗LQn = τ∗−Qn(−n)∗L ⊗ (−n)∗L −1 ∼= τ∗−Qn(n∗L )⊗ (n∗L )−1
where the last isomorphism is given by ρ−1 ⊗ ρ⊗−1−1 . Since ρ−1 is unique up to a
constant multiple, this isomorphism does not depend on the choice of ρ−1. Then
using this isomorphism, we have
n∗(τ∗P1L )⊗ (n∗L )−1
= τ∗Pn(n
∗
L )⊗ (n∗L )−1 = τ∗Qn
(
LQn ⊗ (−1)∗L −1Qn
) ∼= OA
where the last isomorphism is given by ρQn⊗ρ−1Qn and is independent of the choice
of ρQn . Since Q2N is defined over F (A[4N2]), we have a canonical isomorphism
n∗τMP : n
∗(τ∗P1L )
∼= n∗L defined over F (A[4N2]) as desired. 
The above proposition may be regarded in geometric terms as follows. We con-
sider the line bundle L = L (D) associated to an invertible sheaf OA(D) corre-
sponding to the Cartier divisor D = {(Ui, fi)}i. Then by definition, the geometric
line bundle L (D) := V(OA(−D)) is given as Spec (Sym(OA(−D))), namely,
it is the scheme obtained by patching A1Ui = Spec OUi [xi] on Uij = Ui ∩ Ui by
φij : SpecOUij [xi]→ SpecOUji [xj ], xj 7→ fjfi−1xi.
Using this notation, the above proposition implies the following.
Corollary 2.4. For P = (Pn)n∈N ∈ V (A) and NP1 = 0, there exists canonical
rational functions (fMD,Pn)n∈2NN on A over F (A[2N2]) without any ambiguity of
constant multiple such that
div(fMD,Pn) = n
∗τ∗P1(D)− n∗D
and the isomorphism n∗τMP : n∗τ∗P1L (D) ∼= n∗L (D) is given by patching
SpecOn−1(Ui)[yi]→ SpecOn−1(Ui)[xi], xi 7→ (fMD,Pn) · (n∗fi) · (n∗τ∗P1fi)−1yi.
The above construction also works scheme-theoretically for abelian schemes
(see Mumford [Mum5], §5, Appendix I). Mumford uses the isomorphisms τMP to
construct his algebraic theta functions. Theta function is a section of a line bundle
if we fixed a trivialization of the line bundle on the universal cover, which may be
algebraically regarded as V (A). Hence it would be natural to consider not only
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a single trivialization of a line bundle but also a system of trivializations. Let
(Xn)n∈N be a projective system of schemes over A such that the diagram
Xmn −−−−→ Xn
πmn
y yπn
A
m−−−−→ A
is commutative for all positive integer m and n.
Definition 2.5. We say that ((Xn, πn, ϕn))n≥1 is a system of trivializations of L ,
if
ϕn : π
∗
nn
∗
L ∼= A1Xn
is an isomorphism compatible with the natural projections.
For example, if we are over C, then we may take Xn for any n as the com-
plex universal cover of A and consider the natural system of complex analytic
trivializations. As another example, we may take a canonical system of trivi-
alization coming from a point (Pn)n ∈ V (A) defined as follows. Let Xn be
SpecF and consider the morphism πn : Xn → A coming from the inclusion
Pn →֒ A. If we fix an isomorphism [0]∗L ∼= A1F , we have a trivialization
n∗L ×A A[n] = [0]∗L ×F A[n] ∼= A1A[n]. From this we have a system of trivial-
izations ϕn : π∗n(n∗L ) ∼= A1Xn .
For a system of trivializations ((Xn, πn, ϕn))n∈N, the translation isomorphism
τMP gives a system of trivializations ((Xn, πn, ϕP,n))n∈2NN of τ∗P1L , where ϕP,n
is the composition
ϕP,n : π
∗
nn
∗τ∗P1L
π∗nn
∗τMP−−−−−→ π∗nn∗L
ϕn−−−−→ A1Xn .
Let s = sD be a meromorphic (rational) section of L (D) defined by sD|Ui =
fi|Ui for a Cartier divisor D = ((Ui, fi))i. We define n∗ϑs to be the rational
morphism on Xn given by
n∗ϑs : Xn
π∗nn
∗s−−−−→ π∗nn∗L
ϕn−−−−→ A1Xn .
Definition 2.6. We define the rational morphism n∗UMP ϑs to be the composition
n∗UMP ϑs : Xn
π∗nn
∗τ∗
P1
s
−−−−−−→ π∗nn∗τ∗P1L
ϕP,n−−−−→ A1Xn .
Then n∗UMP ϑs is explicitly given as n∗ϑs · π∗nfMD,Pn . We will see in Proposition
2.8 below that notations are compatible with that in §1.3.
We remark that for a holomorphic section s, taking the canonical trivialization
coming from a point (Pn)n ∈ V (A) for a fixed isomorphism [0]∗L ∼= A1F , we
have a morphism
ϑs : V (A)→ F, (Pn)n 7→ lim−→
n∈2NN
n∗UMP ϑs.
We note that since 2N |n, the value n∗UMP ϑs is constant. The above function ϑs
on V (A) is Mumford’s adelic theta function.
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We now relate the function n∗UMP ϑs to the translation of theta reduced func-
tions defined in §1.3. Assume that F is a subfield of C. We first give an explicit
description of the function fMD,Pn in terms of reduced theta functions. The idea is,
since this function is independent of the choices of ρ−1 and ρQn , we pick conve-
nient ρ−1 and ρQn over C using reduced theta functions.
Fix a complex uniformization π : V/Λ ∼= A(C) and consider the morphism
(26) ι : Λ⊗Q→ (Λ⊗Q)/Λ →֒ A(C)tor = A(F )tor.
Then we obtain a canonical injection ι˜ : Λ⊗ Q →֒ V (A) by mapping v ∈ Λ⊗ Q
to P = (Pn)n, where Pn is the image by ι of v/n. Let v0 be an element Λ ⊗ Q
and let w0 be v0/2. We denote the image by ι˜ of v0 (resp. w0) as P = (Pn)
(resp. Q = (Qn)). Since L = L (D) is symmetric, the function ρ−1(v) :=
ϑD(−v)/ϑD(v) is periodic with divisor (−1)∗D −D. We take ρ−1 : (−1)∗L ∼=
L as an isomorphism defined by the function ρ−1(v). Let ϑD(v) be a reduced
theta function associated to D. By the transformation formula of reduced theta
functions, if nw0 ∈ Λ, we see that the function
ρQn(v) := exp [−πH(nv,w0)]ϑD(nv + w0)ϑD(nv)−1
is meromorphic in v and is periodic with respect to Λ with divisor τ∗Qn (n
∗D) −
(n∗D). We take ρQn : LQn ∼= A1A as an isomorphism defined by ρQn(v).
Lemma 2.7. The rational function π∗fMD,Pn is given by
fMD,Pn(v) =
n∗UMv0 ϑD(v)
n∗ϑD(v)
where n∗UMv0 is the translation of reduced theta functions defined in §1.3.
Proof. We have
fMD,Pn(v) = τ
∗
Qn
(
ρQn(v) · ρQn(−v)−1 · τ∗−Qnρ−1(nv) · ρ−1(nv)−1
)
= exp
[
−πH(nv, v0)− π
2
H(v0, v0)
] ϑD(nv + v0)ϑD(−nv − w0)ρ−1(nv)
ϑD(nv + w0)ϑD(−nv)τ∗Qn(ρ−1(nv))
= exp
[
−πH(nv, v0)− π
2
H(v0, v0)
] ϑD(nv + v0)
ϑD(nv)
=
n∗UMv0 ϑD(v)
n∗ϑD(v)
.
as desired. 
Now we consider a system of complex analytic trivialization of L (D) given by
the reduced theta function ϑD(v). Namely, the trivialization ((Xn, πn, ϕn))n≥1 is
such that Xn = V , πn is a projection induced by π and ϕn = n∗ϕϑD where
(27) ϕϑD : π∗L ∼= π∗L (H,α) = A1V
is given by
SpecOUi [xi] → A1π−1(Ui) = SpecOπ−1(Ui)[X], X 7→ ϑD(v)fi(v)
−1xi
where D = {(Ui, fi)}i. Then we have the following.
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Proposition 2.8. Let D be a Cartier divisor {(Ui, fi)}i and sD a meromorphic
section defined by sD|Ui = fi|Ui . Let ϑD(v) a reduced theta function associ-
ated to D. Let ((Xn, πn, ϕn))n∈N be the system of complex analytic trivializa-
tions of L (D) given by the reduced theta function ϑD(v) as above. Then the
rational morphism n∗ϑs : V → A1V corresponding to the section n∗sD by this
trivialization is the reduced theta function n∗ϑD(v), and the rational morphism
n∗UMv0 ϑs : V → A1V corresponding to the section n∗τ∗P1sD by the system of trivi-
alizations ((Xn, πn, ϕP,n))n∈2NN is given by
n∗UMv0 ϑs : V −→ A1V , v 7→ n∗UMv0 ϑD(v).
In other words, the trivialization ϕP,n is the pull-back by the multiplication n of
ϕUMv0 ϑD
: π∗τ∗v0L ∼= π∗L (H,α · νv0) = A1V
for τ∗v0D = {(τ∗v0Ui, τ∗v0fi)}i defined as in (27).
Proof. The first part directly follows the definition of ((Xn, πn, ϕn))n∈N. The last
part follows from the first part of this proposition and Lemma 2.7 since n∗UMP ϑs =
n∗ϑs · π∗nfMD,Pn. 
Since UMv0 ϑD(v) is a reduced theta function for L (H,α ·νv0), the trivialization
ϕP,n gives an isomorphism n∗τ∗v0L ∼= n∗L (H,α ·νv0). Hence Mumford’s theory
gives an algebraic way to choose an isomorphism τ∗v0L ∼= L (H,α · νv0) from
L ∼= L (H,α) (up to a n-th root of unity).
Now we show that the translation Uv0 preserves the algebraicity of the coeffi-
cients of the Laurent expansion of reduced theta functions.
Theorem 2.9. Let A be an abelian variety over a number field F of dimension g
with or without complex multiplication, and let ω1, . . . , ωg be invariant differential
1-forms on A which form a global basis of the Ka¨hler differential Ω1A/F . We let
π be the complex uniformization Cg/Λ → A(C) such that the pull back of ωi is
the differential form dzi where zi is the canonical i-th coordinate of Cg. Let L be
a symmetric line bundle on A and s a meromorphic section of L with divisor D
defined over F . Let ϑD(v) be a reduced theta function associated to s. We denote
by v0 an element of Λ ⊗ Q such that Nv0 ∈ Λ for an integer N > 0. Let f be a
rational function over F that defines the Cartier divisor D in a neighborhood of
the origin, and let gv0 be a rational function over F (A[N ]) that defines the Cartier
divisor τ∗v0D in a neighborhood of the origin. We assume that the coefficients of
the Taylor expansion of (ϑD/f)(v) at the origin are contained in F . Then the
coefficients of the Taylor expansion of gv0(v)−1UMv0 ϑD(v) and gv0(v)−1Uv0ϑD(v)
are contained in F (A[4N2]).
Proof. Let n be an integer such that 2N |n. Since Uv0ϑ(v) differs from UMv0 ϑ(v)
only by a n-th root of unity, it suffices to show the theorem for UMv0 ϑD(v). Then
by the construction, the rational function fMD,Pn is defined over F (A([4N
2]). Since
the derivation ∂/∂zi with respect to ωi is defined over F , the Taylor coefficients
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of the holomorphic function gv0(v)−1fMD,Pn(v)f(v) at origin are in F (A([4N
2]).
The theorem follows from this since n∗UMv0 ϑD(v) = n
∗ϑD(v) · fMD,Pn(v). 
Corollary 2.10. Assume that the complex torus C/Γ has complex multiplication in
OK and has an Weierstrass model E : y2 = 4x3 − g2x− g3 such that g2, g3 ∈ F .
For z0, w0 ∈ Γ⊗ 1nZ, the Laurent expansion of Θz0,w0(z,w; Γ) at z = w = 0 has
coefficients in F (E([4n2])). In particular, the Eisenstein-Kronecker numbers
e∗a,b(z0, w0; Γ)/A
a
are algebraic.
Proof. We apply the theorem toA = E×E and divisor ∆−(E×{0})−({0}×E).
Then this follows from Theorem 1.17, Corollary 2.2 and Theorem 2.9. 
Corollary 2.11 (Damerell’s Theorem). Letϕ be a Hecke character of an imaginary
quadratic field K with conductor f and infinity type (a,−b), where a, b are distinct
non-negative integers. Let Ω be a complex number such that fΩ is the period lattice
of a pair (E,ωE) consisting of an elliptic curve E and an invariant differential ωE
defined over an algebraic number field. Then the numbers(
2π√
dK
)a Lf(ϕ, 0)
Ωa+b
are algebraic, where −dK is the discriminant of K .
Proof. Suppose that b > a ≥ 0. By proposition 1.6 ii), we have
Lf(ϕ, 0) =
1
wf
∑
a∈IK(f)/PK (f)
ϕ(a)e∗a,b(αa, 0; a
−1f).
It is known (for example, see §3.3 below) that the lattice a−1fΩ also comes from
a Weierstrass model defined over an algebraic number field. Therefore Corollary
2.10 shows that the number
A(a−1fΩ)−ae∗a,b(αΩ, 0; a
−1fΩ) = A(a−1fΩ)−aΩ−bΩae∗a,b(αΩ, 0; a
−1f)
is algebraic. Since
A(a−1fΩ) = N(a−1f)ΩΩA(OK) = N(a−1f)ΩΩ
√
dK/2π,
the number (
2π√
dK
)a e∗a,b(αaΩ, 0; a−1fΩ)
Ωa+b
is algebraic. 
We digress here to give the algebraic property of the special values of the Weier-
strass σ-function, which may be of independent interest.
Theorem 2.12. Let E be an elliptic curve defined over an algebraic number field
F (with or without complex multiplication). Let Γ be the period lattice of E for
an invariant differential defined over F . Let σ(z) be the Weierstrass σ-function
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for the lattice Γ. Let zn be an element of C such that nzn ∈ Γ. Then the Taylor
coefficients of
exp
[
−η(zn)
(
z +
zn
2
)]
σ(z + zn)
at the origin is in F (E[4N2]). In particular, we have exp[−η(zn)zn/2]σ(zn) ∈
F (E[4N2]). This last value is the value of Mumford’s adelic theta function for the
section corresponding to 1 ∈ Γ(E,L ([0])) at zn ∈ Λ⊗Q →֒ V (E).
Proof. We let L ([0]) ∼= L (H,α) and let θ(z) be the theta function of Example
1.9. Then
exp
[
−H(z, zn)− π
2
H(zn, zn)
]
θ(z + zn)/θ(z)
= exp
[
−η(zn)
(
z +
zn
2
)]
σ(z + zn)/σ(z).
Hence its pull back by n : E → E is fM[0],Pn. Therefore if we use the trivialization
of OE([0]) defined by σ(z), then fM[0],Pn(z) ·n∗σ(z) is the translation of the section
σ(z) by Mumford’s isomorphism. Since the Taylor coefficients of σ(z) at the
origin are in F , we have the assertion. 
2.3. The p-adic integrality of reduced theta functions. We use the same no-
tation as in §2.1. In addition, in what follows, let Cp be the completion of the
algebraic closure Qp of Qp. We denote by OCp and mCp the ring of integers and
the maximal ideal of Cp. We fix once and for all an embedding ip : K →֒ Cp. Let
W =W (Fp) be the ring of Witt vectors with coefficients in Fp.
The purpose of this section is to prove the p-integrality property of the Taylor
expansion of the reduced theta function ϑs(z) with respect to a formal group pa-
rameter of A. For this result, it is necessary to assume some ordinarity condition
on p. Let p be a prime ideal of the CM field K over p. We assume that
(28)
g∏
i=1
φi(p) is prime to
g∏
i=1
φi(p).
Let P be a prime of F over p such that the completion FP of F at P is the com-
pletion of F in Cp with respect to the inclusion ip, and let R be the ring of integers
OFP of FP. We assume that the CM abelian variety A/F has a proper model A
over OF which is smooth over P and the invariant differentials ω1, . . . , ωg give a
global basis of Ω1A/R. We sometimes denote the pull-back A ⊗OF R of A on R
also by A. Let t1, . . . , tg be a local parameter of A/R at the origin and we con-
sider the formal completion Â/R of A/R at the origin with this parameter. We
put λ(t) := (λ1(t), . . . , λg(t)) where λi(t) := λi(t1, . . . , tg) is the formal log-
arithm of Â/R corresponding to the differential form ωi. (Namely, λi(t) is the
power series of t such that dλi(t) = ω̂i(t) and λi(0) = 0. This power series exists
since dωi = 0). Let ϑs(v) be the reduced theta function associated to a section
of Φ-admissible symmetric line bundle L as in Proposition 2.1. Since the coeffi-
cients of the Taylor expansion of ϑs(v) are algebraic, we can consider the formal
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composition of ϑs(z) with v = λ(t). We denote it by ϑ̂s(t), which is a priori in
FP[[t1, . . . , tg]]. We show that it is actually in R[[t1, . . . , tg]].
Lemma 2.13. Let D be an arithmetic divisor of A defined over R. Suppose that
D is principal and the divisor of the poles of D does not intersect (P, t1, . . . , tg).
Then the formal completion along (P, t1, . . . , tg) of a rational function f with
divisor D is an element in R[[t1, . . . , tg]].
Proof. By assumption, for a sufficiently small open neighborhood U of the ideal
(P, t1, . . . , tg), the rational function f defines a morphism U → A1R. Since the
completion of U along (P, t1, . . . , tg) is R[[t1, . . . , tg]], the completion of f is an
element in R[[t1, . . . , tg]]. 
Proposition 2.14. Let p be a prime ideal of F that satisfies the ordinarity condition
(28). Let L = L (H,α) be a Φ-admissible line bundle on A, and assume that
αN = 1 for some integer N prime to p. Let s be a meromorphic section of L with
a (arithmetic) Cartier divisor D. Let f be a rational function which defines the
Cartier divisor D on A in a neighborhood of the origin. If (ϑs/f)(0) ∈ R×, then
we have
f̂(t)−1 · ϑ̂s(t) ∈ R[[t1, . . . , tg]]×.
Proof. By considering f(v)−1 · ϑ(v) instead of ϑ(v), we may assume that f = 1
and the divisorD does not intersect the point (P, t1, . . . , tg). The proof is similar to
that of Proposition 2.1. In this case, by the ordinarity condition, we take a ∈ NOK
such that φi(a) ∈ p but φi(a) /∈ p for our fixed p. With the same notation as
in the proof of Proposition 2.1, the function Fa(z) has no zeros and poles at the
origin except those coming from the arithmetic divisors of SpecR. Therefore by
Lemma 2.13 the power series F̂a(t) and the power series F̂a(t)−1 are elements of
R[[t1, . . . , tg]] ⊗ Q. Since F̂a(0) = 1, we have F̂a(t) is in R[[t1, . . . , tg]]×. If
necessary, by changing the local parameter t1, . . . , tg, we may assume that zi =
λi(t) ≡ ti mod (t1, . . . , tg)2. Then since ι(a)∗ωi = φi(a)ωi, we have [a]ti ≡
φi(a)ti mod (t1, . . . , tg)
2
. Then as in the proof of Proposition 2.1, if we write
ϑ̂s(t) =
∑
cnt
n using the multi-index n, we have(
g∏
i=1
φi(a)
ni
)
cn =
(
g∏
i=1
φi(a)
ni
)
cn + u({ck}),
where u({zk}) is a polynomial over R of several variables {zk} where k runs
through multi-indices whose total degree is less than n. Then by the assumption
on a, the element
∏g
i=1 φi(a)
ni is not a p-adic unit but
∏g
i=1 φi(a)
ni is a p-adic
unit if n 6= 0. Since ϑ̂s(0) ∈ R×, we have c0 ∈ R×. Hence by induction, we have
cn ∈ R. 
Proposition 2.15. We use the same notations and the assumption in Proposition
2.14. Here we also assume that L is symmetric. Let v0 be an element of V such
that Nv0 ∈ Λ for N prime to p. Let gv0(v) be a rational function which defines the
Cartier divisor of τ∗v0D in a neighborhood of the origin. Then we have
ĝv0(t)
−1 · ϑ̂Mv0 (t) ∈ OFP (A[4N2])[[t1, . . . , tg]]×.
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Proof. Let R′ be the ring OFP (A[4N2]), and for n such that 2N |n, let Pn be an
element corresponding to the point v0/n through the uniformization π : V/Λ →
A(C). Then the rational function
n∗g−1v0 · fMD,Pn · n∗f
on A/R does not have a zero nor a pole around the origin. Therefore by Lemma
2.13, its Taylor expansion with respect to the parameter t is in R′[[t]]×. Hence by
Proposition 2.14, the power series
n∗ĝv0(t)
−1 · n∗ϑ̂Mv0 (t)
= n∗ĝv0(t)
−1 · f̂MD,Pn(t) · n∗f̂(t) · n∗
(
f̂(t)−1 · ϑ̂(t)
)
is in R′[[t]]×. Since the multiplication by n is e´tale over R′, it induces an isomor-
phism on R′[[t]]. Hence we have the assertion. 
Now we assume that K is an imaginary quadratic field. We assume that p ≥ 5
and we fix a Weierstrass model
E : y2 = 4x3 − g2x− g3
of E over OF which is good for a prime P over p. We let Ê be the formal group
associated to E with respect to the parameter t = −2x/y. As before, we denote by
λ(t) the formal logarithm of Ê , which is a power series giving a homomorphism of
formal groups Ê → Ĝa, z = λ(t), and normalized so that λ′(0) = 1.
Corollary 2.16. Let p ≥ 5 be a prime that splits as (p) = pp in OK . Let z0,
w0 ∈ n−1Γ for an integer n prime to p. We put δ(z) = 1 if z ∈ Γ and δ(z) = 0
otherwise. Let θ(z) be the theta function of Example 1.9, and let Θ(z,w) be the
Kronecker theta function. Then we have
i) t−δ(z0)θ̂Mz0 (t) ∈ OFP [[t]]×.
ii) sδ(z0)tδ(w0)Θ̂z0,w0(s, t) ∈ OFP (E[4n2])[[s, t]].
The integrality i) for z0 = 0 has already been obtained by Bernardi, Goldstein
and Stephens ([BGS] Proposition III.1) in connection with the p-adic height pair-
ing. See also Perrin-Riou ([Per] Chapitre III, §1.2, Lemma 2). Their proofs are
based on the fact the elliptic function θ(αz)/θ(z)deg α has integral coefficients if α
is an e´tale isogeny (at P) of odd degree. Mazur and Tate generalized their method
to non-CM elliptic curve to construct their p-adic σ-function.
Proof. First we remark that the parameter t defines the Cartier divisor [0] in a
neighborhood of the origin not only for E/F but also for the abelian scheme E/R
as an arithmetic divisor. We also have (θ/t)(0) = 1. The divisor of θMz0 is τ
∗
z0[0] =
[−z0]. Applying Proposition 2.15 by taking gv0 to be tδ(z0), we obtain i). For ii),
since Θz0,w0(z,w) and ΘMz0,w0(z,w) differ only by a n-th root of unity, it suffices
to prove the statement for ΘMz0,w0(z,w). Since
ΘMz0,w0(z,w) = θ
M
z0+w0(z + w)θ
M
z0 (z)
−1θMw0(w)
−1,
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case ii) follows from i). 
Together with Theorem 1.17, we have
Corollary 2.17.
Θ̂z0,w0(s, t)− 〈w0, z0〉δ(z0)s−1 − δ(w0)t−1 ∈ OFP (E[4n2])[[s, t]].
2.4. The p-adic translation by p-power torsion points. We keep the notations of
§2.1 and §2.3. Since the power series ϑ̂Mv0 (t) has integral coefficients (Proposition
2.15), we can consider the composed power series
(29) ϑ̂Mv0 (t⊕ tpn)
of ϑ̂Mv0 (t) with the power series t⊕ tpn , where ⊕ is the formal addition and tpn is a
pn-torsion point of the formal group Â. In this subsection, we explicitly determine
this power series.
Let πp is the morphism
(30) πp : Â(mCp)tor → A(Cp)tor = A(Q)tor = A(C)tor
∼=−→ (Λ⊗Q)/Λ
obtained by the complex uniformization π : Cg/Λ ∼= A(C). The difficulty in
calculating (29) stems from the fact that ϑv0(v) is not periodic on V = Cg. For
rational functions on A, we have the following result.
Lemma 2.18. Let tpn be a pn-power torsion point, and let vn be an element in
Λ ⊗ Q that represents the image of tpn by πp of (30). Let f(v) be a rational
function on A/F and we put fvn(v) = f(v + vn). Then we have
f̂(t⊕ tpn) = f̂vn(t).
Proof. Let Pn be a point in A(Cp) corresponding to tpn . Since the additive laws of
A and Â are compatible, we have τ̂∗Pnf(t) = f̂(t⊕ tpn). Since τ∗Pnf(v) = fvn(v),
we have the desired result. 
The above lemma seems to be trivial but we need some care since the equation
v = λ(t) has meaning only as an equality of formal power series. For example, vn
is not equal to λ(tpn) since the latter is always zero. The left hand side is calculated
as an infinite sum in the p-adic field and the right hand side is as an infinite sum in
the complex number field.
For the theta function ϑMv0 (v), the result is as follows.
Proposition 2.19 (Calculation of p-adic Translation). Let a be an integral ideal
of K prime to p and let v0 be an a-torsion point of Cg/Λ, namely, v0 ∈ Cg and
ι(a)v0 ∈ Λ. Let tpn be a pn-torsion point of the formal group Â, and let vn be an
element in Λ ⊗ Q that represents the images of tpn by πp. Let ǫ be an element of
OK such that
(31) ǫ ≡ 1 mod φi(pn), ǫ ≡ 0 mod 2φi(pn).
Then we have
ϑ̂Mǫv0(t⊕ tpn) = 〈ǫvn, ǫv0/2〉L ϑ̂Mǫv0+ǫvn(t).
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Moreover, if ǫ ≡ 1 mod φi(a) for all i, we have
(32) ϑ̂Mv0 (t⊕ tpn) = 〈ǫvn, (2ǫ− 1)v0/2〉L ϑ̂Mv0+ǫvn(t).
The proof of this proposition will be given below. The power series ϑ̂Mv0+vn(t)
would depends on the choice of vn. The exponential factors and ǫ effectively allows
us to choose a “direction”, giving a power series independent of the choice. The
integrality of ϑ̂Mǫv0 and this proposition says that if p-power torsion points tpm and
tpn are p-adically close, there exist p-adic congruences between the Taylor coeffi-
cients of ϑ̂Mǫv0+ǫvm and ϑ̂
M
ǫv0+ǫvn , even though these numbers are a priori complex
numbers.
Lemma 2.20. For any ǫ ∈ OK , the function
f(v) := ϑMǫv0(ǫv)/ϑ
M
ǫv0(ǫv)
is meromorphic, periodic with respect to the lattice Λ. Here we denote ι(ǫ)v by
ǫv for simplicity. If ǫ is as in (31) and vn is as in Proposition 2.19, this function
satisfies
(33) fvn(v) = 〈ǫvn, ǫv0/2〉L ϑMǫv0+ǫvn(ǫv)/ϑMǫv0(ǫv).
Proof. Since L is Φ-admissible, we have eMǫu (ǫv) = eMǫu (ǫv) and 〈ǫu, ǫv〉L =
〈ǫu, ǫv〉L for u, v ∈ V . We also have ǫvn ∈ Λ. Then these formulas follow from
Proposition 1.14 ii) and iii). 
Proof of Proposition 2.19. We apply Lemma 2.18 to f in the previous lemma.
Then f̂(t⊕ tpn) = f̂vn(t). By our choice of ǫ, we have [ǫ]tpn = tpn and [ǫ]tpn = 0.
This implies
ϑ̂Mǫv0([ǫ](t⊕ tpn)) = ϑ̂Mǫv0([ǫ]t⊕ tpn), ϑ̂Mǫv0([ǫ](t⊕ tpn)) = ϑ̂Mǫv0([ǫ]t).
As a consequence, (33) gives
ϑ̂Mǫv0([ǫ]t⊕ tpn) = 〈ǫvn, ǫv0/2〉L ϑ̂Mǫv0+ǫvn([ǫ]t).
Our assertion follows by substituting the inverse power series of [ǫ]t into t of the
above equality. If ǫ ≡ 1 (mod φi(a)) for all i, we have
ϑMǫv0+ǫvn(v) = αL ((ǫ− 1)v0)〈v0 + ǫvn, (ǫ− 1)v0/2〉L ϑMv0+ǫvn(v)
and
ϑMǫv0(v) = αL ((ǫ− 1)v0)〈v0, (ǫ− 1)v0/2〉L ϑMv0 (v).
The last formula follows from these equations. 
Corollary 2.21. Let a be as in Proposition 2.19. Let v0, w0 be a-torsion points of
Cg/Λ. Let spn and tpn be pn-torsion points of the formal group Â, and let vn and
wn be elements in Λ⊗Q that respectively represents the images of spn and tpn by
πp. Let ǫ be an element of OK such that
ǫ ≡ 1 mod φi(pn), ǫ ≡ 0 mod φi(pn).
Then we have
Θ̂ǫv0,ǫw0(s⊕ spn, t⊕ tpn) = 〈ǫvn, ǫw0〉L Θ̂ǫv0+ǫvn,ǫw0+ǫwn(s, t).
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Moreover, if ǫ ≡ 1 mod φi(a) for all i, we have
Θ̂v0,w0(s⊕ spn , t⊕ tpn) = 〈ǫvn, ǫw0〉L 〈ǫwn, (ǫ− 1)v0〉L Θ̂v0+ǫvn,w0+ǫwn(s, t).
Proof. Let ǫ′ ∈ OK be such that ǫ′ ≡ 1 mod φi(pn) and ǫ′ ≡ 0 mod 2φi(pn).
Then the corollary for ǫ′ instead of ǫ follows directly from Proposition 2.19 and
Proposition 1.14. The fact that the formulas are invariant after changing ǫ′ to ǫ
follows again from Proposition 1.14. 
2.5. Relation with Norman’s p-adic theta function. There are several algebraic
and p-adic methods to construct power series theta function. First, algebraic prop-
erties of such power series associated to theta functions with algebraic divisors
were systematically studied by Barsotti [Bar]. Expanding on this theory, modulo
p and p-adic properties of such theta functions were studied by Cristante [Cri1]
[Cri2], Candilera-Cristante [CC], and independently by Norman [Nor] based on
the technic of Mumford’s theory of algebraic theta functions. Mazur-Tate also con-
structed p-adic power series theta function associated to the divisor [0] of elliptic
curves.
In this subsection, we digress to relate our theta function with the theory of
p-adic theta functions by Norman. First we review Norman’s theory of p-adic
theta functions ([Nor], §4). Let R be a complete discrete valuation ring of the
maximal ideal m with residue field k of characteristic p > 0. Let A be an abelian
scheme over R of relative dimension g and we assume that its special fiber A× k
is ordinary. Then there exist abelian schemes A(m) over R and isogenies
Fm : A→ A(m), Vm : A(m) → A
satisfying
i) Fm ◦ Vm and Vm ◦ Fm are multiplications by pm on A(m) or A.
ii) The degree of Fm and Vm are equal.
iii) Vm and F∨m are e´tale.
We put Rn = R/mn, and let Rm,n be the ring Rn[T1, . . . , Tg]/(T1, . . . , Tg)m. Let
t1, . . . , tg be a local parameter of A/R at the origin and let ∆(m,n) be a diagonal
mapping at the origin
∆(m,n) : SpecRm,n → A×Rm,n, ti 7→ Ti.
Since Vk is e´tale, we have a unique lifting ∆(m,n)k of ∆(m,n) compatible with
m,n such that ∆(1, 1)k is the zero section of A×R1,1.
A(k) ×Rm,n
Vk

SpecRm,n
∆(m,n)k
44
h
h
h
h
h
h
h
h
h
h
h
h
h
h
h
h
h
h
∆(m,n)
// A×Rm,n.
For simplicity, we sometimes denote ∆(m,n)k again by ∆(m,n). Then for a line
bundle L on A, we consider an infinitesimal translation of L by ∆(m,n).
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Lemma 2.22. Let G be a finite flat subgroup scheme of (A(k) × Rm,n)[pN ] over
Rm,n. We assume that G is a connected. Let ∆ be a valued point of G. Then the
line bundle τ∗∆ (V ∗NL )⊗ (V ∗NL )−1 is trivial.
Proof. The theorem of the square shows that the line bundle
F ∗N (τ
∗
∆ (V
∗
NL )⊗ (V ∗NL )−1) ∼= τ∗pN∆L ⊗L −1
is trivial. Hence the correspondence
∆ 7−→ τ∗∆ (V ∗NL )⊗ (V ∗NL )−1
defines a morphism G to the finite flat group scheme KerF∨N of (A(N))∨. However,
G is connected and KerF∨N is e´tale, this morphism should be trivial. 
For sufficiently large N depending on only m and n, we have pN∆(m,n) = 0.
Moreover, since p is not equal to 2, there exists a lifting ∆˜(m,n) : SpecRm,n →
A × Rm,n such that 2∆˜(m,n) = ∆(m,n) compatible with m,n and ∆˜(1, 1) is
the zero section.
We apply the above lemma to the subgroup scheme G of A × Rm,n generated
by ∆˜(m,n) to construct Mumford’s (infinitesimal) translation. Namely, as in §2.2,
for a symmetric line bundle L , by using VN instead of using the multiplication
map by n, we have Mumford’s isomorphism
(34) V ∗NτM∆(m,n) : V ∗N (τ∗∆(m,n)L ) −→ V ∗NL .
We fix a trivialization ϕ : [0]∗L ∼= A1R. Then this induces a trivialization
[0]∗V ∗NL = [0]
∗
L ∼= A1R,
and for a section s of L which is holomorphic around the origin, the section
[0]∗V ∗Nτ
∗
∆(m,n)s defines a morphism
SpecRm,n
[0]∗V ∗N τ
∗
∆(m,n)
s
−−−−−−−−−→ [0]∗V ∗N (τ∗∆(m,n)L )
[0]∗V ∗N τ
M
∆(m,n)−−−−−−−−−−−−→ [0]∗V ∗NL
ϕ−−−−−−−−→ A1Rm,n .
Hence this determines an element of Rm,n compatible with respect to m and n.
Taking the limit by m,n, we obtain an element ϑNs of R[[T1, . . . , Tg]]. This is
Norman’s p-adic theta function associated to s.
Now we compare Norman’s p-adic theta function and our reduced theta function
ϑ̂s(t). We again use the notations and assumptions of sections 2.1 and 2.3. In
particular, A has CM.
Proposition 2.23. Let D be a Cartier divisor of A. We assume that L := L (D)
is Φ-admissible and (−1)∗D = D for simplicity. Let s = sD be a section of L
corresponding to D. We assume that s is holomorphic at the origin, namely, the di-
visor of the poles does not intersect (P, t1, . . . , tg). Let U be a open neighborhood
of the origin of A which trivializes the line bundle L and suppose that s|U = g|U
for a rational function g. We consider the isomorphism L |U = OUg ∼= OU by
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the multiplication by g−1 and the trivialization ϕ : [0]∗L ∼= A1R induced by this
isomorphism. Then we have
ϑNs (T ) = ϑ̂s(T )/(ĝ
−1ϑ̂s)(0).
Proof. Let h be the class number of K . If a natural number N is a multiple of
h, then pN splits in OK as pN = αNαcN for αN ∈ OK which is prime to φi(p)
(i = 1, . . . , g) and c is a non-trivial element of Gal(K/K0). Then the kernels of
the morphisms [αN ] and VN are equal (to the unique e´tale subgroup scheme of
Ker pN of degree pN ) and we may assume that A = A(N) and [αN ] = VN .
We put D′ = 2D, L ′ = L ⊗2 and s′ = s⊗2. Then Norman’s p-adic theta
function associated to the section s′ with trivialization ϕ⊗2 is given by
(35) lim
m,n→∞ limN→∞
fMD′,∆(m,n)N (t, T ) · ĝ−2([αN ]t) |t=0
where fMD′,∆(m,n)N (t, T ) is the rational function defined by the isomorphism of
Mumford in (34) (t is the parameter of A and T is that of Rm,n.) The function
fMD′,∆(m,n)N is explicitly given by
τ∗
e∆(m,n)N
(
ρe∆(m,n)N (t) · ρe∆(m,n)N ([−1]t)
−1
)
,
where ρe∆(m,n)N is any rational function whose divisor is
τ∗
e∆(m,n)N
(
α∗ND
′)− (α∗ND′) .
(Since (−1)∗D = D, we took ρ−1 = 1.) For sufficiently large N , we have
αcN∆(m,n)N = 0, and we can take ρe∆(m,n)N as
τ∗
e∆(m,n)N
f̂αN (t) · f̂αN (t)−1,
where fαN (z) is a rational function aϑs(αNz)2/ϑs(αcNz)2 for some constant a.
(The function √fα might not be rational and this is why we consider D′ instead of
D). Hence we have
τ∗
e∆(m,n)N
(
ρe∆(m,n)N (t) · ρe∆(m,n)N ([−1]t)
−1
)
= τ∗∆(m,n)N f̂αN (t) · f̂αN (t)−1.
Note that f̂α([−1]t) = f̂α(t). Therefore (35) is equal to
ϑ̂s(T )
2/(ĝ−1ϑ̂s)(0)2.
By definition, the number (ĝ−1ϑNs )(T )|T=0 must be 1 and ϑNs′ (T ) = ϑNs (T )2.
Hence we have ϑNs (T ) = ϑ̂s(T )/(ĝ−1ϑ̂s)(0). 
Suppose that A is an elliptic curve and D is the divisor [0]. We consider the
section s = sD which is defined by t = −2x/y in a neighborhood of the origin.
Then the proposition above says that Norman’s theta function is the pull back by
z = λ(t) of θ(z).
We assumed (−1)∗D = D in the proposition just for simplicity and it suffices
to assume that L is symmetric.
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3. p-ADIC MEASURES AND p-ADIC L-FUNCTIONS
In §3.1, we will construct the p-adic measure µz0,w0 on Zp × Zp and determine
the restriction to Z×p × Z×p . Then in §3.2 and §3.3, we use this measure to con-
struct various p-adic measures constructed by various authors which were used
to construct the p-adic L-function interpolating special values of algebraic Hecke
characters. Such p-adic measure was first constructed by Manin-Vishik [MV], and
subsequently Katz [Ka2] gave an alternative construction using algebraic differen-
tials on modular forms. From the Galois group side, expanding on the construction
of Coates and Wiles [CW1] [CW2] of the one variable case, Yager [Yag1] gave
an alternative construction of this p-adic measure from a system of elliptic units,
when the class number of K is equal to 1. This method has been generalized to
the case of higher class numbers by various authors ([dS], [Til]). Colmez-Schneps
[CS] gave another construction of this p-adic measure by direct analysis of the
Eisenstein-Kronecker-Lerch series.
In §3.2, we will give a construction using our µz0,0 of the p-adic measure defined
by Yager [Yag1] used to define his p-adic L-function. In §3.3, we will give a con-
struction of Katz’s p-adic L-function. By using coefficients of our theta functions,
we also give an explicit power series giving the Mazur-Swinnerton-Dyer measure.
3.1. Construction of the p-adic measure. In this section, we will construct and
study the p-adic measure µz0,w0 on Z×p × Z×p which interpolates the Eisenstein-
Kronecker numbers at (z0, w0). We keep the notation of §2.3 for CM elliptic
curves. In particular, p ≥ 5 is a prime that splits as (p) = pp in OK and the
elliptic curve E comes from a fixed integral Weierstrass model E which is good
at p. We first briefly recall the relation between p-adic measures on Zp × Zp and
power series f(S, T ) ∈W [[S, T ]]. See for example [Yag1] §6 for details.
Proposition 3.1. Let f(S, T ) ∈ W [[S, T ]] be a two-variable formal power series
with coefficients in W . Then there exists a unique measure µf (x, y) on Zp × Zp
with values in W such that∫
Zp×Zp
(1 + S)x(1 + T )ydµf (x, y) = f(S, T ).
In particular, for any integers m, n ≥ 0, we have the relation∫
Zp×Zp
xmyndµf (x, y) = ∂
m
S,log∂
n
T,logf(S, T )
∣∣
(S,T )=(0,0)
,
where ∂X,log for any variable X is the differential operator (1 + X)∂X . This
correspondence gives a bijection between the ring of p-adic measures on Zp × Zp
and power series in W [[S, T ]].
It is known that there exists an isomorphism ηp of formal groups
ηp : Ê
∼=−→ Ĝm
over W . We fix an isomorphism ηp and then ηp is given by a power series
ηp(t) = exp
[
Ω−1p λ(t)
]− 1,
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where Ωp is a suitable p-adic period Ωp ∈ W×. We denote by ι(T ) the inverse of
ηp(t). In other words, ι(T ) is such that ι(ηp(t)) = t and ηp(ι(T )) = T . Since Ωp ∈
W×, the coefficients of ι(T ) are also inW . For any power series g(s, t) ∈W [[s, t]]
on Ê × Ê, we may associate a measure µg on Zp × Zp by taking the measure
associated to the power series gι(S, T ) := g(s, t)|s=ι(S),t=ι(T ) ∈ W [[S, T ]] on
Ĝm × Ĝm.
In order to define our measure µz0,w0 , we first let
(36) Θ̂∗z0,w0(s, t; Γ) := Θ̂z0,w0(s, t; Γ)− 〈w0, z0〉δ(z0)s−1 − δ(w0)t−1.
Then since Γ is the period lattice of (E,ωE) which comes from a good integral
Weierstrass model, Corollary 2.17 shows
Θ̂∗z0,w0(s, t; Γ) ∈W [[s, t]].
Definition 3.2. Let Γ be the period lattice in C of (E,ωE) which comes from a
good integral Weierstrass model at p. Let z0, w0 ∈ Γ ⊗ Q. We define µz0,w0 =
µz0,w0(x, y; Γ) to be the measure on Zp × Zp corresponding to the power series
Θ̂∗ιz0,w0(S, T ; Γ) := Θ̂
∗
z0,w0(s, t; Γ)
∣∣
s=ι(S),t=ι(T )
.
If there is no fear of confusion, we omit Γ in the notation. When z0, w0 6∈ Γ,
then we have Θ̂∗z0,w0(s, t) = Θ̂z0,w0(s, t), and we have
∂b−1S,log∂
a
T,logΘ̂
ι
z0,w0(S, T )
∣∣
S=T=0
= Ωa+b−1p ∂
b−1
z ∂
a
wΘz0,w0(z,w)
∣∣
z=w=0
.
Hence our p-adic measure in this case satisfies the following interpolation property.
Proposition 3.3. Let z0, w0 ∈ (Γ ⊗ Q) \ Γ be such that the orders of z0 and w0
modulo Γ is prime to p. Then for integers a ≥ 0, b > 0, we have
1
Ωa+b−1p
∫
Zp×Zp
xb−1yadµz0,w0(x, y) = (−1)a+b−1(b− 1)!
e∗a,b(z0, w0)
Aa
.
In the definition of Θ̂∗z0,w0(s, t), we are subtracting factors such as s
−1 and t−1
instead of z−1 = λ(s)−1 and w−1 = λ(t)−1. Hence the interpolation property
satisfied by µz0,w0 for z0 ∈ Γ or w0 ∈ Γ is not immediately clear. We will in-
stead calculate the interpolation property of the measure which is obtained by the
restriction to Z×p × Z×p .
Lemma 3.4. We have
(37)
∫
Z
×
p ×Z×p
(1 + S)x(1 + T )ydµz0,w0(x, y)
= Θ̂ιz0,w0(S, T )−
1
p
∑
S1
Θ̂ιz0,w0(S ⊕ S1, T )
− 1
p
∑
T1
Θ̂ιz0,w0(S, T ⊕ T1) +
1
p2
∑
S1,T1
Θ̂ιz0,w0(S ⊕ S1, T ⊕ T1),
where the sum is taken over p torsion points S1 and T1 of Ĝm.
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Note that the functions appearing on the right hand side is Θ̂ι, not Θ̂∗ι.
Proof. For a measure µf on Zp associated to the one-variable power series f(T ) ∈
W [[T ]], the restriction of µf to Z×p is associated to the power series
f(T )− 1
p
∑
T1∈bGm[p]
f(T ⊕ T1) ∈W [[T ]],
where the sum is taken over all p torsion points T1 of Ĝm (see for example Lang
[Lan1] Chapter 4 §2, Meas 4.) By applying this to the two variable case, we have
the assertion, except for the terms appearing in the difference between Θ̂ and Θ̂∗.
They are differ by the poles coming from ι(S)−1 and ι(T )−1, but direct calculation
shows that the term involving ι(S)−1 add up as
 1
ι(S)
− 1
p
∑
S1
1
ι(S ⊕ S1) −
1
p
∑
T1
1
ι(S)
+
1
p2
∑
S1,T1
1
ι(S ⊕ S1)
 = 0,
and similarly for terms involving ι(T )−1. 
In the case of the Kubota-Leopoldt p-adic L-function associated to the special
values of the Riemann zeta function, it is necessary to take an auxiliary integer c
to remove the pole of the generating function. Similarly in the case of CM elliptic
curves, one had to take an auxiliary choice of an ideal a to remove the poles and
afterwards, one had to eliminate again this auxiliary ideal. The above proposition
shows that by simultaneously restricting the two-variable p-adic measure to Z×p ×
Z×p , the poles automatically disappear. This enable us to avoid auxiliary ideals and
justifies the artificial“removal of poles” in (36) used to define the measure.
Proposition 3.5. Let z0, w0 ∈ ΓQ be such that z0a and w0a are in Γ and Na is
prime to p. Then
∫
Z
×
p ×Z×p
(1 + S)x(1 + T )ydµǫz0,ǫw0(x, y)
=
[
Θǫz0,ǫw0(z,w; Γ) −Θpǫz0,ǫw0 (pz,w; pΓ)−Θǫz0,pǫw0 (z, pw; pΓ)
+ Θpǫz0,pǫw0
(
pz, pw; p2Γ
) ]∣∣∣∣
z=λι(S),w=λι(T )
,
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where ǫ ∈ OK is such that ǫ ≡ 1 (mod p) and ǫ ≡ 0 (mod p). If in addition
ǫ ≡ 1 (mod a), we have∫
Z
×
p ×Z×p
(1 + S)x(1 + T )ydµz0,w0(x, y)
=
[
Θz0,w0(z,w; Γ)−Θpz0,ǫw0 (pz,w; pΓ)−〈(ǫ−1)z0, w0〉ΓΘǫz0,pw0 (z, pw; pΓ)
+ 〈(ǫ− 1)z0, w0〉ΓΘpǫz0,pǫw0
(
pz, pw; p2Γ
) ]∣∣∣∣
z=λι(S),w=λι(T )
,
Proof. By definition, we have
Θ̂ǫz0,ǫw0(s, t) = Θǫz0,ǫw0(z,w)
∣∣
z=λ(s),w=λ(t)
.
By Proposition 1.16 and Proposition 2.19, we have
∑
s1
Θ̂ǫz0,ǫw0(s⊕ s1, t) = p
∑
z1∈p−1Γ/Γ
〈ǫz1, ǫw0〉Θǫz0+ǫz1,ǫw0(z,w)|z=λ(s),w=λ(t)
= pΘpǫz0,ǫw0 (pz,w; pΓ)
∣∣
z=λ(s),w=λ(t)
.
Similarly, we have∑
t1
Θ̂ǫz0,ǫw0 (s, t⊕ t1) = pΘǫz0,pǫw0 (z, pw; pΓ)
∣∣
z=λ(s),w=λ(t)
,
∑
s1,t1
Θ̂ǫz0,ǫw0(s ⊕ s1, t⊕ t1) = p2Θpǫz0,pǫw0
(
pz, pw; p2Γ
) ∣∣
z=λ(s),w=λ(t)
.
The first assertion now follows from the previous lemma. The last assertion follows
from the first assertion and Proposition 1.14. 
3.2. Relation to the p-adic measure of Yager. Yager constructed a certain two
variable p-adic measure that interpolates the special values of the Hecke L-function
of a Gro¨ssencharakter ϕ of an imaginary quadratic field K whose class number is
equal to 1.
Let ϕ be a Hecke character of infinity type (1, 0) of an imaginary quadratic field
K of the class number 1. Let f be its conductor. Let Ω be a complex number such
that Γ = Ωf is a period lattice of a Weierstrass integral model of E over OK . For
a fractional ideal a, we put Γa = ϕ(a)a−1Γ.
Definition 3.6. Let αa be an element of a−1∩PK(f). We define the p-adic measure
µϕ by
µϕ(x, y) :=
∑
a∈IK(f)/PK (f)
µϕ(αaa)Ω,0(x,N(f)y; Γa).
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Note that since we assumed the class number of K is 1, the value of ϕ is in K
and Γa = Γ. Hence we can use the same integral models and p-adic periods for all
elliptic curves C/Γa. This is the reason that we assume the class number of K is
equal to 1. We define the measure µϕ as
µϕ(x, y) =
∑
α∈(OK/f)×
µϕ(α)Ω,0(x,N(f)y; Γ).
The function Θz0,0(z,w; Γ) is periodic in z0 with respect to the lattice Γ. Hence
the definition of µϕ does not depend on the choice of the representative a and αa.
Theorem 3.7. Let a, b be integers such that b > a ≥ 0. Then we have
1
Ωa+bp
∫
Z
×
p ×Z×p
xb−1yadµϕ(x, y)
= (−1)a+b−1(b−1)!
[
2π√
dK
]a(
1− ϕ(p)
a+b
Npa+1
)(
1− ϕ(p)
a+b
Npb
)
Lf(ϕ
a+b, b)
Ωa+b
.
Proof. Let ǫ ∈ OK such that ǫ ≡ 1 (mod fp) and ǫ ≡ 0 (mod p). Then by
Proposition 3.5, we have∫
Z
×
p ×Z×p
(1 + S)x(1 + T )ydµϕ(αaa)Ω,0(x, y; Γa)
=
[
Θϕ(αaa)Ω,0(z,w; Γa)−Θpϕ(αaa)Ω,0 (pz,w; pΓa)−Θǫϕ(αaa)Ω,0 (z, pw; pΓa)
+ Θpǫϕ(αaa)Ω,0
(
pz, pw; p2Γa
) ]∣∣∣∣
z=λι(S),w=λι(T )
,
We have
Θpϕ(αaa)Ω,0 (pz,w; pΓa) = p
−1ϕ(p)Θϕ(αaap)Ω,0
(
ϕ(p)z, p−1ϕ(p)w; Γap
)
.
Hence by Proposition 1.6 i) and Theorem 1.17, we have∑
a∈IK(f)/PK (f)
∂b−1z ∂
a
wΘpϕ(αaa)Ω,0 (pz,w; pΓa) |z=w=0
= (−1)a+b−1 (b− 1)!
A(Γ)a
ϕ(p)a+b
Npa+1
∑
a∈IK(f)/PK (f)
e∗a,b(ϕ(αaap)Ω, 0; Γαap)
= (−1)a+b−1|µK |(b− 1)!
A(f)a
ϕ(p)a+b
Npa+1
L(ϕa+b, b)
Ωa+b
.
Similarly, we have∑
a∈IK(f)/PK (f)
∂b−1z ∂
a
wΘǫϕ(αaa)Ω,0 (z, pw; pΓa) |z=w=0
= (−1)a+b−1|µK |(b− 1)!
A(f)a
ϕ(p)a+b
Npb
L(ϕa+b, b)
Ωa+b
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and ∑
a∈IK(f)/PK (f)
∂b−1z ∂
a
wΘpǫϕ(αaa)Ω,0
(
pz, pw; p2 Γa
) |z=w=0
= (−1)a+b−1|µK |(b− 1)!
A(f)a
ϕ(p)a+bϕ(p)a+b
Npa+b+1
L(ϕa+b, b)
Ωa+b
.
(Note that ϕ(ǫ) = ǫ). Since ∂S,log = Ωp∂z and ∂T,log = Ωp∂w, our assertion now
follows from the above. 
The above interpolation property shows that the measure µϕ defined above on
Z×p ×Z×p is in fact the p-adic measure used by Yager to define his p-adic L-function
(See [Yag1] §9).
3.3. Relation to the p-adic measure of Katz. First we introduce some notations
and definitions following [GS]. See also [dS], Chapter 2. Let f be an integral ideal
of OK such that wf = 1 where wf is the number of units congruent to 1 modulo
f. Let p be a rational prime which splits in OK as p = pp and (p,Nf) = 1. Let
F be the ray class field K(f). Then there exists a Hecke character ϕ0 of K whose
conductor is equal to f and an elliptic curve over E/F whose Gro¨ßencharakter
ψE/F is written as ψE/F = ϕ0 ◦ NF/K . Since F (Etor)/K is abelian, we have
ψEσ = ψE for σ ∈ Gal(F/K). Hence considering its conjugate if necessary we
may assume that the period lattice for an invariant differential for E/F is given by
Γ := fΩ for some complex number Ω. Moreover, by changing Ω by a constant
multiple, we may also assume that the Weierstrass equation for (E,ωE) gives a
proper smooth model E/OKp at p. Let B be the Weil restriction of E over F to
K and ϕ˜ the Serre-Tate character ϕ˜ : K×A → EndKB ⊗ Q. Since EndKB ∼=∏
σ∈Gal(F/K)Hom(E,E
σ), for an integral ideal a of K prime to f the Serre-Tate
character ϕ˜0 induces an isogeny ϕ˜0(a) : E → Eσ. We define Λ(a) ∈ F to be
the element such that ϕ˜0(a)∗(ωσaE ) = Λ(a)ωE where σa = (a, F/K). Then Λ
satisfies the cocycle condition Λ(ab) = Λ(a)σbΛ(b) and this enable us to extend
the definition of Λ to any fractional ideal prime to f so that this cocycle condition
remains valid. Then the period lattice Γσa corresponding to (Eσa , ωσaE ) is given
by Γσa = Λ(a)a−1Γ. As before, let W be the Witt ring W (Fp) and we fix a
prime P of F over p and an embedding F ⊂ FP →֒ W (Fp) ⊗ Q. We let σa =
(a, F (E[p∞])/K) for a such that(a, fp) = 1. Then the action of σa is extended
to W continuously. There exists a p-adic period Ωp ∈ W× such that Ωσap =
Λ(a)Na−1Ωp if (a, fp) = 1, and this gives an isomorphism η bE : Ê ∼= Ĝm over W
by η bE(t) = exp(Ω
−1
p λ bE(t)). The p-adic period is unique up to an element of Z
×
p
and we take it so that we have
ζm := 〈1, ǫ〉pm = η bEσ(t)|t=tpm
where ǫ is an element of OK such that ǫ ≡ 1 mod pmf and ǫ ≡ 0 mod pm, the
element σ is σp−m and tpm is a pm-torsion point of Êσ obtained as the image of
Λ(p−m)νmΩ ∈ Γσ ⊗Q
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where νm be an element of f such that νm ≡ 1 mod pm through the isomorphism
(Γσ ⊗Q)/Γσ ∼= Eσ(Q)tor defined by the correspondence
z 7→ (℘(z; Γσ), ℘′(z; Γσ)).
Let a be a fractional ideal of K prime to fp, and let z0, w0 ∈ C be torsion
points of C/a−1Γ whose orders are prime to p. In §3.1, we defined the Kronecker
theta measure µz0,w0(x, y; Γ) for a Γ which comes from a good Weierstrass integral
model at p. Now we define a p-adic measure µz0,w0(x, y; a−1Γ) even if a−1Γ does
not come from a good model.
We consider the formal power series compositions of the Laurent expansion at
the origin of the Kronecker theta function
ΘιΛ(a)z0,Λ(a)w0(z,w; Γ
σa )
and the power series
z = Ωσap log(1 + S), w = Ω
σa
p log(1 + T ).
We denote this power series by Θ̂ιΛ(a)z0,Λ(a)w0(S, T ; Γ
σa ). Since Γσa is the pe-
riod lattice of (Eσa , ωσaE ) whose Weierstrass model gives a proper smooth model
Eσa/OKp at p, and Ωσap is a p-adic period for Eσa/OKp , as we have seen in §3.1,
we have
Θ̂ιΛ(a)z0,Λ(a)w0(S, T ; Γ
σa ) ∈W ((S, T )).
We define the measure µz0,w0(x, y; a−1Γ) as the measure corresponding to the
power series
Λ(a)Θ̂∗ιΛ(a)z0,Λ(a)w0(S, T ; Γ
σa ) ∈W [[S, T ]]⊗Q.
If a is prime to p, then the above power series is in W [[S, T ]]. We remark that a
does not have to be prime to p but prime to fp. Suppose that a is prime to fp. Then
we consider another measure µ˜z0,w0(x, y; a−1Γ) corresponding to the power series
Λ(a)Θ̂∗ιΛ(a)z0,Λ(a)w0([N(a)]S, [N(f)]T ; Γ
σa ) ∈W [[S, T ]]⊗Q.
Definition 3.8. For a fractional ideal a prime to fp and elements z0, w0 ∈ C which
are torsion points of C/aΓ whose orders are prime to p. We define the Katz mea-
sure µKz0,w0(α; aΓ) on (OK ⊗ Zp)× by∫
(OK⊗Zp)×
f(α) dµKz0,w0(α; aΓ)
:= Ωp
∫
Z×p ×Z×p
f(x, y−1)x−1dµ˜z0,w0(x, y; aΓ)
for a W -valued continuous function f on (OK ⊗ Zp)× which is regarded as the
function f(x, y) on Zp × Zp through the isomorphism
OK ⊗ Zp ∼= OKp ×OKp
∼=−→ OKp ×OKp ∼= Zp × Zp
(α1, α2) 7→ (α1, α2).
(38)
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Then∫
(OK⊗Zp)×
f(aα) dµKaz0,aw0(α; aaΓ) =
∫
(OK⊗Zp)×
f(α) dµ˜Kz0,w0(α; aΓ)(39)
for an element of c ∈ K× prime to fp. Hence the Katz measure essentially depends
only on the ideal class of a.
As before, let IK(a) be the ideal group of K consists of fractional ideals prime
to a and let PK(a) be the set of principal ideals (α) such that α ≡ 1 mod a. If
there is no fear of confusion, we also denote the set {α ∈ K|α ≡ 1 mod a} by
PK(a).
Definition 3.9. Let ρ be a function on IK(f) to Cp such that for a fixed a ∈ IK(f)
the function α 7→ ρ(aα) on PK(f)∩IK(p) can be extended to a continuous function
on (OK ⊗Zp)×. This extension is unique if it exists, and we denote it by ρ(p)(aα).
For a fractional ideal a of K prime to fp we define the partial p-adic L-function
Lp,f(ρ, a) by
Lp,f(ρ, a) :=
∫
(OK⊗Zp)×
ρ(p)(aα) dµKα0Ω,0(α; aΓ)
and the p-adic L-function Lp,f(ρ) by
Lp,f(ρ) :=
∑
a∈IK(f)/PK (f)
Lp,f(ρ, a)
where α0 is any element of a ∩ PK(f). The partial p-adic L function does not
depend on the choice of the representative of α0 and depends only on the ideal
class of a in IK(f)/PK(f).
Let ϕ be a Hecke character of K of infinity type (a, b) whose conductor divides
fp∞. Then there exists a finite character χp : (OK/pm)× → Q× such that ϕ(α) =
χp(α)α
aαb on PK(f), and the function α 7→ ϕ(aα) on PK(f) ∩ IK(p) can be
extended continuously to (OK ⊗ Zp)×. Therefore the value Lp,f(ϕ) is defined.
Now we calculate this value. The character χp is of the form χpχp, where χp (resp.
χp) is a character of O×K whose conductor divides pm (resp. pm). Let χ1 and χ2 be
Dirichlet characters on (Z/pmZ)× such that χp(α) = χ1(α) and χp(α) = χ−12 (α),
where we identify (OK/pm)× with (Z/pmZ)× by the natural projection. We put
χ˜1 = χ1 ◦NK/Q. Then the partial p-adic L-function Lp,f(ϕ, a−1) is given by
Ωpϕ(a
−1)
∫
Z
×
p ×Z×p
χ1(x)χ2(y)x
k−1yl dµ˜α0Ω,0(x, y; a
−1Γ)
= Ωpϕ(a
−1)N(a)k−1N(f)l
×
∫
Z
×
p ×Z×p
χ1(N(a)x)χ2(N(f)y)x
k−1yl dµα0Ω,0(x, y; a
−1Γ)
= Ωp(ϕ
−1χ˜1)(a)N(a)k−1N(f)l
×
∫
Z×p ×Z×p
χ1(x)χ2(N(f)y)x
k−1yl dµα0Ω,0(x, y; a
−1Γ).
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The above formulas are valid for a fractional ideal a prime to fp, but we can also
give a natural meaning to the last formula for a fractional ideal prime only to fp. In
fact, the measure µα0Ω,0(x, y; a−1Γ) is defined for a fractional ideal a prime to fp
and we can define ϕχ˜−11 (p) as
ϕχ˜−11 (p) := ϕχ˜
−1
1 (a0)χ
−1
1 (c)χ
−1
2 (c)c
kc−l
where p = ca0 for some c ∈ PK(f) and (a0, p) = 1. (Note that c is prime to p and
the right hand side in the definition of ϕχ˜−11 (p) is well-defined. Note also that if
α ∈ PK(f) is prime to p, we have ϕχ˜−11 (α) = χ−11 (α)χ−12 (α)αkα−l). We extend
the definition of ϕχ˜−11 (p) to any fractional ideal a prime to fp multiplicatively.
Hence we can extend the definition of the partial p-adic L-function Lp,f(ϕ, a−1)
to any fractional ideal a prime to fp, and this depends only on the ideal class of a
in IK(f)/PK(f). Therefore we calculate
Lp,f(ϕ) =
∑
a∈IK(f)/PK (f)
Lp,f(ϕ, a−1) =
∑
a∈IK(f)/PK (f)
Lp,f(ϕ, a−1pm).
where a runs through a representative of a ∈ IK(f)/PK(f) prime to fp.
Let ρ1 and ρ2 be functions on Z/pmZ with values in Cp. We identify OK/pm
with Z/pmZ naturally. Let F (m)ρ1 (α) be the Fourier coefficient of ρ1 with respect
to the character x 7→ ζαpxm , where αp is the image of α by the natural identification
OK/pm ∼= Z/pmZ. In other words,
F (m)ρ1 (α) = p−m
∑
x∈Z/pmZ
ρ1(x)ζ
−αpx
m = p
−m ∑
x∈Z/pmZ
ρ1(x)〈1,−xǫα〉pm .
Proposition 3.10. Let a be an integral ideal of K prime to p and let α0 be an
element of (a−1pm) ∩ PK(f). For functions ρ1 and ρ2 on Z/pmZ, we have
N(ap−m)k−1N(f)l
Ωk+l−1p
∫
Z2p
ρ1(N(a)x)ρ2(N(f)y)x
k−1yldµǫα0Ω,0(x, y; a
−1pmΓ)
=
[
2π√
dK
]l (−1)k+l−1(k − 1)!
Ωk+l
 ∑
α∈a−1∩PK(f)
F (m)ρ1 (aα)ρ2(aα)αl
αk|α|2s
∣∣∣∣∣∣
s=0
where a ∈ Z is an element such that Na|a and a ≡ 1 mod pm.
Proof. Since both sides are bilinear for variables ρ1 and ρ2, it suffices to prove the
theorem when ρ1 and ρ2 are given by ρ1(x) = 〈1, cǫx〉pm and ρ2(y) = 〈1, dǫy〉pm
for some c, d ∈ Z. Then Fρ1(α) is equal to 1 if α ≡ c mod pm and 0 otherwise.
Therefore for c′ = N(a)c and d′ = N(f)d, we calculate
(40)
∫
Zp×Zp
ζc
′x+d′y
m x
k−1yl dµǫα0Ω,0(x, y; a
−1pmΓ).
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We consider a commutative diagram
C/Γσ
πσ−−−−→ Eσ(C)
×Λ(a)σ
y yeϕ(a)σ
C/Γτ
πτ−−−−→ Eτ (C)
where σ = σp−m and τ = σp−ma. We have η bEτ (t
σa
pm) = ζ
σa
m = ζ
Na
m . Hence for
δ ∈ Z such that δN(a) ≡ 1 mod pm, the image of δΛ(ap−m)νmΩ by η bEτ ◦ πτ
goes to ζm = Sm + 1. Hence noting that
∂k−1S,log∂
l
T,logΘ̂
∗ι
Λ(ap−m)ǫα0Ω,0
(S ⊕ [c′]Sm, T ⊕ [d′]Sm; Γτ )
∣∣∣
S=T=0
= (Ωτp)
k+l−1∂k−1z ∂
l
wΘ
∗
Λ(ap−m)ǫΩ(α0+δc′νm),Λ(ap−m)ǫδd′νmΩ
(z,w; Γτ )
∣∣∣
z=w=0
,
(40) is equal to
Λ(ap−m)∂k−1S,log∂
l
T,logΘ̂
∗ι
Λ(ap−m)ǫα0Ω,0
(S ⊕ [c′]Sm, T ⊕ [d′]Sm; Γτ )
∣∣∣
S=T=0
= CA(OKΩ)−le∗l,k(ǫα0Ω+ ǫc′δνmΩ, ǫd′δνmΩ; a−1pmΓ)
= CΩ−k−l
[
2π√
dK
]l ∑
α∈a−1∩PK(f),α≡c mod pm
αl
αk|α|2s 〈aα, ǫd〉pm
∣∣∣∣∣∣
s=0
where C = (−1)k+l−1(k − 1)!N(a−1pm)k−1N(f)−lΩk+l−1p and we may take
a = δN(a). 
Theorem 3.11. Let ϕ be a Hecke character of K of infinity type (k,−l) (k > l ≥
0) whose conductor divides fp∞. Let χp be a (unique) character of (OK/pm)×
such that ϕ((α)) = χp(α)αkα−l for α ∈ PK(f) prime to p. We write χp as
χp = χpχp by a character χp on (OK/pm)× and a character χp on (OK/pm)×.
We put χ˜p = χp ◦ NK/Q on IK(p). Then ϕχ˜−1p can naturally be extend to a
character on IK(p) as follows. For an ideal c ∈ IK(p), we take a fractional ideal
a of K prime to p such that c = ac for some c ∈ PK(f) and put
ϕχ˜−1p (c) := ϕχ˜
−1
p (a)χp(c)χ
−1
p (c)c
kc−l.
The element c is prime to p and the right hand side is well-defined. This value
does not depend on the choices of a and c. Let ǫ be an element of OK such that
ǫ ≡ 1 mod pm and ǫ ≡ 0 mod pm. Then the p-adic L-function has the following
interpolation property.
Ω−k−lp Lp,f(ϕ) = (−1)k+l−1(k − 1)!
[
2π√
dK
]l(
1− ϕ(p)
p
)
τϕ(χp)Lfp(ϕ
−1, 0)
Ωk+l
where the Gauss sum τϕ(χp) is defined by
τϕ(χp) :=
ϕχ˜−1p (pn)
pn
∑
a∈(Z/pnZ)×
χp(a)〈1,−aǫ〉pn
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if χp 6= 1 where pn is the conductor of χp, and we put τϕ(χp) = 1 if χp = 1.
Proof. We may replace α0 by ǫα0 in the definition of the partial p-adic L-function.
Let 1
Z
×
p
be the characteristic function of Z×p , namely, 1Z×p (x) = 1 if x ∈ Z×p and 0
otherwise. We apply the previous proposition for ρ1 = χ1 ·1Z×p and ρ2 = χ2 ·1Z×p .
We use the same notations as in the previous proposition. First we assume that
χ1 is not trivial. Then χ1 · 1Z×p = χ1. If vp(α) 6= m − n for α ∈ a−1, then
〈1, xǫaα〉pm is not a pn-th power root of unity and the Gauss sum Fχ1(α) is equal
to 0. Suppose that vp(α) = m − n. Let a0 be a fractional ideal of K prime to p
such that pm−n = ca0 for some c ∈ PK(f) and we put β = αc−1. Then β is a
p-adic unit and β ∈ a0a−1, and we have
F (m)χ1 (aα) = p−m
∑
x∈(Z/pm)×
χ1(x)〈1,−xǫaα〉pm
= p−m
∑
x∈(Z/pm)×
χ1(cNa0x)〈1,−cNa0xǫcaβ〉pm
=
χ1(cNa0)
pn
∑
x∈(Z/pn)×
χ1(x)〈1,−xǫaβ〉pn = χ1(cNa0)τ(χp)χ−11 (β).
Note that we have
χp(cNa0)ϕ
−1(a)(ϕ−1χ˜p)(p−m)
 ∑
α∈a−1∩PK(f)∩IK (p),
vp(α)=m−n
χ−1p (β)χ−1p (α)α
l
αk|α|2s

∣∣∣∣∣∣∣∣∣
s=0
= ϕχ˜−1p (p
n)
 ∑
β∈a0a−1∩PK(f)∩IK (p)
ϕ−1(aa−10 β)
|β|2s

∣∣∣∣∣∣
s=0
.
Hence by Proposition 3.10, we have
Lp,f(ϕ, a−1pm)
= Ωp(ϕ
−1χ˜1)(ap−m)N(ap−m)k−1N(f)l
×
∫
Z
×
p ×Z×p
χ1(x)χ2(N(f)y)x
k−1yl dµα0Ω,0(x, y; a
−1Γ)
= (−1)k+l−1(k − 1)!
[
2π√
dK
]l
τ(χp)
× ϕχ˜−1p (pn)
 ∑
β∈a0a−1∩PK(f)∩IK(p)
ϕ−1(aa−10 β)
|β|2s

∣∣∣∣∣∣
s=0
.
Hence we have∑
a∈IK(f)/PK (f)
Lp,f(ϕ, a−1pm)
Ωk+lp
= (−1)k+l−1(k − 1)!
[
2π√
dK
]l τϕ(χp)Lfp(ϕ−1, 0)
Ωk+l
.
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Suppose that χ1 = 1. Then F (m)χ1·1
Z
×
p
(aα) for α ∈ a−1 is equal to (p − 1)/p if
vp(α) = m, to−1/p if vp(α) = m−1 and to 0 otherwise. It is also straightforward
to see that ϕχ˜−1p (p) = ϕ(p). Hence Proposition 3.10 shows that for c := a−1 ∩
PK(f) ∩ IK(p), we have
Lp,f(ϕ, a−1pm)/(−1)k+l−1(k − 1)!Ω−k−l
[
2π√
dK
]l
=
ϕ(pm)
p
(p− 1) ∑
α∈c,
vp(α)=m
ϕ−1(aα)
|α|2s −
∑
α∈c,
vp(α)=m−1
ϕ−1(aα)
|α|2s

∣∣∣∣∣∣∣∣
s=0
=
 ∑
α∈c,
vp(α)=m
ϕ−1(p−maα)
|α|2s
− ϕ(p)p
 ∑
α∈c,
vp(α)=m−1
ϕ−1(p−m+1aα)
|α|2s

∣∣∣∣∣∣∣∣
s=0
=
(
1− ϕ(p)
p
)  ∑
α∈c∩IK(p)
ϕ−1(aα)
|α|2s
∣∣∣∣∣∣
s=0
.
Hence we have the desired formula. 
Now we consider a modular elliptic curve E over Q, and we compare our mea-
sure to the Mazur and Swinnerton-Dyer measure. Our approach gives an explicit
expression of the Mazur and Swinnerton-Dyer measure in terms of coefficients of
our theta function.
Corollary 3.12 (Katz). We fix a Ne´ron differential ωE . Let Ω+E be a real Ne´ron
period of E and let Ω be a complex number such that Γ = fΩ. Let u be a p-adic
unit in OK such that Ω+E = uΩ. Let ψ be the Gro¨ssencharakter over K associated
to E and let χ : (Z/pmZ)× → µp∞ be a Dirichlet character of conductor pm. We
regard χ as a character on OK by the norm map. Then we have
Ω−1p Lp,f(ψχ) = uLMSp,f (χ)
where LMSp,f is the Mazur and Swinnerton-Dyer p-adic L-function for the system of
roof of unity (ζpm)m such that ζpm = 〈1,−αmǫ〉pm where ǫ is any element such
that ǫ ≡ 1 mod pm and ǫ ≡ 0 mod pm.
Proof. Let L(E/Q, s) be the Hasse-Weil L-function of E over Q, and we let
L(E/Q, χ, s) be its χ-twist. By a theorem of Deuring, we have
(41) L(E/Q, χ, s) = L(ψχ, s) = L((ψχ)−1, s− 1).
For a generator (ζpm)m of Zp(1), Mazur and Swinnerton-Dyer (see also [MTT])
defined a measure ν on Z×p such that
LMSp,f (χ) :=
∫
Z×p
χ(u)dν(u) =
pm
αm
L(E/Q, χ, 1)
τ(χ)Ω+E
,
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where τ(χ) :=
∑
a∈(Z/pmZ)× χ(a)ζ
a
pm and α is a unit root of the Euler factor
X2 − apX + p. In our case, α is equal to ψ(p).
By Theorem 3.11 and (41), we have
Lp,f(ψχ)
Ωp
=
τ(χ)ψ(p)m
pm
L(E/Q, χ, 1)
Ω
=
pm
ψ(p)m
L(E/Q, χ, 1)
τ(χ)Ω
,
where ζpm = 〈1, ǫ〉pm . (Note that ψχχ−1p (p) = ψ(p)). Our assertion now follows
from this calculation. 
It is also simple to give the measure of Mazur and Swinnerton-Dyer using the
coefficients of our theta functions.
Proposition 3.13. Suppose that
ψ(α) = ε(α)α, (α, f) = 1
for some finite character ε : (OK/f)× → Q×.
i) For α ∈ OK \ f, we let
ΘαΩ,0(z,N(f)w; fΩ) − 1
w
=
∑
k,l
ck,ℓ(α)
zkwℓ
k!ℓ!
.
We put
ck,ℓ := Ω
k+ℓ
p
∑
α∈(OK/f)×
ε(α)ck,ℓ(α).
Then the p-adic limit ck := limℓ→−k ck,ℓ exists in W where ℓ runs through positive
integers divisible by (p− 1) which goes to −k with the p-adic topology.
ii) We put f(z) =∑∞n=0 cnzn/n! and fℓ(z) =∑∞n=0 cn,nℓzn/n!. Then
f̂ℓ(T ) := fℓ(Ωp log(1 + T )) ∈W [[T ]].
In particular, f̂(T ) := f(Ωp log(1 + T )) ∈W [[T ]].
iii) Let µ be the measure corresponding to the power series f̂(T )− f̂([p]T ). Then
we have
Ω−1p Lp,f(ψχ) =
∫
Z
×
p
χ(x)dµ(x).
Namely, µ is the measure of Mazur and Swinnerton-Dyer. (Since ck,ℓ(α) is essen-
tially e∗ℓ,k+1(α, 0), the number ck is a p-adic version of the special value L(E, k+
1) and f(z) is the generating function for these values. )
Proof. i) follows from∑
a∈(OK/f)×
ε(α)ck,ℓ(α) = Ω
k+ℓ
p
∑
a∈(OK/f)×
ε(α)
∫
Z
×
p ×Z×p
xkyℓdµ˜αΩ,0(x, y; fΩ).
ii) follows from
Ωk+ℓp
∑
a∈(OK/f)×
ε(α)
∫
Z
×
p ×Z×p
(
xyℓ
n
)
dµ˜αΩ,0(x, y; fΩ) ∈W.
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Now we prove iii). Since the class number of K is equal to 1 and wf = 1 by
the existence of ψ, we have I(f)/P (f) ∼= (OK/f)×. Hence we can choose the
representative of (OK/f)× as the representative of I(f)/P (f). Then by (39) we
have
Lp,f(ψχ) =
∑
a∈(OK/f)×
ε(a)
∫
(OK⊗Zp)×
χ(α)α dµKaΩ,0(α; fΩ)
= Ωp
∑
a∈(OK/f)×
ε(a)
∫
Z×p ×Z×p
χ(xy−1)dµ˜aΩ,0(x, y; fΩ).
By Proposition 3.5, for π = ψ(p) we have∑
α∈(OK/f)×
ε(α)
∫
Z
×
p ×Z×p
xkyℓdµ˜αΩ,0(x, y)
= Ωk+ℓp
(
1− π
k
πℓε(π)
)(
1− ε(π)π
ℓ
πk
) ∑
α∈(OK/f)×
ε(α)ck,ℓ(α).
Hence by taking p-adic limit ℓ→ −k for a positive ℓ such that (p− 1)|ℓ,∑
α∈(OK/f)×
ε(a)
∫
Z
×
p ×Z×p
xky−kdµ˜αΩ,0(x, y) = (1− pk)ck
(Note that πℓ → 0 and ε(π) = 1.) Therefore if we write as χ(x) = ∑∞k=0 ak(xk)
with ak → 0, we have
Ω−1p Lp,f(ψχ) =
∞∑
k=0
ak
∑
a∈(OK/f)×
ε(a)
∫
Z×p ×Z×p
(
xy−1
k
)
dµ˜aΩ,0(x, y; fΩ)
=
∞∑
k=0
ak
∫
Zp
(
x
k
)
dµ(x) =
∫
Zp
χ(x)dµ(x).

4. EXPLICIT CALCULATION FOR THE SUPERSINGULAR CASE
In this section, we consider the case when p is a supersingular prime. In the
ordinary case, the p-adic measure which defines the two variable p-adic L-function
is constructed from the power series
Θ̂z0,w0(s, t) := Θz0,w0(z,w)|z=λ(s),w=λ(t)
and the existence of the p-adic L-function is equivalent to the integrality of this
power series. This power series is also well-defined in the supersingular case, and
contains information about the p-adic properties of Eisenstein-Kronecker numbers.
Since Mumford’s translation works over integral basis, we do not lose generality
if we only consider the case (z0, w0) = (0, 0), namely, the power series Θ̂(s, t).
By Kronecker’s formula, we have Θ(z,w) = θ(z+w)/θ(z)θ(w). Hence it would
be important to investigate the p-adic properties of θ̂(t). For example, Θ(z, z) =
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FIGURE 1. CM elliptic curves over Q.
End(EC) g2 g3 e
∗
2
Z[1+
√−3
2 ] 0 u 0
Z[
√−3] 15u2 11u3 u2
Z[1+3
√−3
2 ] 120u
2 253u3 2u
Z[
√−1] u 0 0
Z[2
√−1] 44u2 56u3 u
Z[1+
√−7
2 ] 35u
2 49u3 u2
Z[
√−7] 5 · 7 · 17u2 3 · 72 · 19u3 9u2
Z[
√−2] 30u2 28u3 u2
Z[1+
√−11
2 ] 8 · 3 · 11u2 7 · 112u3 2u
Z[1+
√−19
2 ] 8 · 19u2 192u3 2u
Z[1+
√−43
2 ] 16 · 5 · 43u2 3 · 7 · 432u3 12u
Z[1+
√−67
2 ] 8 · 5 · 11 · 67u2 7 · 31 · 672u3 38u
Z[1+
√−163
2 ] 16 · 5 · 23 · 29 · 163u2 7 · 11 · 19 · 127 · 1632u3 724u
θ(2z)/θ(z)2 is equal to θ(z)2 up to an elliptic function. Since p is odd, its p-adic
properties are essentially equivalent to that of θ(z).
Using Mathematica, we explicitly calculated the coefficients of the power series
Θ̂(s, t) for a supersingular p. The table of Figure 1 classifying CM elliptic curves
E : y2 = 4x3 − g2x− g3
defined over Q, wans kindly given to us by Seidai Yasuda and was helpful for our
calculations. The u in the table is any non-zero rational number. The table also
contains the values for e∗2, and was used to find examples for various e∗2. Yasuda
also notified us the expansion of the formal logarithm λ(t) of the above elliptic
curve for the parameter t = −2x/y. It is given by
λ(t) =
∞∑
m,n=0
(2m+ 3n)!
(m+ 2n)!m!n!
(
−g2
4
)m (
−g3
4
)n t4m+6n+1
4m+ 6n+ 1
.
We will give a proof of this formula in [BK2], Appendix. We calculated the power
series Θ̂(s, t) using these formulas. The calculation and graphs in this section were
created using Mathematica.
For example, consider the elliptic curve E : y2 = 4x3−4x. Then this curve has
good reduction for p ≥ 5. Since E has complex multiplication in Z[i], it has good
ordinary reduction for p ≡ 1 (mod 4) and good supersingular reduction for p ≡ 3
(mod 4). Consider the power series
Θ̂(s, t) =
1
s
+
1
t
+
∑
m,n≥0
ĉm,ns
mtn
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FIGURE 2. Exponent of p = 7 in denominator of ĉm,n.
and prime p = 7 where E has good supersingular reduction. Figure 2 is a graph of
the exponent of p = 7 in the denominator of ĉm,n. We observe that the growth of
the exponent of p = 7 in the denominator of ĉm,n increases greatly in the diagonal
m = n direction.
Figure 3 represents the various cross sections of Figure 2. Note that for a con-
stant n, the increase of the exponent of p = 7 in the denominator of ĉm,n levels
off to a certain pace, but exponent in the denominator of ĉm,m rises at a consistent
rate. The slope p/(p2 − 1) is the valuation of the p-adic period of E. Although we
have explained the example of a specific elliptic curve for a specific supersingular
prime, we have been able to check that this phenomenon holds for any CM elliptic
curve over Q and supersingular prime p that we have tried to calculate.
This explains why it was possible to construct p-adic L-functions for supersin-
gular elliptic curves in one variable ([Box1], [Box2], [ST], [Fou] and [Yam]), but
not in two-variables. If we consider the two-variable power series Θ̂(s, t), then
the above calculation would lead us to expect the radius of convergence is equal to
p−p/(p2−1) < 1. Since the general theory of p-adic Fourier transforms constructed
by Schneider-Teitelbaum [ST] calls for a power series with radius of convergence
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FIGURE 3. Cross Sections of Figure 2
1, we are not able to apply the general theory in order to construct the p-adic mea-
sure in this case.
In a subsequent paper [BK2], we proceed with the investigation of Θ̂(s, t) for a
supersingular prime p ≥ 5. We show that the p-adic radius of convergence of θ̂(t)
is precisely equal to p−p/(p2−1), which is the valuation of the p-adic period. This
implies that the radius of convergence of Θ̂(s, t) is p−p/(p2−1). We then prove a
refined version of the p-adic Fourier transform of Schneider-Teitelbaum. Using this
theory, we were able to derive precise divisibility results about the critical values
of the two-variable Hecke L-function. This generalizes one-variable congruence
and divisibility results by Katz [Ka6] and Chellali [Ch], and improves upon the
two-variable divisibility results by Fujiwara [Fuj]. See [BK2] for details.
It seems that the radius of convergence of p-adic theta functions are closely
related to the valuation of the p-adic periods. M. Kurihara pointed out to the second
author that the µ-invariant of the cyclotomic p-adic L-function at supersingular
primes is also conjectured to be equal to p/(p2 − 1) (the valuation of the p-adic
period in the supersingular case). (See [Ku], Remark 0.2 or [Ko], Corollary 10.10).
On the other hand, under mild assumptions, the µ-invariant in the ordinary case is
conjectured to be 0, which is also the valuation of the p-adic period in this case.
We do not know the reason of these coincidences.
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