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Abstract 
Product reviews are the foremost source of information 
for customers and manufacturers to help them make 
appropriate purchasing and production decisions. Natural 
language data is typically very sparse; the most common 
words are those that do not carry a lot of semantic 
content, and occurrences of any particular content-bearing 
word are rare, while co-occurrences of these words are 
rarer. Mining product aspects, along with corresponding 
opinions, is essential for Aspect-Based Opinion Mining 
(ABOM) as a result of the e-commerce revolution. 
Therefore, the need for automatic mining of reviews has 
reached a peak. In this work, we deal with ABOM as 
sequence labelling problem and propose a supervised 
extraction method to identify product aspects and 
corresponding opinions. We use Conditional Random 
Fields to solve the extraction problem and propose a 
feature function to enhance accuracy. The proposed 
method is evaluated using two different datasets. We also 
evaluate the effectiveness of feature function and the 
optimisation through multiple experiments. 
Keywords:  Opinion Mining, Customer reviews, Product 
reviews  Conditional random fields, Feature Function.  
1 Introduction 
The growth of world-wide web platforms such as social 
media, forums, blogs and product reviews has led people 
to post their opinions and benefit from others’ past 
experiences. User-generated reviews have become an 
exciting reference in most fields, such as business, 
education and e-commerce, as they contains opinionated 
information about services and products (Moghaddam, 
Jamali and Ester 2011). Analysing such information 
enhances the decision-making process when selling, 
buying and providing services. In the business world, for 
example, reviews help to improve the way that services or 
products are offered and eliminate customer 
dissatisfaction. Obtaining such information will guarantee 
that feedback is delivered to the manufacturer or service 
provider. For potential customers, it creates awareness 
from others’ past experiences and thus enhances the 
decision-making process. The ability to post reviews is 
provided by many e-commerce websites, such as 
Amazon, Yahoo Shopping and eBay, among others, and 
allows customers to post their opinions freely. While this 
seems straightforward, the process becomes complicated 
when there are large numbers of reviews. Therefore, the 
enormous number of online opinionated customer 
reviews creates the need for systems to gather important 
information, analyse it, and extract useful knowledge to 
ensure that end-users can benefit with minimal effort. 
Opinion mining is classified into three branches: the 
document level, which aims to provide an overall 
opinion; the sentence level, which produces opinions 
based on the sentence; and the feature level, which 
examines each feature in the review. This is known as 
ABOM (Himmat and Salim 2014; Liu 2012; Liu and 
Zhang 2012). 
ABOM, which is the base case study of this work, 
involves several tasks. First, it aims to efficiently identify 
and extract product entities, which include the actual 
product, its components, functionality, attributes and the 
aspects of the product (Ding, Liu and Zhang 2009). The 
next task is to find the corresponding opinions for each 
entity extracted from relevant reviews. Opinions are also 
known as ‘sentiments’, which are the adjectives that are 
given by users to describe the product. A number of 
researchers have attempted to solve the opinion mining 
problem using different approaches via supervised, 
unsupervised and semi-supervised learning. These 
include rule-based methods (Guo et al. 2009; Hu and Liu 
2004a, 2004b; Liu, Hu and Cheng 2005; Moghaddam and 
Ester 2010), statistical methods (Guo et al. 2009; Wang, 
Lu and Zhai 2010; Choi and Cardie 2010; Titov and 
McDonald 2008) and lexicon approaches(Zhao and Li 
2009; Noy 2004; Zhang et al. 2011; Taboada et al. 2011; 
Wogenstein et al. 2013). 
In this paper, we study the problem of ABOM as a 
sequence labelling problem, and propose a computational 
technique to model ABOM of product reviews. Recent 
research has shown that the sequence labelling 
approaches based on conditional relations enhance the 
accuracy and performance of unstructured prediction 
problems. There are some proposed models for sequence 
labelling tasks, such as CRF (Lafferty, McCallum and 
Pereira 2001), Hidden Markov Models (HMM) (Eddy 
1996) and Max-Margin Markov Networks (Roller 2004), 
among others. These models have shown enormous 
improvement and considerable success in certain practical 
tasks, such as natural language processing, pattern 
recognition and information extraction. We employ a 
supervised learning approach using the CRF model to 
identify and extract aspects, as well as extract and map 
opinions as a sequence labelling problem. CRF is a class 
of statistical modelling methods often applied in pattern 
recognition and machine learning that is used for 
structured prediction. This is particularly important for 
opinion mining of product reviews. We propose 
techniques for selecting the best features for the proposed 
CRF model and optimising its accuracy. 
The goal of our work includes identifying product 
entities and mapping them to the corresponding opinions 
along with their orientation as a subjective ABOM 
pattern, which is represented as the form of a single word 
or multi-word expressions. CRF is used to encode known 
relationships between reviewers’ opinions and construct 
consistent interpretations of the reviews. With this 
approach, CRF predicts the sequence of labels for a given 
input sequence. Here, the reviews were considered as 
input sequences and POS tags and opinion tags were used 
as output labels. The Center for SprogTeknologi (CST) 
online tagger was used for performing POS tagging and 
opinion tagging was done manually. To tune and evaluate 
the CRF model, we trained and tested the model with an 
annotated dataset, obtained from Hu and Liu (2004a) and 
Marcińczuk and Janicki (2012). The essentials tasks of 
POS tagging and opinion tagging are described below. 
Unlike other systems that consider a single feature of 
the entity, in which previous work considers nouns and/or 
noun phrases to be product aspects, our method attempts 
to find the best combination of features that makes the 
word eligible to be a product aspect. These features 
include, but are not limited to tokenisation, part of speech 
tagging, chunking, word distance features and position 
features. Our experimental results confirm the 
effectiveness and accuracy of the proposed solution. The 
major contributions of this paper include: 
1. Hand annotation of the dataset. 
2. Proposing statistical frameworks to 
automatically find the ABOM pattern by 
considering linguistics to expand the list of 
words are that are likely to be product aspects, 
then mapping the relationships to corresponding 
opinions, without considering domain 
knowledge and based only on strict matches. 
3. Extracting all possible aspects and opinions and 
improving the accuracy of aspect and opinion 
extractions by proposing a technique to select 
the best feature functions considering three 
inputs to the CRF model (Labels|Words, 
POStagging, Chcunking) = (T| W, P , C). 
4. Identifying and mapping the relationships and 
boundaries between product aspects and 
opinions by combining basic linguistic features 
and n-grams, where all the comparison were 
made based on strict matches only. 
The rest of the  paper is organized as follows: section2 
is the related work, section3 stated the problem of 
ABOM, section4 is the design, train and test of the CRF 
model. Section5 is the feature function of the CRF model. 
Section 6 is the experiment and error analysis as section6.  
Finally, section7 as discussion and future work.  
2 Related work 
As mentioned above, and according to Pang and Lee 
(2008), the opinion mining task can be classified as 
follows, based on the extraction task: word/phrase level, 
sentence level (Wiebe et al. 2004; Moghaddam and Ester 
2011; Hu and Liu 2004a) or document level (Turney 
2002; Pang, Lee and Vaithyanathan 2002; Yu et al. 2008; 
Lim et al. 2010; Liu, Hu and Cheng 2005). Many studies 
on opinion mining have been conducted at the document 
level, which aims to find the orientation of the review 
rather the precise likes and dislikes reported. Turney 
(2002) used point-wise mutual information to calculate 
the average semantic orientation of the extracted phrases 
to determine the polarity of the whole document. 
(Hatzivassiloglou 2000) proposed a statistical supervised 
method that works by combining dynamic adjectives, 
semantic oriented adjectives and gradable adjectives as a 
simple subjective classifier. (Pang and Lee 2002) studied 
the effectiveness of sentiment classification using 
machine learning techniques with movie review data. As 
a result of the general orientation of the whole review, the 
mining process missed the detail of what likes and 
dislikes the review contained. To address this problem, 
more research was conducted at the sentence and phrase 
levels. The concept of mining aspects and corresponding 
opinions was first addressed by Hu and Liu (2004) using 
information extraction techniques and based on aspect 
frequency. These approaches were useful when 
associating aspect extraction with the fact that aspects are 
most commonly nouns. However, such models highlight 
the limitations of not extracting infrequent aspects and 
also by the fact that some extracted nouns are not aspects. 
Proprdue and Et (2005) improved the Hu and Liu’s 
system by developing a system to remove frequent nouns 
that are not aspects, such that it achieved high precision 
but low recall; however, this failed to solve the problem 
of infrequent aspect extraction. 
In general, ABOM (Samha, Li and Zhang 2014) 
comes under phrase-level opinion mining, and aims to 
produce a detailed sentiment analysis at the aspect level. 
Vivekanandan and Aravindan (2014) categorized the 
ABOM approaches into three groups: first, the frequency-
based approaches, which are based on frequent aspects of 
products. These assume that the frequent aspects are more 
important than non-frequent aspects (Hu and Liu 2004a; 
Baccianella, Esuli and Sebastiani 2009; Zhuang et al. 
2006). Second, the relational-based approaches map 
relations between aspects and opinions and assume that 
the closest are more likely to be accurate (Zhuang et al. 
2006; Hu and Liu 2004a, 2004b). Finally, the model-
based approaches aim to overcome the limitations of the 
other approaches. Some of the commonly used supervised 
learning techniques are HMM (Abbasi Moghaddam 
2013) and CRF (Qi and Chen 2010; Huang et al. 2012; 
Jakob and Gurevych 2010; Xu et al. 2010). In this paper 
we have used CRF and attempted to overcome some of 
the limitations of other models. 
Jin, Ho and Srihari (2009a, 2009b) have considered 
opinion mining as a sequence labelling problem built 
under HMM (lexicon-based) using linguistic features. 
HMM models assume that each feature is generated 
independently and ignore the underlying relationships 
between the actual words and labels, as well as the 
overlapping features (Qi and Chen 2010). CRF 
overcomes these limitations because it is a discriminative 
model that models the overlapping dependent features 
(Peng and McCallum 2006). Choi et al. (2005) view 
sentiment analysis as a hybrid task information extraction 
problem that combines CRF as a sequence tagging task 
and AutoSlog (Riloff 1996) to learn the extraction 
patterns. Even though their system employs extraction 
learning with CRF, it showed a recall of 54% with exact 
match. CRF has been implemented in different languages, 
 Figure 1: Architecture of the proposed model 
linguistic features (Xu et al. 2010) where the strict match 
performance was around 50%. Here, we have developed a 
CRF model that can address this problem and extract 
frequent and infrequent product aspects, along with their 
corresponding orientations. 
3 Aspect-Based Opinion Mining  
3.1 Problem Statement  
Let  D = { d1 ,d2 , … , dn} a set of opinionated documents, 
where each  D consisted of a set of reviews R =
{r1 ,r2 , … , rn}.  Let, 𝑆 = {𝑠1 ,𝑠2 , … , 𝑠𝑛}a set of sentences, 
where 𝑆 ϵ  , each 𝑆 consists of 
words W = {w1 ,w2 , … , wn}, the corresponding part of 
speech tags s  P = {p1 ,p2 , … , pn} , and the corresponding 
chunking phrases C = {c1 ,c2 , … , cn}.  
3.2 Problem definition 
Given a sequence  W = {w1 ,w2 , … , wn}, the 
corresponding part of speech tags P = {p1 ,p2 , … , pn} and 
the corresponding chunking phrases C = {c1 ,c2 , … , cn}, 
we define the task of ABOM as sequence tagging, where 
we employ CRF to find the appropriate sequence of 
labels T = {t1 ,t2 , … , tn} that maximise the probability 
of P(T| W, P , C). 
3.3 The big picture 
(Figure 2) shows an overview picture of the whole model, 
where (Figure 1) illustrated the architecture of the whole 
model. It started with labelling of the dataset using the 
tags listed in (Table 2). Then Combining the labelled 
dataset into one file to prepare the file for Data pre-
processing, where work by removing all abnormal 
characters from the text using regular expressions. Then 
we used the OpenNLP (Baldridge 2005) to detect and 
split sentences.  
Since we used hand labelling, we need to understand the 
meaning of the tags and after the learning process is done, 
we return the data to its normal condition. Then we 
prepare the dataset for training and testing the CRF 
model, using OpenNLP to do the POS tagging and 
chunking for all words to satisfy the input equation (T| W, 
POS, Chunking). After that, we train the CRF model with 
the feature function. Finally, we tested the CRF model 
and generate results.  
   
 
Figure 2: System big picture 
3.4 Data Set preparation   
3.4.1 Entity Definition  
The focus is to define and extract product entities and 
corresponding opinions then label the training dataset 
using tags. According to Banitaan et al. (2010) and 
Glance, Hurst and Tomokiyo (2004) there are different 
categories of entities (Table 1). However, the broad 
overview categorises them into four entity groups that 
represent different types of words in the review text. 
These four categories are components, functions, features 
and opinions. As an example, (Table 1) includes an 
example of entity categories related to the word ‘camera’ 
(Glance, Hurst and Tomokiyo 2004). Some entities may 
not fit in any categories. Therefore, we can form a fifth 
category, called ‘other’, and leave it open for any 
suggested categories that not belong to any of these four 
entity category. 
 Figure 3: Dataset tagging process  
 
 
Entity Description 
Components Physical objects of a camera, including the 
camera itself, the LCD, viewfinder and 
battery 
Functions Capabilities provided by a camera, 
including movie playback, zoom and 
autofocus 
Features Properties of components or functions, 
such as colour, speed, size, weight, and 
clarity 
Opinions Ideas and thoughts expressed by reviewers 
on the product, its features, components or 
functions 
Other Other possible entities defined by the 
domain 
Table 1: Entity categories 
3.4.2 Pre-processing 
Pre-processing is a necessary step, since the dataset is raw 
and must be prepared for training and then for testing. At 
this stage, all abnormal characters and HTML tags, such 
as <b>, [  ], “”, are removed. Next, all sentences are 
combined into one single document, and then sentences 
were detected using OpneNLP tools (Baldridge 2005). 
3.4.3 Dataset tagging process  
According to the entity definition, this experiment 
defined five types of tags, where the tags are based on 
entities, defined in Figure 3, divided into two main 
categories. The first category is ‘Features’, and includes 
the product itself, its components, functions, features, 
attributes and the aspects of the product. Each category is 
based on its meaning, both explicit and implicit. 
Then we used the most positional and represented 
labels following the Beginning-Middle-End (BME) 
labelling schema: B-Target, identifying the beginning of 
feature/opinion target; M-Target, identifying the middle 
position of the word, where it may have more than one 
middle tag.  Finally is the E-Target, which represents the 
end position of the word in the sentence.  
 
Tag Labels Examples 
Background 
words 
(B) 
I(B) bought(B) 
this(B) 
Explicit aspect 
or feature 
(Feature_B) 
(Feature_M) 
(Feature_E) 
to(Feature_B) 
use(Feature_E) 
Implicit aspect 
or feature 
(Feature_B_Imp) 
(Feature_M_Imp) 
(Feature_E_Imp) 
affordable 
(Feature_B_Imp) 
Positive and 
negative 
explicit 
opinions 
(Opinion_B_P/N_Exp) 
(Opinion_M_P/N_Exp) 
(Opinion_E_P/N_Exp) 
Inexpensive 
(Opinion_E_P_Exp) 
Positive and 
negative 
implicit 
opinions 
(Opinion_B_P/N_Imp) 
(Opinion_M_P/N_Imp) 
(Opinion_E_P/N_Imp) 
real(Opinion_B_P_I
mp) 
buy(Opinion_E_P_I
mp) 
Table 2: Tags 
4 CRF model Design, Train and Test 
Product features are mostly nouns or noun phrases; 
whereas opinions are adjectives or adjectival phrases that 
are most likely appear closer to the nouns. Natural 
language is usually a sequence of words that form 
sentences as a meaningful sequence based on 
grammatical rules. Therefore, the sequence is a sentence 
and a word is a primary element of it. There are enormous 
elements that we can assign to each individual word, such 
as parts of speech, chunking and more. Therefore, the 
problem of ABOM can be formulated as a sequence-
labelling task. The solution to the sequence-labelling 
problem is based on natural language processing 
techniques, where we aim to assign a single label to each 
element in a sequence. First-order CRF (Lafferty, 
McCallum and Pereira 2001; McDonald and Pereira 
2005; Sutton and McCallum 2006) considers the 
dependencies between at most three adjacent labels.  
CRF was proposed by (Lafferty, McCallum and 
Pereira 2001). It is a probabilistic method for extracting 
and labelling sequential data that encode dependencies 
between different entities of a sequence, and typically 
outperforms other supervised learning algorithms, such as 
support vector machine learning. It has demonstrated high 
performance in information extraction, particularly in 
entity recognition (Klinger and Friedrich 2009). CRFs are 
resolved according to undirected graphical models over 
sets of random variables. It is formally defines as follows: 
Let G =  (V, E) , a considering undirected graph, letY =
 (Yv ) v ∈ V where each node ∈ 𝑉 is corresponding to 
each of the random variables that ∈ Y , and (𝑋, 𝑌) is a 
CRF illustrated, in (Figure 4).  𝑋  is a set of variables 
‘input’ over the observation sequence to be labelled and 𝑌  
is a set of random variables ‘output’ over the 
corresponding labelling to be predicted. In this paper, the 
CRF model works as an extraction model that computes 
the probability of  Y =  (T), which represents the 
probability of the sequence of hidden labels to the 
sequence of input  X = (W, Pos, Ch), which represents the 
observed labels, that aims to find the most probable label 
sequence 𝑌′𝑠, given an observation sequence  in the 
problem of sequence label modelling. Therefore, we are 
looking to represent a distribution over a large number of 
random variables using only local functions requiring 
only a small number of variables.  
 
Figure 4: Linear CRF graphical structure  
CRF defined as:   
𝑃(𝑌 | 𝑋) =  
1
𝑍(𝑋) 
 ∏ 𝜓𝑗  (𝑋 , 𝑌)
𝑛
𝑗=1
 
With a normalisation factor: 
Z(x) =  ∑ y ∏ iϵ N ϕ (yi, xi)  and a feature suction is 
defined as: fk as ϕi (yi, xi) = exp(∑ λk fk(yi, xi)k ). In 
prediction, we output the most probable label that 
maximize the likehood of Ŷ = argy MAX P(Y|X). 
The main task of this paper, is viewing ABOM as a 
sequential tagging problem which use a set of statistical 
and natural language features to train the liner-chine 
CRF. The relation between aspects and opinions are 
mapped by understanding the syntactic based on 
observations. 
5 Feature Function  
Feature function is an active search in information 
extraction, pattern recognition, text mining and statistics. 
Thus, modelling the perfect subset of features is 
significant to influence the performance of the ABOM 
model. In this paper, we define features as parameters 
that make the CRF model computable; therefore, those 
features were used to map the relationships between 
observations labels and hidden labels. Since the product 
aspects/features are mostly likely to be nouns or/and noun 
phrases and opinions are most likely to be adjectives 
or/and adjectival phrases, selecting features is based on 
natural language processing techniques and a 
probabilistic language model. These features are divided 
into two categories: 
5.1 Basic features 
 Basic features are linguistic features that were used as 
they are. These tasks were completed by the OpenNlp 
toolkit (Baldridge 2005) as follows: 
 Token feature f1: This represents the string of 
the current token in which every word of the text 
is a token wi. Tokenisation worked well in 
Zhang and Liu (2014) and Jakob and Gurevych 
(2010). In this paper, the token is the value of 
the actual word of the sentence. It values each 
token in the sentence by the natural word and the 
position of the word in the sentence indexed by 
relative position to the word. 
 Part-of-speech tagging feature 𝑓2 and chunking 
features f3: are two syntactic features 
(Marcińczuk and Janicki 2012) that examine the 
phrase level in depth, considering the token and 
its surrounding words.  f2 is used to classify each 
wn ∈ W  into one of a set of tags, such as verbs, 
nouns or adjectives, while 𝑓3 is used to classify 
each wn ∈ W  to the applicable chunk based on 
phrases.  f2 and  f3  are used to map the 
relationship between product aspects and 
opinions. Here, we used Part of Speech Tagger 
from the Open NLP toolkit (Baldridge 2005). 
 Chunking feature f3 : text chunking is used to 
recognise the relatively simple syntactic 
structure of sentences. POS tagging shows the 
product aspects at a word level only; however, 
some product aspects are noun phrases, which 
are more likely to be nearest to the opinion 
words (Tjong Kim Sang and Buchholz 2000). 
For chunking we used the Chunker tools from 
the OpneNLP toolkit (Baldridge 2005) that was 
trained on conll2000 (Tjong Kim Sang and 
Buchholz 2000) shared task data. 
 Sentence segmentation feature f4: this feature is 
used to segment each review into sentences. This 
feature helps to find the boundaries of the 
opinionated sentences. 
5.2 Advanced features  
Advanced features are the basic features mixed with 
certain statistical features to form rules, as follows: 
 N-grams features 𝑓5: since POS tagging and 
chunking map the synaptic structure of the 
sentence in a simple way, n-gram was added as a 
feature, as it performs well in sentiment 
classification (Pak and Paroubek 2010; Dave, 
Lawrence and Pennock 2003; Pang, Lee and 
Vaithyanathan 2002). From this point, we 
experimented with the best settings usage of 
unigrams, bigrams, and trigrams and combined 
Item 
sequences 
Attributes Description 
1 w[t-2], w[t-1], w[t], w[t+1], w[t+2], (5 features of trigram words) 
2 w[t-1]|w[t], w[t]|w[t+1], (2 features of bigram words) 
3 pos[t-2], pos[t-1], pos [t], pos [t+1], pos [t+2], (5 features of trigram POS tagging) 
4 
pos[t-2]|pos[t-1], pos[t-
1]|pos[t], pos[t]|pos[t+1], pos[t+1]|pos[t+2], 
(4 features of POS tagging relations (2-order)) 
5 
pos[t-2]|pos[t-1]|pos[t], pos[t-
1]|pos[t]|pos[t+1], pos[t]|pos[t+1]|pos[t+2] 
(3 features of trigram POS tagging relations (3-order)) 
6 
chunk[t-2], chunk [t-1], chunk [t], chunk [t+1], chunk 
[t+2], 
(5 features of trigram chunk tags) 
7 
chunk [t-2]|chunk [t-1], chunk [t-1]|chunk [t], chunk 
[t]|chunk [t+1], chunk [t+1]|chunk [t+2], 
(4 features of chunk tagging relations (2-order)) 
8 
chunk [t-2]|chunk [t-1]|chunk [t], chunk[t-1]| chunk 
[t]|chunk [t+1], chunk [t]|chunk [t+1]| chunk [t+2] 
(3 features of trigram chunk tagging relations (3-order)) 
Table 3: CRF advanced features 
them with the basic features, as shown in 
(Table3) .  
 Context features 𝑓7: considers the token 
feature f1 to obtain contextual information, 
where the tokens near the target token may 
indicate its type and to which category it 
belongs. This works by using  f2 and  f3 features 
as added features to the neighbouring words of 
different n-grams, where we study the 
surrounding words in combination with other 
features, such as n-grams, POS and chunking. 
Therefore, we formed rules based on 
observations using  f5, as shown in Table 3. 
 Position of the word featuref7: we used tags 
applicable for the word’s position in the 
sentence, for instance, _B ‘beginning of 
sentence’, _M ‘middle of the sentence’ and _E is 
‘end of sentence’. 
The combination of both feature sets increased the 
accuracy of the CRF model. Some definitions are 
necessary to clarify the reading of the features: 
 W is the word features: include word at position 
t-2, t-1, t, t+1, t+2: trigram of words. 
 w[t-1]|w[t]: associations between words 
features: represents the concurrency of bigram of 
words. 
 Corresponding with POS: part of speech tag and 
chunk: Chunker Tag. 
6 Experimental Framework 
CRFsuite (Okazaki 2007), a fast implementation of 
CRF (Lafferty, McCallum and Pereira 2001), was used to 
train our model. In the training phase, CRFsuite predicted 
some wrong labels; for instance, the product aspects that 
we were interested in might be a single word or consist of 
multi-word strings; however, we needed some scripts to 
help with the dataset. Therefore, we wrote few Python 
scripts that aim to align the CRFsuite output tags with the 
original input labelled file. We then evaluated the work 
by calculating precision, recall and F-score measures on 
the actual word, post-tagging and chunking recognition 
rather than individual words. 
Additionally, we divided the actual and predicted 
aspects into four categories: correct (self-explanatory), 
missed (actual chunks not identified by the model), 
wrong label (word sequences that were correctly 
extracted but wrongly classified), and false positives 
(self-explanatory) to obtain a more detailed picture. 
 
Performance Individual 
label 
assignment 
Chunk 
recognition 
Label + 
POS+ 
chunk 
Precision 0.37 0.83 0.75 
Recall 0.19 0.45 0.7 
F-measure 0.229 0.58 0.73 
Correctly 
identified 
chunks 
- 0.45 0.50 
Missed 
chunks 
- 0.53 0.49 
Incorrectly 
labelled 
chunks 
- 0.01 0.017 
False 
positives 
- 0.08 0.212 
Table 4: Model label performance 
We examined the model’s performance by measuring 
the accuracy at every level of the experiment. We began 
by measuring the performance of the model using the 
labels alone, which we consider as the baseline, as shown 
in (Table 4), where it shows poor performance in general. 
Due to the limited matched examples in the dataset, rare 
tags did not occur often enough to generalise from them, 
especially for context-dependent features. However, the 
word itself is a suitable predictor of the label. On the 
other hand, if the model is too heavily trained on words, 
then it will not be able to make good predictions for 
words that it has never seen a common occurrence when 
dealing with natural language data.  
We then added the chunking tags to the labels, which 
improved precision and recall. The performance was 
improved by using the actual word, POS tags and 
chunking. From this point, the actual word, the label, the 
POS tag and the chunking tag were used in model 
experiments along with several different feature sets. 
CRFsuite allows the possibility of providing scaling 
values for each feature; this value is multiplied by the 
learned weight when predicting the value of a label, 
making it possible to adjust the importance of the feature 
to some degree. We modified the feature extraction script 
to allow scaling values to weight the value of the word-
based features or part-of-speech based features more
heavily. (Table 5) contains the results of preliminary tests 
on an 80/20 split of the manually tagged data using 
several combinations of scale values. 
 
Weights Term 3.0 
POS 1.0 
Term 1.0 
POS 3.0 
Term 3.0 
POS 2.0 
Term 2.0 
POS 3.0 
Individual tags 
Precision 0.36 0.35 0.35 0.36 
Recall 0.20 0.19 0.20 0.20 
F-score 0.24 0.23 0.24 0.24 
Extraction task 
Precision 0.75 0.74 0.73 0.71 
Recall 0.46 0.40 0.45 0.44 
F-score 0.57 0.52 0.56 0.55 
Correct 0.46 0.40 0.45 0.44 
Missed 0.52 0.57 0.52 0.53 
Label error 0.00 0.01 0.01 0.02 
False positive 0.20 0.20 0.21 0.21 
Table 5: 80/20 data with different scales 
 
Performance 
Restricted 
tags 
Pruned 
sentences 
Restricted 
tags, pruned 
sentences 
Individual tags 
Precision 0.44 0.36 0.43 
Recall 0.26 0.21 0.27 
F-Score 0.30 0.24 0.32 
Extraction task 
Precision 0.75 0.74 0.72 
Recall 0.44 0.46 0.47 
F-Score 0.56 0.57 0.57 
Correct 0.44 0.46 0.47 
Missed 0.54 0.51 0.51 
Label error 0.00 0.02 0.01 
False positive 0.19 0.20 0.23 
Table 6: Extracted tags results  
Because there were so few examples of some of the 
labels, we tried consolidating some of them. Specifically, 
we combined the _M and _E tags into one group (_M). 
The _B tag marks the beginning of an aspect, but we can 
detect the end when we reach a B tag, or a subsequent _B 
tag. This yielded a more marked improvement in 
performance on individual tag performance, but had little 
effect on performance in the extraction task. Since the 
number of background tags is so much larger than the 
number of aspect tags, we also removed sentences that 
did not contain opinions and trained the model on the 
more limited dataset (see Table 6). 
 
Ten-fold cross validation of the dataset 
Precision 0.75 0.75 
Recall 0.49 0.51 
F-score 0.59 0.61 
Correctly identified chunks 0.49 0.51 
Missed chunks 0.48 0.46 
Incorrectly labelled chunks 0.01 0.01 
False positives 0.21 0.20 
Table 7 10-cross validation   
Combining the methods yielded the following results on 
the 80/20 split (scaling value for term features = 3.0, 
reduced tag set, pruned sentences). 
 
Tags B Feature Opinion 
Weight -0.25 0.25 0.25 
P 0.91 0.72 0.74 
R 0.96 0.66 0.71 
F 0.94 0.7 0.73 
Tags B Feature Opinion 
Weight 0 0.5 0.5 
P 0.91 0.73 0.75 
R 0.97 0.67 0.7 
F 0.94 0.7 0.73 
Table 8: Extraction task after weighting  
The item accuracy for training the CRF of 10-fold cross 
validation ranged between 83% and 87%. 
At this stage, we noticed low recall in extracting aspects 
and opinion; therefore we tried to balance the labels by 
giving less weight to the dominant tag and high weight to 
the features and opinions, where the item accuracy was 
2,674/2,812 (0.95%), and the instance accuracy was 
111/184 (0.60%). 
6.1 Experiment set up and results  
In this experiment, we used two datasets of product 
reviews. One was collected by Qi and Chen (2010) from 
Yahoo Shopping on different cameras. The other dataset 
was collected by Hu and Liu (2004a, 2004b) from 
Amazon for nine different products. Five random cameras 
were chosen from both datasets, which gave 1,025 full 
reviews, consisting of 2,500 opinionated sentences. Then 
dataset was then tagged using the tag sets described in 
(Table 2). 
For each review, each sentence was hand-labelled, 
which accumulated of 35,877 terms, with the distribution 
of labels illustrated in (Figure 3). Words belonging to any 
product aspects and opinions had _B, _M, or _E, infixes 
according to whether they are the first word in a phrase 
representing the aspect, a word in the middle of the 
phrase, or the last word in the phrase (some of these tags 
were combined as described in the methods section). Any 
word that did not belong to these categories received a 
background tag, B. The distribution of labels is shown in 
(Table 9). 
Most terms were unambiguously associated with a 
particular label; the average overlap in the sets of terms in 
all pairs of labels was 3% and 82% of the terms received 
a unique label.  
We extracted the following features for each word: the 
word itself; the part-of-speech of the word; nearby words 
and part-of-speech tags in a window of configurable size, 
indexed by relative position to the word. The n-grams of 
words and parts-of-speech of the length of the window 
size containing the word; and a ‘beginning of sentence’ or 
‘end of sentence’ tag where applicable.  Part-of-speech 
tagging was done with the default Maxent tagger of the 
nltk library (trained on the Penn treebank corpus). 
6.2 Error Analysis 
The error analysis indicated some detected mistakes 
that we face during experiment. Most of the errors were 
due to the nature of the data, since it does not following a 
constant sentence structure, in which case the proposed 
CRF model would not detect the pattern easily. 
 
Label No of labels 
B 28,541 
Feature_B 2,526 
Feature_M 359 
Feature_E 881 
Feature_B_Imp 192 
Feature_M_Imp 42 
Feature_E_Imp 33 
Opinion_B_N_Exp 439 
Opinion_M_N_Exp 163 
Opinion_E_N_Exp 248 
Opinion_B_P_Exp 1,549 
Opinion_M_P_Exp 179 
Opinion_E_P_Exp 525 
Opinion_B_N_Imp 25 
Opinion_M_N_Imp 15 
Opinion_E_N_Imp 18 
Opinion_B_P_Imp 55 
Opinion_M_P_Imp 45 
Opinion_E_P_Imp 42 
Table 9: Distribution of labels 
Unsurprisingly, precision was high. Many of the 
correctly identified aspects occurred many times in the 
training set (for example, ‘camera’ was extracted as a 
feature in 29 of 34 appearances and ‘great’ in 18 of 20). 
Almost 50 aspects were correctly extracted despite 
occurring only once. 
Most of the items that were missed occurred only once 
or twice. The highest single number of misses was five 
out of 34 instances of ‘camera’. The next highest were all 
four occurrences of ‘sensor’ (feature), and three of five 
occurrences of ‘photos’ (feature). 
These four chunks were correctly extracted, but 
assigned the wrong label, such as user (Opinion_P_Exp / 
Feature_Imp) and quality (Opinion_P_Exp / Feature). 
There seems to be a trend of mis-characterising the 
polarity of opinions, and perhaps mistaking opinions for 
some features. The false positives are the most interesting 
errors, these are some examples: product (None / 
Feature_Imp) (1), rechargeable battery (None / Feature) 
(1), LCD (None / Feature) (1). Most, if not all, are 
entirely reasonable extracts. Some of the extractions, 
especially the features, are clearly mis-tagged in the 
original dataset: ‘large view screen’, ‘rechargeable 
battery’, ‘wide angle coverage’, ‘viewfinder’, etc. Camera 
models, such as ‘Kodak camera’ and ‘Canon XS’ were 
also correctly identified. 
7 Discussion and Conclusion 
In this paper, we have analysed the ABOM problem. We 
propose a CRF-based method to extract all possible 
aspects and corresponding opinions in reviews and 
integrate basic linguistic features with statistical features 
and combined features. As a result, the model achieves 
high performance. 
We were able to achieve high performance when 
applying CRFs to opinion mining by the selected feature 
functions. However, when attempting to improve the 
performance, this seemed to be determined by the 
limitations of the dataset rather than the defects of the 
technique. We had 2,500 sentences, and only 60% of 
them expressed explicit opinions and features.  
We considered using a bootstrapping process to 
augment our data; however, the performance was not as 
we expected. We wrote a bootstrapping script that used 
votes from several models to output sentences where all 
models agreed, but the danger is that agreement might not 
be a good indication of correctness in this case. This 
script would nonetheless be useful in easing the process 
of manually annotating data, as it would be easier to 
correct tags than to assign them from scratch. Incorrectly, 
tagged data is also a problem, particularly when there is  a 
limited opinionated dataset that are manually tagged. The 
impact of a mistake is much greater since it less likely to 
be overshadowed by correct instances when there are not 
many of the latter. Nonetheless, it is clear from the 
comparison with the baseline use of word frequency that 
the ability of CRF to exploit context results is definitely 
helpful. Further work might include adding features based 
on semantics, as well as improving the quality of the 
training data by adding more opinionated data. In future 
work, domain knowledge will be added to the 
identification process and then integrated with the use of 
current features to enable more effective features. 
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