For the projective case we exhibit a practical method for calculating the Hilbert function of a complete intersection of any dimension. In the a ne case we deal with complete intersection curves of superelliptic type. With the help of Grobner techniques we give an explicit formula for the geometric genus.
Introduction
In this article we calculate the genus of a projective complete intersection of any dimension and the genus of an a ne complete intersection curve of superelliptic type. The arithmetic genus of a projective complete intersection depends on the degrees of the hypersurfaces cutting it. A formula for its genus using only the degrees of these hypersurfaces is given by Hirzebruch in 3] as an application of his Riemann-Roch theorem. Miranda has communicated us the following algorithm 5]:
One has to compute the cohomology H i (O X (k)) for every complete intersection X P n , for every twist k, and for every cohomology group H i . Start with X = P n itself, where all is known. Assume you know everything when Y is a complete intersection with degrees (d 1 Knowing the cohomology on the left and the middle will tell you the cohomology on the right. Applying this recursive algorithm with X a curve gives the genus computation as g = h 1 (O X ). We give an algorithm for calculating the Hilbert polynomial of a projective complete intersection by using a similar exact sequence of sheaves. The arithmetic genus is then obtained from the constant term of Hilbert polynomial.
In the a ne case the usual procedure for nding the genus of a curve is to nd the genus of a resolution of its projective closure. This is intractable in general. We restrict our attention to the types of curves which are used in coding theory. These are superelliptic curves which we describe in equation (9) . Stepanov and Ozbudak has calculated the genus of some elliptic type curves in 8] using the \counting the di erentials" method (for an account of this, see 6]). Stepanov also calculates the genus of an important class of curves in 7], see Remark 1 after Theorem (9) at the end of this article. Ozbudak has also calculated the genera of bre product of superelliptic curves using the \counting the di erentials" and the Riemann-Hurwitz genus formula 9].
Khovanskii has given a formula for the arithmetic genus of an algebraic variety X de ned in (C ? 0) n by a nondegenerate system of polynomial equations f 1 = ::: = f k = 0 with polyhedra 1 ; :::; k . His method depends on choosing a toral nonsingular compacti cation M n of (C ? 0) n and using an exact sequence of sheaves and cohomology groups of M n 4]. Our method involves describing the projective closure with the help of Grobner bases. After describing the rami cation indices contributed by resolving the singular points at in nity, a direct application of the RiemannHurwitz formula yields the genus as a function of the degrees of the hypersurfaces cutting the curve.
Our main results are Theorem (1) and Corollary (2) for the projective case and Theorem (9) and Corollary (10) for the a ne cases. Our results on Grobner theory are given in Lemma (3) and Corollary (4).
We thank S. Stepanov, A. Klyachko and R. Miranda for several discussions during the preparation of this work.
Projective Case
Let S denote the homogeneous coordinate ring, k x 0 ; :::; x n ], of P n k , where k is an algebraically closed eld, usually C (6) In this sequence of equations we write (3) by using (1) where we replaced r by r + 1. We split the summation in (3) into two parts; the rst part involves no occurence of d r+1 , and the second part contains only those terms which contain d r+1 . This splitting is illustrated in the equation (4) . Then we collect the terms containing d r+1 in (5) . Finally, in the light of our induction hypothesis (1), we recognize the second and the third terms of equation (5) as the Hilbert polynomial H r (t) where t = z ? d r+1 , and this constitutes equation (6) .
Thus it su ces to prove that
In order to prove this we consider the following short exact sequence; 0 ! S=(f 1 ; :::; f r )](?d r+1 ) ! S=(f 1 ; :::; f r ) ! S=(f 1 ; :::; f r ; f r+1 ) ! 0; (8) where S=(f 1 ; :::; f r+1 ) is the homogeneous coordinate ring of X r+1 . The map denotes the natural projection from the S-module S=(f 1 ; :::; f r ) which is the homogeneous coordinate ring of X r . The map denotes multiplication by f d+1 and the left-most module is twisted by ?d r+1 so as to make the map homogeneous of degree zero. We observe that the value at z of the Hilbert polynomial of S=(f 1 ; :::; f r )](?d r+1 ) is equal to the value at z ? d r+1 of the Hilbert polynomial of S=(f 1 ; :::; f r ). Now imposing the additive property of Hilbert polynomials on the short exact sequence (8), we nd that the equation (7) holds. This then completes the induction step, and hence the formula given in (1) is true.
A ne Case
In this section, we compute the genus of a complete intersection curve C in This is a smooth a ne curve and its projective closure C in P n+1 C is singular. LetC be a resolution of C. The genus of C is then de ned as the genus ofC. In the following subsections we will in turn describe the projective closure of C, describe a nite map fromC to P 1 , count the rami cation indices of the points ofC under this map and nally apply the Riemann-Hurwitz formula to this map to calculate the genus.
Projective Closure of C
We rst consider a complete intersection curve C 1 of a special type in A We are now again at the stage where a suitable constant multiple of the polynomial f j;k;l is subtracted from p to remove the leading x-term of p and since j + k + l < p the resulting polynomial is of the type which allows further reduction of x-terms without introducing any y 1 or y 2 terms of degree higher than the degree of (y d
2 ) p . And how we will continue is going to be determined according to whether c 1 = 1 or c 1 > 1. Since c 1 is strictly less than c, this process must stop after nitely many steps.
This then proves that there is a polynomial of the form (11) in the ideal I. 2 ) l g 1 (y 1 ; y 2 ) for some integer l and for some polynomial g 1 (y 1 ; y 2 ).
If there is an element h in the reduced Grobner basis whose leading term is y dk 2 1 as a term of h and it cannot be cancelled. This however contradicts the assumption about the leading term of h since y 1 > y 2 . Hence we conclude that the leading term of an element in the Grobner basis is either of the form y dk 1 or is divisible by x. We now return to g. It is now clear that any point at in nity will be contributed by g alone. After homogenizing g with respect to z and setting x = 0 and z = 0 we have g(y 1 ; y 2 ) = 0 giving all the roots for the points at in nity. Since any root of g is in the common solution set of I h , then it must also satisfy (y d 1 ?y d 2 ) p = 0 so it must be an r-th root of unity where rjd. This then proves that the structure of g is as claimed. 2 Conjecture 5 In equation (13) of Corollary (4) we actually have l = 0.
In our calculations with Maple V we always obtained l = 0. However here we neither need nor see a way of proving this conjecture... See also the parametrization (17) for a justi cation of this de nition. IfC is a resolution of C then C andC are isomorphic everywhere except at nitely many points which correspond to the points at in nity and ' extends over toC by sending all the points at in nity to 1 : 0] as above.
Thus we have a map
which is a morphism of degree d 1 d 2 :::d n .
Rami cations of '
We rst examine the n = We nally give the formula for the most general case.
Corollary 10 Let C be the complete intersection curve given by (9) Remark 2: This corollary can be proved in the same way as Theorem (9) . The rami cation values required for the formula are given at the end of section (3.3).
Remark 3: Note that when put s = n in the above formula (20) we recover the formula (19) of Theorem (9) . However this is only an algebraic phenomena since geometrically the two formulas are derived from di erent con gurations at in nity.
