Abstract. In this work we find a closed form expression for matrix averages over the Gaussian ensemble. More precisely, given an n × n Hermitian matrix A and a continuous function f (x) we find a closed form expression for the expectation E(Tr(f (XAX * ))) where X is a Gaussian n × n matrix with complex independent and identically distributed entries of zero mean and variance 1. Taking f (x) = log(1+x) this gives us another formula for the capacity of the MIMO communication channel and taking f (x) = (1 + x) −1 gives us the minimum MMSE achieved by a linear receiver.
Introduction
Random matrices is an important and active research area in mathematics. Nowadays, random matrices find applications in fields as diverse as the Riemann conjecture, physics, chaotic systems, multivariate statistics, wireless communications, signal processing, compress sensing and information theory. In the last decades, a considerable amount of work has emerged in the communications and information theory on the fundamental limits of communication channels that makes use of results in random matrix theory. Is for this reason that in many situations one needs to compute averages over certain matrix ensembles. To be more specific, consider the well known case of the single user MIMO channel with multiple transmit and receive antennas. Denoting the number of transmitting antennas by t and the number of receiving antennas by r then the channel model is y = Xu + n where u ∈ C t is the transmitted vector, y ∈ C r is the received vector X is a r × t complex matrix and n is the zero mean complex Gaussian noise with independent, equal variance vector. We assume that E(nn * ) = I r . It is reasonable to put a power constraint E(u * u) = E(Tr(uu * )) ≤ P where P is the total transmitted power. Therefore, snr = P t . Naturally, the simplest example is the one where X has i.i.d. entries, which constitutes the canonical model for the single user narrow band MIMO channel. It is a well known Theorem in Information Theory (see [10] ) that the capacity of this channel is achieved when x is complex Gaussian zero mean and covariance snrI t vector. The capacity is given by E log det(I r + snrXX * ) = E Tr log(I r + snrXX * ) (1.1) where in the last equality we use the fact that Tr log(·) = log det(·).
Recall that if A is an n × n Hermitian matrix then there exist U unitary and
Another important performance measure is the minimum square error (MMSE) achieved by a linear receiver, which determines the maximum achievable output signal to interference and noise ratio (SINR). For an i.i.d. input, the arithmetic mean over the users (or transmit antennas) of the MMSE is given, as a function of X by
Another important area where random matrix averages appear is in multivariate statistics. For instance, the estimation of a covariance matrix from insufficient data is one of the most common problems in multivariate statistics. More specifically, assume we have a set of n independent identically distributed measurements of an m dimensional random vector where n < m. The maximum likelihood estimate is the sample covariance matrix but in the case n < m this estimate is singular, and therefore it is a fundamentally bad estimate. In [2] a new approach to handle this problem was found. Let p be a parameter with 1 ≤ p ≤ n and let us consider the Stiefel manifold Ω p,m = {Φ ∈ C m×p : Φ * Φ = I p } with the isotropic (Haar) measure. We are given the n measurements in the from of an m × n matrix X, the columns of which comprise n independent identically distributed realizations of a zero mean random vector. Assume that this vector has covariance matrix Σ which we want to estimate. The classical sample covariance matrix is
In the case n < m this matrix is rank deficient. The handle this problem in [2] we investigated two approaches: cov which yields directly an estimate for Σ and incov which yields directly an estimate for Σ −1 . These two quantities are defined by
where the expectation is taken with respect to the isotropic measure on the Stiefel manifold Ω p,m . For properties on this estimates, explicit formulas and more details see [2] . In Section 2 we present some preliminaries in random matrix theory. In Section 3 we discuss some results proven in [2] of averages in the Stiefel manifold. In Section 4 we prove the following Theorem: Theorem 1.1. Let A be an n × n Hermitian matrix and let {d 1 , . . . , d n } be the set of eigenvalues of A. For every continuous function f : R → R we have that
where ∆(D) is the Vandermonde matrix associated to the diagonal matrix D = diag(d 1 , . . . , d n ) and T k is the matrix constructed by replacing the (k + 1) row of
where
We also discuss some applications and present some examples.
Random Matrix Preliminaries
A random matrix is a measurable map X, defined on some probability space (Ω, F, P ) and which takes values in a matrix algebra, M n (C) say. In other words, X is a matrix whose entries are (complex) random variables on (Ω, F, P ). One often times identifies X with the probability measure X(P ) it induces on M n (C) and forgets about the underlying space (Ω, F, P ). Random matrices appear in a variety of mathematical fields and in physics too.
Throughout the paper we will denote by A * the complex transpose conjugate of the matrix A. I n will represent the n × n identity matrix. We let Tr be the nonnormalized trace for square matrices, defined by,
where a ii are the diagonal elements of the n × n matrix A. We also let tr n be the normalized trace, defined by tr n (A) = 1 n Tr(A). Let us consider a sequence {A n } n∈N of self-adjoint n × n random matrices A n . In which sense can we talk about the limit of these matrices? It is evident that such a limit does not exist as an ∞ × ∞ matrix and there is no convergence in the usual topologies. What converges and survives in the limit are the moments of the random matrices. Let A = (a ij (ω)) n i,j=1 where the entries a ij are random variables on some probability space Ω equipped with a probability measure P . Therefore,
and we can talk about the k-th moment E(tr N (A k n )) of our random matrix A n , and it is well known that for nice random matrix ensembles these moments converge for n → ∞. So let us denote by α k the limit of the k-th moment,
Thus we can say that the limit consists exactly of the collection of all these numbers α k . However, instead of talking about a collection of numbers we prefer to identify these numbers as moments of some random variable A. Now we can say that our random matrices A n converge to a variable A in distribution (which just means that the moments of A n converge to the moments of A). We will denote this by A n → A. One should note that for an Hermitian n × n matrix A = A * , the collection of moments corresponds also to a probability measure µ A on the real line, determined by
This measure is given by the eigenvalue distribution of A, i.e. it puts mass 1 n on each of the eigenvalues of A (counted with multiplicity):
where λ 1 , . . . , λ n are the eigenvalues of A. In the same way, for a random matrix A, µ A is given by the averaged eigenvalue distribution of A. Thus, moments of random matrices with respect to the averaged trace contain exactly that type of information in which one is usually interested when dealing with random matrices.
Example 2.1. Let us consider the basic example of random matrix theory. Let G n be an n × n self-adjoint random matrix whose upper-triangular entries are independent zero-mean random variables with variance where semicircular just means that the measure µ s is given by the semicircular distribution (or, equivalently, the even moments of the variable s are given by the Catalan numbers).
Example 2.2. Another important example in random matrix theory is the Wishart ensemble. Let X be an n×p random matrix whose entries are independent zero-mean random variables with variance 1 n and fourth moments of order O(
6) where x β is a random variable with the Marcenko-Pastur law µ β with parameter β
where (z) + = max{0, z} and a
The empirical cumulative eigenvalue distribution function of an n × n self-adjoint random matrix A is defined by the random function
where λ k are the (random) eigenvalues of A(ω) for each realization ω. For each ω this function determines a probability measure µ n (ω) supported on the real line. These measures {µ n (ω)} ω define a Borel measure µ n in the following way. Let B ⊂ R be a Borel subset then µ n (B) := E µ n (ω)(B) .
Averages over the Stiefel Manifold
In a joint work with T. Marzetta and S. Simon [2] we were able to find closed form expressions for certain matrix averages over the Stiefel manifold. This results turned out to be very useful in the context of rank deficient covariance matrices (see [2] for more detail on this). Let
be the Stiefel manifold with the isotropic measure dφ. In many situations one needs to compute
where A is an n × n Hermitian matrix and f is a continuous function. Recall that given f a continuous function and X an Hermitian p × p matrix f (X) is defined using functional calculus. More precisely,
where X = UDU * is the spectral decomposition of A and D = diag(x 1 , . . . , x p ) where
are the eigenvalues of X and U is a p × p unitary matrix. Given A an n × n Hermitian matrix with eigenvalues d 1 , . . . , d n and a partition λ = (λ 1 , . . . , λ n ), i.e., a non-increasing sequence of non-negative integers λ j , we define s λ (A) the Schur polynomial of A as the symmetric polynomial given by
For an introduction to the theory of symmetric functions and properties of the Schur polynomials see [3] , [4] and [5] .
The following is a well known Theorem in random matrices and representation theory.
Theorem 3.1. [3]
For every A, B Hermitian n × n matrix and every partition λ we have
For a proof of this result see [3] . It was recently proved in [1] (see equation (18)) that for every n × n Hermitian matrix A and for every Hermitian p × p matrix B Ωp,n
where s λ is the Schur polynomial associated with the partition λ.
Denote by (m − k, 1 k ) the partition (m − k, 1, 1, . . . , 1) with k ones. It is well known see [5] or [3] that for every Hermitian n × n matrix A and for every integer m
Note that for the case 1 ≤ m < n even though the sum is up to the n − 1 term all the summands between min{n, m} and n − 1 are zero. In particular,
Using equation (3.4) and (3.5) we see that
The constant [3] . Therefore,
For each p ≥ 0 consider the operator
.(n+p)
. This extends linearly and continuously to a well defined linear operator I 
where ∆(D) is the Vandermonde matrix associated to D (the diagonal matrix of the eigenvalues of A) and G k is the matrix defined by replacing the (k + 1) row of the Vandermonde matrix ∆(D) ({d
) by the row
For completion we include the proof in the Appendix. The following Corollary shows the case n = p. Note that Ω n,n is equal to U n the set of all n × n unitary matrices with Haar measure.
Corollary 3.3.
Under the same hypothesis than in the previous Theorem we see that
where ∆(D) is the Vandermonde matrix associated to D (the diagonal matrix of the eigenvalues of A) and G k is the matrix defined by replacing the (k + 1) row of the Vandermonde matrix ∆(D) by the row
Example 3.4. Let 1 ≤ p < n and let f (x) = x −1 then for each 0 ≤ k ≤ p − 2 we see that
since this is a multiple of the (k + 2) th row of the Vandermonde matrix ∆(D) we see that det(G k ) = 0 for all 0 ≤ k ≤ p − 2. Let us focus now on the case k = p − 1. It is not hard to see that for each m ≥ 1
Therefore,
where G is constructed by replacing the p th row of the Vandermonde matrix by the row
Example 3.5. Given an n × n Hermitian matrix A it is well known that log det A = Tr log A. Therefore, applying Corollary 3.3 for the case f (x) = log(1 + x) we see that
where the expectation is with respect to Haar measure and G k is the Vandermonde matrix ∆(D) where we substitute the (k + 1) row of ∆(D) ({d
Averages over Gaussian Ensambles
Let M n be the set of all n × n complex matrices and U n the set of n × n unitary complex matrices. Let dX be Lebesgue measure on M n and let dν(X) = π −n 2 exp − trace(X * X) dX be the Gaussian measure on M n . Note that this is a probability measure and it is left and right invariant under unitary multiplication (i.e., dν(XU) = dν(UX) = dν(X) for every unitary U). This measure corresponds to the n × n Gaussian random matrix with complex independent and identically distributed entries with zero mean and variance 1. The following Theorem can be found in page 447 of [3] .
For every A, B Hermitian n × n matrices and every partition λ
where h(λ) is the product of the hook-lengths of λ.
Theorem 4.2. Let A be an n × n Hermitian matrix and let {d 1 , . . . , d n } be the set of eigenvalues of A. For every continuous function f : R → R we have that
where ∆(D) is the Vandermonde matrix associated with the diagonal matrix D = diag(d 1 , . . . , d n ) and T k is the matrix constructed by replacing the (k + 1) row of
Proof. By Stone Weierstrass Theorem it is enough to prove our result for all polynomials. For any two continuous functions f and g,
and (f + g) k = f k + g k for every k = 0, . . . , n−1. Therefore both sides of the equation (4.2) are additive and it is enough to prove the Theorem for the case f (x) = x m with m ≥ 0. Using Theorem 4.1 and equation (3.5) we see that for every Hermitian n × n matrix A we have
It is well known (see [5] ) that for every partition λ = (λ 1 , . . . , λ n )
Therefore, we can deduce that
We can see by direct examination that the hook-length of the partition λ k is equal to
Since A is an Hermitian matrix by the spectral Theorem there exist U unitary and
Note that the d i are the eigenvalues of A. By definition of the Schur polynomials
where ∆(D) is the Vandermonde matrix associated with the sequence {d i } n i=1 and S k is a matrix whose i-th row is equal to
It is easy to see that after k transpositions of the rows of the matrix S k we obtain a new matrix H k whose i-th row is equal to
This matrix is equal to the Vandermonde matrix ∆(D) but where we substitute the (k + 1) row {d
Using the fact that 
Therefore, our claim holds finishing the proof.
As a consequence we have a new formula for the capacity of the MIMO communication channel and for the MMSE error described in the introduction. 
where T k is the matrix constructed by replacing the (k+1) row of ∆(D) ({d .
As an application let us compute explicitly the two dimensional case for the capacity. Putting all the pieces together we finish the proof.
Analogously, we can compute explicitly the moments for the two dimensional case. 
Tr (X * AX) m dν(X) = m! (m 2 + m + 2)d m .
