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Abstract
Standard probabilistic linear discriminant analysis (PLDA) for speaker recognition as-
sumes that the sample’s features (usually, i-vectors) are given by a sum of three terms: a
term that depends on the speaker identity, a term that models the within-speaker variability
and is assumed independent across samples, and a final term that models any remaining vari-
ability and is also independent across samples. In this work, we propose a generalization of
this model where the within-speaker variability is not necessarily assumed independent across
samples but dependent on another discrete variable. This variable, which we call the channel
variable as in the standard PLDA approach, could be, for example, a discrete category for the
channel characteristics, the language spoken by the speaker, the type of speech in the sample
(conversational, monologue, read), etc. The value of this variable is assumed to be known
during training but not during testing. Scoring is performed, as in standard PLDA, by com-
puting a likelihood ratio between the null hypothesis that the two sides of a trial belong to the
same speaker versus the alternative hypothesis that the two sides belong to different speakers.
The two likelihoods are computed by marginalizing over two hypothesis about the channels in
both sides of a trial: that they are the same and that they are different. This way, we expect
that the new model will be better at coping with same-channel versus different-channel trials
than standard PLDA, since knowledge about the channel (or language, or speech style) is
used during training and implicitly considered during scoring.
1 Introduction
PLDA [1] was first proposed for doing inferences about the identity of a person from an image
of their face. The technique was later widely adopted by the speaker recognition community,
becoming the state-of-the-art scoring technique for this task. In this work, we will adopt the
nomenclature usually used in the speaker recognition community. Yet, the model proposed can
be used for the original image processing task or any other task for which standard PLDA is used.
Standard PLDA assumes that the vector mi representing a certain sample (in speaker recog-
nition these will usually be i-vectors [2]) from speaker si is given by
mi = V ysi + Uxi + zi (1)
where ysi is a vector of size Ry (the dimension of the speaker subspace) and xi is a vector of size
Rx (the dimension of the channel subspace), and
ysi ∼ N(0, I) (2)
xi ∼ N(0, I) (3)
zi ∼ N(0, D
−1) (4)
where the matrixD is assumed to be diagonal. All these latent variables are assumed independent:
speaker variables are independent across speakers and the channel variable xi and noise variable
zi are independent across samples.
The model described corresponds to the original PLDA formulation. In speaker recognition
a simplified version of PLDA is more commonly used, where the matrix V is full rank and the
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channel factor is absorbed into the noise factor, which is then assumed to have a full rather than
diagonal covariance matrix. This simpler model has shown to give better performance than the
original model. See [3] for a comprehensive explanation of the usual flavors of PLDA.
In this work, we propose a generalization of the original model where the channel variable is no
longer considered independent across samples, but potentially shared (tied) across samples from
different speakers.
2 Proposed Joint PLDA Model
The proposed generalization of the PLDA model implies that the channel latent variable is no
longer dependent only on the sample index, but rather, depends on a separate channel label. This
makes the model symmetric in the two latent variables (speaker and channel, in our nomenclature)
in the sense that both variables are tied across all samples sharing a certain label. To represent
this dependency, we introduce a channel label for each sample, called ci. Given this channel label,
and the speaker label si, we propose to model vector mi for sample i as:
mi = V ysi + Uxci + zi (5)
where, as before, ysi is a vector of size Ry and xci is a vector of size Rx, and
ysi ∼ N(0, I) (6)
xci ∼ N(0, I) (7)
zi ∼ N(0, D
−1) (8)
The model’s parameters to estimate are λ = {V, U,D}, as in the standard PLDA formulation,
but the input data for the training algorithm is now expected to have a second set of labels
indicating the channel identity of each sample. Note that while we call this variable the channel,
for consistency with previous work on PLDA, the channel could be anything that is a nuisance
variable for the task. For speaker recognition this could be, for example, a discrete classification
of the channel type itself, or the language spoken, the speech style, etc.
The following sections derive the probabilities that are needed during training with the
expectation-maximization algorithm and during scoring with the likelihood ratio. The deriva-
tions closely follow the ones for standard PLDA in [4] with one main difference: in the new model,
most probabilities cannot be formulated by speaker and then multiplied to get the total proba-
bilities, as is usually done for standard PLDA, since the channel introduces dependencies across
samples from different speakers. Instead, we formulate all probabilities over all samples.
In the following, we take
Y = {y1, . . . , yS} (9)
X = {x1, . . . , xC} (10)
where S is the total number of speakers and C is the total number of channels.
2.1 Prior
The joint prior for the hidden variables for all the data is given by
p(Y,X) = p(X)p(Y ) ∝ exp(−
1
2
∑
s
yTs ys −
1
2
∑
c
xTc xc) (11)
2.2 Likelihood
The full data likelihood is given by
2
p(M |Y,X, λ) =
∏
i
N(mi|V ysi + Uxci , D
−1)
∝ exp
∑
i
(
−
1
2
(mi − V ysi − Uxci)
TD(mi − V ysi − Uxci) +
1
2
log |D|
)
= exp
∑
i
(
−
1
2
mTi Dmi +m
T
i DV ysi +m
T
i DUxci
−
1
2
yTsiV
TDV ysi − y
T
si
V TDUxci −
1
2
xTciU
TDUxci +
1
2
log |D|
)
(12)
2.3 Joint
The joint probability is given by the product of the likelihood and the prior,
p(M,Y,X |λ) ∝ exp
[∑
i
(
−
1
2
mTi Dmi +m
T
i DV ys +m
T
i DUxc
−
1
2
yTsiV
TDV ysi − y
T
si
V TDUxci −
1
2
xTciU
TDUxci
)
−
1
2
∑
s
yTs ys −
1
2
∑
c
xTc xc
]
= exp
[∑
i
(
−
1
2
mTi Dmi +m
T
i DV ysi +m
T
i DUxci − x
T
ci
Jysi
)
−
1
2
∑
s
yTs Lsys −
1
2
∑
c
xTc Kcxc
]
(13)
where
J = UTDV (14)
Kc = ncU
TDU + I (15)
Ls = nsV
TDV + I (16)
where nc is the number of samples for channel c and ns is the number of samples for speaker s.
2.4 Posterior
We compute the posterior from two factors:
p(Y,X |M,λ) = p(Y |X,M, λ)p(X |M,λ) (17)
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2.4.1 Outer posterior
The outer posterior is proportional (as a function of Y ) to the joint probability. Keeping only the
terms in the joint probability that depend on Y we get
p(Y |X,M, λ) ∝ p(M,X, Y |λ)
∝ exp
[∑
i
(
mTi DV ysi − x
T
ci
Jysi
)
−
1
2
∑
s
yTs Lsys
]
∝ exp
[∑
i
(mTi DV − x
T
ci
J)ysi −
1
2
∑
s
yTs Lsys
]
∝ exp
∑
s

yTs ∑
i|si=s
(V TDmi − J
Txci)−
1
2
yTs Lsys


∝ exp
∑
s
[
yTs (V
TDfs − J
T x¯s)−
1
2
yTs Lsys
]
∝
∏
s
N(ys|yˆs, L
−1
s ) (18)
where
fs =
∑
i|si=s
mi (19)
x¯s =
∑
i|si=s
xci (20)
y˜s = L
−1
s V
TDfs (21)
yˆs = y˜s − L
−1
s J
T x¯s (22)
2.4.2 Inner posterior
To get the inner posterior, which is proportional to the joint between X and M , we use a nice
trick [5]:
p(X |M,λ) ∝ p(M,X |λ) =
p(Y,X,M |λ)
p(Y |X,M, λ)
∣∣∣∣
Y=0
∝
exp
(∑
im
T
i DUxci −
1
2
∑
c x
T
c Kcxc
)
exp
(
− 1
2
∑
s yˆ
T
s Lsyˆs
) (23)
where the right hand side in the first line is independent of Y (since the left-hand side is) and,
hence, can be conveniently evaluated at 0. Now, we expand the exponent in the denominator∑
s
yˆTs Lsyˆs =
∑
s
(y˜Ts − x¯
T
s JL
−1
s )(Lsy˜s − J
T x¯s)
=
∑
s
(−2x¯Ts Jy˜s + x¯
T
s JL
−1
s J
T x¯s) + const (24)
and plug it back in the posterior:
p(X |M,λ) ∝ exp
(∑
i
mTi DUxci −
1
2
∑
c
xTc Kcxc −
∑
s
x¯Ts Jy˜s +
1
2
∑
s
x¯Ts JL
−1
s J
T x¯s
)
= exp
(∑
c
gTc DUxc −
1
2
∑
c
xTc Kcxc −
∑
i
xTciJy˜si +
1
2
∑
s
x¯Ts JL
−1
s J
T x¯s
)
= exp
(∑
c
gTc DUxc −
1
2
∑
c
xTc Kcxc −
∑
c
xTc J
¯˜yc +
1
2
∑
s
x¯Ts JL
−1
s J
T x¯s
)
(25)
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where
gc =
∑
i|ci=c
mi (26)
¯˜yc =
∑
i|ci=c
y˜si =
∑
i|ci=c
L−1si V
TDfsi (27)
Since there is no way to disentangle the xs for different cs, we need to obtain the distribution
for all xs at once. We define vectors which are the concatenation of all individual vectors:
X = [xT1 . . . x
T
C ]
T (28)
Y = [yT
1
. . . yTS ]
T (29)
and, similarly, for all other vectors. Converting the sums into matrix form, we get
p(X |M,λ) ∝ exp
(
X
TM1G−
1
2
XM2X −XM3
¯˜
Y +
1
2
X¯
T
M4X¯
)
= exp
(
X
TM1G−
1
2
XM2X −XM3
¯˜
Y +
1
2
X
THTM4HX
)
= exp
(
X
TΦ−
1
2
X(M2 −H
TM4H)X
)
(30)
where
M1 = diagn(U
TD,C) (31)
M2 = diag(K1, . . . ,KC) (32)
M3 = diagn(J,C) (33)
M4 = diag(JL
−1
1
JT , . . . , JL−1S J
T ) (34)
Φ = M1G−M3
¯˜
Y (35)
X¯ = HX (36)
where diagn(M,N) is a block diagonal matrix with matrix M in each of N blocks and
diag(M1, . . . ,MN) is a block diagonal matrix with blocks given by matrices Mi. The matrix
H is of size SRxxCRx, where block Hs,c (Rx rows and columns starting at position (sRx, cRx) in
H) is given by:
Hs,c = ns,cI (37)
where I is the identity matrix of size Rx and ns,c is the number of times that channel s occurs for
speaker s, which could be zero.
Hence, finally:
p(X |M,λ) = N(X|Xˆ,Σ) (38)
where
Σ = (M2 −H
TM4H)
−1 (39)
Xˆ = ΣΦ (40)
Now if we need the distribution of xc we just need to get the marginal distribution from the
one above, which means getting the c block from the mean and covariance matrix. So,
p(xc|M,λ) = N(xc|xˆc,Σc) (41)
Σc = block(Σ, c, c) (42)
xˆc = block(Xˆ , c) (43)
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3 EM algorithm
As in standard PLDA, we will use the expectation-maximization algorithm to train the model
parameters.
3.1 EM objective
The objective function of EM is the likelihood of the data given the model, which can be obtained
as follows:
log p(M |λ) = log
p(M |Y,X, λ)p(X)p(Y )
p(Y |X,M, λ)p(X |M,λ)
∣∣∣∣
Y=0,X=0
=
∑
i
(
−
1
2
mTi Dmi +
1
2
log |D|
)
−
∑
s
(
−
1
2
y˜Ts Lsy˜s +
1
2
log |Ls|
)
+
1
2
Xˆ
T
Σ−1Xˆ +
1
2
log |Σ|+ constant (44)
Terms that depend only on data or are constant have been discarded since they will not change
with model’s parameters.
3.2 EM auxiliary function
The EM auxiliary function is given by the expected value of the log-likelihood with respect to the
posterior probability of the hidden variables given the data and the previously estimated model
parameters, λk−1. Defining Z = {X,Y }, then
Q(λk|λk−1) = EZ|M,λk−1 [log p(M,Z|λk)]
= 〈log p(M |Z, λk)p(Z|λk)〉
= 〈log p(M |Z, λk)〉+ const
=
∑
i
〈
1
2
log |D| −
1
2
(mi −Wzi)
TD(mi −Wzi)〉+ const
=
∑
i
〈
1
2
log |D| −
1
2
mTi Dmi −
1
2
zTi W
TDWzi +m
T
i DWzi〉+ const
=
N
2
log |D| −
1
2
∑
i
〈mTi Dmi −
1
2
zTi W
TDWzi +m
T
i DWzi〉+ const
=
N
2
log |D| −
1
2
tr(SD)−
1
2
tr(RWTDW ) + tr(TDW ) + const (45)
where the 〈 and 〉 symbols stand for the expectation with respect to the distribution of Z given
the data and the previous parameters, as in the first line, and
zi = [x
T
ci
yTsi ]
T (46)
W = [UV ] (47)
S =
∑
i
mim
T
i (48)
R =
∑
i
〈ziz
T
i 〉 (49)
T =
∑
i
〈zi〉m
T
i (50)
In this derivation we use the fact that p(Z|λk) is a constant with respect to λk, since the prior for
the latent variables does not depend on model’s parameters (Equation (11)). We also use the fact
thatmTi Dmi is a scalar and, hence, m
T
i Dmi = tr(m
T
i Dmi) = tr(mim
T
i D) since tr(AB) = tr(BA).
A similar thing is done for the R term and the T term.
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3.3 M-Step
Now, differentiating Q with respect to D and W and setting to zero, we get that
D−1 =
1
N
(S −WT ) (51)
WT = R−1T (52)
So, the matrices are estimated exactly the same way as in the standard PLDA approach [4]. The
complexity lies in getting R and T .
3.4 E-Step
To find T and R we decompose it into their x and y blocks and then use the distributions we
found in Section 2.4.1.
For the x blocks we have:
〈xc〉 = xˆc, (53)
〈xcx
T
c 〉 = Σc + xˆcxˆ
T
c , (54)
where xˆc is given by Equation (43), and Σc is given by Equation (42).
For the expectation of y we use the law of total expectation:
〈ys〉 = EY |M,λk−1 [ys]
= EX|M,λk−1
[
EY |M,X,λk−1 [ys|X ]
]
= EX|M,λk−1
[
L−1s V
TDfs − L
−1
s J
T x¯s
]
= L−1s V
TDfs − L
−1
s J
TEX|M,λk−1

 ∑
i|si=s
xci


= L−1s V
TDfs − L
−1
s J
T
∑
i|si=s
xˆci (55)
where we use Equation (22) to get the inner expectation in the second line. Similar procedures
are used to get the second moments needed to compute R later in this section.
Using all the equalities above, we can compute the two components of T :
Tx =
∑
i
〈xci〉m
T
i
=
∑
c
xˆc
∑
i|ci=c
mTi
=
∑
c
xˆcg
T
c (56)
Ty =
∑
i
〈ysi〉m
T
i
=
∑
s
yˆs
∑
i|si=s
mTi
=
∑
s
(L−1s V
TDfs − L
−1
s J
T
∑
i|si=s
xˆci)f
T
s
=
∑
s
L−1s V
TDfsf
T
s −
∑
s
L−1s J
T
∑
i|si=s
xˆcif
T
s
=
∑
s
L−1s V
TDfsf
T
s −
∑
s
L−1s J
T ¯ˆxsf
T
s (57)
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where we define
¯ˆxs =
∑
i|si=s
xˆci (58)
Finally, we can get the components of R as follows:
Rxx =
∑
i
〈xcix
T
ci
〉
=
∑
c
nc〈xcx
T
c 〉
=
∑
c
nc(Σc + xˆcxˆ
T
c ) (59)
Ryx =
∑
i
〈ysix
T
ci
〉
=
∑
i
〈(L−1si V
TDfsi − L
−1
si
JT
∑
j|sj=si
xcj )x
T
ci
〉
=
∑
i
L−1si

V TDfsi xˆTci − JT ∑
j|sj=si
〈xcjx
T
ci
〉


=
∑
s
L−1s

V TDfs ∑
i|si=s
xˆTci − J
T
∑
i|si=s
∑
j|sj=s
〈xcix
T
cj
〉


=
∑
s
L−1s
[
V TDfs ¯ˆx
T
s − J
T 〈x¯sx¯
T
s 〉
]
(60)
Ryy =
∑
i
〈ysiy
T
si
〉
=
∑
s
ns〈ysy
T
s 〉
=
∑
s
ns
[
L−1s + 〈yˆs(X)yˆ
T
s (X)〉
]
(61)
where
〈yˆs(X)yˆ
T
s (X)〉 = E[L
−1
s (V
TDfs − J
T x¯s)(f
T
s DV − x¯
T
s J)L
−1
s ]
= L−1s (V
TDfsf
T
s DV − V
TDfs ¯ˆx
T
s J − J
¯ˆxsf
T
s DV + J
T 〈x¯sx¯
T
s 〉J)L
−1
s (62)
and
〈x¯sx¯
T
s 〉 =
∑
i|si=s
∑
j|sj=s
〈xcjx
T
ci
〉
=
∑
i|si=s
∑
j|sj=s
[xˆci xˆ
T
cj
+ block(Σ, cj , ci)] (63)
4 Scoring
In scoring, given two sets of i-vectors E and T for enrollment and test, we need to compute:
LR =
p(E, T |HSS)
p(E, T |HDS)
(64)
where SS stands for same speaker and DS for different speaker.
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4.1 Scoring for single-enrollment and single-test trials
In standard PLDA, the denominator can be factorized as p(E)p(T ) but this is only because it is
assumed that channel factors are independent across samples. Since we do not assume that, we
need to compute LR as follows, where we assume E and T are single i-vectors rather than sets.
LR =
p(E, T |HSS, HSC)P (HSC |HSS) + p(E, T |HSS, HDC)P (HDC |HSS)
p(E, T |HDS, HSC)P (HSC |HDS) + p(E, T |HDS, HDC)P (HDC |HDS)
(65)
Here, SC stands for same channel and DC for different channel. The priors for these two hypoth-
esis given the DS and SS hypothesis would be task-dependent (i.e., similarly to the same-gender
and different-gender priors for gender-based mixture PLDA [6]).
Note that the formulation would become more complex if there was more than one sample
allowed in testing or enrollment, since there could be any combination of channels for those
samples, some of them being the same, some different. For now, we will focus on the case in which
both E and T are single i-vectors {mE} and {mT }.
Define M = {E, T }. We can now write:
p(M |H∗S , H∗C) =
p(M |XH∗C , YH∗S )p(XH∗C )p(YH∗S )
p(XH∗C , YH∗S |M)
∣∣∣∣
XH
∗C
=0,YH
∗S
=0
(66)
where we use “*” to indicate either “S” (same) or “D” (different). On the right hand side, we
drop the conditioning to the hypotheses to simplify notation. The latent variables are given by:
XH∗C =
{
{x}, if H∗C = HSC
{xE , xT }, if H∗C = HDC
(67)
and
YH∗C =
{
{y}, if H∗S = HSS
{yE , yT }, if H∗S = HDS
(68)
Now, the likelihood in the numerator of Equation 66 is the same for all four combination of
hypotheses since, regardless of whether the latent variables are tied or not, Equation (12) has the
same form. Hence, that term cancels out in the computation of the LR. The priors, on the other
hand, will have one factor for the same-speaker or same-channel case and two identical factors,
once evaluated at 0, for the different-speaker or different-channel case. So,
LR =
p(x)p(y)p(XHSC , YHSS |M)
−1PS,S + p(x)
2p(y)p(XHDC , YHSS |M)
−1PD,S
p(x)p(y)2p(XHSC , YHDS |M)
−1PS,D + p(x)2p(y)2p(XHDC , YHDS |M)
−1PD,D
∣∣∣∣
0
(69)
were we have shortened the names for the hypothesis priors: PS,S = P (HSC |HSS), PD,S =
P (HDC |HSS), and so on. The evaluation at zero is done for all Xs and Y s.
All that is left to do is compute the posteriors, which are given by the product of the inner
and outer posteriors, and evaluate them at 0.
p(XH∗C , YH∗S |M) = p(YH∗S |XH∗C ,M)p(XH∗C |M) (70)
The outer posterior p(YH∗S |XH∗C ,M) evaluated at 0 will be the same regardless of whether the
channels are the same or different.
p(YH∗S |XH∗C ,M)|0 =
{
N(y = 0|L−1S V
TD(mE +mT ), L
−1
S ), if H∗S = HSS
N(y = 0|L−1D V
TDmE , L
−1
D )N(y = 0|L
−1
D V
TDmT , L
−1
D ), if H∗S = HDS
(71)
where LD = V
TDV + I and LS = 2V
TDV + I. Now we define
m˜E = V
TDmE
m˜T = V
TDmT
k = log(2pi)
9
and rewrite the outer posterior as
log p(YH∗S |XH∗C ,M)|0 =
{
− 1
2
Ryk +
1
2
log |LS| −
1
2
(m˜E + m˜T )
TL−1S (m˜E + m˜T ), if H∗S = HSS
−Ryk + log |LD| −
1
2
m˜TEL
−1
D m˜E −
1
2
m˜TTL
−1
D m˜T , if H∗S = HDS
(72)
The inner posterior is given in Equation (38), with X = x for the same-channel case and
X = [xTEx
T
T ]
T for the different-channel case. These posteriors also depend on whether the speakers
are the same or not (through the implicit conditioning on the hypothesis that we dropped in (66)),
which comes into play when evaluating Equations (33), (91) and (36). The vectors and matrices
required to compute (38) are given by
G =
{
mE +mT , if nc = 1
[mTEm
T
T ]
T , if nc = 2
¯˜
Y =


2L−1
1
V TD(mE +mT ), if nc = 1, ns = 1
L−1
2
V TD(mE +mT ), if nc = 1, ns = 2
[(L−1
1
V TD(mE +mT ))
T (L−1
1
V TD(mE +mT ))
T ]T , if nc = 2, ns = 1
[(L−1
2
V TDmE)
T (L−1
2
V TDmT )
T ]T , if nc = 2, ns = 2
H =


2I, if nc = 1, ns = 1
[II]T , if nc = 1, ns = 2
[II], if nc = 2, ns = 1
I, if nc = 2, ns = 2
M1 = diagn(U
TD,nc)
M2 = diagn(Knc , nc)
M3 = diagn(J, nc)
M4 = diagn(JL
−1
ns
JT , ns)
(73)
where ns = 1 for the same-speaker hypothesis, ns = 2 for the different-speaker hypothesis, nc = 1
for the same-channel hypothesis, nc = 2 for the different-channel hypothesis, L2 = LD, L1 = LS ,
K2 = KD = U
TDU + I and K1 = KS = 2U
TDU + I.
We can now write down the mean and covariance of the inner posterior for each case:
Σ−1SC,SS = 2U
TDU + I − 4JL−1S J
T
Σ−1SC,DS = 2U
TDU + I − 2JL−1D J
T
Σ−1DC,SS = diagn(KD, 2)− [II]
TJL−1S J
T [II]
Σ−1DC,DS = diagn(KD, 2)− diagn(JL
−1
D J
T , 2)
ΦSC,SS =
(
(mˆE + mˆT )− 2JL
−1
S (m˜E + m˜T )
)
ΦSC,DS =
(
(mˆE + mˆT )− JL
−1
D (m˜E + m˜T )
)
ΦDC,SS =
[
mˆE − JL
−1
S (m˜E + m˜T )
mˆT − JL
−1
S (m˜E + m˜T )
]
ΦDC,DS =
[
mˆE − JL
−1
D m˜E
mˆT − JL
−1
D m˜T
]
(74)
where
mˆE = U
TDmE
mˆT = U
TDmT
(75)
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The log of the inner posterior is then given by
log p(XH∗C |M,H∗S) =
{
− 1
2
Rxk −Q∗C,∗S, if H∗C = HSC
−Rxk −Q∗C,∗S, if H∗C = HDC
(76)
where Q∗C,∗S =
1
2
log |Σ∗C,∗S |+
1
2
ΦT∗C,∗SΣ∗C,∗SΦ∗C,∗S .
Finally, since the outer posterior is independent of the channel hypothesis, the logarithm of
the LR can be written as a sum of terms involving the outer posterior and the inner posteriors
LLR = LLRo+LLRi (77)
where
LLRo = log
p(YHDS |XH∗C ,M)
p(y)p(YHSS |XH∗C ,M)
∣∣∣∣
0
= log |LD| −
1
2
log |LS |+
1
2
m˜TE(L
−1
S − L
−1
D )m˜E +
1
2
m˜TT (L
−1
S − L
−1
D )m˜T + m˜
T
TL
−1
S m˜E
where we use that log p(y)|0 = −
1
2
Ryk, and
LLRi = log
p(x)p(XHSC |M,HSS)
−1PS,S + p(x)
2p(XHDC |M,HSS)
−1PD,S
p(x)p(XHSC |M,HDS)
−1PS,D + p(x)2p(XHDC |M,HDS)
−1PD,D
∣∣∣∣
0
= log sumexp(log(PS,S) +QSC,SS, log(PD,S) +QDC,SS)−
log sumexp(log(PS,D) +QSC,DS, log(PD,D) +QDC,DS)
where sumexp(x, y) = exp(x) + exp(y), and were we use that log p(x)|0 = −
1
2
Rxk.
4.2 Scoring for unseen channels
In this section we consider a scoring case in which there is a single test sample and nE enrollment
samples from C known channels, all different from the test channel. In this case, the LLR can be
written as
LR =
p(E, T |HSS)
p(E, T |HDS)
(78)
=
p(X,YHDS |M)
p(y)p(X,YHSS |M)
∣∣∣∣
0
(79)
where
X = {XE, xT } (80)
and
YH∗C =
{
{y}, if H∗S = HSS
{yE , yT }, if H∗S = HDS
(81)
Now, the posterior is given by
p(X,YH∗S |M) = p(YH∗S |X,M)p(X |M,H∗S) (82)
where
p(YH∗S |X,M)|0 =
{
N(y = 0|L−1S V
TD(fE +mT ), L
−1
S ), if HS = HSS
N(y = 0|L−1D V
TDfE, L
−1
D )N(y = 0|L
−1V TDmT , L
−1), if HS = HDS
(83)
where LD = nEV
TDV + I, LS = (nE +1)V
TDV + I, L = V TDV + I, and fE =
∑
mE . Now we
define
f˜E = V
TDfE
m˜T = V
TDmT
k = log(2pi)
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and rewrite the outer posterior as
log p(YH∗S |X,M)|0 =
{
− 1
2
Ryk +
1
2
log |LS | −
1
2
(f˜E + m˜T )
TL−1S (f˜E + m˜T ), if H∗S = HSS
−Ryk +
1
2
log |LD|+
1
2
log |L| − 1
2
f˜TEL
−1
D f˜E −
1
2
m˜TTL
−1m˜T , if H∗S = HDS
(84)
The inner posterior is computed using Equation (38) with
G =


g1
..
gN
mT

 (85)
¯˜
Y =




L−1S V
TD(fE +mT )n1
...
L−1S V
TD(fE +mT )nC
L−1S V
TD(fE +mT )

 if H∗S = HSS


L−1D V
TDfEn1
...
L−1D V
TDfEnC
L−1V TDmT

 if H∗S = HDS
(86)
H =


[
n1I ... nCI I
]
if H∗S = HSS[
n1I ... nCI 0
0 ... 0 I
]
if H∗S = HDS
(87)
M1 = diagn(U
TD,C + 1) (88)
M2 = diag(K1, . . . ,KC ,K) (89)
M3 = diagn(J,C + 1) (90)
M4 =
{
diag(JL−1S J
T ) if H∗S = HSS
diag(JL−1D J
T , JL−1JT ) if H∗S = HDS
(91)
(92)
where Ki = niU
TDU + I, and K = UTDU + I.
The log of the inner posterior is then given by
log p(X |M,H∗S) = −
1
2
Rxk(C + 1)−Q∗S (93)
where
Q∗S =
1
2
log |Σ∗S |+
1
2
ΦT∗SΣ∗SΦ∗S (94)
where the Σ∗S and Φ∗S can be computed using Equations (39) and (35), respectively, using the
M1, M2, M3, M4, G and
¯˜
Y and H defined above for the corresponding hypothesis.
Finally, the logarithm of the LR can be written as a sum of terms involving the outer posterior
and the inner posteriors
LLR = LLRo+LLRi (95)
where
LLRo = log
p(YHDS |X,M)
p(y)p(YHSS |X,M)
∣∣∣∣
0
=
1
2
log |LD|
1
2
log |L| −
1
2
log |LS |+
1
2
f˜TE (L
−1
S − L
−1
D )f˜E +
1
2
m˜TT (L
−1
S − L
−1)m˜T + m˜
T
TL
−1
S f˜E
where we use log p(y)|0 = −
1
2
Ryk, and
LLRi = log
p(X |M,HDS)
p(X |M,HSS)
∣∣∣∣
0
= QSS −QDS
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5 Conclusions
We have proposed a generalization of PLDA for speaker recognition where channel factors are no
longer considered independent across samples. This paper derives the formulae necessary to train
the model through the expectation-maximization algorithm and to compute likelihood ratios for
scoring for a couple of test scenarios.
The proposed method can be used for any task for which standard PLDA is used, when
a discrete nuisance factor is known during training. Examples include multi-language speaker
recognition using the language labels as the “channel” factor, and language recognition using the
channel type (say, microphone type) as channel factor. The identity of the channel does not need
to be known during scoring since the likelihood-ratio is computed by marginalizing over it.
Experiments using the proposed method for speaker recognition will be reported on a separate
publication.
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