Abstract: This paper proposes a control strategy to maximize the wind energy captured in a variable speed wind turbine, with an internal induction generator, at low to medium wind speeds. The proposed strategy controls the tip-speed ratio, via the rotor angular speed, to an optimum point at which the efficiency constant (or power coefficient) is maximum for a particular blade pitch angle and wind speed. This control method allows for aerodynamic rotor power maximization without exact wind turbine model knowledge. Representative numerical results demonstrate that the wind turbine can be controlled to achieve near maximum energy capture.
Introduction
Wind energy has evolved into an attractive energy source for electric utilities, even though it is currently responsible for about only one percent of the global electrical power production. The structure of wind turbines, as well as the fact that the wind energy rate is uncontrollable, complicates the problem of regulating power capturing. This engineering challenge has been alleviated by the construction of variable speed wind turbines, which are designed to regulate the power captured over a range of operating speeds. However, the efficiency of power regulation is dependent on the selected control method.
The standard region 2 (power capture maximization mode) control scheme used for variable speed wind turbines (τ = kω 2 , where τ is the control torque, ω is the rotor angular speed and k is a control gain) has some disadvantages that can result in unsatisfactory power capture. First, the control gain, k, is difficult to be determined due to the dependence on exact model knowledge (maximum power efficiency constant and optimal tip-speed ratio). Second, the standard value of k might not provide the maximum energy capture under real world turbulent conditions. Johnson and Fingersh [1] showed via numerical simulation that smaller values of k than the standard can result in increased power capture. They proposed a new control scheme, specifically, an adaptive control scheme that allowed for maximum power capture in the presence of parametric uncertainty. Similar adaptive control techniques for wind turbine control were developed in [2] and [3] .
Other wind turbine control methods such as classical control techniques [4] [5] [6] [7] , nonlinear control [8] [9] , robust control [10] , fuzzy logic control [11] [12] , and intelligent control [13] [14] have been utilized to regulate rotor speed and pitch angle and to enhance energy capture. Iyasere et al. [10] proposed a robust control strategy to control the blade pitch angle and rotor speed in a variable speed variable pitch wind turbine in order to maximize the energy capture, without the knowledge of the optimal tip-speed ratio and in the presence of model structural uncertainties. An area of particular importance is the control of the internal generators used in wind turbines [15] . The most commonly used generator is the induction generator, of which the types include cage, wound rotor and doubly fed induction generator (DFIG). The dynamic modeling [16] [17] [18] [19] [20] and control [21] [22] [23] [24] [25] [26] [27] [28] of induction machines have been extensively researched. Thringer and Luomi [16] examined the validity of various dynamic models of induction machines to include the fifth-order Park model and other reduced order models by predicting the low frequency dynamic response of a 15 kW induction machine and comparing results to actual measurements. They concluded that the Park model accurately predicts rotor speed, electrical torque, active power, reactive power and stator current responses to perturbations in the shaft torque, supply frequency and voltage magnitude. In power system analysis, a third-order model was determined to be the right fit for accuracy and simplicity. Tapia et al. [17] developed the mathematical model of a grid connected wind driven DFIG and presented a comparison of the simulation results to real machine performance results. They also developed a stator-185 flux-oriented vector control based technique to control the generator power factor. Mullane and O'Malley [18] examined the inertial response of a squirrel cage and a doubly fed induction wind turbine generator using fifth-order induction generator models. They discovered that a DFIG utilizing field-oriented control is strongly influenced by rotor current controller bandwidth. Hu and Dawson [21] presented an adaptive partial state feedback position tracking controller for the full-order nonlinear dynamic model for an induction motor. The controller compensates for uncertainty in rotor resistance and mechanical system parameters while yielding asymptotic rotor position tracking. Datta and Ranganathan [22] developed a simple position-sensorless strategy for rotor-side field-oriented control of a wound rotor induction machine. The algorithm is based on axis transformation with reduced dependence on machine parameters compared to other methods. Pena et al. [23] described a vector control scheme for the supply-side voltage sourceconverter of a DFIG for independent control of active and reactive power. This strategy was embedded into an optimal tracking controller in order to maximize energy capture in a wind energy application. Two tracking schemes were developed: speed mode and current mode.
In this study, a control strategy is developed to regulate the rotor speed of a small variable speed wind turbine system with an induction generator. The control objective is to maximize the energy captured by the wind turbine for low to medium air speeds by tracking a desired rotor speed in the presence of system nonlinearities and structural uncertainty. Additionally, the maximization of the energy captured is achieved without the knowledge of the relationship that governs the power capture efficiency of the wind turbine. Instead, an optimization algorithm is developed to seek the unknown optimal rotor speed that maximizes the energy captured (via the aerodynamic rotor power), at a particular blade pitch angle and wind speed. The problem of not explicitly knowing the rotor speed a priori is countered by the fact that the optimal rotor speed changes as the wind speed changes which may be accommodated for by choosing the right optimization algorithm. A robust controller is designed and proven to yield a globally uniformly ultimately bounded (GUUB) stable closed loop system through Lyapunov-based analysis.
The rest of the paper is organized as follows. In Section 2, the system model and problem statement are mathematically formulated. In Section 3, a robust nonlinear speed tracking controller is designed based on a Lyapunov stability analysis. In Section 4, an observer is designed to estimate the system nonlinearities. In Section 5, the estimate of the system nonlinearities is utilized to generate the rotor speed reference trajectory followed by numerical results in Section 6. Finally, concluding remarks are presented in Section 7.
Wind turbine dynamic model
A typical wind turbine model consists of a wind rotor, drive shaft and an internal induction generator. The aerodynamic power captured by the wind, P aero (t) ∈ R + , can be defined as
where ρ a ∈ R + is the air density and A ∈ R + is the rotor swept area, which is equal to πR 2 b where R b ∈ R + is the blade length. The variable v a (t) ∈ R + represents the wind speed, and C p (λ, β) ∈ R denotes the rotor power coefficient of the wind turbine and it is a function of the tip-speed ratio, λ(t) ∈ R + , and the blade pitch angle, β(t) ∈ R + . The tip-speed ratio, λ(t), is defined as
where ω(t) ∈ R + is the rotor speed of wind turbine. In a variable speed fixed pitch wind turbine system, there exists a constant optimal rotor speed, denoted by ω * ∈ R + (and hence an optimal tip-speed ratio, λ * ∈ R + ), for a given pitch angle, β, and a particular wind speed, v a , at which the power capture efficiency is maximum. Hence, rotor power coefficient, C p ( · ), is maximum and represented as C max p
The aerodynamic power captured by the rotor, P aero (t), can also be expressed as
where τ aero (t) ∈ R + is the aerodynamic torque applied to the rotor by the wind. An expression for τ aero (t) can be derived from (1)- (3) as
Remark 1 Since the rotor power coefficient, C p ( · ), is eventually unknown, hence the aerodynamic torque, τ aero (t), and then the aerodynamic power, P aero (t), are unmeasurable.
Mechanical subsystem dynamics
The mechanical subsystem that describes the rotor dynamics of the variable speed wind turbine can be of the following form:
where J ∈ R + is the rotor moment of inertia,ω(t) ∈ R is the rotor acceleration, f (ω, v a ) ∈ R represents the system unknown nonlinearities and is defined as f −τ aero , and τ em ∈ R + is the electromagnetic torque and is considered as the torque control input for the generator.
Electrical subsystem dynamics
An induction generator is made by three stator windings and three rotor windings. A two-phase equivalent machine representation was introduced in [29] and is utilized in this paper with the assumptions of equal mutual and autoinductances as well as a linear magnetic circuit. The electrical dynamics of the internal induction generator can be described by the following dynamic equations (for the exact transformation of three-phase variables into two-phase ones used in this paper, refer to [24] ): 
are the stator and rotor voltages, respectively, whereV s (t) is the voltage control input to be designed later. In (8) and (9), κ 1 , κ 2 ∈ R + are constants related to the generator parameters, and are given explicitly by
To facilitate the control development, the following model characteristics are imposed.
and ρ a are assumed to be known constants.
Assumption 2 The variables v a (t), ω(t),Ī s (t),Ī r (t), andV s (t) are assumed to be measurable.
Assumption 3 The wind speed, v a (t), is assumed to be constant or slowly time varying (i.e.,v a (t) ∼ = 0).
Assumption 4 The wind speed and its first two time derivatives, v a (t),v a (t), andv a (t), are assumed to be bounded.
Assumption 5 As a consequence of the fact that τ aero (t) is unmeasurable, the variable f ( · ), introduced in (5), is also unmeasurable.
Assumption 6 The variables, f ( · ),ḟ ( · ), andf ( · ) are assumed to be bounded provided that their arguments are bounded.
Remark 2 The variable f (ω, v a ) can be upper bounded by a known function such that |f (ω, v a )| ρ z (ω) where ρ z (ω) is continuously differentiable for all ω(t) > 0.
Electrical subsystem transformation
An auxiliary control input ω s (t) ∈ R is injected into the electrical subsystem dynamics via time-varying coordinate transformation [25] as follows:
where T (t) ∈ R 2×2 is defined as
The overall dynamics of the induction generator can then be given by the following model:
where
3 Nonlinear controller development
Control objectives
The objective of the proposed controller is to maximize the aerodynamic rotor power of the wind turbine, P aero (t), by tracking a desired rotor speed,
Remark 3 The desired rotor speed, ω d (t), is designedonline using a numerical-based optimization algorithm, as shown in Section 5, to maximize the rotor power, P aero (t), at a particular blade pitch angle, β, and wind velocity, v a , such that ω d (t) → ω * , where the optimal speed, ω * , is the result of the optimum seeking algorithm after convergence. Hence,
Error system development
To quantify the control objectives, rotor speed tracking error, denoted by e(t) ∈ R, as well as stator and rotor flux tracking errors, denoted by η s (t), η r (t) ∈ R 2×1 , are defined as
where η s1 (t), η s2 (t), η r1 (t), and η r2 (t) ∈ R. From the definition of the rotor speed tracking error in (23) , and subsystem dynamics in (5), a rotor speed open-loop error dynamics is obtained as follows:
By adding and subtracting τ d (t) to the right hand side of (26) and substituting (20) and (22), the expression of (26) becomes
(27) The expression in (27) can be rewritten as
where (24) and (25) were utilized. Similarly, the stator and rotor flux open-loop error dynamics are developed as fol-lows:
where (16) and (17) were utilized.
Controller formulation
The control inputs are designed based on the subsequent stability analysis presented in Appendices A2 and A4. The desired torque trajectory, τ d (t), is designed as
wheref s ( · ) 1 σs + 1 sat{f ( · )}, sat{ · } is the saturation function,f ( · ) ∈ R is the estimate of f ( · ) which is designed in Section 4, s is the Laplace variable, ε and σ ∈ R + are constants, K ∈ R + is a control gain, and e(t) and ρ z (ω) were previously introduced in (23) 
(t) are bounded, and iii) power loss in the system is minimized. Refer to Appendix A1 for details.
The first entry of the desired rotor flux, Ψ d r1 (t), is designed as
where κ s1 ∈ R + is a control gain. Remark 6 To ensure the definition in (22) 
The auxiliary control input, ω s (t), is designed as
where κ s2 ∈ R + is a control gain. The voltage control input, V r (t), is designed as
where the terms Θ i (t) and Ω j (t) for i = 1, . . . , 13 and j = 1, . . . , 10 are explicitly defined in Appendix A6.
Stability analysis
Theorem 1 Given the error system dynamics in (28)- (30) and the designed terms in (31)- (35) along with Remark 6, the tracking error signals given in (23)- (25) are GUUB and all signals remain bounded under closed-loop operation.
Proof See Appendix A2.
Estimation of uncertain system nonlinearities
The control objective is to maximize the aerodynamic rotor power, P aero (t), captured by a variable speed wind turbine with structurally uncertain system nonlinearities, f ( · ), by controlling the rotor speed, ω(t). The control development in Section 3 requires estimating the uncertain nonlinearities, f ( · ). The estimate of f ( · ), denoted byf ( · ), is developed for two reasons: i) The estimatef ( · ) is used as a feed-forward term in the control design throughf s ( · ), and ii) since P aero (t) is unmeasurable, an estimate of the captured power, denoted byP aero (t) ∈ R, is designed such that P aero = −fω, and is used in the online planning of ω d (t).
Observer error system
The main objective of the observer is to estimate the uncertain system nonlinearities, f ( · ), such thatf ( · ) → f ( · ) as t → ∞. To facilitate the observer design, the following system model is developed:
whereω(t) ∈ R + denotes the estimated rotor speed. The observer errors, denoted byω(t),f (t) ∈ R, are defined as
(38) In addition, a filtered rotor speed estimation error, denoted by r(t) ∈ R, is defined to facilitate the subsequent design and analysis as
where k ∈ R + is a control gain. After taking the first time derivative of (39) and premultiplying by J, the following expression can be obtained:
where Φ(t) ∈ R is defined as Φ kJω +ω and (36)- (38) were utilized.
Remark 7 The mean value theorem can be utilized to upper bound Φ(t) such that |Φ(t)| ρ N X where X(t) = [ω(t) r(t)]
T ∈ R 2 , and ρ N ∈ R + is a bounding constant [30] .
Observer design
Based on the structure of (40), as well as the subsequent stability analysis, a continuous estimator law is proposed to achieve the stated estimator objectives wherė
where k f ∈ R + is a control gain, ρ 0 ∈ R + is a bounding constant, and sgn( · ) ∈ R is the standard signum function.
Stability analysis for nonlinear observer
Theorem 2 The observer design in (41) ensures that asymptotic tracking is obtained in the sense thatω(t),ω(t),
Proof See Appendix A4.
Trajectory generation and optimum seeking algorithm
In Remark 3, it was assumed that a desired trajectory
where ω * is the unknown rotor speed that maximizes the aerodynamic rotor power, P aero (t), for a particular wind speed, v(t), and blade pitch angle, β. As stated in Remark 1, P aero (t) is unmeasurable, therefore the estimated captured power,P aero (t), is used as the cost function to be optimized. The successive quadratic estimator (SQE) is selected as the optimum seeking algorithm. Although there are many optimization techniques in the literature [31] [32] [33] , the advantage of this algorithm over conventional methods, such as the golden section search and simplex, is that no initial cost function values or bounds on the functional values are required [34] . The estimator approximates the cost function,P aero (ω(t)), as a quadratic function over a local bound and successively uses this property to predict the location of the optimum rotor speed, ω * . To ensure that ω d (t),ω d (t) andω d (t) are bounded, a filter-based form of the SQE is used, wherein at each iteration (new guess), ω d [n] is passed through a set of thirdorder stable and proper low pass filters to generate continuous bounded signals for ω d (t),ω d (t) andω d (t). The following filters are used in this study:
where ζ 1 , ζ 2 , ζ 3 , and ζ 4 ∈ R + are filter constants. The optimization algorithm waits until certain error thresholds are met before making the next guess (i.e., if
+ are threshold constants, and n ∈ Z + ).
Numerical simulation
A numerical case study is presented in this section to demonstrate the performance of the control strategy introduced in Section 3 and the numerical-based optimum seeking reference trajectory generator in Section 5 using MAT-LAB/Simulink. The plant model in (5) was assumed to correspond to a small wind turbine, possessing the following system nonlinearity
For simulation purposes, a 350 W wind turbine extractor and a 0.5 hp two-pole induction generator were selected. The model parameters and control gains are chosen as shown in Appendix A6.
The resulting rotor speed tracking error, e(t), is shown in Fig. 1 while flux tracking errors, η s1 (t), η s2 (t), η r1 (t), and η r2 (t), are shown in Figs. 2 and 3 , respectively. From these figures, it can be seen that globally uniformly bounded tracking errors have been achieved under the proposed control strategy. The voltage control inputs, V r1 (t), and V r2 (t), are shown in Fig. 4 . The power coefficient function, C p (λ) that is illustrated in Fig. 5 (a) , is an example curve obtained using blade-element momentum theory [35] . It may be observed that C max p = 0.4405 occurs when λ * = 3.5 which corresponds to ω * = 5.296. The actual power efficiency measure, C p (t), shown in Fig. 5 (b) , indicates that C p (t) → 0.4401 as ω(t) → 5.3569, which is illustrated in Fig. 6 .
Additionally, the copper losses, P loss (t), desired stator flux, Ψ d s1 (t), and estimator error,f (t), are shown in Figs. 7, 8 and 9, respectively. Overall, the simulation results demonstrate that the proposed control strategy performed satisfactorily and shows a robust response to structural uncertainties. 
Conclusions
A nonlinear control strategy has been developed for a variable speed windturbine system with an internal induction generator to optimize the energy captured from the wind for a particular blade pitch angle. A desired rotor speed trajectory generator is presented that seeks the unknown optimal rotor speed while ensuring that the trajectory remains bounded and sufficiently differentiable. To track the desired trajectory, a robust tracking controller is developed. The proposed controller is proven to yield a globally uniformly ultimately bounded result while keeping the closedloop system stable via Lyapunov-based analysis. Simulation results were provided to verify the effectiveness of the control strategy. Future research will involve the implementation of the control strategy on a wind turbine extractor and eliminating the assumption of constant or slowly time varying wind speed.
statements to show that Ψ d r 1 (t) ∈ L∞. Since all the signals on the right-hand-side of (28) are bounded then it can be concluded thaṫ e(t) is also bounded. From the time derivative of (23), it is easy to see thatω(t) is bounded; thus, from Assumption 6, it is clear thaṫ f ( · ) is bounded. The mechanical subsystem dynamics in (5) can be utilized to show that τem(t) is bounded. Above boundedness statements can be utilized along with (24) , (25) , and (33) to show that Ψs(t), Ψr(t), ωs(t) ∈ L∞. Since ω(t) andω(t) are bounded, it is clear thatρz( · ) ∈ L∞. Above boundedness statements can be used along with Assumption 4, Remarks 3, 4 and 6 to prove that all the terms in Appendices A2 and A3 are bounded; thus, from (34) and (35), it can be concluded that Vr 1 (t), Vr 2 (t) ∈ L∞. After utilizing the fact thatΨ d s 1 (t) ∈ L∞ along with the above boundedness statements, from (29) , it is easy to see thatηs(t) ∈ L∞. The time derivatives of (31) and (32) can be utilized to show thatτ d (t) andΨ d r 1 (t) are bounded. From the time derivative of the expression in Remark 5,Ψ d r 2 (t) can be shown to be bounded. From (30) , it can be concluded thatηr 1 (t),ηr 2 (t) ∈ L∞. The fact thatηs(t), ηr(t) ∈ L∞ can be used along with the time derivatives of (24) and (25) to show thatΨs(t) andΨr(t) are bounded; thus, from the time derivative of (20) , it is clear thatτem(t) is bounded. After taking the time derivative of (5), it can concluded thatω(t) ∈ L∞; thus, from the second time derivative of (23), it is clear thatë(t) ∈ L∞ where Remark 3 is utilized. From Assumption 6, it may be concluded thatf ( · ) ∈ L∞. The application of standard signal chasing arguments permits the conclusion that all signals in the closedloop system remain bounded. 
A4 Proof of Theorem 2
Before presenting the stability analysis, the following lemma will be introduced and later invoked.
Lemma 1 Let the auxiliary function L(t) ∈ R be defined as
If the control gain ρ 0 is selected to satisfy the sufficient condition Define an auxiliary function P (t) ∈ R as
where ζ and L(t) have been defined in Lemma 1. Based on the nonnegativity of P (t) (see proof of Lemma 1), we define a nonnegative function Vo(t) ∈ R as follows:
After taking the time derivative of (a26) and utilizing (40), (a24), and the time derivative of (a25), we can conveniently rearrange terms to obtain the following expression:
After substituting (41) and utilizing Remark 7, simple algebraic manipulations can be used to obtain the following upper bound for
