Abstract. The isomonodromic tau function of the Fuchsian differential equations associated to Frobenius structures on Hurwitz spaces can be viewed as a section of a line bundle on the space of admissible covers. We study the asymptotic behavior of the tau function near the boundary of this space and compute its divisor. This yields an explicit formula for the pullback of the Hodge class to the space of admissible covers in terms of the classes of compactification divisors.
written explicitly in terms of the theta function and the prime form on the covering complex curve [8] .
In this paper we study the asymptotic behavior of the isomonodromic tau function near the boundary of the Hurwitz space given by nodal admissible covers, and explicitly compute its divisor. This allows us to express (the pullback of) the Hodge class on the space of admissible covers as a linear combination of boundary divisors (in small genera this also gives a nontrivial relation between the boundary divisors).
The paper is organized as follows. In Section 2 we define the isomonodromic tau function, give an explicit formula for it (Theorem 1), study its transformation properties and interprete it as a holomorphic section of a line bundle on the Hurwitz space. Section 3 contains the main results of the paper: an asymptotic formula for the tau function near the boundary of the space of admissible covers (Theorem 2), and a formula for the Hodge class in terms of the classes of boundary divisors (Theorem 3). Its special cases include a formula of Cornalba-Harris for the Hodge class on the hyperelliptic locus [2] , and a relation of Lando-Zvonkine between the compactification divisors in Hurwitz spaces of genus 0 branched covers [10] .
Isomonodromic tau function
2.1. Hurwitz spaces. Let C be a smooth complex algebraic curve of genus g, and let f be a meromorphic function on C of degree d > 0. We can think of f as a holomorhic branched cover f : C → P 1 over the projective line P 1 . We call a meromorphic function (or a branched cover) generic if it has only simple critical values (branch points). For a generic f the number of branch points is n = 2g + 2d − 2, we denote them by z 1 , . . . , z n ∈ P 1 and always assume that they are ordered.
Two meromorphic functions f 1 : C 1 → P 1 and f 2 : C 2 → P 1 are called strongly equivalent (or simply equivalent), if there exists an isomorphism h : C 1 → C 2 such that f 1 = f 2 • h, and weakly equivalent, if there exist isomorphisms h : C 1 → C 2 and γ : P 1 → P 1 such that γ • f 1 = f 2 • h. In addition to that we will also consider an equivalence relation for meromorhic functions on Torelli marked curves. A Torelli marking is a choice of symplectic basis α = {a i , b i } g i=1 in the first homology group H 1 (C) of C. A curve C together with a symplectic basis α will be denoted by C α . We say that two meromorphic functions on Torelli marked curves are Torelli equivalent, if for Torelli marked curves C
For any fixed g ≥ 0 and d > 0 consider the space of all generic meromorphic functions of degree d on all smooth genus g curves. Denote by
the moduli spaces (called Hurwitz spaces) defined by the weak, strong and Torelli equivalence relations respectively (the latter requires the curves to be Torelli marked). All three spaces are non-compact complex manifolds. The last two spaces have dimension n = 2g + 2d − 2 and the branch points z 1 , . . . , z n provide a system of local coordinates for both of them. The group P SL(2, C) acts freely onH g,d andȞ g,d by linear fractional transformations: for γ = a b c d ∈ P SL(2, C) we have
In addition, the symplectic group Sp(2g, Z) acts onȞ g,d by changing Torelli marking, and H g,d =Ȟ g,d /Sp(2g, Z). The actions of P SL(2, C) and Sp(2g, Z) onȞ g,d clearly commute.
In the sequel we will also deal with meromorphic functions (branched covers) that have one fixed value, either regular at z = ∞, or degenerate critical of type µ = (m 1 , . . . , m r ) at any z ∈ P 1 (m i > 0 are the ramification degrees of the points in f −1 (z), m 1 + · · · + m r = d), with all other branch points being simple and finite (the number of these critical values is n(µ) = 2g+d+r−2). The Hurwitz spaces of such functions defined modulo the weak (while keeping z fixed), strong and Torelli equivalence relations we denote by
respectively. The dimension of the last two ones is n(µ) = 2g + d + r − 2, and the simple branch points z 1 , . . . , z n(µ) serve as local coordinates for them as well. In particular,
respectively.
2.2.
Definition of the tau function. For a Torelli marked curve C α , denote by B(x, y) the Bergman bidifferential, that is, the unique symmetric meromorphic bidifferential on C × C with a quadratic pole of biresidue 1 on the diagonal and zero a-periods. Its b-periods
are the normalized holomorfic differentials on C α , that is,
where the matrix Ω = {Ω ij } g i,j=1 is the period matrix of C α . In terms of local parameters ζ(x), ζ(y) near the diagonal {x = y} ∈ C × C, the bidifferential B(x, y) has the expansion
3) where S B is a projective connection on C called the Bergman projective connection.
Consider the Schwarzian derivative
of the meromorphic function f with respect to a local parameter ζ. This is a meromorphic projective connection on C, so that the difference S B − S f is a meromorphic quadratic differential. Take the trivial line bundle on the Hurwitz spacě H g,d (z, µ) and consider the connection
where the sum is taken over all simple finite branch points z i of f , and x i ∈ C are the corresponding critical points. Rauch's formulas imply that this connection is flat (cf. [8] ). The tau function τ (C α , f ) is locally defined as a horizontal (covariant constant) section of the trivial line bundle oň
Let us now recall an explicit formula for the tau function τ (C α , f ) derived in [8] . Take a nonsingular odd theta characteristic δ and consider the corresponding theta function θ[δ](w; Ω), where w = (w 1 , . . . , w g ) ∈ C g . Put
All zeroes of the holomorphic 1-differential ω δ have even multiplicities, and √ ω δ is a well-defined holomorphic spinor on C. Following Fay [4] , consider the prime form
To make the integrals uniquely defined, we fix 2g simple closed loops in the homology classes a i , b i that cut C into a connected domain, and pick the integration paths that do not intersect the cuts. The sign of the square root is chosen so that E(x, y) =
We introduce local coordinates on C that we call natural (or distinguished)
, of the meromorphic differential df . We take ζ = f (x) as a local coordinate on C − k p k , and
In terms of these coordinates we have E(x, y) =
, and we define
Denote by A x the Abel map with the basepoint x and by
) the vector of Riemann constants
This tau function is the 24th power of the Bergman tau function studied in [8] and the -48th power of the isomonodromic tau function of the Frobenius manifold structure on Hurwitz space introduced by Dubrovin [3] . Our present definition is more appropriate in the context of admissible covers. 2 The prime form E(x, y) is the canonical section of the line bundle on C × C associated with the diagonal divisor {x = y} ⊂ C × C.
(as above, we assume that the integration paths do not intersect the cuts on C). Then we have
(2.9) Here θ(w; Ω) = θ[0](w; Ω) is the Riemann theta function, and W is the Wronskian of the normalized holomorphic differentials ω 1 , . . . , ω g on C α .
3 Theorem 1. (cf. [8] ) Let τ (C α , f ) be given by formula (2.9). Then (i) τ (C α , f ) does not depend on either ζ or the choice of the cuts in the homology classes a i , b i ; (ii) τ (C α , f ) is a non-vanishing holomorphic function on the Hurwitz spacě H g,d (∞, 1 d ) of generic meromorphic functions with only finite simple branch points, whereas on more special Hurwitz spacesȞ g,d (z, µ) it is defined locally up to a root of unity and may depend on the choice of the parameters ζ k ; (iii) τ (C α , f ) is an isomonodromic tau function, that is, a solution of (2.5). Proof. Take γ = a b c d ∈ P SL(2, C) and denote by z
According to (2.5), we have
since S f γ = S f by the property of the Schwarzian derivative. Moreover, we have dz
In terms of the natural local parameter
On the other hand, a simple computation shows that
where
. From (2.12) and (2.13) it follows thatη(C α , f γ ) = χ(γ)η(C α , f ), where χ(γ) is a C * -representation of P SL(2, C) and hence χ(γ) = 1 identically.
The next lemma describes the behavior of the tau function under the natural action of C * = C − {∞} on the spaceȞ g,d (∞, µ), µ = (m 1 , . . . , m r ), (C * acts on meromorphic functions by multiplication, thus leaving ∞ fixed).
14) for any ǫ ∈ C * , where n(µ) = 2g + d + r − 2 is the number of simple finite branch points of f . Remark 1. In the case µ = 1 d this is a consequence of the previous lemma for γ = diag (ǫ 1/2 , ǫ −1/2 ).
Proof. It is easy to see that the only difference between the explicit expressions for τ (C α , f ) and τ (C α , ǫf ) in (2.9) comes from the different choice of natural local parameters ζ k at the points of the divisor (df ). According to (2.7),
Moreover, d k is 1 for all zeroes of df , and runs over the set (−m 1 , . . . , −m r ) for the poles of df . Substituting these parameters ζ ǫ k into (2.9), we get Eq. (2.14).
Lemma 3. On the Hurwitz spaceȞ g,d (∞, µ) we have the identity
Proof. The homogeneity property (2.14) implies that
This immediately yields (2.15) due to the definition (2.5) of the tau function.
The behavior of the tau function under the change of Torelli marking of C is described in the following lemma:
where Ω is the period matrix of the Torelli marked Riemann sutface C α .
Proof. To establish this transformation property, we use the explicit formula (2.9). According to Lemma 6 of [9] , when df has at least one simple zero one can always choose the cut system on C in such a way that Z = Z ′ = 0 in (2.9). The change of basis α ′ = σα results in the following transformation of the prime form E(x, y): 
where δ is a root of unity of eighth degree, and K x is the vector of Riemann constants (2.8). Substituting these formulae into (2.9), we obtain the statement the lemma.
Denote by λ the Hodge line bundle on the Hurwitz space H g,d ; the fiber of λ over the point represented by a pair (C, f ) is isomorphic to det Ω 1
C is the space of holomorphic 1-forms (abelian differentials) on C. The line bundle λ has a local holomorphic section given by ω 1 ∧ · · · ∧ ω g , where ω 1 , . . . , ω g is the basis of normalized abelian differentials on a Torelli marked curve C α . Under the change of marking α ′ = σα with σ ∈ Sp(2g, Z) given by (2.16), this section transforms by the rule 3. Divisor of the tau function 3.1. The space of admissible covers. The space of admissible covers H g,d is a natural compactification of the Hurwitz space H g,d that was introduced in [6] . An admissible cover is a degree d regular map f : C → R of a connected genus g nodal curve C onto a rational nodal curve R that is simply branched over n = 2g + 2d − 2 distinct points on the smooth part of R and maps nodes to nodes with the same ramification indices for the two branches at each node. The space of (weak equivalence classes of) admissible covers H g,d has relatively simple local structure, though it is not a normal algebraic variety and therefore not an orbifold (cf. [1] , [7] ).
The space H g,d comes with two natural morphisms. The first one is the branch map β :
that extends the natural covering H g,d → M 0,n that maps f to the configuration (z 1 , . . . , z n ) of its ordered branch points considered up to the diagonal action of P SL(2, C). The second one is the forgetful map
2) that extends the natural projection H g,d → M g sending the equivalence class of the branched cover f : C → P 1 to the isomorphism class of the covering curve C. The description of the boundary H g,d − H g,d is straightforward. Since we are interested only in the boundary divisors, it is sufficient to consider admissible covers over the base R consisting of two irreducible components R 1 and R 2 intersecting at a single node p. The ramification type of the cover f : C → R over the node p we will denote by µ = [m 1 , . . . , m r ], where r is the number of nodes of C and m i is the ramification index at the ith node, m 1 + · · · + m r = d. Let us denote by k and n − k the number of branch points on R 1 \ {p} and R 2 \ {p} respectively; we assume that 2 ≤ k ≤ g + d − 1. Let D k be the divisor in M 0,n parametrizing reducible curves with components of type (0, k + 1) and (0, n − k + 1), and denote by ∆ k = β −1 (D k ) the preimage of D k in H g,d with respect to the branch map (3.1). The boundary divisor ∆ k is the union of divisors ∆ (k) µ over the set of all possible ramification types µ over the node p ∈ R.
Remark 2. The divisors ∆ (k)
µ are generally reducible even for a fixed partition of branch points on R. To enumerate the irreducible components of the boundary H g,d − H g,d one needs to take the action of the monodromy group of f into account, but that goes beyond the objectives of this paper.
The local structure of H g,d near the divisors ∆ (k) µ was described in [7] : in the direction transversal to ∆ 
3.2.
Asymptotics of the tau function near the boundary. Let f : C → P 1 be a holomorphic branched cover with only simple branch points z 1 , . . . , z n ∈ P 1 , n = 2g + 2d − 2, and let γ i → s i be the monodromy reprsentation, where γ i are non-intersecting simple loops about z i with some base point z 0 , and s 1 , . . . , s n are transpositions is the symmetric group S d of d elements such that s 1 . . . s n = 1. Denote by f ǫ : C ǫ → P 1 the branched cover with branch points ǫz 1 , . . . , ǫz k , z k+1 , . . . , z n ∈ P 1 and the same monodromy as f , where we assume that z i = ∞ for i = 1, . . . , k and z i = 0 for i = k + 1, . . . , n (2 ≤ k ≤ g + d − 1 as above). At the limit ǫ → 0 the map f approaches an admissible cover f 0 : C 0 → R, where C 0 is a genus g nodal curve, and R = P 1
(1) ∪ P 1 (2) /{∞, 0} is the two component rational curve with one node p = {∞, 0} (∞ ∈ P 1 (1) is identified with 0 ∈ P 1 (2) ). The curve C 0 splits into two (not necessarily connected) components C (1) 0 and C (2) 0 lying over P 1 (1) and P 1 (2) respectively. The restriction f
is simply branched over z 1 , . . . , z k ∈ P 1 (1) (resp. over z k+1 , . . . , z n ∈ P 1 (2) ). 4 Moreover, C
(1) 0
(resp. C
0 ) is connected if and only if the group generated by s 1 , . . . , s k (resp. by s k+1 , . . . , s n ) acts transitively on the set of d elements. The ramification type over the node p coincides with the type of the permutation s 1 . . . s k ∈ S d and, as above, we denote it by µ = [m 1 , . . . , m r ].
We will need a canonical homology basis for the family of curves C ǫ that is compatible with the limiting nodal curve C 0 . Denote by ℓ the simple loop on P 1 that shrinks to the node as ǫ → 0, and by ℓ 1 , . . . , ℓ r its preimages in C ǫ (we omit the dependence of these loops on the parameter ǫ). Choose some canonical bases α 1 and α 2 on the curves C . An elementary topological consideration shows that g = g 1 + g 2 + q, where g 1 (resp. g 2 ) is the sum of genera of the connected components of C (1) 0 (resp. C (2) 0 ). Without loss of generality, we can assume that [ℓ 1 ], . . . , [ℓ q ] are linear independent, and add ℓ 1 , . . . , ℓ q to the union of α 1 and α 2 as a-cycles, while the corresponding b-cycles can be chosen as lifts of paths connecting two branch points in different components of P 1 − ℓ. We denote thus obtained basis on C ǫ by α.
The main technical result of this paper is Theorem 2. The isomonodromic tau function has the asymptotics
3) as ǫ → 0, where the tau function for a disconnected branched cover is understood as the product of tau functions for its connected components.
To prove this theorem we will need an auxiliary lemma. Together with f ǫ : C α ǫ → P 1 consider the branched cover f ǫ /ǫ : C α ǫ → P 1 with branch points z 1 , . . . , z k , ǫ −1 z k+1 , . . . , ǫ −1 z n ∈ P 1 and the same monodromy as f . Denote the Bergman bidifferentials on the Torelli marked curves C α ǫ , C by B ǫ , B (1) and B (2) respectively. We want to see what happens at the limit ǫ → 0. We can always assume that |z i | < 1/δ, i = 1, . . . , k, and |z i | > δ, i = k+1, . . . , n, for some δ ∈ (0, 1).
For small enough ǫ consider two open subsets
ǫ is the union of r disjoint cylinders around the loops ℓ 1 , . . . , ℓ r . For each ǫ the subset D (1) ǫ (resp. D (2) ǫ ) is naturally isomorphic to the subset D
0 . Lemma 6. In the limit ǫ → 0
0 , and
uniformly on D
0 and D
0 whenever x = y. Remark 3. In the special case of pinching a single non-separating loop this lemma was proven in [4] , Corollary 3.8.
Proof. According to our choice of the homology basis α on C ǫ , the integrals of B ǫ along a-cycles coming from C 
Proof of Theorem 2. Denote by x ǫ 1 , . . . , x ǫ n ∈ C ǫ the ramification points corresponding to the simple branch points ǫz 1 , . . . , ǫz k , z k+1 , . . . , z n ∈ P 1 . According to the definition of τ (C α ǫ , f ǫ ), see Eq. (2.5), we have
From (3.6) we see that for i = 1, . . . , k
Now Corollary 1 implies that, as ǫ → 0,
0 )(1 + o (1)) (3.8) where c(ǫ) is a function of ǫ independent of z 1 , . . . , z n . To explicitly compute c(ǫ) we use Eq. (3.6):
From (3.4) we get 10) where the right-hand side is evaluated on the cover f as follows:
Thus, c(ǫ) = ǫ 3k−2d−2 r i=1 1/m i , which yields (3.3).
Remark 4. Asymptotic behavior of the tau function as ǫ → 0 can in principle be derived from Theorem 2.4.13 and Eq. (2.4.9) of [12] , where it was described in terms of traces of squares of the residues of the associated Fuchsian system in a rather general situation. However, our approach is more straightforward and suits better for the situation we consider here.
Corollary 2. The (meromorphic) section η of the line bundle λ 24(n−1) on H g,d (with λ being the pullback of the Hodge line bundle on M g ) has the following asymptotics as ǫ → 0:
Relations between the divisors. Here we discuss some explicit relations between the divisor classes in the rational Picard group Pic(H g,n ) ⊗ Q that follow from the above analysis. Slightly abusing notation, we use the same symbols for line bundles and divisors on H g,d as for their classes in Pic(H g,n )⊗Q. It will also be convenient to understand the boundary divisors ∆ µ . Then we have Theorem 3. For the Hodge class λ ∈ Pic(H g,n ) ⊗ Q the following formula holds:
Proof. As it was mentioned in the end of Section 3.1, we can take ǫ 1/m(µ) as a transversal local parameter on each of the µ . Plugging it into (3.12) and taking the action of Aut(f ) into account, we arrive at the assertion of the theorem.
We finish with several comments concerning the special cases of the above theorem.
For d = 2, Eq. (3.13) takes the form
j=1 j(g − j) 2g + 1 δ (2j+1) [2] . (3.14)
This well-known formula expresses the Hodge class on the closure of the hyperelliptic locus in M g in terms of the boundary strata (cf. [2] , Proposition (4.7)). The only difference is that our coefficient at δ
is twice that of [2] . The reason for that is clear: the divisor δ parametrizes admissible covers containing an irreducible unstable genus 0 component with automorphism group of order 2 that gets contracted under the forgetful map π : H g,2 → M g ; in other words, δ 2) is the boundary divisor parametrizing nodal admissible covers with g(C (1) ) = g(C (2) ) = 0. Therefore, (3.13) gives a non-trivial relation between the boundary divisors of H 1,d . It would be instructive to compare this relation with the results of [13] .
For g = 2 one has λ = 1 10 δ 0 + 1 5 δ 1 on M 2 , where δ 0 (resp. δ 1 ) is the divisor of irreducible (resp. reducible) stable nodal curves (cf. [11] ). The preimage π −1 (δ 1 ) (resp. π −1 (δ 0 )) in H 2,d − H 2,d parametrizes admissible covers with g(C (1) ) = g(C (2) ) = 1 (resp. with g(C (1) ) + g(C (2) ) = 1, where the single irreducible genus 1 component intersects an irreducible genus 0 component at exactly two nodes). In this case we also have a nontrivial relation between the boundary divisors of H 2,d .
