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Introduction générale
Dans notre société, l’imagerie médicale est omniprésente à toutes les étapesde la prise en charge du patient : du dépistage au suivi thérapeutique en
passant par le diagnostic.
Dès l’aube du XXe siècle, la radiographie aux rayons X permet de visualiser
l’intérieur du corps humain de manière non invasive et d’améliorer la détection de
traumatismes et pathologies.
Un demi-siècle plus tard, l’invention de l’ordinateur par J. von Neumann
déclenche le développement fulgurant de l’informatique et l’apparition des langages
de programmation évolués ouvre l’accès, pour la sphère scientifique, aux algorithmes
de traitement automatisé de données.
Dans les années 1970, les premiers algorithmes de reconstruction tomographique
conduisent à l’invention de la tomodensitométrie, plus communément désignée par
l’anglicisme scanner, qui permet une représentation volumique en coupe des tissus
et organes scrutés. L’ampleur du progrès engendré par cette invention est telle que
ses inventeurs, A. Cormack et G. Hounsfield, recevront le prix Nobel de
physiologie ou médecine en 1979. Ces coupes sont obtenues à partir d’une série de
radiographies numériques prises à différents angles de vues en tournant autour du
patient : c’est le principe de la tomographie.
Rapidement, de nombreuses autres modalités d’imagerie médicale bénéficient
de cette technique — tomographie par émission de positons, tomographie par
émission monophotonique, imagerie par résonance magnétique, etc. — la rendant
indispensable à la pratique de la médecine moderne. Mais, en contrepartie de
l’information précieuse qu’elle fournit, une acquisition tomographique requiert
13
de nombreuses prises de vues, démultipliant par conséquence l’effet néfaste des
rayonnements ionisants sur le corps humain.
Autant pour améliorer les performances de ces systèmes que pour en limiter
l’impact sur le patient, la tomographie est aujourd’hui un champ de recherche actif
en mathématiques, informatique, traitement du signal, physique et médecine. Plus
précisément, dans le domaine des sciences de l’information, la tomographie est
étudiée comme un problème inverse qui consiste à reconstruire un objet dont on
connaît une représentation partielle et discrète à travers ses projections. À cet effet,
plusieurs modèles sont proposés dont celui de la transformée Mojette.
Dans cette thèse, nous nous intéressons aux propriétés de l’espace induit par
les projections discrètes à l’aide de la transformée Mojette, que nous appellerons
plus simplement espace Mojette. Nous développons ce manuscrit en trois parties.
La première partie est dédiée à la mise en place du problème de la tomographie
et du cadre de la tomographie discrète en utilisant la transformée Mojette. Ainsi, le
chapitre 1 constitue une introduction au problème de reconstruction tomographique,
que nous aborderons non pas d’un point de vue mathématique mais du point de
vue de son champ d’application. L’intérêt de cette approche est double. Elle permet
d’une part de proposer un contexte large pour notre étude. D’autre part, elle permet,
en identifiant les points communs et les différences entre les applications, de dégager
les principales problématiques de la reconstruction tomographique vis-à-vis de sa
discrétisation. Nous dégagerons de ce chapitre trois principales questions :
— Quelle est l’influence du nombre de projections disponibles et de leur distri-
bution angulaire ?
— Quelle est la précision que l’on peut espérer obtenir à une résolution donnée ?
— Quelle est l’influence de l’étendue des valeurs possibles dans l’image recons-
truite ?
Ces deux premières questions ont des conséquences immédiates pour la tomogra-
phie médicale. En effet, à qualité d’image équivalente, la maîtrise des paramètres
d’acquisitions permet de diminuer la dose déposée au patient pour les modalités
utilisant des rayonnements ionisants.
Les deux prochains chapitres, issus de l’état de l’art, présentent les tentatives de
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réponse à ces questions par la tomographie discrète. Ainsi dans le chapitre 2, nous
commencerons par exposer les bases mathématiques de la tomographie classique et
les limites imposées par la discrétisation. Nous présenterons ensuite la tomographie
discrète binaire comme moyen de répondre à notre troisième problème, puis nous
introduirons la transformée Mojette à partir de la transformée de Radon de l’espace
discret. L’accent sera mis en particulier sur les propriétés de la transformée Mojette
vis-à-vis des problématiques sus-citées. Nous donnerons ainsi un critère définissant
les directions et le nombre des projections nécessaires à une reconstruction exacte
de l’image. Dans l’optique de données insuffisantes vis-à-vis de ce critère, nous
détaillerons plus avant la structure de l’espace nul de l’opérateur Mojette pour
décrire l’ensemble des images solutions d’un jeu de projections donné.
Tout comme la tomographie discrète ne peut être réduite à une discrétisation de
la tomographie continue, la géométrie discrète est un paradigme complet permettant
de caractériser des objets mathématiques intrinsèquement discrets. Nous nous
attacherons à présenter et à les développer les liens entre la transformée Mojette et
la géométrie discrète dans la seconde partie de cette thèse.
Le chapitre 3 présente les fondations de la transformée Mojette dans la géométrie
discrète. Après avoir exposé certains outils fondamentaux de la géométrie discrète,
nous les appliquerons à la transformée Mojette. Nous en présenterons deux aspects :
d’une part la description des directions discrètes donnée par le concept de points
visibles de l’espace discret et les suites de Farey-Haros ; et d’autre part le rôle
fondamental des opérations de morphologie mathématique dans la caractérisation
de l’espace nul de l’opérateur de transformée Mojette.
À ce point, la géométrie discrète semble donc régir les propriétés de l’espace
Mojette. Le chapitre 4 sera consacré à la caractérisation de transformations géo-
métriques dans cet espace qui jouent en effet un rôle important en traitement
d’images, en particulier dans le domaine médical. L’étude de l’espace Mojette pour
certaines transformées affines d’images constituera ainsi le cœur de ce chapitre. La
transformée Mojette proposant une représentation exacte de l’espace discret, nous
développerons des algorithmes de translation discrète entière et de rotation dis-
crète exacte agissant directement sur les projections discrètes, sans reconstruction
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préalable de l’image.
La transformée Mojette étant définie de manière exacte sur une grille discrète,
nous validerons l’utilisation de la transformée Mojette en tomographie dans les
systèmes réels avec incertitude. Nous proposerons et comparerons dans le chapitre 5
deux méthodes d’interpolation pour obtenir des projections discrètes Mojette
à partir de projections fournies par des modalités d’imagerie médicale. Nous
confronterons ici les résultats obtenus à partir de reconstructions classiques et leurs
analogues basés en géométrie Mojette.
Pour conclure nos contributions théoriques, nous poursuivrons l’étude de la
tomographie Mojette en proposant une formalisation polynomiale de notre problème
de reconstruction dans le chapitre 6. Ainsi, nous modéliserons l’espace discret
d’acquisition et de reconstruction par des polynômes dans un anneau quotient, ce
qui nous permettra d’exprimer la matrice de projection Mojette sous forme d’une
matrice de Vandermonde. Cette expression originale pour la transformée Mojette
a l’avantage d’être largement étudiée dans la littérature en analyse numérique et
en théorie des codes. Nous pourrons donc tirer parti des méthodes d’inversion de
systèmes de Vandermonde en les adaptant à la reconstruction Mojette. Nous
utiliserons également la représentation polynomiale pour relier les modèles de
projection Mojette et de projection FRT, qui est une autre transformée discrète
supposant un espace périodique, à l’instar de la transformée de Fourier discrète.
Enfin, cette thèse ayant été réalisée en partie au sein de l’entreprise Keosys
dans le cadre du projet FUI Quanticardi, un travail conséquent et plus industriel a
été mené en parallèle de nos travaux théoriques. La troisième et dernière partie
présentera la conception et la réalisation, basées sur l’état de l’art, d’un logiciel
proposant la chaîne complète de traitements nécessaires à la quantification absolue
de la perfusion myocardique en médecine nucléaire. Actuellement, le fruit de ce
travail est en phase finale d’intégration dans la solution commerciale de Keosys.
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Première partie
Tomographie
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Introduction de la première partie
La première partie de cette thèse est dédiée à la tomographie. Elle est composée
de deux chapitres.
Le premier chapitre présente la tomographie à travers des exemples d’applica-
tions dans des domaines variés. Ces cas d’utilisation et les conditions de réalisation,
souvent dictées par les dispositifs physiques d’acquisition, nous permettent de déga-
ger les grandes problématiques pratiques auxquelles les communautés scientifiques
sont confrontées.
Afin de répondre à ces problématiques, il est nécessaire de fixer un cadre
mathématique plus formel qui structure notre second chapitre. En particulier, nous
montrerons que le concept de tomographie discrète, apparu dans les années 1980,
permet en partie de répondre aux problèmes de données manquantes. Nous y
présentons ainsi la transformée Mojette, développée par l’équipe Image, Vidéo et
Communication de l’IRCCyN depuis vingt ans, dont les applications en tomographie
et géométrie discrète font l’objet de notre recherche.
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Chapitre 1
Introduction à la tomographie à
travers ses applications
Dans ce chapitre, nous parcourons la tomographie à travers ses appli-
cations actuelles. Notre objectif est de donner une vision intuitive des
principes, enjeux et limites de la reconstruction par tomographie.
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1.1 Introduction et exemples d’utilisation de la
tomographie
Le terme « tomographie » tire ses racines du grec tomos signifiant morceau coupé
et de graphein signifiant écrire. La tomographie est l’art de la reconstruction d’un
objet à partir d’informations sur ses projections. Elle est célèbre pour ses applications
en médecine où de nouvelles modalités d’imagerie tomographique ne cessent de
voir le jour (tomodensitométrie, tomographie à émission de positons, tomographie
d’émission monophotonique, etc.) ainsi qu’en sciences des matériaux (contrôle non-
destructif de structures, étude de la micro-architecture, etc). Bien qu’on ne l’associe
souvent qu’à un rôle de technique d’imagerie [174], il existe d’autres applications
de la tomographie en dehors de l’imagerie, comme par exemple la transmission, le
codage et le décodage de l’information dans les systèmes distribués.
Dans ce chapitre, nous commençons par décrire différents champ d’applica-
tion de la tomographie pour en extraire les points communs et les principales
problématiques. Puis, à travers d’autres exemples simples, nous nous attachons
à donner une définition intuitive des mécanismes globaux de la tomographie, en
particulier les opérations de projection et de rétroprojection. Enfin, les notions in-
troduites vont nous permettre de présenter un premier algorithme de reconstruction
tomographique.
1.1.1 Tomographie en médecine
En médecine, la tomographie permet d’étudier l’intérieur du corps humain par
voie externe. Les nombreux systèmes d’acquisition disponibles, appelés modalités
d’acquisition, se différencient par la nature de l’information qu’ils permettent
d’exhiber et les capteurs et contraintes physiques qui y sont associés. Nous pouvons
ainsi classer les modalités en deux principales catégories d’imagerie :
L’imagerie anatomique ou morphologique Les images caractérisent une pro-
priété physique des tissus imagés, par exemple la densité. Ce type d’imagerie
permet d’observer la localisation, la taille, le volume, la texture ou encore
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la densité des organes et des tissus. On s’intéresse ici aux contours et aux
contrastes.
L’imagerie fonctionnelle Les images produites sont des cartographies d’une
fonction métabolique comme la consommation de glucose, la perfusion, l’hy-
poxie ou la fixation spécifique d’un anticorps. Il n’est plus question ici d’étudier
une morphologie, mais de savoir si tels tissus ou tels organes remplissent bien
leur fonction et de sélectionner les régions qui répondent positivement à un
stimulus. Même si la résolution des images est macroscopique, les images
témoignent de phénomènes à l’échelle moléculaire. C’est pourquoi le lecteur
pourra aussi trouver le terme d’imagerie moléculaire pour désigner cette
catégorie.
Pour ce qui est de la physique d’acquisition, nous distinguons les catégories
suivantes :
— l’imagerie de transmission (TDM 1) ;
— l’imagerie à résonance magnétique (IRM 2) ;
— l’imagerie d’émission (TEP 3, TEMP 4) ;
Enfin, les moyens physiques d’observation (sources et capteurs) peuvent fonc-
tionner avec des rayons de nature ionisante (TDM1, TEP3, TEMP4) ou non (IRM2).
Certaines de ces modalités sont très imposantes et nécessitent un local entier
dédié, alors que d’autres appareillages sont très légers voire portables. Les temps
d’acquisition sont également extrêmement variables de même que la résolution.
Il convient alors d’adapter la modalité à l’information que l’on souhaite acquérir
et aux contraintes physiques et pratiques de mise en œuvre. Malgré tout, l’informa-
tion nécessaire au diagnostic est souvent mixte. On souhaite par exemple pouvoir
quantifier le niveau d’activité métabolique d’une tumeur ainsi que sa localisation
précise. Pour répondre à ces besoins, l’imagerie multimodale regroupe en une seule
machine plusieurs types d’imageries complémentaires, comme le fameux « TEP-
scan » utilisé en oncologie qui associe un scanner à rayons X pour l’information
1. Tomodensitométrie
2. Imagerie à Résonance Magnétique
3. Tomographie à Émission de Positons
4. Tomographie d’Émission MonoPhotonique
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morphologique et une tomographie à émission de positons pour l’information fonc-
tionnelle. La figure 1.1 donne un aperçu de l’imagerie fonctionnelle, morphologique
et multimodale.
Figure 1.1 – Imagerie multimodale sur la plateforme Keosys. Sur l’écran de droite,
imagerie de tomoscintigraphie (TEMP) à l’indium 111. Sur l’écran de gauche, fusion
multimodale de l’image de droite (fonctionnelle) et de l’image morphologique
1.1.1.1 Tomodensitométrie [97]
La tomodensitométrie est l’extension tomographique de la radiologie convention-
nelle. Son principe repose sur l’acquisition d’images radiographiques numériques à
différents angles de vues en faisant tourner une source de rayons X détectés par
plusieurs capteurs positionnés autour du patient.
Le rayonnement électromagnétique émis par la source est atténué par les tissus
traversés de façon plus ou moins sévère selon le numéro atomique et la densité du
milieu (cette dernière a d’ailleurs un rôle souvent prépondérant). Les détecteurs
mesurent alors le flux de rayons X en sortie du patient et, en le rapportant au flux
émis directement par la source, permettent le calcul du coefficient d’atténuation
linéique sur le parcours d’un faisceau.
24
Ce principe est illustré par la figure 1.2 où un flux de rayons X émis par
une source traverse un objet supposé homogène d’épaisseur l et de coefficient
d’atténuation linéique µ. La relation liant le flux émis φ0 et le flux transmis mesuré
en sortie de l’objet φ est donné par la loi de Beer-Lambert :
φ = φ0 exp(−µl). (1.1)
Les objets que l’on désire imager n’étant en général pas homogènes, nous pouvons
généraliser cette relation dans le cas où le flux traverse n milieux d’épaisseur li et
de coefficient d’atténuation µi :
φ = φ0 exp (−µ1l1)× exp (−µ2l2)× · · · × exp (−µnln) (1.2)
= φ0 exp
(
−
n∑
i=1
µili
)
. (1.3)
Les scanners ont bénéficié de nombreuses évolutions technologiques et optimi-
sations dans un souci de diminution de la dose radioactive délivrée au patient et
du temps d’acquisition nécessaire. Ces évolutions ont bien sûr eu lieu en parallèle
d’avancées informatiques et mathématiques permettant de traiter les données plus
efficacement [5]. Cependant, les principes physiques et mathématiques restent les
mêmes.
µ
φ0 φ
l
Figure 1.2 – Traversée d’un corps d’épaisseur l par un flux de rayons X
1.1.1.2 Tomosynthèse
La tomosynthèse est une modalité d’imagerie médicale à rayons X tout comme
le scanner. La principale différence réside dans la trajectoire de la source et des
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détecteurs. Contrairement au scanner, la source et les capteurs ne tournent pas
autour du patient mais sont simplement translatés dans un même plan. Les coupes
sont ensuite reconstruites en sommant des versions décalées des images de pro-
jections obtenues. Le principe de fonctionnement de la tomosynthèse est présenté
dans la figure 1.3.
Figure 1.3 – Schéma de principe de la tomosynthèse : les différentes radiographies
mesurées sont décalées et superposées. Le décalage permet de focaliser à différentes
profondeurs.
Il est intéressant de noter que la tomosynthèse peut être obtenue par radiographie
numérique ou sur film photosensible (analogique). En effet, il suffit de superposer
les différents films en les décalant pour visionner successivement les différentes
coupes.
Par conséquent, les détecteurs n’ayant plus besoin d’effectuer des rotations
précises et la reconstruction pouvant être réalisée directement sur film photosensible,
un des atouts de la tomosynthèse est de bénéficier de coûts d’installation réduits
par rapport au tomodensitomètre puisque l’installation ne diffère qu’à peine des
tables de radiologie classiques (voir figure 1.4). L’autre avantage est de pouvoir
approcher la source aussi près que possible du patient sans que le mouvement de
rotation ne soit gêné par la morphologie de celui-ci.
Si les premiers dispositifs de tomosynthèse étaient analogiques, les développe-
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ments récents se tournent vers la tomosynthèse numérique, notamment dédiée à la
mammographie tridimensionnelle.
Figure 1.4 – Système de tomosynthèse table BACCARA et capteur PALADIO,
tiré de [19]
La tomosynthèse, malgré des avantages indéniables, n’est pas exempte de
défauts. La reconstruction des coupes est souvent de moins bonne qualité qu’en
tomodensitométrie. La résolution spatiale est également moins élevée que celle du
TDM et de plus très anisotrope du fait des techniques de reconstruction.
1.1.2 Tomographie en astrophysique
Un autre domaine d’application de la tomographie est l’astrophysique où elle
permet d’étudier la surface des étoiles, leurs propriétés électro-magnétiques ou
même de scruter le ciel à la recherche de nouveaux astres. Nous présenterons dans
cette section deux techniques d’imageries tomographiques spatiales. La première est
l’imagerie Zeeman-Doppler, dont le principe est d’étudier les rayonnements élec-
tromagnétiques des astres au cours de leur rotation propre. Puis nous présenterons
dans un second temps la place de la tomographie dans l’interférométrie optique,
technique de pointe d’imagerie stellaire.
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1.1.2.1 Imagerie Zeeman-Doppler
En astrophysique, la surface des étoiles est étudiée grâce à la tomographie
Doppler [113]. Chaque étoile émettant un rayonnement électromagnétique, l’étude
des raies spectrales d’un astre en rotation rapide, décalées par l’effet Doppler,
produit une cartographie en une dimension de la surface de celle-ci. Ces raies
spectrales sont également affectées par les taches solaires, comme illustré par la
figure 1.5.
Le principe est alors de sonder la surface de l’étoile à chaque instant de sa rotation
afin d’obtenir le profil des raies spectrales de projection de chaque tranche de l’étoile
pour différentes angulations, comme nous pouvons le voir sur la figure 1.6. Ces
profils s’apparentent aux profils d’absorption de rayons X de la sous-section 1.1.1.1
et constituent des projections.
(a) (b)
Figure 1.5 – Projections par imagerie Doppler d’une perturbation sur un astre
à différentes étapes de sa rotation, traduite depuis [129]
La reconstruction tomographique permet de retrouver la latitude des pertur-
bations et ainsi de reconstruire la distribution des raies spectrales sur la surface
tridimensionnelle de l’étoile à partir de ses projections.
Le même principe s’applique pour reconstruire non plus la localisation des
taches solaires, mais l’intensité et l’orientation du champ magnétique dans celles-ci
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Figure 1.6 – Deux projections des raies spectrales émises par un astre aux phases
de rotation 0° et 90°, traduite depuis [113]
en utilisant la polarisation des raies spectrales produite par effet Zeeman [44, 129].
En effet, la polarisation est fonction de la composante du champ en direction de
l’observateur et va donc varier avec la phase de rotation.
1.1.2.2 Interférométrie optique stellaire
En astrophysique, la tomographie est également utilisée en interférométrie
optique stellaire. Un interféromètre optique est un système d’observation stellaire
permettant d’obtenir des images à très haute résolution en utilisant plusieurs
télescopes de petite taille très éloignés les uns des autres plutôt qu’un seul télescope
très grand. L’intérêt de l’interférométrie optique est donc d’obtenir une résolution
angulaire très nettement supérieure à n’importe quel autre équipement d’observation
stellaire (de l’ordre du milli-arc par seconde).
Un interféromètre stellaire est composé d’au moins deux télescopes orientés dans
la direction de l’astre à étudier. Comme le montre la figure 1.7, cette angulation
produit une différence de marche entre les ondes lumineuses observées par les deux
29
télescopes. Ces signaux sont par la suite synchronisés sur une ligne à retard, ce qui
leur permet d’interférer selon les lois de l’optique ondulatoire [160, 161].
Figure 1.7 – Schéma d’un interféromètre stellaire à deux télescopes, traduite
depuis [160]
Chaque observation ainsi effectuée, pour une direction (donc une différence de
marche) et une longueur d’onde données, fournit un point de mesure dans le plan de
Fourier des fréquences spatiales. Le principe est alors de faire varier la différence de
marche grâce à la rotation naturelle de la Terre et la longueur d’onde étudiée. Ainsi,
la figure 1.8 montre que les mesures obtenues remplissent (de manière incomplète)
le plan de Fourier par tranches. Nous verrons dans le chapitre suivant que cela
correspond exactement à une projection dans l’espace réel.
Les problèmes soulevés par l’interférométrie optique stellaire sont très proches
de ceux que nous allons rencontrer en médecine. Chaque mesure étant très coûteuse
en temps (de l’ordre de la journée), il est crucial de pouvoir reconstruire les données
à partir d’un nombre très faible de mesures intégrales, tout comme il est primordial
de limiter l’exposition d’un être humain aux rayons X.
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Figure 1.8 – Couverture fréquentielle des mesures effectuées à partir de l’interfé-
romètre IOTA à trois télescopes, traduite depuis [160]
1.1.3 Tomographie en microscopie électronique
La microscopie électronique est un moyen d’observer un échantillon à haute
résolution. Au lieu d’utiliser un faisceau de lumière visible comme pour le microscope
optique, le microscope électronique utilise un faisceau d’électrons. Or, la résolution
d’un microscope est limitée par la longueur d’onde du faisceau utilisé pour éclairer
l’échantillon. La longueur d’onde d’un électron en microscopie électronique est de
l’ordre du picomètre alors que l’intervalle de longueur d’onde de la lumière visible
est de l’ordre de 500 nanomètres. Il y a donc une différence de cinq ordres de
grandeur entre les deux, qui explique entre autre la différence de grossissement
entre les deux types de microscopes.
Dans un microscope électronique, un faisceau d’électrons interagit avec la
matière de l’échantillon. Une partie est transmise, c’est-à-dire traverse la matière
en subissant une atténuation, une partie est réfléchie et une partie est diffusée. Les
interactions à l’échelle atomique entre électrons et matière peuvent également être
à l’origine d’un nouveau rayonnement (électrons, photons lumineux ou rayons X).
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La mesure de chacune de ces quantités physiques permet d’obtenir des informations
sur l’échantillon et de créer une image. C’est pourquoi il existe différents types de
microscopes électroniques (en transmission, à balayage, à balayage en transmission,
en réflexion, etc.).
Nous nous intéressons ici à la microscopie électronique en transmission (MET).
Le principe est schématiquement le même qu’avec des rayons X : il s’agit de mesurer
l’intensité du signal transmis et diffracté à travers l’échantillon [56].
L’observation d’échantillons à travers un MET fournit une projection grossie
de ce dernier. L’interprétation de ces images bidimensionnelles en projections est
rendue difficile par la superposition des structures. La tomographie permet de
reconstituer la structure tridimensionnelle de l’échantillon à partir des projections
observées sous différentes incidences angulaires [41].
Figure 1.9 – Différentes façons d’obtenir des projections, traduite depuis [56]
La figure 1.9 présente trois façons différentes d’obtenir ces projections. Dans le
premier cas, le couple source-détecteur tourne autour de l’objet. Dans le second
cas, le principe est d’incliner l’échantillon à imager. Le troisième cas de la figure 1.9
s’applique lorsque l’objet à imager est en mouvement naturel, comme une planète
ou plus précisément ici une molécule. Ce cas de figure est plus complexe à gérer
car les directions sous lesquelles les projections ont été acquises sont aléatoires et
inconnues. Le problème de reconstruction des données est donc entaché du biais dû
à l’incertitude sur la direction de projection. Ce champ de recherche suscite encore
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beaucoup d’intérêt [52].
La plupart du temps en tomographie électronique, le couple source-détecteur
reste fixe alors que la lame d’échantillon est progressivement inclinée. Le dispositif
expérimental ne permet malheureusement pas d’acquérir des projections tout
autour de l’objet mais seulement dans un secteur angulaire limité, en général
[−70°, 70°] [55]. C’est en tentant de résoudre ce problème de microscopie que R.
Gordon, R. Bender et al. ont mis au point le premier algorithme de reconstruction
tomographique [66] (algorithme que nous expliciterons en section 1.3.2).
La très haute résolution atteignable en microscopie électronique à balayage
par transmission peut permettre d’observer des structures cristallines à l’échelle
atomique. Cependant, ce n’est que récemment que des chercheurs ont pu reconstruire
une image tridimensionnelle à une telle échelle [169]. En effet, la couverture angulaire
limitée des projections ainsi que le bruit d’acquisition des projections conduit à
des biais importants qui dégradent la résolution de l’image reconstruite. Afin de
dépasser ces contraintes, S. Van Aert, K. J. Batenburg et al. utilisent un apriori
sur la nature binaire de l’image à reconstruire [169] issu de la tomographie discrète
que nous allons voir au chapitre 2.
Le mode tomographique est très souvent utilisé en microscopie électronique
de transmission afin de retrouver l’information de profondeur des échantillons
observés. La tomographie électronique souffre cependant de contraintes lourdes,
dont notamment le champ angulaire d’acquisition restreint. Ces contraintes sont
également souvent présentes en tomographie médicale et en tomographie stellaire.
1.1.4 Tomographie dans les systèmes distribués
Le dernier exemple d’application de la tomographie que nous présentons dans
ce chapitre d’introduction est son utilisation dans les systèmes distribués, pour
transmettre et stocker de l’information. Contrairement aux autres exemples cités
ci-dessus, nous présentons ici un domaine d’application où la tomographie n’est
pas destinée à l’imagerie et à la visualisation de données physiques.
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1.1.4.1 Codes correcteurs d’erreur : tolérance aux pannes
La problématique du stockage et de la transmission sûrs de données est d’impor-
tance capitale pour toute société. Cette question est d’autant plus importante que le
nombre de données disponibles de par le monde est en croissance exponentielle [59].
Par sûr, nous comprenons soit confidentiel soit pérenne. Concentrons-nous sur cette
dernière acception.
Ne pouvant pas prévoir ni éviter toute défaillance matérielle, un incendie,
une panne ou tout simplement une mauvaise manipulation, la seule façon de se
prémunir de la perte de données est soit de copier et retransmettre l’information,
soit d’introduire de la redondance d’information de manière à ce que la donnée
restante puisse reconstituer la partie perdue. La manière la plus simple de conserver
un document de manière sûre est la réplication. Cette méthode est coûteuse car
elle multiplie la taille du stockage nécessaire par le nombre de réplications. Les
codes correcteurs sont une alternative à la réplication.
Ils sont un moyen de coder de l’information de manière tolérante aux erreurs, et
ce à moindre coût par rapport à la réplication. Les figures 1.10 et 1.11 présentent
brièvement les principes des codes correcteurs en alternative à la réplication.
La tomographie peut constituer un moyen de réaliser un code correcteur d’erreur.
C’est le cas pour le système de fichiers libre RozoFS 5 qui utilise la transformée
Mojette, outil de tomographie dont nous détaillerons le principe au chapitre 2, pour
coder les données et décoder l’information. Le principe de la transformée Mojette
est d’obtenir des projections de blocs de données pour reconstruire ces blocs sans
erreur. Dans le cas du code correcteur, le point essentiel est de générer plus de
projections que nécessaire pour reconstruire l’information. La figure 1.12 montre
l’encodage d’un flux d’information à l’aide de la transformée Mojette. Les données
transmises seront les projections des données et non les données elles-mêmes. En
effet, il est possible de reconstruire (décoder) les données originales à partir de
seulement deux projections sur les trois fournies. Le système est ainsi tolérant aux
pannes.
5. http ://www.rozofs.org
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Figure 1.10 – Application des codes correcteurs d’erreur pour la redondance de
l’information sur un support de stockage, adapté de [170]
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Figure 1.11 – Schéma de principe d’un code correcteur, tiré de [128]
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Figure 1.12 – Encodage d’un buffer géométrique à partir de ses projections, tiré
de [128]
1.1.4.2 Codes correcteurs d’erreur : confidentialité
Nous nous intéressons à présent à la sécurité des données. Nous souhaitons donc
que l’information partiellement transmise ne permette pas de décoder les données.
Nous pouvons protéger la transmission des données en utilisant un encodage
basé sur les projections comme nous l’avons vu précédemment. En effet, si pour
conserver l’intégrité des données il est nécessaire de transmettre plus de projections
que nécessaires pour le décodage, nous pouvons a contrario limiter le nombre de
projections pour rendre l’information indéchiffrable.
Dans le cas du stockage distribué, nous pouvons mettre en œuvre un tel schéma
en ne distribuant qu’un nombre limité de paquets (projections Mojette) à chaque
nœud, afin que chaque nœud ne puisse décoder seul la donnée. La donnée détenue
par chaque nœud, certes limitée, doit par contre être astucieusement répartie pour
que n’importe quel sous-ensemble de nœuds de taille suffisante puisse reconstituer
la donnée initiale. Ainsi, non seulement le stockage est tolérant aux pannes, mais il
est également confidentiel dans la mesure où chaque nœud pris séparément ne peut
lire la donnée en clair.
Ce principe a également été mis en œuvre pour la transmission de données sur
un réseau Wi-Fi point à point. Dans ce cas, on considère un réseau où les paquets
sont acheminés successivement par les clients de l’émetteur au destinataire. Dans
un tel cas, il est indispensable que chaque client ne voie pas transiter la donnée
décodée. Un exemple en est donné dans la figure 1.13, où nous supposons qu’un
minimum de trois projections est nécessaire pour pouvoir reconstruire les données.
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Figure 1.13 – Codage basé sur la transformée Mojette pour la transmission
sécurisée de paquets sur un réseau, reproduit de [128]
Sur cette figure, le schéma de gauche est une configuration classique où un fichier est
simplement scindé en trois morceaux p1, p2 et p3. Chacun des trois nœuds connaît
seulement deux des trois parties du fichier. Pour reconstruire le fichier complet, les
nœuds peuvent, au choix, soit mutualiser leur information, soit obtenir une donnée
supplémentaire diffusée sur le réseau. Il en va de même pour le schéma de droite,
où les parties du fichier sont remplacées par des projections de celui-ci. En mettant
en commun leur information, les nœuds peuvent reconstituer le fichier à partir
des trois projections ; ou alors en obtenant chacun une projection complémentaire.
L’avantage du deuxième système est qu’aucune des parties du fichier ne transite en
clair ni n’est stockée par les nœuds car ceux-ci ne reçoivent que des projections.
1.1.4.3 Bilan
Nous avons présenté dans cette section une application originale de la tomo-
graphie au stockage redondant, stockage distribué et transmission sur un réseau.
Les conditions d’application et les hypothèses sont très différentes de celles des
exemples précédents.
En effet pour toutes les applications précédentes en imagerie, la tomographie
est un moyen d’accéder à une information en dimension deux ou trois qu’il est
impossible de mesurer physiquement. Cependant, il devient possible d’en calculer
une approximation à partir de mesures intégrales en une ou deux dimensions. Ici
l’intérêt de la tomographie est d’introduire de la redondance contrôlée pour assurer
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une sécurité de stockage maximale à moindre coût. De plus, la tomographie permet
ici de produire un signal suffisamment décorrélé de l’original pour pouvoir assurer
partiellement la confidentialité des données.
Les algorithmes de reconstruction seront alors différents en fonction des hypo-
thèses, une propriété importante pour le stockage étant de pouvoir reconstruire le
signal original de manière exacte, sans erreur.
1.2 Définition intuitive
Nous avons vu différentes applications de la tomographie dans la section pré-
cédente. Sans entrer dans les détails du mécanisme, nous pouvons observer un
point commun entre tous les exemples sus-cités : les données sont mesurées le
long de lignes ou de plans autour de l’objet à étudier et le but est de reconstituer
cet objet à partir des mesures réalisées. Nous allons commencer par donner une
solution intuitive pour résoudre ce problème à travers l’exemple d’un jeu basé
sur la tomographie, puis nous allons introduire un des premiers algorithmes de
reconstruction tomographique.
1.2.1 Jeu Mojette
Le jeu Mojette est un jeu mathématique se rapprochant du désormais célèbre
casse-tête japonais Sudoku. Il a été créé par J. Guédon en 2010.
Le but du jeu Mojette est de reconstituer une grille composée uniquement de
trois chiffres différents entre zéro et neuf à partir des projections discrètes de celle-ci.
Le plateau du jeu est exposé en figure 1.14. Le joueur dispose alors :
— d’une forme de grille dont les valeurs ont été effacées ;
— des projections discrètes dans plusieurs directions de cette grille.
À partir des projections, le joueur doit retrouver les valeurs que contenait
initialement la grille ainsi que leurs positions dans la grille. Notons que parfois
plusieurs solutions peuvent convenir. Pour jouer, il faut d’abord savoir comment
les projections discrètes sont obtenues.
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Figure 1.14 – Plateau du jeu Mojette [70]
1.2.1.1 Projections discrètes
Nous remarquons que l’on dispose de 3 projections notées (a), (b) et (c) sur la
figure 1.14. La ligne de projection (a) est horizontale, elle consiste en la somme de
chaque colonne. Les projections (b) et (c) sont quant à elles obtenues en sommant
toutes les cases alignées respectivement sur la diagonale Nord-Ouest et Nord-Est.
On appellera les valeurs des projections discrètes des bins. Un exemple simple de
l’obtention de ces projections est donné dans la figure 1.15.
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Figure 1.15 – Obtention des projections discrètes d’une image de taille 3× 3
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1.2.1.2 Résolution
La résolution commence par les bords. L’examen des projections montre que
certaines cases sont projetées directement sur un bin (valeur sur une projection),
comme c’est le cas pour les cases rouges dans la figure 1.14. Les valeurs de ces cases
sont alors égales à la valeur du bin correspondant.
Il s’agit ensuite de procéder par élimination, en sachant que la grille contient
uniquement trois valeurs différentes. On soustrait à chaque bin sur les projections
les valeurs des cases déjà retrouvées et chaque nouvelle case reconstruite permet
d’en débloquer d’autres.
1.2.2 Un premier algorithme itératif
Le jeu Mojette est un exemple de tomographie avec des contraintes particu-
lières (exactement trois directions de projection discrète ainsi que trois valeurs
possibles des cases). Reprenons l’exemple de la figure 1.15 avec deux projections,
une horizontale et une verticale.
Nous allons décrire ici un algorithme intuitif dans ses grandes lignes, puis le
décrire plus formellement dans la section suivante. Dans cette section, on désignera
par image une grille composée de cases contenant des valeurs, comme dans le jeu
Mojette.
Le principe est le suivant :
1. On part d’une estimation initiale de l’image à reconstruire, en général une
image uniforme.
2. On calcule une projection de l’image en cours de reconstruction.
3. On calcule la différence entre la projection obtenue et celle qui est fournie.
4. On ré-injecte l’erreur calculée sur les projections à l’intérieur de l’image.
5. On répète les étapes 2, 3 et 4 alternativement avec chaque projection jusqu’à
ce que l’erreur calculée soit suffisamment faible.
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1.2.2.1 Rétroprojection de l’erreur
L’étape 4 est appelée rétroprojection. C’est une opération duale à la projection
dans le sens où elle consiste à injecter dans l’image les valeurs des projections. La
rétroprojection revient à épandre la valeur d’un bin sur toute la ligne de projection
correspondante. La figure 1.16 illustre cette dualité : pour l’opérateur de projection
la donnée est l’objet (ou l’image) et le résultat est la projection (symbolisée en rouge
sur la figure 1.16a) ; alors que pour la rétroprojection, la donnée est la projection
et le résultat est l’objet (symbolisé en rouge sur la figure 1.16b).
4 2 1
11 5 0
8 3 2 ?
?
?
projection
4 2 1
11 5 0
8 3 2 13
16
7
(a)
13
16
7? ? ?
? ? ?
? ? ?
rétroprojection
1313 13 13
1616 16 16
77 7 7
(b)
Figure 1.16 – Dualité de la projection (a) et de la rétroprojection (b) discrètes.
Les éléments en rouge symbolisent le résultat de ces opérations.
Dans l’algorithme précédent, on rétroprojette successivement la différence entre
le bin calculé depuis la donnée en cours de reconstruction et le bin initial, normalisée
par le nombre de pixels traversés. La normalisation permet de moyenner l’erreur
sur la ligne de projection. Elle permet d’obtenir à chaque itération une image
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satisfaisant entièrement les conditions sur une des projections. Ce schéma itératif
converge vers une solution qui convient simultanément à toutes les projections.
1.2.2.2 Exemple de reconstruction
La figure 1.17 est un exemple de reconstruction d’une image de taille 3× 3 à
partir de deux projections discrètes à l’aide de l’algorithme ART. Sur cette figure,
les flèches bleues symbolisent les opérations de projection et les flèches rouges
correspondent aux rétroprojections.
À la deuxième itération, l’erreur mesurée sur les deux projections est nulle,
l’image ne sera donc pas mise à jour lors d’une troisième itération. L’algorithme a
donc convergé.
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Figure 1.17 – Exemple de reconstruction d’une image de taille 3× 3 à l’aide de
l’algorithme ART
Notons que nous avons convergé ici vers une solution qui satisfait bien les deux
projections initiales, mais différente de l’image de départ ! En effet, le système que
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nous étudions est sous-déterminé : six équations pour neuf inconnues.
Pour retrouver l’image de départ, il faut ajouter de l’information au problème,
comme par exemple réduire le nombre de valeurs possibles (comme dans le jeu
Mojette de la section 1.2.1 ou alors sous forme de contrainte de positivité) ou
ajouter des projections.
Ce principe intuitif a été mis en application dans le premier scanner médical,
dont nous allons exposer à présent le fonctionnement.
1.3 Premier algorithme dans un scanner médical
Le premier scanner médical a été conçu par G. N. Hounsfield en 1972, dont
les travaux sont financés par la société britannique EMI produisant entre autres les
Beatles. Ce scanner, appelé Computerized transverse Axial Tomography (CAT) en
anglais et tomodensitomètre (TDM) en français dans sa traduction officielle, est à
l’époque destiné à observer le cerveau [92].
1.3.1 L’invention du premier scanner
Bien qu’aucune référence n’y soit faite dans l’article fondateur de G. N. Houns-
field, A. M. Cormack avait déjà décrit un tel système dix ans auparavant [34,
35]. A. M. Cormack et G. N. Hounsfield recevront conjointement le prix Nobel
de physiologie ou médecine en 1979.
Ce premier scanner dispose d’un mini-ordinateur sur lequel un algorithme de
reconstruction tomographique algébrique est utilisé pour reconstruire les sections
transverses de cerveau à partir des projections mesurées par rayons X à plusieurs
incidences différentes. Cet algorithme s’appelle Algebraic Reconstruction Technique
(ART) [65, 66], il a été développé par R. Gordon, R. Bender et al. en 1970 et
introduit à la section 1.2.2.
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1.3.2 Algorithme ART
Les méthodes de résolution algébriques — dont ART fait partie — reposent sur
une représentation continue-discrète de l’espace, c’est-à-dire que l’on considère une
image composée de pixels, donc discrète, mais de lignes de projections continues
(en matière de traversée de pixels et en termes d’angulation). Nous souhaitons
reconstruire une image numérique — donc discrète — I de taille W ×H. Chaque
rayon ρ intersecte le pixel (i, j) avec un poids ωρi,j. En linéarisant la formule 1.3
dans le cas des rayons X, on modélise la valeur d’un bin sur la projection P (θ, ρ) de
direction θ par une combinaison linéaire des valeurs de chaque pixel (i, j) pondérées
par les ωθ,ρi,j :
Pθ(ρ) =
∑
(i,j)∈rayon(ρ)
ωθ,ρi,j I(i, j) (1.4)
=
W−1∑
i=0
H−1∑
j=0
ωθ,ρi,j I(i, j). (1.5)
Si l’on considère à présent un ensemble de Nθ projections, chacune composée
de Nρ rayons, on peut modéliser l’ensemble des projections et des contraintes du
système tomographique par l’équation matricielle :
RI = P, (1.6)
où P est un vecteur de taille NθNρ correspondant aux projections mesurées, I est
l’image à reconstruire représentée sous forme de vecteur de taille WH et R est la
matrice de taille NθNρ ×WH des poids ωθ,ρi,j , appelée matrice système.
Reconstruire l’image I à partir des projections P revient à inverser le système
(1.6). En théorie,
I ≈ R†P, (1.7)
où R† désigne une matrice pseudo-inverse de R, c’est-à-dire telle que ‖R†P − I‖2
soit minimal.
Dans la réalité, cet inverse (ou pseudo-inverse dans un cadre plus général) est
très complexe à déterminer avec des méthodes d’inversion directes étant donné que
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R est de très grande taille. Par exemple pour une image de 128× 128 pixels avec
60 projections de 128 échantillons, R comporte 125 829 120 entrées !
R. Gordon, R. Bender et al. proposent alors un schéma itératif permet-
tant de construire des approximations successives de la solution I(0), I(1), . . . , I(n)
convergeant vers I au sens des moindres carrés. Il s’avère que cette technique,
de manière semble-t-il fortuite, correspond presque exactement à la méthode de
S. Kaczmarz [96] utilisée en calcul numérique pour résoudre les systèmes linéaires
du type Ax = b.
À chaque nouvelle itération k+1 de ART, l’image estimée à l’itération précédente
I(k) est mise à jour de manière à satisfaire une des équations l du système (1.6).
Elle est obtenue en rétroprojetant dans l’image I(k) la différence normalisée entre
la projection de I(k) et celle de départ. Soit, en reprenant les notations initiales :
I(k+1)(i, j) = I(k)(i, j) + ωθk,ρi,j
Pθk(ρ)− P (k)θk (ρ)∑W−1
i=0
∑H−1
j=0 (ω
θk,ρ
i,j )2
. (1.8)
Le choix de la condition initiale I(0) peut être libre, mais influence la convergence
de l’algorithme. Un choix courant est d’initialiser I(0) à une image uniforme, chaque
pixel recevant la moyenne des sommes des bins sur les projections normalisées par
le nombre de pixels total dans l’image [87].
Après un certain nombre n d’itérations, l’image en cours de reconstruction I(n)
est jugée suffisamment proche de l’image idéale I : I(n) ≈ I.
1.4 Conclusion
La tomographie est présente dans de nombreux domaines très différents, que
ce soit pour produire des images ou tout simplement traiter de l’information. Les
enjeux de la tomographie sont donc d’importance pour de larges communautés
scientifiques.
L’algorithme algébrique ART produit toujours une solution quel que soit le
nombre de projections, mais plus on a de projections et mieux elles sont réparties
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directionnellement, plus on va s’approcher de la bonne 6 solution.
À travers les exemples de la section 1.1, nous avons mis en évidence quelques
questions fondamentales et défis de la tomographie. À savoir, de manière non
exhaustive :
— l’influence du nombre des projections et de la répartition angulaire des
projections ;
— le nombre de pixels pouvant être reconstruits en fonction de la résolution
souhaitée ;
— l’influence de la quantification des pixels (c’est-à-dire le nombre de niveaux
de gris possibles), etc.
Pour tenter de répondre à ces questions, il apparaît comme indispensable
d’inscrire le problème de reconstruction tomographique dans un cadre mathématique
plus formel. Cet effort sera l’objet des deux prochains chapitres.
6. Encore faudrait-il définir ce qualificatif, et s’assurer de son unicité. Il dépend fortement du
domaine d’application et des propriétés que l’on désire assurer à partir de l’information a priori
que l’on possède comme nous le verrons par la suite.
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Chapitre 2
Tomographie discrète
L’objectif de ce chapitre est de mettre en évidence les difficultés
liées à la discrétisation de l’opérateur de projection et l’incomplétude
des données due au caractère discret de l’information mesurée et de son
traitement numérique. Ainsi, nous présentons dans un premier temps
la théorie de Radon continue, puis discrétisée et les problèmes soule-
vés. Nous montrons ensuite dans quelle mesure la tomographie discrète
peut répondre à ces problématiques. En particulier, nous présentons la
transformée Mojette qui, grâce à un échantillonnage optimal, permet
de concilier tomographie classique et tomographie discrète.
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2.1 Introduction
Nous avons vu dans le chapitre précédent la définition de la tomographie et
ses champs d’application. La théorie développée et formulée mathématiquement
dans le domaine continu est aujourd’hui mise à l’épreuve face, d’une part, au
traitement informatique des données et, d’autre part, au mode d’acquisition des
données. En effet, l’essence même du calcul numérique impose une discrétisation
des données et des étapes du calcul algorithmique. Le problème que soulève cette
discrétisation est double : non seulement l’échantillonnage imposé doit respecter les
conditions physiques de l’acquisition mais il doit également respecter les conditions
mathématiques d’application de la théorie.
Face à ce problème, de nombreux travaux basés sur la théorie des ensembles
finis et des grilles discrètes [53, 54, 98, 115] ou de l’algèbre binaire [105, 141] ont
mené à l’établissement d’une nouvelle théorie de la tomographie dite tomographie
discrète [84]. Mais réduire la tomographie discrète à la simple transcription infor-
matique des formules analytiques de l’inversion de la transformée de Radon est une
erreur conceptuelle. Le terme discret peut désigner aussi bien un nombre fini de
projections acquises — qui rappelons-le doit être théoriquement infini dans le cadre
de la tomographie usuelle — tout comme des données quantifiées sur un ensemble
de valeurs fini ou dénombrable, voire même jusqu’à la limite critique de la quantifi-
cation binaire. La tomographie discrète est donc un cadre théorique permettant de
résoudre de façon exacte les problèmes de reconstruction tomographique à partir
de données échantillonnées et quantifiées grossièrement sur les projections et sur le
nombre de projections.
Dans ce chapitre, nous nous efforcerons de présenter dans un premier temps les
versions discrètes des algorithmes de reconstruction tomographique dites classiques.
Dans un second temps, nous présentons le cas d’une acquisition à angle limité et
les problèmes soulevés, qui sont résolus par la tomographie discrète. Enfin, nous
présenterons la tomographie binaire et ses applications.
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2.2 Projections acquises uniformément sur le do-
maine complet [0,180°[
Un premier pas dans le développement de méthodes discrètes est, comme
en traitement du signal, d’échantillonner le signal continu. En effet, un signal
échantillonné (discret) peut, sous certaines conditions, préserver les caractéristiques
du signal continu et donc représenter fidèlement le signal continu sous-jacent [148].
Il en va de même pour les techniques de reconstruction que l’on va présenter dans
cette section.
Si ce moyen de discrétisation peut sembler trop abrupt au premier abord, il
nous faut garder à l’esprit que sa validité et ses limites dépendent des conditions
expérimentales qui peuvent être favorables. De plus, considérer le modèle continu
permet de modéliser précisément le processus d’acquisition, de la physique à la
géométrie.
Afin d’aller plus avant, nous allons maintenant exposer les bases théoriques de
la tomographie dans le domaine continu.
2.2.1 Formulation du problème dans le domaine continu
Nous avons vu au chapitre 1 que les opérateurs de projection et de rétroprojection
étaient les éléments de base de la tomographie. Nous en avons donné des formulations
intuitives basées sur la sommation de cases dans une grille. Ces éléments ont été
étudiés en détail par les mathématiciens et physiciens d’après les travaux théoriques
fondateurs du mathématicien autrichien J. Radon en 1917 [133] qui a posé les
fondements mathématiques.
Formellement, l’objet à projeter et reconstruire est assimilé à une fonction f de
R2 dans R vérifiant les trois propriétés idéales de régularité suivantes :
1. La fonction f est continue sur son domaine de définition ;
2. L’intégrale de f pondérée par le module de chaque point
∫∫
R2
|f(x, y)|√
x2 + y2
dx dy
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converge absolument ;
3. Pour tout point (x, y) ∈ R2 et r ≥ 0, soit f(x,y)(r) la moyenne de f le long
du cercle de centre (x, y) et de rayon r :
f(x,y)(r) =
1
2pi
∫ 2pi
0
f(x+ r cosφ, y + sinφ) dφ,
alors
lim
r→+∞ f(x,y)(r) = 0, ∀(x, y) ∈ R
2.
Une ligne intégrale de f est l’intégrale curviligne de f le long d’une droite Dρ,φ
d’équation Dρ,φ : x cosφ+ y sinφ = ρ, formant un angle φ avec l’axe des ordonnées
et à une distance |ρ| de l’origine :
p(ρ, φ) = p(−ρ, pi + φ) =
∫ +∞
−∞
f(ρ cosφ− s sinφ, ρ sinφ+ s cosφ) ds. (2.1)
L’ensemble des lignes intégrales p(·, φ) pour un angle φ fixé est appelé une
projection d’angle φ, que l’on notera pφ. De plus, on appellera espace de Radon
ou sinogramme l’espace (ρ, φ) 7→ p(ρ, φ).
Les trois théorèmes suivant définissent la transformée de Radon, les conditions
de validité et donnent une formule de reconstruction [133].
Théorème 2.1. L’intégrale (2.1) existe presque partout. On appelle opérateur de
Radon ou transformée de Radon l’opérateur
R : f 7→ p (2.2)
que l’on note également p = Rf .
Théorème 2.2. Soit p(x,y)(q) la moyenne de p(ρ, φ) pour les tangentes au cercle
de centre (x, y) de rayon q ≥ 0 :
p(x,y)(q) =
1
2pi
∫ 2pi
0
p(x cosφ+ y sinφ+ q, φ) dφ. (2.3)
Alors cette intégrale converge en tout point (x, y) ∈ R2 et quel que soit le rayon q.
50
fx
y
r
φ
ρ =
r
Dρ=r,φ
ρ =
0
Dρ=0,φ
ρ
Rφf(ρ)
θ
Figure 2.4 – Une projection d’angle φ
Théorème 2.3. La fonction f est déterminée de manière unique à partir de p par
la formule :
f(x, y) = − 1
pi
∫ +∞
0
dp(x,y)(q)
q
(2.4)
= 1
pi
lim
ε→0
(
p(x,y)(ε)
ε
−
∫ +∞
ε
p(x,y)(q)
q2
dq
)
. (2.5)
Le théorème 2.1 formalise la notion de projection dans le domaine continu, à
l’instar de l’opérateur de projection discrète vu au chapitre 1. Il en assure également
la validité pour des fonctions vérifiant les hypothèses précédentes.
Le théorème 2.2 formalise quant à lui pour q = 0 la notion de rétroprojection
dans le domaine continu, tout comme de l’opérateur de rétroprojection discrète vu
au chapitre 1 et en assure la validité.
Enfin, le théorème 2.3 exhibe une formule d’inversion de l’opérateur. C’est un
résultat fort car il signifie que l’opérateur inverse R−1 est réalisable en théorie. La
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deuxième forme de l’intégrale relève également une singularité de l’opérateur inverse.
Cette singularité est la principale difficulté de la reconstruction tomographique car
il rend l’opérateur inverse instable et le problème de reconstruction tomographique
mal posé. Le lecteur intéressé pourra se référer à la première partie de [71] pour un
état de l’art complet sur la (dis-)continuité de l’opérateur de Radon inverse R−1.
2.2.1.1 Théorème de la tranche centrale
La formule d’inversion directe du théorème 2.3 n’est pas pratique car elle
présente une discontinuité. Nous pouvons la reformuler en utilisant le théorème
de la tranche centrale, qui lie la transformée de Fourier unidimensionnelle d’une
projection de f à une tranche de la transformée de Fourier bidimensionnelle de
l’objet f [25].
Définition 2.5 (Transformée de Fourier continue unidimensionnelle). La trans-
formée de Fourier 1D, notée F1D (·) d’une fonction f intégrable sur R est définie
par :
F1D (f) : R→ C
ν 7→ fˆ(ν) =
∫ +∞
−∞
f(t) e−2ipiνt dt.
(2.6)
Cette intégrale est convergente et on note indifféremment F1D (f) (ν) ou fˆ(ν)
la transformée de Fourier de f à la fréquence ν.
De plus, cette transformée est inversible et on note F−11D (·) la transformée de
Fourier inverse telle que :
F−11D
(
fˆ
)
: R→ C
t 7→ f(t) =
∫ +∞
−∞
fˆ(ν) e2ipiνt dt.
(2.7)
Définition 2.6 (Transformée de Fourier continue bidimensionnelle). La trans-
formée de Fourier 2D, notée F2D (·) d’une fonction f intégrable sur le plan R2
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est définie par :
F2D (f) : (R× R)→ C
(λ, µ) 7→ fˆ(λ, µ) =
∫ +∞
−∞
∫ +∞
−∞
f(x, y) e−2ipi(λx+µy) dx dy.
(2.8)
Cette intégrale est convergente et on note indifféremment F2D (f) (λ, µ) ou
fˆ(λ, µ) la transformée de Fourier de f aux fréquences (λ, µ).
De plus, cette transformée est inversible et on note F−12D (·) la transformée de
Fourier inverse telle que :
F−12D
(
fˆ
)
: R× R→ C
(x, y) 7→ f(x, y) =
∫ +∞
−∞
∫ +∞
−∞
fˆ(λ, µ) e2ipi(λx+µy) dλ dµ.
(2.9)
Écrivons maintenant la transformée de Fourier 2D de f :
∀(λ, µ) ∈ R2, F2D (f) (λ, µ) =
∫ +∞
−∞
∫ +∞
−∞
f(x, y) e−2ipi(λx+µy) dx dy. (2.10)
La droite D⊥φ passant par l’origine et formant un angle φ avec l’axe des abscisses
peut être paramétrée par :

x(t) = t cosφ
y(t) = t sinφ
, t ∈ R. (2.11)
En évaluant l’équation (2.10) sur D⊥φ :
F2D (f) (λ, µ)|λ=t cosφ,µ=t sinφ =
∫ +∞
−∞
∫ +∞
−∞
f(x, y) e−2ipit(x cosφ+y sinφ) dx dy. (2.12)
Étudions à présent la transformée de Fourier d’une projection d’angle φ par
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rapport à la variable ρ :
∀ν ∈ R,
F1D (pφ) (ν) =
∫ +∞
−∞
pφ(ρ) e−2ipiνρ dρ (2.13)
=
∫ +∞
−∞
[∫ +∞
−∞
f(ρ cosφ− s sinφ, ρ sinφ+ s cosφ) ds
]
e−2ipiνρ dρ
(2.14)
=
∫ +∞
−∞
∫ +∞
−∞
f(ρ cosφ− s sinφ, ρ sinφ+ s cosφ) e−2ipiνρ ds dρ.
(2.15)
On effectue le changement de variable :

ρ = x cosφ+ y sinφ
s = −x sinφ+ y cosφ
et det(Jx,y) =
∣∣∣∣∣∣ cosφ sinφ− sinφ cosφ
∣∣∣∣∣∣ = cos2 φ+ sin2 φ = 1.
(2.16)
F1D (pφ) (ν) =
∫ +∞
−∞
∫ +∞
−∞
f(x, y) e−2ipiν(x cosφ+y sinφ) dx dy. (2.17)
Les équations (2.12) et (2.17) permettent d’énoncer le théorème suivant.
Théorème 2.7 (Théorème de la tranche centrale [25] 1). Soit pφ la projection
de f d’angle φ fixé. La transformée de Fourier 1D de pφ est égale à la tranche
orthogonale d’angle φ+ pi2 de la transformée de Fourier 2D de l’objet f passant
par l’origine :
∀ν ∈ R, F1D (pφ) (ν) = F2D (f) (ν cosφ, ν sinφ). (2.18)
Ce théorème est extrêmement puissant car il permet :
— de définir des méthodes d’inversion de la transformée de Radon en remplissant
l’espace fréquentiel 2D de fˆ à partir des transformées de Fourier des
projections p̂φ ;
1. Bien que ce théorème soit généralement attribué à R. N. Bracewell, celui-ci a déclaré
qu’il n’avait fait qu’énoncer un résultat bien connu en séismologie.
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— d’étudier les conditions d’échantillonnage angulaire et de discrétisation de
la tomographie comme nous le verrons par la suite.
2.2.1.2 Rétroprojection filtrée idéale
Une conséquence directe du théorème de la tranche centrale est la méthode de la
rétroprojection filtrée. Cette méthode est plus pratique que de remplir les tranches
directement dans l’espace de Fourier car elle se présente sous forme d’algorithme
parallélisable, chaque projection pouvant être traitée indépendamment des autres.
Avec l’aide de la transformée de Fourier inverse, nous pouvons exprimer f
par :
∀(x, y) ∈ R2, f(x, y) =
∫ +∞
−∞
∫ +∞
−∞
fˆ(λ, µ) e2ipi(λx+µy) dλ dµ. (2.19)
Effectuons un changement de variable pour passer les fréquences spatiales en
coordonnées polaires :

λ = ν cosφ
µ = ν sinφ
et det(Jν,φ) =
∣∣∣∣∣∣cosφ −ν sinφsinφ ν cosφ
∣∣∣∣∣∣ = ν(cos2 φ+ sin2 φ) = ν (2.20)
f(x, y) =
∫ pi
0
∫ +∞
−∞
fˆ(ν cosφ, ν sinφ)|ν| e2ipi(xν cosφ+yν sinφ) dνdφ. (2.21)
Et grâce au théorème de la tranche centrale, nous pouvons identifier les échan-
tillons fˆ(ν cosφ, ν sinφ) à p̂φ(ν), d’où :
f(x, y) =
∫ pi
0
∫ +∞
−∞
p̂φ(ν)|ν| e2ipiν(x cosφ+y sinφ) dν︸ ︷︷ ︸
q(φ,ρ=x cosφ+y sinφ)
dφ. (2.22)
La convolution dans le domaine spatial étant équivalente à une multiplication
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dans le domaine de Fourier, nous pouvons écrire :
qφ(ρ) =
∫ +∞
−∞
p̂φ(ν)|ν| e2ipiρν dν (2.23)
= F−11D (pˆφ(ν)|ν|) (ρ) (2.24)
=
(
pφ ∗ F−11D (|ν|)
)
(ρ), (2.25)
où ∗ représente la convolution de deux signaux continus.
qφ est alors la projection d’angle φ convoluée avec un filtre dont la transformée
de Fourier est la fonction valeur absolue. Le graphe de ce filtre forme une rampe
dans le domaine de Fourier, c’est pourquoi ce filtre est connu sous l’appellation
filtre rampe. Le terme qφ est appelé projection filtrée.
Enfin, f apparaît comme une intégration de toutes les projections filtrées :
f(x, y) =
∫ pi
0
q (x cosφ+ y sinφ, φ) dφ. (2.26)
L’équation ρ = x cosφ + y sinφ correspond à la droite de projection dans la
transformée de Radon. Ce qui veut dire que dans l’équation (2.26), on somme
pour chaque pixel (x, y) les valeurs de q(ρ, φ) correspondant à la ligne de projection
d’angle φ et passant par (x, y).
L’opérateur qui à q associe f d’après l’équation (2.26) est appelé rétroprojection.
Dans la suite du manuscrit, nous emploierons abusivement ce terme pour désigner
soit :
— la rétroprojection d’une seule projection d’angle φ :
∀(x, y) ∈ R2, ∀φ ∈ [0, pi[, f(x, y) = qφ(x cosφ+ y cosφ); (2.27)
— l’opérateur de rétroprojection au sens propre, qui correspond à la sommation
de la rétroprojection de tous les angles :
∀(x, y) ∈ R2, f(x, y) =
∫ pi
0
q(x cosφ+ y cosφ, φ) dφ. (2.28)
Dans ce sens là, cet opérateur est un opérateur dual à la transformée de
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Radon, c’est même strictement l’opérateur adjoint, que nous définirons par
la suite.
Notons ici qu’il est facile de voir le rapprochement entre cette définition de
rétroprojection continue et celle de la rétroprojection discrète présentée au chapitre
précédent.
Nous voyons que dans des conditions idéales de données continues complètes,
il est possible de reconstruire l’objet f en filtrant chaque projection par un filtre
rampe, puis en la rétroprojetant dans l’espace image. Cette méthode est appelée
rétroprojection des projections filtrées, ou plus simplement rétroprojection filtrée,
largement connue en reconstruction tomographique sous l’acronyme FBP (Filtered
Back-Projection).
2.2.2 Discrétisation du problème continu
Dans la section précédente, nous présentions les bases de la reconstruction
tomographique en étudiant le problème sous sa forme complètement continue,
et avec des mesures complètes. Ce modèle idéal n’est pas réalisable en pratique,
car il suppose que chaque projection soit connue dans son intégralité (projection
continue) et que l’on dispose d’une infinité de projections couvrant tout le cercle
(ou demi-cercle en utilisant les symétries).
En pratique, les systèmes d’acquisition tomographique ne permettent d’acquérir
qu’un nombre fini de projections, et chaque projection est composée d’un nombre
fini d’échantillons (qu’on nommera désormais bins en accord avec l’usage du chapitre
précédent). La discrétisation a ainsi lieu à deux niveaux :
Sur chaque projection Nous ne connaissons pas toute la projection mais seule-
ment des échantillons (qui plus est, des échantillons sur les lignes radiales).
Les échantillons se présentent donc dans l’espace de Fourier sous forme de
cercles concentriques.
Sur le nombre de projections Les projections sont connues uniquement à cer-
tains angles, en nombre fini. L’espace de Fourier est alors connu non plus
sur des cercles concentriques mais seulement sur certains points de ceux-ci.
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Dans la suite, lorsque nous parlerons de transformée de Radon discrétisée,
nous entendons un échantillonnage de la transformée de Radon continue, avec :
— un nombre Nφ de projections régulièrement distribuées d’angle φi = i piNφ ,
pour i ∈ [0 . . . Nφ − 1] ;
— un nombre Nρ d’échantillons sur chaque projection, espacés d’un pas ∆ρ.
Nous allons maintenant voir l’effet de ces discrétisations sur les méthodes
analytiques puis itératives.
2.2.2.1 Analyse spectrale dans le domaine discret
Les projections étant maintenant données par un signal discret et non plus un
signal continu, nous ne pouvons utiliser les transformées de Fourier continues.
En lieu et place, nous allons utiliser les transformées de Fourier discrètes.
Définition 2.8 (Transformée de Fourier discrète unidimensionnelle). La trans-
formée de Fourier discrète 1D, notée TFD1D (·) d’un signal discret s de N
échantillons est définie par :
TFD1D (s) : [0 . . . N − 1]→ C
u 7→ sˆ [u] =
N−1∑
n=0
s [n] e−2ipin uN .
(2.29)
On note indifféremment TFD1D (s) [u] ou sˆ [u], lorsqu’il n’y a pas d’ambiguïté,
la transformée de Fourier discrète de s à la fréquence discrète u
N
.
Cette transformée est inversible et on note TFD−11D (·) la transformée de Fourier
discrète inverse telle que :
TFD−11D (sˆ) : [0 . . . N − 1]→ C
n 7→ s [n] = 1
N
N−1∑
u=0
sˆ [u] e2ipin uN .
(2.30)
Définition 2.9 (Transformée de Fourier discrète bidimensionnelle). La trans-
formée de Fourier discrète 2D, notée TFD2D (·) d’un signal discret s de M ×N
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échantillons est définie par :
TFD2D (s) : [0 . . .M − 1]× [0 . . . N − 1]→ C
(u, v) 7→ sˆ [u, v] =
M−1∑
m=0
N−1∑
n=0
s [m,n] e−2ipi(m
u
M
+n v
N ).
(2.31)
On note indifféremment TFD2D (s) [u, v] ou sˆ [u, v], lorsqu’il n’y a pas d’am-
bigüité, la transformée de Fourier discrète 2D de s à la fréquence discrète
(
u
M
, v
N
)
.
Cette transformée est inversible et on note TFD−12D (·) la transformée de Fourier
discrète inverse telle que :
TFD−12D (sˆ) : [0 . . .M − 1]× [0 . . . N − 1]→ C
(m,n) 7→ s [m,n] = 1
MN
M−1∑
u=0
N−1∑
v=0
sˆ [u, v] e2ipi(m
u
M
+m v
N ).
(2.32)
2.2.2.2 Méthode de Fourier
On considère maintenant que f est à support borné carré [−D,D]× [−D,D].
Dans le problème discret, nous souhaitons seulement reconstruire f sur un ensemble
fini de points : f˜(k, l) = f(xk, yl).
Soit f un objet à étudier et les échantillons des projections p(ρk, φl) obtenus
avec la transformée de Radon discrétisée de f avec :
∀k ∈
[⌊
−Nρ − 12
⌋
. . .
⌊
Nρ − 1
2
⌋]
, ρk = kσρ
∀l ∈ [0 . . . Nφ] , φk = lσφ.
(2.33)
Contrairement aux projections continues, une projection discrète ne permet
d’estimer la transformée de Fourier de f que sur un nombre fini de points. En effet,
en utilisant la transformée de Fourier discrète des projections et l’équation (2.18),
on obtient :
TFD1D (pφl) (s) ≈
1
σρ
F2D (f) (s cosφl, s sinφl). (2.34)
Notons ici qu’il ne s’agit que d’une approximation. Si les conditions d’échantillon-
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nage de Shannon sont respectées, ce qui est impossible en totalité en théorie mais
on peut se trouver dans des conditions proches en pratique, cette formule produit une
bonne approximation. Il est donc possible de connaître la transformée de Fourier
de f sur l’ensemble de points du plan de Fourier {(λsl, µsl) = (s cosφl, s sinφl)}.
Malheureusement, comme le montre la figure 2.10, ces points sont disposés sur
une grille polaire et non sur une grille cartésienne. Bien qu’il soit théoriquement
possible d’inverser la transformée de Fourier discrète sur grille polaire, ce n’est pas
souhaitable en pratique car il n’existe pas de méthode rapide en O(N logN) comme
pour les grilles cartésiennes. La solution alors souvent adoptée est d’interpoler
la grille polaire à une grille cartésienne pour l’inverser de manière séparable, en
particulier avec la transformée de Fourier rapide ou FFT 2 inverse. L’image
reconstruite est donc une image discrète f˜ .
Figure 2.10 – Échantillonnage polaire du plan de Fourier pour les méthodes de
reconstruction basées sur le théorème de la tranche centrale
Pour résumer, les étapes de la méthode de reconstruction de Fourier sont :
1. Calculer la transformée de Fourier discrète de chaque projection ;
2. Remplir une grille polaire du plan de Fourier de f avec les échantillons
calculés à l’étape précédente ;
2. Fast Fourier Transform
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3. Interpoler la grille polaire sur une grille cartésienne ;
4. Calculer la transformée de Fourier bidimensionnelle inverse pour obtenir
des échantillons de f sur une grille cartésienne.
Un cas particulier d’utilisation notable de cet algorithme de reconstruction est
l’IRM, où les données sont directement acquises dans l’espace de Fourier. Dans
cette configuration, on se retrouve directement à l’étape 3 voire l’étape 4 dans le
cas le plus simple. On possède alors les véritables échantillons des composantes
fréquentielles, et non une approximation.
Hormis ce dernier cas, cette méthode n’est pas beaucoup utilisée en pratique du
fait de ses nombreuses limitations. La première limitation concerne l’approximation
des échantillons de la transformée de Fourier continue par ceux de la transformée
de Fourier discrète (équation (2.34) et FFT inverse). En réalité, ces étapes sont
entachées d’erreurs dues au repliement de spectre à cause de l’échantillonnage des
projections d’une part, et de l’échantillonnage de f˜ d’autre part, qui ne peuvent
être à bande limitée.
La seconde limitation, et la majeure, est due à l’interpolation de la grille polaire
à la grille cartésienne dans le domaine de Fourier. Le problème rencontré ici est
dû à la densité de l’échantillonnage polaire, qui est plus importante dans les basses
fréquences que dans les hautes fréquences. Intuitivement, les hautes fréquences qui
contiennent les détails de l’image sont donc beaucoup moins bien reconstruites que
les basses fréquences, qui sont, pour leur part, estimées à partir de suffisamment
de points. Il est intéressant de remarquer que cette étape d’interpolation apparaît
implicitement dans la formule continue de la rétroprojection filtrée, |ν| étant le
jacobien de passage d’une grille polaire à une grille cartésienne.
Comme cette seconde limitation semble être la plus importante, quelques
tentatives pour améliorer le processus d’interpolation ont été proposées dans la
littérature. Nous pouvons les classer en deux catégories :
— l’utilisation une méthode d’interpolation plus précise ;
— l’utilisation d’autres points d’échantillonnage rendant l’interpolation inutile.
Pour la première catégorie, J. Walden propose un cadre théorique pour com-
parer quantitativement les méthodes d’interpolation dans le plan de Fourier et
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préconise une interpolation par fenêtre de Kaiser-Bessel [173].
La seconde catégorie nous semble plus judicieuse car elle s’attaque aux causes
du problème. Ici encore, plusieurs stratégies sont envisagées. Une première stratégie
est de tenter d’inverser la transformée de Fourier directement sur la grille polaire,
donc de travailler directement sur la transformée inverse, à l’aide de la transformée
de Fourier non-uniforme (NUFT) [45, 51]. Une autre alternative consiste à utiliser
les expansions en séries de Fourier [67].
Enfin, d’autres auteurs proposent de modifier le protocole d’acquisition des
images, donc la discrétisation de la transformée de Radon, pour obtenir des
échantillons dans le plan fréquentiel qui ne sont plus disposés sur une grille po-
laire, mais une grille pseudo-polaire. Cette méthode porte le nom de méthode
du linogramme [46, 47, 112]. Cette méthode retient notre attention car elle pro-
pose d’adapter le pas d’échantillonnage des projections en fonction de l’angle de
projection, tout comme la transformée Mojette que nous allons voir ensuite. Les
données ainsi acquises forment un échantillonnage pseudo-polaire, qu’il est possible
de ramener sur une grille cartésienne sans interpolation [10]. Ces techniques se
retrouvent également dans une méthode de reconstruction similaire — appelée
Equally Sloped Tomography — consistant à considérer un ensemble de directions
de projections définies par incréments de pente, donc à incrément constant de
la tangente, produisant le même échantillonnage pseudo-polaire de l’espace de
Fourier [116].
2.2.2.3 Rétroprojection filtrée
Une alternative à la méthode de Fourier, fournie par l’équation (2.26), est
de filtrer chaque projection par un filtre rampe, puis de la rétroprojeter. C’est
l’algorithme de la rétroprojection filtrée ou FBP.
Grâce à sa simplicité de mise en œuvre, c’est encore de nos jours l’algorithme
le plus usité dans le monde. Malgré tout, sa mise en œuvre sur des données
discrètes requiert quelques précautions. En effet, le filtre rampe est infini et sa
réalisation partielle induit donc des oscillations. De plus, le gain du filtre rampe étant
proportionnel à la fréquence, celui-ci atténue les basses fréquences et privilégie
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les hautes fréquences. Ce comportement est incompatible avec des conditions
d’acquisition bruitées, où le bruit est essentiellement localisé dans les hautes
fréquences et se retrouve donc amplifié. Enfin, le fait que la valeur du filtre dans le
domaine de Fourier à la fréquence ν = 0 soit nulle élimine la valeur moyenne des
projections.
Pour répondre aux deux premiers problèmes, il est d’usage dans la littérature
d’utiliser une fenêtre d’apodisation, qui atténue le gain du filtre à partir d’une
certaine fréquence. L’expression du fréquentielle du filtre est donc :
hˆ(ν) = aˆ(ν)|ν|, (2.35)
où aˆ(ν) est la fenêtre d’apodisation.
Il existe de nombreuses fenêtres d’apodisation que l’on peut utiliser. La plus
simple, proposée par Ramachandran et Lacksminarayanan et couramment
appelée Ram-Lak consiste à couper le spectre à partir d’une certaine fréquence.
Les autres fenêtres (Shepp-Logan, Hann, Hamming, etc.) visent à éviter la
discontinuité produite par la fenêtre de Ram-Lak en amenant plus progressivement
le gain du filtre rampe à une valeur nulle, comme le montre la figure 2.11.
La discrétisation directe de ces filtres par simple échantillonnage conduit toujours
à F (ν = 0) = 0 et donc à la perte de la valeur moyenne du signal. Ce problème est
résolu en utilisant non pas une version discrétisée de la transformé de Fourier du
filtre, mais la transformée de Fourier discrète du filtre spatial discrétisé [97]. Cette
implémentation est la preuve qu’une discrétisation naïve du continu par simple
échantillonnage n’est généralement pas équivalente à un paradigme intégralement
discret.
Dans ce sens, il nous semble important de citer les travaux de J. Guédon et
Y. Bizais ainsi que ceux de S. Horbelt, M. Liebling et al. qui tentent de tenir
compte de la nature réellement discrète des données pour proposer un algorithme de
rétroprojection filtrée discret [74, 77, 91]. Dans [77] et [74], les auteurs proposent une
modélisation de l’image discrète par une base de fonctions B-spline de degré zéro,
aussi appelées fonctions de Haar. Ce travail est largement étendu dans [91], où les
auteurs proposent en plus de modéliser les projections sur des bases de fonctions
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Figure 2.11 – Fenêtres d’apodisation (à gauche) et filtres de reconstruction
correspondants (à droite)
B-spline et d’effectuer une discrétisation optimale au sens des moindres carrés, au
lieu d’un échantillonnage direct. Ces travaux montrent, dans une certaine mesure,
l’importance de travailler avec des discrétisations propres et proposent d’utiliser des
bases de fonctions B-spline, qui sont dotées de caractéristiques optimales permettant
de lier les problèmes discrets aux problèmes continus, et vice versa [20, 165].
2.2.2.4 Bilan sur les méthodes analytiques
Les méthodes analytiques sont issues de la discrétisation du continu, on peut
par ailleurs les trouver dans la littérature sous le terme méthodes continues. Elle ne
font pas l’hypothèse d’un milieu d’acquisition discret, contrairement aux méthodes
itératives. De plus, les algorithmes ne laissent que très peu de place aux apriori et aux
modélisation physiques avancées (réponse impulsionnelle du capteur, atténuation).
Pour ces raisons, les méthodes itératives sont de plus en plus utilisées et nous allons
maintenant les présenter.
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2.2.3 Reconstructions itératives
Dans les méthodes analytiques que nous venons de présenter, nous n’avions
besoin de discrétiser que la transformée de Radon et l’image reconstruite, mais pas
le processus de projection. En d’autres termes, nous échantillonnions des projections
d’un objet f continu. Pour les méthodes itératives, où les processus de projection et
de rétroprojection sont définis par des opérations matricielles, il est indispensable
de modéliser f comme une fonction discrète dès le départ. C’est pourquoi nous
pouvons parfois les trouver dans la littérature sous le nom de méthodes discrètes [15],
même si ce terme peut prêter à confusion.
Ici, l’image discrète de taille n × n est assimilée au vecteur f ∈ RNpix , où
Npix = n2. On considère la matrice de projection R, qui aux pixels de f =

f1
...
fNpix

associe les projections discrétisées p =

p1
...
pNproj
 avec Nproj = NρNφ. La matrice R
est donc de taille Nproj ×Npix et ses éléments sont les ω calculés à la section 1.3.2.
La matrice R s’appelle matrice de projection ou plus souvent matrice système,
elle permet de calculer la transformée de Radon discrétisée de f par :
p = Rf .
L’opérateur de rétroprojection, noté R∗, est obtenu par la matrice adjointe de
R — qui revient à la transposition sur une matrice réelle : R∗ = R>. On a donc
g = R∗p où g est l’image issue de la rétroprojection des projections p. Pour accéder
aux éléments de R, on notera Ri,j la valeur à la ie ligne et je colonne. De même,
Rl désigne la matrice ligne composée de la le ligne de R. Enfin, nous noterons
f (k) l’image estimée à l’itération k. Ce formalisme va nous servir pour toutes les
méthodes itératives.
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Le problème est donc le suivant :
Trouver une approximation f˜ de f tel quef˜ = arg min
g
‖Rg − p‖. (2.36)
2.2.3.1 Méthodes algébriques
Les méthodes algébriques visent à résoudre le problème (2.36) de manière
itérative.
Algebraic reconstruction technique (ART) L’algorithme ART a été présenté
à la section 1.3.2 page 44. Cette technique permet, à chaque itération, de satisfaire
l’égalité entre la mesure et le modèle de projection pour un bin de projection donné.
À chaque itération k, on choisit un autre bin d’une projection, l = Θ(k).
Le choix de la fonction Θ : N → [1 . . . Nproj] qui associe un nouveau bin de
projection à chaque itération est très important [69]. La pratique la plus simple est
d’utiliser Θ(k) = k′ + 1 où k′ est le reste de la division euclidienne de k par Nproj
comme dans [66], mais l’algorithme converge bien plus rapidement si cette fonction
tend à minimiser la corrélation entre les projections successivement utilisées [69].
Ré-exprimons l’équation (1.8) de mise à jour de l’image à l’itération k sous
forme matricielle :
f (k) = f (k−1) + λ(k)pl −Rl
>f (k−1)
‖Rl‖22
Rl>. (2.37)
Cette formule présente ART sous sa forme la plus générale, en ajoutant un
paramètre de relaxation λ(k) pour chaque itération afin de contrôler la convergence.
Il est prouvé qu’en cas de données cohérentes (sans bruit) et λ = 1, ART permet
de minimiser la norme `2 sur l’équation (2.36) [87].
Multiplicative algebraic reconstruction technique (M-ART) Une autre
version de ART a été proposée par les mêmes pionniers de ART, appelée Mul-
tiplicative ART (M-ART). Cette technique est obtenue en modifiant l’étape de
rétroprojection. En effet dans ART, le principe est de corriger les pixels de f en
additionnant un terme correctif constitué par la différence entre le bin calculé à
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l’étape k et le bin mesuré. Dans M-ART, cette correction s’effectue en multipliant
les pixels de f par un terme correctif correspondant au rapport entre le bin calculé
à l’étape k et le bin mesuré.
Une itération corrige les pixels traversés par la ligne de projection l = Θ(k).
Ainsi, chaque pixel i de f est mis à jour de la manière suivante :
f
(k)
i = f
(k−1)
i
(
pi
Rlf (k−1)
)λ(k)Rl,i
, (2.38)
où f¯ est la valeur moyenne de f .
En cas de données cohérentes sous-déterminées, M-ART converge vers la solution
présentant le maximum d’entropie [86], c’est-à-dire qui maximise la quantité :
e(f) = −
Npix∑
i=1
fi
Npixf¯
log fi
Npixf¯
. (2.39)
En lien avec la théorie de l’information de Shannon, la solution présentant un
maximum d’entropie contient le plus d’information possible, c’est-à-dire celle qui
présente une distribution de ses valeurs la plus équiprobable.
Simultaneous iterative reconstruction technique (SIRT) L’algorithme
ART ne prend en compte qu’un bin de projection à la fois à chaque itération
et les images reconstruites ont tendance à ne pas être très homogènes. Une mé-
thode dérivée de celle-ci, appelée Simultaneous iterative reconstruction technique
(SIRT) [64] propose de prendre en compte à chaque itération non plus un seul bin
de projection, mais tous les bins de toutes les projections traversant un même pixel,
puis de rétroprojeter l’erreur moyenne.
Ainsi, à chaque itération, chaque ligne de projection est prise en compte pour
corriger la valeur d’un pixel. Une itération k est terminée lorsque chacun des pixels
pixel i a été mis à jour par la formule [64] :
f
(k)
i = f
(k−1)
i + λ(k)
1∑Nproj
l=1 Rl,i
Nproj∑
l=1
Rl,i
(
pl −Rlf (k)
)
∑Npix
j=1 Rl,j
. (2.40)
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L’image reconstruite par la méthode SIRT est plus lisse que celles reconstruites
par ART, mais la convergence est également plus lente du fait qu’en général aucune
équation du système p = Rf n’est satisfaite à chaque itération contrairement à
ART.
Simultaneous algebraic reconstruction technique (SART) Nous avons vu
que l’algorithme ART utilise un seul bin sur une projection pour corriger les pixels
de l’image à chaque itération, alors que SIRT utilise l’ensemble de tous les bins de
toutes les projections pour calculer une erreur moyenne avant de la rétroprojeter
dans l’image. Ce moyennage de l’erreur rend l’algorithme plus robuste mais ralentit
la convergence.
L’algorithme Simultaneous algebraic reconstruction technique (SART) [7] est un
compromis entre ces deux méthodes : il reprend l’idée de moyenner l’erreur entre les
bins entre chaque itération, mais cette opération est effectuée pour l’ensemble des
bins d’une même projection seulement et non plus pour la totalité des projections.
En d’autres termes, on pourrait dire que SIRT ne tient pas compte de l’appartenance
d’un bin à une projection donnée, alors que SART prend cette information en
compte.
Ainsi, une itération de SART consiste en Nφ sous-itérations, dans chacune
desquelles Nρ termes d’erreurs sont moyennés. Chaque pixel de l’image est mis à
jour à la fin de chaque sous-itération, ce qui permet, pour la prochaine, de tenir
compte de ces corrections. Enfin, nous pouvons modifier la fonction Θ utilisée
dans ART pour permettre de traiter les projections dans un ordre optimal. On
impose alors que Θ : [1 . . . Nφ]→ [1 . . . Nφ] soit une bijection pour parcourir toutes
les projections. Une itération est considérée comme terminée lorsque toutes les
projections ont été traitées.
hs = (Θ(s)− 1)×Nρ
f
(k,s)
i = f
(k,s−1)
i + λ(k,s)
1∑Nρ
b=1Rhs+b,i
Nρ∑
b=1
Rhs+b,i
(
phs+b −Rhs+bf (k,s−1)
)
∑Npix
j=1 Rhs+b,j
.
(2.41)
La convergence de cette méthode est prouvée [95] et les performances se révèlent
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généralement supérieures à ART et SIRT [7, 97].
Gradient conjugué (CG) La méthode du gradient conjugué est une méthode
itérative de minimisation de fonctionnelle. Ici, la fonctionnelle que nous voulons
minimiser est l’erreur aux moindres carrés, c’est-à-dire que nous cherchons la
solution qui minimise la distance euclidienne entre les projections mesurées et les
projections que l’on obtiendrait avec le modèle R. Elle correspond à l’équation (2.36)
pour la norme `2 que nous rappelons :
J(f) = ‖p−Rf‖22. (2.42)
Une condition nécessaire pour que J atteigne un minimum est que le gradient
de J , noté ∇J , soit nul. En exprimant cette relation, nous obtenons les équations
normales du système (2.42) :
f est un minimiseur de J =⇒ R∗Rf = R∗p. (2.43)
L’astuce est de considérer la forme quadratique bilinéaire symétrique définie-
positive
Φ(f) = 12 〈R
∗Rf ,f〉 − 〈p,f〉
dont la minimisation est strictement équivalente à la résolution de (2.43). L’algo-
rithme du gradient conjugué permet de résoudre ce problème efficacement, au plus
en Nproj itérations. Il consiste à construire une suite de directions d(k) conjuguées
et une suite de pas α(k) optimaux pour mettre à jour f :
f (k+1) = f (k) + α(k)d(k). (2.44)
La suite d(k) est construite comme combinaison linéaire du gradient de Φ au
point f (k) = r(k) = R∗(Rf (k) − p) et de la direction précédente d(k) :
d(k) = −r(k) + β(k)d(k−1). (2.45)
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Pour calculer le coefficient β(k), on impose de plus que d(k) soit orthogonal à
r(k) et conjugué à d(k−1)

〈
d(k), r(k)
〉
= 0〈
d(k),R∗Rd(k−1)
〉
= 0,
ce qui donne alors :

α(k) = − r
(k)>d(k)
d(k)
>R∗Rd(k)
= − r
(k)>d(k)
(Rd(k))>(Rd(k))
β(k) = r
(k)>R∗Rd(k−1)
d(k−1)>R∗Rd(k−1)
= (Rr
(k))>(Rd(k−1))
(Rd(k−1))>(Rd(k−1))
.
(2.46)
2.2.3.2 Méthodes statistiques
Les algorithmes itératifs proposés jusqu’ici étant des techniques de résolution
de grands systèmes linéaires, ils ne semblent donc pas tenir compte de la nature
des mesures, qui sont issues de l’observation d’un phénomène aléatoire.
Les méthodes statistiques permettent d’aborder cette notion en modélisant les
données comme réalisations d’une variable aléatoire. De la même manière, chaque
élément de la matrice système Ri,j modélise ici la probabilité d’observer la valeur
pj dans le bin j sachant que le pixel i a la valeur fi :
P (pj | fi) = Ri,j. (2.47)
Ainsi, l’espérance des mesures est donnée E = pj = Rf .
La méthode statistique pour estimer f étant donné les mesures p est le maximum
de vraisemblance, qui tend à maximiser la quantité suivante appelée vraisemblance :
L(f) = P (p | f). (2.48)
Maximum likelihood expectation maximization (ML-EM) L’algorithme
Maximum likelihood expectation maximization (ML-EM) a été introduit par L. A.
Shepp et Y. Vardi pour la tomographie d’émission. K. Lange et R. Carson
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semblent ensuite avoir redécouvert cette méthode indépendamment des précédents
et l’ont étendue à la tomographie de transmission [107].
En tomographie d’émission, les valeurs pj observées sur chaque bin j, qui
correspondent à un nombre de photons détectés ou coups, suivent une loi de
Poisson d’espérance pj. Cette loi de probabilité s’écrit :
P (pj = k) = e−pj
pj
k
k! . (2.49)
On peut ensuite montrer que [150] :
L(f) ≥
Nproj∏
i=1
e−pi pipi . (2.50)
Maximiser cette quantité est strictement équivalent à maximiser son logarithme
l(f) = log(Lf), la fonction logarithme étant un morphisme croissant concave de
(R∗+,×) dans (R,+). En admettant que l(f) est encore concave, son maximum est
atteint pour l’unique f qui annule sa dérivée.
L’algorithme ML-EM est un algorithme itératif, qui corrige à la ke itération
chaque pixel i par la formule :
f
(k)
i = f
(k)
i
1∑Nproj
l=0 Rl,i
Nproj∑
l=0
[
Rl,i
pl
Rlf (k)
]
. (2.51)
Ordered subsets expectation maximization (OS-EM) La convergence de
l’algorithme ML-EM est généralement lente. Pour répondre à ce problème, H. M.
Hudson et R. S. Larkin ont mis en place la technique Ordered subsets expectation
maximization (OS-EM). La technique utilisée est semblable à celle que nous avions
décrite pour passer de SIRT à SART. Les projections sont regroupées dans des sous-
ensembles (subsets) disjoints, formés de manière à minimiser la corrélation entre
les projections d’un même sous-ensemble, à la manière des méthodes algébriques.
Ainsi, l’image est mise à jour lorsque seulement un sous-ensemble de projections
a été traité. Chaque sous-itération est donc plus rapide qu’une itération de ML-
EM, et la prochaine sous-itération bénéficie déjà des mises à jour effectuées à la
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sous-itération précédente. La convergence est donc grandement accélérée [94].
f
(k,s)
i = f
(k,s−1)
i
1∑
l∈Ss Rl,i
∑
l∈Ss
[
Rl,i
pl
Rlf (k)
]
. (2.52)
Nous pouvons noter que pour préserver la statistique de Poisson, la somme des
bins doit être la même pour tous les sous-ensembles. C’est pour cette raison qu’en
pratique, il faut choisir un compromis entre vitesse (grand nombre de sous-ensemble)
et précision (sous-ensembles contenant beaucoup de projections).
Cet algorithme est parmi les plus couramment utilisés en pratique pour la
tomographie à émission de positons.
2.2.3.3 Régularisation
Les algorithmes que nous avons décrits, et en particulier les méthodes sta-
tistiques, présentent des faiblesses lorsque les données mesurées sont fortement
bruitées. En effet, le bruit sur les projections rend le système d’équation incohérent,
certaines égalités étant contradictoires. L’algorithme de reconstruction fait alors
face aux incohérences des données et peut alors diverger.
La manière la plus simple de corriger ce problème est d’arrêter l’algorithme
après un nombre maximum d’itérations, ce qui est recommandé en routine clinique
de médecine nucléaire [21, 90].
Une autre manière de contrôler cette divergence est d’imposer une condition de
régularité sur la solution. Ainsi, le problème de minimisation (2.36) devient :
f˜ = arg min
g
‖Rg − p‖ + λφ(b). (2.53)
Dans cette équation, ‖Rg − p‖ est appelé terme d’attache aux données car elle
s’assure que la solution reste proche des mesures effectuées. Le terme φ(b) est appelé
terme de régularisation et λ est un paramètre permettant d’ajuster l’importance
de la régularisation vis-à-vis de l’attache aux données. Cette forme générale de
problème d’optimisation régularisé est appelé régularisation de Tikhonov.
Cette condition de régularité constitue une information a priori. Nous pouvons
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la voir de manière équivalente dans un cadre statistique grâce à la loi de Bayes :
P (f | p) = P (p | f)P (f)
P (p) , (2.54)
où P (f | p) est probabilité a posteriori de f sachant p, c’est cette quantité que nous
souhaitons maximiser. P (p | f) est la vraisemblance de f , P (p) est la probabilité a
priori de p et P (f) la probabilité a priori de f .
La probabilité a priori des projections p est toujours égale à 1. Par contre, en
émettant des hypothèses sur la forme de la solution, nous formulons une loi de
probabilité a priori de f .
Dans le cas de ML-EM ou OS-EM, aucune hypothèse n’est émise sur la solution
et donc P (f) = 1. On a alors P (f | p) = P (p | f), d’où le nom de la méthode [15,
27]. De la même façon, l’algorithme SIRT peut être exprimé dans ce formalisme,
en faisant l’hypothèse que les bins mesurés sur les projections sont des réalisations
d’une variable aléatoire suivant une loi normale [15].
Il existe une équivalence entre la régularisation de Tikhonov exprimée ci-dessus
et l’expression d’une loi de probabilité a priori pour l’image reconstruite. En effet,
en exprimant une loi de probabilité a priori, le terme à maximiser n’est plus la
vraisemblance P (p | f) mais sa version régularisée P (p | f)P (f), qui est égale à
la probabilité a posteriori d’après la loi de Bayes. C’est pourquoi les méthodes
régularisées sont souvent appelée MAP pour Maximum a posteriori (e.g., MAP-GC,
MAP-OS-EM) [15, 40].
2.2.4 Conclusion
Nous avons présenté quelques méthodes de reconstruction classiques de la litté-
rature. Ces algorithmes sont issus de la discrétisation spatiale naïve de l’opérateur
de Radon. Les méthodes directes, que ce soit l’inversion directe dans l’espace de
Fourier ou la FBP, sont basées sur l’échantillonnage de l’espace de Fourier
de cet opérateur. Elles nécessitent donc un échantillonnage suffisamment dense,
c’est-à-dire un grand nombre de projections — généralement de l’ordre de la taille
de l’image — et réparties sur tout le demi-cercle [0, 180°[ pour couvrir l’ensemble
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de l’espace fréquentiel.
Les algorithmes itératifs quant à eux sont issus pour la plupart de l’analyse
numérique, et sont appliqués au problème de tomographie en l’exprimant sous
forme matricielle, donc discrète. De plus, leur généricité permet d’incorporer de
l’information a priori pour guider la reconstruction [127]. Avec la montée en
puissance des microprocesseurs, ces techniques sont de plus en plus utilisées.
Nous allons à présent voir comment se comportent ses méthodes si les conditions
idéales d’acquisition ne sont plus respectées.
2.3 Projections acquises sur un secteur angulaire
restreint
Nous avons supposé jusqu’à présent que l’échantillonnage angulaire était complet,
c’est-à-dire que l’on disposait de projections dont les directions couvrent, plus ou
moins uniformément, le demi-cercle [0, 180°[. Relaxons à présent cette hypothèse.
2.3.1 Cas d’applications
Le chapitre 1 présente plusieurs cas d’acquisitions sur un secteur angulaire
restreint.
Si l’on reprend l’exemple de l’imagerie stellaire (section 1.1.2), chaque obser-
vation est très coûteuse en temps et, à cause des mouvements des astres, il est
impossible en pratique d’obtenir un échantillonnage angulaire complet. C’est pour-
quoi la couverture fréquentielle, que nous savons désormais liée à la couverture
angulaire des projections par le théorème de la tranche centrale, est très éparse et
limitée angulairement dans la figure 1.8.
En tomographie médicale, l’acquisition peut être gênée par les organes envi-
ronnants. En effet, surtout en scintigraphie, on tend à approcher au maximum le
détecteur du patient pour obtenir une meilleure résolution et une meilleure sensi-
bilité. La morphologie du patient interdit alors certaines orbites circulaires. Dans
le cas de la tomosynthèse, la plage angulaire est définie par la taille du dispositif
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qui ne tourne pas, et est donc limitée de facto. De plus, que ce soit en médecine
nucléaire ou en radiologie, le temps d’acquisition est un facteur primordial pour le
confort du patient mais également pour sa radioprotection. Acquérir moins de vues
est alors un moyen de réduire proportionnellement le temps de l’examen.
Pour résumer, le secteur angulaire d’acquisition peut être limité que ce soit par
la géométrie même du dispositif d’acquisition (tomosynthèse, microscopie électro-
nique,scintigraphie), par le fonctionnement des capteurs (tomographie stellaire) ou
par l’objet observé (observation brève d’un objet mobile, changeant).
2.3.2 Effet de l’angle manquant
En tomographie, on parle de l’effet de l’angle manquant lorsque les données sont
mesurées sur un secteur angulaire restreint. Les données sont alors insuffisantes
pour déterminer précisément la forme des objets. En effet, selon le théorème 2.3,
une infinité de projections couvrant l’ensemble des directions spatiales [0, 180°[ est
nécessaire pour inverser la transformée de Radon.
Examinons de plus près un exemple en utilisant le célèbre fantôme de L. A.
Shepp et B. F. Logan, qui constitue un objet test répandu dans le domaine de
la tomographie pour comparer les algorithmes de reconstruction [149]. Cet objet,
présenté à la figure 2.12, a l’avantage d’être décrit par des ellipses, c’est donc un
objet analytique que l’on peut échantillonner à la résolution souhaitée. Il est de
plus possible de calculer exactement la transformée de Radon de ces ellipses et de
comparer les valeurs théoriques aux mesures effectuées. Le terme fantôme est la
dénomination en imagerie d’un objet-test, qui peut être un objet physique ou un
objet numérique 3.
La figure 2.13 présente les sinogrammes acquis (par transformée de Radon
discrétisée) sur [0, 180°[ et [0, 120°[.
Le résultat de la reconstruction du sinogramme tronqué par la méthode de
la rétroprojection filtré est donné dans la figure 2.14a. Nous pouvons voir les
déformations de l’objet initial à cause de l’incomplétude des données. La figure 2.14b
3. Dans la suite, un fantôme désignera également en tomographie discrète un élément de
l’espace nul. Le sens sera alors à déterminer en fonction du contexte.
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(a) (b)
Figure 2.12 – Fantôme de L. A. Shepp et B. F. Logan : (a) Image numérique
du fantôme (b) Définition analytique [149]
(a) (b)
Figure 2.13 – Sinogrammes du fantôme de L. A. Shepp et B. F. Logan (a) Sur
[0, 180°[ (b) Sur [0, 120°[.
(a) (b) (c)
Figure 2.14 – Reconstruction à partir du sinogramme incomplet de la figure 2.13b
avec (a) Méthode analytique FBP (b) Méthode itérative SART. (c) Espace de
Fourier correspondant à l’image reconstruite par rétroprojection filtrée. Images
issues de [135]
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correspond à la reconstruction du même sinogramme à l’aide de l’algorithme itératif
SART. Si la reconstruction est tout de même de piètre qualité, cette dernière
retranscrit mieux les contrastes de l’image initiale et produit moins d’artefacts sur
les bords [6].
Il existe de nombreuses stratégies pour atténuer cet effet de l’angle manquant,
nous allons en évoquer trois. Tout d’abord, on peut remarquer que les déformations
géométriques de l’image reconstruite semblent être en grande partie caractérisées
par le secteur angulaire manquant. On pourrait alors corriger ces déformations a pos-
teriori en appliquant sur l’image une déformation inverse à celle due aux directions
des projections manquantes. Cette méthode porte le nom de squashing [136].
Une seconde stratégie consiste à appliquer des méthodes multi-échelles, en
reconstruisant d’abord une image à une résolution grossière, puis en utilisant cette
dernière pour estimer les projections à une résolution plus fine, et ainsi de suite
jusqu’à obtenir l’image à l’échelle souhaitée [134].
Enfin, des techniques de restauration d’images peuvent être appliquées pour
recouvrer les projections manquantes dans le sinogramme avant de reconstruire
l’image avec des méthodes classiques. Une étude comparative de cette deuxième
classe d’algorithme est présentée dans [80].
Ces méthodes permettent de corriger l’effet de l’angle manquant, mais celui-ci
reste toujours présent. En revanche, il existe d’autres approches de la tomographie
— différentes en termes de discrétisation — pour lesquelles l’acquisition de données
dans un secteur angulaire limité ne pose pas de problème particulier. En ce sens, nous
allons maintenant présenter dans un cadre plus large la tomographie discrète, puis
plus particulièrement la transformée Mojette. Dans ces deux cas, la discrétisation
particulière sur chaque projection en fonction de sa direction permet de s’affranchir
du problème de l’angle manquant.
2.4 Tomographie discrète
Le problème d’angle limité exposé dans la section précédente, ou plus générale-
ment de l’insuffisance du nombre de projections, est difficile à surpasser car il remet
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en cause les fondements de la théorie de J. Radon. Cependant, le fait même de
faire l’hypothèse du caractère discret de l’objet que l’on souhaite reconstruire — et
dont on connaît les projections sur des points discrets — est en soi une information
a priori de grande importance. C’est le cadre d’étude de la tomographie discrète.
Dans cette section, nous allons d’abord présenter ces fondements puis montrer
l’évolution vers la reconstruction d’ensembles finis comme défini par L. Shepp.
Nous introduirons ensuite une seconde définition de la tomographie discrète, qui
se veut une extension de la tomographie binaire, proposée par G. T. Herman et
A. Kuba.
2.4.1 Tomographie binaire
La première mention au terme tomographie discrète est due à L. Shepp en
1994. Celui-ci définit la tomographie discrète comme la reconstruction d’ensemble
finis dans l’espace discret à partir d’un faible nombre de projections discrètes.
Cette vision de la tomographie est binaire, un point appartient à l’ensemble ou
n’y appartient pas. On appellera alors cette discipline la tomographie binaire. Bien
qu’elle ne soit reconnue comme discipline en tant que telle que dans les années 90,
les fondements de la tomographie binaire remontent à la seconde moitié du xxe
siècle, avec les travaux fondateurs de H. J. Ryser sur les aspects combinatoires
des matrices binaires.
Dans cette section, nous allons d’abord présenter ces fondements puis montrer
l’évolution vers la reconstruction d’ensembles finis comme défini par L. Shepp.
2.4.1.1 Deux projections orthogonales
La tomographie binaire est traitée à ses débuts comme un problème combi-
natoire. L’objet à reconstruire est une matrice binaire de taille m × n, dont on
connaît la somme des lignes et la somme des colonnes. Ces deux sommes peuvent
immédiatement être interprétées comme des projections discrètes d’un objet discret,
correspondant à la matrice binaire, dans les directions 0 et 90°.
Étant donné de deux vecteurs de taille respective m et n, trois problèmes fonda-
mentaux sont à la base de la tomographie binaire à deux projections orthogonales :
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Cohérence ou existence Existe-t-il une matrice dont les projections horizontale
et verticale correspondent aux deux vecteurs de projection donnés ?
Unicité Existe-t-il au plus une solution ?
Reconstruction Si une solution existe, comment la déterminer ?
Existence En 1957, H. J. Ryser donne une condition nécessaire et suffisante
pour que deux vecteurs r ∈ Nm et c ∈ Nn représentent respectivement la somme
de chaque ligne et la somme de chaque colonne d’une matrice binaire A de taille
m × n. Sans se douter des retombées, H. J. Ryser établit ici un des premiers
résultats en tomographie discrète. Une fois n’est pas coutume en science, il s’avère
que D. Gale a découvert ce résultat la même année en s’intéressant à un problème
de graphes [58]. De manière arbitraire, nous conserverons le formalisme matriciel
utilisé par H. J. Ryser.
Intéressons nous de plus près à ce résultat. Un pré-requis pour l’existence de A
est la compatibilité de r et c, autrement dit :
— ∀i ∈ [1 . . .m] , ri ≤ n ;
— ∀j ∈ [1 . . . n] , ci ≤ m ;
— r1 + . . .+ rm = c1 + . . .+ cn.
Le théorème de H. J. Ryser peut alors s’énoncer ainsi [141, 154] 4.
Théorème 2.15 (Existence d’une solution binaire [141]). Soit r ∈ Nm et c ∈ Nn
deux vecteurs non-décroissants d’entiers compatibles, c’est-à-dire r1 ≥ · · · ≥ rm et
c1 ≥ · · · ≥ cm. Alors il existe une matrice binaire A de taille m × n telle que la
somme de ses lignes forme r et la somme de ses colonnes forme c si et seulement si
∀j0 ∈ [1 . . . n] ,
n∑
j=j0
cj ≥
n∑
j=j0
r∗j ,
où r∗j = Card { i ∈ [1 . . .m] | ri ≥ j }.
L’hypothèse de non-décroissance ne restreint pas la généralité car les données
peuvent très bien être permutées et remises dans l’ordre initial par la suite. Ce
4. La formulation du théorème a été légèrement modifiée par rapport à l’originale par souci de
clarté en se basant sur la formulation de A. P. Stolk [154].
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théorème permet donc d’établir la première question d’existence de solution de la
tomographie binaire.
Unicité de la solution Les deux autres problèmes d’unicité et de reconstruction
sont également traités par H. J. Ryser. Ainsi, ce dernier définit deux matrices,
appelées bascules 5 :
A1 =
1 0
0 1
 A2 =
0 1
1 0
 . (2.55)
Il est clair que A1 et A2 ont les mêmes projections horizontales et verticales.
Ainsi pour une matrice A, s’il existe des indices i1, i2, j1 et j2 tels queAi1,j1 Ai1,j2
Ai2,j1 Ai2,j2
 = A1.
L’opération consistant à transformer le terme de gauche en A2 ne change pas la
somme des lignes et des colonnes. Par conséquent, deux matrices A et B obtenues en
transformant les bascules A1 de A en A2 sont dites tomographiquement équivalentes,
puisqu’elles peuvent toutes deux êtres solution du même problème de tomographie
binaire.
L’unicité est un corollaire immédiat de ce résultat [154].
Théorème 2.16 (Unicité du problème de tomographie binaire à deux projections).
Soit A une matrice binaire. Le problème de reconstruction en tomographie binaire
d’une matrice à partir de la somme des lignes et des colonnes de A admet une
solution unique si et seulement si A ne contient pas de bascule.
Reconstruction Avec la démonstration du théorème d’existence, H. J. Ryser
donne également un algorithme de reconstruction. Le principe de cet algorithme
est de partir d’une matrice binaire particulière et d’effectuer des permutations sur
les lignes jusqu’à résoudre le problème de reconstruction tomographique. L’arrêt de
5. On peut trouver d’autres noms dans la littérature.
80
cet algorithme est établi, on peut alors énoncer un théorème de reconstruction [141,
154].
Théorème 2.17 (Reconstruction). Soit deux vecteurs d’entiers r ∈ Nm et c ∈ Nm
tels que le problème de reconstruction tomographique à partir de ces deux vecteurs
ait une solution. Soit
A =

r∗1
...
r∗m
 ,
où r∗i =
(
1 · · · 1 0 · · · 0
)
où les ri premières valeurs sont à 1 et les (n− ri)
dernières valeurs sont nulles.
Alors, on peut transformer A, avec un nombre fini de permutations sur ses
lignes, en une matrice A solution du problème tomographique. De plus, il existe un
algorithme permettant d’effectuer cette transformation en temps polynomial.
2.4.1.2 Généralisation à la détermination d’ensembles finis de l’espace
discret
L’approche combinatoire que nous venons de voir est directement transposable à
la reconstruction d’ensemble finis de l’espace discret, en associant à chaque ensemble
fini de Z2 sa fonction caractéristique, qui peut alors être mise sous la forme d’une
matrice binaire, comme nous pouvons le voir dans la figure 2.18.
0 1 1 1 1
0 1 0 1 0
1 1 1 0 0
1 0 0 1 1


(a) (b)
Figure 2.18 – Matrice binaire (a) et ensemble fini du plan discret correspondant (b)
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Cependant, la détermination d’un ensemble fini par l’algorithme de H. J. Ryser
n’est pas unique. Il y a alors plusieurs moyens de réduire l’ensemble des solutions
possibles :
— l’ajout d’information a priori ;
— l’ajout de données, c’est-à-dire de projections discrètes.
Ajout d’information a priori En tomographie binaire, le nombre de points à
reconstruire est fixé par la somme d’une projection, et les valeurs à reconstruire
sont soit zéro soit un. Le seul type d’information a priori que l’on puisse ajouter
est donc une information sur la distribution spatiale des points à reconstruire. C’est
donc une information géométrique.
Les conditions géométriques sur la solution du problèmes sont alors souvent
liées à la connexité, en imposant par exemple que chaque point de l’ensemble soit
connecté aux autres. Cette notion va être formellement explicitée au chapitre suivant
(cf. section 3.2.2 page 112). En attendant, nous pouvons visualiser intuitivement
cette notion à partir de la matrice binaire. Cette matrice est dite 4-connexe si on
peut passer d’une case noire à une autre, verticalement et horizontalement, en ne
passant que par des cases noires. Elle est dite 8-connexe en autorisant en plus les
directions diagonales. Par exemple, la matrice de la figure 2.18a est 8-connexe mais
pas 4-connexe.
Donnons maintenant un exemple, issu de [85]. Soit r = c =
(
1 · · · 1
)> ∈ Nn
les projections d’une matrice carrée binaire de taille n×n. Sans apriori de connexité,
il existe n! solutions distinctes à ce problème. En imposant la 8-connexité de la
solution, il ne reste plus que deux solutions possibles : la matrice identité et la
matrice antidiagonale

0 · · · 0 1
0 · · · 1 0
. .
.
1 0 · · · 0
. Remarquons également qu’il n’existe pas
dans ce cas de solution 4-connexe.
Plus de deux projections Une autre solution pour contraindre l’ensemble des
solutions en tomographie binaire est d’augmenter le nombre de projections de
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départ. Il est ainsi aisé d’imaginer deux autres projections à partir des matrices
binaires, en sommant les termes sur les diagonales. Mais en considérant le problème
du point de vue d’un ensemble fini de points dans un espace discret, il est également
possible de définir une kyrielle d’autres directions de projection, appelées projections
discrètes, que nous expliciterons plus tard (définition 2.19 page 89). Le problème du
bon choix d’un ensemble des directions discrètes en fonction de l’objet à reconstruire
reste encore une question ouverte [13].
Si le problème de tomographie binaire à deux projections est décidable en temps
polynomial, l’utilisation de trois ou plus projections rend le problème NP-difficile [60].
Pour éviter cette explosion combinatoire, et en cas de sous- ou sur-détermination
des données, il est possible d’utiliser des méthodes issues de la tomographie continue.
Ainsi, G. T. Herman a proposé l’algorithme Binary-ART (B-ART) en se basant
sur ART et en ajoutant une étape de seuillage après chaque mise à jour itérative
de l’image résultat [83].
Comme précédemment, il est également possible d’ajouter des aprioris géomé-
triques. C’est le cadre de la tomographie géométrique. Dans ce cas, l’on s’intéresse
uniquement à reconstruire la forme ou l’enveloppe de l’objet, qui est généralement
un polytope convexe. L’opérateur de projection ne correspond généralement plus
à une somme d’entiers, mais à un « ou » logique et les projections sont donc
elles-mêmes binaires.
2.4.2 Tomographie discrète à plusieurs matériaux
Nous avons vu que la tomographie binaire du départ, à deux projections
orthogonales, a évolué et a été généralisée à plus de deux projections pas forcément
orthogonales. À la fin des années 1990 et dans les années 2000, la tomographie
discrète franchi un pas de plus dans la généralisation, en s’intéressant non plus à
des objets binaires, mais à des objets pouvant prendre un nombre fini de valeurs.
Aussi, G. T. Herman et A. Kuba définissent la tomographie discrète comme la
reconstruction d’une fonction discrète ayant peu de valeurs différentes — donc
discrète spatialement et en quantification — à partir de peu de projections.
Des algorithmes de reconstruction spécifiques à ce problème voient le jour,
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comme Discrete algebraic reconstruction technique (DART) [14] et sa récente
version plus robuste au bruit de mesure Soft DART [18]. Ainsi, DART est un
algorithme itératif hybride de tomographie discrète, qualifié d’heuristique. En
prenant en entrée les projections discrètes et un faible (généralement de deux à cinq)
nombre de valeurs que peut prendre la solution, une itération de DART consiste
à reconstruire l’image résultat à l’aide d’un algorithme itératif classique, puis à
appliquer une segmentation ou classification sur l’image en cours de reconstruction.
Nous pouvons donc également la voir comme une régularisation par la quantification
d’un algorithme de reconstruction itératif classique tel que nous l’avons vu à la
section 2.2.3.
Notons que l’étape de segmentation de DART agit surtout sur les contours
des objets présents dans l’image. C’est pourquoi cet algorithme est adapté à la
reconstruction d’objets uniformes, avec des contours certes francs mais en petite
quantité par rapport aux régions uniformes. Cette condition est très proche de
celle utilisée dans le cadre de l’échantillonnage parcimonieux pour la méthode de
minimisation de la variation totale [14, 28].
Les applications de la tomographie discrète à peu de matériaux sont nombreuses,
car d’une part elle permet de reconstruire des images avec peu de projections et dans
un champ de vue limité, et d’autre part les images produites sont déjà segmentées.
Ainsi dans le domaine médical, la tomographie discrète peut par exemple être
utilisée pour l’imagerie de l’os en micro-tomodensitométrie, où les trois matériaux
sont généralement l’os, l’air et les vaisseaux sanguins [14, 110]. En microscopie
électronique, la tomographie discrète permet de résoudre le problème de l’angle
manquant [4, 12, 169].
2.4.3 Bilan
La tomographie discrète se présente comme un domaine particulier de la tomo-
graphie traitant des problèmes épars, très éloignés des hypothèses fondamentales
de la théorie de Radon. Basée sur des paradigmes nouveaux, elle tire parti de
caractère discret des objets sur lesquels elle agit. Elle garde tout de même un lien
avec la tomographie continue que nous avons présentée au début de ce chapitre,
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que ce soit dans sa version binaire ou dans sa version étendue à quelques matériaux
différents. Nous avons vu qu’elle permet, dans des cas d’application concrètes
comme en microscopie électronique, de dépasser les problèmes d’insuffisance des
données (peu de projections ou projections réparties dans un secteur angulaire
limité).
En s’appuyant sur ces bases, nous allons à présent introduire la transformée
Mojette, que nous verrons comme un outil de tomographie discrète en levant la
restriction sur la quantification de la fonction discrète à reconstruire.
2.5 Transformée Mojette et FRT
Depuis le début de ce chapitre, nous avons vu la théorie de la tomographie
dans le domaine continu par la transformée de Radon, puis ses discrétisations
et les problèmes que celles-ci peuvent engendrer. Les problèmes d’échantillonnage
pour la transformée de Radon se révèlent nombreux, et un échantillonnage efficace
de celle-ci en supposant un milieu d’acquisition de projections continu se traduit
souvent par la reproduction la plus fidèle possible des conditions idéales. Lorsque ces
conditions ne sont pas réalisables, le plus souvent à cause des modalités physiques
d’acquisition, des artefacts et distorsions apparaissent dans les objets reconstruits,
comme nous avons pu le constater pour le problème de l’angle manquant.
Puis, dans la section précédente, nous avons montré que la tomographie se
développe sur un autre volet en parallèle de la théorie continue, sous le nom de
tomographie discrète. La tomographie discrète, développée et portée par les scienti-
fiques ayant participé à l’avènement de la tomographie médicale, est régie par un
tout autre paradigme. Le principe est d’étudier la tomographie comme un opérateur
discret, agissant sur des données discrètes et résultant des données discrètes. Ainsi,
le caractère mal posé de la tomographie continue disparaît, en remplaçant l’infinité
de projections et d’échantillons requis pour réaliser la reconstruction exacte par un
nombre fini, permettant de restaurer exactement l’objet discret original.
Construite d’après ces principes fondamentaux de la tomographie discrète, nous
allons à présent introduire la transformée Mojette, créée dans notre laboratoire en
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1995 par J. Guédon, D. Barba et al. [72, 73].
2.5.1 La transformée Mojette
La transformée Mojette est une version discrète et exacte de la transformée de
Radon. Sa principale différence avec les formes de transformées de Radon rencon-
trées jusqu’ici réside dans la discrétisation a priori de l’espace de reconstruction et
d’acquisition. De plus, nous avons vu qu’un problème majeur de l’échantillonnage
de la transformée de Radon était dû au remplissage polaire de la transformée
de Fourier. La transformée Mojette s’affranchit de ce problème en adaptant
l’échantillonnage sur les projections à la direction de projection.
2.5.1.1 Définition
Afin de garantir un échantillonnage optimal et les identités arithmétiques, nous
définissons une direction de projection pour la transformée Mojette non plus par
un angle en radians, mais par un couple d’entiers (p, q) ∈ Z×N premiers entre eux.
Soit maintenant une image discrète f : Z2 → R sommable, et (p, q) ∈ Z× N tels
que pgdc(p, q) = 1. La transformée Mojette projette l’image f dans la direction
(p, q). Cette projection s’exprime par :
Mf(b, p, q) =
+∞∑
k=−∞
+∞∑
l=−∞
f(k, l)∆ (b+ kq − lp) (2.56)
où ∆(·) désigne la fonction discrète de Kronecker définie sur Z par
∆(n) =

1 si n = 0
0 sinon.
En général, nous considérons une image discrète de taille finie P ×Q, donc un
support borné et compact, c’est-à-dire
∀(k, l) ∈ Z2 \ [0 . . . P − 1]× [0 . . . Q− 1] , f(k, l) = 0,
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et la formule (2.56) devient alors :
Mf(b, p, q) =
P−1∑
k=0
Q−1∑
l=0
f(k, l)∆ (b+ kq − lp) . (2.57)
2.5.1.2 De la transformée de Radon à la transformée Mojette
Soit f une image discrète de taille P ×Q, chaque pixel étant de taille σ × σ.
Classiquement en traitement du signal, cette fonction discrète est l’équivalent de la
distribution continue f˜ définie par :
∀(x, y) ∈ R2, f˜(x, y) =
+∞∑
k=−∞
+∞∑
l=−∞
f(k, l)δ(x− kσ)δ(y − lσ), (2.58)
où δ(·) représente la distribution de Dirac.
En supposant qu’elle existe, l’expression de la transformée de Radon d’angle θ
est, en utilisant pour mesure de direction l’angle θ entre l’axe des abscisses et la
ligne intégrale, telle que θ = φ− pi2 :
Rf˜(ρ, θ) =
∫∫ +∞
−∞
f˜(x, y)δ(ρ+ x sin θ − y cos θ) dx dy (2.59)
=
∫∫ +∞
−∞
+∞∑
k=−∞
+∞∑
l=−∞
f(k, l)δ(x− kσ)δ(y − lσ)δ(ρ+ x sin θ − y cos θ)dx dy
(2.60)
=
+∞∑
k=−∞
+∞∑
l=−∞
f(k, l)
∫∫ +∞
−∞
δ(x− kσ)δ(y − lσ)δ(ρ+ x sin θ − y cos θ)dx dy
(2.61)
=
+∞∑
k=−∞
+∞∑
l=−∞
f(k, l)∆(ρ+ kσ sin θ − lσ cos θ). (2.62)
D’après l’équation (2.62), Rf˜(ρ, θ) est nul la plupart du temps, sauf, pour une
direction θ fixée, lorsque l’équation
ρ = −kσ sin θ + lσ cos θ (2.63)
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d’inconnues k et l possède des solutions dans Z2. Pour un angle θ quelconque, les
valeurs de ρ telles que le couple (k, l) décrit Z2 sont disposés irrégulièrement sur
l’axe.
Nous voulons que l’image de ρ pour (k, l) ∈ Z2 produise un échantillonnage
régulier de l’axe de projection. Soit en termes mathématiques :
∃τ ∈ R∗+, ∀(k, l) ∈ Z2, ∃bkl ∈ Z, −kσ sin θ + lσ cos θ = ρ = bklτ. (2.64)
Ce critère ne peut être satisfait que pour un angle θ dont la tangente est
rationnelle, c’est-à-dire de la forme tan θ = q
p
, avec (p, q) ∈ Z∗ × Z. Supposons
en effet que l’équation (2.64) soit vérifiée quels que soient k et l. Alors on a en
particulier pour (k, l) = (0, 1) :
σ cos θ = b0,1τ.
De même pour (k, l) = (−1, 0) :
σ sin θ = b−1,0τ.
En excluant le cas où θ ≡ pi2 [pi], b0,1 est non nul et en prenant le rapport de ces
deux dernières identités, on obtient :
sin θ
cos θ = tan θ =
b−1,0
b0,1
∈ Q.
Réciproquement, on verifie que tout angle dont la tangente est rationnelle assure
un échantillonnage régulier de l’axe de projection. Plus précisément, pour tan θ = q
p
,
cos θ = p√
p2+q2
et sin θ = q√
p2+q2
et l’on obtient :
∀(k, l) ∈ Z2, −kσ sin θ + lσ cos θ = −kσ q√
p2 + q2
+ lσ p√
p2 + q2
(2.65)
= (pl − kq)︸ ︷︷ ︸
bk,l
σ√
p2 + q2︸ ︷︷ ︸
τ indépendant de k et l
. (2.66)
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Cela signifie non seulement qu’il faut que la tangente de l’angle de projection
soit rationnelle, mais que tout angle pouvant s’exprimer sous la forme tan θ = q
p
produise un échantillonnage régulier de l’axe de projection. Pour simplifier les
notations et assurer l’unicité de la description d’un tel angle, nous introduisons la
définition suivante.
Définition 2.19 (Angle discret). Nous appelons angle rationnel ou angle discret
tout angle θ ∈ [0, 2pi[ tel qu’il existe un unique couple d’entiers relatifs (p, q)
premiers entre eux vérifiant la propriété suivante :
(p, q) = ‖(p, q)‖2 · (cos θ, sin θ) .
Nous désignerons de manière univoque tout angle discret (p, q). Pour la trans-
formée Mojette, nous ne nous intéressons qu’à des angles entre 0 et pi radians. Sans
mention explicite, les angles discrets (p, q) seront alors à prendre dans Z× N.
En évaluant Rf˜ (équation (2.62)) sur des angles discrets θ = (p, q), on obtient :
Rf˜(ρ, θ) =
+∞∑
k=−∞
+∞∑
l=−∞
f(k, l)∆(ρ+ kσ sin θ − lσ cos θ)
=
+∞∑
k=−∞
+∞∑
l=−∞
f(k, l)∆
(
ρ+ kσ q√
p2 + q2
− lσ p√
p2 + q2
)
(2.67)
=
+∞∑
k=−∞
+∞∑
l=−∞
f(k, l)∆
(
ρ
√
p2 + q2
σ
+ kq − lp
)
. (2.68)
En imposant un échantillonnage régulier de ρ à un pas τ = σ√
p2+q2
d’après
(2.66), on obtient l’équation (2.56) de la transformée Mojette
Rf˜(ρ = bτ, θ = (p, q)) =
+∞∑
k=−∞
+∞∑
l=−∞
f(k, l)∆
(
bτ
√
p2 + q2
σ
+ kq − lp
)
=
+∞∑
k=−∞
+∞∑
l=−∞
f(k, l)∆(b+ kq − lp) (2.69)
=Mf(b, p, q). (2.70)
Nous venons d’établir l’équivalence entre la transformée Mojette d’une fonction
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discrète f et d’angle (p, q) et la transformée de Radon de f˜ échantillonnée à un
pas τ = σ√
p2+q2
. Nous remarquons que le pas d’échantillonnage sur les projections
dépend de (p, q), donc de la direction de projection. Notons que cette formulation
correspond à la notion de projection discrète utilisée par M. B. Katz [98]. Cette
propriété est radicalement différente des autres discrétisations que nous avons pu
rencontrer en début de ce chapitre, où toutes les projections comportaient Nρ
échantillons.
L’échantillonnage sur les projections de la transformée Mojette s’adapte donc à
la direction de projection afin de garantir, par construction, que chaque ligne de
projection passe par le centre d’au moins un pixel de l’image. Pour une image de
taille P ×Q, une projection Mojette d’angle (p, q) comprend #bins échantillons ou
bins, avec :
#bins(p, q) = |p|(Q− 1) + q(P − 1) + 1. (2.71)
2.5.2 Finite Radon Transform (FRT)
En 1993, F. Matúš et J. Flusser publient une version discrète, exacte et
périodique de la transformée de Radon qu’ils appellent Finite Radon Transform
(FRT) [115].
2.5.2.1 Définition
La FRT transforme une fonction discrète f de support carré p× p où p est un
entier naturel positif premier.
FRT f(t,m) =

∑p−1
k=0
∑p−1
l=0 f(k, l)∆
(
〈k −ml − t〉p
)
si 0 ≤ m < p∑p−1
k=0 f(k, t) si m = p,
(2.72)
où 〈n〉p ≡ n (mod p).
Par analogie avec la transformée de Radon ou la transformée Mojette, t
représente l’abscisse curviligne sur la projection et m représente la direction de
projection. L’opération de modulo signifie ici que les lignes de l’image sont rendues
périodiques, de période p.
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2.5.2.2 Premiers liens avec la transformée Mojette
La FRT est une version périodique de la transformée Mojette. Pour s’en
convaincre, il suffit de rendre périodique l’image f , qu’on notera alors fp. Alors,
chaque projection FRT d’angle m correspond à une projection Mojette de l’image
fp à l’angle discret (m, 1). Cette correspondance est illustrée par la figure 2.20.
Figure 2.20 – Exemple de projection de direction m et l’angle discret (xm, ym)
correspondant pour la transformée Mojette, tiré de [156]
A. Kingston et I. Svalbe étendent cette transformée à des images de taille
2n × 2n, puis à des images de taille n× n quelconques [101, 102]. Auparavant, ces
auteurs ont également fait le lien entre les projections périodiques de type (m, 1)
et un angle discret (p, q) [103]. En effet, la projection périodique FRT d’angle m
induit un échantillonnage des pixels régulier, qui peut correspondre à plusieurs
directions discrètes, comme on peut le voir sur la figure 2.20, où la projection FRT
d’angle (m, 1) correspond également à un angle discret (xm, ym).
Parmi un ensemble d’angles discrets
{
(pi, qi)
}
admissibles, il est judicieux d’opter
pour l’angle qui minimise une certaine norme, généralement `2 (minimisation de
dm sur la figure 2.20), mais l’utilisation d’une autre norme est un sujet ouvert.
Ainsi la transformée FRT classique, que l’on peut noter R(t,m), peut être
associée à une transformée non-périodique R(k, θ), où tan θ = ym
xm
. Ainsi, R(k, θ)
est équivalente à la transformée Mojette avec un jeu d’angles discrets admissibles
réduits [103].
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2.5.2.3 Théorème de la tranche centrale discrète
Cette forme de transformée de Radon discrète, exacte et périodique permet
d’observer un équivalent discret du théorème de la tranche centrale. Soit la fonction
discrète f : [0 . . . p− 1]2 → R, où p est un entier premier.
La transformée de Fourier discrète unidimensionnelle d’une projection FRT
de direction m < p s’écrit :
TFD1D (FRT f(·,m)) (u) =
p−1∑
t=0
FRT f(t,m) exp
(
−2ipiut
p
)
(2.73)
=
p−1∑
t=0
p−1∑
k=0
p−1∑
l=0
f(k, l) exp
(
−2ipiut
p
)
∆
(
〈k −ml − t〉p
)
(2.74)
=
p−1∑
k=0
p−1∑
l=0
f(k, l) exp
(
−2ipiu 〈k −ml〉p
p
)
. (2.75)
La transformée de Fourier bidimensionnelle de l’image f s’écrit :
TFD2D (f) (u, v) =
p−1∑
k=0
p−1∑
l=0
f(k, l) exp
(
−2ipiuk + vl
p
)
.
En exploitant la périodicité de la transformée de Fourier discrète et en identifiant
les termes dans l’exponentielle, on obtient pour m < p une relation discrète entre
les termes de la transformée de Fourier discrète de f et de la transformée de
Fourier discrète d’une projection FRT, que F. Matúš et J. Flusser qualifient
de théorème de la tranche centrale discrète [115] :
TFD1D (FRT f(·,m)) (u) = TFD2D (f) (u,−um), (2.76)
et pour m = p
TFD1D (FRT f(·, p)) (u) = TFD2D (f) (0, u). (2.77)
Notons que cette relation exacte explicite le fait que la FRT avec n+1 projections
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pour une image de taille n× n est exactement inversible et couvre exactement le
plan de Fourier. Les méthodes de Fourier sont donc parfaitement adaptées
pour reconstruire une image à partir de projections FRT et ne nécessitent pas
l’interpolation requise par une discrétisation différente de la transformée de Radon.
Une relation du même type existe pour la transformée Mojette, explicitée par
P. Verbert à l’aide de la transformée en z [171].
2.5.3 Reconstruction itérative locale Mojette
Nous avons décrit la transformée Mojette dès le début de cette section comme
étant une transformée discrète et exacte. Elle remet en cause les principes mêmes
de la tomographie continue décrits au début du chapitre. Clarifions dès à présent
l’utilisation de ce terme. Il s’agit d’une imprécision à laquelle nous remédions ici en
ajoutant deux hypothèses. D’exact, il faut comprendre :
1. en l’absence d’incertitude sur les mesures ;
2. sous condition de suffisance des mesures.
Sous l’hypothèse réaliste qu’une infinité de mesures est impossible à réaliser,
nous allons alors montrer qu’un nombre fini de mesures (donc de projections
Mojette) suffit à reconstruire une image discrète de support compact.
Théorème 2.21 (Théorème de K. T. Smith [152]). Soit une fonction infiniment
différentiable f et un nombre fini de directions. Alors il existe une nouvelle fonction
infiniment différentiable f ′ avec exactement la même forme (f et f ′ ont le même
support), exactement les mêmes projections dans ces directions, et totalement
arbitraire sur n’importe quel sous-ensemble compact du support de f .
Ce théorème signifie donc qu’aucun ensemble fini de projection ne permet
de reconstruire exactement f , à une résolution infinie. Nous allons voir qu’il est
possible de dépasser ce paradigme en imposant une résolution finie, puis donner un
des premiers algorithmes d’inversion exacte de la transformée Mojette.
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2.5.3.1 Critère de suffisance de données
Un an après la publication de K. T. Smith, D. C. Solmon et al., M. B. Katz
dépasse ce théorème en ajoutant une information, qu’il appelle alors résolution [98].
Notons que ce terme peut toutefois être ambigu et qu’il ne porte pas la signification
physique de résolution spatiale d’un système physique d’imagerie telle qu’on la
connaît. Pour M. B. Katz, la résolution est simplement liée à la description discrète
de f , pour une image f de taille N ×N , la résolution est définie par 1
N
.
Le critère de suffisance de données de M. B. Katz s’énonce comme suit [98].
Théorème 2.22 (Critère de Katz). Soit une image discrète f de taille P ×Q, un
ensemble de directions discrètes
{
(pi, qi)
}
0≤i<N et les projections discrètes qui y
sont associées suivant le même échantillonnage que la transformée Mojette. Alors
les projections reconstruisent de manière unique f si et seulement si
N−1∑
i=0
|pi| ≥ P ou
N−1∑
i=0
qi ≥ Q. (2.78)
Ce théorème amende donc le théorème de Smith, en ajoutant la notion de
résolution. Ainsi, pour une résolution (donc une taille d’image) donnée, il devient
possible de reconstruire f exactement à partir d’un ensemble fini de projections
Mojette vérifiant le critère de Katz.
La figure 2.23 donne une interprétation géométrique du critère de Katz de
suffisance des données. La somme des vecteurs (|pi|, qi) ne doit pas loger dans le
support de l’image. Ainsi, nous pouvons voir que l’ensemble de projections de
directions discrètes
{
(1, 0), (1, 1), (2, 1)
}
ne permet pas de reconstruire une image
de taille 5 × 5 contrairement à l’ensemble
{
(1, 1), (1, 2), (−1, 2)
}
qui satisfait le
critère de Katz.
2.5.3.2 Algorithme de reconstruction itérative locale Normand
Nous venons de voir un critère de reconstruction exacte d’une image à partir de
projections Mojette. Dans le cas où les projections disponibles le permettent, nous
allons à présent donner un algorithme qui réalise effectivement cette reconstruction.
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Cet algorithme, décrit par N. Normand en 1997 [123], est similaire à celui que nous
avons décrit au chapitre 1 pour le jeu Mojette. En effet, en déroulant cet algorithme,
nous reconstruisons d’abord les pixels de bord qui se projettent directement dans
un bin, ce qui révèle au fur et à mesure d’autres pixels voisins en correspondance
univoque avec un bin d’une projection. C’est pourquoi nous l’appelons reconstruction
itérative locale (RIL) Normand.
L’algorithme 2.24 permet de reconstruire entièrement l’image si les projections
satisfont le critère de Katz, ou seulement une certaine zone de l’image dans le cas
contraire. Nous voyons que dans cet algorithme, les principales difficultés résident
en deux points :
1. trouver les bins reconstructibles (ceux qui sont en correspondance univoque
avec un pixel de l’image) ;
2. trouver le cas échéant le pixel (k, l) correspondant au bin b de la projection
de direction (pi, qi).
Afin de lever ces deux difficultés, D. Eggeman, J. Guédon et al. ont proposé
d’utiliser deux images auxiliaires de même taille que f , l’une notée fidx que l’on
appellera image d’index et une autre notée f1, qui est la fonction caractéristique
de f et dont tous les pixels sont à 1 [48]. En utilisant ces images auxiliaires et en
maintenant une pile de bins reconstructibles, nous arrivons à l’algorithme 2.25 [48].
Figure 2.23 – Interprétation géométrique du critère de Katz, tiré de [75]
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Algorithme 2.24: Algorithme de reconstruction Mojette RIL
Normand [123]
Entrée : (P,Q) : Taille de l’image à reconstruire
Entrée : I : Nombre total de projections
Entrée :Mpi,qif : I projections pour i = 1, . . . , I
Sortie : f : fonction discrète reconstruite de taille P ×Q, où N = PQ
/* Initialisation */
1 pour chaque pixel (k, l) faire
2 f(k, l)← 0
3 fin
4 tant que ∃(b, i) un bin reconstructible sur la projection i faire
5 Trouver le pixel (k, l) qui se projette surMpi,qif(b)
6 f(k, l)←Mpi,qif(b)
/* Ôter la contribution du pixel (k, l) dans toutes les
projections */
7 pour i← 1 à I faire
8 b← l × pi − k × qi
9 Mpi,qif(b)←Mpi,qif(b)− f(k, l)
10 fin
11 fin
2.5.4 Décomposition de l’espace nul de la transformée Mo-
jette
Supposons maintenant que l’on dispose d’un ensemble de projections Mojette
sur les directions discrètes I =
{
(pi, qi)
}
i∈[1...N ]. Lorsque l’ensemble I ne remplit
pas le critère de Katz (théorème 2.22) pour une image de taille P ×Q, le problème
de reconstruction est sous-déterminé. En termes d’opérateurs, cela signifie que
l’opérateur transformée Mojette sur les directions I, pour une image de taille P ×Q,
n’est pas inversible : le problème inverse possède plusieurs solutions distinctes ou
n’en possède pas.
Pour étudier ce type de problème, on s’intéresse au noyau de l’opérateur,
également appelé espace nul. C’est la méthode que nous allons appliquer ici.
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Algorithme 2.25: Algorithme de reconstruction Mojette RIL Normand
complet [48]
Entrée : (P,Q) : taille de l’image à reconstruire
Entrée : I : nombre de projections discrètes
Entrée :Mpi,qif : I projections discrètes Mojette pour i = 1, . . . , I
Sortie : f : fonction discrète reconstruite de taille P ×Q
/* Initialisation des images auxiliaires fidx et f1 */
1 pour chaque pixel (k, l) faire
2 fidx(k, l)← l × P + k
3 f1(k, l)← 1
4 fin
/* Trouver les bins en correspondance univoque */
5 pour i← 1 à N faire
6 pour chaque b faire
7 siMpi,qif1(b) = 1 alors Empiler (b, i) sur S
8 fin
9 fin
10 tant que S 6= ∅ faire
11 Dépiler (b, i) de S
12 siMpi,qif1(b) = 1 alors
/* Le bin b de la projection i est reconstructible,
chercher le pixel (k, l) correspondant */
13 l←
⌊Mpi,qifidx(b)
P
⌋
14 k ← l × P −Mpi,qifidx(b)
15 f(k, l)←Mpi,qif(b)
/* Ôter la contribution du pixel (k, l) dans toutes les
projections et mettre à jour les images auxiliaires */
16 pour j ← 1 à I faire
17 b← l × pj − k × qj
18 Mpi,qif(b)←Mpi,qif(b)− f(k, l)
19 Mpi,qif(1)←Mpi,qif1(b)− 1
20 Mpi,qifidx(b)←Mpi,qifidx(b)− fidx(k, l)
/* Mettre à jour la pile de bins reconstructibles */
21 siMpi,qif1(b) = 1 alors Empiler (b, j) sur S
22 fin
23 fin
24 fin
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2.5.4.1 Espace nul et fantômes
Avec les notations précédentes, l’espace nul de la transformée Mojette s’exprime
par :
ker(MI) =
{
f : [0 . . . P − 1]× [0 . . . Q− 1]→ R |
∀i ∈ [1 . . . N ] , ∀b ∈ Z,Mf(b, pi, qi) = 0
}
. (2.79)
Dans la suite du manuscrit, nous appellerons un fantôme tout élément de
l’espace nul. M. B. Katz a étudié ces fantômes sous forme matricielle [98].
Comme la transformée Mojette est linéaire, l’espace nul est un espace vectoriel.
Il suffit donc de trouver une base de cet espace pour le décrire entièrement. Voici
quelques notions sur les fantômes et leur construction.
Définition 2.26 (Fantôme minimal). Un fantôme minimal pour un ensemble de
directions discrètes
{
(pi, qi)
}
i∈[1...N ] est un élément de l’espace nul de la transformée
Mojette, à valeurs dans Z, ayant un support minimal au sens de l’inclusion, ainsi
qu’une norme minimale sur ses valeurs. Un tel fantôme est donc minimal en terme
de géométrie et de quantification.
Définition 2.27 (Fantôme minimal élémentaire). Un fantôme minimal élémentaire
pour une direction discrète (p, q) est un fantôme minimal dans cette direction.
Proposition 2.28 (Existence, unicité et construction d’un fantôme minimal élé-
mentaire [123, 130]). Soit une direction discrète (p, q). Alors il existe un fantôme
minimal élémentaire, de support de taille (p+1)×(q+1), unique à une multiplication
par un scalaire près. Il est défini comme dans la figure 2.29 par :
F(p,q)(k, l) =

1 si (k, l) = (0, 0)
−1 si (k, l) = (p, q)
0 sinon.
(2.80)
Proposition 2.30 (Unicité [123, 130]). Soit un ensemble de directions discrètes{
(pi, qi)
}
i∈[1...N ]. Alors il existe un fantôme minimal unique à un scalaire près, donné
par la convolution des fantômes minimaux élémentaires pour toutes les directions.
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1-1
Figure 2.29 – Fantôme minimal élémentaire pour la direction (p, q) = (2, 1)
2.5.4.2 Décomposition de l’espace de reconstruction
Dans sa thèse, O. Philippé a déterminé une décomposition de l’espace de
reconstruction en somme directe avec l’espace nul.
Théorème 2.31 (Décomposition de l’espace de reconstruction [130]). Soit une
image discrète f et un ensemble de projection S = {(pi, qi)}i∈[1...M ] deM projections
discrètes. Alors il existe une unique décomposition de f telle que
f = fSc +
r∑
i=1
λiFSi , (2.81)
où FSi sont les translatés du fantôme minimal élémentaire partout sur tous les
pixels, du moment qu’ils peuvent tenir dans le support de l’image.
Ce théorème, que nous ne démontrerons pas ici, stipule que l’on peut décomposer
l’image à reconstruire par une image fSc déterminable de manière unique à partir
des projections disponibles, et une image qui est dans l’espace nul de l’opérateur
Mojette. En particulier, les fantômes minimaux pour l’ensemble de projections S
forment une base de cet espace nul. D’après le théorème du rang, on a donc, avec
les notations du théorème 2.31 :
dim(kerMS) = r. (2.82)
Cette relation donne donc le lien avec la résolution de l’image et les projections
— non seulement le nombre mais l’orientation — et complète ainsi le critère de
Katz.
Nous allons développer cette notion dans le chapitre suivant, plus particulière-
ment à la section 3.4.4, où nous présenterons la morphologie mathématique comme
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un outil efficace pour déterminer r = dim(kerMS).
2.5.5 FRT inverse exacte
Nous nous sommes jusqu’alors préoccupés des conditions de suffisance des
données pour la transformée Mojette. Pour la FRT d’une image p × p, toutes
les p+ 1 projections sont nécessaires pour reconstruire exactement l’image [115].
Chaque direction m en FRT étant analogue à une direction discrète (m, 1) pour
m 6= p et à (1, 0) pour m = p, nous retrouvons le critère de Katz avec les p + 1
projections nécessaires dans la direction verticale (donc des qi).
F. Matúš et J. Flusser donnent également un algorithme de reconstruction
exact, qui tire son originalité du fait que la transformée FRT est son propre dual.
En effet, une rétroprojection correspond à la projection de l’espace FRT. Soit f une
image discrète de taille p× p première, et F (t,m) l’espace FRT de taille p× (p+ 1),
où chaque projection FRT de f de direction m est rangée dans la me ligne.
On a alors la formule suivante [115] :
∀(k, l) ∈ [0 . . . p− 1]2 , f(k, l) = −S
p
+ 1
p
[
F (l, p) + F (t,m)∆
(
〈k −ml − t〉p
)]
.
(2.83)
Le second terme dans l’équation (2.83) correspond à la rétroprojection des
projections FRT. Cette équation correspond donc à une version discrète de la
rétroprojection filtrée, et le fait que la FRT échantillonne complètement l’espace de
Fourier cartésien rend l’expression du filtre trivial.
Dans le cas où il manquerait une des p + 1 projections, la FRT n’est plus
inversible de manière exacte. Tout comme avec la transformée Mojette, l’espace
nul de l’opérateur FRT n’est alors pas réduit au vecteur nul. Les éléments de cet
espace nul sont encore appelés des fantômes, dont une caractérisation est donnée
dans [31].
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2.5.6 Structure de la matrice Mojette
Comme toute transformation linéaire, nous pouvons exprimer la transfor-
mée Mojette par une opération de projection matricielle. Soit f : [0 . . . n− 1] ×
[0 . . . n− 1]→ R une image discrète de taille n× n. En concaténant les lignes de f ,
nous pouvons l’exprimer sous forme vectorielle f =

f0
...
fN−1
 ∈ RN , où N = n2 et
∀i ∈ [0 . . . N − 1] , fi = f
(
i− n
⌊
i
n
⌋
,
⌊
i
n
⌋)
(2.84)
où b·c est la fonction partie entière.
On peut alors exprimer la transformée MojetteMf par le système Mf = p,
où le p vecteur de taille #bins des bins Mojette ré-arrangés en conséquence et M
la matrice de projection de taille #bins×N .
La matrice de projections M fait correspondre chaque pixel à un bin. Comme
chaque pixel n’est sommé qu’au plus une fois dans un bin, M est une matrice
binaire. Il est de plus possible de retrouver le critère de Katz en étudiant le rang
de M, qui doit être égal à N pour que l’image soit reconstructible. Cette expression
de la transformée Mojette est très proche du paradigme de la tomographie discrète.
En 1995, J. Guédon, D. Barba et al. proposent une méthode de recons-
truction [73] en tentant d’inverser localement la matrice M∗M, où M∗ désigne la
matrice adjointe de M et donc la matrice de rétroprojection Mojette.
Plus tard, M. Servières, J. Idier et al. démontrent que la matrice M∗M a
une structure Toeplitz bloc Toeplitz pour des blocs de taille n [146, 147]. En
effet, en exprimant M à l’aide des équations (2.57) et (2.84), les auteurs montrent
que : 
∀(i, j) ∈ [0 . . . N − 2]2 , (M∗M)i+1,j+1 = (M∗M)i,j
∀(i, j) ∈ [0 . . . N − n− 1]2 , (M∗M)i+1,j+1 = (M∗M)i,j
(2.85)
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et qu’ainsi [146]
M∗M =
φ(0, 0) · · · φ(n− 1, 0) · · · · · · · · · φ(0, n− 1) · · · φ(n− 1, n− 1)
...
. . .
. . .
...
. . .
. . .
...
. . .
. . .
φ(−(n− 1), 0) . . . . . . ... . . . . . . φ(−(n− 1), n− 1) . . . . . .
φ(0,−1) · · · φ(n− 1,−1) · · · · · · · · · φ(0, n− 2) · · · φ(n− 1, n− 2)
...
. . .
. . .
...
. . .
. . .
...
. . .
. . .
φ(−(n− 1),−1) . . . . . . ... . . . . . . φ(−(n− 1), n− 2) . . . . . .
· · · · · · · · · · · · · · · · · · · · · · · · · · ·
φ(0,−(n− 1)) · · · φ(n− 1,−(n− 1)) · · · · · · · · · φ(0, 0) · · · φ(n− 1, 0)
...
. . .
. . .
...
. . .
. . .
...
. . .
. . .
φ(−(n− 1),−(n− 1)) . . . . . . ... . . . . . . φ(−(n− 1), 0) . . . . . .
(2.86)
où φ(a, b) = ∑(p,q) ∆(pb− qa).
Des exemples de matrices M∗M sont donnés dans le tableau 3.29, page 139.
Cette structure de matrice est avantageuse pour la méthode du gradient-conjugué
car elle permet de réduire considérablement la complexité de l’algorithme [30, 147].
Plus tard dans le manuscrit au chapitre 6, nous allons montrer que la matrice
de projection Mojette M, ainsi que la matrice de projection FRT, s’expriment sous
la forme d’une matrice de Vandermonde.
2.5.7 Bilan
Cette dernière section nous a permis de mettre en évidence l’existence d’un lien
étroit entre transformée Mojette et FRT. Ces similarités sont dues au caractère fini
de ces deux transformées et seront décrites plus avant dans le chapitre suivant.
Ces transformées discrètes permettent d’identifier une relation entre la résolution
et le nombre de directions de projections, mais pas sur la quantification. Toutefois
des tentatives existent avec la Mojette ligne, explorée par P. Verbert et C.
Liu [110, 171] ainsi que le jeu Mojette. Nous pouvons également mentionner que
la transformée Mojette ainsi que l’algorithme d’inversion Mojette Normand, en
n’utilisant que des additions et des soustractions, peuvent être mis en œuvre pour
des fonctions et des projections à valeurs dans des groupes cycliques. Cette propriété
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permet de conserver la même quantification sur les projections et dans l’image pour
les usages en cryptographie et stockage distribué [99, 128].
2.6 Conclusion
La transformée de Radon est l’épicentre du large spectre de techniques de
reconstruction tomographique. Celle-ci a d’abord été définie et étudiée dans le
domaine continu. Ainsi, de nombreuses techniques classiques de reconstruction
tomographique s’attachent à inverser cette transformée dans le domaine continu,
puis à discrétiser l’algorithme. Le problème de l’inversion de la transformée de
Radon souffre alors des singularités dues à l’incomplétude des données et à
l’instabilité inhérente au problème.
Nous notons toutefois une évolution dans l’effort de discrétisation : les méthodes
analytiques sont fondées sur une représentation continue de l’espace alors que
les méthodes itératives opèrent intrinsèquement une discrétisation de l’espace
de reconstruction. De plus, les méthodes itératives permettent d’introduire de
l’information a priori et de régulariser la solution. Le problème devient ainsi plus
faiblement mal posé.
La tomographie discrète quant à elle, bien qu’inspirée par le problème continu,
propose un cadre radicalement différent. En effet, les aprioris sont très forts, que
ce soit sur la géométrie du problème (formes convexes et grilles discrètes) ou sur la
quantification. Nous avons vu en particulier qu’elle permet d’obtenir une solution
exacte dans ces conditions précises. La tomographie discrète constitue donc un
choix judicieux lorsque les données sont très limitées. De plus, si cette dernière
était réservée au départ pour des images binaires et pour seulement deux directions
de projections, le fossé entre les deux mondes tend à diminuer et les applications
de la tomographie discrète sont aujourd’hui nombreuses [85].
La transformée Mojette a été présentée comme un opérateur de tomographie
discrète, mais également comme une version échantillonnée de la transformée de
Radon. Celle-ci tire son originalité de l’échantillonnage particulier angulairement
(angles discrets) qui induit un échantillonnage optimal sur chaque projection. Ce
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dernier, basée sur la géométrie des pixels, est issue d’une discrétisation a priori de
l’espace de projection et de reconstruction. Ces propriétés permettent d’établir une
relation entre le nombre de pixels à reconstruire et les projections nécessaires pour
les reconstruire, qui sont en nombre fini. Des résultats similaires ont été établis
pour la FRT, dévoilant une ressemblance frappante entre ces deux transformées.
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Deuxième partie
Géométrie et opérateurs discrets
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Introduction de la deuxième partie
La tomographie discrète, contrairement à la tomographie continue « discréti-
sée », ne part pas d’un paradigme continu pour être échantillonné, mais utilise un
paradigme discret de l’environnement spatial. Il est donc nécessaire de redéfinir les
outils mathématiques utiles dans ce nouveau paradigme discret, qui est la géométrie
discrète.
Le but de cette partie est d’explorer les relations entre la géométrie discrète et
l’opérateur de transformée Mojette.
Plus précisément, nous allons nous attacher un premier chapitre d’état de l’art,
à définir certaines notions essentielles de géométrie discrète (pavages et droites
discrètes, transformations discrètes, morphologie mathématiques). Ces notions, qui
ne sont pas sans rappeler des notions de géométrie élémentaire, ont un sens et
une définition particuliers en géométrie discrète. Nous utilisons ensuite ces bases
pour définir formellement et expliciter certains résultats de l’état de l’art de la
transformée Mojette.
Nous continuons à étudier les liens entre géométrie discrète et transformée
Mojette dans le chapitre 4 sous l’angle des transformations géométriques d’image.
En particulier, nous évaluons les conséquences des transformations géométriques
d’image sur les projections Mojette et nous montrons que ces transformations
peuvent être effectuées de manière équivalente soit dans l’espace image, soit dans
l’espace des projections Mojette.
Les chapitres 5 et 6 replacent la transformée Mojette comme opérateur de
tomographie discrète.
Dans le chapitre 5, nous étudions la faisabilité de l’utilisation de la transformée
Mojette pour la reconstruction d’images issues de données acquises en suivant une
géométrie de tomodensitométrie à rayons parallèles.
Enfin, nous présentons dans le chapitre 6 un nouveau cadre algébrique pour
décrire la transformée Mojette.
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Chapitre 3
Quelques outils de Géométrie
Discrète
Ce chapitre présente la géométrie discrète comme cadre théorique
pour une définition exacte de la transformée Mojette. Après avoir pré-
senté les concepts et outils de base de la géométrie discrète, nous ex-
posons deux résultats forts de la littérature quant à l’utilisation du pa-
radigme discret pour la tomographie ; à savoir la réduction de l’espace
nul et du nombre de projections dans un compact de l’espace discret.
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3.1 Introduction
Dans le chapitre précédent, nous avons défini la transformée Mojette comme une
version discrète de la transformée de Radon. L’objet reconstruit par la tomographie
étant de nature discrète (i.e. une image composée de pixels), il paraît donc approprié
de rester dans un cadre discret de l’acquisition à la reconstruction. La géométrie
discrète permet de formaliser ce cadre discret et nous verrons dans ce chapitre
qu’elle fournit les outils nécessaires à la caractérisation discrète et exacte de la
tomographie Mojette.
La première partie de ce chapitre est consacrée à la mise en place de notions de
géométrie discrète nécessaires pour décrire les fonctions discrètes. Nous y verrons les
notions de pavages et de grilles discrètes, ainsi que de distances discrètes. Ensuite,
l’introduction des séquences de Farey-Haros nous permettra de définir et de
construire de manière formelle les directions discrètes. Enfin, nous présenterons
quelques notions élémentaires de morphologie mathématique.
La seconde partie de ce chapitre vise à inscrire la transformée Mojette dans
le cadre de la géométrie discrète et de la morphologie mathématique. Nous y
présenterons des résultats d’unicité de la reconstruction, ainsi que la construction
de fantômes minimaux grâce à la morphologie mathématique, issus de la thèse de
N. Normand. Afin de parachever le lien entre les directions discrètes du plan et
les séquences de Farey-Haros, nous présenterons une formule d’inversion exacte
de la transformée Mojette, issue de la thèse de M. Servières, tirant parti de
l’énumération exhaustive des directions discrètes dans un compact du plan discret.
Enfin, nous présenterons une généralisation de la transformée Mojette en di-
mension quelconque, ainsi qu’une représentation alternative de celle-ci.
3.2 Pavages, relations de voisinage et distances
discrètes
On appelle espace discret un pavage de l’espace continu, c’est-à-dire une partition
par des éléments d’un ensemble dénombrable, appelés des tuiles ou des cellules. Un
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point discret est un point représentant ce pavage, généralement le centre de gravité
de chaque tuile [32]. Inversement, chaque tuile représente généralement la cellule
de Voronoï associée à un point discret, c’est-à-dire l’ensemble des points réels les
plus proches de ce point discret.
Chaque pavage peut alors être décrit par ses points discrets et les arêtes ou faces
que partagent deux cellules. Ainsi, chaque pavage induit une représentation duale
sous forme de graphe, où chacun des sommets est un point discret de l’espace et où
chacune des arêtes représente l’adjacence entre deux cellules. Cette représentation
duale est appelée maillage ou grille discrète et l’on pourra choisir de représenter
indifféremment l’espace discret par pavage ou par maillage. L’avantage de ces
représentations est de permettre facilement l’identification de l’espace discret de
dimension n à des points de Zn.
Les pavages peuvent se décliner de différentes sortes 1, périodiques ou apério-
diques, réguliers ou non réguliers.
Nous nous intéressons ici uniquement aux pavages périodiques et réguliers
du plan et de l’espace tridimensionnel. En effet, leur régularité et périodicité
permettent leur utilisation pratique en géométrie discrète, notamment pour définir
des distances et des relations de voisinage. Les pavages non réguliers sont quant
à eux plus adaptés à l’affichage de surfaces ou variétés complexes plongées dans
l’espace tridimensionnel.
3.2.1 Pavages et maillages réguliers
Définition 3.1. Un pavage régulier est un pavage constitué d’un seul type de
polygone régulier, c’est-à-dire ayant tous ses côtés égaux.
En dimension 2, il existe exactement trois pavages réguliers du plan, illustrés
par la figure 3.2 :
— le pavage carré ou cartésien ;
— le pavage triangulaire ;
— le pavage hexagonal.
1. Le lecteur intéressé pourra découvrir la diversité des pavages à travers l’encyclopédie en
ligne des pavages à la page http://tilings.math.uni-bielefeld.de/tilings/
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Nous voyons dans la figure 3.2 que le maillage dual d’un pavage cartésien est
cartésien, qu’un pavage triangulaire induit un maillage dual hexagonal et vice versa.
(a) (b) (c)
Figure 3.2 – Pavages (cellules grisées) et maillages (en bleu) réguliers du plan :
(a) cellules carrées, (b) cellules triangulaires, (c) cellules hexagonales, reproduit
depuis [32]
En informatique et en imagerie, nous appellerons ces polygones pixels en dimen-
sion deux et ces polyèdres voxels en dimension supérieure. Par abus de langage,
ces mêmes termes pourront également désigner les points discrets induits par le
maillage.
Le pavage cartésien est souvent utilisé de par sa simplicité de mise en œuvre
et son adéquation avec les capteurs physiques et les écrans d’affichage. Ainsi dans
la plus grande partie du reste du manuscrit, nous nous contenterons d’utiliser la
grille carrée ou cubique, en identifiant chaque point de la grille discrète à un point
de Z2 ou Z3. Cependant, les autres formes de pavages réguliers possèdent d’autres
propriétés, telles que la compacité, qui peuvent se révéler intéressantes lorsqu’il
s’agit d’échantillonner un signal continu [43].
En dimension supérieure, les seuls pavages réguliers sont engendrés par des
hypercubes [32], par exemple le pavage cubique centré ou cubique face centrée.
3.2.2 Relations de voisinage
Nous avons décrit la construction de maillages à partir de pavages comme la
connexion par des arêtes de points discrets partageant une face. Ce critère fait
apparaître la notion de voisins d’un point discret et de voisinage.
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Définition 3.3 (Points k-voisins [122]). Dans une grille carrée, cubique ou hyper-
cubique en dimension n, on appelle points k-voisins deux points dont les cellules
partagent une face de dimension n− k ou supérieure, autrement dit, s’ils n’ont pas
plus de k coordonnées qui diffèrent et si celles-ci ne diffèrent pas plus d’une unité.
Les points p et q sont k-voisins si et seulement si :

n∑
i=1
|pi − qi| ≤ k
∀i ∈ [1 . . . n] , {|pi − qi|} ≤ 1
.
L’ensemble des k-voisins d’un point p est appelé k-voisinage et sera noté Nk(p)
ou plus simplement Nk lorsqu’il n’y a pas d’ambiguïté. La figure 3.4 donne une
interprétation visuelle des 1- et 2-voisinages en dimension deux, ainsi que des 1-,
2- et 3-voisinages en dimension trois. Nous remarquons qu’en 2D un 1-voisinage
est composé de 4 points et un 2-voisinage comprend 8 voisins. C’est pourquoi ces
voisinages sont plus communément appelés 4- et 8-voisinages, et respectivement 6-,
18- et 26-voisinages en trois dimensions.
(a) N1 et N2 dans Z2
(b) N1, N2 et N3 dans Z3
Figure 3.4 – k-voisinages en dimension deux (a) et trois (b)
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Cette notion de voisinage permet de définir des chemins et des distances discrètes.
3.2.3 Distances discrètes
Beaucoup de notions de géométrie classique, notamment topologiques, reposent
sur les notions de norme et de distance. À l’instar de la notion de voisinage, la
discrétisation pose le problème de la distance entre deux points ou entre deux
objets. Nous allons formaliser ici la notion de distance discrète et en présenter
quelques exemples.
Définition 3.5 (Distance discrète [139]). Soit une fonction d : Zn × Zn → N
vérifiant les propriétés suivantes : ∀(x, y, z) ∈ Zn × Zn × Zn,
séparation d(x, y) = 0 ⇐⇒ x = y
symétrie d(x, y) = d(y, x)
inégalité triangulaire d(x, z) ≤ d(x, y) + d(y, z)
Alors d est une (fonction) distance discrète.
Cette définition de distance discrète découle de la définition de distance dans
des espaces vectoriels normés, bien qu’elle n’induise pas forcément une norme. Pour
compléter l’analogie avec les espaces vectoriels normés, il serait d’abord nécessaire
d’introduire la notion de module, qui est l’équivalent d’un espace vectoriel sur un
anneau au lieu d’un corps, Z n’étant ni un corps ni un espace vectoriel. À partir de
là, il est possible de définir une norme discrète comme une application g invariante
par translation et homogène [162, 163].
Pour une fonction de distance d donnée, nous définissons des boules de centre c
et de rayon r comme l’ensemble des points discrets distants d’au plus r du point c.
Définition 3.6 (Boule fermée et boule ouverte). Soit d : Zn×Zn → N une fonction
de distance discrète. On appelle boule ouverte B<(c, r) et boule fermée B≤(c, r) de
centre c et de rayon r ∈ N les ensembles de points discrets :
B<(c, r) = { p ∈ Zn | d(c, p) < r }
B≤(c, r) = { p ∈ Zn | d(c, p) ≤ r }
.
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Les distances discrètes ont été introduites pour la première fois par A. Rosen-
feld et J. L. Pfaltz en 1966 [140] puis elles ont été formalisées et approfondies
par les mêmes auteurs dans un second article paru dans le tout premier numéro de
Pattern Recognition [139]. Dans ces articles, les auteurs définissent deux distances
discrètes d1 et d2 de la manière suivante :
∀(p, q) ∈ Z2 × Z2,

d1(p, q) = |p1 − q1|+ |p2 − q2|
d2(p, q) = max {|p1 − q1|, |p2 − q2|}
. (3.1)
On peut tout de suite noter que ces distances discrètes correspondent exactement
aux distances `1 et `∞ des espaces vectoriels.
D’autre part, ces distances correspondent respectivement au voisinage N1 et
N2. En effet, la boule unité B≤(O, 1) est égale à N1 pour d1 et à N2 pour d2.
Intuitivement, on peut imaginer qu’elles correspondent au nombre discret de
déplacements qu’il faut effectuer pour aller « au mieux » d’un point à un autre, en
n’autorisant que les directions verticales et horizontales pour d1 2 et en ajoutant les
directions diagonales pour d2.
Cette interprétation de la distance entre deux points p et q comme la longueur
du plus court chemin reliant p et q est la façon la plus courante de définir des
distances [163]. Pour cela, il nous faut définir un chemin discret et sa longueur.
3.2.4 Distances et chemins discrets
Pour définir un chemin discret, il suffit de remplacer, dans la définition d’un
chemin dans un espace continu, la notion de continuité par la notion de voisinage.
On obtient alors la définition suivante.
Définition 3.7 (k-chemin). On appelle k-chemin de p vers q, toute séquence finie
de points discrets voisins pi = (p = p0, p1, . . . , pN = q) contenant au moins un point
et où ∀i ∈ [1 . . . N ] , pi ∈ Nk(pi−1). On note Pk(p, q) l’ensemble de ces chemins.
2. C’est la raison pour laquelle on trouve parfois d1 sous les noms de distance de Manhattan,
taxi-distance, etc.
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Définition 3.8 (Distance engendrée par des chemins). Dans un espace discret de
dimension n, soit p ∈ Zn et q ∈ Zn deux points discrets et P(p, q) l’ensemble des
chemins de p vers q. La fonction d : Zn × Zn → N est une distance engendrée par
des chemins si :
1. ∀(p, q) ∈ Zn × Zn, d(p, q) = min {L(pi) | pi ∈ P(p, q) },
2. d est une distance,
où L(pi) est la longueur ou le coût du chemin pi.
La construction d’une distance discrète à partir d’un chemin peut donc dé-
pendre :
— du type de voisinage ;
— de la définition de la longueur.
Nous présentons par la suite plusieurs distances engendrées par des chemins
différents.
3.2.5 Distances de voisinage
À présent, nous allons voir trois types de distances particulières basées sur des
chemins. Nous obtenons le premier type de distance en utilisant des k-chemins,
puis nous allons modifier le type de voisinage pour obtenir un second type de
distance, et enfin combiner voisinage et pondérations pour obtenir le troisième type
de distances.
3.2.5.1 Distance engendrée par des k-chemins
Il est aisé de se rendre compte que les distances d1 et d2 définies précédemment
sont engendrées par des 1- et 2-chemins. Les notations restent donc cohérentes.
Cependant en n’utilisant que des k-chemins, la notion de distance engendrée
par des chemins reste pauvre car il n’est possible de définir qu’au plus n distances
discrètes distinctes en dimension n et les boules résultantes sont très anisotropes.
En effet, comme nous pouvons le voir dans la figure 3.9, les boules de d1 et
d2 ne présentent pas d’invariance par rotation comme un disque euclidien. Bien
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qu’elles correspondent avec la distance euclidienne dans les directions horizontales
et verticales, d1 surestime les directions diagonales et d2 les sous-estime.
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(b) Boules de distances B≤(p, r) pour d2 avec r ∈ {1, 2, 3}
Figure 3.9 – Boules de distances pour d1 (a) et d2 (b)
3.2.5.2 Distances à séquence de voisinages
Pour limiter les problèmes d’anisotropie pour les distances basées sur des
k-chemins, A. Rosenfeld et J. L. Pfaltz proposent de nouvelles distances basées
sur d’autres chemins utilisant plusieurs notions de voisinage. Par exemple, la
distance doct est construite par alternance de la 1- et la 2-adjacence entre chaque
point constituant le chemin. De manière plus générale, une distance engendrée par
des chemins utilisant alternativement plusieurs voisinages est appelée une distance
à séquence de voisinages.
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Ces distances à séquence de voisinage, bien que plus proches de la distance
euclidienne que les distances basées sur les k-chemins, restent encore anisotropes.
Ceci provient du fait que chaque déplacement a un coût unitaire. Ceci peut se
résoudre en partie en modifiant non plus le choix du voisinage mais la longueur
utilisée dans la construction du chemin.
3.2.5.3 Distances de chanfrein
Dans le but de proposer une distance discrète approximant au mieux la distance
euclidienne, U. Montanari propose d’utiliser le 2-voisinage mais de compenser
l’anisotropie en pondérant différemment les déplacements selon les directions [118].
Ainsi, un déplacement horizontal et vertical coûte 1 mais un déplacement diagonal
coûte
√
2, comme pour la distance euclidienne classique. On notera cette distance
d1,
√
2.
Pour aller encore plus loin, U. Montanari propose de construire des chemins
composés de points discret sans relation de voisinage. La relation de voisinage
est alors remplacée par un ensemble de directions de déplacement autorisées et
pondérées. Nous appellerons cet ensemble de directions et de poids un masque
de chanfrein et, sous condition de respect des conditions de la définition 3.5, la
distance qui en résulte une distance à masque de chanfrein ou une distance de
chanfrein.
G. Borgefors popularise les distances à masque de chanfrein (ou distances de
chanfrein) en construisant des masques à valeurs entières, correspondant davantage
à la définition courante des distances discrètes [23, 24]. Ainsi préconise-t-elle
l’utilisation des valeurs (3, 4) pour les poids de déplacement plutôt que les valeurs
réelles de la distance euclidienne (cf. figures 3.10 et 3.11)
3.2.6 Bilan
Les distances discrètes sont issues des relations de voisinage dans l’espace discret.
D’abord construite par propagation de k-voisinages, nous avons vu que d’autres
distances ont été construites pour s’approcher au mieux de la distance euclidienne.
En particulier, les distances de chanfrein permettent d’affecter des pondération à
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Figure 3.10 – Masques de chanfrein des distances (a) d1,√2 et (b) d3,4
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Figure 3.11 – Boules de distances pour (a) d1,√2 et (b) d3,4
des déplacements dans l’espace discret pour rendre les boules de distances les plus
isotropes possible. Nous avons vu dans nos exemples des masques de chanfrein à
deux pondérations, mais il est possible d’augmenter encore l’invariance en rotation
en augmentant la taille de ces masques, autorisant ainsi des déplacements vers
des pixels qui ne seraient pas directement k-voisins. Ces directions de déplacement
définies par les masques de chanfrein sont généralement choisies parmi un ensemble
de directions élémentaires appelés des points visibles. Nous allons à présent définir
ces notions.
3.3 Séquences de Farey-Haros et angles discrets
Une fois définies les notions de voisinage, de distance et de chemin dans l’espace
discret, nous allons maintenant nous intéresser à la notion d’angle discret qui utilise
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le concept des points visibles de l’espace discret et les séquences de Farey-Haros.
3.3.1 Points visibles de l’espace discret
Imaginons une source lumineuse située à l’origine du plan ou de l’espace et que
chaque point discret forme un écran opaque. Un observateur placé sur un point
discret ne peut voir cette source que si aucun point opaque ne se situe entre lui
et la source lumineuse. L’ensemble des positions de l’observateur depuis lesquelles
celui-ci voit la source lumineuse forme l’ensemble des points visibles de l’espace.
Plus formellement, nous pouvons définir ces points par :
Définition 3.12 (Point visible). On appelle point visible un point discret p tel que
le segment continu ]O, p[ soit vide dans Zn.
Sur une grille carrée, le nombre de points discrets sur un segment ]p, q] est
donné par le plus grand diviseur commun des composantes du vecteur #»pq :
∀(p, q) ∈ Zn × Zn, #]p, q] = pgdc
(
{qi − pi}1≤i≤n
)
La condition nécessaire et suffisante pour qu’un point discret p soit un point
visible est alors :
pgdc({pi}1≤i≤n) = 1
avec la convention pgdc(0,m) = m.
En dimension 2, trouver les points visibles revient à trouver les couples d’entiers
relatifs premiers entre eux. En particulier, les points visibles du plan p = (p1, p2)
tels que p2 soit positif coïncident exactement avec la définition 2.19 des angles
discrets pour la transformée Mojette.
Ces couples sont donnés par les séquences de Farey, que nous appellerons
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Farey-Haros pour rétablir le préjudice historique 3.
3.3.2 Définition et construction par fraction médiane
Définition 3.13 (Séquences 4 de Farey-Haros). La séquence de Farey-Haros
d’ordre n, notée Fn, est la séquence croissante des fractions irréductibles comprises
entre 0 et 1 et dont le dénominateur n’excède pas n [81] :
∀n ∈ N∗, Fn =
(
q1
p1
= 01 ,
q2
p2
, . . . ,
qm
pm
= 11
)
où, pour tout entier positif i :
— pi ∈ N∗ et qi ∈ N
— 0 ≤ qi ≤ pi ≤ n
— qi
pi
<
qi+1
pi+1
— pgdc(pi, qi) = 1
Ces séquences possèdent des propriétés remarquables. La première d’entre
elles est la relation entre deux fractions consécutives dans Fn. Ainsi, deux termes
consécutifs a
b
et c
d
vérifient la relation
bc− ad = 1.
Cette propriété entraîne, par le théorème de Bézout, le fait qu’en plus d’être
premier avec b (respectivement c), a (respectivement d) est premier avec c (respec-
tivement b).
3. Curieusement, J. Farey a publié une note sur ses observations à propos des liens entre
deux fractions irréductibles consécutives de dénominateur inférieur à n à partir de tables sans
en apporter de preuve. Cauchy prouve ces résultats dans ses Exercices de mathématiques et
attribuant la paternité à J. Farey. Cependant, G. H. Hardy et E. M. Wright observent que la
paternité de ces résultats aurait dû revenir à C. Haros [81] qui a publié en 1801 une table des
fractions irréductible de dénominateur inférieur à 100 et un moyen de construction par fraction
médiane [82]. Hardy se permet d’ajouter dans A mathematician’s apology que “Farey est passé
à la postérité pour n’avoir pas su comprendre un théorème que Haros avait parfaitement prouvé
quinze ans plus tôt”. Afin de conserver un semblant de neutralité dans le conflit franco-anglais, nous
nous alignons sur le parti pris de l’ouvrage britannique The Pinguin dictionary of mathematics
d’attribuer à la fois à J. Farey et C. Haros la paternité de ces fameuses séquences...
4. On parle aussi souvent de suites de Farey-Haros dans la littérature.
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Une seconde propriété de ces séquences est la relation entre trois termes consé-
cutifs a
b
, c
d
et e
f
d’une séquence de Farey-Haros :
c
d
= a+ e
b+ f . (3.2)
On dit alors que c
d
est la fraction médiane de a
b
et e
f
. Cette dernière relation constitue
une méthode de construction récursive de Fn à partir de Fn−1 en insérant entre
deux fractions consécutives de Fn−1 leur fraction médiane si son dénominateur ne
dépasse pas n. Il est facile de montrer que cette construction est licite, c’est-à-dire
que :
1. La fraction médiane de deux termes consécutifs d’une séquence de Farey-
Haros est toujours une fraction irréductible ;
2. Cette construction est exhaustive et donne au moins tous les termes man-
quants entre Fn−1 et Fn.
3.3.3 Représentation graphique
La séquence de Farey-Haros est particulièrement intéressante car elle coïncide,
par définition, avec l’ensemble des points visibles contenus dans un demi-carré de
Z2. En effet, il suffit d’assimiler chaque fraction irréductible q
p
de Fn au couple (p, q)
pour obtenir l’ensemble des points visibles de type (p, q) ∈ N2, avec 0 ≤ q ≤ p ≤ n.
En conservant l’isomorphisme q
p
7→ (p, q), Fn donne exactement l’ensemble
des points visibles du demi-carré { (x, y) ∈ [0 . . . n]× [0 . . . n] | y ≤ x }. De même,
chaque point visible P peut être visualisé comme un vecteur #    »OP , et définit donc
un angle discret. La figure 3.14 illustre graphiquement ce rapprochement entre
séquences de Farey-Haros, points visibles et angles discrets.
En considérant la figure 3.14, il apparaît trivial d’obtenir l’ensemble des points
visibles du carré [0 . . . n]× [0 . . . n] entier en effectuant la symétrie par rapport à la
première bissectrice du plan, de direction discrète (1, 1). De plus, cette symétrie
s’effectue simplement en inversant les rôles de p et q.
De la même manière, une symétrie par rapport à l’axe des ordonnées, de direction
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pq
θ = tan−1 (1/5)
(a)
p
q
θ = tan−1 (1/5)
(b)
p
q
θ = tan−1 (1/5)
(c)
Figure 3.14 – (a) F5 et points visibles dans le demi-carré [0 . . . 5]× [0 . . . 5] , p ≥ q,
(b) Points visibles dans le carré complet [0 . . . 5] × [0 . . . 5] obtenus par symétrie
par rapport à la première bissectrice (direction discrète (1, 1)) et (c) Points visibles
dans [−5 . . . 5]× [0 . . . 5] obtenus par symétrie par rapport à l’axe des ordonnées
(direction discrète (0, 1)).
discrète (0, 1), permet d’obtenir tous les points visibles du demi-plan supérieur
(q ≥ 0), comme nous pouvons le voir sur la figure 3.14b.
Cette manière de construire un ensemble de directions discrètes à partir d’une
séquence de Farey-Haros joue un rôle important en tomographie discrète et
en particulier pour la transformée Mojette. D’une part, les éléments de Fn étant
classés par ordre croissant et la fonction tangente étant également croissante sur[
0, pi4
]
, l’ensemble d’angles discrets obtenu est d’ores et déjà trié angulairement. De
plus, cette construction permet d’obtenir exactement toutes les directions discrètes
contenues dans une image carrée de taille n+ 1. Nous montrerons à la section 3.5
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l’importance de ce dernier point.
3.4 Morphologie mathématique
La morphologie mathématique est une théorie d’analyse de formes et de voi-
sinages apparue dans les années 1960, portée par G. Matheron et J. Serra.
Cette théorie, initialement développée pour la granulométrie, permet à travers des
traitements non-linéaires de :
— caractériser des formes et la topologie (squelette morphologique, érodé
ultime),
— d’effectuer des traitements dits « morphologiques » basés sur la forme, comme
l’érosion ou la dilatation,
— d’effectuer des traitements topologiques, dont l’exemple le plus connu est
sans doute la segmentation par lignes de partage des eaux.
3.4.1 Historique
Inventée en 1964 pour la granulométrie, la morphologie mathématique a très
vite été étendue à des domaines plus théoriques comme l’étude des ensembles
aléatoires et des treillis, ainsi que celle des fonctions non-binaires (dites non-plates)
grâce à trois publications principales [114, 143, 144]. En 1979, elle donne naissance
à une théorie de segmentation basée sur la topologie : les lignes de partage des
eaux ou watershed. Cette théorie présente un fort lien entre topologie discrète et
continue, notamment à travers la théorie de Morse discrète [138], ainsi qu’avec la
théorie des graphes avec les power watersheds [36]. La morphologie mathématique
est toujours un domaine de recherche très actif, en particulier aujourd’hui pour
l’étude des hiérarchies de partitions [145, 175].
3.4.2 Quelques opérations de morphologie mathématique
La morphologie mathématique est basée sur un traitement ensembliste de l’objet
d’étude à l’aide d’autres ensembles fondamentaux : les éléments structurants. Dans
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le plan discret assimilé à Z2, un élément structurant est un ensemble de points de
ce plan. Sa forme va servir de gabarit pour les opérations morphologiques.
Dans la suite, on notera B ⊂ Z2 l’élément structurant.
3.4.2.1 Opérations ensemblistes
Les opérations de base de Morphologie Mathématique étant fondamentalement
ensemblistes, définissons quelques opérations de base sur les ensembles.
Définition 3.15 (Symétrique d’un ensemble). Soit E un sous-ensemble d’un espace
vectoriel stable pour l’addition, X une sous-partie de E . Le symétrique de X, noté
Xˇ, est l’ensemble :
Xˇ = {−x | x ∈ X } .
Définition 3.16 (Translation d’ensemble). Soit E un sous-ensemble d’un espace
vectoriel stable pour l’addition, X une sous-partie de E et p un élément de E. La
translation de X par p, notée (X)p, est l’ensemble :
(X)p = {x+ p | x ∈ X } .
Dans le plan discret, ces opérations ensemblistes coïncident avec les notions de
géométrie classique.
Définition 3.17 (Somme de Minkowski). Soit E un sous-ensemble d’un espace
vectoriel stable pour l’addition, X et Y deux sous-parties de E. L’addition ou
somme de Minkowski, notée X ⊕ Y
X ⊕ Y = {x+ y | x ∈ X, y ∈ Y } .
La somme de Minkowski peut également s’écrire de façon équivalente en
utilisant l’opération de translation définie ci-dessus :
X ⊕ Y = ⋃
y∈Y
(X)y =
⋃
x∈X
(Y )x .
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Certains auteurs utilisent cette expression pour définir une opération duale (mais
non réciproque) à la somme de Minkowski, appelée soustraction de Minkowski.
Définition 3.18 (Soustraction de Minkowski). Soit E un sous-ensemble d’un es-
pace vectoriel stable pour l’addition, X et Y deux sous-parties de E. La soustraction
de Minkowski, notée X 	 Y
X 	 Y = ⋂
y∈Y
(X)y .
3.4.2.2 Dilatation morphologique
La dilatation morphologique est une des deux opérations de base de la Morpho-
logie Mathématique. Elle consiste à augmenter les bords d’un objet par une forme,
appelée élément structurant. Si l’élément structurant est isotrope, la dilatation mor-
phologique aura pour effet de « gonfler » l’objet. Par contre, un élément structurant
non-isotrope va privilégier certaines directions de déformation et une dilatation par
élément structurant non centré sur l’origine entraînera une translation de l’objet.
En principe, cette opération est donc non-linéaire.
Définition 3.19 (Dilatation morphologique). La dilatation morphologique d’un
objet X ⊂ E par un élément structurant B, notée δB (X), est définie par :
δB (X) =
{
p ∈ E
∣∣∣ (B)p ∩X 6= ∅} .
Plus concrètement, un point p appartient à la dilatation de X par B si et
seulement si le translaté de B par p a au moins un point commun avec X. On peut
de plus montrer que la dilatation correspond à l’addition de Minkowski de l’objet
par le symétrique de l’élément structurant :
δB (X) = X ⊕ Bˇ =
⋃
b∈Bˇ
(X)b . (3.3)
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3.4.2.3 Érosion morphologique
L’érosion est l’opération duale de la dilatation. Elle a pour effet d’amincir les
bords des objets, encore une fois selon un élément structurant. Cette opération tend
à contrer l’effet d’une dilatation, sans toutefois parvenir à inverser la dilatation
dans le cas général.
Pour définir l’érosion, on remplace la relation d’intersection par une relation
d’inclusion dans la définition 3.19.
Définition 3.20 (Érosion morphologique). L’érosion morphologique d’un objet
X ⊂ E par un élément structurant B, notée B (X), est définie par :
B (X) =
{
p ∈ E
∣∣∣ (B)p ⊆ X } .
Ainsi, un point appartient à l’érosion de X par B si et seulement si le translaté
de B par p est entièrement inclus dans X. Cette relation peut également se traduire
sous forme de soustraction de Minkowski :
B (X) = X 	 Bˇ =
⋂
b∈Bˇ
(X)b . (3.4)
Les opérations de dilatation et d’érosion sont illustrées à la figure 3.21. Elles
permettent de définir toutes les autres opérations de morphologie mathématique
en les composant dans un ordre précis.
3.4.3 ES2P et pq-connexité
Il apparaît dans la section précédente que l’élément structurant est la pièce mai-
tresse de toute opération morphologique. Parmi la kyrielle d’éléments structurants
possibles, les éléments structurants à deux pixels jouent un rôle fondamental.
On appelle élément structurant à deux pixels (ES2P), toute paire de points du
plan discret. Ce sont les éléments structurants les plus simples en morphologie
mathématique, si l’on exclut les éléments structurants à un seul pixel qui ne
modifient pas la forme des objets. À l’instar des travaux de N. Normand, nous
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définissons dans ce manuscrit les ES2P à une translation près en choisissant pour
un des points de l’ES2P l’origine du plan discret [123].
(a) Image binaire (b) Élément structurant
(c) Dilatation (d) Différence (e) Érosion (f) Différence
Figure 3.21 – Dilatation (c) et érosion (e) morphologiques de l’objet (a) à l’aide
de l’élément structurant (b). Les images (d) et (f) représentent en noir les pixels
ajoutés par la dilatation et les pixels supprimés par l’érosion.
3.4.3.1 Dilatation et érosion par un élément structurant à deux pixels
Dans le cas particulier des ES2P, la dilatation et l’érosion prennent une forme par-
ticulièrement simple. SoitX un objet du plan discret et B = {O, u} = {(0, 0), (p, q)}
un ES2P quelconque ayant pour origine O. En partant de la caractérisation d’une
dilatation de l’objet X comme l’union des translatés de X par les points de Bˇ ; et
l’érosion comme leur intersection, nous obtenons les relations suivantes :
δB (X) = X ∪ (X)−u
B (X) = X ∩ (X)−u
.
Un exemple d’érosion et de dilatation par un élément structurant à deux pixels est
donné à la figure 3.22.
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(a) Image binaire
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65
(b) Élément structurant
(c) Translation (d) Dilatation (e) Érosion
Figure 3.22 – Dilatation (d) et érosion (e) de l’objet (a) par l’ES2P (b). La
figure (c) correspond à l’objet initial et son translaté par (−127,−65), les pixels
gris représentant l’intersection des deux formes.
3.4.3.2 ES2P : vecteurs propres de la dilatation
Les ES2P sont les éléments structurants les plus simples à même de générer
une série de points alignés sur la même droite à partir d’un point. En outre, les n
dilatations d’un point par un ES2P ne sont autres que cet ES2P translaté n fois.
L’opération de dilatation par un ES2P devient alors linéaire. Nous pouvons ainsi,
par analogie avec la théorie spectrale en algèbre linéaire, présenter les ES2P comme
les vecteurs propres de la dilatation.
La dilatation répétée d’un point discret par un ES2P de la forme {O, (p, q)} et de
son symétrique {O, (−p,−q)} forme un ensemble de points séparés par un vecteur
(p, q). Ces points partagent vraisemblablement une relation de voisinage, différente
des relations de voisinage usuelles dans Z2, que nous appellerons pq-connexité.
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Définition 3.23 (pq-adjacence et pq-connexité). Deux points x et y du plan discret
sont dits pq-adjacents s’il existe k ∈ {−1, 1} tel que x = y+k
p
q
. On note Np,q(x)
le pq-voisinage du point x.
La pq-connexité est l’extension transitive de la pq-adjacence. Ainsi, un ensemble
de n > 0 points {x1, . . . , xn} est pq-connexe si n = 1 ou si n > 2 et :
∀i ∈ [1 . . . n] , ∃j ∈ [1 . . . n] , j 6= i, xj ∈ Np,q(xi)
Cette relation est réflexive, symétrique et transitive et constitue donc une relation
d’équivalence.
Le cas particulier où p et q sont premiers entre eux est d’importance capitale.
Nous dirons alors que l’ES2P est premier. Dans ce cas, les points générés par
une infinité de dilatations d’un point x du plan discret par l’ES2P
{
O, (p, q)
}
et{
O, (−p,−q)
}
correspondent exactement aux points discrets alignés avec x dans
la direction (p, q). Nous appellerons cet ensemble une pq-droite, notée D (x, p, q).
Dit autrement, une pq-droite correspond à une infinité de dilatations d’un point de
l’espace discret. À titre d’exemple, la figure 3.24 représente une (−2, 1)-droite et
une (3, 2)-droite.
Les ES2P premiers forment donc une classe d’équivalence par la relation de
pq-connexité qui est une droite pq-connexe.
Nous allons maintenant étudier comment les outils de géométrie discrète et de
morphologie mathématique, appliqués à la transformée Mojette, permettent de
réduire deux problèmes infinis de la tomographie, en les plongeant dans un domaine
fini.
3.4.4 Morphologie mathématique et transformée Mojette
Nous avons vu, dans la section précédente sur la morphologie mathématique,
qu’il était possible de définir des droites discrètes à partir d’ES2P premiers.
En choisissant un point de l’ES2P sur l’origine du plan discret, il convient
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xy
Figure 3.24 – Deux pq-droites : D (O, 3, 2) en noir et D
(
(4,−3) ,−2, 1
)
en bleu.
Les points sur ces droites sont respectivement (3, 2)- et (−2, 1)-connexes.
naturellement d’identifier un ES2P à un vecteur
p
q
 et un ES2P premier à un
angle discret (p, q). Les points échantillonnés par un bin de la projection Mojette
dans la direction (p, q) sont pq-connexes et forment un pq-segment discret.
Il existe donc des relations fortes entre la transformée Mojette et la morphologie
mathématique.
3.4.4.1 Unicité de la reconstruction
Dans cette section, nous présentons la généralisation du critère de suffisance
de données de Katz, défini pour des images rectangulaires, à un support convexe
quelconque.
Théorème 3.25 (Support du fantôme minimal d’un ensemble de projections [123]).
Soit P = {(pi, qi)}i un ensemble d’angles discrets. Le support d’image IM formé
par les dilatations successives d’ES2P Bi = {O, (pi, qi)} est le support de la plus
petite image reconstructible de façon non-unique par l’ensemble des projections
Mojette de directions discrètes dans P .
Nous pouvons déduire de ce théorème que toute sous-partie de IM est recons-
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tructible de façon unique pour l’ensemble de projections donné. Il en résulte que
si le support de l’image à reconstruire est convexe et strictement inclus dans IM ,
alors cette image est reconstructible de façon unique. N. Normand montre que ce
résultat peut être étendu, lorsque le support de l’image à reconstruire est convexe,
au cas plus général lorsque le support de l’image n’est pas inclus dans IM , mais
lorsque leur intersection n’est pas IM tout entier, dont voici l’énoncé.
Théorème 3.26 (Reconstructibilité de forme convexe [123]). Soit P = {(pi, qi)}i
un ensemble d’angles discrets, auxquels on associe un ES2P Bi = {O, (pi, qi)} et
IM leurs dilatations successives. Alors toute image convexe dont le support ne
contient pas IM est reconstructible par l’algorithme de Mojette inverse Normand
(cf. algorithme 2.25 page 97). Autrement dit, toute image convexe est reconstructible
de façon unique si et seulement si l’érodé de son support par IM est vide.
3.4.4.2 ESP2 et non-unicité
Le théorème 3.25 est à interpréter au sens des fantômes. En effet, on parle
de l’image IM formée par la dilatation successive des ES2P correspondant aux
directions discrètes. Le fait que IM soit reconstructible de façon non-unique signifie
qu’elle appartient à l’espace nul de la transformée Mojette. Le fait qu’elle soit de
plus minimale en terme de support signifie que IM est un fantôme élémentaire
pour l’ensemble de projections. Le théorème 3.25 fournit donc une méthode de
construction du support d’un fantôme minimal pour un ensemble de projections
donné, à partir de la dilatation des ES2P correspondant aux vecteurs de projections,
comme nous pouvons le voir sur la figure 3.27. Cette méthode est à rapprocher de la
méthode de construction de fantômes par convolution (cf. section 2.5.4.1 page 98).
Toujours du point de vue des fantômes, nous pouvons interpréter intuitivement
le théorème 3.26 comme le fait qu’une forme convexe est reconstructible si et
seulement si on ne peut y loger aucun fantôme. De manière équivalente nous avons
vu que l’érodé de la forme par le fantôme doit être vide. Lorsqu’une forme convexe
n’est pas reconstructible de façon unique, son érodé par le fantôme minimal donne
un ensemble de pixels qu’il faudrait ôter de la forme pour la rendre reconstructible
de façon unique.
132
•(2, 1)
•
•
(1, 1)
•
•
(0, 1)
•
•
(−1, 1)
•
Figure 3.27 – Dilatations successives d’un pixel central par les éléments struc-
turants à deux pixels correspondant aux vecteurs (2, 1), (1, 1), (0, 1) et (−1, 1).
L’origine du plan discret est représentée par le symbole •. Pour chaque étape, les
pixels jaunes correspondent aux pixels pré-existants et les pixels rouges sont créés
par la dilatation des pixels jaunes. Les pixels appartenant à la fois à ces deux
catégories sont colorés en orange.
Or, fixer la valeur d’un de ces pixels à 0 équivaut à ôter ce pixel de la forme à
reconstruire. Ainsi, il est possible de décomposer une forme convexe en une partie
non-reconstructible de façon unique — à laquelle on assigne une valeur arbitraire —
et en une partie qui devient alors reconstructible de façon unique. De plus avec
cette construction, les pixels non-reconstructibles de façon unique sont ceux sur
lesquels on peut translater le fantôme minimal de l’image.
L’érosion d’une forme convexe par les ES2P correspondant à la forme du fantôme
minimal fournit donc à la fois la dimension et une base particulière de l’espace
nul de la transformée Mojette pour un ensemble de directions discrètes données.
Cette base correspond au fantôme minimal pour l’ensemble de directions discrètes,
translaté sur chacun des points de l’érodé.
3.4.5 Généralisation en dimension n
La transformée Mojette a initialement été créée en deux dimensions. Cependant,
tout comme la transformée de Radon et la transformée en rayons X, nous pouvons
étendre sa définition en dimension trois ou plus généralement en dimension n.
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P. Verbert et N. Normand définissent la transformée Mojette en dimension
n en remplaçant un angle discret (p, q) par un n-uplet (v1, . . . , vn) d’entiers relatifs
premiers entre eux dont au moins un des termes est non-nul. L’indice de bin b est
remplacé par un vecteur de dimension n − 1. Ainsi, l’image en dimension n est
projetée sur un hyperplan de dimension n−1. La transformée Mojette en dimension
n correspond donc à une version discrète de la transformée en rayons X. Pour une
image discrète f : [0 . . . N1 − 1]× · · · × [0 . . . Nn − 1]→ R, la transformée Mojette
en dimension n s’énonce [172] :
M(v1,...,vn)f(b) =
N1−1∑
i1=0
· · ·
Nn−1∑
in=0
f (i1, . . . , in) ∆n
b+ Pn→n−1

i1
...
in

 (3.5)
où :
— b =
(
b1 · · · bn−1
)> ∈ Zn−1 est l’indice des bins sur l’hyperplan de projection ;
— ∆n(·) est l’extension en dimension n de la fonction ∆ discrète deKronecker
∀u =
(
u1 · · ·un
)> ∈ Zn, ∆n(u) = ∆(u1)×∆(u2)× · · · ×∆(un);
— Pn→n−1 est une matrice de taille n − 1 × n de projection sur l’hyperplan.
On peut supposer à une permutation près que vn 6= 0, on a alors :
Pn→n−1 =

1 0 · · · 0 −v1
vn
0 1 · · · 0 −v2
vn
...
...
. . .
...
...
0 0 · · · 1 −vn−1
vn
 . (3.6)
Cette description ne permet malheureusement pas d’avoir des bins b à coordon-
nées entières. Ainsi en dimension deux, la matrice P2→1 ainsi construite revient à
l’équation b
q
+ kq − lp = 0. Cela vient du fait que la matrice Pn→n−1 ne décrit pas
les vecteurs de base de la maille projetée. Il faudrait en dimension deux prendre la
matrice P′2→1 =
 q
−p
 car le pixel de coordonnées (1, 0) se projette sur le bin q.
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(a) (0,0,1) (b) (2,1,2) (c) (2,3,4)
(d) (3,1,2) (e) (1,1,2) (f) (1,2,6)
Figure 3.28 – Exemples de projections discrètes Mojette d’une grille cubique
1-connexe pour des images de taille 3× 3× 3. Les vecteurs en bleu représentent la
projection des vecteurs de la base canonique de Z3.
En dimension n, ce problème devient beaucoup plus complexe. Nous pouvons
le voir dans la figure 3.28c où pour la direction (2,3,4), la projection des vecteurs
de base ne donne pas une base de la grille projetée. N. Normand, M. Servières
et al. ont résolu ce problème en construisant itérativement les vecteurs de base
de la maille projetée [124]. D’autres exemples de ces mailles sont donnés dans la
figure 3.28.
3.5 Séquences de Farey-Haros et transformée
Mojette
La reconstruction d’image à partir de la transformée Mojette est un problème
de tomographie discrète. Le seul algorithme que nous avons vu pour l’instant était
local. Nous allons voir à présent un algorithme de reconstruction global.
Les méthodes globales, qu’elles reposent sur des méthodes d’inversion matricielles
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ou des formules analytiques, ont souvent pour cible l’analyse du couple dual (et
adjoint) projection/rétroprojection. En effet, la correction des projections par un
filtre dérivateur en FBP peut également être vu en discret comme la correction
dans l’espace de Fourier de la sur-représentation de certaines fréquences (due à
la densité de l’échantillonnage polaire). De même, les méthodes itératives comme
le gradient conjugué sont basées sur l’optimisation de la matrice M∗M, dont les
propriétés ont été étudiées par M. Servières [146] et que nous avons rappelées au
chapitre 2.
3.5.1 Méthode de rétroprojection complète exacte
Dans cette section, nous considérons une image carrée f de taille N ×N . On
note f˜p,q l’image obtenue par la rétroprojection de la projection Mojette de f dans
la direction (p, q) :
f˜p,q =M∗ [Mp,qf ] .
Nous obtenons alors :
∀(k, l), f˜p,q(k, l) = [Mp,qf ] (lp− kq) (3.7)
=
N−1∑
i=0
N−1∑
j=0
f(i, j)∆(lp− kq + iq − jp) (3.8)
=
N−1∑
i=0
N−1∑
j=0
f(i, j)∆(p(l − j)− q(k − i)) (3.9)
= f(k, l) +
∑
i 6=k
∑
j 6=l
f(i, j)∆(p(l − j)− q(k − i)). (3.10)
Pour un ensemble de M projections {(pm, qm)}m∈[1...M ], nous obtenons :
∀(k, l) f˜M(k, l) =
M∑
m=1
f(k, l) +
∑
i 6=k
∑
j 6=l
f(i, j)∆(pm(l − j)− qm(k − i)) (3.11)
= Mf(k, l) +
∑
i 6=k
∑
j 6=l
f(i, j)∆(pm(l − j)− qm(k − i)). (3.12)
Ainsi, chaque pixel (k, l) de f˜M est la somme de M fois f(k, l) et la somme de
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chaque autre pixel aligné avec (k, l) dans les directions (pm, qm). Tous les pixels
intervenant dans cette deuxième somme sont distincts deux à deux car chaque
direction discrète (pi, qi) est différente.
On suppose désormais que nous possédons toutes les directions possibles (p, q)
nécessaires pour joindre chaque couple de points de l’image, nous obtenons :
∀(k, l), f˜M(k, l) = Mf(k, l) +
∑
i 6=k
∑
j 6=l
f(i, j) (3.13)
f˜M(k, l) = (M − 1)f(k, l)
M∑
m=1
f(k, l) +
N−1∑
i=0
N−1∑
j=0
f(i, j)
︸ ︷︷ ︸
S
(3.14)
S représente la somme de tous les pixels de l’image. Cette somme est facile
à déterminer car la somme des bins de n’importe quelle projection est égale à la
somme des pixels de l’image. Cette propriété est l’équivalent discret de la propriété
de conservation de l’aire de la transformée de Radon.
Nous avons donc, pour chaque pixel de l’image :
f(k, l) = 1
M − 1
(
f˜M(k, l)− S
)
. (3.15)
L’équation (3.15), obtenue par M. Servières dans sa thèse, montre qu’il est pos-
sible d’inverser exactement et très facilement la transformée Mojette lorsque l’on dis-
pose de toutes les directions discrètes contenues dans le pavé
[−(N − 1) . . . (N − 1)] × [0 . . . (N − 1)]. Or, nous avons vu à la section 3.3.3 et
plus particulièrement sur la figure 3.14 qu’un tel ensemble est donné par la séquence
de Farey-Haros d’ordre N − 1 et ses symétriques.
Ce résultat est très intéressant. En effet, le fait de pouvoir inverser la transformée
Mojette à condition de disposer de toutes les directions discrètes contenues dans
l’image de taille finie apparaît comme l’équivalent discret de la condition nécessaire
de disposer d’une infinité de projections pour l’inversion de la transformée Radon
(cf. chapitre 2). Ici, l’infinité du domaine continu est remplacée par une quantité
finie, mais complète, grâce à l’utilisation de la géométrie discrète et aux propriétés
des séquences de Farey-Haros. De plus, cette méthode utilisant pour chaque
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pixel la totalité de l’information disponible est très robuste au bruit.
Ce résultat a été découvert indépendamment par M. Servières pour la trans-
formée Mojette et par F. Matúš et J. Flusser pour la FRT [115]. Plus tard,
A. Kingston et I. Svalbe étendent cette identité à la FRT généralisée, pour
des images de taille N ×N avec N quelconque. En utilisant un ensemble d’angles
complet, la FRT généralisée est inversible selon une formule très similaire à l’équa-
tion (3.15), en corrigeant certains pixels du sur-échantillonnage produit par des
tailles N non premières (plusieurs rayons visitent alors le même pixel) [101]. Le fait
d’avoir la même formule d’inversion globale pour la transformée Mojette et pour la
FRT renforce, si besoin était, le lien entre ces deux transformations.
3.5.2 Interprétation matricielle
Nous avons présenté à la section 2.5.6 la matrice de projection/rétroprojection
Mojette M∗M sous une forme Toeplitz bloc Toeplitz. Dans le cas où l’on
dispose des projections sur la séquence de Farey-Haros complète d’ordre N − 1
et des angles symétriques, cette matrice prend une forme beaucoup plus simple.
Soit M∗Mp,q une telle matrice pour la projection d’angle (p, q). Afin de simplifier
le discours, nous allons considérer une image de taille 3×3 par la suite. Les matrices
M∗M pour chaque angle sont illustrées dans le tableau 3.29. En les sommant, nous
obtenons la matrice suivante :
M∗Mtot = 7I9 + J9
où I9 est la matrice identité et J9 est la matrice de taille 9× 9 remplie de 1. Cette
matrice a pour effet de sommer toutes les composantes d’un vecteur.
En étendant au cas général, nous obtenons donc :
M∗Mtotf = (n− 1)IN2 + JN2f
= (n− 1)f + s
(
1 · · · 1
)>
où n est le nombre total d’angles discrets contenus dans l’image et s désigne la
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somme de tous les pixels de f . Ce qui nous conduit à une expression similaire à
l’équation (3.15) :
f = 1
n− 1
M∗Mtotf − s

1
...
1

 (3.16)
M∗M(0,1) M∗M(1,0) M∗M(1,1)
1 1 1
1 1 1
1 1 1
1 1 1
1 1 1
1 1 1
1 1 1
1 1 1
1 1 1
1 1 1
1 1 1
1 1 1
1 1 1
1 1 1
1 1 1
1 1 1
1 1 1
1 1 1
1 1 1
1 1
1
1 1
1 1 1
1 1
1
1 1
1 1 1
M∗M(−1,1) M∗M(1,2) M∗M(−1,2)
1
1 1
1 1 1
1 1
1 1 1
1 1
1 1 1
1 1
1
1 1
1 1
1
1
1
1
1
1 1
1 1
1
1 1
1 1
1
1
1
1 1
1 1
1
M∗M(−1,1) M∗M(1,2)
∑M∗M(p,q)
1 1
1
1
1 1
1
1 1
1
1
1 1
1 1
1
1 1
1 1 1
1
1 1 1
1 1
1
1
8 1 1 1 1 1 1 1 1
1 8 1 1 1 1 1 1 1
1 1 8 1 1 1 1 1 1
1 1 1 8 1 1 1 1 1
1 1 1 1 8 1 1 1 1
1 1 1 1 1 8 1 1 1
1 1 1 1 1 1 8 1 1
1 1 1 1 1 1 1 8 1
1 1 1 1 1 1 1 1 8
Tableau 3.29 – Matrices M∗M pour toutes les directions discrètes dans une image
de taille 3× 3
3.6 Conclusion
Nous nous sommes attachés à montrer dans ce chapitre que la géométrie discrète
n’est pas une simple discrétisation de la théorie continue mais qu’elle fournit des
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outils formels pour exprimer le problème de tomographie discrète Mojette. Grâce
à ces outils, nous avons vu qu’il était possible de réduire, en un problème fini, à
la fois le caractère infini du nombre de solutions en tomographie classique et le
caractère infini du nombre de projections nécessaire à une reconstruction exacte de
l’image de départ.
La morphologie mathématique et, en particulier, les éléments structurants à
deux pixels premiers, base des droites discrètes, permettent de caractériser l’espace
nul de l’opérateur de transformée Mojette pour une forme convexe. Ainsi, il est
possible d’exprimer l’ensemble des reconstructions compatibles avec les projections
discrètes sous la forme d’une somme directe entre :
— une seule image regroupant toute l’information connue dans les projections ;
— le noyau de l’opérateur, décomposé lui-même en une somme finie de compo-
santes où le même fantôme est localisé sur un point différent.
La notion de points visibles dans l’espace discret et son équivalence avec les
séquences de Farey-Haros montre qu’il existe un nombre fini d’angles discrets
dans un compact du plan discret. Le nombre de projections nécessaires à une
reconstruction exacte devient donc fini dans le cadre de la tomographie Mojette
discrète.
Ces résultats issus de l’état de l’art confortent l’idée de préférer la notion de
transformée exacte discrète pour la tomographie sur des données discrètes et un
support fini. Bien que non développés explicitement dans nos contributions, ils
donnent un cadre théorique formel à notre problème et justifient la suite de nos
travaux quant à l’utilisation de la transformée Mojette comme outil de tomographie
et de représentation de l’espace discret.
140
Chapitre 4
Transformations discrètes et
l’espace de projection Mojette
Dans ce chapitre, nous utilisons la formulation de la transformée
Mojette discrète pour décrire formellement des transformations affines
dans l’espace de projections Mojette, espace de représentation du plan
discret.
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4.1 Introduction et motivations
La transformée Mojette peut être utilisée comme une représentation exacte et
finie de l’espace discret. Dans ce chapitre, nous proposons donc de construire des
opérateurs dans cet espace de représentation constitués des projections Mojette
de l’espace discret, qu’on appelle espace Mojette. Ces opérateurs permettront de
manipuler de manière exacte l’espace discret dans cette nouvelle représentation.
Plus précisément, nous définissons les opérateurs de translation, de rotation et
d’homothétie.
Ces algorithmes de transformations discrètes se basent sur plusieurs travaux
issus de la géométrie discrète qui démontrent l’utilité de réduire ou d’éliminer
les étapes de ré-échantillonnage et d’interpolation lors de rotations d’images [126,
151]. En effet, en considérant uniquement des angles discrets et en s’autorisant un
changement d’échelle, il devient possible d’effectuer une rotation d’image exacte,
dans l’espace image ou dans l’espace des projections, dans le sens où aucune
interpolation n’est requise [155, 159].
En considérant ces deux nouveautés, nous pouvons imaginer tirer parti d’une
série de transformations affines exactes des données de projections tomographiques,
une fois que celles-ci ont été transposées dans le domaine de projections Mojette.
Ainsi, après un bref rappel de la théorie liée à la transformée Mojette, nous
définissons des translations discrètes et exactes, des rotations et des mises à l’échelle
dans l’espace de projections Mojette. Nous nous attachons à montrer en quoi ces
techniques restent exactes — à partir des hypothèses précédentes — et nous les
illustrons à travers quelques exemples. Enfin, nous développons une discussion
théorique à propos de ces transformations affines.
Dans ce chapitre, le domaine de travail est un plan réel P (assimilable à R2) et
un plan discret PD (assimilable à Z2).
4.2 Translations discrètes
La première opération que nous définissons est la translation discrète dans
l’espace Mojette.
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4.2.1 Définition
La translation est une transformation affine du plan. Elle est définie par un
vecteur de translation u ∈ P telle que :
∀x ∈ P , Tu(x) = x+ u. (4.1)
L’image de toute partie du plan D ⊂ P par une translation de vecteur u est
notée :
Du = {y ∈ P | y − u ∈ D}. (4.2)
Dans le plan discret PD, cette définition tient toujours en choisissant u ∈ PD.
Ainsi, la translation discrète par un vecteur discret, que nous appellerons translation
entière s’énonce de la même manière et conserve les propriétés de la translation
réelle. Elle est réversible par la translation de vecteur −u.
4.2.2 Translations dans l’espace de Radon discret
Nous avons introduit dans les chapitres précédents la transformée de Radon
ainsi que l’espace engendré par cet opérateur, que nous appelons sinogramme.
Observons à présent l’effet d’une translation dans l’espace objet sur le sino-
gramme. La transformée de Radon de l’image translatée est
∀ρ ∈ R, ∀ θ ∈ [0, pi[,
RT(u,v)(f)(ρ, θ) =
∫∫ +∞
−∞
T(u,v)(f)(x, y)δ (ρ+ x sin θ − y cos θ) dx dy
=
∫∫ +∞
−∞
f(x+ u, y + v)δ (ρ+ x sin θ − y cos θ) dx dy
=
∫∫ +∞
−∞
f(x, y)δ (ρ+ (x− u) sin θ − (y − v) cos θ) dx dy
=
∫∫ +∞
−∞
f(x, y)δ ((ρ− u sin θ + v cos θ) + x sin θ − y cos θ)
dx dy
= Rf(ρ− u sin θ + v cos θ, θ). (4.3)
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L’image d’un point de l’espace objet dans un sinogramme est une sinusoïde.
Ainsi, et comme le montre l’équation (4.3), la translation d’un point Tu dans
l’espace image peut être vue comme une translation de chaque ligne du sinogramme.
En d’autres termes,
Rθ
[
T(u,v) f
]
= Tv cos θ−u sin θ [Rθf ] . (4.4)
4.2.3 Translations dans l’espace Mojette
Dans l’espace image, une translation par un vecteur d’entiers (u, v) revient à
décaler chaque pixel de l’image par ce vecteur. Le support de cette image est donc
également translaté. Ainsi, une image de support [kmin . . . kmax]× [lmin . . . lmax] est
translaté en une image de support [kmin + u . . . kmax + u] × [lmin + v . . . lmax + v].
Examinons à présent l’effet d’une translation d’image sur la transformées Mojette.
Soit f une image discrète de taille W ×H et T(u,v) f son translaté par le vecteur
(u, v). La transformée Mojette de T(u,v) f dans la direction (p, q) est, pour b ∈ Z,
M(p,q)
[
T(u,v) f
]
(b) =
W+u−1∑
k=u
H+v−1∑
l=v
[
T(u,v)
]
f(k, l)∆(b+ kq − lp)
=
W−1∑
k′=0
H−1∑
l′=0
[
T(u,v)
]
f(k′ − u, l′ − v)∆
(
b+ (k′ − u)q − (l′ − v)p
)
=
W−1∑
k′=0
H−1∑
l′=0
f(k′, l′)∆
(
(b− uq + vp) + k′q − (l′ − v)p
)
=M(p,q)f(b− uq + vp)
= Tvp−uq
[
M(p,q)f
]
(b),
d’où
M(p,q)
[
T(u,v) f
]
= Tvp−uq
[
M(p,q)f
]
. (4.5)
En d’autres termes, la transformée Mojette d’une image translatée par un vecteur
(u, v) est égale à la translation, en une dimension, des bins de chaque projection
d’angle (p, q) par une quantité vp− uq.
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4.3 Rotations discrètes
Après avoir défini l’opération de translation dans l’espace Mojette, concentrons-
nous sur les rotations discrètes. Dans cette section, nous introduisons dans un
premier temps la rotation « zoomée » dans les espaces image et Mojette. Ce processus
introduisant un sur-échantillonnage de l’image, nous détaillons une méthode pour
remplir celle-ci, ainsi que ses projections Mojette de manière cohérente avec le
domaine image. Enfin, nous nous intéressons au cas des rotations successives et de
la rotation inverse.
4.3.1 Rotation discrète dans l’espace image
Dans sa forme générale, une rotation est une transformation affine du plan P ,
définie par un centre c ∈ P et un angle ϑ ∈ [0, 2pi[, pouvant être décrite par la
composition de trois transformations élémentaires — à savoir, une translation de
vecteur c, une rotation vectorielle d’angle ϑ et une translation de vecteur −c. Ayant
déjà défini ces translations, nous ne détaillerons ici que les rotations vectorielles.
Dans le plan P , une rotation vectorielle d’angle ϑ est l’application
Rotϑ : P → Px
y
 7→
x′
y′
 =
cosϑ − sinϑ
sinϑ cosϑ

︸ ︷︷ ︸
Rϑ
x
y
. (4.6)
Cette définition n’est pas directement applicable à l’espace discret. En effet,
l’espace discret n’est en général pas stable pour l’application définie par l’équa-
tion (4.6). C’est-à-dire que la rotation continue d’un point discret ne correspond
pas nécessairement à un autre point de la grille discrète, comme nous pouvons le
voir à la figure 4.1.
Dans l’ensemble de cette thèse, nous utilisons des angles discrets définis par un
couple d’entiers relatifs pour représenter de manière cohérente des directions dans
la grille discrète. Afin d’obtenir une formulation discrète de l’opération de rotation
discrète, nous restreignons une nouvelle fois l’ensemble des angles admissibles aux
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ϑFigure 4.1 – Rotation continue d’angle ϑ = pi6 d’une grille discrète
seuls angles discrets. Notons que cette restriction n’est pas préjudiciable pour
la précision angulaire, car l’ensemble des nombres rationnels étant dense dans
l’ensemble des nombres réels, il est possible d’approcher n’importe quel nombre réel
par un nombre rationnel avec une précision arbitrairement grande. C’est-à-dire que
quel que soit x ∈ R et quel que soit ε > 0, il existe un couple d’entiers relatifs (p, q)
tel que
∣∣∣∣∣x− qp
∣∣∣∣∣ < ε. Ainsi, pour n’importe quel angle réel ϑ, il existe un angle discret
(p, q) tel que
∣∣∣∣∣tanϑ− qp
∣∣∣∣∣ < ε, ce qui par continuité de la fonction tangente équivaut
à l’approximation de ϑ. D’autre part, contrairement aux directions de projections
pour la transformée Mojette, nous nous autorisons ici à utiliser l’ensemble des
angles discrets sur [0, 2pi[. Dans la suite, nous noterons (pϑ, qϑ) l’angle discret de
rotation afin d’éviter toute confusion avec une direction de projection Mojette.
Avec cette discrétisation des angles, la matrice de rotation de l’équation (4.6)
devient :
1√
p2ϑ + q2ϑ
pϑ −qϑ
qϑ pϑ
 . (4.7)
L’utilisation des angles discrets permet d’assurer que l’angle ϑ possède un
cosinus et un sinus rationnels. Il nous semble intéressant de mentionner le cas
particulier où pϑ, qϑ et
√
p2ϑ + q2ϑ forment un triplet pythagoricien. Dans ce cas,√
p2ϑ + q2ϑ est entier, et la rotation est exacte tous les
√
p2ϑ + q2ϑ points. Ces triplets
jouent un rôle important en géométrie discrète et sont à la base de plusieurs formes
de rotations discrètes [9, 126].
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Ici, nous ne faisons pas l’hypothèse de triplets pythagoriciens et nous appliquons
la discrétisation proposée par I. Svalbe dans [155]. Ainsi, nous nous affranchissons
du facteur 1√
p2ϑ + q2ϑ
dans l’équation (4.7), et la transformation devient :
Rot(pϑ,qϑ) : PD → PDx
y
 7→
x′
y′
 =
pϑ −qϑ
qϑ pϑ

︸ ︷︷ ︸
R(pϑ,qϑ)
x
y
. (4.8)
Ceci est équivalent à un changement d’échelle lors de la transformation. La grille
résultante est alors une version tournée et mise à l’échelle d’un facteur
√
p2ϑ + q2ϑ par
rapport à la grille initiale, de manière à ce que chaque point de la grille transformée
coïncide avec un point discret de la grille initiale. La transformation ainsi définie
— que nous qualifions encore abusivement de rotation — perd par contre la propriété
d’isométrie. Cette opération est illustrée à la figure 4.2, où les points discrets sur la
grille bleue correspondent à la rotation de la portion délimitée par des pointillés
sur la grille initiale.
Considérons à présent une image rectangulaire de tailleW×H. La tailleW ′×H ′
de l’image résultante par cette transformation est la taille de la boite englobante de
la rotation de tous les points discrets de l’image initiale. Pour obtenir ces grandeurs,
commençons par remarquer qu’elles sont invariantes par translation de l’image.
De plus, étant données les symétries du problème, nous pouvons nous contenter
de considérer le cas 0 < qϑ < pϑ. Nous supposons donc que l’image initiale est
décrite sur le support [0 . . .W − 1] × [0 . . . H − 1] et les points extrêmes dans la
direction horizontale de l’image transformée correspondent au coin inférieur droit
et au coin supérieur gauche de l’image initiale. L’image de ces points par R(pϑ,qϑ)
est respectivement (pϑ(W − 1), qϑ(W − 1)) et (−qϑ(H − 1), pϑ(H − 1)). La largeur
de l’image résultante est donc W ′ = pϑ(W − 1) + qϑ(H − 1) + 1. De même, pour
déterminer la hauteur de l’image résultante, nous considérons le coin inférieur gauche
et le coin supérieur droit de l’image initiale, dont les coordonnées après rotation
sont respectivement (0, 0) et (pϑ(W − 1)− qϑ(H − 1), qϑ(W − 1) + pϑ(H − 1)). La
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ϑp
q
Figure 4.2 – Rotation discrète d’angle (2, 1) avec agrandissement de facteur
√
5
hauteur de l’image résultante est donc H ′ = pϑ(H − 1) + qϑ(W − 1) + 1.
Donc dans le cas général, la taille de l’image après rotation devient :

W ′ = |pϑ|(W − 1) + |qϑ|(H − 1) + 1
H ′ = |qϑ|(W − 1) + |pϑ|(H − 1) + 1.
(4.9)
Nous pouvons remarquer que dans cette équation, la largeurW ′ est égale au nombre
de bins d’une projection Mojette de direction (p, q) = (pϑ, |qϑ|) sur l’image initiale.
De même, la hauteur H ′ est égale au nombre de bins d’une projection Mojette de
direction (p, q) = (qϑ, |pϑ|) sur l’image initiale.
Un exemple de cette rotation sur une image est donné par la figure 4.3. Ici, l’angle
de rotation est (pϑ, qϑ) = (2, 1). La figure 4.3b présente le résultat de la rotation
discrète de l’image à la figure 4.3a. Le facteur d’échelle
√
p2ϑ + q2ϑ = ‖(pϑ, qϑ)‖2 dans
l’espace image correspond à la distance euclidienne entre deux pixels initialement
1-voisins. Cette transformation est clairement injective, mais certainement pas
surjective. Les pixels additionnels (ceux qui n’ont pas d’antécédent dans l’image de
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départ) sont initialisés à une valeur nulle.
k
l
(a)
k
l
(b)
Figure 4.3 – (a) Image de 4 × 5 pixels et (b) Image résultante d’une rotation
discrète d’angle (2, 1) de taille 11× 12 pixels
Malgré le fait que la rotation discrète ainsi définie ne constitue pas une bijection
à proprement parler, nous pouvons la rendre réversible car chaque pixel du domaine
d’arrivée correspond à un unique pixel de l’image originale, sans interpolation. Ainsi,
étant donnée l’image transformée, il est possible de retrouver exactement l’image
originale en effectuant une rotation inverse surjective d’angle opposé (pϑ,−qϑ) [155].
Pour la transformation inverse, nous pouvons facilement inverser R(pϑ,qϑ) en re-
marquant que R−1ϑ = R>ϑ . Ainsi, chaque pixel (k, l) est obtenu à partir des pixels
(k′, l′) lorsque le résultat de R−1(pϑ,qϑ) ×
k
l
 est à valeurs entières. On a donc :
k
l
 = 1
p2ϑ + q2ϑ
 pϑ qϑ
−qϑ pϑ
k′
l′
 . (4.10)
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4.3.2 Rotation discrète dans l’espace Mojette
Après avoir défini la transformation de rotation discrète couplée à un facteur
d’échelle dans l’espace image, nous allons montrer qu’elle peut être mise en œuvre
de manière équivalente en ne manipulant que les projections discrètes Mojette de
l’image.
4.3.2.1 Définition
Dans l’espace des projections Mojette, la rotation Rot(pϑ,qϑ) d’une image trans-
forme toutes les projections de celle-ci. D’abord, observons que dans la figure 4.3,
la projection Mojette horizontale d’angle (1, 0) de l’image transformée par rotation
d’angle (2, 1) correspond exactement à la projection Mojette d’angle (−2, 1) de
l’image originale. Nous pouvons en dire de même pour la projection orthogonale
(0, 1) de l’image transformée, qui correspond à la projection Mojette d’angle (1, 2)
de l’image initiale. Ces relations sont d’autant plus renforcées que les nombres de
bins des projections Mojette d’angle (p, q) et (q, p) d’une image de taille W ×H
correspondent à la largeur et à la hauteur de l’image transformée par rotation
d’angle (p, q), telles qu’elles sont données à l’équation (4.9).
En utilisant le fait que cette rotation transforme une droite 1-connexe en une
droite pq-connexe, nous pouvons voir sur la figure 4.3 que certains bins de projection
Mojette de direction d’angle (2, 1) de l’image transformée correspondent aux bins
de la transformée Mojette de direction (1, 0) sur l’image initiale. Cependant dans
ce cas, la projection Mojette (2, 1) de l’image transformée contient plus de bins que
la projection Mojette (1, 0) de l’image initiale. Ces bins ne somment que des pixels
introduits par le sur-échantillonnage et ont donc une valeur nulle.
Ces observations peuvent être généralisées pour des directions de projection
quelconques. Ainsi la rotation de l’image a pour effet dans l’espace des projections
Mojette de transformer une projection de direction (p, q) une nouvelle projection
de direction (p′, q′) définie par :
p′
q′
 = 1pgdc(pϑp− qϑq, qϑp+ pϑq)
pϑ −qϑ
qϑ pϑ
p
q
 . (4.11)
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Par exemple sur la figure 4.4b, la projection (−1, 1) à laquelle on applique la
rotation d’angle (pϑ, qϑ) = (2, 1) donne la projection (−3, 1).
k
l
(1, 2)
(−1
, 1
)
(a)
(0, 1)
(−
3,
1)
(b)
Figure 4.4 – (a) Image de 4× 5 pixels avec deux projections Mojette de directions
(−1, 1) et (1, 2). (b) Image résultante d’une rotation discrète d’angle (2, 1) de taille
11×12 pixels. Les deux projections Mojette de directions (−1, 1) et (1, 2) deviennent
respectivement (−3, 1) et (0, 1). Dans l’espace Mojette, la rotation entraîne un
sur-échantillonnage de certaines projections, représenté par les lignes vertes.
Notons toutefois que les directions discrètes (p′, q′) ainsi calculées ont valeur dans
[0, 2pi[. Dans ce cas, nous pouvons considérer la transformée Mojette symétrique
en q, comme la transformée de Radon. Il suffit alors de considérer la direction
discrète ε(q′)(p′, q′), où ε est la fonction signe et de retourner le signal obtenu.
Cependant par souci de clarté, nous omettrons ces étapes dans les développements
de ce chapitre.
Soit f une image discrète et f ′ = R(pϑ,qϑ)(f). La transformée Mojette de f dans
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la direction (p, q) s’exprime par :
∀b ∈ Z, M(p,q)(b) =
W−1∑
k=0
H−1∑
l=−∞
f(k, l)∆(b+ kq − lp) (4.12)
=
W−1∑
k=0
H−1∑
l=0
f ′(kpϑ − lqϑ︸ ︷︷ ︸
k′
, kqϑ + lpϑ︸ ︷︷ ︸
l′
)∆(b+ kq − lp) (4.13)
=
+∞∑
k′=−∞
+∞∑
l′=−∞
f ′(k′, l′)∆(b+ kq − lp) (4.14)
=
+∞∑
k′=−∞
+∞∑
l′=−∞
f ′(k′, l′)∆
(
b+ qk
′pϑ + l′qϑ
p2ϑ + q2ϑ
− p−kqϑ + lpϑ
p2ϑ + q2ϑ
)
(4.15)
=
+∞∑
k′=−∞
+∞∑
l′=−∞
f ′(k′, l′)∆
(
b
(
p2ϑ + q2ϑ
)
+ k′(pqϑ + qpϑq)
−l′(ppϑ − qqϑ)) .
(4.16)
En posant d = pgdc(ppϑ − qqϑ, pqϑ + qpϑq), nous avons
pqϑ + qpϑq = q′d,
ppϑ − qqϑ = p′d,
et donc
∀b ∈ Z, M(p,q)(b) =
+∞∑
k′=−∞
+∞∑
l′=−∞
f ′(k′, l′)∆
b p
2
ϑ + q2ϑ
d︸ ︷︷ ︸
S(pϑ,qϑ)(p,q)
+k′q′ − l′p′
 (4.17)
=M(p′,q′)f ′
(
bS(pϑ,qϑ)(p, q)
)
. (4.18)
L’équation (4.18) montre que l’on peut obtenir les projections Mojette de f ′ à
partir des projections de f . Ainsi, nous définissons la rotation dans l’espace Mojette
d’angle (pϑ, qϑ) consistant à associer de manière injective chaque bin b de chaque
projection (p, q) au bin b′ = b×S(pθ,qθ)(p′, q′) de la projection correspondante (p′, q′).
En utilisant l’ensemble P ′ =
{
(p′, q′)
}
des projections obtenues par rotation, l’image
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peut être reconstruite de manière exacte sur le support de l’image résultant de la
rotation en utilisant l’algorithme de Mojette inverse Normand.
La figure 4.5a décrit une image de 32× 32 pixels. L’acquisition des projections
Mojette est effectuée sur les angles discrets donnés par la suite de Farey-Haros
d’ordre cinq F5 et ses symétries par rapport à la première bissectrice du plan, puis
par rapport à l’axe des y. Un tel ensemble vérifie le critère de Katz pour cette
taille d’image. Ensuite, ces projections subissent une rotation d’angle (2, 1) ∈ F5.
La reconstruction à l’aide de l’algorithme Mojette inverse Normand de l’image
résultante à partir des projections transformées dans l’espace Mojette est donnée
par la figure 4.5b.
(a) (b)
Figure 4.5 – (a) Image originale de taille 32 × 32. (b) Rotation dans l’espace
Mojette d’angle (2, 1), de taille 94× 94
4.3.3 Remplissage des pixels nuls
La rotation que nous avons définie jusqu’ici se présente comme une application
injective de l’ensemble des pixels de l’image originale à un sous-ensemble des
pixels de l’image d’arrivée. Cette correspondance incomplète détruit les relations
de connexité des pixels dans l’image et donc la topologie discrète. Les zones de
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pixels sans antécédent dans l’image initiale, dus au sur-échantillonnage, autour des
pixels issus de la rotation peuvent être remplis par interpolation.
4.3.3.1 Dans l’espace image
Dans l’espace image, nous pouvons voir cette étape comme une convolution
discrète avec un noyau de convolution bidimensionnel. Ce noyau de convolution
peut être construit d’une infinité de manières différentes. Nous adoptons ici le même
choix que dans [155], en considérant la cellule de Voronoï des points discrets
obtenus après rotation. Du point de vue du pavage dual à la grille discrète, donc
des pixels, ces cellules peuvent être considérées comme le résultat de la rotation
d’un pixel. Les valeurs du masque de convolution sont calculées par la fraction de
recouvrement entre un pixel du pavage initial et le résultat de la rotation d’un de
ces pixel. Des exemples de cette construction sont présentés à la figure 4.6.
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Figure 4.6 – Représentation d’une cellule Voronoï (contourée en bleu) du
maillage obtenu par rotation d’angles (2, 1) (a) et (3, 1) (b). Les valeurs indiquent
la fraction de recouvrement entre cette cellule et les pixels de l’image.
La taille de ce masque de convolution est de WM ×HM pixels, où pour un angle
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de rotation (pϑ, qϑ,)
WM = HM =

|pϑ|+ |qϑ| si pϑ ou qϑ est pair
|pϑ|+ |qϑ|+ 1 si pϑ et qϑ sont impairs.
(4.19)
Nous allons maintenant proposer une méthode de calcul efficace de ce masque
de convolution. Nous pouvons voir dans la figure 4.7 que l’aire commune entre
la transformation d’un pixel et le pavage initial — symbolisée en hachures sur la
figure de gauche — correspond à l’aire sous la courbe de la projection d’un pixel.
Cette projection prend la forme d’un trapèze dont l’équation analytique est connue
(cf. équation (A.28) de l’annexe A).
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Figure 4.7 – (a) L’aire commune entre le pixel transformé et les pixels du pavage
initial est égale à l’aire sous la courbe du trapèze délimitée par les droites de
directions (pϑ, qϑ) et (−qϑ, pϑ). (b) Trapèze issu de la projection continue d’un pixel
dans la direction (2, 1)
Le bord de la cellule de Voronoï la plus proche se projète sur le trapèze à la
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coordonnée
ρ (pϑ, qϑ, kM, lM) =
p2ϑ + q2ϑ
2 −max

− qϑk′M + pϑl′M
qϑk
′
M − pϑl′M
pϑk
′
M + qϑl′M
− pϑk′M − qϑl′M

, (4.20)
où (k′M, l′M) =
(
kM −
⌊ |pϑ|+|qϑ|
2
⌋
, lM −
⌊ |pϑ|+|qϑ|
2
⌋)
.
Les poids du masque de convolution sont donc déterminés par l’intégration du
trapèze jusqu’à ρ (pϑ, qϑ, kM, lM).
4.3.3.2 Remplissage des bins sur les projections
La transformée Mojette partage la propriété de convolution de la transformée
de Radon, c’est-à-dire que la projection Mojette de f ∗ g est égale à la convolution
discrète des projections Mojette de f et g [72]. Nous utilisons cette propriété
pour effectuer l’opération de convolution directement dans l’espace des projections
Mojette, sans avoir à revenir dans le domaine image. Ainsi pour compléter les
bins d’une projection d’angle (p, q), il suffit de projeter le masque de convolution
déterminé dans la section précédente et de convoluer chaque projection de l’image
avec la projection du masque de convolution. En guise d’illustration, l’image de la
figure 4.8 est obtenue par reconstruction Mojette inverse Normand des projections
obtenues par rotation dans l’espace Mojette d’angle (2, 1).
Figure 4.8 – Rotation dans l’espace Mojette d’angle (2, 1) avec remplissage des
bins créés sur les projections puis reconstruction Mojette inverse Normand
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4.3.4 Rotations inverses et successives
La rotation continue étant transitive, nous nous demandons s’il en est de même
pour les rotations discrètes définies ici.
La rotation discrète de l’image de la figure 4.5a par un angle discret (1, 3) donne
l’image de taille 129 × 129 pixels de la figure 4.9a. Une rotation similaire peut
être réalisée en effectuant successivement deux rotations discrètes d’angles (2, 1)
puis (1, 1), mais résultant en une image de taille 193 × 193 (figure 4.9b). Plus
généralement, le support de l’image (avec interpolation) issu de deux rotations
successives d’angles ϑ1 et ϑ2 est de taille Wϑ1ϑ2 ×Hϑ1ϑ2 supérieure à la taille du
support Wϑ ×Hϑ obtenu par une unique rotation discrète d’angle ϑ = ϑ1 + ϑ2. La
zone « utile » de l’image, celle contenant de l’information, est néanmoins la même
dans les deux cas. Ainsi, le facteur d’échelle reste le même (ou est un multiple
entier) quelle que soit la séquence de rotation choisie pour obtenir la rotation
globale d’angle (pϑ, qϑ). Notons ici que les angles discrets s’additionnent par
(p, q) = (p1p2 − q1q2, q1p2 + p1q2).
(a) (b)
Figure 4.9 – (a) Rotation directe dans l’espace Mojette d’angle (1, 3) donnant
une 129× 129 image. (b) Même résultat obtenu par rotations successives d’angles
(2, 1) et (1, 1), avec une taille d’image finale de 193× 193.
L’opération de rotation inverse est généralement effectuée lorsque l’opération
directe ne correspond pas aux besoins de l’utilisateur. Une rotation inverse d’angle
(pϑ, qϑ), définie en réalité par l’angle opposé (pϑ,−qϑ), peut être vue comme une
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Figure 4.10 – Rotation par l’angle opposé sur la figure 4.4b. Le sur-échantillonnage
des pixels après les deux rotations d’angles (2, 1) et (2,−1) induit une distance
euclidienne de p2θ+q2θ = 5 entre les pixels 1-voisins dans l’image originale (figure 4.7).
Seule la région centrale est représentée ici, l’image entière étant de taille 40× 41.
rotation directe dans l’espace Mojette définie à la section 4.3.2, en utilisant le
fait que cette rotation est exacte. À titre d’exemple, la figure 4.10 est obtenue
par rotation inverse d’angle (2,−1) de l’image de la figure 4.4b. On note que les
pixels originalement 1-voisins sont maintenant séparés d’une distance euclidienne√
p2ϑ + q2ϑ ×
√
p2ϑ + q2ϑ = 5.
Nous pouvons également adopter une autre approche consistant à utiliser
non plus un sur-échantillonnage (de l’image et des projections) mais un sous-
échantillonnage, comme mentionné dans la section 4.3.1. Ainsi, chaque bin original
bp,q est obtenu en divisant b′p′,q′ par S(pϑ,qϑ)(p′, q′).
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4.3.5 Bilan
Dans cette section, nous avons utilisé des rotations discrètes couplées à un
facteur d’échelle dépendant de l’angle discret de rotation. Après avoir défini cette
transformation dans l’espace image, nous avons développé son équivalent sur
les projections Mojette. Ces transformations sont exactes et réversibles, au prix
d’un sur-échantillonnage. Ainsi, l’image comme les projections transformées sont
composées d’éléments issus de l’objet initial et d’éléments n’ayant pas d’antécédent
par la transformation. Nous avons utilisé une méthode d’interpolation basée sur la
géométrie des cellules de Voronoï dans l’objet initial et l’objet transformé. Nous
pouvons toutefois noter que le masque d’interpolation ainsi déterminé ne modifie
pas la valeur de l’image aux pixels contenant de l’information, la transformation
reste ainsi réversible. Ces étapes sont récapitulées à la figure 4.11.
Espace image
Espace Mojette
f
Image initiale
f ′
Image
transformée
f ′′
Image tranformée
et complétée
Rot2D↑(pϑ,qϑ)
Rot2D↓(pϑ,−qϑ)
Convolution 2D
Mf
n projections
Mf ′
n projections
transformées
Mf ′′
n projections
transformées
et complétées
Rot1D↑(pϑ,qϑ)
Rot1D↓(pϑ,−qϑ)
n convolutions 1D
M M−1 M M−1 M M−1
Rot2D↓(pϑ,qϑ)
Rot1D↓(pϑ,qϑ)
Figure 4.11 – Schéma récapitulatif de l’équivalence des rotations discrètes dans
l’espace image et dans l’espace Mojette
4.4 Mises à l’échelle dans l’espace Mojette
Définissons à présent les mises à l’échelle dans l’espace Mojette. Comme pour les
rotations nous nous intéressons à leurs propriétés de transitivité et d’inversibilité.
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4.4.1 Mises à l’échelle exactes et réversibles
Une mise à l’échelle d’une image discrète par un facteur entier s ∈ N∗ consiste
à associer chaque pixel (k, l) de l’image originale de taille W × H à un pixel
(k′, l′) = (sk, sl) d’une nouvelle image de taille W ′ ×H ′, où

W = sW + [(s+ 1) (mod 2)]
H = sH + [(s+ 1) (mod 2)] .
(4.21)
Nous pouvons effectuer cette opération dans l’espace Mojette en associant
chaque bin b d’une projection Mojette de direction (p, q) à un bin b′ = s · b de la
même projection. Les pixels et les bins apparus suite au sur-échantillonnage sont
initialisés à une valeur nulle. La figure 4.12 montre un exemple d’agrandissement
de facteur deux d’une projection Mojette de direction (1, 1).
(a) (b)
Figure 4.12 – (a) Image originale de taille 3× 3 et sa projection (1, 1). (b) Mise à
l’échelle par un facteur s = 2 dans l’espace Mojette. Les carrés en gras correspondent
à l’agrandissement de chaque pixel.
Les mises à l’échelle définies précédemment peuvent se combiner : on peut par
exemple effectuer successivement un agrandissement de facteur s1 et un autre de
facteur s2, ce qui correspond à un agrandissement global de facteur s3 = s1s2.
L’opération inverse quant à elle consiste à sous-échantillonner les projections
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par un facteur s. En particulier, nous pouvons retrouver l’image de départ en
effectuant deux agrandissements de facteurs s1 puis s2, puis une réduction par un
facteur s3 = s1s2.
4.4.2 Homothéties discrètes dans l’espace Mojette
La mise à l’échelle correspond à une homothétie ayant pour centre l’origine de
l’image. En effectuant une translation T(kc,lc) (cf. équation (4.5)) avant la mise à
l’échelle, le point (kc, lc) définit le centre de l’homothétie. Ainsi une homothétie
H(s, kc, lc) de facteur s et de centre (kc, lc) consiste, dans l’espace Mojette, à associer
le bin b d’une projection d’angle (p, q) à un bin b′ tel que :
b′ = s · (b+ plc − qkc) . (4.22)
En combinant deux transformations réversibles, cette homothétie est encore
réversible.
4.4.3 Composition de rotations et de translations
Comme exposé à la section 4.3.4, la rotation dans l’espace Mojette est une
transformation exacte avec changement d’échelle. Comme l’image transformée est
agrandie d’un facteur
√
p2θ + q2θ , une rotation suivie de son inverse agit comme une
mise à l’échelle. En particulier, toutes les mises à l’échelle d’un facteur s vérifiant
le théorème des deux carrés de Fermat, c’est-à-dire pouvant se décomposer sous
la forme s = p2ϑ + q2ϑ, peuvent être obtenues par une rotation d’angle (pϑ, qϑ) et son
opposé (pϑ,−qϑ).
4.4.4 Complétion des projections Mojette
Pour combler les pixels nuls dans une homothétie discrète dans l’espace Mojette,
nous pouvons appliquer une rotation, son opposé, et remplir les projections par le
filtrage idoine. Cependant, puisqu’on ne peut appliquer ce schéma que lorsque le
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facteur d’échelle s vérifie le théorème de Fermat, nous proposons ici une méthode
plus générale pour remplir les projections pour n’importe quel s ∈ N∗.
Nous proposons de remplir les pixels indéterminés dans l’image par convolution
avec un filtre 2D. Nous choisissons ici d’utiliser des filtres basés sur des fonctions
B-Spline de degré n, que l’on note Kn, définis par :
Kn(s, k, l) = Bns (k)Bns (l), (4.23)
où Bns est le noyau B-Spline discret de degré n et d’échelle s [167, 168] :
B0s (k) =

1 si |k| < s2
0 sinon
et Bns (k) = Bn−1s ∗B0s (k).
(a) (b)
Figure 4.13 – Filtres pour un agrandissement de facteur s = 5 obtenus par
K1(s, i, j) (a) ou par rotations d’angles (2, 1) suivi de (2,−1) (b)
Par exemple, la figure 4.13a montre le masque 2D obtenu par K1(s, i, j). En
comparaison, la figure 4.13b montre un masque 2D obtenu par rotations d’angle
(2, 1) suivi de (2,−1). Ce dernier masque est dépendant de l’angle de rotation.
Maintenant que nous avons défini un masque 2D, la projection (p′, q′) peut être
complétée par convolution avec la projection d’angle (p′, q′) de ce masque 2D.
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4.4.5 Exemples
Nous présentons à la figure 4.14 quelques exemples de mises à l’échelle à partir
des projections Mojette de l’image de la figure 4.5a.
(a) (b) (c) (d)
Figure 4.14 – (a) Agrandissement par s = 5. (b) Reconstruction obtenue en
complétant les projections Mojette avec K0(s, i, j). (c) Reconstruction obtenue en
complétant les projections Mojette avec K1(s, i, j). (d) Reconstruction obtenue par
rotations d’angle (2, 1) et (2,−1)
4.5 Discussion
Nous avons développé des translations et des rotations dans l’espace des pro-
jections Mojette. Ces opérations sont exactes et il est possible de reconstruire
l’image avec l’algorithme Mojette inverse Normand en absence de bruit. Dans la
section suivante, nous expliquons pourquoi il peut être préférable d’appliquer ces
transformations dans l’espace de projection Mojette, au lieu de l’espace image ou
de l’espace des projections FRT.
4.5.1 Transformées affines dans l’espace Mojette ou dans
l’espace de Radon discret
Une série de rotations successives n’est en général pas exacte dans l’espace de
Radon discret, excepté pour les angles de rotations multiples du pas d’échantillon-
nage angulaire. Il est même déconseillé d’appliquer un tel traitement qui pourrait
dégrader les projections de l’image. En pratique, une copie des données originales
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peut être conservée et la série de rotations revient à effectuer une seule rotation
globale.
A contrario, on peut chaîner les rotations dans l’espace Mojette sans perte
d’information, même pour les directions discrètes de rotation (pϑ, qϑ) n’appartenant
pas à l’ensemble des directions du sinogramme Mojette.
4.5.2 Transformées affines dans l’espace Mojette ou dans
l’espace image
Les transformations dans le domaine image et dans le domaine Mojette sont
équivalentes, puisque toutes deux reviennent à ré-arranger les pixels. Cependant,
le nombre de pixels à traiter dans l’espace image est fixe, alors que dans l’espace
Mojette, le nombre de bins à ré-arranger varie selon l’ensemble de projections
considéré.
Par contre, l’opération consistant à interpoler les pixels apparus lors du processus
de rotation discrète requiert une complexité plus élevée dans le domaine image,
puisqu’il faut alors appliquer une convolution 2D sur toute l’image. La complexité
de cette opération dépend de la taille du masque et peut être significative pour des
paramètres de rotations élevés, comme (pϑ, qϑ) = (10, 11) par exemple, d’autant
plus que ce filtre n’est pas séparable. Dans l’espace des projections Mojette, le
processus équivalent se réduit à un ensemble d’opérations 1D.
4.5.3 Transformée affines dans l’espace Mojette versus es-
pace FRT
La FRT [115] est une autre transformée de Radon discrète, exacte et périodique.
Même si les définitions des transformées Mojette et FRT diffèrent, elles restent très
proches et partagent certaines propriétés. En particulier, il est possible de passer
facilement de la représentation Mojette à la représentation FRT sous quelques
conditions [102]. La FRT d’une image de taille N ×N requiert (N + 1) projections
pour être inversible de manière exacte.
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Cependant, les rotations en FRT ne sont définies que pour des tailles d’images
impaires. La mise en œuvre dans l’espace Mojette lève cette restriction.
4.6 Conclusion
Nous avons défini les opérations de translation entière, de rotation et de mise
à l’échelle dans l’espace Mojette ainsi que les opérations réciproques. Nous avons
montré que ces transformations affines basées sur les projections discrètes de l’image
sont exactes et réversibles dans le sens où aucune information n’est perdue dans
un processus d’interpolation. Ainsi, l’image reconstruite à partir des projections
transformées est exacte si les projections initiales ne contiennent pas de bruit et
qu’elles sont suffisantes pour décrire complètement l’image.
Nous avons également défini des homothéties intimement liées aux rotations, car
le changement d’échelle peut être vu comme une composition de rotations discrètes.
De plus, le centre de l’homothétie peut être sélectionné en effectuant une translation
discrète. Cette propriété suggère que l’ensemble des transformations affines dans
l’espace Mojette peut être vu comme une composition de transformations de base,
définissant ainsi un groupe de similitudes. Un prochain travail va consister à étudier
les propriétés de ce groupe.
Du point de vue de l’application, les transformations affines présentées ici
trouvent un intérêt pour le traitement d’images tomographiques quantitatives,
utilisées par exemple en médecine nucléaire. Ils forment un ensemble cohérent avec
les outils de reconstruction tomographique Mojette. Par conséquent, leur utilisation
peut être intéressante lorsqu’il est nécessaire à la fois de reconstruire une image et
d’effectuer des opérations géométriques (souvent dans un but de recalage sur un
atlas) comme c’est le cas en imagerie de perfusion myocardique que nous verrons
au chapitre 7.
Une autre perspective est d’utiliser ces transformations pour effectuer du recalage
d’acquisition, directement dans l’espace des projections tomographiques.
Aussi, du point de vue plus théorique, une suite à ce travail est d’étendre les
résultats de ce chapitre au domaine tridimensionnel. En effet, le cadre bidimensionnel
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développé ici est adapté à la manipulation de séries en d’images 2D en coupes,
séries encore très utilisées dans le domaine médical. Cependant, une ouverture
au cas 3D permettrait d’appliquer ces opérations directement aux projections
volumiques de plus en plus utilisées dans l’ensemble des dispositifs d’imagerie
médicale. La géométrie des projections 3D Mojette est autrement plus complexe
qu’en 2D (il suffit pour s’en convaincre de visualiser les grilles de projections 3D
dans la section 3.4.5). Ce travail demandera donc un soin particulier.
Enfin, nous nous sommes limités dans ce chapitre aux translations entières ou
aux rotations zoomées évitant ainsi le cas où la grille résultante de la transformation
ne coïnciderait pas avec la grille initiale. Il existe deux manières d’aborder ces cas
problématiques. Premièrement, si nous sommes intéressés par le signal continu
sous-jacent, la solution serait d’interpoler aux points de la grille initiale. La difficulté
réside dans la nécessité de faire des hypothèses sur la nature et la classe du signal
sous-jacent, de choisir une description cohérente des signaux image et projection
et de s’assurer du respect de ces garanties lors de la reconstruction Mojette. Une
autre solution, dans le cadre de la géométrie discrète, serait de contraindre ces
transformations par des garanties topologiques ou structurelles [120, 121, 159]. On
peut en particulier s’intéresser au pavage de l’application quasi-affine défini par
É. Andres et M.-A. Jacob-Da Col pour étudier ces propriétés [9].
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Chapitre 5
Application de la reconstruction
tomographique Mojette à partir
de données de tomodensitométrie
classiques
Dans ce chapitre, nous utilisons la transformée Mojette pour la re-
construction tomographique d’images à partir de projections simulant
celles acquises par les dispositifs d’imagerie médicale.
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5.1 Introduction
Au cours des chapitres précédents, nous avons défini la transformée Mojette
comme une transformée de Radon discrète et exacte. En particulier, nous avons
commencé par montrer le lien entre la transformée de Radon d’une image discrète
et la transformée Mojette, lien établi à l’aide des angles discrets qui permettent
de visiter chacun des pixels de la grille discrète de manière uniforme. Dans les
chapitres 3 et 4, la transformée Mojette est vue comme un opérateur discret sous
l’angle de la géométrie discrète.
Dans ce chapitre, nous utilisons la transformée Mojette comme opérateur
discret pour la reconstruction tomographique à partir de projections simulant une
acquisition réelle de tomodensitométrie. Ainsi, comme présenté sur la figure 5.1,
l’ensemble des traitements réalisés suite à l’acquisition peuvent être réalisées dans
l’espace Mojette.
Cette démarche s’effectue en deux temps. Premièrement, les projections si-
mulées sont ré-échantillonnées sur des angles discrets et selon l’échantillonnage
variable intra projection spécifique à la transformée Mojette. Nous décrivons en
particulier deux démarches d’approximation différentes. Dans un second temps, les
projections obtenues à l’étape précédente sont reconstruites à partir d’algorithmes
de reconstructions adaptés de la tomographie classique, à savoir les algorithmes
FBP-Mojette et SART-Mojette, respectivement introduits dans la thèse de doctorat
de M. Servières [146] et de B. Recur [135]. Enfin, nous présentons dans une
troisième partie les expériences réalisées.
Acquisition
Radon
Ré-
échantillonnage
géométrie Mojette
Traitements dans
l’espace Mojette
Reconstruction
Mojette
Figure 5.1 – Chaîne de traitements, l’acquisition à partir d’une modalité tomo-
graphique usuelle à la reconstruction Mojette
168
5.2 Du sinogramme aux projections Mojette
Dans cette section, nous déployons différentes méthodes pour obtenir des pro-
jections Mojette à partir d’un sinogramme traditionnel. La transposition d’un
sinogramme traditionnel (que nous appellerons espace de Radon) à un sino-
gramme Mojette (que nous appellerons espace Mojette) peut être modélisée de
manière générale par un processus double d’approximations.
Premièrement, les projections Mojette sont définies sur des angles discrets, dont
la direction peut ne convenir à aucun des angles d’acquisition. Le premier processus
d’approximation est donc une approximation dite angulaire, sur la direction de
projection. Ce problème a déjà été abordé dans la thèse de M. Servières [146].
Deuxièmement, nous avons vu au long de ce manuscrit qu’une spécificité majeure
de la transformée Mojette est l’échantillonnage le long d’une projection. En effet,
le pas d’échantillonnage dépend de la direction de projection (p, q) et est défini
par 1√
p2 + q2
. Il s’agit alors d’une deuxième étape d’approximation consistant à
estimer les valeurs des bins d’une projection Mojette à partir des Nρ bins d’une
projection classique.
5.2.1 Sélection d’un ensemble de directions discrètes
Le moyen le plus simple et naturel vis-à-vis de la géométrie discrète pour
obtenir un ensemble d’angles discrets sur [0, pi[ est de considérer une séquence de
Farey-Haros d’ordre n et ses symétries par rapport à la première bissectrice du
plan, puis par rapport à la droite d’équation x = 0. Nous noterons cet ensemble
FHn. Cependant, il faut considérer ce choix avec précaution car :
— le nombre d’angles discrets définis par la séquence de Farey-Haros d’ordre
n est de l’ordre de grandeur de n2 ;
— le nombre de bins sur une projection (p, q) est proportionnel à |p|+ q.
Ainsi, choisir une valeur de n élevée permet d’obtenir une précision impor-
tante sur l’approximation angulaire de tan θ par q
p
, mais nécessite d’estimer un
grand nombre de bins, ce qui peut réduire la précision de l’approximation sur
les projections. Il s’agit alors de trouver un compromis acceptable entre l’erreur
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d’approximation angulaire, l’erreur d’approximation des bins sur chaque projection,
et le surcoût engendré par l’augmentation du nombre de bins à traiter.
5.2.1.1 Première méthode : Utilisation d’une séquence de Farey-Haros
complète avec interpolation angulaire (ANG)
La première méthode proposée consiste à générer autant de projections Mojette
que de projections discrètes contenues dans une séquence de Farey-Haros d’ordre
n et ses symétriques.
Nous choisissons le rang n de la séquence de Farey-Haros de façon à ce que
l’ensemble de directions discrètes FHn soit le plus petit possible, tout en contenant
au moins autant d’angles que le sinogramme initial, autrement dit :
n = min {m | Card(FHm) ≥ Nθ } .
Pour chaque direction discrète (p, q) ∈ FHn, une nouvelle projection d’angle
θ = tan−1
(
q
p
)
est générée en interpolant entre les lignes du sinogramme par rapport
à l’écart angulaire.
Dit autrement, la méthode ANG consiste à construire l’ensemble des projections
Mojette de la séquence de Farey-Haros d’ordre n fixé et à les compléter à partir
d’une interpolation à la fois sur l’angle et les bins des projections acquises.
5.2.1.2 Deuxième méthode : Sélection d’un ensemble d’angles discrets
les plus proches des directions initiales (PP)
Nous proposons également une deuxième méthode de ré-échantillonnage des
projections usuelles en géométrie Mojette, qui consiste à ne sélectionner dans FHn
qu’un sous-ensemble d’angles discrets les plus proches des directions initiales. Ainsi,
nous faisons correspondre à chaque angle θ l’angle discret (p, q) le plus proche.
Cette approche est conçue dans le but de minimiser la distorsion angulaire que
produit l’interpolation entre deux angles.
D’autre part, utilisant cette méthode, nous obtenons le même nombre de
projections discrètes que de projections initiales. Les directions de projections sont
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également réparties de manière plus uniforme sur le demi-cercle [0, pi[ par rapport
à la méthode précédente, comme nous pouvons le voir dans la figure 5.2.
(a) Méthode ANG (b) Méthode PP
Figure 5.2 – Illustration des deux méthodes de ré-échantillonnage proposées. Ici,
Nθ = 12 et on utilise FH4.
5.2.2 Interpolation sur les projections
Après avoir déterminé l’ensemble de projections discrètes à interpoler à partir
du sinogramme, nous utilisons une nouvelle fois une base d’interpolation B-Spline
cardinale pour ré-échantillonner chaque nouvelle projection. Ces fonctions sont
reconnues pour leurs propriétés quasi-optimales d’interpolation et d’approximation
par rapport à la taille du support [158]. Cette étape correspond, dans le cas PP, à
une interpolation unidimensionnelle sur chaque ligne du sinogramme.
5.3 Des projections Mojette à la reconstruction
Jusqu’ici, nous avons décrit deux algorithmes de reconstruction à partir de
données Mojette : la reconstruction itérative locale (section 2.5.3 page 93) et la
rétroprojection complète exacte (section 3.5.1 page 136). Les méthodes que nous
allons utiliser ici sont issues de la discrétisation, en géométrie Mojette, de méthodes
classiques de reconstruction tomographique. Elles sont basées sur la classe de
transformées Mojette-Spline décrites dans l’annexe A.
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5.3.1 FBP-Mojette
L’algorithme de rétroprojection filtrée que nous utilisons dans ce chapitre est
celui décrit par M. Servières dans sa thèse de doctorat [146]. Cet algorithme a
été adapté de la FBP classique pour la géométrie de la transformée Mojette en se
basant sur les travaux de J. Guédon et Y. Bizais [74].
Comme pour la FBP classique, chaque projection Mojette-Spline de degré n
est convoluée par un filtre rampe K. Dans l’annexe A, nous montrons que la
rétroprojection Mojette-Spline de degré n peut-être décomposée en une étape de
filtrage de la projection Mojette-Spline et d’un noyau de convolution Sn(p,q) suivie
d’une étape de rétroprojection Mojette-Dirac. Nous séparons ces deux étapes dans
l’algorithme de reconstruction :
M∗n(p,q)
(
Mn(p,q)f ∗K
)
=M∗δ(p,q)
(
Sn(p,q) ∗
(
Mn(p,q)f ∗K
))
(5.1)
=M∗δ(p,q)
(Sn(p,q) ∗K)︸ ︷︷ ︸
Kn(p,q)
∗Mn(p,q)f
 . (5.2)
Lors de la mise en œuvre de l’algorithme FBP-Mojette sur un modèle B-Spline
de degré n, nous regroupons les étapes de filtrage par le trapèze discret dans le
filtre rampe. Le filtre ainsi déterminé est noté Kn(p,q).
Dans ce chapitre, nous adoptons le modèle de pixel B-Spline de degré zéro. Plus
particulièrement, l’expression de ce filtre K0(p,q) est donné par [146] :
K0(p,q)(b) =

− 2
pi(4b2−1) si p = 0 ou q = 0
p2+q2
pipq
ln
∣∣∣∣∣ b2−( p+q2 )
2
b2−( p−q2 )
2
∣∣∣∣∣ sinon pour |b| = ∣∣∣p±q2 ∣∣∣. (5.3)
Dans le second cas, il existe deux points de discontinuité lorsque |b| =
∣∣∣p+q2 ∣∣∣ et
|b| =
∣∣∣p−q2 ∣∣∣. Nous utilisons alors l’expression du filtre régularisé de J. Guédon et
Y. Bizais [74, équation (28)].
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5.3.2 SART-Mojette
L’algorithme SART repose sur l’expression de la matrice de projection M et de
rétroprojection M∗ = M>. Pour un modèle de pixel Dirac, nous avons détaillé
le calcul de la matrice de projection à la section 2.5.6 page 101. Pour obtenir la
matrice de projection Mojette-Spline, nous remarquons que l’opération de filtrage
sur les projections correspond au filtrage des colonnes de la matrice. En effet, nous
avons pour chaque projection (p, q) :

Mδf = pδ
pn = pδ ∗Sn(p,q)
⇔ ∀i,

pδi =
∑
j
Mδi,jfj
pni =
∑
k
pδkS
n
(p,q)(i− k)
(5.4)
⇔ ∀i, pni =
∑
k
∑
j
Mδk,jfj
Sn(p,q)(i− k) (5.5)
⇔ ∀i, pni =
∑
j
(∑
k
Mδk,jS
n
(p,q)(i− k)
)
︸ ︷︷ ︸
M0i,j
Sn(p,q)(i− k). (5.6)
Donc M0 est obtenu en convoluant les colonnes de Mδ par Sn(p,q).
Sans perte de généralité, nous pouvons considérer que la matrice de projection
est constituée de blocs de lignes contigus pour chaque direction de projection, par
exemple :
M =

M(p1,q1)
...
M(pN ,qN )
 . (5.7)
Pour chaque bloc distinct M(pi,qi), il suffit donc de convoluer chacune des
colonnes par Sn(pi,qi).
5.4 Expérimentations
Les expériences que nous présentons ici sont basées sur des sinogrammes obtenus
par simulation analytique d’une acquisition de tomodensitométrie du fantôme de
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analytique de L. A. Shepp et B. F. Logan [149]. Les données sont donc quasi-
exactes et non-bruitées.
5.4.1 Protocole expérimental
Les projections sont simulées en suivant une distribution angulaire uniforme sur
l’intervalle [0, 180°[. Nous fixons la taille de l’image à reconstruire à 256×256 pixels.
Chaque projection est également composée de 256 bins. Le nombre de projections
total, noté Nθ, est variable.
Les sinogrammes acquis sont ensuite ré-échantillonnés en géométrie Mojette en
utilisant les deux méthodes décrites à la section 5.2. Les sinogrammes simulés sont
reconstruits par méthode analytique FBP [97] (filtre de Ram-Lak) et méthode
itérative SART [7]. Les sinogrammes ré-échantillonnés sont reconstruits en utilisant
les algorithmes FBP-MojetteK0 et SART-Mojette décrits dans la section précédente.
Nous utilisons quatre itérations pour SART, à la fois dans le cas de référence et
dans le cas d’utilisation de la transformée Mojette.
Afin de comparer les images discrètes reconstruites au modèle analytique de
Shepp-Logan, nous générons une version discrète de ce fantôme comportant
256 × 256 pixels, en utilisant la fonction B-Spline de degré 0 comme fonction
d’échantillonnage. Celui-ci correspond au pré-filtre idéal β˚0 pour un modèle continu-
discret B-Spline de degré 0 (cf. annexe B). Dans toutes nos expériences, nous
utiliserons ce même modèle de pixel β0, autrement dit un pixel uniforme. Ce choix
implique que la transformée de Radon, ainsi que le signal continu sous-jacent à la
transformée Mojette-Spline 0 (cf. annexe B), appartiennent à l’espace invariant par
translation engendré par les fonctions B-Spline de degré 1. Autrement dit, nous
devons utiliser une interpolation linéaire sur les projections.
L’ensemble du processus est schématisé à la figure 5.3.
5.4.1.1 Modèles de projection et de rétroprojection de référence
Pour les reconstructions FBP et SART classiques, les opérateurs de projection
et de rétroprojection peuvent être modélisés de plusieurs manière afin de décrire la
relation entre l’acquisition continue et sa discrétisation.
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Fantôme
analytique
Sinogramme
Radon
Image
reconstruite
Image
de référence
Sinogramme
Mojette
de référence
Transformée de
Radon échantillonnée
Reconstruction
FBP & SART
Sinogramme
Mojette
Image
reconstruite
Reconstruction
FBP-Mojette &
SART-Mojette
Interpolation
−+
Comparaisons −
+
+
Échantillonnage
Transformée
Mojette
Figure 5.3 – Schéma global de l’expérience
Nous avons utilisé les trois modèles suivants :
Modèle dicté par le pixel Pour obtenir la valeur à rétroprojeter dans un pixel,
nous calculons d’abord la coordonnée ρ sur laquelle se projète le centre
du pixel considéré. Une interpolation est ensuite réalisée sur les bins de la
projection pour déterminer la valeur de se nouveau bin à la coordonnée ρ. La
valeur obtenue est ensuite rétroprojetée dans un pixel.
Modèle de rayon infiniment fin La contribution d’un pixel à un bin, et par
symétrie la contribution d’un bin à un pixel, est déterminée par la longueur
que traverse un rayon centré sur le bin à l’intérieur d’un pixel.
Modèle de droite épaisse La contribution d’un pixel à un bin, et par symétrie la
contribution d’un bin à un pixel, est déterminée par la surface de recouvrement
entre un faisceau de largeur ∆ρ et un pixel.
Ces modèles sont illustrés par la figure 5.4.
5.4.1.2 Évaluation des performances
L’évaluation des performances est réalisée sur l’image reconstruite. Nous utilisons
pour métrique objective de qualité l’erreur quadratique moyenne (MSE) pour
comparer deux signaux discrets (images ou projections) ainsi que le rapport signal
175
+Interpolation
(a) Modèle dicté par le
pixel
Contribution
au pixel (k, l)
(b) Modèle de rayon infini-
ment fin
Contribution
au pixel (k, l)
(c) Modèle de droite
épaisse
Figure 5.4 – Modèles de projection/rétroprojection de référence
sur bruit (PSNR). Pour deux images f et f ′ de taille W ×H, ceux-ci sont définis
par :
MSE(f, f ′) = 1
WH
W−1∑
k=0
H−1∑
l=0
(f(k, l)− f ′(k, l))2
PSNR(f, f ′) = 10 log10
(
max(f)2
MSE(f, f ′)
)
.
5.4.2 Résultats obtenus pour les méthodes de reconstruc-
tion de référence
Nous présentons dans cette section les résultats de reconstruction, ainsi que
les métriques de qualité, obtenus à partir des reconstructions FBP et SART des
sinogrammes simulés, sans ré-échantillonnage. Ces mesures serviront de référence à
confronter aux reconstructions basées sur la transformée Mojette.
5.4.2.1 Reconstructions de référence pour la FBP
Nous nous intéressons à présent aux reconstructions FBP avec les trois mo-
dèles de référence en faisant varier le nombre de projections acquis Nθ, obtenus
directement à partir des sinogrammes simulés. L’erreur quadratique moyenne me-
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surée entre l’image de référence et les reconstructions obtenus est reportée dans
le tableau 5.5. Le score de rapport signal sur bruit correspondant est tracé sur la
figure 5.6.
Nθ 30 70 110 150 190 230 270 310
Modèle dicté par
le pixel 2,440 1,148 1,047 1,019 1,010 1,007 1,007 1,005
Modèle de rayon
fin 1,832 0,300 0,141 0,091 0,065 0,055 0,049 0,048
Modèle de droite
épaisse 1,456 0,173 0,074 0,051 0,043 0,041 0,041 0,041
Tableau 5.5 – MSE (arrondie à la 3e décimale) obtenue pour les reconstructions de
référence FBP en fonction du modèle de rétroprojection et du nombre de projections
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Figure 5.6 – PSNR pour les reconstructions de référence FBP en fonction du
nombre de projections
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Ces résultats montrent que le choix d’un modèle de discrétisation de la transfor-
mée de Radon influence la qualité de la reconstruction de manière significative. De
plus, ces observations confirment l’intuition et le fait, bien connu dans la littérature,
que le modèle de projection/rétroprojection utilisant une droite épaisse est supérieur
aux deux autres.
Les images de reconstruction correspondant à ces résultats quantitatifs sont
présentés dans le figure 5.9
5.4.2.2 Reconstructions de référence pour SART
Nous nous intéressons à présent aux reconstructions obtenues avec l’algorithme
itératif SART au bout de quatre itérations. L’erreur quadratique moyenne mesurée
entre l’image de référence et les reconstructions obtenus est reportée dans le
tableau 5.7. Le score de rapport signal sur bruit correspondant est tracé sur la
figure 5.8.
Nθ 30 70 110 150 190 230 270 310
Modèle dicté par
le pixel 1,261 1,116 1,226 1,287 1,327 1,352 1,381 1,391
Modèle de rayon
fin 0,754 0,186 0,101 0,080 0,068 0,065 0,064 0,065
Modèle de droite
épaisse 0,728 0,154 0,074 0,057 0,051 0,055 0,061 0,065
Tableau 5.7 – MSE (arrondie à la 3e décimale) obtenue pour les reconstructions de
référence SART en fonction du modèle de projection/rétroprojection et du nombre
de projections
Nous voyons que globalement, les tendances sont les mêmes que pour les
reconstructions FBP et le modèle de droite épaisse surpasse les autres. De plus, le
modèle de projection et de rétroprojection dicté par le pixel donne des résultats de
qualité bien inférieure aux deux autres modèles. Ce modèle sera donc abandonné
dans la suite afin d’obtenir des comparaisons les plus objectives possibles avec les
méthodes de reconstruction basées sur la transformée Mojette.
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Figure 5.8 – PSNR pour les reconstructions de référence SART en fonction du
nombre de projections
Nous notons tout de même un comportement contre-intuitif de l’erreur et du
rapport signal sur bruit sur le tableau 5.7 et la figure 5.8. En effet, l’erreur augmente
au delà de 180 projections, alors qu’elle continue à diminuer pour la FBP même si
on peut observer un plateau. Il peut y avoir plusieurs raisons à cela. D’une part,
les sinogrammes sont simulés avec une précision finie, ce qui peut engendrer de
faibles incohérences entre les projections obtenues. Ce léger bruit de mesures et
de quantification peut affecter la convergence de SART. D’autre part, le nombre
d’itérations est le même pour toutes expériences. Il se peut alors qu’en augmentant
le nombre de projections, on voit apparaître des phénomènes de sur- ou de sous-
ajustement, qui peuvent être corrigés en modifiant le nombre d’itérations. Enfin,
nous pourrions également nous interroger sur le rôle même de la figure de mérite
utilisée, qui sont des mesures globales et objectives sur l’image. En effet, même
si le PSNR diminue, l’examen visuel des images obtenues dans le figure 5.10 ne
semble pas indiquer de baisse de qualité lorsque le nombre de projections disponible
augmente.
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5.4.3 Résultats obtenus en utilisant la première méthode
d’interpolation angulaire (ANG)
Dans cette section, nous nous intéressons à la sensibilité de la reconstruction issue
de données interpolées avec la méthode ANG en fonction du nombre de projections
initiales Nθ. La séquence de Farey-Haros et ses symétriques FHn est choisie
tel que l’ensemble des angles discrets soit le plus petit possible mais en nombre
au moins égal à Nθ. La MSE des reconstructions Mojette à partir du sinogramme
interpolé est reportée dans le tableau 5.11. La figure 5.12 permet de comparer le
PSNR obtenu pour les reconstructions Mojette et pour les reconstructions avec les
méthodes de référence.
Nθ 30 70 110 150 190 230 270 310
FHn 5 7 9 11 13 13 15 16
Nombre de projections 40 72 112 168 232 232 288 320
FBP
Radon droite épaisse 1,456 0,173 0,074 0,051 0,043 0,041 0,041 0,041
Mojette idéale 1,807 0,780 0,394 0,221 0,134 0,134 0,086 0,070
Mojette interpolée 1,734 0,750 0,406 0,254 0,175 0,174 0,131 0,117
SART
Radon droite épaisse 0,728 0,154 0,074 0,057 0,051 0,055 0,061 0,065
Mojette idéale 0,684 0,336 0,178 0,100 0,061 0,061 0,038 0,031
Mojette interpolée 0,863 0,386 0,221 0,141 0,101 0,100 0,076 0,069
Tableau 5.11 – MSE (arrondie à la 3e décimale) mesurée entre les reconstructions
Mojette et l’image de référence pour la méthode de ré-échantillonnage ANG
Dans le tableau 5.11, les lignes Radon droite épaisse rappellent, à titre de
comparaison, les résultats obtenus avec les méthodes de référence en utilisant
un modèle de droite épaisse (dernière ligne des tableaux 5.5 et 5.7). Les lignes
FBP-Mojette idéale et SART-Mojette idéale correspondent aux reconstructions
Mojette obtenues avec un sinogramme Mojette idéal, en calculant la transformée
Mojette directement à partir de l’image de référence. Ces lignes donnent une
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(a) FBP-Mojette
40 60 80 100 120 140 160 180 200 220 240 260 280 300 320
22
24
26
28
30
32
34
Nombre de projections
PS
N
R
(d
B)
SART ref. modèle droite épaisse
SART ref. modèle rayon fin
SART-Mojette interpolée
SART-Mojette idéale
(b) SART-Mojette
Figure 5.12 – PSNR pour les reconstructions FBP-Mojette (a) et SART-Mojette (b)
à partir de sinogrammes interpolés avec la première méthode ANG et à partir des
sinogrammes Mojette idéaux
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borne supérieure (ou inférieure si l’on parle de MSE) de la qualité objective de la
reconstruction que l’on pourrait obtenir.
D’une manière globale, nous pouvons voir dans la figure 5.12 que les recons-
tructions Mojette à partir d’un sinogramme Mojette interpolé et à partir d’un
sinogramme Mojette idéal suivent les mêmes tendances pour FBP et SART. Les
différences observées permettent de quantifier la perte d’information due au ré-
échantillonnage et à la différence de modèle de projection entre la transformée
Mojette et la transformée de Radon continue.
Pour les reconstructions itératives SART-Mojette (figure 5.12b), le rapport signal
sur bruit atteint le plateau observé pour les reconstructions SART de référence à
partir du sinogramme simulé initial. Par contre, la reconstruction SART-Mojette à
partir d’un sinogramme Mojette idéal surpasse les méthodes de référence dès que
l’on utilise une séquence de Farey-Haros d’ordre supérieur à 13.
En ce qui concerne les reconstructions FBP-Mojette (figure 5.12a), les résultats
sont globalement en-dessous de ceux obtenus par les méthodes de référence, et ce
même pour les reconstructions FBP-Mojette à partir d’un sinogramme idéal. Cette
observation nous pousse à penser qu’au delà du problème de ré-échantillonnage,
l’utilisation d’une séquence de Farey-Haros complète est incompatible avec
l’algorithme de reconstruction FBP.
Figure 5.13 – Écart angulaire entre chaque direction discrète de projection dans
l’ensemble FH14
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En effet, l’algorithme de rétroprojection filtrée est basé sur une symétrie an-
gulaire des directions de projections considérés pour pouvoir appliquer un filtre
sur chaque projection de manière indépendante les unes des autres. Or, comme
nous pouvons le voir sur la figure 5.13 représentant l’écart angulaire entre chaque
direction discrète de projection dans la séquence de Farey-Haros, la répartition
de ces angles discrets est très hétérogène.
Cette hypothèse peut être vérifiée en modifiant l’ensemble de directions discrètes
considérées, afin d’obtenir un ensemble de directions discrètes équi-réparties de
manière angulaire. C’est l’objet de la deuxième méthode de ré-échantillonnage que
nous présentons dans la prochaine section.
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5.4.4 Résultats obtenus en utilisant la deuxième méthode
de ré-échantillonnage avec sélection d’angles discrets
(PP)
Le but de cette section est d’analyser les performances de la méthode de
ré-échantillonnage en sélectionnant un sous-ensemble d’angle discrets parmi une
séquence de Farey-Haros et ses symétriques les plus proches des directions de pro-
jections initiales. Nous analysons l’influence du nombre de projections initialement
acquises Nθ ainsi que de l’ordre de la séquence de Farey-Haros considérée.
Ainsi, nous nous intéressons à la sensibilité de la reconstruction issue de données
interpolées avec la méthode PP en fonction du nombre de projections initiales Nθ.
La séquence de Farey-Haros et ses symétriques FHn est choisie de manière plus
arbitraire que dans la section précédente. La MSE des reconstructions Mojette à
partir du sinogramme interpolé est reportée dans le tableau 5.16. La figure 5.17
permet de comparer le PSNR obtenu pour les reconstructions Mojette et pour les
reconstructions avec les méthodes de référence.
Nθ 30 70 110 150 190 230 270 310
FBP
Mojette FH15 1,330 0,235 0,157 0,140 0,135 0,133 0,134 0,138
Mojette FH30 1,327 0,158 0,083 0,071 0,067 0,066 0,065 0,065
Mojette FH45 1,328 0,157 0,079 0,065 0,061 0,060 0,060 0,060
Radon droite épaisse 1,456 0,173 0,074 0,051 0,043 0,041 0,041 0,041
SART
Mojette FH15 0,736 0,202 0,119 0,095 0,091 0,086 0,085 0,087
Mojette FH30 0,732 0,162 0,074 0,053 0,043 0,040 0,040 0,039
Mojette FH45 0,732 0,161 0,071 0,050 0,040 0,038 0,037 0,037
Radon droite épaisse 0,728 0,154 0,074 0,057 0,051 0,055 0,061 0,065
Tableau 5.16 – MSE (arrondie à la 3e décimale) mesurée entre les reconstructions
Mojette et l’image de référence pour la méthode de ré-échantillonnage PP
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Dans le tableau 5.16, les lignes Radon droite épaisse rappellent, à titre de
comparaison, les résultats obtenus avec les méthodes de référence en utilisant un
modèle de droite épaisse (dernière ligne des tableaux 5.5 et 5.7).
Nous pouvons voir dans la figure 5.17a que les scores de rapport signal sur bruit
sont globalement rehaussés par rapport à la méthode de ré-échantillonnage ANG.
Ceux-ci deviennent compétitifs par rapport aux reconstructions FBP de référence.
De plus, nous pouvons noter que le gain de qualité entre l’utilisation de FH30
et FH45 est faible, ce qui laisse à penser que l’on atteint un plateau de qualité
pour la reconstruction FBP-Mojette K0. Ces résultats confirment le fait connu
que l’algorithme de rétroprojection filtrée est sensible à l’ensemble de directions de
projections considéré, et que l’utilisation d’un ensemble de projections équi-répartis
angulairement améliore significativement la qualité des reconstructions obtenues.
Pour les méthodes itératives, nous observons dans la figure 5.17b que les recons-
tructions SART-Mojette en utilisant FH30 et FH45 surpassent les reconstructions
SART de référence. Nous arrivons ici à des niveaux de PSNR comparables avec les
reconstructions SART-Mojette à partir d’un sinogramme Mojette idéal que nous
pouvons voir à la figure 5.12b. Une nouvelle fois, nous notons un gain de qualité
minime entre l’utilisation de FH30 et FH45. L’algorithme itératif SART est donc
lui aussi fortement sensible aux directions de projections considérées.
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Figure 5.17 – PSNR pour les reconstructions FBP-Mojette (a) et SART-Mojette (b)
à partir de sinogrammes interpolés avec la deuxième méthode PP
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5.5 Conclusion
Nous avons montré dans ce chapitre que la transformée Mojette discrète pouvait
être appliquée pour la reconstruction de sinogrammes réels. En particulier, deux
méthodes d’interpolation ont été présentées pour estimer des projections Mojette
depuis un ensemble de projections dans l’espace de Radon. La première méthode,
ANG, sur-échantillonne angulairement l’ensemble des directions de projection pour
construire un sinogramme Mojette complet. La seconde méthode, PP, assimile
chaque projection Radon par une projection Mojette de direction suffisamment
proche. Cette méthode permet d’obtenir un ensemble d’angles discrets répartis de
manière la plus uniforme possible.
Des expériences, réalisées sur des données simulées, ont montré que le passage
dans l’espace Mojette se fait sans perte d’efficacité par rapport aux autres méthodes
de reconstruction existantes. La différence notable de performance entre les deux
méthodes ANG et PP montrent que le choix d’un ensemble de directions discrètes
est d’importance capitale pour la reconstruction tomographique de données issues
de dispositifs tomographiques réels en utilisant la transformée Mojette. Nous
avons montré en particulier qu’une répartition angulaire régulière des directions de
projection donne de meilleurs résultats que l’utilisation d’une séquence de Farey-
Haros complète. Cette conclusion, bien qu’elle soit intuitive en tomographie
classique basée sur la transformée de Radon continue, est contre-intuitive en
tomographie discrète. En effet, nous avions montré dans le chapitre 3 que les
séquences de Farey-Haros et leurs symétriques permettent de lister de manière
exhaustive l’ensemble des directions discrètes contenues dans une image discrète de
taille finie. Il semblait donc, dans une première approche, cohérent de penser qu’il
en serait de même dans nos expériences.
Enfin, les résultats obtenus pour la méthode de ré-échantillonnage PP permettent
de mettre en évidence l’importance de l’échantillonnage en tomographie, que ce
soit pour les méthodes analytiques ou itératives. En particulier avec cette dernière
classe d’algorithme de reconstruction, nous avons montré dans nos expériences
l’intérêt d’utiliser la transformée Mojette dans un cadre de tomographie réelle.
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Chapitre 6
Inversion algébrique exacte des
transformées FRT et Mojette
L’objectif de ce chapitre est de proposer un nouveau cadre algébrique
pour exprimer la transformée Mojette ainsi que son inverse, fondamen-
talement différent de la représentation classique matricielle.
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6.1 Introduction
Un problème physique ou mathématique peut être abordé sous deux angles :
— soit pour une représentation fixée, on cherche des méthodes et solutions
pour calculer les solutions de manière plus efficace ;
— soit on cherche d’autres représentations, un exemple marquant de ces der-
nières années étant l’échantillonnage compressé.
La tomographie discrète et l’utilisation de la transformée Mojette font partie
de la seconde catégorie, où on remplace le paradigme continu par un paradigme
issu de la géométrie discrète. Dans le cadre des transformées de Radon discret,
nous avons vu des algorithmes permettant de calculer une solution exacte sous
réserve de disposer d’un ensemble exhaustif de données pour la transformée Mo-
jette et FRT, et d’autres algorithmes comme la FBP-Mojette ou SART-Mojette
permettant de reconstruire des images à partir de mesures incomplètes ou incohé-
rentes. Ces méthodes utilisent la même représentation classique d’une image sous
forme géométrique, qu’elle soit représentée sous forme matricielle ou sous forme
fonctionnelle.
Dans ce chapitre, nous cherchons à définir une nouvelle représentation commune
à la transformée Mojette et à la FRT. Cet espace de représentation est issu de la
théorie des corps finis et des anneaux euclidiens. Après avoir défini les structures
algébriques, nous y transcrirons les transformées Mojette et FRT, qui ont alors une
formulation, ainsi que des méthodes d’inversion, unifiées.
6.2 Représentation polynomiale de la FRT
La Finite Radon Transform (FRT) transforme une image carrée de taille p× p,
où p est un entier naturel positif premier, en un ensemble de p + 1 projections
composées de p bins chacune. Au chapitre 2, nous en avons exposés quelques
principes de bases ainsi que certains de ses liens étroits avec la transformée Mojette.
Dans cette section, nous allons décrire la FRT de façon matricielle.
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6.2.1 Transformée FRT et formalisme polynomial : descrip-
tion intuitive
Rappelons l’expression de la FRT pour une image f de taille p× p :
FRT f(t,m) =

∑p−1
k=0
∑p−1
l=0 f(k, l)∆
(
〈k −ml − t〉p
)
si 0 ≤ m < p∑p−1
k=0 f(k, t) si m = p
, (6.1)
où 〈n〉p ≡ n (mod p).
L’équation (6.1) montre que l’on peut calculer les projections dans chaque
direction (m, 1) en sommant périodiquement un pixel par ligne, après un décalage
horizontal de m pixels vers la droite. Cette opération est équivalente à opérer un
décalage horizontal circulaire de ml pixels vers la gauche sur chaque ligne l, puis
en sommant les colonnes.
Dans [125], N. Normand, I. Svalbe et al. proposent une représentation
polynomiale des images et du système FRT. Soit f une image composée de p lignes
et de p colonnes. Pour les représentations matricielles que nous avons rencontrées
au long de cette thèse, f est représentée soit par une matrice de taille p× p, soit
par un vecteur de taille p2. Dans cette représentation polynomiale, l’image f est vue
comme un vecteur de p lignes, chaque ligne étant représentée par un polynôme de
degré p. Nous notons f l’image f représentée sous cette forme. En d’autres termes,
f =
(
P0 · · ·Pp−1
)>
, (6.2)
où pour chaque ligne i, Pi(x) = f(i, 0)x0 + · · ·+ f(i, p− 1)p−1xp−1.
Pour représenter la périodicité des images, remarquons que f(p, p) = f(0, 0).
La condition sur les polynômes est donc xp ≡ x0. Les polynômes P0, . . . , Pp−1 sont
ainsi définis modulo (xp− 1). En utilisant ce formalisme, nous caractérisons chaque
ligne Rm, m 6= p, de la FRT de l’image f par :
Rm(x) = P0(x) + x−mP1(x) + · · ·+ x−(p−1)mPp−1(x). (6.3)
Et en utilisant la périodicité définie précédemment, qui intervient dans l’espace de
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l’image comme dans l’espace de sa transformée, nous obtenons :
Rm(x) = P0(x) + x〈−m〉pP1(x) + · · ·+ x〈−(p−1)m〉pPp−1(x). (6.4)
Enfin, la compilation des p premières lignes Rm, nous permet d’obtenir le
système matriciel suivant :
FRT∗ f =

1 1 · · · 1
1 x−1 · · · x−(p−1)
...
1 x−(p−1) · · · x−(p−1)2

︸ ︷︷ ︸
Vp
×

P0(x)
...
...
Pp−1(x)

︸ ︷︷ ︸
f
, (6.5)
où FRT∗ correspond aux p premières lignes de la transformée FRT.
La matrice Vp est une matrice de Vandermonde symétrique, c’est-à-dire que
les coefficients sur chaque ligne suivent une progression géométrique. Nous allons
utiliser cette propriété pour dériver un algorithme de projection et reconstruction
pour la FRT et la transformée Mojette.
6.2.2 Description formelle
Nous avons utilisé à la section 6.2.1 une correspondance entre la notion de
polynôme et la notion de décalage à gauche. Nous allons à présent poser un cadre
mathématique formel pour notre étude et montrer que cette analogie est légitime.
L’annexe B contient quelques rappels d’algèbre ainsi que les définitions des termes
que nous allons utiliser dans la suite. Avant d’aller plus loin, il est nécessaire
d’établir l’équivalence entre la représentation polynomiale et la représentation
géométrique de la FRT.
6.2.2.1 Application à la FRT
À présent, concentrons-nous sur l’opérateur de décalage à droite, également
appelé opérateur de retour arrière dans la littérature. Soit τ cet opérateur agissant
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sur une fonction discrète g : Z→ K tel que :
∀m ∈ Z, (τg)(m) = g(m− 1).
À un polynôme p(x) = ∑ni=0 pixi à coefficients dans K on associe l’opérateur de
décalage p(τ) défini par :
p(τ) =
n∑
i=0
piτ
i.
Nous vérifions que les opérations sont encore compatibles :

(p+ q)(τ) = p(τ) + q(τ)
(p× q)(τ) = p(τ) ◦ q(τ),
où ◦ désigne la composition d’opérateurs.
Démonstration. Soit p(x) = ∑Ni=0 pixi et q(x) = ∑Mi=0 qixi.
∀f ∈ KZ,∀m ∈ Z, (p(τ) ◦ q(τ))f(m) =
( N∑
i=0
piτ
i
)
◦
 M∑
j=0
qjτ
j
 (f)(m)
=
(
N∑
i=0
piτ
i
) M∑
j=0
qjτ
j
 f
 (m)
=
(
N∑
i=0
piτ
i
)
M∑
j=0
qjf(m− j)
=
N∑
i=0
pi
τ i M∑
j=0
qjf
 (m− j)
=
N∑
i=0
M∑
j=0
piqjf(m− j − i)
=
N+M∑
k=0
M∑
j=0
pk−jqjf(m− k)
=
N+M∑
k=0
k∑
j=0
pk−jqjf(m− k)
= (p× q)(τ)f(m)
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∀f : Z→ K, ∀m ∈ Z, (p+ q)(τ)f(m) =
max(N,M)∑
i=0
(pi + qi)τ i
 f(m)
=
max(N,M)∑
i=0
(pi + qi)f(m− i)
=
max(N,M)∑
i=0
pif(m− i) +
max(N,M)∑
i=0
qif(m− i)
=
N∑
i=0
pif(m− i) +
M∑
i=0
qif(m− i)
= p(τ)f(m) + q(τ)f(m)
6.2.2.2 Prise en compte de la périodicité
Nous souhaitons rendre l’opérateur τ p-circulaire, c’est-à-dire que τ p = Id.
Reconsidérons à présent notre opérateur de décalage. Nous introduisons l’opérateur
de décalage circulaire de période p, noté τp, qui agit sur les fonctions f : Z/pZ→ K.
Comme précédemment, nous pouvons associer cet opérateur à un polynôme p(x).
Cependant ici, K[x] et K[τp] ne sont pas isomorphes — intuitivement, le deuxième
est plus petit car cyclique) — mais il est isomorphe avec K[x]/(xp− 1). Nous avons
donc une équivalence entre K[x]/(xp − 1) et K[τp] et donc K[τp]/(τ pp − 1).
Nous vérifions comme précédemment que :

(p+ q)(τp) = p(τp) + q(τp)
(p× q)(τp) = p(τp) ◦ q(τp).
6.2.2.3 Extension aux matrices
Les résultats précédents sur les polynômes s’étendent naturellement aux matrices
polynomiales. À une matrice polynomiale M(x) d’élément courant mi,j ∈ K[x] on
associe la matrice M(τ) de même taille et à valeurs dans K[τ ]. Les lois d’addition
et de multiplication matricielle restent compatible avec la nouvelle structure. On
peut donc maintenant identifier l’opérateur FRT∗ avec la matrice polynomiale,
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y compris dans l’anneau quotient. Dans le reste du chapitre, nous identifions
également f : Z/pZ→ K à fˆ(x) ∈ K/(xp − 1)K[x]. Cela nous permet, par abus de
notation, d’identifier (p(τ)f(0), · · · , p(τ)f(p− 1)) à p(x)fˆ(x).
6.2.3 Inversibilité du système de Vandermonde
Pour que le système (6.5) soit inversible, il faut que Vp soit unimodulaire. En
d’autres termes, le déterminant de Vp doit être lui-même inversible. Son expression
est :
det(Vp) =
∏
0≤i<j<p
xj − xi. (6.6)
6.2.3.1 Inversibilité dans l’anneau K[x]/(xp − 1)K[x]
Le système (6.5) n’est pas inversible dansK[x]/(xp−1)K. En effet, le déterminant
de Vp n’est pas inversible dans cet anneau car il n’est pas premier avec le polynôme
xp − 1. Pour s’en convaincre, il suffit de remarquer que le polynôme constant 1 est
racine des deux polynômes, donc ils peuvent être tous deux factorisés par (x− 1).
La matrice Vp n’est donc pas inversible. Cela signifie que son noyau, donc
l’espace nul de l’opérateur FRT∗ n’est pas réduit au vecteur nul. Déterminons le
noyau de Vp :
ker(Vp) =


c0 (1 + x+ · · ·+ xp−1)
...
cp−1 (1 + x+ · · ·+ xp−1)

∣∣∣∣∣∣∣∣∣∣
p−1∑
i=0
ci = 0
 . (6.7)
Démonstration. La démonstration repose sur le fait que ∀P (x) ∈ K[x]/(xp−1)K[x],
on a (1 + x+ · · ·+ xp−1)P (x) = P (1)(1 + x+ · · ·+ xp−1).
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∀y =

y0(x) =
∑p−1
i=0 a0,ix
i
...
yp−1(x) =
∑p−1
i=0 ap−1,ix
i
 ∈ K[x]p
Vpy = 0⇔

y0(x) + y1(x) + · · ·+ yp−1(x) = 0
y0(x) + xp−1y1(x) + xp−2y2(x) + · · ·+ xyp−1(x) = 0
y0(x) + xp−2y1(x) + x〈2(p−2)〉p + · · ·+ x2yp−1(x) = 0
...
y0(x) + xy1(x) + x2y2(x) + · · ·+ xp−1yp−1(x) = 0

.
Notons Lj la je ligne de ce système. Nous obtenons un nouveau système en
substituant chaque ligne par : Lj ← 1p
∑p−1
k=0 x
jkLk pour la première ligne nous
obtenons :
Vpy = 0⇒

y0(x) + 1p(1 + x+ · · ·+ xp−1)(y1(x) + · · ·+ yp−1(x)) = 0
y1(x) + 1p(1 + x+ · · ·+ xp−1)(y0(x) + y2(x) + · · ·+ yp−1(x)) = 0
...
yp−1(x) + 1p(1 + x+ · · ·+ xp−1)(y0(x) + · · ·+ yp−2(x)) = 0

⇒

y0(x) = −y1(1)+···+yp−1(1)p (1 + x+ · · ·+ xp−1)
y1(x) = −y0(1)+y2(1)+···+yp−1(1)p (1 + x+ · · ·+ xp−1)
...
yp−1(x) = −y0(1)+···+yp−2(1)p (1 + x+ · · ·+ xp−1)
 .
Voilà que nous avons établi la première partie du résultat, à savoir :
Vpy = 0⇒ y =

c0(1 + x+ · · ·+ xp−1)
...
cp−1(1 + x+ · · ·+ xp−1)
 .
Il nous reste à établir la relation entre les constantes ci. Pour cela, raisonnons sur
202
la somme des coefficients des composantes de y :

y0(x) = −y1(1)+···+yp−1(1)p (1 + x+ · · ·+ xp−1)
y1(x) = −y0(1)+y2(1)+···+yp−1(1)p (1 + x+ · · ·+ xp−1)
...
yp−1(x) = −y0(1)+···+yp−2(1)p (1 + x+ · · ·+ xp−1)

⇒

y0(1) = y1(1) + · · ·+ yp−1(1)
y1(1) = y0(1) + y2(1) + · · ·+ yp−1(1)
...
yp−1(1) = y0(1) + · · ·+ yp−2(1)
 .
Et enfin en sommant toutes les lignes de ce système, nous remarquons que chaque
terme yi(1) apparaît exactement p− 1 fois dans les membres de droite :
y0(1) + · · ·+ yp−1(1) = (p− 1)
(
y0(1) + · · ·+ yp−1(1)
)
.
En prenant p > 2, nous avons immédiatement y0(1) + · · ·+ yp−1(1) = 0.
Réciproquement, l’ensemble de solution obtenu est bien solution du premier
système, ce qui termine la démonstration.
Notons que l’on retrouve ici un résultat connu pour la transformée FRT∗, appelé
fantôme universel. Ainsi sans relation supplémentaire, comme la somme de chaque
ligne de l’image dans la transformée FRT classique, il n’est possible de recouvrer
chaque ligne de l’image uniquement à une constante près sur chaque pixel de cette
ligne.
6.2.3.2 Inversibilité dans l’anneau K[x]/(1 + x+ x2 + · · ·+ xp−1)K[x]
Nous avons vu dans le paragraphe précédent que nous ne pouvons recouvrer
l’image originale de manière exacte. Par contre, nous pouvons la retrouver à une
constante près sur chaque ligne, telle que la somme de chacune de ces constantes
est nulle.
Nous allons relaxer le problème en nous autorisant à retrouver chaque ligne à
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une constante près, quelle que soit cette constante. Cette manipulation permet non
seulement de rendre le système inversible, mais également de découpler la résolution
de chaque ligne : la constante sur une ligne ne dépendant plus des autres lignes.
En d’autres termes, nous quotientons l’anneau initial par le noyau de Vp. Nous
considérons donc maintenant l’anneau quotient (K[x]/(xp − 1)K[x])/((1 + x+ ...+
xp−1)K[x]/(xp − 1)K[x]), qui est l’anneau des polynômes à coefficients dans K,
périodiques de période p et dont la somme des coefficients n’a pas d’importance.
Le (troisième) théorème d’isomorphisme permet d’affirmer que cet ensemble est
isomorphe à K[x]/(1 + x+ · · ·+ xp−1)K[x]. C’est dans cet ensemble que nous allons
à présent travailler.
Proposition 6.1. Soit p ∈ N et n < p premiers entre eux.
Soit P (x) = xn − 1 ∈ K[x]/(1 + x+ · · ·+ xp−1)K[x].
Alors P−1(x) existe et P−1(x) = 1
p
p−1∑
i=0
ixni.
Démonstration. ∀p > 2 ∈ N, ∀n < p,
1
p
(xn − 1)
p−1∑
i=0
ixni = 1
p
p−1∑
i=0
ixn+in −
p−1∑
i=1
ixin
 = 1
p
p−1∑
i=1
ix(i+1)n −
p−1∑
i=1
ixin

= 1
p
 p∑
i=2
(i− 1)xin −
p−1∑
i=1
ixin

= 1
p
p−1∑
i=2
(i− 1)xin + (p− 1)−
p−1∑
i=1
ixin

= 1
p
p− 1 + p−1∑
i=2
(
(i− 1− i)xin − xn
)
= 1
p
p− 1− p−1∑
i=1
xin
 = 1
p
p− p−1∑
i=0
xin

= 1
p
p− p−1∑
i=0
xi
 car n et p sont premiers entre eux
= p
p
= 1
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A(x) a0 a1 a2 a3 a4 a5 a6
B(x) = (1− x5)A(x) a0−a2 a1 − a3 a2 − a4 a3 − a5 a4 − a6 a5 − a0 a6 − a1
B(x)/(1− x5) a0−a2
a1−a3+
a3 −
a2 =
a1 − a2
a2−a4+
a4 −
a2 =
a2 − a2
a3−a5+
a5 −
a2 =
a3 − a2
a4−a6+
a6 −
a2 =
a4 − a2
a5−a0+
a0 −
a2 =
a5 − a2
a6−a1+
a1 −
a2 =
a6 − a2
(a) Intégration cyclique
a0 − a2 a1 − a3 a2 − a4 a3 − a5 a4 − a6 a5 − a0 a6 − a1
+ +
+ + + +
(b) Ordre des additions
Figure 6.2 – (a) Restauration du polynôme A(x) à partir de B(x) = (1− xs)A(x)
par intégration cyclique (cf. proposition 6.1). Nous obtenons A(x) à une constante
près (ici, −a2). La somme de tous les coefficients est donc p fois cette constante
plus importante que dans le polynôme original. Ici, s = 5 et p = 7. (b) Ordre
des additions dans l’intégration cyclique, effectuer un cycle complet pour obtenir
chaque coefficient
6.2.4 Méthodes de résolution
Une méthode de résolution classique d’un système linéaire Ax = b est de
calculer A−1, l’inverse de A lorsqu’elle existe, et d’en déduire x = A−1b.
6.2.4.1 Inversion directe de la matrice
Dans notre cas périodique, la matrice décrivant la transformation FRT∗ possède
un inverse très similaire à la matrice Vp d’origine :
V−1p =

1 1 1 · · · 1
1 x x2 · · · xp−1
1 x2 x4 · · · x2(p−1)
...
...
...
. . .
...
1 xp−1 x2(p−1) · · · x(p−1)2

. (6.8)
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Cette solution est simple et élégante. Cependant, cette inversion ne fonctionne
que lorsque l’on détient le jeu de projections complet pour la transformation FRT∗.
6.2.4.2 Algorithme de Å. Björck et V. Pereyra
L’algorithme de Å. Björck et V. Pereyra permet de résoudre un système
d’équation Vx = y où V est une matrice de Vandermonde [17]. Il est décrit
dans l’algorithme 6.3. Cet algorithme possède plusieurs propriétés intéressantes,
comme le fait de n’utiliser que des opérations de base, à savoir des soustractions
et une multiplication et une division. Ces opérations peuvent être mises en œuvre
dans l’anneau des polynômes que nous venons de décrire. Ainsi, l’addition revient
à une simple addition vectorielle. La multiplication de deux polynômes revient à
une convolution discrète dans le cas général et se réduit à un décalage entier si un
des opérandes est un monôme. La dernière opération de division est sans doute la
plus délicate car elle revient dans le cas général à un problème de déconvolution.
Cependant, la division par un terme (x−a − x−b) comme nous avons ici se réduit à
une opération de filtrage récursif décrite à la figure 6.2.
Une autre propriété intéressante de cet algorithme est de résoudre le système en
place, c’est-à-dire sans utiliser de mémoire supplémentaire pour stocker le résultat.
Ainsi, en se basant sur l’algorithme 6.3 — c’est-à-dire en utilisant uniquement des
multiplications, des additions et des décalages entiers sur les lignes — nous pouvons
écrire un algorithme en place calculant y à partir de V et x. L’algorithme 6.4,
récemment décrit par N. Normand, détaille ce processus. De ce fait, cet algorithme
permet de calculer en place la FRT d’une image.
6.2.5 Bilan
Nous avons montré que la FRT pouvait être décrite dans formalisme algébrique
particulier en considérant chaque ligne de l’image comme un polynôme cyclique.
L’opération de projection FRT résultante est une opération de multiplication
matricielle entre une matrice de projection et l’image représentée par un vecteur
de lignes. Après avoir décrit une structure algébrique dans laquelle la matrice de
projection pouvait être inversée, nous avons décrit un algorithme de reconstruction
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Algorithme 6.3: Algorithme de résolution d’un système de
Vandermonde [17] V a = b où V est une matrice de Vandermonde
de taille n × n avec une progression géométrique sur chaque ligne
vi,j = αji , (i, j) ∈ [0, n− 1]2.
Entrée : Taille de la matrice : n
Entrée : αi : raison de la progression géométrique de la ligne i ∈ [0, n− 1]
Entrée/Sortie : En entrée, a contient b = V a, en sortie, contient le résultat
a
1 pour k ← 0 à n− 2 faire
2 pour j ← n− 1 décroissant jusque k + 1 faire
3 a[j]← a[j]− a[j − 1];
4 a[j]← a[j]/(α[j]− α[j − k − 1]);
5 fin
6 fin
7 pour k ← n− 2 décroissant jusque 0 faire
8 pour j ← k à n− 2 faire
9 a[j]← a[j]− α[k]× a[j + l];
10 fin
11 fin
Algorithme 6.4: Algorithme direct Vandermonde, dérivé de l’algo-
rithme 6.3. Cet algorithme calcule y = V x où V est une matrice de
Vandermonde n × n avec une progression géométrique sur chaque ligne :
vi,j = αji , (i, j) ∈ [0, n− 1]2.
Entrée : Taille de la matrice : n
Entrée : αi : raison de la progression géométrique de la ligne i ∈ [0, n− 1]
Entrée/Sortie : En entrée, ai contient a, en sortie, contient le résultat
b = V a
1 pour k ← 0 à n− 2 faire
2 pour j ← n− 2 décroissant jusque k faire
3 a[j]← a[j] + α[k]× a[j + l];
4 fin
5 fin
6 pour k ← n− 2 décroissant jusque 0 faire
7 pour j ← k + 1 à n− 1 faire
8 a[j]← a[j]× (α[j]− α[j − k − 1]);
9 a[j]← a[j] + a[j − 1];
10 fin
11 fin
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spécifique qui tire parti des opérations dans l’anneau des polynômes. Nous allons
maintenant nous intéresser à la transformée Mojette.
6.3 Représentation polynomiale de la transfor-
mée Mojette
La transformée Mojette et la transformée FRT sont fortement liées : nous
pouvons voir la seconde comme une version périodique de la première. Cette section
vise à appliquer le formalisme algébrique de la FRT à la transformée Mojette.
Dans cette section, l’image f de taille P × Q à projeter et à reconstruire est
représentée par un vecteur de polynômes de degré P − 1 à coefficients dans le corps
K :
f =

f0(x) =
∑P−1
k=0 f(k, 0)xk
...
fQ−1(x) =
∑P−1
k=0 f(k,Q− 1)xk
 .
Enfin, sans perte de généralité, nous apportons ici une légère modification à la
définition originale de la transformée Mojette. Nous calculerons ici la transformée
Mojette suivant un angle discret (p, q) par la formule suivante :
Mp,qf(b) =
P−1∑
k=0
Q−1∑
l=0
f(k, l)∆(b− kq + pl).
6.3.1 Projections Mojette sur des angles de la forme (p, 1)
Nous avons vu que les directions discrètes de projection en FRT∗ revenaient
toutes à des directions de type (p, 1). Nous allons commencer par étudier leur
équivalent pour la transformée Mojette, qui n’est pas périodique. Comme pré-
cédemment, nous allons tout d’abord nous attacher à formuler une projection,
puis analyser la matrice de projection obtenue pour plusieurs projections discrètes
distinctes.
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6.3.1.1 Étude d’une projection d’angle (p, 1)
Considérons maintenant une projection d’angle (p, 1) :
Mp,1f(b) =
Q−1∑
l=0
P−1∑
k=0
f(k, l)∆(b− k + pl).
Nous pouvons exprimer cette projection sous forme de polynôme de Laurent
en associant chaque binMp,1f(b) au monômeMp,1f(b)xb. On a enfin,Mp,1f(x) =∑
b∈ZMp,1f(b)xb. Cette identification est bien entendue licite du fait que seulement
un nombre fini de bins sont non-nuls sur une image à support borné.
Dans ces conditions, et contrairement à la section précédente où l’on considérait
une transformée périodique, nous considérons également l’opérateur inverse du
décalage à droite — en d’autres termes l’opération de décalage à gauche — que
nous noterons τ−1. À l’instar de la section précédente, à un polynôme de Laurent
p(x) ∈ K[x, x−1] nous associons l’opérateur p(τ). Les polynômes de Laurent
respectant la structure d’anneau commutatif intègre, les mêmes considérations que
sur l’anneau des polynômes formels sont encore valables.
En reprenant l’idée originale de la section précédente, nous souhaitons exprimer
la projection Mojette d’angle (p, 1) d’une image comme la somme de ses colonnes
après un décalage sur les lignes. La figure 6.5 nous permet une visualisation intuitive
de la méthode : en décalant la le ligne vers la gauche, la projection d’une image
suivant un angle (p, 1) se réduit à la somme de ses colonnes ayant subi ce décalage.
Proposition 6.6. Soit f une image de taille P ×Q. Avec les notations précédentes,
Mp,1f(x) =
Q−1∑
l=0
x−plfl(x) (6.9)
=
(
1 x−p x−2p · · · x−(Q−1)p
) (
f0(x) f1(x) · · · fQ−1(x)
)>
.
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kl
(2, 1)
b
−4
−3
−2
−1
0
1
2
(a) Projection Mojette d’angle (2, 1) d’une image de taille 3× 3
k
l
(2, 1) b−4 −3 −2 −1 0 1 2
p
(b) Calcul de la même projection en décalant les lignes de l’image
Figure 6.5 – Exemple de calcul de projection Mojette d’angle (p, 1) en effectuant
un décalage de p pixels sur chaque ligne de l’image
Démonstration. Soit une image f de taille P ×Q,
Mp,1f(x) =
∑
b∈Z
Q−1∑
l=0
P−1∑
k=0
f(k, l)∆(b− k + pl)
xb
=
Q−1∑
l=0
P−1∑
k=0
f(k, l)xk−pl
=
Q−1∑
l=0
[
P−1∑
k=0
f(k, l)xk
]
︸ ︷︷ ︸
fl(x)
x−pl =
Q−1∑
l=0
x−plfl(x).
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Il est intéressant de noter qu’ici, contrairement à la section 6.2, aucune condition
n’est exigée sur la taille de l’image.
6.3.1.2 Transformée Mojette pour un ensemble de projections
{
(pi, 1)
}
Nous considérons à présent un ensemble de projections d’angles discrets
{
(pi, 1)
}
.
Nous adoptons ici les mêmes notations que dans la section 6.2 en considérant une
matrice de transformation agissant sur une image et dont la résultante est un
vecteur de N projections correspondant chacune à l’angle (pi, 1).
En utilisant la proposition 6.6, nous obtenons :

Mp0,1f(x)
...
...
MpN−1,1f(x)

=

1 x−p0 x−2p0 · · · x−(Q−1)p0
1 x−p1 x−2p1 · · · x−(Q−1)p1
...
...
...
...
...
1 x−pN−1 x−2pN−1 · · · x−(Q−1)pN−1


f0(x)
...
...
fQ−1(x)

. (6.10)
Notons ici une frappante similarité avec l’expression de la matrice de transfor-
mation FRT∗. Même si ces deux transformées sont très proches, la FRT∗ étant une
transformation périodique, il n’est pas aisé de retrouver une formulation unifiée
comme entre les équations (6.5) et (6.10).
6.3.2 Projections Mojette sur des angles discrets (p, q)
Nous nous intéressons ici au cas général de projections suivant un angle discret
(p, q) avec q 6= 0. Contrairement au cas précédent avec des angles (p, 1), nous avons
besoin ici de sur-échantillonner les lignes de l’image d’un facteur q afin de pouvoir
calculer les projections à partir de décalages sur les lignes, comme l’illustre la
figure 6.7.
Nous pouvons alors calculer une projection Mojette d’angle (p, q) par l’équation :
Mp,qf(x) =
Q−1∑
l=0
x−plfl(xq). (6.11)
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(a) Projection Mojette d’angle (3, 2) d’une image de taille 5× 5
k
l
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p q
(b) Calcul de la même projection en sur-échantillonnant et en décalant les lignes de
l’image
Figure 6.7 – Example de calcul de projection Mojette d’angle (p, q) en effectuant
un sur-échantillonnage de facteur q puis un décalage de p pixels sur chaque ligne
de l’image
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Démonstration. Soit une image f de taille P ×Q,
∀(p, q) ∈ Z× N∗, Mp,qf(x) =
∑
b∈Z
Q−1∑
l=0
P−1∑
k=0
f(k, l)∆(b− kq + pl)
xb
=
Q−1∑
l=0
P−1∑
k=0
f(k, l)xkq−pl
=
Q−1∑
l=0
[
P−1∑
k=0
f(k, l)xkq
]
︸ ︷︷ ︸
fl(xq)
x−pl
=
Q−1∑
l=0
x−plfl(xq).
L’équation (6.11) n’est pas directement transposable en système matriciel à
cause de la composition de polynômes. Pour contourner ce problème, nous proposons
un traitement des projections par blocs de taille p× q en utilisant la description de
la transformée Mojette Shear-Stack que nous allons voir à présent.
6.3.3 Transformée Mojette Shear-Stack
La transformée Mojette Shear-Stack est une version de la transformée Mojette
par blocs de taille (p, q) [100].
6.3.3.1 Définition
Au lieu d’associer un ensemble de projections à une dimension pour une image
en deux dimensions, la transformée Mojette Shear-Stack transforme une image
bidimensionnelle en un ensemble de projections bidimensionnelles. Ainsi, chaque
pixel de l’image de coordonnées (k, l) est projeté en 2D sur un bin de coordonnées
(κ, λ) tel que le vecteur (k−κ, l−λ) soit colinéaire au vecteur (p, q) (donc orthogonal
à (q,−p)) :
(k − κ, l − λ) · (q,−p) = 0. (6.12)
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Afin d’obtenir un couple (κ, λ) unique, deux conventions ont été établies à
utiliser au choix — κ ∈ [0 . . . |p− 1|] ou λ ∈ [0 . . . q − 1] — ce qui donne :

κ = k mod |p|
λ = l − k−κ
p
q
ou

λ = l mod q
κ = k − l−λ
q
p.
(6.13)
La première convention est adaptée pour des directions de projections essentiel-
lement horizontales (p > q) et la deuxième est préférable pour des directions de
projections essentiellement verticales (p < q).
Cette transformée est équivalente à la transformée Mojette classique car on
peut retrouver chaque bin de la projection classiqueMp,qf(b) par la formule :
b = κq − λp. (6.14)
En pratique, cette projection est très facile à calculer car elle équivaut à décaler
les blocs (|p|, q) de l’image et à les sommer. Cette opération est illustrée dans la
figure 6.8.
k
l
image
qi
pi
projection
nl
nk
(a)
image
128
32
projection
128
128
128
(b)
Figure 6.8 – (a) Schéma de la projection Mojette Shear-Stack d’angle (p, q) par
décalages par blocs de lignes. (b) Exemple de la projection Mojette Shear-Stack de
l’image Lena de taille 512× 512 avec (p, q) = (32, 128)
214
6.3.3.2 Description algébrique avec de la transformée Mojette Shear-
Stack
Nous pouvons exprimer la transformée Mojette Shear-stack d’une image f de
taille P ×Q par l’équation suivante :
MSSp,qf(κ, λ) =
Q−1∑
l=0
l≡λ mod q
P−1∑
k=0
f(k, l)∆ [(k − κ)q − (l − λ)p] . (6.15)
En utilisant les notations établies tout au long du chapitre, nous identifions la
transformée Mojette Shear-Stack d’angle discret (p, q) à un vecteur de q polynômes :
MSSp,qf =

MSS0p,qf(x) =
∑
κ∈Z
MSSf(κ, 0)xκ
...
MSSq−1p,q f(x) =
∑
κ∈Z
MSSf(κ, q − 1)xκ
 . (6.16)
En utilisant ce formalisme, nous pouvons exprimer la projection Mojette Shear-
Stack sous forme matricielle comme ce qui suit.
Proposition 6.9. Soit f une image de taille P ×Q représentée par un vecteur de
Q lignes polynomiales. On a alors, pour λ ∈ [0 . . . q − 1] :
MSSλp,qf(x) =
Q−1∑
l=0
l≡λ mod q
x−b lqcpfl(x). (6.17)
Soit sous forme matricielle :
MSSp,qf = Λp,q × f , (6.18)
où Λp,q est une matrice de taille q ×Q de la forme :
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Λp,q =
1 0 0 x−p 0 0 x−2p 0 0 x−3p 0
0 1 0 0 x−p 0 0 x−2p 0 0 x−3p
0 0 1 0 0 x−p 0 0 x−2p 0 0
0 0 1 0 0 x−p 0 0 x−2p 0


q termes
(6.19)
Démonstration. Soit f une image de taille P ×Q.
MSSp,qf =

∑
κ∈Z
MSSf(κ, 0)xκ
...∑
κ∈ZMSSf(κ, q − 1)xκ

=

∑
κ∈Z
Q−1∑
l=0
l≡0 mod q
P−1∑
k=0
f(k, l)∆ [(k − κ)q − (l − λ)p]xκ
...∑
κ∈Z
Q−1∑
l=0
l≡q−1 mod q
P−1∑
k=0
f(k, l)∆ [(k − κ)q − (l − λ)p]xκ

=

Q−1∑
l=0
l≡0 mod q
P−1∑
k=0
f(k, l)xk−
l−λ
q
p
...
Q−1∑
l=0
l≡q−1 mod q
P−1∑
k=0
f(k, l)xk−
l−λ
q
p

=

Q−1∑
l=0
l≡0 mod q
P−1∑
k=0
f(k, l)xkx−
l−λ
q
p
...∑
κ∈Z
Q−1∑
l=0
l≡q−1 mod q
P−1∑
k=0
f(k, l)xkx−
l−λ
q
p

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MSSp,qf =

Q−1∑
l=0
l≡0 mod q
fl(x)x−
l−λ
q
p
...
Q−1∑
l=0
l≡q−1 mod q
fl(x)x−
l−λ
q
p

=

Q−1∑
l=0
l≡0 mod q
fl(x)x−b
l
q
cp
...
Q−1∑
l=0
l≡q−1 mod q
fl(x)x−b
l
q
cp

.
La matrice Λp,q définie en (6.19) n’est pas une matrice de Vandermonde.
Nous ne pouvons donc pas utiliser l’algorithme 6.3 pour la reconstruction à partir
de ce système. Par contre, cette description reste cohérente avec le critère de
Katz, car chaque direction de projection (p, q) produit ainsi q lignes de projections
indépendantes. La matrice issue de la compilation de N directions de projection
(pi, qi) produira ainsi
∑N−1
i=0 qi lignes.
Nous proposons de combiner ces q projections de manière à ce que la matrice
résultante soit une matrice de Vandermonde. La méthode consiste à combiner de
q manières indépendantes ces q lignes, de façon à conserver le rang de Λp,q après
transformation :
Sp,q =

1 a0x−
p
q a20x
−2 p
q · · · aq−10 x−(q−1)
p
q
...
1 aq−1x−
p
q a2q−1x
−2 p
q · · · aq−1q−1x−(q−1)
p
q
 , (6.20)
et en multipliant Λp,q à gauche par Sp,q on obtient :
Vp,q = Sp,q ×Λp,q (6.21)
=

1 a0x−
p
q a20x
−2 p
q · · · aq−10 x−(q−1)
p
q x−p a0x
−(q+1) p
q · · ·
...
1 aq−1x−
p
q a2q−1x
−2 p
q · · · aq−1q−1x−(q−1)
p
q x−p aq−1x
−(q+1) p
q · · ·
 .
(6.22)
Nous déduisons de l’équation (6.22) les conditions sur les ai pour que la matrice
Vp,q soit une matrice de Vandermonde. Il faut premièrement que les ai soient des
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racines qe de l’unité pour que périodiquement aqi = 1. Enfin pour avoir rg(Vp,q) =
rg(Λp,q), il faut que les ai soient tous différents. Ces deux conditions sont respectées
en posant :
aj = e
2ijpi
q , (6.23)
où i désigne ici le complexe imaginaire pur tel que i2 = −1.
Nous en déduisons donc :
Sp,q =

1 x−
p
q x−2
p
q · · · x−(q−1) pq
1 e
2ipi
q x−
p
q e
4ipi
q x−2
p
q · · · e 2i(q−1)piq x−(q−1) pq
...
1 e
2i(q−1)pi
q x−
p
q e
4i(q−1)pi
q x−2
p
q · · · e 2i(q−1)
2pi
q x−(q−1)
p
q

(6.24)
et
Vp,q =

1 x−
p
q x−2
p
q · · · x−p x−(q+1) pq · · ·
1 e
2ipi
q x−
p
q e
4ipi
q x−2
p
q · · · x−p e 2ipiq x−(q+1) pq · · ·
...
1 e
2i(q−1)pi
q x−
p
q e
4i(q−1)pi
q x−2
p
q · · · x−p e 2i(q−1)piq x−(q+1) pq · · ·
 .
(6.25)
Le système Vp,q peut maintenant être utilisé pour obtenir des projections « de
Vandermonde » ainsi que pour reconstruire une image à partir de ces projections.
Lorsque nous avons des projections Mojette classique ou Shear-Stack, il suffit de
leur appliquer la matrice Sp,q pour ensuite pouvoir reconstruire l’image initiale à
partir de l’algorithme 6.3.
De même, remarquons que la matrice Sp,q est elle-même une matrice de
Vandermonde. Pour transcrire une projection Mojette d’angle discret (p, q) dans
le système de Vandermonde, il suffit donc de leur appliquer l’algorithme 6.4.
Enfin nous pouvons retrouver les projections Mojette Shear-Stack à partir
des données obtenues en appliquant Vp,q directement sur l’image en utilisant
l’algorithme 6.3 pour inverser Sp,q.
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6.4 Conclusion
Dans ce chapitre, nous avons proposé un cadre algébrique pour décrire l’espace
image et l’espace des projections Mojette et FRT. Ainsi, chaque ligne de l’image
est modélisée par un vecteur de polynômes. Au sein de chaque polynôme, chacun
des monômes représente un pixel distinct, dont la position horizontale sur la ligne
est donnée par le degré du monôme et dont la valeur est donnée par le coefficient
du monôme. Le même formalisme est appliqué pour décrire l’espace de projection :
chacune des projections discrètes est représentée par un polynôme dont chaque
monôme correspond à un bin. Dans ce formalisme, la matrice de projection est une
matrice de Vandermonde.
Après avoir présenté la théorie développée par N. Normand, I. Svalbe et al.
pour la FRT [125], nous nous attachons à définir plus formellement les structures
mathématiques par des anneaux de polynômes quotients. Nous voyons en particulier
que la condition de somme nulle pour toutes les lignes de l’image de [125] ainsi
que le caractère périodique de l’image et des projections FRT se traduit par une
condition unique sur l’anneau des polynômes quotient. Cette représentation est plus
générale et relaxe la contrainte forte de [125] sur la somme des lignes de l’image.
Ensuite, nous nous sommes attachés à décrire la transformée Mojette, non
périodique, dans le même formalisme qu’en FRT, mais dans l’anneau des polynômes
tout entier. Si cette transposition est triviale pour les angles discrets de type (p, 1),
elle l’est beaucoup moins pour le cas général (p, q). En passant par la transformée
Mojette Shear-Stack, chaque projection Mojette d’angle discret (p, q) est décomposée
en q sous-projections, que nous savons ensuite traiter. La matrice de projection
Mojette résultante est encore une matrice de Vandermonde.
Enfin, disposant d’une description par matrice de Vandermonde pour la
FRT et la transformée Mojette, nous avons proposé un algorithme de projec-
tion/reconstruction efficace. Cet algorithme est basé sur une méthode classique de
résolution de systèmes de Vandermonde. Les opérations usuelles dans le corps des
réels sont donc remplacées par leur équivalent polynomial dont la mise en œuvre
sur des images se réduit à des opérations de filtrage.
L’ensemble de ces avancées théoriques ont plusieurs visées applicatives qu’il
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faudra étudier. Tout d’abord, la manipulation des images et des projections ligne
par ligne permettrait de paralléliser la reconstruction tomographique et donc d’en
améliorer la performance. De plus, le formalisme algébrique présenté ici pourrait
être utile à la caractérisation des fantômes pour les transformées Mojette et FRT.
En effet, toute sous-matrice carrée d’une matrice de Vandermonde est inversible.
Cette caractéristique est déjà largement utilisée dans les codes correcteurs d’erreurs
comme Reed-Solomon car elle permet de récupérer l’information perdue à partir
d’une information partielle suffisante. Dans notre cas, cela implique de pouvoir
reconstruire une image à partir d’une connaissance a priori d’une partie de celle-ci
et d’un ensemble insuffisant de projections discrètes.
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Troisième partie
Imagerie quantitative et projet
QuantiCardi
221

Introduction de la troisième partie
Cette thèse a été réalisée à mi-temps au sein de l’entreprise Keosys dans le
cadre du développement d’une application de quantification absolue de la perfusion
myocardique en tomographie à émission de positons.
Cette troisième et dernière partie présente nos contributions industrielles ainsi
que l’application des développements théoriques.
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Chapitre 7
Quantification de la perfusion
myocardique en TEP en routine
clinique
Dans ce chapitre, nous développons une application des travaux pré-
sentés précédemment dans le contexte de la quantification de la perfu-
sion myocardique en tomographie par émission de positons.
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Dans ce chapitre, nous développons une application des travaux présentés
précedemment. Le problème clinique auquel nous sommes confrontés est la détection
des maladies coronariennes. Ces maladies peuvent être diagnostiquées efficacement
en observant la perfusion myocardique du ventricule gauche du cœur, c’est-à-dire
le débit sanguin irriguant le muscle du cœur.
Nous allons dans un premier temps effectuer quelques brefs rappels d’anatomie
afin de situer le problème industriel de quantification dans le contexte médical.
Ensuite, nous présenterons la mise en place d’une solution industrielle.
7.1 Contexte clinique
Avant de présenter l’application technologique, il nous semble primordial de
placer le contexte médical de notre problématique industrielle.
7.1.1 Anatomie du cœur et circulation sanguine
Le cœur est un organe creux qui agit comme une pompe au centre du système
circulatoire. Les artères et les veines principales y sont directement connectées.
La figure 7.1 1 propose une représentation schématique en coupe frontale du
cœur. Celui-ci est divisé en une partie droite et une partie gauche, séparées par le
septum. Chacune des parties comporte deux cavités : une oreillette et un ventricule,
qui sont séparés par une valve n’autorisant la circulation que dans un sens. Ainsi,
le sang s’écoule toujours des oreillettes aux ventricules. En se contractant, les
ventricules propulsent le sang dans les artères.
Plus précisément, le sang en provenance des veines pulmonaires gauches — riche
en oxygène — entre dans l’oreillette gauche et passe dans le ventricule gauche
(VG) via la valve mitrale avant d’être éjecté dans l’aorte, qui fournit alors du sang
fraîchement oxygéné à notre corps.
Le sang en provenance de la veine cave — pauvre en oxygène — entre dans
l’oreillette droite et passe dans le ventricule droit (VD) via la valve tricuspide,
avant d’être éjecté vers les poumons en empruntant les artères pulmonaires.
1. http://www.fedecardio.org/votre-coeur/anatomie/fonctionnement-du-coeur
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Figure 7.1 – Représentation schématique en coupe frontale du cœur (ressource de
la fédération française de cardiologie)
La fonction contractile cardiaque est assurée par un muscle constituant la paroi
du cœur, le myocarde. Ce muscle est entouré de l’endocarde sur la paroi interne et
de l’épicarde sur la paroi externe. Comme tout muscle, le myocarde a besoin d’être
irrigué en sang (ou perfusé).
Premières dérivations à l’entrée de l’aorte, les artères coronaires assurent la
perfusion du myocarde. Nous pouvons les visualiser sur le schéma de la figure 7.2 2.
7.1.2 Maladies coronariennes
D’après l’Organisation mondiale de la santé, la maladie coronarienne est la
principale cause de décès dans le monde en 2012 et surtout dans les pays à fort
revenu [142].
Également appelée cardiopathie ischémique, cette maladie des artères coronaires
est caractérisée par le développement progressif de plaques athéromateuses sur
leur paroi interne. L’accumulation de ces plaques obstrue peu à peu les artères
2. « Coronaire » par Patrick J. Lynch, illustrateur médical. Sous licence CC BY-SA 3.0 via
Wikimedia Commons - http://commons.wikimedia.org/wiki/File:Coronaire.png
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Figure 7.2 – Artères coronaires, sous licence Creative Commons
coronaires et réduit le débit sanguin. Cette réduction de débit a pour conséquence
de réduire la perfusion du myocarde. Ainsi, les zones du myocarde hypoperfusées
ne reçoivent pas suffisamment d’oxygène par rapport à leurs besoins, on parle alors
d’ischémie du myocarde [153].
Depuis plusieurs décennies, l’examen de référence pour la détection de maladie
coronarienne est l’angiographie coronarienne, consistant à injecter un produit
de contraste directement dans les artères en question à l’aide d’un cathéter et à
effectuer une radiographie pour visualiser les voies sanguines. Cet examen est invasif
et est progressivement remplacé par la coronarographie par tomodensitométrie,
technique non invasive mais plus irradiante [1]. Cependant, ces examens anatomiques
permettent de visualiser l’état des artères, mais pas le débit sanguin. Il est donc
difficile d’établir le lien entre une mesure de réduction d’artère coronaire et le
stade et l’évolution de la maladie à travers des indices prédictifs précis. Pour ces
raisons, il est donc préférable de s’intéresser aux signes cliniques de la maladie
coronarienne [153].
Les défauts de perfusion du myocarde entraînent une succession d’effets et de
signes cliniques de gravité croissante, appelée cascade ischémique. Ainsi au fur et à
mesure que la perfusion myocardique diminue, on observe successivement :
— une hypo-perfusion régionale du myocarde ;
— des anomalies métaboliques ;
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— des troubles de la contractilité du ventricule gauche, d’abord la fonction
diastolique qui est la capacité du VG à se détendre donc à se remplir, puis la
fonction systolique qui est la capacité du VG à se contracter donc à éjecter
le sang vers l’aorte ;
— des troubles de l’activité électrique visibles à l’électrocardiogramme ;
— l’angine de poitrine ou angor, caractérisée par une douleur thoracique.
Chacun des signes cliniques de la cascade ischémique peut faire l’objet d’un
diagnostic. En particulier, le diagnostic de la perfusion myocardique permet de
détecter l’ischémie à son stade le plus précoce. Il peut être vu comme une alter-
native à la coronarographie mais chacune de ces pratiques possède avantages et
inconvénient et font donc l’objet d’indications précises [117, 157].
7.2 Imagerie de la perfusion myocardique en mé-
decine nucléaire
L’examen de la perfusion myocardique est traditionnellement du domaine de
la médecine nucléaire 3. Son principe est d’injecter un radiopharmaceutique qui se
diffuse dans le sang. Les modalités d’imagerie de médecine nucléaire, tomographie
à émission monophotonique (TEMP) ou tomographie à émission de positons (TEP)
permettent d’imager la distribution tridimensionnelle de ce radiopharmaceutique à
la surface du myocarde. En supposant une certaine linéarité entre la concentration
spatiale du radiopharmaceutique et la perfusion myocardique, les images obtenues
sont alors le reflet de la perfusion en tout point de l’espace.
Cet examen est réalisé en deux phases : une phase au repos et une phase à
l’effort pour effectuer le diagnostic. En effet, la perfusion globale étant moins élevée
au repos qu’à l’effort, certains défauts de perfusion ne sont visibles qu’à l’effort. De
tels défauts de perfusion sont dits réversibles. D’autres défauts non-réversibles sont
visibles à la fois à l’effort et au repos. Cette classification est très importante pour
la prise en charge thérapeutique.
3. Des tentatives d’imagerie de la perfusion myocardique à l’IRM existent mais aucune ne se
retrouve aujourd’hui en routine clinique [109].
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7.2.1 TEMP : quantification relative
La plupart du temps ces examens sont réalisés en TEMP, pour son faible coût
et l’accessibilité des équipements et radiopharmaceutiques. Le patient est alors
injecté de 201Tl ou 99mTc-mibi.
Les images produites dans le cas de l’imagerie de la perfusion myocardique en
TEMP ne fournissent pas d’information quantitative, c’est-à-dire que les conditions
physiques d’acquisition rendent difficile d’établir avec une précision suffisante
une relation entre la concentration radioactive mesurée et le débit myocardique.
Cependant, même sans information quantitative, les variations de concentration
radioactive mesurées dans le myocarde permettent d’établir un diagnostic.
Ainsi, l’hypothèse fondamentale en TEMP est que la zone d’intensité maximale
dans l’image correspond à une zone saine. En normalisant toute l’image par le
maximum d’intensité, on obtient une cartographie relative, exprimant en chaque
point de l’espace le ratio de la perfusion avec une perfusion « normale ». On appelle
ce processus la quantification relative de la perfusion myocardique.
7.2.2 TEP : quantification absolue
La TEP est une modalité qui est en compétition avec la TEMP depuis les débuts
de la médecine nucléaire. Bien que la TEMP ait des avantages pratiques, les images
produites par la TEP ont souvent une meilleure résolution spatiale, une meilleure
quantification du fait de la sensibilité plus faible au phénomène d’atténuation et, le
cas échéant, une meilleure résolution temporelle. Ces qualités rendent le diagnostic
plus fiable pour les patients en surpoids pour lesquels l’atténuation est importante.
En outre, la TEP permet d’obtenir une quantification absolue de la perfusion
myocardique, c’est-à-dire de mesurer la valeur du débit sanguin à partir des images
acquises et non un rapport comme en TEMP. Cette information est capitale en cas
d’hypo-perfusion dans la globalité du myocarde. En effet, l’information fournie par
la TEMP ne permet pas de détecter ce défaut pourtant de gravité importante car
la perfusion relative reste alors élevée partout [108].
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7.3 Les étapes de la quantification
La quantification de la perfusion myocardique en routine clinique répond à des
exigences de présentation et de traitements normalisés permettant de faciliter la
comparaison inter-patient et de réduire les variabilités lors des procédures [89, 90].
La figure 7.3 dénote la chaîne de traitements nécessaires pour la quantification
de la perfusion en routine clinique.
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dynamique 3D+t
Reconstruction
tomographique
Ré-orientation du
ventricule gauche
Échantillonnage
polaire & sectorisation
Analyse cinétique
Données de projection
Série temporelle
d’images 3D
Volumes ré-orientés Visualisationstandard 3 axes
Cartographies
polaires “bull’s
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Courbes temps-
activité par secteur
Cartographies
de débit sanguin
myocardique
Figure 7.3 – Chaîne de traitements complète pour la quantification absolue
automatisée de la perfusion myocardique en TEP
7.4 Ré-orientation du ventricule gauche
La ré-orientation du ventricule gauche se décline en deux étapes successives : une
première étape de segmentation du myocarde et une étape consistant à déterminer
la direction des axes principaux du ventricule gauche.
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7.4.1 Segmentation du ventricule gauche
La première étape menant à la quantification finale consiste à segmenter le
myocarde, c’est-à-dire l’isoler dans le volume entier acquis à la TEP. Plusieurs
pistes ont été envisagées d’après l’étude de l’état de l’art.
D’une part les approches basées sur les contours consistent à ajuster un (ou
deux dans le cas du myocarde) contour à notre forme qui va se déformer de manière
itérative pour se plaquer finalement sur l’objet à segmenter. Ces approches utilisent
un modèle variationnel pour diriger la direction et l’amplitude de déformation. Nous
pouvons citer parmi les méthodes rencontrées les snakes, contours actifs et surfaces
de niveaux [26]. Ces méthodes très efficaces pour des modalités telles que l’IRM ou
la TDM le sont moins pour les modalités de médecine nucléaire qui souffrent d’une
mauvaise résolution spatiale et d’un bruit important. De plus, l’hyperfixation du
radiopharmaceutique dans les régions hépatiques ou gastriques empêche la bonne
convergence du modèle. Nous avons donc opté pour une autre approche.
Les approches basées sur les régions consistent à regrouper ensemble des voxels
qui partagent des caractéristiques communes. De nombreuses méthodes différentes
existent encore ici, nous pouvons citer la croissance de région, le clustering, le
seuillage adaptatif ou non, etc. Nous pouvons également choisir ou non d’inclure des
aprioris de forme ou de position pour aider l’algorithme à effectuer une segmentation
automatique efficace. Cependant en mettant trop l’accent dans notre modèle sur la
forme ellipsoïdale du ventricule gauche, la segmentation peut échouer à cause des
régions d’hypo-perfusions, régions mêmes que nous voulons identifier précisément
pour le diagnostic final.
En nous basant sur l’état de l’art, nous avons choisi d’appliquer une approche
région morphologique en utilisant des aprioris de volume et de position du ventricule
gauche [62, 63]. La première étape de la segmentation consiste à effectuer un seuillage
à la moitié de l’intensité mesurée dans l’image. Ce seuillage permet d’isoler une
partie du myocarde et éventuellement des hyperfixations résiduelles. Les voxels
retenus sont ensuite regroupés par composantes connexes, et une série d’érosions et
de dilatations morphologiques permettent de détacher les structures avoisinantes
hyperfixantes qui ne correspondent pas au ventricule gauche.
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Ces étapes sont résumées dans l’algorithme 7.4.
Algorithme 7.4: Algorithme de segmentation du ventricule gauche [62]
Entrée : I : Image volumique de taille X × Y × Z
Entrée : B : Élément structurant
Sortie : M : Masque binaire
/* Seuillage */
1 Imax ← max(I)
2 pour chaque (i, j, k) ∈ [1 . . . X]× [1 . . . Y ]× [1 . . . Z] faire
3 si I(i, j, k) ≥ Imax2 alors M(i, j, k)← 1 sinon M(i, j, l)← 0
4 fin
/* Étiquetage des composantes connexes. */
5 L← ComposantesConnexes(M) /* Identification du ventricule
gauche */
6 labelV G← IdentificationLabelVG(L)
7 tant que Volume(L(labelVG)) ≥ Vmax faire
8 Erosion(L(labelVG),B)
9 fin
7.4.2 Modélisation ellipsoïdale
Une fois le ventricule gauche segmenté, nous devons pouvoir le représenter selon
les vues standard (vues trois axes et cartes polaires). Afin de générer ces nouvelles
vues, il nous faut estimer les axes principaux du ventricule gauche qui est alors
modélisé comme un ellipsoïde [29, 42, 61, 62, 104].
La première étape consiste à échantillonner le volume segmenté de manière à
transformer le volume en surface (courbe de dimension 3) puis à transformer cette
surface en série de points. Un échantillonnage sphérique à partir du barycentre
du volume est réalisé avec un pas angulaire constant. Sur chaque rayon, seuls les
maxima sont retenus et définissent la surface myocardique médiane (entre l’épicarde
et l’endocarde).
La seconde étape consiste à ajuster une surface ellipsoïdale au nuage de points
obtenus.
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Figure 7.5 – Segmentation automatique du ventricule gauche : capture d’écran
du module réalisé dans le logiciel commercial de Keosys
7.4.2.1 Ajustement d’un ellipsoïde aux données
Pour décrire ce processus, intéressons-nous à l’expression algébrique d’une telle
surface quadratique. Dans un repère cartésien, un ellipsoïde possède une équation
du type :
f(x) = x>Ax+ b>x+ c = 0, (7.1)
où A =

A1 A4 A5
A4 A2 A6
A5 A6 A3
 est une matrice symétrique réelle définie-positive, b =

A7
A8
A9

et c = −1 est une constante fixée de manière arbitraire mais non nulle.
Il existe plusieurs moyens d’ajuster un nuage de points à une surface quadratique
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dont l’expression est définie par l’équation (7.1). Un panorama de ces méthodes est
présenté dans [3]. En particulier, la méthode intuitive serait de réduire la distance
géométrique euclidienne entre la surface quadratique estimée et le nuage de points.
Cependant cette technique est lourde et nous utilisons la distance algébrique
comme approximation de la distance euclidienne. La distance algébrique entre un
nuage de points P =
x1 =

x1
y1
z1
 , . . . ,xn =

xn
yn
zn

 et une surface quadratique
S : {x ∈ R3 | f(x) = 0 } est définie par [3] :
d(P ,S) =
√√√√ n∑
i=1
f(xi)2. (7.2)
Ainsi le problème se réduit à trouver les paramètres A1, . . . , A9 tels que d(P ,S)
soit minimal. En dérivant l’expression (7.2) par rapport aux Ai, nous obtenons les
équations normales du système, qui équivaut alors à :
Sa = d, (7.3)
où a =

A1
...
A9
 est l’inconnue, S la matrice symétrique :
S =
xi
2xi
2 xi
2yi
2 xi
2zi
2 2xi3yi 2xi3zi 2xi2yizi xi2xi xi2yi xi2zi
yi
2yi
2 yi
2zi
2 2xiyi3 2xiyi2zi 2yi3zi xiyi2 yi2yi yi2zi
zi
2zi
2 2xiyizi2 2xizi3 2yizi3 xizi2 yizi2 zi2zi
4xi2yi2 4xi2yizi 4xiyi2zi 2xi2yi 2xiyi2 2xiyizi
4xi2zi2 4xiyizi2 2xi2zi 2xiyizi 2xizi2
4yi2zi2 2xiyizi 2yi2zi 2yizi2
xixi xiyi xizi
yiyi yizi
zizi


(7.4)
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et
d =
(
xixi yiyi zizi 2xiyi 2xizi 2yizi
∑n
i=1 xi
∑n
i=1 zi
∑n
i=1 zi
)>
(7.5)
en adoptant la convention de sommation d’Einstein : aibi =
∑n
j=1 ajbj.
La matrice S étant de taille raisonnable et symétrique, nous résolvons le sys-
tème (7.3) en opérant une transformation QR [131].
7.4.2.2 Calcul des directions principales
En ayant déterminé les matrices A et b de l’équation (7.1), il est aisé de
déterminer le centre, les directions principales et les rayons de l’ellipsoïde en la
réduisant son équation sous la forme :
(x− v)>A′(x− v) = 1. (7.6)
Sous cette forme, le vecteur v correspond aux coordonnées du centre de l’ellipsoïde,
les valeurs propres de A′ correspondent à l’inverse du carré des diamètres de
l’ellipsoïde et les vecteurs propres associés aux valeurs propres forment une base
orthonormée qui définit les directions principales, c’est-à-dire la direction des grands,
moyens et petit axes de l’ellipsoïde.
La dernière étape consiste donc à diagonaliser la matrice A′ dans une base de
vecteurs propres orthonormale, dont l’existence est justifiée par le fait que A′ est
une matrice symétrique réelle :
A′ = P>

1
r12
0 0
0 1
r22
0
0 0 1
r32
P (7.7)
où r1, r2, et r3 sont respectivement le grand, moyen et petit demi-axes de l’ellipsoïde.
P est la matrice de passage des coordonnées cartésiennes à la base propre de
l’ellipsoïde. Cette matrice sert alors de matrice de rotation pour ré-orienter le
ventricule gauche.
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Figure 7.6 – Vues standard petit axe (quatre premières lignes), grand axe vertical
(cinquième et sixième lignes) et grand axe horizontal (deux dernières lignes) :
capture d’écran du module logiciel réalisé dans le logiciel commercial de Keosys
Les cartes polaires sont réalisées en échantillonnant la surface de l’ellipsoïde. Le
centre de la carte polaire correspond aux coupes apicales et les couronnes extérieures
aux coupes basales.
Figure 7.7 – Cartes polaires de la concentration relative en 82Rb au repos et à
l’effort réalisée sous Matlab en cours d’intégration dans le logiciel de Keosys
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7.5 Analyse cinétique
La segmentation du ventricule gauche à tous les temps de la série dynamique
permet d’obtenir pour chaque région du myocarde des courbes temps-activité, c’est-
à-dire l’évolution temporelle de la concentration de 82Rb. Grâce à la modélisation
des processus de captation du radiopharmaceutique dans le myocarde et de diffusion
dans le sang, nous sommes en mesure de relier les courbes temps-activité données
par les mesures TEP dynamiques au débit sanguin. Il existe plusieurs outils pour
réaliser cette tâche. Nous avons choisi d’opter ici pour une modélisation cinétique à
l’aide de compartiments fonctionnels. La quantification du débit sanguin est réalisée
en deux étapes : la détermination des constantes de captation et de clairance, puis
la quantification du débit sanguin à partir de ces derniers.
7.5.1 Modèles compartimentaux
Différents modèles cinétiques ont été proposés pour quantifier le débit sanguin
au 82Rb [37, 38, 88, 176]. Nous en citerons deux : le modèle à trois compartiments
(deux compartiments de tissus et un compartiment sanguin) et le modèle à deux
compartiments (un compartiment de tissu et un compartiment sanguin).
Le modèle à trois compartiments modélise avec précision les processus physiolo-
giques et mécaniques dans le corps humain [88, 93]. Ainsi, comme nous pouvons
le voir dans la figure 7.8, les trois compartiments sont le sang artériel, l’espace
interstitiel — entre les cellules — et l’espace intracellulaire à l’intérieur de la
membrane cellulaire.
CP
Plasma
C1
Espace
interstitiel
C2
Espace
intracellulaire
CT
K1
k2
k3
k4
Figure 7.8 – Modèle compartimental à trois compartiments
Bien que ce modèle ait été utilisé avec succès pour quantifier le débit sanguin
au 82Rb [88, 93], ses trop nombreux paramètres sont difficilement déterminés de
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manière robuste à partir des mesures fortement bruitées en TEP dynamique [38].
L’utilisation d’un modèle simplifié à deux compartiments permet d’obtenir une
meilleure robustesse et une variance plus faible, en plus de simplifier le processus
de quantification [37, 38, 111]. Ce modèle est présenté à la figure 7.9.
CP
Plasma
CT
Tissu myocardique
Cm
K1
k2
Figure 7.9 – Modèle compartimental à deux compartiments
CP (t) et CT (t) représentent la concentration radioactive dans les compartiments
sanguin et de tissu myocardique. Elles varient au cours du temps et sont exprimées
en Bq.mL−1. Les constantes K1 et k2 sont des vitesses d’échange et sont donc
exprimées en inverse d’unité de temps (min−1). Il faut toutefois noter que souvent
la masse volumique ρ est incorporée dans K1, qui est alors exprimée en mL.min−1.g.
7.5.1.1 Résolution théorique
En un temps infinitésimal dt, Cp(t) perd K1CP (t)dt et gagne k2CT (t)dt et
inversement pour CT . On peut donc écrire :
CT (t+ dt) = CT (t) +K1CP (t)dt− k2CT (t)dt. (7.8)
En divisant par dt et en prenant la limite dt → 0, nous obtenons l’équation
différentielle décrivant le modèle [78] :

dCT (t)
dt
= K1CP (t)− k2CT (t)
CT (0) = 0.
(7.9)
La solution d’une telle équation différentielle est [78] :
CT (t) = K1 exp(−k2t) ∗ CP (t), (7.10)
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où ∗ désigne l’opération de convolution 4.
7.5.1.2 Adéquation du modèle aux mesures
Nous souhaitons à présent utiliser les images TEP dynamiques pour estimer les
constantes cinétiques. Il faut donc pouvoir mesurer CP et CT au cours du temps.
CP représentant la concentration d’activité dans le sang artériel, nous pouvons
l’estimer à partir d’une région de l’image ne contenant que du sang. Ainsi, l’intensité
des images à un temps t dans une région au centre de la cavité du ventricule gauche,
chargée de sang, est une bonne approximation de CP (t) [104, 111].
D’autre part, l’intensité des images TEP dans le myocarde segmenté donne
à chaque temps la concentration CM . À cause des effets de volume partiel et
du fait que le myocarde soit irrigué de sang, CM ne correspond pas exactement
au compartiment de tissu myocardique CT , mais contient un mélange des deux
compartiments. Nous notons VB la part du compartiment sanguin mesuré dans
CM :
CM(t) = VBCP (t) + (1− VB)CT (t). (7.11)
En combinant les équations (7.10) et (7.11), il vient :
CM(t) = VBCP (t) + (1− VB) exp(−k2t) ∗ CP (t). (7.12)
7.5.2 Du taux de captation au débit sanguin
Le taux d’absorption K1 représente la quantité de radiopharmaceutique cédée
par le compartiment sanguin au tissu myocardique par unité de temps. Si à chaque
passage dans un capillaire, la totalité du radiopharmaceutique était extraite par
le tissu, K1 correspondrait exactement au débit sanguin (noté F ). Cependant,
l’extraction dépend des propriétés physico-chimiques de chaque pharmaceutique,
et K1 est alors le produit du débit sanguin F et d’un taux d’extraction E, qui
représente la quantité de radiopharmaceutique extraite au premier passage du sang
4. En analyse cinétique, la notation ⊗ semble être d’usage pour désigner la convolution. Nous
avons décidé de ne pas adopter cette convention par souci de cohérence avec le reste du manuscrit.
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dans le capillaire [119]. E. M. Renkin et C. Crone ont proposé, en modélisant les
échanges de fluides entre le tissu et les capillaires, un modèle d’extraction dépendant
non-linéairement du débit [39, 137] :
E(F ) = 1− exp
(
−PS
F
)
, (7.13)
où P est la perméabilité de la membrane du capillaire pour le radiopharmaceutique
considéré (en mL.min−1.g−1.cm−3) et S est la surface totale d’échange des capillaires
(en cm−3).
Le produit PS n’est pas non plus constant avec le débit sanguin à cause des
mécanismes de recrutement des capillaires lorsque le débit sanguin augmente. Plus
particulièrement, K. Yoshida, N. Mullani et al. ont montré empiriquement que
PS augmente linéairement avec F [176] :
PS(F ) = αF + β. (7.14)
En combinant les équations (7.13) et (7.14), l’extraction s’exprime donc par :
E(F ) = 1− exp
(
−αF + β
F
)
= 1− a exp
(
− β
F
)
. (7.15)
Les valeurs α et β ont été déterminées empiriquement à plusieurs reprises lors
d’études de validation [111, 176]. Nous utilisons les mesures de [111] dans notre
mise en œuvre.
7.6 Conclusion
Nous avons présenté dans ce chapitre le contexte clinique et le tissu industriel
de cette thèse. La quantification du débit myocardique est d’importance critique
pour le diagnostic et le pronostic des maladies coronariennes. Aussi, de nombreuses
méthodes de quantification ainsi que des solutions commerciales existent et sont
validées sur des cohortes de patients. Cependant, de nombreuses autres études
dénotent des variabilités encore trop élevées entre les méthodes de quantification
241
courantes. En particulier, ces lacunes pointent des axes critiques dans la chaîne
de traitement, comme la reconstruction tomographique ou les méthodes de ré-
orientations [79, 106].
Après avoir posé le contexte clinique, nous avons présenté la méthodologie et les
choix retenus lors de la conception et de la réalisation d’un outil d’analyse d’images
en cardiologie nucléaire. La figure 7.10 présente un aperçu de l’architecture générale
de la solution.
La modélisation, la réalisation et les tests de développements de cette solution
ont demandé la moitié de mon temps hebdomadaire pendant la réalisation de ma
thèse. Nous pouvons remarquer que les reconstructions tomographiques et rotations
du volume cardiaque sont bien au centre des préoccupations, même si cela n’occupe
qu’un petit pourcentage des travaux de réalisation.
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Figure 7.10 – Schéma récapitulatif du processus de quantification de la perfusion
myocardique et de la réserve coronaire
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Conclusion générale
Dans cette thèse, nous nous sommes intéressés à l’étude de l’espace des projec-
tions Mojette dans le cadre de la géométrie discrète et à ses retombées possibles,
notamment en imagerie médicale.
Dans un premier temps, un état de l’art sur la tomographie et ses usages nous a
permis de dégager l’intérêt de la tomographie discrète, à savoir la prise en compte
intrinsèque du caractère discret de l’acquisition et de l’image reconstruite. Plus
précisément, la discrétisation directe de la transformée de Radon n’est valable
que dans des conditions d’acquisition précises, suffisamment proches de la théorie
continue. C’est pourquoi, dans le cas de projections en nombre fini ou dans un
secteur angulaire restreint, les artefacts de reconstruction ne sont pas négligeables.
L’utilisation de la transformée Mojette discrète nous permet en partie de répondre
à ces limites.
Nos contributions dans ce travail de thèse se distinguent en quatre axes :
— un premier axe théorique portant sur l’étude de l’espace des projections
Mojette pour définir des transformations affines exactes dans cet espace ;
— un second axe expérimental dans lequel nous avons proposé de nouvelles im-
plémentations pour l’utilisation de la reconstruction tomographique Mojette
dans un cadre réel d’imagerie médicale ;
— un troisième axe théorique dans lequel nous avons développé une description
originale du problème de reconstruction en tomographie discrète ;
— un dernier axe recouvrant l’ensemble des travaux d’industrialisation menés
pendant cette thèse concernant la quantification du débit myocardique en
imagerie médicale.
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Dans le chapitre 4, nous avons défini, dans l’espace des projections Mojette,
les translations entières, les rotations discrètes à un facteur d’échelle près et les
homothéties comme combinaisons des deux précédentes. Ces transformations sont
intéressantes car, l’espace Mojette étant une représentation complète de l’espace
discret, elles permettent la manipulation de l’objet avant sa reconstruction sans
aucune perte d’information et de manière réversible.
Les transformations sus-citées pouvant introduire un sur-échantillonnage de la
grille initiale, nous avons proposé une méthode d’interpolation cohérente avec la
géométrie des pixels. De manière intéressante, le filtre utilisé pour interpoler est
obtenu par projections discrètes du filtre spatial. Cette propriété de commutativité
avec l’opérateur de convolution discrète est l’équivalent de la même propriété pour
la transformée de Radon dans le modèle continu, qui n’est pas valable pour une
discrétisation quelconque.
Nous pensons que ces résultats pourront être appliqués à la manipulation des
données tomographiques avant reconstruction et sans perte d’information. Ces
caractéristiques peuvent être intéressantes en imagerie quantitative, par exemple
lors de quantification de la perfusion myocardique en médecine nucléaire. Une
autre perspective d’application est le recalage des projections entre elles pour les
acquisitions longues dans le temps.
Nous avons consacré les deux chapitres suivants au développement de techniques
de reconstruction tomographique basées sur la transformée Mojette, d’abord dans
un cadre usuel de projections issues de modalités d’acquisition réelles, puis dans
un cadre idéal où les projections sont directement acquises dans l’espace Mojette.
Dans le chapitre 5, nous avons investigué deux nouvelles méthodes d’inter-
polation pour l’utilisation de la transformée Mojette à partir d’une géométrie
d’acquisition conventionnelle des dispositifs médicaux. La méthode PP (rayon le
plus proche) consiste à construire, pour chaque projection d’angle θ, une projection
d’angle discret (p, q) approximant le mieux θ selon une précision fixée. Les bins
des projections Mojette sont ensuite obtenus par interpolation des bins acquis.
La méthode ANG (interpolation angulaire) consiste à construire l’ensemble des
projections Mojette de la suite de Farey-Haros d’ordre n fixé et à les compléter
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à partir d’une interpolation à la fois sur l’angle et les bins des projections acquises.
Une série d’expériences a ensuite été réalisée sur des données simulées pour
comparer la reconstruction Mojette aux algorithmes classiques du domaine mé-
dical. Les résultats obtenus avec l’algorithme de rétroprojection filtrée basée sur
la transformée Mojette sont comparables avec la méthode classique. En revanche
les reconstructions itératives basées sur la transformée Mojette se révèlent très
performantes et surpassent les méthodes classiques, si bien qu’ils suggèrent qu’il est
possible de construire des projections discrètes Mojette de manière fiable à partir
des projections disponibles initialement. Ainsi, nous pouvons également imaginer
tirer parti des traitements efficaces dans l’espace Mojette comme les transformations
affines exactes ou des méthodes de reconstruction purement discrètes comme celle
développée dans le chapitre 6. Il est important de préciser que notre approche pour-
rait être encore être améliorée, au niveau de la modélisation des processus physiques
pour permettre une meilleure prise en charge du bruit d’acquisition, ou au niveau
de la description mathématique en s’intéressant à des espaces d’approximation
plus performants. De plus, par mesure d’équité lors de nos comparaisons, nous
n’avons utilisé que des algorithmes issus de la tomographie classique adaptés pour
la transformée Mojette. Or, la transformée Mojette étant un outil de tomographie
discrète, nous pouvons également utiliser une autre classe d’algorithmes dédiée à la
tomographie discrète, pour laquelle la transformée Mojette serait encore davantage
mise en valeur. En ce sens, les résultats que nous obtenons montre indéniablement
l’importance de l’échantillonnage en reconstruction tomographique et l’intérêt de
l’utilisation de la transformée Mojette même dans un cadre de tomographie médicale.
Dans le chapitre 6, nous avons exprimé la matrice de projection Mojette sous la
forme d’une matrice de Vandermonde. Ici, nous avons modélisé chaque ligne de
l’image par un polynôme, dont chaque monôme représente un pixel et le degré de
chaque monôme la position horizontale du pixel. Ainsi, l’opérateur de projection
Mojette est exprimé par une matrice de polynômes agissant sur ces lignes.
Les systèmes de Vandermonde ayant déjà été largement étudiés en algèbre,
algorithmique et calcul numérique, ce paradigme nous permet de profiter de mé-
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thodes de résolution performantes et éprouvées pour la reconstruction Mojette.
Cette méthode de reconstruction prometteuse doit à présent être éprouvée sur des
données acquises ou simulées de manière réaliste.
Cette thèse a été réalisée dans un cadre industriel au sein de la société Keosys
pour le projet FUI Quanticardi. Ce projet a pour but de développer des outils
de quantification absolue pour la perfusion myocardique à la tomographie par
émission de positons après injection de 82Rb. Dans ce but, une routine complète
de segmentation et de recalage du ventricule gauche ainsi que la quantification
de la perfusion par analyse cinétique a été développée dans le logiciel commercial
de la société. Ces cas d’application ont inspiré les développements théoriques
précédemment présentés.
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Perspectives
Dans cette thèse, nous avons développé des notions de tomographie et de géomé-
trie discrètes avec une application médicale. D. G. Fryback et J. R. Thornbury
définissent la qualité en imagerie médicale en six critères [57] 5 : l’avancée technolo-
gique, la précision diagnostique, l’impact sur le diagnostic, l’impact thérapeutique,
les retombées pour le patient et les retombées pour la société. A fortiori, toute
recherche en imagerie médicale se doit de servir un de ces critères. Les apports
principaux de cette thèse se situent au niveau de la première catégorie. Pour autant,
dans le cadre de la recherche en tomographie et géométrie discrètes et de son appli-
cation à l’imagerie de perfusion myocardique, des perspectives sont envisageables
en continuité de notre positionnement technologique ainsi que dans les critères
suivants.
Du point de vue des transformations affines discrètes dans l’espace Mojette, une
perspective directe est l’extension de nos travaux en trois dimensions, en particulier
pour les rotations discrètes de par leur forte implication pour l’imagerie cardiaque.
Cette évolution devra être réalisée avec une attention particulière, car le passage
de la dimension deux à la dimension trois démultiplie la complexité des grilles
discrètes des projections Mojette.
La reconstruction tomographique est également d’importance majeure pour
notre application. Notre prochain travail sera d’appliquer nos travaux de reconstruc-
tion tomographique basés sur la transformée Mojette à la tomographie d’émission
de positons. Cette application nous semble particulièrement indiquée pour plusieurs
raisons. La première raison est liée à la géométrie d’acquisition particulière de
5. Traduction libre de ces critères à partir de [11]
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la TEP, dont les détecteurs sont disposés sur une série d’anneaux. Les lignes de
projections sont toujours définies entre deux capteurs. Il existe donc un nombre
fini de configurations possibles et les directions de ces lignes peuvent facilement
être interprétées en termes de directions discrètes. De plus, ce dispositif repose sur
le dénombrement de photons détectés, encore en nombre fini et non sous forme de
flux, donc la quantification du problème de reconstruction est également discrète.
Enfin, le problème de données incomplètes est une préoccupation majeure pour la
reconstruction tridimensionnelle en TEP. Comme nous l’avons vu dans le chapitre 2,
le recours à la tomographie discrète peut constituer une solution intéressante face
à cette problématique.
Il est inutile d’insister sur l’importance de la validation dans un contexte médical.
L’évaluation doit être orientée vers une tâche précise [11], qui est dans notre cas la
quantification absolue de la perfusion myocardique. Aussi nous paraît-il important
d’évaluer l’impact des méthodes de reconstruction et de ré-orientation proposées
dans cette thèse, de même que pour leur utilisation simultanée, sur la quantification
du débit sanguin.
Les problématiques rencontrées dans cette thèse — bien qu’elles ne soient pas
toujours présentées comme telles — relèvent dans une large mesure de considérations
liées à l’échantillonnage. Ainsi, tout comme nous pensons que l’échantillonnage des
projections doit être adapté à la direction d’acquisition de celles-ci, nous pouvons
nous interroger d’un point de vue plus global sur les conditions d’échantillonnage
temporel de la série d’acquisition en TEP pour la quantification de la perfusion
myocardique. Il nous semble en effet important que celles-ci soient adaptées au
phénomène que l’on désire mesurer dans le temps et à la fidélité de l’approximation
continue-discrète souhaitée. Or, nos lectures semblent indiquer que les protocoles
d’imagerie de perfusion myocardique en TEP sont établis en fonction de la phy-
sique d’acquisition mais aucunement sur les propriétés pharmacocinétiques du
radioisotope administré.
Il est devient difficile de nos jours de parler d’échantillonnage sans mentionner
la parcimonie. Suite à notre travail, il nous semble intéressant de s’orienter sur
la reconstruction à partir de données éparses, c’est-à-dire d’un faible nombre de
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solutions. En effet, avec l’analyse de l’espace nul de la transformée Mojette et
des fantômes, nous avons montré qu’il était possible de dénombrer toutes les
solutions admissibles au problème de reconstruction tomographique. Il s’agit alors
d’explorer l’utilisation d’information a priori adéquate pour privilégier une solution
plutôt qu’une autre. En lien avec le chapitre 2, ces aprioris peuvent concerner
la quantification des données reconstruites de la même façon qu’en tomographie
binaire, tout comme la géométrie et la topologie discrète ou encore d’autres critères
basés sur la parcimonie. Le formalisme algébrique introduit au chapitre 6 nous
semble bien indiqué pour traiter cette catégorie de problèmes.
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Annexe A
Modèles continus-discrets et
transformée Mojette
Les modèles continu-discrets permettent de manipuler des objets continus à
partir d’un ensemble fini ou dénombrable d’échantillons discrets.
A.1 Modèles continu-discrets
Les modèles continu-discrets, essentiels pour le traitement numérique des don-
nées, sont justement issus de l’étude de la conversion analogique-numérique des
signaux. Ils assurent dans une certaine mesure l’équivalence des traitements conti-
nus et discrets en garantissant que l’essentiel de l’information est conservée lors du
passage du domaine continu au domaine discret, et vice versa.
Dans cette section, tous les modèles que nous traitons sont séparables et
symétriques, c’est-à-dire que f(x) = g(x1) · · · g(xn). De ce fait, nous présentons
les aspects théoriques dans R sans perte de généralité, l’adaptation à Rn étant
immédiate.
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A.1.1 Théorème d’échantillonnage pour fonctions à bande
limitée
Le plus connu de ces modèles est la base de sinus cardinal de Whittaker, que
C. E. Shannon a prouvé optimale pour représenter les fonctions à bande limitée
en fréquence [148].
En effet, le théorème de Shannon-Wittaker-Kotelnikov établit qu’un
signal à énergie finie f ∈ L2 et à bande limitée est entièrement déterminé par ses
échantillons fk = f(kT ), k ∈ Z pourvu que sa fréquence d’échantillonnage 1T soit
supérieure au double de la fréquence maximale contenue dans ce signal [148]. De
plus, le signal original peut-être reconstruit par la formule
f(x) =
+∞∑
k=−∞
fk sinc
(
x
T
− k
)
, (A.1)
où
sinc(x) =

sin(pix)
pix
si x 6= 0
1 sinon
. (A.2)
Cette formule s’interprète immédiatement comme la décomposition de f sur
une base de sinus cardinal translatés
{
sinc
(
x
T
− k
)}
k∈Z, qui constitue alors une
base orthonormale de l’espace vectoriel des fonctions de L2 à bande limitée.
Ce théorème permet donc d’établir une équivalence stricte entre une fonction à
bande limitée et sa représentation discrète par l’ensemble dénombrable de ses échan-
tillons. Cette équivalence continue-discrète est à la base du traitement numérique
du signal et des images.
Cependant, les développements découlant de l’application de ce théorème
peuvent mener à de sérieux biais, notamment à cause du phénomène de repli
de spectre. En particulier dans tout le cadre du chapitre 2, nous avons supposé que
notre signal était à support compact dans R2. Cette hypothèse est fondamentale-
ment incompatible avec l’hypothèse de bande limitée, car un signal ne peut à la fois
être compactement supporté dans le domaine spatial et dans le domaine fréquentiel,
conséquence directe du fameux principe d’incertitude. Par là-même, la fonction
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sinus cardinal ayant un support spatial infini, sa mise en œuvre tronquée entraîne
des complications connues comme le phénomène d’oscillations de Gibbs [164]. À
ce titre, d’autres représentations continues-discrètes ont été proposée à partir de
fonctions à support spatial compact.
La formule de reconstruction (A.1) permet de caractériser les fonctions de L2 à
bande limitée
[
− 12T , 12T
]
. L’ensemble de ces fonctions forme un sous-espace fermé
de L2 engendré par les translatés de la fonction sinus cardinal :
VsincT =
 s(x) = ∑
k∈Z
sk sinc
(
x
T
− k
) ∣∣∣∣∣∣ sk ∈ `2
 . (A.3)
La fonction sinc est cardinale, c’est-à-dire que sa valeur est nulle pour chaque entier,
sauf en zéro où elle vaut un. De ce fait, nous avons ici sk = s(kT ).
A.1.2 Échantillonnage généralisé dans un espace invariant
par translation
Dans un cadre plus général, étant donné la fonction f ∈ L2, la fonction
f˜(x) = ∑k∈Z f(kT ) sinc ( xT − k) ∈ VsincT est la projection 1 de f sur VsincT . La
fonction f˜ est en général différente de f sauf si cette dernière est à bande limitée,
donc sauf si f est dans VsincT .
Sur ce principe, A. Aldroubi et M. Unser ont montré que le paradigme
d’échantillonnage de C. E. Shannon est un cas particulier d’un paradigme d’échan-
tillonnage plus général dans les sous-espaces fermés de L2 invariants par translation
générés par une fonction ϕ [2, 166] :
VϕT =
 f(x) = ∑
k∈Z
ck ϕ
(
x
T
− k
) ∣∣∣∣∣∣ c ∈ `2
 . (A.4)
Pour qu’un tel sous-espace VϕT soit bien défini, la famille {ϕ( xT − k)}k∈Z doit
être une base de Riesz. Sous cette condition, une fonction f˜ ∈ VϕT est définie de
1. Si f est pré-filtrée par un filtre passe-bas avant l’échantillonnage, cette projection est
orthogonale.
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manière unique par ses échantillons pris à intervalle T . De plus, pour une fonction
f de L2, la meilleure approximation f˜ dans VϕT au sens des moindres carrés est
donnée par la projection orthogonale de f sur VϕT :
f˜(x) =
+∞∑
k=−∞
1
T
〈f, ϕ˚(· − k)〉ϕ
(
x
T
− k
)
(A.5)
où 〈·, ·〉 désigne le produit scalaire hermitien usuel dans L2.
ϕ˚ ∈ Vϕ est appelée fonction de base duale de ϕ [164] et s’exprime par :
ϕ˚(x) =
+∞∑
k=−∞
a−1ϕ (k)ϕ(x− k) (A.6)
où aϕ(k) = 〈ϕ(· − k), ϕ(·)〉 et a−1ϕ ∗ aϕ(k) = δk.
Ce résultat généralise le théorème de Shannon-Wittaker-Kotelnikov.
A.1.3 Modèles B-Spline
Un cas particulier important de familles de fonctions génératrices d’un sous-
espace invariant en translation est la famille des fonctions B-Spline [164, 167]. Ces
bases de fonctions ont la particularité d’offrir une très bonne régularité et un ordre
d’approximation quasi-optimal des fonctions de L2 par rapport à leur support
compact [20].
La fonction B-spline de degré 0, notée β0, est équivalente à une fonction porte
de largeur 12 :
β0(x) =

1 si x ∈
[
−12 , 12
[
0 sinon
. (A.7)
Les fonctions B-Spline de degré n > 0 s’obtiennent par la relation de récurrence
suivante :
βn(x) = βn−1 ∗ β0(x) = β0 ∗ · · · ∗ β0︸ ︷︷ ︸
n+1 fois
(x). (A.8)
Les fonctions B-Splines de degré zéro à trois sont présentées sur la figure A.1.
L’ensemble de ces travaux et les applications au traitement du signal et de
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Figure A.1 – Fonctions B-Splines de degré 0 à 3
l’image sont résumés dans [164, 165] et étendus dans [49].
A.2 Transformée Mojette dans les espaces inva-
riants en translation
Nous allons présenter une extension de la transformée Mojette aux notions
d’échantillonnage généralisé dans les espaces invariants en translation que nous
venons de voir [146]. Ceci nous permet d’appliquer un modèle continu-discret ϕ,
ou modèle de pixel, pour décrire la fonction à reconstruire.
Pour simplifier les notations, nous considérons que le pas d’échantillonnage de
la grille carrée est unitaire.
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A.2.1 Transformée Mojette généralisée
La transformée Mojette généralisée a été introduite dans la thèse de M. Ser-
vières [146]. Nous en rappelons ici la construction.
Soit f une fonction de Vϕ telle que :
fϕ(x, y) =
∑
k∈Z
∑
l∈Z
ck,l ϕ (x− k, y − l) (A.9)
Pour un angle discret tan θ = q
p
, la transformée de Radon de f est :
Rfϕ(ρ, θ) =
∫∫
R2
∑
k∈Z
∑
l∈Z
ck,lϕ(x− k, y − l)δ(ρ+ x sin θ − y cos θ) dx dy (A.10)
=
∑
k∈Z
∑
l∈Z
ck,l
∫∫
R2
ϕ(x− k, y − l)δ(ρ+ x sin θ − y cos θ) dx dy (A.11)
=
∑
k∈Z
∑
l∈Z
ck,l
∫∫
R2
ϕ(x′, y′)δ(ρ+ (x′ + k) sin θ − (y′ + l) cos θ) dx dy
(A.12)
=
∑
k∈Z
∑
l∈Z
ck,lRϕ(ρ+ k sin θ − l cos θ, θ)︸ ︷︷ ︸
Φθ(ρ+k sin θ−l cos θ)
(A.13)
=
∑
k∈Z
∑
l∈Z
ck,lΦ
(
ρ+ kq√
p2 + q2
− lp√
p2 + q2
, θ
)
(A.14)
En échantillonnant maintenant l’équation (A.14) en géométrie Mojette :
Rfϕ
(
ρ = b√
p2 + q2
, p, q
)
=
∑
k∈Z
∑
l∈Z
ck,lΦθ
(
b+ kq − lp√
p2 + q2
)
(A.15)
=
∑
b′∈Z
∑
k∈Z
∑
l∈Z
ck,lΦθ
(
b− b′√
p2 + q2
)
∆(b′ + kq − pl)
(A.16)
=M(p,q)c ∗Φ(p,q)(b). (A.17)
Dans cette dernière équation, nous voyons que la transformée de Radon
échantillonnée sur les projections en géométrie Mojette s’écrit comme la convolution
discrète de deux signaux discrets :
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— le premier terme est la transformée Mojette de l’image des coefficients ck,l ;
— le second terme est la transformée de Radon de la fonction de base φ, notée
ici Φ, échantillonnée aux points b√
p2+q2
.
Nous avons maintenant tous les éléments pour définir la transformée Mojette
généralisée pour un modèle de pixel ϕ. Juste avant d’y procéder, remarquons que
la définition de la transformée Mojette que nous avions utilisée jusqu’ici est un cas
particulier de l’équation (A.17) avec ϕ = δ. En cas d’ambigüité, nous la noterons
désormaisMδf .
Définition A.2 (Transformée Mojette généralisée dans les espaces invariants
en translation [146]). Soit f ∈ Vϕ ⊂ L2 et (p, q) un angle discret. On appelle
transformée (ou projection) Mojette généralisée de f dans la direction (p, q) avec ϕ
comme modèle de pixel l’application qui à f associe un ensemble de binsMϕ(p,q)f(b).
De plus, on note Φ(p,q)(b) = Rϕ(ρ, θ)∣∣∣∣ρ= b√p2+q2tan θ= q
p
la projection du modèle de pixel
ϕ dans la direction (p, q). Alors :
Mϕ(p,q)f =Mδ(p,q)f ∗Φ(p,q). (A.18)
La rétroprojection est définie comme l’opération adjointe de la projection,
c’est-à-dire :
∀f, g 〈Mϕf, g〉`2(R) =
〈
f,M∗ϕg
〉
`2(R2)
. (A.19)
En développant le terme de gauche avec le produit scalaire usuel de `2(R) dans
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l’équation (A.19), nous obtenons :
〈Mϕf, g〉`2(R) =
+∞∑
b=−∞
Mϕf(b)g(b) (A.20)
=
+∞∑
b=−∞
(
Mf ∗Φ(p,q)
)
(b)g(b) (A.21)
=
+∞∑
b=−∞
+∞∑
b′=−∞
Mf(b′)Φ(p,q)(b− b′)g(b) (A.22)
=
+∞∑
k=−∞
+∞∑
l=−∞
f(k, l)
+∞∑
b=−∞
+∞∑
b′=−∞
Φ(p,q)(b− b′)g(b)∆(b′ + kq − lp)
(A.23)
=
+∞∑
k=−∞
∑
l=−∞
f(k, l)
+∞∑
b′=−∞
+∞∑
b=−∞
g(b) Φ(p,q)(−(b− b′))︸ ︷︷ ︸
Φ˜(p,q)(b′−b)
∆(b′ + kq − pl)
(A.24)
=
+∞∑
k=−∞
∑
l=−∞
f(k, l)
+∞∑
b′=−∞
(
g ∗ Φ˜(p,q)
)
(b′)∆(b′ + kq − pl)
︸ ︷︷ ︸
M∗ϕg(k,l)
(A.25)
=
〈
f,M∗ϕg
〉
`2(R2)
. (A.26)
La rétroprojection Mojette généralisée correspond donc à la rétroprojection
Mojette-Dirac du résultat de la convolution de g et du symétrique de Φ(p,q).
Définition A.3 (Rétroprojection Mojette généralisée dans les espaces invariants
en translation [146]). Soit g une projection Mojette généralisée dans la direction
discrète (p, q). On appelle rétroprojection Mojette généralisée de g dans la direction
(p, q) avec ϕ comme modèle de pixel l’application qui à g associe une image discrète
f =M∗ϕ(p,q)g.
De plus, on note Φ(p,q)(b) = Rϕ(ρ, θ)∣∣∣∣ρ= b√p2+q2tan θ= q
p
la projection du modèle de pixel
ϕ dans la direction (p, q) et Φ˜(p,q)(b) = Φ(p,q)(−b). Alors :
M∗ϕ(p,q)g =M∗δ(p,q)
{
g ∗ Φ˜(p,q)
}
(A.27)
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A.2.2 Transformée Mojette-Spline
La transformée Mojette généralisée est particulièrement intéressante lorsque
la fonction de base ϕ est à support fini, comme c’est le cas pour les fonctions
B-Spline. En 2002, J. Guédon et N. Normand ont introduit, avant le cas général,
la transformée Mojette généralisée avec un modèle de pixel B-Spline, appelée
plus simplement Mojette-Spline [76]. On parle alors de classe de transformées
Mojette-Spline de degré n, où n est le degré du modèle B-Spline.
Nous notons S0θ (ρ) la projection continue d’une base B-Spline de degré zéro.
Son expression est :
S0θ (ρ) =

1
max(|cos θ|,|sin θ|) si |ρ| ≤
∣∣∣ |cos θ|−|sin θ|2 ∣∣∣
1
|cos θ sin θ|
( |cos θ|+|sin θ|
2 − |ρ|
)
si
∣∣∣ |cos θ|−|sin θ|2 ∣∣∣ ≤ |ρ| ≤ |cos θ|+|sin θ|2
0 sinon
. (A.28)
J. Guédon et N. Normand ont montré que le noyau de convolution échan-
tillonné S0(p,q)(b) peut s’écrire comme la convolution discrète de deux fonctions
portes discrètes de largeur |p| et q [76] :
S0(p,q) =

1
|pq|
|p| fois︷ ︸︸ ︷(
1 · · · 1
)
∗
q fois︷ ︸︸ ︷(
1 · · · 1
)
si p et q sont impairs
1
2|pq|
(
1 1
)
∗
(
1 · · · 1
)
︸ ︷︷ ︸
|p| fois
∗
(
1 · · · 1
)
︸ ︷︷ ︸
q fois
si p ou q est pair
.
(A.29)
Nous remarquons que dans l’équation (A.29), S0(p,q) est normalisé pour que
l’énergie du signal soit conservée, la somme de ses termes est alors unitaire 2. De
plus, S0(p,q) étant paire quel que soit l’angle de projection, l’opération de filtrage sur
la projection Mojette est exactement la même pour la projection Mojette-Spline et
pour la rétroprojection Mojette-Spline.
Le modèle de pixel B-Spline de degré zéro permet de distribuer la valeur d’un
2. Cette normalisation n’existe pas dans la publication initiale [76], où il est mis un point
d’honneur de ne faire usage que d’additions et soustractions entières.
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pixel de manière uniforme sur toute sa surface. Ainsi, chaque bin d’une projection
Mojette-Spline de degré zéro est composé de la valeur de chaque pixel traversé par
la ligne de projection d’équation b = pl − kq, même partiellement, pondérée par la
longueur effectivement traversée.
Enfin, S0(p,q) étant construit sur une fonction B-Spline, nous pouvons obtenir
la fonction de base projetée de degré n Sn(p,q) par une opération de convolution
semblable à l’équation (A.8) :
Sn(p,q) = Sn−1(p,q) ∗S0(p,q) = S0(p,q) ∗ · · · ∗S0(p,q)︸ ︷︷ ︸
n+1 fois
. (A.30)
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Annexe B
Rappels mathématiques d’algèbre
linéaire
Nous donnons ici quelques définitions et théorèmes courants d’algèbre linéaire.
Définition B.1 (Groupe). On appelle groupe tout couple (G,+) où G est un
ensemble non-vide et + une loi de composition sur G tels que :
Loi de composition interne ∀(a, b) ∈ G×G, a+ b ∈ G ;
Associativité ∀(a, b, c) ∈ G×G×G, (a+ b) + c = a+ (b+ c) ;
Élément neutre Il existe un élément e ∈ G tel que ∀a ∈ G, a + e = e + a = a.
L’élément e est appelé élément neutre du groupe G ;
Symétrique Pour tout élément a ∈ G, il existe b ∈ G tel que a+ b = b+ a = e.
L’élément b est appelé symétrique de a.
De plus, un groupe est dit commutatif ou abélien si la loi de composition interne
+ est commutative, c’est-à-dire si quels que soient a et b deux éléments de G,
a+ b = b+ a.
Définition B.2 (Anneau). Un anneau (A,+,×) est un triplet constitué d’un
ensemble non vide A et de deux lois de composition internes sur A, + et ×,
vérifiant :
— (A,+) est un groupe commutatif ;
— la loi × est associative ;
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— la loi × possède un élément neutre dans A ;
— la loi × est distributive par rapport à +, c’est-à-dire :
∀(a, b, c) ∈ A× A× A, c× (a+ b) = (c× a) + (c× b),
(a+ b)× c = (a× c) + (b× c).
De plus, un anneau est dit commutatif si sa loi × est commutative est appelé
anneau commutatif.
Définition B.3 (Idéal d’un anneau commutatif). Soit (A,+,×) un anneau com-
mutatif. Une partie I ⊂ A est un idéal de A lorsque :
— I est un sous-groupe additif de A ;
— J est stable pour la multiplication par un élément de A :
∀a ∈ A,∀x ∈ I, a× x ∈ I
.
Définition B.4 (Idéal principal). Soit (A,+,×) un anneau commutatif et I un
idéal de A. I est dit principal s’il est engendré par un unique élément, c’est-à-dire :
∃m ∈ I, ∀x ∈ I,∃y tel que x = my
On a alors I = {my | y ∈ A } et on note I = mA.
Définition B.5 (Anneau principal). Un anneau commutatif est dit principal si
tous ses idéaux sont principaux.
Définition B.6 (Anneau quotient). Soit A un anneau et I un idéal principal. La
relation RI définie par :
∀(x, y) ∈ A2, xRIy ≡ x− y ∈ I
est une relation d’équivalence sur A, compatible avec les lois de A.
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Alors l’ensemble A/I composé des classes d’équivalences pour RI muni des deux
lois possède une structure d’anneau. A/I est appelé anneau quotient de A par I et
on remarque que A/I = {x+ I | x ∈ A }.
Dans la suite, soit K un corps commutatif. On désigne par K[x] l’anneau des
polynômes à coefficients dans K. Cet anneau est euclidien, c’est-à-dire qu’on peut
y définir une division euclidienne. Cette propriété nous permet de définir l’anneau
quotient Fp = K[x]/P (x)K[x] ainsi que la notion de plus grand diviseur commun.
Définition B.7 (Matrice entière). Une matrice entière est une matrice dont les
éléments sont dans un anneau A.
Définition B.8 (Matrice unimodulaire). Une matrice carrée est dite unimodulaire
si elle admet un inverse qui est une matrice entière.
Théorème B.9. Une matrice entière est unimodulaire si et seulement si son
déterminant est inversible dans l’anneau.
Ce dernier théorème est très utilisé en pratique pour caractériser les matrices
unimodulaires.
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Thèse de Doctorat
Henri DER SARKISSIAN
Tomographie et géométrie discrètes avec la transformée Mojette
Tomography and discrete geometry using the Mojette transform
Résumé
Dans cette thèse, nous explorons les voies offertes
par la tomographie discrète par rapport à la
tomographie classique en milieu continu. Nous
utilisons la transformée Mojette, version discrète et
exacte de la transformée de Radon, que nous
présentons comme un lien entre la tomographie
classique et la tomographie discrète. Nous nous
attachons à l’étude de l’espace sous-jacent à
l’opérateur de transformée Mojette. Ce travail se
décline suivant quatre axes de recherche.
L’axe 1 est consacré au comportement de l’espace
Mojette pour les transformations affines discrètes de
l’image. Nous montrons qu’il est possible de réaliser
certaines transformations affines directement à partir
des projections discrètes d’un objet, sans
reconstruction préalable.
L’axe 2 consiste à examiner les liens entre les
projections continues issues de modalités
d’acquisitions en imagerie médicale et celles obtenues
par transformée Mojette. Nous présentons différentes
méthodes d’estimation des projections discrètes à
partir de projections continues — réelles ou
simulées — et leur reconstruction.
L’axe 3 a pour objet l’inversion algébrique de la
transformée Mojette. Les données d’entrée, les
projections et les opérateurs sont modélisés par des
polynômes. Ce formalisme, relevant de la tomographie
discrète, permet d’exprimer la matrice de
transformation Mojette sous forme Vandermonde.
Cette thèse a été réalisée conjointement à l’IRCCyN
et à Keosys dans le cadre du projet FUI Quanticardi.
L’axe 4 est dédié à la conception et au développement
d’un logiciel de quantification absolue de la perfusion
myocardique en tomographie par émission de
positons.
Abstract
We explore through this thesis the insights of discrete
tomography over classical tomography in continuous
space. We use the Mojette transform, a discrete and
exact form of the Radon transform, as a link between
classical tomography and discrete tomography. We
focus especially on the study of the discrete space
induced by the Mojette transform operator through
four research axis.
Axis 1 focuses on the Mojette space properties in
regards to discrete affine transforms of digital images.
We provide tools to achieve affine transforms directly
from the projections of a digital object, without
preliminary tomographic reconstruction. This property
is well-known for the continuous Radon transform but
non-trivial for its sampled versions.
Axis 2 seeks for some links between
continuous-sampled projections related to medical
imaging acquisition modalities and discrete projections
derived by the Mojette transform. We implement
interpolation schemes to estimate discrete projections
from the continuous ones — on either synthetic or real
data — and their reconstruction.
In axis 3, we provide an algebraic framework for the
description and inversion of the Mojette transform. The
input data, the projections as well as the operators are
modeled as polynomials. Within this framework, the
Mojette projection operator advantageously reduce to
a Vandermonde matrix.
This thesis has been realized at both IRCCyN Lab and
Keosys company within the Quanticardi FUI project.
Axis 4 focuses on the design and the implementation
of a clinical software for the absolute quantification of
myocardial perfusion with positron emission
tomography.
Mots clés
Tomographie discrète, géométrie discrète,
transformée Mojette, transformées affines discrètes,
imagerie médicale, projet Quanticardi, tomographie.
Key Words
Discrete tomography, discrete geometry, Mojette
transform, discrete affine transforms, medical imaging,
Quanticardi project, tomography.
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