Using employees' longitudinal data, we study the effect of working hours on the propensity of firms to sponsor training of their employees. We show that, whereas male part-time workers are less likely to receive training than male full-timers, parttime working women are as likely to receive training as full-time working women. Although we cannot rule out gender-working time specific monopsony power, we speculate that the gender-specific effect of working hours on training has to do with gender-specific stereotyping. In the Netherlands, for women it is common to work part-time. More than half of the prime age female employees work part-time. Therefore, because of social norms, men working part-time could send a different signal to their employer than women working part-time. This might generate a different propensity of firms to sponsor training of male part-timers than female part-timers.
Introduction
Part-time work is often confused with flexible labor and inferior labor standards. However, the main difference between part-time jobs and flexible jobs is that part-time jobs provide flexibility to the employer and job protection to the workers while flexible jobs provide flexibility to the employer and insecurity to the worker. Part-time jobs provide flexibility to the employer in terms of allocating hours of work across the workweek or workday to meet peaks in market demand. Part-time jobs provide flexibility to the worker in terms of allocating hours of work across the workweek to better coordinate work and personal activities. A part-timer can have a temporary contract or a permanent contract.
There are quite substantial cross-country differences in the nature of part-time work. There is a negative cross-country relationship between the share of women working parttime and the share of involuntary part-timers. This negative relationship may seem counterintuitive but it is not because the quality of the part-time job in the intermittent variable. Although typically part-timers enjoy less favorable employment conditions these are not embedded in part-time jobs. The higher the share of part-timers the stronger is their bargaining position. If the share of part-timers increases, the quality of part-time employment increases as well (see also Boeri and van Ours, 2013) . Therefore, whether or not a part-time job is an inferior job also depends on whether part-time jobs are a rare phenomenon.
It is not the case that part-time jobs offer intrinsically less job stability to the individual worker although in many countries part-time work and job instability are correlated. Blázquez Cuesta and Moral Carcedo (2014) study labor market transitions in Denmark, the Netherlands, France, Italy and Spain, using data from the European Community Household Panel (1995) (1996) (1997) (1998) (1999) (2000) (2001) . They find that part-timers are more likely to make a transition to non-employment than full-timers in four of the five countries. However, in the Netherlands transition rates from employment to non-employment are very similar for part-timers and full-timers. So, also in terms of job stability, the position of part-timers is clearly country-specific.
Part-time work is not equally distributed across the working age population. Salladarré and Hlaimi (2014) study the determinants of female part-time employment in 23 European countries using Round 5 of the European Social Survey . They distinguish between long part-time work (20-29 hours per week) and short part-time work (less than 20 hours per week) finding that cross-country the two types of part-time work tend to be complementary. Furthermore, they show that short part-time jobs are more common among women in the youngest and the oldest age groups, among those suffering from a slight injury, those with a larger number of children and those with less education and training.
Part-time work is not only associated with job instability but also with lower pay and fewer opportunities to make a career. Connolly and Gregory (2009) for example study part-time pay penalties of British women from a long-term perspective. For this, they analyze the British New Earnings Survey Panel Dataset using data from a 27-year unbalanced panel which records the earnings, working hours and occupations. They find that part-time work in itself has a small pay penalty, but part-time work causes women to follow a different career path with lower earnings throughout the remainder of their working life. It is this lower earnings trajectory which damages earnings of women rather than the part-time work itself. Women who want to work fewer hours are often forced to achieve this by changing employers and accept a downgraded job. The authors also find that the earnings damage of working part-time for a while is not removed if later on women go back to full-time jobs. The authors also mention a possible explanation for the direct part-time pay penalty. Part-time jobs are more expensive for employers because of the fixed labor costs which are spread out over fewer working hours. If this is not balanced by reduced labor costs related to organizational flexibility to meet fluctuations in demand hourly wages have to go down in order for employers to make it profitable to create part-time jobs. 1 Whether indeed part-time workers are less productive than full-time workers is not clear and may depend on the nature of the job. Künn-Nelen et al. (2013) is a rare example of a study on the productivity of part-time workers. They analyze data for the Dutch pharmacy sector finding that firms with a large part-time employment share are more productive than firms with a large share of full-time workers. The main reason is that firms with a large share of part-timers are able to allocate their workers more efficiently across working days. The authors find that part-time workers are not more productive than full-time workers at the individual level, i.e. in the hours they work they are equally productive. The allocation efficiency related to part-time workers has three sources. First, pharmacies are open around 50 hours a week whereas the full-time working week counts 36 hours. Therefore, allocating part-timers across the workweek increases efficiency. Second, part-timers can be used such that the pharmacies can remain open during lunch breaks of full-timers. Finally, part-timers may be used during parts of the day when there are peaks in consumer demand.
One of the reasons suggested for part-time workers to have less opportunities to make a career is that they are less likely to receive employer-sponsored training (Bassanini et al., 2005; Blundell et al., 1996) . Therefore, their productivity does not increase as much as it would have increased otherwise.
Our paper is on the extent to which part-time workers in the Netherlands receive firmsponsored training. In our analysis we make a distinction between part-time working women and men. As far as we know, Backes-Gellner et al. (2014) is the only study that investigates gender-specific differences in the relationship between part-time employment and firm-sponsored training. Analyzing Swiss data the authors find that female workers are less likely to receive firm-sponsored training than male workers. However, there is also a part-time effect with part-timers being less likely to receive training than full-timers. This part-time training gap appears to be gender-specific. Whereas women working parttime have a similar training incidence as full-time working women, part-time working men are less likely to be trained than full-time working men. The authors argue that their findings may be due to stereotyping where employers think that men who work part-time signal a lower attachment to their job.
We present an empirical analysis of the relationship between hours of work and firmsponsored training. We show that the negative effect of part-time work on the probability to receive employer-sponsored training holds for male workers but not for female workers. Whereas male part-time workers are less likely to receive training, part-time working women are as likely to receive training as full-time working women. We cannot rule out the possibility of gender-working hours specific monopsony power but speculate that the gender-specific effect of working hours on training has to do with gender-specific stereotyping. In the Netherlands, for women it is common to work part-time. More than half of the prime age female employees work part-time. Among younger and older female workers the share of part-timers is even higher. On the contrary for males, working parttime is a rare event. Except for younger and older men, the share of part-timers is below 10%. So, part-time working men are rare breed. Therefore, because of social norms, men working part-time could send a different signal to their employer than women working part-time. This might generate a different propensity of firms to sponsor training of male part-timers than female part-timers. Nevertheless, this different propensity may also have to do with firms having more monopsony power over part-time working women than they have of part-time working men. This would allow them to reap some of the productivityrelated benefits of the training of part-time working women.
Our contribution to the literature is twofold. First, as far as we know, our paper is the first one to use panel data to study whether there are gender-specific differences in the relationship between part-time work and training. Backes-Gellner et al. (2014) for example use cross-sectional data and therefore their identification strategy relies on observed characteristics. Our panel data allow us to take unobserved individual characteristics into account and exploit the longitudinal dimension to further relax the strict exogeneity assumption implied by fixed effects estimators. Second, we study data from a country with a high share of part-time workers. This allows us to study the relationship between parttime work and training in great detail.
Our paper is set up as follows. Section 2 describes the institutional set-up of the Dutch labor market with respect to the use of part-time work. Section 3 describes the data and the sample used in the empirical investigation. Section 4 formalizes the econometric model and clarifies the identification strategy. The estimation results are presented and discussed in Section 5. Finally, Section 6 concludes.
Part-time employment in the Netherlands
As shown in the top graph of Figure 1 , among prime age employed female workers in the Netherlands, the share of part-timers is very high. It is about 55% and quite stable over the time period 2000-2013. The OECD average for female workers is a little over 20%. For male prime age workers, the share of part-timers in the Netherlands is not very different from the OECD average and far below the share of female part-timers. Over the period 2000-2013, there is a slight increase but the shares are still substantially below 10%.
The bottom graph of Figure 1 shows the prevalence of part-time work by age category for the Netherlands and the average of the OECD countries. The patterns are very similar but the levels are substantially different. Prevalence of part-time work is highest among youngsters and older workers. Whereas in the age group 15-19 years the prevalence of part-time work is more than 90% among Dutch female workers, it is 'only' about 60% on average for female workers in OECD countries. Among male workers aged 15-19, the incidence of part-time work in the Netherlands is about 80% whereas on average in OECD countries it is about 40%.
Although part-time work makes it possible for young mothers to combine work and care, part-time jobs are not exclusively for young mothers. In the Netherlands, currently almost half of the part-time working women are over 40 years of age and no longer have young children. About 40% of women with part-time jobs are mothers of young children who work part-time because they either prefer this or have no choice but to provide childcare themselves. A little over 10% of women with part-time jobs are mothers with older children (Booth and van Ours, 2013) .
One of the reasons for part-time work being popular in the Netherlands is that parttime jobs are not inferior to full-time jobs in terms of the nature of the work and social security arrangements such as unemployment insurance, disability benefits, pension ben-
FIGURE 1: PART-TIME EMPLOYMENT IN THE NETHERLANDS AND OECD
A: PRIME AGE (25-54); 2000-2013 B: BY AGE GROUP; 2013 Source: OECD Labor Force Statistics; a part-time job has a working week of less than 30 hours. 6 efits and minimum wage. By and large, part-time jobs only differ in terms of working hours from full-time jobs. Originally, in the 1950s part-time jobs were introduced for married women in response to shortages of young female staff (Portegijs et al., 2006) . When part-time jobs became more popular, changes in labor regulations were introduced which further stimulated their popularity. 2 In 1993, for example, the statutory exemption of jobs of less than one-third of the normal working week from application of the legal minimum wage and related social security entitlements were abolished. So part-timers have the same social security arrangements and minimum wage as full-timers. In 2000, a right to part-time work law was introduced.
In the meantime, part-time jobs are so popular among Dutch women that on average many women who work in "large" part-time jobs prefer to work shorter hours. According to Portegijs et al. (2006) , a part-time job between 20 and 27 hours a week is the preferred choice of many women. 3 Indeed, using data on preferred working hours, Booth and van Ours (2013) calculated the number of hours at which there is an equilibrium in the sense that the number of individuals wanting to work more is as large as the number of individuals wanting to work less. For women, the equilibrium number of weekly working hours is about 21, while for men, it is about 32.
Part-time jobs are not only popular among Dutch women. Also some employers have a preference for part-time labor as it provides them with organizational flexibility i.e. it allows them to vary labor input if market demand fluctuates over the week like, in retailing (Euwals and Hogerbrugge, 2006) . Bosch et al. (2010) find that the incidence of part-time work has increased over successive generations at the expense of full-time and small parttime jobs. As a result, the average working hours of working women remained stable over successive cohorts. Bosch and van der Klaauw (2012) analyze the effects of a 2001 tax reform which made work much more financially attractive for women with a high-income partner. Nevertheless, they find that women actually reduced their working hours slightly in response to receiving a higher after-tax hourly wage. 2 According to Portegijs et al. (2006) , the Netherlands and Sweden have a policy aiming to make parttime work more attractive to workers unlike countries like Spain, the UK, Germany and France, where governments aim to make part-time work more attractive for employers. 3 There is no uniform definition of part-time work. In OECD-statistics, a part-time job is a job less than 30 hours per week (van Bastelaer et al., 1997) . Statistics Netherlands defines jobs of 12-19 hours per week as small part-time jobs and job of 20-34 hours per week as large part-time jobs. From 35 hours per week onwards, jobs are full-time jobs.
Data Description
The data used in this paper are from a new Dutch panel, the Longitudinal Internet Studies for the Social Sciences (LISS) panel. The LISS panel is collected and administered by CentERdata of Tilburg University. A representative sample of households is drawn from a population register by Statistics Netherlands and asked to join the panel by Internet interviewing. Households are provided with a computer and/or an Internet connection if they do not have one. 4 The LISS panel is made up of several study units. Different study units can have different timings and frequency over the year in data collection. Some background information on general characteristics, like demography, family composition, education, labor market position and earnings, is measured on a monthly basis, from November 2007 until October 2015 (at the time of writing). Ten core studies are instead carried out once a year and cover a wide set of topics, like health, religion and ethnicity, social integration and leisure, family and household, work and schooling, personality, politics and economic situation. 5 For this study we exploit the monthly information of the background variables and the core study on work and schooling, which was carried out mostly in April from 2008 until 2014. 6 The core study on work and education comprises a broad range of questions about labor market participation, job characteristics, pensions, schooling and training. People are asked whether they attended work-related training courses in the last 12 months and, if so, who sponsored the training course. People are also asked whether they are at work at the moment of the interview and if they are employees, the type of contract if employed and the type of non-employment status if not working.
Between 5,358 and 6,951 individuals were interviewed each year for the core study on work and schooling between 2008 and 2014, resulting in a total of 42,538 records, corresponding to 11,995 different individuals. We focus on employees who are older than 25 and younger than 55 years of age. We drop employees with on-call jobs and those who, according to their employment contract, have less than 10 or more than 60 weekly working hours. We keep only workers who are in the core study on work and schooling for at least two consecutive years: this restriction is due to the fact that we will estimate a model in first differences. After the application of these sample selection criteria, we are left with an unbalanced panel of 3,117 workers for a total of 12,904 records over the Table 1 clarifies the structure of the resulting panel dataset. Table 2 reports relative and absolute frequencies of workers who have received firmsponsored training in the last 12 months by gender and by contractual working hours. Almost 53% of the employees in our sample are women. Women working part-time 8 are much more likely to receive firm-sponsored training than men (30.9% for women against 24.8% for men). Figure 2 depicts by gender the share of workers receiving firm-sponsored training by classes of contractual weekly working hours. Both male and female part-timers have a lower probability of receiving firm-sponsored training but the relationship is much steeper for men. Whereas for full-time working men and women the incidence of firm-sponsored training is not very different, in the 10-20 working hours category the share of women receiving firm-sponsored training is about 25% while for men it is only about 12%. Figure 3 displays the histogram estimator of the density of the contractual working 7 When we keep employees between 25 and 55 years of age, the sample shrinks to 16,071 observations (5,377 individuals). By selecting those with weekly working hours between 10 and 60, we are left with 15,537 records (5,196 different workers). Finally, removing those who are not in the sample for at least two consecutive years restricts the sample to 12,904 observations (3,117 workers). 8 A worker is a part-timer if (s)he works strictly less than 30 hours per week. 9 hours by gender, showing that in the Netherlands men are concentrated between 36-40 hours of work per week, whilst women are more scattered with the mode of the female distribution at 24 weekly working hours. Table 3 reports summary statistics of the variables used in the econometric analysis by gender. More than one third of the employees attended at least one training course sponsored by the employer in the preceding 12 months and almost 7.5% of men and 9.5% of women have a temporary job (either fixedterm job or temporary work agency job). 9 The average number of contractual working hours is much larger for men: 37.6 hours against 27.3 hours of women. The average age is about 42 years with 11 years of job tenure for men and 10 years for women. More than 47% have at least a higher secondary degree. On average each household has 3 members and 1.2 children living in the household. More than 19% of the people are single and about 40% live in a very or extremely urban area. Women are more likely than men to work in a public or semi-public company and to work in the sector of education, health or welfare.
Econometric Modeling
We are primarily interested in understanding whether there are gender differences in the way in which working hours might affect employees' probability of receiving firmsponsored training. We will therefore specify and estimate a linear equation for the probability of receiving firm-sponsored training as a function of contractual working time and a set of controls capturing individual heterogeneity. The variable for the contractual working hours is potentially endogenous for several reasons. First, there might be self-selection issues determined by unobserved heterogeneity. Workers having contracts for longer weekly working hours might have different motivations, skills and attachment to the labor market than employees working a smaller number of hours. Second, there might be feedback effects, i.e. shocks in the training indicator affecting the future level of working time. For instance, workers with a positive transitory shock in the probability of receiving training might have the opportunity to accumulate human capital, get a promotion, higher wages and, thereby, different working time choices. Alternatively, if there is a negative shock in the probability of receiving firm-sponsored training, employees might lose the possibility to get a promotion and new responsibilities that might be linked to longer working hours. Lastly, the choice of the working hours might send to the employer different signals depending on employee's gender, as well as all the other covariates might affect the probability of receiving firm-sponsored training differently for men and women. Hence, the econometric analysis will be conducted separately for men and women. Denote by y it the dummy indicator equal to 1 if employee i received firm-sponsored training in the 12 months before time t and 0 otherwise. The conditional probability that y it is equal to 1 is specified, for t = 1, . . . , T and i = 1, . . . , N , as
where h it is the contractual working hours, x it is a 1 × K vector of observed individual characteristics and c i is time-invariant unobserved heterogeneity. The model in Equation (1), if expressed in the error equation form, is
where u it is an idiosyncratic error term. The coefficient of primary interest is δ, which is the marginal effect of increasing weekly working hours on the probability of receiving firm-sponsored training. If c i were not correlated to
, and h i were strictly exogenous, i.e. E (u it |h i , x i ) = 0 for all t = 1, . . . , T , then the Ordinary Least Square (OLS) estimator of Equation (2), ignoring the presence of c i , would return unbiased and consistent estimates of δ. However, the unobserved heterogeneity term c i might be correlated to the observables. For example, more career oriented employees might be more willing to receive firm-sponsored training and be more likely to work more hours per week. If Cov (h i , c i ) = 0, we cannot consistently estimate Equation (2) by OLS simply ignoring c i . By taking the first difference of both sides of Equation (2), we get rid of the fixed effects c i yielding
Under the strict exogeneity assumption, the OLS estimator yields unbiased estimates of the coefficients in Equation (3). However, as mentioned above, there might be good reasons to believe in the presence of feedback effects from y it to h ir , with r > t, i.e. in shocks in the training indicator affecting future levels of working time. If so, the strict exogeneity assumption would fail. We relax the strict exogeneity assumption and replace it by the sequential moment restriction (Chamberlain, 1992) :
Hence, we allow arbitrary correlation between u it and future values of the working hours indicator (h t+1 , . . . , h t+T ). In other words, as pointed out by Wooldridge (2010) , we assume that once we condition on (h it , x i , c i ), no past values of h it affects the probability of receiving firm-sponsored training at time t, meaning that, conditional on the current level of working hours (and the other observables and unobservables), we assume that the employers do not exploit information about past levels of contractual working hours (or their variations) when planning how to allocate training resources among the employees. Henceforth, under the sequential moment restriction, the longitudinal dimension of our dataset provides a valid instrument to take into account the potential endogeneity of ∆h it in Equation (3) because of feedback effects. The sequential moment restriction indeed implies that h it−1 is not correlated to ∆u it . Moreover, h it−1 is very likely be a strong predictor of the endogenous variable ∆h it . We will therefore use the Two Stage Least Square (2SLS) estimator with h it−1 as an instrument for ∆h it to consistently estimate Equation (3) in the presence of feedback effects from participation in firm-sponsored training to weekly working hours.
A further problem which might arise and invalidate the sequential moment restriction and the validity of h it−1 as a valid instrument for ∆h it is reverse causality. At each wave, we have information about training incidence in the 12 months before the interview and the contractual working hours at the time of the interview. We do not know thereby when the contractual working time was set and whether the contractual working time is predetermined with respect to training incidence. If h it is not predetermined with respect to y it , then it might be that training participation in the 12 months before time t could affect the contractual working time declared at time t. Thereby, in order to avoid biases due to reverse causality, we also estimate Equation (3) under a less strict version of the sequential moment restriction:
We use thereby h it−2 , instead of h it−1 , as an instrument for ∆h it . By doing so, we allow working hours to be contemporaneously correlated to the error term.
We will use two different measures of contractual working hours h it : the first one counts the number of contractual weekly working hours; the second one is a dichotomous indicator equal to one if the worker is a part-timer (strictly less than 30 weekly working hours) and zero otherwise. When the equation for the probability of receiving firm-sponsored training is taken in first differences, identification of the effect of working hours is based on its time variation at individual level. Table 4 reports the distribution of the within individual time variation of the working time variables by gender, since we will estimate the baseline model separately for men and women. If we consider the part-time indicator as a measure of working hours, then we have little variation over time at individual level to identify the effect: only 1.1% of men and 4.3% of women experience a change in the part-time indicator. The contractual weekly working hours show instead more variation over time, with 7% of the male observations and 16.2% of female observations varying the contractual weekly working hours from one year to the next one.
5 Empirical findings 5.1 Baseline models Table 5 reports the estimation results in level and first differences of the linear probability model in Equation (1), separately for men (top panel) and women (bottom panel), with contractual weekly working hours as the measure of working hours. Table 6 reports the estimation results of the same model, but using the part-time indicator as variable of primary interest.
The OLS estimator of Equation (2) ignoring c i returns quite similar results for men and women. An increase by one hour in the contractual weekly working hours is associated to a significant increase by 0.6 percentage points in the probability of receiving firm-sponsored training, both for men and women. Moving from full-time to part-time employment significantly reduces the probability of firm-sponsored training by 9.4 percentage points for men and 7.4 percentage points for women. The positive correlation between working time and the probability of receiving firm-sponsored training is theoretically expected. If the labor market is not perfect and is affected by a certain degree of monopsony power, employers can momentarily extract rents from the trained employees (Acemoglu, 1997) , the employer might be more willing to provide full-timers with training, since training costs will be recouped in a briefer period and, thereby, with a smaller probability of a loss in case of the worker quitting the position. However, there might be other reasons explaining the positive association between working time and firmsponsored training. First, the contractual weekly working hours might be a signal used by the employers to approximate workers' job and labor market attachment: the higher the propensity of a worker to work for a larger number of hours, the higher the attachment to the labor force and/or to her job. This implies a lower probability of quitting and, thereby, higher chances for the firm to recoup the training investment from a worker who is willing to accept a contract with a larger number of working hours. Second, the positive correlation could be explained by omitted variables that jointly determine both working hours and the propensity of receiving firm-sponsored training: for example, more able workers might be more likely to receive firm-sponsored training because (s)he is expected to learn a lot from a training course and, at the same time, might be more (or less) likely to work more hours since higher abilities might be reflected in higher wage rates. A priori it is difficult to predict the direction of the omitted variables bias, since it depends on the sign of the correlation between the unobservables, working hours and training chances.
The OLS estimator of Equation (3), after first-differencing the dataset, returns an estimated coefficient of working hours variable which is cleaned by the confounding factors due to workers' unobserved heterogeneity. Interestingly, a gender difference in the impact of working hours on the probability of receiving firm-sponsored training arises: whilst for men working one more hour in a week significantly increases by 1.1 percentage points the training chances, for women the effect is nil (+0.1 percentage points) and not significantly different from zero; while for men working part-time reduces the probability of firm-sponsored training by 12.8 percentage points, for women the effect of working part-time is positive and not significant (+3.4 percentage points).
When we estimate the model in first-difference by way of 2SLS, using the lag of Notes: * Significant at 10% level; ** significant at 5% level; *** significant at 1% level. The standard errors are robust to heteroskedasticity and serial correlation. Year, sectoral and firm size dummies are included in the model specification but their estimated coefficients are not reported. "2SLS, instrument h it−1 " refers to the model in which we use the 2SLS estimator with h it−1 as a valid instrument for ∆h it to allow feedback effects from participation in firm-sponsored training to working hours. "2SLS, instrument h it−2 " refers to the model in which we use the 2SLS estimator with h it−2 as a valid instrument for ∆h it to further avoid reverse causality. Notes: * Significant at 10% level; ** significant at 5% level; *** significant at 1% level. The standard errors are robust to heteroskedasticity and serial correlation. Year, sectoral and firm size dummies are included in the model specification but their estimated coefficients are not reported. "2SLS, instrument h it−1 " refers to the model in which we use the 2SLS estimator with h it−1 as a valid instrument for ∆h it to allow feedback effects from participation in firm-sponsored training to working hours. "2SLS, instrument h it−2 " refers to the model in which we use the 2SLS estimator with h it−2 as a valid instrument for ∆h it to further avoid reverse causality.
order one of working hours (h it−1 ) to instrument the first difference of working hours (∆h it ), 10 we make the estimation robust to the failure of the strict exogeneity assumption. In other words, we allow shocks in the dependent variable to affect future realizations of the working hours variable. Form the qualitative point of view, the estimation results are in line with those from the first-difference OLS estimator: working hours have a significant and positive effect for men, but no effect for women. From a quantitative point of view, the effect for men is much larger: one more hour of work in a week implies a higher probability of receiving firm-sponsored training by about 2.8 percentage points; moving from full-time to part-time generates a reduction in the training probability by about 52 percentage points. These estimation results are confirmed by the 2SLS estimator using the lag of order two of working hours (h it−2 ) to instrument the first difference of working hours (∆h it ). The F -test for excluded instrument is much lower and, for men, close to the weak instrument rule of thumb value of 10 identified by Staiger and Stock (1997) . The estimation results from the 2SLS with h it−2 as excluded instrument should therefore be read with cautions, given that they might be suffer from a bias due to weak instruments. It is worth noting that: the Hansen J statistics reported at the bottom of each panel of Tables  5 and 6 seems to support the conditional orthogonality assumption of the instruments; 11 the sample selection tests cannot reject the null hypothesis of no sample selection bias due to the non observability of training for individuals who do not participate to the labor market as employee. 12 Table 7 summarizes the estimated coefficients of working hours displayed in Tables 5 and 6 and the gender difference in the effect. We report in bold our preferred estimates. 10 The instrument has explanatory power both for men and women, as testified by the F -test for excluded instruments reported in Tables 5 and 6 (Staiger and Stock, 1997) . 11 As pointed out by Parente and Silva (2012) , the overidentification test gives little information when the instruments measure the same process and, thereby, should be taken with caution. 12 We use the number of the components of the household and the number of children living in the household as exclusion restrictions in the employment selection equation. This means that we assume that conditional on working hours, the other observables and, in the equations in first-differences, the individual fixed effect, the number of children and household components do not affect firm-sponsored training. This assumption is supported by the institutional set-up. In the last twenty years, the Dutch government has indeed implemented some policies aimed at removing barriers to part-time work, culminating in 2000 with the possibility for workers to flexibility adjust upward or downward the number of working hours within their current job, unless the request is in conflict with employers' business interest. Hence, family care, for instance due to the presence of kids, will be reflected and incorporated in the value of working hours. The results in Georgellis and Thomas (2007) , who found that in Germany the number of children has a negative impact on employer-provided training for both men and women, seem to move against our assumption. However, Georgellis and Thomas (2007) do not control for working hours. In our model, when we include the number of kids among the set of regressors, its estimated coefficient is not significantly different from zero, for both men and women, and all the other results are left unchanged. These estimation results are not presented in the text but are available from the authors upon request. Notes: * Significant at 10% level; ** significant at 5% level; *** significant at 1% level. The standard errors are robust to heteroskedasticity and serial correlation. § The gender difference of the effect is computed as the difference between the male effect and the female effect. † The estimated coefficients of the preferred models are in bold. For men, the preferred estimator is first-difference 2SLS, with h it−1 as instrument, because the Hausman test reveals an endogeneity problem of the working hours variable in first-difference OLS and the Hansen J statistic does not reveal any problem in the use of h it−1 as excluded instrument for ∆h it . Since for women there is no evidence for the endogeneity of ∆h it , the preferred estimator is first-difference OLS. ‡ Bootstrapped standard errors clustering at individual level with 1,000 replications.
For men, the preferred estimator is first-difference 2SLS with h it−1 as instrument, because: i) the Hausman test reveals an endogeneity problem of the working hours variable in first-difference OLS; ii) the Hansen J statistic provides evidence that h it−1 and h it−2 identify the same vector of parameters. Since for women there is no evidence for the endogeneity of ∆h it , the preferred estimator is first-difference OLS. Table 7 reports the gender difference in the effect of working hours on the propensity to receive firm-sponsored training both estimator by estimator and, in the last row of each panel, by comparing the male preferred estimate with the female one. We find that the gender difference in the effect is large and significantly different from zero. We conclude thereby that working hours affect firm-sponsored training for men but not for women: whilst working hours positively affect the training chances for men, it has no impact on female firm-sponsored training.
The impact of other regressors on firm-sponsored training
If we limit the comments on the impact of other regressors to the preferred models for men and women, it is clear that few other covariates have a significant impact on the probability of receiving firm-sponsored training. For men, job tenure plays an important role: it is an inverted U-shaped relationship with maximum at about 11 years and 4 months of job seniority. At this level of job seniority, the probability of firm-sponsored training is 10.2 percentage points higher than the one of newly hired workers (who are the reference). Then, it declines with job tenure until newly hired workers have the same probability of firm-sponsored training as workers with about 22 years and 8 months of job tenure.
For women, job tenure is instead not correlated to firm-sponsored training. Being single has a negative effect, although significant only at the 10% level, maybe because it might be a proxy of a higher propensity to move from job to job. Finally, low skilled-white collar women are the most likely to be trained by their employers.
Sensitivity analysis
One could wonder that the estimated effect of working hours on the probability of receiving firm-sponsored training could be biased by the presence of unobservables at firm level. First-differencing indeed removes the time-constant unobservables at worker level, but it is not able to eliminate the time-constant unobservables at firm level if workers changed firms from the survey at time t − 1 to the one at time t. The unobservables at firm level, like production technology, firm management and human resources practices, might be determinants of both the working hours and firm-sponsored training. Moreover, if the correlation between firm unobservables and the dependent and independent variables is related to gender, the presence of such firm heterogeneity might asymmetrically bias the estimated coefficients of men and women.
We check the robustness of our results to unobservables at firm level following two approaches. In the first one, we restrict the sample only to firm stayers, i.e. to those workers who do not change firm from one survey to the next one. 13 For firm-stayers, first-differencing removes unobservables both at individual and firm level. This approach is in the spirit of Altonji and Shakotko (1978) and Topel (1991) . However, by doing so, we possibly open the door to a sample selection problem (Topel, 1991) , since stayers might not be a random sample from the underlying population of workers and the selection rule could depend on gender. Table 8 displays the estimation results from the first-difference OLS and 2SLS (with ∆h it instrumented by h it−1 ) estimators by gender. When the variable of primary interest is the part-time indicator, the estimated effects of the working time on firm-sponsored training are in line with those of the baseline model from the qualitative viewpoint: i) a large and significant reduction in the probability of firm-sponsored training for male working part-time with the same magnitude as in the benchmark estimates (−0.474 against −0.521); ii) the effect is not significantly different from zero for women as in the benchmark estimates. 14 When the variable of primary interest is contractual weekly working hours, the positive relation between working hours and firm-sponsored training shrinks to zero for men, with the gender gap becoming much narrower in magnitude. This might suggest that firm heterogeneity is important, or, as an alternative, that firm-stayers are not a random draw from the underlying population of workers (Topel, 1991) and the selection rule is gender specific. 
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Std Notes: * Significant at 10% level; ** significant at 5% level; *** significant at 1% level. The standard errors are robust to heteroskedasticity and serial correlation. Firm movers are deleted from the sample, explaining the reduced sample size with respect to the sample of the baseline models. We drop from the list of explanatory variables job and firm characteristics, since either they do not vary over time for firm stayers or their time variation is too little. We report in bold the estimation results of the preferred models according to the diagnostic test after 2SLS estimation.
In order to shed more light on the importance of firm unobservables we implement a second check consisting in using a control function approach and, thereby, in plugging into the main equation a further set of covariates to capture eventual heterogeneity related to firm and job characteristics. First, we included a set of twelve dummy variables describing the job performed by the employee along several dimensions multiplied by job seniority in days: if the employee can work at his/her own pace, if the work implies getting dirty, if the work is dangerous, if the employee is in contact with hazardous substances, if the work is physically demanding, if the work implies lifting heavy objects, if it requires kneeling or stooping, if it is tiring, if it implies mental effort, if concentration is needed, if the work requires getting too busy and if it demands to relate well to other people. Second, we interact among each other all the indicators of firm heterogeneity at the finest level observed in the original dataset: sector, firm size and the indicator for the firm being public or private. We identify thereby 161 non-empty cells. We multiply the corresponding dummy variables by job seniority in days and we plug the resulting variables into the main equation among the other covariates. The idea of using these higher-order interactions between observables characteristics at individual, job and firm levels is in the same spirit of the approximation of the correlation between the firm fixed effects and individual characteristics in Abowd et al. (1999) . Table 9 displays the estimation results when we augment the set of regressors by these higher order interactions of firm characteristics and job type indicators. The estimated coefficients are very close to those reported in Table 7 . 
CHARACTERISTICS AND FURTHER JOB CHARACTERISTICS Men
S Notes: * Significant at 10% level; ** significant at 5% level; *** significant at 1% level. The standard errors are robust to heteroskedasticity and serial correlation. We report in bold the estimation results of the preferred models according to the diagnostic test after 2SLS estimation.
A third sensitivity analysis involves the specification of the main equation and the possible presence of biases in its estimation due to possible correlation between unobservables and changes in working hours. As a matter of fact, those individuals who decide to modify their contractual working hours could be a selected sample of the population: individuals that are more ambitious, attached to the labor market and career oriented could be less likely to experience a reduction in working time and more likely to get firm-sponsored training. The variation in working hours could thereby be time-varying heterogeneity if not included among the regressors. We thereby modify Equation (1) by including ∆h it among the regressors:
We estimate this equation using the same strategy as in the benchmark model: OLS in levels ignoring c i ; OLS after first differencing so as to remove c i ; 2SLS after first differencing using h it−1 as an instrument for ∆h it and ∆h it−1 as an instrument for ∆∆h it−1 . The inclusion of ∆h it among the regressors makes us lose one time period and the source of identification, the within-individual time variation, shrinks further. We thereby run this sensitivity check only using the contractual weekly working hours as measure of working time. Table 10 displays the estimation results of the coefficients of h it and ∆h it . They are very much in line with those of the benchmark model and the estimated coefficients of ∆h it are never significantly different from zero. 
Std Notes: * Significant at 10% level; ** significant at 5% level; *** significant at 1% level. The standard errors are robust to heteroskedasticity and serial correlation. The reduction in the number of observations is due to the fact that, when we include ∆h it among the regressors, we lose one time period.
We run a fourth sensitivity check to test whether measurement error might be an issue in the first difference estimation. As a matter of fact, errors of measurement in the explanatory variables get magnified by the reduced variation implied by the elimination of the unobserved heterogeneity (Griliches and Hausman, 1986) . One may wonder that gender differences in the effect of working hours on firm-sponsored training is not due to economic reasons, but to a gender difference in the attenuation bias generated by gender specific measurement errors. For example, on the one hand, if women change working time more often, then they might be more likely than men to mis-report the actual working time; on the other hand, if very few men modify their working time and maybe they do it under very special circumstances, then they could be more likely to exactly report the new working time regime. We assume that the measurement error is uncorrelated to the explanatory variables and we correct for the potential bias induced by the measurement er -TABLE 11: TESTS FOR MEASUREMENT ERROR USING THE DESIRED WORKING HOURS AS   INSTRUMENT FOR CONTRACTUAL WORKING TIME   Men Women ror by using the variation in desired working hours to instrument the variation in working hours ∆h it . Then, using a regression based Hausman test (robust to heteroskedasticity and within-individual correlation), we tested whether the measurement error corrected estimation of the parameter of contractual working hours is different from the one that ignores the measurement error. Table 11 displays the Hausman test statistics. Since not all the individuals reported the number of desired working hours, the number of observations is smaller than the one in the benchmark approach. The variation of the desired working hours have a weak explanatory power in explaining ∆h it for men. However, it is strong enough for women who, as said, might be more likely to report incorrectly their contractual working hours. According to what we can infer from Table 11 , it seems that measurement error is not an issue. Since in the LISS panel we also have information about individuals' training activities which are not sponsored by firms, we re-estimated all the baseline models by including an indicator variable equal to one if the worker participated in a training course not sponsored by the firm in the last 12 months (and zero otherwise). Participation in other training course is a time-varying variable which could be correlated to both the probability of firmsponsored training and working hours. Omitting this source of time-varying heterogeneity might bias the estimation results. When we include the indicator for training not sponsored by the firm in the set of control variables, we get estimation results, significance levels and diagnostic tests after 2SLS estimates that are indistinguishable from those of the baseline models. 15 Since the process of attending training courses not sponsored by the firm might be realized simultaneously to the process of receiving firm-sponsored training, we prefer to stick to the models without the indicator for training not sponsored by the firm as a benchmark.
How to explain our findings
In the previous subsection, we showed that low working hours lower the chances of a male worker to receive firm-sponsored training. For women, there is instead no effect of working hours on firm-sponsored training. In this subsection, we try to answer the question of why there is an effect for men but not for women.
As pointed out by Backes-Gellner et al. (2014) , one of the most important determinant of the firm propensity to provide their workers with training is the expected future working time volume of the match between the firm and a given worker. The larger the future working time volume of the match, the higher indeed the probability that the employer will recoup the training costs. As a matter of fact, Picchio and van Ours (2011) found that the higher the degree of monopsony power, and thereby the lower the potential mobility of workers, the higher the training investments of firms in the Netherlands. Ikenaga and Kawaguchi (2013) studied the relationship between labor market attachment and training participation in Japan, finding that workers' expected attachment to the labor market and expected tenure at a specific firm mainly explain participation in employer-provided training. Because of labor market imperfections employers may have some monopsony power over workers. This allows them to reap some of the benefits of training by increase the gap between productivity and wage (Acemoglu, 1997; Acemoglu and Pischke, 1999) . It could be that our findings on the gender-specific relationship between part-time work and firm-sponsored training are related to gender-specific monopsony power of firms. Indeed, there is some evidence that employers have more monopsony power over female workers than they have over male workers (Hirsch et al., 2010; Ransom and Oaxaca, 2010) . If so, this would make it more worthwhile for employers to invest in training of their female workers. However, for a monopsony power explanation of our findings there should be gender-working hours based differences in monopsony power.
Hence, one possible explanation for the gender difference in the effect is that the contractual weekly working hours could be a better proxy of the stability of the job match for men than for women. Being a man working little hours could mean that the male worker is performing a bad job, a temporary situation, while for women working a reduced number of hours could be a permanent choice, a way to reconcile career and family care. We firm are available from the authors upon request. We find that firm-sponsored training and training not sponsored by the firm are negatively correlated for both men and women. test whether this might be an explanation of our findings by studying how the contractual weekly working hours at time t affect the probability of leaving the current firm in the subsequent 12 months. If working hours are a better predictor of expected job attachment and job tenure for men than for women, this should be reflected in a larger positive effect of working part-time on the probability of leaving the current firm for men than for women. The top panel of Table 12 reports the estimation results of a linear probability model for leaving the current firm in one year as a function of contractual weekly working hours and all the covariates used in the baseline model. We use different estimator and report in bold the estimation results of the preferred models for men and women, chosen on the basis of the 2SLS diagnostic tests. We conclude that a lower number of working hours or having a part-time job is an indicator of short duration neither for men nor for women.
As a further check in this direction, we studied the relation between working hours and the probability of training not sponsored by the firm. If a part-time position is less stable for men than for women, then male part-timers should more willing than female part-timers to be involved in training activities not sponsored by the firm, so as to acquire more general skills and be more likely to get a more stable position in some other firm. The bottom panel of Table 12 reports the estimation results of a linear probability model for training not sponsored by the firm as a function of contractual weekly working hours and all the covariates used in the baseline model. We find no effect of contractual weekly working hours on training not sponsored by the firm and no gender difference.
If the gender difference in the effect of working hours on firm-sponsored training is induced by a different level of job stability between male and female part-timers, this might be reflected on different levels of job satisfaction between men and women (conditional on working hours). If the degree of job stability is decreasing in working hours for men, then we should observe a positive relationship between male job satisfaction and working hours. The LISS panel contains several variables measuring the employees' satisfaction from different angles: work, career, wage, working hours, work type and atmosphere with colleagues satisfaction. The question about job satisfaction is specified as follows: "How satisfied are you with [...] ?" with the possible answers ranging in the set of positive integers from 0 (very dissatisfied) to 10 (very satisfied). We estimate thereby fixed effects ordered logit models for these different measures of job related satisfaction to understand whether and how they are affected by working hours. We use the fixed-effects ordered logit estimator suggested by Mukherjee et al. (2008) , named 'blow-up and cluster' (BUC) by Baetschmann et al. (2015) , who studied its properties and compared them to those of alternative estimators. Table 13 reports the estimation results of the satisfaction equations by gender and it shows that for men all the measures of job satisfaction are not affected 
SPONSORED BY THE FIRM Men
Std Notes: * Significant at 10% level; ** significant at 5% level; *** significant at 1% level. The standard errors are robust to heteroskedasticity and serial correlation. We report in bold the estimation results of the referred models according to the diagnostic test after 2SLS estimation. All the covariates of the baseline model plus the indicator for firm-sponsored training are included as regressors. § We also estimated similar models but using the part-time indicator as a measure of working hours. We obtained very similar results from the qualitative viewpoint. They are not reported for the sake of brevity, but they are available from the authors upon request.
by working hours. For women, we find instead some evidence of a significant and positive effect of working hours on wage satisfaction but a negative and significant effect on working hours satisfaction. Thereby, the explanation of why we find an effect of working hours on firm-sponsored training for men but not for women does not seem to be linked to the actual job stability of male and female part-timers. However, the time period over which we can compare for example job stability is rather short. Therefore, we cannot rule out that there are gender-working hours specific differences in monopsony power. Nevertheless, we speculate that our findings might also be related to social norms. We saw in Section 2 that in the Netherlands for women it is quite common to work part-time. More than half of the female prime age employees work part-time. Men working part-time are much less common in the Netherlands. The large gender difference in the share of men and women with a part-time job might have shaped social norms according to which men working parttime could send a very different signal to their employer than women working part-time. The employer might interpret this preference as a signal of low attachment to the labor market or low interest in that particular job, and thereby of short expected duration of the job relationship. This might generate a different propensity of firms to sponsor training of male part-timers than female part-timers. Since it is instead common for women to choose part-time positions, the preference of a female worker for a reduced number of working hours might not convey a bad signal to the employer. Gender asymmetries in the type of signal sent by the preference for a reduced number of working hours might thereby explain why we find a different propensity of firms to sponsor training of male part-timers than that of female part-timers. Since we found no evidence of correlations between working hours and future job stability and satisfaction, it might imply that social norms are generating signals that do not reflect the actual attachment to the labor market of male part-timers. If so, employers are allocating resources on training programs on the basis of mis-perceived expected future working time volume of the match between the firm and a given worker.
Finally, we investigate whether there are gender-specific differences in the part-time pay penalty, i.e. in the hourly wages of part-timers and full-timers. The top panel of Table  14 shows the relevant parameter estimates when we relate contractual weekly working hours to hourly wages. When using OLS we find for both men and women that the hourly wage decreases with the number of working hours. In the bottom part of Table 14 we also find that part-timers have a higher hourly wage than full-timers. However, both relationships may be caused by unobserved personal characteristics such that conditional on observables more skillful individuals are more likely to have fewer working hours, i.e. work part-time. Therefore, we also present estimates where we allow for individuals Notes: * Significant at 10% level; ** significant at 5% level; *** significant at 1% level. The standard errors are robust to heteroskedasticity and serial correlation. All the covariates used in the baseline model plus the indicator for firm-sponsored training are included as regressors in the equation for the different measures of work-related satisfaction. † We implement the 'blow-up and cluster' (BUC) fixed-effects ordered logit estimator suggested by Mukherjee et al. (2008) . We control also for all the covariates used in the baseline models in firstdifferences. § The dependent variables take values on the set of integer values in [0, 10], where 0 means "not at all satisfied" and 10 means "fully satisfied".
fixed effects. The parameter estimates are presented in the second rows of both the upper and lower panel of Table 14 . Now we find that for men the point estimates are very much in line with those from the OLS estimator in levels: a Hausman test comparing the levels OLS estimates with the first difference OLS estimates does not reject the null hypothesis that working time is exogenous in the model in levels, when we use both the contractual weekly working hours and the part-time indicator. For women, removing the individual fixed effects by first differencing results instead in a significantly different estimate of the parameter of the contractual weekly working hours. 16 After looking also at the Hausman test statistics comparing the first difference OLS estimates to the first difference 2SLS estimate (with h it−1 as instrument for ∆h it ), the preferred estimates are: i) the levels OLS for men; ii) for women, the first difference 2SLS estimate when using the contractual weekly working hours and the levels OLS estimate with the part-time indicator. According to the preferred estimates, which are reported in bold in Table 14 , and if we take the hourly wage as an indicator of productivity, we conclude that parttimers are more productive than full-timers, for both men and women. We can only speculate on the reason for this. Perhaps the higher productivity of parttimers is related to the combination of work and care. Studying the relationship between hours of housework and hours of market work for partnered individuals of whom the man works full-time Booth and van Ours (2013) conclude that for women increasing hours of market work is not compensated by an equivalent reduction of hours of housework. 17 As the hours of market work of the women increase, man's hours of housework remain almost constant while for women there is approximately half an hour reduction of housework for every additional hour of market work. So, the net increase of working hours for every additional market hour is half an hour. Full-time working women may be less productive than part-time working women because they have a lot of hours of housework to do. We also note that, not only part-timers might be more productive than full-timers on an hourly basis, but they could be more productive for firms on a weekly basis since they allow for more organizational flexibility than full-timers (see Künn-Nelen et al., 2013) . 16 We computed the Hausman test statistics robust to heteroskedasticity and within-individual correlation by bootstrapping 999 times the difference between the OLS and the first difference estimates of the parameter of the working time variable. For men the Hausman test statistic is χ 2 (1) = 0.147 (p-value = 0.701) and χ 2 (1) = 0.187 (p-value = 0.666), respectively for the contractual weekly working hours variable and the part-time dummy; for women we get χ 2 (1) = 4.265 (p-value = 0.039) and χ 2 (1) = 0.077 (p-value = 0.781), respectively for the contractual weekly working hours variable and the part-time dummy. 17 Housework includes preparation of lunch/dinner, making table ready for dinner, doing the dishes, vacuum cleaning, cleaning windows/doors, doing the floors, cleaning toilet/bathroom, waxing floor and cleaning furniture, cleaning the beds, washing clothes, drying clothes, ironing clothes, fixing clothes and watering plants inside the house. Women ------------------------------Coeff.
Std (1)=0.026, p-value=0.872 and 2 are jointly used as instruments Notes: * Significant at 10% level; ** significant at 5% level; *** significant at 1% level. The standard errors are robust to heteroskedasticity and serial correlation. We report in bold the estimation results of the preferred models according to the diagnostic tests after 2SLS estimation. We include in the log hourly wage equation all the covariates used in the baseline model plus an indicator for firm-sponsored training. We lose observations compared to the benchmark estimates because not all the workers report the monthly income, which is used to compute the average hourly wage, and because we exclude those individuals who worked zero hours in the month of the survey interview.
Conclusions
Using longitudinal data on workers in the Netherlands and focusing on the differences between males and females, we study the effect of working hours on the propensity of firms to sponsor training of their employees. On average, both part-time working men and part-time working women are less likely to receive firm-sponsored training than their full-time working counterparts. This is still the case if we allow for observed personal characteristics to influence the probability to receive firm-sponsored training. However, once we account for differences in unobserved personal characteristics we no longer find that part-time working women receive less firm-sponsored training than full-time working women. Apparently, for women the part-time specific difference in the likelihood of receiving training is related to unobserved characteristics and not to the working hours. For men, allowing for differences in unobserved characteristics does not remove the parttime training penalty. Allowing for potential endogeneity of working part-time we still find a difference in training propensity between part-time and full-time working men but no such difference for women. In this respect our findings are similar to what Backes-Gellner et al. (2014) find for Switzerland. However, different from the Swiss study we do not find a gender-specific difference in training incidence for full-time workers.
We investigate several possible explanations for the gender-specific differences in the part-time training penalty. We study whether they are related to gender-specific type of work by investigating whether unobserved firm differences matter but find that this is not the case. We also investigate whether job stability is an issue. If part-time working men are less likely to stay at a firm while part-time working women stay longer it does not pay for firms to make a training investment in part-time working men. We find no evidence for this. We also find no differences in job satisfaction between part-timers and full-timers. All this suggests that differences in monopsony power over part-time working men or part-time working men are not relevant. However, the time period over which we can compare, for example, job stability is rather short. Therefore, we cannot rule out that there are gender-working hours specific differences in monopsony power. Nevertheless, we speculate that the reason for part-time working women to be as likely to receive firmsponsored training as full-time working women is related to social norms. Whereas in the Netherlands working part-time is well-established for women, this is less common for men. Employers interpret a man working part-time as signaling a lower attachment to the job. We find no evidence that, at least in the short run, this is the case. It could be that employers are allocating resources on training programs on the basis of mis-perceived expected future working time volume of the match between the firm and a given worker. This opens the door to the intervention of the policy maker, which could aim at weakening
