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Introduction
In this book, we study Gromov’s metric geometric theory [19, §31
2
]
on the space of metric measure spaces, based on the idea of concentra-
tion of measure phenomenon due to Le´vy and Milman. Although most
of the details are omitted in the original article [19, §31
2
], we present
complete and detailed proofs for some main parts, in which we prove
several claims that are not mentioned in any literature. We also dis-
cuss concentration with a lower bound of curvature, which is originally
studied in [17].
The concentration of measure phenomenon was first discovered by
P. Le´vy [26] and further put forward by V. Milman [31, 32]. It has
many applications in various areas, such as, geometry, analysis, prob-
ability theory, and discrete mathematics (see [24] and the references
therein). The phenomenon is stated as that any 1-Lipschitz continuous
function is close to a constant on a domain with almost full measure,
which is often observed for high-dimensional spaces. As a most fun-
damental example, we observe it in the high-dimensional unit spheres
Sn(1) ⊂ Rn+1, i.e., any 1-Lipschitz continuous function on Sn(1) is
close to a constant on a domain with almost full measure if n is large
enough. In general, it is described for a sequence of metric measure
spaces. In this book, we assume a metric measure space, an mm-space
for short, to be a triple (X, dX , µX), where (X, dX) is a complete sep-
arable metric space and µX a Borel probability
1 measure on X . A
sequence of mm-spaces Xn, n = 1, 2, . . . , is called a Le´vy family if
lim
n→∞
inf
c∈R
µXn(|fn − c| > ε) = 0
for any sequence of 1-Lipschitz continuous functions fn : Xn → R,
n = 1, 2, . . . , and for any ε > 0. The sequence of the unit spheres
Sn(1), n = 1, 2, . . . , is a Le´vy family, where the measure on Sn(1) is
taken to be the Riemannian volume measure normalized as the total
measure to be one.
One of central themes in this book is the study of the observable dis-
tance. The observable distance d conc(X, Y ) between two mm-spaces X
and Y is, roughly speaking, the difference between 1-Lipschitz functions
on X and those on Y (see Definition 5.3 for the precise definition). A
1In [19, §3 1
2
], the measures of mm-spaces are not necessarily probability. How-
ever, all our proofs easily extend to the case of non-probability mm-spaces.
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sequence of mm-spaces is a Le´vy family if and only if it dconc-converges
to a one-point mm-space, where we note that any 1-Lipschitz func-
tion on a one-point mm-space is constant. Thus, dconc-convergence of
mm-spaces can be considered as a generalization of the Le´vy property.
We call dconc-convergence of mm-spaces concentration of mm-spaces. A
typical example of a concentration Xn → Y is obtained by a fibration
Fn → Xn → Y
such that {Fn}∞n=1 is a Le´vy family, which example makes us to notice
that concentration of mm-spaces is an analogue of collapsing of Rie-
mannian manifolds. Concentration is strictly weaker than measured
Gromov-Hausdorff convergence and is more suitable for the study of a
sequence of manifolds whose dimensions are unbounded.
Although dconc is not easy to investigate, we have a more elemen-
tary distance, called the box distance, between mm-spaces. The box
distance function is fit for well-known measured Gromov-Hausdorff con-
vergence of mm-spaces (see Remark 4.31). Concentration of mm-spaces
is rephrased as convergence of associated pyramids using the box dis-
tance function, where a pyramid is a family of mm-spaces that forms a
directed set with respect to some natural order relation between mm-
spaces, called the Lipschitz order (see Definitions 2.10 and 6.3). We
have a metric ρ on the set of pyramids, say Π, induced from the box
distance function (see Definition 6.20 and [43]). Each mm-space X is
associated with the pyramid, say PX , consisting of all descendants of
the mm-space (i.e., smaller mm-spaces with respect to the Lipschitz
order). Denote the set of mm-spaces by X . We prove that the map
ι : X ∋ X 7−→ PX ∈ Π
is a 1-Lipschitz continuous topological embedding map with respect to
dconc and ρ. This means that concentration of mm-spaces is expressed
only by the box distance function, since ρ is induced from the box
distance function. We also prove that Π is a compactification of X
with dconc. Such a concrete compactification is far more valuable than
just an abstract one.
It is also interesting to study a sequence of mm-spaces that dconc-
diverges but have proper asymptotic behavior. A sequence of mm-
spaces Xn, n = 1, 2, . . . , is said to be asymptotic if the associated pyra-
mid PXn converges in Π. We say that a sequence of mm-spaces asymp-
totically concentrates if it is a dconc-Cauchy sequence. Any asymptoti-
cally concentrating sequence of mm-spaces is asymptotic. For example,
the sequence of the Riemannian product spaces
S1(1)× S2(1)× · · · × Sn(1), n = 1, 2, . . . ,
dconc-diverges and asymptotically concentrates (see Example 7.35). The
sequence of the spheres Sn(
√
n) of radius
√
n, n = 1, 2, . . . , does not
even asymptotically concentrate but is asymptotic (see Theorem 7.39,
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Corollary 7.41, and [43]). One of main theorems in this book states
that the map ι : X → Π extends to the dconc-completion of X , so
that the space Π of pyramids is also a compactification of the dconc-
completion of the space X of mm-spaces (see Theorem 7.27). Let γn
denote the standard Gaussian measure on Rn. Then, the associated
pyramids PSn(√n) and P(Rn,γn) both converge to a common pyramid
as n → ∞ (see Theorem 7.39 and [43]), which can be thought as
a generalization of the Maxwell-Boltzmann distribution law (or the
Poincare´ limit theorem).
The spectral property is deeply related with the asymptotic behav-
ior of a sequence of mm-spaces. The spectral compactness of a family
of mm-spaces is defined by the Gromov-Hausdorff compactness of the
energy sublevel sets of L2 functions (see Definition 7.43) and is closely
related with the notion of asymptotic compactness of Dirichlet energy
forms (see [23]). For a family of compact Riemannian manifolds, it
is equivalent to the discreteness of the limit set of the spectrums of
the Laplacians of the manifolds (see Proposition 7.49). (In this book,
manifolds may have nonempty boundary.) We prove that any spec-
trally compact and asymptotic sequence of mm-spaces is asymptoti-
cally concentrates if the observable diameter is bounded from above
(see Theorem 7.51). We say that a sequence of mm-spaces spectrally
concentrates if it spectrally compact and asymptotically concentrates.
For example, let
Xn := F1 × F2 × · · · × Fn
be the Riemannian product of compact Riemannian manifolds Fn, n =
1, 2, . . . . If λ1(Fn) diverges to infinity as n→∞, then {Xn} spectrally
concentrates (see Corollary 7.53).
There is a notion of dissipation for a sequence of mm-spaces, which
is opposite to concentration and means that the mm-spaces disperse
into many small pieces far apart each other. A sequence of mm-spaces
δ-dissipates, δ > 0, if and only if any limit of the associated pyramids
contains all mm-spaces with diameter ≤ δ. The sequence infinitely
dissipates if and only if the associated pyramid converges to the space of
mm-spaces (see Proposition 8.5). On one hand, for a disconnected mm-
space F , the sequence of the nth power product spaces F n, n = 1, 2, . . . ,
with l∞ metric δ-dissipates for some δ > 0 (see Proposition 8.6). On
the other hand, the non-dissipation theorem (Theorem 8.8) states that
the sequence {F n} does not δ-dissipate for any δ > 0 if F is connected
and locally connected. The proof of the non-dissipation theorem relies
on the study of the obstruction condition for dissipation. For example,
a sequence of compact Riemannian manifolds Xn does not dissipate if
λ1(Xn) is bounded away from zero (see Corollary 8.14), which is one
of essential statements in the proof of the non-dissipation theorem.
It is interesting to study the relation between curvature and concen-
tration. The concept of Ricci curvature bounded below is generalized
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to the curvature-dimension condition for an mm-space by Lott-Villani-
Sturm [28, 45, 46] via the optimal mass-transport theory. We prove
that if a sequence of mm-spaces satisfying the curvature-dimension
condition concentrates to an mm-space, then the limit also satisfies
the curvature-dimension condition (see [17]). This stability result of
the curvature-dimension condition has an important application to the
eigenvalues of Laplacian on Riemannian manifolds. In fact, under the
nonnegativity of Ricci curvature, the kth eigenvalue of the Laplacian of
a closed Riemannian manifold is dominated by a constant multiple of
the first eigenvalue, where the constant depends only on k and is inde-
pendent of the dimension of the manifold. This dimension-free estimate
cannot be obtained by the ordinary technique. Combining this estimate
with Gromov-V. Milman’s and E. Milman’s results [18,29,30], we have
the equivalence:
{Xn} is a Le´vy family
⇐⇒ λ1(Xn)→ +∞
⇐⇒ λk(Xn)→ +∞ for some k
for a sequence of closed Riemannian manifolds Xn, n = 1, 2, . . . , with
nonnegative Ricci curvature.
The organization of this book is as follows.
In Chapter 1, we define weak and vague convergence of measures,
the Prohorov distance, transportation, the Ky Fan metric, convergence
in measure of maps, and present those basic facts.
Chapter 2 is devoted to a minimal introduction to Le´vy-Milman
concentration phenomenon. We define the observable diameter, the
separation distance, and the Lipschitz order. We prove the normal
law a´ la Le´vy for Sn(
√
n) stating that any limit of the push-forward of
the normalized volume measure on Sn(
√
n) by a 1-Lipschitz continuous
function on Sn(
√
n) as n→∞ is the push-forward of the 1-dimensional
standard Gaussian measure by some 1-Lipschitz continuous function
on R. From this we derive the asymptotic estimate of the observable
diameter of Sn(1) and CP n. We also prove the relation between the kth
eigenvalue of the Laplacian and the separation distance for a compact
Riemannian manifold, which yields some examples of Le´vy families.
Most of the contents in this chapter are already known for specialists.
Chapter 3 presents some basic facts on metric geometry, such as,
the Hausdorff distance and the Gromov-Hausdorff distance. We also
prove the equivalence between the Gromov-Hausdorff convergence and
the convergence of the distance matrices of compact metric spaces.
Chapter 4 deals with the box distance between mm-spaces, which
is one of fundamental tools in this book. We prove that the Lips-
chitz order is stable under box convergence, and that any mm-space
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can be approximated by a monotone nondecreasing sequence of finite-
dimensional mm-spaces. We investigate the convergence of finite prod-
uct spaces to the infinite product.
Chapter 5 discusses the observable distance and the measurements,
where the N-measurement of an mm-space is defined to be the set of
push-forwards of the measure of the mm-space by 1-Lipschitz maps to
RN with l∞ norm. The measurements have the complete information
of the mm-space and can be treated easier than the mm-space itself.
We prove that the concentration of mm-spaces is equivalent to the
convergence of the corresponding measurements, which is one of the
essential points for the investigation of convergence of pyramids.
Chapter 6 is devoted to the space of pyramids. We define a metric
on the space of pyramids and prove its compactness. The metric is
originally due to [43].
In Chapter 7, we finally complete the proof of the theorem that the
dconc-completion of the space of mm-spaces is embedded into the space
of pyramids, which is one of main theorems in this book. We study the
asymptotic concentration of finite product spaces and the asymptotic
property of the pyramids PSn(√n) and P(Rn,γn) (see [43]). We also
study spectral compactness and prove that any spectrally compact and
asymptotic sequence of mm-spaces asymptotically concentrates if the
observable diameter is bounded from above.
Chapter 8 discusses dissipation. After the basics of dissipation, we
present some examples of dissipation. One of the interesting examples
is the sequence of the spheres Sn(rn) of radius rn. It infinitely dissipates
if only if rn/
√
n → +∞ as n → ∞ (see [43]). We also study some
obstruction for dissipation and prove the non-dissipation theorem.
The final Chapter 9 is an exposition of [17]. We prove the stability
theorem of the curvature-dimension condition for concentration, and
apply it to the study of the eigenvalues of Laplacian on closed Rie-
mannian manifolds. We also prove the stability of a lower bound of
Alexandrov curvature.
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CHAPTER 1
Preliminaries from measure theory
1.1. Some basics
In this section, we enumerate some basic definitions and facts on
measure theory. We refer to [2,3,20] for more details.
A measure µ on a set X is a nonnegative countably additive set
function on a σ-algebra over X . We call a pair (X, µ) of a set X and a
measure µ on X a measure space. A measure on a topological space X
is called a Borel measure if it is defined on the Borel σ-algebra over X .
A measure µ on a set X is said to be finite if µ(X) < +∞. A probability
measure µ on X is defined to be a measure on X with µ(X) = 1.
A map f : X → Y from a measure space (X, µ) to a topological
space Y is said to be (µ-)measurable if for any Borel subset A ⊂ Y
the preimage f−1(A) belongs to the associated σ-algebra of (X, µ). A
map f : X → Y between two topological spaces X and Y is Borel
measurable if for any Borel subset A ⊂ Y the preimage f−1(A) is a
Borel subset of X .
Definition 1.1 (Inner and outer regular measure). Let µ be a
Borel measure on a topological space X . µ is said to be inner regular
(or tight) if for any Borel subset A ⊂ X and for any real number
ε > 0, there exists a compact set K contained in A such that µ(A) ≤
µ(K) + ε. µ is said to be outer regular if for any Borel subset A ⊂ X
and for any ε > 0, there exists an open set U containing A such that
µ(A) ≥ µ(U)− ε.
Theorem 1.2. Any finite Borel measure on a complete separable
metric space is inner and outer regular.
Definition 1.3 (Absolute continuity). Let µ and ν be two Borel
measures on a topological spaceX . µ is said to be absolutely continuous
with respect to ν if µ(A) = 0 for any Borel subset A ⊂ X with ν(A) = 0.
Theorem 1.4 (Radon-Nikodym theorem). Let X be a topological
space. If a Borel measure µ on X is absolutely continuous with re-
spect to a Borel measure ν on X, then there exists a Borel measurable
function f : X → [ 0,+∞ ) such that
µ(A) =
∫
A
f dν
for any Borel subset A ⊂ X. Moreover, f is unique ν-a.e.
11
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Definition 1.5 (Radon-Nikodym derivative). The function f in
Theorem 1.4 is called the Radon-Nikodym derivative (or density) of µ
with respect to ν and is denoted by
dµ
dν
.
Definition 1.6 (Push-forward). Let p : X → Y be a measurable
map from a measure space (X, µ) to a topological space Y . We define
a Borel measure p∗µ on Y by
p∗µ(A) := µ(p−1(A))
for any Borel subset A ⊂ Y . We call p∗µ the push-forward of µ by the
map p.
Theorem 1.7 (Disintegration theorem). Let p : X → Y be a Borel
measurable map between two complete separable metric spaces X and
Y . Then, for any finite Borel measure µ on X, there exists a family of
probability measures µy, y ∈ Y , on X such that
(1) the map Y ∋ y 7→ µy is Borel measurable, i.e., Y ∋ y 7→ µy(A)
is a Borel measurable function for any Borel subset A ⊂ X,
(2) µy(X \ p−1(y)) = 0 for p∗µ-a.e. y ∈ Y ,
(3) for any Borel measurable function f : X → [ 0,+∞ ),∫
X
f(x) dµ(x) =
∫
Y
∫
p−1(y)
f(x) dµy(x)d(p∗µ)(y).
Moreover, {µy}y∈Y is unique p∗µ-a.e.
Definition 1.8 (Disintegration). The family {µy}y∈Y as in Theo-
rem 1.7 is called the disintegration of µ for p : X → Y .
Definition 1.9 (Median and Le´vy mean). Let X be a measure
space with probability measure µ and f : X → R a measurable func-
tion. A real number m is called a median of f if it satisfies
µ(f ≥ m) ≥ 1
2
and µ(f ≤ m) ≥ 1
2
,
where µ(P ) for a conditional formula P denotes the µ-measure of the
set of points where P holds. It is easy to see that the set of medians of
f is a closed and bounded interval. The Le´vy mean of f with respect
to the measure µ is defined to be
mf := lm(f ;µ) :=
af + bf
2
,
where af is the minimum of medians of f and bf the maximum of
medians of f .
1.2. CONVERGENCE OF MEASURES 13
1.2. Convergence of measures
For a while, let X be a metric space with metric dX .
Definition 1.10 (Weak and vague convergence of measures). Let
µ and µn, n = 1, 2, . . . , be finite Borel measures on X . We say that µn
converges weakly to µ and write µn → µ weakly as n→∞ if
(1.1) lim
n→∞
∫
X
f dµn =
∫
X
f dµ
for any bounded and continuous function f : X → R. We say that
µn converges vaguely to µ and write µn → µ vaguely n → ∞ if (1.1)
holds for any continuous function f : X → R with compact support.
Any weakly convergent sequence is vaguely convergent, but the con-
verse is not necessarily true. For example, the sequence of Dirac’s delta
measures δn, n = 1, 2, . . . , converges vaguely to the zero measure on R,
but it does not converge weakly, where Dirac’s delta measure δx at a
point x in a space X is defined by
δx(A) :=
{
1 if x ∈ A,
0 if x /∈ A
for A ⊂ X . For any weakly convergent sequence µn → µ, the total
measure µn(X) converges to µ(X).
Lemma 1.11. Assume that a sequence of finite Borel measures µn,
n = 1, 2, . . . , converges weakly (resp. vaguely) to a finite Borel measure
µ on a metric space (resp. locally compact metric space) X. Then, for
any Borel (resp. relatively compact Borel) subset A ⊂ X, we have
µ(A◦) ≤ lim inf
n→∞
µn(A) ≤ lim sup
n→∞
µn(A) ≤ µ(A¯),
where A◦ and A¯ denote the interior and the closure of A, respectively.
Definition 1.12 (Prohorov distance). The Prohorov distance dP (µ, ν)
between two Borel probability measures µ and ν on X is defined to be
the infimum of ε > 0 satisfying
(1.2) µ(Uε(A)) ≥ ν(A)− ε
for any Borel subset A ⊂ X , where
Uε(A) := { x ∈ X | dX(x,A) < ε }.
The distance function dP is called the Prohorov metric.
We have dP (µ, ν) ≤ 1 for any two Borel probability measures µ and
ν on X .
Note that (1.2) holds for any Borel subset A ⊂ X if and only if
(1.3) ν(Uε(A)) ≥ µ(A)− ε
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for any Borel subset A ⊂ X . In fact, since Uε(X \ Uε(A)) ⊂ X \ A,
(1.2) for X \ Uε(A) yields
µ(X \ A) ≥ µ(Uε(X \ Uε(A))) ≥ ν(X \ Uε(A))− ε,
which implies (1.3). In particular, we have dP (ν, µ) = dP (µ, ν).
Proposition 1.13 (cf. [2, §6]). Let X be a metric space. The
Prohorov metric dP is a metric on the set of Borel probability measures
on X.
The following is sometimes useful.
Lemma 1.14. For any two Borel probability measures µ and ν on
X, we have
dP (µ, ν) = inf{ ε ≥ 0 | µ(Bε(A)) ≥ ν(A)− ε
for any Borel subset A ⊂ X },
where
Bε(A) := { x ∈ X | dX(x,A) ≤ ε }.
Proof. Since Uε(A) ⊂ Bε(A), the right-hand side is not greater
than dP (µ, ν).
If µ(Bε(A)) ≥ ν(A)− ε for a real number ε > 0, then µ(Uε′(A)) ≥
ν(A) − ε′ for any ε′ with ε′ > ε. This proves that the right-hand side
is not less than dP (µ, ν). 
Lemma 1.15 (cf. [2, §5–6]). (1) If X is separable, then we have
µn → µ weakly ⇐⇒ dP (µn, µ)→ 0
for any Borel probability measures µ and µn, n = 1, 2, . . . , on
X.
(2) If X is separable (resp. separable and complete), then the set of
Borel probability measures on X is separable (resp. separable
and complete) with respect to dP .
(3) If X is compact, then any sequence of Borel measures µn,
n = 1, 2, . . . , on X with supn µn(X) < +∞ has a weakly con-
vergent subsequence, and in particular, the set of Borel proba-
bility measures on X is dP -compact.
(4) If X is proper, then any sequence of Borel measures µn, n =
1, 2, . . . , on X with supn µn(X) < +∞ has a vaguely conver-
gent subsequence, where X is said to be proper if any bounded
subset of X is relatively compact.
Proof. We refer to [2, §5–6] for the proof of (1)–(3).
We give the proof of (4). Let µn, n = 1, 2, . . . , be Borel measures
on a proper metric space X with supn µn(X) < +∞. By [20, (5.3)],
the one-point compactification of X , say Xˆ , is metrizable. Applying
(3) yields that there exists a weakly convergent subsequence of {µn} on
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Xˆ , which is a vaguely convergent sequence on X if each µn is restricted
on X . This completes the proof. 
Definition 1.16 (Tight). LetM be a family of Borel measures on
a topological space X . We say that M is tight if for any real number
ε > 0 there exists a compact subset Kε ⊂ X such that µ(X \Kε) < ε
for every µ ∈M.
Theorem 1.17 (Prohorov’s theorem). Let M be a family of Borel
probability measures on a complete separable metric space. Then the
following (1) and (2) are equivalent to each other.
(1) M is tight.
(2) M is relatively compact with respect to dP .
Definition 1.18 (Transport plan). Let µ and ν be two finite Borel
measures on X . A Borel measure m on X × X is called a transport
plan (or coupling) between µ and ν if
m(A×X) = µ(A) and m(X ×A) = ν(A)
for any Borel subset A ⊂ X .
Definition 1.19 (ε-Transportation). Let µ and ν be two Borel
probability measures on X . A Borel measure m on X × X is called
an ε-transportation between µ and ν if the following (1) and (2) are
satisfied.
(1) There exist two Borel measures µ′ and ν ′ on X with µ′ ≤ µ
and ν ′ ≤ ν such that m is a transport plan between µ′ and ν ′.
(2) We have
suppm ⊂ ∆ε := { (x, y) ∈ X ×X | dX(x, y) ≤ ε },
where suppm is the support of m, i.e., the set of points x such
that any open neighborhood of x has positive m-measure.
For an ε-transportation m between µ and ν, the deficiency of m is
defined to be
defm := 1−m(X ×X).
Theorem 1.20 (Strassen’s theorem; cf. [48, Corollary 1.28]). For
any two Borel probability measures µ and ν on X, we have
dP (µ, ν) = inf{ ε > 0 | There exists an ε-transportation m
between µ and ν with defm ≤ ε }.
1.3. Convergence in measure of maps
Definition 1.21 (Convergence in measure, Ky Fan metric). Let
(X, µ) be a measure space and Y a metric space. For two µ-measurable
maps f, g : X → Y , we define dKF (f, g) = dµKF (f, g) to be the infimum
of ε ≥ 0 satisfying
µ({ x ∈ X | dY (f(x), g(x)) > ε }) ≤ ε.(1.4)
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We call dµKF the Ky Fan metric on the set of µ-measurable maps from
X to Y . We say that a sequence of µ-measurable maps fn : X → Y ,
n = 1, 2, . . . , converges in measure to a µ-measurable map f : X → Y
if
lim
n→∞
dµKF (fn, f) = 0.
Note that dKF (f, g) ≤ 1 for any µ-measurable maps f, g : X → Y
provided that µ is a probability measure.
Remark 1.22. Since ε 7→ µ({ x ∈ X | dY (f(x), g(x)) > ε }) is
right-continuous, there is the minimum of ε ≥ 0 satisfying (1.4). For a
real number ε, dKF (f, g) ≤ ε holds if and only if (1.4) holds.
Lemma 1.23. Let (X, µ) be a measure space and Y a metric space.
Then, dµKF is a metric on the set of µ-measurable maps from X to Y
by identifying two measurable maps from X to Y if they are equal to
each other µ-almost everywhere.
Proof. Let f, g, h : X → Y be three µ-measurable maps.
It is obvious that f = g µ-a.e. if and only if dKF (f, g) = 0.
It is also clear that dKF (g, f) = dKF (f, g).
We prove the triangle inequality dKF (f, h) ≤ dKF (f, g) + dKF (g, h).
Setting ε := dKF (f, g) and δ := dKF (g, h), we have (see Remark 1.22)
µ({ x ∈ X | dY (f(x), g(x)) > ε }) ≤ ε,
µ({ x ∈ X | dY (g(x), h(x)) > δ }) ≤ δ.
If dY (f(x), g(x)) + dY (g(x), h(x)) > ε + δ for a point x ∈ X , then
we have at least one of dY (f(x), g(x)) > ε and dY (g(x), h(x)) > δ.
Therefore,
µ({ x ∈ X | dY (f(x), h(x)) > ε+ δ })
≤ µ({ x ∈ X | dY (f(x), g(x)) + dY (g(x), h(x)) > ε+ δ })
≤ µ({ x ∈ X | dY (f(x), g(x)) > ε })
+ µ({ x ∈ X | dY (g(x), h(x)) > δ })
≤ ε+ δ,
which implies dKF (f, h) ≤ ε+ δ. This completes the proof. 
Lemma 1.24. Let X be a topological space with a Borel probability
measure µ and Y a metric space. For any two µ-measurable maps
f, g : X → Y , we have
dP (f∗µ, g∗µ) ≤ dµKF (f, g).
Proof. Let ε := dµKF (f, g). We take any Borel subset A ⊂ Y . It
suffices to prove that f∗µ(Bε(A)) ≥ g∗µ(A) − ε. Setting X0 := { x ∈
X | dY (f(x), g(x)) ≤ ε }, we have µ(X \X0) ≤ ε.
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We prove that g−1(A) ∩ X0 ⊂ f−1(Bε(A)). In fact, if we take any
point x ∈ g−1(A)∩X0, then g(x) ∈ A and x ∈ X0, which imply f(x) ∈
Bε(A) and so x ∈ f−1(Bε(A)). Thus, g−1(A) ∩X0 ⊂ f−1(Bε(A)).
Since µ(g−1(A) \X0) ≤ µ(X \X0) ≤ ε,
g∗µ(A) = µ(g−1(A)) = µ(g−1(A) ∩X0) + µ(g−1(A) \X0)
≤ µ(f−1(Bε(A))) + ε = f∗µ(Bε(A)) + ε
This completes the proof. 
The proof of the following lemma is left to the reader.
Lemma 1.25. Let X be a topological space with a Borel probability
measure µ, and Y a metric space. For any Borel measurable map
f : X → Y and for any point c ∈ Y , we have
dP (f∗µ, δc) = d
µ
KF (f, c).

CHAPTER 2
Le´vy-Milman concentration phenomenon
2.1. Observation of spheres
Let Sn(r) be the sphere of radius r > 0 centered at the origin in
the (n+ 1)-dimensional Euclidean space Rn+1 and σn the Riemannian
volume measure on Sn(r) normalized as σn(Sn(r)) = 1. We assume
the distance between points in Sn(r) to be the geodesic distance. Let
k ≤ n. Identifying Rk with the subspace Rk × {(0, 0, . . . , 0)} ⊂ Rn+1,
we consider the orthogonal projection from Rn+1 to Rk, and denote
the restriction of it on Sn(
√
n) by πn,k : S
n(
√
n) → Rk. Note that
πn,k : S
n(
√
n)→ Rk is 1-Lipschitz continuous, i.e., Lipschitz continuous
functions with Lipschitz constant 1.
Denote by γk the k-dimensional standard Gaussian measure on Rk,
i.e.,
dγk(x) :=
1
(2π)k/2
e−
1
2
‖x‖22 dx, x ∈ Rk,
where ‖x‖2 is the Euclidean norm of x and dx the k-dimensional
Lebesgue measure on Rk.
Proposition 2.1 (Maxwell-Boltzmann distribution law1). For any
natural number k we have
d(πn,k)∗σn
dx
→ dγ
k
dx
as n→∞,
where (πn,k)∗σn is the push-forward of σn by πn,k. In particular,
(πn,k)∗σn → γk weakly as n→∞.
Proof. Denote by voll the l-dimensional volume measure. Since
π−1n,k(x), x ∈ Rk, is isometric to Sn−k((n− ‖x‖22)1/2), we have
d(πn,k)∗σn
dx
=
voln−k π−1n,k(x)
voln Sn(
√
n)
=
(n− ‖x‖22)(n−k)/2∫
‖x‖2≤√n(n− ‖x‖22)(n−k)/2 dx
n→∞−→ e
− 1
2
‖x‖22∫
Rk
e−
1
2
‖x‖22 dx
=
1
(2π)k/2
e−
1
2
‖x‖22 =
dγk
dx
.

The purpose of this section is to prove the following
1This is also called the Poincare´ limit theorem in many literature. However,
there is no evidence that Poincare´ proved this (see [12]).
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Theorem 2.2 (Normal law a` la Le´vy). Let fn : S
n(
√
n) → R,
n = 1, 2, . . . , be 1-Lipschitz functions. Assume that, for a subsequence
{fni} of {fn}, the push-forward (fni)∗σni converges vaguely to a Borel
measure σ∞ on R. Then, there exists a 1-Lipschitz function α : R→ R
such that
α∗γ1 = σ∞
unless σ∞ is identically equal to zero.
Lemma 1.15(4) implies the existence of a subsequence {fni} such
that (fni)∗σ
ni converges vaguely to some finite Borel measure on R.
With the notation of Definition 2.10, we have
(R, | · |, σ∞) ≺ (R, | · |, γ1).
We need some claims for the proof of Theorem 2.2. The following
theorem is well-known.
Theorem 2.3 (Le´vy’s isoperimetric inequality [13, 26]). For any
closed subset Ω ⊂ Sn(1), we take a metric ball BΩ of Sn(1) with
σn(BΩ) = σ
n(Ω). Then we have
σn(Ur(Ω)) ≥ σn(Ur(BΩ))
for any r > 0.
Assume the condition of Theorem 2.2. We consider a natural com-
pactification R¯ := R ∪ {−∞,+∞} of R. Then, by replacing {fni}
with a subsequence, {(fni)∗σni} converges weakly to a Borel probabil-
ity measure σ¯∞ on R¯ (see Lemma 1.15(3)) such that σ¯∞|R = σ∞. We
prove the following
Lemma 2.4. Let x and x′ be two given real numbers. If γ1(−∞, x ] =
σ¯∞[−∞, x′ ] and if σ∞{x′} = 0, then
σ∞[ x′ − ε1, x′ + ε2 ] ≥ γ1[ x− ε1, x+ ε2 ]
for all real numbers ε1, ε2 ≥ 0. In particular, if σ¯∞ 6= δ±∞, then
σ¯∞{−∞,+∞} = 0 and σ∞ is a probability measure on R.
Proof. We set Ω+ := { fni ≥ x′ } and Ω− := { fni ≤ x′ }. We have
Ω+ ∪ Ω− = Sni(√ni). Let us prove
Uε1(Ω+) ∩ Uε2(Ω−) ⊂ { x′ − ε1 ≤ fni ≤ x′ + ε2 }.(2.1)
In fact, for any point ξ ∈ Uε1(Ω+), there is a point ξ′ ∈ Ω+ such that
the geodesic distance between ξ and ξ′ is not greater than ε1. The
1-Lipschitz continuity of fni proves that fni(ξ) ≥ fni(ξ′)− ε1 ≥ x′− ε1.
Thus we have Uε1(Ω+) ⊂ { x′ − ε1 ≤ fni } and, in the same way,
Uε2(Ω−) ⊂ { fni ≤ x′ + ε2 }. Combining these two inclusions implies
(2.1).
2.1. OBSERVATION OF SPHERES 21
It follows from (2.1) and Uε1(Ω+) ∪ Uε2(Ω−) = Sni(
√
ni) that
(fni)∗σ
ni [ x′ − ε1, x′ + ε2 ]
= σni(x′ − ε1 ≤ fni ≤ x′ + ε2) ≥ σni(Uε1(Ω+) ∩ Uε2(Ω−))
= σni(Uε1(Ω+)) + σ
ni(Uε2(Ω−))− 1.
The Le´vy’s isoperimetric inequality (Theorem 2.3) implies σni(Uε1(Ω+)) ≥
σni(Uε1(BΩ+)) and σ
ni(Uε2(Ω−)) ≥ σni(Uε2(BΩ−)), so that
(fni)∗σ
ni[ x′ − ε1, x′ + ε2 ] ≥ σni(Uε1(BΩ+)) + σni(Uε2(BΩ−))− 1.
It follows from σ∞{x′} = 0 that σni(Ω+) converges to σ¯∞( x′,+∞ ]
as n → ∞. We besides have σ¯∞( x′,+∞ ] = γ1[ x,+∞ ) 6= 0, 1, so
that σni(Ω+) 6= 0, 1 for all sufficiently large i. Let ai and bi be two real
numbers such that σni(Ω+) = (πn,1)∗σni [ ai,+∞ ) and σni(Uǫ1(BΩ+)) =
(πni,1)∗σ
ni[ bi,+∞ ). By the Maxwell-Boltzmann distribution law (Propo-
sition 2.1) and by remarking that the radius of the sphere is divergent
to infinity, we see that ai and bi converges to x and x−ε1, respectively,
as i→∞. In particular we obtain
lim
i→∞
σni(Uε1(BΩ+)) = γ
1[ x− ε1,+∞ )
as well as
lim
i→∞
σni(Uε2(BΩ−)) = γ
1(−∞, x+ ε2 ].
Therefore,
σ∞[ x′ − ε1, x′ + ε2 ] ≥ lim inf
i→∞
(fni)∗σ
ni [ x′ − ε1, x′ + ε2 ]
≥ γ1[ x− ε1,+∞ ) + γ1(−∞, x+ ε2 ]− 1
= γ1[ x− ε1, x+ ε2 ].
The first part of the lemma is obtained.
Assume that σ¯∞ 6= δ±∞. The rest of the proof is to show that
σ∞(R) = 1. Suppose σ∞(R) < 1. Then, there is a non-atomic
point x′ ∈ R of σ∞ (i.e., a point x′ with σ∞{x′} = 0) such that
0 < σ¯∞[−∞, x′ ) < 1. We find a real number x in such a way
that γ1(−∞, x ] = σ¯∞[−∞, x′ ]. The first part of the lemma implies
σ∞[ x′ − ε1, x′ + ε2 ] ≥ γ1[ x − ε1, x + ε2 ] for all ε1, ε2 ≥ 0. Taking
the limit as ε1, ε2 → +∞, we obtain σ∞(R) = 1. This completes the
proof. 
Lemma 2.5. supp σ∞ is a closed interval.
Proof. supp σ∞ is a closed set by the definition of the support of a
measure. It then suffices to prove the connectivity of supp σ∞. Suppose
not. Then, there are numbers x′ and ε > 0 such that σ∞(−∞, x′ −
ε ) > 0, σ∞[ x′ − ε, x′ + ε ] = 0, and σ∞( x′ + ε,+∞ ) > 0. There is
a number x such that γ1(−∞, x ] = σ∞(−∞, x′ ]. Lemma 2.4 shows
that σ∞[ x′− ε, x′+ ε ] ≥ γ1[ x− ε, x+ ε ] > 0, which is a contradiction.
The lemma has been proved. 
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Proof of Theorem 2.2. For any given real number x, there ex-
ists a smallest number x′ satisfying γ1(−∞, x ] ≤ σ∞(−∞, x′ ]. The
existence of x′ follows from the right-continuity and the monotonicity
of y 7→ σ∞(−∞, y ]. Setting α(x) := x′ we have a function α : R→ R,
which is monotone nondecreasing. It is easy to see that (supp σ∞)◦ ⊂
α(R) ⊂ supp σ∞.
We first prove the continuity of α in the following. Take any two
numbers x1 and x2 with x1 < x2. We have γ
1(−∞, x1 ] ≤ σ∞(−∞, α(x1) ]
and γ1(−∞, x2 ] ≥ σ∞(−∞, α(x2) ), which imply
γ1[ x1, x2 ] ≥ σ∞(α(x1), α(x2) ).(2.2)
This shows that, as x1 → a − 0 and x2 → a + 0 for a number a, we
have σ∞(α(x1), α(x2) ) → 0, which together with Lemma 2.5 implies
α(x2)− α(x1)→ 0. Thus, α is continuous on R.
Let us next prove the 1-Lipschitz continuity of α. We take two
numbers x and ε > 0 and fix them. It suffices to prove that
∆α := α(x+ ε)− α(x) ≤ ε.
Claim 2.6. If σ∞{α(x)} = 0, then ∆α ≤ ε.
Proof. The claim is trivial if ∆α = 0. We thus assume ∆α > 0.
Since σ∞{α(x)} = 0, we have γ1(−∞, x ] = σ∞(−∞, α(x) ], so that
Lemma 2.4 implies that
σ∞[α(x), α(x) + δ ] ≥ γ1[ x, x+ δ ](2.3)
for all δ ≥ 0. By (2.2) and (2.3),
γ1[ x, x+ ε ] ≥ σ∞(α(x), α(x+ ε) )
= σ∞[α(x), α(x) + ∆α )
= lim
δ→∆α−0
σ∞[α(x), α(x) + δ ]
≥ lim
δ→∆α−0
γ1[ x, x+ δ ]
= γ1[ x, x+∆α ],
which implies ∆α ≤ ε. 
We next prove that ∆α ≤ ε in the case where σ∞{α(x)} > 0. We
may assume that ∆α > 0. Let x+ := supα
−1(α(x)). It follows from
α(x) < α(x + ε) that x+ < x + ε. The continuity of α implies that
α(x+) = α(x). There is a sequence of positive numbers εi → 0 such
that σ∞{α(x+ + εi)} = 0. By applying the claim above,
α(x+ + εi + ε)− α(x+ + εi) ≤ ε.
Moreover we have α(x+ε) ≤ α(x++εi+ε) and α(x++εi)→ α(x+) =
α(x) as i→∞. Thus,
α(x+ ε)− α(x) ≤ ε
and so α is 1-Lipschitz continuous.
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The rest is to prove that α∗γ1 = σ∞. Take any number x′ ∈ α(R)
and fix it. Set x := supα−1(x′) (≤ +∞). We then have α(x) = x′ pro-
vided x < +∞. Since x is the largest number to satisfy γ1(−∞, x ] ≤
σ∞(−∞, x′ ], we have γ1(−∞, x ] = σ∞(−∞, x′ ], where we agree
γ1(−∞,+∞ ] = 1. By the monotonicity of α, we obtain
α∗γ1(−∞, x′ ] = γ1(α−1(−∞, x′ ]) = γ1(−∞, x ] = σ∞(−∞, x′ ],
which implies that α∗γ1 = σ∞ because σ∞ is a Borel probability mea-
sure. This completes the proof. 
Corollary 2.7 (Le´vy’s lemma). Let fn : S
n(1)→ R, n = 1, 2, . . . ,
be 1-Lipschitz functions such that
∫
Sn(1)
fn dσ
n = 0. Then we have
(fn)∗σn → δ0 weakly as n→∞,
or equivalently, fn converges in measure to zero as n→∞.
Proof. Suppose that the lemma is false, so that we find 1-Lipschitz
functions fn : S
n(1) → R, n = 1, 2, . . . , with ∫
Sn(1)
fn dσ
n = 0, and a
subsequence {fni} of {fn} such that
(2.4) lim inf
i→∞
dP ((fni)∗σ
ni, δ0) > 0.
We denote by ιn : S
n(
√
n) → Sn(1) a natural map. f˜n :=
√
n fn ◦ ιn :
Sn(
√
n) → R is 1-Lipschitz continuous. Let mn be a median of fn.
Then,
√
nmn is a median of f˜n. We consider the measure σ˜
ni :=
(f˜ni−
√
nimni)∗σ
ni . Lemma 1.15(3) implies that there is a subsequence
of {σ˜ni} that is weakly convergent on R¯. Replace {σ˜ni} with such a
subsequence. Since σ˜ni(−∞, 0 ], σ˜ni[ 0,+∞ ) ≥ 1/2 and by Lemma
2.4, the limit of σ˜ni is a Borel probability measure on R. Therefore,
(fni − mni)∗σni = ((1/
√
ni)f˜ni − mni)∗σni converges weakly to δ0 as
i → ∞. Since the geodesic distance between any two points in Sn(1)
is at most π and
∫
Sn(1)
fndσ
n = 0, we have −π ≤ fn ≤ π, so that mni
converges to zero as i → ∞. We then obtain that (fni)∗σni converges
weakly to δ0 as i → ∞, which contradicts (2.4). This completes the
proof. 
2.2. mm-Isomorphism and Lipschitz order
Definition 2.8 (mm-Space). Let (X, dX) be a complete separable
metric space and µX a Borel probability measure on X . We call the
triple (X, dX , µX) an mm-space. We sometimes say that X is an mm-
space, in which case the metric and measure of X are respectively
indicated by dX and µX .
In this book, manifolds may have nonempty boundary unless oth-
erwise stated. For a complete Riemannian manifold X with finite
volume, we always equip X with the Riemannian distance function
dX and with the volume measure µX normalized as µX(X) = 1, i.e.,
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µX := volX / volX(X), where volX is the Riemannian volume measure
on X . Then, (X, dX , µX) is an mm-space.
A complete Riemannian manifold with finite diameter is always
compact. However, an mm-space with finite diameter is not necessarily
compact. Such an example is obtained as the discrete countable space
X = {xi}∞i=1 with dX(xi, xj) = 1 − δij and µX =
∑∞
i=1 2
−iδxi , where
δii = 1 and δij = 0 if i 6= j.
Definition 2.9 (mm-Isomorphism). Two mm-spaces X and Y are
said to be mm-isomorphic to each other if there exists an isometry
f : suppµX → supp µY such that f∗µX = µY . Such an isometry
f is called an mm-isomorphism. The mm-isomorphism relation is an
equivalence relation on the set of mm-spaces. Denote by X the set of
mm-isomorphism classes of mm-spaces.
Any mm-isomorphism between mm-spaces is automatically surjec-
tive, even if we do not assume it. Note that X is mm-isomorphic to
(supp µX , dX, µX).
We assume that any mm-space X satisfies
X = supp µX
unless otherwise stated.
Definition 2.10 (Lipschitz order). Let X and Y be two mm-
spaces. We say that X (Lipschitz ) dominates Y and write Y ≺ X if
there exists a 1-Lipschitz map f : X → Y satisfying
f∗µX = µY .
We call the relation ≺ on X the Lipschitz order.
Proposition 2.11. The Lipschitz order ≺ is a partial order rela-
tion on X , i.e., we have the following (1), (2), and (3) for any mm-
spaces X, Y , and Z.
(1) X ≺ X.
(2) If X ≺ Y and Y ≺ X, then X and Y are mm-isomorphic to
each other.
(3) If X ≺ Y and Y ≺ Z, then X ≺ Z.
(1) and (3) are obvious. For the proof of (2), we need a lemma.
Let ϕ : [ 0,+∞ )→ [ 0,+∞ ) be a bounded, continuous, and strictly
monotone increasing function. For an mm-space X we define
Avrϕ(X) :=
∫
X×X
ϕ(dX(x, x
′)) d(µX ⊗ µX)(x, x′).
Lemma 2.12. Let X and Y be two mm-spaces.
(1) If X ≺ Y , then Avrϕ(X) ≤ Avrϕ(Y ).
(2) If X ≺ Y and if Avrϕ(X) = Avrϕ(Y ), then X and Y are
mm-isomorphic to each other.
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Proof. We prove (1). By X ≺ Y , we have a 1-Lipschitz map
f : Y → X with f∗µY = µX . We have
Avrϕ(X) =
∫
X×X
ϕ(dX(x, x
′)) d(f∗µY ⊗ f∗µY )(x, x′)
=
∫
Y×Y
ϕ(dX(f(y), f(y
′))) d(µY ⊗ µY )(y, y′)
≤
∫
Y×Y
ϕ(dY (y, y
′)) d(µY ⊗ µY )(y, y′)
= Avrϕ(Y ).
We prove (2). Since the equality holds in the above, we have
ϕ(dX(f(y), f(y
′))) = ϕ(dY (y, y′))
µY ⊗µY -a.e. (y, y′) ∈ Y ×Y , which implies that f : Y → X is isometric.
It follows from f∗µY = µX that the image f(Y ) is dense in X , which
together with the completeness of Y proves f(Y ) = X . Thus, f is an
mm-isomorphism between X and Y . This completes the proof. 
Proof of Proposition 2.11. It suffices to prove (2). Assume
that X ≺ Y and Y ≺ X . By Lemma 2.12(1) we have Avrϕ(X) =
Avrϕ(Y ), so that Lemma 2.12(2) implies that X and Y are mm-
isomorphic to each other. This completes the proof. 
2.3. Observable diameter
The observable diameter is one of the most fundamental invariants
of an mm-space.
Definition 2.13 (Partial and observable diameter). Let X be an
mm-space and Y a metric space. For a real number α ≤ 1, we define the
partial diameter diam(X ;α) = diam(µX ;α) of X to be the infimum of
diamA, where A ⊂ X runs over all Borel subsets with µX(A) ≥ α, and
the deameter diamA of A is defined by diamA := supx,y∈A dX(x, y) for
A 6= ∅ and diam ∅ := 0. For a real number κ > 0 we define
ObsDiamY (X ;−κ) := sup{ diam(f∗µX ; 1− κ) |
f : X → Y is 1-Lipschitz },
ObsDiamY (X) := inf
κ>0
max{ObsDiamY (X ;−κ), κ}.
We call ObsDiamY (X) (resp. ObsDiamY (X ;−κ)) the observable diam-
eter of X with screen Y (resp. κ-observable diameter of X with screen
Y ). The case Y = R is most important and we set
ObsDiam(X ;−κ) := ObsDiamR(X ;−κ),
ObsDiam(X) := ObsDiamR(X).
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The observable diameter is invariant under mm-isomorphism. Note
that ObsDiamY (X ;−κ) = diam(X ; 1 − κ) = 0 for κ ≥ 1 and we
always have ObsDiamY (X) ≤ 1. We see that diam(µX ; 1 − κ) and
ObsDiamY (X ;−κ) are both monotone nonincreasing in κ.
Definition 2.14 (Le´vy family). A sequence of mm-spaces Xn, n =
1, 2, . . . , is called a Le´vy family if
lim
n→∞
ObsDiam(Xn) = 0,
or equivalently
lim
n→∞
ObsDiam(Xn;−κ) = 0
for any κ > 0.
It follows from the definition that {Xn}∞n=1 is a Le´vy family if and
only if
• for any 1-Lipschitz functions fn : Xn → R, n = 1, 2, . . . , there
exist real numbers cn such that
lim
n→∞
dKF (fn, cn) = 0.
In particular, Le´vy’s lemma (Corollary 2.7) implies
Theorem 2.15. {Sn(1)}∞n=1 is a Le´vy family.
Remark 2.16. diam(Sn(1); 1 − κ) does not converge to zero as
n→∞ for 0 < κ < 1.
Remark 2.17. For a Le´vy family {Xn}, the above constant cn can
always be taken to be a median of fn, where the width of the interval of
medians of fn shrinks to zero as n→∞. In the case where diamXn is
bounded from above, such as Sn(1), the difference between the average
and a median of fn tends to zero as n→∞ for the Le´vy family {Xn}.
However, this is not true in general. For instance, considering the
sequence of the measures
µn := (1− 1/n)δ0 + (1/n)δn, n = 1, 2, . . . ,
we see that {(R, µn)} is a Le´vy family. The map fn(x) = x, x ∈ R, has
µn-average 1 for any n, but 0 is the unique median of fn for n ≥ 3.
Proposition 2.18. Let X and Y be two mm-spaces and κ > 0 a
real number.
(1) If X is dominated by Y , then
diam(X ; 1− κ) ≤ diam(Y ; 1− κ).
(2) We have
ObsDiam(X ;−κ) ≤ diam(X ; 1− κ).
(3) If X is dominated by Y , then
ObsDiam(X ;−κ) ≤ ObsDiam(Y ;−κ).
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Proof. We prove (1). Since X ≺ Y , there is a 1-Lipschitz map
F : Y → X such that F∗µY = µX . Let A be any Borel subset of Y with
µY (A) ≥ 1 − κ and F (A) the closure of F (A). We have µX(F (A)) =
µY (F
−1(F (A))) ≥ µY (A) ≥ 1 − κ and, by the 1-Lipschitz continuity
of F , diam(F (A)) ≤ diamA. Therefore, diam(X ; 1 − κ) ≤ diamA.
Taking the infimum of diamA over all A’s yields (1).
We prove (2). Let f : X → R be any 1-Lipschitz function. Since
(R, | · |, f∗µX) is dominated by X , (1) implies that diam(f∗µX ; 1−κ) ≤
diam(X ; 1− κ). This proves (2).
We prove (3). By X ≺ Y , there is a 1-Lipschitz map F : Y → X
with F∗µY = µX . For any 1-Lipschitz function f : X → R, we have
f∗µX = f∗F∗µY = (f ◦F )∗µY . Since f ◦F : Y → R is also a 1-Lipschitz
function,
diam(f∗µX ; 1− κ) = diam((f ◦ F )∗µY ; 1− κ) ≤ ObsDiam(Y ;−κ).
This completes the proof. 
Proposition 2.19. Let X be an mm-space. Then, for any real
number t > 0 we have
ObsDiam(tX ;−κ) = tObsDiam(X ;−κ),
where tX := (X, tdX , µX).
Proof. We have
ObsDiam(tX ;−κ)
= sup{ diam(f∗µX ; 1− κ) | f : tX → R 1-Lipschitz }
= sup{ diam(f∗µX ; 1− κ) | t−1f : X → R 1-Lipschitz }
= sup{ diam((tg)∗µX ; 1− κ) | g : X → R 1-Lipschitz }
= tObsDiam(X ;−κ).
This completes the proof. 
Denote the l∞ norm on RN by ‖ · ‖∞, i.e.,
‖x‖∞ := Nmax
i=1
|xi|
for x = (x1, x2, . . . , xN) ∈ RN .
Lemma 2.20. Let X be an mm-space. For any real number κ > 0
and any natural number N , we have
ObsDiam(RN ,‖·‖∞)(X ;−Nκ) ≤ ObsDiam(X ;−κ).
Proof. Assume ObsDiam(X ;−κ) < ε for a number ε. Let F :
X → (RN , ‖·‖∞) be any 1-Lipschitz map. By setting (f1, f2, . . . , fN) :=
F , each fi is 1-Lipschitz continuous and so diam((fi)∗µX ; 1 − κ) < ε.
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There is a Borel subset Ai ⊂ R for each i such that (fi)∗µX(Ai) ≥ 1−κ
and diamAi < ε. Letting A := A1 × A2 × · · · × AN , we have
F∗µX(A) = µX(F−1(A)) = µX(f−11 (A1) ∩ · · · ∩ f−1N (AN)) ≥ 1−Nκ.
Since diamA < ε, we have diam(F∗µX ; 1 − Nκ) < ε. This completes
the proof. 
Theorem 2.21. For any real number κ with 0 < κ < 1, we have
lim
n→∞
ObsDiam(Sn(
√
n);−κ) = diam(γ1; 1− κ) = 2I−1((1− κ)/2),
(1)
ObsDiam(Sn(1);−κ) = O(n−1/2),(2)
where I(r) := γ1[ 0, r ].
The theorem implies the Le´vy property of {Sn(1)}∞n=1.
Proof. (1) follows from the normal law a` la Le´vy (Theorem 2.2)
and the Maxwell-Boltzmann distribution law (Proposition 2.1).
We prove (2). By Proposition 2.19 we have
ObsDiam(Sn(1);−κ) = 1√
n
ObsDiam(Sn(
√
n); κ),
which together with (1) implies (2). This completes the proof. 
Combining Theorem 2.21 and Proposition 2.19 proves the following
Corollary 2.22 ([18, §1.1]). Let rn, n = 1, 2, . . . , be positive real
numbers. Then, {Sn(rn)} is a Le´vy family if and only if rn/√n → 0
as n→∞.
Example 2.23. We see that the Hopf fibration fn : S
2n+1(1) →
CP n is 1-Lipschitz continuous with respect to the Fubini-Study met-
ric on CP n, and that the push-forward (fn)∗σ2n+1 coincides with the
normalized volume measure on CP n induced from the Fubini-Study
metric. This together with Proposition 2.18(3) implies
ObsDiam(CP n;−κ) ≤ ObsDiam(S2n+1;−κ) = O(n−1/2)
for any κ with 0 < κ < 1. In particular, {CP n}∞n=1 is a Le´vy family.
2.4. Separation distance
Definition 2.24 (Separation distance). Let X be an mm-space.
For any real numbers κ0, κ1, · · · , κN > 0 with N ≥ 1, we define the
separation distance
Sep(X ; κ0, κ1, · · · , κN)
of X as the supremum of mini 6=j dX(Ai, Aj) over all sequences of N +1
Borel subsets A0, A2, · · · , AN ⊂ X satisfying that µX(Ai) ≥ κi for
all i = 0, 1, · · · , N , where dX(Ai, Aj) := infx∈Ai,y∈Aj dX(x, y). If there
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exists no sequence A0, . . . , AN ⊂ X with µX(Ai) ≥ κi, i = 0, 1, · · · , N ,
then we define
Sep(X ; κ0, κ1, · · · , κN) := 0.
We see that Sep(X ; κ0, κ1, · · · , κN) is monotone nonincreasing in κi
for each i = 0, 1, . . . , N . The separation distance is an invariant under
mm-isomorphism.
Lemma 2.25. Let X and Y be two mm-spaces. If X is dominated
by Y , then we have, for any real numbers κ0, . . . , κN > 0,
Sep(X ; κ0, . . . , κN) ≤ Sep(Y ; κ0, . . . , κN ).
Proof. If we assume X ≺ Y , then there is a 1-Lipschitz map
f : Y → X such that f∗µY = µX . We take any Borel subsets
A0, A1, . . . , AN ⊂ X such that µX(Ai) ≥ κi for any i. If we have
no such sequence of Borel subsets, the the lemma is trivial. Since f is
1-Lipschitz continuous and since µY (f
−1(Ai)) = µX(Ai) ≥ κi, we have
min
i 6=j
dX(Ai, Aj) ≤ min
i 6=j
dY (f
−1(Ai), f−1(Aj)) ≤ Sep(Y ; κ0, . . . , κN ).
This completes the proof. 
Proposition 2.26. For any mm-space X and any real numbers κ
and κ′ with κ > κ′ > 0, we have
ObsDiam(X ;−2κ) ≤ Sep(X ; κ, κ),(1)
Sep(X ; κ, κ) ≤ ObsDiam(X ;−κ′).(2)
Proof. We prove (1). If κ ≥ 1/2, then the left-hand side of (1)
becomes zero and (1) is trivial.
We assume κ < 1/2. Let f : X → R be any 1-Lipschitz function
and set
ρ− := sup{ t ∈ R | f∗µX(−∞, t ) ≤ κ },
ρ+ := inf{ t ∈ R | f∗µX( t,+∞ ) ≤ κ }.
We then see that
f∗µX(−∞, ρ− ) ≤ κ, f∗µX(−∞, ρ− ] ≥ κ,
f∗µX( ρ+,+∞ ) ≤ κ, f∗µX [ ρ+,+∞ ) ≥ κ,
and ρ− ≤ ρ+.
Since f∗µX [ ρ−, ρ+ ] ≥ 1− 2κ, we have
diam(f∗µX ; 1− 2κ) ≤ ρ+ − ρ− = dR((−∞, ρ− ], [ ρ+,+∞ ))
≤ Sep((R, f∗µX); κ, κ) ≤ Sep(X ; κ, κ),
where the last inequality follows from Lemma 2.25. This proves (1).
We prove (2). Let Ai ⊂ X , i = 1, 2, be any Borel subsets with
µX(Ai) ≥ κ. We define f(x) := dX(x,A1), x ∈ X . Then, f : X → R
is a 1-Lipschitz function. Let us estimate diam(f∗µX ; 1 − κ′). Any
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interval I ⊂ R with f∗µX(I) ≥ 1−κ′ intersects both f(A1) and f(A2),
because
f∗µX(f(Ai)) + f∗µX(I) ≥ µX(Ai) + f∗µX(I) ≥ κ+ 1− κ′ > 1
for i = 1, 2. Therefore,
diam I ≥ dR(f(A1), f(A2)) = inf
x∈A2
f(x) = dX(A1, A2)
and so ObsDiam(X ;−κ′) ≥ diam(f∗µX ; 1 − κ′) ≥ dX(A1, A2). This
completes the proof of the proposition. 
Remark 2.27. Proposition 2.26(2) does not hold for κ = κ′. In
fact, let us consider an mm-space X := {x1, x2} with µX := (1/2)δx1 +
(1/2)δx2. Then we have
Sep(X ; 1/2, 1/2) = dX(x1, x2),
ObsDiam(X ;−1/2) = diam(X ; 1/2) = 0.
It follows from Proposition 2.26 that {Xn} is a Le´vy family if and
only if
• for any Borel subsets Ain ⊂ Xn, i = 1, 2, n = 1, 2, . . . , such
that lim infn→∞ µXn(Ain) > 0, we have
lim
n→∞
dXn(A1n, A2n) = 0.
It is easy to see that this is also equivalent to
• for any Borel subsets An ⊂ Xn, n = 1, 2, . . . , such that
lim infn→∞ µXn(An) > 0 and lim supn→∞ µXn(An) < 1, we
have
lim
n→∞
µXn(Bε(An) ∩ Bε(Xn \ An)) = 1
for any ε > 0.
In the case where Xn are Riemannian manifolds, the Le´vy property
of {Xn} means that the measure µXn on Xn concentrates around the
boundary of any such An for large n.
Remark 2.28. Let X be an mm-space. One more well-known in-
variant is the concentration function αX(r), r > 0, defined by
αX(r) := sup{ 1− µX(Ur(A)) | A ⊂ X : Borel, µX(A) ≥ 1/2 }.
We have
ObsDiam(X ;−κ) ≤ 2 inf{ r > 0 | αX(r) ≤ κ/2 },(1)
αX(r) ≤ sup{ κ > 0 | ObsDiam(X ;−κ) ≥ r }.(2)
We refer to [24, Proposition 1.12] for the proof of (1). We now prove
(2). Let ε > 0 be any small real number. There is a Borel subset
A ⊂ X such that µX(A) ≥ 1/2 and µX(X \ Ur(A)) > αX(r) − ε.
Since dX(A,X \ Ur(A)) ≥ r, we have Sep(X ; 1/2, αX(r)− ε) ≥ r. By
Proposition 2.26, ObsDiam(X ;−(αX(r)− 2ε)) ≥ r, so that αX(r)− 2ε
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is not greater than the right-hand side of (2) for any small ε > 0. This
proves (2).
2.5. Comparison theorem for observable diameter
In this section, we prove the following theorem by using the Le´vy-
Gromov isoperimetric inequality. A manifold is said to be closed if it
is compact and has no boundary. RicX denotes the Ricci curvature of
a Riemannian manifold X .
Theorem 2.29. Let X be a closed and connected n-dimensional
Riemannian manifold of RicX ≥ n − 1, n ≥ 2. Then, for any κ with
0 < κ ≤ 1, we have
ObsDiam(X ;−κ) ≤ ObsDiam(Sn(1);−κ) = π − 2v−1(κ/2)
≤ 2
√
2√
n− 1
√√√√− log
(√
2
π
κ
)
,
where
v(r) :=
∫ r
0
sinn−1 t dt∫ π
0
sinn−1 t dt
is the σn-measure of a metric ball of radius r in Sn(1).
Remark 2.30. Theorem 2.29 also leads to Theorem 2.21.
Throughout this section, letX be a closed and connected n-dimensional
Riemannian manifold of RicX ≥ n−1, n ≥ 2, with the normalized vol-
ume measure µX , and let 0 < κ ≤ 1.
The following is a generalization of Le´vy’s isoperimetric inequality
(Theorem 2.3).
Theorem 2.31 (Le´vy-Gromov isoperimetric inequality [19, Appen-
dix C+]). For any closed subset Ω ⊂ X, we take a metric ball BΩ of
Sn(1) with σn(BΩ) = µX(Ω). Then we have
µX(Ur(Ω)) ≥ σn(Ur(BΩ))
for any r > 0.
Using this theorem we prove
Lemma 2.32. We have
Sep(X ; κ/2, κ/2) ≤ Sep(Sn(1); κ/2, κ/2) = π − 2v−1(κ/2).
Proof. Since the distance between the metric ball centered at the
north pole of Sn(1) with σn-measure κ/2 and the metric ball centered at
the south pole of Sn(1) with σn-measure κ/2 is equal to π−2v−1(κ/2),
we see that
Sep(Sn(1); κ/2, κ/2) ≥ π − 2v−1(κ/2).
The rest of the proof is to show Sep(X ; κ/2, κ/2) ≤ π − 2v−1(κ/2).
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Let Ω,Ω′ ⊂ X be two mutually disjoint closed subsets such that
µX(Ω) = µX(Ω
′) = κ/2, and let r := dX(Ω,Ω′). It suffices to prove
that r ≤ π− 2v−1(κ/2). Since Ω′ and Ur(Ω) are disjoint to each other,
the Le´vy-Gromov isoperimetric inequality (Theorem 2.31) proves
κ
2
= µX(Ω
′) ≤ 1− µX(Ur(Ω))
≤ 1− σn(Ur(BΩ)) = 1− v(r + v−1(κ/2))
and hence
r + v−1(κ/2) ≤ v−1(1− κ/2) = π − v−1(κ/2).
This completes the proof. 
Lemma 2.33. We have
ObsDiam(Sn(1);−κ) = Sep(Sn(1); κ/2, κ/2).
Proof. Proposition 2.26(1) implies
ObsDiam(Sn(1);−κ) ≤ Sep(Sn(1); κ/2, κ/2).
We prove the reverse inequality. Let f(x) := dSn(1)(x0, x), x ∈ Sn(1),
be the distance function from a fixed point x0 ∈ Sn(1), where dSn(1) is
the geodesic distance function on Sn(1). We see
df∗σn
dx
(r) =
sinn−1 r∫ π
0
sinn−1 t dt
,
which implies diam(f∗σn; 1− κ) = π − 2v−1(κ/2). Therefore,
ObsDiam(Sn(1);−κ) ≥ π − 2v−1(κ/2) = Sep(Sn(1); κ/2, κ/2)
by Lemma 2.32. 
Combining Proposition 2.26, Lemmas 2.32 and 2.33 yields
ObsDiam(X ;−κ) ≤ ObsDiam(Sn(1);−κ) = π − 2v−1(κ/2).
The rest is to estimate π − 2v−1(κ/2) from above. For that, we need
the following
Lemma 2.34. We have∫ ∞
r
1√
2π
e−
t2
2 dt ≤ 1
2
e−
r2
2 .
for any r ≥ 0.
Proof. Let
f(r) :=
1
2
e−
r2
2 −
∫ ∞
r
1√
2π
e−
t2
2 dt.
Then, f(0) = f(∞) = 0, f ′(r) ≥ 0 for 0 ≤ r ≤ 2/√2π, and f ′(r) ≤ 0
for r ≥ 2/√2π. This completes the proof. 
The following lemma completes the proof of Theorem 2.29.
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Lemma 2.35.
π − 2v−1(κ/2) ≤ 2
√
2√
n− 1
√√√√− log
(√
2
π
κ
)
.
Proof. Setting r := π/2 − v−1(κ/2) and wn :=
∫ π
0
sinn−1 t dt, we
see
κ
2
=
1
wn
∫ π
π/2+r
sinn−1 t dt =
1
wn
∫ π/2
r
cosn−1 t dt
=
1
wn
√
n− 1
∫ (π/2)√n−1
r
√
n−1
cosn−1
s√
n− 1 ds
and, by cosx ≤ e−x22 for 0 ≤ x ≤ π/2 and by Lemma 2.34,
≤ 1
wn
√
n− 1
∫ ∞
r
√
n−1
e−
s2
2 ds ≤
√
π
wn
√
2(n− 1)e
−n−1
2
r2 .
Let n ≥ 2. By the integration by parts, we see wn+2 = n(n+1)−1wn ≥√
(n− 1)(n+ 1)−1wn, so that
√
n+ 1wn+2 ≥
√
n− 1wn. This to-
gether with w2 = 2 and
√
2w3 = π/
√
2 ≥ 2 implies √n− 1wn ≥ 2.
Therefore,
κ ≤
√
π√
2
e−
n−1
2
r2 ,
which proves the lemma. 
We have the following corollary to Theorem 2.29.
Corollary 2.36. Let n ≥ 2. If a closed and connected n-dimensional
Riemannian manifold X satisfies RicX ≥ K for a constant K > 0, then
ObsDiam(X ;−κ) ≤
√
n− 1
K
ObsDiam(Sn(1);−κ) = O(K−1/2)
for any κ > 0.
Proof. Assume that RicX ≥ K > 0. Setting t :=
√
K/(n− 1),
we have RictX ≥ K/t2 = n − 1. Apply Theorem 2.29 for tX and use
Proposition 2.19. 
Example 2.37. Let SO(n), SU(n), and Sp(n) be the special or-
thogonal group, the special unitary group, and the compact symplectic
group, respectively. For Xn = SO(n), SU(n), Sp(n) we have
RicXn =
(
β(n+ 2)
4
− 1
)
gXn,
where β = 1 for Xn = SO(n), β = 2 for Xn = SU(n), and β = 4 for
Xn = Sp(n) (see [1, (F.6)]). Therefore, {SO(n)}∞n=1, {SU(n)}∞n=1
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{Sp(n)}∞n=1 are all Le´vy families with
ObsDiam(Xn;−κ) ≤ O(n−1/2).
2.6. Spectrum of Laplacian and separation distance
The first nonzero eigenvalue of the Laplacian is useful to detect
Le´vy families. Let X be a compact Riemannian manifold and ∆ the
(nonnegative) Laplacian on X . We equip X with the volume measure
µX normalized as µX(X) = 1 as always. It is known that the spectrum
of ∆ consists of eigenvalues
0 = λ0(X) ≤ λ1(X) ≤ λ2(X) ≤ · · · ≤ λk(X) ≤ . . . ,
(with multiplicity), and λk(X) is divergent to infinity as k → ∞. De-
note by L2(X) the space of square integrable functions on X with
respect to µX , and by Lip(X) the set of Lipschitz functions on X . A
min-max principle says that
λk(X) = inf
L
sup
u∈L\{0}
R(u),
where L runs over all (k + 1)-dimensional linear subspaces of L2(X) ∩
Lip(X) and R(u) := ‖ gradu‖2L2/‖u‖2L2 is the Rayleigh quotient. Note
that any Lipschitz function on X is differentiable a.e. by Rademacher’s
theorem, so that its gradient vector filed is defined a.e. on X .
The compactness of X implies that X has at most finitely many
connected components. The number of connected components of X
coincides with the smallest number k with λk(X) > 0. In particular,
X is connected if and only if λ1(X) > 0. Note that the Riemannian
distance between two different connected components is defined to be
infinity and that the separation distance takes values in [ 0,+∞ ].
Proposition 2.38. Let X be a compact Riemannian manifold.
Then we have
Sep(X ; κ0, κ1, . . . , κk) ≤ 2√
λk(X)mini=0,1,...,k κi
for any κ0, κ1, . . . , κk > 0.
We see a more refined estimate in [8].
Proof. We set S := Sep(X ; κ0, . . . , κk) for simplicity. If S = 0,
then the proposition is trivial. Assume S > 0. Let r be any number
with 0 < r < S. There are Borel subsets A0, . . . , Ak ⊂ X such that
µX(Ai) ≥ κi and dX(Ai, Aj) > r for any different i and j. Let
fi(x) := max{1− 2
r
dX(x,Ai), 0}, x ∈ X.
fi are Lipschitz functions on X and are differentiable a.e. on X . We see
that f0, f1, . . . , fk are L2 orthogonal to each other, | grad fi| ≤ 2/r a.e.,
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and ‖fi‖2L2 ≥ κi. Denote by L0 the linear subspace of L2(X) generated
by f0, . . . , fk. We obtain
λk(X) = inf
L : dimL=k+1
sup
u∈L\{0}
R(u) ≤ sup
u∈L0\{0}
R(u),
where R(u) := ‖ gradu‖2L2/‖u‖2L2. It is easy to prove that, for any
function u =
∑k
i=0 aifi ∈ L0 \ {0},
‖u‖2L2 ≥ minj=0,...,k κj
k∑
i=0
a2i and ‖ gradu‖2L2 ≤
4
r2
k∑
i=0
a2i ,
so that R(u) ≤ 4/(r2mini κi). Therefore, λk(X) ≤ 4/(r2mini κi). By
the arbitrariness of r, we obtain the proposition. 
Propositions 2.26 and 2.38 together imply
Corollary 2.39. Let X be a compact Riemannian manifold. For
any κ > 0 we have
ObsDiam(X ;−2κ) ≤ Sep(X ; κ, κ) ≤ 2√
λ1(X) κ
.
In particular, if {Xn} is a sequence of compact Riemannian manifolds
such that λ1(Xn)→ +∞ as n→∞, then {Xn} is a Le´vy family.
Remark 2.40. It is a famous theorem of Lichnerowicz that if the
Ricci curvature of a closed and connected n-dimensional Riemannian
manifold X satisfies RicX ≥ n− 1, n ≥ 2, then
λ1(X) ≥ n.
This together with Corollary 2.39 implies
ObsDiam(X ;−2κ) ≤ 2√
nκ
,
which is weaker than Theorem 2.29 for small κ > 0.

CHAPTER 3
Gromov-Hausdorff distance and distance matrix
3.1. Net, covering number, and capacity
In this and next sections, we define some of the basic terminologies
from metric geometry.
Assume that X is a metric space.
Definition 3.1 (Net, ε-covering number, and ε-capacity). We call
a discrete subset of X a net of X . Let ε > 0. A net N of X is called
an ε-net if Bε(N ) = X . A net N of X is said to be ε-discrete if
dX(x, y) > ε for any different x, y ∈ N . Define
Covε(X) := inf{ #N | N is an ε-net of X },
Capε(X) := sup{ #N | N is an ε-discrete net of X },
where #N is the number of points in N . Covε(X) and Capε(X) are
respectively called the ε-covering number and the ε-capacity of X .
Lemma 3.2. For any ε > 0 we have
Cap2ε(X) ≤ Covε(X) ≤ Capε(X).
Proof. Since a maximal ε-discrete net of X is an ε-net, we have
Covε(X) ≤ Capε(X).
To prove the other inequality, we take any 2ε-discrete net N of
X and any ε-net N ′ of X . Since any ball of radius ε covers at most
one point in N , we have #N ≤ #N ′, which implies Cap2ε(X) ≤
Covε(X). 
Definition 3.3 (ε-Projection and nearest point projection). Let
A ⊂ X be a subset and let ε ≥ 0. A map π : X → A is called an
ε-projection to A if
dX(x, π(x)) ≤ dX(x,A) + ε
for any x ∈ X . A 0-projection to A is called a nearest point projection
to A.
Lemma 3.4. For any finite net N ⊂ X, there exists a Borel mea-
surable nearest point projection to N .
Proof. We set {ai}Ni=1 := N . For a given x ∈ X , let {aij}kj=1,
k ≤ N , be the set of nearest points in N to x, and let
i(x) :=
k
min
j=1
ij , π(x) := ai(x).
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This defines a nearest point projection π : X → N .
We prove that π is Borel measurable. In fact, for any ai ∈ N ,
π−1(ai) = { x ∈ X | dX(x, ai) < dX(x, aj) for any j < i,
dX(x, ai) ≤ dX(x, aj) for any j > i }
is a Borel subset of X , which implies the Borel measurability of π :
X → N . 
Lemma 3.5. Let X be a separable metric space. For any subset
A ⊂ X and any ε > 0, there exists a Borel measurable ε-projection π
to A such that, if A is a Borel subset of X, then π|A = idA.
Proof. Since X is separable, there is a a dense countable subset
{xi}∞i=1 ⊂ X . For each xi there is a point ai ∈ A such that dX(xi, ai) ≤
dX(xi, A) + ε/3. By setting
B1 := Bε/3(x1) and Bi+1 := Bε/3(xi+1) \
i⋃
j=1
Bε/3(xj)
for i ≥ 1, the sequence {Bi}∞i=1 is a disjoint covering of X . For i
with Bi 6= ∅ and for x ∈ Bi, we define π(x) := ai to obtain a Borel
measurable ε-projection π : X → A. In fact, the preimage of any set
by π is a Borel subset of X .
If A is a Borel subset of X , then we obtain a desired ε-projection
π′ by
π′(x) :=
{
π(x) if x ∈ X \ A,
x if x ∈ A,
which is Borel measurable. This completes the proof. 
3.2. Hausdorff and Gromov-Hausdorff distance
Definition 3.6 (Hausdorff distance). Let Z be a metric space and
X, Y ⊂ Z two subsets. The Hausdorff distance dH(X, Y ) between X
and Y is defined to be the infimum of ε ≥ 0 such that
X ⊂ Bε(Y ) and Y ⊂ Bε(X).
Lemma 3.7 (cf. [6, §7.3]). For a metric space Z we denote by F(Z)
the set of closed subsets of Z.
(1) If Z is complete, then so is (F(Z), dH).
(2) If Z is compact, then so is (F(Z), dH).
Definition 3.8 (Gromov-Hausdorff distance). LetX and Y be two
compact metric spaces. We embed X and Y into some metric space
Z isometrically and define the Gromov-Hausdorff distance dGH(X, Y )
between X and Y to be the infimum of dH(X, Y ) over all such Z and
all such isometric embeddings X, Y →֒ Z.
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Lemma 3.9 (cf. [6, §7.3]). The Gromov-Hausdorff metric dGH is a
complete metric on the set of isometry classes of compact metric spaces.
Definition 3.10 (ε-Isometric map and ε-isometry). Let X and Y
be two metric spaces and let ε ≥ 0. A map f : X → Y is said to be
ε-isometric if
| dY (f(x), f(y))− dX(x, y) | ≤ ε
for any x, y ∈ X . A map f : X → Y is called an ε-isometry if f is
ε-isometric and if
Bε(f(X)) = Y.
Lemma 3.11 (cf. [6, §7.3]). For a real number ε > 0 we have the
following (1) and (2).
(1) If dGH(X, Y ) < ε, then there exists a 2ε-isometry f : X → Y .
(2) If there exists an ε-isometry f : X → Y , then dGH(X, Y ) < 2ε.
Lemma 3.12 (cf. [6, §7.4]). Let C be a set of isometry classes of
compact metric spaces such that supX∈C diamX < +∞, where diamX :=
supx,y∈X dX(x, y) is the diameter of X. Then, the following (1), (2),
and (3) are all equivalent to each other.
(1) C is dGH-precompact.
(2) For any ε > 0 we have
sup
X∈C
Capε(X) < +∞.
(3) For any ε > 0 we have
sup
X∈C
Covε(X) < +∞.
3.3. Distance matrix
Definition 3.13 (Distance matrix). For a metric space X and a
natural number N , the distance matrix KN(X) of X of order N is
defined to be the set of symmetric matrices (dX(xi, xj))ij of order N ,
where xi, i = 1, 2, . . . , N , run over all points in X .
If X is compact, then KN(X) is compact for any N .
Lemma 3.14. Let X and Y be two compact metric spaces. If KN(X) =
KN(Y ) for every natural number N , then X and Y are isometric to
each other.
Proof. Assume that KN(X) = KN(Y ) for all natural number
N . We take any ε > 0 and fix it. For any net {xi}Ni=1 ⊂ X , since
(dX(xi, xj))ij ∈ KN(X) = KN(Y ), there is a net {yi}Ni=1 ⊂ Y such
that dX(xi, xj) = dY (yi, yj) for all i, j = 1, 2, . . . , N . It holds that
{xi}Ni=1 is ε-discrete if and only if so is {yi}Ni=1. Therefore we have
Capε(X) = Capε(Y ). By setting N := Capε(X) = Capε(Y ), there are
two ε-discrete nets {xi}Ni=1 ⊂ X and {yi}Ni=1 ⊂ Y such that dX(xi, xj) =
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dY (yi, yj) for all i, j = 1, 2, . . . , N . Note that {xi}Ni=1 and {yi}Ni=1 are
ε-nets of X and Y , respectively. For any given point x ∈ X we find
an i in such a way that dX(xi, x) ≤ ε and then set f(x) := yi. This
defines a map f : X → Y . We see that f is a 2ε-isometry. Lemma 3.11
implies that dGH(X, Y ) < 4ε. By the arbitrariness of ε > 0, we have
dGH(X, Y ) = 0, so that X and Y are isometric to each other. 
The l∞ norm of a square matrix A = (aij) of order N is defined to
be
‖A‖∞ := Nmax
i,j=1
|aij |.
Of course, the l∞ norm induces a metric, called the l∞ metric, on the
set of square matrices of order N .
Lemma 3.15. For any two compact metric spaces X and Y and for
any natural number N , we have
dH(KN(X), KN(Y )) ≤ 2 dGH(X, Y ),
where dH in the left-hand side is the Hausdorff distance defined by the
l∞ metric on the set of square matrices of order N .
Proof. Assume that dGH(X, Y ) < ε for a number ε. X and Y are
embedded into some compact metric space Z such that dH(X, Y ) < ε.
We take any matrix A ∈ KN(X) and set A = (dX(xi, xj))ij , {xi}Ni=1 ⊂
X . By dH(X, Y ) < ε, there is a point yi ∈ Y for each xi such that
dZ(xi, yi) < ε. Since
| dX(xi, xj)− dY (yi, yj) | ≤ dZ(xi, yi) + dZ(xj , yj) < 2ε
for any i, j = 1, 2, . . . , N , the matrix B := (dY (yi, yj))ij satisfies B ∈
KN(Y ) and ‖A−B‖∞ < 2ε. This proves that KN(X) ⊂ B2ε(KN (Y )).
Since this also holds by exchanging X and Y , we obtain
dH(KN(X), KN(Y )) ≤ 2ε.
This completes the proof. 
Lemma 3.16. Let X and Xn, n = 1, 2, . . . , be compact metric
spaces. If KN (Xn) Hausdorff converges to KN (X) as n → ∞ with
respect to the l∞ norm for any natural number N , then Xn Gromov-
Hausdorff converges to X as n→∞.
Proof. We first prove that {Xn} is dGH-precompact. Setting δn :=
dH(KN(Xn), KN(X)) we have KN(Xn) ⊂ Bδn(KN (X)). This proves
that, for any net {xi}Ni=1 ⊂ Xn, there is a net {yi}Ni=1 ⊂ X such that
| dXn(xi, xj)− dX(yi, yj) | ≤ δn
for all i, j = 1, 2, . . . , N . We take any ε > 0 and any n with δn <
ε/2. If {xi}Ni=1 is ε-discrete, then {yi}Ni=1 is ε/2-discrete. Thus we
have Capε(Xn) ≤ Capε/2(X), which holds for all sufficiently large
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n, so that supn=1,2,...Capε(Xn) < +∞. It is also easy to see that
supn=1,2,... diamXn < +∞. By Lemma 3.12, {Xn} is dGH-precompact.
For any dGH-convergent subsequence {Xni} of {Xn}, Lemma 3.15
implies that dH(KN (Xni), KN(X
′)) → 0 as i → ∞ for any N , where
X ′ is the limit of {Xni}. Therefore we have KN(X) = KN(X ′) for any
N . By Lemma 3.14, X and X ′ are isometric to each other. This proves
that Xn dGH-converges to X as n→∞. 

CHAPTER 4
Box distance
4.1. Basics for the box distance
In this section, we define the box distance between mm-spaces and
prove its basic properties. The proofs in this section are mostly taken
from [16].
Definition 4.1 (Parameter). Let I := [ 0, 1 ) and let X be a topo-
logical space with a Borel probability measure µX . A map ϕ : I → X
is called a parameter of X if ϕ is a Borel measurable map such that
ϕ∗L1 = µX ,
where L1 denotes the one-dimensional Lebesgue measure on I.
Note that ϕ(I) has full measure in X .
Lemma 4.2. Any mm-space has a parameter.
Proof. Let X be an mm-space and let A = {xi}Ni=1, N ≤ ∞, be
the set of atoms of µX , where a point x ∈ X is called an atom of µX if
µX{x} > 0. We assume that xi 6= xj for i 6= j. Putting ai := µX{xi},
b0 := 0, bi :=
∑i
j=1 aj for 1 ≤ i ≤ N , we have bN = µX(A). By
[20, (17.41)], there is a Borel isomorphism ϕ : [ bN , 1 ) → X \ A such
that ϕ∗(L1|[ bN ,1 )) = µX −
∑
i aiδxi. Setting ϕ|[ bi−1,bi ) := xi for i ≥ 1
defines a Borel measurable map ϕ : I → X such that ϕ∗L1 = µX . 
Definition 4.3 (Pseudo-metric). A pseudo-metric ρ on a set S is
defined to be a function ρ : S × S → [ 0,+∞ ) satisfying that, for any
x, y, z ∈ S,
(1) ρ(x, x) = 0,
(2) ρ(y, x) = ρ(x, y),
(3) ρ(x, z) ≤ ρ(x, y) + ρ(y, z).
Note that ρ(x, y) = 0 does not necessarily imply x = y.
A Lipschitz map between two spaces with pseudo-metrics is defined
in the same way as usual.
Definition 4.4 (Box distance). For two pseudo-metrics ρ1 and ρ2
on I, we define (ρ1, ρ2) to be the infimum of ε ≥ 0 satisfying that
there exists a Borel subset I0 ⊂ I such that
| ρ1(s, t)− ρ2(s, t) | ≤ ε for any s, t ∈ I0,(1)
L1(I0) ≥ 1− ε.(2)
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We define the box distance (X, Y ) between two mm-spacesX and Y to
be the infimum of (ϕ∗dX , ψ∗dY ), where ϕ : I → X and ψ : I → Y run
over all parameters of X and Y , respectively, and where ϕ∗dX(s, t) :=
dX(ϕ(s), ϕ(t)) for s, t ∈ I.
Note that (ρ1, ρ2) ≤ 1 for any two pseudo-metrics ρ1 and ρ2, so
that (X, Y ) ≤ 1 for any two mm-spaces X and Y .
We are going to prove that is a metric on the set of mm-isomorphism
classes of mm-spaces.
Definition 4.5 (Distance matrix distribution). Denote byMN the
set of real symmetric matrices of order N . For an mm-space X , we
define a map κN : X
N → MN by
κN (x1, x2, . . . , xN) := (dX(xi, xj))ij
for (x1, x2, . . . , xN) ∈ XN . The distance matrix distribution of X of
order N is defined to be the push-forward
µX
N
:= (κN)∗µ⊗NX
of the N -times product of µX by the map κN .
Lemma 4.6. If (X, Y ) = 0 for two mm-spaces, then
µX
N
= µY
N
for any natural number N .
Proof. Assume that (X, Y ) = 0 for two mm-spaces X and Y .
Then, there are parameters ϕn and ψn of X and Y respectively, n =
1, 2, . . . , such that (ϕ∗ndX , ψ
∗
ndY ) → 0 as n →∞. We have εn → 0+
and In ⊂ I in such a way that L1(In) ≥ 1− εn and
| ϕ∗ndX(s, t)− ψ∗ndY (s, t) | ≤ εn
for any s, t ∈ In. Let f : MN → R be a uniformly continuous and
bounded function and set
fϕn(s1, s2, . . . , sN) := f((ϕ
∗
ndX(si, sj))ij),
fψn(s1, s2, . . . , sN) := f((ψ
∗
ndX(si, sj))ij)
for (s1, s2, . . . , sN) ∈ IN . Note that fϕn and fψn are both Borel mea-
surable functions. The uniform continuity of f shows that
(4.1) lim
n→∞
sup
INn
| fϕn − fψn | = 0.
We have
(4.2)
∫
MN
f dµX
N
=
∫
XN
f ◦ κN dµ⊗NX =
∫
IN
fϕn dLN ,
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where LN denotes the N -dimensional Lebesgue measure. (4.2) also
holds if we replace X and ϕn with Y and ψn, respectively. Since
lim sup
n→∞
∣∣∣∣
∫
IN\INn
fϕn dLN
∣∣∣∣ ≤ sup |f | limn→∞LN(IN \ INn ) = 0,
(4.1) and (4.2) together imply∫
MN
f dµX
N
= lim
n→∞
∫
INn
fϕn dLN = lim
n→∞
∫
INn
fψn dLN =
∫
MN
f dµY
N
.
This completes the proof. 
Theorem 4.7 (mm-Reconstruction theorem). Let X and Y be two
mm-spaces. If µX
N
= µY
N
for any natural number N , then X and Y are
mm-isomorphic to each other.
For the complete proof of this theorem, we refer to [19, 31
2
.5], [47,
§2], and [21]. The following is taken from [21].
Sketch of Proof. We define the distance matrix distribution
µX∞ := (κ∞)∗µ
⊗∞
X
of X of infinite order as an Borel probability measure on the set, say
M∞, of real symmetric matrices of infinite order in the same manner
as before, where κ∞ : X∞ →M∞ is defined by
κ∞((xi)∞i=1) := (dX(xi, xj))
∞
i,j=1
andM∞ is equipped with the product topology. Taking the completion
of µX∞, we assume that µ
X
∞ is a complete measure.
Assume that µX
N
= µY
N
for any natural number N . Let us first
prove µX∞ = µ
Y
∞. In fact, it is easy to see that, for 1 ≤ N < N ′ ≤ ∞,
the measure µX
N
coincides with the push-forward of µX
N ′
by the natural
projection from MN ′ to MN . The Kolmogorov extension theorem tells
us that µX∞ is determined only by µ
X
N
, N = 1, 2, . . . . Therefore, by the
assumption, we have µX∞ = µ
Y
∞.
Let EX ⊂ X∞ be the set of uniformly distributed sequences on X ,
i.e., (xi)
∞
i=1 ∈ EX if and only if
lim
N→∞
1
N
N∑
i=1
f(xi) =
∫
X
f dµX
for any bounded continuous function f : X → R. Note that each
(xi)
∞
i=1 ∈ EX is dense in X . It is well-known that µ⊗∞X (EX) = 1.
Since κ−1∞ (κ∞(EX)) ⊃ EX , the set κ−1∞ (κ∞(EX)) is µ⊗∞X -measurable,
which implies the µX∞-measurablity of κ∞(EX). We also obtain the µ
Y
∞-
measurablity of κ∞(EY ) by the same reason. We have µX∞(κ∞(EX)) =
µY∞(κ∞(EY )) = 1, which together with µ
X
∞ = µ
Y
∞ imlies κ∞(EX) ∩
κ∞(EY ) 6= ∅. Therefore, there are two sequences (xi)∞i=1 ∈ EX and
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(yi)
∞
i=1 ∈ EY such that dX(xi, xj) = dY (yi, yj) for all i, j = 1, 2, . . . .
The map xi 7→ yi extends to an isometry F : X → Y . For any
bounded continuous function f : Y → R, we have∫
Y
f dµY = lim
N→∞
1
N
N∑
i=1
f(yi) = lim
N→∞
1
N
N∑
i=1
f(F (xi)) =
∫
X
f ◦ F dµX ,
which implies F∗µX = µY . Thus, X and Y are mm-isomorphic to each
other. 
Lemma 4.8.  satisfies a triangle inequality between pseudo-metrics.
Proof. Assume that (ρ1, ρ2) < ε and (ρ2, ρ3) < δ for three
pseudo-metrics ρ1, ρ2, and ρ3 and for two numbers ε, δ > 0. It suffices
to prove that (ρ1, ρ3) ≤ ε+ δ. There are two Borel subsets I0, I ′0 ⊂ I
such that
L1(I0) ≥ 1− ε, L1(I ′0) ≥ 1− δ,
| ρ1(s, t)− ρ2(s, t) | ≤ ε for any s, t ∈ I0,
| ρ2(s, t)− ρ3(s, t) | ≤ δ for any s, t ∈ I ′0.
Setting I ′′0 := I0 ∩ I ′0, we have
L1(I ′′0 ) = L1(I0) + L1(I ′0)− L1(I0 ∪ I ′0)
≥ 2− ε− δ − L1(I0 ∪ I ′0) ≥ 1− (ε+ δ)
and, for any s, t ∈ I ′′0 ,
| ρ1(s, t)− ρ3(s, t) | ≤ | ρ1(s, t)− ρ2(s, t) |+ | ρ2(s, t)− ρ3(s, t) |
≤ ε+ δ.
Therefore we obtain (ρ1, ρ3) ≤ ε+ δ. This completes the proof. 
The following lemma is needed to prove a triangle inequality for the
box distance between mm-spaces.
Lemma 4.9. Let ϕ : I → X and ψ : I → X be two parameters of an
mm-space X. Then, for any ε > 0 there exist two Borel isomorphisms
f : I → I and g : I → I such that
(1) f∗L1 = g∗L1 = L1,
(2) ((ϕ ◦ f)∗dX , (ψ ◦ g)∗dX) ≤ ε.
Proof. Let ε > 0 be a given number. There is a sequence {Bi}Ni=1
of disjoint Borel subsets of X , N ≤ ∞, such that ⋃Ni=1Bi = X and
diamBi ≤ ε/2 for any i. We set ai := µX(Bi) = L1(ϕ−1(Bi)), b0 := 0,
and bi :=
∑
j≤i aj . Since each ϕ
−1(Bi) is a Borel subset of I, it is a stan-
dard Borel space. Thus, there is a Borel isomorphism fi : [ bi−1, bi )→
ϕ−1(Bi) for each i ≥ 1 such that (fi)∗(L1|[ bi−1,bi )) = L1|ϕ−1(Bi). Com-
bining all fi’s defines a Borel isomorphism f : I → I with the prop-
erty that f([ bi−1, bi )) = ϕ−1(Bi) for any i ≥ 1 and f∗L1 = L1. In
the same way, we have a Borel isomorphism g : I → I such that
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g([ bi−1, bi )) = ψ−1(Bi) for any i ≥ 1 and g∗L1 = L1. For any s ∈ I,
both (ϕ ◦ f)(s) and (ψ ◦ g)(s) belong to a common Bi and hence
dX((ϕ ◦ f)(s), (ψ ◦ g)(s)) ≤ ε/2. Therefore, for any s, t ∈ I,
| dX((ϕ ◦ f)(s), (ϕ ◦ f)(t))− dX((ψ ◦ g)(s), (ψ ◦ g)(t)) | ≤ ε,
which implies that ((ϕ ◦ f)∗dX , (ψ ◦ g)∗dX) ≤ ε. This completes the
proof. 
We are now ready to prove the following
Theorem 4.10. The box metric  is a metric on the set X of
mm-isomorphism classes of mm-spaces.
Proof. Combining Lemma 4.6 and Theorem 4.7 yields that(X, Y ) =
0 if and only if X and Y are mm-isomorphic to each other.
The symmetricity for  is clear.
Let us prove the triangle inequality (X,Z) ≤ (X, Y ) +(Y, Z)
for three mm-spaces X , Y , and Z. We take any parameters ϕ : I → X ,
ψ, ψ′ : I → Y , and ξ : I → Z, and fix them. Lemma 4.9 implies that,
for any ε > 0, there are two Borel isomorphisms f : I → I and g : I → I
such that ((ψ ◦ f)∗dY , (ψ′ ◦ g)∗dY ) ≤ ε. It follows from Lemma 4.8
that
(ϕ∗dX , ψ∗dY ) +(ψ′
∗
dY , ξ
∗dZ)
= ((ϕ ◦ f)∗dX , (ψ ◦ f)∗dY ) +((ψ′ ◦ g)∗dY , (ξ ◦ g)∗dZ)
≥ ((ϕ ◦ f)∗dX , (ξ ◦ g)∗dZ)−((ψ ◦ f)∗dY , (ψ′ ◦ g)∗dY )
≥ (X,Z)− ε.
Taking the infimum of the left-hand side for any parameters ϕ, ψ, ψ′, ξ
yields (X, Y ) +(Y, Z) ≥ (X,Z)− ε. Since ε > 0 is arbitrary, this
completes the proof. 
Recall that tX := (X, tdX , µX) for an mm-space X and for t > 0.
Lemma 4.11. For any two mm-spaces X and Y , we have the fol-
lowing (1) and (2).
(1) (tX, tY ) is monotone nondecreasing in t > 0.
(2) t−1(tX, tY ) is monotone nonincreasing in t > 0.
The proof of the lemma is left for the reader.
Proposition 4.12. Let X be a complete separable metric space.
For any two Borel probability measures µ and ν on X, we have
1
2
((X, µ), (X, ν)) ≤ ((2−1X, µ), (2−1X, ν)) ≤ dP (µ, ν).
Proof. The first inequality follows from Lemma 4.11(2). We prove
the second. Assume that dP (µ, ν) < ε for a number ε. It suffices
to prove that ((2−1X, µ), (2−1X, ν)) ≤ ε. By Strassen’s theorem
(Theorem 1.20), there is an ε-transportation m between µ and ν with
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defm ≤ ε. Namely, m is a transport plan between two measures µ′
and ν ′ such that µ′ ≤ µ, ν ′ ≤ ν, 1−m(X ×X) ≤ ε, and suppm ⊂ ∆ε.
If m(X ×X) = 1, then we set m+ := m. If otherwise, we set
m+ := m+
(µ− µ′)× (ν − ν ′)
1−m(X ×X) .
Note that m(X ×X) = µ′(X) = ν ′(X). It is easy to see that m+ is a
transport plan between µ and ν. Let Φ : I → X×X be a parameter of
(X ×X,m+), and let ϕ := pr1 ◦Φ : I → X and ψ := pr2 ◦Φ : I → X ,
where pri : X × X → X , i = 1, 2, are the projections. Let us prove
that ϕ is a parameter of (X, µ). In fact, for any Borel subset A ⊂ X ,
ϕ∗L1(A) = L1(ϕ−1(A)) = L1(Φ−1(A×X))
= Φ∗L1(A×X) = m+(A×X) = µ(A).
In the same way, we see that ψ is a parameter of (X, ν). Set I0 :=
Φ−1(∆ε). To obtain ((2−1X, µ), (2−1X, ν)) ≤ ε, it suffices to prove
that
(1) L1(I0) ≥ 1− ε,
(2) |dX(ϕ(s), ϕ(t))− dX(ψ(s), ψ(t))| ≤ 2ε for any s, t ∈ I0.
For (1), we have
L1(I0) = Φ∗L1(∆ε) = m+(∆ε) ≥ m(∆ε) = m(X ×X) ≥ 1− ε.
We prove (2). Take any s, t ∈ I0. Since Φ(s),Φ(t) ∈ ∆ε, we have
dX(ϕ(s), ψ(s)) ≤ ε and dX(ϕ(t), ψ(t)) ≤ ε, so that, by a triangle in-
equality, the left-hand side of (2) is
≤ dX(ϕ(s), ψ(s)) + dX(ϕ(t), ψ(t)) ≤ 2ε.
This completes the proof. 
To obtain the completeness of  on X , we need the following
Lemma 4.13 (Union lemma). Let Xn, n = 1, 2, . . . , be mm-spaces
such that
(2−1Xn, 2−1Xn+1) < εn
for any n and for a sequence of real numbers εn, n = 1, 2, . . . . Then,
there exists a metric on the disjoint union of all Xn’s that is an exten-
sion of each Xn such that
dP (µXn, µXn+1) ≤ εn
for any n = 1, 2, . . . .
Proof. Assume that(2−1Xn, 2−1Xn+1) < εn for any n = 1, 2, . . . .
Then, for each n there are two parameters ϕn : I → Xn, ψn : I → Xn+1,
and a Borel subset In ⊂ I such that L1(In) ≥ 1− εn and
| dXn(ϕn(s), ϕn(t))− dXn+1(ψn(s), ψn(t)) | ≤ 2εn
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for any s, t ∈ In. Let Z be the disjoint union of all Xn’s. We define a
function dZ : Z × Z → [ 0,+∞ ) as follows: For x, y ∈ Xn, we set
dZ(x, y) := dXn(x, y).
For x ∈ Xn and y ∈ Xn+1,
dZ(x, y) := inf
s∈In
(dXn(x, ϕn(s)) + dXn+1(ψn(s), y)) + εn
For x ∈ Xn and y ∈ Xm with n + 2 ≤ m,
dZ(x, y) := inf
m−1∑
i=n
dZ(xi, xi+1),
where xn := x, xm := y, and where xi with n < i < m runs over all
points in Xi. For x ∈ Xn and y ∈ Xm with n > m,
dZ(x, y) := dZ(y, x).
It is easy to check that dZ is a metric on Z. Let fn : I → Z × Z
be a map defined by fn(s) := (ϕn(s), ψn(s)), and let m := (fn)∗L1|In.
Setting ∆εn := { (x, y) ∈ Z × Z | dZ(x, y) ≤ εn }, we have
m(Z × Z \∆εn) = L1(In ∩ f−1n (Z × Z \∆εn))
= L1({ s ∈ In | dZ(ϕn(s), ψn(s)) > εn }) = 0
and also, for any Borel subset A ⊂ Z,
m(A× Z) = L1(ϕ−1n (A) ∩ In) ≤ L1(ϕ−1n (A)) = µXn(A)
as well as m(Z ×A) ≤ µXn+1(A). Therefore m is an εn-transportation
between µXn and µXn+1 . Note that Xn ∪Xn+1 is a complete separable
subspace of Z. Since defm = 1 − m(Z × Z) = 1 − L1(In) ≤ εn,
Strassen’s theorem (Theorem 1.20) tells us that dP (µXn, µXn+1) ≤ εn.
This completes the proof. 
Theorem 4.14. The box metric  is complete on X .
Proof. Let {Xn}∞n=1 be a -Cauchy sequence of mm-spaces. It
suffices to prove that {Xn}∞n=1 has a -convergent subsequence. Re-
placing {Xn}∞n=1 with a subsequence, we assume that (Xn, Xn+1) <
2−n for any n. By the union lemma (Lemma 4.13), we have a metric dZ
on the disjoint union Z of all Xn’s such that dP (µXn, µXn+1) ≤ 2−n for
any n. We see that {µXn}∞n=1 is a dP -Cauchy sequence. Let (Z¯, dZ¯) be
the completion of (Z, dZ). Note that Z¯ is a complete separable metric
space. Since the set of Borel probability measures on Z¯ is dP -complete
(see Lemma 1.15), the sequence {µXn}∞n=1 dP -converges to some Borel
probability measure, say µ∞, on Z¯. Proposition 4.12 proves that Xn
-converges to (Z¯, µ∞). This completes the proof. 
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Example 4.15. We have limn→∞(Sn(1), Sn+1(1)) = 0. This is
because, embedding Sn(1) into Sn+1(1) naturally, we have
lim
n→∞
σn+1(Sn+1(1) \ Uε(Sn(1))) = 0
for any ε > 0, which implies
(Sn(1), Sn+1(1)) ≤ 2dP (σn, σn+1)→ 0 as n→∞.
However, {Sn(1)} is not a -convergent sequence as is seen in Corollary
5.11.
Remark 4.16. We define the Gromov-Prohorov distance dGP (X, Y )
between two mm-spaces X and Y to be the infimum of dP (µX , µY ) for
all metrics on the disjoint union of X and Y that are extensions of dX
and dY . As a direct consequence of Proposition 4.12 and the union
lemma, we obtain
(2−1X, 2−1Y ) = dGP (X, Y )
and, in particular,
1
2
(X, Y ) ≤ dGP (X, Y ) ≤ (X, Y )
for any two mm-spaces X and Y . This is proved by Lo¨hr [27].
4.2. Finite approximation
In this section, we prove that any mm-space can be approximated
by a finite mm-space, i.e., an mm-space consisting of at most finitely
many points. By using this, we study an ε-mm-isomorphism and the
-compactness of a family of mm-spaces.
Definition 4.17 (ε-Supporting net). Let X be an mm-space and
N a net of X . For a real number ε > 0, we say that N ε-supports X if
µX(Bε(N )) ≥ 1− ε.
Lemma 4.18. Let X be an mm-space. For any ε > 0 there exists a
finite net of X that ε-supports X.
Proof. Since X is separable, we have a dense countable subset
{ai}∞i=1 ⊂ X . Since
⋃∞
i=1Bε(ai) = X , we have limn→∞ µX(
⋃n
i=1Bε(ai)) =
µ(X) = 1. Therefore, there is a number n such that µX(
⋃n
i=1Bε(ai)) ≥
1− ε. N := {ai}ni=1 is a desired net. 
Let X be an mm-space and N a finite net ε-supporting X for a
number ε > 0. We have a Borel measurable nearest point projection
πN : X → N (see Lemma 3.4).
Lemma 4.19. We have
dP ((πN )∗µX , µX) ≤ ε.
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Proof. Since
µX({ x ∈ X | dX(πN (x), x) > ε }) = µX(X \Bε(N )) ≤ ε,
we have dKF (πN , idX) ≤ ε, where idX : X → X is the identity map.
By Lemma 1.24, dP ((πN )∗µX , µX) ≤ dKF (πN , idX) ≤ ε. 
Proposition 4.20. Let X be an mm-space. For any ε > 0 there
exists a finite mm-space X˙ such that
(X, X˙) ≤ ε.
Proof. By Lemma 4.18, there is a finite netN ⊂ X (ε/2)-supporting
X . By letting X˙ := (N , dX, (πN )∗µX), Proposition 4.12 and Lemma
4.19 together imply that (X, X˙) ≤ 2dP (µX , (πN )∗µX) ≤ ε. 
Let X and Y be two mm-spaces and f : X → Y a Borel measurable
map.
Definition 4.21 (ε-mm-Isomorphism). Let ε ≥ 0 be a real num-
ber. We say that f is ε-mm-isomorphism if there exists a Borel subset
X0 ⊂ X such that
µX(X0) ≥ 1− ε,(1)
| dX(x, y)− dY (f(x), f(y)) | ≤ ε for any x, y ∈ X0,(2)
dP (f∗µX , µY ) ≤ ε.(3)
We call X0 a non-exceptional domain of f .
Clearly, a 0-mm-isomorphism means an mm-isomorphism.
Lemma 4.22. (1) If there exists an ε-mm-isomorphism : X →
Y , then (X, Y ) ≤ 3ε.
(2) If (X, Y ) < ε, then there exists a 3ε-mm-isomorphism : X →
Y .
Proof. We prove (1). Assume that there is an ε-mm-isomorphism
f : X → Y . Let X0 ⊂ X be a non-exceptional domain of f . We take a
parameter ϕ : I → X . We see that ψ := f ◦ ϕ : I → Y is a parameter
of (Y, f∗µX). Setting I0 := ϕ−1(X0), we have, by Definition 4.21(2),
|dX(ϕ(s), ϕ(t))− dY (ψ(s), ψ(t))| ≤ ε
for any s, t ∈ I0. Since L1(I0) = ϕ∗L1(X0) = µX(X0) ≥ 1 − ε, we
have (X, (Y, f∗µX)) ≤ ε. By Proposition 4.12 and Definition 4.21(3),
((Y, f∗µX), Y ) ≤ 2dP (f∗µX , µY ) ≤ 2ε. A triangle inequality proves
that (X, Y ) ≤ 3ε.
We prove (2). Assume that(X, Y ) < ε. Let ε′ := (ε−(X, Y ))/4.
There is a finite net N ⊂ X ε′-supporting X such that, by setting X˙ :=
(N , dX, (πN )∗µX), we have (X, X˙) ≤ 2ε′ and µX(Bε(N )) ≥ 1− ε. A
triangle inequality proves that
(X˙, Y ) ≤ 2ε′ +(X, Y ) < ε.
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Therefore, there are two parameters ϕ and ψ of X˙ and Y , respectively,
and a Borel subset I0 ⊂ I such that
L1(I0) ≥ 1− ε,(4.3)
|dX˙(ϕ(s), ϕ(t))− dY (ψ(s), ψ(t))| ≤ ε for any s, t ∈ I0.(4.4)
For any point x ∈ X˙ we take a point s ∈ ϕ−1(x). We assume that
s ∈ ϕ−1(x) ∩ I0 if x ∈ ϕ(I0). Letting ϕ′(x) := s defines a map ϕ′ :
X˙ → I. It is obvious that ϕ′ is Borel measurable, ϕ′(ϕ(I0)) ⊂ I0, and
ϕ ◦ ϕ′ = idX˙ . Set f˙ := ψ ◦ ϕ′ : X˙ → Y and X˙0 := ϕ(I0). We have
µX˙(X˙0) = ϕ∗L1(ϕ(I0)) = L1(ϕ−1(ϕ(I0))) ≥ L1(I0) ≥ 1 − ε. Moreover,
by (4.4),
|dX˙(x, y)− dY (f˙(x), f˙(y))| ≤ ε for any x, y ∈ X˙0.(4.5)
Let us prove that dP (f˙∗µX˙ , µY ) ≤ ε. For that, it suffices to prove that
f˙∗µX˙(Bε(A)) ≥ µY (A)− ε for any Borel subset A ⊂ Y .
Claim 4.23. For any Borel subset A ⊂ Y we have
ψ−1(A) ∩ I0 ⊂ ϕ−1(ϕ′−1(ψ−1(Bε(A)))).
Proof. Take any s ∈ ψ−1(A) ∩ I0 and set t := ϕ′(ϕ(s)). Since
s ∈ I0, we have t ∈ ϕ′(ϕ(I0)) ⊂ I0 and so
|dX˙(ϕ(s), ϕ(t))− dY (ψ(s), ψ(t))| ≤ ε.
It follows from ϕ(t) = ϕ(ϕ′(ϕ(s))) = ϕ(s) that dY (ψ(s), ψ(t)) ≤ ε.
By ψ(s) ∈ A we see that ψ(ϕ′(ϕ(s))) = ψ(t) ∈ Bε(A), so that s ∈
ϕ−1(ϕ′−1(ψ−1(Bε(A)))). This proves the claim. 
By the claim and (4.3),
f˙∗µX˙(Bε(A)) = µX˙(ϕ
′−1(ψ−1(Bε(A)))) = L1(ϕ−1(ϕ′−1(ψ−1(Bε(A)))))
≥ L1(ψ−1(A) ∩ I0) = L1(ψ−1(A))− L1(ψ−1(A) \ I0)
≥ L1(ψ−1(A))− ε = µY (A)− ε
and therefore dP (f˙∗µX˙ , µY ) ≤ ε.
By setting f := f˙ ◦ πN : X → Y , it is a Borel measurable map.
It follows from µX˙ = (πN )∗µX that f∗µX = f˙∗(πN )∗µX = f˙∗µX˙ and
hence dP (f∗µX , µY ) ≤ ε. Let X0 := Bε(N ) ∩ π−1N (X˙0). Then, any
point x ∈ X0 satisfies that dX(πN (x), x) ≤ ε and πN (x) ∈ X˙0, which
together with (4.5) proves that f is 3ε-isometric on X0. We also have
µX(X \X0) = µX((X \Bε(N )) ∪ (X \ π−1N (X˙0)))
≤ µX(X \Bε(N )) + µX(X \ π−1N (X˙0)) ≤ 2ε.
Thus, f : X → Y is a 3ε-mm-isomorphism. This completes the proof.

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Proposition 4.24. The set X of mm-isomorphism classes of mm-
spaces is separable with respect to the box metric .
Proof. Let n be a natural number. We set
Rn := { (rij)i,j=1,...,n; i<j ∈ Rn(n−1)/2 |
rij > 0, rik ≤ rij + rjk for any i < j < k },
Wn := { (wk)k=1,...,n−1 ∈ Rn−1 | wk > 0,
n−1∑
k=1
wk < 1 }.
For r ∈ Rn and w ∈ Wn, let X(r, w) = {x1, x2, . . . , xn} be an n-point
space equipped with the following mm-structure:
dX(r,w)(xi, xj) := rij and µX(r,w) :=
n∑
k=1
wkδxk ,
where rii := 0, rij := rji for i > j, and wn := 1−
∑n−1
k=1 wk. Let ε ≥ 0.
For any r, r′ ∈ Rn and w,w′ ∈ Wn such that
|rij − r′ij | ≤ ε and |wk − w′k| ≤ ε for any i < j and k,
we see dP (µX(r,w), µX(r′,w′)) ≤ nε and therefore, the identity map from
X(r, w) to X(r′, w′) is an nε-mm-isomorphism. By Lemma 4.22, we
have (X(r, w), X(r′, w′)) ≤ 3nε. Denote by Xn the mm-isomorphism
classes of n-point mm-spaces. The map Rn×Wn ∋ (r, w) 7→ X(r, w) ∈
Xn is Lipschitz continuous with respect to the l∞-norm on Rn×Wn and
. Since Rn ×Wn is separable, so is (Xn,) for any natural number
n. Therefore, the set of mm-isomorphism classes of finite mm-spaces,
say X<∞, is separable with respect to . Since X<∞ is dense in X , this
completes the proof. 
Lemma 4.25. For a family Y ⊂ X , the following are equivalent to
each other.
(1) Y is -precompact.
(2) For any ε > 0 there exists a positive number ∆(ε) such that
for any X ∈ Y we have a finite mm-space X ′ ∈ X such that
(X,X ′) ≤ ε, #X ′ ≤ ∆(ε), and diamX ′ ≤ ∆(ε).
(3) For any ε > 0 there exists a positive number ∆(ε) such that
for any X ∈ Y we have a finite net N ⊂ X ε-supporting X
such that #N ≤ ∆(ε) and diamN ≤ ∆(ε).
(4) For any ε > 0 there exists a positive number ∆(ε) such that
for any X ∈ Y we have Borel subsets K1, K2, . . . , KN ⊂ X,
N ≤ ∆(ε), such that diamKi ≤ ε for any i, diam
⋃N
i=1Ki ≤
∆(ε), and µX(X \
⋃N
i=1Ki) ≤ ε.
Proof. We prove ‘(1) =⇒ (2)’. By (1), for any ε > 0 there are
finitely many mm-spacesX1, . . . , XN(ε) ∈ Y such that Y ⊂
⋃N(ε)
i=1 Bε/2(Xi).
By Proposition 4.20, we have a finite mm-space X ′i for each i such that
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(Xi, X
′
i) ≤ ε/2. We define ∆(ε) to be the maximum of #X ′i and
diamX ′i for all i = 1, 2, . . . , N(ε). We then obtain (2).
We prove ‘(2) =⇒ (1)’. For a number D > 0 we set
XD := { X ∈ X | #X ≤ D, diamX ≤ D }.
It is obvious that XD is -compact. Take any number ε > 0. By
(2), there is a number ∆(ε/2) such that Y ⊂ Bε/2(X∆(ε/2)). The -
compactness of X∆(ε/2) implies that there is an (ε/2)-net {Xi}N(ε)i=1 ⊂
X∆(ε/2), i.e., X∆(ε/2) ⊂ Bε/2({Xi}N(ε)i=1 ). We see that
Y ⊂ Bε/2(X∆(ε/2)) ⊂
N(ε)⋃
i=1
Bε(Xi),
which implies (1).
We prove ‘(2) =⇒ (4)’. For any ε > 0 we have ∆(ε/4) as in (2).
Namely, for any X ∈ Y there is a finite mm-space X ′ ∈ X such that
(X,X ′) ≤ ε/4, #X ′ ≤ ∆(ε/4), and diamX ′ ≤ ∆(ε/4). We find an
ε-mm-isomorphism f : X → X ′. Let {x1, . . . , xN} := X ′ and Ki :=
f−1(xi) ∩ X0, where X0 is a non-exceptional domain of f . We have
diamKi ≤ ε. Since diamX ′ ≤ ∆(ε/4), it holds that diam
⋃N
i=1Ki ≤
∆(ε/4) + ε. It follows from
⋃N
i=1Ki = X0 that µX(X \
⋃N
i=1Ki) ≤ ε.
(4) is obtained.
We prove ‘(4) =⇒ (3)’. For any ε > 0 there is a number ∆(ε)
such that for any X ∈ X we have subsets K1, . . . , KN ⊂ X as in (4).
We take a point xi in each Ki and set N := {xi}Ni=1. This satisfies (3).
We prove ‘(3) =⇒ (2)’. For any ε > 0 there is ∆(ε/2) such that for
anyX ∈ X we have a netN ⊂ X as in (3). Let πN : X → N be a Borel
measurable nearest point projection and let X˙ := (N , dX, (πN )∗µX).
Proposition 4.12 and Lemma 4.19 imply (X, X˙) ≤ ε. Since #X˙ ≤
∆(ε/2) and diam X˙ ≤ ∆(ε/2), we obtain (2).
This completes the proof of the lemma. 
Definition 4.26 (Uniform family of mm-spaces). A family Y ⊂ X
of mm-isomorphism classes of mm-spaces is said to be uniform if
sup
X∈Y
diamX < +∞ and inf
X∈Y
inf
x∈X
µX(Bε(x)) > 0
for any real number ε > 0.
Corollary 4.27. Any uniform family in X is -precompact.
Proof. Let Y ⊂ X be a uniform family. We will check (3) of
Lemma 4.25 for Y . Set
D := sup
X∈Y
diamX < +∞ and aε := inf
X∈Y
inf
x∈X
µX(Bε(x)) > 0.
For any ε > 0 and X ∈ Y , we find an ε-maximal net N of X . The
ε-maximality of N implies that Bε(N ) = N and in particular N ε-
supportsX . It is clear that diamN ≤ D. Since µX(Bε/2(x)) ≥ aε/2 > 0
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for any x ∈ X and since Bε/2(x), x ∈ N , are disjoint to each other,
the net N has at most [1/aε/2] points, where [a] for a real number a
indicates the largest integer not greater than a. Lemma 4.25 proves
the corollary. 
Definition 4.28 (Doubling condition). We say that an mm-space
X satisfies the doubling condition if there exists a constant C > 0 such
that
µX(B2r(x)) ≤ CµX(Br(x))
for any x ∈ X and r > 0. The constant C is called a doubling constant.
Remark 4.29. If an mm-space X has diameter ≤ D and doubling
constant C, then, for any x ∈ X and ε > 0,
µX(Bε(x)) ≥ µX(B2ε(x))
C
≥ · · · ≥ µX(B2nε(x))
Cn
= C−n
for a natural number n with 2nε ≥ D and therefore
µX(Bε(x)) ≥ C− log2([D/ε]+1) = ([D/ε] + 1)− log2 C .
Thus, if a family of mm-isomorphism classes of mm-spaces has an upper
diameter bound and an upper bound of doubling constant, then the
family is uniform and is -precompact. It follows from the Bishop-
Gromov volume comparison theorem that the set of isometry classes of
closed Riemannian manifold with an upper dimension bound, an upper
diameter bound, and a lower bound of Ricci curvature has an upper
bound of doubling constant and then it is uniform.
Definition 4.30 (Measured Gromov-Hausdorff convergence). Let
X and Xn, n = 1, 2, . . . , be compact mm-spaces. We say that Xn
measured Gromov-Hausdorff converges to X as n → ∞ if there exist
Borel measurable εn-isometries fn : Xn → X , n = 1, 2, . . . , with εn → 0
such that (fn)∗µXn converges weakly to µX as n→∞.
IfXn measured Gromov-Hausdorff converges toX , thenXn Gromov-
Hausdorff converges to X .
Remark 4.31. LetX andXn, n = 1, 2, . . . , be compact mm-spaces.
If Xn measured Gromov-Hausdorff converges to X as n → ∞, then
the map fn as above is an ε
′
n-mm-isomorphism with ε
′
n → 0, and, by
Lemma 4.22, Xn -converges to X as n→∞.
If Xn -converges to X as n → ∞, then Xn does not necessarily
converge to X in the sense of measured Gromov-Hausdorff convergence.
In fact, we consider the sequence of mm-spaces Xn, n = 1, 2, . . . , de-
fined by
Xn := {xi}ni=0, dXn(xi, xj) := 1− δij ,
µXn :=
(
1− 1
n
)
δx0 +
n∑
i=1
1
n
δxi.
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As n → ∞, Xn -converges to the one-point mm-space ({x0}, δx0).
However, {Xn} is not dGH-precompact and has no dGH-convergent sub-
sequence.
It is not difficult to prove that, if Xn -converges to X as n→∞
and if
inf
n
inf
x∈Xn
µXn(Bε(x)) > 0
for any ε > 0, then Xn measured Gromov-Hausdorff converges to X .
The proof is left to the reader.
4.3. Lipschitz order and box convergence
The purpose of this section is to prove the following theorem.
Theorem 4.32. Let X, Y , Xn, and Yn be mm-spaces, n = 1, 2, . . . .
If Xn and Yn -converge to X and Y respectively as n → ∞ and if
Xn ≺ Yn for any n, then X ≺ Y .
For the proof, we need some lemmas.
Lemma 4.33. Let X and Y be two metric spaces, f : X → Y a
Borel measurable map, µ and ν two Borel probability measures on X,
and ε > 0 a real number. If there exists a Borel subset X0 ⊂ X such
that µ(X0) ≥ 1− ε, ν(X0) ≥ 1− ε, and
dY (f(x), f(y)) ≤ dX(x, y) + ε
for any x, y ∈ X0, then we have
dP (f∗µ, f∗ν) ≤ dP (µ, ν) + 2ε.
Proof. Take any Borel subset A ⊂ Y and a real number δ > 0.
Let us first prove
f−1(Uε+δ(A)) ⊃ Uδ(f−1(A) ∩X0) ∩X0.(4.6)
In fact, taking any point x ∈ Uδ(f−1(A) ∩ X0) ∩ X0 we find a point
x′ ∈ f−1(A) ∩X0 such that dX(x, x′) < δ. By the assumption,
dY (f(x), f(x
′)) ≤ dX(x, x′) + ε < ε+ δ.
Since f(x′) ∈ A, we have f(x) ∈ Uε+δ(A) and so x ∈ f−1(Uε+δ(A)).
(4.6) has been proved.
We assume that dP (µ, ν) < δ for a number δ. It follows from (4.6)
and µ(X \X0), ν(X \X0) ≤ ε that
f∗µ(Uε+δ(A)) = µ(f−1(Uε+δ(A))) ≥ µ(Uδ(f−1(A) ∩X0) ∩X0)
≥ µ(Uδ(f−1(A) ∩X0))− ε ≥ ν(f−1(A) ∩X0))− ε− δ
≥ ν(f−1(A))− 2ε− δ = f∗ν(A)− 2ε− δ,
which proves that dP (f∗µ, f∗ν) ≤ 2ε + δ. By the arbitrariness of δ we
have the lemma. 
The following is a direct consequence of Lemma 4.33.
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Corollary 4.34. Let X and Y be a metric space and f : X → Y
a 1-Lipschitz map. For any Borel probability measures µ and ν on X,
we have
dP (f∗µ, f∗ν) ≤ dP (µ, ν).
Definition 4.35 (1-Lipschitz up to an additive error). Let X and
Y be two mm-spaces. A map f : X → Y is said to be 1-Lipschitz up to
(an additive error) ε if there exists a Borel subset X0 ⊂ X such that
µX(X0) ≥ 1− ε,(1)
dY (f(x), f(y)) ≤ dX(x, y) + ε for any x, y ∈ X0.(2)
We call such a set X0 a non-exceptional domain of f and the comple-
ment X \X0 an exceptional domain of f .
Even in the case where the metrics of X and Y are pseudo-metrics,
a map that is 1-Lipschitz up to an additive error is defined in the same
way as above.
Lemma 4.36. Let X and Y be two mm-spaces. Assume that there
exist Borel measurable maps pn : X → Y , n = 1, 2, . . . , that are 1-
Lipschitz up to additive errors εn with εn → 0 such that
dP ((pn)∗µX , µY ) < εn
for any n. Then, X dominates Y .
Proof. We find an increasing sequence of compact subsets CN ⊂
Y , N = 1, 2, . . . , with the property that µY (CN) ≥ 1−1/N for any N .
We have
µX(p
−1
n (Bεn(CN))) = (pn)∗µX(Bεn(CN)) ≥ µY (CN)− εn ≥ 1−
1
N
− εn.
For any natural number n, there is a Borel subset X˜n ⊂ X such that
µX(X˜n) ≥ 1− εn and
dY (pn(x), pn(y)) ≤ dX(x, y) + εn
for any points x, y ∈ X˜n. We see that µX(p−1n (Bεn(CN)) ∩ X˜n) ≥
1− 1/N − 2εn. Setting
EN :=
∞⋂
m=1
∞⋃
n=m
p−1n (Bεn(CN)) ∩ X˜n,
we have
µX(EN ) ≥ lim inf
n→∞
µX(p
−1
n (Bεn(CN)) ∩ X˜n) ≥ 1−
1
N
.
Since
⋃∞
N=1EN is fully measured, it is dense in X . We take a dense
countable subset {xk}∞k=1 ⊂
⋃∞
N=1EN . For any natural number k,
we find a number N(k) in such a way that x1, x2, . . . , xk ∈ EN(k).
Then, for any natural number m there is a number n ≥ m such that
pn(xk) ∈ Bεn(CN(k)) and xk ∈ X˜n. Therefore, there is a subsequence
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{pn1i (x1)}∞i=1 of {pn(x1)} that converges to a point in CN(1) and x1 ∈ X˜n1i
for any i. In the same way, there is a subsequence {pn2i (x2)}∞i=1 of
{pn1i (x2)}∞i=1 that converges to a point in CN(2) and x2 ∈ X˜n2i for any i.
Repeating this procedure we have an infinite sequence of subsequences
{pn1i }, {pn2i }, {pn3i }, . . . . By a diagonal argument, we choose a common
subsequence {pni} of {pn} such that {pni(xk)}∞i=1 converges for each k
and xk ∈ X˜ni for any k and i. Letting f(xk) := limi→∞ pni(xk) defines
a 1-Lipschitz map f : {xk}∞k=1 → Y . Since {xk}∞k=1 is dense in X , this
map extends to a 1-Lipschitz map f : X → Y . For any ε > 0, there is
a number k0 such that µX(
⋃k0
k=1Bε(xk)) ≥ 1− ε and 1/N(k0) ≤ ε. We
see that µX(
⋃k0
k=1Bε(xk)∩EN(k0)) ≥ 1−1/N(k0)− ε ≥ 1−2ε. For the
number ε, there is a natural number i0 such that for any number i ≥ i0
we have εni ≤ ε and dY (pni(xk), f(xk)) ≤ ε for all k = 1, 2, . . . , k0. We
set
Dε,i :=
k0⋃
k=1
Bε(xk) ∩ EN(k0) ∩ X˜ni.
Let i be any number with i ≥ i0. It holds that µX(Dε,i) ≥ 1− 3ε. For
any point x ∈ Dε,i there is a number k(x) ∈ {1, 2, . . . , k0} such that
dX(x, xk(x)) ≤ ε. Since x, xk(x) ∈ X˜ni, we have dY (pni(x), pni(xk(x))) ≤
dX(x, xk(x)) + εni ≤ 2ε. We also have dY (pni(xk(x)), f(xk(x))) ≤ ε. It
follows from the 1-Lipschitz continuity of f that dY (f(xk(x)), f(x)) ≤
dX(x, xk(x)) ≤ ε. Combining these inequalities yields dY (pni(x), f(x)) ≤
4ε for any x ∈ Dε,i, so that, by Lemma 1.24, dP ((pni)∗µX , f∗µX) ≤
dKF (pni, f) ≤ 4ε. As i → ∞, (pni)∗µX converges weakly to f∗µX .
Since the assumption implies the weak convergence (pni)∗µX → µY , we
obtain f∗µX = µY . This completes the proof. 
Proof of Theorem 4.32. By the assumption, there are a se-
quence εn → 0, εn-mm-isomorphisms ϕn : Xn → X and ψn : Y → Yn.
In addition, there is a 1-Lipschitz map fn : Yn → Xn with (fn)∗µYn =
µXn. Since dP ((ψn)∗µY , µYn) ≤ εn, Corollary 4.34 implies
dP ((fn ◦ ψn)∗µY , µXn) = dP ((fn)∗(ψn)∗µY , (fn)∗µYn)(4.7)
≤ dP ((ψn)∗µY , µYn) ≤ εn.
For the εn-mm-isomorphism ϕn : Xn → X , there is a Borel subset X˜n ⊂
Xn such that µXn(X˜n) ≥ 1− εn and |dX(ϕn(x), ϕn(x′))− dXn(x, x′)| ≤
εn for any x, x
′ ∈ X˜n. By Lemma 3.5, we have a Borel measurable
εn-projection πn : Xn → X˜n with πn|X˜n = idX˜n. Let ϕ′n := ϕn ◦ πn :
Xn → X . It follows from µXn(X˜n) ≥ 1 − εn that dµXnKF (ϕn, ϕ′n) ≤ εn,
which together with Lemma 1.24 implies dP ((ϕn)∗µXn, (ϕ
′
n)∗µXn) ≤ εn.
For any x, x′ ∈ Bεn(X˜n) we have
|dX(ϕ′n(x), ϕ′n(x′))− dXn(x, x′)| ≤ 3εn.(4.8)
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Moreover, (4.7) implies
(fn ◦ ψn)∗µY (Bεn(X˜n)) ≥ µXn(X˜n)− εn ≥ 1− 2εn.
Let
Fn := ϕ
′
n ◦ fn ◦ ψn : Y → X.
This is a Borel measurable map. It follows from Lemma 4.33 that
dP ((Fn)∗µY , (ϕ′n)∗µXn) = dP ((ϕ
′
n)∗(fn ◦ ψn)∗µY , (ϕ′n)∗µXn)
≤ dP ((fn ◦ ψn)∗µY , µXn) + 6εn ≤ 7εn.
Since dP ((ϕ
′
n)∗µXn , µX) ≤ dP ((ϕ′n)∗µXn, (ϕn)∗µXn)+dP ((ϕn)∗µXn, µX) ≤
2εn, we have
dP ((Fn)∗µY , µX) ≤ 9εn.(4.9)
For the εn-mm-isomorphism ψn : Y → Yn, there is a Borel subset Y˜n ⊂
Y such that µY (Y˜n) ≥ 1 − εn and |dYn(ψn(y), ψn(y′))− dY (y, y′)| ≤ εn
for any y, y′ ∈ Y˜n. We set
Y˜ ′n := Y˜n ∩ (fn ◦ ψn)−1(Bεn(X˜n)).
Since µY ((fn ◦ψn)−1(Bεn(X˜n)) = (fn ◦ψn)∗µY (Bεn(X˜n)) ≥ 1− 2εn, we
have µY (Y˜
′
n) ≥ 1− 3εn. For any y, y′ ∈ Y˜ ′n, we have
dXn(fn ◦ ψn(y), fn ◦ ψn(y′)) ≤ dYn(ψn(y), ψn(y′)) ≤ dY (y, y′) + εn,
so that, by (4.8),
dX(Fn(y), Fn(y
′)) ≤ dY (y, y′) + 4εn.
This proves that Fn is 1-Lipschitz up to 4εn. Applying Lemma 4.36
completes the proof. 
4.4. Finite-dimensional approximation
The purpose in this section is to prove that any mm-space can be
approximated by RN with a Borel probability measure.
Definition 4.37 (Lip1(X), µN , and XN). Let X be an mm-space.
Denote by Lip1(X) the set of 1-Lipschitz functions on X . For ϕi ∈
Lip1(X), i = 1, 2, . . . , N , we define
ΦN := (ϕ1, . . . , ϕN) : X → RN ,
µ
N
:= (ΦN)∗µX ,
XN := (R
N , ‖ · ‖∞, µN ).
Proposition 4.38. We have
X1 ≺ X2 ≺ · · · ≺ XN ≺ X.
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Proof. We prove XN ≺ X . In fact, for any x, y ∈ X , we have
‖ΦN(x)− ΦN (y)‖∞ = max
i=1,2,...,N
|ϕi(x)− ϕi(y)| ≤ dX(x, y),
i.e., ΦN : X → RN is 1-Lipschitz continuous. We therefore obtain
XN ≺ X .
We prove Xn ≺ Xn+1. Since the projection pr : Xn+1 → Xn is
1-Lipschitz continuous and since pr ◦Φn+1 = Φn, we have
pr∗ µn+1 = pr∗(Φn+1)∗µX = (pr ◦Φn+1)∗µX = (Φn)∗µX = µn.
Therefore, Xn ≺ Xn+1. This completes the proof. 
Definition 4.39 (L1(X)). We define an action of R on Lip1(X)
by
R×Lip1(X) ∋ (c, f) 7→ f + c ∈ Lip1(X).
Let
L1(X) := Lip1(X)/R
be the quotient space of Lip1(X) by the R-action. We indicate by [f ]
the R-orbit of f ∈ Lip1(X). For two orbits [f ], [g] ∈ L1(X), we define
dKF ([f ], [g]) := inf
f ′∈[f ], g′∈[g]
dKF (f
′, g′).
Since any R-orbit is closed in Lip1(X), we see that dKF is a metric
on L1(X).
It is easy to prove the continuity of the R-action on Lip1(X) with
respect to dKF , which implies the following lemma.
Lemma 4.40. For any two functions f, g ∈ Lip1(X), there exists a
real number c such that
dKF ([f ], [g]) = dKF (f, g + c).
To prove the dKF -compactness of L1(X) we need the following
Lemma 4.41. Let Y be a proper metric space and Fi : X → Y , i =
1, 2, . . . , 1-Lipschitz maps. If {Fi(x0)}∞i=1 has a convergent subsequence
for a point x0 ∈ X, then some subsequence of {Fi} converges in measure
to a 1-Lipschitz map F : X → Y .
Proof. We take a monotone decreasing sequence εj → 0 as j →
∞. There is an increasing sequence of compact subsets K1 ⊂ K2 ⊂ . . .
of X such that x0 ∈ K1, µX(X \ Kj) < εj for any j, and
⋃∞
j=1Kj =
X . By the Arzela`-Ascoli theorem, {Fi} has a subsequence {Fi1(k)}
that converges to a 1-Lipschitz map G1 uniformly on K1. {Fi1(k)}
has a subsequence {Fi2(k)} that converges to a 1-Lipschitz map G2
uniformly on K2. Repeat this procedure to get subsequences {Fij(k)},
j = 1, 2, . . . , such that, for each j, {Fij(k)} converges to a 1-Lipschitz
mapGj uniformly onKj. By the diagonal argument, there is a common
subsequence {Fi(k)} that converges to Gj uniformly on each Kj. We
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see that Gj+1|Kj = Gj for any j. We define a map F : X → Y by
F |Kj := Gj for any j. Then, F : X → Y is 1-Lipschitz continuous.
Since Fi(k) converges to F uniformly on eachKj , it converges in measure
to F on X . This completes the proof. 
Proposition 4.42. L1(X) is dKF -compact.
Proof. Take a sequence [ϕi] ∈ L1(X), i = 1, 2, . . . . We may
assume that ϕi(x0) = 0 for each i. We apply Lemma 4.41 to obtain
a subsequence {ϕi(j)} of {ϕi} that converges in measure to a function
ϕ ∈ Lip1(X). [ϕi(j)] dKF -converges to [ϕ] as j → ∞. This completes
the proof. 
Theorem 4.43. Let X be an mm-space. For any ε > 0, there exists
a real number δ = δ(X, ε) > 0 such that if {[ϕi]}Ni=1 ⊂ L1(X) is a δ-net
with respect to dKF , then
(XN , X) ≤ ε.
Proof. Take any ε > 0 and fix it. For a number ρ > 0 we set
Zρ := { x ∈ X | µX(Bε(x)) ≤ ρ }.
Zρ is monotone nondecreasing in ρ. Since µX(Bε(x)) > 0 for any
x ∈ X , we have ⋂ρ>0 Zρ = ∅ and so limρ→0+ µX(Zρ) = 0. Therefore,
there is a number δ = δ(X, ε) > 0 such that δ ≤ ε and µX(Zδ) < ε.
We take any two points x, y ∈ X \ Zδ and fix them. The definition of
Zδ implies that
µX(Bε(x)) > δ and µX(Bε(y)) > δ.(4.10)
Let {[ϕi]}Ni=1 ⊂ L1(X) be a δ-net. There is a number i0 ∈ {1, 2, . . . , N}
such that dKF ([dx], [ϕi0 ]) ≤ δ, where dx(z) := dX(x, z) for x, z ∈ X .
We find a real number c with dKF (dx, ϕ
(c)
i0
) ≤ δ (see Lemma 4.40),
where ϕ
(c)
i0
:= ϕi0 + c. Since µX(|dx − ϕ(c)i0 | > δ) ≤ δ (see Remark
1.22) and by (4.10), the two balls Bε(x) and Bε(y) both intersect the
set { |dx − ϕ(c)i0 | ≤ δ }, so that there are two points x′ ∈ Bε(x) and
y′ ∈ Bε(y) such that
|dX(x, x′)− ϕ(c)i0 (x′)| ≤ δ and |dX(x, y′)− ϕ(c)i0 (y′)| ≤ δ.(4.11)
Therefore,
|dX(x, y)− ϕ(c)i0 (y)|
(4.12)
≤ |dX(x, y)− dX(x, y′)|+ |dX(x, y′)− ϕ(c)i0 (y′)|+ |ϕ(c)i0 (y′)− ϕ(c)i0 (y)|
≤ dX(y, y′) + δ + dX(y, y′) ≤ 2ε+ δ ≤ 3ε.
The 1-Lipschitz continuity of |ϕ(c)i0 | and (4.11) show
|ϕ(c)i0 (x)| ≤ |ϕ(c)i0 (x′)|+ dX(x, x′) ≤ 2 dX(x, x′) + δ ≤ 3ε.(4.13)
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Combining (4.12) and (4.13) yields
dX(x, y) ≤ ϕ(c)i0 (y) + 3ε ≤ ϕ(c)i0 (y)− ϕ(c)i0 (x) + 6ε
= ϕi0(y)− ϕi0(x) + 6ε ≤ ‖ΦN(x)− ΦN (y)‖∞ + 6ε,
which together with the 1-Lipschitz continuity of ΦN implies that
| ‖ΦN (x)− ΦN (y)‖∞ − dX(x, y) | ≤ 6ε.
for any x, y ∈ X \Zδ. By recalling µX(Zδ) < ε, the map ΦN : X → XN
turns out to be a 6ε-mm-isomorphism. By Lemma 4.22(1) we obtain
(XN , X) ≤ 18ε. This completes the proof. 
Corollary 4.44. If a sequence {[ϕi]}∞i=1 ⊂ L1(X) is dKF -dense,
then XN -converges to X as N →∞.
Note that the compactness of L1(X) implies the existence of a dense
countable subset of L1(X), so that any mm-space X can be approxi-
mated by some finite-dimensional space XN .
Remark 4.45. The infinite-product [ 0, 1 ]∞ of the interval [ 0, 1 ] is
not separable with respect to ‖·‖∞, the proof of which is seen in Remark
4.51. Therefore, ([ 0, 1 ]∞, ‖ · ‖∞,L∞) is not an mm-space, where L∞ is
the infinite-product of the one-dimensional Lebesgue measure on [ 0, 1 ].
Besides, L1([ 0, 1 ]∞, ‖·‖∞,L∞) is not dKF -compact. In fact, letting ϕi :
[ 0, 1 ]∞ → R be the ith projection, we have dKF ([ϕi], [ϕj]) = c (1− δij)
for some constant c > 0, where δii = 1 and δij = 0 if i 6= j.
Proposition 4.46. Let X be an mm-space and {[ϕi]}∞i=1 ⊂ L1(X)
an dKF -dense countable subset. We define
Φ∞ := (ϕ1, ϕ2, . . . ) : X → R∞,
µ∞ := (Φ∞)∗µX ,
X∞ := (Φ∞(X), ‖ · ‖∞, µ∞).
Then, Φ∞ : X → X∞ is an isometry. In particular, the image Φ∞(X)
is separable with respect to ‖ · ‖∞, the space X∞ is an mm-space, and
Φ∞ : X → X∞ is an mm-isomorphism.
Proof. It suffices to prove that Φ∞ : X → X∞ is an isometry.
The proof is similar to that of Theorem 4.43. Since each ϕi is 1-
Lipschitz, Φ∞ : X → X∞ is 1-Lipschitz continuous. Take any two
points x, y ∈ X . Since {[ϕi]}∞i=1 ⊂ L1(X) is dKF -dense, there is a
subsequence {[ϕij ]}∞j=1 of {[ϕi]}∞i=1 such that limj→∞ dKF ([ϕij ], [dx]) = 0
and hence ϕ
(cj)
ij
converges in measure to dx as j →∞ for some cj, where
ϕ
(cj)
ij
:= ϕij + cj. This proves that, for any ε > 0, the two balls Bε(x)
and Bε(y) both intersect { |ϕ(cj)ij − dx| ≤ ε } for all j large enough.
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Therefore, we find two sequences {xj}∞j=1 and {yj}∞j=1 of points in X
respectively converging to x and y such that
lim
j→∞
ϕ
(cj)
ij
(xj) = dx(x) = 0 and lim
j→∞
ϕ
(cj)
ij
(yj) = dx(y) = dX(x, y).
Thus,
‖Φ∞(x)− Φ∞(y)‖∞ ≥ |ϕij (x)− ϕij(y)| = |ϕ(cj)ij (x)− ϕ
(cj)
ij
(y)|
≥ |ϕ(cj)ij (xj)− ϕ
(cj)
ij
(yj)| − dX(x, xj)− dX(y, yj) j→∞−→ dX(x, y),
which together with the 1-Lipschitz continuity of Φ∞ proves that Φ∞
is an isometry. This completes the proof. 
4.5. Infinite product, I
In this section, we prove that a finite product space -converges to
the infinite product.
Let p be an extend real number with 1 ≤ p ≤ +∞, and Fn, n =
1, 2, . . . , be mm-spaces. We set
Xn := F1 × F2 × · · · × Fn and X∞ :=
∞∏
n=1
Fn.
Define, for two points x = (xi)
n
i=1, y = (yi)
n
i=1 ∈ Xn, 1 ≤ n ≤ ∞,
dlp(x, y) :=


(
n∑
i=1
dFi(xi, yi)
p
) 1
p
if p < +∞,
n
sup
i=1
dFi(xi, yi) if p = +∞,
Note that dlp(x, y) ≤ +∞.
Assumption 4.47. If p < +∞, then
∞∑
n=1
(diamFn)
p < +∞.
If p = +∞, then
lim
n→∞
diamFn = 0.
Lemma 4.48. (1) The topology on X∞ induced from dlp is not
weaker than the product topology.
(2) Under Assumption 4.47, the topology on X∞ induced from dlp
coincides with the product topology.
Proof. We prove (1). Recall that the product topology is gener-
ated by
B :=
{ ∞∏
n=1
On | On ⊂ Fn is open, ∃k : On = Fn for any n ≥ k
}
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as an open basis. It suffices to prove that any set
∏∞
n=1On ∈ B is an
open set with respect to dlp. We have k such that On = Fn for any
n ≥ k. Take any point x = (xn)∞n=1 ∈
∏∞
n=1On. Since each On is open,
for any number n < k there is a number δn > 0 such that Uδn(xn) ⊂ On.
Let δ := min{δ1, . . . , δk}. For any point y = (yn)∞n=1 ∈ Uδ(x), since
dFn(xn, yn) ≤ dlp(x, y) < δ, we have yn ∈ On for any n. Uδ(x) is
contained in
∏∞
n=1On. By the arbitrariness of x ∈
∏∞
n=1On, the set∏∞
n=1On is open with respect to dlp. (1) is obtained.
We prove (2) in the case of p < +∞. ((2) in the case of p = +∞
is proved in the same way.) Recall that the family of open dlp-metric
balls is an open basis for the topology induced from dlp. It suffices to
prove that any open metric ball Uε(x), ε > 0, x ∈ X∞, is open with
respect to the product topology. Take any point y ∈ Uε(x). Since( ∞∑
n=1
dFn(xn, yn)
p
) 1
p
= dlp(x, y) < ε,
there is a natural number k such that( ∞∑
n=k+1
(diamFn)
p
) 1
p
< ε− dlp(x, y).
We find k real numbers δ1, . . . , δk > 0 in such a way that(
k∑
n=1
δpn
) 1
p
< ε− dlp(x, y)−
( ∞∑
n=k+1
(diamFn)
p
) 1
p
.
The set
O := Uδ1(y1)× · · · × Uδk(yk)× Fk+1 × Fk+2 × . . .
is open with respect to the product topology and contains y. It suffices
to prove that O ⊂ Uε(x). If z ∈ O, then
dlp(y, z) ≤
(
k∑
n=1
δpn +
∞∑
n=k+1
(diamFn)
p
) 1
p
≤
(
k∑
n=1
δpn
) 1
p
+
( ∞∑
n=k+1
(diamFn)
p
) 1
p
< ε− dlp(x, y)
and so dlp(x, z) ≤ dlp(x, y) + dlp(y, z) < ε. We obtain O ⊂ Uε(x).
This completes the proof of the lemma. 
Remark 4.49. Supposing that Assumption 4.47 does not hold, the
topology on X∞ induced from dlp is strictly stronger than the product
topology.
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Proof. If p < +∞ and if∑∞n=1(diamFn)p = +∞, then any set in
the open basis B as in the proof of Lemma 4.48 has infinite dlp-diameter
and is not contained in any dlp-metric ball, so that any dlp-metric open
ball is not open with respect to the product topology.
If p = +∞ and if δ := lim infn→∞ diamFn > 0, then any set in B
has dl∞-diameter ≥ δ and is not contained in any dl∞-metric ball of
radius < δ/2. Any dl∞-metric open ball of radius < δ/2 is not open
with respect to the product topology in this case. This completes the
proof. 
Lemma 4.50. Under Assumption 4.47 we have the following.
(1) If each Fn is complete, then so is (X∞, dlp).
(2) If each Fn is separable, then so is (X∞, dlp).
Proof. We prove (1). Let {xi}∞i=1 be a Cauchy sequence in (X∞, dlp).
We set (xin)
∞
n=1 := xi. Since dFn(xin, xjn) ≤ dlp(xi, xj), the sequence
{xin}i is a Cauchy sequence in Fn for each n, so that it is a convergent
sequence. Let
x∞,n := lim
i→∞
xin and x∞ := (x∞,n)∞n=1.
If p < +∞, then
dlp(xi, x∞)
p =
∞∑
n=1
lim
j→∞
dFi(xin, xjn)
p
≤ lim inf
j→∞
∞∑
n=1
dFn(xin, xjn)
p
= lim inf
j→∞
dlp(xi, xj)
p
→ 0 as i→∞,
and therefore xi converges to x∞ as i → ∞. In the case of p = +∞,
we see that xi converges to x∞ in the same way. (1) has been proved.
We prove (2). By the second countability of each Fn, there is a
countable open basis {Oni}∞i=1 of Fn, where we assume that Fn belongs
to {Oni}∞i=1. By Lemma 4.48, the topology of (X∞, dlp) coincides with
the product topology, so that
B := { O1i1 × O2i2 × · · · ×Okik × Fk+1 × Fk+2 × . . .
| k = 1, 2, . . . , i1, i2, . . . , ik = 1, 2, . . . }
is an open basis over X∞. For each k, the family
Bk := { O1i1 × O2i2 × · · · × Okik × Fk+1 × Fk+2 × . . .
| i1, i2, . . . , ik = 1, 2, . . . , k }
is finite and satisfies
⋃∞
k=1 Bk = B. Therefore, B is a countable basis.
This completes the proof. 
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Remark 4.51. Let Fn, n = 1, 2, . . . , be metric spaces. If infn diamFn >
0, then (X∞, dl∞) is not separable. In particular, the infinite product
space F∞ of an mm-space F with the dlp metric and the infinite product
measure is not an mm-space whenever F has two different points.
Proof. Let δ := infn diamFn > 0. We take any countable set
{xk}∞k=1 ⊂ X∞ and put
xk = (xk1, xk2, . . . ), xkn ∈ Fn.
For any two natural numbers k and n, there is a point ykn ∈ Fn such
that dFn(xkn, ykn) ≥ δ/2. Setting y := (y11, y22, . . . ) ∈ X∞ we have
dl∞(xk, y) = sup
n
dFn(xkn, ynn) ≥ dFk(xkk, ykk) ≥ δ/2.
Therefore, {xk}∞k=1 is not dense in X∞. This completes the proof. 
Proposition 4.52. Let Fn, n = 1, 2, . . . , be mm-spaces and let 1 ≤
p ≤ +∞. We equip Xn and X∞ with the product measures
⊗n
k=1 µFk
and
⊗∞
k=1 µFk and with the dlp metrics. Under Assumption 4.47, we
have the following (1), (2), and (3).
(1) X∞ is an mm-space.
(2) We have
X1 ≺ X2 ≺ · · · ≺ Xn ≺ X∞, n = 1, 2, . . . .
(3) Xn -converges to X∞ as n→∞.
Proof. We prove (1). Lemma 4.50 says that X∞ is complete sep-
arable and hence an mm-space.
(2) is obvious.
We prove (3). Fixing a point x0 = (x0n)
∞
n=1 ∈ X∞, we define an
isometric embedding map
ιn : Xn ∋ (x1, . . . , xn) 7→ (x1, . . . , xn, x0,n+1, x0,n+2, . . . ) ∈ X∞.
According to [3, 8.2.16], we obtain that (ιn)∗µXn converges weakly to
µX∞ as n → ∞. Moreover, Xn is mm-isomorphic to (X∞, (ιn)∗µXn).
Proposition 4.12 proves (3). This completes the proof. 
CHAPTER 5
Observable distance and measurement
5.1. Basics for the observable distance
We define the observable distance dconc(X, Y ) between two mm-
spaces X and Y , and study its basic properties.
Definition 5.1 (dconc between pseudo-metrics). For a pseudo-metric
ρ on I, let Lip1(ρ) denotes the set of 1-Lipschitz functions on I with
respect to ρ. Denote by D the set of pseudo-metrics ρ on I such that
every element of Lip1(ρ) is a Lebesgue measurable function. For two
pseudo-metrics ρ1, ρ2 ∈ D, we set
dconc(ρ1, ρ2) := dH(Lip1(ρ1),Lip1(ρ2)),
where the Hausdorff distance dH is defined with respect to the Ky Fan
metric dKF .
Since dKF ≤ 1, we have dconc(ρ1, ρ2) ≤ 1 for any ρ1, ρ2 ∈ D.
Lemma 5.2. Let X be an mm-space. For any parameter ϕ of X we
have
Lip1(ϕ∗dX) = ϕ∗Lip1(X) := { f ◦ ϕ | f ∈ Lip1(X) }
and, in particular, ϕ∗dX belongs to D.
Proof. It is easy to see that Lip1(ϕ∗dX) ⊃ ϕ∗Lip1(X).
We prove Lip1(ϕ∗dX) ⊂ ϕ∗Lip1(X). For any function f ∈ Lip1(ϕ∗dX),
we have
|f(s)− f(t)| ≤ dX(ϕ(s), ϕ(t))(5.1)
for any s, t ∈ I. In particular, if ϕ(s) = ϕ(t), then f(s) = f(t). For
a given point x ∈ ϕ(I), we take a point s ∈ I with ϕ(s) = x. Then,
f(s) depends only on x and independent of s. We define f˜(x) := f(s).
It follows from (5.1) that f˜ : ϕ(I) → R is 1-Lipschitz continuous and
extends to a 1-Lipschitz function f˜ : X → R. The definition of f˜
implies that f = f˜ ◦ ϕ. This completes the proof. 
Definition 5.3 (Observable distance dconc(X, Y )). We define the
observable distance dconc(X, Y ) between two mm-spaces X and Y by
dconc(X, Y ) := inf
ϕ,ψ
dconc(ϕ
∗dX , ψ∗dY ),
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where ϕ : I → X and ψ : I → Y run over all parameters of X and Y ,
respectively. We say that a sequence of mm-spaces Xn, n = 1, 2, . . . ,
concentrates to an mm-space X if
lim
n→∞
dconc(Xn, X) = 0.
Note that dconc(X, Y ) ≤ 1 for any two mm-spaces X and Y .
We prove that dconc is a metric on X later in Theorem 5.16.
Lemma 5.4. Let S be a topological space with a Borel probability
measure µS, and ρ a pseudo-metric on S such that any 1-Lipschitz
function on S with respect to ρ is Borel measurable. For any Borel
measurable map f : S → (RN , ‖ · ‖∞) that is 1-Lipschitz up to an
additive error ε ≥ 0 with respect to ρ, there exists a 1-Lipschitz map
f˜ : S → (RN , ‖ · ‖∞) such that
dKF (f˜ , f) ≤ ε.
Proof. By the assumption, there is a (non-exceptional) Borel sub-
set S0 ⊂ S such that µS(S0) ≥ 1− ε and
‖f(x)− f(y)‖∞ ≤ ρ(x, y) + ε
for any x, y ∈ S0. We set (f1, f2, . . . , fN) := f . For any i and x, y ∈ S0,
|fi(x)− fi(y)| ≤ ‖f(x)− f(y)‖∞ ≤ ρ(x, y) + ε.
We define, for x ∈ S,
f˜i(x) := inf
y∈S0
(fi(y) + ρ(x, y)).
Then, for any x, y ∈ S,
f˜i(x)− f˜i(y) = inf
x′∈S0
(fi(x
′) + ρ(x, x′))− inf
y′∈S0
(fi(y
′) + ρ(y, y′))
≤ sup
x′∈S0
(fi(x
′) + ρ(x, x′)− fi(x′)− ρ(y, x′))
≤ ρ(x, y).
Since this also holds if we exchange x and y, the function f˜i is 1-
Lipschitz continuous and so is f˜ := (f˜1, f˜2, . . . , f˜N) : S → (RN , ‖ · ‖∞).
For any x ∈ S0, we have f˜i(x) ≤ fi(x) and
fi(x)− f˜i(x) = sup
y∈S0
(fi(x)− fi(y)− ρ(x, y)) ≤ ε.
Since this holds for any i, we have
‖f˜(x)− f(x)‖∞ ≤ ε
for any x ∈ S0. We obtain dKF (f˜ , f) ≤ ε. This completes the proof. 
Proposition 5.5. (1) For any two pseudo-metrics ρ1, ρ2 ∈
D, we have
dconc(ρ1, ρ2) ≤ (ρ1, ρ2).
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(2) For any two mm-spaces X and Y we have
dconc(X, Y ) ≤ (X, Y ).
Proof. (2) follows from (1).
We prove (1). Assume that (ρ1, ρ2) < ε for two pseudo-metrics
ρ1, ρ2 ∈ D and for a number ε. There is a Borel subset I0 ⊂ I such
that L1(I0) > 1− ε and
| ρ1(s, t)− ρ2(s, t) | < ε
for any s, t ∈ I0. Take any function f ∈ Lip1(ρ1). We then see that f is
1-Lipschitz up to the additive error ε with respect to ρ2. Apply Lemma
5.4 to obtain a function f˜ ∈ Lip1(ρ2) with dKF (f˜ , f) ≤ ε. Therefore,
Lip1(ρ1) ⊂ Bε(Lip1(ρ2)). Since this also holds by exchanging ρ1 and
ρ2, we have dH(Lip1(ρ1),Lip1(ρ2)) ≤ ε. This completes the proof. 
We denote by ∗ a one-point mm-space, i.e., ∗ consists of a single
point with trivial metric and Dirac’s delta measure.
Lemma 5.6. Let X be an mm-space. Then we have
dconc(X, ∗) = sup
f∈Lip1(X)
inf
c∈R
dKF (f, c).
Proof. Let ϕ : I → X and ψ : I → ∗ be two parameters. Since
ψ∗Lip1(∗) is the set of constant functions on I, we have
dH(ϕ
∗Lip1(X), ψ∗Lip1(∗)) = sup
f∈Lip1(X)
inf
c∈R
dKF (f ◦ ϕ, c)
= sup
f∈Lip1(X)
inf
c∈R
dKF (f, c).

Proposition 5.7. For any mm-space X we have
dconc(X, ∗) ≤ ObsDiam(X) ≤ 2 dconc(X, ∗).
Proof. We prove the first inequality. Assume that ObsDiam(X) <
ε for a number ε. Then we have ObsDiam(X ;−ε) < ε and so diam(f∗µX ; 1−
ε) < ε for any function f ∈ Lip1(X). There are two numbers a < b
such that f∗µX([ a, b ]) ≥ 1 − ε and b − a < ε. We set c := (a + b)/2.
Since [ a, b ] ⊂ ( c − ε/2, c + ε/2 ), we have µX(|f − c| < ε/2) ≥ 1 − ε,
which implies dKF (f, c) ≤ ε. By Lemma 5.6, dconc(X, ∗) ≤ ε. The first
inequality has been proved.
We prove the second inequality. Let ε := dconc(X, ∗). By Lemma
5.6, for any function f ∈ Lip1(X) there is a real number c such that
dKF (f, c) ≤ ε. Since f∗µX([ c − ε, c + ε ]) = µX(|f − c| ≤ ε) ≥ 1 − ε,
we have diam(f∗µX ; 1 − ε) ≤ 2ε and so ObsDiam(X ;−ε) ≤ 2ε. This
completes the proof. 
Proposition 5.7 implies the following
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Corollary 5.8. Let Xn, n = 1, 2, . . . , be mm-spaces. The se-
quence {Xn}∞n=1 is a Le´vy family if and only if it concentrates to a
one-point mm-space.
Definition 5.9 (h-Homogeneous measure). A Borel measure µ on
a metric space X is said to be h-homogeneous, h ≥ 1, if
µ(Br(x)) ≤ hµ(Br(y))
for any two points x, y ∈ X and for any r > 0.
Note that any h-homogeneous Borel measure on a metric space has
full support.
The following is a slight extension of a result in [15].
Proposition 5.10. Let Xn, n = 1, 2, . . . , be mm-spaces with h-
homogeneous measure for a real number h ≥ 1. If {Xn} is a Le´vy
family and if the diameter of Xn is bounded away from zero, then {Xn}
has no -convergent subsequence.
Proof. Let Xn, n = 1, 2, . . . , be mm-spaces with h-homogeneous
measure, and assume that {Xn} is a Le´vy family and the diameter of
Xn is bounded away from zero. Suppose that {Xn} has a -convergent
subsequence. Replacing {Xn} with the subsequence, we assume that
Xn is -convergent as n → ∞. It follows from Proposition 5.5 and
Corollary 5.8 that Xn -converges to the one-point mm-space ∗. We
set
r := min
{
1
2(1 + h)
,
1
5
inf
n
diamXn
}
.
There is a number n0 such that (Xn, ∗) < r for all n ≥ n0. For each
n ≥ n0, there are a parameter ϕn : I → Xn and a measurable set In ⊂ I
such that L1(In) ≥ 1 − r and dXn(ϕn(s), ϕn(t)) ≤ r for any s, t ∈ In.
We take a point sn ∈ In for each n and fix it. Since diamXn ≥ 5r, there
is a point xn ∈ Xn for each n ≥ n0 such that dXn(ϕn(sn), xn) > 2r.
Since Br(ϕn(sn)) and Br(xn) are disjoint to each other, we have
1 ≥ µXn(Br(ϕn(sn))) + µXn(Br(xn))
≥ (1 + h−1)µXn(Br(ϕn(sn))) = (1 + h−1)L1(ϕ−1n (Br(ϕn(sn))))
and, since ϕ−1n (Br(ϕn(sn))) ⊃ In, the last term is
≥ (1 + h−1)L1(In) ≥ (1 + h−1)(1− r)
≥
(
1 +
1
h
)(
1− 1
2(1 + h)
)
= 1 +
1
2h
> 1,
which is a contradiction. This completes the proof. 
Since {Sn(1)}, {CP n}, {SO(n)}, {SU(n)}, and {Sp(n)} are all
Le´vy families of mm-spaces with 1-homogeneous measure (see Exam-
ples 2.23 and 2.37), we have the following.
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Corollary 5.11. Any subsequence of {Sn(1)}, {CP n}, {SO(n)},
{SU(n)}, and {Sp(n)} is -divergent.
5.2. N-Measurement and nondegeneracy of the observable
distance
In this section, we prove that the observable distance function is a
metric on X by using measurements.
Definition 5.12 (N -Measurement). Let X be an mm-space and
N a natural number. Denote by M(N) the set of Borel probability
measures on RN equipped with the Prohorov metric dP . We call the
subset of M(N)
M(X ;N) := { F∗µX | F : X → (RN , ‖ · ‖∞) is 1-Lipschitz }
the N-measurement of X .
Lemma 5.13. The N-measurement M(X ;N) of X is a closed sub-
set of M(N).
Proof. Assume that a sequence (Fi)∗µX ∈M(X ;N) dP -converges
to a measure µ ∈ M(N), where Fi : X → (RN , ‖ · ‖∞), i = 1, 2, . . . ,
are 1-Lipschitz maps. It suffices to prove that µ belongs to M(X ;N).
Let us first prove that {Fi(x0)}∞i=1 is a bounded sequence in RN ,
where x0 is a point in X . In fact, the 1-Lipschitz continuity of Fi
implies Fi(B1(x0)) ⊂ B1(Fi(x0)) and so
(Fi)∗µX(B1(Fi(x0))) = µX(F−1i (B1(Fi(x0)))) ≥ µX(B1(x0)) > 0.
If {Fi} has a subsequence {Fij} for which ‖Fij (x0)‖∞ diverges to in-
finity as j → ∞, then, since B1(Fij (x0)) does not intersect UNR (o) :=
{ x ∈ RN | ‖x‖∞ < R } for any fixed R > 0 and for every sufficiently
large j, we have
µ(RN \ UNR (o)) ≥ lim inf
j→∞
(Fij )∗µX(R
N \ UNR (o))
≥ lim inf
j→∞
(Fij )∗µX(B1(Fij (x0))) ≥ µX(B1(x0)) > 0,
which is a contradiction to limR→+∞ µ(RN \ UNR (o)) = 0. Therefore,
{Fi(x0)} is bounded.
Applying Lemma 4.41 yields that {Fi} has a subsequence {Fij}
that converges in measure to a 1-Lipschitz map F : X → (RN , ‖ · ‖∞).
By Lemma 1.24, (Fij )∗µX dP -converges to F∗µX . We thus obtain µ =
F∗µX ∈M(X ;N). 
Lemma 5.14. For two mm-spaces X and Y , the following (1) and
(2) are equivalent to each other.
(1) X is dominated by Y .
(2) M(X ;N) ⊂M(Y ;N) for any natural number N .
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Proof. We prove ‘(1) =⇒ (2)’. X ≺ Y implies that there is
a 1-Lipschitz map f : Y → X such that f∗µY = µX . Take any
F∗µX ∈ M(X ;N), where F : X → (RN , ‖ · ‖∞) is any 1-Lipschitz
map. The composition F ◦ f : Y → (RN , ‖ · ‖∞) is 1-Lipschitz and
F∗µX = F∗f∗µY = (F ◦f)∗µY ∈ M(Y ;N), so that we haveM(X ;N) ⊂
M(Y ;N).
We prove ‘(2) =⇒ (1)’. Assume that M(X ;N) ⊂ M(Y ;N)
for any natural number N . According to Corollary 4.44, there is a
sequence of measures µ
N
∈ M(X ;N), N = 1, 2, . . . , such that XN =
(RN , ‖ ·‖∞, µN) -converges to X as N →∞. The assumption implies
µ
N
∈ M(Y ;N), so that we have a 1-Lipschitz map F : Y → RN with
µ
N
= F∗µY , which means that XN is dominated by Y . By Theorem
4.32, X is dominated by Y . This completes the proof. 
Lemma 5.15. Let X and Y be two mm-spaces. For any natural
number N we have
dH(M(X ;N),M(Y ;N)) ≤ N · dconc(X, Y ),
where the Hausdorff distance dH is defined with respect to the Prohorov
metric dP .
Proof. Assume that dconc(X, Y ) < ε for a number ε. There are
two parameters ϕ : I → X and ψ : I → Y such that
(5.2) dH(ϕ
∗Lip1(X), ψ∗Lip1(Y )) < ε.
Let us prove that M(X ;N) ⊂ BNε(M(Y ;N)). Take any F∗µX ∈
M(X ;N), where F : X → (RN , ‖ · ‖∞) is a 1-Lipschitz map. Setting
(f1, . . . , fN) := F we have fi ∈ Lip1(X) and so fi ◦ϕ ∈ ϕ∗Lip1(X). By
(5.2), there is a function gi ∈ Lip1(Y ) such that dKF (fi ◦ϕ, gi ◦ψ) < ε.
Since G := (g1, . . . , gN) : Y → (RN , ‖ · ‖∞) is 1-Lipschitz, we have
G∗µY ∈ M(Y ;N). We prove dP (F∗µX , G∗µY ) ≤ Nε in the following.
For this, it suffices to prove F∗µX(Bε(A)) ≥ G∗µY (A) − Nε for any
Borel subset A ⊂ RN . Since F∗µX = (F◦ϕ)∗L1 andG∗µY = (G◦ψ)∗L1,
we have
F∗µX(Bε(A)) = L1((F ◦ϕ)−1(Bε(A))), G∗µY (A) = L1((G◦ψ)−1(A)).
It is sufficient to prove
L1((G ◦ ψ)−1(A) \ (F ◦ ϕ)−1(Bε(A))) ≤ Nε.
If we take s ∈ (G ◦ψ)−1(A) \ (F ◦ϕ)−1(Bε(A)), then G ◦ψ(s) ∈ A and
F ◦ ϕ(s) /∈ Bε(A) together imply
‖F ◦ ϕ(s)−G ◦ ψ(s)‖∞ > ε
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and therefore
L1((G ◦ ψ)−1(A) \ (F ◦ ϕ)−1(Bε(A)))
≤ L1({ s ∈ I | ‖F ◦ ϕ(s)−G ◦ ψ(s)‖∞ > ε })
= L1
(
N⋃
i=1
{ s ∈ I | |fi ◦ ϕ(s)− gi ◦ ψ(s)| > ε }
)
≤
N∑
i=1
L1({ s ∈ I | |fi ◦ ϕ(s)− gi ◦ ψ(s)| > ε })
≤ Nε,
where the last inequality follows from dKF (fi ◦ ϕ, gi ◦ ψ) < ε. We thus
obtain dP (F∗µX , G∗µY ) ≤ Nε, so that M(X ;N) ⊂ BNε(M(Y ;N)).
Since this also holds if we exchange X and Y , we have
dH(M(X ;N),M(Y ;N)) ≤ Nε.
This completes the proof. 
Theorem 5.16. The function dconc is a metric on X .
Proof. The symmetricity is clear.
A triangle inequality is obtained in the same way as in the proof of
Theorem 4.10, by using Lemma 4.9 and Proposition 5.5.
We prove the nondegeneracy. Assume that dconc(X, Y ) = 0 for two
mm-spaces X and Y . Then, Lemma 5.15 implies that M(X ;N) =
M(Y ;N) for any N , which together with Lemma 5.14 yields that X ≺
Y and Y ≺ X . By Proposition 2.11, X and Y are mm-isomorphic to
each other. This completes the proof. 
Remark 5.17. Without the mm-reconstruction theorem, we obtain
the nondegeneracy of the box metric  in the same way as in the proof
of Theorem 5.16.
Definition 5.18 (Concentration topology). We call the topology
on X induced from dconc the concentration topology.
Proposition 5.19. Let Y ⊂ X be a -precompact family of mm-
isomorphism classes of mm-spaces. Then, the concentration topology
coincides with the topology induced from the box metric on the -closure
of Y.
Proof. Let Y be the -closure of Y . It follows from the com-
pleteness of X (see Theorem 4.14) that Y is -compact. Applying
the homeomorphism theorem for the identity map idX : (Y,) →
(Y, dconc) yields that it is a homeomorphism. This completes the
proof. 
Combining Proposition 5.19 and Corollary 4.27 implies
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Corollary 5.20. Let Y ⊂ X be a uniform family of mm-isomorphism
classes of mm-spaces. Then, the concentration topology coincides with
the topology induced from the box metric on the -closure of Y. In
particular, if {Xn}∞n=1 is a uniform sequence of mm-spaces that con-
centrates to an mm-space X, then Xn -converges to X.
Remark 5.21. Recall that {Sn(1)} concentrates to a one-point
space, but has no -convergent subsequence (see Corollary 5.11). It
is a non-uniform sequence. A non-uniform sequence of mm-spaces is
more interesting than uniform one for the study of concentration.
5.3. Convergence of N-measurements
In this section we prove the following.
Theorem 5.22 (Observable criterion for concentration). Let X and
Xn, n = 1, 2, . . . , be mm-spaces. Then, the following (1) and (2) are
equivalent to each other.
(1) The sequence {Xn} concentrates to X.
(2) For any natural number N , the N-measurement M(Xn;N)
of Xn converges to M(X ;N) with respect to the Hausdorff
distance defined from the Prohorov metric.
‘(1) =⇒ (2)’ follows from Lemma 5.15.
To prove ‘(2) =⇒ (1)’ we need several lemmas.
From now on let X and Y be two mm-spaces.
Lemma 5.23. Let p : X → Y be a Borel measurable map such that
p∗µX = µY . For any two Borel measurable functions f, g : Y → R, we
have
dKF (p
∗f, p∗g) = dKF (f, g),
where p∗f := f ◦ p.
Proof. The lemma follows from
µY (|f − g| > ε) = p∗µX(|f − g| > ε) = µX(p−1({|f − g| > ε}))
= µX(|p∗f − p∗g| > ε).

Definition 5.24 (Enforce ε-concentration). A Borel measurable
map p : X → Y is said to enforce ε-concentration of X to Y if
dH(Lip1(X), p∗Lip1(Y )) ≤ ε.
Lemma 5.25. If a Borel measurable map p : X → Y enforces ε-
concentration of X to Y , then
dconc(X, Y ) ≤ 2 dP (p∗µX , µY ) + ε.
5.3. CONVERGENCE OF N-MEASUREMENTS 75
Proof. We take a parameter ϕ : I → X . The map ψ := p ◦ ϕ :
I → Y is a parameter of (Y, p∗µX). By Lemma 5.23,
dH(ϕ
∗Lip1(X), ψ∗Lip1(Y )) = dH(ϕ∗Lip1(X), ϕ∗p∗Lip1(Y ))
= dH(Lip1(X), p∗Lip1(Y )) ≤ ε,
which implies dconc(X, (Y, p∗µX)) ≤ ε. Since
dconc(Y, (Y, p∗µX)) ≤ (Y, (Y, p∗µX)) ≤ 2 dP (µY , p∗µX),
the lemma follows from a triangle inequality. 
Lemma 5.26. For a Borel measurable map p : X → Y , the following
(1) and (2) are equivalent to each other.
(1) p∗Lip1(Y ) ⊂ Lip1(X).
(2) p : X → Y is 1-Lipschitz continuous.
Proof. ‘(2) =⇒ (1)’ is obvious.
We prove ‘(1) =⇒ (2)’. Take any two points x, y ∈ X and fix them.
The function f := dY (p(x), ·) belongs to Lip1(Y ), which together with
(1) implies p∗f ∈ p∗Lip1(Y ) ⊂ Lip1(X). Therefore,
dY (p(x), p(y)) = |p∗f(x)− p∗f(y)| ≤ dX(x, y).
This completes the proof. 
Lemma 5.27. For a Borel measurable map p : X → Y and for two
real numbers ε, δ > 0, we consider the two following conditions.
(Aε) p
∗Lip1(Y ) ⊂ Bε(Lip1(X)).
(Bδ) p is 1-Lipschitz up to δ.
Then we have the following (1) and (2).
(1) There exists a real number δ = δ(Y, ε) > 0 for any ε > 0 such
that limε→0 δ(Y, ε) = 0 and if (Aε) holds and if dP (p∗µX , µY ) <
ε, then we have (Bδ).
(2) If (Bδ) holds, then we have (Aδ).
Proof. We prove (1). For a number ε′ > 0, let N(ε′) be the
infimum of #N , where N runs over all nets in Y such that there is
a Borel subset Y0 ⊂ Y with the property that µY (Y0) ≥ 1 − ε′ and
N ⊂ Y0 is an ε′-net of Y0. Since we have a compact subset of Y whose
µY -measure is arbitrarily close to 1, the number N(ε
′) is finite. For
any ε > 0, there is a number ε′ = ε′(ε) > 0 such that limε→0 ε′ = 0 and
N(ε′) ≤ 1/√ε. We find a Borel subset Y0 ⊂ Y and an ε′-net N ⊂ Y0
such that
µY (Y0) ≥ 1− ε′ and #N = N(ε′) ≤ 1√
ε
.
It follows from dP (p∗µX , µY ) < ε that
µX(p
−1(Bε(Y0))) = p∗µX(Bε(Y0)) ≥ µY (Y0)− ε ≥ 1− ε− ε′.
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Let y ∈ N be any point and set fy := dY (y, ·). (Aε) implies that p∗fy ∈
p∗Lip1(Y ) ⊂ Bε(Lip1(X)), so that we have a function gy ∈ Lip1(X)
with dKF (p
∗fy, gy) ≤ ε, namely µX(|p∗fy − gy| > ε) ≤ ε. Setting
X0 := p
−1(Bε(Y0)) \
⋃
y∈N
{ |p∗fy − gy| > ε },
we have
µX(X \X0) ≤ #N · ε+ ε+ ε′ ≤
√
ε+ ε+ ε′.
Let π : Y → N be a Borel measurable nearest point projection. We
take any two points x, x′ ∈ X0. Since p(x) ∈ Bε(Y0) and π(p(x)) ∈ N ,
we have
dY (p(x), p(x
′)) ≤ dY (π(p(x)), p(x′)) + ε+ ε′ = p∗fπ(p(x))(x′) + ε+ ε′
≤ gπ(p(x))(x′) + 2ε+ ε′,
gπ(p(x))(x) ≤ p∗fπ(p(x))(x) + ε = dY (π(p(x)), p(x)) + ε
≤ 2ε+ ε′
and hence
dY (p(x), p(x
′)) ≤ gπ(p(x))(x′)− gπ(p(x))(x) + 4ε+ 2ε′
≤ dX(x, x′) + 4ε+ 2ε′.
Setting δ := max{4ε+2ε′,√ε+ ε+ ε′}, the map p is 1-Lipschitz up to
δ.
We prove (2). Take any f ∈ Lip1(Y ). (Bδ) implies that p∗f is
1-Lipschitz up to δ. By Lemma 5.4, there is a function f˜ ∈ Lip1(X)
such that dKF (f˜ , p
∗f) ≤ δ. Therefore we have
p∗Lip1(Y ) ⊂ Bδ(Lip1(X)).
This completes the proof. 
Lemma 5.28. Let Y be an mm-space. For any ε > 0, there exists
a natural number N = N(Y, ε) depending only on Y and ε such that,
if M(Y ;N) ⊂ Bε(M(X ;N)) for an mm-space X, then there exists
a Borel measurable map p : X → Y that is 1-Lipschitz up to 5ε and
satisfies
dP (p∗µX , µY ) ≤ 15ε.
Proof. Corollary 4.44 implies that there is a natural numberN(Y, ε)
and a measure µ
N
∈ M(Y ;N) such that (Y N , Y ) < ε/3, where
Y N := (R
N , ‖·‖∞, µN). By Lemma 4.22, there is an ε-mm-isomorphism
Ψ : Y N → Y . We find a Borel subset Y N,0 ⊂ Y N such that µN(Y N,0) ≥
1− ε and
| dY (Ψ(u),Ψ(v))− ‖u− v‖∞ | ≤ ε
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for any u, v ∈ Y N,0. Since µN ∈ M(Y ;N) ⊂ Bε(M(X ;N)), there is a
1-Lipschitz map Φ′ : X → (RN , ‖ · ‖∞) such that
dP (µN ,Φ
′
∗µX) ≤ ε.
We see that
Φ′∗µX(Bε(Y N,0)) ≥ µN(Y N,0)− ε ≥ 1− 2ε.
By Lemma 3.5, there is a Borel measurable ε-projection π : RN →
Y N,0 with π|Y N,0 = idY N,0 . Let Ψ′ := Ψ ◦ π : RN → Y . For any
u, v ∈ Bε(Y N,0),
| dY (Ψ′(u),Ψ′(v))− ‖u− v‖∞ |
≤ | dY (Ψ(π(u)),Ψ(π(v)))− ‖π(u)− π(v)‖∞ |+ 4ε
≤ 5ε.
By Lemma 4.33,
dP (Ψ
′
∗µN ,Ψ
′
∗Φ
′
∗µX) ≤ dP (µN ,Φ′∗µX) + 10ε ≤ 11ε.
It follows from µ
N
(Y N,0) ≥ 1− ε that dP (π∗µN , µN ) ≤ d
µ
N
KF (π, idRN ) ≤
ε. Besides we have π∗µN(Y N,0) = 1 ≥ µN(Y N,0) ≥ 1 − ε. Applying
Lemma 4.33 yields
dP (Ψ
′
∗µN ,Ψ∗µN) = dP (Ψ∗π∗µN ,Ψ∗µN ) ≤ dP (π∗µN , µN) + 2ε ≤ 3ε
and hence, by a triangle inequality,
dP ((Ψ
′ ◦ Φ′)∗µX ,Ψ∗µN) ≤ 14ε.
Since Ψ : Y N → Y is an ε-mm-isomorphism, we have dP (Ψ∗µN , µY ) ≤
ε, which together with the above inequality implies
dP ((Ψ
′ ◦ Φ′)∗µX , µY ) ≤ 15ε.
Setting X0 := Φ
′−1(Bε(Y N,0)) ⊂ X , we have, for any x, y ∈ X0,
dY (Ψ
′ ◦ Φ′(x),Ψ′ ◦ Φ′(y)) ≤ ‖Φ′(x)− Φ′(y)‖∞ + 5ε ≤ dX(x, y) + 5ε.
Moreover we have
µX(X0) = Φ
′
∗µX(Bε(Y N,0)) ≥ 1− 2ε.
The desired map is p := Ψ′◦Φ′ : X → Y . This completes the proof. 
Lemma 5.29. For any measurable maps F = (f1, . . . , fN) : X →
RN , G = (g1, . . . , gN) : Y → RN , and for any i, j = 1, 2, . . . , N , we
have
| dKF (fi, fj)− dKF (gi, gj) | ≤ 2 dP (F∗µX , G∗µY ),(1)
| dKF ([fi], [fj ])− dKF ([gi], [gj]) | ≤ 2 dP (F∗µX , G∗µY ).(2)
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Proof. We prove (1). We take any i and j in {1, 2, . . . , N} and
fix them. (1) is trivial if i = j. We then assume i 6= j. Suppose that
dP (F∗µX , G∗µY ) < ε and dKF (fi, fj) < ρ for two numbers ε and ρ. We
set
ρ′ := ρ+ 2ε, X0 := { |xi − xj | ≥ ρ′ }, dX0(x) := inf
x′∈X0
‖x− x′‖∞,
where { |xi − xj | ≥ ρ′ } := { (x1, x2, . . . , xN) ∈ RN | |xi − xj | ≥ ρ′ }.
Let us now prove
dX0(x) = max
{
1
2
(ρ′ − |xi − xj |), 0
}
.(5.3)
Let r be the right-hand side of (5.3). Taking any point x′ = (x′1, . . . , x
′
N) ∈
X0, we have |x′i − x′j | ≥ ρ′. If r > 0, then ρ′ = |xi − xj | + 2r and so
|x′i − x′j | ≥ |xi − xj |+ 2r. This implies
2‖x− x′‖∞ ≥ |xi − x′i|+ |xj − x′j | ≥ |x′i − x′j | − |xi − xj | ≥ 2r
and thus dX0(x) ≥ r.
We next prove dX0(x) ≤ r. This is trivial if x ∈ X0. We suppose
x /∈ X0. Then,
r =
1
2
(ρ′ − |xi − xj |) > 0.
Put
x′i :=
{
xi + r if xi ≥ xj,
xi − r if xi < xj ,
and x′j :=
{
xj − r if xi ≥ xj ,
xj + r if xi < xj .
For any k ∈ {1, 2, . . . , N} with k 6= i, j, we set x′k := xk. Since |x′i −
x′j | = |xi − xj | + 2r = ρ′, the point x′ = (x′1, . . . , x′N) belongs to X0,
which together with ‖x−x′‖∞ = r implies dX0(x) ≤ r. We thus obtain
(5.3).
It follows from (5.3) that
Bε(X0) = { |xi − xj | ≥ ρ },
which together with dKF (fi, fj) < ρ and dP (F∗µX , G∗µY ) < ε leads to
ρ ≥ µX(|fi − fj| ≥ ρ) = F∗µX(|xi − xj | ≥ ρ) = F∗µX(Bε(X0))
≥ G∗µY (X0)− ε = µY (|gi − gj| ≥ ρ′)− ε
and so dKF (gi, gj) ≤ ρ + 2ε. Letting ε → dP (F∗µX , G∗µY ) and ρ →
dKF (fi, fj) yields
dKF (gi, gj) ≤ dKF (fi, fj) + 2 dP (F∗µX , G∗µY ).
Since this also hold if we exchange i and j, we obtain (1).
We prove (2). It holds that for any c ∈ RN ,
dP ((F + c)∗µX , (G+ c)∗µY ) = dP (F∗µX , G∗µY ).
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This together with (1) implies that
dKF ([fi], [fj]) ≤ dKF (fi + c, fj + c′)
≤ dKF (gi + c, gj + c′) + 2 dP (F∗µX , G∗µY )
for any real numbers c and c′. Taking the infimum of the right-hand
side over all c and c′ yields
dKF ([fi], [fj]) ≤ dKF ([gi], [gj]) + 2 dP (F∗µX , G∗µY ).
This completes the proof. 
Lemma 5.30. For any natural number N we have
dH(KN(L1(X)), KN(L1(Y ))) ≤ 2 dH(M(X ;N),M(Y ;N)).
Proof. Assume that dH(M(X ;N),M(Y ;N)) < ε for a number ε.
It suffices to prove that dH(KN(L1(X)), KN(L1(Y ))) ≤ 2ε. For this, we
are going to prove KN(L1(X)) ⊂ B2ε(KN(L1(Y ))). Take any matrix
A ∈ KN(L1(X)). We find N functions fi ∈ Lip1(X), i = 1, 2, . . . , N ,
such that A = (dKF ([fi], [fj]))ij . Set F := (f1, . . . , fN) : X → RN . By
the assumption, there is a 1-Lipschitz map G = (g1, . . . , gN) : X →
(RN , ‖ · ‖∞) such that dP (F∗µX , G∗µY ) < ε. Lemma 5.29(2) implies
that
| dKF ([fi], [fj])− dKF ([gi], [gj]) | < 2ε
for any i, j = 1, . . . , N . Letting B := (dKF ([gi], [gj]))ij we have ‖A −
B‖∞ < 2ε and B ∈ KN(L1(Y )). We therefore obtain KN(L1(X)) ⊂
B2ε(KN(L1(Y ))). This also holds if we exchange X and Y . The proof
of the lemma is completed. 
Lemma 5.31. Let p : X → Y be a Borel measurable map. For any
two functions f, g ∈ Lip1(Y ) we have
| dKF (p∗f, p∗g)− dKF (f, g) | ≤ 2 dP (p∗µX , µY ),(1)
| dKF ([p∗f ], [p∗g])− dKF ([f ], [g]) | ≤ 2 dP (p∗µX , µY ).(2)
In particular, if p∗µX = µY , then the map
p∗ : L1(Y ) ∋ [f ] 7→ p∗[f ] := [p∗f ]
is isometric with respect to dKF .
Proof. We prove (1). Let us first prove that
Bε({|f − g| ≥ ρ+ 2ε}) ⊂ { |f − g| ≥ ρ }(5.4)
for any ρ, ε > 0. In fact, if we take a point y ∈ Bε({|f − g| ≥ ρ+2ε}),
then there is a point y′ ∈ Y such that dY (y, y′) ≤ ε and |f(y′)−g(y′)| ≥
ρ+2ε, which together with the 1-Lipschitz continuity of f and g imply
|f(y)− g(y)| ≥ ρ. This proves (5.4).
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Assume that dKF (p
∗f, p∗g) < ρ and dP (p∗µX , µY ) < ε for two num-
bers ρ and ε. It follows from (5.4) that
µY (|f − g| ≥ ρ+ 2ε) ≤ p∗µX(Bε({|f − g| ≥ ρ+ 2ε})) + ε
≤ p∗µX(|f − g| ≥ ρ) + ε
= µX(|p∗f − p∗g| ≥ ρ) + ε ≤ ρ+ ε,
which implies dKF (f, g) ≤ ρ+ 2ε. Therefore,
(5.5) dKF (f, g) ≤ dKF (p∗f, p∗g) + 2 dP (p∗µX , µY ).
Using (5.4) we also have
(5.6) dKF (p
∗f, p∗g) ≤ dKF (f, g) + 2 dP (p∗µX , µY )
in the same way as above. Combining (5.5) and (5.6) implies (1).
We prove (2). By (1), we have, for any two real numbers c and c′,
dKF ([p
∗f ], [p∗g]) ≤ dKF (p∗f + c, p∗g + c′)
≤ dKF (f + c, g + c′) + 2 dP (p∗µX , µY ).
Taking the infimum of the right-hand side over all c and c′ yields
dKF ([p
∗f ], [p∗g]) ≤ dKF ([f ], [g]) + 2 dP (p∗µX , µY ).
In the same way we have
dKF ([f ], [g]) ≤ dKF ([p∗f ], [p∗g]) + 2 dP (p∗µX , µY ).
Combining these two inequalities implies (2).
This completes the proof. 
Let F be a metric space with metric dF . We give an isometric
action of a group G on F ,
G× F ∋ (g, x) 7→ g · x ∈ F ,
with the property that any G-orbit is closed in F . Then, the quotient
space F/G is a metric space, where the metric dF/G on F/G is defined
by
dF/G([x], [y]) := inf
x′∈[x], y′∈[y]
dF(x′, y′)
for any [x], [y] ∈ F/G.
We later apply the following lemma for Lip1(X) and L1(X).
Lemma 5.32. For any G-invariant subset L,L′ ⊂ F , we have
(1) for any real number ε ≥ 0, we have the equivalence
L′ ⊂ Bε(L)⇐⇒ L′/G ⊂ Bε(L/G),
(2) dH(L,L′) = dH(L/G,L′/G).
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Proof. (2) follows from (1).
We prove (1). Assume that L′ ⊂ Bε(L). We take any point x ∈ L′.
Since x ∈ Bε(L), there is a sequence of points xn ∈ L, n = 1, 2, . . . ,
such that lim supn→∞ dF(xn, x) ≤ ε. This implies
lim sup
n→∞
dF([xn], [x]) ≤ lim sup
n→∞
dF(xn, x) ≤ ε
and so [x] ∈ Bε(L/G). Therefore we have L′/G ⊂ Bε(L/G).
We conversely assume that L′/G ⊂ Bε(L/G). Take any point x ∈
L′. Since [x] ∈ L′/G ⊂ Bε(L/G), there is a sequence of points xn ∈ L,
n = 1, 2, . . . , such that lim supn→∞ dF/G([xn], [x]) ≤ ε. Hence, there
are elements gn, hn ∈ G, n = 1, 2, . . . , such that
lim sup
n→∞
dF(gn · x, hn · xn) ≤ ε.
Since L is G-invariant, the point x′n := g−1n hn · xn belongs to L and
satisfies dF(gn · x, hn · xn) = dF(x, x′n), so that
lim sup
n→∞
dF(x′n, x) ≤ ε.
This implies that x ∈ Bε(L). We therefore have L′ ⊂ Bε(L). This
completes the proof. 
Lemma 5.33. Let L and Ln, n = 1, 2, . . . , be compact metric spaces
such that Ln Gromov-Hausdorff converges to L as n → ∞. Let qn :
L → Ln, n = 1, 2, . . . , be εn-isometric maps with εn → 0. Then, there
exists a sequence of real numbers ε′n → 0+ such that qn(L) is ε′n-dense
in Ln, i.e., Bε′n(qn(L)) = Ln.
Proof. By limn→∞ dGH(Ln,L) = 0, there are numbers ε′n → 0+
and ε′n-isometries q
′
n : Ln → L. Suppose that the lemma does not
hold. Then, there is a number δ > 0 and a sequence of points xn ∈ Ln,
n = 1, 2, . . . , such that dLn(xn, qn(L)) ≥ δ for every sufficiently large n.
This implies that dL(q′n(xn), q
′
n◦qn(L)) ≥ δ/2 for every sufficiently large
n. There is a subsequence {ni} of {n} such that q′ni ◦ qni and q′ni(xni)
both converges as i → ∞. The limit, say f : L → L, of q′ni ◦ qni is
isometric. The image f(L) does not contain the limit of q′ni(xni) and,
in particular, f is not surjective. This is a contradiction (see [6, Thm
1.6.14]). 
Lemma 5.34. Assume (2) of Theorem 5.22. Then, there exist
Borel measurable maps pn : Xn → Y , n = 1, 2, . . . , that enforce εn-
concentration of Xn to Y and dP ((pn)∗µXn, µY ) ≤ εn for all n and for
some sequence εn → 0.
Proof. By the assumption and Lemma 5.28, there are Borel mea-
surable maps pn : Xn → X that are 1-Lipschitz up to some αn → 0,
n = 1, 2, . . . , such that dP ((pn)∗µXn, µX) ≤ αn. By Lemma 5.27(2),
we have p∗nLip1(X) ⊂ Bαn(Lip1(Xn)). By setting L := L1(X) and
Ln := L1(Xn), Lemma 5.32(1) yields p∗nL ⊂ Bαn(Ln). By Lemma
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5.31(2), the map p∗n : L → Bαn(Ln) is 2αn-isometric with respect to
dKF . Let πn : Bαn(Ln) → Ln be a nearest point projection. Then
it is a 2αn-isometry. Therefore, πn ◦ p∗n : L → Ln is 4αn-isometric
for any n. The assumption together with Lemma 5.30 implies that
limn→∞ dH(KN(Ln), KN(L)) = 0 for any N . By Lemma 3.16, Ln
Gromov-Hausdorff converges to L as n → ∞. From Lemma 5.33, we
find a sequence of numbers α′n → 0+ such that πn ◦ p∗n(L) is α′n-dense
in Ln. Thereby, p∗nL is εn-dense in Bα′n(Ln), where εn := αn+α′n. This
implies dH(p
∗
nL,Ln) ≤ εn. By Lemma 5.32, we have
dH(p
∗
nLip1(X),Lip1(Xn)) ≤ εn,
i.e., pn : Xn → X enforces εn-concentration ofXn toX . This completes
the proof. 
Proof of Theorem 5.22. Recall that ‘(1) =⇒ (2)’ follows from
Lemma 5.15. ‘(2) =⇒ (1)’ follows from Lemma 5.34 and 5.25. This
completes the proof. 
Corollary 5.35. Let Xn and Y be mm-spaces, where n = 1, 2, . . . .
Then the following (1) and (2) are equivalent to each other.
(1) Xn concentrates to Y as n→∞.
(2) There exists a sequence of Borel measurable maps pn : Xn →
Y , n = 1, 2, . . . , that enforce εn-concentration of Xn to Y and
dP ((pn)∗µXn, µY ) ≤ εn for all n and for some sequence εn → 0.
Proof. ‘(1) =⇒ (2)’ follows from Theorem 5.22 and Lemma 5.34.
‘(2) =⇒ (1)’ follows from Lemma 5.25. 
5.4. (N,R)-Measurement
A main purpose of this section is to prove that the convergence
of (N,R)-measurement for any R > 0 is equivalent to that of N -
measurement, which is necessary in the later sections.
Definition 5.36 ((N,R)-Measurement). For an mm-space X , a
natural number N , and a real number R > 0, we define
M(X ;N,R) := { µ ∈ M(X ;N) | supp µ ⊂ BNR },
where BNR := { x ∈ RN | ‖x‖∞ ≤ R }. We call M(X ;N,R) the
(N,R)-measurement of X .
M(X ;N,R) is a compact subset of M(N) (see Lemma 1.15).
Definition 5.37 (πξ,R). For a point ξ ∈ RN and a real number
R ≥ 0, we define a map πξ,R : RN → RN in the following. For a given
point x = (x1, . . . , xN ) ∈ RN we determine a point y = (y1, . . . , yN) ∈
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RN as, for i = 1, . . . , N ,
yi :=


ξi +R if xi > ξi +R,
ξi − R if xi < ξi −R,
xi if ξi −R ≤ xi ≤ ξi +R.
We then define πξ,R(x) := y.
We see that πξ,R(R
N) = BNR (ξ) := { x ∈ RN | ‖x − ξ‖∞ ≤ R }
and πξ,R is a unique nearest point projection to B
N
R (ξ) with respect to
‖ · ‖∞. Letting πR := πo,R we have πξ,R(x) = πR(x − ξ) + ξ for any
x ∈ RN .
Lemma 5.38. The map πξ,R : R
N → RN is 1-Lipschitz with respect
to ‖ · ‖∞.
Proof. Take any two points x, x′ ∈ RN and set y := πξ,R(x), y′ :=
πξ,R(x
′). It follows from the definition of πξ,R that |yi − y′i| ≤ |xi − x′i|
for i = 1, . . . , N , which implies ‖y− y′‖∞ ≤ ‖x−x′‖∞. This completes
the proof. 
Lemma 5.39. Let N be a natural number, R > 0 a real number,
and µ a Borel probability measure on RN . Then, for any two points
ξ, η ∈ RN we have
sup
x∈RN
‖πξ,R(x)− πη,R(x)‖∞ ≤ ‖ξ − η‖∞,(1)
dP ((πξ,R)∗µ, (πη,R)∗µ) ≤ ‖ξ − η‖∞.(2)
Proof. We prove (1). Let x ∈ RN be any point and set y :=
πξ,R(x), y
′ := πη,R(x). By the definition of πξ,R, we have |yi − y′i| ≤
|ξi− ηi| for i = 1, . . . , N , which implies ‖y − y′‖∞ ≤ ‖ξ − η‖∞. (1) has
been obtained.
We prove (2). It follows from (1) that
dP ((πξ,R)∗µ, (πη,R)∗µ) ≤ dµKF (πξ,R, πη,R) ≤ ‖ξ − η‖∞.
This completes the proof. 
Definition 5.40 (Perfect set of measures). Let N be a natural
number. A subset A ⊂ M(N) is said to be perfect if for any µ ∈ A
and ν ∈M(N) with (RN , ‖·‖∞, ν) ≺ (RN , ‖·‖∞, µ), we have ν ∈ A. A
subset A ⊂M(N,R) is said to be perfect on BNR if for any µ ∈ A and
ν ∈M(N,R) with (BNR , ‖ · ‖∞, ν) ≺ (BNR , ‖ · ‖∞, µ), we have ν ∈ A.
Note that M(X ;N) is perfect and M(X ;N,R) is perfect on BNR .
We see that (πR)∗M(X ;N) =M(X ;N,R).
Lemma 5.41. For any two perfect subsets A,B ⊂ M(N) and for
any real number R > 0, we have
dH((πR)∗A, (πR)∗B) ≤ 2 dH(A,B),
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where the Hausdorff distance dH is defined with respect to the Prohorov
metric dP on M(N)
Proof. Let ε := dH(A,B). Note that the perfectness of A implies
(πR)∗A ⊂ A. For any measure µ ∈ (πR)∗A there is a measure ν ∈ B
such that dP (µ, ν) ≤ ε. We have
(5.7) ν(Bε(B
N
R )) ≥ µ(BNR )− ε = 1− ε.
Since πR|BNR = idBNR and by (5.7), we have dP ((πR)∗ν, ν) ≤ dνKF (πR, idRN ) ≤
ε and hence
dP (µ, (πR)∗ν) ≤ dP (µ, ν) + dP (ν, (πR)∗ν) ≤ 2ε,
so that (πR)∗A ⊂ B2ε((πR)∗B). Exchanging A and B yields (πR)∗B ⊂
B2ε((πR)∗A). We thus obtain
dH((πR)∗A, (πR)∗B) ≤ 2ε.
This completes the proof. 
Lemma 5.42. Let X and Y be two mm-spaces and ε > 0 a real
number. If a real number δ satisfies (X, Y ) < δ, then
diam(Y ; 1− ε− δ) ≤ diam(X ; 1− ε) + δ.
Proof. By (X, Y ) < δ, there are two parameters ϕ : I → X ,
ψ : I → Y , and a Borel subset I0 ⊂ I such that L1(I0) ≥ 1− δ and
| ϕ∗dX(s, t)− ψ∗dY (s, t) | ≤ δ
for any s, t ∈ I0. Therefore we have
diam(Y ; 1− ε− δ)
= inf{ diamA | A ⊂ Y, µY (A) ≥ 1− ε− δ }
= inf{ diam(J, ψ∗dY ) | J ⊂ I, L1(J) ≥ 1− ε− δ }
≤ inf{ diam(J, ψ∗dY ) | J ⊂ I0, L1(J) ≥ 1− ε− δ }
≤ inf{ diam(J, ϕ∗dX) | J ⊂ I0, L1(J) ≥ 1− ε− δ }+ δ
≤ inf{ diam(J1 ∪ J2, ϕ∗dX) | J1 ⊂ I0, J2 ⊂ I \ I0, L1(J1) ≥ 1− ε− δ }+ δ
≤ inf{ diam(J1 ∪ J2, ϕ∗dX) | J1 ⊂ I0, J2 ⊂ I \ I0, L1(J1 ∪ J2) ≥ 1− ε }+ δ
= diam(X ; 1− ε) + δ.
This completes the proof. 
Lemma 5.43. Let A and An, n = 1, 2, . . . , be perfect subsets of
M(N) such that
sup
µ∈A
diam(µ; 1− κ) < +∞
for any real number κ with 0 < κ < 1, where diam is defined for the
l∞ norm on RN . Then, the following (1) and (2) are equivalent to each
other.
(1) An Hausdorff converges to A as n→∞.
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(2) (πR)∗An Hausdorff converges to (πR)∗A as n → ∞ for any
real number R > 0.
Proof. ‘(1) =⇒ (2)’ follows from Lemma 5.41.
We prove ‘(2) =⇒ (1)’. Take any ε > 0 and fix it. Let us first
prove that
(5.8) A ⊂ Bε(An)
for every sufficiently large n. For any µ ∈ A there is a number
R > 0 such that dP ((πR)∗µ, µ) < ε/2. (2) proves that (πR)∗µ ∈
Bε/2((πR)∗An) ⊂ Bε/2(An) for every sufficiently large n. Therefore,
µ belongs to Bε(An) for every sufficiently large n, which implies (5.8).
Let 0 < ε < 1. It suffices to prove that An ⊂ B3ε(A) if n is large
enough. We take any sequence µn ∈ An, n = 1, 2, . . . . Set
R := max{sup
µ∈A
diam(µ; 1− ε), 1} and R′ := 100R.
It follows from (2) that
dH((πR′)∗An, (πR′)∗A) < ε/2(5.9)
for every n large enough. From now on we assume n to be sufficiently
large. Let us prove the following claim.
Claim 5.44. We have
diam(µn; 1− 2ε) ≤ R + ε.(5.10)
Proof. Let x ∈ RN be any point and ιx : RN → RN the translation
defined by ιx(y) = y − x, y ∈ RN . The perfectness of An proves
(ιx)∗(πx,R′)∗µn ∈ (πR′)∗An. By (5.9), there is a measure νn ∈ (πR′)∗A
such that dP ((ιx)∗(πx,R′)∗µn, νn) < ε/2. Since ιx is an isometry,
((RN , ‖ · ‖∞, (πx,R′)∗µn), (RN , ‖ · ‖∞, νn))
≤ 2 dP ((ιx)∗(πx,R′)∗µn, νn) < ε.
Applying Lemma 5.42 yields
diam((πx,R′)∗µn; 1− 2ε) < diam(νn; 1− ε) + ε ≤ R + ε.
Therefore, there is a Borel subset Ax ⊂ BNR′(x) such that (πx,R′)∗µn(Ax) ≥
1− 2ε and diam(Ax, ‖ · ‖∞) ≤ R + ε. If there is a point x0 ∈ RN such
that Ax0 belongs to the interior U
N
R′(x0) of B
N
R′(x0), then we have (5.10).
We are going to prove the existence of such a point x0. Suppose that we
have no such point x0. Then, since diam(Ax, ‖ · ‖∞) ≤ R+ ε < 2R, the
set Ax does not intersect U
N
98R(x) and the Euclidean distance between
x and Ax is not less than 98R. Let ax ∈ RN be the center of mass of
Ax with respect to the N -dimensional Lebesgue measure. We see that
‖ax−x‖2 ≥ 96R, where ‖ · ‖2 denotes the Euclidean or l2 norm on RN .
Let
Vx :=
1
‖ax − x‖2 (ax − x).
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Then, V is a (not necessarily continuous) unit vector field on RN . The
continuity of the map RN ∋ x 7→ (πx,R′)∗µn (see Lemma 5.39) proves
that if two points x, y ∈ RN are close enough to each other, then
dRN (Ax, Ay) is small enough and so the angle between Vx and Vy is
less than π/4. There is a compact subset K ⊂ RN such that µn(K) >
2ε. The set Ax intersects πx,R′(K) and, if ‖x‖2 is sufficiently large,
then πx,R′(K) is contained in an (N − 1)-dimensional face of ∂BNx,R′
containing πx,R′(o). Therefore, ax belongs to the 4R-neighborhood of
the face if ‖x‖2 is large enough. This proves that
lim
‖x‖2→+∞
∠
(
Vx,− x‖x‖2
)
≤ π
3
,
where ∠(·, ·) denotes the angle. From a standard mollifier argument,
we find a C∞ unit vector filed V˜ on RN and a large number C > 0 in
such a way that, if ‖x‖2 ≥ C, then the angle between V˜x and − x‖x‖2 is
less than π/2. Applying the Poincare´-Hopf theorem to the vector field
V˜ on the Euclidean ball { x ∈ Rn | ‖x‖2 ≤ C }, we have a contradiction.
The claim follows. 
By (5.10), there is a point xn ∈ RN such that µn(BN2R(xn)) ≥ 1−2ε.
For the translation ιxn : R
N → RN , we have
dP ((fn)∗µn, (πR′)∗(fn)∗µn) ≤ d(fn)∗µnKF (πR′ , idRN ) ≤ 2ε.
By (5.9), there is a measure νn ∈ (πR′)∗A such that
dP ((πR′)∗(fn)∗µn, νn) < ε.
A triangle inequality proves
dP (µn, (f
−1
n )∗νn) = dP ((fn)∗µn, νn) < 3ε.
Since (f−1n )∗νn ∈ A, we have µn ∈ B3ε(A). Therefore we obtain An ⊂
B3ε(A). This completes the proof of the lemma. 
CHAPTER 6
The space of pyramids
6.1. Tail and pyramid
Definition 6.1 (Tail). Let {Xn}∞n=1 be a sequence of mm-spaces.
The tail T {Xn} of {Xn} is defined to be the set of mm-spaces that
are the -limits of mm-spaces Yn, n = 1, 2, . . . , such that each Yn is
dominated by Xn.
If {Xni}∞i=1 is a subsequence of {Xn}∞n=1, then T {Xni} ⊃ T {Xn}.
Proposition 6.2. Let {Xn}∞n=1 be a sequence of mm-spaces.
(1) If Xn concentrates to X as n → ∞, then X is a maximal
element of T {Xn}, i.e., X ∈ T {Xn} and Y ≺ X for any
Y ∈ T {Xn}.
(2) If X is a maximal element of T {Xn} and if T {Xni} = T {Xn}
for any subsequence {Xni} of {Xn}, then Xn concentrates to
X.
Proof. We prove (1). Assume that Xn concentrates to X as
n → ∞. By Corollary 4.44, there are measures µ
N
∈ M(X ;N),
N = 1, 2, . . . , such that XN = (R
N , ‖ · ‖∞, µN ) -converges to X as
N → ∞. Since Theorem 5.22 implies that M(Xn;N) Hausdorff con-
verges toM(X ;N), we find 1-Lipschitz maps FN,n : Xn → (RN , ‖·‖∞),
n = 1, 2, . . . , for each N such that limn→∞ dP ((FN,n)∗µXn, µN) = 0.
The mm-space XN,n := (R
N , ‖ · ‖∞, (FN,n)∗µXn) is dominated by Xn
and -converges to XN = (R
N , ‖ · ‖∞, µN) as n → ∞. Therefore,
there is a monotone nondecreasing function m : N → N such that
m(N) → ∞ as N → ∞ and (XN,n, XN) < 1/N for any n,N ∈ N
with n ≥ m(N). Setting M(n) := max{ j ∈ N | m(j) ≤ n } for n ∈ N,
we see that M(n) is monotone nondecreasing in n and M(n) → ∞ as
n→∞. By m(M(n)) ≤ n,
(XM(n),n, XM(n)) < 1/M(n)→ 0 as n→∞
and hence
(XM(n),n, X) ≤ (XM(n),n, XM(n)) +(XM(n), X)→ 0 as n→∞,
which proves X ∈ T {Xn}.
Let us prove the maximality of X in T {Xn}. Take any mm-space
Y ∈ T {Xn}. There is a sequence of mm-spaces Yn, n = 1, 2, . . . ,
with Yn ≺ Xn that -converges to Y as n → ∞. By Lemma 5.14,
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M(Yn;N) ⊂ M(Xn;N). Theorem 5.22 implies that M(Xn;N) and
M(Yn;N) Hausdorff converges to M(X ;N) and M(Y ;N), respec-
tively. Therefore we have M(Y ;N) ⊂ M(X ;N) for any N , which
together with Lemma 5.14 implies that Y is dominated by X . We thus
obtain the maximality of X in T {Xn}. (1) has been proved.
We prove (2). Since X ∈ T {Xn}, we find a sequence of mm-spaces
Yn, n = 1, 2, . . . , with Yn ≺ Xn that -converges to X . By Proposi-
tion 5.5, Yn concentrates to X as n → ∞, so that, by Theorem 5.22
and Lemma 5.43, M(Yn;N,R) Hausdorff converges to M(X ;N,R) as
n → ∞ for any N and R > 0. We see M(Yn;N,R) ⊂ M(Xn;N,R)
by Lemma 5.14. Theorem 5.22 and Lemma 5.43 together tell us that, to
prove the concentration ofXn toX , it suffices to show thatM(Xn;N,R)
Hausdorff converges to M(X ;N,R). Suppose that M(Xn;N,R) does
not Hausdorff converge to M(X ;N,R) for some N and R > 0. Then,
there are a number δ > 0, a sequence of natural numbers ni →∞, and
measures µni ∈M(Xni;N,R), i = 1, 2, . . . , such that dP (µni,M(X ;N,R)) ≥
δ for any i. Replacing {µni} with a subsequence we assume that µni
converges weakly to some measure µ∞ on BNR . The mm-space (R
N , ‖ ·
‖∞, µni) is dominated by Xni and -converges to (RN , ‖ · ‖∞, µ∞), so
that (RN , ‖ · ‖∞, µ∞) belongs to the tail T {Xni} = T {Xn}. The max-
imality of X in T {Xn} yields that X dominates (RN , ‖ · ‖∞, µ∞) and
so µ∞ is an element of M(X ;N,R), which is a contradiction. This
completes the proof. 
Definition 6.3 (Pyramid). Recall that X is the mm-isomorphism
classes of mm-spaces. A subset P ⊂ X is called a pyramid if it satisfies
the following (1), (2), and (3).
(1) If X ∈ P and if Y ≺ X , then Y ∈ P.
(2) For any two mm-spaces X,X ′ ∈ P, there exists an mm-space
Y ∈ P such that X ≺ Y and X ′ ≺ Y .
(3) P is nonempty and -closed.
(2) is called the Moore-Smith property and a pyramid is a directed
subfamily of X . We denote the set of pyramids by Π.
For an mm-space X we define
PX := { X ′ ∈ X | X ′ ≺ X }.
It follows from Theorem 4.32 that PX is a pyramid. We call PX the
pyramid associated with X .
We see that X ≺ Y if and only if PX ⊂ PY . Note that for any two
mm-spaces X and X ′ we always have an mm-space dominating both
X and X ′, in fact X×X ′ with product measure and lp product metric,
1 ≤ p ≤ +∞, is an example of such an mm-space. It is trivial that X
itself is a pyramid.
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In Gromov’s book [19], the definition of a pyramid is only by (1)
and (2) of Definition 6.3. We here put (3) as an additional condition
for later convenience.
6.2. Weak Hausdorff convergence
All the discussions in this section also work in the case where X is
a general separable metric space.
Definition 6.4 (Weak (Hausdorff) convergence). Denote by F(X )
the set of -closed subsets of X . Let Yn,Y ∈ F(X ) (where Yn are Y
may be empty). We say that Yn converges weakly to Y as n → ∞ if
the following (1) and (2) are both satisfied.
(1) For any mm-space X ∈ Y , we have
lim
n→∞
(X,Yn) = 0.
(2) For any mm-space X ∈ X \ Y , we have
lim inf
n→∞
(X,Yn) > 0.
We here agree that (X, ∅) = +∞.
Lemma 6.5. Any sequence {Yn}∞n=1 ⊂ F(X ) has a weakly conver-
gent subsequence.
Proof. Let {Yn}∞n=1 ⊂ F(X ) be a given sequence. We first prove
the following
Claim 6.6. There exists a subsequence {Yni} of {Yn} such that, for
any mm-space X ∈ X , the limit
lim
i→∞
(X,Yni) ∈ [ 0,+∞ ]
exists.
Proof. According to Proposition 4.24, we find a dense countable
subset {Xk}∞k=1 ⊂ X . There is a subsequence {Yn1i } of {Yn} such
that the limit limi→∞(X1,Yn1i ) ∈ [ 0,+∞ ] exists. There is also a
subsequence {Yn2i } of {Yn1i } such that the limit limi→∞(X2,Yn2i ) ∈
[ 0,+∞ ] exists. Repeating this procedure we have the limits limi→∞(Xj ,Ynji ) ∈
[ 0,+∞ ] for all j = 1, 2, 3, . . . . By a diagonal argument, we are able
to choose a subsequence {Yni} of {Yn} in such a way that the limit
limi→∞(Xj ,Yni) ∈ [ 0,+∞ ] exists for all j = 1, 2, . . . .
If limi→∞(Xj0 ,Yni) = +∞ for some j0, then a triangle inequality
proves that limi→∞(X,Yni) = +∞ for any mm-space X ∈ X .
Assume that, for any j, the limit
rj := lim
i→∞
(Xj ,Yni)
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is finite. Let X be any mm-space. Since {Xk}∞k=1 is -dense in X ,
there is a natural number jk for any k such that (X,Xjk) < 1/k. By
a triangle inequality,
| (X,Yni)−(Xjk ,Yni) | ≤ (X,Xjk) < 1/k
and therefore
rjk − 1/k ≤ lim infi→∞ (X,Yni) ≤ lim supi→∞ (X,Yni) ≤ rjk + 1/k,
which proves the existence of the limit limi→∞(X,Yni). The claim
has been proved. 
Let Y be the set of mm-spaces X satisfying limi→∞(X,Yni) = 0.
Claim 6.7. Y is -closed.
Proof. Assume that a sequence of mm-spacesXj ∈ Y -converges
to an mm-space X . A triangle inequality implies
(X,Yni) ≤ (X,Xj) +(Xj ,Yni),
where we have limj→∞(X,Xj) = 0 and limi→∞(Xj ,Yni) = 0 be-
cause Xj ∈ Y . Therefore, limi→∞(X,Yni) = 0 and X ∈ Y . We have
the claim. 
From the definition of Y , it is easy to prove the weak convergence
of Yni to Y . This completes the proof of Lemma 6.5. 
Proposition 6.8 (Down-to-earth criterion for weak convergence).
For given Yn,Y ∈ F(X ), n = 1, 2, . . . , the following (1) and (2) are
equivalent to each other.
(1) Yn converges weakly to Y.
(2) Let Y∞ be the set of the limits of convergent sequences Yn ∈
Yn, and Y∞ the set of the limits of convergent subsequences of
Yn ∈ Yn. Then we have
Y = Y∞ = Y∞.
Note that we have Y∞ ⊂ Y∞ in general.
Proof. We prove ‘(1) =⇒ (2)’. Assume that Yn converges weakly
to Y .
Let us first prove Y ⊂ Y∞. We take any mm-space X ∈ Y . From
Definition 6.4(1), we have limn→∞(X,Yn) = 0. There is a sequence
of mm-spaces Xn ∈ Yn that -converges to X , i.e., X ∈ Y∞. Thus we
obtain Y ⊂ Y∞.
Let us next prove Y∞ ⊂ Y . Take any mm-space X ∈ Y∞. There
is a sequence of mm-spaces Xi ∈ Yni with ni → ∞ that -converges
to X . If X does not belong to Y , then, by Definition 6.4(2), we have
lim infn→∞(X,Yn) > 0, which contradicts that Yni ∋ Xi → X as
i→∞. Thus, X belongs to Y and we have Y∞ ⊂ Y . We obtain (2).
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We prove ‘(2) =⇒ (1)’. Assume that Y = Y∞ = Y∞. Let us verify
Definition 6.4(1). Take any mm-space X ∈ Y . Since X ∈ Y∞, there is
a sequence of mm-spaces Xn ∈ Yn, n = 1, 2, . . . , that -converges to
X . Therefore,
lim sup
n→∞
(X,Yn) ≤ lim
n→∞
(X,Xn) = 0.
Let us verify Definition 6.4(2). Suppose that lim infn→∞(X,Yn) =
0 for an mm-space X . It suffices to prove that X belongs to Y . We find
a subsequence {Yni} of {Yn} in such a way that limi→∞(X,Yni) = 0.
There is an mm-space Xi ∈ Yni for each i such that Xi -converges to
X as i→∞. Therefore, X belongs to Y∞ = Y .
This completes the proof. 
6.3. Weak convergence of pyramids
To show that the weak limit of pyramids is also a pyramid, we prove
the following lemma.
Lemma 6.9. (1) If a sequence of mm-spaces Xn, n = 1, 2, . . . ,
-converges to an mm-space X and if X dominates an mm-
space Y , then there exists a sequence of mm-spaces Yn -
converging to Y such that Xn dominates Yn for each n.
(2) If two sequences of mm-spaces Xn and Yn, n = 1, 2, . . . , -
converge to X and Y , respectively, and if Xn and Yn are both
dominated by an mm-space Z˜n for each n, then there exists a
sequence of mm-spaces Zn such that Xn, Yn ≺ Zn ≺ Z˜n and
{Zn} has a -convergent subsequence.
Note that the limit of the -convergent subsequence of {Zn} dom-
inates X and Y by Theorem 4.32.
Proof. We prove (1). By Corollary 4.44, Y is approximated by
Y N = (R
N , ‖ · ‖∞, µN), where ΦN : Y → (RN , ‖ · ‖∞) is a 1-Lipschitz
map and µ
N
:= (ΦN )∗µY . Since X ≻ Y , we find a 1-Lipschitz map F :
X → Y with F∗µX = µY . There is an εn-mm-isomorphism pn : Xn →
X with εn → 0. Then the composition fn := ΦN ◦F ◦ pn : Xn → RN is
1-Lipschitz up to εn. Applying Lemma 5.4 we find a 1-Lipschitz map
f˜n : Xn → (RN , ‖ · ‖∞) in such a way that
dKF (f˜n, fn) ≤ εn.
By Corollary 4.34,
dP ((fn)∗µXn , µN) = dP ((ΦN ◦ F )∗(pn)∗µXn, (ΦN ◦ F )∗µX)
≤ dP ((pn)∗µXn, µX) ≤ εn.
Note that this holds for all N and n. Take a sequence of natural
numbers Nn, n = 1, 2, . . . , divergent to infinity. We see
lim
n→∞
dP ((fn)∗µXn, µNn) = 0.
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Letting Y ′n := (R
Nn, ‖ · ‖∞, (fn)∗µXn), we have, by Proposition 4.12,
lim
n→∞
(Y ′n, Y Nn) = 0,
which together with the convergence Y Nn
→ Y implies that Y ′n -
converges to Y as n → ∞. By setting Yn := (RN , ‖ · ‖∞, (f˜n)∗µXn), it
follows from Proposition 4.12 and Lemma 1.24 that
(Yn, Y
′
n) ≤ 2 dP ((f˜n)∗µXn , (fn)∗µXn) ≤ 2 dKF (f˜n, fn) ≤ 2εn,
so that Yn -converges to Y . Since f˜n : Xn → Yn is 1-Lipschitz, we
have Yn ≺ Xn. (1) has been proved.
We prove (2). Since Xn, Yn ≺ Z˜n, we find 1-Lipschitz maps f˜n :
Z˜n → Xn, g˜n : Z˜n → Yn such that (f˜n)∗µZ˜n = µXn and (g˜n)∗µZ˜n = µYn .
We set, for x, y ∈ Z˜n,
dn(x, y) := max{ dXn(f˜n(x), f˜n(y)), dYn(g˜n(x), g˜n(y)) }.
It is easy to see that dn is a pseudo-metric on Z˜n. Let Zˆn be the quotient
space of Z˜n modulo dn = 0. Then, dn induces a metric on Zˆn. Let
(Zn, dZn) be the completion of Zˆn. Note that Zˆn is naturally embedded
in Zn. If dn(x, y) = 0 for two points x, y ∈ Z˜n, then f˜n(x) = f˜n(y) and
g˜n(x) = g˜n(y). Therefore, setting fn([x]) := f˜n(x) and gn([x]) := g˜n(x)
for an equivalence class [x] ∈ Zˆn, we obtain two maps fn : Zˆn → Xn and
gn : Zˆn → Yn for each n. It follows from the 1-Lipschitz continuity of
f˜n and g˜n that fn and gn are both 1-Lipschitz continuous, so that both
of them extend to 1-Lipschitz maps fn : Zn → Xn and gn : Zn → Yn.
Let πn : Z˜n → Zn be the natural projection and let µZn := (πn)∗µZ˜n .
Then, Zn = (Zn, dZn, µZn) is an mm-space dominated by Z˜n. Since
(fn)∗µZn = (f˜n)∗µZ˜n = µXn and (gn)∗µZn = (g˜n)∗µZ˜n = µYn,
we have Xn, Yn ≺ Zn. The -precompactness of {Xn} and {Yn} to-
gether with Lemma 4.25 implies that for any ε > 0 there is a number
∆(ε) such that for each n we find Borel subsetsKnj ⊂ Xn, j = 1, . . . , N ,
and K ′nj ⊂ Yn, j = 1, . . . , N ′, with N,N ′ ≤ ∆(ε) in such a way that
diamKnj, diamK
′
nj ≤ ε,
diam
N⋃
j=1
Knj, diam
N ′⋃
j=1
K ′nj ≤ ∆(ε),
µXn
(
Xn \
N⋃
j=1
Knj
)
, µYn
(
Yn \
N ′⋃
j=1
Knj
)
≤ ε.
Set Knjk := f
−1
n (Knj) ∩ g−1n (K ′nk) for j = 1, . . . , N and k = 1, . . . , N ′.
To prove the -precompactness of {Zn}, we are going to verify (4) of
Lemma 4.25.
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Let us prove that diamKnjk ≤ ε. In fact, if we take two points
x, y ∈ Knjk, then since fn(x), fn(y) ∈ Knj , gn(x), gn(y) ∈ K ′nk, we have
dXn(fn(x), fn(y)), dYn(gn(x), gn(y)) ≤ ε and so dZn(x, y) ≤ ε.
Let us prove that diam
⋃
1≤j≤N,1≤k≤N ′Knjk ≤ ∆(ε). For any two
points x, y ∈ ⋃1≤j≤N,1≤k≤N ′Knjk, there are four numbers j(x), k(x),
j(y), and k(y) such that x ∈ Knj(x)k(x) and y ∈ Knj(y)k(y). Since fn(x) ∈
Knj(x), gn(x) ∈ K ′nk(x), fn(y) ∈ Knj(y), and gn(y) ∈ K ′nk(y), we have
dXn(fn(x), fn(y)) ≤ diam
N⋃
j=1
Knj ≤ ∆(ε),
dYn(gn(x), gn(y)) ≤ diam
N⋃
k=1
K ′nk ≤ ∆(ε),
which implies dZn(x, y) ≤ ∆(ε).
Let us prove that µZn(Zn \
⋃
j,kKnjk) ≤ 2ε. In fact, since Zn \⋃
j,kKnjk = f
−1
n (Xn \
⋃
j Knj) ∪ g−1n (Yn \
⋃
kK
′
jk), we have
µZn
(
Zn \
⋃
j,k
Knjk
)
≤ µXn
(
Xn \
⋃
j
Knj
)
+ µYn
(
Yn \
⋃
k
K ′jk
)
≤ 2ε.
Applying Lemma 4.25 yields the -precompactness of {Zn}. In
particular, it has a -convergent subsequence. This completes the
proof. 
Combining Lemma 6.9 and Theorem 4.32 implies the following.
Proposition 6.10. If a sequence of pyramids converges weakly,
then the weak limit is also a pyramid.
Lemma 6.5 together with this proposition implies the following the-
orem.
Theorem 6.11. The set Π of pyramids is sequentially compact, i.e.,
any sequence of pyramids has a subsequence that converges weakly to a
pyramid.
Proposition 6.12. For given mm-spaces X and Xn, n = 1, 2, . . . ,
the following (1) and (2) are equivalent to each other.
(1) Xn concentrates to X as n→∞.
(2) PXn converges weakly to PX as n→∞.
Proof. We prove ‘(1) =⇒ (2)’. Assume that Xn concentrates
X as n → ∞. Let us first prove that PX = T {Xn}. Proposition
6.2(1) says that X is a maximal element of T {Xn}, which implies
T {Xn} ⊂ PX . It follows from X ∈ T {Xn} that there is a sequence of
mm-spaces X ′n with X
′
n ≺ Xn, n = 1, 2, . . . , such that X ′n -converges
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to X as n→∞. Let Y ∈ PX be any mm-space. Lemma 6.9(1) tells us
that there is a sequence Yn -converging to Y such that Yn ≺ X ′n ≺ Xn.
This proves that Y belongs to T {Xn}. We thus have PX = T {Xn}.
We apply the above discussion to any subsequence {Xni} of {Xn} to
obtain PX = T {Xni}. Therefore, Yn := PXn satisfies Y∞ = Y∞ = PX ,
so that Proposition 6.8 proves the weak convergence of PXn to PX .
We prove ‘(2) =⇒ (1)’. Assume that PXn converges weakly to PX .
Since T {Xn} is the set of the limits of mm-spaces in PXn , Proposition
6.8 shows that, for any subsequence {Xni} of {Xn}, we have PX =
T {Xn} = T {Xni}. In particular, X is a maximal element of T {Xn}.
By Proposition 6.2(2), Xn concentrates to X . 
Proposition 6.12 means that the map
ι : X ∋ X 7−→ PX ∈ Π
is a topological embedding map with respect to the concentration topol-
ogy on X , where the topology (metric) on the set Π of pyramids is
introduced in the next section. In Section 7.1, we prove that the dconc-
completion of X is also embedded in Π.
Corollary 6.13. Let {Xn}∞n=1 be a Le´vy family. Then, any mm-
space Yn with Yn ≺ Xn either -converges to a one-point space ∗, or
-diverges.
Proof. Since Xn concentrates to the one-point space ∗ as n→∞,
the associated pyramid PXn converges weakly to the pyramid {∗}. This
proves the corollary. 
Corollary 6.14. Any pyramid is dconc-closed.
Proof. Let P be a pyramid and assume that a sequence of mm-
spaces Xn ∈ P, n = 1, 2, . . . , concentrates to an mm-space X . By
Proposition 6.12, PXn converges weakly to PX as n → ∞. It follows
from PXn ⊂ P and the -closedness of P that PX is contained in P
and in particular X belongs to P. This completes the proof. 
6.4. Metric on the space of pyramids
A main purpose in this section is to introduce a compact metric on
the set of pyramids compatible with weak convergence.
Definition 6.15 (X (N,R)). Let N be a natural number and R
a nonnegative extended real number, i.e., 0 ≤ R ≤ +∞. Denote by
M(N,R) the set of µ ∈ M(N) with suppµ ⊂ BNR , where BN∞ := RN .
Note that M(N,∞) =M(N). We define
X (N,R) := { (BNR , ‖ · ‖∞, µ) | µ ∈M(N,R) }.
If R < +∞, then X (N,R) is -compact.
Lemma 6.16.
⋃∞
N=1X (N,N) is -dense in X .
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Proof. We take any mm-space X and fix it. By Corollary 4.44,
there is a sequence of mm-spaces XN = (R
N , ‖ · ‖∞, µN), N = 1, 2, . . . ,
with µ
N
∈ M(X ;N) that -converges to X . Let πR : RN → BNR ,
R > 0, be the nearest point projection. For R ∈ ( 0,+∞ ), the push-
forward measure µ
N,R
:= (πR)∗µN belongs to M(X ;N,R) and con-
verges weakly to µ
N
as R → +∞. The mm-space XN,R := (BNR , ‖ ·
‖∞, µN,R) belongs to
⋃∞
N=1X (N,N) and -converges to XN as R →
+∞ (see Proposition 4.12). By using a triangle inequality, there is a
sequence RN → +∞ such that XN,RN -converges to X as N → ∞.
This completes the poof. 
Lemma 6.17. Let N be a natural number and let 0 ≤ R ≤ +∞. If a
sequence of mm-spaces Xn, n = 1, 2, . . . , -converges to (B
N
R , ‖ ·‖∞, µ)
for a measure µ ∈ M(N,R), then there exists a sequence of measures
µn ∈M(Xn;N,R), n = 1, 2, . . . , converging weakly to µ. In particular,
setting X ′n := (B
N
R , ‖ · ‖∞, µn), we have X ′n ∈ X (N,R), X ′n ≺ Xn, and
limn→∞(X ′n, X) = 0.
Proof. Assume that a sequence of mm-spaces Xn, n = 1, 2, . . . ,
-converges to (BNR , ‖·‖∞, µ) for a measure µ ∈ M(N,R). Then, there
is an εn-mm-isomorphism fn : Xn → X = (RN , ‖ · ‖∞, µ) with εn → 0.
This satisfies dP ((fn)∗µXn, µ) ≤ εn. Apply Lemma 5.4 to obtain a 1-
Lipschitz map f˜n : Xn → (RN , ‖ · ‖∞) such that dKF (f˜n, fn) ≤ εn. We
therefore have
dP ((f˜n)∗µXn, µ) ≤ dP ((f˜n)∗µXn, (fn)∗µXn) + dP ((fn)∗µXn, µ)
≤ dKF (f˜n, fn) + εn ≤ 2εn.
In the case where R = ∞, the measure µn := (f˜n)∗µXn is a desired
one. In the case where R < ∞, since supp µ ⊂ BNR , the measure
µn := (πR)∗(f˜n)∗µXn satisfies µn ∈ M(Xn;N,R) and µn → µ weakly,
where πR : R
N → BNR is the nearest point projection. We thus obtain
the first part of the lemma. The rest is clear. This completes the
proof. 
Lemma 6.18. For given pyramids P and Pn, n = 1, 2, . . . , the
following (1) and (2) are equivalent to each other.
(1) Pn converges weakly to P as n→∞.
(2) For any natural number N and for any real number R ≥ 0,
the set Pn ∩ X (N,R) Hausdorff converges to P ∩ X (N,R) as
n→∞, where the Hausdorff distance is induced from the box
metric.
Proof. We prove ‘(1) =⇒ (2)’. Suppose that Pn converges
weakly to P, but Pn ∩ X (N,R) does not Hausdorff converge to P ∩
X (N,R) for some N and R. We find a subsequence {Pni} of {Pn} in
such a way that lim infn→∞ dH(Pn∩X (N,R),P ∩X (N,R)) > 0. Since
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X (N,R) is -compact, Lemma 3.7(2) tells us the dH-compactness of
F(X (N,R)). By replacing {Pni} with a subsequence, Pni ∩ X (N,R)
Hausdorff converges to some compact subset P∞ ⊂ X (N,R), that is
different from P ∩ X (N,R). Since any mm-space X ∈ P∞ is the limit
of some Xi ∈ Pni ∩X (N,R), i = 1, 2, . . . , the set P∞ is contained in P,
so that P∞ ⊂ P∩X (N,R). For any mm-space X ∈ P∩X (N,R), there
is a sequence of mm-spaces Xi ∈ Pni -converging to X as i → ∞.
By Lemma 6.17, we find a sequence of mm-spaces X ′i ∈ X (N,R) with
X ′i ≺ Xi that -converges to X . Since X ′i ∈ Pni ∩ X (N,R), the space
X belongs to P∞. Thus we have P∞ = P ∩X (N,R). This is a contra-
diction.
We prove ‘(2) =⇒ (1)’. We assume (2). Let P∞ be the set of the
limits of convergent sequences of mm-spaces Xn ∈ Pn, and P∞ the set
of the limits of convergent subsequences of mm-spaces Xn ∈ Pn. We
have P∞ ⊂ P∞ in general. By Proposition 6.8, it suffices to prove that
P∞ = P∞ = P.
Let us first prove P ⊂ P∞. Take any mm-space X ∈ P. By
Lemma 6.16, there is a sequence of mm-spaces Xi ∈
⋃∞
N=1X (N,N)
that -converges to X . For each i we find a natural number Ni with
Xi ∈ X (Ni, Ni). By (2), there is a sequence of mm-spaces Xin ∈
Pn ∩X (Ni, Ni), n = 1, 2, . . . , that -converges to Xi for each i. There
is a sequence in → ∞ such that Xinn -converges to X , so that X
belongs to P∞. We obtain P ⊂ P∞.
The rest of the proof is to show that P∞ ⊂ P. Take any mm-space
X ∈ P∞. By Corollary 4.44, X is approximated by some XN = (RN , ‖·
‖∞, µN), µN ∈ M(X ;N). Since (πR)∗µN → µN as R → +∞, where
πR : R
N → BNR is the nearest point projection, X is approximated by
some X ′ ∈ X (N,R) with X ′ ≺ X . By the -closedness of P, it suffices
to prove that X ′ belongs to P. It follows from X ∈ P∞ that there are
sequences ni → ∞ and Xi ∈ Pni such that Xi -converges to X . By
Lemma 6.9(1), we find a sequence of mm-spaces X ′i with X
′
i ≺ Xi that
-converges to X ′. Lemma 6.17 implies the existence of a sequence
X ′′i ∈ X (N,R) such that X ′′i ≺ X ′i for any i and X ′′i converges to X ′
as i→∞. Since Pni is a pyramid, X ′′i belongs to Pni . By (2), X ′ is an
element of P. This completes the proof. 
Lemma 6.19. Let P and Pn, n = 1, 2, . . . , be pyramids. Let N be
a natural number and let R′ ≥ R ≥ 0. If Pn ∩ X (N,R′) Hausdorff
converges to P ∩ X (N,R′) as n → ∞, then Pn ∩ X (N,R) Hausdorff
converges to P ∩ X (N,R) as n→∞.
Proof. Assume that Pn ∩ X (N,R′) Hausdorff converges to P ∩
X (N,R′) as n → ∞. By the compactness of X (N,R), it suffices to
prove that the limit set of any subsequence of {Pn∩X (N,R)} coincides
with P ∩ X (N,R).
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Take any mm-space X ∈ P ∩ X (N,R). By the assumption, there
are mm-spaces Xn ∈ Pn ∩ X (N,R′) such that Xn -converges to X .
Lemma 6.17 implies that there are mm-spaces X ′n ∈ Pn∩X (N,R) such
that X ′n ≺ Xn for each n and X ′n -converges to X . Therefore, the
limit set of any subsequence of {Pn ∩X (N,R)} contains P ∩X (N,R).
Let {Pni ∩ X (N,R)} be a subsequence of {Pn ∩ X (N,R)}, and let
Xi ∈ Pni ∩ X (N,R) -converge to an mm-space X as i → ∞. Since
Pn ∩ X (N,R′) Hausdorff converges to P ∩ X (N,R′), the limit mm-
space X belongs to P, so that X ∈ P ∩ X (N,R). This completes the
proof. 
Definition 6.20 (Metric on the space of pyramids). Define for a
natural number k and for two pyramids P and P ′,
ρk(P,P ′) := 1
4k
dH(P ∩ X (k, k),P ′ ∩ X (k, k)),
ρ(P,P ′) :=
∞∑
k=1
2−kρk(P,P ′).
Theorem 6.21. ρ is a metric on the space Π of pyramids that is
compatible with weak convergence. Π is compact with respect to ρ.
Proof. We first prove that ρ is a metric. Since  ≤ 1, we have
ρk ≤ 1/(4k) for each k and then ρ ≤ 1/4. Each ρk is a pseudo-metric
on Π and so is ρ. If ρ(P,P ′) = 0 for two pyramids P and P ′, then
ρk(P,P ′) = 0 for any k, which implies P = P ′. Thus, ρ is a metric on
Π.
We next prove the compatibility of the metric ρ with weak conver-
gence in Π. It follows from Lemmas 6.18 and 6.19 that a sequence of
pyramids Pn, n = 1, 2, . . . , converges weakly to a pyramid P if and
only if limn→∞ ρk(Pn,P) = 0 for any k, which is also equivalent to
limn→∞ ρ(Pn,P) = 0.
Since Π is sequentially compact (see Theorem 6.11), it is compact
with respect to ρ. This completes the proof. 
Lemma 6.22. Let X and Y be two mm-spaces, N a natural number,
and R a nonnegative extended real number. Then we have
dH(PX ∩ X (N,R),PY ∩ X (N,R)) ≤ 2 dH(M(X ;N,R),M(Y ;N,R)).
Proof. The lemma follows from Proposition 4.12. 
Theorem 6.23. For any two mm-spaces X and Y , we have
ρ(PX ,PY ) ≤ dconc(X, Y ),
i.e., the embedding map ι : X ∋ X 7→ PX ∈ Π is 1-Lipschitz continu-
ous.
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Proof. By Lemmas 6.22, 5.41, and 5.15,
dH(PX ∩ X (N,R),PY ∩ X (N,R))
≤ 2dH(M(X ;N,R),M(Y ;N,R))
≤ 4dH(M(X ;N),M(Y ;N)) ≤ 4N dconc(X, Y ),
so that ρk(PX ,PY ) ≤ dconc(X, Y ) for any k. This proves the theorem.

Remark 6.24. As is shown in Section 7.3, the sequence of spheres
Xn := S
n(
√
n), n = 1, 2, . . . , satisfies that PXn converges weakly (The-
orem 7.39) and that {Xn} has no dconc-Cauchy subsequence (Corollary
7.41). This implies that it is impossible to estimate ρ(PX ,PY ) below
by dconc(X, Y ). However, by Proposition 6.12 and Theorem 6.21, the
map ι : X ∋ X 7→ PX ∈ Π is an embedding map with respect to dconc
and ρ.
CHAPTER 7
Asymptotic concentration
7.1. Compactification of the space of ideal mm-spaces
In this section, we prove the main theorem in this book that the
dconc-completion of the space of mm-spaces is embedded in the set of
pyramids.
Definition 7.1 (Asymptotic sequence of mm-spaces and asymp-
totic concentration). A sequence of mm-spaces Xn, n = 1, 2, . . . , is said
to be asymptotic if PXn converges weakly as n→∞. We say that a se-
quence of mm-spaces asymptotically concentrates if it is a dconc-Cauchy
sequence.
Proposition 7.2. If a sequence of mm-spaces asymptotically con-
centrates, then it is asymptotic.
Proof. Let {Xn} be a sequence of mm-spaces that asymptotically
concentrates. Then, Theorem 6.23 proves that {PXn} is a ρ-Cauchy
sequence and converges in Π by the compactness of (Π, ρ). This com-
pletes the proof. 
It is clear that any monotone nondecreasing (with respect to the
Lipschitz order) sequence of mm-spaces, Xn, n = 1, 2, . . . , is asymp-
totic, where the limit pyramid is the -closure of
⋃∞
n=1PXn . In partic-
ular, for any given mm-spaces Fn, n = 1, 2, . . . , the product space
F1 × F2 × · · · × Fn
with dlp, 1 ≤ p ≤ +∞, and product measure
⊗n
i=1 µFi is asymptotic.
Definition 7.3 (Completion of X and ideal mm-space). Denote
by X¯ the dconc-completion of the set X of mm-isomorphism classes of
mm-spaces, and let ∂X := X¯ \X . We call each element of ∂X an ideal
mm-space.
Since the map ι : X ∋ X 7→ PX ∈ Π is 1-Lipschitz continuous
with respect to dconc and ρ (Theorem 6.23), this uniquely extends to a
1-Lipschitz continuous map
ι : X¯ ∋ X¯ 7−→ PX¯ ∈ Π.
Amain purpose of this section is to prove that the map ι is a topological
embedding map (see Theorem 7.27) by using many statements proved
in the previous sections. Since Π is compact and ι(X ) is dense in Π,
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this turns out to be a compactification of X¯ (and of X ) with respect
to the concentration topology.
Definition 7.4 (Measurement of a pyramid). Let P be a pyramid.
For a natural number N and a nonnegative extended real number R,
we define
M(P;N,R) := { µ ∈M(N,R) | (BNR , ‖ · ‖∞, µ) ∈ P },
M(P;N) :=M(P;N,+∞).
M(P;N,R) andM(P;N) are respectively called the (N,R)-measurement
and the N-measurement of P.
We see that M(PX ;N,R) =M(X ;N,R) for any mm-space X . It
is obvious that M(P;N,R) is perfect on BNR for any pyramid P.
Lemma 7.5. Let An,A ⊂ M(N,R), n = 1, 2, . . . , be closed sub-
sets, where N is a natural number and R a nonnegative extended real
number. If An Hausdorff converges to A as n→∞ and if each An is
perfect on BNR , then A is perfect on BNR .
Proof. Assume that (BNR , ‖ · ‖∞, ν) ≺ (BNR , ‖ · ‖∞, µ) for two mea-
sures µ ∈ A and ν ∈ M(N,R). Since dH(An,A) → 0, there is a
sequence of measures µn ∈ An that converges weakly to µ. Since
((BNR , ‖ · ‖∞, µn), (BNR , ‖ · ‖∞, µ)) ≤ dP (µn, µ) → 0 as n → ∞ and
by Lemma 6.9(1), there is a sequence of mm-spaces Xn such that
Xn ≺ (BNR , ‖ · ‖∞, µn) and Xn -converges to (BNR , ‖ · ‖∞, ν). Ap-
plying Lemma 6.17, we find a sequence of measures νn ∈M(Xn;N,R)
converging weakly to ν. Since (BNR , ‖ · ‖∞, νn) ≺ Xn ≺ (BNR , ‖ · ‖∞, µn),
the perfectness of An implies that νn belongs to An, so that ν belongs
to A. This completes the proof. 
Theorem 7.6 (Observable criterion for asymptotic concentration).
Let {Xn}∞n=1 be a sequence of mm-spaces and X¯ ∈ ∂X an ideal mm-
space. Then, the following (1), (2), and (3) are equivalent to each
other.
(1) Xn asymptotically concentrates to X¯ as n→∞.
(2) For any natural number N , the N-measurement M(Xn;N)
Hausdorff converges to M(PX¯ ;N) as n→∞.
(3) For any natural number N and any nonnegative real number
R, the (N,R)-measurementM(Xn;N,R) Hausdorff converges
to M(PX¯ ;N,R) as n→∞.
Proof of ‘(1) =⇒ (2)’. Assume that a sequence of mm-spaces
Xn, n = 1, 2, . . . , asymptotically concentrates to X¯ . We take any
natural number N and fix it. Lemma 5.15 implies that {M(Xn;N)}n
is dH-Cauchy. By Lemma 3.7(1), {M(Xn;N)}n Hausdorff converges
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to a closed subset A ⊂M(N). Let us prove
PX¯ ∩ X (N) = { (RN , ‖ · ‖∞, µ) | µ ∈ A }.(7.1)
To prove ‘⊃’, we take any measure µ ∈ A. There is a sequence
of measures µn ∈ M(Xn;N), n = 1, 2, . . . , converging weakly to µ.
(RN , ‖ ·‖∞, µn) -converges to (RN , ‖ ·‖∞, µ) as n→∞. Since (RN , ‖ ·
‖∞, µn) ∈ PXn and since PXn converges weakly to PX¯ , the space (RN , ‖·
‖∞, µ) belongs to PX¯ .
To prove ‘⊂’, we take any mm-space (RN , ‖ · ‖∞, µ) ∈ PX¯ ∩ X (N).
Since PXn converges weakly to PX¯ as n → ∞, there is a sequence of
mm-spaces X ′n ∈ PXn that -converges to (RN , ‖ · ‖∞, µ). Applying
Lemma 6.17, we find a sequence of measures µn ∈ M(Xn;N), n =
1, 2, . . . , converging weakly to µ. We therefore have µ ∈ A. (7.1) has
been proved.
By Lemma 7.5, A is perfect, which together with (7.1) proves that
A =M(PX¯ ;N). We obtain (2). 
For the rest of the proof of Theorem 7.6, we need several lemmas.
Lemma 7.7. For any two mm-spaces X and Y we have
dGH(L1(X),L1(Y )) ≤ dconc(X, Y ).
Proof. Let ϕ : I → X and ψ : I → Y be any parameters. By
Lemmas 5.31 and 5.32(2),
dGH(L1(X),L1(Y )) ≤ dH(ϕ∗L1(X), ψ∗L1(Y ))
= dH(ϕ
∗Lip1(X), ψ∗Lip1(Y )).
Taking the infimum of the right-hand side over all ϕ and ψ, we have
the lemma. 
Denote by H the set of isometry classes of compact metric spaces.
Lemma 7.7 tells us that the map
L1 : X ∋ X 7−→ L1(X) ∈ H
is 1-Lipschitz continuous with respect to dconc and dGH. Since (H, dGH)
is a complete metric space (see Lemma 3.9), the map L1 extends to
L1 : X¯ → H
as an 1-Lipschitz map. If a sequence of mm-spaces Xn, n = 1, 2, . . . ,
asymptotically concentrates to an ideal mm-space X¯ ∈ ∂X , then L1(Xn)
Gromov-Hausdorff converges to L1(X¯) as n→∞.
Lemma 7.8. (1) For any two mm-spaces X and Y with Y ≺
X, there exists an isometric embedding ιY : L1(Y ) →֒ L1(X).
(2) For any ideal mm-space X¯ ∈ ∂X and for any mm-space Y ∈
PX¯ , there exists an isometric embedding ιY : L1(Y ) →֒ L1(X¯).
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Proof. We prove (1). By Y ≺ X , we find a 1-Lipschitz map p :
X → Y with p∗µX = µY . By Lemma 5.31, ιY := p∗ : L1(Y ) → L1(X)
is an isometric embedding.
We prove (2). Let X¯ ∈ X¯ and Y ∈ PX¯ . There is a sequence
of mm-spaces Xn, n = 1, 2, . . . , that asymptotically concentrates to
X¯ . Since PXn converges weakly to PX¯ , there is a sequence of mm-
spaces Yn ∈ PXn that -converges to Y . By Yn ≺ Xn and (1), we find
an isometric embedding ιYn : L1(Yn) →֒ L1(Xn). Since L1(Xn) and
L1(Yn) Gromov-Hausdorff converge to L1(X¯) and L1(Y ) respectively as
n→∞, some subsequence of {p∗n} converges to an isometric embedding
ιY : L1(Y ) →֒ L1(X¯) (see [38, §10.1.3]). 
Definition 7.9 (Concentrated pyramid). A pyramid P is said to
be concentrated if {L1(X)}X∈P is dGH-precompact.
Lemma 7.8 implies
Corollary 7.10. For any (ideal) mm-space X¯ ∈ X¯ , the associated
pyramid PX¯ is concentrated.
Lemma 7.11. For any mm-space X and any real number κ > 0, we
have
Sep(X ; κ, κ) ≤ κ(Capκ(L1(X)) + 1).
Proof. If Sep(X ; κ, κ) = 0, then the lemma is trivial. Assume
Sep(X ; κ, κ) > 0, and let r be any real number with 0 < r < Sep(X ; κ, κ).
We find two Borel subsets A,B ⊂ X in such a way that µX(A), µX(B) ≥
κ and dX(A,B) > r. Let f(x) := dX(x,A), x ∈ X . It is clear
that λf belongs to Lip1(X) for any λ ∈ [−1, 1 ]. For two real num-
bers λ and λ′ we estimate dKF ([λf ], [λ′f ]). Let c be any real num-
ber. If x ∈ A, then |λf(x) − λ′f(x) − c| = |c|. If x ∈ B, then
|λf(x)− λ′f(x)− c| ≥ |λ− λ′|f(x)− |c| ≥ |λ− λ′|r− |c|. Therefore, if
|c| ≥ |λ− λ′|r/2, then
(7.2) |λf(x)− λ′f(x)− c| ≥ |λ− λ
′|r
2
for all x ∈ A. If |c| < |λ− λ′|r/2, then (7.2) holds for all x ∈ B. We
thus have
µX
(
|λf(x)− λ′f(x)− c| ≥ |λ− λ
′|r
2
)
≥ κ,
so that, if |λ − λ′| ≥ 2κ/r, then dKF ([λf ], [λ′f ]) ≥ κ. Setting N :=
[r/(2κ)] and λk := 2kκ/r for k = 0,±1,±2, . . . ,±N , we see that
−1 ≤ λ−N < · · · < λN ≤ 1. For two different integers k and l in
{0,±1,±2, . . . ,±N}, we have |λk−λl| ≥ 2κ/r and so dKF ([λkf ], [λlf ]) ≥
κ. Namely, {[λkf ]}k is a κ-discrete net of L1(X) and therefore 2N+1 ≤
Capκ(X). Since N > r/(2κ)− 1, we have
r
κ
− 1 < Capκ(X).
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This completes the proof. 
Corollary 7.12. Let P be a concentrated pyramid. Then we have
sup
µ∈M(P;N)
diam(µ; 1− κ) < +∞.
for any natural number N and any real number κ with 0 < κ < 1.
Proof. It follows from Lemmas 3.12 and 7.11 that
sup
X∈P
Sep(X ; κ, κ) < +∞
for any κ > 0, which together with Proposition 2.26 and Lemma 2.20
implies
sup
X∈P
ObsDiam(RN ,‖·‖∞)(X ;−κ) < +∞
for any N and κ with 0 < κ < 1. This proves the corollary. 
Proof of ‘(2) ⇐⇒ (3)’ of Theorem 7.6. Let A := M(X ;N)
and An :=M(Xn;N). Since PX¯ is concentrated (see Corollary 7.10),
Corollary 7.12 implies the assumption of Lemma 5.43. Applying Lemma
5.43 completes the proof. 
Definition 7.13 (Approximate a pyramid). Let P be a pyramid
and {Ym}∞m=1 a sequence of mm-spaces. We say that {Ym}∞m=1 approx-
imates P if
Y1 ≺ Y2 ≺ · · · ≺ Ym ≺ . . . and
∞⋃
m=1
PYm

= P,
where the upper bar with  means the -closure.
We see that, if {Ym}∞m=1 approximates a pyramid P, then PYm con-
verges weakly to P as m→∞.
Lemma 7.14. For any pyramid P, there exists a sequence of mm-
spaces that approximates P.
Proof. The-separability ofX (see Proposition 4.24) implies that
there is a dense countable set {Y ′m}∞m=1 ⊂ P. Let Y1 := Y ′1 . There is an
mm-space Y2 ∈ P dominating Y1 and Y ′2 . There is also an mm-space
Y3 ∈ P dominating Y2 and Y ′3 . Repeating this procedure, we have a
sequence of mm-spaces Ym ∈ P, m = 1, 2, . . . , with the property that
Y1 ≺ Y2 ≺ · · · ≺ Ym ≺ · · · and Y ′m ≺ Ym ∈ P for any m. We see that
{Y ′m}∞m=1 ⊂
∞⋃
m=1
PYm ⊂ P.
This completes the poof. 
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Let P be a concentrated pyramid and {Ym}∞m=1 a sequence of mm-
spaces that approximates P. By the monotonicity of {Ym} and by
Lemma 7.8(1), we have a sequence of isometric embeddings
L1(Y1) →֒ L1(Y2) →֒ . . . →֒ L1(Ym) →֒ . . . .
Since {L1(Ym)} is dGH-precompact, it Gromov-Hausdorff converges to
a compact metric space, say L1(P). Each L1(Ym) is embedded into
L1(P) isometrically.
Lemma 7.15. Let P be a concentrated pyramid. For any mm-space
Z ∈ P, there exists an isometric embedding ιZ : L1(Z) →֒ L1(P).
Proof. Let {Ym}∞m=1 be as above. Take any mm-space Z ∈ P and
fix it. There is a sequence of mm-spaces Zm ∈ PYm , m = 1, 2, . . . ,
that -converges to Z. It follows from Lemma 7.7 and Proposition
5.5 that L1(Zm) Gromov-Hausdorff converges to L1(Z) as m → ∞.
By Lemma 7.8(1), each L1(Zm) is isometrically embedded in L1(Ym).
Since L1(Ym) Gromov-Hausdorff converges to L1(P), the space L1(Z)
is isometrically embedded in L1(P). This completes the proof. 
Proposition 7.16. For a concentrated pyramid P, the metric space
L1(P) is (up to isometry) independent of a defining sequence {Ym} of
mm-spaces approximating P.
Proof. Let {Ym} and {Y ′m} be two sequences of mm-spaces that
approximate P, and assume that L1(Ym) and L1(Y ′m) Gromov-Hausdorff
converge to L1(P) and L′1(P) respectively asm→∞. By Lemma 7.15,
each L1(Ym) is isometrically embedded into L′1(P), so that L1(P) is iso-
metrically embedded into L′1(P). In the same way, L′1(P) is isometri-
cally embedded into L1(P). Therefore, L1(P) and L′1(P) are isometric
to each other (see [6, 1.6.14]). This completes the proof. 
Lemma 7.17. Let X be an mm-space and X¯ ∈ ∂X an ideal mm-
space. Then, for any natural number N , we have
dH(KN(L1(X)), KN(L1(PX¯))) ≤ 2dH(M(X ;N),M(PX¯;N)).
In particular, if {Xn} is a sequence of mm-spaces such thatM(Xn;N)
Hausdorff converges to M(PX¯ ;N) as n→∞ for any N , then L1(Xn)
Gromov-Hausdorff converges to L1(PX¯).
Proof. The proof is similar to that of Lemma 5.30. Assume that
dH(M(X ;N),M(PX¯;N)) < ε for a real number ε and for a natural
number N .
Let us first prove that KN(L1(X)) ⊂ B2ε(KN(L1(PX¯))). We take
any matrix A = (dKF ([fi], [fj]))ij ∈ KN(L1(X)), where fi ∈ Lip1(X),
i = 1, 2, . . . , N . We set F := (f1, f2, . . . , fN) : X → RN . Since F∗µX ∈
M(X ;N), there is a measure ν ∈M(PX¯ ;N) such that dP (F∗µX , ν) <
ε. For i = 1, 2, . . . , N , we define gi : R
N → R by gi(x1, x2, . . . , xN ) := xi
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for (x1, x2, . . . , xN ) ∈ RN . Since (g1, . . . , gn) = idRN , Lemma 5.29(2)
implies that
| dKF ([fi], [fj])− dνKF ([gi], [gj ]) | ≤ 2 dP (F∗µX , ν) < 2ε
for any i, j = 1, . . . , N . Setting B := (dνKF ([gi], [gj]))ij we have ‖A −
B‖∞ < 2ε. [gi] ∈ L1(Y ) implies B ∈ KN(L1(Y )). Let Y := (RN , ‖ ·
‖∞, ν). Since Y ∈ PX¯ and by Lemma 7.15, we have B ∈ KN(L1(Y )) ⊂
KN(L1(PX¯)) and therefore A ∈ B2ε(KN(L1(PX¯))). We obtainKN(L1(X)) ⊂
B2ε(KN(L1(PX¯))).
Let us next prove that KN(L1(PX¯)) ⊂ B2ε(KN(L1(X))). Take any
matrix B ∈ KN(L1(PX¯)). Let {Ym} be a sequence of mm-spaces ap-
proximating PX¯ . Since L1(Ym) Gromov-Hausdorff converges to L1(PX¯)
as m → ∞ and by Lemma 3.15, KN(L1(Ym)) Hausdorff converges to
KN(L1(PX¯)) as m→∞, so that there is a matrix Bm ∈ KN (L1(Ym))
such that limm→∞ ‖Bm−B‖∞ = 0. We find functions gmi ∈ Lip1(Ym),
i = 1, 2, . . . , N , with Bm = (dKF ([gmi], [gmj]))ij . Since Ym ∈ PX¯ , set-
tingGm := (gm1, . . . , gmN) : Ym → RN we have (Gm)∗µYm ∈M(PX¯ ;N).
By the assumption, there is a 1-Lipschitz map Fm : X → (RN , ‖ · ‖∞)
such that
dP ((Fm)∗µX , (Gm)∗µYm) < ε.
Setting (fm1, fm2, . . . , fmN ) := Fm, we have, by Lemma 5.29,
| dKF ([fmi], [fmj ])− dKF ([gmi], [gmj]) | < 2ε.
Let Am := (dKF ([fmi], [fmj ]))ij . Since ‖Am − Bm‖∞ < 2ε and Am ∈
KN(L1(X)), we have Bm ∈ B2ε(KN(L1(X))) and thereforeB ∈ B2ε(KN(L1(X))).
We obtain the first part of the lemma. The rest follows from Lemma
3.16. This completes the proof. 
Proposition 7.18. Let X¯ ∈ ∂X be an ideal mm-space. Then,
L1(X¯) and L1(PX¯) are isometric to each other.
Proof. Let X¯ ∈ ∂X be an ideal mm-space. We take a sequence
of mm-spaces Xn, n = 1, 2, . . . , that asymptotically concentrates to X¯ .
It follows from the definition of L1(X¯) that L1(Xn) Gromov-Hausdorff
converges to L1(X¯). By ‘(1) =⇒ (2)’ of Theorem 7.6, the measure-
ment M(Xn;N) Hausdorff converges to M(PX¯ ;N) as n→∞ for any
N . By Lemma 7.17, L1(Xn) Gromov-Hausdorff converges to L1(PX¯)
as n→∞. This completes the proof. 
Since the following lemma is proved in the same way as in Lemma
5.33, we omit the proof.
Lemma 7.19. Let L, Lε, and L′ε be compact metric spaces and
qε : Lε → L′ε be an ε-isometric map for every positive number ε. If
dGH(Lε,L) ≤ ε and if dGH(L′ε,L) ≤ ε, then qε(Lε) is ε′-dense in L′ε,
where ε′ = ε′(ε) is a function with limε→0 ε′ = 0.
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Lemma 7.20. Let Xn and Ym, m,n = 1, 2, . . . , be mm-spaces such
that {Ym} approximates a concentrated pyramid P. Assume that
(1) M(Xn;N) Hausdorff converges to M(P;N) as n → ∞ for
any natural number N ,
(2) L1(Xn) Gromov-Hausdorff converges to L1(P) as n→∞.
Then, as m,n → ∞, both Xn and Ym asymptotically concentrate to
some common ideal mm-space X¯ ∈ ∂X with P = PX¯ .
Proof. Let ε > 0 be any number. There is a number m0 =
m0(ε) such that dGH(L1(Ym),L1(P)) < ε for any m ≥ m0. Let m
be any number with m ≥ m0. Let N = N(Ym, ε) be as in Lemma
5.28. By the assumption, there is a number n0 = n0(m, ε) such that
dGH(L1(Xn),L1(P)) < ε and dH(M(Xn;N),M(P;N)) < ε for any
n ≥ n0. We therefore have
M(Ym;N) ⊂M(P;N) ⊂ Bε(M(Xn;N)).
By Lemma 5.28, there is a Borel map pmn : Xn → Ym that is 1-
Lipschitz up to 5ε and satisfies dP ((pmn)∗µXn, µYm) ≤ 15ε. Using
Lemma 5.27(2) we have p∗mnLip1(Ym) ⊂ B5ε(Lip1(Xn)) and hence
p∗mnL1(Ym) ⊂ B5ε(L1(Xn)). Lemma 5.31(2) tells us that p∗mn : L1(Ym)→
B5ε(L1(Xn)) is 30ε-isometric. Let π : B5ε(L1(Xn)) → L1(Xn) be a
nearest point projection. Since this is 5ε-isometric, π ◦p∗mn : L1(Ym)→
L1(Xn) is 35ε-isometric. We apply Lemma 7.19 for L := L1(P),
Lε := L1(Ym), L′ε := L1(Xn), and qε := π◦p∗mn. Then, π◦p∗mn(L1(Ym))
is ε′-dense in L1(Xn), where ε′ → 0 as ε→ 0. This implies that
lim
m→∞
lim sup
n→∞
dH(p
∗
mnL1(Ym),L1(Xn)) = 0,
which together with Lemma 5.25 proves
lim
m→∞
lim sup
n→∞
dconc(Xn, Ym) = 0.
The two sequences {Xn} and {Ym} are both dconc-Cauchy and asymp-
totically concentrate to some common ideal mm-space X¯ ∈ ∂X . The
pyramid PYm converges weakly to both P and PX¯ , so that we have
P = PX¯ . This completes the proof. 
Corollary 7.21. If X¯, X¯ ′ ∈ ∂X are two ideal mm-spaces with
PX¯ = PX¯′, then we have X¯ = X¯ ′. Namely, the map ι : X → Π is
injective.
Proof. Assume that PX¯ = PX¯′ . There are mm-spaces Xn and X ′n,
n = 1, 2, . . . , such that {Xn} and {X ′n} asymptotically concentrate
to X¯ and X¯ ′, respectively. L1(Xn) and L1(X ′n) Gromov-Hausdorff
converges to L1(X¯) and L1(X¯ ′), respectively. Moreover, L1(X¯) and
L1(X¯ ′) are isometric to L1(PX¯) and L1(PX¯′) respectively by Proposi-
tion 7.18. By ‘(1) =⇒ (2)’ of Theorem 7.6, M(Xn;N) and M(X ′n;N)
both Hausdorff converge to M(PX¯ ;N) = M(PX¯′;N) as n → ∞ for
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any N . Take a sequence of mm-spaces Yn, n = 1, 2, . . . , that approxi-
mates the pyramid PX¯ = PX¯′ . It then follows from Lemma 7.20 that
Xn, X
′
n, and Ym all asymptotically concentrate to a common ideal mm-
space as m,n → ∞, so that we obtain X¯ = X¯ ′. This completes the
proof. 
Proof of ‘(2) =⇒ (1)’ of Theorem 7.6. We assume (2). It
then follows from Lemma 7.17 that L1(Xn) Gromov-Hausdorff con-
verges to L1(PX¯). Taking a sequence of mm-spaces Ym, m = 1, 2, . . . ,
approximating PX¯ , we apply Lemma 7.20 for P := PX¯ to prove that
Xn and Ym both asymptotically concentrate to a common (ideal) mm-
space X¯ ′ ∈ X¯ with PX¯ = PX¯′ . By Corollary 7.21, we have X¯ = X¯ ′.
This completes the proof of Theorem 7.6. 
The following is clear.
Corollary 7.22. If a sequence of mm-spaces approximates PX¯ for
an ideal mm-space X¯, then it asymptotically concentrates to X¯.
Lemma 7.23. Let P and Pn, n = 1, 2, . . . , be pyramids, N a natural
number, and R > 0 a real number. If Pn∩X (N,R) Hausdorff converges
to P ∩X (N,R) as n→∞ with respect to the box metric  on X , then
M(Pn;N,R) Hausdorff converges to M(P;N,R) as n→∞.
Proof. Assume that Pn ∩ X (N,R) Hausdorff converges to P ∩
X (N,R) as n→∞. By the compactness of BNR and by Lemma 3.7(2),
there is a sequence ni → ∞ such that M(Pni;N,R) Hausdorff con-
verges to some compact subset A ⊂M(N,R) as i→∞. Let us prove
A =M(P;N,R). By Proposition 4.12,
dH(Pni ∩ X (N,R), {(RN , ‖ · ‖∞, µ) | µ ∈ A})
≤ 2 dH(M(Pni;N,R),A)→ 0 as n→∞,
which together with the assumption implies that
{(RN , ‖ · ‖∞, µ) | µ ∈ A} = P ∩ X (N,R).
Since Lemma 7.5 implies the perfectness of A on BNR , we obtain A =
M(P;N,R). Since this holds for any convergent subsequence {M(Pni;N,R)}
of {M(Pn;N,R)}, the measurementM(Pn;N,R) Hausdorff converges
to M(P;N,R) as n→∞. This completes the proof. 
Corollary 7.24. Let {Xn} be a sequence of mm-spaces and X¯ ∈
∂X an ideal mm-space. Then, the following (1) and (2) are equivalent
to each other.
(1) Xn asymptotically concentrates to X¯ as n→∞.
(2) PXn converges weakly to PX¯ as n→∞.
Proof. ‘(1) =⇒ (2)’ is clear by the definition of PX¯ .
We prove ‘(2) =⇒ (1)’. If PXn converges weakly to PX¯ as n→∞,
then, by Lemmas 6.18 and 7.23, M(Xn;N,R) Hausdorff converges to
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M(PX¯ ;N,R) as n→∞ for any N and R. By Theorem 7.6 we obtain
(1). 
Proposition 7.25. For a given pyramid P, the following (1) and
(2) are equivalent to each other.
(1) P is concentrated.
(2) There exists an (ideal) mm-space X¯ ∈ X¯ such that P = PX¯ .
Proof. ‘(2) =⇒ (1)’ follows from Corollary 7.10.
We prove ‘(1) =⇒ (2)’. Let {Xn} be a sequence of mm-spaces that
approximates P. L1(Xn) Gromov-Hausdorff converges to L1(P). Since
PXn converges weakly to P as n→∞, and by Lemmas 6.18 and 7.23,
M(Xn;N,R) Hausdorff converges to M(P;N,R) as n → ∞ for any
N and R. We apply Lemma 5.43, where the assumption of the lemma
follows from Corollary 7.12. Thus, M(Xn;N) Hausdorff converges to
M(P;N) as n→∞ for any N . Lemma 7.20 proves (2). 
Proposition 6.12 and Corollary 7.24 extend to the following
Theorem 7.26. Let {X¯n}∞n=1 ⊂ X¯ and X¯ ∈ X¯ . Then, the following
(1) and (2) are equivalent to each other.
(1) X¯n dconc-converges to X¯ as n→∞.
(2) PX¯n converges weakly to PX¯ as n→∞.
Proof. We prove ‘(1) =⇒ (2)’. Suppose that X¯n dconc-converges
to X¯ and PX¯n does not converge weakly to PX¯ as n→∞. By replacing
{X¯n} with a subsequence, we assume that PX¯n converges weakly to a
pyramid P with P 6= PX¯ as n → ∞. For each n there is a sequence
of mm-spaces Xn,m ∈ PX¯n , m = 1, 2, . . . , that dconc-converges to X¯n.
Corollary 7.24 implies that PXn,m converges weakly to PX¯n as m→∞.
There is a sequence of numbers m(n), n = 1, 2, . . . , such that, as
n→∞, PXn,m(n) converges weakly to P and Xn,m(n) dconc-converges to
X¯ . By Corollary 7.24 and Proposition 6.12, we have P = PX¯ , which is
a contradiction.
We prove ‘(2) =⇒ (1)’. Suppose that PX¯n converges weakly to PX¯
and X¯n does not dconc-converges to X¯ as n → ∞. Replacing {X¯n}
with a subsequence, we assume that dconc(X¯n, X¯), n = 1, 2, . . . , are
bounded away from zero. There is a natural number n(k) for each k
such that ρ(PX¯n(k) ,PX¯) < 1/k. By Corollary 7.22, there is an mm-space
Yk ∈ PX¯n(k) for each k such that ρ(PX¯n(k) ,PYk) ≤ dconc(X¯n(k), Yk) < 1/k.
A triangle inequality yields that ρ(PYk ,PX¯) < 2/k for any k and PYk
converges weakly to PX¯ as k → ∞. By Corollary 7.24, as k → ∞, Yk
dconc-converges to X¯ and therefore X¯n(k) dconc-converges to X¯, which is
a contradiction. This completes the proof. 
We finally obtain the main theorem in this book.
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Theorem 7.27 (Embedding theorem). The map
ι : X¯ ∋ X¯ 7−→ PX¯ ∈ Π
is a topological embedding map. The space Π of pyramids is a compact-
ification of X and X¯ .
Proof. The first part follows from Corollary 7.21 and Theorem
7.26. It follows from Lemma 7.14 that ι(X ) is dense in Π. This com-
pletes the proof. 
Remark 7.28. Since X itself is a non-concentrated pyramid, it does
not belongs to ι(X¯ ). In particular, ι(X¯ ) is a proper subset of Π. As is
seen in Example 7.35, X is a proper subset of X¯ . We have
ι(X ) ( ι(X¯ ) ( Π.
and ι(X¯ ) is not a closed subset of Π.
Proposition 7.29. The map L1 : X¯ → H is proper with respect to
dconc and dGH .
Proof. We take a sequence of (ideal) mm-spaces X¯n ∈ X¯ , n =
1, 2, . . . , such that L1(X¯n) Gromov-Hausdorff converges to a compact
metric space L as n → ∞. It suffices to prove that {X¯n} has a sub-
sequence that is dconc-convergent in X¯ . Theorem 6.11 implies that,
by replacing {X¯n} with a subsequence, the pyramid PX¯n converges
weakly to a pyramid P as n → ∞. By Proposition 7.25 and The-
orem 7.26, it suffices to prove that P is concentrated. Take any se-
quence {Yi}∞i=1 ⊂ P and fix it. For each i, there are a number n(i)
and an mm-space X ′i ∈ PX¯n(i) such that (Yi, X ′i) ≤ 1/i. Lemma 7.8
implies that L1(X ′i) is isometrically embedded into L1(X¯n(i)). Since
L1(X¯n(i)) Gromov-Hausdorff converges to L as i → ∞, {L1(X ′i)} has
a subsequence converging to a compact subset L′ ⊂ L. We replace
{L1(X ′i)} with such a subsequence. We have dGH(L1(Yi),L1(X ′i)) ≤
dconc(Yi, X
′
i) ≤ (Yi, X ′i) ≤ 1/i and hence L1(Yi) Gromov-Hausdorff
converges to L′ as i → ∞. Thus, P is concentrated. This completes
the proof. 
7.2. Infinite product, II
In this section, we see asymptotically concentrating product spaces.
Definition 7.30 (Le´vy radius). Let X be an mm-space and κ > 0
a real number. The Le´vy radius of X is defined to be
LeRad(X ;−κ) := inf{ ρ > 0 | µX(|f −mf | > ρ) ≤ κ
for any 1-Lipschitz function f : X → R },
where mf is the Le´vy mean of f .
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Lemma 7.31. Let X be an mm-space. For any κ with 0 < κ < 1/2,
we have
LeRad(X ;−κ) ≤ ObsDiam(X ;−κ).
Proof. Assume that ObsDiam(X ;−κ) < ε for a real number ε.
For any 1-Lipschitz function f : X → R, there is a closed interval
A ⊂ R such that f∗µX(A) ≥ 1 − κ and diamA < ε. By κ < 1/2, we
have f∗µX(A) > 1/2, so that any median of f belongs to A and so does
mf . Since A ⊂ { y ∈ R | |y −mf | ≤ ε }, we have
1− κ ≤ f∗µX(A) ≤ µX(|f −mf | ≤ ε)
and so
µX(|f −mf | > ε) ≤ κ,
which implies LeRad(X ;−κ) ≤ ε. This completes the proof. 
Proposition 7.32. Let Y and Z be two mm-spaces and let 1 ≤
p ≤ +∞. We equip the product space X := Y × Z with the dlp metric.
If ObsDiam(Z) < 1/2, then we have
dconc(X, Y ) ≤ ObsDiam(Z).
Proof. Assume that ObsDiam(Z) < ε < 1/2. Letting p : X → Y
be the projection, we shall prove that p enforces ε-concentration of X
to Y . Since p is 1-Lipschitz continuous, we have p∗Lip1(Y ) ⊂ Lip1(X).
It suffices to prove that Lip1(X) ⊂ Bε(p∗Lip1(Y )). Take any function
f ∈ Lip1(X). Since f : Y × Z → R is 1-Lipschitz with respect to
dlp, for any point y ∈ Y , the function f(y, ·) : Z → R is 1-Lipschitz
continuous. Denote by m(y) the minimum of medians of f(y, ·). Let
us prove that m(y) is 1-Lipschitz continuous in y ∈ Y . In fact, for any
two points y1, y2 ∈ Y , we have f(·, y2)−dY (y1, y2) ≤ f(·, y1) and hence
µX{f(·, y2) ≤ m(y1) + dY (y1, y2)} ≥ µX{f(·, y1) ≤ m(y1)} ≥ 1
2
,
which together with the minimality of m(y2) among all medians of
f(·, y2) proves that m(y1) + dY (y1, y2) ≥ m(y2). Exchanging y1 and
y2 we have m(y2) + dY (y1, y2) ≥ m(y1). Therefore, m is 1-Lipschitz
continuous. In the same way, we see that the maximum of medians of
f(y, ·), say m(y), is also 1-Lipschitz continuous in y ∈ Y . Define a map
f¯ : X = Y × Z → R by
f¯(y, z) :=
m(y)−m(y)
2
for (y, z) ∈ Y × Z. f¯ is 1-Lipschitz with respect to dlp and belongs to
p∗Lip1(Y ). Since ObsDiam(Z) < ε < 1/2 implies ObsDiam(Z;−ε) <
ε < 1/2, we have LeRad(Z;−ε) < ε by Lemma 7.31 and therefore
µZ(|f(y, ·)− f¯(y, ·)| > ε) ≤ LeRad(Z;−ε) < ε.
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By Fubini’s theorem,
µX(|f − f¯ | > ε) =
∫
Y
µZ(|f(y, ·)− f¯(y, ·)| > ε) dµY (y) ≤ ε,
i.e., dKF (f, f¯) ≤ ε. We obtain Lip1(X) ⊂ Bε(p∗Lip1(Y )) and p en-
forces ε-concentration of X to Y . Since p∗µX = µY , Lemma 5.25
implies dconc(X, Y ) ≤ ε. This completes the proof. 
Proposition 7.33. Let Fn, n = 1, 2, . . . , be mm-spaces and let
1 ≤ p ≤ +∞. We define
Xn := F1 × F2 × · · · × Fn, Φij := Fi × Fi+1 × · · · × Fj.
and equip Xn and Φij with the product measure and the dlp metrics. If
ObsDiam(Φij) → 0 as i, j → +∞, then {Xn} asymptotically concen-
trates.
Proof. Let i < j. Since Xj = Xi×Φi+1,j , Proposition 7.32 proves
that dconc(Xi, Xj) ≤ ObsDiam(Φij) for any i and j large enough. This
completes the proof. 
Let X and Y be two compact Riemannian manifolds and X × Y
the Riemannian product of X and Y . Denote by σ(∆X) the spectrum
of the Laplacian ∆X on X . It is well-known that
σ(∆X×Y ) = { λ+ µ | λ ∈ σ(∆X), µ ∈ σ(∆Y ) },
and, for any i ≥ 0,
mi(X × Y ) =
∑
j,k :λi(X×Y )=λj(X)+λk(Y )
(mj(X) +mk(Y )− 1),
where mi(X) denotes the multiplicity of λi(X), i.e., the number of j’s
with λi(X) = λj(X). In particular we have
λ1(X × Y ) = min{λ1(X), λ1(Y )}.
Corollary 7.34. Let Fn, n = 1, 2, . . . , be compact Riemannian
manifolds such that λ1(Fn) is divergent to infinity as n → ∞. Let
Xn := F1 × F2 × · · · × Fn be the Riemannian product space. Then,
{Xn} asymptotically concentrates.
Proof. Let i < j. As i, j → ∞, λ1(Φij) = minjk=i λ1(Fk) is di-
vergent to infinity. Corollary 2.39 implies that ObsDiam(Φij) → 0 as
i, j →∞. The corollary follows from Proposition 7.33. 
Example 7.35. Let
Xn := S
1 × S2 × · · · × Sn
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be the Riemannian product of unit spheres in Euclidean spaces. Since
λ1(S
n) = n, Corollary 7.34 proves that {Xn} asymptotically concen-
trates. The infinite product space
X∞ :=
∞∏
n=1
Sn
is not really an mm-space, but is considered to be an ideal mm-space.
Proposition 7.36. Let F be an mm-space and let 1 ≤ p ≤ +∞.
Then, {(F n, dlp, µ⊗nF )}∞n=1 does not asymptotically concentrate unless F
consists of a single point.
Note that {(F n, dlp, µ⊗nF )}∞n=1 is asymptotic.
Proof. Assume that F contains at least two different points. We
then find a non-constant 1-Lipschitz function ϕ : F → R. Let ϕn,i :
F n → R, i = 1, 2, . . . , n, be the functions defined by
ϕn,i(x1, x2, . . . , xn) := ϕ(xi), (x1, x2, . . . , xn) ∈ F n.
Each ϕn,i is 1-Lipschitz continuous with respect to dlp. For any different
i and j,
d
µ⊗nF
KF ([ϕn,i], [ϕn,j]) = d
µ⊗2F
KF ([ϕ2,1], [ϕ2,2]) = d
µ⊗2F
KF (ϕ2,1, ϕ2,2 + c)
for some real number c (see Lemma 4.40). If d
µ⊗2F
KF (ϕ2,1, ϕ2,2 + c) = 0
were to hold, then ϕ2,1 = ϕ2,2 + c µ
⊗2
F -almost everywhere and hence
ϕ(x1) = ϕ(x2) + c for all x1, x2 ∈ F , which is a contradiction. Thus,
d
µ⊗nF
KF ([ϕn,i], [ϕn,j]) is a positive constant, say ε0, independent of n, i,
and j with i 6= j. This implies that Capε0/2(L1(F n, dlp, µ⊗nF )) ≥ n
and {L1(F n, dlp, µ⊗nF )}∞n=1 is not dGH-precompact by Lemma 3.12. By
Lemma 7.7, {(F n, dlp, µ⊗nF )}∞n=1 does not asymptotically concentrate.
The proof is completed. 
7.3. Spheres and Gaussians
Definition 7.37 (Gaussian space). Let Γn := (Rn, ‖ · ‖2, γn). We
call the mm-space Γn the n-dimensional (standard) Gaussian space.
Recall that the n-dimensional Gaussian measure γn coincides with
the nth power of the one-dimensional Gaussian measure γ1, so that we
have the monotonicity of the Gaussian spaces
Γ1 ≺ Γ2 ≺ · · · ≺ Γn ≺ · · · .
Therefore, the sequence {Γn}∞n=1 is asymptotic and converges weakly
to the -closure of the union of PΓn , n = 1, 2, . . . , say PΓ∞ . Note that
{Γn}∞n=1 does not asymptotically concentrate by Proposition 7.36. Al-
though the infinite-dimensional Gaussian space Γ∞ := (R∞, ‖ · ‖2, γ∞)
is not an mm-space (the infinite-dimensional Gaussian measure γ∞ is
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not a Borel measure with respect to ‖ · ‖2; cf. [4, §2.3]), we consider
the pyramid PΓ∞ as a substitute for Γ∞.
Definition 7.38 (Virtual infinite-dimensional Gaussian space).
We call PΓ∞ the virtual infinite-dimensional (standard)Gaussian space.
In this section we prove
Theorem 7.39. The pyramid PSn(√n) associated with Sn(
√
n) con-
verges weakly to the virtual infinite-dimensional Gaussian space PΓ∞ as
n → ∞, where Sn(√n) is equipped with the Euclidean distance func-
tion.
We need a lemma.
Lemma 7.40. For any real number θ with 0 < θ < 1, we have
lim
n→∞
γn+1{ x ∈ Rn+1 | ‖x‖2 ≤ θ
√
n } = 0.
Proof. Considering the poler coordinates on Rn, we see that
γn+1{ x ∈ Rn+1 | ‖x‖2 ≤ r } =
∫ r
0
tne−t
2/2 dt∫∞
0
tne−t2/2 dt
.
Integrating the both sides of (log(tne−t
2/2))′′ = −n/t2 − 1 ≤ −1 over
[ t,
√
n ] with 0 < t ≤ √n yields
−(log(tne−t2/2))′ = (log(tne−t2/2))′|t=√n − (log(tne−t2/2))′ ≤ t−
√
n.
Integrating this again over [ t,
√
n ] implies
log(tne−t
2/2)− log(nn/2e−n/2) ≤ −(t−
√
n)2
2
,
so that tne−t
2/2 ≤ nn/2e−n/2e−(t−√n)2/2 and then, for any r with 0 ≤
r ≤ √n,∫ √n−r
0
tne−t
2/2 dt ≤ nn/2e−n/2
∫ √n
r
e−t
2/2 dt ≤ nn/2e−n/2e−r2/2.
By setting
In :=
∫ ∞
0
tne−t
2/2 dt,
Stirling’s approximation implies
In = 2
n−1
2
∫ ∞
0
s
n−1
2 e−s ds ∼ √π(n− 1)n2 e−n−12 .
Therefore,
γn+1{ x ∈ Rn+1 | ‖x‖2 ≤ θ
√
n } ≤ n
n/2e−n/2e−(1−θ)
2n/2
In
→ 0 n→∞.
This completes the proof. 
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Proof of Theorem 7.39. Suppose that PSn(√n) does not con-
verge weakly to PΓ∞ as n→∞. Then, by the compactness of Π, there
is a subsequence {PSni (√ni)} of {PSn(√n)} that converges weakly to a
pyramid P with P 6= PΓ∞ . It follows from the Maxwell-Boltzmann
distribution law (Proposition 2.1) that Γk belongs to P for any k, so
that PΓ∞ ⊂ P. We take any real number θ with 0 < θ < 1 and fix it.
Let θP := { θX | X ∈ P }. We see that PSni(θ√ni) converges weakly
to θP as i→∞. Define a function fθ,n : Rn+1 → Rn+1 by
fθ,n(x) :=
{
θ
√
n
‖x‖2x if ‖x‖2 > θ
√
n,
x if ‖x‖2 ≤ θ√n,
for x ∈ Rn+1. fθ,n is 1-Lipschitz continuous with respect to the l2
norm on Rn+1. Let σnθ be the normalized volume measure on S
n(θ
√
n).
We consider σnθ as a measure on R
n+1 via the natural embedding
Sn(θ
√
n) ⊂ Rn+1. From Lemma 7.40, we have
dP ((fθ,n)∗γn+1, σnθ ) ≤ γn+1{ x ∈ Rn+1 | ‖x‖2 < θ
√
n } → 0 as n→∞,
so that the box distance between Sθ,n := (R
n+1, ‖ · ‖2, (fθ,n)∗γn+1) and
Sn(θ
√
n) converges to zero as n→∞. By Proposition 5.5 and Theorem
6.23, PSθ,ni converges weakly to θP as i → ∞. Since Sθ,n ≺ (Rn+1, ‖ ·
‖2, γn+1), we have PSθ,n ⊂ PΓn+1 ⊂ PΓ∞ . We thus obtain θP ⊂ PΓ∞ ⊂
P for any θ with 0 < θ < 1. Since θP converges weakly to P as θ → 1,
we obtain P = PΓ∞ , which is a contradiction. This completes the
proof. 
Corollary 7.41. The virtual infinite-dimensional Gaussian space
PΓ∞ is non-concentrated, or equivalently, neither of Sn(
√
n) nor Γn
asymptotically concentrates as n→∞.
Proof. Proposition 7.36 implies that Γn does not asymptotically
concentrates as n→∞. By Proposition 7.25, PΓ∞ is non-concentrated.
This completes the proof. 
7.4. Spectral concentration
In this section, we prove that a spectrally compact sequence of
mm-spaces asymptotically concentrates if the observable diameter is
uniformly bounded above.
Definition 7.42 (Gradient, energy, and λ1). Let X be an mm-
space. For a locally Lipschitz continuous function f : X → R, we
define
| grad f |(x) := lim sup
y→x
y 6=x
|f(x)− f(y)|
dX(x, y)
, x ∈ X,
E(f) :=
∫
X
| grad f |2 dµX (≤ +∞).
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We also define
λ1(X) := inf
f
E(f)
‖f‖2L2
,
where f runs over all locally Lipschitz continuous functions on X with∫
X
f dµX = 0.
If X is a compact Riemannian manifold, then λ1(X) defined here
coincides with that defined in §2.6.
Definition 7.43 (Spectral compactness). For an mm-space X , we
denote by Dir1(X) the set of locally Lipschitz continuous functions
f : X → R with E(f) ≤ 1. A subset Y ⊂ X is said to be spectrally
compact if (Dir1(X) ∩ BL21 (0), ‖ · ‖L2) is compact for each X ∈ Y and
if {(Dir1(X) ∩ BL21 (0), ‖ · ‖L2)}X∈Y is dGH-precompact. Here, BL21 (0)
denotes the set of L2 functions f : X → R with ‖f‖L2 ≤ 1. We say
that a pyramid is spectrally concentrated if it has a -dense spectrally
compact subfamily.
Note that, in [19, §31
2
], a spectrally concentrated pyramid is defined
to be a spectrally compact pyramid, which is slightly stronger than
Definition 7.43. The reason for Definition 7.43 is that we assume the
-closedness of a pyramid, namely we always consider the -closure
of a pyramid, which is not spectrally compact in general even if the
pyramid is spectrally compact.
For a subset Y ⊂ X , we consider the condition:
(7.3) sup
X∈Y
ObsDiam(X ;−κ) < +∞ for any κ > 0.
Theorem 7.44. If a subset Y ⊂ X satisfies (7.3) and is spectrally
compact, then {L1(X)}X∈Y is dGH-precompact.
We prove the theorem later.
Corollary 7.45. If a pyramid P spectrally concentrates and sat-
isfies (7.3), then P is concentrated.
Proof. We have a -dense spectrally compact subfamily P ′ ⊂ P.
Theorem 7.44 implies that {L1(X)}X∈P ′ is dGH-precompact. It follows
from Lemma 7.7 and Proposition 5.5 that {L1(X)}X∈P is contained in
the dGH-closure of {L1(X)}X∈P ′. This completes the proof. 
Remark 7.46. The condition (7.3) is necessary for Theorem 7.44
and Corollary 7.45. In fact, let Y0 and Y1 be two compact Riemannian
manifolds with diameter ≤ 1, and Xn the disjoint union of Y0 and Y1.
Define a metric dXn on Xn by
dXn(x, y) :=
{
dYi(x, y) for x, y ∈ Yi, i = 0, 1,
n for x ∈ Yi and y ∈ Y1−i, i = 0, 1.
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and µXn := (1/2)µY0+(1/2)µY1. Then each Xn is an mm-space. We see
that {Xn} is spectrally compact, but {L1(Xn)} is not dGH-precompact.
It follows from Lemmas 3.12, 7.11, and 2.26 that the dGH-precompactness
of {L1(X)}X∈Y implies (7.3).
For the proof of Theorem 7.44, we need some lemmas.
Lemma 7.47. Let X be an mm-space. For any two µX-measurable
functions f, g : X → R, we have
dKF (f, g) ≤ ‖f − g‖2/3L2 .
Proof. Setting ε := dKF (f, g), we have µX(|f − g| ≥ ε) ≥ ε. (If
otherwise, then we find ε′ such that 0 < ε′ < ε and µX(|f−g| > ε′) < ε,
which contradicts ε = dKF (f, g).) Therefore,
‖f − g‖2L2 ≥
∫
{|f−g|≥ε}
|f − g|2 dµX
≥ ε2µX(|f − g| ≥ ε) ≥ ε3 = dKF (f, g)3,
which implies the lemma. 
Lemma 7.48. Let X be an mm-space. Then, for any real number
ε > 0 there exists a subset Lip1(X ; ε) ⊂ Lip1(X) such that
(1) the image of Lip1(X ; ε) by the projection Lip1(X) → L1(X)
coincides with L1(X),
(2) we have Lip1(X ; ε) ⊂ BdKFε (Dir1(X)∩BL2Dε(0)), where BdKFε (A)
is the set of f ∈ A such that dKF (f, A) ≤ ε, and we set Dε :=
ObsDiam(X ;−ε).
Proof. Take any ε > 0. For any function f ∈ Lip1(X) there are
two real numbers af and bf such that af ≤ bf , f∗µX [ af , bf ] ≥ 1−ε, and
bf−af ≤ Dε. We may assume that a(f+c) = af+c for any f ∈ Lip1(X)
and for any constant c. Set
Lip1(X ; ε) := { f ∈ Lip1(X) | af = 0 }.
Then, (1) is clear. The rest is to prove (2). For any f ∈ Lip1(X ; ε) we
set
f˜(x) := max{min{f(x), Dε}, 0}, x ∈ X.
Since f˜ = f on f−1[ 0, bf ] and µX(f−1[ 0, bf ]) ≥ 1 − ε, we have
dKF (f˜ , f) ≤ ε. Moreover, 0 ≤ f˜ ≤ Dε implies ‖f˜‖L2 ≤ Dε. We
thus have f˜ ∈ Dir1(X) ∩BL2Dε(0). This completes the proof. 
Proof of Theorem 7.44. Take any ε > 0 and fix it. We set
Dε := max{sup
X∈Y
ObsDiam(X ;−ε), 1},
which is finite by the condition (7.3). By the spectral compactness
of Y , the family {Dε(Dir1(X) ∩BL21 (0))}X∈Y of Dε-scaled sets is dGH-
precompact with respect to the L2 norm. SinceDε(Dir1(X)∩BL21 (0)) =
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DirD2ε (X) ∩ BL2Dε(0) contains Dir1(X) ∩ BL2Dε(0), the family {Dir1(X) ∩
BL2Dε(0)}X∈Y is dGH-precompact. By Lemma 3.12, there is a natural
number Nε such that, for any mm-space X ∈ Y , we find an ε-net
N ⊂ Dir1(X) ∩ BL2Dε(0) with #N ≤ Nε. By Lemma 7.47 we have
Dir1(X) ∩BL2Dε(0) ⊂ BL2ε (N ) ⊂ BdKFε2/3 (N ),
which together with Lemma 7.48 implies
Lip1(X ; ε) ⊂ BdKFε+ε2/3(N ).
Let N ′ be the image of N by a nearest point projection to Lip1(X ; ε).
We see that N ′ is a (2(ε + ε2/3))-net of Lip1(X ; ε). Since the projec-
tion Lip1(X ; ε)→ L1(X) is 1-Lipschitz continuous and surjective, the
image of N ′ by the projection is a (2(ε + ε2/3))-net of L1(X). This
completes the proof. 
Proposition 7.49. Let Y ⊂ X be a family of compact Riemannian
manifolds. Then, the following (1) and (2) are equivalent to each other.
(1) I(λ) := supX∈Y max{ i | λi(X) ≤ λ } < +∞ for any λ > 0.
(2) Y is spectrally compact.
Proof. We prove (1) =⇒ (2). Let X ∈ Y . We take a complete
orthonormal basis {ϕi}∞i=0 on L2(X) such that ∆ϕi = λi(X)ϕi for any
i. For any function u ∈ L2(X), we set ui := (u, ϕi)L2. We see that
u =
∑∞
i=0 uiϕi, ‖u‖2L2 =
∑∞
i=0 u
2
i , and, by the Green formula,
E(u) =
∫
X
〈du, du〉 dµX =
∫
X
u∆u dµX
=
∞∑
i,j=0
∫
X
λi(X)uiujϕiϕj dµX =
∞∑
i=0
λi(X)u
2
i ,
where 〈·, ·〉 is the Riemannian metric on the cotangent space. For
a given ε > 0, we set iε := I(16/ε
2). Note that, if i > iε, then
λi(X) > 16/ε
2. Define an orthogonal projection πε : L2(X) → Lε :=
〈ϕi | i = 0, 1, . . . , iε〉 by
πε(u) :=
iε∑
i=0
uiϕi.
For any u ∈ Dir1(X),
1 ≥ E(u) =
∞∑
i=0
λi(X)u
2
i ≥
∞∑
i=iε+1
λi(X)u
2
i ≥
16
ε2
∞∑
i=iε+1
u2i
and hence
‖u− πε(u)‖L2 =
( ∞∑
i=iε+1
u2i
)1/2
≤ ε
4
.
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This together with triangle inequalities proves that, for any u, v ∈
Dir1(X) with ‖u− v‖L2 > ε, we have
‖πε(u)− πε(v)‖L2 >
ε
2
.
Since Lε is isometric to R
iε+1,
Capε(Dir1(X) ∩BL21 (0)) ≤ Capε/2(Bl21 (o;Riε+1)),
where Bl21 (o;R
iε) denotes the iε-dimensional closed Euclidean unit ball.
Since the right-hand side of the above inequality depends only on ε,
Lemma 3.12 proves (2).
We prove (2) =⇒ (1). Suppose that (1) does not hold. Then,
there are a number λ > 0 and a sequence {Xn} ⊂ Y such that Nn :=
max{ i | λi(Xn) ≤ λ } → +∞ as n→∞. We may assume that λ ≥ 1.
Let {ϕ(n)i }∞i=0 be an complete orthonormal basis of L2(Xn) such that
∆ϕ
(n)
i = λi(Xn)ϕ
(n)
i for any i. Set ψ
(n)
i := ϕ
(n)
i /
√
λ. If i ≤ Nn, then
‖ψ(n)i ‖L2 = 1/
√
λ ≤ 1 and
E(ψ(n)i ) =
∫
X
ψ
(n)
i ∆ψ
(n)
i dµX = λi(X)
∫
X
(ψ
(n)
i )
2 dµX
= λi(X)‖ψ(n)i ‖2L2 = λi(Xn)/λ ≤ 1,
which imply ψ
(n)
i ∈ Dir1(X) ∩ BL21 (0). Moreover,
‖ψ(n)i − ψ(n)j ‖L2 =
√
2/λ
for all different i and j. We thus have
Capλ−1/2(Dir1(X) ∩BL21 (0)) ≥ Nn →∞,
so that {Xn} is not spectrally compact because of Lemma 3.12. Y is
not spectrally compact either. This completes the proof. 
Lemma 7.50. Let X and Y be two mm-spaces. If X dominates
Y , then Dir1(Y )∩BL21 (0) is L2-isometrically embedded into Dir1(X)∩
BL21 (0).
Proof. There is a 1-Lipschitz map f : X → Y with f∗µX = µY .
A required embedding map is defined to be
f ∗ : L2(Y ) ∋ u 7→ u ◦ f ∈ L2(X),
which is a linear isometric embedding since, for any u ∈ L2(Y ),
‖f ∗u‖2L2 =
∫
X
(u ◦ f)2 dµX =
∫
Y
u2 dµY = ‖u‖2L2.
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For any u ∈ Dir1(Y ) and any x ∈ X ,
| grad(f ∗u)|(x) = lim sup
y→x
|u(f(x))− u(f(y))|
dX(x, y)
≤ lim sup
y→x
|u(f(x))− u(f(y))|
dY (f(x), f(y))
≤ lim sup
y′→f(x)
|u(f(x))− u(y′)|
dY (f(x), y′)
= | gradu|(f(x)),
which proves that E(f ∗u) ≤ E(u) ≤ 1. Therefore, f ∗(Dir1(Y ) ∩
BL21 (0)) ⊂ Dir1(X) ∩ BL21 (0). This completes the proof. 
Theorem 7.51. Let {Xn}∞n=1 be a spectrally compact and asymp-
totic sequence of mm-spaces such that
sup
n
ObsDiam(Xn;−κ) < +∞ for any κ > 0.
Then, {Xn} asymptotically concentrates and the limit pyramid is spec-
trally concentrated.
Proof. Theorem 7.44 together with the assumption implies that
{L1(Xn)} is dGH-precompact, so that {Xn} asymptotically concen-
trates. By Lemma 7.50,
⋃∞
n=1PXn is spectrally compact. Since the
weak limit of PXn is contained in the -closure of
⋃∞
n=1PXn , it is spec-
trally concentrated. This completes the proof. 
Definition 7.52 (Spectral concentration). A sequence of mm-spaces
is said to spectrally concentrates if it spectrally compact and asymp-
totically concentrates.
If a sequence of mm-spaces spectrally concentrates, then the limit
pyramid is spectrally concentrated.
The following corollary is stronger than Corollary 7.34.
Corollary 7.53. Let Fn, n = 1, 2, . . . , be compact Riemannian
manifolds such that λ1(Fn) is divergent to infinity as n → ∞. Let
Xn := F1 × F2 × · · · × Fn be the Riemannian product space. Then,
{Xn} spectrally concentrates.
Proof. Since Xn is monotone increasing in n with respect to the
Lipschitz order, {Xn} is asymptotic. By Corollary 2.39, ObsDiam(Xn; κ),
n = 1, 2, . . . , are bounded from above for any κ > 0. It follows from
λ1(Fn) → ∞ and Proposition 7.49 that {Xn} is spectrally compact.
By Theorem 7.51, {Xn} is asymptotically concentrates. 
Remark 7.54. In the proof of Corollary 7.53, we do not rely on
Proposition 7.33. Namely, we have an alternative proof of Corollary
7.34.
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Example 7.55 (Compare Example 7.35). Let Xn := S
1 × S2 ×
· · · × Sn (Riemannian product). Since λ1(Sn) = n, Corollary 7.53
proves that {Xn} spectrally concentrates.
CHAPTER 8
Dissipation
8.1. Basics for dissipation
Dissipation is an opposite notion to concentration.
Definition 8.1 (Dissipation). Let Xn, n = 1, 2, . . . , be mm-spaces
and δ > 0 a real number. We say that {Xn} δ-dissipates if for any real
numbers κ0, κ1, . . . , κN > 0 with
∑N
i=0 κi < 1, we have
lim inf
n→∞
Sep(Xn; κ0, κ1, . . . , κN) ≥ δ.
We say that {Xn} infinitely dissipates if it δ-dissipates for any δ > 0.
The following is obvious.
Proposition 8.2. Let Xn and Yn, n = 1, 2, . . . , be mm-spaces such
that Xn ≺ Yn for any n. If {Xn} δ-dissipates for a positive real number
δ (resp. infinitely dissipates), then so does {Yn}.
The following lemma is useful to detect dissipating families.
Lemma 8.3. Let Xn, n = 1, 2, . . . , be mm-spaces and let δ > 0 be a
real number. Assume that for each n there exists an at most countable
sequence {Cni}kni=1, kn ≤ +∞, of mutually disjoint Borel subsets of Xn
such that
lim
n→∞
µX(
kn⋃
i=1
Cni) = 1,(1)
min
i 6=j
dXn(Cni, Cnj) ≥ δ,(2)
lim
n→∞
kn
sup
i=1
µXn(Cni) = 0.(3)
Then, {Xn} δ-dissipates.
The proof of the lemma is easy and omitted.
Example 8.4. (1) Let X be a compact Riemannian manifold
and {tn}∞n=1 a sequence of positive real numbers divergent to
infinity. Then, {tnX} infinitely dissipates, where tnX denotes
the manifold X with the Riemannian distance function multi-
plied by tn.
(2) Let Tn be a perfect rooted binary tree with root o and depth n,
i.e., all vertices of Tn are within distance at most n from o, and
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the number of vertices v of Tn with dTn(o, v) = k is equal to 2
k
for any k ∈ {1, 2, . . . , n}, where dTn denotes the path metric
on Tn. Consider the equally distributed probability measure
µTn on the set of vertices of Tn, i.e.,
µTn =
∑
v
1
2n+1 − 1δv,
where v runs over all vertices of Tn. Then, {(Tn, dTn, µTn)}
infinitely dissipates, and {(Tn, (1/n)dTn, µTn)} 2-dissipates.
(3) LetH be a complete simply connected hyperbolic space, {tn}∞n=1
a sequence of positive numbers divergent to infinity, and Bn a
metric ball of radius tn in H . Then, {Bn} infinitely dissipates,
and {(1/tn)Bn} 2-dissipates.
Proposition 8.5. Let Xn, n = 1, 2, . . . , be mm-spaces and δ > 0
a real number.
(1) {Xn} δ-dissipates if and only if the weak limit of any weakly
convergent subsequence of {PXn} contains all mm-spaces with
diameter ≤ δ.
(2) {Xn} infinitely dissipates if and only if PXn converges weakly
to X as n→∞.
Proof. We prove (1). Denote by Xδ the set of mm-spaces with
diameter ≤ δ. Assume that {Xn} δ-dissipates and let P be the weak
limit of a weakly convergent subsequence of {PXn}. We are going to
prove Xδ ⊂ P. Since the set of finite mm-spaces with diameter < δ
is -dense in Xδ, it suffices to prove that any such mm-space belongs
to P. Let Y be any finite mm-space with diameter < δ. We take any
number ε with 0 < ε < δ−diamY . Let {y0, y1, . . . , yN} := Y and take
real numbers κ0, κ1, . . . , κN such that 0 < κi ≤ µY {yi} for any i and
1− ε <
N∑
i=0
κi < 1.
There is a natural number n(ε) such that Sep(Xn; κ0, . . . , κN) > δ − ε
for any n ≥ n(ε). Let n ≥ n(ε). Then, there are Borel subsets
An1, . . . AnN ⊂ Xn such that µXn(Ani) ≥ κi, dXn(Ani, Anj) > δ − ε >
diamY for any different i and j. Embedding Y into (RM , ‖ · ‖∞)
isometrically, we assume that Y is a subset of RM . We define a
map fn :
⋃N
i=0Ani → RM by fn|Ani := yi for any i. fn is a 1-
Lipschitz map and extends to a 1-Lipschitz map fn : Xn → RM .
We see that (fn)∗µXn({yi}) = µXn(f−1n (yi)) ≥ µXn(Ani) ≥ κi. Set-
ting ν :=
∑N
i=0 κiδyi, we have ν ≤ µY , ν ≤ (fn)∗µXn , and ν(RM) =∑N
i=0 κi > 1 − ε. We apply Strassen’s theorem (Theorem 1.20) to ob-
tain dP ((fn)∗µXn, µY ) < ε. As ε → 0, (fn(ε))∗µXn converges weakly to
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µY . Thus, Xn(ε) ≻ (RM , ‖ · ‖∞, (fn(ε))∗µXn(ε)) → Y as ε→ 0, so that Y
belongs to P.
We next prove the converse. Assume that the weak limit of any
weakly convergent subsequence of {PXn} contains all mm-spaces with
diameter≤ δ. We take any real numbers κ0, . . . , κN > 0 with
∑N
i=0 κi <
1 and set
ε0 :=
1
N + 1
(
1−
N∑
i=0
κi
)
.
We see that
∑N
i=0(κi + ε0) = 1. Let Y = {y0, . . . , yN} be a finite
metric space such that dY (yi, yj) = δ for any different i and j, and
let µY :=
∑N
i=0(κi + ε0)δyi . Then, µY is a probability measure and
Y = (Y, dY , µY ) is an mm-space. Let P be the weak limit of a weakly
convergent subsequence of {PXn}. The assumption implies that P
contains Y . Thereby, there are mm-spaces Yn, n = 1, 2, . . . , such that
Xn ≻ Yn → Y as n → ∞. By Lemma 4.22, we have an εn-mm-
isomorphism fn : Y → Yn, εn → 0. For each n there is a Borel subset
Y0 ⊂ Y such that dP ((fn)∗µY , µYn) ≤ εn, µY (Y0) ≥ 1− εn, and
(8.1) |dY (yi, yj)− dYn(fn(yi), fn(yj))| ≤ εn
for any yi, yj ∈ Y0. We take n so large that εn < min{δ, ε0}. Then, since
µY (Y0) ≥ 1 − εn > 1− ε0 and µY {yi} > ε0 for any i, we have Y0 = Y .
Since dY (yi, yj) = δ for i 6= j and by (8.1), we have dYn(fn(yi), fn(yj)) >
0 for i 6= j, i.e., fn is injective. Let ε′n, n = 1, 2, . . . , be numbers such
that limn→∞ ε′n = 0 and εn < ε
′
n < ε0 for any n. Set Ani := Bε′n(fn(yi)).
Since (fn)∗µY =
∑N
i=0(κi+ε0)δfn(yi), the inequality dP ((fn)∗µY , µYn) ≤
εn proves that
µYn(Ani) ≥ (fn)∗µY {fn(yi)} − ε′n = κi + ε0 − ε′n > κi.
We also have, for i 6= j,
dYn(Ani, Anj) ≥ dYn(fn(yi), fn(yj))− 2ε′n
≥ dY (yi, yj)− εn − 2ε′n = δ − εn − 2ε′n.
Therefore, Sep(Yn; κ0, . . . , κN) ≥ δ−εn−2ε′n, so that, by Lemma 2.25,
we obtain Sep(Xn; κ0, . . . , κN) ≥ δ − εn − 2ε′n. (1) has been proved.
We prove (2). If {Xn} infinitely dissipates, then (1) implies that
the weak limit of any subsequence of {PXn} contains any mm-spaces
with finite diameter. Since the set of mm-spaces with finite diameter
is -dense in X , we have P = X . The converse also follows from (1).
This completes the proof of the proposition. 
For an mm-space F , we denote by F n the nth power product space of
F , and by µ⊗nF the product measure on F
n of µF . Let dlp, 1 ≤ p ≤ +∞,
be the lp metric on F
n induced from dF .
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Proposition 8.6. If F is a compact disconnected mm-space, then
{(F n, dlp, µ⊗nF )}∞n=1 δ-dissipates for some δ > 0 and for any p with
1 ≤ p ≤ +∞.
Proof. Since (F n, dl∞ , µ
⊗n
F ) ≺ (F n, dlp, µ⊗nF ), it suffices to prove
the proposition for p = +∞. Since F is disconnected, there are two
disjoint subsets F1, F2 ⊂ F with F1 ∪ F2 = F such that F1 and F2
are both open and closed. The compactness of F1 and F2 proves that
δ := dF (F1, F2) > 0. Set a := µF (F1) and b := µF (F2). We have
0 < a, b < 1 because F1 and F2 are open. For i1, i2, . . . , in = 1, 2, we
set
Fi1i2...in := Fi1 × Fi2 × . . . Fin ⊂ F n.
Since
µ⊗nF (Fi1i2...in) = a
kbn−k,
where k is the number of j’s with ij = 1, we have
lim
n→∞
max
i1,i2,...,in
µ⊗nF (Fi1i2...in) = 0.
We also see
dl∞(Fi1i2...in , Fj1j2...jn) =
{
δ if (i1, i2, . . . , in) 6= (j1, j2, . . . , jn),
0 if (i1, i2, . . . , in) = (j1, j2, . . . , jn).
The proposition follows from Lemma 8.3. 
The following is another example of dissipation.
Proposition 8.7. Let rn, n = 1, 2, . . . , be positive real numbers.
Then, {Sn(rn)} infinitely dissipates if and only if rn/
√
n → +∞ as
n→∞.
Proof. We first assume rn/
√
n → +∞ as n → ∞. Take any
finitely many positive real numbers κ0, κ1, . . . , κN with
∑N
i=0 κi < 1,
and fix them. We find positive real numbers κ′0, κ
′
1, . . . , κ
′
N in such a
way that κi < κ
′
i for any i and
∑N
i=0 κ
′
i < 1. For any ε > 0, there are
Borel subsets A0, A1, . . . , AN ⊂ R such that γ1(Ai) ≥ κ′i for any i and
min
i 6=j
dR(Ai, Aj) > Sep((R, γ
1); κ′0, . . . , κ
′
N)− ε.
We may assume that all Ai are open subsets of R. Denote by πn :
Sn(
√
n) → R the orthogonal projection as in Section 1.2. By the
Maxwell-Boltzmann distribution law, we have lim infn→∞(πn)∗σn(Ai) ≥
γ1(Ai) ≥ κ′i for i = 0, 1, . . . , N . There is a natural number n0 such that
σn(π−1n (Ai)) ≥ κi for any i and n ≥ n0. The 1-Lipschitz continuity of
πn implies that dSn(√n)(π−1n (Ai), π
−1
n (Aj)) ≥ dR(Ai, Aj). Therefore, for
any n ≥ n0,
Sep(Sn(
√
n); κ0, . . . , κN) > Sep((R, γ
1); κ′0, . . . , κ
′
N)− ε,
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which proves
lim inf
n→∞
Sep(Sn(
√
n); κ0, . . . , κN) ≥ Sep((R, γ1); κ′0, . . . , κ′N) > 0.
Since rn/
√
n→ +∞ as n→∞,
(8.2) Sep(Sn(rn); κ0, . . . , κN) =
rn√
n
Sep(Sn(
√
n); κ0, . . . , κN)
is divergent to infinity and so {Sn(rn)} infinitely dissipates.
We next prove the converse. Assume that {Sn(rn)} infinitely dis-
sipates and rn/
√
n is not divergent to infinity. Then, there is a subse-
quence {rni} of {rn} such that rni/
√
ni is bounded for all i. By (8.2),
{Sni(√ni)} infinitely dissipates. However, for each fixed κ with 0 <
κ < 1/2, ObsDiam(Sn(
√
n);−κ) is bounded for all n and, by Proposi-
tion 2.26, so is Sep(Sn(
√
n); κ, κ), which contradicts that {Sni(√ni)}
infinitely dissipates. This completes the proof. 
8.2. Obstruction for dissipation
In this section, we study an obstruction for dissipation and prove
the following
Theorem 8.8 (Non-dissipation theorem). Let F be a compact, con-
nected, and locally connected mm-space. Then, {(F n, dl∞ , µ⊗nF )}∞n=1
does not dissipate.
Note that the connectivity of F is necessary as is seen in Proposition
8.6.
Remark 8.9. As is seen in Proposition 7.36, {(F n, dlp, µ⊗nF )}∞n=1 for
any 0 ≤ p ≤ +∞ does not asymptotically concentrate unless F consists
of a single point. In particular, {(F n, dl∞, µ⊗nF )} neither asymptotically
concentrate nor dissipate for any connected and compact Riemannian
manifold F not consisting of a single point. Since {(F n, dl∞ , µ⊗nF )} is a
monotone increasing sequence with respect to the Lipschitz order, this
also holds for any subsequence of {(F n, dl∞, µ⊗nF )}.
Definition 8.10 (Expansion coefficient). Let X be an mm-space
and let κ, ρ > 0. The expansion coefficient Exp(X ; κ, ρ) of X is defined
to be the supremum of real numbers ξ ≥ 1 such that, if µX(A) ≥ κ for
a Borel subset A ⊂ X , then µX(Bρ(A)) ≥ ξκ.
It is clear that Exp(X ; κ, ρ) ≥ 1.
Lemma 8.11. Let Xn, n = 1, 2, . . . , be mm-spaces and let δ > 0 be
a real number. If there exist two real numbers κ and ρ with κ > 0 and
0 < ρ < δ such that
inf
n
Exp(Xn; κ, ρ) > 1,
then {Xn} does not δ-dissipate.
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Proof. By the assumption, we find a constant c > 1 such that
Exp(Xn; κ, ρ) > c for any n. Take a number κ
′ in such a way that
1 − cκ < κ′ < 1 − κ. Suppose that {Xn} δ-dissipate. Then, we have
Sep(Xn; κ, κ
′) > ρ for every sufficiently large n. For such a number n,
we find two Borel subset A,A′ ⊂ Xn in such a way that dX(A,A′) > ρ,
µXn(A) ≥ κ, and µXn(A′) ≥ κ′. It follows from Exp(Xn; κ, ρ) > c that
µXn(Bρ(A)) ≥ cκ. Since Bρ(A) and A′ does not intersect to each other,
we have
µXn(Bρ(A) ∪ A′) ≥ cκ+ κ′ > 1,
which is a contradiction. This completes the proof. 
Proposition 8.12. Let X be an mm-space. Then we have
Exp(X ; κ, ρ) ≥ min
{
1 +
λ1(X)ρ
2
4
, 2
}
for any real numbers κ and ρ with 0 < κ ≤ 1/4 and ρ > 0.
Proof. If λ1(X) = 0, then the proposition is trivial.
Assume that λ1(X) > 0. It suffices to prove that
(8.3) µX(Bρ(A)) ≥ eρκ
for any Borel subset A ⊂ X with µX(A) ≥ κ, where
eρ := min
{
1 +
λ1(X)ρ
2
4
, 2
}
.
Let us first prove it in the case where A is an open subset of X . For
two constants c and r > 0, we define a function fc,r : X → R by
fc,r(x) :=
{
c+ r
ρ
dX(x,A) for x ∈ Bρ(A),
c+ r for x ∈ X \Bρ(A).
fc,r is Lipschitz continuous with Lipschitz constant r/ρ. We have fc,r =
c+ f0,r and so∫
X
fcr,r dµX = 0, cr := −
∫
X
f0,r dµX .
Since A∪(X \Bρ(A)) is open, we have | grad f | = 0 on A∪(X \Bρ(A)),
so that
E(fc,r) = r
2
ρ2
E, E :=
∫
Bρ(A)\A
| grad dX(·, A)|2 dµX .
If E = 0, then the Rayleigh quotient satisfies R(fcr,r) = 0, which
contradicts λ1(X) > 0. We therefore have E > 0. Setting f :=
fcr,r for r := ρ/E
1/2, we have E(f) = 1 and ∫
X
f dµX = 0. Since
| graddX(·, A)| ≤ 1,
1 = E(f) ≤ r
2
ρ2
(µX(Bρ(A))− µX(A)),
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which implies
r ≥ ρ√
µX(Bρ(A))− µX(A)
.
Since f ≥ cr on X and f = cr + r on X \Bρ(A),
0 =
∫
X
f dµX ≥ cr µX(Bρ(A)) + (cr + r)µX(X \Bρ(A))
= cr + r µX(X \Bρ(A)).
Therefore,
−cr ≥ (1− µX(Bρ(A)))ρ√
µX(Bρ(A))− µX(A)
.
This together with
1
λ1(X)
≥ ‖f‖2L2 ≥ c2r µX(A).
implies
µX(Bρ(A)) ≥ {1 + λ1(X)(1− µX(Bρ(A)))2ρ2}µX(A)(8.4)
If µX(Bρ(A)) ≥ 1/2, then µX(Bρ(A)) ≥ 1/2 ≥ 2κ ≥ eρκ. If µX(Bρ(A)) <
1/2, then (8.4) leads us to
µX(Bρ(A)) ≥
(
1 +
λ1(X)ρ
2
4
)
κ ≥ eρκ.
We thus obtain (8.3) for any open subset A ⊂ X with µX(A) ≥ κ.
Let A be any Borel subset of X with µX(A) ≥ κ. We take any
number δ with 0 < δ < ρ. Applying (8.3) for Uδ(A) and ρ − δ yields
that
µX(Bρ(A)) ≥ µX(Bρ−δ(Uδ(A))) ≥ eρ−δ κ,
so that Exp(X ; κ, ρ) ≥ eρ−δ for any δ with 0 < δ < ρ. This completes
the proof. 
Lemma 8.11 and Proposition 8.12 together imply
Theorem 8.13. Let Xn, n = 1, 2, . . . , be mm-spaces such that
λ1(Xn) is bounded away from zero. Then, {Xn} does not dissipate,
i.e., does not δ-dissipate for any real number δ > 0.
Corollary 8.14. Let F be a compact connected Riemannian man-
ifold. Then, the sequence {F n} of Riemannian product spaces does not
dissipate.
Proof. Since λ1(F
n) = λ1(F ) > 0, Theorem 8.13 implies the
corollary. 
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Definition 8.15 (Modulus of continuity). Let f : X → Y be a
map between two metric spaces X and Y . A function ω : [ 0,+∞ ]→
[ 0,+∞ ] is called a modulus of continuity of f if ω(0+) = ω(0) = 0 and
if
dY (f(x), f(y)) ≤ ω(dX(x, y))
for any two points x, y ∈ X .
A map f : X → Y has a modulus of continuity if and only if f is
uniformly continuous.
Remark 8.16. If ω is a modulus of continuity of a map f : X →
Y , then the function ωˆ(t) = sups≤t ω(s) is a monotone nondecreasing
modulus of continuity of f . We may assume without loss of generality
that a modulus of continuity is monotone nondecreasing.
Lemma 8.17. Let fn : Xn → Yn, n = 1, 2, . . . , be uniformly continu-
ous functions between mm-spaces Xn and Yn all which admit a common
modulus of continuity and satisfy (fn)∗µXn = µYn. If {Xn} does not
dissipate, then so does {Yn}.
Proof. Assume that {Yn} δ-dissipate for some number δ > 0. Let
κ0, . . . , κN be any positive real numbers with
∑N
i=0 κi < 1. Then, there
is a natural number n0 such that Sep(Yn; κ0, . . . , κN) > δ/2 for any
n ≥ n0. For each n ≥ n0, we find Borel subsets An1, . . . , AnN ⊂ Yn
such that µYn(Ani) ≥ κi for any i and dYn(Ani, Anj) ≥ δ/2 for any
different i and j. Let ω be the common modulus of continuity of fn.
We assume that ω is monotone nondecreasing (see Remark 8.16). Then
we have
ω(dXn(f
−1
n (Ani), f
−1
n (Anj)) + 0) ≥ dYn(Ani, Anj) ≥ δ/2,
so that there is a number δ0 > 0 depending only on δ and ω such that
dXn(f
−1
n (Ani), f
−1
n (Anj)) ≥ δ0.
We also have µXn(f
−1
n (Ani)) = µYn(Ani) ≥ κi. Therefore, Sep(Xn; κ0, . . . , κN ) ≥
δ0 for any n ≥ n0 and {Xn} δ0-dissipates. This completes the proof. 
Lemma 8.18 (Majorization lemma). Let f : F0 → F be a uniformly
continuous map between two mm-spaces F0 and F such that f∗µF0 =
µF . If {(F n0 , dl∞, µ⊗nF0 )} does not dissipate, then {(F n, dl∞ , µ⊗nF )} does
not dissipate.
Proof. Let fn : F
n
0 → F n be the function defined by
fn(x1, x2, . . . , xn) := (f(x1), f(x2), . . . , f(xn))
for (x1, x2, . . . , xn) ∈ F n0 . We are going to apply Lemma 8.17. For any
Borel subsets Ai ⊂ F , i = 1, 2, . . . , n, we have
(fn)∗µFn0 (A1 × · · · × An) = µFn0 (f−1(A1)× · · · × f−1(An))
= µFn(A1 × · · · ×An).
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Since the family of the products of Borel subsets of F generate the
Borel σ-algebra of F n, we obtain (fn)∗µFn0 = µFn. If ω is a monotone
nondecreasing modulus of continuity of f , then we have, for any x =
(x1, x2, . . . , xn), y = (y1, y2, . . . , yn) ∈ F0,
dl∞(fn(x), fn(y)) = max
i
dF (f(xi), f(yi)) ≤ max
i
ω(dF0(xi, yi))
≤ ω(max
i
dF0(xi, yi)) = ω(dl∞(x, y)),
so that ω is a modulus of continuity of fn for any n. Lemma 8.17
completes the proof. 
Proof of Theorem 8.8. It is known (see [3, 9.7.1, 9.7.2]) that
there is a continuous map f : [ 0, 1 ] → F such that f∗L1 = µF . By
the compactness of [ 0, 1 ], the map f is uniformly continuous. De-
note by Ln the n-dimensional Lebesgue measure on [ 0, 1 ]n. By Corol-
lary 8.14, {([ 0, 1 ]n, dl2,Ln)} does not dissipate, which together with
([ 0, 1 ]n, dl∞ ,Ln) ≺ ([ 0, 1 ]n, dl2 ,Ln) implies that {([ 0, 1 ]n, dl∞ ,Ln)}
does not dissipate either. The majorization lemma, Lemma 8.18, com-
pletes the proof. 

CHAPTER 9
Curvature and concentration
9.1. Fibration theorem for concentration
In this section, we see that a concentration Xn → Y yields a Borel
measurable map pn : Xn → Y such that, for every sufficiently large
n, (1) pn is 1-Lipschitz up to a small additive error, (2) every fiber of
pn concentrates to a one-point mm-space, and (3) all fibers of pn are
almost parallel to each other for n large enough.
For a Borel subset B of an mm-space X , we equip B with the
restrictions of dX and µX on B, so that B becomes a (possibly incom-
plete) mm-space whose measure is not necessarily probability. For such
a B, we define the observable diameter ObsDiam(B;−κ), κ > 0, by
ObsDiam(B;−κ) := sup{ diam(f∗µX ;µX(B)− κ) |
f : B → R 1-Lipschitz }.
Definition 9.1 (Effectuate relative concentration). Let Xn and Y
be mm-spaces and let pn : Xn → Y be Borel measurable maps, where
n = 1, 2, . . . . We say that {pn} effectuates relative concentration of Xn
over Y if
lim sup
n→∞
ObsDiam(p−1n (B);−κ) ≤ diamB
for any κ > 0 and any Borel subset B ⊂ Y .
{pn} effectuating relative concentration of Xn over Y means that
every fiber of pn concentrates to a one-point space as n→∞.
Lemma 9.2. Let p : X → Y be a Borel measurable map between
two mm-spaces X and Y . If we have
Lip1(X) ⊂ Bε(p∗Lip1(Y ))
for a real number ε > 0, then
ObsDiam(p−1(B);−κ) ≤ diamB + 2ε
for any κ ≥ ε and any Borel subset B ⊂ Y .
Proof. Let f : p−1(B) → R be an arbitrary 1-Lipschitz function.
There is a 1-Lipschitz extension f˜ : X → R of f . From the assumption,
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we have a 1-Lipschitz function g : Y → R such that dKF (f˜ , g ◦ p) ≤ ε.
Setting
A := { x ∈ p−1(B) ; |f˜(x)− (g ◦ p)(x)| ≤ ε },
we have µX(p
−1(B))− µX(A) ≤ ε ≤ κ and hence
f∗(µX |p−1(B))(f(A)) ≥ µX(A) ≥ µX(p−1(B))− κ.
For any x, x′ ∈ A we have
|f(x)− f(x′)| = |f˜(x)− f˜(x′)|
≤ |f˜(x)− (g ◦ p)(x)|+ |(g ◦ p)(x)− (g ◦ p)(x′)|
+ |(g ◦ p)(x′)− f˜(x′)|
≤ dY (p(x), p(x′)) + 2ε ≤ diamB + 2ε,
so that diam f(A) ≤ diamB + 2ε. This completes the proof. 
The following is a direct consequence of Lemma 9.2.
Corollary 9.3. Let pn : Xn → Y be Borel measurable maps that
enforce εn-concentration of mm-spaces Xn to an mm-space Y for some
εn → 0. Then, {pn} effectuates relative concentration of Xn over Y .
Definition 9.4 (κ-distance). Let κ > 0 and let A1 and A2 be two
Borel subsets in an mm-space X . We define the κ-distance
d+(A1, A2; +κ)
between A1 and A2 as the supremum of dX(B1, B2) over all Borel sub-
sets B1 ⊂ A1 and B2 ⊂ A2 with µX(B1) ≥ κ and µX(B2) ≥ κ. If
min{µX(A1), µX(A2)} < κ, then we set d+(A1, A2; +κ) := 0.
Lemma 9.5. Let p : X → Y be a Borel measurable map between
two mm-spaces X and Y such that
Lip1(X) ⊂ Bε(p∗Lip1(Y ))
for a real number ε > 0. Then, for any two Borel subsets A1, A2 ⊂ X
and any real number κ with ε < κ, we have
d+(A1, A2; +κ) ≤ dY (p(A1), p(A2)) + diam p(A1) + diam p(A2) + 2ε.
Proof. Let A′1 ⊂ A1 and A′2 ⊂ A2 be Borel subsets such that
µX(A
′
1) ≥ κ and µX(A′2) ≥ κ. We set
f(x) := min{dX(x,A′1), dX(A′1, A′2)}, x ∈ X,
which is a 1-Lipschitz function on X . By the assumption there is a
1-Lipschitz function g : Y → R such that dKF (f, g ◦ p) ≤ ε. Letting
B := { x ∈ X ; |f(x)− (g ◦ p)(x)| ≤ ε },
we have µX(B) ≥ 1 − ε. Since µX(A′i) ≥ κ > ε, the intersection of A′i
and B is nonempty for i = 1, 2. We take a point x ∈ A′1 ∩ B and a
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point x′ ∈ A′2 ∩ B. Since f ≡ 0 on A′1 and f ≡ dX(A′1, A′2) on A′2, we
have
|g(p(x))| = |(g ◦ p)(x)− f(x)| ≤ ε,
|g(p(x′))− dX(A′1, A′2)| = |(g ◦ p)(x′)− f(x′)| ≤ ε,
and therefore
dX(A
′
1, A
′
2)− 2ε ≤ g(p(x′))− g(p(x)) ≤ dY (p(x), p(x′))
≤ dY (p(A1), p(A2)) + diam p(A1) + diam p(A2).
This completes the proof. 
Lemma 9.6. Let µ1 and µ2 be two Borel probability measures on a
metric space X. Assume that there exists a ρ-transport plan π between
µ1 and µ2 with def π < 1− 2κ for two real numbers ρ and κ with ρ > 0
and 0 < κ < 1/2. Then, for any 1-Lipschitz function f : X → R, we
have
| lm(f ;µ1)− lm(f ;µ2)|
≤ ρ+ObsDiam(µ1;−κ) + ObsDiam(µ2;−κ),
where lm(f ;µi) is the Le´vy mean of f with respect to µi.
Proof. Let f : X → R be a 1-Lipschitz continuous function. We
set Di := ObsDiam(µi;−κ) for i = 1, 2. Since Lemma 7.31 implies
LeRad(µi;−κ) ≤ Di, we have
µi(|f − lm(f ;µi)| ≤ Di) ≥ 1− κ
for i = 1, 2. Letting
Ii := { s ∈ R | |s− lm(f ;µi)| ≤ Di },
we have µi(f
−1(Ii)) ≥ 1− κ. We prove that π(f−1(I1)× f−1(I2)) > 0.
In fact, since
1− κ− π(f−1(I1)×X) ≤ µ1(f−1(I1))− π(f−1(I1)×X)
≤ µ1(f−1(I1))− π(f−1(I1)×X)
+ µ1(X \ f−1(I1))− π((X \ f−1(I1))×X)
= 1− π(X ×X),
we have
π(f−1(I1)×X) ≥ π(X ×X)− κ
and, in the same way,
π(X × f−1(I2)) ≥ π(X ×X)− κ.
We therefore obtain
π(f−1(I1)× f−1(I2)) ≥ π(f−1(I1)×X) + π(X × f−1(I2))− π(X ×X)
≥ π(X ×X)− 2κ = 1− 2κ− def π > 0.
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There is a point (x1, x2) ∈ (f−1(I1)×f−1(I2))∩supp π. By supp π ⊂
{dX ≤ ρ}, we have |f(x1) − f(x2)| ≤ dX(x1, x2) ≤ ρ. Since f(xi)
belongs to Ii for i = 1, 2, we obtain
| lm(f ;µ1)− lm(f ;µ2)| ≤ |f(x1)− f(x2)|+D1 +D2 ≤ ρ+D1 +D2.
This completes the proof. 
Definition 9.7 (λ-Prohorov metric). Let X be a metric space.
Define the λ-Prohorov distance d
(λ)
P (µ, ν) between two Borel probability
measures µ and ν on X , λ > 0, to be the infimum of ε > 0 such that
µ(Bε(A)) ≥ ν(A)− λε
for any Borel subset A ⊂ X .
We see that λd
(λ)
P coincides with the Prohorov metric with respect
to the scaled metric λdX .
Theorem 9.8 (Fibration theorem for concentration). Let pn : Xn →
Y be Borel measurable maps between mm-spacesXn and Y , n = 1, 2, . . . ,
such that (pn)∗µXn converges weakly to µY as n → ∞. Then, each pn
enforces εn-concentration of Xn to Y for some sequence εn → 0 if and
only if we have the following (1), (2), and (3).
(1) Each pn is 1-Lipschitz up to some additive error ε
′
n such that
ε′n → 0 as n→∞.
(2) {pn} effectuates relative concentration of Xn over Y .
(3) For any two Borel subsets A1, A2 ⊂ Y and any κ > 0, we have
lim sup
n→∞
d+(p
−1
n (A1), p
−1
n (A2); +κ) ≤ dY (A1, A2) + diamA1 + diamA2.
As is mentioned before, (2) means that every fiber of pn concentrates
to a one-point mm-space. (3) means that all fibers of pn are almost
parallel to each other for n large enough.
Proof. Let pn : Xn → Y be as in the theorem. If each pn enforces
εn-concentration of Xn to Y for a sequence εn → 0, then Lemma 5.27,
Corollary 9.3, and Lemma 9.5 respectively imply (1), (2), and (3) of
the theorem.
Conversely we assume (1), (2), and (3). Lemma 5.27 yields that
p∗nLip1(Y ) ⊂ Bε′n(Lip1(Xn)) for some ε′n → 0. Let ε > 0 be an arbi-
trary number. It suffices to prove that Lip1(Xn) ⊂ B11ε(p∗nLip1(Y ))
for all n large enough. Take any 1-Lipschitz functions fn : Xn → R,
n = 1, 2, . . . . For the proof, it suffices to find 1-Lipschitz functions
gn : Y → R such that
dKF (fn, gn ◦ pn) ≤ 11ε(9.1)
for every sufficiently large n. Our idea to find such gn is to take the
Le´vy mean of fn along each fiber of pn.
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There are finitely many open subsets B1, B2, . . . , BN ⊂ Y such that
µY (∂Bi) = 0, diamBi < ε, and
µY
(
Y \
N⋃
i=1
Bi
)
< ε.
For each i = 1, 2, · · · , N , we take a point yi ∈ Bi. We put Ain :=
p−1n (Bi) and νin := (1/µXn(Ain))µXn|Ain . Note that µXn(Ain) converges
to µY (Bi) as n→∞. Setting ρij := dY (yi, yj) + 5ε, we take a number
λ such that 0 < λρij < 1/4 for any i, j.
Claim 9.9. For any i, j, and for every sufficiently large n, we have
d
(λ)
P (νin, νjn) ≤ ρij .
Proof. We fix i and j. Let Cn ⊂ Xn be any Borel subsets. It
suffices to prove that
νjn(Bρij (Cn)) ≥ νin(Cn)− λρij(9.2)
for every sufficiently large n. Setting C ′n := Cn ∩ Ain, we are going to
prove that
νjn(Bρij (C
′
n)) ≥ νin(C ′n)− λρij,(9.3)
which is stronger than (9.2).
We take a number κ such that
0 < κ ≤ λρij inf
n
min{µXn(Ain), µXn(Ajn)}.
If µXn(C
′
n) < κ, then we have νin(C
′
n) < λρij and so (9.3) holds.
Assume that µXn(C
′
n) ≥ κ. We define a function Fn : Ajn → R by
Fn(x) := dXn(x, C
′
n), x ∈ Ajn, and set
Dn := { x ∈ Ajn ; |Fn(x)− lm(Fn; νjn)| ≤ ε }.
It follows from (2) and Lemma 7.31 that LeRad(Ajn;−κ′) < ε for every
sufficiently large n and for any κ′ > 0, which implies that µXn(Ajn\Dn)
converges to zero as n→∞. Remarking κ < µXn(Ajn)/4, we have
µXn(Dn) ≥ κ and νjn(Dn) ≥ 1− λρij
for every sufficiently large n. In the following, we assume n to be large
enough. By diamBi < ε and (3), we have
dXn(C
′
n, Dn) ≤ d+(Ain, Ajn; +κ) < dY (yi, yj) + 2ε.
We take a point a ∈ Dn in such a way that
Fn(a) < dXn(C
′
n, Dn) + ε.
Then,
lm(Fn; νjn) ≤ Fn(a) + ε < dXn(C ′n, Dn) + 2ε
< dY (yi, yj) + 4ε.
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For any x ∈ Dn,
dXn(x, C
′
n) = Fn(x) ≤ lm(Fn; νjn) + ε < ρij ,
which implies Bρij (C
′
n) ⊃ Dn and so
νjn(Bρij (C
′
n)) ≥ νjn(Dn) ≥ 1− λρij ≥ νin(C ′n)− λρij .
This completes the proof of the claim. 
Let us define a function g˜n : Y → R by
g˜n(y) :=
{
lm(fn|Ain; νin) if y ∈ Bi,
0 if y ∈ Y \⋃Ni=1Bi.
We are going to prove that g˜n is 1-Lipschitz up to a small additive
error. Since λ d
(λ)
P coincides with the Prohorov metric with respect to
λ dXn and by Claim 9.9, Strassen’s theorem proves that there is a ρij-
transport plan πijn between νin and νjn such that πijn(Xn × Xn) ≥
1 − λρij > 3/4. Assume that n is sufficiently large. (2) together with
diamBl < ε implies that ObsDiam(νln;−1/4) < ε for every l. Applying
Lemma 9.6 we have, for any y ∈ Bi and y′ ∈ Bj,
|g˜n(y)− g˜n(y′)| = | lm(fn|Ain; νin)− lm(fn|Ajn ; νjn)|
≤ ρij + 2ε = dY (yi, yj) + 7ε < dY (y, y′) + 9ε.
Since
lim
n→∞
(pn)∗µXn
( N⋃
i=1
Bi
)
= µY
( N⋃
i=1
Bi
)
≥ 1− ε,
the function g˜n is 1-Lipschitz up to 9ε with respect to (pn)∗µXn for
every sufficiently large n.
By Lemma 5.4, there is a 1-Lipschitz function gn : Y → R such
that
dKF (gn ◦ pn, g˜n ◦ pn) ≤ 9ε.(9.4)
Let κ := ε/N . For every sufficiently large n, since LeRad(νin;−κ) ≤
ObsDiam(νin;−κ) < ε, we have
µXn(|fn − g˜n ◦ pn| > ε)
≤
N∑
i=1
µXn({ x ∈ Ain | |fn(x)− lm(fn|Ain; νin)| > ε })
+ µXn
(
Xn \
N⋃
i=1
Ain
)
≤ Nκ + ε = 2ε,
so that dKF (fn, g˜n ◦ pn) ≤ 2ε. Combining this with (9.4) implies (9.1).
This completes the proof of the theorem. 
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9.2. Wasserstein distance and curvature-dimension condition
This section is devoted to a quick overview on the Wasserstein dis-
tance and the curvature-dimension condition.
Let X be a complete separable metric space.
Definition 9.10 (Wasserstein distance). Let µ and ν be two Borel
probability measures on X . For 1 ≤ p < +∞, the Lp-Wasserstein
distance between µ and ν is defined to be
Wp(µ, ν) :=
(
inf
π
∫
X×X
dX(x, x
′)p dπ(x, x′)
) 1
p
(≤ +∞),
where π runs over all transport plans between µ and ν. It is known
that, if Wp(µ, ν) < +∞, this infimum is achieved by some transport
plan, which we call an optimal transport plan for Wp(µ, ν).
It follows from Ho¨lder’s inequality that Wp(µ, ν) ≤ Wq(µ, ν) for
1 ≤ p ≤ q < +∞.
Definition 9.11 (Pp(X)). Let 1 ≤ p < +∞. Denote by Pp(X) the
set of Borel probability measures µ on X with finite pth moment, i.e.,
Wp(µ, δx0)
p =
∫
X
dX(x0, x)
p dµX(x) < +∞
for some point x0 ∈ X . The Lp-Wasserstein distance defines a metric
on Pp(X), called the Lp-Wasserstein metric.
Lemma 9.12 (cf. [48, Theorem 7.12]). Let X be a complete sepa-
rable metric space. Let µ and µn, n = 1, 2, . . . , be measures in Pp(X),
1 ≤ p < +∞. Then the following (1) and (2) are equivalent to each
other.
(1) limn→∞Wp(µn, µ) = 0.
(2) µn converges weakly to µ as n→∞ and
lim
R→+∞
lim sup
n→∞
∫
X\BR(x0)
dX(x0, x)
p dµn(x) = 0
for some (and any) point x0 ∈ X.
Theorem 9.13 (Kantorovich-Rubinstein duality; cf. [49, Remark
6.5]). Let X be a complete separable metric space. For any measures
µ, ν ∈ P1(X) we have
W1(µ, ν) = sup
f∈Lip1(X)
(∫
X
f dµ−
∫
X
f dν
)
.
Definition 9.14 (Relative entropy). Let µ and ν be two probabil-
ity measures on a set. The relative entropy Ent(ν|µ) of ν with respect
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to µ is defined as follows. If ν is absolutely continuous with respect to
µ, then
Ent(ν|µ) :=
∫
X
U
(
dν
dµ
)
dµ (≤ +∞),
otherwise Ent(ν|µ) := +∞, where
U(r) :=
{
0 if r = 0,
r log r if r > 0.
Lemma 9.15. Let p : X → Y be a Borel measurable map between
two complete separable metric spaces X and Y , and let µ and ν be two
Borel probability measures on X such that ν is absolutely continuous
with respect to µ. Then, p∗ν is absolutely continuous with respect to
p∗µ and we have
Ent(p∗ν|p∗µ) ≤ Ent(ν|µ).
Proof. Let {µy}y∈Y be the disintegration of µ for p : X → Y .
We set ρ := dν
dµ
and ρ˜(y) :=
∫
p−1(y)
ρ dµy. For any bounded continuous
function f : Y → R,∫
Y
f dp∗ν =
∫
X
f ◦ p dν =
∫
X
(f ◦ p)ρ dµ
=
∫
Y
∫
p−1(y)
(f ◦ p)ρ dµydp∗µ(y)
=
∫
Y
f(y)
∫
p−1(y)
ρ dµydp∗µ(y) =
∫
Y
f ρ˜ dp∗µ,
which implies that dp∗ν
dp∗µ
= ρ˜. It follows from Jensen’s inequality that
Ent(p∗ν|p∗µ) =
∫
Y
U(ρ˜) dp∗µ ≤
∫
X
∫
p−1(y)
U(ρ) dµydp∗µ(y)
=
∫
X
U(ρ) dµ = Ent(ν|µ).
This completes the proof. 
Lemma 9.16 (cf. [49, Theorem 29.20(i)]). Let µ, ν, µn, and νn,
n = 1, 2, . . . , be Borel probability measures on a compact metric space.
If µn and νn converge weakly to µ and ν respectively as n → ∞, then
we have
Ent(ν|µ) ≤ lim inf
n→∞
Ent(νn|µn).
Definition 9.17 (Curvature-dimension condition). LetK be a real
number. We say that an mm-space X satisfies the curvature-dimension
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condition CD(K,∞) if for any ν0, ν1 ∈ P2(X), any ε > 0, and any
t ∈ ( 0, 1 ), there exists a measure νt ∈ P2(X) such that
W2(νt, νi) ≤ t1−i(1− t)iW2(ν0, ν1) + ε, i = 0, 1,(9.5)
Ent(νt|µX) ≤ (1− t) Ent(ν0|µX) + tEnt(ν1|µX)(9.6)
− 1
2
Kt(1− t)W2(ν0, ν1)2 + ε.
The following important theorem was first predicted by Otto [36].
Theorem 9.18 ([10,11,41,44]). Let X be a complete Riemannian
manifold X and K a real number. Then, CD(K,∞) for X is equivalent
to RicX ≥ K.
Definition 9.19 (P cb(X)). For an mm-space X , we denote by
P cb(X) the set of Borel probability measures ν on X with compact
support such that ν is absolutely continuous with respect to µX and
that the Radon-Nikodym derivative dν
dµX
is essentially bounded on X .
Note that P cb(X) ⊂ Pp(X) for any p with 1 ≤ p < +∞.
Lemma 9.20. Let X be an mm-space and ν ∈ Pp(X) a measure
with Ent(ν|µX) < +∞, where 1 ≤ p < +∞. Then, for any ε > 0 there
exists a measure ν˜ ∈ P cb(X) such that
Wp(ν˜, ν) < ε and |Ent(ν˜|µX)− Ent(ν|µX)| < ε.
Proof. By the inner regularity of µX , there is a monotone non-
decreasing sequence of compact subsets Kn ⊂ X , n = 1, 2, . . . , such
that
lim
n→∞
µX(X \Kn) = 0.
Let ρ := dν
dµX
and
ρn(x) :=
{
1
cn
min{ρ(x), n} if x ∈ Kn,
0 if x ∈ X \Kn,
where cn :=
∫
Kn
min{ρ(x), n} dµX(x). The measure νn := ρnµX be-
longs to P cb(X). It suffices to prove that
lim
n→∞
Wp(νn, ν) = 0,(9.7)
lim
n→∞
Ent(νn|µX) = Ent(ν|µX).(9.8)
Since limn→∞ cn = 1 and µX(
⋃∞
n=1Kn) = 1, the function ρn converges
to ρ µX-a.e. as n→∞. It is easy to see that νn converges weakly to ν
as n→∞. Moreover, for a point x0 ∈ X ,
lim
R→∞
lim sup
n→∞
∫
X\BR(x0)
dX(x0, x)
p dνn(x)
≤ lim
R→∞
lim sup
n→∞
1
cn
∫
X\BR(x0)
dX(x0, x)
p dν(x) = 0.
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By Lemma 9.12 we obtain (9.7).
Letting
In :=
∫
{0<ρ≤1}
ρn log ρn dµX and Jn :=
∫
{ρ>1}
ρn log ρn dµX ,
we have Ent(νn|µX) = In + Jn. The dominated convergence theorem
implies
lim
n→∞
In =
∫
{0<ρ≤1}
ρ log ρ dµX.
For every sufficiently large n we have cn ≥ 1/2, which implies ρn ≤ 2ρ
and then 0 ≤ ρn log ρn ≤ 2ρ log(2ρ) on {ρ > 1}. We see that 2ρ log(2ρ)
is µX-integrable on {ρ > 1}. By the dominated convergence theorem,
lim
n→∞
Jn =
∫
{ρ>1}
ρ log ρ dµX .
We thus obtain (9.8). This completes the proof. 
Lemma 9.21. If we assume ν0, ν1 ∈ P cb(X) in the definition of
CD(K,∞), then we still have CD(K,∞).
Proof. We assume the condition of CD(K,∞) for any ν0, ν1 ∈
P cb(X). Take any measures ν0, ν1 ∈ P2(X). If Ent(νi|µX) = +∞ for
i = 0 or 1, then (9.6) is trivial and (9.5) follows from the dense property
of P cb(X) in P2(X). Assume that Ent(νi|µX) < +∞ for i = 0, 1. By
Lemma 9.20, for any ε > 0 we find two measures ν˜0, ν˜1 ∈ P cb(X) in
such a way that W2(ν˜i, νi) < ε and |Ent(ν˜i|µX) − Ent(νi|µX)| < ε for
i = 0, 1. By the assumption, there is a measure νt ∈ P2(X) for any
t ∈ ( 0, 1 ) such that ν˜0, ν˜1, and νt together satisfy (9.5) and (9.6).
Remarking that ε can be taken to be arbitrarily small compared with
K and W2(ν0, ν1), we obtain the lemma. 
Definition 9.22 (Length of a curve). For a continuous curve c :
[ a, b ]→ X on a metric space X , we define the length L(c) of c by
L(c) := sup
a=s0<s1<···<sk=b
k∑
i=1
dX(c(si−1), c(si)) (≤ +∞).
A curve in a metric space is said to be rectifiable if the length of the
curve is finite.
Definition 9.23 (Intrinsic metric space). An intrinsic metric space
(or length space) is, by definition, a metric space such that, for any
given two points in the space, the distance between them is equal to
the infimum of the lengths of curves joining them. We assume that
any two points in an intrinsic metric space has finite distance unless
otherwise stated. In particular, any two points in an intrinsic metric
space can always be joined by a rectifiable curve.
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Definition 9.24 (Minimal geodesic, geodesic space). A curve γ :
[ a, b ]→ X on a metric spaceX is called aminimal geodesic if dX(γ(s), γ(t)) =
|s− t| for all s, t ∈ [ a, b ]. We say that a metric space X is a geodesic
space if for any two points x, y ∈ X there exists a minimal geodesic γ
joining x and y such that dX(x, y) = L(γ).
Proposition 9.25 ([46, Remark 4.6(iii)]). If an mm-space X sat-
isfies CD(K,∞) for some real number K, then (P2(X),W2) and X are
both intrinsic metric spaces.
Proposition 9.26. If an mm-space X satisfies CD(K,∞) for a
real number K > 0, then
Sep(X ; κ0, κ1) ≤
√
4
K
log
1
κ0κ1
,(1)
ObsDiam(X ;−κ) ≤
√
8
K
log
2
κ
(2)
for any κ, κ0, κ1 > 0 with κ0 + κ1 < 1.
Proof. (2) follows from (1) and Proposition 2.26.
We prove (1). Let A0, A1 ⊂ X be any two Borel subsets with
µX(Ai) ≥ κi, i = 0, 1, and let νi := µX(Ai)−1µX |Ai. By CD(K,∞), for
any ε > 0 there is a measure ν1/2 ∈ P2(X) such that
Ent(ν1/2|µX) ≤ 1
2
Ent(ν0|µX) + 1
2
Ent(ν1|µX)− 1
8
KW2(ν0, ν1)
2 + ε.
We have Ent(νi|µX) = log(1/µX(Ai)) ≤ log(1/κi) for i = 0, 1. Jensen’s
inequality implies Ent(ν1/2|µX) ≥ 0. Therefore,
0 ≤ 1
2
log
1
κ0
+
1
2
log
1
κ1
− 1
8
KW2(ν0, ν1)
2 + ε
and, by the arbitrariness of ε,
dX(A0, A1)
2 ≤W2(ν0, ν1)2 ≤ 4
K
log
1
κ0κ1
.
This completes the proof. 
The following corollary is a direct consequence of Proposition 9.26.
Corollary 9.27. Let Xn, n = 1, 2, . . . , be mm-spaces. If each Xn
satisfies CD(Kn,∞) for some sequence of real numbers Kn → +∞,
then {Xn} is a Le´vy family.
9.3. Stability of curvature-dimension condition
A main purpose of this section is to prove that the curvature-
dimension condition is stable under concentration.
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Lemma 9.28. Let p, q : X → Y be two Borel measurable maps from
an mm-space X to a metric space Y . Then we have
dH(p
∗Lip1(Y ), q∗Lip1(Y )) ≤ dKF (p, q).
Proof. Let f ∈ Lip1(Y ) be any function. Since |f(p(x))−f(q(x))| ≤
dY (p(x), q(x)) for any x ∈ X , we have
µX(|f ◦ p− f ◦ q| > ε) ≤ µX(dY (p, q) > ε)
for any ε ≥ 0, which implies that
dKF (f ◦ p, f ◦ q) ≤ dKF (p, q).
This proves the lemma. 
Proposition 9.29. Let Xn and Y be mm-spaces and let pn, qn :
Xn → Y be Borel measurable maps, n = 1, 2, . . . , such that dKF (pn, qn)→
0 as n→∞. Then we have the following (1) and (2).
(1) If each pn enforces εn-concentration of Xn to Y for some εn →
0, then so does qn.
(2) If (pn)∗µXn converges weakly to µY as n → ∞, then so does
(qn)∗µXn.
Proof. (1) follows from Lemma 9.28 and (2) from Lemma 1.24.

Definition 9.30 (Bounded values on exceptional domains). Let
Xn, n = 1, 2, . . . , be mm-spaces and Y a metric space. Let pn : Xn →
Y , n = 1, 2, . . . , be Borel measurable maps such that each pn is 1-
Lipschitz up to an additive error εn with εn → 0. We say that {pn}
has bounded values on exceptional domains if we have
lim sup
n→∞
sup
x∈X\X˜n
dY (pn(x), y0) < +∞
for a point y0 ∈ Y , where X˜n is a non-exceptional domain of pn for the
additive error εn.
Note that if diamY < +∞, then {pn} always has bounded values
on exceptional domains.
Proposition 9.31. Assume that a sequence of mm-spaces Xn, n =
1, 2, . . . , concentrates to an mm-space Y . Then, there exist Borel mea-
surable maps pn : Xn → Y , n = 1, 2, . . . , such that
(1) each pn enforces εn-concentration of Xn to Y for some εn → 0,
(2) (pn)∗µXn converges weakly to µY as n→∞,
(3) {pn} has bounded values on exceptional domains.
Note that (1) implies that pn is 1-Lipschitz up to an additive error
εn → 0, which defines an exceptional domain of pn for (3).
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Proof. By Corollary 5.35, there is a sequence of Borel measurable
maps p′n : Xn → Y , n = 1, 2, . . . , ε′n-enforcing concentration of Xn to
Y with ε′n → 0 such that (p′n)∗µXn converges weakly to µY as n→∞.
By Theorem 9.8, p′n is 1-Lipschitz up to some additive error εn → 0
with a non-exceptional domain X˜n ⊂ Xn. Define a map pn : Xn → X
by
pn(x) :=
{
p′n(x) if x ∈ X˜n,
y0 if x ∈ Xn \ X˜n,
for x ∈ X , where y0 ∈ Y is a fixed point. Each pn is Borel measurable,
1-Lipschitz up to εn with the non-exceptional domain X˜n, and satisfies
dKF (pn, p
′
n) ≤ εn. (3) follows from the definition of pn. Proposition
9.29 proves (1) and (2). This completes the proof. 
Definition 9.32 (XD). For an mm-space X = (X, dX , µX) and for
a real number D > 0, we define an mm-space XD to be (X, dXD , µX),
where dXD(x, x
′) := min{dX(x, x′), D} for x, x′ ∈ X .
For a Borel subset B of an mm-space X with µX(B) > 0, we set
µB :=
µX |B
µX(B)
.
Lemma 9.33. Let pn : Xn → Y be Borel measurable maps between
mm-spaces Xn and Y , n = 1, 2, . . . , such that each pn enforces ε
′
n-
concentration of Xn to Y with ε
′
n → 0, and that (pn)∗µXn converges
weakly to µY as n → ∞. For a real number δ > 0, we give two Borel
subsets B0, B1 ⊂ Y such that
diamBi ≤ δ, µY (Bi) > 0, and µY (∂Bi) = 0
for i = 0, 1, and set
B˜i := p
−1
n (Bi) ∩ X˜n,
where X˜n is a non-exceptional domain of pn for an additive error εn →
0 as n → ∞. Then, there exist Borel probability measures µ˜n0 , µ˜n1 on
Xn and transport plans π˜
n between µ˜n0 and µ˜
n
1 , n = 1, 2, . . . , such that,
for every sufficiently large n,
(1) µ˜ni ≤ (1 +O(δ1/2))µB˜i, where O(· · · ) is a Landau symbol,
(2) for any xi ∈ B˜i, i = 0, 1,
dXn(x0, x1) ≥ dY (B0, B1)− εn,
(3) supp π˜n ⊂ {dXn ≤ dY (B0, B1) + δ1/2},
(4) −εn ≤Wp(µ˜n0 , µ˜n1)− dY (B0, B1) ≤ δ1/2 for any p ≥ 1.
Proof. Since pn is 1-Lipschitz up to εn with the non-exceptional
domain X˜n ⊂ Xn, we have µXn(Xn \ X˜n) ≤ εn and
dY (pn(x), pn(x
′)) ≤ dXn(x, x′) + εn
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for any x, x′ ∈ X˜n. This implies (2). Put
D := sup
y0∈B0, y1∈B1
dY (y0, y1) + δ
1/2
and let f ∈ Lip1(XDn ) be any function. Note that f ∈ Lip1(Xn). We
take any number κ > 0. Since Theorem 9.8 implies that {pn} effectu-
ates relative concentration ofXn over Y , we have ObsDiam(p
−1
n (Bi);−κ) <
2δ and so
diam(f∗(µXn |p−1n (Bi));µXn(p−1n (Bi))− κ) < 2δ
for all sufficiently large n and for i = 0, 1. There is a number ci ∈ f(Xn)
such that
µXn({|f − ci| ≤ δ} ∩ p−1n (Bi)) ≥ µXn(p−1n (Bi))− κ.
Note that µXn(p
−1
n (Bi)) and µXn(B˜i) both converge to µY (Bi) as n→
∞. Since µXn(Xn \ X˜n) ≤ εn, the above inequality leads us to
µXn({|f − ci| ≤ δ} ∩ B˜i) ≥ µXn(B˜i)− κ− 2εn,
so that, by chosing κ small enough,
µB˜i(|f − ci| ≤ δ) ≥ 1−
κ + 2εn
µXn(B˜i)
> 1− δ
D
for all sufficiently large n and for i = 0, 1. It follows from f ∈ Lip1(XDn )
that |f − ci| ≤ D on Xn. We have
∣∣∣∣
∫
Xn
f dµB˜i − ci
∣∣∣∣ ≤
∫
{|f−ci|≤δ}
|f − ci| dµB˜i +
∫
{δ<|f−ci|≤D}
|f − ci| dµB˜i
(9.9)
≤ δ +D · δ
D
= 2δ.
Since pn enforces concentration of Xn to Y , we may assume that
dH(Lip1(Xn), p∗nLip1(Y )) < εn. For the f there is g ∈ Lip1(Y ) such
that dKF (g ◦ pn, f) ≤ εn. Letting A := {|g ◦ pn − f | ≤ εn} we have
µXn(A) ≥ 1−εn. Since µXn({|f−ci| ≤ δ}∩ B˜i) ≥ µXn(B˜i)(1−δ/D) >
εn for all sufficiently large n, the intersection A ∩ {|f − ci| ≤ δ} ∩ B˜i
is nonempty for i = 0, 1. We take a point xi in this set and put
yi := pn(xi). It then holds that |g(yi) − f(xi)| ≤ εn, |f(xi) − ci| ≤ δ,
and yi ∈ Bi. Therefore, setting d01 := dY (B0, B1) we obtain∣∣∣∣
∫
Xn
f dµB˜0 −
∫
Xn
f dµB˜1
∣∣∣∣ ≤ |c0 − c1|+ 4δ ≤ |f(x0)− f(x1)|+ 6δ
≤ |g(y0)− g(y1)|+ 2εn + 6δ ≤ dY (y0, y1) + 2εn + 6δ
≤ d01 + 2εn + 8δ < d01 + 9δ
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for every sufficiently large n. Note that the above estimate is uniform
for all f ∈ Lip1(XDn ). It follows from the Kantorovich-Rubinstein
duality (Theorem 9.13) that
Wˆ1(µB˜0, µB˜1) ≤ d01 + 9δ,(9.10)
where Wˆ1 denotes the L1-Wasserstein metric on P1(X
D
n ). Take an
optimal transport plan π for Wˆ1(µB˜0, µB˜1). Note that d01 + δ
1/2 ≤ D.
Setting ξ := dXDn − d01 we have, by (9.10) and (2),
9δ ≥ Wˆ1(µB˜0 , µB˜1)− d01 =
∫
Xn×Xn
ξ dπ
=
∫
{ξ<δ1/2}
ξ dπ +
∫
{ξ≥δ1/2}
ξ dπ ≥ −εn + δ1/2π(ξ ≥ δ1/2)
and so π(dXn ≥ d01+ δ1/2) = π(ξ ≥ δ1/2) ≤ 10δ1/2 for every sufficiently
large n. We put
Vn := π(dXn ≤ d01 + δ1/2),
π˜n := V −1n π|{dXn≤d01+δ1/2},
µ˜ni := (proji)∗π˜
n,
where proj0 : Xn × Xn → Xn is the first projection and proj1 : Xn ×
Xn → Xn the second. (3) follows from the definition of π˜n. Since
π˜n ≤ V −1n π, we have
µ˜ni ≤ V −1n µB˜i ≤ (1− 10δ1/2)−1µB˜i ,
which implies (1). (4) is derived from (2) and (3). This completes the
proof. 
Let θ(·) : R → R be a function such that θ(ε) → 0 as ε → 0, and
θ(·|α1, α2, . . . ) : R → R a function depending on α1, α2, . . . such that
θ(ε|α1, α2, . . . )→ 0 as ε→ 0. We use θ(· · · ) like the Landau symbols.
Lemma 9.34. Let {Xn} be a sequence of mm-spaces satisfying CD(K,∞)
for a real number K, and Y an mm-space. Assume that a sequence of
Borel measurable maps pn : Xn → Y , n = 1, 2, . . . , satisfies (1), (2),
and (3) of Proposition 9.31. Then, for any ν0, ν1 ∈ P cb(Y ) and any
t ∈ ( 0, 1 ), there exist measures ν˜nt ∈ P (Xn), n = 1, 2, . . . , such that
lim sup
n→∞
W2((pn)∗ν˜nt , νi) ≤ t1−i(1− t)iW2(ν0, ν1), i = 0, 1,(9.11)
lim sup
n→∞
Ent((pn)∗ν˜nt |(pn)∗µXn) ≤ (1− t) Ent(ν0|µY ) + tEnt(ν1|µY )
(9.12)
− 1
2
Kt(1− t)W2(ν0, ν1)2.
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Proof. We take any ν0, ν1 ∈ P cb(Y ) and fix them. For any natural
numberm, there are finitely many mutually disjoint Borel subsets Bj ⊂
Y , j = 1, 2, . . . , J , such that
⋃J
j=1Bj = supp ν0 ∪ supp ν1, diamBj ≤
m−1, µY (Bj) > 0, and µY (∂Bj) = 0 for any j. Take a point yj ∈ Bj
for each j. For each pair of j, k = 1, 2, . . . , J , we apply Lemma 9.33 for
Bj and Bk to obtain measures µ˜
mn
jk ∈ P cb(Xn), n = 1, 2, . . . , such that,
for every sufficiently large n,
µ˜mnjk ≤ (1 + θ(m−1))µB˜j ,(9.13)
|W2(µ˜mnjk , µ˜mnkj )− dY (yj, yk)| ≤ θ(m−1),(9.14)
where B˜j := p
−1
n (Bj) ∩ X˜n. Replacing {n} by a subsequence, we may
assume that, as n → ∞, (pn)∗µ˜mnjk converges weakly to a measure,
say µ˜mjk ∈ P cb(Y ), because (pn)∗µ˜mnjk is supported in the compact set
supp ν0 ∪ supp ν1. Such the subsequence of {n} is taken to be common
for all j, k, and m by a diagonal argument. Let π be an optimal
transport plan for W2(ν0, ν1) and let
wjk := π(Bj × Bk),
ν˜mn0 :=
J∑
j,k=1
wjkµ˜
mn
jk , ν˜
mn
1 :=
J∑
j,k=1
wkjµ˜
mn
jk ,
ν˜m0 :=
J∑
j,k=1
wjkµ˜
m
jk, ν˜
m
1 :=
J∑
j,k=1
wkjµ˜
m
jk.
It then holds that (pn)∗ν˜mni converges weakly to ν˜
m
i as n→∞ for any
m and i = 0, 1. Since (pn)∗µB˜j converges weakly to µBj as n→∞ and
by (9.13), we have
ν˜m0 ≤ (1 + θ(m−1))
J∑
j,k=1
wjkµBj = (1 + θ(m
−1))
J∑
j=1
ν0(Bj)µBj
as well as
ν˜m1 ≤ (1 + θ(m−1))
J∑
j=1
ν1(Bj)µBj .
Since
∑J
j=1 νi(Bj)µBj → νi asm→∞, any weak limit of ν˜mi asm→∞
is less than or equal to νi. Moreover, ν˜
m
i and νi are both probability
measures supported in the compact set supp ν0 ∪ supp ν1 and thus ν˜mi
converges weakly to νi as m→∞ for i = 0, 1.
We next prove
lim
m→∞
lim inf
n→∞
W2(ν˜
mn
0 , ν˜
mn
1 ) = lim
m→∞
lim sup
n→∞
W2(ν˜
mn
0 , ν˜
mn
1 ) = W2(ν0, ν1)
(9.15)
in the following. Take an optimal transport plan π˜jk for W2(µ˜
mn
jk , µ˜
mn
kj )
and set π˜′ :=
∑
j,k wjkπ˜jk. Note that π˜
′ is a (not necessarily optimal)
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transport plan between ν˜mn0 and ν˜
mn
1 . By (9.14) we have, for every
sufficiently large n,
W2(ν˜
mn
0 , ν˜
mn
1 )
2 ≤
∫
Xn×Xn
d2Xn dπ˜
′ =
∑
j,k
wjk
∫
Xn×Xn
d2Xn dπ˜jk
=
∑
j,k
wjkW2(µ˜
mn
jk , µ˜
mn
kj )
2
≤
∑
j,k
wjk(dY (yj, yk) + θ(m
−1))2
≤
∑
j,k
wjk(dY (yj, yk)
2 + θ(m−1)dY (yj, yk)) + θ(m−1)
≤W2(ν0, ν1)2 + θ(m−1)W2(ν0, ν1) + θ(m−1),
where the last inequality follows from diamBj ≤ m−1, the definition
of wjk, and the Schwartz inequality.
Let us give the opposite estimate. We take an optimal transport
plan π˜ for W2(ν˜
mn
0 , ν˜
mn
1 ). Since ν˜
mn
i (Xn \ X˜n) = 0, we see that
W2((pn)∗ν˜mn0 , (pn)∗ν˜
mn
1 ) ≤
∫
Y×Y
d2Y d(pn × pn)∗π˜
=
∫
Xn×Xn
dY (pn(x), pn(x
′))2 dπ˜(x, x′)
≤
∫
Xn×Xn
(dXn(x, x
′) + εn)2 dπ˜(x, x′)
≤W2(ν˜mn0 , ν˜mn1 )2 + 2εnW2(ν˜mn0 , ν˜mn1 ) + ε2n.
Here, W2(ν˜
mn
0 , ν˜
mn
1 ) is uniformly bounded for all large m and n. Since
limm→∞ limn→∞(pn)∗ν˜mni = limm→∞ ν˜
m
i = νi, we have
lim
m→∞
lim
n→∞
W2((pn)∗ν˜mn0 , (pn)∗ν˜
mn
1 ) =W2(ν0, ν1).
This completes the proof of (9.15).
By (9.13) we have
ν˜mn0 =
∑
j,k
wjkµ˜
mn
jk ≤ (1 + θ(m−1))
∑
j
ν0(Bj)µB˜j ,
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which together with the monotonicity of v(r) := U(r)/r (= log r) im-
plies that
Ent(ν˜mn0 |µXn) =
∫
Xn
v
(
dν˜mn0
dµXn
)
dν˜mn0
≤
∫
Xn
v
(
(1 + θ(m−1))
∑
j
ν0(Bj)
µXn(B˜j)
1B˜j
)
dν˜mn0
=
∑
j
v
(
(1 + θ(m−1))
ν0(Bj)
µXn(B˜j)
)
ν˜mn0 (B˜j)
≤ (1 + θ(m−1))
∑
j
v
(
(1 + θ(m−1))
ν0(Bj)
µXn(B˜j)
)
ν0(Bj)
= (1 + θ(m−1))
∑
j
U
(
(1 + θ(m−1))
ν0(Bj)
µXn(B˜j)
)
µXn(B˜j),
which converges to
(1 + θ(m−1))
∑
j
U
(
(1 + θ(m−1))
ν0(Bj)
µY (Bj)
)
µY (Bj)
as n→∞. Since ν0(Bj)/µY (Bj) is dominated by the supremum of the
density ρ0 :=
dν0
dµY
of ν0, the above reduces to
∑
j
U
(
ν0(Bj)
µY (Bj)
)
µY (Bj) + θ(m
−1| sup ρ0)
= Ent(ν¯m0 |µY ) + θ(m−1| sup ρ0),
where
ν¯mi :=
∑
j
νi(Bj)µBj .
It follows from Jensen’s inequality that Ent(ν¯m0 |µY ) ≤ Ent(ν0|µY ). In
the same way, we obtain the estimate of Ent(ν˜mn1 |µXn) and eventually,
for i = 0, 1,
lim sup
n→∞
Ent(ν˜mni |µXn) ≤ Ent(νi|µY ) + θ(m−1| sup ρi).(9.16)
The condition CD(K,∞) implies that, for any fixed t ∈ ( 0, 1 ), there
is a measure ν˜mnt ∈ P2(Xn) such that
W2(ν˜
mn
t , ν˜
mn
i ) ≤ t1−i(1− t)iW2(ν˜mn0 , ν˜mn1 ) +m−1, i = 0, 1,(9.17)
Ent(ν˜mnt |µXn) ≤ (1− t) Ent(ν˜mn0 |µXn) + tEnt(ν˜mn1 |µXn)(9.18)
− 1
2
Kt(1− t)W2(ν˜mn0 ν˜mn1 )2 +m−1.
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Lemma 9.15 implies that Ent((pn)∗ν˜mnt |(pn)∗µXn) ≤ Ent(ν˜mnt |µXn),
which together with (9.18), (9.16), and (9.15) yields that
lim sup
m→∞
lim sup
n→∞
Ent((pn)∗ν˜mnt |(pn)∗µXn)(9.19)
≤ (1− t) Ent(ν0|µY ) + tEnt(ν1|µY )− 1
2
Kt(1− t)W2(ν0, ν1)2.
We are going to estimate W2((pn)∗ν˜mnt , νi) for i = 0, 1. Taking an
optimal transport plan π for W2(ν˜
mn
t , ν˜
mn
i ), we see that
W2((pn)∗ν˜mnt , (pn)∗ν˜
mn
i )
2 ≤
∫
Y×Y
d2Y d(pn × pn)∗π
=
∫
Xn×Xn
dY (pn(x), pn(x
′))2 dπ(x, x′)
and since ν˜mni (Xn \ X˜n) = 0,
≤
∫
X˜n×X˜n
(dXn(x, x
′) + εn)2 dπ(x, x′)
+
∫
(Xn\X˜n)×X˜n
dY (pn(x), pn(x
′))2 dπ(x, x′)
≤W2(ν˜mnt , ν˜mni )2 + 2εnW2(ν˜mnt , ν˜mni ) + ε2n
+
∫
(Xn\X˜n)×X˜n
dY (pn(x), pn(x
′))2 dπ(x, x′).
Since {pn} has bounded values on exceptional domains and since
ν˜mni (Xn \ p−1n (supp ν0 ∪ supp ν1)) = 0,
there is a constant D > 0 such that
dY (pn(x), pn(x
′))2 ≤ D
for π-a.e. (x, x′) ∈ (Xn \ X˜n)× X˜n and hence∫
(Xn\X˜n)×X˜n
dY (pn(x), pn(x
′))2 dπ(x, x′)
≤ Dπ((Xn \ X˜n)×Xn) = D ν˜mnt (Xn \ X˜n).
Therefore,
lim sup
n→∞
W2((pn)∗ν˜mnt , (pn)∗ν˜
mn
i )
2(9.20)
≤ lim sup
n→∞
(W2(ν˜
mn
t , ν˜
mn
i )
2 +D ν˜mnt (Xn \ X˜n)).
Let us prove that
lim
n→∞
ν˜mnt (Xn \ X˜n) = 0.(9.21)
150 9. CURVATURE AND CONCENTRATION
(9.18) and (9.16) together imply Ent(ν˜mnt |µXn) ≤ C, where C is a
constant independent of large m and n. Put ρ˜t :=
dν˜mnt
dµXn
. Since U(r)/r
is monotone increasing in r, we have, for any r > 0,
ν˜mnt (Xn \ X˜n) =
∫
{ρ˜t≥r}\X˜n
ρ˜t dµXn +
∫
{ρ˜t<r}\X˜n
ρ˜t dµXn
≤ r
U(r)
∫
{ρ˜t≥r}\X˜n
U(ρ˜t) dµXn + rµXn(X \ X˜n).
By
∫
{U(ρ˜t)<0} U(ρ˜t) dµXn ≥ inf U , we have∫
{U(ρ˜t)>0}
U(ρ˜t) dµXn ≤ C − inf U
and thus
ν˜mnt (Xn \ X˜n) ≤
(C − inf U)r
U(r)
+ rµXn(Xn \ X˜n)
for any r > 0 with U(r) > 0. By remarking limr→+∞ r/U(r)→ 0, the
above inequality implies (9.21).
Combining (9.21) with (9.20) yields that
lim sup
n→∞
W2((pn)∗ν˜mnt , (pn)∗ν˜
mn
i ) ≤ lim sup
n→∞
W2(ν˜
mn
t , ν˜
mn
i ).
Since (pn)∗ν˜mni
n→∞→ ν˜mi m→∞→ νi, we have
lim sup
m→∞
lim sup
n→∞
W2((pn)∗ν˜mnt , νi)
≤ lim sup
m→∞
lim sup
n→∞
W2(ν˜
mn
t , ν˜
mn
i ),
and by (9.17) and (9.15),
≤ lim sup
m→∞
lim sup
n→∞
t1−i(1− t)iW2(ν˜mn0 , ν˜mn1 )
= t1−i(1− t)iW2(ν0, ν1).
By this and (9.19), there is a sequence m(n)→∞ as n→∞ such that
ν˜nt := ν˜
m(n)n
t satisfies (9.11) and (9.12). This completes the proof. 
Lemma 9.35. Let Y be a proper metric space and y0 ∈ Y a point.
If a sequence of measures νn ∈ Pp(Y ), n = 1, 2, . . . , has uniformly
bounded pth moment Wp(νn, δy0) for some real number p with 1 ≤ p <
+∞, then {νn} is tight.
Proof. Assume that a sequence of measures νn ∈ Pp(Y ), n =
1, 2, . . . , satisfies Wp(νn, δy0) ≤ C for any n, for some constant C, and
for some p with 1 ≤ p < +∞. By Ho¨lder’s inequality we have, for any
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R > 0,
C ≥ Wp(νn, δy0) ≥W1(νn, δy0)
≥
∫
Y \BR(y0)
dY (y, y0) dνn(y) ≥ Rνn(Y \BR(y0)).
For any given ε > 0, setting R := C/ε and Kε := BR(y0) yields that
νn(Y \Kε) ≤ ε. This completes the proof. 
The following is one of main theorems of this chapter.
Theorem 9.36. Let {Xn}∞n=1 be a sequence of mm-spaces satisfying
CD(K,∞) for a real number K. If Xn concentrates to an mm-space Y
as n→∞, then we have the following (1), (2), and (3).
(1) Y is an intrinsic metric space.
(2) Y is a geodesic space satisfying CD(K,∞) provided that Y is
proper.
(3) Y satisfies CD(K,∞) provided that (pn)∗µXn = µY for every
n = 1, 2, . . . , where {pn : Xn → Y }∞n=1 is a sequence of Borel
measurable maps enforcing concentration of Xn to Y and with
bounded values on exceptional domains.
Proof. (1) follows from a standard discussion (cf. [46, Remark
4.6]) using Lemma 9.34.
(3) is derived from Lemmas 9.34 and 9.21.
We prove (2). Since Y is proper, (1) implies that Y is a geodesic
space. Take any ν0, ν1 ∈ P cb(Y ) and fix them. Fixing any t ∈ ( 0, 1 ),
we have measures νnt := (pn)∗ν˜
n
t ∈ P2(Y ), n = 1, 2, . . . , as in Lemma
9.34. Since W2(ν
n
t , νi) is uniformly bounded for all n, Lemma 9.35
together with Prohorov’s theorem (Theorem 1.17) proves that {νnt }
has a subsequence converging weakly to a measure on Y , say νt. By
(9.11), we have
W2(νt, νi) = t
1−i(1− t)iW2(ν0, ν1)
Let C0 be the union of the images of all minimal geodesic segments
joining y and y′, where y and y′ run over all points in supp ν0 and
supp ν1 respectively. Since supp νi, i = 0, 1, are compact and Y is
proper, C0 is a compact subset of Y . Note that νt is supported in C0.
We set Cr := Br(C0) for r > 0, which is also compact. Let ρ
n
t :=
dνnt
dµY
.
Since ∫
Y \Cr
U(ρnt ) d(pn)∗µXn ≥ (pn)∗µXn(Y \ Cr) inf U,
we have
lim inf
n→∞
∫
Y \Cr
U(ρnt ) d(pn)∗µXn ≥ µY (Y \ Cr) inf U,
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where we note that inf U < 0. By Lemma 9.16,
lim inf
n→∞
∫
Cr
U(ρnt ) d(pn)∗µXn ≥
∫
Cr
U
( dνt
dµY
)
dµY = Ent(νt|µY ).
We thus have
lim inf
n→∞
Ent(νnt |(pn)∗µXn) = lim inf
n→∞
∫
Y
U(ρnt ) d(pn)∗µXn
≥ Ent(νt|µY ) + µY (Y \ Cr) inf U,
where µY (Y \ Cr)→ 0 as r → +∞. This together with (9.12) implies
Ent(νt|µY ) ≤ (1−t) Ent(ν0|µY )+tEnt(ν1|µY )− 1
2
Kt(1−t)W2(ν0, ν1)2.
The proof of the theorem is now completed. 
9.4. k-Le´vy family
Definition 9.37 (k-Le´vy family). Let k be a natural number. A
sequence {Xn}∞n=1 of mm-spaces is called a k-Le´vy family if
lim
n→∞
Sep(Xn; κ0, · · · , κk) = 0
for any κ0, κ1, · · · , κk > 0.
It follows from Proposition 2.26 that a sequence of mm-spaces is a
1-Le´vy family if and only if it is a Le´vy family. For k ≤ k′, any k-Le´vy
family is a k′-Le´vy family. A k-Le´vy family is a union of k number of
Le´vy families.
The following is a direct consequence of Proposition 2.38.
Proposition 9.38. Let Xn, n = 1, 2, . . . , be closed Riemannian
manifolds. If λk(Xn) diverges to infinity as n → ∞ for a natural
number k, then {Xn} is a k-Le´vy family.
Theorem 9.39. Let {Xn}∞n=1 be a k-Le´vy family of mm-spaces for
a natural number k. Then we have one of the following (1) and (2).
(1) {Xn} is a Le´vy family.
(2) There exist a subsequence {Xni}∞i=1 of {Xn}∞n=1 and a sequence
of numbers ti with 0 < ti ≤ 1 such that, as i → ∞, tiXni
concentrates to a finite mm-space Y with 2 ≤ #Y ≤ k.
Recall that tX indicates the scaled mm-space (X, tdX , µX) for t > 0.
Proof. Assume that {Xn}∞n=1 is a k-Le´vy family and is not a Le´vy
family. We may assume that k is the minimal number such that {Xn}
is a k-Le´vy family. We have k ≥ 2. Taking a subsequence of {Xn}, we
have
Sep(Xn; κ0, · · · , κk−1) > c(9.22)
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for every n and for some numbers c, κ0, κ1, · · · , κk−1 > 0. There are
Borel subsets A0n, · · · , Ak−1,n ⊂ Xn such that µXn(Ain) ≥ κi and
dXn(Ain, Ajn) > c for any different i and j. For simplicity we set
Sn(κ) := Sep(Xn; κ0, · · · , κk−1, κ)
for κ > 0. Since {Xn} is a k-Le´vy family, there is a sequence of positive
numbers κ˜n → 0 such that Sn(κ˜n) converges to zero as n→∞. Let
rn := max{Sn(κ˜n), 1/n} and Bin := B2rn(Ain).
Note that Sn(κ˜n) may be zero, but rn is positive and still converges to
zero as n → ∞. Since the distance between Xn \
⋃k−1
i=0 Bin and Ajn,
j = 0, . . . , k − 1, is strictly greater than Sn(κ˜n), we have
µXn
(
Xn \
k−1⋃
i=0
Bin
)
< κ˜n(9.23)
for every n.
Claim 9.40. For each i = 0, 1, . . . , k−1, the sequence {(Bin, dXn, µin)}∞n=1
is a Le´vy family, where µin := µXn|Bin.
Proof. Take any numbers κ, κ′ > 0 and fix them. Since {Xn} is
a k-Le´vy family,
αn := Sep(Xn; κ0, κ1, · · · , κi−1, κ, κ′, κi+1, · · · , κk−1)
converges to zero as n→∞, so that
αn < c− 4rn ≤ min
j 6=j′
dXn(Bjn, Bj′n)
for every sufficiently large n. For the claim, it suffices to prove that
Sep(Bin; κ, κ
′) ≤ αn. In fact, if Sep(Bin; κ, κ′) > αn, then we have two
Borel subsets B′in, B
′′
in ⊂ Bin such that µXn(B′in) ≥ κ, µXn(B′′in) ≥ κ′,
and dXn(B
′
in, B
′′
in) > αn. By remarking that µXn(Bjn) ≥ κj for every
j, this is a contradiction to the definition of αn. 
We set, for i, j = 0, 1, . . . , k − 1,
dijn := sup{ | lm(f ;µin)− lm(f ;µjn)|; f ∈ Lip1(Xn) },
Dn := max
i,j=0,1,...,k−1
dijn.
Since dXn(Bin, Bjn) is bounded away from zero for i 6= j, we have
lim infn→∞Dn > 0. Define
tn :=
{
1/Dn if Dn > 1,
1 if Dn ≤ 1.
It is clear that 0 < tn ≤ 1 and 0 ≤ tndijn ≤ 1. Taking a subsequence
of {n}, we see that, as n → ∞, tndijn converges to a number, say
dij ∈ [ 0, 1 ], and µXn(Bin) to a number, say wi ∈ ( 0, 1 ), for any i, j.
We have dii = 0, dij ≥ 0, dji = dij for any i, j, and maxi,j dij > 0. We
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prove that dij ≤ dil + dlj for any i, j, l. In fact, for any ε > 0 there is a
function f ∈ Lip1(Xn) such that
| | lm(f ;µin)− lm(f ;µjn)| − dijn | < ε.
We have
diln ≥ | lm(f ;µin)− lm(f ;µln)|,
dljn ≥ | lm(f ;µln)− lm(f ;µjn)|,
and therefore dijn − ε < diln + dljn, which implies dij ≤ dil + dlj.
Let Y = {y0, y1, . . . , yk−1} be a set consisting of k elements and
define dY (yi, yj) := dij. Then, (Y, dY ) is a pseudometric space. We
define the measure µY :=
∑k−1
i=0 wiδyi on Y . It follows from (9.23) that
µY is a probability measure. Let Y
′ be the quotient space of Y by the
equivalence relation dY = 0, and let [yi] ∈ Y ′ denote the equivalence
class represented by yi ∈ Y . The pseudometric dY induces a metric
on Y ′, say dY ′. Let µY ′ be the push-forward of µY by the projection
Y → Y ′. It then follows from maxi,j dij > 0 that (Y ′, dY ′, µY ′) is an
mm-space with 2 ≤ #Y ′ ≤ k. Let us prove that Xn concentrates Y ′ as
n→∞. Define a map pn : Xn → Y ′ by
pn(x) :=
{
[yi] if x ∈ Bin,
[y0] if x ∈ Xn \
⋃k−1
i=0 Bin.
It is obvious that each pn is a Borel measurable map, and that (pn)∗µXn
converges weakly to µY as n → ∞. It suffices to prove that {pn}
satisfies (1), (2), and (3) of Theorem 9.8.
We prove (1), i.e., pn is 1-Lipschitz up to an additive error tending
to zero as n→∞. There are fijn ∈ Lip1(Xn) such that
dij = lim
n→∞
tn| lm(fijn;µin)− lm(fijn;µjn)|.
We find a sequence εn → 0 such that for any i and j,
| dij − tn| lm(fijn;µin)− lm(fijn;µjn)| | ≤ εn.
It follows from Claim 9.40 and Lemma 7.31 that there is a sequence
ε′n → 0 in such a way that, for each i, the µXn-measure of
B′in := { x ∈ Bin ; |fijn(x)− lm(fijn;µin)| < ε′n
for any j different from i }
converges to wi as n→∞. For any x ∈ B′in and x′ ∈ B′jn we have
dY ′(pn(x), pn(x
′)) = dY ′([yi], [yj]) = dij
≤ tn| lm(fijn;µin)− lm(fijn;µjn)|+ εn
≤ tn|fijn(x)− fijn(x′)|+ 2tnε′n + εn
≤ tndXn(x, x′) + 2tnε′n + εn
which implies (1).
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We prove (2), i.e., {pn} effectuates relative concentration of Xn
over Y ′. Let fn ∈ Lip1(Xn) and B ⊂ Y ′. Since ObsDiam(tX ;−κ) =
tObsDiam(X ;−κ), it suffices to prove that
lim sup
n→∞
tn diam((fn)∗(µXn|p−1n (B));µXn(p−1n (Xn))− κ) ≤ diamB.
Let B˜ be the preimage of B by the projection Y → Y ′ and set B˜ =
{yi1, . . . , yim}. We see that
p−1n (B) =
{⋃m
l=1Biln if y0 /∈ B˜,⋃m
l=1Biln ∪ (Xn \
⋃k
i=0Bin) if y0 ∈ B˜.
Put Mln := lm(fn|Biln;µXn|Biln). Since
LeRad(µXn |Bil ;−κ) ≤ ObsDiam(µXn |Bil ;−κ)→ 0 as n→∞,
we have, for any ε > 0,
(fn)∗(µXn|Biln)([Mln − ε,Mln + ε ])
= µXn({ x ∈ Biln | |fn(x)−Mln| ≤ ε })→ wil as n→∞.
Moreover, the total measure of (fn)∗(µXn|p−1n (B)) converges to
∑m
l=1wil.
Therefore,
lim sup
n→∞
tn diam((fn)∗(µXn |p−1n (B));µXn(p−1n (Xn))− κ)
≤ lim sup
n→∞
max
1≤l,l′≤m
tn|Mln −Ml′n| ≤ lim sup
n→∞
max
1≤l,l′≤m
tndilil′n
= max
1≤l,l′≤m
dilil′ = diamB,
which completes the proof of (2).
For the proof of (3), we prove the following.
Claim 9.41. For any i, j = 0, 1, . . . , k − 1 and κ > 0 we have
lim sup
n→∞
tnd+(Bin, Bjn; +κ) ≤ dY ′([yi], [yj]).
Proof. We fix i, j, and κ > 0. There are subsets Cn ⊂ Bin and
C ′n ⊂ Bjn such that µXn(Cn) ≥ κ, µXn(C ′n) ≥ κ, and
d+(Bin, Bjn; +κ) < dXn(Cn, C
′
n) + 1/n.
Let fn : Xn → R be the distance function from Cn, i.e., fn(x) :=
dXn(x, Cn), x ∈ Xn. By Claim 9.40, there is a sequence ε′n → 0 such
that, for each l = 0, 1, . . . , k − 1, the µXn-measure of
Dln := { x ∈ Bln | |fn(x)− lm(fn;µln)| ≤ ε′n }
converges to wl as n → ∞. There is a natural number N such that
the intersections Cn ∩ Din and C ′n ∩ Djn are both nonempty for any
156 9. CURVATURE AND CONCENTRATION
n ≥ N . In what follows, let n be any number with n ≥ N . Taking
points xn ∈ Cn ∩Din and x′n ∈ C ′n ∩Djn, we have
| lm(fn;µin)| = |fn(xn)− lm(fn;µin)| ≤ ε′n,
lm(fn;µjn) ≥ fn(x′n)− ε′n ≥ dXn(Cn, C ′n)− ε′n.
We therefore obtain
tnd+(Bin, Bjn; +κ) ≤ tndXn(Cn, C ′n) + tn/n
≤ tn(lm(fn;µjn)− lm(fn;µin)) + 2tnε′n + tn/n
≤ tndijn + εn + 2tnε′n + tn/n
→ dij as n→∞,
which implies the claim. 
Using Claim 9.41 we now prove (3). We take A1, A2 ⊂ Y ′ and κ > 0.
Let {yi1, . . . , yiM} be the preimage of A1 by the projection Y → Y ′ and
{yj1, . . . , yjN} the preimage of A2. We see that A1 = {[yi1], . . . , [yiM ]}
and A2 = {[yj1], . . . , [yjN ]}. Assume that n is large enough. Since
µXn(Xn \
⋃k−1
i=0 Bin) < κ/2, it holds that
d+(p
−1
n (A1), p
−1
n (A2); +κ)
≤ d+(Bi1n ∪ · · · ∪ BiMn, Bj1n ∪ · · · ∪ BjNn; +κ/2)
≤ max
α=1,...,M, β=1,...,N
d+(Biαn, Bjβn; +κ/(2max{M,N}))
and by Claim 9.41,
lim sup
n→∞
tnd+(p
−1
n (A1), p
−1
n (A2); +κ)
≤ max
α=1,...,M, β=1,...,N
dY ′([yiα], [yjβ ])
≤ dY ′(A1, A2) + diamA1 + diamA2.
(3) has been proved.
By Theorem 9.8 and Corollary 5.35, this completes the proof of
Theorem 9.39. 
Corollary 9.42. Let {Xn}∞n=1 be a k-Le´vy family of mm-spaces
for a natural number k such that
lim sup
n→∞
ObsDiam(Xn;−κ) < +∞
for any κ > 0. Then, there exists a subsequence of {Xn} that concen-
trates to a finite mm-space Y with #Y ≤ k.
Proof. In the proof of the previous Theorem 9.39, the assump-
tion for the observable diameter implies that dijn is bounded above
uniformly for all i, j, and n, so that tn is bounded away from zero.
Therefore, Theorem 9.39 implies the corollary. 
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The following is a direct consequence of Corollary 9.42 and Theorem
9.36.
Corollary 9.43. Let {Xn}∞n=1 be a sequence of closed Riemannian
manifolds with a lower bound of Ricci curvature and with the property
that
lim sup
n→∞
ObsDiam(Xn;−κ) < +∞
for any κ > 0. If λk(Xn) diverges to infinity as n → ∞ for some
natural number k, then {Xn} is a Le´vy family.
Corollary 9.44. Let {Xn}∞n=1 be a sequence of closed Riemannian
manifolds of nonnegative Ricci curvature. If λk(Xn) diverges to infinity
as n→∞ for some natural number k, then {Xn} is a Le´vy family.
Proof. Let {Xn}∞n=1 be a sequence of closed Riemannian mani-
folds of nonnegative Ricci curvature such that λk(Xn) diverges to in-
finity as n → ∞ for some natural number k. By Proposition 9.38,
{Xn} is a k-Le´vy family. Suppose that {Xn} is not a Le´vy family. By
applying Theorem 9.39, there are a subsequence {Xni} of {Xn} and a
sequence of numbers ti with 0 < ti ≤ 1 such that tiXni concentrates
to a disconnected mm-space Y . Since each tiXni satisfies CD(0,∞), so
does Y , which is a contradiction. This completes the proof. 
It follows from Corollary 2.39 that if λ1(Xn) diverges to infinity
as n → ∞ for a sequence of closed Riemannian manifolds Xn, n =
1, 2, . . . , then it is a Le´vy family. We have the converse under the
nonnegativity of Ricci curvature.
Theorem 9.45 (E. Milman; [29,30]). If {Xn}∞n=1 is a Le´vy family
of closed Riemannian manifolds of nonnegative Ricci curvature, then
λ1(Xn) diverges to infinity as n→∞.
Combining Corollary 9.44 and Theorem 9.45 yields the following
equivalence
{Xn} is a Le´vy family
⇐⇒ λ1(Xn)→ +∞
⇐⇒ λk(Xn)→ +∞ for some k
for a sequence of closed Riemannian manifolds Xn, n = 1, 2, . . . , with
nonnegative Ricci curvature.
Using Theorem 9.45, we prove the following theorem.
Theorem 9.46. For any natural number k, there exists a positive
constant Ck depending only on k such that if X is a closed Riemannian
manifold of nonnegative Ricci curvature, then we have
λk(X) ≤ Ckλ1(X).
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Proof. Suppose that Theorem 9.46 is false. Then, there are a
natural number k and a sequence of closed Riemannian manifolds Xn,
n = 1, 2, . . . , of nonnegative Ricci curvature such that λk(Xn)/λ1(Xn)
diverges to infinity as n→∞. Let X ′n be the scale change of Xn such
that λ1(X
′
n) = 1. Since
λk(X
′
n) =
λk(X
′
n)
λ1(X ′n)
=
λk(Xn)
λ1(Xn)
→ +∞ as n→∞,
and by Corollary 9.44, the sequence {X ′n} is a Le´vy family. By Theorem
9.45, λ1(X
′
n) must be divergent to infinity, which is a contradiction.
This completes the proof. 
Example 9.47. For any natural number k ≥ 2, we give an example
of a sequence of closed Riemannian manifolds Xn, n = 1, 2, . . . , such
that, as n→∞,
(1) λk−1(Xn) converges to zero,
(2) λk(Xn) diverges to infinity,
(3) Xn concentrates to a finite mm-space Y with #Y = k and, in
particular, {Xn} is not a Le´vy family.
Such a sequence {Xn} is constructed as follows. Let Sn1 , Sn2 , . . . , Snk
be the k copies of an n-dimensional unit sphere in a Euclidean space,
and pni , q
n
i ∈ Sni two points that are antipodal to each other for each
i, i.e., the geodesic distance between pni and q
n
i is equal to π. Let us
consider the connected sum of Sn1 , . . . , S
n
k with small bridges. Let δn
be a small positive number. For each i = 1, 2, . . . , k − 1, we remove
open geodesic metric balls Uδn(q
n
i ) and Uδn(p
n
i+1) of radius δn centered
at qni and p
n
i+1 from S
n
i and S
n
i+1, and attach a copy of the Riemannian
product space Sn−1(sin δn)× [ 0, δn ] to the boundaries, where Sn−1(r)
is an (n− 1)-dimensional sphere of radius r in a Euclidean space. The
boundary of Bδn(x), x ∈ Sni , is isometric to Sn−1(sin δn) and the at-
taching is by an isometry. The resulting manifold, say Xn, is home-
omorphic to a sphere and has a C0 Riemannian metric. We deform
the metric of Xn to a smooth one, so that Xn is a C
∞ Riemannian
manifold. Let Xˆn be the disjoint union of S
n
1 , . . . , S
n
k . Take a sequence
of positive numbers Cn → +∞. We may assume that δn is so small
that the spectrum of the Laplacian of Xn in [ 0, Cn ] is very close to
the spectrum of the Laplacian of Xˆn in [ 0, Cn ]. A precise proof of this
follows from the same discussion as in [14, §9]. Since λk−1(Xˆn) = 0
and λk(Xˆn) = n, the sequence {Xn} satisfies (1) and (2). It is easy to
see that Xn concentrates to a finite mm-space Y = {y1, . . . , yk} such
that dY (yi, yj) = π|i − j| and µY ({yi}) = 1/k for all i, j = 1, 2, . . . , k.
The sequence {Xn} do not satisfy the conclusions of Theorem 9.46 and
Corollary 9.44. It has no lower bound of Ricci curvature.
Remark 9.48. The converse of Theorem 9.39 also holds in the fol-
lowing sense. Let X be an mm-space and Y an mm-space consisting of
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k points. For any numbers κ0, κ1, · · · , κk with k dconc(X, Y ) < mini κi,
we have
Sep(X ; κ0, κ1, · · · , κk) ≤ 2 dconc(X, Y ).(9.24)
In particular, if a sequence of mm-spaces concentrates to a finite mm-
space consisting of k points, then it is a k-Le´vy family.
Proof of (9.24). We take Borel subsets A0, A1, · · · , Ak ⊂ X such
that µX(Ai) ≥ κi for i = 0, 1, · · · , k. Let α be an arbitrary positive
number such that
dconc(X, Y ) < α <
1
k
min
i
κi.
There are two parameters ϕ : I → X and ψ : I → Y such that
dH(ϕ
∗Lip1(X), ψ∗Lip1(Y )) < α.
We define functions fi : X → R by fi(x) := dX(x,Ai), x ∈ X , i =
0, 1, · · · , k. Since each fi is 1-Lipschitz, there is gi ∈ Lip1(Y ) such that
dKF (fi ◦ ϕ, gi ◦ ψ) < α. This is equivalent to L1(Bi) > 1− α, where
Bi := { s ∈ I | |(fi ◦ ϕ)(s)− (gi ◦ ψ)(s)| < α }.
For any j = 0, 1, · · · , k, we have
L1
(
ϕ−1(Aj) ∩
k−1⋂
i=0
Bi
)
≥ µX(Aj) + L1
( k−1⋂
i=0
Bi
)
− 1 ≥ κj − kα > 0
Take sj ∈ ϕ−1(Aj) ∩
⋂k−1
i=0 Bi for each j. Since ψ(sj) ∈ Y , j =
0, 1, . . . , k, and Y consists of k points, it follows from the pigeonhole
principle that ψ(si1) = ψ(si2) for some i1 and i2 with i1 < i2. Since
i1 ≤ k − 1 and si1 ∈ ϕ−1(Ai1) ∩Bi1 , we have
|(gi1 ◦ ψ)(si2)| = |(gi1 ◦ ψ)(si1)|
= |dX(ϕ(si1), Ai1)− (gi1 ◦ ψ)(si1)| < α.
Combining this with si2 ∈ ϕ−1(Ai2) ∩Bi1 , we therefore obtain
dX(Ai1 , Ai2) ≤ dX(ϕ(si2), Ai1) < (gi1 ◦ ψ)(si2) + α < 2α,
which implies (9.24). 
Remark 9.49. All the results in this section also hold for weighted
Riemannian manifolds with Bakry-E´mery Ricci curvature bounded from
below, instead of Ricci curvature. The proofs are the same.
9.5. Concentration of Alexandrov spaces
In this section, we prove the stability of a lower bound of Alexandrov
curvature under concentration. We also prove a version of Corollary
9.44 for Alexandrov spaces.
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Definition 9.50 (∠˜x1x0x2). Take a real number κ and fix it.
Let X be a metric space and M2(κ) a complete simply connected
two-dimensional space form of constant curvature κ. For different
three points x0, x1, x2 ∈ X , we denote by ∠˜x1x0x2 the angle between
x˜0x˜1 and x˜0x˜2, where x˜0, x˜1, x˜2 are three points in M
2(κ) such that
dX(xi, xj) = dM2(κ)(x˜i, x˜j) for i, j = 0, 1, 2, and where x˜ix˜j is a mini-
mal geodesic joining x˜i to x˜j . ∠˜x1x0x2 is defined only if the following
condition is satisfied:
(∗)
{
κ ≤ 0,
or κ > 0 and per(△x0x1x2) ≤ 2π/
√
κ,
where per(△x0x1x2) := dX(x0, x1) + dX(x1, x2) + dX(x2, x3). We call
(∗) the perimeter condition for x0, x1, x2. If the perimeter condition
(∗) is satisfied for any different three points in X , then we say that X
satisfies the perimeter condition for κ.
Under the perimeter condition for X and κ > 0, we see that, if
dX(x0, xi) = π/
√
κ for i = 1 or 2, then ∠˜x1x0x2 is not unique and can
be taken to be any real number between 0 and π. If dX(x0, xi) < π/
√
κ
for i = 1, 2, then ∠˜x1x0x2 is uniquely determined and depends only on
κ and dX(xi, xj), i, j = 0, 1, 2.
Definition 9.51 (Alexandrov space). A metric space X is said to
be of Alexandrov curvature ≥ κ if X satisfies the perimeter condition
for κ and if for any different four points x0, x1, x2, x3 ∈ X we have
∠˜x1x0x2 + ∠˜x2x0x3 + ∠˜x3x0x1 ≤ 2π.
An Alexandrov space of curvature ≥ κ is, by definition, an intrinsic
metric space of Alexandrov curvature ≥ κ.
This definition of Alexandrov space may be different from those in
the other literatures, but is equivalent to them.
For an Alexandrov space, the Hausdorff dimension and covering
dimension coincide to each other and are called the dimension. Note
that, for an Alexandrov space, the finiteness of dimension implies the
local compactness of the space, so that a finite-dimensional Alexandrov
space is a proper geodesic space. We refer to [7,40] for the details for
Alexandrov spaces.
Lemma 9.52. Let pn : Xn → Y be Borel measurable maps between
mm-spaces Xn and Y , n = 1, 2, . . . . We assume that each pn enforces
ε′n-concentration of Xn to Y with ε
′
n → 0, and that (pn)∗µXn converges
weakly to µY as n→∞. Let B ⊂ Y be an open subset and let
dn(x) := dXn(x, p
−1
n (B) ∩ X˜n) and dn(x) := dY (pn(x), B)
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for x ∈ Xn, where X˜n is a non-exceptional domain of pn for some
additive error εn → 0 as n→∞. Then, for any ε > 0 we have
lim sup
n→∞
µXn(dn ≥ dn + diamB + ε) = 0,(1)
lim sup
n→∞
µXn(dn ≤ dn − ε) = 0.(2)
Proof. We prove (1). Suppose the contrary. Then, replacing {n}
with a subsequence, we may assume that
µXn(dn ≥ dn +D + ε) ≥ α(9.25)
for all n and for a constant α > 0, where D := diamB. There are
finitely many mutually disjoint Borel subsets Y1, . . . , YN ⊂ Y such that
µY ((
⋃N
i=1 Yi)
◦) > 1 − α/2 and diamYi ≤ ε/2 for any i = 1, . . . , N .
Since (pn)∗µXn converges weakly to µY , we have
µXn
(
p−1n
( N⋃
i=1
Yi
))
> 1− α/2.(9.26)
for all sufficiently large n. By setting
Ain := { x ∈ p−1n (Yi) | dn(x) ≥ dn(x) +D + ε },
(9.25) and (9.26) together imply
µXn
( N⋃
i=1
Ain
)
> α/2.
There is a number i0 such that µXn(Ai0n) > α/(2N) for infinitely many
n. Replacing {n} with a subsequence we assume that µXn(Ai0n) >
α/(2N) for any n. Letting κ := min{α/(2N), µY (B)/2}, we observe
that
µXn(Ai0n) > κ and µXn(p
−1
n (B) ∩ X˜n) > κ
for all sufficiently large n. Applying Theorem 9.8(3), we obtain
lim sup
n→∞
dXn(Ai0n, p
−1
n (B) ∩ X˜n) ≤ lim sup
n→∞
d+(p
−1
n (Yi0), p
−1
n (B); +κ)
≤ dY (Yi0, B) + ε/2 +D,
so that there is a point xn ∈ Ai0n for each n such that
lim sup
n→∞
dn(xn) ≤ dY (Yi0 , B) + ε/2 +D ≤ inf
p−1n (Yi0 )
dn + ε/2 +D,
which contradicts xn ∈ Ai0n. (1) has been proved.
We prove (2). Suppose that (2) does not hold. Then, replacing
with a subsequence we have
µXn(dn ≤ dn − ε) ≥ α
for all n and for some α, ε > 0. Since µXn(X˜n) → 1 as n → ∞, there
is a point xn ∈ X˜n for every sufficiently large n such that dn(xn) ≤
dn(xn) − ε. We find a point x′n ∈ p−1n (B) ∩ X˜n such that |dn(xn) −
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dXn(xn, x
′
n)| ≤ εn. Since pn is 1-Lipschitz up to the additive error εn,
we have
dn(xn) ≤ dY (pn(xn), pn(x′n)) ≤ dXn(xn, x′n) + εn ≤ dn(xn) + 2εn,
which is a contradiction. This completes the proof. 
Theorem 9.53. Let Xn, n = 1, 2, . . . , be mm-spaces of Alexandrov
curvature ≥ κ for a real number κ. If Xn concentrates to an mm-space
Y as n→∞, then Y is of Alexandrov curvature ≥ κ.
Proof. By Corollary 5.35, there are Borel measurable maps pn :
Xn → Y , n = 1, 2, . . . , enforcing concentration of Xn to Y such that
(pn)∗µXn converges weakly to µY as n → ∞. Applying Theorem 9.8
yields that pn is 1-Lipschitz up to some additive error εn → 0, so that
(9.27) dY (pn(x), pn(x
′)) ≤ dXn(x, x′) + ǫn
for any x, x′ ∈ X˜n, where X˜n is a non-exceptional domain of pn for
εn. We take any different four points y0, y1, y2, y3 ∈ Y and fix them.
Let o ∈ Y be a point different from y0, y1, y2, y3. By Proposition 9.29,
we may assume that pn(x) = o for all x ∈ Xn \ X˜n. Let δ be any
number such that 0 < δ < dY (o, yi) for i = 0, 1, 2, 3. We see that
p−1n (Bδ(yi)) ⊂ X˜n for any i and n. Set, for x ∈ Xn,
din(x) := dXn(x, p
−1
n (Bδ(yi)), din(x) := dY (pn(x), Bδ(yi)).
Lemma 9.52 implies that
lim sup
n→∞
µXn(|din − din| > 3δ) = 0.
Since lim infn→∞ µXn(p
−1
n (Uδ(y0))) ≥ µY (Uδ(y0)) > 0, there is a point
x0n ∈ p−1n (Uδ(y0)) for every sufficiently large n such that
| din(x0n)− din(x0n) | ≤ 3δ
for i = 1, 2, 3. Since dY (pn(x0n), y0) < δ and by a triangle inequality,
we have
| din(x0n)− dY (y0, yi) | < 2δ.
From the definition of din, there is a point xin ∈ p−1n (Bδ(yi)) such that
| din(x0n)− dXn(x0n, xin) | < δ.
Combining these inequalities, we obtain
| dXn(x0n, xin)− dY (y0, yi) | < 6δ
for i = 1, 2, 3. This holds for every n large enough compared with
δ. Besides, we have dY (pn(xin), yi) ≤ δ, so that (9.27) and xin ∈
p−1n (Bδ(yi)) ⊂ X˜n together lead us to
dY (yi, yj)− 2δ ≤ dY (pn(xin), pn(xjn)) ≤ dXn(xin, xjn) + ǫn
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for i, j = 1, 2, 3. By the arbitrariness of δ, we eventually obtain points
xin ∈ Xn such that, for i, j = 1, 2, 3,
lim
n→∞
dXn(x0n, xin) = dY (y0, yi),(9.28)
lim inf
n→∞
dXn(xin, xjn) ≥ dY (yi, yj).(9.29)
Since yi are arbitrary points in Y , formula (9.29) and the perimeter
condition for Xn and κ together imply the perimeter condition for Y
and κ. We also obtain, from (9.28) and (9.29),
lim inf
n→∞
∠˜xinx0nxjn ≥ ∠˜yiy0yj
for i, j = 1, 2, 3. Since Xn is of Alexandrov curvature ≥ κ, we have
∠˜x1nx0nx2n + ∠˜x2nx0nx3n + ∠˜x3nx0nx1n ≤ 2π,
which together with the previous inequality yields
∠˜y1y0y2 + ∠˜y2y0y3 + ∠˜y3y0y1 ≤ 2π.
This completes the proof. 
Theorem 9.54 (Petrunin, Zhang, and Zhu; [39, 51]). Let X be
an n-dimensional Alexandrov space of curvature ≥ κ for a constant κ.
Then, X satisfies CD((n− 1)κ,∞).
Note that they in fact proved that X satisfies CD((n− 1)κ, n) that
is a stronger condition than CD((n− 1)κ,∞).
Let Xn, n = 1, 2, . . . , be compact Alexandrov spaces of curvature ≥
κ for a real number κ. We equip eachXn with the (dimXn)-dimensional
Hausdorff measure normalized as the total measure to be one. Assume
that Xn has an upper bound of diameter. Let us discuss concentration
of Xn as n → ∞. In the case where the dimension of Xn is bounded
from above, it is well-known (see [50, Proposition A.4]) that each Xn
satisfies the doubling condition and the doubling constant is bounded
from above, so that {Xn} is a uniform family (see Remark 4.29). It
then follows from Corollary 5.20 and Remark 4.31 thatXn concentrates
to an mm-space Y as n → ∞ if and only if Xn converges to Y in the
sense of measured Gromov-Hausdorff convergence.
It is more significant to consider the case where the dimension ofXn
diverges to infinity as n→∞. Combining Theorem 9.54 and Corollary
9.27 yields the following.
Corollary 9.55. Let Xn, n = 1, 2, . . . , be compact finite-dimensional
Alexandrov spaces of curvature ≥ κ for a constant κ. If κ is positive
and if the dimension of Xn diverges to infinity, then {Xn} is a Le´vy
family.
In the case where Xn has nonnegative Alexandrov curvature, we
have the following theorem.
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Theorem 9.56. Let Xn, n = 1, 2, . . . , be compact finite-dimensional
Alexandrov spaces of nonnegative curvature. If Xn concentrates to an
mm-space Y as n→∞, then Y is an Alexandrov space of nonnegative
curvature.
Note that Y maybe infinite-dimensional.
Proof. By Theorem 9.53, it suffices to prove that Y is an intrinsic
metric space. Theorem 9.54 says that each Xn satisfies CD(0,∞).
Applying Theorem 9.36 yields that Y is an intrinsic metric space. This
completes the proof. 
Remark 9.57. If Xn have a negative lower curvature bound, then
the limit Y is not necessarily an intrinsic metric space. It is easy to
construct such an example. In fact, the manifold ( 0, 1 )×Sn with metric
dt+ f(t)θn concentrates to a disconnected space as n→∞ in general,
where θn is the metric of the unit sphere in R
n+1 and f : ( 0, 1 ) → R
is a function such that the completion of the Riemannian manifold is
diffeomorphic to a sphere, i.e, f(0 + 0) = f(1 − 0) = 0, f ′(0 + 0) =
f ′(1 − 0) = 0, etc. If −f ′′/f is bounded below, then the sectional
curvature of the manifold is bounded below. The concentration limit
is the closure of the subset of ( 0, 1 ) where f takes its maximum. That
is not necessarily connected and is not an intrinsic metric space in
general.
We denote by λk(X) the k
th nonzero eigenvalue of the Laplacian on
a compact finite-dimensional Alexandrov space X , where we refer to
[22,37] for the Riemannian structure and the Laplacian on an Alexan-
drov space. We have the following proposition in the same way as in
the proof of Proposition 2.38.
Proposition 9.58. Let X be a compact finite-dimensional Alexan-
drov space. Then we have
λk(X) Sep(X ; κ0, . . . , κk)
2 ≤ 4
mini=0,1,...,k κi
for any κ0, . . . , κk > 0.
In particular, a sequence {Xn}∞n=1 of compact finite-dimensional
Alexandrov spaces is a k-Le´vy family if λk(Xn) diverges to infinity as
n→∞.
Corollary 9.59. Let Xn, n = 1, 2, . . . , be compact finite-dimensional
Alexandrov spaces of nonnegative curvature. If λk(Xn) diverges to in-
finity as n → ∞ for some natural number k, then {Xn} is a Le´vy
family.
Proof. Proposition 9.58 says that {Xn} is a k-Le´vy family. By
Theorems 9.39 and 9.56, {Xn} is a Le´vy family. This completes the
proof. 
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Theorem 9.60. If {Xn}∞n=1 is a Le´vy family of compact Alexandrov
spaces of nonnegative curvature, then λ1(Xn) diverges to infinity as
n→∞.
Proof. The theorem follows from Theorem 9.54, [42, Corollary
4.3], and the proof of [25, Theorem 1]. 
Using Theorem 9.60 and Corollary 9.59, we obtain the following
theorem in the same way as in Theorem 9.46.
Theorem 9.61. For any natural number k, there exists a positive
constant Ck depending only on k such that if X is a compact Alexandrov
space of nonnegative curvature, then we have
λk(X) ≤ Ckλ1(X).
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