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Resumen
El desarrollo de esta tesis consiste en describir el algoritmo de Rubinstein, el cual
puede distinguir si una 3-variedad es o no es la 3-esfera. Detallaremos la versio´n de
Matveev para este algoritmo. El algoritmo considera una 3-variedad por medio de la
descomposicio´n en asas generadas por una espina especial. Si la 3-variedad es una
3-esfera, un teorema de Rubinstein garantiza la existencia de una 2-esfera 2-normal
contenida en la 3-variedad con la propiedad de que en la interseccio´n de esta 2-
esfera y al menos una bola (0-asa) de la descomposicio´n en asas aparece al menos un
cuadrila´tero o un o´ctagono. El algoritmo busca tal 2-esfera y si no la encuentra, se
concluye que la 3-variedad no es la 3-esfera. Si se encuentra una tal 2-esfera, se usa
para cortar la 3-variedad en varias partes cada una de las cuales es una 3-variedad
con “complejidad” menor, y de tal manera que la 3-variedad original es una 3-esfera
si y so´lo si cada una de las partes es la 3-esfera. Para determinar si una de las partes
es la 3-esfera, el algoritmo es aplicado recursivamente, a menos que trivialmente sea
la 3-esfera (su espina es un punto).
Palabras Claves
3-Variedades, Espinas Especiales, Superficie 2-Normal, Descomposicio´n en Asas, Po-
sicio´n Delgada para Enlaces, El Teorema de Rubinstein.
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Abstract
This thesis describes an algorithm by Rubinstein that distinguishes whether a 3-
manifold is the 3-sphere or not. We give the details of Matveev’s version of this
algorithm. The algorithm considers a 3-manifold by means of the handle decompo-
sition generated by a special spine. If the 3-manifold is the 3-sphere, a theorem by
Rubinstein guarantees that there is a 2-normal 2-sphere contained in the 3-manifold
with the property that in the intersection of this 2-sphere and at least one ball (0-
handle) of the decomposition appears a quadrilateral or an octagon. The algorithm
looks for such a 2-sphere and if it is not found, it is concluded that the 3-manifold
is not the 3-sphere. If such a 2-sphere is found, it is used to cut the 3-manifold into
several pieces which are 3-manifolds with smaller “complexity” and such that the
original 3-manifold is a 3-sphere if and only if each of the pieces is a 3-sphere. To
determine if one of the pieces is the 3-sphere, the algorithm is applied recursively,
unless it is trivially the 3-sphere (its spine is a point).
keywords
3-Manifold, Special Spines, 2-Normal Surfaces, Handle Decompositions, Thin Position
of Links, The Rubinstein Theorem.
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Introduccio´n
Un problema fundamental de la topolog´ıa algor´ıtmica es describir un procedimiento
el cual, dados dos espacios topolo´gicos, puede determinar (en un nu´mero finito de
pasos) si estos son homeomorfos . En este contexto un espacio topolo´gico es dado por
medio de una representacio´n finita, la cual usualmente es una triangulacio´n.
Problema del Homeomorfismo: Dadas dos triangulaciones T y T ′, ¿son los
espacios topolo´gicos correspondientes homeomorfos ?
Dada una pregunta gene´rica P (como la anterior), un procedimiento de decisio´n
para P , o un algoritmo para decidir P es, informalmente, un programa de computador
el cual para cada instancia concreta de P produce en un nu´mero finito de pasos una
respuesta (correcta). La descripcio´n formal de un algoritmo usa la nocio´n de ma´quina
de Turing, u otra de las nociones formales de computacio´n que son equivalentes a
estas.
Existen preguntas naturales insolubles, es decir, para las que no existe un proce-
dimiento de decisio´n. Un ejemplo bien conocido es el problema de la palabra. Dado
un grupo G descrito por medio de relaciones generadores gi y relaciones rj, y un
producto de generadores γ:
G = 〈g1, g2, . . . , gm; r1, r2, . . . , rn〉, γ = gi1gi2 · · · gis ,
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se busca decidir si γ = 1 (el elemento identidad). Basado en esto, Markov [4] probo´ en
1958 que el problema del homeomorfismo para n-variedades es insoluble. El caso de
1-variedades es trivial y el de 2-variedades tiene una solucio´n simple que ha sido
conocida desde comienzos del siglo pasado: una 2-variedad compacta esta´ determinada
por su orientabilidad y su ge´nero. Lo anterior deja abierto el caso de 3-variedades
compactas, donde so´lo algunos casos parciales han sido resueltos.
El problema que se considera en esta tesis es el caso concreto en que una de las
3-variedades es simplemente la 3-esfera y se pregunta si otra 3-variedad dada por
medio de, digamos una triangulacio´n, es homeomorfa a la 3-esfera:
Reconocimiento de la 3-Esfera: Dada una triangulacio´n T de una 3-variedad,
es T una 3-esfera ?
En 1992, Rubinstein [8] describio´ un algoritmo para este problema, el cual hace
uso de una extensio´n de la teor´ıa de superficies normales desarrollada por Haken
anteriormente (quien las uso´ tambie´n para la solucio´n de problemas algor´ıtmicos,
incluyendo el problema de decidir si un nudo es trivial), y tambie´n de la teor´ıa de
superficies mı´nimas [2]. El elemento principal del algoritmo de Rubinstein es la exis-
tencia para una 3-esfera de una una 2-esfera casi normal embebida en ella, la cual
se puede determinar algor´ıtmicamente de manera similar a la usada para las superfi-
cies normales de Haken. En 1994, Thompson publico´ una versio´n simplificada en la
cual reemplaza la teor´ıa de superficies mı´nimas con argumentos que usan el concepto
de posicio´n delgada de un enlace en una 3-bola [10]. Finalmente, en 1995 Matveev
dio´ una presentacio´n alternativa del algoritmo de Thompson en la que la 3-variedad
se representa por medio de una espina especial [5].
El objetivo de esta tesis es dar una presentacio´n completa del algoritmo de Thom-
pson con la presentacio´n de Matveev y su justificacio´n. Nuestro tratamiento sigue el
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enfoque que desarrollo´ Matveev en [6] para la presentacio´n de este algoritmo.
El algoritmo lo resumimos a continuacio´n. Dada una triangulacio´n T de una 3-
variedad M , el algoritmo procede de la siguiente manera:
1. Se determina H1(M), el primer grupo de homolog´ıa de M .
1.1. Si H1(M) 6= 0, entonces M no es una 3-esfera y el procedimiento termina.
1.2. Si H1(M) = 0 entonces se continua con el siguiente paso (en este caso M es una
3-esfera homolo´gica).
2. Se obtiene una espina especial P para M . (P es realmente una espina especial para
M \B donde B es una 3-bola en M .)
3. Se busca una 2-esfera 2-normal S en M usando P (la cual debe existir si M es una
3-esfera por el resultado de Rubinstein).
3.1. Si S no existe, entonces M no es una 3-esfera y entonces el procedimiento
termina.
3.2. Si S existe, se usa S para particionar P en espinas P1, P2, . . . , Pn de 3-esferas
homolo´gicas M1,M2, . . . ,Mn, de tal manera que
(i) cada Pi es una espina especial o´ es un punto (si Pi es un punto, entonces
Mi es una 3-esfera), y
(ii) M es la suma conexa de M1,M2, . . . ,Mn.
4. (Paso recursivo) Para cada Pi,Mi obtenida en el paso anterior, si Pi es una espina
especial (no es un punto) entonces se aplican a Pi,Mi recursivamente los pasos 3 y
4. Si se obtiene que cada Mi es una 3-esfera, entonces la 3-variedad M inicial es una
3-esfera, y de lo contrario no los es. (Es decir, si en todas las ejecuciones recursivas
nunca se falla en encontrar una 2-esfera 2-normal, entonces la 3-variedad inicial es la
3-esfera).
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El desarrollo de e´sta tesis esta distribuido de la siguiente forma:
Preliminares. Aqu´ı encontramos algunos conceptos muy ba´sicos de topolog´ıa
Cap´ıtulo 2. En este cep´ıtulo se define el concepto de espinas, espinas especiales
y espinas casi simples y tambie´n se define la complejidad de una 3-variedad.
Cap´ıtulo 3. En este cap´ıtulo definimos el concepto de superficies 2-normales en
descomposicion de asas y vemos algunas de las propiedades asociadas a este
concepto, como lo es el hecho de cortar a una 3-variedad a lo largo de una
superficie 2-normal contenida en e´l.
Cap´ıtulo 4. La primera seccio´n de este cap´ıtulo contiene el enunciado de un
teorema que se usara para la prueba del teorema de Rubinstein (a saber el
teorema 4.2). En la seccio´n siguiente de este cap´ıtulo se da una prueba de el
teorema 4.2.
Cap´ıtulo 5. En este cap´ıtulo tenemos el enunciado formal del teorema de Ru-
binstein y su demostracio´n.
Cap´ıtulo 6. En la primera seccio´n definimos los conceptos de bolas y esferas
homolo´gicas y demostramos algunos resultados que nos ayudaran a constituir
los pasos del algoritmo deseado. En la ultima seccio´n de este cap´ıtulo tenemos
la descipcio´n del algoritmo.
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Cap´ıtulo 1
Preliminares
1.1. Poliedros y complejos
Un poliedro convexo es la envoltura convexa de un nu´mero finito de puntos en Rn.
Los puntos x0, x1, . . . , xk ∈ Rn son llamados dependientes si existe un plano (k − 1)-
dimensional que los contenga, en caso contrario se llaman independientes. Un poliedro
convexo generado por puntos independientes x0, x1, . . . , xk es llamado un simplejo k-
dimensional. Un poliedro es una unio´n de un nu´mero finito de poliedros convexos
contenidos en algu´n Rn. Cualquier poliedro puede ser dividido en simplejos de modo
muy preciso, esto es, cualquier dos simplejos o no se cruzan o se cruzan a lo largo de
una cara comu´n. Tal subdivisio´n es llamada triangulacio´n de el poliedro y un poliedro
con una triangulacio´n fija es llamado un complejo simplicial. Es conveniente suponer
que todas las caras de todos los simplejos de una triangulacio´n tambie´n son simplejos
de la triangulacio´n.
Si v es un ve´rtice de un complejo simplicial K, entonces la unio´n de todos los
simplejos del complejo K, para los cuales v es un ve´rtice, es llamado la estrella de v
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y es denotado por St(v,K). La unio´n de todos los simplejos de la estrella St(v,K)
para los cuales v no es un ve´rtice es llamado el enlace del ve´rtice v y es denotado por
lk(v,K).
Un complejo simplicial L es llamado una subdivisio´n de un complejo simplicial K si
sus realizaciones (el poliedro definido por L) coinciden y si cada simplejo del complejo
L esta enteramente contenido en un cierto simplejo del complejo K. La subdivisio´n
estrella centrada en un punto a dentro de K, es obtenida como sigue: simplejos que
no contengan al punto a permanecen sin cambiar, y cada simplejo σ que contenga
este punto es dividido en conos con ve´rtice a sobre todas las caras del simplejo σ que
no contengan el punto a. Si desarrollamos subdivisiones estrellas con centro en todos
los simplejos del complejo K en un orden compatible haciendo decrecer la dimensio´n,
obtenemos una subdivisio´n derivada K ′ del complejo K.
El concepto de complejo celular es conveniente definirlo por induccio´n. Un com-
plejo celular de dimensio´n 0 es un conjunto finito de puntos. Un complejo celular de
dimensio´n 1 es obtenido de pegar varias celdas uno-dimensionales (arcos) a lo lar-
go de mapeos de sus bordes (par de puntos). Un complejo celular de dimensio´n 2
es construido pegando varias celdas dos-dimensionales (discos) a un complejo uno-
dimensional a lo largo de un mapeo de sus c´ırculos de borde, etc. En el caso general,
un celda k-dimensional es entendida como una bola k-dimensional que es pegada a
un complejo (k − 1)-dimensional a lo largo de un mapeo de esferas de borde de esas
bolas.
Sea K un complejo celular. Denotaremos el nu´mero de celdas de dimensio´n i por
ci(K). Por definicio´n, la caracter´ıstica de Eluer χ(K) es igual a
∑∞
i=0(−1)ici(K).
De la caracter´ıstica de Euler se conoce que es independiente de la escogencia de
la subdivisio´n del complejo K en celdas. Para complejos simpliciales este hecho es
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probado geome´tricamente si notamos que al subdividir una estrella no se afecta la
caracter´ıstica de Euler del complejo.
1.2. Variedades
Un espacio topolo´gico M es llamado una n-variedad si
M es un espacio topolo´gico de Hausdorff.
M tiene una base contable.
cada punto en M tiene una vecindad homeomorfa a Rn.
Por un espacio de Hausdorff, entendemos que cualquier dos puntos deben tener
vecindades disjuntas. Por un espacio con una base contable, entendemos que puede
ser cubierto por un nu´mero contable de vecindades.
Un espacio topolo´gico M , Hausdorff y con base contable es llamado una variedad
n-dimensional con borde si cada uno de sus puntos tiene una vecindad homeomorfa
a Rn o al subespacio cerrado Rn+. La unio´n de los puntos de la variedad M , que no
tienen vecindades del primer tipo, es llamado borde de esta variedad y es denotado
por ∂M .
1.3. Vecindades regulares
Sea T una triangulacio´n de una variedad lineal por tramos y sea K un subcom-
plejo. Consideraremos la subvariedad U(K) = ∪v∈K′ St(v, T ′′), donde St(v, T ′′) hace
referencia a la estrella del ve´rtice v en la segunda subdivisio´n derivada T ′′ de la trian-
gulacio´n T , y la unio´n es tomada sobre todos los ve´rtices de la primera subdivisio´n K ′
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del complejo K. La veriedad U(K) es llamada vecindad regular del complejo K en T .
El vecindario regular puede cambiar por una subdivisio´n estrella de la triangulacio´n
T , pero se puede verificar que existe una isotop´ıa lineal por tramos fijada sobre K que
env´ıa la nueva vecindad en la antigua. As´ı que, los vecindarios regulares considerados
bajo isotop´ıa sobre K no cambian cuando cambiamos de subdivisiones estrellas. Esto
implica que las vecindades regulares consideradas bajo isotop´ıa son independientes
de la triangulacio´n T .
1.4. Asas
La operacio´n de pegar un asa n-dimensional de ı´ndice λ a una variedad n-dimensional
M con borde es como sigue. Representamos la n-bola esta´ndar como producto directo
Dλ ×Dn−λ de bolas de dimensio´n λ y n− λ, y la pegamos a M a lo largo de cierto
embebimiento ϕ : (∂Dλ)×Dn−λ → ∂M . En tres dimensiones, por ejemplo, pegar un
asa de ı´ndice 0 a una variedad M consiste en adicionar una bola separada, pegar un
asa de ı´ndice 1 consiste en adicionar un cilindro I × D2, pegar un asa de ı´ndice 2
consiste en adicionar una placa D2× I y pegar una asa de ı´ndice 3 consiste en pegar
una bola a lo largo de una esfera en ∂M .
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Cap´ıtulo 2
Espinas de 3-Variedades
Deseamos estudiar la geometr´ıa y topolog´ıa de 3-variedades. Para esto necesitamos
la nocio´n central de espina de una 3-variedad.
En esta tesis el concepto de espinas es relevante debido a que las 3-variedades
las consideraremos expresadas en descomposiciones de asas generadas por espinas.
Teniendo en cuenta el siguiente resultado asociado a este concepto: dada una espina
de una 3-variedad podemos generar una descomposicio´n en asas asociada a esta espina
y dada una descomposicio´n en asas de una 3-variedad podemos obtener una espina.
2.1. Colapso
Para definir espinas, necesitamos definir en forma precisa el concepto de colapso.
Empezamos con la definicio´n de colapso elemental simplicial
Sea K un complejo simplicial, y sea σn, δn−1 ∈ K dos simplejos tal que σ sea
principal; esto es, σ no es cara propia de algu´n otro simplejo en K, y δ es una cara
libre de σ; esto es, δ no es cara propia de cualquier otro simplejo de K que no sea σ.
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Definicio´n 2.1. La transicio´n de K a K \ (σ ∪ δ) es llamado un colapso elemental
simplicial.
2 1 Simple and Special Polyhedra
Fig. 1.1. Elementary simplicial collapse
Fig. 1.2. Elementary polyhedral collapse
It is easy to see that an elementary simplicial collapse is a special case of
an elementary polyhedral collapse. Likewise, it is possible to choose a trian-
gulation of the ball Bn such that the collapse of Bn onto its face Bn−1 can
be expressed as a sequence of elementary simplicial collapses. It follows that
the same is true for any elementary polyhedral collapse.
By a simplicial collapse of a simplicial complex K onto its subcomplex
L we mean any sequence of elementary simplicial collapses transforming K
into L. Similarly, a polyhedral collapse is a sequence of elementary polyhedral
collapses.
1.1.2 Spines
Definition 1.1.4. LetM be a compact connected 3-dimensional manifold with
boundary. A subpolyhedron P ⊂M is called a spine of M if M ↘ P , that is,
M collapses to P . By a spine of a closed connected 3-manifold M we mean a
spine of M \ Int B3 where B3 is a 3-ball in M . By a spine of a disconnected
3-manifold we mean the union of spines of its connected components.
Remark 1.1.5. A simple argument shows that any compact triangulated 3-
manifoldM always possesses a spine of dimension ≤ 2. Indeed, letM collapse
to a subcomplex K. If K contains a 3-simplex, then K contains a 3-simplex
with a free face, so the collapsing can be continued.
Figura 2.1. Colapso elemental simplicial
Definicio´n 2.2. Un poliedro P colapsa en un subpoliedro Q (notacio´n P ↘ Q) si
para alguna triangulacio´n (K,L) del par (P,Q) el complejo K colapsa en L por una
secuencia de colapsos elementales simpliciales.
En general, no es necesario triangular a P para construir un colapso P ↘ Q;
para este propo´sito podemos usar grandes bloques dentro de los simplejos. Es claro
que cualquier celda n-dimensional Bn colapsa en cualquier cara (n− 1)-dimensional
Bn−1 ⊂ ∂Bn. Sea P = Q ∪Bn, Q ∩Bn = Bn−1, donde Bn es una n-celda y Bn−1 en
una cara (n− 1)-dimensional de Bn.
Definicio´n 2.3. La transicio´n de P a Q es llamada un colapso poliedral elemental.
Por un colapso simplicial de un complejo simplicial K en un subcomplejo L en-
tenderemos cualquier secuencia de colapsos elementales que transforman K en L.
Similarmente, un colapso poliedral es una secuencia de colapsos elementales poliedra-
les.
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2 1 Simple and Special Polyhedra
Fig. 1.1. Elementary simplicial collapse
Fig. 1.2. Elementary polyhedral collapse
It is easy to see that an elementary simplicial collapse is a special case of
an elementary polyhedral collapse. Likewise, it is possible to choose a trian-
gulation of the ball Bn such that the collapse of Bn onto its face Bn−1 can
be expressed as a sequence of elementary simplicial collapses. It follows that
the same is true for any elementary polyhedral collapse.
By a simplicial collapse of a simplicial complex K onto its subcomplex
L we mean any sequence of elementary simplicial collapses transforming K
into L. Similarly, a polyhedral collapse is a sequence of elementary polyhedral
collapses.
1.1.2 Spines
Definition 1.1.4. LetM be a compact connected 3-dimensional manifold with
boundary. A subpolyhedron P ⊂M is called a spine of M if M ↘ P , that is,
M collapses to P . By a spine of a closed connected 3-manifold M we mean a
spine of M \ Int B3 where B3 is a 3-ball in M . By a spine of a disconnected
3-manifold we mean the union of spines of its connected components.
Remark 1.1.5. A simple argument shows that any compact triangulated 3-
manifoldM always possesses a spine of dimension ≤ 2. Indeed, letM collapse
to a subcomplex K. If K contains a 3-simplex, then K contains a 3-simplex
with a free face, so the collapsing can be continued.
Figura 2.2. Colapso poliedral elemental
2.2. Espinas
Definicio´n 2.4. Sea M una 3-variedad compacta conexa con borde no vacio. Un
subpoliedro P ⊂ M se llama una espina de M si M ↘ P , esto es, M colapsa en
P . Por una espina de de una 3-variedad cerrada conexa entenderemos una espina
de M \ IntB3 dond B3 es una 3-bola en M . Por una espina de una 3-variedad no
conexa entendem s la unio´n de las espinas de sus componentes co exas.
Teorema 2.1. Las siguientes condiciones sobre un subpoliedro compacto P ⊂ IntM
de una 3-variedad compacta M con borde son equivalentes:
(a) P es u a espina de M.
(b) M es homeomorfo a una vecindad regular de P en M.
(c) La variedad M \ P es homeomorfa a ∂M × [0, 1).
Demostracio´n. Ver teorema 1.1.7 de [6]
2.3. Poliedros simples y especiales
Una espina de una 3-variedad M nos proporciona informacio´n respecto a M . En
particular, si ∂M 6= ∅ entonces cualquier espina P de M es homoto´pica a M y por
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lo tanto determina el tipo de homotop´ıa de M . Sin embargo es posible para dos
variedades no homeomorfas tener la misma espina. Para un ejemplo simple, considere
una banda de Mo¨bius y un anillo 2-dimensional. Son dos 2-variedades que colapsan
en un c´ırculo, sin embargo ellas son claramente no homeomorfas.
Para eliminar esta dificultad, restringiremos nuestras clases de espinas a las que
llamaremos espinas especiales. Pero primero debemos dar una definicio´n para poliedro
simple.
Definicio´n 2.5. Un poliedro compacto P es llamado simple si el enlace de cada punto
x ∈ P es homeomorfo a uno de los siguientes poliedros 1-dimensionales:
Un c´ırculo (tal punto x es llamado no singular)
Un c´ırculo con una l´ınea diametral (tal punto x es llamado un punto triple)
Un c´ırculo con dos l´ıneas dia´metrales (tal punto x es llamado un ve´rtice verda-
dero)
Definicio´n 2.6. El conjunto de puntos singulares de un poliedro simple (el cual co-
rresponde a la unio´n de ve´rtices verdaderos y l´ıneas triples) es llamado grafo singular
del poliedro y es denotado por SP .
Describiremos la estructura de un poliedro simple en detalles. Cada poliedro sim-
ple es naturalmente estratificado. Estratos de dimensio´n 2 (2-componentes) son las
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L´ınea Triple Punto no singular Ve´rtice verdadero
Figura 2.3
componentes conexas del conjunto de puntos no singulares. Estratos de dimensio´n
1 (1-componentes) consisten de l´ıneas triples cerradas o abiertas, y los estratos de
dimensio´n 0 son los ve´rtices verdaderos.
Definicio´n 2.7. Un poliedro simple P es llamado especial si:
1. Cada 1-componente de P es una 1-celda abierta.
2. Cada 2-componente de P es una 2-celda abierta.
2.4. Espinas especiales
Definicio´n 2.8. Una espina de una 3-variedad es llamada simple o especial si la
espina es un poliedro simple o especial, respectivamente.
Teorema 2.2. Cualquier 3-variedad compacta posee una espina especial. Esta espina
es algor´ıtmicamente construible.
Demostracio´n. Ver teorema 1.1.13 de [6].
Para tener una idea de esta prueba veamos lo siguiente: Sea M una 3-variedad con
borde no vac´ıo y sea T una triangulacio´n de M . Consideremos la descomposicio´n en
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6 1 Simple and Special Polyhedra
Fig. 1.6. Bing’s House and Abalone
Fig. 1.7. Going from a triangulation to a handle decomposition
the upper tube into the lower room and exhaust the interior of the room
keeping the quadrilateral membrane fixed. Finally, we do the same with the
upper room.
To collapse the 3-ball onto the Abalone, one may collapse it onto the
Abalone with a filled tube and then, starting from the ends of the tube, push
in the 3-dimensional material of the tube until we get the meridional disc.
Theorem 1.1.13 ([20]). Any compact 3-manifold possesses a special spine.
Proof. Let M be a 3-manifold with boundary and let T be a triangulation
of M . Consider the handle decomposition generated by T . This means the
following: We replace each vertex with a ball Bi (a handle of index 0), each
edge with a beam Cj (a handle of index 1), and each triangle with a plate Pk
(a handle of index 2), see Fig. 1.7. The rest of M consists of index 3 handles.
Let P be the union of the boundaries of all handles: P =
⋃
i,j,k ∂Bi∪∂Cj∪
∂Pk (the boundaries of index 3 handles do not contribute to the union). Then
P is a special polyhedron and is indeed a special spine ofM with an open ball
removed from each handle. Alternatively, one can construct a special spine of
multipuncturedM by taking the union of ∂M and the 2-dimensional skeleton
of the cell decomposition dual to T .
It remains to show that if M with m > 1 balls removed has a special
spine, then M with m− 1 balls removed also has a special spine. We do that
in two steps. First, we show that as long as the number of removed balls is
greater than one, there exist two distinct balls separated by a 2-component of
P . This can be achieved by considering a general position arc connecting two
Figura 2.4. Como ejemplo de espinas especiales de B3 tenemos la casa de Bing y oreja
marina
asas generada por T , esto es, reemplazamos cada ve´rtice de T por una bola (asa de
ı´ndice 0), cada arista por una viga (asa de ı´ndice 1), y cada tria´ngulo por una placa
(asa de ı´ndice 2), ver figura 2.5. El resto de M consiste de asas de ı´ndice 3.
6 1 Simple and Special Polyhedra
Fig. 1.6. Bing’s House and Abalone
Fig. 1.7. Going from a triangulation to a handl decomposition
the upper tube into the lower room and exhaust the interior of the room
keeping the quadrilateral membrane fixed. Finally, we do the same with the
upper room.
To collapse the 3-ball onto the Abalone, one may collapse it onto the
Abalone with a filled tube and then, starting from the ends of the tube, push
in the 3-dimensional material of the tube until we get the meridional disc.
Theorem 1.1.13 ([20]). Any compact 3-manifold possesses a special spine.
Proof. Let M be a 3-manifold with boundary and let T be a triangulation
of M . Consider the handle decomposition generated by T . This means the
following: We replace each vertex with a ball Bi (a handle of index 0), each
edge with a beam Cj (a handle of index 1), and each triangle with a plate Pk
(a handle of index 2), see Fig. 1.7. The rest of M consists of index 3 handles.
Let P be the union of the boundaries of all handles: P =
⋃
i,j,k ∂Bi∪∂Cj∪
∂Pk (the boundaries of index 3 handles do not contribute to the union). Then
P is a special polyhedron and is indeed a special spine ofM with an open ball
removed from each handle. Alternatively, one can construct a special spine of
multipuncturedM by taking the union of ∂M and the 2-dimensional skeleton
of the cell decomposition dual to T .
It remains to show that if M with m > 1 balls removed has a special
spine, then M with m− 1 balls removed also has a special spine. We do that
in two steps. First, we show that as long as the number of removed balls is
greater than one, there exist two distinct balls separated by a 2-component of
P . This can be achieved by considering a general position arc connecting two
Figura 2.5. Paso de la triagulacio´n a la descomposicio´n en a as
Sea P la unio´n de los bordes de las bolas, vigas y placas anteriormente mencio-
nados. Entonces se puede probar que P es una espina especial para la 3-variedad
obtenida por suprimir de M un nu´mero de bolas abiertas igual al nu´mero de todas
las asas mencionadas anteriormente. Luego se puede verificar la siguiente afirmacio´n:
Si M con m > 1 bolas suprimidas tiene una e pina es l, e tonces M con m − 1
bolas suprimidas t mbi´n tien una esp na especial. La espina especial que se obtiene
para M con m − 1 bolas suprimidas es algor´ıtmicamente construible a partir de la
espina especial de M con m bolas suprimidas. El me´todo que se usa para obtener la
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espina especial de M con m−1 bolas suprimidas es llamada en [6] como construccio´n
de arco. Despue´s de varios pasos podemos llegar a que M con una bola abierta supri-
mida tiene una espina especial P ′. Si M es cerrado hemos acabado la prueba. Si no,
aplicamos de nuevo la construccio´n de arco para unir la bola con una componente de
M \ P ′, as´ı obtenemos una espina especial para ∂M × [0, 1).
1.1 Spines of 3-Manifolds 7
Fig. 1.8. The arch construction
distinct balls and observing that it must pass transversally through at least
one separating 2-component.
The second step consists in puncturing the spine to fuse these two balls
into one so that the remaining spine is also special. If we just made a hole to
cut our way through the 2-component, the boundary of the hole would contain
points of forbidden types. One can try to collapse the punctured spine as long
as possible with hoping to get a special polyhedron, but sometimes we would
end up with a polyhedron which is not even simple. So we must find a way to
avoid this. The arch construction illustrated in Fig. 1.8 gives us a solution.
The arch connects two different balls separated by a 2-cell C in such a
way as to form a special polyhedron. To see this, consider how we get such an
arch: first add a “blister” to the spine as illustrated in Fig. 1.8. This is done by
considering a neighborhood of the spine and then collapsing most of it (except
the blister) back down to the spine. Squeeze in the blister until what remains
is a filled tube attached by a membrane F to the spine. From each end of the
tube, push in its contents until all that remains is a disk in the middle of the
tube. Now remove this disk.
The claim is that we get a special spine forM with the number of removed
balls decreased by one. The crux of the matter is that each of the 2-components
of the new spine is a 2-cell. Actually the only suspicious 2-component is D,
that appeared after joining 2-components A and B by the arch. Clearly, D
is a 2-cell provided A != B (if A = B, we get either an annulus or a Mo¨bius
band). To see that the proviso always holds, one should use the fact that we
have started with two distinct balls separated by the 2-component C: A differs
from B, since they separate different pairs of balls.
After a few such steps we get a special spine P ′ of once punctured M . If
M is closed, then we are done. If not, we slightly push P ′ into the interior of
M and use the arch construction again to unite the ball and a component of
M \ P ′ homeomorphic to ∂M × [0, 1). #unionsq
Remark 1.1.14. Bing’s House with two Rooms is a good illustration for the
above proof. This polyhedron is obtained from a 2-sphere with a disk in the
middle by applying the arch construction twice.
Figura 2.6. Construccio´n de arco
Teorema 2.3. Si dos 3-variedades compactas y conexas tienen espinas especiales
homeomorfas y las 3-variedades son ambas cerrados o ambos tienen borde no vac´ıo,
entonces estas 3-variedades son homeomorfas.
Para la prueba ver teorema 1.120 de [6], en el cual se usa el siguiente lema.
Lema 2.4. Sean Pi ⊂Mi poliedros especiales de 3-variedades Mi, i = 1, 2. Entonces
cualquier homeomorfismo h : P1 → P2 puede ser extendido a un ome morfismo h1
entre sus vecindades regulare .
2.5. Espinas casi simples
Como vimos en la seccio´n anterior cualquier homeomorfismo entre espinas especiales
puede ser extendido entre las correspondientes variedades (teorema 2.3). De modo que
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cualquier espina especial P de una 3-variedad M se puede usar como una presentacio´n
de M . Adema´s, M puede ser reconstruido de una vecindad regular N(SP ) en P de
grafo singular SP de P : empezamos con N(SP ). Podemos fa´cilmente reconstruir P
por pegar 2-celdas a todos los c´ırculos en ∂N(SP ), y entonces reconstruir M . Si M
es orientable, entonces N(SP ) puede ser embebido en R3. Esta es una forma muy
conveniente de presentar a M .
Teorema 2.5. Para cualquier entero k existe solo un nu´mero finito de espinas es-
peciales con k ve´rtices verdaderos. Todas estas espinas pueden ser construidas al-
gor´ıtmicamente.
Demostracio´n. Ver teorema 2.1.1 de [6]
Una idea natural de medir la complejidad de una 3-variedad es por el nu´mero de
ve´rtices verdaderos de su espina especial. Esta caracter´ıstica de las espinas especiales
es conveniente debido al hecho de que solo un nu´mero finito de 3-variedades tienen
una espina especial con un nu´mero dado de ve´rtices verdaderos. Pero existen dos
inconvenientes con las espinas especiales. El primero, es que las espina especiales no
son aditivas respecto a la suma conexa. La segunda es que si nos restringimos so´lo
a espinas especiales nos hace perder la posibilidad de considerar muchas espinas que
son naturales como un punto para una bola (y tambie´n para S3), un c´ırculo para
un toro so´lido, un plano proyectivo para el espacio RP 3. Tambie´n utilizar solamente
espinas especiales, algunas veces complica el trabajo.
Todas estas complicaciones tienen la misma ra´ız: la propiedad de ser especial no
se hereda. En otras palabras, un subpoliedro de un poliedro especial puede no ser
especial, incluso si no se puede colapsar en otro subpoliedro ma´s pequen˜o. Por estos
motivos daremos el concepto de espina casi simple, con la cual obtendremos varias
propiedades para el manejo del algoritmo.
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Definicio´n 2.9. Un poliedro compacto P es llamado casi simple si el enlace de cual-
quiera de sus puntos puede ser embebido en Γ4, un grafo completo con 4 ve´rtices. Una
espina P de una 3-variedad es casi simple, si el es un poliedro casi simple.
Dada una espina casi simple P . La parte 1-dimensional de P es definida como
la clausura del conjunto de puntos con enlaces 0-dimensionales; lo cual significa que
es un grafo. La parte 2-dimensional consiste de el conjunto de puntos cuyo enlace
contiene un arco.
La nocio´n de ve´rtice verdadero, grafo singular, 2-componente de un poliedro casi
simple son introducidos en la misma forma como para poliedro simple. Un ve´rtice
verdadero de un poliedro casi simple P es un punto con un enlace L = Γ4, el grafo
singular SP consiste de los puntos cuyos enlaces contienen un c´ırculo con un dia´metro,
y una 2-componente son las componentes conexas del conjunto de todos los puntos
cuyos enlaces contienen un c´ırculo pero no contienen un c´ırculo con un dia´metro.
2.6. Complejidad de una 3-variedad
Definicio´n 2.10. La complejidad c(P ) de un poliedro simple P es igual al nu´mero
de sus vertices verdaderos.
Definicio´n 2.11. La complejidad c(M) de una 3-variedad compacta M es igual a k
si M posee una espina casi simple con k vertices verdaderos y no tiene una espina
casi simple con un nu´mero menor de vertices verdaderos. En otras palabras,
c(M) = minP c(P )
donde el mı´nimo es tomado sobre todas las espinas casi simples de M
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Propiedad Aditiva de la Complejidad
Recordemos que la suma conexa M1#M2 de dos 3-variedades compactas M1 y M2 es
definida como la variedad
(M1 \ IntB31) ∪h (M2 \ IntB32)
donde B31 ⊂ IntM1 y B32 ⊂ IntM2 son 3-bolas, y h es un homeomorfismo entre
sus bordes. Si las variedades son orientables, su suma conexa puede depender de
la eleccio´n de h. En este caso M1#M2 denota cualquiera de la dos posible sumas
conexas.
Para definir la suma conexa por el borde, consideremos dos discos D1 ⊂ ∂M1 y
D2 ⊂ ∂M2 en el borde de las dos 3-variedades. Pegando a M1 y M2 por medio de la
identificacio´n de los disco a lo largo del homeomorfismo h : D1 → D2. Equivalente-
mente, podemos pegar un asa de ı´ndice 1 a M1∪M2 tal que la base de la asa coincida
con D1∪D2. La variedad obtenida es llamada suma conexa por el borde de M1 y M2 y
es denotada por M1qM2. De lo anterior queda claro que M1qM2 depende de la elec-
cio´n de los discos D1 y D2 (si al menos una de las variedades tiene borde no conexo),
y de la eleccio´n de h (homeomorfismos que difieren por reflexiones pueden generar re-
sultados diferentes). De modo que la notacio´n M1qM2 es ligeramente ambigua, como
en la notacio´n para la suma conexa. Cuando usamos la notacio´n M1 qM2 haremos
referencia a una de las variedades obtenidas por el pegado descrito anteriormente.
Teorema 2.6. Para cualquier 3-variedades M1 y M2 tenemos:
1. c(M1#M2) = c(M1) + c(M2)
2. c(M1 qM2) = c(M1) + c(M2)
Demostracio´n. Ver teorema 2.2.9 de [6]
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Cap´ıtulo 3
Superficies 2-Normales
3.1. Supeficies 2-normales en descomposiciones de
asas
El concepto de superficie 2-normal lo usaremos en esta tesis de la siguiente forma:
garantizaremos la existencia de una 2-esfera que sea 2-normal y que este contenida en
una 3-variedad. Luego cortaremos la 3-variedad a lo largo de esta 2-esfera y demos-
traremos que las 3-variedades obtenidas (que ser´ıan exactamente 2 3-variedades) en
este corte tienen complejidad menor que la 3-variedad inicial. Teniendo en cuenta que
todo este trabajo se llevara a cabo considerando las 3-variedades en descomposiciones
de asas generadas por espinas especiales.
Aunque se va a usar el concepto de superficie 2-normales en descomposicio´n de asas,
definiremos superficies 2-normales en triangulaciones para generar una idea intuitiva
de este concepto.
Definicio´n 3.1. Sea T una triangulacio´n de una 3-variedad M , que puede ser sin-
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gular. Una superficie cerrada F es llamada 2-normal si F esta en posicio´n general
respecto a T y cumple:
1. La interseccio´n de la superficie F con todo tetraedro consiste de discos. Estos
discos sera´n llamados elementales.
2. El borde ∂D ⊂ ∂∆3 de todo disco elemental D ⊂ ∆3 es normal y cruza cada
arista ma´ximo dos veces.
Las posibles intersecciones entre las superficies 2-normales y los tetraedros de la
triangulacio´n corresponden a los siguientes:
Figura 3.1
Ahora introduciremos los conceptos relacionados a 3-variedades en descomposicio´n
de asas. Toda 3-variedad M con borde no vac´ıo puede ser descompuesta en asas de
ı´ndices 0,1 y 2 llamadas bolas, vigas y placas, respectivamente. Una forma de lograr
esto es usando la parte (b) del teorema 2.1 junto con el teorema 2.2, en la cual
se consideran vecindades regulares de espinas especiales. Las bolas son obtenidas
como vecindades regulares de los ve´rtices verdaderos. Las vigas son obtenidas como
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vecindades regulares de las l´ıneas triples, y la placas como vecindades regulares de las
2-componentes. Teniendo en cuenta el comentario mencionado al inicio, estas sera´n
las descomposiciones de asas que tendremos en cuenta para obtener los resultados
deseados. En el caso que M sea cerrado, su descomposicio´n de asas debe contener al
menos una asa de ı´ndice 3.
Recordemos que al inicio del desarrollo de esta seccio´n consideraremos cualquier
descomposiciones de asas, esto mientras definimos algunos conceptos ba´sicos, y pos-
teriormente solo tendremos en cuenta las descomposiciones de asas generadas por las
vecindades regulares de las espinas especiales.
Ahora cada viga y cada placa tiene una estructura de producto de la forma D2×I.
La diferencia entre ellas radica en que las vigas son pegadas a las bolas a lo largo
de dos discos D2 × {0, 1}, mientras que las placas D2 × I son pegados a la unio´n de
bolas y vigas a lo largo de los anillos ∂D2 × I. La interseccio´n de bolas y vigas es
una coleccio´n de discos, cada uno de estos discos son llamados islas. Componentes
conexas de la interseccio´n de bolas con placas son llamadas puentes. En el borde de
cada bola, el complemento de la unio´n de islas y puentes consiste de varias regiones
conexas llamadas lagos. Ver figura 3.2
Islas
Puentes
V
ig
a
Lagos
V
ig
a
Figura 3.2. un fragmento de descomposicio´n en asas
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Sea ξ una descomposicio´n de asas de una 3-variedad M .
Definicio´n 3.2. Una superficie cerrada F ⊂ M es llamada 2-normal (con respecto
a ξ) si se cumple:
1. F no cruza asas de ı´ndice 3.
2. F cruza cada placa D2 × I en una coleccio´n de laminas paralelas de la forma
D2 × {∗}.
3. La interseccio´n de la superficie F con cada viga D2 × I tiene la forma L × I,
donde L es un sistema finito de curvas propias simples disjuntas en D2. Aqu´ı el
disco D2 puede ser identificado con la isla D2×{0} o bien con la isla D2×{1}.
4. Ninguno de los sistemas L contiene una curva cerrada.
5. Ninguno de los sistemas L contiene un arco que tiene ambos extremos en la mis-
ma componente conexa de la interseccio´n de el borde de la isla con los puentes
(tal arco es llamado retorno de puente).
6. La interseccio´n de F con cada bola consiste de discos (estos discos son llamados
elementales).
7. La curva de borde C de todo disco elemental cruza cada puente ma´ximo dos
veces.
Definicio´n 3.3. Una isotopia es normal si es invariante sobre las bolas, vigas y
placas de la descomposicio´n de asas ξ; es decir, una isotop´ıa en normal si la isotop´ıa
restringida a las asas de la descomposicio´n env´ıa bolas en bolas, vigas en vigas y
placas en placas.
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Definicio´n 3.4 (Discos Elementales Equivalentes). Dos discos elementales D1, D2
en una bola B de ξ son llamados equivalentes si son normalmente isoto´picos; esto es,
si existe una isotop´ıa de la bola B que env´ıa un disco en otro y es invariante sobre
las islas y puentes, es decir env´ıa islas en islas y puentes en puentes.
Definicio´n 3.5. Un disco elemental D ⊂ B es de tipo k si su curva de borde l cruza
k puentes, puede incluir repeticiones; es decir, si un puente es cruzado dos veces por
l entonces este puente se cuenta dos veces (Recordemos que por la definicio´n de disco
elemental, l pasa por cada puente a lo mas dos veces)
En particular, si ξ es una descomposicio´n en asas generada por una espina simple,
entonces podemos describir todos los discos elementales en una bola B de ξ (recor-
demos que las bolas de una descomposicio´n de asas generada por una espina simple
corresponden a las vecindades regulares de los ve´rtices verdaderos de la espina)
Lema 3.1. Sea B una bola de ξ correspondiente a un ve´rtice verdadero de una espina
simple P . Entonces todos de los disco elementales en B son del tipo 8, o del tipo 4,
o del tipo 3. Cada tipo determina el correspondiente disco elemental en forma u´nica
bajo homeomorfismo de B que env´ıa islas en islas, puentes en puentes, y lagos en
lagos.
Demostracio´n. Ver lema 4.2.3 de [6].
Disco elementales del tipo 3 los llamaremos tria´ngulos, discos elementales del tipo 4
los llamaremos cuadrila´teros y discos elementales del tipo 8 los llamaremos octa´gonos.
Consideremos nuevamente cualquier descomposiciones de asas ξ. Usando la condi-
cio´n 7 de la definicio´n 3.2, podemos mostrar fa´cilmente que toda bola de ξ contiene
solo un nu´mero finito de discos elementales no equivalentes, ya que en cada bola hay
un nu´mero finito de islas y puentes (en particular, para descomposiciones de asas
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Un tria´gulo Un cuadrila´tero Un octa´gono
Figura 3.3. Tipos de discos elementales
generadas por espinas simples hay por cada bola 3 octa´gonos, 3 cuadrila´teros y 4
triangu´los). Sean E1, E2, . . . , En los representantes de todas las clases de equivalen-
cia, sin repeticiones, en todas las bolas de ξ. Una superficie 2-normal F ⊂ M puede
cruzar las bolas de ξ en varias copias paralelas a cada disco Ei. Sea xi = xi(F ) de-
nota el nu´mero de estas copias. As´ı, a cada superficie 2-normal F ⊂ M le hacemos
corresponder una n-tupla x¯(F ) = (x1, x2, . . . , xn) de enteros no negativos, esto es, un
vector con coordenadas enteras no negativas. As´ı que, si Γ representa el conjunto de
todas las superficies 2-normales y Zn representa el conjunto de n-tuplas de enteros
no negativos, podemos definir una funcio´n
ψ : Γ 7−→ Zn
F 7→ ψ(F ) = x¯(F )
Dos superficies 2-normales F1, F2 se llaman equivalentes si existe una isotop´ıa nor-
mal ht : M → M que env´ıa F1 en F2. Se puede ver que F1, F2 son equivalentes si y
solo si x¯(F1) = x¯(F2). Para cualquier clase de equivalencia de superficies 2-normales
existe una correspondiente n-tupla x¯. As´ı que, si Γ¯ representa el conjunto de clases de
equivalencias de Γ bajo la relacio´n de equivalencia descrita anteriormente, podemos
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definir una funcio´n inyectiva
ψ¯ : Γ¯ 7−→ Zn
F¯ 7→ ψ¯(F¯ ) = ψ(F ) = x¯(F )
Inversamente, dada una n-tupla x¯ = (x1, x2, . . . , xn) de enteros no negativos que-
remos construir una superficie 2-normal. Esto es posible si sujetamos las n-tuplas de
Zn a las siguientes restricciones.
La primera restriccio´n sobre las n-tuplas de Zn es que dado x¯ = (x1, x2, . . . , xn) ∈
Zn se debe cumplir que para todo xi, xj > 0, las clases de equivalencia de los discos
Ei, Ej deben tener representantes disjuntos. Tal n-tupla sera´ llamada admisible. Si
una n-tupla (x1, x2 . . . , xn) es admisible, entonces no solo por pares, sino tambie´n
todos los Ei con xi > 0 pueden ser escogidos disjuntos.
Para describir la segunda condicio´n, sea x¯ = (x1, x2, . . . , xn) una n-tuplas de Zn.
Multipliquemos cada uno de los discos Ei en xi copias paralelas. Por otro lado, consi-
deraremos una viga D2× I de la descomposicio´n, y en la isla D2×{0} escogemos un
arco simple l×{0} que une dos puentes distintos en la isla D2×{0}. Ahora contamos
el nu´mero total de copias de l × {0} en la interseccio´n de D2 × {0} con todas las
copias paralelas de todos los discos Ei, que resultan de multiplicar cada uno de los
discos Ei en xi copias paralelas. Dicho nu´mero se representa como una combinacio´n
lineal de las coordenadas del vector x¯ con coeficientes 0, 1 y 2. El coeficiente de xi en
esta combinacio´n lineal es:
Cero si no hay discos de tipo Ei que cruzan a D
2 × {0}.
Uno si ∂Ei contiene exactamente un arco normalmente isoto´pico a l × {0}.
Dos si ∂Ei contiene exactamente dos arcos normalmente isoto´picos a l × {0}.
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Figura 3.4. Este es un ejemplo en el que la interseccio´n de Ei con el borde de un vertice
verdadero donde produce exactamente dos arcos contenidos en ∂Ei normalmente
isoto´picos a l × {0}.
El coeficiente de xi no puede ser mayor que dos, pues de lo contrario ∂Ei contendria
ma´s de dos arcos normalmente isoto´picos a l×{0}, lo cual implicar´ıa que la curva de
borde del disco elemental Ei cruza mas de dos veces un puente, lo cual contradice la
condicio´n 7 de la definicio´n 3.2. As´ı encontramos el nu´mero total de copias de l×{0}
en la interseccio´n de D2 × {0} con todas las copias paralelas de todos los discos Ei,
que resultan de multiplicar cada uno de los discos Ei en xi copias paralelas.
Para el caso cuando la descomposicio´n en asas es generada por una espina simple,
el coeficiente de xi no puede ser dos, ya que de lo contrario implicar´ıa que ∂Ei contiene
dos arcos normalmente isoto´picos a l×{0}. De modo que la curva de borde del disco
elemental Ei cruza dos veces un par de puentes consecutivo (dos puentes separados por
una isla). Teniendo en cuenta el lema 3.1, ninguno de los tipos de discos elementales
cruza dos puentes consecutivos. De modo que el disco Ei no corresponde a ninguno
de los discos permitidos.
En forma ana´loga a la cuenta hecha para l × {0}, encontramos el nu´mero de
copias del arco l × {1} en la interseccio´n D2 × {1} con todas las copias paralelas de
todos los discos Ei. Si x¯ corresponde a una superficie 2-normal, estos dos nu´meros
deben ser iguales para todas las posibles elecciones de l. As´ı obtenemos un sistema de
ecuaciones lineales homoge´neas con coeficientes enteros. Adicionando las siguientes
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n desigualdades xi ≥ 0, 1 ≤ i ≤ n, encontramos el sistema S(ξ), que llamaremos
sistema de balances. Por lo tanto la segunda condicio´n que tendremos en cuenta
sobre las n-tuplas de Zn es que deben ser solucio´n del sistema de balances S(ξ).
Ahora mostraremos que toda solucio´n admisible del sistema de balances S(ξ) co-
rresponde a una superficie 2-normal. Sea x¯ = (x1, x2, . . . , xn) una solucio´n admisible
del sistema de balances S(ξ). La admisibilidad de x¯ = (x1, x2, . . . , xn) nos permite
realizar discos elementales disjuntos en la bolas, y el hecho de que x¯ sea solucio´n nos
dice que los discos pueden ser completados en las vigas y placas hasta llegar a una
superficie 2-normal por adicionar bandas en las vigas y discos en los placas.
As´ı que, si Z denota el conjunto de n-tuplas que son soluciones admisibles del
sistema de balances S(ξ), podemos definir una funcio´n biyectiva
Ψ : Z 7−→ Γ¯
x¯ 7→ Ψ(x¯) = F¯
Por lo tanto podemos concluir el siguiente teorema
Teorema 3.2. El conjunto de clases de equivalencias (bajo isotop´ıa normal) de su-
perficies 2-normales en M puede ser parametrizado por el conjunto de soluciones
enteras no-negativas admisibles del sistema S(ξ).
3.2. Superficies fundamentales
Como las clases de equivalencias de las superficies 2-normales en M se pueden parame-
trizar por el conjunto de soluciones enteras no negativas de un sistema de ecuaciones
lineales con coeficientes enteros, introduciremos algunos conceptos relacionados con
la teor´ıa de ecuaciones lineales con coeficientes enteros.
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Consideremos un sistema E de ecuaciones lineales homoge´neas
ai1x1 + ai2x2 + · · ·+ ainxn = 0; 1 6 i 6 m
donde los aij son enteros.
Una solucio´n entera no negativa x¯ para el sistema E, se llama fundamental si x¯
no puede ser presentado en la forma x¯ = y¯ + z¯; donde y¯, z¯ son soluciones no triviales
enteras y no negativas de E.
Teorema 3.3. El conjunto de soluciones fundamentales para cualquier sistema E de
ecuaciones lineales homoge´neas es finito y puede ser construido de forma algor´ıtmica.
Cualquier solucio´n entera no negativa para E puede ser presentada como una combi-
nacio´n lineal de las soluciones fundamentales con coeficientes enteros no negativos.
Demostracio´n. Ver teorema 3.2.8 de [6].
Del teorema 3.3 podemos concluir que el conjunto de soluciones fundamentales para
el sistema de equivalencias es finito y puede ser construido de forma algor´ıtmica. Por
lo tanto el conjunto Γ¯ es finito y puede ser construido algoritmicamente.
Diremos que una superficie es fundamental si ella corresponde a una solucio´n fun-
damental admisible del sistema S(ξ).
3.3. Suma de superficies 2-normales
El teorema 3.2 nos estimula a definir una suma en el conjunto Γ¯ de clases de equivalen-
cias de superficies 2-normales, la cual estar´ıa dada por la suma de las correspondientes
soluciones admisibles de S(ξ). Para definir esta suma necesitamos el concepto de so-
luciones y superficies compatibles. Sean F1 y F2 superficies 2-normales en M y x¯(F1)
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y x¯(F2) las correspondientes soluciones admisibles de S(ξ) asociadas a F¯1 y F¯2 respec-
tivamente. Las soluciones x¯(F1) y x¯(F2) (y las superficies F1 y F2) son compatibles si
para cualquier coordenada positiva xi(F1), xj(F2) las clases de equivalencia de los co-
rrespondientes discos elementales Ei, Ej tienen representantes disjuntos. Por lo tanto
la solucio´n x¯(F1) + x¯(F2) es tambie´n solucio´n admisible de S(ξ).
Definamos ahora la suma sobre las clases de equivalencias de superficies 2-normales
de M : Supongamos que las clases de superficies 2-normales F¯1 y F¯2 corresponden
a soluciones admisibles x¯(F1) y x¯(F2) de S(ξ), si las soluciones (y las supeficies)
son compatibles, entonces F¯1 + F¯2 = F1 + F2 corresponde a la superficie 2-normal
Ψ(x¯(F1) + x¯(F2)).
Veamos que esta suma esta bien definida: En efecto sean F1, F2, R1, y R2 superficies
2-normales tales que F1 es compatible con R1 y F2 es compatible con R2 y adema´s
F¯1 = F¯2 y R¯1 = R¯2; y sean x¯(F1), x¯(F2), x¯(R1), x¯(R2) las respectivas soluciones
admisibles. Como F¯1 = F¯2 y R¯1 = R¯2 entonces x¯(F1) = x¯(F2) y x¯(R1) = x¯(R2), por
lo tanto
F¯1 + R¯1 = F1 +R1
= Ψ(x¯(F1) + x¯(R1))
= Ψ(x¯(F2) + x¯(R2))
= F2 +R2
= F¯2 + R¯2
de modo que F¯1 + R¯1 = F¯2 + R¯2
Ahora por el teorema 3.3, el conjunto de superficies fundamentales forman una
base en la siguiente forma: cada superficie 2-normal en M puede ser presentada como
una suma (con coeficientes enteros no negativos) de superficies fundamentales.
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3.4. Cortando a lo largo de superficies 2-normales
Sea M una 3-variedad con borde no vac´ıo. Existe una estrecha relacio´n entre descom-
posicio´n en asas y espinas de M. En efecto, sea ξ una descomposicio´n en asas de M
en bolas, vigas y placas sin asas de indice 3. Colapsando las bolas, vigas y placas de
ξ en sus puntos de nu´cleos, arcos de nu´cleos, y discos de nu´cleos, encontramos una
espina P de M . Por construccio´n, P esta equipada con una descomposicio´n celular
natural en las celdas de nucleo de las asas. Reciprocamente, sea P una espina celular
de M , esto es, una espina equipada con una descomposicio´n celular. Reemplacemos
cada vertice de P por una bola, cada arista por una viga, y cada 2-celda por una
placa. As´ı encontramos una descomposicio´n en asas ξ de una vecindad regular N(P )
de P en M . Ahora como ∂M 6= ∅, N(P ) puede ser identificado con toda la variedad
M , as´ı ξ puede ser considerado como una descomposicio´n en asas de M .
Consideremos una superficie 2-normal F ⊂M y denotemos por MF la 3-variedad
obtenida por cortar a M a lo largo de F . Investigaremos el comportamiento de ξ y
P bajo este corte.
Como F es 2-normal, descompone las asas de ξ en asas del mismo indice. Ya que
la interseccio´n de F con cada asa de ξ son discos, y como cada asa de ξ son bolas,
entonces cortar a ξ a lo largo de F equivale a cortar a cada asa a lo largo de cada
uno de estos disco. Ahora, el cortar a lo largo de estos discos a cada asa mantiene la
estructura de pegado, de modo que al realizar este corte obtenemos asas del mismo
ı´ndice.
Las nuevas asas obtenidas por este corte forman una nueva descomposicio´n de asas
ξF que corresponde a MF . Denotemos por PF la correspondiente espina celular de
MF . As´ı que cada asa de ξF va a estar contenida en una correspondiente asa de ξ.
Esta relacio´n de inclusio´n induce un mapeo celular ϕ : PF → P (un mapeo es celular
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si env´ıa celdas en celdas). Para cualquier vertice v de PF , el mapeo ϕ, por ser celular,
induce un mapeo entre enlaces; ϕv : lk(v, PF )→ lk(w,P ), donde w = ϕ(v).
Lema 3.4. Suponga que una descomposicio´n de asas ξ de una 3-variedad M con
borde no vac´ıo corresponde a una espina celular casi simple P de M . Sea F una
superficie 2-normal en M , y sean ξF , PF y ϕ la descomposicio´n en asas inducida, la
espina celular de MF , y el mapeo celular ϕ : PF → P . Entonces PF es casi simple, y
para cualquier ve´rtice v de PF y el correspondiente ve´rtice w = ϕ(v) de P el mapeo
inducido ϕv : lk(v, PF )→ lk(w,P ) es un embebimiento.
Demostracio´n. Ver lema 4.2.1 de [6]
Lema 3.5. Supongamos que una descomposicio´n en asas ξ de una 3-variedad M
con borde no vac´ıo corresponde a una espina celular casi simple P de M . Sea F
una superficie 2-normal conexa en M , y sean ξF la descomposicio´n en asas inducida
de MF , PF la espina celular de MF , y ϕ : PF → P el mapeo celular. Entonces
c(PF ) 6 c(P ) y c(PF ) = c(P ) si y solo si todos los discos elementales de F en las
bolas de los ve´rtices verdaderos son del tipo 3.
Demostracio´n. Ver corolario 4.2.5 de [6].
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Un tria´ngulo
Cortando a lo largo del tria´ngulo
Figura 3.5
Un cuadrila´tero
Cortando a lo largo del cuadrila´tero
Figura 3.6
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Un octa´gono
Cortando a lo largo del octa´gono
Figura 3.7
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Cap´ıtulo 4
Enlaces en una 3-bola
Uno de los resultados mas importantes para nuestro propo´sito es el teorema de Ru-
binstein, en el cual se demuestra la existencia de una 2-esfera 2-normal contenida
en una 3-bola (donde la 3-bola esta expresada en descomposicio´n de asas), donde la
interseccio´n de esta 2-esfera con algu´n ve´rtice verdadero de la descomposicio´n en asas
de la 3-bola contiene al menos un octa´gono o un cuadrila´tero. De modo que cualquier
3-variedad que no contenga una 2-esfera con estas caracter´ısticas no es una 3-bola.
Este resultado realmente sera´ crucial para la construccio´n del algoritmo que reconoce
a S3.
En este cap´ıtulo construiremos un resultado usado para demostrar el teorema de
Rubinstein. Este es resultado del teorema 4.2.
4.1. Discos de compresio´n y troncos coronados
En esta seccio´n presentaremos las definiciones involucradas para la enunciacio´n del
teorema 4.2, y tambie´n demostraremos el lema 4.1 que nos ayudara´ con el manejo de
los conceptos que veremos a continuacio´n.
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Sea S una 2-esfera en el interior de una 3-bola cerrada B3. S divide a B3 en dos
partes, la parte superior de S, la cual contiene ∂B3, y la parte inferior de S. Todo
lo que este en la parte superior de S esta arriba de S, y todo lo que este en la parte
inferior esta abajo de S.
Definicio´n 4.1. Un arco α en B3 es llamado un arco superior para S, si los puntos
extremos de α esta´n en S y pequen˜os segmentos iniciales y terminales de α esta´n
arriba de S; α es un arco inferior, si los pequen˜os segmentos esta´n abajo de S.
Definicio´n 4.2. Definimos un enlace en una 3-bola B3, como una coleccio´n finita
de arcos propios disjuntos en B3. Un enlace L = l1 ∪ l2 ∪ · · · ∪ lk en B3 es trivial si
existen discos disjuntos D1, D2, . . . , Dk en B
3 tal que Di ∩ L = li es un arco en ∂Di
y Di ∩ ∂B3 es el arco complementario de ∂Di.
Definicio´n 4.3. Sean L un enlace en B3 y S ⊂ IntB3 una 2-esfera que cruza trans-
versalmente a L. Un disco D ⊂ B3 es llamado un disco de compresio´n superior para
S (mas precisamente, para S ∪L) si ∂D puede ser representado como la unio´n de un
arco superior α y un arco β ⊂ S tal que D∩L = α y ∂α = ∂β. Si la misma condicio´n
se cumple, pero α es un arco inferior, entonces D es un disco de compresio´n inferior.
En ambos casos β es llamado la base de D.
Definicio´n 4.4. Un disco de compresio´n superior para S y un disco de compresio´n
inferior para S son llamados independiente si la interseccio´n de sus arcos base es
vac´ıo o´ consiste de uno de sus puntos extremos.
Definicio´n 4.5. Una corona es una coleccio´n finita de arcos disjuntos en el interior
de una 3-bola B3. Por un tronco entenderemos la imagen G = λ(D2 × I) de un
embebimiento λ : D2 × I → B3 tal que G ∩ ∂B3 = λ(D2 × {1}). Los discos ∂0G =
λ(D2 × {0}) y ∂1G = λ(D2 × {1}) son llamados, respectivamente, bases inferior y
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superior del tronco. Curvas de la forma λ({∗} × I) se conocen como generadoras del
tronco.
Definicio´n 4.6. Sean C y G una corona y un tronco en B3, respectivamente, tal
que todos los puntos extremos de C esta´n sobre ∂0G, y ellos son exactamente la
interseccio´n entre C y G. Entonces C ∪G es llamado un tronco coronado.
ϬB
Ϭ1G
Ϭ0G
3
Figura 4.1. Un ejemplo de un tronco coronado dentro de B3
Lema 4.1. Sean C ∪ G, C ′ ∪ G′ tronco coronado tal que C ∪ ∂0G y C ′ ∪ ∂0G′ son
isoto´picos. Entonces existe una isotop´ıa (B3, ∂B3) → (B3, ∂B3) que env´ıa a C ∪ G
en C ′ ∪G′.
Demostracio´n. En primer lugar demostraremos, bajo ciertas condiciones, que pode-
mos empujar un subarco l de la corona a trave´s de una porcio´n λ(D2× I1) del tronco
G = λ(D2×I), donde I1 es un sub´ıntervalo de I. Veremos que este movimiento puede
ser realizado por medio de una isotop´ıa del tronco coronado. Ma´s precisamente lo que
queremos mencionar es lo siguiente:
si existe un disco D en B3 que satisface lo siguiente:
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1. D ∩G es un disco λ(D2 × {a}), donde a ∈ Int I; esto es,
D ∩G = D ∩ λ(D2 × I) = λ(D2 × {a})
2. D ∩ C es un arco l en ∂D; esto es, D ∩ C = l donde l es un arco tal que
∂D = l ∪ (∂D − l)
3. D no tiene otro punto en comu´n con C ∪G; esto es,
D ∩ (C ∪G) = (D ∩ C) ∪ (D ∩G) = l ∪ λ(D2 × {a})
entonces C ∪G es isoto´pico a (C ∪G)l, donde (C ∪G)l consiste de reemplazar l por
el arco complementario
l′ = ∂D − Int l
ϬB
λ( )D
2 { }aX
D
Ϭ1G
l
'l
3
Figura 4.2
De lo anterior queda claro que (D ∪G)l es un tronco coronado.
Veamos ahora que C ∪ G es isoto´pico a (C ∪ G)l. En efecto, como C ⊂ IntB3 y
G ∩ ∂B3 = ∂1G, entonces (C ∪ G) ∩ ∂B3 = ∂1G. Por lo tanto existe una esfera
S ⊂ IntB3 tal que S ∩ (C ∪G) = λ(D2 × {b}), donde b ∈ (a, 1) ⊂ I (S es paralela a
∂B3, y tambie´n muy cercana). Sea DS una vecindad regular de λ(D
2 × {b}) en S.
Por otro lado, como λ : D2 × I → B3 es un embebimiento, G no se cruza con el
mismo; y adema´s, como C ∩G ⊂ ∂0G, podemos garantizar la existencia de un anillo
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ϬB
λ( )D
2 { }bX DS
λ( )D
2 { }aX
D
S
3
Figura 4.3
AS tal que cada componente de borde de AS corresponda a el borde de los discos DS
y D respectivamente, y adema´s
AS ∩ (C ∪G) = D ∩ C = l
AS ∩ S = ∂AS ∩ ∂DS = ∂DS ; AS ∩D = ∂AS ∩ ∂D = ∂D
∂AS = ∂DS ∪ ∂D
(en calidad de AS se podr´ıa pensar en el borde de una vecindad regular de λ(D
2 ×
[b, a]), el cual claramente es un anillo. Con algo de trabajo se puede hacer coincidir
los bordes de este anillo con los bordes de los discos DS y D y as´ı generar el anillo
AS). De modo que AS es un tubo obtenido al recorrer alrededor de la porcio´n del
tronco λ(D2 × [b, a]) desde el disco DS hasta el disco D cruzando a C ∪G solo en l.
DS
DAS
Figura 4.4
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Sea
S1 = (S −DS) ∪ AS ∪D
Claramente S1 es una esfera, pues (S −DS) y D son discos y AS es un anillo, donde
cada componente de borde de AS corresponde a el borde de los discos S −DS y D.
Ahora sea D1 = S1 − D, como D es un disco entonces D1 es un disco, y es tal que
∂D1 = ∂D = l ∪ (∂D − l) y D1 ∩ (C ∪G) = l. Ahora simplemente deformamos l en
l′ = ∂D1 − Int l, a trave´s de D1. Por lo tanto G ∪ C es isoto´pico a (G ∪ C)l.
En segundo lugar se puede demostrar, bajo condiciones parecidas a las anteriores,
que podemos empujar una porcio´n del tronco a trave´s de otra porcio´n de el mismo
tronco. Este movimiento puede ser realizado por medio de una isotop´ıa del tronco
coronado. Para verificar esto, podemos suponer que la porcio´n del tronco que se va ha
mover es muy delgada, y operando en la misma forma anterior. La u´nica diferencia
con el proceso anterior es que la porcio´n λ(D2× [a, b]) (haciendo referencia al proceso
anterior) del tronco no debe contener parte de la porcio´n del tronco que se va a mover.
Ahora resulta fac´ıl verificar el lema. Reemplazando C ∪G por un tronco coronado,
el cual es isoto´pico a C ∪ G (hasta el termino de denotarla tambie´n por C ∪ G),
Podemos suponer que ∂1G = ∂1G
′ y C ∪∂0G = C ′∪∂0G′, fa´cilmente usando te´cnicas
de teor´ıa de nudos se puede demostrar que C ∪G puede ser transformado en C ′ ∪G′
por medio de deformaciones y movimientos isoto´picos de los tipos anteriores.
Definicio´n 4.7. Sea C ∪ G ⊂ B3 un tronco coronado. A C ∪ G le asociamos un
enlace L ⊂ B3 que consiste de la corona y los generadores del tronco que une los
puntos extremos de la corona con ∂B3. Nos referiremos a C ∪ G como un tronco
coronado que representa a L.
Definicio´n 4.8. Sea L un enlace en B y S ⊂ IntB3 una 2-esfera que cruza transver-
salmente a L. Diremos que L admite un tronco inverso (con respecto a S), si existe
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un tronco coronado C ∪ G que representa L tal que la base inferior ∂0G del tronco
esta´ contenida en S y el tronco se aproxima a S por abajo.
4.1.1. Resultado principal de este cap´ıtulo
Teorema 4.2. Para cualquier enlace no trivial L en B existe una 2-esfera S ⊂ IntB
transversal a L tal que se cumple lo siguiente:
1. S ∪ L admite discos de compresio´n superiores estrictos y discos de compresio´n
inferiores estrictos.
2. S ∪ L no admite un par de discos de compresio´n independientes.
3. S ∪ L no admite un tronco inverso.
La prueba de este teorema esta basada en los conceptos de posicio´n delgada de
enlaces, los cuales desarrollaremos en la siguiente seccio´n y al final daremos una
prueba para este teorema.
4.2. Posicio´n delgada de enlaces
Denotemos por B3 la bola esta´ndar unitaria en el espacio euclidiano R3 centrada en
el origen O. Sea un enlace L ⊂ B3 que consiste de un arco propio suave en B3 que
no pasa a trave´s del origen O. Considerar la foliacio´n F0 de B3 \ {O} con esferas Sr,
0 < r ≤ 1, centradas en el origen O (r es el radio de Sr). Es conveniente separar
estas esferas en dos tipos: esferas transversas, que cruzan transversalmente a L, y
esferas singulares que contienen puntos de tangencia. Nos referiremos a la esferas
como esferas de nivel, teniendo en mente la funcio´n altura h : B3 → R dada por la
regla h(Sr) = r.
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Definicio´n 4.9. Un enlace L ⊂ B3 esta en posicio´n general (con respecto a F0) si
se cumple lo siguiente:
1. Existe solo un nu´mero finito de esferas singulares en F0.
2. Cada esfera singular en F0 contiene exactamente un punto de tangencia.
3. Todos los puntos de tangencia son puntos mı´nimos o ma´ximos con respecto a
la restriccio´n de h sobre L. Aqu´ı entendemos mı´nimos y ma´ximos locales.
Al quitar de B3 todas las esferas singulares. Encontramos una coleccio´n de 3-
variedades. Una de las variedades es una bola abierta, otra es homeomorfa a S2×(0, 1],
y todas las otras son homeomorfas a S2 × (0, 1). Al hacer estos cortes partimos a L
en varios arcos abiertos y semiabiertos.
Bola Abierta
S2 (0,1)x
S2 (0,1]x
Figura 4.5. B3 cortado por dos esferas singulares
Definicio´n 4.10. El nu´mero total w(L) de arcos en que las esferas singulares des-
componen a L es llamado el ancho de L.
El ancho de un enlace no es una caracter´ıstica invariante bajo isotop´ıa. Sin em-
bargo, si la isotop´ıa es F0-regular, esto es, que en cada momento el enlace esta en
41
24
2
Figura 4.6. Enlace en posicio´n delgada de ancho 2+4+2=8
posicio´n general, entonces el ancho es preservado. Adema´s, el ancho es preservado
bajo una F0-regular homotop´ıa, cuando la interseccio´n de L con el mismo es permi-
tida. El u´nico requerimiento es que los puntos ma´ximos y mı´nimos ni aparecen ni
desaparecen, y nunca esta´n en la misma esfera de nivel.
Definicio´n 4.11. Un enlace L ⊂ B3 esta en posicio´n delgada si el tiene el mı´nimo
ancho sobre todos lo enlaces isoto´picos a L.
Lema 4.3. Sean L ⊂ B3 un enlace, Sr ⊂ B3 una esfera de nivel transversa, y l ⊂ L
un arco superior para Sr. Reemplazamos l por un arco superior l
′ ⊂ B3 que tiene los
mismos puntos extremos y tal que l′ tiene solo un punto ma´ximo, este punto ma´ximo
esta por debajo de el ma´ximo global de l, y el enlace L′ = (L\l)∪l′ (no necesariamente
isoto´pico a L) esta en posicio´n general. Entonces w(L′) ≤ w(L).
Demostracio´n. Escogemos un arco superior l′′ ⊂ B3 tal que:
1. ∂l′′ = ∂l
2. l′′ contiene solo un punto ma´ximo
3. La altura del ma´ximo de l′′ es igual a la altura del ma´ximo global de l.
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Entonces cada esfera singular para el enlace L′′ = (L \ l) ∪ l′′ es una esfera singular
para L, y el nu´mero de arcos de L′′ entre cualquier dos esfera singulares vecinas no
es mayor que el nu´mero de arcos de L entre las mismas dos esferas. De modo que
w(L′′) 6 w(L).
Ahora deformamos l′′ en l′ manteniendo sus puntos extremos fijos, de modo que en
todo momento de la deformacio´n siempre haya un solo punto ma´ximo, el cual siempre
esta´ estrictamente por debajo del punto ma´ximo de l′′.
l
͵͵
l
Figura 4.7
Durante la deformacio´n l′′ puede cruzar con el resto de L′′. Cuando el punto ma´ximo
de l′′ pasa a trave´s de otra esfera de nivel singular Sr′ de L′′, el ancho de L′′ es
preservado si Sr′ contiene un punto ma´ximo de L
′′, y decrece en cuatro si contiene
un punto mı´nimo. De donde w(L′) 6 w(L).
Figura 4.8. El ancho se preserva
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Figura 4.9. El ancho disminuye en 4
Un enunciado ana´logo para arcos inferiores es tambie´n cierto. De hecho, sea l ⊂ L
y l′ ⊂ B3 dos arcos inferiores con los mismos puntos extremos tal que el u´nico punto
mı´nimo de l′ esta arriba del punto mı´nimo global de l. Entonces al reemplazar l por
l′ no se incrementa el ancho.
Lema 4.4. Sea L ⊂ B3 un enlace en posicio´n general y Sr una esfera de nivel
transversa. Supongamos que Sr admite un par de discos de compresio´n independientes
respecto a L. Entonces L es isoto´pico a un enlace de ancho menor.
Demostracio´n. Sean Du y Dl un par de discos de compresio´n independientes respecto
a L. Digamos que Du es un disco de compresio´n superior para Sr; tal que ∂Du =
αu ∪ βu donde αu corresponde al arco superior a Sr y βu corresponde al arco de base
de Du, y Dl es un disco de compresio´n inferior para Sr; tal que ∂Dl = αl ∪ βl donde
αl corresponde al arco inferior a Sr y βl corresponde al arco de base de Dl. Entonces
L es isoto´pico a un enlace
L1 = (L \ (αu ∪ αl)) ∪ (βu ∪ βl)
(tal isotop´ıa puede ser obtenida por deformar a αu en βu a trave´s de Du, de igual
forma se deforma αl en βl por medio de Dl). Realizamos un pequen˜o movimiento
de βu a un arco superior α
′
u, donde α
′
u tiene solo un punto ma´ximo. Similarmente,
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Realizamos un pequen˜o movimiento de βl a un arco inferior α
′
l, donde α
′
l tiene solo
un punto mı´nimo. Estos movimientos se realizan fijando los extremos de los arcos.
Consideremos el enlace
L′ = (L \ (αu ∪ αl)) ∪ (α′u ∪ α′l).
Se sigue del lema 4.3 que w(L′) 6 w(L) (hay que resaltar que en la construccio´n
L′ es isoto´pico a L). Ahora como el movimiento de βu a α′u es muy pequen˜o, al igual
que el movimiento de βl a α
′
l; podemos asumı´r que no hay esferas de nivel singulares
entre el nivel del punto ma´ximo de α′u y el nivel de el punto mı´nimo α
′
l. Por lo tanto
podemos hacer disminuir w(L′) poniendo α′u debajo de Sr y α
′
l encima de Sr. En la
grafica se muestra un ejemplo para el caso cuando α′u y α
′
l no tienen puntos en comu´n
y para el caso cuando α′u y α
′
l tienen un punto en comu´n.
αl
uβ
lβ
αu
αl
͵
͵
Figura 4.10. Para el caso cuando los discos de compresio´n son disjuntos
El ma´ximo de α′u y el mı´nimo de α
′
l o cambian de lugar o se eliminan entre si
(entendiendo cambiar de lugar como cambiar de ma´ximo a mı´nimo y de mı´nimo a
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Du
Dl
αu αl
αu
αl
͵
͵
Figura 4.11. Para el caso cuando los discos de compresio´n se cruzan
ma´ximo). En ambos casos encontramos un enlace que tiene un ancho estrictamente
menor que el de L.
Lema 4.5. Sea L ⊂ B3 un enlace en posicio´n general. Supongamos que L admite
una tronco inverso con respecto a una esfera de nivel S. Entonces L es isoto´pico a
un enlace de ancho menor.
Demostracio´n. Sea C ∪ G un tronco coronado que representa a L tal que la base
inferior ∂0G del tronco esta contenido en S y se aproxima a S por debajo. Podemos
escoger a C∪G de tal forma que en el borde de ∂0G se encuentre un arco de C. Veamos
esto; si inicialmente C ∪G no cumple esta condicio´n, entonces podemos disminuir el
radio del borde de ∂0G hasta obtener que al menos uno de los arcos de C este´ sobre
este borde, claramente esto generara otro tronco G˜. As´ı lograremos dar un tronco
coronado C ∪ G˜ que funciona como presentacio´n para L y es al que en el borde de
∂0G˜ se encuentra un arco de C.
Sea c un arco de C que esta sobre el borde ∂0G. Nos Trasladamos hacia arriba
desde uno de los extremos de c que se encuentra sobre el borde de ∂0G hasta el pri-
mer punto ma´ximo de c, este ma´ximo lo denotaremos por A. La parte recorrida de c
sera´ denotada por l. Ahora construiremos un nuevo tronco G′ con la misma base infe-
rior de G. Primero, a partir de ∂0G bajamos un poco sin cruzar esferas singulares de
nivel, al tiempo que adelgazamos el tronco tanto como sea necesario. Luego, subimos
siguiendo el recorrido de l, muy cerca de l, hasta el nivel de A. Finalmente, segui-
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mos monoto´nicamente hacia arriba hasta llegar a ∂B3. De lo anterior, la interseccio´n
C ∩ G′ debe consistir de los puntos extremos de C. Uniendo estos puntos con ∂B3
por generadores de G′, obtenemos un nuevo enlace L′ ⊂ B3 el cual tiene la misma
corona y el nuevo tronco G′. Entonces por el lema 4.3 concluimos que w(L′) 6 w(L).
A
Sr
S
Figura 4.12. Dos discos de compresio´n independientes para S
Probaremos que una esfera de nivel Sr, que se encuentra por debajo del nivel
de A, admite un par de discos de compresio´n independientes. De hecho, el disco
de compresio´n superior de este par contiene a A, el inferior puede ser fa´cilmente
construido por usar el hecho que G′ sube ra´pidamente y va muy cerca de l.
Por lo tanto, del lema 4.1 obtenemos que C ∪ G es isoto´pico a C ∪ G′ y por lo
tanto L y L′ son isoto´picos. Mientras que el lema 4.4 asegura la existencia de un
enlace L′′ tal que L′′ y L son isoto´picos y adema´s se cumple que w(L′′) < w(L′),
esto se debe al hecho que vimos anteriormente respecto a que Sr admite un par de
discos de compresio´n. As´ı demostramos que existe el enlace L′′ isoto´pico a L tal que
w(L′′) < w(L)
Demostracio´n del Teorema 4.2. Es suficiente probar el teorema para la bola esta´ndar
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B3. Pongamos a L en posicio´n delgada. Cualquier enlace en B3 contiene un punto
mı´nimo, y cualquier enlace no trivial contiene al menos un punto ma´ximo (con res-
pecto a la funcio´n de altura h). Por lo tanto existe una esfera de nivel transversa
S = Sr ⊂ B3 tal que la primera esfera singular Smax arriba de S contiene un punto
ma´ximo de L, mientra la primera esfera singular Smin abajo de S contiene un punto
mı´nimo de L. Veremos que S satisface 1), 2) y 3) del teorema 4.2.
Smax
Smin
S
Figura 4.13
Para probar 1) notemos que una esfera transversa S ′ inmediatamente abajo de
Smax admite un evidente disco de compresio´n superior que contiene el u´nico punto
ma´ximo de L en Smax. Como la porcio´n de L entre Smax y S es la unio´n de arcos
mono´tonos, existe una isotop´ıa B3 → B3 que env´ıa Smax en S y es invariante en L.
De modo que S tambie´n admite un disco de compresio´n superior estricto. Los mismos
argumentos muestran la existencia de un disco de compresio´n inferior estricto.
Como L esta´ en posicio´n delgada, las conclusiones 2) y 3) son satisfechas para
cualquier esfera de nivel transversa, en particular, para S (ver los lemas 4.4 y 4.5).
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Cap´ıtulo 5
El Teorema de Rubinstein
Como ya lo mencionamos al inicio del cap´ıtulo anterior, el teorema de Rubinstein es
una de los resultados mas importantes para el desarrollo de esta tesis. El enunciado
es el siguiente:
Teorema 5.1 (Teorema de Rubinstein). Para toda espina especial P de la bola
esta´ndar B3 existe una 2-esfera 2-normal S ⊂ B3 tal que la interseccio´n de S con
al menos una bola de la descomposicio´n de asas ξP contiene un cuadrila´tero o un
octa´gono.
Para la prueba desarrollaremos la siguiente seccio´n, donde introduciremos algunos
conceptos relacionados.
Demostracio´n del teorema
Definicio´n 5.1. Sea P una espina especial de la bola esta´ndar B3 y ξP la corres-
pondiente descomposicio´n en asas. Consideremos una placa D2 × I de ξP . Un arco
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l = {∗} × I, donde {∗} es un punto sobre D2, es llamado un arco transversal de la
placa.
Definicio´n 5.2. Un enlace L(ξP ) ⊂ M que consiste de todos los arcos transversales
de cada placa (uno por cada placa) es llamado un enlace dual de la correspondiente
descomposicio´n ξP .
Lema 5.2. Para cualquier espina especial P de B3 el enlace dual L(ξP ) es no trivial.
Demostracio´n. Ver lema 5.2.8 de [6].
Demostracio´n del teorema 5.1. Sea P una espina especial de B3, y ξP la correspon-
diente descomposicio´n en asas. Por el lema 5.2, el enlace dual L = L(ξP ) es no trivial.
Por el teorema 4.2 existe una 2-esfera S ⊂ IntB3 transversal a L tal que:
1. S∪L admite un disco de compresio´n superior estricto y un disco de compresio´n
inferior estricto.
2. S ∪ L no admite un par de discos de compresio´n independiente.
3. S ∪ L no admite un tronco inverso.
Ahora como S es transversal a L, S ∩ L es una unio´n finita de puntos contenidos
en las placas. Para cada uno de estos puntos existe un discos en S homeomorfo a
un disco del plano (discos cerrados). Tomamos estos discos en S tan pequen˜os como
sea necesario, de tal forma que resulten contenidos en las placas (recordemos que L
esta contenido en la unio´n de todos las placas). Por medio de una isotop´ıa de B3
relativa a L dilatamos estos discos en S hasta el punto en que la interseccio´n de
S con todas las placas sean la unio´n de estos discos. Enderezando apropiadamente
estos discos, podemos ver que existe una isotop´ıa de B3 relativa a L tal que en el
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homeomorfismo final de la isotop´ıa la interseccio´n de S con cada placa D2×I consiste
de laminas del tipo D2×{∗}. En esta parte solo consideraremos esferas que cumplan
con esta propiedad, tales esferas sera´n llamadas seminormales, y entenderemos por
una isotop´ıa seminormal de B3 a una isotop´ıa de B3 que es invariante en todas las
placas (no en todas las asas como en las isotop´ıas normales). Por lo tanto S es una
esfera seminormal. Por u´ltimo, por posicio´n general existe una isotop´ıa de B3 tal que
en el homeomorfismo final la interseccio´n de S con cada isla es una unio´n finita de
arcos (cerrados o abiertos).
El problema principal es eliminar los retornos de puentes, esto es, arcos abiertos
que pertenecen a la interseccio´n de S con las islas y tales que cada arco abierto tiene
sus puntos extremos en un mismo puente. Sea v un retorno de puente que pertenece
a una isla J y tiene sus puntos extremos en un puente b. Diremos que v es un retorno
superior si el arco lv ⊂ J ∩ b entre los puntos extremos de v es un arco superior para
S, y un retorno inferior si lv es inferior.
v lv
b
J
Figura 5.1
Las siguientes tres observaciones son cruciales para la prueba (Las verificaremos
en seguida)
i) Cada retorno de puente v superior o inferior determina un disco de compresio´n
Dv para S superior o inferior respectivamente, no necesariamente estricto.
ii) S no puede tener al mismo tiempo retornos superiores e inferiores.
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iii) Lo anterior tambie´n es cierto para toda esfera seminormalmete isoto´pica a S.
Veamos que (i) es cierto; sea v un retorno de puente superior que pertenece a una
isla J y tiene sus puntos extremos en un puente b; donde el puente b esta contenido
en una placa d. Como J es un disco, v ∪ lv acota un disco en J . Sea D′v ⊂ J el disco
acotado por v ∪ lv en J .
v lvDv͵
Figura 5.2
Sean v1 y v2 los puntos extremos del arco v, de modo que v1, v2 ∈ b ∩ J . Ahora
como la interseccio´n de S con cada placa consiste de laminas de la forma D2×{∗} y
v1, v2 ∈ b ⊂ d, existen h1, h2 laminas diferentes (de la interseccio´n de S con la placa
d) tales que v1 ∈ h1 y v2 ∈ h2.
Sean v1, v2 tales que v1 = h1 ∩ L y v2 = h2 ∩ L (recordar que la interseccio´n de L
con cada placa consiste de un arco transversal a S). Sean v1v
1 un arco en h1 tal que
sus puntos extremos son v1 y v
1. Ana´logamente definimos v2v
2. Como h1 y h2 son
laminas diferentes se tiene que h1∩h2 = ∅ y por lo tanto v1v1∩v2v2 = ∅. Ahora como
L ∩ d es un arco transversal, sea αv el arco en L tal que sus puntos extremos son v1
y v2. Consideremos el disco D′′v ⊂ d acotado por lv ∪ v1v1 ∪ αv ∪ v2v2. Enderezando
apropiadamente los arcos v1v
1 y v2v
2, podemos considerar que D′′v es la banda recta
que une lv con αv de tal forma que D
′′
v ∩ L = αv.
Es claro que D′v ∩ D′′v = lv, de modo que Dv = D′v ∪ D′′v es un disco acotado por
v ∪ v1v1 ∪ αv ∪ v2v2 y es tal que Dv ∩ L = αv. Podemos notar que Dv es un disco de
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Enlace
h1
h2v
viga
α
v
1
v
2
v
v1
v2
v
lv
Figura 5.3
compresio´n superior para S ∪L donde ∂Dv = βv ∪αv siendo βv = v∪ v1v1∪ v2v2 ⊂ S
la base de Dv y Dv∩L = αv con αv arco superior para S (ya que lv es un arco superior
para S). Hay que notar que Dv no necesariamente es un disco de compresio´n superior
estricto, pues en la contruccio´n el retorno de puente v no necesariamente es el ma´s
interior.
Veamos ahora la prueba de la observacio´n (ii), supongamos que S tiene al mis-
mo tiempo retornos superiores e inferiores. Sean v y w retornos superior e inferior
respectivamente. Por la observacio´n (i), v y w determinan discos de compresio´n Dv
y Dw superiores e inferiores respectivamente. Digamos que ∂Dv = βv ∪ αv donde
βv ⊂ S y Dv ∩ L = αv con αv arco superior para S y adema´s ∂βv = ∂αv; de manera
ana´loga, ∂Dw = βw ∪ αw donde βw ⊂ S y Dw ∩ L = αw con αw arco inferior para
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v
lv
Dv
͵͵
Figura 5.4
S y adema´s ∂βw = ∂αw. Es fa´cil ver que βv y βw tienen a lo mas un punto extremo
comu´n; pues si coincidieran en los dos extremos entonces αv = αw, de modo que αv
ser´ıa un arco superior e inferior a S, lo cual es absurdo. Por otro lado, como S esta
embebido, obtenemos que los retornos v y w son disjuntos. Por lo tanto, podemos
probar que los arcos de base son disjuntos o tienen exactamente un punto extremo en
comu´n. En efecto, supongamos que βv ∩βw 6= ∅. De la construccio´n en la observacio´n
(i), tenemos que βv = v ∪ v1v1 ∪ v2v2 ⊂ S y βw = w ∪ w1w1 ∪ w2w2 ⊂ S, donde
vi, v
i, wj, w
j con i, j ∈ {1, 2} son como en la construccio´n de la observacio´n (i). Ahora
como v ∩w = ∅ y βv ∩ βw 6= ∅ entonces para algu´n i ∈ {1, 2} y para algu´n j ∈ {1, 2}
se tiene que viv
i∩wjwj 6= ∅. Como vivi ⊂ hi y wjwj ⊂ hj y vivi∩wjwj 6= ∅ entonces
hi = hj (donde hi y hj son como en la construccio´n de la observacio´n (i)). De modo
que vi = hi∩L = hj∩L = wj; es decir que βv y βw tienen al menos un punto extremo
comu´n. Pero como vimos anteriormente que βv y βw tienen a lo mas un punto extre-
mo en comu´n, tenemos que βv y βw tienen exactamente un punto extremo en comu´n.
As´ı queda probado que βv y βw son disjuntos o tienen exactamente un punto extremo
en comu´n. Esto implica que Dv y Dw son discos de compresio´n independientes. Lo
cual es absurdo, pues por las propiedades de S se tiene que no admite un par de
discos de compresio´n independientes.
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Veamos la propiedad (iii), sea Z una esfera seminormalmente isoto´pica a S. De
modo que la interseccio´n de Z con cada placa D2× I consiste de laminas de la forma
D2×{∗}, as´ı que toda la costruccio´n hecha para S se puede hacer ahora para Z. Con
esto u´ltimo quedan probadas las observaciones anteriores.
Es conveniente dividir lo que sigue de esta prueba en varios pasos:
Paso 1: S es seminormalmente isoto´pica a una esfera Sl que tiene un retorno de
puente inferior y a una esfera Su que tiene un retorno de puente superior.
En efecto, consideremos un disco D de compresio´n inferior estricto para S (recor-
demos que S admite un disco de compresio´n superior estricto y uno inferior estricto).
De modo que D ∩ L es solo una componente de L, por lo tanto D puede ser forzado
hacia afuera de todos las placas excepto de el placa P1 = D
2× I que contiene el arco
c = D ∩L. Adema´s podemos organizar a D de tal forma que D ∩ P1 consista de una
banda recta D′′ que une c con un arco α en el borde de una isla J . La parte restante
D′ de D esta en la unio´n de las bolas y las vigas. Escogemos una isotop´ıa seminormal
de B3 que encoge D′ a lo largo de el mismo a un disco D1 ⊂ J . Esta isotop´ıa env´ıa a
S en una esfera seminormal Sl que tiene un retorno de puente inferior.
D
͵͵
D
͵
S
D1
Sl
C
Figura 5.5
Podemos concluir que existe una isotop´ıa seminormal que env´ıa a Sl en S. Simi-
larmente, empezando con un disco de compresio´n superior estricto para S, podemos
construir una isotop´ıa seminormal que env´ıa a S en una esfera Su que tiene retornos
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de puente superiores.
Paso 2 Existe una esfera seminormal S ′ ⊂ B3 que es seminormalmete isoto´pica a
S tal que S ′ no tiene retornos de puentes.
La idea consiste en considerar una familia {ht(Sl), 0 6 t 6 1} de esferas seminor-
males que relacionan via isotop´ıa a Sl con Su. La existencia de tal familia se sigue del
paso 1. La esfera Sl = h0(Sl) tiene un retorno de puente inferior, la esfera Su = h1(Sl)
tiene un retorno de puente superior, y nunca veremos simulta´neamente retornos de
ambos tipos. Por lo tanto para algu´n t la esfera ht(Sl) no tiene retornos de puente de
superiores ni tampoco retornos de puente inferiores.
La prueba rigurosa de esto u´ltimo esta basada en el hecho conocido que cualquier
isotop´ıa ambiente de una variedad puede ser reemplazada por una composicio´n de
movimientos locales de modo que cada movimiento es fijado fuera de una bola pe-
quen˜a. Reemplazamos la isotop´ıa ht que env´ıa a Sl en Su por una composicio´n de
movimientos locales seminormales tal que lo siguiente es cierto:
(a) Antes y despue´s de cada movimiento la esfera desplazada esta en posicio´n ge-
neral con respecto a las islas.
(b) Las bolas de soporte de cada movimiento cruzan a lo ma´s una isla.
Consideremos la secuencia S ′1, S
′
2, . . . , S
′
n de esferas seminormales obtenida por una
aplicacio´n sucesiva de los movimientos. Existen dos posibilidades: La primera es que
al menos una de las esferas no tiene retornos de puente (lo que concluir´ıa la prueba
del paso 2), y la segunda es que existe i, 1 6 i 6 n− 1, tal que S ′i tiene retornos de
puente inferiores mientras S ′i+1 tiene un retornos de puente superiores.
Consideremos la segunda posibilidad. Por construccio´n, S ′i y S
′
i+1 coinciden en una
vecindad de cualquier isla, excepto posiblemente en una isla J . Todos los retornos de
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puente de S ′i son inferiores, mientras que todos los retornos de puente de S
′
i+1 son
superiores. Por lo tanto S ′i tiene retornos de puente solo en la isla J . En otro caso
un retorno de puente inferior de S ′i en cualquier otra isla J
′ debe ser un retorno de
puente superior de S ′i+1, que es imposible. De hecho, el movimiento local que env´ıa a
S ′i en S
′
i+1 permanece fija en una vecindad de J
′ y esto no puede convertir un arco
inferior en uno superior.
Para quitar de J los retornos de puente, presentamos la viga que contiene a J
como D2 × I tal que J = D2 × {1}. Sea D2 × [0, ] es una vecindad pequen˜a en la
viga de la otra isla D2×{0}, que no contiene retornos de puente. Entonces estiramos
linealmente D2×{0} hasta que su taman˜o sea el de toda la viga D2×I y extendemos
el estiramiento a una isotop´ıa seminormal de B3. Esta isotop´ıa convierte S ′i en una
esfera seminormal S ′ sin retornos de puente.
Paso 3 Cualquier curva en la interseccio´n de S ′ con el borde de cualquier bola B
de ξP cruza cada puente de B a lo mas dos veces.
Asumamos lo contrario, supongamos que existe una curva cerrada C en la intersec-
cio´n de S ′ con ∂B que cruza un puente b de B mas de dos veces. De estos escogemos
tres segmentos adyacentes I1, I2, I3 (respecto al puente) tal que I2 esta entre I1 y I2.
Escogemos un punto inicial y una orientacio´n para C tal que, atravesando C, se
cruce consecutivamente los segmentos I1, I2, I3. Para i = 1, 2, 3 denotemos por x
−
i y
x+i el punto inicial y el punto terminal de Ii con respecto a la orientacio´n. Entonces
el arco de C entre x+1 , x
−
2 y el arco l1 en ∂b entre los mismos puntos acotan un disco
D1 en ∂B (recordemos que C ⊂ ∂B). Similarmente, el arco en C entre x+2 , x−3 y el
arco l2 en ∂b entre los mismos puntos acotan un disco D2 en ∂B.
Los interiores de D1, D2 pueden cruzar lagos y estos esta´n contenidos en ∂B
3.
Para evitar esto, empujamos ligeramente el interior de estos discos hacia el interior
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Figura 5.6
de B3 sin mover los bordes de estos discos. Ahora como se hizo en la justificacio´n
de la observacio´n 1 de esta prueba, anexamos a cada disco Di, i = 1, 2 una banda
recta Ai contenida en la placa D
2 × I tal que ∂Ai ⊂ li ∪ L ∪ S. As´ı encontramos dos
discos de compresio´n independientes cuyos arcos de base tienen un punto extremo
en comu´n. Esto contradice la propiedad de que S no admite discos de compresio´n
independientes.
Analicemos las propiedades de S ′ compara´ndolas con la definicio´n 3.2 de superficies
2-normales. La primera condicio´n es satisfecha de manera automa´tica, pues no hay
asas de ı´ndice 3. La segunda se cumple pues S ′ es seminormal. La condicio´n 5 se
cumple, pues en el paso 2 fue escogida S ′ con esta propiedad. Es muy fa´cil verificar la
condicio´n 3 utilizando el truco usado anteriormente para finalizar la prueba del paso
2: para cada viga D2 × I estiramos linealmente una vecindad pequen˜a D2 × [0, ] de
la isla D2 × {0} hasta que su taman˜o sea el de toda la viga D2 × I y extendemos el
estiramiento a una isotop´ıa seminormal de B3. En el paso 3 probamos una versio´n de
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la condicio´n 7. La diferencia radica en que no sabemos si la interseccio´n de S ′ con las
bolas de ξP son discos, pero lo que si sabemos por el paso 3 es que cualquier curva de
borde en la interseccio´n de S ′ con los bordes de cualquier bola B de ξP cruza cada
puente a lo mas dos veces.
Ahora nuestra atencio´n la ponemos en las condiciones 4 y 6 de la definicio´n 3.2.
Si S ′ cumple con estas condiciones, entonces ya hemos encontrado la 2-esfera 2-
normal que buscamos. Supongamos que S ′ no cumple con estas condiciones. Por
lo tanto se puede concluir que S ′ contiene tubos; es decir, existe una bola o una
viga de la descomposicio´n en asas ξP tal que su interseccio´n con S
′ es isoto´pico a
S1 × I. Es conveniente presentar S ′ como una suma conexa de esferas 2-normales, es
decir, como una coleccio´n S1, S2, . . . , Sk de esferas 2-normales conectadas por tubos
delgados. Los tubos pueden estar anudados y enlazados, y pueden ir del interior de
una a otro. Mas precisamente, las esferas S1, S2, . . . , Sk pueden ser obtenidas de S
′ de
la siguiente forma. Reemplace la interseccio´n de S ′ con todas las bolas B de ξP por
una coleccio´n de discos en B teniendo el mismo borde de S ′∩∂B. Despue´s de realizar
este proceso, los tubos contenidos en las vigas y en las bolas de ξ se convierten en
esferas. As´ı retirando todas las esferas que quedan contenidas en la unio´n de bolas y
vigas de ξ. Entonces las esferas restantes (las que cruzan las placas) son las esferas
que hab´ıamos mencionado, son las de la coleccio´n S1, S2, . . . , Sk. As´ı se generan las
esfera de la colecco´n S1, S2, . . . , Sk tal que S
′ es igual a la coleccio´n S1, S2, . . . , Sk
conectadas por tubos delgados.
Paso 4 Al menos una de las esferas S1, S2, . . . , Sk contiene un cuadrila´tero o un
octa´gono. Supongamos lo contrario, supongamos que la interseccio´n de todas las es-
feras S1, S2, . . . , Sk con las bolas de ξP corresponden a piezas triangulares; de modo
que la interseccio´n de cada Si con cada bola de ξP es de la forma siguiente:
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Figura 5.7
De modo que cada Si es normalmente paralela ∂B
3; es decir, cada arco transversal
de cada placa cruza a cada Si exactamente dos veces.
Ahora, Si k = 1, entonces S1 = S
′; recordemos que S ′ admite discos de compresio´n
superior; as´ı que existe un arco transversal l de L(ξP ) que cruza a S
′ mas de dos veces
(por lo menos cuatro veces), lo cual contradice que S ′ sea normalmente paralelo a
∂B3.
S
͵
Disco de compresión superior
l
∂B3
Abajo de S
͵
Arriba de S
͵
Arriba de S
͵
Arriba de S
͵
Figura 5.8
Supongamos que k > 2. Sin perdida de generalidad podemos asumir que S1 es
la esfera mas exterior de la coleccio´n. Sea S2 la pro´xima esfera. Consideremos la
parte superior U de B3 con respecto a S2. Presentamos a U como S2 × I tal que
U ∩ L = E × I, donde E = S2 ∩ L y es tal que
E × {0} = E ⊂ S2.
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E × {1} ⊂ ∂B3.
Como S2 es paralela a ∂B
3, entonces cada arco transversal de L cruza a S2 exac-
tamente dos veces. Por lo tanto E es un conjunto finito de S2. Sea D
2 un disco en
S2 que contiene a E y no tiene puntos en comu´n con los tubos, esto es; D
2 ⊂ S ′.
De modo que cada arco transversal de L cruza a D2 exactamente dos veces, pues
D2 ⊂ S2. Note que una vecindad pequen˜a de D2 en la parte superior U pertenece a
la parte inferior de S1.
S1
S2
B
3
∂
Figura 5.9
Sea G = D2 × I, claramente G es un cilindro y es tal que:
∂0G = D
2 × {0} ⊂ S2
∂1G = D
2 × {1} ⊂ ∂B3
U ∩ L = E × I ⊂ G
Sea C = L \ (E × (0, 1]), claramente C es una coleccio´n finita de de arcos disjuntos.
Adema´s todos los puntos extremos de C pertenecen a ∂0G. Tambie´n podemos notar
que C esta contenido en la parte inferior de S ′. Por lo tanto C se aproxima a S ′ por
debajo y adema´s los puntos extremos de C son los u´nicos puntos en C ∩ G, pues G
esta contenido en la parte superior de S ′.
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Por lo tanto G ∪ C es una representacio´n de un tronco con corona de L, de modo
que L admite un tronco inverso con respecto a S ′. Esto contradice las propiedades
de S ′ ∪ L. As´ı concluimos que al menos una de las Si contiene un cuadrila´tero o un
octa´gono.
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Cap´ıtulo 6
Algoritmo para Reconocer S3
6.1. Esferas y bolas homolo´gicas
Definicio´n 6.1. Sea M una variedad cerrada. Diremos que M es una esfera ho-
molo´gica si H1(M ;Z) = 0.
Definicio´n 6.2. Sea M una variedad tal que ∂M = S2. Diremos que M es una bola
homolo´gica si H1(M ;Z) = 0.
Veamos algunas observaciones relacionadas con esferas homolo´gicas y bolas ho-
molo´gicas
Observacio´n.
1. Todos los grupos homolo´gicos de una esfera homolo´gica o una bola homolo´gica
coinciden con los correspondientes grupos de homolog´ıa de S3 y B3, respectiva-
mente.
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2. Partir una esfera homolo´gica M a lo largo de una esfera S2 ⊂ M , divide a M
en dos bolas homolo´gicas M1 y M2, tales que ∂M1 = S
2 = ∂M2.
3. Partir una bola homolo´gica M a lo largo de un disco D2 ⊂M embebido propia-
mente, divide a M en dos bolas homolo´gicas M1 y M2, tales que D
2 ⊂ ∂M1 y
D2 ⊂ ∂M2.
4. Si una 3-variedad M contine un plano proyectivo entonces H1(M ;Z) 6= 0.
La primera observacio´n se deduce del ”teorema de dualidad de Poincare”(teorema
5.3.17 en [11]) y la proposicio´n 5.2.17 de [11]. Las observaciones 2 y 3 se deducen como
aplicacio´n de la secuencia de Mayer-Vietoris. Usando el corolario 8.9 del cap´ıtulo 6
en [1] podemos justificar la observacio´n 4.
Hay que mencionar que una esfera homolo´gica no necesariamente es S3. Ver ejem-
plo en la seccio´n 8.4.1 de [9].
Lema 6.1. Sea ξP una descomposicio´n en asas correspondiente a una espina es-
pecial P de una esfera homolo´gica M. Asumamos que existe una esfera 2-normal
S ⊂ Int ξP ⊂M que contiene al menos un cuadrila´tero o un octa´gono. Entonces exis-
ten esferas homolo´gicas M1, M2 y sus espinas casi simples P1, P2 tal que M = M1#M2
y
c(P1) + c(P2) < c(P ).
Las esferas Mi y las espinas Pi se pueden construir algor´ıtmicamente.
Demostracio´n. Como M es una esfera homolo´gica, M es cerrado y por lo tanto existe
una 3-bola D3 tal que
M \ IntD3 = ξP .
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Sea MS la veriedad obtenida por cortar a M a lo largo de S. Nuevamente como M es
una esfera homolo´gica MS corresponde a dos bolas homolo´gicas, digamos M
′
1 y M
′
2;
es decir,
MS = M
′
1 ∪M ′2
M
1ʹ M2ʹM
Figura 6.1
Ahora como D3 ∩ ξP = ∂ξP = ∂D3 y S ⊂ Int ξP tenemos que D3 ∩ S = ∅ y
como D3 ⊂ M entonces D3 ⊂ MS. As´ı que solo una de las bolas homolo´gicas debe
contener a D3, sin perdida de generalidad supongamos que M ′2 contiene a D
3. Sea
M ′′2 = M
′
2 \ IntD3, de modo que M ′′2 tiene los mismo grupos de homolog´ıa que S2× I.
Ahora como S ⊂ ξP y S es 2-normal, S descompone las asas de ξP en asas del mismo
indice; as´ı que al cortar ξP a lo largo de S encontramos nuevas descomposiciones en
asas ξ1P y ξ
2
P .
De todo lo anterior tenemos lo siguiente:
1. Al cortar a M a lo largo de S obtenemos a MS = M
′
1 ∪M ′2, luego
MS \ IntD3 = (M ′1 ∪M ′2) \ IntD3
= M ′1 ∪ (M ′2 \ IntD3)
= M ′1 ∪M ′′2
2. M \ IntD3 = ξP , y al cortar a ξP a lo largo de S se obtiene ξ1P y ξ2P .
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As´ı que las nuevas asas obtenidas al cortar al ξP a lo largo de S forman una
descomposicio´n en asas, ξ1P∪ξ2P , para M ′1∪M ′′2 . Colapsando las bolas, vigas y placas de
ξ1P ∪ ξ2P a sus puntos de nucleo, arcos de nucleo y 2-celdas de nucleo, respectivamente,
encontramos una espina PS para ξ
1
P ∪ξ2P , de modo que PS es una espina para M ′1∪M ′′2 .
Ahora por el lema 3.4 PS es una espina casi simple de ξ
1
P ∪ξ2P , y por tanto de M ′1∪M ′′2 .
Como ξ1P ∪ ξ2P no es conexo, sean P1 y P ′′2 las espinas de ξ1P y ξ2P , respectivamente.
De modo que PS = P1 ∪ P ′′2 y es tal que P1 es espina casi simple de M ′1 y P ′′2 es una
espina casi simple de M ′′2 .
Ahora si S es normal, por hipo´tesis S contiene al menos un cuadrila´tero. Aplicando
el lema 3.5 obtenemos que c(P1) + c(P
′′
2 ) = c(P1 ∪ P ′′2 ) = c(PS) < c(P ). Ahora si S
contiene al menos un octa´gono, obtenemos que c(P1)+ c(P
′′
2 ) = c(P1∪P ′′2 ) = c(PS) <
c(P ), Ya que al partir un ve´rtice verdadero por un octa´gono, el ve´rtice verdadero es
destruido.
Figura 6.2
Por lo tanto en cualquiera de los casos anteriores
c(P1) + c(P
′′
2 ) = c(P1 ∪ P ′′2 ) = c(PS) < c(P ).
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MM2ʹʹ ʹ2
D
3
Figura 6.3
Sean M1 la variedad obtenida por pegar una 3-bola por el borde a el borde de M
′
1
y M2 la variedad obtenida por pegar una 3-bola por el borde a el borde de M
′
2. Como
M ′1 y M
′
2 son bolas homolo´gicas entonces M1 y M2 son esferas homolo´gicas.
Ahora como P1 es una espina casi simple para M
′
1 entonces P1 es una espina casi
simple para M1. Construyamos ahora una espina casi simple para M2. En efecto,
recordemos que P ′′2 es una espina casi simple de M
′′
2 y M
′′
2 tiene los mismos grupos de
homolo´gias que S2× I. Sea P2 la espina casi simple que se obtiene por perforar a P ′′2
en una 2-componente, de modo que P2 es una espina casi simple de la variedad que
se obtiene por conectar las dos componentes de borde de M ′′2 por medio de un tubo
delgado que cruza la 2-componente agujerada de P ′′2 en un disco meridional del tubo.
Recordemos que las dos componentes de borde de M ′′2 son esferas, de modo que al
conectar sus componentes de borde por medio de un tubo la variedad obtenida tendra
solo una componente de borde la cual sera una esfera; esto es, la variedad obtenida
es homeomorfa a M ′2.
De modo que podemos decir que P2 es una espina casi simple de M
′
2, por lo tanto
P2 es una espina casi simple de M2.
Es claro que perforar una 2-componente de P ′′2 no incrementa el nu´mero de ve´rtices
verdaderos. Por lo tanto
c(P1) + c(P2) < c(P ).
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Lema 6.2. Para cualquier espina casi simple P de una esfera homolo´gica M exis-
te una coleccio´n finita algor´ıtmicamente construible de esferas homolo´gicas Mi y
sus espinas Pi ⊂ Mi, 1 ≤ i ≤ n, tal que M es la suma conexa de M1, . . . ,Mn,∑n
i=1 c(Pi) ≤ c(P ), y para cada i la espina Pi es o un punto o una espina especial.
Demostracio´n. Sea M ′ es una vecindad regular de P en M . Como M es una esfera
homolo´gica M ′ es una bola homolo´gica.
PASO 1. Supongamos que P posee partes 1-dimensionales. Consideremos un arco
` en la parte 1-dimensional. Como M ′ es una vecindad regular de P en M, M ′ posee
un tubo alrededor de `, por lo tanto M ′ posee un disco propio D ⊂M ′ que intercepta
transversalmente a ` en un punto. D descompone a M ′ en dos bolas homolo´gicas,
de modo que M ′ es la suma conexa de estas dos bolas homolo´gicas. Sus espinas casi
simple se pueden obtener quitando ` de P.
PASO 2. Supongamos que P posee una 2-componente que contiene una curva
cerrada simple l no trivial que preserva orientacio´n. Como M ′ es una vecindad regular
de P en M, l tiene una copia l′ ⊂ ∂M ′ y un tubo t que une a l con l′ tal que t∩P = l.
Ahora como ∂M ′ = S2, l′ acota un disco D′ ⊂ ∂M ′. Sea D = D′ ∪ t, as´ı construimos
un disco D ⊂ M ′ tal que D ∩ P = ∂D = l. Ahora por el teorema 2.1 M ′ \ P es
homeomorfo a ∂M ′ × [0, 1) = S2 × [0, 1), y como D ∩ P = ∂D = l se tiene que
D corta una 3-bola V en M ′ \ P . Si penetramos a V a trave´s de un hueco en otra
2-componente de el borde libre de V , encontramos despue´s de colapsar una nueva
espina casi simple de M ′ con igual o menor nu´mero de ve´rtices verdaderos.
PASO 3. Desarrollando los pasos 1 y 2 la cantidad de veces que sea posible, en-
contramos una coleccio´n finita de espinas casi simple Pi de bolas homolo´gicas M
′
i .
Donde cada Pi no tiene partes 1-dimensionales (esto es, un poliedro simple), y no
tiene 2-componentes que contengan curvas cerradas simples no trivial que preser-
68
va orientacio´n, 1 ≤ i ≤ n. Todo poliedro homolo´gicamente trivial que posee estas
propiedades es un punto o´ especial.
Para completar llenamos los bordes de M ′i con 3-bolas y encontramos la coleccio´n
de esferas homolo´gicas Mi deseadas. Por construccio´n, M es la suma conexa de Mi.
Lema 6.3. Dada una 3-esfera homolo´gica M , una espina especial P de M, y la
correspondiente descomposicio´n en asas ξP . Existe un algoritmo el cual determina si
existe o no una esfera 2-normal S en M que contiene un cuadrila´tero o un octa´gono.
Si la respuesta es afirmativa, entonces el algoritmo construye una de estas esferas.
Adema´s esta esfera construida por el algoritmo resulta ser fundamental.
Demostracio´n. Primero mostraremos que si ξP contiene un esfera 2-normal S que
contiene un cuadrila´tero o un octa´gono, entonces existe una esfera 2-normal S ′ que
contiene un cuadrila´tero o un octa´gono y adema´s es una superficie fundamental.
En efecto, si S es fundamental no hay nada que hacer. Supongamos que S no es
fundamental, es decir, S puede ser expresada como suma de superficies fundamentales
Fi, 1 6 i 6 n (pueden existir repeticiones de las Fi). Ahora claramente ninguna de las
Fi es un plano proyectivo ya que el primer grupo de homolog´ıa de un plano proyectivo
es Z2 y H1(M ;Z) = 0. Ahora como la caracteristica de Euler de una esfera es 2, se
debe cumplir que:
2 = χ(S) =
n∑
i=1
χ(Fi)
y como
χ(Fi) = 2− 2gi 6 2 donde gi corresponde al genero de cada Fi.
De modo que existe al menos un i tal que χ(Fi) = 2; es decir, al menos una de las Fi
es una esfera. Sin perdida de generalidad supongamos que F1 es una esfera.
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Veamos que F1 contiene al menos un cuadrila´tero o un octa´gono. Supongamos lo
contrario; es decir, todos los discos elementales en F1 son tria´ngulos. Por medio de
una isotop´ıa normal transformamos F1 en F
′
1; donde F
′
1 es una esfera muy cercana al
borde ∂ξP de tal forma que F
′
1 ∩ Fi = ∅ para todo i, i 6= 1. Ahora como F1 y F ′1 son
superficies equivalentes, se tiene que:
S =
n∑
i=1
Fi
= F1 +
n∑
i=2
Fi
= F ′1 +
n∑
i=2
Fi
donde esta ultima suma genera una superficie no conexa (pues F ′1 ∩Fi = ∅ para todo
i ∈ {2, 3, . . . , n}). Lo cual es absurdo pues S es conexa. Por lo tanto F1 contiene un
cuadrila´tero o un octa´gono. As´ı en calidad de S ′ tomamos a F1.
As´ı el algoritmo puede se fa´cilmente construido. Ya que las superficies fundamen-
tales son finitas, de modo que buscando entre ellas una 2-esfera que contenga un
cuadrila´tero o un octa´gono.
6.2. El algoritmo
El algoritmo lo resumimos a continuacio´n. Dada una triangulacio´n T de una 3-
variedad M , el algoritmo procede de la siguiente manera:
1. Se determina H1(M), el primer grupo de homolog´ıa de M (por el teorema 11.5 de [7]
los grupos de homolog´ıa son computables).
1.1. Si H1(M) 6= 0, entonces M no es una 3-esfera y el procedimiento termina.
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1.2. Si H1(M) = 0 entonces se continua con el siguiente paso (en este caso M es una
3-esfera homolo´gica).
2. Se construye una espina especial P para M , la cual es posible obtener por el teorema
2.2. (P es realmente una espina especial para M \B donde B es una 3-bola en M .)
3. Buscamos una 2-esfera 2-normal S en M que contenga un cuadrila´tero o un octa´gono
(la cual debe existir si M es una 3-esfera por el resultado de Rubinstein). Por el lema
6.3 existe un algoritmo que decide si M contiene o no contiene una esfera 2-normal
que contenga un cuadrila´tero o un octa´gono.
3.1. Si S no existe, entonces M no es una 3-esfera y entonces el procedimiento
termina.
3.2. Si S existe, se usa S para particionar P en espinas P1, P2, . . . , Pn de 3-esferas
homolo´gicas M1,M2, . . . ,Mn, de tal manera que
(i) cada Pi es una espina especial o´ es un punto (si Pi es un punto, entonces
Mi es una 3-esfera), y
(ii) M es la suma conexa de M1,M2, . . . ,Mn.
Esto es posible aplicando primero el lema 6.1, y luego si es necesario se aplica
el lema 6.2 (las espinas resultantes de aplicar el lema 6.1 son casi simples, no
se tiene certeza si son espinas especiales. Al aplicar el lema 6.2 se corrige este
detalle y se convierten las espinas en especiales o en puntos).
4. (Paso recursivo) Para cada Pi,Mi obtenida en el paso anterior, si Pi es una espina
especial (no es un punto) entonces se aplican a Pi,Mi recursivamente los pasos 3 y
4. Si se obtiene que cada Mi es una 3-esfera, entonces la 3-variedad M inicial es una
3-esfera, y de lo contrario no los es. (Es decir, si en todas las ejecuciones recursivas
nunca se falla en encontrar una 2-esfera 2-normal, entonces la 3-variedad inicial es la
3-esfera).
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