Abstract. In this paper we study weighted distances in scale-free spatial network models: hyperbolic random graphs, geometric inhomogeneous random graphs and scale-free percolation. In hyperbolic random graphs, n = Θ(e R/2 ) vertices are sampled independently from the hyperbolic disk with radius R and two vertices are connected either when they are within hyperbolic distance R, or independently with a probability depending on the hyperbolic distance. In geometric inhomogeneous random graphs, and in scale-free percolation, each vertex is given an independent weight and location from an underlying measured metric space and Z d , respectively, and two vertices are connected independently with a probability that is a function of their distance and their weights. We assign independent and identically distributed (i.i.d.) weights to the edges of the obtained random graphs, and investigate the weighted distance (the length of the shortest weighted path) between two uniformly chosen vertices, called typical weighted distance. In scale-free percolation, we study the weighted distance from the origin of vertex-sequences with norm tending to infinity.
Introduction
Many complex systems in our world can be described in an abstract way by networks and are studied in various fields. Examples are social networks, the Internet, the World Wide Web (WWW), biological networks like ecological networks, protein-protein interaction networks and the brain, infrastructure networks and many more [59, 68] . We often do not comprehend these networks at all in terms of their topology, mostly due to their enormous size and complexity. A better understanding of the global structure of the network of neurons in the brain could, for example, help understand the spread of the tau protein through the brain, causing Alzheimer's disease [28] . We do know that many real-world networks exhibit the following three properties:
(1) The small-world property: distances within a network are logarithmic or double logarithmic (ultrasmall-world) [36] . Examples include social networks [7, 70, 74] , food webs [66] , electric power grids and movie actor networks [75] .
(2) The scale-free property: the number of neighbours or connections of vertices in the network statistically follows a power-law distribution, i.e., P (degree > k) ≈ k −(τ −1) , for some τ > 1 [4, 5, 68] . Examples include the World Wide Web and the Internet, [41] , global cargo ship movements [59] , and food webs [66] .
important mathematical model in probability theory that has been studied extensively in grid-like graphs, see e.g. [44, 54, 73] , and on non-spatial (random) graph models as well such as the complete graph [49, 37, 38, 39, 56] , the Erdős-Rényi graph [14] , the configuration model [13, 12, 51] and the inhomogeneous random graph model [61] . FPP in the 'true' scale-free regime on the configuration model, (i.e., when the asymptotic variance of the degrees is infinite), was studied recently in [2, 9, 10] , revealing a dichotomy of distances caused by the dichotomy of 'explosiveness' vs 'conservativeness' of the underlying branching processes (BP). In particular, the local tree-like structure allows for the use of age-dependent branching processes when analysing FPP. Age-dependent BPs, introduced by Bellman and Harris in [11] , are branching processes where each individual lives for an i.i.d. lifetime and upon death it gives birth to an i.i.d. number of offspring. When the mean offspring is infinite, for some lifetime distributions, it is possible that the BP creates infinitely many individuals in finite time. This phenomenon is called explosion. For other lifetime distributions this is not the case, in which case the process is called conservative. A necessary and sufficient criterion for explosion was given in a recent paper [6] .
Our contribution is that we show that the weighted distances in GIRGs and SFP in the regime where the degrees have infinite variance, converge in distribution when the edge-weight distribution produces explosive BPs with infinite mean offspring distributions. We further identify the distributional limit. The case when the edge-weight distribution is conservative has been studied in the SFP model in [52] . Based on this, and the result in [2] , we expect that a similar result would hold for the GIRG as well. We formulate our main result without the technical details in the following meta-theorem. Let F L denote the probability distribution function of the nonnegative random variable L, and equip every edge e in the GIRG (resp. SFP) graph with an i.i.d. edge-weight L e , a copy of L. The weight of a path in the network is defined as the sum of the edge-weights of the edges in the path. Let d L (u, v) denote the weight of the least-weight path, called weighted distance, between two vertices u, v in the model (see Def. 2.9 below for a precise definition). Theorem 1.1 (Meta-Theorem). Consider GIRG on n vertices or SFP on Z d with i.i.d. power-law vertex-weights, and i.i.d. edge-weights with probability distribution function F L . Let the parameters of the model be so that the degree distribution follows a power-law with exponent τ ∈ (2, 3), and L as lifetime forms an explosive age-dependent branching process with infinite mean power-law offspring distributions. Let u, v be uniformly chosen vertices in GIRG. Then d L (u, v) converges in distribution to an a.s. finite random variable, conditioned that u, v are in the giant component of GIRG.
In the SFP, let u := 0, the origin of Z d , and v the closest vertex to ne for some arbitrary unit vector e. Then d L (u, v) converges in distribution to an a.s. finite random variable, conditioned that u, v are in the infinite component of SFP.
The criterion on the edge-weight distribution L seems somewhat vague, but it is explicit. In fact, the necessary and sufficient criterion for a BP to be explosive appeared first in [6] in great generality and for power-law offspring distributions it simplifies to an explicitly computable sum only involving the distribution function F L , see [62] for a proof. Namely, L forms an explosive age-dependent BP with power-law offspring distributions if and only if (1.1)
Model and results
We begin with introducing the Geometric Inhomogeneous Random Graph model (GIRG) from [23] . Then, conditioned on (x i , W (n) i ) i∈ [n] edges are present independently and for any u, v ∈ [n],
1)
where g n : X × X × R n + → [0, 1] measurable. Finally, assign to each present edge e an edge-length L e , an i.i.d. copy of L.We denote the resulting graph by GIRG W,L (n).
In [23] , when X = X d := [0, 1] d , with d standing for the parameter of the dimension, the following bounds were assumed on g n . There is a parameter α > 1, and 0 < c 1 ≤ C 1 ≤ 1, such that for all n and all u, v ∈ [n],
In this paper, we use a slightly different assumption that captures a larger class of g n when E[W (n) ] < ∞. Let us introduce two functions, g, g : R d × R + × R + → [0, 1], having parameters α, γ, a 1 , a 1 , a 2 ∈ R + :
g(x, w 1 , w 2 ) := 1 ∧ a 1 x −αd (w 1 w 2 ) α , g(x, w 1 , w 2 ) := e −a2((log w1) γ +(log w2)
3)
Assumption 2.2. There exist parameters α > 1, γ < 1, a 1 , a 1 , a 2 ∈ R + and 0 < c 1 ≤ C 1 < ∞, such that for all n and all u, v ∈ [n], g n in (2.1) satisfies
Comparing the upper and lower bounds in (2.4) to those in (2.2), by multiplying the spatial difference x u − x v by n 1/d in g, g, we have replaced
in (2.2) by a constant times n in (2.4). For large n this does not make a difference when E[W (n) ] < ∞, since in this case the sum is asymptotically nE[W (n) ] by the Law of Large Numbers. A more important change is that we have altered the first argument of the minimum in the lower bound in (2.2). The reason for the extension of the lower bound in (2.2) to the weaker form in (2.4) is that models satisfying (2.4) still show (asymptotically) the same qualitative behavior as the ones satisfying (2.2), and when applying weight-dependent percolation, it becomes necessary to allow edge probabilities to satisfy only the lower bound in (2.4) but not (2.2). We discuss this in more detail in Section 6. A similar model is scale-free percolation (SFP), introduced by Figure 1 . A realisation of the GIRG, for α = 1.95, τ = 2.8525, d = 2, n = 1000.
Deijfen, van der Hofstad and Hooghiemstra in [32] . In Section 3 we discuss how the relation of GIRG and SFP in more detail. A realisation of (part of) the GIRG model with power-law weights can be seen in Figure 1 . Definition 2.3 (Scale-free percolation). Let d ≥ 1 be an integer and W ≥ 1 a random variable. We assign to each vertex i ∈ Z d a random weight W i , an i.i.d. copy of W . For a parameter α > 0 and a percolation parameter λ > 0, conditioned on (W i ) i∈Z d , we connect any two non-nearest neighbours u, v ∈ Z d independently with probability
Nearest neighbour vertices are connected with probability 1. Finally, we assign to each edge e an edge-length L e , an i.i.d. copy of L. We denote the resulting random graph by SFP W,L .
Vertex-weight distribution. To be able to produce power-law degree distributions, in both the GIRG and SFP, it is generally interesting to study the case when the weight variables asymptotically follow a power-law distribution. In the literature, (see e.g. Chung-Lu, or Norros Reitu model), generally the same vertex-weight distribution W (n) ≡ W is assumed for all values n ≥ 1. For our results to carry through to hyperbolic random graphs it is necessary to allow n-dependent weight distributions that converge to some limiting distribution. Hence we pose the following assumption on the weight distributions W (n) . We say that a function varies slowly at infinity when lim x→∞ (cx) / (x) = 1 for all c > 0.
Assumption 2.4 (Power-law limiting weights). The vertex-weight distributions (W
(n) ) n≥1 satisfy the followings:
(a) W (n) ≥ 1 a.s. for all n ≥ 1, (b) For all n ≥ 1 there exists an M n ∈ R + with the property that P(W (n) > M n ) = o(n −1 ) and that for all x ∈ [1, M n ], P(W (n) > x) = x −(τ −1) (n) (x) and (x) ≤ (n) (x) ≤ (x), (2.6) for some functions (x), (x) that vary slowly at infinity. (c) There exists a distribution W and a function that varies slowly at infinity, such that
and W
By possibly adjusting g n , we have assumed that P W (n) ≥ 1 = 1 to capture all W (n) with support separated from 0. Note also that we do not require that (n) (x) is slowly varying, it is enough if its limit (x) has this property. The reason for this rather weak assumption is that it allows for slightly truncated power-law distributions, and it is also necessary for HRG: there, (n) (x) contains a term (x/n) β for some β > 0, so (n) (x) in itself is not slowly varying, only its limit, when this term vanishes as n → ∞.
Recall that a joint distribution ( W (n) , W ) on R×R is a coupling of W (n) and W , if its first and second marginals have the law of W (n) and W , respectively. The coupling error is defined as P( W (n) = W ). Recall that the total variation distance equals
the total variation distance between W (n) and W . By Assumption 2.4, d TV (W (n) , W ) → 0 as n → ∞. Further, whenever d TV (W (n) , W ) → 0, (by definition of the infimum, see also [58, Theorem 4.2] ) it is true that there exists a sequence of couplings of the rvs (W (n) ) n≥1 , W such that the coupling error tends zero. Let us thus take such a sequence of couplings ( W (n) , W ) and define
Results. Theorems 2.12 and 2.14 below, our main results, are the precise versions of Theorem 1.1 above. Before formulating the results we introduce some extra assumptions, and models that help us state the distributional limits in our theorems. Let us express
i.e., the notation g n emphasises the weights of the vertices u, v in g n in (2.1). Heuristically, the next assumption ensures that g n , the edge-connection probability function, converges to some limiting function h that only depends on the spatial distance between the two vertices and on their weights.
Assumption 2.5 (Limiting connection probabilities exists)
. Set (X , ν) := ([−1/2, 1/2] d , Leb) for some integer d ≥ 1. We assume that (a) there exists an event L n measurable wrt to the σ-algebra generated by the weights (W (n) i ) i∈ [n] that satisfies lim n→∞ P(L n ) = 1, (b) there exist intervals I ∆ (n) ⊆ R + , I w (n) ⊆ [1, ∞) and a sequence (n) ∈ R + , such that
The function h is the limit of the connection probability function g n , when the two vertices involved are distance ∆/n 1/d away from each other. Since
= Θ(n), the scale Θ(n 1/d ) is the scale for the distance between two vertices when g n is of constant order in (2.2) . The function h is important since it captures the limiting connection probabilities, that allows us to extend the model to the whole R d . The arguments of h represent the distance between two vertices (∆/n 1/d ) and their weights, respectively. The need for the event L n is coming from the randomness of the (W
} for some β < 1. Importantly, Assumption 2.5 implies that the connection probabilities converge whp to the function h(∆, w u , w v ), and this limiting connection function only depends on the vertex-weights and the spatial distance of the vertices involved. Importantly, the limiting probability is translation invariant. The condition requires that in the range where the connection probabilities are not vanishing (i.e., the spatial difference between the two vertices is of order n −1/d ), the relative error between the connection probability and its limit is uniformly bounded by some function (n), on intervals that tend to the full possible range. This condition is satisfied when for instance g n equals either the upper or the lower bound in (2.2) or in (2.4) and the weigths are i.
for an appropriate κ(τ ) > 0 can be shown using that the
] are of order n 1/2 whenever τ > 3 and are n 1/(τ −1) when τ ∈ (2, 3), and that for any two positive numbers a, b, |(1 ∧ a) − (1 ∧ b) ≤ 1 ∧ |a − b|. Hyperbolic random graphs satisfy this assumption with the choices (n) = n −1 and
, that we show in Section 9.
Claim 2.6. Suppose g n satisfies Assumption 2.2, with some α, γ and Assumption 2.5. Then with the same α, γ and for some c 1 , 13) for all sufficiently large n, thus the result follows by adjusting the constants c 1 , C 1 .
To be able to define the distributional limit of weighted distances in GIRG, we need to define an infinite random graph, that we think of as the extension of GIRG W,L (n) to R d . This model is a generalisation of [34] , and it can be shown that the continuum percolation model in [42] , the (local weak) limit of hyperbolic random graphs, can be transformed to this model with specific parameters that we identify in Section 9 below.
, L ≥ 0 random variables and λ > 0. We define the infinite random graph model EGIRG W,L (λ) as follows. Let V λ be a homogeneous Poisson Point Process (PPP) on R d with intensity λ, forming the positions of vertices. For each x ∈ V λ draw a random weight W x , an i.i.d. nonnegative rv with pdf F W . Then, conditioned on (x, W x ) x∈V λ , edges are present independently with probability
(2.14)
Finally, we assign to each present edge e an edge-length L e , an i.i.d. copy of L. We write (V λ , E λ ) for the vertex and edge set of the resulting graph, that we denote by EGIRG W,L (λ).
Note that in the extension it is necessary to use the limiting function h instead of g n , since g n is not defined outside X d . We also use the limiting weight distribution W instead of W (n) for the weights of vertices.
To be able to connect GIRG W,L (n) to the extended infinite model
, by a factor n 1/d so that the average density of vertices becomes 1. This is the next model we define.
, and g n be from Definition 2.1.
sampled from the measure Leb, and a vertex-weight W
edges are present independently and for any u, v ∈ [n],
Finally, assign to each present edge e an edge-length L e , an i.i.d. copy of L.We write V B (n), E B (n) for the vertex and edge-set of the resulting graphs, that we denote by BGIRG W,L (n). 
Next we define weighted and graph distance, and introduce notation for corresponding metric balls and their boundaries, and then define the explosion time of the origin in EGIRG W,L (λ).
Definition 2.9 (Distances and metric balls). For a path π, we define its length and L-length as |π| = e∈π 1, and |π| L := e∈π L e , respectively. Let Ω u,v := {π : π is a path from u to v}. For two sets A, B ⊆ V , we define the L-distance and the graph distance as
with d q (A, B) = 0 when A∩B = ∅ and d q (A, B) = ∞ when there is no path from A to B for q ∈ {L, G}. For Euclidean distance, graph distance and L-distance, respectively, let may happen if L is not absolutely continuous) then any path realising the infimum can be chosen. It can generally be shown that |π
This phenomenon is called explosion, and it was first observed in branching processes. See Harris [45] for one of the first conditions derived for a continuous-time branching processes to be explosive. Our first result, analogous to [52, Theorem 1.1] states that EGIRG W,L (λ) is not explosive when E[W 2 ] < ∞, and characterise the set of edge-length distributions L that give explosivity when τ ∈ (2, 3) in Assumption 2.4. We denote the distribution function of L by F L .
We are ready to state the two main theorems. By Bringmann et al. in [22, Theorem 2.2] , whp there is a unique linear-sized giant component C max in GIRG W,L (n) when W satisfies (2.7) with τ ∈ (2, 3).
Theorem 2.12 (Distances in GIRG with explosive edge-lengths). Consider GIRG W,L (n), satisfying Assumptions 2.2, 2.4, 2.5 with parameters τ ∈ (2, 3) , α > 1, d ≥ 1, and assume that I(L) < ∞. Let v 1 n , v 2 n ∈ C max be two vertices chosen uniformly at random. Then, as n tends to infinity, Proof of Corollary 2.13 subject to Theorem 2.12. Consider a model GIRG W,L (n) where c 1 g(·) is used instead of g n (·) on the same vertex positions and vertex-weights (x i , W (n) i ) i∈ [n] . Under Assumption 2.2, a coupling can be constructed where the edge sets E(GIRG W,L (n)) ⊆ E(GIRG W,L (n)) a.s. under the coupling measure. Note that c 1 g(·) satisfies Assumption 2.5, and so (2.23) is valid for GIRG W,L (n) and thus Theorem 2.12 holds for
A similar theorem holds for the SFP model. One direction of this theorem has already appeared in [52, Theorem 1.7] , where it was conjectured that its other direction also holds. For a vertex
Theorem 2.14 (Distances in SFP with explosive edge-lengths). Consider SFP W,L , with W satisfying (2.7) with parameter τ > 1, α > d and γ = α ( τ − 1) /d ∈ (1, 2) and edge-length distribution F L with I(L) < ∞. Fix a unit vector e. Then, as m → ∞, 24) and 
2.1.
Discussion and open problems. Understanding the behaviour of distances and weighted distances on spatial network models is a problem that is still widely open, when the graph has a power-law degree distribution. Graph distances are somewhat better understood, at least in the infinite variance degree regime, where a giant/infinite component exists whp and typical distances are doubly-logarithmic. For hyperbolic random graphs (HRG), typical distances and the diameter were recently studied in [1] and [67] , respectively, and in GIRGs in [22] . For scale-free percolation and its continuum-space analogue, typical distances were studied in [32, 52] and [33] . In the first two papers, doubly-logarithmic distances were established in the infinite variance degree regime, while lower bounds on graph distances were given in other regimes. Typical distances in the finite variance regime remain open -even the existence of a giant component in this case is open for GIRGs, and was studied for HRG in [18, 42] . We conjecture that this result would carry through for GIRGs as well, i.e., a unique linear sized giant component exists when τ > 3 and the edge-density is sufficiently high. An indication for this is that the limiting continuum percolation model identified in [42] is a special case of the limit of GIRGs, as we show in Section 9. For scale-free percolation (SFP), the phase transition for the existence of a unique infinite component for sufficiently high edge-densities was shown in [32] and for the continuum analogue in [34] . In [33] , it is shown that distances grow linearly with the norm of vertices involved, when α > 2d and degrees have finite variance. The α ∈ (d, 2d) case remains open, and they are believed to grow poly-logarithmically with an exponent depending on α, d, τ based on the analogouos results about long-range percolation [16, 17] .
Scale-free percolation is the only scale-free spatial model for which results on first passage percolation are known [52] . In this paper we extend this knowledge by studying first passage percolation in the infinite variance regime on GIRG, HRG, and SFP, when the edge-length distribution produces explosive branching processes. The non-explosive case was treated in [52] for SFP, and we expect that the results there would carry over GIRG and HRG as well, in an n-dependent form that is e.g. stated for the configuration model in [2] .
Thus, we see the followings as main open questions regarding (weighted) distances in spatial scale-free network models: Is there universality in these models beyond the infinite variance degree regime? More specifically, in the finite variance degree regime: Can we give a description of the interpolation between log-log and linear distances in SFP? Is it similar to long-range percolation? Can we observe the same phenomenon in GIRG and HRG, in terms of the long-rage parameter α and T H , respectively? For instance, do distances become linear when the long-range parameter is sufficiently high? Does the Spatial Preferred Attachment model behave similarly to these models?
Comparison of GIRG and SFP. The GIRG on (
d , the density of the points becomes unit, and, in case the connection probabilities behave somewhat regularly, the model can be extended to R d as we did by introducing the EGIRG W,L (λ) model. The main difference between GIRG and SFP is thus that their vertex set differs. In the SFP the vertex set is Z d , whereas it is a PPP on R d in EGIRG W,L (λ). We conjecture that the local weak limit of GIRG W,L (n) satisfying Assumption 2.5 exists and equals EGIRG W,L (1). Beyond this, assuming that GIRG satisfies Assumption 2.2, the two models are differently parametrised. It can be easily shown that the connection probability of the SFP model in (2.5) satisfies the bounds in (2.2), when setting α = α/d, τ − 1 = ( τ − 1)α and implying that γ = α( τ − 1)/d = τ − 1. It follows that where γ is the relevant parameter in the SFP model, τ − 1 is the relevant parameter in the GIRG model. The relation α = α/d directly shows why we work with α > 1 for GIRGs: For the SFP α > d ensures that degrees are finite a.s., while α < d implies a.s. infinite degrees [32, Theorem 2.1] . This translates to α > 1 for the GIRG model.
2.2.
Overview of the proof. We devote this section to discussing the strategy of the proof of Theorem 2.12. We start by mapping the underlying space,
d , and the vertex locations to
d using the blow-up method described in Definition 2.8. So, instead of GIRG W,L (n), we work with the equivalent BGIRG W,L (n) that has the advantage that the vertexdensity stays constant as n increases. Under Assumptions 2.5, we expect that this model is close to EGIRG W,L (1) restricted to X d (n), and thus the shortest paths leaving a large neighborhood of u and v have length that are distributed as the explosion time of those vertices in EGIRG W,L (1). Since u, v are typically 'far away', these explosion times become asymptotically independent. We show that this heuristics is indeed valid and also that these explosive rays can be connected to each other within X d (n).
The details are quite tediouos. We choose a parameter ξ n ↓ 0 such that EGIRG W,L (1 − ξ n ), (resp. EGIRG W,L (1 + ξ n )) has, for all large n, less (resp. more) vertices than n in X d (n), as proved in Claim 3.2. In Claim 3.3 below we construct a coupling such that the vertex sets within X d (n) are subsets of each other, i.e., for all n large enough, 26) and for the edge-sets, E λ1 ⊆ E λ2 whenever λ 1 ≤ λ 2 . By Def. 2.7, we use the limiting edge probabilities h and weights W when determining the edges in EGIRG W,L (λ), while in BGIRG W,L (n) we use g n and W (n) . As a result, we cannot hope that a relation similar to (2.26) holds for the edge set of the three graphs as well. Nevertheless, we construct a coupling in Claim 3.4 below, using the error bound in (2.11) (that hold on the good event L n such that for any set of k edges E = (e 1 , . . . , e k ) where e i connects vertices in V B (n) 27) where denotes symmetric difference, as long as the number of vertices involved is not too large. So, any constructed edge-set in one model is present in the other model as well as long as the corresponding lhs in (2.27) stays small. Using the same edge-length L e on edges that are present in both models, we can relate the L-distances in one model to the other.
Recall from Def. 2.9 that we add subscript λ and n to the metric balls and their boundaries when the underlying model is EGIRG W,L (λ) and BGIRG W,L (n), respectively, and the coupling of the vertex sets in (2.26). Suppose we can find an increasing sequence k n → ∞ such that the graph-distance balls
n , k) (the graph distance balls within graph distance k) coincide as graphs with vertex-weights (i.e., they have identical vertex and edge-sets and vertex-weights) and that
where W(A) denotes the vertex-weights of vertices within a set A. We show in Proposition 3.6 below that on A kn , the shortest path connecting v q n to ∂B G 1+ξn (v q n , k n ) is also the shortest in BGIRG W,L (n) and in EGIRG W,L (1) as well. Thus, on A kn , the lhs of (2.28) can be switched to
, and 1 + ξ n can be changed to 1 on the rhs. Then, it holds that,
To find k n , for q ∈ {1, 2}, we bound the maximum displacement within B is longer than the total length of the two shortest paths leading to vertices at graph distance k. We establish the bound by being able to choose k = k n that tends to infinity. the spatial growth of the BRW. This leads us to show in Proposition 3.6, that there are two spatially disjoint boxes Box(v q n ), q ∈ {1, 2}, and an increasing sequence This guarantees that the required conditions are satisfied in (2.28). Since the B G 1+ξn (v q n , k n ) are defined within disjoint boxes, they are independent and thus the two terms on the rhs of (2.28) are independent. Further, by possibly taking a new sequence k n that increases at a slower rate than the previous one, (2.27) ensures that the event A kn holds whp in (2.30). We finish the proof by showing that the variables on the rhs of (2.30) tend to two i.i.d. copies of the explosion time of the origin in EGIRG W,L (1), a non-trivial part in itself.
Upper bound on d L (v n ) are part of BGIRG W,L (n) and that we can connect these segments within BGIRG W,L (n) with a connecting path of length at most ε, say, for arbitrarily small ε > 0. The first part, namely, that the initial segments of these paths are part of BGIRG W,L (n), holds whp since it is a consequence of the event A kn : any path in EGIRG W,L (1) that leaves v q n and has at most k n edges is part of BGIRG W,L (n) as well on A kn . To be able to connect these segments, we need to find a vertex on π We need to make sure that v 1 n (K) and v 2 n (K) are part of BGIRG W,L (n). For this we argue as follows: By translation invariance, for any fixed K < ∞ the spatial distance u − u(K) is a copy of the random variable 0 − 0(K) , i.e., a proper random variable, where 0 denotes the origin of R d , and 0(K) denotes the first vertex with weight at least K on the shortest path from 0 to infinity in EGIRG W,L (1), conditioned that 0 is in the infinite component. Thus, for fixed K, for n sufficiently large, v q n (K) ∈ X d (n) will be satisfied with probability tending to 1. Further, we show in Lemma 3.7 that for any fixed K, the event A n,K that the vertices and edges of π 
the joint distribution of the explosion times of v
) is monotone increasing in K that will be relevant later on.
Next, we show in Proposition 3.8 the whp existence of a path connecting v
We do this using a subgraph created by weight-dependent percolation. That is, we keep edges e = (u, v) ∈ E B (n) if and only if their edge-length
γ − (log y) γ }, γ ∈ (0, 1) It follows that we keep an edge e = {u, v} with probability at least exp{−(log W (n) Since the percolation provides a deterministic upper bound on the edge-lengths of retained edges, once we have bounds on the weights of the vertices, we have a deterministic bound ε K on the length of the connecting path, where ε K tends to zero with K. The first part of the path, constructed by following the explosive path in EGIRG W,L (1) is part of BGIRG W,L (n) with probability that tends to 1 as n → ∞, while the connecting path using the percolation and the boxing method exists with probability that tends to 1 as K → ∞, as in Figure 4 . Thus we arrive at the bound
where we have used the monotonicity of the limit in (2.32). From here we finish the proof by controlling the error probabilities by first choosing K large enough, then n large enough and showing that Figure 3 . A schematic overview of the boxing structure around v n 1 . The radius of the annuli increases doubly-exponentially with their index. We drew a path connecting centers of subboxes within consecutive annuli, but we did not draw the subboxes. In the extended model, this construction can be continued indefinitely, yielding an infinite path. This is the idea of proving the existence of an infinite component.
2.3.
Structure of the paper. In Section 3, we describe a coupling between BGIRG W,L (n) and the extended model EGIRG W,L (λ) and state two propositions capturing the upper and lower bound of Theorem 2.12. We provide the proof of Theorem 2.12 in this section subject to these propositions. In Section 4, we introduce a branching random walk in a random environment, and describe its behavior when
We also prove Theorem 2.11 in this section. The BRW allows us to bound the growth of neighborhoods in BGIRG W,L (n), which we utilize in Section 5 by proving the lower bound in Theorem 2.12 (proof of Proposition 3.6 below). We discuss weight-dependent percolation and a boxing method in Section 6, both preliminaries for the upper bound in Theorem 2.12. Section 7 is devoted to the optimal explosive path in EGIRG W,L (1) and its presence in BGIRG W,L (n), and contains the proof of the upper bound in Theorem 2.12 (proof of Proposition 3.8 below)). We then use Section 8 to describe the necessary adjustments for our results to hold for scale-free percolation (proof of Theorem 2.14). Finally, in Section 9, we describe the connection between hyperbolic random graphs to GIRGs and show that Theorem 2.12 is valid for hyperbolic random graphs as well.
Coupling of GIRGs and their extension to R d
In this section we state two main propositions for Theorem 2.12 and describe a multiple-process coupling. To be able to show the convergence of distances in (2.23) to the explosion time of EGIRG W,L (1) (Definition 2.10), we need to relate GIRG W,L (n) to EGIRG W,L (1). Therefore, we first blew the model up to X d (n), obtaining a unit vertex-density model BGIRG W,L (n), and then extended this model to R d , obtaining EGIRG W,L (λ), using PPPs with intensity λ as vertex sets, allowing for vertex-densities other than 1. While in BGIRG W,L (n) there are n vertices, the number of vertices in EGIRG W,L (λ) ∩ X d (n) is Poi(λn). Thus the two models cannot be compared directly. To circumvent this issue, we slightly increase/decrease the vertex-densities and even the edge-densities to obtain models with resp. more/less vertices in
Figure 4. The idea of the proof of the upper bound. We connect v 1 n with v 2 n by following the two shortest explosive rays to two vertices with degree at least K, denoted by v
Then we connect these two vertices using a boxing structure, and following two paths via centers of subboxes. We control the total weight on the edges of the connecting segment between v 1 n (K), v 2 n (K) by doing the boxing structure in a percolated graph, where only edges with small edge-weight are kept.
Definition 3.1 (Extended GIRG with increased edge-density). Let us define EGIRG W,L (λ) as follows: Use the same vertex positions and vertex-weights (x, W x ) x∈V λ as in the EGIRG W,L (λ) model. Conditioned on (x, W x ) x∈V λ , an edge between two vertices y, z ∈ V λ is present independently with probability
Each edge e carries a random length L e , i.i.d. from some distribution F L . We denote the edge set by E λ .
An elementary claim is the following:
n /2 be the rate function of a Poisson random variable with parameter 1 + ξ n at 1. Then, using Chernoff bounds [48,
2) which is summable in n. Following similar steps for the 1 − ξ n case, the claim follows using the Borel-Cantelli lemma on the sequence of events
, and the model (BGIRG W,L (n)) n≥n0 , where n 0 is from Claim 3.2, such that for all n ≥ 3,
and, for all n ≥ n 0 ,
Proof. We introduce a coupling between the PPPs (V 1±ξn ) n≥3 for all n at once. Note that ξ n is decreasing in n whenever n ≥ 3. We use a PPP with intensity 1 + ξ 3 to create the vertex set V 1+ξ3 . Then, for each vertex v ∈ V 1+ξ3 we draw an i.i.d. uniform [0, 1] random variable that we denote by U v . Finally, for all n ≥ 3 we set v ∈ V 1+ξn if and only if
. Setting ξ n = 0 yields also a coupling to EGIRG W,L (1). The independent thinning of Poisson processes ensures that V 1±ξn is a PPP with intensity 1 ± ξ n . To determine the edge set of EGIRG W,L (λ), note that the edge probabilities are determined by the same function h for all λ. So, first we determine the presence of each possible edge between any two vertices in V 1+ξ3 . This edge is present in EGIRG W,L (1 ± ξ n ) precisely when both end-vertices of the edge are present in V 1±ξn . This coupling guarantees that the containment in (3.3) holds also for the edge-sets.
To construct a coupling ensuring (3.4), we determine V B (n), given that V
conditioned on having k 1 (resp. k 2 ) points, has the distribution of a set of k 1 (resp. k 2 ) many i.i.d. points sampled from X d (n). Thus, the way to generate the location of the n vertices in BGIRG W,L (n) so that (3.3) holds is by taking the vertex set of V 1−ξn ∩ X d (n), and then adding a uniform subset of points of size
Now we couple the edge-sets of BGIRG W,L (n) to the extended models. The content of the following claim is the precise version of the inequality in (2.27).
where the latter holds for all λ > 0. Let E = (e 1 , . . . , e k ) ⊆ E 1+ξn be a set of edges, where e i connects vertices v i1 , v i2 ∈ V B (n) with locations and weights
} holds and let n ≥ n 0 where n 0 is from Claim 3.2. Then,
where denotes symmetric difference. The same bound is true for EGIRG W,L (1 − ξ n ) when we assume that v i1 , v i2 ∈ V 1−ξn .
Proof. Recall the notations g B n , h, g from (2.15), from in Assumption 2.5 and from Claim 2.6, the bound from (2.16), and recall the weights W (n) , W from Assumption 2.4 and their total variation distance from (2.9). By the coupling described in Claim 3.3, the vertex set of BGIRG W,L (n) is a subset of V 1+ξn . For any possible edge connecting vertices in V B (n), we construct a coupling between the presence of this edge in BGIRG W,L (n) vs that of in E 1+ξn , E 1+ξn and E 1−ξn (in the latter case, given that the two vertices are also part of V 1−ξn ). First, use the optimal coupling realising the total-variation distance between W (n) and W for each endpoint of the edges under consideration. Then, for an edge e connecting vertices i 1 , i 2 ,
Given that the two pairs of weights are equal, for a possible edge e connecting vertices with locations and weights (
These, per definitions of the models in Def. 2.8, 2.7, 3.1 give the right edge-probabilities. By (2.16) and Claim 2.6, both h(e), g B (e) ≤ C 1 g(e). Since V B (n) ⊂ V 1+ξn and the vertex set is V λ for both
, this, together with (3.8) ensures (3.5). By Assumption 2.5, for any e,
by Assumption 2.5 and Claim 2.6. A union bound finishes the proof of (3.6). We mention that there are some existing results also for τ ≥ 3. In this case, for a specific (illustrative) choice of the edge probabilities, the infinite model EGIRG W,L (λ) has an infinite component only when the edge-intensity (or equivalently, the vertex intensity) is sufficiently high, see [32, 34] . For one dimension, hyperbolic random graphs form a special case when there is never a giant component when τ ≥ 3, see [18] .
Key propositions for
Recall from before Theorem 2.12 that C max denotes the unique, linear-sized giant component of BGIRG W,L (n), that exists whp by Bringmann et al. 
Then, there exists a sequence k n with k n → ∞, such that P(A kn ) → 1 as n → ∞, and 11) and finally, conditionally on
In the same manner, we formulate a proposition for the upper bound. Here, we shall take a double limit approach, so the error bounds are somewhat more involved. For a vertex v ∈ V 1 , let v(K) be the first vertex with weight larger than K on the optimal explosive path π
Lemma 3.7 (Best explosive path can be followed).
(3.12)
is not defined. With the event A n,K at hand, we are ready to state the key proposition for the upper bound. 
holds with probability 1 − η(K), for some function η(K) → 0 as K → ∞.
We note that the short connection between the optimal explosive paths is the key part that is missing from [52, Conjecture 1.11]. We prove Proposition 3.5 in Section 6, Proposition 3.6 in Section 5 and Lemma 3.7 and Proposition 3.8 in Section 7. From Lemma 3.7, Propositions 3.6 and 3.8, the proof of Theorem 2.12 follows Proof of Theorem 2.12 subject to Propositions 3.6 and 3.8. Let x be a continuity point of the distribution function of
, similar to (3.10). Due to the coupling developed in Claim 3.3, given that v
is at least as long as the total length of π 1 (k) and π 2 (k). Thus, conditioned on 
for q ∈ {1, 2}, where we condition on 0 ∈ V 1 . By (3.14) and the independence of V
(n, k n ) are also (conditionally) independent of each other. Thus, the distributional identity
holds on A kn , where X (q) kn are i.i.d. copies of X kn . Finally, we show that
the (possibly infinite) explosion time 2 of 0 in EGIRG W,L (1). This is actually a general statement that holds in any locally finite graph: the weighted distance to the boundary of the graph-distance ball of radius k tends to the explosion time, as the radius tends to infinity.
Recall
, we show that for any t > 0, the events {Y
To show this, we first observe that
Since all the degrees are finite, if there are infinitely many vertices within L-distance t, then there must be also a vertex v at graph distance k that is within L-distance t, (simply since one cannot squeeze in infinitely many vertices within graph distance k − 1). Hence, the distance between 0 and ∂B 19) where the last equality holds since X k is non-decreasing in k. For the reverse direction, observe that |B
Z < ∞, then only finitely many terms can be nonzero. If a term with index k is nonzero then so is every smaller index i ≤ k, since, the term being nonzero implies that there is a vertex v in ∂B
But then any vertex w on the shortest path from v to 0 has d L (0, w) ≤ t. For any term k that is 0, |∂B
Hence the limit of X k is also > t in this case. This finishes the argument that lim k→∞ X kn = Y E 1 (v). Returning to (3.15) , combined with (3.17) and this convergence result finishes the proof that
≤ x) + ε for all ε > 0 and sufficiently large n, where Y
from below, we use Proposition 3.8. Recall the event A n,K from (3.12). Let us write
By the statement of Proposition 3.8 and Lemma 3.7,
denotes the L-length of a section on the optimal path to infinity, (see the definition before Lemma 3.7)
(3.20)
We will show below that for two i.i.d. copies
Given this, fix δ, x first and then choose
, and
If a function is continuous at x, then it is also continuous on some interval (x − ζ, x], for some small ζ > 0, so let K 3 ≥ K 2 satisfy further that ε K3 ≤ ζ. Thus, x − ε K3 is also a continuity point of the distribution of Y (1) + Y (2) . Let n 1 now satisfy that for all n ≥ n 1 ,
Note that f (n, K) for fixed K tends to zero with n (see Lemma 3.7). So, set
This finishes the proof of the lower bound, given (3.21). Next we show (3.21). Recall from the proof of the upper bound that on the event A kn , as in (2.29), the variables V
(v q n , k)) are independent variables for q ∈ {1, 2}, and they satisfy the distributional identity (3.17) on A kn and they approximate, as k n → ∞, two i.i.d. copies of Y E 1 (0). Let both z 1 and z 2 be continuity points of the distribution of Y E 1 (0). Thus, estimating the joint distribution functions of (3.21) by the triangle inequality, we write
where we denote the terms on the rhs in the second, third and fourth row by T 1 , T 2 and T 3 , respectively. Then, due to the distributional identity (3.17) on A kn , T 2 is bounded from above by 1 − P(A kn ), and T 3 tends to 0 by the argument after (3.19) as k n → ∞ (that is, n → ∞). To estimate T 1 , note that the four variables involved are all defined on the same probability space (namely, in terms of the realisation EGIRG W,L (1)). Further, fixing n, the variable V
q (n, k) ≥ 0 tends to zero as we increase k, so the difference is unlikely to be less then δ > 0 for k large enough. Thus, we can add for any δ > 0 the extra term in the middle:
Note that the first row can be bounded from above by at least one of the variables V q 1 (n, k n ) to fall in a small interval of length δ, while for the second row to hold, the event in the second row below must hold:
The event in the second row is satisfied only when . Hence, for any ε > 0, one can choose first δ > 0 small enough and then k n large enough so that this probability is less than ε.
Branching Random Walks in random environment and GIRGs
In this section, we provide the framework for the lower bound in Theorem 2.12. As a preparation for Proposition 3.8, we show that every path with finite total L-length to infinity must leave the subgraph of EGIRG W,L (λ) restricted to vertices with bounded weight. Both proofs rely on a coupling to a process, a branching random walk (BRW), that has a faster growing neighborhood around a vertex v than the infinite component of EGIRG W,L (λ). Recall EGIRG W,L (λ) from Def. 3.1. This BRW has random environment. The environment is formed by (x, W x ) x∈V λ , where V λ is a PPP of intensity λ on R d and (W x ) x∈V λ are i.i.d. copies of W . We name the individuals in the skeleton of the BRW (a random branching process tree without any spatial embedding), via the Harris-Ulam manner. That is, children of a vertex are sorted arbitrarily and we call the root ∅, its children 1, 2, . . ., their children 11, 12, . . . , 21, 22, . . . and so on. Generally, individual i := i 1 i 2 . . . i k is the i We write p (i) for parent of individual i, set p (∅) = ∅. Abusing notation somewhat, we write x i , W i for the location and weight of the individual i.
We locate the root ∅ at the initial vertex v ∈ V λ , thus we set x ∅ := v. Conditioned on the environment, let the number of children at location x ∈ V λ \{x i } of every individual i be independent, and denoted and distributed as
Then, the location and weight of the offspring of i in the Bernoulli BRW is described as
Note that individuals at the same location reproduce conditionally independently. We denote the resulting BRW by BerBRW λ (v) and its generation sets by G Ber λ (v, k), k ∈ N and v the root. Note that the Bernoulli BRW is created so that the probability that a particle at a location y ∈ V λ has a child at location z ∈ V λ \{y} equals the probability of the presence of the edge (y, z) in EGIRG W,L (λ), namely P an individual at y has a child at z in BerBRW
After BerBRW λ (v) is generated, we assign i.i.d. edge-lengths from distribution F L to all existing parent-child relationships (p(i), i). We denote the resulting edge-weighted BRW by BerBRW λ,L (v).
Let us denote by B Lemma 4.1. There is a coupling of the exploration of (B L Ber (v, t)) t≥0 on BerBRW λ,L (v) to the exploration of (B λ (v, t)) t≥0 on EGIRG W,L (λ) so that for all t ≥ 0, under the coupling,
Further, there is a coupling of BerBRW λ (v) and EGIRG W,L (λ) such that under the coupling, 5) i.e., the vertices at graph distance k from v in EGIRG W,L (λ) form a subset of the individuals in generation k of BerBRW λ (v).
Proof. The proof of Lemma 4.1 is a direct analogue of the proof of [52, Proposition 4.1] and we refer the interested reader to their proof. The only difference is that in their proof the vertex set is Z d while here it is a PPP V λ . Heuristically, the coupling follows by (4.3), but it is non-trivial since one needs to assign the edge-lengths to parent-child relationships in BerBRW λ (v) as well as the edge-lengths L e in EGIRG W,L (λ) also in a coupled way.
A combination of the couplings in Claim 3.4 and Lemma 4.1 yields that for all t, under the couplings, Proof of Corollary 4.2 subject to Theorem 2.11. We prove the statement for EGIRG W,L (λ) as well. Let us denote shortly by G ≤K , (resp., G ≤K ) the subgraph of EGIRG W,L (λ) (resp. EGIRG W,L (λ)) spanned by vertices in V λ,≤K . Note that the statement is equivalent to showing that explosion is impossible within G ≤K (resp. within G ≤K ). Since the vertex-weights (W x ) x∈V λ are i.i.d., every x ∈ V λ belongs to the vertex set V λ,≤K independently with probability P(W ≤ K). An independent thinning of a Poisson point process (PPP) is again a PPP, thus V λ,≤K is a PPP with intensity λ K := λP(W ≤ K). Further,
To prove the non-explosive part of Theorem 2.11, we need a general lemma. We introduce some notation related to trees first. Consider a rooted (possibly random) infinite tree T . Let G k , generation k, be the vertices at graph distance k from the root. 
L e be the L-distance of ∅, x ∈ T , where P ∅,x is the unique path from vertex x to the root ∅. Suppose that the tree has at most exponentially growing generation sizes, that is, ∃ν ∈ (1, ∞) : P k0∈N k≥k0
Then explosion is impossible on T :
Proof. By (3.18), the limit lim k→∞ d L (∅, G k ) equals the explosion time of the root ∅. Our goal is to show that there exists a constant such that d L (∅, G k ) ≥ c L k for all sufficiently large k. Hence the limit is a.s. infinite. Let us fix a small enough ε > 0 and set t 0 so small that F L (t 0 ) < 1/(4ν 2 ) − ε. Then, let us define the event
. Then, since every vertex in G k is graph distance k from the root, by a union bound, . Now, we bound F ,k L (kt 0 /2). Note that if more than k/2 variables in the sum L 1 + . . . L k have length at least t 0 , then the sum exceeds kt 0 /2. As a result, we must have at least k/2 variables with value at most t 0 . Thus,
Using this bound in (4.8) and that |G k ≤ ν k for all k ≥ k 0 for some k 0 , we arrive to the upper bound 
for all sufficiently large k, since X k ≥ X 
Indeed, setting 
With c λ :
15) we obtain an upper bound µ(w, ds) ≤ µ + (w, ds) uniform in s, w.
By the translation invariance of the displacement probabilities in BerBRW, the expected number of individuals with given weight in generation k can be bounded from above by applying the composition operator * acting on the 'vertex-weight' space (type-space), that is, define µ * n (w, A) := R+ µ(v, A)µ * (n−1) (w, ds), µ * 1 := µ. 4 The ds refers to the Lebesque-Stieltjes integration wrt to the measure generated by F L , e.g. when L has a density
For instance, µ * 2 counts the expected number of individuals with weight in A in the second generation, averaged over the environment. The rank-1 nature of the kernel µ + implies that its composition powers factorize. An elementary calculation using (4.15) shows that
Since the weight of the root is distributed as W ,
This finishes the proof with m := c λ E[W 2 ] < ∞.
4.2.
Growth of the Bernoulli BRW when τ ∈ (2, 3). To prove the lower bound on the L-distance in Proposition 3.6, we analyse the properties of BerBRW λ (v). We investigate the doubly-exponential growth rate of the generation sizes and the maximal displacement. Note that this analysis does not include the edge-lengths. The main result is formulated in the following proposition, that was proved for the SFP model in [52] that we extend to EGIRG W,L (λ): 
where
Then, for every ε > 0, there exists an a.s. finite random variable Y (ε) < ∞, such that the event
holds. Furthermore, the Y (ε) have exponentially decaying tails with 20) where the constant C ε depends on ε, τ, α, λ, d and the slowly-varying function only, not on K.
So, both the generation size and the maximal displacement of individuals in generation k grow at most doubly exponentially with rate (1 + ε) / (τ − 2) and random prefactor Y (ε). We believe based on the branching process analogue [31] that the true growth rate is 1/(τ − 2) with a random prefactor, but for our purposes, this weaker bound also suffices. It will be useful to know the definition of Y (ε) later.
Remark 4.5. Let us define
that is, H i describes the event that the generation sizes and maximal displacement of BerBRW λ (v) grow (for all generations) doubly exponentially with prefactor at most i in the exponent, as in (4.18). It can be shown that (t)/t dt is slowly varying at infinity.
This claim, combined with translation invariance of the model, allows one to estimate the expected number of individuals with weights in generation-dependent intervals, which in turn also allows for estimates on the expected number of individuals with displacement at least S k (ε, i) in generation k. These together with Markov's inequality give a summable bound on P(H , with some differences. First, the vertex set here forms a PPP while there it is Z d , and second, the exponents need to be adjusted, due to the relation between the parameters used in the SFP and GIRG models, as explained in Section 2.1.
Proof of Claim 4.6. We start bounding E [N w (≥ 1, ≥ S)]. Due to translation invariance, we assume that the individual is located at the origin. Recall the environment is (x, W x ) x∈V λ , and the displacement distribution from (4.1). Using the notation F W (ds) = P (W ∈ (s, s + ds)), for the Stieltjes integral similarly to (4.13),
where we mean the Lebesgue-Stieltjes integral wrt F L . Bounding the expectation inside T 1 and T 3 , for some constant c d , similar to (4.14), for any R > 0
Using this bound for R = S and R = (a 1/α 1 ws) 1/d , for some constant c d ,
(4.25)
The following Karamata-type theorem [15, Propositions 1.5.8, 1.5.10] yields that for any β > 0 and a > 0, and function that varies slowly at infinity,
while for β = 0, the integral equals (x) := x 1 (t)/t dt, which is slowly varying at infinity itself and (t)/ (t) → ∞ as t → ∞. W satisfies (2.7), so we can bound the expectations in (4.25) using (4.26): (t)/t dt, the bound in (4.27) remains true with replaced by . Further,
Returning to (4.25), with C α,τ , C τ from (4.27) and (4.28), with (·) := 1 {α<τ −1} (·) + 1 {α=τ −1} (·), 
follows from the calculations already done in (4.12)-(4.14), that yield, when integrating over s ≥ t,
where we have applied the bound in (4.28) by replacing S d /w by t.
Lower bound on the weighted distance: Proof of Proposition 3.6
In this section we prove Proposition 3.6. We start with a preliminary statement about the minimal distance between vertices in a given sized box:
Proof. To bound the minimal distance between two vertices in the box, one can use standard extreme value theory or simply a first moment method: given the number of vertices, the vertices are distributed uniformly within H n , and hence the probability that there is a vertex within norm z > 0 from a fixed
, and so by Markov's inequality,
n . For BGIRG W,L (n), the same argument works with λ = 1. Bounding the maximal weight, we use that |B(H n ) ∩ V λ | has distribution Poi(λ2 d H n ), and that each vertex has an i.i.d. weight with power-law distribution from (2.7). So, by the law of total probability, for any x ≤ 0:
where we use that (H 2/(τ −1) n )H −1/4 n < 1 by (6.18) for large H n . Combining the two bounds we arrive at (5.1).
Proof of Proposition 3.6. Let q ∈ {1, 2} throughout the proof. We slightly abuse notation and write v q n for the vertices as well as their location in R d . Recall the event A k from (2.29). First we show that the inequality (3.11) holds on A kn : Observe that on the event {B
holds 5 . Let us denote the shortest path connecting v
In general it can happen that the rhs of (5.5) is not a lower bound
. However, on the event A kn , this cannot happen, since on A kn , the three graphs
is present and also shortest in BGIRG W,L (n) and EGIRG W,L (1) as well. As a result, we arrive to (3.11). Next we bound P(A c kn ) from above. We recall that, by the coupling in Claim 3.3, v q n ∈ V 1+ξn for all n sufficiently large. Recall TV (n) from Assumption 2.4 and (n), I ∆ (n), I w (n) from Assumption 2.5. The last two expressions are intervals for the distance of vertices as well as for vertex-weights, such that the convergence in Assumption 2.5 holds when vertex distances and vertex-weights are in these intervals. Let us thus introduce the notation for the endpoints of these intervals as follows:
and set:
Note that, by the requirements in Assumption 2.5,
Hence, H n → ∞ and it will take the role of H n in Claim 5.1 above. Let us now define the two boxes in X d (n):
We divide the proof of bounding the probability of A c kn into the following steps: we first define two events, E (1) n , E (2) n , which denote that Box(v 1 n ) and Box(v 2 n ) are disjoint and within X d (n), and that the vertices and edges within these boxes have vertex-weights and spatial distances between vertices within I w (n) and I ∆ (n), respectively. We show that these events hold whp. Then, we estimate the largest graph distance k n from v There is a technical problem. We intend to prove our results for two branching random walks, within the boxes Box(v q n ), q ∈ {1, 2}, whereas the growth estimate of one BerBRW in Proposition 4.4 depends on the whole of R d , yielding a random prefactor Y (ε). Hence, we redefine the random prefactor Y (ε), as used in Proposition 4.4. We cannot use this limiting Y (ε) for two branching random walks, one 5 The distance is per definition infinite when there is no connecting path. In that case the bound is trivial. 6 For instance, in BGIRG W,L (n) there might be an 'extra-edge' from some vertex in B G 1+ξn (v 1 n , kn) leading to B G 1+ξn (v 1 n , kn) c and the shortest path connecting v 1 n , v 2 n in BGIRG W,L (n) uses this particular edge, avoiding π q (kn). Or, there is an extra edge in BGIRG W,L (n) not present in E 1+ξn that 'shortcuts' π q (kn) and makes an even shorter path present in BGIRG W,L (n). In these cases, d L (v 1 n , v 2 n ) might be shorter than the rhs in (5.5).
started at v 1 n and one at v 2 n , since they would not be independent. To maintain independence, we slightly modify the growth variable Y (ε) in Proposition 4.4 to be determined by the growth of the process within the box only. This way the two copies stay independent. Using these adjusted growth variables for the two BerBRWs, we find the sequence k n finally, such that the first k n generations of both BerBRWs ( started at v 
n , k n ) have identical vertex sets, edge sets and vertex-weights whp. Combining all of the above, we show that A kn holds whp. We now work out these steps in detail.
Let us define two events: one that these boxes are disjoint and are not intersecting the boundary of X d (n), and two, that all vertex-vertex distances and vertex-weights within BGIRG W,L (n) and EGIRG W,L (1 + ξ n ) are within I ∆ (n), I w (n), respectively. Recall that V B (n) ⊆ V 1+ξn from Claim 3.3. Then,
Recall that the position of the vertices in BGIRG W,L (n) is uniform in X d (n) and that C max has linear size. As a result, when v n ) = 1 − e 1 (n) for some function e 1 (n) ↓ 0 as n → ∞. Further, E (2) n captures the event that no two vertices are too close or too far away from each other, and that their weight is not too large for the bound (n) in (2.11) in Assumption 2.5 to hold. By Claim 5.1, compared to the the definition of H n in (5.7), we see that with probability at least 1 − c 2 H
2) the maximal distance is at most √ d2H n ≤ ∆ max (on the diagonal), 3) the maximal weight of vertices is at most H 2/(τ −2) n ≤ w max (n).
These are precisely the requirements for E (2) n to hold, hence P(E (2) n ) ≥ 1−e 2 (n) for e 2 (n) := c 2 H −3/4 n ↓ 0 by Claim 5.1.
Next we turn to taking care of the independence issue and determining k n . On E (1)
n , we investigate BerBRW 1+ξn (v q n ), q ∈ {1, 2}. The two BRWs are independent as long as they are contained in the disjoint boxes Box (v Our goal is to find k n so that the following event holds:
On E n,kn , Lemma 4.1 can be extended to hold for both BRWs until generation k n , with independent environments. A combination of Claim 3.4 and Lemma 4.1, as in (4.6), yields that on E n,kn ,
see Figure 2 , thus these sets with index 1, 2 are disjoint on E
n . Next we determine k n such that E n,kn holds whp. We would like to apply Proposition 4.4 to say that the maximal displacement in the two BRWs grow at most doubly exponentially, as in (4.19) . The random variable prefactor Y (ε), (the double exponential growth rate of the generations) in Proposition 4.4 bounds the growth of a BRW for all generations k ≥ 0. The problem with this variable is that it depends on the entire environment V λ . Now that we have two BRWs that only stay independent as long as they are contained in their respective boxes Box(v q n ), we would like to have a similar definition of doubly-exponential growth based on only observing the generations within Box(v q n ) so that we can maintain independence. For this, we modify the definition of Y (ε), as in Remark 4.5, (the double exponential growth rate of the generations), to reflect this. Recall c k (ε, i), S k (ε, i) from (4.18). We define the event
n , then, by (4.18),
Thus, the event that the generations sizes and displacement of BerBRW λ (v q n ) are not growing faster than doubly exponentially with prefactor i for the first K(ε, i) generations, that is, as long as the process stays within Box(v q n ), see (5.8), can be expressed as follows:
(5.14)
from (4.21), so, by Remark 4.5,
By the Borel-Cantelli lemma, we define Y q (ε) as the first index i from which point on no ( H 
holds with probability at least 1 − e 3 (n) with e 3 (n) ↓ 0. An elementary calculation using (5.13) and the upper bound on Y q (ε) in E (3) n yields that on E
n ,
Combining this with the definition of Y q (ε) and H (q) i , (5.12) holds for the first k n generations. Recall (5.8) and (5.10). Thus, on E (1)
n , both E n,kn and (5.11) hold with k n as in (5.18) . To move towards the event A kn as in (2.29), we need to compare the vertex and edge-sets of
n , k n ) and show that they are whp identical. Let 19) be the event that there are not too many vertices in the boxes Box(v q n ) and in the whole X d (n) that the Poisson density 1 + ξ n allows. Then, by standard calculation on Poisson variables, P(E (4) n ) = 1 − e 4 (n) with e 4 (n) ↓ 0. By the proof of Claim 3.3, each vertex in V 1+ξn is not in V B (n) with probability 1 − n/|V 1+ξn |, which is at most 2ξ n on E (4) n , and each vertex in V 1+ξn is not in V 1 with probability ξ n /(1 + ξ n ) < ξ n . Further, on the second event in E (4) n , the number of vertices and possible edges in
n , it is an upper bound to say that in B G 1+ξn (v q n , k n ), the number of vertices and edges until graph distance k n is at most
Let W(A) denote the weights of vertices within a set A, and let
By the coupling in Claim 3.4, an edge in E 1+ξn is in E 1 whenever both end vertices are in V 1 . Further, on E (2) n all weights and vertex-vertex distances are within I ∆ (n), I w (n), and hence, conditioned that e is present in E 1+ξn , the probability that the presence of an edge in E 1+ξn , E 1 differs from that in E B (n) is at most (n) + 2 TV (n). This coupling also contains that the vertex-weights are identical. Finally, by (4.6), the vertex sets within graph distance k are contained in the set of individuals within generation k of the corresponding BRW. Using the bound in (5.20) on the number of vertices and potential edges, and (5.7), and ξ n = log n/n,
where the convergence of e 5 (n) to 0 with n is implied by the definition of H n in (5.7). Finally, with k n as in (5.18), and A kn as in (2.29), E
(1)
n,kn ⊆ A kn and hence P(A kn ) ≥ 1 − (e 1 (n) + e 2 (n) + e 3 (n) + e 4 (n) + e 5 (n)) → 1.
( 5.23) This finishes the proof.
Percolation and boxing method on GIRGs
In this section, we develop the necessary tools to prove Propositions 3.5 and 3.8. First, we define weight-dependent percolation on GIRGs and relate percolated GIRG graphs to GIRGs with modified parameters, a useful tool in bounding the length of the connecting path in Proposition 3.8. Then, we define a boxing method that enables to build this connecting path as well the path to infinity in Proposition 3.5. We start defining percolation on GIRGs. yields a weight dependent percolation. Indeed, since the L e are i.i.d., conditioned on the weights of vertices, edges are kept independently with probability
which defines the function p in Definition 6.1. The next claim connects the percolated graph G p to an instance of a GIRG with modified parameters. Claim 6.2. Consider the BGIRG W,L (n), as in Definition 2.1. Assume that BGIRG W,L (n) satisfies Assumptions 2.2, Assumption 2.4 and 2.5 with α > 1, d ≥ 1, τ > 1, and, for some c ∈ (0, α) and γ ∈ (0, 1), the percolation function p satisfies for all w u , w v that
Then the percolated graph G p (without the edge-lengths) contains a subgraph G p that is an instance of a BGIRG, and the parameters of G p as a BGIRG again satisfy Assumptions 2.2, 2.4 and 2.5 with
The results remain valid when we percolate EGIRG W,L (λ) instead.
Proof. Recall g n , g B n from Definition 2.8 and from Assumption 2.5. Since edge-lengths are independent, conditioned on ( , v) is present in G p independently with probability
3) where we used that the connection probability of BGIRG W,L (n) satisfies the lower bound coming from (2.16) and (2.3), as well as the lower bound on p in (6.2). Observe that formally the third row equals
As a result, with m(w) := w exp{−(c/α)(log w) γ }, it is natural to define the vertex-weights for G p as 5) one observe that the collection (W
In what follows we bound the function
, and then we will define G p as a BGIRG with weights from (6.5), and connection probabilities given by g p . To this end, we need to express the first line in (6.4) as a function of m(W
and so we can bound, γ max := max{γ, γ},
Hence, with c :
(6.7) Let us hence define G p as the graph where the vertex-weights are i.i.d. given by (6.5) and the connection probabilities are given by g
, in a coupled way to G p , i.e., additionally thinning 7 some edges to obtain the right retention probabilities. Due to the conditional independence of the presence of edges, this model satisfies Definition 2.1, and the new connection probability function g p satisfies the bounds in Assumption 2.2 with the original α. It is elementary to check that g p n satisfies Assumption 2.5 since it is independent of n and hence its limit is itself. It is left to show that the distribution of m(W 
, and consider the boxing with parameters µ > 1, fixed small ε > 0, and let
k ) as the number of centers in Γ j (u) that are connected to c (i) k and define the events
Then, for some c 3 (ε) > 0, whenever µ > µ 0 (ε),
Finally, for a vertex v in Box 0 (u), conditioned on ∩ k≥0 F
k ∩ {W v = µ}, v is connected to at least one center in annulus Γ 1 (v) with probability at least
The statements in Lemma 6.3 are quenched, in the sense that they hold for almost all realisations of EGIRG W,L (λ) or BGIRG W,L (n), depending in which model you apply the lemma. The message of the lemma is the following: a center of a subbox is connected to many centers of subboxes in the next annulus. By following paths that jump from centers to centers in annuli with increasing size, it is possible to create paths going to infinity. This result is an important factor in various proofs: it shows that there is an infinite component in EGIRG W,L (λ). Moreover, since the degrees of centers grow doubly exponentially, it is even possible to construct paths going to infinity in a way that the total edge-length of the constructed path will be small (by always choosing the shortest option), which leads to connecting the shortest paths between two vertices. The idea of the proof of Lemma 6.3 is that the boxes and subboxes are defined such that the weights of centers are sufficiently large and they are sufficiently close to the centres in consecutive annuli, and therefore the connection probability between these centers is fairly large. More specifically, it can be bounded by the first argument of g, as in (2.3).
Proof of Proposition 3.5 subject to Lemma 6.3. Using the boxing structure as defined in (6.13) and the connectivity argument in Lemma 6.3, we prove the existence of an infinite component. Fix a sequence (µ 1 < µ 2 < . . . ) so that the error bound in (6.17) is summable for the sequence µ i . Construct a boxing system centered at the origin with parameter µ i , for each i ≥ 1. Since the error probabilities are summable, the Borel-Cantelli Lemma implies that there is an index i 0 for which ∩ k≥0 (F
k ) will hold with parameter µ i0 . Thus, in this boxing system, an infinite component exists since we can simply find an infinite path along a sequence of centers c Proof of Lemma 6.3. For this proof we make use of Potter's theorem [15, Theorem 1.5.6] that states that for any ε > 0, lim
We prove the statements in Lemma 6.3 for the EGIRG W,L (λ) model and discuss how to adjust the proof for the BGIRG W,L (n) model. We start by estimating the weights of the centers. Using that the vertices are generated by a PPP with intensity λ, Vol(B
k , the power-law probability in (2.7), and conditioning on |B
Inserting the lower bound in F
(1) k in (6.16) for x and using the definition of R k from (6.12), we find that
20) where we use that (µ large µ by (6.18) . For the upper bound, we use the first moment method to find P max
Inserting the upper bound from (6.16) for x yields P max
where we use that (µ
Combining the bounds in (6.20) and (6.22) with a union bound over k and the at most b k subboxes, for some constant c 3 > 0,
where we can further use that D − 1 − (3/4)δ < −δ/4, as follows from the definition of D(ε), δ(ε) in (6.15), and the bound in (6.14). This yields the first two terms on the rhs of (6.17).
We now turn to the events (F k of a subbox in annulus k. We would like to estimate the number of centers in annulus k + 1 that it is connected to, N k+1 (c
k+1 , we have good bounds on the weight of c (i) k and the centers in annulus k + 1. Their Euclidean distance is at most the diameter of the outer annulus. Since the connection probabilities are bounded from below by the function g from (2.3), we show that the connection probability is large, in the sense that the minimum is taken by its first term when applied to c (i) k and a center in annulus k. Since the presence of edges is conditionally independent given the weights involved, N k+1 (c (i) k ) is bounded from below by a binomial random variable with the number of centers in annulus k + 1 and the lower bound we derived on the connection probability as its parameters. Concentration of this binomial variable then yields the desired lower bound. Now we work out the details. Recall Claim 2.6 and (2.3), in particular that the connection probability in EGIRG with vertices of weight w 1 , w 2 at distance x away is at least
We condition that the event F
k+1 holds. For two centers in annuli k, k + 1, respectively, their weights satisfy the bounds in F
k+1 , and their Euclidean distance is at most √ dD k+1 by (6.12) and (6.13), hence, the second term in the minimum in (6.24) is at least
with Z := (1 − δ)(1 + C)/(τ − 1) − CD. It can be shown using (6.15) that Z = ε(1 − ε)/4(τ − 1) > 0. Let us abbreviate l(w) := exp{−a 2 (log w) γ }. Then, the first term in (6.24) is, conditioned on the event
k+1 , using the lower bound in (6.16)), 26) with c 1 the same constant as in Claim 2.6. Hence,
since the second term in the minimum is larger than its first term when µ > µ 0 is sufficiently large.
Recall that the number of subboxes in annulus k + 1 is b k+1 (see before (6.14)). Since conditionally on the weights of vertices, edges are present independently, Combining this with (6.28), (6.27 ) and the bound on b k+1 in (6.14) yields
for µ ≥ µ 1 ≥ µ 0 sufficiently large, since γ ∈ (0, 1) in a µ,k and the bound on b k+1 in (6.14). Elementary calculation yields that a µ,k b k+1 /2 ≥ exp{C k+1 (D − 1)(log µ)/2}/2, as in (6.16) . A union bound results in k ≤ n}, so that the annulus Γ kmax has a nontrivial intersection with X d (n). Further, in BGIRG W,L (n), the weight distribution depends on n, as in Assumption 2.4, hence, all slowly-varying functions in the proof above should be changed to to either or . In particular, in the proof of the lower bound on the weights should be used, turning the second line of (6.19) into an inequality. In the upper bound for the weights, can be used, and then (6.22) remains valid. The replacement of with or could be done without leaving the interval [0, M n ] where these bounds hold, since M n n 1/(τ −1) by the condition in Assumption 2.4, while the maximal weight vertex in the whole graph BGIRG W,L (n) -following the calculation in (6.19) with deterministically n vertices -is of order n 1/τ −1 . In (6.19) , the Poisson probabilities are replaced by 32) but the results in the upper bounds in (6.19) and (6.22) stay valid with λ = 1.
7. Best explosive path can be followed
In this section we prove Lemma 3.7. We decompose its proof into three claims that we first state all at once and then prove one-by-one.
Claim 7.1. Let E 7.1 (n) be the event that both uniformly chosen vertices v (1) . Then E 7.1 (n) holds with probability 1 − e 7.1 (n), for some e 7.1 (n) ↓ 0. 
We denote the infinite path from v with shortest total L-length in EGIRG W,L (λ) by π 
3 (n, K) for some function e 7.3 (K, n) with lim n→∞ e 7.3 (n, K) = 0 for all fixed K.
Before we proceed to the proofs, we quickly prove Lemma 3.7 subject to these three claims.
Proof of Lemma 3.7 subject to Claims 7.1 -7.3. By noting that A n,K := E 7.3 (n, K), the proof follows by Claims 7.1 -7.3 with f (n, K) := e 7.1 (n) + e 7.3 (n, K).
Proof of Theorem 2.11 when τ ∈ (2, 3) subject to Claim 7.2. Suppose first that I(L) = ∞. In this case, due to the coupling in Lemma 4.1 and (4.6), non-explosion of BerBRW λ (v) implies non-explosion of EGIRG W,L (λ). Non-explosion of BerBRW λ (v) is the content of the proof of [52, Theorem 1.1] that can be found in [52, Section 7] . The idea is that when I(L) = ∞ and the generation sizes of a BRW grow at most doubly exponentially, the sum over k of the length of the shortest edge between generation k and k + 1 is already infinite a.s., hence, any path to infinity must also have infinite total length a.s. We refer the reader to [52, Section 7] for further details. The proof of the explosive direction follows from Claim 7.2.
Proof of Claim 7.1. We distinguish two cases, whether W (n) v q n ≤ max{ξ n , TV (n), (n)} −1/(2(τ +η1)) =: w(n) or not, with η 1 > 0 small. We start with the first case. We make use of a result by Bringmann et al., [22, Lemma 5.5] . Fix a weight w ≥ 1 that might depend on n later and a small constant η 1 > 0. Let the event E 1 n (v, w) denote that a vertex v ∈ [n] with weight at most w has component size larger than w τ +η1 , and E 2 n (v, w) denote that vertex v is within graph distance w τ +η1 of some vertex with weight at least w. Then, by [22, Lemma 5.5] , if v is chosen uniformly from the vertices with weight ≤ w, 
Given that a vertex u is in both models, we can couple its weight in BGIRG W,L (n) and in EGIRG W,L (1 − ξ n ) with error TV (n). Finally, by (3.8) in Claim 3.4, given that vertex-weights are equal, each edge that is part of E B (n) is not part of E 1−ξn ⊆ E 1 with probability at most (n). So, setting w = w(n),
2) that tends to zero by the choice of w(n). To summarise, assuming that a vertex v is in the giant component of BGIRG W,L (n), with high probability we find a vertex v ≥ with weight at least w(n) that is connected to v, and the whole segment of the path between v, v ≥ is part of EGIRG W,L (1) whp as well. Next, v ≥ will serve as the initial vertex to construct a component with infinitely many vertices EGIRG W,L (1). Namely, we construct the boxing system EGIRG W,L (1), described in (6.12)-(6.13), and centered at v ≥ with starting weight µ := µ ≥ ≥ w(n). Lemma 6.3, then ensures that the centers of subboxes in each annulus of this boxing system have sufficiently many connections to centers in the next annulus, in particular, at least one connection. Starting from v ≥ , we find that it is connected to a center in annulus one, and iteratively following an arbitrary center in the next annulus that the center is connected to, we find an infinite path {v ≥ = c
1 , . . .} containing a center from each annulus
This construction fails with probability that is the rhs of (6.17) , that is at most c 5 µ ≥ (n) −δ(ε)/4 ≤ c 5 w(n) −δ(ε)/4 , for some c 5 > c 3 , since the dominating term is the first one in (6.17) when µ = µ(n) → ∞. As a result, v is not part of an infinite component of EGIRG W,L (1) with probability at most Proof of Claim 7.2. It is enough to construct an infinite path starting at 0 ∈ C λ ∞ with a.s. finite total length. Let (µ i ) i∈N be an increasing sequence such that the rhs of (6.17) with µ = µ i are summable over i ≥ 1. Then, construct a boxing system around 0 for each i ≥ 1 and let i 0 be the first index such that
k ) holds for the boxing system with parameter µ i0 (see (6.13) ). The rv i 0 is a.s. finite by the Borel-Cantelli lemma. Consider this boxing system. Let c 0 ] realising the graph distance. We iteratively continue this path into a path π greedy in a greedy manner so that it has finite total L-length, as follows: let us call c (6.16) , the total length of π greedy is, in distribution, bounded from above by Proof of Claim 7.3. In this proof, we make use of the event A kn , as in (2.29) . Recall k n from (5.18), where H n is defined in (5.7), and that on A kn , the graph distance balls
as weighted graphs coincide, and are part of X d (n) for q ∈ {1, 2}, as well as that this event holds with probability at least 1 − i≤5 e i (n) → 1 by (5.23). Recall also E 7.1 , the event that v q n ∈ C max is in the infinite component of EGIRG W,L (1). On E 7.1 , the shortest explosive path π 
With A := E
n,K , B := E 7.1 , C := A kn , this estimate turns into
Note that on the conditioning, the graph distance balls with radius k n → ∞ coincide in BGIRG W,L (n) and EGIRG W,L (1) as weighted graphs. Thus, by the translation invariance of EGIRG W,L (1), on A kn ,
e., the dependence of G K (v q n ) on n is not apparent. Thus the proof is finished with
Proof of Proposition 3. 
On the event A n,K in (3.12), the segment π
, and A n,K holds with probability at least 1 − f (n, K) by Lemma 3.7. We shortly write v q n := v q n (K) from now on in this proof.
Our aim is to prove (3.13), i.e., that on A n,K we can connect v n 1 to v n 2 with a short path within BGIRG W,L (n). We establish this connection in the percolated graph G thr . More precisely, we do the following: Fix c ≤ α and any γ ∈ (0, 1), and set the threshold function to be
Following the argumentation in (6.1), we keep each edge e = (u, v) if and only if its edge-weight L e ≤ thr(w u , w v ). This gives us a graph G thr , that is the outcome of a weight-dependent percolation on BGIRG W,L (n), as in Definition 6.1, with
The last inequality holds by the right-continuity of the distribution function F L and the definition of F 
Recall also that the function m is increasing eventually, in particular, we assume that K is such that it is increasing on [K, ∞).
Now we return to v q n in the first paragraph of this proof. For q ∈ {1, 2}, we construct two boxing systems as in (6.12)-(6.13), centered at v ) ≥ m(K), q ∈ {1, 2}, respectively, as shown in Figure 3 . We apply Lemma 6.3 to the boxing system within the subgraph of the percolated graph G p . This is an important point of the argument, since then we have a deterministic upper bound (given by thr) on the edge-weight of an edge that is part of G p . Then, with the error probabilities given in Lemma 6.3, each subbox center has at least one connection within G p to a center in the next annulus, and hence we can create a path π q from v q n through the centers of sub-boxes in consecutive annuli, as in Figure 4 . We would like to connect two such paths by connecting a center in one of the systems to a center in the other system. This may not be directly possible, hence we merge the two boxing systems in what follows.
Without loss of generality, we assume µ (1) ≤ µ (2) . We refer to the boxing system around v q n as System-q and denote all radii and structures as in (6.12) and (6.13) and the centers c (i) k with a superscript or argument q to show which system they belong to. Recall C = C(ε) from (6.15) and set r := (log log µ (2) − log log µ (1) )/ log C = (log log µ (2) − log log µ (1) )/ log C + a 1,2 , (7.10) with a 1,2 ∈ [0, 1) an upper fractional part, hence r ≥ 1. In words, r is the first index k when the annulus k in System-1 becomes larger then annulus 1 in System-2. Let us modify System-1 as follows: define (Box
as given by (6.13) with parameter µ (1) , and then let, for j ≥ 0,
i.e., these boxes have radius D
0 . In words, this means that we shrink the size of the annuli with index at least r somewhat, to have the same base µ (2) as System-2. Note that Box (1) r is still bigger than Box 
r in annulus Γ
r . We claim that the error probabilities in (6.17) remain valid in Lemma 6.3 with µ replaced by m(K) for the modified System-1. For this it is enough to investigate P(F (1)
, since for the other indices, the error estimates remain valid with µ either replaced by µ (1) or µ (2) , both at least m(K).
Using the definition of r, we rewrite F
(1) 2) , and modify F
r ( v 1 n ) to accommodate the fact that the subbox sizes have volume µ (2) as follows, with δ = δ(ε) as in (6.15):
.
(7.12)
Then, the estimate on F
Further, analogously to the arguments between (6.25) -(6.27), the connection probabilities of individual centers are minimised by the first argument, i.e., with l(w) = exp{− c(log w) γ max }, for some c > 0 and some γ max ∈ (0, 1),
=: a µ,r , (7.13) Let us write b 1 r for the number of subboxes in Γ 1 r . Then, by (6.13) and (7.11),
for all sufficiently large K, since µ (2) > m(K). It might happen that (some of) the annuli are not completely within X d (n). This happens when either of the v q n is close to the boundary of X d (n). However, Lemma 6.3 still applies since only at most half of the volume of each annulus is outside X d (n) and therefore the part of the annulus Γ q k , k ≥ 0 that lies within X d (n) still grows doubly exponentially with k, so the lower bound on b k in (6.14) could be modified by a factor 1/2, and the results of Lemma 6.3 still hold. Recall N k+1 (c 15) where the second inequality follows for sufficiently large µ (2) (and thus K), using the lower bound on b 1 m and bounding a µ,r from below by using that γ max ∈ (0, 1). Finally, noting that b 2) )/2} for all sufficiently large µ (2) (and thus K) finishes the proof of the statement.
To conclude, we can build paths from both vertices v 1 n (K), v 1 n (K) through centers of boxes in the modified boxing system, with error probability as in Lemma 6.3 with µ replaced by m(K). Next we connect these paths. We introduce
the largest (random) k such that Box (1) r+k and Box (2) k are disjoint. Note that per definition, the next boxes, with index k + 1, r + k + 1, respectively, would be centered around v 2 n , v 1 n . Instead, we now define Box (1, 2) k +1 as a box centered at 0 ∈ R d , containing both Box
n . So, we let
Observe that the change is not on the exponent, just in the prefactor of the size of the box, hence, the error bounds on F (2)
n ) in Lemma 6.3 hold in System-1 and 2, respectively. Thus, with error probability twice the rhs of (6.17), there exist two paths in the percolated graph
k +1 . The connection probability between any two centers within Γ (1, 2) k +1 is at least
19) where F (1) k +1 is the event defined in (6.16), as in the proof of Lemma 6.3. When c
or there is an edge between these two vertices in G p , a connection is established. If these are not the case, then we find a third center that connects them. Since we condition on the environment, edges are present independently with probability at least a µ (2) . Hence,
for all large enough µ (2) . As a result, this error term can be merged in with the other error terms in Lemma 6.3. Let us denote this connecting piece (of either 0, 1 or 2 edges) by π conn . What is left is to bound the L-length of the constructed path. For this we use the definition of thr in (7.8) and its monotonicity in w u , w v , and the fact that we know a lower bound on the weights of the centers along the constructed path, due to the events ∩ k≥1 (F
Observe that the first r vertices of the path π (1) are in System-1 while the rest is in the merged system, with base µ (2) . All combined yields
where we have used that
, for all sufficiently large K in the last inequality. The integrability condition in (2.22) is equivalent to the summability of the final expression in (7.21) by [52, Claim 4.5] . Further, ε K → 0 as K → ∞. Thus, set ε K as in (7.21) and error probability η(K) as twice the rhs of (6.17), with µ replaced by m(K) ≥ K 1/2 . This finishes the proof.
Extension to Scale Free Percolation
In this section, we give a sketch of the proof of Theorem 2.14. The proof of Theorem 2.14 is somewhat simpler than that of Theorem 2.12, since the model is already defined on an infinite space, using translation invariant connection probabilities. As a result, there is no need to extend the underlying space, and there is also no need to couple the model to one with limiting connection probabilities.
Proof of Theorem 2.14. In [52, Theorem 1.7], a lower bound for the L-distance is already proved, stating that lim
system around µ (1) at r given in (7.10), so that the rth box is somewhat smaller and has parameter µ (2) . The diameters of boxes and subboxes with index r + j, j ≥ 0 in system 1 are equal to those with index j ≥ 0 in System-2. Finally we define k in (7.16) as the last index k that Box (1) r+k ∩ Box (2) k = ∅ and then we center Box (1, 2) k +1 at m/2 · e to contain both Box (1) r+k , Box (2) k . Then, the paths π (q) and their connection π conn described in (7.18), (7.20) exists with probability η(K), that is at most twice the rhs of (6.17), with µ replaced by m(K). The length of this connection is at most ε K , the rhs of (7.21) .
This argument, for a fixed K, establishes a connection between the best explosive paths π opt (0) and π opt ( me ) that has length at most |π opt (0)| L + π opt ( me ) + ε K , and is not successful with probability η(K). To obtain an almost sure connection, we repeat this procedure for an (increasing) sequence (K i ) i≥1 so that the error probability η(K i ) is summable. Then, by the Borel-Cantelli lemma, it will happen only finitely many times that a connection between v 1 (K), v 2 (K) with length at most ε Ki can not be established. Since |π 
Hyperbolic random graphs and threshold assumption
In this section we discuss the relation between hyperbolic random graphs and GIRGs, and show that Theorem 2.12 is valid for hyperbolic random graphs. For the model description of hyperbolic random graphs, we follow [43] and [63] . Let us denote by (φ v , r v ) the (hyperbolic) angle and radius of a location of a point within a disk of radius R, and define the hyperbolic distance d 
2) Let us denote the obtained random graphs by HG α H ,C H ,T H (n) when (9.2) applies and HG α H ,C H (n) when the threshold d (n) H (u, v) ≤ R n is applied. We show below that the power-law exponent of the degree distribution in HRG is τ H = 2α H + 1. The most important theorem of this section is the following: Theorem 9.2. Consider the models HG α H ,C H ,T H (n) and HG α H ,C H (n) with α H ∈ (1/2, 1). Assign to each present edge e and edge-length L e , and i.i.d. copy of the random variable L. Then the results in Theorem 2.12 are valid for these models, i.e., the weighted distance between two uniformly chosen vertices in the giant component converges in distribution. Assumption 9.3. There exist parameters γ ∈ (0, 1), a 1 , a 2 ∈ R + and 0 < c 1 ≤ C 1 < 1, such that for all n, g n in (2.1) satisfies
We call a model satisfying Assumption 9.3 a threshold GIRG. Assumption 2.5 cannot hold directly for threshold GIRGs, since whenever the limiting function contains an indicator that happens to be 0, the error bound in (2.11) cannot be satisfied. As a result, we modify Assumption 2.5 as follows: d , Leb). We assume that on some event L n that satisfies lim n→∞ P(L n ) = 1, there exists a function h : R d ×R 2 + → [0, 1] and intervals I ∆ (n) ⊆ R + , I w (n) ⊆ [1, ∞) such that g n in (2.1) satisfies for ν-almost every x ∈ X d , and all fixed ∆, w u , w v with ∆ ∈ I ∆ (n), w u , w v ∈ I w (n), that for some set I wu,wv (n) with measure at most (n), The next two theorems tell us that weighted distances in threshold GIRGs still converge, and that weighted distances in HG α H ,C H ,T H (n) and HG α H ,C H (n) converge in distribution:
Proposition 9.5. Theorem 2.12 remains valid when Assumptions 2.2 and 2.5 are switched to Assumption 9.3 and 9.4, respectively. Observe that Theorem 9.2 follows directly from Proposition 9.5 and Theorem 9.6.
Proof of Theorem 9.6 subject to Proposition 9.5. We start showing that HG α H ,C H ,T H (n), HG α H ,C H (n) satisfy Assumption 2.4. In [23, Lemma 7.2] it is shown that when α H > 1/2, the weight distribution follows a (weak) power-law with τ = 2α H + 1 in the limit. This is a similar result to showing that the degree distribution follows a power law in the limit, a result in [43] . Assumption 2.4 also requires an investigation on the n-dependent weight distribution, that we show now. The condition r v ∈ [0, R n ] implies that W (n) v ∈ [1, e C H /2 n]. For any 1 ≤ x ≤ e C H /2 n, P(W (n) v > x) = P(r v < R n − 2 log x) = Rn−2 log x 0 f n (t)dt = cosh(α H (R n − 2 log x)) − 1 cosh(α H R n ) − 1 = x −2α H (n 2 e C H ) α H (1 + (xe −C H /2 /n) 4α H )/2 − 1 (n 2 e C H ) α H (1 + (e −C H /2 /n) 4α H )/2 − 1 . Proof of Theorem 9.5. We discuss how the lemmas, claims and propositions in this paper need to be adjusted when Assumptions 9.3, 9.4 hold instead of Assumptions 2.2, 2.5. Let us equip the EGIRG W,L (λ) model with edge probability h ∞ , such that g n satisfies Assumption 2.5 with h := h ∞ . This implies that Claim 2.6 holds for h ∞ , i.e., there exist constants c 1 , C 1 , with 0 < c 1 ≤ c 1 ≤ C 1 ≤ C 1 < ∞, such that which we can bound from above and below using Assumption 9.3, by 33) proving together with (9.32) that the percolated graph contains a subgraph that is again an instance of the threshold GIRG, with the same parameters and the same weights (W (n) i ) i∈ [n] . So, Claim 6.2 is valid. Turning to Lemma 6.3, the proof of the events F Investigating the events F (2) k , using (6.12) and the events F (1) k , the lower bound on the edge probabilities in (6.27) is satisfied for this model as well, as 
