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Abstract
Purpose Emerging holographic headsets can be used to register patient-specific virtual models obtained from medical scans 
with the patient’s body. Maximising accuracy of the virtual models’ inclination angle and position (ideally, ≤ 2° and ≤ 2 mm, 
respectively, as in currently approved navigation systems) is vital for this application to be useful. This study investigated 
the accuracy with which a holographic headset registers virtual models with real-world features based on the position and 
size of image markers.
Methods HoloLens® and the image-pattern-recognition tool Vuforia Engine™ were used to overlay a 5-cm-radius virtual 
hexagon on a monitor’s surface in a predefined position. The headset’s camera detection of an image marker (displayed on 
the monitor) triggered the rendering of the virtual hexagon on the headset’s lenses. 4 × 4, 8 × 8 and 12 × 12 cm image markers 
displayed at nine different positions were used. In total, the position and dimensions of 114 virtual hexagons were measured 
on photographs captured by the headset’s camera.
Results Some image marker positions and the smallest image marker (4 × 4 cm) led to larger errors in the perceived dimen-
sions of the virtual models than other image marker positions and larger markers (8 × 8 and 12 × 12 cm). ≤ 2° and ≤ 2 mm 
errors were found in 70.7% and 76% of cases, respectively.
Conclusion Errors obtained in a non-negligible percentage of cases are not acceptable for certain surgical tasks (e.g. the 
identification of correct trajectories of surgical instruments). Achieving sufficient accuracy with image marker sizes that 
meet surgical needs and regardless of image marker position remains a challenge.
Keywords Image marker · Augmented reality · Image-guided surgery · Holographic headsets’ registration error
Introduction
Emerging augmented reality (AR) technologies such as 
holographic headsets allow the overlay of patient-specific 
virtual models obtained from medical scans on the patient’s 
body surface in a predefined position [1]. This helps to 
transfer image data produced during the planning of the sur-
gery (e.g. the correct trajectories of surgical instruments) 
to the operating room. Registration of virtual models to the 
patient’s body may be achieved by fixing fiducial markers 
(e.g. radio-opaque image markers) to the patient’s body at 
the time of scanning. During surgery, these image markers 
are recognised by image-pattern-recognition tools that com-
pute the registration (Fig. 1). However, image marker detec-
tion and rendering stability, and thus registration accuracy, 
may be affected by several factors [2], e.g. image marker 
position and size. To use holographic headsets for surgical 
guidance, their accuracy must be equal or below that one 
of currently approved navigation systems, e.g. Brainlab™ 
or Medtronic StealthStation™ provide trajectory angle and 
positional errors of ≤ 2° and ≤ 2 mm, respectively [3, 4].
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Position and size of image markers
The position and size of image markers may affect the 
image marker pose estimated by computer vision sys-
tems [5] and thus the accuracy of the registration of vir-
tual models with real-world features in AR applications. 
Uematsu et al. [6] argued that detection of image markers 
becomes unstable when they lie on the central axis of the 
camera view frustum. They attributed this effect to slight 
differences in the detection of image features (e.g. edges 
or corners) which may reduce the positional accuracy with 
which virtual models are rendered. In addition, achieving 
an optimal balance between image marker size, camera-
to-image-marker distance and camera resolution is key 
to maximise registration accuracy. For example, previ-
ous research has demonstrated that the accuracy of image 
marker pose estimation is affected by the image marker 
size [7] and camera-to-image-marker distance and angle 
[8]. High-resolution cameras allow the use of small image 
markers and/or their location far from the camera while 
preserving their optimal detection and correct registration 
of the virtual model. For instance, the recommendation for 
the Vuforia Engine™ is a minimum width of image mark-
ers calculated by dividing the camera-to-image-marker 
distance by 10 [9], which must be adjusted based on the 
resolution of the camera used.
Use of image markers in augmented‑reality‑based 
surgical guidance
The AR-based guidance of procedures such as bone section-
ing [10], bone drilling [11] or the identification of correct 
entry points and trajectories of surgical instruments [12] 
requires high accuracy. Certain types of surgery, e.g. the 
excision of small tumours [13] or otologic surgery [14], 
require submillimetre accuracy. Some studies using image-
pattern-recognition have achieved submillimetre accuracy 
[15–19]. Few studies have systematically analysed the accu-
racy that can be achieved with the combined use of image-
pattern-recognition algorithms and holographic headsets 
[20]. These studies did not measure the effect of image 
marker position and size on registration accuracy [1]. How-
ever, understanding this effect is the key to implement these 
systems in clinical practice as low accuracy may lead to 
errors in the position and dimensions with which the virtual 
models are perceived by surgeons during surgery.
Aim and objectives
This study explored the accuracy with which a holographic 
headset registers virtual models with real-world features 
using an image-pattern-recognition tool and discussed its 
implications for surgical guidance. The research questions 
Fig. 1  Workflow example of image overlay surgery with a holo-
graphic headset: (1) attachment of a radio-opaque image marker 
to the patient’s body surface; (2) scanning of the patient to obtain 
a 3D image dataset; (3) creation of a patient-specific virtual model 
from the images; (4) creation of a virtual scene including the virtual 
model and image marker position; (5) installation of an app on the 
headset that includes the virtual scene and image-pattern-recognition 
algorithms; and (6) overlay of the virtual model on the patient’s body 
surface
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were: (a) “What is the error in the position and dimensions 
of the rendered virtual models?” and (b) “What is the effect 
of image marker position and size on this error?” Our results 
are expected to help software developers and manufactur-
ers to minimise errors and thus to validate the use of holo-
graphic headsets in clinical practice.
Materials and methods
Experimental setup
An AR app (App 1) for the holographic headset  HoloLens® 
(first generation) was created using Vuforia Engine™ 
(version 6.2.10) [21] and Mixed Reality Toolkit (version 
1.5.8.0). The camera resolution of this headset is 2.4 meg-
apixels [22]. App 1 allowed for the detection of a digital 
image marker (referred to as “marker” henceforth) by the 
headset’s camera. According to Vuforia Engine™, the 
marker’s score was 4 in a 1–5 scale that rates the quality of 
markers for their optimal detection [9]. Marker detection 
triggered the rendering of a virtual model (a 5-cm-radius 
virtual hexagon) on the headset’s lenses in a set position.
A second app (App 2) was created for the display of the 
marker on a monitor at nine positions (Fig. 2) and in three 
sizes (4 × 4, 8 × 8 and 12 × 12 cm markers). This resulted 
in 27 markers displayed one at a time. These marker sizes 
allowed exploring the extent to which marker size increase 
affects the registration error. App 2 was executed on a laptop 
connected to the monitor. The headset’s camera was aligned 
with the centre of a digital graph chart displayed on the mon-
itor to scale (280 × 200 mm). Three positions of the headset’s 
camera were set (Spots 1–3). Spot 1 was at 25 cm from 
the monitor’s surface and Spots 2 and 3 at 65 cm (Fig. 2). 
Marker detection by the headset’s camera was performed 
with the headset on Spot 1 (for the 4 × 4 cm markers) and 
2 (for the 8 × 8 and 12 × 12 cm markers). Spot 1 was neces-
sary as detection of 4 × 4 cm markers from distances further 
than 25 cm failed or the graphical rendering of the virtual 
hexagon was unstable.
To ensure the correct position of the headset, the head-
set was fixed to a board and the board was placed on one 
of two adjustable lecterns (depending on the experimental 
step) using plastic markers as positional references (Online 
Resource 1). The headset’s camera was positioned so that the 
centre of the photographs matched the centre of the digital 
graph chart. Adjustment was assessed using calibration pho-
tographs captured with the headset’s camera and measuring 
tape that was attached to the monitor’s surface and to its side 
as a reference (Online Resource 1). As the images captured 
by the headset’s camera may suffer distortion [23], a cali-
bration photograph was taken from Spot 3 which included 
a framing square aligned with the centre of the monitor’s 
surface (Online Resource 2). The framing square was used to 
calculate a correction factor that was applied to the measure-
ments extracted from photographs taken from Spot 3.
The use of a simple experimental setup allowed us to 
obtain a sufficiently large number of measurements and sam-
ple size for statistical testing. In addition, we chose to over-
lay the virtual models on the flat surface of a monitor rather 
than on a volumetric surface to minimise potential sources of 
bias (e.g. measurement errors due to a wide variety of angles 
between the virtual models and the real-world surface).
Procedure
During the experiment, App 1 was launched for each marker 
detection to avoid cumulative errors in the mapping of the 
markers [24]. Once the headset’s camera detected a marker 
on the monitor, a virtual hexagon was rendered on the head-
set’s lenses. The marker was then removed from the monitor, 
and the virtual hexagon was captured on two photographs 
taken from Spots 2 and 3 under controlled lighting condi-
tions (i.e. in a room without windows to avoid shifts caused 
by natural light). The headset was moved from Spots 1 to 
2 to capture the first photograph (for the 4 × 4 cm marker) 
and from Spots 2 to 3 to capture the second photograph 
(for all markers). Photographs showed orthogonal (Spot 2) 
and lateral (Spot 3) views of the virtual hexagon (Fig. 3). 
Assuming a correct system’s performance, the virtual hexa-
gon appeared on the photographs as overlaid on the moni-
tor’s surface and aligned with the centre of the digital graph 
chart. Six repetitions of this process were done following the 
results of a power analysis for an ANOVA using G*Power 
[25]. Analysis of errors associated with 4 × 4 cm markers 
was possible for markers at position 9 only (Fig. 2), as mark-
ers at positions 1–8 lay outside the field of view of the head-
set’s camera due to the headset’s proximity to the monitor’s 
surface (25 cm) and thus their detection was not possible.
Data extraction and analysis
The virtual hexagons’ vertices for all experimental condi-
tions (n = 5832) were measured on the photographs taken 
from Spot 2 using the digital graph chart as a reference. 
The virtual hexagons’ y-axis inclination angle (henceforth 
“inclination angle”) and distance to the monitor’s surface 
(henceforth “distance-to-monitor”) were measured on the 
photographs taken from Spot 3 (n = 972) using the cylinder 
as a reference (Fig. 3). The measurements were taken by 
three researchers (LP, PS and HB) aged 20–35 years who 
repeated data collection three times. The intra-class corre-
lation coefficient (ICC) was used to analyse the intra- and 
inter-observer variability [26]. The positions of the virtual 
hexagons’ vertices were used to calculate the virtual hexa-
gons’ centroid position and area. Errors (i.e. the difference 
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between measured and predicted values) were calculated 
for the following variables: inclination angle, distance-to-
monitor, vertex and centroid positions and area.
SPSS 25 (IBM Statistics, Chicago, USA) and Sigma Plot 
14 (Systat Software, San Jose, CA) were used for statistical 
analysis. Errors exceeding 1.5 and 3 times the interquartile 
range were classified as weak and strong outliers, respec-
tively [27]. Errors were compared across groups within each 
independent variable (i.e. marker positions 1–9 and 4 × 4, 
8 × 8 and 12 × 12 cm markers). Since data were not normally 
distributed, an ANOVA could not be performed and thus 
the nonparametric Mann–Whitney U and Kruskal–Wallis 
H tests (p < 0.001) were used for comparisons between two 
groups and more than two groups, respectively. Turkey post 
hoc tests (p < 0.05) were used for pairwise comparisons, 
except to compare the vertex position between different 
marker positions, for which Dunn’s method (p < 0.05) was 
used. Correlations were obtained using Pearson’s correlation 
Fig. 2  Frontal view of the experimental setup (a) showing a digital 
graph chart and digital image markers at positions 1–9 displayed on 
a monitor and a virtual hexagon rendered on the lenses of a holo-
graphic headset and captured on photographs taken with the head-
set’s camera; top view (b) depicting the virtual hexagon, a 10-mm-
diameter cylinder (red arrow) attached to the monitor’s surface and 
aligned with the centre of the digital graph chart and headset at Spots 
1–3; and perspective view (c) showing Spots 1–3 and the cylinder 
(red arrow). Digital image markers at position 9 were aligned with 
the centre of the digital graph chart and those at positions 1–8 were at 
108 mm from the centre
International Journal of Computer Assisted Radiology and Surgery 
1 3
coefficient. To correlate the vertex position error (n = 5832) 
with the inclination angle and distance-to-monitor errors, 
sample size for all these variables was matched by calcu-
lating the average vertex position of each virtual hexagon 
(n = 972). Several error categories for the inclination angle 
(≤ 1, ≤ 2 and ≤ 5°) and vertex and centroid position (≤ 1, ≤ 2 
and ≤ 5 mm) were determined. The percentage of cases 
within each category was calculated.
Results
The results show a small intra-observer variability 
(ICC = 0.9), i.e. high similarity between measurements 
repeated by the same researcher (Online Resource 3). The 
inter-observer variability in the measurement of the incli-
nation angle, distance-to-monitor and vertex position was 
low: < 0.5°, < 1 mm and < 0.1 mm, respectively (Online 
Resources 4, 5 and 6). Errors for all dependant variables 
analysed in this study are presented in Table 1. Strong outli-
ers are presented in Online Resource 7.
Inclination angle and distance-to-monitor errors were 
expected to affect the virtual hexagons’ position and dimen-
sions when observed from an orthogonal view (Online 
Resource 8). This was indeed the case for the distance-to-
monitor error (Online Resource 9). However, correlations 
between the inclination angle error and virtual hexagons’ 
position and dimensions were significant but weak (r ≤ 0.4). 
In addition, the system rendered the virtual hexagons more 
often in front of the monitor’s surface, and thus closer to 
the headset’s camera, than behind it (Online Resource 10).
Effect of marker position
Figure 4a shows the marker positions associated with the 
smallest errors in the virtual hexagons’ position and dimen-
sions. The inclination angle, distance-to-monitor and area 
errors significantly differed across all marker positions 
(p < 0.001). Marker positions at the level of the headset’s 
camera (i.e. 4, 8 and 9) presented significantly smaller incli-
nation angle errors (p < 0.05), as shown in Fig. 4b. These 
marker positions, along with marker position 6 (i.e. below 
the level of the headset’s camera and in line with its y-axis), 
presented numerous outliers thus suggesting inconsistent 
registration of the inclination angle. Marker position 2 (i.e. 
above the level of the headset’s camera and in line with 
its y-axis) provided the smallest distance-to-monitor error 
(p < 0.05) as shown in Fig. 4c. Marker position 9 (which laid 
on the central axis of the camera view frustum) provided 
the smallest vertex and centroid position errors (Fig. 5a 
and Online Resource 11), followed by marker position 2 
(p < 0.05). Numerous outliers indicate inconsistent vertex 
Fig. 3  Photograph taken from Spot 2 (a) showing a virtual hexagon 
and digital graph chart and photograph taken from Spot 3 (b) show-
ing the virtual hexagon and a cylinder stuck to the centre of the 
monitor’s surface and used as a reference for the measurement of the 
virtual hexagon’s y-axis inclination angle and its distance to the mon-
itor’s surface
Table 1  Mean errors for all 
dependant variables including 
all marker positions (1–9) and 
8 × 8 and 12 × 12 cm markers
N Min Max Mean SD
Inclination angle (°) 972 0 13.6 4.2 2.8
Distance-to-monitor (mm) 972 0 32.9 10.8 7.5
Vertex position (mm) 5832 0 14.8 2.1 2.1
Centroid position (mm) 972 0 9.0 1.7 1.7
Area (%) Absolute 972 0 15.5 3.0 3.1
Relative 972 − 15.5 5.8 − 0.8 4.3
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Fig. 4  Marker positions with significantly smallest errors (p < 0.05) 
for all dependant variables (highlighted with blue shading) and their 
mean errors (a), inclination angle (b, n = 972) and distance-to-mon-
itor (c, n = 972) errors for 8 × 8 and 12 × 12  cm markers at marker 
positions 1–9. Whiskers represent the maximum and minimum val-
ues. Weak outliers are indicated with circles and strong outliers with 
red asterisks
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registration across all marker positions. Marker positions 1, 
2, 3 and 9 (i.e. laying on the central axis of the camera view 
frustum or above) showed significantly smaller absolute area 
errors (p < 0.05), as shown in Fig. 5b. Relative area errors 
with marker position 6 showed a significant reduction of 
the area (p < 0.05) compared to the other marker positions 
(Online Resource 11).
Effect of marker size
Compared to 8 × 8 cm markers, 12 × 12 cm markers provided 
significantly smaller errors for all variables (p < 0.001), as 
shown in Online Resource 12. Comparison of the three 
marker sizes (i.e. 4 × 4, 8 × 8 and 12 × 12 cm) was possible 
for marker position 9 only, as this was the sole marker posi-
tion providing data for 4 × 4 cm markers. Larger inclination 
angle and smaller distance-to-monitor errors (p < 0.05) were 
found for 4 × 4 cm markers (Fig. 6). The smallest vertex and 
centroid position and area errors (p < 0.05) were found for 
8 × 8 cm markers (Fig. 6c and Online Resource 13). Centroid 
position errors remained ≤ 0.5 mm with 8 × 8 and 12 × 12 cm 
markers, whereas they increased to 1.21 mm with 4 × 4 cm 
markers. The absolute area error for 4 × 4 cm markers was 
smaller than for 8 × 8 and 12 × 12 cm markers, but relative 
values showed a reduction in the area for 4 × 4 cm markers 
(Online Resource 13).
Percentage of errors
Most inclination angle errors (61.6%) were ≤ 5°, with 
38.4% being 5–10° (Table 2). 70.7% and 76% of vertex and 
Fig. 5  Vertex position (a, n = 5832) and absolute area (b, n = 972) errors for 8 × 8 and 12 × 12 cm markers and marker positions 1–9 (p < 0.05). 
Whiskers represent the maximum and minimum values. Weak outliers are indicated with circles and strong outliers with red asterisks
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Fig. 6  Inclination angle (a), distance-to-monitor (b) and vertex posi-
tion (c) errors (p < 0.05) for 4 × 4, 8 × 8 and 12 × 12  cm markers at 
marker position 9 (n = 162). Whiskers represent the maximum and 
minimum values. Weak outliers are indicated with circles and strong 
outliers with red asterisks
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centroid position errors were ≤ 2° and 2 mm, respectively, 
with a vast majority of them being ≤ 5 mm.
Discussion
To the authors’ knowledge, this is the first study measuring 
the effect of marker position and size on the accuracy with 
which a holographic headset registers virtual models with 
real-world features. Our results highlight the risk of large 
errors in the position and dimensions of virtual models as 
observed by users wearing the headset. These results are 
expected to help manufacturers and software developers 
to minimise registration errors and thus validate the use 
of holographic headsets in clinical practice.
Error in the position and dimensions of the virtual 
models
Mean vertex and centroid position errors were up to 5 mm 
(Table 1). These findings are in line with the results of a 
systematic review which explored AR-guided open sur-
gery [20] and with previous studies using holographic 
headsets [28–32]. A non-negligible percentage of cases 
(24–30% approximately) presented positional errors over 
2 mm (Table 2). Similarly, mean errors of 4.2 ± 2.8° in 
the inclination angle of virtual models (Table 1) are in 
line with previous research exploring AR-guided bone tis-
sue sectioning. For instance, Pietruski et al. [10] reported 
errors of 4.2 ± 1° and 5.4 ± 3.9° in sagittal and frontal oste-
otomy planes and Viehöfer et al. [33] found similar errors 
of 4.9 ± 4.2°. Smaller errors of 2 ± 1.2° and 1.3 ± 1.2° 
were reported in recent studies [34, 35]. In our study, only 
30.2% of cases presented ≤ 2° inclination angle errors 
(Table 2).
Effect of image marker position and size
Small inclination angle, distance-to-monitor and vertex and 
centroid position errors were restricted to specific marker 
positions and sizes (Figs. 4, 5 and 6). This shows that gen-
eral guidelines provided by developers of image-pattern-
recognition tools may not suit the purpose of a particular 
AR app. According to the Vuforia Engine™ guidelines [9], 
the minimum marker size for an optimal marker detection in 
this study would be 6.5 cm, as markers were placed at 65 cm 
from the headset’s camera. However, even though both 8 × 8 
and 12 × 12 cm markers are larger than the recommended 
size, the errors associated with them presented significant 
differences (Fig. 6 and Online Resource 13). In addition, 
4 × 4 cm markers tended to shrink the virtual hexagons (i.e. 
to reduce their area), which might be explained by larger 
errors in the virtual hexagon’s inclination angle associated 
with this marker size (Fig. 6a), while 8 × 8 and 12 × 12 cm 
markers resulted in an expansion of the virtual hexagon 
(i.e. increased area). This might be partially because these 
marker sizes led to the virtual hexagons being rendered most 
often in front of the monitor’s surface (Online Resources 
9 and 10), with larger distance-to-monitor errors than the 
4 × 4 cm markers (Fig. 6b), and thus at a shorter distance to 
the headset’s camera than the distance predefined within the 
AR scene. Improvement in camera resolution may enhance 
marker detection and provide a more reliable registration 
regardless of marker position and size.
Having to use large markers at optimal positions relative 
to the headset’s camera to achieve ≤ 2° and ≤ 2 mm errors 
is not practical during surgery for two main reasons; (1) it 
would require that the surgeon wearing the headset has their 
head in a static predefined position; (2) marker sizes that 
are optimal for marker detection might not be optimal in 
terms of surgical needs, e.g. because they may occlude the 
surgeon’s view of the surgical site. To implement AR guid-
ing systems in clinical practice, their performance must be 
optimised so that registration accuracy is not dependant on 
specific marker positions and sizes.
Study limitations
Data are subject to bias derived from HoloLens’ image pro-
cessing as they were obtained from images captured by the 
headset’s camera. Some studies avoided this problem by 
measuring the accuracy with which participants trace the 
outlines of displayed virtual shapes on graph paper and on 
a small number of patients [36]. However, this approach 
includes additional sources of error, e.g. variations in the 
patient’s position. A single marker and position of the head-
set’s camera (i.e. Spots 1 or 2) were used for marker detec-
tion and thus all data points for registration computation laid 
in the same plane and were collected from a single point of 
Table 2  Percentage of errors in the virtual hexagons’ position and 
dimensions for 8 × 8 and 12 × 12 cm markers at marker positions 1–9 
(n = 972)
Error %
Inclination angle (°)  ≤ 1 20.6
 ≤ 2 30.2
 ≤ 5 61.6
Vertex position (mm)  ≤ 1 20.9
 ≤ 2 70.7
 ≤ 5 91.3
Centroid position (mm)  ≤ 1 45.1
 ≤ 2 76
 ≤ 5 94
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view. This may have led to larger registration errors than 
if several markers and/or several positions of the headset’s 
camera had been used. In addition, having to move the head-
set between spots for marker detection and photograph-cap-
ture may have introduced a bias. Marker positions 1–8 may 
have caused larger errors compared to marker position 9 as 
the former were located at a distance of 108 mm from the 
centre of the digital graph chart while the latter was aligned 
with the centre (Fig. 2a). Hoff et al. [37] highlighted that 
markers should be placed as close as possible to the real-
world feature with which the virtual model is to be registered 
to minimise registration errors. This recommendation was 
also supported by El-Hariri [38], who interpreted the large 
registration errors in their experiment as a result of small 
rotational errors in the detection of image markers placed 
far from the real-world feature. In addition, the x-axis incli-
nation angle of the virtual hexagons may have introduced 
errors in the virtual hexagons’ position and dimensions. 
However, this variable was not considered in this study and 
thus errors derived from it were not detected. Furthermore, 
changes in the shape of the virtual hexagons were not ana-
lysed, although this information would have been useful to 
understand the deformations that they suffered. Finally, our 
experiments used a flat surface (i.e. the monitor’s surface), 
while virtual models are typically overlaid on a volumetric 
surface (i.e. the patient’s body surface) during surgery which 
may lead to larger registration errors.
Conclusions
This study used a holographic headset combined with 
an image-pattern-recognition tool which provided ≤ 2° 
and ≤ 2 mm inclination angle and positional errors, respec-
tively, in 70–75% of cases. In addition, it failed to provide 
submillimetre accuracy as required for high-precision surgi-
cal tasks such as the excision of small tumours [13]. Certain 
marker positions and sizes significantly increased the errors 
in the virtual hexagons’ position and dimensions. To make 
this technology reliable for clinical practice, sufficient accu-
racy with marker sizes that meet surgical needs regardless 
of marker position will be necessary.
Supplementary Information The online version contains supplemen-
tary material available at https:// doi. org/ 10. 1007/ s11548- 021- 02354-9.
Acknowledgments We are grateful to Mike Whyment for the purchase 
of the holographic headset used in this study and to Rute Vieira and 
Fiona Saunders for their advice on statistics. We would also like to 
thank Denise Tosh and the Anatomy staff at the University of Aber-
deen for their support. This research was funded by The Roland Sutton 
Academic Trust (RSAT 0053/R/17) and the University of Aberdeen 
(via an Elphinstone Scholarship, IKEC Award and Medical Sciences 
Honours project funding).
Authors’ contributions This study was conceived by LP, FG and MP. 
The experiment planning and design were conducted by LP, FG, MP 
and JG. The development of App 1 was done by LP and the develop-
ment of App 2 by LP and MP. The data collection and analysis and the 
preparation of the first draft of the manuscript were done by LP, HB 
and PS. The editing was done by all authors.
Funding This study was funded by The Roland Sutton Academic Trust 
(RSAT 0053/R/17) and the University of Aberdeen (via an Elphin-
stone Scholarship, IKEC Award and Medical Sciences Honours project 
funding).
Data availability Data supporting the findings of this study area avail-
able from the corresponding author (LP) upon reasonable request.
Compliance with ethical standards 
Conflicts of interest The authors declare that they have no conflict of 
interest.
Open Access This article is licensed under a Creative Commons Attri-
bution 4.0 International License, which permits use, sharing, adapta-
tion, distribution and reproduction in any medium or format, as long 
as you give appropriate credit to the original author(s) and the source, 
provide a link to the Creative Commons licence, and indicate if changes 
were made. The images or other third party material in this article are 
included in the article’s Creative Commons licence, unless indicated 
otherwise in a credit line to the material. If material is not included in 
the article’s Creative Commons licence and your intended use is not 
permitted by statutory regulation or exceeds the permitted use, you will 
need to obtain permission directly from the copyright holder. To view a 
copy of this licence, visit http:// creat iveco mmons. org/ licen ses/ by/4. 0/.
References
 1. Zhou Z, Yang Z, Jiang S, Zhang F, Yan H (2019) Design and 
validation of a surgical navigation system for brachytherapy based 
on mixed reality. Med Phys 46(8):3709–3718. https:// doi. org/ 10. 
1002/ mp. 13645
 2. Holloway RL (1997) Registration error analysis for augmented 
reality. Presence Teleoper Virtual Environ 6(4):413–432. https:// 
doi. org/ 10. 1162/ pres. 1997.6. 4. 413
 3. Administration USFD (2020) 510(k) Premarket notification 
(K192703): brainlab, cranial image guided surgery system. U.S. 
Department of Health & Human Services, Silver Spring, Mary-
land, U.S.
 4. Administration USFD (2019) 510(k) Premarket notification 
(K190672): medtronic navigation Inc., StealthStation Synergy 
Cranial S7 Software v.2.2.8, StealthStation Cranial Software 
v3.1.1. U.S. Department of Health & Human Services, Silver 
Spring, Maryland, U.S.
 5. Xiang Z, Fronz S, Navab N (2002) Visual marker detection and 
decoding in AR systems: a comparative study. In: Proceedings. 
International Symposium on Mixed and Augmented Reality, 1–1 
Oct. 2002. pp 97–106. doi:https:// doi. org/ 10. 1109/ ISMAR. 2002. 
11150 78
 6. Uematsu Y, Saito H (2007) Improvement of accuracy for 2D 
marker-based tracking using particle filter. In: 17th International 
Conference on Artificial Reality and Telexistence (ICAT 2007), 
28–30 Nov. 2007. pp 183–189. doi:https:// doi. org/ 10. 1109/ ICAT. 
2007. 16
International Journal of Computer Assisted Radiology and Surgery 
1 3
 7. Poroykov A, Kalugin P, Shitov S, Lapitskaya I (2020) Modeling 
ArUco markers images for accuracy analysis of their 3D pose esti-
mation. In: 30th International Conference on Computer Graphics 
and Machine Vision (GraphiCon 2020). Part 2. short14–1. https:// 
doi. org/ 10. 51130/ graph icon- 2020-2- 4- 14
 8. Abawi DF, Bienwald J, Dorner R (2004) Accuracy in optical track-
ing with fiducial markers: an accuracy function for ARToolKit. 
In: Third IEEE and ACM International Symposium on Mixed and 
Augmented Reality, 5–5 Nov. 2004. pp 260–261. doi:https:// doi. 
org/ 10. 1109/ ISMAR. 2004.8
 9. Vuforia (2020) Optimizing target detection and tracking stability. 
PTC Inc. https:// libra ry. vufor ia. com/ artic les/ Solut ion/ Optim izing- 
Target- Detec tion- and- Track ing- Stabi lity. html. Accessed from 12 
Aug 2020
 10. Pietruski P, Majak M, Świątek-Najwer E, Żuk M, Popek M, 
Jaworowski J, Mazurek M (2020) Supporting fibula free flap har-
vest with augmented reality: a proof-of-concept study. Laryngo-
scope 130(5):1173–1179. https:// doi. org/ 10. 1002/ lary. 28090
 11. Suenaga H, Hoang Tran H, Liao H, Masamune K, Dohi T, Hoshi 
K, Mori Y, Takato T (2013) Real-time in situ three-dimensional 
integral videography and surgical navigation using augmented 
reality: a pilot study. Int J Oral Sci 5(2):98–102. https:// doi. org/ 
10. 1038/ ijos. 2013. 26
 12. Cutolo F, Carbone M, Parchi PD, Ferrari V, Lisanti M, Ferrari M 
(2016) Application of a new wearable augmented reality video 
see-through display to aid percutaneous procedures in spine sur-
gery. In, Cham, 2016. Augmented Reality, Virtual Reality, and 
Computer Graphics. Springer International Publishing, pp 43–54. 
doi:https:// doi. org/ 10. 1007/ 978-3- 319- 40651-0_4
 13. Ghosh D, Bagley AF, Na YJ, Birrer MJ, Bhatia SN, Belcher AM 
(2014) Deep, noninvasive imaging and surgical guidance of sub-
millimeter tumors using targeted M13-stabilized single-walled 
carbon nanotubes. Proc Natl Acad Sci 111(38):13948–13953. 
https:// doi. org/ 10. 1073/ pnas. 14008 21111
 14. Labadie RF, Shah RJ, Harris SS, Cetinkaya E, Haynes DS, Fenlon 
MR, Juszczyk AS, Galloway RL, Fitzpatrick JM (2005) In vitro 
assessment of image-guided otologic surgery: submillimeter accu-
racy within the region of the temporal bone. Otolaryngol Head 
Neck Surg 132(3):435–442. https:// doi. org/ 10. 1016/j. otohns. 2004. 
09. 141
 15. Krempien R, Hoppe H, Kahrs L, Daeuber S, Schorr O, Eggers 
G, Bischof M, Munter MW, Debus J, Harms W (2008) Projector-
based augmented reality for intuitive intraoperative guidance in 
image-guided 3D interstitial brachytherapy. Int J Radiat Oncol 
Biol Phys 70(3):944–952. https:// doi. org/ 10. 1016/j. ijrobp. 2007. 
10. 048
 16. Mischkowski RA, Zinser MJ, Kübler AC, Krug B, Seifert U, 
Zöller JE (2006) Application of an augmented reality tool for 
maxillary positioning in orthognathic surgery—A feasibility 
study. J Craniomaxillofac Surg 34(8):478–483. https:// doi. org/ 
10. 1016/j. jcms. 2006. 07. 862
 17. Lin YK, Yau HT, Wang IC, Zheng C, Chung KH (2015) A novel 
dental implant guided surgery based on integration of surgical 
template and augmented reality. Clin Implant Dent Relat Res 
17(3):543–553. https:// doi. org/ 10. 1111/ cid. 12119
 18. Wang J, Suenaga H, Liao H, Hoshi K, Yang L, Kobayashi E, 
Sakuma I (2015) Real-time computer-generated integral imaging 
and 3D image calibration for augmented reality surgical naviga-
tion. Comput Med Imaging Graph 40:147–159. https:// doi. org/ 10. 
1016/j. compm edimag. 2014. 11. 003
 19. Ahn J, Choi H, Hong J, Hong J (2019) Tracking accuracy of a 
stereo camera-based augmented reality navigation system for 
orthognathic surgery. J Oral Maxillofac Surg 77(5):1070.e1071-
1070.e1011. https:// doi. org/ 10. 1016/j. joms. 2018. 12. 032
 20. Pérez-Pachón L, Poyade M, Lowe T, Gröning F (2020) Image 
overlay surgery based on augmented reality a systematic review. 
In: Rea PM (ed) Biomedical visualisation, vol 8. Advances in 
experimental medicine and biology, vol 1260. Springer, New York
 21. Kress BC, Cummings WJ (2017) 11-1: Invited paper: towards the 
ultimate mixed reality experience: HoloLens display architecture 
choices. SID Symposium Digest of Technical Papers 48 (1):127-
131. doi:https:// doi. org/ 10. 1002/ sdtp. 11586
 22. Taylor AG (2016) HoloLens hardware. In: Taylor AG (ed) 
Develop Microsoft HoloLens apps now. Apress, Berkeley, CA, 
pp 153–159
 23. Park J, Byun S, Lee B (2009) Lens distortion correction using 
ideal image coordinates. IEEE Trans Consum Electron 55(3):987–
991. https:// doi. org/ 10. 1109/ TCE. 2009. 52780 53
 24. Vassallo R, Rankin A, Chen E, Peters T (2017) Hologram stabil-
ity evaluation for microsoft (R) HoloLens TM. In: Proc. SPIE 
10136, Medical Imaging 2017: Image Perception, Observer 
Performance, and Technology Assessment, 10 March 2017. p 
1013614. doi:https:// doi. org/ 10. 1117/ 12. 22558 31
 25. Faul F, Erdfelder E, Lang A-G, Buchner A (2007) G*Power 3: a 
flexible statistical power analysis program for the social, behavio-
ral, and biomedical sciences. Behav Res Methods 39(2):175–191. 
https:// doi. org/ 10. 3758/ BF031 93146
 26. Koo TK, Li MY (2016) A guideline of selecting and reporting 
intraclass correlation coefficients for reliability research. J Chiropr 
Med 15(2):155–163. https:// doi. org/ 10. 1016/j. jcm. 2016. 02. 012
 27. Hoaglin DC, Iglewicz B, Tukey JW (1986) Performance of some 
resistant rules for outlier labeling. J Am Stat Assoc 81(396):991–
999. https:// doi. org/ 10. 2307/ 22890 73
 28. Si W, Liao X, Qian Y, Wang Q (2018) Mixed reality guided 
radiofrequency needle placement: a pilot study. IEEE Access 
6:31493–31502. https:// doi. org/ 10. 1109/ ACCESS. 2018. 28433 78
 29. Gibby JT, Swenson SA, Cvetko S, Rao R, Javan R (2019) Head-
mounted display augmented reality to guide pedicle screw place-
ment utilizing computed tomography. Int J Comput Assist Radiol 
Surg 14(3):525–535. https:// doi. org/ 10. 1007/ s11548- 018- 1814-7
 30. Rose AS, Kim H, Fuchs H, Frahm J-M (2019) Development of 
augmented-reality applications in otolaryngology–head and neck 
surgery. Laryngoscope 129(S3):S1–S11. https:// doi. org/ 10. 1002/ 
lary. 28098
 31. Wang L, Sun Z, Zhang X, Sun Z, Wang J (2019) A HoloLens 
based augmented reality navigation system for minimally invasive 
total knee arthroplasty. In: Yu H, Liu J, Liu L, Ju Z, Liu Y, Zhou D 
(eds) Intelligent robotics and applications. Springer International 
Publishing, Cham
 32. Andong C, Ali D, Jianbo S, Terence PG, Brian JP (2020) Image-
based marker tracking and registration for intraoperative 3D 
image-guided interventions using augmented reality. In: Proc. 
SPIE 11318, Medical Imaging 2020: Imaging Informatics for 
Healthcare, Research, and Applications, 2 March 2020 doi:https:// 
doi. org/ 10. 1117/ 12. 25504 15
 33. Viehöfer AF, Wirth SH, Zimmermann SM, Jaberg L, Dennler C, 
Fürnstahl P, Farshad M (2020) Augmented reality guided oste-
otomy in hallux Valgus correction. BMC Musculoskelet Disord 
21(1):438. https:// doi. org/ 10. 1186/ s12891- 020- 03373-4
 34. Jiang T, Zhu M, Chai G, Li Q (2019) Precision of a novel craniofa-
cial surgical navigation system based on augmented reality using 
an occlusal splint as a registration strategy. Sci Rep 9(1):501. 
https:// doi. org/ 10. 1038/ s41598- 018- 36457-2
 35. Cho K, Yanof J, Schwarz GS, West K, Shah H, Madajka M, 
McBride J, Gharb BB, Rampazzo A, Papay FA (2017) Abstract: 
craniofacial surgical planning with augmented reality: accuracy 
of linear 3D cephalometric measurements on 3D holograms. Plast 
Reconstr Surg Glob Open 5(9 Suppl):204. https:// doi. org/ 10. 1097/ 
01. GOX. 00005 26460. 64463. 87
 36. Perkins SL, Lin MA, Srinivasan S, Wheeler AJ, Hargreaves 
BA, Daniel BL (2017) A mixed-reality system for breast surgi-
cal planning. In: 2017 IEEE International Symposium on Mixed 
 International Journal of Computer Assisted Radiology and Surgery
1 3
and Augmented Reality (ISMAR-Adjunct), 9–13 Oct. 2017 pp 
269–274. doi:https:// doi. org/ 10. 1109/ ISMAR- Adjun ct. 2017. 92
 37. Hoff W, Vincent T (2000) Analysis of head pose accuracy in 
augmented reality. IEEE Trans Vis Comput Graph 6(4):319–334. 
https:// doi. org/ 10. 1109/ 2945. 895877
 38. El-Hariri H, Pandey P, Hodgson AJ, Garbi R (2018) Augmented 
reality visualisation for orthopaedic surgical guidance with 
pre- and intra-operative multimodal image data fusion. Healthc 
Technol Lett 5(5):189–193. https:// doi. org/ 10. 1049/ htl. 2018. 5061
Publisher’s Note Springer Nature remains neutral with regard to 
jurisdictional claims in published maps and institutional affiliations.
