We treat image-to-device gamut mapping as a multi-criteria optimization problem. Our approach leads to a parameterized mathematical optimization problem that allows to constrain the degree to which objectives like contrast preservation, hue preservation, saturation preservation and the continuity of the mapping can be violated while maximizing the device gamut exploitation. We demonstrate the feasibility of our approach on several benchmark image-and device gamuts.
INTRODUCTION
The adaption of a specified color image to device limitations is fundamental for digital color reproduction. For this process -called gamut mapping -a wide variety of techniques were proposed. An overview of the work in this field was summarized by Morovic. Recently, in order to improve the comparability of the different approaches, the technical committee of CIE worked out and published corresponding guidelines.
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These recommendations strive for a universal gamut mapping algorithm, a device independent solution with excellent results for an arbitrary input image. The discussion is still going on as to whether it is possible to identify such an algorithm or at least a universal mapping concept. We understand our paper as a contribution to this discussion. We are particularly interested in combining different gamut mapping concepts in a modular way and determining the particular gain of the specific components.
At first we would like to define the terminology on gamut mapping used throughout this paper. We use the term 'gamut mapping' for a point-to-point mapping of colors in a color space from a source gamut to a target gamut. Gamut mapping can be categorized in 'device-to-device' and 'image-to-device' techniques, depending on whether an image independent source gamut is used or not.
Many of todays gamut mapping applications still use gamut mapping from device to device and many of the well-known gamut mapping algorithms fall into this category. [3] [4] [5] [6] One reason is, that these algorithms easily fit into the ICC color management. In this way the major computation effort can be incorporated into ICC-profile calculation.
An extension of these algorithms is to use image-to-device gamut mapping. The basic idea is to use input image statistics to determine the shape and size of the source gamut. These algorithms are generally expected to perform better in color rendering but due to their dependence on image content at additional computational cost. A first task is an appropriate description of the image gamut boundary for which several methods were proposed.
7-10 A second task is the application of a specific mapping method. [11] [12] [13] In contrast to device gamuts image gamuts often have an inherent ragged shape which makes both, boundary determination and the mapping more difficult.
Our contribution is the development of a parameterized framework for image dependent gamut mapping. We approach the field from a theoretical point of view by formulating gamut mapping as a constraint optimization problem. The present paper is the second of a series of three consecutive contributions. In 10 we developed a method for fast and accurate gamut boundary determination. In the present approach we theoretically derive our formulation of gamut mapping. For the third part it remains to proof the quality of the suggested approach by psychophysical tests and to find suited parameters for our framework. The paper is organized as follows. In the preliminaries we introduce the reader to mathematical optimization. In the third section we formulate gamut mapping as a constraint optimization problem. It will turn out that the obtained optimization problem is not feasible in practice. Therefore we show in the fourth section how one can modify the optimization problem to make it feasible in practice. In the fifth section we describe our implementation of the framework and show some results.
PRELIMINARIES
In this paper we consider gamut mapping as an optimization problem, i.e., at the core of the framework that we present here is an optimization problem. The framework is designed with respect to image dependent gamut mapping, where we have to compute an individual mapping for every image. Basically we obtain the mapping as a solution of an optimization problem.
Before we go into the formulation of the optimization problem let us recall some basics of mathematical optimization. A mathematical optimization problem has the general form
where f : 
In general a mathematical optimization problem needs to have neither a local nor a global minimum.
The probably best known special class of optimization problems are linear programs, where the objective function f and all constraint functions c i are linear in the optimization variable x. Another class of optimization problems are convex quadratic programs, where the objective function is convex and quadratic in x while the constraints are linear in x. Besides degeneracies both, linear-and convex quadratic programs always have a global optimum, which can be computed efficiently in theory and practice. This is in contrast to non-convex optimization problems, which in general cannot be solved efficiently. Even simple looking problems with about ten variables can be extremely challenging, and problems with a few hundreds of variables can already be intractable. For more details on convex optimization see for example Boyd and Vandenberghe. 
GAMUT MAPPING AS OPTIMIZATION PROBLEM
It seems quite natural to formulate gamut mapping as a multi-criteria optimization problem since there are several (competing) objectives to take care of 15, 16 : contrast preservation, hue preservation, gray axis preservation, saturation preservation, continuity of the mapping and exploitation of the target gamut.
One popular approach to multi-criteria optimization is to search for a so called Pareto optimum, i.e., for a solution for which no other feasible solution exists that dominates it. In general an optimization problem has many Pareto optima, which by definition cannot be compared to each other. The Pareto approach is usually taken if all the different criteria (objectives) are equally important (or cannot be compared to each other). In gamut mapping the objectives that we listed above are not always equally important depending on the intended application of the mapping.
Here we want to take the following approach towards image dependent gamut mapping: preservation and continuity objectives are first order citizens and we prescribe the extent to which they are allowed to be violated at most by providing strict constraints, whereas target gamut exploitation is a second order citizen that we want to optimize under the condition that the constraints for all first order objectives are satisfied. Note that the different first order objectives are individually weighted by adjusting the degree to which they can be violated.
In order to formulate the mathematical optimization problem for gamut mapping we will discuss the geometric setup of gamut mapping as we need it here. The image gamut I and the target gamut T are finite subsets (point clouds) of our working color space. We assume that the working color space is approximately hue preserving and equidistant, like any of CIELAB, CIELUV, MLAB or DIN 6164. Note that the color space is one parameter of our framework and that the overall quality of our mapping will depend on the extent to which it fulfills the two required properties. As the color space is approximately equidistant one can treat gamut mapping as a problem in Euclidean geometry, where a point cloud that describes the image gamut has to be mapped into a shape described by the target gamut.
Let us for the moment assume that we have the following operations available: 1) We can compute a continuous shape Shape(T ) that approximates the target gamut T . The shape should capture the geometry of the target gamut well as the quality of the overall mapping will depend on the quality of the computed shape. 2) We can determine for every point in the working color space, if it is contained in Shape(T ) or not. 3) We can determine the intersection points of a line with Shape(T ).
As we mentioned earlier the objective function of our optimization problem is the target gamut exploitation. Intuitively the target gamut is well exploited if the points in the image gamut I are not displaced too much under the mapping, which has to map all points in I into Shape(T ). We need some metric to give sense to the term "displace too much". Here we want to use the Euclidean metric, which explains our assumption that the color space has to be approximately equidistant. Hence the following optimization problem is a candidate to model target gamut exploitation.
The objective function takes care of the exploitation of the target gamut while the constraints just state that the solution should give a valid gamut mapping, i.e., the points from the image gamut are actually mapped into the target gamut. We optimize over all functions f :
where d is the dimension of the color space, i.e., the objective function is a functional and not a function. As such the optimization problem does not fit into the class of optimization problems as we have introduced them above. To make it fit we restrict the class of functions over that we optimize to a parameterized family of functions, which leaves us to optimize the parameters. In order to restrict the family of functions we exploit our second assumption on the color space, namely, that it is approximately hue preserving. This allows us to choose a focal point c in Shape(T ) and restrict the mapping of any point x ∈ I to the ray originating in c and shooting in the direction of x. Thus the family of allowed functions is given as
where the ray is parameterized by λ x . Note that the center point c is a parameter of our optimization problem. If we assume that Shape(T ) is star shaped and can be contracted to c along straight lines, then the constraint f (x) ∈ Shape(T ) for x ∈ I can be written as
whereλ x is such that c +λ x (x − c) is the intersection of the boundary of Shape(T ) with the ray originating in c and shooting in the direction of x. The restriction that Shape(T ) has to be star shaped is not really necessary.
To deal with not star shaped shapes one just has to add additional constraints for each intersection point of the shape with the ray. The only reason we restrict ourselves here to star shaped shapes is to keep our exposition as simple as possible.
2 our optimization problem now reads as follows.
This is an optimization problem that falls in the class that we introduced earlier. But we are not done yet. So far we have only modeled our goal of target gamut exploitation as the objective function of an optimization problem. However we do not want to neglect the other (more important) goals of gamut mapping. We take care of them by adding additional constraints to the optimization problem.
Contrast preservation.
To ensure contrast preservation we add the constraints c 1 x − y ≤ f (x) − f (y) for all pairs x, y ∈ I. Here c 1 > 0 is a constant that again is a parameter of our framework. Informally speaking the added constraint enforces that points that have a large distance to each other cannot be mapped close together.
Continuity. Zolliker
16 pointed out that the mapping should be continuous in the following sense: points that are close to each other should not be mapped too far away from each other. We take care of this goal by adding the constraints f (x) − f (y) ≤ c 2 x − y for all pairs x, y ∈ I. Again c 2 > c 1 is a constant that is a parameter of our optimization problem.
Gray axis preservation. To ensure this goal it suffices to impose an additional condition on the position of the focal point: it has to be located on the gray axis. As all mappings that we allow in the optimization problem move points towards the focal point on a straight line they all map gray axis points onto gray axis points.
Saturation preservation.
To ensure saturation preservation we do not add an additional constraint. It is already taken care of by the objective function and by the choice of c.
Combining everything we finally end up with the following optimization problem.
Let use summarize all parameters and input of/to the optimization problem in the following 
MAKING THE OPTIMIZATION PROBLEM FEASIBLE
The optimization problem for image-dependent gamut mapping that we derived in the previous section from theoretical considerations seems infeasible to solve for typical image and target gamuts. First of all the optimization problem is in a general non-convex form because the constraints are non-convex. Second, it has far too many variables. For every point in an image gamut we have to add one variable to the optimization problem. As the number of points contained in a typical image gamut can be very large this makes also the optimization problem very large. Third, the number of constraints is very large, it is essentially quadratic in the number of variables. Altogether these three factors lead to the practical infeasibility of the problem. In the following we show how one can modify the optimization problem to make it feasible also in practice. The modification has less variables and fewer and linear constraints. It is a convex quadratic program, which can be solved using standard methods. In general a solution to the modified problem is different from a solution to the original problem. But we argue that a solution to the modified problem still meets our needs.
Number of variables.
In order to reduce the number of variables we modify the optimization problem such that only the points in the image gamut boundary are taken into account. The idea is that once we have found a good mapping for the boundary points we can easily extend this mapping to interior points of the image gamut. That is, the optimization problem essentially stays the same only the number of variables is reduced by discarding all points that do not belong to the boundary of the image gamut. The modification needs an operator Boundary(I) that provides us with a subset of I whose points are considered to be located on the boundary of the shape that underlies the point set I. A solution to the modified optimization problem gives for every image gamut boundary point x ∈ Boundary(I), a parameter λ x which determines its displacement as f : x → c + λ x (x − c), where c still is the focal point in Shape(T ).
To extend the mapping from the boundary points to the interior points, i.e., the points of I not contained in Boundary(I) we make the assumption that the shape that underlies the target gamut T is star shaped with respect to the focal point c and proceed as follows: for x / ∈ Boundary(I) determine the point y ∈ Boundary(I) that lies closest to the ray originating in the focal point and shooting in the direction of x. Closeness can be measured here in terms of the angle between two rays. Project the point x onto the ray from c through y. Let x be the projection. Now compute a displacement of x on the ray from c through y. If x is not contained in the segment cy, then the displacement of x is chosen as f : x → f (y) = c + λ y (y − c), where λ y is determined by a solution to the modified optimization problem. In that case we set λ x = λ y . Otherwise the displacement of x is computed via some compression function g : cy → cf (y), which maps the segment cy onto the segment cf (y). The compression function g is another parameter of our framework, examples include linear or sigmoid compression. The displacement of x is now given as x → g(x ). Define λ x as |cg(x )|/|cx |, i.e., as the quotient of the lengths of the segments cg(x ) and cx . The displacement of x is finally given as
Number of constraints. Reducing the number of variables also decreases the number of constraints. To reduce this number even further we only retain the contrast and continuity constraints for those points x, y ∈ Boundary(I) that are close to each other. Again we measure closeness by the angle between the rays shooting from the focal point c to x and y, respectively. More specifically we retain only constraints between those points x, y ∈ Boundary(I), where the angle between the corresponding rays is smaller than some value α, where α becomes another parameter of our framework. Note that the number of constraints increases with increasing value of α.
Linearization. Finally we linearize the continuity and contrast constraints. Let x, y ∈ Boundary(I) be two points that are close to each other in terms of the angle between the corresponding rays. Without loss of generality we assume that y is closer to c in Euclidean distance than x, i.e., x − c ≥ y − c . Since x and y are close to each other we measure distances along the rays shooting from c to x and y respectively and approximate the expression x − y by x − c − y − c and the expression
The modified continuity and contrast constraints are now written as follows
which we further modify as follows
Note that the last modification implicitly introduces the following new monotonicity constraint
the modified continuity and contrast constraints become
which can be rewritten as
Note that both constraints are now linear functions in λ x as well as in λ y .
Combining all the modifications leads to the following optimization problem.
It is easy to see using the variable substitution µ x = 1 − λ x that this problem is a convex quadratic program, which can be solved using standard methods. The modifications introduce three new parameters into our framework: the operator Boundary(I), which determines the boundary points of the discrete point cloud I, the angle α which determines the size of the neighborhood of a boundary point and the compression function g, which we use to extend the displacement mapping from boundary to interior points. We also have to assume now that the shape underlying the target gamut is star shaped with respect to the focal point. In the following table we summarize the input and the parameters of the framework based on the modified optimization problem. 2 which is negligible, as under normal conditions most humans cannot perceive it. Thus our basic data structure is a grid. The advantage of working with a grid are more efficient computations. In the following we show how we realize the necessary operations.
Computation of Shape. For the computation of the shape described by the target gamut we use the discrete flow complex which we introduced in our previous work. 10 We compute the discrete flow complex of the quantized target gamut points and obtain as result a 0 − 1 labeling of the working grid, where a grid point is labeled with 1 if it belongs to the target gamut shape and labeled with 0 otherwise.
Computation of Boundary. For the determination of the boundary of the discretized image gamut we can also use the discrete flow complex. We first compute the discrete flow complex of the image gamut points and then extract the boundary points as the grid points that have at least one neighboring grid point labeled with 1 (i.e., a point that does not flow to infinity and thus belongs to the flow complex) and at least one neighboring grid point labeled with 0.
Inside-outside query. Our data structure permits an immediate answer to the query that asks whether a grid point is contained in the target gamut. If the point is labeled with 1, then the answer is yes, and if it is labeled with 0, then the answer is no.
Intersection. The intersection of the target gamut with a ray shooting from the focal point c towards an image gamut boundary point y can be computed very efficiently by applying binary search. Binary search can be applied here because the working color space is discretized and the target gamut is assumed to be star shaped, which means that there is exactly one intersection point. In binary search one repeatedly divides the search line in half. If y is located outside the target gamut we begin with the line starting at c and ending at y. If y is located inside the target gamut we begin with the line starting at c and ending at the grid boundary point g that is in the direction of y. If the point in the middle of the search line is located outside the target gamut we continue the search within the first half of the search line, if the middle point is inside the target gamut we continue the search within the second half. We continue this proceeding until the intersection point is found.
We have implemented the framework using Java5. As an optimization tool we used the software MOSEK which is available at http://www.mosek.com. We visualize gamuts using a simple algorithm described in our previous work 10 and render the results with the open source program JavaView which is available at http://www.javaview.de. In order to test the algorithm we used our implementation on a PC with a Pentium III (1600MHz) processor. For the tests we used a suite of test images, both natural and artificial. With our choice of target devices we address two widely used applications: newspaper and inkjet. To obtain the points of the target gamuts, color measurement data from standard ICC-profiles for newspaper printing 17 and for inkjet printing 18 were used.
In Figure 2 and 3 we show results for the two test images Woman and Bouquet. They are test images from the International Organization for Standardization (ISO) and are available at http://www.iso.org. The figure shows the two test images, their image gamuts, their image gamuts together with the device gamuts and their image gamut after it has been mapped into the device gamut. Note that the test images are color images that are only printed in gray scale here.
CONCLUSION
Starting from theoretical considerations we derived a framework for image-dependent gamut mapping that renders image-dependent gamut mapping as an optimization problem. Our approach can be summarized as follows:
1. Transform the data into a approximately equidistant and hue preserving color space.
2.
Compute the boundary points of the image gamut.
3. Compute a continuous shape that describes the target gamut.
4.
Map the boundary points of the image gamut along a ray towards a focal point into the target gamut.
Map interior points of the image gamut according to a fixed rule.
One can see this framework as a generalization of several existing algorithms. These algorithms determine the boundary of the image-gamut and map it onto the boundary of the target gamut. One benefit of our approach is that boundary points are not necessarily mapped again onto boundary points. If some of the objectives that we formulated for image-dependent gamut mapping are violated, then our approach maps boundary points into the interior of the target gamut. Also in contrast to most other algorithms in our approach points can be mapped away from the focal point.
Our results show how image gamuts are geometrically mapped into device gamuts. In future work we want to learn about the quality of our framework using psycho-physical tests. The test image Bouquet and its image gamut. Second row: the image gamut together with the inkjet gamut (the image gamut is the darker one) and the image gamut after the mapping into the inkjet gamut. Third row: the image gamut together with the newspaper gamut (the image gamut is the darker one) and the image gamut after mapping into the newspaper gamut.
