Motivation: Multiple alignment of highly divergent sequences is a challenging problem for which available programs tend to show poor performance. Generally, this is due to a scoring function that does not describe biological reality accurately enough or a heuristic that cannot explore solution space efficiently enough. In this respect, we present a new program, Align-m, that uses a non-progressive local approach to guide a global alignment. Results: Two large test sets were used that represent the entire SCOP classification and cover sequence similarities between 0 and 50% identity. Performance was compared with the publicly available algorithms ClustalW, T-Coffee and DiAlign. In general, Align-m has comparable or slightly higher accuracy in terms of correctly aligned residues, especially for distantly related sequences. Importantly, it aligns much fewer residues incorrectly, with average differences of over 15% compared with some of the other algorithms. Availability: Align-m and the test sets are available at
INTRODUCTION
Multiple sequence alignment (MSA) is one of the oldest and most common tasks in bioinformatics. The complexity of the multiple alignment problem is so high that deterministic algorithms are impractical for all but the smallest and simplest cases (Needleman and Wunsch, 1970; Murata et al., 1985; Carillo and Lipman, 1988) . Hence, many heuristic algorithms have been developed, most of which produce a global alignment without topology differences. The frequently used progressive approach of Feng and Doolittle (1987) starts by aligning the two most similar sequences and continues to add more sequences to the growing multiple alignment, using a guide tree to determine the order of the added sequences (Feng and Doolittle, 1987; Barton and Sternberg, 1987; Taylor, 1988; Subbiah and Harrison, 1989; Smith and Smith, 1992; Thompson et al., 1994; Notredame et al., 2000; Katoh et al. , * To whom correspondence should be addressed.
2002; Lee et al., 2002) . Consequently, the quality of the alignment is dependent on the order of the sequences and suffers from mistakes made early on. In a different approach, an explicit objective function is defined that assigns a score to every possible multiple alignment. Optimization of such a score has been done by a variety of techniques, including dynamic programming (Lipman et al., 1989) , simulated annealing (Ishikawa et al., 1993) , Gibbs sampling (Lawrence et al., 1993) and genetic algorithms (Notredame and Higgins, 1996) .
A number of algorithms have also been developed that construct local multiple alignments. Many align gap-free segments of fixed length, resulting in one or more aligned blocks through all sequences (Waterman, 1986; Depiereux and Feytmans, 1992; Lukashin and Rosa, 1999) . They have the disadvantage that the fixed segment length has little biological relevance and, more importantly, that every segment is required to occur in all sequences. Such limitations have been addressed by several other algorithms (Schuler et al., 1991; Tonges et al., 1996; Abdeddaïm, 1997; Brocchieri and Karlin, 1998; Morgenstern, 1999) . Align-m, the algorithm we present in this work, could also be classified as such a local alignment algorithm, though it will produce a global alignment if supported by sufficient evidence.
ALGORITHM
The procedure used by Align-m to align N sequences comprises three major steps (Fig. 1a) . First, a set of high-scoring local multiple alignments is computed, representing information that is specific to the current alignment problem. Second, this information is combined with substitution matrix scores, in order to produce, for each sequence pair, one or more pairwise alignments by dynamic programming. Third, only the parts of these alignments that are sufficiently consistent with each other are kept in the final alignment.
High-scoring local alignments
We define a local alignment here as a single column, C, through all sequences. It can be thought of as constructed by picking one residue from each sequence, and consequently C is a vector containing the indices of these residues. The correct multiple alignment is a set of such columns, denoted C correct , containing only the residues that should be aligned. Here, we calculate an approximation of C correct , C high , using the sum-of-pairs (SP) objective function to describe the problem. That is, the score, S C , of any given column, C, through N sequences is taken as the sum of the scores, S, of the N(N − 1)/2 individual residue pairs that it is made up of, divided by their number:
Hence, it follows that all possible columns can be scored from the set of all possible residue pair scores, S, which, for an average sequence length of
is a four-dimensional matrix, keeping for each sequence pair (i, j) the pairwise score of their residues with respective indices k and l. S is calculated in two steps. First, it is filled up with scores from a substitution matrix such as BLOSUM35, which was used throughout this work (Henikoff and Henikoff, 1992) . Then, each score is replaced by its average over an ungapped segment of length 2W + 1:
Such an averaging is justified under the assumption that correct alignments consist at least partly of ungapped regions whose average score tends to be more significant than those of their individual residue pairs. In this work, a segment length of 15 (W = 7) was found to be most useful.
The S C objective function can be optimized by many standard techniques for discrete energy functions. In this case, however, the number of possible values per 'parameter' can be enumerated-it is simply the number of residues per sequence-and this allows the use of a number of specific algorithms. In a similar problem, Lukashin and Rosa (1999) applied a variant of the Dead End Elimination theorem to segment-to-segment multiple alignment (Desmet et al., 1992) . We use the FASTER algorithm, which is a heuristic that optimizes a start solution, C init , until it either finds the global optimum or is trapped in a local optimum of a given order (Desmet et al., 2002) . It was originally developed in the context of protein side-chain placement, where it is used to find combinations of side-chain orientations of low energy: in that case, S contains interaction energies between different side-chain orientations of each pair of residues in a structure. In the case of sequence alignment, a high-scoring combination of residues, i.e. a column C high , is found, which is expected to correspond to one of the C correct .
However, there are many C correct , and in order to find as much of them as possible, FASTER is run on a large set of columns, C init , each of which requires O(N 2 L) time to calculate a first-order maximum from (termed 'pass 1' in the original paper). As such, we rely on the optimizer not to find the global maximum each time but rather different local maxima by starting from some well-chosen C init . Keeping in mind that a multiple alignment consists of a set of columns whose residue indices form an ordered set, we choose a total of L max , the length of the longest sequence, C init , as follows (where it is understood that the indices are rounded up to the nearest integer):
Not all C correct have a high SP score though, and those that do not are less likely to be found by FASTER. Still, such columns might be found when the search space is restricted to only a subset of the columns, e.g. when residues that occurred previously in some C high are no longer considered available to form columns with. For this, we apply the following iterative procedure. (i) Calculate C high from a new set of C init .
(ii) Residues that occur in at least one C high are assigned the S C of the highest scoring column they belong to-typically they occur only in one column, but overlaps are possible.
(iii) Residues with a score above or equal to the mean column score of the current iteration are expected to be part of a C high that corresponds to a C correct . These are flagged out and are no longer taken into consideration in any calculations during following iterations. (iv) Repeat the first three steps until the mean column score becomes more than three SDs lower than that of the first iteration. The final set of C high is then formed by all C high from each iteration, except the last, that scored above the mean in the third step. For the data in the Twilight Zone set (see Results section), on average 10 iterations are required.
Guided pairwise alignments
The C high from the previous step can contain many errors, especially for distantly related sequences. Nevertheless, they can be put to use by letting them guide individual pairwise alignments of the same sequences, much as the T-Coffee program uses its extended library, using dynamic programming with affine gap penalties (in this work, gap opening and extension parameters were set to, respectively, 12 and 2). To this end, the dynamic programming matrix is first filled with similarity scores from a substitution matrix. Then, each residue pair that occurs in a C high has its score replaced by a waypoint score, S W , derived from that column's score, S C (Fig. 2) . Though S C is comparable in magnitude with a substitution matrix score, it is not used directly because the presence of even a single dissimilar residue or, in this case, averaged segment can lower it strongly. This occurs most frequently in divergent sequences, and it was observed that S C then has too low an impact to guide effectively a pairwise alignment. Therefore, we increase the weight of the waypoint scores with respect to the substitution matrix scores, directly proportional to the number of sequences:
The minimum with s subst, max (the maximum similarity score in the substitution matrix) is applied in order to keep all S W within the range of scores of the substitution matrix, but in practice this occurs only for similar sequences. Also, columns with a negative score are occasionally found. These are not considered since in such cases they are assumed to have no guiding power.
Lastly, a number of sub-optimal alignments are also obtained per sequence pair in order to increase the probability that parts of them cover the correct alignment, which are then more likely to be picked up by the next step. We use the method of Saqi and Sternberg (1991) : a fixed value is subtracted from the similarity scores of the aligned residue pairs of the previous alignment and the dynamic programming repeated. In this work, we subtract a value of 1 and calculate a total of three solutions.
Consistency of pairwise alignments
So far, the multiple alignment solution space has been narrowed down to a number of possible alignments per sequence pair. If parts of these alignments are correct (with respect to a reference multiple alignment), they must be consistent with each other: if A i (residue i of sequence A) is aligned correctly with B j , and B j with C k , then A i and C k should also be aligned. Therefore, we use this property to delineate the consistent parts among all pairwise alignments, which are considered as correct, and remove the rest of the aligned residue pairs.
To detect such parts, all pairwise alignments are converted into a set of consistency matrices (CMs), one for each sequence pair, by the relaxed transitive alignment algorithm described in our previous work (Van Walle et al., 2003) . A CM is a sparse matrix, much comparable with a dot-plot (Vingron and Argos, 1990) , describing the comparable parts of two sequences that are consistent with the alignments between the other N − 2 sequences. Alignable residue pairs do not get a boolean value of 1, however, but rather a value between 0 and 1 expressing how strongly their alignment is supported. Calculating CMs takes O(n 3 N 3 L) time, where n is the average number of alignments per sequence pair. However, n is generally very small (in this work, 3), and except for larger N , the procedure usually requires less time than calculating the single column alignments.
Then, as a final step, a single alignment is derived from each CM by applying dynamic programming to it, without gap penalties. Any residue pairs with a consistency of 0 that may also have been aligned as a result of this procedure are removed. Hence, Align-m does not produce a single multiple alignment but rather a set of N(N − 1)/2 largely consistent pairwise alignments, which can optionally be converted into a multiple alignment by aligning them to a reference. However, the pairwise alignments were observed to contain slightly better alignments, and we used this output for the test set results instead.
Performance evaluation
The accuracy of Align-m on a set of sequences with known structure is evaluated by comparing each output pairwise alignment with its reference alignment, derived by structure comparison, using the f D(eveloper) and f M(odeler) measures of Sauder et al. (2000) . These are calculated as the ratio of the number of correctly, i.e. identically, aligned residues divided by the length of, respectively, the reference and the test alignment. A high value of f D therefore means that the test alignment covers a large part of the reference alignment, whereas a high f M value indicates that the test alignment contains few incorrectly aligned residues.
A set of pairwise reference alignments was preferred over a single multiple alignment because for the distantly related structures used in this work, it is already very difficult to obtain a good pairwise structure alignment. Deriving a single multiple alignment from them, e.g. by aligning to a single reference sequence, would only introduce more errors. Still, to make use of the information in the other alignments, the following procedure was applied (Fig. 1b) . (i) For each structure pair, structure alignments are calculated using two different algorithms: SOFI and CE (Boutonnet et al., 1995; Shindyalov and Bourne, 1998) . By itself, SOFI also produces many alignment solutions, whereas CE generally only yields one.
(ii) All alignments for each pair are together converted into CMs (see previous section). (iii) For each structure pair, the solution that resembles most its own derived CM is the one that is most consistent with the structure alignments of other pairs. This solution is selected as the reference alignment for that pair, but in addition any residue pairs that have no consistency left in its CM, and therefore should probably not be aligned, are removed. For the large majority of structure pairs, this amounts to only 0-10% of their residue pairs, but for others (respectively 4 and 2% of the cases for the test sets used in the Results section), all residue pairs are removed. For these pairs, all structure alignments are entirely wrong, indicating the need for quality control.
In summary, the reference alignment is a structure alignment as derived by SOFI or CE, with some very improbable residue pairs removed. Although CMs are calculated to derive both test and reference alignment, this does not bias the benchmarking in any way since the input data for the two cases is entirely independent: the guided pairwise alignments are derived from sequence data alone, whereas the benchmark consists of structure alignments.
RESULTS AND DISCUSSION
Align-m was tested for its capacity to align sequences with very low similarity since this is the area where the current algorithms usually show poor performance. The ASTRAL compendium provides subsets of the entire SCOP/PDB 1.63 database based on pairwise E-value and percentage identity (Brenner et al., 2000; Murzin et al., 1995; Berman et al., 2000) . We used two such sets of protein domains, denoted 'Twilight Zone' and 'Superfamilies' and, as an additional quality requirement, removed from them any structures that had residues lacking one or more backbone atoms.
The f M and f D measures described in the Methods section are used to compare the performance of Align-m with that of the existing algorithms ClustalW, DiAlign and T-Coffee. All algorithms are used 'out of the box', with default parameters. The multiple alignments produced by these algorithms are decomposed into their corresponding pairwise alignments and each compared with its reference alignment. Finally, the results are grouped as a function of percentage identity, with a bin width of 5%. Per bin, average f D and f M values are calculated by weighing the data for each pair by the length of its reference alignment. As a result, pairs with longer reference alignments receive more weight and vice versa any pairs for which no consistent reference alignment could be found have zero weight.
For each bin, the minimum significant difference, f significant , in f D or f M between each pair of algorithms was also calculated. Since the mean number of alignments per bin for both test sets is 506, the central limit theorem can be applied to assume that the average difference follows a normal distribution with estimated SD. The two smallest bins contain only 11 and 31 alignments, but these are in a region that is not considered further (see below). A two-tailed T -test at the 99% confidence level was subsequently used to determine f significant as the half-length of the confidence interval.
Twilight Zone set
The Twilight Zone set contains 1994 domains with a pairwise E-value of at least 1 with respect to every other domain in the set, for a database size of 10 8 residues. Following the SCOP classification, these domains were divided into 236 groups, each one representing a different fold. As a result, though each domain in a group is structurally similar to the others, a (recent) common evolutionary origin can usually not be found. Therefore, this set is used to represent the frequent case of an unknown classification of proteins, where being able to establish a possible structural and/or functional relationship is the main issue: different levels of structure similarity are mixed together, but sequence similarity remains very low. Furthermore, to prevent a disproportionate impact of large folds, the number of domains in each group was limited to a maximum of 25. Excess domains were removed based simply on their sequence length: only the largest were kept. The data are for all groups and for sequence similarities in the midnight (0-10% identity) and twilight (10-25% identity) zones. The results are split up according to the degree of relatedness between the structures (SCOP classification): same fold only, same superfamily only and same family. In addition, Table 1 Fig. 3 . Accuracy of Align-m, DiAlign, ClustalW and T-Coffee for the Twilight Zone (a-f) and Superfamilies test sets (g-j), split up by the level of structural similarity that individual pairs in each multiple alignment share: same fold only, same superfamily only or same family. The f significant bars indicate the smallest difference between any two algorithms that is still significant. provides some general data about the test set, along with overall accuracy values.
Clearly, f D is very low for all programs: e.g. on the fold level, none scores higher than 20%, making it impossible to prove the existing structural relationships from the alignment alone. The situation is slightly improved for superfamily pairs, where the best results in the twilight zone are achieved by Align-m, followed closely by DiAlign and T-Coffee. ClustalW has a somewhat lower f D , in contrast to the results for the family pairs, for which it has, along with T-Coffee, the highest performance. An explanation for this phenomenon could not be found other than that, perhaps, the progressive alignment strategy used by these algorithms favors the family pairs, which should be identified as more closely related and therefore aligned earlier with less probability of mistakes. We also investigated how much the use of guided pairwise alignments improves f D over basic Needleman-Wunsch alignments with the same gap penalties: in the twilight zone, it increases on average 8.3%, to 17.1%. For the f M values, a very significant difference can be seen between Align-m and DiAlign on the one hand and ClustalW and T-Coffee on the other. Across the entire twilight zone, Align-m has the least incorrectly aligned residues for all levels of structural similarity, followed by DiAlign. This improvement is mainly due to the last step of the algorithm, the CM calculation, which filters out parts of the alignments that are not consistent with each other: in the twilight zone, f M increases on average by 13.6-23.1% compared with the first guided alignment, while f D drops by 4.3-12.8%.
Align-m
The average differences in f D and f M values, though frequently significant, do not however reflect the large discrepancies that occur in the twilight zone between alignments produced by different algorithms. To demonstrate this loss of agreement, we extracted, for each algorithm, all residue pairs that were correctly aligned. Comparing for each pair of algorithms the number of correct residue pairs in common to the number of correct residue pairs realized by one or both algorithms, the results are not encouraging: on average, only 16.9 ± 4.0% of the correct residue pairs are shared by any two of the tested algorithms, with a maximum of 20.8% between Align-m and T-Coffee.
Superfamilies set
The Superfamilies set contains 3645 domains that share a maximum percentage of identical residues of 50%, thereby avoiding pairs with very clear homology. Here, domains are divided into SCOP superfamilies (462 in total) rather than folds, and, as before, the number of domains per group was limited to a maximum of 25. Consequently, the fraction of pairs with a very low sequence similarity is lower than in the Twilight Zone set, and we use this set to represent sequences whose structures may have a similar function but that definitely have a common evolutionary origin.
On this set, all programs behave similarly (Figure 3g -j and Table 1 ). Both f D and f M rise sharply, especially in the twilight zone, and continue to do so at a diminishing rate for higher similarities. For the superfamily level (10-35% identity region), both Align-m and T-Coffee have the highest f D , whereas the significantly higher f M values are obtained again by Align-m, followed by DiAlign. For identities of over 35%, the curves have a jagged form due to too small a sample size: the few existing superfamily pairs in that region represent only 1.3% of the total number. This is not surprising since sequences that share more than 35% identity are usually classified as belonging to the same family rather than superfamily. On this family level, T-Coffee again has the highest f D values, except in the >40% identity region, where ClustalW takes over. The highest f M values are obtained by Align-m.
Calculation time
Aside from accuracy, the time required to calculate a MSA can also be an important factor. To process all 64 multiple alignments of both test sets that contained 20 or more sequences, Align-m, T-Coffee, DiAlign and ClustalW took respectively 4614, 2784, 822 and 136 s. For the more complex problems, Align-m also requires relatively more time than ClustalW and DiAlign because the calculation of the CMs, which requires O(N 3 L), becomes more and more the dominant factor. We have observed (data not shown) that the required CPU-time becomes prohibitive, especially for large-scale applications, at around 40-50 sequences of on average of 250 residues.
CONCLUSION
On both test sets, Align-m consistently aligns fewer residues incorrectly than the other tested algorithms, especially in the twilight zone of sequence similarity. The difference is largest with ClustalW and T-Coffee, which are both global algorithms. DiAlign, a purely local algorithm, has more similar behavior but still performs worse. Also, the number of correctly aligned residues found by Align-m is frequently the highest, again mostly for highly divergent sequences. However, there still remains room for improvement in the twilight zone, where accuracy is generally far below 50% and most agreement between algorithms is lost.
Because the set of reference pairwise alignments is not entirely consistent, programs that produce a single multiple alignment will theoretically not always be able to attain a maximum f D value of 100% but one close to that, depending on how consistent the set is. For the sequences with <25% identity, this is however not problematic since no algorithm is able to exceed 60%. The issue also disappears for more similar structures as the reference structure alignments become more and more consistent until they effectively form a single multiple alignment.
The test data did not include multi-domain proteins, which are problematic especially for global algorithms. This was however beyond the scope of this work, but a behavior similar to that of other local algorithms can be expected (see, e.g. Lassmann and Sonnhammer, 2002) : the only global step of the algorithm, the guided alignments, does not impose the final alignment to be global since the non-consistent parts are removed in the next step. In future work, we envisage applying other types of guided pairwise alignments, such as the local Smith-Waterman algorithm. It would then also be possible to fully align proteins with topology differences, such as a swapped domain order, since neither FASTER nor CM calculation imposes this restriction on its data. Finally, since CMs are calculated from generic alignment data, it is possible, as for T-Coffee, to combine sequence and structure alignment data and to combine alignment data from different algorithms.
