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a b s t r a c t
We investigate the problems of scheduling n weighted jobs to one or more identical
machines with the constraint that themachinesmay be unavailable in some specified time
intervals. The objective is to find a schedule that minimizes the total weighted completion
time. We consider both non-resumable and resumable schedules.
Our first contributions concern approximability. For both resumable problem and non-
resumable problem, we show that they cannot be approximated within an exponential
factor by any polynomial time algorithm for multiple machines where each of them has
an unavailable interval, even if the weight of each job equals to its processing time.
Additionally, the non-resumable problem is also exponentially inapproximable for a single
machine with two or more unavailable intervals.
Then we develop the first FPTASs for the problems with a single unavailable interval
among all machines. The running time is O(cn logd n( 1

logw)d) for the non-resumable
problem, and O(cn logd n( 1

logw)d+1) for the resumable problem, wherew is the product
of the totalweight and the total processing time of all jobs, c is the number ofmachines that
are always available and d = 6c + 12. Thus our results give a clear boundary delineating
the inapproximable cases and approximable cases. When there is a single machine and
w = O(nlog nO(1) ), our algorithms greatly improve the current results.
Note that instead of conventional ways of sequentially processing the jobs, our fast
schemes process jobs in a divide-and-conquer fashion, which greatly reduces the running
time. This may give some insight for some other related problems.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Scheduling problems with machine availability constraints have received considerable attention from researchers in the
last twodecades. Thesemodels reflect the real-word situationswhere themachines haveunavailable intervals for processing
jobs due to breakdown, preventive maintenance or processing unfinished jobs from a previous planning horizon. Various
criteria and machine environments have been studied, see for example [2,3,8,10,11,13,17,22,23], etc. For more information,
please refer to the surveys by Schmidt [21], Lee [16], Sanlaville and Schmidt [20], Lee et al. [12] and the references therein.
In this paper we study the problems of scheduling nweighted jobs to one or more identical machines with the objective
of minimizing total weighted completion time, which is one of the most natural and important performance measures in
the area of scheduling. We assume that the unavailable intervals are known beforehand and all jobs are available to process
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from the beginning. The jobs may be non-resumable (nr − a), in the sense that if interrupted by the unavailable interval, a
job has to be restarted after the interval, or resumable (r − a) in which case the job can be resumed after the interval.
Let us first introduce some notations. We use J = {J1, J2, . . . , Jn} to denote the job set. Each job Ji has a processing time
pi and a weight wi. Given a schedule S, the completion time of job i in S is denoted by Ci(S). If S is clear from the context,
we will use Ci for short. The goal is to schedule the set of jobs on one or more parallel machines so as to minimize
∑
wiCi.
To denote our problems, we extend the 3-field notation α | β | γ introduced by Graham et al. [4], where α represents
the machine environment, β describes the jobs’ information, and γ defines the criteria to be optimized. In the single
machine environment, let k be the number of unavailable intervals. If jobs are non-resumable, we denote our problem by
1, hk | nr−a |∑wiCi, that is, machine environment is singlemachinewith k unavailable intervals, jobs are non-resumable,
and the criterion to be optimized is the total weighted completion time. If jobs are resumable, we denote the problem by
1, hk | r − a | ∑wiCi. In the parallel machine environment, let M = {M1,M2, . . . ,Mc1 ,Mc1+1, . . . ,Mc1+c2} be a set of
c1 + c2 parallel machines, where machinesM1,M2, . . . ,Mc1 are always available and machinesMc1+1, . . . ,Mc1+c2 have k1,
k2, . . ., kc2 unavailable intervals, respectively. Then the problems are denoted by Pc1,c2 , hk1 , hk2 , . . . , hkc2 | nr − a |
∑
wiCi
and Pc1,c2 , hk1 , hk2 , . . . , hkc2 | r − a |
∑
wiCi for the non-resumable and resumable cases, respectively.
Literature review. When the machines are always available, the single machine scheduling problem, denoted as 1 || wiCi,
can be solved optimally by the WSPT (Weighted Shortest Processing time) algorithm which schedules the jobs in the
nondecreasing order of pi/wi [19]. The problem becomes NP-hard when there are multiple machines.
With the constraint of limited machine availability, many research has been done on the problem of minimizing total
weighted completion time. In 1996, Lee [13] proved that 1, h1 | r − a, pi = wi | ∑wiCi is also NP-hard in the ordinary
sense. In the same paper, Lee showed that scheduling jobs in the decreasing order of weights gives an approximation ratio
of 2 for 1, h1 | r − a, wi = pi | ∑wiCi. He also developed dynamic programming procedures for 1, h1 | r − a | ∑wiCi.
In 2006, Wang et al. [24] strengthened the complexity result in [13] by showing that the problem 1, hc | r − a | ∑wiCi is
NP-hard in the strong sense. The authors then developed a 2-approximation algorithm for 1, h1 | r−a |∑wiCi and studied
some special cases as well. Recently, Kellerer and Strusevish [9] proposed an FPTAS (Fully Polynomial Time Approximation
Scheme) for 1, h1 | r − a |∑wiCi with O(n6/3) time complexity.
When jobs are non-resumable, the problem 1, h1 | nr − a | ∑wiCi is studied in [1] and [15] and shown to be NP-hard
in the ordinary sense. Kellerer and Strusevish [9] proposed a 4-approximation for 1, h1 | nr − a |∑wiCi by converting the
resumable solution of Wang et al. [24] into a feasible solution for the non-resumable case. They then proposed an FPTAS for
the problem with O(n4/2) time complexity. Recently, Kacem and Mahjoub improved the results by developing an FPTAS
with O(n2/2) running time in [5].
For the multiple machine environment, Kaspi and Montreuil [7] and Liman [18] studied the case where the jobs are
unweighted, and each machines only has a single unavailable interval starting at time 0. If the jobs are weighted, the
only work is done by Lee in [13]. He provided dynamic programming algorithms for both P1,1, h1 | r − a | ∑wiCi and
P1,1, h1 | nr − a |∑wiCi. Lee and Chen [14] studied a related problem which considers the joint scheduling of production
and maintenance activities on parallel machines to minimize the weighted sum of completion times.
Newcontributions. In this paper,wepresent a comprehensive study of the problemofminimizingweighted total completion
time on multiple machines subject to availability constraint. We study both the resumable and non-resumable cases. We
first establish some strong complexity results by showing that unless P = NP , (1) there does not exist a polynomial
time algorithm that approximates the optimal solution to the problem 1, h2 | nr − a, wi = pi | ∑wici within an
exponential factor 2O(n
O(1)); and (2) there is no polynomial time algorithm that approximates the optimal solution to both
P0,2, h1, h1 | nr − a, wi = pi |∑wici and P0,2, h1, h1 | r − a, wi = pi |∑wici within an exponential factor 2O(nO(1)).
Due to the negative complexity results, we then focus on the case where there is only a single unavailable interval
among all machines in order to develop efficient algorithms. We develop FPTASs for Pc,1, h1 | nr − a | ∑wiCi and
Pc,1, h1 | r − a | ∑wiCi with the running times of O(cn(logd n)( 1 logw)d) and O(cn(logd n)( 1 logw)d+1) respectively,
wherew = (∑ni=1 pi)(∑ni=1wi) and d = 6c + 12.
It should be noted that although the above scenario of a single unavailable interval among all machines is restricted, it is
more realistic than the classical assumption that all machines are always available during the whole planning horizon; and
it occurs in some applications. For example, there is only one machine that undergoes the maintenance during the planning
horizon. Furthermore, our complexity results together with the FPTASs are of theoretical importance.
Our FPTASs for multiple machines also imply FPTASs for a single machine. For the non-resumable problem on a single
machine, our algorithm hasO(n log12 n( 1

logw)12) running time; for the resumable problem on a singlemachine, our FPTAS
runs in time O(n log12 n( 1

logw)13). If the pis andwis are in the order of O(nlog n
O(1)
), which is a very practical assumption in
reality, then both of our algorithms greatly improve the current best algorithms: the FPTAS for non-resumable problem in
[6] with O(n2/2) running time and the FPTAS for resumable problem in [9] with O(n6/3) running time.
One technical contribution of our paper lies in the FPTAS design, where we apply a divide and conquer approach in
assigning jobs to machines, especially to the machine with unavailable interval. This method greatly reduces the time
complexity in finding the approximate solution. Although divide and conquer has been widely used in many algorithms, in
the area of scheduling, the jobs are traditionally processed in sequential order. The reason that divide and conquer works for
B. Fu et al. / Theoretical Computer Science 410 (2009) 2663–2674 2665
the studied scheduling problems is due to a nice property of the optimal schedule: the jobs that finish before the unavailable
interval are inWSPT order and so are the jobs that finish after the interval. Thismay give some insight into someother related
problems.
Organization. Our paper is organized as follows. In Section 2, we establish the inapproximability results. In Section 3, we
present our FPTASs for both Pc,1, h1 | nr − a |∑wiCi and Pc,1, h1 | r − a |∑wiCi. In Section 4, we draw the conclusion.
2. Inapproximability results
We first study the problem 1, hk | nr − a | ∑wici. We show that this problem is inapproximable within any arbitrary
factor by any polynomial time algorithm unless P = NP , even if wi = pi for all jobs and k = 2. In the following theorem,
we use 1n to represent the string of n 1s, and 1∗ to represent the set {λ, 1, 12, 13, . . .} which consists of all strings with
alphabet {1}, and in which λ is the empty string. Let N be the set of all natural numbers.
Theorem 1. For any polynomial time computable function c(1n) : 1∗ → N, there is no polynomial time algorithm that finds a
c(1n)-approximation for 1, h2 | nr − a |∑wici, unless P = NP .
Proof. We prove the theorem by using a polynomial reduction from partition problem. An instance of partition problem
consists of n integers, a1, a2, . . ., an. The question is to decide if there is a subset X ⊆ {a1, a2, . . . , an}, such that∑aj∈X aj = A,
where A = 12
∑n
i=1 ai. Without loss of generality, we assume that ai > 0 and A is an integer.
Given an instance I of the partition problem, we construct an instance Is of the scheduling problem as follows. There are
n jobs, denoted by J1, J2, . . ., Jn. For job Ji, let pi = wi = ai. There is a singlemachine, which is unavailable during the intervals
[A, A + ] and [2A + , 2A +  + L], where  > 0 is a very small positive, and L is an integer such that L ≥ c(1n)(B + A),
B = ∑ni=1 a2i +∑1≤i,j≤n,i6=j aiaj. Note that B is the optimal total weighted completion time of all jobs if the machine were
always available. Then the question is to decide whether there exists a schedule whose total weighted completion time is
at most B+ A.
It is obvious that the reduction can be done in polynomial time. Let F∗w denote the minimum total weighted completion
time for n jobs constructed above. To prove there is no c(1n)-approximation for the instance Is, we first prove the following
propositions: (1) if the instance I has a ‘‘YES’’ answer, then F∗w ≤ B + A; (2) if I has a ‘‘NO’’ answer, then F∗w > L ≥
c(1n)(B+ A).
We first prove (1). In this case, there is a subset X such that
∑
ai∈X ai = A. We construct a schedule for Is by scheduling
the jobs Ji, where ai ∈ X , in an arbitrary order during the interval [0, A], scheduling the jobs Ji, where ai /∈ X , in an arbitrary
order during the interval [A + , 2A + ]. It is easy to see that the schedule is feasible and the total weighted completion
time of this schedule is exactly B+ A which implies F∗w ≤ B+ A.
Next we prove (2) . In this case, there is no subset X such that the sum of the numbers in X is exactly A. Since the numbers
correspond to the processing times of the jobs and the jobs are non-resumable, this implies that in any feasible schedule,
the machine must be idle for some time before the first unavailable interval and hence there exists at least one job that
completes after the second unavailable interval. This is also true for the optimal schedule. Let Ji be one of the jobs that
complete after the second unavailable interval in the optimal schedule. Then F∗w ≥ wiCi > wiL ≥ L ≥ c(1n)(B+ A).
If there is a c(1n) approximation algorithm, we apply it to the instance Is, we denote the result as FHw . Since the algorithm
gives c(1n) approximation, we know F∗w ≤ FHw ≤ c(1n)F∗w . We compare FHw with c(1n)(B + A). If it is less than or equal to,
then we also have F∗w ≤ c(1n)(B+ A). By the converse of (2), there is a solution to the instance I of partition problem. On
the other hand, if it is great than, it implies that F∗w ≥ FHw/c(1n) > c(1n)(B+ A)/c(1n) = (B+ A). By the converse of (1),
there is no solution to the instance of the partition problem.
Hence, the schedule returned by the approximation algorithm gives us a right answer about the instance of the partition
problem. Since the times for constructing the instance of the scheduling problem and the approximation algorithm are all
polynomial, this implies the partition problem is polynomial time solvable, which implies P = NP . 
The above theorem implies the following.
Corollary 2. There is no polynomial time algorithm that finds a 2O(nO(1)) approximation for 1, h2 | nr − a | ∑wici, unless
P = NP .
Theorem 1 tells us, for the non-resumable problem on a single machine, one should concentrate on the case where there
is only a single unavailable interval in order to obtain some good approximation. The next two theorems say for parallel
machine environment, in order to obtain some good approximation results, one should focus on the case where at least one
machine is always available for both the resumable problem and non-resumable problem.
Theorem 3. For any polynomial time computable function c(1n) : 1∗ → N, there is no polynomial time algorithm that finds a
c(1n)-approximation for P0,2, h1, h1 | nr − a |∑wici, unless P = NP .
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Proof. We still use the reduction from partition problem. Given an instance I of the partition problem as defined earlier,
we construct an instance Is of the scheduling problem as follows. There are n jobs, denoted by J1, J2, . . ., Jn. For job Ji, let
pi = wi = ai. There are two machines and both are unavailable during the interval [A, A+ L], where L is an integer greater
than c(1n)(
∑n
i=1 ai)2 and A = 12
∑n
i=1 ai. The question is to decide whether there exists a schedule whose total weighted
completion time is at most (
∑n
i=1 ai)2.
It is obvious that the reduction can be done in polynomial time. As before, we use F∗w to denote the minimum total
weighted completion time for n jobs constructed above. To prove there is no c(1n)-approximation for the instance Is, we
first prove the following propositions: (1) if the instance I of the partition problemhas a ‘‘YES’’ answer, then F∗w ≤ (
∑n
i=1 ai)2;
(2) if the instance I of the partition problem has a ‘‘NO’’ answer, then F∗w > c(1n)(
∑n
i=1 ai)2.
We first prove (1). In this case, there is a subset X such that
∑
ai∈X ai = A. We construct a schedule for Is by scheduling
the jobs Ji, where ai ∈ X , in an arbitrary order during the interval [0, A] in the first machine, and scheduling the jobs Ji, where
ai /∈ X , in an arbitrary order during the interval [0, A] in the second machine. It is easy to see that the schedule is feasible
and the total weighted completion time of this schedule is∑
ai∈X
a2i +
∑
ai,aj∈X,i6=j
aiaj
+ (∑
ak /∈X
a2k +
∑
ak,ar /∈X,k6=r
akar
)
≤
(
n∑
i=1
ai
)2
.
Next we prove (2). In this case, there is no subset X so that the sum of the integers is equal to A. Since the jobs are non-
resumable, this implies that in any feasible schedule, themachinemust be idle for some time before the unavailable interval
on each machine, and hence there exists at least one job that completes after the unavailable interval. This is also true for
the optimal schedule. Let Ji be one of the jobs that complete after the unavailable interval in the optimal schedule. Then
F∗w ≥ wiCi ≥ Ci > L > c(1n)(
∑n
i=1 ai)2.
If there is a c(1n) approximation algorithm, we apply it to the instance Is, let the result be FHw . Then we know that
F∗w ≤ FHw ≤ c(1n)F∗w . We compare FHw with c(1n)(
∑n
i=1 ai)2. If it is less than or equal to, F∗w ≤ FHw ≤ c(1n)(
∑n
i=1 ai)2. By
the converse of (2), the instance I of partition problem has a ‘‘YES’’ answer. On the other hand, if it is greater than , since the
F∗w ≥ FHw/c(1n) > (
∑n
i=1 ai)2. By the converse of (1), the instance of partition problem has a ‘‘NO’’ answer.
Hence, the schedule returned by the approximation algorithm gives us a right answer to the instance of the partition
problem. Since the construction of the instance for scheduling problem and the approximation algorithm are both
polynomial, this implies the partition problem is polynomial time solvable, which implies P = NP . 
Theorem 4. For any polynomial time computable function c(1n) : 1∗ → N, there is no polynomial time algorithm that finds a
c(1n)-approximation for P0,2, h1, h1 | r − a |∑wici, unless P = NP .
Proof. The proof is similar to that of Theorem 3. The parameters A and L are the same as those in the proof of Theorem 3. If
the answer to the partition instance is ‘‘YES’’, all jobs can be scheduled before the A. Otherwise, at least one job has to finish
after the unavailable interval. This means the total weighted completion time is at least L+ 1 > C(1n)(∑ni=1 ai)2. 
3. Fully polynomial time approximation schemes
In this section, we study the problems Pc,1, h1 | nr − a | ∑wiCi and Pc,1, h1 | r − a | ∑wiCi. We will develop FPTASs
for both problems.
Without loss of generality, for any job set J = {J1, J2, . . . , Jn}, we assume that the jobs are indexed in WSPT order, that
is, p1
w1
≤ p2
w2
≤ · · · ≤ pn
wn
. Let M1,M2, . . . ,Mc be a set of machines which are always available, and Mc+1 be the machine
with a single unavailable interval [s, t]. We assume that s, t , pi and wi, 1 ≤ i ≤ n, are all integers. This job and machine
environment will be represented byΠ = (J, c, s, t) in the remaining of the paper.
For any job-machine environment Π = (J, c, s, t) , a feasible non-resumable schedule S partitions the jobs in J =
{J1, J2, . . . , Jn}, into c + 2 sets, X1, X2, . . ., Xc , Y1, Y2, where Xi (1 ≤ i ≤ c) contains the jobs allocated to machine Mi, Y1
consists of jobs allocated to machine Mc+1 whose completion times are before t , and Y2 contains the set of jobs allocated
machine Mc+1 whose completion times are after t . To minimize the total weighted completion time, one can easily show
that it is sufficient to assume that S does not contain any idle time between the jobs in each set and in which the jobs in the
same set are scheduled in increasing order of indices. In this way, there is a one-to-one correspondence between a schedule
S of the jobs and a tuple (X1, X2, . . . , Xc, Y1, Y2) that partitions the jobs. A resumable schedule is similar but there may be a
job that is interrupted by the unavailable interval. Therefore, we use a tuple (X1, X2, . . . , Xc, Y1, Jk, Y2) to specify a schedule,
where Xi, 1 ≤ i ≤ c consists of jobs allocated toMi, Y1 contains the set of jobs allocated to machineMc+1 whose completion
times are before t , Jk is the first job finishing after t (may or may not be interrupted by the interval) onMc+1, and Y2 contains
the set of jobs allocated to machineMc+1 whose completion times are after Jk.
Our FPTASs apply a divide and conquer approach to allocate jobs to machines: a set of jobs J is partitioned into two sub-
sets J1 and J2; the allocation of jobs in J to machines is obtained by merging the allocation of jobs in J1 and the allocation of
jobs in J2. For the sake of efficiency, we cannot keep all the possible allocations; on the other hand, we need to keep enough
number of allocations so that at least one allocation will lead us to a (1 + )-approximation. Since this procedure is used
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in both the scheme for non-resumable problem and the scheme for resumable problem, we will describe the process below
in Section 3.1. Then, in Section 3.2, we describe the FPTAS for non-resumable problem. In Section 3.3, we give the FPTAS for
resumable problem and finally we improve its running time in Section 3.4.
3.1. Common procedure
The common procedure, BaseAlgorithm, is described below.
BaseAlgorithm (Π , f )
Input:Π = (J, c, s, t), the job-machine environment; f , the error control parameter which is a positive constant
1. If n = 1, return a set of c + 2 tuples L = ((Ji,∅, . . . ,∅), (∅, Ji, . . . ,∅), . . ., (∅, . . . ,∅, Ji))
2. Let L1 = BaseAlgorithm(Π1, f ) whereΠ1 = (A1, c, s, t) and A1 = {J1, J2, . . . , Jb n2 c}
3. Let L2 = BaseAlgorithm(Π2, f ) whereΠ2 = (A2, c, s, t) and A2 = {Jb n2 c+1, . . . , Jn}
4. Merge L1, L2 into a single set L:
For each tuple Bi ∈ L1, Bi = (Pi,1, . . . , Pi,c, Ti,1, Ti,2)
for each tuple Bj ∈ L2, Bj = (Pj,1, . . . , Pj,c, Tj,1, Tj,2)
if (
∑
Jr∈Tj,1 pr +
∑
Jr∈Ti,1 pr) ≤ s
generate a tuple (Pi,1 ∪ Pj,1, . . . , Pi,c ∪ Pj,c, Ti,1 ∪ Tj,1, Ti,2 ∪ Tj,2), insert into L.
5. Return Tuple-Prune(L, f ) (described below)
End of Algorithm
To complete this algorithm, we now show how to prune the tuple so that the size of L is reduced while one of the tuple
in L is still very close to the optimal solution.
Given a job set J = {J1, J2, . . . , Ji, . . . , Jn}, we letw = (∑ni=1 pi)(∑ni=1wi). For any subset Q of J , let Q (i) be the subset of
jobs Jj in Q with j ≤ i. LetW (Q ) =∑Ji∈Q (∑Jj∈Q (i) pj) · wi, F(Q ) =∑Ji∈Q pi, andM(Q ) =∑Ji∈Q wi. In other words,W (Q )
is the total weighted completion time of jobs in Q if jobs were continuously scheduled from time 0 in WSPT order, F(Q )
and M(Q ) are the total processing time and total weight of jobs in Q , respectively. Apparently, W (Q ), F(Q ), M(Q ) are all
bounded byw.
For the purpose of pruning, we associate each tuple (Pi,1, . . . , Pi,c, Ti,1, Ti,2) with a vector in R3c+6, (W (Pi,1), F(Pi,1),
M(Pi,1), . . ., W (Pi,c), F(Pi,c), M(Pi,c), W (Ti,1), F(Ti,1), M(Ti,1), W (Ti,2), F(Ti,2), M(Ti,2)). Given the error control parameter
f , we divide the interval [0, w] into segments at points f i, 0 ≤ i ≤ blogf wc. Let I0 be the segment [0, 1], Ik be the
segment (f k−1, f k], 1 ≤ k ≤ blogf wc, and the last segment be (f blogf wc, w]. We say two tuples (Pi,1, . . . , Pi,c, Ti,1, Ti,2) and
(Pj,1, . . . , Pj,c, Tj,1, Tj,2) are in the same region if there exist Ik1 , Ik2 , . . . , Ik3c+6 such that the vectors associated with these
two tuples are both in Ik1 × Ik2×, . . . ,×Ik3c+6 . It is obvious that there are at most O((logf w)3c+6) different regions.
Given a list L of tuples and the error control parameter f , Tuple-Prune(L, f ), selects from each region the tuple
(Pi,1, . . . , Pi,c, Ti,1, Ti,2) such that F(Ti,1) is the least among all tuples in the region.
Now we analyze the BaseAlgorithm. For convenience, we assume that n = 2i for some integer i ≥ 0. Otherwise, we can
always append some dummy jobs with pj = wj = 0, which does not change the objective function of scheduling.
Lemma 5. For any tuple (X1, . . . , Xc, Y1, Y2) that corresponds to a schedule in the job-machine environment Π , there exists a
tuple (Pa,1, . . . , Pa,c, Ta,1, Ta,2) in the list returned by BaseAlgorithm (Π , f ) such that the following conditions hold:
(1) W (Ta,1) ≤ f 2i ·W (Y1), M(Ta,1) ≤ f i ·M(Y1), F(Ta,1) ≤ F(Y1)
(2) W (Ta,2) ≤ f 2i ·W (Y2), M(Ta,2) ≤ f i ·M(Y2), F(Ta,2) ≤ f i · F(Y2),
(3) W (Pa,j) ≤ f 2i ·W (Xj), M(Pa,j) ≤ f i ·M(Xj), F(Pa,j) ≤ f i · F(Xj) for j = 1, . . . , c.
Proof. We prove the lemma by induction based on i. When i = 0, the proof is trivial. Assuming that the claim is true for
i− 1, we now verify the hypothesis for i.
The BaseAlgorithm(Π , f ) divides the n = 2i jobs into A1 and A2 and calls itself recursively on A1 and A2. For any
two sets of jobs, A and B, we define A[B] to be the jobs in A⋂ B. Then two tuples can be derived from (X1, . . . , Xc,
Y1, Y2): (X1[A1], . . . , Xc[A1], Y1[A1], Y2[A1]) which partitions the jobs in A1 derived from (X1, . . . , Xc, Y1, Y2); and (X1[A2],
. . . , Xc[A2], Y1[A2], Y2[A2])which partitions the jobs in A2. By inductive hypothesis, in L1 there is a tuple (P [1]a,1, . . ., P [1]a,c , T [1]a,1 ,
T [1]a,2) that partitions the jobs in A1 such that the three conditions hold for (P
[1]
a,1, . . . , P
[1]
a,c , T
[1]
a,1, T
[1]
a,2) and (X1[A1], . . . , Xc[A1],
Y1[A1], Y2[A1]). Similarly, there is a tuple in L2, (P [2]a,1, . . . , P [2]a,c , T [2]a,1, T [2]a,2) that partitions jobs in A2 such that the three
conditions hold for (P [2]a,1, . . . , P [2]a,c , T
[2]
a,1, T
[2]
a,2) and (X1[A2], . . . , Xc[A2], Y1[A2], Y2[A2]).
Consider the tuple(P#a,1, . . ., P
#
a,c , T
#
a,1, T
#
a,2) obtained by merging (P
[1]
a,1, . . . , P
[1]
a,c , T
[1]
a,1, T
[1]
a,2) and (P
[2]
a,1, . . . , P
[2]
a,c , T
[2]
a,1, T
[2]
a,2).
If it is not in the list returned by BaseAlgorithm, then there must exist a tuple (Pa,1, . . . , Pa,c, Ta,1, Ta,2) that is in the list
returned by BaseAlgorithm and is in the same region as (P#a,1, . . . , P
#
a,c, T
#
a,1, T
#
a,2). Furthermore, according to Tuple-Prune
process, we must have F(Ta,1) ≤ F(T#a,1).
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Now we prove that the three conditions hold for (Pa,1, . . . , Pa,c, Ta,1, Ta,2) and (X1, . . ., Xc , Y1, Y2). In the following we
show condition (1) holds, condition (2) and (3) can be verified similarly. Since we assume the jobs are indexed in WSPT
order, by the definition of functionW ,M , F , and the way we partition the jobs into A1 and A2, for T#a,1, we have
W (T#a,1) = W (T [1]a,1)+M(T [2]a,1) · F(T [1]a,1)+W (T [2]a,1),
M(T#a,1) = M(T [1]a,1)+M(T [2]a,1) and
F(T#a,1) = F(T [1]a,1)+ F(T [2]a,1).
(1)
For T#a,2, P
#
a,i, 1 ≤ i ≤ c , we have similar equations.
Since (Pa,1, . . . , Pa,c, Ta,1, Ta,2) is in the same region as (P#a,1, . . . , P
#
a,c, T
#
a,1, T
#
a,2) and is in the list returned by
BaseAlgorithm, we haveW (Ta,1) ≤ f ·W (T#a,1),M(Ta,1) ≤ fM(T#a,1) and F(Ta,1) ≤ F(T#a,1). By using Eq. (1) and the inductive
hypothesis, we have
W (Ta,1) ≤ f ·W (T#a,1)
= f · (W (T [1]a,1)+ F(T [1]a,1)M(T [2]a,1)+W (T [2]a,1))
≤ f · (f 2(i−1)W (Y1[A1])+ F(Y1[A1])f i−1M(Y1[A2])+ f 2(i−1)W (Y1[A2]))
≤ f · f 2(i−1)(W (Y1[A1])+ F(Y1[A1])M(Y1[A2])+W (Y1[A2]))
≤ f 2iW (Y1).
We also have
M(Ta,1) ≤ fM(T#a,1)
= f (M(T [1]a,1)+M(T [2]a,1))
≤ f (f i−1 ·M(Y1[A1])+ f i−1 ·M(Y1[A2]))
= f i · (M(Y1[A1])+M(Y1[A2]))
= f i ·M(Y1),
F(Ta,1) ≤ F(T#a,1)
= F(T [1]a,1)+ F(T [2]a,1)
≤ F(Y1[A1])+ F(Y1[A2])
≤ F(Y1). 
Lemma 6. The running time of BaseAlgorithm(Π , f ), Π = (J, c, s, t), is O(cn(logf w)6c+12) when c ≥ 1 and O(n(logf w)12)
when c = 0, wherew =∑ pi∑wi.
Proof. Let T (n) be the computational time of BaseAlgorithm for n jobs. When n = 1, T (1) = O(c). Otherwise, step 2–5 of
BaseAlgorithm will be executed.
It is easy to see that the computation time for step 2 and 3 is 2T ( n2 ). For step 4, there are at most (logf w)
3c+6 tuples
in each of L1 and L2, and each tuple contains c + 2 subsets of the jobs. One can use linked list to store each subset of jobs
which are sorted in increasing order of indices. Since every job in any tuple of L1 must have a smaller index than every job
in any tuple of L2, the union of the two subsets can be done in O(1) time by simply concatenating the two lists. So merging
two tuples will take O(c + 2) time and thus the total time for step 4 is O((c + 2)(logf w)6c+12). In step 5, for each tuple, we
need to evaluate its associated vector to determine its region. The evaluation ofW (·), F(·) andM(·) for each set can be done
in O(1) time using Eq. (1), so the time of evaluating a tuple is O(3c + 6). Since there are at most (logf w)6c+12 tuples after
merging, the total time for Tuple-Prune in step 5 is O((3c + 6)(logf w)6c+12).
Therefore, we have T (n) = 2T ( n2 ) + O(c(logf w)6c+12). By using substitution method, one can easily show that the
total computation time T (n) is O(cn(logf w)6c+12). Note that when c = 0, that is, there is a single machine, T (n) = 2T ( n2 )
+ O((logf w)12)which has a solution T (n) = O(n(logf w)12). 
3.2. Non-resumable scheduling
Let Π = (J, c, s, t) be the job-machine environment for an instance of Pc,1, h1 | nr − a | ∑wiCi. As we mentioned
earlier, there is a one-to-one correspondence between a tuple (P1, . . . Pc, T1, T2) and a non-resumable schedule Sˆ in which
the jobs in Pi, 1 ≤ i ≤ c , are scheduled on Mi, jobs in T1 are scheduled before t on machine Mc+1, jobs in T2 are scheduled
after t on machineMc+1. Jobs in each set Pi, 1 ≤ i ≤ c , T1, T2 are scheduled in increasing order of their indices. Let us recall
that for a given job set X ,W (X) is defined to be the total weighted completion time of X if the jobs in X were continuously
scheduled inWSPT order from time 0;M(X) is the total weight of jobs in X and F(X) is the total processing time of jobs in X .
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We define the cost of a tuple to be the total weighted completion time of the corresponding schedule, which can be easily
verified to be
Fw(Sˆ) =
(
c∑
i=1
W (Pi)
)
+W (T1)+ (t ·M(T2)+W (T2)). (2)
To find a good schedule to approximate the optimal solution, we use the BaseAlgorithm described in Section 3.1.
Non-resumable-Scheduling(Π , )
Input:Π = (J, c, s, t), the job-machine environment; : a constant with 0 <  < 1
1. Let f = (1+ 4 log n )
2. Let L be the list returned by BaseAlgorithm(Π, f )
3. return the schedule that corresponds to the tuple with the minimum cost in L.
End of the Algorithm
Lemma 7. For any instance of Pc,1, h1 | nr − a |∑wiCi and any constant , 0 <  < 1, let S∗ be the optimal schedule and S be
the schedule returned by Algorithm Non-resumable-Scheduling. Then, Fw(S) ≤ (1+ )Fw(S∗).
Proof. Let (X∗1 , . . . , X∗c , Y
∗
1 , Y
∗
2 ) be the tuple corresponding to S
∗. By Lemma 5, there is a tuple (Pj,1, . . . , Pj,c, Tj,1, Tj,2) in the
list L returned by BaseAlgorithm such that (Pj,1, . . ., Pj,c , j,1, Tj,2) and (X∗1 , . . ., X∗c , Y
∗
1 , Y
∗
2 ) satisfy the conditions of Lemma 5.
Since S is the schedule returned by Algorithm Non-resumable-Scheduling, its total weighted completion time must be less
than that of the schedule corresponding to the tuple (Pj,1, . . . , Pj,c, Tj,1, Tj,2). Therefore, by Lemma 5 and Eq. (2),
Fw(S) ≤
(
c∑
k=1
W (Pj,k)
)
+W (Tj,1)+
(
tM(Tj,2)+W (Tj,2)
)
≤
(
c∑
k=1
f 2iW (X∗k )
)
+ f 2iW (Y ∗1 )+
(
tf iM(Y ∗2 )+ f 2iW (Y ∗2 )
)
≤ f 2i
(
c∑
k=1
W (X∗k )+W (Y ∗1 )+ t ·M(Y ∗2 )+W (Y ∗2 )
)
= f 2iFw(S∗).
Now to prove the theorem, it is sufficient to prove f 2i ≤ (1+ ). For this we need the following mathematical facts:
• For any y ≥ 1, (1+ 1y )y < e, where e is the base of the natural logarithm.
• For any x, ex = 1+ x+ x22! + x
3
3! + · · · . If x < 1, ex < 1+ x+ x2
Therefore, we have
f 2i =
(
1+ 
4 log n
)2 log n
=
(
1+ 
4 log n
) 4 log n
 · 2 ≤ e 2 ≤
(
1+ 
2
+
(
2
)2)
< (1+ ).
Therefore, the algorithm returns a (1+ ) approximation. 
It is obvious that the running time of the Algorithm Non-resumable-Scheduling is dominated by the BaseAlgorithm.
Plugging f = 1 + 4 log n into Lemma 6, using the fact that logf w = lnwln f and x2 ≤ ln(1 + x) < x for 0 < x < 1, we get the
running time O(cn( 1

log n logw)6c+12) when c > 0 and O(n( 1

log n logw)12) when c = 0. Combining with Lemma 7, we
have the following theorem.
Theorem 8. Non-resumable-Scheduling is an FPTAS for Pc,1, h1 | nr − a |∑wiCi, its running time is O(cn( 1 log n logw)6c+12)
when c ≥ 1, and O(n( 1

log n logw)12) when c = 0, wherew = (∑ni=1 pi)(∑ni=1wi).
From the above theorem, we can immediately get the following corollary, which also implies that for 1, h1 | nr − a |∑
wiCi with pi = n(log n)O(1) and wi = n(log n)O(1) , our FPTAS incurs less running time than that of [6] and [9], which is so far
the best.
Corollary 9. Assume that c is a constant, pi = n(log n)O(1) , and wi = n(log n)O(1) for i = 1, . . . , n. Then there exists an
O(n(log n)O(1)) time approximation scheme for Pc,1, h1 | nr − a |∑wiCi.
3.3. Resumable scheduling
As in non-resumable scheduling, there is a one-to-one correspondence between a tuple (P1, . . . Pc, T1, Jk, T2) and a
resumable schedule Sˆ, in which the jobs in Pi, 1 ≤ i ≤ c , are scheduled onMi, jobs in T1 are scheduled on machineMc+1 and
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complete before t , job Jk is the first job that completes after t on machine Mc+1, and jobs in T2 are scheduled on machine
Mc+1 and complete after Jk. Jobs in each set Pi, 1 ≤ i ≤ c , T1, T2 are scheduled in increasing order of their indices in Sˆ.
Different from the non-resumable schedule, Jk, the first job completes after t inMc+1, may be interrupted by the unavailable
interval. So the cost of a tuple, which we define to be the total weighted completion time of the corresponding resumable
schedule, will be:
Fw(Sˆ) =
(
c∑
i=1
W (Pi)
)
+W (T1)+ wkCk + (Ck ·M(T2)+W (T2)) ,
where Ck = F(T1)+ pk + (t − s) is the completion time of Jk in Sˆ.
Our algorithm for the resumable problem is extended from the FPTAS for Pc,1, h1 | nr − a | ∑wiCi. For any resumable
schedule Sˆ, observe that if we remove Jk, the first job that completes after t on Mc+1, from Sˆ and shift the jobs in T2 to the
left such that the first job in T2 starts at t , we get a non-resumable schedule Sˆk of the remaining jobs. So if (1) we knew the
job Jk in Sˆ; and (2) we can find an approximation of Sˆk, then we get an approximation of Sˆ. For (1), since we do not know
which job is Jk, we consider all of the n possibilities for job Jk. For (2), we call procedure BaseAlgorithm with job set J \ {Jk}
to get a list of tuples each of which corresponds a non-resumable schedule; and then insert the removed job Jk back to all
these schedules to get resumable schedules of all jobs, and keep the schedule with the minimum total weighted completion
time. Finally select the best among all n resumable schedules. We give the details of the algorithm below.
Resumable-Scheduling(Π , )
Input:Π = (J, c, s, t): the job-machine environment; : a constant with 0 <  < 1
1. for i = 1 to n
(a) let Ai = J − {Ji}
(b) let Li = BaseAlgorithm(Πi, f) whereΠi = (Ai, c, s, t), f = (1+ 4 log n )
(c) for each tuple (P1, . . . , Pc, T1, T2) in Li, add a tuple (P1, . . . , Pc, T1, Ji, T2) to L′i
(d) let vi = (P ′1, . . . , P ′c, T ′1, Ji, T ′2) be the tuple with the minimum cost in L′i
2. return the resumable schedule corresponding to the tuple vj with minimum cost among v1, . . . , vn
End of Algorithm
Lemma 10. For any instance of Pc,1, h1 | r − a |∑wiCi and any constant , 0 <  < 1, let S∗ be the optimal schedule and S be
the schedule returned from Algorithm Resumable-Scheduling, then Fw(S) ≤ (1+ )Fw(S∗).
Proof. Let v∗ = {X∗1 , . . . , X∗c , Y ∗1 , Jk, Y ∗2 } be the tuple corresponding to the schedule S∗. Let S∗k be the non-resumable
schedule obtained by removing Jk from S∗ and shifting the jobs in Y ∗2 to the left so that the first job in Y
∗
2 starts at t . Then
S∗k corresponds to the tuple v
∗
k = {X∗1 , . . . , X∗c , Y ∗1 , Y ∗2 }. If v∗k is not in the list Lk returned from BaseAlgorithm(Πk, f ), by
Lemma 5, there must exist a tuple (Pu,1, . . . , Pu,c, Tu,1, Tu,2) such that
(1) W (Tu,1) ≤ f 2i ·W (Y ∗1 ),M(Tu,1) ≤ f i ·M(Y ∗1 ), F(Tu,1) ≤ F(Y ∗1 );
(2) W (Tu,2) ≤ f 2i ·W (Y ∗2 ),M(Tu,2) ≤ f i ·M(Y ∗2 ), F(Tu,2) ≤ f i · F(Y ∗2 );
(3) W (Pu,j) ≤ f 2i ·W (X∗j ),M(Pu,j) ≤ f i ·M(X∗j ), F(Pu,j) ≤ f i · F(X∗j ) for j = 1, . . . , c.
Let S ′ be the resumable schedule corresponding to (Pu,1, . . . , Pu,c, Tu,1, Jk, Tu,2). Since S is the schedule returned by algorithm
Resumable-Scheduling, wemust have Fw(S) ≤ Fw(S ′). Let C ′k be the completion time of job Jk in S ′ and C∗k be the completion
time of job Jk in S∗. It is easy to see that C ′k = F(Tu,1)+ pk + (t − s), and C∗k = F(Y ∗1 )+ pk + (t − s). Since F(Tu,1) ≤ F(Y ∗1 ),
we must have C ′k ≤ C∗k . Therefore,
Fw(S) ≤ Fw(S ′)
=
(
c∑
j=1
W (Pu,j)
)
+W (Tu,1)+ wkC ′k +
(
W (Tu,2)+ C ′kM(Tu,2)
)
≤
(
c∑
j=1
W (Pu,j)
)
+W (Tu,1)+ wkC∗k +
(
W (Tu,2)+ C∗kM(Tu,2)
)
≤ f 2i
(
c∑
j=1
W (X∗j )
)
+ f 2iW (Y ∗1 )+ wkC∗k +
(
f 2iW (Y ∗2 )+ C∗k f iM(Y ∗2 )
)
≤ f 2i
(
c∑
j=1
W (X∗j )+W (Y ∗1 ))+ wkC∗k +W (Y ∗2 )+ C∗kM(Y ∗2 )
)
= f 2iFw(S∗)
< (1+ ) · Fw(S∗). 
B. Fu et al. / Theoretical Computer Science 410 (2009) 2663–2674 2671
Plugging the value of f into Lemma 6 (note that function BaseAlgorithm is called n times), and together with Lemma 10,
we have the following theorem.
Theorem 11. Algorithm Resumable-Scheduling is an FPTAS for Pc,1, h1 | r − a | ∑wiCi when c ≥ 0 is a constant. Its running
time is O(cn2( 1

log n · logw))6c+12) when c ≥ 1, O(n2( 1

log n · logw))12) when c = 0, wherew = (∑ni=1 pi)(∑ni=1wi).
The following corollary follows from Theorem 11.
Corollary 12. There exists an FPTAS with running time O(n2(log n)O(1)) for the problem Pc,1, h1 | r − a | ∑wiCi, if pi =
n(log n)
O(1)
, andwi = n(log n)O(1) for i = 1, . . . , n.
3.4. Further improvement for resumable scheduling
In this section, we will show that our FPTAS can be improved so that the running time is O(cn(log n)6c+12( 1

logw)6c+13).
The idea is that instead of trying all n possibilities for Jk, we need to try only a subset of jobs J ′ ⊆ J and still get a good
approximation. In the following, we describe the Job-Prune process which find J ′.
For any job set J , let w′ = max{p1, p2, . . . , pn, w1, w2, . . . , wn}. For a given parameter g , g > 1, partition the interval
[0, w′] into segments at points gk, 0 ≤ k ≤ blogg w′c. Let H0 be the segment [0, 1], Hk be the segment (gk−1, gk],
1 ≤ k ≤ blogg w′c, and the last segment be (gblogg w′c, w′]. We say that two jobs Ji and Jj are in the same region if there
exists two segments Hu and Hv of the interval [0, w′] such that both (pi, wi) and (pj, wj) are in Hu × Hv .
Job-Prune (J , g): Partition jobs in J based on their regions; from each region Yi, select the job Jj such that pj is the largest
among all jobs in Yi; return all the selected jobs.
With Job-Prune, our approximation algorithm can be improved as follows.
Impro-Resumable-Scheduling(Π , )
Input:Π = (J, c, s, t); : a constant with 0 <  < 1
1. Let J ′ = Job-Prune(J , g), where g = 1+ 16
2. For each Ji ∈ J ′
(a) Let Ai = J − {Ji}
(b) Let Li = BaseAlgorithm(Πi, f ), whereΠi = (Ai, c, s, t), f = 1+ 4 log n
(c) For each tuple (P1, . . . , Pc, T1, T2) of Li, add a tuple (P1, . . . , Pc, T1, Ji, T2) to L′i
(d) Let vi = (P1, . . . , Pc, T1, Ji, T2) be the tuple with minimum cost in L′i
3. Return the schedule corresponding to the tuple vj with the minimum cost
End of Algorithm
Lemma 13. For any instance of Pc,1, h1 | r − a |∑wiCi and any constant , 0 <  < 1, let S∗ be the optimal schedule and S be
the schedule returned by Algorithm Impro-Resumable-Scheduling for we must have Fw(S) ≤ (1+ )Fw(S∗).
Proof. Let (X∗1 , . . . , X∗c , Y
∗
1 , Jk, Y
∗
2 ) be the tuple corresponding to the optimal schedule S
∗. Let Jk′ be the job in the job list
J ′ = Job-Prune(J) such that Jk and Jk′ are in the same job region. Then we have that pk ≤ pk′ ≤ g · pk andwk ≤ g ·wk′ . Let S ′
be the resumable schedule obtained by swapping Jk′ with Jk in S∗, and let (X ′1, . . . , X ′c, Y
′
1, Jk′ , Y
′
2) be its corresponding tuple.
If Jk′ is in X∗j for some 1 ≤ j ≤ c , after swapping Jk′ with Jk, all the jobs following Jk′ in X∗j could be scheduled earlier in S ′, so
we have
W (X ′j ) ≤ W (X∗j )− wk′pk′ + wkpk ≤ W (X∗j )− wk′pk′ + g · wk′pk′ = W (X∗j )+ (g − 1)wk′pk′ ≤ gW (X∗j ).
By the same argument, we can prove the following inequalities:
(1) W (X ′j ) ≤ g ·W (X∗j ), F(X ′j ) ≤ F(X∗j ) for j = 1, . . . , c;
(2) W (Y ′1) ≤ g ·W (Y ∗1 ), F(Y ′1) ≤ F(Y ∗1 );
(3) W (Y ′2) ≤ g ·W (Y ∗2 ), F(Y ′2) ≤ F(Y ∗2 );
(4) M(Y ′2) ≤ g ·M(Y ∗2 ).
If (X ′1, . . . , X ′c, Y
′
1, Y
′
2) is not in the list Lk′ returned by BaseAlgorihtm(Πk′ , f ) where Πk′ = (J \ {Jk′}, c, s, t), then by
Lemma 5, there must exist a tuple (Pk#,1, . . . , Pk#,c, Tk#,1, Tk#,2) from Lk′ such that
(1) W (Tk#,1) ≤ f 2i ·W (Y ′1),M(Tk#,1) ≤ f i ·M(Y ′1), F(Tk#,1) ≤ F(Y ′1)
(2) W (Tk#,2) ≤ f 2i ·W (Y ′2),M(Tk#,2) ≤ f i ·M(Y ′2), F(Tk#,2) ≤ f i · F(Y ′2)
(3) W (Pk#,j) ≤ f 2i ·W (X ′j ),M(Pk#,j) ≤ f i ·M(X ′j ), F(Pk#,j) ≤ f i · F(X ′j ) for j = 1, . . . , c .
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Let S# be the resumable schedule corresponding to (Pk#,1, . . . , Pk#,c, Tk#,1, Jk′ , Tk#,2). Let C
#
k be the completion time of job
Jk′ in S#, C∗k be the completion time of job Jk in S∗,Ck′ be the completion time of job Jk′ in S ′. Then,
C#k = F(T1#)+ pk′ + (t − s), Ck′ = F(Y ′1)+ pk′ + (t − s), C∗k = F(Y ∗1 )+ pk + (t − s).
Since F(Tk#,1) ≤ F(Y ′1)we have C#k ≤ Ck′ . On the other hand, since F(Y ′1) ≤ F(Y ∗1 ), pk′ ≤ g · pk, we have Ck′ ≤ g · C∗k .
Finally, the total weighted completion time of S∗ is: Fw(S∗) = (∑ci=1W (X∗i ))+W (Y ∗1 )+wkC∗k + (W (Y ∗2 )+ C∗kM(Y ∗2 )).
We have similar equations for the total weighted completion time of S#, Fw(S#). Since S is the schedule returned by the
algorithm, we must have Fw(S) ≤ Fw(S#). Therefore,
Fw(S) ≤ Fw(S#)
=
(
c∑
j=1
W (Pk#,j)
)
+W (Tk#,1)+ wk′C#k +
(
W (Tk#,2)+ C#k M(Tk#,2)
)
≤
(
c∑
j=1
f 2iW (X ′j )
)
+ f 2iW (Y ′1)+ wk′Ck′ +
(
f 2iW (Y ′2)+ Ck′ f iM(Y ′2)
)
≤ f 2i
(
c∑
j=1
W (X ′j )+W (Y ′1)+ wk′Ck′ +W (Y ′2)+ Ck′M(Y ′2)
)
≤ f 2i
((
c∑
j=1
gW (X∗j )
)
+ gW (Y ∗1 )+ gW (Y ∗2 )+ (gC∗k ) · (gM(Y ∗2 ))+ (gwk) · (gC∗k )
)
≤ g2 · f 2i
(
c∑
j=1
W (X∗j )+W (Y ∗1 )+W (Y ∗2 )+ C∗kM(Y ∗2 )+ wkC∗k
)
= g2 · f 2iFw(S∗)
≤
(
1+ 
16
)2 (
1+ 
2
+
(
2
)2) · Fw(S∗)
< (1+ ) · Fw(S∗).
Fig. 1 illustrates the proof of Lemma 13: S∗ is the optimal schedule that corresponds to the tuple (X∗1 , . . . , X∗c , Y
∗
1 , Jk, Y
∗
2 ).
The job Jk is not in the job list J ′ = Job-Prune(J), and job Jk′ is the job in J ′ such that Jk and Jk′ are in the same job
region and Jk′ ∈ X1. The resumable schedule S ′ is obtained from S∗ by swapping Jk′ with Jk. The tuple (X ′1, . . . , X ′c, Y ′1, Y ′2)
corresponds to the non-resumable schedule obtained by removing job Jk′ from S ′. The tuple (Pk#,1, . . . , Pk#,c, Tk#,1, Tk#,2) is
in the same region as (X ′1, . . . , X ′c, Y
′
1, Y
′
2) and it is in the list Lk′ returned by BaseAlgorihtm(Πk′ , f ). The resumable schedule
S# corresponds to the tuple (Pk#,1, . . . , Pk#,c, Tk#,1, Jk′ , Tk#,2). 
It is easy to see that the running time of Impro-Resumable-Scheduling is dominated by step 2, inwhich the BaseAlgorithm
is called logg w′ = lnw′ln g = O( 16 lnw′) = O( 1 logw) times. From Lemma 13 and Lemma 6, we have the following theorem.
Theorem 14. Impro-Resumable-Scheduling is an FPTAS for Pc,1, h1 | r − a |∑wiCi when c ≥ 0 is a constant. Its running time
is O(cn(log6c+12 n)( 1

log6c+13w)) when c ≥ 1, and O(n(log n)12( 1

logw)13) when c = 0, wherew = (∑ni=1 pi)(∑ni=1wi).
4. Conclusion
In this paper, we have established some exponential inapproximation results for total weighted completion time
minimization problems with limited machine availability. Because of our inapproximation results, the best one can hope
for the non-resumable case is efficient approximation algorithms when at least one machine is always available. Then for
Pc,1, h1 | nr − a | ∑wipi, we have developed an efficient FPTAS. Thus, for nonresumable problems, our results give a
complete picture showing which problems are approximable and which are not. For resumable problem, we also develop
an FPTAS for Pc,1, h1 | r−a |∑wipi. Both FPTASs implymore efficient FPTASs for a singlemachine than existing ones when
wis and pis are in the order of O(n(log n)
O(1)
). It should be noted that our FPTASs are based on divide-and-conquer, which gives
better running time than processing jobs sequentially. This method could also be used for other scheduling problems such
that if a job set is given, the optimal job sequence for the objective function could be uniquely determined.
For further research, it will be interesting to determine the complexity (inapproximation or efficient approximation
algorithms) of Pc,1, h>1 | r − a |∑wipi, which is the only open problem to complete the complexity classification for the
resumable case. And it will be interesting to see if there are more efficient approximation schemes than the ones presented
in this paper.
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Fig. 1. An example illustrating the proof of Lemma 13.
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