In this paper, we consider the stochastic heat equation of the form ∂u ∂t
Introduction
Stochastic heat equations and fractional heat equations driven by fractional Brownian motion (sheet) are a recent research direction in probability theory and its applications. In is the fractional power of the Laplacian. On the other hand, many mathematical problems in physics and engineering with respect to systems and processes are represented by a kind of equations, more precisely fractional order differential equations driven by fractional noise. The increasing interest in this class of equations is motivated both by their applications to fluid dynamic traffic model, viscoelasticity, heat conduction in materials with memory, electrodynamics with memory and also because they can be employed to approach nonlinear conservation laws (see, for example, Sobczyk [] and Droniou and Imbert [] ). Therefore, it seems interesting to handle the mixed fractional heat equations driven by fractional Brownian sheet. In this paper, we are concerned with the stochastic heat equation of the form The paper is organized as follows. Section  contains some preliminaries on the pseudo differential operator + α , the double-parameter fractional noises and the related Malliavin calculus. In Section , we study the existence and uniqueness of the mild solution to (.) by using a Picard approximation. In Section  we show the Hölder regularity of the solution u(t, x). Section  is devoted to showing the existence of the density of u(t, x) and we show that the law of u(t, x) is absolutely continuous with respect to the Lebesgue measure on R by using Malliavin calculus.
Preliminaries
In this section, we briefly recall some basic results for Green function of the pseudo differential operator + α and Malliavin calculus associated with fractional Brownian sheet. We refer to Chen et al. [-] and Nualart [] and the references therein for more details. For convenience, in this paper we assume that C is a positive constant depending only on T, H, α and its value may be different in different positions.
On the pseudo differential operator + α
It is well known that, for a second order elliptic differential operator D on R d satisfying some natural conditions, there is a diffusion process X on R d such that D is its infinitesimal generator, and its transition density function is the fundamental solution of the equation
We also call the fundamental solution the heat kernel (Green function) of D . For a large class of Markov processes with discontinuous sample paths, we also have such a correspondence, and such Markov processes have been widely used in various problems. In this one, an important Markov processes with discontinuous sample paths is (rotationally) symmetric α-stable (Lévy) process with  < α ≤ . A symmetric α-stable process X = {X t , t ≥ , P x , x ∈ R} on R d is a Lévy process such that
, where E x denotes the expectation with respect to P x . When α = , X is a Brownian motion on R d whose infinitesimal generator is the Laplacian . When  < α < , the infinitesimal generator of a symmetric α-stable process X is the fractional Laplacian α = -(-) α/ , which is a nonlocal operator and it can be defined by
) and denotes the classical Gamma function. In this paper, we consider only the case d = .
Let now X α be a real value α-stable process with  < α <  and let B be a real value
Brownian motion independent of X α . Define the process X by
Then the infinitesimal generator of X is + α and 
Malliavin calculus
Recall that a fractional Brownian sheet defined on a probability space ( , F , P) with indices
∈ R} is a Gaussian random field with W (, ) =  and
for all s, t > , x, y ∈ R, where
Let H be the completion of the linear space I generated by the indicator functions  (s,t]×(x,y] on [, T] × R with respect to the scalar product 
Define the mapping W (g) between I and the Gaussian space associated with W by
Then it is an isometry and it can be extended to H, which is called the Wiener integral of g with respect to W . Denote
.
Consider now the set C of smooth and cylindrical functional
where the function f and its derivatives of all orders are bounded and g i ∈ H, i = , . . . , n. Define the derivative operator D (the Malliavin derivative) by
Let D h and D , be the closures of C with respect to the norms
for all ∈ C. Thus, δ(u) can be determined by the next duality relationship:
We will also use the next notations:
By using Malliavin calculus for stochastic partial differential equations (abbr. SPDEs) driven by fractional noises, we can get the following propositions (see, e.g., Wei [] and Jiang et al. [] ). 3 Existence and uniqueness of the solution Given a filtered probability space ( , F , (F t ) t≥ , P) with the natural filtration (F t ) t≥ of W . In this section, the Cauchy problem (.) will be discussed. By using the heat kernel G α (s, y; t, x) of + α , as usual (see, e.g., Walsh []) we say that the stochastic field
for all t ≥  and x ∈ R. Now we can state the main result in this section, and its proof could be derived by using some estimates of the heat kernel G α (s, y; t, x) and some properties of the stochastic integral
Proof We first use Picard's approximation to get a solution to (.) and then we show that the solution is unique. This proof will be decomposed into three steps, and we define
for all t ≥ , x ∈ R and n ∈ N = {, , , . . .}.
Step I. We prove that
By Hölder's inequality and Assumption , we get
On the other hand, for each n ≥  and p ≥  we denote
We need to estimate p,n (t, x) and p,n (t, x). Clearly, we have
by Propositions ., ., and (.). Similarly, by the Hölder inequality we get
for all t > s >  and x, y ∈ R. It follows from (.), (.), and (.) that
(  .  ) Step II. We prove that {u n (t, x)} n∈N converges in L p ( ) for any p ≥ . For n ≥ , we have
Combining this with Gronwall's inequality, we get
which implies that {u n (t, x)} n≥ is a Cauchy sequence in L p ( ). Define
Step III. We prove the uniqueness of the solution. Let u andû be the two mild solutions of (.), then 
Hölder regularity and p-variation of the solution
In this section we expound and prove the next theorem, which gives the Hölder regularity of the solution u = {u(t, x),
, ) and α ∈ (, ). Under Assumptions  and , the solution u(t, x) has a continuous version which is γ -Hölder continuous in t with γ ∈ (, ϑ  ) and ν-Hölder continuous in x with ν ∈ (, ϑ  ), where
In order to show that the theorem holds we need two lemmas.
Lemma . We have
, we have also
Proof Given t > r and z ∈ R. Recall that
for all  < r < t ≤ T and x ∈ R. Clearly, we have
by the fact x  e -x  ≤  and
for all t > r >  and x ∈ R. Thus, we have introduced (.) and hence (.) follows.
Lemma . For all t > r ≥ ,  < θ  < H  , and x, z ∈ R, we have
Clearly, we have
by the fact |x|e -x  ≤ C for all x ∈ R, and
for all  < θ  < H  . Thus, we have proved the estimate (.) and (.).
Proof of Theorem . We shall divide the proof into two steps.
Step . We first consider the temporal case. Denote
∂G α ∂y (r, y; t, x)f r, y, u(r, y) dy dr
- s  R ∂G α ∂y G α (
r, y; t, x)f r, y, u(r, y) dy dr
for all x ∈ R and  ≤ s < t ≤ T. Then we have
for all x ∈ R and  ≤ s < t ≤ T. By Hölder's inequality, the semigroup property and (.), we have
with pθ < α. Some elementary calculations can show that
which gives
for all x ∈ R and  ≤ s < t ≤ T. We then have
for all x ∈ R and  ≤ s < t ≤ T. Moreover, for every θ  ∈ (, ) we let
for all x ∈ R and  ≤ s < t ≤ T. But, by using (.), Proposition ., Lemma ., and the mean-value theorem, we see that there is an ξ between s and t such that
. Similarly, one can prove that
It follows that
On the other hand, we have
for all x ∈ R and  ≤ s < t ≤ T, which gives
for all x ∈ R and  ≤ s < t ≤ T by (.). Combining this with (.), we get
Finally, by the Hölder inequality, Assumption , Theorem ., and (.), we have
for all x ∈ R and  ≤ s < t ≤ T. It follows that
for all x ∈ R and  ≤ s < t ≤ T. Thus, we have obtained the desired estimate
for all x ∈ R and  ≤ s < t ≤ T, which implies that
for all x ∈ R and  ≤ s < t ≤ T by taking ν ∈ min{θ , θ  }. This shows the Hölder continuity in time variables t by Gronwall's inequality.
Step . We consider the spatial case. For all t ∈ [, T] and x, y ∈ R, we need to estimate the following expressions:
We have 
Combining this with (.) and (.), we have
for all  < θ  < H  . Thus, we have proved the Hölder continuity in space variables x by Gronwall's inequality.
As an immediate result of the above theorem, we see that the quadratic variation is zero. At the end of this section, we give the p-variation of the solution. For convenience we consider the following special equation:
As in Section , the solution of (.) can be written in mild form as 
for all  ≤ s < t, x, y ∈ R and some constant C ≥ .
Lemma . Letū be the solution of (.). Then, for all  < s < t, we have
where η ∈ (,
Proof Similar to the proof of Step  of Theorem . and Lemma ., when η ∈ (,
This completes the proof.
We new consider p-variations of the solution to the fractional heat equation (.).
Proof By Lemma ., we have for all  ≤ t ≤ T and x ∈ R. Now, we claim that u(t, x) ∈ D , . By (.), we have For proving Theorem ., we will make use of the following lemma. 
