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Dierentiability of the Minkowski question mark funtion.
Anna A. Dushistova, Igor D. Kan, Nikolai G. Moshhevitin
1
Abstrat
We prove new results on the derivative of the Minkowski question mark funtion. Some of
our theorems are non-improvable.
1. The Minkowski funtion ?(x). The funtion ?(x) is dened as follows. ?(0) = 0, ?(1) =
1, if the values ?
(
p
q
)
and ?
(
p′
q′
)
are dened for onseutive Farey frations
p
q
, p
′
q′ then
?
(
p+ p′
q + q′
)
=
1
2
(
?
(
p
q
)
+?
(
p′
q′
))
;
for irrational x ∈ [0, 1] funtion ?(x) is dened by ontinuous arguments. This funtion rstly was
onsidered by H. Minkowski (see. [1℄, p.p. 50-51) in 1904. ?(x) is a ontinuous inreasing funtion. It
has derivative almost everywhere. It satises Lipshitz ondition [2℄, [3℄. It is a well-known fat that
the derivative ?′(x) an take only two values - 0 or +∞. Almost everywhere we have ?′(x) = 0. Also
if irrational x = [0; a1, ..., at, ...] is represented as a regular ontinued fration with natural partial
quotients then
?(x) =
1
2a1−1
− 1
2a1+a2−1
+ ...+
(−1)n+1
2a1+...+an−1
+ ....
These and some other results one an nd for example in papers [2℄,[4℄,[5℄. Here we should note the
onnetion between funtion ?(x) and Stern-Broot sequenes. We remind the reader the denition
of Stern-Broot sequenes Fn, n = 0, 1, 2, . . . . First of all let us put F0 = {0, 1} = {01 , 11}. Then
for the sequene Fn treated as inreasing sequene of rationals 0 = x0,n < x1,n < · · · < xN(n),n =
1, N(n) = 2n, xj,n = pj,n/qj,n, (pj,n, qj,n) = 1 we dene the next sequene Fn+1 as Fn+1 = Fn ∪Qn+1
where Qn+1 is the set of the form Qn+1 = {xj−1,n ⊕ xj,n, j = 1, . . . , N(n)}. Here operation ⊕ means
taking the mediant fration for two rational frations:
a
b
⊕ c
d
= a+c
b+d
. The Minkowski question mark
funtion ?(x) is the limit distribution funtion for Stern-Broot sequenes:
?(x) = lim
n→∞
#{ξ ∈ Fn : ξ 6 x}
2n + 1
.
2. Notation and parameters. For natural numbers a1, ..., at the notation 〈a1, ..., at〉
denotes the ontinuant with digits a1, ..., at. That is empty ontinuant is equal to one,
〈a1〉 = a1, 〈a1, ..., at〉 = at · 〈a1, ..., at−1〉+ 〈a1, ..., at−2〉, t > 2.
For irrational x ∈ (0, 1) we onsider the ontinued fration expansion
x = [0; a1, a2, ..., at, ...] =
1
a1 +
1
a2 + · · ·+ 1
at + . . .
with natural partial quotients at. For breavity we use the notation
x = [a1, ..., at, ...].
1
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For the ontinued fration under onsideration the onvergent fration of order t is denoted as
pt/qt = pt(x)/qt(x) = [a1, a2, ..., at] (hene, qt = qt(x) = 〈a1, a2, ..., at〉, pt = pt(x) = 〈a2, ..., at〉). For
an irrational number x we onsider the sum Sx(t) of its partial quotients up to t-th:
Sx(t) = a1 + a2 + ...+ at.
We need numbers
λj =
j +
√
j2 + 4
2
, j = 1, 2, 3, ..., (1)
µj =
j + 2 +
√
j2 + 4j
2
, j = 1, 2, 3, ..., (2)
κ1 =
2 log λ1
log 2
=
2 log 1+
√
5
2
log 2
= 1.388+, (3)
κ2 =
4 log λ5 − 5 log λ4
log λ5 − log λ4 − log
√
2
=
4 log 5+
√
29
2
− 5 log(2 +√5)
log 5+
√
29
2
− log(2 +√5)− log√2
= 4.401+. (4)
Also for n > 5 we need the number
κn =
(n + 1) log 1+
√
5
2
− log n+2+
√
n2+4n
2
(n− 1) log√2− log n+2+
√
n2+4n
2
+ 2 log 1+
√
5
2
=
=
(n+ 1) log λ1 − log µn
(n− 1) log√2− logµn + 2 log λ1
= κ1+
4 log λ1 − 2 log 2
(log 2)2
· log n
n
+O
((
log n
n
)2)
, n→∞. (5)
3. A result by J. Paradis, P. Viader, L. Bibiloni. In [5℄ the following statement is
proved.
Theorem A.
1. Let for real irrational x ∈ (0, 1) with κ1 from (3) one has
lim sup
t→∞
Sx(t)
t
< κ1.
Then if ?′(x) exists the equality ?′(x) = +∞ holds.
2. Let κ3 = 5.319
+
be the root of equation 2 log(1 + z) = z log 2. Let for real irrational x ∈ (0, 1)
one has
lim inf
t→∞
Sx(t)
t
> κ3.
Then if ?′(x) exists the equality ?′(x) = 0 holds.
4. Our main results. In this paper we prove the following theorems. In Theorems 1  4
below κ1 is taken from (3) and κ2 is taken from (4)
Theorem 1.
(i) Let for an irrational number x there exists a onstant C suh that for all natural t one has
Sx(t) 6 κ1t+
log t
log 2
+ C. (6)
Then ?′(x) exists and ?′(x) = +∞.
2
(ii) Let ψ(t) be an inreasing funtion suh that limt→+∞ ψ(t) = +∞. Then there exists an
irrational number x ∈ (0, 1) suh that ?′(x) does not exist and for any t one has
Sx(t) 6 κ1t +
log t
log 2
+ ψ(t). (7)
Theorem 2.
(i) Let for an irrational number x ∈ (0, 1) the derivative ?′(x) exists and ?′(x) = 0. Then for any
real funtion ψ = ψ(t) under onditions
ψ(t) > 0, ψ(t) = o
(
log log t
log t
)
, t→∞
there exists T depending on ψ suh that for all t > T one has
max
u6t
(Sx(u)− κ1u) >
√
2 log λ1 − log 2
log 2
·
√
t log t · (1− t−ψ(t)).
(ii) There exists an irrational x ∈ (0, 1) suh that ?′(x) = 0 and for all t large enough one has
Sx(t)− κ1t 6
√
16 log λ1 − 8 log 2
log 2
·
√
t log t ·
(
1 + 25
(
log log t
log t
))
.
Theorem 3.
(i) Let for an irrational number x there exists a onstant C suh that for all natural t one has
Sx(t) > κ2t− C. (8)
Then ?′(x) exists and ?′(x) = 0.
(ii) Let ψ(t) be an inreasing funtion suh that limt→+∞ ψ(t) = +∞. Then there exists an
irrational number x ∈ (0, 1) suh that ?′(x) does not exist and and for any t one has
Sx(t) > κ2t− ψ(t). (9)
Theorem 4.
(i) Let for an irrational number x ∈ (0, 1) the derivative ?′(x) exists and ?′(x) = +∞. Then for
any t large enough one has
max
u6t
(κ2u− Sx(u)) >
√
t
108
. (10)
(ii) There exists an irrational x ∈ (0, 1) suh that ?′(x) = +∞ and for t large enough one has
κ2t− Sx(t) 6 200
√
t.
From Theorems 1  4 we immediately dedue the following result whih is stronger than the result
announed by the rst and the third authors in the preprint [6℄. We should note that the statements
of the next Corollary (and hene Theorems 1  4 ) improves Theorem A by J. Paradis, P. Viader
and L. Bibiloni ited in Setion 3.
Corollary 1.
3
1. Let for real irrational x ∈ (0, 1) one has
lim sup
t→∞
Sx(t)
t
< κ1.
Then ?′(x) exists and ?′(x) = +∞.
2. There exists an irrational x suh that
lim
t→∞
Sx(t)
t
= κ1
and ?′(x) = 0.
3. Let for real irrational x ∈ (0, 1) one has
lim inf
t→∞
Sx(t)
t
> κ2.
Then ?′(x) exists and ?′(x) = 0.
4. There exists an irrational x suh that
lim
t→∞
Sx(t)
t
= κ2
and ?′(x) = +∞.
Remark. It is possible to prove that for any λ from the interval
κ1 6 λ 6 κ2
there exist irrationals x, y, z ∈ [0, 1] suh that
lim
t→∞
Sx(t)
t
= lim
t→∞
Sy(t)
t
= lim
t→∞
Sz(t)
t
= λ
and ?′(x) = 0, ?′(y) = +∞ but ?′(z) does not exist.
5. Results on numbers with bounded partial quotients. By En, n > 2 we denote the
set of irrational numbers x from the interval (0, 1) suh that in the ontinued fration expansion
x = [a1, a2, ..., at, ...] all partial quotients aj are bounded by n:
aj 6 n, ∀j = 1, 2, 3, ....
In this paper we prove the following three theorems about the values of the derivative of the funtion
?(x) when x ∈ En. In theorems 5,6 below κn is taken from ().
Theorem 5.
(i) Let n > 5 and x ∈ En. Let for some onstant C and for any natural t one has
Sx(t) 6 κnt + C. (11)
Then ?′(x) exists and ?′(x) = +∞.
(ii) Let ψ(t) be an inreasing funtion suh that limt→+∞ ψ(t) = +∞. Then for a given n > 5
there exists an irrational number x ∈ En suh that ?′(x) does not exist and for any natural t one has
Sx(t) 6 κnt+ ψ(t). (12)
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Theorem 6.
(i) Let for x ∈ En, n > 5 the derivative ?′(x) exists and ?′(x) = 0. Then for t large enough one
has
max
u6t
(Sx(u)− κnu) >
√
t
160(n+ 2)10
.
(ii) For a given n > 5 there exists x ∈ En suh that ?′(x) = 0 and for t large enough one has
Sx(t)− κnt 6 15n
√
t.
Theorem 7. Let x ∈ E4. Then ?′(x) exists and ?′(x) = +∞.
6. Lemma about the derivative of the funtion ?(x). First of all we should note that the
set Fn onsists of all frations
p
q
∈ [0, 1] suh that in the ontinued fration expansion p
q
= [a1, ..., at]
one has a1+ ...+at 6 n. As for the set Qn = Fn \Fn−1 it onsists of all frations pq ∈ [0, 1] satisfying
the ondition a1 + ...+ at = n.
For a real x = [a1, ..., ar, ...] we onsider two onvergents
pr−1
qr−1
= [a1, ..., ar−1] and
pr
qr
= [a1, ..., ar].
As
∣∣∣pr−1qr−1 − prqr ∣∣∣ = 1qrqr−1 and frations are onseutive elements from Fn (where n = a1 + ... + ar) we
see that ∣∣∣?(pr−1qr−1)−?(prqr)∣∣∣∣∣∣ pr−1qr−1 − prqr ∣∣∣ =
qrqr−1
2a1+...+ar
. (13)
In this setion we generalize the equality (13).
We must do another useful observation. Let ξ0, ξ1 be two onseutive elements of Fn and x =
[a1, ..., at, ...] ∈ (ξ0, ξ1). Consider the fration ξ = ξ0⊕ ξ1 ∈ Fn+1 (notation ⊕ is dened in Setion 1)
and suppose x 6= ξ. In this situation one of the two frations ξ0, ξ1 lie on the same side from x with
ξ. Then the fration on the opposite side must be a onvergent fration to x.
Lemma 1. For an irrational x = [a1, ..., at, ...] ∈ (0, 1) and δ small enough there exists a natural
r = r(x, δ) suh that
?(x+ δ)−?(x)
δ
>
qrqr−1
2a1+...+ar+4
(14)
Proof. It is enough to prove Lemma 1 for positive δ. Dene the unique natural number n suh
that Fn ∩ (x, x + δ) = ∅, Fn+1 ∩ (x, x + δ) = ξ. So (x, x + δ) ⊂ (ξ0, ξ1), where ξ0 = p0q0 , ξ1 = p
1
q1
are two suessive points from the nite set Fn. Then ξ = ξ
0 ⊕ ξ1 = p0+p1
q0+q1
. We see that ξ and
ξ1 both lie on the same side from x. Then as it was mentioned above one an easily see from the
Farey tree onstrution that for some natural t will happen ξ0 = pt(x)/qt(x) = pt/qt. At the same
time rationals ξ and ξ1 must be among onvergent frations to x or intermediate frations to x
(intermediate fration is a fration of the form
pta+pt−1
qta+qt−1
, 1 6 a < at+1).
Dene natural z to be minimal suh that either ξ− = ξ
0⊕ξ ⊕ ...⊕ ξ︸ ︷︷ ︸
z
∈ (x, ξ) or ξ+ = ξ1⊕ξ ⊕ ...⊕ ξ︸ ︷︷ ︸
z
∈
(ξ, x + δ). Then ξ−− = ξ
0⊕ξ ⊕ ...⊕ ξ︸ ︷︷ ︸
z−1
6 x and ξ++ = ξ
1⊕ξ ⊕ ...⊕ ξ︸ ︷︷ ︸
z−1
> x + δ. As points
ξ−− < ξ− < ξ < ξ+ < ξ++ are suessive points from Fn+z+1 and ?(x) inreases, we have
1
2n+z+1
6 min{?(ξ+)−?(ξ), ?(ξ)−?(ξ−)} 6?(x+ δ)−?(x). (15)
As δ is small we an suppose that n > 1. So q0 6= q1. Then there may be two opportunities:
q0 > q1 (ase 1) and q0 < q1 (ase 2).
Case 1. In this ase we have qt = q
0 > q1. We see that ξ0 = pt
qt
∈ Fn \ Fn−1 but ξ1 ∈ Fn−1.
So n = a1 + ... + at. Then for some fration
p′
q′ ∈ Fn−1 we have p
′
q′ ⊕ p
1
q1
= p
0
q0
and
p′
q′ ,
p0
q0
lie on the
same side from x. So (as it was mentioned above in the beginning of Setion 6) from the Farey tree
onstrution we see that ξ1 = pt−1
qt−1
is also a onvergent fration to x. So
δ <
1
qtqt−1
. (16)
We should onsider two subases: at+1 = 1 (ase 1.1) and at+1 > 1 (ase 1.2).
Case 1.1. Here we have at+1 = 1 . So ξ =
pt+pt−1
qt+qt−1
= pt+1
qt+1
. Now we must look for the natural
number z dened above. It may happen that z = 1 (ase 1.1.1) or z > 1 (ase 1.1.2).
Case 1.1.1. Here from (15) we see that ?(x+ δ)−?(x) > 1
2n+2
and together with (16) this leads
to the inequality
?(x+ δ)−?(x)
δ
>
qtqt−1
2n+2
=
qtqt−1
2a1+...+at+2
. (17)
Case 1.1.2. Now z > 1. From the Farey tree onstruting proess we see that z 6 at+2. As
(x, x+ δ) ⊂ (ξ−−, ξ++) we see that
δ 6 (ξ++−ξ)+(ξ−ξ−−) = 1
qt + qt−1
(
1
(z − 1)(qt + qt−1) + qt−1 +
1
(z − 1)(qt + qt−1) + qt
)
6
2
(z − 1)q2t+1
.
Here we use the fat that frations ξ−−, ξ, ξ++ are suessive elements from Fn+z and
|ξ++ − ξ| = 1
(qt + qt−1)((z − 1)(qt + qt−1) + qt−1) , |ξ−− − ξ| =
1
(qt + qt−1)((z − 1)(qt + qt−1) + qt) .
We apply (15) to get
?(x+ δ)−?(x)
δ
>
(z − 1)q2t+1
2a1+...+at+z+2
>
zq2t+1
2a1+...+at+1+z+3
.
As 2 6 z 6 at+2, at+2qt+1 > qt+2/2 and the funtion
z
2z
dereases we see that in the ase 1.1.2 the
following inequality is valid:
?(x+ δ)−?(x)
δ
>
qt+2qt+1
2a1+...+at+1+at+2+4
. (18)
Case 1.2. We have at+1 > 2 so z = 1 and ξ− =
2pt+pt−1
2qt+qt−1
∈ (x, ξ). Now from (16) and (15) we
dedue that
?(x+ δ)−?(x)
δ
>
qtqt−1
2n+2
=
qtqt−1
2a1+...+at+2
. (19)
Case 2. In this ase we have qt = q
0 < q1. We see that ξ1 ∈ Fn \ Fn−1 and ξ0 = ptqt ∈ Fn−1. So
in the ase 2 we see that n = a1 + ...+ at + l with some l < at+1. We an establish the inequality
δ <
1
qtq1
. (20)
Consider the onvergent
pt−1
qt−1
. The fration ξ1 is an intermediate fration to x. It lies between ξ and
ξ′ = pt−1
qt−1
. Dene l from the ondition ξ1 = ξ′⊕ξ0 ⊕ ...⊕ ξ0︸ ︷︷ ︸
l
. So q1 = qt−1+ lqt. Moreover we see that
at+1 > l + 1 > 2. It may happen that
pt+1
qt+1
= pt+p
1
qt+q1
= ξ (ase 2.1) or pt+1
qt+1
6= ξ (ase 2.2).
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Case 2.1 Let
pt+1
qt+1
= ξ. Then n = a1 + ... + at + at+1 − 1 and l = at+1 − 1. It may happen that
z = 1 (ase 2.1.1) or z > 1 (ase 2.1.2).
Case 2.1.1. Note that q1 + qt = qt+1 = at+1qt+ qt−1 and so q
1 = qt+1− qt > (at+1− 1)qt+ qt−1 >
qt+1/2 as at+1 > 2. From (20) and (15) we see that
?(x+ δ)−?(x)
δ
>
qtq
1
2n+2
>
qtqt+1
2a1+...+at+l+3
>
qtqt+1
2a1+...+at+at+1+2
. (21)
Case 2.1.2. Here we have 2 6 z 6 at+2 + 1. As in the ase 1.1.2 we have
δ 6 (ξ++ − ξ) + (ξ − ξ−−) = 1
qt+1
(
1
(z − 1)qt+1 + qt +
1
(z − 1)qt+1 + q1
)
6
2
(z − 1)q2t+1
6
4
zq2t+1
.
From this inequality and (20) we see that
?(x+ δ)−?(x)
δ
>
zq2t+1
2n+z+3
>
(at+2 + 1)q
2
t+1
2n+at+2+3
>
(at+2 + 1)q
2
t+1
2a1+...+at+1+at+2+2
>
qt+2qt+1
2a1+...+at+1+at+2+2
.. (22)
Case 2.2. We have
pt+1
qt+1
6= pt+p1
qt+q1
. So in this ase
2pt+p1
2qt+q1
= ξ− ∈ (x, ξ) and z = 1. We see from
(20) and (15) that
?(x+ δ)−?(x)
δ
>
qtq
1
2n+2
.
As
p1
q1
= lpt+pt−1
lqt+qt−1
and n = a1 + .. + at + l we see that
?(x+ δ)−?(x)
δ
>
lq2t
2a1+...+at+l+2
>
qt+1qt
2a1+...+at+at+1+3
. (23)
Now we pik together the results of the ases 1.1.1, 1.1.2, 1.2, 2.1.1, 2.1.2, 2.2 (that is the
inequalities (17,18,19,21,22,23)) to get the statement of the lemma. Lemma 1 is proved.
Lemma 2. For an irrational x ∈ (0, 1) and for δ small enough there exists a natural r = r(x, δ)
and suh that
?(x+ δ)−?(x)
δ
6
q2r+1
2a1+...+ar+1−2
(24)
Proof. It is enough to prove Lemma 1 for positive δ. We use the notation ξ0,= pt
qt
, ξ1 =
p1
q1
, ξ, ξ−, ξ+, ξ−−, ξ++ and z from the proof of Lemma 1. As points ξ−− < ξ− < ξ < ξ+ < ξ++ are
suessive points from Fn+z+1 and ?(x) inreases, we have
?(x+ δ)−?(x) 6?(ξ++)−?(ξ−−) = 4
2n+z+1
. (25)
Consider two ases: ξ− ∈ (x, ξ) (ase 1) and ξ− 6∈ (x, ξ) but then ξ+ ∈ (ξ, x+ δ) (sae 2).
Case 1. Here we have δ > ξ − ξ−. It may happen that z + 1 (ase 1.1) or z > 1 (ase 1.2).
Case 1.1. Let z = 1. Then ξ− = p/q, q = z∗qt+ qt−1 6 qt+1, 1 6 z∗ 6 at+1, ξ = (p− pt)/(q− qt),
n+ 2 = a1 + ...+ at + z∗ and
δ > ξ − ξ− > 1
(q − qt)q >
1
(z∗ + 1)2q2t
.
We take into aount (25) to see that
?(x+ δ)−?(x)
δ
6
(z∗ + 1)
2q2t
2n+2
=
(z∗ + 1)
2q2t
2a1+...+at+z∗
6
q2t
2a1+...+at−2
. (26)
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Case 1.2. If z > 1 then ξ = pt+1/qt+1, ξ−− = pt+2/qt+2, z = at+2 +1, n+1 = a1 + ...+ at+1 and
δ > ξ − ξ− > 1
(zqt+1 + qt)qt+1
>
1
(z + 1)q2t+1
.
From (25) we see that
?(x+ δ)−?(x)
δ
6
(z + 1)q2t+1
2n+z−1
=
(z + 1)q2t+1
2a1+...+at+1+z−2
6
q2t+1
2a1+...+at+1−2
. (27)
Case 2. Here we have z 6 at+2, ξ = pt+1/qt+1, n+ 1 = a1 + ... + at+1. Now we dedue
δ > ξ+ − ξ > 1
(zqt+1 + q1)qt+1
>
1
(z + 1)q2t+1
(remind that q1 < qt+1 is the denominator of ξ
1
). From (25) we see that
?(x+ δ)−?(x)
δ
6
(z + 1)q2t+1
2n+z−1
=
(z + 1)q2t+1
2a1+...+at+1+z−2
6
q2t+1
2a1+...+at+1−2
. (28)
In any ase (24) follows from (26),(27) or (28). Lemma 2 is proved.
7. More notation. In the sequel small letters a, b, c will be used for natural numbers. By
apital letters A,B,C, ... we denote nite sequenes of natural numbers. For
A = a1, a2, ..., at−1, at
we use the notation −→
A = a1, a2, ..., at−1, at,
←−
A = at, at−1, ..., a2, a1.
If a sequene A = a1, ..., at appears in a ontinuant expression or in a ontinued fration expression
it means that we should replae it by the onseutive blok a1, ..., at of natural numbers aj . For
example for A = a1, ..., at ; B = b1, ..., bi; X = x1, ..., xj and Y = y1, ..., yk we have
〈a, b, A,B, c,←−X,−→Y 〉 = 〈a, b, a1, ..., at, b1, ..., bi, c, xj, ..., x1, y1, ..., yk〉
and
[a, b, A,B, c,
←−
X,
−→
Y ] = [a, b, a1, ..., at, b1, ..., bi, c, xj , ..., x1, y1, ..., yk].
For a sequene A = a1, a2, ..., at−1, at we dene
A− = a2, ..., at−1, at, A
− = a1, a2, ..., at−1.
So
[
−→
A ] =
〈A−〉
〈A〉 , [
←−
A ] =
〈A−〉
〈A〉
and if x = [a1, a2, ..., at, ...] then
pt
qt
=
pt(x)
qt(x)
=
〈a2, ..., at〉
〈a1, ..., at〉 ,
qt−1
qt
=
qt−1(x)
qt(x)
=
〈a1, ..., at−1〉
〈a1, ..., at〉 .
Also in the ase when A is an empty sequene we put 〈A〉 = 1 and 〈A−〉 = 〈A−〉 = [A] = 0.
This notation is onvenient to work with some identities involving ontinuants and ontinued
frations. We make use of the well known (see [7℄) identity
〈X, Y 〉 = 〈X〉 · 〈Y 〉+ 〈X−〉 · 〈Y−〉 = 〈X〉 · 〈Y 〉 · (1 + [←−X ] · [−→Y ]). (29)
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8. Inequalities with ontinuants: unit variation.
Let sequenes A,B,C be xed. Consider a natural number τ > 2. For a ∈ N, a 6 τ − 1 we put
b = τ − a. So
a+ b = τ.
We dene funtion
F (a) = FA,B,C;τ(a) = 〈A, a, C, b, B〉 = 〈A, a, C, τ − a, B〉.
Lemma 3. Let a, b 6= 1. Let n ∈ N be an upper bound for the maximal element among all the
sequenes A,B,C and integers a, b. Suppose [
←−
A ] 6= 0, 1.
1. Let a 6= b. Then
F (a) >
(
1 +
1
16(n+ 2)3
)
F (a+ sign((a− b)).
2. Let a = b. Then
F (a) >
(
1 +
1
16(n+ 2)2
)
min{F (a− 1), F (a+ 1)}.
3. Let a = b, [
−→
C ] = [
←−
C ]. Then
F (a) >
(
1 +
1
16(n+ 2)3
)
max{F (a− 1), F (a+ 1)}.
Corollary 2. Let a, b 6= 1. Let n be an upper bound for the maximal element among all the
sequenes A,B,C and numbers a, b. Suppose [
←−
A ] 6= 0, 1. Then
F (a) >
(
1 +
1
16(n+ 2)3
)
min{F (a− 1), F (a+ 1)}.
Denition 1. Let ai ± 1 > 1, aj ∓ 1 > 1. We dene the proedure
a1, ..., ai, ..., aj, ..., at 7→ a1, ..., ai ± 1, ..., aj ∓ 1, ..., at, i < j
as a unit variation of the sequene a1, ..., ai, ..., aj, ..., at.
Remark. Let a sequene a∗1, ..., a
∗
t is obtained by a unit variation from the sequene a1, ..., at.
Then for any γ 6 t one has
1
2
〈a1, ..., aγ〉 6 〈a∗1, ..., a∗γ〉 6 2〈a1, ..., aγ〉.
(This Remark follows from formula (29).)
Proof of Lemma 3. We apply (29) to see that F (a) is a quadrati polynomial in a.
F (a) = 〈A, a〉〈C〉〈τ − a, B〉+ 〈A〉〈C−〉〈τ − a, B〉+ 〈A, a〉〈C−〉〈B〉+W, (30)
where W does not depend on a. Note that
〈A, a〉〈C〉〈τ − a, B〉 = 〈A〉〈B〉〈C〉(a+ [←−A ])(τ − a+ [−→B ]),
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〈A〉〈C−〉〈τ − a, B〉 = 〈A〉〈B〉〈C〉[−→C ](τ − a + [−→B ]),
〈A, a〉〈C−〉〈B〉 = 〈A〉〈B〉〈C〉[←−C ]( a+ [←−A ]).
Put
θ = [
−→
B ]− [←−A ]− [−→C ] + [←−C ].
Now (30) hanges to
F (a) = 〈A〉〈B〉〈C〉((τ + θ)a− a2) +W1, (31)
where W1 does not depend on a.
We want to obtain an upper bound for |θ|. We see that [−→B ], [←−A ], [−→C ], [←−C ] ∈ [0, 1]. Moreover n
is an upper bound for the elements of the sequene A. So from the ondition [
←−
A ] 6= 0, 1 we have
1
n+1
6 [
←−
A ] 6 1− 1
n+2
.
Note that in the ase [
−→
C ] = [
←−
C ] we have
|θ| 6 1− 1
n+ 2
. (32)
In the ase [
−→
C ] 6= [←−C ] we have the inequality
|θ| 6 2− 1
n+ 2
. (33)
From (29) we see that
〈A, a± 1, C, b∓ 1, B〉 6 16〈A〉〈B〉〈C〉(a± 1)(b∓ 1) 6 16(n+ 1)2〈A〉〈B〉〈C〉 (34)
as 2 6 a, b 6 n. Now
〈A〉〈B〉〈C〉 > 〈A, a± 1, C, b∓ 1, B〉
16(n+ 1)2
=
F (a± 1)
16(n+ 1)2
. (35)
From (31) with ε ∈ {−1,+1} we have
F (a) = F (a+ ε) + 〈A〉〈B〉〈C〉(ε(a− b− θ) + 1). (36)
Now we substitute (35) into the last inequality and obtain
F (a) >
(
1 +
ε(a− b− θ) + 1
16(n+ 2)2
)
F (a+ ε).
Let a 6= b and ε = sign(a− b). Then by (33) we have
ε(a− b− θ) + 1 = |a− b|+ 1± θ > 2− |θ| > 1
n+ 2
.
So we have
F (a) >
(
1 +
1
16(n+ 2)3
)
F (a+ sign(a− b)) (37)
and the rst statement of Lemma 3 is proved.
Let a = b. Then
F (a) >
(
1 +
−εθ + 1
16(n+ 2)2
)
F (a+ ε) (38)
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Now we hoose ε to satisfy −εθ > 0 and obtain the seond statement of Lemma 3.
Now we must onsider the ase when in addition to a = b we suppose [
−→
C ] = [
←−
C ]. In this ase
from (38) and (32) it follows that
F (a) >
(
1 +
1− |θ|
16(n+ 2)2
)
F (a+ ε) >
(
1 +
1
16(n+ 2)3
)
F (a+ ε).
Lemma 3 is proved.
We need an improvement of Lemma 3 in the ase a 6 4 < 5 6 b.
Lemma 4. Let a 6 4 < 5 6 b = τ − a, a+ 2 6 b. Then
F (a+ 1) >
385
384
F (a).
Proof. We follow the arguments of the proof of Lemma 3. As a 6 4 instead of the inequality (34)
we see that
F (a) 6 16〈A〉〈B〉〈C〉ab 6 64b〈A〉〈B〉〈C〉.
So instead of (36,37)(ε = −1, θ > −2) we get
F (a+ 1) = F (a) + 〈A〉〈B〉〈C〉(b− a+ θ + 1) > F (a)
(
1 +
b−min(5, b− 1)
64b
)
>
385
384
F (a)
as b > 5. Lemma is proved.
Dene
U(t, s) = {(a1, a2, ..., at) : aj ∈ N, a1 + a2 + ... + at = s},
Un(t, s) = {(a1, a2, ..., at) : aj ∈ N, aj 6 n, a1 + a2 + ...+ at = s}.
Lemma 5.
1. The minimal value of the ontinuant
〈1, 1, a1, a2, ..., at〉 = 〈2, a1, a2, ..., at〉, (a1, a2, ..., at) ∈ Un(t, s)
attains at the sequene Q = a1, a2, ..., at suh that not more than one element aj diers from 1 and
from n.
2. The maximal value of the ontinuant
〈1, 1, a1, a2, ..., at〉 = 〈2, a1, a2, ..., at〉, (a1, a2., .., at) ∈ U(t, s)
attains at the sequene P = a1, a2, ..., at suh that for every i, j ∈ {1, 2, ..., t} one has |ai − aj | 6 1.
Proof.
1. Suppose the minimum attains at a sequene with some elements ai, aj 6∈ {1, n}, i < j. We put
a = ai, b = aj , τ = a+ b and apply Corollary 2 to see that
〈2, a1, ..., ai, ..., aj, ..., at〉 > min{〈2, a1, ..., ai − 1, ..., aj + 1, ..., at〉, 〈2, a1, ..., ai + 1, ..., aj − 1, ..., at〉}
and this is a ontradition as
(a1, ..., ai − 1, ..., aj + 1, ..., at), (a1, ..., ai + 1, ..., aj − 1, ..., at) ∈ Un(t, s).
2. Assume that the onlusion is not true. Then we take one of the shortest subsequene
ai, ai+1, ..., aj of P suh that |ai − aj| > 2. Suppose ai > aj without loss of generality. Put a =
ai − 1, b = aj + 1, τ = a + b.
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If a > b we have a, b > 2, sign(a− b) = +1. So we apply statement 1 of Lemma 3 and obtain
〈2, a1, ..., ai − 1, ..., aj + 1, ..., at〉 > 〈2, a1, ..., ai, ..., aj, ..., at〉.
So 〈2, a1, ..., ai, ..., aj , ..., at〉 is not maximal.
If a = b we make use of the fat that the onsidered subsequene ai, ai+1, ..., aj is the shortest
one. We have
ai+1 = ai+2 = ... = aj−1 = ai − 1 = aj + 1.
So for the sequene C = ai+1, ai+2, ..., aj−1 we have [
−→
C ] = [
←−
C ]. Moreover A = 2, a1, ..., ai−1 is suh
that [
←−
A ] 6= 0, 1. Now we an apply statement 3 of Lemma 3 and it follows that
〈2, a1, ..., ai − 1, ..., aj + 1, ..., at〉 > 〈2, a1, ..., ai, ..., aj, ..., at〉.
We see again that 〈2, a1, ..., ai, ..., aj, ..., at〉 is not maximal.
Lemma 5 is proved.
We need the following supplement to Lemma 5.
Lemma 6.
1. For any sequene (a1, a2, ..., at) ∈ Un(t, s) one has
〈1, 1, a1, a2, ..., at〉 >
(
1 +
1
16(n+ 2)3
) 2σ1−n
4
× min
(b1,b2,...,bt)∈Un(t,s)
〈1, 1, b1, b2, ..., bt〉, (39)
where
σ1 = σ1(a1, a2, ..., at) =
t∑
j=1
min(aj − 1, n− aj). (40)
2. Let the maximal ontinuant with elements from the set U(t, s) ontains elements a = 4, b = 5.
Then for any sequene (a1, a2, ..., at) ∈ U(t, s) one has
〈1, 1, a1, a2, ..., at〉 6
(
385
384
)−σ2
2
× max
(b1,b2,...,bt)∈U(t,s)
〈1, 1, b1, b2, ..., bt〉, (41)
where
σ2 = σ2,t = σ2(a1, a2, ..., at) =
t∑
j=1
min(|aj − 4|, |aj − 5|) (42)
Proof.
To prove Lemma 6 we observe that we an obtain the sequene with relatively minimal (maximal)
ontinuant from any given sequene (a1, a2, ..., at) ∈ Un(t, s) (or ∈ U(t, s)) by suessive appliations
of the unit variation proedure (see Denition 1). Here we must use only those unit variations for
whih the value of the ontinuant dereases (inreases). From the proof of Lemma 1 we see that it
is possible to do indeed.
Now we prove the statement 1. Note that for 1 < z < n the following inequality is valid:
|min(z − 1, n− z)−min(z − 2, n− z + 1)| 6 1.
When a pair of elements ai, aj is replaed by the pair ai − 1, aj + 1 we have
|σ1(a1, ..., ai − 1, ..., aj + 1, ..., at)− σ1(a1, ..., ai, ..., aj, ..., at)| 6 2.
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After we have made all neessary unit variations we ome to the minimal ontinuant 〈1, 1, a∗1, a∗2, ..., a∗t 〉
where all elements but one are from the set {1, n}. This exeptional element (if exists) must be greater
than 1 and less than n. Hene
0 6 σ1(a
∗
1, a
∗
2, ..., a
∗
t ) 6 n/2.
Now we see that the number U of unit variations (used to get from the initial ontinuant the minimal
one) is not less than the number U ′ of unit variations for whih the sum σ1(a1, ..., at) stritly dereases.
So
U > U ′ >
σ1(a1, ..., at)− n/2
2
.
Eah unit variation enlarges the ontinuant by the fator
(
1 + 1
16(n+2)3
)
as it was shown in Lemma
3. The statement (39) follows.
Now we prove the statement 2. Note that
|min(|z − 4|, |z − 5|)−min(|z − 4− 1|, |z − 5− 1|)| 6 1.
When a pair of elements ai, aj is replaed by the pair ai + 1, aj − 1 we have
|σ2(a1, ..., ai + 1, ..., aj − 1, ..., at)− σ2(a1, ..., ai, ..., aj, ..., at)| 6 2.
For the maximal ontinuant 〈1, 1, a∗∗1 , a∗∗2 , ..., a∗∗t 〉 we have obviously
σ2(a
∗∗
1 , a
∗∗
2 , ..., a
∗∗
t ) = 0.
So the number of the unit variations used in the proess of getting the maximal ontinuant is not
less than σ2(a1, ..., at)/2.
Note that we know that the maximal ontinuant ontains of digits 4, 5 only. So given sequene
a1, ..., at from U(t, s) we may assume that some of digits aj are 6 4 meanwhile some of digits aj are
> 5. Moreover to obtain the sequene with the maximal value of the ontinuant from the sequene
a1, ..., at we may use the unit variation proedures with replaing digits (a, b) 7→ (a+1, b−1), a+1 6
b− 1, a 6 4 < 5 6 b only. Now (41) follows from Lemma 4.
Lemma 6 is proved.
9. Inequalities with ontinuants: substitutions. Put a0 = 2. In this setion we onsider
three sequenes A = a0, a1, ..., aw; B = b1, ..., br and C = c1, c2, ..., ck. Dene
K = 〈A,C,B〉, α = α(A,B,C) = (c1 − ck)([←−A ]− [−→B ]), Ψ = Ψ(A,B,C) = 〈A,←−C ,B〉. (43)
We suppose n to be the maximal element among the elements of the sequenes A,B,C.
Lemma 7. Let α = α(A,B,C) 6= 0. Let w, r > 1 and aw 6= b1 or r > 2, aw−1 6= b2. Then
1 +
1
4(n+ 2)8
6
(
Ψ
K
)sign(α)
6 2.
Remark. Obviously Lemma 7 remains true in the ase when B is an empty sequene and A,C
are nonempty as formally [B] = 0.
Proof. It follows from (29) and 〈←−X 〉 = 〈−→X 〉 that
K = 〈A〉〈C〉〈B〉+ 〈A−〉〈C−〉〈B〉+ 〈A〉〈C−〉〈B−〉+ 〈A−〉〈C−−〉〈B−〉
and
Ψ(A,B,C) = 〈A〉〈C〉〈B〉+ 〈A−〉〈C−〉〈B〉+ 〈A〉〈C−〉〈B−〉+ 〈A−〉〈C−−〉〈B−〉
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that
K −Ψ = 〈A〉〈B〉〈C〉([−→C ]− [←−C ])([←−A ]− [−→B ]). (44)
As α(A,B,C) 6= 0 we see that sign(c1 − ck) = −sign([−→C ]− [←−C ]). So
sign(Ψ−K) = +sign(α(A,B,C)).
We should take into aount inequalities
K
4
6 〈A〉〈B〉〈C〉 6 K (45)
Ψ
4
6 〈A〉〈B〉〈C〉 6 Ψ (46)
and
1
(n+ 2)3
6 |[−→C ]− [←−C ]| 6 1, 1
(n+ 2)5
6 |[←−A ]− [−→B ]| 6 1. (47)
The upper bounds here are obvious. We give our omments to the lower bound from (47). As c1 6= ck
we have
|[−→C ]− [←−C ]| > min
16c6n
(
1
c+ 1
− 1
c+ 1 + 1/(n+ 1)
)
=
1
(n+ 1)2(n + 1 + 1/(n+ 1))
>
1
(n+ 2)3
.
If aw 6= b1 by the similar reasons we have
|[←−A ]− [−→B ]| > 1
(n+ 2)3
.
If aw = b1 but aw−1 6= b2 we see that
|[←−A ]− [−→B ]| > min
16aw ,aw−16n
(
1
aw + 1/(aw−1 + 1/(n+ 1))
− 1
aw + 1/aw−1
)
>
1
(n+ 2)5
and (47) follows.
If sign(α) = +1 we dedue from (44) the following inequality:
1 <
Ψ
K
= 1− 〈A〉〈B〉〈C〉([
−→
C ]− [←−C ])([←−A ]− [−→B ])
K
.
Now from the last formula and (45,47) we have
1 +
1
4(n+ 2)8
<
Ψ
K
6 2
and Lemma 7 is proved in this ase.
If sign(α) = −1 from (44) we have the following inequality:
1 <
K
Ψ
= 1 +
〈A〉〈B〉〈C〉([−→C ]− [←−C ])([←−A ]− [−→B ])
Ψ(A,B,C)
.
Now from the last formula and (46,47) we have
1 +
1
4(n+ 2)8
<
K
Ψ
6 2
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and Lemma 7 is proved.
Remark. Lemma 7 is lose to the inequalities onsidered in [7℄,[8℄. Equalities similar to (44)
were onsidered in [10℄.
We onsider a sequene D = d1, ..., dt of the length t. Suppose that h1 < h2 < ... < hf = n =
max16i6t di are all dierent elements of the sequene D. Dene
rν = rν(D) = #{i : di = ν} > 0, ν = 1, 2, ..., n.
Of ourse rν > 1 i ν = hj for some j. Let
pi =
(
1 2 · · · t
pi(1) pi(2) · · · pi(t)
)
be a substitution.
The following lemma was announed in [9℄ without a proof. Here we give a omplete proof. More
general setting was onsidered in [7℄.
Lemma 8. For a given D the following equality is valid for the maximum over all substitutions:
max
pi
〈1, 1, dpi(1), dpi(2), . . . , dpi(t)〉 = 〈1, 1, 1, ..., 1︸ ︷︷ ︸
r1
, 2, ..., 2︸ ︷︷ ︸
r2
, . . . , n, ..., n︸ ︷︷ ︸
rn
〉.
Proof. Consider any sequene a1, ..., at of natural numbers suh that ai > aj with some i < j.
Let ai∗ , aj∗ be two elements of this sequene suh that ai∗ > aj∗ with maximal value of the dierene
j∗ − i∗. Then
ai∗−1 6 aj∗ < ai∗ 6 aj∗+1. (48)
(Of ourse it may happen that i∗ = 1 or j∗ = t. Then ai∗−1 = 1 or the sequene B below is an empty
sequene.) Put
K = 〈2, a1, ..., at〉 = 〈A,C,B〉,
where
A = 1, 1, a1, ..., ai∗−1; B = aj∗+1, ..., at; C = ai∗ , ..., aj∗.
From (48) it follows that for α(A,B,C) dened in (43) we have
α(A,B,C) = (ai∗ − aj∗)([←−A ]− [−→B ]) > 0.
Now from Lemma 7 we see that
〈A,←−C ,B〉 = Ψ(A,B,C) > K = 〈A,C,B〉.
But the sequene A,
←−
C ,B may be obtained from the sequene a1, ..., at by a ertain substitution. So
for any sequene a1, ..., at with an inversion ai > aj, i < j we an nd a permutation pi whih enlarges
the ontinuant 〈a1, ..., at〉. Lemma 8 is proved.
We need a supplement to Lemma 8 in the ase when the sequene D onsists of elements 4, 5
only.
Lemma 9. Let D onsists of elements 4, 5 only. Then
〈1, 1, d1, d2, . . . , dt〉 6
(
1 +
1
4 · 78
)−ρ/2
〈1, 1, 4, ..., 4︸ ︷︷ ︸
r4
, 5, ..., 5︸ ︷︷ ︸
r5
〉
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where
ρ = ρt = ρ(d1, d2, . . . , dt) =
t−1∑
j=1
|dj − dj+1| − 1. (49)
Proof. By means of the substitutions from the proof of Lemma 8 one an onstrut from the
initial ontinuant 〈1, 1, d1, d2, . . . , dt〉 the maximal one. After a substitution from the proess initiated
by the proof of Lemma 7 the sum
t−1∑
j=1
|dj − dj+1| (50)
dereases by 2. For the maximal ontinuant the sum (50) is not greater than 1. So the number of the
substitutions applied is not less than ρ/2. Eah substitution enlarges the ontinuant by the fator(
1 + 1
4·78
)
as it was shown in Lemma 7. Lemma is proved.
Lemma 10. Let for the sequene D under onsideration we have h1 = 1 and r1 > t/2. Then the
following equality is valid for the minimum over all substitutions:
min
pi
〈1, 1, dpi(1), dpi(2), . . . , dpi(t)〉 =
= 〈 1, ..., 1︸ ︷︷ ︸
2+r1−r2−...−rn
, 2, 1, 2, 1, ..., 2, 1︸ ︷︷ ︸
2r2 elements
, 3, 1, 3, 1, ..., 3, 1︸ ︷︷ ︸
2r3 elements
, . . . , n, 1, n, 1, ..., n, 1︸ ︷︷ ︸
2rn elements
〉.
Proof. First of all we prove that if a substitution a1, ..., at of the sequene D give the minimal
value of the ontinuant 〈1, 1, a1, ..., at〉 then among every two onseutive elements ai, ai+1 at least
one element is equal to 1.
Suppose it is not so and we have two onseutive elements ai∗ , ai∗+1 > 1. As r1 > t/2 we observe
that there exists a pair of onseutive elements al, al+1 = 1, 1. So
1, 1, a1, ..., at = 1, 1, a1, ..., al−1, 1, 1, al+2, ..., ai∗ , ai∗+1, ai∗+2, ..., at
or
1, 1, a1, ..., at = 1, 1, a1, ..., ai∗ , ai∗+1, ai∗+2, ..., al−1, 1, 1, al+2, ..., , at.
We onsider only the rst opportunity as the seond one is similar. Put
A = 1, 1, a1, ..., al−1, 1; B = ai∗+1, ai∗+2, ..., at; C = 1, al+2, ..., ai∗ .
For α(A,B,C) dened in (43) we have
α(A,B,C) = (1− ai∗)([←−A ]− [−→B ]) < 0.
Hene
〈1, 1, a1, ..., at〉 = 〈A,C,B〉 > Ψ(A,B,C).
So the permutation a1, ..., at does not give the minimal value of the onsidered ontinuant. We ame
to the onlusion that the minimal ontinuant must be of the form
〈1, 1, 1, ..., 1︸ ︷︷ ︸
u
, a1, 1, ..., 1︸ ︷︷ ︸
v1
, a2, 1, ..., 1︸ ︷︷ ︸
v2
, ..., aw−2, 1, ..., 1︸ ︷︷ ︸
vw−2
, aw−1, 1, ..., 1︸ ︷︷ ︸
vw−1
, aw, 1, ..., 1︸ ︷︷ ︸
vw
〉, aj > 2, j = 1, 2, ..., w,
(51)
where w = r2 + ...+ rf , v1 + ...+ vw + u = r1, and vj > 1, 1 6 j 6 w − 1.
Now we shall show that vj = 1 for all j ∈ {1, ..., w}.
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First of all we shall show that vj 6 1 for all j. Indeed if vj > 2 for some j we put
A = 1, 1, 1, ..., 1︸ ︷︷ ︸
u
; B = 1, aj+1, 1, ..., 1︸ ︷︷ ︸
vj+1
, ..., aw, 1, ..., 1︸ ︷︷ ︸
vw
; C = a1, 1, ..., 1︸ ︷︷ ︸
v1
, a2, 1, ..., 1︸ ︷︷ ︸
v2
, ..., aj, 1, ..., 1︸ ︷︷ ︸
vj−1
Then
α(A,B,C) = (a1 − 1)([←−A ]− [−→B ]) < 0
and by Lemma 7 we have
〈A,C,B〉 > Ψ(A,B,C).
So 〈A,C,B〉 is not minimal.
We show that vw 6= 0. This statement is obvious in the ase w = 1. Suppose w > 2. Then if
vw = 0 put
A = 1, 1, 1, ..., 1︸ ︷︷ ︸
u
, a1; C = 1, a2, 1, ..., aw−2, 1, aw−1, 1, aw
and B dene to be the empty sequene. Now
α(A,B,C) = (1− aw)[←−A ] < 0
and again by Lemma 7 we se that 〈A,C,B〉 is not minimal.
We have proven that the minimal ontinuant is of the form
〈1, 1, 1, ..., 1︸ ︷︷ ︸
r1−r2−...−rn
, a1, 1, a2, 1, ..., aw−2, 1, aw−1, 1, aw, 1〉, aj > 2, j = 1, 2, ..., w, w = r2 + ...+ rn. (52)
To nish the proof of Lemma 10 we must show that in the minimal ontinuant ai 6 aj for i 6 j.
Suppose that for some i 6 j one has ai > aj . Let ai∗ , aj∗ be two elements of this sequene suh that
ai∗ > aj∗ with maximal value of the dierene j
∗ − i∗. Then as in the proof of Lemma 8 we have
ai∗−1 6 aj∗ < ai∗ 6 aj∗+1.
We take
A = 1, 1, a1, 1, ..., ai∗−1, 1; B = 1, aj∗+1, 1, ..., at; C = ai∗ , 1, ai∗+21, ..., aj∗.
Then
α(A,B,C) = (ai∗ − aj∗)([←−A ]− [−→B ]) < 0
as [
←−
A ] < [
−→
B ]. Again from Lemma 7 we see that 〈A,C,B〉 is not minimal. So we have proven that
ai 6 aj for all i 6 j. Lemma 10 follows.
We also need a supplement to Lemma 10 in the ase when the sequene d1, ..., dt onsists of
elements 1, n only. First of all given a sequene of partial quotients d1, d2, ..., dt we apply ertain
onseutive substitutions to obtain a sequene d∗1, d
∗
2, ..., d
∗
t suh that for any i either d
∗
i or d
∗
i+1 is
equal to 1. We may take a ertain type of this proedure to ensure that the sequene d∗1, d
∗
2, ..., d
∗
t
depends on the initial sequene d1, d2, ..., dt only.
Lemma 11. Suppose that the onditions of Lemma 10 are satised. Moreover suppose that the
sequene d1, ..., dt onsists of elements 1, n only. Then we have
〈1, 1, d1, d2, . . . , dt〉 >
(
1 +
1
4(n+ 2)8
)ω
min
pi
〈1, 1, dpi(1), dpi(2), . . . , dpi(t)〉.
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where
ω = ω(d1, d2, ..., dt) =
∑
j6t−1: dj>2
δ(dj, dj+1)+
1
2
t−2∑
j=1
(1−δ(d∗j , d∗j+2))−1, δ(a, b) =
{
1, a = b,
0, a 6= b. (53)
Proof. We see from the proof of Lemma 10 that we an obtain the minimal ontinuant from a
given ontinuant in the following manner. First of all we apply substitutions to ensure that among
two suessive elements one element is equal to 1. For eah permutation of suh a kind the sum∑
j6t−1: dj>2
δ(dj, dj+1) (54)
dereases by 1 (remind that all dj > 2 are equal to n). After several substitutions we ome to
a ontinuant of the form (51) and the sum (54) will be equal to zero. So we have used exatly∑
j6t−1: dj>2 δ(dj, dj+1) substitutions on this stage. The sequene d1, ..., dt is transformed now into
the sequene d∗1, ..., d
∗
t .
Then we use substitutions to pass from a ontinuant of the form (51) to a ontinuant of the form
(52). During this proess the sum (54) does not hange and remains equal lo zero. As for the sum
t−2∑
j=1
(1− δ(d∗j , d∗j+2)) (55)
we have the following observation. After eah permutation this sum now dereases by 2. For the
minimal ontinuant the sum (55) is less or equal to 1 (there is not more than one nonzero summand
orresponding to the rst element whih is not equal to 1). So we have used ω = ω(d1, d2, ..., dt)
permutations to pass from the initial ontinuant to the minimal one. Eah permutation adds at least
a fator
(
1 + 1
4(n+2)8
)
by Lemma 7.
Lemma is proved.
10. Some estimates. Consider for irrational x the ontinued fration expansion x =
[a1, a2, ..., at, ...]. For any naturals k, t we dene
wk(t) = #{j 6 t : aj > k}, rk(t) = wk(t)− wk+1(t) = #{j 6 t : aj = k}. (56)
Lemma 12. Suppose that for some t for an irrational number x = [a1, a2, ...at, ...] we have
2r1(t) > t. Then for n = n(t) = maxj6t aj one has
〈2, a1, ..., at〉 > λ
t
1
10
n∏
k=2
(
µk
λ21
)rk(t)
. (57)
where λ1 and µk are dened in (1), (2) respetively.
As λ21 = µ1 and wn+1(t) = 0 we see that
n∏
k=2
(
µk
λ21
)rk(t)
=
n∏
k=2
(
µk
µk−1
)wk(t)
.
Obviously µk+1 > µk. So we immediately obtain
Corollary 3. Under onditions of Lemma 12 one has for any natural N 6 n the following
inequality
〈2, a1, ..., at〉 > λ
t
1
10
N∏
k=2
(
µk
µk−1
)wk(t)
.
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Proof of Lemma 12. By Lemma 10 we see that
〈2, a1, ..., at〉 > 〈 1, ..., 1︸ ︷︷ ︸
1+t−2(r2+...+rn)
, 1, 2, ..., 1, 2︸ ︷︷ ︸
2r2 elements
, ..., 1, n, ..., 1, n︸ ︷︷ ︸
2rn elements
〉
with rj = rj(t) > 0. Now we apply the formula 〈A,B〉 = 〈A〉〈B〉(1 + [←−A ][−→B ]). Note that in the ase
[
←−
A ] = [hk, 1, ...], [
−→
B ] = [1, hk+1, ...]
one has
[
←−
A ] >
1
hk + 1
>
1
hk+1
, [
−→
B ] >
1
1 + 1/hk+1
=
hk+1
hk+1 + 1
, 1 + [
←−
A ][
−→
B ] >
hk+1 + 2
hk+1 + 1
.
So
〈2, a1, ..., at〉 >
f−1∏
k=1
hk+1 + 2
hk+1 + 1
× 〈 1, ..., 1︸ ︷︷ ︸
1+t−2(r2+...+rn)
〉〈1, 2, ..., 1, 2︸ ︷︷ ︸
2r2 elements
〉 · · · 〈1, n, ..., 1, n︸ ︷︷ ︸
2rhk elements
〉 =
f−1∏
k=1
hk+1 + 2
hk+1 + 1
× 〈 1, ..., 1︸ ︷︷ ︸
1+t−2(r2+...+rn)
〉 ×
f−1∏
k=2
〈1, hk, ..., 1, hk︸ ︷︷ ︸
2rk elements
〉. (58)
One an easily see that
〈1, ..., 1︸ ︷︷ ︸
l
〉 > λl−11 . (59)
Also one an see from the ontinued fration arguments that
〈j, 1, ..., j, 1︸ ︷︷ ︸
2r elements
〉 = 1
µ−1j − µj
(
(1− µj)µrj + (µ−1j − 1)µ−rj
)
>
j +
√
j2 + 4j
2
√
j2 + 4j
· µrj >
(
1− 1
j
)
· µrj (60)
where µj is dened in (2). Moreover
f−1∏
k=1
hk+1 + 2
hk+1 + 1
×
f−1∏
k=1
hk+1 − 1
hk+1
>
∞∏
k=2
(
1− 2
k2
)
>
1
10
.
Now (57) follows from (58,59,60). Lemma 12 is proved.
For an irrational number x = [a1, a2, ..., at, ...] for j = 0, 1, 2, .. dene values tj indutively:
t0 = 0, tj = min{t > tj−1 : at > 2}.
So at 6= 1 if and only if t = tj for some j > 1. In other words all partial quotients between atj and
atj+1 are equal to one. Consider
Dt = max
u6t
(Sx(u)− κ1u).
Lemma 13. Suppose ?′(x) = 0. Then for any m large enough we have
tm+1 − tm 6 Dtm
κ1 − 1 + 1, (61)
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and for any funtion ψ(t) under onditions
ψ(t) > 0, ψ(t) = o
(
log log t
log t
)
, ψ(t) · log t→ +∞, t→∞ (62)
one has
Dtm+1 >
√
2 log λ1 − log 2
log 2
·
√
tm log tm · (1− t−ψ(tm)m ). (63)
Proof. Note that qt(x) > λ
t−1
1 for every t. First of all as ?
′(x) = 0 we dedue from (13) that
there exists t0(x) suh that for eah t > t0 we have
1
λ31
>
∣∣∣?(pt−1qt−1)−?(ptqt)∣∣∣∣∣∣pt−1qt−1 − ptqt ∣∣∣ =
qtqt−1
2Sx(t)
>
λ2t−31
2Sx(t)
.
As 2κ1 = λ21 we see that
Sx(t)− κ1t > 0 (64)
for t large enough. Partiulary this inequality means that there exist innitely many partial quotients
aj greater than 1.
Put cm+1 = tm+1− tm−1. From (13) we have (by the same reasons) that the following inequality
is valid for m > m0(x) (with some m0(x) depending on x and large enough):
1
λ51
>
qtm+1−2(x)qtm+1−1(x)
2Sx(tm+1−1)
>
1
λ51
· λ
2tm+1
1
2κ1tm+Dtm+cm+1
=
1
λ51
·
(
λ21
2
)cm+1
· 1
2Dtm
.
Now
cm+1 6
Dtm log 2
log(λ21/2)
=
Dtm
κ1 − 1
and (61) follows.
By our notation the sequene a1, a2, ..., atm is of the form
a1, a2, ..., atm = 1, ..., 1︸ ︷︷ ︸
c1
, at1 , 1, ..., 1︸ ︷︷ ︸
c2
, at2 , ..., 1, ..., 1︸ ︷︷ ︸
cm
, atm , atj > 2.
Now by (64) and by the denition of Dt we have
atm = Sx(tm)− Sx(tm − 1) = Sx(tm)− κ1tm − (Sx(tm − 1)− κ1(tm − 1)) + κ1 6 Dtm + κ1 (65)
for m > m0(x).
As κ1 6 3/2 we dedue that for t large enough we may suppose that r1(t) > t/2. So we an apply
Lemma 12. Remind that qt >
1
8
〈2, a1, ..., at〉. With (13) a for m large enough it gives
1
802λ21
>
q2tm
2Sx(tm+1)
>
λ2tm1
∏m
j=1
(
µatj /λ
2
1
)2
8022Sx(tm+1)
>
λ2tm1
∏m
j=1
(
µatj/λ
2
1
)2
8022κ1tm+Dtm+1+κ1
=
∏m
j=1
(
µatj /λ
2
1
)2
8022Dtm+1+κ1
.
So as λ21 = 2
κ1
we have ∑
16j6m
log(µanj /λ
2
1) 6
log 2
2
·Dtm+1. (66)
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As atj > 2 we see that log(µatj /λ
2
1) > log(µ2/λ
2
1) > 1/3. So
m 6
3 log 2
2
·Dtm+1.
Now we take integer H to be large enough. From the denition (2) of µk we see that µk > k. So
for atj > H for large H we have
log(µatj /λ
2
1) = log atj − 2 log λ1 +
θH
H
, |θH | 6 5.
So (66) leads to ∑
16j6m, atj>H
log atj 6
log 2
2
·Dtm+1 + 2m1 log λ1 +
θHm1
H
(67)
where
m1 = #{j ∈ {1, ..., m} : atj > H}.
Remind that ∑
j6m
(atj − κ1)− (κ1 − 1)
∑
j6m
cj = Sx(tm)− κ1tm > 0
by (64). So
tm =
∑
j6m
cj +m 6
1
κ1 − 1
∑
j6m
(atj − κ1) +m 6
1
κ1 − 1
∑
j6m
atj .
Then from the denition of m1 we have
tm 6
1
κ1 − 1
∑
j6m
atj 6
1
κ1 − 1
(
mH +m1 max
16j6m
atj
)
. (68)
So for large H from (67) we have
m1 logH 6
log 2
2
·Dtm+1 + 2m1 log λ1 +
θHm1
H
.
From the last inequality we see that for H large enough the following estimate is valid:
m1 6
log 2
2
· Dtm+1
logH
+
10Dtm+1
(logH)2
.
From (65) and (68) we dedue that for large H we have
tm 6
1
κ1 − 1
(
3 log 2
2
Dtm+1H +m1 max
(
max
j6m0(x)
atj ; κ1 +Dtm+1
))
.
So Dt →∞ as t→∞ and
tm 6
log 2
2(κ1 − 1) ·
D2tm+1
logH
·
(
1 +
3H logH
Dtm+1
+
20
logH
+
20
logDtm+1
)
.
Inequality (63) follows from the last inequality by taking
H = D
1−ψ(tm)
tm+1 / logDtm+1
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(here we take into aount onditions (62)). Lemma is proved.
We introdue some more notation. For r ∈ {2, 5, 6, 7, 8, 9, ...} put
ϕr(t) = ϕr,x(t) = κrt− Sx(t). (69)
Lemma 14. 1. Let for an irrational x ∈ (0, 1) for innitely many values of t one has
4.1t < Sx(t) < 4.9t. (70)
Then for these values of t the following inequality is valid:
〈1, 1, a1, ..., at〉 = o

(λ54
λ45
)ϕ2(t)
κ2
2
Sx(t)
2

 , t→∞. (71)
2. Let for some t one has
4t 6 Sx(t) 6 5t. (72)
Then
〈1, 1, a1, ..., at〉 6
(
λ54
λ45
)ϕ2(t)
κ2
2
Sx(t)
2
+3. (73)
Note that
λ54
λ45
> 1.
Proof of Lemma 14.
Let the inequality (72) is valid. We shall use the seond statement of Lemma 5. Put s = Sx(t).
It follows that the maximal value of the ontinuant under onsideration attains when its elements
are of the form a and a+ 1. Obviously in our situation a = 4, a+ 1 = 5. So
〈1, 1, a1, ..., at〉 6 〈1, 1, d1, ..., dt〉, dj ∈ {4, 5}, d1 + ...+ dt = a1 + ...+ at.
This inequality is not enough for our purpose. We should make use of the seond statement of Lemma
6. It gives
〈1, 1, a1, ..., at〉 6
(
385
384
)−σ2,t/2
〈1, 1, d1, ..., dt〉
with
σ2,t = σ2(a1, ..., at) =
t∑
j=1
min{|aj − 4|, |aj − 5|}.
Applying Lemma 9 we get
〈1, 1, a1, ..., at〉 6
(
1 +
1
4 · 78
)−σ2,t/2−ρt/2
〈1, 1, 4, ..., 4︸ ︷︷ ︸
5t−Sx(t)
, 5, ..., 5︸ ︷︷ ︸
Sx(t)−4t
〉 6
6 8 ·
(
1 +
1
4 · 78
)−σ2,t/2−ρt/2
〈4, ..., 4︸ ︷︷ ︸
5t−Sx(t)
〉〈5, ..., 5︸ ︷︷ ︸
Sx(t)−4t
〉
with
ρt = ρ(d1, ..., dt) =
t−1∑
j=1
|dj − dj+1| − 2.
22
Observe that
〈h, ..., h︸ ︷︷ ︸
j
〉 6 λjh.
Now
〈1, 1, a1, ..., at〉 6 8 ·
(
1 +
1
4 · 78
)−σ2,t/2−ρt/2
λ
5t−Sx(t)
4 λ
Sx(t)−4t
5 .
From the notation (69) we see that
(
λ5
λ4
)Sx(t)(λ54
λ45
)t
=
(
λ54
λ45
)ϕ2(t)
κ2
2
Sx(t)
2 .
So
〈1, 1, a1, ..., at〉 6
(
1 +
1
4 · 78
)−σ2,t/2−ρt/2(λ54
λ45
)ϕ2(t)
κ2
2
Sx(t)
2
+3. (74)
As σ2,t, ρt > 0 the inequality (73) is proved.
If max{σ2,t, ρt} → ∞ when t→∞ we have (71).
Let now the inequality (70) is valid.
Suppose that with some M for innitely many values of t we have max{σ2,t, ρt} 6 M . Then for
suh t the number of digits aj 6= 4, 5 from the sequene a1, ..., at is bounded by some onstant M1
depending only on M . Moreover either the number of aj = 4 or the number of aj = 5 is bounded
by a onstant M2 depending only on M . It means that the ontinued fration expansion for x is of
the form x = [b1, ..., br, 4] or x = [b1, ..., br, 5]. So limt→∞
Sx(t)
t
= 4 or 5. It is impossible under the
ondition (70).
Lemma 14 is proved.
Remark 1 to Lemma 14. Here we should note that the proof of Lemma 14 relays on the
algorithm for obtaining the sequene with the maximal ontinuant from the sequene 1, 1, a1, ..., at.
This algorithm onsists of two stages. The rst one uses unit variations only. It transforms the
sequene 1, 1, a1, ..., at into the sequene 1, 1, d1, ..., dt. (The seond stage uses substitutions only.)
We may take a ertain type of this proedure to ensure that the sequene 1, 1, d1, ..., dt depends on
the initial sequene 1, 1, a1, ..., at only. Moreover we take eah unit variation from the rst stage to
transform a sequene 1, 1, ..., a, ..., b, ... (or 1, 1, ..., b, ..., a, ...) into the sequene 1, 1, ..., a+1, ..., b−1, ...
(or 1, 1, ..., b − 1, ..., a + 1, ...) where a, b satises the onditions of Lemma 4. Hene in eah unit
variation we have σ2(..., a + 1, ..., b − 1, ...) 6 σ2(..., a, ..., b, ...) − 1 (or σ2(..., b − 1, ..., a + 1, ...) 6
σ2(..., b, ..., a, ...)−1). Now the algorithm of transforming the sequene 1, 1, a1, ..., at into the sequene
1, 1, d1, ..., dt uses not more than σ2(a1, ..., at) unit variations.
Remark 2 to Lemma 14. In fat in Lemma 14 we have proven that
〈1, 1, a1, ..., at〉 6
(
1 +
1
4 · 78
)−σ2(a1,...,at)
2
− ρ(d1,...,dt)
2
(
λ54
λ45
)ϕ2(t)
κ2
2
Sx(t)
2
+3, (75)
where the sequene d1, ..., dt is obtained from the sequene a1, ..., at.
Now we must investigate the proedure of obtaining the minimal ontinuant from the ontinuant
〈1, 1, a1, ..., at〉. First of all we use unit variations to transform the sequene 1, 1, a1, ..., at into the
sequene 1, 1, d1, ..., dt suh that di ∈ {1, n} (as in Lemma 5, part 1 and lemma 6, part 1). We take
a ertain type of suh a proedure to ensure that the sequene d1, ..., dt depends on the sequene
a1, ..., at only. Then we apply substitutions from Lemma 11.
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Lemma 15. Let x = [a1, ..., at, ...] ∈ En, n > 4. Let
2Sx(t) 6 (n + 1)t. (76)
Then the following statements are valid.
1. If n > 5
〈1, 1, a1, ..., at〉 > Cn ×
(
1 +
1
4(n+ 2)8
)gx(t)
×
(
λn+11
µn
) ϕn(t)
(n−1)κn
× 2Sx(t)2
where
gx(t) =
σ1(a1, ..., at)
2
+ ω(d1, ..., dt) (77)
and σ1(a1, ..., at) , ω(d1, ..., dt) are dened in (40), (53) respetively and
Cn = C
′
n ×
(
1 +
1
4(n+ 2)8
)−n
4
>
λ21
24µn
, C ′n =
1
10
(
µn
λ21
) 2−n
n−1
>
λ21
10µn
. (78)
2. If n = 4 then
〈1, 1, a1, ..., at〉 > λ
2
1
10
µ
Sx(t)/5−1
4 . (79)
Proof.
First of all we apply Lemma 5 (statement 1). Put s = Sx(t). Then we an suppose that not
more than one element z = dj diers from 1, n, while values t, Sx(t) do not hange. When we replae
element z by 1 the ontinuant 〈1, 1, d1, ..., z, ..., dt〉 may derease:
〈1, 1, d1, ..., z, ..., dt〉 > 〈1, 1, d1, ..., 1, ..., dt〉.
So we an suppose that all dj are from the set 1, n and the value t does not hange while Sx(t) should
be replaed by S ′ = Sx(t)− z + 1 > Sx(t)− n+ 2. Then for the values wj(t) we have
w2(t) = w3(t) = ... = wn(t) =
S ′ − t
n− 1 .
Now we apply Corollary 3 of Lemma 12 (remember that µ1 = λ
2
1 and that µj are inreasing in j, so
µn/λ
2
1 > 1) and see that
〈1, 1, a1, ..., at〉 > 1
10
(
µn
λ21
) S′
n−1
(
λn+11
µn
) t
n−1
>
(
1
10
(
µn
λ21
) 2−n
n−1
)(
µn
λ21
)Sx(t)
n−1
(
λn+11
µn
) t
n−1
. (80)
For n = 4 we put (76) into (80) and get (79).
Consider the ase n > 5. By (69) we have
(
µn
λ21
)Sx(t)
n−1
(
λn+11
µn
) t
n−1
=
(
λn+11
µn
) ϕn(t)
(n−1)κn
2
Sx(t)
2 .
We have proven the estimate
〈1, 1, a1, ..., at〉 > C ′n
(
λn+11
µn
) ϕn(t)
(n−1)κn
2
Sx(t)
2 .
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Now we must explain the arrival of an additional fator
(
1 +
1
4(n+ 2)8
) 2σ1−n
4
+ω(d1,...,dt)
. (81)
This fator appears from Lemmas 6 (part 1) and 11 as we an obtain the minimal ontinuant from
a given one applyind at rst unit variation proedures (and these proedures lead to rst additional
fator from Lemma 6) and at seond substitutions proedures (another additional fator arrives from
Lemma 11). The fator (81) takes into aount the infuene of the both two fators desribed behind.
Lemma is proved.
11. Proofs of theorems.
11.1. Proof of Theorem 1 statement (i). Let x = [a1, ..., at, ...]. Note that qt(x) >
2−3〈2, a1, ..., at〉. By Lemma 1 it is suient to prove that under the onditions of the statement (i)
of Theorem 1 one has
Wt(x) :=
〈2, a1, ..., at〉〈2, a1, ..., at−1〉
2Sx(t)
→ +∞, t→∞.
Consider values w2(t) dened in (56). Note that w2(t + 1) > w2(t) for any t. We distinguish two
ases
Case 1. κ = lim supt→+∞
Sx(t)
t
< κ1.
Case 2. lim supt→+∞
Sx(t)
t
= κ1.
In the ase 1 by Corollary 3 with N = 1 and the ondition (6) of Theorem 1 we see that
Wt(x) >
1
100λ1 · 2C ×
(
λ21
2κ
)t
→ +∞, t→ +∞
(as λ21 = 2
κ1 > 2κ).
In the ase 2 we see that w2(t)→ +∞ as t→ +∞. Also we should take into aount that under
the onditions of Theorem 1 (i) one has for t large enough
r1(t) >
t
2
,
∑
i:16i6t, ai>2
ai = Sx(t)− t+ w2.
Remind that the number of partial quotients greater than 1 is w2 = r2+ ...+ rn (here rj > 0 and n is
the maximal partial quotient). Remind also that µ2 < µ3 < ... < µn and µj > j. Consider the value
µ = minµr22 · · ·µrnn
where the minimum is taken over the set{
r2, ..., rn−1 > 0, rn > 1 :
n∑
j=2
rj = w2,
n∑
j=2
jrj = Sx(t)− t+ w2
}
.
We see that
µ > µw2−12 µn > µ
w2−1
2 n > µ
w2−1
2 ×
∑
i:16i6t, ai>2
ai
w2
> µw2−12 ×
Sx(t)− t+ w2
w2
.
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Appliation of Lemma 12 gives
〈2, a1, ..., at〉 > λ
t
1
10
n∏
k=2
(
µk
λ21
)rk(t)
>
λt−21
10
(
µ2
λ21
)w2−1 St(x)− t
w2
and of ourse
〈2, a1, ..., at−1〉 > λt1.
So
Wt(x) >
λ2t1
(
µ2
λ21
)w2−1
(St(x)− t)
10λ21w2 · t · 2κ1t+C
≫ 1
w2
·
(
µ2
λ21
)w2
→ +∞, t→∞
as w2 → +∞. Statement (i) of Theorem 1 is proved.
11.2. Proof of Theorem 1 statement (ii). We shall prove that for any funtion ψ(t)
inreasing to innity there exists an irrational number x ∈ (0, 1) suh that ?′(x) does not exist and
Sx(t) 6 κ1t +
log t
log 2
+ ψ(t).
We may suppose that ψ(1) > 1 and that ψ(t) = 0(t), t → ∞. We dene integers cj , Qj j =
−1, 0, 1, 2, ... and tj , bj, j = 0, 1, 2, ... by the following indutive proedure. Put c−1 = 0, Q−1 =
1, t0 = b0 = 0. Now suppose that integers cj , qj j = −1, 0, 1, 2, ..., k − 1 and tj, bj , j j = 0, 1, 2, ..., k
are dened. We must onstrut integers ck, Qk, tk+1, bk+1. First of all take ck to be large enough to
satisfy inequalities
κ1ck >
k∑
j=0
cj +
k∑
j=0
bj + 2κ1, (82)
Q2k−1 < 2
ψ(tk+ck+1)
2 , (83)
ck >
[
κ1(tk + ck + 1) +
log(tk + ck + 1)
log 2
+ ψ(tk + c+ k + 1)
]
−
k∑
j=0
cj −
k∑
j=0
bj . (84)
It is possible to do this as in the right hand side of (82) the oeient for ck is equal 1 meanwhile
in the left hand side the orresponding oeient is equal to κ1 > 1; as at the same time Qk−1 from
(83) does not depend on ck. Moreover as ck inreases the the right hand side of (84) depends on ck
approximately as (κ1 − 1)ck.
Then put
tk+1 = tk + ck + 1, bk+1 =
[
κ1tk+1 +
log tk+1
log 2
+ ψ(tk+1)
]
−
k∑
j=1
cj −
k∑
j=1
bj .
From (82) we see that bk+1 > 2. Now we dene
Qk = 〈1, ..., 1︸ ︷︷ ︸
c0
, b1, 1, ..., 1︸ ︷︷ ︸
c1
, b2, 1, ..., 1︸ ︷︷ ︸
c2
, b3, ..., 1, ..., 1︸ ︷︷ ︸
ck−1
, bk, 1, ..., 1︸ ︷︷ ︸
ck
, bk+1〉.
This ontinuant onsist of tk+1 partial quotients. Note that
Qk−1λ
ck−1
1 bk+1 6 Qk 6 4Qk−1λ
ck
1 bk+1. (85)
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Now we take irrational x of the form
x = [a1, ..., at, ...] = [1, ..., 1︸ ︷︷ ︸
c0
, b1, 1, ..., 1︸ ︷︷ ︸
c1
, b2, 1, ..., 1︸ ︷︷ ︸
c2
, b3, ..., 1, ..., 1︸ ︷︷ ︸
ck−1
, bk, 1, ..., 1︸ ︷︷ ︸
ck
, bk+1, ...].
Now
Qk = qtk+1(x), k = 1, 2, 3, ....
We see that for tk 6 t < tk+1
Sx(t) =
k−1∑
j=0
cj +
k−1∑
j=1
bj + bk + t− tk 6 1 + κ1tk + log tk
log 2
+ ψ(tk) + t− tk 6 κ1t + log t
log 2
+ ψ(t).
So for x onstruted the inequality (7) from the statement (ii) of Theorem 1 is true. At the same
time from (13) and (84) and the upper bound from (85) we see that∣∣∣?(ptk+1−1qtk+1−1
)
−?
(
ptk+1
qtk+1
)∣∣∣∣∣∣ptk+1−1qtk+1−1 − ptk+1qtk+1
∣∣∣ =
qtk+1qtk+1−1
2a1+...+atk+1
6
16Q2k−1λ
2ck
1 bk+1
2
Pk
j=0 cj+
Pk+1
j=1 bj
6
32Q2k−1λ
2ck
1 bk+1
2κ1tk+1+
log tk+1
log 2
+ψ(tk+1)
6 2−
ψ(tk+1)
2 → 0
as k → ∞. From the other hand from (13) we dedue by means of (82) and the lower bound from
(85) the following inequality: ∣∣∣?(ptk−2qtk−2
)
−?
(
ptk−1
qtk−1
)∣∣∣∣∣∣ptk−2qtk−2 − ptk−1qtk−1
∣∣∣ =
qtk−1qtk−2
2a1+...+atk−1
>
>
(
∏k−1
j=1 bj)× λ
2
Pk−1
j=0 cj−2k
1
2
Pk−1
j=0 cj+
Pk−1
j=1 bj
>
(
∏k−1
j=1 bj)× λ
2
Pk−1
j=0 cj−2(k−1)
1
2κ1ck−1
>
k−1∏
j=1
bj →∞, k →∞.
So ?′(x) does not exist.
Statement (ii) of Theorem 1 is proved.
11.3. Proof of Theorem 2 statement (i). Let tm < t 6 tm+1. Suppose m to be large
enough. We see from (63) of Lemma 13 that
Dt > Dtm+1 >
√
2 log λ1 − log 2
log 2
·
√
tm log tm · (1− t−ψ(tm)m ). (86)
We apply (61) of Lemma 13 to see that
tm > t− Dtm
κ1 − 1 − 1 > t−
Dt
κ1 − 1 − 1. (87)
We substitute (87) into (86) and obtain the result of the statement (i) from Theorem 2.
11.4. Proof of Theorem 2 statement (ii). Put
bk =
[
2k log(k + 3)
log 2
]
, k = 1, 2, 3, ...
and dene
c0 = 2, ck = max
(
1;
[
bk − 2 log(24bk)/ log 2
κ1 − 1
])
,
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tk =
k∑
j=0
cj + k.
Then as λ21/2 = 2
κ1−1
we have for all k large enough (k > k0(x))(
λ21
2
)ck
6
2bk
28b2k
. (88)
We take x of the form
x = [a1, ..., at, ...] = [1, ..., 1︸ ︷︷ ︸
c0
, b1, 1, ..., 1︸ ︷︷ ︸
c1
, b2, 1, ..., 1︸ ︷︷ ︸
c2
, b3, ..., 1, ..., 1︸ ︷︷ ︸
ck−1
, bk, 1, ..., 1︸ ︷︷ ︸
ck
, bk+1, ...].
Now as λ21/2 > 1 for any c 6 ck (with k > k0(x)) we see that
q2tk−c
2Sx(tk−c)
6
26q2tk−1λ
2(ck−c)
1 b
2
k
2Sx(tk−1)+ck+bk−c
6
26q2tk−1b
2
k
2Sx(tk−1)
·
(
λ21
2
)ck
and by (88) we have
q2tk−c
2Sx(tk−c)
6
1
2
· q
2
tk−1
2Sx(tk−1)
6
1
2k
·
q2tk0
2Sx(tk0 )
→ 0, k →∞.
So
q2r
2a1+...+ar
→ 0, r →∞
and we apply Lemma 2 to see that ?′(x) = 0.
Now we must prove an upper bound for Sx(t). By the denition of cj we have the following lower
bound for the values of tk:
tk =
k∑
j=0
cj + k =
k0−1∑
j=0
cj +
k∑
j=k0
cj + k >
k2 log k
(κ1 − 1) log 2
(
1− 32
k
)
.
So
k 6
√
2(κ1 − 1) log 2 ·
√
tk
log tk
+ 64, ck+1 6
√
2
(κ1 − 1) log 2 ·
√
tk log tk + 2
7 log tk.
From the denition of cj we dedue that
cj >
1
κ1 − 1
(
bj − log(16bj)
log
√
2
− 1
)
or
bj 6 (κ1 − 1)cj + 2
log 2
log j + 4 log log(j + 3).
Now we ombine all the estimates behind and dedue an upper bound for Dt from the range tk <
t 6 tk+1:
Sx(t)− κ1t = Sx(tk+1 − (tk+1 − t))− κ1(tk+1 − (tk+1 − t)) = Sx(tk+1)− κ1tk+1 + (tk+1 − t)(κ1 − 1) 6
6 Sx(tk+1)− κ1tk+1 + (κ1 − 1)ck+1 =
k∑
j=0
cj +
k∑
j=1
bj − κ1
(
k∑
j=0
cj + k
)
+ (κ1 − 1)ck+1 =
28
= (1− κ1)
k∑
j=0
cj +
k∑
j=1
bj − κ1k + (κ1 − 1)ck+1 6 (κ1 − 1)ck+1 + 2k log k
log 2
+ 8k log log k 6
6 2
√
2(κ1 − 1)
log 2
·
√
tk log tk + 2
6
√
tk
log tk
log log tk 6 2
√
2(κ1 − 1)
log 2
·
√
t log t+ 26
√
t
log t
log log t.
Statement (ii) of Theorem 2 is proved.
11.5. Proof of Theorem 3 statement (i). By Lemma 2 it is suient to prove that we
have
q2t (x) = o(2
Sx(t)), t→∞. (89)
Case 1. Sx(t) < 4.9t.
Remind that κ2 > 4.1.
From (8) it follows that ϕ2(t) 6 C. So the rst statement of Lemma 14 leads to the bound (89).
Case 2. 4.9t 6 Sx(t) 6 5t.
Here ϕ2(t) 6 −0.4t. So the seond statement of lemma 14 leads to the result of Theorem 3.
Case 3. Sx(t) > 5t.
Take t > 100. Consider a sequene
a1, ..., aj−1, aj , aj+1, ..., at (90)
with the sum
a1 + ...+ aj + ...+ at = Sx(t).
We may replae this sequene by the sequene
a1, ..., aj−1, 1, aj − 1, aj+1, ..., at.
Then the sum of the digits does not hange but the length of the sequene inreases by 1. Applying
this replaement several times instead of the sequene (90) we obtain a sequene
b1, ...., bt′
with the same sum of digits
S ′(t′) = Sx(t)
suh that
S ′(t′) 6 5t′.
As t > 100 we see that S ′(t′) > 4.9t′.
Note that
〈a1, ..., aj−1, aj, aj+1, ..., at〉 6 〈a1, ..., aj−1, 1, aj − 1, aj+1, ..., at〉.
So
〈a1, ..., at〉 6 〈b1, ...., bt′〉.
Now we derive an upper bound for the ontinuant 〈1, 1, b1, ...., bt′〉 from the seond statement of
Lemma 14. Now (89) follows analogously to the ase 2.
Statement (i) of Theorem 3 is proved.
11.6. Proof of Theorem 3 statement (ii). We must onstrut a number x suh that ?′(x)
does not exist but (9) holds for all t. Put
x = [5, ..., 5︸ ︷︷ ︸
c1
, 4, ..., 4︸ ︷︷ ︸
b1
, 5, ..., 5︸ ︷︷ ︸
c2
, 4, ..., 4︸ ︷︷ ︸
b2
, ..., 5, ..., 5︸ ︷︷ ︸
ck
, 4, ..., 4︸ ︷︷ ︸
bk
, ...], (91)
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tk =
k∑
j=1
(cj + bj) (92)
where ck, bk are dened by the following indutive proedure.
Let t0 = c0 = b0 = 0. Now suppose that c0, b0, ..., ck−1, bk−1 are dened. For a natural ck we dene
bk = b(ck) =
[
(5− κ2)ck + ψ(tk−1 + ck)− ψ(tk−1)
κ2 − 4
]
,
Q(tk) = 〈5, ..., 5︸ ︷︷ ︸
c1
, 4, ..., 4︸ ︷︷ ︸
b1
, 5, ..., 5︸ ︷︷ ︸
c2
, 4, ..., 4︸ ︷︷ ︸
b2
, ..., 5, ..., 5︸ ︷︷ ︸
ck−1
, 4, ..., 4︸ ︷︷ ︸
bk−1
, 5, ..., 5︸ ︷︷ ︸
ck
, 4, ..., 4︸ ︷︷ ︸
b(ck)
〉,
S(tk) =
k−1∑
j=1
(5cj + 4bj) + 5ck + 4b(ck).
We take ck to be large enough to satisfy the ondition
Q(tk)
2
2S(tk)
> 1. (93)
It is possible to do as from the denition (4) of κ2 we have
λ
2(κ2−4)
5 λ
2(5−κ2)
4
2κ2
= 1
and so
Q(tk)
2
2S(tk)
≫ λ
2ck
5 λ
2b(ck)
4
25ck+4b(ck)
≫
(
λ54
λ45
) 2ψ(tk−1+ck)
κ2 →∞, ck →∞.
So given c0, b0, ..., ck−1, bk−1 we dene ck, bk = b(ck). Real x is dened by its ontinued fration
expansion. So qtk(x) = Q(tk) and Sx(tk) = S(tk).
As for any k we have (93) we see that the equality ?′(x) = 0 is not possible. It is not diult to
see from the onstrution that in the ase ψ(t) = o(
√
t) the derivative ?′(x) does not exist. (In fat
it follows from Theorem 4.)
Consider t from the interval tk−1 < t 6 tk. This interval an be divided into two intervals:
tk−1 < t 6 tk−1 + ck (the rst interval) and tk−1 + ck < t 6 tk = tk−1 + ck + bk (the seond interval).
In the rst interval as 5 > κ2 and ψ(·) inreases we have
Sx(t) = Sx(tk−1) + 5c > κ2tk−1 − ψ(tk−1) + 5c > κ2(tk−1 + c)− ψ(tk−1 + c)
(here c = t− tk−1) and everything is ne. In the seond interval for any b 6 bk we have
Sx(tk−1 + ck + b) = Sx(tk−1) + 5ck + 4b > κ2tk−1 − ψ(tk−1) + 5ck + 4b =
= κ2(tk−1 + ck + b)− ψ(tk−1) + (5− κ2)ck − (κ2 − 4)b > κ2(tk−1 + ck + b)− ψ(tk−1 + ck) >
> κ2(tk−1 + ck + b)− ψ(tk−1 + ck + b).
Statement (ii) of Theorem 3 is proved.
11.7. Proof of Theorem 4 statement (i). As ?′(x) = +∞ we see by Lemma 2 that
qt(x)
2
Sx(t)
2
→∞, t→∞.
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So by formula (75) from Remark 2 to Lemma 14
ϕ2(t) > G(σ2(a1, ..., at) + ρ(d1, ..., dt)), G =
κ2 log(1 + (4 · 78)−1)
2(5 logλ4 − 4 log λ5)
for t large enough (here we use the notation from the proof of Lemma 14, see also Remark 1 to
Lemma 14).
If σ2(a1, ..., at) + ρ(d1, ..., dt) >
√
t/10 then ϕ2(t) > G
√
t/10 and (10) follows.
If σ2(a1, ..., at)+ρ(d1, ..., dt) <
√
t/10 then ρ(d1, ..., dt) <
√
t/10. Consider the sequene 1, 1, d1, ..., dt
from the proof of Lemma 14. We should note that κ2 > 4.4 Hene the number of partial quotients
among d1, ..., dt whih are equal to 5 is not less than 0.4t. At the same time these partial quotients
are distributed into not more than ρ(d1, ..., dt) <
√
t/10 bloks. So there exist k > 0.4t/0.1
√
t = 4
√
t
onseutive digits dν+1, ..., dν+k equal to 5. So σ2,t <
√
t/10 < k/40. We onsider the sequene
1, 1, d1, ..., dτ = 1, 1, d1, ..., dν , 5, ..., 5︸ ︷︷ ︸
k
, τ = ν + k 6 t.
Remind that under the onditions of Theorem 4 we have ?′(x) = +∞. From Lemma 2 for t large
enough we dedue the following inequalities (here we take into aount Remark to the Denition of
the unit variation and Remark 1 to lemma 14):
28 6
q2τ (x)
2Sx(τ)
6
(2σ2(a1,...,at) × 〈1, 1, d1, ..., dν , 5, ..., 5︸ ︷︷ ︸
k
〉)2
2Sx(τ)
6
6
(2σ2(a1,...,at) × 〈1, 1, d1, ..., dν , 5, ..., 5︸ ︷︷ ︸
k
〉)2
2d1+...+dν+5k−σ2(a1,...,at)
6 23σ2(a1,...,at)+2 ·
(
λ25
25
)k
· 〈1, 1, d1, ..., dν〉
2
2d1+...+dν
.
As dj ∈ {4, 5} we have 4ν 6 d1 + ...+ dν 6 5ν. From the seond part of Lemma 14 we have
〈1, 1, d1, ..., dν〉2
2d1+...+dν
6 26 ·
(
λ54
λ45
)2·κ2ν−d1−...−dν
κ2
.
But
κ2ν − (d1 + ... + dν) = ϕ2,x(ν) + θσ2(a1, ..., at), |θ| 6 1.
Now
28 6 23σ2(a1,...,at)+8 ·
(
λ25
25
)k
·
(
λ54
λ45
)2(ϕ2,x(ν)+σ2(a1,...,at))
6 2
3k
40
+8 ·
(
λ25
25
)k
·
(
λ54
λ45
)2ϕ2(ν)+ 2k40
.
So
1 6
(
λ725 λ
10
4
2197
)k
·
(
λ4004
λ3205
)ϕ2(ν)
and ϕ2(ν) > 0.0005k > 0.002
√
t. So Statement (i) of Theorem 4 is proved.
11.8. Proof of Theorem 4 statement (ii). We shall onstrut x in the from (91), tk should
be dened as in (92). Of ourse the hoise of parameters cj , bj will be dierent from that from the
Theoerm 3 (statement (ii)). Put
c1 = 100, bk = 100 + 10k, ck+1 =
[
bk(log λ4 − log 4)− log 60
5 log
√
2− log λ5
]
,
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Then
ck+1 =
bk(log λ4 − log 4)
5 log
√
2− log λ5
− 70θ = κ2 − 4
5− κ2 × bk − 70θ, 0 6 θ < 1.(
λ25
25
)ck−1(λ24
24
)bk−1
> 2,
λ25
25
< 1 <
λ24
24
.
Now
q2tk−1+ck(x)
2Sx(tk−1+ck)
>
q2tk−2+ck−1(x)
2Sx(tk−2+ck−1)
×
(
λ25
25
)ck−1(λ24
24
)bk−1
> 2
q2tk−2+ck−1(x)
2Sx(tk−2+ck−1)
≫ 2k → +∞
as k →∞. But for c 6 ck we have
q2tk−1+c(x)
2Sx(tk−1+c)
>
q2tk−1+ck(x)
2Sx(tk−1+ck)
.
Also for any b > 1 we have
q2tk−1+ck+b(x)
2Sx(tk−1+ck+b)
>
q2tk−1+ck(x)
2Sx(tk−1+ck)
×
(
λ24
24
)b
>
q2tk−1+ck(x)
2Sx(tk−1+ck)
.
So
q2t (x)
2Sx(t)
→ +∞, t→∞
and ?′(x) = +∞.
Now we see that
ϕ2(tk) = κ2tk − Sx(tk) 6 ϕ2(tk−1) + (κ2 − 4)bk − (5− κ2)ck =
= ϕ2(tk−1)+(κ2−4)bk−1−(5−κ2)ck+(κ2−4)(bk−bk−1) = ϕ2(tk−1)+70(5−κ2θ)+10(κ2−4) (94)
(here ϕ2(·) is dened in (69)).
So we obtain reursive inequality
ϕ2(tk) 6 ϕ2(tk−1) + 400
and ϕ2(tk) 6 400k, while
tk >
k∑
j=1
bj > 5k
2.
From the other hand (94) leads to
ϕ2(tk) > ϕ2(tk−1).
Moreover in the example under onsideration for any k the funtion d 7→ ϕ2(tk−1 + d) dereases in
the interval 0 6 d 6 ck and inreases in the interval ck 6 d 6 ck + bk. It follows from the equality
ϕ2(tk−1 + d) = ϕ2(tk−1)− (5− κ2)d, 0 6 d 6 ck,
and from the equality
ϕ2(tk−1 + d) = ϕ2(tk−1 + ck) + (κ2 − 4)(d− ck), ck 6 d 6 ck + bk.
Hene in the interval 0 6 d 6 ck + bk one has
ϕ2(tk−1 + d) 6 ϕ2(tk).
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Let tk−1 6 t < tk. then
ϕ2(t) 6 ϕ2(tk) 6 400k 6 400
√
tk/5 6 400
√
t/5 · (tk/tk−1) 6 200
√
t
for t large enough. Theorem 4 is proved.
11.9. Proof of Theorem 5 statement (i). Remind that κn <
n+1
2
and from (11) we have
ϕn(t) = κnt− Sx(t) > −C. Note that the funtions gx(t) dened in (77) inreases in t.
We onsider two ases.
Case 1. gx(t)→∞, t→∞;
Case 2. gx(t) is bounded as t→∞.
In the ase 1 the result follows from Lemmas 1 and 15 (part 1).
In the ase 2 irrational x has the following ontinued fration expansion: x = [a1, ..., aT , 1]. So
obviously ?′(x) = +∞. Statement (i) of Theorem 5 is proved.
11.10 Proof of Theorem 5 statement (ii). The proof is lose the the proof of Theorem 3
statement (ii). It is neessary to onstrut a number x suh that ?′(x) does not exist but (12) holds
for all t. Dene
x = [1, ..., 1︸ ︷︷ ︸
c1
, 1, n, 1, n, ..., 1, n︸ ︷︷ ︸
2b1 digits
, 1, ..., 1︸ ︷︷ ︸
c2
, 1, n, 1, n, ..., 1, n︸ ︷︷ ︸
2b2 digits
, ..., 1, ..., 1︸ ︷︷ ︸
ck
, 1, n, 1, n, ..., 1, n︸ ︷︷ ︸
2bk digits
, ...], (95)
tk =
k∑
j=1
(cj + 2bj). (96)
Here ck, bk we dene indutively. Put t0 = c0 = b0 = 0. Now suppose that c0, b0, ..., ck−1, bk−1 are
dened. For a natural ck we dene
bk = b(ck) =
[
(κn − 1)ck + ψ(tk−1 + ck)− ψ(tk−1)
n− 2κn + 1
]
.
Now
Q(tk) = 〈1, ..., 1︸ ︷︷ ︸
c1
, 1, n, 1, n, ..., 1, n︸ ︷︷ ︸
2b1 digits
, 1, ..., 1︸ ︷︷ ︸
c2
, 1, n, 1, n, ..., 1, n︸ ︷︷ ︸
2b2 digits
, ..., 1, ..., 1︸ ︷︷ ︸
ck
, 1, n, 1, n, ..., 1, n︸ ︷︷ ︸
2bk digits
〉,
S(tk) =
k∑
j=1
(cj + (n + 1)bj).
Take ck to be large enough to satisfy the ondition
Q(tk)
2
2S(tk)
6 1.
It is possible to do as from the denition () of κn we have
λ
2(n−2κn+1)
1 µ
κn−1
n
2(n−1)κn
= 1.
So one an easily see that in the ase ψ(t) = o(
√
t) the derivative ?′(x) does not exist (by Theorem
6). To prove that for all t the inequality (12) is valid we need to perform the alulations similar to
those from the proof of Theorem 3 statement (ii).
Statement (ii) of Theorem 5 is proved.
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11.11. Proof of Theorem 6 statement (i).
We shall give a skethed proof only. The proof follows the steps of the proof of Theorem 4
statement (i) Suppose that all partial qoutients of x are bounded by n and ?′(x) = 0. Analogously
to the funtion σ1(a1, ..., at) dened in Lemma 6 we must onsider a little bit more diult funtion
σ
(n)
1 (a1, ..., at). The denition is as follows.
Given the sequene of partial qoutients a1, ..., at we enumerate all of them dierent from 1, n in
the non-dereasing order:
1 < ai1 6 ai2 6 ... 6 aik < n, k 6 t
(so exatly t−k partial quotients are equal to 1 or n). Put formally ai0 = 1, aik+1 = n. Now to dene
σ
(n)
1 = σ
(n)
1 (a1, ..., at) we put
σ
(n)
1 (a1, ..., at) =
k∑
j=0
(n− 1− (aij+1 − aij )).
We should note that σ
(n)
1 (a1, ..., at) > 0 and in the ase k > 1 we have σ
(n)
1 (a1, ..., at) > 0. Then
analogously to (39) Lemma 6 we dedue
〈1, 1, a1, a2, ..., at〉 >
(
1 +
1
16(n+ 2)3
)σ(n)1 −n+1
2n−2
× min
(b1,b2,...,bt)∈Un(t,s)
〈1, 1, b1, b2, ..., bt〉. (97)
If Sx(t) >
n+1
2
t then for suh t theorem is proven by n+1
2
> κn+
1
2
. Moreover, by the same reasons
theorem is valid in the ase when there exists ν suh that
√
t 6 ν 6 t and Sx(ν) >
(
n+1
2
− 1
10
)
ν. It
follows from the inequality
max
u6t
(Sx(u)− κnu) > Sx(ν)− κnν >
(
n+ 1
2
− 1
10
− κn
)
ν >
√
t
3
.
Hene we may assume that for all ν from the interval
√
t 6 ν 6 t we have
Sx(ν) <
(
n+ 1
2
− 1
10
)
ν,
√
t 6 ν. (98)
So the onditions of Lemmas 10, 11 are satised. As Sx(t) 6
n+1
2
t and r1(t) >
t
2
we may do the
following. Analogously to Lemma 15 we apply (97) and Lemma 11 to get the inequality
〈1, 1, a1, ..., at〉 > Cn ×
(
1 +
1
4(n+ 2)8
)g(n)x (t)
×
(
λn+11
µn
) ϕn(t)
(n−1)κn
× 2Sx(t)2 (99)
with
g(n)x (t) =
σ
(n)
1 (a1, ..., at)
2n− 2 + ω(d1, ..., dt).
Here Cn is the same as in the formula (78) from Lemma 15. The algorithm from the proof of Lemma
6 (part 1) is also modied: given a sequene ai1 , ..., aik with the smallest element ai1 > 1 and the
largest element aik < n we replae them by ai1 − 1 and aik + 1 orrespondingly and then enumerate
all the elements of the new sequene (whih are not equal to 1 or n) in non-dereasing order again.
Moreover we remark here that at eah step of the algorithm desribed the value of σ
(n)
1 (a1, ..., at)
dereases at least by 4 but not more than 2n−2. The sequene d1, ..., dt is just the sequene appearing
from a1, ..., at after all unit variations.
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Now form Lemma 1 and (99) we have for t large enough
−ϕn(t) > g
(n)
x (t)
16(n+ 2)8
.
Put
M =
1
10(n+ 2)2
. (100)
Now we onsider two ases.
If g
(n)
x (t) >M
√
t then
max
u6t
(−ϕn(u)) > −ϕn(t) > M
16(n+ 2)8
×√t
and theorem follows.
Consider the ase g
(n)
x (t) 6M
√
t.
The proof of the formula (99) uses three stages. The rst step is the proess of transformation
of the initial sequene of partial qoutients a1, ..., at into the sequene d1, ..., dt with elements 1 and
n (with a possible exeption of one element) by means of a ertain sequene of unit variations.
The seond and the third stages are related to Lemma 11. The seond stage uses permutations to
transform the sequene d1, ..., dt into the sequene in whih there is no onseutive elements equal
to n. The third stage ollets together bloks of the form 1, 1, ..., 1. In order to prove Theorem 6 we
need to onsider what happens after the rst and the seond stages of the proess are ompleted.
From the denition of g
(n)
x (t) as ω(d1, ..., dt) > −1 we see that
σ
(n)
1 (a1, ..., at) 6 (g
(n)
x (t) + 1)(2n− 2) 6 2C(n− 1)
√
t+ 2n.
So the rst stage takes not more than σ
(n)
1 /4 = (M(n− 1)
√
t+ n)/2 unit variations.
As ∑
j6t−1: dj>2
δ(dj, dj+1) 6 g
(n)
x (t) + 1 6M
√
t+ 1
we have done not more than M
√
t+ 1 permutations during the seond step of the proess.
So we see that for t large enough rst two stages of the algorithm uses not more than (M(n −
1)
√
t+ n)/2 +M
√
t+ 1 6 Mn
√
t unit variations and substitutions.
Moreover,
t−2∑
j=1
(1− δ(d∗j , d∗j+2)) 6 g(n)x (t) + 1 6M
√
t+ 1.
So ∑
√
t6j6t−2
(1− δ(d∗j , d∗j+2)) 6M
√
t+ 1.
Put γ = [
√
t] + 1. We see that after the rst and the seond stages are ompleted the sequene
of partial quotients aγ , aγ+1, .., at onsist of not more than M
√
t + 2 onseutive bloks of the form
1, 1, ..., 1 or 1, n, 1, n, ...., 1, n. Note that there is not more than M
√
t+2+1
2
6 M
√
t bloks 1, 1, ..., 1
among them (for t large enough).
Remind that
κn 6 κ5 < 2.5 <
n+ 1
2
.
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So the total number of elements 1 in all bloks of the form 1, 1, ..., 1 from the interval [1, t] is not less
than t/10. Hene the number of elements 1 in bloks of the form 1, ..., 1 from the interval [γ, t] is not
less than t/10−√t. These elements are loated in not more than M√t bloks. Hene there exist a
blok 1, 1, ..., 1 of the length
k >
√
t
10M
− 1
M
. (101)
Let now d∗1, ..., d
∗
t denotes the sequene of partial quotients whih appears after the rst and the
seond stages of the proess. We onsider the initial part of the sequene d∗1, ..., d
∗
t with k units at
the end:
1, 1, d∗1, ..., d
∗
τ = 1, 1, d
∗
1, ..., d
∗
ν 1, 1, ..., 1︸ ︷︷ ︸
k
, τ = ν + k 6 t, ν >
√
t.
Note that every elementary proedure of the rst and the seond stage of the proess (unit variation
or permutation) hanges the ontinuant 〈1, 1, a1, ..., aν〉 or 〈1, 1, d1, ..., dν〉, not more than by the fator
2(n + 1)2. Really, for unit variations it follows from Remark after Denition 1; for substitutions it
follows from (29). To see this one an take a sequene of the form
C = n, 1, n, 1, ..., n, 1 or C = 1, n, 1, n, ..., 1, n
in the substitution K → Ψ(A,B,C) from Lemma 7. Note that this hoie of the sequene C leads
to the following result. Eah unit variation or substitution during the rst and the seond stages
hanges the value Sx(ν) not more than by n − 1. The total number of proedures does not exeed
Mn
√
t. Hene |Sx(ν)−(d∗1+...+d∗ν)| 6 Mn2
√
t. So κnν−(d∗1+...+d∗ν) = ϕn,x(ν)+θ·Mn2
√
t, |θ| 6 1.
The onditions of Lemma 15 (part 1) are still valid for the number x∗ = [d∗1, ..., d
∗
ν , ...] whih appears
from x = [a1, ..., aν , ...] after the rst and the seond stages are ompleted. This fat follows from
(98) and the inequality Mn2 6 1/10 as
d∗1 + ... + d
∗
ν <
(
n + 1
2
− 1
10
)
ν +Mn2
√
t 6
(
n+ 1
2
− 1
10
+Mn2
)
ν 6
n + 1
2
ν.
As ?′(x) = 0 Lemma 1 and the above arguments lead to
1
16λ41 · (λ
2
1
2
)1/M
>
(qτ−1)
2
2Sx(τ)
>
〈1, 1, a1, ..., aτ−1〉2
2Sx(τ)+6
>
〈1, 1, d∗1, ..., d∗ν , 1, 1, ..., 1︸ ︷︷ ︸
k−1
〉2
(2(n+ 1)2)Mn
√
t × 26+d∗1+...+d∗ν+k)+Mn2√t >
>
4
26λ41
× 1
n4Mn
√
t · 2Mn2√t ×
(
λ21
2
)k
× 〈d
∗
1, ..., d
∗
ν〉2
2d
∗
1+...+d
∗
ν
.
We apply (101) and Lemma 15 (part 1) for the sequene d∗1, ..., d
∗
ν and obtain the inequality
1 >
(λ21/2)
√
t
10M
4Mn2
√
t
×
(
λn+11
µn
)2κnν−(d∗1+...+d∗ν)
(n−1)κn
>
(λ21/2)
√
t/(10M)
4Mn2
√
t
×
(
λn+11
µn
)2ϕn,x(ν)−Mn2√t
(n−1)κn
.
The last inequality leads to
−ϕn,x(ν) >
√
t
(n + 2)3
.
Theorem 6 statement (i) is proved.
11.12. Proof of Theorem 6 statement (ii).
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We shall onstrut x in the form (95). Values of tk should be dened as in (96). Of ourse the
hoie of parameters cj , bj will be dierent of them from the Theorem 5 statement (ii).
Put
c1 = 100, bk = 100 + 10k, ck+1 =
[
bk((n+ 1) log 2− 2 logµn)− 10
2 log λ1 − log 2
]
.
Then
ck+1 =
bk((n + 1) log 2− 2 logµn)
2 log λ1 − log 2 − 70θ 6
n− 2κn + 1
κn − 1 bk − 70θ, 0 6 θ 6 1.
So
4
(
λ1√
2
)ck ( µn√
2
n+1
)bk−1
6
1
2
,
µn√
2
n+1 < 1 <
λ1√
2
. (102)
In the sequel the proof follows the steps of the proof of Theorem 4 statement (ii). Inequalities (102)
lead to
q2t (x)
2Sx(t)
→ 0, t→∞. So ?′(x) = 0.
Moreover, for ϕn(t) we have
−ϕn(tk) = Sx(tk)− κn(tk) = −ϕn(tk−1) + (n + 1− 2κn)bk − (κn − 1)ck =
= −ϕn(tk−1) + (n+ 1− 2κn)bk−1 − (κn − 1)ck + (n+ 1− 2κn)(bk − bk−1) 6 −ϕn(tk−1) + 30n.
So we have reursive inequality
−ϕn(tk) 6 −ϕn(tk−1) + 30n
and
−ϕn(tk) 6 30kn.
At the same time
tk >
k∑
j=1
bj > 5k
2.
The monotoniity of the funtion d 7→ −ϕn(tk−1 + d) in the interval 0 6 d 6 ck + 2bk is proved by
the same arguments as in the proof of Theorem 4 statement (ii). As a result we have
−ϕn(tk−1 + d) 6 −ϕn(tk).
Hene for tk−1 6 t < tk we have
−ϕn(t) 6 −ϕn(tk) 6 30kn 6 30n
√
tk/5 6 30n
√
t/5 tk/tk−1 6 15n
√
t
for t large enough. Theorem 6 statement (ii) is proved.
11.13. Proof of Theorem 7.
It is suient to dedue a lower bound for the ontinued fration denominator
q2t (x) > (2 + ε)
Sx(t)
(103)
for some positive ε. By Lemma 5 statement 1 we may assume that all partial quotients are equal 1
or 4. Applying Lemma 7 we see that
qt(x) >
1
8
· 〈1, 1, d1, ..., dk, 4, ..., 4︸ ︷︷ ︸
m
, b1, ..., bl〉
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for ertain m = m(t), k = k(t), l = l(t) where sequenes d1, ..., dk and b1, ..., bl onsist of elements 1
and 4; moreover there is no two onseutive 4 in both of these sequenes. Then
〈4, ..., 4︸ ︷︷ ︸
m
〉 > λm−14 .
For ontinuants
〈d1, ..., dk〉, 〈b1, ..., bl〉
the inequality (76) is true and we apply formula (80) from Lemma 15 (part 2). So
〈d1, ..., dk〉 ≫ µ
d1+...+dk
5
4 , 〈b1, ..., bl〉 ≫ µ
b1+...+bl
5
4 .
Now
qt(x)≫ µ
d1+...+dk+b1+..+bl
5
4 λ
m
4 .
As µ
1/5
4 > 1.42 >
√
2, λ4 > 4.2 we have (103) with ε = 0.001. Theorem 7 is proved.
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