solution of the eikonal equation is illustrated by several examples using forward and reverse propagation of 'curved wavefronts. From these examples, it is shown that first-arrival wavefronts are generally non-reversible. This is relevant for tomographic applications which often use only first-arrival information. In order to obtain unique reverse propagation, multi-valued traveltimes must be accounted for. This is similar to difficulties encountered in traveltime inversion for 1-D structure when only first-arrivals are used.
INTRODUCTION
In this paper, several methods for the solution of the eikonal equation are investigated. The eikonal equation is frequently solved using characteristics. This involves solving the ray equations in a combined coordinate and ray parameter phase space and then integrating the traveltime along these rays (Aki & Richards 1980; Cerveng er af. 1977; Cervenf 1985a Cervenf , 1991 . Physically, rays are the trajectories along which high-frequency energy flows. A number of efficient methods for solving the ray equations have been developed (Julian & Gubbins 1977 ; Pereya er af. 1980; Langan er af. 1985; Virieux er af. 1988; Cerveng 1991).
Approximate methods for the solution of time-fields can also be used. From Fermat's principle, first-order changes in traveltime from changes in the medium can be found by integrating along prior, initial ray trajectories. An alternative approximate method involves solving linearized ray equations for changes in the rays and then integrating the traveltimes along the new ray trajectories. These approximate methods can be used to compute traveltimes in more complicated media from results in simpler, initial media. Approximate traveltimes can also be used for the computation of sensitivity operators for tomographic and inversion applications.
The eikonal equation can also be solved directly in coordinate space without rays. An early example of the construction of wavefront diagrams was given by Thornburgh (1930) . A graphical determination of wavefronts known as the method of time-fields was developed by Riznichenko (1946) and later computerized. Recently, Vidale (1988) formulated a finite-difference method to solve the eikonal equation directly.
A difficulty in the direct solution of the eikonal equation is the general multi-valued nature of the time-field, for example within caustic envelopes. The finite-difference solution of Vidale (1988) avoids this ambiguity by tracking only minimum arrival times. In the examples, the finite-difference solution for first-arrival wavefronts is found to be very computationally efficient. In three dimensions, this efficiency results from the reduction from a sixdimensional phase space, used for complete ray tracking, to a three-dimensional coordinate space used in the finitedifference solution. For the computation of secondary arrivals and triplications, the more complete ray tracking is required.
Several examples of solutions of the eikonal equation are presented. As a first example, ray solutions and approximate traveltime solutions for an initially curved wavefront are given. The direct solution of the eikonal equation for first-arrival wavefronts is then illustrated by several examples of forward and reverse propagation of curved wavefronts. From these examples, it is shown that first-arrival wavefronts are in general non-reversible because of the loss of first-arrival wavefronts during forward propagation. This has important implications for tomography algorithms that often use only first-arrival information. In order to obtain a unique reverse propagation, the complete time-fields must be taken into account. This is similar to difficulties encountered in travel-time inversion for one-dimensional structure when only first-arrival traveltimes are used (Healy 1963; Aki & Richards 1980 ).
SOLUTIONS OF T H E EIKONAL

EQUATION
In this section, an overview of different methods for the solution of the eikonal equation is given. The eikonal equation for P-and S-waves results from the substitution of the ray series solution into the elastic equation of motion (Cervenf et al. 1977; Cervenf, 1985a; Cervenf 1991) . The leading term in the high-frequency limit gives the P-and S-particle motions and traveltimes, T(xl).
For an isotropic medium, the equation for T ( x j ) can be written
where T i = aT/dxi and u(x) = l/v(x) is the material slowness for either P-or S-waves. In terms of a ray Hamiltonian, this can be written For the choice of Hamiltonian in equation (l), then u = r, the time along a ray, and
The solution of equations (2a, b) gives: (1) the 'characteristics' or 'rays' of equation (1) _ --1.
The traveltime along the rays can be written as Physically, rays are the trajectories along which high-frequency vibrational energy flows (cervenj 1985a, 1991) . Fig. 1 is an illustration of ray trajectories in vertically varying velocity structure with a mild, linear velocity gradient over a steeper one. For an isotropic medium, the rays are locally perpendicular to the wavefronts of constant phase. As a result of the velocity increase, a caustic envelope has been generated in Fig. 1 . Outside the caustic envelope, the traveltime is single-valued. However, within the caustic envelope the traveltime is multiply defined.
The ray trajectories can be derived directly from equation (3) where To,i = dTo/2xi. With uo as a constant background slowness and T = 0 on an initial planar surface, z = 0, then
The term is similar to the integration of the perturbed slowness along the initially straight rays based on Fermat's principle.
The explicit, graphical solution of the eikonal equation has been performed by a number of researchers. An early example is Thornburgh (1930) . Riznichenko (1946) developed a graphical determination of successive time wavefronts known as the method of time-fields, which was later computerized (Cerveng 1985a).
Recently, finite-difference methods have been applied to the explicit solution of the eikonal equation for the solution of the time-field. Vidale (1988) considered an explicit finite-difference solution of the eikonal equation in which local plane wavefronts or local spherical wavefronts are used within cells of a spatial grid. Recent work suggests that the plane wave approximation within cells is better behaved (Vidale, personal communication) . Another explicit numerical solution of the eikonal solution is that of Reshef & Kosloff (1986) . A difficulty in the direct, numerical solution of the eikonal equation is the potentially multi-valued nature of the time-field (see Fig. 1 ). The method of Vidale (1988) attempts to avoid this ambiguity by tracking just the minimum time-field. In contrast, ray methods resolve multi-valued time-fields by embedding the problem in a larger phase space in which the triplications are unfolded. The finite-difference solution of the eikonal equation has been found to be very efficient when just the first-arrival times are required.
Applications of the finite-difference solution of the eikonal solution include that of Vidale (1990) for three-dimensional applications and Nelson & Vidale (1990) for earthquake location. For large velocity contrasts, extensions of the basic finite-difference solution of Vidale (1988) may be required (Podvin & Lecomte 1991) . Van Trier & Symes (1991) recently solved the eikonal equation by techniques used for solving non-linear conservation laws. Several applications of the finite-difference solution of the eikonal equation for an initially curved wavefront will be shown in the examples.
Evanescent waves and tracking of beam-fields can be analysed by solving the eikonal equation with complex phase (Einziger & Felsen 1982) . The time-field T ( x ) again satisfies the eikonal equation, but now is complex with
T ( x ) = T R ( x ) + i T ( x )
, where TR and T, are real, scalar fields. Equation (la) for complex T is satisfied if (VTR)2 -(VT,)' = u'(x) and VT, VT, = 0, For a valid ray trajectory, the middle term is zero. Setting the middle integrand to zero reduces to the ray equations. The first term in equation (4) gives the first-order changes in the traveltime from changes in the endpoints. This can also be used to compute the perturbation of the traveltime with respect to an interface position for a reflected ray (Nowack & Lyslo 1989) .
The final term in equation (4) gives the changes in the traveltime with respect to variations in the slowness along the path. This has been used for the efficient calculation of the sensitivity operator of traveltime with respect to changes in seismic velocity or slowness for tomographic and inversion applications (Aki & Richards 1980; Lutter 1988; Nowack & Lyslo 1989) . This term can also be used to compute the traveltimes in more complicated media from results in simpler, initial media. Significantly, the first-order Fermat changes of traveltime require only integrations of slowness perturbations along existing ray trajectories and not re-calculations of the entire time-field.
Another procedure for approximately computing traveltimes is to use linearized ray equations. These equations can be written from equation (2) as
where This is subject to H,,,6xi + H,,!6p, + 6 H = 0 (Farra 1990 ).
Alternatively, ray centred coordinates can be used to reduce the number of equations from six to four in the three-dimensional case (Farra & Madariaga 1987; Nowack & Lutter 1988) . The changes in the traveltime can then be computed along the resulting perturbed ray trajectories. A comparison between the approximate traveltimes using Fermat's principle and the linearized ray equations will be shown in the examples.
An alternative to solving the characteristic equations is to solve the eikonal equation directly without rays, where and u ( x ) = l/v(x). This is subject to boundary values of the time-field on an initial surface Zo(x). This surface Z,(x) could be an equal-time surface, a phase front or some projection of a phase front onto a 'nearby' surface.
As an example, for u ( x ) = uo, a constant, and specifying T = 0 on the z = 0 plane, then With VT in the direction of increasing z , then T ( x ) = uoz. For a weakly inhomogeneous media, we can use approximate methods to solve the eikonal equation directly.
where, curves of constant TR are orthogonal to curves of constant T,. Examples of this include solutions for initially plane, Gaussian beams which can be investigated by complex rays and complex source points (Deschamps 1971 1984; Cervenf 1985b ). An investigation of the solution of the eikonal equation for complex phase is, however, beyond the scope of this paper.
EXAMPLES
In this section, examples of solutions of the eikonal equation are presented. The propagation of initially curved wavefronts in a homogeneous background medium will be considered. A curved, initial wavefront might result from reflection of a planar wavefront from a corrugated interface, or from transmission through a variable velocity region o r phase screen.
In the first example, the ray solution as well as perturbation solutions for an initially curved wavefront are investigated. Fig. 2 shows the ray trajectories for an initial, sinusoidal wavefront. The initial wavefront has a spatial wavelength of 50 km with a 1-km zero-to-peak amplitude. Upon forward propagation of the wavefront, caustics are formed and the time-field will become-multi-valued. Fig. 3 shows the time-field for different distances away from the initial wavefront. A constant traveltime for each depth has been subtracted. The solid lines are the traveltimes resulting from the exact ray solution. Fig. 3a shows the time-field at a depth of 25 km from the initial wavefront. The time-field at this depth is single-valued. Fig. 3 are the approximate traveltimes computed using Fermat's principle. This is obtained from a perturbation of the solution for an initially planar wavefront in a homogeneous medium using the first term in equation (4). As seen in Fig. 3 , the approximate Fermat solution remains single-valued for all depths ranges. It touches the exact ray solution at its extremal points. At a depth of 25 k m , in Fig. 3a , the ray solution and the approximate Fermat solution are similar. However, after the depth at which caustics form, cusps in the ray solution form. At greater depth ranges, the approximate Fermat solution becomes increasingly different from the ray solution. This difference is relevant for tomographic applications for which the wavefront discontinuity emanate from the caustic points and are noted by A in Fig. 4a . These lines, where the wavefronts are discontinuous, are similar to 'shock' lines in work on non-linear conservation laws (Strang 1986; Whitham 1974) . Interestingly, propagation has no effect in smoothing these lines of discontinuity in the first-arrival wavefronts. Along these lines of discontinuity, first-arrival wavefronts are being destroyed. This results from the non-linearity of first-arrival wavefronts. However, based on the underlying wave equation, which is linear, as well as the traveltime solutions based on the ray equations, it is apparent that wavefronts are not destroyed but rather converted into secondary arriving triplications (see Fig. 1 and Fig. 3) . Fig. 5a shows another example in which the initial wavefront at z = 0 has a central triangular bump resulting in slope discontinuities directly along the initial wavefront. For this case, wavefront discontinuity lines emanate immediately from the initial wavefront and are noted by A in Fig. 5a . Along these lines of discontinuity, first-arrival wavefronts are being destroyed. A new phenomenon is also shown in Fig. 5a by the wavefront noted in the central region by C. This region of wavefront emanates from the central corner of the initial wavefront. From the rays, noted by the dashed lines in Fig. 5a , the central region would be shadow region. Nonetheless, the finite-difference solution of the eikonal equation generates curved wavefronts in this region which are termed here fan o r rarefaction waves after work on non-linear conservation laws (Strang 1986 ). Rays could be generated in this region by assuming that the central corner of the initial wavefront is slightly smoothed, allowing rays to be used to construct the wavefronts in this region.
The last forward propagation example has a kinked initial wavefront, shown in Fig. 6a . This results in the wavefront discontinuity lines emanating vertically from the initial wavefront. Along these lines, first-arrival wavefronts are being continuously destroyed and converted into secondary In  Fig. 3 , the approximate linearized ray traveltimes are computed directly along the perturbed ray trajectories. Approximate two-point ray tracing was not performed. The approximate traveltimes from the linearized rays overlay within the linewidth the exact ray solutions for each depth range in Fig. 3 . The agreement with the exact ray traveltimes, even past the depth where caustics have formed, suggests that the approximation based on linearized rays is better than that based on Fermat's method. However, further work on approximate computations of traveltime is still required, particularly for applications in tomography and seismic inversion.
The next examples involve forward and reverse extrapolations of first-arrival wavefronts using the finitedifference solution of the eikonal equation. A finitedifference algorithm similar to that of Vidale (1988) has been used. For the examples of forward propagation, an initial time-field is specified at the zero depth range, and then propagated in the positive z-direction. A 300 X 300 velocity grid is used with uo= 5 km s-' and Ax = Az = 0.1 km, resulting in a 30 x 30 km model. For each example, the first-arrival time-field is evaluated at 90 000 grid points and using a SUN 3/50 workstation, this takes approximately 30 s of CPU time. Fig. 4a shows the time-field computed from an initial sinusoidal wavefront at z = O propagated t o 30 km. A triangular section of the time-field converges to each of the caustic points noted in Fig. 4a . Discontinuities in the slope of the wavefronts develop after the caustic points. Lines of data at the Earth's surface. In Fig. 4b , the first-arrival wavefront at z = 30 km computed in Fig. 4a is used as the initial wavefront for the reverse propagation of the time-field utilizing a finite-difference method similar to Vidale (1988) . The starting wavefront is then at 30 km and is propagated in the negative z-direction. As seen in Fig. 4b , the lines of wavefront discontinuity caused by forward propagation are immediately smoothed. The initial wavefront in Fig. 4a can then be compared with the reverse propagated wavefront shape at z = 0 in 4b. It can be seen that these two wavefront shapes are not equivalent. The important result for first-arrival wavefronts is that forward and then backward propagation does not in general reproduce the original wavefront. This results from the loss of first-arrival wavefronts at the lines of discontinuity formed during forward propagation as well as the generation of rarefaction waves at corners. The lost portions of first-arrival wavefront can never be reconstructed by reverse propagation of the first-arrival wavefront. In general the secondary triplication information is also required.
A second example of reverse propagation of first-arrival wavefronts is shown in Fig. 5b . For this case, only small parts of the initial wavefronts have been lost at the discontinuity lines during forward propagation in Fig. 5a . As a result, the reverse propagated first-arrival wavefront at z = 0 looks similar in shape to the initial wavefront in Fig.  5a .
The final reverse propagation example is shown in Fig.  6b . For this case, the reverse propagated wavefront at z = 0 in Fig. 6b is very dissimilar in shape to the initial wavefront shown in Fig. 6a . This results from a significant loss of initial wavefront at the wavefront discontinuity lines formed during forward propagation.
Ray tracing in a higher dimensional coordinate and ray parameter phase space can properly track both the first-arrival and secondary arrivals. In contrast, the direct, numerical solution of the eikonal equation in a reduced coordinate space can only be used to compute first-arrival wavefronts, and first-arrival wavefronts are generally non-reversible. Secondary wavefronts must be incorporated in order to reconstruct initial wavefronts by reverse propagation. Although we have emphasized solutions of the eikonal equation, the non-reversibility of first-arrival wavefronts could have important implications for tomographic studies using earthquakes or controlled sources for which only first-arrival traveltimes are employed. Vidale (1988) recently used a finite-difference technique to solve the eikonal equation directly. A difficulty in solving the eikonal equation directly in coordinate space i s that the time-field is in general multi-valued, for example within caustic envelopes. The finite-difference traveltime algorithm avoids this ambiguity by tracking the minimum arrival time. Our examples indicate that the finite-difference solution for first-arrival wavefronts can be very computationally efficient. This results in part from a reduction from a six-dimensional phase space used in ray tracing to a three-dimensional coordinate space used in the finitedifference solution. For the computations of secondary arrivals and triplications, the more complete ray tracking would be required.
The direct solution of the eikonal equation for first-arrival wavefronts is illustrated by several examples using forward and reverse propagation of curved wavefronts. From these examples, it is shown that first-arrival wavefronts are in general non-reversible. First-arrival wavefronts will be destroyed along lines of wavefront discontinuity emanating from caustic points. Also, rarefaction waves will be generated by sharp corners in the wavefront. The irreversibility of first-arrival wavefronts has important implications for tomography algorithms, which often use only first-arrival information. In order to obtain unique reverse propagation, any multi-valued time-fields must be taken into account. This is similar to difficulties encountered in traveltime inversion for one-dimensional structure when only first-arrivals are used.
In this paper, several solution methods of the eikonal equation are investigated. The eikonal equation is frequently solved using characteristics. This involves solving the ray equations in a combined ray parameter and coordinate phase space and then integrating the traveltime along these rays. Physically, rays are the trajectories along which high-frequency energy flows.
Approximate methods for the solution for the traveltimes can also be used. From Fermat's principle, changes in the traveltime from changes in the medium can be obtained from integrations along the prior, initial ray trajectories. Alternatively, linearized ray equations can be used to obtain approximate ray trajectories from which the new traveltimes can be found. In either case, computed changes in the traveltime can be used to obtain traveltimes in more complicated media from results in simpler, initial media without additional ray tracing. Approximate traveltimes can also be used to construct linear sensitivity operators for tomographic and inversion applications.
It is also possible to solve the eikonal equation directly without rays. Along with previous graphical solutions,
