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Abstract: Motivated by the holographic complexity proposals, in this paper, we
investigate the time dependence of the complexity for the Fermionic thermofield double
state (TFD) using the Nielsen approach and Fubini-Study (FS) approach separately.
In both two approaches, we discuss the results for different reference states: the Dirac
vacuum state and the Gaussian state which has no spatial entanglement (NSE). For
Dirac vacuum reference state, we find that the complexity by both two approaches
is time independent and the circuit complexity shares the same expression for both
methods with the L2 norm. For the NSE reference state, the complexity by the Nielsen
approach is time-dependent while it by the FS approach is time-independent. Further,
we find our dynamical results are in good agreement with the bosonic case, where
the complexity evolves in time and saturates after a time at the order of the inverse
temperature. And we show that the complexity of formation is also shared same similar
behaviors with the holographic complexity.
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1 Introduction
Recently, applications of quantum information concepts to high energy physics and
gravity have led to many promising results. Among all, it has become more clear that
special properties of entanglement in holographic quantum field theories are account for
the emergence of smooth higher-dimensional geometries in gauge-gravity duality[1–4].
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This faith inspired a further deeper idea that “ER=EPR”[3] when consider a non-
traversable wormhole created by an Einstein-Rosen (ER)[5] bridge and a pair of max-
imally entangled black holes, based on the point of view that a black hole might be
highly entangled with a system that is effectively infinitely far away. EPR denotes
the quantum entanglement (Einstein-Podolsky-Rosen paradox). However, recent de-
velopments pointed out that holographic entanglement is unable to describe the bulk
spacetime far behind the event horizon of black holes [6]. To get more insights into the
procedure of sending a signal through ER bridge, a new quantity named “complexity”,
originated from the field of quantum computations, was introduced into the context
of holographic gravity. In essence, the complexity presents the minimum number of
elementary operations or gates from a reference state to a target state.
From the perspective of quantum entanglement in holography, thermofield double
(TFD) states play a crucial role. TFD states can be constructed by entangling two
copies of conformal field theory (CFT), in this way that integrating out either copy
induces the thermal density matrix at inverse temperature β > 0 for the other [7, 8],
i.e.,
|TFD(tL, tR)〉 = Z−1/2β
∑
n
e−βEn/2e−iEn(tL+tR)|En〉L|En〉R , (1.1)
where |En〉L,R denotes the energy eigenstate of the left/right CFT, and Zβ denotes the
partition function at inverse temperature β. In the context of holographic gravity, the
TFD states (1.1) dual to the left and right sides of the geometry which is connected by
a wormhole, or ER bridge, and the volume of this geometry increases for a time which
is exponential in the number of degrees of freedom of the boundary theory. However,
this time is much larger than other characteristic times in holographic gravity which
indicates that entanglement alone is not enough to capture the dynamics behind the
horizon and there must exist some other quantity we yet do not know which have the
information about this late-time evolution of the wormhole interior.
It has been suggested by Susskind and collaborators that this quantity is the quan-
tum computational complexity of the boundary state. Particularly, they came up with
two proposals for quantifying the size of ER bridge dual to holographic complexity:
complexity=volume(CV) [9, 10] and complexity=action(CA) [7, 11]. The CV conjec-
ture suggests that the complexity of the boundary state is dual to the volume of an
extremal codimension-one surface extending the boundary time slice into the bulk. The
CA conjecture believes that the complexity of the boundary state is proportional to
the gravitational action of the bulk region known as the Wheeler-deWitt (WdW) patch
bounded by light sheets. One can get a more visual image about the CV and CA
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conjectures in the Fig.1. And those two conjectures have been vigorously investigated
in the most recent literatures[12–37].
However, those research program is still in a very primary stage due to the fact
that we still lack a precise definition of complexity in the context of the boundary
CFT, or more generally in quantum field theories. However, some initial steps towards
developing such a precise definition have been taken in the past few years [38–52]. In
particular, ref. [52] adapted the approach of Nielsen and his collaborators [53–55] to
translate the task of finding the complexity of the ground state of a free fermionic quan-
tum field theory into a geometric problem of finding optimal geodesics in an associated
geometry. And also, based on the Fubini Study metric, there is a similar geometric
approach proposed in [40, 42] to deal with this question. Previous results [39, 40, 52]
have revealed some very interesting similarities with holography in the structure of the
UV divergences. Although the correctness of the CV or CA proposals are still vague,
it may provide us with more insights.
In this paper, we are extending the construction of ref. [52] to evaluate the com-
plexity of the TFD state in a free fermionic quantum field theory. That is, the state
(1.1) will serve as our target state, while we will start from different reference states.
It is noticeable that the quadratic operators of the canonical operators are sufficient to
generate circuits in interest. The key feature which permits the construction of circuits
is that both the reference and target states are Gaussian states. Furthermore, all of
the intermediate states will be Gaussian as well due to all the gates are generated by
the quadratic operators. In the following, we will use two approaches to manipulate
these Gaussian states, one is based on the covariance matrix, the other is based on
the Fubini-Study metric. Moreover, by applying the Fubini-Study approach, we will
investigate circuits from two different reference states. These analyses will allow us to
study the time-dependence of complexity, as well as the complexity of formation of the
thermal state, and to compare our results with those of the holographic complexity
conjectures. However, for fermionic TFD state, we show that the complexities, as well
as the optimal circuits, derived by Nielsen and Fubini-Study approaches are different.
This work is organized as follows: In section 2, we introduce the required pre-
liminaries. We review some key elements of Nielsen’s approach to evaluate circuit
complexity, and then demonstrate how both the time-independent and time-dependent
fermionic TFD states of 2N decoupled harmonic oscillators can be generated by quadratic
operators, also for later use, we write down the covariance matrices, which serves as
an alternate–and indeed, more natural–characterization of Gaussian states in the last
part of this section. In section 3, We then proceed to evaluate the complexity for TFD
states comprised of N pairs of harmonic oscillators as well as TFD states in free Dirac
field theory. In section 4, we adopt the Fubini-Study metric approach to investigate
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Figure 1: Complexity=volume (CV, left) and complexity=action (CA, right) for the
eternal AdS black hole dual to the TFD state. The blue curve in the left panel denotes
a spacelike surface which has maximal volume that connects the specified time slices on
the left and right boundaries. The shaded region in the right panel is the corresponding
Wheeler-DeWitt patch.
the circuit complexity for TFD states, moreover we also study the spatial unentangled
reference state. In section 5, we conclude this work.
2 Preliminaries: fermionic thermofield double states and co-
variance matrix
In this section, we provide the relevant preliminaries for the construction of both the
fermionic TFD states and the relevant quantum circuits. We start with the construc-
tion of the fermionic thermofield double states for 2N simple harmonic oscillator in
preparation for our studies of its complexity in the rest of the paper. Then for later
convenience we write down the covariance matrix form of the Gaussian states.
2.1 TFD state for the simple fermionic harmonic oscillator
As demonstrated in the introduction, the purpose of present work is to expand the
investigation of the complexity of the free bosonic TFD state to the fermionic case. we
will follow the same approach introduced in ref.[52] to consider the situation. However
we should build the free fermionic TFD state first. In this subsection, we explicitly
demonstrate the steps to construct the TFD state for the free fermionic QFT from two
identical copies of a simple harmonic oscillator.
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Let us introduce some basic notation before we proceed. We denote by subscripts
L and R in analogy to the left and right copies of the CFT in the Penrose diagram
in Fig.1. The whole Hilbert space of the system can be constructed by the tensor
product of those two separated copies H = HL ⊗HR. There are two pairs of creation
and annihilation operators {(aL, a†L), (aR, a†R)} for the left and right subsystem which
satisfy the non-vanish anti-commutation relations {aL, a†L} = {aR, a†R} = 1. Then, in
terms of the canonical creation and annihilation operators, the Hamiltonian of this
system is written by
H = HL +HR = ω
(
a†LaL + a
†
RaR
)
, (2.1)
where ω denotes the frequency of the oscillator and since the constant term is irrelevant
we have already dropped it.
The normalized energy eigenstates are given by acting on the vacuum |0〉 with
creation operators. Considering that we are discussing the fermionic QFT, the total
Hilbert space is given by
H = span{|0〉L ⊗ |0〉R, |1〉L ⊗ |0〉R, |0〉L ⊗ |1〉R, |1〉L ⊗ |1〉R}, (2.2)
where |1〉Λ = a†Λ|0〉Λ for Λ = {L,R}. The excited state |1〉Λ is the eigenstate of system
HΛ which means
HΛ|1〉Λ = ω|1〉Λ . (2.3)
Also note that one important observation is the TFD state (1.1) is invariant when we
shift
tL → tL + ∆t, tR → tR −∆t . (2.4)
i.e., the TFD state is invariant if the time evolve with the combined Hamiltonian
HL−HR. As a result, the holographic complexity only depends on the combination t =
tL + tR and it remains unchanged by above shifts. In fact, this invariance is encoded in
the ‘boost symmetry’ of the dual black hole geometry. Hence, in the following we begin
with the fermionic TFD state at the time t = 0, then we consider the generalization to
the time dependent TFD state.
2.1.1 TFD state at t = 0
In this subsection, we consider the case of the fermionic TFD state at tL+ tR = 0 which
can be constructed from two copies of the vacuum state by acting with the creation
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operators in the following manner:
|TFD〉 = (1 + e−βω)−1/2 1∑
n=0
e−nβω/2|n〉L|n〉R
=
(
1 + e−βω
)−1/2
exp
[
e−βω/2a†La
†
R
]
|0〉L|0〉R,
(2.5)
where we have taken the En = nω and omitted the tensor product symbol for simplicity.
As previously mentioned, we adopt the Neilsen’s geometric approach to evaluate the
circuit complexity and we wish the circuit is constructed from unitary operators. Thus,
we next try to rewrite the fermionic TFD state (2.5) by acting with a unitary operator
on the vacuum |0〉L|0〉R. Indeed, the express (2.5) can be written in terms of an unitary
transformation through following steps.
First, we define
u(β) = cos θ0 =
1√
1 + e−βω
, and
v(β) = sin θ0 =
e−βω/2√
1 + e−βω
,
(2.6)
such that
u2(β) + v2(β) = cos2 θ0 + sin
2 θ0 = 1. (2.7)
Then, according to the anti-commutation relations of creation and annihilation
operators, the fermionic TFD state at t = 0 can be written as
|TFD〉 =
(
cos θ0 + sin θ0a
†
La
†
R
)
|0〉L|0〉R . (2.8)
Finally, using the property
(a†La
†
R + aLaR)
2n|0〉L|0〉R = (−1)n|0〉L|0〉R,
(a†La
†
R + aLaR)
2n+1|0〉L|0〉R = (−1)n|1〉L|1〉R,
(2.9)
we obtain the desired result
|TFD〉 = U(β)|0〉L|0〉R , (2.10)
where U(β) = eθ0Kˆ0 is a unitary operator with
θ0 = arctan(e
−βω/2) (2.11)
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and
Kˆ0 = a
†
La
†
R + aLaR. (2.12)
Note that the ordering of the operators in these expressions is crucial since the anti-
commutation relations among them.
At this point, the set-up for the time-independent (t = 0) fermionic TFD is com-
plete. In favor of evaluating the circuit complexity using the covariance matrix approach
suggested in ref. [51], we define a set of Hermitian fermionic operators given by
QΛ =
1√
2
(
a†Λ + aΛ
)
PΛ =
i√
2
(
a†Λ − aΛ
)
,
(2.13)
which are commonly called Majorana modes. In contrast to the analogous bosonic
operators, they do not consist of conjugate pairs (QΛ, PΛ), but rather they are governed
by the anti-commutation relations, and one can straightforward to verify that these
operators satisfy
{QΛ, QΛ′} = {PΛ, PΛ′} = δΛΛ′ ,
{QΛ, PΛ′} = 0 .
(2.14)
Then, in terms of the Majorana modes, we re-express the generator as
Kˆ0 = QLQR − PLPR . (2.15)
Now, it is more clear that the fermionic TFD state is entangled after the action of the
unitary operator U(β) = eθ0(QLQR−PLPR) on the unentangled ground |0〉L|0〉R. Hence, in
this case, the unitary operator U(β) can be interpreted as an operator which entangles
the left and right subsystem. This also further demonstrates that the fermionic TFD
state at time t = 0 is entangled. We can obtain the thermal density matrix for the
other after tracing out one copy in this way.
2.1.2 Time-dependent TFD state
In this subsection, we follow the steps above to extend the construction to the time-
dependent fermionic TFD state. For simplicity, we shall follow the common convention
in holography (see, e.g., refs. [56, 57]) and set tL = tR = t/2. Then, the time-dependent
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fermionic TFD state is given by
|TFD(t)〉 = (1 + e−βω)−1/2 1∑
n=0
e−nβω/2e−inωt|n〉L|n〉R
=
(
1 + e−βω
)−1/2
exp
[
e−βω/2−iωta†La
†
R
]
|0〉L|0〉R
=
(
cos θ0 + sin θ0e
−iωta†La
†
R
)
|0〉L|0〉R
(2.16)
where we have used En = nω and θ0 is defined in (2.11) . As illustrated above, we also
wish to express this time-dependent state in terms of a unitary operator acting on the
vaccum state.
Similarly, we observe that(
e−iωta†La
†
R + e
iωtaLaR
)2n
|0〉L|0〉R = (−1)n|0〉L|0〉R ,(
e−iωta†La
†
R + e
iωtaLaR
)2n+1
|0〉L|0〉R = (−1)ne−iωta†La†R|0〉L|0〉R .
(2.17)
Then, by applying this observation, one can obtain the desired result
|TFD(t)〉 = eza†La†R+z∗aLaR |0〉L|0〉R = U(β, t)|0〉L|0〉R , (2.18)
where U(β, t) = eza
†
La
†
R+z
∗aLaR = eθ0Kˆ(t) is a unitary operator with
z = θ0e
−iωt,
Kˆ(t) = e−iωta†La
†
R + e
iωtaLaR.
(2.19)
Similarly, for later convenience, we can re-express the generator in terms of the Majo-
rana modes as
Kˆ(t) = (QLQR − PLPR) cosωt− (PLQR +QLPR) sinωt . (2.20)
Then, we have
|TFD(t)〉 = eθ0Kˆ(t)|0〉L|0〉R , (2.21)
It implies that the time involution of the TFD state can be interpreted as the
entanglement of the Majorana modes P and Q.
2.2 Covariance matrix
Most recently, researchers have made two equivalent descriptions of the Gaussian states
of the bosonic system [51] to investigate the circuit complexity for TFD states in free
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scalar quantum field theories, one is in terms of their wavefunction, and the other is in
terms of the covariance matrix. They found that the covariance matrix representation
is much simpler than the former. To learn from them and also avoid the unnecessary
works, we will skip the wavefunction representation straightforward to the covariance
matrix approach to study the circuit complexity of the fermionic TFD states for har-
monic oscillators in the present work. In this subsection, we will review the relevant
aspects of this approach based on ref.[52].
A Fermionic system with N degrees of freedom can be described by 2N linear
Majorana modes ξa ≡ (Q1, · · · , QN , P1, · · · , PN). As demonstrated above, these pairs
(Qi, Pi) are governed by the anti-commutation relations: {Qi, Qj} = δij = {Pi, Pj}
and {Qi, Pj} = 0. For a general Gaussian state |ψ〉, their covariance matrix can be
expressed by
〈Ψ|ξaξb|Ψ〉 = 〈Ψ|ξ[aξb]|Ψ〉+ 〈Ψ|ξ(aξb)|Ψ〉 = 1
2
(
Gab + iΩab
)
. (2.22)
where Gab is the symmetric part of the correlation matrix and Ωab denotes the an-
tisymmetric part. Consider a pure fermionic Guassian state ,i.e., 〈ψ|ξa|ψ〉 = 0, the
symmetric component of the covariance matrix is fixed by
Gab = {ξa, ξb} = δab , (2.23)
while the antisymmetric part Ωab completely characterizes the fermionic Gaussian state
|ψ〉. Hence we can use Ω as label for these Gaussian states without ambiguity.
Now, we consider the fermionic TFD state with the degree of the freedom N for
the left and right subsystem with the Majorana mode
ξa ≡ (QL1, QR1, PL1, PR1, · · · , QLN , QRN , PLN , PRN) . (2.24)
The Hilbert space of this decoupled system with total degrees of freedom 2N is given
by
H = ⊗IHI = ⊗I
(HIL ⊗HIR) with I = (1, · · · , N), (2.25)
where HIΛ denotes the Hilbert space of a Fermionic harmonic oscillator labeled by I in
the subsystem Λ. In particular, the Gaussian state corresponding to Majorana mode
ξa in this Hilbert can be expressed as
|Ω0〉 = ⊗I |Ω(I)0 〉 = ⊗I
(|0〉IL ⊗ |0〉IR) . (2.26)
Using (2.22), it is straightforward to obtain
Ω0 = ⊕IΩ(I)0 . (2.27)
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with
Ω
(I)
0 =

0 0 1 0
0 0 0 1
−1 0 0 0
0 −1 0 0
 . (2.28)
Next, we wish to construct a circuit from |Ω0〉 regarded as the reference to the
target state |Ω〉 by a unitary transformation U corresponding to a specific Bogoliubov
transformation, i.e.,
|Ω〉 = Uˆ |Ω0〉 . (2.29)
Hence, we consider the corresponding action on the operator ξa, i.e.,
Uˆ †ξaUˆ = Uabξb . (2.30)
As relevant analysis given in ref.[52] reveals, the desired transformation U is an element
of the rotation group SO(4N). Then, the covariance matrix of the target state |Ω〉 can
be computed as
Ωab = −i〈Ω0|U †
[
ξa, ξb
]
U |Ω0〉 = UacΩcd0 U bd =
(
UΩ0U
T
)ab
, (2.31)
which implies that the key to compute the covariance matrix Ω is to obtain the matrix
U .
Thus, to evaluate the circuit complexity from the vacuum state |Ω0〉 to the time-
dependent fermionic TFD state |TFD(t)〉, we need the full information about this
unitary transformation U to obtain the covariance matrix of |TFD(t)〉. Fortunately,
In the above subsection we managed to obtain a exponential form U = eθ0Kˆ(t). The
matrix form of this is given in the appendix A. The next step is using the matrix U to
obtain the covariance matrix of |TFD(t)〉 with 2N degrees of freedom.
Consider the time-dependent fermionic TFD state |TFD(t)〉 which in this case can
be expressed as
|TFD(t)〉 = ⊗I |TFD(t)〉I = ⊗I [UI |Ω0〉I ] = ⊗I
[
eθ
(I)
0 KˆI(t)|Ω0〉I
]
, (2.32)
in which
θ
(I)
0 = arctan e
−βωI/2 ,
KˆI(t) = (QLQR − PLPR) cosωIt− (PLQR +QLPR) sinωIt .
(2.33)
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Then, by the virtue of Eqs.(A.9) and (2.31), the covariant matrix of this TFD state
can be expressed as
ΩT (t) = ⊕IΩ(I)T . (2.34)
with
Ω
(I)
T =

0 sin 2θ
(I)
0 sinωIt cos 2θ
(I)
0 cosωIt sin 2θ
(I)
0
− sin 2θ(I)0 sinωIt 0 − cosωIt sin 2θ(I)0 cos 2θ(I)0
− cos 2θ(I)0 cosωIt sin 2θ(I)0 0 − sin 2θ(I)0 sinωIt
− cosωIt sin 2θ(I)0 − cos 2θ(I)0 sin 2θ(I)0 sinωIt 0
 .(2.35)
Finally, suggested by covariance matrix approach, the invariant information about
the relation between the reference state |Ω0〉 and the target state |Ω〉 is encoded in the
relative covariance matrix
∆ab = Ω
acω
(0)
cb with ω
(0) = Ω−10 , (2.36)
i.e., Ωac0 ω
(0)
cb = δ
a
b. More specifically, the information of circuit complexity is captured
in the eigenvalues of this matrix.
3 Complexity of fermionic TFD states
3.1 Circuit complexity of harmonic oscillators
In this section, we consider the circuit complexity from the unentangled vacuum state
|ψR〉 = |Ω0〉 to the target state |ψT 〉 = |TFD(t)〉 for free fermionic harmonic ascillators
using the covariance matrix approach. As mentioned in the above section, in Nielsen’s
approach to evaluate the circuit complexity, one should choose a particular cost function
equivalent to given a bi-invariant metric. Then, the circuit complexity for a specific
cost function directly connects to the relative covariant matrix, i.e. C(|ΩR〉 → |ΩT 〉) =
||Kˆ|| = || log ΩTωR||/2. In this case, It can be expressed by
C(|Ω0〉 → |TFD(t)〉) = ||θ(I)0 KˆI(t)|| =
|| log Ωω(0)||
2
. (3.1)
Then, to calculate this circuit complexity, one should obtain the relative covariance
matrix. According to (2.27) and (2.34), the relative covariant matrix can be expressed
as
∆ = ⊕I∆I with ∆I = (Ω)I(ω0)I (3.2)
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with
∆I =

cos 2θ
(I)
0 cosωIt sin 2θ
(I)
0 0 − sinωIt sin 2θ(I)0
− cosωIt sin 2θ(I)0 cos 2θ(I)0 sinωIt sin 2θ(I)0 0
0 − sinωIt sin 2θ(I)0 cos 2θ(I)0 − cosωIt sin 2θ(I)0
sinωt sin 2θ
(I)
0 0 cosωIt sin 2θ
(I)
0 cos 2θ
(I)
0
 .(3.3)
Straightforward computation shows that each of the relative covariant metrics ∆I has
a quadruple of eigenvalues (
ei2θ
(I)
0 , ei2θ
(I)
0 , e−i2θ
(I)
0 , e−i2θ
(I))
0
)
(3.4)
Using the F2 cost function, this implies that we can compute the circuit complexity as
(detailed analysis we refer to [52])
C2(|Ω0〉 → |TFD(t)〉) =
√
Tr ((i log ∆)2)
2
=
√∑
I
|2θ(I)0 |2 . (3.5)
If we choose generators KˆI in the circuit that agree with the two-mode squeezing
operations that generate θ
(I)
0 , them can be normalized by satisfying the condition
Y I = 2θ
(I)
0 . (3.6)
This choice of KˆI can always apply to the pairs consisting of reference and target state
because ∆ = Ωω0 and can be given by
KˆI =
log ∆I
|| log ∆I || . (3.7)
The complexity with the κ = 2 measure is then given by
Cκ=2(|Ω0〉 → |TFD(t)〉) =
∑
I
|2θI |2 , (3.8)
while in this basis, the κ = 1 measure yields
Cκ=1(|Ω0〉 → |TFD(t)〉) =
∑
I
|2θI | . (3.9)
Note that the results of (3.5) and (3.8) are simply related, i.e., C22 = Cκ=2. Thus,
we know that the F2 measure yields the same optimal trajectories with Fκ=2 with a
test particle action in the corresponding geometry. Since that, we mainly focus on
study the κ = 2 and κ = 1 measures in the following. It is also worth noting that this
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circuit complexity is time-independent although here we focus on the time-dependent
TFD state. This result is totally different with the holographic complexity, but it is
not surprising since what we considered here is a free Fermionic system while the dual
boundary conformal field theory is a strongly coupled system.
Remark.–From a geometry perspective, it is understandable that the circuit com-
plexity from the vacuum state to the time-dependent TFD state is independent of time.
As explicitely demonstrated in the appendix A of [52]. the choice of the reference state
|ΩR〉 equips the Lie group SO(4N) with a fibre bundle structure. That is, SO(4N) be-
comes a fibre bundle where the fibers corresponding to the different equivalence classes
diffeomorphic to U(2N) and the base manifold identified with the space of Gaussian
states is given by the quotient
M = SO(4N)/U(2N). (3.10)
we foliate the symplectic group by generalized cylinders defined as
Cσ = {eAu|A ∈ asym(2N), ||A|| = σ, u ∈ U(2N)} (3.11)
with the topology S2N(2N−1)−1 ×U(2N). The trajectory (2.32) in the base manifold is
given by
U(t) = ⊗IeθI0KˆI(t)u = ⊗IeθI0(cos(ωI t)A+sin(ωI t)B)u (3.12)
where A = QLQR − PLPR and B = −(PLQR + QLPR). It is easy to check that
A,B ∈ asym(2N) and the generator B is orthogonal to A with ||A|| = ||B||. As a
result, the trajectory of the circuit lies in the generalized cylinder Cσ. Hence we know
that the circuit complexity is time-independent.
3.1.1 Complexity of formation
In this subsection, we generalize above results to the continuum case to evaluate the
complexity of formation. In the above, we restrict our attention on the fermionic
TFD case with 2N degrees of freedom. Taking N → ∞ then leads to the continuum
limit of a fermionic field theory. We consider a fermionic field theory in n-dimensional
spacetime with mass m. In that case, the label I in the equations (3.8) and (3.9) will
be continuous by referring, for instance, to the momentum k, and the summation will
become the integration, i.e., ∑
I
→ cfV
(2pi)n
∫
dnk, (3.13)
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where cf denotes the internal degrees of freedom for the Fermionic field. With those in
hand, the circuit complexity can be written as
Cκ (|Ω0〉 → |TFD(t)〉) = cfV
(2pi)n−1
∫
dn−1k|2 arctan e−βωk/2|κ , (3.14)
where the frequency ωk =
√
k2 +m2. One can see that we put the whole system into a
box with volume V to regularize the IR divergence. As for UV divergence, we normally
would introduce a momentum cutoff Λ, however, in this case, one should notice that
this integral is finite for the measure κ = 1 and κ = 2 even without the momentum
cutoff Λ.
In the following, we evaluate the complexity of formation. That is, we evaluate the
extra complexity required to prepare the two copies of the fermionic field theory in the
TFD state compared to simply preparing each of the copies in the vacuum state with
the κ cost functions at time t = 0, i.e.,
∆Cκ(|TFD〉, |Ω0〉) = Cκ(|ψR〉 → |TFD〉)− Cκ(|ψR〉 → |Ω0〉) . (3.15)
In the previous sections we choose the vacuum state |Ω0〉 as the reference state, i.e.,
|ψR〉 = |Ω0〉. In that case, the complexity of formation is simply equal to the complexity
of the fermionic TFD state, i.e.
∆Cκ(|TFD〉, |Ω0〉) = Cκ(|Ω0〉 → |TFD〉). (3.16)
This expression is exactly what described by the equation (3.14). The holographic
complexity of formation for planar theory in n ≥ 3 is directly proportional to the
entropy in both CA and CV conjectures [21]. Hence, it is natural to normalize the
complexity of formation by the entropy. we consider the fermionic thermodynamic
system in the subsystem L/R. Its partition function can be written as
lnZ =
2cfV Ωn−2
(2pi)n−1
∫ ∞
0
dkkn−2 ln
(
1 + e−βωk
)
. (3.17)
Then, the thermodynamic entropy is given by
Sth =
∂
∂T
(T lnZ) =
2cfV Ωn−2
(2pi)n−1
∫ ∞
0
dkkn−2
[
βωk
1 + eβωk
+ ln
(
1 + e−βωk
)]
(3.18)
The ratio of the complexity of formation and entropy is then simply the ratio of the
two functions of βm in equations (3.14) and (3.18). As for the massless case, the result
is slightly different and it is given by
∆Cκ
Sth
=
An
Bn
, (3.19)
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Figure 2: The ration of complexity of formation and entropy in Eq. (3.19) ∆Cκ/Sth,
plotted as a function of the boundary dimension n.
where
An =
∫ ∞
0
duun−2|2 arctan e−u/2|κ ,
Bn =
∫ ∞
0
duun−2
[
u
1 + eu
+ ln
(
1 + e−u
)]
.
(3.20)
Now we can numerically evaluate how the ratio of the complexity of formation
and entropy behaves in a massive or massless case. And one will find our results in
fermionic QFT case is extremely similar to the results for bosonic case in the section 5
of [51]. We highly recommend reader to compare those results.
We show in Fig.2 the numerical evaluation of how the coefficient of the complexity
of formation varies with the dimensions, once the theory is massless. In the left panel
of Fig.2, we can see that the ration grows relatively stable when the dimension is under
15, and then grows exponentially when the boundary dimension n greater than 15, for
the measure κ = 1. This behavior is very similar to holography, where the complexity
of formation scales like the entropy, with a dimensionless coefficient that increases with
the dimension of spacetime. In summary, in both our result and the holographic results,
the complexity of formation is UV finite, positive and proportional to Sth to leading
order. However, in the right panel of Fig.2, the ratio of the complexity of formation
and entropy is inversely proportional to the dimension n with κ = 2, while in contrast
the result for κ = 1.
For the massive case, the ratio of the complexity of formation and entropy can
be expressed as a function in terms of βω. In Fig.3, the ratio of the complexity and
entropy increase with respected to βm for the κ = 1 measure while it decrease for the
κ = 2 measure.
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Figure 3: The ration of complexity of formation and entropy in Eq. (3.19) ∆Cκ/Sth
for massive case, plotted as a function of the inverse of the temperature βm.
3.2 Circuit complexity of TFD states in free Dirac field theory
In the previous section, we evaluate the circuit complexity for harmonic oscillators from
the vacuum reference state, which has no entanglement for the left and right subsystem,
to the time-dependent target state |TFD(t)〉. In terms of this reference state, we found
that the circuit complexity is time independent. It is not hard to find that, for the
free Dirac field, the zero temperature reference state |Ω0〉 has the spatial entanglement.
It is worth our attention to investigate the reference state as the spatial unentangled
state. Therefore, in the following, we are applying Nielsen’s approach tp build the
optimal unitary circuit U , which accomplishes the transformation |ψT 〉 = U |ψR〉. The
target state will be the fermionic TFD state of the Dirac field, |ψT 〉 = |TFD(t)〉. As
reference state, we will choose a state where the local fermionic degrees of freedom at
each spatial point on a given time slice are unentangled, |ψR〉 = |0¯〉
For simplicity, here we only consider a free Dirac field in 2-dimensional Minkowski
spacetime. The action can be written as
I =
∫
d2xψ¯ (iγµ∂µ −m)ψ . (3.21)
The equation of motion can be shown as
(iγµ∂µ −m)ψ = 0 , (3.22)
with µ = 0, 1, where
γ0 =
(
0 1
1 0
)
and γ1 =
(
0 1
−1 0
)
. (3.23)
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The Dirac spinor field (on a fixed time slice, e.g., t = 0) can be expressed as
ψ(x) =
∫
dk√
2pi
(
aku(k)e
ik·x + b†kv(k)e
−ik·x
)
, (3.24)
in which
u(k) =
1√
2ωk(ωk − k)
(
ωk − k
m
)
, v(k) =
1√
2ωk(ωk − k)
(
ωk − k
−m
)
. (3.25)
with ωk =
√
k2 +m2. Clearly, we have two fermionic degrees of freedom per spatial
momentum k. Recall that the annihilation and creation operators satisfy the anti-
commutation relations, i.e.,
{ak, a†k′} = {bk, b†k′} = δ(k − k′) . (3.26)
Thw ground state is the fermionic Gaussian state |0〉, defined by ak|0〉 = 0 = bk|0〉.
The Hamiltonian can be recast by
Hˆ =
∫
dk ωk
(
a†kak + b
†
kbk
)
. (3.27)
Again, it is simplest to work with the the Majorana modes which can be defined as
Qk =
1√
2
(a†k + ak) , Pk =
i√
2
(a†k − ak) ,
Q′k =
1√
2
(b†−k + b−k) , P
′
k =
i√
2
(b†−k − b−k) .
(3.28)
As indicated above, our desired reference state, |ψR〉 = |0¯〉, will be a Gaussian state
where the local fermionic degrees of freedom at each spatial point on a given time slice
are unentangled. First, let introduce local creation and annihilation operators (a¯k, a¯
†
k)
and (b¯k, b¯
†
k) satisfying
{a¯k, a¯†k′} = {b¯k, b¯†k′} = δ(k − k′) . (3.29)
These operators are not completely defined until we make a specific choice on how to
express the Dirac field in terms of these local operators as
ψ(x) =
∫
dk√
2pi
(
a¯ku0e
ik·x + b¯†kv0e
−ik·x
)
, (3.30)
where u0 = u(0), v0 = v(0). Then our NSE reference state |ΩR〉 = |0¯〉 is defined by
a¯k|0¯〉 = b¯k|0¯〉 = 0. The Majorana modes of this reference state can be defined as
Q¯k =
1√
2
(a¯†k + a¯k) , P¯k =
i√
2
(a¯†k − a¯k) ,
Q¯′k =
1√
2
(b¯†−k + b¯−k) , P¯
′
k =
i√
2
(b¯†−k − b¯−k) .
(3.31)
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One can easy verify that this reference state has no spatial entanglement, i.e.,
〈0¯|ψ†A(x)ψB(y)|0¯〉 = δABδ(x− y) . (3.32)
Now comparing Eqs. (3.24) and (3.30), one can further obtain the Bogoliubov trans-
formation which yields (a¯k, a¯
†
k, b¯k, b¯
†
k)→ (ak, a†k, bk, b†k),
a¯k = [u
†
0u(k)]ak + [u
†
0v(−k)]b†−k ,
b¯†−k = [v
†
0u(k)]ak + [v
†
0v(−k)]b†−k .
(3.33)
By using Eqs. (3.28), (3.31), and (3.33), one can obtain the transformation in terms of
the Mojorana modes
Qk =
ω − k +m
2
√
ω(ω − k)Q¯k +
ω − k −m
2
√
ω(ω − k)Q¯
′
k ,
Q′k =
ω + k −m
2
√
ω(ω + k)
Q¯k +
ω + k +m
2
√
ω(ω + k)
Q¯′k ,
Pk =
ω − k +m
2
√
ω(ω − k) P¯k −
ω − k −m
2
√
ω(ω − k) P¯
′
k ,
P ′k = −
ω + k −m
2
√
ω(ω + k)
P¯k +
ω + k +m
2
√
ω(ω + k)
P¯ ′k .
(3.34)
Then in terms of above transformation relations, if we choose the NSE state |0¯〉 as a
reference and the ground state of Dirac spinor |0〉 as a target, this specific circuit can
be expressed as
|0〉 = U(Eˆk)|0¯〉 with U(Eˆk) = e
∫
dkαkEˆk , (3.35)
where
αk = arctan
(
k
ω +m
)
=
1
2
arctan
(
k
m
)
,
Eˆk = a¯
†
kb¯
†
−k + a¯kb¯−k = Q¯kQ¯
′
k − P¯kP¯ ′k .
(3.36)
Moreover, we can write down the corresponding unitary action on the Mojorana Modes
U(Eˆk)ξ
aU †(Eˆk) = ξ¯a , (3.37)
where ξa and ξ¯a denote the Majorana modes corresponding to the state |0〉 and |0¯〉
respectively.
It is obvious now that the unitary operator U(Eˆk) in this circuit can be interpreted
as an operator which entangles the spatial unentangled state. And it is also noticeable
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that the transformation parameter of this unitary operator U(Eˆk) is not convergence
with respect to the momentum k, which implies that the cost function of the circuit
between the vacuum state |0〉 and the reference state |0¯〉 will be UV divergence.
Next, we turn attention to the circuit from the NSE reference state, |ψR〉 = |0¯〉, to
the target TFD state in the Dirac system, |ψT 〉 = |TFD(t)〉. In the previous section,
we computed the complexity for arbitrary fermionic Gaussian states for the each side
of the system with a finite number of degrees of freedom, namely N , and the key lesson
was the computations simply for two pure Gaussian state in terms of the Mojorana
mode. In analogy to previous analysis, we pick up a mode k in the momentum space
and then consider its continuum limits. We denote
ξak = (QLk, QRk, PLk, PRk, Q
′
Lk, Q
′
Rk, P
′
Lk, P
′
Rk) ,
ξ¯ak =
(
Q¯Lk, Q¯Rk, P¯Lk, P¯Rk, Q¯
′
Lk, Q¯
′
Rk, P¯
′
Lk, P¯
′
Rk
)
.
(3.38)
Then, the covariance matrix of the reference state can be shown as
ΩabR = −i〈ΩR|
[
ξak , ξ
b
k
] |ΩR〉 = −iMac〈ΩR| [ξ¯ck, ξ¯dk] |ΩR〉M bd = (MΩ0MT )ab , (3.39)
where M denotes the inverse transformation that map ξ¯k to ξk,i.e., ξ
a = Mab ξ¯
b, and
can be further obtained from (3.34). Therefore, the covariance matrix of the reference
state, |ΩR〉 = |0¯〉, can be shown as
ΩR = ⊕kΩ(k)R (3.40)
with
Ω
(k)
R =

0 0 m
ωk
0 0 0 − k
ωk
0
0 0 0 m
ωk
0 0 0 − k
ωk
− m
ωk
0 0 0 − k
ωk
0 0 0
0 − m
ωk
0 0 0 − k
ωk
0 0
0 0 k
ωk
0 0 0 m
ωk
0
0 0 0 k
ωk
0 0 0 m
ωk
k
ωk
0 0 0 − m
ωk
0 0 0
0 k
ωk
0 0 0 − m
ωk
0 0

. (3.41)
Following the analysis in the previous section, the covariance matrix of the target TFD
state is given by
ΩT = ⊕k
[
Ω
(k)
T ⊕ Ω(k)T
]
, (3.42)
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where Ω
(k)
T is exactly the matrix described in (2.34). Then the relative covariance
matrix of this circuit can be expressed as
∆ = ⊕k∆(k) (3.43)
with
∆(k) =

mcθ
ωk
mcωsθ
ωk
0 −msθsω
ωk
kcθ
ωk
kcωsθ
ωk
0 ksθsω
ωk
−mcωsθ
ωk
mcθ
ωk
msθsω
ωk
0 −kcωsθ
ωk
kcθ
ωk
−ksθsω
ωk
0
0 −msθsω
ωk
mcθ
ωk
−mcωsθ
ωk
0 −ksθsω
ωk
−kcθ
ωk
kcωsθ
ωk
msθsω
ωk
0 mcωsθ
ωk
mcθ
ωk
ksθsω
ωk
0 −kcωsθ
ωk
−kcθ
ωk
−kcθ
ωk
−mcωsθ
ωk
0 −ksθsω
ωk
mcθ
ωk
mcωsθ
ωk
0 −msθsω
ωk
kcωsθ
ωk
−kcθ
ωk
ksθsω
ωk
0 −mcωsθ
ωk
mcθ
ωk
msθsω
ωk
0
0 ksθsω
ωk
kcθ
ωk
−kcωsθ
ωk
0 −msθsω
ωk
mcθ
ωk
−mcωsθ
ωk
−ksθsω
ωk
0 kcωsθ
ωk
kcθ
ωk
msθsω
ωk
0 mcωsθ
ωk
mcθ
ωk

(3.44)
in which we denote sθ = sin 2θk, cθ = cos 2θk, sω = sinωkt and cω = cosωkt with
θk = arctan(e
−βωk/2). The corresponding eigenvalues of this relative covariance matrix
appear with a multiplicity of eight and are explicitly given by
(e−iϑk− , e−iϑk− , e−iϑk− , e−iϑk− , e+iϑk+ , e+iϑk+ , e+iϑk+ , e+iϑk+ ) (3.45)
with
e±iϑk± = ω˜k(t) cos (α˜k(t)± 2θk)± i
√
1− ω˜2k(t) cos2 (α˜k(t)± 2θk) , (3.46)
where we set
ω˜k(t) =
√
(m/ωk)2 + (k/ωk)2 cos2 ωkt , α˜k(t) =
1
2
arctan
(
k cosωkt
m
)
. (3.47)
i.e., we have
ϑk± = arctan
(√
1− ω˜2k(t) cos2 (2αk(t)± 2θk)
ω˜k(t) cos (2αk(t)± 2θk)
)
. (3.48)
Then, the circuit complexity from the reference state |ψR〉 = |0¯〉 to the target TFD
state |ψT 〉 = |TFD(t)〉 for the κ = 1 and κ = 2 measures can be directly calculated and
its results are given by
Cκ=1(|ΩR〉 → |ΩT 〉) = L
pi
∫ Λ
0
dkY
(k)
κ=1(|ΩR〉 → |ΩT 〉) ,
Cκ=2(|ΩR〉 → |ΩT 〉) = L
pi
∫ Λ
0
dkY
(k)
κ=2(|ΩR〉 → |ΩT 〉) ,
(3.49)
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where L denotes the length of a ‘box’, Λ denotes a momentum cutoff, and we define
the per-mode complexity as
Y
(k)
κ=1(|ΩR〉 → |ΩT 〉) = |ϑk+|+ |ϑk−| ,
Y
(k)
κ=2(|ΩR〉 → |ΩT 〉) = ϑ2k+ + ϑ2k− .
(3.50)
Again, we introduce a box for IR divergence and a momentum cutoff for UV divergence.
The per-mode complexity Y
(k)
κ=1 → pi/2 and Y (k)κ=2 → pi2/8 at the limit of large momentum
k for any time and hence, the corresponding complexities are UV divergent, this is why
we introduced a momentum cutoff.
Now, we consider the zero temperature limit β →∞. Under this limit, we find
ϑk± = arctan
(
k
m
)
, (3.51)
which is exactly the result of the Dirac vacuum state. The corresponding complexity
can be expressed as
Cκ=2(|0¯〉 → |0〉) = 2L
pi
∫ Λ
0
dk
∣∣∣∣arctan( km
)∣∣∣∣2 ,
Cκ=1(|0¯〉 → |0〉) = 2L
pi
∫ Λ
0
dk
∣∣∣∣arctan( km
)∣∣∣∣ . (3.52)
Note that complexities represented by the expressions (3.49) and (3.52) with respect to
measure κ = 1 and κ = 2, share the similar divergent behaviors, this make us wonder
that it might be possible to eliminate the UV divergence by the combinations of these
expressions. It is useful to define the relative complexity of the TFD state with respect
to the Dirac vacuum state,
∆Cκ(|TFD(t)〉, |0〉) = Cκ(|0¯〉 → |TFD(t)〉)− Cκ(|0¯〉 → |0〉) . (3.53)
At time t = 0, it becomes the complexity of formation. And we will explore the property
of convergence of this relative complexity in the following.
3.2.1 Complexity of the TFD at t = 0
In this subsection, we focus on the special case of the time-independent TFD state at
t = 0 given by (2.5). In this situation, we found ω˜k = 1 and α˜k = αk = arctan (k/m).
Then, according to (3.48), we have
|ϑk±| = |arctan[tan 2 (θk ± αk)]| . (3.54)
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Since 0 < θk ≤ pi/4 and 0 ≤ αk(t) < pi/4, one can obtain
|ϑk−| = 2 |θk − αk| ,
|ϑk+| =
{
2 (θk + αk) θk + αk ≤ pi/4
pi − 2 (θk + αk) θk + αk > pi/4 .
(3.55)
Firstly, let us consider the massless case where m → 0. Then, we have αk = pi/4.
According to (3.55), we can find |ϑk±| = pi/2− 2θk. For the κ = 2 measure, we have
∆Cκ=2(|TFD(t)〉, |0〉) = 2L
pi
∫ ∞
0
dk
[(pi
2
− 2θk
)2
− pi
2
4
]
=
4L
pi
∫ ∞
0
dkθk (2θk − pi)
= −16.8288× TL
pi
.
(3.56)
For the κ = 1 measure, with similar calculation, one can obtain
∆Cκ=1(|TFD(t)〉, |0〉) = −4L
pi
∫ ∞
0
dkθk = −7.32772× TL
pi
. (3.57)
These results show that the complexity of formation is in direct proportional to the
temperature T in the massless case. Furthermore, the relative complexity of the TFD
state with respect to the Dirac vacuum state for the measure κ = 1 and κ = 2 share
almost the same expression. Moreover, above calculation shows that the UV divergence
of the circuit from |0¯〉 to the TFD state can be totally eliminated by minus the circuit
complexity from |0¯〉 to the zero temperature state.
Next, we consider the massive case. Here let us define some useful the dimensionless
variables first,
k˜ := k/m , β˜ := mβ , L˜ := mL . (3.58)
By virtue of the property of the Eq.(3.54), the turning point of the inverse of temper-
ature β˜c = 1.32546 can be obtained from the equation θk + αk = pi/4.
According to Eq.(3.55), for the situation β˜ > β˜c, the circuit complexity can be
written as
∆Cκ=2(|TFD(t)〉, |0〉) = 8L˜
pi
∫ ∞
0
dk˜
∣∣∣2 arctan e−β˜ω˜k/2∣∣∣2 , (3.59)
which shares the same formula with the circuit complexity between the TFD state and
the vacuum state |0〉. We can also see that this complexity of formation is UV conver-
gence in this situation. In Fig.4, we present the relationship between the dimensionless
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Figure 5: The time involution of the per-mode complexity for κ = 1 (left) and κ = 2
(right) measures in the massless case.
temperature T˜ and the relative complexity of the κ = 1 and κ = 2 measures. At the
beginning, both trajectories are positive, increase to their maximum values when both
reach exactly the same turning point, after that both trajectories decrease rapidly to
the −∞.
3.2.2 Complexity of the TFD at general t
In this subsection, we consider the time dependent complexity for the Fermionic TFD
state in the free Dirac field.
For concreteness, let us focus on the massless case first. Under the massless limit
m→ 0, one can obtain
|ϑk±| = arctan
(√
cosh2
(
βk
2
)
sec2 kt− 1
)
. (3.60)
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Figure 6: The time involution of the complexity of formation (left) and their time
derivative (right) for κ = 1 (red) and κ = 2 (blue) measures in the massless case.
Then, the per-mode complexity can be written as
Yκ=2(k) = 2
[
arctan
(√
cosh2
(
βk
2
)
sec2 kt− 1
)]2
− pi
2
2
,
Yκ=1(k) = 2 arctan
(√
cosh2
(
βk
2
)
sec2 kt− 1
)
− pi .
(3.61)
In Fig.5, we plot the time dependence of per-mode complexity with the variation
of the momentum βk. We can see that this circuit complexity oscillates in time, and
the amplitude of the oscillations decrease as βk increase, while the frequency of the
oscillations increase as βk increase.
In Fig.6, we present the time dependence of the relative complexity for the massless
case in κ = 1 and κ = 2 measures respectively. We find that the relative complexity
start with a negative value, increase with the evolve of time, then rapidly saturates at
a constant which is still under zero on a time scale of order the inverse temperature.
This shares a similar behaviors with the bosonic system discussed in Ref.[51]. But
differently, the result ∆Cκ(t) − ∆Cκ(0) of the fermionic system is positive, while it is
negative in the bonsonic system. Moreover, we see that the complexity growth rate
increase at the early time and decrease later, finally goes to zero at the large time limit.
This is very different from the CV and CA conjectures where the complexity is always
increase at the late time. However, this result is not unexpected, since the boundary
CFT is a strongly coupled system and here we investigate the free system.
Next, we consider the massive case of the TFD state at general t. Following the
discussion in the massless case, here we define the dimensionless variables as (3.58).
Moreover, we also define the dimensionless time t˜ = mt.
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Figure 7: The time evolution of the relative complexity for κ = 2 (left) and κ = 1
(right) measures.
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Figure 8: The time derivative of the relative complexity for κ = 2 (left) and κ = 1
(right) measures.
In Fig.7, we investigate the time evolution of the complexity for different values of
the dimensionless temperature T˜ . To make these figures more transparent, we consider
the normalization complexity which is divided by the asymptotic values. The plots
show damped oscillations, at late times we observe a saturation to a constant value.
Those features matches the behaviors of the massive case of the bosonic system and the
massquench case for the free Fermionic system. Further, as shown in these figures, one
can find that there might exist a turning point β˜c in the time evolution cases, where for
the cases β˜ ≤ β˜c the curves are not smooth. Moreover, we can also see that there is an
oscillatory behaviour with period ∆t˜ ∼ pi. In Fig.8, we show the growth rate also has
the behaviors of the damped oscillation, and finally it goes to a constant value zero.
Finally, we illustrate the asymptotic value of the complexity respect with the inverse
of the dimensional temperature in Fig.9. One can see that it increase with respected
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Figure 9: The asymptotic value of the complexity respect with the inverse of the
dimensional temperature 1/T˜
to the dimensionless temperature T˜ . Different with κ = 1 measures, for the κ = 2
measures, there exist a zero point in its figure, and finally approaches zero from below
zero.
4 Fubini-Study metric approach for circuit complexity of the
TFD state
In this section, we apply the Fubini-Study(FS) approach proposed in [40] to evaluate
the circuit complexity of the Fermionic TFD state. This method is based on the
Fubini-Study metric and the unitary transformation to define a geometry on the space
of states.
We first consider a trajectory described by a particular choice of λµ(σ). Then, the
corresponding states can be generated by
|ψ(σ)〉 = P exp
[
−i
∫ σ
0
dsGˆ(s)
]
|ψR〉 , where Gˆ(s) =
∑
µ
λ˙µ(s)Oµ (4.1)
where Oµ ∈ G is the set of Hermitian operators which generate the evolution of the
state |ψ(σ)〉. Then, according to the FS line element
dsFS(σ) = dσ
√
|∂s|ψ(s)〉|2 − |〈ψ(s)|∂s|ψ(s)〉|2 , (4.2)
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the length of a path can be described by
L (|ψ(s)〉) =
∫ s
0
dsFS(σ) . (4.3)
The complexity between the target state |T 〉 and the reference state |R〉 is given by the
minimal length of the path |ψ(0)〉 = |R〉 to |ψ(σf )〉 = |T 〉 derived by Gˆ(σ) in G,
CFS (|R〉 → |T 〉) = min
Gˆ(s)
L (|ψ(s)〉) . (4.4)
One can find that the definition of the circuit complexity is based on the choice of the
generator set Oµ. Finding the complexity in a very general generator set seems to be
a too mathematical and technical problem. Therefore, we only consider the special
generator set which can generate all of our target state from our reference state. Ob-
viously, this requirement make the complexity rely on the choice of the reference state.
For finding a better method among the Fubini-Study metric approach and Nielsen’s
geometric method to match the result from holography, here we follow some discussion
in the previous sections for the Nielsen approach, and also consider the cases for the
zero temperature reference state |Ω0〉 and the reference state |0¯〉 which has no spatial
entanglement, separately.
4.1 Zero temperature reference state
In this subsection, we consider the case with the zero temperature reference state.
Therefore, here we only need to evaluate the evolution of the complexity between the
fermionic TFD state and the zero temperature state |Ω0〉. According to (2.18), one can
find that the unitary operator can be generated by the hermitian operator
K1 ≡ K+ +K−
2i
, K2 ≡ K+ −K−
2
, (4.5)
with
K+ = a
†
La
†
R , K− = aLaR . (4.6)
Note that the set of generators should form a closed Lie-algebra. The minimal set can
be chosen as
G = span {K0, K1, K2} , (4.7)
in which we defined
K0 =
1
2
(
a†LaL + a
†
RaR − 1
)
. (4.8)
– 27 –
Then, one can verify that these generators satisfy the su(1, 1) Lie-algebra,
[K−, K+] = 2K0 , [K0, K±] = ±K± . (4.9)
The trajectory can be expressed as
|ψ(σ)〉 = Uˆ(σ)|Ω0〉 = egˆ(σ)|Ω0〉 (4.10)
with
gˆ(σ) = α+(σ)K+ + α
−(σ)K− + α0(σ)K0 . (4.11)
Since the generator set forms a complete Lie-algebra, the unitary operator can be
decomposed as
Uˆ(σ) = eγ
+(σ)K+eγ
0(σ)K0eγ
−(σ)K− . (4.12)
By using the identities
K−|Ω0〉 = 0 , K0|Ω0〉 = −1
2
, (4.13)
the trajectory can be recast by
|ψ(σ)〉 = e−γ0(σ)/2eγ+(σ)K+|Ω0〉 . (4.14)
By the normalization, one can obtain the constrain γ0(σ) = ln (1 + |γ+(σ)|2). Then,
the complexity between |TFD(t)〉 and |Ω0〉 can be obtained by
CFS (|Ω0〉 → |TFD(t)〉) = min
∫ s
0
dσ
√
cfV
(2pi)d
∫
ddk
|∂σγ+k (σ)|2
(1 + |γ+k (σ)|2)2
. (4.15)
Therefore, to calculate the complexity is equivalent to find the geodesic of the line
element with the boundary condition γ+k (σf ) = e
−βωk/2−iωkt. For convenience, we define
γ+k (σ) = tan
(
θk(σ)
2
)
eiφk(σ) . (4.16)
Then, the FS line element can be written as
ds2FS =
1
4
cfV
(2pi)n−1
∫
|k|<Λ
dn−1k
(
dθ2k + sin
2 θkdφ
2
k
)
. (4.17)
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Now, it is clear that this line element corresponds to an integral over an upper hemi-
sphere. And the boundary conditions become
θk(σf ) = 2 arctan e
−βωk/2 ,
φk(σf ) = −ωkt .
(4.18)
Then, the circuit complexity can be obtained by
C2FS (|Ω0〉 → |TFD(t)〉) =
cfV
(2pi)n−1
∫
dn−1k
∣∣arctan e−βωk/2∣∣2 , (4.19)
which has actually the similar formula (3.14) with the circuit complexity from the
Nielsen approach between the TFD state and the Dirac vacuum reference state. Note
that in this case, the complexity is also time independent. This feature can be explained
by the geometry of the FS matric (4.17). The reference state is located on the north
pole θk = 0, and the trajectory of the time evolution is located on the circle θk = θk(s),
which has the same length to the north pole, which will reflect on the time independent
features.
4.2 Change reference state
In this subsection, we consider the case with the NSE state as the reference state
|ΩR〉 = |0¯〉. According to Eqs. (2.18) and (3.35), one can find
|TFD(t)〉 = ez(a†La†R+b†Lb†R)+z∗(aLaR+bLbR)eαEˆ|0¯〉L|0¯〉R
=eαEˆez(a¯
†
La¯
†
R+b¯
†
Lb¯
†
R)+z∗(a¯La¯R+b¯Lb¯R)|0¯〉L|0¯〉R ,
(4.20)
where we used the relation (3.37)
e−αEˆξaeαkEˆ = ξ¯a (4.21)
with
Eˆ = a¯†Lb¯
†
L + a¯
†
Rb¯
†
R + a¯Lb¯L + a¯Rb¯R . (4.22)
From above expressions, one can find a nontrivial set of generators G which generate
transformations between the TFD state |TFD(t)〉 and the reference state |0¯〉,
G = span
{
U, V,K1 ≡ K+ +K−
2i
,K2 ≡ K+ −K−
2
, E1 ≡ E+ + E−
2i
, E2 ≡ E+ − E−
2
}
,
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with
K+ = a¯
†
La¯
†
R + b¯
†
Lb¯
†
R , K− = a¯La¯R + b¯Lb¯R ,
E+ = a¯
†
Lb¯
†
L + a¯
†
Rb¯
†
R , E− = a¯Lb¯L + a¯Rb¯R ,
U =
1
2
(
a¯†La¯L + b¯
†
Lb¯L + a¯
†
Ra¯R + b¯
†
Rb¯R − 2
)
,
V =
1
2
(
a¯†Lb¯R + b¯
†
Ra¯L + b¯La¯
†
R + a¯Rb¯
†
L
)
.
(4.23)
Then, one can further verify these generators construct a Lie-algebra. And the non-
vanish Lie brackets can be shown as
[K−, K+] = 2U , [E−, E+] = 2U ,
[E+, K−] = 2V , [K+, E−] = 2V ,
[U,K±] = ±K± , [U,E±] = ±E± ,
[V,K±] = ∓E± , [U,E±] = ∓K± .
(4.24)
However, if we directly apply this Lie-algebra to our case, the calculation is very com-
plicated. Then in order to facilitate our calculations, we decompose this Lie algebra
into a simple form
L± =
1
2
(K± + E±) , L0 =
1
2
(U − V ) ,
J± =
1
2
(K± − E±) , J0 = 1
2
(U + V ) .
(4.25)
The non-vanish Lie-bra brackets can be written as
[L−, L+] = 2L0 , [L0, L±] = ±L± ,
[J−, J+] = 2J0 , [J0, J±] = ±J± .
(4.26)
These relations imply that the Lie-algebra G can be decomposed into a direct product
among two su(1, 1)-algebra,i.e., G = su(1, 1)× su(1, 1). Thus, any unitary transforma-
tion operator U in the circuit |TFD(t)〉 = U |0¯〉 can be constructed by
Uˆ = exp
(
αILI
)
exp
(
βIJI
)
. (4.27)
with I ∈ {±, 0}. To simplify the calculation, we redefine the corresponding annihilation
and creation operators by
AL =
1√
2
(
a¯L − b¯R
)
, AR =
1√
2
(
a¯R + b¯L
)
,
BL =
1√
2
(
a¯L + b¯R
)
, BR =
1√
2
(
a¯R − b¯L
)
.
(4.28)
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Then, the generators (4.25) can be reexpress as
L+ = A
†
LA
†
R , L− = ALAR , L0 =
1
2
(
A†LAL + A
†
RAR − 1
)
,
J+ = B
†
LB
†
R , J− = BLBR , J0 =
1
2
(
B†LBL +B
†
RBR − 1
)
.
(4.29)
Since the two parts commute, we have
|T 〉 = Uˆ |0¯〉 = exp (αILI) |0〉A ⊗ exp (βIJI) |0〉B . (4.30)
Applying the similar procedure, we re-express the target state |T 〉 into
|T 〉 = e−(γ0+γ0′)/2eγ+L+|0〉A ⊗ eγ+
′
J+ |0〉B . (4.31)
Then, the Fubini study line element can be obtained by
ds2FS =
L
pi
∫ Λ
0
dk
(
|∂σγ+k (σ)|2
(1 + |γ+k (σ)|2)2
+
|∂σγ+k ′(σ)|2
(1 + |γ+k ′(σ)|2)2
)
. (4.32)
where we have defined
γ+k (σ) = tan
(
θk(σ)
2
)
eiφk(σ) , (4.33)
γ+k
′
(σ) = tan
(
θ′k(σ)
2
)
eiφ
′
k(σ) . (4.34)
Then, the FS line element can be written as
ds2FS =
L
4pi
∫ Λ
0
dk
(
dθ2k + sin
2 θkdφ
2
k + dθ
′2
k + sin
2 θ′kdφ
′2
k
)
. (4.35)
Next, we consider the circuit from |0¯〉 to the TFD state,
|TFD(t)〉 = eα(E++E−)ezK++z∗K−|0¯〉
= e(z+α)L++(z
∗+α)L−|0〉A ⊗ e(z−α)J++(z∗−α)J− |0〉B ,
(4.36)
in which
αk =
1
2
arctan
(
k
m
)
, zk = θ
(k)
0 e
−iωkt . (4.37)
Then, one can find
θk(σf ) = 2
√(
θ
(k)
0
)2
+ α2k + 2θ
(k)
0 αk cosωkt , φ(σf ) = arctan
(
θ
(k)
0 sinωkt
θ
(k)
0 cosωkt+ αk
)
,
θ′k(σf ) = 2
√(
θ
(k)
0
)2
+ α2k − 2θ(k)0 αk cosωkt , φ′(σf ) = arctan
(
θ
(k)
0 sinωkt
θ
(k)
0 cosωkt− αk
)
.
(4.38)
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Then, the circuit complexity can be obtained as
C2FS (|0¯〉 → |TFD(t)〉) =
2L
pi
∫ ∞
0
dk
[(
θ
(k)
0
)2
+ α2k
]
. (4.39)
Note that in this case, the complexity is also time-independent. More explicitly,
as denoted in (4.36), the complexity is time-dependent for one part of the system,
e.g., A part, while the time variance cancels out when considering the whole system.
However, unlike the circuit start from the zero temperature reference state, this circuit
complexity start from the NSE state is UV divergent. From (4.39), we can see that
the complexity for the TFD state also shares the same divergence structure with the
Dirac vacuum state. Moreover, in order to obtain a UV structure as the holographic
complexity, we define an L2 norm complexity as C(2)FS = C2FS. With similar consideration
as Sec.3.2, we also define the relative complexity as
∆C(2)FS (|TFD(t)〉, |0〉) = C2FS (|0¯〉 → |TFD(t)〉)− C2FS (|0¯〉 → |0〉)
=
2L
pi
∫ ∞
0
dk
(
θ
(k)
0
)2
,
(4.40)
which gives the same expression as (3.14) for n = 2, although it is necessary to recast
the expression (3.14) as
Cκ (|Ω0〉 → |TFD(t)〉) = cfV
(2pi)n−1
∫
dn−1k|θ(k)0 |κ
= Cκ (|Ω0〉 → |TFD(t)〉)− Cκ (|Ω0〉 → |Ω0〉)
= ∆Cκ (|TFD(t)〉, |Ω0〉) .
(4.41)
To conclude this section, we have investigated the complexity of two circuits by
using the Fubini-Study metric approach, one is from the zero temperature state to
the TFD state, the other is from NSE state to the TFD state. We found that both
expression (4.19) and (4.40) share the similar formula with (3.14), especially, if we
define L2 norm, i.e., C(2)FS = C2FS, in the Fubini-Study approach, the results are exactly
the same with the continuum case of the complexity of 2N fermionic oscillators for the
measure κ = 2 evaluated by the Nielsen’s approach. It might be interesting to further
investigate the property of L2 norm for both methods in the interacting fermionic field
theory.
5 Conclusion
In this paper, motivated by recent development of circuit complexity for TFD states in
the free scalar theory, we have generalized some of those results to the time-dependent
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TFD states in free, non-interacting fermionic system. Our starting point is to compare
the circuit complexity for a time-dependent TFD states in a free fermionic theory with
the results of the complexity of the boundary TFD states in the context of holography.
Recent developments have provided us with two computable approaches to evaluate the
circuit complexity in the context of free field theory–Nielsen’s geometry approach and
Fubini-study metric approach. We also compared the results of those two methods and
found out that the circuit complexity of those two methods shares some extraordinary
similarities.
Following the ideas of Nielsen and collaborators, the circuit which prepares the
desired state lies in a Riemannian geometry of the underlying Lie group, in our case
SO(4N,R) group, with appropriate boundary condition. The optimal circuits become
geodesics in this geometry. It is noticeable that we are considering a whole class of
circuits which gives us the desired fermionic TFD state. To avoid unnecessary com-
putation, we express the Gaussian states into covariance matrix form for evaluating
the circuit complexity. We began with the 2N decoupled harmonic oscillators for the
whole fermionic TFD state and then extended the analysis to the continuum case to
study the complexity of formation. We found out that ∆Cκ is positive and also UV
finite for both L1 norm and L2 norm, which is very similar to the holographic result.
Furthermore, If we consider a massless case, ∆Cκ=1 is proportional to the entanglement
entropy between the left and right CFTs as found with holographic complexity when
the dimension is greater than 3, however, ∆Cκ=2 is inversely proportional to the entan-
glement entropy in contrast to the holographic counterpart. For two dimensional free
Dirac field, we first considered the massless case, our results (3.56)(3.57) show that the
complexities of formation for both measures increase with decrease with the growth of
temperature. Then, for the massive case, the complexities of formation for both mea-
sures start from zero, increase with T˜ , and after reach their positive maximum values
their figures decrease to −∞. Results from both cases are different with the results
from holography. As for the time-dependence of the TFD state, the complexities for
both measures in the massless case increase with time at a short period then saturate
at a constant. In the massive case, the complexities show damped oscillations which
leads to a quick saturation. Again, those features are very different from the late-time
linear growth found for holographic complexity. Since the late-time growth of holo-
graphic complexity is a crucial property of the CA and CV conjectures, we might be
disappointed that our analysis did not recover this feature. However, one must aware
that the fermionic QFT for which we are analyzing the complexity is a free theory,
while the boundary CFTs which are described by holographic complexity are strongly
coupled system. Furthermore, the states we are analyzed is confined to the space of
Gaussian states which is just the subspace of the full Hilbert space. Our work here just
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provides some basics calling for the future to investigate more complicated cases, such
interacting fermionic field or the full Hilbert space.
In the last section, we investigated the circuit complexity generated by the Fubini-
Study metric approach. First we studied the complexity from the zero temperature
reference state to the fermionic TFD state and found out that the square of this result
CFS(|Ω0〉 → |TFD(t)〉) (4.19) shares the same expression with (3.14) when κ = 2 by
using Nielsen’s approach in a continuum fermionic field theory. Then we changed our
reference to the NSE reference states. Again, we discovered that the relative complexity
(4.40) shares the same formula with (3.14). These similarities shared with the Nielsen’s
approach for a specific measure might just be a coincidence, or it has more profound
mathematical or physical meanings. This needs researchers to further explore in the
future.
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A Transformation matrix for the time-dependent TFD state
In this appendix, we compute the transformation matrix of time-dependent TFD state,
i.e.,
Uˆ(θ)†ξaUˆ(θ) = U(θ)abξb . (A.1)
with
Uˆ(θ) = eθKˆ(t) . (A.2)
We can define the generator Kab of the transformation matrix U
a
b(θ), such that
U(θ) = eθK . (A.3)
Then, we have
[ξa, Kˆ] = Kabξ
b , (A.4)
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Using Eq.(2.20), one can obtain[
QL, Kˆ
]
= QR cosωt− PR sinωt ,[
QR, Kˆ
]
= −QL cosωt+ PL sinωt ,[
PL, Kˆ
]
= −PR cosωt−QR sinωt ,[
PR, Kˆ
]
= PL cosωt+QL sinωt ,
(A.5)
which gives
K =

0 cosωt 0 − sinωt
− cosωt 0 sinωt 0
0 − sinωt 0 − cosωt
sinωt 0 cosωt 0
 . (A.6)
This generator matrix can be diagonalized by the matrix S, i.e., K = SK0S
−1 with
K0 = diag{i, i,−i,−i} and
S =

i cscωt − cotωt −i cscωt − cotωt
− cotωt −i cscωt − cotωt i cscωt
0 1 0 1
1 0 1 0
 . (A.7)
The transformation matrix can be obtained by
eθK =
n=0∑
∞
θn
n!
Kn = S
n=0∑
∞
θn
n!
Kn0 S
−1 = SeθK0S−1 , (A.8)
in which eθK0 can be obtained as eθK0 = diag{eiθ, eiθ, e−iθ, e−iθ}. Then, we can obtain
U(θ) =

cos θ cosωt sin θ 0 − sin θ sinωt
− cosωt sin θ cos θ sin θ sinωt 0
0 − sin θ sinωt cos θ − cosωt sin θ
sin θ sinωt 0 cosωt sin θ cos θ
 . (A.9)
B FS metric derivation for the Fermionic TFD state
In this appendix, we present the derivation of (4.15) for the TFD state of a simple
Fermionic harmonic oscillator. The generator set form a Lie-algebra su(1, 1). Then,
By using the decomposition formula
eα
IKI = eγ
+K+eγ
0K0eγ
−K− (B.1)
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with
γ± =
2α± sinh Ξ
2Ξ cosh Ξ− α0 sinh Ξ ,
γ0 =
(
cosh Ξ− α
0
2Ξ
sinh Ξ
)−2
,
Ξ2 =
(α0)
2
4
− α+α− ,
(B.2)
which is taken from appendix 11.3.3 of Ref.[40]. Then, by the normalization, the target
state can be written as
|ψ〉 = (1 + |γ+|2)−1/2 eγ+K+|0〉L ⊗ |0〉R
=
(
1 + |γ+|2)−1/2 eγ+a†La†Reγ+b†Lb†R |0〉L ⊗ |0〉R
=
(
1 + |γ+|2)−1/2 [|0, 0〉L ⊕ |0, 0〉R − (γ+)2 |1, 1〉L ⊕ |1, 1〉R
+γ+ (|0, 1〉L ⊕ |0, 1〉R + |1, 0〉L ⊕ |1, 0〉R)
]
,
(B.3)
where we denote
a†Λ|0〉Λ = |1, 0〉Λ , b†Λ|0〉Λ = |0, 1〉Λ . (B.4)
Then, the FS line element
ds2FS = 〈δψ|δψ〉 − 〈ψ|δψ〉〈δψ|ψ〉 (B.5)
can be directly obtained
ds2FS =
|δγ+|2
(1 + |γ+|2)2 . (B.6)
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