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Résumé 
Neuf lignées Fs de petit mil (Pett?riselzcm fyphoides) issues d’une même population Fz ont 
L‘analyse génétique uthise essentiellement les statikques d‘hétérosis et de distance R1 
(HANSON et CASAS), exprimées dans le modèle F co de Van der VEEN limité i des épistasies entre 
paires de loci: Les covariances entre loci sont prises en compte. 
Onze caractères sur douze manifestent une très forte corrélation entre la distance et  l’hétg- 
rosis. L’interprétation de ces corrélations conduit i corriger l’estimation des paramètres génétiques 
del’analyse classique et 8. calculer une distance générale entre lignées &savoir le nombre de groupes 
de gènes pour lequel deux lignées diffèrent. 
Le ‘modèle génétique utilisé rend assez bien compte des mesures de distance et d‘hétérosis 
niais explique mal la faible variance des lignées. 
L’épistasie apparaît essentiellement de type hktérozygote x hétérozygote opposé 8. la 
ktudiées par les deux ensembles parallèles de croisements : Triple et  Diallèle. , 
dominance. 
permettent de prévoir l’hétérosis entre lignées. Ce résultatgeut intéresser le sélectionneur. 
I1 appardt que les distances entre lignées mesurées sur des croisements lignées x testeurs 
I * /  , 
Introduction 
La distance R entre unités génotypiques définie par HANSON et  CASAS (1968) 
et utilisée par ceux-ci sur le Maïs est apparue dans diverses expériences posséder 
des propriétés intéressantes (HANSON et MOLL, 1973; CASAS et al., 196s) : 
- la distance R était fortement corrélée avec l’hétérosis; 
- elle a permis de séparer des populations qui d‘après leur phénotype sem- 
- la validité de la distance R semblait diminuer au-delà d‘une certaine diver- 
3634 
rw 
B 
blaient voisines; 
gence génétiquc entre unitCs tasononiiques obszrvtes à cause de ce que 
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ces auteurs ont appelé une chute des relations de dominance suivant en 
cela le phénomène déjà observé par MOLL et d. (1965) sur l’hétérosis. 
Malgré ce défaut, cette distance semble avoir plus de signification génétique 
que bien d’autres distances taxononiiques utilisant aussi des caractères biométri- 
ques. I1 est, en effet, logique de penser que la différence entre les gamètes de deus 
unités taxonomiques phénotypiquement voisines s’exprimera si elle existe, dans 
la différence entre les croisements de ces deux unités avec les mêmes testeurs. 
A l’occasion d’un travail d’analyse génétique classique sur des lignées de Petit 
Mil (Penizisetum ty$hoides), nous avons cherché d’une part à observer les distances 
entre nos lignées pour mieux les caractériser et à voir si ces distances permettent 
de prévoir l’hétérosis entre lignées. 
D’autre part, nous avons cherché un modèle génétique permettant de reconsti- 
tuer les hétérosis et  distances observées, ceci sur plusieurs caractères. Cette analyse 
a conduit à corriger l’analyse classique. 
Dans la mesure oh nous pouvions approcher les mécanismes génétiques de 
ces caractères, nous avons tenté de construire une distance globale entre lignées 
réunissant les informations tirées des distances particulières à ces caractères. 
Le matériel génétique et les essais 
. Les données à analyser ont été recueillies sur un croisement diallèle et un 
croisement triple modifié (JINKS et RI., 1969) incluant les mêmes neuf lignées F, 
naines de Petit Mil issues de neuf pieds F, provenant d‘un même hybride entre 
une lignée pure indienne naine I 472 et une lignée pure Ouest-africaine 1133, de 
type traditionnel. 
Le croisement diallèle comprenait les autofécondations et les croisements 
dans un seul sens. I,e croisement triple modifié comprenait pour chacune des neuf 
lignées l’autofécondation, le croisement avec le parent I 472 et le croisement avec 
l’autre parent 1133. 
Les deux essais ont été cultivés à Bambey (Sénégal) pendant l’hivernage 1973, 
en blocs randomisés complets à deux répétitions de 5 pieds espacés à I m s I m, 
soit sans compétition. 
Les neuf lignées ont été sélectionnées au cours des cycles d’autofécondatioli 
essentiellement pour le gène de nan.isme d, et la résistance au Sclevosfiora. 
Les observations ont porté sur les 12 caractères suivants : 
C Y  
LF 
if 
LT 
PT 
PRO 
NC 
LC 
PC 
NE 
P500 
PG 
cycle compté en nombre de jours du semis à l’épiaison, 
longueur en cm de la 3e feuille au-dessous de la chandelle principale, 
largeur en mm de la 3e feuille, 
longueur de la plus haute tige, 
périmètre du 3’3 entre-nœud sous la chandelle principale, 
longueur de la plus grande projection d‘une talle sur le sol, 
nombre de chandelles du pied, 
longueur en cm de la chandelle principale, 
périniètre en mm de la chandelle principale, 
densité des épillets sur la chandelle, 
poids de 500 graines, 
poids de grain récolté sur le pied. 
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Les méthodes 
I. - L’analyse classiqihe (si@posée coi t ime) 
Le croisement diallèle it été analysé suivant les hypothèses et le schéma de 
HAYMAN (1954), de tout temps critiqué par les généticiens américains, actuellement 
abandonné par la plupart des généticiens parce qu’il suppose des conditions sans 
doute jamais satislaites simultanément : biallélisme, distributions indépendantes 
des gènes et absence d’épistasie. Toutefois à titre de comparaison avec les autres 
analyses, on a calculé les paramètres D, H,, H, et  le nombre de gènes N même si 
le test de la regression WY sur Vr indiquait le non respect des hypothèses. Rappelons 
que, si les hypothèses sont satisfaites : D = C4uvd2, H, = I;42tvh2, H, = XI62G2v2h2 
d et  lz sont les effets d’additivité et dominance à un locus donné, 
I( et v sont les fréquences respectives des 2 allèles au locus considéré, dans l’ensemble 
des parents du diallèle. 
I,e croisement triple modifié (JINKS et al., 1969) comprend pour chacune des 
neuf lignées F issues de l’hybride entre les deux lignées initiales P et P’, l’auto- 
fécondation de valeur Y b ,  le croisement avec le parent P de valeur Y p f  et le croise- 
ment avec le parent P’ de valeur Y p f .  
Sans hypothèses particulières, ce matériel permet de tester la présence d‘épis- 
tasie en testant si : 
I 
Y p f  + Yp,f - Y f  = constante pour les g lignées 
c 
Avec les hypothèses de HAYMAN (Ig54), les paramètres D et  H, sont estimés 
par : 
( Y P f  - Y P . f  ), [ C f  ( Y P f  - Y P j f  1 I” - 
Y2 
H, = variance sur f de ( Y p f - - Y p < f )  = Z f  
Y 
avec Y = g. 
Signalons que nous avons effectué sur ce croisement triple une analyse de 
variance en effets fixes et non comme JINKS et al. (1969) en modèle mixte, ceci 
afin de rester dans le niême modèle que celui utilisé par HAYMAN (1954), avec le 
croisement diallèle. 
2.  - L’attalyse des distames et de l’kétérosis 
2.1. - Tentiif$ologie et forntzdaiue 
Précisons d’abord la terminologie employée et les hypothèses retenues. 
L e  wodèle gétiétique : 
I,e modèle génétique retenu est le modèle Foo de Van der VEEN (Ì959) limité 
P 
I à des épistasies entre paires de locus. 
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C désigne l’origine des valeurs génotypiques. 
désigne la situation génotypique de l’individu A1 au locus n : les génotypes 
AA, An et an sont représentées par les valeurs de O,, I, o, - I. 
Les effets i désignent les interactions digéniques de type homozygote x homo- 
zygote, les effets j les interactions de type homozygote x hétérozygote et  les 
effets I les interactions de type hétérozygote x hétérozygote. 
Si le taux de recombinaison des gènes à la formation des gamètes vaut I / 2  
et si les différents gamètes de deux individus 11.1: et F s’unissent au hasard, la valeur 
Yf x 112 du croiseaent F x 31 s’écrit grâce à l’indépendance des distributions 
alléliques a u s  divers loci : 
Dans la suite de cet article, on supposera que les différents effets sont les 
mêmes à tous les locus à savoir : t‘ 
da = a, ha = It, i d  = i, inla’ = inf In = i, I d  = 1 
Structure géaotypique des neuf ligniecs et de leurs pnreitts 
Les deux parents de la FI, source des 9 lignées, sont désignés par les indices 
Le nombre N de gènes qui les différencient peut s’exprimer sous la forme : 
1 
et p‘. 
( eup  - e U p y  N =  C n  
4 
Les neuf lignées issues de la FI par autofécondation sont désignées par l’indice 
112 lorsqu’elles sont testées pour leur hétérosis ou leurs distances mutuelles et  par 
l’indice f lorsqu’elles sont testeurs. 
Le nombre ?$ de gènes différents entre 2 lignées R I  et  31‘ peut s’écrire : 
(Oum - 0am.)2 
’il = Ca 
4 
Les neuf lignées sont obtenues par des tirages indépendants de la FI. 
On admet en outre que les différents gènes d’une lignée sont obtenus par tirages 
indépendants dans le réservoir génique de la FI. 
Cette hypothèse implique au moment de la formation des gamètes des diverses 
générations d’autofécondation une liaison absolue de certains locus et  une segré- 
‘ 
U 
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gation indépendante de ces groupes de locus liés. A la limite, quand on parle ici 
de locus, il peut s’agir de chromosomes entiers. 
ILen résulte que chaque paramètre O a f  peut être vu comme une variable aléa- 
toire indépendante, d‘espérance E = o et de variance I - E2 = I. 
Pour la m@me raison, on adniettra que dans une lignée M particulière : 
C , ~ , ,  $! o. Chaque lignée contient un nombre de gènes dominants homozygotes 
voisin du nombre de gènes homozygotes récessifs. On dira que les locus sont à l’état 
dispersé. 
Les deux parents de la FI, par contre, peuvent se situer entre l’état de dis- 
persion totale des locus et l’état d’association totale. Dans ce dernier cas, le parent 
P contient tous les gènes dominants et, le parent P‘ tous les gènes récessifs. Pour 
tout couple de locus a,a’ on a la relation : 
e,, Y ealp = e,,, Y eutgr = I 
Défigiition et calciil des hété~osis 
L’hétérosis entre deux lignées R I  et M’ est défini par : 
(Ynt x Ill. + Ynt’ Y nt‘) He(nz, ni’) = Ynt x tit‘ - 
3 
Ici Ym x WL = Ym. 
L‘application des formules (I) et (2) donne : 
He(*% %?L’) = s,(e,, - e,,,)21t/4 + &<nl(eam - eamr)(earml - eUfrn)i /4  
+ sa<al[(eam + eam.)(I - eatmen,ml) + (I-oame,m,)(ea,m + ea. I l / l ) ] j /4  + c,<,/[ ( e a m  - eamt)2(ea,na - e,,,.)z]1/16 
Avec l’approximation X n O a m  = o, on a les relations : 
~ a r g a ( e a l m l  - e,,,) = eam - eaml 
x,e,,eam,C,,,,eUr, = - ~e~ , , , e , ,~ ,  = O 
Alors les termes en j disparaissent et les termes en i deviennent 
i 
- E, 
2 4 2 
( O u m  - e o m y  = 12-  i 
E n  définitive : 
L’hétérosis entre P et P‘ les parents des lignées pourrait s’exprimer sous une 
Les termes en i deviennent alors : 
forme différente si leurs locus étaient à l’état d’association totale. 
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Les termes en j disparaissent parce que Bap  + e o p ~  = o. 
I 
(3 bis) 
N - I  
Ainsi HEP, $' en association) 5 N(~I +  
2 
Mais He(#, $' en dispersion) = N(h, + + 7 
i N--rz)  
Notons ici qu'avec l'approximation COa, = o les termes en i disparaissent dans 
tous les croisements entre lignées. 
,La formule (3) est approximative pour les termes en i et i. 
La formule (3 bis) est exacte. 
Définition et cnlcztl des distames 
Rappelons la définition de HANSON et CASAS donnée dans le cadre d'un croise- 
ment diallèle entre Y lignées. 
Soit S i t  = Y i t  - y i .  -y. t + 3'. . l'aptitude spécifique à la combinaison. 
La distance R(i, i) entre 2 lignées est définie par la relation : 
T t = r  R2(i, i) = ut31  ( S i t  - sjt)' 
Cette relation peut aussi se lire R2(i, j )  = C t [ @ i t  - y ~ . )  - ( y j t  
est le numérateur de la variance des Y diílérences y i t  - y j t .  
ce qui 
Dans le présent travail, la définition de R2(i, j )  a été légèrement modifiée : 
R'(ì, j )  = Variance ( y i t  - y j t )  sur l'indice variable i! 
Cette définition se situe en modèle fixe, dans un cadre limité aux lignées i, i à 
tester e t  aux lignées t qui servent de testeurs. 
Cette définition reste valable quand les lignées à tester sont différentes des 
lignées testeurs. 
On a vu dans la présentation du croisement triple modifié que Hx était estimé 
par la variance de (yp f  - y p t j )  pour l'indice f  variant de I à g. 
I,'estimation Hl du croisement triple n'est autre que R2(fi, f i ' )  la distance au 
carré entre les parents des neuf lignées mesurée avec ces lignées comme testeurs. 
La distance entre 2 lignées M et M' du diallèle est donnée par R2(wz, m') = 
Variance sur f  de (Ymf - Ym'f), F étant aussi une lignée. 
Le détail des calculs est donné en annexe. On aboutit à l'étape intermédiaire 
approximative pour les termes en i et j : 
R2(?nn, m') = Variance sur f de l'expression (A + B) avec : 
L 
B = - C  a < a r ( e n m b m  - Oam/Oa/m/ )ea fea / f  
4 
La deuxième étape de calcul consiste à calculer l'espérance de R2[m, m') pour 
deus lignées différentes à IZ locus et identiques à N - IL locus, sachant que les 
9 x N paramètres 0am ou Bof des neuf lignées sont tels que : 
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Vu = 41mvn . . . .  
va . . . . . . .  
C,Ta. . . . . . . .  
CZaa, . . . . . . .  
Dad, n 
C" 
Vn . . . . . . .  
. . . . . .  
. . . . . . . .  
Cette structure des neuf lignées n'empêche pas l'effet de covariances dans 
Dans cette étape, on a aussi cherché les valeurs moyennes d'un certain nonibre 
les calculs de distances, parce que les testés sont aussi les testeurs. 
de statistiques définies dans l'échantillon des 9 lignées, à savoir : 
v-  I 
5' 
v 
V, - 1) - 1) + 2) lI.3 
e2 (v - I) 1 I . Z  O 
Ca 
4c2 
N(2V - V, + Cz(N - I)) /4 
Y =nombre de lignées O Z U  f (E f V a  = Cf--- 
1' y 2  
V a  est la variance de O u f  dans l'échantillon, qui nous intéresse parce qu'elle apparaît 
dans les calculs de R2((nt, w z ' )  : 
V a  = ~ M ~ Z J ,  de H A 4 ~ ~ L 4 ~  (195 ) 
Insistons sur le fait que V a  correspond à une statistique de l'échantillon né- 
cessaire aux calculs de distances, indépendamment de la structure particulière 
de nos neuf lignées. V a  ne cherche pas à estimer la variance d'ailleurs connue 
(la valeur I) d'une des aléatoires O a f  définie par tirage au hasard d u n  gène dans la FI. 
Au contraire, on cherche à estimer la valeur moyenne de V a ,  dans un échantil- 
lon de 'I' lignées, parmi tous les échantillons possibles. 
De même, on aura besoin d'estimer la valeur moyenne dans notre cas parti- 
culier, des statistiques suivantes : 
O u f  O a l f  ( Cf O a f )  pf O u . f )  Cu,,= c f y -  
Ya 
Ca,, est la covariance ( B a p  O , r f )  dans l'échantillon. 
C2uu, la covariance au carré. 
V a  la variance au carré. 
D,,, ?it = eu,noa/,cuu/. 
TABLEAU I 
Valeirv atteiidzrr de quelpies pavani2f;vs 
ddfiitis d a m  1't"chaiitilloit des r Zigdes 
Va : 4 7 " ~ n  variance de eaf sur indice f .  
e,,, covariance (OQ, O , / f )  sur indice f .  
C, covariance [(e,, - ea,,#, sur les indices m , d .  
V, 
D=,/, = ea,flea/mccc/. 
variance de $2 = C.(Oan- B a , / ) a / +  
~ 
Statistique I Symbole 1 EspCrance 
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I,e tableau I donne les espérances de ces expressions. Quelques calculs d’espé- 
Remarquons que E(P,,, na) = ~ alors que €$(Paa t  p) = O. 
En effet, les paramètres des parents ne figurent pas dans Ca,, calculé sur les 
Revenons au calcul de l’espérance de R2(nz, m‘) : 
rances sont donnés en annexe à titre d’exemple. 
r - - I  
Y2 
lignées. ~- 
Pans cette expression, V est l’espérance de V a  soit - 7 I) et C, est l’espé- 
Si les deux parents des lignées sont en phase d‘association totale, on a appro- 
( 
rance de CZaat (soit ‘+). 
ximativement pour les termes en j : 
R2@, 9’) = Variance de [hCaOaf + ( I  - i) Ca<a/Oaf] 
R2($, $’) en association = h +- [ - I (I - i) Z U V ~  + ~ . n f a , ~ a c c , l  
2 
a 
N-I  et E(R~($, f i ‘ ) )  en association = NP (4 bis) 
Si les parents sont en phase de dispersion totale, on a approsimativement 
pour les termes en i et j : 
h + i  N - I  
R2(j, 8‘) en dispersion = VaZance de 
d’où E(R2(p, p‘) en dispersion -- NV (4 t e 4  
Expression dit test d’épistnsie dir croisenzeitt triple 
Ce test calcule la variance de [ Y f ,  + Yf,, - Y f ]  = T. 
Si les deux parents sont en association complète, on a exactement : 
T = STariance de Ca<a,OnfOarf- (5 )  2 
Dans ce cas, si i = I ,  l’épistasie ne sera pas décelée. 
en i : 
Si les deux parents sont en dispersion, on a approximativement pour les termes 
( l e a p e a / p  - 2) 2‘ = Variance de ’ ] (5 bis) 
2 1 
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Conzpamisoit des e s t in~a t iom de D = ZVZ2 #ar l’essai dialldle et l’essizi triple : 
D diallèle = Variance (Ym) = Variance (&O,,d + &<u.OumOurmi). 
Si les deux parents sont en phase d’association corriplète, on a exactement : 
D Triple = Variance (Yf, + Yf,,). 
(6 bis) 
Si les deux parents sont en phase de dispersion complète, on a approximative- 
ment pour les ternies en i : 
Ces formules appellent quelques commentaires : 
- Les caractères strictement additifs (sans dominance, sans épistaie)engen- 
drent des mesures de distances toujours nulles, donc sans intérêt pour différencier 
les lignées. 
- I,a limite supérieure du nombre de gènes difftrents décelables dans les 
lignées dépend du nombre de locus qui présentent chez les testeurs une variabilité 
(Va # 0).  
- Les effets d’épistasie de type j apparaissent négligeables sur les statistiques 
étudiées. 
- Si les deux parents sont en phase d’association complète, et si i = I ,  l’épis- 
tasie passe inaperpe au niveau du test d’épistasie triple, des valeurs de l’hétérosis 
e t  de la distance entre les 2 parents. Les estimations D diallèle et D Triple sont 
égales. 
- Les formules (3) et (4) montrent bien la relation entre l’hétérosis et la 
distance tels que définis ici, surtout chez les parents des lignées. 
Chez les lignées, la relation est compliquée surtout à cause de l’épistasie de 
type 1 et la covariance. 
Le terme prépondérant de l’expression (4) est 12 + - +- 1 qui corres- i Fi-I 
2 2 i $ 2 - 1  pond au terme Jz + - +  I de l’expression (3). 
2 2 
Ces deux termes peuvent être vus comme la dominance apparente d’un locus 
respectivement dans la mesure de distance et dans la mesure d‘hétérosis. Ces deux 
effets de dominance apparente ne sont égaux que pour les parents (P, P’) OU les 
lignées extrêmes. Pour que la corrélation entre hétérosis et distance soit forte, 
il faut au moins que +- +- I garde le même signe à tous les locus. 
- Montrons que si les unités à tester &I sont différentes des unités servant 
de testeurs F, l’effet des covariances sur les distances est fortement réduit, ceci 
sans aucune hypothèse sur les structures génotypiques des 31 et des F. 
i Fi--I 
2 2 
On suppose ici l’absence d’épistasie : 
Le terme avec les covariances comprend n ( 1 2  - I) éléments tels que Oum, = - 0u vz. 
Ouna x OalnLCan.,,f. 
Dans ce cas, le terme des covariances comprend la somme de n(n  - I) éléments 
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Si les &I sont distincts des F, ces éléments sont de signe quelconque et  la somme 
est probablement voisine de zéro (c’est le cas des parents testés sur les lignées). 
Si &I‘ = F, dans chaque élément, OumOu,m est le plus souvent du même signe 
que Caal,,f et la somme des éléments est le plus souvent positive. 
Dans le présent travail, avec la structure particulière des lignées, il a été 
possible de chiffrer la valeur moyenne du terme Daut,% = 0am0armCua, (voir tabl. I). 
Toujours dans le présent modèle, calculons la moyenne des v2 distances?Ë$ : 
. 
I I 
2 2 
- 
R2 = Bn-TTamVaf19 $. x a # a r -  Caa,,mCaa,,fh2 
Sur l’expression de 2, on voit également que si AI # F, les termes x 
Cua,,f sont de signe variable et leur somme est sans doute voisine de zéro. Si 1\11 = F 
l’effet des covariances est positif. Ceci sans aucune hypothèse sur la structure du 
matériel. 
2.2. - Utilisntioft des formdes  
Refvouver l’mnlyse clnssiqae di6 dinll?le : 
L’analyse classique suppose l’absence d’épistasie et  Ca,, = O dans notre 
On a alors les expressions simplifiées : 
échantillon particulier. 
La moyenne et la variance des Y ,  statistiques He sont 
I 
2 
- 
He = - CuVah 
(7) 4 
La moyenne des r2 distances vaut : 
Sachant que Vu = 42invn, on déduit immédiatement de (7) les estimations 
des parametres génétiques h,, H,, H, : - 
h, = (C~ztvh)~ = (He), 
H, = C41izih3 = R?. + 2VHE 
Remarquons que les formules (8) sont une façon sans doute plus élégante 
de calculer les paramètres h,, H,, H, mais exactement équivalente à la méthode 
classique fondée sur les statistiques (V?, W ?). 
- 
H, = C 1 6 2 t ~ z i ~ I ~ ~  = 2R3 (8) 
En effet (He), est égal au terme (nzL, - nz;L,JZ de HAYMAN (1954). 
DISTANCE R CHEZ LE PETIT 3IIh I75 
de MATHER Exprimons et VHE en fonction des termes VI, Vp, V;, v?, 
et JINKS (1971) : 
R2tj = Ct( s t t  - sjt)%/R avec si t ,  si t  comme A.S.C. 
I 
2. 
- 
Rz = S f jR2i.j /R2 = 2 Cits32 t /R2 = ZVI =- H, 
I VHE = Variance y i f  - $ J i i  + $’If) = ZIT; + VI + V?, - 2LV11; ( 2 
- 
Sachant que VI = V r  - V;, on retrouve bien les expressions de MATHER et 
JINICS (1971, p. 269) : 
- - 
Hl == R” + zPHE = TTp + 4V f - 4W7 
Ajusfeiizem! du modèle 
I1 s’agit de trouver les paramètres li + -, 1 et les 36 9t  associés aux 36 couples 
de lignées qui permettent avec les formules (3) et (4) d’approcher au mieux les 
hétérosis et distances observées, ceci dans le cas oÙ la corrélation observée entre 
hétérosis et distance est forte. 
Une méthode d’estimation rigoureuse n’a pas été trouvée. Dans un premier 
temps, on a estimé l’ensemble des 92 et lz + i / z  en posant 1 = O. 
En pratique, i étant lié à k ,  on parlera de It à la place de h + i 12. 
Pour tout couple Ill, M on a 
1 
2 
= He(m, nz’) 112 qui introduit dans (4) donne 
une distance calculée Rzc : 
R3, = (V - C,)lzHe(m, ?it’) + C2Hze(m, nz’ )  
Un programme informatique permet de trouver la valeur It qui minimise la 
fonction C(K2 calculé - Rz observé)z pour les 36 couples. 
Avec cette valeur It, on estime alors pour chaque couple M, &I’, d i e  le nombre 
de locus différents d’après l’hétérosis et wR3 le nombre de locus différents d’après 
la distance. 
I,e graphique des points (tzlze, ?tRo’) permet d’apprécier si ceux-ci sont alignés 
sur la bissectrice. 
Les formules (3) et (4) doivent permettre d’expliquer le cas échéant les dévia- 
tions par rapport à la bissectrice par des valeurs 1 non nulles. 
Chaque série de 3G valeurs ?!lie et ?cR2 est utilisée pour estimer le nombre N 
de locus variables dans les neuf lignées. 
En  effet 4 z ( m ,  m’) = Ca 
I,a moyenne ?z et la variance V,t ont les espérances suivantes (voir tabl. I) : 
( 0 a m  - 0anv)2  
4 
E(n) = NV/2 (9) 
(10) E(Vn) z= N(2V - V, + (N - I)(!,) /4 
Les relations (9) et (IO) permettent une estimation de N. 
En définitive, si les 4 estimations de N concordent e t  si le graphique montre 
un bon alignement des points sur la bissectrice, on regroupe ces diverses estimations 
de ~t et N en une seule estimation. 
On obtient une série de valeurs $8 qui sont des mesures de distances indépen- 
dantes des effets génétiques et qu’on peut appeler distances standardisées. 
I,a comparaison des séries IZ correspondant à deux caractères a un sens. 
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Rechevclze d ‘ m e  dis fnnce g é t h d e  
Dans la mesure oÙ plusieurs caractères ont pu être grossièrement ajustés, 
dispose pour chaque couple PI,, wf de plusieurs valeurs fa. I1 serait intéressant 
calculer une sorte de distance générale combinant les distances particulières 
standardisées a 12. 1). Pour ce faire, on utilise la matrice des covariances entre les 
différents vecteurs (?¿) des différents caractères. 
On a en espérance : 
Covariance (zi, 7 z j )  = Ntj(2V - V, + (Ni] - I)C,) /4 (II) 
9 b i  
Nil désigne le nombre de locus communs aux caractères i et f. 
De (II) on peut calculer Nij. 
R, qui évite de coapter le même locus plusieurs fois : 
désigne le vecteur des distances pour le caractère i. 
L’examen des différents Ni et Ni l  permet de construire une distance générale 
R2, = ? z , ~  + (I -2) ?z3 + (I - + N23j ?Z3 +... (12) N3 
Un nouveau caractère C i  est ajouté dans la mesure où ses locus ne sont pas 
Le nombre de ces locus déjà inclus est estimé par CjNij. 
L’assemblage est arrêté quand BjNij = Ni pour tout nouveau caractère. 
Les distances combinées avec la formule (12) sont choisies avec des N i j  le 
La vraisemblance de RZ, peut être appréciée en calculant les covariances de RZg 
déjà inclus dans les caractères C j  précédents. 
plus faible possible et des Ni le plus fort possible. 
avec les distances (121). I1 faut que covariance (R2,, .i) # variance (“.i). 
2.3. - Estimation des distances et des laétémsis 
En fait la moyenne génotypique Y f ,  n’est pas connue. On dispose de la 
moyenne phénotypique P f ,  telle que : 
P f ,  = Y f ,  + E f m  
Comme d’habitude, on suppose que les Efm sont des aléatoires d’espérance 
zéro et de variance nz. Ort a alors les estimations : 
A ( P f m  - Pfmr)’ ( C f ( P f m  - P f m / ) ) 2  z(v2 - y + I) R2(m, WL’) = C f  - - Sf 
Y Y 2  Y2 
P m  + P n v  Helm, wz’) = P m m r  - 
2 
sZe est l’estimation de csZe sur les hybrides. 
s$ est llestimation de la variance erreur sur les lignées (considérée uniquement pour 
l’hétérosis). . 
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Résultats 
CowéIafioir distai? ce - hété~osis 
Le premier résultat à rapporter qui donne de la consistance aux analyses ulté- 
rieures est la corrélatiori entre distance R2 et  hétérosis (on ne s’occupe en fait que 
du carré de la distance). 
Ces corrélations expériaentales sont calculées sur les 36 couples differents 
observés. 
Dans le tableau 2, on voit que sauf pour le caractère NE, les corrélations (R2, 
He) sont très fortes. Par contre, si on remplace l’hétérosis par la valeur de la FI, 
on obtient une forte diminution de la corrélation. 
Les formules (3) et (4) expliquent bien ce résultat si on admet que les locus 
agissent tous dans le même sens. 
Ce résultat conduit à se méfier de certailies autres mesures de l’hétérosis utili- 
sées dans la littérature pour établir un lien entre l’hétérosis et  la diversité enzyma- 
tique ou génétique telles que la valeur de la F, ou la différence entre la F, et un des 
deus parents ( Z a r  et  ALLARD, 1976). 
D’autre part, ce résultat permet de penser que tout se passe comme si les gènes 
agissant sur un caractère se classaient en deux catégories : ceux dont l’action est 
faible et s’exprime sous forme d’un (( bruit de fond N, e t  ceux dont l’action est forte. 
Pour ces derniers, gT*osso modo la dominance apparente It + - + - I associée 
à un locus garde un signe constant d’un locus à l’autre. 
I,a très faible corrélation observée chez le caractère NE s’explique au contraire 
par des effets géniques de signe variable. La figure I concernant N E  illustre bien 
cette interprétation : à un niveau donné de R2, la moyenne des hétérosis est nulle 
mais la fluctuation de l’hétérosis augmente avec le niveau de R2. Cela signifie 
que les I I .  gènes différents sont un mélange en proportion variable de gènes à effets 
positifs e t  de gènes à effets négatifs. Pour un tel caractère, une analyse génétique 
plus approfondie n’a pas été tentée. 
( 2  i N - l )  2 
Pnrnmètres géitétiquas classiqates 
I,e calcul des paramètres 4, H,, H, à partir des statistiques classiques (Vy, 
W,.) a perniis de vérifier numériquement que ces estimations sont exactement 
les m&mes que celles obtenues par les formules (8), comme prévu par la théorie. 
Amlyse  gézétiqite npprofoizdir 
On a essayé de reconstituer la liaison curvilinéaire observée entre hétérosis 
et  distance à l‘aide d‘un modèle sans épistasie mais avec les covariances C,. Le 
paramètre Ji a été ajusté suivant la technique exposée au chapitre Méthodes. 
Les figures 2 présentent l’ajustement obtenu, sous la forme suivante : en 
abscisse, le nombre 9s de gènes estimé sur Xz, en ordonnée le nombre IL de gènes 
I,. MARCHAIS 
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PIG. I .  - Repi8tkeiztatio$t des 36 couples de lignées par I e w  Re.'t&vosis (He) et l e iw distalice (Ra). 
p = corrélation entre He et Rz 
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TABLEAIT 2 O 
Estimatiou de divevs $nrnnaPtrcs gr'izr'tiqiies dnris IC mod& clrcssiqiie ct dniis U R  niodPle $rcrzailt e u  romptc les covnviaiices mtvc locus. 
Potir Its pnrairidttcs U et HI, In sigiaificatiorz statisfiqite sst doiiiiic (' nzi sciiil 5 p .  100, 'i ' nu seuil I p .  100) 
Observations 
Corrélation Re, H E  . . . . . . . . . 
Corrélation RP, FT. . . . . . . . . . 
Modèle classique : 
Test d'tpistasie Triple T . . . . . . 
Diallèle b . . . . . . 
D = X V d e  Triple . . . . . . . . . 
Diallele . . . . . . . . . 
H, = ' C V P  Triple . . . . . . . . . 
Diallèle . . . . . . . . . 
H, = ZVW Diallèle. . . . . . . . . 
N = 4ke/H3 nombre de loci. . . . . . 
l i / d  degré de dominance . . . . . . . 
nlodèle avec comviaiices : 
N' nouvelle estimation du nombre de 1oc 
12 Mas: nombre maximal de gtnesdifférent 
entre 2 lignées . . . . . . . . . . 
k effet moyen de dominance. . . . . . 
Rs Max distance maximale entre 2 lign6e 
N'VlP . . . . . . . . * . . . . . . 
(la /d)' degré de dominance . . . . . . . 
Distancegénérale:Nd~/N~ . . . . . . 
CY LF 4 I I;1' PT 
Caracteres 
LC PC NC PRO PG 
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estimé sur l’hétérosis. On peut voir en gros les points se répartir le long de la bis- 
sectrice avec, cependant, la déformation suivante : près de l’origine, un excès des 
n(lie) sur les /z(R2) et l’inverse loin de l’origine. 
Cette déformation peut être expliquée en partie par l’inégalité des effets IL 
et I ,  en partie par une épistasie dupliquée (effet 1 opposé à la dominance). 
En effet, les formules (3) et  (4) deviennent en supposant les effets Iza et Ian‘ 
différents suivant les locus : 
He(m, ni ‘ )  = Ca Xn(Rn + i / z )  + Ca, a‘ Xu lia’laa’/2 
R”(nt, 172’) ajusté = (R2 (nt, m’) - C,He2 (nt, 972’)) /(V - C,) 
N - I  
= Ca X n ( k a  + i / z  +  lu)2 + Can‘ l i a  (I - Xa’)Z%laa’/4 
2 
avec X a  = (0anz - 0 u n ~ ‘ ) ~  /4 
(N - 1)1, = Ca’ Ian‘. 
Une analyse numérique des relations entre He en abscisse et R2 ajusté en 
ordonnée a donné les nuages de points suivants : 
- Pour des effets Zia toujours de même signe mais d’intensité variable, en 
l’absence d’épistasie, les points se disposent le long d’une courbe en S symétrique 
par rapport au milieu du nuage. 
Avec une épistasie complémentaire (I de même signe que 11) la courbe du S à 
concavité vers le haut disparaît, reste la branche du S à concavité vers le bas. 
Avec une épistasie dupliquée (I de signe contraire à R) c’est l’inverse. 
- Pour des effets ha de signe variable, avec ou sans épistasie, le nuage devient 
Ces relations entraînent les effets suivants sur les figures z : 
- A la courbe en S correspond un S retourné (à cause des changements 
d‘axes) que la bissectrice traverse aux deus extrémités et au centre. C’est l’image 
de CY et  P500. 
- A la branche du S de l’épistasie dupliquée correspond une figure 2 comme 
celles de I,F, I,T, PT, I,C, PG : la bissectrice passe par le milieu du nuage mais 
au-dessus des points extrêmes. 
- I,a branche du S typique de l’épistasie complémentaire n’est pas représen- 
tée dans les figures 2 : la bissectrice devrait passer toujours au milieu du nuage 
mais au-dessous des points extrêmes. I,a concavité du nuage serait inversée. 
- Les autres caractères présentent une figure 2 assez floue caractéristique 
de la coexistence d’effets Iz de signe variable : If, NC, PRO, PC. I,a présence d’épis- 
tasie ne peut alors être décelée sur les graphiques. 
flou et de forme losangique. 
L’image de CY n’interdit pas une légère épistasie dupliquée. 
I,e croisement triple décèle l’épistasie dans CY, I,T, NE (tabl. z) ,  ce qui ne 
contredit pas l’analyse des figures a mais n’en décèle pas dans les autres caractères 
en particulier I,F, PT et I,C. Ce désaccord peut s’expliquer soit par une faible puis- 
sance du test d’épistasie du croisement triple modifié, soit par la présence d’effets i 
égaux à 1 et des parents P et P‘ en association totale. 
I,e test classique du croisement diallèle basé sur la pente Z, de régression 
(Wit /VY) ne décèle la présence d’effets de covariances ou d’épistasie que dans G carac- 
tères, au lieu de tous, ce qui est peu vraisemblable et jette un doute sur la validité 
de ce test (tabl. 2). 
E n  l’absence de conclusions sûres quant à l’épistasie, le modèle sans épistasie 
ajusté au mieux (fig. 2) fournit les estimations de la dominance apparente moyenne 
I82 
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nihe, 
PRO 
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nir21 
PIG. 2 .  - Repviseiitatio?~ des 36 couples de ligittks flav n (he) et n(R2) les estiixatioizs SZCY 1'1dffkvosi.s 
et saw la dis tame d u  +zontbr*e de gènes diffévents, $ar# ajtcstmteizt des f omt t l e s  (3) et (4). L a  dvoite 
vefivésente la f l t fem"'  bissectrice. 
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et du nombre total de gènes en cause (N‘ du tabl. 2). Ce nombre reste voisin de 
l’estiwation N classique. I1 vaut environ 7, le nombre de base du génome des mils 
penicillaires. 
Le degré de dominance ( k  /d)  de ce modèle est plus faible que l’estimation clas- 
sique. 
PG e t  P.500 manifestent de la superdominance, CY et LF une légère superdo- 
minance et  les autres caractères une dominance incomplète. 
Ces estimations h et N’, malgré la présence dans certains cas d’épistasie dupli- 
quée, concordent avec HI Triple, sauf pour CY e t  IJ?. 
En effet, HI Triple n’est autre que R3 ( p ,  fi’). D’après les formules (4), R2 
(fi, fi‘) = NfVli2. Le tableau 2 montre que les valeurs N’Vh2 calculées sont proches 
de HI Triple. 
Pour CY et LF, la forte valeur de HI Triple pourrait s’expliquerpar des parents 
P,P‘ en association et  une épistasie dupliquée avec i = 1. 
Par contre, les estimations D Triple e t  D diallèle sont dans l’ensemble très 
divergentes sans explication évidente. 
La présence d’épistasie de type I pourrait d’apr5s les formules (6) expliquer 
seulement une légère supériorité de D Triple sur D diallèle. 
Remarquons que D Triple utilise uniquement des observations sur des croi- 
sements alors que D diallèle n’utilise que les lignées autofécondées. I1 y aurait 
sans doute un effet de la consanguinité non pris en compte par notre modèle. 
Enfin, le tableau 2 montre que l’estimation HI diallèle est dans l’ensemble 
inférieure à R3 Max, la distance maximale observée. D’après le modèle sans épis- 
tasie, HI diallèle devrait être voisin de R2 Max. 
En effet, d’après (8), HI diallèle =x2 + 2 VHE 
E(@) = Nk3((Sr2 + (N - I)CZ) /2 
€$(l’HE) = Nh3(2V - 1’2 + (N - I) C3) /4 
d’où E (HI diallèle) = Nh3 (IT + (N - I) C2) la distance maximale possible. 
Ce désaccord pourrait s’expliquer par une moyenne F2 trop basse : il y aurait 
un escès de couples de lignées assez voisines. Les lignées ne seraient pas tirées au 
hasard de la F, mais auraient subi une sélection dans la même direction. 
Le tableau 3 contient la matrice des Nil, le nombre de locus communs aux 
caractères i et j ,  obtenue à partir des covariances entre les distances standardisées 
+A i et n i par la fomule (II). Les Nt sont les Cléments diagonaux. On voit qu’aucun 
N ij n’est supérieur à Ni ou à Nj, comme il est souhaitable. 
La figure 3 représente une interprétation de l’occupation du génome par les 
divers caractères. I1 semble y avoir une forte pléiotropie : certains locus semblent 
communs à tous les caracteres. Avec les deux seuls caractères LF et LT, la majeure 
partie des locus variables semble couverte. 
Tout semble se passer comme si les (( gènes )) visibles à segregation indépendante 
étaient en gros les 7 chromosomes de base du génome des petits mils. Chaque chro- 
mosome porterait un ou parfois deux gènes à effet important pour chaque 
caractère. 
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If . . . .  5,Go 7274 234 
LC . . . 5,98 7,35 3>78 
---
CY. . . . 5 2 5  2,84 6,26 ---
LC 
- 
598 
7>35 
3>78 
~ 
I I , O I  
l- l- l- I- 1-1- 
3,7r 
1,r7 
3,97 
234 
I l I I l I I I I I I 
locus disposés en ligne 
..........e...e... 
L F  = 9,2 
If = 7,7 
LT = 9,2 
PT = 10,l 
P500 = 7,9 
NC = 3.8 
- -  - - 
P R O  = 3,7 
La distance générale suivante a été construite : 
RJg = 1Z(Lp) + O , 3 p ( & T )  
les estimations des formules (9) ou (IO). 
0,2272(Lc) + o,1612(CY) 
I,e nonibre de ggnes N U  couvert par cette distance vaut 13,g ou 15 suivant 
RAg traduit donc environ z fois plus de locus qu'un caractPre particulier. 
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La dernière ligne du tableau 2 donne le rapport Ng i  /Ni du nombre de locus 
communs à la distance générale et au caractère i avec le nombre de locus du carac- 
tère i. 
Les résultats sont satisfaisants : dans l'ensemble, le rapport est voisin de I. 
Donc la distance générale recoulrre sans redondance les locus des caracti?res parti- 
culiers. 
Enfin, la corrélation entre la distance générale et la distance PG (poids de 
grain) pour les 36 paires de lignées vaut 0,54. La distance générale n'est donc 
pas un très bon prédicteur du rendement bien qu'elle couvre tous les locus du 
rendement. 
d 
Conclusion 
La confrontation des données observées dans les essais Triple et Diallèle nous 
- Les statistiques de distances P et d'hétérosis He permettent l'estimation 
Elles donnent une idée des différences de structure génotypique entre lignées, 
Elles apparaissent à tout le moins, complémentaires des statistiques (IT,., WT) .  
- La corrélation expérimentale entre R2 et HE est apparue très forte dans 
II cas sur 12. 
- Dans le cas de forte corrélation, l'approfondissement de l'analyse classiqce 
a conduit à supposer l'existence d'effets épistatiques qui s'opposent aux effets 
de dominance. Ainsi, une certaine saturation se manifeste dans la croissance de 
l'hétérosis avec le nombre de locus hétérozygotes, qui fait penser à la loi logistique 
et au modèle génétique de FORKMANN et SEYPFERT (1977). En pratique, un modi:le 
génétique comportant des covariances entre locus, e t  une épistasie entre paires 
de locus de type 1 négatif a permis une bonne explication des observations, sauf 
en ce qui concerne la faible valeur de la variance des lignées [D diallèle). 
- Malgré ses imperfections certaines, la distance générale représente une 
tentative intéressante pour le taxinomiste dans la mesure o h  elle approche le nom- 
bre de gènes ou groupes de gènes qui différencient deus unités génotypiques quel- 
conques, et ce sur la base de caractères quantitatifs mesurés sur des croisements. 
Elle est sans doute aussi utile que bien d'autres distances phénotypiques (RAo, 
1952; GOWBR, 1971; EDWARDS, 1971). Elle tend à approcher la distance minimale 
définie par NEI (1975). 
- Pour le sélectionneur la distance R devrait permettre de prévoir pour le 
caractère rendement, l'hétérosis entre lignées à partir de croiseinents lignées s 
testeurs. 
Le schéma 2 de la Caroline du Nord (CONSTOCK et al., 1948) croisant entre 
eux deux ensembles A et B d'unités génotypiques devrait présenter deuvavantages: 
économie d'effort d'environ j o  p. IOO et  réduction des effets de covariance sur 
les mesures de distances. 
Considérons, en effet, les croisements de N individus A avec N individus B. 
La valeur des N3 hybrides est directement observée. Les distances entre individus 
A et les distances entre individus B peuvent être calculées e t  servir d'estimations 
pour la valeur des hybrides A x A et B s B. Au total Nz croisements permettent 
d'apprécier N(2N - I) hybrides. 
a conduit a u s  conclusions suivantes. 
des paramètres h,, HI, H, dans le cadre de l'analyse classique. 
sans hypothèse particulière. 
i- 
I 
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I,'économie est d'environ 50 p. IOO. 
Outre la réduction des effets de covariance (dtmontr8e dans le chapitre des 
méthodes) l'utilisation de testeurs de distances distincts des unités àtester devrait 
permettre d'étudier l'évolution de l'hétérosis entre unités avec une croissance 
continue de la mesure de distance. 
d'un schéma 2 de la Caroline du Nord incluant des unités génotypiques très diverses 
dans chacun des ensembles A et B. 
I,e présent travail devrait donc être repris à partir des données expérimentales 
Reçu poter pttbliratioit e n  ~iovembre 1977. 
Summary 
The m e  of HANSON ami CASAS c R n distnitce to nitalyse 
geizetically niize inbred lines of Pend Millet 
'Nine F, inbred lines of pearl millet (Pemisetzcm typRoides) originating from the same F2 
population have been simultaneously studied in a diallel cross and in a modified triple test cross 
(JINICS et al. 1969) for a set of twelve quantitative characters. 
Both trials have been analysed by considering the two sets of statistics: heterosis and squared 
distances R2 (HANSON, CASAS, 1968). 
It is first shown that the classical diallel analysis can be obtained by using these new statis- 
tics instead of the ( V ,  W,) statistics. 
Among the tivelire measured characters, eleven have shown a very strong correlation bet- 
ween heterosis and Rz squared distances. 
It is tempted to interpret those high correlations with a genetic model including covariances 
between locus states and z locus epistasis. 
The model can be relatively well adjusted to the observations by considering type 1 epistasis 
in opposition to dominance. 
Consequently, for each character, the number of the main genetic factors merentiating 
the lines is tentatively estimated. 
Furthermore for each pair of characters, the number of genetic factors, common to both 
characters, is also estimated. Then, a general distance is built based on all the differences measur- 
ed on all the characters, that hopefully avoids redundancy. 
It is proposed to  use this general distance in taxonomy. 
For the plant breeder, the use of the R distance could reduce by an amount of 50 p. 100 
the cost of appreciating the heterosis between each pair of a set of lines. 
But the deficiencies of the genetic model concern mainly the explanation of inbred depression. 
The relation between heterosis and the number of heterozygous locus looks g$*osso "J like 
the logistic curve. 
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Annexe 1 
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certains termes variables en i deviennent : 
zaeafearnrxa,faen,f = - ~ ~ e ~ ~ ~ ~ ,  = O, 
les autres ternies variables en i deviennent : 
C,o,fennl,S:ar+aea~mr = - C,O,f = o. 
Certains termes variables en 1 sont : 
1/4s.eaf(e,,, - 0 4  c~,#.I = ~ ~ e ~ ~ ( o ~ ~ ~ /  - Ba,)(N - 1)l/4. 
II vient-alors  en posant 
R2(wz, +a’) = Variance (A + B) = Variance (A) + Variance (B) + 2 Covariance (A,B). 
Variance (A) = IL + - + - 
( 3  2 2 
e u m /  - ennz Pour N - I I .  locus O u m ,  - O,, = o, pour +t locus = e l z m r .  
2 
Variance (A) contient ?z(n - I) termes 
Calculons la valeur moyenne d’un de ces termes dans l’ensemble de tous les 
Sachant que 
échantillons de Y lignées qu’il est possible de tirer de la FI. 
E ( e a i e a j )  = E ( o a i e a / i )  = 0 
les termes non nuls de E(Oa7n,0n,mrCnn,) correspondent à i = nt’, i = m‘. Donc : 
$8 - I 
Y 
De même, E(Va = I - C r j 0 n i 0 a j / ~ 2 )  =IT =- , donc : 
Dans B, si n et n’ appartiennent aus  91 locus (a, a’ E 42) ou si a et a’ appartien- 
nent aux N - 11. locus (a, a‘ E N- gz,), le terme 8 a m ~ n , m  - t)a,nlearmr = o. 
I90 I,. MARCHAIS 
Seuls sont différents de zéro les ?z(N - 96) termes tels que n E I t ,  a' E (N - 12) 
1 1 
4 2 qui sont de la forme - zOccmearmOnfOarf donc B = - c,E,,e,,e,fc6,,.,.e,r,,e,,,f. 
La variance de B contient ~ ( N - ? L )  termes de la forme variance (Occ+f) = 
I - csJen~eajeal,iea,,j/Yz E ( B a i 8 a j B a ~ , r B a ~ , j )  = I si i = j ,  elle est nulle autrement. 
Donc : 
E(Variance enfea , f )  = I -- = ~ = V I Y - I  
Y Y 
I,a variance de B contient aussi "(N - ?z)[fz(N - n) - I] termes de la forme : 
Covariance (OamOnf8n,m8arf, B a m 0 a f O a ~ r m í 3 a r r f )  ou de la forme : 
Covariance ( eameofea.,earf, eam~~eaf f fean,mean, f )  qui ont tous pour espérance 
Y - I  c, =- y, * 
Donc : 
12 
4 
E [Variance (B)] = - [+z(N - 9 z ) V  + +t(N - ~z)[fz(N - 12) - I]C,] (2) 
I,a covariance (A, B) contient N x ?t(N - $2)  termes non nuls de la forme 
112 Covariance (- eameaf ,  e,,,ne,,fe,d3,,,f) avec n, a' E 1z 
et d' E N - $6. Toutes ces covariances valent en espérance - C,. 
1 
E[Covariance (A, B)] = - - (h + i + n2(N - +t)P (3) 
2 
Après assemblage des relations (I), (2) et (3) suivi d'une simplification, on 
trouve : 
1)' + (N - i z ) P  /4] N-I  h + i / 2  + E[ R'(vz, M')] = n(V - C,) 
2 
IL + i l 2  +- 
I( 
z 
Annexe 2 
Valeurs +moyen.lzes des croisewexts des fielif lignées entre elles (dinllèle) 
et m e c  leztrs 2 finrents P et P' (Trifile) 
Chaque tableau présente deux caractères, l'un au-dessus de la diagonale, le 
second au-dessous de la diagonale. 
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LT 
- 
6 IT Lignée - 3 - 4 - 5 - 7 ~ 8 2 
--I-I- 
89,6 -
80.8 
--- 
[ O I ' I  I 155 I 93 
S2,o I 141 I 68 --- 
91>5 I49 I 77 I 
g . . .  389 
P . .  . 32 
P'. . . 30 
~- 
- 
34 I 
LF 
- 
P' 
- 
2 
- 
3 
- 
4 
- 
5 
- 
S 
I 
6 1 7  
-I -I- 
Go 
IL- . . . I 47'7 I 
3 . . .  50,7 ~- 
4 . . .  48,5 ~- 
5 . . . 50,o ~- If , . . .! 68,9 I 67.8 
G . . .  5426 
7 . . . 53,o 
Y . . .  47>9 
___- 
-- 
-- 55 
66 9 . . . 504 ~- 
P . .  . 44 
P' .  . . 49 
~~ 
53 I 55 
P 
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LC 
Lignée 
3 5 6 8 P P' 2 4 7 9 
I . . .  
2 . . .  
3 . . .  
$ . . .  
5 . . .  
PC . . .: 
16 . . .  35 
39 
43 
- 
- 
7 . . .  Is. . .  
44 - 
I 
g . . .  
P . . .  
P'. . . 
7 1 8  
P P' 
- 
2 3 4 5 9 
PRO . 
. 
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I 
g . . . 8,0 I I , Z  9,4 
P . . .  7 3  723 7,6 
P' . . . 9,7 13.4 9,9 
----
----
Lignée 
I i1 . . 
12 . 
P500 1 5 . .  
\ci . . 
7 . .  
8 . .  
I9 . . 
I C  1.. 
I 
4 1 5  
:i: 
-- 
CY 
49>7 47s I 
8 9 P 1 P' 
47 50 -- 
45 48 -- 
48 61 
53 49 
-- 
P G  
5 1 6  
