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Tensor Representation of Non-linear Models Using Cross
Approximations
José V. Aguado1 · Domenico Borzacchiello1 · Kiran S. Kollepara1 ·
Francisco Chinesta2 · Antonio Huerta3
Abstract
Tensor representations allow compact storage and efficient manipulation of multi-dimensional
data. Based on these, tensor methods build low-rank subspaces for the solution of multi-
dimensional and multi-parametric models. However, tensor methods cannot always be
implemented efficiently, specially when dealing with non-linear models. In this paper, we
discuss the importance of achieving a tensor representation of the model itself for the effi-
ciency of tensor-based algorithms. We investigate the adequacy of interpolation rather than
projection-based approaches as a means to enforce such tensor representation, and propose the
use of cross approximations for models in moderate dimension. Finally, linearization of tensor
problems is analyzed and several strategies for the tensor subspace construction are proposed.
Keywords Non-linear modeling · Reduced order modeling · Low-rank tensor
approximation · Proper generalized decomposition · Cross approximations · Parametrized
PDE · Multi-dimensional problems
1 Introduction
Tensor methods can be regarded as a specific class of reduced-order methods (ROM),
designed for the solution of multi-dimensional and multi-parametric problems. ROM have
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proved in all its variants to be a key tool in simulation-based engineering sciences, provid-
ing a scientific and mathematical basis for fast simulation (sometimes even in real-time) of
engineered systems. They have opened the path towards a better integration of numerical
simulation in dynamic data-driven application systems [25], rapid numerical prototyping
[11] and dedicated simulation applications [1], among many other examples.
Reduced-order methods are designed to provide fast yet accurate approximations of the
solution of a numerical model. The concept of reducibility is therefore central. It states
that the solution of many models can be well approximated using few degrees of freedom,
provided that a suitable representation basis is chosen. The two principal families of ROM
differ essentially on how they build such appropriate representation basis. One one hand,
a-posteriori ROM extract a low-dimensional subspace from a training simulation dataset
[9,46–48,54]. On the other hand, tensor methods (also referred to as a-priori ROM) compute
low-rank tensor subspaces by setting up an optimization problem [3,26,40]. Both families
of methods require a special treatment of non-linear problems in order to preserve their
efficiency.
Literature on non-linear a-posteriori ROM is abundant. Most of the approaches propose
building a secondary low-dimensional subspace, other than the solution’s subspace, in order
to approximate the non-linear term. Then, the Empirical Interpolation Method (EIM) [7,35],
as well as its discrete counterpart (DEIM) [17], can be used to give interpolation properties to
the non-linear term’s subspace. As opposed to projection, interpolation allows approximating
the non-linear term by evaluating only few points, which can be done inexpensively during
the on-line stage. A number of variants have been proposed, such as the unassembled DEIM
[50], which is specifically tailored for finite element computations, and the localized DEIM
[45], that proposes to switch between local subspaces in order to capture different regimes
of the system, using clustering and supervised learning techniques. We shall give in Sect. 3.2
further details on the interpolation approach as a means to introduce cross approximations,
which can be seen as a sort of extension of EIM to a tensor framework.
Interpolation-based techniques were described in [16] as approximate-then-project
approaches. Alternatively, project-then-approximate (also, hyper reduction) approaches pro-
pose roughly to approximate the projection of the non-linear term directly [23,24,49]. This
ultimately leads to the definition of empirical quadrature rules [30], which seem to provide
a more consistent basis to address non-linear reduced order modeling.
As opposed to a-posteriori ROM, literature on tensor-based ROM for non-linear problems
is much scarcer and lacks, in general, of a systematic approach. For instance, only polynomial
non-linearities can be efficiently addressed with the Asymptotical Numerical Method (ANM)
[34,38,39]. The LATIN method has been successfully applied to compute space-time (or
pseudo-time) separated representations involving elasto-plasticity, contact and multi-scale
problems [15,33,37].
The objective of this paper is three-fold: in first place, we discuss the importance of
tensorization for the efficiency of tensor-based ROM. By tensorization we mean the ability
to enforce a tensor representation of the model itself,1 which reveals crucial for the efficiency
of tensor-based algorithms. Secondly, we investigate the adequacy of interpolation rather than
projection-based approaches as a means to enforce tensorization, and propose the use of cross
approximations [21,52] for models in moderate dimension. And finally, linearization of tensor
problems is analyzed and several strategies for the tensor subspace construction are proposed.
Specifically, the canonical tensor format is used here as a reference, in spite of some well-
known limitations that shall be discussed in detail in Sect. 4.3. As a practical consequence
1 We shall use the term tensorization throughout the entire paper for the sake of conciseness.
of these, the use of canonical format should be restricted to second or third order tensors.
However, in this paper we shall put emphasis on concepts rather than on technical details, and
therefore the validity of the proposed approach should not be compromised by the choice
of tensor format. Other tensor formats are likely to perform better in higher dimensional
problems and might motivate future research.
The rest of the paper is organized as follows. In Sect. 2, we review the basic formulation
of tensor methods and the importance of tensorization for their efficient implementation. To
this end, tensor methods are formulated as an optimization problem. In Sect. 3, we consider
a generic non-linear problem and show how tensorization is in general lost. We also analyze
both projection and interpolation approaches as a means to recover tensorization. In Sect. 4,
we present cross approximations as a means to enforce tensorization of non-linear models.
Strategies for coupling a given linearization scheme with the incremental subspace construc-
tion are analyzed in Sect. 5. Finally, the performance of the proposed method is assessed in
Sects. 6 and 7 by means of several numerical examples.
2 Basic Formulation of Tensor Methods
Tensor methods build a low-rank tensor subspace for the solution of multi-dimensional and
multi-parametric problems. To this end, the weak form of the model at hand is regarded as an
optimization problem where the set of admissible solutions is constrained to a low-rank tensor
subspace. The efficiency of tensor methods relies on the tensorization of the model at hand,
as it allows splitting a multi-dimensional problem into a series of lower-dimensional ones.
When dealing with non-linear models, tensorization is in general lost, thus compromising
the overall efficiency of tensor methods.
In next lines, tensor-based reduced-order methods (ROM) are introduced from a-posteriori
ones by drawing a parallel between both approaches.
2.1 FromVector to Tensor Subspaces
To the purposes of this section, it is useful to consider a parametrized problem as a model
case. Let u(μ) ∈ RN0 be its solution on a given representation basis of dimension N0,
for a given D-tuple of parameters μ ∈ M. A-posteriori ROM split the computational cost
into“offline-online” stages. In the offline stage, a subspace of lower dimension, M  N0,
is extracted from the statistical analysis of a training simulation dataset. Then, admissible
solutions are constrained to this low-dimensional subspace:
∀μ ∈ M : u(μ) ≈ uM (μ) := W0 α(μ), (1)
where α ∈ RM are the representation coefficients of the solution on the subspace spanned
by the columns of W0 ∈ RN0×M .
For an efficient offline-online splitting of the computational cost, restricting the solution to
a subspace of dimension M should yield a reduced system equations whose complexity does
not depend on N0 anymore. However, this is not always the case, specially when dealing with
non-linear models. In such a case, it is well-known that the non-linear terms of the equation
need, in principle, to be fully evaluated and then projected at each iteration of the linearization
scheme [17,35]. A number of techniques, already reviewed in Sect. 1, have been proposed
in order to address this situation.
In contrast with a-posteriori ROM, tensor methods are designed to compute the solution
of parametrized problem as an explicit function of the parameters. Therefore, tensor methods
do not produce a reduced system of equations but the parametric solution itself. In this regard,
parameters are treated exactly the same as if they were coordinates, and consequently, the
computational domain becomes of higher dimension. In practice, this implies that the solution
is no longer represented by a one-dimensional array, as in Eq. (1), but by a multi-dimensional
array (or tensor) instead.
Remark 1 (Notation for tensors) Although sometimes it is convenient to use multi-indices for
tensors, here we prefer linear indexing in order to take advantage of standard matrix algebra
operations, such as the Kronecker and Khatri-Rao products that will be used below.
Let u ∈ RN , N := N0 N1 · · · ND , be the full tensor representation of the parametric
solution after discretizing the parametric domain M with a N1 × · · · × ND grid. Clearly,
full representations are in general precluded even in moderate dimension. Therefore, tensor
subspaces must be introduced to represent parametric solutions efficiently. For the sake of
concretion, we shall only discuss here the canonical tensor subspace, which lies at the basis
of the Proper Generalized Decomposition (PGD) method [3,22,37]. It is defined as follows:
TM := span{wm0 ⊗ wm1 ⊗ · · · ⊗ wmD}Mm=1, (2)
where wmd ∈ RNd stands for the m-th factor, or mode, in direction d, with 0 ≤ d ≤ D. Note
that TM shall be understood throughout this paper as a non-linear structure, where wd can be
chosen freely, unless indicated otherwise. A low-rank approximation uM ∈ TM writes as:
u ≈ uM :=
M∑
m=1
αm w
m
0 ⊗ wm1 ⊗ · · · ⊗ wmD,
commonly referred to as separated tensor representation. Using the Khatri-Rao product (i.e.
column-wise Kronecker product), it can also be written as:
uM ≡ (W0 	 W1 	 · · · 	 WD)α, (3)
where columns of matrix Wd ∈ RNd×M span a subspace of dimension M , and its m-th column
is the mode wmd . In Eq. (3), “	” stands for the Khatri-Rao product. The array α ∈ RM contains
the representation coefficients of the parametric solution on the canonical tensor subspace
of rank M . Notation based on the Khatri-Rao product will be preferred in this paper by its
compactness.
Remark 2 (Tensor reconstruction and decomposition) Given a low-rank representation,
Eq. (3), the reconstruction operation allows obtaining the full tensor representation,
noted as uM ← recons(α, W0, . . . , WD). Conversely, decomposition is defined as
{α, W0, . . . , WD} ← decomp(uM ). While reconstruction is trivial, decomposition requires
careful study [31], as it might not even be well-posed in some cases.
2.2 Optimization Problem for Tensor Subspace Construction
Consider a multi-dimensional, linear, steady-state model. After discretization, it can be writ-
ten as follows:
Au + f = 0, (4)
where u ∈ RN is a full tensor representation of some parametric solution, as it has been
previously defined in Sect. 2.1. On the other hand, A ∈ RN×N represents a linear operator
and f ∈ RN is the independent term. Tensor methods are designed to build a tensor subspace
by turning Eq. (4) into an optimization problem. No sampling of the parameter domain is in
principle required.
In particular, PGD uses a greedy strategy to build a tensor subspace progressively by
computing rank-one corrections, i.e. by building a series of nested subspaces:
T1 ⊂ T2 ⊂ · · · ⊂ TM where TM := TM−1 + T1. (5)
In practice, the actual rank is driven by some error estimate [2,32] able to determine when
the solution subspace is accurate enough. In general, the greedy rank-one correction strategy
will not yield a best rank-(M +1) approximation, even if uM is a best rank-M approximation.
Assuming that a rank-M tensor approximation of the solution is known, uM ∈ TM , we seek
a rank-one correction δu ∈ T1 such that:
uM+1 := uM + δu where
uM =
D⊙
d=0
Wd α with α ∈ RM , Wd ∈ RNd×M and δu =
D⊗
d=0
wd .
(6)
Assuming that the operator A is symmetric positive definite (specific formulations of
PGD exist for non-symmetric problems, see [6,10,14,40]), Eq. (4) can be regarded as an
optimization problem where the set of admissible solutions is constrained to T1 [22]:
δu := arg min
v∈T1
1
2
〈Av, v〉 + 〈AuM , v〉 + 〈 f , v〉, (7)
where 〈•, •〉 stands for the scalar product in RN . Equation (7) constitutes a non-linear opti-
mization problem due to the tensor multiplicative structure of the subspace, see Eq. (2). For
the efficient solution of Eq. (7), tensorization of A and f is essential.
2.3 Tensorization for the Efficient Optimization
Let us suppose that the following tensor representations are known:
A =
R∑
r=1
D⊗
d=0
Ard with A
r
d ∈ RNd×Nd and
f =
D⊙
d=0
Vd γ with γ ∈ RS, Vd ∈ RNd×S .
(8)
By inserting Eq. (8) into Eq. (7), and after some tedious but conceptually simple manip-
ulations, we see that the scalar product in RN can in fact be computed as the product of
lower-dimensional scalar products. For instance, the first term in Eq. (7) writes:
〈Av, v〉 ≡
R∑
r=1
D∏
d=0
〈Ardvd , vd〉d , (9)
where 〈•, •〉d stands for the scalar product in RNd . Equation (9) defines the separation property
of the scalar product. This property suggests applying an alternating directions algorithm in
order to optimize each direction wd [18]. This can be achieved by simply projecting the
functional in Eq. (7) onto each direction. Thus, let w∗ the current direction to be optimized,
implying that wd , ∀d = ∗, are frozen at their most current update. The restriction of Eq. (7)
onto the current direction yields:
w∗ := arg min
v∗∈RN∗
R∑
r=1
{1
2
〈βr∗Ar∗v∗, v∗〉∗ + 〈Ar∗W∗α˜r∗, v∗〉∗
}
+ 〈V∗γ˜ ∗, v∗〉∗, (10)
where βr∗ ∈ R, α˜r∗ ∈ RM and γ˜ ∗ ∈ RS are coefficients carrying the result of the scalar
products in all directions except the current one. See Annex A for the definition of these
coefficients as well as for a detailed solution of Eq. (10).
In summary, the correction δu can be computed by an alternating optimization of each
separated factor, using Eq. (10), until stagnation [2,53]. In this way, the algorithm splits
a multi-dimensional problem into a series of low-dimensional ones. This has been possible
thanks to the tensorization of the problem, introduced in Eq. (8). In many cases, tensorization
of linear problems can be achieved quite easily. However, when dealing with non-linear
models, tensorization is in general lost, thus compromising the overall efficiency of tensor
methods.
3 Non-linear Problem Formulation
In this section we present a generic non-linear problem and discuss in detail the adequacy
of interpolation rather than projection approaches to enforce tensorization. To this end, we
simply transform the independent term in Eq. (4) into a non-linear function. This yields the
following multi-dimensional, non-linear, steady-state model:
Au + f (u) = 0, (11)
where f (u) is a non-linear function evaluated component-wise, that is f (u) := [ f (u1) · · ·
f (uN )] ∈ RN .
3.1 Tensorization is Lost in Non-linear Problems
Let us consider, without loss of generality, a fixed-point linearization. Assuming that a rank-
M tensor approximation of the solution at iteration  is known, uM ∈ TM , the next iterate
can be computed from:
Au+1 + f (uM ) = 0. (12)
We seek to compute u+1 ∈ T, a good approximation of u+1, where the rank will be driven
by some error estimate [2,32]. As explained in Sect. 2.2, T can be built progressively by
computing rank-one corrections. Assuming that u+1M ′ ∈ TM ′ has already been computed, a
rank-one correction δu ∈ T1 can be computed from:
δu := arg min
v∈T1
1
2
〈Av, v〉 + 〈Au+1M ′ , v〉 + 〈 f (uM ), v〉. (13)
Even though uM is a tensor form, no tensorized form of f (uM ) is in general known. As a
consequence, the non-linear term cannot be evaluated efficiently. Recall that it is essential for
the efficiency of tensor-based algorithms to take advantage of the scalar product separation
property. If it holds, higher-dimensional scalar products in Eq. (13) could be computed
as a series of lower-dimensional ones. Hence we require methods to compute a rank-S
approximation of the non-linear term:
f (uM ) ≈ f S ∈ TS ⇔ f S =
D⊙
d=0
Vd γ with γ ∈ RS, Vd ∈ RNd×S, (14)
where neither Vd nor γ are a priori known, i.e. both have to be computed for a given uM .
The rank of the non-linear term approximation must not be confused with the rank of the
independent term in Eq. (8), although we use the same letter: “S”. These have nothing to
do with each other. Note that if Eq. (14) was available, the problem would be completely
equivalent to the one already studied in Sect. 2. Indeed, Eq. (14) could be inserted into
Eq. (13), yielding an appropriately tensorized problem, which can be solved applying an
alternating directions algorithm, as explained in Sect. 2.3. Therefore, the correction δu could
be computed by an alternating optimization of each separated factor, provided that we dispose
of Eq. (14). Unfortunately, it is by no means trivial to achieve a tensor representation such
as Eq. (14).
Tensorization could be, in principle, recovered by means of a three-step procedure, involv-
ing reconstruction-evaluation-decomposition (RED) operations:
1. Reconstruction of the current iterate, yielding a full representation, as defined in Remark
2: uM ← recons(α, W0, . . . , WD).
2. Evaluation of the non-linear term: f (uM ) ← nlfun(uM ).
3. Decomposition of the non-linear term into a rank-S tensor representation: {γ , V0, . . . ,
VD} ← decomp( f (uM )).
However, RED steps compromise the overall efficiency of tensor-based algorithms, as the
manipulation of full representations is required. The choice of the decomposition method is
crucial here. Some of the classical techniques that have been used within the PGD framework
are the Singular Value Decomposition (SVD) [4,18] and its variant for higher dimensions,
the high-order SVD [19]. PGD itself has also been used as a decomposition technique [36].
These approaches are expensive from both memory and computational standpoints, as they
require operating on the full tensor representation. In this paper we shall use interpolation-
based algorithms that are able to adaptively determine the entries of the tensor that have to
be read in order to compute a low-rank approximation. Therefore, the full representation of
the tensor is not required, but only its evaluation at specific points.
3.2 Projection Versus Interpolation Approaches
Coming back to Eq. (14), we seek an approximation f S ∈ TS of f (uM ). Let us assume that
we have somehow managed to compute factor matrices Vd , i.e. TS can be now understood as
a linear subspace, and we only need to compute the representation coefficients γ . Therefore,
we dispose of V := ⊙Dd=0 Vd ∈ RN×S . Even in such a favorable scenario, computing γ
using projection techniques is expensive. The projection problem is defined as follows:
γ := arg min
ω∈RS
〈V ω, V ω〉 − 〈 f (uM ), V ω〉, (15)
which yields the following normal equations:
D©
d=0
VTd Vd γ = VT f (uM ), (16)
where ©Dd=0 is performs the Hadamard (i.e. component-wise) product. While VT V can be
efficiently computed, thanks to the tensor structure of the basis, as indicated in the left-hand
side of Eq. (16), the right-hand side requires a full evaluation of the non-linear term. It is
worth to recall that if matrices Vd were orthonormal, the left-hand side computation could
be encompassed. Therefore, we see that in spite of the technicality of the tensor framework,
when it comes to the evaluation of the non-linear term, the same kind of issues are encountered
in both a-posteriori ROM and tensor-based framework.
Inspired by EIM, interpolation-based approaches could be envisaged. In its discrete form,
EIM returns a set of interpolation indices,  ∈ NS , from the basis V. This would allow
defining the following interpolation problem:
PT Vγ = PT f (uM ) → f (uM ) ≈ V(PT V)−1PT f (uM ), (17)
where P ∈ RN×S is an extractor matrix full of zeros, with the exception of entries Pi ,i = 1.
Indices  are such that PT V ∈ RS×S is invertible. As opposed to projection, interpolation
allows approximating the non-linear term by evaluating only few points, which can be done
inexpensively.
However, a detailed examination of the algorithm yielding the interpolation indices reveals
practical issues for its implementation in a tensor framework. Without going into details, the
algorithm selects the interpolation indices at the absolute maximum value of some approx-
imation residual, see [7,17]. When working with tensors, the max function must be used
carefully, in order to avoid full tensor complexity.
Additionally, recall that a suitable tensor approximation basis has been assumed to be
available, which is often not the case. An alternative approach able to deliver both a tensor
interpolation basis and the interpolation indices is required. Full inspection of the non-linear
term is precluded.
4 Enforcing Tensorization with Cross Approximations
In this section, cross approximations are presented as a means to tensorize the non-linear
term. Cross approximations were developed first for matrix approximations [52] and then
extended to the tensor framework [21]. When working with canonical tensor subspaces, as it
is the case of this paper, cross approximations are subsidiary of the properties of this tensor
subset: linear complexity in the representation but ill-posedness of the best approximation
problem [29,31]. Limitations derived from this fact, as well as perspectives for future research
based on other tensor formats, are discussed in Sect. 4.3. Although cross approximations were
developed independently from EIM, the exposition is made in such a way that resemblances
between both methods are highlighted.
Some relevant features of the cross approximations method are:
– It builds a canonical tensor subspace with interpolation properties. The interpolation
indices are provided too. Both are computed simultaneously using a fiber search algo-
rithm.
– The tensor subspace is constructed progressively by adding rank-one corrections.
– Like the EIM, the interpolation indices are placed where the residual of the approximation
is maximum. Furthermore, they are nested.
– The full tensor representation is not required, but only its evaluation at specific points.
4.1 Non-linear Term ApproximationVia Interpolation
Cross approximations build both a rank- subspace, T, and a set of interpolation indices
I := {s}s=1, such that f  ∈ T interpolates f (uM ) at I. Here, “” is the rank of the
approximation, to be determined adaptively by the cross approximations algorithm. Note
that I contains linear indices, i.e. 1 ≤ s ≤ N . However, for notational convenience,
in this section we will also use multi-indices, i.e. H := {ρs}s=1, with ρs ∈ ND+1 and
1 ≤ ρds ≤ Nd .
As stated in the beginning of this section, cross approximations build T progressively by
adding rank-one corrections. Therefore, let us assume that TS has already been computed,
and by consequence, matrices Vd ∈ RNd×S and interpolation coefficients HS (also, IS)
are available. A rank-S approximation, f S := (
⊙D
d=0 Vd) γ , can be readily computed by
solving the following interpolation problem:
D©
d=0
PTd Vd γ = PT f (uM ), (18)
where Pd ∈ RNd×S are extractor matrices full of zeros, with the exception of entries (ρds , s),
which are populated with ones. On the other hand, P = ⊙Dd=0 Pd ∈ RN×S .
Remark 3 (Non-linear term evaluation) From the non-linear term definition in Sect. 3, we
have that the right-hand side of Eq. (18) can be written as follows:
PT f (uM ) ≡ f (PT uM ) ≡ f
({ D⊙
d=0
PTd Wd
}
α
)
.
It is therefore clear that uM has to be evaluated at only S indices.
4.2 Simultaneous Construction of both Interpolation Basis and Indices
From the knowledge of f S , we seek a rank-one correction δ f ∈ T1 as well as its correspond-
ing interpolation index, , such that:
f S+1 := f S + δ f
IS+1 := IS ⊕ , (19)
where δ f = ⊗Dd=0 vd . Recall that  can be readily converted into a multi-index ρ such that
HS+1 := HS ⊕ ρ. Like EIM, cross approximations seek to place the interpolation index 
where the residual of the current rank-S approximation reaches its maximum value:
 := arg max |r| with r := f (uM ) − f S . (20)
Since searching for the maximum of the approximation’s residual is computationally
expensive, a fiber search algorithm (presented hereafter) is preferred instead. Starting with a
random choice for the multi-index ρ, we loop over its components seeking for the maximum
of the residual restricted to the current component. The location where the maximum of the
residual is found allows updating the current multi-index component. Having completed this
iteration over all components, we obtain a new multi-index ρ. Figure 1 illustrates this process
in a three-dimensional tensor. It shows the multi-index ρ optimized over a cross, see Fig. 1d,
and its associated fibers, depicted in Fig. 1a–c for each one of the three directions.
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Fig. 1 Illustration of tensor fibers and crosses definition, for a given multi-index ρ. The residual restriction
onto its corresponding fibers, r∗, are also indicated
Let ρ∗ be the current direction, implying that ρd , ∀d = ∗ are frozen at their most current
update. The restriction of Eq. (20) onto the current fiber yields:
ρ∗ := arg max |r∗| with r∗ := f (W∗ α˜∗) − V∗ γ˜ ∗. (21)
See Annex B for the definition of α˜∗ ∈ RM and γ˜ ∗ ∈ RS . By iterating along all directions,
Eq. (21) allows updating each component of the multi-index ρ, until stagnation. The number
of evaluations to be performed at each alternated fiber search is relatively small, as the size
of the residual’s restriction on a fiber is r∗ ∈ RN∗ .
The just described cross approximation algorithm will not succeed, in general dimension,
to find the maximum of the residual. Therefore, ρ ≡  = arg max |r|. Further details are
given in Sect. 4.3.
The interpolation basis is defined from the fiber cross associated to the interpolation index:
we set vd := rd , with 0 ≤ d ≤ D. Usually, the modes are normalized such that the ρd -th
entry of vd is equal to one. However, no distinct notation for normalized modes is used for
the sake of simplicity. With the interpolation basis and the interpolation index at hand, the
definition of the rank-one correction δ f is completed. Coefficients γ ∈ RS+1 can be readily
computed by solving the interpolation problem defined in Eq. (18).
The final rank of the approximation is determined by looking at the maximum of the
residual, which should in principle be located at the interpolation index. For some prescribed
tolerance, the stop criterion is as follows:
∣∣∣∣∣ f
({ D⊙
d=0
PTd Wd
}
α
)
−
{ D⊙
d=0
PTd Vd
}
γ
∣∣∣∣∣ < tol, (22)
where Pd ∈ RNd×1 is an extractor matrices full of zeros, except the entry ρd which is equal
to one. Due to some issues discussed below, the criterion given in Eq. (22) may not behave
consistently. In practice, we prefer to evaluate the residual at a test set of indices, and not
only at the interpolation index, in order to ensure the approximation is below the specified
tolerance.
4.3 Discussion and Alternative Tensor Formats
In this section, limitations inherited from the canonical tensor format shall be discussed, and
perspectives on the use of other tensor formats as a basis for future research shall be given.
Compared to other formats, the canonical format suffers from ill-posedness of the best
approximation problem in general dimension [29,31]. As a consequence, it is not possible
to recover exactly a low-rank tensor from samples [27]. In two-dimensional problems, it can
be proven that δ f interpolates f (uM ) at the cross defined by the new interpolation index ρ
[21,27]. Equivalently, the residual vanishes at the cross. From a practical point of view, this
property implies that the interpolation matrix defined in the left-hand side of Eq. (18) is lower
triangular. However, in dimension higher than two, the interpolation property on the crosses is
lost, i.e. the residual may not vanish on three or higher dimensional crosses. As a consequence,
cross approximations as formulated in Sect. 4.2 are likely to yield tensor decompositions of
an unnecessarily high rank, see [21,27] for details. A PGD projection step can be used in order
to control the rank of the approximation, as discussed in Sect. 4.4. Some refinements related
to the fiber search algorithm are also provided in the previous references. In our experience,
cross approximations as formulated in Sect. 4.2 deliver reasonably good results in moderate
dimension (two or three order tensors). Potentially, this would allow addressing problems
defined in up to 6-D or 9-D domains, assuming that each tensor direction corresponds to the
discretization of a 3-D domain.
In order to overcome limitations of the canonical format, cross approximations were
extended to other tensor formats, such as Tucker [51], Tensor Train [41] and more general
tree-based Hierarchical Tucker tensors [28]. We refer the interested reader to [5,8,43,44].
Contrary to the canonical format, the aforementioned formats allow recovering exactly a
low-rank tensor from samples in general dimension. These could be used as a means to
enforce tensorization, as suggested in this paper, and coupled with efficient solvers for high-
dimensional systems [20,42], other than the PGD used in this paper. These are valuable
references that might motivate future research and extension of the ideas discussed in this
paper.
4.4 Compressed Rank via PGD Projection
Cross approximations as formulated in 4.2 may deliver tensor decompositions of an unneces-
sarily high rank. Therefore, in this section we propose to use a PGD projection step in order
to compute a rank as small as possible. Note that, in general, the compressed rank shall not
be the exact rank, since PGD relies on the canonical tensor format, see Sect. 4.3 for details.
The projection problem is formulated as in Eq. (15), but letting the approximation basis as an
unknown to be optimized with the PGD method. Another difference is that in this section we
do not seek to project f (uM ), but f S ∈ TS instead, which has tensor structure. This yields
a conveniently tensorized PGD projection problem, as it shall be shown below.
Therefore, we seek to build a lower-rank subspace, T, with  ≤ S, such that f  ∈ T is
equal to f S , up to some desired tolerance. Let us assume that f Q has already been computed
and we seek a rank-one correction δ f ∈ T1 such that
f Q+1 := f Q + δ f where
f Q =
D⊙
d=0
V′ γ ′ with γ ′ ∈ RQ, V′d ∈ RNd×Q and δ f =
D⊗
d=0
v′d .
(23)
The projection problem is formulated as follows:
δ f := arg min
z∈T1
〈z, z〉 + 〈 f Q − f S, z〉, (24)
Since all quantities in Eq. (24) are tensorized, an alternating directions algorithm can be
applied straightforwardly in order optimize each v′d . Assuming that the current direction
being optimized is v′∗:
v′∗ := arg min
z∗∈RN∗
〈a∗z∗, z∗〉∗ + 〈V′∗γ˜ ′∗ − V∗γ˜ ∗, z∗〉∗, (25)
where coefficients a∗ ∈ R, γ˜ ′∗ ∈ RQ and γ˜ ∗ ∈ RS can be deduced applying the same
methodology already shown in “Appendix A”, and therefore, their definition is not given
explicitly for the sake of brevity.
5 Linearization and Incremental Subspace Construction
Both the solution and the non-linear subspaces are built incrementally. This yields several
strategies for coupling a given linearization scheme with the incremental subspace construc-
tion. In next lines, we choose for the sake of clarity a fixed-point linearization and analyze
several strategies.
Consider the non-linear problem already introduced in Eq. (11). The following strategies
for coupling the linearization scheme with the incremental subspace construction are possible.
5.1 TheOuter Linearization Strategy
The first and most intuitive option consists in first linearizing the problem at hand, then
applying a tensor method to solve the resulting linearized problem. Therefore, we have
essentially two nested loops: one for the linearization scheme (the outer loop) and another
one for the PGD rank-one corrections (the inner loop). The outer loop iterations are indexed
by .
For the sake of notational clarity, we denote in this section u := uM ∈ TM , that is, a
rank-M approximation of the solution at iteration . Likewise the non-linear term is denoted
as f  := f S ∈ TS . Therefore, the previous iterate is u−1. After tensorization of the non-
linear term evaluated at the previous iteration, f −1, the next iterate u can be computed
from the solution of:
Au + f −1 = 0. (26)
A tensor method can be used to solve Eq. (26). Observe that here the tensor method is regarded
merely as a linear solver. Algorithm 1 summarizes the just described strategy.
Algorithm 1 The outer linearization strategy
1: Set  = 0 and flag = true
2: Solution initialization: u
3: while (  ≤ max & flag ) do  Outer loop
4: Set  =  + 1
5: Tensorize non-linear term: f −1 ≈ f (u−1)  Cross Approx.
6: New iterate: u ← PGD on Eq. (26)  Inner loop
7: if Convergence then
8: Set flag = false
return u ∈ TM
Observe that the outer linearization strategy as described in Algorithm 1 builds a tensor
subspace TM from scratch. A possible variant is to reuse the subspace of the previous iterate
by setting: TM := TM−1 + TM˜ , where TM˜ is a rank-M˜ correction. As we converge, we
expect u ≈ u−1, and then we can hope M˜  M. Consequently, much less terms per
iteration would be need to be computed. This variant of the outer linearization scheme may
tend to cumulate terms unnecessarily during intermediate iterations. A compressed rank can
be obtained via PGD projection, as explained in Sect. 4.4.
5.2 The Inner Linearization Strategy
In this strategy, the order of the outer and inner loops defined in Sect. 5.1 is interchanged: the
linearization loop becomes the inner loop while the PGD rank-one corrections loop becomes
the outer loop. Therefore, suppose that we have already built uM ∈ TM and we want to
compute a rank-one correction:
uM+1 := uM + δu. (27)
Introducing Eq. (27) into Eq. (11), we have
Aδu + AuM + f (uM + δu) = 0, (28)
that can be linearized around the correction. We denote by δu the -th iterate of the correc-
tion δu. The fixed-point linearization yields the following approximation: f (uM + δu) ≈
f (uM +δu−1), that is, the non-linear term is evaluated at the previous iterate of the rank-one
correction. Next, the non-linear term is tensorized: f −1 := f S−1 ≈ f (uM + δu−1). The
current iterate of the rank-one correction can be computed from the solution of:
Aδu + AuM + f −1 = 0. (29)
Equation (29) can be solved with an alternating direction algorithm. The just described
strategy is summarized in Algorithm 2.
Algorithm 2 The inner linearization strategy
1: Set M = 0 and flagPgd = true
2: Solution initialization: uM ≡ 0
3: while ( M ≤ Mmax & flagPgd ) do  Outer loop
4: Set M = M + 1
5: Set  = 0 and flagNl = true
6: Initialize δu
7: while (  ≤ max & flagNl ) do  Inner loop
8: Set  =  + 1
9: Compute f −1 ≈ f (uM + δu−1)  Using cross approximations
10: δu ← ADA on Eq. (29)  Alternating Dir. Algorithm
11: if Convergence then
12: Set flagNl = false
13: uM ← uM + δu
14: if Convergence then
15: Set flagPgd = false
return uM ∈ TM
Observe that the inner linearization strategy as described in Algorithm 2 builds a subspace
TM from rank-one corrections, each one of them being iterated until convergence of the
linearization. In doing so, the non-linear term needs to be tensorized several times (until
convergence of the linearization scheme) for each rank-one correction. A possible variant is to
reuse the non-linear term subspace from one iteration to another by setting: TS := TS−1 +TS˜ .
As rank-one correction converges, we expect δu ≈ δu−1 and hope that S˜  S.
In the following lines, we briefly summarize some of the convergence properties observed
from the numerical experiments carried out in Sect. 6. See Sect. 6.2 for a detailed comparison
between outer and inner schemes. As a matter of fact, both schemes showed quite different
behavior. While the outer scheme converged monotonically at a constant rate, the inner
scheme behaved less smoothly, and in some cases, the correction did not even converge.
However, in spite of this lack of robustness, the global convergence of the inner strategy
seemed to be faster. Specifically, the inner scheme required a smaller number of calls to the
alternating directions algorithm. The number of calls to the fiber search algorithm was also
counted for both outer and inner schemes. Results showed that the outer scheme required
significantly less calls. As the computational cost tends to be dominated by the alternating
directions algorithm rather than by the fiber search algorithm, the inner strategy seemed to
be globally faster.
6 A Non-linear 2-D Steady State Problem
In this section we provide a first numerical example in order to illustrate and assess the
performance of the algorithms discussed in previous sections.
Let u := u(x, y) be the solution the following non-linear 2-D steady state problem, defined
in a unit square domain:
{
−∇2u + σ sin(2πu) = s in Ω := [0, 1]2
u = 0 on ∂Ω, (30)
where the source term is defined as s := s(x, y) = 100 sin(2πx) sin(2π y). On the other
hand, σ stands for the magnitude of the non-linear term. We shall consider four different
uM
{wm0 }3m=1
(a) Reconstructed 2-D view of the solution:
(b) First 3 x-dir. modes: (c) First 3 y-dir. modes: {wm1 }3m=1
Fig. 2 PGD solution (σ = 10) at last iteration ( = 11), using an outer linearization strategy. Solution’s rank
is M = 19
values: σ ∈ {1, 5, 10, 15} as a means to analyze the convergence of different linearization
strategies. In what follows, we associate x and y with subscripts 0 and 1, respectively.
A rank-M approximation u ≈ uM := (W0 	 W1)α is sought, where u stands for the
discretized version of u. Both directions x and y are discretized with N0 = N1 = 100
nodes, i.e. 99 two-nodes linear finite elements per direction. This yields an equivalent 2-D
finite element mesh with 99 × 99 bi-linear, four-nodes quadrangular elements (only used for
visualization purposes).
6.1 Illustrating Cross Approximations
To illustrate cross approximations, we consider σ = 10 and an outer linearization strategy, see
Sect. 5.1. Convergence is measured with the relative norm-2 of the residual, with respect to
linear term: fS ≈ f(u −1M )
HS
{vs0}3s=1
(a) Reconstructed 2-D view of the non- (b) Set of interpolation indices:
(c) First 3 x-dir. modes: (d) First 3 y-dir. modes: {vs1}3s=1
Fig. 3 Cross approximation of the non-linear term (σ = 10) at last iteration ( = 11), using an outer
linearization strategy. Solution’s rank is M = 19. Non-linear term’s rank is S = 14
the first iterate. Stopping tolerance is set to 10−6. In these conditions, the solution is obtained
after  = 11 non-linear iterations, and the final rank of the solution is M = 19. Figure 2b and
c show, respectively, the first three modes (unit norm) of the solution in 0-direction {wm0 }3m=1
and 1-direction {wm1 }3m=1. Figure 2a shows the 2-D reconstruction of the solution.
We illustrate now the tensorization using cross approximations of the non-linear term in the
last iteration before convergence,  = 11. We denote by f S := (V0	V1) γ an approximation
of the non-linear term in Eq. (30). The convergence tolerance of cross approximations is set
to 10−9, yielding an approximation rank S = 14. Figure 3c and d show, respectively, the first
three modes (unit norm) in 0-direction {vs0}3s=1 and 1-direction {vs1}3s=1. The interpolation
indices associated to all 14 modes are depicted in Fig. 3b. On the other hand, Fig. 3a shows
the reconstruction of the non-linear term’s approximation.
r0 and interpolation in-
dex ρ0 = (0.54, 0.19)
r1 and interpo-
lation index ρ1 = (0.78, 0.04)
r2 and interpo-
lation index ρ2 = (0.11, 0.69)
(a) Initial residual (b) Residual after 1 mode
(c) Residual after 2 modes (d) Last residual, after 14 terms: r14
Fig. 4 Reconstructed 2-D view of the residual of the non-linear term cross approximation. Crosses and
interpolation points depicted in red (Color figure online)
We shall now illustrate the incremental construction of the non-linear term subspace.
Figure 4a shows the 2-D reconstruction of the initial residual, that is, when S = 0. The
maximum of the residual is sought using a fiber search algorithm which is initialized with
a random index. After 4 iterations, the algorithm converges to the point ρ0 = (0.54, 0.19),
depicted in red in Fig. 4a, as well as its associated cross. Figure 4b and c show the residual
after one term and two terms have been computed, respectively, as well as their corresponding
interpolation indices. Finally, Fig. 4d shows that the final residual is in the order of 10−9.
6.2 Comparison of Linearization Strategies
The outer and inner linearization strategies defined in Sect. 5 are discussed here. To this
end, we introduce a quantity measuring the cumulated number of mode computations, or
equivalently, the total number of calls to the alternating directions algorithm (ADA) within
PGD. This quantity is defined, in each case, as follows:
(a) Outer linearization (b) Inner linearization
Fig. 5 Residual reduction of both outer and inner linearization strategies, varying the magnitude of the non-
linear term with the coefficient σ . In a each dot stands for a non-linear iteration, while in b each dot stands
for a mode
CouterADA =
∑
=1
M and CinnerADA =
M∑
M=1
M , (31)
where  is the number of non-linear iterations until convergence and M is the number
of modes computed at each iteration. On the other hand, M is the number of modes at
convergence and M is the number of non-linear iterations for the convergence of each mode.
Figure 5 depicts the total number of ADA calls against the relative residual reduction. Four
different values of the non-linear term’s magnitude are used. As expected, the greater is the
magnitude of the non-linear term, the more ADA calls are required to attain the same error
level. However, convergence plots for outer and inner strategies are quite different, see Fig. 5a
and b, respectively. While the outer strategy behaves regularly and converges at a constant
rate, the inner strategy is less predictable. In some cases, the computed correction does not
converge (it stagnates but no divergence is observed), as indicated in red in Fig. 5b. A possible
explanation may be that two kinds of non-linearities are addressed simultaneously inside the
inner loop, see Algorithm 2: the computation of the multiplicative factors of the correction
and the non-linear term itself. Despite its lack of robustness, the global convergence of the
inner strategy is faster, as less ADA calls are required to attain the predefined error level.
In order to evaluate the cost of cross approximation for both outer and inner approaches,
the total number of calls to the fiber search algorithm (FSA) is evaluated. This quantity is
defined, in each case, as follows:
CouterFSA =
∑
=1
S and CinnerFSA =
M∑
M=1
M∑
M=1
SM , (32)
where S is the number of modes of the non-linear term at each non-linear iteration . On
the other hand, SM is the number of modes of the non-linear term at iteration  of mode M .
Therefore, the inner scheme is likely to require a higher cost in terms of FSA calls. Figure 6
compares the number of ADA versus FSA calls for both inner and outer schemes, and several
values of the non-linear term’s magnitude.
(a) σ = 1 (b) σ = 5
(c) σ = 10 (d) σ = 15
Fig. 6 Assessment of the algorithmic performances of both outer and inner strategies: ADA versus FSA calls,
varying the magnitude of the non-linear term with the coefficient σ
7 Parametrized Fully-Developed Flow
To further assess the performance of the cross approximations algorithm, in this section we
consider a problem of practical interest. The problem at hand consist in the fully developed
inertialess flow of two stratified non-Newtonian fluids in a channel with square cross section.
The flow field is described in terms of the streamwise velocity component w(x, y). The
governing equation is formulated as follows:
∇ · (η∇w) = −∂ p
∂z
, (33)
in which ∂ p
∂z is the pressure gradient in the streamwise direction, which is arbitrarily set to
the unit value, while ∇ := i∂/∂x + j∂/∂ y is the gradient operator in the cross section plane.
The non-linear viscosity is modeled according to the Carreau-Yasuda law:
η(γ˙ ) = η∞ + (η0 − η∞)(1 + (τ γ˙ )a) n−1a . (34)
xy
Fluid 1
Fluid 1
Fluid 2
(a) (b)
Fig. 7 Schematics of bicomponent three-layer flow of non-Newtonian fluids in a square cross section channel.
Velocity profiles for the high viscosity core configuration (a) and low viscosity core configuration (b)
In the latter expression the viscosity is a function of the shear rate:
γ˙ =
√(
∂w
∂x
)2
+
(
∂w
∂ y
)2
. (35)
The material parameters η∞, η0, τ , denote respectively the infinite and zero shear viscosities
and the characteristic relaxation time of the fluid, while the phenomenological constants n
and a are adjusted to reproduce shear thinning behavior. In what follows, we shall assume
n = 0.2 and a = 2. In practical applications stratified flow of shear thinning fluids can be
found in simulation of multi-component coextrusion flows of molten polymers [12,13]. In
this section we assume a bicomponent three-layer flow with uniformly distributed thickness
of the fluid layers as depicted in Fig. 7. In practice, for fixed layer thicknesses and pressure
gradient, the difference in viscosity between the two fluids determines how the flow rate is
distributed in the cross section. Indeed, the layer with smallest viscosity is characterized by
the highest flow rate. The differences in the velocity profile between low viscosity and high
viscosity core configuration are also shown in Fig. 7.
For the numerical solution, the equation of flow is considered in its dimensionless form.
Therefore the following parameters are defined:
μ1 = η02
η01
∈ [0.1, 10] Zero shear viscosity ratio
μ2 = η∞1
η01
∈ [0.1, 1] Infinite to zero shear viscosity ratio (fluid 1)
μ3 = η∞2
η02
∈ [0.1, 1] Infinite to zero shear viscosity ratio (fluid 2)
μ4 = τ2
τ1
∈ [0.1, 10] Characteristic relaxation time ratio
When written in dimensionless form for two fluids, the expression for the viscosity given in
Eq. (34) reads as:
Fluid 1: η1(γ˙ ) = 21 + μ1
(
μ2 + (1 − μ2)(1 + γ˙ a) n−1a
)
,
Fluid 2: η2(γ˙ ) = 2μ11 + μ1
(
μ3 + (1 − μ3)(1 + (μ4γ˙ )a) n−1a
)
.
(36)
Non-linear Iterations
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Fig. 8 Convergence of the non-linear problem measured in terms of the relative difference between two
consecutive iterations (stagnation criterion)
Both space and parametric dimensions are discretized using standard first order Finite
Element approximation. Each dimension is discretized with 64 equally spaced nodes.
The problem is then linearized using Picard iterations. At iteration , the viscosity is
estimated using the cross approximation scheme based on the velocity field at iteration −1.
The iteration loop is started using the Newtonian fluid flow as initial solution guess and is
stopped when the relative variation in the solution between two successive iterations is less
than 10−4. The convergence diagram of this iterative procedure is presented in Fig. 8.
At each non-linear iteration, PGD sub-iterations are used to construct a separated variables
format of the solution (outer linearization scheme, see Sect. 5.1). In particular the following
tensor format is enforced:
w(x, y, μ1, μ2, μ3, μ4) =
M∑
m=1
W m0 (x, y) W
m
1 (μ1, μ2) W
m
2 (μ3, μ4). (37)
The complexity of the original six-dimensional problem is broken into a succession of three
two-dimensional problems. The final solution consists of M = 28 terms. In terms of memory,
the reduced solution requires 2.63 MB, whereas the full explicit storage of its equivalent
6D solution would take 512 GB in double-precision format (recall there are 64 nodes per
dimension). This represents a reduction factor in the order of 105, i.e. five orders of magnitude.
Average CPU time over 5 runs was 724.71 s (around 12 min) on a 64 bit machine with the
following specifications: 2.9 GHz Intel Core i5 with 16 GB 1867 MHz DDR3, running
under MacOS X 10.12.6. Total RAM consumption during execution never went over 410
MB, which could eventually further reduced in an optimized implementation. CPU time of a
brute-force approach was not measured for practical reasons, but it can be estimated instead.
Assuming an optimistic runtime per simulation of 1 ms, it would take about 5 h to complete
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Fig. 9 Comparison of the PGD solution against the direct FEM solution at the vertical centerline of the cross
section, for four randomly drawn parameter combinations
in a single-thread implementation. Runtime for a compression step to reduce the 512 GB is
excluded from this estimation.
Finally, the PGD solution is compared to the FEM at randomly drawn points in the
parametric space. Results shown in Fig. 9 refer to the velocity profile in the vertical centerline
of the cross section and are in good agreement with the direct FEM reference solutions. Indeed,
the computed relative error in the maximum norm is in all cases less than 10−3.
8 Conclusions
In this paper, we have shown the importance of tensorization for the efficiency of tensor-based
algorithms. The main ideas have been presented in the Proper Generalized Decomposition
framework, but they could also be applied to other tensor representations. We have discussed
the adequacy of interpolation rather than projection-based approaches as a means to approxi-
mate non-linear equations as well as to enforce tensorization. The use of cross approximations
reveals simple and efficient for an interpolation-based approximation of models in moder-
ate dimension. Finally, the performance of several schemes for the linearization of tensor
problems has been assessed.
AppendixA: CoeﬃcientsDeﬁnition for AlternatingDirectionsOptimiza-
tion
Coefficients βr∗ ∈ R, α˜r∗ ∈ RM and γ˜ ∗ ∈ RS in Eq. (10) are defined as follows:
βr∗ :=
D∏
d=0,d =∗
〈Ardvd , vd〉d ,
α˜r∗ := α ◦
⎛
⎝
D⊙
d=0,d =∗
〈ArdWd , vd〉d
⎞
⎠
T
and
γ˜ ∗ := γ ◦
⎛
⎝
D⊙
d=0,d =∗
〈Vd , vd〉d
⎞
⎠
T
,
where “•T ” denotes the transpose and “◦” stands for the Hadamard (component-wise) prod-
uct. Recall that α contains the representation coefficients of the rank-M approximation of
the solution, while γ are the representation coefficients of the rank-S representation of the
non-linear term. See Eqs. (6) and (8), respectively.
Using the coefficients defined above, we can define the following quantities:
A˜∗ :=
R∑
r=1
βr∗Ar∗ and b˜∗ := −
R∑
r=1
Ar∗W∗α˜r∗ − V∗γ˜ ∗,
that can be introduced in Eq. (10), leading to the following minimization problem:
w∗ = arg min
v∗∈RN∗
1
2
〈A˜∗v∗, v∗〉∗ + 〈b˜∗, v∗〉∗, (38)
whose solution is w∗ = A˜−1∗ b˜∗.
Appendix B: Fiber Search Algorithm in Detail
Let P := ⊙Dd=0 Pd ∈ RN×1 be an extractor matrix, with P∗ := I ∈ RN∗×N∗ . Additionally,
Pd ∈ RNd×1, for d = ∗, are extractor matrices full of zeros, except the entry ρd (see Sect. 4.1),
which is equal to one.
The restriction of the approximation residual onto direction “∗” can be written as follows:
r∗ := PT ( f (uM ) − f S) ≡ f (PT uM ) − PT f S . (39)
Recalling the definition of both uM and f S , we arrive to:
r∗ = f (W∗ α˜∗) − V∗ γ˜ ∗, (40)
where the coefficients α˜∗ ∈ RM and γ˜ ∗ ∈ RS are defined as follows:
α˜∗ := α ◦
⎛
⎝
D⊙
d=0,d =∗
PTd Wd
⎞
⎠
T
, and
γ˜ ∗ := γ ◦
⎛
⎝
D⊙
d=0,d =∗
PTd Vd
⎞
⎠
T
.
Here “◦” stands for the Hadamard (component-wise) product.
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