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Abstract
Let (P;6) be a locally nite partially ordered set. Let K(x; y; z) be a function of x; y; z 2 P.
We dene the K-convolution of incidence functions f and g as
(f?g)(x; y) =
X
x6z6y
f(x; z)g(z; y)K(x; y; z):
We dene two transformations on the set of incidence functions, which serve as logarithm and
exponential operators under the K-convolution, give their basic properties and apply them in
nding solutions for the functional equations f(r) = g, f(r) = fg and f?g= h in f, where f(r)
denotes the rth iterate of f with respect to the K-convolution. These results cast some known
results on arithmetical functions in the poset-theoretic framework. c© 2000 Elsevier Science
B.V. All rights reserved.
1991 MSC: primary 06A10; secondary 11A25
Keywords: Incidence function; Convolution; Logarithm and exponential operator; Functional
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1. Introduction
Carlitz and Subbarao [2] dene the transformations (f) and (f) of arithmetical
functions as (f)(1) = 1 and
(f)(n) =
1X
r=1
(−1)r−1
r
X
d1d2dr=n
di 6=1 (i=1;2;:::;r)
f(d1)f(d2)   f(dr) for n> 1;
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where the inner summation is over all the r-tuples hd1; d2; : : : ; dri satisfying the stated
conditions, and (f)(1) = 1 and
(f)(n) =
1X
r=1
1
r!
X
d1d2dr=n
di 6=1 (i=1;2;:::;r)
f(d1)f(d2)   f(dr) for n> 1;
where the inner summation is as in (f)(n). Carlitz and Subbarao [2] note that these
transformations serve as logarithm and exponential operators on the set of arithmetical
functions f with f(1) = 1 and apply these transformations in nding solutions for the
functional equations f(r) = g and f(r) =fg in f, where f(r) denotes the rth iterate of
f with respect to the Dirichlet convolution. In [9], Subbarao considers multiplicativity
of the solutions of the functional equation f(r) = g. In [5], the present author studied
the functional equations f(r) = g and f(r) =fg with respect to a generalized Dirichlet
convolution, called the K-convolution of arithmetical functions (see [3,7, Section 4]),
and also studied the functional equation f?g=h in f with respect to the K-convolution
of arithmetical functions.
In this paper we present these results in the setting of partially ordered sets. We de-
ne a generalized convolution of incidence functions, which is called the K-convolution
of incidence functions (see Section 2). We also dene two transformations on the set
of incidence functions, which serve as logarithm and exponential operators under the
K-convolution of incidence functions (see Section 3). These transformations can be
used in nding solutions for the functional equations f(r) = g and f(r) = fg under
the K-convolution of incidence functions (see Section 4). We also consider briey
the functional equation f?g = h under the K-convolution of incidence functions (see
Section 5). Multiplicativity (or factorability) of the solutions of the above functional
equations is also considered (see Section 6).
2. The K -convolution of incidence functions
Let (P;6) be a locally nite partially ordered set. A complex-valued function f on
PP is said to be an incidence function if f(x; y)=0 whenever x 
 y. Let K(x; y; z)
be a function of x; y; z 2 P with x6z6y: We dene the K-convolution of incidence
functions f and g as
(f?g)(x; y) =
X
x6z6y
f(x; z)g(z; y)K(x; y; z): (1)
If K  1, then we obtain the usual convolution of incidence functions (see [1, Chapter
IV], [7, Chapter 7], [8, Section 3:6]).
Let  denote the incidence function given by
(x; y) =

1 if x = y;
0 otherwise:
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It is easy to verify that if
K(x; y; x) = K(x; y;y) = 1 whenever x6y; (2)
then  serves as the identity with respect to the K-convolution, that is, f?= ?f=f
for all incidence functions f. It is likewise easy to verify that if
K(x; z2; z1)K(x; y; z2) = K(x; y; z1)K(z1; y; z2) whenever x6z16z26y; (3)
then the K-convolution is associative.
We assume throughout this paper that the function K satises conditions (2) and
(3). We also conne ourselves to incidence functions f such that f(x; x)=f(y; y) 6= 0
for all x; y 2 P.
It should be noted that the K-convolution of incidence functions is a generalization
of the K-convolution of arithmetical functions. In fact, let K(n;d) be a complex-valued
function on the set of ordered pairs (n; d), where n is a positive integer and d is a
positive divisor of n. The K-convolution of arithmetical functions f and g is dened
by
(f?g)(n) =
X
djn
f(d)g(n=d)K(n;d)
(see e.g. [3,5,7]). This convolution is a special case of the convolution given in (1).
Namely, consider the locally nite partially ordered set (Z+; j ), the set Z+ of positive
integers partially ordered by divisibility. With each arithmetical function f we can
associate an incidence function f0 of (Z+; j ) as
f0(m; n) =

f(n=m) if m j n;
0 otherwise:
Also with the function K we can associate a function K 0 as
K 0(m; n;d) =

K(n=m;d=m) if m jd j n;
0 otherwise:
Then the mapping f 7! f0 is one-to-one and
(f0?g0)(m; n) = (f?g)0(m; n);
where f0?g0 denotes the K 0-convolution of incidence functions f0 and g0 and f?g
denotes the K-convolution of arithmetical functions f and g. This shows that the
K-convolution of incidence functions is a generalization of the K-convolution of arith-
metical functions.
In what follows, ? will always denote the K-convolution of incidence functions.
3. A logarithm operator and an exponential operator
In this section we present the transformations (f) and (f) given in [2] in the
setting of partially ordered sets and the K-convolution. If (P;6)=(Z+; j ) and K  1,
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then our transformations reduce to those given in [2]. The ideas of the proofs are
conceived from a paper by Kesava Menon [6], which studies functions dened over
all nite subsets of a given set.
We rst present some concepts relating to the K-convolution, which are needed in
developing the theory of the logarithm operator and the exponential operator. Following
Carlitz and Subbarao [2] and Kesava Menon [6] we consider throughout this section
incidence functions f with f(x; x) = 1 for all x 2 P.
We dene the restricted K-convolution f  g of f and g such that (f  g)(x; x) = 1
for all x 2 P and
(f  g)(x; y) =
X
x<z<y
f(x; z)g(z; y)K(x; y; z) for all x<y: (4)
Plainly for x<y
(f1  f2      fm)(x; y) =
X
x<z1<<zm−1<y
f1(x; z1)f2(z1; z2)   fm(zm−1; y)
K(x; y; z1)K(z1; y; z2)   K(zm−2; y; zm−1):
If #[x; y]<m+ 1, then for x<y
(f1  f2      fm)(x; y) = 0; (5)
where #[x; y] denotes the number of elements in the interval [x; y].
Let f(m) denote the mth iterate of f with respect to the K-convolution, and let
f[m] denote the mth iterate of f with respect to the restricted K-convolution with the
convention that f[1] = f. For x<y
f(m)(x; y) =
mX
r=1
m
r

f[r](x; y) =
mX
r=1
m(m− 1)    (m− r + 1)f[r](x; y)=r!:
Namely,
f(m)(x; y) =
X
x6z166zm−16y
f(x; z1)f(z1; z2)   f(zm−1; y)
K(x; y; z1)K(z1; y; z2)   K(zm−2; y; zm−1)
= (m− 1)f(x; y) +
mX
r=2
m
r
 X
x<z1<<zr−1<y
f(x; z1)f(z1; z2)   f(zr−1; y)
K(x; y; z1)K(z1; y; z2)   K(zr−2; y; zr−1)
=
mX
r=1
m
r

f[r](x; y):
For a 2 C , where C is the set of complex numbers, we dene f(a) to be the incidence
function such that f(a)(x; x) = 1 for all x 2 P and
f(a)(x; y) =
1X
r=1
a(a− 1)    (a− (r − 1))f[r](x; y)=r! for all x<y: (6)
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(Note that according to (5) the above sum is nite.) For each a 2 C we have
(f?g)(a)(x; y) = (f(a)?g(a))(x; y): (7)
In fact, both sides of (7) are polynomials in a and (7) holds for a 2 Z+. Therefore
(7) holds for all a 2 C .
We are now in a position to dene the logarithm operator and the exponential
operator and to prove their basic properties.
Denition 1. The logarithm logf of an incidence function f is the incidence
function such that (logf)(x; x) = 1 for all x 2 P and
(logf)(x; y) =
1X
r=1
(−1)r−1
r
f[r](x; y) for all x<y:
Denition 2. The exponential expf of an incidence function f is the incidence
function such that (expf)(x; x) = 1 for all x 2 P and
(expf)(x; y) =
1X
r=1
1
r!
f[r](x; y) for all x<y:
Theorem 1. For x<y
log(f?g)(x; y) = logf(x; y) + log g(x; y): (8)
Proof. Assume that x<y. Then f(a)(x; y) can be written in the form
f(a)(x; y) =
1X
r=1
Lr(f)(x; y)ar:
Here we have
L1(f)(x; y) = logf(x; y): (9)
Thus, by (7),
(f?g)(a)(x; y) =
X
x6z6y
f(a)(x; z)g(a)(z; y)K(x; y; z)
=f(a)(x; y) + g(a)(x; y) +
X
x<z<y
f(a)(x; z)g(a)(z; y)K(x; y; z)
= (L1(f)(x; y) + L1(g)(x; y))a+ P(a);
where P(a) is a polynomial in a whose lowest power is higher than or equal to 2. On
the other hand,
(f?g)(a)(x; y) =
1X
r=1
Lr(f?g)(x; y)ar:
Thus,
L1(f)(x; y) + L1(g)(x; y) = L1(f?g)(x; y)
and so, by (9), the theorem holds.
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Theorem 2. For x<y
exp(f + g)(x; y) = [(expf)?(exp g)](x; y): (10)
Proof. Assume that x<y. Then for each a 2 C , a 6= 0, we have
(af)(1=a)(x; y) =
1X
r=1
(1− a)(1− 2a)    (1− (r − 1)a)f[r](x; y)=r!:
This can be written in the form
(af)(1=a)(x; y) =
1X
r=0
Er(f)(x; y)ar;
where
E0(f)(x; y) = expf(x; y):
With the above notation we can write
(af?ag)(1=a)(x; y) = [(af)(1=a)?(ag)(1=a)](x; y)
=
X
x6z6y
(af)(1=a)(x; z)(ag)(1=a)(z; y)K(x; y; z)
=
1X
r=0
(Er(f)(x; y) + Er(g)(x; y))ar
+
X
x<z<y
 1X
r=0
Er(f)(x; z)ar
! 1X
r=0
Er(g)(z; y)ar
!
K(x; y; z)
=
X
x6z6y
E0(f)(x; z)E0(g)(z; y)K(x; y; z) + P(a)
= [(expf)?(exp g)](x; y) + P(a); (11)
where P(a) is a polynomial in a whose lowest power is higher than or equal to 1. On
the other hand,
(af?ag)(1=a)(x; y) = [a(f + g+ a(f  g))](1=a)(x; y)
= exp (f + g+ a(f  g)) (x; y)
+
1X
r=1
arEr(f + g+ a(f  g)) (x; y)
=
1X
r=1
1
r!
(f + g+ a(f  g))[r](x; y)
+
1X
r=1
arEr(f + g+ a(f  g))[r](x; y)
=
1X
r=1
1
r!
(f + g)[r](x; y) + Q(a)
= exp (f + g) (x; y) + Q(a); (12)
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where Q(a) is a polynomial in a whose lowest power is higher than or equal to 1.
Thus, combining (11) and (12) we obtain (10).
Theorem 3. We have
log (expf) (x; y) = f(x; y): (13)
Proof. Plainly (13) holds for x = y. Assume that x<y. Since the identity
(exp af) (x; y) = (expf)(a)(x; y)
holds for all a 2 Z+, it holds for all a 2 C . Furthermore,
(exp af) (x; y) =
1X
r=1
ar
r!
f[r](x; y)
and
(expf)(a)(x; y) =
1X
r=1
Lr(expf) (x; y)ar:
Thus
f[1](x; y) = L1(expf) (x; y);
that is, (13) holds. This completes the proof.
Theorem 4. The logarithm operator is a one-to-one mapping of the set of incidence
functions f with f(x; x) = 1 for all x 2 P onto itself.
Proof. By Theorem 3 it suces to show that the logarithm operator is one-to-one.
Assume that logf=log g. We aim to prove that f(x; y)= g(x; y) for all x6y. Plainly
f(x; x) = g(x; x). Let x<y. Assume that f(z1; z2) = g(z1; z2) whenever x6z16z26y;
(z1; z2) 6= (x; y). Since (logf) (x; y) = (log g) (x; y), we have
f(x; y) +
1X
r=2
(−1)r−1
r
f[r](x; y) = g(x; y) +
1X
r=2
(−1)r−1
r
g[r](x; y):
Thus applying the inductive assumption, we nd that f(x; y)= g(x; y). This completes
the proof.
Corollary 1. We have
exp(logf) (x; y) = f(x; y):
Corollary 2. We have
f(a) = exp(a logf) (x; y):
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4. The functional equations f (r) = g and f (r) = fg
In this section we apply the logarithm and the exponential operator in nding solu-
tions for the functional equations f(r) = g and f(r) = fg in f (cf. [2, Theorems 5:1
and 5:6; 5, Theorems 2 and 3]).
Theorem 5. Let g be a given incidence function such that g(x; x)=a 6= 0 for all x; y 2
P. Then the equation f(r) = g has exactly r solutions in f with f(x; x) =f(y; y) for
all x; y 2 P. If f0 is one solution; then all solutions are given by
f = !if0; i = 1; 2; : : : ; r; (14)
where !1; !2; : : : ; !r are the rth roots of unity. One solution can be found by
f0 = a1=rG; (15)
where G(x; x) = 1 for all x 2 P and G(x; y) = fexp[(1=r)log (g=a)]g(x; y) for x<y.
Proof. Plainly f(r)(x; x) = f(x; x)r = a. Thus f(x; x) = !ia0 for some i = 1; 2; : : : ; r,
where a0 is an rth root of a. The values f(x; y) with x<y can be found inductively
as
rf(x; x)r−1f(x; y) + 0 f(x; z1)f(z1; z2)   f(zr−1; y)K(x; y; z1)
K(z1; y; z2)   K(zr−2; y; zr−1)
=g(x; y);
where the primed summation is over the (r − 1)-tuples (z1; z2; : : : ; zr−1) such that
x6z16z26   6zr−16y and none of the pairs (x; z1); (z1; z2); : : : ; (zr−1; y) is equal
to (x; y). So we deduce (14).
If a = 1, then there is a solution f0 such that f0(x; x) = 1 for all x 2 P. By (8),
r(logf0) (x; y)=(log g) (x; y) for x<y. Hence we obtain (15). The general case a 6= 0
follows by considering the function g=a. This completes the proof.
Corollary. The mapping f ! f(r) is r-to-one and onto.
We dene an incidence function g to be completely K-factorable if g(x; x) 6= 0 for
all x 2 P and
g(x; z)g(z; y)K(x; y; z) = g(x; y)K(x; y; z)
whenever x6z6y. It follows immediately that g(x; x) = 1 for all x 2 P. With K  1
we obtain completely factorable incidence functions [7, p. 320]. It can be proved that
if g is completely K-factorable, then
log (fg) (x; y) = g(x; y) (logf) (x; y): (16)
Further, we dene g to be a quasi-completely K-factorable incidence function if
g(x; x) 6= 0 for all x 2 P and there exists a complex number a 6= 0 such that
g(x; z)g(z; y)K(x; y; z) = ag(x; y)K(x; y; z)
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whenever x6z6y. It follows immediately that g(x; x) = a for all x 2 P and that g=a
is a completely K-factorable incidence function. The concept of a quasi-completely
K-factorable incidence function is an abstract generalization of the concept of a quasi-
completely multiplicative arithmetical function (see [4, Denition 1.5.1 with A= D]).
Theorem 6. Let r 2 Z+ (r>2). Let g be a quasi-completely K-factorable incidence
function such that g(x; x) = a 6= 0 for all x 2 P and g(x; y) 6= ra for all x; y 2 P.
Then the equation f(r) =fg has r − 1 solutions in f such that f(x; x) =f(y; y) 6= 0
for all x; y 2 P. The solutions are given by f = a1=(r−1).
Proof. If f(x; x) = g(x; x) = 1 for all x 2 P, then, by (8) and (16), r(logf) (x; y) =
g(x; y) (logf) (x; y) for all x<y. Since g(x; y) 6= r, it follows that (logf) (x; y) = 0
for all x<y and hence f= . In the general case we obtain f=f(x; x) =  and so we
deduce the result.
5. The functional equation f?g = h
In this section we generalize the rst part of Theorem 4 of [5] for incidence functions.
The second part (that is, the part concerning multiplicativity) will be generalized in
the next section.
Theorem 7. Let g be an incidence function such that g(x; x) 6= 0 for all x 2 P and h
an arbitary incidence function. Then the equation f?g = h has a unique solution in
f given by f = h?g(−1); where
g(−1)(x; x) =
1
g(x; x)
for all x 2 P;
g(−1)(x; y) =
−1
g(y; y)
X
x6z<y
g(−1)(x; z)g(z; y)K(x; y; z) for all x<y:
Proof. It is enough to note that g(−1) is the inverse of g with respect to the K-
convolution, that is, g?g(−1) = g(−1)?g= .
Remark. An expression for g(−1) can also be obtained from (6), cf. [6, Theorem 4:1].
6. Factorable functions
Multiplicativity of the solutions of the functional equations f(r) = g and f?g= h for
arithmetical functions is studied in [5,9]. In this section we generalize these results for
incidence functions (see corollaries in this section). We use the concept of factorable
incidence functions, which is the generalization of multiplicative arithmetical functions
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in the poset-theoretic setting (see [7, Section 7]). We also consider briey the functional
equation f(r) = fg in remark at the end of this section.
Let P be a locally distributive local lattice. An incidence function of P is said to be
factorable if f(x; x) = 1 for all x 2 P and if
f(x _ z; y _ w) = f(x; y)f(z; w) (17)
for all elements x; y; z; w belonging to some interval in P and such that y^w6x6y; y^
w6z6w (see [7, Chapter 7]).
Factorable functions possess nice properties under the K-convolution if we assume
that the function K satises, in addition to (2) and (3), also
K(x _ z; y _ w; u _ v) = K(x; y; u)K(z; w; v) (18)
for all elements x; y; z; w; u; v belonging to some interval in P and such that y^w6x6y,
y ^ w6z6w; x6u6y; z6v6w.
Theorem 8. The K-convolution of factorable functions is factorable.
Theorem 9. The inverse of a factorable function with respect to the K-convolution is
factorable.
Theorems 8 and 9 can be proved, in principle, as in the case K  1 (see [7,
Propositions 7.4 and 7.5]). In the proofs of Theorems 8 and 9, condition (18) is used.
We do not present the details here.
Corollary. If g and h are factorable; then the solution of the functional equation
f?g= h in f is factorable.
Lemma (see [7, Exercise 7.21]). Let x; y; z; w be elements of P such that x^w6x6y;
y^w6z6w. Then the mapping  : [x; y][z; w]! [x_z; y_w] dened by (u; v)=u_v
is one-to-one and onto.
Theorem 10. Suppose that f(x; x) = 1 for all x 2 P. Then f(r) is factorable if and
only if f is factorable.
Proof. If f is factorable, then f(r) is factorable by Theorem 8. Assume that f(r) is
factorable. We prove that f satises (17). We proceed by induction on #[x_ z; y_w].
Plainly (17) holds when #[x_ z; y_w]= 1, since x=y; z=w by lemma. Assume that
(17) holds when #[x _ z; y _ w]<n (n>2). Let #[x _ z; y _ w] = n. Then, by lemma,
f(r)(x _ z; y _ w) =
X
x6u166ur−16y
z6v166vr−16w
f(x _ z; u1 _ v1)f(u1 _ v1; u2 _ v2)   
f(ur−1 _ vr−1; y _ w)K(x _ z; y _ w; u1 _ v1)
K(u1 _ v1; y _ w; u2 _ v2)   K(ur−2 _ vr−2; y _ w; ur−1 _ vr−1)
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=
X
x6u166ur−16y
z6v166vr−16w
f(x; u1)f(z; v1)f(u1; u2)f(v1; v2)   
f(ur−1; y)f(vr−1; w)K(x; y; u1)K(z; w; v1)K(u1; y; u2)K(v1; w; v2)   
K(ur−2; y; ur−1)K(vr−2; w; vr−1)− (r − 1)f(x; y)f(z; w)
+(r − 1)f(x _ z; y _ w)
=f(r)(x; y)f(r)(z; w) + (r − 1) [f(x _ z; y _ w)− f(x; y)f(z; w)]:
On the other hand,
f(r)(x _ z; y _ w) = f(r)(x; y)f(r)(z; w):
Thus f satises (17), that is, f is factorable. This completes the proof.
Corollary. Let g be an incidence function with g(x; x)=1 for all x 2 P. The equation
f(r) = g has a factorable solution in f if and only if g is factorable.
Remark. Under the assumptions of Theorem 6, the solutions of f(r) = fg are
f = a1=(r−1). It is known [7, Theorem 7.7] that if P is a locally distributive lo-
cal lattice, then  is factorable. Therefore, under the above assumptions, the equation
f(r) = fg has a factorable solution if and only if f =  is a solution, that is, if and
only if one of the values of a1=(r−1) is equal to 1. More generally, we could consider
quasi-factorable incidence functions. For the sake of brevity, we do not go into the
details.
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