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The model of Nelson and Siegel (1987) and its extension by Svensson (1994) are used by central banks and other market participants as a model for the term structure of interest rates BIS (2005) .
In Section 2 we define Nelson-Siegel model and propose an iterative method to solve arising nonlinear least squares problem. The minimization problem is stated in terms of the observed and computed prices rather than in terms of the observed and computed yields to maturity (YTM's). In Section 4 the data sample from the Czech coupon bond market is described. In Section 5 numerical experiments on these data are performed. Two data sets are used to test the method: i) a data set for a single day and ii) a larger data set selected in the time period from the year 2002 to 2011.
Term structure
There are three equivalent descriptions of the term structure of interest rates (Málek, 2005) : the discount function which specifies zero-coupon bond (with a par value $1) prices as a function of maturity, the spot yield curve which specifies zero-coupon bond yields (spot rates) as a function of maturity, the forward yield curve which specifies zero-coupon bond forward yields (forward rates) as a function of maturity.
We will use the following notation: the j-th payment of the i-th bond
There are three equivalent descriptions of the term structure of interest rates: the discount function d, the spot yield curve z and forward yield curve f. We use m=T -t to denote the time to maturity.
The Nelson-Siegel model
We observe the set of coupon bond prices that are traded in the bond market at a given point in time. We minimize the weighted sum of the squared deviations of the fitted prices from the quoted prices. Nelson-Siegel (1985) suggested forward curve to be estimated as: 
The model has interesting economic interpretation of parameters and good asymptotical characteristics (Seppälä and Viertiö, 1996). 
The final step is to actually estimate the parameters of the NelsonSiegel model. A natural requirement is to find these parameters such that the theoretical prices i P are as close as possible to the observed prices i P . Thus, in the sense of the least squares method we want to find a set of parameters τ β β β , , , 2 1 0 that minimizes the function H(P) given as,
, where i w is weight of the i-th bond.
Our choice for the weights i w will be described in Section 3.
We need to estimate four parameters: There is a natural strategy to obtain parameters for this model: fix parameter τ , and then estimate the 
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We let
be a vector of theoretical prices for the set of N bond observations. Our objective, therefore, is to solve the minimization problem.
where W is an N N × weighting matrix. (8) Equation (8) is a nonlinear least-squares problem. We apply the following nonlinear optimization algorithm (see e.g. Fischer, Nychka a Zervos, 1994):
• Employ the linear first-order Taylor series approximation:
, where
• Define:
• Solve the linear least-squares approximation to the original problem given as:
• Return to Step 1 with 1 0 : θ θ = until convergence is not achieved.
Note that the above algorithm defined by Equations (9) to (11) is well suited for finding a local minimum of problem (8) . The question whether this local minimum is also a global minimum will be addressed in Section 4 (cf. Gauthier and Simonato, 2012). We also did not impose any constraints on β 's ( Alternatively, in place of using observed and theoretical prices in Equation (6) we can minimize the error of observed and theoretical yields to maturity (YTM's) to find the Nelson-Siegel model parameters.
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Data from the Czech coupon bond market
The Czech market is small and not as liquid as other developed markets. The original life of the Czech government bond is from 3 to 50 years. The government issued bonds with annual coupon payments. We consider here data for a selected day as given in Tab. 1. We exclude two bonds with less than three months to maturity, since the yields on these securities often seem to behave oddly and one bond with more than forty-seven years to maturity, since the price of the bond will evidently include also another risk premium.
Tab
Numerical experiments
With the set of data described in Section 3 we performed a couple of numerical experiments. We used a computer program of our own developed for these purposes.
Criteria to evaluate different yield curve construction methods
As to the weights associated with each bond, general idea is that higher weights should be placed on bonds that we believe to have observed prices that are more accurate estimates of their true prices. Many authors use the reciprocal of the modified duration D i (see Tab. 2, weights labelled by 1 and 11). We tried to find a measure that would reflect the liquidity of the bond. Considering the data available from the market we propose a reciprocal of the difference between The tested methods are evaluated according to various criteria. The most important criterion is the goodness of fit. It is a measure of the difference of observed and theoretical (=computed) values. We compare errors of observed prices and theoretical prices in accordance with the minimization problem (10) . Moreover, in place of prices the yields to maturity (YTM) are also employed. The criteria are summarized in Tab. 3.
Tab. 3: Errors of observed prices and yields
( )
Another criterion is a smoothness of the obtained solution. Two measures of maximum smoothness of a curve y=g(x) between a and b are used in Tab ( The last criterion is the stability of the solution. We measure here how the results change if one bond is excluded from the set of bonds. The less sensitivity of the solution to this change in data the better is the stability of the method.
Initial test data sample
Our initial tests revealed that values of τ could be restricted to (9) to (11) . For these solutions we compared the L2WP-errors of observed and estimated prices (see Fig. 1 ). The least L2WP-error was obtained for value 7 , 6 = τ . For this solution we computed the discount, forward and spot yield curves (Fig. 2) . In order to check the quality of our solution we compared the results with a time consuming global optimization strategy. This global strategy used coarse-fine bracketing of the four parameters requiring over one million attempts. In terms of the L2W-error the global strategy did not find a better solution for our test data. The error in prices does not show erratic behavior in dependence on parameter τ (Fig. 1) . The minimization algorithm (9) - (11) 's we recorded not only the L2W p (objective function in Equation (6)) but also the other measures of error, namely RMSE2 P , MAE P , L2 P . Moreover, the MAE YTM and L2 YTM errors were used to measure the error of observed and computed YTM's. Computed solutions of the minimization problem (6) with and without weights are given in Tab. 5. It is apparent that the obtained coefficients w in Equation (6) does not show much influence on the obtained solution. This is also demonstrated in Figure 3 where we can see the differences in solutions with and without weights only on the long end. Similar behavior was observed when weights 1, 10, 12 and 13 (see Tab. 2) were employed.
Numerical experiments on data of a single day (22 nd February 2010)
In this section the problem of finding the most appropriate weight function i w is addressed. The considered weights are defined in Tab. 2. We use the following notation: the Nelson-Siegel model using the weight labeled by number 10 in Tab Our attempt to find the most appropriate weight function is summarized in Tab. 8 where the ranking of each method with respect to the selected criterion is depicted. The column denoted as Sum1 is a sum of these rankings. The last column (Sum2) is a weighted sum of these rankings with higher weights imposed on the criteria of the goodness of fit in prices and YTM's rather than on the criteria of smoothness and curvature. In terms of Sum2 the best performance shows methods NS-1 and NS-11. Both methods use the reciprocal of the modified duration D i . We prefer NS-11 since the normalized value seems to be a more proper choice. For the solution obtained by NS-11 we computed the discount, forward and spot yield curves (Fig. 4) . On the upper side the discount function d is depicted (horizontal axis represents time in years and the vertical axis the price of zero coupon bond with the nominal value of 1) and on the lower side the forward yield curve f and the spot yield curve z are depicted. From our solutions we obtain estimates of the instantaneous forward rate curve from the Czech government coupon bonds. We can understand this estimate as an approximation of the market expectations regarding the future short-term interest rates. We can see that the starting value of estimated forward rate (column 1 0 β β + in Tab. 5) does not fit quite well the actual repo rate (the repo rate set by ČNB was 1 % on 22 nd February 2010). The estimated value is between 0.35% and 0.48% -it is below the actual repo rate. The estimates do provide picture of evolution of the forward curve. This is a low level of the expected repo rate in the near future. The figures also show the gradually increasing forward curve. This corresponds to expectations of a gradual increase of the repo rate, which was consistent with market expectations as measured by CNB. Despite these expectations the repo rate dropped to value of 0,75% on 7 th May 2010.
Tab
Numerical experiments on data of the complete time sequence 2002 -2011
The methods are compared on a data sample from the Czech coupon bond market obtained from the period of time between the years 2002 and 2011. The criteria employed for data of a single day (Section 4.3) are also used here. Moreover we add the criterion of the stability of the solution where the sensitivity of the method to the change in data is considered. The stability analysis employed evaluates how the results change if successively one bond is excluded from the set of bonds. The change in the resulting yield curves for the reduced and original sets of bonds is a measure of the stability of the method. The less sensitivity of the solution to this change in data the better is the stability of the method.
The analysis was performed on data for each single trading day from 2 nd January 2002 to 19 th January 2011, which amounts to 2273 trading days with altogether 32068 items (one item is a bond in a given trading day). Such a comprehensive analysis was carried out by means of our computer program developed for these purposes. Ranking of the methods according to separate criteria is summarized in Tab. 9. The column denoted as Sum is a sum of rankings in a row of the table. The column denoted as Sum1 shows a sum of rankings according to all the criteria. The best stability in prices exhibits method NS-10 while in YTM's it is method NS-11. Methods NS-11 and NS-10 show the best performance if the criteria of the least error of the observed and theoretical prices are considered. The least error in terms of YTM (Yield To Maturity) reaches method NS-10. The minimum length and smoothness of the computed yield curves was obtained for method NS-1. The overall winner is method NS-11.
Conclusion
Results presented in this paper were based on interest rate estimates from the Czech coupon bond market, which is characterized by a relatively low number of bonds, by moderate liquidity and periodically reduced efficiency. We explored Nelson-Siegel method to create yield curves. This approach produced a reasonably looking spot and forward yield curves. Our attempt to assign weights to each bond reflecting its liquidity 53 was not successful. After substantial experimentation, however, we found the approach to be a stable and potentially useful. This must be clarified in our subsequent work when compared to other methods (methods using B-splines, Fourier method, Svensson method).
