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I. INTRODUCTION 
Let G be a finite group, k a complete local ring which is also a principal 
ideal domain (for example, a field, or the ring of p-adic integers, p a prime 
ideal of an algebraic number field), vz the maximal ideal of k, and p the 
characteristic of the field k/m. By a KG-module we shall mean a finitely- 
generated left k-module on which G acts as group of right operators. Our 
assumptions ensure that the Krull-Schmidt theorem holds for KG-modules 
I191* 
Denote by a(G) the KG-module ying, or representation ring of G over k. 
As additive Abelian group, a(G) is generated by symbols (U), one for each 
KG-module U, subject to the relations (U) = (U’) if U E U’, and 
(C) + (U’) = (U@ U’), 
for all KG-modules U, U’. Alultiplication in n(G) is defined by 
(U)(U) = (U&l U’), 
where U @ U’ is the tensor product over k, on which an element x E G acts 
in accordance with the rule (U $8 u’) x = ux @I U’X (U E U, u’ E U’). a(G) is 
commutative and associative. The Krull-Schmidt theorem shows that it has as 
additive basis the set of all symbols (U) of indecomposable kG-modules U. 
It follows that for any kG-modules U, U’, (U) = (U’) if and only if U 2~ U’. 
If H is any subgroup of G, the two classical maps, restriction 
yGH : a(G) + a(H) and corestriction (induction) t,, : a(ZZ) - a(G), are 
defined as usual: if U is a KG-module, put (U)r,, = (U,), where UH is the 
KZZ-module obtained from U through the inclusion of H in G, and if V is a 
kH-module, put (I’) t,, = (I’“), where Vc is the induced KG-module (see, 
e.g., ref. 3, p. 314). Both yGx and t,, are additive, and roH is also a multipli- 
cative homomorphism. 
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There are certain well-known identities which we shall use [3], for example, 
UN VGr(U*@ If)“, (1.1) 
for any kG-module U and any kH-module V; and the transitivity lau 
(1.2) If D, H are subgroups of G and DE H, then for any kD-module W, 
(W”)” z WC. 
Conjugate Modules 
If H is any subgroup of G, and w any element of G, write H” = rlHx. 
Then for any kH-module V, define V” to be the kHi”-module obtained from I/’ 
through the map h ---f ~-VW (h E H). Then it is easy to verify 
(V”)” E VG, 
and the two Mackey formulas (see, e.g. ref. 3, p. 324). 
(1.4) If D, H are subgroups of G, and W is any kD-module, then 
(1.3) 
W”), G 2 (W;j”&JH 9 
where x runs over any set of representatives of the double cosets DxH in G, 
and 
(1.5) If D, H are subgroups of G, and W is a kD-module, I/ a kH-module, 
then 
where x runs over the same set as in (I .4). 
Formula (1.5) is found by putting U = LVo in (I. 1) and using (1.4). 
If CT, U’ are kG-modules, we say 1,” is a component of CT, and write U’ / U, 
if there exists a KG-module U” such that U g U’ C$ CT”. A KG-module U 
is H-projective, H any subgroup of G, if there is some kH-module V such 
that U j VG. 
The Ideals aH(G) 
Denote by aH(G) the additive subgroup of a(G) generated by the symbols 
(U) of all the H-projective kG-modules U. Since every component of an 
H-projective module is H-projective, aH(G) has as basis the set of all symbols 
(U) of the indecomposable H-projective KG-modules. By (1.1) it is seen 
that a,(G) is an ideal of a(G), and from (1.2) and (1.3) follow 
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(1 A) If D, N ure subgroups of G ad D c Ii, then tHC maps a&H) it&o 
G(G), and 
(1.7) If D, H are s~~g~~u~s of G and D 5 H, then a,(G)c a,(G). 
Ilfere D < H means there is some x E G such that DS Hx. In particular, 
a,(G) = z&G) if D, H are conjugate in G. 
Our “transfer theorem” (Theorem 1 below) is concerned with the follow- 
ing situation. L), H are any subgroups of G such that H contains the norma- 
lizer N(D) of D in G. Define two sets of subgroups of H, 
and 
If 3 is any set of subgroups of G, write aij(G) = czeS +(G). Every subgroup 
X E X is contained in D, so that az(H)c an(H). Also each X E X is contained 
in some Y or 13, so that a,(H)s se(H). The condition H 2 N(D) is to 
ensure that all the subgroups X E X are proper subgroups of D, but ‘2) may 
contain subgroups which are conjugate in G to D. 
By t 1 6 bG induces an additive homomorphism 
t : dW4W --t ca,(GYadG>, (l-8) 
which we might regard as a kind of “transfer” from H to G. 
THEOREM 1. The map t is an ~s~~nor~h~s~~ of rings, and ;f ,z is sty set of 
subgroups of D such that 3 2 X, then t maps a3( H) onto as(G), and therefore 
induces an isomorphism of rings 
The restriction map rcR induces a map 
(1.9) 
is the natural isomorphism, then rs is the inverse oft. 
Theorem 1 is proved in Section 3. It is based on a correspondence between 
kH-modules and KG-modules (Theorem 2), which appeared first with an 
incorrect proof in an unpublished early version of ref. 5. The gap in this 
proof was first closed by B. Srinivasan, and 1 am grateful to her for permission 
to include here the essential modi~c~~tions to my original argument. The last 
section of the paper shows how Theorem I can reduce the problem of finding 
whether the “modular representation algebra” A(G) := G <$ a(G) (C is the 
comples field, and the tensor product is over the integers) is semisimple. 
This reduction, together with a recent theorem of M. F. @Reilly [a], allows 
us to show that if k is a field of characteristic p, and G has cyclic Splow 
p-subgroups, then the algebra .4(G) is semisimp’le. This theorem was pre- 
viously known only from the special cases G cy3ic [6], and G dihedral of 
order 2p, p odd 171. 
2. TRANSFER OF MODCLES 
If 3 is any set of subgroups of G, and U is a hG-mod&s, we shall say Ii 
is 3-projective, and write U = G(J), if U is a direct sum of KG-modules Ui , 
where for each i there is a sul~gro~p Zi E 3 such that Ui is Z,-projective. 
This is equivalent to (U) E as(G). Any component of a Q-projective 
module is S-projective. 
If I;, U’ are KG-modules we shall write C = U + O(J) to mean there 
exists some 3-projective KG-module U” such that Us U’ 0 U”, Through- 
out, D, N, X, and t) are as described previously. 
LEMMA 1. 14 V is a D-projecfiw k~-~~~~~~~ (V’), =L: F’ -/- O(@. 
Proof, From the Mackey formula (1.4), 
where x runs over a set of representatives of the cosets HxN in G. We 
shall always assume that x’ = 1 is one such representative, and this contri- 
butes a term V to the sum in (Xl), hence 
say, where Y’ is a AN-module. Similarly we can write (T’), 2 T @ T’, for 
a suitable ~~-module T’. Therefore since 
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where this time the sum is over representatives x of the cosets DxH in G. 
The term x = 1 in (2.3) is 11 JH = V @ T; all the other terms on the right 
of (2.3) have s E G - H, i.e., are such that Dr n HE 9J. Thus 
which shows that V’ 0 T’, hence also V’, is ?)-projective. Lemma I now 
follows from (2.2). 
Vertices 
If U is an indecomposable kG-module, there is a p-subgroup D* of G, 
called the vertex of U (see [4]), such that for any subgroup H of G 
U is H-projective if and only if D* < H. (2.4) 
c 
It is clear that (2.4) determines D* up to conjugacy in G. 
~JEMWiA 2. If U is an indecomposable kG-module with vertex D*, then there 
is an indecomposable kH-module with vertex D* such that U 1 V’. 
Proof. U is I)*-projective, so there is a kD*-module W such that 11 1 PVC. 
We may write WG = (W”)“, and then it is clear that there is an indecom- 
posable kH-module V such that V / WH and U 1 VG. Now V is D*-projective 
because V / WH, so the vertex D, of 1’ satisfies D, < D*. But U 1 VG 
H 
shows that U is Da-projective, so that D, -2 D *. Therefore D, and D* are 
conjugate in H, i.e., D* is a vertex of I’. ’ 
D-Projective Modules 
If 3 is any set of subgroups of G, and D* a subgroup of G, write D* <’ 3 
-2 ’ 
to mean there is some Z E :j such that D* < Z. Then (2.4) has an evident 
generalization G 
(2.5) For any indecomposable KG-module U, U = O(3) if and only the 
vertex D* of U satis$es D* < 3. 
c 
If an indecomposable KG-module is D-projective, its vertex D* satisfies 
D* < D, and there is no loss in supposing that D* E D. The same remark 
applgs to D-projective indecomposable kH-modules, whose vertices are of 
course determined only up to conjugacy in H. We are interested in modules 
which are D-projective but not X-projective (notation of Theorem l), and 
in this connection make the following elementary remark. 
78 GREEN 
LEMMA 3. If D* is a subgroup ?f D, the following three conditions WC all 
equivalent (I) D* 5X, (2) D* $X and (3) D” 5 21. 
‘I’he proof of Lemma 3 is left to the reader. 
LEMMA 4. Let U be an indecomposable RG-module with verte.v I)* 5 D. 
(i) If U = O(W), i.e. ;f D* < f, then U” = O(y). 
c 
(ii) If ll # O(X), i.e. if D* $ X, then 
G 
where V is an indecomposable kH-module with vertex D*, and U j VG. 
Proof. By Lemma 2 there is an indecomposable kH-module V with 
vertex D*, such that 1,’ 1 VG, therefore lrH is a component of 
(V”), = v + o(a), (2.7) 
by Lemma 1. 
(i) If D* z$ X then D* 5 21, so every term on the right of (2.7) is 
!&projective. Thus U, is ‘l)-projective. 
(ii) If D* $X then D* z& $8, and (2.7) shows that V is the only 
indecomposablzcomponent of “( VG)H which is not ‘l)-projective. By ref. 5, 
Lemma 2.la, we know that U, has at least one indecomposable component 
with vertex D*. Therefore this component must be isomorphic to V, and 
(2.6) follows. 
LEMMA 5. Let V be an indecomposable kH-module with vertex D* C: D. 
(i) If V = O(X), i.e., if D* < X, then VG = O(X). 
H 
(ii) If V f O(X), i.e., ;f D* 4 X, then 
H 
vG = 1: + O(X), (2.8) 
where U is an indecomposable KG-module with vertex D*, and V 1 U, . 
Proof. (i) Follows at once from the fact that VG is D*-projective. 
(ii) Decompose I” as a sum 
vG = u, 3 .*. @ u, (2.9) 
of indecomposable RG-modules U,, (p = 1, e-e, T). Each UP is D-projective, 
because IJG is. Therefore by Lemma 4, for each p either UP = O(X), in 
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which case UP, = O(g), or else UP # O(X) and then U,,, has exactly one 
indecomposable component which is not \I)-projective. But 
c up, = (Jqff = v + o(g) (2.10) 
by Lemma 1. So there is exactly one value of p, say pa, such that U = Up, 
is not X-projective. This establishes (2.8). Referring again to (2.10), we see 
V must be the unique, non-‘&projective indecomposable component of CJ, , 
and so V is isomorphic to the module which appears in Lemma 4. This 
shows that V is a component of U, , by (2.6), and also that U, I’ have the 
same vertex. 
DEFINITION. Let ‘u = %(D, H) denote the set of those subgroups D* 
of D such that D* $ X. By Lemma 3, this condition is equivalent to 
D* 4 X, or D* $ (!;;. Because H contains N(D), X consists of proper 
subg:oups of D, in%her words D is a member of ?I. 
If U is an indecomposable kG-module with vertex in ?I, Lemma 4 shows 
that there is a kH-module I’ determined up to isomorphism as the only 
indecomposable component of U, having vertex in ‘?I; moreover U is a 
component of VG. And ‘f 1 we start with an indecomposable kH-module I7 
u-ith vertex in ‘11, Lemma 5 shows that there is a KG-module U determined 
up to isomorphism as the only indecomposable component of I/’ with vertex 
in ?I; moreover I,’ is a component of 17, . These remarks provide the proof of 
THEOREM 2. If H, D are subgroups qf G such that HZ N(D), and if 
X, +J), 91 are as described above, then there is a 1 - 1 correspondence between the 
set of all isomorphism classes of indecomposable KG-modules 0’ which have 
vertex in ‘!I, and the set of all isomorphism classes of indecomposable kH-modules V 
which have vertex in 91, in which modules 11, V correspond if and only if either 
one of the conditions V 1 U, , U / I” is satisfied. Corresponding modules have 
the same vertex, and satisfy 
and 
Remarks on Blocks 
(1) Let I’ denote the group-ring kG, regarded as k(G x G)-module 
by putting U(X, y) = X-%y, for any u E r, X, y E G. The indecomposable 
components ri of r correspond to the blocks Bj of G over k, and if B, has 
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defect group n (Brauer [/I, see also ref. 5) then the k(G ,x G)-module I’, has 
vertex [IA =- ((.I., X) : x E II). Let H mm_ ;V(II). Then Brauer has shown [J] 
there is a 1 1 correspondence R, (+F b, between the b.,cks Bi of G vvhich 
have defect group I), and the blocks b, of H which have defect group II. If 
y! is the indecomposable k(H x H)- module, component of y = AH, which 
corresponds to bj , it is shown in ref. 5 that 
Y, I (I‘!),. H . (2.11) 
Since H x 11 contains the normalizer of lId in G x G, and since r, , y, 
both have vertex IIA, this shows that r, and yi correspond in the sense of 
Theorem 2 (we must now read G x G for G in Theorem 2, N x N for H 
and DA for D), so the Brauer block correspondence is exhibited as a special 
case of this general correspondence of modules. \Ve deduce incidentally 
c I (Y,YXG> (2.12) 
and the more refined versions of (2.1 I) and (2.12) which result by applying 
(2.6) and (2.8) to this situation. Direct and elementary proofs of (2.11) and 
(2.12) have been given by Srinivasan [IO]. 
2. Conlon’s Theorem. Recently S. B. Conlon [2] has proved the following 
theorem. We take H = -V(Z)), and B, b corresponding blocks with defect 
group II, for G, H respectively. If V is an indecomposuble kH-module in the 
block b, then Vc has an indecomposable component U in the block B, such that 
L’ 1 c:, . Now let us suppose further that V has vertex in 21. Then (2.8) and 
Lemma 4(i) show that there is only one indecomposable component U of V” 
such that k’ / Lx, namely, that determined by (2.8). 
Therefore we have proved the following 
COROLLARY TO CONLON'S THEOREM. Let D be a p-subgroup of G, 
H = X(D), and let B, b be corresponding blocks of G, H with defect group D. 
If I:, L’ are modules uith vertices in 91, which correspond in the sense of Theo- 
rem 2, and if U is in block B, then V is in block b, und corlversely. 
3. PROOFOFTHEOREM I 
By (2.4) and (2.5), a,(G) has as additive basis the set of symbols (U) of 
indecomposable KG-modules U which have vertices D* < D, or equiva- 
lently, D* s D; and ax(G) has as basis the subset of this s:t, consisting of 
those (U) for which D* 5 X. Therefore aD(G) has as basis the set 
of all elements 
(u) + ax(G), (3.1) 
such that C,- is an indecomposable kc-module with vertex in ?I. SimilarI!- 
cr,(H):a,(tl) has as basis the set of all elements 
(I/) -t- a.drq, (3.2) 
such that T’ is an indecomposable W-module with vertex in X. The map t 
of (1.8) takes the element (3.1) to (r-‘) -1 n,(G) = (c’) + n,(G), if and onl! 
if C’, I. correspond in the sense of Theorem 2. Therefore t is an additive 
isomorphism, since it is additive and induces a 1 ~ 1 map between additive 
bases. Kow this map also preserves vertices, which proves that if 3 is any set 
of subgroups of II such that J 3 X, then t maps a;](H) onto a%{(G). 
Lemma 4 shows that rGH maps ax(G) into aI,( and uD(G) into 
uo(lI) -:- aSI1(H), so rCH induces a map r as &on-n in (1.9). Xext, 
Q,(H) n Use, is spanned by those symbols (I/‘) such that V is an indecom- 
posable M-module whose vertex II* satisfies D* < D and D* S: ‘I), 
conditions visibly equivalent to D* < .t‘. ‘Therefore H 
II 
H 
Mf) n ~#f) a#), 
and the map s of (1.10) is well-defined. Finally we see that trs is the identity, 
by applying it to each basis element (3.2) and using (2.8), (2.6). Hence rs 
is the inverse of t, and this also proves that t is multiplicative, because both r 
and s evidently are. This completes the proof of Theorem 1. 
The Riqs zcg( G) 
For any subgroup D of G, take 3 to be the set of all proper subgroups of D 
and define 
a;(G) == nj(G) and w,(G) = a,(G)/u~(G). 
Thus zco(G) is a ring, and it has as additive basis the elements 
Cc’) + d(G) 
for which 0’ is an indecomposable kc-module with vertex D. Since the vertex 
of a KG-module is always a p-subgroup of G [4, p. 4351, 
w,(G) 1 0 unless D is a p-subgroup of G. 
And if we apply Theorem 1, with 3 as defined above, n-e obtain 
If D, H are subgroups of G such that H 2 N(D), thex 
wD( H) E z+,(G). 
(,3.3) 
(3.4) 
These facts will be used in the next section. 
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Let A bc any commutative linear algebra over the complex field C. \Ve 
define a point $ of .-l to be a nonzero map 
which is a homomorphism of algebras. Since $ is nonzero and linear, 
f$(d) = c. 
The algebra A is semisimpk if, and only if, for each nonzero a: E --I, there 
exists a point 4 of A such that +(a) f 0. If Y = dim, .-Z is finite, then A is 
semisimple if and only if it has Y points. 
We shall write A(G), A,(G), AA(G), I,‘,(G) for the algebras obtained 
from a(G), a,(G), a;(G), w,(G), respectively, by taking tensor products 
with C. We make the natural identification of W,(G) with A,(G)i’zgA(G). 
It is not known whether A(G) is semisimple in general (see ref. 6). We shall 
prove here the following 
THEOREM 3. A(G) is semisimple if It,(G) 1s wnisimple for each subgroup 
llof G. 
If we combine this with (3.3) and (3.4) we have the 
COROLLARY. A(G) is semisimple, if WvD(iV(II)) is semisimple, ,for each 
p-subgroup D of G. 
Now O’Reilly has shown [8] that if k is a field of characteristic p, then 
WD(H) is semisimple, for any finite group H and any normal, cyclic p-sub- 
group IJ of H. In particular, if G has cyclic Sylow p-subgroups, then 
Li,(N(D)) is semisimple for each p-subgroup D of G. This proves A(G) 
is semisimple, if G has cyclic Sylow p-subgroups, and k is a field of charac- 
teristic p. To prove Theorem 3 we use three elementary lemmas. 
LEMMA 6. Let B be an ideal of the commutative complex algebra A, and 
4, a point of B. Then +, can be extended to a point of A. 
Proof. Since 4,(B) =- C, there is some ,B E B such that &(fl) = 1. Xow 
define 4 : A --f C by &a) = &(L$). It is trivial to verify that 4 is a point of A 
and that it extends & . 
LEMMA 7. For any subgroups D, H qf G 
A,(G) A,(G)2 c ADnHz(G). 
XCG 
(4.1) 
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Proof. This follows at once from (1.5). 
LEMnIA 8. For any subgroup D of G, and any point 4, of W;(G), there is a 
point 4 of d(G) which extends 4, and which vanishes on all iZ,(G) for which 
FI> D. 
G 
Pf,oof. Evidently & can be extended to a point $I of A,(G), which 
vanishes on A4b(G), and then +r can be extended, by Lemma 6, to a point d, 
on A(G) which vanishes on AA(G). N ow let H be any subgroup of G such 
that N 1~ D, so that for all x E G, H” n D is a proper subgroup of D. 
Applyin{+ to (4.1) gives then +(A,(G))+(A,(G)) = 0. But 4(A,(G)) $ 0 
because (x,, is nonzero. Hence +(.-I,(G)) =: 0. 
The proof of Theorem 3 now runs as follows. ‘\l’e have to show that, given 
any nonzero 01 E .4(G), there is a point 4 of .4(G) such that $(cx) # 0. Write 
where the zU are nonzero complex numbers, and the (U) correspond to 
certain nonisomorphic indecomposable kG-modules. Among the vertices of 
these U, choose one, say D, of maximal order. Then we may write 
01 = a!’ + a”, 
where (Y’ is the sum of those terms z”(U) in (4.2), for which the vertex of CI 
is conjugate to D, and 01” is the sum of the remaining terms, if any. Then 
OI’ + AA(G) is a nonzero element of W,(G), so by our hypothesis there exists 
a point +a of W,(G) which does not annihilate it. Let (b be the point of A(G) 
which was constructed in the proof of Lemma 8. Certainly 
4(4 = Ma’ + d(G)) f 0. 
On the other hand $(ol”) = 0, because oi” is a sum of terms zU(U), for each 
of which the vertex H is not < D, and lemma 8 shows that these terms 
are annihilated by+. Therefore I = +(oI’) # 0, as required. 
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