Abstract-In this paper, we present the details of a new method which is a hybrid method of MF-BDF and MEBDF. To obtain this new method which we call MF-MEBDF, we compose the matrix free properties of the first method and the accuracy of MEBDF, elaborately. Application of this new method to some important stiff problems show that MF-MEBDF is generally faster than MEBDF and more accurate than MF-BDF and MEBDF. Since in MEBDF, the LU factorization is used, we expect MF-MEBDF to be more efficient than the other two methods for large stiff systems of ODEs.
INTRODUCTION
Let us consider the following system:
0.1)
and assume it is stiff. In the BDF scheme (Backward Differentiation Formulae), we have Y?l = 2 QjYn-j + &f(L, Yn), j=l (1.2) where q is the order of the scheme and the values of coefficients oj and & are given in [l] . From (1.2), see [2] , we have the following system of nonlinear equations to be solved:
WA) = % -hf@,, an + Pqzn) = 0,
where a,, = cjQzo qyn-j and z, = hf(tn, yn). Usually, to solve a system like (1.3), a modified Newton method is used. Then a direct method is usually used to solve any resulting system of linear equations. Hence, in each step, there is a need to obtain the Jacobian matrix and its related decomposed matrices. Thus causing more computational cost and running time. In the MF-BDF scheme, the Jacobian matrix is not used explicitly, because the inexact Newton method 08957177/99/t -see front matter @ 1999 Elsevier Science Ltd. All rights reserved Typeset by &+'I%@ PII: SO8957177(99)00040-O is used and then the IOM algorithm [3] is applied to solve the resulting system of linear equations.
Two times modifications of the BDF scheme by Cash led to the EBDF method [4] and MEBDF method [5] . We apply, somehow, the same modifications to the MF-BDF scheme to obtain a new method which we call MF-MEBDF.
As numerical results show, we expect this new method to be more accurate than MF-BDF and accurate and faster than MEBDF. In Section 2, the IOM algorithm is presented.
In Section 3, the details of MF-BDF and all the required preparations for MF-MEBDF are explained. In Section 4, we give some numerical experiments on some stiff ODES. In Section 5, we give some numerical results for PDEs.
THE IOM ALGORITHM
The IOM algorithm is an iterative method for the solution of a linear system and does not require the storage of the coefficient matrix in any form. This method is mainly based on the use of a Krylov-subspace projection method. Let us consider the system of linear equation Thus, we can use this result as our stopping criterion in Algorithm 1.
In Algorithm 1 as j gets large, a considerable amount of the work involved is in making the vector Vj+l orthogonal to all the previous vectors ~1,212, . . . , tJj* But in the IOM, the vector vj+lis only required to be orthogonal to the previous p vectors vj+l_p, . . . , vj, clearly p < j 5 m. This method differs from Algorithm 1 (Arnoldi method) just in the computation of W, io = max(1, j + 1 -p),
for more details, see [3] .
THE MF-MEBDF METHOD
To be able to explain this method in detail, we need to give a brief of MF-BDF and MEBDF.
MF-BDF Method
In the first section, we observed that the solution of system of ODES (1.1) reduced to the solution of the following system of (generally) nonlinear equations:
After applying a modified Newton method, we have In each step, we predict a value yi"' using a suitable one-step method say, one of the Runge-Kutta methods, and then using this value, we predict x, co). Hence, the first system of linear equations to be solved in the nth step is Ax = b where The formula coefficients pi, bi,&, and &i, are defined by Cash [4] .
Finally, we explain our new method MF-MEBDF scheme. In this method, we apply MF-BDF method instead of BDF scheme in the first and second stage of MEBDF. In the fourth stage of the algorithm, we take the same steps as in MF-BDF, with two additional terms, to compute &+k. So in this new approach, we are not required to compute and use the Jacobian matrix explicitly and also do not need any LU factorization as MEBDF needs. Hence, in each step, we have a substantial reduction in computation. In the fourth stage, we require a predicted value yn+k for which we can take it to be the same value &+k obtained in the first stage.
In this new algorithm, we suggest the use of nth step value of yn+k+r, obtained in the second stage of this scheme, as a good predicted value to be used in the first stage of (n + l)th step. As the predicted value yn+k may have sufficient accuracy, perhaps it dos not need any correction. Therefore, by comparing ]]b]] and +Z before starting the fourth stage, we can decide whether to go to the fourth stage or to (n + l)th step. With these arrangements mentioned above, we expect MF-MEBDF to perform much better than MF-BDF and MEBDF. Our numerical results will confirm this expectation.
ODE'S NUMERICAL RESULTS
In this section, we present some of the numerical results obtained using our MF-MEBDF scheme and then for comparison purposes, we also list the results obtained using MF-BDF and MEBDF.
We feel it is important to point out that we have programmed those methods in Pascal and applied those codes without any software optimization and we feel that optimized implementation of these code also show the same points we wish to emphasize. We run these three codes on a pentium 133 operating under DOS. As it is not easy to give a coherent presentation of the results from all the runs we have done, we give some results from selected problems. The stiffness ratio is 20.
In Table 1 , we list the error of integration, using MF-BDF, MEBDF, and MF-ME running time at some selected points. As can be seen from Table 1 , the MF-MEB. considerably more accurate than the MEBDF and MF-BDF. In terms of running tin In Table 2 , we list the results obtained by MF-MEBDF and compared with MEBDF results given by Cash in [6] at t = 20. As we see from this table, it is clear that the result obtained by MF-MEBDF is superior to that obtained by MEBDF. In Table 3 , we list the error of the computed solutions obtained by the MEBDF and MF-MEBDF methods. As we see, MF-MEBDF results are again superior to those of MEBDF. Table 5 , we present, just for comparison, the numerical solution of this problem using MF-MEBDF, MEBDF and those obtained by LSODE taken from Shampine [7] . As can be seen, the numerical results obtained by the two methods MEBDF and MF-MEBDF are the same at least up to ten digits. For t = 4000, the MF-BDF did not converge, but MEBDF and MF-MEBDF were successful, but the running time of MF-MEBDF was much less than that of MEBDF. In Table 6 , we present the numerical solution of this problem obtained by the three methods MF-MEBDF, MEBDF, and LSODE at t = 100 and t = 1000. Table 6 show that the results of the first two methods are in good agreement, but the running time of MF-MEBDF was much less than that of MEBDF. 
PDE'S NUMERICAL RESULTS
To apply this technique to time dependent partial differential equations of the forms given in the following examples, we apply the numerical Method Of Lines (MOL). In this method, the space domain is first divided into a finite discrete mesh. The spatial derivatives appearing in these equations are then approximated at each point in the mesh, by a suitable method such as finite difference, finite elements, or Tau method, etc. (note that on each line, we can also apply the same method). But here we use a five point finite difference formula for discretization. This results in a system of initial value problems taking the form
In the following examples, we apply the MEBDF and MF-MEBDF methods on this resulting system and compare these two methods. In Table 7 , with 15 and 40 lines, we present the exact error of solution obtained by the two methods MEBDF and MF-MEBDF. As this table confirms, the results are again in favor of MF-MEBDF method. Particularly, in view of running time, MF-MEBDF is much faster. 
CONCLUSION
Our overall conclusions for the codes are as follows. MF-BDF is usually the fastest of the three codes but its accuracy is not very much compared with the other two. MEBDF is more accurate than MF-BDF. MF-MEBDF is normally more accurate than the two codes MF-BDF and MEBDF.
MF-MEBDF is much faster than MEBDF for large t in some problems like Examples 5 and 6.
For these problems, MF-BDF failed to converge and MEBDF takes a long time to run but MF-MEBDF has been successful.
