The applicability of foams to equation of state experiments with laser-produced shocks has been studied. The pressure increase due to impedance mismatch at the payload-foam interface was measured experimentally using sub-ns laser pulses smoothed with phase zone plates. Foams of density in the range 5-900 mg/cm 3 and of thicknesses of 50-150 m were used. A model has been developed to study pressure amplification and the conditions under which the shock is stationary. Two-step two-material targets, allowing simultaneous measurements of the shock velocities in the two materials, were then used to obtain relative equation of state data. Pressures higher than 100 Mbar were achieved in gold.
I. INTRODUCTION
The study of the equations of state ͑EOS͒ of matter in high-pressure conditions ͑above 10 Mbar͒ is a subject of great interest for several fields of modern physics. In particular, it is important in the context of astrophysics and inertial confinement fusion research. Some EOS's already exist for this pressure range ͓1͔, but they mainly result from calculations and theoretical models, with only a few experimental data available to validate them; furthermore they exist for a restricted number of materials. Therefore, the behavior of many materials under high pressure is still unknown. In the past, EOS measurements in the tens of Mbar domain could be only performed by nuclear explosions. Nowadays it is possible to reach very high pressures in the laboratory by using powerful pulsed-laser-generated shock waves in solid material. Earlier experiments showed the possibility of producing shock waves with pressures up to 100 Mbar in a laser-irradiated solid ͓2,3͔, and in a target foil impacted by a laser-accelerated foil ͓4͔. Pressures as high as 750 Mbar were achieved by using laser pulses of 25 kJ ͑at a wavelength ϭ0.53 m) and a foil impact technique ͓5͔. However, in many of these experiments the bad quality of shocks prevented them from being used as a quantitative tool in highpressure physics.
The planarity and stationarity of the shock fronts, as well as the low preheating of the material ahead of the shock waves, are essential to obtain accurate measurements of the EOS. Recent experiments ͓6-8͔ proved the possibility of creating spatially very uniform shocks in solids either by using a direct-laser drive with optically smoothed laser beams or x-ray thermal radiation ͑indirect laser drive͒.
Once high quality shocks are obtained, it is possible to perform precise measurements of the shock parameters. In particular, EOS points can be obtained if two quantities of the shocked material, related to the Hugoniot-Rankine relations ͓9͔, are measured simultaneously. In a recent experiment performed by Collins et al. ͓10͔ , the simultaneous measurement of two parameters ͑the shock velocity D and the fluid velocity u͒ was applied to the measurement of the EOS of deuterium. The main problem connected with this method is that it is necessary to use high-energy laser pulses with the aim of maintaining a constant ablation pressure for a few nanoseconds, and of irradiating large target areas. Another method for the determination of EOS points is based on the impedance-matching technique, and consists of measuring the shock velocity simultaneously ͑on the same laser shot͒ in two different materials. This makes it possible to achieve a relative determination of one EOS point of one material by taking the EOS of another material as a reference. The reliability of this method, used in the past in nuclear experiments, was recently proven in laser-driven shock experiments ͓8,11͔, and applied to EOS measurements for Cu ͓12͔, doped plastics ͓13͔, low-density foams ͓14͔, and gold ͓15͔. Such a method has the advantage that high pressures ͑10-50 Mbar͒ can be reached with lasers of relatively small size ͑Ϸ100 J͒.
However, the finite energy of the laser, combined with the request of having almost-one-dimensional shocks ͑and hence relatively large focal spots͒, fixes an upper limit to the pressure which can be obtained in the material. On the other hand, even if a very large system is available, the laser intensity on target cannot be increased indefinitely. Indeed, higher intensities mean a higher plasma temperature, and hence a larger x-ray generation in the corona. Also, above a certain intensity threshold, laser instabilities like stimulated raman scattering and two-plasmon decay ͓16͔ can take place in the plasma corona, bringing about an important production of hot electrons. Such nonlinear physical phenomena take place at laser intensities of the order of 10 hot electrons are the principal causes of preheating of the material ahead of the shock wave, it is clear that intensities on target above this limit must be avoided in EOS experiments where target preheating is an unwanted and dangerous effect.
A practical way of reducing x-ray emission is the use of a low-Z ablator ͑e.g., plastic͒ before the target material. Luckily enough, this also proves to be a way to increase shock pressure due to the well-known impedance mismatch effect at the ablator-target interface ͓9͔. ͑In passing, we note that the impedance-matching technique was used largely in the past to intensify laser-driven shock waves ͓17͔.͒
In this paper, we study the possibility of maximizing such an effect by using low-density foams before the laser target. First we study the hydrodynamics of a layered foam-solid targets by analyzing the shock breakthrough from layered targets made of a foam layer on the laser side, and a stepped aluminum layer on the rear side. A streak camera is used to detect shock breakthrough at the base and at the step of the aluminum target, allowing the shock velocity to be determined. Since the EOS of aluminum is well known, we can thus determine the shock pressure.
We developed a simple analytical model to predict the shock pressure increment as a function of foam density and thickness. Such a model also addresses the question of shock stationarity, which is also essential to the use of laser-driven shocks for EOS measurements. Finally, we show the tentative application of the method to the measurement of one EOS point for gold.
II. EXPERIMENTAL TECHNIQUE AND SETUP
The experiment was performed using two different laser facilities ͑at MPQ and LULI͒ which could give different laser energies, and hence allowed different focal spots and laser intensities to be tested. First, we used the ASTERIX iodine laser at the MPQ, which delivers a single beam, of diameter 30 cm, with an energy of 250 J per pulse at a wavelength of 0.44 m. The temporal behavior of the laser pulse is Gaussian, with a full width at half maximum ͑FWHM͒ of 450 ps. Figure 1 shows the schematic experimental setup. The laser beam was focused directly onto the target with a f ϭ564 mm lens. The primary condition of producing flat shock fronts imposed the use of the phase zone plate ͑PZP͒ ͓7,18͔ optical smoothing technique, in order to eliminate the large-scale spatial intensity modulations arising from the coherent nature of the laser light, and to produce a flat-top intensity distribution in the focal spot. The design of this plate had Fresnel lenses of 2.5-cm diameter, which implies that 144 Fresnel lenses are covered by the laser beam. The characteristics of our optical system ͑PZP plus focusing lens͒ were such that we produced a total focal spot of 400-m FWHM, with a 250-m-wide flat region in the center corresponding to a laser intensity I L Ϸ2ϫ10 14 W/cm 2 . Such large focal spots were needed in order to reduce twodimensional effects, because the total thickness of the target could even be of the order of 170 m.
The diagnostic used to detect the shock emergence from the target rear face consisted of a f ϭ100 mm objective imaging the rear face onto the slit of a streak camera, working in the visible region. The temporal resolution was better than 8 ps, and the imaging system magnification was M ϭ10, allowing a spatial resolution better than 10 m. For what concerns the streak camera sweep speed, we considered an error of 1%, as suggested by the constructor. A protection system ͓19͔ was used for the diagnostics light path, to shield the streak camera from scattered laser light.
The second part of the experiment was realised at LULI. Three of the six beams of the LULI laser ͑converted into its second harmonic, ϭ0.53 m), with a total laser energy E 2 Ϸ100 J, were focused on the same focal spot. The temporal behavior of the laser pulse was Gaussian, with a FWHM of 600 ps. A fourth beam, also converted to 2, was used as a temporal fiducial. Each beam had a 90-mm diameter and was focused on target with an f ϭ500 mm lens. The diagnostic system employed an objective ͑Olympus 50 mm, 1/1.2͒ used to image the target rear side onto the streak camera slit. Also, an active x-ray pinhole camera looking at the target on the laser side, at 22.5°with respect to the laserbeam plane, was used to check the plasma formation and to image the focal spot in the x-ray domain.
Phase zone plates were used too to produce a focal spot of 400-m FWHM, with a Ϸ200-m-wide flat region in the center, corresponding to a laser intensity I L р6 ϫ10 13 W/cm 2 . The shock emergence was also inferred by the emissivity of the target rear face, which was imaged by a photographic objective onto the slit of a visible streak camera with a 5-ps time resolution. We performed the calibration of the streak sweep speeds with an etalon made up with a series of short laser pulses ͑the FWHM is 100 ps͒. The relative error in the speed used for our experiments was lower than 1% ͓20͔. The system magnification was M ϭ22, allowing a 5-m spatial resolution, which was checked by imaging a suitable grid.
III. TARGETS
In order to reduce one of the possible source of experimental errors, one needs high-quality, well-characterized targets with the structure presented in Fig. 1 . In addition to an accurate knowledge of the step thicknesses, sharp step edges are required. Also, the spacing between the steps must be small compared to the flat portion of the focal spot, so that there is always at least one step in the spot region ͑as shown in Fig. 1͒ , so to make the alignment easier. Our targets were developed in collaboration with the ''Laboratoire des cibles'' of the Center d'Etudes de LimeilValenton ͓21͔. The fabrication of the target, with an electron gun deposition technique, is made of three stages: first, the base material is deposited; a mask is then applied to this base in order to deposit the steps. Then a the foam layer is created, as explained in Sec. IV. For the Al/Au targets presented in the Sec. II, a second mask is applied, which is mechanically and optically guided, to ensure that the steps do not overlap and that their separation is limited to no more than 50 m. The second step is then deposited ͑before the foam layer is created͒. The overall quality of the targets was checked by electron microscopy.
The aluminum base thickness was in the range of 10-18 m, and the step in the range 4-6 m. The Au step thickness was 2-3 m. The step heights were determined with an absolute error equal to 0.03 m. This ensured a relative error of about 1% for the aluminum step, and about 2% for the gold step.
IV. FOAM PRODUCTION
These targets were filled with the in situ polymerization techniques developed at Dundee university ͓22͔, summarized in Fig. 2 . In this technique the targets are filled with a monomer solution containing a photoinitiator, and then polymerised in situ using UV light. The in situ polymerization technique produces foams in the required position in the target without the need for machining or handling, thereby reducing the risk of damage to the foam. Foams densities from 5 mg/cm 3 ͑or lower͒, to 900 mg/cm 3 can be produced by this technique, depending on the geometry of the target. The polymerization is a free radical process, and produces foams that are homogeneous with uniform submicron pore sizes.
The monomer used in the experiments described here was TMPTA ͑trimethylol propane triacrylate͒, the solution for polymerization was Brij® 30 ͓polyoxyethylene lauryl ͑4͒ ether͔, and the initiator was benzoin methyl ether. All of these chemicals were supplied by Aldrich Chemical Company. Brij® 30 was chosen as a solvent for polymerization to eliminate evaporation during the polymerization step. The small size of the targets makes the surface-to-volume ratio large, and therefore evaporation of the liquid in the targets becomes significant. The UV lamp used for polymerization was an ORIEL Q 60000 lamp, equipped with a 100-W mercury lamp and a quartz fiber optic.
Targets were comprised of 50-, 100-, and 150-m brass rings, closed at one end with three different types of films: ͑a͒ simple foil targets ͑gold or aluminum͒, or ͑b͒ foils with grid. These targets were filled with 5-200-mg/cm 3 foams filled to the edge.
The targets were placed on a microscopic stage, and filled with a solution of monomer in Brij 30® using a syringe equipped with a microneedle ͑typically a 10-20-m tip size͒. The targets were then illuminated with the UV light to polymerize the monomer in the Brij 30® solution. The solution gelled in a few seconds. These targets containing the gel were precipitated in a nonsolvent such as methanol. Once the precipitation of the gel was completed, they were dried with a critical point drying apparatus ͑Polaron 3100͒; see Fig. 2 . Critical point drying is essential for the in situ polymerization technique. Any other drying method will damage the structure of the foam. Figure 3 shows electron microscope images of foam with different densities, showing a homogeneous structure in all cases.
V. EXPERIMENTAL RESULTS
Two streak camera images obtained at LULI are presented in Fig. 4 . They show a shock breakout from targets with and without a foam layer. In both cases it is possible to see a time fiducial on the top right of the image, obtained by sending a portion of the laser beam onto the streak camera slit with an optical fiber. In the left image of Fig. 4͑a͒ , a stepped aluminum target without foam was used; while in the right image of Fig. 4͑b͒ , a foam layer was present on the laser side. All the other conditions, including the laser-pulse energy (E 2 Ϸ32 J), were the same.
Such pictures show a delayed shock breakthrough, i.e., a longer time between the maximum of the laser pulse ͑mea-sured through the time fiducial͒ and shock arrival when the foam is present. This corresponds to the time needed for the shock to travel through the thick foam. The pictures also show that the shock velocity inside the aluminum target, and hence the pressure generated in aluminum, increases ͑the values of pressure have been deduced from shock velocity by using the SESAME tables ͓1͔͒.
Such effects have been found to be a function of the foam density and thickness, as shown in the experimental results of Figs. 5 ͑LULI͒ and 6 ͑MPQ͒. While at LULI all targets had a 50-m-thick foam layer and only density was changed, both parameters were varied during the MPQ experiment. The points corresponding to ϭ1 are those obtained with stepped targets without foam. The pressure generated in this last case ͑on average Ϸ18 Mbar at MPQ and Ϸ8 Mbar at LULI due to the reduced laser intensity͒ corresponds approximately to what can be obtained from scaling laws ͓23͔ for our laser and target parameters:
. ͑1͒
The points for ϭ1100 mg/cm 3 correspond to targets which have a layer of polymer at normal density. Here the plastic thickness is 15 m indeed the use of a 60-m layer in this case would have implied the shock pressure is not maintained, our laser pulse duration being too short ͑see Sec. VI͒. The error bars of our points have been determined considering all the sources of errors in the measurement of D. The causes of possible errors are the uncertainties about the step thicknesses, the shock breakthrough time, and the streak camera sweep speed. The cleanness of the signal ͑see Fig. 4͒ enabled us to obtain a precision of Ϯ4 psec in the shock breakthrough time. As stated in previous sections, the step heights of the targets have been measured with an absolute error of 0.03 m and the streak camera sweep errors were р1%. With all the above errors taken into account, the shock velocities were determined with a maximum error of Ϯ5% in aluminum. In deducing the error in the shock pressure, we took into account the relative error in the shock velocity, determined for each single shot. It is possible to show ex- plicitly that the relative error in the shock pressure is approximately double that of the shock velocity, in accordance with the quadratic dependence ͓9͔ between the two quantities.
VI. MODEL
The scope of this section is to develop a simple model to describe the behavior of the shock pressure in the foam and in the metal vs time and check the stationarity of the shock in the foam and in the metal as a function of foam thickness and density. We recall that, within some assumptions to be discussed later, shock velocity may be related to the shock pressure by
Image of shock breakout obtained at LULI with a streak camera, without ͑left͒ and with ͑right͒ the foam layer. On the left we can observe a shot on a stepped aluminum target ͑13 m, step 5 m͒. On the right we see the same target with a foam layer ( ϭ50 mg/cm 3 ) on the laser side. The shock velocities were 18 km/s for a stepped aluminum target and 31 km/s for a target with a foam layer. The flat shock region is Ϸ200 m large. The time delay ⌬t is 410 ps. The energy of the laser is E L Ϸ32 J.
FIG. 5. Experimental results P/ P* vs the foam density , interpolated by Eqs. ͑9͒ and ͑14͒. Points obtained in the LULI experiment. The solid curve represents the pressure P eff /P*ϭ͓1 ϩ(P/P*) 2 ͔ 1/2 , where P is obtained from Eq. ͑9͒ when Ͻ C , or from Eq. ͑14͒ when Ͼ C . P* is the ablation pressure ͑8 Mbar in this case͒, and the critical density is C Ϸ100 mg/cm 3 . where P* is the pressure generated by the laser in the foam and given by Eq. ͑1͒.
We observe that P* depends only very weakly on the target material but strongly on the laser parameters. Since the laser intensity changes with time, we can assume that the shock speed and the shock pressure undergo a first phase in which they increase ͑acceleration phase, tϽt*), remain constant in a second phase ͑corresponding to the maximum of the laser pulse͒, and decrease in a third phase, due to bidimensional effects in shock propagation and the damping of the laser pulse.
In the acceleration phase of the shock, tϽt*, we can simply assume a linear increase of the shock speed, and write
Therefore the shock acceleration is
Since the shock speed and the shock pressure achieve a constant value after a phase of acceleration, the shock can reach an interface between the foam and the metal ͑gold or aluminum, in our experiments͒ before it has reached its maximum value. In this case, the shock pressure will continue to increase in the metal and hence stationarity will not be achieved in the all metal thickness. On the other side, at late times, the shock may be nonstationary due to the relaxation in the material. This may be originated at the end of the laser pulse, but it may take place before due to the following mechanism. When the shock reaches the foam-metal interface, the pressure of the transmitted shock increases due to the impedance mismatch effect ͓9͔ since the metal mass density is much bigger than the foam density. At the same time a shock with equal pressure will be reflected in the foam ͑the foam metal interface being in dynamical equilibrium, i.e., the pressure on the two sides being the same͒. The reflected shock will travel back in the foam until it reaches the critical surface. Here the laser can only sustain a pressure equal to the ablation pressure ͓Eq. ͑1͔͒. The difference between these two pressures will generate an unloading wave that runs rapidly in the foam and in the metal and may eventually reach the shock transmitted in the metal before it emerges from target rear side. This can reduce the shock pressure in the target, so that the shock will no longer be stationary.
Hence the shock may be nonstationary in the metal, either because the foam is too thin or tenuous ͑and the shock arrives at the interface while it is still in the acceleration phase͒ or because it is too thick or dense ͑and the unloading wave has the time to reach the shock before its breakout from the target rear side͒. We will now discuss separately all these issues.
A. Nonstationarity at early times
Let us discuss the first problem. The laser strikes the foam, and generates a shock wave with pressure P 1 , that propagates in the foam with speed D 1 . When it arrives at the foam-metal interface, a shock will be transmitted, and another one will be reflected in the foam: both will have the same pressure P 2 ( P 2 Ͼ P 1 ), but the shock velocities will be different (D 2 and D 3 , respectively͒. We now consider the following simplifying assumptions.
͑1͒ We use the equation of state of perfect gas both for the foam and the metal, that is,
where E represents the energy per mass unit. ͑2͒ The reflected shock is represented, in the ͑u, P͒ plane, by the curve symmetrical to the foam shock polar crossing the point (u 1 , P 1 ) ͑see Fig. 9͒ ͓9͔ .
The first hypothesis, combined with the HugoniotRankine relations, allows one to obtain
The factor ␥ for a monatomic perfect gas is 5/3. Here, in order to obtain a more realistic description of the compressed metal, we have used a value of ␥ which is obtained by fitting Eq. ͑5͒ to the shock polar given by the SESAME tables for Al and to that given in Ref. The second hypothesis allows one to define the material velocity u 2 behind reflected and transmitted shocks: observing that the vertex of the reflected polar lies in the point (2u 1 , P 0 ), and referring to Fig. 9 , we can write
Using these relations, and following the approach used in Refs. ͓25͔, ͓26͔, we arrive to the following equations for D 2 and P 2 :
The symbols 1 0 and 2 0 indicate the unperturbed foam and metal density, respectively.
If the shock reaches the interface when it is already stationary then P 1 ϭ P*, as given by Eq. ͑1͒, and then we obtain an expression for the scaling of shock pressure in the metal vs foam density:
Within our simplifying assumptions, this is the analytical expression of the impedance mismatch principle. Decreasing the foam density the mismatch between the two materials increases, while the ablation pressure P* is independent on density. Hence higher and higher pressures are reached in the metal. Our experimental data clearly show that such a trend is reversed below a certain foam density ͑or a given thickness͒. This is explained by the fact that in this case the shock reaches the foam-metal interface before t*, i.e., before the pressure has reached its maximum value P*.
The characteristics of the laser pulse and the foam ͑thick-ness and density͒ determine the time t a employed by the shock to go through the foam. If t 1 Ͻt*, then the thickness of the foam and t a are related through the relation
Recalling Eqs. ͑3͒ and ͑4͒, we obtain the value of D 1 ,
, which, combined with Eqs. ͑2͒ and ͑6͒, yields
We note that in the limiting case t a ϭt*, we of course obtain D 1 ϭD max and P 1 ϭ P*.
The shock pressure at the interface, therefore, depends on the foam thickness and on the foam density ͑in different ways͒. Fixing the foam thickness, and substituting in Eq. ͑8͒ the value obtained for P 1 using Eq. ͑10͒, we obtain
In a similar way, we can obtain an explicit expression for the shock pressure in the metal:
This equation describes the shock pressure in the metal layer when the shock arrives at the interface before it has reached its maximum. We see that, in this case, P 2 increases with the foam density 1 0 approximately as ( 1 0 ) 1/2 . We can express this condition as a function of the foam density. From Eq. ͑10͒ we can observe that P 1 ϭ P* for a particular density value, which we will call the critical density C . This density value is then given by
, and, therefore,
In conclusion, in this section, we have obtained the following relations between the shock pressure in the metal layer and the density: If Ͻ C ͑or t 1 Ͻt*),
Representation of the impedance mismatch principle. On the bottom, we show shock fronts in the metal and in the foam before and after the shock reaches the interface.
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and, if Ͼ C ͑or t 1 Ͼt*),
B. Shock transit time
Let us now discuss the relation between the time employed by the shock to go through the foam and the foam density: in Figs. 7 and 8 we show the experimental data compared with the theoretical curves ͑in the density range Ͻ C ). Times here are the delays measured when foam is present on the target ͑that is to say that tϭ0 corresponds to the shock arrival time in a target without foam͒. If we consider the shock velocity constant while the shock goes through the foam, the time t a employed by the shock to go through the foam should be written as
where d foam is the foam thickness and D the shock velocity in the foam. Using Eq. ͑2͒, we obtain that t a scales as 1/2 . However, our experimental points to the density interval Ͻ C , and the shock velocity is not constant in the foam undergoing an acceleration phase. We can therefore write d foam as
For t a , we can use relation ͑5͒ to obtain
and, therefore,
Now, using relation ͑2͒ for D max , we obtain
Hence, in the acceleration phase, the arrival time scales as 1/4 ͑see Sec. VI E for a comparison with experimental data͒.
C. Very tenuous foams
The trend P 2 Ϸ( 1 0 ) 1/2 for Ͻ C continues down to a value of 1 0 for which the plasma generated in the foam becomes undercritical, and hence transparent to laser light. If we assume a complete ionization of the low-Z elements of the foam, this happens when
where N A is the Avogadro number. This fixes a limit at Ϸ12 mg cm Ϫ3 ͑for ϭ0.53 m͒. A partial ionization is not likely, considering the high temperatures reached in the foam ͑as shown in numerical simulations͒, but this would mean that an even higher foam density is required to reach the critical density.
Also, at the lowest densities, it is not possible to avoid a direct interaction of the laser beam with the metal target behind the foam due to the fast ablation rate of the foam. Simple analytical laws predict the ablation rate ͓27͔ to be ṁ ͑ kg/cm 2 s͒ϭ4.5ϫ10
Hence the ablation rate ͑and the shock pressure͒ is independent of the foam density, and the ablation velocity is inversely proportional to it, giving, in the case of laser parameters used at LULI, a limit of about Ϸ15 mg cm Ϫ3 . Foams with lower density are completely ablated during the pulse.
These two effects contribute to gradually lowering the shock pressure to the value measured in simple metal targets, hence producing the expected continuity of physical results. The residual measured pressure increment for such low densities is probably due to the partial confinement of the expanding aluminum plasma by the foam, as observed in shocks produced from focusing lasers on the surface of targets immersed in water or under a layer of transparent material ͓28͔.
In the limiting case when no foam is present ( 1 0 ϭ0 or dϭ0), we must of course obtain a shock pressureϭ P* in the metal. Hence, in order to obtain a simple analytical expression for the shock pressure P 1 valid for all foam densities Ͻ C , we assumed
for the shock pressure in the metal, where P 2 is given by Eq. ͑11͒ ͑see Sec. VI E for a comparison with experimental data͒.
D. Late times, thick foams, role of relaxation wave
Now we will discuss the second stationarity criterion for shock in the metal. As already observed, when the reflected shock in the foam reaches the critical surface, an unloading wave is generated. If this wave reaches the shock wave before it has reached the target rearside, the shock will not be stationary, and the shock pressure will be reduced. This process is shown in Fig. 10 .
If the shock reaches the interface when it is already stationary, it will require a time t 1 ϭD 2 /d met to arrive at the target rearside. Now we calculate the sum of the following intervals.
͑i͒ The time t 1foam needed to the reflected shock to go through the foam, considering that the foam is compressed ͑and therefore its thickness is reduced͒.
͑ii͒ The time t 2 foam needed for the unloading wave generated at the critical surface to go through the compressed foam two times ͑first by direct shock and then by the reflected shock͒: this wave propagates at the sound velocity c s .
͑iii͒ The time t 2 needed for the unloading wave to go through the compressed metal.
If t 1foam ϩt 2 foam ϩt 2 is less than t 1 , the unloading wave reaches the shock wave before it has emerged from the rearside of the target, and the shock will not be stationary. To calculate t 1foam we have to determine the speed of the reflected shock. This is possible using Eq. ͑6͒, valid for a perfect gas, and assuming a density Ϸ4 1 0 , because the density of a perfect gas compressed by a very strong shock is increased by a factor 4. The speed of the reflected shock is therefore
The time employed by the reflected shock to go through the foam is then easily calculable, but it is important to observe that the thickness has been reduced to d foam /4 because of the foam compression by the direct shock. Hence
At the critical surface an unloading wave is generated, which travels through the target with the sound velocity in the compressed foam:
P 2 is the pressure of the reflected shock, 1 ϭ16 1 0 ͑the foam has undergone the passage of two shocks, and compressed two times of a factor 4͒.
Also the foam thickness is now d foam /16. Hence
Finally, the unloading wave has to travel through the metal layer, where the density has increased about four times and thickness has been reduced about four times by the direct shock ͑the metal behavior is less close to a perfect gas than that of foams, so this is a worse approximation͒. The sound velocity in the metal layer is
and the time required by the unloading wave to go through the metal layer compressed by shock is
E. Comparison with experimental data
In this section we will compare the experimental data with the models developed in the previous sections. Figure 5 shows the experimental data for P/ P* vs foam density obtained at LULI, and their interpolation using Eqs. ͑9͒ and ͑14͒. It is evident that in this case C Ϸ100 mg/cm 3 . The ablation pressure P* was about 8 Mbar at LULI and about 18 Mbar at MPQ, both in Al and Au targets. This was measured using step targets without a foam layer, and resulted in agreement with the value given by Eq. 1. Also, to draw the interpolation we have used t*Ϫt 0 ϭ2, where is the FWHM duration of the laser pulse. This implies (t*Ϫt 0 ) ϭ900 ps for the MPQ experiment and 1200 ps for the LULI experiment. This choice gave the best agreement between our analytical model and the predictions of computer simulations ͓25,26͔. Figure 6 shows the results obtained at MPQ. Here they have been represented as functions of the foam thickness, making it clear that, for very thin foams, shock stationarity has not been obtained. While Fig. 6 shows a fair agreement between experimental results and model prediction for gold, the situation is completely different for Al. This is due to the relaxation wave. Indeed, let us consider the case of a 50-mg/cm 3 foam layer and a metal layer with a thickness of 6.9 m for Au and one of 24.4 m for Al.
In Table I we report all the results obtained using the for Au͒. We can observe that in the aluminum case the unloading wave reaches the shock wave before it arrives at the rearside of the target; then the shock is nonstationary in the case of Al, which explains the behavior of Al experimental points in ͓see Sec. VI E and Eq. ͑13͔͒. In Fig. 7 , we also represent the interpolation t a ϭa 1/2 which is obtained if we consider D to be constant.
VII. Application to EOS experiments
In Sec. VI, we used foams in a preliminary experiment for the measurement of the EOS of gold. Such an EOS experiment is based on the impedance-matching technique ͓9͔ applied to a two-step, two-material target, with the structure sketched in Fig. 11 . The target is made of a base of a material A ͑reference material͒, which supports two steps, one of the same material A and the other one of a material B ͑the material to be investigated͒. The target side, corresponding to the base, was irradiated with the laser so that, recording the temporal evolution of the rear face emissivity, it was possible to measure the shock breakout time from the base and from the steps. Therefore, this target geometry allows the shock velocities D A and D B to be experimentally determined in the two materials on the same laser shot. By knowing the EOS of material A and using impedance-matching conditions ͓9͔, we could then find the EOS points of material B. Here the reference material was aluminum which has a well known EOS ͓1͔ in the investigated pressure range, and material B was gold. Figure 12 shows a typical streak image of a two-step target obtained at MPQ. Due to the large target thickness, twodimensional effects are already quite appreciable, giving a curved shock breakout. However the central part ͑у100 m͒ is still flat enough to allow the measurement and a comparison of the shock velocities in the two materials.
Here 
VIII. CONCLUSIONS
In this paper we have discussed the applicability of foams as pressure amplifiers in EOS experiments with laserproduced shocks. The pressure increase due to impedance mismatch at the payload-foam interface was measured experimentally using sub-ns laser pulses smoothed with phase zone plates. Foams of densities у5 mg/cm 3 and thickness у50 m were used. A model has been developed to study pressure amplification and the conditions under which the shock is stationary. Two-step, two-material targets, allowing the simultaneous measurements of the shock velocities in the two materials, were then used to obtain relative equation of state data. Pressures higher than 100 Mbar were achieved in gold.
Increments of a factor у3 in shock pressure have been demonstrated. Due to the weak scaling of pressure vs laser intensity ͓see Eq. ͑1͔͒, this would require a factor Ϸ6 increment in intensity on target for which a kJ laser would be necessary. Also, this would imply the use of intensities falling in the nonlinear regime, where preheating can become quite dangerous.
Our results may open the way to the use of foams in EOS experiments such those described in Ref. ͓15͔ . In this case the use of foams can be a relatively easy way of relaxing laser energy requirements. Hence foams can increase the efficiency of direct drive EOS experiments ͑already more effi- cient than x-ray indirect drive ͓12͔͒, allowing very high pressures to be reached with relatively small laser systems.
