Design and Implementation of Data Mining Subsystem Using in Early-warning Supervisory System of Taxpayers by 兰育平
  
 
学校编码：10384                                 分类号     密级      
学号：X2013230014                                         UDC      
 
 
工  程  硕  士  学  位  论  文 
 
纳税人预警监控系统中数据挖掘子系统的
设计与实现 
Design and Implementation of Data Mining Subsystem 
Using in Early-warning Supervisory System of Taxpayers 
 
 
兰育平 
指 导 教 师 ： 王 备 战 教 授 
专 业 名 称 ： 软 件 工 程 
论文提交日期： 2 0 1 5 年   月 
论文答辩日期： 2 0 1 5 年   月 
学位授予日期：        年 月 
 
 
指  导  教  师：           
答辩委员会主席：           
 
2015 年   月 
厦
门
大
学
博
硕
士
论
文
摘
要
库
  
厦门大学学位论文原创性声明 
 
本人呈交的学位论文是本人在导师指导下，独立完成的研究成果。
本人在论文写作中参考其他个人或集体已经发表的研究成果，均在文
中以适当方式明确标明，并符合法律规范和《厦门大学研究生学术活
动规范（试行）》。 
另外，该学位论文为（               ）课题（组）的研究成
果，获得（                     ）课题（组）经费或实验室的资
助，在（              ）实验室完成。（请在以上括号内填写课题
或课题组负责人或实验室名称，未有此项声明内容的，可以不作特别
声明。） 
 
 
 
 
声明人（签名）： 
年   月  日 
 
 
厦
门
大
学
博
硕
士
论
文
摘
要
库
  
厦门大学学位论文著作权使用声明 
 
本人同意厦门大学根据《中华人民共和国学位条例暂行实施办法》
等规定保留和使用此学位论文，并向主管部门或其指定机构送交学位
论文（包括纸质版和电子版），允许学位论文进入厦门大学图书馆及
其数据库被查阅、借阅。本人同意厦门大学将学位论文加入全国博士、
硕士学位论文共建单位数据库进行检索，将学位论文的标题和摘要汇
编出版，采用影印、缩印或者其它方式合理复制学位论文。 
本学位论文属于： 
（    ）1.经厦门大学保密委员会审查核定的保密学位论文，于  
年 月 日解密，解密后适用上述授权。 
（ √  ）2.不保密，适用上述授权。 
（请在以上相应括号内打“√”或填上相应内容。保密学位论文应
是已经厦门大学保密委员会审定过的学位论文，未经厦门大学保密委
员会审定的学位论文均为公开学位论文。此声明栏不填写的，默认为
公开学位论文，均适用上述授权。） 
 
 
声明人（签名）： 
年  月  日厦
门
大
学
博
硕
士
论
文
摘
要
库
摘要 
 I 
摘要 
 
随着金税工程（二期）的实施，税务部门实现了业务数据省级集中，积累了
大量分布在各个应用系统中的涉税信息，是税务部门进行税收分析的重要依据。
对税务系统中积累的海量数据进行挖掘，从中提取有价值的信息，建设基于数据
仓库的纳税人预警监控系统，成为税收数据分析的必然要求。 
本文借助 Weka 平台，通过其提供的算法接入功能，初步实现了一个可供税
务数据挖掘初步使用的子系统，具体功能包括数据预处理，DBSCAN 聚类模块，
EM 聚类模块，和结果显示模块等。最后，本文使用广西省国税局 2014年 1月 1
日到 12月 31日的税收业务数据进行 DBSCAN 和 EM 聚类分析。 
实验结果表明：DBSCAN算法无法进行有效的聚合，大部分数据对象被归为
一类，同时产生的噪声点较多，即使改变参数的设置，实验结果依然没有太大改
变。而相对于 DBSCAN，EM 算法能够对税务数据进行较好的聚合。虽然 EM 算
法由于其本身的局限性，并不能识别出所有期望的纳税人类别，但总的来说，EM
算法可以将实验数据集划分为较为合理的几个簇，比较清楚地反应出某一种纳税
人类型，能够为税务部门的税收监管工作提供有效的建议。 
 
关键词：税务数据；数据挖掘；聚类分析 
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Abstract 
 
As the Golden Tax Project (Second-Period) being executed, a four-level WAN of 
taxation has been built based on headquarters, provinces, cities and counties. Taxation 
department use the four-level WAN to collect the business data and accumulate a large 
number of tax data among every application system. These data is important to 
analyses the situation of tax collection. If these data cannot be used effectively in 
data-analysis, then they will just become Information Islands and Data Tombs. This 
will prevent the development of the Informatization Construction of taxation. 
Therefore, it is a inevitable demand to use technique of data mining in a bran-new 
field -- Taxation Management, to find out the useful information among thousands of 
accumulated data, and build Pre-warning Supervisory System of Taxation based on 
Data Warehouse. 
The primary content of this dissertation is to implement the application of data 
mining in Pre-warning Supervisory System of Taxpayers (PSST). First, I design and 
implement DBSCAN and EM algorithms according to the requirements of PSST. 
Second, I use the tax data, which is collected from Jan.1st.2014 to Dec.31st.2012 
provided by Guangxi province, to perform DBSCAN and EM algorithms. The 
experimental results show that: DBSCAN is unable to cluster the dataset to 
appropriate clusters. Most of the data objects are assigned to a same cluster while 
others are marked as noises. And the result doesn't get better through changing the 
parameters. But EM, another clustering algorithm, has a better result. Although EM 
cannotrecognize all the taxpayer types, it can assign the dataset to several clusters 
which can represent a certain type of taxpayers. Therefore, EM is better than 
DBSCAN to give suggestions in tax management. 
 
Keywords：Tax Data; Data Mining; Cluster Analysis 
 
 
厦
门
大
学
博
硕
士
论
文
摘
要
库
目录 
III 
目录 
 
第一章 绪论 .................................................................................... 1 
1.1 研究背景及选题意义 .................................................................................. 1 
1.2 研究现状及存在问题 .................................................................................. 1 
1.3 主要研究内容 ............................................................................................. 2 
1.4 本文结构安排 ............................................................................................. 2 
第二章 相关技术概述 ..................................................................... 4 
2.1 WEKA .......................................................................................................... 4 
2.2 聚类分析 ..................................................................................................... 5 
2.3 DBSCAN算法 ............................................................................................. 5 
2.3.1 算法原理 ....................................................................................................... 5 
2.3.2 算法描述 ....................................................................................................... 6 
2.4 EM算法 ...................................................................................................... 7 
2.4.1算法原理 ........................................................................................................ 7 
2.4.2算法描述 ........................................................................................................ 8 
2.5 本章小结 ..................................................................................................... 9 
第三章系统需求分析 ........................................................................ 10 
3.1系统概述 .................................................................................................... 10 
3.2系统业务需求 ............................................................................................. 10 
3.3系统功能需求 ............................................................................................. 12 
3.4系统非功能性需求 ..................................................................................... 15 
3.5本章小结 .................................................................................................... 15 
第四章系统设计 ................................................................................ 17 
4.1 系统框架设计 ............................................................................................ 17 
4.2 功能模块设计 ............................................................................................ 19 
4.2.1  数据预处理模块 ....................................................................................... 19 
厦
门
大
学
博
硕
士
论
文
摘
要
库
目录 
 IV 
4.2.2 DBSCAN聚类模块 .................................................................................... 21 
4.2.3 EM聚类模块 ............................................................................................... 23 
4.2.4 结果显示模块 ............................................................................................. 25 
4.3 数据库设计 ................................................................................................ 26 
4.4 本章小结 .................................................................................................... 43 
第五章 数据挖掘子系统的实现 .................................................... 44 
5.1 实现环境 .................................................................................................... 44 
5.2 数据预处理 ................................................................................................ 44 
5.2.1 数据维度的选择 ......................................................................................... 45 
5.2.2 数据集成和选择 ......................................................................................... 47 
5.2.3 数据清洗 ..................................................................................................... 48 
5.2.4 数据变换 ..................................................................................................... 49 
5.3 DBSCAN聚类模块的实现 ......................................................................... 54 
5.3.1 参数值的估计 ............................................................................................. 54 
5.3.2 DBSCAN聚类代码实现 ............................................................................ 54 
5.3.3 实验结果与分析 ......................................................................................... 58 
5.4 EM聚类模块的实现 .................................................................................. 63 
5.4.1 簇个数的估计 ............................................................................................. 63 
5.4.2 EM聚类算法的实现 ................................................................................... 64 
5.4.3 实验结果与分析 ......................................................................................... 67 
5.5 结果显示模块 ............................................................................................ 72 
5.6 本章小结 .................................................................................................... 72 
第六章系统测试 ................................................................................ 73 
6.1 系统测试环境 ............................................................................................ 73 
6.2 系统的功能测试 ........................................................................................ 73 
6.2.1测试用例 ...................................................................................................... 73 
6.2.2测试结果分析 .............................................................................................. 74 
6.3 本章小结 .................................................................................................... 74 
第七章总结与展望 ............................................................................ 75 
厦
门
大
学
博
硕
士
论
文
摘
要
库
目录 
V 
7.1  总结.......................................................................................................... 75 
7.2  展望.......................................................................................................... 75 
参考文献 ........................................................................................... 77 
致谢 ................................................................................................... 79 
厦
门
大
学
博
硕
士
论
文
摘
要
库
Contents 
 VI 
Contents 
Chapter 1 Introduction ............................................................................ 1 
1.1 Project Development Background and Significance ................................... 1 
1.2 The Research Situation .................................................................................. 1 
1.3 The Main Research Content ......................................................................... 2 
1.4 Thesis Chapters Arrangement ...................................................................... 2 
Chapter 2 Key Technologies .................................................................... 4 
2.1 Weka .................................................................................................................... 4 
2.2Clustering Analysis .............................................................................................. 5 
2.3DBSCAN Algorithm ............................................................................................ 5 
2.3.1 Algorithm Principle ....................................................................................... 5 
2.3.2 Algorithm Description ................................................................................... 6 
2.4EM Algorithm ...................................................................................................... 7 
2.4.1 Algorithm Principle ....................................................................................... 7 
2.4.2 Algorithm Description ................................................................................... 8 
2.5 Summary ............................................................................................................. 9 
Chapter 3 System Requirement Analysis .............................................10 
3.1 The General Introduction ................................................................................ 10 
3.2 The Requirement Analysis of Business ........................................................... 10 
3.3 The Requirement Analysis ofFunction ........................................................... 12 
3.4 The Requirement Analysis of Non-Function .................................................. 15 
3.5 Summary ........................................................................................................... 15 
Chapter 4 System Design .......................................................................17 
4.1 System Structure Design .................................................................................. 17 
4.2Function Models Design .................................................................................... 19 
4.2.1 Data Pre-process Module .......................................................................... 19 
4.2.2 DBSCAN Clustering Module ................................................................... 21 
4.2.3 EM Clustering Module ............................................................................. 23 
厦
门
大
学
博
硕
士
论
文
摘
要
库
Contents 
VII 
4.2.4 Results Module .......................................................................................... 25 
4.3 Database Design ................................................................................................ 26 
4.4 Summary ........................................................................................................... 43 
Chapter 5 System Implementation ........................................................44 
5.1 Implementation Environment ......................................................................... 44 
5.2 Pre-processing of Data ..................................................................................... 44 
5.2.1 Dimension Selection .................................................................................. 45 
5.2.2 Data Integration and Selection ................................................................. 47 
5.2.3 Data Cleaning ............................................................................................ 48 
5.2.4 Data Transformation ................................................................................. 49 
5.3DBSCAN Model ................................................................................................. 54 
5.3.1 Estimation of Parameters ......................................................................... 54 
5.3.2 DBSCAN Algorithm Implementation ...................................................... 54 
5.3.3 Experimental Results ................................................................................ 58 
5.4EM Model ........................................................................................................... 63 
5.4.1 Cluster Number estimation ...................................................................... 63 
5.4.2 EM Algorithm Implementation ................................................................ 64 
5.4.3 Experimental Results ................................................................................ 67 
5.5Results Display Model ....................................................................................... 72 
5.6 Summary ........................................................................................................... 72 
Chapter 6  System Testi ........................................................................73 
6.1 Test Environment .............................................................................................. 73 
6.2 Function Test ..................................................................................................... 73 
6.2.1 Test Case ..................................................................................................... 73 
6.2.2 Test Results Analysis ................................................................................. 74 
6.3  Summary ........................................................................................................ 74 
Chapter 7 Conclusions and Outlook .....................................................75 
7.1 Conclusions  ..................................................................................................... 75 
7.2 Outlook .............................................................................................................. 75 
厦
门
大
学
博
硕
士
论
文
摘
要
库
Contents 
 VIII 
References ................................................................................................77 
Acknowledgements .................................................................................79 
 
 
 
 
 
 
 
 
 
 
 
厦
门
大
学
博
硕
士
论
文
摘
要
库
第一章 绪论 
1 
第一章 绪论 
随着计算机科学技术的迅猛发展，电子化应用已成为现代化管理和决策不可
缺少的手段。税务部门通过信息化建设，积累了大量分布在各个应用系统中的业
务数据，这些数据是各级领导决策的重要依据。如何选用一种合适的分析方法，
科学的掌握和分析这些大量的数据，是现在决策系统的问题所在。本章将对纳税
人预警监控系统的研究现状以及存在的问题等进行阐述，最后对本文研究内容以
及本文结构安排等进行总体阐述。 
1.1 研究背景及选题意义 
随着金税工程（二期）的实施，全国建立了总局、省、地市、县四级税务广
域网，税务部门以四级网络为依托，实现了业务数据省级集中，积累了大量分布
在各个应用系统中的涉税信息，是税务部门进行税收分析的重要依据。事实表明，
基于传统事务处理的查询、报表工具已无法应对海量数据的分析工作，如果不能
对其进行有效的分析利用，那么这些系统和数据只能是一个个“信息孤岛”和“数
据坟墓”。如何将这些静态的历史数据通过各种处理，转换成具有分析决策价值
的信息，已成为目前税务信息化建设向更高层次推进的瓶颈。因此，人们迫切需
要一种能够去粗取精、对数据进行深层次加工的自动化技术，而这正是数据挖掘
技术——从海量的数据中提取知识和信息的技术的用武之地[1]。 
因此，将传统的数据挖掘技术应用于全新的领域，对税务系统中积累的海量
数据进行挖掘，从中提取对决策有价值的信息，建设基于数据仓库、应用数据挖
掘技术的税收辅助决策支持系统，成为税收数据分析的必然要求，这在研究和应
用上都是一项具有积极意义的工作。 
1.2 研究现状及存在问题 
目前，致力于数据挖掘算法研究的学术团体、会议和组织有很多，其中比较
著名的有 ACM SIGKDD、IEEE ICDM、SDM、PAKDD、VLDB、FSKD、MLDM
等。 
聚类分析是数据挖掘中的重要组成部分，与分类不同，聚类要划分的类是未
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知的。聚类分析根据某种相似性准则将样本空间分成多个子空间，使每个子空间
内部样本点尽可能相似，不同子空间内样本点之间差异尽可能大，其实质是寻找
隐藏在数据中不同的数据模型，是一个无监督学习过程，能够实现样本空间的盲
分类。在税收应用方面，聚类方法是指系统根据纳税户属性，使群内纳税户具有
最大的相同性，群间纳税户具有最大的相异性，自动产生聚类标准，再按此标准
对纳税户进行归类。通过对分行业、分税种聚类分析的研究，可以更快地将存在
不同疑点的纳税群体进行分类，确定各个类别的总体状况和特征，为制定稽查计
划提供决策依据，使得税务稽查工作更具科学性和针对性[18]。这在纳税人预警监
控系统中是非常重要的一步，其聚类的合理与否直接关系到后续的挖掘效果。 
1.3 主要研究内容 
本论文的主要研究内容以 Weka 为实验平台，对原始税务数据进行了平滑噪
声点、规范化等数据预处理；然后，根据实际业务需求设计了聚类分析算法，并
应用到纳税人预警监控系统中；最后，对实验结果进行了分析比较，总结了算法
效果优劣的原因。 
具体工作如下： 
1．设计并实现了数据挖掘子系统中的数据预处理功能，通过 Weka平台进行
接入，并有效的进行了验证。 
2．设计并实现 DBSCAN 和 EM 两种聚类算法，并通过 Weka 平台提供的接
入功能进行了验证，并借助 Weka 平台，将 DBSCAN 和 EM 算法应用到了数据
挖掘子系统中。 
3．使用真实税务数据进行实验，比较算法效果，分析总结原因。 
1.4 本文结构安排 
本论文重点探讨纳税人预警监控系统中聚类算法的选择与实现，比较不同算
法的实际应用效果，并分析其原因。论文共分七章，组织结构如下： 
第一章绪论，介绍了课题研究背景及实际意义，数据挖掘在税务系统应用中
的研究现状以及存在的问题等，最后阐述了本文的研究内容。 
第二章相关技术概述，主要介绍了用于数据挖掘的平台 Weka。 
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第三章系统的需求分析，详细介绍纳税人预警监控系统中数据挖掘子系统的
功能需求分析和非功能需求分析。 
第四章数据挖掘子系统的设计，将系统划分为数据预处理，DBSCAN 聚类模
块和 EM 聚类模块等并分别进行设计说明，最后给出了系统的数据库设计。 
第五章数据挖掘子系统的实现，详细介绍了系统各模块的实现。同时借助
Weka平台，基本实现了纳税人预警监控系统中数据挖掘子系统。 
第六章系统测试，按照软件工程的要求，从测试的角度对系统进行了测试分
析。 
第七章总结与展望，对本论文的总结和展望，分析了本研究尚待优化之处，
对下一步研究进行了展望。 
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第二章 相关技术概述 
本章将对本系统用到的相关软件模块和技术进行统一的介绍，主要包括Weka，
聚类分析 DBSCAN 算法和 EM 算法描述。 
2.1 Weka 
Weka 是一款免费的、非商业化的、基于 Java 环境下开源的机器学习以及数
据挖掘软件，是现今最完备的数据挖掘工具之一。 
作为一个公开的数据挖掘工作平台，Weka 集合了大量能承担数据挖掘任务
的机器学习算法，其中包括对数据进行预处理、分类、回归、聚类、关联规则以
及在新的交互式界面上的可视化。Weka的用户界面友好，它的 MDI多文档界面
外观，让所有打开的窗口更加明了，启动界面如图 2-1所示。 
 
 
图 2-1  Weka 启动界面 
  
 Weka的组织结构图如图 2-2所示。 
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图 2-2  Weka 应用程序组织结构 
2.2 聚类分析 
聚类分析是指在数据中按照数据的特征找出相似之处，将物理或抽象对象的
集合分成相似的对象类的过程。聚类分析的目的是使属于同一类别的个体之间的
差别尽可能的小，而不同类别上的个体之间的差别尽可能的大。 
根据稽查工作的需要，本系统选择了两种聚类方法作为算法设计的基础：
DBSCAN算法和 EM 算法。 
2.3 DBSCAN算法 
2.3.1 算法原理 
DBSCAN是一种基于密度的聚类算法。该算法将具有足够高密度的区域划分
为簇，并在具有噪声的空间数据库中发现任意形状的簇。它将簇定义为密度相连
的点的最大集合。其方法如图 2-3所示。 
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Fulltexts are available in the following ways: 
1. If your library is a CALIS member libraries, please log on 
http://etd.calis.edu.cn/ and submit requests online, or consult the interlibrary 
loan department in your library. 
2. For users of non-CALIS member libraries, please mail to etd@xmu.edu.cn 
for delivery details. 
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