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We consider a system of coupled partial differential equations describing transient fluid flow and heat transfer with variable flow
properties. Classical Lie point symmetry analysis of this system resulted in admitted large Lie algebras for some special cases of
the arbitrary constants and the source term. Symmetry reductions are performed and as such the system of partial differential
equations is reduced to the system of ordinary differential equations. Some reduced ordinary differential equation could be solved
exactly with restrictions on the parameters appearing in it. In addition, shooting quadrature is employed to numerically tackle the
nonlinear model boundary value problem and pertinent results are presented graphically and discussed quantitatively.
1. Introduction
Transient flow and heat transfer in an incompressible fluid
with variable properties play a significant role in engineering
and industrial flow processes [1]. For instance, liquid metals
having low Prandtl number (because of very large thermal
conductivity) are generally used as coolants and have appli-
cations in manufacturing processes such as the cooling of the
metallic plate and nuclear reactor. Liquidmetal has the ability
to transport heat even if small temperature difference exists
between the surface and fluid. For this reason liquid metal is
used as coolant in nuclear reactor to transfer waste heat from
the core region. However, it is expected that coolant would
never boil and temperature stabilitymust be constantlymain-
tained; hence the pressure is kept at normal level to prevent
leak and accidents. In this context, various thermophysical
parameters affecting the heat transfer like variable viscosity
and thermal conductivitymust be studied carefully for proper
and optimal performance of engineering system. In addition,
the knowledge of flow and heat transfer within a thin
liquid film is crucial in understanding the coating process
and designing of heat exchangers and chemical processing
equipment. This interest stems from many engineering and
geophysical applications such as geothermal reservoirs and
other applications including wire and fibre coating, food stuff
processing, reactor fluidization, transpiration cooling, ther-
mal insulation, enhanced oil recovery, packed bed catalytic
reactors, and underground energy transport.
The study of heat transfer and the flow field is necessary
for determining the quality of the final products of these
processes as explained by Andersson et al. [2]. Tsou et al.
[3] presented an analysis of flow and heat transfer over
a continuous moving surface. The effect of temperature
dependent variable viscosity on laminar flow due to a point
sink was studied by Eswara and Bommaih [4]. Several
other authors such as those in [5–7] have established that
temperature dependent viscosity has a pronounced effect
on the momentum and thermal transport in the boundary
layer region. In order to accurately predict the flow and the
heat transfer rate it is necessary to take into account the
variation of viscosity and thermal conductivity. Meanwhile,
the nonlinear nature of the variable viscosity and thermal
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conductivity functions precludes the exact solution for the
governing flow and heat transfer equations. However, with
the use of classical symmetry methods, it may be possible
to reduce the model equations to tractable form of ODEs
whichmay be solved exactly or numerically (see, e.g., [8–11]).
To the best knowledge of the authors, the combined effects
of unsteadiness, power laws variable viscosity, and thermal
conductivity on fluid flow and heat transfer over a flat surface
with arbitrary heat source have not been reported yet in the
literature.
Hence, the main objective of this present study is to
analyse and numerically investigate the effects of power
laws variable viscosity and thermal conductivity on unsteady
boundary layer flow of a viscous incompressible fluid and
heat transfer over a flat plate in the presence of variable
heat source. This paper is organized as follows; governing
equations are derived in Section 2, and in Section 3, we pro-
vide a brief theory on Lie point symmetry analysis. Section 4
deals with the similarity reduction of the system of equations
modelling transient fluid flow and heat transfer with variable
properties. Numerical procedures are discussed in Section 5.
In Section 6 we present some results and discussion, and
lastly we conclude in Section 7.
2. Governing Equations
Here, we consider the transient flow of an incompressible
viscous fluid and heat transfer with external heat source
and variable thermophysical properties. The fluid dynamic
viscosity and thermal conductivity are assumed to be tem-
perature dependent. The basic one-dimensional equations of
momentum and energy balance in original variables are
𝜌
𝜕𝑢
𝜕𝑡
= −
𝜕𝑃
𝜕𝑥
+
𝜕
𝜕𝑦
(𝜇
𝜕𝑢
𝜕𝑦
) (equation of fluidmotion),
𝜌𝑐𝑝
𝜕𝑇
𝜕𝑡
=
𝜕
𝜕𝑦
(𝑘
𝜕𝑇
𝜕𝑦
) + 𝜇(
𝜕𝑢
𝜕𝑦
)
2
+ 𝑆 (𝑦, 𝑡)
(energy equation),
(1)
where 𝜌 is the fluid density, 𝑘 is thermal conductivity, 𝑆(𝑦, 𝑡) is
the external heat source, 𝜇 is the fluid dynamic viscosity, 𝑢 is
the velocity, 𝑇 is the temperature, 𝑃 is pressure, 𝑡 is time, 𝑐𝑝 is
the specific heat at constant pressure, and (𝑥, 𝑦) are the axial
and transverse coordinate, respectively. The fluid viscosity
and thermal conductivity are assumed to vary as follows:
𝜇
𝜇0
= (
𝑇
𝑇0
)
𝜆
,
𝑘
𝑘0
= (
𝑇
𝑇0
)
𝛽
, (2)
where 𝜇0, 𝑇0, 𝜆, and 𝛽 are the dynamic viscosity coefficient,
fluid initial temperature, thermal conductivity coefficient,
variable viscosity exponent, and variable thermal conduc-
tivity exponent, respectively. The following dimensionless
variables are introduced:
𝑢∗ =
𝑢ℎ
]0
, 𝑦∗ =
𝑦
ℎ
, 𝑡∗ =
𝑡]0
ℎ2
,
𝑃∗ =
ℎ
2
𝑃
𝜌]2
0
, ]0 =
𝜇0
𝜌
, 𝐴 = −
𝜕𝑃∗
𝜕𝑥∗
,
𝑥∗ =
𝑥
ℎ
, 𝑇∗ =
𝑇
𝑇0
, Pr =
]0
𝛼
,
𝛼 =
𝜇0𝑐𝑝
𝑘0
, 𝑆∗ =
𝑆ℎ
2
𝜌𝑐𝑝]0𝑇0
, Ec =
]2
0
ℎ2𝑐𝑝𝑇0
.
(3)
Neglecting the star for clarity, we obtain the dimensionless
system of partial differential equations (PDEs):
𝜕𝑢
𝜕𝑡
= 𝐴 +
𝜕
𝜕𝑦
(𝑇
𝜆 𝜕𝑢
𝜕𝑦
) , (4)
𝜕𝑇
𝜕𝑡
=
1
Pr
𝜕
𝜕𝑦
(𝑇
𝛽 𝜕𝑇
𝜕𝑦
) + Ec𝑇𝜆(𝜕𝑢
𝜕𝑦
)
2
+ 𝑆 (𝑦, 𝑡) . (5)
Here Pr is the Prandtl number, 𝐴 is the constant axial
pressure gradient, and Ec is the Eckert number.
3. Classical Lie Point Symmetry Analysis
In brief, a symmetry of a differential equation is an invertible
transformation of the dependent and independent variables
that does not change the original differential equation.
Symmetries depend continuously on a parameter and form
a group: the one-parameter group of transformations. This
group can be determined algorithmically. The theory and
applications of Lie groups may be obtained in excellent texts
such as those of [12–15]. In essence, determining symmetries
for the system of PDEs,
𝐺
𝜅
(𝑥, 𝑢, 𝑢(1), 𝑢(2), 𝑢(3), . . . , 𝑢(𝑟)) = 0,
𝜅 = 1, 2, 3, . . . , 𝑚,
(6)
where 𝑚 > 1 and 𝑥 = (𝑥1, 𝑥2, 𝑥3, . . . , 𝑥𝑛), that is, 𝑛
independent variables and 𝑚 dependent variables 𝑢 =
(𝑢
1
, 𝑢
2
, 𝑢
3
, . . . , 𝑢
𝑚
), implies seeking transformations of the
form
𝑥 = 𝑋 (𝑥, 𝑢; 𝜀) ,
𝑢 = 𝑈 (𝑥, 𝑢; 𝜀)
(7)
generated by the vector field
Γ = 𝜉𝑖 (𝑥, 𝑢)
𝜕
𝜕𝑥𝑖
+ 𝜂
𝜅
(𝑥, 𝑢)
𝜕
𝜕𝑢𝜅
, (8)
which leave the system of the given equations invariant. The
symmetry generator (8) is extended to all the derivatives
appearing in the system of equations. The infinitesimal
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criterion for invariance of system of PDEs [12, 13] implies the
action
Γ
𝑟
𝐺
𝜅
(𝑥, 𝑢, 𝑢(1), 𝑢(2), 𝑢(3), . . . , 𝑢(𝑟)) = 0 (9)
when
𝐺
𝜅
(𝑥, 𝑢, 𝑢(1), 𝑢(2), 𝑢(3), . . . , 𝑢(𝑟)) = 0,
𝑟 = 1, 2, 3, . . . , 𝑚.
(10)
Equations (9) yield the determining equations which can be
solved algorithmically. The calculations may be facilitated
by computer software program such as REDUCE [16], Yalie
[17], and DIMSYM [18]. In the initial Lie point symmetry
analysis of systems (4) and (5), with 𝑆(𝑦, 𝑡) being an arbitrary
function of𝑦 and 𝑡, the admitted principal Lie algebra is given
by the translation of 𝑢. We determine the forms of 𝑆(𝑦, 𝑡)
for which the principal Lie algebra extends. The exercise of
searching for the forms of arbitrary functions that extends the
principal Lie algebra is called group classification. We adopt
the directmethods of group classification as stipulated in [12].
The forms of 𝑆 and extra admitted symmetries are listed in
Table 1.
4. Similarity Reductions
Among others, the use of symmetries is to reduce the number
of variables of a system of PDEs by one, as such one obtains
a system of ODEs. The resulting reduced system may be
solved exactly to yield the so-called invariant solutions.
Suppose the system of PDEs admits a one-parameter group
of transformations (8), and assuming that 𝜉(𝑥, 𝑢) ̸≡ 0, the
invariant solution admitted by the system of PDEs (6) results
from the invariance
𝑋(𝑢
]
− 𝐻 (𝑥)) when 𝑢 = 𝐻 (𝑥) , ] = 1, 2, 3, . . . , 𝑚, (11)
or equivalently
𝜉𝑖 (𝑥,𝐻 (𝑥))
𝜕𝐻
]
𝜕𝑥𝑖
= 𝜂
]
(𝑥,𝐻 (𝑥)) . (12)
Equation (12) is refered to as the invariant surface condition
and its corresponding characteristic equations are given by
𝑑𝑥1
𝜉1 (𝑥, 𝑢)
=
𝑑𝑥2
𝜉2 (𝑥, 𝑢)
= ⋅ ⋅ ⋅ =
𝑑𝑥𝑚
𝜉𝑚 (𝑥, 𝑢)
=
𝑑𝑢
1
𝜂1 (𝑥, 𝑢)
=
𝑑𝑢
2
𝜂2 (𝑥, 𝑢)
= ⋅ ⋅ ⋅ =
𝑑𝑢
𝑚
𝜂𝑚 (𝑥, 𝑢)
.
(13)
If 𝐼1(𝑥, 𝑢), 𝐼2(𝑥, 𝑢), . . ., 𝑋𝑛−1(𝑥, 𝑢), and V
1
(𝑥, 𝑢), V2(𝑥, 𝑢), . . .,
V𝑚(𝑥, 𝑢) are the bases of invariants then the invariant solution
𝑢 = 𝐻(𝑥) is given implicitly by the invariant form
V] (𝑥, 𝑢) = 𝐹] (𝐼1 (𝑥, 𝑢) , 𝐼2 (𝑥, 𝑢) , . . . , 𝑋𝑛−1 (𝑥, 𝑢)) , (14)
where 𝐹] is an arbitrary function of 𝐼1, 𝐼2, . . . , 𝐼𝑛−1. We
consider the following illustrative cases.
Case 1. We consider the symmetry generator 𝑋4 when
𝑆 = 0 as listed in Table 1. The corresponding characteristic
equations are
𝑑𝑢
2𝐴𝑡
=
𝑑𝑦
𝑦
=
𝑑𝑡
2𝑡
=
𝑑𝑇
0
. (15)
Thus we obtain the functional form of the invariant
solutions given by
𝑢 = 𝐴𝑡 + 𝐻 (𝛾) , 𝑇 = 𝐺 (𝛾) , (16)
where 𝛾 = (𝑦/√𝑡) (Boltzmann similarity variable) and𝐻 and
𝐺 satisfy the ordinary differential equations
𝑑
𝑑𝛾
[𝐺
𝜆 𝑑𝐻
𝑑𝛾
] +
1
2
𝛾
𝑑𝐻
𝑑𝛾
= 0, (17)
𝛾
𝑑𝐺
𝑑𝛾
+
1
Pr
𝑑
𝑑𝛾
[𝐺
𝛽 𝑑𝐺
𝑑𝛾
] + Ec𝐺𝜆(𝑑𝐻
𝑑𝛾
)
2
= 0. (18)
Note that given 𝜆 = 0, then (17) can be solved exactly in terms
of the error function.
Case 2. We consider the symmetry generator 𝑋2 when 𝑆 =
𝑎𝑦 − 𝑡 as listed in Table 1. The corresponding characteristic
equations are
𝑑𝑦
1
=
𝑑𝑡
𝑎
=
𝑑𝑇
0
=
𝑑𝑢
0
. (19)
Thus we obtain the functional form of the invariant solutions
given by
𝑢 = 𝐻 (𝛾) , 𝑇 = 𝐺 (𝛾) , (20)
where 𝛾 = 𝑎𝑦 − 𝑡 (traveling wave type variable) and𝐻 and 𝐺
satisfy the ordinary differential equations
𝑎
2 𝑑
𝑑𝛾
[𝐺
𝜆 𝑑𝐻
𝑑𝛾
] +
𝑑𝐻
𝑑𝛾
+ 𝐴 = 0,
1
Pr
𝑑
𝑑𝛾
[𝐺
𝛽 𝑑𝐺
𝑑𝛾
] + Ec𝐺𝜆(𝑑𝐻
𝑑𝛾
)
2
+ 𝑎
2 𝑑𝐺
𝑑𝛾
+ 𝑎
2
𝛾 = 0.
(21)
Case 3. Given the source term 𝑆(𝑦, 𝑡) = 𝑡𝑦−4 and symmetry
generator 𝑋2 as listed in Table 1, the characteristic equations
corresponding to𝑋2 are given by
𝑑𝑢
2𝐴𝑡
=
𝑑𝑦
𝑦
=
𝑑𝑡
2𝑡
=
𝑑𝑇
0
. (22)
Thus we obtain the functional form of the invariant
solutions given by
𝑢 = 𝐴𝑡 + 𝐻 (𝛾) , 𝑇 = 𝐺 (𝛾) , (23)
where 𝛾 = (𝑦/√𝑡) (Boltzmann similarity variable) and𝐻 and
𝐺 satisfy the ordinary differential equations
𝑑
𝑑𝛾
[𝐺
𝜆 𝑑𝐻
𝑑𝛾
] +
1
2
𝛾
𝑑𝐻
𝑑𝛾
= 0,
1
2
𝛾
𝑑𝐺
𝑑𝛾
+
1
Pr
𝑑
𝑑𝛾
[𝐺
𝛽 𝑑𝐺
𝑑𝛾
] + Ec𝐺𝜆(𝑑𝐻
𝑑𝛾
)
2
+
1
𝛾4
= 0.
(24)
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Table 1: Extra symmetries admitted by the systems (4) and (5).
Forms of 𝑆(𝑦, 𝑡) Parameters Symmetries
Const. Arbitrary
𝛽 = 𝜆
𝑋2 = 𝜕𝑡, 𝑋3 = 𝜕𝑦
𝑋4 = 2𝑇𝜕𝑇 + (𝐴𝑡+𝑢)𝜕𝑢 + (𝜆+1)𝑦𝜕𝑦 +2𝑡𝜕𝑡
0
Arbitrary
𝛽 = 𝜆
𝑋4 = 2𝐴𝑡𝜕𝑢 + 𝑦𝜕𝑦 + 2𝑡𝜕𝑡
𝑋5 = 2𝑇𝜕𝑇 + [𝑢 − 2𝐴(𝜆 + 1)𝑡]𝜕𝑢 − 2𝜆𝑡𝜕𝑡
𝑦
𝑎
𝑒
−𝑡
, 𝑎 ∈ R 𝛽 = 𝜆 𝑋2 = 2𝑇𝜕𝑇+(𝑢−𝐴𝑡)𝜕𝑢 +𝜆𝑦𝜕𝑦 +(𝑎𝜆−2)𝜕𝑡
(𝑦 + 𝑎)
𝑏
𝑡
−1
, 𝑎, 𝑏 ∈ R 𝛽 = 𝜆
𝑋2 = 2𝑏𝑇𝜕𝑇 + [𝑏𝑢 − (2𝑏𝜆 + 𝑏 − 4)𝐴𝑡] 𝜕𝑢
+2(𝑦 + 𝑎)𝜕𝑦 + 2(1 − 𝑏𝜆)𝜕𝑡
𝑎𝑦 − 𝑡, 𝑎 ∈ R Arbitrary 𝑋2 = 𝜕𝑦 + 𝑎𝜕𝑡
𝑡𝑦
−4 Arbitrary
𝜆 = 𝛽 = −1/2
𝑋2 = 2𝐴𝑡𝜕𝑢 + 𝑦𝜕𝑦 + 2𝑡𝜕𝑡
𝑋3 = −4𝑇𝜕𝑇 − 2𝑢𝜕𝑢 + 2𝐴𝑡𝜕𝑢 + 𝑦𝜕𝑦
𝑥
𝑎
, 𝑎 ∈ R
Arbitrary
𝑎 = −2
𝑋2 = 𝜕𝑡
𝑋3 = 2𝐴𝑡𝜕𝑢 + 𝑦𝜕𝑦 + 2𝑡𝜕𝑡
5. Numerical Procedure
In order to demonstrate the solution of the reduced problem
in Section 4, the transformed nonlinear ODEs (17) and (18)
are tackled numerically by applying the shooting iteration
technique together with fourth order Runge-Kutta integra-
tion scheme with the prescribed boundary conditions:
𝐻(0) = 1, 𝐻 (∞) = 0; 𝐺 (0) = 1, 𝐺 (∞) = 0.
(25)
It is important to emphasize here that ODEs (17)-(18)
together with the boundary conditions (25) correspond to
the problem of unsteady thermal boundary layer over a mov-
ing heated flat surface with variable properties. Firstly, the
model nonlinear boundary value problem in ODEs (17)-(18)
together with conditions (25) is reduced to a system of initial
value problem. Let
𝐻 = 𝑥1, 𝐻
󸀠
= 𝑥2; 𝐺 = 𝑥3, 𝐺
󸀠
= 𝑥4, (26)
where the prime symbol denotes the derivative with respect
to 𝛾. Substituting (26) into (17)-(18) and (25), we obtain
𝑥
󸀠
1
= 𝑥2,
𝑥
󸀠
2
= −𝜆𝑥
−1
3
𝑥4𝑥2 −
𝛾
2
𝑥
−1
3
𝑥2,
𝑥
󸀠
4
= 𝑥4,
𝑥
󸀠
4
= −𝛽𝑥
−1
3
𝑥
2
4
− Pr𝛾𝑥−𝛽
3
𝑥4 − Ec Pr𝑥
𝜆−𝛽
3
𝑥
2
2
,
(27)
subject to the following initial conditions:
𝑥1 (0) = 1, 𝑥2 (0) = 𝑠1, 𝑥3 (0) = 1, 𝑥4 (0) = 𝑠2.
(28)
The unspecified initial conditions s1 and s2 in (28) are
obtained iteratively using the Newton-Raphson algorithm
together with fourth order Runge-Kutta integration scheme
to a given terminal point. For a fixed set of parameter values,
the accuracy of the missing initial conditions was checked
by comparing the calculated value with the given value at
the terminal point. The computations were done by a written
program inMAPLE with a step size of Δ𝛾 = 0.001 selected to
be satisfactory for a convergence criterion of 10−7 in nearly all
cases.Themaximum value of 𝛾∞ to each group of parameters
was determined when the values of the unknown boundary
conditions at 𝛾 = 0 are not changed to successful loop
with error less than 10−7. From the process of numerical
computation, the skin-friction coefficient (−𝐻󸀠(0)) and the
local Nusselt number (−𝐺󸀠(0)) are also worked out and their
numerical values are presented in tabular form.
6. Results and Discussion
In order to have a clear insight into the physical problem,
numerical computations for the representative velocity field,
temperature field, coefficient of local skin friction, and the
local rates of heat transfer at the moving plate surface have
been carried out by assigning some arbitrary chosen specific
values to the viscosity variation exponent 𝜆, thermal con-
ductivity variation exponent 𝛽, and Eckert number Ec. For
our illustrative investigation on unsteady thermal boundary
layer past heated moving plate with variable properties, it is
assumed that the heat source parameter 𝑆 = 0 and in order to
satisfy the free stream condition, the axial pressure gradient
parameter is taken as 𝐴 = 0. The value of axial pressure
gradient parameter Prandtl number is taken as 0.71 (Air) to
Pr = 5. For the special case of 𝜆 = 0 (i.e., constant viscosity),
the exact solution for the unsteady momentum equation (17)
together with the boundary conditions (25) is given as (see
also [19])
𝐻(𝛾) = erfc(
𝛾
2
) , (29)
where erfc(⋅) is the complementary error function [20]. In
order to validate the accuracy of our numerical procedure
in Section 5, we compared the exact solution of the velocity
profiles in (29) with our numerical results for the special case
of constant fluid viscosity (𝜆 = 0). The numerical results
displayed in Table 2 are found to be in excellent agreement
with the exact solution in (4).
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Table 2: Comparison between the exact and numerical solution of
velocity profile for 𝜆 = 0.
𝛾 𝐻(𝛾): exact solution 𝐻(𝛾): numerical solution
0 1 1
0.6 0.6713732405 0.6713732405
1.0 0.4795991222 0.4795991222
1.5 0.2888443663 0.2888443663
2.0 0.1572992071 0.1572992071
3.0 0.0338948535 0.0338948535
4.0 0.0046777350 0.0046777350
6.0 0.0000220905 0.0000220905
Table 3: Computations for the local skin friction and Nusselt
number 𝑆 = 0 and 𝐴 = 0.
𝛾 𝛽 Ec Pr −𝐻󸀠(0) −𝐺󸀠(0)
0 −0.5 0.1 0.71 0.566841 0.870363
1 −0.5 0.1 0.71 0.424639 0.875850
2 −0.5 0.1 0.71 0.353646 0.878839
1 −0.3 0.1 0.71 0.434220 0.750978
1 −0.1 0.1 0.71 0.437599 0.682245
1 −0.5 1.0 0.71 0.434107 0.742653
1 −0.5 1.5 0.71 0.439548 0.439548
1 −0.5 0.1 1 0.411925 0.998206
1 −0.5 0.1 3 0.359723 1.624399
1 −0.5 0.1 5 0.331569 2.075314
Table 3 uniquely reveals that both the local skin friction
and plate surface heat transfer rate are significantly affected
by the variation in the thermophysical parameters. As 𝜆
increases, the fluid viscosity increases leading to a decrease in
the local skin friction and an increase in the heat transfer rate
at the moving plate surface. Moreover, a combined increase
in the local skin friction and the heat flux at the moving plate
surface is observedwith increasing fluid thermal conductivity
as illustrated (𝛽 ≤ 0). It is noteworthy that the local skin
friction increases, while the Nusselt number decreases at
the moving plate surface with increasing viscous heating
represented by Ec > 0. This happens because as the Eckert
number increases, the velocity gradient at the plate surface
increases leading to an increase in fluid friction at the plate
surface. As Prandtl number Pr increases, the skin friction
decreases, while the heat transfer at the moving plate surface
increases.
6.1. Velocity Profiles. Figures 1–3 display the boundary layer
velocity profiles for different values of variable viscosity
exponent (𝜆), Eckert number (Ec), and Prandtl number (Pr).
Generally, the fluid velocity is maximum at the moving plate
surface and decreases gradually away from the plate surface
to zero value satisfying the prescribed free stream condition.
It can be observed from Figure 1 that the velocity of the fluid
decreases with the increase in the variable viscosity exponent
(𝜆). This is expected, since as 𝜆 increases, the viscosity
increases and the fluid becomes heavier leading to a decrease
in the velocity profiles and the momentum boundary layer
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0
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Figure 1: Velocity profiles with increasing viscosity.
thickness. Similar trend is observed with increasing values of
Prandtl number (Pr) as shown in Figure 2. As Pr increases,
the momentum boundary layer thickness decreases due to
a combined increase in fluid viscosity and decrease in the
thermal diffusivity. It can be seen from Figure 3 that the
velocity of the fluid increases with an increase in the Eckert
number (Ec).This can be attributed to an increase in the fluid
velocity gradient due to viscosity heating.
6.2. Temperature Profiles. The fluid temperature profile for
different thermophysical values is shown in Figures 4, 5, 6,
and 7 . It is clear that the temperature of the fluid is highest
at the heat plate surface and decreases to the prescribed
free stream value far away from the plate satisfying the
boundary condition. Figures 4–6 demonstrate the effects of
increasing parameters 𝜆, 𝛽, and Pr. The thermal boundary
layer thickness decreases with a combined increase in fluid
viscosity (𝜆 > 0), thermal conductivity illustrated by 𝛽 ≤ 0,
and Prandtl number (Pr > 0). As Ec increases, it can be
observed from Figure 7 that the fluid temperature increases;
consequently the thermal boundary layer thickness increases.
This happens because increasing viscous dissipation effects
contributed additional heat to the fluid flow within the
boundary layer region.
7. Concluding Remarks
In this study, we have examined a system of coupled
partial differential equations describing unsteady nonlinear
fluid flow and heat transfer with variable flow properties
using symmetry analysis and Lie algebras. Several trans-
formed nonlinear ordinary differential equations describing
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Figure 2: Velocity profiles with increasing Prandtl number.
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Figure 3: Velocity profiles with increasing Eckert number.
unsteady flow and heat transfer problems are obtained. A spe-
cial case of unsteady thermal boundary layer over a moving
flat surfacewith power law viscosity and thermal conductivity
is numerically tackled using shooting quadrature. Numerical
results illustrating interesting predicted phenomena were
presented graphically and in tabular form. The main conclu-
sions emerging from this study are as follows.
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Figure 4: Temperature profiles with increasing viscosity.
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Figure 5: Temperature profiles with decreasing thermal conductiv-
ity.
(i) The momentum boundary layer thickness increases
with Ec and decreases with 𝜆 and Pr.
(ii) The thermal boundary layer thickness increases with
Ec and decreases with 𝜆, 𝛽, and Pr.
(iii) The skin friction increases with Ec and 𝛽 and
decreases with Pr and 𝜆.
(iv) The Nusselt number increases with 𝛽, 𝜆, and Pr and
decreases with Ec.
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Figure 7: Temperature profiles with increasing Eckert number.
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