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In this paper, privacy-preserving machine learning methods are pro-
posed. Cloud computing is used for machine learning because it
is required a huge amount of data and high computational costs.
However, the computing environment has some serious issues for
end users, such as the unauthorized use of services, data leaks, and
privacy being compromised due to unreliable providers and some
accidents. Because of this, a privacy-preserving machine learning
method using EtC images is proposed. EtC images are images en-
crypted by the method which has been proposed for Encryption-
あらまし iv
then-Compression s。ystems with JPEG compression. It is shown
that generating EtC images do not effect the classification accuracy
of machine learning under the use of z-score normalization of the
data. On the other hand, it is difficult to maintain spatial relation
between images in the machine learning method using EtC images.
Therefore, a dimensionality reduction method for privacy-preserving
machine learning is proposed. The proposed method allows us to
preserve visual information of images and maintain the relative spa-
tial relation between images by dividing an image into blocks and
sampling the blocks randomly. Some face recognition experiments
are carried out by using a support vector machine algorithm as an
example of machine learning algorithms to demonstrate the effective-










































































































EtC画像は，図 1に示すような手順で生成される [18, 19]．各手順
の詳細を以下に示す.
STEP1
X × Y ピクセルのカラー画像 IRGBをYCbCr色空間の画像 IY CbCrに
変換する．
STEP2
IY CbCrを iY , iCb,iCrとして表される 3チャネルの画像に分割する. そ
して，3枚の画像をを連結しX × 3Y ピクセルのグレースケール画像
Igを生成する.
STEP3
















p′ = p (r(i) = 0)
p′ = 255 − p (r(i) = 1)
, (1)
ここで，r(i)はP (r(i)) = 0.5の確率の下でK3によって生成されたラ
ンダムな 2値の整数であり，pは 8bppの原画像の画素値である.
本稿では，以上の手順で暗号化された画像をEtC画像とよぶ．グ
レースケール画像を暗号化する際には STEP1と 2は省略される. さ




ようなシステムを想定する. Client i, i = 1, ..., N は，顔画像などの



























ルX, Y ∈ Rdは以下の式で dr次元の空間 (dr ≤ d)に射影される．

















T̂i,j = QBiTi,j (3)
ただし，QBi ∈ Rd × d，Ti,j ∈ Rdである．ここで，QBiはユニタリ行
列なので以下の式を満たす．
QTBiQBi = E (4)
TとEは，それぞれ転置と単位行列を示す．
Bi = Bsの下で，式 (3)によって生成された保護テンプレートは，
QBi = QBsの下で以下の性質を持っている．
性質 1: ユークリッド距離の保存
∥Ti,j − Ts,t∥2 = ∥T̂i,j − T̂s,t∥2 (5)
性質 2: 内積の保存














グレースケール画像Ii,jをベクトルTi,j = {pi,j(0), . . . , pi,j(d−1)}T ∈




















255 − pi,j(k)と p′s,t(k) = 255 − ps,t(k)の間の関係は
∥p′i,j(k) + p′s,t(k)∥2
= ∥ − pi,j(k) + ps,t(k)∥2　






= 2552 − 255(pi,j(k) + ps,t(k)) + pi,j(k)× ps,t(k))

















(255 − pi,j(k)) − (255 − P̄k)
S ′














√√√√√∑Ni=1 ∑Mj=1((255 − pi,j(k)) − (255 − P̄k))2
N × M
=































(255 − p̂i,j(k)) − (255 − P̄k)
S ′






















て，次元削減率は 1Bx× By のみならず，
1
2 × Bx× By あるいは
1


















f(x) = sign(ωTx + b) (18)
により，2値の出力値を計算する．ここで，ωは重みに対応するパ
ラメータであり，bはバイアス項である．Tは転置を示す．また関数








f(x) = sign(ωTϕ(x) + b) (19)
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K(xi, xj) = ⟨ϕ(xi), ϕ(xj)⟩ (20)
ここで，⟨·, ·⟩は内積を表す．カーネル関数にはさまざまな種類があ
る．例えば，Radian Basis Function(RBF)カーネルは
K(xi, xj) = exp(−γ∥xi − xj∥2) (21)
また多項式カーネルは






K(T̂i,j, T̂s,t) = exp(−γ∥T̂i,j − T̂s,t∥2)
= exp(−γ∥Ti,j − Ts,t∥2)
= K(Ti,j, Ts,t) (23)
RBFカーネルは，次式を満たす isotropic stationay kernel [28]のク
ラスに属する．
K(xi, xj) = KI(∥xi − xj∥) (24)
また，テンプレートの内積が保存されているならば，次式が成立する．
K(T̂i,j, T̂s,t) = ⟨T̂i,j, T̂s,t⟩
= ⟨Ti,j, Ts,t⟩
= K(Ti,j, Ts,t) (25)
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0 ≤ αi ≤ C, i ∈ N (27)
として与えられる．ここで，yi,j, ys,t ∈ {+1, −1}は各トレーニング
データに対する正解ラベルであり，αi,j, αs,tは双対変数，Cは正則化係








1. 全てのクライアントで同一の鍵 (B1 = B2 = . . . = BN)
1つめの選択は，全てのクライアントで同一の鍵B1 = B2 =
. . . = BNを使用する方法である. この場合，全ての暗号化画像
は式 (5)，(6)を満たすため，SVMの性能は原画像を用いた場合
と一致する．
2. クライアントごとに異なる鍵 (B1 , B2 , . . . , BN)











Database B [29]を用いた．38人の顔画像が 64枚ずつ，計 2432枚で
構成され，すべて192× 160のサイズに統一されている．各被験者に
























if Sq ≤ τ then accept; else reject. (28)
実験での評価尺度には，本人棄却率 (False Reject Rate：FRR)と他
人受理率 (False Accept Rate：FAR)，それらが等しくなる点である
等価エラー率 (Equal Error Rate：EER)を用いた．
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R FAR  encrypted
FRR  encrypted
FAR  not encrypted
FRR  not encrypted
(a) 線形カーネル













FAR  not encrypted
FAR  encrypted
FRR  encrypted
FRR  not encrypted
(b) RBFカーネル
図 5: ダウンサンプリング法を用いた場合の EER(B1 = B2 = . . . = BN)


























































図 6: ダウンサンプリング法を用いた場合の EER(B1 , B2 , . . . , BN)


































(a) 原画像(192 × 160) (b)
ダウンサンプリング法

















































図 9に，ブロックサイズ Bx = By = 1，次元削減率がそれぞれ


























また，提案法で使用するブロックサイズはBx = By = 1, 2, 4, 8で




ランダムサンプリング法に使用する鍵BiはB1 = B2 = ... = Biであ
る．ただし，鍵の管理は実質的に不要である．それぞれの条件にお
いて，鍵を変えて 10回ずつ実験を行った．
(a) 原画像 (192 × 160) (b) ダウンサンプリング法
(c) ランダム射影 (d) 提案法










提案法 (Bx = By)
1 2 4 8
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