1] Vertical flow structure and turbulent dissipation in the swash zone are estimated using cross-shore fluid velocities observed on a low-sloped, fine-grained sandy beach [Raubenheimer, 2002] with two stacks of three current meters located about 2, 5, and 8 cm above the bed. The observations are consistent with an approximately logarithmic vertical decay of wave orbital velocities within 5 cm of the bed. The associated friction coefficients are similar in both the uprush and downrush, as in previous laboratory results. Turbulent dissipation rates estimated from velocity spectra increase with decreasing water depth from O(400 cm 2 /s 3 ) in the inner surf zone to O(1000 cm 2 /s 3 ) in the swash zone. Friction coefficients in the swash interior estimated with the logarithmic model and independently estimated by assuming that turbulent dissipation is balanced by production from vertical shear of the local mean flow and from wave breaking are between 0.02 and 0.06. These values are similar to the range of friction coefficients (0.02-0.05) recently estimated on impermeable, rough, nonerodible laboratory beaches and to the range of friction coefficients (0.01-0.03) previously estimated from field observations of the motion of the shoreward edge of the swash (run-up).
Introduction
[2] Bed friction and turbulence are important to wave runup and sediment transport in the swash zone, the region where the beach is alternately covered and uncovered by waves. Many studies of friction coefficients and turbulent dissipation rates have focused on the surf zone, where breaking wave-induced turbulence dominates wave energy dissipation [e.g., Thornton and Guza, 1983] . Surf zone friction coefficients c f ranging from 0.0007 to 0.0060 have been estimated by fitting model predictions to observed mean alongshore currents [e.g., Whitford and Thornton, 1996; Feddersen et al., 1998] . Breaking waves potentially increase c f by vertically mixing surface-generated turbulence to the seafloor [e.g., Church and Thornton, 1993; Feddersen et al., 1998 ], or potentially decrease c f by destroying bedforms and by increasing stratification from suspended sediments [Trowbridge and Elgar, 2001] . In the outer surf zone, breaking wave turbulence does not reach the seafloor, and the near-bed turbulent dissipation appears to be balanced by shear production [Trowbridge and Elgar, 2001] . In contrast, in the middle and inner surf zone, some turbulence reaches the seafloor [e.g., George et al., 1994; Cox and Kobayashi, 2000] . Inner surf zone estimates of turbulent dissipation based on velocity spectra and an inertial range model suggest that the dissipation rate is O(100 cm 2 /s 3 ), and increases toward the shore [George et al., 1994; Rodriguez et al., 1999] . The relevance of the surf zone results to the swash zone is unclear, because the turbulent front faces of uprushing broken waves in the swash zone are sometimes in contact with the bed, and the shallow swash zone water depths may affect the thickness and evolution of the turbulent bottom boundary layer.
[3] Laboratory observations of the vertical structure of cross-shore orbital velocities over impermeable, rough beds in the swash zone show evidence of a logarithmic bottom boundary layer, with 0.02 c f 0.05 in both the uprush and downrush [Cox et al., 2001; Petti and Longo, 2001; Archetti and Brocchini, 2002] . Laboratory measurements of turbulent fluctuations in the swash zone suggest that breaking wave-driven (bore) turbulence dominates during the uprush, while bed-generated turbulence dominates during the downrush [Petti and Longo, 2001; Cowen et al., 2003] . Velocity spectra show inertial subranges in which the energy decreases as f À5/3 , where f is frequency.
[4] There are few field observations of swash zone flows, and thus the applicability of the laboratory observations to natural beaches with permeable beds, alongshore flows, and suspended sediments is unknown. Comparisons of the motion of the landward edge of the run-up owing to individual bores on natural beaches with a ballistic model [e.g., Shen and Meyer, 1963] suggest that swash edge friction coefficients may be larger in the downrush than in the uprush [Hughes, 1995; Puleo and Holland, 2001] . Differences between the field estimates of swash edge friction coefficients and the laboratory c f , which were similar in the uprush and downrush, were attributed to differences between friction at the landward swash edge and in the flow interior, or to a breakdown of the assumptions of ballistic motion at the landward edge (e.g., neglecting infiltration and pressure gradients) and of a logarithmic layer in the flow interior.
[5] Here, the vertical structure of cross-shore fluid velocities observed in the swash zone on a low-sloped beach is shown to be roughly logarithmic, consistent with laboratory results. Corresponding friction coefficients in the swash interior are %0.03 in both the uprush and downrush. Similar estimates of c f (%0.04) are obtained by balancing turbulent dissipation with production by near-bed fluid shear and by wave breaking. Wave breaking contributes to the total nearbed turbulence in the swash and inner surf zones.
Field Experiment and Data Processing
[6] Wave-induced pressure and velocity fluctuations were measured for 16 days during daylight hours in September and October 2000 along a cross-shore transect extending from the shoreline to about 60-cm mean water depth (at mean tide level) on the low-sloped (%0.02), fine-grained (mean diameter %0.02 cm) Scripps Beach near La Jolla, California (Figure 1 ). The observed cross-shore variation of pressure and velocity has been modeled well with the nonlinear shallow water equations [Raubenheimer, 2002] . Here, vertical stacks of sensors (not discussed by Raubenheimer [2002] ) are used to estimate c f from the observed vertical flow variations and from the turbulent energy balance in the swash zone.
[7] Velocities and pressures were acquired at 16 Hz for 3072 s (51.2 min) starting every hour. To measure crossshore fluid velocities, two sets of 3 vertically stacked two-dimensional acoustic Doppler velocimeters (ADV) ( Figure 1a ) were oriented so that the transducers faced alongshore (north) within 2°. The cylindrical sample volume of each sensor is centered about 5 cm (alongshore) from the center transducer, and has a horizontal length (in the alongshore direction) of about 0.72 cm and vertical radius of approximately 0.30 cm. Measured vertical tilts were less than 1°. Elevations z above the sand of the stacked ADVs were measured with reference rods approximately hourly during daylight. At low tide, the stacked sensors were adjusted vertically to maintain constant elevations above the bed. However, owing to sand level changes during tidal cycles, z of the sensors fluctuated, and data were restricted to runs with elevations above the bed of the lowest sensor z l between about 0.5 and 9.0 cm. During daylight, observers attempted to remove kelp and other floating debris from the swash zone. Data from fouled sensors were discarded. Roughly 50% of the daylight data were considered valid.
[8] Stacked ADVs were separated by 3 cm in the vertical and by 5 cm in the horizontal (cross-shore) direction. Wavelengths of the most energetic waves in the swash zone are much longer than the cross-shore separation of the sensors, and the horizontal separation of the stacked sensors is neglected. Noise in the velocity signal can be owing to sampling errors, doppler noise, and velocity shear within the sample volume. However, previous studies have shown that ADVs accurately measure mean currents and wave orbital velocities at elevations above the bed equal to or greater than the vertical height of the sample volume (0.30 cm for the current meters used here) [Voulgaris and Trowbridge, 1998; Williams et al., 2003] . Furthermore, the noise estimated from the high-frequency tail of the spectrum has been shown to agree well with the theoretically expected noise [Voulgaris and Trowbridge, 1998 ], suggesting that turbulence spectra can be estimated accurately by subtracting noise estimated from the tail of the signal spectrum.
[9] At low tide and between swashes, sensors sometimes were not submerged. Velocities were set to 0.0 cm/s when the strength of the backscattered acoustic signal along any beam indicated the sensor was out of the water. Estimates of water levels using colocated pressure sensors were consis- tent with periods of ADV submergence determined using the acoustic signal strength. Swash runs, defined as runs during which the beach at the instrumented location was uncovered by water for at least 16 consecutive data points (1 s) out of each 8.5 min, correspond to mean depths less than about 25 cm. (Mean water depths are based on time periods when the bed is submerged.) From the 197 hours of valid data collected with the two sensor stacks, roughly 70 hours (including periods between waves when the sensors were not submerged) of swash zone velocities were available. In 25-and 5-cm mean water depths the velocimeters were submerged 98 ± 2% and 25 ± 9% of the time, respectively.
[10] For the near-bed flows considered here, the ADV acoustic pulses may be scattered by suspended sand. However, the 2-ms sediment response time to fluid motions [Snyder and Lumley, 1971] is much shorter than the periods of waves and turbulence discussed below, so it is assumed that suspended sediment motions are good indicators of the true horizontal flow [Zedel and Hay, 1999] . Excessive scatterers (e.g., bubbles) near the ADV sample volume can reflect sidelobe energy, resulting in noisy velocity estimates. Potentially noisy velocity measurements were identified using the correlations reported by the ADV along each beam . The noise is unbiased, and averaging consecutive samples is expected to provide a good estimate of the flow at low frequencies. In the analysis of flow structure at wave frequencies, velocities with low correlations were replaced with a 1-s running mean of the data when the sensors were submerged . Velocities with low correlations were excluded from the analysis of turbulent dissipation. In most of the data runs used here, less than 3% of the observed velocities had low correlations.
[11] Seaward of the surf zone in 300-cm water depth, the significant wave height H s (defined as four times the standard deviation of the sea surface elevation fluctuations) ranged from 55 to 104 cm, and the spectral peak frequencies ranged from 0.07 to 0.16 Hz. In the swash and inner surf zones, root mean square wave orbital velocities (s) were between 28 and 61 cm/s, and the mean flow speed (V, averaged over 51.2-min data runs) ranged from 3 to 19 cm/s. Usually, V was approximately cross-shore directed, waves were nearly normally incident, and the angle (q) between wave orbital velocities and the mean flow was less than 1.5°.
Results
[12] The maximum seaward and shoreward directed cross-shore velocities u observed over several minutes at elevations more than a few cm above the bed were similar in the surf and swash zones ( Figure 2 ; the velocity range is about À100 u 120 cm/s in both 59-and 20-cm water depth, and see Raubenheimer [2002] ). However, within about 5 cm of the bed, u decreased with decreasing z, with larger differences in flow magnitude for longer period waves (e.g., time = 50 and 150 s in Figure 2b ). Note that as the water depth thinned during the rundown, the lower sensor was submerged longer than the upper sensor. In the analyses below, the velocities at all three elevations were excluded when the upper sensor was out of the water (e.g., root mean square (rms) fluctuations were calculated using only measurements when all three sensors were submerged.)
[13] The vertical structure of the observed cross-shore velocities was fit to a logarithmic model
where u * is the shear velocity, k is the Von Kármán constant (approximated as 0.4), d * is the displacement distance, and z 0 is the bottom roughness. Orbital velocities (u h and u l ) observed at the highest and lowest sensors (located at elevations z h and z l above the bed) are related by
Following Jackson [1981] and Cox et al. [1996] , d * was estimated as 0.7d 50 , where d 50 is the median grain size (%0.02 cm). The average (± standard deviation) bottom roughness z 0 = 0.061 (±0.015) was estimated following Nielsen [1992, equations (2.2.5) and (3.6.10)]. The sensor elevations, which changed by as much as 4 cm between hourly measurements, were assumed to vary linearly in time over each 51.2-min data run. Using the acoustic signal strength to estimate times of burial and unburial of sensors, it is estimated that sensor elevations may have deviated 1 to 2 cm from this linear variation.
[14] Observed band-passed (0.004 f 2.0 Hz) velocity time series at the lowest sensor ( Figure 3a) were roughly consistent with a logarithmic profile (equation (2)) during both the uprush and downrush, similar to laboratory observations on rough beds [Cox et al., 2001; Petti and Longo, 2001; Archetti and Brocchini, 2002] . The ratios of root mean square swash zone velocity fluctuations (i.e., velocity attenuation) measured at the lower and upper sensors (black circles in Figure 3b ) and at the middle and upper sensors (red triangles in Figure 3b ), and the increase of attenuation with decreasing z l , were predicted qualitatively for 493 8.5-min sections of data. Root mean square errors (i.e., differences between observed and theoretical ratios) were 0.11 and 0.05 for u l /u h and u m /u h , respectively. Deviations between the observed and theoretical ratios can result from errors (%1 to 2 cm) in the estimated z l . If the observed z l are adjusted by up to 1 cm to improve the agreement with the theory, the rms errors are about half as large (0.06 and 0.03 for u l /u h and u m /u h , respectively). In contrast, 1 cm errors in z l of the opposite sign would increase the errors. The results are not sensitive to factor 5 changes in d * , but errors in estimating z 0 may affect the modeled velocity attenuation at the lowest z l . For the data presented here and in Raubenheimer [2002] with 0.5 z l 5.0 cm, 80% of the observed rms ratios u l /u h were greater than 0.8.
[15] The logarithmic model (equations (1) and (2)) is expected to apply when z/d ( 1 (where d is the mean water depth) and z/d ( 1 (where d is the thickness of the wave boundary layer). For the data with 0.5 z l 4.0 cm, 0.04 z/d 0.58 and 0.002 z/d 1.0, where d was estimated as u * T/2, with T the wave period corresponding to the centroidal frequency of the observed velocity fluctuations. Although the assumptions used to derive equation (2) sometimes were violated, the agreement between the predicted and observed attenuation (Figure 3b ) did not degrade as z l increased. Although the many sources of error preclude quantitative confirmation of a logarithmic boundary layer, the results are qualitatively consistent with laboratory results [Cox et al., 2001; Archetti and Brocchini, 2002] .
[16] For three 51.2-min inner surf and swash runs with approximately constant sensor elevation (initial and final elevations differed by less than 0.4 cm) and with runaveraged z l 2.5 cm, infragravity, swell, and sea (0.01 f 0.20 Hz) velocity fluctuations decreased toward the bed, Figure 3 . (a) Observed band-passed (0.004 f 2.0 Hz) cross-shore velocities on 11 October at 2 (solid black curve) and 8 cm (dotted red curve) above the bed and velocities predicted 2 cm above the bed (dashed green curve) assuming a logarithmic vertical structure (equation (2)) versus time. (b) Observed (symbols) and predicted (green curves; equation (2) with z 0 = 0.06) ratios of root mean square orbital swash velocities (u rms ratios) at the lower and upper sensors (black circles and green solid curve, u l /u h ), and at the middle and upper sensors (red triangles and green dashed curve, u m /u h ) versus elevation of the lowest sensor z l . Figure 4 . (a) Sum of cross-shore (P uu ) and alongshore (P vv ) velocity spectral density and (b) modified velocity spectral density ((P uu + P vv À noise)f 5/3 ) versus frequency. Measurements were 7.5 (red curves) and 1.5 cm (black curves) above the bed in the swash zone (mean water depth about 15 cm) on 3 October. The modified velocity spectrum is expected to be constant in the inertial subrange. The modified spectrum is not shown for f > 4.5 Hz, where the spectral levels approach the noise floor. Velocity spectra are calculated using 51.2-min runs to ensure accurate spectral levels even when the bed is intermittently covered. Spectra were estimated by averaging Fourier transforms of tapered autocovariances from six 8.5-min 16-Hz (unfiltered) time series. Data pairs were excluded from the autocovariances if one or both values were 0.0 cm/s or had a low correlation.
while high-frequency fluctuations (0.5 f 6.0 Hz) increased toward the bed (Figure 4a ), consistent with bedgenerated turbulence in a near-bed constant stress region with a logarithmic orbital velocity profile. In contrast to the results shown in Figure 4 , but consistent with previous inner surf zone observations for z ! 10 cm [Rodriguez et al., 1999] , high-frequency energy increased with increasing z for swash and inner surf runs with z l > 4.0 cm (not shown), possibly owing to downward mixing of surface-generated, breaking wave turbulence. Similar to previous observations in the surf zone [e.g., Thornton, 1979; George et al., 1994; Trowbridge and Elgar, 2001] , the velocity energy levels in all runs decreased approximately as f À3 between the spectral peak frequency and about 0.20 Hz, consistent with saturated waves or an inverse energy cascade, and as f À5/3 for 1.5 < f < 4.5 Hz, consistent with an inertial subrange. Unlike laboratory studies [Cowen et al., 2003] , only a single inertial subrange was observed.
[17] Friction coefficients for 382 8.5-min swash zone data runs with 1.0 z l 4.0 cm (where the logarithmic model is approximately valid) were estimated using the quadratic drag law as
where the overbar ( ) represents a time average over all nonzero velocity data in each record. Band-passed velocities observed at the lowest sensor were used to estimate u * from equation (1), and velocities observed at the upper sensor (u h ) were assumed to represent outer flow conditions. Friction coefficients for the uprush and downrush were not statistically different, with average values of c f = 0.03 ± 0.01, consistent with laboratory studies [Cox et al., 2001; Archetti and Brocchini, 2002] .
[18] Alternatively, friction coefficients can be calculated from turbulent dissipation rates estimated from cross-shore and alongshore (P uu ( f ) + P vv ( f )) velocity spectra and an inertial range turbulence model. Dissipation rates were estimated from the velocity spectra in the f À5/3 region for 51.2-min swash and inner surf zone runs [Trowbridge and Elgar, 2001] ,
where a is the empirical Kolmogorov constant (estimated as 1.5 following Grant et al. [1962] ), and
The Kolmogorov inertial subrange model requires that kz ) 1, where the eddy wave number k is approximated as 2p f/u rms , to ensure that eddies are small relative to the distance to the bed. Furthermore, the water depth ideally should be much larger than the eddies to avoid constraints on the turbulence scales by proximity to the water surface. However, the Kolmogorov model is reasonably accurate for velocity fluctuations parallel to the dominant flow when 2pfz/u rms > 1 [Kaimal et al., 1972] , and for z/d 0.5 [Nezu and Nakagawa, 1993] . Here, data were restricted to 81 runs with d 50 cm, 1.5 z 7.0 cm, 1.1 < 2pfz/u rms 7.6 at 1.5 Hz, and 0.03 < z/d < 0.49.
[19] Noise energy levels were estimated as the average spectral level in the frequency range 6.0 f 7.0 Hz. Modified spectral levels ((P uu (f ) + P vv (f ) À noise)f 5/3 ; e.g., Figure 4b ) were averaged over frequencies (typically 1.5 f 4.5 Hz) for which the mean levels over 0.2 Hz wide frequency bands were constant to within ±25%. The frozen turbulence assumption (i.e., that the velocities advecting turbulence are steady over the record length) used in the derivation of equation (4) was not satisfied. However, George et al. [1994] found that dissipation estimates from spectra of 8.5-min records were within a factor of 2 of estimates from spectra of 0.125-s records in Figure 5 . Mean (symbols) and standard deviations (vertical lines) of the turbulent dissipation rate e (black triangles) estimated from velocity spectra (equation (4)) and magnitude of turbulence production by wave breaking (À 1 r 0 d @F x @x ) (blue circles) and by near-bed fluid shear (c f ðu 2 þ v 2 Þ 1=2 u @u @z ) (red squares) estimated from equation (6) with c f = 0.04 versus mean water depth d. Data bins are d ± 2.5 cm. The correlation r between mean binned values of and d is À0.66. For unbinned data, was correlated with production by shear (r = 0.74). To estimate total dissipation (and turbulence production), the terms would need to be integrated over time and the water column. For example, total energy losses (per unit volume) over a 51.2-min run are proportional to the percent of time the sensor is submerged, ranging from about 100% for d > 25 cm to about 25% for d = 5 cm. which the turbulence-advecting velocities were nearly constant. Similar to previous observations across the surf zone [George et al., 1994; Rodriguez et al., 1999] , estimated dissipation rates increased with decreasing water depth across the inner surf zone ( Figure 5 ). In about 45-cm water depth, % 400 cm 2 s À3 , consistent with Flick and George [1990] .
[20] Friction coefficients were estimated assuming turbulent dissipation is balanced by the sum of turbulent energy production by near-bed fluid shear and by wave breaking,
where the bottom stress is approximated by a quadratic drag law, u is the mean cross-shore current (based on periods when the sensor was submerged), v is the alongshore flow, and r 0 is the (constant) fluid density. The breaking wave dissipation @f x /@x is assumed to be distributed evenly across the water column. Using linear theory to calculate wave energy E, and assuming shoreward progressive, normally incident shallow water waves, the cross-shore (x) component of the wave-induced energy flux (F x ) owing to swell and sea (0.05 f 0.20 Hz) is
where c g is the linear group velocity, and g is gravitational acceleration. Substitution of equation (7) into equation (6) yields
The cross-shore gradients of H s and d were evaluated using observations (averaged over the times for which the velocimeter used to estimate e was submerged) from pairs of pressure sensors located at x = 76.0 and 66.2 m, and at x = 56.2 and 46.3 m (Figure 1a ). For these data, breaking induced turbulence accounted for approximately 26% ± 15% of the total near-bed turbulent dissipation in the swash and inner surf zone ( Figure 5 ). Although the rate of breaking induced production increases shoreward, the water depth and the percent of time the beach is submerged decrease shoreward, and thus the total breaking induced production (integrated over the water column and time) may decrease shoreward across the swash zone following bore collapse. Limiting the data to 49 swash zone runs with 1.5 z l 4.0, similar to the elevation range used in the logarithmic analysis, the estimated swash zone c f is 0.04 ± 0.02.
Discussion

Errors in Friction Coefficient Estimates
[21] Errors in the c f estimated using the logarithmic model (equation (3)) may result from errors in measuring z l , especially when velocities were observed within 2 cm of the bed. For example, if the true and measured z l were 2.0 and 1.0 cm, respectively, the friction coefficient would be overpredicted by about 45%. If the true and measured z l were 1.0 and 2.0 cm, the friction coefficient would be underestimated by about 40%. If the true and measured z l were 5.0 and 4.0 cm, respectively, the friction coefficient would be overpredicted by about 10%. Alternatively, deviations from a logarithmic structure could result in errors in the estimated friction coefficients. For example, cycling of water through the sand bed (e.g., infiltration and exfiltration) may have little affect on swash velocities and run-up excursions [e.g., Raubenheimer, 2002] , but may cause stretching or thinning of the bottom boundary layer [Turner and Masselink, 1998 ], resulting in underestimation or overestimation of c f . Mixing from breaking wave-induced turbulence and stratification caused by bubbles and suspended sediments may cause deviations from a logarithmic layer that could result in overestimation of c f . In addition, if z h were less than the boundary layer thickness, and thus u h were smaller than the outer flow velocities, c f would be overestimated.
[22] Errors in swash zone c f estimated from turbulent dissipation (equation (8)) may result from using linear theory to calculate F x (equation (7)). Estimates of E using the linear theory approximation of equipartition of potential and kinetic energy (as in equation (7)),
were lower (by as much as 50%, with the largest differences in about 30-cm water depth) than estimates using
where z equals 0 at the seafloor, h is the instantaneous sea surface elevation, andh is the deviation of the sea surface relative to the mean water level [see also Raubenheimer, 2002] . Owing to the large horizontal separation between the vertical ADV stacks, it was not possible to use equation (10) to estimate the energy gradients in equation (6). Deviations from the linear group velocity (c g = (gd) 1/2 ) also may cause errors in F x , and hence in c f [e.g., Puleo et al., 2003 ]. Furthermore, wave energy and noise at inertial subrange frequencies (resulting in overprediction of dissipation), constraints on eddy sizes owing to proximity to the bed or water surface, turbulent fluctuations at frequencies used to estimate noise (resulting in underprediction of dissipation), and violations of the assumptions of frozen turbulence over 8.5-min records [e.g., George et al., 1994] may cause errors in estimates of c f .
Comparison With Previous Field Estimates
[23] Field measurements of run-up fluctuations [Raubenheimer et al., 1995] and swash zone velocities [Raubenheimer, 2002] have been predicted reasonably well with a model based on the nonlinear shallow water equations (NSWE) using a constant friction coefficient c f = 0.015, determined by fitting model predictions to both swash and surf zone observations. Alternatively, by fitting observations of the observed motion of the landward edge of the run-up to a ballistic model based on a special case of the nonlinear shallow water equations [e.g., Shen and Meyer, 1963] , swash edge friction coefficients were estimated to be up to a factor 10 larger in the downrush than the uprush [Puleo and Holland, 2001] . However, after accounting for neglected terms including cross-shore pressure gradients and the effects of beach permeability, swash edge coefficients were estimated to be roughly 0.01 in the uprush and 0.01 to 0.03 in the downrush [Puleo and Holland, 2001] . Downrush edge coefficients may decrease with decreasing exfiltration [Puleo and Holland, 2001] , and thus uprush and downrush edge coefficients may be similar (0.01) to each other on the fine-grained, lowpermeability Scripps Beach. These results are not inconsistent with the uprush edge friction coefficients (%0.025 when corrected for a factor 4 difference in the constant used to relate friction and bed stress) estimated by Hughes [1995] on a steep, permeable beach. The swash edge coefficients (0.01-0.03) are smaller than the swash interior c f presented here, possibly because swash edge estimates based on Lagrangian measurements of the motion of the water edge are inherently different than swash interior c f based on Eulerian observations of the fluid velocities, as suggested by Puleo and Holland [2001] . Despite the many potential sources of discrepancies between different methods, c f estimated here with the logarithmic-and dissipation-based methods (0.03 ± 0.01 and 0.04 ± 0.02, respectively) is similar to the previous laboratory logarithmic-based (0.02 to 0.05) and field swash-edge coefficients (0.01 to 0.03).
Conclusions
[24] The vertical structure of cross-shore orbital velocities observed in the swash zone of a low-sloped, fine-grained beach is approximately logarithmic within 5 cm of the bed. Turbulent dissipation rates are consistent with previous estimates (O(400 cm 2 s À3 )) in the inner surf zone, and increase with decreasing water depth to O(1000 cm 2 s À3 ) in the swash zone. Swash zone bed friction coefficients c f estimated assuming a logarithmic flow structure (c f = 0.03 ± 0.01) are similar to values based on dissipation rates (c f = 0.04 ± 0.02), and to previous estimates. Logarithmic-based c f estimates are similar during the uprush and downrush, as in prior laboratory studies. A crude balance between turbulent dissipation and turbulent production by near-bed fluid shear and wave breaking suggests that wave breaking is important to near-bed turbulence in the swash and inner surf zones.
Appendix A
[25] An inner surf zone run in which the sensors were always submerged and the correlations remained high was used to determine the effect on high-frequency spectral levels of excluding data pairs from the autocovariance calculations. Spectral estimates with (1) no velocity data excluded (d = 38 cm), and with data excluded when the instantaneous water depth was less than (2) 23 cm (5% data excluded), (3) 28 cm (16% data excluded), and (4) 38 cm (50% data excluded) were compared with each other. In these test cases, the rate of decrease of high-frequency spectral levels with increasing frequency was not affected significantly by the exclusion of data pairs, and the magnitude of the high-frequency spectral levels for cases 2 -4 relative to those for the raw data (case 1) increased by less than 25%. The smallest relative change in high-frequency spectral level magnitudes (1%) occurred for case 4.
