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Spectral and Temporal Studies of
Supermassive Black Holes
James Stuart Collinson
Abstract
In this thesis, I present analysis and interpretation of the multiwavelength spectra and
variability of Active Galactic Nuclei (AGN). The most luminous sustained sources in
the Universe, these powerful objects are consistent with being the result of gas accretion
on to central galactic supermassive black holes. Due to their compact sizes, the inner
regions of AGN cannot be spatially resolved by conventional means, so we must instead
use spectroscopy and temporal monitoring to determine their composition and structure.
I undertake a number of studies of the spectral energy distributions (SEDs) of AGN,
using data from infrared–X-ray bands and employing a range of numerical models. Re-
sults from SED modelling of 11 moderate redshift (1.5 < z < 2.2) AGN are presented, in
which there is a selection bias towards nuclei with cooler accretion discs. I find that the
peak of the SED is sampled by our data for 5/11 objects, thereby breaking several of the
model degeneracies that affected previous studies. This results in stronger constraints on
the physical processes at work in these AGN, and provides a powerful tool with which
I examine and discuss the relationships between the various radiating components, in-
cluding those of the emission line regions, dusty torus and host galaxy. I then explore
the nature of four ‘hypervariable’ AGN, for which the origin of their extreme variability
is currently unknown. Through an investigation of their SEDs, I find that either an ac-
cretion rate change, or gravitational microlensing by a star in a foreground galaxy, are
energetically consistent with the data.
The new insights provided by this work lead me to suggest several worthwhile routes
for the future development of research in these areas. With the next generation of tele-
scopes, satellites and surveys on the horizon, it will be possible to build on my results, to
further our understanding of AGN.
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CHAPTER 1
Introduction
1.1 Overview
At the centre of almost every galaxy, there is a supermassive black hole (SMBH). In some
galaxies, large amounts of gas and dust fall under gravity towards this BH from great
distances. As it falls, this matter attains tremendous velocities, and collisions between
the gas and dust particles heat them to extreme temperatures. This superheated material
emits enough thermal radiation to be visible across cosmic distances, thus forming an
active galactic nucleus (AGN).
The study of the SMBHs powering AGN is a key means of illuminating the unknowns
in modern physics. With implications for understanding the processes of galaxy formation
and evolution in the Universe, these extreme objects lie at the edge of knowledge, where
experimental and observational aspects of the subject confront each other.
But uniting what we observe with our various models remains a continuous challenge.
The distances to these objects are so great that telescopes cannot resolve in sufficient detail
their arrangement, and we must instead rely on more subtle analyses of spectra, and time-
dependent brightness variation, to learn more about these galactic power plants.
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Figure 1.1: A computer-generated image of an accreting SMBH, projected on to Durham Cathe-
dral as part of the 2015 Lumiere light festival.
1.2 Active Galactic Nuclei
1.2.1 Black Holes
A black hole (BH) is formed when an amount of matter occupies a small enough volume
in space that no physical force can prevent it from collapsing under its own gravity. This
matter therefore shrinks to form a singularity – a point in space occupying zero volume,
but still containing all of the precursory matter. The singularity is bounded by a theoretical
surface, called the event horizon, at which the escape velocity is the speed of light (c). For
this reason, nothing at the event horizon, including light, can escape the BH.
The existence of classical objects with escape velocities of c or greater was first pro-
posed towards the end of the 18th century, by two scientists, Pierre-Simon Laplace and
John Michell. Separately, they suggested that such objects could emit no radiation, if it
was assumed that light obeyed the law of gravitation. The idea did not gain much atten-
tion at the time, as it was not directly testable, but the publication of the theory of general
relativity (GR) 100 years ago (Einstein 1916) provided the first mathematically coherent
prediction of BHs.
In 1908, astronomer Edward Fath observed that the ‘spiral nebula’ NGC 1068 was
spectroscopically distinct from other nebulae, and notably included several emission fea-
tures, in addition to the more familiar absorption features (Fath 1908). Fath had inadver-
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tently discovered the first evidence of astrophysical BHs in the Universe. Several years
later, in 1922, Edwin Hubble made new observations of spiral nebulae in the night sky,
discovering for the first time that these “Island Universes” were a plethora of galaxies
much more distant than the Milky Way (MW; Hubble 1922). Not only this, but Hubble
realised that the galaxies were receding from us, in all directions, at a rate that increased
with distance. This lead to the groundbreaking conclusion that the Universe is expanding.
Hubble’s seminal discovery firmly established the field of extragalactic astronomy, and
paved the way for research into the nature of the Universe.
In Seyfert (1943), Karl Seyfert published his observations of 12 galaxies with strong,
broad, nuclear emission lines. Seyfert noted that the lines were broadened, “presumably
by Doppler motion.” Most of the emission in Seyfert’s objects originated in the galaxies’
nuclei, which could have luminosities comparable to, or greater than, the luminosity of the
entire rest of the galaxy. With increasingly advanced technology available to astronomers
following World War II, new phenomena were discovered, including quasars (or ‘quasi-
stellar objects,’ QSOs) and radio-loud galaxies. In 1964, Edwin Salpeter posited that
accretion of gas on to sufficiently “massive objects” could be the means by which quasars
acquired their huge luminosities (Salpeter 1964, Lynden-Bell 1969).
It is now widely accepted that gas accreting on to BHs and other compact objects is
indeed the mechanism underlying a multiplicity of luminous astrophysical sources, from
the quasars and Seyfert galaxies that fall under the category of AGN, to X-ray binaries
and cataclysmic variable stars. Monitoring stellar motions in the heart of the MW has
provided perhaps the most unambiguous evidence for a 4×106 solar mass (M) BH at
the Galactic centre (Scho¨del et al. 2002, Gillessen et al. 2009). We therefore only observe
BHs indirectly, by the impact they have on their surroundings.
Intrinsically, a BH has just three properties – mass, angular momentum, and charge.
This is the ‘no-hair’ theorem; all other information about the progenitor material, and
indeed any matter that falls into a BH, from chemical composition to thermal and me-
chanical properties, is lost (e.g. Netzer 2013).
The mass and charge are scalar properties denoted MBH and Q respectively. The matter
that forms and falls into astrophysical BHs is net-neutral, and so it is usually assumed
that Q = 0. Angular momentum can be represented by the three dimensional vector,
1.2. Active Galactic Nuclei 4
J, however, in astrophysics it is more normally expressed as the dimensionless ‘spin’
parameter, a∗, given by:
a∗ =
|J|
MBH
. (1.2.1)
In addition to these physical properties, it is useful to define the Schwarzschild radius,
Rs, as:
Rs =
2GMBH
c2
(1.2.2)
where G is the gravitational constant. Rs is the radius of the event horizon of a BH, and
therefore if any massive object is smaller than its Rs, it is, by definition, a BH. It is named
after the physicist Karl Schwarzschild, who first derived Rs by solving the equations of
GR for a non-spinning BH (Schwarzschild 1916). A more common distance used in this
thesis is the gravitational radius:
Rg =
1
2
Rs =
GMBH
c2
(1.2.3)
which provides a convenient unit of distance measurement relating to a BH.
According to GR, gravity is an expression of the way matter curves space and time.
BHs interact through gravity in the same way as all matter; if the Sun were instantaneously
replaced by an equivalent mass BH, the dynamics of the solar system would go largely
unchanged, as the population of planets, asteroids and comets would experience the same
gravitational centripetal force keeping them in their current, quasi-stable orbits. However,
as we consider circular orbits around a BH at smaller and smaller distances from the event
horizon, there comes a point in GR where such orbits become unstable. The final radius at
which a point particle can be in a stable orbit is known as the ‘radius of innermost stable
circular orbit,’ risco.
Spinning BHs (i.e. a∗ 6= 0) differ from non-spinning (Schwarzschild, a∗ = 0) BHs in
terms of risco. Kerr (1963) generalised the result of Schwarzschild (1916) for spinning
BHs, in which the spin information is imprinted on the distorted spacetime just outside
the event horizon. For a particle orbiting a Schwarzschild BH, risco = 6Rg, but a circular
orbit around a spinning BH can be stable at smaller radii, if the particle is orbiting in the
same direction as the BH is spinning. For a maximally spinning BH, a∗ = 0.998, and
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stable, co-rotational orbits can exist down to risco ' 1.24Rg. Conversely, counter-rotating
orbits around spinning BHs become unstable at larger radii than 6Rg. In such cases, it is
taken that a∗ < 0, with the minimal value a∗ =−1 corresponding to risco ' 9Rg. The spin
cannot exceed these limits due to the counter-torque from radiation emitted by accreting
matter (Thorne 1974).
Given these basics, I will now more closely examine the physics of accretion and
energy release in astrophysical BHs.
1.2.2 Accretion on to Black Holes
BHs cannot be directly observed, but their immense gravitational impact on nearby mat-
ter provides key observables that are partially understood. I have already noted that stars
in the vicinity of the SMBH at the centre of the MW trace elliptical orbits that we can
monitor, and Keplerian motion of stars and gas in local galaxies can be resolved using
spectroscopy (Harms et al. 1994, Walsh et al. 2012). The recent detection of gravita-
tional waves from two merging BHs opens another observational window on the Uni-
verse, which, when the interferometers that search for these phenomena are operating at
full sensitivity, ought to produce many more such discoveries (Abbott et al. 2016). Fi-
nally, gas and dust accretion on to BHs provides observables that I will explore in this
section.
There are two known classes of BH in the Universe, stellar mass BHs and SMBHs.
They are distinguished by MBH alone; whilst stellar mass BHs have MBH in the (order of
magnitude) range 1−100 M, SMBHs are typically of 105−1010 M. The presence of
a class of BHs in between these two (102− 105 M, though definitions vary), so-called
intermediate mass BHs, is unconfirmed. Although evidence for their existence has been
proposed (e.g. Miller et al. 2004, Earnshaw et al. 2016), this is currently tenuous.
In the local Universe it is believed that around half of all stars are in binary, or multiple,
stellar systems (Horch et al. 2014). When stars reach the end point of their nuclear fusion
burning lives, they may collapse to a white dwarf remnant, shedding their outer gas layers
in the process. Alternatively, if the star is massive enough, it can undergo a runaway
thermonuclear explosion, producing a Type II supernova. During this type of supernova,
the core of the star collapses to either a neutron star or a (stellar mass) BH. It follows
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that there are many binary systems comprising a star and a compact object, be it a white
dwarf, neutron star or BH.
If the separation between members in such systems is sufficiently large, the two will
orbit around their centre of mass (or barycentre) and few observable effects will result.
However, for smaller separations, the point of gravitational equipotential between the two
– the L1 Lagrangian point – may lie close to, or at, the star’s surface. In this case, the
gas on the stellar surface closest to the companion experiences a net force towards the
compact object, and mass transfer will occur. As the gas pours from the star, it is believed
to form a high temperature ‘accretion disc’ (AD) orbiting the compact object. If the
accreting compact member is a white dwarf, a cataclysmic variable star is formed, and if
the companion is a neutron star or BH, an X-ray binary (XRB, or BH binary, BHB, if the
companion is such) is produced. A subclass of these systems, called ultraluminous X-ray
binaries (ULXs), is believed to be powered by either intermediate mass BHs (Colbert &
Mushotzky 1999), or very high accretion rate stellar mass BHs (Poutanen et al. 2007,
Middleton et al. 2013) or neutron stars (Bachetti et al. 2014). A review is presented in
Roberts (2007).
In an AGN, the central SMBH is accreting matter, but, due to this object’s huge sphere
of influence, it attracts material from interstellar space. The accretion flow in AGN is typi-
cally of a much greater luminosity than that in XRBs and ULXs, as the BH is significantly
more massive, and the rate of matter accretion can be far larger (Salpeter 1964, Shakura
& Sunyaev 1973, Rees 1984). It is estimated that around 1 in 50 galaxies hosts a highly
accreting SMBH in the local Universe (Netzer 2013).
The process of emission is broadly similar in both BHBs and AGN. At large distances
from the BH, matter possesses a large amount of gravitational potential energy. This is
converted to kinetic energy as it falls inwards, and when particles collide with one another,
closer to the BH, friction converts some of the kinetic energy into thermal energy. Accord-
ing to Planck’s law, matter radiates thermal energy with a characteristic radiance profile,
known as blackbody radiation. The characteristic (peak) wavelength of a blackbody’s
radiation is only dependent on its temperature, T (Wien’s displacement law), though the
power emitted per unit area of the blackbody increases with T 4 (Stefan-Boltzmann law).
Since the infalling matter is non-homogeneous, time-dependent variability is frequently
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observed in AGN, as the properties of the accretion flow evolve.
The emitted radiation exerts a force on the infalling matter that opposes the gravita-
tional attraction of the BH. This radiation pressure increases with the mass accretion rate,
M˙, while the gravitational force remains constant. Therefore, at a certain value of M˙, the
radiation pressure applies an equal and opposite force to that of gravity, preventing fur-
ther accretion. This limiting case is called the Eddington limit, with a mass accretion rate
denoted as M˙Edd, and luminosity as LEdd. LEdd is directly proportional to the mass of the
BH, and is given by the following equation:
LEdd =
4piGMBH mp c
σT
' 1.26×1038
(
MBH
M
)
erg s−1 (1.2.4)
where mp is the mass of a proton, σT is the Thomson scattering cross-section and
1 erg = 10−7 J is a unit of energy in the centimetre-gram-second unit system used through-
out this work. Because of this dependence on MBH, it is useful to express the accretion
rate of AGN in terms of the Eddington fraction, m˙:
m˙ =
M˙
MEdd
=
L
LEdd
. (1.2.5)
The Eddington limit in equation 1.2.4 is derived by considering a simple, spherically
accreting system, but some AGN and ULXs appear to exhibit ‘super-Eddington’ accretion
rates, m˙ > 1 (e.g. Gladstone et al. 2009, Wang et al. 2014). A possible means by which
this may occur is if the accretion flow is in the form of an AD.
Matter in XRBs only accretes in the plane of orbit, strongly implying the formation
of an AD. AGN, on the other hand, can accrete matter from any direction. Spherical, or
Bondi accretion (Bondi & Hoyle 1944) is the simplest possible means by which this could
occur, however, it is not an efficient energy radiation mechanism (Netzer 2013). Shakura
& Sunyaev (1973) and Novikov & Thorne (1973) proposed that the formation of ADs in
AGN, from angular momentum conservation considerations, would be efficient enough to
return the energy outputs typically observed in AGN (see artist’s impression in Fig. 1.1),
and offers an explanation for apparently super-Eddington AGN. What was less clear in
those early days was the underlying cause of the variety of AGN seen in the sky.
1.2. Active Galactic Nuclei 8
1.2.3 AGN Unification
There are two main varieties of AGN, classified as Type 1 and Type 2. In Type 1 AGN,
spectroscopy reveals both narrow and broad emission lines, with the broad lines typically
having a velocity width of & 1000 km s−1. These objects are also different in colour, with
a greater spectral energy contribution at blue wavelengths than red. Type 2 AGN show
different characteristics – they only exhibit narrow emission lines (. 1000 km s−1) and
do not display the same excess of blue light as Type 1 AGN. The different classifications
are based on observational effects that are loosely defined, and additional intermediary
objects (e.g. Type 1.5 AGN) have been discovered that do not fall definitively into either
category.
Moreover, many AGN are noted to have strong radio emission, and jet structures
visible at a range of wavelengths (Rees et al. 1982). These have been classified into two
further subgroups by Fanaroff & Riley (1974) depending on the brightness and structure
of their radio emission. Blazars are yet another type of AGN that show strong radio
emission, are highly variable and often possess relatively featureless optical spectra.
Much research has been devoted to refining explanations for the multitude of AGN
types that we observe. Osterbrock (1978) suggested that obscuration in the central region
could be responsible for the lack of broad emission lines in Type 2 AGN. Additional
spectropolarimetry of Type 2 AGN (Antonucci & Miller 1985) revealed that the broad
emission lines were in fact present, lending weight to this theory, and forming the basis
for a ‘unified model’ of AGN. In Antonucci (1993), it was suggested that Type 1 and 2
AGN were fundamentally the same type of object, viewed from different angles. In Type
1 AGN, there is a direct line of sight to the central engine, including both the broad and
narrow line-emitting clouds. In Type 2 AGN, optically thick material prevents such a
view, although the narrow line clouds, expected to be more distant from the BH, are still
visible (e.g. Ward et al. 1991). Blazars are extreme examples of Type 1 AGN, where a
relativistic radio jet is aligned with Earth, explaining these objects’ intense radio loudness,
variability and apparent luminosity.
This leads to the current picture of AGN structure. Surrounding the AD is a coaxially
orbiting torus of optically thick dust. This is geometrically thicker than the AD, and
so at high inclinations to face on, AD light is absorbed by the torus. The broad line
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Figure 1.2: The unified model of AGN, showing the dependence of observed AGN class on orien-
tation. Image from Beckmann & Shrader (2012).
region (BLR) comprises gas clouds close to the AD, in rapid orbital motion around the
central potential, and the narrow line region (NLR) clouds are significantly further out,
and therefore visible from a range of orientations. The jet is launched perpendicular to
the AD, although the exact process underlying its formation is a subject of active research
(e.g. Blandford & Znajek 1977, Sikora et al. 2007, Broderick & Fender 2011). A diagram
of this arrangement is shown in Fig. 1.2.
Not all differences between AGN can be explained by the unified model. The previ-
ously mentioned radio-loud jets are only observed in some AGN, and the matter accretion
rate is expected to have a large effect on the local environment, varying over time. Ra-
diation pressure from the AD and jet, if present, has a large repulsive effect on matter
within the line-of-sight, and is believed to drive strong winds of gas outwards from the
AGN, making a large impact on the host galaxy (e.g. King 2010). Moreover, variability
studies of AGN have identified some that appear to change from Type 1 to 2 and vice
versa, in apparent defiance of the paradigm that orientation primarily governs AGN class
(e.g. Denney et al. 2014, MacLeod et al. 2016).
Nevertheless, with this simple model of AGN structure, we are now able to more
closely examine the observational characteristics of AGN from a physical point of view.
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1.3 AGN Emission across the Electromagnetic Spectrum
With the advent of photography, astronomical observations, which had previously relied
on sketches and notes to record the studies of the sky, underwent a revolution. Photo-
graphic plates enabled the first truly quantifiable observations, and filters were used to
scientifically study the colours of objects visible in the night sky. This ‘photometry’ is
still carried out today, as it enables wide field sky surveys to observe faint objects in
relatively short periods of time. Developments in detector technology, and the advent
of charge-coupled devices (CCDs) further advanced both the sensitivity and precision of
observations, and allowed for data to be stored and shared with ease.
When a more precise study of the composition of light emitted by an object is re-
quired, astronomers utilise spectroscopy. This involves using a slit or fibre to pass the
light from a particular target on to a prism or diffraction grating, whereupon it is sepa-
rated by wavelength in the spatial direction on the detector. Spectroscopy allows for a
more detailed analysis of astronomical objects, but is observationally expensive, as more
light is required, and in general, fewer objects can be observed simultaneously.
In this section I detail several bands of the electromagnetic spectrum used to study
AGN. As these systems are often seen to emit radiation from radio to gamma rays, this is
not the complete picture, but covers the key ranges relevant to this thesis.
It is conventional in astronomy to refer to near-infrared (NIR) to ultraviolet (UV)
energies by the wavelength of light in Angstroms (A˚), where 1 A˚ = 1× 10−10 m. In
the mid-infrared (MIR), wavelengths are typically given in units of microns (µm), where
1 µm = 1×10−6 m. For X-rays, photon energies in keV are quoted instead, where 1 keV
corresponds to a photon of wavelength 12.4 A˚. The frequency of radiation, in Hz, is
also commonly used, particularly when considering large ranges of the electromagnetic
spectrum.
The spectral energy distribution (SED) of these different ranges is usually given in
either frequency, energy or wavelength dependent forms: Lν in erg s−1 Hz−1, LE in
erg s−1 keV−1, or Lλ in erg s−1 A˚−1 respectively. The total energy emitted in a band,
in erg s−1, is thus found by multiplying by the band width, i.e. νLν , λLλ , ELE. In X-ray
astronomy particularly, the energy unit, erg, is sometimes substituted for the number of
photons at that given energy. These values represent the monochromatic luminosities at a
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given frequency, energy or wavelength, which can be converted to observed flux as:
F =
L
4piD2L
, (1.3.6)
where DL is the luminosity distance to the source.
1.3.1 Optical–ultraviolet Emission Processes
In the optical–UV wavelength range, there is a disparity between Type 1 and 2 AGN. The
emission lines are, as previously discussed, of different characteristic widths, and owing
to the obscuration of the AD in Type 2 AGN, the spectral continuum is dominated by the
starlight in the galaxy that hosts the AGN. The host galaxy also contributes to the optical
spectrum in Type 1 AGN, but here there is an additional contribution by the AD, which
can in some cases (e.g. quasars) dominate the total galaxy emission.
The AD contribution to the optical SED is well approximated by a power-law in en-
ergy space, but is more realistically represented by a Shakura & Sunyaev (1973) disc
spectrum. To build this spectrum, we consider the disc to be divided into many annuli
of small radial thickness. Each annulus in the disc is of constant temperature, and emits
blackbody radiation. This temperature increases as radius decreases up to a peak value,
dependent on risco. A resulting SED is shown in Fig. 1.3, where it can be seen that over
the optical to near-UV (NUV) range, the shape of the AD SED resembles a power-law of
constant slope. Also plotted are two example galaxy templates, illustrating the frequency
range this component can contribute to, but the relative contributions of these are highly
dependent on the AGN power, and the type of galaxy hosting it.
On top of the AD (and host galaxy) continuum, there are discrete emission lines aris-
ing from the BLR and NLR. These originate in orbiting gas clouds, where AD emission
excites atomic transitions. If a system absorbs an AD photon, it will attain an excited
state, promoting an electron to a higher energy level. This excited system can return to
a lower energy state by emitting photons, with each transition being associated with a
characteristic energy change, and hence photon frequency. As this is a continuous pro-
cess, some transitions occur preferentially, depending on the composition of the gas in the
cloud. The emission lines seen in the optical spectra of AGN are attributed to transitions
in a range of elements, and are Doppler broadened by the clouds’ orbital motion around
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Figure 1.3: Typical SED contributions from AD and host galaxy in an AGN. The AD is repre-
sented by a sum of blackbodies (coloured lines), up to a maximum temperature of (in this case)
∼ 300,000 K. Additional components in the X-ray and IR regimes are discussed in Sections 1.3.2
and 1.3.3. The two host galaxy templates are from Polletta et al. (2007) and demonstrate the differ-
ent SEDs for an elliptical galaxy, which hosts mainly old, red stars, and a starburst galaxy, which
hosts younger, bluer stars, and much more cold dust (the peak in the IR). The relative contributions
of host galaxy and AGN are dependent on the AGN luminosity.
the BH. In addition to commonly observed ‘permitted’ transitions, lines corresponding to
‘forbidden,’ and ‘semi-forbidden’ mechanisms are often observed. Such lines can only
be emitted under certain conditions, under which atomic transition selection rules do not
apply.
If the AGN is moving with some bulk motion with respect to the observer, these lines
are redshifted (or blueshifted) by an amount dependent on the recession (or approach)
velocity. Based on the wavelengths at which emission lines are observed and emitted, we
define the redshift, z. Hubble discovered that the Universe is expanding, and all distant
galaxies are moving away from us, with a velocity proportional to their distance from us.
Thus by measuring the redshifts of known emission lines in distant AGN, we can infer the
distance to them. Additionally, due to the finite velocity of light, as we observe galaxies
at greater distances/redshifts, we observe them at an earlier stage of the Universe.
The Type 1 AGN optical–UV emission template of Vanden Berk et al. (2001), built
from more than 2200 AGN optical spectra is shown in Fig. 1.4. In higher redshift objects,
the UV spectrum is shifted to optical wavelengths. Since the sample of AGN spans a
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redshift range from 0.0446 z6 4.789, this sample allows the Vanden Berk et al. (2001)
template to cover 800− 8555 A˚ in the rest frame, in spite of the optical spectrograph
covering 3800−9200 A˚ (observed frame).
Several particularly important emission features observed in AGN spectra originate
from electron transitions in ionised hydrogen. The Hα line is emitted by electrons falling
from the second excited state to the first, emitting a photon of wavelength 6563 A˚ (in
air). Hβ is emitted when electrons transition between the third and the first excited states,
and Hγ when they drop from the forth to the first state. This is the Balmer series, which
culminates in a continuum of fainter and fainter emission lines below 3646 A˚ (Grandi
1982). Further complicating the optical–UV spectrum is the multitude of Fe II and Fe III
transitions at a range of wavelengths (Vestergaard & Wilkes 2001).
It can be seen in Fig. 1.4 that blueward of the Lyman-α λ1216 A˚ (Ly-α) emission fea-
ture the flux is attenuated. The Ly-α emission line originates close to the AGN, and is the
result of electrons moving from the first excited state to the ground state in hydrogen, the
most abundant element in the Universe. However, neutral hydrogen (H I) in intergalactic
space preferentially absorbs this same wavelength of light, and as the light passes through
the intergalactic medium (IGM) it typically interacts with many different H I-containing
systems, each at slightly different redshifts. This produces the Ly-α forest of absorption
features below 1216 A˚ (e.g. Gunn & Peterson 1965).
Finally, the optical–UV emission from AGN, and indeed all extragalactic objects, is
affected by dust scattering along the line-of-sight. When optical light passes through dust
in the interstellar medium (ISM), some of it is reprocessed in a process called Rayleigh
scattering. This process is dependent on the composition of the scattering dust, but in
general, blue light is preferentially scattered. Consequently, every object observed at
Earth is ‘reddened,’ or ‘extinguished’ from its intrinsic level. This must be characterised
and corrected if we are to recover the intrinsic spectrum of an extragalactic source. As-
tronomers have therefore been motivated to construct MW dust maps, and empirical red-
dening/extinction curves to perform such corrections (e.g. Cardelli et al. 1989, Pei 1992).
A similar process is expected to occur in AGN host galaxies, with the light being
dust reddened at the start of its intergalactic journey to the MW. This is more difficult
to characterise, and must usually be modelled by fitting redshifted extinction curves to
spectral data from the AGN (e.g. Jin et al. 2012a, Castello´-Mor et al. 2016).
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Figure 1.4: The Type I AGN optical–UV spectral template of Vanden Berk et al. (2001), with
key emission features marked. A broken power-law continuum, calculated by Vanden Berk et al.
(2001), is shown by the dotted and dashed curves. The break is likely to be due to a more signifi-
cant contribution to the continuum by the host galaxy redward of ∼ 5000 A˚.
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1.3.2 X-ray Emission Processes
Both AGN and BHBs are observed to strongly emit X-ray radiation. A number of pro-
cesses are believed responsible for this. The AD temperature, T , is a function of radius,
r, and, neglecting GR effects, depends on MBH and M˙ according to the equation (Netzer
2013):
T (r)' 8.6×109
(
M˙
M yr−1
) 1
4
(
MBH
M
)− 12 (
1−
[risco
r
] 1
2
)(
r
Rg
)− 34
K. (1.3.7)
Therefore the peak temperature increases with increasing accretion rate, but decreases
with increasing mass, so BHBs (MBH ∼ 10 M) have ADs of Tmax ∼ 107 K, much hotter
than those of AGN (for MBH ∼ 108 M, Tmax ∼ 105 K). BHBs typically host ADs that
peak at X-ray wavelengths (e.g. Kolehmainen et al. 2011), whereas AGN generally have
ADs that peak in the far-UV (FUV, e.g. Capellupo et al. 2015).
In both BHBs and AGN, an additional X-ray contribution is observed that extends to
much higher X-ray energies than the AD. The spectral shape is power-law like, and it is
attributed to inverse Compton scattering of AD photons by a hot, optically thin corona
around the inner AD. In this scenario, the corona contains electrons of higher typical
energy than the photons emitted by the AD. If these photons interact with the coronal
electrons, some energy is transferred from electron to photon, raising the photons’ energy.
This results in a power-law tail (PLT) to high X-ray energies (Haardt & Maraschi 1991).
When these Compton up-scattered X-rays from the corona interact with optically thick
material in the vicinity of the AGN, several physical processes modify the observed spec-
trum. Photoelectric absorption dominates at low X-ray energies, strongly attenuating the
coronal emission, however, as the incident photon energy increases, so does the probabil-
ity that the photon will be reflected. As the flux of seed photons is limited, this contributes
to a ‘reflection hump’ at energies of between 20−50 keV. The strength of the absorption
column is usually characterised by the neutral hydrogen (H I) column density along the
line of sight, in units of atoms cm−2, although in practice, a range of elements from hy-
drogen to iron are responsible for this absorption column. These columns are present in
both the MW and host galaxy (George & Fabian 1991, Done 2010).
In AGN, a significant additional SED contribution is observed at soft X-ray frequen-
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cies (e.g. Arnaud et al. 1985, Gierlin´ski & Done 2004). The origin of this component,
referred to as the ‘soft X-ray excess’ (SX), is uncertain, with several possible scenarios
suggested. Spectrally, the SX is consistent with being the result of reflection of PLT
photons off the AD (Crummy et al. 2006). This could Compton down-scatter these high
energy photons to more modest X-ray energies via a reverse process to that described
above. This requires extreme source geometries however (Done & Nayakshin 2007), mo-
tivating alternative explanations. For instance, the SX may originate from the presence of
a clumpy, partially ionised absorbing material, or possibly in warm Compton upscatter-
ing within the AD itself (e.g. Inoue & Matsumoto 2003, Done et al. 2012). Exploration
of these possible scenarios requires precise timing measurements, in addition to spec-
troscopy, to search for frequency-dependent lag times between SX and PLT (e.g. Turner
et al. 2007, Fabian et al. 2009, Gardner & Done 2015).
1.3.3 Infrared Emission Processes
In AGN, further SED contributions are seen in the IR that dominate the predicted AGN
AD energy output at these wavelengths. This is observed in both Type 1 and 2 AGN, and
is believed to be observational evidence for the dusty torus described in Section 1.2.3. It
is thought that radiation from the central accretion flow heats the infalling dust to tem-
peratures of up to ∼ 2000 K. This hot dust emits blackbody radiation in much the same
way as the AD (e.g. Barvainis 1987, Pier & Krolik 1993). It fits into the unified picture
of AGN, as the torus is both geometrically and optically thick, and so is able to obscure
lines of sight to the central engine in Type 2 AGN.
It is important to note that the torus emits reprocessed AGN emission. The dust ef-
fectively absorbs and re-radiates emission that is directed along different lines-of-sight to
those directly from the central engine. Therefore the total intrinsic AGN energy output
excludes the contribution of the torus, with the energy difference partly accounting for the
observed luminosity difference between Type 1 and Type 2 orientations (Marconi et al.
2004).
Our understanding of the nature of the torus is incomplete, however. Studies of the
extent, composition and dynamics of this structure make use of spectrophotometric obser-
vations, and time dependent variability. Previous work has found evidence that the torus
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could be ‘clumpy’ in nature (e.g. Nenkova et al. 2002, Dullemond & van Bemmel 2005,
Nenkova et al. 2008), but this is as yet uncertain (e.g. Lawrence & Elvis 2010).
The host galaxy also contributes to the observed IR emission in AGN (see Fig. 1.3). In
galaxies with active star formation particularly, cooler gas strongly emits MIR to far-IR
(FIR) radiation (Kirkpatrick et al. 2015). IR spectra of AGN also contain a number of
smaller atomic/molecular absorption/emission features. Some of these are due to tran-
sitions in the BLR and NLR, while others are attributable to the host galaxy, such as
polyaromatic hydrocarbons related to star formation (Schweitzer et al. 2006).
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Figure 1.5: A diagram showing the broad-band SED of a typical AGN, including contributions
from dusty torus and host galaxy. The ‘intrinsic’ AGN is defined to comprise three components:
accretion disc (AD), soft X-ray excess (SX) and coronal power-law tail (PLT). These are all di-
rectly powered by accretion of gas on to the BH. The reflection and dusty torus components are
reprocessed AGN emission, and the host galaxy (in this case an elliptical) is starlight dominated.
The cross-hatched region highlights the frequency range that is heavily absorbed by neutral hy-
drogen and other elements in the ISM and IGM. For comparison, an SED of a starburst galaxy is
shown, with contributions in the UV from young stars and the FIR from cold interstellar dust.
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1.3.4 Spectral Energy Distributions
This completes the picture of the AGN IR–X-ray SED. Many of the components I have
discussed so far are intrinsically linked, as they are derived from reprocessed emission.
Thus all of the energy output comes from the conversion of gravitational potential energy,
to kinetic energy, to thermal energy.
By studying the broad-band SED, we can build a picture of the interplay between
these components, and derive the properties of the BH and its environment. A summary
of the key SED components considered in this thesis is shown in Fig. 1.5. A more com-
prehensive discussion of the theoretical models used is given in Section 2.
The cross-hatched region in Fig. 1.5 shows the approximate range of frequencies at
which emission is heavily absorbed by neutral hydrogen and other elements in the ISM
and IGM. This means that for the majority of AGN, the peak of the SED, at which the
most energy is radiated, is unobservable. In Chapters 3 and 4, I explore a sample of AGN
in which the peak of the SED emerges at observable frequencies.
1.3.5 Variability
Since the energy-emitting regions in AGN are, in galactic terms, very small (comparable
in size to the Solar System), changes in the local environment allows them to vary in
brightness on measurable timescales. Interpreting the light curves as arising from specific
physical mechanisms, however, is often difficult. The timescale of variability is an impor-
tant diagnostic of the size of the emitting region, as extended structures cannot coherently
vary faster than the time it takes light to cross them. Therefore, as the different wave-
length ranges I discuss above all originate from regions at different radii from the BH, so
the timescale of flux variation changes with wavelength.
Optical variability in AGN typically occurs over time periods of order weeks–months
(e.g. McHardy et al. 2016), but is not always necessarily driven by intrinsic changes in
the AD. Extrinsic effects, such as changing properties of an obscuring structure (e.g.
a dust cloud, LaMassa et al. 2015) could also modify the observed optical flux, even
if intrinsically the accretion flow is in a steady state. Several possible origins driving
changes in the optical brightness of AGN are discussed in Chapter 6.
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The X-ray emitting region is thought to be smaller than the AD, and concordantly, X-
ray variability occurs on much shorter timescales than optical (of order minutes to days,
depending on the mass of the BH). Thus, during the course of a single X-ray observation,
X-ray light curves can be produced (e.g. Lawrence et al. 1985, Gierlin´ski et al. 2008,
Alston et al. 2016). As is the case with the optical, the variable flux can be due to changing
properties intrinsic to the emission region, or absorption by intervening material (Turner
& Miller 2009).
With an ever-expanding archive of data available for larger and larger variability stud-
ies, it is becoming increasingly feasible to study and test a range of processes that could
give rise to changes in AGN.
1.4 Measuring the Black Hole Mass in AGN
Determining MBH of the SMBHs in AGN is of great importance as, together with spin, it
is one of only two properties intrinsic to astrophysical BHs. Consequently, much research
has been devoted to refining methods of estimating MBH, several of which are discussed
in this section.
1.4.1 Dynamics in the Sphere of Influence
In the MW, the resolved motions of individual stars in the sphere of influence of the central
BH allows for very precise measurements of MBH, as the gravitational force experienced
by each star can be directly calculated based on its orbit. This method provides the most
accurately determined measurement of a SMBH mass (Gillessen et al. 2009).
In nearby galaxies, the BH’s sphere of influence (typically of radius 1−100 pc, de-
pending on MBH and stellar velocity dispersion, Peebles 1972) can be resolved with tele-
scopes, although individual stars cannot. Nonetheless, if the velocity dispersion and or-
bital radii of stars/gas can be measured using spectroscopy, the BH mass can be estimated
(e.g. Harms et al. 1994).
In more distant AGN, the sphere of influence cannot be resolved, and hence it is
impossible to spatially resolve the kinematics of the orbiting matter. Other methods of
inferring MBH, based on timing, have therefore necessarily been developed.
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1.4.2 Reverberation Mapping
The AD-dominated optical continuum of AGN is noted to vary on short timescales. As
it is believed that the BLR emission line transitions are excited by the central source, the
line strengths are expected to correlate with continuum strength, with a characteristic time
delay, corresponding to the light travel time from the AD to the BLR. This directly relates
to the radius of the BLR (RBLR), and the velocity dispersion (v) can be estimated from the
width of the broad lines. MBH is then given by:
MBH =
v2 RBLR
G
. (1.4.8)
This technique is called reverberation mapping (RM) and was originally proposed by
Blandford & McKee (1982). Since then, RM has proved remarkably effective at providing
a sizeable sample of AGN, some of which are very distant, with MBH estimates (e.g. Pe-
terson 1993, Kaspi et al. 2000, Peterson et al. 2004, Bentz et al. 2009, Denney et al. 2010
and Bentz et al. 2013). The disadvantage of RM is that it requires long, spectroscopic
monitoring campaigns, which are observationally expensive. Nonetheless, this technique
has enabled the calibration of single epoch virial mass estimates.
1.4.3 Single Epoch Virial Mass Estimates
RM has allowed the characterisation of a radius–luminosity relationship in the BLR. In
simple terms, the BLR size is well-correlated with the continuum or line luminosity,
RBLR ∝ Lα , where α is a constant. The line width, usually parameterised by the full
width at half maximum (FWHM), or sometimes the line dispersion (Peterson et al. 2004),
offers a proxy for the velocity dispersion, and so, using a sample of AGN with RM MBH
estimates, it is possible to derive the relationship between MBH, linewidth, and luminosity
(e.g. Wandel et al. 1999, Woo & Urry 2002, Greene & Ho 2005 and Kaspi et al. 2005).
As this method only requires a single spectroscopic observation of an AGN, it is pos-
sible to apply it to large samples. However, it is also less precise than RM, with errors
arising from the uncertainties on the virial coefficient and BLR size–luminosity relation-
ship. For instance, Park et al. (2012) estimated that single epoch virial masses are accurate
to within a factor of ∼ 3.
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I use three relations for estimating MBH in this work, each based on a different emis-
sion line and luminosity. Greene & Ho (2005) derived the following relation for Hα:
MBH = (2.0+0.4−0.3)×106
×
(
LHα
1042 erg s−1
)0.55±0.02( FWHMHα
103 km s−1
)2.06±0.06
M
(1.4.9)
where LHα and FWHMHα are the luminosity and FWHM of the broad component of the
Hα emission line.
Woo & Urry (2002) presented the following relation using Hβ :
MBH = 4.817×
(
λLλ
1044 erg s−1
)0.7(FWHMHβ
km s−1
)2
M (1.4.10)
where λLλ is the monochromatic continuum luminosity at 5100 A˚.
Finally, McLure & Dunlop (2004) calculated a means of estimating MBH from Mg II:
MBH = 3.2×
(
λLλ
1044 erg s−1
)0.62(FWHMMgII
km s−1
)2
M (1.4.11)
with λLλ this time being the monochromatic continuum luminosity at 3000 A˚.
More recent work has extensively tested these relations, finding general consistency
at a range of redshifts and luminosities, see Shen & Liu (2012), Matsuoka et al. (2013),
Ho & Kim (2015), Mejia-Restrepo et al. (2016), but also Wang et al. (2009), who note a
systematic offset from the McLure & Dunlop (2004) Mg II relation of ∼ 0.2 dex.
Single epoch virial mass relations are empirically defined, and as such the indices on
the luminosity and velocity terms can vary from those expected from purely theoretical
considerations. Specifically, if one assumes the broad emission lines originate in ‘locally
optimally emitting clouds,’ the relation expected would be MBH ∝ L0.5 v2 (Baldwin et al.
1995, Korista & Goad 2000, Peterson 2006), which deviates slightly from the relations
given above.
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1.4.4 Alternative Methods of Estimating BH Mass
A brief summary of other means of estimating MBH in AGN is as follows:
i. Host galaxy relationship: Magorrian et al. (1998) first found a strong correlation
between MBH and the bulge mass of the host galaxy. A stronger correlation was
subsequently noted between MBH and the stellar velocity dispersion by Ferrarese
& Merritt (2000) and Gebhardt et al. (2000) – the MBH–σ relation. The origin of
this relation is subject to ongoing research, as it is not immediately apparent how
the two properties can be so closely related; the BH only constitutes 0.1 per cent of
the mass of the galaxy. More recently, it has emerged that the MBH–σ relation does
not hold well for galaxies with low MBH (Greene et al. 2010). The difference is
thought to be due to the nature of the stellar bulge (Ho & Kim 2014) and therefore
contributes towards uncertainty in the virial relationship discussed in Section 1.4.3.
Nonetheless, even in non-active galaxies, these relations make it possible to make
a prediction as to MBH, from the host galaxy properties alone.
ii. SED fitting: MBH affects the AD peak temperature (equation 1.3.7), as does the
spin and accretion rate. Therefore, if sufficient quality data are available near to the
SED peak, applying an SED model to the data can allow recovery of these proper-
ties. Unfortunately, there is degeneracy between the three properties, and solutions
are often not unique. Accordingly, prior estimates of MBH and the accretion rate
are usually made first, and refined based on the model fit (Capellupo et al. 2015,
Castello´-Mor et al. 2016).
iii. Megamasers: A maser is the microwave analogue of a laser, where a system in
a state of population inversion allows for the amplification of incident radiation.
Maser emission has been observed in AGN, arising from an amplified H2O molec-
ular transition. The source of these extragalactic ‘megamasers’ must be an (almost)
edge on ‘maser disc,’ as the emission requires long path lengths to be sufficiently
amplified. The redshift/blueshift of the observed maser radiation then allows the
gravitational potential to be characterised, and an estimate of MBH to be drawn
(Kuo et al. 2011, Tarchi 2012, Castangia et al. 2016, Greene et al. 2016).
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1.5 The Role of AGN and their Physics
I have so far discussed some of the known features of AGN, but there are many questions
as yet unanswered. For instance, it is not currently known how the SMBHs grew to the
masses we observe them at through cosmic history. At moderate redshifts of z∼ 2, there
are many AGN of MBH & 109 M, in spite of the Universe being just ∼ 5 Gyr old at this
epoch. Clearly, over cosmic time, the SMBHs go through active and quiescent phases,
depending on the availability of matter for accretion.
The properties of the BH itself hold information about its accretion history over the
age of the Universe. MBH is a record of the amount of matter that crosses the event
horizon, and the spin ought to provide evidence of the manner in which the matter was
accreted. For instance, random, omnidirectional accretion episodes will serve to impart
no resultant angular momentum to the BH, whilst prolonged, unidirectional accretion, or
BH mergers, may ‘spin up’ the BH (e.g. King et al. 2008, Fanidakis et al. 2011, Dotti
et al. 2013, Volonteri et al. 2013).
The consequences of high accretion episodes on the host galaxy are not well under-
stood, but the low apparent AGN duty cycle, combined with the strength of the MBH–σ
relation, suggests strongly related evolution. High BH accretion episodes are believed to
drive strong winds via radiation pressure, which feed energy back into the galaxy. Ex-
ploring these winds through observations of absorption features in the optical–X-rays can
characterise their velocity, origin and energy (King 2010), and recent studies of the AGN
PDS 456 have predicted winds energetic enough to explain AGN/host galaxy coevolution
(Nardini et al. 2015). Moreover, McCarthy et al. (2010) compared two hydrodynamical
galaxy simulations, one which included the effects of AGN feedback, and one which did
not. Both simulations included the effect of supernova-driven galactic winds. They found
that the simulation without AGN feedback could not reproduce the temperature profiles
observed in galaxies, providing further evidence that AGN feedback has strong implica-
tions for the host galaxy.
Such large scale simulations can aid in our understanding of the way an AGN in-
fluences its host, but since those of e.g. the EAGLE and Illustris projects (Schaye et al.
2015, Vogelsberger et al. 2014) do not yet have the resolution required to model the gas
and dust kinematics near the SMBH, effects such as AGN feedback must be approxi-
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mated on a sub-grid level. The simulation is then dependent on these approximations,
which may be based on physics that is partially understood.
There is thus a great need to better understand the BH and accretion flow properties,
based on multiwavelength observations. These aid in the determination of how the gas
accretes on to the BH, how winds and jets are driven, and how the BH grows. This is the
motivation behind this thesis.
1.6 This Thesis
As previously discussed, the current understanding of AGN suggests that there are only a
handful of properties influencing their observed SEDs. These include the mass and spin of
the BH, the mass accretion rate, the structure and orientation of both infalling matter and
outflowing jets/winds, and line-of-sight reprocessing by intervening systems (Ward et al.
1987, Richards et al. 2006, Done et al. 2012). Characterising observations as resulting
from known phenomena has been the focus of a number of research groups in recent
decades (e.g. Elvis et al. 1994, Vasudevan & Fabian 2007, Jin et al. 2012a, Capellupo
et al. 2015) but many facets of the models remain poorly understood.
This task is made more complex by the great range of energies at which AGN radiate,
and the various processes attenuating their emission. Taking multi-frequency flux mea-
surements and numerically extrapolating across unobservable regions (e.g. Lusso et al.
2010) is a straightforward approach, but the results are uncertain. Jin et al. (2012a) used
a physical AGN SED model to study 51 low redshift AGN, and were able to subdivide
the sample into three main groups, with distinct optical and SED characteristics. A dis-
advantage of their study was that the majority of the sample had SEDs that peaked in the
unobservable EUV range, and the results were therefore highly model-dependent. Ad-
ditionally, they found it challenging to disentangle spectral contributions from the AGN
and host galaxy. More recently, Capellupo et al. (2015, 2016) carried out a modelling
campaign on 39 AGN at moderate redshifts, in which the AGN dominated the optical
spectrum, and the SED peak was shifted closer to the observed range. However, their
sample lacked high energy X-ray data, meaning the results were dependent only on a
small part of the SED, increasing the potential model degeneracies.
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My initial goal in this thesis is to reduce these model uncertainties and degeneracies by
exploring a new AGN sample at a similar redshift range to that of Capellupo et al. (2015).
I use an updated form of the numerical SED code used by Jin et al. (2012a), and data from
IR–X-ray energies to more robustly constrain the model fits. The first study assesses the
suitability of both model and data, and the extent to which the SED component can be
reliably combined with representations of extinction/absorption.
I then characterise and quantify the main sources of uncertainty, and refine the models
by including additional components attributable to the dusty torus and host galaxy. I
test whether previously observed local relationships hold in this redshift range, and use
the available information to search for new trends between various emissive components,
interpreting these in the wider context of AGN physics when possible. Finally, based on
the results of these studies, I offer some suggestions for future avenues to pursue in this
field of research.
Following this, I carry out an investigation of four ‘hypervariable’ AGN. Whilst a
number of these extreme transients have now been found (Lawrence et al. 2016), they are
undoubtedly unusual. The mechanism driving their change in brightness is not yet known,
but poses an intriguing avenue by which we may research AGN structure. An intrinsic
origin for the variability would challenge the current understanding of accretion physics,
whilst an external origin, such as foreground microlensing, may allow us to spatially
resolve the structure of AGN by monitoring such events in the future. Once again, I use
multiwavelength data and the SED accretion model to test these two hypotheses.
The structure of the thesis is therefore as follows:
• Chapter 2: In this chapter, I describe the data sources and theoretical models used
throughout.
• Chapter 3: I present an NIR–X-ray SED study of 11 AGN at moderate redshifts
(1.5 < z < 2.2), in which the peak of the AGN SED is shifted towards observable
energies. Broad-band data are systematically modelled with a physical SED code
which includes Galactic and extragalactic extinction/absorption. This allows for
robust determination of the bolometric luminosities.
• Chapter 4: The study of Chapter 3 is extended. Several sources of uncertainty
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are tested and quantified, and the SED parameter space is explored further. I refine
the SED model to include contributions from the torus and host galaxy, and the
properties of these components are compared to earlier work.
• Chapter 5: I discuss two future extensions to Chapters 3 and 4. First I describe the
selection of a new, larger sample of AGN, which forms the basis of the next step
in the SED modelling study. I then present pilot results from an SED study of two
AGN with high-resolution UV spectra, allowing for unprecedented SED sampling.
Finally I model the SED of Mrk 590, an AGN that has appeared to change from
Type 1 to Type 2 in recent years.
• Chapter 6: The SEDs of four ‘hypervariable’ AGN are studied. I consider two
mechanisms that may give rise to the variability, and test both for consistency with
known physics.
Throughout this thesis I assume a flat cosmology, with H0 = 70 km s−1 Mpc−1,
ΩM = 0.27 and ΩΛ = 0.73.
CHAPTER 2
Facilities, Instruments, Observations and
Models
2.1 Overview
This thesis is concerned with the application of theoretical spectral models to data from
a number of observatories around the world, and beyond. In this chapter I summarise the
technical aspects of the instruments and theoretical models used throughout.
Our multiwavelength observations include both photometric (imaging) and spectro-
scopic data from IR–X-ray wavelengths in Chapters 3 – 6. I introduce the telescopes that
have contributed to this work, giving an overview of their capabilities, implementation
and the relevant data reduction processes.
Next I describe the means by which the night sky is monitored, which allows the
selection of the sample studied in Chapter 6. I outline two wide field optical surveys
which are well-suited to the task of detecting and classifying transient AGN, and briefly
discuss X-ray timing.
Finally, I encapsulate the theoretical models applied to data. I summarise the XSPEC
software package and Levenberg-Marquardt χ2 minimisation routines, before presenting
the SED and spectral models used in Chapters 3 – 6.
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2.2 Multiwavelength Data
2.2.1 Infrared
In this thesis, I use data in the NIR to MIR region. I classify the NIR range as being of
wavelength 7500− 25000 A˚ (0.75− 2.5 µm) and MIR as 2.5− 25 µm, although defini-
tions can vary. Historically, these are separated into various different wavebands, corre-
sponding to the filters that were used to observe each spectral region. As molecules of
e.g. H2O, CO2 and O3 in Earth’s atmosphere absorb certain wavelengths of IR radiation
strongly, these wavebands are generally calibrated to atmospheric transmission windows.
Another difficulty of IR astronomy is mitigating against contaminating sources of IR ra-
diation from the instrument/atmosphere, and detectors must be cooled down to minimise
self-noise.
I use NIR spectra from two sources: TripleSpec (TSpec) on the Astrophysical Re-
search Consortium (ARC) 3.5 m Telescope at Apache Point Observatory, New Mexico,
USA (Wilson et al. 2004), and the Gemini Near-Infrared Spectrograph (GNIRS) on the
8 m Gemini North Telescope, situated at Mauna Kea Observatory, Hawaii, USA (Elias
et al. 2006). A photograph of Gemini is shown in Fig. 2.1.
TSpec is primarily a cross-dispersed spectrograph, and GNIRS has a range of capa-
Figure 2.1: Photograph of the Gemini North telescope (foreground) at Mauna Kea Observatory,
with the University of Hawaii 2.2 m (middle) and UKIRT (back right). Gemini hosts the GNIRS
instrument, and UKIRT undertook the UKIDSS survey.
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bilities, including imaging, but is chiefly used for spectroscopy. However, in this thesis I
only use data from each instrument operating in cross-dispersed mode, and so this is what
I focus on hereafter.
A cross-disperser is an optical diffraction system that maximises the wavelength cov-
erage of a spectrograph by focussing higher order diffracted light on to a detector. It
differs from long-slit spectroscopy (discussed in Section 2.2.2) in that the slit must be
shorter, corresponding to a smaller spatial region of the sky. It is therefore better suited to
small or point-like sources.
The disperser in TSpec separates the NIR light into a frequency spectrum using a
combination of three prisms. This is passed to an order-sorting diffraction grating, which
focusses the light on to the CCD. Diffraction orders 3 to 8 cover the wavelength range
2.46 µm to 0.77 µm with a resolving power of R∼ 3500 (Wilson et al. 2004).
In cross-dispersed mode alone, GNIRS has a range of setups available to observers.
Our observations (PI: M. Elvis) used the SF57 glass SXD prism and 32 l/mm grating,
which diffract, sort and focus the light on to the detector. Diffraction orders 3 to 8 in
GNIRS cover the wavelength range 2.53 µm to 0.87 µm, and deliver a resolving power
of R∼ 1800 (Elias et al. 2006).
The data reduction processes for both of these instruments are similar, and broadly
involve the following steps. In addition to the science observation, several calibration ob-
servations are made on the same night. These include flat-fields, bias frames, an arc lamp
spectrum, and a telluric standard star at a similar airmass to the science target. Detector
bias is first subtracted from all science and calibration frames. The telluric and science
frames are then divided by the flat-fields, to correct for variations in the detector response.
Science and telluric observations are collected in sets of four observations, during which
the target position in the slit is ‘nodded’ between two positions, called an ‘ABBA’ pattern.
This allows the images to be combined in-place, simultaneously summing the target flux
and subtracting the sky background from the spectrum.
Emission lines in the arc lamp spectrum are identified to provide a pixel-to-wavelength
conversion matrix, and this wavelength solution is applied to the science and telluric
frames. Finally the targets are traced along the wavelength axis and collapsed in the
spatial direction over the extent of the (seeing-limited) point spread function to maximise
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the signal-to-noise ratio (S/N).
The final step is to characterise the true, flux calibrated telluric stellar spectrum, either
by using a high-resolution published spectrum of the same star, or simulating the spectrum
with a blackbody, normalised to the same flux as the star. The ratio of the actual spectrum
or blackbody to the observed telluric spectrum is the sensitivity function of the instrument
at that airmass, and this can then be multiplied by the stacked science frame to obtain the
flux calibrated science spectrum (e.g. Vacca et al. 2003, Farihi et al. 2008).
In addition to NIR spectroscopic data from GNIRS and TSpec, I use photometric data
from three wide area NIR and MIR surveys: 2MASS, UKIDSS and WISE. Data from all
three surveys is available in a reduced format.
The Two-micron All Sky Survey1 (2MASS, Skrutskie et al. 2006) imaged the sky
in three NIR bands, J, H and KS, which have effective wavelengths of 1.24, 1.66 and
2.16 µm respectively. This was undertaken by two automated 1.3 m telescopes, at Mt.
Hopkins, Arizona, USA and Cerro Tololo Inter-American Observatory, Chile. The survey
commenced in 1997 and was completed in 2001. The final 2MASS all-sky data release
took place in 2003 (Cutri et al. 2003).
The United Kingdom Infrared Telescope (UKIRT) at Mauna Kea Observatory carried
out the UKIRT Infrared Deep Sky Survey2 (UKIDSS, Lawrence et al. 2007), starting in
May 2005. The survey was conducted using the UKIRT Wide Field Camera (Casali et al.
2007), and the Large Area Survey (LAS, Lawrence et al. 2012b) considered in this thesis
covers a total sky area of 4000 sq. deg (∼ 10 per cent sky coverage). UKIDSS covers
similar bands to 2MASS – Y , J, H and K, at effective wavelengths 1.03, 1.24, 1.62 and
2.19 µm.
The final IR instrument I utilise is the National Aeronautics and Space Administration
(NASA) Wide-field Infrared Survey Explorer3 (WISE, Wright et al. 2010). This is a 0.4 m
space telescope in low Earth orbit, that surveyed the sky in four photometric bands (W1,
W2, W3 and W4 – respective effective wavelengths 3.4, 4.6, 12, and 22 µm) over the
course of 10 months in 2010. Photometry data was released publicly in 2012 as the WISE
All-sky Data Release (Cutri et al. 2012).
1http://www.ipac.caltech.edu/2mass/
2http://www.ukidss.org/
3http://www.jpl.nasa.gov/wise/
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2.2.2 Optical
Compared to IR astronomy, observing the Universe at optical wavelengths is more straight-
forward, as the atmosphere is transmissive and there are fewer sources of noise. In this
work, I consider wavelengths falling between 3800 and 7500 A˚ as being in the optical
range. I predominantly use optical spectroscopy, with some photometry relevant to the
variability studies of AGN (see Section 2.3).
The Sloan Digital Sky Survey4 (SDSS, York et al. 2000) is a wide-field optical photo-
metric and spectroscopic survey. At the time of writing, it is an ongoing survey entering
the forth stage (SDSS-IV) of its science mission. The first stage, SDSS-I, was undertaken
from 2000−2005, using a dedicated 2.5 m telescope at the Apache Point Observatory,
New Mexico, USA. This imaged 8000 sq. deg of the sky in five photometric bands, u,
g, r, i and z (with effective wavelengths 3595, 4640, 6122, 7440, 8897 A˚) and took op-
tical spectra of ∼ 700,000 objects. SDSS-II further developed these goals between 2005
and 2008, adding surveys of both supernovae and stars in the MW to the expanding data
archive. Following SDSS-II, the seventh data release (DR7) had categorised 105,783
AGN with optical spectra.
The SDSS spectrographs were overhauled for SDSS-III, and between 2008 and 2014,
four more surveys were taken, three of which were focussed on the MW and extrasolar
planets, and one which extended and improved the spectroscopic catalogue of distant
objects – the Baryon Oscillation Spectroscopic Survey (BOSS). In DR12, the final data
release of SDSS-III, 297,301 AGN had been spectroscopically classified.
SDSS-IV, running from 2014 to 2020, is adding southern sky observations from the
Ire´ne´e du Pont Telescope at Las Campanas Observatory, Chile to the SDSS data archive.
The SDSS-I/II spectrographs covered the wavelength range 3800− 9200 A˚ with a
spectral resolution of R ∼ 2000. They used 640 optical fibres, each of diameter 3 arc-
sec (3′′). SDSS-III/IV used the improved BOSS spectrographs, which delivered greater
wavelength coverage (3600−10400 A˚) from 1000 2′′ fibres at higher S/N than SDSS-I/II.
All SDSS missions use a highly automated data reduction pipeline to present the data
to the astronomy community in a ready-to-use format. The spectroscopic pipeline is
described in detail in Stoughton et al. (2002), but a brief summary follows.
Science observations with the spectrograph are broken up into 15 minute exposures,
4http://www.sdss.org/
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with a dichroic at ∼ 6000 A˚ splitting red and blue light on to separate arms. As is the
case for the NIR spectrographs discussed in Section 2.2.1, additional calibration frames,
including flat-fields, arcs, biases, sky backgrounds and standard stars are collected quasi-
simultaneously. Each science and standard star frame is first bias subtracted and flat-field
corrected. The flat-field frames are also used to characterise the position of each target
on the detector, for source extraction. A wavelength solution is generated from the arc
lamp spectra, and applied to the science and standard star frames. The sky background
is subtracted, and the standard star spectra are used to characterise and correct telluric
absorption features. The spectra are flux calibrated using the standard star observation
and a composite stellar template, before the individual science frames are stacked, and
red and blue arms combined.
In Chapter 6, I use data from the William Herschel Telescope Intermediate dispersion
Spectrograph and Imaging System (WHT/ISIS). The WHT is a 4.2 m telescope situated at
the Roque de los Muchachos Observatory on the Spanish island of La Palma, and operated
by the Isaac Newton Group of telescopes (see Fig. 2.2). ISIS is a medium-resolution spec-
trograph which is used here for long-slit spectroscopy. Data must be reduced manually, or
using custom-made reduction pipelines. The basic steps involved in reduction are similar
to those described above for SDSS, and were performed using the Image Reduction and
Analysis Facility (IRAF) V2.16. An advantage of long slit spectroscopy over the fibres
of SDSS is the ability to set custom apertures, however, as my targets are point sources,
Figure 2.2: Photograph from within the William Herschel Telescope dome, showing the secondary
mirror support structure.
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the practical differences between the two approaches are small. Standard stars were ob-
served throughout each night of observing, and science targets were flux calibrated to the
standard star observed closest in time.
Lastly, some additional optical data comes from the Liverpool Telescope (LT, Steele
et al. 2004) at the Roque de los Muchachos Observatory, and the Large Binocular Tele-
scope (LBT, Hill & Salinari 2000) at Mount Graham International Observatory, Arizona,
USA. The LT is a 2 m robotic telescope that was used for follow-up photometry of some
of the transients in Chapter 6. In this imaging mode, the LT uses the same filters as SDSS,
and offers comparable capabilities to the SDSS photometric surveys. The LBT is a con-
siderably more complex instrument than most I have discussed so far, comprising two
8.4 m mirrors that share a common mount and therefore observe the same part of the sky
simultaneously. In addition to the added light gathering, the binocular setup allows for
interferometric observations, with a greater resolving power in the horizontal plane. The
Multi-object Double Spectrographs (MODS, Pogge et al. 2010) on LBT offer wavelength
coverage from 3200 – 11000 A˚ at medium resolutions. Like GNIRS and TSpec, they
offer a range of observing modes, but our observations (PI: K. Denney) used long slit
spectroscopy, and a procedure similar to that described above for WHT/ISIS.
2.2.3 Ultraviolet
The UV wavelength range is particularly challenging to observe, as the Earth’s atmo-
sphere absorbs radiation at these wavelengths, necessitating the use of space telescopes
to collect data. As with the IR and optical ranges, I utilise both photometric and spectro-
scopic UV data at various points throughout this work.
The Galaxy Evolution Explorer5 (GALEX, Martin et al. 2005, Morrissey et al. 2007)
is a 0.5 m telescope in low Earth orbit that was launched in 2003. It has produced several
imaging and spectroscopic surveys of the UV sky in two bands – NUV and FUV, at
effective wavelengths 2274 and 1542 A˚. The largest of these surveys, the All-sky Imaging
Survey (AIS, Martin et al. 2005), took photometric observations covering 26,000 sq. deg
(65 per cent of the sky), but limits on the safe detector flux exposure meant that bright
sources (e.g. near to the Galactic plane) could not be observed.
5http://www.galex.caltech.edu/
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The Optical Monitor (OM) aboard the XMM-Newton observatory (Mason et al. 2001)
takes UV/optical observations contemporaneously with the primary X-ray instrument (de-
scribed in Section 2.2.4). The telescope is 0.3 m in diameter, and has seven lenticular
filters for photometry in different bands, and two grisms for taking low-resolution spectra
in the UV and optical. The OM filters are: V , B, U , UVW1, UVM2, UVW2 and white,
with effective wavelengths 5430, 4500, 3440, 2910, 2310, 2120 and 4060 A˚ respectively.
Data from OM was processed by a pipeline using tools from the XMM Science Analy-
sis System (SAS), and released as the XMM-Newton Serendipitous UV Source Survey
catalogue, described in detail in Page et al. (2012).
The AGN considered throughout this thesis are generally too faint to use the spectro-
scopic capabilities of these instruments. Although they can still add useful data coverage
in the UV, emission and absorption features within the filter bandpass bias the photomet-
ric measurements, which can be problematic for SED modelling. As such, in Chapter 5, I
present a pilot study employing the medium resolution UV Cosmic Origins Spectrograph
on the Hubble Space Telescope6 (HST/COS).
Launched into low Earth orbit in 1990, HST has cemented its place as one of the most
famous astronomical telescopes in operation, thanks to revolutionary observations of the
deep sky. With a suite of multiwavelength spectroscopic and photometric instruments,
HST remains an extremely capable space mission, and still delivers ∼ 1000 publications
per year7.
HST is a 2.4 m telescope, with a range of instruments operating from UV through to
IR wavelengths. COS (Green et al. 2012) was installed as part of HST Servicing Mission
4 in May 2009 and offers a choice of gratings to deliver UV spectroscopy in the range
1150–3200 A˚. Although tools are provided to aid COS data reduction, these are typically
modified according to the needs of the observer. The data used in this thesis was archival,
drawn from the Stevans et al. (2014) sample, and had already been reduced by our collab-
oration (C. Finn, private communication). Stevans et al. (2014) required that targets had
been observed using both the G130M and G160M gratings, delivering both good wave-
length coverage (1135 – 1795 A˚) and excellent resolution (17 km s−1). The reduction
process is described in detail in Danforth et al. (2010) and Shull et al. (2012).
Wavelength coverage of all IR–UV instruments so far discussed is shown in Fig. 2.3.
6http://www.stsci.edu/hst/
7http://archive.stsci.edu/hst/bibliography/pubstat.html
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Figure 2.3: A plot of the wavelength coverages of the key MIR–UV instruments considered in this
thesis. The curves and shaded regions show various photometric instrument responses, arbitrarily
normalised. The bold ranges at the top of each panel show the coverage of the spectrographs used
throughout.
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2.2.4 X-rays
As is the case with UV light, the Earth’s atmosphere is opaque to X-rays, so X-ray tele-
scopes must be placed in space. I predominantly use data from XMM-Newton8 (Jansen
et al. 2001) throughout this work, an X-ray satellite launched by the European Space
Agency (ESA) in 1999. XMM collects X-ray photons in the energy range 0.2–12 keV
using the European Photon Imaging Cameras (EPIC). These three detectors are denoted
MOS1, MOS2 (Turner et al. 2001) and PN (Stru¨der et al. 2001).
Data are collected by the XMM-Newton EPIC in a different manner to other wave-
length ranges so far discussed, mainly due to the scarcity and energy of X-ray photons.
Whilst an optical photon, for instance, can only induce a charge corresponding to a sin-
gle electron’s promotion across the silicon band gap in a CCD, a single X-ray photon is
much more energetic, and can excite many electrons. The detector is read out at regular
intervals during the course of an X-ray observation. Each pixel in each ‘frame’ is then
assumed to have either detected one X-ray photon, or none, with the charge of activated
pixels being used to determine the responsible photon’s energy. If EPIC is recording too
slowly for this assumption to be true, two or more photons may arrive at the same pixel
in a single frame (‘pile-up’). In this case, it is impossible to determine whether the pixel
charge has arisen from one or multiple photons. Therefore, different readout modes are
available for different brightness targets, with faster modes using a smaller detector area
to decrease readout times. For the very brightest sources, EPIC PN has a ‘burst’ mode
available, taking frames of duration 7 µs. However, due to the detector readout times, this
mode has an inefficient duty cycle of 3 per cent. Observations are saved as events files,
with each detected photon’s energy, position and arrival time being recorded. This allows
images, spectroscopy and light curves to be generated from a single observation, making
X-ray observations extremely versatile.
XMM-Newton is not a survey instrument by design, but its ∼ 30 arcmin field-of-view
and 16 year (and ongoing) mission length means it has accrued a fairly significant total sky
8http://sci.esa.int/xmm-newton/
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coverage of ∼ 2 per cent to date. An advantage of this is that during pointed observations
of key science targets, XMM serendipitously observes any targets that happen to be close
to the main objective. As such, a number of iterative serendipitous source catalogues
(Watson et al. 2003, Watson et al. 2009, Rosen et al. 2016) have been assembled, that
include nearly all of the objects observed both directly and indirectly by XMM-Newton.
Observations have been reduced by a pipeline according to the following steps, which
are described in more detail in Watson et al. (2009). The pipeline employs routines in
the XMM SAS. First, the detector events file is generated from the raw science frames.
Only exposures deemed to be useful, requiring an exposure time, Texp > 1000s, a sci-
entific instrument mode and sufficient observation quality, were included, and only pho-
tons detected during ‘good time intervals’ (GTIs), where the background radiation level
(from e.g. the Sun) was low, were counted. X-ray images were generated from the events
files that met these criteria, and sources were selected using a box detection algorithm
and maximum-likelihood fitting routine. These sources were then cross-correlated with
archival resources to reject spurious detections, and binned data products were extracted
using the source list and GTI events file.
In Chapter 5, I include X-ray data from the Chandra Observatory (Weisskopf et al.
2000). Launched by NASA in the same year as XMM-Newton, Chandra is a space tele-
scope that uses its onboard Science Instrument Module to collect X-rays in a similar
manner to EPIC on XMM. Chandra offers higher-resolution X-ray spectroscopic capabil-
ities than XMM, but an inferior effective collecting area. The different capabilities of the
two instruments are complementary, although in this work, both XMM and Chandra are
used for broadly similar purposes – generating low-resolution X-ray spectra of relatively
faint AGN.
X-ray data are highly versatile due to the various spectral/timing analyses that can
be made with a single observation. However, due to the scarcity of counts compared to
other wavelength ranges discussed so far, more efficient flux calibration methods must be
used, which incorporate the energy-dependent instrument response. An overview of this
process is given in Section 2.4.
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2.3 Temporal Data
The night sky is constantly evolving. The bodies of the solar system move with respect
to Earth, and precise astrometry can track the relative motion of nearby stars over several
years. In addition to these changes, a multiplicity of phenomena produce variations in
the observed radiative flux of stars and galaxies; stars are seen to change their brightness
over time, supernovae and gamma ray bursts can briefly outshine entire galaxies upon
initiation, and AGN exhibit variability at a range of different frequencies.
This motivates astronomers to monitor the night sky over time. Initially, this involved
pointed observations of objects of note, with chance playing a significant role in the detec-
tion of unpredictable phenomena, but as instrumentation and computation have become
ever more powerful, this is increasingly undertaken by high-cadence, large area sky sur-
veys.
Many such surveys, including the Catalina Sky Survey9 (CSS, Larson et al. 2003) and
the Panoramic Survey Telescope and Rapid Response System10 (Pan-STARRS, Kaiser
2004, Kaiser et al. 2010) were designed around the goal of detecting and classifying
near-Earth objects that pose a threat of collision. This involves taking photographs of
large areas of the night sky every few days/weeks and using difference imaging to look
for objects that have moved. The resulting data streams can also be used to generate light
curves of any object in the survey area, with implications for monitoring any source bright
enough to be detected.
CSS uses a 0.7 m telescope located near Tucson, Arizona, USA, and has surveyed
26,000 sq. deg (63 per cent) of the sky. For each area of sky under surveillance, obser-
vations are repeated over the course of the night (four observations spaced ∼ 30 minutes
apart), suiting the survey to detecting transients on (non-contiguous) timescales of min-
utes to years. The Catalina Real-time Transient Survey (CRTS, Drake et al. 2009) is a
program that performs this task – using data from CSS and its sister surveys to search
for supernovae, variable AGN, cataclysmic variables, and other highly variable objects.
CRTS observations are in white light, with no colour filters applied. This maximises the
9http://www.lpl.arizona.edu/css/
10http://pan-starrs.ifa.hawaii.edu/
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S/N of detections, but makes photometric classification of transients impossible.
Pan-STARRS 1 (PS1) is a 1.8 m wide-field telescope, situated on Maui, Hawaii, USA.
It saw first light in 2007, and the science mission commenced in 2010. Since March 2010,
it has surveyed the sky in five photometric bands (gP1, rP1, iP1, zP1 and yP1); 56 per cent of
the observing time is devoted to the 3pi survey (75 per cent sky coverage), with additional,
deeper observations of smaller sky regions making up the ‘Medium Deep Survey’ (Kaiser
et al. 2010, Magnier et al. 2013). A program comparing data from the 3pi survey with
earlier SDSS observations, called the ‘Faint Galaxy Supernova Survey’ (FGSS, Inserra
et al. 2013) searched for distant galaxies that showed evidence for supernovae through a
large increase in luminosity.
These surveys are well suited to detecting AGN that are variable at optical wave-
lengths, and were used to select the sample studied in Chapter 6. As discussed in Section
1.3.5, the X-ray emission from AGN originates in the inner parts of the AD, and can vary
over the duration of a single X-ray observation. Such variability is automatically mon-
itored during normal operation of both XMM-Newton and Chandra (see Section 2.2.4),
but longer timescale variability trends require repeated observations.
2.4 Models
2.4.1 Computation
All broad-band SED fitting in this work is performed in the XSPEC11 spectral fitting pro-
gram (Arnaud 1996). XSPEC is a command-line-based software package that is predomi-
nantly written in Fortran, and for 30 years has been widely used by the X-ray astronomy
community. Its success as a tool for astronomers is partly due to the efficient imple-
mentation of X-ray data, in which often the scarcity of photons imposes limitations on the
versatility of observations. The X-ray detector records some fraction of the incident X-ray
photons, depending on both the energy of those photons, and their position on the detec-
tor. Therefore the observation is a convolution of the true distribution of X-ray photons
that arrived at the telescope with the instrument response. XSPEC uses a model of this true
11http://heasarc.gsfc.nasa.gov/xanadu/xspec/
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distribution (which is unknown) and the detector response (which is known) to produce
a ‘simulated’ observation. The properties of the unknown model can then be changed, to
minimise the difference between the observed and simulated counts distributions.
This is done using the Levenberg-Marquardt minimisation algorithm (e.g. Gill & Mur-
ray 1978). In brief, this routine is commonly used to solve non-linear least squares prob-
lems. It does this iteratively, and requires an initial guess of the optimum parameters.
The algorithm uses the parameter gradient vector to refine the parameters, until a gradient
of zero is achieved. As such, the algorithm is susceptible to local minima convergence,
which may not be the global minimum. A greater chance of a successful minimisation
therefore requires initial guesses close to the optimal solution.
All other model fitting, including of light curves and spectra, was performed with
custom scripts written in the PYTHON programming language12. I used the Levenberg-
Marquardt minimisation routine implemented in the LMFIT package13 and also several
useful tasks available in the ASTROPY library14. All original plots in this work were
created in the MATPLOTLIB environment15.
2.4.2 Spectral Energy Distribution
In Section 1.3 I discussed the fundamental principles of the thin AD SED model. This
forms the basis of most disc models applied to AGN, with general relativistic, colour
temperature and radiative transfer corrections applied (Hubeny et al. 2000, Davis et al.
2006). Various further modifications can be added, such as winds and outflows (Slone &
Netzer 2012), and energetically consistent reprocessing to X-rays (Done et al. 2012). It
has been suggested that at higher accretion rates, the thin AD assumption may no longer
hold, and that the disc instead becomes ‘slim,’ due to photon trapping within the disc (e.g.
Abramowicz et al. 1988, Wang et al. 2014), however these models are not well understood
(Castello´-Mor et al. 2016), and are beyond the scope of this thesis.
I use a multi-component model called OPTXAGNF, which is based on studies of BHBs
12http://www.python.org/
13http://www.lmfit.github.io/lmfit-py/
14http://www.astropy.org/
15http://www.matplotlib.org/
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and nearby Narrow-line Seyfert 1s (NLS1s) and described in Done et al. (2012). It is
characterized by three principal components: AD, PLT and SX (see Section 1.3 for more
on the physical origin of these components). A schematic SED diagram of OPTXAGNF
is shown in Fig. 2.4. The AD is modelled as a relativistic, geometrically thin, optically
thick Shakura & Sunyaev (1973) disc from the outer disc radius (rout) to a coronal radius
(rcor), with a colour correction ( fcol) to account for the fact that the disc is not completely
thermalized at all radii. Below rcor, the AD energy is reprocessed by inverse Compton
scattering in the SX (by a thermal component in the disc) and PLT (by the hot corona).
As noted in Section 1.3.2, the origin of the SX component is the subject of open
debate. Whilst OPTXAGNF assumes a warm Compton up-scattering origin, practical limi-
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Figure 2.4: The OPTXAGNF SED model of a typical disc-dominated AGN. Colours correspond to
the regions shown in the AGN schematic (top), with red representing the AD, green the SX and
blue the PLT from the corona. The grey dotted line shows the resultant observed SED when it has
been attenuated by typical Galactic and extragalactic extinction and absorption. The radii labelled
are the outer disc radius (rout), coronal radius (rcor) and the radius of innermost stable circular orbit
(risco). Figure adapted from Done et al. (2012).
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Table 2.1: Model parameters for the SED models OPTXAGNF and OPTXCONV.
Model # Parameter Description Units
O
P
T
X
A
G
N
F
1 MBH BH mass M
2 rc Comoving distance Mpc
3 m˙ Eddington ratio = L/LEdd –
4 a∗ BH spin –
5 rcor Coronal radius Rg
6 log(rout) Logarithm of outer AD radius log(Rg)
7 kTe SX electron temperature keV
8 τ SX optical depth –
9 Γ PLT photon index –
10 fPL Fraction of Comptonised energy in PLT –
11 z Redshift –
12 Norm Arbitrary normalisation = 1 –
O
P
T
X
C
O
N
V 1–10 Same as OPTXAGNF
11 Inc Inclination angle to observer deg.
12 z Redshift –
13 Norm Arbitrary normalisation = 1 –
tations in the quality and energy coverage of the X-ray data mean that uncertainties in the
origin of the SX cannot be unambiguously resolved in this work.
Importantly, this AGN SED model applies the constraint of energy conservation, as
energy output is dependent on the amount of matter accreting on to the BH. So MBH, M˙
and a∗ set the total amount of energy that is in the three components. This model was
designed for implementation into XSPEC, and has previously been tested on a moderate
number of AGN (e.g. Jin et al. 2012a, Done et al. 2013, Matt et al. 2014). The model
parameters in OPTXAGNF are presented in Table 2.1.
In Chapter 4, I compare my results with those from the updated OPTXCONV. De-
scribed in Done et al. (2013), this model refines OPTXAGNF by including relativistic
effects. This is inclination dependent, so this model includes an additional inclination
parameter – see Table 2.1. The dependence on inclination is small for low spin BHs, and
correspondingly, there is little difference between OPTXAGNF and OPTXCONV. How-
ever, for highly spinning BHs, the relativistic effects and inclination angle become highly
significant – see Section 4.6.2.
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2.4.3 Torus and Host Galaxy
In Chapter 4, I model the dusty torus component using photometry from WISE. In prac-
tice, the torus has a complex SED, comprising blackbody emission from the (possibly
clumpy – see Section 1.3.3) hot dust, and emission/absorption features. This means that
accurately modelling the component is difficult, and requires radiative transfer and chem-
ical evolution simulations (e.g. Silva et al. 1998). Alternatively, templates derived from
such simulations or multiwavelength observations can be used. However, due to limited
data coverage, I adopt a simpler approach in Chapter 4, modelling the torus with black-
body components.
To model the stellar contribution in AGN host galaxies, I use the templates of Polletta
et al. (2007). Built from an X-ray selected sample of mainly active galaxies, this library
includes IR-UV templates of Type 2 AGN in which radiation from the central engine is
obscured. These are used to represent the flux from stars in galaxies hosting AGN.
2.4.4 Attenuation
I correct all IR–UV data for MW dust extinction. The extent of this reddening is param-
eterised by the photometric band dependent attenuation in magnitudes, E(B−V ), which
is measured using the dust maps of Schlegel et al. (1998). Extinction correction must be
applied before spectral analysis, to recover the true flux density at each pixel. With regard
to the SED analysis, one has a choice of either fitting dereddened data, or fitting the ob-
served data with a reddening component included. For reasons of convenience, I use both
approaches at various points in the chapters that follow. For the former approach I use
the extinction correction tool provided in the ASTROPYSICS PYTHON module16, and for
the latter, I use the multiplicative XSPEC model REDDEN. Both of these use the empirical
extinction law of Cardelli et al. (1989).
Host galaxy extinction must be modelled as a free parameter in the SED fitting. I
use the ZREDDEN and ZDUST models in XSPEC; ZREDDEN uses a redshifted version of
16http://www.pythonhosted.org/Astropysics/
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the Cardelli et al. (1989) curve, and ZDUST offers a choice of three empirical curves –
MW, Small Magellanic Cloud (SMC) and Large Magellanic Cloud (LMC), as derived by
Pei (1992). The main difference between these models is the 2200 A˚ feature, caused by
graphitic/silicate dust grains. A comparison of the three models is shown in Fig. 2.5.
To model the photoelectric absorption of soft X-rays, I use the WABS absorption model
(Morrison & McCammon 1983) in XSPEC. NH column densities are fixed to values from
the Leiden/Argentine/Bonn survey of Galactic H I (Kalberla et al. 2005). I use the red-
shifted version of this model, ZWABS, for the host galaxy.
The parameters of all of these models are given in Table 2.2.
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Figure 2.5: A comparison of the Pei (1992) extinction curves derived from three different galaxies
– MW, LMC and SMC. Often, one must assume one of these profiles (with normalisation a free
parameter) to model the extinction due to an AGN’s host galaxy, and the variation (particularly in
the 2200 A˚ feature) makes this choice an important one.
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Table 2.2: Attenuation model parameters for the SED modelling.
Model # Parameter Description Units
REDDEN 1 E(B−V ) B−V band extinction mag
ZREDDEN 1 E(B−V ) B−V band extinction mag
2 z Redshift –
ZDUST 1 Method Set reddening curve – MW, SMC or LMC –
2 E(B−V ) B−V band extinction mag
3 R(V ) Ratio of absolute to selective –
extinction, R(V ) = A(V )/E(B−V )
4 z Redshift –
WABS 1 NH H I column density 1022 cm−2
ZWABS 1 NH H I column density 1022 cm−2
2 z Redshift –
2.4.5 Spectral Emission Features
The ubiquitous AGN emission lines are broadened by Doppler motion as the BLR/NLR
clouds orbit the SMBH, and it is common practice to model these features using a com-
bination of Gaussian profiles. The number of components that is statistically justifiable
depends on the quality of the spectra, but for all but the lowest S/N observations at least
two components are used, which are physically attributed to the ‘broad’ (emitted in the
BLR) and ‘narrow’ (emitted in the NLR) components. Whilst the use of Gaussians only
offer an approximation to the true emission line shape, they provide a versatile and widely
adopted means of characterising the emission lines (see e.g. Greene & Ho 2007, Dong
et al. 2008, Wang et al. 2009, Matsuoka et al. 2013). Alternative means include Gauss-
Hermite polynomials (e.g. Assef et al. 2011, Park et al. 2012 and references therein), but
are not considered in this work.
The multiplicity of possible energy transitions in iron, combined with its relative cos-
mic abundance, mean that in many AGN, a great number of blended features, mainly from
the singly ionised species (Fe II) are seen at a range of wavelengths, shown in Fig. 1.4.
This presents a problem for AGN spectral modelling, as these features must be char-
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acterised. One of the simplest, yet most effective means of fitting the Fe II contribution
is to use empirical templates derived from local AGN with relatively narrow Fe II lines.
I Zwicky 1 is an ideal candidate, from which iron emission templates have been con-
structed. I use the templates of Vestergaard & Wilkes (2001) in the UV and Ve´ron-Cetty
et al. (2004) in the optical for this purpose, and use the Verner et al. (2009) theoretical
template for the gap between these two, at rest wavelengths of 3100 – 3500 A˚. The tem-
plates are broadened by convolution with a Gaussian to fit Fe II emission in any AGN
showing broader features than I Zwicky 1.
The continuum of Balmer emission lines below 3646 A˚ approximately takes the form
(Grandi 1982):
Fν ,BC = Fν ,BE e−h(ν−νBE)/(kTe) (ν > νBE) (2.4.1)
where νBE and Fν ,BE are the frequency and flux density at the Balmer edge, respectively.
I adopt this formula throughout.
CHAPTER 3
AGN SEDs Part 1: Reaching the Peak
3.1 Introduction
3.1.1 Motivation
Multiwavelength studies of AGN are an important means to further our understanding of
these objects. Interpreting the AGN SED remains a challenge in astrophysics, although
the last few decades have seen significant advances in the field (e.g. Ward et al. 1987, Elvis
et al. 1994, Vasudevan & Fabian 2007). It is now widely accepted that accretion of gas
on to a central SMBH is the ultimate source powering these extremely luminous objects.
The SED contains clues to the structure and properties of the matter in the regions close
to the BH. Better understanding of the SEDs has consequences for cosmology, as there is
strong evidence that galaxy formation is influenced by the AGN, through the process of
feedback (e.g. McCarthy et al. 2010, see Section 1.5).
The simplest interpretation of the unified model of AGN proposes that most of the
diversity observed in SED properties can be attributed to differences in the orientation of
the accretion flow and line-of-sight absorption (Antonucci 1993). In practice, however,
this simple picture is incomplete, and other physical differences in the BH itself (e.g.
spin) and the properties of the infalling matter also strongly influence the observed SED
(Boroson & Green 1992, Done et al. 2012).
This situation has motivated us to develop new broad-band SED models, based on the-
oretical considerations and empirical studies of accreting stellar-mass BHs found in X-ray
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binaries. Combining AGN SED models with representations of Galactic and extragalactic
extinction, both via dust and photoelectric absorption, enables fitting of the multiwave-
length data from an AGN, and recovery of the intrinsic SED, which relates directly to the
properties of the BH and the material it accretes. Previous studies by Jin et al. (2012a,
b, c) have successfully employed this technique. The peak of the energy output occurs at
FUV/soft X-ray energies in the majority of these low redshift AGN. These energy ranges
are mostly unobservable due to photoelectric absorption by neutral hydrogen in the IGM
along the line-of-sight to the source (Gunn & Peterson 1965, see Section 1.3.4), and that
intrinsic to the MW.
In order to overcome this restriction, I consider a sample of higher redshift AGN in this
chapter, in which it is expected that the peak of the SED is shifted towards the observable
optical/NUV energy range. This occurs for two reasons, the first being simply the redshift
effect, and the second being that these more distant, luminous AGN contain more massive
BHs which have cooler accretion discs peaking at lower energies (equation 1.3.7, McLure
& Dunlop 2004, Done et al. 2012).
In this chapter, I describe the sample and discuss the selection process and the data that
has been assembled. I next present model fits from rest-frame optical to hard X-rays, using
the three component accretion model OPTXAGNF (see Section 2.4). Finally I explore the
modifying effects of extinction and absorption, and the possible influence of a stellar
component in the host galaxy. In Chapter 4, I investigate the parameter space further,
including the toroidal dust component. In Chapter 5, I discuss the future application of
these findings to the analysis of a larger, statistically significant sample.
3.1.2 Previous Work
Initial studies of AGN focused primarily on UV, optical and IR spectra (e.g. Wills et al.
1985, Zheng et al. 1997), but with improvements in ground-based instrumentation and
new satellites, it is now routinely possible to study AGN samples across multiple wave-
length bands.
Puchnarewicz et al. (1992) presented a study of optical and X-ray data of 53 AGN
with ultra-soft X-ray excesses, and found a bias in their emission line profiles towards
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narrow linewidths, which had implications for the position and size of the BLR. Grupe
et al. (1998, 1999) confirmed this result and also reinforced the findings of Walter & Fink
(1993) that there is a ‘big blue bump,’ now thought to be the result of the AD discussed
in Section 1.3.1, from optical to X-ray spectra.
More recently, Jin et al. (2012a, b, c) presented a comprehensive SED modelling study
of 51 AGN. In this study, they assembled optical and X-ray spectra from the SDSS and
XMM-Newton. This was supplemented, when available, by photometric UV data from the
XMM OM. These data ranges are not contiguous and leave the SED peak, unobservable
due to the aforementioned absorption, devoid of data. Whilst SDSS and XMM OM data
constrain only the optical edge of the AD, XMM EPIC data only lie in the energy range of
the SX and PLT. Thus the AD peak (and hence SED peak in the disc-dominated objects)
was unsampled and information as to its position and shape had to be inferred from the
fitted models. Since the AD peak originates from the innermost part of the accretion flow,
it contains key information about the BH spin and mass accretion rate, and hence the total
luminosity of the AGN.
According to the ‘no-hair’ theorem (Section 1.2.1), BHs are characterised by just
three properties – mass, spin and charge. Much study has been devoted to measuring the
mass of a BH (Section 1.4), and charge is negligible in an astrophysical context. There
is currently a great deal of interest in constraining spin, which can be estimated if some
measurement of risco can be made. Attempts to do this have been made from profile-
fitting the broad Fe Kα emission line (e.g. Fabian et al. 2009, Risaliti et al. 2013), whilst
others use SED fitting to achieve this aim (e.g. Done et al. 2013, Capellupo et al. 2015),
a technique highly relevant to this work. A more extensive study of BH spin is presented
in Chapter 4.
Whilst previous works have successfully found evidence for the AD turnover by re-
covering the continuum from high-resolution UV spectra of high-redshift AGN, (e.g.
Zheng et al. 1997, Finn et al. 2014, Lusso et al. 2015) no sizeable sample exists with
X-ray spectra, although a pilot study is presented in Chapter 5. Furthermore, SED mod-
elling studies ideally require reliable prior estimates of the BH mass, to restrict the number
of unknown quantities in the models.
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3.1.3 Estimating Black Hole Mass
RM represents the ‘gold standard’ in MBH estimates (see Section 1.4.2) but requires exten-
sive long-term monitoring programs, and is thus very expensive observationally. For this
work, I therefore instead use the single-epoch virial mass estimation technique described
in Section 1.4.3.
The problem with this technique arises in higher redshift AGN, where the well-studied
Balmer lines are redshifted to IR wavelengths, and rest-frame UV lines are shifted to the
optical regime. Much effort has been devoted to assessing the utility of the rest-UV lines
for BH mass estimation, but the subject remains contentious. Vestergaard & Peterson
(2006) studied the scaling relationships between mass estimates from Hβ , Hα and the
rest-UV lines C IV and Mg II, finding that both offer viable alternatives to the Balmer lines
for this purpose in a sample of low-redshift AGN. However, two studies of higher-redshift
AGN, Netzer et al. (2007) and Shen & Liu (2012), contend instead that the line profile of
C IV is unsuitable for mass estimation, but agree that Mg II shows reasonable correlation.
Possible explanations put forward for this discrepancy in C IV are the presence of outflows
that influence line profiles in high-redshift, high-Eddington-ratio AGN. It has also been
claimed (Denney et al. 2013) that high S/N spectra are required to derive reliable mass
estimates from C IV.
In any case, Hβ remains the mass estimator of choice (Woo & Urry 2002), simply by
its virtue as the line best calibrated by RM. Greene & Ho (2005) proposed an alternative
in Hα which shows excellent correlation with Hβ , but which, due to greater line strength,
generally offers better S/N for the line analysis.
3.2 Sample and Data Assembly
3.2.1 Sample Selection
In order to define an AGN sample in which the SED peak would be observable, objects
with redshifts of z ∼ 2 were required. For SED modelling, data lying on both sides of the
UV/soft X-ray absorption trough is needed, as was the case in the Jin et al. (2012a) sample.
I thus required optical spectra, available from the SDSS (∼ 35 per cent sky coverage) and
X-ray data, available from XMM-Newton’s 3XMM DR4 data catalogue (∼ 2 per cent sky
coverage). In order to constrain physical parameters for the SED model, I also required
3.2. Sample and Data Assembly 51
IR spectral data, so that BH mass estimates from the Balmer lines could be made.
I started by searching the Schneider et al. (2010) SDSS DR7 QSO catalogue for all
AGN meeting the following criteria:
• 1.49 < z < 1.61: This was so that Hα and Hβ would lie in the NIR H and J bands
respectively, and Mg II and C IV lines would be visible in the SDSS spectra, for
comparison purposes.
• K2MASS < 16.5: Since medium resolution IR spectra were required, the objects
needed to be suitably bright in the IR bands. Where K was unavailable in 2MASS,
similar constraints were applied to the J and H bands. There were 1797 matching
AGN after this step.
• XMM-Newton data: X-ray spectra were required from ESA’s XMM-Newton instru-
ment. 63 objects had matching observations with 18 of these being bright enough
to have had a spectrum extracted by the XMM pipeline (typically requiring & 200
counts).
We were awarded observing time in Cycle 2013B (PI: M. Elvis) to use the Gemini
GNIRS instrument to obtain high quality IR spectra in the J, H and K bands. In practice
9 of our objects were visible to GNIRS in 2013B, and we proposed to observe the 6 with
the highest SDSS S/N.
Simultaneously, I identified 4 objects in the Shen & Liu (2012) sample with XMM
X-ray data of varying quality, and IR spectral data from the ARC 3.5 m telescope’s TSpec
instrument. One additional object with an XMM observation was selected from a publicly
available, archival GNIRS 2004B dataset (PI: T. Boroson) that had not previously been
reduced. This resulted in my final sample of 11 objects, listed in Table 3.1.
It is plausible that the selection criteria introduces some bias into the sample, for
instance, by choosing objects with a higher than average IR/optical or X-ray/optical ratio.
However, the mean value of αOX for Model 3 (see Section 3.4.3) is 1.61±0.09, which is
typical of large X-ray selected samples (e.g. Vignali et al. 2003, Lusso et al. 2010). There
may be an inherent bias in the sample owing to the flux threshold of the parent SDSS
spectroscopic database. It is of course true that the sample must have X-ray data, which
will naturally bias against some sub-classes of X-ray weak AGN.
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Table 3.1: The names, positions, SDSS pipeline redshifts and UV/IR data sources for the sample
of 11 objects. The UV photometry is of limited use for my purposes (see Section 3.4.2).
ID Name R.A. (J2000) Decl. (J2000) zSDSS IR Source UV Phota
1 J0041−0947 00 41 49.64 −09 47 05.0 1.629 TSpecb N
2 J0043+0114 00 43 15.08 +01 14 45.6 1.563 GNIRS 13B N
3 J0118−0052 01 18 27.98 −00 52 39.8 2.188 GNIRS 04B −
4 J0157−0048 01 57 33.87 −00 48 24.4 1.551 TSpecb N M2 W1
5 J0839+5754 08 39 06.53 +57 54 17.0 1.534 GNIRS 13B N W1
6 J1021+1315 10 21 17.74 +13 15 45.9 1.565 GNIRS 13B W1 B
7 J1044+2128 10 44 01.13 +21 28 03.9 1.494 GNIRS 13B N
8 J1240+4740 12 40 06.70 +47 40 03.3 1.561 TSpecb N F U
9 J1350+2652 13 50 23.68 +26 52 43.1 1.624 TSpecb N F
10 J2328+1500 23 28 10.56 +15 00 12.8 1.536 GNIRS 13B N
11 J2332+0000 23 32 28.21 +00 00 32.8 1.604 GNIRS 13B N
aN =NUVGALEX , F =FUVGALEX , M2 =UVM2OM, W1 =UVW1OM, B =BOM.
bIR spectral data from TSpec courtesy of Yue Shen (Shen & Liu 2012).
3.2.2 Optical/IR Data Preparation
The IR spectra for the four objects selected from the Shen & Liu (2012) sample were
kindly provided by Yue Shen (private communication).
The data resulting from Gemini cycle 2013B were reduced according to the guidelines
provided on the Gemini website, using IRAF V2.14, and the Gemini IRAF package V1.12.
The archival GNIRS 2004B object (J0118−0052) was reduced before the release of V1.12
and I thus used V1.11.1 of the Gemini IRAF package to reduce this object. A summary of
the reduction procedure is provided in Section 2.2.1.
All Gemini spectra were created by GNIRS in cross-dispersed mode, and I was able
to recover orders 3− 8 for the 2013B objects. I recovered orders 3− 6 in the 2004B
object, due to a more limited range of flat-fields provided. All stages of the reduction
were visually inspected, to ensure no errors had occurred.
Telluric stellar spectra were provided by Gemini. The purpose of these spectra is
to provide a well-defined reference spectrum that may be used to correct object spectra
for non-constant sky transmission across the IR wavelength range. I could not use the
XTELLCOR routine discussed in Vacca et al. (2003) to correct for telluric features, as not
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all of the standard stars observed were of spectral class A0V. Hence I corrected for telluric
features in the following way.
Hydrogen absorption features in the telluric spectrum were first removed in IRAF,
as these features are intrinsic to the star itself. Lorentzian absorption line profiles were
assumed, as these fit the features better than Gaussian or Voigt profiles. The assumed
template for the telluric star was a blackbody of a characteristic temperature dependent
on the telluric stellar class, and flux normalised to the 2MASS J magnitude. The ex-
tracted object spectrum was then multiplied by the ratio of the assumed telluric template
to the extracted telluric spectrum, producing a very satisfactory correction to the variable
atmospheric transmission.
Two factors may affect the relative normalisations of the IR and optical spectra, ob-
served as they were at different epochs. Variability of the AGN is one possible origin for
such a change, and is discussed more in Section 3.5.3. The other factor is the accuracy
of the flux calibration; if the optical or IR spectra were flux calibrated poorly (e.g. due
to seeing problems or aperture effects), the resulting normalisation of the spectra will be
incorrect. For the SDSS/BOSS spectra, I assumed that the flux calibrations were accurate.
The objects I reduced from Gemini were flux calibrated in the telluric correction step
described above, which makes the assumption that the telluric star is not itself variable,
and that weather conditions did not change between the object and telluric observations.
The TSpec objects from Shen & Liu (2012), on the other hand, were all flux-normalised
to the 2MASS H band magnitudes.
All of the objects in my sample have either UKIDSS or 2MASS (or both) photometry
in each of J, H, and K bands. I first compared the flux of each photometry point with
the average flux in the IR spectrum across the effective photometric bandpass, to estimate
the percentage difference in flux density between these two values. As an additional
check, I also compared how well the blue wing of each IR spectrum fitted a power-law
extrapolated redward of the SDSS spectrum, or, if available, the region of spectral overlap
between optical/IR spectra. This highlighted offsets of the IR spectrum relative to the
optical spectrum. In doing this, I found that all but three of the objects showed evidence
for less than 10 per cent difference between the IR spectrum and optical spectrum/IR
photometry.
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The three objects that showed greater than 10 per cent variation between optical and
IR spectra are J0041−0947, J1044+2128 and J2328+1500.
In J1044+2128 and J2328+1500, I normalised to the K-band photometry, as there
was evidence for some cloud cover at the time of observation that could have affected the
flux calibration. In J0041−0947, the IR spectrum was normalised to 2MASS H by Shen &
Liu (2012). However, it lies below the level predicted from the SDSS spectrum, possibly
due to variability. I thus make the mass estimate from the spectrum as flux-normalised
by Shen & Liu (2012), but normalise the spectrum to the optical level for the SED fit, as
whether the difference was due to flux calibration error in either spectrum, or variability,
I required agreement to fit the SED shape.
Finally, in all objects I corrected both the IR and optical spectra for extinction by the
MW, using the dust maps of Schlegel et al. (1998) and the extinction law of Cardelli et al.
(1989).
All of the optical data come from SDSS. Five of the objects had been observed mul-
tiple times in the SDSS-I/II spectroscopic surveys, or reobserved by BOSS as part of
SDSS-III. As the BOSS spectrographs offer greater wavelength coverage and improved
S/N, they are the preferred source of optical data. In the absence of BOSS spectra, I used
the SDSS-I/II spectrum that best aligned with the IR spectrum.
The optical and IR spectral observation dates are tabulated in Table 3.2. I provide
estimates of the spectral S/N by estimating and averaging the S/N per pixel in 10,000
random, 50-pixel subsamples from each spectrum. The optical spectra adopted for the
SED fitting are highlighted in bold. A greater discussion of variability in general is given
in Section 3.5.3.
3.2.3 UV and X-ray Data
I extracted all X-ray data from the XMM-Newton Science Archive, through NASA’s High-
Energy Astrophysics Science Archive Research Center (HEASARC). For each object,
I obtained spectra for all available observations from the EPIC MOS1, MOS2 and PN
cameras, to maximise the number of counts. Each spectrum comes in three parts: a
source spectrum, a background spectrum, and an ancillary response function. These are
supplemented by an instrument-specific canned response matrix, downloaded from the
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XMM-Newton EPIC Response Files Page. These are all provided in a file format readable
by XSPEC.
For two of the objects in my sample for which IR spectra were pre-existing, the X-
ray spectrum had not been extracted from the EPIC source image, due to lack of counts.
However, the 3XMM DR4 catalogue lists, for all detections, the X-ray flux in five bands:
0.2–0.5, 0.5–1.0, 1.0–2.0, 2.0–4.5, 4.5–12.0 keV, and I thus used these values in the SED
fitting.
Where available, I also extracted the XMM OM photometry data. Targets that are too
far off-axis are not covered, so many of the sources that were observed serendipitously by
EPIC do not have OM data.
Finally, I also searched the GALEX database for UV photometry. All sources have
some data in the GALEX AIS.
3.3 Black Hole Mass Estimates
The first step in analysing data was to make BH mass estimates from the IR spectra.
Discussion of a full spectral decomposition is made in Chapter 4, but relies on the results
of my broad-band SED fits, so at this stage I employ a localised decomposition of the
Balmer line region, which is redshifted into the IR spectra.
3.3.1 Optical/IR Spectral Fitting
I first perform a continuum subtraction of the Balmer line region. Whilst the underlying,
featureless continuum is in theory best described by an AD, on localised scales it may
approximate a power-law continuum. As discussed in e.g. Vanden Berk et al. (2001) the
continuum under the Balmer lines is more accurately represented by a broken power law,
and so this is the approximation I use. For the power-law, I use the standard form:
F(λ ) =C1(λ/5100A˚)−C2 (3.3.1)
where C1 is the normalisation and C2 is the power-law slope, and in my case, implement
the change in index at 5500 A˚ rest-frame.
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The objects are all relatively bright, and so contamination from the host galaxy is ex-
pected to be small (see Section 3.5.2), however AGN spectra are also contaminated across
the spectral range by broad, blended Fe II multiplets. Modelling of these features is usu-
ally accomplished by making use of an empirical template derived from spectral analysis
of the Type 1 AGN I Zwicky 1. I use that of Ve´ron-Cetty et al. (2004). There are two free
parameters; the width of the convolving Gaussian, and the normalisation. I fit the bro-
ken power-law and Fe II pseudo-continuum to the spectral regions in between the strong
emission lines, using the bands: 4000−4300, 4400−4750, 5050−5800, 5950−6300 and
6800−7500 A˚. The fitted continuum is subtracted to leave the Balmer emission line spec-
trum.
I then fit the broad permitted emission lines Hα , Hβ and Hγ and the narrow, forbidden
lines [O III]. There are two categories of object in the sample; those showing strong,
narrow [O III] lines, and those that do not. This is discussed more in Chapter 4. Following
common practice, I use multiple Gaussian components to model the emission lines, which
offers a reasonable approximation to the line shape, and given the quality of the data, is
perfectly adequate for this purpose. Lines are modelled as follows:
i. Hα is fitted with two Gaussian components – one broad and one intermediate.
These are free in velocity shift and normalisation. For the objects that show strong
narrow [O III], a third, narrow Gaussian component, of wavelength and velocity
width tied to the strong member of the [O III] doublet is also included.
ii. Hβ is fitted with two Gaussians, with wavelengths and velocity widths tied to the
corresponding components in Hα and with the same amplitude ratio. A narrow
component is included if strong [O III] is observed.
iii. Hγ is fitted for completeness with 2 components, tied in amplitude ratio, velocity
width and wavelength to the corresponding components in Hα .
iv. [O III] is a doublet; each member is fitted with a single Gaussian, tied together in
velocity width, and with an amplitude ratio of 2.98 (Storey & Zeippen 2000).
I obtain the BH mass estimate for the objects from the Hα line, using the method
derived by Greene & Ho (2005). It is common to use Hβ , as much study has been devoted
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to calibrating mass estimates from Hβ with RM samples, due to the greater availability
of Hβ in optical spectra (Hα being redshifted to IR wavelengths in AGN above z∼ 0.3),
and also because Hα profiles may be blended with narrow forbidden lines [S II] and [N II].
However, given the limited S/N of the data, I prefer to use the∼ 3× stronger Hα profile. I
note that the [S II] doublet is not detected in any of the objects (even those showing strong
[O III]), which is supporting evidence that contamination of the Hα profile by [N II] is
likely to be small. Whilst Hβ mass estimates are made using FWHMHβ as a proxy for
the velocity dispersion, and the continuum luminosity at 5100 A˚ (L5100A˚) as a proxy for
the BLR size, Greene & Ho (2005) found strong correlations between FWHMHβ and
FWHMHα and between L5100A˚ and LHα , and used this as the basis for derivation of their
relation between Hα profile and BH mass, given in equation 1.4.9.
Following the method of Greene & Ho (2005) and others, I use the full, broad Hα
component to obtain BH mass estimates. Jin et al. (2012a) discussed the merits of drawing
a distinction between the Gaussian components that form the broad profile, defining these
as ‘broad’ and ‘intermediate’ components, but eventually they determined that the two
combined yielded the most reliable BH mass estimates.
3.3.2 Results
I use custom PYTHON fitting scripts and a Levenberg-Marquardt minimisation method
throughout. An example of the Balmer region spectral decomposition is shown in Fig.
3.1. Measurement errors are estimated using a Monte Carlo technique, where different
iterations of the data are generated using the ‘mean’ (measured) flux value and the error
on that value. For each different iteration, optimal values are recalculated, and this is
repeated 100 times to estimate the error of each fitted value. This procedure is not perfect,
as noise is added to the already noise-degraded spectral data, but serves as a suitable
approximation. The fitting errors are added to the dispersion arising from the method, as
given in equation 1.4.9. I tabulate the results of the emission line analysis in Table 3.3.
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Figure 3.1: Spectral decomposition of the Balmer lines for J2328+1500. This object shows rea-
sonable S/N (∼11) across the spectral range, whilst some of the other objects in the sample show
significantly noisier spectra. Although I only use the FWHM and line luminosity of Hα in making
the BH mass estimate, the other Balmer lines and the [O III] doublet were also modelled to more
strongly constrain the fit, particularly of the Fe II emission.
Table 3.3: Hα line measurements for the sample. For objects common to the Shen and Liu (2012)
sample, my measurements agree to within 2σ .
ID FWHMHα log
(
LHα
erg s−1
)
z[OIII] log
(
MBH
M
)
(km s−1)
1 5600±200 44.85±0.02 1.629 9.42±0.11
2 2940±90 44.57±0.01 1.567 8.68±0.10
3 4680±60 44.86±0.01 2.192 9.25±0.10
4 3100±100 44.40±0.04 1.545 8.63±0.10
5 5100±200 45.21±0.01 1.535 9.53±0.11
6 3200±100 44.53±0.01 1.577 8.73±0.10
7 2550±80 44.56±0.01 1.500 8.55±0.10
8 2460±20 44.87±0.01 1.562 8.68±0.09
9 3390±80 44.94±0.02 1.623 9.01±0.10
10 7810±80 44.81±0.01 1.539 9.68±0.10
11 5000±70 44.32±0.01 1.609 9.02±0.09
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3.4 Bolometric Luminosity
With the MBH estimates in hand, I can make measurements of the bolometric (total) lu-
minosity (Lbol) of each AGN by fitting the broad-band SED model OPTXAGNF to the
optical/IR and X-ray data. I take Lbol to mean the total intrinsic luminosity of the nuclear
source, excluding stars in the host galaxy and any associated reradiation.
3.4.1 X-ray Spectrum
I first fit the X-ray data with an absorbed power-law. I include attenuation attributable
to both the MW (fixed) and the host galaxy (free). This will allow me to verify that
the following section, in which I apply the Done et al. (2012) OPTXAGNF model, gives
reasonable values. I calculate MW NH values using the Leiden/Argentine/Bonn Survey of
Galactic H I (Kalberla et al. 2005).
In Table 3.4 the X-ray exposure times and count values are presented, and the fitted
parameters are shown, together with 90 per cent confidence limits.
Table 3.4: The model properties for the X-ray spectrum. I fit absorption components for both the
MW (fixed) and the host galaxy (free). In many objects the host absorption is poorly constrained,
due to the high redshift (only the tail of the absorption profile is sampled) and limited number of
counts. The EPIC count errors are 1 σ , and the errors on the model parameters are 90 per cent
confidence limits, in line with convention in X-ray astronomy. For similar reasons, I also quote Γ
and its uncertainty to two decimal places.
ID Exp. Time XMM EPIC Cts NH,MW NH, int Γ χ2red
(s) (×1020 cm−3) (×1020 cm−3)
1 12 519 410±20 2.64 0+16−0 2.34+0.24−0.22 1.29
2 21 304 850±30 1.83 0+11−0 2.56+0.19−0.16 0.89
3 10 523 142±17 3.89 50+110−50 2.92+0.79−0.52 1.71
4 7179 203±18 2.58 11+18−11 2.07+0.12−0.13 0.60
5 15 781 7200±100 4.48 45+13−12 1.99+0.09−0.08 1.32
6 19 591 550±30 4.04 20+40−20 2.33+0.41−0.31 0.77
7 154 071 4950±80 1.73 0+5−0 2.30+0.07−0.06 1.54
8 8117 760±30 1.31 0+19−0 1.80+0.17−0.11 1.45
9 23 543 1130±40 1.24 0+17−0 2.20+0.19−0.12 0.84
10 124 956 1350±50 3.85 0+13−0 1.44+0.12−0.11 1.14
11 34 705 710±30 4.00 0+19−0 2.19+0.12−0.13 0.62
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3.4.2 Broad-band SED Fitting
There are a number of properties that affect the intrinsic AGN SED; these are discussed
in Section 2.4.2 and Done et al. (2012). The observed SED is also affected by optical/UV
extinction and soft X-ray absorption due to interstellar dust and photoelectric absorption
(respectively) in the MW (see Section 2.4.4). I correct for the extinction (reddening) in
the MW as discussed in Section 3.2.2, and as in Section 3.4.1 include the photoelectric
absorption model WABS to fit the Galactic soft X-ray absorption.
The AGN host galaxy is assumed to have similar intrinsic processes reddening/ab-
sorbing the AGN emission. These components can be modelled with the ZWABS and
ZREDDEN models, albeit with no means of constraining these other than the shape of the
SED. I therefore also produce a second model in which these components are added.
In this redshift range the data may not be sufficient to constrain the properties of the
SX. Equally, it is possible that either the X-ray data or optical data may sample this part
of the SED, depending on the coronal radius. Since we know empirically (e.g. Done
et al. 2013) that the SX ought to be taking up a significant fraction (∼ 70 per cent) of the
Comptonised energy, its properties are fixed to reasonable default values, detailed below.
In both scenarios, the constrained parameters are as follows. A discussion of specific
exceptions follows.
i. BH mass, MBH: as previously described in Section 3.3, I constrain BH mass using
the method of Greene & Ho (2005) based on Hα .
ii. Redshift, z: as measured in the Balmer region spectral decomposition.
iii. Distance, rc: I calculate the comoving distance to each source from the measured
redshift assuming a flat cosmology (as defined in Section 1.6).
iv. BH spin, a?: initially I fix spin at zero, in line with the work of Jin et al. (2012a),
but specific instances where a spinning BH is possible or implied are explored in
Chapter 4.
v. Electron temperature of SX, kTe: fixed at a typical value of 0.2 keV.
vi. Optical depth of SX, τ: fixed at a typical value of 10.
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vii. Fraction of Comptonised component in SX, fSX: fixed at a typical value of 0.7.
viii. Hydrogen column density (MW), NH,Gal: calculated using the Leiden/Argentine/Bonn
Survey of Galactic HI (Kalberla et al. 2005).
The fitted parameters are as follows.
i. Mass accretion rate, m˙ = Lbol/LEdd.
ii. Coronal radius, rcor: the radius at which the AD energy is reprocessed by SX and
PLT.
iii. Radial extent of AD, rout: the outer radius, in Rg of the AD. In some objects this
cannot be constrained – in these rout is given as a limit.
iv. Power-law slope, Γ: The power-law index of the coronal PLT.
v. Intrinsic hydrogen column density, NH, int (ZWABS): soft X-ray attenuation intrinsic
to the host galaxy.
vi. Intrinsic reddening, E(B−V ) (ZREDDEN): redshifted extinction curve to account
for reddening intrinsic to the host galaxy.
I also produce for each object a final model in which the SX normalisation is permitted
to vary. This allows me to test the hypothesis that this component is constrained in some
objects.
To summarise, the models fitted are:
i. Model 1: SX fixed, no intrinsic attenuation
ii. Model 2: SX fixed, including intrinsic attenuation
iii. Model 3: SX free, including intrinsic attenuation
Defining the data to be fit in XSPEC is not straightforward. The optical/IR spectral
data are, as previously mentioned, contaminated by emission features, including com-
plex, blended Fe II emission, and the Balmer continuum. I therefore select, using the
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Vanden Berk et al. (2001) quasar template, spectral regions free from such emission,
and bin these narrow wavelength ranges up into well-defined photometry points. The
error on each point is defined as the flux density standard deviation across the bin. The
rest-frame wavelength ranges used are (where available): 1300–1350, 1425–1475, 1700–
1750, 2175–2225, 3900–4000, 4150–4250, 5600–5700, 6100–6200, 6900–7000 A˚, unless
any of these were unsuitable, e.g. for reasons of poor S/N. I then fit the full energy range
of available X-ray data from XMM EPIC.
The bluest bins chosen also do not cover the absorption features observed by Kaastra
et al. (2014), which may be expected in AGN with high NH columns (see Table 3.4). I do
not tie the NH,int and intrinsic E(B−V ) values together.
The UV photometry from XMM OM and GALEX is not included in the modelling
process. At the redshifts considered, the UV filters on these observatories cover a broad
wavelength range over the strong Ly-α emission line, and the Ly-α forest beyond, and are
therefore not a good indication of the continuum level. With high-resolution UV spectral
data, it is possible to interpolate over the narrow absorption features in the forest, and
recover the underlying continuum (e.g. Lusso et al. 2015) but this requires observations
with e.g. HST/COS – see Chapter 5.
3.4.3 Results
The results of the SED fitting procedure are as follows. In Table 3.5 the best-fitting
parameters for each model are tabulated, including the mass accretion rate in M yr−1.
In Table 3.6 the key properties of these SED models are listed. In the manner of Jin et
al. (2012a, c), I have calculated κ2−10keV = Lbol/L2−10keV and κ5100A˚ = Lbol/L5100A˚, the
2− 10 keV and 5100 A˚ bolometric correction coefficients, as these are commonly used
proxies for Lbol. I also compute αOX, as defined in e.g. Lusso et al. (2010) as:
αOX =−
log(L2keV/L2500A˚)
2.605
(3.4.2)
where L2keV and L2500A˚ are the monochromatic AGN luminosities at 2 keV and 2500 A˚
respectively. The uncertainties quoted are the 90 per cent confidence limits, as is conven-
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tional in X-ray astronomy. I have estimated these using the Fisher matrix, which gives
an indication of the measurement error. It should be remembered that this does not take
account of the systematic errors, to which the main contributors are the uncertainties on
the mass estimate (explored in Chapter 4) and the flux calibration.
I note that some of the models show the SX component to be unconstrained by the
data, and in five objects this is manifested by large fitting errors on rcor and fSX in Model
3. For Model 3, in the interest of limiting the number of free parameters, and allowing
the model to converge to a meaningful minimum, I lock NH, int, and rout to the Model 2
values. I make an exception to this rule for J0839+5754, as the X-ray data are sufficient
to well-constrain NH, int.
All of the SED models are plotted, together with the observational data, in Figs. 3.2,
3.3 and 3.4. Whilst all models include some modelled attenuation components (MW only
in Model 1, and MW+intrinsic in Models 2 and 3), the intrinsic SED, after correcting for
these sources, is shown in all cases. Therefore all data shown have also been corrected
(dereddened and deabsorbed) to show the implied intrinsic flux levels.
A rather limited range of SED shapes is seen, with all but one object being disc-
dominated, similar to the SEDs of NLS1s in the Jin et al. (2012a) sample. The lowest
mass objects, J0043+0114, J0157−0048, J1021+1315, J1044+2128, J1240+4740 and
J1350+2652 have unsampled SED peaks. The red wing of the AD is better constrained
than for the Jin et al. (2012a) objects though, owing to the lower fraction of host galaxy
contribution in these high luminosity AGN.
The objects with MBH & 109 M – J0041−0947, J0118−0052, J0839+5754,
J2328+1500 and J2332+0000 – all have observational data extending close to or at their
SED peaks, enabling reliable estimates of Lbol in these objects.
In many of the objects in the sample, it can be seen that some combination of host
galaxy contribution and dust reradiation become significant redward of Hα . The hot
toroidal dust component is studied in greater detail in Chapter 4. Further discussion of
the host contribution is presented in Section 3.5.2.
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Table 3.6: The key properties of the various SED models, including bolometric correction coeffi-
cients.
ID log(Lbol) log(L2−10keV) κ2−10keV log(λL2500A˚) log(νL2keV) αOX log(λL5100A˚) κ5100A˚
[log(erg s−1)] [log(erg s−1)] [log(erg s−1)]
Model 1: No intrinsic attenuation, SX fixed (SX parameters: kTe = 0.2 keV, τ = 10, fSX = 0.7)
1 47.17±0.02 45.28 76.7 46.70 45.15 1.60 46.43 5.42
2 47.271±0.007 44.86 257 46.36 44.83 1.59 45.99 18.9
3 46.98±0.07 44.78 159 46.49 44.72 1.68 46.16 6.56
4 47.103±0.015 44.78 212 46.15 44.55 1.62 45.62 30.3
5 47.07±0.03 45.69 24.0 46.68 45.43 1.48 46.56 3.20
6 46.977±0.009 44.94 109 46.18 44.78 1.54 45.89 12.1
7 47.17±0.03 44.78 242 46.20 44.67 1.59 45.91 18.0
8 47.163±0.008 45.31 71.8 46.27 45.02 1.48 45.99 15.0
9 47.293±0.005 44.99 202 46.57 44.85 1.66 46.26 10.9
10 46.255±0.013 44.60 45.3 45.97 44.25 1.66 45.73 3.38
11 46.646±0.014 44.79 72.4 46.11 44.65 1.56 45.73 8.16
Model 2: Incl. intrinsic attenuation, SX fixed (SX parameters: kTe = 0.2 keV, τ = 10, fSX = 0.7)
1 47.33±0.09 45.27 116 46.85 45.19 1.63 46.48 7.15
2 47.36±0.05 44.86 312 46.41 44.83 1.61 46.02 21.7
3 47.08±0.12 44.82 181 46.56 44.78 1.69 46.20 7.56
4 47.38±0.07 44.86 332 46.34 44.68 1.64 45.80 37.7
5 47.233±0.009 45.84 24.6 46.86 45.58 1.49 46.65 3.80
6 47.08±0.05 44.95 135 46.25 44.85 1.54 45.94 13.7
7 47.32±0.03 44.78 348 46.31 44.66 1.63 46.02 20.1
8 47.323±0.017 45.30 106 46.39 45.01 1.53 46.10 16.7
9 47.43±0.04 44.99 278 46.67 44.85 1.70 46.29 13.8
10 46.50±0.05 44.63 73.0 46.22 44.23 1.76 45.86 4.32
11 46.76±0.08 44.79 93.5 46.19 44.65 1.59 45.77 9.77
Model 3: Incl. intrinsic attenuation, SX free (SX parameters: kTe = 0.2 keV, τ = 10, fSX = free)
1 47.33±0.03 45.30 106 46.84 45.16 1.65 46.48 7.12
2 47.33±0.04 44.87 290 46.39 44.82 1.60 46.02 20.2
3 47.08±0.04 44.82 185 46.57 44.77 1.69 46.20 7.62
4 47.38±0.07 44.86 332 46.34 44.68 1.64 45.80 37.7
5 47.232±0.011 45.89 22.2 46.81 45.70 1.43 46.63 4.01
6 47.078±0.018 44.95 136 46.25 44.85 1.54 45.94 13.7
7 47.32±0.03 44.78 348 46.31 44.66 1.63 46.02 20.1
8 47.337±0.014 45.29 110 46.40 45.01 1.53 46.11 16.9
9 47.43±0.03 44.99 278 46.67 44.85 1.70 46.29 13.8
10 46.49±0.04 44.64 71.4 46.21 44.23 1.76 45.86 4.28
11 46.76±0.05 44.79 93.4 46.19 44.65 1.59 45.77 9.76
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Figure 3.2: Data and SED models for the sample. Here, I show Model 1 (SX fixed, without
intrinsic attenuation). I also plot the full IR–optical spectrum for each object. This spectral data
are smoothed for clarity by convolving with a 20-pixel Gaussian. The different SED components
are shown using the same colour scheme as in Fig. 2.4. The absorbed profile is shown by the
dotted grey line. In each panel, I show MBH, the Eddington fraction, m˙= M˙/MEdd, and the photon
index, Γ.
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Figure 3.3: Data and SED models for the sample. Here I show Model 2 (SX fixed, including
intrinsic attenuation). The spectral data are smoothed as in Fig. 3.2, and the same colour scheme
is used.
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Figure 3.4: Data and SED models for the sample. Here I show Model 3 (SX normalisation free,
including intrinsic attenuation). The spectral data are smoothed as in Fig. 3.2, and the same colour
scheme is used.
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3.5 Discussion
3.5.1 Model Suitability and Implications
I find that the Done et al. (2012) model is able to fit the IR to X-ray continuum of the
sample of 11 AGN at 1.5 < z < 2.2. I agree with the results of Capellupo et al. (2015)
in that many of the objects can be modelled in the optical–IR regime by a geometrically
thin, optically thick AD. In eight objects, constraints are put on the outer disc radius, as
may be expected from considerations of the radius at which self-gravity truncates the AD
(Laor & Netzer 1989) – this is quantified in Chapter 4. I note that the presence of a SX,
observed and characterised by studies of local AGN, is both more physical and necessary
to better define this continuum. The properties of this SX are related to the total energy of
the Comptonised component, and modelling the X-ray spectrum in addition to optical/IR
data is important to infer information about the SX.
There are a number of statistical tests by which I can judge the goodness of fit of
the models. In the event that the data are normally distributed about the model, which is
expected from the central limit theorem, the χ2red value would be approximately 1.0, and
would suggest that the model is a suitable description of the data. χ2red values of less than
1.0 can be indicative that either the model is over-fitted, with too many free parameters, or
that the errors are overestimated, and χ2red values greater than 1.0 implies that the model
is not a good description of the data. In this case, it may be that there are too few degrees
of freedom for the data, that the errors are underestimated, or simply that the model does
not fit the data.
To highlight the spectral region that most strongly influences the χ2 fitting statistic,
I show in Fig. 3.5 some example plots of residual against frequency, for the fitted data
points. In general, the optical–IR spectral data make the largest contributions per point to
the total χ2 value, because they are well-defined, and have small uncertainties. The errors
on these points may be underestimated, as I have not considered additional uncertainties
arising from possible variability, or contamination by emission features. As discussed in
Sections 3.2.2 and 3.4.2, I endeavoured to keep these uncertainties to a minimum, but a
future study could add a nominal error to similar data to account for them.
3.5. Discussion 71
15 16 17 18
−0.003
−0.002
−0.001
0.000
0.001
0.002
0.003
0.004
R
es
id
ua
ls
J0041−0947
χ2 value
Residual
−30
−20
−10
0
10
20
30
40
χ
2
C
on
tr
ib
ut
io
n
15 16 17 18
−0.0025
−0.0020
−0.0015
−0.0010
−0.0005
0.0000
0.0005
0.0010
0.0015
R
es
id
ua
ls
J0157−0048
χ2 value
Residual
−1.5
−1.0
−0.5
0.0
0.5
χ
2
C
on
tr
ib
ut
io
n
15 16 17 18
log(ν/Hz)
−0.015
−0.010
−0.005
0.000
0.005
0.010
0.015
R
es
id
ua
ls
J0839−5754
χ2 value
Residual
−15
−10
−5
0
5
10
15
χ
2
C
on
tr
ib
ut
io
n
Figure 3.5: Example residual and χ2 contribution plots for Model 3. Residual points correspond
to the left axis label (in units of normalised counts s−1 per channel) and χ2 values are given on the
right axis. J0041−0947 (top panel) has the greatest χ2red value (4.7) of the sample, which is largely
due to the optical–IR spectral data (∼ 1015 Hz). This is the case for many of the objects, where
the well-defined spectral data points in this range make large contributions to the χ2 value, even
if deviation from the model is small. This is less apparent in J0157−0048, where the optical–IR
spectra are noisier, but there is a suggestion that the poor quality X-ray data are overfitted by my
model, explaining the χ2red value of 0.4. Finally, I show J0839−5754, which demonstrates that
the excellent X-ray data helps balance the relative χ2 contributions of the optical–IR and X-ray
regions.
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Using the SED model, I am able to place useful constraints on Lbol for at least five
of the objects in the sample. I believe that considerable uncertainties may arise if one
assumes that the mass accretion rate is adequately estimated simply by the use of bolo-
metric correction coefficients (Capellupo et al. 2015), as I have inferred a large spread
in those parameters within this sample. In Table 3.5 I show κ2−10keV and κ5100A˚, two
commonly-used proxies for the Lbol, for the sample. Though the sample is not large, I
see a large range of values in all three models – around a factor of 10 between the min-
imum and maximum. If I only consider the five objects with constrained SED peaks,
this range is a factor of two in the κ5100A˚, and a factor of 10 in κ2−10keV, in spite of the
similar masses/accretion rates of these five AGN. This echoes the findings of Elvis et al.
(1994) (who give the similar Lbol/L2500A˚ factor) and Jin et al. (2012a), and suggests that
the spread is larger than the ∼ 20 per cent stated in Capellupo et al. (2015), although that
work does only use the bolometric correction to make a prior estimate, which is subse-
quently allowed to vary in their fit. I explore luminosity dependent corrections in Chapter
4. The spread found in these values cannot be solely due to the∼ 0.1 dex error on the mass
estimate, and may in fact be larger than estimated, as spin, which has so far been fixed
at zero, affects the mass-energy conversion efficiency. I therefore suggest that BH spin
is not the only property that cannot be estimated from singular properties of the optical
spectra.
Model 3 provides the best fit to the data in all objects, judging from the χ2red fitting
statistic, which takes into account the increased number of free parameters in Model 3
versus Models 1 and 2. In some objects the χ2red value is only marginally lower than the
Model 2 value, which is indicative of a poorly constrained SX that does not benefit from
the additional parameter freedom. Nonetheless, for the benefit of the objects in which the
SX component is constrained (five objects), the additional freedom in Model 3 makes this
the model of choice.
Many of the lower mass objects in the sample are predicted to have super-Eddington
mass accretion rates, akin to the NLS1s (e.g. Jin et al. 2012a) and ULXs (e.g. Sutton
et al. 2013) we observe more locally. However, I have not yet explored high-spin SED
models in this study; this is addressed in Chapter 4. It is likely that there is some model
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degeneracy between spin and mass accretion rate, and that this contributes to the range of
spins predicted by Capellupo et al. (2015) in their sample.
Another limitation I have not yet explored is the reliability of the mass estimates. It is
a fact that uncertainties on virial BH mass estimates are large (∼ 0.1 dex calculated using
the method here, but possibly as much as ∼ 0.46 dex, Park et al. 2012) and in this study
so far I have fixed it at the mean value. Allowing this to vary by 1–2 σ may well improve
the fit, or may add another source of degeneracy. Again, this is explored in Chapter 4.
3.5.2 Host Galaxy Contribution to the Optical/IR Continuum
Throughout this study I have made the assumption that any contribution to the SED from
stars in the AGN host galaxy is likely to be negligible. This is a common assumption
for typical quasars at z > 0.5 (e.g. Shen et al. 2011). However, I can test its validity by
superposing galaxy SED templates on to the faintest source, where the fractional stellar
contribution will be largest. It is likely that the large galaxies that host the quasars in my
sample are giant ellipticals, but it is known that starburst galaxies have significant energy
output in the UV regime, and so I apply templates for both of these cases.
I use two of the galaxy templates of Polletta et al. (2007) – that of a 5 Gyr elliptical
(appropriate for this redshift range) and that of the starburst galaxy M82, redshifted as
appropriate. In terms of normalising these galaxy SEDs, I first assess the greatest possible
contribution in J2328+1500 using the MBH– Lbulge relation as presented in e.g. Marconi
& Hunt (2003) and DeGraf et al. (2014). I test J2328+1500 as it has the highest MBH, yet
is the faintest source, and will thus almost certainly show the greatest contribution to the
total SED by the host galaxy. The relations of both Marconi & Hunt (2003) and DeGraf
et al. (2014) predict a host galaxy of MV ' −25. This is considerably more luminous
than, for instance, M87, which has MV ' −22. As the brightest galaxy of the Virgo
cluster, M87 is one of the most massive galaxies in the local Universe, so this prediction
seems extreme.
I can put an upper limit on the host galaxy contribution using the SED model and
data. This greatest possible host contribution is shown in Fig. 3.6, and corresponds to a
host galaxy of MV ' −23.3, around 1.7 magnitudes fainter than that predicted by the
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Figure 3.6: Comparison of two host galaxy SED templates against the AGN SED for the faintest of
my objects, J2328+1500. Host templates have been normalised to a V -band absolute magnitude
of MV ' −23.3, fainter than that predicted from the MBH–Lbulge relation, but at the maximum
possible contribution permitted by the data (dashed red line). Such a situation would imply some
red contribution to the total flux of the source, but only a small contribution at the SED peak.
MBH– Lbulge relation, but still ∼ 1 magnitude brighter than M87. If this were the case, the
contribution to the host galaxy at the SED peak would be . 2 per cent, even for the case
of a starburst galaxy (this template is ∼ 15 times more luminous than M82). An elliptical
host would make a negligible contribution at the SED peak.
This result, while representing an extreme case for this object, suggests that a host
galaxy component may be required when I model the dusty torus component (evident in
the WISE photometry) in Chapter 4. However, the contribution by the host galaxy to the
total nuclear SED energy is small. For the other sources, which are brighter and ought to
originate in smaller host galaxies (via the MBH– Lbulge relation), the effect of the host will
be smaller.
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3.5.3 Variability
AGN are known to exhibit variability across all of the wavelength ranges I consider in
this chapter. This study requires that the variability between the optical, IR and X-ray
observations is not large. A discussion of my approach to detecting and correcting dif-
ferences between the optical and IR spectral fluxes is given generally in Section 3.2.2.
To summarise, I only see evidence for a notable difference between optical and IR flux
levels in J0041−0947. The origin of this change may be related to the Balmer continuum
(as modelled by Shen & Liu 2012), or poor quality photometry of 2MASS (to which the
TSpec spectrum was normalised).
Only a subset of properties of the AGN can change over timescales of a few years.
The BH mass and spin are fixed, and changes in the mass accretion rate that occur faster
than the viscous timescale (which is of the order of hundreds–thousands of years) can-
not currently be explained. Another possible source of intrinsic variability in AGN may
be tidal disruption events (see Section 6.1.1), which can produce large variations in the
observed energy output.
Extrinsic effects can, in principle, contribute to variability. Current models of the
torus suggest that it could be clumpy (Nenkova et al. 2008), and so a change in the optical
depth or extinction may occur if a clump were to drift into the line of sight. Indeed,
major changes in the X-ray column density have been observed in several nearby AGN,
on timescales of months to years (e.g. Puccetti et al. 2007, Walton et al. 2014).
Such effects are explored in Chapter 4. To display the nature of variability in all of
the sources, I have plotted the available multi-epoch spectral data and photometry in the
optical/IR bands for each object in Appendix A.2. This includes one epoch of photometry
from each of the main surveys: SDSS photometric, UKIDSS and 2MASS, and all avail-
able epochs of spectral data. I supplement this with UV photometry from XMM OM and
GALEX AIS to highlight the uncertainty in these values, which as mentioned in Section
3.4.2 are unreliable due to absorption and emission features. Observation dates for the
various data sources are tabulated in Appendix A.1. Multi-epoch X-ray data exists for
two of the objects – J0839+5754 and J1044−2128. Treating each observation as a sepa-
rate data set, I see no statistically significant evidence for variability in the X-ray spectra
of these objects – see Fig. 3.7.
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Figure 3.7: The two objects with X-ray spectra from multiple epochs. I have modelled each
data set with a simple absorbed power-law, fixing NH, int to the best-fitting Model 2 SED value, to
search for evidence for variability in the X-rays. No evidence for statistically significant variability
is seen.
3.5.4 Intrinsic Reddening
In my analysis, I have made the assumption that host galaxy dust extinction (intrinsic
reddening) occurs via a similar process to extinction in the MW. I thus use a redshifted
MW Cardelli et al. (1989) extinction curve, which produces apparently good reddening
correction in all objects, except for J1044+2128. I have also tested two alternative models
for dust extinction, those of the LMC and the SMC. It is immediately apparent that a
better continuum fit for J1044+2128 is achieved with the SMC extinction model, and this
is corroborated by the χ2red fitting statistic. A comparison of MW and SMC reddening
curves is shown for this object in Fig. 3.8. I conclude from this that there is no evidence
for the 2200 A˚ feature in J1044+2128.
Judging by χ2red only, six objects are best fit with the MW extinction curve (an example
is shown in Fig. 3.9), one object with the SMC curve, and four objects with the LMC
curve. In AGN where the inferred intrinsic reddening is small, the difference between
these χ2 values is marginal. Capellupo et al. (2015) came to a similar conclusion that
different extinction curves are seen in different AGN, although they did not test the LMC
model. I thus propose that Model 3 can be further augmented by including alternative
reddening curves to the Cardelli et al. (1989) curve used thus far. I start Chapter 4 by
remodelling each SED with the best-fitting extinction curve.
The only means of constraining the intrinsic reddening is the continuum shape, which
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Figure 3.8: Two different extinction curves – the MW and the SMC – applied to J1044+2128.
The MW curve that I assume throughout this work clearly produces an inferior fit compared to
the SMC reddening curve. The orange line shows the best-fit SED template, once corrected for
intrinsic reddening, with the dotted orange line showing the intrinsically reddened SED. Similarly,
in grey is the reddened optical/IR spectral data, and black the dereddened data. This data has
been smoothed by convolving with a 20-pixel Gaussian. The MW model prioritises the higher
S/N optical spectra, as these have a bigger effect on the χ2red fitting parameter than the noisier IR
spectra.
is certainly a limitation – I see in J2328+1500 that an E(B−V ) of less than 0.1 mag
corresponds to an increase in Lbol of 70 per cent. This is a limitation for all such studies.
By investigating the effect of changing the model mass within the confidence limits of the
mass estimate, as discussed in Section 3.5.1, I ought to be able to assess the objects in
which changes to the SED slope due to reddening are degenerate with small changes in the
mass estimate. Unfortunately these are most likely to occur in the objects with a sampled
SED peak. Spin degeneracy may also prove to be a contributor. The best approach to test
this is studying a larger sample in which correlations between, e.g. intrinsic reddening
and Lbol are directly testable, which could help corroborate or rule out such degeneracies
and sources of systematic error.
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Figure 3.9: An equivalent plot to Fig. 3.8 for J1350+2652. Here, to highlight the difference in
continuum shapes implied by the two reddening curves, I have fixed both to the same E(B−V )
value (0.03 mag). In this object, the MW reddening curve produces a noticeably better correction
to the continuum shape.
3.6 Summary and Conclusions
In this chapter, I have selected a sample of 11 AGN at 1.5 < z < 2.2. These objects all
have optical, IR and X-ray spectral data, and UV photometry. I estimate the BH masses
in each object using the Hα line profile and method of Greene & Ho (2005), and then
fit the multiwavelength data with the energy-conserving, three component SED model
of Done et al. (2012). I produce three iterations of this model, adjusting the number of
free parameters between each one. At this redshift range the peak of the SED is shifted
towards observable wavelengths, due to the both the redshift, and the cooler accretion disc
compared with AGN with lower mass BHs.
My main conclusions are as follows:
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i. I observe the SED peak, or close to it, in five objects. I find that Model 3, which
includes intrinsic attenuation and free SX normalisation fits best, allowing for the
additional free parameters.
ii. When used in conjunction with the effects of dust reddening, I can accurately
model the underlying optical–IR (rest UV–optical) continuum, and well-constrain
the outer disc radius in eight objects.
iii. In the AGN with lower BH masses, the SED peak is not observed, and in these
cases the SX is therefore completely unconstrained. As a consequence of this, the
model χ2red fitting parameters do not differ between the models with SX free and
those with it fixed for these objects. However, the SX contribution appears to be
constrained to a varying degree in the five objects with data at the peak.
iv. Using template SEDs for both luminous elliptical galaxies and starbursts I show
that the host galaxy contribution is insignificant at near to the peak of the SED, but
could produce a large fraction of the flux observed redward of Hα . It is very likely
that a dusty torus also contributes here, judging from WISE photometry. I therefore
model these components accordingly in the next chapter.
v. I show that UV photometry alone is insufficient to constrain the continuum. Ideally
UV spectroscopy, e.g. HST/COS, could be used to overcome the uncertainty of Ly-
α forest absorption.
vi. The AGN in my sample generally have high Eddington ratios. In this respect they
resemble the NLS1s studied in local AGN samples. This is expected, as in this red-
shift range, I preferentially observe the brightest AGN, which have high accretion
rates. In Chapter 4 I test high-spin SED models, as there may be degeneracy in
some of the objects between spin and mass accretion rate.
vii. I identify a range of properties in the best-fitting dust reddening component, with
SMC/LMC reddening curves providing better fits than that of the MW in five ob-
jects.
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viii. My analysis provides more reliable estimates of Lbol, as it uses data from across
a large range of wavelengths, and an energy-conserving SED model. I highlight
the problems of using a single parameter proxy, such as κ2−10keV, as a means to
derive Lbol, as I see a large spread in such proxies, even in this small sample. I
note that the six lowest mass AGN have unsampled SED peaks, and therefore more
poorly constrained Lbol. Having demonstrated the principle of applying the model
successfully to multiwavelength data, a larger sample will be studied in the future to
search for relationships between the overall SED characteristics and other specific
emission line and continuum components.
CHAPTER 4
AGN SEDs Part 2: Exploring the
Accretion Disc, Torus and Host Galaxy
4.1 Introduction
4.1.1 Motivation
In the last chapter, I presented a means of modelling the SED of a sample of 11 medium
redshift (1.5 < z < 2.2) AGN, using multiwavelength spectral data from NIR to X-ray
wavelengths and a numerical SED code described in Done et al. (2012). In this sample,
the redshift effect, and selection bias toward more massive AGN (e.g. McLure & Dunlop
2004) that contain cooler ADs allowed the peak of the SED to be sampled in five objects.
This enabled robust estimates of the AGN bolometric luminosity (Lbol), noting that in
several objects the SX was unconstrained by the available data. I also found that the host
galaxy starlight contribution to the SED peak was small, but may be non-negligible at
longer wavelengths, in the rest-frame optical spectrum. Host galaxy attenuation in the
form of dust reddening and photoelectric absorption was modelled with appropriate free
parameters (Netzer & Davidson 1979, Castello´-Mor et al. 2016).
Several limitations of my modelling campaign were discussed in Chapter 3. In Section
3.5.4, I concluded that not all of the AGN in my sample were well described by the
Cardelli et al. (1989) reddening curve used to model intrinsic reddening, a finding also
noted by others (see Section 4.1.2). Throughout the study, I also kept MBH fixed at values
calculated from the profile of Hα . However, it is known that such single epoch virial mass
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estimates can be uncertain, and I have yet to explore the effect of changing MBH on Lbol,
and other SED properties. Similarly, I found that data in all objects could be modelled
by keeping a∗ fixed at zero (i.e. non-spinning). This does not necessarily preclude higher
spin values, so in this chapter I specifically test a∗ 6= 0 scenarios. Finally, in many objects,
I observed that the outer AD radius (rout) could be estimated from the SED fitting routine.
However, I did not compare the values measured with the radius at which self-gravity
within the AD becomes significant. All of these limitations are addressed in this chapter.
Thus far, I have only considered the SED contributions of three emissive components;
the AD, SX and PLT intrinsic to the AGN. In Section 3.5.2 I suggested that the hot dust
and host galaxy could make a significant contribution to the spectral continuum redward
of the Hα emission line, which I quantify in this chapter by modelling these components.
In local AGN, a remarkable relationship between the host galaxy and the central BH has
been observed. These include strong correlations between MBH and the stellar velocity
dispersion of the galaxy (MBH–σ ; e.g. Ferrarese & Merritt 2000, Gebhardt et al. 2000,
Beifiori et al. 2012) and between MBH and the bulge mass/luminosity (e.g. Magorrian et al.
1998, Marconi & Hunt 2003, Sani et al. 2011). However, the difficulty of disentangling
contributions from AGN and host galaxy means that these relationships at higher redshifts
are currently uncertain. SED modelling may present an alternative means of exploring
this.
AGN optical variability is also quantified, for objects with more than one epoch of
optical data. Current models of AGN variability are limited, particularly when related to
the AD. AGN optical variability is often observed which occurs faster than the viscous
timescale, the theoretical timescale of mass flow in the AD (e.g. Czerny 2004, Alexander
& Hickox 2012). As such, variable attenuation is often invoked to explain the larger
flux changes, although this sometimes fails, implying changes in accretion rate (LaMassa
et al. 2015, MacLeod et al. 2016). Although the data are not ideally suited to variability
studies, I specifically address the question of the likely mechanism for the (small) optical
variability observed in three of the objects.
Finally, I am motivated to explore whether the physical model of the optical–NIR
continuum facilitates a deconvolution of the spectral data, when combined with models
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of various components for the BLR (and NLR) features.
The resulting structure of this chapter is therefore as follows:
i. Test the model properties, including both extrinsic (host galaxy extinction curves)
and intrinsic effects, e.g. spin and the uncertainties on MBH (Section 4.2).
ii. Carry out an analysis of the toroidal dust component, using MIR photometry from
WISE (Section 4.3).
iii. Consider the effects of variability in the optical spectra (Section 4.4).
iv. Undertake an optical–NIR spectral decomposition, using the refined models of the
underlying continua, and compare results from this approach to other studies (Sec-
tion 4.5).
4.1.2 Previous Work
A number of properties of AGN influence the observed SED, as discussed in greater detail
in Section 1.3. The matter that accretes on to the BH is net-neutral, so the BH has just
two intrinsic properties – MBH and a∗ – which primarily affect the peak temperature and
mass-energy conversion efficiency in the AD. The rate of mass accretion through the AD
(expressed as the Eddington fraction, m˙) and its orientation with respect to the observer
(θ ) can further modify the SED, and photoelectric absorption and dust extinction along
the line of sight attenuate the emission over large wavelength ranges.
MBH can be estimated via a number of methods in AGN (see Section 1.4) and it has
been suggested that m˙ can be estimated from spectral continuum measurements via so-
called bolometric correction (BC) coefficients (e.g. McLure & Dunlop 2004, Vasudevan
& Fabian 2007, Trakhtenbrot & Netzer 2012). Spin, however, only affects risco of the BH;
risco ' 1.24, 6, 9 Rg for a∗ = 0.998, 0, −1 respectively. Previous work has constrained
risco, and hence a∗, by fitting the profile of the broad, relativistically distorted, Fe Kα
emission line that is often observed in the X-ray reflection spectrum of AGN. This method
requires high S/N X-ray data, limiting its application to nearby, bright AGN (Fabian et al.
1989, Fabian et al. 2009, Risaliti et al. 2013, Reynolds 2014). Moreover, the technique is
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contentious, as it requires an extreme X-ray source geometry to sufficiently illuminate the
inner part of the AD (e.g. Zoghbi et al. 2010). Alternative models propose that the profile
of the Kα line could be influenced by complex, multi-layered absorption, possibly from a
disc wind (e.g. Miller et al. 2007, Turner & Miller 2009, Miller & Turner 2013, Gardner
& Done 2014).
Capellupo et al. (2015, 2016) used a thin AD model to measure spin values in their
sample of 39 AGN at z ∼ 1.5. Using the numerical code of Slone & Netzer (2012), and
contemporaneous optical–IR spectra from the VLT/X-shooter instrument, they success-
fully modelled the rest-frame optical–UV SED in all but two objects. The most massive
BHs in their sample have the highest measured spin values, supporting a ‘spin-up’ de-
scription of AGN BH evolution, where prolonged unidirectional accretion episodes and
BH mergers increase the spin of BHs through cosmic time (e.g. Dotti et al. 2013). Done
et al. (2013) and Done & Jin (2016) explored the spins of two local AGN – PG1244+026
and 1H 0707−495 respectively – by applying the OPTXAGNF SED model to multiwave-
length data. They found that high spin states were incompatible with the data in both,
contradicting an earlier finding that 1H 0707−495 has a near-maximal spin of a∗ > 0.98,
based on the Fe Kα line (Fabian et al. 2009). Finally, Matt et al. (2014) also used OP-
TXAGNF in their study of Ark 120, inferring an intermediate BH spin from simultaneous
XMM-Newton and NuSTAR observations.
The nature of the dusty torus is the subject of considerable debate. Of particular inter-
est are the peak dust temperature in the torus, which can be used to infer its composition,
and the total luminosity, from which the dust covering factor can be estimated (e.g. Mor
et al. 2009, Landt et al. 2011).
Whilst local galaxies can be easily resolved in imaging, enabling structural decompo-
sition of the point-like AGN and extended galaxy bulge and disc (e.g. Marconi & Hunt
2003, McConnell & Ma 2013), disentangling these contributions is challenging at higher
redshifts. Peng et al. (2006) partially overcame this limitation by using HST imaging of
gravitationally lensed AGN, and found evidence that at z> 1.7, the MBH–bulge mass ratio
is & 4 times that observed locally.
Previous work has not reached a consensus on the best choice of extinction curve to
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model the intrinsic reddening of AGN. Hopkins et al. (2004) and Glikman et al. (2012)
found the SMC extinction curve to better describe host galaxy reddening in AGN, whilst
Capellupo et al. (2015) found the SMC curve to be no better than that of the MW, or
a simple power-law. Castello´-Mor et al. (2016) opted to use an SMC curve, but noted
that the limited data coverage in the rest-UV made favouring any one model impossible.
Zafar et al. (2015) carried out a study of the extinction curves of 16 quasars in the redshift
range 0.71 < z < 2.13, selected on the basis of high intrinsic extinction. By comparing
their sample of objects to the Vanden Berk et al. (2001) and Glikman et al. (2006) quasar
templates, they were able to derive extinction curves for each object in their sample.
4.2 Testing the SED Model
4.2.1 Data and SED Construction
In this chapter I am primarily concerned with the nature of the underlying AGN SED
continuum. In Chapter 3 I described the sample selection, which focussed on the need
for optical, IR and X-ray spectra. To make a reliable MBH estimate, I required the broad
Balmer emission lines, Hβ and Hα , to lie in the NIR J and H bands. The primary sample
was therefore at 1.49 < z < 1.61, and I included an additional object at z ' 2.2 which
had the requisite data and Hβ and Hα in the NIR H and K bands. The objects’ names,
positions, and other key properties are presented in Chapter 3, and I tabulate the names
and mass estimates from Hα again in Tables 4.2 and 4.3 of this work.
The data come from four observatories. The optical spectra were extracted from the
SDSS and BOSS databases, and IR spectra came from GNIRS and TSpec. Finally, X-
ray spectra were retrieved from the XMM-Newton science archive. I describe the data
reduction in Chapter 3. The optical–IR spectra are corrected for MW extinction using the
dust maps of Schlegel et al. (1998) and extinction law of Cardelli et al. (1989).
I construct the SED using spectral data from all these sources, following the same
approach as in Chapter 3. The optical–IR spectra include a number of emission fea-
tures, with the underlying continuum dominated by the various emission components
shown in Fig. 1.5. I define continuum regions (free from emission line/Balmer contin-
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Table 4.1: Optical/IR continuum regions used in the SED fitting. Not all regions are used in all
objects, as some show contamination by emission features such as Fe II. I avoid oversampling any
part of the spectrum, aiming for a roughly even spread of continuum points across the spectral
range (particularly with respect to regions 10–15). Before Section 4.3, only regions 1–9 are used
for fitting, as regions 10–15 begin to show potential contribution by hot dust and host galaxy.
Some of regions 10–15 are used for modelling in Section 4.3.
Region # Centre Start End
(A˚, rest-frame)
1 1325 1300 1350
2 1463 1450 1475
3 1775 1750 1800
4 2200 2175 2225
5 4025 4000 4050
6 4200 4150 4250
7 5475 5450 5500
8 5650 5600 5700
9 6100 6050 6150
10 7000 6950 7050
11 7250 7200 7300
12 7538 7475 7600
13 7850 7800 7900
14 8150 8100 8200
15 8900 8800 9000
uum/blended Fe II emission) in the optical/IR spectra using the template of Vanden Berk
et al. (2001) as a guide. The optical/IR continuum regions used are shown in Table 4.1,
with regions showing contamination by noise/emission features adjusted or removed ac-
cordingly. There is general consistency with other work that define similar such band-
passes, see also Kuhn et al. (2001) and Capellupo et al. (2015). Some of these wavelength
ranges have been adjusted by a small amount from those used in Chapter 3, reflecting
improved attempts to mitigate against inclusion of emission-contaminated ranges. In this
section I do not include the continuum redward of Hα (regions 10–15 in Table 4.1) owing
to the ‘red excess’ seen in this region. This region is discussed and modelled later, see
Section 4.3.
The X-ray spectrum is also known to show emission features, such as the previously
mentioned Fe Kα line, but the S/N of the X-ray data are not sufficient to resolve such
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features. I therefore use all available data from the MOS1, MOS2 and PN detectors
aboard XMM-Newton to maximise the number of X-ray counts.
A limitation of my study is that the optical/IR/X-ray data were not collected con-
temporaneously. AGN are known to vary across all wavelengths differentially, and I
therefore cannot rule out variability having occurred between observations. This is a
limitation of most such studies due to the difficulty and expense of scheduling simulta-
neous observations using multiple space- and ground-based observatories. In Chapter 3
I described a means of checking for evidence of variability between optical/IR observa-
tions using photometry and simple power-law continuum fits. I concluded that in one
object (J0041−0947) there was evidence for ∼ 30 per cent variability between optical/IR
observations. In this case, I used the GNIRS spectrum as observed for estimating MBH,
but scaled it to the level of SDSS for SED fitting. In two objects with multiple epochs of
X-ray data I found no evidence for X-ray variability, but since AGN are often observed to
show short-timescale X-ray fluctuations, I cannot rule out a variable X-ray component in
any of the AGN.
As discussed in Chapter 3, I do not use photometric data in my SED modelling. In the
optical/IR, photometry is usually contaminated by emission features, and is inferior to the
spectra for defining the continuum. GALEX and XMM OM UV photometry is available
for some objects (see Table A.1), however, due to the redshift range of the AGN, these
data lie on or beyond Ly-α . Photometry covering Ly-α cannot be corrected, because
the equivalent width of this strong feature varies widely between objects (Elvis et al.
2012). Similarly, photometry beyond Ly-α in the rest frame cannot be reliably used, as
it is unpredictably attenuated by the multitude of narrow absorption features in the Ly-α
forest.
Throughout this work I use the AGN SED model OPTXAGNF, described in Done
et al. (2012). This model comprises three components – AD, SX and PLT – and applies
the constraint of energy conservation to these. I do not include a relativistic reflection
component (see Fig. 1.5), as the XMM spectra lack the S/N and coverage necessary to
model it. All SED fitting is performed in the XSPEC spectral analysis package, using the
Levenberg-Marquardt minimisation routine.
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4.2.2 Intrinsic Reddening
In this section I refine my best models from Chapter 3 by testing alternative intrinsic
extinction curves. I therefore produce a new SED model for each object, using newly
determined best-fitting parameters.
I have already corrected the optical–IR spectra for MW extinction (Section 4.2.1), and
now combine the OPTXAGNF model with WABS, ZWABS and ZDUST to model Galactic
and intrinsic attenuation. This is discussed more in Sections 3.4.2 and 3.5.4.
The full XSPEC model therefore takes the form WABS × ZWABS × ZDUST × OPTXAGNF.
The fixed parameters, and corresponding models, are as follows:
(i) Mass, MBH (OPTXAGNF): fixed at the value from Hα .
(ii) Redshift, z (OPTXAGNF, ZWABS, ZDUST).
(iii) Comoving distance, rc (OPTXAGNF).
(iv) Spin, a∗ (OPTXAGNF): fixed at 0.
(v) SX electron temperature, kTe (OPTXAGNF): fixed at 0.2 keV.
(vi) SX optical depth, τ (OPTXAGNF): fixed at 10.
(vii) Ratio of absolute extinction to that defined by (B−V ), R(V ) = A(V )/E(B−V )
(ZDUST): fixed at values of 3.08, 3.16, 2.93 for MW, LMC, SMC respectively (Pei
1992).
The free parameters, and corresponding models, are:
(i) Mass accretion rate, m˙ = Lbol/LEdd (OPTXAGNF).
(ii) Coronal radius, rcor (OPTXAGNF).
(iii) Outer AD radius, rout (OPTXAGNF).
(iv) PLT photon index, Γ (OPTXAGNF).
(v) Fraction of Comptonised energy in SX, fSX (OPTXAGNF): this is 1− fPL given in
Table 2.1.
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(vi) Intrinsic H I column density, NH,int (ZWABS).
(vii) Intrinsic reddening, E(B−V )int (ZDUST).
I fit the model to all 11 objects for each of the MW, LMC and SMC extinction curves,
and use the final χ2red fit statistic to gauge which produces the best description of the
data. These curves, and the continuum regions listed in Table 4.1 are shown in Fig. 4.1.
I find that six objects are best described by the MW extinction curve, four by the LMC
curve and one by the SMC curve. In objects for which the intrinsic reddening is low
(E(B−V )int . 0.03 mag), the difference in χ2red is generally small, but these are also the
objects in which the reddening makes the smallest difference to the Lbol. The uncertainty
in Lbol due to the uncertainty on E(B−V )int varies from object to object. Typical values
range from 0.03 dex (J1350+2652) to 0.16 dex (J2328+1500).
The best fitting extinction curve in each object is used henceforth. The refined models
are shown by the orange curves in Fig. 4.2. I tabulate the key SED parameters and derived
properties for these new models in Tables 4.2 and 4.3.
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Figure 4.1: The three extinction curves I test for the intrinsic reddening, as shown in Fig. 2.5. All
curves are for the same E(B−V ). The markers indicate the locations of the continuum regions
used for the fit. Clearly, the four bluest regions are the most important for distinguishing between
the curves.
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Figure 4.2: The SEDs for the sample, showing model variance with MBH. All models are at spin
value, a∗ = 0. In black is the data from XMM-Newton, SDSS and GNIRS/TSpec to which I fit
the broad-band SED model. The model contains corrections for host galaxy extinction and soft
X-ray absorption, as in Model 3 in Chapter 3, but here I use the best-fitting extinction curve (MW,
LMC or SMC), rather than the MW curve in all cases. I have corrected the data for these sources
of attenuation. The best fitting model, arising from the mean MBH estimate, is shown by the solid
orange curve. Then I have altered the MBH estimate by 1 and 2 σ (see Table 4.3 for MBH and errors)
and remodelled the SED. The 1 σ models are shown by the dashed curves and the 2 σ models by
the dash-dot curves. The key model properties, with colours corresponding to the curves, are also
given.
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4.2.3 Uncertainty on Black Hole Mass
In Chapter 3, I commented upon the possible uncertainty in the SED model that may
arise from the MBH estimate, in particular with regard to the SED peak position. To test
this, I have produced four new models for each AGN, with MBH varied by ±1,2σ from
its mean value. The modelling procedure is otherwise the same as described in Section
4.2.2, with the same free and fixed parameters. The best-fit intrinsic extinction curve is
used (Table 4.2). To avoid local minima in the fitting, and impartially test the total effect
of altering MBH in each case, I apply the same modelling script in all cases, with the
same initial values. Between models there can therefore be different values for all free
parameters, including E(B−V )int, NH,int and rout. These may contribute to degeneracies
between parameters, which it is also important to test for.
The resulting SEDs are presented in Fig. 4.2, with accretion rates and Lbol also given.
For simplicity, only the dereddened/deabsorbed data for the mean MBH model are shown,
hence in models that do not appear to well describe the data, this is due to a different value
of E(B−V )int or NH,int (see J0041−0947 in Fig. 4.2 for a clear example of this variation).
It is clear that in objects with unconstrained SED peaks the difference is greatest. Re-
ducing MBH produces an AD which peaks at higher energies, resulting in a larger Lbol. In
objects with well-constrained SED peaks, such as J0118−0052, this difference is smaller,
and in J0839+5754 the difference is smallest of all, partly because the SED peak is dom-
inated by the SX component, and therefore the peak temperature dependency on MBH is
smaller. The intrinsic reddening value is consistent in all models, with all but J2328+1500
showing very little variation in optical/IR continuum slope. Degeneracy between the ac-
cretion rate and intrinsic reddening is evident in J2328+1500 however, with the MBH
±2σ models showing convergence to different optimum values of E(B−V )int (evinced
by the lower SED for these models). It is encouraging that such an effect is only seen in
one object, and only when the MBH estimate is altered by 2σ from the mean. In general
the inherent uncertainty on MBH has only a small or predictable impact on the Lbol, with
a ±0.1 dex change in MBH propagating through to Lbol in all cases where the SED peak
is unsampled.
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4.2.4 Black Hole Spin
In Chapter 3, I did not investigate the effect of BH spin in the modelling, and found
that all objects could be adequately fit with the a∗ spin parameter set to zero (i.e. non-
spinning), and the mass accretion rate left as a free parameter. However, this finding does
not necessarily rule out high spin scenarios, so here I test models with spinning BHs in the
sample. There is a degeneracy between the mass accretion rate and spin in terms of the
SED peak position as both affect the AD energy output and peak temperature. Therefore
setting both parameters free in the fitting will not necessarily enable measurement of the
optimal spin value. Instead I repeat the SED fitting procedure for a range of additional a∗
values: 0.5, 0.8, 0.9 and 0.99. Other than these changes, the model fitting procedure is as
described in Section 4.2.2.
In Fig. 4.3, the SED models incorporating BHs with a∗ values of 0.5, 0.8, and 0.9 are
shown alongside the a∗ = 0 model constructed in Section 4.2.2. In ∼ 2/3 of the sample
I find that the moderate spin states (a∗ = 0.8,0.9) do not provide as good a fit to the data
as the low spin states (a∗ = 0,0.5), exhibited by the optical–IR spectra (e.g. J0839+5754)
or by the X-ray spectra (e.g. J1044+2128). Interpreting this result is complicated by the
free parameters, in particular, the intrinsic attenuation properties of E(B−V )int and NH,int,
which are not immediately apparent in Fig. 4.3. Three objects, J0041−0947, J1350+2652
and J2328+1500, show an improvement in the χ2red fitting statistic for the a∗ = 0.9 model
compared with a∗ = 0, however the difference for the latter two is slight. These are
discussed in Section 4.6.2.
Using OPTXAGNF, I rule out the very highest spin states in this sample; for a∗ = 0.99
the SED model breaks down in all but one (J2328+1500) case, producing SEDs that
simply do not fit the data, or models where the PLT dominates the AGN energy output,
which disagrees with previous work. Given this, I have not plotted this model in Fig. 4.3.
The cause of this is that the energies resulting from these highest spin states cannot be
redistributed in the Comptonised components.
However, there are several important limitations of the AD model in OPTXAGNF that
become significant here. OPTXAGNF assumes a fixed AD inclination to the observer of
60◦, does not include relativistic effects, and does not account for advection (Done et al.
2013). These effects are relatively insignificant when spin is low or zero, but become
substantial as spin increases. This is discussed in Section 4.6.2.
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Figure 4.3: The SEDs for the sample, showing variation with the a∗ spin parameter. The data
and orange curve are for the best fitting model with a∗ = 0, and are the same model as shown by
the orange curve in Fig. 4.2. In each subsequent case, I have fixed a∗ at a higher value (0.5, 0.8,
0.9) and repeated the fitting procedure. A model with a∗ = 0.99 is also tested, but in all but one
case, the resulting model either produced only a marginal fit, or a model in which nearly all of the
AD energy is reprocessed in the Comptonised components, contrary to what is observed in local
AGN. This result is dependent on relativistic corrections and inclination; see Section 4.6.2 for a
discussion.
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4.2.5 Outer Accretion Disc Radius
In all of the SED models I have produced so far, the outer AD radius (rout) has been left as
a free parameter. It has been suggested (e.g. Goodman 2003) that the AD extends out to
a radius at which self-gravity causes it to begin to break up, with the self-gravity radius,
rsg, depending on both MBH and accretion rate according to the following equation, given
in Laor & Netzer (1989):
(
rsg
Rg
)
= 2150
(
MBH
109 M
)−2/9
m˙4/9α2/9 (4.2.1)
where α is the ratio of viscous stress to pressure in the disc, fixed at a value of 0.1.
I explore this further by testing three different means of setting rout:
(1) rout free: this is the model described in Section 4.2.2.
(2) rout fixed at rsg.
(3) rout fixed at an arbitrary large value, as in Jin et al. (2012a).
Based on both χ2red and visual inspection of the resulting fits, in 8 of the 11 objects,
when rout is set to a large value or rsg, the fit is poorer than those with rout free. Two
examples are shown in Fig. 4.4. When the measured rout values are compared with those
calculated from equation 4.2.1 (Fig. 4.5), an increasing trend with rsg is seen, but offset
from unity, suggesting that self-gravity may play a role in setting rout, but is not the only
contributing factor. Also shown are the rout values derived in Section 4.3, where I include
model components for the torus and host galaxy. The relations I derive are:
log(rout) = log(rsg)− (0.66±0.06) (4.2.2)
for the AGN only model, and:
log(rout) = log(rsg)− (0.76±0.06) (4.2.3)
for the model including torus and host galaxy components.
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Figure 4.4: Two example objects in which setting the rout to an arbitrarily large value (10000 Rg)
or rsg produces an inferior fit to the data. I show the intrinsically reddened spectra/SEDs here,
whereas other figures show the ‘dereddened’ (intrinsic) SED. The red brackets show the continuum
regions used for the fit.
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Figure 4.5: Comparing rout measurements from SED fitting with rsg as given in equation 4.2.1. I
show the three objects with unconstrained rout as upper limits, and exclude these from the derived
relations. The solid line represents unity, and the dotted and dashed lines represent the unity-
gradient lines fitting the AGN only and AGN+Torus+Host galaxy data, respectively.
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4.3 Torus and Host Galaxy
I discussed the potential contribution of the host galaxy to the total SED in Chapter 3.
This may be manifest in the ‘red excess’ observed in nearly all objects, redward of the
Hα emission line. The Jin et al. (2012a) sample was at z< 0.3, and therefore on average of
lower luminosity than my sample, and exhibited a significant contribution to the optical
spectral continuum by the host galaxy. In general, for AGN at z & 0.5 the host galaxy
contribution is assumed to be insignificant (e.g. Shen et al. 2011), and indeed I concluded
in Chapter 3 that for the least luminous source (J2328+1500), the maximum possible
contribution to the SED peak was. 2 per cent, increasing to∼ 50 per cent at wavelengths
of ∼ 1µm.
Since this object also hosts the most massive BH of the sample, it is expected to exhibit
the largest contribution from the host galaxy, based on the MBH–bulge mass relationship
(see Section 4.1.1). I therefore concluded that the host galaxy contribution to total SED
continuum is small in all objects. Nonetheless, the red excess and WISE photometry
show evidence for a dusty torus component, which possibly includes a contribution by
the host galaxy. Thus, as the final refinement of my SED modelling, I now include SED
components for both the torus and host galaxy, in order to fit the spectral data redward of
Hα (regions 10–15 in Table 4.1), and the WISE photometry.
Due to data limitations, I employ a simplified model of the torus consisting of two
blackbody components, hereafter referred to as ‘hot’ and ‘warm’. The temperature of the
hot component, Thot, depends on the composition of the dust grains that form the torus.
Silicate grains sublimate at temperatures above ∼ 1500 K, whereas graphitic grains can
survive up to ∼ 1800−2000 K (e.g. Barvainis 1987, Mor et al. 2009, Landt et al. 2011).
In this respect my approach is similar to that employed by Mor & Trakhtenbrot (2011),
who modelled a single, hot graphitic dust component to a large sample of AGN, and
Landt et al. (2011), who used blackbody models of the hot dust in their sample of AGN.
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Kirkpatrick et al. (2015) also modelled combined blackbody components to represent the
warm and cold dust in their sample of luminous IR star-forming galaxies and AGN.
In Chapter 3 I tested two models of the host galaxy, that of a 5 Gyr elliptical galaxy
and a starburst galaxy (represented by M82), which shows a stronger contribution at UV
wavelengths. I extracted these galaxy templates from Polletta et al. (2007). Practically,
the difference between the two templates was small, as the rest-UV flux is dominated by
AD emission. Theoretically, based on the MBH–bulge relationship, I expect this sample
of AGN to be hosted by massive elliptical galaxies, and therefore use the 5 Gyr template
of Polletta et al. (2007) only in this work.
I fit the SEDs in XSPEC again, fixing the X-ray part of the spectrum to values calcu-
lated in Section 4.2.2. The full MIR to X-ray SEDs, including the torus and host galaxy
components, are shown in Fig. 4.6. The key properties are given in Table 4.4. I calculate
the dust covering factor for both the hot and warm torus components using the formula
C = Ldust/Lbol, where Ldust is the total luminosity of the combined hot and warm dust
components.
Table 4.4: Luminosities and temperatures of the different components in the sample.
Name log(Lbol) log(LTorus) log(LHost)
L1µm,host
L1µm,total
Thot Twarm Chot Cwarm
[log(erg s−1)] [log(erg s−1)] [log(erg s−1)] [K] [K] [%] [%]
J0041−0947 47.35±0.02 46.7±0.3 45.97±0.09 0.46 1090±160 300±1400 12.7 8.7
J0043+0114 47.50±0.02 46.55±0.02 45.4±0.1 0.28 1630±60 460±60 5.5 5.7
J0118−0052 47.03±0.03 46.74±0.02 45.5±0.4 0.19 2170±170 650± 60 12.8 38.2
J0157−0048 47.28±0.02 46.44±0.02 45.58±0.08 0.62 1410±90 400±30 4.8 9.8
J0839+5754 47.23±0.07 46.9±0.6 45.8±0.3 0.17 1200±1300 300±500 20.5 24.3
J1021+1315 47.17±0.02 46.46±0.02 45.3±0.2 0.24 1710±70 540± 50 8.4 11.4
J1044+2128 47.54±0.01 46.66±0.02 45±2 0.13 1450±50 410±30 5.7 7.3
J1240+4740 47.26±0.04 46.4±0.5 45.4±0.1 0.21 1500±70 400±1700 8.6 6.5
J1350+2652 47.46±0.01 46.70±0.03 46.01±0.03 0.61 1270±70 440±50 8.8 8.3
J2328+1500 46.64±0.02 46.3±0.3 45.68±0.03 0.72 1130±90 300±800 26.2 15.7
J2332+0000 47.08±0.02 46.40±0.02 45.1±0.2 0.22 1650±80 540±60 7.7 13.1
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Figure 4.6: The full MIR to X-ray SEDs for the sample. The green squares show the WISE
photometry data, and the optical–IR and X-ray data are once again shown in black. The orange,
light blue and purple curves show the contributions from the AGN, host galaxy and dusty torus
components respectively. The torus comprises two blackbody components, and the host galaxy is
a 5 Gyr elliptical template.
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4.4 Variability
In Chapter 3, I briefly discussed the possible causes of variability in the AGN sample.
Since the multiwavelength data are collected non-contemporaneously, it is important to
look for evidence of variability between optical and IR observations. I only identified such
evidence in J0041−0947. In this case, for the SED fitting, I normalised the IR spectrum
to the level of the optical spectrum. I also presented all available optical spectra from
SDSS/BOSS, as five objects in the sample had optical spectra taken on multiple epochs.
Comparing these spectra, there appears to be some small (∼ 20 per cent) variability in
three of the objects observed more than once.
I examined the possible cause of these variations using the SED model. There are
few specific AGN properties that can change on timescales of a few years; MBH and spin
are fixed and changes in the mass accretion rate ought to be physically limited by the
viscous timescale – the characteristic timescale for the mass flow. This timescale for
the BH masses in the sample is likely to be of the order of hundreds of years even in the
innermost regions of the AD (Czerny 2004), although AGN variability is frequently noted
that occurs faster than the viscous timescale and is apparently intrinsic. This could be due
to reprocessing of SX emission in the AD, as PLT emission is generally too weak to have
a significant effect in most of the objects (Gardner & Done 2015). The intrinsic reddening
I model could change if the extinguishing dust is ‘clumpy’ in nature, as thought to be the
case for the torus, thus presenting a constantly changing E(B−V )int parameter.
In order to explore the effects of changing the obscuration, I take the best-fitting SEDs,
and attempt to fit other epochs of data by adjusting only the E(B−V )int parameter. In Fig.
4.7, I show two examples of the variable AGN, together with models that result from
changing the E(B−V )int parameter. To first order I find that the variability observed
between observations could be attributed to changing extinction (see Fig. 4.7) but the
optical spectrum alone covers too short a wavelength range to test this hypothesis effec-
tively – there are often only 2–3 emission free regions in the optical spectra to which
the SED model is fitted. A stronger test of the changing properties that are responsible
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for such variability would require simultaneous optical–IR data from multiple epochs, as
this would provide the data coverage required to model the AD robustly. It may be that
changes in the accretion rate must also be considered to fully parameterise spectral vari-
ability. All such tests also require accurate flux calibration; uncertainties in the SDSS
flux calibration and variable atmospheric observing conditions, may also contribute to
observed apparent variability.
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Figure 4.7: Examples of the ‘variable’ objects in the sample. Five objects were observed on
multiple occasions in the optical by SDSS/BOSS, and of these, three showed some evidence for
variability. Modelling this as an effect of changing extinction produces a first order correction
for this variability. The intrinsic SED therefore does not change between observations, but the
observed SED does change. In these two examples, I show the data from each different epoch in
different colours (with the same colour scheme as in Appendix A.2), and the attenuated model as
a correspondingly coloured dashed line. The difference in E(B−V )int between Oct 2000 and Sep
2002 in J2332+0000 is 0.043 mag. All spectra have been corrected for Galactic extinction.
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4.5 Spectral Decomposition
My physically motivated model of the underlying AGN continuum now enables a com-
plete analysis of the optical–IR spectrum, including the contribution from the BLR. The
BLR is thought to lie between the AD and torus (e.g. Antonucci 1993, Czerny et al. 2015),
with electron transitions in partially-ionised gas giving rise to many emission features that
are Doppler-broadened by the rapid orbit of this gas around the BH. Although this AGN
sample is too small to improve on the emission line correlations extensively studied by e.g.
Shen & Liu (2012), Denney et al. (2013) and Karouzos et al. (2015), since such studies
invariably use power-law continuum models, it is desirable to have a better understanding
of the true continuum, especially as this continuum forms the basis of many virial MBH
estimators. In particular, the Balmer continuum lies underneath the Mg II feature, but due
to additional contamination by Fe II, this can be difficult to deconvolve, particularly when
considering only a limited wavelength range on either side of Mg II.
The spectral model includes components for the isolated emission lines, and a ‘pseudo-
continuum’ which includes blended line emission as well as true continuum contributions.
The emission lines are modelled as superpositions of Gaussians. I use the following
components for the emission lines:
i. Hα is fitted with two broad components (or one broad, and one ‘intermediate’). As
in Chapter 3, for objects that show strong narrow [O III], I include a third, narrow
Gaussian component, locked in velocity width and wavelength to the strong, narrow
[O III] member.
ii. Hβ is fitted with an equivalent profile to Hα , with only the normalisation as a free
parameter.
iii. [O III] is a doublet. I fit each member with two Gaussians, or one Gaussian for
objects showing particularly weak [O III] emission (J0043+0114, J0157−0048,
J1021+1315, J1044+2128 and J1240+4740).
iv. Hγ is fitted in the same manner as Hβ .
v. Mg II, C III], C IV and Ly-α are modelled with two broad Gaussian components
each. I do not include narrow components for these lines as in general there is no
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statistical justification for a third component. Ly-α is only covered in J0118−0052.
I do not attach a physical significance to the two components in any of these lines.
For instance, Mg II is a doublet, but it is not modelled as such, as the line splitting
is too small to be significant.
vi. He I λ5876, Hδ λ4102, [Ne III] λ3869, [O II] λ3729, [Ne IV] λ2422, C II] λ2326,
Al III λ1855, He II λ1640, Si IV λ1394 (may include O IV]) and O I λ1305 (may
include Si II) are all modelled for completeness with a single Gaussian component,
though most are very faint in the spectra, so I freeze their wavelengths to literature
values (Vanden Berk et al. 2001).
The pseudo-continuum is composed of the following components:
i. OPTXAGNF continuum: I use the model constructed in Section 4.3, as it incorpo-
rates the host galaxy and dust components. An exception is J0041−0947, for which
I adopt the model with a BH spin parameter of a∗ = 0.9. As noted in Section 4.2,
this is the one object in the sample where I see a significant improvement in the
continuum fit when I introduce a spinning BH (χred = 4.16, 0.92 for a∗ = 0, 0.9). I
allow some freedom in the normalisation; if the continuum regions chosen for SED
model-fitting are marginally contaminated by an emission component, the true con-
tinuum could be below that I calculate.
ii. Balmer continuum: I employ the Grandi (1982) model of the Balmer continuum,
see equation 2.4.1. I convolve this model with a Gaussian to account for Doppler-
broadening associated with intrinsic velocity dispersion in the hydrogen emitting
gas.
iii. Blended FeII emission: To model the ubiquitous, blended permitted Fe II emission
seen throughout the optical–IR AGN spectrum, I use two empirical and one theo-
retical templates, derived from the Type I AGN I Zwicky 1. These templates are
described in Ve´ron-Cetty et al. (2004), Vestergaard & Wilkes (2001) and Verner
et al. (2009), see Section 2.4.5 for more information. The templates are convolved
with a Gaussian to incorporate velocity broadening, and normalised independently
in the optical and UV.
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Figure 4.8: IR–optical spectral decomposition using the SED model together with models of the
Balmer continuum, blended Fe II emission, and emission lines. Line identifications are shown in
the top panels. The right panels are magnified to more clearly show the Balmer region.
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Figure 4.8 (cont.)
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After fitting the pseudo-continuum, I then fit the emission lines systematically. All fit-
ting is performed by custom PYTHON scripts, using the Levenberg-Marquardt algorithm
provided in the LMFIT package. To estimate measurement errors, I use a Monte Carlo
method, where 100 different realisations of the spectra are created using the mean (mea-
sured) flux density and standard error at each pixel, and refitting the model from scratch.
The central 68 per cent of the resulting value distribution for any given property then
provides an estimation of the measurement error. In these ‘mock’ spectra, the artificial
‘noise’ is added to already noisy spectra, but to an approximation, this method gives a
good representation of the true errors.
I show the model fits resulting from my spectral analysis in Fig. 4.8.
4.6 Discussion
4.6.1 SED Model Properties
The data are well described by the physically-motivated SED continuum and emission
line models I have built. The SED models of Chapter 3 are refined in Section 4.2.2 by
improving the treatment of intrinsic reddening. I first discuss the properties of these mod-
els, and compare them to similar studies. There is an anti-correlation between MBH and m˙
(Fig. 4.9), likely because the sample is selected from a small redshift range, are of similar
flux, and are therefore of comparable luminosity. Previous work, such as Vasudevan &
Fabian (2007), Davis & Laor (2011), Jin et al. (2012c) have suggested that it is m˙ that
more strongly governs the SED properties, including the X-ray photon index and BCs.
I show a comparison of my models with those of Jin et al. (2012a) for the m˙–Γ re-
lationship in Fig. 4.10. Due to the small size of the sample, there is a large uncertainty
on the slope of this relationship, but it shows a correlation which is in agreement with
that presented in Shemmer et al. (2008), Zhou & Zhao (2010) and Jin et al. (2012a). This
relation provides an important additional means by which m˙ may be estimated in AGN.
It is believed that in highly accreting sources the increased disc emission induces more
efficient Compton cooling of the corona (e.g. Bian 2005). These relations show some de-
gree of scatter however, likely arising from uncertainties on estimates of MBH, the optical
depth of the corona, orientation or spin (Shemmer et al. 2008).
A large spread in the BCs is seen in the sample (Table 4.3), as also mentioned in
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Figure 4.9: Dependence of m˙ on MBH. This highlights selection effects for the sample.
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Figure 4.10: The photon index (Γ) against Eddington ratio in the sample, overplotted on the Jin et
al. (2012) sample. My best-fit relation is shown by the red dashed line and shaded region, and the
Jin et al. (2012a) relation is shown by the long-dashed black line and shaded grey region. I also
show the relation derived in Shemmer et al. (2008) and Zhou et al. (2010).
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Chapter 3. Early work used fixed values for these coefficients (e.g. Elvis et al. 1994,
Richards et al. 2006), which is clearly at odds with the range I have measured. However,
there is mounting evidence that BCs are dependent on AGN luminosity, and by exten-
sion m˙ (Trakhtenbrot & Netzer 2012). Moreover, the Elvis et al. (1994) SED templates
included the IR torus bump in Lbol, and therefore ‘double-counted’ some of the emission
from the AGN (Marconi et al. 2004). I present the BCs against m˙ in Fig. 4.11, confirming
the trends previously observed by e.g. Vasudevan & Fabian (2009), Jin et al. (2012c) and
Castello´-Mor et al. (2016). I have overplotted the results of Vasudevan & Fabian (2009)
and Jin et al. (2012c) for direct comparison.
Jin et al. (2012c) also used OPTXAGNF, applied to a low redshift (z < 0.3) sample.
Vasudevan & Fabian (2009) used a simpler AD+PLT model. As the samples were all
selected by different means, there may be differing sample selection effects. For instance,
I required objects bright enough to yield an X-ray spectrum, Jin et al. (2012c) imposed X-
ray quality cuts (see Jin et al. 2012a), and Vasudevan & Fabian (2009) drew their sample
from the Peterson et al. (2004) sample – an RM study of optically bright AGN.
In the top two panels of Fig. 4.11, my BC values for κ5100A˚ and κ2500A˚ show strong
correlation with m˙. This alone suggests that Lbol can be constrained with an estimate
of MBH and a measurement of the (dereddened) continuum luminosity. In particular,
my sample correlations are much stronger than those of Jin et al. (2012c), especially for
κ2500A˚, likely because of the smaller fractional contribution of the host galaxy to the SED.
However, my values for both coefficients lie below the majority of the Jin et al. (2012c)
sample. As these are calculated from luminosity measurements that are AD dominated,
the likely reason for this is the different average MBH of the two samples. The Jin et al.
(2012c) sample contains AGN with a lower average MBH; notably, many of the highest
m˙ AGN in their sample were the narrow-line Seyfert 1 galaxies, with masses of 106−
108M. The highest m˙ AGN in my sample are ∼ 1−2 dex more massive, so a single AD
continuum luminosity measurement samples a different part of the AD SED in my AGN,
compared to theirs. My BCs sample continuum regions closer to the AD peak, and are
therefore smaller on average than those calculated by Jin et al. (2012c). This is illustrated
in Davis & Laor (2011), their Fig. 1.
In the bottom panel of Fig. 4.11, my results for κ2−10keV are more consistent with
those of Jin et al. (2012c) and Vasudevan & Fabian (2009), suggesting that this coefficient
depends less on effects such as MBH, as might be expected from the argument above –
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Figure 4.11: Dependence of various BC factors on m˙.
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MBH does not influence the X-ray spectrum as much as the AD.
In summary, I suggest that UV BCs in AGN are dependent on both MBH and m˙, and
applying relations calibrated for ∼ 107M AGN to those with ∼ 109M BHs could intro-
duce systematic uncertainties. This may be complicated further by model-dependencies
such as a∗, since Lbol =ηM˙c2, where the mass–energy efficiency, η , varies with a∗. X-ray
BCs do not appear susceptible to this effect.
Further exploration of the correlations between SED properties and BCs will be pos-
sible with a larger AGN sample, which I define in Chapter 5.
4.6.2 SED Model Testing
Intrinsic reddening
The SED model depends on the adopted models for intrinsic extinction in the AGN, and I
showed in Section 4.2.2 that MW, LMC and SMC extinction curves are adequate to model
the intrinsic extinction in this sample of 11 objects.
An alternative approach is to calculate customised extinction curves, as adopted by
Zafar et al. (2015) – see Section 4.1.2. However, an assumption in that work is that
the intrinsic SED of all AGN in the sample can be described by a simple power-law of
constant slope. Whilst a power-law well-describes the optical–IR continuum emission
for many AGN, the true continuum is more accurately described by the AD, which has
a predicted turnover in energy corresponding to the temperature of gas orbiting the BH
close to risco, dependent on MBH, m˙ and a∗ (e.g. Hubeny et al. 2000, Davis et al. 2007). In
Chapter 3, I found that around half of the objects in the sample had optical spectra at or
very near this SED peak. Additionally, I have found evidence for a change in power-law
slope in 8 of 11 objects, consistent with the observations sampling the outer edge of the
AD. For these reasons, I cannot make assumptions about the intrinsic SED shape a priori.
As the intrinsic extinction in each of the objects is small – E(B−V )int < 0.1 mag in all
but one case – I am justified in my approach of using MW, LMC and SMC curves.
This extension to Model 3 presented in Chapter 3 is logical, as I identified in Chapter 3
that whilst J1350+2652, for instance, showed evidence for a 2200 A˚ feature that was bet-
ter fit by a MW reddening curve (a similar finding is shown in Capellupo et al. 2015, their
Fig. 7), J1044+2128 showed a significant improvement in extinction correction using an
SMC curve.
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Uncertainties on the black hole mass
I have shown that in models of this kind, MBH uncertainties of ∼ 0.1 dex lead to a
∼ 0.1 dex uncertainty in Lbol. In objects with well-sampled SED peaks, the difference
is much smaller, as other parameters are adjusted to maintain the fit. This is perhaps
clearest in J0839+5754, but also J0041−0947 and J0118−0052, which show only small
changes in Lbol, despite a ∼ 0.4 dex change in MBH from largest to smallest values. How-
ever, I caution that in J2328+1500 the optimal solution shows some degeneracy between
m˙ and the intrinsic reddening as defined by E(B−V )int, with the latter property converg-
ing to different minima when fitting the ±2σ MBH models. This may be expected in this
object, as it shows the highest intrinsic reddening value (see Table 4.2) of the sample, and
therefore I suggest that for reddening of E(B−V )int & 0.1 mag, the uncertainties in esti-
mates of Lbol become greater (a combined error due to MBH and E(B−V )int of ∼ 0.3 dex
in this case).
The MBH estimates were specifically derived from the profile of Hα as there is ex-
cellent S/N, and it shows strong correlation with Hβ , and hence reverberation studies
(Greene & Ho 2005). Assuming that the two main sources of uncertainty on MBH are (a)
the dispersion on the relation with Hβ and (b) the measurement error may be optimistic
(Park et al. 2012 estimates that the uncertainty in the BLR size-luminosity relation and
virial coefficient contribute to a total uncertainty on such estimates of ∼ 0.46 dex), but
I wished to test how such uncertainties would affect the calculation of the SED model,
and corresponding properties. Castello´-Mor et al. (2016) used RM MBH estimates for
their samples of super- and sub-Eddington AGN, but estimated the uncertainty on these
estimates to still be a factor of ∼ 3, comparable to the single-epoch method.
To test the impact of a more significant ∼±0.5 dex (or approximately 5σ ) change in
MBH on Lbol, I produced further models with MBH set at ±5σ from the mean – see Fig.
4.12. The resulting range of Lbol is large, but generally smaller than that of MBH because
in most of the AGN, adjustment of other parameters in the MBH± 5σ models leads to
a smaller uncertainty in Lbol. However, this does yield models that are often a poorer
description of the data. Additionally, given the extreme and unphysically high accretion
rates that are required for some of the −5σ models, the thin AD assumption would be
unlikely to apply.
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Figure 4.12: The SEDs for the sample, showing model variance with significant (∼ 0.5 dex)
changes to MBH. The figure is analogous to Fig. 4.2, but with larger MBH variations from the mean
value. These represent more plausible total uncertainties on MBH, but in many cases the models
shown as dashed lines are much poorer descriptions of the data than the model with the mean
value of MBH (solid orange curve). In three cases the difference between the MBH± 5σ models
(constituting a total range in MBH of around an order of magnitude) propagates to a 1 dex spread
on Lbol, but in all other cases this is smaller – around 0.5 dex for five of the AGN.
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Black hole spin
Changing the BH spin has a similar effect to lowering MBH – both increase the peak
temperature of the AD gas, and shift the SED peak to higher frequencies. A low-spin BH,
a∗ 6 0.5 does not have a large impact on the SED, and in J0839+5754, which has a well-
sampled SED peak, minor adjustments of the other free parameters allow the spin change
to be incorporated into the model with a negligible effect on Lbol. Other objects show an
increase in Lbol of typically ∼ 0.1 dex, owing to the bluer SED peak. As spin is increased
to a∗ = 0.8 and 0.9, the peak is shifted to the FUV range in all but J2328+1500, where
E(B−V )int is reduced, lowering m˙ and thus keeping the peak position at approximately
the same frequency. For the other objects, the total SED energy increases by a factor of
two or more, increasing the amount of energy to emerge in the Comptonised components
(SX and PLT). Therefore as the spin increases, this results in a decrease in the value of the
intrinsic reddening E(B−V )int, and an increase in NH,int. The lower reddening lowers the
intrinsic energy at optical–IR wavelengths, and the greater NH,int increases the Compton
upscattered energy budget. In most cases, this produces a poorer fit to the data, but this is
not true for all objects in the sample; J0041−0947, J1350+2652 and J2328+1500 show
improved fitting statistics for the a∗ = 0.9 model versus the a∗ = 0 model. However,
in J1350+2652 and J2328+1500 this effect is very small, with both of these models
producing good (χ2red < 2) fits to the data.
I briefly considered the likelihoods of various models, by comparing the gas-to-dust
ratio, characterised by NH to E(B−V )int, calculated in my objects with those observed
in the MW. Gu¨ver & O¨zel (2009) put this relationship at a value of NH,int/E(B−V )int =
6.9× 1021 cm−2 mag−1, assuming R(V ) = 3.1. Different sightlines though obscuring
material may produce different ratios, which is the reason I do not tie these properties to
the MW ratio, but as a general rule, one would not expect to infer a very high column
density of NH,int without an accompanying extinction effect. Unfortunately, limitations in
the S/N of the X-ray spectra mean that NH,int has large uncertainties in all objects, and as
such I find that statistically, I am unable to favour/reject any of the models by this means.
For the a∗ = 0.9 model, J0041−0947, J0043+0114, J1240+4740, J1350+2652,
J2328+1500 and J2332+0000 all show good fits (χ2red < 3). Degeneracies in model
parameters make drawing strong conclusions about spin values difficult, but it appears
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that the highest spin states, a∗ = 0.99 and above, are ruled out for every object except
J2328+1500 in the sample, using OPTXAGNF.
A limitation in my study is that I do not consider the effect of AD inclination in the
models. The OPTXAGNF model assumes a constant inclination, θ , of 60◦ to face-on, and
geometric consideration of orientation dictates that a factor of 2 greater flux would be
observed if the AD was at θ = 0◦. Larger inclinations than 60◦ are thought to be less
likely, as at some point the coaxial torus would obscure the AD. The effect of this on the
SED peak frequency will be small, making this property extremely difficult to robustly
constrain and practically, other sources of uncertainty discussed in this chapter dominate
the uncertainty on Lbol.
The disc inclination becomes significant in the case of a highly spinning BH. Here,
relativistic effects arising from the differential line-of-sight gas motion at different in-
clinations must be accounted for, as the simple trigonometric treatment of inclination is
insufficient. It is therefore necessary to convolve a relativistic smearing kernel with the
AD spectrum at each radius. This formed the basis of the model presented in Done et al.
(2013) that includes such relativistic treatment of the AD inclination – OPTXCONV.
In Fig. 4.13, I compare models of OPTXAGNF (no relativistic convolution) with OP-
TXCONV (which includes the relativistic convolution) at high to maximal spin values. I
normalise all models at a frequency of 1015 Hz (3000 A˚), as data constrains this part of
the model, and they must all therefore pass through the same point. I show two different
inclinations for OPTXCONV, θ = 0◦ and 60◦, as the difference between the two models
is strongest in the case of a face-on disc. Due to this discrepancy in energy, it is possible
that more of the objects could be compatible with high spin (a∗ > 0.99) values than I
concluded in Section 4.2.4.
Therefore, I reproduced the high spin models described in Section 4.2.4 using OPTX-
CONV at inclinations of both 0◦ and 60◦. I tested spin values of a∗ = 0.99 and 0.998,
as both scenarios were ruled out in most objects when using OPTXAGNF. I found that
OPTXCONV delivers similar models to OPTXAGNF when the inclination was fixed at 60◦;
either a good fit to the data is not achieved, or the SED energy is dominated by the SX and
PLT, in spite of the high accretion rates. This is counter to what is observed at lower red-
shifts (Jin et al. 2012a), in which high accretion rate objects are generally AD dominated.
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Figure 4.13: Comparison of OPTXAGNF with OPTXCONV for high to maximal spin BHs. OPTX-
CONV includes relativistic effects that are neglected in OPTXAGNF.
In the face-on case (θ = 0◦), however, good fits to the data are obtained in 10/11 AGN
(J1044+2128 is the exception), even for a∗ = 0.998. Four of these AGN still require a
dominant SX and PLT, however. I therefore highlight that models including full relativis-
tic treatment of the disc inclination should be used to model highly-spinning BHs, as the
difference in energy can be significant. However, as I have already noted some sources
of potential degeneracy between parameters in the models, it is unlikely that a strong
constraint can be put on the AD inclination by SED modelling alone. Using this method
to accurately measure the accretion rate, spin, inclination and intrinsic reddening values
would require exceptional data coverage and quality. Despite these uncertainties, the mea-
surements of Lbol are more accurate than those in other studies that lack X-ray spectra, in
addition to optical–IR spectra (Capellupo et al. 2015, Castello´-Mor et al. 2016).
So, do my results support a ‘spin-up’ picture of BH evolution? If BHs grow via
prolonged anisotropic accretion episodes and mergers with other BHs, their spin values
would be expected to increase over cosmic time, such that the most massive BHs have
the highest spins (e.g. Dotti et al. 2013, Volonteri et al. 2013). The counter argument is
that randomly oriented accretion episodes would result in a∗ approaching zero for massive
AGN (e.g. King et al. 2008). Using the results from OPTXAGNF, I conclude that my results
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are at least consistent with the spin-up scenario, with two of the three most massive objects
either not rejecting the higher spin models (J2328+1500 at a∗ = 0.99), or showing an
improvement over zero spin (J0041−0947 at a∗ = 0.9). However, using the more realistic
OPTXCONV model, this finding is less certain. I can still conclude that the most massive
AGN in the sample are all compatible with hosting highly spinning BHs, whereas the least
massive (J1044+2128) is not, but reiterate that there are several sources of degeneracy in
the models.
Radial extent of accretion disc
I find that in the eight AGN where constraints are placed on rout with the model, there is
a strong correlation with rsg, but offset from unity, see Fig. 4.5. It is not known whether
self-gravity is the condition under which the disc breaks up, but my findings suggest that
rout could be related to rsg, but is smaller by a factor ∼ 5, in most or all cases.
This result differs from that in Hao et al. (2010), who study the optical–IR SEDs of
a sample of ‘hot-dust-poor’ AGN. In a quarter of their sample, weak host galaxy con-
tribution enables measurement of the outer AD radii, which are found to be larger than
rsg. This could suggest a difference in the AD in these objects that may or may not be
related to their weak dust contributions. Alternatively, it could be a result of poorer data
coverage – they use photometry for their SED fits – or degeneracy with dust blackbody
components, but there is a need for greater understanding of AD physics to unify these
observables.
For this test, I kept the spin fixed at zero, so this result is model dependent. An
alternative interpretation is that the value of α is less than 0.1. However, it would need
to be 3 orders of magnitude smaller to account for the difference observed, if indeed
self-gravity is the factor limiting AD size.
4.6.3 Torus and Host
The mean temperatures for the two blackbody components that model the torus are;
〈Thot〉= 1470±90 K and 〈Twarm〉= 430±30 K. The warm component is generally poorly
constrained by only two WISE photometry points, and shows large errors on Twarm. The
mean covering factors are 〈Chot〉= 11±2 per cent and 〈Cwarm〉= 14±3 per cent.
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Landt et al. (2011) obtain values of 〈Thot〉 = 1365± 18 and 〈Chot〉 = 7± 2 per cent.
Their sample had NIR spectra from the NASA IR Telescope Facility’s SpeX spectrograph,
and as such the data were of significantly higher quality than was available for this work,
for which the torus components were only constrained by WISE photometry. Their sample
was also at much lower redshift (z 6 0.3), and accordingly was brighter, offering better
S/N. Nevertheless, my results are consistent to within 2σ .
As discussed in Landt et al. (2011), the Thot values calculated are close to the sili-
cate dust grain sublimation temperature. This may suggest the grains were formed in an
oxygen-rich environment. Evidence is seen for a spread in Thot values, which is likely to
be a feature of the limited quality of the data, although Landt et al. (2011) note that in
NGC 5548 there is a higher measured dust temperature than other objects in their sample.
Mor & Trakhtenbrot (2011) found their distribution of hot dust covering factor values
peaked at ∼ 13 per cent, in a sample of 15,000 SDSS AGN, fitting WISE photometry of
similar quality to my sample. This is slightly higher than the Landt et al. (2011) result,
but is consistent with my result, which lies between the Landt et al. (2011) and Mor &
Trakhtenbrot (2011) values.
Finally, Roseboom et al. (2013) found a broad distribution of covering factors, of
generally higher values than those measured in this work, Landt et al. (2011) and Mor &
Trakhtenbrot (2011). They fitted the AGN component using the Elvis et al. (1994) SED
templates, rather than the physically motivated model employed for this analysis, and this
may lead them to underestimate the AGN luminosity, and predict higher covering factors.
To assess whether the host galaxy properties I predict concur with other research of
AGN and their hosts, I compare the galaxy luminosities calculated with earlier work.
From the fitted host galaxy model, I measure the luminosity in the V , R and K bands,
comparing these to those presented in Marconi & Hunt (2003), Peng et al. (2006) and
McConnell & Ma (2013). The luminosities are measured using a ‘synthetic photometry’
technique, by integrating the host galaxy template over each respective bandpass.
I have compared the host galaxy bulge luminosities and MBH estimates for my sample
with earlier work in Fig. 4.14. My data are consistent with the MBH–bulge relationship.
The Peng et al. (2006) sample is of particular interest, as several objects in their sample
are at comparable redshifts to my study. In Fig. 4.14 (b), the dashed regression line I show
was derived by Peng et al. (2006) from a sample of 20 nearby AGN, with MBH and LR
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values published in Kormendy & Gebhardt (2001) and Bettoni et al. (2003) respectively.
The MBH values calculated by Peng et al. (2006) were made using the single epoch virial
linewidth technique, however, due to lack of IR spectra, MBH was estimated from the
emission line profiles of C IV and Mg II in several objects. Where both of these lines were
available, Peng et al. (2006) used the average MBH estimate from these lines, whereas
in Fig. 4.14 I show the Mg II estimate only, as C IV has been consistently shown not
to correlate well with the MBH estimate from the Balmer lines (e.g. Netzer et al. 2007,
Shen & Liu 2012, but see also Vestergaard & Peterson 2006 and Denney et al. 2013).
Additionally, some of the Peng et al. (2006) MBH estimates were made manually by the
authors of that study from printed copies of the spectra, and as such these may be less
reproducible than the Gaussian fitting method I employ. In spite of these uncertainties, our
two samples from this redshift range are both consistent with the low redshift relationship.
Paltani et al. (1998) and Soldi et al. (2008) found that in the nearby AGN 3C 273, vari-
ability suggests there are two distinct contributions to the optical–UV continuum. Whilst
the consequences of this finding are unclear, it could suggest an additional contribution
to the SED between the AD and torus. In my study, it is probable such a contribution
would be attributed to the host galaxy. Once again, the data are not sufficient to support
or contradict such a result, although if the AD does truncate at the relatively small radii
measured in Section 4.2.5, this could provide additional matter to form such an additional
component.
For the IR, I have only the WISE photometry, and at shorter wavelengths the NIR
spectra. These relatively limited data are used to fit both torus and host galaxy, but have
proven adequate to set useful constraints on these components. This would open up a
range of possibilities for studying large AGN samples and identifying correlations be-
tween the torus and the AGN central engine. My technique could be applied to many
AGN with NIR and optical spectra, and WISE photometry, and greatly expand investiga-
tions such as Peng et al. (2006) at higher redshifts, as it does not require HST imaging of
gravitationally lensed galaxies.
I have only adopted the 5 Gyr elliptical galaxy template from Polletta et al. (2007).
There are now refined templates available, such as those presented in Brown et al. (2014).
However, these differences are not significant for the purposes of the modelling, because
of the limited quality of out data set.
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4.6.4 Spectral Decomposition
Using my SED continua, I have undertaken a spectral deconvolution of the optical–IR
data for the 11 AGN.
Firstly, it is clear that around half of the objects have weak narrow [O III], which
is anti-correlated with the Eddington ratio. In general, the lowest accretion rate objects
show the strongest narrow emission lines (J0839+5754 and J2328+1500 are the clear-
est examples). Similarly, the highest accretion rate objects (particularly J0043+0114,
J1021+1315, J1044+2128 and J1240+4740) show extremely weak narrow [O III]. (The
narrow feature at∼ 5000 A˚ in J1021+1315 is attributed to noise, as there is a correspond-
ing feature in the error array.)
I explored this further by searching for (anti-)correlations between the [O III] λ5007
line equivalent width (EW) and m˙, Lbol, MBH and L2500A˚. I show plots of these properties
in Fig. 4.15, and use the Pearson product moment correlation coefficient, ρP, and p-value
to assess whether correlations are statistically significant. To estimate the uncertainty of
the relations, I repeat the analysis on 2000 bootstrap subsamples, and take the central 68
per cent of the resulting distributions as an indication of the 1 σ error on each property.
Using the deviance of ρP from zero as an indicator of (anti-)correlation between prop-
erties, the strongest anti-correlation is seen between [O III] EW and Lbol, at almost 4 σ
significance. Correlations between [O III] EW and L2500A˚, m˙ and MBH are more uncertain,
and appear to be largely dependent on a single object (J2328+1500). To within ∼ 2σ ,
these are consistent with no correlation.
This may suggest that a NLR in the most luminous sources cannot form, due to radia-
tion pressure from the AGN. The objects with the weakest narrow [O III] lines are similar
to the broad absorption line quasi-stellar objects in the Boroson & Meyers (1992) sample.
Netzer et al. (2004) studied the disappearing NLR in a sample of 2. z. 3 quasars with
higher average luminosities than ours. They suggested that some of the most luminous
sources lose their dynamically unbound NLRs, although in others star formation at the
centre of the galaxy may produce a NLR with different properties to lower luminosity
AGN. After adding the AGN samples of Boroson & Meyers (1992) and Sulentic et al.
(2004), Netzer et al. (2004) also found no evidence that this was a consequence of the
Baldwin effect, in which emission line strengths are observed to decrease with contin-
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Figure 4.15: Comparison of [O III] λ5007 EW with various AGN and SED properties. Best-fit
regression lines and error ranges determined from the bootstrap method are shown. A statistically
significant anti-correlation is seen with the bolometric AGN luminosity, Lbol. Based on my data,
this is the property most strongly linked to [O III] line strength. The other properties show weaker
relations and, to ∼ 2σ , are consistent with being uncorrelated.
uum luminosity (Baldwin 1977). Netzer et al. (2004) defines objects in their sample with
[O III] λ5007 equivalent width of ∼ 10−80 A˚ as showing ‘strong’ [O III], corresponding
to ∼ 2/3 of their sample. Adopting the same definition yields 8/11 objects in my sample
– a comparable fraction.
I can now test whether results from my approach are consistent with larger studies,
which have extensively studied relations between various linewidths (a probe of velocity
dispersion) and luminosities (a probe of BLR size). I specifically consider the Shen & Liu
(2012) results; although four of the objects are common to their sample, here I compare
the different means by which the spectra are deconvolved.
A comparison of the FWHM of various emission lines for my sample are shown in
Fig. 4.16. Also shown are the results of Shen & Liu (2012). I consider FWHM rather
than other proxies for the linewidth, such as the line dispersion, because it is more widely
studied, but see Collin et al. (2006) and Denney et al. (2013) for comparisons of these
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Figure 4.16: Comparison of calculated FWHM with the Shen & Liu (2012) sample. Although
four objects are common to both samples, I wish to test whether the two different means of char-
acterising the AGN continuum (SED model versus power-law) are consistent.
two approaches. In summary, it is found in these studies that the velocity dispersion (the
second moment of the emission line profile, see Peterson et al. 2004), is a more unbiased
proxy of the gas motion. On the other hand, Shen & Liu (2012) notes that the need
for high S/N spectra to accurately measure the line dispersion disfavour this against the
FWHM.
In Fig. 4.16, I show least squares regression lines, together with 1σ error region from
drawing 1000 bootstrap subsamples from each distribution. My sample regressions agree
with the Shen & Liu (2012) relations to within 2σ , demonstrating strong correlation be-
tween the Hα and Mg II FWHM, but no significant correlations with those for C III] or
C IV. There is also a correlation between C III] and C IV FWHM. It has been previously
noted that the C IV line profile does not correlate well with Hβ (e.g. Baskin & Laor 2005,
Sulentic et al. 2007), and Shen & Liu (2012) also observe the correlation between C III]
and C IV. In two objects, J0839+5754 and J2328+1500, the full C IV profile is not sam-
pled by my data, and large C IV linewidths are measured. I therefore treat these results as
upper limits, as I lack continuum measurements on either side of the emission line.
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The errors on my FWHM values are in general smaller than those determined by
Shen & Liu (2012), even though both are calculated from similar Monte Carlo methods.
This is likely due to Shen & Liu (2012) using more components to model each line –
for C IV, Mg II and Hα they use up to three Gaussians for the broad component (where I
use only two) and one for the narrow component (which I do not model in C IV or Mg II,
and only include in Hα for objects with strong narrow [O III]). This may lead to greater
degeneracy between the components in their Monte Carlo fits, thus contributing to larger
errors in FWHM.
In Fig. 4.17, I show a comparison of my emission line and continuum luminosities
against L5100A˚, with the Shen & Liu (2012) sample. There is general agreement once
again. I also show the predicted intrinsic luminosities after correcting for intrinsic ex-
tinction, connecting these points to the corresponding observed values with black lines.
The least squares regressions through the observed points are shown with solid lines of
corresponding colour, and the ‘dereddened’ regressions are dashed lines. There appears
to be no improvement in the relations for these dereddened values, and in some cases
they show poorer agreement with the unity line (dotted black lines). This reflects that the
scatter introduced from considering the intrinsic extinction is larger than the scatter from
adopting the luminosities as observed. In J0839+5754 and J2328+1500, I treat L1350A˚
and C IV luminosity measurements as limits, as they are not fully sampled by the SDSS
spectra, and are thus highly model dependent.
Once again, error values for my sample are very small. This is likely to be partly for
the same reasons as discussed above – fewer Gaussian components in the decomposition
lead to less degeneracy – but additionally my SED continuum contains only one free
parameter (the normalisation), versus the Shen & Liu (2012) approach, which uses power-
law continua (in some cases with a break included), with both normalisation and slope left
as free parameters.
Setting aside the merits of various linewidth proxies, and statistically justifiable num-
ber of Gaussian components for emission line profile-fitting techniques, I show that using
my model of the underlying AGN continuum is consistent with simpler power-law mod-
els. However, since I have attached a physical significance to this component, compatible
with accretion physics and constrained by multiwavelength data from MIR to X-rays, this
is a better justified approach, compared to the empirical alternatives.
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Figure 4.17: Comparison of luminosities with the Shen & Liu (2012) sample. The observed data
points are linked to the corresponding dereddened point. Unity for each property is shown by
the dotted lines. The Shen & Liu (2012) objects are shown as grey symbols, with least squares
regressions and 1σ errors from 1000 bootstraps shown as the solid grey line and shaded region.
My data are shown in colour, with solid coloured line and shaded regions showing regression and
1σ region. The dashed coloured lines are the dereddened regressions. Error bars are often very
small, this is discussed in the text.
4.7. Summary and Conclusions 126
4.7 Summary and Conclusions
In this chapter I have substantially extended the study presented in Chapter 3 with a sys-
tematic analysis of the SED parameter space. A summary of my work and key findings is
as follows:
i. I first refine the model described in Chapter 3 to include best-fitting intrinsic extinc-
tion curves, out of MW, LMC and SMC models. The Eddington ratio – photon in-
dex relation of this model agrees with previous work. BC factors are calculated, and
show strong correlations with mass accretion rate, but the relations for optical/UV
BCs are offset from those of lower redshift samples, likely due to differences in the
average MBH. X-ray BCs show better agreement across samples.
ii. The impact of uncertainties in MBH on the AGN bolometric luminosity (Lbol) are
tested. I find that in objects with well-sampled SED peaks, the difference is small,
otherwise an uncertainty of ∼ 0.1 dex in the MBH estimate propagates through to
a ∼ 0.1 dex uncertainty on Lbol. This is not a linear effect, and a larger range of
∼ 0.5 dex in MBH generally has a < 0.5 dex effect on Lbol.
iii. The effects of varying the BH spin parameter a∗ are explored. I find that spin
values up to a∗ = 0.9 provide acceptable SED fits in 6 out of 11 objects (and an
improvement over the a∗ = 0 model in 3), but that very high and maximal spin
values of a∗ > 0.99 are ruled out by a combination of the optical–IR and X-ray
data in all objects, with one exception. However, if I include relativistic treatment
of the disc inclination, high and maximal spin values can describe the data in most
objects, if the AD is face-on to the observer. There is degeneracy between the
BH spin, inclination and mass accretion rate which make measurements of BH spin
from continuum fitting uncertain. In spite of this, my results show some consistency
with the spin-up model of BH evolution.
iv. The outer disc radii are well constrained in 8 out of 11 objects. They show good cor-
relation with the self-gravity radius, but are smaller by a factor ∼ 5. This suggests
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that the disc break-up may occur closer to the BH than the self-gravity radius.
v. I model the red end of the NIR to MIR (2− 22µm, observed frame) using host
galaxy and torus models. I find good agreement with previous studies for both the
torus properties (covering factor and temperature) and the host galaxy (luminos-
ity). This is despite my more limited dataset in comparison with some of these
investigations. I suggest that my approach to the SED modelling provides a viable
alternative to structural decomposition of high-resolution images and those requir-
ing observationally expensive MIR spectra.
vi. My continuum model provides a firm basis on which to execute a spectral decon-
volution of the optical–IR spectra. The results from my approach are in agreement
with previous studies that utilise empirical models of the AGN continuum.
CHAPTER 5
AGN SEDs Part 3: Pilot Studies and
Future Work
5.1 Introduction
In this chapter, I discuss the next steps to be taken in this field of research, following on
from the studies presented in Chapters 3 and 4.
I first define a larger moderate redshift sample that is not reliant on the Balmer lines
in order to make MBH estimates. Using Mg II to make these estimates instead removes
the requirement for NIR spectra, which correspondingly allows selection of a much larger
sample that offers scope to undertake a more statistically significant survey of the proper-
ties of distant AGN. Here I assemble this sample, and present some of its attributes, but
the full analysis will be carried out in the future.
Next I will conduct a pilot study of two AGN at z ∼ 1 for which high resolution
HST/COS UV spectra exist, in addition to optical and X-ray spectra. This provides a
means of recovering the SED continuum blueward of the Ly-α emission line, allowing
the extension of the SED modelling into the FUV.
Finally I will present a small analysis of the nearby AGN Markarian (Mkn) 590. This
object has been observed to fade considerably in recent years, and I put constraints on
the current AGN contribution to the energy output by fitting an SED model to quasi-
simultaneous data from a number of multiwavelength sources.
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5.2 Large High-redshift Sample
5.2.1 Motivation
In Chapter 3, I described the sample selection that led to the 11 AGN used for the studies
in that chapter, and Chapter 4. The sample was required to have both optical and X-ray
spectra for SED modelling purposes, and NIR spectra, primarily to obtain reliable MBH
estimates from the Balmer emission lines, but also to further constrain the SED model.
This yielded a sample with excellent data coverage and allowed for useful application
of the SED model, from which I interpreted the properties of the accretion flow, torus
and host galaxy in Chapter 4. However, the requirement for both NIR spectral data and
X-ray observations with XMM-Newton imposed two bottlenecks on the final sample. The
logical next step for this research is to expand the sample.
The Balmer lines are the best studied in terms of single epoch virial mass estimates.
They are easily detected in optical spectra of low redshift AGN (up to z∼ 0.5 for Hβ and
z∼ 0.1 for Hα), and with the relative abundance of such spectra from wide area surveys
(such as SDSS), calibration of MBH estimates from RM campaigns is possible. At higher
redshifts, the lines are shifted beyond optical wavelengths (& 7500 A˚), necessitating NIR
spectra to observe. Alternatively, using a rest-frame UV emission line as a proxy for MBH
is possible.
Numerous studies have explored the correlations between luminosities and linewidths
in the AGN UV spectral range. It has been shown (Vestergaard & Peterson 2006, Netzer
et al. 2007, Shen & Liu 2012, Mejia-Restrepo et al. 2016 and Chapter 4) that whilst C III]
and C IV show questionable correlations with the Balmer lines (at least in cases where the
S/N is limited, Denney et al. 2013), Mg II is more promising, offering a viable alternative
to Hα and Hβ .
I was therefore motivated to draw a new sample, with optical spectra from SDSS
and X-ray spectra from XMM-Newton. Using Mg II to make the mass estimate removes
the need for NIR spectra, allowing for a much larger sample to be selected. It is hoped
that this work would constitute a more representative survey of moderate redshift AGN,
allowing us to probe the distribution of SEDs, and also search for more correlations in the
parameter space.
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5.2.2 Sample Selection
I drew the new sample of AGN from the latest BOSS DR12 quasar catalogue1 (accom-
panying publication unavailable at time of writing, but see Paˆris et al. 2014 and Alam
et al. 2015). Objects were selected on the basis of available X-ray data, and the redshift
range being suitable for detecting Mg II in the BOSS optical spectrum. Given the BOSS
spectrograph coverage (3600 – 10400 A˚), for Mg II λ 2798A˚ this redshift range is 0.385 –
2.47, assuming that the full Mg II profile (chosen to be 2600−3000 A˚) was to be sampled.
The BOSS DR12 quasar catalogue contains 297,301 AGN. The subsample was as-
sembled in the following stages:
i. All AGN with a matching XMM-Newton observation were selected. This initial
cross-correlation is provided by the parent catalogue, so I therefore required the
number of XMM detections to be > 1. This yielded 5369 matching AGN.
ii. AGN in the redshift range 0.385 – 2.47 were chosen, such that Mg II would be
sampled by the BOSS spectrograph. There were 3957 matches after this step.
iii. Many of the XMM detections are upper limits. As I require spectral fitting to the
X-ray SED, I removed these objects, leaving 2584 AGN.
iv. An initial spectral S/N cut was applied, for the benefit of the Mg II line modelling.
This cut was applied at a median spectral S/N per pixel value of 5. This left 885
targets.
v. These 885 targets were then manually cross-matched with the 3XMM-DR5 serendip-
itous source catalogue. Only matches coincident to within 5′′ were chosen, remov-
ing 3 objects. Of the remaining 882, a further cut, based on the total number of
EPIC counts, was applied. There were 233 AGN with more than 500 X-ray counts,
which constitute the final sample.
1http://www.sdss.org/dr12/algorithms/boss-dr12-quasar-catalog
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5.2.3 Sample Properties
The redshift distribution of the sample is shown in Fig. 5.1. For comparison, the redshift
distribution of the full BOSS DR12 quasar sample is also shown. This helps illustrate
the bias introduced by my selection criteria. A number of different effects give rise to
the distribution of the full BOSS sample, but it is predominantly shaped by the selection
criteria of the survey, described in Dawson et al. (2013). The new sample appears to be
biased against higher redshift objects, due to the S/N and X-ray count cuts I have applied.
However, this effect is to be expected with any such sample – objects must be bright
enough to have good quality data.
I next estimate MBH and m˙ for this new sample. These are not as accurate as the
estimates produced when the spectral/SED fitting program is undertaken, however, they
should provide a guide to the resulting distribution. The BOSS spectroscopic reduction
pipeline performs a standard model-fitting routine to all targets, to aid with classification
and redshift determination. As such, the velocity FWHM of the Mg II emission line for
most AGN is presented in the BOSS DR12 quasar catalogue. I make measurements of
the 3000 A˚ continuum luminosity directly from the spectrum, after first smoothing it by
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0
Redshift
0
5
10
15
20
25
30
N
um
be
r
New sample
All BOSS DR12
AGN (normalised)
Figure 5.1: The redshift distribution of the new sample of 233 AGN. Also shown is the (arbitrarily
normalised) redshift distribution of the full BOSS DR12 sample.
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convolving with a 30 pixel Gaussian, to reduce the effect of noise. I calculate MBH using
the formula in equation 1.4.11.
Although I have shown that estimating mass accretion rate using BCs is likely to be
uncertain in individual objects, they ought to provide an estimate of the distribution, and
the full SED modelling study is beyond the scope of this section. I estimate the bolometric
luminosity using the method of McLure & Dunlop (2004):
log(Lbol/W) =−0.376(MB−79.36), (5.2.1)
whereMB is the B-band absolute magnitude of the AGN. For reasons of automation, the
B-band absolute magnitudes are estimated from the spectra, integrating the flux over the
effective wavelength and bandpass of the B band.
The resulting distribution of MBH against m˙ is shown in Fig. 5.2. The results of this
project, with respect to SED properties and BCs, will improve on previous work in a
number of ways. Firstly, m˙ will be measured using the SED models described in Done
et al. (2012, 2013), using techniques refined in Chapters 3 and 4, as opposed to relying
solely on BCs, as in Trakhtenbrot & Netzer (2012). Secondly, we will have X-ray data,
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Figure 5.2: The distribution of MBH and accretion rate for the new sample. Shown for comparison
are the distributions from the sample in Chapters 3 and 4, and also Capellupo et al. (2015).
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which Capellupo et al. (2015) lacked. Finally, we expect to cover almost three orders of
magnitude in both MBH and m˙, far more than e.g. Vasudevan & Fabian (2009), and with
better optical data.
Not every AGN observed by SDSS-I/II was reobserved in the BOSS survey. In future,
it will be possible to further increase this sample by adding in AGN unique to the SDSS
DR7 quasar catalogue. This will result in a more complete sample (both surveys had
different selection criteria) although these earlier observations make use of the original
spectrographs, with poorer S/N and wavelength coverage. As such, this exercise may be
better suited to testing correlations discovered using the BOSS sample for consistency.
5.3 Pilot Study: The FUV SED of Two AGN
5.3.1 Motivation
An alternative means of sampling close to the SED peak in AGN is through the use of UV
spectral data. I noted in Chapters 3 and 4 that UV photometry from e.g. GALEX and XMM
OM were not suitable for SED modelling because the filter bandpasses lay blueward of
Ly-α in the rest frame. This part of the spectrum is affected by intervening absorption
systems along the line of sight, so the photometry data are likely to lie below the intrinsic
flux level. With high resolution UV spectroscopy, it is possible to use statistical techniques
to interpolate over these narrow absorption features, allowing for the potential recovery
of the intrinsic continuum level (e.g. Lusso et al. 2015). I will explore this technique in
this section.
So far, I have concluded that the application of the OPTXAGNF SED model to mul-
tiwavelength spectroscopic observations of AGN at moderate redshifts (z ' 1.5) allows
for robust measurement of the bolometric luminosity. However, this also raises impor-
tant questions about the nature of the SED peak. 10 out of 11 AGN in Chapter 3 were
AD dominated at the SED peak, but one (J0839+5754) produced a model with an SX
dominant peak. Individual objects with excellent FUV data show a turndown at energies
much lower than expected from pure disc models (Mehdipour et al. 2011, 2015) and this
is seen ubiquitously in low m˙ AGN (Jin et al. 2012a). The SED can instead be fit if all
the accretion energy below 100− 50Rg (for a low spin BH) is reprocessed to power the
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SX and PLT (Jin et al. 2012a, Done et al. 2012). This implies the data are consistent with
no energy losses due to winds, and restricts the contribution of these AGN in feedback of
energy to their host galaxy. However, this result is only a lower limit as there could be six
times more energy available if the BH has high spin. Nonetheless, it seems most likely
that these local, low m˙ AGN do not have strong wind losses because their hard, X-ray
bright SEDs should strongly suppress any UV line driven disc winds (Proga & Kallman
2004, Higginbottom et al. 2014).
By contrast, in local, high m˙ objects, the SED is typically disc dominated, and the rel-
atively weak intrinsic X-ray emission cannot efficiently suppress UV line driving. How-
ever, the AD peaks in the FUV/soft X-ray bandpass which is itself enough to overionise
the material and suppress UV line driving (Hagino et al. 2015). The high redshift sample
of Chapter 3 on the other hand contains highly luminous AGN, which tend to be high m˙
as well as high mass. The resulting AD peak lies in the UV, so should be most efficient at
UV line driving, and substantially contribute to AGN feedback.
Through the further exploration of the AGN continuum at the SED peak in this section,
I hope to test whether the AD still dominates the continuum in this regime. In theory, X-
ray data will allow us to distinguish between two cases; one where the AD peaks in the
UV, and transfers power to the PLT, and the second where the AD peaks in the UV and
the power is used to drive a wind. This goes beyond the scope of this pilot study, but in
future will allow us to place observational constraints on radiative mode AGN feedback
at redshifts closer to where the majority of galaxy mass is assembled.
Additionally, I will use OPTXAGNF to address the question of whether the UV data
coverage afforded by the HST/COS spectra allow us to accurately constrain the BH spin
in these two objects. My findings will enable us to assess the future merit of such an
approach, applied to a larger sample.
5.3.2 Sample Selection and Data Assembly
For this study, a new sample of high-luminosity AGN was assembled. First and foremost,
I required relatively high MBH, so that the SED peak would lie in the optical/NUV range,
and also spectra of the Mg II emission line, to make the MBH estimate. Then I added
the requirements of both HST/COS and XMM-Newton data to fit the continuum for SED
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Table 5.1: The two objects with HST/COS, XMM and SDSS data – names, positions, Mg II prop-
erties and MBH estimates.
Name R.A. (J2000) Decl. (J2000) zSDSS FWHMMgII log(L3000A˚) log(MBH)
[km s−1] [log(erg s−1)] [log(M)]
QSO J1208+4540 12 08 58.0 +45 40 35.5 1.163 4330 46.98 9.63
QSO B1630+3744 16 32 01.1 +37 37 50.0 1.476 4610 46.98 9.68
modelling.
A cross-correlation of the Stevans et al. (2014) sample of HST-observed AGN with
the SDSS and XMM observation databases yielded my initial list of candidates. I filtered
by redshift to select only objects at z > 1, to increase the likelihood of observing close to
the SED peak. This resulted in just two matches, given in Table 5.1. An additional object,
extensively studied in Finn et al. (2014), has the required observations, but optical spectra
are not publicly available in reduced form, so I omitted this object from the study.
SDSS spectra for these AGN were obtained from the SDSS DR12 database, and X-ray
data from the 3XMMi Serendipitous Source Catalogue. Reduced HST/COS spectra were
kindly provided by Charles W. Finn (private communication).
I estimated MBH using the single epoch virial method, applied to the Mg II emission
line profile via equation 1.4.11. Although Mg II is not as well-studied as the Balmer lines
I used in Section 1.4, it shows strong correlations of FWHM with the Balmer lines, as
does L3000A˚, the BLR size proxy (e.g. Shen & Liu 2012). Nonetheless, as with all single
epoch estimates, the MBH value may be considered uncertain by a factor of ∼ 3 (Park
et al. 2012). I show the Mg II line fits in Fig. 5.3, and give results in Table 5.1.
5.3.3 SED Modelling
I constructed the SED using the spectral data from SDSS, XMM and HST/COS. Regions
were chosen from the SDSS spectral continuum that are expected to be free from contami-
nating emission sources, such as blended Fe II, emission lines, and the Balmer continuum,
as described in Section 3.4. These regions ought to be dominated by AD emission.
The HST/COS spectra are made more complex by the Ly-α forest. I overcame this
by applying a cubic spline fitting routine (described in Finn et al. 2014), to more clearly
show the pseudo-continuum, including emission features, but interpolating over the nar-
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Figure 5.3: The emission line model fits used to make the MBH estimates in the two AGN with
HST/COS, XMM and SDSS data.
row forest absorption features. From this pseudo-continuum fit, I selected regions that
were representative of the continuum flux level, using a power law as a guide. For each
of these regions, I binned data from small (∼ 2 A˚) windows that were at the ‘continuum’
level, and free from narrow absorption features. The raw data, with cubic spline fits and
chosen continuum points, are shown in Figs. 5.4 and 5.5. I also show the GALEX FUV
photometry for QSO B1630+3744, highlighting the ∼ 30 per cent discrepancy with the
spectrum. I verified that this is not a variability effect by integrating the spectrum over the
effective bandpass of the GALEX point – this ‘synthetic photometry’ matches the GALEX
value to within 2 σ .
I modelled the intervening partial Lyman-limit systems (pLLS), using the published
values of NH and zpLLS (Ribaudo et al. 2011, Shull et al. 2012), and the ZTBABS model
in XSPEC. It is assumed that there is no host galaxy reddening within these objects, as
the Pei (1992) extinction curves in the ZDUST model do not extend far enough into the
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Figure 5.4: HST/COS spectrum of QSO J1208+4540.
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Figure 5.5: HST/COS spectrum of QSO B1630+3744.
UV. I could alternatively use a simpler power-law model of intrinsic reddening, but this
is probably not necessary; in order for the objects to be as bright as they are in the UV,
the host galaxy extinction must be very low. Similarly, an absorption system in the host
galaxy would cut the observed flux below 912 A˚ in the rest frame, which is clearly not in
evidence from the COS spectra. I thus also assumed no intrinsic absorption – a consistent
assumption, as whilst they are dependent on different mechanisms, both absorption and
reddening are expected to be related to a degree. The resulting model fitted is of the form:
WABS × REDDEN × ZTBABS × OPTXAGNF.
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5.3.4 Results and Discussion
I produced two models for each object, to explore the number of parameters that can be
constrained using the greater data coverage. The differences between these two models
are in the pLLS NH and SX optical depth (τ) parameters; in Model 1 these are fixed, and
in Model 2 they are free. Unlike Chapter 3, I set the spin parameter free in both models,
and fix rout at a large value in both, to reflect the different data coverages (i.e. these AGN
have UV spectra, but lack NIR spectra).
The best-fitting parameters for both models, including χ2red values, are given in Ta-
ble 5.2. Approximate errors are quoted when possible, but some parameters are poorly
constrained by the available data. The SED fits are shown in Figs. 5.6 and 5.7.
The HST/COS data are at the peak of the SED in these objects, and constraints on
the BH spin are obtained for both Models 1 and 2. Based on the χ2red values, Model 2
is preferred, however it shows some poorly constrained parameters (e.g. rcor, fPL). For
Model 2 in both AGN, I measure a ∼ 2− 3 times larger pLLS NH column density than
the values published by Ribaudo et al. (2011) and Shull et al. (2012). There are several
possible reasons why this may happen, beyond the previously published results being
inaccurate.
It could be due to variability; if the AGN was brighter at the epoch of SDSS obser-
vation, then I would require larger pLLS NH values to fit the UV continuum. To remove
this uncertainty in future, it would be useful to obtain observationally inexpensive optical
photometry quasi-simultaneously with the HST observation.
Alternatively, the lower-than-predicted flux in the UV could suggest a loss of energy
in the form of winds. Two objects are not enough to answer this definitively, especially
with the other sources of uncertainty, but in principle, the data are of sufficient quality to
answer this, given a larger sample. This would also allow quantification of the energetics
of this wind, which would have important consequences for the role of AGN feedback
and galaxy formation. Disc-wind SEDs (e.g. Slone & Netzer 2012) could also be applied
to the data.
Uncertainty in the spin value will arise from the MBH estimate. Assuming a plausible
uncertainty of ∼ 0.3 dex, the corresponding ranges on the spin values are: 0.0 < a∗ < 0.9
for QSO J1208+4540 and 0.5 < a∗ < 0.99 for QSO B1630+3744. Therefore, in spite of
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Figure 5.6: SED model of QSO J1208+4540. Colours are as used previously in Chapter 3, with
the HST/COS continuum points shown as magenta circles.
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Figure 5.7: SED model of QSO B1630+3744.
these objects being of similar MBH, I find that QSO B1630+3744 is more likely to host
a highly spinning BH than QSO J1208+4540, but both could host moderately spinning
BHs.
The final source of uncertainty is the AD inclination, as discussed in Section 4.6.1.
Exploring inclination with OPTXCONV is beyond this pilot study, but will likely once
again reveal a degeneracy between inclination and spin.
As a pilot study, I find encouraging results that suggest the use of medium resolution
UV spectra from instruments such as HST/COS are sufficient to inform of the nature of
the FUV SED in AGN. Fitting the data with OPTXAGNF requires larger NH columns in
intervening systems, which may be due to variability or wind losses, but to conclude either
way requires a larger sample.
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5.4 The Low Accretion State of Mrk 590
I conclude this chapter by presenting a recent SED of the local AGN Markarian (Mrk) 590.
This object is of particular current interest as it has been observed to fade to approximately
1 per cent of its peak flux over the past 40 years (Denney et al. 2014). Additionally the
broad emission lines have disappeared, making this object an example of a ‘changing
look’ AGN; where previously these lines would have led to its classification as a Type 1
AGN, it now falls into the Type 1.9 or 2 category.
Whilst the unified model of AGN suggests that the primary difference between Type
1 and 2 is due to obscuration, the current understanding in Mrk 590 is that the change has
been brought about by an intrinsic drop in luminosity, not a change in optical depth. If,
for instance, an opaque cloud had drifted across the line-of-sight to cut the optical flux by
the extent observed, some associated absorption would be expected in the X-ray range.
However, the X-ray spectrum is consistent with showing no intrinsic absorption, contra-
dicting the obscuration explanation. A complete follow-up study by Kelly D. Denney is
in preparation, but here I present a model of the SED using recent, quasi-simultaneous
data. This will be used for photoionisation calculations in the complete study.
Optical spectroscopy was obtained using the LBT MODS instrument in 2013, and
HST/COS observed the AGN in both 2013 and 2014. An X-ray spectrum from Chandra
was also obtained in 2013.
Our approach to the SED fitting is similar to those used previously. Due to the low red-
shift of this object, the HST/COS data cover the UV continuum redward of Ly-α , so the
continuum recovery technique employed in Section 5.3 is not necessary. I fit OPTXAGNF,
including the Polletta et al. (2007) S0 spiral galaxy template to model the host galaxy, and
include a relativistic reflection component (PEXMON), deemed necessary from the pres-
ence of the Fe Kα emission line in the Chandra spectrum. As per the findings of Denney
et al. (2014), I will assume the change in optical flux is due to a change in accretion rate,
and fix the intrinsic reddening at zero. If I do not make this assumption, it is likely that
the model will converge to a solution with high intrinsic extinction.
Mrk 590 has an accurate RM estimate of MBH of 4.74×107 M (Peterson et al. 2004),
which is fixed in the fitting. The SED model is shown in Fig. 5.8, and the optimised
parameters are presented in Table 5.3. Several parameters had to be manually set to
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Table 5.3: The optimum fitted AGN parameters for the SED model of Mrk 590. Parameters in
round brackets were frozen during fitting. Columns are as follows: (1) name, (2) Galactic (B−V )
extinction [mag], (3) Galactic NH column [1020cm−2], (4) Eddington fraction [M˙Edd], (5) spin, (6)
coronal radius [Rg], (7) SX optical depth, (8) SX electron temperature, (9) PLT spectral index, (10)
fraction of Comptonised component in PLT, (11) χ2red fitting statistic, (12) degrees of freedom.
Name E(B−V ) NH m˙ a∗ rcor τ kTe Γ fPL χ2red DOF
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12)
Mrk 590 (0.031) (2.7) 0.0015±0.0008 (0.0) 200* (20) 0.23±0.01 1.96±0.04 0.80±0.08 5.5 94
*Parameter poorly constrained.
reasonable values, and I used measurements from the low accretion rate objects in Jin et al.
(2012a) as a guide. rcor reached its upper limit of 200 Rg, and is therefore unconstrained.
The MODS spectrum is dominated by host galaxy flux, with little or no apparent
contribution from the AGN. My model has a low accretion rate of just 0.0015 LEdd, which
pushes the predicted AD peak into the optical regime. However, the lack of observed flux
here means that almost all of the AD energy is reprocessed by the SX and PLT.
This is what was observed in the Jin et al. (2012a) sample, with the lowest accretion
rate objects also showing large coronal radii, and a small optical to X-ray spectral index,
although all of the objects in the Jin et al. (2012a) sample were accreting at significantly
higher Eddington ratios.
In this regime, it is quite possible that the thin AD assumption breaks down, and an
advection-dominated accretion flow (ADAF) transports the gas in towards the BH (e.g.
Done et al. 2007, Done 2010). An ADAF differs from an AD in that it is geometrically
thick and optically thin, and of a higher temperature. The structure of ADAFs is not
currently understood, but variability studies of changing-look AGN such as Mrk 590 may
inform us of the mechanism by which an AD gives way to an ADAF, or vice versa.
Using the Czerny (2004) formula for calculating the viscous timescale for Mrk 590
yields a value at the innermost radius (6 Rg) of just 50 days. This increases with radius
and is dependent on the assumed disc thickness and viscosity parameter, but suggests that
changes in the accretion rate through the inner disc could theoretically account for the
apparent change in accretion rate observed.
In the next chapter, I present a study of a small sample of AGN for which the reverse
process has apparently occurred, with a significant increase in flux observed in recent
years.
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Figure 5.8: Mrk 590 in the low state.
CHAPTER 6
The Broad-band SEDs of Four
Hypervariable AGN
6.1 Introduction
6.1.1 Motivation
Variability provides an additional diagnostic of the way the BHs powering AGN accrete
matter. The properties of the BH itself are fixed on short timescales, so usually changes
in the accretion flow must be responsible for the multiwavelength variability we observe,
be that due to some form of obscuration, a change in geometry, or changing physical
properties. One of the more extreme events expected to influence the luminosity of an
AGN is a tidal disruption event (TDE, e.g. Rees 1988, Gezari et al. 2012), in which a
star passing particularly close to the BH is torn apart by the tidal gradient, depositing a
large amount of gas on to the BH in a short space of time (typically of order weeks).
Due to the space density of stars, these events are predicted to be rare in any one AGN,
however, using wide area sky surveys, it is possible to simultaneously search many AGN
for evidence of such an event occurring.
A search was made for highly variable TDE candidates in the Pan-STARRS database,
which repeatedly surveys large regions of the sky with high cadence, and is therefore
well-suited to searches for variable objects (e.g. Gezari et al. 2012, Morganson et al.
2015). Pan-STARRS detections were compared to the ∼10 year earlier SDSS photomet-
ric measurements, and objects previously classified as galaxies that had undergone a large
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increase in brightness (|∆m|>1.5 mag in at least one optical filter) were selected as can-
didates. In addition to TDE and central region supernova candidates, this search yielded a
significant number of very blue objects that follow-up photometry showed to be evolving
on timescales of several years, whereas supernovae and TDEs typically fade over time
periods of weeks–months. Moreover, many of these slow, blue, variable objects were still
increasing in brightness. Spectroscopy revealed them to be AGN at moderate redshifts
(z ∼ 1). Such extreme variability is rare for AGN; variability studies at lower redshifts
(e.g. Sergeev et al. 2006, Breedt 2009) rarely see fractional changes in brightness at this
level.
We are therefore motivated to investigate the nature of this sample of ‘hypervariable
AGN’ (HVAs). Discovering the mechanism responsible for the variability is likely to shed
new light on AGN physics, and may provide a means of refining our understanding of the
AD and corona.
My definition of ‘hypervariable’ here differs from that in Morganson et al. (2015);
that study defines all objects with |∆m|>2 mag as hypervariable, and as such includes a
large number of highly variable stars and other phenomena, in addition to some AGN.
6.1.2 Possible Mechanisms and This Study
It is unclear whether the variability observed in these objects makes them statistical out-
liers showing the extreme end of conventional AGN variability (e.g. MacLeod et al. 2010,
2012), or whether there is an extrinsic origin. Lawrence et al. (2016) examined the prop-
erties of this growing sample of HVAs (currently at 76 objects) and considered several
interpretations of the data. These included highly luminous, slowly-evolving TDEs, line-
of-sight extinction changes, extreme accretion rate changes and foreground microlensing.
They found that the TDE explanation required uncommonly massive stars (∼ 10M)
to be torn apart by the BH tidal forces to satisfactorily account for the observed event
luminosities. Based on likelihoods and previously noted TDE candidates, disrupted stars
are more likely to be of less than a solar mass (∼ 0.3M), and occur around lower mass
BHs (∼ 106−107 M) due to the steeper potential gradient (Gezari et al. 2012, Guillochon
& Ramirez-Ruiz 2013). This interpretation then seems quite unlikely in the whole sample
of HVAs.
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Extinction scenarios have been previously proposed to explain high amplitude vari-
ability in AGN, such as the transition from Type 1 to Type 1.9 for the AGN described
in LaMassa et al. (2015). Lawrence et al. (2016) noted that whilst the timescale of such
events make them a plausible explanation, there would be a strong colour change expected
as the event evolves, which is not observed. A changing optical depth might produce such
an effect, such as an eclipse by an opaque cloud. However, as many of the HVAs are now
observed to be decaying again, this model would consistently require successive eclipses.
The third possible origin of the variability considered in Lawrence et al. (2016) is an
accretion rate change. This is difficult to explore, as we do not yet have a model that
adequately describes even conventional AGN variability (e.g. Czerny 2004, Lawrence
et al. 2012a), but in this case, these HVAs could pose an intriguing means of probing
extreme accretion rate changes.
Finally, a foreground microlensing event could produce the observed change in flux.
Such a scenario may arise from a star in a foreground galaxy passing directly between us
and a background AGN, increasing the observed flux from the AGN by a large factor. This
situation was explored by Meusinger et al. (2010) for a highly variable AGN observed be-
hind M31, but that work found a TDE explanation to be favoured. Lawrence et al. (2016)
found that the timescale and expected frequency are consistent with that observed; al-
though the Einstein time is longer than the decay time of the HVAs, the crossing time,
corresponding to the peak of variability is much shorter, and consistent with the observa-
tion. Bruce et al. (2016) undertook a sophisticated light curve modelling programme for a
small subset of the Lawrence et al. (2016) sample, to determine likely source sizes/impact
parameters/etc. and a snapshot programme on HST is underway, to search for potential
intervening systems.
In this chapter, I further explore the two most promising explanations for this variabil-
ity. I report the optical spectra and light curves, X-ray spectra and SEDs for four HVAs
for which we have obtained XMM-Newton observations (PI: A. Lawrence). Hereafter I
consider scenarios (A), extreme accretion rate changes, and (B) foreground microlensing
events.
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6.2 Sample and Observations
The means of selecting the full sample of transients is described in detail in Lawrence
et al. (2016). Summarily, the parent sample was selected by comparing PS1 magnitudes
in the FGSS database (Inserra et al. 2013, Section 2.3) to earlier SDSS DR7 photometric
observations (Abazajian et al. 2009). Objects in this sample were required to be coinci-
dent in position to within 0.5 arcsec, classified by SDSS as galaxies, and show a>1.5 mag
increase in brightness when reobserved by PS1. Follow-up photometry was used to re-
ject probable supernovae by applying both colour cut and decay time criteria (also see
Lawrence et al. 2012a). This results in an ever-growing sample of HVAs, with 76 discov-
ered so far.
We observed four representative, but bright, HVAs with XMM-Newton during August
2013 to February 2014. Their names, positions, redshifts and XMM observation details
are listed in Table 6.1. Where possible, observations were split between two epochs to
look for variability.
6.3 Light Curves
I collated photometric data from four sources. The large area surveys that formed the basis
of the initial sample selection were SDSS and PS1 FGSS. Pointed follow-up observations
with the Liverpool Telescope (LT) were also made, starting in 2011. Additional data were
sourced from CRTS (see Section 2.3).
Table 6.1: The names, positions, redshifts, XMM observation IDs and observation dates for the
sample of four HVAs.
Name R.A. (J2000) Dec. (J2000) zameas XMM Obs ID(s) Obs UT(s)
J0312+1836 03 12 40.86 +18 36 41.1 0.889 (0724440) 101 & 601 2013-08-12 & 2014-01-22
J1422+0140 14 22 32.45 +01 40 26.7 1.078 (0724440) 301b & 801 2014-01-04 & 2014-02-06
J1519+0011 15 19 43.99 +00 11 47.4 0.530 (0724440) 401 & 901 2014-01-27 & 2014-02-10
J2232−0806 22 32 10.51 −08 06 21.2 0.276 (0724441) 001 & 101b 2013-12-14
aRedshift measurement described in Section 6.4.
bObs IDs 0724440301 and 0724441101 did not yield useful data due to background activity.
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For this study, I use spectral data from a range of dates to estimate MBH, and then fit
the broad-band SED with OPTXAGNF (Done et al. 2012). However, as these HVAs are
variable, I first require estimates of the largest and smallest magnitudes, corresponding to
the faint and bright states respectively. For this I use the r-band, as it is close to the middle
of the spectral range, and corresponds to the same, or a very similar bandpass in PS1, LT
and SDSS. I then shift the CRTS magnitudes to match the SDSS/PS1/LT r magnitudes,
as observations made by CRTS are in white light, calibrated to a V -band zero point.
I estimate the bright/faint state magnitudes by modelling the light curve as a 3rd order
polynomial, and using this model to estimate the curve maxima/minima. The advantage
of this approach is that it is simple, and makes no assumptions regarding the mechanism
causing the variability. The uncertainty on this curve is measured using a Monte Carlo
technique, generating new random datasets using the mean and error on each photometry
point. This procedure is repeated 1000 times, with the model recalculated each time to
generate a distribution of best fitting curves, from which the 1 σ error is estimated by
taking the central 68 per cent of the distribution. The light curves are plotted in Fig. 6.1.
Additionally, I wish to make an estimate of the magnitude of each HVA at the time
of the XMM observation. I can use my global light curve model for this, but as LT pho-
tometry exists both prior and subsequent to the XMM observations, it is more precise to
linearly interpolate these observations to estimate the magnitudes at these epochs. It is
not meaningful to apply the Monte Carlo technique for this, as I am not fitting a model,
so here I estimate the error using a bootstrap technique, whereby 1000 random datasets
are drawn from the LT data. These are presented in Fig. 6.2. I tabulate the key r-band
magnitudes from these analyses in Table 6.2.
It is seen in Fig. 6.2 that there is evidence for statistically significant variability on
top of the global variability trend in some objects. However, for objects with two XMM
observations, there is no evidence, from the optical light curve, for a change in magnitude
between the two XMM observation dates (Table 6.2).
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Figure 6.1: The long-term light curves for the four HVAs. Data come from SDSS, Pan-STARRS
FGSS, LT, and CRTS. The blue curve shows the order 3 polynomial fit, together with 1σ error
(shaded blue region) from the Monte Carlo routine. The dates of the XMM observations are also
marked, and show that there is likely to be only a small, if any, change in flux between observa-
tions, for those objects that were observed on two different epochs.
Table 6.2: The key r-band apparent magnitudes for the four HVAs, including minimum (faint)
and peak (bright) states, and at the date of XMM observation. The means by which I measure
each, as discussed in the text, is shown in brackets. I also show ∆m, the magnitude difference
between XMM observation and quiescent state. This is the difference in brightness between the
two scenarios I test in this chapter.
Name mmin,SDSS mmin,poly mpeak,poly m(XMM 1) m(XMM 2) ∆m =
(SDSS) (Polynomial) (Polynomial) (Interpolation) (Interpolation) mmin,SDSS−m(XMM 1)
J0312+1836 21.26±0.06 21.04±0.03 19.636±0.005 19.62+0.07−0.04 19.72+0.04−0.05 1.64
J1422+0140 22.12±0.18 21.94±0.16 19.508±0.009 20.10+0.07−0.10 20.12+0.06−0.10 2.02
J1519+0011 21.02±0.05 20.84±0.04 19.254±0.008 19.35+0.03−0.04 19.35±0.03 1.67
J2232−0806 19.193±0.016 19.190±0.013 18.151±0.004 18.31±0.06 – 0.88
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Figure 6.2: The LT light curves for the four HVAs. I utilise linear interpolation to measure the
magnitude at the epoch of XMM observation, and a bootstrap subsampling technique to estimate
the 1σ error (shaded regions) on these measurements. The dates of the XMM observations are
again marked by vertical dashed lines. On this scale, it appears there is statistically significant
intrinsic variability, on top of the global variability, in some objects.
6.4 Estimating Black Hole Mass in HVAs
As in Chapters 3, 4 and 5, I make single epoch virial MBH estimates (described in Section
1.4) for each of the four HVAs. Spectra only covers optical wavelengths, so I must use
the Mg II line in the three highest redshift objects, and apply the method of McLure &
Dunlop (2004). For the lower redshift J2232−0806, I can make an estimate of MBH using
the well-studied Balmer emission lines, Hα and Hβ , and the methods of Greene & Ho
(2005) and Woo & Urry (2002) respectively.
For the HVAs, I obtained optical spectra using WHT/ISIS from several epochs. Spec-
tra were normalised to the LT g-band light curve, to mitigate uncertainty in the flux cal-
ibration. The data collection and reduction is described in Lawrence et al. (2016) and
Bruce et al. (2016). I correct these spectra for MW extinction, using the dust maps of
Schlegel et al. (1998) and the extinction law of Cardelli et al. (1989), and then decompose
the broad emission lines using the following standard procedures, as employed by e.g.
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Greene & Ho (2004), Wang et al. (2009), Shen & Liu (2012) and Matsuoka et al. (2013),
amongst others. The underlying optical continuum in AGN approximates to a power-law
over limited wavelength ranges, and the profiles of the broad emission lines can be mod-
elled by a combination of Gaussian components. The blended Fe II emission observed in
many AGN can also be modelled using templates derived from local AGN.
As these HVAs have by definition undergone a significant increase in brightness not
typical of AGN, determining the luminosity for the MBH calculation is model dependent.
If the cause of the flux increase is an accretion rate change (scenario A), one should
assume that the observed flux is the intrinsic level, and the corresponding continuum/line
luminosity gives the best representation of the BLR size. For this case, I therefore use the
WHT spectra as observed, applying no scaling factor.
Alternatively, if the cause of the variability is microlensing (scenario B), then the
unlensed continuum level would be below that observed. For this situation, one should
calculate the continuum/line luminosity from the spectra normalised to the HVA quiescent
state. I normalise to the SDSS magnitude, using this in preference to the fitted polynomial
as the SDSS photometry largely governs the minimum of the polynomial fit (Fig. 6.1).
Table 6.2 illustrates the agreement between these two methods.
I then fit the following components:
i. The continuum underneath the emission lines is modelled as a power law of the
form given in equation 3.3.1. I do not model the Balmer continuum, which could
contribute to the continuum under Mg II, as I only use a small part of the spectrum
around the Mg II line itself, and the power-law approximation is sufficient.
ii. The blended Fe II emission is modelled using the template of Ve´ron-Cetty et al.
(2004) in the optical, and Vestergaard & Wilkes (2001) in the UV, both of which
are derived from studies of the Type 1 AGN I Zwicky 1. This component has two
free parameters: the normalisation and width of the convolving Gaussian.
iii. Emission lines are modelled as a sum of Gaussians. In the first three objects, of
higher redshift, I model only Mg II, with two Gaussian components. I do not attach a
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physical significance to these components and do not attempt to model the Mg II line
as a doublet, for the same reason as Shen & Liu (2012); the line splitting is too small
to be significant. For J2232−0806, I model Hα and Hβ with three components
each (one narrow and two broad), which are locked together in velocity width and
amplitude ratio. I also model the narrow [O III] doublet with two components for
each member, and the two lines are fixed at a 2.98:1 ratio (Storey & Zeippen 2000).
Finally I model He II with one component. I do not model the narrow [N II] doublet
that is often seen on top of the Hα profile, as there is no detected [S II] doublet
redward of Hα , which indicates that [N II] contribution will be similarly negligible.
The narrow components in Hα and Hβ are fixed to the same velocity width as
[O III].
Redshifts were measured from the Mg II (J0312+1836, J1422+0140 and J1519+0011)
and strong [O III] lines (J2232−0806). These are given in Table 6.1. MBH is then calcu-
lated according to equations 1.4.9 for Hα , 1.4.10 for Hβ and 1.4.11 for Mg II.
Multiple spectra were available for each object (between three and five), and I per-
formed a spectral analysis on each, measuring MBH from each spectrum independently
and taking the mean as the best estimate. The standard deviation of these provides an
estimate of the measurement uncertainty, which, it should be noted, is not the domi-
nant source of error on such estimates. Example spectral deconvolutions are shown in
Fig. 6.3, and the resulting MBH estimates are tabulated in Table 6.3. I use a Levenberg-
Marquardt minimisation algorithm to fit the data, and employ a sigma-clipping routine
in J1422+0140 to reduce the effect of the narrow absorption features observed in that
spectrum. I tabulate MBH values for both cases where the spectra were scaled to the faint
state, and where it was taken as observed. These correspond to the two different scenarios
I explore in Section 6.6.2.
In principle, the two different approaches for estimating MBH could provide an ad-
ditional means of testing the lensing vs. accretion change hypotheses. MBH is constant
between observations, therefore if the continuum varies between WHT observations, the
BLR ought to respond to this change. So in the event of the central engine becoming
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Figure 6.3: Examples of the model fits to the optical spectrum of each object. In black is the
data from WHT, and red is the fitted model profile, with constituent components shown. The top
three panels show the higher redshift objects, for which only Mg II is available for fitting, and the
bottom panel shows J2232−0806, in which I model Hα and Hβ , in addition to the narrow [O III]
doublet; these are marked. I fitted these models to every spectrum for each object (across multiple
dates) and took the average as the best estimate. In the bottom panel, I masked out a region of the
spectrum between Hα and Hβ , as it contained telluric sky features that would have affected the
fitting. The cases shown here are for the spectra normalised to the quiescent state.
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more luminous, the BLR would originate further from the source, and correspondingly
the line velocity width would be smaller. Since for scenario A I analyse the spectra as
observed, and for scenario B I scale to the quiescent state (which alters the continuum
luminosity, but not the linewidth), it is possible that the MBH estimates would be more
closely grouped between epochs for the favoured model. However, I see no evidence for
such an effect – the scatter arising from the method is too great.
The absorption features in J1422+0140 are consistent with originating from an inter-
vening system. Whilst the doublet on the blue wing of the Mg II profile (at 2750 A˚) is
likely Mg II absorption in an outflowing component intrinsic to the AGN, the second dou-
blet seen at 2500 A˚ in Fig. 6.3 is either Mg II absorption in an extreme outflow (at 0.1c)
or more probably in an intervening system at z' 0.855. This could be a signature of the
lens host galaxy, in scenario (B). More discussion and interpretation of these features is
presented in Bruce et al. (2016).
Table 6.3: The key line properties for the sample, including FWHM, continuum/line luminos-
ity and inferred MBH (according to equations 1.4.9, 1.4.10 and 1.4.11). The error on MBH is a
measurement error only, and does not reflect systematic errors and uncertainties inherent in the
method. I present MBH values resulting from analysing the spectrum as observed (used in scenario
A) and from normalising the spectra to the quiescent state (SDSS) magnitude (used for scenario
B).
Name Line FWHM λLλ or Lline λLλ or Lline MBH,observed MBH,faint
[km s−1] [log(erg s−1)] [log(erg s−1)] [log(M)] [log(M)]
(observed; A) (quiescent; B) (A) (B)
J0312+1836 Mg II 6000±400 45.09±0.07 44.330±0.011 8.73±0.03 8.26±0.06
J1422+0140 Mg II 4800±400 45.01±0.17 44.146±0.005 8.47±0.10 7.95±0.08
J1519+0011 Mg II 8100±200 44.79±0.07 44.004±0.013 8.81±0.07 8.33±0.03
J2232−0806 Hα 4350±70 43.08±0.12 42.76±0.08 8.20±0.05 8.03±0.04
Hβ 4350±70 44.20±0.15 43.852±0.011 8.08±0.10 7.86±0.02
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6.5 X-ray Spectrum and Variability
I extracted the XMM-Newton pipeline products from the XMM science archive. The ob-
jects are not extended, and are not bright enough for pile-up effects to occur. To maximise
the S/N of the X-ray spectrum, I use all available data for each object, from the three EPIC
detectors: MOS1, MOS2 and PN.
As in Chapter 3, I first carry out an analysis of the X-ray spectrum only, by fitting an
absorbed power-law to the X-ray spectral data. This model is simple, but at the redshift
of these objects it ought to be appropriate, given the relatively low count numbers. I in-
corporate absorption components attributable to both the MW (fixed) and the host galaxy
(free). I am able to test for any statistically significant variability between observations in
J0312+1836 and J1519+0011 – the two objects for which there is useable data from two
epochs. I use Galactic NH values from the Leiden/Argentine/Bonn survey (Kalberla et al.
2005).
X-ray exposure times and count values are given in Table 6.4, together with the fitted
parameters and 90 per cent confidence limits.
The intrinsic NH in each object is low. This may be because the HVAs are at moderate
redshifts, so only the tail of the photoelectric absorption profile is sampled by the X-ray
spectrum, and have relatively low count numbers, increasing the uncertainty on NH, int. A
specific example of this is evident in the second observation of J0312+1836, where the
observation with just ∼ 200 counts shows a broad 90 per cent confidence limit on NH, int.
A range of power-law slopes (Γ) is observed. Flat power law slopes are characterised
by Γ = 2, as seen in J1519+0011, soft slopes by Γ > 2, as seen in J0312+1836 (∼ 3σ
significance) and J2232−0806 (∼ 9σ significance), and hard slopes by Γ< 2, which are
observed in J1422+0140 to a smaller (∼ 2σ ) significance.
There is evidence for statistically significant ('4.5σ ) variability between the obser-
vations of J1519+0011, despite these observations being just 14 days apart. It is seen
that whilst Γ is consistent between the two observations, the normalisation has decreased,
indicating that the object faded between observations. The optical light curve over the
same period (Fig. 6.2) does not show a significant change, possibly due to larger scatter
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and insufficient temporal sampling. There could therefore be a differentially fading X-ray
component in J1519+0011, or this could be due to fast X-ray variability commonly seen
in AGN (e.g. Gierlin´ski et al. 2008, Parker et al. 2015). It is possible the significance
of this event could be exaggerated by residual background activity not fully taken into
account in the reduction process.
I also test for short-term variability during the observations of each target. Given the
relatively low count numbers, this is achieved by fitting the short term light curve (∼ 100
count bins) with a constant. I only use the ‘good’ on-target time, where background ac-
tivity was low, and use the full 0.2−12 keV range. Deviation from unity in the χ2red fitting
statistic can provide evidence for such variability, but this is not observed in any object.
There is therefore no suggestion of statistically significant, short-term X-ray variability in
any of the objects.
6.6 Broad-band Spectral Energy Distribution
6.6.1 SED Construction
In the optical regime, I use the WHT spectrum that was observed closest to the XMM
observation date, and normalised in the r-band to the XMM observation epoch (see Section
6.3). I follow the same approach as described in Chapter 3, defining bins expected to be
free from emission features (Fe II, emission lines and the Balmer continuum).
The HVAs all have photometry from the XMM OM. This photometry is expected to be
biased high by the presence of emission features in the bandpass of each filter. I correct
for this by estimating the flux surplus using the Vanden Berk et al. (2001) quasar template
and derived power-law continuum, combined with the effective bandpass of each OM
filter at each redshift. By integrating the template over the OM bandpasses to simulate
the total flux measured (including emission features) and then integrating the power-law
continuum over the same bandpasses to simulate the true continuum level, I estimate the
factor by which emission features increase the observed flux in each band. I then scale the
OM photometry to correct for this difference, so the OM data represents the continuum
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flux level. Elvis et al. (2012) demonstrated that variation in the equivalent width of the
Ly-α emission feature made utilising a single value from a template unreliable. Hence I
did not include the UVM2 band in J0312+1836 in the modelling, as it lay directly on top
of Ly-α . The correction factor, fcorr,OM, was typically 0.8. fcorr,OM . 0.9, dependent on
the filter and redshift of each object.
I do not use data from the 2MASS, UKIDSS or WISE to extend the SED into the IR,
or GALEX to extend into the UV, as I require quasi-simultaneous data. Also, the objects
were often below the detection threshold of these surveys, at the time of observation.
6.6.2 SED Modelling
I apply the OPTXAGNF SED model, combined with extinction and absorption models, to
each object. Data from XMM-Newton (including the OM) and continuum regions of the
WHT spectrum are fitted.
The attenuation variables are the MW reddening, E(B−V )MW, (fixed using values
from Schlafly & Finkbeiner 2011), the intrinsic reddening, E(B−V )int (free), and, as
in Section 6.5, the hydrogen column densities for the photoelectric absorption – NH,MW
and NH,int. Following the procedure described in Chapter 3, I test SED models both
with and without attenuation attributable to the AGN host galaxy. However, as found in
that study (see also Capellupo et al. 2015 and Castello´-Mor et al. 2016) the model with
host galaxy reddening/absorption produces a better model fit in all cases, when allowing
for the additional free parameters. I therefore consider SED models that include these
components from this point onwards. I tested two extinction curve models for the intrinsic
reddening: MW and SMC. All objects were better fit with the MW extinction curve, but
the difference in χ2red was marginal between the two cases in J2232−0806.
Due to the redshift of the objects, and the quality of the X-ray data, the SX component
is not well-sampled by the XMM data. In Chapter 3, it was found that the inclusion of
the SX was justified as it was partially sampled in high-mass (MBH > 109 M) objects.
However, that sample was of higher redshift (z > 1.5), and consequently higher MBH
(McLure & Dunlop 2004). For the current sample, I initially applied two versions of the
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model; one with a dominant SX (contributing 70 per cent of the reprocessed energy – e.g.
Done et al. 2013 – which was then allowed to vary), and one with no SX. I found that
in some cases the model including the SX was not physical (e.g. because all AD energy
was reprocessed by the SX and PLT). J2232−0806 did show evidence for an improved
fit with the SX component (χ2red of 1.07 compared to 1.11 without the SX component),
however, the difference in end result was small. Therefore, in the interest of simplicity
and consistency I opted to use the simplified, two component (AD and PLT) version of
OPTXAGNF.
Using an energetically self-consistent accretion model allows me to compare the two
mechanisms (A and B, see Section 6.1.2) for the increase in brightness of these HVAs.
If the change is intrinsic (scenario A), then the spectral data will represent the energy
flux of a conventional AGN that has seen an increase in accretion rate. In the event that
the increment in brightness is due to a foreground microlensing event (scenario B), then
the intrinsic flux of the AGN must be a significant factor smaller than that observed,
corresponding to a smaller mass accretion rate.
I test these two scenarios, by producing corresponding models for each object:
A. No lens factor. The model is fitted to the data with no additional factors applied.
B. Including a lens factor. I model the lens as a constant factor boosting the observed
flux at all wavelengths.
This enables me to directly test the microlensed hypothesis and look for evidence of
unusual effects, by comparing the inferred properties with those of larger AGN samples.
As discussed in Section 6.4, I have estimated MBH for each of these situations, and will
therefore use a different MBH estimate for the two scenarios, which is fixed in the fitting.
The resulting model properties are tabulated in Table 6.5 and the SEDs for both cases are
shown in Fig. 6.4. The only fitted property I do not show is NH,int, as these are all at or
close to zero, as in Table 6.4.
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Figure 6.4: Modelled SEDs for both unlensed and lensed scenarios. In the lensed scenario, I
assume that the observed data has been boosted, and that the intrinsic flux is lower than observed.
In these plots, I show the intrinsic SED in each case; for model B, I therefore scale the data down
to the implied intrinsic flux, shown in grey. Model constituent components (AD and PLT) are
shown by the dotted and dash-dotted lines.
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6.7 Discussion
6.7.1 SED Model
I compare my results with a much larger AGN sample to test the hypothesis that one
model is more representative of the wider AGN populace, and hence favoured. One such
sample was presented in Lusso et al. (2010) (hereafter L10).
L10 presented SEDs for a large, X-ray selected sample of 545 Type 1 AGN, drawn
from the XMM-Newton Cosmic Evolution Survey (COSMOS) sample. They estimated
the multi-waveband SEDs for their sample using multiple polynomial interpolations and
extrapolated power-laws through their data in log(νLν ) space. This method does not apply
any physical considerations to the procedure, but adheres to known constraints (e.g. range
of the PLT). I compare my calculated values for L2500A˚, L2keV and αOX with those in the
L10 sample – see Figs. 6.5, 6.6, 6.7. αOX is an often-used measure of the relative X-ray
loudness of an AGN, and is defined in equation 3.4.2.
I plot the linear best fit relations derived in L10 using the method of Isobe et al.
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Figure 6.5: The L10 sample, L(ν)2keV against L(ν)2500A˚ with my sample (blue and orange) over-
plotted. LR16 relations are also shown. The contours illustrate the distribution of the L10 sample,
and the ellipses show the centroids of my sample (1 and 2σ significance levels).
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Figure 6.6: The L10 sample, αOX against L(ν)2500A˚ with my sample (blue and orange) overplotted.
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Figure 6.7: The L10 sample, αOX against L(ν)2keV with my sample (blue and orange) overplotted.
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(1990). The ellipses show the 1σ and 2σ error regions for the HVA sample centroid of
each tested model. These regions are calculated using a Monte Carlo method, similar to
that described in Section 6.3. The central 68 and 95 per cent of these centroid distributions
are an indication of the 1 and 2σ error boundaries respectively. To guide the eye, I also
overlay contours from a bivariate Gaussian kernel-density estimate of the L10 sample
distribution.
In Fig. 6.5, I also show the linear relations derived in Lusso & Risaliti (2016), hereafter
LR16. The LR16 sample comprises 2153 AGN detected in both SDSS and the XMM
serendipitous source catalogue. They calculated L2keV from the XMM EPIC total energy
fluxes, assuming a constant photon index and neutral hydrogen column. L2500A˚ values
were provided in the Shen et al. (2011) catalogue. This approach differs from that in
L10, but there is agreement between the studies with respect to the L2500A˚–L2keV relation.
LR16 showed that by applying various quality cuts, the dispersion of this relation drops
significantly. In Fig. 6.5 the relation derived from the full LR16 sample is shown by the
red dotted line, and the relation emerging from the best-quality subsample (743 objects)
by the red long-dashed line. At the time of writing, the full LR16 sample was not available
electronically, so I cannot compute αOX values for comparison in Figs. 6.6 and 6.7.
Due to the wide range of SED properties in the L10 sample, this does not indicate a
clear preference for one model over another – the inferred properties in each given model
lie within the distribution of the much larger L10 sample. Model A lies further from the
linear relations than model B in Figs. 6.5 and 6.6. This indicates (to > 2σ ) that in model
A, the four HVAs are systematically UV underluminous for their corresponding X-ray
luminosities, compared to the larger sample. To increase the significance of this finding,
more X-ray data are required, to expand the sample of HVAs.
The comparison with L10 and LR16 ought to be reasonable; whilst our approaches for
calculating the SEDs differ, I am primarily concerned with L(ν)2500A˚ and L(ν)2keV, which
are well-sampled, and thus well-defined by our various approaches. Uncertainty may arise
in L(ν)2500A˚ due to differing means of correcting for intrinsic reddening. Owing to the
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limited quality of their data, L10 make only simple corrections for host galaxy reddening.
Unfortunately, AGN samples that utilise more advanced SED models addressing these
limitations either cover limited redshift ranges (e.g. Jin et al. 2012a), or lack X-ray data
(e.g. Capellupo et al. 2015), in addition to being much smaller. However, LR16 explore
the effects of a number of quality criteria (including reddening) in their large sample of
AGN. They find that whilst the dispersion of the L(ν)2500A˚–L(ν)2keV relation is dependent
on such criteria, the relation itself is not. Therefore my findings should not be affected by
this source of uncertainty.
One can also consider the average AGN templates of Jin et al. (2012a) as being rep-
resentative of the archetypal AGN SEDs at different accretion rates, as they use the same
model as in this chapter, applied to a larger, more local AGN sample. In terms of αOX,
as a sample, the HVAs appear to most closely resemble the average SED for objects with
moderate linewidths. However, even within four objects, a broad range of X-ray spectral
shapes is seen (1.8 . Γ . 2.2) that almost covers the full range of SEDs observed by
Jin et al. (2012a). For instance J0312+1836 shows an unusually soft X-ray spectrum,
compared to the average SED in Jin et al. (2012a), for an object at the accretion rates pre-
dicted in either case. To this end, a more conclusive result would require a larger sample
of HVAs with X-ray data.
In both situations I generally predict moderate intrinsic reddening (E(B−V )' 0.07,
n = 4 objects). This is a little higher than typical extinction values determined in
Chapter 3 (mean E(B−V ) ' 0.04, n = 11 objects) and Capellupo et al. (2015) (mean
E(B−V )' 0.02, n = 30 objects). My sample only comprises four objects, so it is im-
possible to say this is a true trend among HVAs. But higher-than-usual extinctions may
be expected if there are two galaxies (i.e. both AGN host galaxy and lens host galaxy) ex-
tinguishing the optical/UV light. These reddening curves would be at different redshifts
(i.e. the host and lens host galaxy), but better data coverage and S/N would be required
to deconvolve these two contributions, especially as the total reddening observed is < 0.1
mag.
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The intrinsic extinction parameter is dependent on the slope of the optical spectrum.
Other factors that could affect the spectral slope are the outer AD radius, and host galaxy
contamination (potentially with an additional lens host galaxy, if these are indeed mi-
crolensed AGN). I do not model the host galaxy component in this study, as I do not
expect it to make a significant contribution to the SED blueward of Hβ (Shen et al. 2011,
Chapter 3). I tested a version of the model where the outer disc radius was fixed at 1000
Rg, but in 3 objects the fit was marginal.
The evidence seen for a fading X-ray component (Section 6.5) in J1519+0011 is
interesting, as if it continued to fade at that rate (i.e. significantly faster than the optical),
it could suggest differential magnification of the source, and provide a probe of the corona
size. To confirm this would require follow up observations with XMM-Newton.
6.7.2 Additional Uncertainties
There is good agreement between the scaled optical (WHT) data and the corrected UV
(XMM OM) data, suggesting that it is reasonable both to normalise the WHT spectrum in
the r-band using the light curve, and to correct the OM data for emission feature contam-
ination using the Vanden Berk et al. (2001) template and power-law continuum.
It should be noted that in order to estimate MBH in the lensed case (Model B), I scaled
each source to the brightness level of the quiescent state, which was assumed to be rep-
resented by the SDSS magnitude. However, in cases where the SDSS observations are
dominated by the host (or foreground) galaxy, the AGN flux could be fainter. In this case,
MBH would be smaller, meaning an AD that peaks further into the UV, with higher mass
accretion rates. The MBH values for the lensed case should therefore be considered upper
limits.
A final caveat is that if the BHs are spinning, the radius of last stable circular orbit is
reduced and a co-rotating AD can extend closer to the event horizon, shifting the AD peak
blueward. Unfortunately the data are insufficient to make a judgement of the BH spin.
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6.8 Summary and Conclusions
I have presented results from X-ray observations of four extremely variable AGN (termed
‘hypervariable AGN’, or HVAs) discovered in the Pan-STARRS database (Lawrence et
al. 2012a, 2016). To explain this variability I consider two distinct scenarios – (A) and
(B). In (A), this change is intrinsic (e.g. caused by a large increase in mass accretion rate),
and in (B), the flux has been increased by a foreground microlensing event. Such an event
could result from a star in a foreground galaxy passing directly between us and the AGN
central engine, magnifying the flux from the AGN by a significant factor. I explore these
two scenarios through an analysis of their SEDs.
I have estimated the magnitudes of each AGN in both faint and bright states, and also
at the epoch of the XMM-Newton observation, using optical photometry light curves. I
then use optical spectra from WHT/ISIS to estimate MBH from the profiles of the broad
emission lines Mg II and Hα . For (A) I analyse the spectra as observed, and for (B), I
scale them to the faint (assumed to represent the intrinsic) state.
I then fit an energy-conserving, broad-band SED model to the multiwavelength data
for each object. This approach allows me not only to characterise the energetics for
each scenario, but also constrains the accretion flow properties, including the SED shape,
which is dependent on the mass accretion rate.
I compare the properties of the models for each of the four objects, in both scenarios
(A and B) with the Lusso et al. (2010) and Lusso & Risaliti (2016) samples. The four
HVAs show distinct groupings of (A) and (B) in SED shape versus luminosity parameter
space. In model (A), I see evidence that the AGN are underluminous in the UV regime
for their corresponding X-ray luminosities, compared with model (B).
This provides an important additional diagnostic of the expected arrangement of these
HVAs, which are clearly consistent with a microlensing origin. With a larger sample of
X-ray observed HVAs, it is hoped that the significance of these findings can be increased.
CHAPTER 7
Summary and Future Work
7.1 Synopsis of Key Findings
In recent decades, progress has been made into the physical processes powering AGN
spectral energy distributions (SEDs), but many key questions remain unanswered. Several
research groups have carried out recent SED modelling analyses to quantify the energetics
of AGN, but have faced a variety of limitations, some of which this thesis sets out to
resolve. In three papers and three pilot studies, I explore the accretion flow in several
AGN samples, through systematic investigations of their SED properties.
I introduce the data sources and models used throughout in Chapter 2. An overview
of the capabilities and limitations of each telescope and survey is given, including the
reduction processes that generate useful astronomical data from the raw observations. I
then discuss the theoretical emission models used throughout, including computational
aspects relevant to this thesis. The primary SED model used is OPTXAGNF, described in
Done et al. (2012). This model is composed of three spectral components – a geometri-
cally thin, optically thick accretion disc (AD), power-law tail (PLT) arising from Compton
upscattering in a hot, optically thin corona and the ubiquitous soft X-ray excess (SX), as-
cribed to warm inverse Compton scattering in the disc. Energy is conserved between these
components.
In Chapter 3, I present science results from an SED study of 11 medium redshift
(1.5 < z < 2.2) AGN. This sample was specifically chosen to preferentially select more
luminous AGN with greater BH masses, which host cooler ADs peaking at, or close to,
observable wavelengths. By combining archival data and new observations, our objects
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have excellent multi-frequency coverage; all have optical spectra from the SDSS, IR spec-
tra from GNIRS and TSpec, and X-ray spectra from XMM-Newton. I apply OPTXAGNF to
fit the multiwavelength data, fixing the BH mass to a value calculated from the profile of
Hα . Five out of the 11 AGN show evidence of a partially sampled SED peak, allowing me
to accurately measure their bolometric luminosity from these models and estimate their
mass accretion rates. This reduces the model dependent uncertainties of earlier studies
such as Jin et al. (2012a), and reduces the degeneracies accordingly. I find that nearly all
of the AGN are accreting close to or in excess of the Eddington rate, and that the optical–
IR spectra are in general well-described by the thin AD model, with some contribution
from the SX in the highest mass AGN. The optical to X-ray spectral indices suggest that
these AGN are high mass analogues of the rapidly accreting Narrow Line Seyfert 1s seen
at z. 0.3. The SX is poorly sampled in the lower mass AGN, as the AD peak lies in the
unobserved FUV in these objects. Based on my limited sample, I suggest that estimating
bolometric luminosities from L5100A˚ and L2−10keV may be unreliable, as has also been
noted for a low-redshift, X-ray selected AGN sample.
I continue my analysis of these 11 AGN in Chapter 4. I first discuss and quantify
several sources of uncertainty in the SED parameter space, including the intrinsic extinc-
tion, the BH masses (MBH) and BH spin. A range of BH spin values are tested, and I
find that while low to moderate spin values (a∗ 6 0.9) are compatible with the data in all
cases, higher spin values (a∗ > 0.99) require relativistic corrections to the model, and a
face-on accretion disc to describe the data. The outer AD radii are well-constrained in
8/11 objects, and are found to be a factor ∼ 5 smaller than the self-gravity radius. I then
extend the SED models of these 11 AGN into the mid-IR regime with WISE photometry
by including components for the host galaxy and dusty torus. My estimates of the host
galaxy luminosities are consistent with the MBH–bulge relationship, and the measured
torus properties (covering factor and temperatures) are in agreement with earlier work,
suggesting a predominantly silicate-based grain composition. Finally, I deconvolve the
optical–NIR spectra using the SED continuum model.
These studies provide several new insights into the AGN central engine that will help
to determine productive future directions for SED research. Firstly, I have suggested that
even in highly accreting objects, the rest frame optical–NUV continuum can still be well-
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described by a thin AD, in spite of earlier suggestions that this assumption may break
down above m˙ ∼ 0.2 (e.g. Abramowicz et al. 1988, Capellupo et al. 2016). However,
this also raises questions, as the outermost AD radii I have measured are consistently
smaller than the self-gravity radius, which was previously proposed as the condition under
which the disc breaks up (e.g. Goodman 2003). Nonetheless, the strong constraints on
AGN luminosity, and versatility of the model for the optical–NIR spectral decomposition,
present a robust and repeatable means of testing the condition most strongly governing the
strength of spectral narrow-lines. The narrow lines are weakest in the most most luminous
AGN, suggesting that this dynamically unbound region is heavily suppressed by radiation
pressure.
There is currently much interest in inferring information about BH spin, one of only
two properties intrinsic to the BH, and a key diagnostic of its formation history. Simula-
tions suggest a range of possible growth mechanisms, which have differing implications
for the spin distribution of AGN. Fanidakis et al. (2011) suggested that prolonged, uni-
directional accretion episodes would result in all AGN attaining maximal spins, which I
have found to be unlikely. More plausibly, only the most massive AGN host highly spin-
ning BHs, lending weight to the Dotti et al. (2013) and Volonteri et al. (2013) models of
BH growth, or chaotic accretion modes in the Fanidakis et al. (2011) models.
Finally, I present an optical to X-ray spectral investigation of four ‘hypervariable
AGN’ (HVAs) discovered by comparing Pan-STARRS data to that from SDSS over a
10 year baseline. A range of mechanisms for the origin of these HVAs have been ex-
plored in Lawrence et al. (2016). Based on the timescales, luminosities and light curves
of these events, the most plausible are that either (A) the HVAs are atypical AGN that
have undergone a large increase in luminosity, or (B) a star in a foreground galaxy has
microlensed an otherwise normal AGN. I explore these two scenarios through a study of
their optical–X-ray SEDs. The black hole masses, which depend on the intrinsic lumi-
nosity, are calculated, based on the Mg II and Hα emission line profiles. The mass ranges
are log(MBH/M) = 8.2− 8.8 for scenario (A) and log(MBH/M) = 7.9− 8.3 for sce-
nario (B). I then fit energy conserving models to the SEDs, obtaining strong constraints
on the bolometric luminosity and αOX. I compare the SED properties with a larger, X-
ray selected AGN sample for both of these scenarios, and observe distinct groupings in
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spectral shape versus luminosity parameter space. In scenario (A), there is evidence that
the AGN are underluminous in the UV regime for their corresponding X-ray luminosities,
compared with scenario (B). This may provide a means by which we can characterise the
nature of a larger sample of HVAs.
Undoubtedly this is an intriguing subclass of AGN, and either of the suggested causes
of variability present exciting prospects for future research. A highly variable accretion
rate may mean HVAs hold the key to refining our understanding of the manner in which
matter flows through the disc. Alternatively, microlensing events by foreground stars
could lens different regions of the AGN as the episode evolves. Spectral monitoring of
HVAs could then yield less ambiguous estimates of the size scales of the AD, and broad
and narrow line regions. For now, their nature remains uncertain, but it is hoped that every
study that does not produce a definitive solution to the puzzle will nevertheless bring us
closer to one that will.
7.2 The Future and Concluding Remarks
The path ahead for this branch of astrophysics has been partially illuminated by the pilot
studies in Chapter 5. I have established a new, larger, moderate redshift (0.39 < z < 2.5)
AGN sample to unite the findings of Chapters 3 and 4 in this thesis with the wider pop-
ulace. Further samples can be defined for different purposes – for example I showed in
Chapter 4 that using WISE photometry and NIR–optical spectra of AGN, limits can be
put on the torus and host galaxy emission, together with that of the central engine. This
raises the prospect of addressing key questions about the coevolution of SMBHs and their
galaxies, and the composition and extent of the torus, with data already available.
I have also presented a pilot study of two AGN with exceptional quality UV data from
HST/COS. This research has suggested that the continuum remains AD dominated in
this poorly understood wavelength range, with the caveat that predicted absorption from
intervening systems must be a factor ∼ 2 higher than previously measured. If in a larger
sample this turns out to be a consistent finding, then it would suggest that the difference
in energy could be due to a wind loss, which would have important consequences for
feedback. A future study could also apply disc-wind SEDs (e.g. Slone & Netzer 2012)
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to the data. To expand this sample, additional observations by HST or XMM-Newton are
likely required, due to the scarcity of AGN with requisite data.
The HVA study similarly requires further exploration with a larger sample. My find-
ing that the data are consistent with a microlensing origin or accretion rate change is
interesting, but we would ideally like to definitively confirm one scenario as being more
plausible. Other avenues of investigation are underway, including HST snapshot observa-
tions to search for evidence of foreground galaxies, and a light curve fitting program. It is
hoped that these, together with the findings presented here, will see this exercise drawn to
a conclusion in the next few years. Characterising these HVAs is only the starting point
however, as either result will pose intriguing new questions about the structure of AGN.
It is often the case in scientific research that addressing one unknown presents several
more. This work is no exception, and several new questions have arisen over the course
of this thesis. Nonetheless, it is hoped that the work presented herein represents a step
forward in our understanding of AGN, and will spur on future activity using the powerful
next-generation of astronomical facilities.
James S. Collinson
Durham University, 2016
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Appendix A
Spectral and Photometry Data from
Chapter 3
A.1 Observation Dates
Table A.1: Available data and observation dates for all of the objects in our sample. We have
searched all large area surveys offering good-quality data.
ID IR Optical UV X-ray
Instrument Type Date Instrument Type Date Instrument Type Date Instrument Type Date
1 2MASS Phot 1998-10-02 SDSS Phot 2000-09-25 GALEX Phot 2006-10-31 XMM EPIC Spec 2002-01-07
TSPEC Spec 2010-01-02 SDSS Spec 2001-09-10 GALEX Phot 2006-11-21
TSPEC Spec 2010-11-28 GALEX Phot 2011-03-18
2 2MASS Phot 2000-11-29 SDSS Spec 2000-09-07 GALEX Phot 2003-09-16 XMM EPIC Spec 2010-01-10
UKIDSS Phot 2006-11-19 SDSS Phot 2008-10-02 GALEX Phot 2003-09-30
UKIDSS Phot 2008-11-28 BOSS Spec 2009-12-21 GALEX Phot 2007-10-27
GNIRS Spec 2013-08-16 BOSS Spec 2010-09-05
3 2MASS Phot 1998-09-18 SDSS Spec 2000-09-02 GALEX Phot 2008-10-20 XMM EPIC Spec 2003-07-11
GNIRS Spec 2004-11-29 SDSS Phot 2004-09-23 GALEX Phot 2008-10-31
UKIDSS Phot 2006-07-10 GALEX Phot 2008-11-16
GALEX Phot 2011-10-28
4 2MASS Phot 1998-09-29 SDSS Spec 2000-11-23 GALEX Phot 2004-10-11 XMM EPIC Spec 2005-07-14
UKIDSS Phot 2005-09-07 SDSS Spec 2001-09-27 XMM OM Phot 2005-07-14
TSPEC Spec 2009-11-07 SDSS Phot 2003-11-19 GALEX Phot 2008-10-20
TSPEC Spec 2010-11-28 BOSS Spec 2010-09-10
5 2MASS Phot 2000-01-05 SDSS Phot 2003-10-23 XMM OM Phot 2006-10-03 XMM EPIC Spec 2006-10-03
GNIRS Spec 2013-10-27 SDSS Spec 2007-11-21 GALEX Phot 2007-01-03 XMM EPIC Spec 2007-04-06
XMM OM Phot 2007-05-09 XMM EPIC Spec 2007-05-09
GALEX Phot 2010-01-14
6 UKIDSS Phot 2010-02-08 SDSS Phot 2003-01-27 XMM OM Phot 2003-05-05 XMM EPIC Spec 2003-05-05
GNIRS Spec 2014-03-21 SDSS Spec 2004-02-27 GALEX Phot 2006-03-27
GALEX Phot 2010-03-14
7 2MASS Phot 1998-01-29 SDSS Phot 2005-03-09 GALEX Phot 2006-09-14 XMM EPIC Spec 2003-05-05
GNIRS Spec 2014-03-20 SDSS Spec 2006-12-28 XMM EPIC Spec 2003-05-28
BOSS Spec 2012-04-22 XMM EPIC Spec 2003-12-12
8 2MASS Phot 1998-05-16 SDSS Phot 2003-03-10 XMM OM Phot 2002-11-12 XMM EPIC Spec 2002-11-12
TSPEC Spec 2011-02-22 SDSS Spec 2004-03-25 GALEX Phot 2007-03-04
9 2MASS Phot 2000-04-11 SDSS Phot 2004-06-11 XMM OM Phot 2004-01-25 XMM EPIC Spec 2004-01-25
UKIDSS Phot 2010-03-01 SDSS Spec 2006-04-23 GALEX Phot 2006-04-30
TSPEC Spec 2011-02-22 BOSS Spec 2012-06-27 GALEX Phot 2009-05-27
GALEX Phot 2011-05-27
10 UKIDSS Phot 2007-09-28 SDSS Phot 2000-09-26 GALEX Phot 2004-09-15 XMM EPIC Spec 2007-12-01
GNIRS Spec 2013-08-18 SDSS Spec 2001-11-25 GALEX Phot 2006-02-26
GALEX Phot 2007-03-28
GALEX Phot 2009-09-09
GALEX Phot 2009-10-07
11 UKIDSS Phot 2006-05-06 SDSS Spec 2000-10-04 GALEX Phot 2004-03-14 XMM EPIC Spec 2007-12-01
GNIRS Spec 2013-08-19 SDSS Spec 2001-10-17 GALEX Phot 2006-10-01
SDSS Spec 2002-09-08 GALEX Phot Many obs
SDSS Phot 2003-11-19 in DIS
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Figure A.1: All available spectral data plotted with photometry from large surveys. We also show
the best fitting (Model 3) attenuated SED profile. At 912 A˚ rest frame the photoelectric absorption
component cuts the transmitted SED flux to zero. It can be seen in a few objects that have been
observed on multiple occasions by SDSS/BOSS that variability or inconsistent flux calibration has
occurred between observations. Observation dates are given in Table A.1.
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Figure A.1 (cont.)
