Abstract. We study dynamics of the homeomorphism group of a compact, connected, metric space called the Lelek fan. We show that a group of homeomorphisms of the Lelek fan that preserve a certain order is extremely amenable. In order to do that, we generalize a finite version of the Gowers' Ramsey theorem to multiple tetris-like operations.
Introduction
In [KPT] , Kechris, Pestov and Todorčević established a striking correspondence between Fraïssé theory, structural Ramsey theory and topological dynamics of automorphism groups, which was further extended by Nguyen van Thé ( [NVT] ). We dualize this correspondence to the projective Fraïssé theory and apply it to the dynamics of the group of homeomorphims of a continuum known as the Lelek fan. This requires proving a new Ramsey theorem, a generalization of a finite version of the Gowers' Ramsey theorem to multiple operations.
A continuum is a compact connected metric space. The Cantor fan is the continuum obtained as a quotient of C × [0, 1], where C is the Cantor set, by the equivalence relation ∼ given by (a, b) ∼ (c, d) if and only if either (a, b) = (c, d) or b = d = 0. For a continuum X, a point x ∈ X is an endpoint in X if for every homeomorphic embedding h : [0, 1] → X with x in the image of h either x = h(0) or x = h(1). The Lelek fan L, constructed by Lelek in [L] , can be characterized as the unique non-degenerate subcontinuum of the Cantor fan whose endpoints are dense (see [BO] and [C] ). Denote by v the top (0, 0)/∼ of the Lelek fan.
For a topological group G, a G-flow (or a flow if there is no ambiguity) is a continuous action of G on a compact Hausdorff space X, i.e. a continuous map π : G × X → X such that π(e, x) = x for every x ∈ X, where e is the identity in G, and π(gh, x) = π(g, π(h, x)) for every x ∈ X and g, h ∈ G. When the action is understood, we write gx instead of π (g, x) . A G-flow is called minimal if it has no non-trivial closed invariant subsets. A continuous map ψ : X → Y between two G-flows is a homomorphism if ψ(gx) = g(ψ(x)) for every g ∈ G and x ∈ X. The universal minimal flow of G is the unique minimal G-flow that has all other minimal G-flows as its homomorphic images. We call G extremely amenable if the universal minimal flow of G is a singleton. Equivalently, G is extremely amenable if every G-flow has a fixed point.
Let H(L) denote the homeomorphism group of the Lelek fan L with the compactopen topology. We will define a closed proper subgroup H(L < ) of H (L) , which consists of homeomorphisms preserving a certain order on L, see the end of Introduction, Definition 4.5, and the discussion below it. Here is the main theorem of the paper.
Theorem 4.14. The group H(L < ) is extremely amenable.
To establish Theorem 4.14, we prove a generalization of the finite Gowers' Ramsey theorem. We now proceed to define notions needed for its formulation.
Let N = {1, 2, 3, . . .} denote the set of natural numbers and let k be a natural number. For a function p : N → {0, 1, . . . , k}, we define the support of p to be the set supp(p) = {l ∈ N : p(l) = 0}. Let FIN k = {p : N → {0, 1, . . . , k} : supp(p) is finite and ∃l ∈ supp(p) (p(l) = k)}, and for each n ∈ N, let FIN k (n) = {p ∈ FIN k : supp(p) ⊂ {1, 2, . . . , n}}.
The set FIN k is given the structure of a partial semigroup (FIN k , +), where p + q is defined to be p ∪ q, whenever max(supp(p)) < min(supp(q)). Similarly, we give each FIN k (n) the structure of a partial semigroup (FIN k (n), +).
The Gowers' Theorem (Theorem 1.1) involves one operation, called tetris, T :
We define for every 0 < i a function T (k) i : FIN k → FIN k−1 that behaves like the identity up to the value i − 1 and like tetris above it as follows.
We also define T is the Gowers' tetris operation. We will usually drop superscripts and write T i rather than T (k) i . Let [j] = {0, 1, . . . , j}. Let I = j2 j=j1 I j for some 1 ≤ j 1 ≤ j j ≤ k and I j ⊂ [j] for every j ∈ {j 1 , . . . , j 2 }. For i = (i(j 1 ), i(2), . . . , i(j 2 )) ∈ I, denote
Let P k denote the full product , we call m the length of the sequence. Let FIN [d] k be the set of all block sequences in FIN k of length d. We similarly define FIN [d] k (n). Let B be a block sequence in FIN k (finite or infinite) and let k j=1 {0} ∈ I ⊂ P k . Then B I denotes the partial subsemigroup of FIN k of elements of the form
where l is a natural number, i 1 , . . . , i l ∈ I, and there is an s such that i s = k j=1 {0}. For a set X and a function c : X → {1, 2, . . . , r} we say that A ⊂ X is cmonochromatic, or just monochromatic, if c ↾ A is constant. We will often call such a c a colouring. Now we are ready to state Gowers' Ramsey theorem in this language.
Theorem 1.1 (Gowers, [G] 
is c-monochromatic. Gowers used his theorem to prove the oscillation stability of the unit sphere in the Banach space c 0 (see [G] ). The only known proof of Theorem 1.1 uses the Galvin-Glazer method of idempotents in a compact right-topological semigroup of ultrafilters. Very recently, Tyros [T] and Ojeda-Aristizabal [OA] independently gave direct constructive proofs of the finite version of the Gowers' theorem providing upper bounds on n.
For l > k, let P l k+1 = l j=k+1 {1, 2, . . . , j}, and let P k k+1 be the set whose only element is the sequence 0 . Note that if p ∈ FIN l and i ∈ P l k+1 , then where i 1 , . . . , i m ∈ P l k+1 , t 1 , . . . , t m ∈ P k , and there is an s such that
be the set of all block sequences in
We prove the following theorem in Section 3 and use it to prove Theorem 4.14.
there exists a natural number n such that for every colouring c : FIN
Denote the smallest such n by
Setting k = l and d = 1 in Theorem 3.8, and noting that
we obtain the following generalization of the finite Gowers' Theorem from the tetris operation T 1 to all the operations T i . Corollary 1.3. Let k, m, r be natural numbers. Then there exists a natural number n such that for every colouring c : FIN k (n) → {1, 2, . . . , r} there is a block sequence B of length m in FIN k (n) such that B P k is c-monochromatic.
In the proof of Theorem 4.14, we use the construction of the Lelek fan as a quotient of the projective Fraïssé limit of a projective Fraïssé class F of all finite fans, described by the authors in [BK] . Projective Fraïssé theory was developed by Irwin and Solecki [IS] to study the well-known continuum pseudo-arc. It dualizes the classical (injective) Fraïssé theory from model theory.
For a class G of finite structures and A, B ∈ G, we denote by
B
A the set of all epimorphisms (that is, surjective maps preserving the structure) from B onto A. We say that G is a Ramsey class if for every A, B ∈ G and a natural number r ≥ 2 there exists C ∈ G such that for every colouring c of C A with r colours there exists g ∈ C B such that
We study a Fraïssé expansion F < of F that consists of all finite fans with an order on the set of its branches, defined at the beginning of Section 4. Using Theorem 3.8, we show the following:
Theorem 4.12. The class F < is a Ramsey class.
Let L < denote the projective Fraïssé limit of F < . Let G = Aut(L < ) be the automorphism group of L < . As an application of Theorem 2.6 below, the dualization of the Kechris-Pestov-Todorčević [KPT] correspondence between extreme amenability of automorphism groups and the structural Ramsey theory, we obtain the following theorem.
The group H(L < ) will be defined to be the closure of an image of Aut(L < ) under a continuous group homomorphism. Thus Theorem 4.13 immediately implies Theorem 4.14.
In the last section, we show the following generalization of infinite Gowers' Theorem.
Theorem 5.3. Let I j = {0, l j , l j + 1} for some l j ∈ {0, . . . , j − 1} for all j = 1, 2, . . . , k and let I = k j=1 I j . Let c : FIN k → {1, 2, . . . , r} be a colouring. Then there exists an infinite block sequence B in FIN k such that B I is c-monochromatic.
Preliminaries
2.1. Construction of the Lelek fan. For completeness, we include the construction of the Lelek fan from [BK] , and we refer the reader to that paper for any details we omit here.
Given a first-order language L that consists of relation symbols r i , with arity m i , i ∈ I, and function symbols f j , with arity n j , j ∈ J, a topological L-structure is a compact zero-dimensional second-countable space A equipped with closed relations r A i ⊂ A mi and continuous functions f
A continuous surjection φ : B → A between two tolopogical L-structures is an epimorphism if it preserves the structure, that is, for a function symbol f in L of arity n and x 1 , . . . , x n ∈ B we require:
and for a relation symbol r in L of arity m and x 1 , . . . , x m ∈ A we require:
⇐⇒ ∃y 1 , . . . , y m ∈ B φ(y 1 ) = x 1 , . . . , φ(y m ) = x m , and r B (y 1 , . . . , y m ) .
By an isomorphism we mean a bijective epimorphism. Let G be a countable family of finite topological L-structures. We say that G is a projective Fraïssé family if the following two conditions hold:
(JPP) (the joint projection property) for any A, B ∈ G there are C ∈ G and epimorphisms from C onto A and from C onto B;
(AP) (the amalgamation property) for A, B 1 , B 2 ∈ G and any epimorphisms φ 1 : B 1 → A and φ 2 : B 2 → A, there exists C ∈ G with epimorphisms φ 3 : C → B 1 and φ 4 :
A topological L-structure G is a projective Fraïssé limit of G if the following three conditions hold:
(L1) (the projective universality) for any A ∈ G there is an epimorphism from G onto A;
(L2) for any finite discrete topological space X and any continuous function f : G → X there are A ∈ G, an epimorphism φ : G → A, and a function f 0 :
(L3) (the projective ultrahomogeneity) for any A ∈ G and any epimorphisms
Theorem 2.1 (Irwin-Solecki, [IS] Let G be a Fraïssé family of topological L-structures and let G be a topological L-structure. We say that G has the extension property (with respect to G) if for every A, B ∈ G and epimorphisms φ 1 : B → A and φ 2 : G → A, there is an epimorphism ψ :
Similarly as for the (injective) Fraïssé theory, one can show the following.
Proposition 2.2. Let G and G be as above. If G satisfies properties (L1) and (L2) , and it has the extension property, then G is the projective Fraïssé limit of G.
Below we describe the projective Fraïssé family we use to construct the Lelek fan.
A fan is an undirected connected simple graph with a distinguished point r, called the root, such that all elements other than r have degree at most 2. On a fan T, there is a natural partial order T : for t, s ∈ T we let s T t if and only if s belongs to the path connecting t and the root. We say that t is a successor of s if s T t and s = t. It is an immediate successor if additionally there is no p ∈ T , p = s, t, with s T p T t.
A chain is a fan T on which the order T is linear. A branch of a fan T is a maximal chain in (T, T ) . If b is a branch in T , we will sometimes write b = (b 0 , . . . , b n ), where b 0 is the root of T , and b i is an immediate successor of b i−1 , for every i = 1, 2, . . . , n. In that case, n will be called the height of the branch b.
Let L = {R} be the language with R a binary relation symbol. For s, t ∈ T we let R T (s, t) if and only if s = t or t is an immediate successor of s. Let F be the family of all finite fans with all branches of the same height, viewed as topological L-structures, equipped with the discrete topology. Every fan in F is specified by its height and its width. The width of a fan is the number of its branches and the height of a fan is the number of elements in a branch minus one (we do not count the root).
We list a few relevant results obtained in [BK] .
Proposition 2.3. The family F is a projective Fraïssé family.
By Theorem 2.1, there exists a unique Fraïssé limit of F , which we denote by
Theorem 2.4. The relation R L S is an equivalence relation which has only one and two element equivalence classes.
Let Aut (L) be the group of all automorphisms of L, that is, the group of all homeomorphisms of L that preserve the relation R L . This is a topological group when equipped with the compact-open topology inherited from H(L), the group of all homeomorphisms of the Cantor set underlying the structure
We will frequently identify Aut(L) with the corresponding subgroup {h L) . Observe that the compact-open topology on Aut(L) is finer than the topology on Aut(L) that is inherited from the compactopen topology on H(L).
2.2.
Dualization of the Kechris-Pestov-Todorčević correspondence. We dualize the Kechris-Pestov-Todorčević correspondence between extreme amenability of automorphism groups of countable ultrahomogeneous structures and the structural Ramsey theory (Theorem 4.5 in [KPT] ), which was further extended by Nguyen van Thé (Theorem 1 in [NVT] ).
Let G be a projective Fraïssé family with the projective Fraïssé limit G. Let G = Aut(G) be the automorphims group of G. We say that G is rigid if for every A ∈ G, Aut(A) is trivial.
Theorem 2.6. The following are equivalent (1) The group G is extremely amenable. (2) The family G is a Ramsey class and it consists of rigid elements.
We first prove an analogue of Proposition 3 in [NVT] .
Proposition 2.7. Suppose that G is rigid. Then the following are equivalent.
(1) The class G satisfies the Ramsey property.
(2) For every A, B ∈ G and every colouring c :
Proof. Since G is projectively universal, (1) easily implies (2).
On the contrary, suppose that there are A, B ∈ G for which the Ramsey property fails, i.e., for every C ∈ G there exists a colouring χ C :
We first show that there is be a free ultrafilter U on D∈G G D such that for every D ∈ G and every φ ∈ G D we have
Suppose that we have φ 0 : G → D 0 and φ 1 : G → D 1 . We want to see that
Using the JPP, we can find E ∈ G and epimorphisms ψ i : E → D i for i = 0, 1. By the extension property, there are epimorphisms γ i : G → E such that ψ i • γ i = φ i for i = 0, 1. Finally, the property (L2) provides us with F ∈ G, an epimorphism α : G → F and surjections
A , we will write K φ as a disjoint union ε∈{1,2,...,r} K ε φ , where
This is possible by rigidity of G. We define a colouring c :
Suppose the opposite and let δ be such that
belongs to U, and therefore it is nonempty, containing an element ψ ∈ G C for some C ∈ G. It follows that there is ψ ′ ∈ C B such that δ = ψ ′ • ψ, and for every
We can therefore conclude that the set
To prove Theorem 2.6, we follow an approach to extreme amenability from the dissertation [B] of the first author.
For A ∈ G and an epimorphism φ : G → A, let
be the pointwise stabilizer of φ. Equivalently,
It is easy to see that G φ is a clopen subgoup of G and the collection {G φ : φ : G → A, A ∈ G & φ is an epimorphism} forms a basis at the identity of G.
We also introduce the setwise stabilizer G (φ) of φ, that is, the clopen subgroup
Again, G being projectively ultrahomogeneous implies that h ∈ G (φ) if and only if for some automorphism ψ of A we have
The following lemma characterizes extreme amenability in terms of syndetic sets. (1) G is extremely amenable.
(2) For every clopen subgroup H of G and every K ⊂ G, at most one of HK and G \ HK is syndetic.
Proof of Theorem 2.6. (1) ⇒ (2) We first prove that G is rigid. Suppose on the contrary that there is an A ∈ G such that Aut(A) is nontrivial. By the projective universality, pick an epimorphism φ : G → A. Then G (φ) /G φ is a finite discrete space of cardinality Aut(A) with a natural transitive continuous action of
is extremely amenable by Lemma 13 in [BPT] , which gives a contradiction. Now, we are ready to show that G is a Ramsey class. Let A ∈ G and let c : 
. Let Y be the closure of the orbit of c. Since G is extremely amenable, the induced action of G on Y has a fixed point e. By the projective ultrahomogeneity of G, G acts transitively on G A , and consequently e must be constant, say with the range {i} ⊂ {1, 2 . . . , r}. Let B ∈ G and pick a γ ∈ G B , which exists by the projective universality. Since e ∈ Gc, there is
• γ, and therefore c on
(2) ⇒ (1) Striving for a contradiction, suppose that G is not extremely amenable. In the light of Lemma 2.10, it means that there are A ∈ G, an epimorphism φ :
. . , g n ∈ G witness the syndeticity of both, i.e.,
i . Since G is rigid, we can apply the property (L2) to a disjoint clopen refinement of the cover {φ
Since φ i 's are epimorphisms, so are γ i 's.
Define a colouring c :
• γ ′ , which is monochromatic in the colour ε -a contradiction.
Gowers' Ramsey theorem for multiple operations
be a block sequence in FIN 1 . We can identify each a j with its support and consequently with its characteristic function χ(a j ). We define
. . , k and for some j we have i j = k}.
Let FIN [d]
k (A) be the set of all block sequences in FIN k (A) of length d. A function φ : {1, . . . , m} → {1, . . . , k} is a type of length m over k if φ(i) = φ(i+ 1) for every i = 1, 2, . . . , m − 1, and for some i, φ(i) = k. Note that φ ∈ FIN k (m). Let n be a natural number. For every type φ of length m ≤ n over k and every
On the other hand, for every p ∈ FIN k (n), there exists a natural number m ≤ n, a type φ of length m over k, and a block sequence
We call this φ the type of p and denote it by tp(p). We say that p, q ∈ FIN k are of the same type if tp(p) = tp(q).
Lemma 3.1 (Tyros [T] We extend the notion of a type to sequences and generalize Tyros' theorem to sequences of types. We say that φ = (φ 1 , . . . , φ d ) is a type of length m over k if each φ i is a type of length m i over k such that
Note that as in the case of dimension 1, given d, n, and A ∈ FIN k is a type of length m over k for some m ≤ n. Again, p ∈ FIN [d] k (A) that corresponds to (B, φ) will be denoted by map(φ, B).
We will need a d-dimensional generalization of Lemma 3.1. In the proof we will use a finite version of Milliken-Taylor theorem [M, Ta] . For comments on its proof see [T] , page 4. 
Lemma 3.3. Let k, m, d ≤ m, r be natural numbers. Then there exists n such that for every colouring c : FIN
k (A) of the same type have the same colour. We denote the smallest such n by T d (k, m, r).
Proof. Let T be the set of all types of sequences in FIN [d] k of length at most m and let α be the cardinality of the set X of maps from T to {1, 2, . . . , r}. Let
, where l φ denotes the length of the type φ. Define e : FIN
1 (A ′ ) is e-monochromatic, and let A be the initial segment of A ′ of lenght m. We will show that A is as desired. Indeed, letp 1 ,p 2 ∈ FIN 
The following two lemmas capture how T 1 commutes with T i 's. The proof of the lemma below is an immediate calculation.
Lemma 3.4. For every 1 ≤ j < k and p ∈ FIN k , we have
For the lemma below, recall definitions of P k and P l k+1 from Introduction and observe that for any 1 ≤ k
Proof. Let t ∈ P k be such that t(1) = 0 and let i ∈ P l k+1 . Let t 0 ∈ P k−1 be given by t 0 (x) = 1 if t(x + 1) = 1 and t 0 (x) = j − 1 if t(x + 1) = j, j = 2, 3, . . . k, x = 1, 2, . . . , k − 1. Similarly, let i 0 ∈ P l−1 k be given by i 0 (x) = 1 if i(x + 1) = 1 and i 0 (x) = j − 1 if i(x + 1) = j, j = 2, 3, . . . l, x = k + 1, . . . , l. Note also that if α ∈ P k−1 and β ∈ P l−1 k , then there are t ∈ P k and i ∈ P l k+1 such that α = t 0 and β = i 0 .
Let p ∈ FIN l , t ∈ P k , and i ∈ P l k+1 . If all elements in t are non-zero, then T t • T i (p) = 0. Otherwise, we can without loss of generality assume that t(1) = 0. This is because for every t ∈ P k there is t ′ ∈ P k such that for any q ∈ FIN k (n), T t (q) = T t ′ (q) and if t ′ (x) = 0 then t ′ (y) = 0 for every y < x. In this case, using many times Lemma 3.4 as well as the observation
The proof of the equation follows immediately from the observations above.
An element c ∈ FIN k is called a pyramid of height k if for some block sequence A = (a j )
Observe that if c is a pyramid of height k, i ∈ P k with j the number of nonzero entries in i, then T i (c) is a pyramid of height k − j. If c is a pyramid of height l and i ∈ P l k+1 , then T i (c) is a pyramid of height k. In particular, for every i in P k or in P l k+1 , we have that (*)
Lemma 3.6. Let C 1 , C 2 be two block sequences of n pyramids of height k, let p ∈ C 1 P k and q ∈ C 2 P k Then whenever h T1(p) = h T1(q) , we have tp(p) = tp(q).
Proof. First observe that
we have ht i (p) = 0 or ht i (p) = 1. Analogous statements hold for q. By equation (*), it follows that tp(p) = tp(q).
Lemma 3.7. Suppose that for every 1 ≤ k, d, m ≥ d, l ≥ k, r there exists n such that for every colouring c : FIN
be a block sequence of n pyramids in FIN l . Then for every colouring e :
Proof. Let C and e be as in the statement of the theorem. For q ∈ FIN k (n), define
. Define a colouring c : FIN
k (n) → {1, 2, . . . , r} by c(q) = e(q C ). Applying the hypothesis, we can find a block sequence
. Then we can write
. Therefore hq = hpC , which implies e(q) = e(p C ), and consequently e(q) = c(p). This finishes the proof that 
k , we let T 1 (p) to be (T 1 (p 1 ), . . . , T 1 (p d )). Our proof of Theorem 3.8 builds on the proof of Theorem 1 in [T] .
Proof. We proceed by induction on k. Let k = 1, d, m ≥ d, l ≥ k, r be given, and take n = M T d (m, r). Suppose that c : FIN
1 (n) → {1, 2, . . . , r} is an arbitrary colouring. Let A be a block sequence in FIN 1 (n) of length m such that FIN
and therefore it is c-monochromatic.
Assume that the theorem holds for k − 1 and we shall prove it for k. Let
Let c : FIN
k (n) → {1, 2, . . . , r} be a given colouring. By Lemma 3.3, we can find a sequence A in FIN 1 (n) of length n ′ (2l − 1) such that any two elements in
k (A) of the same type have the same colour. Let C = (c i )
be the block sequence of n ′ pyramids in FIN l (A), i.e., let
where q i = (i − 1)(2l − 1) + l.
, so by Lemma 3.6 also tp(p) = tp(q), and consequently c(T 1 (p)) = c(T 1 (q)). Therefore, the colouring
given by c
By Lemma 3.5, T 1
, so by Lemma 3.7 we can apply the induction hypothesis to the block sequence of pyramids (T 1 (C)) n i=1 and to colour c ′ . This provides us with a block sequence
is c ′ -monochromatic, say in a colour α.
Since by Lemma 3.5, T 1 C P l = T 1 (C) P l−1 , we can choose a block sequence B in
We show that B is as required. Letb ∈ i∈P l k+1 T i (B)
Setting k = l in Theorem 3.8, we obtain the following generalization of a finite version of the Gowers' Ramsey Theorem from the tetris operation T 1 to all the operations T i . Theorem 3.9. Let k, m, r and d be natural numbers. Then there exists a natural number n such that for every colouring c : FIN
Applications to dynamics of H(L)
In this section, we provide proofs of Theorems 4.12 and 4.14. As in Section 2, let L be the language consisting of one binary relation symbol R and let F be the family of all finite fans. Take L < = {R, S}, where S is a symbol for a binary relation, and let F < be the family of all A < = (A, R A , S A ) such that (A, R A ) ∈ F and for some ordering a 1 < a 2 < . . . < a n of branches in A we have S A (x, y) if and only if there are i ≤ j such that x ∈ a i and y ∈ a j (note: the root belongs to every branch).
Let A < , B < ∈ F < and let a 1 < . . . < a m be the ordering of branches in A corresponding to S A , and let b 1 < . . . < b n be the ordering of branches in B corresponding to S B . We will frequently use the following lemma. The proof is straightforward. 
It is not difficult to see that F < has the JPP and it consists of rigid elements.
Proposition 4.2. The family F < has the AP.
Proof. Take A, B, C ∈ F < together with epimorphisms φ 1 : B → A and φ 2 : C → A. The relation S B induces an ordering b 1 < b 2 < . . . < b m of branches in B, and the relation S C induces an ordering c 1 < c 2 < . . . < c n of branches in C. First, we handle the situation when A has just one branch. Fix branches t B in B and t C in C such that φ 1 ↾ t B and φ 2 ↾ t C are onto A. Suppose first that t B = b m and t C = c n . We construct the required D, ψ 1 : D → B and ψ 2 : D → C by induction on k = 2, . . . , n + m. .
Step k = 2. Suppose that A has height l and enumerate it as a 0 , a 1 , . . . , a l with a 0 the root and Step k + 1. Suppose that we have constructed D k ∈ F < together with homomorphisms ψ are as required. In the situation when A has just one branch, t B = b 1 , and t C = c 1 , we proceed similarly as above. When A has just one branch, without any assumptions on t B and t C , we split B into two fans: B 1 such that t B is the last branch of B 1 and into B 2 such that t B is the first branch of B 2 (t B is the only branch which is in both B 1 and B 2 ), and similarly split C getting 
, and ψ 2 = ψ 1 2 ∪ ψ 2 2 are as required. In a general situation, when A consists of branches a 1 < . . . < a l , follow the procedure above for each a i , [KPT] , page 20.
Observe that the family F < is reasonable with respect to F , that is, for every A, B ∈ F , an epimorphism φ : B → A, and A < ∈ F < such that A < ↾ L = A, there is B < ∈ F < such that B < ↾ L = B and φ : B < → A < is an epimorphism. The proof of the following lemma uses that F < is reasonable with respect to F and implies that Aut(
By Proposition 2.2, it suffices to show that L 0 satisfies the properties (L1) and (L2) in the definition of the projective Fraïssé limit, and it has the extension property with respect to F . As for every A ∈ F there is A < ∈ F < with A < ↾ L = A and since L < has the properties (L1) and (L2), so does L 0 .
To show the extension property, let A, B ∈ F and let φ 1 :
Let Aut(L < ) denote the group of automorphisms of L < . Projective ultrahomogeneity of L < implies that Aut(L < ) is nontrivial. Indeed, let A ∈ F < be the fan of height 1 and width 3, with branches a 1 = (a 
is a closed binary relation on L, it is reflexive and transitive, i.e. it is a preorder. We will call the Lelek fan equipped with ≤ L the preordered Lelek fan and denote it by L < .
In Section 2.2, we pointed out that π induces an injective continuous homomorphism π * from Aut(L) onto a subgroup of H(L).
Proposition 4.6. We have H = H(L < ).
In the proof of Proposition 4.6, we will use Lemma 4.7, an analog of Lemma 2.14 from [BK] 
Note that (C3) implies that v ∈ U rA , where r A is the root of A, and that for each a, a
Proof. Let U be a finite open ǫ 2 -cover of L and let V = {π −1 (U ) : U ∈ U}. Using (L2) in the definition of the projective Fraïssé limit, find A < ∈ F < and an epimorphism φ : L < → A < that refines V. The set
is a closed ǫ 2 -cover of L that satisfies all properties (C1)-(C5). Since L is compact, the distance between any two non-intersecting elements in C 1 (that is, the infimum of distances between a point in the first set and a point in the second set) is positive, so we can find 0 < δ such that for every D, E ∈ C 1 , we have
where for X ⊂ L we set B(X, δ) = {y ∈ L : ∃ x∈X d(y, x) < δ}. Then the cover C 2 = {U a = B(C, δ) : V a ∈ C 1 } satisfies the property (C2). In order to prove that C 2 satisfies (C5) and (C3), we observe the following fact. Whenever x, y ∈ L < and a, b, a
and therefore by (C2) we have that R A< (a, a ′ ) or R A< (a ′ , a), in particular a and a ′ are on the same branch, and similarly for b and
, and since a and a ′ are on the same branch and b and b ′ are on the same branch, we conclude S A< (a, b), and hence (C5) holds. Similarly, if {x,
, we conclude a A b, and hence (C3) holds for the cover C 2 .
Finally, there is 0 < δ 0 ≤ δ such that the cover C 3 = {B(C, δ 0 ) : C ∈ C 1 }, also satisfies (C1) and (C4).
Proof of Proposition 4.6. For every
To show the converse, take h ∈ H and ǫ > 0. Let d < 1 be any metric on L and let d sup be the corresponding supremum metric on H(L). We will find γ ∈ Aut(L < ) such that d sup (h, γ * ) < ǫ. Let A < ∈ F < and (U a ) a∈A< , an open cover of L, be as in Lemma 4.7. Since h is uniformly continuous, we can assume additionally that
< be an epimorphism that refines the cover (V a) . Let ψ i : L < → A < be the composition of φ i and α i . Then ψ 1 and ψ 2 are continuous and by (C4) they are onto. The properties (C2) and (C3) imply that if x, y ∈ L < satisfy R L< (x, y) then R A< (ψ i (x), ψ i (y)), i = 1, 2. Finally, (C5) provides that if S L< (x, y) then S A< (ψ 1 (x), ψ 1 (y)). Since h ∈ H, the same is true for ψ 2 . It is now a simple observation that ψ 1 , ψ 2 are epimorphisms.
The projective ultrahomogeneity gives us γ ∈ Aut(L < ) such that ψ 1 = ψ 2 • γ. We will show that d sup (h, γ * ) < ǫ. Pick any x ∈ L, let a = ψ 1 (x), and note that such that
Identifying a natural number N with the set of its predecessors {0, 1, . . . , N − 1}, we denote by N [j] the collection of all j-element subsets of N. The theorem below is the classical Ramsey theorem. 
N
[j] → {1, 2, . . . , r} be a colouring. For B i ⊂ N for i = 1, 2 . . . , m, we say that c is size-insensitive on
be the set of all sequences (f s )
and max(supp(f s )) < min(supp(f s+1 )), for each s. Then, more generally, if
is a colouring and B i ⊂ N for i = 1, 2 . . . , m, we say that χ is size-insensitive
s=1 are such that for each s, supp(f s ) = supp(g s ) and for each i, s, |f 
Proof.
We proceed by the induction on m and on k ′ ≤ k m . At each step we will apply Theorem 4.8. When m = 1 and k ′ = 0, there is nothing to prove. Let m = 1 and assume that we have the result for k ′ < k 1 , we will prove it for k ′ + 1. Let
Applying the inductive hypothesis to c restricted to
, we obtain the desired result. Suppose that the result is true for m and we shall prove it for m + 1. When k ′ = 0, simply take N = S(m, k 1 , . . . , k m , l 1 , . . . , l m , r). Assume that the result is true for k ′ < k m+1 , and we will prove it for k ′ + 1. Set
and
Denote by α the set of all colourings of
with r-many colours. Let
We will show that N works. Define a colouring
the colour c 0 :
.
Using the induction hypothesis for
, which concludes the proof. 
Proof. Denote by Γ the set of all sequences (m 1 , . . . , m d+1 ) such that 1 = m 1 < . . . < m d+1 ≤ m are natural numbers. Let c :
. . , r |Γ| } be the colouring into r |Γ| colours given by
To each γ and (A 1 , . . . , A m ) we associate ((
, in a natural way (this association is not one-toone). Applying Theorem 4.10 we get B 1 , . . . , B m ⊂ N with
. We are now ready to prove that the class F < is a Ramsey class. We will use Corollary 4.11 to reduce the proof to an application of Theorem 3.8. Proof. Let S ∈ F < be of height k and width d, and let T ∈ F < be of height l ≥ k and width m ≥ d (so that T S = ∅). Let n be as in Theorem 3.8 for k, l, m, r, d, that is n = G d (k, l, m, r) , and let N be as in Corollary 4.11 for d, n, k, . . . , k, l, . . . , l, r, that is N = S d (n, k, . . . , k, l, . . . , l, r). Let U ∈ F < consists of n branches of height N. We will show that this U works for S, T and r colours.
Let a 1 , . . . , a d and c 1 , . . . , c n be the increasing enumerations of branches in S and U respectively. Let (a To each f ∈ U S , we associate f
}, where the min above is taken with respect to the partial order on the fan U .
Let
Let c 0 be a colouring of ( Proof. By Proposition 4.6, H(L < ) is the closure of a continuous homomorphic image of Aut(L < ). Since Aut(L < ) is extremely amenable, Lemma 6.18 in [KPT] implies that so is H(L < ).
A generalization of infinite Gowers' theorem
Let γFIN k be the space of all cofinite ultrafilters on the set FIN k , that is, of ultrafilters U on FIN k such that for every n {p ∈ FIN k : supp(p) ∩ {1, . . . n} = ∅} ∈ U.
The basis of clopen subsets is formed byÂ = {U ∈ γFIN k : A ∈ U} for A ⊂ FIN k , which is the same as induced from theČech-Stone compactification of the discrete space FIN k . We extend the addition + on FIN k to γFIN k and obtain a (full) semigroup (γFIN k , +) :
The addition need not be jointly continuous, however it is right-continuous, i.e. for every V ∈ γFIN k , + V : γFIN k → γFIN k , U → U + V is continuous.
An element U of a semigroup is an idempotent if U 2 = U. We have a partial order on the set of idempotents of a semigroup given by V ≤ U ⇐⇒ VU = UV = V.
A crucial result, though simple, that enables us to use ultrafilters in Ramsey Theory, is the following lemma.
Lemma 5.1 (Namakura-Ellis). Every compact right-topological semigroup contains an idempotent.
For 0 < i ≤ k, we extend T i to a function from γFIN k to γFIN k−1 by T i (U) = {{T i (p) : p ∈ A} : A ∈ U}.
Then T i (U) is a cofinite ultrafilter on FIN k−1 .
The following lemma shows that T i is compatible with the semigroup structure and the compact topology. The proof is the same as the proof of Lemma 2.23 in [ST] .
Lemma 5.2. For every k and i < k,
is a continuous homomorphism.
In this section, we prove a generalization for "neighbouring operations" of infinite Gowers' Theorem. Our proof will follow closely the proof of infinite Gowers' Theorem in [ST] , Section 2.3.
Theorem 5.3. Let I j = {0, l j , l j + 1} for some l j ∈ {0, . . . , j − 1} for all j = 1, 2, . . . , k and let I = Proof. By the induction on j ≤ k, we construct a decreasing sequence of idempotent ultrafilters U 1 ≥ U 2 ≥ . . . ≥ U k , such that U j ∈ γFIN j and T lj (U j ) = U j−1 and T lj+1 (U j ) = U j−1 for any j ≤ k.
Let U 1 be any minimal idempotent in γFIN 1 . Suppose that U j ∈ γFIN j has been constructed and consider S j+1 = {V ∈ γFIN j+1 : T lj (V) = T lj+1 (V) = U j }. To show that S j+1 is non-empty, lift each p ∈ FIN j to an element f (p) ∈ FIN j+1 via f (p)(n) = p(n) if p(n) < l j p(n) + 1 if p(n) ≥ l j .
for every n ∈ supp(p). Then V = {{f (p) : p ∈ A} : A ∈ U j } ∈ S j+1 . Since the addition in FIN j+1 is right continuous and S j+1 is closed, also S j+1 + U j is closed. Furthermore, S j+1 + U j is a semigroup: Let V 1 , V 2 ∈ S j+1 . We have that
for ε ∈ {l j , l j + 1}. By Lemma 5.1, there is an idempotent V ∈ S j+1 + U j . Let W ∈ S j+1 be such that V = W + U j . Setting U j+1 = U j + W + U j , we get that
and U j + U j+1 = U j + U j + W + U j = U j + W + U j = U j+1 , therefore U j+1 ≤ U j . Also U j+1 +U j+1 = U j +W+U j +U j +W+U j = U j +(W+U j +W+U j ) = U j +(W+U j ) = U j+1 , so U j+1 is an idempotent.
Let c : FIN k → {1, 2, . . . , r} be a given colouring and let t ∈ {1, 2, . . . , r} be such that c −1 (t) ∈ U k . We can now find a c-monochromatic set B I in colour t exactly as it is done in the proof of Theorem 2.22 in [ST] .
Question 5.4. Does Corollary 1.3 admit an infinitary version?
