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interpret the observations, but rarely
able to explain how he proceeds.
GAIMS can help with the diagnosis of
multiple sclerosis (MS) and for the con-
tinued evaluation of the disease’s pro-
gression [2]. The ambulation impair-
ments appear in the early stages of the
disease and the magnitude of gait modi-
fication is a good indicator of disease
activity. The current standardized tests
used to assess gait in MS are still based
largely on a measure of speed, and a
simple stop watch is often the sole
measuring instrument used by the neu-
rologist. This is too limiting. GAIMS is
the first powerful system that fully sat-
isfies the clinical routine constraints and
is compatible with existing standard-
ized tests. Its effectiveness has been
shown through a threefold validation
procedure: (1) GAIMS has been
demonstrated to detect subtle (intra-
subject) gait alterations and to be more
effective than a stop watch in detecting
gait abnormalities. (2) It is possible to
differentiate between healthy individ-
uals and MS patients based on gait char-
acteristics measured by GAIMS. (3)
GAIMS can also measure significant
differences between MS patients with
different disease states.
While it has been successfully used for
multiple sclerosis analysis, GAIMS is
not limited to medical applications. For
example, we have used it in conjunction
with 3D cameras and projectors to
create a 3D immersive and interactive
system that gives the illusion of a 3D
virtual world all around the user [3].
GAIMS has the power to tell you pre-
cisely where the user is located. This is
useful for real time scene interpretation
and interactive applications.
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Figure 1: Illustration of GAIMS: Left: A bird’s-eye view of the scene, with four sensors depicted
in turquoise and the horizontal cross-section of the walking person’s legs in yellow. Right:
Synchronized colour and range images acquired by a kinect.
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Two labs of SZTAKI have jointly developed a system for creation and visualization of mixed reality by
combining the spatio-temporal model of a real outdoor environment with the models of people acting in
a studio. We use a LIDAR sensor to measure an outdoor scene with walking pedestrians, detect and
track them, then reconstruct the static part of the scene. The scene is then modified and populated by
human avatars created in a 4D reconstruction studio.
Real-time reconstruction of outdoor
dynamic scenes is essential in intelligent
surveillance, video communication,
mixed reality and other related applica-
tions. Compared to conventional 2D
video streams, 3D data flows of real-
world events (4D scenes) provide a
more authentic visual experience and
additional functionality. A reconstructed
4D scene can be viewed and analysed
from any viewpoint. Furthermore, it can
be virtually modified by the user.
However, building an interactive 4D
video system is a challenging task that
requires processing, understanding and
real-time visualization of a large
amount of spatio-temporal data.
This issue is being addressed by
“Integrated 4D”, a joint internal R&D
project of two labs of SZTAKI. We
have built an original system for spatio-
temporal (4D) reconstruction, analysis,
editing, and visualization of complex
dynamic scenes. The i4D system [1]
efficiently integrates two very different
kinds of information: the outdoor 4D
data acquired by a rotating multi-beam
LIDAR sensor, and the dynamic 3D
models of people obtained in a 4D
studio. This integration allows the
system to understand and represent the
visual world at different levels of
detail: the LIDAR provides a global
description of a large-scale dynamic
scene, while the 4D studio builds a
detailed model, an avatar, of an actor
(typically, a human) moving in the
studio.
In our project, a typical scenario is an
outdoor environment with multiple
walking people. The LIDAR measures
the scene from a fixed position and
yields a time-varying point cloud. This
data is processed to build a 3D model of
the static part of the scene and detect
and track the moving people. Each
pedestrian is represented by a sparse,
moving point cluster and a trajectory. A
sparse cluster is then substituted by an
avatar created in the 4D studio of MTA
SZTAKI. This results in a reconstructed
and textured scene with avatars that
follow in real time the trajectories of the
pedestrians.
Figure 1 shows a flowchart of the i4D
system. The LIDAR data flow involves
environment scanning for point cloud
sequence acquisition, foreground and
background segmentation by a robust
probabilistic approach, detection and
tracking of the moving pedestrians and
generating motion trajectories, geo-
metric reconstruction of the ground,
walls and other field objects, and,
finally, texturing the obtained 3D
models with images of the scene.
Technical details are given in [2]. Our
4D reconstruction studio creates tex-
tured dynamic avatars of people
walking in the studio. The hardware and
software components of the studio are
presented in [3]. The integration and
visualization block combines the graph-
ical elements into a joint dynamic scene
model, provides editing options and
visualizes the final 4D model where the
avatars move in the scene along the
assigned trajectories.
Sample results of the 4D reconstruction
and visualization process are shown in
Figure 2. The pedestrian trajectories are
obtained by motion-based segmentation
and tracking in the dynamic point cloud.
Each avatar follows the prescribed 3D
trajectory. Its orientation and rotation to
the proper direction are automatically
determined from the trajectory.
The main novelty of the i4D system is
that it integrates two different modali-
ties of spatio-temporal perception oper-
ating at different scales. This may open
a way towards real-time, free view-
point, scalable visualization of large
time-varying scenes, which is crucial
for future mixed reality and multimodal
communication applications. We plan to
extend the project to LIDAR data col-
lected from a moving platform and add
modules for automatic field object
recognition and surface texturing.
Link: http://web.eee.sztaki.hu/i4d/
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Figure 2: Sample results of object tracking and integrated dynamic scene reconstruction.
Figure 1: Flowchart of the i4D system. FG is the foreground, BG the background.
