Diagonal structures on topological spaces  by Arhangel'skii, A.V.
Topology and its Applications 125 (2002) 419–446
Diagonal structures on topological spaces
A.V. Arhangel’skii 1
Department of Mathematics, Ohio University, 321 Morton Hall, Athens, OH 45701, USA
Received 15 February 2001; received in revised form 2 November 2001
Abstract
We investigate when a topological space admits a partial product operation satisfying some rather
weak continuity restrictions and almost nothing else-the only algebraic requirement is that some
element e of X is a left and a right identity with respect to this multiplication. The operation is
called partial diagonalization of X at e. Several sufficient conditions for a space to be partially
diagonalizable are established. On the other hand, it is shown that certain deep results about the
topological structure of compact topological groups can be extended to partially diagonalizable
compact spaces. We also discover that partial diagonalizability plays an important role in the
theory of cardinal invariants, in the study of homogeneous spaces, and in such classical topics of
general topology as the theory of Stone– ˇCech compactification and the theory of Hewitt–Nachbin
compactification. The notions of a Moscow space and of a C-embedding are instrumental in our
study.
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0. Introduction
In this article we develop some ideas and techniques from [8,6], showing that they are
applicable in a much more general setting. The key new idea introduced in [6] was that
of a diagonalizable space. This notion turned out to be a very broad generalization of the
notion of a semitopological semigroup with identity. It also generalizes the notion of a
Mal’tsev space. Diagonalizability of a space consists in the existence of a binary operation
on it, satisfying certain very weak axioms. In this article we further weaken the restrictions
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which diagonalizability imposes on a space and arrive at a much more general notion of
partial diagonalizability.
We identify several important classes of spaces which are contained in the class of
partially diagonalizable spaces, while they are not covered by the class of diagonalizable
spaces. On the other hand, we show that partial diagonalizability has an amazingly strong
and nontrivial influence on topological invariants; this influence is comparable to the
impact that a group structure, nicely related to the topology of a space, has on the properties
of the space.
At the same time, in case of compacta partial diagonalizability can be looked upon as a
generalization of the first axiom of countability, though this is not immediately clear from
the definition. However, the class of partially diagonalizable compacta, in addition to all
first countable compacta and all compact groups, contains also all well ordered compacta.
A large part of this article is devoted to developing techniques based on the notion
of partial diagonalizability. In particular, we introduce and study various versions of
diagonalizability applicable in different situations. The article also contains numerous
applications of the theory of partially diagonalizable spaces to homogeneous spaces, to
Hewitt–Nachbin completions, to Stone– ˇCech compactifications, to Mal’tsev and Dugundji
compacta. In particular, we extend classical results of Glicksberg [17], van Douwen [12,
11], and Malykhin [21], and give a strong necessary condition for some power of a compact
Hausdorff space to be homogeneous (Theorem 6.1). A central role in what follows belongs
to the notion of Moscow space, which was recently shown to have delicate applications in
topological algebra [5,8].
A space X is called Moscow [3] if, for every open subset U of X, the closure of U is
the union of a family of Gδ-subsets of X. Every space of countable pseudocharacter is
Moscow. On the other hand, every extremally disconnected space is also Moscow. Thus,
the range of the class of Moscow spaces is very wide.
The notion of a C-embedding [16] also plays a crucial role. Recall that a subspace Y of
a space X is said to be C-embedded in X if every continuous real-valued function f on Y
can be extended to a continuous real-valued function on X. It is well known [16] that if a
dense subspace Y of a Tychonoff space X is C-embedded in X, then Y is Gδ-dense in X,
that is, every nonempty Gδ-subset P of X intersects Y .
Here are two results upon which we heavily rely in what follows.
Lemma 0.1 [30]. Every Gδ-dense subspace Y of a Moscow Tychonoff space X is
C-embedded in X.
Lemma 0.2 [8]. Suppose that X is a homogeneous space and Y is a Gδ-dense subspace
of X. Suppose further that Y is Moscow. Then X is Moscow. If, in addition,X is Tychonoff,
then Y is C-embedded in X.
Sometimes we also need certain relative or pointwise versions of Lemma 0.1 (see [5]).
Our notation and terminology are as in [15]. By a space we mean a topological space
satisfying the T1-separation axiom. A regular closed set in a space is a set which is the
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closure of an open set. A space X is homogeneous if, for every two points x and y of X,
there exists a homeomorphism h of X onto itself such that h(x)= y .
In Section 1 we briefly survey results on diagonalizability obtained in [6].
Theorem 2.3, Corollary 2.13, Theorem 3.1, Corollary 3.4, Theorem 4.3, Corollaries 4.5,
4.6, Theorems 4.9, 4.12, 5.3, 5.9, 6.1, Corollaries 4.10, 6.12, Theorems 6.19, 6.20, 7.10,
7.14 are among the main results of the paper. At the end of the article, a list of unsolved
problems is presented.
1. Diagonalizable spaces
A topological space X is called diagonalizable at a point e ∈ X [6] if there exists a
separately continuous mapping φ of the square X×X in X such that φ(x, e)= φ(e, x)=
x , for each x ∈X. The mapping φ in this case is called a diagonalizing mapping (at e). If in
this definition the mapping φ can be chosen to be continuous, we say thatX is continuously
diagonalizable at e. Clearly, every space X is diagonalizable at every isolated point of X.
A space X which is (continuously) diagonalizable at every point e ∈ X will be called
(continuously) diagonalizable [6]. It is easy to show that if a space X is (continuously)
diagonalizable at a point a of X and X is homogeneous, then X is (continuously)
diagonalizable.
Every topological (even, every paratopological) groupG is continuously diagonalizable:
as a continuous diagonalization mapping φ at the neutral element e of G we can take just
the product operation: φ(x, y) = xy , for each (x, y) in G ×G. In particular, Sorgenfrey
line is continuously diagonalizable, since it is a paratopological group. Recall that a
paratopological group is a group with a topology such that the product operation in G
is (jointly) continuous.
In fact, every semitopological group G, that is, a group G with a topology such that
the product operation in G is separately continuous (with respect to each argument),
is diagonalizable at the neutral element e by the product operation. Since every
semitopological group G is a homogeneous space, it follows that every semitopological
group is diagonalizable.
Note also that every semitopological semigroup S with identity e is diagonalizable at e.
It was observed in [6] that if X is a Mal’tsev space, that is, a space with a continuous
mapping f of the cube X × X × X in X such that f (x, y, y) = f (y, y, x) = x , for all
x and y in X (such f is called a continuous antimixer on X), then X is continuously
diagonalizable. Indeed, fix any e in X and define a mapping φ of X × X in X by the
formula:
φ(x, y)= f (x, e, y).
Clearly, φ is continuous, and φ(e, x) = f (e, e, x) = x = f (x, e, e) = φ(x, e). Thus, φ
is a continuous diagonalization mapping at e. Similarly, every space with a separately
continuous antimixer is diagonalizable [6].
Every retract of a topological group is a Mal’tsev space [29]. Therefore, every retract
of a topological group is continuously diagonalizable. In particular, every absolute
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retract is continuously diagonalizable. Hence, all Tychonoff cubes are continuously
diagonalizable. Also all Cantor cubes are continuously diagonalizable. Notice, that a
Mal’tsev space, unlike a topological group, need not be homogeneous (consider, for
example, the closed unit interval). Thus, continuously diagonalizable spaces do not have
to be homogeneous.
Several simple statements from [6], presented below for the sake of completeness,
demonstrate that the class of diagonalizable spaces is much larger than the classes of
semitopological groups or of Mal’tsev spaces.
Proposition 1.1 [6]. Every linearly ordered topological space X with the smallest element
e is continuously diagonalizable at e.
Proof. Let < be a linear ordering on X, generating the topology of X, such that e is the
smallest element of X. For arbitrary (x, y) ∈X ×X, put φ(x, y)= max{x, y}. Clearly, φ
is a continuous diagonalizing mapping at e. ✷
Theorem 1.2 [6]. Every linearly ordered compact space X is continuously diagonalizable
at least at one point.
Proof. Indeed, every compact space X, the topology of which is generated by a linear
ordering <, has the smallest, with respect to <, element [15]. ✷
Corollary 1.3 [6]. Every homogeneous linearly ordered compact space is continuously
diagonalizable.
Hence, the “double arrow” space is continuously diagonalizable, since it is compact,
homogeneous, and linearly ordered [6].
The conclusion in Theorem 1.2 can be considerably strengthened if we assume that the
topology of X is generated by a well ordering. Indeed, we have the following
Theorem 1.4 [6]. If X is a topological space the topology of which is generated by a well
ordering <, then X is continuously diagonalizable.
Notice, that every retract of a (continuously) diagonalizable space is (continuously)
diagonalizable [6]. This statement has the following corollary.
Theorem 1.5 [6]. Suppose X is a space such that there exists a space Y such that X × Y
is homeomorphic to a (continuously) diagonalizable space. Then X is also (continuously)
diagonalizable.
Here is another fact observed in [6].
Theorem 1.6. The product of any family of (continuously) diagonalizable spaces is a
(continuously) diagonalizable space.
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In [6] some other theorems on diagonalizable spaces were proved; in particular, certain
necessary conditions for diagonalizability were established there.
Example 1.7. Suppose that X is a space, a is a point of X, and Fa is the space of all
closed subsets of X containing a, in the Vietoris topology (see [15]). The space Fa is a
topological semigroup with respect to the product operation which is just the operation
of the union. The element {a} is an identity of this semigroup. Hence, the space Fa is
continuously diagonalizable at {a}.
The class of diagonalizable spaces also includes all rectifiable spaces (also called spaces
with rectifiable diagonal) studied in [18] and in [29], since all rectifiable spaces are
Mal’tsev [18].
In this paper we introduce a pointwise version of (continuous) diagonalizability,
called partial (continuous) diagonalizability, give some necessary and some sufficient
conditions for partial diagonalizability, and considerably generalize many results on
diagonalizable spaces obtained in [6]. We also give examples of spaces that are not
partially diagonalizable. A separate section is devoted to another generalization of
diagonalizability, called Gδ-diagonalizability. This generalization is obtained when the
continuity restrictions on the diagonalization mapping are considerably weakened (see
details in Section 6).
2. Partially diagonalizable spaces
First, let us agree about notation and terminology. A mapping f of a spaceX into a space
Y will be called δ-continuous at a point e ∈ X if for every Gδ-subset P of Y containing
f (e) there exists a Gδ-subset M in X such that e ∈M and f (M)⊂ P .
Let X be a space, and suppose that for some x and y in X their product xy ∈ X is
defined. Denote by Y the set of all (x, y) in X ×X such that the product xy is defined.
Then we say that a partial product operation is given on X, with the domain Y .
Let V be a subset of X and e a point of X. Then the V -cross at e is the subset
(V × {e})∪ ({e} × V ) of X×X.
A partial product operation on X with a domain Y ⊂X ×X will be called a folding on
X at a point e ∈X if there exists an open set V , called a basis of the folding, such that the
following conditions are satisfied:
(0) The closure of V in X contains an open neighbourhood of e, and the X-cross at e is
contained in Y ;
(1) xe= x and ex = x for each x in X;
(2) The product operation xy is continuous on Y with respect to the second argument y
at y = e, for each x ∈X; and
(3) For every x ∈ V there exists a Gδ-subset Q in X containing e such that the product
yx is defined for each y ∈Q and is δ-continuous with respect to the first argument
y at y = e.
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If a basis V of a folding can be chosen to be an open neighbourhood of e, then the
folding is called a strict folding at e.
A space X will be called (strictly) partially diagonalizable at a point e ∈X if there exists
a (strict) folding on X at e. If X is (strictly) partially diagonalizable at every point of X,
we say that X is (strictly) partially diagonalizable.
Thus, we have established a language convenient to formulate and prove our general
results. Clearly, every diagonalizable space is partially diagonalizable: the diagonalizing
mapping provides us with a folding (with X in the role of V ). However, the notion of
partial diagonalizability is much more general than that of diagonalizability, as the next
examples demonstrate.
Example 2.1. Suppose X is a space, e is a point in X, and V is an open neighbourhood of
e in X such that there exists a Gδ-subset M in X×X satisfying the next conditions:
({e} × V ) \ {(e, e)}⊂M
and
M ∩ (V × {e})= {(e, e)}.
Put xy = y , for each (x, y) ∈ M , and xy = x , for each (x, y) not in M . It is easy to
check that this product operation is a strict folding on X at e. Hence, X is strictly partially
diagonalizable at e.
Example 2.2. If e is a Gδ-point in X, then there exists a trivial strict folding on X at e.
Indeed, suffices to put xy = x , for each (x, y) in (X \{e})×X, and ex = x , for each x ∈X.
Therefore, every space X is strictly partially diagonalizable at every Gδ-point in X.
However, the examples above should not be considered as “the most typical” examples
of foldings, since all semitopological groups, being diagonalizable, have foldings at every
point.
Now we are going to show that partial diagonalizability is a rather strong restriction on
a space. First, we have to remind some definitions. A space X is called Moscow at a point
e ∈X if, for every open set U the closure of which contains e, there exists a Gδ-subset P
of X such that e ∈ P ⊂ U [9]. If X is Moscow at every point, then, clearly, X a Moscow
space.
The importance of the notion of Moscow space comes from the role it plays in
connection with C-embeddings; see about that [5,8]. Besides, a nontrivial result on
Moscow spaces is the theorem that every Dugundji compactum is Moscow (see [30]); it
follows that every compact (actually, every pseudocompact) topological group is a Moscow
space (see a direct elementary proof of this fact in [4]).
The simplest example of a non-Moscow space is the one-point (Alexandroff) compacti-
fication of an uncountable discrete space [8]. Note that the tightness of this space is count-
able. On the other hand, it was shown in [4] that every topological (and even every semi-
topological) group of countable tightness is a Moscow space. The same is true for topolog-
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ical groups with the countable Souslin number [5]. This again underlines the significance
of the concept of Moscow space for topological algebra.
The κ-tightness of a space X at a point e ∈ X is said to be countable if for each open
subset U such that e is in the closure of U there exists a countable subset B of U such
that e ∈ B [4] (notation: tκ (e,X) ω). If the κ-tightness of X is countable at every point
e ∈ X, we say that the κ-tightness of X is countable, and write tκ (X)  ω. The class
of spaces of countable κ-tightness is much wider than the class of spaces of countable
tightness. Indeed, it is a standard exercise to show that the κ-tightness of the product of
any family of separable spaces is countable.
Theorem 2.3. Suppose X is a space of countable κ-tightness and X is partially diago-
nalizable (at e ∈X). Then X is Moscow (at e).
Proof. Let A be an open subset of X, and let e ∈ A. We have to show that there exists a
Gδ-subset P such that e ∈ P ⊂A.
Let us fix a folding on X at e, with a basis V . Since V is open and dense in an open
neighbourhood of e, we have e ∈A∩ V . Therefore, we can assume that A⊂ V . Since the
κ-tightness of X is countable, there exists a countable subset B of A such that e ∈ B . For
each b ∈ B , according to condition (3), we can fix a Gδ-subset Qb in X such that e ∈Qb
and the product yb is defined for each y ∈Qb and is δ-continuous with respect to the first
argument y at y = e.
Consider the mapping φb of Qb into X given by the formula: φb(x) = xb, for every
x ∈Qb . Since φb is δ-continuous at e and φb(e)= eb = b, the set φ−1b (A) contains a Gδ-
set Mb such that e ∈Mb . Then the set F =⋂{Mb: b ∈B} is also a Gδ-set in X, and e ∈ F .
Take any point a ∈ F . We have ab = φb(a) ∈ A, for each b ∈ B , since F ⊂ φ−1b (A).
However, e ∈ B , and the operation ax is continuous with respect to the second argument
at x = e. It follows that a = ae ∈A. Therefore, F ⊂A. The proof is complete. ✷
The assumption that the κ-tightness of X is countable can not be completely removed.
Indeed, the space of ordinals ω1 + 1 is continuously diagonalizable, by Theorem 1.4.
Nevertheless, this space is easily seen to be not Moscow [5]. Of course, this happens
because the κ-tightness of ω1 + 1 is not countable (precisely at the point ω1). Observe
that the space ω1 + 1 does not admit a separately continuous antimixer, since it is compact
but not dyadic. Observe also that, by Theorem 1.6, the space (ω1 + 1)τ is continuously
diagonalizable, for every cardinal number τ .
Let τ be an uncountable cardinal number and let Aτ be the one-point (Alexandroff)
compactification of a discrete space of cardinality τ . We claim that Aτ is not partially
diagonalizable (at the unique non-isolated point of Aτ ).
Indeed, Aτ is a Fréchet–Urysohn space; hence, the tightness of Aτ is countable.
Assume now that Aτ is partially diagonalizable. Then, by Theorem 2.3, Aτ is Moscow,
a contradiction. It follows that Aτ is not partially diagonalizable.
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Note, that the space Aτ is compact, zero-dimensional, Hausdorff, and satisfies the first
axiom of countability at all points except one, the non-isolated point. Thus, Theorem 2.3
cannot be much improved.
The next statement is a typical application of Theorem 2.3.
Theorem 2.4. If a Tychonoff space X is partially diagonalizable at e ∈ X, and the κ-
tightness of X at e is countable, then either e is a Gδ-point in X, or the subspace
Y =X \ {e} is C-embedded in X.
Proof. Assume that e is not a Gδ-point in X. Then Y is Gδ-dense in X. By Theorem 2.3,
X is Moscow at e. Since Y is Gδ-dense in X, it follows, by a pointwise version of
Lemma 0.1 (see [5]), that Y is C-embedded in X. ✷
Corollary 2.5. Suppose that a Tychonoff space X is partially diagonalizable at e ∈ X,
the κ-tightness of X at e is countable, and the subspace Y = X \ {e} is Hewitt–Nachbin
complete. Then e is a Gδ-point in X.
Proof. Assume that e is not isolated in X. Then, since Y = X \ {e} is Hewitt–Nachbin
complete, Y is not C-embedded in X. Now it follows from Theorem 2.4 that e is a Gδ-
point in X. ✷
A curious application of Theorem 2.4 is the next result:
Corollary 2.6. Suppose that X is a pseudocompact Tychonoff space partially diagonaliz-
able at a point e ∈ X. Suppose further that the κ-tightness of X at e is countable. Then
either X is first countable at e, or the subspace X \ {e} is pseudocompact.
Proof. Assume that X is not first countable at e. Since every pseudocompact Tychonoff
space is first countable at every Gδ-point, from Theorem 2.4 it follows that the subspace
Y = X \ {e} is C-embedded in X. Therefore, since the space X is pseudocompact, the
subspace Y must be pseudocompact as well. ✷
Here is a result in the same direction, in which the assumptions about X do not contain
explicitly a restriction on the κ-tightness of X.
Theorem 2.7. Suppose that X is a pseudocompact Tychonoff space partially diagonaliz-
able at a point e ∈X. Suppose also that the next condition is satisfied:
(α) For each open subset U of X such that e ∈ U \ U , the subspace U \ {e} is not
pseudocompact.
Then X is first countable at e.
Proof. Clearly, we may assume that the point e is not isolated in X. Then condition (α)
implies that the subspaceX\{e} is not pseudocompact. In view of Corollary 2.6, it remains
to show that the κ-tightness of X at e is countable.
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Take any open set U such that e ∈ U \ U . By (α), the subspace Z = U \ {e} is not
pseudocompact. Therefore, there exists a discrete family ξ = {Vn: n ∈ ω} of non-empty
open subsets in Z. However, the subspace U is pseudocompact, since X is pseudocompact
and U is a regular closed subset of X (see [15]). It follows that the sequence ξ converges
to e. Clearly, Vn ∩U is nonempty, for each n ∈ ω. Choosing a point xn ∈ Vn ∩U for each
n ∈ ω, we obtain a sequence of points of the set U converging to e. Hence, the κ-tightness
of X at e is countable. ✷
There are several natural corollaries of Theorem 2.7. Recall that a subset A of a space
X is called locally closed if A= B ∩C, where B is a closed subset of X and C is an open
subset of X. The next three statements follow directly from Theorem 2.7.
Corollary 2.8. Suppose that X is a pseudocompact Tychonoff space partially diagonaliz-
able at a point e ∈X. Suppose also that every locally closed pseudocompact subspace of
X is closed in X. Then X is first countable at e.
Corollary 2.9. Suppose that X is a pseudocompact Tychonoff space partially diagonaliz-
able at a point e ∈X and such that the subspace X \ {e} is Dieudonné complete. Then X
is first countable at e.
Corollary 2.10. Suppose that X is a pseudocompact Tychonoff space partially diagonal-
izable at a point e ∈X and such that the subspace X \ {e} is metacompact. Then X is first
countable at e.
The next corollary to Theorem 2.3 is worth mentioning:
Corollary 2.11. If a regular space X is bisequential and partially diagonalizable at a
point e in X, then e is a Gδ-point in X.
Proof. Since X is regular and bisequential, there exists a countable family η of open
subsets of X such that {e} =⋂{U : U ∈ η} [1]. The tightness of every bisequential space
is countable, therefore, by Theorem 2.3, X is Moscow at e. It follows that we can fix a
Gδ-subset PU , for each U ∈ η, such that e ∈ PU ⊂U . Then, clearly, {e} =⋂{PU : U ∈ η}.
Hence, e is a Gδ-point in X. ✷
Corollary 2.12. If a Tychonoff space X is pseudocompact, bisequential and partially
diagonalizable, then X is first countable.
For a definition and properties of Eberlein compacta see [3].
Corollary 2.13. If an Eberlein compactum X is partially diagonalizable, then it is first
countable.
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Proof. It is well known that every pseudocompact subspace of an Eberlein compactum
is closed (see, for example, [3]). Therefore, the desired conclusion follows from Corol-
lary 2.8. ✷
We conclude this section with a very important (though easy to prove) statement:
Theorem 2.14. If a space Xi is (strictly) partially diagonalizable at a point ei ∈ Xi
for i = 1, . . . , n, then the product space X = X1 × X2 × · · · × Xn is (strictly) partially
diagonalizable at the point e= (e1, . . . , en).
Proof. We may assume that n = 2. For i = 1,2 fix a (strict) folding on Xi at ei with a
basis Vi . Now a (strict) folding on the space X =X1 ×X2 at the point (e1, e2) is defined
in the following natural way.
For any (x1, x2), (y1, y2) ∈ X1 × X2 put (x1, x2)(y1, y2) = (x1y1, x2y2), if the two
products involved are defined. Otherwise we leave the product of (x1, x2) and (y1, y2)
undefined.
We claim that the partial product operation so defined is a (strict) folding on X1 ×X2 at
the point e= (e1, e2) with the basis V = V1 × V2.
Obviously, V1 × V2 is dense in an open neighbourhood of e (is an open neighbourhood
of e). Other conditions are also verified in a straightforward way. ✷
Corollary 2.15. The class of (strictly) partially diagonalizable spaces is finitely produc-
tive.
We will apply Theorem 2.14 in the following sections. In Section 4 we present some
applications of Theorem 2.3 to separable spaces.
3. The δ-tightness and partial diagonalizability
We will say that the δ-tightness tδ(e,X) of a space X at a point e ∈ X is countable
(and write tδ(e,X)  ω) if, for each subset A of X which is the union of a family η of
Gδ-subsets of X such that e is in A, there exists a countable subset B of A such that e ∈ B .
If the δ-tightness of X is countable at every point of X, we say that the δ-tightness of X is
countable, and write tδ(X) ω.
A spaceX is called weakly Klebanov at a point e ∈X if, for every family γ ofGδ-subsets
of X such that the closure of
⋃
γ contains e, there exists a Gδ-subset P of X such that
e ∈ P ⊂⋃γ . We say that X is weakly Klebanov if X is weakly Klebanov at every point
of X [7]. Clearly, every weakly Klebanov space is Moscow, and every space of countable
pseudocharacter is weakly Klebanov. The next Theorem 3.1 is parallel to Theorem 2.3. The
assumptions in Theorem 3.1 are stronger than in Theorem 2.3, however, the conclusion is
also stronger. So none of these two results is a corollary to the other one.
Theorem 3.1. If a spaceX is strictly partially diagonalizable at e ∈X, and the δ-tightness
of X at e is countable, then X is weakly Klebanov at e.
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Proof. Let A be a subset of X which is the union of a family of Gδ-subsets of X, and
assume that e ∈ A. We have to show that there exists a Gδ-subset P in X such that
e ∈ P ⊂ A. Since the δ-tightness of X is countable at e, there exists a countable subset
B of A such that e ∈ B .
Let us fix a strict folding on X at e with a basis V , and putB1 = B∩V . Note that e ∈ B1,
since V is an open neighbourhood of e. For every b ∈ B1, let us fix a Gδ-subset Qb in X
such that e ∈Qb , xb is defined for every x ∈Qb , and the mapping φb of Qb into X, given
by the formula: φb(x)= xb, for every x ∈Qb , is δ-continuous at x = e.
For each b ∈ B1 we also fix a Gδ-subset Pb in X such that b ∈ Pb ⊂ A. Since φb is
δ-continuous at x = e, and φb(e) = eb = b, there exists a Gδ-subset Mb in X such that
e ∈Mb and φb(Mb) ⊂ Pb ⊂ A. Then the set F =⋂{Mb: b ∈ B1} is also a Gδ-set in X,
and e ∈ F . Take any point a ∈ F . We, obviously, have ab = φb(a) ∈ Pb ⊂ A, for each
b ∈ B1. However, e ∈ B1, and the partial product operation ay is continuous with respect
to the second argument at y = e. It follows that a = ae ∈A. Therefore, F ⊂ A. The proof
is complete. ✷
Applying Theorem 3.1, we arrive at the next result:
Theorem 3.2. If a Hausdorff space X of point-countable type is ω-monolithic and strictly
partially diagonalizable, and the tightness of X is countable, then X is first countable.
Proof. Recall that a space X is said to be ω-monolithic if, for every countable subset A
of X, the closure of A in X is a space with a countable network (see [3]).
Take any point x ∈X. Since X is a Hausdorff space of point-countable type, it is enough
to show that x is a Gδ-point in X. The spaceX is Fréchet–Urysohn, and X is first countable
at a dense set Y of points (since every ω-monolithic Hausdorff space of point-countable
type of countable tightness has these properties [3]). Therefore, there exists a sequence
{yn: n ∈ ω} of points of Y converging to x . On the other hand, X is weakly Klebanov, by
Theorem 3.1. It remains to apply the following obvious lemma:
Lemma 3.3 [7]. Suppose X is a weakly Klebanov Hausdorff space and {yn: n ∈ ω} is a
sequence of Gδ-points in X converging to x . Then x is also a Gδ-point in X.
Corollary 3.4. Every strictly partially diagonalizable Corson compactum is first count-
able.
Proof. Indeed, every Corson compact space is monolithic and Fréchet–Urysohn (see [3]).
It remains to apply Theorem 3.2. ✷
In the next result we assume the Continuum Hypothesis, CH. It is not clear whether the
statement remains true without this assumption.
Theorem 3.5. Under CH, every sequential strictly partially diagonalizable compact
Hausdorff space X is first countable.
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Proof. Let Y be the set of all points ofX at whichX satisfies the first axiom of countability.
Then Y is dense in X, by a theorem in [2] (here we use CH). On the other hand, from
Theorem 3.1 it follows that X is weakly Klebanov. By Lemma 3.3, Y is sequentially closed
in X. Since Y is dense in X, it follows that Y =X. ✷
Results 3.2, 3.4, and 3.5 generalize corresponding theorems in [6].
4. Partially diagonalizable separable spaces
In this section we apply results obtained in Section 3 to the interesting special case of
separable spaces.
Theorem 4.1. If a separable space X is partially diagonalizable at e ∈ X, then X is
Moscow at e.
Proof. This statement is a direct corollary to Theorem 2.3 and the next obvious assertion:
Proposition 4.2. The κ-tightness of every separable space is countable.
A space X is called a Gδ-extension of a space Y if Y is a Gδ-dense subspace
of X. A space X may have many different Gδ-extensions. For example, every Hausdorff
compactification of a pseudocompact Tychonoff space X is a Gδ-extension of X, and
usually there are many such compactifications.
However, it turns out that few of these extensions should be expected to be partially
diagonalizable. This is demonstrated by the next “uniqueness” result. ✷
Theorem 4.3. If X is a Gδ-extension of a separable space Y , and X is Tychonoff, partially
diagonalizable, and Hewitt–Nachbin complete, then the space X is the Hewitt–Nachbin
completion υY of Y .
Proof. The space X is also separable. Therefore, by Theorem 4.1, X is Moscow. Since Y
is Gδ-dense in X, it follows from Lemma 0.1 that Y is C-embedded in X. Therefore, since
X is Hewitt–Nachbin complete, X is the Hewitt–Nachbin completion of X. ✷
With the help of Theorem 4.3, we could easily construct many examples of non-partially
diagonalizable separable spaces.
The notion of partial diagonalizability can also be used to identify situations in which
Gδ-extensions of spaces cannot be homogeneous.
Theorem 4.4. If a Tychonoff space X is a homogeneous Gδ-extension of a separable
partially diagonalizable space Y , and X is Hewitt–Nachbin complete, then X is the
Hewitt–Nachbin completion υY of Y .
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Proof. By Theorem 4.1, the space Y is Moscow. Since X is homogeneous and Y is Gδ-
dense in X, it follows from Lemma 0.2 that X is also Moscow and Y is C-embedded
in X. Since X is Hewitt–Nachbin complete, we can conclude that X is the Hewitt–Nachbin
completion υY of Y . ✷
Corollary 4.5. If X is a compact Hausdorff homogeneous extension of a separable
pseudocompact partially diagonalizable space Y , then X is the Stone– ˇCech compactifi-
cation of Y .
Proof. Indeed, Y is Gδ-dense in X, since Y is pseudocompact, and X is Hewitt–Nachbin
complete, since X is compact Hausdorff. It remains to apply Theorem 4.4. ✷
The next statement is proved by a similar argument.
Corollary 4.6. If X is a Hausdorff compactification of a separable pseudocompact
space Y , and X is partially diagonalizable, then X is the Stone– ˇCech compactification
of Y .
Here is another obvious corollary to Theorem 4.1:
Corollary 4.7. If a separable Tychonoff space X is partially diagonalizable at a point
e ∈X, and X \ {e} is Hewitt–Nachbin complete, then e is a Gδ-point in X.
We know that every space of countable pseudocharacter is partially diagonalizable. We
have also established several conditions under which partially diagonalizable spaces are
Moscow or even have countable pseudocharacter. Since the class of Moscow spaces is an
extension of the class of spaces of countable pseudocharacter, it is natural to ask if every
Moscow space is partially diagonalizable. Theorem 4.1 is instrumental in finding a compact
counterexample.
Example 4.8. Let βω be the Stone– ˇCech compactification of the discrete space ω, and
e ∈ βω \ω. Let us show that βω is not partially diagonalizable at e.
Assume the contrary. Then the space Z = βω × βω is partially diagonalizable at the
point (e, e), by Theorem 2.14. Since the space βω is separable, the space Z is also
separable. Now it follows from Theorem 4.1 that Z is Moscow at the point (e, e). However,
this is not the case, as Example 2.13 in [9] shows. Thus, not every compact Moscow space
of countable κ-tightness is partially diagonalizable.
Next results provide a curious reason for products of some families of pseudocompact
spaces to be pseudocompact. They are also based on Theorem 2.3.
Theorem 4.9. Suppose that Xα is a separable, pseudocompact, partially diagonalizable
space, for each α ∈ A. Suppose further that b(Xα), for each α ∈ A, is a Hausdorff
compactification of Xα such that the product space b(X) = ∏{b(Xα): α ∈ A} is
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homogeneous. Then the space X =∏{Xα: α ∈ A} is pseudocompact (and every power
of X is also pseudocompact).
Proof. For any finite subset K of A, the space XK = ∏{Xα: α ∈ K} is partially
diagonalizable, by Corollary 2.15. The space XK is also separable. Therefore, by
Theorem 4.1, XK is Moscow. From Theorem 2.27 in [9] it follows that the space X =∏{Xα: α ∈A} is Moscow.
The space Xα is Gδ-dense in b(Xα), since Xα is pseudocompact. It follows that X is
Gδ-dense in b(X). Since X is Moscow and b(X) is homogeneous, Lemma 0.2 implies that
b(X) is Moscow and X is C-embedded in b(X). However, b(X) is compact. Therefore,
X is pseudocompact. ✷
Corollary 4.10. Suppose that X is a separable, pseudocompact, partially diagonalizable
space with a Hausdorff compactification bX such that (bX)λ is homogeneous, for some
cardinal λ 1. Then the space Xτ is pseudocompact, for every cardinal τ .
Since every semitopological group is diagonalizable, we have:
Corollary 4.11. Suppose that X is a separable, pseudocompact, semitopological group
with a Hausdorff compactification bX such that (bX)λ is homogeneous, for some cardinal
λ 1. Then the space Xτ is pseudocompact, for every cardinal τ .
Theorem 4.12. Suppose that Yα is a separable Tychonoff space with a partially
diagonalizable Hewitt–Nachbin complete Gδ-extension Xα , for each α ∈A. Then the next
formula holds for the Hewitt–Nachbin completions υYα :
∏
{υYα : α ∈A} = υ
∏
{Yα: α ∈A}.
Proof. By Theorem 4.3, υYα = Xα , for each α ∈ A. Therefore, ∏{υYα: α ∈ A} is a Gδ-
extension of the space
∏{Yα : α ∈ A}. Obviously, ∏{υYα : α ∈ A} is Hewitt–Nachbin
complete. Now, since each Yα is separable, every continuous real-valued function on the
product
∏{Yα : α ∈ A} depends on at most countably many coordinates [15], so it is
enough to verify the formula for the Hewitt–Nachbin completions only in the case when
A is countable. Therefore, we assume that A is countable. Note, that
∏{υYα : α ∈ K} is
separable and partially diagonalizable (see Corollary 2.15), for every finite set K ⊂ A.
From Theorem 4.1 it follows that
∏{υYα: α ∈ K} is Moscow, for every finite subset K
of A. Since A is countable, Lemma 2.23 in [9] implies that the space ∏{υYα: α ∈ A}
is Moscow. Since
∏{Yα : α ∈ A} is Gδ-dense in ∏{υYα: α ∈ A} and ∏{υYα: α ∈ A} is
Hewitt–Nachbin complete, it follows that
∏{υYα: α ∈A} = υ∏{Yα: α ∈A}. ✷
Corollary 4.13. Suppose that Yα is a separable pseudocompact space with a diagonaliz-
able Hausdorff compactification bYα , for each α ∈A. Then the next formula holds for the
Stone– ˇCech compactifications βYα :
∏
{βYα : α ∈A} = β
∏
{Yα: α ∈A}.
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Proof. To deduce this statement from Theorem 4.12, it is enough to observe that every
pseudocompact space is Gδ-dense in each Hausdorff compactification of it, and that the
Hewitt–Nachbin completion of any pseudocompact space coincides with the Stone– ˇCech
compactification of Y . ✷
In connection with the last results, see [8,17,19].
5. Partially continuously diagonalizable spaces
A folding on X at e ∈X with a basis V will be called a continuous folding at e ∈X if,
in addition, the following condition (4) is satisfied:
(4) There exists an open neighbourhood T of the set {e} × V in X ×X such that xy is
defined for any (x, y) ∈ T , and the product operation is jointly continuous at each
(e, x) ∈ T .
A space X will be called partially continuously diagonalizable at a point e ∈X if there
exists a continuous folding on X at e. If X is partially continuously diagonalizable at every
point of X, we say that X is partially continuously diagonalizable.
Clearly, every continuously diagonalizable space is partially continuously diagonal-
izable. Therefore, every paratopological group is partially continuously diagonalizable.
However, the notion of partial continuous diagonalizability is much more general than the
notion of continuous diagonalizability. This becomes obvious after the next statement.
Theorem 5.1. Suppose that X is a regular space, and e is a Gδ-point in X. Then X is
partially continuously diagonalizable at e.
Proof. Obviously, it suffices to consider the case when e is a non-isolated point. We fix a
countable family {Vn: n ∈ ω} of open neighbourhoods of e in X such that Vn+1 ⊂ Vn, for
each n ∈ ω, and {e} =⋂{Vn: n ∈ ω}. Put Wn = Vn× (X \Vn+1) and U =⋃{Wn: n ∈ ω}.
Obviously, U is open in X×X, and {e} × (X \ {e})⊂U .
Let us show that the sets U and (X × {e}) \ {(e, e)} are disjoint. Take any x ∈X \ {e}.
There exists n ∈ ω such that x /∈ Vn. Put On = (X \ Vn) × Vn. It is easy to verify that
On∩U = ∅. Clearly, (x, e) ∈On. Therefore, the sets U and (X×{e})\{(e, e)} are disjoint.
Now we define a folding on X at e by the rule: xy = y , for each (x, y) ∈ U , and xe= x ,
for every x ∈ X. Clearly, the product operation is jointly continuous at (e, x), for each x
in X \ {e}. Therefore, the folding is continuous (X \ {e} plays the role of V ). Hence, X is
partially continuously diagonalizable at e. ✷
Corollary 5.2. Every regular space of countable pseudocharacter is partially continu-
ously diagonalizable.
Following Tkachenko [27], we say that the o-tightness of a space X at a point e ∈X is
countable (and write ot(e,X)  ω) if, for each family γ of open subsets of X such that
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e ∈⋃γ , there exists a countable subfamily ξ of γ such that e ∈⋃ ξ . If this is true for
every point e in X, we say that the o-tightness of X is countable.
Theorem 5.3. If a space X is partially continuously diagonalizable at a point e ∈X, and
the o-tightness of X at e is countable, then X is Moscow at e.
Proof. Fix a continuous folding on X at e and an open set V which is a basis of the folding
at e. Let U be any open subset of X such that e ∈ U . We may assume that e is not in U .
We may also assume that U ⊂ V (otherwise replace U with U ∩ V ).
Let η be the family of all open subsets W of U such that, for some open neighbourhood
OW of e (which we now fix), xy ∈ U for each x ∈OW and each y ∈W . Then η is a base
of the space U , since the product operation is jointly continuous at (e, x), for each x ∈ V
(note, that U ⊂ V and e is not in U ). Therefore, e ∈⋃η. Since the o-tightness of X is




Put G=⋃ ξ and P =⋂{OW : W ∈ ξ}. Then P is a Gδ-set in X, since ξ is countable,
and e ∈ P , e ∈G. Take any a ∈ P . We want to show that a ∈ U . We may assume that a is
not e, since e ∈ U . Then, for each W ∈ ξ , a ∈OW which implies that aW ⊂U . Therefore,
aG⊂ U . Since ax depends continuously on the second argument x at x = e, and e ∈G,
it follows that ae ∈ aG⊂ U . Finally, since ae = a, we obtain: a ∈ U , that is, e ∈ P ⊂ U ,
and X is a Moscow space. ✷
Corollary 5.4. If a space X is partially continuously diagonalizable at a point e ∈X, and
the Souslin number of X is countable, then X is a Moscow space.
Proof. It is enough to observe that if the Souslin number of X is countable, then the o-
tightness of X is also countable [27]. ✷
Corollary 5.5. If X is a partially continuously diagonalizable Tychonoff space with the
countable Souslin number, then every Gδ-dense subspace Y of X is C-embedded in X.
Proof. The space X is Moscow, by Theorem 5.3. It follows that every Gδ-dense subspace
Y of X is C-embedded in X, by Lemma 0.1. ✷
The next statement is a typical application of Theorem 5.3.
Corollary 5.6. If a Tychonoff space X is partially continuously diagonalizable at e ∈X,
and the o-tightness of X at e is countable, then either e is a Gδ-point in X, or the subspace
Y =X \ {e} is C-embedded in X.
Proof. Assume that e is not a Gδ-point in X. Then Y is Gδ-dense in X. By Theorem 5.3,
X is Moscow at e. Since Y is Gδ-dense in X, it follows, by a version of Lemma 0.1 (see
[9, Theorem 1.11]), that Y is C-embedded in X. ✷
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Corollary 5.7. Suppose that a Tychonoff space X is partially continuously diagonalizable
at e ∈X, the o-tightness of X at e is countable, and the subspace Y = X \ {e} is Hewitt–
Nachbin complete. Then e is a Gδ-point in X.
Proof. Assume that e is not isolated in X. Then, since Y = X \ {e} is Hewitt–Nachbin
complete, Y is not C-embedded in X. Now it follows from Corollary 5.6 that e is a Gδ-
point in X. ✷
A curious application of Corollary 5.6 is the next result:
Corollary 5.8. Suppose thatX is a pseudocompact Tychonoff space partially continuously
diagonalizable at a point e ∈X. Suppose also that the o-tightness of X at e is countable.
Then either X is first countable at e, or the subspace X \ {e} is pseudocompact.
Proof. Assume that X is not first countable at e. Since every pseudocompact Tychonoff
space is first countable at every Gδ-point, from Corollary 5.6 it follows that the subspace
Y =X \ {e} is C-embedded in X. Therefore, since X is pseudocompact, the space Y must
be pseudocompact as well. ✷
Obviously, partial (continuous) diagonalizability is a local property: if for each point x ∈
X there is an open neighbourhood V of x such that the space V is partially (continuously)
diagonalizable at x , then X is partially (continuously) diagonalizable.
Here is another elementary sufficient condition for partial continuous diagonalizability.
Theorem 5.9. Suppose that X is a space and e is a point in X such that the space
(X×X) \ {(e, e)} is normal. Then X is partially continuously diagonalizable at e.
Proof. Indeed, the sets {e}×X and X×{e} are closed in the space Z = (X×X) \ {(e, e)}
and disjoint. Since Z is normal, there are disjoint open sets U and W in X × X such
that {e} × (X \ {e})⊂ U and (X \ {e})× {e} ⊂W . Put xy = y , for each (x, y) ∈ U and
xy = x , for each (x, y) ∈W . Put also ee= e. Clearly, this operation is defined and jointly
continuous on the open subset U ∪W of X ×X. Also xe = e= ex , for each x ∈X \ {e}.
Therefore, the operation is a continuous folding on X at e (with the basis V =X \{e}). ✷
Many results proved in the previous section for separable partially diagonalizable spaces
have their counterparts for partially continuously diagonalizable spaces with the countable
Souslin number. Their proofs do not differ much, so we just formulate below a few such
results, omitting the proofs.
Theorem 5.10. Suppose that X is a Tychonoff Gδ-extension of a space Y such that the
Souslin number of Y is countable, and suppose also that X is partially continuously
diagonalizable and Hewitt–Nachbin complete. Then X is the Hewitt–Nachbin completion
υY of Y .
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Theorem 5.11. If a Tychonoff space X is a homogeneous Gδ-extension of a partially
continuously diagonalizable space Y with the countable Souslin number, and X is Hewitt–
Nachbin complete, then X is the Hewitt–Nachbin completion υY of Y .
Corollary 5.12. If X is a compact Hausdorff homogeneous extension of a pseudocompact
partially continuously diagonalizable space Y with the countable Souslin number, then X
is the Stone– ˇCech compactification of Y .
Corollary 5.13. If X is a Hausdorff compactification of a pseudocompact space Y with
the countable Souslin number, and X is partially continuously diagonalizable, then X is
the Stone– ˇCech compactification of Y .
For a survey of classical results on topological groups, which are generalized by
Corollaries 5.12 and 5.13 see [4].
Note also the next result, the proof of which is similar to the proof of Theorem 2.14.
Proposition 5.14. Partial continuous diagonalizability is preserved by finite products.
Proposition 5.14 and Corollary 5.4 permit us to obtain the next version of Theorem 4.9.
Theorem 5.15. Suppose that Xα is a pseudocompact, partially continuously diagonal-
izable space such that ω1 is a precaliber of Xα , for each α ∈ A. Suppose further that
b(Xα), for each α ∈A, is a Hausdorff compactification of Xα such that the product space
b(X)=∏{b(Xα): α ∈A} is homogeneous. Then the space X =∏{Xα : α ∈A} is pseudo-
compact (and every power of X is also pseudocompact).
Proof. Indeed, the Souslin number of the product of any finite family of spaces Xα is
countable [15]. Now instead of Theorem 4.1 we can use Corollary 5.4. The remaining
details in the proof are practically the same as in the proof of Theorem 4.9. ✷
Corollary 5.16. Suppose that X is a pseudocompact, partially continuously diagonaliz-
able space such that ω1 is a precaliber of X with a Hausdorff compactification bX such
that (bX)λ is homogeneous, for some cardinal λ  1. Then the space Xτ is pseudocom-
pact, for every cardinal τ .
We conclude this section with a result related to Example 4.8.
Theorem 5.17. Under CH, there exists a point e in the Stone– ˇCech remainder βω \ ω of
the discrete countable space ω such that βω \ ω is partially continuously diagonalizable
at e.
Proof. By CH, there exists a P -point e in βω \ω (see [16]). Since 2ω = ω1, there exists a
decreasing transfinite sequence ξ = {Uα : α < ω1} of open and closed neighbourhoods of e
in βω\ω such that ξ is a base of βω\ω at e. Now we argue as in the proof of Theorem 5.1.
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Indeed, put, for the sake of brevity, X = βω \ ω. Put further Wα = Uα × (X \ Uα+1), for
each α < ω1, and U =⋃{Wα : α < ω1}.
Obviously, the set U is open in X×X, and {e} × (X \ {e})⊂U .
It is also obvious that the sets U and (X × {e}) \ {(e, e)} are disjoint (see the proof of
Theorem 5.1).
A continuous folding on X at e is now defined by the rule: xy = y , for each (x, y) ∈ U
(and xe= x , for each x ∈X). Hence, X is partially continuously diagonalizable at e. ✷
6. Power homogeneous spaces and diagonalizability conditions
A space X is called power homogeneous if Xτ is homogeneous, for some infinite
cardinal number τ .
Usually, given a space X, it is not immediately clear if the space is power homogeneous
or not. Some very interesting results on power homogeneous spaces were obtained by van
Douwen [12], Dow and Pearl [14], Malykhin [21], Bell [10], and Kunen [20]. See also [28]
in this connection.
The next theorem will help to identify many spaces that are not power homogeneous. It
considerably improves a result in [7].
Theorem 6.1. Suppose that X is a Hausdorff power homogeneous space satisfying the
first axiom of countability at least at one point. Then the set of Gδ-points in X is closed.
To prove this statement, we need two new notions and a few preliminary results.
A point e of a space X will be called a Malykhin point if, for every infinite family γ of
Gδ-subsets of X such that e ∈⋃γ , there exists a countable subfamily µ of γ such that
e ∈⋃µ and e ∈⋃ ξ , for every infinite subfamily ξ of µ. Note that in this definition µ
may be finite.
Clearly, if X is a Fréchet–Urysohn space, then every point of X is a Malykhin point. If
every point in X is a Malykhin point, we call X a Malykhin space.
Malykhin proved the following statement [21]:
Proposition 6.2. Let F = {Xα: α ∈A} be a family of topological spaces, X=∏{Xα: α ∈
A} the product of the familyF , and a = {aα}α∈A a point ofX such thatXα is first countable
at aα , for each α ∈A. Then a is a Malykhin point in X.
We also need the next simple result:
Proposition 6.3. Suppose that X and Y are spaces such that the product space X × Y is
Malykhin. Then X and Y are Malykhin spaces as well.
Proof. Indeed, it is easy to verify that if f is an open continuous mapping of a Malykhin
space X onto a space Y , then Y is also Malykhin. ✷
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The role of Malykhin points is clear from the next statement:
Proposition 6.4. Suppose that X is a power homogeneous space. Suppose also that X is
first countable at least at one point. Then X is a Malykhin space.
Proof. Let τ be a cardinal number such that Xτ is homogeneous. It follows from
Proposition 6.2 that at least one point in Xτ is a Malykhin point. Since Xτ is homogeneous,
we conclude that every point in Xτ is a Malykhin point. Hence, Xτ is a Malykhin space.
Now Proposition 6.3 implies that X is a Malykhin space. ✷
Let us call a space X Gδ-diagonalizable at a point e ∈ X if there exists a product
operation on X such that ex = xe= x , for each x ∈X, the multiplication is δ-continuous at
(e, x) and xy is continuous with respect to the second argument y at y = e, for each x ∈X.
The next two statements play a central role in the proof of Theorem 6.1. Their proofs
are standard and obvious, and similar to the proofs of the corresponding statements in [6].
Proposition 6.5. Suppose that X =∏{Xα: α ∈ A}, where Xα is a space Gδ-diagona-
lizable at a point eα ∈Xα , for each α ∈A. Then the product space X is Gδ-diagonalizable
at the point e= {eα}α∈A.
Proposition 6.6. If X is a space Gδ-diagonalizable at a point e ∈X, and Y is a retract of
X such that e ∈ Y , then Y is also Gδ-diagonalizable at e.
The next assertion reveals in which way the notion of Gδ-diagonalizability is better than
the more pleasing notion of continuous diagonalizability: all first countable spaces are
Gδ-diagonalizable!
Theorem 6.7. Every space X is Gδ-diagonalizable at any Gδ-point e in X.
Proof. Fix a Gδ-point e in X. Let us define a product operation on X as follows. Take any
x and y in X. If x = e, put xy = y . If x is not e, put xy = x . This operation, considered
as a mapping of the space X×X into X, is δ-continuous at each point of the set {e} ×X,
since {e} ×X is a Gδ-set in X×X and ex = x , for each x ∈X.
Clearly, the operation is continuous with respect to the second argument at every point
of X×X. We also have ex = x = xe, for every x ∈X. Therefore, X is Gδ-diagonalizable
at e. ✷
Proposition 6.8. Suppose that X is a strictly partially diagonalizable Malykhin space.
Then the set A of all Gδ-points in X is closed.
Proof. Take any e ∈A. Since X is Malykhin and all points of A are Gδ-points, there is a
sequence ξ = {an: n ∈ ω} converging to e.
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Let us fix a strict folding on X at e with a basis V . Obviously, we may assume that ξ is
contained in V . For every n ∈ ω we can fix a Gδ-subset Qn in X such that the following
conditions are satisfied:
(1) e ∈Qn;
(2) xan is defined for every x ∈Qn; and
(3) the mapping φn :Qn→X, described by the formula φn(x)= xan, for every x ∈Qn,
is δ-continuous at x = e.
Since φn(e) = ean = an and an is a Gδ-point in X, from condition (3) it follows that
there exists a Gδ-subset Mn in X such that e ∈Mn and φn(x)= an, for every x ∈Mn.
The set F =⋂{Mn: n ∈ ω} is also a Gδ-set in X, and e ∈ F . Take any point a ∈ F .
Clearly, aan = an, for each n ∈ ω. However, the sequence {an: n ∈ ω} converges to e, and
the multiplication ay is continuous with respect to the second argument at y = e. It follows
that
a = ae= lim{aan: n ∈ ω} = lim{an: n ∈ ω} = e.
Hence, F = {e}, and e is a Gδ-point in X, i.e., e ∈A. Thus, A is closed in X. ✷
Proof of Theorem 6.1. Take a point e ∈ X such that X is first countable at e. By
Theorem 6.7, the space X is Gδ-diagonalizable at e. Fix a cardinal number τ such that Xτ
is homogeneous. The space Xτ is Gδ-diagonalizable at eτ , by Proposition 6.5. Therefore,
by homogeneity of Xτ , the space Xτ is Gδ-diagonalizable. Since X is a retract of Xτ , it
follows that X is Gδ-diagonalizable.
On the other hand, from Proposition 6.4 it follows that the space X is Malykhin. Clearly,
every Gδ-diagonalizable space is strictly partially diagonalizable. Hence, X is strictly
partially diagonalizable. Now Proposition 6.8 implies that the set of Gδ-points is closed
in X. ✷
Corollary 6.9. If a locally pseudocompact Tychonoff spaceX is power homogeneous, then
the set of points at which X satisfies the first axiom of countability is closed in X.
Corollary 6.10. If a compact Hausdorff space X is power homogeneous, and X satisfies
the first axiom of countability at a dense set of points, then X is first countable and
|X| 2ω.
Corollary 6.10 explains why so different spaces as βω and ω1 + 1 both are not power
homogeneous (results of van Douwen [12] and Malykhin [21], respectively).
Example 6.11. Add two new isolated points 0 and 1 to the space Dc , where c = 2ω, and
denote the space so obtained by X. Obviously, the character of the space Xc at any point
is c. It is also clear that the spaces X and Xc are zero-dimensional Dugundji compacta
(see [24,25]) of the weight c. By the results in [24,25] it follows that Xc is homeomorphic
to Dc . Therefore, the space X is power homogeneous. On the other hand, X has exactly
two Gδ-points. Thus, in Theorem 6.1 the set Y of Gδ-points can be a proper nonempty
subset of X.
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We can also use the above results in a slightly different way: to obtain some sufficient
conditions for continuous diagonalizability, Gδ-diagonalizability, and diagonalizability in
general, based on the notion of power homogeneity.
Theorem 6.12. Suppose that X is a power homogeneous space which is the free topolog-
ical sum of nonempty spaces Y and Z, where Z is (continuously, Gδ-) diagonalizable at
some point e ∈ Z. Then the spaces X, Y , and Z are (continuously, Gδ-) diagonalizable.
Proof. Indeed, let τ be an infinite cardinal number such that the spaceXτ is homogeneous.
Obviously, the space X is also (continuously, Gδ-) diagonalizable at e. Therefore, Xτ and
X are (continuously, Gδ-) diagonalizable. Since Y and Z are, obviously, retracts of X, it
follows that Y is (continuously, Gδ-) diagonalizable. ✷
If X is a space, then X∗ is the space obtained when one new isolated point is added to X.
Corollary 6.13. If X∗ is power homogeneous, then X is continuously diagonalizable.
Proof. Since the one-point space is obviously continuously diagonalizable, this assertion
follows from Theorem 6.12. ✷
Notice the next corollary to Proposition 6.5 and Theorem 6.7.
Corollary 6.14. The product of any family of spaces of countable pseudocharacter is
Gδ-diagonalizable.
Corollary 6.15. Suppose that Y is an open and closed subspace of a space X which is
(continuously, Gδ-) diagonalizable at some point e ∈ X. Suppose also that X is power
homogeneous. Then X and Y are (continuously, Gδ-) diagonalizable.
Corollary 6.16. Assume that bX is a Hausdorff compactification of a first countable space
X such that |X|> 2ω. Then bX is not power homogeneous.
Proof. This obviously follows from Corollary 6.10. ✷
Example 6.17. Suppose that X is the free topological sum of the space βω with some
other Hausdorff space Z. Then the space X is not power homogeneous. This follows
Theorem 6.1, since, obviously, the set of Gδ-points in X is not closed in X. Instead of
βω we could take any non-first countable pseudocompact space with a dense set of points
of first countability.
Example 6.18. Let X be any compact Hausdorff space which has a dense set of points
of first countability but is not first countable (at least at one point). Further, let Y be any
compact Hausdorff space which is first countable at least at one point. Then the space
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X× Y is not power homogeneous, since obviously the set of all points at which the space
X× Y is first countable is not closed in X× Y .
Dow showed [13] that, under Proper Forcing Axiom (PFA), every compact Hausdorff
space of countable tightness is first countable at a dense set of points. The next statement
is an obvious corollary to Theorem 6.1 and this result.
Theorem 6.19. Under PFA, every power homogeneous compact Hausdorff space of
countable tightness is first countable (and, therefore, its cardinality is not greater than
2ω).
The majority of the above results could be easily generalized from powers of spaces to
products of families of distinct spaces. For example, the next statement holds.
Theorem 6.20. If, for each α ∈ A, Xα is a nonempty compact Hausdorff space first
countable at a dense set of points, and the space ∏{Xα: α ∈ A} is homogeneous, then
Xα is first countable, for each α ∈A.
We omit other straightforward generalizations of this kind.
7. Diagonalizability, the Moscow property, Malykhin points, and some types of
compacta
Every compact topological group G is continuously diagonalizable [6] and is a Moscow
space [30]. However, such G need not have points of countable character. Since compact
topological groups constitute a “generic” subfamily of the class of dyadic compacta, it is
natural to ask if every dyadic compactum is diagonalizable and Moscow. The answer is
“no”. For the sake of completeness, we present an example already exposed in [5].
Example 7.1. Take two copies of the space Dω1 , fix a point e ∈ Dω1 , and identify the
copies at the point e. The quotient space X obtained in this way is, clearly, dyadic. We also
have X = Y ∪ Z, where Y and Z are homeomorphic to Dω1 , and therefore, are closed in
X, and Y ∩ Z = {e}. Put U =X \ Z and W =X \ Y . Then U and W are open sets in X,
and {e} = U ∩W . Assume now that X is a Moscow space. Then there are Gδ-sets P and
Q in X such that e ∈ P ⊂ U and e ∈Q ⊂W . Then {e} = P ∩Q, that is, e is a Gδ-point
in X. It follows that e is a Gδ-point in Y , that is, in Dω1 , a contradiction. Therefore, the
dyadic compactum X is not Moscow. On the other hand, the κ-tightness of X is easily
seen to be countable. Hence, it follows from Theorem 2.3 that the space X is not partially
diagonalizable at e. Thus, not every dyadic compactum is partially diagonalizable, and
hence, not every dyadic compactum is Gδ-diagonalizable.
An important subclass of the class of dyadic compacta constitute Mal’tsev compacta
(see [29,23]). According to a result of Sipacheva [26], every Mal’tsev compactum is a
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retract of a topological group. Applying Theorem 1.10 from [6], we come to the next
conclusion:
Theorem 7.2. Each Mal’tsev compactum is continuously diagonalizable.
Though the last statement cannot be extended to dyadic compacta, we have something
new to say about the structure of dyadic compacta as well.
Theorem 7.3. Every dyadic compactum Y is a Malykhin space of countable δ-tightness.
Proof. For some cardinal number τ , we can fix a continuous mapping f of Dτ onto Y .
Take any point y ∈ Y and any family γ of Gδ-subsets of Y such that y ∈ ⋃γ . Put
η = {f−1(V ): V ∈ γ } and F = f−1(y). The sets B =⋃η and F are not disjoint, since
the mapping f is pseudoopen [15]. Hence, we can take a point x ∈ F ∩B .
Since Dτ is the product of first countable spaces, every point in Dτ is a Malykhin point.
Since every element of η is a Gδ-subset of X, and x ∈⋃η, it follows that some countable
subfamily ξ of η Fréchet accumulates to x . Then µ = {f (A): A ∈ ξ} is a countable
subfamily of γ and µ, obviously, Fréchet accumulates to y .
To prove that the δ-tightness of Y is countable, we need the following notion. A space X
is said to be of countable cellularity if, for every family γ of Gδ-subsets of X, there exists
a countable subfamily η of γ such that
⋃
η =⋃γ . The next statement, though formally
new, easily reduces to some well known facts.
Proposition 7.4. The δ-tightness of the product X = ∏{Xα : α ∈ A} of any family of
separable metrizable spaces Xα is countable.
Proof. The space X is of countable cellularity. This easily follows from Scˇepin’s results
in [25]. Indeed, for each α ∈A fix a compact metrizable space Zα which contains Xα as a
dense subspace. The product Z =∏{Zα: α ∈ A} is a space of countable cellularity [25].
Since Xα is first countable, every Gδ-subset of X can be represented as the union of some
family of ω-cubes which are products of countably many singletones fixed in a countable
family of factors with all remaining factors. Clearly, the closure in Z of an ω-cube in X is
an ω-cube in Z and a Gδ-subset of Z. It now follows easily that X is a space of countable
cellularity, since Z is a space of countable cellularity.
Let γ be any family of Gδ-subsets of X. Obviously, we may assume that it consists of
ω-cubes. Since X is a space of countable cellularity, we can fix a countable subfamily η of
γ such that
⋃
η is dense in
⋃
γ . Now let B be the set of all α ∈A on which at least one of
the ω-cubes in η depends. Clearly, B is a countable subset of A. Take any point x in
⋃
γ .
Then x ∈⋃η, and we have to find a countable subset C of⋃η such that x ∈C . However,
this reduces to the case when B = A, and in this case there is nothing to prove since the
space
∏{Xα: α ∈B} is hereditarily separable. ✷
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We return to the proof of Theorem 7.3. By Proposition 7.4, the δ-tightness of the space
Dτ is countable. It remains to apply the next obvious statement.
Proposition 7.5. If f is a pseudoopen mapping of a spaceX of countable δ-tightness onto
a space Y , then the δ-tightness of Y is also countable.
Note, that the above arguments also show that the next statement holds:
Theorem 7.6. If f is a pseudoopen mapping of a Malykhin space X onto a space Y , then
Y is also a Malykhin space.
From Theorems 7.3 and 3.1 we obtain:
Theorem 7.7. Every strictly partially diagonalizable dyadic compactum is weakly
Klebanov.
Theorems 7.7 and 7.2 imply the next statement.
Corollary 7.8. Every Mal’tsev compactum is weakly Klebanov.
Example 7.9. Take any zero-dimensional dyadic compactum X that is not continuously
diagonalizable at some point e ∈ X. For example, we can take the space X from
Example 7.1. Now take the space X∗ obtained from X when we add to X a new isolated
point a. Clearly, X∗ is dyadic, and X∗ is continuously diagonalizable at a, since a is
isolated in X∗. By Corollary 6.12, the space X∗ is not power homogeneous. Thus, not
every zero-dimensional dyadic compactum is power homogeneous.
The situation with Dugundji compacta (see the definition in [30]) is quite different from
the one described in Examples 7.1 and 7.9.
Theorem 7.10. Every zero-dimensional Dugundji compactum X is continuously diago-
nalizable and power homogeneous.
Proof. Indeed, every zero-dimensional Dugundji compactum X is a retract of Dτ , for
some τ , and Dτ is continuously diagonalizable as a topological group.
Clearly, there exists an infinite cardinal number τ such that the character of the space Xτ
is the same at all points of Xτ (for example, assume that X is infinite, and take τ = |X|).
Then Xτ is homeomorphic to Dτ (see [24,25]). Therefore, X is power homogeneous. ✷
Proposition 7.11. There exists a homogeneous zero-dimensional dyadic compactum X
such that, for any a ∈X, the space X is not Gδ-diagonalizable at a.
Proof. Pashenkov [22] constructed a homogeneous zero-dimensional dyadic compact
space X such that X is not Moscow. Since X is homogeneous, it follows that there is no
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point in X at which X is Moscow. Therefore, there is no point inX at which X is Gδ-diago-
nalizable, since otherwise X would be Moscow at this point. ✷
Here is another curious result involving dyadic compacta and Moscow spaces.
Theorem 7.12. For any dyadic compactum X, the next three conditions are equivalent:
(1) X is Moscow;
(2) X is perfectly κ-normal;
(3) X is κ-metrizable.
Proof. Every perfectly κ-normal space is Moscow, and every κ-metrizable space is per-
fectly κ-normal [25]. Therefore, (3) implies (2), and (2) implies (1). It is also known [25]
that every perfectly κ-normal dyadic compactum is κ-metrizable. Thus, (2) implies (3). It
remains to show that (2) follows from (1).
Take any open subset U of X, and let P =U . Since X is a Moscow space, there exists a
family γ ofGδ-subsets ofX such that P =⋃γ . Fix a continuous mapping f ofDτ ontoX
(for some τ ), and put F = f−1(P ). Then F is a closed subset of Dτ , and F =⋃η, where
η= {f−1(M): M ∈ γ } is a family of Gδ-subsets of Dτ . Since F is closed, it follows that
F is a Gδ-subset of Dτ (Efimov, see [31]). Therefore, since F = f−1(P ), P is a Gδ-subset
of X. ✷
Note, that a similar argument proves the following statement:
Theorem 7.13. A dyadic compactum X is weakly Klebanov if and only if X is Klebanov,
that is, for every subset A of X, which is the union of some family of Gδ-subsets of X, the
closure of A in X is a Gδ-subset of X.
Theorem 7.14. Assume that X is a dyadic compactum satisfying the first axiom of
countability at least at one point. Assume also that X is power homogeneous. Then X
is κ-metrizable (and Gδ-diagonalizable).
Proof. Take a point e ∈X such thatX is first countable at e, and let τ be an infinite cardinal
number such that Xτ is homogeneous. Then X is Gδ-diagonalizable at e. It follows that
Xτ and X are Gδ-diagonalizable. It remains to prove the following statement: ✷
Theorem 7.15. Every Gδ-diagonalizable dyadic compactum X is κ-metrizable.
Proof. Since X is Gδ-diagonalizable, it follows from Theorem 7.7 thatX is Moscow (even
weakly Klebanov). Now the desired conclusion follows from Theorem 7.12. ✷
Theorem 7.16. Suppose that X is a dyadic space such that the space X∗, obtained
from X by adding one new isolated point to X, is power homogeneous. Then X is zero-
dimensional, continuously diagonalizable, κ-metrizable, and Klebanov.
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Proof. The proof is similar to the proof of Theorem 7.14. We also refer to Theorem 7.13
and to the obvious fact that any power homogeneous space containing at least one isolated
point must be zero-dimensional. ✷
8. Some open questions
1. Is the Stone– ˇCech compactification of every pseudocompact (continuously) diagonal-
izable space (continuously) diagonalizable?
Similar questions about countably compact spaces are also open.
2. Let X be a (continuously) diagonalizable compact Hausdorff space of countable
tightness. Is then X first countable? Is every sequential (continuously) diagonalizable
compact Hausdorff space first countable (in ZFC)?
3. Is every sequential compact Hausdorff space Malykhin at some point (in ZFC)?
4. Is every Dugundji compactum partially (continuously) diagonalizable?
5. Is every (zero-dimensional) κ-metrizable compactum partially (continuously) diago-
nalizable?
6. Is every homogeneous Moscow dyadic compactum Dugundji? Continuously diago-
nalizable?
7. Let X be any compact Moscow space. Is then the κ-tightness of X countable? Is then
the o-tightness of X countable?
8. Is there a compact Moscow space of countable tightness which is not partially
diagonalizable?
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