Abstract. Let p ≥ 3 be a prime number and F a p-adic field. Let I 1 denote the pro-p-Iwahori subgroup of GLn(F ), and H the pro-p-Iwahori-Hecke algebra of GLn(F ) with respect to I 1 (over a coefficient field of characteristic p). We compute the structure of H 1 (I 1 , π) as an H-module, where π is a mod-p principal series representation of GLn(F ). We also give some partial results about the structure of H 1 (I 1 , π) for a general split reductive group with irreducible root system.
Introduction
There has been a great deal of recent activity surrounding the mod-p representation theory of p-adic reductive groups, mainly due to its applications in the mod-p and p-adic Local Langlands programs (see [Bre10] and the references therein). For a general connected reductive group G, work of Abe-HenniartHerzig-Vignéras [AHHV17] gives a classification of the smooth irreducible admissible mod-p representations of G in terms of the so-called supersingular representations. However, these supersingular representations have only been classified for the group GL 2 (Q p ) (and other small examples), and therefore our understanding of the category of smooth G-representations remains woefully incomplete.
One way of addressing this shortcoming is by passing to the derived category. Let I 1 denote a fixed choice of pro-p-Iwahori subgroup of G, which we assume to be torsion-free. In this setting, Schneider has shown that the (unbounded) derived category of smooth mod-p G-representations is equivalent to the (unbounded) derived category of differential graded H • -modules, where H • is the derived Hecke algebra of G with respect to I 1 (see [Sch15] ). The equivalence is given by taking a complex π
• of smooth G-representations to the complex RΓ(I 1 , π
• ), which has a natural action of H • . For some speculations on this derived equivalence and its relation to the mod-p Local Langlands program, see [Har16] .
In order to shed some light on the derived equivalence above, we specialize the situation. Assume p ≥ 3, let F denote a finite extension of Q p , and set G := GL n (F ). We let C denote an algebraically closed field of characteristic p (which will serve as our coefficient field), and let H := End G (c-ind G I1 (C)) denote the pro-p-Iwahori-Hecke algebra over C. Furthermore, we take the complex π
• to be a single principal series representation Ind G B (χ) concentrated in degree 0, where B is the upper-triangular Borel subgroup of G and χ is a smooth C × -valued character of B. Computing the derived invariants of Ind G B (χ) is still quite difficult, so we consider instead the associated cohomology module. The space i≥0 H i (I 1 , Ind G B (χ)) then becomes a graded module over the cohomology algebra i≥0 H i (H • ). In particular, the degree 0 piece H 0 (H • ), which naturally identifies with H, acts on i≥0 H i (I 1 , Ind G B (χ)). Our goal in this article will be to focus on the degree 1 piece of the cohomology module, and compute the structure of H 1 (I 1 , Ind G B (χ)) as an H-module. This generalizes work of Breuil-Paškūnas in the n = 2 case ([BP12, Chapter 7]). We hope that this calculation will be useful in understanding the nature of Schneider's derived equivalence.
We now describe the contents of this article in more detail. After recalling the necessary notation in Section 2, we discuss Hecke algebras in Section 3. Throughout the course of the article we will make use of the functor Ind as H-modules. In the final subsection, we recall the explicit action of H on I 1 -cohomology in terms of cocycles; this will be our main computational tool. In the following Section 3.6, we calculate the functions ξ x which are the input for the Hecke action on cohomology.
In Section 4 we begin to investigate the H-module H 1 (I 1 , Ind G B (χ)). By applying the Mackey formula and Shapiro's lemma, we obtain an isomorphism of vector spaces
Hom cts (I 1 ∩ w −1 Bw, C),
where W 0 denotes the Weyl group of G. Since the right-hand side is easier to handle than the cohomology classes on the left-hand side, we use the isomorphism above to transfer the Hecke action. The description of the action of H on these tuples of homomorphisms is the content of Lemmas 4.1 and 4.3. Unfortunately, this action is still cumbersome to deal with, and we introduce in Subsection 4.2 an H-stable filtration Fil • on H 1 (I 1 , Ind G B (χ)), indexed by the height of a positive root, in order to simplify the formulas. Given this filtration, we are able to calculate the H-module structure of the first two graded pieces Gr 0 and Gr 1 "by hand." Namely, Proposition 4.5 gives
where T is the diagonal maximal torus of G, and Proposition 4.9 gives
where Π is the set of simple roots determined by B, where f denotes the degree of the residue field of F over F p , and where n F,β,r is a certain H M β -module described in Subsection 4.5. Furthermore, Lemma 5.13 gives a necessary and sufficient condition for the splitting of the first piece of the filtration: the short exact sequence of H-modules
is nonsplit if and only if F = Q p and χ = χ sα α for some simple root α (here χ sα denotes the twist of χ by the simple reflection s α , and α is the composition of α with the mod-p cyclotomic character).
A key feature in the calculation of the H-modules Gr 0 and Gr 1 is the fact that we can easily write down a basis for each space. This becomes more complicated for the remaining graded pieces, and we therefore employ the adjoint functors of parabolic induction in order to cimcumvent this difficulty. This takes up the majority of Section 5. The main step is the computation of the H M -module structure of the right adjoint R H HM (Gr a ), which is carried out in Proposition 5.9. By adjunction, this is enough to deduce the structure of Gr a as an H-module (Corollary 5.12). With this in hand, we fully determine when the filtration Fil • splits, and arrive at our main result. In the statement of the theorem below, Φ + denotes the set of positive roots determined by B, and Φ M denotes the set of roots attached to a standard Levi subgroup M .
Theorem (Theorem 5.14). Let β ∈ Φ + , and let M β denote the smallest standard Levi subgroup for which β ∈ Φ M β . We then have an isomorphism of H-modules
where n β,r is a supersingular H M β -module, and where the splitting of Fil 1 is governed by Lemma 5.13. In particular, if F = Q p , we have
with n β,r supersingular.
We observe that H 1 (I 1 , Ind Proposition (Proposition 5.9, Remarks 5.8 and 5.10). Let β ∈ Φ + and suppose ht(β) ≥ 2. The H M β -module n β,r is supersingular of dimension (ht(β)+1)!/ht(β). More precisely, n β,r has an H M β -stable filtration indexed by stab WM β ,0 (β), where W M β ,0 denotes the Weyl group of M β . The graded piece indexed by w ∈ stab WM β ,0 (β) is an (ht(β) + 1)-dimensional cyclic supersingular module, which is simple for generic χ. The filtration on n β,r does not split in general.
In fact, we can be even more precise about the action of H M β on n β,r ; see the proofs of Proposition 5.9 and Lemma 5.7.
As an application of the above results, we study extensions of G-representations. Suppose we have a short exact sequence of the form 0 −→ Ind
, where τ is an irreducible, admissible, supersingular representation of G. Hu has shown that such an extension does not necessarily split (contrary to the case of complex coefficients; see [Hu17] ). Using the calculation of H 1 (I 1 , Ind G B (χ)), we give in Proposition 5.15 a necessary condition for the short exact sequence above to be nonsplit. We conclude Subsection 5.5 by giving an example of how this result relates to Serre weight conjectures.
We have assumed in this introduction that G = GL n (F ) and I 1 torsion-free for the sake of simplicity. In fact, all of the results of Section 4 hold for an arbitrary split connected reductive group G with irreducible root system, and all results throughout hold without the hypothesis that I 1 is torsion-free. In particular, we know the H-module structure of Gr 0 and Gr 1 in general. One of the difficulties in extending the arguments of Section 5 from GL n (F ) to an arbitrary group G comes from understanding the spaces Hom cts (I 1 ∩w −1 Bw, C), or equivalently, the abelianizations (I 1 ∩ w −1 Bw) ab , as w varies over the Weyl group of G. This seems to be a tricky question in general. However, we have the following result regarding the higher graded pieces.
In the standard apartment corresponding to T of the semisimple Bruhat-Tits building of G, we fix a chamber C and a hyperspecial vertex x 0 such that x 0 ∈ C. We let P x0 (resp. I) denote the parahoric subgroup corresponding to x 0 (resp. C). We also define I 1 to be the pro-p-Sylow subgroup of I. The group I (resp. I 1 ) is the Iwahori subgroup (resp. pro-p-Iwahori subgroup) of G. (We do not assume in the body of the paper that I 1 is torsion-free.) We have ker(ν) = T ∩ P x0 = T ∩ I =: T 0 , which is equal to the maximal compact subgroup of T . Furthermore, we set T 1 := T ∩ I 1 ; this is the maximal pro-p subgroup of T 0 and T (k F ) := T 0 /T 1 identifies with the group of k F -points of T.
Denote the root system of G with respect to T by Φ ⊂ X * (T). We will eventually assume that Φ is irreducible. For a root α ∈ Φ, we let U α denote the associated root subgroup, and α ∨ ∈ X * (T) the associated coroot. We fix a set of simple roots Π, and let Φ = Φ + ⊔ Φ − be the decomposition defined by Π. We let ht : Φ −→ Z denote the height function on Φ with respect to Π.
Let B denote the Borel subgroup corresponding to Π and U its unipotent radical, so that B = T ⋉ U. We have U = U α : α ∈ Φ + . A standard parabolic subgroup P = M ⋉ N is any parabolic subgroup containing B. It will be tacitly assumed that all Levi subgroups M appearing are standard; that is, they are Levi factors of standard parabolic subgroups and contain T. Given a standard Levi subgroup M, we let Π M (resp. Φ M , resp. Φ + M ) denote the simple roots (resp. root system, resp. positive roots) defined by M. Reciprocally, given a subset J ⊂ Π, we let M J denote the standard Levi subgroup it defines. This sets up a bijection between subsets of Π and standard Levi subgroups. Given a positive root β ∈ Φ + , we will denote by M β the smallest standard Levi subgroup containing U β . In particular, if β ∈ Π, we have M β = M {β} .
2.2. Weyl groups. Let W 0 := N G (T)/T = N G (T )/T denote the Weyl group of G. For α ∈ Φ, we let s α ∈ W 0 denote the corresponding reflection (and note that s −α = s α ). Then the Coxeter group W 0 is generated by {s α } α∈Π . We let ℓ : W 0 −→ Z ≥0 denote the length function with respect to the set of simple reflections {s α } α∈Π , and let ≤ denote the Bruhat order. For α ∈ Φ, the reflection s α acts on χ ∈ X * (T) (resp. λ ∈ X * (T)) by the formula
For a standard Levi subgroup M, we let W M,0 ⊂ W 0 denote the corresponding Weyl group, generated by {s α } α∈ΠM . We set
Every element w of W 0 can be written as w = vu for unique v ∈ W M 0 , u ∈ W M,0 , satisfying ℓ(w) = ℓ(v) + ℓ(u) (see [Hum90, Section 1.10]). We will denote the longest element of W M,0 by w M,• , and write w • for w G,• .
Next, we set Λ := T /T 0 , W := N G (T )/T 0 . The homomorphism ν : T −→ X * (T) factors through Λ, and identifies Λ with X * (T). These groups fit into an exact sequence 1 −→ Λ −→ W −→ W 0 −→ 1, and the group W acts on the standard apartment X * (T)/X * (Z) ⊗ Z R (see [SS97, Section I.1]). Since x 0 is hyperspecial we have W 0 ∼ = (N G (T ) ∩ P x0 )/(T ∩ P x0 ), which gives a section to the surjection W −։ W 0 and thus a decomposition W ∼ = W 0 ⋉ Λ. We will always view W 0 as the subgroup of W fixing x 0 via this section. The length function ℓ on W 0 extends to W (see [Vig16, Corollary 5 .10]).
For any standard Levi subgroup M, we let W M denote the subgroup of W given by
Note that, while the restriction of ℓ from W 0 to W M,0 agrees with the length function on W M,0 , the restriction of (the extension of) ℓ from W to W M is not equal to the extension of ℓ| WM,0 to W M in general. The set of affine roots is defined as Φ × Z, with the element (α, ℓ) taking the value α(λ) + ℓ on λ ∈ X * (T)/X * (Z) ⊗ Z R. We view Φ as a subset of Φ × Z via the identification Φ ∼ = Φ × {0}. We assume that x 0 and C are chosen so that every element of Φ takes the value 0 on x 0 and every element of Φ + is positive on C. We let
0 , 1)} denote the set of simple affine roots, where the elements {α
are the highest roots of the irreducible components of Φ.
We will use boldface Greek letters to denote affine roots. Given an affine root α α α = (α, ℓ) ∈ Φ × Z, we let s α α α ∈ W denote the reflection in the affine hyperplane {λ ∈ X * (T)/X * (Z) ⊗ Z R : α(λ) + ℓ = 0}. We define the affine Weyl group W aff ⊂ W to be the subgroup generated by the set {s α α α } α α α∈Π aff . The group W aff is a Coxeter group (with respect to the generators {s α α α } α α α∈Π aff ), and the restriction of ℓ from W to W aff agrees with the length function of W aff as a Coxeter group. We also define Ω as the subgroup of elements of W stabilizing C; equivalently, Ω is the subgroup of length 0 elements of W . It is a finitely generated abelian group. This gives the decomposition W ∼ = W aff ⋊ Ω. The group W acts on the affine roots, and the subgroup Ω stabilizes the subset Π aff . We have a similar construction for the group W M .
We now set
Given any subset X of W , we let X denote its preimage in W under the natural projection W −։ W , so that X is an extension of X by T (k F ). The length function ℓ on W inflates to W via the projection, and similarly the homomorphism ν on Λ inflates to Λ. For typographical reasons we write X as opposed to X if the symbol X has some decoration . Given some element w ∈ W we often let w ∈ W denote a specified choice of lift. Furthermore, given w ∈ W , we letw denote the image of w in W 0 via the projections W −։ W −։ W 0 . We will denote by Ω the image in W 0 of the group Ω.
2.3. Lifts of Weyl group elements. Let G x0 denote the Bruhat-Tits o-group scheme with generic fiber G associated to the point x 0 . Since the group G is split, we have a Chevalley system for G. In particular, this means that for every α ∈ Φ, we have a homomorphism of o-group schemes (cf. [BT84, Section 3.2])
We normalize ϕ α as in [Jan03, Section II.1.3]. We define u α to be the homomorphism
We now define two sets of lifts of affine reflections. Given a root α ∈ Φ, define
(These elements are denoted n α in [Spr09] .) We have
On the other hand, given an affine root α α α = (α, ℓ) ∈ Φ × Z, define
Then, for every α α α = (α, ℓ) ∈ Π aff , we define
When α α α = (α, 0) ∈ Π aff , we simply write s α . Note that
In particular, if α ∈ Π, then s α = s α . Given w ∈ W 0 with reduced expression w = s α1 · · · s α k , α i ∈ Π, we define 
2.4. Structure constants. Let us fix once and for all a total order on Φ. For two roots α, β ∈ Φ with α = ±β, we have
where c α,β;i,j are some constants, and where the product is taken with respect to the fixed total order on Φ.
We also define constants d α,β by
. Since the root morphisms u α come from a Chevalley system and we assume p ≥ 5 (resp. p ≥ 3 when G = GL n ), we have c α,β;i,j , d α,β ∈ o × for all choices of α, β ∈ Φ, i, j > 0 for which the constants are nonzero. More precisely, the constants satisfy c α,
is a reduced expression and β ∈ Φ, we define
(note that this expression is well-defined). In particular d w,β = ±1 and
. By definition, the elements d w,β satisfy
2.5. Miscallany.
2.5.1. We record a decomposition for future use. Given x ∈ F × , we have the following equality in SL 2 (F ):
2.5.2. We fix for the remainder of the article an algebraically closed field C of characteristic p. This will serve as the field of coefficients for all representations and modules appearing. We fix once and for all an embedding k F ֒−→ C, and view k F as a subfield of C. To simplify notation, we will identify the groups of square roots of unity µ 2 (F ), µ 2 (k F ), and µ 2 (C).
2.5.3. Given α ∈ Φ, we define a smooth character α :
In particular, the character α restricted to T 0 is given by
and therefore does not depend on the choice of uniformizer.
2.5.4. If A is some set, a, b ∈ A, and A ′ ⊂ A, we define
2.5.5. We deviate from the above notation in only one instance: if χ, χ ′ : F × −→ C × are two smooth characters, we use the notation δ χ,χ ′ to denote the function
Hecke algebras
We review some facts related to pro-p-Iwahori-Hecke algebras.
3.1. Definitions. We let H denote the pro-p-Iwahori-Hecke algebra of G with respect to I 1 over C:
where C denotes the trivial I 1 -module over C (see [Vig16, Sections 4.1 and 4.2] for details). Similarly, for any standard Levi subgroup M, let H M denote the analogously defined pro-p-Iwahori-Hecke algebra of M with respect to I 1 ∩ M (which is not a subalgebra of H in general). Using the adjunction isomorphism
we view H as the convolution algebra of compactly supported, C-valued, I 1 -biinvariant functions on G. Given g ∈ G, we let T g denote the characteristic function of 
Since W is generated by { s α α α } α α α∈Π aff and Ω, the braid relations show that H is generated by {T sα α α } α α α∈Π aff and {T ω } ω∈ Ω .
As in [Vig16, Lemma 4.12], we define
If w ∈ W has reduced expression w = s α α α1 · · · s α α α k ω, where α α α i ∈ Π aff and ω ∈ Ω, we define
(This expression is well-defined, cf. [Vig16, Proposition 4.13(2)].) Finally, we define H aff to be the C-vector subspace of H which is spanned by {T w } w∈ W aff . By the braid and quadratic relations, this forms a subalgebra of H, called the affine pro-p-Iwahori-Hecke algebra. The algebra H aff is generated by {T sα α α } α α α∈Π aff and
is the decomposition of Φ into irreducible components, we get a corresponding decomposition of simple affine roots Π aff = Π
and {T t0 } t∈T (kF ) are called the irreducible components of H aff .
Induction functors and their adjoints.
We now recall the functor of parabolic induction for Hecke modules, along with its left and right adjoints. All H-modules we consider will be right modules, unless otherwise indicated. For more information, see [Abe16] and [OV17] .
Let M denote a standard Levi subgroup, and H M the associated Hecke algebra with respect to the pro-pIwahori subgroup I 1 ∩ M . This space has a basis given by {T Let w ∈ W M , and write w = λw ′ with λ ∈ Λ, w ′ ∈ W M,0 . Recall than the element w is M -positive (resp. M -negative) if
The C-vector space spanned by all T M w for M -positive w (resp. M -negative w) is actually a subalgebra of H M , which we denote H + M and call the positive subalgebra (resp. H − M , called the negative subalgebra). Furthermore, we have injective algebra homomorphisms (7) θ :
Definition 3.1. Let n denote a right H M -module. We define the parabolic induction of n from H M to H to be the right H-module Ind
where we view H + M as a subalgebra of H via the morphism (7). The functor Ind 
In particular, L H HM is exact. If m is a right H-module, the right adjoint of parabolic induction is given by
with the right action of H M being the evident one, and where we view m as an H + M -module via (7). If we let λ + ∈ Λ denote an element which is central in W M and which satisfies α, ν(λ
In particular, if m is finite-dimensional over C, then the tower (m) n≥0 satisfies the Mittag-Leffler condition, and we obtain lim ← −
(Here lim ← − 1 denotes the first derived functor of the inverse limit.) Therefore, the functor R H HM is exact on the category of finite-dimensional right H-modules. Moreover, if m is finitedimensional, then we have an isomorphism of C-vector spaces
3.3. Supersingular H-modules. We first recall two characters of H.
Definition 3.2. (a) The trivial and sign characters χ triv , χ sign : H −→ C are defined by
respectively (using the convention that 0 0 = 1). (b) Given any subalgebra A of H (e.g., H aff , etc.), we define the trivial and sign characters of A to be the restrictions of χ triv and χ sign to A.
= 1 for every α ∈ Π and every x ∈ k × F , we define the twists of χ triv and χ sign by ξ to be the characters of H aff defined by
Definition 3.3. A simple right H-module is said to be supersingular if it is not isomorphic to a subquotient of Ind H HM (n) for any simple right H M -module n and any proper Levi M. A finite-dimensional right H-module is said to be supersingular if every simple subquotient is supersingular.
Remark 3.4. The definition given here is equivalent to the definition of supersingularity given in [Vig17] . Both definitions are equivalent to the following. Recall that a supersingular character of H aff is one whose restriction to each irreducible component of H aff is different from a twist of the trivial or sign character. Then a simple right H-module m is supersingular if and only if the restriction of m to H aff contains a supersingular character (op. cit., Corollary 6.13(2) and Theorem 6.15). Let P = M ⋉ N denote a standard parabolic subgroup, and let σ be a smooth M -representation. The parabolic induction Ind G P (σ) of σ is defined as the space of locally constant functions f : G −→ σ which satisfy f(pg) = p.f(g) for p ∈ P, g ∈ G (we view σ as a representation of P via the projection P −։ M ). The group G acts on f ∈ Ind G P (σ) by (g.f)(h) = f(hg), giving a smooth G-representation. The space σ I1∩M = H 0 (I 1 ∩ M, σ) naturally has a right action of H M , and the space Ind 
Our goal will be to understand the structure of the higher cohomology groups when P = B. Two final points of notation: if χ : T −→ C × is a smooth character of T , then χ I1∩T = χ T1 = χ inherits the structure of a right H T -module. If λ ∈ Λ and v ∈ χ, we have
We will use the letter χ to refer to both the character of T and the H T -module described above. The meaning should be clear from context. Finally, if χ : T −→ C × is a smooth character of T and α ∈ Φ, we let χ sα : T −→ C × denote the character defined by χ sα (t) := χ( s α t s α −1 ).
3.5. Hecke action on cohomology. We now discuss Hecke actions on (continuous) group cohomology. For a reference, see [Lee09] , [KPS81] , and [RW70] . Let g ∈ G, and let us write (10)
where X is some finite index set. Given h ∈ I 1 , we have g x h ∈ I 1 gI 1 , so we may write
for some ξ x (h) ∈ I 1 and x(h) ∈ X (we suppress the dependence on g from notation). If h, h ′ ∈ I 1 , we have the cocycle conditions
Suppose now that we have a smooth G-representation π and an inhomogeneous cocycle f ∈ Z i (I 1 , π). We define another cocycle f · T g by
In particular, if g normalizes I 1 , this reduces to
By passing to cohomology, equation (12) gives an well-defined action of H on H i (I 1 , π).
Remark 3.6. This definition agrees with the "functorial" definition
I1∩gI1g −1 , where the rightmost map is the restriction from H i (I 1 , π) to H i (I 1 ∩ gI 1 g −1 , π), the middle map is the conjugation by g −1 , and the leftmost map is the corestriction from
3.6. Calculations for Hecke action. In this subsection we calculate the maps ξ x (h) and x(h) which appear in the action of H on cohomology. Since H is generated by {T sα α α } α α α∈Π aff and {T ω } ω∈ Ω , and the action of T ω is given by equation (13), it suffices to understand ξ x (h) and x(h) when g = s α α α . Taking g = s α α α in the decomposition (10) and using the Iwahori decomposition of I 1 gives
Therefore, our index set X is k F , and for x ∈ k F , we have g x = s α α α u α α α ([x]). Since I 1 is generated by T 1 and u β β β (o) for all β β β ∈ (Φ + × {0}) ⊔ (Φ − × {1}), by equations (11) it suffices to understand ξ x (t), ξ x (u β β β (y)), x(t), and x(u β β β (y)), where
We have:
,
where t sα := s α α α t s α α α −1 .
Proof. See Lemma 4.1 of [Koz] .
We record one more lemma which will be used later.
We have: (a) if α α α = β β β and α = −β, then
(c) for t ∈ T 1 , we have
Proof. Suppose that h ∈ I 1 is such that x(h) = x, so that
, and therefore
The result is then a straightforward computation (using (3) for part (a)).
Principal series
We assume henceforth that Φ is irreducible. We let χ : T −→ C × denote a smooth character of T , and consider the H-action on H 1 (I 1 , Ind G B (χ)).
4.1. Hecke action. First, note that the Mackey formula gives an I 1 -equivariant isomorphism
, and where C denotes the trivial I 1 ∩ w −1 Bw-representation. By [Ser02, Proposition 10], the map
induces an isomorphism
Combining these facts, we obtain an isomorphism (14)
where ψ w :
Bw. In particular, for w and h fixed, the expression f (h)( w) depends only on the cohomology class of f . Conversely, given any collection of homomorphisms (ψ ′ w ) w∈W0 ∈ w∈W0 Hom(I 1 ∩ w −1 Bw, C), there exists a cocycle
Bw. We will use the isomorphism above to describe the action of H on H
, and let α α α = (α, ℓ) ∈ Π aff , w ∈ W 0 and h ∈ I 1 ∩ w −1 Bw. We then have
Here ζ := χ( w s α α α −1 ws α −1 ).
Proof. By equation (12), we have
Suppose first that w(α) ∈ Φ + . We have
with ζ as in the statement of the lemma. Assume now that w(α) ∈ Φ − . We then have
By applying equation (6) to the x = 0 terms, this expression becomes
We now use twice the fact that f is an Ind
Lemma 3.8 and equation (11) show that if
Bw as well. This implies that the first and third terms above cancel, which gives
Combining equations (16), (17), and (18), and using the definition of the tuple (ψ w ) w∈W0 , we finally obtain
We now specialize the choice of h in the statement of Lemma 4.1.
, and let α α α = (α, ℓ) ∈ Π aff , w ∈ W 0 and t ∈ T 1 . We then have
where the last line follows from the equality x∈kF [x] = 0 (recall that p ≥ 3). On the other hand, if
, and let w ∈ W 0 and h ∈ I 1 ∩ w −1 Bw. Let ω ∈ Ω. We then have
where ζ := χ wω −1 ω w −1 −1 . In particular, when ω = t 0 ∈ T 0 , we have
Proof. Since ω normalizes I 1 , equation (13) gives
4.2. Height filtration. We now define a certain filtration Fil • on the vector space w∈W0 Hom
). Let h denote the Coxeter number of Φ (so that the height of the unique highest root of Φ is h − 1), and for 0 ≤ a ≤ h − 1 and w ∈ W 0 , we define V w,a := U w −1 (β) : β ∈ Φ + with ht(β) > a .
Since {β ∈ Φ + : ht(β) > a} is a closed subset of Φ + , V w,a is a subgroup of w −1 U w and multiplication induces a bijection ht(β)>a U w −1 (β) ∼ −→ V w,a (see [Jan03, Section II.1.7]). We set Fil a := 0 for a < 0,
for a > h − 1, and for 0 ≤ a ≤ h − 1, we define
In particular, Fil 0 consists of all homomorphisms supported only on T 1 , and
Proposition 4.4. The filtration Fil • is H-stable.
∈ Fil a be associated to (ψ w ) w∈W0 via (14), and fix w ∈ W 0 . Suppose first that α α α = (α, ℓ) ∈ Π aff , let β ∈ Φ + with ht(β) > a and y ∈ p
We examine the functions ξ x (u w −1 (β) (y)) associated to s α α α appearing in equation (15).
• If w(α) ∈ Φ + , then by applying Lemma 3.7(a) (when w(α) = β) or Lemma 3.7(b) (when w(α) = β), we see that ξ x (u w −1 (β) (y)) is a product elements of the form u sαw −1 (γ) (y ′ ), with ht(γ) > a. Therefore, we have
• If w(α) ∈ Φ − , then by applying Lemma 3.7(c) (when w(α) = −β) or Lemma 3.7(b) (when w(α) = −β), we see that
Likewise, by applying Lemma 3.8(b) (when w(α) = −β) or Lemma 3.8(a) (when w(α) = −β), we see that
) is a product elements of the form u w −1 (γ) (y ′ ), with ht(γ) > a. Therefore, we have
These two points and equation (11) show that if h ∈ I 1 ∩ V w,a , then
Equation (15) then implies [f ]
· T sα α α ∈ Fil a . Now let ω ∈ Ω. Then, for h ∈ I 1 ∩ V w,a and with notation as in Lemma 4.3, we have
For a ∈ Z, define Gr a := Fil a Fil a−1 , the associated graded module. Given f ∈ Fil a , we denote byf the image of f in Gr a . The next step will be to determine some of the graded pieces Gr a .
Zeroth graded piece.
Proposition 4.5.
Proof. A basis for Ind
I1 is given by {f w } w∈W0 , where f w (b w ′ j) = χ(b)δ w,w ′ for b ∈ B, j ∈ I 1 , and w ′ ∈ W 0 . Let α α α = (α, ℓ) ∈ Π aff . By the same calculation as in Lemma 4.1, we obtain
where ζ = χ( w ′ s α s α α α w ′−1 ) −1 . In particular, this gives
where ζ ′ = χ( ws α s α α α −1 w −1 ). Likewise, if ω ∈ Ω, then the same computation as in Lemma 4.3 gives
where ξ = χ w ′ω−1 ω w ′−1 −1 . Thus,
where ξ ′ = χ( wωω −1 w −1 ). Now let θ ∈ Hom cts (T 1 , C), and for w ∈ W 0 , let θ w ∈ Hom cts (I 1 ∩ w −1 Bw, C) denote the homomorphism defined by θ w (t) = θ( wt w
By abuse of notation, we will also use θ w to denote the element of H 1 (I 1 , Ind G B (χ)) associated to the tuple in w ′ ∈W0 Hom cts (I 1 ∩ w ′−1 Bw ′ , C) which is 0 in coordinate w ′ = w, and equal to the homomorphism θ w in coordinate w. Thus, for t ∈ T 1 , Corollary 4.2 gives
(with ζ as above). This gives
Hence, we see that subspace spanned by {θ w } w∈W0 is H-stable, and isomorphic to Ind 4.4. Basis for higher graded pieces. In order to understand the higher graded pieces of H 1 (I 1 , Ind G B (χ)), it will be necessary to understand homomorphisms I 1 ∩ w −1 Bw −→ C, or equivalently, the abelianizations (I 1 ∩ w −1 Bw) ab . These seem to be tricky to classify in general; for example, one can show, using (3) and our assumption on p, that (
In order to handle this subtlety, we introduce a certain subset of W 0 .
That is, w ∈ W ′ β if and only if the image of the root subgroup
this follows from equation (3)).
• If w ∈ W ′ β and ω ∈ Ω, then using the fact that ω normalizes I 1 we get
Therefore, Ω acts on the right on W ′ β , and W ′ β is a union of Ω-cosets. Now let β ∈ Φ + and w ∈ W ′ β . For 0 ≤ r ≤ f − 1, we define η w w −1 (β),r ∈ Hom(I 1 ∩ w −1 Bw, C) to be the homomorphism with support in I 1 ∩ U w −1 (β) , and which satisfies
where y ∈ p 1 Φ − (w −1 (β)) (note that u w −1 (β) (y) ∈ I 1 ∩ U w −1 (β) ). In particular, we have η w w −1 (β),r ∈ Fil ht(β) . Using these homomorphisms, we get an isomorphism of C-vector spaces
In what follows, we will abuse notation and use η w w −1 (β),r to denote the element in H 1 (I 1 , Ind G B (χ)) associated to the tuple in w ′ ∈W0 Hom cts (I 1 ∩ w ′−1 Bw ′ , C) which is 0 in coordinate w ′ = w and the homomorphism η w w −1 (β),r in coordinate w.
The next task will be to compute the action of H on the elements η w w −1 (β),r (or, more precisely, their images in the associated graded module). Proof. Since we are considering the image of η w w −1 (β),r · T sα α α in Gr ht(β) , it suffices to evaluate this function on the elements u w ′−1 (γ) (y) for w ′ ∈ W 0 , γ ∈ Φ + with ht(γ) = ht(β), and y ∈ p
. By Lemma 4.1, we have (η w w −1 (β),r · T sα α α )(u w ′−1 (γ) (y))( w ′ ) = 0 unless w ′ = w or w ′ = ws α , and γ = β. Since the homomorphism η w w −1 (β),r is only supported on I 1 ∩ U w −1 (β) , we get (η w w −1 (β),r · T sα α α )(u w −1 (β) (y))( w)
where w(α) ∈ Φ + in case (I) and w(α) ∈ Φ − in case (II). Similarly,
Lems. (b) If ω ∈ Ω and ω ω −1 = λ(̟) for some λ ∈ X * (T), then
3.7(a),(b),(c) =
Proof. If ω is an arbitrary element of Ω, then η w w −1 (β),r · T ω is associated to an element of Hom cts (I 1 ∩ ω −1 w −1 Bwω, C), which is supported on I 1 ∩ Uω−1 w −1 (β) . In particular, η w w −1 (β),r · T ω is a scalar multiple of η wω ω −1 w −1 (β),r , and it suffices to evaluate (η w w −1 (β),r · T ω )(uω−1 w −1 (β) (y))( wω). We leave case (a) as a straightforward exercise. Thus, assume that ω ∈ Ω is such that ω ω −1 is of the form λ(̟) for some λ ∈ X * (T). Using Lemma 4.3 and the definition of the structure constants, we get (η w w −1 (β),r · T ω )(uω−1 w −1 (β) (y))( wω) = χ wωω
, where the last line follows from the fact that ω normalizes I 1 . Taking the image in Gr ht(β) gives the claim.
Corollary 4.8. Let β ∈ Φ + , w ∈ W ′ β , and α α α = (α, ℓ) ∈ Π aff . We then have the following equality in Gr ht(β) :
, the action of T * sα α α is given by combining Lemmas 4.6 and 4.7. 4.5. First graded piece. Fix now β ∈ Π and recall that M β is the standard Levi subgroup associated to {β}. We let 0 ≤ r ≤ f − 1, and define n F,β,r to be the two-dimensional H M β -module with C-basis {v 1 , v 2 }, and H M β -action given by
Here β * denotes the simple affine root (−β, 1) of M β , so that s β * = s β β ∨ (−̟). Moreover, if t ∈ T satisfies β, ν(t) = 0, we define
while if t ∈ T satisfies β, ν(t) = 1, we define
(Note that the last two sets of equations define the action of Ω M β on n F,β,r .) We have 4.6. Higher graded pieces. In general, the higher graded pieces of H 1 (I 1 , Ind G B (χ)) seem difficult to understand, due our lack of understanding of the sets W ′ β . In the next section, we will attempt to give some more information in the case G = GL n . In general, we have the following. 
• (α0),r , and using Lemma 4.7 shows that the one-dimensional vector space spanned byη
is H aff -stable. We claim this H aff -character is supersingular. To verify this, it suffices to check that it is not equal to a twist of the trivial character (note that equation (19) givesη Proof. This follows from Propositions 4.10, 4.9, and 4.5.
Remark 4.12. If h = 2 (that is, if Φ is of type A 1 ), then it may happen that H i (I 1 , Ind
The first isomorphism follows from equation (9), the second from Propositions 4.5 and 4.9, and the last from the isomorphism of C-vector spaces
α Bs α , C = 0 for i ≥ 3 (note that I 1 ∩ B and I 1 ∩ s −1 α Bs α are both compact, torsion-free, p-adic analytic groups of dimension 2, and therefore have cohomological dimension 2, cf. [Ser02, Section 4.5, Example 3]).
We sketch a proof of the third isomorphism above. The case χ = α is handled using a similar method as [Paš13, Corollary 10.10], so we assume χ = α.
(a) First, note that we have an isomorphism H 2 (I 1 , Ind
α Bs α , C). Since both I 1 ∩ B and I 1 ∩ s −1 α Bs α are Poincaré groups of dimension 2, we conclude that H 2 (I 1 , Ind
Since we have an equivalence of categories between T -representations generated by their T 1 -invariant vectors and H T -modules, we get a spectral sequence (cf. [Paš10, equation (32)])
where τ and π are smooth T -representations, and τ is generated by τ T1 . Since H T has global dimension 1, and T 1 ∼ = Z p has cohomological dimension 1, the spectral sequence above degenerates at E 2 when τ and π are equal to characters of T . From this and the calculation of Ext-spaces for H T -modules, we obtain
Emerton's δ-functors of derived ordinary parts from locally admissible G-representations over C to locally admissible T -representations over C ( [Eme10] ). Since any admissible representation of SL 2 (Q p ) can be embedded into an admissible representations of GL 2 (Q p ), one can proceed as in [EP10] to conclude that the functors H i Ord B for i ≥ 1 are effaceable, and therefore isomorphic to R i Ord B . Then [Eme10, (3.7.4)] gives a spectral sequence
where τ is a locally admissible T -representation, and π is a locally admissible G-representation. , and H j (I 1 , π) vanishes for j ≥ 3. In this case, the spectral sequence above degenerates at E 2 , and gives
Now set τ := Ind
G B (χ sα α) (note that τ is irreducible since χ sα α is not equal to the trivial character). Since Ord B (Ind
By modifying the proof of [Abe17, Proposition 3.6(2)], we get
Since Ext i HT (χ ′ , χ) = 0 implies χ = χ ′ , again using loc. cit. gives
Since τ I1 and H 2 (I 1 , Ind G B (χ)) are both two-dimensional and τ I1 is a simple H-module, we conclude
Principal series for GL n
We now specialize to the case G = GL n . Since the case n = 2 is covered by the previous results, we assume n ≥ 3. We let T denote the diagonal maximal torus, and for 1 ≤ j, k ≤ n, j = k, we define α j,k ∈ X * (T) by
We then have Φ = {α j,k } 1≤j,k≤n,j =k . We define B to be the upper triangular Borel subgroup, and I 1 to be the subgroup of GL n (o) which is upper-triangular and unipotent modulo ̟. Then we have Φ + = {α j,k } 1≤j<k≤n and Π = {α i } 1≤i≤n−1 , where
. We have W 0 ∼ = S n , the symmetric group on n letters, with the obvious isomorphism. We let s i := s αi denote the simple reflection associated to α i , so that s i = (i, i + 1), and we also define
, and
the element ω generates Ω ∼ = Z. Its reductionω in W 0 is the n-cycle (n, n − 1, . . . , 2, 1) = s n−1 s n−2 · · · s 1 , and the group Ω is cyclic, generated byω. The elementω has order n, and for 1 ≤ i ≤ n − 1, the powers ofω have the following reduced decomposition:
In particular, ℓ(ω −i ) = i(n − i). Throughout this section, we fix β ∈ Φ + such that ht(β) ≥ 2, and 0 ≤ r ≤ f − 1. For brevity and typographical ease, we writeη w forη w w −1 (β),r . 5.1. Combinatorial preliminaries. We begin with several combinatorial lemmas.
Lemma 5.1. We haveω −i ∈ (i) W 0 . More precisely, we haveω
0 by [BB05, Lemma 2.4.7], and thereforeω
and therefore we must have w (i),•ω −i = w • by uniqueness of the longest element.
We define integers a 1 , a 2 , . . . , a i(n−i) ∈ {1, . . . , n − 1} by
and consider the set
By [Hum90, Section 1.7], this set is exactly {α ∈ Φ + :ω i (α) ∈ Φ − }, which is easily checked to be equal to , and W β,0 ∼ = S a+1 is generated by {s m , . . . , s m+a−1 }. We let Ω M β denote the group of length 0 elements in the extended affine Weyl group of M β , and let Ω M β denote its image in W β,0 ⊂ W 0 , which is a cyclic group of order a + 1. Finally, we let β W 0 denote the set of minimal coset representatives of W β,0 \W 0 . Proposition 5.3. Let β = α m,m+a ∈ Φ + . We then have
where w β,• denotes the longest element of W β,0 . In particular, we have |W ′ β | = n!/a = n!/ht(β). Proof. Recall that the set W ′ β is defined as the set of w ∈ W 0 for which I 1 ∩U w −1 (β) ⊂ [I 1 ∩w −1 Bw, I 1 ∩w −1 Bw]. This condition holds if and only if, for every m < j < m + a, we have
which holds if and only if
and
for all m < j < m + a as well (since stab W β,0 (β) preserves {m + 1, . . . , m + a − 1}). Therefore, both sides of equation (23) (2) and the definition of
Combining these facts with equation (23) gives the claim.
Next, we show that w β,
is a bijection. Furthermore, since Ω M β fixes no elements of Φ M β , we have stab
This implies
Finally, we compute the order of
is stable by right multiplication by the cyclic group Ω, we may multiply w by an element of Ω and suppose w −1 (m) = n. This implies w −1 (α m,m+a ) = α n,w −1 (m+a) ∈ Φ − . Therefore in order for equation (23) to be satisfied, we must have
for every m < j < m+a. For 0 ≤ k ≤ n−a−1, the number of w ∈ W 0 with w −1 (m) = n, w −1 (m+a) = n−a−k, and n > w −1 (j) > w −1 (m + a) for m < j < m + a is equal to a−1+k a−1 (a − 1)!(n − a − 1)!. Hence, we obtain
and the proposition follows.
5.2. Right adjoint calculation -Maximal Levis. Our next goal will be to calculate the right adjoints of parabolic induction on Gr • . In order to do this, we need to compute the action of certain diagonal elements. For brevity, we write T j for the operator T sj . Recall that, by Lemmas 4.6 and 4.7, we havē
for some δ ∈ C and ε, ζ, ζ ′ , ζ ′′ ∈ C × . We will often write such formulas as We have a reduced decomposition in W λ
for some t 0 ∈ T 0 . This gives
(m β,r ), we must choose an element λ + which is central in W M (i) and which satisfies
. We take λ
, and obtain an isomorphism of vector spaces
In particular, the vector space
is stable by the action of T λ
Recall that we have defined integers a 1 , a 2 , . . . , a i(n−i) bȳ
, then w satisfies ( ), so that ws a1 · · · s aj−1 (α aj ) ∈ Φ + for all 1 ≤ j ≤ i(n − i). By Lemma 4.6, this gives
where ζ, ζ ′ , ζ ′′ ∈ C × , and where the equality (⋆) follows from the discussion preceding Lemma 5.2. This gives the lemma. 
however, by the discussion preceding Lemma 5.2, these are distinct elements of Φ + Φ + (i) , and we obtain a contradiction. Therefore, again using the first paragraph we obtain Proposition 5.6. For ht(β) ≥ 2 and 0 ≤ r ≤ f − 1, we have an isomorphism of vector spaces 
and using Lemma 5.4 givesη
To prove the final claim, it suffices to show that W for i ≤ m − 1 and i ≥ m + a. Therefore, using the isomorphism
and applying the calculation from Lemma 5.4 twice along with Lemma 4.7 (note that t has length 0 in the extended affine Weyl group of M β ), we obtain The result above appears to be compatible (in a weak sense) with Serre weight conjectures. We demonstrate an instance of this with an example. Take F = Q p , n = 3, so that G = GL 3 (Q p ), and set K := GL 3 (Z p ). Suppose that ρ : Gal(Q p /Q p ) −→ B(F p ) ⊂ GL 3 (F p ) is a sufficiently generic, maximally nonsplit mod-p Galois representation. The conjectures of Breuil-Herzig-Schraen predict the existence of a smooth admissible finite-length G-representation Π(ρ), such that Π(ρ) contains as subquotients two nonsplit extensions of a supersingular representation by a principal series representation, and such that the representations appearing in the K-socle of Π(ρ) ss are given by the set of Serre 
with * 1 , * 2 nonsplit extensions, and 2 ≤ a − b, b − c, a − c ≤ p − 3. Here ω denotes the mod-p cyclotomic character, and nr µ is the unramified character taking the value µ ∈ F A.1.1. For w ∈ W we let E(w) := E o−Π (w) denote the alcove walk basis associated to the spherical orientation o −Π . We let E M β (w) denote the analogously defined alcove walk basis of H M β . In several places below, we will need to relate the bases {E(w)} w∈ W and {T w } w∈ W . Note first that if w ∈ W 0 , then [Vig16, Example 5.32] implies E( w) = T w .
Next, if w ∈ W 0 and ω ∈ Ω, then A.1.2. Now let w ∈ W 0 , λ ∈ T , and write w = uv, where u ∈ s β and v ∈ β W 0 (we use the notation β W 0 for M β W 0 ). Choose λ A.1.3. We need one more combinatorial fact. Fix w, v ∈ W 0 and β ∈ Φ. In the sequel, we will need to understand the discrepancy between the conjugation actions of w v and wv on U v −1 w −1 (β) . Noting that w v wv −1 ∈ T , we have • We now take α α α = (−α 0 , 1) and w ∈ β W 0 , and examine the element w s α α α = w(α 
