. lntroductlon
Shared risk link groups (SRLGs)' provide inputs necessary to plan for reliability in transport networks. An SKU; is associated with an entity at risk, typically a fiber span? though more general risks might be modeled. SRLGs are fundamental inputs to resource management in the Generalized Multi-Protocol Label Switching (GMPLS) control plane, now being developed in i .
the IETF? links (69 versus 72 for the uninformed) as is expected due to better sharing. However, the number of protected paths over the links that are shared is increased, indeed indicating better sharing. This is evident from Fig. 5 where the positive difference outweighs the negative side of the graph. The maximum average number of shared backup paths (obtained over all links) for the in^ formed approach was found to be 22 compared to 15 for the uninformed approach.
Conclusion
The effiicieniy of Distributed 1:N mesh restoration can be enhanced substantially by providing information about the protection topology This information can be disseminated using extensions to OSPE In order t~ keep the bandwidth of the distributed information low, only recent modifications in the protection tables need be distributed. Calculations indicate substantial sav~ ings (up to 35%) in terms of protection wavelength mileage due to much better sharing of backup resources. In addition, the scheme allows for differentalgDTithmswhen choasingpaths that share a link, thus potentially enabling protection in case of multiple failures.
.. 1.
ery of the state of the network is needed to keep service intent synchronized with network reality. Without auto-discovery, databases tracking $ervice intent could became increasingly out of date and erroneous. Auto-discovery is particularly critical for parameters related to resource allocation, such as link bandwidth, encapsulation type, and SRLGs. In this paper, we evaluate the effectiveness of location-based methods for SRLG auto-discovery as introduced in Sebos et al.' Specific-aUy,we consider realistic transport networks overlaid on the AT&T fiber span topology, and SRLGs defined in terms of fiber spans. Location-based SRLG autodiscovery relies on location information collected at active components,from optical amplifiers and Optical Transport Units (OTUs).Varying the amplifierspacing overs realistic range,wefind SIUG auto-discovery to be effective. In particular, we are able to identify all SRLGs that exceed one mile, with amplifiers spaced at 50 miles along links. In addition, we are able to correctly identify diversity relationships between all pairs of links. Fig. I 
Evaluatlon
We base our investigation on network topologies consistent with AT&T's emerging optical network architecture. Specifically, we start with the AT&T fiber span topology, and then embed a XC level topology of approximately 50 mesh connected XCs, representing a network that provides national coverage. Next, from a fiber span topology database we obtain locations for OTUs situated at fiber span end points. Finally, we place amplifiers along each embedded link between XCs by the following design rule, taking into account that each XC and OTU implies OEO conversion. Let a denote the amplifier spacing. For each link, place amplifiers every a miles along the fiber span path associated with the link. On crossing from a fiber span to the n e a fiberrpan, ifthe spacing rule calls for amplifier placement in the next span instead place it at the end of the current span. On crossing an OTU, reset the amplifier placement (the next amplifier is needed at a distance of a from the OTU location). Note that for this analytic study we have varied the amplifier spacing a beyond the range of typical deployment to test the limits of our proposed SRLG identification scheme.
SRLGs are defined as maximal sets of fiber spans that are used by common sets of links. Thus, if two links have an SRLG in common then the two are not diverse. In general, risk is likelyto be proportional to fiber length. In fact, some SLAs may exclude small SRLGs (i.e., the sum of the span lengths determining the SRLG is small; e.g., less than 1 mile), such as those associated with lateral connections to buildings. fied SRLGs as a function of amplifier spacing. If only location information associated with OTUs is used to identify the SRKs (lowest curve), we are able to identify 50% of the full set of SRLGs (independent ofthe amplifier spacing). However, if we exclude all SRLGs of length less than one mile, we find that we are able to identify 62% of the SRLGs using OTU location information alone. Fig. 2a additionally depicts the percentage of SRLGs correctly identified using both amplifier and OTU locations. Results are plotted for all SRLGs with non-zero length (middle curve). and for SRLGs with length exceeding I mile (upper curve). As we increase the amplifier spacing, the number of locations identified decreases. The effectiveness of our scheme correspondingly de-
The most important conclusion to draw from these curves is that we are able to successfully identifydoftheSRLGs that exceed I milewithin OUT example transport network if we have amplifier spacings of 50 miles or smaller. Even ifwe increase our amplifier spacing to, say, 70 miles, we arc still able to automatically identify 91% of the SRLGs. These results may well be better than that achievable through manual database management. We observe that we have correctly identified all .ai the SRLGs of length greater than 50 miles when we utilize location information far both amplifiers and OTUs. However, we have some diRicultly identifying very small SRLGs, with only 22% of the SRLGs less than 1 mile being idenlified and 60% of the SRLGs less than 50 milts identified. In general, longer SRLGr are easier to identify than shorter SRLGs. because there SRLGs are more likely to have active components from which we can obtain location information. This leads UI to the highly desirable property that the higher the risk of failure (the longer the SRLG), the easier it is for us to identify the SRLG.
If The above results indicate that the most important parameter in terms of the effectiveness of our proposed scheme is the ratio ofthe amplifier spacing 10 the SRLG lengths. SRLGs that exceed the amplifier spacing a are identified (assuming our amplifier placement algorithm). Thus, in general, we expect our scheme to be most effesrive in large networks with relatively long SRLGs, or in networks with closely spaced location identifiers (many active components).
Conclusions
We evaluated location-based methods for the auto-discovery of SRLGs, guided by the topology and design of AT&T's next generation transport network. The methods rely on location identifie-s an active components. We found these tediniques extremely effective in identifying SRLGs and associated link diversity relationships SRLGr provide inputs necessary to plan for reliability in transport networks, but do not in themselves reveal connection diversity violations. Yet by conibining SRLG inputs with SRLG-aware methods for routing links over the fiber topology, a tran.iport service provider can provide diversity ass":-ances that support strong S u s . 
. Introduction
In an optical wavelength-division multiplexing (WDM) network, thefailureafa networkelement (e.g., fiber link, cross-connect, etc.) c m C B U S~ the failure of several optical channels, thereby leading to large data (and revenue) loss.' A significant amount ofwork has beendonetaprovideprotection switching in ringtopo1ogies.h networks migrate from stacked rings to meshes because of the excessive resource redundancy used in ring-based protection, mesh-structured protection schemes have been receiving increasing attention.'.' The workinEllinasetal.decomposesa meshtopology into protection cycles, which then perform automatic protection switching (APS). The work by Hoand Mouftahl addressesmesh-structuredprotection by dividing a given working path into overlapped segments while protecting each segment separately. It, however,warks on aper-working-path baair and computes working paths completely prior to backup paths.
We propose a variation of shared-path protec~ tion? called sub-path protection, which minimizes the total resource usage (in terms of wavelength-links), for a given traffic demand and area partitioning, while guaranteeing fast recovcry time.
SubPath Protection
The main ideas of sub-path protection are ( I ) to partition a large network into several smaller areas as done by the open shortest path first (OSPF) routingalgorithm,and then (2) to jointly compute two fiber-disjoint paths,p, and pa, for a given connection request d such that p, and pb enter (or exit) an area from the same ingress (or egress) area border router (ABR) if d is an interarea connection, and they stay in the same area if d is an intra-area connection.
Consider an inter-area connection between node-pair(3,16),asshowninFig. LTheworking path, p,, is (3,4,7, 14, 16), and the backup path,  pb,is(3,6,5,7,11,14,17,16) .Notethatp,andpb exitArea1 (andenterArea2)fromthesameABR 7 and exit Area 2 (and enter Area 3) from the same ARR 14. ARRs 7 and 14 segment p, and pa into three sub-paths, respectively, (3.4, 7) (pw,), (7, 14) (PJ, and (14, 16) (P,) for p,; (3,6. 5-7) (pb,). (7, 11,14)(p~),and(14,17,16)(p~,) forp~ Each ( p , , ps.) pair corresponds to the working and backup paths of some intra-area traffic. When fiber link (i, , ) (e.g., (7, 1 I)) along p, fails, instead of shutting down the entire working path p, and switching the traffic to pa, our proposed scheme only turns down the sub-path p , (p,) that travera the hiled link, and switches the traffic topai (ph).As aresult,othersub~paths (pw, andp,) thatdonottraversefiberlink(i,])arenot affected. Because of the independence of subpaths, sub-path protection can survivefrom up toA failures as long ai there is at most one failure per area, whrreA is the number ofareas.
Depending on the wavelength-conversion <a-pability of ARRs, there are two cases of sub-path protection. In the absence ofwavelength converters at ABRs (in which case we say that ABRs are wavelength continuous), for sub-path protection to work, the working and backup paths of interarea traffic must be on the same wavelength. Suppose ABRs 7 and 14 are wavelength continuous. If p,,isonwavelengthA, andphiSon&?Iwhenlink (7, 11) fails, we cannot simply switch the traffic from p, to pa, because p,, and ph are on differ^ ent wavelengths. If there are wavelength converters at ARRs, then each sub-path of one path can be on any wavelength, regardless of the wavelength assignments of other sub-paths of the same path.
Problem Statement
The routing and wavelength assignment (RWA) problem in a WUM mesh network with sub-path protection is formally stated as follows. Given a physical topology G = (KE) (where Vis the set of network nodes and E is the Set of fiber links), a partitioningconfiguration @(where 63 is a set of areas, and an area comprises a set of network nodes), the number of wavelengths on each fiber, and a static connection demand matrix, route THURSDAY MORNING / OFC 2002 / 495 each connection request on G and assign a wavelength to each sub-path such that the total network Cost is minimized or the network throughput is maximized. We formulated the above problem as an integer liner program (ILP). Our objective is to minimize the total number of wavelength-links. Since an ILP that jointly 'omputes mutes and assigns wavelengths is computational intensive, we also developed an ILP far routing and an ILP for wavelength assignment. Due to space limitations, lLPs are not shown here.
Results and Discussions
We compare the scalability, recovery time,and resource utilization (number of wavelength-links) of sub-path protection with those of shared-path protection by applying the two-step ILPs to the networkin Fig. 1 . For our numericalexamples reported here, the number of wavelengths on each link, W ranges from 6 to 12, while the number of connection requests that need to be carried, denoted by D, ranges from 25 to 50.
Scalability
We consider scalability in terms of the number of Fig. l,ourresultsindicatethata=2.6(A=3) .h a result, computational complexity reduces significantly: The memory requirement of lLPs for sub-path protection is about 90% lower than that of lLPs for shared-path protection. The time to solve the lLPs for sub-path protection is less than one-tenth ofthe time needed to solve the lLPs for shared-path protection in the worst case (W = 6, D = 25) and the solution-time ratio decreases rapidly to 0.2% as D increases ( W = 8, D = 40).
Clearly, computational complexity will decrease drastically as the network size grows larger.
Recovery Time
The recovery time' of link (id) with respect to a connection between node-pair (s,d), T:; is defined as the period over which data an the (s,d) connection were lost due to the failure of link (i,j). Let d, be the propagation delay from node i to node r, h,, be the number of hops from node i to node S. and hb be the number of hops on the backup path between node-pair (sd). Assume 
