Abstract-Working with the 1D form of 2D systems is an alternative strategy to reduce the inherent complexity of 2D systems. To achieve the 1D form of 2D systems, different from the so-called WAM model, a new row (column) process was proposed recently. The controllability analysis of this new 1D form is explored in this note. Two new notions of controllability named WAM-controllability and directional controllability for the underlying 2D systems are defined. Corresponding conditions on the WAM-controllability and directional controllability are derived, which are particularly useful for the control problems of 2D systems via 1D framework. According to the presented directional controllability, a directional minimum energy control input is derived for 2D systems. A numerical example demonstrates the applicability of the presented analysis.
rectangular form. The major drawback of this 1D form of 2D systems is the varying dimensions of the defined state vectors. This makes this framework most likely computationally unattractive. Motivated by this issue and using stacking vectors, a new approach to converting 2D systems to a 1D form is proposed in [9] . Specifically, in [9] , rather than using WAM model, a row (column) processing method is used. Row (column) processing means that the 2D variables which are in the same rows (columns) are used to form 1D stacking vectors. Consequently, the states, inputs and outputs of the obtained 1D system are in the vector form, and more importantly their dimensions are invariant. This framework is basically useful for a class of 2D linear systems in which information propagation in one of the two distinct directions only occurs over a finite horizon. This can be the case of a repetitive process [10] or any inherently 2D system, for instance, Darboux equation [11] . The discrete form of Darboux equation is a first FM model which has a finite propagation over the space direction.
In this note, firstly, the controllability analysis of WAM model of the first FM model is studied, and a necessary condition for the controllability of this 1D model is given. It should be noted that finding the sufficient condition for the controllability of the WAM model is hard. This fact in addition to the time-varying form of WAM model limits the applicability of WAM model of 2D systems. This prompts us to exploit the row (column) process for converting 2D systems to their 1D models instead. On the other hand, during the procedure of designing the sliding surface in [9] , it is assumed that the obtained 1D system is controllable; see e.g., [12] for the similar treatment. But, the controllability of the obtained 1D form and its relation to the original 2D system is an unanswered problem in [9] . Hence, motivated by these issues, we focus on the controllability analysis of the proposed 1D form of the underlying 2D systems. Based on the controllability analysis, a new notion, directional controllability, for the underlying 2D systems is introduced and studied. Furthermore, a necessary and sufficient condition for the directional controllability of 2D systems is presented.
Also, there is a strong connection between controllability and minimal realization of linear time-invariant (LTI) systems. Hence, the controllability result of this note would also provide useful insight into the observability and realization analysis of the underlying 2D systems. Furthermore, note that the so-called minimum energy control problem is explicitly connected with controllability analysis [13] . Therefore, one application of the presented controllability analysis is the design of a specific 1D minimum energy control input for 2D systems called directional minimum energy control input.
II. WAM MODEL OF FIRST FM MODEL
Consider the first FM model with the following formulation:
where x ∈ R n and u ∈ R m are respectively local state and control input, Define the state vectors φ(k) and ν(k) as
The resulting WAM form of the first FM model (1) is as
where
and I k is the identity matrix of order k. Defining
a 1D state space model is obtained as
Remark 1: The state vector in (7) is a linear combination of the local states and inputs. However, in some applications, having state space equations with direct access to the local states is required. In this case, by introducing a new state vector
a 1D state space equation with direct access to the state vectors φ(k) and φ(k + 1) is acquired. As seen the dimension of the resulting state vector is varying.
Remark 2:
In the case that the boundary conditions are assumed to be constant, the state vector (8) should get rid of the boundary condition terms x(k, 0) and x(0, k) as
Hence, the 1D model is as follows:
whereM
and,
A. Controllability Analysis of WAM Model
This subsection aims to analyze the controllability of the 1D WAM model presented in (10) . To this end, define the so-called state transition matrix A i,j as
Furthermore, it is assumed that
Now, from (10) and with some recursive manipulations, we havē
As V w (k) is determined by boundary conditions only (not a function of control), we neglect the second item of the (14) during the controllability analysis. Theorem 1: The 1D WAM model (10) is not controllable unless B is of full row rank.
Proof: Matrix C w (k) in (15) can be found to be as in (16), shown at the bottom of the previous page. Left multiplying this matrix by
where { * } means irrelevant entries. Note that since L(k) is invertible, it does not change the row rank of the obtained matrix
, and consequently, C w (k) is not of full row rank. Thus, the WAM model (10) is not controllable. From Theorem 1, it can be seen that the necessary condition for the controllability of WAM model (10) is that B has full row rank. However, this condition is very restrictive. As mentioned in Remark 2, in order to construct the state vectorφ(k), the local states on the line i + j = k + 1, and i + j = k are both used. In other words, the even elements of the state vectorφ(·) are carried elements from the previous step and only local states on the line i + j = k + 1 have new information. Besides, the local states on the line i + j = k + 1 will cover the whole space when k increases. Hence, the even block rows of the matrix C w (k) are removed and the remaining matrix can be written as C w (k) in (20), which will be used to determine WAM-controllability defined below. This is equivalent to the output controllability with the following WAM output matrix for the system (10):
. This equivalence to the special output controllability is in particular useful to the control/tracking problems for the 1D WAM model of the form (10), however it is beyond the scope of this note.
Definition 1: The 2D system in (1) is said to be WAM-
Besides, in the above definition, the condition k ≥ (2n/m) − 2 is arising from the fact that the number of columns of matrixC w (k) is greater than or equal to the number of its rows if k ≥ (2n/m) − 2.
AsC w (k) and its dimension are time-varying, one may ask about the future step's WAM-controllability even if the system (1) is WAMcontrollable at the step k. Proposition 1 below confirms the WAMcontrollability for all the future steps, thus, validating the definition of WAM-controllability. Before it, consider the following lemma which provides a necessary condition for the WAM-controllability.
Lemma 1: If the system (1) is WAM-controllable, then the pairs (A 1 , B) and (A 2 , B) are both controllable.
Proof: It is obvious that the nonzero blocks of the first and the last block rows of the matrixC w (k) are equivalent to the (k + 1)-th step controllability matrices of (A 2 , B) and (A 1 , B) , respectively. If either one is not controllableC w (k) is not of full row rank. Hence, system (1) is not WAM-controllable.
Proposition 1:
Proof: The matrixC w (k + 1) can be rearranged by some column permutation operations (without changing the row rank) as
From (21), it can be seen that ifC w (k) has full row rank, necessarily, the controllability matrix of the pair (A 2 , B) is of full row rank in (k + 1)-th step from Lemma 1. Therefore, this pair is controllable in (k + 2)-th step as well. Since the non-zero elements of the first block row of (21) contains the controllability matrix of the pair (A 2 , B) in (k + 2)-th step,C w (k + 1) is of full row rank. This can be simply extended to the general case ofC w (k + r), r ≥ 1.
The next result characterizes the WAM-controllability condition in terms of the original system matrices; if in particular n = 2, m = 1 and thusC w (2) ∈ R 6×6 , we would conclude the necessary and sufficient condition on the full rank ofC w (2).
Theorem 2: If n = 2, m = 1, the matrixC w (2) is of full row rank if and only if the three pairs (A 1 , B), (A 2 , B) and (A 0 , B) are controllable. 
Proof: Consider that
Let A 3 = A 1 + A 2 and α i , β i be the scalar coefficients of the characteristic polynomial of A i , satisfying A 2 i + α i A i + β i I = 0, for i = 1, 2, 3. By noting trace(A i ) = −α i , it follows α 3 = α 1 + α 2 for n = 2. Then
As a result, the matrix in (22) 
With some row and column permutations (24) is converted to
It can be realized that all the rows of the above matrix are linearly independent if and only if the pairs (A 1 , B), (A 2 , B) and (A 0 , B) are controllable. Note that, here, we use the fact thatC w (2) is a square matrix and the row rank is equivalent to the column rank. Theorem 2 provides a necessary and sufficient condition for the WAM-controllability of the special case n = 2, m = 1. As for the general case, while Lemma 1 presents the necessary condition for the controllability of the WAM model, finding its sufficient condition is hard and this can be the subject of future works. In Section III, the 1D model of 2D systems will be obtained from column (row) process. It will be shown, in Section IV, that the necessary and sufficient condition for the controllability of this 1D model, referred to as directional controllability, is only the controllability of one of the two pairs (A 1 , B) and (A 2 , B) . The pair (A 0 , B) would have no influence on the directional controllability.
III. NEW 1D FORM OF 2D FIRST FM MODEL
The FM model (1) can be represented in the following form:
j). (26)

Assumption 1:
In what follows, it is assumed that the {j}-direction of the 2D system in (1) has a finite horizon, j = 0, 1, . . . , v. Now, we define the following stacking vectors:
The 2D system (26) can be presented as
Here, x(i + 1, 0) and x(i, 0) are state boundary conditions. As seen in (27), the variable {j} is hidden in the new defined 1D form.
To have the standard form of a 1D discrete system, left multiply both sides of (28) by J −1 to obtain
Note that a numerical algorithm is given in [9] to compute J −1 explicitly. It can be found thatK andL are block lower triangular matrices aŝ
In this new 1D form, the dimension of the state is invariant.
Remark 4:
In this technical note, the dimension of considered 2D system is assumed to be μ × v and, as a result, the sizes of X(i) and U (i) in (30) are v · n and v · m, respectively. Besides, there are two set of boundary conditions
IV. CONTROLLABILITY ANALYSIS
A. Notion of Local Controllability for 2D Systems
Instead of notion of controllability introduced for 1D discrete-time systems, notion of local controllability (reachability) is developed for 2D systems [14] . Here, the controllability of the first FM model (1) is studied referring to [4] and [14] .
With the boundary conditions (32) and the given admissible controls sequence, it can be shown
where A i,j is as in (12) and (13) . From (33), we have
and
Definition 2: Consider the system (1) with the boundary conditions (32). This system is locally controllable in a given rectangle It should be mentioned that this lemma is proven in [4] for reachability case. Indeed, a method similar to proving Cayley-Hamilton theorem for 1D systems can be developed for the 2D case.
B. Directional Controllability
In this subsection, the controllability of the 1D system in (30) is considered. Moreover, a new notion of controllability for this special form of the 2D system in (1) is defined. Now, define
Since u i1 , . . . , u i(v−1) are included in u iv , (37) can be rewritten as
where C i is the matrix in (39), shown at the bottom of the page.
Lemma 4:
The matrix C i in (39) satisfies
whereK andL have the form in (31).
Proof: From (30), it can be demonstrated that
and U (·), V (·) are defined in (27). Noting that U(i) = u iv and comparing (41) with (38), we can conclude (40) as C i = C u i . As X(0) and V(i) are determined by the boundary and initial conditions, we only need to check C i for the controllability of system (41). As the matrix C i has the form of the controllability matrix of the 1D system (30), the controllability of the 1D system (30) can be analyzed by checking the rank of this matrix. Furthermore, in the sequel it is shown that the matrix C i in (39) has more to do with the local controllability of the 2D system in (1) . In what follows it is assumed that μ ≥ n and v ≥ n, without loss of generality.
Lemma 5: The system (30) is controllable at the k-th (k = 1, · · · , μ) step with unconstrained control inputs U , if and only if
Proof: From Lemma 4, the k-th step controllability matrix of (30) is equivalent to C k . Hence, this system is controllable if and only if C k has full row rank.
Moreover, in the following theorem it will be shown that when μ ≥ n, v ≥ n and C μ is of full row rank, the local controllability matrix C nn , and hence, C μv will be of full row rank. However, the converse of this issue is not always true.
Theorem 3: The local controllability matrix C nn has full row rank if the matrix C μ has full row rank where μ ≥ n and v ≥ n.
Proof: C μ has v block rows with each block having the dimension {n × (μ · v · m)}. Note that the nonzero blocks of the n-th block row of C μ is equivalent to the controllability matrix C μn . Hence, if C μ has full row rank, C μn and thus C μv has full row rank. From Lemma 2, the 2D system (1) is locally controllable in a given rectangle  [(0, 0), (μ, v) ]. According to Lemma 3, C nn is of full row rank.
In other words, if C μ has full row rank, the 1D form system (30) is controllable and the 2D system (1) is locally controllable in a given rectangle [(0, 0), (μ, v)] with unconstrained control inputs. Now comes the main result of this section. Theorem 4: The 1D form (30) of the 2D system (1) is controllable if and only if the matrix pair (A 2 , B) is controllable.
Proof: By some column permutations (without changing the row rank) C n is rearranged as in (43), shown at the bottom of the previous page. The matrix in (43) is a lower-triangular block matrix and its diagonal blocks are the controllability matrix of the pair (A 2 , B) . Therefore, the controllability of (A 2 , B) is equivalent to that of (K,L).
Here, according to Theorem 4, a new notion of controllability for 2D systems is defined.
Definition 3: The 2D system in (1) is said to be directionally controllable with respect to the direction {j}, if its 1D form Σ v in (30) is controllable.
Proposition 2: The 2D system in (1) is directionally controllable with respect to the direction {j}, if and only if the matrix pair (A 2 , B) is controllable.
Remark 5: Basically, the notion of local controllability of 2D systems uses the Kalman-controllability notion and extends it to a more general form for 2D systems. Meantime, the notions of WAM controllability and/or directional controllability defined specifically for the 1D form of the 2D system (1) also exploits the standard Kalmancontrollability notion. Note that Theorem 4 provides a sufficient and necessary condition for the controllability of the obtained 1D system (30), which is exactly equivalent to the Kalman-controllability of the matrix pair (A 2 , B) .
Similarly, a sufficient and necessary condition of the directional controllability with respect to {i}-direction is that the matrix pair (A 1 , B) is controllable.
