We introduce and study the topological concepts of chain transitivity, mixing and chain mixing property for dynamical systems induced by uniform hyperspaces. These notions generalize the relevant concepts for metric spaces.
If τ = {A ⊂ X : ∀a ∈ A, ∃E ∈ U , such that E[a] ⊂ A}, then τ is a topology on X that is called the topology inducd by uniformity U . From now on, when we say that the uniform space (X, U ) satisfies a certain topological property, we mean that the topological space (X, τ) has the same property [3] .
In a uniform space (X, U ), we define hyperspaces of X as follows: 1) 2 X = {A ⊂ X : A is closed and non − empty}, 2) C(X) = {A ∈ 2 X : A is connected}, and for every n ∈ N, 3) C n (X) = {A ∈ 2 X : A has at most n components}, 4) F n (X) = {A ∈ 2 X : A has at most n points}, and also 5) F(X) = ∞ n=1 F n (X) − the collection o f all f inite subsets o f X. Let (X, U ) be a uniform space and E ∈ U . If
then it is easy to prove that the set B = {2 E : E ∈ U } is a base for a uniformity on 2 X , that denoted by 2 U = {U ⊂ 2 X × 2 X : there exists U ∈ U such that 2 U ⊂ U}.
It is known that the topology induced by 2 U coincides with the Vietoris topology. We recall that a Vietoris topology on a set X is a topology with a base of all the sets of the form V(U 1 , U 2 , . . . , U k ) = {B ∈ 2 X : B ⊂ k i=1 U i and B ∩ U i ∅ for i = 1, 2, . . . , k}, where U 1 , U 2 , . . . , U k are open in (X, τ U ) [3] . By [2] , if (X, U ) is compact and Hausdorff, the 2 X is also compact and Hausdorff. Let f : X −→ X be a map. We define 2 f : 2 X → 2 X by 2 f (A) = f (A) for all A ∈ 2 X . We defined the maps C n ( f ), C( f ), f n and f <ω from 2 X into 2 X by C n ( f ) = 2 f | C n (X) , C( f ) = 2 f | C(X) , f n = 2 f | F n (X) , f <ω = 2 f | F(X) . These functions are also called induced maps by f .
Some definition of dynamical systems
Let X is a uniform space and f : X → X is a continuous map. Let D be an entuorage of uniform space (X, U ). A finite D-pseudo orbit [1] . A subset Λ of X is uniform internally chain transitive if for every pair of points x, y ∈ Λ and every D ∈ U there is a D-chian {x 0 = x, x 1 , . . . , x m = y} ⊆ Λ between x and y. In the special case when Λ = X, we say that f (or X ) is uniform chain transitive. If a, b, c ∈ X and,
Note that the length of Γ 1 + Γ 2 is the sum of lengths of Γ 1 and Γ 2 . We denot the product space X × X × · · · × X n−times by X (n) and define f (n) :
). This is not to be confused with f n which is simply the nth iterate of f .
We say that f is uniform chain weakly mixing( or uniform weakly mixing by chains)if the function f (2) : X (2) −→ X (2) is uniform chain transitive. The map f is also totally uniform chain transitive ( or totally uniform transitive by chains ) if for every n ≥ 1, the function f n : X −→ X is uniform chain transitive.
We say that f is i. exact by uniform chains if for every E ∈ U and every non-empty open subset U of X, there is a positive integer n E ≥ 1 such that for every x ∈ X there exists u ∈ U and an E-chain {u = a 0 , a 1 , . . . , a n E = x} from u to x with length exactly n E .
Recall that a map f : X −→ X is called exact if for every non-empty open set U ⊆ X, there exists a positive integer m such that f m (U) = X, and the map f is called uni f orm weakly mixin if f × f : X × X −→ X × X is uniform transitive. ii. uniform chain mixing [4] ( or mixing by uniform chains ) if for every entourage E there exists a positive integer N such that for all n ≥ N and for any pair x, y ∈ X, there exists an E− chain from x to y of length n, {x 0 = x, x 1 , x 2 , . . . , x n = y}. iii. uniform chain recurrent [?] if for every x ∈ X and every entourage E, there is an E− chain from x to itself.
Main resultes
Proposition 1.1. Let (X, U ) be a uniform space and let f : X −→ X be a continuous function. If C( f ), C n ( f ), f n , f <ω or 2 f , for any n, is uniform chain transitive, then f is uniform chain transitive.
Proof. We give the proof for 2 f , the proofs for the other functions are similar. Let E ∈ U , then 2 E ∈ 2 U , and assume that 2 f is uniform chain transitive. Let
Therefore, the sequence x = a 0 , a 1 , a 2 , . . . , a k = y is an uniform E-chain from x to y in X. Lemma 1.2. Let X be compact Hausdorff space, let f : X −→ X be a continuous function and let Y be a dense and invariant subset of X. Then f is uniform chain transitive iff f |Y is uniform chain transitive.
This implies that f (z 1 ), y ∈ E. By hypothesis, there is an uniform E−chain in Y, {z 0 = a 0 , a 1 , a 2 , . . . , a k = z 1 }, with k 1. Hence, the sequence x, z 0 = a 0 , a 1 , a 2 , . . . , a k = z 1 , y is an uniform E-chain from x to y in X.
Recall that for every A ∈ 2 X and any E ∈ U , there is a finite set K ∈ F(X) ⊆ 2 X such that A ⊂ E[K]. This along with last lemma gives f <ω is uniform chain transitive, iff 2 f is uniform chain transitive. Lemma 1.3. Let X be a compact Hausdorff space, and let f : X −→ X be a continuous function. If f n is uniform chain transitive for any n ≥ 1, then f <ω is uniform chain transitive.
Proof. Assume f n is uniform chain transitive for any n ≥ 1, let A, B ∈ F(X) of F n 's, we can find n ∈ N such that both A and B belong to F n (X). Hence, there exists an uniform chain from A to B. Thus, by defenition of F(X), we have an uniform chain from A to B in F(X).Therefore, f <ω is uniform chain transitive. Lemma 1.4. Let (X, U ) be a compact Hausdorff space and let f : X −→ X be a continuous function. If 2 f is uniform chain transitive, then f n is uniform chain transitive for some n 2.
. Lemma 1.5. Let (X, U ) be a compact Hausdorff space and let f : X −→ X be a continuous function. If f n is uniform chain transitive for any n 1, then 2 f is uniform chain transitive.
Proof. Assume f n is uniform chain transitive for any n ≥ 1. Let the sets A, B ∈ 2 X and let E ∈ U such that there exists an uniform chain from A to B. LetẼ be a symmetrice entourage such thatẼ 2 ⊂ E. Let D be anẼ-modulus of cotinuity. Since f n is uniform chain transitive, there exists K ∈ F m and L ∈ F n for n > m, such that A ⊂ D[K] and B ⊂ D[L], since F m is uniform chain transitive, there is a D-chain {K = K 0 , K 1 , . . . , K n = L} between K and L. Therefore we have ( f n (K), K 1 ) ∈ 2 D also ( f n (K n ), L) ∈ 2 D , on the other hand, since A ⊂ D[K] and by continuoity, we have
, thus ( f n (A), K 1 ) ∈ 2 E and ( f n (B), K n ) ∈ 2 E . Therefore there is an uniform chain transitive from A to B in 2 X . Lemma 1.6. Let X be a compact Hausdorff space and let f : X −→ X be a continuous function. If f n is uniform chain transitive for some n ≥ 2 then f n is uniform chain transitive for any n ≥ 1.
Proof. It will therefore suffice to show that given a fixed n ≥ 2, uniform chain transitivity of f n implies uniform chain transitivity of f n+1 . To this end let E ∈ U , without loss of generality we may assume that A = {a 1 , a 2 , . . . , a n+1 } and B = {b 1 , b 2 , . . . , b n+1 }. Let A ′ = {a 1 , a 2 , . . . , a n } and B ′ = {b 1 , b 2 , . . . , b n }, A ′′ = {a 1 , a 2 , . . . , a n−1 } and B ′′ = {b 1 , b 2 , . . . , b n−1 }. Since f n is uniform chain transitive, there are E-chains:
Since f n (X) is uniform chain transitive, then there is an E−chain from A ′′ ∪ f r (a n+1 ) to B ′′ ∪ {w}. Thus, the concatenation this E-chains, we have an E-chain from A to B in F n+1 (X). Corollary 1.7. Let X be acompact Hausdorff space and let f : X −→ X be a continuous function. Then the following are equivalent: (i) 2 f is uniform chain transitive, (ii) f n is uniform chain transitive for some n ≥ 2, (iii) f n is uniform chain transitive for any n ≥ 1.
Lemma 1.8. Let X be a compact Hausdorff space and let f : X −→ X be a continuous
function. If f n is uniform chain transitive for any n ≥ 1, then f is uniform chain transitive and for any z ∈ X and any entourage E there are two E-chains from z to itself with co-prime lengths.
Proof. We assume in particular, that f 2 is uniform chain transitive, let z ∈ X and E ∈ U be arbitrary. Since f 2 is uniform chain transitive, then there exists an E-chain from z, f (z) to {z} in F 2 (X). If this E -chain has length r, then this implies that there are two different E-chains from z to z of length r and r + 1 as desired. Furthermor, by proposition1.1 f is uniform chain transitive. Lemma 1.9. Let X be a compact Hausdorff space and let f : X −→ X be a continuous function.If f is uniform chain transitive and there exist z ∈ X such that for any entourage E there are two E-chains from z to itself with co-prime lengths, then f n is uniform chain transitive for some n ≥ 2.
Proof. Let A = {a 1 , a 2 } and B = {b 1 , b 2 } be two points in F 2 (X) and let E ∈ U . In order to show uniform chain transitivity of f 2 , we will construct an E-chain from A to B in F 2 (X). For i ∈ {1, 2}, let α i be the shortest E-chain from a i to z, let β i be the shortest E-chain from z to b i , and let γ i be an E-chain from z to z of length p i . Also, let us assume that the length of α i is k i and length of β i is m i . In order to have an E-chain from A to B in F 2 (X), we need to find positive number r and t satisfying: k 1 + r · p 1 + m 1 = k 2 + t · p 2 + m 2 . Without loss of generality, we may assume that k 1 + m 1 > k 2 + m 2 . Thus, the numbers r and t should satisfy: k 1 + m 1 − (k 2 + m 2 ) = t · p 2 − r · p 1 . Since (p 1 , p 2 ) = 1, then it is always possible to find the numbers r and t. Lemma 1.10. Let X be a compact Hausdorff space, let Y be a uniform space and let f : X −→ X, and : Y −→ Y be continuous such that there exists h : X −→ Y onto and continuous such that h • f = • h. If f is uniform chain transitive, then is uniform chain transitive.
Since H is onto, there are x 1 and x 2 in X such that h(x 1 ) = y 1 and h(
Proposition 1.11. Let X be a compact Hausdorff space, let f : X −→ X be a continuous function and let n ≥ 1. The following are equivalent:
Proof. Let h : X (n) −→ F n (X) given by for each (x 1 , x 2 , . . . , x n ) in X n , = f n • h ((x 1 , x 2 , . . . , x n )) .
Hence, by lemma 1.10, we have that (1) implies (2) . To see that (2) implies (1), let (x 1 , x 2 , . . . , x n ), (y 1 , y 2 , . . . , y n ) ∈ X (n) and let E ∈ U . Let z ∈ X, then h ((x 1 , x 2 , . . . , x n )) , h y 1 , y 2 , . . . , y n and {z} are in F n (X). By hypothesis there are E-chains in F n (X) in the following way: h ((x 1 , x 2 , . . . , x n )) = A 0 , A 1 , . . . , A m 1 = {z} and {z} = B 0 , B 1 , . . . , B m 2 = h y 1 , y 2 , . . . , y n . For each i ∈ {1, 2, . . . , n}, we have induced E-chain in X,
for each j ∈ {0, 1, . . . , m 1 } and each t ∈ {0, 1, . . . , m 2 }. Thus, the sequence D 0 , D 1 , . . . , D m 1 , D m 1 +1 , . . . , D m 1 +m 2 , given by:
is an E-chain in X (n) from (x 1 , x 2 , . . . , x n ) to (y 1 , y 2 , . . . , y n ). Lemma 1.12. Let X be a compact Hausdorff space, let f : X −→ X be a continuous function. If f (n) is uniform chain transitive for any n ≥ 1, then for every z ∈ X and each entourage E, there is a positive integer n ≥ 1 such that for each x ∈ X \ {z}, there is an E− chain of length n from z to x.
Proof. Let W ⊆ X be a non-empty open set and let E ∈ U and let D ∈ U such that Proof. Suppose that f is exact by uniform chains. To see that f (2) : X (2) −→ X (2) is uniform chain transitive, let (x 1 , x 2 ) , y 1 , y 2 ∈ X (2) and let E ∈ U . Let W 1 = Int X E[ f (x 1 )] and W 2 = Int X E[ f (x 2 )] . By hypothesis, there are positive integers m 1 , m 2 such that for each x ∈ X, there exist w 1 ∈ W 1 , w 2 ∈ W 2 , and E-chains, w 1 = a 0 , a 1 , . . . , a m 1 = x and w 2 = b 0 , b 1 , . . . , b m 2 = x . Hence, for f (x 2 ), there are w ′ 1 ∈ W 1 and an E-chain w ′ 1 = c 0 , c 1 , . . . , c m 1 = f (x 2 ) . Similarly, for f (x 1 ), there are w ′ 2 ∈ W 2 and an E-chain w ′ 2 = d 0 , d 1 , . . . , d m 2 = f (x 1 ) . Then, for y 1 , we have w ′′ 2 ∈ W 2 and an E-chain w ′′ 2 = s 0 , s 1 , . . . , s m 2 = y 1 . Analogously, for y 2 , there are w ′′ 1 ∈ W 1 and an E-chain w ′′ 1 = t 0 , t 1 , . . . , t m 1 = y 2 . Thus, the sequences:
are E-chains of the same length. Hence, the sequence:
Analogously, we can construct an E-chain β in X (2) from (w, w) to (y 1 , y 2 ). Thus, the concatenation α + β is an E-chain in X (2) from (x 1 , x 2 ) to (y 1 , y 2 ). Hence, f (2) : X (2) −→ X (2) is uniform chain transitive.
Note that if f is uniform chain weakly mixing, then f (2) : X (2) → X (2) is uniform chain transitive. 
Hence, there is no an E-chain from x to z, which is cotradiction. Corollary 1.19. Let X be a non-empty compact connected space and f : X −→ X a continuous function. Then f is uniform chain transitive ifand only if one, and hence all of the conditions in last lemmas hold. Furthermore all of these condition are equivalent to requiring that f is uniform chain recurrent. Using the fact that if X is a non-empty compact connected space, then 2 X is also a non-empty compact connected space. Corollary 1.20. Let X be non-empty compact connected space and let f : X −→ X be a continuous function. The following are equivalent:
(1) f is uniform chain transitive;
(2) 2 f is uniform chain transitive;
(3) 2 f is totally uniform chain transitive; (4) 2 f is uniform chain weakly mixing; (5) 2 f exact by uniform chains; (6) 2 f is uniform chain recurrent. Theorem 1.21. Let (X, U ) be uniform space and let f : X −→ X be a continuous function such that f 2 is uniform chain transitive. If X has finitely many components, then X is connected.
Proof. Let W be open subset of X containing z. Then there exists E ∈ U such that E[z] ⊂ W. Assume that X has r components say W 1 , W 2 , . . . , W r . Since X is compact, there exist z 1 , z 2 , . . . , z r in X such that X = r i=1 W z j . Let W 1 = W Z 1 and for each j ∈ {2, . . . , r}, let W j = W z j \ r−1 k=1 W z k . Then W = {W 1 , W 2 , . . . , W r } is a finite open cover of X such that W j ∩ W k = ∅ if j k. Hence there exists D ∈ U such that C(D) refines W. If A = {a 1 , a 2 } ⊆ W 1 and B = {b 1 , b 2 } such that b i ∈ W i , i ∈ {1, 2}, then there is no an D-chain from A to B in F 2 (X), which contradicts our assumption.
