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Abstract—Although deep learning based speech enhancement
methods have demonstrated good performance in adverse acous-
tic environments, their performance is strongly affected by the
distance between the speech source and the microphones since
speech signals fade quickly during the propagation through
air. In this paper, we propose deep ad-hoc beamforming to
address the far field speech processing problem. It contains
two novel components. First, it combines ad-hoc microphone
arrays with deep-learning-based multichannel speech enhance-
ment, where an ad-hoc microphone array is a set of ran-
domly distributed microphones collaborating with each other.
This combination reduces the probability of the occurrence of
far-field acoustic environments significantly. Second, it opens
a new problem—channel selection—to the deep-learning-based
multichannel speech enhancement, and groups the microphones
around the speech source to a local microphone array by a
channel selection algorithm. The channel selection algorithm
first predicts the quality of the received speech signal of each
channel by a deep neural network. Then, it groups the micro-
phones that have high speech quality and strong cross-channel
signal correlation into a local microphone array. We developed
several channel selection algorithms from the simplest one-best
channel selection to a machine-learning-based channel selection.
We conducted an extensive experiment in scenarios where the
locations of the speech sources are far-field, random, and blind
to the microphones. Results show that our method outperforms
representative deep-learning-based speech enhancement methods
by a large margin in both diffuse noise reverberant environments
and point source noise reverberant environments.
Index Terms—Adaptive beamforming, ad-hoc microphone ar-
ray, channel selection, deep learning, distributed microphone
array, MVDR.
I. INTRODUCTION
DEEP learning based speech enhancement has demon-strated its strong denoising ability in adverse acoustic
environments [1], which has attracted much attention since its
first appearance [2]. Current deep-learning-based techniques
employ either a single microphone or a conventional micro-
phone array to pick up speech signals, where the conventional
microphone array describe the microphone array fixed in a
single equipment. Deep-learning-based single-channel speech
enhancement, e.g. [2], [3], employs a deep neural network
(DNN), which is a multilayer perceptron with more than
one nonlinear hidden layer, to learn a nonlinear mapping
function from noisy speech to clean speech or its ideal time-
frequency masks. Deep-learning-based multichannel speech
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Fig. 1. Illustration of an ad-hoc microphone array.
enhancement has two major forms. The first form [4] uses
a microphone array as a feature extractor to extract spatial
features, e.g. interaural time difference and interaural level
difference, as the input of the DNN-based single-channel
enhancement. The second form [5], [6], which we denote
bravely as deep beamforming, estimates a monaural time-
frequency (T-F) mask [5], [7], [8] using a single-channel
DNN so that the spatial covariance matrices of speech and
noise can be derived for adaptive beamforming, e.g. minimum
variance distortionless response (MVDR) or generalized eigen-
value beamforming. This paper focuses on exploring deep
beamforming techniques.
Deep beamforming is fundamentally linear methods, whose
output does not suffer from nonlinear distortions. It is also
insensitive to the geometry pattern of the microphone array,
which makes it compatible to many kinds of microphone ar-
rays. Due to the above advantages, deep beamforming has been
extensively studied, including the aspects of the integration
with the spatial-clustering-based masking [9], acoustic features
[10], model training [11]–[14], mask estimations [6], post-
processing [15], etc. Many recent evidences show that deep
beamforming not only improves speech quality significantly,
but also reduces the word error rate of its successive speech
recognizer by a large margin. Besides, some work reported that
the jointly optimization of a DNN based multi-channel front-
end and a back-end speech recognizer yields better results than
the separated optimization [16].
Although many positive results have been observed, existing
deep beamforming techniques were studied with conventional
microphone arrays only, such as linear arrays in portable
equipments. Because speech signals fade quickly during the
propagation through air, the performance of deep beamforming
drops when the distance between the speech source and the
microphone array is enlarged. Finally, how to maintain the
enhanced speech at the same high quality throughout an
interested physical space becomes a new problem.
Ad-hoc microphone arrays provide a potential solution to
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2the above problem. As illustrated in Fig. 1, an ad-hoc mi-
crophone array is a set of randomly distributed microphones.
The microphones collaborate with each other. Compared to
conventional microphone arrays, an ad-hoc microphone array
has the following two advantages. First, it has a chance to
enhance a speaker’s voice with equally good quality in a
range where the array covers. Second, its performance is not
limited to the physical size of application devices, e.g. cell-
phones, gooseneck microphones, or smart speaker boxes. Ad-
hoc microphone arrays also have a chance to be widespread in
real-world environments, such as meeting rooms, smart homes,
and smart cities. The research on ad-hoc microphone arrays
is an emerging direction [17]–[25]. However, current research
on ad-hoc microphone arrays is still at the very beginning.
For example, some work has focused on the channel selection
problem in an ideal scenario where perfect noise estimation
and voice activity detection is available [24]. Although some
work has tried to jointly conduct noise estimation and channel
selection, it has to make many assumptions and carry out
advanced mathematical formulations, such as the bi-alternating
direction method of multipliers for the distributed optimization
of the `1 regularized channel-selection objective [19].
In this paper, we propose deep ad-hoc beamforming (DAB)
which brings deep beamforming and ad-hoc microphone ar-
rays together for enhancing both of their advantages. It has
the following two novelties:
• DAB applies ad-hoc microphone arrays to deep beam-
forming. This application not only is straightforward
without a large modification of existing deep beamform-
ing algorithms, but also reduces the probability of the oc-
currence of far field acoustic environments significantly.
• DAB opens a new problem—channel selection—to
deep beamforming, and introduces several algorithms
to solve the problem. As will be shown in the experi-
ment, applying ad-hoc microphone arrays to deep beam-
forming without channel selection does not yield optimal
performance. To optimize the performance of DAB, we
propose a supervised channel selection framework. It first
predicts the quality of the received speech signal of each
channel by a deep neural network. Then, it groups the
microphones that have high speech quality and strong
cross-channel signal correlation into a local microphone
array. Several channel selection algorithms have been
developed, including a one-best channel selection method
and several N-best channel selection methods with the
positive integer N ≥ 1 either predefined or automatically
determined according to different channel selection crite-
ria.
We have conducted an extensive experimental compari-
son between the representative deep-learning based single-
channel enhancement, deep beamforming with conventional
microphone arrays, and DAB, in scenarios where the speech
sources and microphone arrays were placed randomly in
typical physical spaces and the noise sources were either
diffuse noise or point source noise. Experimental results with
noise-independent training show that DAB outperforms the
comparison methods by a considerable margin.
This paper is organized as follows. Section II present math-
ematical notations of this paper. Section III overviews deep
beamforming. Section IV presents the idea and advantages
of applying ad-hoc microphone arrays to deep beamforming.
Section V presents the proposed DAB. Sections VI and
VII present the experimental results in diffuse noise and
point source noise environments respectively. Finally, Section
VIII concludes our findings. The supplementary materials
of this paper is available at http://www.xiaolei-zhang.net/
publications.htm.
II. NOTATIONS
We first introduce some notations here. Regular lower-case
letters, e.g. s, f , and γ, indicate scalars. Bold lower-case
letters, e.g. y and α, indicate vectors. Bold capital letters,
e.g. P and Φ, indicate matrices. Letters in calligraphic fonts,
e.g. X , indicate sets. 0 (1) is a vector with all entries being
1 (0). The operator T denotes the transpose. The operator H
denotes the conjugate transpose of complex numbers.
III. BACKGROUND: DEEP BEAMFORMING
All speech enhancement methods throughout the paper
operate in the frequency domain on a frame-by-frame basis.
Suppose that a physical space contains one target speaker,
multiple noise sources, and a microphone array of M micro-
phones. The physical model for the received signals by the
microphone array is assumed to be
y(t, f) = c(f)s(t, f) + h(t, f) + n(t, f) (1)
where s(t, f) is the short-time Fourier transform (STFT) value
of the target clean speech at time t and frequency f , c(f) is
the time-invariant acoustic transfer function from the speech
source to the array which is an M -dimensional complex
number:
c(f) = [c1(f), c2(f), . . . , cM (f)]
T (2)
c(f)s(t, f) and h(t, f) are the direct sound and early and late
reverberation of the target signal, and n(t, f) is the additive
noise:
n(t, f) = [n1(t, f), n2(t, f), . . . , nM (t, f)]
T (3)
y(t, f) = [y1(t, f), y2(t, f), . . . , yM (t, f)]
T . (4)
which are the STFT values of the received signals by the m-
th microphone at time t and frequency f . Usually, we denote
x(t, f) = c(f)s(t, f).
Deep beamforming, e.g. [5], finds a linear estimator
wopt(f) to filter y(t, f) by the following equation:
xˆref.(t, f) = w
H
opt(f)y(t, f). (5)
where xˆref.(t, f) is an estimate of the direct sound at the
reference microphone of the array. For example, MVDR
finds wopt by minimizing the average output power of the
beamformer while maintaining the energy along the target
direction:
min
w(f)
wH(f)Φnn(f)w(f) (6)
subject to wH(f)c(f) = 1
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Fig. 2. Monte Carlo simulation of the distance distribution between a speech source and a microphone array in comparison. The physical spaces for this
simulation contain a square room, a rectangle room, and a circle room (see sFig. 1 in the supplementary materials for the details of the three rooms). The
farest distance between the speech source and the microphone array in any of the rooms is set to 20 meters. Each microphone array in comparison consists
of 16 microphones. (a) Probability density function (PDF) of the distance distribution of a conventional microphone array. The mean and standard deviation
of this distribution are 7.28 and 3.71 meters respectively. (b) PDF of the distance distribution of an ad-hoc microphone array, where the distance is defined
as the average distance between the speaker and each microphone in the ad-hoc array. The mean and standard deviation of this distribution are 7.28 and 1.68
meters respectively. (c) PDF of the distribution of the distance between the speech source and the best microphone in the ad-hoc microphone array, where the
word “best microphone” denotes the closest microphone to the speech source. The mean and standard deviation of the distribution are 1.92 and 1.21 meters
respectively. (d) Cumulative distribution functions (CDF) of the distance distributions in Figs. 2a, 2b, and 2c.
where Φnn(f) is an M ×M -dimensional cross-channel co-
variance matrix of the received noise signal n(f). (6) has a
closed-form solution:
wopt(f)=
Φ̂
−1
nn(f)cˆ(f)
cˆH(f)Φ̂
−1
nn(f)cˆ(f)
(7)
where the variables Φ̂nn(f) and cˆ(f) are the estimates of
Φnn(f) and c(f) respectively which are derived by the
following equations according to [10], [15], [26]:
Φ̂xx(f) =
1∑
t η(t, f)
∑
t
η(t, f)y(t, f)y(t, f)H (8)
Φ̂nn(f) =
1∑
t ξ(t, f)
∑
t
ξ(t, f)y(t, f)y(t, f)H (9)
cˆ(f) = principal
(
Φ̂xx(f)
)
(10)
where Φ̂xx(f) is an estimate of the covariance matrix of
the direct sound x(t, f), principal(·) is a function returning
the first principal component of the input square matrix, and
η(t, f) and ξ(t, f) are defined as the product of individual
estimated T-F masks:
η(t, f) =
M∏
i=1
ρ
(
ÎRMi(t, f)
)
(11)
ξ(t, f) =
M∏
i=1
(
1− ρ
(
ÎRMi(t, f)
))
(12)
where ÎRMi(t, f) is the estimate of an ideal ratio mask at
the i-th channel produced from a DNN-based single-channel
speech enhancement method and ρ(·) is a cross-channel post-
processing method of the predicted masks, such as the multi-
mask prediction and single-mask prediction [6]. The ideal ratio
mask IRM(t, f) is defined as
IRM(t, f) =
|x(t, f)|
|x(t, f)|+ |h(t, f) + n(t, f)| (13)
where |x(t, f)|, |h(t, f)|, and |n(t, f)| are the amplitude
spectrograms of the direct and early reverberant speech, late
reverberant speech, and noise components of the single-
channel noisy speech respectively. The IRM is the training
target of the DNN-based single-channel speech enhancement.
IV. DEEP BEAMFORMING WITH AD-HOC MICROPHONE
ARRAYS
Unlike traditional statistical signal processing methods, deep
beamforming does not need to know the pattern of the
array, which makes it flexible to incorporate many kinds of
microphone arrays, such as linear array, circular array, etc.
This paper proposes to combine deep beamforming with ad-
hoc microphone arrays, which brings the merits of ad-hoc
microphone arrays into deep beamforming as follows.
Ad-hoc microphone arrays can significantly reduce the
probability of the occurrence of far-field environments. We
take the case described in Fig. 2 as an example. When a
speaker and a microphone array are distributed randomly in
a room, the distribution of the distance between the speaker
and an ad-hoc microphone array has a smaller variance than
that between the speaker and a conventional microphone array
(Figs. 2a and 2b). For example, the conventional array has a
probability of 24% to be placed over 10 meters away from
the speech source, while the number regarding to the ad-hoc
array is only 7%. Particularly, the distance between the best
microphone in the ad-hoc array and the speech source is only
1.9 meters on average, and the probability of the distance that
is larger than 5 meters is only 2% (Fig. 2c). Due to the above
advantages, we propose to apply ad-hoc microphone arrays to
deep beamforming.
V. DEEP AD-HOC BEAMFORMING
After applying ad-hoc microphone arrays to deep beam-
forming, one question arises: can we apply existing deep
beamforming algorithms, such as [5], [6], to ad-hoc micro-
phone arrays directly? It works, but probably not the best
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Fig. 3. Diagram of deep ad-hoc beamforming. The channel-selection algorithm is described in the red dashed box.
way. Because the distances between the speaker and the
microphones in an ad-hoc microphone array vary in a large
range, the quality of the received signals across channels
may vary dramatically accordingly. However, existing deep
beamforming algorithms does not consider the channel selec-
tion problem, which is a new problem that does not exist in
previous studies. This paper adds a channel-selection building
block to existing deep beamforming algorithms, named DAB.
The core idea of DAB is to filter y(t, f) by a channel-
selection vector p = [p1, . . . , pM ]T before the adaptive
beamforming, such that the channels that output low quality
speech signals can be suppressed or even discarded. A system
overview is shown in Fig. 3.
In this section, we first overview the DAB system in Section
V-A, and then describe the channel-reweighting model and
channel-selection methods in Sections V-B and V-C respec-
tively.
A. System overview
DAB first uses a channel-selection method to mask the
received signal y:
yp(t, f) = p ◦ y(t, f) = p ◦ x(t, f) + p ◦ (h(t, f) + n(t, f))
(14)
where p = [p1, . . . , pM ]T is the output mask of the channel-
selection method described in the red box of Fig. 3, and ◦
denotes the element-wise product operator. Then, DAB uses
the masked signal yp to replace y in (1). Finally, it conducts
deep beamforming on yp as described in Section III. Note that,
if yp consists of only a single channel, then DAB outputs yp
directly without resorting to deep beamforming anymore.
The channel-selection algorithm is applied to each channel
independently. It contains two steps described in the following
two sections respectively.
B. Channel-reweighting model
It is known that deep beamforming applies DNN for the
mask estimation of the direct sound at each channel. DAB
also uses the output of the DNN (denoted as DNN1) as a
feature for its successive channel-reweighting model.
Suppose there is a test utterance of U frames, and suppose
the received speech signal and estimated direct sound produced
from DNN1 at the i-th channel are {y˜i(t)}Ut=1 and {xˆi(t)}Ut=1
respectively:
y˜i(t) = [|y|i(t, 1), . . . , |y|i(t, F )]T (15)
xˆi(t) = [ÎRMi(t, 1), . . . , ÎRMi(t, F )]T (16)
where |y|i(t, f) is the amplitude spectrogram of y(t, f) at the
i-th channel. We first merge all noisy frames and the estimated
clean speech respectively to two vectors by average pooling:
¯˜yi =
1
U
U∑
t=1
y˜i(t) (17)
¯ˆxi =
1
U
U∑
t=1
xˆi(t) (18)
Then, we get the estimated channel weight qi by
qi = g
([
¯˜y
T
i ,
¯ˆxTi
]T)
(19)
where g(·) is the channel-reweighting model and qi is the
channel weight of the ith channel.
We use DNN to train g(·) by supervised learning, and
denote g(·) as DNN2. To train g(·), we need to first define
a training target. Many measurements may be used as training
targets, such as performance evaluation metrics including
signal to noise ratio (SNR), short-time objective intelligibility
(STOI) [27], etc., as well as other device-specific metrics
including the battery life of a cell phone, etc. For example,
if a cell phone are to be out of power, then DAB should
prevent the cell phone being an activated channel of the ad-
hoc microphone array so as to save power of the cell phone.
This paper uses a variant of SNR as the target:∑
t |x|time(t)∑
t |x|time(t) +
∑
t |n|time(t)
(20)
where {xtime(t)}t and {ntime(t)}t are the direct sound and
additive noise of the received noisy speech signal in time-
domain.
As presented above, both DNN1 and DNN2 are trained on
single-channel data only instead of multichannel data collected
by ad-hoc microphone arrays, which is an important merit of
DAB for its practical use. In practice, the training data of
DNN1 and DNN2 need to be independent so as to prevent
overfitting.
5C. Channel-selection methods
Given the estimated weights q = [q1, . . . , qM ]T of the test
utterance, many advanced sparse learning methods are able to
project q to p, i.e. p = δ(q) where δ(·) is a channel-selection
function that enforces sparse constraints on q. This section
designs several δ(·) functions as follows.
1) One-best channel selection (1-best): The simplest
channel-selection method is to pick the channel with the
highest SNR:
pi =
{
1, if qi = max1≤k≤M qk
0, otherwise
∀i = 1, . . . ,M. (21)
After the channel selection, it is impossible to conduct MVDR
anymore. Hence, the DAB with this channel selection method
outputs the noisy speech from the selected channel directly.
2) All channels (all-channels): Another simple channel-
selection method is to select all channels with equivalent
importance:
pi = 1, ∀i = 1, . . . ,M. (22)
This method is just the DB with ad-hoc microphone arrays.
3) N-best channel selection with predefined N (fixed-N-
best): When the microphone number M is large enough, there
might exist several microphones close to the speech source
whose received signals are all informative. It is better to group
them together into a local array instead of selecting one best
channel:
pi =
{
1, if qi ∈ {q′1, q′2, . . . , q′N}
0, otherwise
∀i = 1, . . . ,M. (23)
where q′1 ≥ q′2 ≥ . . . ≥ q′M is the descent order of {qi}Mi=1,
and N is a user-defined hyperparameter, N ≤M .
4) N-best channel selection where N is determined on-
the-fly (auto-N-best): Here we develop a simple method that
determines the hyperparameter N in (23) on-the-fly. It first
finds q∗ = maxi∈{1,...,M} qi, and then determines p by
pi =
{
1, if qiq∗
1−q∗
1−qi > γ
0, otherwise
, ∀i = 1, . . . ,M. (24)
where γ ∈ [0, 1] is a tunable threshold. See Appendix for the
proof of (24).
5) Soft N-best channel selection (soft-N-best): One way to
encode the signal quality of the selected channels in (24) is
to use soft weights as follows:
pi =
{
qi, if qiq∗
1−q∗
1−qi > γ
0, otherwise
, ∀i = 1, . . . ,M. (25)
6) Machine-learning-based N-best channel selection
(learning-N-best): The above channel selection methods
determine the selected channels by SNR only, without
considering the correlation between the channels. As we
know, the correlation between the channels, which encodes
environmental information and the time delay between the
microphones, is important to adaptive beanforming.
Here, we develop a spectral clustering based channel selec-
tion method that takes the correlation into the design of the
affinity matrix of the spectral clustering. Specifically, we first
calculate the covariance matrix of the noisy speech across the
channels by
Φyy(f) =
∑
t
y(t, f)y(t, f)H . (26)
Then, we normalize (26) to an amplitude covariance matrix
Φnormyy (f):
Φnormyy (f)(i, j) =
|Φyy(f)(i, j)|2
Φyy(f)(i, i)Φyy(f)(j, j)
,
∀i, j = 1, . . . ,M. (27)
We calculate a new matrix K by averaging the amplitude
covariance matrix along the frequency axis by
K(i, j) =
1
F
F∑
f=1
Φnormyy (f)(i, j), ∀i, j = 1, . . . ,M (28)
where F is the number of the DFT bins. The affinity matrix
A of the spectral clustering is defined as
A = exp
(
−|K− I|
2
2σ2
)
, ∀i, j = 1, . . . ,M (29)
where I is the identity matrix, and σ is a hyperparameter
with a default value 1. Following the Laplacian eigenvalue
decomposition [28] of A, we obtain a J × M -dimensional
representation of the channels, U = [u1, . . . ,uM ], where ui
is the representation of the ith microphone and J denotes the
dimension of the representation.
We conduct agglomerative hierarchical clustering on U, and
take the maximal lifetime of the dendrogram as the threshold
to partition the microphones into B clusters (1 ≤ B ≤ M ),
denoted as U1, . . . ,UB . The maximum predicted SNRs of
the microphones in the clusters are denoted as q′1, . . . , q
′
B
respectively. Finally, we group the microphones that satisfy
the following condition into a local microphone array:
pi =
{
1, if ui ∈ Ub and q
′
b
q′∗
1−q′∗
1−q′b > γ
0, otherwise
,
∀i = 1, . . . ,M, ∀b = 1, . . . , B. (30)
where q′∗ = max1≤b≤B q
′
b.
VI. EXPERIMENTS IN DIFFUSE NOISE ENVIRONMENTS
This section studies DAB in diffuse noise environments.
Specifically, we first present the experimental settings in
Section VI-A and then present the results in Sections VI-B
to VI-D.
A. Experimental settings
1) Datasets: The clean speech was generated from the
TIMIT corpus. We randomly selected half of the training
speakers to construct the database for training DNN1, and the
remaining half for training DNN2. We used all test speakers
for test. The additive noise is assumed to be diffuse noise.
This assumption simulates “open-air” environments, such as
open-air talks and concerts in squares or stadiums. For each
environment, a speech source and some microphones are
6placed in a rectangle area. The noise source for the training
database was a large-scale sound effect library which contains
over 20,000 sound effects. The diffuse noise for the test
database was the babble, factory1, and volvo noise respectively
from the NOISEX-92 database.
For each training utterance, we simulated a rectangle area.
The length and width of the rectangle area were generated
randomly from a range of [10, 30] meters. The height was fixed
to 3.2 meters. The reverberant environment was simulated by
an image-source model.1 Its T60 was selected randomly from a
range of [0.4, 0.8]. A speech source and a single microphone
were placed randomly in the area with the distance drawn
uniformly from [1, 20] meters. The power of the diffuse noise
distributes evenly throughout the area. The SNR of the direct
sound and the additive noise at a place of 1 meter away from
the speech source was controlled in a range of [5, 25] dB,
and further dropped according to the room impulse response
(RIR) function. We denote the SNR at the place 1 meter away
from the speech source as the SNR at the origin for short.
We synthesized 30,000 noisy utterances to train DNN1, and
100,000 noisy utterances to train DNN2.
To analyze the comparison methods in terms of the distance
between the speech source and the microphone receiver, we
fixed a square area with a size of 14.14×14.14×3.2 meters for
all test utterances. Its T60 was set to 0.6 second. For each test
utterance, the speech source and the microphone array were
placed randomly in the area. For a conventional microphone
(array), the distance between the speech source and the array
was generated randomly from a range of [1, 20] meters. For an
ad-hoc array, we first generated an average distance between
the speech source and the array from the range of [1, 20]
meters, and then generated a distance randomly from the same
range for each microphone of the array whose mean equals
to the average distance. The SNR of the direct sound and the
additive noise at a place of 1 meter away from the speech
source was selected from 10, 15, and 20 dB respectively.
2) Comparison methods: The comparison methods include
a single-channel nonlinear speech enhancement method based
on deep learning (DS) [7], DB based on MVDR with 4
and 16 channels respectively [6], and DAB with 4 and 16
channels respectively. DS takes DNN1 as its deep model. DB
is described in Section III. All DB models employed DNN1 for
the single-channel noise estimation, adopted linear microphone
arrays, and fixed the array sizes to 0.4 meter. We compared
DS and DB with the following DAB variants:
• DAB+1-best.
• DAB+all-channels.
• DAB+fixed-N-best. We set N =
√
M .
• DAB+auto-N-best. We set γ = 0.5.
• DAB+soft-N-best. We set γ = 0.5.
• DAB+learning-N-best. We set J = M/2, σ = 1, and
γ = 0.5.
We ran DB and DAB with both multi-mask and single-mask
prediction methods [6] and report the best results.
For each comparison method, we set the frame length
and frame shift to 32 and 16 milliseconds respectively, and
1https://github.com/ehabets/RIR-Generator
extracted 257-dimensional STFT features. We used the same
DNN1 for DS, DB, and DAB. DNN1 is a standard feedforward
DNN. It contains two hidden layers. Each hidden layer has
1024 hidden units. The activation functions of the hidden units
and output units are rectified linear unit and sigmoid function,
respectively. The number of epochs was set to 50. The batch
size was set to 512. The scaling factor for the adaptive
stochastic gradient descent was set to 0.0015, and the learning
rate decreased linearly from 0.08 to 0.001. The momentum
of the first 5 epochs was set to 0.5, and the momentum of
other epochs was set to 0.9. A contextual window was used
to expand each input frame to its context along the time axis.
The window size was set to 7. DNN2 has the same parameter
setting as DNN1 except that DNN2 does not need a contextual
window and was trained with a batch size of 32. All DNNs
were well-tuned. Note that although bi-directional long short-
term memory may lead to better performance, we simply used
the feedforward DNN since the type of the DNN models is
not the focus of this paper.
3) Evaluation metrics: The performance evaluation metrics
include STOI [27], perceptual evaluation of speech quality
(PESQ) [29], and signal to distortion ratio (SDR) [30]. STOI
evaluates the objective speech intelligibility of time-domain
signals. It has been shown empirically that STOI scores
are well correlated with human speech intelligibility scores
[7], [31]–[33]. PESQ is a test methodology for automated
assessment of the speech quality as experienced by a listener
of a telephony system. SDR is a metric similar to SNR for
evaluating the quality of enhancement. The higher the value
of an evaluation metric is, the better the performance is.
Because the distances between the speech source and the
microphone arrays do not distribute uniformly in the rooms,
we propose the probabilistic average and probabilistic stan-
dard deviation to evaluate the performance of a comparison
method in a distance range of the rooms:
E[a,c]=
∫ c
a
perf(x )p(x)dx∫ c
a
p(x)dx
(31)
≈
∑c−b
i=a perf(i + b)
∫ i+b
i
p(x)dx∑c−b
i=a
∫ i+b
i
p(x)dx
(32)
S[a,c]=
(∫ c
a
∣∣perf(x )− E[a,c]∣∣2p(x)dx∫ c
a
p(x)dx
)1/2
(33)
≈
(∑c−b
i=a
∣∣perf(i + b)− E[a,c]∣∣2 ∫ i+bi p(x)dx∑c−b
i=a
∫ i+b
i
p(x)dx
)1/2
(34)
where E[a,c] and S[a,c] are the probabilistic average and
probabilistic standard deviation respectively over a range of
[a, c] meters, p(x) is the PDF at a distance x, and perf(x ) is
the performance of the method at x which can be STOI, PESQ,
SDR, etc. Because we evaluated the performance every 1 other
meter, i.e. b = 1, we adopted the approximation equations (32)
and (34) eventually.
B. Main results
We list the probabilistic average and probabilistic standard
deviation of the comparison methods in the three noise sce-
7TABLE I
PROBABILISTIC AVERAGE PERFORMANCE OF DS, DB AND DAB VARIANTS WITH 4 CHANNELS AND THE MULTI-MASK PREDICTION IN DIFFUSE NOISE
ENVIRONMENTS. THE TERM “SNR IS SHORT FOR THE SNR AT THE ORIGIN. THE NUMBER IN BRACKETS IS PROBABILISTIC STANDARD DEVIATION. THE
NUMBER IN BOLD REPRESENTS THE BEST PERFORMANCE.
SNR Comparison methods
Babble Factory Volvo
STOI PESQ SDR STOI PESQ SDR STOI PESQ SDR
10 dB
Noisy 0.5617 (0.0379) 1.66 (0.07) -0.24 (1.38) 0.5498 (0.0382) 1.60 (0.08) -0.26 (1.45) 0.6530 (0.0370) 1.99 (0.07) -0.29 (1.45)
DS 0.6787 (0.0272) 1.85 (0.10) 2.32 (1.23) 0.6587 (0.0251) 1.79 (0.10) 2.65 (1.11) 0.7683 (0.0203) 2.24 (0.08) 4.52 (0.98)
DB 0.6713 (0.0355) 1.88 (0.08) 2.85 (1.24) 0.6639 (0.0353) 1.82 (0.09) 2.76 (1.18) 0.7643 (0.0306) 2.20 (0.07) 3.56 (1.15)
DAB (1-best) 0.6549 (0.0264) 1.88 (0.05) 2.67 (0.90) 0.6420 (0.0291) 1.80 (0.06) 2.48 (0.88) 0.7510 (0.0224) 2.18 (0.05) 2.74 (0.82)
DAB (all-channels) 0.6738 (0.0224) 1.84 (0.05) 0.95 (0.64) 0.6605 (0.0271) 1.77 (0.07) 0.79 (0.75) 0.7540 (0.0184) 2.12 (0.04) 1.22 (0.54)
DAB (fixed-N-best) 0.6704 (0.0254) 1.87 (0.06) 1.80 (0.77) 0.6579 (0.0278) 1.81 (0.07) 1.68 (0.71) 0.7542 (0.0187) 2.15 (0.05) 2.41 (0.62)
DAB (auto-N-best) 0.6855 (0.0233) 1.89 (0.06) 2.42 (0.80) 0.6738 (0.0276) 1.82 (0.07) 2.26 (0.87) 0.7700 (0.0185) 2.18 (0.05) 2.67 (0.72)
DAB (soft-N-best) 0.6858 (0.0223) 1.89 (0.05) 2.40 (0.74) 0.6736 (0.0271) 1.82 (0.07) 2.30 (0.78) 0.7670 (0.0187) 2.18 (0.05) 2.68 (0.66)
DAB (learning-N-best) 0.6744 (0.0215) 1.85 (0.05) 1.26 (0.65) 0.6619 (0.0267) 1.78 (0.07) 1.10 (0.72) 0.7562 (0.0175) 2.13 (0.04) 1.54 (0.53)
15 dB
Noisy 0.6080 (0.0367) 1.82 (0.07) 1.64 (1.28) 0.6049 (0.0386) 1.79 (0.08) 1.74 (1.37) 0.6621 (0.0355) 2.02 (0.06) 1.67 (1.34)
DS 0.7321 (0.0216) 2.06 (0.09) 3.77 (1.10) 0.7190 (0.0228) 2.02 (0.10) 3.81 (1.03) 0.7766 (0.0188) 2.27 (0.07) 4.61 (1.07)
DB 0.7178 (0.0317) 2.03 (0.09) 4.55 (1.09) 0.7153 (0.0316) 1.98 (0.09) 4.54 (1.02) 0.7773 (0.0267) 2.22 (0.07) 5.27 (1.01)
DAB (1-best) 0.6973 (0.0261) 2.00 (0.06) 4.25 (0.79) 0.7025 (0.0292) 1.98 (0.06) 4.34 (0.81) 0.7541 (0.0233) 2.19 (0.04) 4.27 (0.71)
DAB (all-channels) 0.7165 (0.0209) 1.98 (0.05) 2.30 (0.54) 0.7172 (0.0246) 1.94 (0.06) 2.24 (0.56) 0.7623 (0.0196) 2.14 (0.05) 2.34 (0.46)
DAB (fixed-N-best) 0.7134 (0.0246) 2.01 (0.06) 3.17 (0.63) 0.7173 (0.0259) 1.98 (0.06) 3.32 (0.55) 0.7607 (0.0206) 2.16 (0.05) 3.41 (0.52)
DAB (auto-N-best) 0.7301 (0.0225) 2.03 (0.06) 3.90 (0.70) 0.7328 (0.0251) 2.01 (0.06) 3.96 (0.65) 0.7770 (0.0199) 2.20 (0.05) 3.82 (0.52)
DAB (soft-N-best) 0.7311 (0.0220) 2.04 (0.06) 3.97 (0.64) 0.7317 (0.0251) 2.00 (0.06) 3.94 (0.62) 0.7759 (0.0199) 2.20 (0.05) 3.90 (0.50)
DAB (learning-N-best) 0.7180 (0.0202) 1.98 (0.05) 2.55 (0.49) 0.7184 (0.0231) 1.95 (0.06) 2.55 (0.48) 0.7650 (0.0192) 2.15 (0.05) 2.67 (0.41)
20 dB
Noisy 0.6395 (0.0374) 1.93 (0.06) 2.64 (1.23) 0.6407 (0.0369) 1.90 (0.06) 2.55 (1.25) 0.6684 (0.0365) 2.02 (0.05) 2.58 (1.20)
DS 0.7596 (0.0196) 2.19 (0.08) 4.52 (1.06) 0.7549 (0.0180) 2.16 (0.08) 4.41 (1.02) 0.7807 (0.0184) 2.30 (0.07) 4.77 (1.04)
DB 0.7485 (0.0319) 2.13 (0.09) 5.54 (1.09) 0.7503 (0.0304) 2.10 (0.08) 5.56 (1.03) 0.7871 (0.0279) 2.25 (0.07) 6.18 (0.97)
DAB (1-best) 0.7292 (0.0272) 2.10 (0.05) 5.06 (0.73) 0.7377 (0.0288) 2.10 (0.06) 5.17 (0.80) 0.7555 (0.0216) 2.19 (0.04) 4.84 (0.65)
DAB (all-channels) 0.7451 (0.0206) 2.06 (0.06) 2.93 (0.44) 0.7511 (0.0197) 2.06 (0.05) 2.98 (0.44) 0.7676 (0.0183) 2.16 (0.05) 2.91 (0.45)
DAB (fixed-N-best) 0.7414 (0.0237) 2.09 (0.06) 3.81 (0.56) 0.7482 (0.0223) 2.09 (0.05) 3.83 (0.51) 0.7626 (0.0186) 2.17 (0.05) 3.76 (0.47)
DAB (auto-N-best) 0.7571 (0.0222) 2.11 (0.06) 4.25 (0.54) 0.7639 (0.0220) 2.11 (0.06) 4.36 (0.61) 0.7801 (0.0190) 2.20 (0.05) 4.17 (0.46)
DAB (soft-N-best) 0.7586 (0.0216) 2.12 (0.06) 4.36 (0.52) 0.7646 (0.0214) 2.11 (0.05) 4.41 (0.50) 0.7821 (0.0182) 2.21 (0.05) 4.34 (0.43)
DAB (learning-N-best) 0.7466 (0.0203) 2.07 (0.06) 3.18 (0.41) 0.7515 (0.0192) 2.07 (0.05) 3.23 (0.40) 0.7700 (0.0180) 2.17 (0.05) 3.16 (0.45)
narios with the best mask prediction methods in Tables I and
II. From Table I where DB and DAB contain 4 microphones
respectively, we find that the DAB variants outperform DS
and DB in the babble and factory noise environments in
terms of STOI and PESQ, but is inferior to the latter in
the volvo environment. Comparing Table I with Table II
where DB and DAB consist of 16 microphones, we find an
important advantage of DAB: the improvement of DAB over
DB tends to be enlarged when the number of the microphones
is increased. For example, the relative improvement of the
probabilistic average of DAB over DB is increased from 4.39%
to 21.14% in terms of STOI in the babble noise scenario, so
as to other evaluation metrics and noise scenarios. Particularly,
DAB outperforms the comparison methods in the volvo noise
environment, which is not the case when the number of
the microphones is 4. The above experimental phenomena
manifest the effectiveness of ad-hoc microphone arrays.
From Tables I and II, we also see that the channel se-
lection methods have significant effects on the performance.
DAB+auto-N-best and DAB+soft-N-best generally perform
the best among the DAB variants. For example, DAB+auto-
N-best reaches a relative STOI improvement of 19.03% over
DAB+1-best in the babble noise when the SNR at the origin is
10 dB and the channel number is 16. Although DAB+learning-
N-best employs an advanced learning method, it does not
yield superior performance. This may be caused by the rough
channel selection criterion (30), which needs further revision
in the future.
C. Effect of distance on performance
To study the effect of the distance between the speech
source and the microphones on performance, we draw the
detailed performance of the comparison methods with respect
to the distance in Fig. 4. From the figure, we see that, when
the distance is smaller than 12 meters, DAB outperforms
DB and DS significantly in most cases; otherwise, it does
not outperform DB. However, the situation that the distance
between the speech sources and the ad-hoc microphone arrays
is larger than 12 meters happens with a probability of 2.83%
when the channel number is 4, and further drops to 0.34%
when the channel number is 16, as analyzed in sFig. 1 in the
supplementary materials. Therefore, the poor performance has
little effect on the probabilistic average performance as shown
in Tables I and II.
D. Effect of DNN-based masking methods on performance
We have studied DB and DAB with both the multi-mask
and single-mask prediction methods [6] and found that the
comparison methods with the multi-mask prediction perform
better than their counterparts with the single-mask prediction
when the channel number is 4, and perform poorer than the
latter when the channel number is 16. Due to the length
limitation of this paper, we only report part of the comparison
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PROBABILISTIC AVERAGE PERFORMANCE OF DS, DB AND DAB VARIANTS WITH 16 CHANNELS AND THE SINGLE-MASK PREDICTION IN DIFFUSE NOISE
ENVIRONMENTS. THE TERM “SNR IS SHORT FOR THE SNR AT THE ORIGIN.
SNR Comparison methods
Babble Factory Volvo
STOI PESQ SDR STOI PESQ SDR STOI PESQ SDR
10 dB
Noisy 0.5617 (0.0232) 1.66 (0.05) -0.24 (0.98) 0.5498 (0.0273) 1.60 (0.05) -0.26 (1.05) 0.6530 (0.0252) 1.99 (0.05) -0.29 (1.06)
DS 0.6787 (0.0174) 1.85 (0.06) 2.32 (0.85) 0.6587 (0.0191) 1.79 (0.07) 2.65 (0.84) 0.7683 (0.0143) 2.24 (0.06) 4.52 (0.68)
DB 0.7211 (0.0248) 2.13 (0.05) 4.96 (0.97) 0.7181 (0.0247) 2.10 (0.06) 4.55 (0.98) 0.7634 (0.0197) 2.30 (0.06) 4.89 (1.03)
DAB (1-best) 0.7118 (0.0139) 2.03 (0.04) 4.89 (0.49) 0.6998 (0.0186) 1.96 (0.04) 4.51 (0.62) 0.8131 (0.0142) 2.37 (0.04) 5.61 (0.49)
DAB (all-channels) 0.7499 (0.0209) 2.21 (0.07) 4.84 (0.86) 0.7507 (0.0238) 2.17 (0.09) 4.36 (0.91) 0.8103 (0.0165) 2.51 (0.07) 4.84 (0.62)
DAB (fixed-N-best) 0.7634 (0.0206) 2.21 (0.05) 5.64 (0.75) 0.7726 (0.0266) 2.18 (0.07) 6.20 (0.82) 0.8406 (0.0210) 2.54 (0.07) 5.87 (0.77)
DAB (auto-N-best) 0.7632 (0.0208) 2.21 (0.06) 5.82 (0.77) 0.7795 (0.0266) 2.22 (0.08) 6.27 (0.95) 0.8368 (0.0182) 2.52 (0.06) 6.27 (0.56)
DAB (soft-N-best) 0.7665 (0.0204) 2.22 (0.06) 6.05 (0.77) 0.7801 (0.0259) 2.22 (0.08) 6.36 (0.90) 0.8344 (0.0185) 2.51 (0.06) 6.37 (0.51)
DAB (learning-N-best) 0.7623 (0.0213) 2.23 (0.07) 5.67 (0.85) 0.7712 (0.0266) 2.21 (0.09) 5.63 (1.02) 0.8283 (0.0173) 2.51 (0.07) 5.87 (0.60)
15 dB
Noisy 0.6080 (0.0251) 1.82 (0.05) 1.64 (0.93) 0.6049 (0.0273) 1.79 (0.05) 1.74 (1.05) 0.6621 (0.0225) 2.02 (0.04) 1.67 (1.01)
DS 0.7321 (0.0160) 2.06 (0.07) 3.77 (0.80) 0.7190 (0.0171) 2.02 (0.07) 3.81 (0.80) 0.7766 (0.0119) 2.27 (0.05) 4.61 (0.77)
DB 0.7453 (0.0227) 2.23 (0.06) 5.72 (1.00) 0.7457 (0.0228) 2.21 (0.06) 5.50 (0.96) 0.7694 (0.0214) 2.32 (0.06) 5.85 (0.92)
DAB (1-best) 0.7404 (0.0123) 2.12 (0.03) 5.78 (0.50) 0.7606 (0.0181) 2.12 (0.03) 6.42 (0.53) 0.8110 (0.0127) 2.35 (0.03) 6.82 (0.52)
DAB (all-channels) 0.7832 (0.0227) 2.35 (0.08) 5.72 (0.78) 0.7897 (0.0227) 2.32 (0.08) 5.76 (0.75) 0.8177 (0.0169) 2.54 (0.07) 6.00 (0.60)
DAB (fixed-N-best) 0.7958 (0.0211) 2.33 (0.05) 6.40 (0.59) 0.8095 (0.0242) 2.32 (0.06) 7.13 (0.66) 0.8429 (0.0213) 2.54 (0.06) 7.11 (0.70)
DAB (auto-N-best) 0.7980 (0.0219) 2.35 (0.06) 6.65 (0.62) 0.8138 (0.0222) 2.35 (0.06) 7.28 (0.63) 0.8413 (0.0186) 2.53 (0.06) 7.45 (0.56)
DAB (soft-N-best) 0.8049 (0.0219) 2.37 (0.06) 7.25 (0.67) 0.8179 (0.0234) 2.37 (0.07) 7.62 (0.70) 0.8417 (0.0185) 2.52 (0.06) 7.59 (0.56)
DAB (learning-N-best) 0.7958 (0.0237) 2.36 (0.07) 6.50 (0.77) 0.8077 (0.0224) 2.35 (0.07) 6.84 (0.66) 0.8327 (0.0165) 2.53 (0.06) 7.03 (0.55)
20 dB
Noisy 0.6395 (0.0253) 1.93 (0.04) 2.64 (0.88) 0.6407 (0.0239) 1.90 (0.04) 2.55 (0.93) 0.6684 (0.0240) 2.02 (0.03) 2.58 (0.85)
DS 0.7596 (0.0140) 2.19 (0.06) 4.52 (0.74) 0.7549 (0.0113) 2.16 (0.06) 4.41 (0.74) 0.7807 (0.0120) 2.30 (0.05) 4.77 (0.73)
DB 0.7603 (0.0228) 2.27 (0.06) 5.98 (0.91) 0.7626 (0.0168) 2.27 (0.05) 6.06 (0.77) 0.7745 (0.0225) 2.34 (0.06) 6.24 (0.95)
DAB (1-best) 0.7704 (0.0155) 2.22 (0.04) 6.53 (0.44) 0.7939 (0.0162) 2.23 (0.04) 7.12 (0.57) 0.8148 (0.0136) 2.35 (0.04) 7.29 (0.55)
DAB (all-channels) 0.8027 (0.0204) 2.44 (0.08) 6.02 (0.79) 0.8090 (0.0190) 2.43 (0.08) 6.26 (0.79) 0.8240 (0.0172) 2.55 (0.08) 6.44 (0.66)
DAB (fixed-N-best) 0.8120 (0.0211) 2.41 (0.06) 6.53 (0.68) 0.8226 (0.0204) 2.40 (0.06) 6.89 (0.70) 0.8409 (0.0218) 2.52 (0.08) 7.21 (0.81)
DAB (auto-N-best) 0.8118 (0.0192) 2.41 (0.06) 6.92 (0.59) 0.8252 (0.0186) 2.42 (0.06) 7.14 (0.65) 0.8392 (0.0172) 2.49 (0.05) 7.47 (0.57)
DAB (soft-N-best) 0.8188 (0.0199) 2.43 (0.06) 7.56 (0.62) 0.8318 (0.0195) 2.44 (0.06) 7.65 (0.72) 0.8423 (0.0172) 2.50 (0.06) 7.86 (0.61)
DAB (learning-N-best) 0.8114 (0.0204) 2.43 (0.07) 6.91 (0.71) 0.8235 (0.0204) 2.44 (0.08) 7.09 (0.82) 0.8345 (0.0179) 2.51 (0.07) 7.24 (0.69)
TABLE III
EFFECT OF DNN-BASED MASK PREDICTION METHODS ON THE
PERFORMANCE OF THE DAB WITH 16 MICROPHONES IN THE DIFFUSE
NOISE ENVIRONMENT.
Comparison methods
Babble, SNR at the origin = 10 dB
STOI PESQ SDR
DAB (1-best) + multi-mask 0.7266 (0.0092) 2.07 (0.02) 5.44 (0.31)
DAB (1-best) + single-mask 0.7118 (0.0096) 2.03 (0.02) 4.89 (0.25)
DAB (all-channels) + multi-mask 0.7017 (0.0113) 1.99 (0.03) 2.85 (0.23)
DAB (all-channels) + single-mask 0.7499 (0.0168) 2.21 (0.05) 4.84 (0.66)
DAB (fixed-N-best) + multi-mask 0.7444 (0.0141) 2.12 (0.03) 4.98 (0.28)
DAB (fixed-N-best) + single-mask 0.7634 (0.0169) 2.21 (0.03) 5.64 (0.58)
DAB (auto-N-best) + multi-mask 0.7421 (0.0128) 2.11 (0.03) 5.09 (0.32)
DAB (auto-N-best) + single-mask 0.7632 (0.0166) 2.21 (0.04) 5.82 (0.62)
DAB (soft-N-best) + multi-mask 0.7450 (0.0131) 2.12 (0.03) 5.28 (0.33)
DAB (soft-N-best) + single-mask 0.7665 (0.0163) 2.22 (0.04) 6.05 (0.60)
DAB (learning-N-best) + multi-mask 0.7302 (0.0115) 2.07 (0.03) 4.46 (0.32)
DAB (learning-N-best) + single-mask 0.7623 (0.0165) 2.23 (0.05) 5.67 (0.65)
results in Table III. See Tables I and II and sTables I and II
in the supplementary materials for all results.
VII. EXPERIMENTS IN POINT SOURCE NOISE
ENVIRONMENTS
This section studies DAB in point source noise environ-
ments. Specifically, we first present the experimental settings
in Section VII-A and then present the results in Sections VII-C
to VII-D.
A. Experimental settings
The speech and noise corpora for simulating the point
source noise environments are the same as those in Section VI.
The additive noise is assumed to be point source noise. This
assumption simulates room environments where loudspeakers
at specific locations produce interference sounds. For each
environment, a speech source, a noise point source, and several
microphones were placed in a rectangle room. The point
source noise for the test database was the babble, factory1,
and volvo noise respectively from the NOISEX-92 database.
For each training utterance, we simulated a rectangle room.
The length and width of the rectangle room were generated
randomly from a range of [5, 30] meters. The height was
generated randomly from [2.5, 4] meters. The reverberant
environment was simulated by an image-source model.2 Its
T60 was selected randomly from a range of [0.3, 1] second. A
speech source, a noise point source, and a single microphone
were placed randomly in the room. The SNR, which is the
energy ratio between the speech and noise at the locations of
their point sources, was randomly selected from a range of
[−10, 15] dB. We synthesized 30,000 noisy utterances to train
DNN1, and 100,000 noisy utterances to train DNN2.
2https://github.com/ehabets/RIR-Generator
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Fig. 4. Performance curves of DS, DB with the single-mask prediction, and DAB+autoN-best with the single-mask prediction, with respect to the distances
between the speech source and the microphone arrays in the babble noise scenario when the SNR at the origin is 10 dB. The distances of the DAB with 4
and 16 microphones that fall into the shadow areas happen with probability of 2.83% and 0.34% respectively.
For each test utterance, we constructed a rectangle room.
The length, width, and height of the room were randomly
generated from [10, 20], [10, 20], and [2.7, 3.5] meters re-
spectively. Its T60 was randomly selected from a range of
[0.4, 0.8] second. A speech source, a noise point source, and
a microphone (array) were placed randomly in the room. The
SNR was chosen from {−5, 0, 5, 10, 15} dB. We synthesized
5,000 test utterances for each SNR level and each kind of
microphone arrays, which results in 75,000 test utterances in
total.
The comparison methods and evaluation metrics are the
same as those in Section VI. Different from Section VI, the
locations of the speech sources, noise sources, and micro-
phones here follow the the Monte-Carlo distributions in Fig.
2, therefore, we can average the individual results of the test
utterances directly.
B. Main results
We list the performance of the comparison methods with
the best mask prediction methods in Tables IV and V. The
experimental phenomena are similar as those in Section VI.
From Table IV where DB and DAB contain 4 microphones
respectively, we find that the DAB variants outperform DS
and DB in the babble and factory noise environments in terms
of STOI and PESQ; they also outperform the latter in the
volvo environment in terms of STOI. Comparing Table IV
with Table V where DB and DAB consist of 16 microphones,
we find that the improvement of DAB over DS and DB is
significantly enlarged when the number of the microphones
is increased. For example, the relative STOI improvement of
DAB over DB is increased from 3.08% to 31.27% in the
babble noise scenario, so as to other evaluation metrics and
noise scenarios. An interesting phenomenon is that increasing
the number of microphones does not improve the performance
of DB when the multi-mask prediction is adopted. This might
be caused by the well-known white noise amplification effect
of beamforming. On the contrary, DAB does not suffer the
negative effect since its ad-hoc microphone array is not limited
to a small size. Note that the above negative effect of DB
appears in the diffuse noise environments too, see Table I and
sTable II in the supplementary materials for all results.
From Tables IV and V, we also see that the channel
selection methods have significant effects on the perfor-
mance. DAB+auto-N-best performs the best, followed by
DAB+soft-N-best, DAB+learning-N-best, and DAB+fixed-N-
best. DAB+all-channels and DAB+1-best perform poorer than
the other DAB variants. The experimental conclusion is similar
with that in Section VI.
C. Effect of DNN-based masking methods on performance
We have studied DB and DAB with both multi-mask and
single-mask prediction methods and found that the comparison
methods with the multi-mask prediction perform significantly
better than their counterparts. See Table VI for an example,
See Tables IV and V and sTables III to IV in the supplementary
materials for all results.
D. Effect of hyperparameter γ on performance
We have studied the effect of γ in DAB+auto-N-best,
DAB+soft-N-best, and DAB+learning-N-best with the multi-
mask prediction. As shown in Fig. 5, DAB+auto-N-best and
DAB+soft-N-best perform equally well if γ is well-tuned,
while DAB+soft-N-best is less sensitive to the selection of γ
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TABLE IV
PERFORMANCE OF DS, DB AND DAB VARIANTS WITH 4 CHANNELS AND
THE MULTI-MASK PREDICTION IN POINT SOURCE NOISE ENVIRONMENTS.
THE TERM “SNR” DENOTES THE SNR OF THE SPEECH AT ITS SOURCE
LOCATION OVER THE NOISE AT ITS SOURCE LOCATION.
SNR Comparison methods
Babble Factory Volvo
STOI PESQ SDR STOI PESQ SDR STOI PESQ SDR
-5 dB
Noisy 0.4465 1.29 -6.75 0.4336 1.19 -6.08 0.6286 1.90 -0.20
DS 0.5176 1.37 -3.98 0.4937 1.26 -2.80 0.7323 2.09 4.05
DB 0.5117 1.48 -5.56 0.4969 1.33 -4.37 0.7388 2.11 2.32
DAB (1-best) 0.5058 1.53 -4.24 0.4910 1.41 -3.50 0.7044 2.08 2.60
DAB (all-channels) 0.5081 1.47 -5.94 0.4974 1.31 -4.76 0.7403 2.08 1.66
DAB (fixed-N-best) 0.5126 1.52 -4.91 0.5019 1.38 -3.81 0.7245 2.08 2.18
DAB (auto-N-best) 0.5172 1.49 -5.25 0.5048 1.33 -4.28 0.7464 2.11 2.37
DAB (soft-N-best) 0.5201 1.50 -5.20 0.5093 1.35 -4.16 0.7389 2.08 1.82
DAB (learning-N-best) 0.5111 1.48 -5.70 0.4997 1.31 -4.60 0.7426 2.09 1.90
0 dB
Noisy 0.5110 1.49 -2.93 0.4984 1.41 -2.33 0.6442 1.96 1.77
DS 0.6138 1.62 -0.19 0.5846 1.53 0.60 0.7514 2.16 4.24
DB 0.6106 1.66 -0.83 0.5947 1.58 0.13 0.7556 2.17 4.46
DAB (1-best) 0.5894 1.70 -0.02 0.5730 1.61 0.43 0.7195 2.12 4.10
DAB (all-channels) 0.6149 1.66 -1.08 0.5948 1.56 -0.46 0.7586 2.14 3.44
DAB (fixed-N-best) 0.6094 1.70 -0.38 0.5916 1.61 0.10 0.7414 2.12 3.56
DAB (auto-N-best) 0.6239 1.69 -0.17 0.6056 1.60 0.36 0.7651 2.17 4.26
DAB (soft-N-best) 0.6233 1.69 -0.36 0.6069 1.60 0.21 0.7566 2.14 3.47
DAB (learning-N-best) 0.6172 1.67 -0.80 0.5972 1.57 -0.22 0.7611 2.15 3.74
5 dB
Noisy 0.5678 1.68 0.11 0.5607 1.61 0.50 0.6550 1.99 2.69
DS 0.6826 1.85 2.23 0.6603 1.78 2.58 0.7617 2.20 4.31
DB 0.6844 1.89 2.73 0.6739 1.82 3.31 0.7717 2.21 5.80
DAB (1-best) 0.6511 1.87 2.73 0.6469 1.83 3.07 0.7304 2.14 4.73
DAB (all-channels) 0.6887 1.87 2.10 0.6804 1.82 2.46 0.7749 2.18 4.38
DAB (fixed-N-best) 0.6757 1.88 2.33 0.6702 1.84 2.63 0.7542 2.15 4.16
DAB (auto-N-best) 0.6956 1.91 2.93 0.6891 1.86 3.38 0.7800 2.20 5.02
DAB (soft-N-best) 0.6924 1.90 2.54 0.6860 1.85 2.95 0.7713 2.17 4.18
DAB (learning-N-best) 0.6905 1.88 2.38 0.6823 1.83 2.76 0.7770 2.19 4.64
10 dB
Noisy 0.6094 1.81 1.80 0.6075 1.78 2.02 0.6620 2.01 3.01
DS 0.7238 2.02 3.48 0.7123 1.98 3.57 0.7669 2.22 4.37
DB 0.7300 2.04 4.86 0.7312 2.02 5.22 0.7822 2.24 6.40
DAB (1-best) 0.6892 1.99 4.11 0.6934 1.98 4.33 0.7336 2.16 4.98
DAB (all-channels) 0.7358 2.02 3.79 0.7369 2.01 3.95 0.7832 2.21 4.78
DAB (fixed-N-best) 0.7169 2.01 3.65 0.7188 1.99 3.77 0.7600 2.17 4.46
DAB (auto-N-best) 0.7410 2.05 4.46 0.7424 2.03 4.57 0.7882 2.23 5.43
DAB (soft-N-best) 0.7360 2.03 3.88 0.7367 2.01 3.93 0.7806 2.20 4.65
DAB (learning-N-best) 0.7373 2.03 4.02 0.7387 2.01 4.16 0.7850 2.21 5.02
15 dB
Noisy 0.6394 1.92 2.71 0.6405 1.90 2.76 0.6700 2.02 3.16
DS 0.7461 2.13 4.14 0.7440 2.12 4.11 0.7678 2.24 4.48
DB 0.7598 2.16 6.10 0.7616 2.14 6.14 0.7854 2.27 6.66
DAB (1-best) 0.7145 2.07 4.70 0.7162 2.06 4.75 0.7421 2.17 5.22
DAB (all-channels) 0.7649 2.12 4.61 0.7687 2.11 4.66 0.7901 2.22 4.96
DAB (fixed-N-best) 0.7427 2.09 4.22 0.7451 2.08 4.25 0.7662 2.18 4.58
DAB (auto-N-best) 0.7684 2.14 5.25 0.7738 2.13 5.22 0.7946 2.24 5.73
DAB (soft-N-best) 0.7637 2.12 4.72 0.7676 2.11 4.57 0.7895 2.22 5.22
DAB (learning-N-best) 0.7655 2.13 4.83 0.7706 2.12 4.87 0.7909 2.23 5.24
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Fig. 5. Effect of hyperparameter γ on performance in the babble point source
noise environment at the SNR level of −5 dB.
than DAB+auto-N-best. The working range of γ is [0.5, 0.8],
which is wide enough for practical use.
VIII. CONCLUSIONS AND FUTURE WORK
In this paper, we have proposed deep ad-hoc beamforming,
which is to our knowledge the first deep learning based
beamforming method for ad-hoc microphone arrays. Com-
pared to DB, DAB has two novel aspects. First, DAB em-
ploys an ad-hoc microphone array to pick up speech signals,
TABLE V
PERFORMANCE OF DS, DB AND DAB VARIANTS WITH 16 CHANNELS
AND THE MULTI-MASK PREDICTION IN POINT SOURCE NOISE
ENVIRONMENTS.
SNR Comparison methods
Babble Factory Volvo
STOI PESQ SDR STOI PESQ SDR STOI PESQ SDR
-5 dB
Noisy 0.4465 1.29 -6.75 0.4336 1.19 -6.08 0.6286 1.90 -0.20
DS 0.5176 1.37 -3.98 0.4937 1.26 -2.80 0.7323 2.09 4.05
DB 0.5008 1.66 -4.61 0.4785 1.53 -3.23 0.6953 1.93 2.89
DAB (1-best) 0.5784 1.70 -1.29 0.5623 1.60 -0.62 0.7735 2.27 5.40
DAB (all-channels) 0.5734 1.64 -2.24 0.5382 1.48 -1.51 0.7539 2.23 4.32
DAB (fixed-N-best) 0.5950 1.71 -1.37 0.5724 1.60 -0.58 0.7905 2.33 5.70
DAB (auto-N-best) 0.6042 1.71 -0.81 0.5743 1.58 -0.10 0.7879 2.34 6.08
DAB (soft-N-best) 0.6050 1.72 -0.78 0.5765 1.59 0.06 0.7808 2.31 5.40
DAB (learning-N-best) 0.5915 1.68 -1.46 0.5611 1.54 -0.67 0.7751 2.30 5.37
0 dB
Noisy 0.5110 1.49 -2.93 0.4984 1.41 -2.33 0.6442 1.96 1.77
DS 0.6138 1.62 -0.19 0.5846 1.53 0.60 0.7514 2.16 4.24
DB 0.5858 1.68 -0.81 0.5657 1.62 0.13 0.7069 1.95 3.29
DAB (1-best) 0.6654 1.89 2.89 0.6553 1.82 3.34 0.7899 2.31 6.84
DAB (all-channels) 0.6770 1.89 2.48 0.6496 1.78 2.64 0.7764 2.33 5.24
DAB (fixed-N-best) 0.6974 1.95 3.19 0.6762 1.86 3.27 0.8144 2.41 6.92
DAB (auto-N-best) 0.7092 1.97 4.00 0.6899 1.88 4.18 0.8153 2.43 7.36
DAB (soft-N-best) 0.7063 1.97 3.61 0.6886 1.88 3.91 0.8068 2.40 6.42
DAB (learning-N-best) 0.6973 1.94 3.38 0.6751 1.84 3.55 0.8003 2.39 6.53
5 dB
Noisy 0.5678 1.68 0.11 0.5607 1.61 0.50 0.6550 1.99 2.69
DS 0.6826 1.85 2.23 0.6603 1.78 2.58 0.7617 2.20 4.31
DB 0.6466 1.79 1.57 0.6373 1.76 2.13 0.7164 1.98 3.50
DAB (1-best) 0.7267 2.07 5.52 0.7247 2.02 5.81 0.8018 2.33 7.49
DAB (all-channels) 0.7365 2.12 4.74 0.7224 2.04 4.77 0.7913 2.39 5.62
DAB (fixed-N-best) 0.7578 2.15 5.50 0.7519 2.10 5.66 0.8283 2.45 7.43
DAB (auto-N-best) 0.7690 2.19 6.37 0.7631 2.13 6.44 0.8302 2.49 7.86
DAB (soft-N-best) 0.7635 2.18 5.72 0.7585 2.11 5.83 0.8205 2.45 6.81
DAB (learning-N-best) 0.7570 2.17 5.75 0.7481 2.10 5.79 0.8153 2.46 7.00
10 dB
Noisy 0.6094 1.81 1.80 0.6075 1.78 2.02 0.6620 2.01 3.01
DS 0.7238 2.02 3.48 0.7123 1.98 3.57 0.7669 2.22 4.37
DB 0.6876 1.90 2.97 0.6850 1.88 3.23 0.7239 2.01 3.78
DAB (1-best) 0.7655 2.19 6.84 0.7699 2.17 7.01 0.8087 2.35 7.75
DAB (all-channels) 0.7720 2.27 5.75 0.7684 2.23 5.72 0.7991 2.43 5.87
DAB (fixed-N-best) 0.7942 2.28 6.61 0.7976 2.26 6.75 0.8311 2.45 7.36
DAB (auto-N-best) 0.8052 2.33 7.55 0.8054 2.30 7.50 0.8369 2.50 8.13
DAB (soft-N-best) 0.7990 2.31 6.80 0.7977 2.28 6.59 0.8286 2.47 7.26
DAB (learning-N-best) 0.7933 2.31 6.91 0.7915 2.28 6.84 0.8231 2.48 7.31
15 dB
Noisy 0.6394 1.92 2.71 0.6405 1.90 2.76 0.6700 2.02 3.16
DS 0.7461 2.13 4.14 0.7440 2.12 4.11 0.7678 2.24 4.48
DB 0.7068 1.97 3.78 0.7094 1.96 3.85 0.7270 2.04 4.13
DAB (1-best) 0.7909 2.27 7.52 0.7931 2.26 7.49 0.8130 2.35 7.77
DAB (all-channels) 0.7896 2.36 6.07 0.7904 2.34 6.07 0.8028 2.45 6.02
DAB (fixed-N-best) 0.8171 2.38 7.11 0.8172 2.35 7.06 0.8361 2.46 7.45
DAB (auto-N-best) 0.8247 2.41 8.02 0.8252 2.40 7.97 0.8423 2.49 8.32
DAB (soft-N-best) 0.8197 2.39 7.47 0.8182 2.38 7.17 0.8374 2.47 7.80
DAB (learning-N-best) 0.8132 2.39 7.31 0.8128 2.38 7.29 0.8301 2.48 7.57
which has a potential to enhance the speech signals with
equally high quality in a range where the array covers. It
may also significantly improve the SNR at the microphone
receivers by physically placing some microphones close to
the speech source in probability. Second, DAB employs a
channel-selection algorithm to reweight the estimated speech
signals with a sparsity constraint before conducting the MVDR
beamforming. We have developed several channel-selection
algorithms as well. We have conducted extensive experiments
in the scenario where the location of the speech source is
far-field, random, and blind to the microphones. Experimental
results in both the diffuse noise and point source noise
environments demonstrate that DAB outperforms DS and DB
by a large margin given enough number of microphones.
Note that our experiments, which mainly focus on present-
ing the merits of DAB as a possible solution to the far-field
speech processing problem over DB, were conducted only
on simulated data. Many real-world problems, such as the
clock synchronization between devices and the difference of
the adaptive gain control between devices, were not studied
yet. Moreover, this paper focuses on the speech enhancement
task itself, the effectiveness of DAB in applications, such as
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TABLE VI
EFFECT OF DNN-BASED MASK PREDICTION METHODS ON THE
PERFORMANCE OF THE DAB WITH 16 MICROPHONES IN THE POINT
SOURCE NOISE ENVIRONMENT.
Comparison methods
Babble, SNR = -5 dB
STOI PESQ SDR
DAB (1-best) + multi-mask 0.5784 1.70 -1.29
DAB (1-best) + single-mask 0.5339 1.69 -2.99
DAB (all-channels) + multi-mask 0.5734 1.64 -2.24
DAB (all-channels) + single-mask 0.4968 1.57 -5.71
DAB (fixed-N-best) + multi-mask 0.5950 1.71 -1.37
DAB (fixed-N-best) + single-mask 0.5370 1.68 -3.64
DAB (auto-N-best) + multi-mask 0.6042 1.71 -0.81
DAB (auto-N-best) + single-mask 0.5014 1.58 -5.45
DAB (soft-N-best) + multi-mask 0.6050 1.72 -0.78
DAB (soft-N-best) + single-mask 0.5050 1.59 -5.38
DAB (learning-N-best) + multi-mask 0.5915 1.68 -1.46
DAB (learning-N-best) + single-mask 0.4990 1.58 -5.59
speech communication and speech recognition, has not been
investigated. The above problems need more studies in the
future.
APPENDIX
Proof. We denote the energy of the direct sound and additive
noise components of the test utterance at the i-th channel as
Xi and Ni respectively, i.e. X =
∑
t |x|time(t) and N =∑
t |n|time(t). Our core idea is to filter out the signals of the
channels whose clean speech satisfies:
Xi < γX∗ (35)
Under the assumptions that the estimated weights are perfect
and that the statistics of the noise components are consistent
across the channels, we have
qi =
Si
Si +N∗
, q∗ =
S∗
S∗ +N∗
(36)
Substituting (36) into (35) derives (24).
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