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Continuity method with movable singularities for classical
complex Monge-Ampére equations.
Antonio Trusiani∗
Abstract
On a compact Kähler manifold (X,ω), we study the strong continuity of solutions with prescribed
singularities of complex Monge-Ampère equations with convergent integrable Lebesgue densities. Then
we address the strong continuity of solutions when the right hand sides are modified to includes all
(log-)Kähler Einstein metrics with prescribed singularities. This leads to the closedness of a new
continuity method when the densities are modified together with the prescribed singularities setting.
For Monge-Ampère equations of Fano type, we also prove an openness result when the singularities
decrease. Finally we deduce a strong stability result for (log-)Kähler Einstein metrics on semi-Kähler
classes given as modifications of {ω}.
1 Introduction.
Let (X,ω) be a compact Kähler manifold endowed with a Kähler form. This article concerns the study of
(degenerate) complex Monge-Ampère equations of the type{
MAω(u) = e
−λufωn
u ∈ PSH(X,ω)
(1)
where PSH(X,ω) denotes the set of all ω-plurisubharmonic functions on X , MAω(u) = (ω + ddcu)n in
the sense of the non-pluripolar product ([BEGZ10]), λ ∈ R and f ∈ L1 \ {0}. Here dc := i2pi (∂¯ − ∂) so
that ddc = 1pi∂∂¯.
The study of equations like (1) plays a principal role in several questions in Kähler geometry, like the
search of (log) Kähler-Einstein metrics ([Yau78], [Tian]). The classical way to approach the existence of
solutions of these equations is through a continuity method. Namely approximating g1(v) := eλvf with
a family {gt}t∈[0,1] and proving that the set t ∈ [0, 1] such that MAω(u) = gt(u)ωn admits a solution
is not-empty, open and closed. It is also important to underline that along this continuity method one
requires that the set of solutions ut have enough regularity, and in particular that they have finite Monge-
Ampère energy E(ut) := limk→∞ 1n+1
∑n
j=0
∫
X max(u,−k)
(
ω + ddcmax(u,−k)
)j
∧ ωn−j which means
u ∈ E1(X,ω) ([BEGZ10]). Usually the hard part of the continuity method relies on the closedness, i.e.
if a sequence of solutions utk ∈ E
1(X,ω) of MAω(u) = gtk(u)ω
n converges as tk → t0 to a solution ut0
of MAω(u) = gt0(u)ω
n. The type of convergence required depends on the family of equations considered
and on the kind of regularity one wants to achieve on the solutions.
In this paper we want to study the closedness of some new continuity methods with movable singu-
larities, i.e. we allow the solutions to have some prescribed singularities and we require a certain strong
convergence.
More precisely for λ ∈ R, letting {fk}k∈N be a sequence of non-negative L1 functions converging to f in
L1, we assume to have a family of solutions {uk}k∈N of{
MAω(u) = e
−λufkω
n
u ∈ E1(X,ω, ψk)
(2)
and we want to give necessary conditions for a strong convergence of uk to a solution u of{
MAω(u) = e
−λufωn
u ∈ E1(X,ω, ψ).
(3)
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Here ψk, ψ ∈ PSH(X,ω) represents the prescribed singularities. Indeed the set
E1(X,ω, ψ) :=
{
u ∈ PSH(X,ω) : u ≤ ψ + C, Vu :=
∫
X
MAω(u) = Vψ andEψ(u) > −∞
}
was introduced in [DDNL18b] as the ψ-relative version of the set E1(X,ω) where Eψ is the natural gen-
eralization of the Monge-Ampère energy (see section §2). Note that by [WN19] the total mass of the
Monge-Ampère operator respects the partial order 4 given as u 4 v if u ≤ v + C for a constant C ∈ R,
i.e. Vu ≤ Vv if u 4 v. Hence E1(X,ω, ψ) represents all functions more singular than ψ which have the
same ψ-relative full mass (i.e. Vu = Vv) and finite ψ-relative energy Eψ . The set of all ψ-relative full mass
is denoted by E(X,ω, ψ).
In [DDNL18b] the authors also proved that there is a natural assumption to add on ψ so thatMAω(u) = µ
is solvable in the class E(X,ω, ψ) for any µ non-pluripolar measure with the right total mass, i.e. ψ must
be a model type envelope (see section §2). We denote with M+ the set of all model type envelopes ψ such
that Vψ > 0.
The most interesting case to study is when the singularities are increasing or decreasing, so we sup-
pose to have a totally ordered sequence {ψk}k∈N ⊂ M+ converging weakly (i.e. in L1) to an element
ψ ∈ M+. In this case we can work with the strong convergence of solutions in the sense of [Tru19] and
[Tru20a], i.e. uk → u strongly if uk → u weakly (i.e. in the usual L1-toplogy) and Eψk(uk) → Eψ(u).
In fact this convergence is equivalent to dA(uk, u) → 0 as k → ∞, where dA is the complete distance on
XA :=
⊔
ψ∈A E
1(X,ω, ψ) introduced in [Tru19] for A := {ψk}k∈N. Note that it is a very natural which
implies the convergence in capacity ([Tru20a]).
To state the results, we need to distinguish three different cases based on the different sign of λ.
If λ = 0, we obviously must add the necessary assumption
∫
X fω
n = Vψ on (3). In this case by
Proposition C in [Tru20a] the equation is solvable if and only if fωn ∈ M1(X,ω, ψ) (and a solution is
unique modulo translation by constants).
Theorem A. Assume
(i) fk, f ∈ L1 \ {0} non-negative such that fk → f as k→∞;
(ii) {ψk}k∈N ⊂M+ totally ordered such that Vψk =
∫
X fkω
n for any k ∈ N and such that ψk → ψ ∈ M+
in L1;
(iii) fkω
n ∈ M1(X,ω, ψk) for any k ∈ N and denote with uk ∈ E
1
norm(X,ω, ψk) the unique solution of
(2) with supX u = 0, for λ = 0.
Then, letting u be a weak accumulation point of {uk}k∈N, u ∈ E1norm(X,ω, ψ), uk → u strongly and
MAω(u) = fω
n if and only if Eψk(uk) ≥ −C for an uniform constant C ≥ 0 and
lim sup
k→∞
∫
X
(ψk − uk)fkω
n ≤
∫
X
(ψ − u)fωn. (4)
With obvious notations, E1norm(X,ω, ψ) := {u ∈ E
1(X,ω, ψ) : supX u = 0}.
Note that by compactness in L1, there always exists a weak accumulation point u for {uk}k∈N as in the
statement (and it is actually unique, see subsection 3.1). Moreover the not-trivial condition (iii) is satisfied
if fk ∈ Lpk for pk > 1. Since (4) and the uniform boundedness on the energies may be difficult to detect,
in Remark 3.2 we collect some particular easier cases. Finally we stress that if f ∈ L1 but f /∈ Lp for any
p > 1, it is often difficult to find out if the unique u ∈ Enorm(X,ω, ψ) satisfying MAω(u) = fωn belongs
to E1norm(X,ω, ψ), which is essentially a regularity condition. Thus Theorem B gives a new tool to study
the regularity of u.
If λ < 0 then (3) admits an unique solution by Theorem 4.23 in [DDNL18b] since the latter can be
generalized to the case ψ with not small unbounded locus thank to [X19a]. In this case there are no
obstruction to the strong convergence.
Theorem B. Assume
(i) λ < 0;
(ii) fk, f ∈ L1 \ {0} non-negative such that fk → f in L1;
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(iii) {ψk}k∈N ⊂M+ totally ordered such that ψk → ψ weakly.
Let uk ∈ E1(X,ω, ψk), u ∈ E1(X,ω, ψ) be the unique solutions respectively of{
MAω(uk) = e
−λukfkω
n
uk ∈ E
1(X,ω, ψk),
{
MAω(u) = e
−λufωn
u ∈ E1(X,ω, ψ).
(5)
Then uk → u strongly.
Finally the case λ > 0 is much more complicated. For instance, if ψ = 0, {ω} = −KX and f = 0 then
a solution of (3) corresponds to a Kähler-Einstein metrics on a Fano manifold, whose existence is char-
acterized by an algebrico-geometrical stability (see [CDS15]) and the uniqueness depends on the identity
component of the automorphism group Aut(X)◦ (see [Bern15]).
However through a variational approach, our next Theorem corresponds to an openness result on the
continuity method when the singularities decrease and the densities are constant. Indeed we first in-
troduce a functional Ff,ψ,λ which generalizes the Ding functional (see [Ding88]) and whose maximizers
solve MAω(u) = e−λufωn. Then we prove that its coercivity on E1(X,ω, ψ) expressed in terms of a
ψ-relative J-functional (or in terms of the distance dA|E1norm(X,ω,ψ)×E1norm(X,ω,ψ)) implies the coercivity for
any ψ′ ∈ M+ slightly less singular than ψ.
Theorem C. Let ψ ∈ M+, λ > 0 and f ∈ Lp for p ∈ (1,∞]. Assume also that c(ψ) > λpp−1 where
λp
p−1 = λ if p =∞. If the functional Ff,ψ,λ is coercive then the complex Monge-Ampère equation{
MAω(u) = e
−λufωn
u ∈ E1(X,ω, ψ′)
(6)
admits a solution for any ψ′ ∈M+, ψ′ < ψ such that Vψ′ < AVψ where A > 1.
In Theorem C, the constant A > 1 depends uniquely on the coefficient of the coercivity of Ff,ψ,λ, i.e.
its slope at infinity. Moreover with c(ψ) we indicate the classical complex singularity exponent (see for
instance [DK01]). In particular the more is higher p and the more is lower λ, the more ψ can be singular.
In the limit case p = ∞ the condition c(ψ) > λ becomes necessary to solve the Monge-Ampère equation
as a consequence of the resolution of the strong openness conjecture ([GZ15]). The reason of this bound
on the complex singularity exponent is because it leads to the upper-semicontinuity of Ff,ψ,λ, hence to the
fact that the coercivity of Ff,ψ,λ implies the existence of a maximizer.
About the continuity of solutions, i.e. the closedness of the continuity method in the case λ > 0, we
prove the following result.
Theorem D. Let λ > 0, {ψk}k∈N ⊂ M+ totally ordered sequence such that ψk 4 ψk+1 for any k ∈ N
which converges to ψ ∈M+, and fk, f ≥ 0 such that fk → f in Lp as k →∞ for p ∈ (1,∞]. Assume also
the following conditions:
(i) c(ψ) > λpp−1 ;
(ii) the complex Monge-Ampère equations{
MAω(uk) = e
−λukfkω
n
uk ∈ E1(X,ω, ψk);
admit solutions uk given as maximizers of Ffk,ψk,λ;
(iii) supX uk ≤ C for an uniform constant C.
Then there exists a subsequence {ukh}h∈N which converges strongly to u ∈ E
1(X,ω, ψ) solution of{
MAω(u) = e
−λufωn
u ∈ E1(X,ω, ψ).
Since in many settings we expect that any solution of (2) maximizes Ff,ψ,λ (see for instance [Tru20b]
for the Fano case), and since the assumption (i) is satisfied for many ψ ∈ M+ and as said before it becomes
necessary when p =∞, the unique real big obstacle is the uniform estimate in (iii) as in the other classical
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continuity methods. This assumption is necessary even when fk ≡ f for any k ∈ N as Example 4.16 shows.
In the second part of the paper we give a definition of (D, [ψ])-log Kähler-Einstein metrics, Namely
given ω Kähler form, ψ ∈M+, D Q-divisor, we say that ω + ddcu is a (D, [ψ])-log KE metric if
Ric(ω + ddcu)− [D] = λ(ω + ddcu)
for λ ∈ Q and u ∈ E1(X,ω, ψ). This abuse of language is due to the fact that the current ω + ddcu
actually defines a (class of) singular log KE metric. The extension of the Ricci form to the singular setting
([BBJ15]) and a generalization of these metrics when D is a R-divisor and λ ∈ R are provided in section
§4.
We need also to recall that the definition of log KE metrics extends when ω is semi-Kähler, i.e. ω is
smooth semipositive and
∫
X ω
n > 0.
Then we introduceM+an as the set of all model type envelopes ψ such that ψ−ϕ is globally bounded for
a ω-psh function ϕ with analytic singularities. The elements inM+an are said to have analytical singularities
type. Using these model type envelopes and the log-resolutions of their ideal sheaves we define a map
Φ :M+an →
{
(Y, η) : η semi-Kähler withω ≥ p∗η, and p : Y → X given by a sequence of blow-ups
}
/ ∼
(7)
where (Y, η) ∼ (Y ′, η′) if there exists an another element (Z, η˜) which dominates (Y, η), (Y ′, η′) in the
usual way. We denote with K(X,ω) the image of this map.
K(X,ω) inherits a partial order (we say smaller, bigger in correspondence of 4, <), a notion of convergence,
and it is possible to define a log-KE metric in α ∈ K(X,ω) as a class of log-KE metrics on any representative
(Y, η) of α. Moreover, when {αk}k∈N is a totally ordered sequence, there is a natural strong convergence for
a sequence of log-KE metrics in {αk}k∈N which obviously comes from the strong convergence defined above
on PSH(X,ω) through the map (7) (see section §4 for more details). When αk, α have representatives on
the same compact Kähler manifold Y , the strong convergence of log-KE metrics in αk implies in particular
the weak convergence of the log-KE metrics on Y .
Theorem E. Let ω be a Kähler form such that c1(X)−{[D]} = λ{ω} for λ ∈ R and (X,D) klt where D
is a R-divisor. If ψ ∈ M+an and ω + dd
cu is a (D, [ψ])-log KE metric, then u ∈ C∞(X \A) where A is a
closed analytic set. Moreover the followings holds.
(i) Suppose λ ≤ 0. Then any element in K(X,ω) admits an unique log-KE metric and such log-KE
metrics are stable with respect to the strong convergence, i.e. if {αk}k∈N ⊂ K(X,ω) is a totally
ordered sequence converging to α ∈ K(X,ω), then the sequence of log-KE metrics converge strongly to
the log-KE metric on α.
(ii) Suppose λ > 0 and let α ∈ K(X,ω). If the log-Ding functional associated to (Y, η), representative of
α, is coercive, then any α′ ∈ K(X,ω) slightly bigger than α admits a log-KE metric.
(iii) Suppose λ > 0. If {αk}k∈N ⊂ K(X,ω) is an increasing sequence converging to α ∈ K
D
(X,ω), and the
sequence αk admits a subsequence of log-KE metrics which is uniformly bounded from above, then
there exists a subsequence which converges strongly to a log-KE metric in α.
Some comments about Theorem E.
The topological assumption c1(X) − {[D]} = λ{ω} is a necessary hypothesis to the existence of log-KE
metrics while the assumption on the singularity of D (i.e. (X,D) klt) is necessary when λ ≥ 0. In
particular there are no obstruction to the case λ = 0, while we do not investigate the case λ < 0 with
(X,D) not necessarily klt since it goes beyond the purpose of this paper. We have a precise estimate
about the openness result of the second point in terms of the volumes of α (which is defined as
∫
Y
ηn
for any (Y, η) representative), and of the slope at infinity of the log-Ding functional which is independent
on the representative chosen. This point is clearly a consequence of Theorem C, but it is worth to
underline that there is not assumptions on the class α (while in Theorem C we restricted to [ψ] satisfying
c(ψ) > λpp−1 ). Finally in the last point the restriction to K
D
(X,ω) and the assumption on the uniform
boundedness correspond respectively to the assumptions (i) and (iii) of Theorem D and we refer to
section §4 for precise definitions.
1.1 Structure of the paper.
After recalling some preliminaries in section §2, section §3 is the core of the paper where in three different
subsections based on the sign of λ we prove Theorems A, B, C and D. Finally in section §4 we introduce the
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notion of (D, [ψ])-log KE metrics and we prove Theorem E connecting these metrics to the more classical
log-KE metrics when ψ ∈ M+an.
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2 Preliminaries.
The set of all model type envelopes is defined as
M := {ψ ∈ PSH(X,ω) : ψ = Pω [ψ](0)}.
where for any couple of ω-psh functions u, v
Pω [u](v) :=
(
lim
C→∞
Pω(u + C, v)
)∗
=
(
sup{w ∈ PSH(X,ω) : w 4 u,w ≤ v}
)∗
∈ PSH(X,ω).
Here the star is for the upper semicontinuous regularization and Pω(u, v) :=
(
sup{w ∈ PSH(X,ω) :
w ≤ min(u, v)}
)∗
([RWN14]). We set Pω [ψ] := Pω[ψ](0) for simplicity. As stated in the Introduction,
|ψ − Pω[ψ]| bounded is a necessary assumption to make the equation{
MAω(u) = µ
u ∈ E(X,ω, ψ)
always solvable where µ is a non-pluripolar measure such that µ(X) = Vψ ([DDNL18b]). So without loss
of generality we may assume ψ be a model type envelope. It is also worth to recall that there are plenty
of elements in M since Pω[Pω [ψ]] = Pω[ψ], i.e. v → Pω[v] may be thought as a projection from the set
of ω-psh functions to M. We denote with M+ the elements ψ ∈ M such that Vψ :=
∫
XMAω(ψ) > 0
([Tru19]).
We also recall that if u ∈ E(X,ω, ψ) and ψ ∈M+ then Pω[u] = ψ (Theorem 1.3 in [DDNL18b]).
2.1 The metric space
(
XA, dA
)
.
A function u ∈ PSH(X,ω, ψ) := {v ∈ PSH(X,ω) : v 4 ψ} is said to have ψ-relative minimal singularities
if |u− ψ| is globally bounded on X .
Definition 2.1 ([DDNL18b]). The ψ-relative energy functional Eψ : PSH(X,ω, ψ) → R ∪ {−∞} is
defined as
Eψ(u) :=
1
n+ 1
n∑
j=0
∫
X
(u− ψ)(ω + ddcu)j ∧ (ω + ddcψ)n−j
if u has ψ-relative minimal singularities, and as
Eψ(u) := inf
{
Eψ(v) : v ∈ E(X,ω, ψ)withψ-relative minimal singularities, v ≥ u
}
otherwise. The subset E1(X,ω, ψ) ⊂ E(X,ω, ψ) is defined as
E1(X,ω, ψ) :=
{
u ∈ E(X,ω, ψ) : Eψ(u) > −∞
}
.
Note that the 0−relative energy functional is the Aubin-Mabuchi energy functional, also called Monge-
Ampére energy (see [Aub84],[Mab86]). As shown in [DDNL18b], Eψ is non-decreasing, continuous along
decreasing sequences and Eψ(u) = limk→∞ Eψ
(
max(u, ψ − k)
)
. It is worth to underline that the authors
in [DDNL18b] assumed ψ to have small unbounded locus, but all these properties extend to the general
setting as an immediate consequence of the integration by parts formula proved in [X19a] (see also [Lu20]).
We also recall that
(
E1(X,ω, ψ), d
)
for ψ ∈M+ is a complete metric space where
d(u, v) := Eψ(u) + Eψ(v)− 2Eψ
(
Pω(u, v)
)
by Theorem A in [Tru19]. A key feature of this distance, which is the starting point to glue together
spaces associated to different model type envelopes, is the following contraction property.
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Proposition 2.2 (Lemma 4.4., Proposition 4.5., [Tru19]). Let ψ1, ψ2, ψ3 ∈ M such that ψ1 4 ψ2 4 ψ3.
Then Pω[ψ1]
(
Pω[ψ2](u)
)
= Pω [ψ1](u) for any u ∈ E1(X,ω, ψ3) and |Pω[ψ1](u)− ψ1| ≤ C if |u− ψ3| ≤ C.
Moreover the map
Pω[ψ1](·) : E
1(X,ω, ψ2)→ PSH(X,ω, ψ1)
has image in E1(X,ω, ψ1) and it is a Lipschitz map of constant 1 when the sets E1(X,ω, ψi), i = 1, 2, are
endowed with the d distances, i.e.
d
(
Pω[ψ1](u), Pω [ψ1](v)
)
≤ d(u, v)
for any u, v ∈ E1(X,ω, ψ2).
Next, assuming A ⊂M+ to be a totally ordered set of model type envelopes, its closure A as subset of
PSH(X,ω) (i.e. the weak closure) belongs to M ([Tru19]). Moreover by Lemma 3.14 the Monge-Ampère
operator becomes an homeomorphism when restricted to A and when one considers the weak topologies.
Assuming from now on that A ⊂ M+ (see [Tru19], [Tru20a] for the general case) and observing that
E1(X,ω, ψ1) ∩ E
1(X,ω, ψ2) = ∅ if ψ1, ψ2 ∈M+, ψ1 4 ψ2, we have the following theorem.
Theorem 2.3 ([Tru19], Theorem B). The set XA :=
⊔
ψ∈A E
1(X,ω, ψ) can be endowed of a complete
distance dA such that dA|E1(X,ω,ψ)×E1(X,ω,ψ) = d for any ψ ∈ A.
We call strong topology the metric topology on XA given by the distance dA. This topology is the most
natural on XA as the next result shows (see also [BBEGZ19]).
Proposition 2.4 ([Tru20a], Theorems 6.2, 6.3). The strong topology on XA is the coarsest refinement of
the weak topology such that E·(·) becomes continuous, i.e. given {uk}k∈N, u ⊂ XA then the followings are
equivalent:
i) uk → u strongly;
ii) uk → u weakly and EPω [uk](uk)→ EPω [u](u).
Moreover if uk → u strongly, then there exists a subsequence {ukj}j∈N such that vj := (suph≥j ukh)
∗, wj :=
Pω(ukj , ukj+1 , . . . ) converge monotonically almost everywhere to u. In particular the strong topology implies
the convergence in capacity.
Here we obvious notations Pω(ukj , ukj+1 , . . . ) := sup{w ∈ PSH(X,ω) : w ≤ ukh for anyh ≥ j}. We
also recall that a sequence {uk}k∈N ⊂ PSH(X,ω) is said to converge in capacity to u ∈ PSH(X,ω) if for
any δ > 0
Cap
(
{|uk − u| ≥ δ}
)
→ 0
as k →∞ where for any B ⊂ X Borel set
Cap(B) := sup
{∫
B
MAω(u) : u ∈ PSH(X,ω),−1 ≤ u ≤ 0
}
(8)
(see [Kol98], [GZ17] and reference therein).
Note also that as an immediate consequence of Proposition 2.4 the strong convergence does not depend
on the choice of the set A.
Next, since ω is Kähler, by [BK07] any element u ∈ PSH(X,ω) can be approximated by a decreasing
sequence of Kähler potentials, i.e. elements in H := {ϕ ∈ PSH(X,ω)∩C∞(X) : ω+ddcϕ > 0}. Thus we
will use several times that Eψk
(
Pω [ψk](ϕ)
)
→ Eψ
(
Pω[ψ](ϕ)
)
if ψk, ψ ∈ M+, ψk → ψ weakly and ϕ ∈ H,
which is an easy consequence of Proposition 2.2 and the following result (see also Theorem 2.2 in [X19a],
and Lemma 4.1. in [DDNL18b]).
Lemma 2.5 (Lemma 4.3, [Tru19]). Let ψk, ψ ∈ M such that ψk → ψ monotonically almost everywhere.
Let also uk, vk ∈ E1(X,ω, ψk) converging in capacity respectively to u, v ∈ E1(X,ω, ψ). Then for any
j = 0, . . . , n
(ω + ddcuk)
j ∧ (ω + ddcvk)
n−j → (ω + ddcu)j ∧ (ω + ddcv)n−j
weakly. Moreover if |uk − vk| is uniformly bounded, then for any j = 0, . . . , n
(uk − vk)(ω + dd
cuk)
j ∧ (ω + ddcvk)
n−j → (u− v)(ω + ddcu)j ∧ (ω + ddcv)n−j
weakly.
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Finally we need to recall the following essential property of the energy E·(·) in XA and its consequent
compactness result.
Proposition 2.6 ([Tru20a], Lemma 3.13, Propositions 3.14, 3.15). Let A ⊂ M+ be a totally ordered
family such that A ⊂M+, and let {uk}k∈N ⊂ XA converging weakly to u ∈ XA. Then
lim sup
k→∞
EPω [uk](uk) ≤ EPω [u](u).
Moreover if EPω [uk](uk) ≥ −C uniformly, then Pω[uk] → Pω[u] weakly. In particular for any C ∈ N the
set
XA,C := {u ∈ XA : sup
X
u ≤ C andEPω [u](u) ≥ −C}
is weakly compact.
2.2 The space
(
YA, strong).
On the set of all probability measures the counterpart of the ψ-relative energy Eψ(·) and of the correspon-
dent set E1(X,ω, ψ) for ψ ∈ M+ are respectively the ψ-relative energy E∗ψ and the set M
1(X,ω, ψ).
For µ positive probability measure, the first one is defined as
E∗ψ(µ) := sup
E1(X,ω,ψ)
Fµ,ψ := sup
u∈E1(X,ω,ψ)
(
Eψ(u)− VψLµ(u)
)
∈ [0,∞]
where Vψ :=
∫
X
MAω(ψ) > 0 and where Lµ(u) := limk→∞
∫
X
(
max(u, ψ − k)− ψ
)
µ if µ does not charge
{ψ = −∞} and Lµ ≡ −∞ otherwise (see [Tru20a]). The maximizers of the translation invariant functional
Fµ,ψ solve the Monge-Ampère equation MAω(u) = Vψµ (Proposition 5.2 in [Tru20a]) and, defining
M1(X,ω, ψ) := {Vψµ : µ probabilty measure such thatE
∗
ψ(µ) <∞},
and E1norm(X,ω, ψ) := {u ∈ E
1(X,ω, ψ) : supX u = 0}, we have the following correspondence.
Theorem 2.7 ([Tru20a], TheoremA). The Monge-Ampère mapMAω :
(
E1norm(X,ω, ψ), d
)
→
(
M1(X,ω, ψ),
)
is an homeomorphism where the strong topology on M1(X,ω, ψ) is the coarsest refinement of the weak
topology such that E∗ψ becomes continuous. Moreover E
∗
ψ(µ) = Fµ,ψ(u) for any Vψµ = MAω(u) ∈
M1(X,ω, ψ).
More generally, given A ⊂M+ totally ordered such that A ⊂M+ and endowing the set
YA :=
⊔
ψ∈A
M1(X,ω, ψ)
with the strong topology given as the coarsest refinement of the weak topology of measures such that E∗· (·)
becomes continuous, we get the following Theorem.
Theorem 2.8 ([Tru20a], Theorem B). The Monge-Ampère map
MAω :
(
XA,norm, dA
)
→ (YA, strong)
is an homeomorphism where XA,norm :=
⊔
ψ∈A E
1
norm(X,ω, ψ).
3 Strong continuity of solutions.
As stated in the Introduction given a totally ordered sequence ψk ∈ M+ converging weakly to ψ ∈ M+,
and given fk ∈ L1 \ {0} non-negative functions L1-converging to f ∈ L1 \ {0} we want to give necessary
conditions so that a sequence of solutions {uk}k∈N of{
MAω(uk) = e
−λufkω
n
uk ∈ E1(X,ω, ψk)
(9)
converges strongly in XA for A := {ψk}k∈N to a solution u of{
MAω(u) = e
−λufωn
u ∈ E1(X,ω, ψ).
(10)
We have three very different cases based on the sign of λ ∈ R.
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3.1 Case λ = 0.
In this subsection λ = 0.
In addition to the setting described above, we must assume Vψk =
∫
X fkω
n for any k ∈ N. Moreover
we normalize the solution uk of (9) to have supX uk = 0, i.e. uk ∈ E
1
norm(X,ω, ψk). Note that by
Theorem 2.8 the existence of such uk is equivalent to ask fkωn ∈ M1(X,ω, ψk), which is a non trivial
condition. However if fk ∈ Lpk for pk > 1 then by Theorem A in [DDNL18d] there exists an unique
solution uk ∈ E1norm(X,ω, ψk) for (9) and it has ψk-relative minimal singularities.
Then letting u ∈ PSH(X,ω) be a (weak) accumulation point for {uk}k∈N, Lemma 2.8 in [DDNL18d]
gives MAω(u) ≥ fωn. Therefore since u ≤ ψ by Hartogs’ Lemma, we immediately get
MAω(u) = fω
n
as a consequence of [WN19]. In particular there is exactly one weak accumulation point for {uk}k∈N.
But a priori u may not belong to E1(X,ω, ψ) which is essentially a ψ-regularity condition. Moreover we
want to characterize when u is actually the strong limit of uk, which in particular would imply that the
convergence is in capacity (Proposition 2.4).
Theorem A. Let fk, f ∈ L1, ψk, ψ ∈ M+, uk ∈ E1(X,ω, ψk), and u ∈ PSH(X,ω) as in the setting
described above. Then u ∈ E1norm(X,ω, ψ) and uk → u strongly if and only if Eψk(uk) ≥ −C for an
uniform constant C ≥ 0 and
lim sup
k→∞
∫
X
(ψk − uk)fkω
n ≤
∫
X
(ψ − u)fωn. (11)
Proof. Set A := {ψk}k∈N.
As said before, by Lemma 2.8 in [DDNL18d] and [WN19], MAω(u) = fωn since u ≤ ψ.
Then assuming u ∈ E1norm(X,ω, ψ) and dA(uk, u) → 0, we immediately obtain uk → u weakly and
Eψk(uk)→ Eψ(u) as k →∞ (Proposition 2.4). Thus d(ψk, uk) = −Eψk(uk) is uniformly bounded. More-
over by Theorem 2.7 E∗ψk
(
MAω(uk)/Vψk
)
→ E∗ψ
(
MAω(u)/Vψ
)
, which implies that
∫
X
(ψk − uk)fkωn →∫
X
(ψ − u)fωn and concludes one implication.
Vice versa suppose that d(ψk, uk) ≤ C for an uniform constant C ∈ R and that lim supk→∞
∫
X(ψk −
uk)fkω
n ≤
∫
X
(ψ − u)fωn. Next, combining Fatou’s Lemma with Proposition 2.2, Lemma 2.5 and Theo-
rem 2.7, it follows that for any ϕ ∈ H
lim inf
k→∞
E∗ψk
(
MAω(uk)/Vψk
)
≥ lim inf
k→∞
(
Eψk
(
Pω[ψk](ϕ)
)
+
∫
X
(
ψk − Pω[ψk](ϕ)
)
fkω
n
)
≥
≥ Eψ
(
Pω[ψ](ϕ)
)
+
∫
X
(
ψ − Pω [ψ](ϕ)
)
fωn (12)
since
(
ψk − Pω [ψk](ϕ)
)
fk →
(
ψ − Pω[ψ](ϕ)
)
f almost everywhere. Thus, for any v ∈ E1(X,ω, ψ) letting
ϕj ∈ H be a decreasing sequence converging to v ([BK07]), from the inequality (12) we get
lim inf
k→∞
E∗ψk
(
MAω(uk)/Vψk
)
≥ lim sup
j→∞
(
Eψ
(
Pω[ψ](ϕj)
)
+
∫
X
(
ψ−Pω[ψ](ϕj)
)
fωn
)
= Eψ(v)+
∫
X
(ψ−v)fωn
(13)
using also the continuity of Eψ(·) along decreasing sequences and the Monotone Convergence Theorem.
Therefore by definition
lim inf
k→∞
E∗ψk
(
MAω(uk)/Vψk
)
≥ E∗ψ
(
fωn/Vψ
)
= E∗ψ
(
MAω(u)/Vψ
)
, (14)
which together with
∫
X(ψk−uk)fkω
n →
∫
X(ψ−u)fω
n (by Fatou’s Lemma and the assumption (11)) and
the upper semicontinuity of E·(·) (Proposition 2.6) imply Eψk(uk) → Eψ(u). Hence uk → u strongly as
consequence of Proposition 2.4.
Remark 3.1. It is clear from the proof of Theorem A that to prove that u ∈ E1norm(X,ω, ψ) it is enough
to show that Eψk(uk) ≥ −C. Moreover we observe that the assumption (11) can be replaced with the
uniform integrability of {(ψk−uk)fk}k∈N in the measure-theoretical sense, i.e. for every ǫ > 0 there exists
δ = δ(ǫ) such that supk∈N
∫
E(ψk − uk)fkω
n < ǫ for any measurable set E such that ωn(E) ≤ ǫ. Indeed
since (ψk − uk)fk → (ψ − u)f almost everywhere and since all that we need is that
∫
X
(ψk − uk)fkωn →∫
X
(ψ− u)fωn, the equivalence between this two hypothesis follows from the Vitali Convergence Theorem
and Fatou’s Lemma.
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Remark 3.2. In some cases the assumptions on the boundedness of the energy and (11) in Theorem A
are easily satisfied.
For instance if there exists h ∈ L1 such that (ψk − uk)fk ≤ h almost everywhere for any k ∈ N then (11)
trivially holds, while by Theorem 4.10 in [DDNL18b] −Eψk(uk) ≤
∫
X(ψk − uk)fkω
n ≤ ||h||L1 .
Similarly if ||fk||Lp , ||f ||Lp are uniformly bounded for p > 1, then the boundedness of the energy and (11)
are consequences of ψk − uk → ψ− u in Lr for any r ∈ [1,∞) (see Theorem 1.48 in [GZ17]). In particular
Theorem A extends Theorem C in [Tru20a].
Finally if fk = ckgk for gk ց f , then we claim that the assumption (11) can be substituted with
∫
B
fωn ≤
ACapψk(B) for any Borel set B ⊂ X and for any k ≫ 1 big enough where A > 0 is a fixed constant.
Here Capψ denotes the ψ-relative Monge-Ampère capacity introduced in [DDNL18b] (see also [DDNL18d])
whose definition is similar to (8) asking ψ− 1 ≤ u ≤ ψ. Indeed combining Lemma 4.18 in [DDNL18b] and
Theorem 4.4 in [Tru20a] we would easily have
lim sup
k→∞
∫
X
(ψk − uk)fkω
n ≤ lim sup
k→∞
ck
∫
X
(ψk − uk)fω
n =
∫
X
(ψ − u)fωn.
3.2 Case λ < 0.
Here we deal with the case λ < 0.
Letting f ∈ L1 \ {0} non negative, we first assume that λ ∈ R \ {0} to introduce the functional Lf,λ :
PSH(X,ω)→ R as
Lf,λ(u) :=
−1
λ
log
∫
X
e−λufωn.
Thus, for ψ ∈ M, we define the functional Ff,ψ,λ : E1(X,ω, ψ) → R as Ff,ψ,λ(u) :=
(
Eψ − VψLf,λ
)
(u).
We hope that this functional do not lead to confusion with the functional Fµ,ψ defined in section 2. It is
easy to see that Ff,ψ,λ is invariant by translation, i.e. it descends to the space of currents. Moreover its
maximizers solve the complex Monge-Ampère equation (15) as the next result recalls.
Theorem 3.3 ([DDNL18b], Theorem 4.22). Let f ∈ L1 \ {0} non negative and λ 6= 0. If u ∈ E1(X,ω, ψ)
maximizes Ff,ψ,λ then u solves {
MAω(v) = e
−λv+Cµ
v ∈ E1(X,ω, ψ)
(15)
for a constant C ∈ R.
From now on until the end of the subsection we will assume λ < 0.
Theorem 3.4 (Theorem 4.23 - Lemma 4.24., [DDNL18b]). Let λ < 0 and f ∈ L1 \ {0} non negative.
Then the complex Monge-Ampère equation (15) admits an unique solution and it maximizes Ff,ψ,λ over
E1(X,ω, ψ).
A key Lemma of the proof of the Theorem just recalled is the following Lemma.
Lemma 3.5. Let µ be a non-pluripolar measure, gk, g ∈ L1 non-negative functions such that gk → g in
L1, and let u, {uk}k∈N ⊂ PSH(X,ω′) such that uk → u weakly where ω′ is a Kähler form on X. Then∫
X
eukgkω
n →
∫
X
eugωn
as k →∞
Proof. By an easy calculation we have∫
X
eukgkω
n ≤ esupX uk
∫
X
|gk − g|ω
n +
∫
X
eukgωn
and the result follows from | supX uk| ≤ C and Lemma 11.5 in [GZ17].
We can now prove Theorem B.
Theorem B. Assume
(i) λ < 0;
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(ii) fk, f ∈ L1 \ {0} non-negative functions such that fk → f in L1;
(iii) {ψk}k∈N ⊂M+ totally ordered such that ψk converges weakly to ψ ∈M+.
Let uk ∈ E1(X,ω, ψk), u ∈ E1(X,ω, ψ) be the unique solutions respectively of{
MAω(uk) = e
−λukfkω
n
uk ∈ E1(X,ω, ψk),
{
MAω(u) = e
−λufωn
u ∈ E1(X,ω, ψ).
(16)
Then uk → u strongly.
Proof. We assume λ = −1 for simplicity and we observe that by an easy contradiction argument it is enough
to check that any subsequence {ukj}j∈N admits a further subsequence {ukjh }h∈N converging strongly to
u. So without loss of generality we may assume ukj to be the whole sequence and we set Fk := Ffk,ψk,−1,
F := Ff,ψ,−1. Observe that by Theorem 3.4 uk maximizes Fk for any k ∈ N while u maximizes F .
Therefore, letting ϕ ∈ H, it follows that
lim inf
k→∞
Fk(uk) ≥ lim inf
k→∞
Fk
(
Pω [ψk](ϕ)
)
= F
(
Pω [ψ](ϕ)
)
by Lemmas 2.5 and 3.5. Thus, passing to the supremum over H, combining [BK07], the continuity of Eψ
along decreasing sequences and Lemma 3.5 we get
lim inf
k→∞
Fk(uk) ≥ F (u). (17)
Moreover, up to considering a subsequence, the sequence vk := uk − supX uk converges weakly to v ∈
PSH(X,ω), v ≤ ψ and
ak :=
∫
X
evkfkω
n →
∫
X
evfωn ∈
(
0, ||f ||L1
]
,
again by Lemma 3.5. Thus, using the complex Monge-Ampère equations,
sup
X
uk = logVψk − log ak
is uniformly bounded and {uk}k∈N admits a subsequence {ukj}j∈N converging weakly to u˜ ∈ PSH(X,ω), u˜ 4
ψ. Without loss of generality we will assume {ukj}j∈N to be the whole sequence {uk}k∈N. On the other
hand from (17) and the triangle inequality, since supX uk is uniformly bounded and fk → f , we have
lim sup
k→∞
d(ψk, uk) ≤ 2AVψ − lim inf
k→∞
Eψk(uk) ≤ 2AVψ − F (u)− lim sup
k→∞
Vψk
∫
X
eukfkω
n ≤ −F (u) + C
if A ≥ supX uk for any k ∈ N. Therefore u˜ ∈ E
1
norm(X,ω, ψ) by Proposition 2.6 since {uk}k∈N ⊂ XA,C′
for an uniform constant C′. Furthermore by Proposition 2.6 and Lemma 3.5 we obtain
lim sup
k→∞
Fk(uk) ≤ F (u˜),
which implies necessarily that u˜ = u + B for a constant B ∈ R by (17) and Theorem 3.4. But from the
Monge-Ampère equations it follows that
eB
∫
X
eufωn =
∫
X
eu˜fωn = lim
k→∞
∫
X
eukfkω
n = lim
k→∞
Vψk = Vψ =
∫
X
eufωn,
i.e. B = 0. In conclusion we have proved that uk → u weakly, that Fk(uk) → F (u) and
∫
X
eukfkω
n →∫
X
eufωn. Hence Eψk(uk) → Eψ(u), which by Propositon 2.4 implies dA(uk, u) → 0 and concludes the
proof.
Remark 3.6. It is easy to observe that Theorem B generalizes to the case when ωn is replaced by a
non-pluripolar measure µ and fk → f ∈ L1(µ) since analogs of Theorem 3.4 and of Lemma 3.5 hold in
this setting.
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3.3 Case λ > 0.
If λ > 0 then the study of (10) is much more complicated that the case λ ≤ 0 even in the absolute setting
ψ = 0. As stated in the Introduction, for instance, if {ω} = −KX , i.e. X is a Fano manifold, and f ≡ 1,
the existence of a solution for (10) is characterized by an algebrico-geometric notion called K-stability (see
[CDS15]). The uniqueness of solutions of (10) is an hard problem as well (see [Bern15]). Note that in
this case F1,0,1 coincides with the Ding functional ([Ding88]) where we recall that Ff,ψ,λ := Eψ − VψLf,λ
for f ∈ L1, λ ∈ R \ {0}, ψ ∈ M is the functional introduced in the previous subsection. We refer to the
companion paper [Tru20b] where we analyze the case when {ω} = −KX more in detail.
To prove Theorems C and D we need first to set
Jψ(u) := −Eψ(u) +
∫
X
(u− ψ)MAω(ψ)
for any u ∈ E1(X,ω, ψ) where ψ ∈ M+ (see [Tru20a] where the notation is slightly different). It is
immediate to check that Jψ is non-negative and translation invariant. Indeed it represents the translation
invariant version of the distance d as the following key lemma shows.
Lemma 3.7. Let ψ ∈M+. Then there exists C ∈ R≥0 depending only on (X,ω) such that
d(u, ψ)− C ≤ Jψ(u) ≤ d(u, ψ)
for any u ∈ E1norm(X,ω, ψ).
Proof. From the definitions it immediately follows that Jψ(u) ≤ d(ψ, u) for any u ∈ E1norm(X,ω, ψ). Vice
versa it is enough to observe that on E1norm(X,ω, ψ) we have∫
X
(ψ − u)MAω(ψ) ≤
∫
X
|u|MAω(0) = ||u||L1 ≤ C
as immediate consequence of Theorem 3.8. in [DDNL18b] and of the weak compactness of {u ∈ PSH(X,ω) :
supX = 0}.
Similarly to the case λ < 0, since the ψ-relative energy is upper semicontinuous with respect to the weak
topology (Proposition 2.6), the continuity properties of Lf,λ varying also f play a key role to the variational
approach, and hence to prove Theorems C, D. This is the reason to recall the following well-known and
important quantity (see [DK01]).
Definition 3.8. Let u ∈ PSH(X,ω). The quantity
c(u) := sup{p ≥ 0 :
∫
X
e−puωn <∞}
is called the complex singularity exponent of u.
By the resolution of the strong openness conjecture the supremum in the definition is never achieved,
i.e. e−c(u)u /∈ L1. Clearly c(·) increases when the singularities decreases and it is a lower semicontinuous
function with respect to the weak topology as the Main Theorem in [DK01] shows. Moreover the next
result proves that c(·) is constant on any set E(X,ω, ψ), ψ ∈M+.
We first need to recall the definition of the Lelong numbers and of the multiplier ideal sheaves.
Given u ∈ PSH(X,ω) and x ∈ X the Lelong number ν(u, x) of u at x is given as
ν(u, x) := sup{γ ≥ 0 : u(z) ≤ γ log ||z − x||2 +O(1) onU}
where x ∈ U ⊂ X is an holomorphic chart. It does not depend on the chart chosen. The Lelong number
measures the logarithmic singularity of an ω-psh function at a point x.
The multiplier ideal sheaf I(tu), t ≥ 0, of u ∈ PSH(X,ω) is the analytic coherent sheaf whose germs are
given by
I(tu, x) :=
{
f ∈ OX,x :
∫
V
|f |2e−tuωn <∞ for some open set x ∈ V ⊂ X
}
.
Proposition 3.9. Let u ∈ PSH(X,ω) and ψ := Pω[u]. Then
ν(u, x) = ν(ψ, x) and I(tu, x) = I(tψ, x) for any t > 0, x ∈ X. (18)
In particular c(u) = c(ψ) and α(·) is constant on any E(X,ω, ψ) for ψ ∈ M+.
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Proof. We first observe that c(u) := sup
{
p ≥ 0 : I(pu) = OX
}
, thus (18) implies immediately c(u) =
c(ψ). Moreover by Theorems 1.2, 1.3 in [DDNL18b] if ψ ∈M+ then Pω [u] = ψ if and only if u ∈ E(X,ω, ψ)
and the last assertion follows.
Next, we claim that Pω [u](ψ) = ψ. Indeed clearly Pω[u](ψ) ≤ ψ, while vice versa for any C ∈ R≥0,
Pω[u](ψ) ≥ Pω
(
u+ C,Pω [u]
)
≥ Pω
(
u+ C,Pω(u + C, 0)
)
= Pω(u+ C, 0),
which implies Pω [u](ψ) ≥ Pω[u] = ψ since Pω(u+ C, 0)ր Pω [u].
Then the proof of (18) is similar to that of Theorem 1.1.(i) in [DDNL18a], but we write the details for the
courtesy of the reader.
Trivially γ := ν(u, x) ≥ ν(ψ, x). Assume by contradiction that γ > ν(ψ, x) for x ∈ X , and fix holomorphic
coordinates centered at x such that the unit ball B ⊂ Cn is contained in the chart. By definition
u(z) ≤ γ log |z|2 + O(1) locally in such coordinates. Let also g be a smooth potential of ω such that
u+ g, ψ + g ≤ 0 in B. Thus, locally
g + ψ = g + Pω[u](ψ) ≤ sup{v ∈ PSH(B) : v ≤ 0, v ≤ γ log |z|
2 +O(1)}
where the inequality follows considering Pω(u + C,ψ) for C → +∞ instead of Pω [u](ψ) and noting that
the right hand is upper semicontinuous since it coincides with the pluricomplex Grenn function G
B
(z, 0)
of B with a logarithmic pole at 0 of order γ. Hence, by Proposition 6.1 in [Kli91] we get the contradiction
ν(ψ, x) ≥ γ since G
B
(z, 0) ∼ γ log |z|2 +O(1).
For the second equality, letting x ∈ X fixed, we observe that I(tψ, x) = I
(
tPω(u+C,ψ), x
)
for C ≫ 0 big
enough as a consequence of the resolution of the strong openness conjecture ([GZ15], see also Theorem 1.1
in [Lemp17]) since Pω(u+C,ψ)ր ψ for C → +∞. Therefore to conclude the proof it is sufficient to note
that I(tu, x) = I
(
tPω(u+ C,ψ), x
)
for any t, C > 0, x ∈ X since ψ is less singular than u.
It is also possible to estimate the complex singularity exponent of ψ in terms of the Lelong numbers
by the following classical result.
Proposition 3.10 ([Sko72]). Let ψ ∈M and set ν(ψ) := supx∈X ν(ψ, x). Then
2
ν(ψ)
≤ c(ψ) ≤
2n
ν(ψ)
.
We can now introduce an integrability condition which will be sufficient for the purposes of this paper.
Definition 3.11. Given ψ ∈ M, λ > 0 and p ∈ (1,∞]. We say that [ψ] satisfies the Strong Integrability
Condition (SIC) with respect to λ, p if
c(ψ) >
λp
p− 1
,
where we mean c(ψ) > λ if p =∞.
Observe that when p = ∞ the SIC α(ψ) > λ is a necessary condition to solve the Monge-Ampère
equation MAω(u) = e−λufωn in the class E(X,ω, ψ). In general if ψ ∈ M+ then as a consequence of
Proposition 3.9 the SIC gives e−λuf ∈ L1 for any u ∈ E(X,ω, ψ) through a clear Hölder’s pairing.
Proposition 3.12. Let uk, u ∈ PSH(X,ω) such that uk → u weakly, λ > 0 and let fk, f ∈ Lp for
p ∈ (1,∞] non-negative functions such that fk → f in Lp. Letting ψ := Pω [u] and ψk := Pω[uk], assume
also that c(ψ), c(ψk) >
λp
p−1 for any k ≫ 1, where
λp
p−1 = λ if p =∞. Then
e−λukfk → e
−λuf
in L1 as k →∞.
Proof. We set gk := e−λukfk, g := e−λuf and q := p/(p − 1) for the Sobolev conjugate of p. Note also
that by Hartogs’ Lemma we may suppose supX uk ≤ 0 for any k ∈ N. By the triangle inequality
||gk − g||L1 ≤ ||e
−λuk(fk − f)||L1 + ||(e
−λuk − e−λu)f ||L1 (19)
and the strategy is to prove that both terms in the right hand goes to 0 as k → ∞. As immediate
consequence of the Hölder’s inequality we obtain
||e−λuk(fk − f)||L1 ≤ ||e
−uk ||λLλq ||fk − f ||p
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which converges to 0 since fk → f in Lp by assumption and ||e−uk ||Lq is uniformly bounded by Lemma
3.13. In fact c(uk) = c(ψk) > λq, c(u) = c(ψ) > λq (see also Proposition 3.9).
For the second term in (19) again by Hölder’s inequality it follows that it is enough to prove that
e−λquk → e−λqu (20)
in L1. But since c(u) > λq, (20) is a consequence of the Main Theorem in [DK01].
Lemma 3.13. Let K ⊂ PSH(X,ω) and p > 0 such that c(u) > p for any u ∈ K. Then there exists a
constant C = CK,p such that
sup
u∈K
∫
X
e−puωn ≤ C.
Proof. Let us assume by contradiction that there exists a sequence {uj}j∈N ⊂ K such that∫
X
e−pujωn ≥ j (21)
for any j ∈ N. Up to considering a subsequence we may also assume that uj → u ∈ K weakly. In
particular
∫
X e
−puωn <∞. Thus by the Main Theorem in [DK01] e−puk → e−pu in L1, which contradicts
(35).
We can now prove Theorem C, which as said in the Introduction represents an openness result for a
new continuity method where the singularities are movable (see also [Tru20b]).
Theorem C. Let ψ ∈M+, λ > 0 and let 0 ≤ f ∈ Lp \ {0} for p ∈ (1,∞]. Assume also that c(ψ) > λpp−1 .
If there exist A > 0, B ≥ 0 such that
Fψ(u) := Ff,ψ,λ ≤ −Ad(u, ψ) +B
for any u ∈ E1norm(X,ω, ψ), then there exists an uniform constant C = C(Vψ , B,X, ω) ≥ 0 such that for
any ψ′ ∈ M+, ψ′ < ψ
Fψ′(v) ≤ −
(
1−
Vψ′
Vψ′
(1 −A)
)
d(v, ψ′) + C
for any v ∈ E1norm(X,ω, ψ
′). In particular for any ψ′ < ψ such that Vψ′ < Vψ/(1 − A), Fψ′ is d-coercive
over E1norm(X,ω, ψ
′) and the complex Monge-Ampère equation{
MAω(u) = e
−λufωn
u ∈ E1(X,ω, ψ′)
(22)
admits a solution.
Remark 3.14. It is easy to check that the constant A > 0 in the d-coercivity of Fψ cannot be larger
than 1. Indeed it easily follows from (A − 1)Eψ(u) + B ≥
Vψ
λ log
∫
X e
−λufωn ≥
Vψ
λ log ||f ||L1 for any
u ∈ E1norm(X,ω, ψ) and the fact that supu∈E1norm(X,ω,ψ) |Eψ(u)| = +∞ for any ψ ∈M
+.
Proof. We divide the proof in two parts. We first prove that the d-coercivity of Fψ′ implies the existence
of a solution of (22) for a fixed ψ′ < ψ, then we show that the d-coercivity of Fψ implies the d-coercivity
of Fψ′ for any ψ′ < ψ such that Vψ′ < Vψ/(1−A).
Let ψ′ < ψ and assume that Fψ′ is d-coercive over E1norm(X,ω, ψ) with respect to constants A >
0, B ≥ 0. Then letting {uk}k∈N ⊂ E1norm(X,ω, ψ
′) be a maximizing sequence for Fψ′ , i.e. Fψ′(uk) ր
supE1norm(X,ω,ψ′) Fψ′ , by the coercivity we immediately have
d(ψ′, uk) ≤ D
for a constant D ∈ R≥0. Therefore by Proposition 2.6, up to considering a subsequence, uk → u ∈
E1norm(X,ω, ψ
′) weakly. Thus Lemma 3.12 and again Proposition 2.6 give
sup
E1norm(X,ω,ψ)
Fψ′ = lim
k→∞
Fψ′(uk) ≤ Fψ′(u),
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i.e. u is a maximizer of Fψ′ over E1norm(X,ω, ψ
′). Hence since Fψ′ is translation invariant, by Theorem
3.3 there exists a constant A such that u+A solves (22) which finishes the first part of the proof.
Next the d-coercivity of Fψ implies that for any u ∈ E1(X,ω, ψ)
Fψ(u) = Fψ(u − sup
X
u) ≤ −Ad(ψ, u− sup
X
u) +B ≤ −AJψ(u− sup
X
u) +B = −AJψ(u) +B
by Lemma 3.7, which is equivalent to
Vψ
λ
log
∫
X
e−λufωn ≤ (1 −A)Jψ(u) +B +
∫
X
(ψ − u)MAω(ψ) (23)
for any u ∈ E1(X,ω, ψ). In particular letting ϕ ∈ H such that supX Pω[ψ
′](ϕ) = 0 where ψ′ < ψ and
setting v := Pω [ψ](ϕ), v′ := Pω[ψ′](ϕ), we have
Fψ′(v
′) ≤ Eψ′(v
′) +
Vψ′
λ
log
∫
X
e−λvfωn ≤ Eψ′(v
′) +
Vψ′
Vψ
(
(1 − A)Jψ(v) + B +
∫
X
(ψ − v)MAω(ψ)
)
(24)
combining the inequality v′ ≥ v with (23). Next by [DNT19] MAω(ψ) = 1{ψ=0}MAω(0) and similarly for
ψ′. Thus∫
X
(v − ψ)MAω(ψ) ≤
∫
X
(v′ − ψ′)MAω(ψ
′) +
∫
{ψ′=0}\{ψ=0}
(−v′)MAω(u) ≤
∫
X
(v′ − ψ′)MAω(ψ
′) + C′
for an uniform constant C′ = C′(X,ω) > 0 since supX v
′ = 0. Hence as a consequence of Proposition 2.2
we get
Jψ(v) ≤ Jψ′(v
′) + C′,
which together with (24) and again [DNT19] (by Remark 3.14 A ≤ 1), implies
Fψ′(v
′) ≤
(Vψ′(1 −A)
Vψ
− 1
)
Jψ′(v
′) +
Vψ′
Vψ
(B + C′) +
∫
X
(v′ − ψ′)MAω(ψ
′) +
Vψ′
Vψ
∫
X
(ψ − v)MAω(ψ) ≤
≤
(Vψ′(1−A)
Vψ
− 1
)
Jψ′(v
′) +
V0
Vψ
(B + 2C′).
Therefore since Jψ′(·) and of Fψ′(·) are translation invariant and continuous along decreasing sequences
in E1(X,ω, ψ), combining [BK07] and Lemma 3.7 we finally obtain
Fψ′(u) ≤
(Vψ′(1 −A)
Vψ
− 1
)
Jψ′(u) +
V0
Vψ
(B + 2C′) ≤
(Vψ′(1−A)
Vψ
− 1
)
d(ψ′, u) + C
for any u ∈ E1norm(X,ω, ψ
′), which concludes the proof.
Finally we can give necessary conditions to have the strong continuity of a sequence of solutions of
MAω(uk) = e
−λukfkω
n with prescribed singularities, i.e. Theorem D.
Theorem D. Let λ > 0, {ψk}k∈N ⊂ M+ totally ordered sequence such that ψk 4 ψk+1 for any k ∈ N
which converges to ψ ∈ M+, and fk, f ≥ 0 not trivial such that fk → f in Lp as k → ∞ for p ∈ (1,∞].
Assume also the following conditions:
(i) c(ψ) > λpp−1 ;
(ii) the complex Monge-Ampère equations{
MAω(uk) = e
−λukfkω
n
uk ∈ E1(X,ω, ψk);
admit solutions uk given as maximizers of Ffk,ψk,λ;
(iii) supX uk ≤ C for an uniform constant C.
Then there exists a subsequence {ukh}h∈N which converges strongly to u ∈ E
1(X,ω, ψ) solution of{
MAω(u) = e
−λufωn
u ∈ E1(X,ω, ψ).
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Proof. We first observe that c(ψk) >
λp
p−1 if k ≫ 1 big enough since ψk ր ψ a.e. and c(·) is lower
semicontinuous with respect to the weak topology as said before (it is the Main Theorem in [DK01]).
Then we set Fk := Ffk,ψk,λ for any k ∈ N, F := Ff,ψ,λ and vk := uk − supX uk ∈ E
1
norm(X,ω, ψk). In
particular MAω(vk) = e−λ(vk+supX uk)fkωn for any k ∈ N and up to considering a subsequence we may
assume that vk converges weakly to a function v ∈ PSH(X,ω). Then by an easy calculation we obtain
C1 ≤
Vψk
λ
log ||fk||L1 ≤
Vψk
λ
log
∫
X
e−λψkfkω
n = Fk(ψk) ≤
≤ Fk(vk) = Eψ(vk) +
Vψk
λ
log Vψk + Vψk sup
X
uk ≤ Eψ(vk) + C2.
for two uniform constantsC1, C2. Therefore by Proposition 2.6 we obtain v ∈ E1(X,ω, ψ) and lim supk→∞ Eψk(uk) ≤
Eψ(u). Thus since by Lemma 3.12
∫
X e
−λvkfkω
n →
∫
X e
−λvfωn it follows that
lim sup
k→∞
Fk(vk) ≤ F (v).
On the other hand similarly to the proof of Theorem B, letting ϕ ∈ H we obtain
lim inf
k→∞
Fk(vk) ≥ lim inf
k→∞
Fk
(
Pω[ψk](ϕ)
)
= F
(
Pω[ψ](ϕ)
)
combining Lemma 2.5 and Lemma 3.12, which together with [BK07] and the continuity of F along de-
creasing sequences implies
lim inf
k→∞
Fk(vk) ≥ sup
E1(X,ω,ψ)
F.
Hence v is a maximizer of F over E1(X,ω, ψ) and Fk(vk) → F (v). In particular there exists a constant
C ∈ R such that MAω(v) = e−λ(v+C)fωn (Theorem 3.3) and Eψk(vk) → Eψ(v) which leads to vk → v
strongly by Proposition 2.4.
Next setting Ck := supX uk we observe that
Vψk =
∫
X
e−λukfkω
n = e−λCk
∫
X
e−λvkfkω
n,
i.e. Ck → 1λ
(
log
∫
X e
−λvfωn − logVψ
)
= C. Hence uk = vk + Ck converges weakly to u = v + C and
MAω(u) = e
−λufωn. Finally thanks to Proposition 2.4, to conclude the proof it is enough to observe that
Eψk(uk) = Eψk(vk) + CkVψk → Eψ(v) + CVψ = Eψ(u).
Remark 3.15. Observe that the assumption (i) in Theorem D is satisfied if all the Lelong numbers of ψk
are small enough (Proposition 3.10), while (ii) is a natural hypothesis when all the solutions are given as
maximizers (see also [Tru20b]). As stated in the Introduction the real big obstacle is the bound in (iii),
which is necessary even when fk ≡ f (Example 4.16, see also [Tru20b] for a deeper discussion regarding
(iii) in the Fano case).
4 Log semi-Kähler Einstein metrics with prescribed singularities.
We recall that on a line bundle L → X any (smooth) hermitian metric h can be described by its weight
φ = {φα}α∈I defined locally for a trivializing local section sα of L on a open set Uα as φα := − log |sα|2h.
Observe that the current ddcφ is globally well-defined and represents the curvature of h. In this section
we identify the hermitian metrics with their weights, and we say for simplicity just metric.
Given a Q-divisor D on X we have the following key definition.
Definition 4.1 (Definition 3.1, [BBEGZ19]). Let φ be a metric on −r(KX+D) where r ∈ N such that rD
is a divisor. The adapted measure µφ is locally defined by choosing a nowhere zero section σ of r(KX+D)
over a small open set U and setting
µφ := (i
rn2σ ∧ σ¯)1/r/|σ|
2/r
φ .
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We observe that µφ is globally defined since the definition does not depend on the choice of σ. Moreover
µφ1 = µφ2 if φi are metric on −ri(KX +D) such that r2φ1 = r1φ2. This property allows to enlarge the
definition of adapted measures to metrics of the Q-line bundle −(KX+D) where we say that φ is a metric
on −(KX +D) if there exists r ∈ N divisible enough such that rφ is a metric on −r(KX +D).
Note that if D = 0 and φ is a metric on −KX , then locally
µφ = e
−φin
2
dz1 ∧ · · · ∧ dzn ∧ dz¯1 ∧ · · · ∧ dz¯n.
More generally by the natural identification of −(KX +D) with −KX on the complement of the support
of the divisor D, if φ is a metric on −(KX +D) then locally on X \ Supp(D)
µφ = e
−(φ+ 1r log |srD+ |
2− 1r log |srD− |
2)in
2
Ω ∧ Ω¯
for srD+ , srD− holomorphic sections cutting respectively the effective divisors rD+, rD− where D =
D+−D−, and Ω is a nowhere zero local holomorphic section of KX (see also [Berm16], [BBJ15]). Further-
more the adapted measures are compatible under blow-ups of smooth centers. Indeed if p : Y → X is a
morphism given by a sequence of blow-ups of smooth centers, letting D′ such that p∗(KX+D) = KY +D′,
µp∗φ coincides with the lift of µφ (usually denoted by µ˜φ), i.e. with the trivial extension of the push-forward
by p−1 of µφ over the Zariski open set where p is an isomorphism. Vice versa p∗µp∗φ = µφ.
Next, it is well-known that smooth positive volume forms µ are in one-one correspondence with metrics
on the canonical line bundle KX and the relationship is given by
µ = e−f in
2
Ω ∧ Ω¯ (25)
where f := log |Ω|2φ for any nowhere zero local holomorphic section Ω of KX . Thus, as in [BBJ15], being
aware that our definition of dc differs from theirs of a multiplicative factor equal to 2, we say that a positive
measure µ on X is said to have well-defined Ricci curvature if it corresponds to a singular metric on KX
in the sense of Demailly ([Dem90]), i.e. if locally it is of the form (25) with f ∈ L2loc, and in this case
Ric(µ) := ddcf . Observe that if µφ is the adapted measure of Definition 4.1 then Ric(µφ) = ω+[D] where
ω is the curvature form of φ.
Then, letting η be a semi-Kähler form, i.e. a closed smooth semipositive (1, 1)-form such that ηn > 0
(see [EGZ09]), we set, for u ∈ PSH(X, η), Ric(η + ddcu) := Ric
(
MAη(u)
)
so that Ric(η) := Ric(ηn) is
the usual Ricci curvature when η is actually Kähler.
Definition 4.2. Let D be a Q-divisor and η a (semi-)Kähler form. A D-log (semi-)Kähler Einstein metric
on X in the cohomology class {η} is a positive current ηu := η + ddcu with well-defined Ricci curvature
such that
Ric(ηu)− [D] = ληu
for λ ∈ R where [D] is the current of integration along the divisor D. Furthermore, when η is Kähler,
if ηu is a D-log (semi-)KE metric and u ∈ E1(X, η, ψ) for ψ ∈ M, then we say that ηu is (D, [ψ])-log
(semi-)KE metric.
Note that when η is Kähler a (D, [0])-log KE metric in [BBJ15] is called [D]-twisted KE, and that
the abuse of language is due to the fact that (D, [ψ])-log KE metrics define (class of) singular D-log KE
metrics.
When D = 0 one obtains the definition of Kähler-Einstein metrics (which coincides with the usual defini-
tion of Kähler-Einstein metrics under the additional request on the regularity).
It is immediate to see that there is the topological obstruction
c1(X)− {[D]} = λ{η} (26)
to the existence of D-log semi-KE metrics. However under the assumption (26), we recall the following
pluripotential description of D-log semi-KE currents.
Lemma 4.3. Let D be a Q-divisor such that (26) holds for λ ∈ Q and η semi-Kähler form. Let φ be a
metric on λ{η} with curvature λη, and let u ∈ PSH(X, η). Then ηu is a D-log semi-KE metric if and
only if
MAη(u) = e
−λu+Cµφ (27)
for a constant C ∈ R where µφ is the adapted measure associated to φ.
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Proof. The proof is similar to that in Lemma 2.2 in [BBJ15], but for the courtesy of the reader we report
it here.
If u ∈ PSH(X,ω) solves (27) then ηu has well-defined Ricci curvature and
Ric(ηu) = λdd
cu+Ric(µφ) = λdd
cu+ λη + [D] = ληu + [D].
Vice versa assume that ηu has well-defined Ricci curvature and Ric(ηu) − [D] = ληu. Then, letting
D =
∑N
j=1 ajDj for Dj prime divisors, {sj}
N
j=1 holomorphic sections cutting the divisors {Dj}
N
j=1 and
letting {φj}Nj=1 metrics on the associated line bundles, we obtain locally on X \ Supp(D)
µφ = e
−
∑N
j=1 aj log |sj |
2
φj e−φ˜in
2
Ω ∧ Ω¯
where φ˜ := φ+
∑N
j=1 ajφj is a metric on −KX . In particular µφ = e
−
∑N
j=1 aj log |sj |
2
φj dV for a volume form
dV . Therefore by definition there exists f ∈ L1 such that MAη(u) = e−fdV , which implies
Ric(ηu) = dd
cf +Ric(dV ) = ddcf + λη + [D]−
N∑
j=1
ajdd
c log |sj |
2
φj .
Next since Ric(ηu) = ληu + [D], the function f − λu −
∑N
j=1 aj log |sj |
2
φj
is pluriharmonic. Hence there
exists a constant C ∈ R such that
MAη(u) = e
−λu+Ce
−
∑n
j=1 aj log |sj |
2
φj dV = e−λu+Cµφ,
which concludes the proof.
Remark 4.4. If (26) holds for λ ∈ R and a R-divisor D then it is possible to enlarge the definition of
D-log (semi-)KE metrics to the class {η} thanks to the pluripotential description of Lemma 4.3. Indeed
in this case λη can be thought as the curvature of a metric φ on a R-line bundle, i.e. on a formal real
combination of line bundles. More precisely if {λη} = {
∑m
k=1 bkLk} where bk ∈ R and Lk line bundles,
then there exist metrics φ′k on Lk such that φ :=
∑m
k=1 bkφ
′
k satisfies dd
cφ = λη. Next if D =
∑N
j=1 ajDj
for Dj prime divisors, we fix {sj}Nj=1 holomorphic sections cutting the divisors Dj and metrics φj on the
associated line bundle. Thus setting φ˜ := φ+
∑N
j=1 ajφj the local volume forms e
−φ˜in
2
Ω∧ Ω¯ glue together
to give a global volume form dV . Set µφ := e
−
∑N
j=1 aj log |sj |
2
φj dV , where we mean the trivial extension
to 0 of the measure of the right hand side restricted to X \ Supp(D). We say that η + ddcu is a D-log
(semi-)KE metric if MAη(u) = e−λu+Cµφ for a constant C ∈ R, and if η is Kähler we say that η+ ddcu is
a (D, [ψ])-log KE metric if we further have u ∈ E1(X, η, ψ). Note that this definition of D-log KE metrics
does not depend on the choice done on the metrics. Moreover if p : Y → X is given by a sequence of
blow-ups of smooth centers µ˜φ = µp∗φ and p∗µp∗φ = µφ.
It is not difficult to check that the adapted measure µφ has finite total mass if and only if D is klt
(see [Kol13]), which reads as aj < 1 if D =
∑N
j=1 ajDj for prime divisors Dj when D is assumed to have
simple normal crossing. A similar condition holds when one considers (D, [ψ])-log KE currents. Indeed
letting {sj}Nj=1, {φj}
N
j=1 and dV as in proof of Lemma 4.3, i.e.
µφ = e
−
∑N
j=1 aj log |sj |
2
φj dV,
we obtain the following necessary condition to the existence of (D, [ψ])-log semi-KE metrics in terms of
multiplier ideal sheaves.
Corollary 4.5. Let η be a Kähler form such that (26) holds for D R-divisor and λ ∈ R. If ηu is a
(D, [ψ])-log semi-KE current, then
I
(
λψ +
∑
{j:aj>0}
aj log |sj |
2
φj
)
= OX if λ > 0, (28)
I
( ∑
{j:aj>0}
aj log |sj |
2
φj
)
= OX if λ ≤ 0. (29)
If λ > 0 (resp. λ ≤ 0) we will say that (D, [ψ]) (resp. D) is klt when (28) (resp. (29)) holds. The
definition does not depends on the metrics φj chosen and it is coherent with the usual definition (see for
instance Proposition 8.2 in [Kol96]).
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4.1 Analytical Singularities.
In this subsection ω Kähler and ψ := Pω [ϕ] ∈ M+ where ϕ ∈ PSH(X,ω) has analytical singularities,
i.e. locally ϕ|U := g + c log
(
|f1|2 + · · ·+ |fk|2
)
where c ∈ R≥0, g ∈ C∞, and {fj}kj are local holomorphic
functions. The coherent ideal sheaf I generated by these functions has integral closure globally defined,
hence the singularities of ϕ are formally encoded in (I, c). It is well-known in this case that there exists a
smooth resolution p : Y → X given by a sequence of blow-ups of smooth centers such that p∗I = OY (−D)
for an effective divisor D. Moreover the Siu Decomposition ([Siu74]) of p∗(ωϕ) is given by
p∗(ωϕ) = η + c[D]
where η is a smooth semipositive (1, 1)-form on Y , which becomes semi-Kähler if
∫
X
ηn > 0. In such case
it is possible to define the sets E(Y, η) and E1(Y, η) similarly to the Kähler case (see [BEGZ10]).
Lemma 4.6. In the setting just described
∫
X
ηn =
∫
X
MAω(ϕ) and there is a bijective map f : PSH(X,ω, ψ)→
PSH(X, η) such that f
(
E(X,ω, ψ)
)
) = E(Y, η) and f
(
E1(X,ω, ψ)
)
= E1(Y, η).
Proof. By Remark 4.6 in [RWN14] ψ − ϕ is globally bounded, so for any u ∈ PSH(X,ω, ψ) we have
u 4 ϕ which implies that p∗(ωu)− c[D] is a closed and positive current on Y with cohomology class {η}.
Therefore there exists an unique u˜ ∈ PSH(Y, η) such that supY u˜ = supX(u− ϕ) and
p∗(ωu) = ηu˜ + c[D].
Thus we define f : PSH(X,ω, ψ) → PSH(Y, η) as f(u) := u˜. By Proposition 1.2.7.(ii) in [BouTh]
f is a bijection. It is also easy to check that u˜ − (u − ϕ) ◦ p is pluriharmonic on Y , which leads to
f(u) = u˜ = (u− ϕ) ◦ p.
Next, since p is an isomorphism over Y \p−1V (I) and [D] has support in a pluripolar set, it is not difficult
to check that
p∗MAη(u˜) = MAω(u) (30)
using the definition of non-pluripolar product. Then (30) immediately gives f
(
E(X,ω, ψ)
)
= E(Y, η).
Hence to conclude the proof it is enough to observe that the equalities∫
Y
u˜MAη(u˜) =
∫
Y
p∗p∗
(
(u−ϕ)◦pMAη(u˜)
)
=
∫
Y
p∗
(
(u−ϕ)MAω(u)
)
=
∫
X
(u−ψ)MAω(u)+
∫
X
(ϕ−ψ)MAω(u)
imply f
(
E1(X,ω, ψ)
)
= E1(Y, η) thanks to Theorem 4.10 in [DDNL18b], Proposition 2.11 in [BEGZ10]
and the fact that
∣∣∣ ∫X(ϕ− ψ)MAω(u)
∣∣∣ ≤ C uniformly for any u ∈ PSH(X,ω, ψ).
For completeness we also prove that in this setting the metric space
(
E1(X,ω, ψ), d
)
is isometric to the
metric space
(
E1(Y, η), d
)
studied in [DDNL18c] where
d(u, v) = E(u) + E(v)− 2E
(
Pη(u, v)
)
for any u, v ∈ E1(Y, η) recalling that Pη(·, ·), E(·) are defined in the same way as in the Kähler case, i.e.
for instance E(u) = 1n+1
∑n
j=0
∫
X u(η + dd
cu)j ∧ ηn−j if u has minimal singularities (remember that η is
semipositive).
Proposition 4.7. The metric space
(
E1(X,ω, ψ), d
)
is isometric to
(
E1(Y, η), d
)
through the map of
Lemma 4.6
Proof. With the same notation of Lemma 4.6 we have u˜ := f(u) = (u − ϕ) ◦ p for any u ∈ E1(X,ω, ψ).
Moreover similarly as in the proof on Lemma 4.6 we can show that p∗
(
ηku˜1 ∧ η
n−k
u˜2
)
= ωku1 ∧ ω
n−k
u2 for any
k = 0, . . . , n, and that these equalities lead to E(u˜) = Eψ(u)− Eψ(ϕ) for any u ∈ E1(X,ω, ψ). Hence to
conclude the proof it is enough to prove that f
(
Pω(u1, u2)
)
= Pω(u˜1, u˜2). By construction we easily have
u˜1 ≤ u˜2 if and only if u1 ≤ u2. Therefore we get f
(
Pω(u1, u2)
)
≤ Pω(u˜1, u˜2) from Pω(u1, u2) ≤ u1, u2,
while letting φ ∈ E1(X,ω, ψ) such that φ˜ = Pω(u˜1, u˜2) we have φ ≤ u1, u2, i.e. φ ≤ Pω(u1, u2) which
conclude the proof by composing with f .
We can now relate the (D, [ψ])-log KE metrics on X with the D′-log semi-KE metrics on Y . More
precisely, let D be a klt R-divisor on X such that
c1(X)− {[D]} = λ{ω}
18
for λ ∈ R and ω Kähler form. Let ψ ∈ M+ given as Pω [ϕ] for a function ϕ ∈ PSH(X,ω) with analytic
singularities encoded in (I, c), and let p : Y → X be a smooth resolution of I. Then p∗I = OY (−D1) for
an effective divisor D1 and p∗(KX+D) = KY +D2 for a R-divisor D2. We denote with η the semi-Kähler
part of the Siu Decomposition p∗(ωϕ) = η + c[D1].
Proposition 4.8. In the setting described above, there is a bijection beetwen the set of all (D, [ψ])-log KE
metrics on X in the cohomology class {ω} and the set of all D′-log semi-KE metrics on Y in the cohomology
class {η} where D′ := λc[D1]+[D2]. More precisely letting φω and φη be metrics respectively on the R-line
bundles −(KX +D),−(KY +D2 + λcD1) with curvatures λω and λη, a function u ∈ E1(X,ω, ψ) solves
MAω(u) = e
−λuµφω if and only if u˜ = (u− ϕ) ◦ p ∈ E
1(Y, η) solves MAη(u˜) = e
−λu˜µφη .
Proof. Let φω , φη as in the statement. Set also φ := p∗φω − φη metric on λcD1 with curvature θ := ddcφ.
Then for r1 = 1λc ∈ R>0, r1λcD1 = D1 is an effective divisor and there exists an holomorphic section
s1 on the associate line bundle such that r1θ + ddc log |s1|2r1φ = r1λc[D1]. Thus, since by construction
λη + θ = p∗λω, it follows that
ddc
1
r1
log |s1|
2
r1φ = dd
cλϕ ◦ p,
i.e. λϕ ◦ p = 1r1 log |s1|
2
r1φ
+ C for a constant C ∈ R which without loss of generality we may suppose to
be equal to 0. Therefore the lift of the measure e−λuµφω = e
−λ(u−ϕ)e−λϕµφω becomes
e−λu˜−
1
r1
log |s1|
2
r1φµp∗φω
where u˜ = (u− ϕ) ◦ p. Next for {aj}
N1
j=1, {bj}
N2
j=1 ⊂ R>0 and prime divisors {D2,+,j}
N1
j=1, {D2,−,j}
N2
j=1, we
have D2 =
∑N1
j=1 ajD2,+,j −
∑N2
j=1 bjD2,−,j as the difference of two effective R-divisors. Thus locally on
Y \
(
Supp(D1) ∪ Supp(D2)
)
by definition there exists Ω nowhere zero local holomorphic section of KY
such that
µp∗φω = e
−(p∗φω+
∑N1
j=1 aj log |s2,+,j |
2−
∑N
j=1 bj log |s2,−,j |
2)in
2
Ω ∧ Ω¯
where {s2,+,j}
N1
j=1, {s2,−,j}
N2
j=1 are holomorphic sections cutting respectively {D2,+,j}
N1
j=1, {D2,−,j}
N2
j=1. For
simplicity of notations we set ϕ2,+ :=
∑N1
j=1 aj log |s2,+,j|
2 and similarly for ϕ2,−. Therefore locally on
Y \
(
Supp(D1) ∪ Supp(D2)
)
e
− 1r1
log |s1|
2
r1φµp∗φω = e
−
(
φ+ 1r1
log |s1|
2
r1φ
+φη+ϕ2,+−ϕ2,−
)
in
2
Ω∧Ω¯ = e−
(
φη+
1
r1
log |s1|
2+ϕ2,+−ϕ2,−
)
in
2
Ω∧Ω¯ = µφη .
In conclusion for any u ∈ E1(X,ω, ψ) and the measures e−λuµφω and e
−λu˜µφη are related by lifting and by
push-forward through p∗. Hence the Proposition follows since the same correspondence holds for MAω(u)
and MAη(u˜) as seen during the proof of Lemma 4.6.
We can prove the following regularity result on (D, [ψ])-log semi-KE metrics in this case, which is the
first part of Theorem E.
Theorem 4.9. Let ωu be a (D, [ψ])-log KE metric where D is a R-divisor and ψ = Pω [ϕ] ∈ M+ for ϕ
with analytic singularities formally encoded in (I, c). Then u ∈ C∞
(
X \A
)
where A = V (I) ∪ Supp(D).
Proof. By Proposition 4.8 and u˜ := (u− ϕ) ◦ p is a solution of{
MAη(u˜) = e
−λu˜µφη
u˜ ∈ E1(Y, η)
where η is semi-Kähler form. Moreover writing µφη = e
v1−v2dV where v1, v2 ∈ PSH(Y, ω′) for ω′ Kähler
form and dV volume form on Y , by the Monge-Ampère equation and the resolution of the openness
conjecture ([GZ15]) we immediately obtain e−λu˜+v1−v2 ∈ Lp for p > 1 (see also Corollary 4.5). Now the
proof is standard.
Indeed by Theorem C in [EGZ11] we get that u˜ is bounded on X and continuous on Amp({η}) (see also
[Kol98]), where the latter is the ample locus of η ([Bou04]). Then, assuming first λ > 0, let C > 0 big
enough such that supX v1 ≤ C, Cω
′ + ddcv1 ≥ 0, Cω′ + ddc(v1 + λu˜) ≥ 0 and ||e−λu˜−v2 ||Lp ≤ C. Thus
by Theorem 10.1 in [BBEGZ19] for any relatively compact open set U ⋐ Amp({η}) there exists A > 0
depending on C, η, p, U such that
0 ≤ η + ddcu˜ ≤ Ae−λu˜−v2ω′.
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Similarly if λ ≤ 0, letting C > 0 big enough such that supX(v1 − λu˜) ≤ C, Cω
′ + ddc(v1 − λu˜) ≥
0, Cω′ + ddcv2 ≥ 0 and ||e−v2 ||Lp ≤ C, we obtain
0 ≤ η + ddcu˜ ≤ Ae−v2ω′
for any relatively compact open set U ⋐ Amp({η}).
Moreover by construction v1, v2 are smooth outside the union of the supports of the divisors D1, D2
(with the notations used in Proposition 4.8). So, since u˜ is globally bounded it immediately follows that
∆ω′ u˜ is locally bounded over Amp({η})∩
(
Y \
(
Supp(D1) ∪ Supp(D2)
))
. By the Evans-Krylov Theorem
and a classical bootstrap argument this also implies that u˜ is smooth over Amp({η})∩
(
Y \
(
Supp(D1) ∪
Supp(D2)
))
. Then the ample locus is a not-empty Zariski open set ({η} is big, see [Bou04]) and it includes
Y \
(
Supp(D1) ∪ Supp(D2)
)
since {ω} is Kähler and the support of the exceptional locus of p : Y → X is
contained in the union of the supports of D1, D2. Hence since u˜ = (u−ϕ) ◦ p, we get that u ∈ C∞(X \B)
where B = p∗
(
Supp(D1) ∪ Supp(D2)
)
⊂ V (I) ∪ Supp(D) which concludes the proof.
Remark 4.10. In Theorem 4.9, if there exists a resolution of I such that η is Kähler and ∆ := λcD1+D2
is effective, then the solution u˜ has conic singularities along ∆ as proved in [GP16].
4.2 Theorem E.
In the subsection we conclude the proof of Theorem E.
As shown in the previous subsection if ψ ∈ M+ has analytic singularities type, i.e. ψ = Pω[ϕ]
for ϕ with analytic singularities formally encoded in (I, c) where I is a integrally closed coherent ideal
sheaf and c ∈ R>0, then taking p : Y → X a resolution of I there exists a semi-Kähler form η on Y
such that p∗(ωϕ) = η + c[D] where p∗I = OX(−D) and D is an effective divisor. Thus, we first set
M+an := {ψ ∈ M
+with analytic singularities type} and we fix for any ψ ∈ M+an an element ϕ with
analytic singularities such that supX ϕ = 0 and ψ = Pω[ϕ] (i.e. ψ − ϕ globally bounded). Then set-
ting Kt(X,ω) := {(Y, η) : ω − p∗η = [D] for an effectiveR-divisorDwhere η is semi-Kähler and p : Y →
X is given by a sequence of blow-ups} the construction described above leads to a natural map
Φ :M+an −→ K
t
(X,ω)/ ∼
where (Y, η) ∼ (Y ′, η′) on Kt(X,ω) if there exists (Z, η˜) ∈ K
t
(X,ω) such that Z dominates Y, Y
′ through
morphism q : Z → Y , q′ : Z → Y ′ and η˜ = q∗η = q′∗η′. Note that for a different choice of the elements ϕ
with analytic singularities, the forms η in the representatives in K(X,ω) may change but their cohomology
classes {η} would remain unchanged.
We also claim that Φ is injective. Indeed letting ψ1, ψ2 ∈M+an and letting (Y, η1), (Y, η2) be representatives
on the same manifold Y (taking a common resolution), if Φ(ψ1) = Φ(ψ2) then η1 = η2. Thus, denoting
with ϕ1, ϕ2 the fixed functions with analytic singularities, η1 = η2 and cohomological reasons imply that
(ϕ1 − ϕ2) ◦ p is pluriharmonic, hence ϕ1 = ϕ2 + C which clearly gives ψ1 = ψ2.
We can now define
K(X,ω) := Im(Φ).
It is worth to underline that for any small perturbation {µ∗Nω − a1[E1]− a2[E2] + · · · − aN [EN ])} where
µN : Y → X is the blow-up of X at N distinct points, Ei the exceptional divisors and ai > 0 small enough,
there exists a smooth semi-Kähler form η such that [(Y, η)] ∈ K(X,ω).
As an immediate consequence of the construction the set K(X,ω) inherits a partial order and a notion
of convergence given by the set M+an. In particular for any α, α
′ ∈ K(X,ω) with associated model type
envelopes ψ, ψ′ ∈ M+an, we will say that α is smaller (resp. bigger) than α
′ if ψ 4 ψ′ (resp. ψ < ψ′). Note
that if α is smaller than α′ then taken representatives (Z, η˜), (Z, η˜′) on the same compact Kähler manifold
Z we have η˜′ − η˜ = [F ] for an effective R-divisor F . The notion of volume Vol(α) is also well-defined for
α ∈ K(X,ω) since for any (Y, η) ∼ (Y ′, η′),
∫
Y
ηn =
∫
Y ′
η′n, and in particular Vol(α) = Vψ where Φ(ψ) = α
(see also Lemma 4.6).
Next, it is possible to talk about log-KE currents for a class in K(X,ω) thanks to Proposition 4.8 since for two
different representatives (Y, η), (Y ′, η′) of a same class in K(X,ω) the sets of log-KE currents are in bijection.
Indeed the bijection is a level of quasi-psh functions, i.e. we identify two log-KE currents η+ddcu˜, η′+ddcu˜′
respectively on (Y, η), (Y ′, η′) representative of the same class in K(X,ω) if u˜ = (u−ϕ) ◦ p, u˜′ = (u−ϕ) ◦ p′
for the same function u ∈ E1(X,ω, ψ). Thus a log-KE current for a class in K(X,ω) is a family of log-KE
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currents which are related through the bijection just described. We can then define a strong convergence
on sequences of log-KE currents for totally ordered sequences in K(X,ω) after a suitable normalization.
Namely when λ = 0, in accord with Theorem B, for any log-KE current η + ddcu˜ on (Y, η) representative
of a class in K(X,ω) the function u˜ will be normalized so that the corresponding ω-psh function u through
Lemma 4.6 satisfies supX u = 0. When instead λ 6= 0, we will normalize u˜ so that MAω(u) = e
−λuµφω
where we fix φω metric on −(KX +D) with curvature λω once and for all (see again Proposition 4.8). In
conclusion, given a totally ordered sequence {αk}k∈N ⊂ K(X,ω) converging to α ∈ K(X,ω), we will say that
a sequence of log-KE currents ηk+ddcu˜k converges strongly to a log-KE current η+ddcu˜ if uk → u strongly.
When there exists a common compact Kähler manifold Z such that (Yk, ηk) ∼ (Z, θk) and (Y, η) ∼ (Z, θ),
the strong convergence implies in particular that the associated sequence of log-KE currents θk + ddcvk
converges weakly to the log-KE current θ + ddcv.
We can now prove the second part of Theorem E.
Theorem 4.11. Let ω be a Kähler form such that c1(X)−{[D]} = λ{ω} holds for λ ∈ R, λ ≤ 0 and let D
be a klt R-divisor. Then any class in K(X,ω) admits an unique log-KE current and such log-KE currents
are stable with respect to the strong convergence, i.e. if {αk}k∈N ⊂ K(X,ω) is a totally ordered sequence
converging to α ∈ K(X,ω), then the sequence of log-KE currents converges strongly to the log-KE current
on α.
Proof. By Proposition 4.8 and by definition to find a log-KE metric on α ∈ K(X,ω) is equivalent to solve{
MAω(u) = e
−λuµφω ,
u ∈ E1(X,ω, ψ)
(31)
where ψ ∈ M+ is the model type envelope with analytic singularities associated to α. Moreover by the
resolution of the openness conjecture ([GZ15]) since D is klt we have µφω = fdV for f ∈ L
p for p > 1.
Therefore the theorem follows from Theorems A, B.
Next it remains to treat the case λ > 0.
We first note that in the case of (D, [ψ])-log KE currents the density fD ∈ L1 \ {0} of the corresponding
Monge-Ampère equation MAω(u) = e−λufDωn is given as
fD = e
−
∑N
j=1 aj log |sj |
2
φj
+g
(32)
where g is a smooth function, and as usual we fixed {sj}Nj=1 holomorphic sections cutting the prime divisors
Dj and metrics φj on the associated line bundle where D =
∑N
j=1 ajDj .
We then observe that in Theorem C we used the assumption α(ψ) > λpp−1 only on the first part of the
proof to prove that the d-coercivity of FfD ,ψ,λ implies the existence of a maximizer. Such hypothesis will
not be necessary for the study of log-KE currents in K(X,ω) as consequence of the following result.
Lemma 4.12. Let ω be a Kähler form such that c1(X) − {[D]} = λ{ω} holds for λ > 0 and let D be
an R-divisor. Let also ψ ∈ M+an and assume that (D, [ψ]) is klt. Then the d-coercivity of FfD ,ψ,λ over
E1norm(X,ω, ψ) implies the existence of a maximizer.
Proof. Fix (Y, η) representative of α = Φ(ψ) ∈ K(X,ω).
Then using the same notation of Proposition 4.8, for any v ∈ E1(X,ω, ψ) by construction the lift of
e−λvfDω
n = e−λvµφω to Y is e
−λv˜µφη where v˜ = (v − ϕ) ◦ p. Therefore using also Proposition 4.7 it
follows that
FfD ,ψ,λ(v)− Eψ(ϕ) = E(v˜) +
Vψ
λ
log
∫
X
e−λv˜µφη =: Dη(v˜) (33)
for any v ∈ E1(X,ω, ψ). Observe that, up to rescaling the class ω, since Vψ =
∫
X
ηn, the functional
Dη coincides with the (opposite of the) log-Ding functional in the class {η} as described in [BBEGZ19].
Hence since again by Proposition 4.7 the map
(
E1(X,ω, ψ), d
)
∋ u → u˜ ∈
(
E1(Y, η), d
)
is an isometry
and by assumption FfD ,ψ,λ is d-coercive, we obtain that Dη is d-coercive over E
1
norm(Y, η). Thus let
{v˜k}k∈N ⊂ E
1
norm(Y, η) be a maximizing sequence, which without loss of generality by the compactness of
{v˜ ∈ PSH(Y, η) : supY v˜ = 0} we may assume to be weakly convergent to v˜ ∈ E
1
norm(Y, η). Then writing
µφη = gdV where g ∈ L
p for p > 1 and dV is a smooth volume form, by applying twice the Holder’s
inequality we have∫
X
|e−λv˜k − e−λv˜|dµφη ≤ λ
∫
X
e−λ(v˜k+v˜)|v˜k − v˜|dµφη ≤ λ||e
−λ(v˜k+v˜)||Lq ||(v˜k − v˜)f ||Lp/2 ≤
≤ λ||e−λ(v˜k+v˜)||Lq ||f ||Lp ||v˜k − v˜||Lp (34)
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where 1 < q < ∞ is the Sobolev conjugate of p/2. Therefore since any element in E1(Y, η) has vanishing
Lelong numbers, by [Zer01] the first factor in the right side in (34) is uniformly bounded, and we obtain
e−λv˜k → e−λv˜ in L1(µφη) as a consequence of v˜k → v˜ in L
p. Hence by the upper semicontinuity of E(·) in
E1(Y, η) with respect to the weak topology ([BBEGZ19]) we obtain
sup
E1(Y,η)
Dη = lim
k→∞
Dη(v˜k) ≤ Dη(v˜),
i.e. v˜ is a maximizer of Dη. Hence from (33) the corresponding function v ∈ E1(X,ω, ψ) (Lemma 4.6) is
a maximizer of FfD ,ψ,λ.
Remark 4.13. As seen during the proof of Lemma 4.12, the d-coercivity of FfD ,ψ,λ over E
1
norm(X,ω, ψ)
with respect to coefficients A > 0, B ≥ 0 (i.e. FfD ,ψ,λ(u) ≤ −Ad(ψ, u) + B for any u ∈ E
1
norm(X,ω, ψ))
is equivalent to the d-coercivity of the log-Ding functional Dη over E1norm(Y, η) with respect coefficients
A > 0, Bη ≥ 0 for any (Y, η) representative of the class Φ(ψ) ∈ K(X,ω). In particular FfD ,ψ,λ and Dη have
the same slope at infinity (i.e. the coefficient A of the d-coercivity).
We can now state the third part of Theorem E.
Theorem 4.14. Let ω be a Kähler form such that c1(X)−{[D]} = λ{ω} holds for λ > 0 and let D be a klt
R-divisor. If the log-Ding functional associated to a representative (Y, η) of α ∈ K(X,ω) is d-coercive over
E1norm(Y, η) with slope 1 > A > 0, then any α
′ ∈ K(X,ω) bigger than α satisfying Vol(α
′) < Vol(α)/(1−A)
admits a log-KE current.
Proof. It follows directly from Theorem C thanks to Lemma 4.12 and Remark 4.13.
Finally to apply Theorem D to the classK(X,ω), we fix a kltR-divisorD such that c1(X)−{[D]} = λ{ω}
for λ > 0, with associated function fD as in (32). Then it is a classical fact that fD ∈ Lp for any
1 < p < lct(X,D) := sup{t > 0 : (X, tD) is klt} (the log canonical threshold) and fD /∈ Llct(X,D) (see for
instance Proposition 3.20 in [Kol96]). Therefore we define
KD(X,ω) :=
{
Φ(ψ) ∈ K(X,ω) : ψ ∈M
+
an such thatα(ψ) >
λ lct(X,D)
lct(X,D)− 1
}
.
Theorem 4.15. Let ω be a Kähler form such that c1(X)− {[D]} = λ{ω} holds for λ > 0 and let D be a
klt R-divisor. Assume that
(i) {αk}k∈N ⊂ K(X,ω) is an increasing sequence converging to α ∈ K
D
(X,ω);
(ii) ηk + dd
cu˜k are representatives of a sequence of log-KE currents in αk such that supX uk ≤ C uni-
formly.
Then the sequence of log-KE currents of (ii) converges strongly to a log-KE current in α.
Observe that by the definition of the normalization, the assumption (ii) in Theorem 4.15 is independent
on the representatives ηk + ddcu˜k chosen.
We conclude the paper with the following example which shows that the assumption (iii) in Theorem
D is necessary.
Example 4.16. Let ω be a Kähler form on a Fano manifold X representative of the anticanonical class,
and let D be a smooth divisor Q-linearly equivalent to −KX , i.e. D ∈ | − rKX | for r ∈ N. Next, letting
ϕD ∈ PSH(X,ω) such that ω + ddcϕD = 1r [D] and ψt := Pω[tϕD] for any t ∈ [0, 1), by Proposition 4.8
the set of all solutions of {
MAω(ut) = e
−utµφω
ut ∈ E1(X,ω, ψt),
(35)
is in bijection with the set of all trD-log KE currents in the cohomology class {(1 − t)ω}, i.e. with all
solutions of {
MA(1−t)ω(vt) = e
−vt−
t
rϕDµφω
vt ∈ E
1(X, (1− t)ω).
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where the correspondence is clearly given by ut = vt + trϕD. Thus setting wt :=
1
(1−t)vt ∈ PSH(X,ω) we
have {
MAω(wt) = (1 − t)−ne−(1−t)wt−
t
rϕDµφω
wt ∈ E1(X,ω),
which is equivalent to the renowned path
Ric(ωvt) = (1− t)ωvt +
t
r
[D]. (36)
considered in [CDS15]. Thus the set S := {t ∈ [0, 1) : (35) admits a solution} is not empty ([Berm13],[JMR16])
and open (by cthe implicit function theorem, see [Aub84]). Moreover it is well-known that whenX does not
admit a KE metric (for instance X = BlpP2) then there exists t0 ∈ (0, 1) such that lim inf tցt0 supX wt =
+∞, which clearly implies lim inftցt0 supX ut = +∞.
Hence since the assumption (i) in Theorem D is satisfied for any t ∈ [0, 1) and since (ii) follows from (33)
in Lemma 4.12, it follows that (iii) in Theorem D is a necessary hypothesis.
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