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Abstract
We study the influence of disorder on propagation of waves in one-dimensional structures. Trans-
mission properties of the process governed by the Schro¨dinger equation with the white noise po-
tential can be expressed through the Lyapunov exponent γ which we determine explicitly as a
function of the noise intensity σ and the frequency ω. We find uniform two-parameter asymptotic
expressions for γ which allow us to evaluate γ for different relations between σ and ω. The value
of the Lyapunov exponent is also obtained in the case of a short-range correlated noise, which is
shown to be less than its white noise counterpart.
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I. INTRODUCTION
Analysis of the Lyapunov exponent plays an important role in the problems of propa-
gation of waves. Much attention in recent years has been given to periodic and disordered
one-dimensional structures (see, e.g., [1] and references therein). Application of such struc-
tures include photonic crystals, coupled-resonator optical waveguides, slow-light devices,
metamaterials, semiconductor superlattices with given transmission properties and more.
Characteristics of real materials, however, may be considerably different from predicted
ones due to inevitable disorder of geometric and material parameters. Structural pertur-
bation and manufacturing inaccuracies may lead to a substantial reduction of performance
[2], [3] and even to complete suppression of wave propagation [4], [5]. In the strongest form
the disorder may manifest itself in the Anderson type localization, which is a general wave
phenomenon for classical and quantum waves in disordered systems. Due to multiple scat-
tering, destructive interference occurs, so that the wave amplitude decreases exponentially
in the medium. The rate of decay of the solution is defined by the Lyapunov exponent, γ
(the inverse of the localization length).
The Lyapunov exponent is of major importance in the problems of slowing down light by
orders of magnitude, a phenomenon which has been extensively discussed in the literature
[6]. Such a possibility can be useful in a variety of optical and microwave applications.
Choosing wave frequency near stationary points of the electromagnetic dispersion relation
allows one to reduce the group velocity by two orders of magnitude [6]-[7]. Another model
for slowing down light proposed in [8] is based on the periodic necklace-type waveguide. An
essential common feature of such devices is that the frequency of propagating wave must be
located near the spectral band edge or degenerate band edge of the corresponding medium.
One of the major factor, however, limiting performance of optical waveguides is their
structural imperfection, and investigation of the influence of different kinds of disorder on
the Lyapunov exponent becomes of primary importance in manufacturing of optical devices.
Papers [9]-[10] performed sensitivity analysis of photonic crystals near degenerate and reg-
ular spectral band edge under perturbations of geometrical and material parameters, and
the impact of these perturbations was compared. Numerical simulations were used to in-
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vestigate the sensitivity of field enhancement effects at Fabry-Perot resonances against the
bandwidth of the excitation. The gigantic amplitude increase produced by such resonances
was observed, which dramatically deteriorates under small perturbations of the thickness of
layers. In particular, the peak field intensity of a 16 layer stack regular band edge photonic
crystal decreases by an order of magnitude under 1% perturbation of the layer thicknesses.
The central idea of chaotic behaviour of dynamical systems is widely seen as strong
dependence on initial conditions [11]. In a chaotic system, a very small change in the initial
conditions can cause a big change in the trajectory. Quantitative criterion for sensitivity
is characterized by the Lyapunov exponent (also called the maximal Lyapunov exponent)
which measures exponential growth rate of the solution.
In all the applications, the influence of the strength of perturbation σ is essentially differ-
ent depending on how close the frequency ω is to the band edge. While γ ∼ σ2 in the bulk
of the band, it has order γ ∼ σ 23 near the band edges [12]-[13]. Therefore, it is important
to construct uniform two-parameter asymptotic expansion of the Lyapunov exponent for all
frequencies of wave propagation. This construction is a central goal of the present paper.
Let γ1 = γ1(ω1, σ) be the Lyapunov exponent of the optical equation
− ψ′′(x) = ω21n2(x, σ)ψ(x), (1.1)
where 0 < σ 6 σ0 denotes the strength of perturbation of either the value of the periodic
refraction index n(x, 0) or the length of its period, and ω1 is located in an Ω-neighbourhood
of a non-degenerate band edge. Let also γ = γ(ω, σ) be the Lyapunov exponent of the
Schro¨dinger equation
− ψ′′(x) + σw˙(x)ψ(x) = ω2ψ(x), (1.2)
with the white noise potential w˙(x) and the frequency ω located near the spectral edge
ω = 0. The frequency ω is defined by ω1 using the relation
cosω =
1
2
trM (ω1), ω1 ∈ Ω. (1.3)
Here M is the transfer matrix of (1.1). Then in [13] it was shown that γ1 and γ estimate
each other uniformly. That means
c1γ 6 γ1 6 c2γ, (1.4)
where positive constants c1 and c2 depend only on σ0 and Ω but not on the values of σ and
ω1. Thus, a uniform two-parameter asymptotic expansion of the Lyapunov exponent of the
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Schro¨dinger equation (1.2) provides a uniform estimate of the Lyapunov exponent of the
wave equation (1.1). Because of this, we consider in details the Schro¨dinger equation with
different relations between the intensity of noise σ and the frequency ω. We will obtain a
uniform asymptotic expansion of γ followed by numerical evaluation of γ to determine the
range of parameters for which the asymptotic formulas can be used.
There are different interpretations of the Schro¨dinger equation with white noise potential.
The Lyapunov exponent defined by the equation with white noise potential is usually under-
stood as the limit of ones defined by the equation with regular potentials whose correlation
length ∆ tends to zero (cf. [14]). In our approach we pass to the limit in the equation itself
that results in a system of Itoˆ stochastic differential equations. Thus, we define the Lyapunov
exponent through solutions of the corresponding ∆-independent stochastic equations.
Papers [15]-[17] used different definition of equation with white noise potential. We
obtain the same result for γ(ω) as the one obtained in [15]-[17] for the leading term of the
asymptotics of γ∆(ω) as ∆ → 0. Moreover, our approach (which is also convenient for
numerical simulations) allows us to find the second term c1 of γ∆(ω) = γ(ω) − c1∆ + . . .,
where c1 > 0, which provides the rate of decay of the Lyapunov exponent when ω is fixed
and the correlation length ∆ increases.
II. INTEGRAL REPRESENTATION OF THE LYAPUNOV EXPONENT
In this paper we study the asymptotic behaviour of the Lyapunov exponent γ(λ, σ) of
the random one-dimensional Schro¨dinger operators
Hψ = −ψ′′(x) + σw˙(x)ψ = λψ, x > 0,
ψ(0) = cosϑ0,
ψ′(0)
ω
= sin ϑ0,
(2.1)
as a function of the energy λ and the coupling constant (intensity) σ of the white noise
potential. Here ω =
√|λ| (equations with any real λ will be considered). The white noise
w˙(x) can be understood as the limit of a stationary Gaussian process ξ(x) with independent
increments on intervals of length ∆, ∆≪ 1 (cf. [13]):
w˙(x) = lim
∆→0
ξn√
∆
, x ∈ [n∆, (n + 1)∆), (2.2)
and ξn are independent identically distributed N (0, 1) random variables. An equivalent
alternative approach to define the operator with a white noise potential (which is used in
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the present paper) is based on the reduction of (2.1) to a system of Itoˆ stochastic differential
equations of the first order for the phase ϑ and amplitude r of ψ. In what follows we will
denote z = − cotϑ. Then the Itoˆ and Stratonovich representations of (2.1) coincide in
coordinates (z, r) and both give the same result (see [18]).
After the standard substitution (in the Pru¨fer form)
u = ψ, v =
ψ′
ω
, ω =
√
|λ|,
equation (2.1) takes the form
du = ωv dx,
dv = −ωu dx+ σu dw
ω
.
(2.3)
Usually the reduction of the Schro¨dinger equation to a system of two first order equations
is accompanied by the phase-amplitude formalism, i.e., by using the polar coordinates
u = ψ = r(x) sinϑ(x),
v =
ψ′
ω
= r(x) cosϑ(x),
(2.4)
where ϑ ∈ [0, pi).
The Lyapunov exponent γ(λ, σ) is defined by
γ(λ, σ) = lim
t→∞
ln r(x)
x
. (2.5)
This limit exists P-a.s. on the probability space (Ω,F ,P) defined by the white noise w˙(·)
in (2.1) (see [18], [19]). We will discuss the limit behaviour of γ(λ, σ) in the different regimes
when σ → 0 or σ → ∞ (small and large disorder) and √|λ| = ω → 0 or √|λ| = ω → ∞
(long and short waves). We also introduce some combinations of λ and σ to describe the
intermediate asymptotics.
Asymptotic behaviour of γ for σ → 0 and fixed λ > 0 was established in papers [20] and
[21] where it was shown that
γ ∼ σ
2
8ω2
, σ → 0. (2.6)
Paper [22] contains the formula γ(0, σ) ∼ σ 23 for fixed λ = 0 and σ →∞. We show that in
fact γ(ω, σ) = ωf(ν), where ν = 2ω
3
σ2
and f is a function of ν. Thus, (2.6) is also valid for
arbitrary σ and ω such that ν →∞.
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In this paper we suggest a simple approach to obtaining the asymptotic expansion for γ as
ν →∞ as well as ν → 0. Therefore, different combinations of large and small perturbations
and frequencies are covered. We show that γ = Cσ
2
3 , ν → 0. In particular, it provides low
frequency asymptotics of γ when σ is fixed and λ→ 0. The case of λ < 0 is also considered.
The next section contains an exact formula for γ followed by a section with derivation of its
asymptotics expansion. We will use equations (2.3) to obtain the integral representations
for γ.
Theorem 1. The following formulas for the Lyapunov exponent hold P-a.s.
1. If λ > 0 then
γ(ω, σ) = ων−1
∫ ∞
−∞
p(x)
1− x2
(1 + x2)2
dx, (2.7)
where
p(x) = CeΦ(x)
∫ ∞
x
e−Φ(t) dt, Φ(x) = ν
(
x+
x3
3
)
, ν =
2ω3
σ2
, (2.8)
with a normalizing constant C given by
C−1 =
√
2pi
ν
∫ ∞
0
e−2Φ(x)√
x
dx. (2.9)
2. If λ < 0 then
γ(ω, ν) = ων−1
∫ ∞
−∞
p(x)
1− x2
(1 + x2)2
dx− 2ω
∫ ∞
−∞
p(x)
x
1 + x2
dx. (2.10)
where
p(x) = CeΨ(x)
∫ ∞
x
e−Ψ(t) dt, Ψ(x) = ν
(
x3
3
− x
)
, ν =
2ω3
σ2
, (2.11)
and
C−1 =
√
2pi
ν
∫ ∞
0
e−2Ψ(x)√
x
dx. (2.12)
Proof. Let λ > 0. We rewrite (2.3) in polar coordinates (2.4) but use z = − cotϑ instead
of ϑ. The resulting equations will be much simpler in the coordinates (z, r) than in (r, ϑ).
One only needs to keep in mind that the process z(x) = − cotϑ(x) has boundary conditions
at infinity: if z(x) → ∞ when x approaches from the left to some finite value x0, then
z(x0 + 0) = −∞. This jump corresponds to the transition of the angle variable ϑ = ϑ(x)
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from pi to zero. We will use the Itoˆ formula in order to write equations for (z, r). The Itoˆ
formula says that for any smooth function F = F (u, v),
dF (u(x), v(x)) =
∂F
∂u
du+
∂F
∂v
dv +
1
2
∂2F
∂v2
dv2, (2.13)
where du, dv are given by (2.3) and dw2 = dx. There is only one quadratic in du, dv term
on the right, since equation (2.3) for du does not contain dw. If we put du, dv from (2.3)
into the Itoˆ formula we arrive at
dF (u, v) =
∂F
∂u
ωvdx+
∂F
∂v
(
σu dw
ω
− ωu dx
)
+
1
2
∂2F
∂v2
σ2u2
ω2
dx
=
(
∂F
∂u
ωv − ∂F
∂v
ωu+
1
2
∂2F
∂v2
σ2u2
ω2
)
dx+
σ
ω
∂F
∂v
udw. (2.14)
Since z = − cotϑ = −v
u
(see (2.4)), we apply (2.14) to function F (u, v) = z = −v
u
. For
this function F we have
∂F
∂u
=
v
u2
,
∂F
∂v
= −1
u
,
∂2F
∂v2
= 0, (2.15)
and therefore,
dz = ω(1 + z2) dx− σ
ω
dw. (2.16)
We will need function ln r = 1
2
ln(u2 + v2), not r. Thus from (2.14) with F (u, v) =
1
2
ln(u2 + v2) we obtain
d ln r =
σ2
2ω2
1− z2
(1 + z2)2
dx− σ
ω
z
1 + z2
dw. (2.17)
The right-hand side of the latter equation does not depend on r. Thus the solution of
the original Schro¨dinger equation (2.1) is reduced to a solution of the stochastic equation
(2.16) followed by a direct integration of (2.17).
Consider the generator of the diffusion process z(x):
L = Lz = σ
2
2ω2
∂2
∂z2
+ ω(1 + z2)
∂
∂z
.
The probability density p(x, z1, z2) (with respect to z2 with initial point z1) of the diffusion
process z(x) satisfies the equation
∂p
∂x
=  Lz1p =  L
∗
z2
p with p|x=0 = δ(z1 − z2), (2.18)
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and the limiting probability density p is given by
 L∗ p = 0 (2.19)
or
σ2
2ω3
d2p
dz2
− d
dz
(
(1 + z2) p
)
= 0. (2.20)
The solution of the last equation has the form (2.8) where the normalizing constant is defined
by the condition ∫ ∞
−∞
p(z)dz = 1, (2.21)
that is,
C−1 =
∫ ∞
−∞
eΦ(z) dz
∫ ∞
z
e−Φ(τ) dτ.
We make the substitution τ = s + z here and evaluate the integral in z. This leads to
(2.9). After the limiting probability density p(z) is found, formula (2.7) is an immediate
consequence of (2.5) and (2.17). One needs only to note that the boundedness of the
integrand in the second term in (2.17) implies that P -a.s.
1
x
∫ x
0
z
1 + z2
dw → 0 as x→∞.
If λ 6 0 then we denote ω2 = −λ in (2.1), and the system (2.3) becomes
du = ωv dx,
dv = ωu dx+
σu dw
ω
.
(2.22)
The stochastic differential equation for z(x) = − cotϑ analogous to (2.16) has the form
dz = ω(z2 − 1) dx− σ
ω
dw, (2.23)
The stochastic equation for ln r similar to (2.17) is
d ln r =
[
σ2
2ω2
1− z2
(1 + z2)2
− 2ωz
1 + z2
]
dx− σ
ω
z
1 + z2
dw. (2.24)
Determining the limiting probability density p as in (2.20) we obtain that it satisfies the
equation
σ2
2ω3
d2p
dz2
− d
dz
(
(z2 − 1) p) = 0. (2.25)
The solution of this equation is given by (2.11) with a normalizing constant determined from
(2.12). Therefore, the expression of the Lyapunov exponent is given by (2.10).
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III. ASYMPTOTICS OF THE LYAPUNOV EXPONENT
The exact expression of the Lyapunov exponent γ is given by (2.7) if λ > 0 and by
(2.10) if λ 6 0, and can be calculated numerically. Although equation (2.1) depends on two
parameters λ and σ, formula (2.7) implies that γ depends on the product of ω =
√|λ| and a
function of ν = 2ω
3
σ2
. The next theorem provides the asymptotic behaviour of the Lyapunov
exponent for ν → 0 and ν →∞.
Theorem 2. Lyapunov exponent of the Schro¨dinger operator (2.1) has the following asymp-
totic behaviour:
(a) If λ ≷ 0 and ν → 0 (long wave asymptotics) then
γ = c σ
2
3
(
1 +O(ν
2
3 )
)
, (3.1)
where exact value of c is given by (3.13).
(b) If λ > 0 and ν →∞ (short wave asymptotics) then
γ =
σ2
8ω2
(
1− 15
16
ν−2 +O(ν−4)
)
. (3.2)
(c) If λ < 0 and ν →∞ then
γ = ω(1 +O(ν−1)). (3.3)
Proof. (a) Let us find the asymptotic expansion of C−1 in (2.9) using the substitution
t = 2νx3/3. If λ > 0 then
C−1 =
√
2pi
ν
∫ ∞
0
e
−2ν
(
x+x
3
3
)
√
x
dx =
1
3
√
2pi
ν
(
3
2ν
) 1
6
∫ ∞
0
t−
5
6 e−t−(12ν
2t)
1
3 dt
=
∞∑
n=0
(−1)nan ν
2(n−1)
3 , a0 = pi
1
2 2
1
3 3−
5
6 Γ
(
1
6
)
, ν → 0, (3.4)
where an > 0 and Γ(x) is the Gamma function. Hence, for the constant C we obtain
C = a0 ν
2
3
(
1 +O(ν
2
3 )
)
, ν → 0. (3.5)
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To find asymptotics of γ we use two substitutions x = ν−
1
3 s and t = ν−
1
3 y in (2.7) and
(2.8), respectively. Then
γ = ων−1C
∫ ∞
−∞
eν
2
3 s+ s
3
3
ν
2
3 − s2
(ν
2
3 + s2)2
ds
∫ ∞
s
e−ν
2
3 y− y
3
3 dy
= ων−1C
∫ ∞
−∞
ν
2
3 − s2
(ν
2
3 + s2)2
Q(s, ν) ds, (3.6)
where
Q(s, ν) =
∫ ∞
s
e−ν
2
3 (y−s)− 1
3
(y3−s3) dy =
∫ ∞
0
e−ν
2
3 t− 1
3
[(t+s)3−s3] dt. (3.7)
Denote by L a contour in the complex s-plane which consists of the real axis with the
interval (−1, 1) replaced by the semicircle |s| = 1, pi > arg s > 0. Then for ν < 1
γ = ων−1C
{∫
L
ν
2
3 − s2
(ν
2
3 + s2)2
Q(s, ν) ds+ 2pii Res
s=iν
1
3
ν
2
3 − s2
(ν
2
3 + s2)2
Q(s, ν)
}
. (3.8)
One can show that Q and each of its derivatives with respect to µ = ν
2
3 are uniformly
bounded in ν 6 1, s ∈ R. Thus, the first term in (3.8) is infinitely smooth function of
µ, µ < 1, and∫
L
ν
2
3 − s2
(ν
2
3 + s2)2
Q(s, ν) ds = −
∫
L
Q(s, 0)
s2
ds+O(ν
2
3 ), ν → 0. (3.9)
The main term in (3.9) can also be written in the form
−
∫
L
Q(s, 0)
s2
ds = −
∫ ∞
−∞
Q(0, 0)−Q(s, 0)
s2
ds+ piiQ′s(0, 0)
= −
∫ ∞
−∞
Q(0, 0)−Q(s, 0)
s2
ds− pii, (3.10)
where
∫
− stands for the Cauchy principle value. The second term in (3.8) is analytic
in ν
1
3 and hence
2pii Res
s=iν
1
3
ν
2
3 − s2
(ν
2
3 + s2)2
Q(s, ν) = −piiQ′s(iν
1
3 , ν)
= −pii
[
a+ bν
1
3 +O(ν
2
3 )
]
, (3.11)
where a = −
∫ ∞
0
t2e−
1
3
t3 dt = −1 and b = i
∫ ∞
0
t(t3 − 2)e− 13 t3 dt = 0. Thus, we obtain
two formulas for computation of γ: through the principal value and as a contour
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integral
γ = ων−1C
{
−
∫ ∞
−∞
Q(0, 0)−Q(s, 0)
s2
ds+O(ν
2
3 )
}
= ων−1C
{
−
∫
L
Q(s, 0)
s2
ds+ pii+O(ν
2
3 )
}
= c σ
2
3
(
1 +O(ν
2
3 )
)
, ν → 0, (3.12)
where
c =
3
5
6
pi
1
2 2
2
3 Γ
(
1
6
) −∫ ∞
−∞
Q(0, 0)−Q(s, 0)
s2
ds. (3.13)
If λ < 0 then formula (2.12) for C−1 differs from (2.9) only by a sign in the exponent.
Therefore expansion (3.4) with (−1)nan replaced by an holds:
C−1 =
1
3
√
2pi
ν
(
3
2ν
) 1
6
∫ ∞
0
t−
5
6 e−t+(12ν
2t)
1
3 dt =
∞∑
n=0
an ν
2(n−1)
3 , ν → 0. (3.14)
Thus, asymptotics (3.5) is valid in this case.
The Lyapunov exponent is determined from (2.11) and (2.10):
γ =
σ2
2ω2
C
∫ ∞
−∞
1− x2
(1 + x2)2
eν(
x
3
3
−x) dx
∫ ∞
x
e−ν(
t
3
3
−t) dt
− 2ω C
∫ ∞
−∞
xeν(
x
3
3
−x)
1 + x2
dx
∫ ∞
x
e−ν(
t
3
3
−t) dt
= ων−1C
∫ ∞
−∞
ν
2
3 − x2
(ν
2
3 + x2)2
R(x, ν) dx− 2ων− 13C
∫ ∞
−∞
xR(x, ν) dx
ν
2
3 + x2
, (3.15)
where
R(x, ν) =
∫ ∞
x
eν
2
3 (t−x)− 1
3
(t3−x3) dt =
∫ ∞
0
eν
2
3 y− 1
3
((y+x)3−x3) dy. (3.16)
Denote the terms on the right hand side of (3.15) by I1 and I2, respectively. Then
I1 is analogous to that in (3.6) and gives the main contribution to γ. To determine
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asymptotics of I1, we use the same contour L in the complex s-plane as in (3.8):
I1 = ων
−1C
{∫
L
ν
2
3 − s2
(ν
2
3 + s2)2
R(s, ν) ds+ 2pii Res
s=iν
1
3
ν
2
3 − s2
(ν
2
3 + s2)2
R(s, ν)
}
= ων−1C
{
−
∫
L
R(s, 0)
s2
ds− piiR′x(iν
1
3 , ν) +O(ν
2
3 )
}
= ων−1C
{
−
∫
L
Q(s, 0)
s2
ds+ pii+O(ν
2
3 )
}
= ων−1C
{
−
∫ ∞
−∞
Q(0, 0)−Q(s, 0) ds
s2
+O(ν
2
3 )
}
= c σ
2
3
(
1 +O(ν
2
3 )
)
, ν → 0,
(3.17)
where c is defined by (3.13). The second term I2 in (3.15) has smaller order in ν:
I2 = −2ων− 13C
{∫
L
sR(s, ν) ds
ν
2
3 + s2
+ 2pii Res
s=iν
1
3
ν
2
3 − s2
(ν
2
3 + s2)2
R(s, ν)
}
= −2ων− 13C
{∫
L
R(s, 0)
s
ds+ piiR(iν
1
3 , ν) +O(ν
2
3 )
}
= −2ων− 13C
{
−
∫ ∞
−∞
R(s, 0)
s
ds− pii Res
s=iν
1
3
R(s, 0)
s
+ piiR(iν
1
3 , ν) +O(ν
2
3 )
}
= −2ων− 13C
{
−
∫ ∞
−∞
Q(s, 0)
s
ds+O(ν
2
3 )
}
= σ
2
3O(ν
2
3 ), ν → 0. (3.18)
Thus, asymptotics (3.12) is valid for λ < 0 as well.
(b) Using the substitution t = 2νx we compute asymptotics of C−1 in (2.9)
C−1 =
√
pi
ν
∫ ∞
0
t−
1
2 e−t−
t
3
12ν2 dt =
∞∑
n=0
bnν
−2n−1, (3.19)
bn =
(−1)n
n!
√
pi
Γ
(
3n+ 1
2
)
12n
, ν →∞. (3.20)
Therefore, for asymptotics of C we have
C =
ν
pi
(
1 +
5
32
ν−2 +O
(
ν−4
))
, ν →∞. (3.21)
Next, we find asymptotics of (2.8) using repeated integration by parts:∫ ∞
x
e
−ν
(
t+ t
3
3
)
dt =
∫ ∞
x
de
−ν
(
t+ t
3
3
)
−ν(1 + t2)
=
e
−ν
(
x+x
3
3
)
ν(1 + x2)
(
1− 2x
ν(1 + x2)2
+
2(5x2 − 1)
ν2(1 + x2)4
+O(ν−3)
)
, ν →∞. (3.22)
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This asymptotics is uniform in x. Hence, from (2.7), (2.8), (3.21), and (3.22) we obtain
γ =
σ2
2νω2
C
∫ ∞
−∞
1− x2
(1 + x2)3
(
1− 2x
ν(1 + x2)2
+
2(5x2 − 1)
ν2(1 + x2)4
+O(ν−3)
)
dx
=
σ2
8ω2
(
1− 15
16
ν−2 +O(ν−4)
)
, ν →∞. (3.23)
(c) The exponent in the integrand (2.12) has a maximum at x = 1. Therefore, Laplace’s
method [23] immediately gives
C−1 =
pi
ν
e
4ν
3 (1 +O(ν−1)), ν →∞. (3.24)
We rewrite the Lyapunov exponent as follows:
γ = ων−1C
∫ ∞
−∞
1− x2
(1 + x2)2
eν(
x
3
3
−x) dx
∫ ∞
x
e−ν(
t
3
3
−t) dt
− 2ω C
∫ ∞
−∞
xeν(
x
3
3
−x)
1 + x2
dx
∫ ∞
x
e−ν(
t
3
3
−t) dt. (3.25)
Observe that the maximum of the exponent in the second integral is attained at
t = 1, x = −1. Therefore, Laplace’s method applied to the double integral (3.25) (see
[23] ) together with (3.24) gives
− 2ωC
∫ ∞
−∞
xeν(
x
3
3
−x)
1 + x2
dx
∫ ∞
x
e−ν(
t
3
3
−t) dt
= 2ω C
pi
2ν
e
4ν
3 (1 +O(ν−1)) = ω(1 +O(ν−1)), ν →∞. (3.26)
Since the integrand of the first term in (3.25) vanishes at x = −1, the same approach
leads to the asymptotics
ων−1C
∫ ∞
−∞
1− x2
(1 + x2)2
eν(
x3
3
−x) dx
∫ ∞
x
e−ν(
t3
3
−t) dt = O(ν−2), ν →∞. (3.27)
Hence, in this case we have
γ = ω(1 +O(ν−1)). (3.28)
13
IV. LYAPUNOV EXPONENT OF SHORT-RANGE CORRELATED NOISE
By short-range correlated (or real) noise we understand a piecewise-constant process
ξ∆(x) =
ξn√
∆
, x ∈ [n∆, (n + 1)∆], n = 0, 1, 2, . . . , (4.1)
where ξn are i.i.d. random variables (2.2) and ∆ is a small finite number (correlation length).
Introducing the polar coordinates
ψ(n∆) = r(n∆) sinϑ(n∆),
ψ′(n∆) = ωr(n∆) cosϑ(n∆),
(4.2)
and relating the values of ψ ((n + 1)∆) and ω−1ψ′((n + 1)∆) through the transfer matrix
(see [13]) one can find
z((n + 1)∆) = z(n∆)− σξn
√
∆
ω
+ ω(1 + z2(n∆))∆− σξnz(n∆)∆3/2
+
(
σ2ξ2n
3ω
+
(
1 + z2(n∆)
)
ω2z(n∆)
)
∆2 +O(∆5/2), (4.3)
r2((n + 1)∆) = r2(n∆)
(
1 +
σξn
√
∆sin 2ϑ(n∆)
ω
+
σ2ξ2n∆
ω2
sin2 ϑ(n∆)
+ σξn∆
3/2 cos 2ϑ(n∆) +
2σ2ξ2n∆
2 sin(2ϑ(n∆))
3ω
)
+O(∆5/2), (4.4)
where z(n∆) = cotϑ(n∆). For small ∆ equations (4.3)-(4.4) can be approximated by
stochastic differential equations
dz = −σ
ω
dw + ω(1 + z2)dx+∆
(
σ2
3ω
+
(
1 + z2
)
ω2z
)
dx, (4.5)
d ln r = −σ
ω
z
1 + z2
dw +
σ2
2ω2
1− z2
(1 + z2)2
dx
+∆
[
σ2
3ω
z(z2 − 5)
(1 + z2)2
+
σ2
2ω4
z2(z2 − 3)
(1 + z2)4
+
3σ4
4ω4
2z2 − 1
(1 + z2)2
]
dx (4.6)
We want to find asymptotics of the solutions of (4.5)-(4.6) under assumptions that σ ≪ 1,
∆ ≪ 1, and ∆ω ≪ 1. Then we can drop the term σ2/(3ω) in (4.5) and using previously
described procedure determine the limiting probability density p(z) corresponding to the
equation
dz = −σ
ω
dw + ω(1 + z2)(1 + ∆ωz)dx. (4.7)
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Derivation of (4.5)-(4.7) is based on the Taylor expansion of (4.3)-(4.4) and has physical
level of rigor. Subsequent solution of these equations, however, is rigorous mathematically.
As in (2.20), p(z) satisfies the equation
d2p
dz2
− ν d
dz
(
(1 + z2)(1 + ∆ωz)p
)
= 0, ν =
2ω3
σ2
, (4.8)
subject to normalization condition (2.21). Solution of (4.8) can be represented as a power
series in ∆
p(z) = p0(z) + p1(z)∆ + p2(z)∆
2 + . . . , (4.9)
where p0(z) is given by (2.8) and represents the limiting probability density corresponded
to the white noise. Function p1(z) satisfies the following equation
d2p1
dz2
− ν d
dz
(
(1 + z2)p1
)
= νω
d
dz
(
(1 + z2)zp0
)
(4.10)
and the conditions ∫ ∞
−∞
p1(z) dz = 0, p1(z)→ 0 as z → ±∞. (4.11)
Solving (4.10) with (4.11) we obtain
p1(z) = νωCe
Φ(z)
∫ ∞
z
x(1 + x2) dx
∫ ∞
x
e−Φ(t)dt+ νωC2eΦ(z)
∫ ∞
z
e−Φ(x)dx
×−
∫ ∞
−∞
eΦ(z)dz
∫ ∞
z
x(1 + x2) dx
∫ ∞
x
e−Φ(t)dt. (4.12)
Integration by parts with (3.21) gives asymptotic behaviour of p1(z)
p1(z) =
ω
pi(1 + z2)
(
z +
1− 3z2
ν(1 + z2)2
+O(ν−2)
)
, ν →∞. (4.13)
Hence, for a fixed frequency ω and a small correlation length ∆ we obtain the following
dependence of the Lyapunov exponent γr on the noise intensity σ
γr =
∫ ∞
−∞
[
1
pi(1 + z2)
(
1− 2z
ν(1 + z2)2
)
+
ω∆
pi(1 + z2)
(
z +
1− 3z2
ν(1 + z2)2
)]
×
[
σ2
2ω2
1− z2
(1 + z2)2
+∆
(
σ2
3ω
z(z2 − 5)
(1 + z2)2
+
σ2
2ω4
z2(z2 − 3)
(1 + z2)4
)]
dz
=
σ2
8ω2
(
1− 3∆
8ω2
+O(σ2)
)
, σ → 0. (4.14)
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Comparison of the Lyapunov exponents γ and γr for the stochastic oscillator driven by
white noise process or a mean-zero function of an ergodic finite-state reversible Markov
process, respectively, has been done in [15]-[17] where it was qualitatively shown that γ > γr.
Our result gives also a quantitative estimate under the assumption that the short-range
correlated noise is understood as a stationary Gaussian process with independent increments
on intervals of length ∆≪ 1.
V. NUMERICAL RESULTS
Since we do not estimate the remainders in asymptotic formulas (3.1)-(3.3), we compare
the formulas numerically with the exact ones given by (2.7)-(2.10) in order to determine
the range of their validity. Figures 1 and 2 show the graphs of the normalized Lyapunov
exponent γ/ω (2.7) as a function of ν = 2ω3/σ2, ω =
√
|λ|, for λ > 0. As ν → 0 in figure
1 the relative error of the asymptotic approximation of γ becomes less than 0.7% when
ν < 10−3. The relative error of asymptotic approximation (3.2) for large values of ν is less
than 0.4% if ν > 6 in figure 2.
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FIG. 1. Graph of the normalized Lyapunov exponent γ/ω of the Schro¨dinger equation with white
noise potential (solid line) and its asymptotic approximation γ/ω = 0.3645ν−1/3 (circles) for small
ν = 2ω3/σ2, ω =
√
|λ|, and λ > 0.
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FIG. 2. Graph of the normalized Lyapunov exponent γ/ω of the Schro¨dinger equation with white
noise potential (solid line) and its asymptotic approximation γ/ω = 0.25ν−1(1−0.9375ν−2) (circles)
for large ν = 2ω3/σ2, ω =
√
|λ|, and λ > 0.
The graphs of the normalized Lyapunov exponent γ/ω (2.10) as a function of ν =
2ω3/σ2, ω =
√
|λ|, for λ < 0 are shown in figures 3 and 4. For small values of ν (fig-
ure 3) the relative error of the asymptotic formula (3.1) becomes less than 0.8% if ν < 10−3.
The relative error of (3.3) for large values of ν (figure 4) is less than 0.7% as soon as ν > 40.
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FIG. 3. Graph of the normalized Lyapunov exponent γ/ω of the Schro¨dinger equation with white
noise potential (solid line) and its asymptotic approximation γ/ω = 0.3645ν−1/3 (circles) for small
ν = 2ω3/σ2, ω =
√
|λ|, and λ < 0.
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FIG. 4. Graph of the normalized Lyapunov exponent γ/ω of the Schro¨dinger equation with white
noise potential (solid line) and its asymptotic approximation γ/ω = 1 (circles) for large ν =
2ω3/σ2, ω =
√
|λ|, and λ < 0.
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