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Espoo 2008ABSTRACT: This report presents a literature survey conducted to review the cur-
rent state of the art in research concerning the use of eye movement measurements
and other non-conventional and implicit relevance feedback modalities in content-
based image and information retrieval. We deﬁne and elaborate on the concept of
enriched relevance feedback and study its applicability in the intersection of the
aforementioned research areas.
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CONTENTS 51 OVERVIEW
This is the ﬁrst Deliverable of the Personal Information Navigator Adapting Through
Viewing, PinView, project, funded by the European Community’s Seventh Frame-
work Programme under Grant Agreement n 216529. The report constitutes the
output of Task 1.1 Study of different forms of enriched feedback and aims at widen-
ing and deepening the literature survey presented already in the PinView project
proposal of May 2007 and the later Annex I, “Description of Work” of the Grant
Agreement.
The expertise and preexisting experiences of all PinView partners in the topics of
content-basedimageretrieval, relevancefeedbackandeyemovementmeasurements
have been gathered in this report. As such it will serve for the project partners and
the public audience as an update of the current state of the art in the research ﬁeld
as well as a collection of and introduction to the essential open scientiﬁc literature.
A central concept in the PinView project is the notion of enriched relevance
feedback in content-based image retrieval. The present work ﬁrst deﬁnes that con-
cept and then lists and exempliﬁes its uses in existing information retrieval systems.
Finally, it is studied how the enriched relevance feedback information can be stored
and transferred in actual implementations of content-based retrieval.
The special focus of the survey is on spontaneous or implicit relevance feed-
back, in contrast with the intentional or explicit relevance feedback more commonly
employed in human–computer interfaces. Implicit relevance feedback is known to
be more difﬁcult to model than explicit feedback because it exhibits greater inter-
subject variability.
The objective of the PinView project is in the development of advanced tech-
niques for the analysis of eye movement measurements. Therefore, implicit rele-
vance feedback from gaze patterns are studied in this report most extensively. The
PinView project partners already have prior experience in using eye movements for
extracting implicit relevance feedback in the setting of text reading.
The work presented in this report will be continued mainly in two PinView tasks.
The Task 1.3 Deﬁnition of transport protocol for enriched feedback will focus on
technicalaspectsneededforimplementingtheinteractiveandproactivePersonalIn-
formation Navigator. However, the transfer protocol to be developed will be widely
applicable in other use scenarios of implicit and enriched relevance feedback as
well. The Task 8.1 Deﬁnition of interfaces for information exchange in turn will
facilitate the integration of the algorithms and software modules that either already
exist or will be developed in the PinView project.
1 OVERVIEW 72 INTRODUCTION
Relevance feedback (RF) has been utilised in information retrieval (IR) for several
decades [32, 31, 1]. Its main concept is that a search engine presents the user a set
of search results and the user then somehow assesses their relevance to the search
topic. This relevance information is then sent back to the search engine to produce
a new query or expand the original one. Often, people need to attentively indicate
or answer whether or not the retrieved information is relevant, and thus give ex-
plicit relevance feedback. With large databases and long retrieval sessions, this will
inevitably become a laborious task.
The interest for using implicit relevance feedback [15], although less accurate
than explicit, has increased in recent years. By using implicit relevance feedback an
information retrieval system can unobtrusively record the user’s behaviour, such as
gaze direction, facial expressions and gestures, and use this information to infer his
search preferences. Moreover, a combination of explicit and implicit feedback can
even better model the user’s potential interests [10].
In this report, our main goal is to ﬁnd out what kinds of feedback forms have been
studied by other researchers and used in proactive information retrieval systems. In
the Personal Information Navigator Adapting Through Viewing, PinView, project1
and this report, a special emphasis will be given to the use of eye movements in
relevance feedback. This is encouraged by the fact that eye movements have proven
to provide useful implicit informationon the relevance of displayed text and they can
be easily and continuously recorded with modern eye trackers without disrupting the
user’s attention.
This report is organised as follows. The next section gives a general introduction
to content-based image and information retrieval. In Section 4, we ﬁrst introduce
the existing forms of relevance feedback in content-based retrieval and then deﬁne
the concepts of implicit relevance feedback and enriched relevance feedback. In
Section 5, various kinds of existing enriched relevance feedback forms are studied,
focusing on eye movements used as the primary implicit feedback source. In Sec-
tion 6, data schemes that can be used to store and transfer this enriched information
are addressed. Finally in Section 7, we present conclusions and a discussion on the
future work in the PinView project.
3 CONTENT-BASED IMAGE AND INFORMATION RETRIEVAL
Content-based image retrieval (CBIR) [34] addresses the problem of ﬁnding images
relevant to the users’ information needs from image databases, based principally
on low-level visual features for which automatic extraction methods are available.
Due to the inherently weak connection between the low-level visual features that
the computer is relying upon and the high-level semantic concepts that humans
naturally associate with images, the task of developing these kinds of systems is very
challenging.
Unfortunately, very few assumptions about image content can be made in the
case of general images, and the generic low-level features used in CBIR are insufﬁ-
cient or impractical to discriminate these kinds of images well on a conceptual level.
This creates a quintessential problem in CBIR, namely the semantic gap between
the high-level semantic concepts used by humans to understand image content and
the low-level visual features used by a computer to index the images in a database.
Due to the immense need for effective image retrieval applications, a considerable
1http://www.pinview.eu/
8 3 CONTENT-BASED IMAGE AND INFORMATION RETRIEVALamount of research has been directed on ways to bridge or at least narrow the seman-
tic gap.
The construction of a CBIR index begins with the extraction of suitable features
from the images in the database. A feature refers to any characteristic which, in
some way, describes the content of an image. In a broad sense, this includes visual
features extracted directly from the raw image data, textual keywords, captions, and
annotations, and also other kinds of textual or numeric metadata associated with the
image.
The simplest visual image features are directly based on the pixel values of the
image. These kinds of features are, however, very sensitive to noise and varying
imaging conditions and not invariant e.g. to afﬁne transformations. Visual features
of more practical use can be obtained by computing certain characteristics or signa-
tures from the images by using suitable image processing or computer vision tech-
niques. This way, the original dimensionality of the image data is reduced during the
feature extraction process. As in dimensionality reduction in general, a good feature
maintains those characteristics of the original data which preserve the discriminating
power while excluding any redundant information.
Visual features can be extracted either with automatic or semi-automatic meth-
ods. Fully automatic feature extraction is appealing for obvious reasons, especially
with large or dynamic databases. However, the current level of knowledge in image
analysis and pattern recognition techniques is limited and the automatic methods
at our disposal cannot always provide sufﬁcient discriminating power for effective
image retrieval.
Semi-automatic feature extraction methods, on the other hand, rely on human
assistance in tasks like image segmentation. For example, since the recognition of
objects in general images is a very difﬁcult task for a computer, manually indicated
object contours can be used to enhance shape detection and thus shape-based image
indexing. Using semi-automatic methods can lead to notable performance improve-
ments, but—depending on the application—the requirement of human effort can
be intolerable. However, we believe that incorporating unintentional or implicit
search cues from the user can be used as a practical and convenient method for
bringing human intelligence and image recognition skills in the feature extraction
process.
4 FORMS OF RELEVANCE FEEDBACK IN CONTENT-BASED RETRIEVAL
A popular method to improve the accuracy of content-based image retrieval by nar-
rowing the semantic gap between the high-level semantic concepts and low-level
visual features is to shift from single-round queries to navigational queries. In such
a setting, a single retrieval session consists of multiple rounds of user–system inter-
action and query reformulation. This kind of relevance feedback operation can be
considered as supervised learning to adjust the subsequent retrieval process by using
information gathered from the user’s feedback.
Text-based information retrieval has been intensively studied for decades and the
usefulness of relevance feedback has long been recognised in the research ﬁeld.
Therefore, a natural basis for developing relevance feedback techniques for content-
based retrieval of other information modalities, such as images and videos, is pro-
vided by the methodology of traditional text-based information retrieval.
It can be argued that relevance feedback will be even more suitable for content-
based retrieval of non-textual information. There are two main reasons for this. First,
moreambiguityarisesininterpretingimagesthantext, makinguserinteractionmore
4 FORMS OF RELEVANCE FEEDBACK IN CONTENT-BASED RETRIEVAL 9unavoidable. Second, manual modiﬁcation of the initial query formulation is much
more difﬁcult in general content-based retrieval than with textual queries. Still, the
research on relevance feedback in the content-based retrieval setting can be seen as a
direct descendant of general interaction research in text-based information retrieval.
In the following, we divide the different forms of relevance feedback into two
categories. Conventional relevance feedback refers to various forms of feedback ob-
tained from interaction with standard user interface components. These include
explicit feedback such as check-box selections, mouse clicks and typed query terms.
Enriched relevance feedback contains more implicit sources of feedback informa-
tion from human–computer interaction, such as mouse and cursor movements and
interaction timing. Furthermore, additional biometric and non-biometric infor-
mation about the user, obtained using specialised monitoring hardware, can be
recorded and used as enriched relevance feedback.
4.1 Content-based retrieval without relevance feedback
On some occasions, image databases have associated captions or other text describ-
ingtheimagecontent and theseannotationscanbeusedtoimplement image search
by textual queries. A successful example of this approach is the Google Image
Search2. However, accurate manual annotation of large media databases takes a lot
of effort and raises the possibility of different interpretations of the image content.
Causes for the different interpretations can be traced back to linguistic, cultural and
inter-personal differences between the annotators. In addition, the original purpose
for the annotations will affect their usefulness in other search contexts.
As an alternative approach, content-based image retrieval has received consid-
erable research and commercial interest in recent years. The ﬁrst notable CBIR
systems include IBM’s QBIC [8] and Photobook [23] developed at MIT. The stan-
dard approach to formulate queries in CBIR is query by pictorial example, where the
image query is based on an example or reference image from the database itself or it
can be provided externally. The task of the retrieval system is then to return images
as similar to the example image as possible.
The early CBIR systems mentioned above did not contain any real relevance
feedback mechanism. The users were merely given the opportunity to select one of
the presented images either as the ﬁnal outcome of the search or as a new pictorial
example for continuing the search. For implementing a genuine relevance feedback
mechanism, the users should have the possibility to select more than one relevant
images at any time. The system would then accumulate the set of the most relevant
images found thus far during the search session. Consequently, the search engine
should contain a memory trace and state for each individual query session in order
to prevent the same images from appearing more than once.
4.2 Conventional relevance feedback
In the PinView project we are mostly interested in content-based image retrieval that
can be implemented in a client–server architecture by using the standard HyperText
Transfer Protocol (HTTP)3. The user interface should mostly be implementable
with the standard HyperText Markup Language (HTML)4.
The HTML standard deﬁnes forms as the primary mechanism for collecting and
processing user interaction more complex than simple hypertext link activations.
2http://images.google.com/
3http://www.w3.org/Protocols/
4http://www.w3.org/html/
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tons, check-boxes and menu choices. The selections made in a form can be submit-
ted with the HTTP protocol back to the search engine by clicking a submit button or
similar user interface element. The relevance feedback mechanism provided by the
standard HTTP/HTML setting is thus mostly limited to simple “key equals value”
pairs, where the values are typically Boolean, either true or false. We call this start-
ing point as conventional relevance feedback. Figure 1 displays a snippet of HTML
code where a form and some of its controls are deﬁned.
<!DOCTYPE HTML PUBLIC "-//W3C//DTD HTML 4.01//EN"
"http://www.w3.org/TR/html4/strict.dtd">
<HTML>
...
<BODY>
...
<FORM method="POST" action="query.cgi"
enctype="multipart/form-data">
...
<INPUT type="CHECKBOX" name="img123456"/>
<IMG src="img123456.png"/>
...
<INPUT type="SUBMIT" value="Continue query"/>
</FORM>
...
</BODY>
</HTML>
Figure 1: A snippet of HTML code implementing a form with a check-box.
The PicSOM CBIR system5 developed at TKK is a typical example of a CBIR
system where conventional Boolean-valued relevance feedback has been used [17].
Figure 2 shows how the system presents the user with a set of images for relevance
assessment. Each image has an associated check-box that can be selected to indicate
the positive relevance of that image for the current query task. This is a considerable
improvement over the older CBIR systems where relevance feedback was not avail-
able at all. However, many experiments have revealed the limits of check-box-based
explicit relevance feedback in content-based image retrieval.
4.3 Implicit relevance feedback
The notion of implicit relevance feedback has already been used many times in this
text. The distinction between explicit and implicit relevance feedback is in some
occasions quite clear considering the intentionality of the user’s behaviour. For ex-
ample, when the user marks some images as relevant in the user interface depicted
in Figure 2, that is obviously explicit feedback. However, if the human–computer in-
terface is able to record the unintentional order of the consecutive check-box clicks,
their timing and the path the mouse pointer traverses between the clicks, then this
additional data can be regarded as implicit relevance feedback information.
Human–computerinterfacesthatmakeuseofeyemovementmeasurementshave
been studied for long. In most of the studies and implemented systems the eye move-
ments have been used as an explicit and intentional control or input modality to the
5http://www.cis.hut.fi/picsom/
4 FORMS OF RELEVANCE FEEDBACK IN CONTENT-BASED RETRIEVAL 11Figure 2: PicSOM CBIR system utilises conventional relevance feedback with
HTTP/HTML check-box forms.
computer system. In many experiments the gaze-driven input has been found unap-
pealing as it requires persistent concentration in the explicit control task. The eye
movements can, however, be used also for implicit relevance feedback where—in
the optimal case—the user would not need to be consciously aware of the mea-
surements. It would then be the task of the search engine to extract the relevance
information from the unintentional gaze patterns.
4.4 Enriched relevance feedback
By the concept of enriched relevance feedback we denote all improvements made
to the conventional setting of Boolean-valued relevance feedback implemented with
basic HTTP/HTML forms. Instead of just Boolean-valued relevance feedback, the
enriched relevance feedback extends the concept of feedback in information re-
trieval by allowing and merging new feedback modalities from both implicit and
explicit sources.
The availability of enriched relevance feedback mechanisms gives more possibil-
ities for inferring the user’s potential interests by observing his or her unintentional
behavioursuchaseyemovements. Thisenrichedinformationcanthenbeprocessed
either on the client side or transferred to the information server for further process-
ing. By using advanced machine learning algorithms, more precise and convenient
content-based retrieval can be achieved.
The different combinations of explicit versus implicit and conventional versus
enrichedformsofrelevancefeedbackaredisplayed, withsomeexampledatasources,
in Figure 3. As can be seen, enriched relevance feedback, e.g., eye movements,
speech and gestures, can fall into both the explicit and implicit categories. The
key difference in those cases is in the intentionality versus non-intentionality of the
behaviour.
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− eye movements
− gestures
− speech
Unintentional:
− eye movements
− gestures
− speech
 
Implicit RF
empty
Explicit RF
Enriched RF
 Conventional RF
Conventional HTTP/HTML:
− click−through data
− click−location data
− text input
− radio buttons
− check boxes
Heart rate, blood pressure
Saving/printing/browsing data
Body temperature and movements
Figure 3: Classiﬁcation of various forms of relevance feedback as conventional ver-
sus enriched and explicit versus implicit.
As indicated in Figure 3, enriched relevance feedback may also include human
speech and gesture recognition as exempliﬁed by a study of vision-based hand ges-
ture recognition [36]. The described system requires a camera worn on the user’s
hat or glasses, pointing down to the hand gesture area for tracking the user’s hand
movements as input information. Human gestures can, however, also be measured
by using motion and acceleration sensors.
In a recent study described in [26], movie events and highlights have been de-
tected from unintentional physiological behaviour of subjects watching the movie.
The measurements included the heart rate, galvanic skin response, body temper-
ature and movement of the persons. This kind of data could be used as implicit
relevance feedback also in content-based retrieval.
In some applications it is possible to analyse event logs that describe the be-
havioural patterns of the users of that information processing system. For exam-
ple, it may be possible to study which documents have been downloaded, edited or
printed. This kind of information cannot however be used in on-line search tasks
as the volume of such data is generally limited and often comes with a considerable
delay.
5 EYE MOVEMENTS AND IMPLICIT FEEDBACK
Eye movements have earlier been found to have a strong correlation with human
cognitive processes (for a thorough review, see [25]). Historically, a large body of
research on eye movements is related to explicit human-computer interaction and
control (e.g., [13, 37, 4]). Using eye movements as an implicit feedback source is a
relatively new research area. However, eye movements have already demonstrated
potential in inferring people’s interests in information retrieval tasks and web brows-
ing.
5 EYE MOVEMENTS AND IMPLICIT FEEDBACK 13Gaze direction data can be recorded continuously with modern eye trackers.
Figure 4 demonstrates eye tracking in a text reading task by a Tobii eye movement
recording system. Figure 5 displays the recorded eye movement patterns in that
setting. Figure 6 illustrates a recorded gaze pattern when the user has been searching
for animals from thumbnail images presented by a web search engine.
Figure 4: Gaze tracking in text reading with a Tobii eye movement recording work-
station.
The Minimum Error Minimax Probability Machine
Sphere−Packing Bounds for Convolutional Codes
Quantum State Transfer Between Matter and Light
PAC−Bayesian Stochastic Model Selection
Pictorial and Conceptual Representation of Glimpsed Pictures
Blink and Shrink: The Effect of the Attentional Blink on Spatial Processing
Figure 5: A recorded eye movement pattern in a text-based information retrieval
task.
In this section, a literature survey is conducted on preexisting works concern-
ing eye movements as an implicit relevance feedback form. In the ﬁrst subsection
we address the question of deriving relevance information from eye movements in
proactive information retrieval tasks. In the second subsection we summarise studies
on the analysis of user behaviour through eye tracking in a web search scenario.
14 5 EYE MOVEMENTS AND IMPLICIT FEEDBACKFigure 6: A recorded gaze ﬁxation pattern when the user has been searching for
animal images.
5.1 Eye movements used in proactive information retrieval
A pioneer application of using gaze responses to infer the viewer’s interests is the
interactive story teller of 1990 [35]. The story-telling display continuously computes
a measure of interest for each part of the image by calculating the number of viewer
glances. The objects receiving the highest levels of interest react with a zooming-in
and narrated stories.
Anelementaryrelevancejudgementisperformedin[12]torealizeagaze-assisted
translator for reading electronic documents written in a foreign language. When a
reader gives more eye focus on some unfamiliar word that he or she encounters, a
corresponding translation from an embedded dictionary is triggered.
To our knowledge, the ﬁrst feasibility study of using eye movements in an in-
formation retrieval task was conducted by Salojärvi et al. in 2003 [27], where they
investigated the possibility to infer from implicit feedback what is relevant for the
user’s present search topic. In their experimental setting, relevance is controlled by
giving the user a speciﬁc search task, during which the user’s eye movements are
measured with an eye tracker. The authors extracted altogether 21 features from
raw eye movement signals for each title (sentence) and word, and correlated the
features with the known relevance values. Since there is no a priori knowledge on
which features are the most relevant, the authors then explored the data with sta-
tistical information visualisation methods including Principal Component Analysis
(PCA) [11], normal Self-Organizing Maps (SOMs) [16] and SOMs that learn met-
rics [22]. The experimental results show that the relevance of document titles to
the retrieval task can be predicted with reasonable accuracy from only a few features
(e.g., ﬁxation count, total ﬁxation duration and regression duration), whereas pre-
cise prediction of the relevance of particular words will still require more evolved
features and methods.
In a later study by the same authors, Hidden Markov Models (HMM) and Dis-
criminative Hidden Markov Models (DHMM), respectively, are used directly to
infer relevance from eye movements for proactive discrimination of relevant texts
in [28] and [29]. Both works have a similar experimental settings as that in [27].
5 EYE MOVEMENTS AND IMPLICIT FEEDBACK 15In [29], the work has been extended by thorough experiments with a large num-
ber of subjects, better equipment that solves the earlier calibration problems, and
more detailed analysis of the results. The same data has been used also in the PAS-
CAL Network of Excellence6 Inferring Relevance from Eye Movements Challenge
20057 organised as a competition. The contestants tried to infer the relevance of a
read document from the associated eye movement trajectory, aiming at building up
a toolbox of robust and efﬁcient methods for relevance extraction [30].
Eye movements can also be combined with other information sources to make a
joint prediction of the user’s interests. In [24], the implicit feedback from eye move-
ment data is utilised together with a collaborative ﬁltering method to perform proac-
tive information retrieval. In a controlled experiment, 22 subjects were asked to rate
their interest in a set of scientiﬁc articles. Three of the subjects participated also in an
eye movement experiment, in which their eye movements were measured by an eye
tracker as an implicit feedback source. Discriminative hidden Markov models were
estimatedfromtherecordeddata, inwhichtherelevanceofthearticleswasexplicitly
given by the subjects. Collaborative ﬁltering was then carried out by using the User
Rating Proﬁle model [20], a state-of-the-art probabilistic latent variable model com-
puted with Markov Chain Monte Carlo techniques. The experimental results show
that for new document titles the prediction accuracy with eye movements, collab-
orative ﬁltering, and their combination is much better than predictions by chance.
Moreover, the combination of eye movements and collaborative ﬁltering produces
more accurate relevance predictions than either one technique used alone.
A further information searching strategy based on [24] has been introduced by
Hardoon et al. [10]. In their work two major tasks have been addressed. One is to
construct a query from eye movements alone. With an eye tracker, the eye move-
ments are recorded to formulate an information retrieval query, which is then used
to rank unseen documents with respect to their relevance to the current interests
of the user. The other task is to construct a query by combining information from
implicit relevance feedback from eye movements and explicit relevance feedback.
The model they adopt for these two tasks is the Support Vector Machine (SVM) [6],
which can be applied to compute reasonable weights in order to predict relevance
of unseen documents, and to combine eye movements with textual features in infor-
mation retrieval. For task one, the performance shows that the average predictions
from eye movements alone are better than a random classiﬁer. For task two, a com-
bination of eye movements and textual contents can further improve the precision
by about 4%.
In [3], an eye tracker is used to detect read or skimmed document passages. The
gaze-based evidence of attention, together with other implicit feedback data such as
highlights and comments, is then stored and processed by using Dempster-Shafer
theory [33] to derive a uniform degree of attention for any text passage of a docu-
ment.
In [21], the approach is to use an eye tracker to ﬁrst identify and extract those
keywords that attract relatively longer ﬁxation times from the user. Such keywords
are then used for query expansion in textual information retrieval. However, the
results show that only a slight beneﬁt in retrieval accuracy can be obtained by taking
keywords with long ﬁxation times for query expansion.
6http://www.pascal-network.org/
7http://www.cis.hut.fi/eyechallenge2005/
16 5 EYE MOVEMENTS AND IMPLICIT FEEDBACK5.2 Eye tracking analysis of user behaviour in web search
The second category of using eye movements considered here is the analysis of user
behaviour in a web search task.
A prototype attentive information system [18, 19] named as Simple User Interest
Tracker (SUITOR) has been implemented to track user behaviour, model user in-
terests, anticipate user desires and suggest information that might be helpful to the
user. The SUITOR gathers information from multiple sources and across multiple
modalities ranging from spying of application usage and text typing to tracking of eye
gaze and web browsing. These functions are carried out through a set of programs
or agents. For instance, the Investigator agents can monitor the user’s web browsing
and eye gaze to determine where on the screen the user is actually reading or just
browsing. This information is passed to the Reﬂector agents, which decide what to
do about the information discovered by the Investigators and other Reﬂectors in or-
der to model the user’s interests. Finally, the Actor agents process information from
the Reﬂectors and perform actions such as displaying information to the user. The
SUITOR employs a peripheral display scheme to show the suggestive information
considered as relevant, without disrupting the user’s current task at hand. Although
the performance of the SUITOR system has not been evaluated in the papers, the
attentive information system implemented may provide a good framework for the
future design of the Personal Information Navigator in the PinView project.
Eye tracking has also been used for the analysis of information usage in web
search, which may provide valuable data for designing better web search engines.
In [7], a study is presented by using eye tracking techniques to explore the effects of
changes in the presentation of search results. The authors ﬁnd that adding informa-
tion to a contextual snippet, shown on top of the results, signiﬁcantly improves the
performance in informational tasks, but degrades the performance in navigational
tasks. The eye tracking results suggest that when the snippet length is increased,
users pay more attention to the snippet and less attention to the URL information lo-
cated at the bottom of the search result. The authors also suggest improved solutions
for designing implementations of search engines. For example, to de-emphasise
the snippet one can place the URL below the title, immediately above the snippet
or place the snippet in a dedicated pane to the right of the title, URL and other
metadata. Furthermore, by using automatic classiﬁcation, the search engine could
classify the search types, whether navigational or informational [7]. In that manner
the snippet length and other user interface parameters could be adjusted proactively.
For the purpose of evaluating implicit measures to improve web search, a custom
browser [5] has been developed to gather data on implicit interest indicators and
to probe for explicit judgements of the visited web pages. The authors ﬁnd that
the amount of scrolling and the time spent on a web page have a strong positive
relationship with the user’s explicit interests.
Another example has been introduced in [9], where the relationship between
implicit and explicit measures of user satisfaction is explored. The data collected
with a special browser shows that a combination of the viewing time, click-through
data and exiting behaviour of a web page have the strongest correlation with the
explicit relevance feedback. These measures are correspondingly the best predictors
of users’ satisfaction.
The previous two approaches can be reﬂected with that in [14], where eye track-
ing data is compared with actual click-through decisions in a web search setting. In
that study it was found that the click-through patterns accurately follow the view-
ing patterns. Consequently, the implicit gaze direction information could to some
extent be used as a replacement for link click actions on a web page.
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In this section, we brieﬂy discuss the existing schemes we have encountered that
can be used for storing and transferring of the enriched relevance feedback data. A
general observation has been that in the research papers studied for this literature
survey, very little attention has been paid on documenting the used data formats
and precise techniques for transferring the data. In the second subsection we then
address the data storing and transferring needs in the PinView project.
6.1 Existing schemes
Up to the current time, the simple conventional or non-enriched relevance feedback
types, such as click-through or click-location data, have been based on the use of the
HTTP transfer protocol and HTML markup language. Unfortunately, the current
World Wide Web Consortium (W3C)8 standards for web pages, XHTML 1.09 and
HTML 4.0110, do not provide methods for handling enriched relevance feedback
information.
One promising solution for storing enriched relevance feedback data is to use
data formats based on the Extensible Markup Language (XML)11 standard. One
practical step towards XML-based eye movement ﬁle format standardisation has al-
ready been made in the EU FP6 Network of Excellence Communication by Gaze
Interaction, COGAIN12. They have recently developed a common format for car-
rying eye movement data, see COGAIN’s Deliverable 2.2 [2]. In the COGAIN
project, the eye movement data is mostly used for explicit control in human–com-
puter interaction. This fact does not, however, cause any major obstacles as the same
data format can as well be used for storing implicit relevance feedback information.
In implementing rapid web-based human–computer interaction, a combination
of asynchronous JavaScript and the W3C XMLHttpRequest standard13 has gained
prominence. One well-known representative of this approach is the Google Maps
service14. This scheme provides better usability to web services, for example, a rapid
feedback on selection of areas in an image, including highlighting and zooming
in. Alternative technologies for implementing rich web-based applications include
Adobe Flex15 and Java. These techniques could likewise be used for transferring the
enriched relevance feedback data and new retrieval results between the web-based
search engine and its clients equipped with eye trackers.
6.2 Needs in the PinView project
In the PinView project, our aim is to develop a general formalism for storing and
transferring enriched relevance feedback information. This will include the deﬁ-
nition of the ﬁle formats and protocols needed in transferring enriched relevance
feedback data from the search clients to the information server. Different data for-
mats and modalities, including still images, video and audio, will be considered in a
unifying approach. Most likely the on-line transport will be implemented by using
HTTP POST or XMLHttpRequest operations. A strong candidate for the eye move-
8http://www.w3.org/
9http://www.w3.org/MarkUp/
10http://www.w3.org/html/
11http://www.w3.org/XML/
12http://www.cogain.org/
13http://www.w3.org/TR/XMLHttpRequest/
14http://maps.google.com/
15http://www.adobe.com/go/flex/
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These questions will become more actual in the PinView Tasks 1.3 Deﬁnition
of transport protocol for enriched feedback and 8.1 Deﬁnition of interfaces for in-
formation exchange, where the practical needs for data storing and transfer in the
PinView project are addressed in detail.
7 CONCLUSIONS
Relevance feedback techniques have a long history in information retrieval. The
traditional way to give feedback is to respond explicitly whether or not the retrieved
information is relevant, which may be quite tedious in practice. Implicit feedback
techniques have gained more attention as they can be used to infer the user’s poten-
tial interests without disruption.
In this report, we have made a new classiﬁcation of existing relevance feedback
techniques into conventional versus enriched forms. A literature survey was con-
ducted on the forms of enriched relevance feedback, in which special focus was
given to the user’s eye movements utilised as an implicit or unintentional relevance
feedback information source. Eye movement data can be obtained both continu-
ously and unconsciously with modern eye trackers.
Fromthesurveywecanﬁrstconcludethateyemovementshaveshownpromising
performance as an enriched feedback form for inferring user preferences, both in
textual information retrieval settings and in the analysis of user behaviour during
web search. Our second conclusion is that most of the research efforts in using eye
movements in information retrieval have concentrated in textual search tasks. Very
little attention has this far been paid on visual search tasks where, in our opinion, is
a clear potential for gaze-based information retrieval.
Ourthirdconclusionisrelatedtotheobservedlackofexistingandwidely-adopted
standards for storing eye movement data. In the PinView project we will need data
formats that are capable for storing also other modalities of enriched relevance feed-
back. In addition, a transfer protocol for rapidly communicating that information
from the client side to the search engine will be required. These practical questions
need to be solved before the implementation of the prototype for interactive and
proactive Personal Information Navigator can be started.
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