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Computational Design and Evaluation of a Smart Material Morphing Building
Surface Tile
Robert Joseph Zupan Jr., PhD
University of Pittsburgh, 2019
The objective of the present work is to develop and numerically evaluate a novel concept
for a shape-changing smart material building surface tile. This concept is based on a unique
objective to reduce the area of the fac¸ade exposed to solar irradiance, thereby reducing ther-
mal gains during high-temperature periods, by intelligently changing the shape of the facade
surface depending upon the surface location, time of year, and other environmental factors.
Moreover, a particularly high level of control, and therefore functionality is achieved for this
tile concept by using a combination of localized smart material activation and mechanical
actuation.
First, an evaluation of the self-shading capabilities of the tile concept is presented. Of
particular importance is that a morphing tile leads to an increase in shaded area on a building
fac¸ade in comparison to a static tile. Next, a computational strategy for the design of the
morphing tile concept that includes a numerical representation of the tile concept combined
with a non-linear optimization process is presented. The computational design approach is
shown to be capable of accurately determining design solutions for various target shapes
while also minimizing energy usage. Furthermore, it is shown that utilization of a localized
material activation (as opposed to global material activation) parameterization leads to more
accurate and energy efficient solutions. Finally, the development and quantification of the
capabilities of a benchtop prototype of the tile concept is presented. The results indicate that
if provided the proper material activation parameters the shape-changing smart material tile
can provide a significant decrease in tile area exposed to solar irradiance for various times
of day. Furthermore, results indicate that the morphing frequency (i.e., monthly, daily,
hourly, etc.) and the control method of an array of tiles (independent vs dependent) have a
significant effect on the area of the tile exposed to solar irradiance.
Keywords: Smart Material, Optimization, Self-Shading, Computational Mechanics.
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1.0 Introduction
There is a significant amount of work to develop responsive building technologies, specifi-
cally those that interact with and respond to the environment to increase the energy efficiency
of the building. A portion of these responsive building technologies have investigated the
use of smart materials due to their capabilities to alter material properties based on external
stimuli. However, thus far only a small number of responsive building technologies have
utilized smart materials, and there are many potential capabilities of smart materials and
uses for responsive building technologies that have not yet been considered. The objective of
the present work is to develop and numerically evaluate a novel concept for a shape-changing
smart material building surface tile. This concept is based on a unique objective to reduce
the area of the fac¸ade exposed to solar irradiance, thereby reducing thermal gains during
high-temperature periods, by intelligently changing the shape of the facade surface depend-
ing upon the surface location, time of year, and other environmental factors. Moreover, a
particularly high level of control, and therefore functionality is achieved for this tile concept
by using a combination of localized smart material activation and mechanical actuation.
The development of the smart material building surface tile design concept can be divided
into three key focuses: (1) the evaluation of the self-shading capabilities of a dynamically
shape-changing tile as a building surface component, (2) the development of a computational
strategy for design and control of a shape-changing smart material tile, and (3) the devel-
opment and quantification of the capabilities of a benchtop prototype of the tile concept.
For the first focus, numerical case studies are shown that quantify the shading capabilities
of various static and dynamic tile shapes at different locations on a building to identify fea-
tures of “wrinkle” patterns that positively affect self-shading. Additionally, numerical case
studies are shown that quantify the trade-off between self-shaded area and a morphing cost
metric. Of particular importance is that a dynamically changing tile leads to an increase in
shaded area on a building fac¸ade in comparison to a static tile. Additionally, the amount
of shading decreases significantly after a certain number of morphs (three morphs for the
cases considered). For the second focus, a computational approach is developed that utilizes
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a shape-based optimization procedure to determine the optimal morphing mechanisms to
minimize the shape difference between a target surface and a numerically estimated sur-
face. Within the computational design approach several shape-based objective functions
and multiple morphing mechanism parameterizations are considered in numerical case stud-
ies. The computational design approach is shown to be capable of accurately determining
design solutions for various target shapes while also minimizing energy usage. Specifically,
it is shown that utilization of the Modified Hausdorff distance as an objective (compared
to the other objectives considered) more consistently resulted in accurate optimal solutions.
Furthermore, it is shown that utilization of a localized material activation (as opposed to
global material activation) parameterization leads to more accurate and energy efficient so-
lutions. For the third focus, a benchtop prototype of a three-dimensional (3D) printed smart
material (specifically shape memory polymer) tile is developed and an experimental proce-
dure is presented. Physical experiments are shown that evaluate results for both global and
localized material activation of the benchtop prototype. A numerical representation of the
tile calibrated and validated based on these results is then presented. Numerical tests are
shown that investigate the capability of a shape-changing smart material tile to minimize
the area of the tile exposed to solar irradiance. The results indicate that if provided the
proper material activation parameters the shape-changing smart material tile can provide a
significant decrease in tile area exposed to solar irradiance for various times of day. Further-
more, results indicate that the morphing frequency (i.e., monthly, daily, hourly, etc.) and
the control method of an array of tiles (independent vs dependent) have a significant effect
on the area of the tile exposed to solar irradiance.
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2.0 Numerical Investigation of Capabilities for Dynamic Self-Shading through
Shape Changing Building Surface Tiles
2.1 Overview
A concept for a smart material morphing building surface tile that would utilize adaptive
surface wrinkle patterns to improve solar interaction is explored. The effect of the wrinkle
patterns is numerically investigated in the context of an objective to reduce solar irradiance
entering buildings by changing the shape of the surface (i.e., surface topography) so that the
fac¸ade is self-shading, thereby reducing energy costs of the building for temperature control.
A generally applicable algorithm was utilized and is presented to quantify the area of an
arbitrarily shaped/oriented surface that is in shade for any given date/time and geographic
location. Numerical case studies are shown that utilize the self-shading algorithm to evaluate
the capabilities of various wrinkle patterns, both static and dynamically changing, to self-
shade a building surface throughout a day. The results indicate that a morphing wrinkle
pattern can substantially increase the amount and duration of surface area in shade over time
in comparison to the static (non-morphing) patterns considered in this study, although it is
noted that there is a tradeoff in the energy cost to change the surface pattern. Furthermore,
it is shown that as the location of the proposed tile on the building changes, the optimal
wrinkle pattern changes as well.
2.2 Introduction
Buildings that can adaptively respond to fluctuating environmental conditions have the
proven potential to increase occupant comfort and significantly decrease energy consumption
and carbon emissions [1, 2]. Moreover with commercial buildings alone accounting for over
40% of energy consumption in the United States [3], environmentally responsive building
technologies for reducing energy consumption are a particularly promising area of collabora-
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tive and multidisciplinary research. The main consumers of energy in commercial buildings
are lighting, ventilation, and heating and cooling [3]. Therefore, in an effort to increase
energy efficiency, many building technologies being developed are focused on optimally regu-
lating these main consumers using a variety of dynamic control systems for lighting [1, 4–6],
ventilation [2, 7–9], and cooling [10–12]. These technologies are widely used in commercial
buildings, and recently in an effort to further increase energy efficiency researchers have
been focusing on utilizing the building envelope[13–15], which includes the fac¸ade, roof, and
windows.
Technologies utilizing the building envelope, such as the fac¸ade, have been shown to
affect the energy demand of commercial buildings [16–19]. These technologies have the
ability to affect ventilation, interior lighting, and wind drag by utilizing varying porosity
[20, 21], light filtering [12], and varying surface texture[22]. The present work focuses on
environmentally responsive exterior shading. Controlling how the building interacts with
sunlight has the potential to reduce both lighting and heating and cooling costs. Examples
of exterior building components that focus specifically on interaction with light that have
been proposed include external louvers and awnings/overhangs [23–27], photovoltaic panels
[28–31], and building surface skins [32–38].
Of the adaptive building envelope technologies in existence and under development, many
utilize smart materials to facilitate the adaptive behavior. A recent example is the proposed
use of hygromorphic materials to create an adaptive structure concept that is inspired by the
opening and closing of the surface elements of conifer cones [39]. Alternatively, Barrett and
coworkers [35–37] have been developing a device that is likely most similar to the concept
proposed herein, in terms of both objective and mechanism. Barrett et al. have proposed a
smart material building covering, called “Thermadapt”, that would change shape based on
thermal loading throughout the day. To achieve the surface morphing the building coverings
take advantage of coefficient of thermal expansion (CTE) mismatch. The building covering
has an outer layer with a lower CTE than the inner layer, therefore when the temperature
rises the inner layer expands first, causing the building covering to curve outwards, altering
the shape of the exterior into a self-shading configuration. The inner layer would also be the
first to contract in cold weather, causing the building coverings to curve inwards, providing
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insulation by trapping air pockets under the coverings. This building covering technology has
been shown to lead to peak temperatures 10−14◦ F lower than ambient peak temperatures. It
also performs well in cold temperatures, showing similar temperatures as standard insulation
while using much less material. On a larger scale, Capeluto investigated the effects of utilizing
a larger portion of the building envelope for self-shading purposes and showed similar positive
results [40].
The present work proposes a building surface tile that (similarly to Barrett’s work)
self-shades the surface to affect the solar irradiance entering the building. In contrast, the
approach for self-shading is based upon a technology previously explored by Clifford referred
to as “cactus tiles” [41]. The cactus tile is a bio-inspired form for a building surface, that
is based on the skin of a cactus, which has extensive wrinkling that functions to self-shade
the cactus and prevent it from overheating in the sun, this effect was explored previously by
Ehleringer [42]. Preliminary tests showed that on a 100◦ F day on a South facing fac¸ade,
a wrinkled building surface was 30◦ F cooler than a surrounding unshaded brick surface,
substantially lowering thermal transfer to the building interior. However, this concept was
initially envisioned to be static (i.e., the wrinkle pattern of the building surface would be
the same year-round), and would not account for changes in the angle/direction of sunlight
or changes in the self-shading (i.e., cooling) demand throughout a day and year. As such,
the present study intends to explore the potential of a morphing cactus tile that has a
dynamically changing wrinkle pattern, which could control the level of self-shading provided
by the fac¸ade based upon the time of day and/or season. The key difference between the
proposed technology and the technologies developed by Barrett [35–37], Nagy [38], and others
is that the proposed technology has a continuous deformable surface while the others simply
have discrete elements with limited range of motion. Therefore, it is expected that the
proposed technology will have a design space with a higher number of solutions, potentially
leading to greater efficiency or functionality.
To evaluate the potential of this morphing cactus tile concept and to motivate future
efforts to develop the technology, a set of numerical case studies were investigated regarding
the self-shading capability of various static and dynamic cactus tiles surface topographies.
First, it was necessary to identify and utilize an algorithm to calculate the portion of a
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surface that is self-shaded for any feasible tile (wrinkled) shape, geographic location, and
environmental conditions, which is elaborated upon in the following. Then, the case studies
are presented, which examine the potential self-shading capabilities of various basic wrinkle
pattern possibilities throughout a given day. Lastly, concluding remarks and future directions
to further explore the proposed technology are discussed.
An important note is that the potential benefit of having non-flat tile shapes is through
the control of how heat is transferred to the building. Specifically, note the fourth-order
relationship between thermal radiation and temperature in contrast to the linear relationship
of thermal convection and conduction to temperature [43]. For example, if a fixed amount
of solar energy is focused on a surface area that is 50% smaller than the original area of
the surface, the resulting temperature of the exposed surface area will double. Due to
the fourth-order relationship between temperature and thermal radiation this leads to the
thermal energy being radiated from the tile to increase by a factor of 16, which in turn
reduces the amount of the finite thermal energy being conducted into the building. In this
simplified example, radiation and convection are assumed wholly exterior phenomena.
2.3 Algorithm for Quantification of Self-Shading of an Arbitrary Surface
Most applications requiring quantification of shaded area of a surface have largely fo-
cused on structured shapes, such as overhangs, awnings, and louvers [23–27, 44, 45]. As
such, the algorithms utilized therein are not applicable to arbitrarily shaped surfaces as are
considered here for the morphing building surface tile concept, and a more generalized algo-
rithm is needed. Rendering technology, such as Radiosity [46, 47], use algorithms capable of
calculating the area of shaded area of arbitrarily shaped surfaces. Therefore an algorithm,
similar to those used in such technologies, was modified to be applicable to a shape defined
by a finite element mesh.
The shading quantification algorithm utilized assumes that the surface to be evaluated
be defined by a standard finite element-type mesh, based upon a set of nodes and their
connectivity as elements. Then, all that is necessary is to determine the state of shading
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of each element, using a form of backwards ray tracing, and numerically integrate over the
mesh to determine the total area that is self-shaded for the given arbitrarily shaped surface.
As such, the algorithm utilized to quantify the self-shading of an arbitrary surface can be
described as follows:
INPUT: nodal coordinates and element connectivity of mesh description of surface, lat-
itude, longitude, and elevation of the surface location, date, and time.
1. Calculate Azimuth and Zenith angles of the sun's position relative to the surface (as
detailed in the following).
2. Loop over each element in the mesh, and for each element:
a. Determine the centroid of the element
b. Determine the direction (vector) of a solar ray that passes through the centroid.
c. Determine if any other element in the mesh intersects the solar ray vector (i.e.,
shading the current element).
d. If the solar ray vector intersects any other element (between current element and
sun), then add the current element area to the total shaded area sum.
A critical element of any approach to shading quantification (including the algorithm
utilized herein) is calculation of the solar position at the point in space and time on the
surface of interest. There are numerous methods to determine solar position, characterized
by the zenith (or elevation) and azimuth angles [48–50]. The algorithm used in the present
effort is the Solar Position Algorithm (SPA) developed in [48]. SPA was chosen because
of the relatively high accuracy compared to other options, with maximum uncertainties in
the calculated angles of ±0.0003 ◦. As detailed in [48], SPA requires the location (latitude
and longitude), date, time, and spatial and temporal properties of the location (elevation,
average annual temp/pressure, etc.), and outputs several solar position measures, including
those required for the self-shading quantification algorithm herein of the zenith and azimuth
angles. The unit vector of the solar ray can then be characterized using the zenith and
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Figure 2.1: Number of elements (mesh size) with respect to shaded area of a vertical wall
shaded by an overhang.
azimuth angles as:
vs =

cos(γs) ∗ cos(αs)
− cos(γs) ∗ sin(αs)
sin(γs)
 , (2.1)
where γs is the elevation angle (degrees), αs is the azimuth angle relative to South (degrees),
North is positive x, West is positive y, and height is positive z.
A final component to an algorithm such as this is to perform a mesh convergence analysis
to ensure that the mesh utilized to produce the final result is sufficiently small for the result
to be accurate. A basic overhang shape, with a 1 m by 1 m wall and a 1 m by 0.25 m
overhang, was considered for a convergence study. Figure 2.1 shows the number of elements
with respect to shaded area for the overhang shape. Figure 2.2 Shows a visual representation
of the convergence process. As shown in Figure 2.2, for an example self-shading calculation
the algorithm would be repeated with sequentially more refined meshes until the shading
estimate stops significantly changing. As can be seen in the example, the estimates provided
by Figure 2.2(c) and Figure 2.2(d) are significantly more similar than either of the prior
estimates, and it is likely that the estimate in Figure 2.2(d) is sufficiently converged.
To verify and validate the accuracy of the self-shading algorithm, examples of shading
geometries, their locations, and orientations from [45] were evaluated. The first shape con-
sidered was the overhang shape shown in Figure 2.3, oriented West at 13:07 on March 10th,
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Figure 2.2: Example of the self-shading estimate from the algorithm presented herein for
four different levels of mesh refinement (a - d), with shaded elements in black and exposed
elements in red.
Figure 2.3: Meshed representation of the West facing overhang surface example.
9
Figure 2.4: Meshed representation of the double vertical fin surface example.
2004. The algorithm was verified by first performing a mesh dependency study, and then
comparing to the analytical solution found by projecting the overhang through the solar
angle onto the vertical wall and calculating the shaded area using simple geometry. The
algorithm converged to a value differing from the analytical solution by 0.1% using 3584
elements, confirming the algorithm converges within acceptable limits.
Finally, to validate the present algorithm, converged estimates of surface shaded area
were calculated for two additional test cases from the work in [45] that had corresponding
experimental measurements. The two test cases considered were the overhang case with
the same location and orientation from the verification test and a double vertical fin device
oriented West at 13:36 on March 14th, 2004, as shown in Figure 2.4. The experimental result
reported in [45] for the overhang case was 75% shaded area, in contrast to the 73% predicted
by the shading quantification algorithm. Additionally, the shading quantification algorithm
estimated a self-shaded area of 17% for the conditions of the double vertical fin case, while
the experimental results were 19%. With both example cases resulting in differences between
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the experimental and numerical estimates of shading of only 2%, the shading quantification
algorithm was considered to have calculated the shaded area of the objects within acceptable
limits.
2.4 Self-Shading Numerical Case Studies
Several case studies were numerically investigated with respect to shading potential of the
proposed building surface tile concept involving various scenarios for potential tile shapes,
orientation, location, and time of day. Overall, these case studies were based upon a single
shape-changing tile, covering a 1m by 1m plane area, on a conceptual surface located in
Phoenix, Arizona (Lat: 33.45, Long: -112.07) throughout the day of July 4th, 2015, which
had an average high of 102◦F. It was assumed that the tile would be rigidly held on two
of the four edges (e.g., top and bottom or left and right), and with shape changing only
occurring through changes in the out-of-plane surface position. It was further assumed that
the tile would operate similarly to the previously mentioned technology being developed by
Barrett et al. [35–37], with the tile being comprised of a smart material, and the shape
change therefore being achieved by deformation of the tile material (rather than mechanical
components such as hinges). To address potential material limitations at this stage of the
development (i.e., without having selected an optimal smart material for device construc-
tion), each shape change considered was normalized for comparability between shapes such
that the surface area change with respect to a flat surface was fixed at 150% (i.e., the total
surface area of each deformed shape considered was fixed at 1.5 m 2 ). Although the distri-
bution of this deformation would likely become important in future development, this 150%
overall deformation is well within the limits of many smart materials, such as shape memory
polymers [51] (commonly shown to exceed 200% recoverable deformation). Furthermore, the
normalization allows each shape change to be fairly compared in the sense that the total
deformation is equivalent.
For simplicity, three basic wrinkle patterns were considered, which were simplified geo-
metric representations of the previously discussed concept of a “cactus” tile [41]. The three
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Figure 2.5: Mesh-based surface representation of the (a) single sin-wave overhang, (b) con-
tinuous unidirectional sin-wave, (c) continuous bidirectional sin-wave, (d) undeformed tile
shapes.
basic wrinkle patterns considered (in addition to the undeformed tile) are shown in Figure
2.5, and are described by the equation for the out-of-plane surface position, z, as
a single sin-wave overhang:
z =
A ∗ [sin(
2∗pi
P
∗ (x+ 3∗P
4
)) + 1] for 0 ≤ x ≤ 4− P
0 for 4− P < x ≤ 4
, (2.2)
a continuous unidirectional sin-wave:
z = A ∗
[
sin
(
2 ∗ pi
P
∗
(
x+
3 ∗ P
4
))
+ 1
]
for 0 ≤ x ≤ 4 (2.3)
and a continuous bidirectional sin-wave:
z = A− A
2
∗
[
cos
(
2 ∗ pi
P
∗ (x− 4)
)
+ cos
(
2 ∗ pi
P
∗ (y − 4)
)]
for 0 ≤ x, y ≤ 4 (2.4)
where x and y are the in-plane coordinates of the plate, and A and P are the amplitude and
period of the sin-wave, respectively.
12
To quantify the shading potential of each tile scenario over time, the 10-hour period of
daylight on the specified date was considered and the surface shading for each tile scenario
was calculated each hour on the hour for two conceptual locations on the building, a West
facing vertical wall and a South facing roof (45 ◦). In the following the self-shading potential
of these three basic wrinkle patterns is examined individually by evaluating the amount of
self-shading for a set of variations (e.g., changes in shape amplitude, etc.) for each basic
shape form over the specified 10-hour period. Next, the basic wrinkle patterns are compared
to one another in terms of the shading capability. An important note is that this first set
of tests considered the tiles to be static (i.e., non-morphing) to evaluate the potential of the
shapes. Next, the potential self-shading of a morphing tile is evaluated by considering the
capability of the tile to morph between the wrinkle patterns, and considering both shading
throughout the day as well as a measure of complexity for the morphing process. Finally, a
comparison is made between the results of the two conceptual locations on the building. It
should be noted that mesh convergence was confirmed for all shapes.
2.4.1 Shading Potential of the Individual Basic Wrinkle Patterns
The percent of each tile shaded was determined over the specified day for three variations
of each shape form for the vertical West wall. The variations in the three basic wrinkle
patterns were generated by modifying the values of A and P in (2.2), (2.3), and (2.4). Table
2.1 shows all nine parameter combinations of the basic wrinkle patterns considered. Again,
note that the shape variations all maintained the specified total surface area constraint (i.e.,
increasing the period of the shapes required increasing the amplitude to maintain the 1.5
m 2 surface area).
Figure 2.6 compares the percentage of the tile surface area shaded over time for the vari-
ations considered for the overhang basic shape form. The overhang with a period of 0.125 m
provides the highest percentage of self-shading until approximately 13:30, then the overhang
with a period of 0.250 m temporarily provides the highest shading until approximately 14:30,
the overhang with a period of 0.500 m provides the highest percentage from 14:30 to 17:00,
at which point the periods of 0.125 m and 0.250 m provide approximately equivalent shading
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Table 2.1: The period (P) and amplitude (A) for each of the variations of the wrinkle patterns
considered.
Shape: P (m) A (m)
Overhang
0.125 0.1550
0.250 0.1740
0.500 0.2150
Sin-wave
Unidirectional
0.125 0.0342
0.250 0.0675
0.500 0.1350
Sin-wave
Bidirectional
0.125 0.0975
0.250 0.1850
0.500 0.3656
Figure 2.6: Percent of the surface that is self-shaded with respect to the time of day for
variations of the period length (P) of the single sin-wave overhang shape.
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Figure 2.7: Percent of the surface that is self-shaded with respect to the time of day for
variations of the period length (P) of the unidirectional sin-wave shape.
for the remainder of the day. Figure 2.7 shows the analogous results for the unidirectional
sin-wave. The unidirectional sin-wave with period of 0.125 m provides the highest percentage
of self-shading until approximately 14:00, when all three periods considered provide approx-
imately equivalent shading for the remainder of the day. Finally, Figure 2.8 shows percent of
the tile shaded over time for the three different parameter combinations of the bidirectional
sin-wave shape. Similar to the unidirectional sin-wave, the period of 0.125 m provides the
highest self-shading for the first part of the day, until approximately 15:30, and once again
the three shape variations remain approximately equivalent for the remainder of the day.
Generally, as the period decreased (i.e., the more “wrinkly” the shapes became) the amount
of self-shading increased. However, with the limitation on the total surface area, there is a
point of diminishing returns when decreasing the period size (which increases the number of
shadows), since the amplitude must correspondingly decrease (which decreases each shadow
height). Although not shown here for brevity, additional tests indicated that this point of
diminishing returns was approximately the amplitude of 0.125 m for the examples herein.
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Figure 2.8: Percent of the surface that is self-shaded with respect to the time of day for
variations of the period length (P) of the bidirectional sin-wave shape.
Figure 2.9 shows the shading over time for the three basic wrinkle patterns with a period
of 0.125 m (i.e., the period with the highest total shading over the day for each). The
unidirectional sin-wave had the highest percent shading for a large portion of the day, with
the exception of 14:00 and after 16:30 when the overhang shape provided the highest amount
of self-shading. More importantly, a general observation from Figures 2.6-2.9 is that none of
the basic wrinkle patterns or parameter combinations had a higher amount of self-shading
than the others throughout the entirety of the day. In other words, a tile that is able to
morph between such shapes and parameter combinations throughout the day would be able
to self-shade more of the surface over a longer period of time compared to any static shape
considered.
2.4.2 Shading Potential of a Dynamic Tile Shape
To begin evaluation of the potential of a morphing tile, Figure 2.10 shows the optimal
combination of the shapes considered in the previous section in terms of maximizing the
total shaded area over the day by allowing the tile shape to change every hour compared to
the highest total shading static versions (i.e., unchanging) of the basic wrinkle patterns. The
morphing tile shades the surface significantly more over the day than any one of the static
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Figure 2.9: Percent of the surface that is self-shaded with respect to time of day for the
overhang (O), unidirectional (U), and bidirectional (B) shapes with period length of 0.125
m
Figure 2.10: Percent of the surface that is self-shaded with respect to time of day for a
morphing tile (M) and the overhang (O), unidirectional (U), and bidirectional (B) shapes
with period length of 0.125 m.
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shapes, with a total percent surface-hours of shade (i.e., area under the percent shaded vs.
time curve) of 7.50 compared to the next highest static shape, the unidirectional sin-wave
of 7.18. However, an important aspect that has not been discussed to this point is that
there is expected to be an energy (or other) cost to morph a surface tile from one shape into
another. Therefore, the optimized morphing process shown in Figure 2.10, that requires 5
shape changes, may ultimately have more cost than benefit compared to a tile that changes
shape less often in certain circumstances.
It should be again noted that without further developments of the proposed technology
the morphing cost cannot be predicted precisely. Depending on the smart material/structure
mechanism used, this cost could include energy for activation or actuation of the struc-
ture/material or simply the complexity of the build needed to achieve the functionality. To
still provide a perspective, it is assumed herein that the cost of performing a shape change is
directly proportional to a measure of the difference between the two subsequent tile shapes
during the morphing process. Again noting that the hypothetical mechanism for the morph-
ing tiles herein would be deformation (as through the use of a smart material), the amount
of deformation (i.e., shape change) is expected to be a reasonable estimate of the relative
input energy required to morph. As such, the following metric of the difference between two
tile shapes was utilized:
Di,j =
(∫ X
0
∫ Y
0
(zi − zj) 2dxdy
) 1
2
(2.5)
where zi and zj are the out-of-plane surface positions of the shapes at the i
th and jth hour,
respectively. The difference metrics for all possible combinations of the shapes considered
are displayed in Table 2.2.
Considering both maximization of the percent self-shading and minimization of the cost
of morphing over an entire day, selecting the optimal morphing tile can now be thought of
as a multiobjective design problem as follows:
Minimize: B −1 + β ∗ C, (2.6)
with
B =
∫ 18:00
8:00
S(t)dt (2.7)
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Table 2.2: Difference metric, calculated from (2.5), for each combination of shapes considered
in the case studies. Note: the matrix presented in this table is symmetric.
Overhang Unidirectional Sin-wave Bidirectional Sin-wave
Period (m) P=0.125 P=0.250 P=0.500 P=0.125 P=0.250 P=0.500 P=0.125 P=0.250 P=0.500
Overhang
P=0.125 0.00 7.01 7.41 4.64 5.40 5.36 5.37 4.93 4.71
P=0.250 0.00 6.23 5.82 4.50 2.98 4.41 3.18 5.41
P=0.500 0.00 5.75 1.73 5.71 2.30 5.14 5.53
Unidirectional
P=0.125 0.00 3.07 1.52 3.82 1.78 0.43
P=0.250 0.00 2.98 1.56 2.61 2.88
P=0.500 0.00 3.51 0.79 1.32
Bidirectional
P=0.125 0.00 2.99 3.55
P=0.250 0.00 1.51
P=0.500 0.00
and
C =
10∑
i=1
Di,i+1, (2.8)
where S(t) is the percent shading over time and β is a user-defined parameter to weight the
relative importance of the two competing objectives.
To interpret the tradeoff between B−1, units of (m2-h)−1, and C, units of m, of this
morphing tile, the Pareto front was generated for the present example by varying the total
number of shape changes over the day (and thus controlling the morphing cost). Figure
2.11(a) shows the value of the two design objectives for each point on the Pareto front and
Figure 2.11(b) shows the corresponding sequence of shapes obtained from the shading maxi-
mization. The Pareto front shows that there is a substantial tradeoff between the morphing
cost (i.e., amount of shape change) and the amount of self-shading provided throughout
the day. In particular, there is a nearly linear tradeoff between the cost-benefit of 0 to 3
shape changes over the day (especially 1 to 3 shape changes). Alternatively, the increase in
the amount of shading decreases significantly after 3 shape changes, with almost negligible
differences in the total shading with 3 shape changes compared to 5 shape changes, but with
a substantial increase in the shape change cost. An important reminder, however, is that
this design solution set is for one particular tile location/position on a conceptual building,
and it is expected that not only different geographic locations, but even different positions
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Figure 2.11: (a) The total shape change metric (C) with respect to the inverse of the total
percent shading over the day (B−1) and (b) the sequence of shapes for each point on the
morphing tile Pareto front.
on the same building would yield different optimal morphing tile systems, as considered in
the following. Additionally, this design solution set is for a finite set of shapes and it is
expected that allowing the tile to morph to any shape (not just predetermined sets) will
allow for even further shading capabilities. Changes in solar irradiation throughout the day
are also not included in this analysis, which will have a large impact on the benefit side of
the cost-benefit analysis in determining whether or not to morph.
2.4.3 Shading Potential for a Different Morphing Tile Location
To evaluate how a tile’s location on the fac¸ade might affect the morphing scheme an
additional set of numerical tests were carried out. This second set of tests considered a tile
at the same geographic location and date as the previous tests, but on a South facing roof
fac¸ade angled at 45 ◦ (in contrast to the West facing vertical wall considered previously).
For the roof fac¸ade, the self-shading throughout the day was calculated for the same basic
wrinkle patterns (and variations) that were previously considered. Additionally, for this roof
example, each shape form and period variation was considered with the entire surface rotated
in plane by 90◦. Note that these 90◦ variations were also tested for the wall example, but not
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Figure 2.12: Percent of the surface that is self-shaded with respect to time of day for the
overhang shape with period of 0.500m (O), the unidirectional shape with period of 0.125m
(U), and the bidirectional shape with period of 0.125m (B), all with the original orientation.
shown/discussed previously since they were all considerably less effective in self-shading the
surfaces compared to the original orientations (which is a relatively intuitive result based on
the expected path of the sun with respect to a West facing vertical surface).
Figure 2.12 shows the percentage of self-shading with respect to time for the opti-
mal variation (i.e., period value and rotation producing the highest total shading) of the
three basic shapes on the roof fac¸ade. There are significant differences between the self-
shading provided by each shape (and parameter variation) for the roof example compared
to the wall. First, while the period of 0.125 m provided the most self-shading for all
shapes on the wall, the period of 0.500 m provided the most self-shading for the over-
hang shape on the roof. In addition, the change in the percent shading over time for
each shape (i.e., the shading curve) is substantially different for the roof compared to
the wall, with the beginning of the day having considerably more differences between the
shapes for the roof case. Also of note is the fact that the original orientations overall
provided higher shading compared to their 90 ◦ rotation counterparts, but the 90 ◦ rota-
tions provided the highest self-shading at specific hours. In particular, the bidirectional
sin-wave shape had the highest amount of self-shading at both the beginning and end of
the day for the roof, when considering no rotation, but never had the highest self shading
for the vertical wall. The total percent surface-hours of shade was also much higher for
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Figure 2.13: Gantt chart representing the shape sequences for the West wall and South roof
fac¸ades that maximize the total self-shading over the day.
the bidirectional sin-wave shape, indicating that it provides a higher shading on average.
To further compare the two building locations, Figure 2.13 shows the combination of the
shapes that maximizes the total shaded area over the day by allowing the tile shape to change
every hour (not considering the cost of the shape changes) for the roof example compared
to the analogous combination previously shown for the wall example. In particular, the
optimal combination for the roof was considerably more dynamic, with eight shape changes
between seven shape variations, which is a change almost every hour, compared to just five
changes between five variations for the wall (which is due to the West wall being shaded by
the building at the beginning of the day). In addition, maximizing the self-shading through
morphing had a significantly larger effect on the roof, with the optimized shape change se-
quence yielding 5.47 total percent surface-hours of shade, which is 24.6% greater than the
highest value for any of the static shapes, compared to the 4.5% increase provided by mor-
phing for the wall. As a reminder, this study solely considered the increase in shaded area,
no consideration was given to solar irradiance. It should be noted that even though the bidi-
rectional sin-wave was the best static shape in terms of total percent surface-hours of shade,
it never provided the highest self-shading of all variations considered at any specific hour, so
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it does not appear in Figure 2.13. If there was a limitation on the number of morphs, the
bidirectional sin-wave would most likely be in the optimal scheme.
2.5 Conclusions and Future Directions
A concept was presented and numerically investigated for a morphing building tile that
would reduce solar irradiance entering buildings by changing the surface topography so that
the building envelope is self-shading, thereby reducing energy used by internal temperature
control. Numerical case studies were used to evaluate the capabilities of this concept with
three basic wrinkle patterns, both static and dynamically changing, to self-shade a building
surface over the course of a day. The results indicated that a morphing surface can provide
an increase in total percent surface-hours of shade as large as 24.6%, in comparison to the
highest performing static (non-morphing) shapes. However, it was noted that there is an
expected tradeoff in the mechanical cost to change the surface topography. For example, it
is expected that there will be a point in the design where the increase in self-shading from
further morphing will not be worth the energy required to achieve morphing (e.g., through
material activation and/or mechanical actuation if using a smart material component). In
particular, the results showed a substantial reduction in the improvement to the self-shading
after three shape changes for the designs considered. Yet, a significant change in self-shading
behavior depending upon the tile location was observed, in terms of both total shading
capability and the benefits of morphing. Therefore, separate design optimizations, such
as that presented, would likely be beneficial for tiles that would be located in different
geographic locations and positions/orientations on the building surface.
Although the results presented show promise for a morphing self-shading tile technology
to significantly improve solar interaction for a building envelope, there are several considera-
tions moving forward with development. One critical consideration is the full effect that this
technology will have on the energy demand of a building. Currently it is assumed the change
in shaded surface area directly affects the solar gains, with no consideration of other physical
factors such as changes in either conductive or convective heat flow related to the change in
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shape. This physical process needs further investigation to truly understand the potential
of the technology proposed herein and those that are similar. Another consideration is the
choice/development of a smart material solution out of the multitude of existing concepts
to facilitate the controllable surface topography. For example, two smart materials that are
potentially applicable are shape memory alloys (SMAs) [52–55] and shape memory polymers
[51, 56–58]. Both SMAs and SMPs could aid in achieving different tile configurations with
a reduced actuation requirement due to the shape memory effect. Additionally, SMPs allow
for large strain, which is expected to be a requirement of this morphing tile concept. An-
other consideration is that throughout the presented work the design only considered a finite
number of tile topographies. As such, future work to explore not only optimization of the
morphing scheme, but also the surface topography of the tile could lead to improvements to
both efficiency and effectiveness.
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3.0 Computational Design Optimization of a Smart Material Shape Changing
Building Skin Tile
3.1 Overview
The development and evaluation of a computational approach for optimal design of a
smart material shape changing building skin is presented and numerically evaluated. Specifi-
cally, a unique shape-based approach is utilized to create an optimization approach to identify
the activation and actuation mechanisms to minimize the difference between a desired shape
and the estimated morphed shape. Three potential metrics of shape difference are considered
and their capability to facilitate an efficient optimization process leading to accurate shape
matching is evaluated. Details of the optimal design framework are presented, particularly
focusing on the shape difference metrics as well as the strategy to parameterize the activa-
tion of the smart material. In particular, the parameterization strategy is a unique approach
to easily integrate controllable localized activation within a smart material structure in a
generally applicable way that does not limit the design search space. A series of numerical
design examples are presented based on the concept of a smart material (e.g., shape memory
polymer) shape changing tile that can be activated and actuated in a variety of ways to
achieve desirable surface wrinkle patterns. Results indicate that the shape-based approach
can consistently determine the mechanisms of morphing needed to accurately match a target
shape. Furthermore, it is shown that localized material activation can lead to not only a
more accurate shape but also requires less energy and actuation devices to do so.
3.2 Introduction
Responsive building skins have been shown to have effects on all the main energy con-
sumers of commercial buildings: lighting, ventilation, and heating and cooling [59]. Examples
include the skin used on the Media-TIC building [32], which uses a light sensor to measure
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thermal loads on a building and inflates portions of the skin in order to increase insulation
during times of high thermal loading, and the Heliotrace system [32] and the responsive skin
of the Al Bahar towers [34], which both utilize a series of mechanical apertures that open or
close portions of the skin, allowing different amounts of light to enter the building. In most
cases the current technologies are binary, either activated or inactivated based on a stimulus
threshold, or have a limited number of configurations. Thus, significant work still remains to
achieve technologies that can adapt to multiple environmental states and have a higher level
of customization. One possibility proposed to increase functionality of responsive building
fac¸ade is the integration of smart materials [51, 55, 60, 61].
A recent example of a smart material morphing structure with applications to building
skins/facades involves the use of hygromorphic materials that simulate the opening and clos-
ing of conifer cones [39]. In this recent application, a shape changing surface tile is created
by combining a hygromorphic layer with a passive (non-smart material) layer. The hygro-
morphic layer has a larger coefficient of hygroexpansion than the passive layer, therefore,
the growth or shrinkage of the hygromorphic layer will be larger as well. This results in the
tile either curling outwards or inwards (opening or closing) based on moisture levels of the
environment. Currently this hygromorphic application is focused on architectural aesthetics
and psychological benefits to occupants. Alternatively, Barrett et al. developed an adaptive
material building skin called “Thermadapt” that uses bimetal sheet layers to change shape
based on external thermal loading [35]. In a similar way to the hygromorphic example,
the Thermadapt concept uses differences in coefficients of expansion to create motion, but
through thermal excitation rather than moisture. However, the application of Thermadapt
has been focused specifically on increasing or decreasing the shading on a building surface to
affect solar irradiation heating. In this case, the Thermadapt composite would have an outer
layer with a lower coefficient of thermal expansion than the inner layer. Therefore, when the
temperature rises the inner layer expands more than the outer layer causing the covering
to curve outwards into a shading configuration. During periods of lower temperature, the
opposite occurs and the inner layer contracts more than the outer layer causing the covering
to curve inwards forming an air pocket that helps insulate the building.
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The technologies being developed for shape changing building skins that use smart ma-
terials have primarily relied upon passive mechanisms, in that the shape change that occurs
is caused by the material being activated by changes in the surrounding environmental con-
ditions (e.g., moisture change [39] or temperature change [35]). Passive use of the smart
material has the benefit of not requiring any additional intervention or energy costs to the
user beyond maintenance requirements. Yet, passive use of the material may limit the ex-
tent that the behavior of the structure can be customized and may limit feasibility of certain
applications or material types if the activating environmental condition does not correlate
with the desired material change. Alternatively, active use of smart materials for shape
changing structures that include a mechanism to apply activation energy and/or actuation
to the structure have the obvious disadvantage of energy consumption, but can substantially
increase the range of potential shape changes and the potential applications of the technology
overall. There have been several application areas of smart material structures where this
benefit of active use has outweighed the additional energy costs, such as morphing aircraft
applications [56, 62, 63]. Although active use of smart materials for shape changing struc-
tures can significantly expand the potential functions of the structure, this expansion can
also substantially increase the initial challenge of designing the smart material structure.
With any degree of complexity in the desired behavior, the active use of smart mate-
rials for shape changing structures can include nearly infinite non-trivial potential design
solutions, when potentially seeking to define localized stimulation/activation, a multitude of
mechanical actuation methods, or even the use of multiple smart materials together. Such
design problems are often best handled through a computational optimal design approach,
which have already been used for several smart material structure design applications [56, 62–
70]. Computational approaches are particularly beneficial for problems that have non-trivial
and/or non-intuitive solutions, and complex objectives and constraints. Although substan-
tial work has been done developing computational design methods for various applications,
with any new application there are new and unique challenges, ranging from the definition
of the forward model and its parameterization to the quantification of the design objective
and constraints.
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The current study presents a computational framework for the design of the active mech-
anisms for a smart material building skin tile to optimally achieve a desired shape change.
The target of shape change is chosen as it aligns with the prior work using hygromorphic
structures, which was noted to be largely for aesthetic reasons thus far [71], while also al-
lowing for inclusion of other more functional objectives, such as increasing shading similar
to the “Thermadapt” case [35]. In other words, it is assumed that some prior analysis to
define the desired combination of appearance and function has been performed to provide
the target shape change to be designed toward. As such, one particular focus of the study
is on determining an appropriate objective function that quantifies the difference between
the desired shape change and the shape change predicted by the forward model for the opti-
mization procedure. In addition, focus is also placed on the strategy to define the unknown
design parameters, particularly to ensure the localized activation is feasible to implement
without sacrificing the shape change capability. Although more generally applicable, the
design strategy is presented in the context of an example design of the mechanical actuation
and material activation of tile entirely comprised of a homogeneous smart material. In the
following section, the details of this exemplar smart material shape changing building skin
tile are provided. In Section 3 the general computational inverse problem for the design
of a smart material building skin tile is presented. Numerical examples, their results, and
discussion are then given in Section 4, which is followed by concluding remarks in Section 5.
3.3 Design Concept
The design concept considered herein is an adaptive shape changing “wrinkled” surface
tile based upon the prior work developing building surface “cactus tiles” by Clifford [41].
The original cactus tile objective was to have static “wrinkled” surface tiles that were both
aesthetically pleasing and had functional benefits in terms of self-shading. However, it is
envisioned that adding the capability of such tiles to change between wrinkle patterns, would
further enhance the original benefits and potentially include many other functional behaviors
[41, 72, 73]. As shown in Figure 3.1, the proposed mechanism to produce a tile that can
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Figure 3.1: Concept of a smart material being activated and mechanically actuated.
morph between different wrinkle patterns (i.e., shape changing cactus tile) is envisioned to
be controllable activation of the smart material comprising the tile (e.g., softening) and
mechanical actuation to deform the tile into a desired shape. For the sake of simplicity,
this work does not consider the activation process (e.g., heat transfer process if thermal
activation was used) and assumes that the deformed shape could be perfectly “locked in” once
activation is removed. However, these behaviors could be included in the forward modeling in
subsequent work without significant change to the computational design strategy. Similarly,
the overall dimensions of the tile were assumed to be given/fixed. Thus, the remaining
unknown variables to determine for the design of this tile concept are the locations and
magnitude of mechanical actuation (i.e., applied force and/or displacement) and the location
and size of the regions of the material to be activated.
3.4 Design Solution Strategy
The design strategy considered herein is based on utilizing non-linear optimization in
combination with a numerical representation of the shape changing tile to be designed. As
noted, the primary objective of the optimal design is to achieve a given desired shape change.
In this work, the target shape was assumed to be defined as the desired outer surface shape
of the tile. However, as is often the case with smart material applications, minimizing the
energy cost of the shape changing process was also considered as an objective of the design.
Thus, the design problem can be written in the general form of the following constrained
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optimization problem:
minimize:
~γ
{C (ST , SF (~u)) , E(~u,~γ)}
subject to: F (~u,~γ) = 0
~bl ≤ A(~γ) ≤ ~bu,
(3.1)
where ST is the target surface shape, SF is the predicted morphed shape of tile as defined by
the deformation of the tile, ~u, estimated by the solution of the forward problem, F (~u,~γ) = 0
(i.e., the partial differential equation constraint), for a given set of actuation and activation
design parameters, ~γ, C(·, ·) is the metric that quantifies the difference between two shapes,
E(~u,~γ) is the estimated energy consumption required to complete the shape change process,
~bl and ~bu are the lower and upper bound constraint vectors, respectively, and A(~γ) is the
operator that forms the necessary constraint equations involving the design parameters.
Note that this is the general form of the optimization problem considered herein, and the
examples will more specifically state the respective components, including the example-
specific objective functions, design parameters, and constraints utilized.
An estimate of the optimal design solution can be found through any preferred optimiza-
tion strategy applied to Equation 3.1 to determine the actuation and activation parameters
(within the physical bounds) that minimizes the difference between the deformed tile shape
predicted by the forward problem and the target shape. Both standard gradient-based and
non-gradient-based optimization strategies were utilized in the present study, with specific
details provided in the Examples Section. As noted, specific focuses of the development were
the shape difference metric and the parameterization strategy, which are discussed in more
detail in the following.
3.4.1 Shape Difference Metric
There are multiple methods of shape description that can be used to quantify the dif-
ference between two shapes. In general, shape descriptors are separated into two categories:
region-based shape descriptors [74–76], which calculate the descriptor based on the entire
volume of a shape, and contour-based shape descriptors [76], which calculate the descrip-
tor based solely on the contour (or boundary) of the shape. Generally, region-based shape
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descriptors are not well suited for this type of application and so only contour-based de-
scriptors were considered. Specifically, a sub-category of contour-based shape descriptors,
correspondence-based shape descriptors, were considered.
One relatively intuitive correspondence-based approach is to project the target shape
onto the initial tile shape (i.e., flat tile) to establish a point-to-point correspondence, and
then measure the difference between the location of the surface points on the target shape
and the deformed location of the surface points estimated for a given design solution for all
of these now corresponding points. Specifically for this work, a projection-based metric for
a discretized tile surface was defined as:
PMd =
NC∑
i=1
‖ ~xSi − ~xFi ‖, (3.2)
where ~xSi and ~xFi are the spatial coordinates on the target shape and deformed tile shape
from the design estimate, respectively, for the ith point in the correspondence set, NC is the
number of points in the point-to-point correspondence, and ‖ · ‖ is the Euclidean distance.
Other similar approaches that first form a set of corresponding points between a target shape
and an estimated morphed structure shape have been used in similar design applications
[66]. However, these approaches can potentially limit the design space as they conceptually
change the design problem to matching a desired displacement of certain points rather than
a more general shape. Furthermore, the projection strategy considered here to form the
correspondence is only applicable to target shapes with non-overlapping regions so that
a one-to-one correspondence is formed. Alternatively, the Hausdorff distance and similar
variants have been developed to quantify the difference between two shapes in a more general
sense and with no limitation on the type of shapes being compared [76, 77].
Assuming the shapes are discretized, the Hausdorff distance is a point-to-point matching
that finds the maximum closest pairing between all the points on each shape. The Hausdorff
distance between two shapes discretized into two collections of points S1 and S2 is defined
as:
Hd(S1, S2) = max(D(S1, S2), D(S2, S1)), (3.3)
where: D(S1, S2) = max
~x1∈S1
min
~x2∈S2
‖ ~x1 − ~x2 ‖, (3.4)
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Figure 3.2: Representation of the distances D(S1, S2) and D(S2, S1) used in Equation 3.4
for shapes S1 and S2
~x1 is the collection of points in shape S1, ~x2 is the collection of point in shape S2, and again
‖ · ‖ is the Euclidean distance. A visual representation of D(S1, S2) and D(S1, S2) can
be seen in Figure 3.2. An important note is that this Standard Hausdorff distance defined
by Equation 3.3 can suffer from over-sensitivity to outliers, which can be expected as the
Hausdorff distance is analogous to a L∞ norm. To address these issues with the Hausdorff
distance several modified versions have been developed and explored [78]. For the present
study the best performing modification in [78] was also considered alongside the Standard
Hausdorff distance and the projection-based distance which can be defined as:
MHd(S1, S2) = max(M(S1, S2),M(S2, S1)) (3.5)
where: M(S1, S2) =
1
N1
N1∑
i=1
min
~x2∈S2
‖ ~x1i− ~x2 ‖, (3.6)
N1 is the number of points on shape S1, ~x1i is the i
th point in ~x1, and N2 is the number
of points on shape S2. This Modified Hausdorff distance is analogous to an L1 norm and
ensures that every point on each shape contributes to the distance metric.
3.4.2 Actuation and Activation Parameterization
When considering a smart material structure such as the proposed SMP building tile,
there are many methods available to activate and actuate the structure to achieve the desired
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behavior. Generally, in similar applications the entirety of the smart material is activated.
However, additional functionality can be achieved through a mixture of smart material and
a passive material, such as in [79] which considered a Shape Memory Alloy (SMA) mesh
binded to a passive material to achieve a self-folding structure. Alternatively, others have
considered partial (or localized) smart material activation to increase functionality [70]. As
the activation process was not included in the system model for the work herein, there is
no difference conceptually in the optimal design procedure whether the intention is to use
localized activation or to combine active and passive materials. In both cases, the objective of
the activation portion of the optimal design are the same, which is to define the distribution
(i.e., size and location) of the regions of the structure that would have the activated (i.e.,
soft) material properties.
For any inverse problem where the objective is to obtain the material property distribu-
tion, there are many different ways to parameterize the unknowns. The main concern with
the parameterization is often the trade-off between generality (i.e., being able to capture any
possible distribution) and computational expense. The more general the parameterization
the higher the computational expense of the problem. For example, finite element-type dis-
cretizations of a material property distribution [80], for which every node or element of a
mesh can have a different property, have a high degree of general applicability. However, the
large number of unknowns in a mesh description can substantially increase computational
expense and may require some kind of regularization or other additional consideration to
address ill-posedness. Alternatively, many lower-dimensional parameterizations have been
considered to reduce computational expense and avoid ill-posedness, such as the use of radial
basis functions [81]. The challenge with lowering the dimension of the parameterization is
that it is often problem-dependent and best used when some a priori information is available
or can be estimated regarding the expected type of spatial distribution.
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In order to balance computational cost with generality for this specific application, the
distribution of activated material was parameterized into a fixed number of activated regions,
assuming the material would be activated uniformly through the thickness. The number
of regions was chosen to be sufficiently large to allow for complex solutions (e.g., many
disconnected activated regions), but the regions could overlap to allow for simple solutions
as well (e.g., a single local activated region). Furthermore, a threshold was set so that any
small gaps between activated or inactivated material regions would be removed to improve
practicality of the design solutions. Thus, the material distribution was defined by m discrete
activated material sections centered at variable planar locations, {dj}mj=1, along the tile with
variable widths/diameters, {lj}mj=1. An important note is that this parameterization of the
material activation is expected to lead to non-unique solutions in terms of the parameters,
even for cases where there is one optimal distribution of material properties. However, this
non-uniqueness was not a concern, since the distribution and not the parameters themselves
is the important outcome, and uniqueness in optimal design problems is generally not critical.
The actuation was chosen to be implemented through variable applied pressure and a series
of n discrete actuators at variable planar locations, {ci}ni=1, and with variable horizontal
and vertical prescribed displacements, {ui}ni=1 and {wi}ni=1, respectively. Figure 3.3 shows a
two-dimensional (2D) schematic of the tile with an applied pressure P , n discrete actuators,
and m discrete activated zones for a maximum of 3n+ 2m+ 1 potential design variables to
be determined.
3.5 Results and Discussion
Several numerical case studies of the design of a smart material shape changing tile were
considered to evaluate the capability of the shape-based optimal design strategy presented
to achieve suitable design solutions and examine any potential benefits or limitations for the
various component options discussed. In all examples the conceptual shape-changing tile was
taken to be 10.16 cm-by-10.16 cm (4 in-by-4 in) with a thickness of 0.25 cm (0.1 in) and the
activated and inactivated mechanical material properties were based upon those for a stan-
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Figure 3.3: Schematic of the tile concept in which applied pressure (P ), a series of n discrete
actuators at variable locations, and a set of m activation patches (red) at variable locations
are used to deform the tile to achieve a given target shape.
dard shape memory polymer (SMP) [82]. Although it is not expected that such a material
would be suitable for architectural applications without further development/modification,
the shape memory and large recoverable strain capabilities of SMP [83] would be signifi-
cantly beneficial for the proposed concept of a shape changing building skin tile. Therefore,
SMP was chosen as the exemplar smart material for the development of this concept. The
material was assumed to be an isotropic Neo-Hookean hyperelastic material with activated
and inactivated Young’s moduli of 2.4 MPa and 1034 MPa, respectively, and a constant
Poisson’s ratio of 0.45. The process to change the shape (i.e., deform) the tile was assumed
to be quasi-static. As previously noted, the material was assumed to be activated instan-
taneously so that regions of the tile were either activated or inactivated completely, and it
was further assumed that all activation of material occurred prior to the application of any
actuation. A final important consideration not yet mentioned for the design of this type
of smart material shape-changing structure is to ensure that the design solution does not
damage the structure. Although a constraint could be included in the design optimization
problem to prevent solutions that damage the material [70], preliminary tests showed this
to be unnecessary for the case studies considered. However, the final design solutions were
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still checked to ensure no damage of the material would occur by confirming the maximum
principal strain did not exceed damage limits anywhere of 30% for inactivated material or
400% for activated material.
The numerical case studies were broken into three groups to evaluate different compo-
nents of the design solution strategy with the first two groups considering a 2D system,
while the third group extended to a three-dimensional (3D) system. In the first group of
case studies the capability of the correspondence-based shape difference metrics as objective
functions to accurately match a target shape were investigated. For this first group of tests,
the tile was assumed to be fully activated (i.e., the only optimization parameters to be con-
sidered were the mechanical actuation variables) to simplify the design solution space, so
that the capability of the various objective functions could be more easily compared. Full
activation was considered to focus on the design objective functions, rather than compar-
ing the capabilities of local to global activation. Furthermore, energy cost was ignored for
these first tests (i.e., not included in the optimization), in order to directly determine the
accuracy of the correspondence-based metrics as objective functions. These cases examining
the shape matching capability were further divided into two groups of tests: (1) evaluation
of example target shapes that have a one-to-one vertical projection onto a flat tile and (2)
evaluation of example target shapes that do not have a one-to-one vertical projection onto
a flat tile. After establishing the preferred shape difference metric, the second group of case
studies focused on the use of localized material activation for the design of a smart material
shape-changing structure. This second group of case studies was also broken into two groups
of tests: (1) a comparison of the shape matching accuracy with full activation to the shape
matching accuracy with localized activation and (2) analysis of the trade-off between shape
matching accuracy and the energy cost to perform the shape change. Additionally, to have
some consistency between all of the examples for these first two groups of tests, all target
shapes were set to have a total surface area of 150% of the original flat tile surface area (i.e.,
103.23 cm2). The final numerical case study investigated the generalization of the design
optimization strategy by considering a 3D target tile shape, as well as variations in the tile
support conditions and methods of activation and actuation.
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3.5.1 Capability of a Shape-Based Objectives for Optimal Design
For both subgroups of these first numerical case studies, a constrained gradient-based
interior point algorithm (fmincon in MATLAB [84]) was used to solve Equation 3.1 by
minimizing C (ST , SF (~u)) (removing the energy term from Equation 3.1). For each numerical
example, the gradient-based optimization was repeated with 10 randomly generated initial
guesses and the solution was taken to be the result with the lowest respective objective
function value. The optimization stopping criteria was set to be when the the change in
objective function between iterations fell below the tolerance value of 10−6. Starting with one
actuator, the number of actuators for the design was increased by one and the optimization
repeated until the shape matching capability did not noticeably improve (i.e., convergence
was achieved in terms of the number of actuators). This type of optimization was done for
simplicity since the parameter for the number of actuators is an integer, while the remaining
design parameters are continuous real numbers. Each of the correspondence-based objective
functions defined in Section 3.4.1, the Standard Hausdorff distance, the Modified Hausdorff
distance, and the projection-based distance, were used in turn as the objective function for
the optimization process. In order to have a fair comparison between each of the potential
design solutions, regardless of the objective function used in the optimization process, the
Standard Hausdorff distance and Modified Hausdorff distance were calculated for the final
designed tile shapes in comparison to the target shapes. The design problem was constrained
to be two-dimensional by assuming both the activation and actuation would be constant in
one planar direction. Additionally, for this first group of numerical cases the two end faces
of the tile that were parallel to the direction of constant activation and actuation were taken
to be fixed with zero displacement in all directions (as shown in Figure 3.3), while all other
faces were free to deform due to the actuation detailed in Section 3.4.2.
3.5.1.1 Target Shapes with a One-to-One Vertical Projection Figure 3.4 shows
the two target shapes with a one-to-one vertical projection, an “overhang” shape (Target
Shape 1) and a unidirectional sin-wave (Target Shape 2). Both shapes were based upon work
in [73], which detailed the self-shading performance of these shapes in a similar application
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Figure 3.4: The two target shapes considered in the uniquely projected group. (a) An
“overhang” shape (Target Shape 1) and (b) a unidirectional sin-wave (Target Shape 2).
for a building skin. Target Shape 1 had a flat (i.e., undeformed) cross-section for half of
the tile, and the other half had a cross-section defined by a single sin wave with amplitude
4.57 cm and a period of 5.08 cm. Target Shape 2 was defined by a sin wave cross-section
with amplitude 2.74 cm and a period of 5.08 cm.
Figure 3.5 shows the Standard and Modified Hausdorff distances for the final design
shapes obtained from optimizing with respect to each of the correspondence-based objective
functions with one through five discrete actuators for Target Shapes 1. No sufficiently
accurate solution could be found for a one actuator design, which is consistent with intuition.
However, all design solutions that utilized two or more actuators for Target Shape 1 resulted
in Standard and Modified Hausdorff distances less than 10% the length increase (2.08 cm)
of the tile, with only the exception of the four actuator case using the Standard Hausdorff
objective function that had a slightly higher error. In other words, the design solution
converged at two actuators for Target Shape 1. The shape matching for Target Shape 1
when minimizing with respect to all three objective functions can be seen in Figure 3.6,
which shows the final deformed shape and the design solution (i.e., actuator placement and
pressure) corresponding to each objective function. Clearly, designs that can accurately
match the target shape were able to be obtained when they existed, regardless of the specific
shape-based objective function utilized in this case. The convergence at two actuators is
expected based on the key features of the shape (i.e., one actuator to hold the first half of the
tile in place and a second actuator to define the height of the “overhang”). Also of note, there
are fluctuations in the Standard and Modified Hausdorff distances for the final design shapes,
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Figure 3.5: (a) Standard Hausdorff distance value and (b) Modified Hausdorff distance for
optimal designs using various numbers of actuators for design solutions minimizing with
respect to the Standard Hausdorff, Modified Hausdorff, and projection-based distances for
Target Shape 1.
Figure 3.6: The morphed tile shape for the “best” design solution, target shape, and actuator
placement for the optimization using (a) the Standard Hausdorff distance, (b) the Modified
Hausdorff distance, and (c) the projection-based distance for Target Shape 1.
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Figure 3.7: (a) Standard Hausdorff distance value and (b) Modified Hausdorff distance for
optimal designs using various numbers of actuators for design solutions minimizing with
respect to the Standard Hausdorff, Modified Hausdorff, and projection-based distances for
Target Shape 2.
most notably for the solutions obtained by minimizing the Standard Hausdorff distance. The
larger fluctuations in the solutions, imply that the Standard Hausdorff Distance creates a
more complex solution space that is more difficult for an optimization algorithm to traverse
(i.e., more local minima exist in comparison to the other objective functions).
The results for Target Shape 2 were similar to those for Target Shape 1, but accurate
design solutions were not able to be obtained until at least 3 actuators were utilized (Figure
3.7). The shape matching for Target Shape 2 when minimizing with respect to all three
objective functions can be seen in Figure 3.8, which shows the final deformed shape and the
design solution corresponding to each objective function. A main difference in the results
for Target Shape 2 is that an odd number of actuators were necessary to accurately match
the desired shape, with even numbers of actuators resulting in errors as high as 300% more
than when using an odd number of actuators. This is due to the need for an odd number
of actuators to be able to match the key features of a symmetric shape, by placing one
actuator at the line of symmetry and an equal number on each side of the line of symmetry.
Consistent with the results from Target Shape 1, the Standard Hausdorff distance objective
function resulted in a more challenging optimization problem and led to the identification of
inaccurate design solutions in terms of the shape matching for some cases of Target Shape
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Figure 3.8: The morphed tile shape for the “best” design solution, target shape, and actuator
placement for the optimization using (a) the Standard Hausdorff distance, (b) the Modified
Hausdorff distance, and (c) the projection-based distance for Target Shape 2.
2.
An important note is there are design solutions that have nearly identical actuator place-
ments and deformations, but substantially different applied pressure values for both Target
Shapes 1 and 2, as seen in Figures 3.6 and 3.8. This could be interpreted as the pressure
variable being a superfluous variable in the design of the shape changing mechanisms and
should likely be removed from the system if implemented for these cases. However, as will
be shown in the following, the ability to control an applied pressure became significant for
more complicated target shapes and when utilizing localized activation.
3.5.1.2 Target Shapes without a One-to-One Vertical Projection As projection
is not applicable for these shapes, only the Standard and Modified Hausdorff distances were
used as objective functions within the design optimization procedure for this set of tests.
Additionally, in these examples the number of actuators was incremented from one to seven,
due to the increased target shape complexity. Figure 3.9 shows the two target shapes without
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Figure 3.9: The two target shapes considered in the non-uniquely projected group. (a) A
boxcar function (Target Shape 3) and (b) a distorted sin-wave (Target Shape 4).
a one-to-one vertical projection, a boxcar function (Target Shape 3) and a distorted sin-wave
(Target Shape 4). Target Shape 3 was a centered boxcar function with a width of 5.08 cm and
a height of 2.54 cm. Target Shape 4 was a centered sin-wave with an amplitude of 2.62 cm
and a period of 10.16 cm, which was rotated 75◦ about the out-of-plane axis. Figures 3.10
and 3.11 show the Standard and Modified Hausdorff distances for the final design shapes
obtained from optimizing with respect to those same two applicable correspondence-based
objective functions with one through seven discrete actuators for Target Shapes 3 and 4,
respectively. Even with the substantial increase in target shape complexity, solutions that
clearly matched Target Shapes 3 and 4 could be found. The sufficiency of the design solutions
can be visually confirmed through Figures 3.12 and 3.13, which show the final deformed
shapes and design solutions corresponding to each objective function. Even though the
optimization process typically converged to a design solution with a higher error than the
prior set of examples (e.g., error values of approximately 10% of the length change of the
tile), the optimization process using the Modified Hausdorff distance led to design solutions
that matched both of the complex target shapes accurately. Alternatively, the limitation
of the Standard Hausdorff distance that resulted in less consistent optimization was even
more significant, with the corresponding design solutions for Target Shapes 3 and 4 being
substantially less accurate, both quantitatively and visually.
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Figure 3.10: (a) Standard Hausdorff distance value and (b) Modified Hausdorff distance
for optimal designs using various numbers of actuators for design solutions minimizing with
respect to the Standard Hausdorff and Modified Hausdorff distances for Target Shape 3.
Figure 3.11: (a) Standard Hausdorff distance value and (b) Modified Hausdorff distance
for optimal designs using various numbers of actuators for design solutions minimizing with
respect to the Standard Hausdorff and Modified Hausdorff distances for Target Shape 4.
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Figure 3.12: The morphed tile shape for the “best” design solution, target shape, and
actuator placement for the optimization using (a) the Standard Hausdorff distance and (b)
the Modified Hausdorff distance for target shape 3.
Regarding the design variables, as expected the optimal design process revealed that this
more complex second set of target shapes required more actuators (four or five) in comparison
to the prior example set (two or three actuators) to accurately match the desired shapes.
Additionally, in contrast to the previous set of examples, the pressure design variable was
an important variable to the design, and consistent pressure values were identified for the
design solutions that accurately matched the target shapes.
3.5.2 Locally Activated Shape Changing Tile
When utilizing local activation, the energy cost to change the structures shape varies
far more significantly depending upon the design than for the previous cases. Therefore,
energy was included as a design objective for all of the following cases, which required the
use of multi-objective optimization. In particular, for the remaining tests a controlled, elitist
genetic algorithm [85] was used to solve Equation 3.1 by simultaneously minimizing both
C (ST , SF (~u)) and E(~u,~γ) to determine potential design solutions. The initial population was
set to be 200 and the stopping criteria was set as either a maximum number of generations
of 200 ∗ ND (where ND is the number of design variables) or when the objective function
difference between iterations fell below a tolerance of 10−4). The result of the multi-objective
optimization for each trial was the Pareto front set of solutions. The Pareto front includes
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Figure 3.13: The morphed tile shape for the “best” design solution, target shape, and
actuator placement for the optimization using (a) the Standard Hausdorff distance and (b)
the Modified Hausdorff distance for Target Shape 4.
all of the “best” potential design solutions within the limit of the population size that have
a lower value for at least one of the separate objective functions in comparison to any other
solution estimate seen throughout the optimization process. This Pareto front is particularly
useful to analyze the trade-off between the two objectives, shape matching accuracy and
energy cost. Similar to the first group of numerical tests the design problem was again
constrained to be 2D and have the same boundary conditions.
As the Modified Hausdorff distance was universally applicable and led to substantially
more consistent design solutions compared to the other objectives considered, this was the
only shape-based objective function used for the following cases. Based on the example
of a thermally activated SMP, the energy required to morph the smart material tile in this
application could be quantified from the design pressure, mechanical actuation, and material
activation as follows:
E =
∫
Γ
P (−~n · ~u)dΓ +
n∑
i=1
~Fi~ui + cpρVa∆T, (3.7)
~n is the unit outward normal to the tile surface where pressure was applied, Γ, ~u is the
displacement vector, ~Fi is the resultant force vector needed to displace the i
th mechanical
actuator by ~ui, cp is the specific heat of the SMP (taken as cp = 2009
J
kg−K ), ρ is the
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density of the SMP (taken as ρ = 35.98 kg
m3
), ∆T is the temperature change required to
activate the material, and Va is the volume of the tile that is activated (determined based
on the activated zone parameterization defined in Section 3.4.2). As noted previously, the
activation process was not considered within this study. Therefore, to quantify the energy
to activate the material, it was assumed that the activated zones would have to be heated
from room temperature (18◦C) to the SMP activation temperature of 25◦C, resulting in a
fixed temperature change for the activated zones of ∆T = 7◦C.
To investigate the optimal design problem now with localized material activation rather
than full activation, a subset of the target shapes from both of the prior test sets were
considered: Target Shape 2 (unidirectional sin-wave, Figure 3.4(b)) and Target Shape 4
(distorted sin-wave, Figure 3.9(b)).
3.5.2.1 Localized Material Activation Vs. Full Material Activation To contrast
with the previous results with full activation in terms of shape matching accuracy, the
solutions from the Pareto front with the lowest Modified Hausdorff distance values were
considered in order to compare the design solutions with full material activation to the design
solutions with localized material activation in terms of shape matching accuracy. Figures
3.14(a) and 3.14(b) show the value of the Modified Hausdorff distance for the final design
shapes obtained from optimizing with respect to the Modified Hausdorff distance with one
through four discrete actuators for Target Shapes 2 and 4 for both localized activation and
full activation (i.e., the same as those shown in Figures 3.7 and 3.11). Specifically, in Figure
3.14(a) it can be seen that, with the exception of one actuator, the optimization procedure
that included localized activation found design solutions that resulted in lower Modified
Hausdorff distance values (i.e., better shape matching) for Target Shape 2 than when using
full activation. This is due to the pressure being more effectively used, essentially localizing
the effect of the pressure. Similarly considering Target Shape 4 (Figure 3.14(b)), the optimal
designs utilizing localized material activation resulted in lower Modified Hausdorff distance
values for every design case. The design solutions using localized actuation were even capable
of improving the shape matching for Target Shape 4 using less actuators (e.g., one actuator
with localized activation was more accurate than four actuators with full activation). Thus,
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Figure 3.14: Modified Hausdorff distance values for optimal designs for Target Shape 2 (a)
and Target Shape 4 (b) using various numbers of actuators with both localized activation
(black) and full activation (gray).
there is clear benefit to the use of localized activation to achieve improved shape matching
of a smart material morphing structure. Moreover, the use of less actuators to achieve a
more accurate shape indicates that the use of localized activation is not only beneficial for
shape matching purposes but also does so with a lower energy cost in terms of both thermal
activation and mechanical actuation.
3.5.2.2 Trade-off between Shape Changing Accuracy and Energy Cost Figure
3.15 shows the composite Pareto fronts in terms of the total energy cost and final Modified
Hausdorff distance for the potential designs obtained from the multi-objective optimization
for Target Shapes 2 and 4 These composite Pareto fronts were constructed from the final
populations of potential design solutions for each case of one through five actuators. One
method for choosing the preferred solution (i.e., single optimal solution) from a Pareto front
is to select the solution that is nearest to the origin along the front. The two optimal design
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Figure 3.15: Trade-off between the two objective functions, the Modified Hausdorff distance
(x-axis) and morphing energy cost (y-axis) for Target Shape 2 (a) and Target Shape 4 (b).
Figure 3.16: The morphed tile shape for the “best” design solution, target shape, and
actuator placement (a) as well as the thermally activated zones (b) for Target Shape 2.
solutions (one for each Target Shape) that were nearest to the Pareto front origin are shown
in terms of the deformed shapes, actuator placements, and activated zones in Figures 3.16
and 3.17.
Both Pareto fronts corresponding to Target Shape 2 and 4 show a distinct point of
diminishing returns in terms of both objectives, with each Pareto front having a clear L-
shape. For example, for Target 2 in order to reduce the energy cost by 30% from the
optimal solution on the L-shaped curve the accuracy of the shape matching must be reduced
by 173%. Similarly, in order to improve the shape matching accuracy by 4% from the
optimal solution, the energy cost increases by 17%. To examine the design solutions further,
the relative contribution of the mechanical actuation and the material activation to the
morphing energy cost was examined for each case. It was found that the material activation
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Figure 3.17: The morphed tile shape for the “best” design solution, target shape, and
actuator placement (a) as well as the thermally activated zones (b) for Target Shape 4.
energy cost was significantly greater than the mechanical actuation energy cost in all cases,
but the extent of which was dependent on the number of actuators utilized for the design.
Specifically, when one actuator was utilized the thermal energy cost was greater than 90% of
the total energy cost while it was as low as 60% of the total energy cost while utilizing five
actuators. Thus, there were at times highly non-intuitive outcomes in balancing the number
of actuators, total energy cost, and shape accuracy. Further related to energy efficiency,
Figures 3.16 and 3.17 show that even though 20 separate activated zones (m = 20) could be
utilized, the push for efficiency naturally led to smooth (i.e., a small number of continuous
activated regions rather than a large number of small activated zones) results, and in affect,
regularized the solution (eliminating the need for regularization of the parameterization).
In the case of Target Shape 4, the activated region is located near the center of the tile,
which is not an intuitive solution. This is due to the strain energy due to extension is higher
than the strain energy due to bending, therefore applying the activation to the section to be
extended results in a higher reduction in strain energy. Looking more closely at the Pareto
front corresponding to Target Shape 2 (Figure 3.15(a)), the solutions clustered around the
point nearest the Pareto front origin generally utilized three or five actuators, while the
solutions with higher Modified Hausdorff distance values and lower energy cost utilized a
mixture of one, two, and four actuators. Considering the Pareto front corresponding to
Target Shape 4 (Figure 3.15(b)), it was found that all solutions with a Modified Hausdorff
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Figure 3.18: (a) A cross-sectional view and (b) a top view for the 3D target shape (a boxcar
function), with the hatched section being the raised portion of the target shape.
distance below 0.19 cm utilized four actuators, while the remainder utilized two actuators.
Again, the fluctuations in the solutions are non-intuitive in comparison to the previous single
objective optimization and indicate the necessity of a computational approach for maximum
shape matching and energy cost benefits.
3.5.3 Three-Dimensional Target Shape
For this group of numerical case studies, the same approach for the design optimization as
the first group of tests was used (interior point algorithm minimizing shape difference) with
the Modified Hausdorff distance used as the objective function. The variable parameteriza-
tion was also mostly the same as prior examples, with the exception of removing the discrete
actuators in order to reduce the complexity of the design space (i.e., the only actuation was
the applied pressure). The activation was defined by a set of circular regions on the 3D tile,
activating uniformly through the thickness as before, with controllable center locations and
diameters. Differing from the previous two groups of tests (which had 2 fixed edge faces
and 2 free edge faces), all four outer edge faces were fixed to have zero displacement in all
directions.
Figure 3.18 shows the target shape, a boxcar function extended to three dimensions.
The boxcar of the 3D target shape had a height of 1.27 cm and was centered on the lines
x = 1.27 cm and y = 0 cm with a width of 2.54 cm and a length of 7.62 cm. This 3D target
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Figure 3.19: The activated (gray) and unactivated (white) portions of the tile for the final
design solution for the 3D target shape.
shape was chosen to be similar to an overhang shape (a common shading device).
Figure 3.18 shows the location of the activated material for the final design solution.
These activated regions are concentrated over the location of the boxcar portion of the
target shape, which is consistent with what would be expected given the constraints on the
design problem. The Modified Hausdorff distance between the deformed model surface and
the 3D target shape for this design solution was 0.20 cm. A plot of a cross-section (taken at
y = 0 cm) of the 3D target shape and the deformed model surface of the design solution is
shown in Figure 3.20. In this case the design optimization was not able to reach a solution
Figure 3.20: The morphed tile shape for the design solution and 3D target shape.
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with the sharp features of the 3D target shape. This is due to only using a uniform pressure
which will always result in a smooth, continuous solution. However, the Modified Hausdorff
distance of 0.20 cm can be considered a small value, particularly in comparison to the prior
examples in Section 3.5.1.1, which has Modified Hausdorff distance values of 0.20 cm for
two or more actuators. Furthermore, although the deformed tile is observably different than
the 3D target shape, this design solution still resembles an overhang, which was the goal of
choosing the target shape in the first place.
3.6 Conclusions
The development and evaluation of a computational approach for optimal design of a
smart material shape changing building skin tile was presented. This approach was evaluated
through numerical examples that considered the capability of the computational procedure
utilizing various shape-based objectives and design variable parameterizations to accurately
match a target shape. The results indicated that the computational approach utilizing the
shape-based objective functions can result in mechanisms of morphing that lead to accurate
deformed shapes in comparison to various target shapes. Of the shape metrics considered,
the Modified Hausdorff distance was shown to be preferable because the computational ap-
proach utilizing the Modified Hausdorff distance resulted in the most consistently accurate
shape matching. Additionally, the computational approach utilizing the Modified Hausdorff
distance was applicable to any shape, even target shapes without a one-to-one vertical pro-
jection, while retaining acceptable deformed shape accuracy. The results also indicated that
the use of localized material activation for the design of a smart material shape changing
structure of the type considered here can lead to higher accuracy in matching target shapes
(i.e., better functionality) than a design that only has the capability to activate the entire
structure. However, the design space for the system considered had a significant trade-off
between shape matching accuracy and energy cost. Yet, the ability to use localized activation
for the design was shown to require considerably less energy to perform the shape change
and to require less actuation devices, potentially benefiting implementation considerably.
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4.0 Design, Prototyping, and Evaluation of a Concept for a Shape-Changing
Smart Material Building Surface Tile
4.1 Overview
A design concept for shape-changing smart material tiles for applications in environmen-
tally responsive building facades is presented. In particular, the application considered is a
tile that would change the shape of the building surface to favorably affect the interaction
with solar irradiance. A lab-scale prototype system for smart material tiles composed of 3D
printed thermally responsive shape memory polymer (SMP) and utilizing localized thermal
material activation and uniform pressure actuation is examined. Tests utilizing the proto-
type tile are used to create and validate a computational (finite element) representation of
the adaptive surface tile system. Towards developing this computational representation, a
strategy is presented to determine and validate the material parameters for the 3D printed
SMP by matching the tile shape predicted by the numerical model to the tile shape measured
experimentally. This numerical representation was then implemented into a computational
approach to explore the design space for this adaptive tile to have an effect on the solar irra-
diance on a building surface. More specifically, a series of numerical examples are considered
that determine the location and size of material activation that minimize the area of the
tile exposed to solar irradiance. Results indicate that the adaptive tile can change the sur-
face of a structure to considerably improve the structure’s interaction with solar irradiance.
Additionally, the importance of the control strategy for a multi-tile system was displayed,
particularly with respect to the capability to significantly reduce the energy cost and affect
the solar irradiance to a higher degree by accounting for neighboring tile interaction.
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4.2 Introduction
Energy consumption in the United States is dominated by the commercial building sector
at 40% of total energy, and within the commercial building sector the main consumers are
lighting and HVAC systems [3]. Due to this, there has been a considerable effort in recent
research to reduce energy demand in commercial buildings. Specifically, many of these
efforts focus on allowing the building to adapt to internal and external stimuli. Examples of
interior building technologies include reducing energy consumption with occupancy sensors
for light control [86], or predictive control for ventilation and HVAC systems [87]. Recently,
focus has begun to switch to external building technologies, and an example of which is
responsive building skins, which change configuration based on an environmental stimulus
[32, 34, 36, 39].
Responsive building skins have been recently developed to reduce the energy consumption
of all main energy consumers within commercial buildings [59]. In an effort to reduce HVAC
demand within Media-TIC building in Barcelona an inflatable skin was implemented that
inflates portions of the skins based on light sensors to increase insulation [32]. Alternatively
the Heliotrace system [32] and the responsive building skin of the Al Bahard towers [34]
utilized a series of mechanical apertures to control the flow of light into their respective
buildings. Even more recent work has been considering the possibility of including a variety
of smart material technologies to further expand the potential capabilities of responsive
building skin technologies. The use of smart materials has several potential benefits, due
to their controllable (i.e., programmable) intrinsic property changes and the ability to use
naturally occurring stimulus (e.g., heat or solar radiation) or minimal supplied energy to
elicit these property changes. Utilizing one or both of these smart material capabilities can
lead to smart components that have more adaptivity and/or require less energy to achieve
the same level of adaptivity, while also potentially eliminating overall system complexity
(e.g., removing the need for hinges, etc.).
There are several smart material technologies that have been implemented into external
building structures in order to mechanically change the fac¸ade, similar to the example of the
Al Bahard towers [34], to allow the building to positively interact with environmental stimuli.
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For example, in [88] shape memory alloy actuators that were activated when the external
temperature reached a predefined level were used to deform portions of a fac¸ade. Specifically,
portions of the fac¸ade would create openings for increased airflow, and would then close once
the temperature decreased below the activation threshold. Some examples have constructed
environmentally responsive fac¸ade components that were instead comprised entirely of smart
material, rather than just attaching smart material components to a standard material fac¸ade
element [35, 36, 39]. A specific example of a fac¸ade component comprised of a smart material
was explored in [39] which utilizes hygromorphic materials, which behave similarly to a
conifer cone in nature when the relative humidity changes [39]. This allows the fac¸ade
component to “close” and provide shelter during high moisture loads (i.e., rain) and “open”
to allow solar exposure during low moisture loads. Alternatively, Barrett et al. developed
a building skin that used bimetal sheet layers that had differing coefficients of thermal
expansion in order to curl towards or away from the structure based on the thermal loading in
the surrounding environment [35, 36]. The curling behavior of the fac¸ade component reduced
solar gains by providing shading during high thermal loading and increased insulation during
periods of low thermal loading. These examples where the fac¸ade components are comprised
of the smart material themselves, as well as the majority of applications of smart materials
within building fac¸ade systems in general, have used naturally occurring stimulus alone to
illicit the adaptivity. The primary benefit of using naturally occurring stimulus is that no
additional energy is required to activate the system. Although, this means that the system
is entirely dependent on the environment, which is an issue if the desired behavior is not
perfectly correlated with an environmental stimulus.
There have been several applications of smart materials for structures and structural
components where active activation (i.e., energy from a man-made source) was used, rather
than activation from the natural environment, and the overall performance of the structure
still improved [89–94]. One example within building structures involved piezoceramic smart
materials [94], which produce an electric charge when subjected to a stress or strain (and
the converse effect). In this example, thin wafer piezoceramic sensors were placed (singly or
stacked) on a structure to first determine vibrations based on electricity output, and then
electrically activated to dampen the vibrations. Additionally, several examples of structures
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utilizing active smart material activation are present in aeronautical applications [89–93].
For example, actively activated smart material actuators were used to change the shape of
wings or blades based on flight plans which allowed aircraft to efficiently adapt to conditions
or changes in flight plans (e.g., ascent, descent, increase speed, decrease speed). Utilization of
smart materials to change the shape of aircraft wings has simplified the morphing process,
resulted in more economic builds, and required less maintenance than previous methods
that used standard engineering materials. While active activation does require an additional
energy cost, it is an acceptable cost for many applications to allow for more complex behavior
of smart material structures. Furthermore, by providing additional functionality it is possible
that and the overall energy savings can be greater with active activation regardless of the
cost.
The current study presents a concept for a shape-changing smart material building sur-
face tile that will change shape for optimal interaction with solar exposure. The shape-
changing tile fac¸ade is entirely comprised of smart material (as opposed to being actuated
by smart materials). Active material activation, based on the positioning of the sun, is con-
sidered to provide a fully controllable fac¸ade with diverse functionality. For the proposed
shape-changing tile, the shape-change is achieved through a localized activation of the smart
material paired with a uniform pressure to deform the activated (“soft”) portion(s) of the tile.
The objective of this study is to experimentally and numerically investigate the capabilities
of this shape-changing tile concept. As such, a physical prototype of the tile concept was de-
veloped using a shape memory polymer as the smart material. This prototype was then used
to develop, calibrate, and validate a numerical representation (finite element model) of the
tile based on experimental results. A design concept utilizing the numerical representation
was developed and evaluated through numerical case studies in the context of reducing the
area of a building exterior in solar exposure. In the following section, details of the benchtop
experiments are given, including the manufacturing of the shape memory polymer tiles, the
test apparatus setup, experimental procedure, and evaluation of the experimental results. A
general computational representation of the smart material building skin tile is
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developed and presented in Section 3 as well as details on material model calibration and
model validation. Numerical examples, their results, and discussion are then given in Section
4, which is followed by concluding remarks in Section 5.
4.3 Adaptive Smart Material Tile Design Concept
The design concept considered herein is an adaptive shape changing “wrinkled” surface
tile based upon the prior work developing building surface “cactus tiles” by Clifford [41].
The original cactus tile objective from the previous work was to have static “wrinkled”
surface tiles that were both aesthetically pleasing and had functional benefits in terms of self-
shading. However, it is envisioned that adding the capability of such tiles to change between
wrinkle patterns, would further enhance the original benefits and potentially include many
other functional behaviors [41, 72, 73]. The proposed mechanism to produce a tile that can
morph between different wrinkle patterns (i.e., shape changing cactus tile) is envisioned to be
controllable localized activation of the smart material comprising the tile (e.g., softening) and
mechanical actuation to deform the tile into a desired shape. Localized material activation
has been shown to improve the efficiency of a shape-changing structure [70] and is utilized
as an additional control variable to increase functionality of the shape-changing building
surface tile.
4.3.1 Benchtop Prototype
A physical prototype of the design concept was developed to explore the practical feasibil-
ity and provide the experimental results from which to develop a numerical representation
for further evaluation. This prototype was developed with a thermally responsive shape
memory polymer (SMP) as the smart material. It should be noted that the SMP used for
the prototype is not proposed as the preferred material for actual construction, but allowed
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Figure 4.1: Printed SMP material.
rapid prototype development and is representative of the morphing capability that would be
desired as further development and material selection occurred. The following details the
process to construct and test the morphing capability of the SMP tile.
4.3.1.1 SMP Tile Printing The SMP tile was created using 3D printing of a polyurethane
filament provided by SMP Technologies Inc. [95]. A standard 3D printer, a Creator Pro
Dual Extrusion 3D printer by Flashforge, was used for the printing process. The printing
software utilized was Matter Control with settings of infill speed, top solid infill speed, sup-
port material speed, and travel speed of 30 mm/s, inside and outside perimeters speeds of
25 mm/s, extruder temperature of 210◦C, and bed temperature of 48◦C. The resultant tile
had an activation temperature, Tg, of 55
◦C [82, 83]. Figure 4.1 shows an example of the
printed SMP tile material. In particular, it can be seen that the printing process prints
alternating layers of horizontal and vertical alignment, which yielded an isotropic overall
material behavior.
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Figure 4.2: The test apparatus that was used to evaluate the SMP tile morphing, including
(a) the layers of the apparatus, (b) the fully assembled apparatus, and (c) the dimensions of
the apparatus.
4.3.1.2 Test Apparatus and Morphing Procedure Figure 4.2 shows the apparatus
used to test the SMP tiles and evaluate their morph capability, including a breakdown of
the apparatus components and dimensions. Acrylic plates were used to frame the tile, with
an entry point for pneumatic actuation in the back. This allowed for a uniform pressure
to be applied by a compressor to deform the tile following material activation. The SMP
tile was bolted into the test jig using 12 #8 machine screws, ensuring an air tight seal.
The tile was then actuated through the use of a constant pressure, 10 psi, applied by the
compressor. Next, the tile was heated by a Milwaukee Heat Gun (1400 W ) until the Tg
of 55◦C was reached (confirmed using a FLIR infrared camera). As the temperature of
the SMP rises the stiffness of the material decreases allowing deformation under uniform
pressure. The application of uniform pressure was not removed until the tile was cooled and
“locked” into place. Photographs of the deformed shape were taken by a digital camera in
order to extract the surface deformation for input into solar analysis software and to develop
the computational framework.
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Figure 4.3: Deformed fully activated SMP tile with uniform pressure.
4.3.2 Experimental Test Cases
Two experimental tests were performed using the procedure described in Section 4.3.1.2.
In the first experiment, the entirety of the tile was heated to Tg (referred to as “fully ac-
tivated”). Figure 4.3 shows an example of the deformed shape of the fully activated tile.
This morphed fully activated tile had an expected rotationally symmetric positive Gaussian
curvature “hemispherical” shape. In the second experiment the heat gun was localized to
a single location on the tile, resulting in an approximately circular portion of the tile be-
ing activated (referred to as “locally activated”). The locally activated tile with constant
pressure resulted in an asymmetric deformed tile shape. The resultant deformation of these
tiles, both fully and locally activated, was found to be recoverable and repeatable without
any indications of damage.
4.3.3 Shading Potential of Deformed SMP Tiles
Although a more refined evaluation of the design concept was performed using a nu-
merical representation, the experimental results from the prototype were used to perform a
preliminary evaluation of the self shading potential of the design concept, particularly the
use of localized activation to affect the amount of self-shading with respect to the position of
the sun. Specifically, the shading profile of both the fully and locally activated tiles, as if they
were vertically mounted on an unobstructed South facing wall, were determined for three
times on June 21st 2015: 09:00, 12:00, and 15:00. The shading profiles were determined using
Rhinoceros 3D [96] with time, date, location, and an object file (i.e., the deformed shape
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Figure 4.4: Shading profiles for the (a) fully activated and (b) locally activated tiles at 09:00,
12:00, and 15:00 on June 21st 2015.
of the tile) as input. The shape of the fully activated tile was held constant for all three
times, whereas, the shape of the locally activated tile was changed by rotating the tile so
that the peak of the deformed shape was in-line with the position of the sun and the center
of the tile. Figure 4.4 shows the shadow cast by the morphed tile for both fully activated
and locally activated cases, noting that the locally activated case had a different location of
activation for each of the three time points. For all times both the fully and locally acti-
vated tiles provided significant self-shading, as well as shading beyond the boundaries of the
tile. Specifically, the location of material activation in the locally activated tile had a large
effect on the shadow cast in comparison to the fully activated tile. Moreover, the locally
activated tile requires less activation energy than the fully activated tile thereby reducing
overall energy costs of the system.
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Figure 4.5: Schematic of the tile concept where activated material is gray and unactivated
material is white.
4.4 Computational Smart Material Tile Representation
Utilizing the observations from the physical experiments with the benchtop prototype,
a numerical representation of the smart material tile was developed with standard finite
element analysis. Figure 4.5 shows a schematic of the tile and the parameters defining
material activation. The numerical representation of the tile was defined with the same
dimensions as those shown in Figure 4.2(c) with a thickness of 0.1 in. The shape changing
process was assumed to be quasi-static. The outer 0.75 in were taken to be fixed with zero
displacement in all directions, while all other faces were free to deform due to the actuation
pressure being applied. The material was assumed to be instantaneously activated so that
regions of the tile were either activated or inactivated completely (i.e., no transition zones).
The SMP tile was assumed to be an isotropic Neo-Hookean hyperelastic material with a fixed
Poisson’s ratio of 0.45 (i.e., nearly incompressible). The Young’s modulus of the unactivated
tile material (i.e., glassy modulus) was observed to have a minimal effect on the deformed
tile shape (provided it was sufficiently higher than the Young’s modulus of the activated tile
material). Therefore, the glassy modulus was fixed at a value of 150 ksi based on the reported
literature [82]. Most importantly, for the finite element analysis to be representative of the
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experimental prototype it was necessary to estimate the activated tile Young’s modulus and
validate the assumption of the circular activated region based on the experimental results.
It should be noted the numerical determination of the activated tile Young’s modulus was
required due to experimental limitations that did not allow for material characterization.
4.4.1 Calibration and Validation Procedure
The calibration and validation of the numerical representation of the smart tile was
performed using an optimization-based inverse problem solution strategy based on the work
in [72, 73]. The inverse problem was to estimate the unknown tile material parameters and
the activated material distribution to match the shape of the tile measured through the
associated experimental test of the prototype. Therefore, the inverse problem could be cast
as the following constrained optimization problem:
minimize:
~γ
MHd (ST , SF (~u))
subject to: F (~u,~γ) = 0
~bl ≤ A(~γ) ≤ ~bu,
(4.1)
where ST is the target surface shape, SF is the predicted morphed shape of tile as defined by
the deformation of the tile, ~u, estimated by the finite element analysis of the forward problem
(FEBio software, with standard TET10 elements), F (~u,~γ) = 0 (i.e., the partial differential
equation constraint), for a given set of parameters, ~γ (which will be defined in the respective
cases), MHd(·, ·) is the metric that quantifies the difference between two shapes, ~bl and ~bu
are the lower and upper bound constraint vectors, respectively, and A(~γ) is the operator that
forms the necessary constraint equations involving the activation parameters. The metric to
quantify the difference between two shapes, MHd(·, ·), was the Modified Hausdorff distance
[78]. This metric was chosen due to positive results in previous work [72] in matching a
shape changing tile model to a predefined target shape. The Modified Hausdorff distance is
calculated for two discretized shapes, S1 and S2, as:
MHd(S1, S2) = max(M(S1, S2),M(S2, S1)) (4.2)
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where:
M(S1, S2) =
1
N1
N1∑
i=1
min
~x2∈S2
‖ ~x1i − ~x2 ‖, (4.3)
~x1 and ~x2 are the Euclidean coordinates of the i
th points on shapes S1 and S2, respectively,
N1 is the total number of points on S1, and ‖ · ‖ is the standard Euclidean distance. This
Modified Hausdorff distance is analogous to an L2 norm and ensures that every point on
each shape contributes to the distance metric [78].
A standard gradient-based interior point optimization algorithm [97] was utilized. For
each inverse solution estimation, the gradient-based optimization was repeated ten times,
with a new randomly generated initial solution guess each time. The stopping criteria for
each optimization process was set to be when the change in objective function between
iterations fell below a tolerance value of 10−6. The final estimate for the inverse solution was
then chosen as the result out of the ten with the lowest Modified Hausdorff distance value.
4.4.1.1 Calibration and Validation Results First, the unknown Young’s modulus of
the activated SMP tile was determined by applying the inverse solution procedure to the test
results for the case with the fully activated tile. Therefore, ~γ is the Young’s modulus of the
activated material (γ = ET ). The result of the inverse solution estimation for all ten random
starting points (approximately 0.1% difference between solutions) was a Young’s modulus of
approximately 341 psi. The Modified Hausdorff distance between the deformed tile surface
estimated by the finite element model with the inverse solution for Young’s modulus and the
surface extracted from the experiment was 0.148 in. A 3D plot and cross-sectional view of
the deformed tile surface estimated by the finite element model with the inverse solution for
Young’s modulus and the surface extracted from the experiment can be seen in Figure 4.6.
This Modified Hausdorff distance that was less than 3% of the tile height was deemed to be
sufficiently accurate, and thus, the inverse solution for the Young’s modulus was sufficiently
accurate.
The activated Young’s modulus value found was used in the proceeding test to determine
the accuracy of the localized material activation design variable parameterization. For the
second test the Young’s modulus of the activated material is known, therefore the variable ~γ
is set equal to the activation parameters (~γ = {cx, cy, r}), where cx is the x-coordinate of the
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Figure 4.6: A (a) 3D view and (b) cross-sectional view (taken at y = 0) of the extracted
surface of the fully activated experimental tile (blue) and the surface extracted from the
model with the estimated Young’s modulus (black).
center of activation, cy is the y-coordinate of the center of activation, and r is the radius of
activation (as shown in Figure 4.5). The solution for all ten random starting points resulted
in a Modified Hausdorff distance between the deformed tile surface estimated by the finite
element model and the surface extracted from the locally activated tile experiment of 0.09 in,
which was judged to be sufficiently accurate (less than 2% of the tile height). A 3D plot
and cross-sectional view of the deformed tile surface estimated by the finite element model
and the surface extracted from the experiment can be seen in Figure 4.7. The material
activation parameters for the optimal solution were the center point of activation being
located at (3.74 in, 3.11 in) and the radius of activation being 1.89 in. This solution results
in the upper right-hand quadrant of the tile being activated which is consistent with the
location of activation in the experimental tile.
As stated previously, the preliminary goal of this design concept was to increase the
shaded area of the building envelope (or reduce the area in solar exposure). In order to
determine if the numerical representation was accurately representing the design concept,
the shading potential of the extracted surface of the locally activated experimental tile and
the resultant surface of the numerical tile must be determined. To compare the extracted
experimental surface and the resultant surface from the numerical representation for the
locally activated tile an algorithm that was developed in [73] was used to determine the
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Figure 4.7: A (a) 3D view and (b) cross-sectional view (taken at y = 0) of the extracted
surface of the locally activated experimental tile (blue) and the surface extracted from the
locally activated tile model (black).
percentage of shaded area for these two surfaces on July 21st, 2015. The extracted experi-
mental surface resulted in 35.4% of the tile surface area in shade, while the resultant surface
from the numerical representation resulted in 32.6% of the tile surface area in shade. This
difference in shaded area was judged to be within acceptable limits, which indicated that the
model accurately represented the design concept and could be used to explore the potential
capabilities further.
4.5 Self-Shading Capability of the Smart Material Building Surface Tile
The validated numerical representation was utilized to investigate the potential capabili-
ties of the adaptive self-shading smart material design concept through a series of numerical
case studies. These case studies were intended to investigate not just the self-shading ca-
pability of the design concept, but also implementational aspects, including the frequency
of morphing (e.g., hourly, daily, or monthly shape changes) and the interaction of neigh-
boring tiles if installed as an array (as opposed to a singular tile). A computational design
optimization procedure was applied to each test case to determine the size and location of
the circular region of localized activation to minimize the area of the tile exposed to solar
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irradiance. This design optimization utilized the same procedure as was used for the inverse
solution estimation described in Section 4.4, with the exception of the objective function.
The objective function in Equation 4.1 was replaced for the optimal design process with the
following:
minimize:
γ
nt∑
i=1
EA (ti, SF (~u)) (4.4)
where nt is the number of times used to estimate solar exposure, ti is the i
th time of interest,
and EA(·, ·) is the metric that quantifies the area exposed to solar irradiance for the given
tile shape and dependent upon the chosen date, geographic location (latitude and longitude),
vertical location, and tile orientation (again, this was calculated using the algorithm from
[73]). Minimizing the area of the tile exposed to solar irradiance was chosen as an objective
due to the relationship between temperature, radiated energy, and conducted energy, even
though this would increase the temperature of the areas exposed. As the temperature of
a smaller area increases it also increases the energy radiated off of the surface rather than
being conducted into the building. For all the proceeding tests it was assumed that the
theoretical tiles were vertically mounted on an unobstructed South facing wall in Phoenix,
Arizona (latitude of 33.45◦ and longitude = −112.07◦, with positive latitude being North and
positive longitude being East). A final important consideration not yet mentioned for the
design of this type of smart material shape changing structure is to ensure that the design
solution does not damage the structure. Although a constraint could be included in the
design optimization problem to prevent solutions that damage the material [70], preliminary
tests showed this to be unnecessary for the case studies considered. However, the final design
solutions were still checked to ensure no damage of the material would occur by confirming
the maximum principal strain anywhere in the deformed SMP tiles did not exceed damage
limits of 30% for inactivated material or 400% for activated material.
4.5.1 Numerical Case Studies for a Single Tile
For the single tile numerical case studies, the focus was to determine the effect of different
morphing frequencies. Specifically, hourly, daily, and monthly morphing frequencies were
considered. For this first case study the area of tile exposed to solar irradiance was calculated
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Figure 4.8: Area of solar exposure with respect to time for the fully activated tile (circle),
daily optimized tile (triangle), and hourly optimized tile (square).
for the timespan of 10:00-16:00 on July 21st, 2015 for three different tile control methods.
The first control method was a tile that does not change (i.e., a static tile) that has the
shape of the fully activated tile from the previous investigation (Figure 4.6) (referred to as
“fully activated tile”). The second control method was a tile that does not change (i.e., a
static tile) that has a shape that minimizes the area of tile that is exposed to solar irradiance
for the summation of three representative times of the day (nt = 3) of interest (10:00, 12:00,
and 14:00) (referred to as “representative tile”). The final control method was a tile that
changed hourly (i.e., a dynamic tile) to the shape that minimized the area of the tile that
was exposed to solar irradiance at the beginning of the hour (nt = 1) of interest (referred
to as “hourly tile”). Figure 4.8 shows the area of solar exposure for the timespan of 10:00-
16:00 for the fully activated tile, the representative tile, and the hourly tile. Specifically, the
representative tile and the hourly tile resulted in an average of 31.2% and 35.1% less exposed
area, respectively, than the fully activated tile. Additionally, the hourly tile resulted in an
average decrease of 5.6% exposed area compared to the representative tile. Furthermore,
there is one time point (12:00) where the representative tile results in the least tile area
exposed to solar irradiance. This is likely due to the fact that the representative tile shape
was optimized to minimize solar exposure for not only this time, but also times around 12:00
as well.
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Figure 4.9: Area of solar exposure with respect to time for the fully activated tile (circle),
the tile optimized for noon in July (triangle), and the tile optimized for noon in August
(square).
For the second case study the solar exposure was calculated for the timespan of 10:00-
16:00 on August 21st, 2015 for three different tile control methods. The first control method
was again a tile that does not change (i.e., a static tile) that has the shape of the fully
activated tile from the previous investigation (Figure 4.6) (referred to as “fully activated
tile”). The second control method was a tile that does not change (i.e., a static tile) that
has a shape that minimizes the area of tile that is exposed to solar irradiance at noon on
July 21st, 2015 (referred to as “July tile”). The final control method was a tile that does not
change (i.e., a static tile) that has a shape that minimizes the area of tile that is exposed
to solar irradiance at noon on August 21st, 2015 (referred to as “August tile”). Figure 4.9
shows the area of solar exposure for the timespan of 10:00-16:00 for the three tile control
cases. The July and August tiles resulted in an average of 24.5% and 26.1% less exposed
area, respectively, in comparison to the fully activated tile. The August tile resulted in an
average decrease of 2.0% exposed area compared to the July tile. These results indicate
that increasing the morphing frequency results in a larger decrease in area exposed to solar
irradiance. It can also be seen that the closer to winter the date is (the sun has a lower
elevation angle) the overall exposed area will increase (the solar angle is closer to the normal
of the building surface). Thus, a flat tile is preferred during winter months to minimize the
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Figure 4.10: The “honeycomb” arrangement of the array of tiles.
area of the tile exposed to solar irradiance.
4.5.2 Numerical Case Study for an Array of Tiles
For the final set of numerical case studies, the performance of the tile in an array setting
was investigated to assess potential interactions in the shading provided by neighboring tiles
and how the control process may be changed due to these interactions. Specifically, a two-
by-two array in a “honeycomb” configuration was used, as shown in Figure 4.10. Similarly
to the single tile investigation, the array of tiles was assumed to be mounted onto a South
facing wall in Phoenix, Arizona on July 21st, 2015. Four different cases were considered
which will be defined by the control method of the array and how the shape of the array was
determined. In the first array considered all four tiles were controlled together (i.e, all tiles
in the array were the same shape) to take the shape of the fully activated tile from Section
4.4.1.1 (referred to as “fully activated”). In the second array considered all four tiles were
controlled together to take the shape that minimizes the area of a single tile exposed to solar
irradiance at 12:00 on July 21st, 2015 (from Section 4.5.1) (referred to as “dependent control
single tile design”). In the third array considered all four tiles were controlled together
to take the shape that minimizes the area exposed to solar irradiance for the entire array
at 12:00 on July 21st, 2015 (referred to as “dependent control array design”). In the final
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Figure 4.11: Area of solar exposure and volume of material activation for the fully activated
array, dependent control single tile design, dependent control array design, and independent
control array design.
array considered all four tiles were controlled independently (i.e., potentially four different
tile shapes) to take the shape that minimizes the area exposed to solar irradiance for the
entire array at 12:00 on July 21st, 2015 (referred to as “independent control array design”).
Additionally, for each array of tiles the volume of activated material was calculated as well
in order to have an indication of the energy required for the morphing process.
Figure 4.11 shows the area of solar exposure at 12:00 on July 21st, 2015 and volume
of activated material for all four arrays considered. Figure 4.11 shows that the dependent
control array design and independent control array design resulted in less area exposed to
solar irradiance than the fully activated array and the dependent control single tile design.
Specifically, the dependent control array design resulted in more than 5% decrease in exposed
area in comparison to the fully activated array and the dependent control single tile design
and the independent control array design resulted in more than 20% decrease in exposed
area in comparison to the fully activated array and the dependent control single tile design.
This indicates that minimizing the area exposed to solar irradiance for the entire array (as
opposed to a singular tile) results in a larger decrease in area exposed to solar irradiance.
Additionally, the independent control array design resulted in 15% less exposed area than
the dependent control array design, which indicates that controlling the tiles independently
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Figure 4.12: Top view of the unactivated (blue) and activated (red) material for the array
of tiles for the independent control array design.
(i.e., potentially all different tile shapes), as opposed to controlling the tiles dependently
(i.e., all tiles are the same shape), is more beneficial in terms of reducing the area exposed to
solar irradiance. In terms of activation volume the independent control array design resulted
in 29.2% less activated volume that that of the dependent control array design. As an
example, Figure 4.12 shows the activated material distribution for the independent control
array design. The activation is primarily located in the upper tiles of the array. This is due
to the optimization of the independent control array design recognizing that tiles closer to
the sun provide shading for the subsequent tiles, therefore, the subsequent tiles do not need
to be activated to the same extent. This results in a large portion of the array not needing
activation thereby reducing the energy required to provide shading for the array of tiles.
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4.6 Conclusions
The design concept of a shape-changing smart material building skin tile was presented
in the context of reducing solar irradiance entering a building. The concept was initially
explored through experimental tests that explored localized smart material activation. A
numerical model of the shape-changing tile was developed, calibrated, and validated based
on the experiments and was then implemented within a computational approach with the
purpose of designing the morphing mechanisms of the tile. The computational approach
for the design of this tile was evaluated through numerical examples that considered the
capability of the computational procedure utilizing localized material activation to optimally
interact with solar exposure. The results indicated that the design of the physical tile can
be accurately represented by the computational approach. Additionally, it was shown that
the morphing frequency (i.e., hourly, daily, monthly, etc.) has a significant effect on the
area of the tile exposed to solar irradiance. Finally, it was determined that if the tiles are
arranged in an array configuration controlling the tiles independently from one another not
only leads to less tile area being exposed to solar irradiance but also requires less tile area
to be activated.
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5.0 Current Capabilities and Future Directions
A concept for a shape-changing smart material building surface tile was presented. Three
primary investigations were performed: quantification of the self-shading capabilities of the
shape-changing tile, development and evaluation of a computational design strategy for
design of the morphing mechanisms of a shape-changing smart material tile, and development
and numerical evaluation of a benchtop prototype shape memory polymer tile. Throughout
this work was an overarching effort to develop a computational inverse problem framework
for the design of the morphing mechanisms of a shape-changing smart material tile. To
develop this framework, several numerical tools were created and/or implemented to address
the wide range of problem requirements. An algorithm was created for determining the area
of an object (discretized into a finite element mesh) exposed to solar irradiance based on
back-ray tracing. A method was implemented for quantifying the shape difference between a
target surface shape and a surface estimated by a numerical representation of the tile based
on the Modified Hausdorff distance. An algorithm was also created for automatic material
definition within the numerical representation of the tile based on the localized material
activation parameters.
Currently the framework is capable of determining the optimal mechanical actuation and
thermal activation necessary to minimize the difference between the estimated tile surface
shape and various target shapes. Specifically, accurate design solutions can be found for
target shapes both with and without a one-to-one vertical projection. Furthermore, design
solutions can also be found when minimizing both shape difference and morphing energy.
Additionally, the framework is capable of determining optimal thermal activation parame-
ters to minimize the area of the tile exposed to solar irradiance. Furthermore, two different
optimization methods were tested within the framework. For single objective optimization
(minimize shape difference or area of solar exposure) a gradient-based interior point algo-
rithm was used and for multi-objective optimization (minimize energy in addition to one of
the previous objectives) a controlled, elitist genetic algorithm was used. It should be noted
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that no gradient was supplied for the single objective optimization (finite difference method
was used for calculation of a gradient). Finally, the framework is capable of calibration of
activated material parameters if provided experimental data.
In terms of the overall building tile concept, future work can be directed towards further
verification of the concept as well as further developed and implementation of the concept.
Specifically, numerical or physical investigation into the quantification of the change in solar
gains of a building that utilizes the shape-changing tile concept would aid in verification of
the overall concept. Additionally, further work could be focused on implementational as-
pects that weren’t considered in this work (such as automated material activation method,
scaling the problem to the size of a building, and construction methods). In terms of the
computational approach developed, certain implementational aspects of the approach can
be modified to increase the accuracy and efficiency of the approach. Specifically, the forward
model analysis method and the optimization objective functions utilized can be improved.
Currently, the forward model analysis method being used (finite element method) is ineffi-
cient for problems that contain large deformations (such as those considered in this work)
due to requiring small mesh sizes and possibly remeshing. As a means to increase efficiency
and accuracy of the forward model mesh-free methods, which do not suffer from the mesh
instabilities that standard finite element method does, could be implemented. The optimiza-
tion objective functions currently being utilized are not differential and therefore the finite
difference method is utilized to calculate a gradient which increases computational expense
and can require more iterations to reach a solution. In future work differentiable forms of
the Modified Hausdorff distance and solar irradiance can be developed and implemented for
increased efficiency of the approach.
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Appendix
Computational Approach Efficiency
A.1 Two Step Optimization Procedure
A challenge when using an optimal design strategy, such as the one previously presented,
is that the partial differential equation (PDE) constrained optimization must be solved any
time a shape change is desired. Therefore, the computational expense could potentially be
a limiting factor for how often the shape of a structure can change. Increasing the computa-
tional efficiency of this approach could significantly contribute to facilitating more frequent
shape changing, and therefore, an overall more efficient structure. The direct solution of
this problem (determining actuation and activation to minimize the area exposed to solar
irradiance) is computationally expensive due to having to solve a forward problem at every
step.
A way to improve the efficiency is to use a two step optimization process as opposed to
the direct solution utilized previously. The first step of the two step optimization process
would replace the PDE constraint with an ad hoc constraint based on how the tile deforms.
The second step would then solve the forward model (PDE constraint) with the addition of
an initial starting point provided by the solution of the first step. The addition of a starting
point provided by the solution of the first step is expected to result in less evaluations of
the forward model and therefore higher computational efficiency. This solution method is
reliant on being able to determine the shapes that the tile can achieve.
Similar to the previous work the design strategy considered herein was based on utiliz-
ing non-linear optimization in combination with a numerical representation of the shape-
changing tile to be designed. As noted previously the approach was split into two opti-
mization steps. The goal of the first step was to determine the tile shape that minimizes
the area of the tile exposed to solar irradiance. Based on observations of previous results
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from Chapter 4 the possible shapes of the tile were estimated as a tile with a hemispherical
extrusion (specifically a hemisphere scaled down to 60%) at a variable planar location with a
variable radius. This first step can be written in the general form of the following constrained
optimization problem:
minimize:
~γ
EA (t, ~γ))
~bl ≤ A(~γ) ≤ ~bu,
(.1)
where t is the time of interest, ~γ = {cx, cy, r} is the vector of parameters that define the
hemispherical region, and EA(·, ·) is the metric that quantifies the area exposed to solar
radiation (algorithm developed in [73]). Additionally, cx is the x-coordinate of the hemi-
spherical region, cy is the y-coordinate of the hemispherical region, and r is the radius of
the hemispherical region. The goal of the second optimization step was to determine the the
material activation mechanisms that minimize the difference between the resultant tile sur-
face shape from the previous optimization step and the resultant shape from the numerical
representation of the tile (similar to the approaches in Sections 3.4 and 4.4.1.1. Additionally,
this second step will utilize the design variables from the design solution of the previous step
as a starting point for the material activation parameters. This second step can be written
in the general form of the following constrained optimization problem:
minimize:
~β
MHd (ST , SF (~u))
subject to: F (~u, ~β) = 0
~cl ≤ B(~β) ≤ ~cu,
(.2)
where ST is the target surface shape (resultant from previous step), SF is the predicted
morphed shape of tile as defined by the deformation of the tile, ~u, estimated by the finite
element analysis of the forward problem, F (~u, ~β) = 0 (i.e., the partial differential equation
constraint), for a given set of parameters, ~β = {ax, ay, ra}, MHd(·, ·) is the metric that
quantifies the difference between two shapes (the Modified Hausdorff distance used previ-
ously), ~bl and ~bu are the lower and upper bound constraint vectors, respectively, and A(~γ)
is the operator that forms the necessary constraint equations involving the activation pa-
rameters. Additionally, ax is the x-coordinate of the center of the activated region, ay is the
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Figure A1: Area of solar exposure with respect to time for the fully activated tile (circle)
and the resultant tile from the two step optimization procedure (triangle).
y-coordinate of the of the center of the activated region, and ra is the radius of the activated
region.
A.2 Numerical Case Studies for Two Step Optimization Approach
This two step design strategy was utilized to determine the activation parameters that
minimize the area of tile exposed to solar irradiance for the timespan of 10:00 - 16:00 on
July 21st, 2015 (similar to the single tile investigation in Section 4.5.1). Additionally, the
area of tile exposed to solar irradiance for the fully activated case (from Section 4.4.1.1) was
again calculated (to provide a benchmark). Figure A1 shows the area of solar exposure for
the timespan of 10:00-16:00 for the fully activated tile and the resultant tile from the two
step optimization procedure. Specifically, the resultant tile from the two step optimization
procedure resulted in an average of 27.6% less exposed area than the fully activated tile. This
result is similar to the previous computational approach (direct solution method) and was
judged to be acceptable. Additionally, it was found that the design solution to the second
step of the optimization was, in all cases, equivalent (within 1%) to the initial guess provided
by the first step (i.e., the activated region was located at the same planar location as the
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hemispherical extrusion with the same radius), which significantly reduced the computational
expense of the procedure.
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