Abstract. Let Q(x) be a continuous m ×m real symmetric matrix-valued function defined on [0, 1] , and denote the Sturm-Liouville operator −
Introduction
In this paper we shall study some problems related to the multiplicity of the eigenvalue of the eigenvalue λ * , which is determined by the following equality:
It is known that for each
With the help of a homotopy method motivated by the approach of L. Bers in his paper [2] , we prove the following theorem:
On the other hand, for the Dirichlet eigenvalues of L Q , it is known that m g (λ * ) m for
In the works of C-L. Shen [7, 8] about the inverse eigenvalue problems related to equation (1) , it was shown that if Q(x) is an even function, and m g (λ * ) = m for each
Therefore it is interesting to find a spectral condition, only depending on the eigenvalues of equation (1) , to tell whether all Dirichlet eigenvalues of L Q are of multiplicity m. We use a homotopy method to study this problem. Denote Y (x; λ; t ) as the solution of the following initial value problem:
where t ∈ [0, 1]. Then for sufficiently large l ∈ N we know that Y (1; (l + 
Thus there are l m Dirichlet eigenvalues (counting multiplicity) smaller than (l + According to these argument, we obtain a necessary and sufficiently condition which implies all Dirichlet eigenvalues of L Q are of multiplicity m.
Dirichlet eigenvalues of L Q are of multiplicity m if and only if
is a bounded sequence }.
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Furthermore, {τ n } ∞ n=1 is a convergent sequence, and
Preliminary
In order to study the Sturm-Liouville eigenvalue problem with the selfadjoint m × m matrix-valued potential Q(x), we consider the following initial value problems:
where 0 m is the m × m zero matrix. We have that
furthermore,
where 
where m g (λ 0 ; Φ) and m a (λ 0 ; Φ) are geometric and algebraic multiplicity of λ 0 corresponding to Φ(λ), respectively. Let Γ be a Cauchy contour in Ω with inner domain ∆ ⊂ Ω. We say that
Applying the analyticity of Φ(λ), we have that det Φ(λ) is also analytic on Ω, thus there are only finitely many λ * ∈ ∆, such that Φ(λ * ) is noninvertible. Then we may define the following quantities:
we only have that m a (λ * ; Φ) m g (λ * ; Φ). Gohberg and his coworkers proved the following Rouché's theorem for analytic matrix valued-functions (see [G2, Ch.XI Thm. 9.2]). 
analytic matrix valued-functions, and assume that Φ is normal with respect to the Cauchy contour
).
Denote
Let µ l m+i be the (l m + i )-th zero of detΦ(λ). Applying the Rouché's theorem, we find that
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On the other hand, for sufficient large l , denote
is a suitable number, such that detΦ(λ) = 0 for all λ inside γ i l except µ l m+i , and
and
. According to Theorem 1, we know that
This shows that the eigenvalues of the equation (1) 
On the analysis of the structure of σ
The purpose in this section is to prove that m a (λ * ;
Before we begin to prove our assertion, we need some notation.
Consider the following auxiliary eigenvalue problem:
and the following initial value problem:
where t ∈ [0, 1]. Denote Y (x; λ; t ) the solution of the equation (7), and let λ g n (t ) denote the n-th eigenvalue (counting geometric multiplicity) of (6). Then detY (1; λ g n (t ); t ) = 0 for all n ∈ N. Let λ a n (t ) be the n-th zero (counting algebraic multiplicity) of detY (1; λ; t ). Then kerY (1; λ a n (t )) = {0}. Thus for any λ g n (t ), there exists k n , such that λ a k n (t ) = λ g n (t ), and for any λ a n (t ), there exists j n , such that λ g j n (t ) = λ a n (t ).
Theorem 2. Suppose that Q(x)
Proof. To prove our theorem, we have to prove that m g (λ * ; Y (1; λ)) = m a (λ * ; Y (1; λ) ), where
If we can prove that λ g n (t ) = λ a n (t ) for all t ∈ [0, 1], and n ∈ N, then m g (λ a n (t ); Y (1; λ; t )) = m a (λ g n (t ); Y (1; λ; t )). Since Y (1; λ) = Y (1; λ; 1), then our assertion holds. According to the definition of λ a n (t ), λ g n (t ) and the continuity of Y (1; λ; t ) corresponding to t -parameter, we know that {λ a n (t )} 
Let t * be an accumulation point of N , but t * ∉ N . Then there exist {t n } ∞ n=1 ⊂ N , such that t n converges to t * as n tends to infinite. In the previous argument we know that
Denote y n (x; t ) the n-th eigenfunction of (6), such that 1 0 y n (x; t ) 2 d t = 1. Then applying the variational principle (see [4] ), we have that
〈Q(x)y n (x; t ), y n (x; t )〉d t .
Following the previous two inequalities and applying Hölder inequality, we find that
Since t * ∉ N , then λ a n (t * ) = λ g n (t * ) for all n ∈ N. According to (9) and (10), we have that
This is a contradiction to the inequality (8) . Thus t * ∈ N , and we find that N is a rela- Remark. If we consider the Neumann eigenvalue problem of L Q as follows:
and denote Z (x; λ) the solution of the following initial value problem: Denote
According to the identity (5), there exists a positive integer M Q , such that
for any l M Q , l ∈ N. Applying Theorem 2, we have that there are m Dirichlet eigenvalues of L Q which are contained inside γ l . On the other hand, according to (4), we have that
where t ∈ [0, 1]. Thus for sufficiently large l we know that Y (1; (l + 
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According to (4), we have that
Then the family {detY (1; λ; t )} t ∈ 
According to the continuity of Y (x; λ; t ) on t variable, we know that {Y λ (1; λ; t )} t ∈[0,1] is a continuous family with parameter t . Then { 2 π 2 }. The above argument implies the following corollary:
Proof. In the previous argument we find that there are l m Dirichlet eigenvalues of L Q which are contained in {λ ∈ C : |λ| (l + 1 2 ) 2 π 2 }. According to the identities (5) and (11), we find that
Then our assertion holds.
From the previous argument for the multiplicity and the distribution of the Dirichlet eigenvalues of L Q , we obtain the following theorem.
Dirichlet eigenvalues of L Q are of multiplicity m, if and only if there exists a bounded sequence
According to the identities (5) and (11), we find that
). This implies that
is a convergent sequence which converges to q 1 , and
Conversely, assume that there exists a bounded sequence {τ n }
In the identity (24) we find that if According to Theorem 4, we obtain the following result which is an extension of the previous inverse spectral theorem that we just mentioned. 
