Abstract. We study the composition of two functors. The first functor, acting from the category of modules over the Lie algebra gl m to the category of modules over the degenerate affine Hecke algebra of GL N , was introduced by Cherednik. The second functor is a skew version of the functor, due to Drinfeld, from the latter category to the category of modules over the Yangian Y(gl n ). We give a representation-theoretic explanation of a link between intertwining operators on tensor products of Y(gl n )-modules and the "extremal cocycle" introduced by Zhelobenko on the Weyl group of gl m . We also establish a connection between the composition of two functors and Olshanski's "centralizer construction" of the Yangian Y(gl n ). 
Introduction
This article is a sequel to our paper [KN] , which dealt with two known functors. The definition of one of these functors is due to Drinfeld [D2] . Let H N be the degenerate affine Hecke algebra corresponding to the general linear group GL N over a non-Archimedean local field. This is an associative algebra over C, which contains the symmetric group ring CS N as a subalgebra. Let Y(gl n ) be the Yangian of the general linear Lie algebra gl n . This is a Hopf algebra over C, which contains the universal enveloping algebra U(gl n ) as a subalgebra. There is also an associative algebra homomorphism π n : Y(gl n ) → U(gl n ) identical on the subalgebra U(gl n ) ⊂ Y(gl n ); see Section 1 of the present article for details. For any H N -module W , an action of the algebra Y(gl n ) on the vector space (W ⊗ (C n ) ⊗N ) S N of diagonal S N -invariants in the tensor product of the vector spaces W and (C n ) ⊗N was defined in [D2] . Thus one obtains a functor, called the Drinfeld functor, from the category of H N -modules to the category of Y(gl n )-modules.
In [KN] , we studied the composition of the Drinfeld functor with another functor, which was introduced by Cherednik [C2] . The latter functor was also studied by Arakawa, Suzuki, and Tsuchiya [A] , [AS] , [AST] . For any gl m -module V , one can define an action of H N on the tensor product V ⊗ (C m ) ⊗N of gl m -modules. This action commutes with the diagonal action of gl m . Thus one obtains a functor from the category of gl m -modules to the category of H N -modules. By applying the Drinfeld functor to the H N -module W = V ⊗ (C m ) ⊗N , one makes the vector space
In the present article, we again use the Cherednik functor; the details of its definition are reproduced in Section 1. But we replace the Drinfeld functor by its skew version, which was also used in [A] . By analogy with [D2] , one can define an action of Y(gl n ) on the vector space (W ⊗ (C n ) ⊗N )
of diagonal skew S N -invariants in the tensor product of W and (C n ) ⊗N for any H N -module W . Thus we obtain another functor from the category of H N -modules to the category of Y(gl n )-modules; we call it the skew Drinfeld functor. The details of its definition are also given in Section 1. By applying this functor to W = V ⊗ (C m ) ⊗N , one makes the vector space
z corresponding to distinct tensor factors are in general position; that is, their differences do not belong to Z. It is well known that in this case the tensor products are irreducible as Y(gl n )-modules; e. g., see [NT1] . For the case in which each of the tensor factors is obtained as the pullback of one of the gl n -modules S N (C n ) under π n and then under one of the automorphisms τ z , such a correspondence was established by Tarasov and Varchenko [TV] , who used the classical duality theorem [H2] stating that the images of the algebras U(gl m ) and U(gl n ) in the ring of the differential operators on C m ⊗ C n with polynomial coefficients are the commutants of each other. Results relevant to this correspondence were also obtained by Smirnov and Tolstoy [ST] . In [KN] , we gave a representation-theoretic explanation of this correspondence by using the theory of Mickelsson algebras [M1] , [M2] as developed in [KO] . In the present article, we apply this theory to tensor products of exterior powers of C n . We shall identify the exterior algebra Λ(C m ⊗ C n ) with the Grassmann algebra G(C m ⊗ C n ) on mn anticommuting variables. The endomorphism ring of the vector space G(C m ⊗C n ) is denoted by GD(C m ⊗C n ); this ring is generated by all operators of left multiplication by the anticommuting variables and the corresponding left derivations. For details, see Section 1. Now take the tensor product U(gl m ) ⊗ GD(C m ⊗ C n ) (0.1) of associative algebras. We have the representation γ : U(gl m ) → GD(C m ⊗ C n ). Taking the composition of the comultiplication map on U(gl m ) with the homomorphism id ⊗γ, we obtain an embedding of U(gl m ) in the algebra (0.1). Our particular Mickelsson algebra is determined by the pair formed by the algebra (0.1) and its subalgebra U(gl m ) relative to this embedding. Other connections between the representation theory of Yangians and the theory of Mickelsson algebras were studied by Molev [M] .
We conclude this article with an observation on Olshanski's "centralizer construction" of the Yangian Y(gl n ) [O1] . For any two irreducible polynomial modules V and V ′ of gl m , [O1] provides an action of Y(gl n ) on the vector space
Moreover, this action is irreducible. Our Proposition 4.1 states that the same action is inherited from the bimodule E m (V ) = V ⊗ Λ(C m ⊗ C n ) over Y(gl n ) and gl m .
The Skew Drinfeld Functor
We start by recalling two well-known constructions from the representation theory of the degenerate affine Hecke algebra H N corresponding to the general linear group GL N over a local non-Archimedean field. This algebra was introduced by Drinfeld [D2] ; see also [L] . By definition, the complex associative algebra H N is generated by the symmetric group algebra CS N and by pairwise commuting elements x 1 , . . . , x N with the following cross relations for p = 1, . . . , N − 1 and q = 1, . . . , N :
Here and in what follows, σ p ∈ S N denotes the transposition of the numbers p and p + 1. More generally, σ pq ∈ S N will denote the transposition of the numbers p and q. The group algebra CS N can then be treated as a subalgebra in H N . Furthermore, it follows from the defining relations of H N that one can specify a homomorphism H N → CS N identical on the subalgebra CS N ⊂ H N by letting
We shall also use the elements
of the algebra H N . Note that y p → 0 under the homomorphism H N → CS N defined by (1.3). For each permutation σ ∈ S N , we have
It suffices to verify (1.4) for σ = σ q , q = 1, . . . , N − 1. Then (1.4) is equivalent to relations (1.1) and (1.2). The elements y 1 , . . . , y N do not commute but satisfy the commutation relations
Let us verify (1.5). Both sides of (1.5) are antisymmetric in p and q, and so it suffices to consider only the case in which p < q. Then, by (1.4),
The algebra H N is generated by CS N and the elements y 1 , . . . , y N . Relations (1.4) and (1.5), together with the relations in CS N , are defining relations for H N . For more details on this presentation of the algebra H N , e. g., see [A, Sec. 1.3] . The first construction to be recalled here is due to Cherednik [C2, Example 2.1]. It was further studied by Arakawa, Suzuki, and Tsuchiya [AST, Sec. 5.3] . Let V be any module over the complex general linear Lie algebra gl m . Let E ab ∈ gl m , a, b = 1, . . . , m, be the standard matrix units. We shall also treat E ab as elements of the algebra End(C m ), which should not cause any confusion. Consider the tensor product V ⊗ (C m ) ⊗N of gl m -modules. Here each of the N tensor factors C m is a copy of the natural gl m -module. We shall use the indices 1, . . . , N to label these N tensor factors. For any p = 1, . . . , N , let E (p) ab be the operator on the vector space (C m ) ⊗N acting as id
The following proposition coincides with [KN, 
(ii) This action of H N commutes with the action of gl m on V ⊗ (C m ) ⊗N .
Now consider the triangular decomposition
of the Lie algebra gl m , where h is the Cartan subalgebra of gl m with basis vectors E 11 , . . . , E mm . Here n and n ′ are the nilpotent subalgebras spanned, respectively, by the elements E ba and E ab , a, b = 1, . . . , m, a < b. For each gl m -module W , let W n be the vector space W/n · W of coinvariants of the action of n ⊂ gl m on W . The Cartan subalgebra h ⊂ gl m acts on W n . Now consider the tensor product W = V ⊗ (C m ) ⊗N as a left H N -module. The action of H N on this module commutes with the action of gl m and hence with the action of n ⊂ gl m . Consequently, the space (V ⊗ (C m ) ⊗N ) n of coinvariants of the action of n is a quotient of the
Thus we have the functor
from the category of gl m -modules to the category of bimodules over h and H N . Now take the Yangian Y(gl n ) of the general linear Lie algebra gl n . The Yangian Y(gl n ) is a deformation of the universal enveloping algebra of the polynomial current Lie algebra gl n [u] in the class of Hopf algebras; e.g., see [D1] . The unital associative algebra Y(gl n ) has the family of generators
The defining relations for these generators can be written in terms of the formal series
Here u is a formal parameter. Let v be another formal parameter. Then the defining relations in the associative algebra Y(gl n ) can be written as
(1.10) If n = 1, then the algebra Y(gl n ) is commutative. Relations (1.10) imply that, for each z ∈ C, the formulas 11) define an automorphism τ z of the algebra Y(gl n ). Here each of the formal power series T ij (u − z) in (u − z) −1 should be re-expanded in u −1 , and formula (1.11) specifies a correspondence between like coefficients of the series in u −1 . Now let E ij ∈ gl n , i, j = 1, . . . , n, be the standard matrix units. We shall also treat E ij as elements of the algebra End(C n ); this should not cause any confusion. The Yangian Y(gl n ) contains the universal enveloping algebra U(gl n ) as a subalgebra; the embedding U(gl n ) → Y(gl n ) can be defined by the formulas
There exists a homomorphism π n : Y(gl n ) → U(gl n ) identical on the subalgebra U(gl n ) ⊂ Y(gl n ); it can be defined by the formulas
(1.12)
For further details on the definition of the algebra Y(gl n ), see [MNO, Chap. 1] .
The second construction that we recall here is a modification of a construction due to Drinfeld [D2] , which originally motivated his definition of the degenerate affine Hecke algebra H N . For p = 1, . . . , N , let E (p) ij be the operator id
on the vector space (C n ) ⊗N . The group S N acts on the tensor product (C n ) ⊗N on the left by permutations of the N tensor factors. Let W be an arbitrary H N -module. The group S N also acts on the left on W via the embedding
(1.13) of skew invariants with respect to the diagonal action of S N . On this subspace, each of the elements σ 1 , . . . , σ N −1 of S N acts as −1. In the next proposition, we use the convention that y 0 p = 1, the identity element of the algebra CS N . Proposition 1.2. One can define an action of the algebra Y(gl n ) on the vector
(1.14)
Proof. As an operator on the vector space W ⊗ (C n ) ⊗N , (1.14) commutes with the diagonal action of S N in view of relations (1.4) for the generators y 1 , . . . , y N of H N . Thus the restriction of the operator (1.14) to the subspace (1.13) is well defined.
Following [D2] , one can define an action of the algebra Y(gl n ) on the subspace
of invariants with respect to the diagonal action of S N . The generator T (s+1) ij of the algebra Y(gl n ) acts on the subspace (1.15) as
see [KN, Proposition 1.2] . Now observe that the formulas
define an automorphism of the algebra H N ; see the defining relations (1.1) and (1.2). Under this automorphism, y q → −y q . Let W * be the H N -module obtained as the pullback of the action of H N on W under this automorphism. By substituting W * for W into (1.15), we obtain Proposition 1.2.
Remark. For s = 0, the sum (1.14) describes the action of the element E ij ∈ gl n on the tensor product space W ⊗ (C n ) ⊗N and hence on the subspace (1.13). Here each of the N tensor factors C n is viewed as a copy of the natural gl n -module, and the action of gl n on W is trivial. Hence the action of the Yangian Y(gl n ) on the subspace (1.13), as defined in Proposition 1.2, is compatible with the embedding U(gl n ) → Y(gl n ).
Thus we obtain the functor
(1.16) from the category of all H N -modules to the category of Y(gl n )-modules. We call it the skew Drinfeld functor for the Yangian Y(gl n ). Let us now apply this functor to the
where V is an arbitrary gl m -module; see Proposition 1.1. The vector space of the resulting Y(gl n )-module is
, where the group S N acts by permutations of the N tensor factors C m ⊗ C n . Hence the resulting vector space is
where we take the N th exterior power of the vector space C m ⊗ C n . Note that the Lie algebra gl m also acts on (1.17) as on the tensor product of two gl m -modules.
We can identify the vector space C m ⊗C n with its dual, so that the standard basis vectors of C m ⊗ C n are identified with the corresponding coordinate functions x ai , a = 1, . . . , m, i = 1, . . . , n. The exterior algebra Λ(C m ⊗C n ) is then identified with the Grassmann algebra G(C m ⊗C n ). The latter algebra is generated by elements x ai subject to the anticommutation relations x ai x bj = −x bj x ai , a, b = 1, . . . , m, i, j = 1, . . . , n. Let ∂ ai be the operator of left derivation on G(C m ⊗C n ) corresponding to the variable x ai ; this operator is also called the inner multiplication in G(C m ⊗ C n ) corresponding to the element x ai .
The ring of C-endomorphisms of G(C m ⊗ C n ) is generated by all operators of left multiplication by x ai and all operators ∂ ai ; e. g., see [H2, Appendix 2.3] . This ring will be denoted by GD(C m ⊗ C n ). In this ring, we have the relations
Hence the ring GD(C m ⊗ C n ) is isomorphic to the Clifford algebra corresponding to the direct sum of the vector space C m ⊗ C n with its dual. We can now describe the action of Y(gl n ) on the vector space (1.17); cf. [A, Sec. 3] . 
For s = 0, the first tensor factor in the summand in (1.19) is understood to be 1.
(ii) The action of Y(gl n ) on (1.17) commutes with the (diagonal) action of gl m .
Proof. First, consider the action of the sum (1.14) on the vector space
By substituting the sum (1.6) for y p into (1.14), we obtain the sum
ad , p = 1, . . . , N, we can rewtite the sum (1.20) as
To prove part (i) of the proposition, it remains to observe that by identifying the subspace
on the subspace (1.21) with the operator Remark. By definition, the basis element E ab ∈ gl m acts on the space (1.17) as
( of operators on the vector space G(C m ⊗ C n ) generate their mutual commutants in the algebra GD(C m ⊗ C n ). Here the operators (1.23) and (1.24) describe the actions of the elements E ab ∈ gl m and E ij ∈ gl n , respectively, on G(C m ⊗ C n ).
We conclude this section with an observation on matrices with entries in the universal enveloping algebra U(gl m ). Let E be the m × m matrix whose (a, b)th entry is the generator E ab ∈ gl m . Let E ′ be the transpose of E. Take the inverse matrix of u − E ′ . Here the term u stands for the scalar m × m matrix with diagonal entries u, and the inverse is a formal power series in u −1 with matrix coefficients. Denote by X ab (u) the (a, b)th entry of the inverse matrix. Then
The assignment of the element (1.19) to any coefficient T (s+1) ij of the series (1.9) can now be written as
Parabolic Induction
The Yangian Y(gl n ) is a Hopf algebra over the field C. Using the series (1.9), one can define the comultiplication ∆ :
where the tensor product on the right hand side is taken over the subalgebra
When taking tensor products of modules over Y(gl n ), we shall use the comultiplication (2.1). The counit homomorphism ε :
The antipode S on Y(gl n ) is defined with the use of the n × n matrix T (u) whose (i, j)th entry is the series T ij (u). This matrix is invertible as a formal power series in u −1 with matrix coefficients, since the leading term of this series is the identity n × n matrix. Then the involutive anti-automorphism S of Y(gl n ) is defined by the formula S :
This formula means that by applying S to the coefficients of the series T ij (u) we obtain the series that is the (i, j)th entry of the inverse matrix T (u) −1 . We also use the involutive automorphism ω n of Y(gl n ) defined by the similar formula
For more details on the Hopf algebra structure on Y(gl n ), see [MNO, Chap. 1] . Now consider the direct sum
of bimodules over gl m and Y(gl n ). Let us denote this bimodule by E m (V ), so that E m is a functor from the category of gl m -modules to the category of bimodules over gl m and Y(gl n ). Identifying the exterior algebra Λ(C m ⊗ C n ) with the Grassmann algebra G(C m ⊗ C n ), we can describe the action of the generator T
For any positive integer l, let U be a module over the Lie algebra gl l . Then E l (U ) is another Y(gl n )-module. For any z ∈ C, let E z l (U ) be the Y(gl n )-module obtained from E l (U ) as the pullback under the automorphism τ −z of Y(gl n ); see (1.11). As a gl l -module, E z l (U ) coincides with E l (U ). The decomposition C m+l = C m ⊕ C l determines an embedding of the direct sum gl m ⊕gl l of Lie algebras in gl m+l . As a subalgebra of gl m+l , the direct summand gl m is spanned by the matrix units E ab ∈ gl m+l , a, b = 1, . . . , m. The direct summand gl l is spanned by the matrix units E ab , a, b = m + 1, . . . , m + l. Let q and q ′ be the Abelian subalgebras of gl m+l spanned by E ba and E ab , respectively, a = 1, . . . , m,
Then p is a maximal parabolic subalgebra of the reductive Lie algebra gl m+l , and moreover, gl m+l = q ⊕ p. Let V ⊠ U be the gl m+l -module parabolically induced from the gl m ⊕ gl l -module V ⊗ U . To define V ⊠ U , one first extends the action of the Lie algebra gl m ⊕ gl l on V ⊗ U to the Lie algebra p so that any element of the subalgebra q ′ ⊂ p acts on V ⊗ U as zero. By definition, V ⊠ U is the gl m+l -module induced from the p-module V ⊗ U . Now consider the bimodule E m+l (V ⊠ U ) over gl m+l and Y(gl n ). Here the action of Y(gl n ) commutes with the action of gl m+l and hence with the action of the subalgebra q ⊂ gl m+l . Therefore, the vector space E m+l (V ⊠ U ) q of coinvariants of the action of q is a quotient of the Y(gl n )-module E m+l (V ⊠ U ). The subalgebra gl m ⊕ gl l ⊂ gl m+l also acts on this quotient space.
Theorem 2.1. The bimodule E m+l (V ⊠ U ) q over the Yangian Y(gl n ) and the direct sum gl m ⊕ gl l is equivalent to the tensor product E m (V ) ⊗ E m l (U ). Our proof of the theorem is based on two simple lemmas. The first of them applies to matrices over an arbitrary unital ring. Take an (m + l) × (m + l) matrix over such a ring and write it as a block matrix
where the blocks A, B, C, and D are m × m, m × l, l × m, and l × l matrices, respectively. The following fact is well known; e. g., see [KN, Lemma 2.2] .
Lemma 2.2. Suppose that the matrix (2.3), as well as the matrices A and D, is invertible. Then the matrices A − BD −1 C and D − CA −1 B are also invertible, and
Let us again consider the m × m matrix E whose (a, b)th entry is the generator E ab ∈ gl m . The (a, b)th entry of the inverse of u − E ′ was denoted by X ab (u). Let
be the trace of the inverse matrix. Then Z(u) is a formal power series in u −1 with coefficients in the algebra U(gl m ). Note that the leading term of this series is mu −1 . Let us now treat the coefficents of the series X ab (u) and Z(u) as elements of the algebra U(gl m+l ) using the standard embedding of the Lie algebra gl m in gl m+l .
Our next lemma can be obtained by the replacement of the formal parameter u in [KN, Lemma 2.3 ] by −u.
Lemma 2.3. For any a = 1, . . . , m and d = 1, . . . , l, one has
where both sides are series with coefficients in the algebra U(gl m+l ).
Proof of Theorem 2.1. The vector space of the gl m+l -module V ⊠ U can be identified with the tensor product U(q) ⊗ V ⊗ U so that the Lie subalgebra q ⊂ gl m+l acts via left multiplication on the first tensor factor. Note that the corresponding action of the commutative algebra U(q) is free. The tensor product V ⊗ U is then identified with the subspace
On this subspace, any element of the subalgebra q ′ ⊂ gl m+l acts as zero, while the two direct summands of subalgebra gl m ⊕ gl l ⊂ gl m+l act nontrivially only on the respective tensor factors V and U . All this determines an action of the Lie algebra gl m+l on U(q) ⊗ V ⊗ U . Now consider E m+l (V ⊠ U ) as a gl m+l -module; we shall denote it by W for short. Then W is the tensor product of two gl m+l -modules,
The vector spaces of the Y(gl
respectively. Let us identify the tensor product of these two vector spaces with
where we use the standard direct sum decomposition
We treat the tensor product V ⊗U in formula (2.7) as a module over the subalgebra gl m ⊕ gl l ⊂ gl m+l . This subalgebra also naturally acts on
The operator χ obviously intertwines the actions of the Lie algebra gl m ⊕ gl l .
Let us show that the operator χ is bijective. First, consider the action of the Lie subalgebra q ⊂ gl m+l on the vector space
This vector space admits the ascending filtration by the subspaces
Here G N (C m ) is the subspace of degree N in the Grassmann algebra G(C m ). The action of the Lie algebra q on G(C m+l ) preserves each of these subspaces and is trivial on the associated graded space. Likewise, the vector space G(C m+l ⊗ C n ) admits an ascending filtration by q-submodules such that q acts trivially on each of the corresponding graded subspaces. The latter filtration induces a filtration of W by q-submodules such that the corresponding graded quotient gr W is a free U(q)-module. The space (gr W ) q of coinvariants is therefore isomorphic to the vector space V ⊗ U ⊗ G(C m+l ⊗ C n ) via the bijective linear map
Therefore, the linear map χ is bijective as well. Now let us prove that χ intertwines the actions of Y(gl n ). To this end, take the (m + l) × (m + l) matrix whose (a, b)th entry is δ ab u − E ba ; we treat E ba as an element of U(gl m+l ). Write this matrix in the block form (2.3), where A, B, C, and D are matrices of sizes m×m, m×l, l×m, and l×l respectively. In the notation introduced at the end of Section 1, we have A = u − E ′ . Using the observation made there along with definition (2.1) of comultiplication, we can describe the action of the algebra Y(gl N ) on the vector space (2.7) of the tensor product of the Y(gl n )-modules E m (V ) and E m l (U ) by assigning the product
of series to every series T ij (u). Note that ∂ bk x m+c,k = −x m+c,k ∂ bk in (2.9), since b m; see (1.18). The first tensor factors of all terms in (2.8) and (2.9) correspond to the action of the universal enveloping algebra U(gl m ⊕ gl l ) on V ⊗ U .
Let us now represent the inverse of (2.3) as a block matrix A B C D , where A, B, C, and D are m × m, m × l, l × m, and l × l matrices, respectively. Each of these four blocks is treated as a formal power series in u −1 with matrix coefficients. The entries of these matrix coefficients belong to U(gl m+l ). By using the observation made at the end of Section 1 once again, we can now describe the action of Y(gl n ) on the vector space W by assigning the sum
to every series T ij (u). The first tensor factors in the summands correspond to the action of the algebra U(gl m+l ) on the space U(q) ⊗ V ⊗ U of the parabolically induced module V ⊠ U .
Let us apply these factors to elements of the subspace (2.6). By Lemma 2.2,
All entries of the matrix C belong to q ′ and hence act on the subspace (2.6) as zeros. Further, we have A = u − E ′ . Each entry of the matrix E ′ belongs to the subalgebra gl m ⊂ gl m+l , and the adjoint action of this subalgebra on gl m+l preserves q ′ . Therefore, (A −1 ) ab and A ab give same results being applied to elements of the subspace (2.6). A similar argument shows that each entry of the matrix
acts as zero on the subspace (2.6).
Consider the matrix
In the notation of Lemma 2.3, the (a, b)th entry of A −1 is X ab (u), and the trace of A −1 is Z(u). Using that lemma, we see that the (c, d)th entry of the l × l matrix
Here we have used the identity m a,b=1
which follows from (2.4). The expression (2.10) is equal to
The factor E a,m+c in each term in (2.11) belongs to q ′ , while every element of q ′ acts as zero on the subspace (2.6). The coefficients of the series X ab (u) and Z(u) in (2.11) belong to U(gl m ), while the adjoint action of the subalgebra gl m ⊂ gl m+l preserves q ′ . The adjoint action of the element E m+d,m+c ∈ gl m+l also preserves q ′ .
Hence the application of D cd to elements of the subspace (2.6) gives the same result as the application of
Now consider
The preceding argument shows that the application of the (a, d)th entry of this matrix to elements of the subspace (2.6) gives the same result as the application of the (a, d)th entry of
Once more using Lemma 2.3, we see that the latter entry is equal to
Thus we have proved that the action of Y(gl n ) on the elements of the subspace
can be described by assigning the sum of the series
(
to every series T ij (u). Now consider the results of the action of Y(gl n ) on this subspace modulo q · W . Since E m+c,b ∈ q, it follows that the expression in line (2.13) can be replaced by
Here we have used the fact that ∂ bk x ai = −x ai ∂ bk + δ ab δ ik ; see (1.18). This substitution shows that, modulo q · W , the action of Y(gl n ) on elements of the subspace (2.12) can be described by assigning the sum of the series
to every series T ij (u). Since x m+c,k x ai = −x ai x m+c,k , we see that this sum is equal to the sum of the series in lines (2.8) and (2.9). This proves that the map χ intertwines the actions of Y(gl n ).
By the transitivity of induction, Theorem 2.1 can be extended from maximal to all parabolic subalgebras of gl m . Consider the Borel subalgebra h ⊕ n ′ of gl m . Here h is the Cartan subalgebra of gl m spanned by the elements E aa , and n ′ is the nilpotent subalgebra of gl m spanned by the elements E ab with a < b.
Take any element µ of the vector space h * dual to h; any such element is called a weight. The weight µ can be identified with the sequence (µ 1 , . . . , µ m ) of its labels, where µ a = µ(E aa ), a = 1, . . . , m. Consider the Verma module M µ over the Lie algebra gl m . It can be described as the quotient of the algebra U(gl m ) by the left ideal generated by all elements E ab with a < b and the elements E aa − µ a . The elements of gl m act on this quotient by left multiplication. The image of the element 1 ∈ U(gl m ) in this quotient is denoted by 1 µ . Then X · 1 µ = 0 for all X ∈ n ′ , while
Let us now apply the functor (1.8) to the gl m -module V = M µ and the functor (1.16) to the resulting H N -module
We obtain the Y(gl n )-module
By taking the direct sum of these Y(gl n )-modules over N = 0, 1, 2, . . ., we obtain the Y(gl n )-module
Note that E m (M µ ) n is also a module over the Cartan subalgebra h. Using the basis E 11 , . . . , E mm , we identify h with the direct sum of m copies of gl 1 . Consider the Verma modules M µ 1 , . . . , M µ m over gl 1 . By applying Theorem 2.1, we obtain the following result, which can also be derived from [AS, Theorem 3.3 .1].
Corollary 2.4. The bimodule E m (M µ ) n of h and Y(gl n ) is equivalent to the tensor product
We conclude this section by describing the bimodule E z 1 (M t ) over gl 1 and Y(gl n ) for any t, z ∈ C. The Verma module M t over gl 1 is one-dimensional, and the element E 11 ∈ gl 1 acts on M t as the multiplication by t. The vector space of the bimodule E 1 (M t ) is the exterior algebra Λ(C 1 ⊗ C n ) = Λ(C n ), which we identify with G(C 1 ⊗ C n ) = G(C n ). Then E 11 acts on E 1 (M t ) as the differential operator
The action of E 11 on E z 1 (M t ) is the same as on E 1 (M t ). The generator T (s+1) ij , s = 0, 1, 2, . . . , of Y(gl n ) acts on E 1 (M t ) as the differential operator t s x 1i ∂ 1j ; this is what Proposition 1.3 states in the case m = 1. Note that the operator x 1i ∂ 1j describes the action of the element E ij ∈ gl n on G(
Hence the action of the algebra Y(gl n ) on E 1 (M t ) can be obtained from the action of gl n on G(C n ) as the pullback under the homomorphism π n : Y(gl n ) → U(gl n ) and then under the automorphism τ t of Y(gl n ); see definitions (1.11) and (1.12). Hence the action of Y(gl n ) on E z 1 (M t ) can be obtained from the action of gl n on G(C n ) as the pullback under π n and then under the automorphism τ t−z .
Zhelobenko Operators
Consider the group S m as the Weyl group of the reductive Lie algebra gl m . This group acts on the vector space gl m as follows:
This action extends to an action of S m by automorphisms of the associative algebra U(gl m ). The group S m also acts on the vector space h * . Let E * 11 , . . . , E * mm be the basis of h * dual to the basis E 11 , . . . , E mm of h. Then
. If we identify each weight µ ∈ h * with the sequence (µ 1 , . . . , µ m ) of its labels, then
Let ρ ∈ h * be the weight with the sequence (0, −1, . . . , 1−m) of labels. The shifted action of any element σ ∈ S m on h * is defined by the formula
For a, b = 1, . . . , m, put ε ab = E * aa − E * bb . The elements ε ab ∈ h * with a < b and a > b are the positive and negative roots, respectively; ε ab = 0 for a = b. The elements ε c = ε c,c+1 ∈ h * , c = 1, . . . , m − 1, are the simple positive roots. Put
For any a = 1, . . . , m − 1, these three elements of the Lie algebra gl m span a subalgebra isomorphic to the Lie algebra sl 2 . For any gl m -module V and any λ ∈ h * , a vector v ∈ V is said to be of weight λ if Xv = λ(X)v for any X ∈ h. Let V λ ⊂ V be the subspace formed by all vectors of weight λ. Recall that n is the nilpotent subalgebra of gl m spanned by the elements E ab with a > b. In this section, we use the general notion of a Mickelsson algebra introduced in [M1] and developed by Zhelobenko [Z] . Namely, we show how this notion gives rise to a distinguished Y(gl n )-intertwining operator
for any element σ ∈ S m and any weight µ ∈ h * such that
3)
The source and the target vector spaces in (3.2) are nonzero only if all labels of the weight λ − µ are nonnegative integers. Then λ a − λ b / ∈ Z whenever a = b. We have the representation γ : U(gl m ) → GD(C m ⊗ C n ) such that the image γ(E ab ) is the operator (1.23). Note that the group S m acts by automorphisms of the algebra GD(C m ⊗ C n ), so that
The homomorphism γ is S m -equivariant. Let A be the associative algebra generated by the algebras U(gl m ) and GD(C m ⊗ C n ) with the cross relations
for any X ∈ gl m and Y ∈ GD(C m ⊗ C n ). Here the square brackets stand for the commutator in A. The algebra A is isomorphic to the tensor product (0.1) of associative algebras. The isomorphism takes the elements X ∈ gl m and Y ∈ GD(C m ⊗ C n ) of A to the elements
respectively, of (0.1). This isomorphism is S m -equivariant, and the image of the element E ab ∈ gl m under this isomorphism is equal to (1.22). We shall use this isomorphism later on in this paper. Let J ⊂ A be the right ideal generated by the subalgebra n ⊂ gl m , and let Norm(J) ⊂ A be the normalizer of this right ideal, so that Y ∈ Norm(J) if and only if Y J ⊂ J. Then J is a two-sided ideal in Norm(J). Our particular Mickelsson algebra is the quotient R = J\ Norm(J). (3.6)
Remark. Via its isomorphism with (0.1), the associative algebra A acts on the tensor product V ⊗ G(C m ⊗ C n ) for any gl m -module V . The defining embedding of gl m into A corresponds to the diagonal action of the Lie algebra gl m on this tensor product. The Mickelsson algebra R then acts on the space of n-coinvariants of the
Let U(h) be the ring of fractions of U(h) relative to the set
of denominators. The elements of this ring can also be viewed as rational functions on the vector space h * . The elements of U(h) ⊂ U(h) are then treated as polynomial functions. LetĀ be the ring of fractions of A relative to the same set (3.7) of denominators, treated as elements of A using the embedding of h ⊂ gl m in A. The ringĀ is well defined owing to relations in U(gl m ) and A:
for a, b = 1, . . . , m and any H ∈ h. Therefore, the ring A satisfies the Ore condition relative to the subset (3.7). Using left multiplication by elements of U(h), we makē A a U(h)-module.
The ringĀ is also an associative algebra over C. For c = 1, . . . , m − 1, we define a linear map ξ c : A →Ā by setting
] is the operator of adjoint action corresponding to the element F c ∈ A. For any given element Y ∈ A, only finitely many terms in the sum (3.8) are nonzero, and hence the map ξ c is well defined. Definition (3.8) and the following proposition go back to [Z, Sec. 2] . PutJ = U(h)J. ThenJ is a right ideal ofĀ.
Proposition 3.1. For any X ∈ h and Y ∈ A,
This proposition coincides with [KN, Proposition 3 .1], and so we skip the proof. Property (3.9) allows us to define a linear mapξ c :Ā →J\Ā by settinḡ ξ c (XY ) = Zξ c (Y ) +J for any X ∈ U(h) and Y ∈ A, where the element Z ∈ U(h) is defined by Z(µ) = X(µ + ε c ) for any µ ∈ h * , X and Z being treated as rational functions on h * . The action of the group S m on the algebra U(h) extends to an action on U(h), so that (σX)(µ) = X(σ −1 (µ)) for any σ ∈ S m , where the element X ∈ U(h) is treated as a rational function on h * . The action of S m by automorphisms of the algebra A then extends to an action by automorphisms ofĀ. For any c = 1, . . . , m − 1, let σ c ∈ S m be the transposition of c and c + 1. Consider the image σ c (J); this is again a right ideal ofĀ. The following proposition also goes back to [Z] . It coincides with [KN, Proposition 3.2] , and so we skip the proof. for any c = 1, . . . , m − 1 as the compositionξ c σ c applied to elements ofĀ taken moduloJ.
Remark. Note that U(h) ⊂ Norm(J). Let Norm(J) be the ring of fractions of Norm(J) relative to the same set (3.7) of denominators as before. Obviously,J is a two-sided ideal in Norm(J). The quotient rinḡ R =J\Norm(J) bears the same name Mickelsson algebra as the quotient ring (3.6). One can show [KO] that the linear map (3.11) preserves the subspaceR ⊂J\Ā and determines an automorphism of the algebraR. We do not use these two facts, which however underlie our construction of the Y(gl n )-intertwining operator (3.2).
In their present form, the operatorsξ 1 , . . . ,ξ m−1 on the vector spaceJ\Ā were introduced in [KO] . We shall refer to them as Zhelobenko operators. The following proposition states a key property of these operators; for the proof, see [Z, Sec. 6 ].
Proposition 3.3. The operatorsξ 1 , . . . ,ξ m−1 onJ\Ā satisfy the braid relationš
Corollary 3.4. For any reduced decomposition σ = σ c 1 . . . σ c K in the group S m , the compositionξ c 1 . . .ξ c K of operators onJ\Ā is independent of the choice of the decomposition of σ.
Recall that n ′ denotes the nilpotent subalgebra of gl m spanned by the elements E ab with a < b. Let J ′ ⊂ A be the left ideal generated by the subalgebra n ′ ⊂ gl m . PutJ ′ = U(h)J ′ . ThenJ ′ is a left ideal inĀ. Consider the image σ c (J ′ ); this is again a left ideal inĀ.
This proposition coincides with [KN, Proposition 3.5] , and so we again skip the proof. Proposition 3.5 implies that the Zhelobenko operator (3.11) induces a linear mapJ \Ā/J ′ →J\Ā/J ′ for each c = 1, . . . , m − 1. Now take a weight µ ∈ h * satisfying (3.3). We keep assumption (3.3) on µ until the end of this section. Let I µ ⊂ A be the left ideal generated by the elements E ab with a < b, E aa − µ a , and ∂ bk for all possible a, b, and k. Under the isomorphism of A with the tensor product (0.1), the ideal I µ ⊂ A corresponds to the ideal of (0.1) generated by the elements E ab ⊗ 1 with a < b, E aa ⊗ 1 − µ a , and 1 ⊗ ∂ bk for all possible a, b, and k. Indeed, for any a, b = 1, . . . , m the image of the element E ab ∈ A in the algebra (0.1) is the sum (1.22), which is equal to E ab ⊗ 1 plus elements divisible on the right by tensor products of the form 1 ⊗ ∂ bk . But the quotient space of (0.1) with respect to the latter ideal can naturally be identified with the tensor product M µ ⊗ G(C m ⊗ C n ). Using the isomorphism of the algebras A and (0.1), we can also identify the quotient space A/I µ with
Note that µ(H c ) / ∈ Z for any index c = 1, . . . , m − 1 by (3.3). Hence we can define the subspaceĪ µ = U(h)I µ ofĀ. This subspace is also a left ideal of the algebraĀ. The quotient spaceĀ/Ī µ can still be identified with the tensor product
The quotient ofĀ byĪ µ andJ can then be identified with the space of n-coinvariants,J
Consider the left ideal of A generated by the elements ∂ bk , b = 1, . . . , m, k = 1, . . . , n. By definition (3.8), the image of this ideal under the map ξ c is contained in the left ideal ofĀ generated by the same elements. The latter ideal is preserved by the action of the element σ c ∈ S m onĀ. By (3.1),
Property (3.10) and Proposition 3.5 imply that the Zhelobenko operator (3.11) induces a linear mapJ \Ā/Ī µ −→J\Ā/Ī σ c •µ and hence, via the identification (3.12), a linear map
Proposition 3.6. For any s = 0, 1, 2, . . . , the map (3.13) commutes with the action of the generator T (s+1) ij of Y(gl n ) on the source and target vector spaces as the element (1.19).
Proof. Let Y be the element of the algebra A corresponding to the element (1.19) of the algebra (0.1) under the isomorphism of these two algebras. Then Y belongs to the centralizer of the subalgebra U(gl n ) in A. Consequently, the left multiplication by Y inĀ preserves the right idealJ ⊂Ā and commutes with the linear map ξ c :Ā →J\Ā; see definition (3.8). This left multiplication also commutes with the action of σ c ∈ S m onĀ, since Y is S m -invariant. Property (3.9) implies that the restriction of the linear map (3.13) to the subspace of vectors of weight λ is a map
This map will be denoted by I c ; it commutes with the action of Y(gl n ) by Proposition 3.6. By choosing a reduced decomposition σ = σ c 1 · · · σ c K and taking the composition I c 1 · · · I c K of operators, we obtain a Y(gl n )-intertwining operator
n . It does not depend on the choice of the decomposition of σ ∈ S m by Corollary 3.4. This is the operator (3.2) that we intended to exhibit. Here we have identified the exterior algebra Λ(C m ⊗ C n ) with the ring G(C m ⊗ C n ), as we did in Section 1. From now on, we assume that all labels of the weight ν = λ − µ belong to the set {0, 1, . . . , n}; otherwise, both the source and the target modules in (3.2) are zero. Let (ν 1 , . . . , ν m ) be the sequence of these labels. Consider the element
Note that w ν is a highest vector with respect to the action of gl n on G(C m ⊗ C n ); any element E ij ∈ gl n with i < j acts on this vector as zero. The vector w ν is of weight ν with respect to the action of gl m . Then consider
(3.14)
The vector (3.14) is of weight λ with respect to the action of the Lie algebra gl m . Let v λ µ be the image of the vector (3.14) in (M µ 
Proposition 3.7. Under condition (3.3), the vector
(3.15)
Proof. It suffices to prove this for σ = σ c , c = 1, . . . , m−1. Furthermore, it suffices to assume that m = 2 and hence c = 1. In this case, Eq. (3.12) identifies the vector
with the image of the element
in the quotient spaceJ\Ā/Ī µ . According to (3.4), an application of the transposition σ 1 ∈ S 2 to w ν gives
Note that the vector v
is identified with the image of the element
By applying the map ξ 1 to the element w ∈ A, we obtain the sum
of elements ofĀ. In particular,
by the definition of A. If ν 1 ν 2 , then F 1 (w) = 0 andξ 1 (w ν ) = ξ 1 (w) = w, as is required in this case. Now suppose that ν 1 < ν 2 . Set d = ν 2 − ν 1 . Then F s 1 (w) is equal to the sum of elements
over all subsets I s ⊂ {ν 1 + 1, . . . , ν 2 } of cardinality s, where c k = 2 or c k = 1 depending on whether ν 1 + k ∈ I s or not, k = 1, . . . , d. Since the element E 1 ∈ A is a generator of the left ideal I σ 1 •µ , we see that the image of the product E 1 Y in the quotient vector spaceJ\Ā/Ī σ 1 •µ coincides with the image of
for any element Y ∈ GD(C 2 ⊗ C n ). It follows that, for the summand w ′ corresponding to any subset I s , the image of the product E In the sum (3.17), the symbol H 
Therefore, the image of the sum (3.17) inJ\Ā/Ī σ 1 •µ coincides with that of Note that the Y(gl n )-intertwining operator I σ has been defined only for the case in which the weight µ satisfies condition (3.3). We also assume that all labels of the weight ν = λ−µ are nonnegative integers. Recall that the sequence (ρ 1 , . . . , ρ m ) of labels of the weight ρ is (0, −1, . . . , 1 − m). For any z ∈ C and N = 0, 1, . . . , n, let A N z be the Y(gl n )-module obtained from the standard action of U(gl n ) on Λ N (C n ) by pullback under the homomorphism π n : Y(gl n ) → U(gl n ) and then under the automorphism τ z of Y(gl n ); see definitions (1.11) and (1.12). Using Corollary 2.4 and the subsequent remarks, we can replace the source and target modules in (3.2) by equivalent Y(gl n )-modules to obtain an intertwining operator
between two tensor products of Y(gl n )-modules, where
It is well known that if the sequence (µ 1 , . . . , µ m ) satisfies condition (3.3), then the two tensor products are irreducible Y(gl n )-modules equivalent to each other; see [NT1, Theorem 3.4] . Thus the intertwining operator between these two tensor products is unique up to a factor in C. For the operator corresponding to I σ , this factor is determined by Proposition 3.7. Another expression for the intertwining operator (3.18) can be obtained by Cherednik's method [C1] ; e. g., see [NT1, Sec. 2] .
Remark. The product (3.15) in Proposition 3.7 is independent of the choice of a reduced decomposition σ c 1 · · · σ c K of σ ∈ S m . Thus the uniqueness of the intertwining operator (3.18) provides another proof of the independence of the composition I c 1 · · · I c K on the choice of the decomposition of σ, not involving Corollary 3.4.
The Olshanski Homomorphism
Let l be a positive integer. The decomposition C n+l = C n ⊕ C l defines an embedding of the direct sum gl n ⊕ gl l of Lie algebras in gl n+l . As a subalgebra of gl n+l , the direct summand gl n is spanned by the matrix units E ij ∈ gl n+l , i, j = 1, . . . , n. The direct summand gl l is spanned by E ij , i, j = n + 1, . . . , n + l. Let C l be the centralizer of the subalgebra gl l ⊂ gl n+l in U(gl n+l ). Set C 0 = U(gl n ). Proposition 1.3 shows that for any positive integer m one can define a homomorphism
of associative algebras mapping T (s+1) ij to the sum (1.19). The image of (4.1) is contained in the centralizer of the image of gl m in U(gl m ) ⊗ GD(C m ⊗ C n ); see the remark following the proof of Proposition 1.3. In this section, we compare this homomorphism with a homomorphism Y(gl n ) → C l defined by Olshanski [O1] .
Consider the Yangian Y(gl n+l ). The subalgebra of Y(gl n+l ) generated by
ij , . . . , i, j = 1, . . . , n, is isomorphic to Y(gl n ) as an associative algebra; see [MNO, Corollary 1.23 ]. Thus we have a natural embedding Y(gl n ) → Y(gl n+l ), which will be denoted by ι l . Note that ι l is not a Hopf algebra homomorphism. We also have a surjective homomorphism
of associative algebras; see (1.12). The composition π n+l ι l coincides with π n . Further, consider the involutive automorphism ω n+l of the algebra Y(gl n+l ), see definition (2.2). The image of the composition
of homomorphisms belongs to the subalgebra C l ⊂ U(gl n+l ). This image and the center of U(gl n+l ) generate the subalgebra C l . For the proofs of these two assertions, see [O2, Section 2.1]. The Olshanski homomorphism is the composition
(4.2) Set α 0 = π n . Further comments on the family of homomorphisms α 0 , α 1 , α 2 , . . . can be found in [KN, Sec. 4] . As well as in [KN] , in the present article for any l = 0, 1, 2, . . . we use the homomorphism
The last relation follows from definition (4.2) and the relation τ −l ω n = ω n τ l ; see (1.11) and (2.2). The image of any series (1.9) under the homomorphism β l can be expressed in terms of quasideterminants [BK, Lemma 4.2] or quantum minors [BK, Lemma 8.5 ]; see also [NT2, Lemma 1.5] . The reason for considering the homomorphism β l rather than α l will become clear when we state Proposition 4.1; see also [C1, Proposition 2.5] .
Consider the Lie algebra gl m and its Cartan subalgebra h. A weight µ ∈ h * is said to be polynomial if its labels µ 1 , . . . , µ m are nonnegative integers such that
for some nonnegative integer N . Then
In this case, the irreducible gl m -module L µ of highest weight µ is called a polynomial module. Then, by setting µ m+1 = µ m+2 = · · · = 0, we obtain a partition (µ 1 , µ 2 , . . .) of N . This partition will be denoted by µ as well provided there is no confusion with the polynomial weight of gl m . The maximum index a with µ a > 0 is then called the length of the partition and is denoted by ℓ(µ). Note that ℓ(µ) m. Further, let µ * = (µ * 1 , µ * 2 , . . .) be the partition conjugate to the partition µ. By definition, µ * b is equal to the maximum index a such that µ a b. Then µ * 1 = ℓ(µ). Let λ and µ two polynomial weights of gl m such that
By using the corresponding partitions, we can also treat λ * and µ * as polynomial weights of the Lie algebras gl n+l and gl l , respectively. Let L ′ λ and L ′ µ be the corresponding irreducible highest weight modules over gl n+l and gl l .
Using the action of the Lie algebra gl l on L ′ λ via its embedding in gl n+l as the second direct summand of the subalgebra gl n ⊕ gl l ⊂ gl n+l , consider the vector space
(4.4)
The subalgebra C l ⊂ U(gl n+l ) acts on this vector space via the action of U(gl n+l ) on L ′ λ . Moreover, the action of C l on (4.4) is irreducible [D, Theorem 9.1.12] . Hence the following identifications of C l -modules are unique up to rescaling of the vector spaces:
We have used the classical identifications
of modules over the Lie algebras gl n+l and gl m , respectively; e. g., see [H2, Sec. 4.1] . We also use the decomposition
By pullback under the homomorphism β l : Y(gl n ) → C l , the vector space (4.5) becomes a module over the Yangian Y(gl n ). On the other hand, the target vector space L µ ⊗ Λ(C m ⊗ C n ) in (4.5) coincides with the vector space of the bimodule E m (L µ ) over gl m and Y(gl n ); see the beginning of Section 2. With this bimodule structure, the vector space (4.5) becomes another module over Y(gl n ). But the following proposition shows that these two Y(gl n )-modules are the same. This proposition also makes [A, Remark 12 ] more precise. We give a straightforward proof of this proposition; another proof can be obtained by using [BK, Lemma 4.2] .
Proposition 4.1. The action of the algebra Y(gl n ) on the vector space (4.5) via the homomorphism β l coincides with the action inherited from the bimodule E m (L µ ).
Proof. Consider the action of subalgebra C l ⊂ U(gl n+l ) on Λ(C m ⊗ C n+l ). The Yangian Y(gl n ) acts on this vector space via the homomorphism β l : Y(gl n ) → C l . We identify this vector space with G(C m ⊗C n+l ), as before. Using the decomposition
we shall show that for any s = 0, 1, 2, . . . and i, j = 1, . . . , n the generator T (s+1) ij of the Yangian Y(gl n ) acts on the vector space (4.6) as the element (1.19) of the algebra U(gl m ) ⊗ GD(C m ⊗ C n ). Proposition 4.1 will thus follow from Proposition 1.3. For any i, j = 1, . . . , n + l, the element E ij ∈ U(gl n+l ) acts on G(C m ⊗ C n+l ) as the differential operator m c=1 x ci ∂ cj .
Consider the (n + l) × (n + l) matrix whose (i, j)th entry is
We write this matrix and its inverse as block matrices via the homomorphism β l : Y(gl n ) → C l can now be described by assigning the (i, j)th entry of the matrix A −1 to the series T ij (u), i, j = 1, . . . , n. Consider the (n + l) × m matrix whose (i, c)th entry is the operator of left multiplication by x ci in G(C m ⊗ C n+l ). We write this matrix as
where the blocks P andP are n × m and l × m matrices, respectively. Consider the m × (n + l) matrix whose (c, j)th entry is the operator ∂ cj . We write it as QQ where the blocks Q andQ are m × n and m × l matrices, respectively. Then Note that the latter sum over k = 1, . . . , l corresponds to the action of the element E ba ∈ U(gl m ) on the first tensor factor in the decomposition (4.6). Let Y ab (u) be the (a, b)th entry of the inverse of u − l +QP . The (i, j)th entry of the matrix (4.7) can then be written as the sum
Y ab (u)x ai ∂ bj .
We complete the proof by using the observation made at the end of Section 1.
Note that our proof of Proposition 4.1 remains valid for l = 0. In this case, we assume that gl l = {0}. For any positive integer l, consider the homomorphism U(gl m ) → GD(C m ⊗ C l ) corresponding to the action of gl m on the first tensor factor in the decomposition (4.6). The kernels of all these homomorphisms for l = 1, 2, . . . have the zero intersection. Thus, independently of Proposition 1.3, our proof of Proposition 4.1 shows that for any positive integer m one can define a homomorphism of associative algebras (4.1) mapping T (s+1) ij to the sum (1.19). Further, for any given polynomial weights λ and µ of gl m there exists an integer l large enough to satisfy (4.3). Then the algebra C l acts on the vector space (4.5) irreducibly, while the central elements of U(gl n+l ) act on (4.5) via multiplication by scalars. Hence Proposition 4.1 has the following corollary; cf. [A, Theorem 10] .
Corollary 4.2. The action of the algebra Y(gl n ) on the vector space (4.5) inherited from the bimodule E m (L µ ) is irreducible for any polynomial weights λ and µ of gl m .
It is well known that the vector space (4.4) is nonzero if and only if 0 λ a − µ a n for every a = 1, . . . , m.
(4.8)
Hence the space (4.5) is also nonzero if and only if inequalities (4.8) hold. For further details on irreducible representations of the Yangian Y(gl n ) of the form (4.4), e. g., see [M, Sec. 4] and [NT2, Sec. 2] .
