Abstract In this paper, we consider the classical problem of utility maximization in a financial market allowing jumps. Assuming that the constraint set is a compact set, rather than a convex one, we use a dynamic method from which we derive a specific BSDE. This being done, we aim at showing existence and uniqueness results for the introduced BSDE. This allows us finally to give an "explicit" expression of the value function and characterize optimal strategies for our problem.
Introduction
Let (Ω, F, P) be a probability space carrying two independent stochastic processes, more precisely a standard one dimensional Brownian motion and a Poisson point process, and let us consider the filtration F generated by these two independent processes, which satisfies the "usual hypotheses" (for this notion, we refer to [15] ) of right continuity and completeness. The resulting filtered probability space is called Wiener-Poisson space. On this space, we consider a financial market consisting in a one dimensional risky asset, whose (discounted) price process follows a Stochastic Differential Equation (SDE) with jumps given by dSs = Ss− " bsds + σsdWs + Z R * βs(x)Ñp(ds, dx)
In this paper, we are interested in the following utility maximization problem with portfolio constraints, which consists in finding the value process V at time 0, whose expression is given by
where X π stands for the wealth process (associated to the strategy π), F stands for the contingent claim, and Uα (defined by Uα(x) = − exp(−αx)) is the exponential utility function. Finally, the set A corresponds to the set of admissible strategies (it is a subset of the constraint set C, where all strategies have to take their values and which is assumed to be compact but not necessarily convex).
This problem is a very classical one in Finance and we would like to point out that, as opposed to most of the papers dealing with the same problem, (among them we can cite [5] or [16] ), we cannot rely on duality results, since we do not impose the constraint set to be convex. Our idea is to follow and adapt the same dynamic method as the one in [7] , where the authors derive a specific BSDE by working in a Brownian setting. Our main contribution in this study is to obtain new theoretical results for the BSDE derived from this dynamic method and for this, we have to handle both the presence of jumps and the presence of a quadratic term. To this end, we apply the method introduced in the Brownian setting in [9] (to handle the quadratic growth). We stress also that our framework is related to the work of Becherer in the recent paper [2] , in which the author deals already with BSDEs with jumps but, in his paper, the process β (β has been defined in (1) ) is such that β ≡ 0 and no constraints on the portfolio are imposed. In the present paper, we have a more general framework but, as a counterpart, we obtain less general results, since we need the explicit expression of the generator to establish our existence result.
The rest of the paper is structured as follows: in Section 2, we describe the market model by giving some preliminary remarks, specifying useful notations and natural assumptions, in order to introduce the utility maximization problem we are interested in. In Section 3, we focus on the theoretical results about the specific BSDE introduced before. Then in Section 4, we go back to our problem in Finance by applying the results established in Section 3. Long proofs are relegated to the last section.
2 The model and preliminaries
The market model
In this part, we begin by a description of the framework of our study. Let (Ω, F, P) be a probability space carrying two independent stochastic processes • A standard one dimensional Brownian motion W =(Wt) t∈[0,T ] .
• A Poisson point process p defined on [0, T ] × R * and the related random measure Np(ds, dx) which is in particular integer-valued and such that its compensator has the following formNp(ds, dx) = n(dx)ds, where n(dx) (which will be denoted by n in the sequel) is assumed to be a finite measure. The measure n is called intensity measure of the point process.
Throughout this paper, for any real z, the notation |z| stands for the Euclidean norm in R, T is a fixed (and deterministic) time and all processes are assumed to be defined on [0, T ]. Let us then introduce the functional | · |α which will be of great use later
gα(u(x))n(dx).
Referring to [8] , chapter 2, we recall that the compensatorNp is the unique predictable measure such thatÑ p (ds, dx) = Np(ds, dx) −Np(ds, dx), is a martingale measure. Let us denote by F the natural filtration generated by these two processes and completed by N , which consists in all the null events of F: in the sequel, all processes will have to be adapted to F and we point out here that this filtered probability space has the weak representation property for martingales, i.e., all square integrable martingales K of the filtration F can be written under the form
where Z and U are predictable processes taking their respective values in R and L 2 (n(dx)) and where the notations Z · W and U ·Ñp stand for the respective stochastic integrals w.r.t. W andÑp. We point out that, in this context, almost all simple paths of the martingales of F have a RCLL version (RCLL stands for Right Continuous with Left Limits). To define completely our financial market, let us now introduce a new process S, which represents the discounted price of one risky asset (for simplicity of exposition but without loss of generality, we restrict ourselves in our study to a one dimensional process S and a one dimensional Brownian motion). We recall that in general the stock price process is a semimartingale and we assume here that it satisfies the following SDE with jumps (already given by (1) in the introduction)
All processes b, σ and β are assumed to be bounded and predictable. Then, provided that σ = 0, we can define θ as follows θs = σ −1 s bs (P-a.s. and for all s). This process θ, supposed to be bounded, is called market price of risk process and the associated measure P θ given by dP
is called risk-neutral measure (i.e. under P θ , the price process S is a local martingale). We should note that this boundedness condition can be relaxed by assuming only that θ is in the space BMO(W ) (this notion is introduced at the end of this section) but this brings more technicalities we will avoid here for ease of exposition. The boundedness of the processes β, σ and θ ensures both existence and uniqueness results to the SDE given by (1). 
In the previous definition, let us recall that the real πt corresponds to the amount of money invested in the risky asset at time t. We assume, besides, that all strategies π take their values in a compact set C, which contains 0 (C ⊂ R) and that, analogously to [7] , this set is closed but not necessarily convex. Let us mention that the compactness of C implies automatically that the process X π is square integrable. Furthermore, due to both the specific form of our price process S given by (1) and the constraint condition in the model, not all contingent claims are attainable in the sense that there does not necessarily exist a strategy π satisfying X π T = H, for any FT -measurable random variable H and hence, we are facing an incomplete market. The incompleteness of the market is a justification of the introduction of another approach of the hedging problem, which consists in studying the utility maximization problem. Before describing the problem we will be interested in, let us recall some classical assumptions on the model. Thanks to the assumption of boundedness of the market price of risk process θ, the no arbitrage condition is satisfied (for this notion, see [4] ): in fact, this technical condition ensures that the risk-neutral measure P θ is a martingale measure for our price process S. Let us now precise the specific notion of admissibility in our context: Lemma 1 In our context of a compact constraint set C, the set A of admissible strategies consists of all one dimensional and predictable processes π taking their values in C. In particular, all these processes π satisfy the following condition:
, τ stopping time of (Ft)} is a uniformly integrable family.
Before proceeding with the proof of this lemma, we need to introduce some theoretical tools. To this end, let us now recall the notion of BMO martingale: M is a BMO martingale if there exists a constant c, c > 0, such that, for all F-stopping time τ ,
where ∆Mτ stands for the jump at time τ of the process M and M corresponds to the unique predictable process s.t. M 2 − M is a local martingale (under P). In this paper, we will also make use of the notation E Ft for the conditional expectation w.r.t. the σ-field Ft and of the notation esssup Ω A, which corresponds to the unique real M satisfying
this for an arbitrary bounded real random variable A. For a given martingale M , the predictable process U is said to be in BMO(M ) if the stochastic integral U · M is a BMO martingale. Let us recall the formula (of Doleans-Dade) for the stochastic exponential E (M ) of M , M being a martingale (eventually discontinuous but with RCLL paths). The stochastic exponential E (M ) is the unique solution to the following SDE
and it is well known that we have
(exp(−∆Ms)(1 + ∆Ms)).
We give hereafter Kazamaki's criterion, which provides us with a sufficient condition for the uniform integrability of the stochastic exponential E (M ) of M .
Lemma 2 (Kazamaki's criterion, [13] ) Let δ be such that 0 < δ < ∞ and M a BMO martingale satisfying ∆Mt ≥ −1 + δ, P-almost surely and for all t, then E (M ) is a uniformly integrable martingale.
Proof of Lemma 1
Before proceeding with the proof, let us just point out that the condition of uniform integrability given by (4) corresponds to the one given by the authors in [7] , where they consider the problem in a Brownian setting. We stress the fact that the usual admissibility condition consists in assuming that the wealth process X π should be bounded from below (uniformly in π). We will see later in Section 4, when dealing with the application in Finance, the justification of this rather strong condition. Let us now show that, for any π taking its values in C, the process (e −αX π t ) t∈[0,T ] is uniformly integrable. Remembering the expression of X π given by (3) and the definition of θ, we can write dX
Then, applying a generalized Itô formula (a reference for this formula can be found in Theorem 5.1, Chapter 2 in [8] ) to U = e −αX π , we claim that
Remembering the definition of the stochastic exponential E (M ) of M , it implies that the process U can be rewritten under the following product form Ut = U0Et(
where the processĀ π is defined bȳ
and hence,Ā π is a bounded process (thanks to the assumptions of boundedness of the parameters of the SDE (1), the finiteness of the measure n and the compactness of the constraint set C). Besides, the uniform integrability of the stochastic exponential appearing in (5) is an easy consequence of Lemma 2. It results from this decomposition that the process U is uniformly integrable.
Preliminaries
Let us begin by introducing the following specific spaces
where P denotes the σ-field of all predictable sets of [0, T ] × Ω and B(R * ) the Borel field of R * .
Having introduced these specific spaces, let us precise the notion of BSDEs with jumps. A solution of a BSDE with jumps, which is perfectly characterized by its terminal condition and its generator, is a triple of processes (Y , Z, U ) defined on the space
|f (s, Ys, Zs, Us)|ds is almost surely finite and satisfying the following equation
Throughout all this paper, we are interested in the study of a specific BSDE whose terminal condition YT coincide with the contingent claim F , which is a FT -measurable random variable assumed here to be bounded, and whose generator f is independent of y (which is, in particular, the case in our application). Besides, we will make use of the following notation ZsdWs for the differential form of the stochastic integral of Z w.r.t. W . We point out here that, for any solution of the BSDE (6), the processes Z and U have to be predictable. We recall that classical solutions of BSDEs with jumps are usually defined on
, S 2 being equipped with the following norm:
(when speaking of classical results, we refer to [1] or [11] ). Later in this paper and in our application in finance, these results cannot be applied directly, since we are interested in a BSDE whose generator does not satisfy the usual conditions (since it is not Lipschitz). Therefore, it will require the application of Kazamaki's criterion (stated in Lemma 2).
The maximization problem

The dynamic method
In the problem (2) stated in the introduction, we are interested in the expected value of the exponential utility of the portfolio. We point out that, in the case of the exponential utility, as opposed to the logarithmic or power utility cases, there is no need to assume that the portfolio take nonnegative values. Following the method in [7] , we aim at constructing a family of processes (R π )π∈A such that
(iii) R π is a supermartingale for each π ∈ A and there exists π * ∈ A such that R π * is a martingale.
In this part, let us just explain the dynamic method by doing some formal computations (the complete proof of the fact that the family R π satisfies all assertions (i), (ii) and (iii) will be given in Section 4, when going back to the financial problem after the theoretical study). In a first step, we proceed by setting for all t, R
where Y (or more exactly (Y , Z, U )) is solution of a BSDE with jumps of the form (6), whose terminal condition is F and whose generator f is to be determined. To this end, let us apply Itô's formula to R π (for any strategy π) and derive from it a sufficient condition so that (iii) is satisfied (we refer to Theorem 5.1, Chapter 2 in [8] ). Applying this formula, it gives us
Satisfying an equation of the following form dZ = Z−dM + ZdA, the process R π can be rewritten, for all t, under the following product form
, whereM stands for the stochastic exponential of the local martingale M which is given by
and where M 1 , M 2 , respectively, stands for the continuous part of M , the discontinuous part, respectively. Assertion (iii) holds true provided that, for all π, the process R π satisfies the following sufficient condition:
From this condition, it results directly that we have to check the following condition of positiveness
and this inequality holds true when defining the function f as follows
Let just remark here that the expression of f is well defined, provided that: u ∈ L 2 ∩ L ∞ and z ∈ R: the previous assumption about u ensures that |u − πβ|α is finite for any π ∈ A, remembering the boundedness of β and π (π taking its values in the compact set C).
The two main objectives
Let just give here the two main results of this study. Using this dynamic method, we are given the terminal condition F and the generator f : these two parameters characterize a specific BSDE and, provided there exists at least one solution of this BSDE, the expression of the value function V (x) is given by the following expression
where Y0 is constant. Then, the second result we are going to establish is the existence of an optimal strategy π * , which is admissible in the sense of Lemma 1 and characterized by
where Z and U are the processes associated to the unique solution (Y , Z, U ) of the BSDE (6) given by (f , F ).
3 The quadratic BSDE with jumps
Main theoretical assumptions
In this section, we consider the Wiener-Poisson space introduced in Section 1 and we study the existence and uniqueness of BSDE of the form (6) with the parameters (f , F ). Let us recall here that F is a bounded FT -measurable random variable and the generator f is given by (7) . In the sequel, a solution of such a BSDE is a triple (Y, Z, U ) defined on the product space
|f (s, Zs, Us)|ds is almost surely finite and (6) is satisfied. We point out that, to establish the existence and uniqueness results, we will intensively rely on the fact that we have an explicit expression of the generator. Before stating the results, let us state the conditions satisfied by our generator.
Lemma 3 The generator f is given by the expression (7) we recall hereafter
and it satisfies the following two conditions (H1) and (H2)
Let us begin here by giving a few comments on each conditions:
1. The generic condition (H1) gives us a control of the growth of our generator f . Let us point out that, provided this condition is satisfied by an arbitrary measurable function g, then we are able to give precise a priori estimates for any solution of the BSDE given by (g, F ). Considering the upper bound, we see that our specific generator f is controlled by a quadratic term in z and by the functional | · |K in u: in our theoretical study, the convexity and the positiveness of these functionals of z and u are the two essential properties. Furthermore, these two functionals in z and u are respectively equivalent to z → |z| 2 and to u → |u|K . One essential remark is that, as soon as u is a bounded function, the functional |u|K will be equivalent to
which is the square of the Hilbert norm in L 2 (n) and hence, enjoys the same properties (homogeneity and convexity) as z → |z| 2 .
2. The condition (H2) provides us with precise controls of the increments in the variables z and u of the generator f . Since our generator does not satisfy the usual Lipschitz conditions, we cannot rely on the classical results to obtain a comparison result (and as a byproduct a uniqueness result): this entails that we have to impose more restrictive condition on the increments. Besides, we point out that the essential notion is the one of BMO martingale, which will allow us to use Girsanov's theorem (analogously as in [7] ).
Proof of Lemma 3
To begin, let us see why the generator given by the expression (7) satisfies both conditions (H1) and (H2). Firstly, we claim that
when assuming, without loss of generality, that 0 is in C, we obtain the upper bound, as π ≡ 0 is therefore in A. Then, using the positiveness of the functionals of z and u, we obtain the lower bound. Setting B := θ (and D := ) and since θ is assumed to be bounded, the BMO property of B is trivially satisfied.
To specify the parameters given in (H2), it remains to have a look on the increments of the generator. Firstly, thanks to the expression given by (7), the condition about the increments in z is trivially satisfied with the process κ being equal to θ, which is assumed to be bounded and hence, in BMO(W ). Then, to handle precisely the increments in u, let us then introduce the following notation
Writing first the integral formulation of the increments of gα between the real numbers (u − πβ)(x) and (u ′ − πβ)(x), we obtain
where we have first used the following integral expression of the increments in u
and then, the two following simple assertions and
to claim finally that the process γ := (γs(u, u ′ )) is given by the following explicit expression
From this expression, remembering the compactness of C and assuming that both processes
, the following condition on the process γ given by (H2) is automatically checked, i.e.
To conclude, let us just mention here that the condition on the increments in u entails immediately the local Lipschitz property w.r.t. the variable u.
Theoretical results
Let us now state the results of uniqueness and existence to BSDE (6) with parameters (f , F ).
Theorem 1 (Uniqueness) f given by (7) and the terminal condition F being bounded, the BSDE of the form (6) 
Theorem 2 (Existence) f given by (7) and the terminal condition F being bounded, there exists at least one solution of the BSDE (6) 
A priori estimates
In this part, we are going to establish a priori estimates for any solution of BSDE (6) with a generator g satisfying (H1) and a bounded terminal condition F . by (g, F ) and for any F-stopping time τ , we have the following estimates (holding true P-a.s.)
Lemma 4 Under the previous assumptions about the generator g and the terminal con
- dition F , for any solution (Y , Z, U ) in S ∞ × L 2 (W ) × L 2 (Ñp) of the BSDE (6) given(i) (a) ∃ C1, C2 > 0, ∀t, C1 ≤ Yt ≤ C2, (b) |Us| L ∞ (n) ≤ 2|Y |S∞ , and ∀s, |Us| 2 L 2 (n) ≤ 4n(R * )|Y | 2 S ∞ , (ii) ∃ C3, E Fτ ( Z T τ |Zs| 2 ds + Z T τ Z R * |Us| 2 n(dx)ds) ≤ C3.
Remark 1
Before proceeding with the proof of the two main assertions (i.e. (i)(a) and (ii)), let us give a few comments and conclude to (i)(b) (assuming (i)(a)): one first remark is that both assertions (i) and (ii) rely greatly on the quantitative estimates of the norm of Y in S ∞ . Besides, the inequality (ii) gives us the controls of the BMO norms of the following two stochastic integrals:
ZsdWs and
To derive the essential property of boundedness of all functionals |u|K and of the Hilbert norm in L 2 (n), let just give here the proof of assertion (i) (b) which is similar as in [2] . To justify this assertion, let us denote by |Us| the norm in L ∞ (n(dx)) of the function x → Us(x), when it is well defined. Relying on the following explicit expression for the jumps of the semimartingale Y wich satisfies (6) 
then, for any solution of the BSDE (6) with parameters (g, F ) such that |Y |S∞ ≤ K, we obtain that: |Us| ≤ 2K, P-a.s. and for all s. As a consequence of the finiteness of n and of the Cauchy-Schwarz inequality, we obtain the control of the square of the Hilbert norm in L 2 (n) given in assertion (i) (b) and it results easily that
To conclude this remark, let us note that there exists a new constant CK depending only on the estimates of Y in S ∞ such that 1 CK
This equivalence result (between the functional | · |K and the square of the Hilbert norm in L 2 (n(dx))) will be useful to prove the result of Lemma 5 called "monotone stability" result inspired by the work (in the Brownian setting) of Kobylanski in [9] (for the proof of this Lemma, we refer to the last section of this paper).
Proof of Lemma 4
To establish (i), let us assume that we are given a solution of BSDE (6) Let us mention briefly here that, to be more rigorous, we should apply the standard procedure of localization, i.e we should proceed first by setting the following sequence of stopping times
and then by taking the conditional expectation w.r.t. Ft, before passing to the limit as m goes to ∞. Hence and without loss of generality, let us just take the conditional expectation w.r.t. Ft in Itô's formula applied to e αY and use the upper bound in (H1) to obtain
Since E Ft (e αF ) ≤ e α|F |∞ , the right-hand side in (i) holds true with C2 = |F |∞. To obtain the left-hand side, let us now use the lower bound in (H1)
Let us then define a new probability measure P B by setting
BsdWs) is a uniformly integrable martingale, thanks to the fact that B · W is a BMO martingale. Hence, P B is an equivalent probability measure under which the process
Budu, is again a standard Brownian motion. Rewriting Itô's formula, we obtain
Us(x)Ñp(ds, dx).
SettingP = P
B and taking the conditional expectation w.r.t. Ft (we noteẼ the expectation under the probability measureP), we obtain, remembering the control of D in
This lower bound holds true P-a.s., because of the equivalence ofP and P and finally the assertion (i) is satisfied with the constant C1 given by
Before justifying (ii), we point out that a main difference with other results about a priori estimates for quadratic BSDEs (established in the Brownian setting in [3] or in a more general continuous framework in [10] ) is the disymmetry between the upper and lower bounds of the generator f satisfying (H1). This entails that we cannot obtain directly the lower bound of Y by considering the BSDE satisfied by −Y . The essential point is that the functional u → |u|K is not symmetric (in the sense that | − u|K = |u|K ).
To prove (ii), let us apply Itô's formula to the process (Y − C2) 2 (C2 being the upper bound in (i)). Writing it in the integral form between an arbitrary stopping time τ and T and taking then the conditional expectation w.r.t. Fτ , it follows that
Using both (H1) and the classical relation ab ≤
where the process B2 is controlled in particular by both the constant C2 and the processes |D| and |B| 2 (B and D are given in (H1)). Remembering that B is in BMO(W ), it has moments of any orders (in particular, |B| 2 ∈ L 1 (ds ⊗ dP)). From simple computations, it follows that there exists a constant C3 such that (ii) is satisfied and besides, when taking τ ≡ 0, we obtain the boundedness of Z · W and U ·Ñp in their natural Hilbert spaces.
Uniqueness
Proof of Theorem 1
Let just mention that the main idea of the following proof is to proceed by linearization and to justify properly the application of Girsanov's theorem (as in [7] ). Let (Y 1 , Z 1 , U 1 ) and (Y 2 , Z 2 , U 2 ) be two solutions of the BSDE with jumps given by (f , F ) and P > 0 such that |Y i |S∞ ≤ P (this last constant is given by (i) in Lemma 4), and let us introduceŶ ,Ẑ andÛ as followŝ
Let τ be an arbitrary F-stopping time. Then, applying Itô's formula between t ∧ τ and τ , it followŝ
Since the generator does not satisfy the usual conditions (it is not Lipschitz neither in z nor in u), we need the following controls resulting from (H2) on the increments of the generator f
where the process λ satisfies the following condition
and the process γ is the one already introduced in (H2). In particular and thanks to the a priori estimates (i)(b) given in Lemma 4, we obtain that
i |S∞ ≤ 2P, and hence, it implies that
s ) ≤C2P , P-a.s. and for all s.
Besides, the BMO property of λ · W results from the assumption on κ given by (H2) and the BMO property of R .
0
Z i dWs, which holds true for i = 1, 2 and which is given by (ii) in Lemma 4. Defining M 1 and M 2 as follows
and setting dQ = E (M 1 + M 2 )dP, it results from a simple application of Kazamaki's criterion that E (M 1 + M 2 ) is a uniformly integrable martingale and hence, Q is an equivalent probability measure. Now, thanks to Girsanov's theorem, we obtain, by setting as usual
is a local martingale under Q. Noting (τ n ) a sequence of stopping time such that Mt∧τn is a martingale, it followŝ
By taking the conditional expectation w.r.t. Ft∧τn under Q, we obtain
and by letting n tends to ∞, we can conclude by using Lebesgue's dominated convergence theorem. In fact, since it is easy to construct the sequence (τ n ) such that it satisfies
we have thatŶτn converges a.s. toŶT (withŶT = 0) and sinceŶ is bounded in S ∞ , we finally obtain:Ŷt ≤ 0, Q-a.s. and P-a.s., because of the equivalence of P and Q. Thanks to the symmetry of this problem, we can conclude thatŶ = 0.
Existence
To prove the existence for the BSDE (6) given by (f , F ), with the expression of f given by (7), we proceed hereafter with the three following steps. Let us just mention here that, since the proof is constructive, we need an explicit form of the generator, which satisfies in particular the conditions (H1) and (H2) stated in Lemma 3.
Step 1: Approximation by a truncation argument
In this step, our aim is to define a sequence of BSDEs given by (f m , F ) such that there exists a unique solution (
with the sequence (Y m ) uniformly bounded in S ∞ and increasing and such that this solution converges to a solution of BSDE (6) given by the parameters (f , F ). To this end, we are going to construct explicitely an increasing sequence (f m ) of generators which satisfies some conditions of regularity and the assumption (H1) with the same parameters as f . Let this sequence be defined for all m, m ≥ M as follows
where M is given by M := 2(|C1| + |C2|) (C1 and C2 are the constants given in (i) by Lemma 4) , and where the truncation function (ρm) (assumed to be at least continuously differentiable) is such that it satisfies: (i) The sequence (ρm) is increasing with respect to m.
(ii) ρm(x) = 1, if |x| ≤ m, and ρm(x) = 0, if |x| ≥ m + 1. This being set, we are going to list and check successively the properties of each generator of the sequence (f m ), which will be useful, on the one hand, to establish existence and uniqueness results for the BSDEs given by (f m , F ) (for these classical results, we refer to [12] ) and, on the other hand, to ensure the passage to the limit, as m goes to ∞. Let us now state and justify all these properties:
1. Each generator f m has the following Lipschitz property, for any m ≥ M ,
Let us just mention that, to handle the increments in u, we proceed analogously as in Section 3.1, where we deal with the increments of the generator f . The Lipschitz property with respect to z results simply from the truncation. 2. For each f m , the monotonicity assumption (Hcomp) (and the associated condition (Aγ)) holds true (for more details on these assumptions, we refer the reader either to Theorem 8.5.3 in the PhD thesis [11] or to Theorem 2.5 in the recent paper [12] ). Both the assumption (Hcomp) and the condition (Aγ ) given in [12] result from the expression of the increments in u and they are satisfied by each f m with the parameter γ m (γ m is associated with those conditions) which is given for all m by γ m := γ. Hence, a comparison result holds true for the sequences of BSDEs given by the parameters (f m , F ).
3. Besides, we can easily prove the following uniform control
and this condition holds true with Bm = D (where D is the bounded process given by (H1)).
4. The sequence (f m ) of generators is increasing and converges to f in the following sense: for any s,
The pointwise convergence holds true, because the sequence is obtained by truncation of regular functionals of z and u. The first assumption about the sequence (f m ) results simply from the increasing property of (ρm) and from the positiveness of the square functional involving the variable z.
Step 2: Useful properties of this approximation
Referring here to classical results about BSDEs with jumps, we obtain existence and ) is bounded for all m by a constant, which depends a priori on m.
Having a solution in the right space, • The sequences (Z m · W ) and (U m ·Ñp) are uniformly bounded in their respective Hilbert spaces.
Recalling now the expression (9) of the jumps of a semimartingale satisfying a BSDE with jumps of the form (6), we can rewrite it in the case of the BSDEs given by (f m , F )
s and for all s, and analogously as in (10) obtained for solutions of the BSDE with parameters (f , F ), we obtain, for all K, the existence of CK , CK > 0, such that all processes of the sequence (U m ) satisfies the following equivalence result
Finally, let us now justify the existence of three processesỸ ,Z andŨ , which are the respective limits in a specific sense of the sequences (Y m ), (Z m ) and (U m ). Using the comparison result for BSDE with jumps given by [12] , we are able to claim that (Y m ) is an increasing sequence and hence, we can defineỸ as follows Ys = lim ր (Y m s ), P-a.s. and for all s, and besides, since (Z m ) and (U m ) are uniformly bounded in their respective BMO spaces and, in particular, in the Hilbert spaces L 2 (W ) and L 2 (Ñp), we can extract from both sequences converging subsequences in the weak sense. Hence, let us denote byZ andŨ the weak limits of these two sequences of processes.
Step 3: Strong convergence of the approximation
In this last step, we are willing to prove the convergence of the solution (Y m , Z m , U m ) to a solution of BSDE (6) . To this end, we have to justify the passage to the limit when m goes to ∞ in the following equations
One essential step to achieve it is to establish the following result called "monotone stability" result (result adapted from [9] ). 
Besides, the triple (Ỹ ,Z,Ũ ) is a solution of the BSDE (6) given by (f , F ).
Proof of Lemma 5
To prove the first point denoted by (1), let us write the following decomposition
.
As a direct consequence of the continuity of the generator f (whose expression is given by (7)) with respect to its variables z and u , the quantity (II) converges to zero. It remains only to show why (I) converges almost surely to zero. In fact, thanks to the boundedness of both sequences (u m ) and (z m ) and for m large enough, f and f m coincide and hence, the quantity (I) is equal to zero, which allows us to conclude.
Let us now focus on the second point of this lemma. Before proceeding with the proof of the essential and difficult result, which consists in establishing the strong convergence in their respective Hilbert spaces of (Z m ) and (U m ), let us explain how to conclude for the existence of a solution of the BSDE (6) with parameters (f , F ). To identify the triple (Ỹ ,Z,Ũ ) as a solution of the BSDE (6), we have to prove the following three assertions (i)
where (Z m ) and (U m ) are the two last components of the solutions of the BSDEs given by (f m , F ). Let us already point out here that we are going to establish all these results of convergence without having to take a subsequence. In a first step, we recall thatZ andŨ are the weak limits along a subsequence and hence, the assertions (i) and (ii) correspond to the strong convergence (achieved along the subsequences where the weak convergence holds true), respectively, in L 2 (W ) for (i) and, in L 2 (Ñp(dx, ds)) for (ii) (the proof of the strong convergence of these sequences, which is rather long and technical, is established in the appendix). To prove (iii), let us now justify that the convergence holds true in L 1 (ds ⊗ dP). Let us note here that, from (i) and (ii), we obtain (always along a subsequence) the convergence in ds ⊗ dP-measure of (Z m ) and (U m ). From this remark and from assertion (1) 
where the last constant results from the boundedness of the sequence (|U m |α). Since the strong convergence in L 1 (ds ⊗ dP) of the sequence (|Z m −Z| 2 ) implies its uniform integrability, the result follows and finally, we can conclude that (iii) is satisfied. This allows us to conclude that the triple (Ỹ ,Z,Ũ ) satisfies
Remembering the definition ofỸ as the upper limit of (Y m ) and, from its unique canonical decomposition given by (12), we deduce the uniqueness (up to indistinguishability) of the processesZ andŨ . Hence, since any converging subsequences of (Z m ) and (U m ) converge to the processesZ andŨ defined by the unique decomposition ofỸ , it implies that the convergence of (Z m ) and (U m ) holds true (without having to take a subsequence). To prove the convergence stated in (2) in Lemma 5, let us write here the equation satisfied
Then, taking the supremum on t, t ∈ [0, T ], and the expectation, we claim that
Thanks to the convergence in L 1 (ds⊗dP) of the first term and the use of Doob's inequalities for the two last terms (involving square integrable martingales), we conclude easily that:
Application in Finance 4.1 The utility maximization problem
In this part, using the same notations as in Section 2.3, we turn back again to the problem (2), which consists in finding an explicit expression of the value function V given by
Let us state hereafter the result we are willing to prove:
The expression of the value function V is given by
where Y0 represents the initial data of the solution (Y, Z, U ) to the BSDE (6) given by the parameters (f , F ), and whose generator f is defined as follows
Moreover, there exists π * ∈ A satisfying (8) and such that:
Proof of theorem 3
In a first step and to check the validity of the expression of the value function V , we need to justify the formal computations of Section 2.3, which have allowed us to derive the expression of the generator of the BSDE (for which we have established theoretical results in Section 3). To this end, we are willing to prove that, for any strategy π (π ∈ A), the process R π is a supermartingale. Let us recall that we have derived from Itô's formula in Section 2.3 the following product form for the process R
whereM is the following stochastic exponential
and where A π is given by
Being a stochastic exponential,M π is a local martingale for any π, ande hence there exists a sequence of stopping times (τ n ) converging to T such thatM π .∧τ n is a martingale. Recalling that e A π is non decreasing and R0 is non positive, we can claim, on the one hand, that R π .∧τ n satisfies the following relation
On the other hand, remembering here the definition of the process R π given by
we use both the uniform integrability of e −αX π (resulting from Lemma 1) and the boundedness of the process Y to obtain the uniform integrability of the sequence (R π .∧τ n )n. As a consequence, the passage to the limit (when n goes to ∞) in (14) is justified and hence, it implies that, for all A ∈ Fs, E(R π t 1A) ≤ E(R π s 1A), which allows us to claim the supermartingale property of R π . Now, to complete the proof of this theorem, let us justify the expression of V (x) by proving in particular, the optimality of any strategy π * satisfying (8) . In fact, for this expression of π * , we have that A π * ≡ 0 and hence, we can conclude that R
is a local martingale, which is uniformly integrable (since π * is in A). As a result, R π * is a martingale and such that we can now claim
Finally, noting (Y, Z, U ) the unique solution of the BSDE given by (f , F ), we obtain the expression given by (13) for the value function V .
Properties of the optimal strategy
The following lemma answers positively to both problems of existence and measurability of a strategy π * satisfying (8).
Lemma 6 Let Z and U be two predictable processes taking their respective values in R and L 2 (n(dx)) and C a subset of R as before.
a. The process F defined as below is again predictable
b. There exists a predictable process π * which attains, for all s, ω, the minimum taken over C of the sum of the two convex functionals α 2 |πσs − (Zs + θ α )| 2 and |Us − πβs|α.
Proof of Lemma 6
The proof of a. relies mainly on the following simple fact that F can be rewritten as follows which is obviously predictable. To prove b., the idea consists in introducing the notion of measurable selection, notion which can be found in Lemma 1.55 in [6] . Following the same method, let us then choose a predictable process π * characterized by the relation (8), which is given by π * s (ω) ∈ argmin π∈C`α 2 |πσs − (Zs + θs α )| 2 + |Us − πβs|α´, for all s and P-a.s.
To conclude, let us point out that the process π * characterized by (8) is admissible in the sense of Lemma 1, since it takes its values in C.
Conclusion
In this paper, we have been able to give an expression of the value function associated with the exponential utility maximization problem, whose expression is given by V (x) = − exp(−α(x − Y0)), and moreover, we have proved the existence of an optimal strategy which is admissible. In the same way, this dynamic method allows us to solve the conditional utility maximization problem, which consists in finding the value process at time t
where, for any π, X π t = xt is a fixed Ft-random variable. Relying on the same method, we can easily show that the solution of this problem is given by the expression V (xt) = Uα(xt − Yt). We point out that the choice of this dynamic method is justified by the assumption on the constraint set, assumed to be compact and not necessarily convex. Besides and from a theoretical point of view, we have obtained new results about some specific quadratic BSDEs with jumps.
However, since we have made some restrictions, we can already think about possible extensions of this work: one first restriction of this study is the fact that we impose the compactness of the constraint set C, this assumption is required to obtain the control of BMO norms and to justify the admissibility of our optimal strategy π * . One interesting question is the following: when only assuming that C is a closed set which is not any more compact and not necessarily convex, can we again prove the existence of an admissible optimal strategy ? Another (theoretical) question remains unsolved: could we manage to find sufficient and generic conditions (in particular on the generator) to obtain existence and uniqueness result for a quadratic BSDEs with jumps which does not satisfy the Lipschitz property ? (neither in z nor in u). This problem seems rather difficult to handle: in fact, we have seen that, when constructing our approximation and to ensure the assumption (Hcomp) given in [12] , we need very precise controls on the increments (in the variable u) of our generator.
6 Appendix: End of the proof of Lemma 5 To prove the essential result stated in Lemma 5 , that is to say the strong convergence (along the subsequence where the weak convergence holds true) in their respective Hilbert spaces of (Z m ) and (U m ), we are going to adapt the method already used in [9] . To this end, let us consider the following function ΦK ΦK (x) = e 2Kx − 2Kx − 1 2K`= g2K(x)´, which is a twice continuously differentiable function (φK ∈ C 2 ) satisfying besides As a simple consequence of the dominated convergence theorem, the limit in the righthand side is equal to zero, which achieves the proof of the strong convergence of (Z m ) and (U m ) respectively toZ andŨ .
