17O NMR: A "Rare and Sensitive" Probe of Molecular Interactions and Dynamics by Castiglione, Franca et al.
1 
 
Running title:   17O NMR spectroscopy 
 
17O NMR: a “rare and sensitive” probe of molecular interactions 
and dynamics 
 
Franca Castiglione, Andrea Mele and Guido Raos* 
Dipartimento di Chimica, Materiali e Ingegneria Chimica “G. Natta”, Politecnico di Milano 
Via L. Mancinelli 7, 20131 Milano, Italy  
 
(*) Corresponding author:  phone +39-02-2399-3051, email guido.raos@polimi.it  
 
Abstract. 
This review summarizes recent developments in the area of liquid-state Nuclear Magnetic Resonance 
spectroscopy of the 17O nucleus. It is structured in Sections, respectively covering (a) general background 
information, with special emphasis on spin relaxation phenomena for quadrupolar nuclei and in 
paramagnetic environments, (b) methods for the calculation of 17O NMR parameters, with illustrative 
results, (c) applications in chemistry and materials science, (d) application to biomolecules and biological 
systems, (e) relaxation phenomena, including contrast agents for Magnetic Resonance Imaging (MRI). 
The 17O nucleus emerges as a very sensitive probe of the local environment ─ including both bonding 
and non-bonding interactions ─ and molecular motions. 
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The natural history of our planet has followed a path, which has been strongly conditioned by the 
abundance of water and, after the appearance of photosynthetic organisms, molecular oxygen. Oxygen is 
an essential element for organic and inorganic chemistry, as well as living organisms and both natural 
and artificial materials. To the first NMR spectroscopists, it must have been a real disappointment that 
such a central element has only one rare NMR-active isotope, and that its non-spherical symmetry further 
increases the difficulty of recording and interpreting its spectra. Thus, for a long time 17O has remained in 
a niche, often neglected in comparison with simpler and more abundant nuclei. Today, thanks to parallel 
advances in experimental techniques, theoretical concepts and computational methods, the situation has 
been partly reversed and 17O NMR spectroscopy is rapidly developing into an important tool for studying 
the structure and dynamics of oxygen-containing compounds, materials, biological macromolecules and 
living organisms. The aim of this review is to summarize some of the recent achievements in the field, 
point out some remaining problems and offer a perspective on possible future developments. 
A good entry point to the early literature on chemical applications of 17O NMR spectroscopy is 
provided by the book edited by Boykin.1 Gerothanassis2,3 has authored two comprehensive review 
articles on 17O NMR, with particular emphasis on a wide range of applications of both liquid and solid-
state NMR techniques. Since these reviews cover material published up to 2007, we will mostly 
concentrate on applications which have appeared from 2008 onwards. Those reviews cover also the 
experimental methods for the acquisition of 17O NMR spectra and the techniques for the synthesis of 17O-
enriched compounds. These will not be discussed here, as there have not been fundamental developments 
on these fronts. In vivo Magnetic Resonance Imaging (MRI) studies of the brain by 17O NMR monitoring 
of the oxygen metabolic rate have been recently described by Wu and Chen. 4 High-pressure 17O NMR 
studies of ligand exchange reactions in aqueous metallic cations and polyoxoions have been discussed by 
Balogh and Casey.5 More than 50% of the 17O NMR literature concerns solid-state applications, 
including for example metal oxides, minerals, ceramics, organic crystals, as well as biological 
macromolecules and materials. These are described in other recent reviews, covering the applications in 
biology6-9 and to inorganic and hybrid materials.10,11 Thus, we will mostly focus on applications in the 
regimen ranging from liquids to semi-solids, and on theoretical models and computational methods 
which can be used to interpret these experiments. 
This review is organized as follows. Section 2 provides some background information on 17O 
NMR spectroscopy, focussing in particular on the principles of spin relaxation for quadrupolar nuclei 
and in paramagnetic species. Section 3 concerns advances in computational methods and illustrates their 
application to 17O NMR through a number of examples. Section 4 is devoted to applications in chemistry 
and materials science. Section 5 discusses biochemical and biological systems. Section 6 is devoted to 




2. Principles of 17O NMR 
This Section establishes a general framework for the discussion of 17O NMR experiments in 
liquids and semi-solids, including some biological fluids, tissues and organisms. To do so, we summarize 
material which may be found in several NMR textbooks and review papers. Readers familiar the general 
principles of 17O NMR spectroscopy may skip this Section and go directly to the following ones, which 
concentrate on recent results in the field. 
 
2.1 Oxygen NMR parameters 
Oxygen has only one NMR-active stable isotope, 17O. This nuclide has a natural abundance of 
only 0.038%, a nuclear spin quantum number I=5/2, a gyromagnetic ratio γ=-3.628×10-7 rad s-1 T-1 and a 
Larmor frequency ω0/2π=54.22 MHz (at 400 MHz for 1H).12 These result in a very low NMR receptivity 
for the 17O nucleus, compared with other commonly used spin-active nuclei (1.11×10-5 and 6.50×10-2 
times lower than those of 1H  and 13C, respectively). Moreover, having a spin quantum number I>1/2, the 
17O nucleus has a non-zero electric quadrupole moment. It has a non-spherical, oblate nuclear charge 
distribution, having a negative quadrupole moment Q=-2.558 fm2. 
The isotropic chemical shift range of 17O spans about 1500 ppm, excluding peculiar but important 
situations such as O2 bound to Fe(II) in the haeme group of oxygen-binding proteins (the resonances of 
the two 17O nuclei fall at about 1700 and 2500 ppm, respectively).2 Neighbouring elements in the second 
row of the periodic table have similar or smaller chemical shift ranges (about 220 ppm for 13C in organic 
compounds, extending up to 400 ppm for 13C bound to metals, 900 ppm for 15N, 1300 ppm for 19F). 
Figure 1 provides a graphical summary of the typical 17O chemical shifts in some important molecules 





Figure 1:   Typical 17O chemical shifts in organic compounds, measured with respect to liquid water 
(δ=0.0 ppm). Reproduced from ref. 8. 
 
2.2  Nuclear spin interactions 
The nuclear Zeeman energy levels for a spin-5/2 nucleus such as 17O are shown in Figure 2. 
There are six energy levels and five single-quantum transitions. The central transition (CT) between the 
+1/2 and -1/2 levels is the one usually observed in the NMR experiments of such nuclei. The others are 
termed first satellite transition (ST1) and second satellite transition (ST2). In a strong magnetic field, such 
as those employed in conventional NMR spectrometers, the other interactions experienced by the nucleus 
can be seen as perturbations of the Zeeman levels.13-16 
 
 
Figure 2: Zeeman energy levels and state labels corresponding to single quantum transitions for I=5/2 
nuclei. CT = central transition, ST1 = first satellite transitions, ST2 = second satellite transitions. Often 
only the CT is observed. 
 
The general spin Hamiltonian operator which describes an NMR experiment is:R11-MHL 
QDDJCSZ HHHHHH ++++= . (1) 
This holds for closed-shell molecules with no unpaired electrons, when relativistic effects (i.e., spin-orbit 
coupling) are negligible. The first assumption will be lifted afterwards, when we discuss nuclear spin 
relaxation in paramagnetic systems.  The first two terms in Eq. (1) describe the Zeeman (Z) and chemical 
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where B is magnetic induction vector (the T superscript indicates the transpose of a vector or matrix), IK, 
σK and γK are the spin operator, shielding tensor and gyromagnetic ratio for nucleus K. For isotropically 
tumbling molecules − a legitimate assumption given our focus on solution studies − only the isotropic 
part of the shielding tensors survives and we have the scalar shielding constants 3/)( KK Tr σ=σ . These 
shielding constants are not directly measurable and the results are typically reported as chemical shifts 
















  (3) 
where the second expression involves the measured NMR absorption frequencies ν. Water is often used 
as the solvent in 17O NMR studies and, in such cases, its oxygens represent the natural reference for the 
evaluation of the chemical shifts. In Section 3.1 we will discuss the absolute shielding scale for 17O, 
which has relied on a combination of spectroscopic measurements and ab initio calculations. 
The two following terms in Eq. (1) describe the indirect (electron-mediated, scalar J) and direct 






2γγ .  (4) 
In an isotropic solution of freely rotating molecule, the direct dipolar coupling vanishes and we are left 
with the isotropic part of the indirect coupling tensor (KKL=Tr(KKL)/3). This depends only on the electron 
distribution and can be translated as follows into the conventional coupling constant JKL, which depends 




KhJ = .  (5) 
Finally, the last term in Eq. (1) accounts for the quadrupolar interactions.16,17 A quadrupolar 
charge distribution feels the electric field gradient (EFG) around it.  If φ(x, y, z) is the electrostatic 







V    with α, β =x, y, z.  (6) 
According to the Laplace equation from classical electrostatics, the trace of this tensor is zero: 
0=++ zzyyxx VVV . For each nucleus, it is possible to pass from the laboratory reference frame (x,y,z) to 
a principal axes coordinate system (X,Y,Z), such that the EFG tensor at that nucleus is diagonal and is 
described by three components ZZYYXX WWW ≤≤  (W= R
TVR , where R is a rotation matrix).  It is 





=η , the latter ranging from 0 to 1.  
For each quadrupolar nucleus (I≥1, Q≠0), there is a term in the Hamiltonian of the form: 
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  (7) 
where e is the elementary charge. In solids under typical experimental conditions (strong field limit), this 
can be simplified as it acts as a perturbation with respect to the Zeeman term, but it is still larger than the 
remaining ones. The first-order term in the resulting Hamiltonian is proportional to the quadrupolar 
coupling constant . Figure 3 shows that, much like the chemical shifts, also the quadrupolar 
coupling constants are fairly transferable among similar groups. 
 
 
Figure 3:  Typical 17O quadrupolar coupling constants in organic compounds. Reproduced from ref. 8. 
 
In isotropic liquids and solutions, the quadrupolar interactions are averaged to zero by rapid 
molecular tumbling and the 17O spectrum is dominated by the chemical shielding terms. However, the 
interaction between the nuclear quadrupole moment and the fluctuating EFG at that nucleus has still a 
major effect on the NMR spectrum, as it provides a fast spin relaxation mechanism, leading to 
characteristically broad lines. In the following section we introduce some elements of the theory of 
relaxation of quadrupolar nuclei, in preparation for the discussion of recent experiments on 17O-
containing systems. 
 
2.3 Quadrupole relaxation theory 
Relaxation is a key phenomenon for magnetic resonance and there is an extensive literature 
covering its theoretical and experimental aspects.13-16 The transverse or spin-spin relaxation rate R2=1/T2 
determines the widths of the resonances in the spectrum, the longitudinal or spin-lattice relaxation rate 
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R1=1/T1 determines the minimum time delay needed between two acquisitions. Relaxation can provide 
valuable information on molecular motions and intramolecular distances and is extensively exploited in 
MRI. 
In liquids, the nuclear electric quadrupole interaction provides the dominant relaxation 
mechanism for spins I>1/2. Since the nuclear quadrupole Q is effectively constant in magnitude, the 
fluctuations in this interaction are determined by the orientation, magnitude and temporal average of the 
EFG. This is mainly intramolecular in origin, as the EFG produced by a point charge q (e.g., some 
neighbouring nucleus) decays with distance as q/r3. This observation arises also from the transferability 
of the quadrupolar coupling constants among oxygens in similar bonding environments (see again Figure 
3). The tumbling or random reorientation of a molecule in solution produces a torque on its quadrupolar 
nuclei, changing their alignment with respect to the external magnetic field. The quadrupolar coupling 
constant Cq and the asymmetry parameter qη  introduced in the previous section can be directly 









The relaxation behaviour of a system strongly depends on its motional regime, giving rise to 
different features in the NMR spectrum. In the following we describe two possible regimes and their 
effects on the spectra for a single type of oxygen, assuming that the motion can be characterized by a 
single correlation time cτ .
18 
 
2.3.1 Isotropic motion with motional narrowing ( 10 <<cτω ) 
In a quadrupolar system undergoing rapid motion, such as in a small molecule in solution, the 
longitudinal (R1) and transverse (R2) relaxation rates for the single quantum transitions between the (2I + 
1) Zeeman levels are identical (see again Figure 2). The magnetization decays monoexponentially, giving 







=∆== . (8) 
The relaxation rate can then be estimated by measuring the peak width 2/1υ∆  in the NMR spectrum. 
Narrow lines can be expected for small molecules in non-viscous fluids or for small Cq values.  The Pq 
and τc  parameters may be obtained in turn by combining independent estimates of the EFG or of the 
characteristic time for molecular reorientation (from NMR experiments on other nuclei, quantum 




2.3.2 Isotropic motion in the intermediate to slow motion regimes ( 10 ≈cτω , 10 >cτω ) 
In the intermediate and slow motion regimes, which apply to many biological macromolecules, 
the satellite and central transitions have different longitudinal and transverse relaxation rates. Therefore 
the time evolution of the total transverse magnetization is described by a weighted sum of (I+1/2) 
complex exponentials, respectively for the CT, ST1 and ST2 transitions: 
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Similarly, the recovery of the longitudinal magnetization has three exponential components: 
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 (10) 
where ( )2iA and 
( )1










i AA  and iΩ is the 
dynamic (angular) frequency shift. Each of these exponential functions corresponds to a resonance in the 
spectrum, but some of these (always ST2, usually also ST1) are too broad to be observed. 
A general analytical expression for the amplitudes and relaxation rates has not been derived. 
However these quantities have been obtained by numerical calculations19-21 based on the Redfield 
relaxation theory.22 The theoretical NMR spectra calculated for a spin 5/2 nucleus over a broad range of 
molecular motions ( 201.0 0 ≤≤ cτω ) are shown in Figure 4.a).
21 As can be seen, when cτω0 ≈1 the three 
components give comparable contributions to the spectrum, the absorption peak is not Lorentzian and as 
a result it makes little sense to obtain an overall relaxation rate from the measurement of the peak width. 
Instead, for small cτω0  values (extreme narrowing condition) as well as for large cτω0 values (slow 
motion), the spectrum shows a single Lorentzian line. The high resolution achievable in the slow motion 
regime is surprising at first. It depends on the fact that the two satellite transitions are too broad to be 
detectable, while the CT transition occurs at a sufficiently small rate to lead to a sharp peak again. 
Westlund and Wennerstroem23 derived the analytical expression for the transverse relaxation rate of the 















=∆ −  (11) 
Comparison with the expression in the motional narrowing regime of Eq. (8) shows that, even though 
both peaks are Lorentzian, the width now depends on the nuclear resonance frequency 0υ  (the lines 
become narrower on increasing the static magnetic field) and is inversely proportional to cτ . 
9 
 
Another important feature, in this window of molecular motion, is that the NMR signal is also 
modified by a shift change, the second order dynamic frequency shift. Its analytical expression has been 














This is an up-field shift whose magnitude decreases on increasing the external field B0. Since this also 
depends on Pq, its measurement can be combined with that 2/1υ∆  to obtain both this parameter and 
dynamic information ( cτ ). 
A recent paper by Zhu et al.26 has provided an experimental demonstration of these predictions 
for the 17O quadrupolar relaxation properties over the entire range of molecular motion, from the extreme 
narrowing to the slow motion limit. The two 17O resonances of neat liquid glycerol 
(OHCH2CH(OH)CH2OH) have been monitored at very high fields (B0=21.14 T, corresponding to a 
Larmor frequency ω0/2π=122 MHz) over a range of temperatures, from 240 to 340 K (Figure 4.b)). The 
lowest temperature correspond to a strongly supercooled state. Temperature has a strong effect on 
molecular motion and both the liquid viscosity and the correlation time τc change by four orders of 
magnitude in this range. As τc increases on lowering the temperature, the NMR signal initially become 
very broad. However at very low temperatures two sharp lines reappear, providing the experimental 
verification of the theoretical prediction of the relaxation properties. Notice also the dynamic frequency 




Figure 4:  a) Theoretical 17O line shapes as a function of cτω0 . All spectra were calculated assuming Pq 
= 8.5 MHz, δiso = 0 ppm, and ν0 =81.36 MHz (14.09 T). The total line shapes are shown in red, and 
individual components are shown in green (CT), blue and purple. Reproduced from ref. 21.  b) 
Experimental (upper traces) and simulated (lower traces) 17O NMR spectra of glycerol at 21.14 T and 
different temperatures. Reproduced from ref. 26. 
 
The results of Eqs. (11) and (12) have been derived on the basis of Redfield’s theory,22 and 













For very slow motions that are beyond this range, higher order effects become important.27  In the 
intermediate-slow motion limit,  which applies to many biological macromolecules, additional 
interactions such as the shielding anisotropy (SA) may contribute to the transverse relaxation mechanism, 
and thus increase the experimental line width. Studies by Lerner and Torchia28 have shown the 
importance of the SA contribution to the multiexponential quadrupolar relaxation processes and a 
detailed theoretical development has been reported by Spiess.29 
 
2.4 Relaxation in paramagnetic systems  
As we shall see, 17O NMR can be employed to study the interaction of water molecules or 
oxygen-containing ligands with transition metal ions. Many of these studies are motivated by the search 
of improved contrast agents for MRI (see Section 6 for specific examples). In these paramagnetic 
systems, the dominant relaxation mechanisms may be attributed to the interaction between the fluctuating 
magnetic field of the unpaired electron(s) and the resonating nuclei, and to the time dependence of the 
parameters associated with the interaction.30-33 These increase both the longitudinal (R1) and transverse 
(R2) nuclear spin relaxation rates, an effect that is commonly called Paramagnetic Relaxation 
Enhancement (PRE). 
The diamagnetic and paramagnetic contributions to the relaxation rates of such solutions are 
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 is the solvent relaxation rate in the 









 represents the additional paramagnetic contribution. In a 
















 11      (i = 1, 2). (13) 
The slopes ri are the relaxivities, with units mM-1s-1. They are usually measured over a wide range of 
Larmor frequencies and at several temperatures. Curves showing the ri’s are called nuclear magnetic 
relaxation dispersion (NMRD)34 curves or relaxometry profiles. 
The enhanced relaxation provided by a paramagnetic center is linked to a combination of 
phenomena, including random diffusion of the solvent and the metal’s coordination complex and specific 
chemical interactions that occur when they approach each other. The total relaxivity ri consists of three 
contributions: 1) inner-sphere (IS), from the solvent molecules that are directly coordinated to the metal 
ion, 2) second sphere (SS), from the molecules interacting with the ligand structure, for example through 
hydrogen bonding, 3) outer-sphere (OS), from the molecules diffusing in close proximity of the complex. 
The IS and SS contributions are not always distinguishable, while the third one is usually small and often 
neglected. The IS relaxation contribution depends on the exchange of water molecules between the 















1   . (14) 
Here χM is the mole fraction of metal ions and b is the number of bound water molecules per 
metal ion (so that their product is the fraction of bound molecules), T1M is the relaxation time of 
the bound water, and τM  is the residence lifetime of the bound water. This equation is valid 
independently of the regime of exchange between the complex and the free ligand and 
independently of the difference in resonance frequency between the free and bound ligand Mω∆ . 




<<∆ω , otherwise a 
more complex relation is used. The relaxation rates 
MT1
1  and 
MT2
1  are given in turn by the 
Solomon-Bloembergen-Morgan (SBM) theory.35,36 They are composed of contributions from the 
contact (
CiT ,
1 , also known as hyperfine or scalar), the dipolar (
DiT ,





mechanisms. These are individually discussed below, alongside some notable experimental 
results. Further results on the water exchange mechanisms in transition metal complexes are 
discussed in Section 6.2. 





























































,                      (i=1,2)                                                                                 (15c) 
where S is the total spin quantum number of the paramagnetic centre, T1e and T2e are the electron 
relaxation times and ωS is the Larmor angular frequency for the electron. The contact interaction 
is independent of molecular tumbling and the magnitude of 
CT ,2
1  is usually governed by T2e and 
the hyperfine coupling constant (A/ħ), whose values depend on the electron delocalization from 
the paramagnetic centre to the nucleus under study. 
17O relaxation measurements have recently been applied to study the hydration state of 
the Mn(II) ion in coordination complexes and metalloproteins.37 This is a high spin d5 cation 
(S=5/2), which may easily adopt different coordination geometries. The paramagnetic 
contribution to the transverse relaxation rate has been measured from the line width of the H217O 
signal in aqueous Mn(II) solutions. According to Eq. (14), in the fast exchange regime, the 
number of bound water molecules b can be directly determined from the experimental data, 
considering that the contact term represents the dominant relaxation mechanism. For the Mn(II) 
ion, the electronic relaxation time Tie increases with the square of the applied magnetic field,38 
thus at high magnetic fields the 
ieT
1
 term can be neglected and the correlation time for the scalar 
relaxation will be the water residence time τM. Under the condition of maximum paramagnetic 
17O relaxation rate, MMT τ=2  and the average number of bound water molecules is simply 
proportional to the transverse oxygen relaxivity: 
510
O
max2rb ≅   
where the proportionality factor is obtained using rad/s103.3 7O ×=

A  for the hyperfine coupling 
constant for Mn(II)-17OH2 (this value does not depend much on the presence of other ligands). 
This methodology has given accurate estimates of b for several aqueous Mn(II) complexes and 
metalloproteins, with uncertainties of ±0.2 water molecules. Moreover, the contact relaxation 
mechanism is related to the water exchange rate constant, whose temperature dependence follows 
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thus allowing the determination of the activation enthalpy ΔH‡ and entropy ΔS‡ for water 
exchange. 
The dipolar contribution results from the through-space electron-nucleus interactions and 
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where µ0 is the vacuum permeability, γΙ is the magnetogyric ratio, effµ  is the effective magnetic 
moment of the paramagnetic ion, β is the Bohr magneton, r is the distance between the nucleus 
under study and the paramagnetic ion, ωI and ωS are the Larmor angular frequencies of the 




++=                                                                                              (18) 
where now appears τR, the rotational tumbling time of the complex in water. Typical values are 
τR=10-10-10-11s for low molecular weight complexes in water, and τM >10-9 s. When ωI and ωs are 
much smaller than 
cτ
1




































= .                                                                                 (19b) 
In this approximation, Rc ττ ≈ and the rotational motion of the complex can be determined 
directly from the experimental data. 
The Curie mechanism accounts for the interaction between the nuclear spin and the time-
averaged electron spin moment. This process is modulated by the rotational motion of the 
complex and plays a role only when the correlation time τR is four orders of magnitude larger 



































































                                                     (20b) 
where H0 is the applied magnetic field.  The contribution of this mechanism to the total longitudinal 
relaxation is significant only for slowly tumbling molecules at high magnetic fields and it is usually 
difficult to measure, due to the predominance of the other two. Recently, Mareš et al.39 have bypassed the 
experimental difficulties by computing the Curie contribution to the PRE for Ni(II) in aqueous solution, 
which is interesting as a model system for several paramagnetic NMR relaxation studies. They did this 
by combining molecular dynamics simulations, quantum chemical calculations on snapshots of the Ni(II) 
ion with its first solvation shell and the Redfield relaxation theory. The Curie term has been estimated to 
contribute to the total 17O relaxation rates by 33 s-1 for R1 and 38 s-1 for R2, in an 11.7 T magnetic field. 
These are indeed very small numbers, in comparison to the contact and dipolar contributions.  
The outer-sphere (OS) relaxation contribution is more complex and depends on the diffusion 
coefficient of the both the solvent and the complex, for this reason it is often neglected in relaxation 
studies. However, this mechanism becomes important in the case of contrast agents for MRI. These 
reagents typically have only one water molecule in the inner coordination sphere, so that the contribution 
of the outer sphere relaxation can be relatively large. Several studies have been performed by Aime et 
al.40 in order to obtain new contrast agents with higher OS relaxation. 
 
3. Calculation of 17O NMR parameters 
The evaluation of the shielding constants by quantum-chemical methods is a now mature subject, 
to the point that it has become accessible also to non-specialists.  It is increasingly common for 
experimentalists to use some kind of ab initio calculation to validate or rationalize their measurements, 
without resorting to chemical shift compilations and databases, especially for relatively exotic nuclei 
such as 17O which have not been studied as extensively as 1H or 13C. Because of this, and of the obvious 
interest to the theoretical community, it seems appropriate to discuss here some recent successful 
applications of these computational methods. After the chemical shifts, we go on to discuss the 
calculations of spin-spin coupling constant involving 17O and of the EFG’s, which are relevant for 
relaxation phenomena and the NMR line widths. 
 
3.1 Chemical shifts 
A thorough, still useful review of the theoretical principles underlying ab initio calculations the 
nuclear shielding and indirect or scalar-J nuclear spin couplings was written some years ago by Helgaker, 
Jaszunski and Ruud.41 Since then, Oldfield42 has reviewed the application of these methods to problems 
in structural biology, Casablanca and de Dios43 have authored a brief commentary on recent 
methodological progress,  while Benzi at al.44 have provided an introduction to the quantitative inclusion 
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of solvent effects. Even more recent reviews are those of Vaara,45 Facelli46 and Lodewyk, Siebert and 
Tantillo.47 The first one emphasizes advances in non-standard applications (relativistic effects, open-shell 
molecules, non-linear response at very high magnetic fields, etc.), the second one discusses the problems 
which arise in the calculation of the full shielding tensors (appropriate for solids), and the last one 
provides a tutorial introduction to these calculations, focussing in particular on 1H and 13C chemical 
shifts. All of them provide some general guidelines (expected accuracies for different computational 
levels, possible sources of error, etc.) which should be applicable also to 17O chemical shifts. The 
computational methods necessary for the treatment of periodic systems with a plane wave basis set are 
quite distinct from the more traditional ones with localized basis sets and they have also been reviewed 
recently, together with many applications.48 Further developments within the broader field of 
computational NMR spectroscopy may be found in an edited book.49 
In his seminal work, Ramsey analysed nuclear shielding in molecules from the point of view of 
quantum mechanical perturbation theory.50 He identified a first- and second-order contribution, which 




KK σσσ +=  (21) 
The explicit expressions show that first one can be easily evaluated from the ground state electronic 
wave function, but the second one would require knowledge of all the excited singlet states, which is 
extremely difficult to obtain for all but the simplest model systems. Modern quantum-chemical methods 
for the evaluation of the shielding constants are rooted in the identification of these quantities with the 
second derivatives of the energy of a molecular system with respect to the magnetic induction B and the 











1σ  (22) 
where 1 is the 3×3 unit matrix. Analytical formulae for these derivatives have been obtained and 
programmed, for both variational (single and multi-configuration self-consistent fields, configuration 
interaction, pure and hybrid density functionals) and non-variational methods (perturbative Møller-
Plesset and coupled-cluster methods for electron correlation). The treatment of magnetic effects in 
molecules has required the development of effective solutions to the “gauge problem”, namely the 
dependence of the calculated properties on the choice of the origin for the vector potential A (where 
B=∇×A, and ∇∙A=0 in the Coulomb gauge). Basically, a magnetic field introduces a complex phase in 
the electronic wave function, which in general will not be correctly reproduced when this is expanded in 
a finite (incomplete) basis set. The GIAO (Gauge-Including or Gauge-Invariant Atomic Orbitals 51,52) and 
IGLO (Individual Gauges for Localized Orbitals53) methods currently represent the most effective and 
popular solutions to the problem, at least for molecular systems. 
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Over the last decade, in addition to further developments on very accurate predictions using 
correlated wave functions,54 there has been an increasing emphasis on the application to larger, more 
complex systems, especially thanks to developments in Density Functional Theory (DFT, see refs. 55 and 
56 for two entry points to a vast literature, including references for the density functionals which will be 
mentioned below) and linear scaling methods,57-59 and in the treatment of environmental effects by 
implicit solvent or polarizable continuum models (PCM),60,61 hybrid Quantum Mechanics / Molecular 
Mechanics (QM/MM) methods ,62-64 or fully quantum mechanically by ab initio molecular dynamics with 
periodic boundary conditions.65 Today, as a result of these efforts and developments, several 
computational packages allow the evaluation of chemical shifts (possibly also of other magnetic 
properties) by a variety of methods.  A non-exhaustive list of “NMR-friendly” computational packages, 
which gives a feeling for the intense activity around this topic, includes Gaussian,66 GAMESS,67 
NWChem,68 ORCA,69 Turbomole,70 Jaguar,71 Q-Chem,72 Dalton,73 CFOUR,74 ADF,75 CP2K,76 Quantum 
Espresso77 and CASTEP.79 Gaussian’s implementation of the GIAO method has somehow set the 
standard for general-purpose applications, but the other codes may offer superior performance either for 
small gas-phase molecules or for complex, condensed phase systems. The last codes on this list avoid the 
description of core electrons through the use of pseudopotentials. Because of this they cannot be used to 
compute absolute shielding constants, but they may still give good results for their relative values (i.e., 
the chemical shifts).48  
On the front of accurate calculations on small molecules, Gauss’ group has implemented 
chemical shift calculations for arbitrary coupled-cluster excitation levels (i.e., CCSDT, CCSDTQ and 
beyond).79,80 Their results confirm the excellent performance of the less costly CCSD(T) method, 
whereby triple excitations from the Hartree-Fock (HF) reference wave function are treated perturbatively. 
For closed shell molecules with a good basis set (at least triple-zeta with polarization), this usually leads 
to errors within a few ppm’s from the experimental absolute shielding constant. Reducing the error below 
1-2%, if at all necessary, requires also the application of temperature-dependent vibrational corrections. 
Some illustrative results for the isotropic shielding constants of water, carbon monoxide and ozone are 
collected in Table 1. Water is a fairly simple molecule, at least in the gas phase (see below for the liquid 
phase). If we only consider convergence with respect to the electron correlation treatment, the results are 
virtually converged already at the CCSD level. Better agreement with experiment can be achieved by 
extending the basis set and, as a secondary effect, by vibrational averaging (see also ref. 81 for a 
systematic DFT study of the water molecule, including many density functionals and basis sets). Notice 
that convergence appears to be easier for 1H than for 17O. This will be a recurring theme, namely that the 
chemical shifts of 17O appear to be more sensitive than those of other nuclei to “perturbations”. We 
interpret this term in the broadest possible sense, including both real perturbations (e.g., non-bonded 
interactions interactions) and artificial ones (e.g., a change in the computational model, as in the previous 
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case). The description of the carbon monoxide shielding requires at least the CCSD(T) level, but for 
quantitative results the adoption of a large basis set is even more important than the inclusion of higher 
excitation levels. CO is an important molecule, also because it is the basis of the absolute shielding scale 
for 17O (see below).  Finally, ozone is a notoriously difficult molecule for NMR 41 and other 
spectroscopic properties, due to its biradical character which implies a substantial configuration mixing 
in the ground state (see ref. 82 and references therein). Indeed, a CCSD(T) description based on a closed-
shell Hartree-Fock reference wave function leads to shielding constants for the terminal oxygens which 
are over 120 ppm’s away from experiment.  CCSDT is a clear improvement, but even this appears to be 
much farther from convergence than the other cases. 
 
Table 1: Comparison of some isotropic shielding constants, calculated at the equilibrium geometries 
with different coupled-cluster methods (in ppm). FCI indicates the “exact” (for a given basis set) Full 
Configuration Interaction result. Unlike the calculated values, the experimental results include the effect 
of vibrational averaging. 
 H2Oa COa COb O3b 
Nucleus 17O 1H 13C 17O 1C 17O 17Oterminal 17Ocentral 
CCSD 335.24 31.822 32.23 -13.93 3.2 -52.0 -1402.7 -968.1 
CCSD(T) 335.12 31.874 35.91 -13.03 7.9 -48.6 -1183.8 -724.2 
CCSDT 354.99 31.879 35.66 -13.16 7.4 -49.0 -1261.1 -774.7 
CCSDTQ 355.18 31.877 36.10 -12.81 - - - - 
FCI 355.18 31.877 35.15 -12.91 - - - - 
Exp. (300 K) 323.6c,d 30.05d - - 1.4d -62.74c -1310.5c -744.5c 
a Reference 79, cc-pVDZ basis. 
b Reference 80, qz2p basis (11s7p2d/7s2p primitive set contracted to 6s4p2d/4s2p). 
c Reference 83 
d Reference 84 
 
Another useful benchmark study was performed by Auer,85 who compared accurate coupled-
cluster and DFT calculations on methanol with recent gas-phase experimental data by Makulski86 (see 
also ref. 87 for further DFT calculations). Some of his results are collected in Table 2. At the CCSD(T) 
level, we see that a major extension of the basis set produces a change of the order of 1.5 ppm for 17O and 
13C, 0.5 ppm for 1H. Further extensions to the basis set limit were estimated to change the result by less 
than 0.3 ppm, for 17O. To achieve full agreement with experiment, it is much more important to include 
zero-point and temperature corrections. This involves the calculation of the derivatives of the chemical 
shifts with respect to the vibrational normal modes, calculated by second order vibrational perturbation 
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theory (see also ref. 88 for a study detailing the steps in the evaluation of the vibrational contributions to 
the chemical shifts of H2O and other small molecules, by a somewhat different method). Both corrections 
are larger for 17O than for 13C, and eventually lead to a deviation with respect to experiment of 3.5 ppm 
for 17O and 1.5 ppm for 13C. As for the DFT calculations, which currently represent the only practical 
correlated methods for much larger systems, we notice that the PBE0 hybrid functional performs better 
than the others, but interestingly even this is not as good as a plain Hartree-Fock calculation on an 
isolated methanol molecule. 
 
Table 2: Comparison of calculated85 and experimental86 gas-phase absolute shielding constants of 
methanol (in ppm). All calculations were carried out at the CCSD(T)/cc-pVQZ optimal geometry. Best 
estimate corresponds to the CCSD(T)/15s11p4d3f result with zero-point and temperature corrections. 
Nucleus 17O 13C 1H3C 1HO 
CCSD(T)/qz2pa 342.80 143.17 28.435 32.292 
CCSD(T)/15s11p4d3f 344.14 141.82 28.150 31.749 
HF/15s11p4d3f 340.17 142.59 28.742 31.699 
BP86/15s11p4d3f 322.46 124.55 27.893 32.141 
B3LYP/15s11p4d3f 323.14 125.39 28.111 32.035 
PBE0/15s11p4d3f 329.81 131.20 28.071 31.922 
KT3/15s11p4d3f 317.29 130.37 28.098 32.247 
Zero-point vib. -11.97 -4.02 -0.701 -0.739 
Temp. corr. (300 K) 1.29 0.00 -0.011 -0.065 
Best estimate (300K) 333.46 137.80 27.438 30.945 
Experiment (300 K) 329.9 136.46 27.313 30.631 
a The qz2p basis corresponds to a 11s7p2d/7s2p Gaussian primitive set contracted to 6s4p2d/4s2p. 
 
As mentioned above, an absolute magnetic shielding scale for oxygen was established by 
combining highly precise experimental measurements of the 17O spin-rotation constant in carbon 
monoxide and accurate quantum chemical calculations of the diamagnetic contribution to this shielding.83 
The shielding constant for 12C17O was found to be -56.8 ppm at the equilibrium geometry, and -62.7 ppm 
after vibrational averaging at 300 K. On the same scale, appropriate for measurements at room 
temperature, the H217O shielding constants are 323.6 ppm in the gas phase and 287.5 ppm in the liquid 
phase. The latter represents the reference for many 17O NMR experiments. The gas-phase H217O 
shielding constant is in excellent agreement with the vibrationally-corrected value which had been 
calculated earlier by Vaara et al.89 (324 ppm). 
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The revised shielding scale83 for 17O has stimulated the measurement of an improved set of gas-
phase shielding constants and gas-to-liquid shifts for over thirty oxygen-containing compounds.84,90 The 
resulting compilation of gas-phase data represents an attractive testing ground for further ab initio 
calculations. The gas-to-liquid changes in the shielding constants,90 defined as ∆σGL=δliq-δgas-4πχ/3 
(where the δ’s are chemical shifts with respect to an external liquid water sample and χ is the bulk 
magnetic susceptibility of the liquids), are an interesting manifestation of the effect of non-bonded 
interactions on the NMR spectrum (see the review on this topic by Bagno et al.91).  For most compounds, 
this amounts to less than 10 ppm in absolute value, but for water it is ∆σGL=-36.1 ppm (see above). Such 
a large shift clearly has to do with the strong perturbation produced by hydrogen bonding in the liquid 
phase. Notice, however, that methanol undergoes a much smaller shift (∆σGL=-8.3 ppm), while other non-
hydrogen-bonding liquids have an unexpectedly large one (∆σGL= +24.3 ppm for acetaldehyde, +19.7 for 
acetone, -18.0 for F2O). 
Thanks to computational advances, nowadays it is common to describe the effect of solvation and 
other non-covalent interaction on the chemical shifts by performing large supramolecular calculations 
(i.e., including some explicit solvent molecules), often with the aid of QM/MM or continuum solvent 
models to describe longer-range effects from the environment.  Some examples will be provided below. 
However, it should be borne in mind that many of these effects could also be described in terms of the 














σσ KKKK   (23) 
Here )0(Kσ  is the shielding tensor of a nucleus within the unperturbed molecule, F
σ
∂
∂ K  is its dipole 




∂ K  the quadrupole shielding polarizability (they are coupled to the field 
and the EFG at the nucleus, respectively). Subsequent terms in the series of Eq. (23) involve higher 
powers and higher derivatives of F.  An early computational study of these quantities was carried out by 
Augspurger et al.93 on a series of small molecules, with the aim to rationalize to origin of the chemical 
shift variations within a protein. In combination with an estimate of the typical electric field strengths 
generated by a protein’s own charge distribution, they concluded that electrostatic effects could easily 
produce 10 ppm shifts for 17O and 5 ppm shifts for 13C. Again, notice the higher sensitivity of 17O to 
external perturbations. One important motivation for that study was the need to improve the 
interpretation of 17O NMR experiments on O2 and CO bonded to the heme groups of oxygen-binding 
proteins94,95 (see ref. 96 for subsequent ab initio DFT calculations of the 17O chemical shifts and EFG’s in 
related systems). Recently, it has been proposed the similar concepts could be used in order to assign a 
local dielectric constant to a protein’s interior from the knowledge of its chemical shift perturbations.97 
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Going back to recent purely computational studies, the dipole98 and quadrupole99 shielding 
polarizabilities of several small molecules have been recalculated, respectively with coupled-cluster and 
Hartree-Fock wave functions. This approach has been applied to study the variation of the magnetic 
shieldings of N-methylacetamide upon solvation,100 obtaining the shielding polarizabilities by gas-phase 
ab initio calculations and the electric field and its gradient by molecular dynamics simulations of this 
solute within a polarizable water model. 
Recent computational work has addressed the effect of an applied electric field on the 17O 
chemical shifts of complexes of peroxides (XOOX’, X,X’=H,CH3) with lithium cations.101 This study 
was motivated by the theoretical possibility of discriminating enantiomers by NMR, by applying an 
electric field in the direction orthogonal to the static magnetic field.102 The dipole shielding polarizability 
of a nucleus has a pseudoscalar component, which has opposite signs for two enantiomers. Therefore, 
different enantiomers should have slightly different chemical shifts in an electric field. Several 
complexes were investigated as candidate systems for the observation of this effect, but unfortunately the 
results indicate that an exceedingly high electric field (108 V/m) would be required to produce a 1 ppm 
shift between two enantiomers.101 So far, this and analogous results on other systems has discouraged 
experimentalist from looking for this effect. However, Buckingham has recently pointed out that 
molecular polarity might enhance it significantly under appropriate experimental conditions.103 
In the context of 17O NMR spectroscopy, liquid water is important as the solvent for many 
experiments, as the reference for the chemical shifts of the other 17O nuclei, and as a prototypical system 
for the study of the effect of intermolecular interactions on oxygen’s NMR parameters.  Thus, it is not 
surprising that the large shift experienced by H217O on going from the gas to the liquid phase has been the 
subject of several computational studies. An early calculation,104 based on water’s gas-phase dipole 
shielding polarizabilities (see above) in combination with molecular dynamics simulations, gave 
reasonable result for the proton chemical shift (δ(1H)=-3.86 ppm, versus the experimental value δ(1H)=-
4.3 ppm at 300 K105), but failed completely for that of oxygen (calculated value δ(17O)=+4.34 ppm, 
versus the experimental value δ(17O)=-36.1 ppm at 300 K;83 remember that the shifts describe the 
deviation of the gas-phase resonances from those in the liquid phase, which is taken as reference). A 
likely reason for this failure was the neglect of the effect of electric field gradients, since quadrupole 
polarizabilities could not be computed rigorously at the time. Another early calculation,106 based on more 
straightforward (but more expensive) supramolecular calculations on water clusters extracted from a 
simulation, gave 17O chemical shifts from -47 to -20 ppm, depending on the intermolecular potential 
employed in the simulations (all chemical shift calculations employed the so-called PW91 version of 
DFT). This pointed to the overall soundness of this computational approach, but the broadness of the 
chemical shift range demonstrated once more the high sensitivity of oxygen to subtle environmental 
effects. Pfommer et al.107 were the first to use Car-Parrinello ab initio molecular dynamics65 to generate 
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the atomic configuration and calculate the chemical shifts of both water and ice, on an equal footing 
(three-dimensional periodic boundary conditions, same plane-wave basis, same version of DFT). This 
calculation yielded a satisfactory -36.6 ppm for the gas-liquid shift (subsequently, an analogous 
calculation addressed also the supercritical state of water, but only for the 1H chemical shifts108). A 
subsequent calculation by Pennanen et al.109 combined the two approaches, by performing ab initio 
molecular dynamics simulations and extracting water clusters to carry out conventional all-electron 
quantum chemical calculations of the chemical shifts. A typical cluster had a roughly spherical shape and 
contained 15 water molecules. Longer-range electrostatic effects were represented by a reaction field 
(continuum dielectric outside the spherical cavity containing the cluster). The 17O chemical shift 
calculated in this way were -24.3 ppm at the HF level and -41.2 ppm at the B3LYP level. In addition, the 
authors108 evaluated the shielding anisotropies and EFG’s, which are relevant for the interpretation of 
relaxation experiments.  Finally, we mention that other authors have calculated the NMR parameters 
(chemical shifts and EFG’s) of discrete water clusters, obtaining their structure from energy 
minimizations instead of molecular dynamics.110-112 Such calculations have provided useful information 
on the relationship between the chemical shifts of individual oxygen and their local environment (extent 
and type of hydrogen-bonding, for example). 
The calculations by Klein et al.111 have also clearly highlighted the deficiencies of polarizable 
continuum models for 17O NMR properties in a hydrogen bonding environment, as they predict the 
wrong sign for the H217O chemical shift when a single water molecule is surrounded by a continuum 
dielectric representing the bulk liquid. Similar observations were made by us in the 17O NMR study of 
simple acids and peracids in aqueous solution.113 On the other hand, while continuum models cannot 
replace the first solvation sphere, they may speed up appreciably the convergence of a calculation with 
respect to the surrounding solvent cluster size.102,114-117 See also ref. 118 for problems and possible 





Figure 5: Representative configurations used in the calculation of the 17O chemical shifts of acetic acid, 
solvated by (clockwise from the top) 10, 20, 30, 40 and 50 water molecules. Reproduced from ref. 117. 
 
The success of the “molecular dynamics plus cluster” approach to the 17O NMR spectrum of 
liquid water has encouraged the application of similar methods to study the solvation of other small 
oxygen-containing molecules. Calculations have been performed on aqueous solutions of dimethylether, 
formaldehyde and acetone,114 N-methylacetamide,115 acetone again,116 hydrogen peroxide, acetic, lactic 
and peracetic acid,117 uracil and 5-fluorouracil.119 Many of these studies employed the PBE0 density 
functional with a reasonably sized Gaussian basis set (6-311+G(d,p), for example) for the calculations of 
the chemical shifts. The third one116 included a calculation of the UV-VIS spectrum of acetone, in 
addition the 17O NMR one, and demonstrated the importance of a careful reparametrization of the solute 
force field in order to obtain good spectroscopic properties. This can be a difficult and lengthy task, 
especially for larger solutes. A possible alternative is to perform a full ab initio molecular dynamics 
simulation,65 but this requires considerable computational resources. In our own work,117 we have 
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employed a QM/MM approach,64 describing water with a conventional force field and the solute with the 
semiempirical PM6 method,120 which had been parametrized by Stewart with the explicit aim of 
improving the description of hydrogen bonds. This strategy avoids the force field parametrization step, at 
the cost of a modest increase in computer time. The best results (within an average of 9 ppm from the 
experimental peaks, which is satisfactory as it is comparable to their widths) were obtained by a) 
including about thirty explicit water molecules in the chemical shift calculations, b) embedding this 
solute-solvent cluster within a polarizable continuum and c) performing a couple of DFT minimization 
steps on each cluster before the chemical shift calculation, instead of using configurations coming 
directly out of the molecular dynamics simulation (see Figure 5). The partial minimization step corrects 
small but systematic “imperfections” in the solvent configurations, presumably due to the use of a 
standard, non-polarizable water force field. In the specific case of peracetic acid (CH3(CO)OOH), the 
two calculated peaks associated with the peroxidic oxygens are almost 40 ppm apart within an implicit 
solvent, but they come within 7 ppm of each other after explicit solvation. The latter is consistent with 
the observation of only two peaks in the experimental spectrum (one for the carbonyl oxygen, one for the 
two peroxidic ones). Thus, explicit solvation is essential in order to arrive at a proper interpretation of the 
experimental spectrum.113 
Before leaving the subject of intermolecular effects on 17O chemical shifts, we mention that some 
authors have analyzed the correlation between their values and the topological properties of the 
molecular electron density,121 respectively in water clusters111 and in dichloroacetic acid aggregates.122 
Another recent study has addressed the calculation of the NMR parameters of water chlatrate models 
incorporating carbon dioxide, in order to identify some spectroscopic signatures of their presence and 
structure.123 
A possible strategy for cutting down the cost of chemical shift calculations on large molecules, 
which is alternative to the QM/MM approach, is to retain a full QM description, but simplifying it by 
partitioning the molecule into fragments.124 In the combined fragmentation method (CFM), capping 
hydrogens are placed to satisfy the valency at broken bonds, and the total energy is obtained as the sum 
of a first order estimate corresponding to the sum of the energies of the individual fragments, and a 
correction accounting for all pairwise interactions among them (the form of the correction depends on 
whether the two fragments are covalently linked or not). The method has been applied to the calculation 
of the chemical shifts of several small proteins, typically containing 100-150 atoms.125 The chemical shift 
calculated by the CFM were compared to those from conventional calculations on the whole proteins, at 
the same level of theory (HF with a 6-311G* basis set, within a polarizable continuum solvent). In the 
first-order version of the CFM, without nonbonded interactions among the fragments, the root-mean-
square errors were 0.340, 0.649, 3.052, 6.928 and 0.122 ppm, respectively for 1H, 13C, 15N, 17O and 33S. 
Including the effect of nonbonded interactions reduced these error to 0.038, 0.252, 0.681, 3.480 and 
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0.052 ppm, respectively. The authors point out that the result for 17O is in line with those of the other 
nuclei, when one expresses the error as a percentage of its chemical shift range (2.62%). Even so, this 
demonstrates once more the sensitivity of 17O to the details of the surrounding environment. 
Since 17O is so sensitive to intermolecular interactions, it is not surprising that conformational 
effects can be large too. This has been demonstrated, for example, by a series of calculations on α,β-
unsaturated ketones and esters.126 The chemical shifts of different conformations of these compounds 
may be up to 100 ppm apart. In principle, this allows the study of the conformational preference of these 
and similar systems by 17O NMR spectroscopy.127 The same group has also used a combination of 17O 
NMR spectra and DFT calculations to describe the structure and the fluxional behaviour of organic 
reactants based on iodine bonded to carboxylate groups.128,129 These represent interesting examples of the 
modern approach to the interpretation of the 17O NMR spectra of complex organic compounds, exploiting 
the possibilities offered by current ab initio methods. 
The calculation of the 17O chemical shifts has also been applied to problems in inorganic 
chemistry. One recent example involving main group elements concerns the interpretation of the 
temperature dependence of the 17O and 33S spectra of liquid SO3.130 These could be assigned on the basis 
of the equilibrium between the monomer and the cyclic trimer (SO3)3, excluding substantial amounts of 
other multimeric forms. Another study has addressed the calculation of the NMR parameters of 29Si and 
17O (chemical shifts tensors and also the EFG ones, for the latter) in the main crystalline silica 
polymorphs (α-quartz, α-cristobalite, coesite, Sigma-2 and ferrierite zeolites).131 The calculations were 
performed by cutting out cluster models of increasing size (up to 130 atoms, using hydrogens to cap 
dangling bonds), and involved also the comparison of HF and several DFT methods. The authors 
achieved full convergence with respect to the cluster size for 29Si, while for 17O this was not possible and 
a QM/MM description based on partial atomic charges representing far away atoms had to be adopted, 
with mixed results. Also, the HF method proved fully adequate for 29Si, while the DFT methods 
performed marginally better for 17O (average errors on the relative chemical shifts of different oxygen 
sites were 5.7, 4.5, 4.4, 4.7, and 3.9 ppm for HF, B3LYP, PBE0, M05-2X, and PBE methods, 
respectively). Once more, we note the high sensitivity of the 17O resonances to subtle perturbations.  
Several studies have applied 17O NMR to the chemistry of transition metals and their 
coordination complexes. One of them, on aqueous Ni(II), has already been mentioned in Section 2.4 on 
paramagnetic relaxation.39 Some others will be discussed below, in the context of their application as 
paramagnetic contrast agents for MRI. Here me mention a few purely computational studies on multi-
nuclear clusters and polyoxometalate cages.132-134 The last one of these contains an extensive series of 
calculations on the effect of different basis sets, density functionals and geometry optimizations on 17O 
chemical shifts in polyoxometalates cages derived from the [W6O19]2- anion, which may be of interest to 
those approaching this type of calculations.134 Note that, in the presence of heavy elements such as W, 
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relativistic effects (i.e., spin-orbit coupling) become important and they have to be properly accounted 
for. The calculations can easily discriminate the chemical shifts of the terminal (oxo), bridging and 
central oxygens, as they span 1200 ppm. Changing W(+6) with another metal cation, or changing their 
oxidation states, produces systematic variations in the shielding constants of the oxygens bonded to them. 
According to the same study, the 17O chemical shifts can also be used to identify the protonation sites of 
these clusters, at low pH. 
 
3.2 Spin-spin coupling constants 
The calculation of the indirect, through-bond or scalar J-couplings has been discussed in a few 
reviews.41,135,136  Like the shielding constants, also these can be expressed as derivatives of the total 

















where DKL the direct dipolar coupling tensor.13-16  There are important differences between the chemical 
shifts and the indirect couplings, which may not be apparent from Eqs. (22) and (24). First of all, while 
σK can be calculated from the response of the electron distribution to the three components of B, without 
knowledge of the response to the magnetic moments of the individual nuclei, KKL explicitly requires 
them. The final equations are more involved and they have been incorporated in a smaller number of 
codes, as compared with those allowing the calculation of chemical shifts. Secondly, while Hartree-Fock 
theory provides a useful starting point for the calculation of the chemical shifts in closed-shell molecules, 
it is almost useless for the spin-spin couplings, especially those across multiple bonds, where a balanced 
description of electron correlation effects is mandatory. Finally, since the J-couplings are usually 
dominated by the Fermi contact contribution and this requires an accurate description of the electron 
density at the nuclei, it may be necessary to adopt non-standard basis sets with very high orbital 
exponents for the s-type Gaussian functions. For all of these reasons, the calculation of the indirect 
couplings is a much heavier and less standardized task, especially for molecules with many nuclei. The 
Gaussian,66 NWChem,68 Dalton,73 CFOUR,74 ADF75 and CASTEP78 codes allow the calculation of these 
indirect spin-spin couplings, with different degrees of approximation. 
There are only a few calculations of J-couplings involving 17O. The reason is that multiplet 
structures are usually unobservable in 17O NMR spectra of liquids, due to the breadth of the resonance 
peaks. However, this becomes possible under special circumstances, as demonstrated by the recent 
observation of 4J(19F,17O) couplings in some fluorine-substituted phenylboronic acids, with values of the 
order of 25 Hz.137 One theoretical paper specifically devoted to such calculations is due to Bryce,138 who 
computed the J-coupling between 31P, 27Al and 17O in small molecules and cluster. These were 
constructed as models of aluminophosphate and grossite minerals, and included also triphenylphosphine 
26 
 
oxide. The author reports 1J(27Al,17O) and 1J(31P,17O) values, computed with the B3LYP hybrid density 
functional and several basis sets. Also Siuda and Sadlej123 have used the B3LYP functional to compute 
both intramolecular and intermolecular coupling constants involving 17O, in their models of CO2 
embedded in water cages (chlatrates). Their results suggest that, together with the 13C and 17O chemical 
shifts, the 1J(13C,17O) coupling in CO2 could also be used to discriminate between chatrated and gaseous 
molecules. 
 
3.3 Electric field gradients 
As mentioned earlier in connection with Figure 3, there is a good degree of 
transferability in the quadrupolar coupling constants (Cq) and therefore also in the principal 
components of the EGF tensor around 17O, when this is found different bonding environments. 
Autschbach et al.139 have authored a useful introduction to this topic. Using ab initio calculations 
in combination with simple point-charge models, they arrive at a qualitative, chemically 
appealing rationalization of origin of these parameters (sign, values and orientation of the EFG 
with respect to the local molecular frame).  In the same paper, they also present several DFT 
calculations of the EFG for several small and medium-size molecules, including also transition 
metal complexes. In the same spirit of the high-level benchmark calculations of the shielding 
constants in small molecules, Brown and Wasylishen140 have carried out carried out a detailed 
experimental and computational study of the nuclear quadrupole coupling constants in N2O. 
Their calculations include several types of correlated calculations ─ CCSD(T) and multi-
reference configuration interaction, for example ─ with large correlation-consistent basis sets. A 
simple additional calculation on a linear FH…NNO complex demonstrates a large change in the 
EFG at the terminal nitrogen, showing that intermolecular effects can also be important after all. 
Both papers139,140 are recommended to anyone looking for guidelines on the quantitative 
performance of different methods. 
Turning to specific applications in 17O NMR, we may mention the EFG calculations on 
CO-heme model compounds,96 liquid water,109 water clusters,112 and the silicon dioxide 
polymorphs.131  Sebastiani and coworkers141 have performed “on the fly” calculations of the EFG 
within an ab initio molecular dynamics simulation of liquid water. We will return to this paper in 
Section 6, which is devoted to relaxation studies. Finally, we mention a detailed analysis of the 
effect hydrogen- and halogen-bonding interactions on the EFG’s of chloroacetic acid.142 
 
4. Applications of 17O NMR in chemistry and materials 
In the first of his two reviews,2 Gerothanassis has devoted about fifty pages to a systematic 
description of the chemical shifts of oxygen bonded to different elements, essentially covering the whole 
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periodic table. The reader seeking information on specific systems is encouraged to start from that review 
and, for organic compounds, the handbook edited by Boykin.1 In this section we provide some recent 
examples of the use of 17O NMR spectroscopy for the elucidation of reaction mechanisms, for structural 
studies and as a probe of molecular interactions in liquids. 
Substituent effects and organic reaction mechanisms.  Brownlee and co-workers published a 
milestone collection of NMR chemical shift data aimed at monitoring the electronic effect of substituents 
on aromatic compounds via conjugative and inductive effects.143 Their approach was mainly based on the 
use of 13C chemical shift at selected sites of 1,4-disubstituited aromatic compounds for linear free energy 
relationships. The systematic exploitation of 17O NMR data to derive Hammet-type relationships 
describing the transmission of the electronic effects of substituents in many classes of aromatic 
compounds was started by the groups of Boykin144 and Exner.145 More recently, Maccagno et al.146 have 
reported on the 17O NMR substituent chemical shift of the carbonyl and methoxy oxygen atoms in a 
collection of sterically hindered 2,6-dimethyl-4-X-benzoates. The comparison of these data with the ones 
from the analogous compounds without the methyl substituents has shown that 17O chemical shifts are 
extremely sensitive to the steric effects experienced by the oxygen atoms. Nummert et al. have examined 
35 ortho-, para- and meta-substituted phenyl tosilates.147 The 17O NMR chemical shifts at the sulphonyl 
(-SO2-) and at the single bonded phenoxy (-OPh) groups have been used as input for a dual substituent 
parameter regression analysis. Substituent effects and free energy relationships for a large collection of 
1,3,4-oxadiazoles have also been reported by Gierczyc et al. on the basis of 17O chemical shift data.148 
Further work on substituent effects, using computed instead of experimental chemical shifts on a 
series of benzaldehydes, has been described by Kiralj and Ferreira.149 Due to electron delocalization, the 
introduction of substituents can sometimes produce surprising long-range effects (i.e., across several 
bonds) on the 17O chemical shifts, as demonstrated by a combined experimental-computational study of 
several monoaminoxidase inhibitors by Cerioni et al.150. 
The 17O chemical shift of a large repertoire of organic compounds containing B-O bonds have 
been reported. In particular, the influence of the substituents present in the phenyl ring of phenylboronic 
acids and their derivatives on the 17O chemical shift have been investigated.151,152 The largest changes of 
17O shifts were observed for the ortho position. The effect of intermolecular hydrogen bond formation in 
the boronic acids also has been detected by 17O chemical shift changes.153 
As mentioned in the introduction to this Section, 17O NMR chemical shift data can be an 
important investigating tool for mechanistic and structural problems. This point has been recently 
underlined in an important review dealing with the synthesis, structural characterization and reactivity of 
hydrogen trioxide HOOOH.154 The 17O spectrum, reported in Figure 6, shows two lines for the two 
magnetically non-equivalent oxygen atoms.155 As expected, a significant deshielding of the oxygen 
nucleus is observed on going from H17OH, to H17OOH (at 187 ppm), to H17OOOH (at 305 ppm), and 
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finally to HO17OOH (at 421 ppm). The observed chemical shifts were also fully confirmed by CCSD(T) 
calculations. The presence of hydrotrioxydes as actual reaction intermediates in the ozonation of 
aldehydes has been unambiguously demonstrated also with the aid of 17O NMR data.156 
 
 
Figure 6. 17O NMR spectra of HOOOH obtained by low-temperature ozonation of 1,2-
diphenylhydrazine. Reproduced from ref. 155. 
 
Sophisticated applications of 17O NMR spectroscopy for the elucidation of reaction mechanisms 
have been reported. For example, the mechanism of the McKenna reaction – an important route for the 
synthesis of organophosphorous acids – has been assessed by the use of isotopically enriched diethyl 
phosphonates reagents containing P=17O and P=18O moieties.157 The combined use of 31P and 17O NMR 
spectroscopy allowed to trace the fate of the O atom in the course of the reaction (18O produces a slight, 
bond-order dependent shift in the resonance of a 31P atom directly bonded to it). 
Heavy transition metals. 17O NMR has been applied to study oxygen bound to heavy transition 
metals. A brief review158 of the properties of the AnO2 cubic oxides (where An indicates the actinides U, 
Np, Pu and Am) discusses recent insights obtained by solid-state NMR studies of 17O and other nuclei. 
Uranyl species in aqueous solutions containing H2O2 have received a lot of attention in connection with 
the disposal of spent nuclear fuels. Several studies have addressed the dissolution behaviour of uranyl 
ions (UO22+) in solutions containing H2O2 and carbonate ions, which exist under geological disposal 
conditions.159 Remarkably sharp 17O resonance for the uranyl oxygen within the UO2(CO3)34- complex 
has been observed at 1099 ppm. Increasing the H2O2 concentration, the intensity of this peak decreases 
and two new peaks appear at 1094 and 1103 ppm, respectively attributed to the formation of 
UO2(O2)(CO3)24- and (UO2)(O2)(CO3)46-complexes. Zanonato et al.160 have identified several uranyl-
peroxide-carbonate complexes in solution, proposed models of their structure and determined the values 
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of their equilibrium formation constants. Moreover, the solubility and the intermolecular interaction of 
several uranyl and vanadyl complexes with CO2 have been investigated in supercritical carbon dioxide,161 
using an NMR spectrometer equipped with a high pressure cell. 
Szabo et al.162 have studied the formation and the structure of uranium complexes with four 
nucleotides, adenosine (AMP), guanosine (GMP), uridine (UMP), and cytidine-monophosphate (CMP) at 
alkaline pH (8.5-12) by multinuclear NMR spectroscopy, providing all spectral parameters and the 
diffusion coefficient data. Two complexes are formed with all ligands in the investigated pH region, 
independently of the total uranium(VI) and ligand concentrations. The uranium-to-nucleotide ratio is 6:4 
in one of the complexes and 3:3 in the other one. 
Relativistic density functional theory was used to calculate structural data such as bond lengths, 
vibrational frequencies and 17O NMR chemical shifts for the [NpO2(OH)4]1- and [NpO4(OH)2]3– 
complexes, which correspond to different hydration states of Np(VII) in alkaline solutions.163 The 
calculations prove that the latter predominates and that both complexes have stronger bonds than their 
formally isoelectronic uranium(VI) analogues. The experimentally observed 300 ppm difference between 
the chemical shifts of 17O bonded to Np(VII) and to U(VI) was shown to be mainly a function of the 
central metal and not of the coordination environment or protonation state. 
Neoteric solvents. The environmental issues of chemical manufacturing and the increased 
sensitivity of the chemistry community to the “green” aspects of research have stimulated a growing 
interest towards unconventional, environmentally benign solvents, commonly referred to as “neoteric 
solvents”. In this context, the innovative use of water as reaction medium for organic reaction, as well as 
the use of supercritical water and CO2, deserve to be cited. Beyond these, two other important classes of 
new solvents have gained popularity starting from the ‘90s: ionic liquids and organic carbonates.  
Ionic liquids are low-melting salts ─ m.p. generally below 100 °C ─ commonly formed by a 
bulky organic cation (tetralkylammonium, pyridinium, imidazolium, pyrrolidinium, etc.) and an often 
inorganic, polarizable, fluorine-containing anion (PF6-, BF4-, [(CF3SO2)2N]-, acetate, triflate, etc.). The 
consequent “packing frustration” prevents the organization of the ions in a crystal lattice, thus leading to 
isotropic liquids instead of crystalline solids. The chemistry and physical chemistry of these systems is 
the object of a large scientific production and will not be summarized here. The interested readers may 
refer to the recent review by Weingärtner.164 
The so-called “first generation” ionic liquids consisted of a mixture of organic salts and 
chloroaluminates. Seminal papers in this field contain useful and elegant applications of 17O NMR in 
elucidating the chemistry of water in these systems. Zawodzinski and Osteryoung identified the by-
products formed by water in mixtures of imidazolium chlorides and AlCl3.165 The group of Seddon 
provided clear-cut validation of a general method for oxide contaminants removal from 
imidazolium/AlCl3 ionic liquids by 17O NMR in the presence of water traces.166  
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Chloroaluminate-based ionic liquids have been abandoned in the last two decades, having been 
replaced with single components systems. The recent literature on the subject contains some limited, 
niche applications of 17O NMR. Xu et al.167 have studied innovative components for energy storage 
devices. Their Na–CO2/O2 battery included a small amount of imidazolium-based ionic liquid to improve 
the performance in terms of high-voltage stability. The absence of water, a critical factor for correct 
operation, has been demonstrated by a thorough analysis of the 17O NMR spectra. 17O NMR spectroscopy 
has also been used to study the ligand-exchange rates of lanthanide ions in 1-ethyl-3-methylimidazolium 
ethyl sulfate.168 The results have been compared to the analogous data in aqueous environment. The 
observed exchange rates show a marked dependence on the solvent composition. These results open the 
way to tuning the ligand-exchange rate, with interesting perspectives for the separation of lanthanide 
ions. 
As mentioned above, organic carbonates are an important class of innovative solvents recently 
considered for several applications. A remarkable example is provided by the work of Greenbaum, Xu 
and coworkers in the field of energy-storage devices, specifically lithium ion batteries.169 Several 
mixtures of ethylene carbonate (EC), dimethyl carbonate (DMC) and 1M LiPF6 have been studied as 
model systems, to understand lithium-ion solvation and transport in these liquids. The lithium salt 
produces shifts in the 17O NMR peaks of the carbonates, which are largest for EC’s carbonyl groups. 
Thus the spectra provide clear evidence for the preferential interaction of the Li+ ions with these groups, 
rather than with the ethereal oxygens and with DMC. The data also furnish a more detailed picture of the 
Li+ solvation shell, by the quantification of the average number of EC and DMC molecules interacting 
with it at every composition. 
Gels. Important structural details about the formation of hydrogels of polysaccharides in the 
presence of suitable electrolytes have been obtained by 17O NMR. Dextran gels have been studied by 
Chen et al.170 by chemical shift and line-width analysis of the 17O NMR signals as a function of the 
amount of added KCl. The selective broadening of hemiacetalic oxygen atoms of the polysaccharide 
backbone have confirmed the KCl binding mode and shed light on the role played by the salt in the 
physical cross-linking process leading to the hydrogel. 
 
5. Applications of 17O NMR in biology 
The first applications of solution 17O NMR spectroscopy in biology concern the study of protein-
ligand interactions using 17O-labeled small molecules, such as 17O2 and C17O (but also 13CO) bound to 
ferrous heme proteins.94,95,171 The 17O spectral parameters, chemical shifts, nuclear quadrupolar coupling 
constant and rotational correlation times τc were determined from line shape and relaxation data analysis. 




Since the tumbling motion of large biological molecules in solution is nearly always in the slow 
motion limit ( cτω0 >> 1), this leads to a multiexponential relaxation of the Quadrupolar Central 
Transition (QCT, see Section 2.3). For three 17O-labeled ligands such as palmitic acid, oxalate and biotin 
bound to model proteins of size ranging from 65 to 240 kDa, the 17O QCT high resolution NMR spectra 
were acquired and used to probe the molecular environment around the oxygen atoms.172 Figure 7.b) 
shows the 17O QCT NMR spectra of a ternary complex consisting of ovotransferrin (OTf), Al3+ and 
[17O4]oxalate in aqueous solution.21 It is important to observe that, in presence of excessive oxalate 
ligands, both free and protein-bound oxalates were observed in the 17O NMR spectra. 
 
 
Figure 7. Representative 17O NMR spectra of: a) CO-heme systems, from ref. 171, b) OTf-Al-[17O4] 
oxalate complex, from ref. 21, c) different forms of the SOD1 protein, from ref. 173, and d) 
mitochondrial H217O at variable times, from ref. 174. 
 
The first example of a solution NMR study of 17O-labeled proteins has been reported in a recent 
paper by Hanashima et al.173. The work focuses on the structure and dynamics of the human Cu,Zn-
superoxide dismutase (SOD1), a homodimeric protein composed of 16 kDa subunits, whose role is to 
protect the cell from the oxidative aggression of the superoxide anion (O2-) by converting it to hydrogen 
peroxide. This occurs by oxidation of the –SH group of the Cys111 side chain, which is selectively 
converted to –SO3H or to –SO2H. These positions were labelled using 17O2 as an oxidant and the spectra 
recorded. Figure 7.c) shows the resulting 17O NMR spectra of (from top to bottom) the so-called Cu2+-
form and Cu+-form of SOD1, and that from a control experiment in which the protein was digested by 
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treatment with a peptidase. The clear differences in the 17O spectra of the two forms suggest 
environmental, structural and dynamic differences among them. 
A recent application of 17O high resolution NMR in medicine concerns the study of heart 
metabolism by observing the metabolically produced H217O in isolated rat hearts. 174 These were perfused 
with 17O2-enriched Krebs-Henseleit buffer with different Ca2+ concentration. Dynamic 17O NMR spectra 
(Figure 7.d)) showed a progressive increase in the H217O resonance peak, thus indicating the production 
of mitochondrial H217O. The peak intensity was used to evaluate the myocardial 17O2 consumption rate. 
Recently Prasad et al.175 reported the first description of the reaction mechanism catalyzed by 
cytochrome P450cam, a bacterial monooxygenase. At low O2 concentration, this enzyme oxidizes water to 
H2O2 and simultaneously reduces camphor to borneol. 17O NMR spectra were used to follow the H2O2 
production and to confirm the proposed mechanism.  
 
6. Relaxation studies 
As mentioned in Section 2, relaxation is a wide-ranging phenomenon which may manifest 
itself in different ways and, in one way or another, affects every NMR experiment. In the 
following, we have separated the discussion of 17O NMR relaxation in two parts. The first one 
concerns the dynamics of water, either pure or in presence of proteins or nanoparticles. In this 
case relaxation is dominated by quadrupolar interactions (see Section 2.3). The second one 
concerns relaxation in presence of paramagnetic complexes (see Section 2.4), which is important 
both in inorganic chemistry and in MRI. 
 
6.1 Water and proteins 
Water is obviously the most important liquid. Its structure and dynamics has been studied 
by virtually every possible method, including 17O NMR. The large shift in the H217O signal on 
going from the gas to the liquid phase depends on the formation of a disordered, hydrogen-
bonded network and it has been successfully reproduced by a combination of molecular dynamics 
and quantum chemical calculations (see Section 3.1). Sebastiani and coworkers141 have carried 
this approach one step forward, by using Car-Parrinello ab initio molecular dynamics simulations 
to describe spin relaxation of the quadrupolar nuclei in liquid water (both 17O and 2H). Their 
simulations are relatively standard (64 water molecules in a cubic box with periodic boundary 
conditions, BLYP density functional), except for the fact every 2 fs they compute the EFG at all 
nuclei from the instantaneous atomic coordinates and electron density. Their average coupling 
constants are =qC 7.9 MHz for 
17O and 229 kHz for 2H, in excellent agreement with the 
experimental values (7.7 MHz and 230 kHz, respectively). Furthermore, they derive the 
longitudinal relaxation rates from the time-correlation functions of the EGF’s. Their T1 values are 
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2.3 ms for 17O and 0.23 s for 2H, also in good agreement with experiment (6.6 ms and 0.7 s, 
respectively). It is remarkable that both relaxation times can be predicted so well, even though 
they are much longer than the overall simulation time (35 ps). Notice that this calculation avoids 
the assumptions of an intramolecular EFG and of an exponential decay of the correlation 
functions. 
The dynamics of water in the supercooled state (down to -37 °C) has been investigated by 
Qvist et al. 178 through accurate measurements of the T1 relaxation times in H217O (and D2O), 
using isotopically enriched samples. The key scientific issue behind this work is the origin of the 
strong super-Arrhenius behaviour of the rotational correlation time and other transport properties 
(i.e., their activation energies appears to increase on lowering the temperature). With the aid of 
classical molecular dynamics simulations, the authors interpreted it in terms of discrete 
orientational jumps of the molecules with a non-exponential distribution of waiting times, which 
is a signature of dynamical heterogeneity (i.e., the presence of water regions with different 
mobilities). 
The group of Halle has also reported extensively on water dynamics in protein solutions. 
Unlike the other relaxation studies discussed in this review, which employ high-resolution NMR, 
these were performed by Magnetic Resonance Dispersion experiments (MRD, see ref. 177 for an 
introduction). These involve measurements of the longitudinal relaxation rates of H217O (and 
D2O) as a function of the Larmor frequency, which is controlled by changing the applied 
magnetic field. The resulting dispersion profiles (i.e., the functions R1(ω0)) can be used to 
discriminate among water molecules with different dynamics, due to their interaction with the 
protein. The borderline between “free” and “associated” water molecules may be conventionally 
set at a residence time of 1 ns.177 The experiments can be repeated at different temperatures, to 
change the relative amounts of each type. The technique has been used to study water at the outer 
surfaces (hydration layer)177,178 and within the inner pockets of proteins (“buried” and 
“crystallographic” water).179-181 Finally, we mention that 17O NMR line width has also been used 
to study the effect of dispersed nano-materials on the dynamics of water.182 
 
6.2 Paramagnetic complexes and MRI contrast agents 
The relaxation of the H217O signal at high fields is enhanced by the presence of 
paramagnetic complexes and this can be exploited both for fundamental coordination chemistry 
studies and in the development of new contrast agents (CA) for MRI. The first example of a 
modern MRI CA is the gadolinium(III) complex of DTPA (diethylenetriaminepentaacetic acid, 
see Figure 8.a) for its chemical structure), approved for clinical use in1988.183,184 Following this, 
several complexes with acyclic and macrociclic ligands have been proposed185,186 with the aim of 
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producing CA’s with enhanced relaxivity (a CA with a higher relaxivity produces the same effect 
in smaller doses, with obvious benefits for the patient undergoing an MRI scan). 
According to the established model of paramagnetic relaxation (SBM theory, see Section 
2.4), the number (b) and residence lifetime (τM) of the metal-coordinated water molecules, and the 
rotational motion of the paramagnetic system (τR) are the key parameters to be optimized in order 
to increase the relaxivity.187 Typical values for CA’s in current use are: one coordinated water 
molecule, more than 100 ns for τM and 0.1 ns for τR.188 The synthesis of ligands capable of 
forming stable lanthanide complexes with two or more water molecules bound in the first (inner) 
coordination sphere (b≥2) has been pursued for a long time.189 Here the difficulty is to increase 
the hydration state of the metal ion by reducing the number of donor atoms of the chelator, 
without compromising the thermodynamic and kinetic stability of the complex. The solution 
structure, stability and dynamics of several lanthanide complexes have been extensively studied 
using high resolution 17O relaxation.190-192  Complexes with other metal ions such as Mn(II) have 
also been proposed and characterized.193,194 The design of new complexes has relied also on DFT 
calculations of chemical shifts and of hyperfine coupling constants, which are responsible for the 
scalar contribution to the oxygen relaxation rates.195,196 
An interesting study of lanthanide-DTPA complexes in solution has been reported by 
Fusaro et al.197. Unlike the previous studies, where the 17O NMR experiments essentially follow 
the dynamics of the water molecules, this was aimed at characterizing the structure and internal 
dynamics of the complexes using 17O-enriched DTPA. A series of both diamagnetic and 
paramagnetic ions has been considered and the 17O NMR spectra of the Ln-DTPA chelates have 
been acquired over a wide range of temperature. The signal line width has been used to calculate 
the activation energy of the dynamic process. Representative NMR spectra are reported in Figure 
8. Similarly, 17O NMR studies at variable temperature have been performed by Mayer et al.198 to 
determine the activation energy of dynamic rotation processes taking place in the coordination 




Figure 8: a) Chemical structure of the DTPA ligand, b) 17O NMR spectra of La-DTPA complex 
at variable temperature, c) 17O NMR spectra of Pr-DTPA complex at variable temperature. 
Adapted from ref. 197. 
 
Paramagnetic effects on the relaxation rate and chemical shift differences between free 
(bulk) and metal-bound H217O enable the study of water exchange mechanisms in transition metal 
complexes. Water exchange reactions are usually fast enough to produce a broadening of the 
bound water resonance in the 17O NMR spectrum, but slow enough to give two well resolved 17O 
NMR signals corresponding to bound and free water. Nearly all water exchange rate constants on 
metal ions have been measured by NMR, mostly as a function of temperature to elucidate the 
mechanism of the reaction.199 The use of special equipment allowing the application of high 
pressures offers an additional opportunity to discriminate among different mechanisms.5 
A review of ligand exchange and complex formation reactions for fac-[(CO)3M(H2O)3]+ 
(M = Mn(I), Tc(I), Re(I)) and fac-[(CO)2(NO)Re(H2O)3]2+ complexes, as studied by oxygen 
NMR relaxation, is available in the literature.200 These systems are important as precursors for a 
variety of radiopharmaceuticals which are under development. The water exchange kinetics for 
several metal complexes with chelating ligands [M(L)(H2O)]2- (M=Mn(II), Fe(II), Ni(II) and 
L=edta, tmdta) has also been investigated.201 The results indicate that, for the investigated 
divalent metal centers, the kinetic parameters are controlled by the d-orbital occupancy and by 
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the ligand architecture. The Mn(III)-porphyrin202 complexes are important due to the involvement 
of the Mn(III) center in the enzymatic catalysis of redox reactions, such as superoxide 
dismutation (SOD). 17O NMR relaxation experiments have shown that water exchange rates are 
very high and almost identical to the corresponding rate in [Mn(H2O)6]2+.203  The high lability of 
the axially bound water has been explained in terms of the cis-effect of porphyrin ligands and the 
Jahn-Teller distortion in the d4 high-spin electronic configuration of Mn(III). 
 
7. Conclusions 
In the title of this review, we have called 17O NMR a “rare and sensitive” probe of 
molecular interactions and dynamics.  Both adjectives have at least two possible interpretations 
and, in fact, not all of them are strictly correct. First of all, the 17O nucleus is certainly rare, as 
only 1 in 2600 oxygen atoms has the right number of neutrons to produce a magnetic response.  
This problem can sometimes be bypassed by working with isotopically enriched samples and, 
because of the improvements in the NMR instrumentation, also working with samples at natural 
17O abundance is not as problematic as is used to be. Secondly, 17O NMR spectroscopy is also 
rare, in the sense that for a long time it has been practiced by a small, specialized community. 
However, it seems that this situation is changing rapidly, as demonstrated by the number of 
references in this review. This change has been stimulated by the need to improve our 
understanding of the structure, interactions and dynamics of oxygen-containing molecules, 
liquids (water), materials and biopolymers, or to design better MRI contrast agents. This review 
has shown that the newest, more advanced applications of liquid-state 17O NMR have been made 
possible by the convergence of experimental methods, theoretical concepts and advanced 
computational tools. Thirdly, 17O NMR is not really a sensitive technique, in the sense that the 
low receptivity of this nucleus implies low signal/noise ratios and long acquisition times. 
However, we hope to have convinced the reader that it is quite sensitive, in the sense that the 
positions and the widths of the NMR peaks arising from the 17O nuclei are often very responsive 
to a change in the structure and molecular motions around them. Thus, recording and 
understanding an 17O NMR spectrum is not always easy, but it can certainly be very informative 
and rewarding. 
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