We consider the problem of multiple-node repair in distributed storage systems under the cooperative model, where the repair bandwidth includes the amount of data exchanged between any two different storage nodes. Recently, explicit constructions of MDS codes with optimal cooperative repair bandwidth for all possible parameters were given by Ye and Barg (IEEE Transactions on Information Theory, 2019). The node size (or sub-packetization) in this construction scales as exppΘpn h qq, where h is the number of failed nodes and n is the code length.
I. INTRODUCTION
Maximum Distance Separable (MDS) codes are widely used in distributed storage systems since they provide the optimal trade-off between the fault tolerance and storage overhead. More precisely, a distributed storage system encoded by an pn, kq MDS code can tolerate the failure of any r :" n´k storage nodes. In practice, the system will repair the failed nodes when there are only one or a few (ă r) node failures. In [1] , Dimakis et. al. suggested a new measure for the efficiency of the repair procedure, namely, the repair bandwidth, defined as the amount of data communicated between the storage nodes when repairing failed nodes. Dimakis et. al. [1] further established the lower bound on the repair bandwidth, known as the cut-set bound, and showed the existence of codes that achieve the cut-set bound. Such codes are called regenerating codes. An important subclass of regenerating codes is minimum storage regenerating (MSR) code, that is, MDS code that achieves the cut-set bound with equality. Constructions of MSR codes were proposed in [2] - [7] .
While originally the concept of MSR codes (or more generally, regenerating codes) was proposed for single node repair [1] , studies into MSR codes have expanded into the task of repairing multiple erasures. Multiple-node repair was mainly studied under two models: One is the cooperative model, where the repair bandwidth includes the amount of data exchanged between any two different storage nodes [8] - [11] . The other is the centralized model, where all the failed nodes are recreated in one location, and the amount of data exchanged between the failed nodes is not included in the repair bandwidth [4] , [12] - [17] . The cut-set bounds on the repair bandwidth under these two models were derived in [9] and [12] respectively.
Most studies of MSR codes in the literature are concerned with array codes 1 [25] . In particular, an pn, k, lq MDS array code over a finite field F is formed of k information nodes and r " n´k parity nodes with the property that the contents of any k out of n nodes suffices to recover the codeword. Every node is a column vector in F l , where the parameter l is called the node size or sub-packetization. More precisely, let C be an pn, k, lq MDS array code over a finite field F and let C P C be a codeword. We write C as pC 1 , C 2 , . . . , C n q, where C i P F l , 1 ď i ď n is the ith node of C. Let F Ď rns, |F| " h and R Ď rnszF, |R| " d be the sets of indices of the failed nodes and the helper nodes, respectively, where we use the notation rns :" t1, 2, . . . , nu. Define N co pC, F, Rq and N ce pC, F, Rq as the smallest number of symbols of the finite field F one needs to download in order to recover the failed nodes tC i , i P Fu from the helper nodes tC j , j P Ru under the cooperative model and the centralized model, respectively. The cut-set bounds read as follows:
Theorem 1 (Cut-set bound [1] , [9] , [12] , [26] ). Let C be an pn, k, lq MDS array code. For any two disjoint subsets F, R Ď rns such that |F| ď r and |R| ě k, we have the following inequalities:
We use n to denote the code length and k to denote the code dimension throughout the paper. MSR codes for multiple-node repair are defined as follows:
Definition 1 (ph, dq-MSR code). We say that a code C is an ph, dq-MSR code under the cooperative (resp., centralized) model if (1) C is an MDS code; (2) for any choice of F Ď rns and R Ď rnszF with |F| " h and |R| " d,
resp., N ce pC, F, Rq " |F||R|l |F|`|R|´k¯.
In [26] , it was shown that the cooperative model is stronger than the centralized model. More precisely, Theorem 2 ([26, Theorem 2]). Let C be an pn, k, lq MDS array code and let F, R Ď rns be two disjoint subsets such that |F| ď r and |R| ě k. If
Therefore, any ph, dq-MSR code under the cooperative model is also an ph, dq-MSR code under the centralized model.
In the rest of the paper we focus on the cooperative model. Unless stated otherwise, all the concepts and objects mentioned below, such as the repair bandwidth and the cut-set bound, implicitly assume this model.
Until the recent work of Ye and Barg [26] , constructions of ph, dq-MSR codes were known only for some special values of h and d: Paper [9] constructed such codes for the (trivial) case d " k, and [10] presented ph, dq-MSR codes for the cooperative repair of two erasures in the regime of low rate k{n ď 1{2 (more precisely, [10] constructed p2, dq-MSR codes for any n, k, d such that 2k´3 ď d ď n´2). In [26] , Ye and Barg gave explicit constructions of ph, dq-MSR codes for all possible values of n, k, h, d, i.e., for all n, k, h, d such that 2 ď h ď n´d ď n´k´1. While the construction of [26] solves the open problem of constructing cooperative MSR codes for general parameters, the node size of this construction is pph`d´kqpd´kq h´1 q p n h q . This quantity scales as exppΘpn hif we fix r :" n´k (the number of parity nodes) and let n grow 2 . Since h ě 2 for multiple-node repair, the node size of the construction in [26] is too large for practical applications.
In this paper, we give new explicit constructions of ph, dq-MSR codes for all possible values of n, k, h, d, i.e., for all n, k, h, d such that 2 ď h ď n´d ď n´k. The node size of this new construction is ph`d´kqpd´k`1q n . It scales as exppOpnqq if we fix r and let n grow. This is much smaller compared to the exppΘpn hscaling in the construction of [26] . Our new codes can be constructed over any finite field of size no smaller than pd´k`1qn. This requirement on the field size is exactly the same as the construction in [26] .
Here we briefly describe the construction of ph, dq-MSR code in [26] and explain how we reduce the node size in our new construction. In [26] , the authors started with a scalar MDS code. This code has node size l " 1 but only admits the naive/trivial repair method. Then paper [26] proposed a "transform" on MDS codes with the following property: Each time we apply this transform to an MDS code, we will obtain another MDS code that achieves the cut-set bound (1) for the repair of one more h-tuple of failed nodes at the price of increasing the node size by a factor of ph`d´kqpd´kq h´1 compared to the original MDS code. For example, if we apply this transform to the scalar MDS code with node size 1, then we will obtain an MDS code C 1 that can repair one h-tuple of failed nodes with optimal bandwidth (achieving the cut-set bound), and the node size of C 1 is ph`d´kqpd´kq h´1 . If we apply this transform again to the code C 1 , then we will obtain an MDS code C 2 that can repair two h-tuples of failed nodes with optimal bandwidth, and the node size of C 2 is pph`d´kqpd´kq h´1 q 2 . In total there are`n hc hoices of h-tuples. Therefore, after applying this transform`n h˘t imes, we will obtain an MDS code that achieves the cut-set bound for the repair of any h-tuple of failed nodes, and the node size of this code is pph`d´kqpd´kq h´1 q p n h q . This is the ph, dq-MSR code constructed in [26] , and we can see that the exponent`n h˘" Θpn h q is inherent in this construction. Therefore, we take a different approach in our new constructions. Quite surprisingly, we find that ph, dq-MSR codes can be obtained by replicating the p1, dq-MSR code construction in [4] ph`d´kq times. The node size of the p1, dq-MSR code construction in [4] is pd´k`1q n , so the node size of our new code construction is ph`d´kqpd´k`1q n . The main novelty of this paper lies in the careful design of a new repair scheme that allows our new code construction to achieve the cut-set bound.
As mentioned above, any ph, dq-MSR code under the cooperative model is also an ph, dq-MSR code under the centralized model. Therefore, our new code also achieves the optimal repair bandwidth under the centralized model. The node size of the centralized ph, dq-MSR code construction in [4 
where lcm stands for least common multiple. Since lcmpd`1´k, d`2´k, . . . , d`h´kq ě pd`1ḱ qpd`2´kq, the node size of the construction in [4] is at least pd`1´kq n pd`2´kq n , and this is much larger 4 than ph`d´kqpd´k`1q n , the node size of our new code construction. Therefore, our new construction significantly reduces the node size even compared to previous constructions of centralized MSR codes. In Table I , we list the node size of ph, dq-MSR codes constructed in [4] , [26] and this paper.
The rest of this paper is organized as follows: We start with the simplest case of h " 2 and d " k`1 in Section II to illustrate the main ideas of our new constructions. In Section III, we present the code construction for h " 2 and any value of d. Finally, we deal with the most general case in Section IV. 2 Note that h ď r and h`d ď n, so d´k ă h`d´k ď r. Therefore, ph`d´kqpd´kq h´1 is upper bounded by r r , which is a constant. For small h, the exponent`n h˘s cales as Θpn h q. Thus the node size scales as exppΘpn h qq. 3 In [4] , the authors did not explicitly present the construction of centralized ph, dq-MSR codes for a specific pair of ph, dq. Instead, they gave a universal code construction with the ph, dq-MSR property for all h ď r and all k ď d ď n´h simultaneously. However, from the proof of Theorem 11 in [4] , it is clear that for a specific pair of ph, dq one can construct a centralized ph, dq-MSR code with node size plcmpd`1´k, d`2´k, . . . , d`h´kqq n . 4 We always have pd`2´kq n " n ą h`d´k, so pd`1´kq n pd`2´kq n " ph`d´kqpd´k`1q n . In the column "repair model", we specify under which model(s) the code construction achieves the optimal repair bandwidth. In the column "scaling of node size", we consider the regime of fixed r and growing n.
II. CONSTRUCTION OF p2, k`1q-MSR CODES
In this section, we present the code construction and the corresponding repair scheme for the special case of h " 2 and d " k`1. More precisely, we construct an pn, k, l " 3ˆ2 n q MDS array code C together with a repair scheme that achieves the cut-set bound (1) for the repair of any 2 failed nodes from any k`1 helper nodes. Let C " pC 1 , C 2 , . . . , C n q be a codeword of C, where each node C i is a vector of length l " 3ˆ2 n . For 1 ď i ď n, we write C i " pc i,b,a : b P t1, 2, 3u, a P t0, 1, . . . , 2 n´1 uq. For a P t0, 1, . . . , 2 n´1 u, we write its n-digit binary expansion as a " pa 1 , a 2 , . . . , a n q, where a i P t0, 1u for all 1 ď i ď n. For a P t0, 1, . . . , 2 n´1 u, i P rns, u P t0, 1u, we further define api, uq :" pa 1 , . . . , a i´1 , u, a i`1 , . . . , a n q, i.e., api, uq is obtained by replacing the ith digit of a with u. In particular, api, a i ' 1q is obtained by flipping the ith digit of a, where ' denotes addition over the binary field. Now we are ready to present our code construction. Construction 1. Let F be a finite field of size |F | ě 2n. Let tλ i,j : i P rns, j P t0, 1uu be 2n distinct elements of F . The code C is defined by the following parity check equations:
By this definition, it is clear that for every b P t1, 2, 3u and every a P t0, 1, . . . , 2 n´1 u, the vector pc 1,b,a , c 2,b,a , . . . , c n,b,a q forms an pn, kq MDS code 5 . Therefore, C is an pn, k, l " 3ˆ2 n q MDS array code. Also observe that if we only vary the value of a P t0, 1, . . . , 2 n´1 u and fix the value of b, then all the coordinates indexed by this fixed value of b form the p1, k`1q-MSR code constructed in Section IV of [4] . Therefore, our construction is obtained by replicating the construction in [4] three times (because b takes three possible values).
Next we show how to repair any two failed nodes from any k`1 helper nodes with optimal repair bandwidth. Similarly to the repair scheme in [26] , we also divide the repair process into two rounds: In the first round, each failed node downloads 2 n symbols of F from each of the k`1 helper nodes. After the first round, each failed node is able to recover 2ˆ2 n coordinates of itself, and it also gathers some information about the other failed node. Then in the second round, each failed nodes downloads 2 n symbols of F from the other failed nodes, after which both failed nodes are able to recover all their coordinates. The total amount of data exchange in this repair process is 2pk`2q2 n , meeting the cut-set bound (1) with equality.
It is clear from the code construction (3) that every node in the code C plays the same role. In other words, there is not a "special" node in this code construction. Therefore, without loss of generality we assume that the set of indices of the failed nodes is F " t1, 2u, i.e., the first two nodes fail. We will limit ourselves to this special case for the simplicity of notation, and the repair scheme for the general case of F " ti 1 , i 2 u can be obtained by replacing the indices 1 and 2 with i 1 and i 2 , respectively.
Let R be the set of indices of the k`1 helper nodes. In the first round of the repair process, the first node C 1 downloads tc i,1,a`ci,2,ap1,a 1 '1q : a P t0, 1, . . . , 2 Summing these two equations, we obtain that
for all t P t0, 1, . . . , n´k´1u.
Therefore, the vector pc 1,1,a , c 1,2,ap1,a1 '1q , c 2,1,a`c2,2,ap1,a 1 '1q , c 3,1,a`c3,2,ap1,a 1 '1q , . . . , c n,1,a`cn,2,ap1,a 1 '1forms a Generalized Reed-Solomon (GRS) code of length n`1. Since there are n´k parity check equations, the dimension of this GRS code is pn`1q´pn´kq " k`1. Thus any k`1 coordinates suffice to recover the whole vector. In particular, since |R| " k`1, the elements in (4) allow C 1 to recover
Finally, we conclude the proof of the first part of this lemma by noticing that
The second part of this lemma can be proved in the same way, and we do not repeat it here.
In the second round of the repair process, C 1 downloads
from C 2 , and C 2 downloads c 2,1,a`c2,2,ap1,a 1 '1q : a P t0, 1, . . . , 2 n´1 u ( from C 1 . Since C 1 already knows the values of the coordinates in
given the elements in (6), C 1 is able to further recover
Similarly, we can show that C 2 is able to recover c 2,2,a : a P t0, 1, . . . , 2 n´1 u ( after the second round of the repair process. Therefore, we have shown that both C 1 and C 2 can indeed recover all their coordinates using our repair scheme. This concludes the description of our repair scheme as well as the proof of the following theorem:
Theorem 3. The code C given in Construction 1 is a p2, k`1q-MSR code.
III. CONSTRUCTION OF p2, dq-MSR CODES FOR GENERAL d
In this section, we present the code construction and the corresponding repair scheme for h " 2 and general values of d. Let s :" d`1´k. We construct an pn, k, l " pd`2´kqs n q MDS array code C together with a repair scheme that achieves the cut-set bound (1) for the repair of any 2 failed nodes from any d helper nodes. In this section, each node C i is a vector of length l " pd`2´kqs n . For 1 ď i ď n, we write C i " pc i,b,a : b P t1, 2, . . . , d`2´ku, a P t0, 1, . . . , s n´1 uq. For a P t0, 1, . . . , s n´1 u, we write its n-digit s-ary expansion as a " pa 1 , a 2 , . . . , a n q, where a i P t0, 1, . . . , s´1u for all 1 ď i ď n. For a P t0, 1, . . . , s n´1 u, i P rns, u P t0, 1, . . . , s´1u, we further define api, uq :" pa 1 , . . . , a i´1 , u, a i`1 , . . . , a n q, i.e., api, uq is obtained by replacing the ith digit of a with u. Now we are ready to present our code construction.
Construction 2. Let F be a finite field of size |F | ě sn. Let tλ i,j : i P rns, j P t0, 1, . . . , s´1uu be sn distinct elements of F . The code C is defined by the following parity check equations:
Similarly to the previous section, we can show that C is an pn, k, l " pd`2´kqs n q MDS array code, and it is also obtained by replicating the construction in Section IV of [4] pd`2´kq times.
Our repair scheme is again divided into two rounds: In the first round, each failed node downloads s n symbols of F from each of the d helper nodes. After the first round, each failed node is able to recover pd`1´kqs n coordinates of itself, and it also gathers some information about the other failed node. Then in the second round, each failed nodes downloads s n symbols of F from the other failed nodes, after which both failed nodes are able to recover all their coordinates. The total amount of data exchange in this repair process is 2pd`1qs n , meeting the cut-set bound (1) with equality.
Similarly to the previous section, we also assume that the set of failed nodes is F " t1, 2u for the simplicity of notation. The repair scheme for the general case of F " ti 1 , i 2 u can be obtained by replacing the indices 1 and 2 with i 1 and i 2 , respectively.
Let R be the set of indices of the d helper nodes. In this section, we use ' to denote addition modulo s. In the first round of the repair process, the first node C 1 downloads
from the helper nodes, and the second node C 2 downloads
from the helper nodes. 
Proof.
We only prove the first part of this lemma, and the second part can be proved in the same way. According to the parity check equations in Construction 2, for every a P t0, 1, . . . , s n´1 u, we have
for all j P t0, 1, . . . , s´1u and all t P t0, 1, . . . , n´k´1u.
Summing these equations over j P t0, 1, . . . , s´1u, we obtain that
Therefore, the vectoŕ`c 1,j`1,ap1,a1'jq : j P t0, 1, . . . , s´1u˘,`s´1 ÿ j"0 c i,j`1,ap1,a1'jq : i P t2, 3, . . . , nu˘f orms a GRS code of length n`s´1 " n`d´k. Since there are n´k parity check equations, the dimension of this GRS code is pn`d´kq´pn´kq " d. Thus any d coordinates suffice to recover the whole vector. In particular, since |R| " d, the elements in (7) allow C 1 to recover c 1,j`1,ap1,a1'jq : a P t0, 1, . . . , s n´1 u, j P t0, 1, . . . , s´1u (
Finally, we conclude the proof of the first part of this lemma by noticing that for every j P t0, 1, . . . , s´1u,
In the second round of the repair process, C 1 downloads s´2 ÿ j"0 c 1,j`1,ap2,a2'jq`c1,s`1,ap2,a2'ps´1qq : a P t0, 1, . . . , s n´1 u (
from C 2 , and C 2 downloads s´2 ÿ j"0 c 2,j`1,ap1,a1'jq`c2,s,ap1,a1'ps´1qq : a P t0, after the second round of the repair process. Therefore, we have shown that both C 1 and C 2 can indeed recover all their coordinates using our repair scheme. This concludes the description of our repair scheme as well as the proof of the following theorem:
Theorem 4. The code C given in Construction 2 is a p2, dq-MSR code.
IV. CONSTRUCTION OF ph, dq-MSR CODES FOR GENERAL h AND d
In this section, we deal with the most general cases. Let s :" d`1´k. For any 2 ď h ď n´d ď n´k, we construct an pn, k, l " pd`h´kqs n q MDS array code C together with a repair scheme that achieves the cut-set bound (1) for the repair of any h failed nodes from any d helper nodes. In this section, each node C i is a vector of length l " pd`h´kqs n . For 1 ď i ď n, we write C i " pc i,b,a : b P t1, 2, . . . , d`h´ku, a P t0, 1, . . . , s n´1 uq. For a P t0, 1, . . . , s n´1 u, we write its n-digit s-ary expansion as a " pa 1 , a 2 , . . . , a n q, where a i P t0, 1, . . . , s´1u for all 1 ď i ď n. For a P t0, 1, . . . , s n´1 u, i P rns, u P t0, 1, . . . , s´1u, we further define api, uq :" pa 1 , . . . , a i´1 , u, a i`1 , . . . , a n q, i.e., api, uq is obtained by replacing the ith digit of a with u. Now we are ready to present our code construction. Construction 3. Let F be a finite field of size |F | ě sn. Let tλ i,j : i P rns, j P t0, 1, . . . , s´1uu be sn distinct elements of F . The code C is defined by the following parity check equations:
Similarly to the previous section, we can show that C is an pn, k, l " pd`h´kqs n q MDS array code, and it is also obtained by replicating the construction in Section IV of [4] pd`h´kq times.
Our repair scheme is again divided into two rounds: In the first round, each failed node downloads s n symbols of F from each of the d helper nodes. After the first round, each failed node is able to recover pd`1´kqs n coordinates of itself, and it also gathers some information about the other failed nodes. Then in the second round, each failed nodes downloads s n symbols of F from each of the other h´1 failed nodes, after which all the failed nodes are able to recover all their coordinates. The total amount of data exchange in this repair process is hpd`h´1qs n , meeting the cut-set bound (1) with equality.
Similarly to the previous section, we assume that the set of failed nodes is F " t1, 2, . . . , hu for the simplicity of notation. The repair scheme for the general case of F " ti 1 , i 2 , . . . , i h u can be obtained by replacing the index j with i j for all j P rhs.
Let R Ď rnszF be the set of indices of the d helper nodes. In this section, we use ' to denote addition modulo s. In the first round of the repair process, the uth node C u , u P rhs downloads ! s´2 ÿ j"0 c i,j`1,apu,au'jq`ci,s`u´1,apu,au'ps´1qq : a P t0, 1, . . . , s n´1 u, i P R )
from the helper nodes.
Lemma 3. After downloading (10) , the uth node C u , u P rhs is able to recover c u,b,a : a P t0, 1, . . . , s n´1 u, b P t1, 2, . . . , s´1, s`u´1u ( ď s´2 ÿ j"0 c i,j`1,apu,au'jq`ci,s`u´1,apu,au'ps´1qq : a P t0, 1, . . . , s n´1 u, i P rhsztuu ( .
for all i P rhsztuu. Combining this with (11), we conclude that after the second round of repair, each failed node C u is able to recover c u,b,a : a P t0, 1, . . . , s n´1 u, b P t1, 2, . . . , s´1, s`u´1u ( ď c u,s`i´1,a : a P t0, 1, . . . , s n´1 u, i P rhsztuu ( " c u,b,a : a P t0, 1, . . . , s n´1 u, b P t1, 2, . . . , s`h´1u ( , i.e., each failed node is able to recover all its coordinates. This concludes the description of our repair scheme and proves the following theorem:
Theorem 5. The code C given in Construction 3 is a ph, dq-MSR code.
