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A GENERALIZATION OF THE ALUTHGE
TRANSFORMATION IN THE VIEWPOINT OF
OPERATOR MEANS
TAKEAKI YAMAZAKI
Abstract. The Aluthge transformation is generalized in the view-
point of the axiom of operator means by using double operator in-
tegrals. It includes the mean transformation which is defined by S.
H. Lee, W. Y. Lee and Yoon. Next we shall give some properties of
it. Especially, we shall show that the n-th iteration of mean trans-
formation of an invertible matrix converges to a normal matrix.
Inclusion relations among numerical ranges of generalized Aluthge
transformations respect to some operator means are considered.
1. Introduction
Let B(H) be the C∗-algebra of all bounded linear operators on a
complex Hilbert space H. Let T = U |T | ∈ B(H) be the polar decom-
position of T . The Aluthge transformation ∆(T ) of T is defined in
[2] as follows.
(1.1) ∆(T ) := |T | 12U |T | 12 .
Several properties of the Aluthge transformation has been studied, for
example, (i) σ(∆(T )) = σ(T ), where σ(T ) is the spectrum of T ∈ B(H)
[19], (ii) ∆(T ) has a non-trivial invariant subspace if and only if T does
so [20], and (iii) if T is semi-hyponormal (i.e., |T ∗| ≤ |T |), then ∆(T )
is hyponormal (i.e., ∆(T )∆(T )∗ ≤ ∆(T )∗∆(T )) [2], where “≤” means
the Loewner partial order. By considering the Loewner-Heinz inequal-
ity, hyponormality of an operator implies semi-hyponormality, but the
converse implication does not hold in general. Hence the Aluthge
transformation ∆(T ) may have better properties than T . Recently,
a related new operator transformation has been defined in [23] and
studied in[9, 24] which is called the mean transformation Tˆ of T .
The definition is
Tˆ :=
U |T |+ |T |U
2
.
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The aim of this paper is to unify these operator transformations in the
viewpoint of operator means, and give some properties.
An operator mean is a binary operation on positive semi-definite
operators. It was defined by Kubo-Ando as follows. Let B(H)+ and
B(H)++ be the sets of positive semi-definite and positive invertible
operators, respectively.
Definition 1 (Operator mean, [22]). Let M : B(H)+ × B(H)+ →
B(H)+ be a binary operation. If M satisfies the following four condi-
tions, then M is called an operator mean.
(1) If A ≤ C and B ≤ D, then M(A,B) ≤M(C,D),
(2) X∗M(A,B)X ≤M(X∗AX,X∗BX) for all X ∈ B(H),
(3) An ց A and Bn ց B imply M(An, Bn) ց M(A,B) in the
strong operator topology,
(4) M(I, I) = I, where I means the identity operator in B(H).
To get a concrete formula of an operator mean, the following relation
is very important. Let f be a real-valued function defined on an interval
J ⊆ (0,∞). Then f is said to be operator monotone if A ≤ B for
self-adjoint operators A,B ∈ B(H) whose spectra are contained in J ,
then f(A) ≤ f(B), where f(A) and f(B) are defined by the functional
calculus.
Theorem A ([22]). Let M be an operator mean. Then there exists an
operator monotone function f on (0,∞) such that f(1) = 1 and
M(A,B) = A
1
2 f(A−
1
2BA−
1
2 )A
1
2
for all A ∈ B(H)++ and B ∈ B(H)+.
If A ∈ B(H)+, we can obtain M(A,B) = limεց0M(A + εI, B) be-
cause A+εI ∈ B(H)++ for ε > 0 and Definition 1 (3). The function f is
called a representing function of an operator mean M. Throughout
this paper, we note Mf for an operator mean with a representing func-
tion f . In this case, f ′(1) = λ ∈ [0, 1] holds (cf. [13]), and we sometimes
call Mf a λ-weighted operator mean. Moreover, if λ = f
′(1) ∈ (0, 1),
then
(1.2) [1− λ+ λx−1]−1 ≤ f(x) ≤ 1− λ+ λx
holds for all x > 0 (cf. [25]).
Typical examples of operator means are the λ-weighted geometric
and λ-weighted power means. These representing functions are f(x) =
xλ and f(x) = [1 − λ + λxt] 1t , respectively, where λ ∈ [0, 1] and t ∈
[−1, 1] (in the case t = 0, we consider t→ 0). The weighted power mean
interpolates arithmetic, geometric and harmonic means by putting t =
1, 0,−1, respectively.
The aim of this paper is to apply operator means to generalize the
Aluthge transformation. To do this, firstly, we shall explain how to
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generalize the Aluthge transformation in the matrices case in Section
2. Then to extend the discussion in Section 2 into Hilbert space op-
erators, we will introduce the double operator integrals in Section 3.
We show that all operator means can be applied to double operator
integrals. In Section 4, we shall generalize the Aluthge transformation
respect to an arbitrary operator mean via double operator integrals.
In Sections 5 and 6, we shall give properties of the generalized Aluthge
transformation. In Section 5, we shall consider n-th iterated general-
ized Aluthge transformation. We divide this discussion into finite and
infinite Hilbert space cases. More precisely, we shall show that n-th
iterated mean transformation of every invertible matrix converges to a
normal matrix, and show that there is a weighted unilateral shift on
ℓ2 such that n-th iterated generalized Aluthge transformation does not
converge in a week operator topology. In Section 6, we give inclusion
relations among numerical ranges of generalized Aluthge transforma-
tions.
2. A generalization of the Aluthge transformation in
the matrices case
In this section, we shall generalize the Aluthge transformation in the
matrices case which is a motivation of this paper. Let Mm be a set of
all m–by–m matrices. It is known that Mm is a Hilbert space with an
inner product 〈A,B〉 := traceAB∗. For A,B ∈Mm, let LA and RB be
bounded linear operators on Mm defined as follows:
LA(X) = AX and RB(X) = XB
for X ∈ Mm. They are called the left and right multiplications,
respectively. If A,B ∈ Mm are positive semi-definite (resp. positive
invertible) matrices, then LA and RB are positive semi-definite (resp.
positive invertible) operators on Mm, too. It is easy to see that LA
and RB are commuting on the product, i.e.,
LARB(X) = RBLA(X) = AXB
holds for all X ∈ Mm. Moreover, for each Hermitian A ∈ Mm,
f(LA)(X) = Lf(A)(X) (resp. f(RA)(X) = Rf(A)(X)) holds for all
analytic functions f if f(A) is defined. Hence we can consider operator
means of LA and RB. For example, the arithmetic mean A of LA and
RB is computed by
A(LA,RB)(X) =
LA + RB
2
(X) =
AX +XB
2
.
Theorem 2.1. Let A,B ∈ Mm be positive invertible. Then for any
operator mean M, there exists a positive probability measure dµ on [0, 1]
such that
M(LA,RB)(X) =
∫ 1
0
(∫ ∞
0
e−x(1−λ)A
−1
Xe−xλB
−1
dx
)
dµ(λ)
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for all X ∈Mm.
To prove Theorem 2.1, we shall use the following result.
Theorem B ([15], [6, Theorem VII.2.3]). Let A and B be operators
whose spectra are contained in the open right half-plane and left half-
plane, respectively. Then the solution of the equation AX − XB = Y
can be expressed as
X =
∫ ∞
0
e−xAY exBdx.
Proof of Theorem 2.1. Firstly, we shall show the case of λ-weighted
harmonic mean Mf for λ ∈ [0, 1], i.e., a representing function f of Mf
is
f(x) = [1− λ+ λx−1]−1.
In this case, the harmonic mean of LA and RB on Mm is
Mf(LA,RB)(X) = [(1− λ)L−1A + λR−1B ]−1(X).
We notice that if A and B are positive invertible matrices, then LA and
RB are positive invertible, and hence the above formula is well-defined.
Put Y := Mf(LA,RB)(X). Then it is a solution of a matrix equation
[(1− λ)L−1A + λR−1B ](Y ) = X.
Thus for X ∈ Mm, we just have to give a solution Y of the following
matrix equation
(1− λ)A−1Y + λY B−1 = X,
and it is equivalent to
{(1− λ)A−1}Y − Y (−λB−1) = X.
By Theorem B, we have Y = Mf(LA,RB)(X) as follows.
Mf(LA,RB)(X) =
∫ ∞
0
e−x(1−λ)A
−1
Xe−xλB
−1
dx
=
∫ 1
0
(∫ ∞
0
e−x(1−λ)A
−1
Xe−xλB
−1
dx
)
dµ(λ),
(2.1)
where µ([0, 1]) := δ{λ}([0, 1]), the Dirac delta supported on {λ}.
Next we shall show an arbitrary operator mean case. Let Mf be an
operator mean. Then it is known (cf. [13]) that there exists a positive
probability measure dµ on [0, 1] such that
(2.2) f(x) =
∫ 1
0
[1− λ+ λx−1]−1dµ(λ).
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Hence we have
Mf(LA,RB)(X) = LAf(L
−1
A RB)(X)
=
∫ 1
0
[(1− λ)L−1A + λR−1B ]−1dµ(λ)(X)
=
∫ 1
0
[(1− λ)L−1A + λR−1B ]−1(X)dµ(λ)
=
∫ 1
0
(∫ ∞
0
e−x(1−λ)A
−1
Xe−xλB
−1
dx
)
dµ(λ).

Now we shall give another formula of Mf(LA,RB)(X).
Theorem 2.2. Let A,B ∈ Mm be positive invertible with the spectral
decompositions A =
∑m
i=1 siPi and B =
∑m
j=1 tjQj, respectively. Then
for each operator mean Mf ,
(2.3) Mf(LA,RB)(X) =
m∑
i,j=1
Pf (si, tj)PiXQj ,
where the perspective Pf of f is defined by Pf (s, t) := sf
(
t
s
)
.
Proof. Let A =
∑m
i=1 siPi and B =
∑m
j=1 tjQj be spectral decomposi-
tions of A and B, respectively. For a representing function f on (0,∞)
of an operator mean Mf , by (2.2), the perspective Pf of f is given by
Pf (s, t) =
∫ 1
0
[(1− λ)s−1 + λt−1]−1dµ(λ)
for s, t > 0. Then by Theorem 2.1, we have
Mf(LA,RB)(X)
=
∫ 1
0
(∫ ∞
0
e−x(1−λ)A
−1
Xe−xλB
−1
dx
)
dµ(λ)
=
∫ 1
0
{∫ ∞
0
(
m∑
i=1
e−x(1−λ)s
−1
i Pi
)
X
(
m∑
j=1
e−xλt
−1
j Qj
)
dx
}
dµ(λ)
=
m∑
i,j=1
∫ 1
0
(∫ ∞
0
e−{(1−λ)s
−1
i +λt
−1
j }xdx
)
dµ(λ)PiXQj
=
m∑
i,j=1
∫ 1
0
[(1− λ)s−1i + λt−1j ]−1dµ(λ)PiXQj =
m∑
i,j=1
Pf(si, tj)PiXQj.

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If A,B ∈ B(H)+, then for each ε > 0, Aε := A+εI and Bε := B+εI
are both positive invertible. Then we can define Mf(LA,RB)(X) by
Mf(LA,RB)(X) = lim
εց0
Mf(LAε ,RBε)(X).
Definition 2 (Generalization of the Aluthge transformation). Let T =
U |T | ∈ Mm be the polar decomposition with the spectral decomposition
|T | = ∑ni=1 siPi of |T |. For an operator mean Mf , a generalization
of the Aluthge transformation ∆Mf (T ) of T respect to an operator
mean Mf is defined by
∆Mf (T ) :=
m∑
i,j=1
Pf (si, sj)PiUPj .
By using Theorem 2.2, we have another formula of a generalized
Aluthge transformation.
Corollary 2.3. Let T = U |T | ∈ Mm be the polar decomposition such
that |T | is invertible. For an operator mean M, there exists a positive
probability measure dµ on [0, 1] such that
∆M(T ) =
∫ 1
0
(∫ ∞
0
e−x(1−λ)|T |
−1
Ue−xλ|T |
−1
dx
)
dµ(λ).
Example 1. Let T ∈Mm with the polar decomposition T = U |T | and
the spectral decomposition |T | = ∑mi=1 siPi, and let M be an operator
mean. Then we have the following examples of ∆M(T ). Note that∑m
i=1 Pi = U
∗U .
(1) Mean transformation [23].
Let Mf be the λ- weighted arithmetic mean, i.e., the represent-
ing function of Mf is f(t) = 1− λ+ λt. Then
∆Mf (T ) =
m∑
i,j=1
[(1− λ)si + λsj ]PiUPj
= (1− λ)
m∑
i,j=1
siPiUPj + λ
m∑
i,j=1
sjPiUPj
= (1− λ)
(
m∑
i,=1
siPi
)
U
(
m∑
j=1
Pj
)
+ λ
(
m∑
i=1
Pi
)
U
(
m∑
j=1
sjPj
)
= (1− λ)|T |U + λU∗UU |T |.
Especially, if U is an isometry, then ∆Mf (T ) = Tˆ (i.e., the
weighted mean transform).
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(2) Generalized Aluthge transformation [19].
Let Mf be the λ-weighted geometric mean, i.e., the representing
function of Mf is f(t) = t
λ. Then
∆Mf (T ) =
m∑
i,j=1
s1−λi s
λ
jPiUPj
=
(
m∑
i=1
s1−λi Pi
)
U
(
m∑
j=1
tλjPj
)
= |T |1−λU |T |λ.
From Corollary 2.3, we have a basic property of a generalization of
the Aluthge transformation.
Theorem 2.4. Let T ∈ Mm. Let Mf be an operator mean satisfying
f ′(1) ∈ (0, 1). Then ∆Mf (T ) = T if and only if T is normal.
Proof. For ε > 0, |T |ε := |T |+ εI is positive invertible, and |T |ε ց |T |
as εց 0. By considering this fact, we may assume that |T | is invertible.
Let T = U |T | be the polar decomposition of T . Then it is known that
T is normal if and only if U |T | = |T |U . Hence if T is normal, then by
Corollary 2.3,
∆M(T ) =
∫ 1
0
(∫ ∞
0
e−x(1−λ)|T |
−1
Ue−xλ|T |
−1
dx
)
dµ(λ)
= U
∫ 1
0
(∫ ∞
0
e−x|T |
−1
dx
)
dµ(λ) = T.
Let |T | = ∑mi=1 siPi be the spectral decomposition. Assume that
∆Mf (T ) = T holds. Then we have
m∑
i,j=1
Pf(si, sj)PiUPj = ∆Mf (T ) = T =
m∑
j=1
sjUPj .
By multiplying Pi and Pj from the left and right sides, respectively,
Pf (si, sj)PiUPj = sjPiUPj ,
since Pi are orthogonal projections. By f
′(1) ∈ (0, 1) and an inequality
(1.2), Pf(si, sj) 6= sj holds for i 6= j. Then PiUPj = 0 holds for i 6= j.
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Hence we have
∆Mf (T ) =
n∑
i,j=1
Pf (si, sj)PiUPj
=
n∑
i=1
Pf (si, si)PiUPi
=
n∑
i=1
siPiUPi
=
n∑
i,j=1
√
sisjPiUPj = ∆(T ) (Aluthge transformation).
Therefore T is normal since T = ∆(T ) [20, Proposition 1.10]. 
3. Double operator integrals
Although LA and RB can be defined on B(H), we cannot consider
operator means of LA and RB, since B(H) is not a Hilbert space. To
discuss similar argument in B(H), we shall use the double operator
integrals. The double operator integrals was first appeared in [11].
Then it was developed by Birman and Solomyak in [7] and Peller in
[26, 27] (nice surveys are [8, 17]). Let A,B ∈ B(H)+ with the spectral
decompositions
A =
∫
σ(A)
sdEs and B =
∫
σ(B)
tdFt.
Let λ (resp. µ) be a finite positive measure on an interval σ(A) (resp.
σ(B)) equivalent (in the absolute continuity sense) to dEs (resp. dFt).
Let ϕ ∈ L∞(σ(A)×σ(B);λ×µ). ForX ∈ B(H), the double operator
integrals is given by
ΦA,B,ϕ(X) :=
∫
σ(A)
∫
σ(B)
ϕ(s, t)dEsXdFt.
If X ∈ C2(H) (Hilbert-Schmidt class), then ΦA,B,ϕ(X) ∈ C2(H) because
C2(H) is a Hilbert space, and ΦA,B,ϕ can be defined by the similar way
to Theorem 2.2. To extend this into X ∈ B(H), we shall consider
Schur multiplier as follows:
Definition 3 (Schur multiplier, (cf. [17])). When ΦA,B,ϕ(= ΦA,B,ϕ|C1(H)) :
X 7→ ΦA,B,ϕ(X) gives rise to a bounded transformation on the ideal
C1(H)(⊂ C2(H)) of trace class operators, ϕ(s, t) is called a Schur mul-
tiplier (relative to the pair (A,B)).
The double operator integrals can be extended to B(H) by making
use of the duality B(H) = C1(H)∗ via
(X, Y ) ∈ C1(H)× B(H) 7→ trace(XY ∗) ∈ C.
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This proof is introduced in [17].
Theorem C ([17, 26, 27]). For ϕ ∈ L∞(σ(A) × σ(B);λ × µ), the
following conditions are all equivalent:
(i) ϕ is a Schur multiplier;
(ii) whenever a measurable function k : σ(A) × σ(B) → C is the
kernel of a trace class operator L2(σ(A);λ) → L2(σ(B);µ), so
is the product ϕ(s, t)k(s, t);
(iii) one can find a finite measure space (Ω, σ′) and functions α ∈
L∞(σ(A)× Ω;λ× σ′), β ∈ L∞(σ(B)× Ω;µ× σ′) such that
(3.1) ϕ(s, t) =
∫
Ω
α(s, x)β(t, x)dσ′(x)
for all s ∈ σ(A), t ∈ σ(B);
(iv) one can find a measure space (Ω, σ′) and measurable functions
α, β on σ(A) × Ω, σ(B) × Ω respectively such that the above
(3.1) holds and∥∥∥∥
∫
Ω
|α(·, x)|2dσ′(x)
∥∥∥∥
L∞(λ)
∥∥∥∥
∫
Ω
|β(·, x)|2dσ′(x)
∥∥∥∥
L∞(λ)
<∞.
An important result of this paper is to give a guarantee the per-
spective of representing functions f of all operator means are Schur
multiplier.
Theorem 3.1. Let f be a representing function of an operator mean.
Then the perspective Pf of f is a Schur multiplier.
Proof. By (2.2), a perspective Pf of f is given as follows:
Pf (s, t) = sf
(
t
s
)
=
∫ 1
0
[(1− λ)s−1 + λt−1]−1dµ(λ).
By elementary computation, we have
Pf (s, t) =
∫ 1
0
[(1− λ)s−1 + λt−1]−1dµ(λ)
=
∫ 1
0
(∫ ∞
0
e−(1−λ)s
−1xe−λt
−1xdx
)
dµ(λ).
Putting α(s, x, λ) = e−(1−λ)s
−1x and β(t, x, λ) = e−λt
−1x. Then Pf can
be represented as the form of (3.1), and it is a Schur multiplier. 
4. A generalization of the Aluthge transformation in
the operators case
In this section, we shall give a definition of a generalized Aluthge
transformation by using the double operator integrals which is intro-
duced in the previous section.
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Definition 4 (Generalization of the Aluthge transformation). Let T =
U |T | ∈ B(H) with the spectral decomposition |T | = ∫
σ(|T |) sdEs. For
an operator mean Mf , a generalization of the Aluthge transfor-
mation ∆Mf (T ) of T respect to an operator mean Mf is defined by
∆Mf (T ) :=
∫
σ(|T |)
∫
σ(|T |)
Pf (s, t)dEsUdEt.
By Theorem 3.1, Pf is the Schur multiplier. Hence the above dou-
ble operator integrals is well-defined. As in the similar discussion of
Example 1, we obtain concrete forms of generalizations of the Aluthge
transformation. The following theorem is an extension of Theorem 2.1.
Theorem 4.1. Let T = U |T | ∈ B(H), s.t., |T | ∈ B(H)++. For each
operator mean M, there exists a positive probability measure dµ on [0, 1]
such that
∆M(T ) =
∫ 1
0
(∫ ∞
0
e−x(1−λ)|T |
−1
Ue−xλ|T |
−1
dx
)
dµ(λ).
Proof. For an operator mean Mf , there exists a positive probability
measure dµ on [0, 1] such that
Pf(s, t) =
∫ 1
0
[(1− λ)s−1 + λt−1]−1dµ(λ)
=
∫ 1
0
(∫ ∞
0
e{−x(1−λ)s
−1}e{−xλt
−1}dx
)
dµ(λ).
Then by using Fubini-Tonelli’s theorem, we have
∆Mf (T ) =
∫
σ(|T |)
∫
σ(|T |)
Pf (s, t)dEsUdEt
=
∫
σ(|T |)
∫
σ(|T |)
{∫ 1
0
(∫ ∞
0
e−x(1−λ)s
−1
e−xλt
−1
dx
)
dµ(λ)
}
dEsUdEt
=
∫ 1
0
{∫ ∞
0
(∫
σ(|T |)
e−x(1−λ)s
−1
dEs
)
U
(∫
σ(|T |)
e−xλt
−1
dEt
)
dx
}
dµ(λ)
=
∫ 1
0
(∫ ∞
0
e−x(1−λ)|T |
−1
Ue−xλ|T |
−1
dx
)
dµ(λ).
Hence the proof is completed. 
Proposition 4.2. Let T ∈ B(H) with the polar decomposition T =
U |T |. Then for any operator mean Mf and α ∈ C, the following
statements hold.
(1) ∆Mf (αT ) = α∆Mf (T ),
(2) ∆Mf (V
∗TV ) = V ∗∆Mf (T )V for all unitary V ,
(3) ∆Mf (T )− αI = Φ|T |,|T |,Pf (U − α|T |−1) if |T | ∈ B(H)++,
(4) ‖∆Mf (T )‖ ≤ ‖T‖, where ‖·‖ means the spectral norm on B(H).
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Proof. Let |T | = ∫
σ(|T |) sdEs be the spectral decomposition.
(1) Let α = reiθ (r ≥ 0) be a polar form of α ∈ C. Then αT =
(eiθU)(α|T |) is a polar decomposition of αT moreover, r|T | = ∫
σ(|T |) rsdEs.
Hence we have
∆Mf (αT ) =
∫
σ(|T |)
∫
σ(|T |)
Pf (rs, rt)dEs(eiθU)dEt
=
∫
σ(|T |)
∫
σ(|T |)
reiθPf (s, t)dEsUdEt = α∆Mf (T ).
(2) Let V be unitary. Then V ∗TV = V ∗UV · V ∗|T |V is the polar
decomposition. Then we have
∆Mf (V
∗TV ) =
∫
σ(|T |)
∫
σ(|T |)
Pf (s, t)d(V ∗EsV )V ∗UV d(V ∗EtV )
= V ∗
(∫
σ(|T |)
∫
σ(|T |)
Pf (s, t)dEsUdEt
)
V = V ∗∆Mf (T )V.
(3) Since dEs is an orthogonal projection measure,
Φ|T |,|T |,Pf (U − α|T |−1) =
∫
σ(|T |)
∫
σ(|T |)
Pf (s, t)dEs(U − α|T |−1)dEt
=
∫
σ(|T |)
∫
σ(|T |)
Pf (s, t)dEsUdEt
− α
∫
σ(|T |)
∫
σ(|T |)
Pf (s, t)dEs|T |−1dEt
= ∆Mf (T )− α
∫
σ(|T |)
∫
σ(|T |)
Pf(s, t)dEsdEt|T |−1
= ∆Mf (T )− α
∫
σ(|T |)
Pf (s, s)dEs|T |−1
= ∆Mf (T )− α
∫
σ(|T |)
sdEs|T |−1 = ∆Mf (T )− αI.
(4) By Theorem 4.1, there exists a positive probability measure dµ
on [0, 1] such that
∆Mf (T ) =
∫ 1
0
(∫ ∞
0
e−x(1−λ)|T |
−1
Ue−xλ|T |
−1
dx
)
dµ(λ).
Since g(x) = e−cx
−1
is an increasing function on x > 0 and for c > 0,
we have e−cA
−1 ≤ e−c‖A‖−1I. Hence we have
‖∆Mf (T )‖ ≤
∫ 1
0
(∫ ∞
0
‖e−x(1−λ)|T |−1Ue−xλ|T |−1‖dx
)
dµ(λ)
≤
∫ 1
0
(∫ ∞
0
e−x(1−λ)‖T‖
−1
e−xλ‖T‖
−1
dx
)
dµ(λ) = ‖T‖,
12 T. YAMAZAKI
where the last equality follows from
∫ 1
0
dµ(λ) = 1. 
Proposition 4.3. Let T ∈ B(H), and let M be an operator mean. If
T ∈ C1(H), then
trace(∆M(T )) = trace(T ).
Proof. It follows from Theorem 4.1. 
We notice that it is known that if M is a weighted geometric mean
(i.e., ∆M(T ) is the generalized Aluthge transformation), then σ(∆M(T )) =
σ(T ) holds for all T ∈ B(H) [19]. However, there is a counterexample
for this equation when M is an arithmetic mean [23].
5. Iteration
In this section, we shall consider iteration of ∆M. For each natural
number n, define ∆nM(T ) := ∆M(∆
n−1
M (T )) and ∆
0
M(T ) := T for T ∈
B(H). It is known that iteration of the Aluthge transformation (i.e.,
M is a geometric mean) has been considered by many authors, for
example, (i) a sequence {∆nM(T )}∞n=0 converges to a normal matrix
if T ∈ Mm [4, 5], (ii) there exists an operator T ∈ B(H) such that a
sequence {∆nM(T )}∞n=0 does not converge in the week operator topology
[10], (iii) for each T ∈ B(H), limn→∞ ‖∆nM(T )‖ = r(T ), where r(T ) is
the spectral radius of T [31].
Theorem 5.1. Let T ∈Mm be invertible with the polar decomposition
T = U |T |. Let A be a non-weighted arithmetic mean. Then a se-
quence {∆nA(T )} converges to a normal matrix N such that trace(T ) =
trace(N) and trace(|T |) = trace(|N |).
The iteration of mean transformation has been considered in [9].
However, in [9], the authors have considered only rank one operators
or they required some conditions. We notice that if T is invertible, then
∆A(T ) coincides with the mean transformation Tˆ of T (see Example
1).
To prove Theorem 5.1, we use a useful formula which is shown in [9].
Theorem D ([9]). Let T ∈ B(H) and suppose that ker(T ∗) ⊆ ker(T ).
Let T = U |T | be the canonical polar decomposition of T , and let n ∈ N.
Then the polar decomposition of Tˆ (n) is
Tˆ (n) = U · 1
2n
n∑
k=0
(
n
k
)
(U∗)k|T |Uk,
where Tˆ (n) := ˆ(T (n−1)) and Tˆ (1) := Tˆ .
Proof of Theorem 5.1. Since T is invertible, ∆A(T ) coincides with the
mean transformation Tˆ . Moreover ∆A(T ) = U · 12(|T | + U∗|T |U) is
the polar decomposition by Theorem D. We notice that since T is
invertible, U and |T | are invertible, and hence ∆A(T ) is invertible.
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Therefore for each natural number n, ∆
(n)
A
(T ) = Tˆ (n) holds, and it is
invertible. By Theorem D, we only prove that {|∆nA(T )|} converges to a
positive matrix. Since U is unitary, we can diagonalize U as U = V ∗DV
with a unitary matrix V and D = diag(eθ1
√−1, ..., eθm
√−1). Then by
Proposition 4.2 (2), ∆nA(T ) = V
∗∆nA(DV |T |V ∗)V , and
|∆nA(T )| = V ∗|∆nA(DV |T |V ∗)|V
= V ∗
{
1
2n
n∑
k=0
(
n
k
)
(D∗)kV |T |V ∗Dk
}
V.
Let V |T |V ∗ = P . Then D∗kV |T |V ∗Dk = [ek(θj−θi)
√−1] ◦ P , where
[ek(θj−θi)
√−1] ∈ Mm with the (i, j)-entry ek(θj−θi)
√−1, and ◦ means the
Hadamard product. Hence
1
2n
n∑
k=0
(
n
k
)
D∗kV |T |V ∗Dk = 1
2n
[
n∑
k=0
(
n
k
)
ek(θj−θi)
√−1
]
◦ P
=
1
2n
[
(1 + e(θj−θi)
√−1)n
]
◦ P
(by the binomial expansion)
=
[(
1 + e(θj−θi)
√−1
2
)n]
◦ P.
We notice that
∣∣∣1+e(θj−θi)√−12 ∣∣∣ < 1 if θj 6= θi+2kπ for all integers k, and
1+e(θj−θi)
√
−1
2
= 1 if θj = θi+2kπ for some integers k. Hence there exists
a matrix P0 such that
lim
n→∞
|∆nA(T )| = lim
n→∞
V ∗
([(
1 + e(θj−θi)
√−1
2
)n]
◦ P
)
V = P0,
and we have limn→∞∆nA(T ) = limn→∞ U |∆nA(T )| = UP0 = N . More-
over since UP0 = ∆A(UP0) =
UP0+P0U
2
, UP0 = P0U holds, i.e., N =
UP0 is a normal matrix.
By Proposition 4.3 and the above, we have trace(T ) = trace(∆nA(T )) =
trace(N) and trace(|T |) = trace(|∆nA(T ))| = trace(|N |) for all n =
0, 1, 2, .... 
Theorem 5.2. Let Mf be an operator mean whose representing func-
tion satisfies λ = f ′(1) ∈ (0, 1). Then there exists an operator T ∈
B(H) such that {∆nMf (T )} does not converge in the week operator topol-
ogy.
To prove Theorem 5.2, we prepare the following discussion. It is
a modification of [10, Corollary 3.3]: Let α := (α0, α1, α2, ...) be a
sequence in ℓ∞, and let Wα be a weighted unilateral shift on ℓ2 with a
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weight sequence α, i.e.,
Wαen = αnen+1,
where {en} be the canonical basis of ℓ2. In what follows, αn > 0 for all
n = 0, 1, 2, ....
Lemma 5.3. Let f, g be representing functions of weighted arithmetic
and harmonic means with a weight λ ∈ [0, 1], respectively, and let α =
(α0, α1, α2, ...) be a sequence in ℓ
∞. Then
Pf (α(n)1 , α(n)0 ) =
n+1∑
j=0
(
n+ 1
j
)
λn+1−j(1− λ)jαj ,
Pg(β(n)1 , β(n)0 ) =
[
n+1∑
j=0
(
n+ 1
j
)
λn+1−j(1− λ)jα−1j
]−1
,
where α(n) := (α
(n)
0 , α
(n)
1 , ...) and β
(n) := (β
(n)
0 , β
(n)
1 , ...) are
α
(n)
k = Pf(α(n−1)k+1 , α(n−1)k ),
β
(n)
k = Pg(β(n−1)k+1 , β(n−1)k )
and α
(0)
k = β
(0)
k = αk.
Proof. The proof follows from the mathematical induction. 
Lemma 5.4. Let Mf be an operator mean, and let Wα be a weighted
unilateral shift with a weight sequence α. Then ∆nM(Wα) is also a
weighted unilateral shift Wα′ with a weight sequence α
′ = (α′0, α
′
1, ...),
where α′n = Pf (αn+1, αn). (n = 0, 1, 2, ...).
Proof. Let {en} be the canonical basis of ℓ2. Then Wa can be repre-
sented to
Wα =


0
α0 0
α1 0
α2 0
. . .
. . .


respect to {en}, and we have the spectral decomposition |Wα| =
∑∞
n=0 αnPn,
where every Pn = (pij) is a projection satisfying
pij =
{
1 (i = j = n)
0 (otherwise)
.
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Also assume that Wα = U |Wα| is the polar decomposition. Then U is
a unilateral shift. Thus for n = 0, 1, ...,
∆Mf (Wα)en =
∞∑
i,j=0
Pf (αi, αj)PiUPjen
=
∞∑
i=0
Pf(αi, αn)PiUPnen
=
∞∑
i=0
Pf(αi, αn)PiUen
=
∞∑
i=0
Pf(αi, αn)Pien+1
= Pf (αn+1, αn)Pn+1en+1 = Pf (αn+1, αn)en+1,
i.e., ∆Mf (Wα) is also a weighted unilateral shift with a weight sequence
α′. 
Proposition 5.5. Let A,H be λ- weighted arithmetic and harmonic
means with a weight λ ∈ (0, 1), respectively. Suppose that a and b
are any distinct positive real numbers. Let Wα be a unilateral weighted
shift whose weights are either a or b. Suppose that only finitely many
weights of Wα are equal to a. Then the sequences of the first weights
of ∆nA(T ) and ∆
n
H(T ) converge to b.
Proof. By Lemmas 5.3 and 5.4, the first weights of ∆nA(Wα) and ∆
n
H(Wα)
are
α
(n)
0 =
n∑
j=0
(
n
j
)
λn−j(1− λ)jαj ,
β
(n)
0 =
[
n∑
j=0
(
n
j
)
λn−j(1− λ)jα−1j
]−1
,
respectively. Next, let p be the largest number satisfying αp = a. Then
for n > p, we have
α
(n)
0 =
n∑
j=0
(
n
j
)
λn−j(1− λ)jαj
=
p∑
j=0
(
n
j
)
λn−j(1− λ)jaj + b
n∑
j=p+1
(
n
j
)
λn−j(1− λ)j.
Here we shall show
lim
n→∞
p∑
j=0
(
n
j
)
λn−j(1− λ)jaj = 0.
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Let m = max{a, b} and M = max0≤j≤p 1j!(1−λλ )j . Then
0 ≤
p∑
j=0
(
n
j
)
λn−j(1− λ)jaj
≤ m
p∑
j=0
(
n
j
)
λn−j(1− λ)j
≤ m
p∑
j=0
njλn
1
j!
(
1− λ
λ
)j
≤ mM
p∑
j=0
npλn = mM(p + 1)npλn.
Since limn→∞ npλn = 0 (by l’Hospital’s rule), we have
(5.1) lim
n→∞
p∑
j=0
(
n
j
)
λn−j(1− λ)jaj = 0.
Hence we have
lim
n→∞
α
(n)
0 = lim
n→∞
p∑
j=0
(
n
j
)
λn−j(1− λ)jaj
+ lim
n→∞
b
n∑
j=p+1
(
n
j
)
λn−j(1− λ)j = b,
since
∑n
j=0
(
n
j
)
λn−j(1 − λ)j = 1 and (5.1). limn→∞ β(n)0 = b can be
proven by the same way, too. 
Proposition 5.6. Suppose a and b are any distinct positive real num-
bers. Then there is a unilateral weighted shift Wα with a weight se-
quence α such that both sequences of the first weights of ∆nA(Wα) and
∆nH(Wα) have subsequences which are converging to a and b.
Proof. Suppose that α = (a, b, b, ...). By Proposition 5.5, there exists a
natural number n1 such that
|α(n1)0 − b| <
1
2
and |β(n1)0 − b| <
1
2
.
Suppose that
α = (
n1︷ ︸︸ ︷
a, b, b, ..., b, a, a, ...).
By Proposition 5.5, there exists a natural number n2 such that n1 < n2,
|α(n2)0 − a| <
1
22
and |β(n2)0 − a| <
1
22
.
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Suppose that
α = (
n1︷ ︸︸ ︷
a, b, b, ..., b, a, a, ..., a︸ ︷︷ ︸
n2
, b, b, ...).
By Proposition 5.5, there exists a natural number n3 such that n1 <
n2 < n3,
|α(n3)0 − b| <
1
23
and |β(n3)0 − b| <
1
23
.
Repeating this process, for each natural number k, there exist natural
numbers nk and n
′
k such that
|α(nk)0 − a| <
1
2k
, |β(nk)0 − a| <
1
2k
|α(n′k)0 − b| <
1
2k
, |β(n′k)0 − b| <
1
2k
.
Hence there are subsequences of the first weights of ∆nA(Wα) and ∆
n
H(Wα)
which converge to a and b. 
Proof of Theorem 5.2. Let T := Wα be a weighted unilateral shift de-
fined in Proposition 5.6. Define a sequence of the first weight of ∆nMf (T )
by {γ(n)0 }. By λ = f ′(1) ∈ (0, 1) and an inequality (1.2), we have
β
(n)
0 ≤ γ(n)0 ≤ α(n)0 for n = 0, 1, 2, ...
By Proposition 5.6, there exist subsequences of the first weights of
∆nA(T ) and ∆
n
H(T ) which converge to a in the same choice. Hence
under the same choice, a subsequence of {γ(n)0 } converges to a. On the
other hand, we can choose a subsequence of {γ(n)0 } which converges to b.
Hence {∆nM(T )} does not converge in the week operator topology. 
6. Numerical ranges of generalizations of the Aluthge
transformation
In this section, we shall show inclusion relations among numerical
ranges of generalizations of the Aluthge transformation. For each op-
erator T ∈ B(H), the numerical range W (T ) of T is defined by
W (T ) = {〈Tx, x〉| x ∈ H is a unit vector}.
It is well known that the numerical range of an operator is a convex
subset in C [14, 29]. Let M be the geometric mean i.e., ∆M(T ) is
the Aluthge transformation. Then the following assertions are known:
(i) W (∆M(T )) ⊆ W (T ), where X is a closure of a set X [30, 32], (ii)
coσ(T ) = ∩W (∆nM(T )) for any matrix T , where coX is a convex hull of
a set X [3]. In this section, we shall give a relation among W (∆M(T ))
respect to some operator means. Here we shall consider a relation “”
between two operator means. It is defined as follows. Let Mf and Ng
be operator means. Mf  Ng if and only if for any natural number
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m and si > 0 (i = 1, 2, ..., m),
[Pf(si, sj)
Pg(si, sj)
]
∈ Mm is a positive semi-
definite. Let A, L, G and H be non-weighted arithmetic, logarithmic,
geometric and harmonic means, respectively. It is known that
(6.1) H  G  L  A
(cf. [1, 17, 21]).
Theorem 6.1. Let T ∈ B(H), and let Mf ,Ng be operator means.
Then the following hold.
(1) If Mf  Ng, then W (∆Mf (T )) ⊆W (∆Ng(T )).
(2) If Mf  A, then W (∆Mf (T )) ⊆ W (T ), where A is the arith-
metic mean.
If ker(T ) = {0}, then ∆A(T ) = Tˆ , and by (6.1), Theorem 6.1 is an
extension of [9, Theorem 3.1, Corollary 3.3].
To prove Theorem 6.1, we shall use the following results. A norm
||| · ||| is called a unitarily invariant norm if |||UXV ||| = |||X||| holds for
all unitary U, V and X ∈ B(H).
Theorem E ([18, 28]). Let T ∈ B(H). Then
W (T ) =
⋂
λ∈C
{µ ∈ C | |µ− λ| ≤ ‖T − λI‖}.
Theorem F ([16, 17]). Let Mf ,Ng be operator means, and let A,B ∈
B(H)+. Then Mf  Ng holds if and only if
|||ΦA,B,Pf (X)||| ≤ |||ΦA,B,Pg(X)|||
holds for all X ∈ B(H) and any unitarily invariant norm ||| · |||.
Using the above results, we shall show Theorem 6.1.
Proof of Theorem 6.1. (1) For ε > 0, |T |ε := |T | + εI is positive in-
vertible, and |T |ε ց |T | as ε ց 0. By considering this fact, we may
assume that |T | is invertible.
By Proposition 4.2 (3), for λ ∈ C,
Φ|T |,|T |,Pf (U − λ|T |−1) = ∆Mf (T )− λI.
Then by Theorem F, we have
‖∆Mf (T )− λI‖ = ‖Φ|T |,|T |,Pf (U − λ|T |−1)‖
≤ ‖Φ|T |,|T |,Pg(U − λ|T |−1)‖ = ‖∆Ng(T )− λI‖
for all λ ∈ C. Hence by Theorem E, we haveW (∆Mf (T )) ⊆W (∆Ng(T )).
(2) Let h(x) = 1−λ+λx be a representing function of A. By (1), we
have W (∆Mf (T )) ⊆ W (∆A(T )). Hence we only prove W (∆A(T )) ⊆
W (T ). Let x ∈ H be a unit vector. Since
〈|T |Ux, x〉 = 〈TUx, Ux〉 = ‖Ux‖2〈T Ux‖Ux‖ ,
Ux
‖Ux‖〉,
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〈|T |Ux, x〉 ∈ co{W (T ) ∪ {0}}.
If {0} ⊂ ker(U) = ker(T ), then 0 ∈ W (T ), and 〈|T |Ux, x〉 ∈ W (T ).
If ker(U) = {0}, then U is isometry, and 〈|T |Ux, x〉 ∈ W (T ). By the
similar discussion, we have 〈U∗UU |T |x, x〉 ∈ W (T ). Hence we have
W (∆A(T )) = W ((1− λ)|T |U + λU∗UU |T |)
⊆ (1− λ)W (|T |U) + λW (U∗UU |T |) ⊆W (T ).

References
[1] I.N. Albania and M. Nagisa, Some families of operator norm inequalities, Lin-
ear Algebra Appl., 534 (2017), 102–121.
[2] A. Aluthge, On p-hyponormal operators for 0 < p < 1, Integral Equations
Operator Theory, 13 (1990), 307–315.
[3] T. Ando, Aluthge transforms and the convex hull of the eigenvalues of a matrix,
Linear Multilinear Algebra, 52 (2004), 281–292.
[4] T. Ando and T. Yamazaki, The iterated Aluthge transforms of a 2–by–2 matrix
converge, Linear Algebra Appl., 375 (2003), 299–309.
[5] J. Antezana, E.R. Pujals, D. Stojanoff, The iterated Aluthge transforms of a
matrix converge, Adv. Math., 226 (2011), 1591–1620.
[6] R. Bhatia, Matrix analysis, Graduate Texts in Mathematics, 169. Springer-
Verlag, New York, 1997. xii+347 pp.
[7] M.S. Birman and M. Solomjak, On double Stieltjes operator integrals, Dokl.
Akad. Nauk SSSR, 165 (1965) 1223–1226.
[8] M.S. Birman and M. Solomyak, Double operator integrals in a Hilbert space,
Integral Equations Operator Theory, 47 (2003), 131–168.
[9] F. Chabbabi, R.E. Curto and M. Mbekhta, The mean transform and the mean
limit of an operator, Proc. Amer. Math. Soc., 147 (2019), 1119–1133.
[10] M. Cho¯, I.B. Jung and W.Y. Lee, On Aluthge transforms of p-hyponormal
operators, Integral Equations Operator Theory, 53 (2005), 321–329.
[11] Yu.L. Daletskii and S.G. Krein, Integration and differentiation of functions of
Hermitian operators and applications to the theory of perturbations, (Russian)
Voronezh. Gos. Univ. Trudy Sem. Funkcional. Anal., 1 (1956), 81–105.
[12] C. Foias¸, I.B. Jung, E. Ko and C. Pearcy, Complete contractivity of maps as-
sociated with the Aluthge and Duggal transforms, Pacific J. Math., 209 (2003),
249–259.
[13] F. Hansen, The fast track to Loewner’s theorem, Linear Algebra Appl., 438
(2013), 4557–4571.
[14] F. Hausdorff, Der wertvorrat einer bilinearform, Math. Z., 3 (1919), 314–316.
[15] E. Heinz, Beitra¨ge zur Sto¨rungstheorie der Spektralzerlegung,Math. Ann., 123,
(1951). 415–438.
[16] F. Hiai and H. Kosaki, Means for matrices and comparison of their norms,
Indiana Univ. Math. J., 48 (1999), 899–936.
[17] F. Hiai and H. Kosaki, Means of Hilbert space operators, Lecture Notes in
Mathematics, 1820. Springer-Verlag, Berlin, 2003. vii+148 pp.
[18] S. Hildebrandt, Numerischer Wertebereich und normale Dilatationen, Acta
Sci. Math. (Szeged), 26 (1965) 187–190.
[19] T. Huruya, A note on p-hyponormal operators, Proc. Amer. Math. Soc., 125
(1997), 3617–3624.
20 T. YAMAZAKI
[20] I.B. Jung, E. Ko and C. Pearcy, Aluthge transforms of operators, Integral
Equations Operator Theory, 37 (2000), 437–448.
[21] H. Kosaki, Strong monotonicity for various means, J. Funct. Anal., 267 (2014),
1917–1958.
[22] F. Kubo and T. Ando, Means of positive linear operators, Math. Ann., 246
(1979/80), 205–224.
[23] S.H. Lee, W.Y. Lee and J. Yoon, The mean transform of bounded linear oper-
ators, J. Math. Anal. Appl., 410 (2014), 70–81.
[24] S.H. Lee, The transforms of Pythaforean and quadratic means of weighted
shifts, J. Chung Cheong Math. Soc., 29 (2016) 123–135.
[25] M. Pa´lfia, Operator means of probably measures and generalized Karcher equa-
tions, Adv. Math., 289 (2016) 951–1007.
[26] V.V. Peller, Hankel operators and differentiability properties of functions of
self-adjoint (unitary) operators, LOMI Preprints E-1-84, USSR Academy of
Sciences Steklov Mathematical Institute Leningrad Department, 1984.
[27] V.V. Peller, Hankel operators in the perturbation theory of unitary and self-
adjoint operators, Funct. Anal. Appl., 19 (1985), 111-123.
[28] J.G. Stampfli and J.P. Williams, Growth conditions and the numerical range
in a Banach algebra, Toˆhoku Math. J., 20 (1968) 417–424.
[29] O. Toeplitz, Das algbraische analogon zu einem satz von Feje¨r, Math. Z., 2
(1918), 187–197.
[30] P.Y. Wu, Numerical range of Aluthge transform of operator, Linear Algebra
Appl., 357 (2002), 295–298.
[31] T. Yamazaki, An expression of spectral radius via Aluthge transformation,
Proc. Amer. Math. Soc., 130 (2002), 1131–1137.
[32] T. Yamazaki, On numerical range of the Aluthge transformation, Linear Alge-
bra Appl., 341 (2002), 111–117.
Department of Electrical, Electronic and Computer Engineering,
Toyo University, Kawagoe-Shi, Saitama, 350-8585, Japan.
E-mail address : t-yamazaki@toyo.jp
