Abstract Modern systems are more and more complex and security has become a key component in the success of software and systems development. The main challenge encountered in industry as well as in academia is to develop secure products, prove their security correctness, measure their resilience to attacks, and check if vulnerabilities exist. In this paper, we review the state-of-the-art related to security specification, verification, and quantification for software and systems that are modeled by using UML or SysML language. The reviewed work fall into the field of secure software and systems engineering that aims at fulfilling the security as an afterthought in the development of secure systems.
security into consideration as a separate layer to build with the system as an afterthought. It discusses techniques and methodologies to provide support for the analysis and the design of security requirements and properties as well as for the specification of security aspects in the developed systems.
A major challenge in software and systems development process is to advance error detection at early stages of their life-cycles. It has been shown that the cost of repairing a software flaw during maintenance is approximately 500 times higher than fixing it at early design phases [2] . Yet, another more ambitious challenge is to accurately specify, express and measure the security level of a product based on its design artifacts. Various techniques have been proposed for the verification of software and hardware such as model checking [3] , type checking, equivalence checking [4] , theorem proving [5] , as well as static and dynamic analysis.
In modern software engineering [6] , UML [7] has become the de-facto standard for modeling object-oriented systems. It is common that many research initiatives aim at fulfilling the gaps between UML-based modeling and secure software engineering. Specifically, secure software engineering requires dealing with many challenges depending on the development phase, where the security of a given software or system depends on a set of pre-defined security constraints and requirements. Thus, the major challenges in secure software development: specifying security policies, verifying whether a given software satisfies the pre-defined policies, choosing the adequate verification method, and evaluating the resilience of a given software to an attack.
In this survey, we study and compare the state-of-the-art related to the aforementioned challenges. We split our review into the following four directions:
1. Specification of security requirements: It covers techniques that express security policies of a model, 2. Modeling of attacks: It provides different modelling formalisms that are used to design the different type of attacks, 3. Verification of security requirements: It cites mainly the automatic approaches that check the security requirement and prove their correctness of a model-based system, and 4. Security quantification: It elaborates tools and frameworks that are dedicated to assess security and analyze risks in a system. This paper is organized as follows. Section 2 briefly presents the main techniques used by the reviewed approaches in favor of highlighting their strengths and shortcomings. Section 3 is dedicated to review relevant works to the UML-driven specification of security requirements and attack scenarios modeling, UML-based development of secure systems, as well as qualitative and quantitative verification of security on UML designs. In addition, it discusses the various criteria that we developed in order to compare the state-of-the-art initiatives in the aforementioned research directions. Finally, Sect. 4 summarizes this review with some important remarks on the promising research direction in secure software engineering. posed secure modeling language for access control as a generalization of the role based access control (RBAC) within the UML class diagrams.
Security policies specification
A security policy is generally considered as a set of rules and guidelines that specify how to achieve the needed security requirements for a system or an organization. It might include rules for virus detection and prevention, granting and revoking access to system resources, protecting critical information from unauthorized users. Security policies can be classified into high-level policies and low-level requirements. High-level security covers policies such as, confidentiality, integrity, authentication, secrecy, freshness, authorization and availability. Low-level security requirements concern safety vulnerabilities that can be introduced in the software source code during the implementation phase including memory safety, input validation, user interface, etc. In the literature, usually a mathematical logic or a graph-based representation is used to formally specify/express security policies. As example of the formal logic, one can find the first and the higher order logics, the linear (LTL) [18] and the branching time logics (CTL, CTL*) [19] . Further, others extend them by probability and real time such as pCTL and CSL. The most important challenge in the security property specification is the user-friendliness of its expressiveness. Hence, other formalisms have been developed including W-automaton, OCL, and UML diagrams.
Security quantification
Security evaluation that involves only qualitative results may not necessarily coincide with real objectives. "At a high-level, metrics are quantifiable measurements of some aspect of a system. For a part of the system, which security is a meaningful concept, there are some identifiable attributes that collectively characterize the security of that entity" [20] . More precisely, a security metric is a quantitative measure indicating to which extend the considered entity possesses the attribute of being secure. Many criterions have been proposed to evaluate security risk including the Trusted Computer System Evaluation Criteria (TCSEC), Information Technology Security Evaluation Criteria (ITSEC), and Systems Security Engineering Capability Maturity Model (SSE-CMM). Recently, several commonly recognized metrics are used such as attack surface metrics [21] . In addition to the metric-based approaches, one can use the quantified version of formal verification techniques, namely probabilistic model-checking and probabilistic theorem proving to quantify the security of a system.
Attack scenario
As defined in [20] , an attack is an attempt to gain unauthorized access to an Information System's (IS) services, resources, or information; or the attempt to compromise an IS's integrity, availability, or confidentiality. Different attack models have been deployed: attack tree, attack graph, and network attack graph. An attack tree [22] is a tree where nodes represent attacks. The root node of the tree is the global goal of the attack. Children of a node are refinements of this goal, and leafs therefore represent attacks that can no longer be refined. A refinement can be done by either an aggregation or a choice. An attack graph [23] is a graph where each vertex represents the entire network state and the arcs represent state transitions caused by an attacker's actions. Moreover, a vertex can not represent the entire state of a system but rather a system condition in a predicate form and arcs represent the relation between the system conditions. In this case, the attack graph is called a dependency attack graph. A network attack [24] is an attack model [24] composed of the computer network, the attacker, and the defender. A state transition in a network attack model corresponds to a single action by the intruder, a defensive action by the system administrator, or a routine network action.
Formal verification
The strengths of formal verification approaches reside in the mathematical principles used to demonstrate the correctness of a formal software condition with respect to its specifications [25] . The basic idea is to construct a formal model of the system that captures all possible behaviours of the system and to write the related requirements representing the desirable behaviour. Various formal models have been proposed to capture the semantics of software such as automata [26] , Petri nets [27] , and process algebra [28] . Formal verification can be performed either using model checking or theorem proving.
Model Checking is a prominent automated formal verification technique for assessing functional and non-functional properties of information and communication systems. It requires a model of the system under consideration and a desired property to systematically check whether the given model satisfies the property or not. It checks the absence of errors (i.e., property violations) and alternatively can be considered as an intelligent and effective debugging technique. Among the most popular model checkers include: SPIN [16], NuSMV [29] , UPPAAL [30] , and PRISM [31] . For applying model checking to a system, three phases required: -Specify the system using a model description language, and formalize the property to be checked using the property specification language. -Check the validity of the property in the system model. -Analyze the satisfiability or the violation of the property.
Theorem Proving is another technique used to formally verify a given system where both the system and its desired properties are expressed as formulas in mathematical logic. This logic is given by a formal system, which defines a set of axioms and a set of inference rules [32] . Theorem proving is the process of finding the proof of a property from the axioms of the system. The steps in the proof rely to axioms and rules, and possibly a derived definitions and intermediate lemmas. While proofs can be constructed by hand, we focus here only on machine-assisted theorem proving. Theorem provers are increasingly being used in the mechanical verification of systems and software designs against safety-critical properties. Among existing automatic theorem provers, one includes Coq, 1 Isabelle, 2 and HOL. 3 
Related work
In this section, we review the existing works that have been conducted in the stateof-the-art of the specification, the verification, and the quantification of security at the design-level of software and systems. For security specification, we illustrate the existing formalisms that are used to model and to express security requirements in UML-based systems. For verification, three main approaches are adopted from the literature: model checking, theorem proving, and simulation. For security quantification, the existing approaches are based on the probabilistic verification, and stochastic metrics analysis. First, we study different techniques and approaches that model and specify security requirements in UML and SysML diagrams.
Specification of security requirements
Different mechanisms are proposed to specify security requirements such as temporal logic, OCL, and security templates (security patterns). In addition, other mechanisms integrates security services (confidentiality, availability, ...) within the design such as UMLsec by using profiles and stereotypes. In this section, we survey the works related to these both mechanisms. Mainly, we focus on formal languages and techniques that are used to express security properties. Also, we check how security is modeled in UML diagrams and which requirement is more suitable to specify and to check for a given approach.
Cheng et al. [33, 34] propose a collection of security policies modeled as UML design patterns [35] . These patterns are shaped to include security aspects and constraints in order to facilitate the integration of security knowledge. The integrated security requirements support the security principles developed by Viega and McGraw [36] including authentication, confidentiality, integrity, availability that are designed as a state machine or a sequence diagram. The structure of the pattern is specified by using UML class diagram where the constraints are expressed in LTL. The applicationdependent security properties are instantiated from the security templates and they are verified in Hydra framework [37] . The results of the analysis are processed and visualized on the original UML diagrams using the MINERVA tool [38] . These requirements are specified for the authentication of an automated teller machine (ATM) application modeled by a state machine diagram.
Zisman [39] [40] [41] proposes an extension to UMLsec in order to model peer-to-peer applications along with their security aspects and to statically verify security properties using a Static Verification Framework (SVF). It relies on the concept of abuse cases defined as UML use cases and state machine diagrams to represent attack scenarios. Abuse cases serve both identification and description of security properties. The framework includes a property editor that allows the specification of security properties by using a graphical template language based on patterns defined in [42] . The design models that are expressed as class and state machine diagrams are translated into Promela and their related properties are mapped into LTL, for the purpose of using SPIN. Also, the verification of the underlying security protocols is performed by using the AVISPA 4 tool. And, the supported security properties are expressible in UMLsec and thus include but not limited to authentication, confidentiality, integrity, and role based access control. The results of the verification process are presented to the designer and in a case of property violation, the counterexample is highlighted in the design. In addition, the framework allows the user to add a custom code that is written in the action language. This is applied on a peer-to-peer protocol composed from one sender and one receiver without specifying its reference.
Jürjens and Shabalin [12, 15] provide a support for an automated verification of UMLsec diagrams by using the SPIN model-checker. Also, an additional specific cryptography-related information are extracted from different types of diagrams. The Dolev-Yao model of an attacker is included with UMLsec to model the interaction with the outside environment [43] . In [44] , Jürjens verifies UMLsec models for security requirements: authentication, confidentiality, integrity, availability, and secrecy. More precisely, the constraints associated with security stereotypes in UMLsec are verified using an automated theorem prover. To accomplish, UMLsec diagrams are translated into the first-order logic (FOL) formulas that can be automatically analyzed using the FOL prover on a sender/receiver communication protocol by including a Dolev-Yao attack model.
Hassine et al. [45] propose a high level pattern-based approach to describe a property by using the concept of Use Case Maps (UCM). The properties are described in terms of occurrence, ordering, and temporal scopes of actions with respect to their architectural scope. Then, they provide a mapping of the UCM patterns to the CTL, TCTL, or Architectural TCTL form (ArTCTL), which is an extension of TCTL. This technique is proposed to express all the design requirements including security specification and it is applied on an ATM UML diagrams. This properties pattern has been expressed for a simple telephone system root map.
Irbis et al. [46] present a tool for Data Property Specification (DaProS) that assists in the specification and the refinement of properties that can be used to check data quality in terms of accuracy. It uses Disciplined Natural Language (DNL) to specify properties within the help of common type representations as patterns to validate if the specifications capture the intended meaning of data or not. The data property specification is a four-step process: property category selection, property scope selection, property pattern selection and specification (timed and un-timed), and property visualization.
Heather et al. [47] generate linear temporal logic properties that specify the latent behaviour of an existing UML diagram. The key component of their approach is an evolutionary-computation called MARPLE. It uses a novel search to discover a set of properties that describe UML diagrams. As a result, the generated LTL properties describe the behaviour stated in the requirements and the unacceptable latent behaviours. The LTL properties are generated for a door-locking system and a robot navigation system. The specification patterns created by France et al. in [48] are a meta-model-based patterns to characterize UML diagrams. First, they specialize the abstract syntax by sub-typing the UML meta-model classes and by making the well-formed rules more restrictive. The result is an abstract syntax for models describing pattern solutions. Then, they define a parameterized templates for OCL constraints [49] to represent requirements that are characterized by the specialized meta-model which capture the semantics of patterns. The result is a pattern specification consists of a structural pattern specification that specifies the class diagram view of the pattern solutions, and a set of interaction pattern specifications that specifies interactions in the pattern solution. The specification of the proxy design pattern is shown as an example of this proposal.
Another way is defined to specify temporal properties by using a modified version of OCL called temporal OCL (TOCL) developed by Ziemann and Gogolla in [50] . The pre and post conditions defined in OCL specification [49] are used to define the syntax and the semantics of invariants and operators of TOCL expressions. Flake and Müller express in [51] a property specification with OCL by mapping a specific hierarchically ordered pattern to CTL. The ordered pattern is specified by two classes: occurrence and order. The occurrence class contains the absence, the existence, and the universality operators. The order class specifies the precedence, and the response features. The specification by OCL is applied on an informal example composed of a class diagram and a state machine.
Van Lamsweerde [52] elaborates security requirements by constructing intentional anti-models. He addresses malicious obstacles (called anti-goals) set up by attackers to threaten security goals. In this case, threat trees are built through anti-goal refinement until leaf nodes are derived. The leaf nodes represent either software vulnerabilities or anti-requirements. Security requirements are elaborated by: (a) instantiate specification patterns associated with property classes, (b) derive anti-model specifications threatening such specifications, (c) derive alternative countermeasures to such threats and define new requirements by selection of alternatives that best meet other quality requirements from the model. The specification patterns can be formalized in a first-order, real-time linear temporal logic augmented with epistemic constructs for security-related predicates. Preda et al. [53] propose a formal technique that combines the use of access control policies expressed in the Organization-Based Access Control (OrBAC) [54] language together coupled with specifications based on the B-Method [55] . As application, the security requirements are expressed for the IPsec tunnels modeled by a sequence diagram.
Ouchani et al. [56] generate the PCTL temporal logic expressions from attacks templates designed as SysML activity diagrams. They model a selected set of CAPEC 5 as an application-independent attacks. Then, they use the system model to instantiate the appropriate dependent-application attack scenario in order for an attack-system composition. For verification, the interaction model within the generated PCTL properties from the application-dependent CAPEC attack are given to PRISM. This approach generates the PCTL properties related to the real time streaming protocol in the presence of a spoofing attack.
After showing the existing approaches that are dedicated to security specification and modeling, we study the modeling techniques that are used to design attacks of a given UML/SysML diagram.
Modeling of attacks
Modeling attacks is a main peace to analyze the weakness/the strength of a system. In this section, we survey the state-of-the-art that deals with attack modeling. In addition, we explore which UML diagram is suitable for this use, and we highlight which kind of attack modeling is preferred from those defined in Sect. 2.
In [57] , attack graphs have been used to assess the probability that an attacker reaches particular attack step. Pamula et al. [58] analyze the security of system configurations in terms of the weakest adversary that can compromise the network. Frigault et al. [59] model probability metrics based on attack graphs as a special Bayesian Network. Each node of the network represents vulnerabilities as well as the pre and post conditions resulting from the exploitation of such vulnerabilities. Probabilities on nodes are inferred from the Common Vulnerability Scoring System (CVSS) 6 standard and denote the success likelihood of a specific attack goal.
Gegick and Williams [60] identify security vulnerabilities in code level by tailoring attack patterns based on software components. These patterns take the form of regular expressions that are generic representations of vulnerabilities. To encapsulate the steps that can form an attack, a matching of a sequence of components in a system design with symbols in a regular expression is applied to deduce the sequence of events in the attack pattern that can occur. If a match exists, then the vulnerability may exist in the application being analyzed. The attacks patterns given in [60] are mainly based on code-level vulnerabilities especially the buffer-over flow and the SQL injection attacks.
Grunske and Joyce [61] propose a risk-based approach that creates modular attack trees for each component in the system. These trees are specified as parametric constraints, which allow quantifying the probability of security breaches that occur due to internal and external vulnerabilities. The probability of a successful attack is determined with respect to a set of attack profiles that are chosen to represent potential attackers and corresponding to environmental conditions. Saqui-Sannes et al. [62] verify the security of the communication systems designed in UML by using AVISPA 7 and TURTLE 8 tools. AVISPA uses the Dolev-Yao intruder model to detect security flaws. And, TTool checks the generated dynamic timed automata from the model against temporal requirements. The implementation in AVSIMA and TTool models and checks Dolev-Yao intruder for a secure group communication protocol modelled in UML.
After surveying the main works related to the specification of security requirements and modeling attacks, we have to explore different techniques that are proposed to verify the specified requirements and to check the presence of possible attacks.
Verification of security requirements
The previous two sections are the main essence of the verification part, without security specification, the verification can not be completed. In this section, we focus more on the semantic model extracted for the used diagram. Also, we look forward for which technique is more appropriate to verify a given diagram.
Ray [63] presents a framework of security verification in software architecture based on a discrete time labeled transition system (DTLTS) as its formal representation. They propose an abstraction technique to extract only small units of the system, and put them in a "security harness" that exercises relevant executions within a unit, later, model-checking is applied to get more tractable units of three classes of security properties: safety, quasi-liveness, or bounded response. A given property is traversed while the irrelevant parts of the system are abstracted away by applying minimization or action hiding techniques that should satisfy a subset of temporal CCS and covers the abstracted part of the system. The CWB-NC 9 model-checker is used for property checking and attack tracing that is marked as suspicious behaviours is used subsequently for intrusion detection.
Thapa et al. [64] present an approach to verify security and time-related requirements. Both, UMLsec and MARTE profiles [65] are used to address security and timing requirements. This combined meta-model is converted to a form of UML-based Specification Environment (USE) specification so that it can be used for verifying models. Security properties such as authenticity, authorization, secrecy, integrity and fair exchange with freshness properties are supported. These properties are verified on an authentication protocol modeled by an interaction diagram. Dong et al. [66] present a model-checking based approach to verify a composition of security patterns. Initially, they define the behavioural aspect of security patterns using sequence diagrams. A set of general rules are proposed to define the synchronous and asynchronous messages, and alternative flows within UML sequence diagrams. Then, these rules are used to transform sequence diagrams into a CCS-based [67] representation in order to be input to the CWB-NC model-checker. This requires from the user to specify the systems in CCS and the security properties in the GCT temporal logic. As a case study, the author chose the exchange fair protocol for there experiments.
Moebius et al. [68] present a verification method that allows to ensure the security for security-critical systems based on cryptographic protocols. An application is modeled with UML extended by a UML profile and the Model Extension Language (MEL) is used to describe protocols on an implementation-independent level. A formal specification is automatically generated from the UML models and then imported by KIV 10 theorem prover. The formal specification of the system contains: a static and a dynamic part. In the first part, UML class and deployment diagrams are specified using algebraic specifications. In the dynamic part, sequence and activity diagrams are translated into an abstract state machine. However, the verification approach requires the interaction of the user for developing lemmas in in order to use the theorem prover. A copycard application is selected to verify security properties.
Bauer et al. [69] propose an approach for model-based security assurance that supports security verification at both levels: design and implementation. At the specification level, the design models are verified formally against high-level security requirements such as secrecy and authentication. At the implementation level, it relies on run-time verification technique to ensure if the implementation conforms to the properties expressing run-time behaviour. The uncovered security weakness during run-time verification is removed using aspect-oriented security hardening transformations. Thus, the approach supports the evolution of software since it updates the traceability mapping between the design specification and the implementation when refactoring operations. The design expressed in UMLsec are formally analyzed with the UMLsec environment. The online run-time verification technique is used for the verification of the code. The first phase follows seven steps: (1) specify and verify security protocols using UMLsec tool suite, (2) an implementation is linked to this UML model, (3) temporal logic formulae are derived from the UML model, (4) a security monitor is generated from the temporal logic formulae, (5) the relation between the UML model and the code is maintained as the implementation evolves over time, (6) errors in the implementation can be corrected using AOP, and (7) the security monitor is updated with respect to the changes arising from the previous step (step 6). The traceability phase has four steps: (1) verifying traceability from security requirements to design, (2) verifying traceability of security requirements from design to execution time, (3) verifying traceability of security requirements from one version of the implementation to another through system evolution, (4) hardening the traceable security hardening for code-level security vulnerabilities. In the experimental phase, the handshake protocol of SSL3 using RSA and a server authentication is selected to express and verify security requirements.
Rajkumar et al. [70] present an approach to verify the correctness of the usage control implementation using a semi-formal property verification. First, irrelevant code details of the usage control are abstracted and the usage control state space of the application is isolated. Next, The action LTL logic is used to verify the security properties on the abstracted model of the application generated by an action-based abstraction that takes the form of a UML-state machine.
A practical verification framework of a composition of UML behavioural diagrams (state machine, activity diagram, and sequence diagram) is proposed by Ouchani et al. [71] . Systematically, the semantic model, which is a kind of transition system is constructed based on a compositional operator. They verify the security properties by instantiating them from an application-independent templates. The counterexample obtained from NuSMV is showed on the composition of diagrams that model ATM behaviour.
Lima et al. [72] verify UML 2.0 sequence diagrams by mapping each fragment into a process in PROMELA code where the send/receive event are specified by a communication between process. The security properties are specified using LTL temporal logic to be verified in SPIN. The counterexample is mapped to a trace in the model to be analyzed later by the user. Alalfi et al. [73] verify a reversed PHP code to a SecureUML model in the form of .XMI file. First, the resulting model is converted to a formal state model using UML2Alloy tool. Next, Alloy is employed to analyze the security properties.
The previous verification approaches check only the satisfiability or not of security requirements, and the presence or not of a given work. But our intention is to look forward techniques that quantify security by providing more precise answers as those presented in the next section.
Security quantification
We consider the initiatives cited in the previous section as a qualitative evaluation of security. In this section, we study how security is measured by using either probabilistic model checking, or statistical and qualitative analysis.
Umair et al. [74] use vulnerability occurrence to calculate the vulnerability index in software development life cycle) artifacts that provide an indication about the existing vulnerabilities. It is calculated by using the combined potential damage that can be caused by vulnerabilities. The approach is composed of the following steps: (1) identify a list of vulnerabilities and errors, (2) identify their occurrence relationships, (3) identify security requirements, (4) calculate the vulnerability index as the total number of vulnerability occurrences, (5) identify damage to assets and implementation cost of security requirements, (6) the total damage is the total potential damage caused by an occurrence of a given vulnerability, (7) prioritize the vulnerabilities based on their damages, and (8) the security index is measured based on the previous metrics to measure the extent of the damage that may be caused due to the remaining vulnerabilities.
Georg et al. [75] advocate the use of the aspect-oriented risk-driven development methodology for developing secure systems. It consists of a formal security evaluation and a trade-off analysis that help system designers to position alternative security solutions against each other. The first uses Alloy analyzer to provide assurance that an incorporated security mechanism performs as expected and makes the system resilient to previously identified attacks. The trade-off analysis based on Bayesian Belief Network (BBN) topology allows equally effective security mechanisms to be compared against system security requirements and other factors such as time-to-market and budget constraints.
Chen et al. [76] present threats modeling method based on attacking path analysis (T-MAP) which quantifies security threats by calculating the total severity weights of relevant attacking paths for commercial off the shelf (COTS) based systems. First, key stakeholders and values propositions are identified. After that, a set of security evaluation criteria are established. Then, based on a database of vulnerabilities, the attack paths are analyzed. Finally, the attackers are modeled to assess the level of difficulty of the exploiting paths and the T-MAP weighting system is measured using the Tiramisu tool. They demonstrate the T-MAP process through a case study on a production server that communicates to several sensitive databases.
Liu and Traore [77, 78] propose a framework to measure the protection of software and systems at the design level. Basically, they analyze the user interactions in a sequence diagram based on the User System Interaction Effect (USIE) model. In [77] , they take into consideration only the confidentiality requirement by measuring the number of significant information leakage channels between two roles communication via messages. And in [78] , they provide the measure of privilege system based on the mechanism strength in a pattern. Their framework is applied on a doctor read record protocol under a concurrent control modeled by a sequence diagram.
Buchholtz et al. [79] verify the security requirements by a qualitative analysis and then compute the performance measure by a performance analysis of UML sequence diagrams. The used technique for security analysis is a static analysis procedure. For quantitative evaluation, a Continuous-Time Markov Chain (CTMC) is generated from the model and then solved for its equilibrium probability distribution using procedures of numerical linear algebra such as the pre-conditioned the bi-conjugate gradient method, or successive over-relaxation. This framework has been applied on a shopping-online-system.
Ouchani et al. [80] quantify the security level of a system modeled as SysML activity diagrams. They model a selected set of CAPEC as an application-independent attacks. Then, they use the system model to instantiate the appropriate dependent-application attack scenario in order for an attack-system composition. And, they express in PCTL the security properties related to the system/attack composition. For verification, they use PRISM for the PCTL expressions and the model composition. The security properties are evaluated on a real-time steaming protocol model in SysML activity diagram.
After reviewing the main existing initiatives that specify, verify, and quantify security in model-based system. We summarize this survey by comparing them in order to conclude it with important new research directions.
Summary
We divide this section into two parts. The first one develops the challenging criteria come across within the state-of-the-art, and the second part compares the studied contributions with respect to the developed criteria.
Comparison criteria
In order to understand and to compare approaches targeting the security policies specification, or the security verification and quantification; we propose a set of comparison criteria. Further, we focus on whether if they are included or not for each approach.
-Criteria for security specification: This class is based on five basic features, which are: -Scope: It specifies whether the proposed approach is used for the specification of security requirements and properties or for the specification of security aspects in the software development. 
Classification
We classify in this section the different works cited in this section. We compare them in Table 1 from the security specification point of view, and, in Table 2 we compare them in term of verification.
From Table 1 , we observe that the most of the studied researchers express the security requirements and integrate them on the design (column 2, R/D). The most used technique for specification is security templates (column 3). Generally, they focus more on the existing security templates already mentioned in the background section. Some of them use profiles by using the stereotyped attributes to express security properties introduced by the user. Also, few of them use OCL that helps to write a security property as a constraint. The most used tool to check the security requirement is the model checkers rather then theorem provers (column 5), and, more especially SPIN and PRISM (column 6). The motivation behind this is that the end user needs an automatic way to verify a design which is one of the favour of using the model checkers.
In Table 2 , the most studied diagrams are behavioural and less the structural ones (column 2). The intuition behinds this is that they look on the execution part of the system. This intuition enforces the reason of proposing in the most case a state-based transition systems as semantic models (column 3). Since the most mentioned works do not cover quantitative features such as time, probability, and cost, the normal temporal logic such as LTL (column 4) is the most used to express security properties that could be checked within a model checker tool (column 5) such as SPIN (column 6). The 
Conclusions and future directions
From the studied contributions, we found that the most of them target explicitly a single diagram, and look toward a precise domain. Further, they deal especially with a specific technique instead of combining more than one in order to gain the advantage and to reduce the limitation of each one, such as the case of model checking and theorem proving. For verification, we observed that the most used technique is model checking compared to theorem proving or other approaches such as static analysis. Of course, the former is automatic but from a practical point of view, a theorem prover built up a model checker will reduce the verification time and size complexity. For security specification, the most used specification formalism is the temporal logic especially the linear one such as LTL. In this case, one cannot express a probabilistic or timed security property for example. Especially for a designer, it is suitable to specify a security property with the same design language. In addition, a new standardized OMG models such as SysML behavioural or UML timing diagrams are not studied yet for security verification and quantification. From this study, we believe that facilitating the expressiveness and the verification of security for the new standard diagrams is challenging. Another aspect is that the majority of the cited works inherit the existing limitations of the used tools. Especially, rarely whose trace the anomalies in the diagrams. Based on these conclusions, we propose four main promising research directions that are described as follows.
1. Developing techniques to automatically instantiate and express security requirements is a promising research direction. The objective is to help developers and security experts to avoid writing complex security properties in a mathematic formalism such as temporal logic. Especially, generating security properties from a rich design (time, probability, conditions, etc) to a specific temporal logic is not a straightforward task. It needs to develop the appropriate semantics of the design under test, and to develop techniques that convert this semantic (for example a PTA) to an equivalent temporal logic formula (such as extended PCTL) which is a challenging task. The correctness of any approach in this sense should be proved by finding an equivalent relation between both semantics of the design and the target temporal logic. 2. Improving the existing approaches and tools especially the model checkers that suffer from the state of explosion. In this direction, we propose to avoid the model checkers limitations (especially state explosion) by developing techniques such as abstraction and compositional verification for UML diagrams. The main issue in this direction is shaping the verification problem into sub-problems. In addition, proving the soundness of both abstraction or compositional verification to prove that the satisfiability of the security properties is always preserved on both the concrete, and, the abstract or composed diagrams. In the case of abstraction and compositional verification, using theorem provers to prove the correctness of the the proposed algorithms, is also challenging, because it needs to provide a deep mathematical formalism for UML. Also, since the counter example is a main part of verification. Showing the counter example in the case of the probabilistic and timed systems is challenging. 3. Studying the security aspect for the recent standardized diagrams such as block, time, requirements, types, and parametric SysML diagrams. These diagrams are prominent in both software and hardware modeling. In addition, exploring security specification and verification in those diagrams is a new direction to be explored. To achieve this goal, first, the formal semantics of each diagram should be provided. Further, it should cover all artifacts and features of the studied diagram. Then, providing or adapting security specification and verification techniques for them. 4. Generating the secure code of a diagram. Providing the correct and the secured diagram is the goal of any modeling strategy. In this research path, the main intention is to generate automatically the secure code representing the low level description of the design level. The challenge of this problem is the complexity of the design and the specific domain of the target platform. Another challenge is proving formally the correctness of the generated secure code, by showing that the generated code is fully secure. In addition, the equivalence between both semantics of the design and the code which needs to provide the adequate semantics for both levels. 5. Hardening and securing a diagram. This direction is very prominent especially it advances many state-of-the-arts such as: security, software and hardware modeling, and formal verification. The main idea is to produce a fault tree instead of a simple counter example. To achieve that, the verification procedures should produce all the possible prone errors at one phase. Then, the correction of the design can be achieved by the aspect-modeling-language strategy and the help of the fault tree. The soundness of any hardening strategy can be proved by showing that the design after the correction is always more secure than before.
