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Abstract
We consider dynamics of a scalar piecewise linear ”saw map” with infinitely many linear seg-
ments. In particular, such maps are generated as a Poincare´ map of simple two-dimensional discrete
time piecewise linear systems involving a saturation function. Alternatively, these systems can be
viewed as a feedback loop with the so-called stop hysteresis operator. We analyze chaotic sets and
attractors of the ”saw map” depending on its parameters.
1 Introduction
Piecewise linear (PWL) and piecewise smooth (PWS) systems serve as a modeling framework for
applications involving friction, collision, sliding, intermittently constrained systems and processes with
switching components. Examples include stick-slip motion in mechanical systems, impact oscillators,
switching electronic circuits (such as DC/DC power converters and relay controllers), hybrid dynamics
in control systems as well as models of economics and finance [5, 29]. Low-dimensional nonsmooth
maps can also appear as Poincare´ return maps of smooth flows which show chaotic dynamics [14,20].
Since the second half of the 1990s, multiple analytic tools have been developed in order to ad-
dress distinctive scenarios, which are not observed in smooth dynamical systems but are unique to
piecewise smooth systems [9, 17, 26]1. For example, these scenarios include robust chaos [4]; various
types of discontinuity-induced bifurcations (related to sliding, chattering, grazing and corner collision
phenomena) which occur when an invariant set collides with a switching surface; and, border-collision
bifurcations of the associated Poincare´ maps with their normal forms [12,21,22,24,28].
One-dimensional maps serve as important prototype models, which help understand dynamics of
higher-dimensional systems. Further, one-dimensional dynamics has developed into a subject in its
own right [7]. In particular, bifurcation scenarios and symbolic dynamics specific to PWS and PWL
maps have been intensively explored in the last two decades [3]. However, they are still understood
to a lesser extent than dynamics of smooth maps, and the PWS theory is far from being complete.
1Some of these methods are based on important results that had already been obtained before [1, 10,11,19].
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Even the skew tent map, which is a simple variation of the classical tent map, produces a rich variety
of dynamical scenarios which have not been completely described yet (see survey [27] for the state-of-
the-art results).
In this paper, we consider dynamics of a one-dimensional PWL map, which has infinitely many
local maximum and minimum points accumulating near an essential discontinuity point, see Fig. 1.
We call it a “saw map”. As a matter of fact, this map represents a reduction of a two-dimensional
PWL map including a linear term and the simple saturation PWL function (see (15) below) to a one-
dimensional Poincare´ map [2]. The objective of this work is to analyze chaotic repelling and attracting
sets, including robust chaos, for a general class of such one-dimensional maps. The “saw map” can
have multiple attractors embedded into a number of invariant intervals. One of such intervals contains
infinitely many local maximum and minimum points of the map, while the restriction of the map to
any other invariant interval is a skew tent map. The paper is organized as follows. In the main Section
2, we consider dynamics of the “saw map” depending on its parameters. In particular, we obtain a
characterization of the attractor of the skew tent map, which to the best of our knowledge is new (see
Remark 2 to formula (5) of Theorem 2.2). In Section 3, we discuss the implications of our results for
the 2-dimensional PWL map with the saturation nonlinearity. This map has been related to a set of
macroeconomic models with sticky inflation and to discrete time systems with dry friction in [2].
2 Main results
There are several definitions of a chaotic invariant set. We use the definition of R. Devaney [8].
A closed invariant set A for the map f is chaotic if:
• (density of periodic orbits) periodic points of f are dense in A;
• (sensitivity to initial conditions) there is a β > 0 such that for any x ∈ A and any  > 0 there is
a y ∈ A with |x− y| <  and a k such that |fk(x)− fk(y)| > β;
• (topological mixing or transitivity) A contains a dense orbit of f .
In what follows, we use the notation A ⊂ B if A ⊆ B, A 6= B. By A we denote the closure of a set
A.
By |I| we denote the length of an interval I.
Let sequences pk, qk, rk satisfy
r0 > q1 > r1 > q2 > r2 > · · · > 0, qk, rk → 0,
p0 > p1 > p2 > p3 > · · · > 0, p0 < r0, pk > rk for all k ≥ 1. (1)
Denote J = [0, r0] and consider a “saw map” T : J → R defined by the following properties:
• T (0) = T (qk) = 0 for all k ≥ 1;
• T (rk) = pk for all k ≥ 0;
• T is linear on each of the intervals [qk+1, rk], [rk, qk], k ≥ 1, and [q1, r0],
see Fig. 1. These properties and the fact that p0 < r0 imply that T (J) ⊂ J . Also these properties
imply that T has a unique fixed point ek in each interval (qk+1, rk), k ≥ 1 and a unique fixed point eˆk
in each interval (rk, qk), k ≥ 1.
Note that T is piecewise linear and continuous on every segment [a, b] ⊂ J \ {0}. If p∗ :=
limk→∞ pk = 0, then T is continuous on J . On the other hand, if p∗ > 0, then T has a disconti-
nuity at zero. Denote by
αk := pk/(rk − qk+1), βk := pk/(qk − rk)
2
the absolute value of the slope of the graph of T on the intervals [qk+1, rk] and [rk, qk], respectively.
The assumption pk > rk, k ≥ 1 implies that
αk > 1 for all k ≥ 1.
We assume additionally that
• αk and βk are increasing sequences;
• there exists k∗ ≥ 1 such that pk > ek−1 for k ≥ k∗ + 1 and if k∗ ≥ 2 then pk < ek−1 for
2 ≤ k ≤ k∗;
• for 1 ≤ k ≤ k∗ − 1,
qk +
ek
αk−1
> pk. (2)
T (x)
x
0 qkrkrk∗ qk∗ pk∗
J∗
ek∗
Jk∗
ek pk
Jk
Figure 1: Graph of the map T .
The last condition is technical. It allows us to simplify the results by shortening the list of possible
dynamical scenarios, which are, however, similar to each other.
From the definition of k∗ it follows that the segment
J∗ = [0, pk∗ ] ⊂ J
3
is invariant for T . A proof of this fact is given in the next section. Consider also the segments
Jk = [ek, pk], Gk = [T
2(rk), T (rk)] = [T (pk), pk], 1 ≤ k ≤ k∗, (3)
see Fig. 1. These segments are well-defined. Indeed, ek < rk < pk, k ≥ 1 by definition of T . Also,
since pk < ek−1 for 2 ≤ k ≤ k∗ and r0 > p0, for 1 ≤ k ≤ k∗ we have pk > T (pk).
Remark 1. Denote
fk = min{x > ek : T (x) = ek}, 1 ≤ k ≤ k∗. (4)
It is easy to see that if α−1k + β
−1
k ≥ 1, then fk ≥ pk and the segment Jk is invariant, while if
α−1k + β
−1
k < 1, then fk < pk and the segment Jk is not invariant.
Theorem 2.1. If α−1k∗ + β
−1
k∗ < 1, then the segment J
∗ is a chaotic invariant set. If α−1k∗ + β
−1
k∗ ≥ 1,
then the segment J∗ contains a chaotic invariant Cantor set Σ. Furthermore, all trajectories from
J∗\Σ reach the invariant segment Jk∗ ⊂ J∗ after a finite number of iterations.
In the case α−1k∗ +β
−1
k∗ ≥ 1, dynamics on the invariant interval Jk∗ is described in the next theorem.
Theorem 2.2. If βk < 1 for some k ≤ k∗ (see Fig. 2(a)), then the interval Jk is invariant and Jk \{ek}
belongs to the basin of attraction of the stable fixed point eˆk ∈ Jk.
If βk > 1 and α
−1
k + β
−1
k > 1 for some k ≤ k∗ (see Fig. 2(b)), then the interval Jk is also invariant.
Further, the interval Gk ⊂ Jk defined in (3) is invariant and contains a chaotic invariant set
Λk =
2N⋃
i=1
Ai, (5)
where the Ai are non-intersecting open intervals. The complement Gk\Λk contains N unstable periodic
orbits Oi of periods 1, . . . , 2
N−1. Furthermore, for any x ∈ Gk \ (Λk ∪ O1 ∪ · · · ∪ ON ) there is an n0
such that Tn(x) ∈ Λk for n ≥ n0, and for any y ∈ Jk \ (Gk ∪{ek}) there is an n1 such that Tn(y) ∈ Gk
for n ≥ n1.
Finally, if α−1k + β
−1
k < 1 for some 1 ≤ k ≤ k∗ − 1 (see Fig. 2(c)), then the interval Jk contains
a chaotic invariant Cantor set Λk, dynamics on this set is conjugate to the left shift, and for every
x ∈ Jk \ Λk there is an n2 such that Tn(x) ∈ [0, ek) for n ≥ n2.
(ek, ek)
(rk, pk)
(eˆk, eˆk)
(a)
(ek, ek)
(rk, pk)
(eˆk, eˆk)
(b)
(ek, ek)
(rk, pk)
(eˆk, eˆk)
(c)
Figure 2: Possible shapes of the graph of the map T on an interval Jk. (a) βk < 1; (b) βk > 1 and
α−1k + β
−1
k ≥ 1; (c) βk > 1 and α−1k + β−1k < 1.
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Remark 2. As shown in the proof below, in the case βk > 1, α
−1
k + β
−1
k > 1 (see Fig. 2(b)), there is
a permutation σ2N =
(
σ12N , σ
2
2N , ..., σ
2N
2N
)
of the natural numbers from 1 to 2N and the numbering of
the intervals Ai ⊂ Jk such that
T (Ai) = Ai+1, i = 1, . . . 2
N − 1; T (A2N ) = A1,
and the interval Aσk
2N
lies to the left of interval Aσk+1
2N
, k = 1, ..., 2N − 1. Further, the permutation
σ2N is defined by the following inductive (in N) formulas:
σ2
N+i
2N+1
= 2σi2N − 1, σi2N+1 = σ2
N+1+1−i
2N+1
+ 1, i = 1, ..., 2N . (6)
Remark 3. If α−1k + β
−1
k = 1, then T is a tent map on Jk, and the whole segment Jk is a chaotic
set. If βk = 1 for some k ≤ k∗, then the interval Jk is invariant, eˆk is stable but not asymptotically
stable fixed point and all points from Jk \ {ek} are eventually stable but not asymptotically stable
fixed points or 2-periodic orbits.
Theorem 2.3. Dynamics in each of the invariant segments J∗ and Jk is defined by Theorems 2.1 and
2.2. Further, any trajectory enters the union ∪k≤k∗Jk ∪ J∗ of these segments after a finite number of
iterations.
3 Proofs
The proof proceeds in several steps and will be divided into a few lemmas.
Let us set
Ω = {x ∈ J∗ : there is an n ∈ N such that Tn(x) = 0}, Σ = Ω.
By definition, the sets Ω and Σ are invariant for T and, moreover, if y ∈ J∗ and T (y) ∈ Ω, then y ∈ Ω.
Lemma 3.1. Suppose that a map F is linear on segments [d, c] and [c, e], and the absolute value of
the slope of F on these segments is α and β, respectively. Suppose that
α−1 + β−1 < 1. (7)
Then, for any λ ∈ (α−1 + β−1, 1) and any segment [a, b] ⊂ [d, e],
b− a < λ|F ([a, b])|. (8)
Proof. If b ≤ c, then |F ([a, b)])| = α(b − a) and, similarly, if a ≥ c, then |F ([a, b)])| = β(b − a).
Each of these equalities implies (8). Now, assume that a < c < b. Then,
|F ([a, b])| ≥ max{|F ([a, c])|, |F ([c, b])|} = max{α(c− a), β(b− c)}.
Without loss of generality we can assume that α(c− a) ≥ β(b− c), hence
c− a = (b− a)− (b− c) ≥ (b− a)− α
β
(c− a).
Therefore,
|F ([a, b])| ≥ α(c− a) ≥ αβ
α+ β
(b− a).
This implies (8) for any λ ∈ (α−1 + β−1, 1). 
Lemma 3.2. J∗ is an invariant segment for the map T .
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Proof. First note that [qk∗+1, rk∗ ] ⊂ J∗ and T ([qk∗+1, rk∗ ]) = J∗. Since local maximum values
pk of the map T are decreasing with k, one has maxx∈[0,qk∗ ] T (x) = pk∗ . Hence, if pk∗ ≤ qk∗ , then
T (J∗) = J∗. On the other hand, if qk∗ < pk∗ , then the definition of k∗ implies that T (x) ≤ x ≤ pk∗
for all x ∈ [qk∗ , pk∗ ] (this part of the graph lies under the line y = x) and therefore T (J∗) = J∗ again.

Lemma 3.3. Suppose that [0, γ] ⊂ J∗. Then [0, γ] ⊂ T ([0, γ]).
Proof. Denote by k1 the minimal number such that ek1 ≤ γ. If ek1 = γ then the relation T (rk1+1) >
ek1 implies [0, γ] ⊂ T ([rk1+1, qk1+1]) = T ([0, γ]). If ek1 < γ ≤ rk1 , then γ < T (γ) and therefore
[0, γ] ⊂ T ([qk1+1, γ]) ⊆ T ([0, γ]). On the other hand, if γ > rk1 , then there are two options. If k1 > k∗,
then γ < ek1−1 < T (rk1). If k1 = k
∗, then γ < T (rk1) because [0, γ] 6= J∗. Hence, in both cases,
T ([0, γ]) = T ([qk1+1, rk1 ]) = [0, T (rk1)] ⊃ [0, γ]. 
Lemma 3.4. For every open interval (a, b) satisfying Σ ∩ (a, b) 6= ∅, there is a segment [c, d] ⊂ (a, b)
and an n such that Tn([c, d]) = J∗, Tn(c) = 0, and T i is linear on the segment [c, d] for each i ≤ n.
Proof. Since Σ = Ω, there is a point y ∈ Ω, y 6= 0 such that y ∈ (a, b). Hence, there is an n1 ∈ N
such that Tn1(y) = 0 and T i(y) 6= 0 for i < n1. The only condensation point of local extrema of the
map T is zero. Hence, if a point z is a condensation point of local extrema of the iterated map T r,
then T r−1(z) = 0. Since T i(y) 6= 0 for i < n1, we conclude that there exists a point l1 satisfying
a < y < l1 < b such that the map T
i is linear on the segment [y, l1] for each i ≤ n1. Denote by η1 the
number such that Tn1+1([y, l1]) = [0, η1].
Since Tn1(y) = 0 and Tn1 is linear on [y, l1], we have
Tn1+1(x) = T
(
(x− y)T
n1(l1)
l1 − y
)
on (y, l1]. Therefore, the graph of the iterated map T
n1+1 is piecewise linear on [y + , l1] for any
0 <  < l1− y. Hence, there exists a segment [c1, d1] ⊂ [y, l1] such that Tn1+1(c1) = 0, Tn1+1(d1) = η1
and Tn1+1 is linear on [c1, d1].
Similarly, we denote by η2 the number such that T
n1+2([c1, d1]) = T ([0, η1]) = [0, η2] and find the
segment [c2, d2] ⊆ [c1, d1] such that Tn1+2(c2) = 0, Tn1+2(d2) = η2, and Tn1+2 is linear on [c2, d2].
From Lemmas 3.2 and 3.3 it follows that [0, η1] ⊆ [0, η2].
Continuing this line of argument, we obtain segments
[c1, d1] ⊇ [c2, d2] ⊇ · · · ⊇ [cj , dj ] ⊇ · · ·
and
[0, η1] ⊆ [0, η2] ⊆ · · · ⊆ [0, ηj ] ⊆ · · ·
such that Tn1+j([cj , dj ]) = [0, ηj ], T
n1+j is linear on [cj , dj ], T
n1+j(cj) = 0 and T
n1+j(dj) = ηj . Note
also that T ([0, ηj ]) = [0, ηj+1].
Let us consider the limit η = limj→∞ ηj . Note that we can fix a small 1 > 0 such that T ([1, ηj ]) =
[0, ηj+1] for all j. Then, by continuity, T ([0, η]) = [0, η]. From Lemma 3.3 it follows that there are
no invariant subsegments containing 0 inside J∗. Hence [0, η] = J∗. Fix an n such that ηn > rk∗ .
Taking into account that J∗ = [0, pk∗ ], we see that T ([0, ηn]) = J∗. Therefore, the segment [cn+1, dn+1]
satisfies Tn1+n+1([cn+1, dn+1]) = J
∗, Tn1+n+1(cn+1) = 0, and T i are linear mappings on [cn+1, dn+1]
for i ≤ n1 + n+ 1. 
Lemma 3.5. Suppose that Tn(xˆ) = xˆ ∈ J∗ and there is a segment [a, xˆ] such that Tn(a) = 0 and Tn
is linear on [a, xˆ]. Then xˆ ∈ Σ.
Proof. Since Tn(a) = 0, Tn(xˆ) = xˆ, xˆ > a and Tn is linear on [a, xˆ], there is a unique a1 ∈ [a, xˆ]
such that Tn(a1) = a. Obviously, T
2n(a1) = 0, T
2n(xˆ) = xˆ, and T 2n is linear on [a1, xˆ]. Arguing in a
similar way, we obtain a sequence a1 < a2 < a3 < · · · such that T (i+1)n(ai) = 0 (hence, ai ∈ Ω) and
T (i+1)n is linear on [ai, xˆ]. Since the slope of the graph of T
(i+1)n on [ai, xˆ] tends to infinity, it follows
that ai → xˆ. Hence xˆ ∈ Σ. 
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Remark 4. From Lemma 3.5 it follows that ek ∈ Σ for k ≥ k∗.
Lemma 3.6. Let α−1k∗ + β
−1
k∗ > 1. Suppose that x ∈ J∗, x /∈ Σ, but T (x) ∈ Σ. Then, x is a local
maximum point of the map T and there exists an n ∈ N such that Tn(x) = ek∗ .
Proof. From Remark 1 it follows that Jk∗ is invariant. By definition of Σ and Remark 4, this
implies Jk∗ ∩ Σ = ek∗ .
Since x /∈ Σ and Σ is closed, there is a neighborhood U of the point x such that U ∩ Σ = ∅. Since
there are no points from Ω inside U , it follows that T i is continuous on U and Ω∩T i(U) = ∅ for every
i. The relationships T (x) ∈ Σ = Ω and Ω ∩ T (U) = ∅ imply that T (x) /∈ Int (T (U)). Furthermore,
taking into account that x 6= 0 and neither the right end point T (rk∗) of J∗ nor its iterations belong
to Σ, we conclude that either T (y) ≤ T (x) for all y ∈ U or T (y) ≥ T (x) for all y ∈ U . Since all local
minimum points of T inside J∗ belong to Ω, we see that x is a local maximum point for T , and there
exists a b > 0 such that the interval θ := [T (x)− b, T (x)] satisfies θ ∩ Ω = ∅.
Since fk < ek−1 < T (rk) for k ≥ k∗ + 1 (cf. (4)), Remark 1 implies that α−1k + β−1k < 1 for
k ≥ k∗ + 1. Hence, from Lemma 3.1 and the assumption that αk and βk are increasing it follows that
there is a λ < 1 such that if T n¯(θ) ⊂ [0, ek∗ ], T n¯(θ) ∩ Ω = ∅, then
|T n¯(θ)| < λ|T n¯+1(θ)|. (9)
This inequality implies that there is an n′ such that if T i(θ) ⊂ [0, ek∗ ] for i ≤ n′, then Tn′(θ)∩Ω 6= ∅,
which contradicts θ∩Ω = ∅. Consequently, there is an n˜ such that T n˜(θ)∩ Int(Jk∗) 6= ∅. On the other
hand, ek∗ ∈ Σ implies ek∗ /∈ Int (T n˜(θ)) because θ ∩ Ω = ∅. Therefore, the segment T n˜(θ) satisfies
T n˜(θ) ⊆ Jk∗ . Finally, since Σ is invariant and T (x) ∈ Σ by assumption, T n˜(x) ∈ Σ ∩ Jk∗ = ek∗ . 
Remark 5. Lemma 3.6 implies that if α−1k∗ +β
−1
k∗ > 1, x /∈ Σ, and T i(x) is not a local maximum point
of T for i ≤ n− 1, then Tn(x) /∈ Σ.
Remark 6. A slight modification of the proof of Lemma 3.6 shows that if α−1k∗ +β
−1
k∗ = 1, x ∈ J∗ and
x /∈ Σ but T (x) ∈ Σ, then either x is a local maximum point of T or x = T (rk∗). In both cases, there
exists an n ∈ N such that Tn(x) = ek∗ .
Remark 7. From the proof of the Lemma 3.6 it follows that if α−1k∗ + β
−1
k∗ ≥ 1, then for every point
x ∈ J∗\Σ there exists an n such that T i(x) ∈ Jk∗ for i ≥ n. Indeed, since Σ is closed, there is a segment
ϑ ⊂ J∗ such that x ∈ ϑ and ϑ ∩ Ω = ∅. Therefore, arguing in the same way as in the proof of Lemma
3.6, we obtain that there is an n such that Tn(ϑ) ⊆ Jk∗ . Since Jk∗ is invariant for α−1k∗ + β−1k∗ ≥ 1, one
has T i(ϑ) ⊆ Jk∗ for all i ≥ n.
Lemma 3.7. Suppose that α−1k∗ + β
−1
k∗ < 1. Then, Σ = J
∗.
Proof. Suppose that there is an x ∈ J∗ such that x /∈ Σ. Since Σ is closed, there is a segment
θ ⊂ J∗ such that x ∈ θ and θ ∩ Ω = ∅. From Lemma 3.1 and the assumption that αk and βk are
increasing it follows that there is a µ < 1 such that if Tn(θ) ∩ Ω = ∅, then
|Tn(θ)| < µ|Tn+1(θ)|. (10)
As the segment J∗ is invariant, from (10) it follows that there exists an n˜ such that T n˜(θ) ∩ Ω 6= ∅.
But this contradicts the fact that θ ∩ Ω = ∅. Hence, we conclude that every x ∈ J∗ belongs to Σ. 
Theorem 3.8. Σ is a chaotic invariant set.
Proof. There are two cases, when Jk∗ is invariant and Jk∗ is not invariant. We present a proof for
the more complicated case when Jk∗ is invariant. The other case, when Jk∗ is not invariant, can be
treated similarly.
First, let us prove sensitive dependence on initial conditions and density of periodic points in Σ.
Denote ζ = ek∗/3. Consider any point x ∈ Σ and its neighborhood (a, b) 3 x. By Lemma 3.4, there
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is a segment [c, d] ⊂ (a, b) and an n ∈ N such that Tn([c, d]) = J∗, Tn(c) = 0, and T i is linear on
the segment [c, d] for each i ≤ n. Hence, there is a point x˜ ∈ [c, d] such that Tn(x˜) = x˜, and from
Lemma 3.5 it follows that x˜ ∈ Σ. Also, Tn([c, d]) = J∗ implies that there is a point z ∈ (c, d) such
that Tn(z) = ek∗ . Since T
i is linear on the interval (c, d) for each i ≤ n, it follows from Remark 5 that
z ∈ Σ. Obviously,
max{|Tn(x)− Tn(z)|, |Tn(x)− Tn(c)|} ≥ |Tn(z)− Tn(c)|/2 = ek∗/2 > ζ. (11)
Since the interval (a, b) 3 x can be chosen arbitrarily small, the relationships x˜, c, z ∈ (a, b) ∩ Σ,
Tn(x˜) = x˜ and (11) prove sensitivity to initial conditions and density of periodic points in Σ.
It remains to prove the existence of a dense orbit in Σ.
Note that since Jk∗ is invariant, Ω ⊂ [0, ek∗ ].
For any n ∈ N, let us consider a collection of segments {Iin}, i = 1, ..., l(n), with l(n) ≤ n, Iin ⊆ J∗
such that
• |Iin| ≤ ek∗/n, i = 1, ..., l(n);
• Iin ∩ Ω 6= ∅, i = 1, ..., l(n);
• Σ ⊂ ⋃l(n)i=1 Iin.
Let us consider all the segments Iin, i = 1, ..., l(n), n ∈ N, and number them as follows:
L1 = I
1
1 ;
Lr+1 = I
i+1
n if Lr = I
i
n, i < l(n);
Lr+1 = I
1
n+1 if Lr = I
l(n)
n .
From Lemma 3.4 it follows that there is a segment E1 ⊂ L1 and an n1 such that Tn1(E1) = L2
and T i is linear on the segment E1 for each i ≤ n1. Denote H1 = E1. Similarly, there is a segment
E2 ⊂ L2 and an n2 such that Tn2(E2) = L3 and T i is linear on the segment E2 for each i ≤ n2. Hence,
there is a segment H2 ⊂ H1 such that Tn1+n2(H2) = L3 and T i is linear on the segment H2 for each
i ≤ n1 + n2. Continuing in a similar fashion , we obtain a sequence of nested segments
H1 ⊇ H2 ⊇ ... ⊇ Hr ⊇ ...
and a sequence n1, n2, ..., nr, ... such that
Tn1+n2+...+nr (Hr) = Lr+1
and T j is linear on the segment Hr for each j ≤ n1 + n2 + ...+ nr.
Denote Dr = Hr ∩ Σ. As an intersection of two closed sets, Dr is closed. Consider the non-empty
intersection
D =
∞⋂
r=1
Dr
of the closed nested sets Dr. Take any point x ∈ D. By construction, the forward orbit of x is dense
in Σ. 
Combining Remark 7, Lemma 3.7, and Theorem 3.8, we obtain Theorem 2.1.
Remark 8. Arguing in a same fashion as in the proof of Theorem 3.8 we obtain the following state-
ment. Suppose that F : [c, d]→ [c, d] is continuous and for any interval [a, b] ⊆ [c, d] there is an n > 0
such that Fn([a, b]) = [c, d]. Then, [c, d] is a chaotic invariant set for F .
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Proof of Theorem 2.2.
Cases βk < 1 and βk = 1 for k ≤ k∗ are trivial.
Now consider the case α−1k + β
−1
k < 1 for some 1 ≤ k ≤ k∗ − 1. Denote
gk = min{x > fk : T (x) = ek}, 1 ≤ k ≤ k∗,
with fk defined by (4). Since αk−1 = ek/(gk − qk) (see Fig. 3), we have ek/αk−1 = gk − qk. Hence
from (2) it follows that gk > pk. The conclusion of the theorem in the case gk > pk is well known and
follows from the general theory of unimodal maps (see for example [8]).
T (x)
x
0 qk pk gk
θ
tan θ = αk−1
ek
Figure 3: Restriction of the map T to an interval Jk = [ek, pk], cf. Fig. 2(c).
The last case α−1k + β
−1
k > 1 with αk, βk > 1 will be considered by induction.
Let us introduce the sequences defined by the recurrent relations
ξ0 = αk, ν0 = βk; ξi+1 = ν
2
i , νi+1 = ξiνi, i = 0, 1, 2, . . .
By assumption, ξ−10 + ν
−1
0 > 1. Further, since αk, βk > 1, the sequence ξ
−1
i + ν
−1
i monotonically
decreases to zero. Therefore, there is an index j = j(αk, βk) ≥ 1 such that
ξ−1i + ν
−1
i > 1 for 0 ≤ i ≤ j − 1,
ξ−1i + ν
−1
i ≤ 1 for i ≥ j.
We will show that the statement of the theorem is true for Jk with N = j− 1 using the induction in j.
Basis. We start from the case j(αk, βk) = 1. In other words, β
−1
k (α
−1
k + β
−1
k ) ≤ 1. For the sake
of brevity, the following argument is conducted under the assumption that the strict inequality
β−1k (α
−1
k + β
−1
k ) < 1 (12)
holds. The case of the equality can be done by a slight modification of the same argument.
From βk > 1 and α
−1
k + β
−1
k > 1 it follows that the interval Jk and its subinterval Gk defined by
(3) are invariant for T , and each trajectory starting from Jk \ {ek} enters the interval Gk after a finite
number of iterations.
Consider the map T 2 : Jk → Jk. This is a piecewise linear map with 4 linear segments, i.e. there
is a partition
ek < uk < rk < vk < pk
9
of the segment Jk such that
d
dx
T 2(x) =

α2k, x ∈ (ek, uk),
−αkβk, x ∈ (uk, rk),
β2k, x ∈ (rk, vk),
−αkβk, x ∈ (vk, pk).
Notice that the function T 2 reaches its maximum value pk at the points x = uk, vk and has a local
minimum at the point x = rk.
Consider an arbitrary segment ∆ ⊆ Gk. Let us show that eˆk ∈ Int (T `(∆)) for some `. Assume
the contrary. Then, any iteration T i(∆) contains at most one of the extremum points uk, rk, vk. By
Lemma 3.1, relation (12) implies that there is a λ1 > 1 such that if uk 6∈ ∆, then |T 2(∆)| > λ1|∆|. On
the other hand, if uk ∈ ∆, then T 2(∆) = [δ, pk] with δ > vk because eˆk ∈ Int (T 4([vk, pk])). Hence, T 4
is piecewise linear on ∆ with the two slopes −α3kβk and α2kβ2k. From (12) and αk > 1 it follows that
α−2k β
−1
k (α
−1
k + β
−1
k ) < 1,
hence by Lemma 3.1 there is a λ2 > 1 such that |T 4(∆)| > λ2|∆|. Thus, either |T 2(∆)| > λ1|∆| or
|T 4(∆)| > λ2|∆| (or both). Continuing the iterations, we see that there exists λ such that for any n
there should be an n1 such that |Tn1(∆)| > λn|∆|, which contradicts the invariance of Gk.
We conclude that eˆk ∈ Int (T `(∆)) for some `, which immediately implies that Tm(∆) = Gk for
some m > `. Now, the conclusion of the theorem with N = 0, A1 = Int(Gk) and Λk = Gk follows
from Remark 8.
Induction step.
Assume that the conclusion of the theorem is valid for all j ≤ j0. Now, assume that j(αk, βk) = j0+
1. Consider the segment J ′k = [eˆk, pk] ⊂ Jk. Since j(αk, βk) = j0 +1 ≥ 2, we have β−1k (α−1k +β−1k ) > 1,
hence J ′k is invariant for T
2. Further,
T (J ′k) ∩ J ′k = {eˆk}. (13)
Moreover, the restriction of T 2 to J ′k has the same shape as the restriction of T to Jk, i.e. T
2 is
piecewise linear on J ′k with two slopes ξ1 = β
2
k and −ν1 = −αkβk. Clearly, j(ξ1, ν1) = j(αk, βk) − 1.
Therefore, by the induction assumption, the conclusion of the theorem holds for the restriction of T 2
to J ′k. Combining this statement with relation (13) and the fact that eˆk is an unstable fixed point of
T , we obtain the statement of the theorem for j = j0 + 1 and formulas (6). 
Proof of Theorem 2.3.
For each x ∈ J such that x /∈ ∪k≤k∗Jk ∪J∗ define 1 ≤ k(x) ≤ k∗ such that k(x) = min{k : ek < x}.
Since the graph of T can lie over the line y = x only at points which belong to the union ∪k≤k∗Jk ∪J∗,
then, after finitely many iterations, x is either mapped to ∪k≤k∗Jk ∪ J∗ or to a point y such that
k∗ ≥ k(y) > k(x). Thus, after finitely many iterations, x is mapped to ∪k≤k∗Jk ∪ J∗. 
4 Two-dimensional system with PWL saturation function
In this section, we apply the results of Section 2 to the system{
xn+1 = λxn + (σ − λ)sn,
sn+1 = Φ(sn + xn+1 − xn)
(14)
with n ∈ N0, where Φ is the PWL saturation function
Φ(x) =
 −1 if x ≤ −1,x if |x| < 1,
1 if x ≥ 1.
(15)
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The phase space for this system is the horizontal strip
Q = {(x, s) : x ∈ R, −1 ≤ s ≤ 1} . (16)
We will use the short notation
(xn+1, sn+1) = F (xn, sn)
for (14). By definition, the function F maps Q into itself.
Below, we consider the domain of parameters
Π = {(σ, λ) : σ > 1, −1 < λ < 0}.
Outside this domain, the global attractor of system (14) consists either of equilibrium points or a
period 2 orbit, or a union thereof [2]. In Π, dynamics are more interesting.
It is easy to see that equilibrium points of system (14) form the segment
E−E+ =
{
(x, s) : x =
(σ − λ)s
1− λ , −1 ≤ s ≤ 1
}
⊂ Q. (17)
Further, consider the two horizontal half-lines starting from the end points E+ and E− of this segment,
l+ =
{
(x, s) : x >
σ − λ
1− λ , s = 1
}
, l− =
{
(x, s) : x < −σ − λ
1− λ , s = −1
}
.
It has been shown in [2] that any trajectory of (14) starting from the half-line l+ arrives at the closed
half-line l− after finitely many iterations; note that similarly trajectories starting on l− reach l+ because
the map F is odd. Hence, we can define the first-hitting map P : l+ → l− as P(x, s) = F k(x, s) where
F k(x, s) ∈ l− and F i(x, s) 6∈ l− for i = 1, . . . , k − 1, see Fig. 4. This map can be represented by the
scalar function f : (σ−λ1−λ ,∞)→ [σ−λ1−λ ,∞) defined by the formula
(−f(x),−1) = P(x, 1), x ∈
(
σ − λ
1− λ ,∞
)
. (18)
0
x
s
l−
l+
1
−1
σ−λ
1−λ
−σ−λ
1−λ
(x2, 1)
P(x2, 1) = F 3(x2, 1)
(x1, 1)
F (x1, 1)P(x1, 1) = F 2(x1, 1)
Figure 4: First-hitting map P : l+ → l− defined by trajectories of the map F . The trajectory starting
from (x1, 1) ∈ l+ arrives at the half line l− after two iterations under the map F . The trajectory
starting from (x2, 1) ∈ l+ arrives at l− after three iterations.
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Further, the function f is piecewise linear on every interval [a, b] ⊂ (σ−λ1−λ ,∞) with local minimum
points
qˆk =
− 11−λ − 1−σ
k
1−σ
σk
σ−λ − 1−σ
k
1−σ
, f(qˆk) =
σ − λ
1− λ , k = 1, 2, . . . , (19)
and local maximum points
rˆk =
2 + (σ − λ) 1−σk1−σ
1− σk + (σ − λ) 1−σk1−σ
, pˆk = f(rˆk) = σ − λ(rˆk − 1), k = 1, 2, . . . , (20)
where
qˆ1 > rˆ1 > qˆ2 > rˆ2 > · · · ; qˆk, rˆk → σ − λ
1− λ ;
also, f ′(x) = −λ for x > qˆ1 [2]. These relations imply that
lim
k→∞
f(rˆk) = σ + λ− λσ − λ
1− λ >
σ − λ
1− λ = limk→∞ rˆk
(recall that (σ, λ) ∈ Π), hence f has an essential discontinuity at the left end of its domain (σ−λ1−λ ,∞),
and therefore there is a k∗∗ defined by
k∗∗ = min{k ≥ 1 : f(rˆk) ≥ rˆk}.
It is convenient to shift the origin and consider the function T : R+ → R+ given by
T (0) = 0; T (x) = f
(
σ − λ
1− λ + x
)
− σ − λ
1− λ , x > 0. (21)
The above properties of f imply that T is a “saw map” with the sequences (1) defined by
qk = qˆk+k∗∗−1 − σ − λ
1− λ , rk = rˆk+k∗∗−1 −
σ − λ
1− λ , pk = pˆk+k∗∗−1 −
σ − λ
1− λ (22)
for k ≥ 1. If k∗∗ > 1 then r0 and p0 can be also defined by (22). If k∗∗ = 1 then we can put r0 to be
any number greater than q1 such that p0 = f(r0)− σ−λ1−λ > p1.
Further, the slopes of T on the segments [qk+1, rk] and [rk, qk], respectively, are given by
αk = −
(
σk+1 − (σ − λ)1− σ
k+1
1− σ
)
, −βk = −λ
(
σk − (σ − λ)1− σ
k
1− σ
)
.
It is easy to see that both sequences αk and βk are increasing and αk > βk for all k. Also note that
according to (20), all the points (rk, pk) lie on a straight line l with the slope −λ. Moreover, the map
(21) satisfies technical condition (2) as a consequence of the fact that αk > αk−1 and the following
proposition.
Proposition 1. The map (21) satisfies
qk +
ek
αk
> T (rk)
for all 1 ≤ k < k∗.
Proof. Suppose that the inequality is not valid for some k. Since the sequences αk and βk increase,
Fig. 5 implies the following inequlities:
|AO| < |AC| < |MN | < |BD| ≤ |BE| = |OK|.
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B E
M
K
N0
T (x)
x
O DCA
l
L
ϕ
Figure 5: Proof of Proposition 1. The thick polyline is the graph of T . Coordinates of the points are
as follows: N = (qk, 0), M = (qk+1, 0), K = (rk, pk), L = (rk+1, pk+1), B = (ek, ek), E = (pk, ek). The
angle ϕ = ∠KAB satisfies tanϕ > 1.
Hence, the straight line the straight line AK has a slope greater than 1. Therefore, the straight line l
with the slope −λ < 1 passing through the point K intersects the line MA above the horizontal line
AB. That is, the intersection point L = (rk+1, pk+1) satisfies pk+1 > ek. By definition of k
∗, this
implies k ≥ k∗. 
For a given pair of parameters (σ, λ) ∈ Π, the above explicit formulas for qk, pk, rk, αk, βk allow us
to find the intervals J∗ and Jk for the map T = Tσ,λ and to determine which case of Theorems 2.1 and
2.2 applies to each of these intervals depending on whether α−1k + β
−1
k is less or greater than 1 and
whether βk is less or greater than 1. We performed these computations numerically in the rectangle
1 < σ < 3, 0 > λ > −1 at 1000× 1000 points.
For the sake of brevity we will use the following classification of the intervals Jk. If βk ≤ 1, then
we say that the interval Jk is of type I; if βk > 1 and α
−1
k + β
−1
k ≥ 1, then Jk is of type II; and, if
βk > 1 and α
−1
k + β
−1
k < 1, then Jk is of type III (see Fig. 2(a-c)).
Our numerical findings can be summarized as follows. First, the number of intervals Jk increases as
λ→ −1, σ → 1. In other words, k∗ →∞ as λ→ −1, σ → 1. Fig. 6 shows the value of k∗ = k∗(σ, λ).
Second, only the rightmost segment J1 can have any of the types I, II or III. All the other segments
(if they exist) are of type III. This observation suggests that the map (21) does not have segments
of types I and II simultaneously, i.e. the asymptotically stable fixed point of the map (21) does not
coexist with a chaotic invariant set of type (5) composed of a finite number of closed intervals. Fig. 7(a)
shows the type of the interval J1 (depending on the values of parameters λ and σ) when k
∗ ≥ 2. In
this case, J1 6⊂ J∗. Similarly, Fig. 7(b) shows the type of the segment J1 for the case k∗ = 1 when
J1 ⊂ J∗.
Third, we found that if the rightmost interval J1 is of type II, then the chaotic attractor Λk
contained in this interval is either a segment or a union of two disjoint segments (cf. (5)).
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1 2 3
-1
0
1 2 3
-1
0
σ
λ
Figure 6: The number k∗(σ, λ) of intervals Jk is represented according to the following convention:
white corresponds to k∗ = 1, light gray to k∗ = 2, gray to k∗ = 3, dark gray to k∗ = 4, black to k∗ ≥ 5.
The number k∗ increases as λ→ −1 and σ → 1.
1 2 3
-1
0
1 2 3
-1
0
σ
λ
(a)
1 2 3
-1
0
1 2 3
-1
0
σ
λ
(b)
Figure 7: The type of the interval J1 depending on the values of the parameters λ and σ. (a) k
∗ ≥ 2
(J1 6⊂ J∗); (b): k∗ = 1 (J1 ⊂ J∗). We adopt the following convention: light gray corresponds to type
I, yellow to type II with the chaotic attractor Λk ⊂ Jk consisting of one segment, red to type II with
the chaotic attractor Λk ⊂ Jk consisting two disjoint segments, black to type III, white on panel (a)
to k∗ = 1, white on panel (b) to k∗ ≥ 2.
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Note that the domain D of existence for the stable fixed point of T (the rightmost segment J1 is
of type I) has been found in [2]:
D =
∞⋃
i=1
{
(λ, σ) :
σi − 1
σ − 1 ≤ −
1
λ
< σi, σ > 1, −1 < λ < 0
}
.
Remark 9. Any point (x, 1) ∈ l+ with x ∈ (qˆk+1, qˆk) reaches the half-line l− in k+ 1 iterations under
the map (14) [2]. This implies that every periodic orbit of T corresponds to a periodic orbit of the
map (14). In particular, since Jk ⊂ (qk+1, qk), the fixed points ek, eˆk correspond to (2(k+ 1))-periodic
orbits of (14). Stable orbits of T correspond to stable orbits of (14).
Remark 10. System (14) has been alternatively interpreted in [2] as follows. Let s0 ∈ [−1, 1] and let
{xn}, n ∈ N0, be a real-valued sequence. Consider the sequence
sn+1 = Φ(sn + xn+1 − xn), n ∈ N0,
with the saturation function (15). The mapping of the pair s0, {xn} to the sequence {sn} according
to this formula is known in different disciplines2 as the stop operator S [6, 15], Prandtl’s model of
elastic-ideal plastic element [25], the backlash nonlinearity, and the one-dimensional Moreau sweeping
process [18,23]. Here s0 is called the initial state, {xn} is called the input, {sn} = S[s0, {xn}] is called
the output (or, the variable state) of the stop operator. With this notation, system (14) is equivalent
to the simple feedback loop coupling a linear unit with the stop operator:
{xn+1} = λ{xn}+ (σ − λ)S[s0, {xn}],
which is the interpretation used in [2].
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