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The Aharonov-Bohm, and its dual, the Aharonov-Casher effect have been extremely fruitful in physics and,
nowadays, they are of central importance for quantum technologies. Here, we study the Aharonov-Bohm effect
for a Bose-Einstein condensate propagating out of equilibrium along a mesoscopic ring-shaped laser light po-
tential, pierced by an effective magnetic flux. We found how the system experiences a subtle crossover between
physical regimes dominated by pronounced interference patterns and others in which the Aharonov-Bohm effect
is effectively washed out. We propose various applications for this system.
The Aharonov-Bohm effect is one of the most striking man-
ifestations of quantum mechanics: Due to phase shifts in
the wave function, specific interference effects arise when
charged particles enclose a region with a non vanishing
magnetic field[1]. This effect has important implications
in foundational aspects of quantum physics[1–4] and many-
body quantum physics[5–11]. The Aharonov-Bohm effect
has been influential in many fields of physical sciences,
like mesoscopic physics, quantum electronics and molecu-
lar electronics[12–15], with remarkable applications enabling
quantum technologies[16–21].
An electronic fluid confined to a ring-shaped wire pierced
by a magnetic flux is the typical configuration employed to
study the Aharonov-Bohm effect. In this way, a matter-
wave interferometer is realized: The current through the
ring-shaped quantum system displays characteristic oscilla-
tions depending on the imparted magnetic flux. Neutral par-
ticles with magnetic moments display similar interference
effects[22].
A new perspective to study the transport through small
and medium sized quantum matter systems has been demon-
strated recently in ultracold atoms[23–25]: In such systems,
it is possible for the first time to manipulate and adjust the
carrier statistics, particle-particle interactions and spatial con-
figuration of the circuit. Such flexibility is very hard, if not
impossible, to achieve using standard realizations of meso-
scopic systems. For this scenario Atomtronics has been put
forward[26, 27].
In this paper, we study the Aharonov-Bohm effect in a
mesoscopic ring-shaped bosonic condensate pierced by a syn-
thetic magnetic flux[28]: The bosonic fluid is injected from a
‘source’ lead, propagates along the ring, and it is collected in
a ‘drain’ lead. In this way, we provide the atomtronic coun-
terpart of an iconic problem in mesoscopic physics[12, 13],
with far reaching implications over the years in the broad
area of physical science[5–11, 16–21]. We also observe that
such a system provides one of the elementary components
of atomtronic integrated circuits under current experimental
study[29]. We analyse the non-equilibrium dynamics of the
system by quenching the particles spatial confinement; our
study is combined with the analysis of the out-of-equilibrium
dynamics triggered by driving the current through suitable
baths attached to the system. We find that, depending on
the ring-lead coupling, boson-boson interactions and parti-
cle statistics, the system displays qualitatively distinct non-
equilibrium regimes characterized by different response of the
interference pattern established by the effective gauge field.
We see, in particular, that the bosonic system displays dis-
tinctively different features compared with the corresponding
fermionic system. Finally, we explore our findings for possi-
ble applications for the realization of new atomtronic quantum
devices.
The system dynamics– The Bose-Hubbard Hamiltonian
Φ
K
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J
FIG. 1. Atomtronic setup consisting of a superfluid condensate in
a ring lattice with two attached leads. The dynamics is controlled
by Aharonov-Bohm flux Φ and ring-lead coupling K. Particles tun-
nel between ring sites with rate J and particles interact on-site with
strength U.
H = Hr +Hl describes the system consisting of a ring with
an even number of lattice sites L and two leads (see Fig.1).
The ring is given by
Hr = −
L−1∑
j=0
(
Jei2piΦ/Laˆ†j aˆ j+1 + H.C.
)
+
U
2
L−1∑
j=0
nˆ j(nˆ j − 1) , (1)
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2where aˆ j and aˆ
†
j are the annihilation and creation operator at
site j, nˆ j = aˆ
†
j aˆ j is the particle number operator, J is the intra-
ring hopping, U is the on-site interaction between particles
and Φ is the total flux through the ring. Periodic boundary
conditions are applied: aˆ†L = aˆ
†
0.
The two leads dubbed source (S) and drain (D) consist of a
single site each, which are coupled symmetrically at opposite
sites to the ring with coupling strength K. In both of them,
local potential energy and on-site interaction are set to zero as
the leads are considered to be large with low atom density.
The lead Hamiltonian is Hl = −K(aˆ†S aˆ0 + aˆ†DaˆL/2 + H.C.),
where aˆ†S and aˆ
†
D are the creation operators of source and drain
respectively.
The system is initially prepared with all particles in
the source and the dynamics is strongly affected by the
lead-ring coupling. We calculate the state at time t with
|Ψ(t)〉 = e−iH t |Ψ(0)〉. We investigate the expectation value of
the density in source and drain over time, which for the source
is calculated as nsource(t) = 〈Ψ(t)| aˆ†S aˆS |Ψ(t)〉 and similar for
the drain. We point out that, by construction, our approach is
well defined for the whole cross-over ranging from the weak
to strong leads-system coupling (this feature should be con-
trasted with the limitations of traditional approaches for in-
teracting particles mostly valid for the regime of weak leads-
system coupling).
In the weak-coupling regime K/J  1, the lead-ring tun-
neling is slow compared to the dynamics inside the ring. In
this regime, the condensate mostly populates the drain and
source, leaving the ring nearly empty. As a result, the scatter-
ing due to on-site interaction U has a negligible influence on
the dynamics. The transfer rate through the ring is strongly
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FIG. 2. Time evolution of density in source a,d), ring b,e) and
drain c,f) plotted against flux Φ. a,b,c) weak ring-lead coupling
K/J = 0.1 (on-site interaction U/J = 5). d,e,f) strong ring-lead cou-
pling K/J = 1 (U/J = 0.2). The number of ring sites is L = 14 with
Np = 4 particles initially in the source. The density in the ring is
nring = 1 − nsource − ndrain.
influenced by interference, giving rise to regular patterns and
a pronounced Aharonov-Bohm effect at Φ = 0 (Fig.2a,b,c).
With increasing Φ the oscillation becomes faster and the ring
populates, resulting in increased scattering and washed-out
density oscillations.
In the strong-coupling regime K/J ≈ 1, the lead-ring and
the intra-ring dynamics are characterized by the same fre-
quency and cannot be treated separately. We find that the
crossover from weak to strong coupling regime is marked by
the appearance of additional frequency modes in the time evo-
lution of the density (see also supplementary material). Thus,
in the strong coupling regime, we see a superposition of many
oscillation frequencies, and after a short time the condensate
is evenly spread both in the leads and in the ring potential
(Fig.2d,e,f). The density in the ring is large and particle scat-
tering affects the dynamics by washing out the oscillations.
Close to Φ = 0.5, the oscillation between source and drain
slows down, especially for weak interaction, due to destruc-
tive interference.
For two atoms, the ring spectrum can be derived analyti-
cally [30] in terms of scattering (real valued relative quasi-
momentum k) and bound states (imaginary k). The bound
states have only half the flux quantum compared to single
atoms (like Cooper-pairs) and therefore interfere construc-
tively when propagating through the ring at the degeneracy
point. For very weak interaction, the oscillations in a simpli-
fied model of a ring without leads can be calculated from the
energy difference of bound and scattering states at the edge of
the Brillouin zone. We find that the analytic results matches
the main oscillation period of the full numerical calculation.
We find that the dynamics is affected by the parity in half of
the number of ring sites L/2, which is especially pronounced
in the weak-coupling regime. In Fig.3, the density in source
and drain is plotted against Φ for odd (L/2 = 3, 5, 7, . . .) and
even parity (L/2 = 2, 4, 6, . . .) for K/J = 0.1. Both flux depen-
dence and time scales differ widely for the two parities. With
a similar logic of the tunneling through quantum dots, we can
understand such parity effects in terms of ring-lead resonant
and off-resonant coupling[31, 32]. We point out, however,
that the parity effect leads to a phenomenology that is very
specific for our system. Off-resonant coupling is character-
ized by regular, slow oscillations between source and drain
and a small ring population. Resonant coupling implies faster
oscillation, but a large ring population. Such conditions are
substantially affected by the interplay between interaction U
and Φ. The flux Φ modifies the energy eigenmodes of the ring,
bringing them in and out of resonance with the leads. Interac-
tion U can wash out the oscillations between source and drain
when the ring population is large. For odd parity, we find that
both resonant and off-resonant coupling contributes. Close to
Φ = 0 the off-resonant coupling dominates. Due to the small
ring population, the interaction (we checked up to U/J = 5)
has only a minor effect on the dynamics. Close to Φ = 0.5,
resonant ring modes become dominant, and the oscillations
become faster and tend to be washed out due to a higher ring
population. For even parity only resonant coupling is pos-
sible. Close to Φ = 0, ring modes are on resonance. Thus,
we see faster oscillation compared to the odd parity, although
they are washed out by interactions. For increasing Φ, how-
3ever, the ring modes move out of resonance, and due to the
absence of off-resonant coupling, the transfer is suppressed
(detailed derivation in supplementary materials). These parity
effects are less visible for strong coupling or many ring sites
as the level spacing between ring modes diminishes and many
ring modes come into resonance, washing out the difference
between the parities.
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FIG. 3. Density in drain against flux Φ and parity in number of
ring sites odd a) L/2 = 7 (U/J = 3) and even b) L/2 = 8 (U/J = 1).
Simulation with Np = 4 and weak coupling (K/J = 0.1). The struc-
tures around Φ = 0.15 for odd parity are many-body resonances[33].
Dashed line shows analytic derived oscillation period (a Eq.10 and b
Eq.3 in the supplementary material).
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FIG. 4. Steady-state currents. a) Solid lines: steady-state
current we obtained applying the method presented in [34, 35]
for non-interacting particles with L = 100. Dashed lines: a fit
( = {0.15, 0.49}) with the transmission equations derived by Bu¨ttiker
et al.[13]. b) Steady-state current for infinite on-site interaction
in both leads and ring plotted against flux Φ and fractional statis-
tics η (η = {0, 2} non-interacting fermions, η = 1 hard-core bosons,
else anyons) for strong source-drain imbalance. The reservoirs obey
the Pauli principle with f = 1, Γ = 1/2. The number of ring sites
is L/2 = 3 and the ring-lead coupling is K/J = 1. At the transition
to bosons, there is a discontinuity in the current. c-e) Steady state
current for hard-core bosons, anyons (η = 0.25) and fermions plot-
ted against flux and the filling factor nS. The reservoirs can have
multiple particles per state and have a small particle number imbal-
ance between source and drain with nS − nD = 0.01. The current is
normalized to one for each value of filling independently.
Open system– To study the properties of a filled
ring, in Fig.4 we couple particle reservoirs with the
leads to drive a current through the now open sys-
tem. We model it using the Lindblad master equa-
tion ∂ρ
∂t = − i~
[
H, ρ
] − 12 ∑m {Lˆ†mLˆm, ρ} + ∑m LˆmρLˆ†m for the re-
duced density matrix (tracing out the baths) [36]. The
bath-lead coupling is assumed to be weak and within the
Born-Markov approximation. We consider two types of
reservoirs: First, reservoirs allowing multiple particles per
state L1 =
√
ΓnSaˆ
†
S , L2 =
√
Γ(nS + 1)aˆS , L3 =
√
ΓnDaˆ
†
D and
L4 =
√
Γ(nD + 1)aˆD (nS (nD) is the density of the source
(drain) site if uncoupled to the ring). Second, reservoirs
with a single particle per state and (which enforces the
Pauli-principle) L1 =
√
Γ/2(1 + f )aˆ†S , L2 =
√
Γ/2(1 − f )aˆS ,
L3 =
√
Γ/2(1 − f )aˆ†D and L4 =
√
Γ/2(1 + f )aˆD ( f character-
izes the atom imbalance between source and drain reser-
voirs, with f = 1 being the source reservoir full and the
drain reservoir empty). We solve the equations for the
steady-state of the density matrix ∂ρSS
∂t = 0 numerically[37].
The current operator is j = −iK(aˆ†Saˆ0 − aˆ†0aˆS). The expec-
tation value is calculated as 〈 j〉 = Tr( jρSS). We general-
ize the particle statistics with the parameter η (η = {0, 2}
fermions, η = 1 bosons, else anyons) using the transforma-
tion aˆ†n → aˆ†n ∏Lj=n+1 eipi(1−η)nˆ j [38–40]. For vanishing particle-
particle interactions, we found the matching conditions be-
tween the equilibrium scattering-based results of Bu¨ttiker et
al.[13] and non-equilibrium steady state currents – Fig.4 a).
Next, we enforce the Pauli-principle (U = ∞) in both leads
and ring and vary the particle statistics and the average num-
ber of particles in the system (filling factor). Fermions are
then non-interacting, while anyons and bosons interact more
strongly with increasing filling. We found that the type of
particle (Boson, fermion, anyon as defined in [38]) and inter-
particle interaction has a profound influence on the Aharonov-
Bohm effect–Fig.4 b) - e). While non-interacting particles re-
act strongly to an applied flux, interacting bosons have only
weak dependence on the flux. Fermions have zero current
at the degeneracy point, while anyons have a specific point
with minimal current, which depends on the reservoir prop-
erties. With increasing filling of hard-core bosons, scattering
increases and Aharonov-Bohm effect vanishes. For fermions,
it is independent of the particle density and for anyons it de-
pends on the reservoir properties. Remarkably, for interacting
bosons in the strong coupling regime the Aharonov-Bohm ef-
fect is effectively suppressed[41], whereas some structure in
the transmission is observed for weak coupling. In summary,
the Aharonov-Bohm effect in the mesoscopic regime does ex-
perience a non-trivial cross-over as a function of interaction,
carrier statistics and the ring-lead coupling strength.
Applications– Here we present possible applications based
on the physics discussed above. We study the applications for
the closed ring-lead configuration, with the atoms initially in
the source.
As first application, we study the atomtronic counterpart of
the dc-SQUID: We change the local potential by ∆ at two sin-
gle sites in the ring symmetrically in the upper and lower half.
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FIG. 5. a) Density in drain plotted against two potential barri-
ers placed symmetrically in both arms of the ring with depth ∆.
L = 14, Np = 4, K/J = 0.1 and U/J = 3. Dashed line indicates a
fit with the analytic formula for the oscillation period used for the
flux dependence in Fig.3a,b (Supplementary material Eq.10, replace
Φ with ∆/(2J)). b) Average density in drain integrated over a time
t = 10000/J for a potential well with depth ∆ in one arm of the ring.
Interference effects cause minima in transmission rate for certain val-
ues of ∆. L = 14, Np = 4, K/J = 1 and U/J = 0.1. c) Density in
source (solid) and drain (dashed) for the perfect state transfer proto-
col with U/J = 0 and L = 14. With this protocol, particles oscillate
between source and drain with period t = 2. From bottom to top
Φ = {0, 0.25, 0.5}.
To achieve this, we add the following part to the Hamilto-
nianHimp = ∆(nˆdL/4e + nˆd3L/4e). The time-evolution depending
on ∆ is shown in Fig.5a,b. The potential barrier modifies the
transfer rate to the drain in a quantitatively similar way as the
Aharonov-Bohm flux. However, no destructive interference is
observed. This indicates that the barrier influences the dynam-
ics only by scattering incoming particles, but does not imprint
a phase shift. However, by adjusting ∆ we can control the
source-drain transfer rate in a similar fashion as the flux.
As a second application, we study the propagation through
a quantum dot like structure[31, 42]. This time, the local po-
tential is changed by adding a potential well on one arm of the
ringHqd = ∆ ∑(L−6+mod(L,4))/2j=0 nˆ j. We found that distinct trans-
mission minima are displayed (see Fig.5c). Such results in-
dicate that the particle acquires a phase difference while trav-
eling through the ring. This device could realize a switch by
changing ∆ around the transmission minima, or alternatively
a simulator for quantum dots.
Finally, we investigate the Perfect State Transfer protocol,
where particles move from source to drain and vice-versa
without dispersion at a fixed rate ([43]). The coupling param-
eters are Jn = pi2 J
√
sn
√
n(L0 − n), where n is numeration of
the coupling from source to drain, L0 = L/2 + 3 the number
of sites on the shortest path between source and drain, and sn
secures the Kirchhoff’s law. We set sn = 1 everywhere except
at the two ring sites which are coupled directly to the leads:
There, the coupling of those sites to the neighboring two ring
sites is sn = 1/2. The flux dependence of the time evolu-
tion of the density for U = 0 is shown in Fig.5d. At Φ = 0
we observe that the density in source and drain oscillates at
a constant rate with close to unit probability. Depending on
interaction and particle number, the fidelity of the transport
remains at unity or decreases. We will study this interesting
effect in a future publication. In contrast to weak coupling,
the particles move as a wave packet inside the ring. By tuning
the flux, the drain density can be controlled and transmission
to the drain becomes zero at the degeneracy point. The setup
with perfect state transfer could realize a switch or atomtronic
quantum interference transistors: By changing the flux, per-
fect transmission is changed into perfect reflection. We pro-
pose to use the high control over the dynamics to create an
atomic version of a Elitzur-Vaidman bomb tester, the hallmark
example of interaction-free measurement[44]. The system is
prepared with a single particle, the flux set to the degeneracy
point and a bomb, which is triggered when a particle passes
through one specific arm of the ring. Without the bomb, the
Aharonov-Bohm effect prevents the particle from reaching the
drain. Only if there is a bomb and the particle has not been
triggered it, the particle reaches the drain with unit probability
due to the perfect state transfer. This setup has a 50% chance
to detect the bomb without detonating it, improving from the
33% efficiency of the photonic implementation.
Our results can be relevant in other contexts of quantum
technology, beyond ultracold atoms[45].
Conclusions. We studied the non equilibrium transmission
through an Aharonov-Bohm mesoscopic ring. By quenching
the spatial confinement, the dynamics is strongly affected by
the leads-ring coupling, the parity of the ring sites, and the
interaction of the atoms. By combining our analysis with the
study of the non-equilibrium steady states in an open system,
we find that the Aharonov-Bohm effect is washed out for in-
teracting bosons. Finally, we have analyzed the possible im-
plications of our study to conceive new quantum atomtronic
devices. We believe our study will be instrumental to bridge
cold-atom and mesoscopic physics. Most of the physics we
studied here could be explored experimentally with the cur-
rent know-how in quantum technology.
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Appendix: I. Time dynamics
Appendix: Analytic results on the time-dynamics of
non-interacting particles
In this section, we derive analytic results for the time evolu-
tion in the dynamics between source and drain. To investigate
the Hamiltonian, it is convenient to write the ring Hamiltonian
in Fourier space (for U = 0)
Hr =
L−1∑
j=0
−2J cos
(
2pi
L
( j − Φ)
)
bˆ†j bˆ j
+
L−1∑
j=0
K√
L
(
aˆ†Sbˆ j + (−1) jaˆ†Dbˆ j + H.C.
)
, (A.2)
where bˆ j (bˆ
†
j ) the Fourier transform of the annihilation (cre-
ation) operator of the ring.
In the following, we assume that all the particles are ini-
tially loaded into the source. We investigate the dynamics for
weak coupling K  J or for small number of ring sites L. The
time evolution is governed by the eigenmodes
∣∣∣Ψj〉 with en-
ergy E j. It is given by |Ψ(t)〉 = ∑ j e−iE jt ∣∣∣Ψj〉 〈Ψj∣∣∣ |Ψ(0)〉. We
define the coefficient of the overlap between eigenstate and
initial condition A j = 〈Ψj|Ψ(0)〉. Due to the symmetry of the
system, the spectrum has pairs of eigenvalues ±E j. We find
that the absolute value of A j is the same for these pairs (the
sign depends on the parity), in both source and drain. Using
these properties, we can write the dynamics for the density in
source nS for each eigenvalue pair, where j is summed over
L/2 + 1 eigenvalue pairs in ascending order of the eigenvalues
nS(t) =
∣∣∣∣∣∣∣∣
∑
j∈pairs
cos(E jt)
∣∣∣A j∣∣∣2
∣∣∣∣∣∣∣∣
2
and the drain density nD for odd parity
nD(t) =
∣∣∣∣∣∣∣∣
∑
j∈pairs
(−1) j sin(E jt)
∣∣∣A j∣∣∣2
∣∣∣∣∣∣∣∣
2
and for even parity
nD(t) =
∣∣∣∣∣∣∣∣
∑
j∈pairs
(−1) j cos(E jt)
∣∣∣A j∣∣∣2
∣∣∣∣∣∣∣∣
2
.
In the weak coupling limit K  J or for small number of
ring sites L, the dynamics can be described by an effective, re-
duced system, consisting of source, drain and a small number
of ring eigenmodes L0. With above equations, the dynamics
is then given by the sum over the L0/2 + 1 eigenmode pairs of
the reduced system.
We justify this method as follows: Initially, all particles are
prepared in the source and a total energy E = 0 (we assume
that source and drain have zero potential energy). Source and
6drain are coupled via the ring eigenmodes. Coupling is most
efficient if the energy difference between the modes is small,
thus the leads will couple mainly to the ring eigenmodes with
energy close to the leads.
We identify two mechanism for transport through the ring:
Firstly, resonant coupling to ring eigenmodes with energies
close to that of the uncoupled leads. A similar concept is
known as resonant tunneling in quantum dots. Secondly, off-
resonant coupling enhanced by interference via all ring modes
with energies not too close to the leads. Which mechanism
is important depends on L and can be grouped into two dis-
tinct parities L/2 even and odd. For even parity, off-resonant
coupling is not possible as it turns out the ring modes destruc-
tively interfere for any value of Φ. Thus, here transport is
dominated by resonant coupling to ring eigenmodes E ≈ 0.
For odd parity, both mechanisms contribute. Here, for Φ ≈ 0,
off-resonant coupling is dominant as there are no ring modes
close to E = 0, while for Φ ≈ 12 resonant coupling is dominant
as there are two ring modes on resonance at E = 0. The dif-
ference in both parities arises from two effects: First, there are
different eigenmode distributions. For example, for even par-
ity and Φ = 0 there are two ring modes with eigenvalue zero,
whereas for odd parity this is not the case. For Φ = 0.5, the
opposite is true, e.g. odd parity has two ring modes with zero
energy, whereas even parity has not.
The second contribution is the interference of ring modes
at the ring-drain coupling. The eigenvalues can be grouped
into pairs with the same absolute value, but opposite sign
±E. They have the momentum mode number n− = n and
n+ = n + L2 . As seen in Eq.A.2, the sign of the ring-drain cou-
pling depends on the momentum mode number. For even par-
ity, an eigenvalue pair ±E has the same sign for the ring-drain
coupling, whereas for odd the coupling for the two eigenval-
ues of the pair has opposite signs. This has a profound ef-
fect on the dynamics. For even parity, the eigenmode pair
±E will interfere destructively in the drain, while for odd con-
structively. This effect is independent of Φ. Note that when
the ring modes couple strongly with the leads, the interfer-
ence condition is relaxed (as the ring modes hybridize with
source and drain). Thus, this argument is only strictly valid
for off-resonant coupling. Both descriptions break down in
the strong-coupling limit and for a large number of sites as
more and more ring eigenmodes couple to the leads as the en-
ergy spacing between ring modes decreases.
Next, we describe how to calculate the eigenvalues of
ring-lead system. We write down the eigenvalue equation
with the Hamiltonian of Eq.A.2 for noninteracting particles
Hˆ |Ψ〉 = E |Ψ〉 for an arbitrary eigenstate |Ψ〉 = αS |S〉 +
αD |D〉 + ∑L−1n=0 αn |n〉, where αS is the coefficient of the source
site, αD of the drain, and αn of ring eigenmode n. We get L + 2
equations for the coefficients
EαS =
K√
L
L−1∑
n=0
αn
EαD =
K√
L
L−1∑
n=0
(−1)nαn
Eαn = − 2J cos
(
2pi(n − Φ)
L
)
αn +
K√
L
(αS + (−1)nαD) .
We insert the equations for an into the source and drain equa-
tions
EαS =
K2
2JL
L−1∑
n=0
αS + (−1)nαD
E
2J + cos
(
2pi(n−Φ)
L
)
EαD =
K2
2JL
L−1∑
n=0
(−1)nαS + αD
E
2J + cos
(
2pi(n−Φ)
L
) . (A.3)
Using these two equations as starting point, we can make ap-
proximations. We define K˜ = K/J.
For resonant coupling, we keep only the dominant terms of
the sum in Eq.A.3. E.g. for odd parity and Φ ≈ 0.5 they are
n = L+24 and n =
3L+2
4 , and for even parity with Φ ≈ 0 n = L4
and n = 3L4 . The resulting eigenvalues for even parity are
E = 0, E/J = 2
√
sin
(
2piΦ
L
)2
+
(
K˜√
L
)2
, (A.4)
and for odd
E±/J = sin
(
2pi(Φ − 0.5)
L
)
±
√
sin
(
2pi(Φ − 0.5)
L
)2
+
 √2K˜√
L
2 .
(A.5)
The equations are quite different for each parity as the sign of
the ring-lead coupling depends on the parity as well.
For even parity, Φ ≈ 0.5 and weak coupling the source os-
cillations disappear in the weak-coupling limit. Interestingly,
for even parity and strong coupling we still find density oscil-
lations and we observe a characteristic beating. To calculate,
we have to include in total four wavenumbers (n = L4 , n =
L+4
4 ,
and n = 3L4 , n =
3L+4
4 ) as at this flux all these ring modes have
nearly the same energy. We get the same eigenvalues as in
Eq.A.4 and additionally
E/J = 2
√
sin
(
2pi(Φ − 1)
L
)2
+
(
K˜√
L
)2
. (A.6)
The beating frequency is given by the subtraction of these
eigenvalues and Eq.A.4.
In the other limit Φ ≈ 0 and K/J ≈ 1 or L  1, a higher
frequency mode appears in the density oscillation. To calcu-
late, we include in total six wavenumbers (n = L4 , n =
L+4
4 ,
n = L−44 , and n =
3L
4 , n =
3L+4
4 , n =
3L−4
4 ). We get the origi-
nal eigenvalue of Eq.A.4 and two new ones, of which only the
7following has a non-negligible coefficient A j
E/J =
( 2K˜√
L
)2
+ 2
(
1 − cos
(
4pi
L
)
cos
(
4piΦ
L
))
+

(
2K˜√
L
)4
+
(
1 + cos
(
8pi
L
)
cos
(
8piΦ
L
)
− cos
(
8pi
L
)
− cos
(
8piΦ
L
))} 1
2

1
2
. (A.7)
This equation is not valid for small L and Φ ≈ 0.5.
Next, we show how to calculate off-resonant contributions.
These are only present for odd parity, and do not play a role
for even parity. In the weak-coupling limit, we assume that the
eigenenergy E of the full system will be close to the energy
of the uncoupled leads E = 0. This assumption is valid as the
ring modes are far detuned from the leads. Thus, we perform
a Taylor expansion of the fraction around E = 0
1
E
2J + cos
(
2pi(n−Φ)
L
) = ∞∑
p=0
(
− E
2J
)p
secp+1
(
2pi(n − Φ)
L
)
.
The eigenvalue equation becomes
EαS =
K2
2JL
∞∑
p=0
(−E
2J
)p
(β+pαS + β
−
pαD)
and analog for EαD. The symmetric and anti-symmetric com-
bination of both equations give
E± =
K2
2JL
∞∑
p=0
(−E
2J
)p
(β+p ± β−p)
We define
β+p =
L−1∑
n=0
sec(
2pi
L
(n − Φ))p+1
and
β−p =
L−1∑
n=0
(−1)n sec(2pi
L
(n − Φ))p+1 .
The coefficients reveal the parity effect in L/2. For even parity
and all values of Φ, β+p and β
−
p is zero or infinity for p ∈ even,
which suppresses the oscillations. For the case p ∈ odd, β+p
and β−p have nearly the same absolute value. Here, we find
that there is always an eigenvalue E = 0. The corresponding
oscillation period between source and drain for this energy
is T → ∞. Thus, for even parity in L/2 off-resonant cou-
pling can be neglected for any order of p . For odd parity
in L/2, we have β+p = 0 for p ∈ even and β−p = 0 for p ∈ odd,
else the coefficients are non-zero. Two exact solutions are
known to us β−0 = ± Lcos(Φpi) and β+1 = L
2
2 cos(Φpi)2 . For a simple
zero order expansion of all modes, without resonant tunneling
(valid for Φ ≈ 0), the energy difference of symmetric and anti-
symmetric mode and the oscillation frequency between drain
and source is
E/J =
K˜2
|cos(Φpi)| . (A.8)
It is possible to also derive higher order versions of this equa-
tion for increased accuracy. First order yields
E/J =
4K˜2 cos(Φpi)
8 cos(Φpi)2 + 2LK˜2
. (A.9)
It is possible to combine resonant and off-resonant cou-
pling. One has to apply the method for resonant coupling,
and use the off-resonant method for all other eigenmodes mi-
nus the resonant ones. The sum over n has to be adjusted
accordingly. The result for order p = 0 is
E±/J = ±
[
K˜2
2L sin( piL (1 − 2Φ))
− K˜
2
4 cos(Φpi)
+ sin
(
pi
L
(1 − 2Φ)
)]
+
( K˜22L sin( piL (1 − 2Φ)) − K˜
2
4 cos(Φpi)
+ sin
(
pi
L
(1 − 2Φ)
))2
+
K˜2 sin( piL (1 − 2Φ))
cos(piΦ)
 12 . (A.10)
and up to order p = 1 we get with δ = csc
(
pi
L (1 − 2Φ)
)
and
γ = sec(Φpi)
E±/J = ±L
δ
8 + K˜2Lγ2 − 2K˜2δγ
4K˜2δ2 − L(8 + K˜2Lγ2)+ (A.11)(Lδ 8 + K˜2Lγ2 − 2K˜2δγ4K˜2δ2 − L(8 + K˜2Lγ2)
)2
+
L
δ
8K˜2γ
8L + K˜2(L2γ2 − 4δ2)

1
2
.
Eq.A.11 describes the oscillation frequencies between source
and drain for odd parity accurately over a wide parameter
range.
So far, we only discussed the eigenvalues, which represent
the frequency of the oscillation in source and drain. As out-
lined in the beginning of the section it can be described by a
superposition of Cosines with the relevant eigenvalues of the
reduced system. Now, we discuss the relative strength of the
Cosine contribution A±, which is the coefficient of the eigen-
vector in drain and source. For resonant coupling, we can
write down the reduced Hamiltonian and solve for the eigen-
vectors and calculate A j. For off-resonant coupling, writing
down the reduced Hamiltonian is not so trivial. Using nu-
merics, we established that for odd parity and Φ ≈ 0, E+
dominates and only a minor contribution of E− contributes for
larger ring lengths. For Φ ≈ 0.5, both frequencies contribute
equally, and a beating between the two frequencies occurs.
Comparison numerics and analytics
We plot the ring-lead coupling K for different U/J in Fig.6.
For weak-coupling K/J, we observe source drain oscillation
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FIG. 6. Density in drain against K/J for L/2 = 7 and four particles
with a) U = 0 and b) U/J = 5 with analytic solution using Eq.A.11.
For weak ring-lead coupling only one oscillation mode contributes,
whereas for strong coupling additional oscillation modes are excited.
which are nearly independent of U/J, as the ring population
in the weak-coupling limit is low, suppressing particle-particle
scattering. With increasing K/J, we notice faster oscillation
patterns. They smear out with increasing interaction as the
ring fills up for stronger ring-lead coupling.
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FIG. 7. Density in source and drain against two potential barriers
in each arm of ring with potential depth ∆/J for a,b) L/2 = 7 with-
out interaction U = 0. Other parameter are K/J = 0.1, Φ = 0. The
specific placement of the barriers has a strong impact on the dynam-
ics. We choose a special placement which produced a behaviour
which mimics the flux. The fit uses the formulas for flux, but re-
places Φ = ∆/(2J). The barriers behave like a scattering impurity,
which couple different momentum modes. ∆ mainly changes the fre-
quency of the density oscillation, but does not add any new additional
oscillation frequencies. This means that the system is still dominated
by one eigenmode. The scattering is only perturbing the overall dy-
namics, but not adding higher frequencies (in contrast to increasing
ring-lead coupling K or adding more ring sites).
Appendix: III. Applications
We show supplemental data for the first application: Insert-
ing two potential barriers in the ring without interaction. By
introducing two potential barriers ∆ symmetrically in the cen-
ter of upper and lower arm of the ring, we can mimic the effect
of flux on the oscillation periods.
We plot the density in source and drain against ∆ in Fig.7
without interaction U = 0. The oscillation frequency follows
nearly the same relation as for flux, but no destructive inter-
ference is observed. This suggest we are not in the tunneling
regime, and potential barriers and weak link play the role of
scatters, and do not induce a simple phase shift.
