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Abstract. The role played by the BRST-charge in isolating the physical states in a classical
first-class constrained system is analysed. Contrary to popular belief, the cohomological
argument used to characterize the physical observables in such a system does not extend to
the classical states. It is shown that, in order to recover the physical states, the BRST-charge
must be augmented with a new charge, of ghost number minus one, constructed out of a set
of gauge fixing conditions for the original constraints. The relevance of this construction to
the quantum theory is discussed.
1. Introduction
In recent years the use of ghost variables has been extended from a diagrammatic trick
to maintain unitarity in one-loop calculations [1], to a general procedure for isolating
the physical observables in both quantum and classical first-class constrained systems
[2—7j. Although assigning ghost variables a classical role may, at first sight, seem rather
surprising, their use in classical dynamics can be given a precise mathematical meaning
which, in turn, supplies an important theoretical underpinning to their applications in the
quantum theory.
The aim of this paper is to use such a classical analysis to investigate the role of ghost
variables in directly isolating the physical states of a constrained system (all constraints
in this paper will be first-class). This is motivated by the observations {8—1Oj that in
the quantum theory the maural definition of physical states (ghost number zero states
that are BRST invariant but not the BRST transform of another state) does not yield a
satisfactory result (indeed, such states generically have zero norm). We shall show that
this apparent complication should come as no surprise since it is also there in the classical
theory. We shall also see that there is a straightforward solution to this problem of isolating
the classical physical states that can be applied directly to the quantum theory.
We are interested in the situation where we have a phase space P (finite dimensional,
of dimension 2ri, and usually a cotangent bundk with associated canonical symplectic
structure) and a set, , of lc ( n) independent, smooth functions on P. These are the
constraints; being first-class implies that {& b} = C7,for some structure functions
C. For simplicity we restrict attention to systems where the constraints can be identified
with the generators of some Lie-group C acting on F, hence the structure functions are
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actually the structure constants of the group. The first-class nature of the constraints
implies that the constraint surface K C P is not itself a phase space: the true degrees
of freedom being the quotient K/C, a phase space of dimension 2(n — k). The smooth
functions on K/C, C’(K/G), are the physical observables for this system.
The aim of any constrained formalism is then to isolate the physical dynamics from the
dynamics on some extended—although more accessible—phase space.
In Dirac’s approach [11] to this problem the physical observables are identified with the
sub-algebra of C°°(P) consisting of equivalence classes of weakly invariant functions on F,
where two functions are said to be (weakly) equivalent if they are equal when restricted
to K.
In the approach initiated by Batalin, Fradkin and Vilkovisky (BFV) [12,13], the phys
ical observables are identified as a subalgebra of a graded extension to C(P)—the new
variables being the ghost and conjugate ghost variables. It will be useful to recall the main
steps in this construction.
The graded extension to C(P) needed in the BFV approach can be identified with
A(P) := C(P) ® A(g g*), where g (g*) is the Lie-algebra (dual) of C and A(g e g*)
denotes the exterior algebra over these vector spaces. The ghost variables, and their
conjugates, ps,, are then the generators of this exterior algebra, and the natural pairing
between g and g* (along with the Poisson algebra on Cc0(P)) allows us to define a Poisson
bracket on this graded algebra such that {, p} = {pj,} = —5.
There are various ways to grade the functions in A(P), the most important of which is
with respect to ghost number i.e., the number of ghosts minus the number of conjugate
ghosts occuring in the functions. Given a function F e A(P), of ghost number ‘r, we define
SF, a function of ghost number r + 1, by
SF={Q,F}, (1.1)
where Q is the BRST-charge given by
Q = + (1.2)
Since {Q, Q} = 0, we have that 52 0 and hence we can construct the cohomology groups
Hr(S)_those functions of ghost number that are BRST closed but not exact. Then
II°(S) can be identified with the physical observables C(K/C), and hence we have a
constrained formalism.
As it stands, both of the above approaches (Dirac and BFV) seem to have only given
us half of the information we would require in order to have a complete description of the
physical dynamics; we would also like to recover the physical phase space, K/C, of the
system. As we will discuss in more detail in Sect. 2, the reason why we are usually content
just to describe the physical observables is that it contains the subalgebra of observables
that vanish at infinity, C,(K/C). This is a commutative C*algebra and hence the phase
space K/C can be recovered as the pure states on this algebra. So, in principle, all we
need is a way to pick out all the physical observables in order to describe the physical
dynamics. In practice, though, this is not a satisfactory procedure since we are usually
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only interested in one observable, the Hamiltonian, and thus would like a more direct route
to the physical states of the system.
Within Dirac’s approach there is a straightforward way to isolate (at least locally) the
physical states from all the states on P. This is done by introducing a set of gauge fixing
conditions xa, whose zero set gives a slice for the action of G on the constrained surface K.
Hence the physical states can be locally described by the 2k-conditions q5 = 0 and xa = 0
onP.
Things are not quite so clear in the BFV approach. If we argue in analogy with what is
suggested in the quantum theory, we should start with all states on the graded phase space
and let the BRST-charge act on them in some natural manner. Then we would expect the
physical states to emerge as the BRST-invariant, ghost number zero states that are not
the BRST-transform of some other states. Clearly there are various steps in this proposal
that need to be elaborated on. In particular, we need to make clear what is a state on a
graded phase space, and then determine how the BRST-charge should act on it.
The bulk of this paper will concern itself with providing a sensible definition of states
when one is dealing with a graded manifold. We will then see, through simple examples,
that the above proposal does not work. Although this is an unexpected result, it really
should not come as too much of a surprise since, at heart, the BFV and Dirac approaches
have a lot in common. Thus it would be surprising if the BFV description of physical
states could be done without the use of gauge fixing, as this was central to Dirac’s method.
What we shall see is that in order to directly isolate the physical states within the BFV
formalism, gauge fixing is needed to construct a (symplectic) dual, Q, to the BRST-charge.
The physical states will then be the Q and invariant states on the graded phase space.
The plan of this paper is as follows: After this introduction, in Sect. 2, states, and graded
states, on a graded manifold will be defined. This will be achieved by carefully translating
the definition of A(P)—the graded extension of the algebra of functions on P, into an
algebra of functions on a superspace, in the sense of Rogers [14]. We will then show how
our definition of pure states on this superspace recover the body manifold, and how the
graded pure states recover the superspace itself; thus giving us confidence that we have
a reasonable definition of states. In Sect. 3 we shall show, through simple examples, that
the physical states are not picked out using the BRST-charge Q. Then, in Sect. 4 we shall
present a method for isolating the physical states from the graded states using the BRST
charge Q and an additional charge Q. In the conclusions we will discuss the relevance of
this classical construction to the quantum theory.
2. States and Graded States
In this section we shall start by reviewing the relationship between functions on a mani
fold and the manifold through the use of pure states. This construction will then be
extended to the graded case and we shall give a definition of states and graded states on a
supermanifold. We will show that the states on such a manifold can be identified with the
body of the supermanifold, while the graded states recover the supermanifold itself; thus
giving us confidence that these are sensible definitions.
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Given a smooth manifold M, C(M) is the set of smooth functions on M that vanish
at infinity. On CDc,(M) we can define a norm where (f = sup{ jf(x)J : x M },
such that Cc(M) is an abelian C*algebra. On such an algebra there are various ways to
characterise the states and, in particular, the pure states (see, for example, Ref. 15). The
most convenient for us is in terms of the characters of C(M). A character is a non-zero
linear map, w, of C(M) into such that
w(fg) = w(f)w(g) (2.1)
for all functions f and g in C(M). The spectrum of the C*algebra C(M), which we
denote by spec(C(M)), is defined to be the set of all characters. It is straightforward
to see that the spectrum is just the original manifold M. Indeed, we can use the Riesz
representation theorem to write
w(f)
= fM
where dp is a regular Borel measure on M. Being a character then implies that
f fgd = / fd fM JM M
As this must be true for all f and g, we conclude that the measure can have support at
only one point of M, i.e., w(f) = f(a), for some a M. Thus spec(G00(M)) contains all
points of M, as claimed.
Following the discussion in the introduction, we now want to investigate how this type
of argument can be extended to the situation where the commutative algebra C(M) is
replaced by a graded commutative algebra of the form
A(M) := C(M) 0 A(W). (2.2)
The problem we face is that, since this does not look like the algebra of functions on some
space, it is not clear what we should mean by a character on this algebra. To proceed we
need to first of all show how the graded algebra A(M) can be viewed as the algebra of
functions on a supermanifold M. Heuristically, a supermanifold of dimension (m, s), is a
space in which the local coordinates can be decomposed into m even coordinates and s
odd ones. To make this precise we follow the approach taken by Rogers [14], which we
now summarize.
Given a positive integer L, BL is the Grassmann algebra defined over the reals with
generators 1, th,... , /3L and relations
lIdi=/3i1=iei
18i13j =!3jBi
An economic way to represent the elements of BL is to follow Kostant [16] and let ML
denote the set of sequences which includes the empty sequence, denoted by 0, and the
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finite sequence of positive integers ,u
= (pd,. . . , with 1 , < < pr L. Then,
for each in ML, we define
and
13o=1.
A typical element b of BL can then be written as
P’E ML
where the coefficients b’ are real numbers.
On BL a norm is defined by
= b’, (2.3)
p.EML
which makes it a Banach algebra. In fact, BL is a12-graded algebra: BL = (BL)o e (BL),,
where (BL)O is the even part and (BL), the odd part. B5 is then defined to be the
Cartesian product of m copies of (BL)o and s copies of (BL),. A typical element of B’
can be written as (x’,. . .,xm; 81,... ,&), or simply (x;8), where the x coordinates are
even and the 0 coordinates are odd.
There are various classes of superdifferentiable functions F : B —* BL. Since both
BZ’3 and BL are Banach algebras we can define C(B’3,BL) (which we also write
as G(B’) when it is clear what target space we are dealing with) to be the smooth
functions between these Banach spaces. This class of functions, though, is too large for
our application to ghost variables. What we need is a class of functions on B’5 that is
insensitive to the replacement of by B’°. In order to define such functions we need
some additional definitions:
The augmentation (body) map : —* R is defined by (b) = b°. Acting on B’3 we
have em,.s : B’3 m with
xm; 0’,.. . , 8S) := (e(x’),... ())
We write XB = em,s(x; 0). Complementary to the augmentation map is the (soul-) mapping
s : —* BL given by s(b) = b — e(b)1. Since BL c e N, where N is the subspace of BL
consisting of nilpotent elements; the mapping s simply picks out the nilpotent part of b.
If f e C(Rm), we define z(f) : —* BL by
z(f)(z’,. . m) = 1 (a’ ..8f(e(’). ..(m))) s(x’)’ . .
I = 0
m0 (2.4)
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The mapping z has various nice properties that follow from its similarity with the Taylor
series; in particular, it preserves products of functions i.e.,
z(fg) = z(f)z(g). (2.5)
Following [14], we now define, for L > s, two important sub-algebras of C(B’3).
The Hc0(Bs) functions are the smooth functions F on B’3 for which there exists
f. C(Rm)such that
= z(fj(z)6. (2.6)
MEM
The H(B’3)functions are defined in a similar way with the f’s now elements of
C(Fm). The important observation for us is that the algebra of H functions is, in-
fact, a Banach algebra over the reals with norm
:= lfU0. (2.7)
E M5
In [14] it was shown that H(B’5) C(Fm)0 A(R), so clearly H(B’5)
C(Rm)0 A(F). We shall present an alternative proof of this last isomorphism that
exploits the Banach algebra structure on H functions. This will be achieved by analysing
the pure states on this Banach algebra; which we now define.
DEFINITION 2.1. A character on C(B3)is a non-zero linear map, w, of C(B’3)into
such that
w(FØ) = w(F)w(c) (2.8)
for all F and c in C°°(B’3).
DEFINITIoN 2.2. A pure state on the graded Banach algebra H(B’3)is the restriction
of a character of C(B’5)to H(B’3). The spectrum of H(B’), which we also
denote by spec(H(B’3)),is the set of all such pure states.
This definition is almost a direct extension of the earlier definition of a pure state on
C(M). The only complication being that we want the action of w on F E H(B’3)to
be given by
w(F) = w(z(f))w(6)
/LE M3
which follows from condition (2.8) since 8h is an element of C(B’3,BL). However, 8’ is
not an element of H(B’3),so we could not directly define the characters on H(B’3).
From this definition we can deduce the following result:
PROPOsITION 2.1. spec(H(B’3))
PROOF: The pure states w are homomorphisms from a graded algebra into §—which has
no grading. So clearly its action on odd elements is restricted. Indeed
=
=
=
=
_w(86i)
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Hence w(80’) = 0, which in turn implies w(6t) = 0 since R has no nilpotent elements.
Therefore, acting on we must have
w(F) = w(z(fo)).
Then condition (2.8) becomes
w(z(fo)z(go)) = w(z(fo))w(z(go))
for all fo and g in G(Rm). Using (2.5) this tells us that w o z is a character, and hence
pure state on C(Rm). Thus spec(H(B)) = m by our earlier argument.
The algebra H(B’°) is, in fact, an abelian C*algebra (this is easy to see since IF2 II =
= IfoI = IFU2). Now any abelian C*algebra is isomorphic to C,(M), where
M is the spectrum of the algebra. Thus H(B’°) C(Fm), by our previous result.
The mapping taking us from an element of H(B’°) to a smooth function on Rm being
the Gelfand transform F —+ F where
F(w) := w(F) (2.9)
for all w E spec(Hc(B’°)).
When s 0, the Gelfand mapping (2.9) is clearly not an isomorphism. The kernel of
ms msthis map is the radical of H(BL’ ); hence we see that the Banach algebra Hoo(BL ) iS
not semi-simple. However, it is clear from (2.6) that Hco(B’3) H(B°) ® A(F).
Thus we can extend the Gelfand mapping to the whole of H(B by requiring it to be
the identity on the Grassmann algebra A(3). So we have shown the following result:
PROPOsITION 2.2. IIco(B’3) Cc(Rm)0 A(F)
The previous two results show that definition 2.2 gives a sensible class of pure states on
H(B’3). However, just as the pure states allowed us to recover the manifold M from
the algebra of functions C(M), we would also like to be able to recover the superspace
B’ from some generalised states on the graded algebra H(B’3). This motivates the
following definitions:
DEFINITION 2.3. A graded character on Cc(B19) is a non-zero linear map, Wg, of
C(B’5)into BL such that
wg(Fc) = wg(F)wg(c) (2.10)
for all F and in C(B’5).
DEFINITIoN 2.4. A graded pure state on the graded Banach algebra H(B’5)is the
restriction of a graded character of C(B) to H,(B’3). The graded spectrum of
H(B’3), which we denote by g-spec(H(B’3)), is the set of all such graded pure
states.
It is easy to see that B’5 c g-spec(H(B’3)): indeed for all a E B’5, SF : F(a)
is a graded character and hence a graded pure state of H(B’3). To show that all
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graded states are of this form we argue as follows: If we call e OWg the body of the graded
state, then it is clear that the body is a state, and hence concentrated at some point
aB e m So all that needs to be determined is the action of w9 on the nilpotent parts of
the H functions. Since Wg is a character, all we need is its action on s(x) and 6. We must
have wg(s()) = (a5)o and wg(6) = (a5)i for some even (odd) element (as)o ((a3)i) of BL.
Hence Wg = Se,. where E(a) = aB and s(a) = (a)o +(as)i. Thus g-spec(H(B’3) C B’5
and hence we have proven
PRoposiTioN 2.3. spec(H(B’))= B.
Various operations can be defined on the H functions in much the same way as for
C functions. In particular, the even and odd derivatives are defined by
F(x;6) = z(8f)(x)6 (2.11)
eM
and
F(6) = z(f)8 (2.12)
where 6j/a = (_1)t 1 . . . ILt_1t+1 . . - B if a = ILt for some t, 1 t < r, and = 0
otherwise.
Supermanifolds over BL are then topological spaces that locally look like B1s. So
a H supermanifold M will have a chart (U, ) of open sets U and homeomorphisms
ms
.
-U —* BL such that &o’/ is a H mapping Ofi(UaflU) onto ‘b(UaflU,). This
definition is, however, too general for our applications. Instead we follow DeWitt [17] and
use a coarser topology on B’9—the DeWitt topology. Now a subset V of B’3 is open if
and only if V = e;’3(W) for some open set W of Rm. Then a DeWitt H supermanifold
is a H supermanifold such that for each element of the chart, ‘cba(Ua) is open in B’5 in
the DeWitt topology.
Given a DeWitt Hco supermanifold M then an equivalence relation can be defined
on M by pi P2 if there is an open set Ua from the chart such that p’ E Uc, and P2 E
and also
= Em,s(1,ba(p2)).
Then M B(M) = M/ is a m dimensional. real C manifold called the body of M. If
F H’(M) then on an open set U, we have
FIUa = z(f)6
where fp e C(Em,s(Ua)). Thus, with the obvious extension of notation, on a DeWitt
H supermanifold M the elements of H°°(M), or H(M), can be represented by
F(x;8) = z(f)6 (2.13)
M3
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where f. E C(B(M)), or f. e C(B(M)).
Definitions 2.1—2.4 can then be directly extended to the Banach algebra H(M). Also
the arguments used in propositions 2.1—2.3 can be extended to this algebra since the
DeWitt topology implies that in patching results together the only complications come
from the structure of the body manifold—where Riesz’s theorem already characterizes the
pure states. Thus we have the following result
THEOREM 2.1. If.M is a DeWitt H superrnanilold with body M then
(1) spec(H(j4)) =
(2) H(.M) C°°(M) ® A(F8);
(3) g-spec(H(.A.4)) = M.
The proof of (2) can be found in [14]. Again we note that if M is (m, 0)-dimensional
then H(M) is a C*algebra and the Gelfand theorem in conjunction with (1) tells us
that H(M) o C(M). Then, as before, we can use this to directly prove the version of
(2) appropriate to H functions.
3. States and the BRST Charge
In this section we start by constructing the BFV formalism on a super phase space defined
over the phase space P. The action of the BRST-charge on the graded pure states will then
be investigated and it will be shown that a cohomological characterization of the physical
states is not possible.
The extended phase space P upon which the constraints are defined is a smooth 2n di
mensional manifold. Thus P can be identified as the body manifold of an (2n, 2k) dimen
sional DeWitt H supermanifold P. Recall that if f E G(P) then z(f) E H(P). On
such functions we define the Poisson bracket {, } by
{z(f),z(g)} = z({f,g}). (3.1)
In particular, for the constraints 4 on P we get constraint z(a) on P which are still first
class since
{z(qa),z(cbj)} =
= z(C7)
= z(C)z().
If the structure functions are actually constants then this last expression is Cz(ch7).
Generic elements of H(P) can be written as in (2.13) with s = 2k. We now relax
our notation and write the element of Hc(P) corresponding to f C(P) by the same
symbol; thus, as long as there is no confusion, we write z(f) f. In keeping with the BFV
formalism, we also divide the odd coordinates into two subsets: the ghosts and conjugate
ghosts p (a = 1. . . k). The Poisson bracket defined above is then extended to the whole
of H(P) by requiring that the only new non-vanishing bracket is {, p} = —8, and
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that it acts as a (graded) Poisson bracket should. (For a more geometric account of this
see [18].)
From (1.2) we see that the BRST-charge Q is a H function of ghost number one on
2, which satisfies the Poisson algebra; {Q, Q} = 0. The BRST-operator S is then defined
to act on HcO(7) by
SF={Q,F}. (3.2)
Using the super-Jacobi identity, and the abelian nature of the odd charge Q, it follows that
= 0. The physical observables for this system can then be identified with the zeroth
cohomology group associated with this operator.
Given a (graded pure) state Wg on P we define SWg, the BRST transform of Wg, by
Swg(F) = _(_l)Fwg(SF) (3.3)
for all homegeneously graded functions F where this makes sense. Then it is clear that
acting on the state Wg we have 62 0.
We note, though, that SWg is not a state. Indeed, for homogeneous F and we have
Swg(Fg) = (—1)8wg(F)wg(c) + wg(F)Swg(c),
SO SWg is not a character on H(7)). In this context it is probably best to think of Wg as a
(point) distribution on 2, then SWg is another distribution on P with the stated properties.
We now need to determine what are sensible conditions to impose on Wg in order for it to
be a physical state wY. Clearly functions of the form SF are unphysical for all functions
on P. Thus we require wrY to satisfy wrY(SF) = 0, for all such F. That is
= o. (3.4)
Now if Wg = Sw;’, for some acceptable distribution w1, then SWg = 0. But this implies
that wg(F) = w;’(SF) would be zero on all physical observables F. Such states should
not be thought of as physical.
This argument suggests that the physical states are defined as those states on P that are
BRST-invariant, but not the BRST transform of some other allowed distribution. Note
that ghost number is not used in this definition. Also we have been vague about what
types of distributions are allowed. To make this more precise, and to investigate whether
this does indeed recover the physical states, it is best to study in detail a simple example.
The paradigm example of a constrained theory is the system with extended phase space
p = 2m and pure momenta constraints p = 0. If we use the canonical coordinate system
(qA,p) A = 1,. . . m, on P, where the constraints are just the first lc momenta, then
the true degrees of freedom are parameterized by the coordinate functions
(qk+i, pk+z),
i=1,...,n—k.
The BRST-charge is thus Q = and acting on functions
S
= —
(3.5)
c9pa 8q°
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The pure states on can be usefully represented by delta functions. So the pure state
concentrated at the point (, p) in 2n can be written as
= f f(qAp)5(qA — A)s(pA A)A
= f(A)
It is straightforward to see how gauge fixing within the Dirac formalism extracts the
physical states form these. Indeed, taking the gauge fixing condition to be q’ = 0, we
require the physical states to be such that wPhY(p2)= wPl3(qc) = 0. Which implies the
correct result that the physical states are associated to the delta functions on F2 of the
form
5(qa)S(p)(qk+i
—
— Pk+i).
It will be useful to develop a similar representation for the graded pure states on 7. In
order to do this we need to discuss how to integrate on the superspace P.
Over the odd variables integration is purely formal and we use the Berezin rules Jde = 0;
f9dS = 1. Thus on B’5 we take d91L = js(3_l)/2d . . . d8 and use the odd delta function
— eli.) := js(s_l)/2(&l
—
. .
. (6 — S) (3.6)
Over the even variables more care is needed to define integration since some remnant
of the measure theoretic aspects on integration on the body manifold m should survive.
Thus we follow DeWitt [17] and define f f(x) dx in terms of the body measure dxB and
a section a-
—f B° such that e o a- is the identity mapping on Given these, and
a smooth test function f on the integral f z(f)(x) dx is defined to be equal to
f z(f)(u(xB))da(xB). (3.7)Rm
Clearly this expression is independent of section a used.
Similarly, we can define 6(x) on B,s by pulling back the delta function from Rm using
(2.4), i.e., 8(x) := z(8)(x). Extending this construction we define the even delta function
to be
8(x
— ) = 1 . (a’ .. . 38(x —
I = 0
jmO
x s(x’ — 1)u1 .. - s(xm — m)im (&8)
where, as usual, S(x
— ) is actually the product of delta functions fl 8(x —
Then for f e C(Rm)
fz(f)(x)8(x - )dx := f z(f)(a(XB))8(a-(xB) - )da(xB) (3.9)
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is also independent of section o-. Exploiting this we take a(XB) = XB + s() to get
f z(f)(z)6(x - ) d = f z(f)(XB + S(X))S(XB - e())
= z(f)().
So the even delta function behaves as it should.
Hence, on the super phase space P, the graded pure state Wg concentrated at the point
(; 9) = (A,A;, ,5) can be represented by the expression
w9(F) = fr(qAp ,)5(A A)6(pA — —
— ) dqAdpdidp.
(3.10)
Therefore, using (3.3) and (3.5), we see that the action of the BRST-operator S on states
is simply given by the action of S on the delta functions representing the state.
The condition SWg = 0 then implies that Pa = 0 and = 0, i.e., Wg corresponds to the
distribution
— )8(pa)S()S(pa — )w, (3.11)
where is the physical state represented by w’ = 5(qi±k — qz+k)5(p — Pi+k).
However, such a state can alway be written in the form Sw where w1 corresponds,
for example, to the distribution
_k(k-1)/22 . . . k9(ql S(q — )8(p)6(p — (3.12)
Hence, allowing such distributions implies that the BRST cohomology is trivial and hence
that there are no physical states within the BFV approach.
It is clear, though, that for this distribution, Sw1(F) is not identically equal to zero for
all physical observables F, since, in general, this is equal to w;’ (SF) and a surface term
arising from the step function in (3.12).
Thus we find that the BRST-charge only isolates states of the form (3.11)—which include
the physical states. What is lacking is a natural way to impose the additional conditions
thatr=0and=0.
4. Gauge Fixing and Physical States
In this section we introduce explicit gauge fixing into the BFV formalism through the
introduction of a dual charge Q of ghost number minus one. It is shown how this allows
us to directly isolate the physical states of the system.
We saw in our analysis of the simple constrained system on F2 that in the Dirac
appoach a set of gauge fixing conditions, qa = 0, was needed to reduce to the physical
states. Geometrically, the gauge fixing conditions determine a surface in the phase space
P that, on its intersection with the constraint surface K, slices the orbits of the gauge
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group’ P’. There is a clear duality in this set-up. One could just as well have started with
the first class constraints q” = 0 and then impose the gauge fixing conditions Pa = 0 to
reduce to the true degrees of freedom.
Motivated by_ this duality, and extending it to the ghost variables, we define a dual
BRST-charge, Q, for this system (in this gauge) by
O = qapa (4.1)
This is a H function on P that has ghost number minus one and is abelian. -
Repeating the discussion presented in Sect. 3, we get a dual BRST operator S whose
action on states is given by
= + Pa (4.2)&rla 8Pa
Now, in addition to the condition (3.4), we require that the physical pure graded states
should satisfy
= o. (4.3)
Then, following the argument leading up to (3.11) we deduce that on P the states satisfying
both (3.11) and (4.3) correspond to delta functions of the form
(4.5)
These graded pure states are actually pure states and hence have a spectrum given by the
body of the superspace BTh),0. Hence they are the correct physical states on P.
Using the results from [18], the above argument can be extended to more general con
straints and gauge fixing conditions. The strategy being to construct an even canonical
transformation on P such that the BRST-charge becomes the one appropriate to a gen
eral first class set of constraints (1.2) and the dual charge (4.1) is transformed into an
H function of the form
= XaP +. . (4.6)
In this expression the functions Xa are a set of gauge ftxing conditions for the constraints
q, which have the duality property that they are also a first class set of functions. The rest
of the terms in Q are then determined by requiring that Q is also abelian; {Q, Q} = 0. The
ability to do such a transformation is discussed in detail in [18] and will not be repeated
here.
The final result from this analysis is as follows
THEoREM 4.1. The physical states associated to the first-class constraints q = 0 on the
extended phase space P can be identified with those graded pure states on the super phase
space P (of dimension (2n, 2k) and body P) which satisfy the conditions
= = 0
where S and are the Hamiltonian vector fields corresponding to the BRST-charge and
dual charge introduced above.
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5. Conclusions
In Sect. 2 a definition was given for pure, and graded pure, states on a supermanifold.
These definitions were motivated by the analysis of pure states on an ordinary manifold.
The usefuilness of these definitions was shown by the results that the spectrum of pure
states could be identified with the body manifold, while the graded spectrum of graded
pure states recovered the original supermanifold.
This analysis was then applied in Sect. 3 to the super phase space approach to con
strained systems, developed by Batalin, Fradkin and Vilkovisky. The main conclusion
from this analysis was that the BRST-charge could not be used to give a direct cohomo
logical description of the physical states of the system. In Sect. 4, though, it was shown
how gauge fixing could be used to supplement the BFV formalism; allowing us to construct
a dual to the BRST-charge. The physical states could then locally be identified with those
graded pure states that were both BRST and dual-BRST invariant.
It should be noted that the dual to the BRST-charge used here is quite distinct from
the anti-BRST charge used in the literature (see for example [19]) Indeed for the simple
abelian system discussed in sections 3 and 4, the anti-BRST charge would just be given
by Requiring states to be both BRST and anti-BRST invariant would then set
j5 = = = 0, but not fix the value of r.
As discussed in the introduction, in the quantum theory the use of the BRST-charge to
directly isolate the physical states has been problematic. Many parallels can be drawn with
the problems encountered there and the classical analysis presented here. In particular the
cohomological argument is seen to break down in both situations and one is forced to
include states that are formally trivial (being coboundaries) yet do not give trivial results
on physical observables since the BRST-charge is not self-adjoint on this class of functions
(see [9] for the quantum construction, the discussion following (3.12) in this paper gives
the classical point of view where self-adjoint is taken to mean that the action of the BRST
charge on observables and states is the same).
In [20] it was shown that in the quantum theory the correct way to characterize the
physical states was to impose the two conditions QI’cb) = 0 and QI) = 0. (Although
in the analysis presented there the classical role of Q in isolating states was not dis
cussed). In [18] a path integral quantisation of these systems was performed with the
result that unitarity could be shown to hold when the physical observables were of the
form Heff = Hph + {Q, Q}. Such an observable satisfies the conditions SHeff = 0 and
SHeff = 0; hence, we now see that it would also preserve the classical physical states iso
lated by the BRST-charge and dual charge. Thus the classical analysis presented here
can be seen to supply support for the apparently ad-hoc prescriptions used in these two
approaches to the quantum theory.
The author wishes to thank Brian Doland and John Lewis for helpful conversations.
14
REFERENCES
1. R. P. Feynman, Acta Phys. Polon. 24 (1963), 697.
2. D. McMullan, ConsirainL and BRS symmetry, Imperial College preprint (unpublished), 1984;
J. Math. Phys. 28 (1987), 428.
3. A. 0. Browning and 0. McMullan, J. Math. Phys. 28 (1987), 438.
4. B. Kostant and S. Sternberg, Ann. Phys 176 (1987), 49.
5. M. Dubois-Violette, Ann. Inst. Fourier 37 (1987), 45.
6. M. Henneaux and C. Teitelboim, Commun. Math. Phys. 115 (1988), 213.
7. J. Stasheff, Bull. Am. Math. Soc. 19 (1988), 287.
8. P. Thomi, J. Math. Phys 29 (1988), 1014.
9. 0. McMullan and .1. Paterson, Phys. Lett. B202 (1988), 358; J. Math. Phys. 30 (1989), 477, 487.
10. M. Henneaux, Ann. Phys. 194 (1989), 281.
11. P. A. M. Dirac, “Lectures on quantum mechanics,” Belfer Graduate School Monograph Series, Yeshiva
University, New York, 1964.
12. E. S. Fradkin and G. A. Vilkovisky, Phys. Lett. B 55 (1975), 224; Quaniization of relaivistic sysiems
with constraints. Equivalence of canonical and covariant formalisms in quantum theory of gravita
tional field, CERN preprint (unpublished), 1977.
13. I. A. Batalin and G. A. Vilkovisky, Phys. Lett. B 69 (1977), 309.
14. A. Rogers, J. Math. Phys. 21 (1980), 1352; Commun. Math. Phys 105 (1986), 375.
15. 0. Bratteli and 0. W. Robinson, “Operator Algebras and Quantum Statistical Mechanics 1,”
SpringerVerlag, New York, 1979.
16. B. Kostant, in “Differential Geometric Methods in Mathematical Physics,” Lecture Notes in Mathe
matics 570, Springer-Verlag, Berlin, 1977.
17. B. DeWitt, “Supermanifolds,” Cambridge University Pess, Cambridge, 1984.
18. M. Lavelle and 0. McMullan, Gauge fixing, unitarity and phase space path integrals, Dublin Institute
preprint DIAS-91-30.
19. J. W. van Holten, Nuci. Phys. B339 (1990), 158.
20. D. McMullan, Nuci. Phys. B363 (1991), 451.
15

