Abstract
Introduction
The unsupervised segmentation of digital images is a difficult and challenging task [1] with several keyapplications in many fields: remote sensing, medical diagnosis, vision-driven robotics, interactive entertainment, movie production and so on. The performance of algorithms for subsequent image or video processing, compression, indexing, often depends on a prior efficient image segmentation. Basically, by segmenting an image, several "homogeneous" partitions are created. The number of homogeneity criteria depends on the particular application and on the a priori knowledge of the problem. As an example, in a surveillance application every moving object is considered as an object of interest and, therefore, this information is used in the segmentation process.
In literature, many and different video object segmentation algorithms have been proposed. However, no single segmentation technique is universally useful for all applications and different techniques are not equally suited for a particular task. To properly evaluate the performance of segmentation techniques, automatic methods have been proposed [2] , [3] , [4] . The goal of an automatic segmentation evaluation method is to avoid subjective tests that constitute a time-consuming and expensive process. These objective methods evaluate segmentation algorithms through the quality of their results. A segmentation result can be judged according to general criteria of good segmentation or by comparison with a reference segmentation result representing the ideal segmentation [5] .
To validate an objective evaluation, subjective experiments need to be performed. For this purpose, in this paper an analysis of artifacts produced by segmentation algorithms has been performed. The most common artifacts have been taken into account and subjective tests have been carried out. A protocol for subjective evaluation of segmented video sequences has been proposed. This protocol is an effort to make subjective evaluations in this field more reliable, comparable and standardized. Little has been done towards defining a procedure to evaluate the performance of objective metrics for segmentation [6] . The task of defining a formal protocol for subjective tests for video object segmentation quality assessment is very useful, since to the best of our knowledge, only informal tests have been performed [3] , [4] . In evaluating edge detection algorithms [7] and still image segmentation [8] some experimental methods for subjective tests have been published.
The paper is organized as follows. The analysis of segmentation errors is discussed in Section 2. Section 3 describes the generated test video sequences for the subjective experiments. The experimental method is presented in Section 4. Subjective versus objective data are analyzed in Section 5. Finally, in Section 6 we draw the conclusions and discuss future directions. 
Segmentation Errors
It is well known that segmentation errors can affect the quality of a segmented video in two ways: statically (spatially) and dynamically (temporally) [9] . The spatial errors of the segmented video are defined by the amount of mis-segmented pixels estimated by a direct comparison between reference and resulted segmentation mask, for a given frame k. An algorithm for object segmentation can in principle be evaluated by estimating only these pixel errors. Nevertheless, since a video is a sequence of images in which spatial errors take place, the temporal effect of segmentation errors must be considered. A given error may be perceived differently, depending on its temporal context. Observers are sensitive to temporal errors, i.e., changes in error characteristics along the time. Pixel errors can be divided into two sets [10] : undetected pixels (false negative) and incorrectly detected pixels (false positive). Let us define a region i, O i (k), at frame k as a set of pixels with the following properties:
We also indicate R(k) as the set of all the j objects (meaningful regions) belonging to the reference segmentation, that can be expressed as:
where J is the number of reference segmentation objects. J can also take the value zero when no object is present in the reference segmentation. Similarly, the set of pixels segmented at frame k, C(k) is the union of the i regions/objects C i (k): 
where I is the number of resulted segmentation regions/objects. In the case I is zero, no object has been segmented in the resulted segmentation. The set of false positive pixels, P(k), whose elements are the segmented pixels not belonging to the reference segmentation can be expressed as:
where R (k) denotes the complement of R(k). Similarly, false negatives N (k) appearing in the reference segmentation R(k) and not in the resulted segmentation C(k), can be expressed as:
A further investigation of the segmentation errors has been carried out. In the following equations, let us define the condition empty intersection γ i,j (k) between the j − th object in the reference segmentation and the i − th in the resulted segmentation as:
The different errors will be mathematically expressed in Eqs. 
where
For the sake of simplicity, let us indicate with A o (k) the number of regions contained in
therefore represents the number of added regions at frame k. Added background A b (k) does not constitute a region itself in C(k) but is a set of false positive pixels erroneously segmented along the boundary of an object which is an object both in C(k) and R(k). A b (k) therefore is composed of those pixels that do not satisfy condition in Eq. (5) and are subsets of P(k):
where \ denotes a set difference. Let us express with |A b (k)| the cardinality of A b (k) that is the total amount of added pixels. For the entire video we could calculate the average |Ā b | over all the frames. Different kinds of sets depending on the properties of their elements, can also be distinguished
Holes H(k) are sets of N (k) that intersect the reference segmentation and do not satisfy condition in Eq. (5):
In H(k) we can differentiate between closed holes H c (k) and boundary holes H b (k). Closed holes are sets of those false negative pixels completely inside the objects and satisfy the following condition:
where cl(·) is the set infinitesimal closure operator. In the following sections, with H c (k) we mean the number of hole sets contained in H c (k). Boundary holes are sets of false negative pixels that intersect the boundary of the reference object and modify the shape:
where ∂ is the boundary set operator. In the following let us indicate by d H (k) the Hausdorff distance [11] between the set H b (k) and the reference object j which intersects it:
where is the Euclidean norm, p is an element of H b (k) and q of the boundary of R j (k). [12] (as no reference segmentations for these two video sequences were available).
Synthetic Spatial Errors
A combination of the errors described in Sec. 2 is typically introduced by an automatic method of segmentation. When the segmentation quality is objectively evaluated in comparison with a reference segmentation, some features related to the artifact are derived (such as the number of added regions, distance of boundary holes from the ideal contour and so on). Many objective segmentation quality metrics have been proposed, but no work has been done on studying and characterizing these errors from a perceptual significance point of view.
The segmented images or video sequences can be thought to be made of a combination of the reference segmentation and some errors. In this work, the idea consists in producing segmentation errors that are relatively pure and studying their perceptual contribution.
Four different kinds of spatial errors have been synthesized and combined to the reference segmentation: added background, added regions, closed holes and boundary holes. The added background test sequence was synthetically generated by adding (5, 10, 15, 20) for the four generated video sequences investigated the perception of object shape modification.
Synthetic Temporal Errors
In video segmentation, an error may vary its characteristics through time. A non smooth change of any spatial error deteriorates the perception of the error itself. The temporal artifact caused by a variation of the spatial error is called flickering. By carrying out subjective tests on real segmentation, flickering has been observed to be one of the most annoying artifacts introduced by segmentation algorithms. In fact, if an imprecise segmentation mask is stable along the time, it is perceived less annoying than a more precise segmentation presenting abrupt changes along the time. Different variations of any spatial error could be implemented to test the flickering perception. We chose to change the position of added regions along the test sequence. The test video sequences with the temporal errors presented the same number A o by the same shape and size. But their position changed each 1, 3, 5, 12 and 30 frames (flickering period, f T ) by starting from a very fast and annoying flickering, and by ending with a temporally smooth change of added region position.
The spatial and temporal errors and their values are summarized in Table 3 .
Experimental Method
A set of standards and grading techniques to evaluate quality of video and multimedia content have been defined by ITU-R [13] and ITU-T [14] . However, there are no prescribed standards for the evaluation of segmented video sequences. In this paper, we also propose a protocol for subjective evaluation of segmented video sequences based on ITU recommendations [13] and [14] . This protocol is an effort to make subjective evaluations in this field more reliable, comparable and standardized.
The usual approach to subjective quality assessment is to ask for a quality rating [14] . We used a Single Stimulus Continuous Quality Scale Method (SSCQS) [14] . In this method, only the video sequence under test is shown and subjects are asked to vote on a continuous scale after the video is shown. The display configuration showed the portion of the original image corresponding to the area of the segmented objects under analysis over a uniform green background. The scale used was a continuous quality scale between 0 (bad) and 10 (excellent). The continuous scale gave the user the ability to differentiate more easily between the qualities of segmentation. The reference segmentation or the original video were not used in the main experiment trials, but only in the training part for two reasons. First, in real applications the reference is not always available. Second, in the pilot tests, we noticed that subjects do not pay attention to the reference after the training stage of the test.
The viewing conditions of the experiments are given in Table 2 . These conditions comply as much as possible with [13] and [14] . Each test session was composed of four stages: instructions, practice trials, experimental trials, and interview.
In the first stage, the subject was made familiar with the task of segmentation and then shown the reference segmentation. The second stage, practice trials, was used to familiarize the subject with the experiment and to allow the subjects' responses to stabilize before the main experiment began.
The experimental trials were performed with the complete set of test sequences presented in a random order. The 8 subjects were asked to rate the quality of the segmented video under test. 56 test sequences were rated (2 repetitions × (22 artifacts×1 video sequences + 3 parameter set×2 video sequences)). Finally, in the interview stage, we asked the test subjects for qualitative descriptions of the artifacts that were perceived.
Data Analysis
In many quality assessment problems, the Mean Opinion Score (MOS) provides a numerical measure of the subjective quality. To determine MOS, a number of subjects rate the quality of system under test. The MOS is the arithmetic mean over all individual scores that can range from bad to excellent.
Standard methods [13] have been used to analyze the data provided by the test subjects and to screen the observers. In our case, the MOS values for Hall monitor test sequence have been fitted with a nonsymmetrical function approximating the standard logistic function [13] :
where y is the predicted quality and x is the error measure. The parameters y max and y min establish the limits of the quality value range. The parameter x mean translates the curve in the x-direction and the parameter β controls the steepness of the curve. Figures 3-6 depict the perceived quality (MOS) for the artifacts caused by non ideal segmentations. Each figure contains both the experimental data and the fitted curve for Hall monitor. Figure 3 shows the MOS versus the sum of added background over frames divided by the total number of frames, |Ā b | . The artifact considered here is the presence of added background. It can be noticed that added background impact of perceived quality tends to reduce with the increase of the amount of such artifacts. Figure 4 reports the MOS versus the logarithm of the amount N of artifacts introduced. We used the logarithm of N because it provided a better fit. This means that the differences in the amount of artifacts are not linearly perceived. The MOS curves corresponding to holes (dashed line) and added regions (continuous line) are plotted on the same graph for comparison purposes. By comparing the two curves, it is evident that the presence of holes in the segmented object affects more importantly the perceived quality when compared to the presence of added regions. Figure 5 depicts the MOS versus the distance in pixels from the boundary of the reference. In this figure, the artifact is analyzed in terms of the distance d H . As can be noticed, the deeper the hole, the more annoying the artifact, as the artifact affects the shape of the object. The curve for such artifact does not exhibit an as good fit, probably because, in this case also size and shape of the holes should be taken into account. The fitting parame- In Figure 6 we show the MOS versus the temporal error expressed as the period of flickering f T . The perceived flickering follows a logarithmic behavior, as the period of the artifact f T increases. This can be explained by the fact that beyond a certain threshold such temporal artifacts are perceived similarly.
In this case, the MOS data behavior suggests a logarithmic curve to fit the data:
The fit returned the coefficients a = 2.7814 and b = 1.122. The sum of absolute values of residuals for this fit was 0.1193. 
Conclusions and Future Work
A perceptually driven segmentation evaluation is presented in this paper together with a method to carry out subjective tests on video object segmentation quality assessment. A psychophysical experiment was performed to assess the different perceptual importance of errors. The analysis of the subjective data versus the objective measures of errors introduced in the segmentation has been done. The fitted curves indicate how segmentation errors can be objectively described as a function of the error measures. Such a description can be used further in an objective segmentation evaluation metric.
At the moment, we are performing other subjective tests on other video sequences to further confirm the derived conclusions. To this end, we have refined the subjective protocol in collaboration with psychophysics test experts as follows. The subjects are not asked anymore about the quality but about the annoyance caused by the artifact.
