We study the scheduling situation in which a set of jobs subjected to release dates and deadlines are to be performed on a single machine. The objective is to minimize a piecewise linear objective function j F j where F j (C j ) corresponds to the cost of the completion of job j at time C j . This class of function is very large and thus interesting both from a theoretical and practical point of view: It can be used to model total (weighted) completion time, total (weighted) tardiness, earliness and tardiness, etc. We introduce a new Mixed Integer Program (MIP) based on time interval decomposition. Our MIP is closely related to the well-known time-indexed MIP formulation but uses much less variables and constraints. Experiments on academic benchmarks as well as on real-life industrial problems show that our generic MIP formulation is ecient. For instance, the combination of time windows (release dates and deadlines) together with a sum objective function is almost never considered in the literature. We refer to [?] for a brief overview of the complexity of the manufacturing scheduling problems encountered by the users of Ilog's Integrated production planning and scheduling software.
Introduction
A huge amount of research has been carried on single machine total cost scheduling problems over the last 60 years. However, most of the papers are dedicated to special cases and there are few results on generic objective functions. Objective functions of real-life manufacturing problems are often much more complex than the well-known scheduling criteria such as total (weighted) completion time, total (weighted) tardiness, earliness and tardiness, etc.
For instance, the combination of time windows (release dates and deadlines) together with a sum objective function is almost never considered in the literature. We refer to [?] for a brief overview of the complexity of the manufacturing scheduling problems encountered by the users of Ilog's Integrated production planning and scheduling software.
The objective of this paper is to introduce a new, ecient and non-trivial MIP formulation that can be used on a large variety of single machine scheduling problem.
We study the scheduling situation in which a set N of jobs {1, 2, . . . , n} have to to be processed without preemption on a single machine. Each job j ∈ N has a release date r j , a positive processing time p j > 0 and a deadline d j . For each job j, we also have a cost function F j which is a piecewise linear function of the completion time C j of j. If the deadline d j of job j is not explicitly given, it can be set to the sum of the beginning of the last linear piece of F j and the total processing time of jobs. The objective is to minimize the overall cost j F j (C j ). This class of functions is very large and thus interesting both from a theoretical and practical point of view: It can be used to model total (weighted) completion time, total (weighted) tardiness, earliness and tardiness, etc.
We rst introduce some basic notation for the problem. Let T = max j∈N d j denote the time horizon of the problem. Without any loss of generality, we assume that there is a partition of the interval (0, T ] into a set M = {1, . . . , m} of intervals I u = (e u−1 , e u ] (for u ∈ M ), i.e. e 0 < e 1 < · · · < e m , such that
• the cost function of any job j over any interval I u is linear, i.e.,
where f u j , w u j are some constant values (w u j can be less or equal to zero),
• for every job j ∈ N , r j = e v and d j = e u for some v, u ∈ M .
We say that such partition islinear. See an example of such a partition in Figure ? ?. The major contribution of this paper is to introduce a new MIP (Section ??) for the single machine problem. It is based on basic properties (introduced in Section ??) of linear partitions. This MIP is closely related to time-indexed MIPs (see Section ??) but it uses much less variables and constraints. A more ecient (and more complex) variant of the MIP is described in Section ??. Experimental results are reported in Section ??. 2 Literature Review
To formulate the objective function, we introduce the lateness L j = C j − d j , the tardiness T j = max{0, L j }, the earliness E j = max(0, d j − C j ) and the unit penalty U j , where U j = 0 if C j ≤ d j and U j = 1 otherwise. The objective functions (depicted in Figure ? ?) to be minimized are dened as follows:
• The Makespan C max = max j C j ,
• the Maximum Lateness L max = max j L j ,
• the Maximum Tardiness T max = max j T j ,
• the Total Weighted Completion Time w j C j ,
• the Total Weighted Tardiness w j T j ,
• the Total Weighted Number of Tardy Jobs w j U j .
• the Earliness-Tardiness
Weights can be all equal to 1 and in this case, w j is dropped in the above notation. 
Specic Scheduling Algorithms
In this section, it is always assumed that we do not have deadlines. 
Generic MIP Formulation Time Indexed Formulation
When all processing times p j of jobs are integers, the single-machine non-preemptive scheduling problem with an arbitrary cost function can be formulated as an Integer Program using time-indexed variables. Binary variable X jt , j ∈ N , t ∈ [0, T ), takes value 1 if job j starts at time t, and otherwise X jt = 0. We then have
The 
The constraints (??) state that, for every pair of jobs, one should precede the other. The constraints (??) guarantee that, for every triple of jobs i, j, k ∈ N , if i precedes j and j precedes k then i should precede k. The constraints (??) relate the variables δ and C. To be able to express the objective function j∈N F j (C j ) using linear constraints, F j (C j ) should be piecewise linear, convex and nondecreasing for all j ∈ N . The variant of this formulation for the case with dierent release dates was introduced by Nemhauser and Savelsbergh [?] .
The linear ordering formulation is compact but its continuous relaxation is known to be weaker than the continuous relaxation of the time-indexed formulation. A survey on the both formulations can be found in [?] . 3 Basic Results
We say that job j is started in interval I u if its starting time is greater than or equal to e u−1 and less than e u . We say that job j is completed in interval I u if its completion time is such that e u−1 < C j ≤ e u . Let Q u denote the set of jobs started and completed in interval I u :
Claim 1 There exists an optimal schedule in which, for any interval I u , u ∈ M , and any two jobs i, j ∈ Q u , job i is sequenced before job j when
This claim is based on a simple exchange argument between consecutive jobs. It is a straightforward adaptation of Smith's rule (see for instance [?] ). In the following, we denote by σ u a permutation of jobs {1, 2, . . . , n} in which long jobs come rst in any order, and short jobs come last according to Smith rule:
Although several permutations satisfy this condition, for each u ∈ M , only one of them is used in the remaining of the paper. The necessity of moving long jobs to the beginning of the permutation will be clear in Section ??.
Denition 1 Given a linear partition {I u } u∈M , a schedule is called canonical if, for each
• there is one idle time period (possibly of the zero length) per interval I u ,
• jobs in Q u are processed according to the permutation σ u , where jobs j ∈ Q u with w u j ≥ 0 are processed before the idle time period in I u and jobs j ∈ Q u with w u j < 0 are processed after the idle time period in I u (see Figure ? ?). Proof: Consider an optimal schedule which is not canonical and u ∈ M such that jobs in Q u are not processed according to σ u . Obviously, | Q u |≥ 2, meaning that j ∈ Q u ⇒ p j < e u − e u−1 . Now we rearrange jobs in Q u according to σ u . By Smith's rule, the cost of the schedule do not increase, and the schedule remains optimal. Then, we shift jobs j ∈ Q u , w u j ≥ 0, to the left, and jobs j ∈ Q u , w u j > 0, to the right as much as possible and as long as they remain in Q u . By doing this, we again do not increase the cost of the schedule and reduce the number of non-empty idle time periods in I u to at most one. By implementing this procedure for each u ∈ M , we obtain an optimal canonical schedule.
So, we can restrict our search for an optimal solution to only canonical schedules. Therefore, our problem reduces to
• determining in which intervals jobs are started and completed;
• nding the lengths of the idle time periods in each interval.
In the paper, we rely on the following notation. Let B u j and A u j , j ∈ N , u ∈ M , be the sets of jobs which come, respectively, before and after job j in the permutation σ u . Let also N B u and N S u denote the sets of big and small jobs for a given interval I u : N B u = {i ∈ N :
The interval-indexed formulation First, we introduce the variables of the model. The binary variable X u j , j ∈ N , u ∈ M , takes value 1 if job j is started in interval I u or earlier, and otherwise X u j = 0. The binary variable Y u j , j ∈ N , u ∈ M , takes value 1 if job j is completed in interval I u or earlier, and otherwise
The continuous variable W u , u ∈ M , denotes the length of the idle time period in interval I u . The continuous variables F u j , j ∈ N , u ∈ M , are used to compute the dierence between the actual cost of job j and the minimum cost of j over the interval I u :
, and the objective function can be written as
Feasibility constraints
Each canonical schedule is determined by a vector (X, Y, W ) ∈ {0, 1} nm × {0, 1} nm × R m + of instantiated variables. The following constraints describe feasible canonical schedules.
i∈N Bu The constraints (??), (??) guarantee that the sum of the processing times of jobs completed (started) in the rst u intervals plus the total idle time in these intervals is not more (less) than e u , i.e. the total length of these intervals. The terms with are used here to impose the strict conditions: if job j is started in I u then S j < e u ; if job j is completed in I u then C j > e u−1 . should be chosen in such a way that, for all u ∈ M , e u / is integer, and for all j ∈ N , p j / is integer. Note that the terms with can be omitted as long as f Proof: Let x(j), j ∈ N , be the index such that X
By the constraints (??) and (??), x(j) and y(j) are dened identically. We rst show that there is a permutation (j 1 , j 2 , . . . , j n ) of jobs which satises the condition
For this, we prove that there is no pair (i, j) of jobs such that x(i) < y(j) and x(j) < y(i).
Consider a pair (i, j) of jobs. Suppose that x(i) < y(j) and x(j) < y(i). Note that, by the constraints (??), x(i) ≤ y(i) and x(j) ≤ y(j). Then, there can be two possibilities.
1. Let x(i) < y(i) and x(j) < y(j). We denote x = max{x(i), x(j)} and y = min{y(i), y(j)}.
Then we have x < y, and therefore X x i = X x j = 1 and Y x i = Y x j = 0. But this is impossible due to the constraints (??). Contradiction.
= 0, and j ∈ N S x(j) , otherwise the constraints (??) would be violated. We have
= 0, and i ∈ N B x(j) , otherwise we would violate the constraints
But this is impossible due to the constraints (??). Contradiction.
So, there exists a permutation γ = (j 1 , . . . , j n ) which satises the condition (??). We perturb γ by sorting all jobs j such that x(j) = y(j) = u according to the permutation σ u for all u ∈ M . We obtain permutation δ = (j 1 , . . . , j n ) which still satises (??).
Let B δ j and A δ j , j ∈ N , be the sets of jobs which come, respectively, before and after job j in permutation δ. Now we construct schedule π by setting
where
< 0 and x(j) = y(j).
To show that π is a feasible schedule, it remains to show that r j + p j ≤ C j (π) ≤ d j . As the partition is linear, we have r j = e ω for some ω ∈ M . Note that ω < x(j), otherwise the constraints (??) would be violated. As X ω j = 0, ∀i ∈ A δ j ∪ {j}, and ω ≤ u(j),
In the same manner, using the constraints (??), we can prove that the completion times do not violate the deadlines of jobs.
We now show that, for each j ∈ N , e x(j)−1 ≤ S j (π) < e x(j) and e y(j)−1 < C j (π) ≤ e y(j) .
Note that the constraints (??) imply
Therefore,
Finally, by construction, π is a canonical schedule.
Constraints Related to the Overall Cost
Now we describe the constraints that relate variables X, Y , W and F .
Once the variables Y , X, W are instantiated, the constraints (??)-(??) determine the values for variables F u j , j ∈ N , u ∈ M , w u j > 0, and the constraints (??)-(??) determine the values for variables F u j , j ∈ N , u ∈ M , w u j < 0. Assume job j is completed in interval I u in π. We consider two cases.
1. Either job j is big for I u (then j is completed rst in I u in π) or job j is small for I u and j is started in I u−1 or earlier and completed in I u in π.
• w u j > 0. C j (π) equals the sum of p j , the total processing time of jobs completed in interval I u−1 or earlier and the total idle time in the rst u − 1 intervals. Here F u j = C j (π) − e u−1 . If j is big for I u , F u j is instantiated by the constraint (??).
If j is small for I u , F u j is instantiated by the constraint (??).
• w u j < 0. C j (π) equals T minus the sum of the total processing time of jobs in N \ {j} started in interval I u or later and the total idle time in the last m − u intervals. Here F u j = e u − C j (π). If j is big for I u , F u j is instantiated by the constraint (??). If j is small for I u , F u j is instantiated by the constraint (??).
2. Job j is small for I u , and j is started and completed in I u in π.
• w u j > 0. C j (π) equals the sum of p j , the total processing time of jobs in B u j completed in interval I u or earlier, the total processing time of jobs in A u j started in interval I u−1 or earlier and the total idle time in the rst u − 1 intervals. Here F u j = C j (π) − e u−1 , F u j is instantiated by the constraint (??).
• w u j < 0. C j (π) equals T minus the sum of the total processing time of jobs in B u j completed in interval I u+1 or later, the total processing time of jobs in A u j started in interval I u or later and the total idle time in the last m − u intervals. 1.a. Either j ∈ N B u (then j is completed rst in I u in π) or j ∈ N S u , j is started in I u−1 or earlier and completed in I u in π. We have Clearly, the interval-indexed formulation is compact. The number of variables do not exceed 3nm + m = O(nm), the number of constraints do not exceed 6nm + 3m = O(nm), and the number of non-zeros in the coecients matrix do not exceed 2n 2 m+nm 2 +m 2 +22nm+m. For the classical objective functions, we have m = O(n), and the size of the formulation becomes O(n 2 ) × O(n 2 ).
2.b.
j ∈ N S u . Then Y u−1 j (??) ≤ X u−1 j (??) ≤ Y u j = Y u−1 j ⇒ Y u−1 j = X u−1 j . Therefore,
Additional constraints
A usual way to strengthen a MIP formulation is to add redundant constraints which cut o some fractional solutions. In this subsection, we suggest such constraints for the intervalindexed formulation.
Consider intervals I v and I u , v, u ∈ M , v ≤ u, and a job j ∈ N .
• Let p j ≤ e u − e v . Then job j cannot be started before e v and completed after e u , therefore Y u j ≥ X v j . This constraint is not dominated by other constraints of this type if p j > e u − e v+1 and p j > e u−1 − e v .
• Let p j < e u − e v . Then job j cannot be started after or at e v and completed before or at e u , therefore Y u j ≤ X v j . This constraint is not dominated by other constraints of this type if p j ≤ e u+1 − e v and p j ≤ e u − e v−1 .
• Let w u j > 0, e v−1 + p j ≤ e u and e v−1 + p j > e u−1 , meaning that, once started in interval I v , job j should be completed in I u or later. Then, if j is completed in I u , F u j ≥ p j − (e u−1 − e v−1 ), and the constraint
is valid. Moreover, if e v + p j ≤ e u , once started in I v , j should be completed in I u , and (??) can be strengthened to
).
• Let w u j < 0, e v + p j ≤ e u and e v + p j > e u−1 , meaning that, once started in interval I v , job j should be completed in I u or earlier. Then, if j is completed in I u , F u j ≥ e u −e v −p j , and the constraint
is valid. Moreover, if e v−1 + p j > e u−1 , once started in I v , j should be completed in I u , and (??) can be strengthened to
Note that the overall number of the suggested constraints which are not dominated is O(nm).
5
Tightening the MIP with appropriate partitions of the time horizon
In this section, we will restrict the class of canonical schedules. This will allow us to strengthen the interval-indexed formulation by
• reducing the number of feasible solutions of the formulation,
• tightening the constraints (??) and(??), as the term
Additionally, it will be possible to formulate a special case of the problem using only variables Y and F (subsection ??).
Remember that, in a canonical schedule, jobs in Q u (started and completed in I u ) are sequenced according to the permutation σ u . Let nowQ u denote the set of jobs completed, but not necessarily started in interval I u :
Denition 2 Given a linear partition {I u } u∈M , a schedule is called strictly canonical if it is canonical and, for each u ∈ M , jobs inQ u are processed according to the permutation σ u .
Unfortunately, the set of strictly canonical schedules does not keep the optimality property, as shown in the next example.
Example: Consider the partition {(0, 9], (9, 20] } of the time horizon and the 3-job instance with data shown in Table ? ?. There is only one optimal schedule π * = (2, 1, 3) in which all jobs are completed in interval I 2 = (9, 20], but the permutation σ 2 is (1, 3, 2) . ♠ 
Obtaining an appropriate partition
In this subsection, we will give sucient conditions for a linear partition to be appropriate.
We then describe how an appropriate partition which satisfy these conditions can be obtained.
For u ∈ M and i, j ∈ N such that σ u (i) < σ u (j), we denote as T u ij the minimum time moment t ∈ [e u−1 , e u − p i ] such that, if j is the immediate predecessor of i and C j ≥ t then exchanging j and i do not increase the cost of the schedule:
If e u−1 > e u − p i , we set T u ij = e u−1 . Now we explain how the values T u ij can be obtained. Proposition 3 A linear partition {I u } u∈M is appropriate if, for each u ∈ M and each pair of jobs i, j ∈ N such that σ u (i) < σ u (j), at least one of the following two conditions is true:
e u ≤ e u−1 + p j , (43) e u−1 ≥ T u ij . (44) Proof: Consider an optimal schedule which is not strictly canonical. We will transform it recursively to a strictly canonical schedule without increasing the cost. We begin with u = m.
Main step. First we rearrange jobs in Q u according to σ u and leave at most one idle time period (between jobs with w u j ≤ 0 and w u j < 0). This can be done without increasing the cost of the schedule. If now jobs inQ are processed according to σ u , we set u := u − 1 and do the main step from the beginning. If not, this means that σ u (j) > σ u (i), where j is the job completed but not started in I u and i is the job processed rst among jobs in Q. There cannot be an idle time between j and i, otherwise w u j < 0 and shifting j to the right would decrease the cost contradiction with the optimality of the schedule. By the construction of σ u , p j < e u − e u−1 . So, (??) is violated, meaning that (??) is satised. Therefore, as C j > e u−1 ≥ T u ij , exchanging j and i do not increase the cost of the schedule.
Now there are two possible cases.
1. Job i still completes in I u . Then we can rearrange jobs in Q u according to σ u without increasing the cost and, as σ u (i) = min k∈Qu {σ u (k)}, jobs inQ u are processed according to σ u . We set u := u − 1 and go to the main step.
2. Job i does not complete in I u anymore. Then we go to the main step without decreasing u (but with less jobs inQ u ).
We stop when u = 0.
By the denition of the problem, a linear partition of the time horizon is given. In order to check if it is appropriate, we check whether
If, for some u ∈ M , there exist pairs of jobs i, j ∈ N such that H u ij ⊂ I u , it suces to divide the interval I u into sub-intervals in a way that they do not strictly contain intervals H u ij . Clearly, a sub-partition of a linear partition is also linear. In Algorithm ??, we outline the procedure for nding an appropriate sub-partition for a given partition. It is easy to see that the overall procedure has a polynomial complexity. In practice, the time needed to nd an appropriate linear partition is negligible in comparison with the time needed to solve the interval-indexed formulation.
Algorithm 1 A procedure for nding an appropriate sub-partition 1: Partition {I u } 1≤u≤m is given 
if H u ij ⊂ I u then 9:
end if 11: end for 12: if B u = ∅ then 13: Find (t 0 , t 1 , . . . , t k ) such that t 0 = e u−1 , t k = e u , and H ⊂ (t l−1 , t l ], ∀1 ≤ l ≤ k, ∀H ∈ B u .
14:
Divide interval I u into sub-intervals {(t l−1 , t l ]} 1≤l≤k 15:
end if 17: u := u + k We divide interval I 2 = (9, 20] into sub-intervals (9, 12] and (12, 20] and obtain an appropriate partition {(0, 9], (9, 12] , (12, 20] 
Tightening the formulation
Once an appropriate linear partition of the time horizon is known, the constraints which determine the values for variables F u j , u ∈ M , j ∈ N S u , can be strengthened: the constraints (??) and (??) can be replaced by the constraint
and the constraints (??) and (??) can be replaced by the constraint
To keep the formulation correct the constraint (??) should be replaced by the constraint
Proposition 4 Proof: We rst show that the constraint (??) cuts o vectors (X, Y, W ) which correspond to schedules which are canonical but not strictly canonical. In such a schedule, for some u ∈ M , job j ∈ N S u started and completed in I u succeeds a job i ∈ A u j completed but not started in 
Special case with regular objective function and no idle time
We now consider a special case of the problem, in which the objective function is regular, i.e.
F j is non-decreasing for all jobs j ∈ N . Additionally, we suppose that there exists an optimal schedule with no idle time. The last condition holds, for example, if
1. idle times are forbidden;
2. release dates are the same (we can put them to zero).
In this case, given an appropriate linear partition, we can get rid of the variables X and W and propose an interval-indexed formulation which uses only variables Y and F : 
Numerical experiments
In order to compare the time-indexed and interval-indexed formulations numerically, these formulations have been tested on instances of the problems 1 | r j | α j E j + β j T j and 1 || w j T j . The experiments have been performed on a computer with a 1.8Ghz processor and 512 Mb of memory was using the Cplex 10.1 MIP solver.
In the experiments, we were interested in the following statistics.
P t percentage of instances solved to optimality within time limit t.
T av average time in seconds needed to solve an instance to optimality (only for instances solved to optimality).
N d av average number of nodes in the search tree (only for instances solved to optimality).
Gap average integrality gap, i.e. the average dierence between the best found solution and the best found lower bound, percentage wise the best found solution (only for instances which were not solved to optimality and for which at least one feasible solution was found).
XLP average dierence between the the best found solution and the lower bound at the top node of the search tree after generating standard cuts, percentage wise the optimal solution (only for instances for which the LP relaxation was solved within the time limit).
Test instances
The rst group of the test instances of the problem 1 | r j | α j E j +β j T j were generated using the following standard procedure. For a given number of jobs n, the processing times of each job are rst randomly drawn from the uniform distribution U [θ, 10·θ). Then the due dates are drawn from U [d min , d min +ρP ] where d min = max(0, P (τ −ρ/2)) and P = n j=1 p j , the release dates r j , j ∈ N , are drawn from U [0, φd j ], and weights α j , β j are drawn from U [1, 5] . The four parameters θ, τ , ρ, φ are respectively the time, tardiness, range and release parameters.
We generated instances for n ∈ {10, 15, 20, 30}, θ ∈ {10, 50}, τ ∈ {0.2, 0.5, 0.8}, ρ ∈ {0.2, 0.5, 0.8}, φ ∈ {0.2, 0.5, 0.8}. For each value of (n, θ, τ, ρ, φ), 1 instance was generated, making 27 instances for each couple (n, θ). Only time-indexed and interval-indexed formulations have been tested as the linear ordering formulation cannot correctly model the problem 1 | r j | α j E j + β j T j . The results are presented in Table ? ?.
You can see that the time-indexed formulation performs better when the processing times are smaller, and the interval-indexed formulation is preferable when processing times are big.
Note that, when (n, θ) = (20, 50) , the time-indexed formulation was not able to nd a feasible solution in 1000 seconds for the half of instances. 
lenear partitions computed for the instances of the problem 1 | r j | α j E j + β j T j was always below 3n.
The second group of the test instances of the problem 1 | r j | α j E j +β j T j were generated using the procedure just presented but with one dierence: here we limit by µ n the number of distinct release and due dates. This allows us to decrease the number of intervals for the interval-indexed formulation. Such a restriction makes sense, as in practice, number of dierent release and due dates of jobs is often very limited. For generating instances, we set µ n = n · 2/3 . Again, for each couple (n, θ), 27 instances were generated. The results are presented in Table ? ?.
On these instances, the interval-indexed formulation performs better, as the number of intervals is reduced. Though, still when the processing times are smaller and number of jobs is 30 or less, the time-indexed formulation is preferable. On instances with 40 jobs and more, the time-indexed formulation starts to have diculties, as less and less feasible solutions can be found within the time limit. For the half of 40-job instances and for all 50-job instances, no feasible solution was found within 1000 seconds.
The test instances of the problem 1 || w j T j were generated using the following similar procedure. For a given number of jobs n, the processing times of each job are rst randomly drawn from the uniform distribution U [1, 100]. Then the due dates are drawn from U [d min , d min + ρP ] where d min = max(0, P (τ − ρ/2)) and P = n j=1 p j , and weights are drawn from U [1, 10] . We generated instances for n ∈ {10, 20, 30}, τ ∈ {0, 0.2, 0.4, 0.6, 0.8}, ρ ∈ {0.2, 0.4, 0, 6, 0.8, 1}. For each triple (n, τ, ρ), 5 instance were generated, making 125 instances for each n. The larger test instances of the problem 1 || w j T j were taken from the OR-Library [?] . For the problem 1 || w j T j , the interval-indexed formulation uses only the variables Y and F . The results are presented in Table ? ?. Note that by using the time-indexed formulation no feasible solution could be found within 10 minutes for 1% of the 20-job instances, 2% of the 30-job instances, 23% of the 40-job instances, and 54% of the 50-job instances.
As it can be seen, the linear ordering and interval-indexed formulations clearly outperform the time-indexed formulation. It is also worth noticing that the time-indexed formulation formulation has the smallest XLP ratio, but the size of the formulation does not allow to use it even for small instances.
(n, θ) 
The linear ordering formulation is better when solving 30-jobs instances, as it can solve more instances within the time limit. However, the two last formulations have solved almost the same number of 40-jobs instances. Moreover, the interval-indexed formulation (IIF) has solved more 50-jobs instances. We also notice that the interval-indexed formulation is much tighter than the linear ordering formulation. The statistics XLP is more than 3 times smaller for the interval-indexed one. Also, the average integrality gap is much better for instances unsolved by the interval-indexed formulation than for instances unsolved by the linear ordering one.
The linear ordering formulation has O(n 3 ) constraints. When the dimension of the problem increases, the size of this formulation quickly grows and becomes very large. Therefore, its eectiveness drops rapidly with the increase of the dimension.
The number of intervals m in appropriate lenear partitions computed for the instances of the problem 1 || w j T j was always below 2n. Note that the large instances which were solved contain many identical jobs.
Practical instances

Conclusions
In this paper, we have introduced the interval-indexed formulation which is the rst compact Another research direction is an extension of the formulation to more general situations.
These can be the presence of precedence relations between jobs, or the availability of several identical or unrelated machines.
Adaptation to the special cases of the problem is also a perspective direction. For example, often in practice, many jobs are fully or almost identical. Exploiting such particularities can lead to reducing the formulation size or its strengthening.
As it was mentioned, the direct application of the interval-indexed formulation is not usually ecient. As an alternative, the Dantzig-Wolfe reformulation and the column generation method can be tried. This approach would be similar to one of Bigras et al [?] . The latter also uses a partition of the time horizon. An advantage of our approach is that the partition is done taking into account properties of the problem, and this can be exploited to speed up the column generation procedure.
