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INTRODUCTION

Patch-leaving task
Stimuli were colored rectangles a computer screen. A rectangle's color indicated 117 reward available from that option, and its size represented the delay associated with 118 choosing it. On each trial, subjects acquired fixation on a central point stimulus and were 119 then presented with two targets representing the 'stay' in patch and 'leave' patch options 120 respectively. After 100 ms, subjects were free to select either target by shifting their gaze 121 to it. Targets shrank in size at a constant rate once selected so that their height provided an 122 unambiguous cue to the delays associated with the two options on every trial. Staying in 123 the current patch always resulted in a 0.6 s "handling time" delay, while the "travel time" 124 associated with leaving varied randomly from patch to patch between 0.5 s and 10.5 s. If subjects chose to stay in the current patch, a water reward was delivered 126 following the delay. This reward would decrement on each subsequent 'stay' decision but 127 would reset upon arrival in a new patch. The initial reward amount for subject C was 200 128 µL and was decremented by 13 µL for every 'stay' decision. The initial reward amounts 129 for subjects E and O were 230 µL and were decremented stochastically, between 12.7 and 130 15.5 µL per trial, with a mean decrement of 14.1 µL. Further description of the task is 131 available in Hayden et al. (2011) .
133
Patch-leaving data analysis 134 We aggregated 14,413 trials across 33 sessions from subject C, 2,010 trials across 4 135 sessions from subject E, and 1,717 trials across 4 sessions from subject O. In order to 136 control for slight differences in travel times and handling times between the two datasets, 137 we analyzed the subjects' foraging behavior in terms of the number of 'stay' decisions per To calculate the impact of noise on a subject's optimal threshold value, we 144 constructed a simulation of the patch-leaving task as described above. Each simulated 145 subject ran 10,000 behavioral sessions of 439 trials (the average number of trials per 146 session over all three datasets). Patch-leaving thresholds ranged from 1 to the maximum 147 7 number of rewarded trials depending on initial reward and decrement size (18 for subject 148 C, 17 for subjects E & O). We uniformly distributed the possible thresholds across the 149 patches in each session. The expected reward rate for a given threshold ( Figure 2B ) was 150 calculated as the average reward rate from all patches, in all sessions, where that threshold 151 was in effect.
152
The total accumulated reward in a given patch was based on the number of 'stay' 153 decisions, initial reward, and reward decrement amount. We therefore normalized the 154 reward rate to the number of trials, rather than raw time, spent in-patch. Travel time was 155 normalized by dividing, for each patch residence duration, the mean and standard deviation 156 of travel times observed during behavioral testing, respectively, by total patch residence 157 time. Travel time for each simulated patch was then drawn from a normal distribution 158 based on the empirically observed mean and standard deviation for that particular 159 normalized patch residence duration. Since we lacked precise timing information for 160 subject C, this normalized travel time function was calculated based on behavioral data 161 from subjects E and O.
162
To simulate the effect of threshold noise on its optimal value, we interpolated the 163 reward curve twenty-fold and performed trapezoidal numerical integration for a Gaussian-164 distributed matrix centered on each candidate threshold value. For standard deviations 165 ranging from zero to one half of the maximum number of rewarded trials, we calculated 166 the noise-adjusted threshold value that maximized the area under the reward rate curve. regimens between our three subjects, we defined patch residence time as the number of 176 decisions to stay in a patch.
177
Both subjects showed residence times that were close to, but longer than, the 178 dictates of foraging theory (Stephens and Krebs, 1986) , which yields an optimal patch 192 We calculated the trial-to-trial variability in each subject's patch leaving behavior 193 as the standard deviation in its threshold over a large sample of bootstrapped 500-trial bins. We examined previously collected datasets of rhesus macaques performing a 206 computerized patch foraging task (Blanchard and Hayden, 2015) . Macaques showed two 207 behavioral patterns that are characteristic of many foragers. First, they showed a systematic 208 deviation from an optimal foraging threshold by over-staying. Second, they showed a 209 strong and costly variability in behavior. We propose that these two phenomena are at least 210 partly related. First, we conjecture that behavioral variability is for some reason 211 unavoidable (and our results do not offer any explanation for it). Given this unavoidability, 212 we show that the reward-maximizing threshold increases. We then show that all three 213 subjects showed changes in the direction that yielded improved harvest rates.
214
Previous studies of foraging behavior have suffered two limitations that ours 215 avoids. First, many studies are limited by data quantity. By using well-trained macaques 216 performing a computerized task, we were able to analyze several thousand trials. Second, 217 many studies have sources of unmeasurable noise. These include difficulty quantifying the 218 details of the environment and difficulty knowing that the forager has had sufficient 219 experience with the environment to make the same calculations we as observers would.
220
The carefully controlled nature of our computerized task enables us to fix all relevant task 221 variables and ensure overtraining on those specific tasks. We were further able to reduce 222 unmeasured variability by controlling animals' learning environment in their juvenile and 223 adult lives and by ensuring a relatively stable food supply over that entire period of time.
224
It is perhaps surprising that subjects' behavioral variability on this task was so high 225 despite the stable environment and months of preparatory task training. This result 226 replicates a classic finding from a seminal study (Charnov, 1976) . Our own study does not 227 shed any light on the source of behavioral variability. A long tradition in foraging theory 228 emphasizes the importance of "informational constraint" on suboptimal behaviors 229 (Eisenreich et al. 2017; Fernández-Juricic et al. 2004; Pearson et al. 2010; Stephens 2002) . 
