, 1 2 ] and n ∈ Z+ then
, where ((p
2 is sharp and p * − 1 = max{p − 1,
}. For 2 ≤ p < ∞ the result is also true with sharp constant for |τ | ≤ 1.
Introduction
Determining the L p operator norm of singular integrals is quite difficult, in many cases. While the operator norm of the Hilbert transform can be computed by means of classical techniques, see Pichorides [17] , the Ahlfors-Beurling operator (the two dimensional analog), denoted T, cannot. It was shown in 1965, by Lehto [15] , that T p→p ≥ p * − 1. Iwaniec conjectured in 1982, see [14] , that T p→p = p * − 1. The only progress toward showing the validity of this conjecture (see Nazarov, Volberg [16] and Bañuelos, Janakiraman [3] for two of the large steps toward this) has been using the fact that Burkholder computed the L p operator norm of the martingale transform in [7] . But, the estimates of martingale transform can also be used for determining lower bounds, for example, for T and T in Geiss, MontgomerySmith, Saksman [13] . Operator T itself is a linear combination (of course) of T and T . So we are interested in linear combinations of all second order Riesz transforms. One can start with investigation of linear combination aR 2 1 + bR 2 2 of Riesz transforms (leaving R 1 R 2 alone for a while).
Actually Geiss, Montgomery-Smith, Saksman [13] shows that if one wants to estimate any linear combination aR 2 1 + bR 2 2 of Riesz transforms, then one needs to estimate a corresponding linear combination of Burkholder's martingale transform and the identity operator. "Corresponding" here means the following. Notice that
Id. Essentially we come to the need to estimate (compute) the norm of (R 2 1 − R 2 2 ) + τ · Id, where τ is an arbitrary constant. Now Geiss, Montgomery-Smith, Saksman [13] proved that the norm (R 2 1 − R 2 2 ) + τ · Id in L p (C) is bounded below by M T + τ · Id in L p [0, 1] (see (1.1) below for a definition of M T ). This is not formulated directly in [13] , but it is easy to extract this claim from [13] .
The problem of computing the norm of M T +τ ·Id in L p seems to be very difficult.
It is done in two cases: 1) τ = 0 in [7] , 2) τ = ±1, Choi [12] . For all other τ 's it is still open, and even though we have some approach to it, it seems interesting that another type of perturbation of M T , namely the quadratic perturbation considered in the present paper (and also in [1] , [2] ), seems to be relatively easy to handle. This article will focus on setting up the Bellman function and using it to solve the problem, but showing very little detail in the actual computation of the Bellman function. For full details of the computation of the Bellman function, refer to [1] .
Therefore, if we can determine the operator norm of a quadratic perturbation of the martingale transform then we can also determine quadratic perturbations of singular integrals as an application.
To prove the main result we are going to take a slightly indirect approach.
Burkholder (see [7] ) defined the martingale transform, M T ε , as
Then the main result can be stated as
finding the sharp constant of the above estimate into solving a second order partial differential equation. The beauty of this approach is that it gets right to the heart of the problem with very little advanced techniques needed in the process.
In fact, the only background material that is needed for the Bellman function technique approach, is some basic knowledge of partial differential equations and some elementary analysis.
Observe that for 2 ≤ p < ∞, the estimate from above in the main result is just an application of Minkowski's inequality on L p 2 and Burkholder's original result. But, this argument doesn't address sharpness, even though the constant obtained turns out to be the sharp constant for small τ . For 1 < p < 2, Minkowski's inequality (in l 2 p ) also plays a role, but to a lesser extent and cannot give the sharp constant, as we will see Proposition 17. We will now rigorously develop some background ideas needed to set up the Bellman function.
1.1. Motivation of the Bellman function. Let I be an interval and α ± ∈ R + such that α + + α − = 1. These α ± generate two subintervals I ± such that |I ± | = α ± |I| and I = I − ∪ I + . We can continue this decomposition indefinitely as follows.
For any sequence {α n,m : 0 < α n,m < 1, 0 ≤ m < 2 n , 0 < n < ∞, α n,2k + α n,2k+1 = 1}, we can generate the sequence I := {I n,m : 0 ≤ m < 2 n , 0 < n < ∞}, where I n,m = I − n,m ∪ I + n,m = I n+1,2m+1 ∪ I n+1,2m+1 and α − = α n+1,2m , α + = α n+1,2m+1 . Note that I 0,0 = I.
For any J ∈ I we define the Haar function h J := − 
By Lebesgue differentiation, the limit in (1.2) converges to f almost everywhere
can be decomposed in terms of the Haar system as
In terms of the expansion in the Haar system we define the martingale transform, g of f, as
Now we define the Bellman function as B( 
where
Note that when τ = 0 we get Burkholder's famous result [7] . Now that we have the problem formalized, notice that B is independent of the initial choice of I 0 (or I as we will denote it from here on) and {α n,m } n,m , so we return to having them arbitrary. The use of generalized dyadics will come into play in Lemma 4. Finding B when p = 2 is easy, so we will do this first.
Now we can compute B explicitly, (when p = 2) it is concave. The needed condition is that g is the martingale transform of f, or
Definition 3. We say that a function B is restrictively concave if x ± ∈ Ω such
Proposition 4. B is restrictively concave in the x−variables.
Proof. Let ε > 0 be given and x ± ∈ Ω. By the definition of B, there exists f ± , g ± on I ± such that
So,
I then f and g are test functions and so
At this point we do not quite have concavity of B on Ω since there is the restriction |x
To make this condition more manageable, we will make a change of coordinates. Let y 1 :=
and y 3 := x 3 .
We will also change notation for the Bellman function and corresponding domain in the new variable y.
Then the domain of definition for M will be Ξ := {y ∈ R 3 :
If we consider x ± ∈ Ω such that |x
, then the corresponding points y ± ∈ Ξ satisfy either y Rather than using Proposition 4 to check the concavity of the Bellman function we can just check it in the following way, assuming M is C 2 . Let j = i ∈ {1, 2} and fix y i as y
which is equivalent to
Proposition 5. (Restrictive Concavity in y−variables) Let j = i ∈ {1, 2} and fix
The Bellman function, as it turns out, has many other nice properties.
, then M has the following properties.
considering test functions f = −f and g = −g. Change coordinates from x to y and the result follows.
(ii) On the boundary {x 3 = |x 1 | p } of Ω we see that
Changing coordinates gives the result. (iii) This follows from from (i).
(iv) Consider the test functions f = rf, g = rg (v) Differentiate (iv) with respect to r and evaluate it at r = 1.
Now that we have all of the properties of the Bellman function we will turn our attention to finding it. Proposition 5 gives us a partial differential inequality to solve, which can be quite difficult. We can get a PDE instead to work with, by assuming that
. The PDE that we now have is the well known Monge-Ampère equation which has a solution. Let us make it clear that we have added an assumption.
is degenerate, where i = j ∈ {1, 2}.
Adding this assumption comes with a price. Any function that we construct satisfying all properties of the Bellman function (we call such functions Bellman function candidates), must still be shown to equal the Bellman function.
Proposition 8. For j = 1 or 2, M y j y j M y 3 y 3 − (M y 3 y j ) 2 = 0 has the solution M (y) = y j t j + y 3 t 3 + t 0 on the characteristics y j dt j + y 3 dt 3 + dt 0 = 0, which are straight lines in the y j × y 3 plane. Furthermore, t 0 , t j , t 3 are constant on characteristics with the property
This is a result of Pogorelov, see [18] , [19] . Now that we have a solution M to the Monge-Ampère, we need get rid of t 0 , t j , t 3 so that we have an explicit form of M, without the characteristics. We note that a solution to the Monge-Ampère Note that these cases may not entirely describe how the characteristics fill the domain. For example if one is able to find a Bellman function candidate in Case (4) with y 1 fixed, then there must be another set of characteristics to fill the remaining part of the domain, which may not be one of the remaining cases listed here (for example take horizontal lines in Figure 1 ). So these cases should be thought of as a starting point. However, it turns out that Cases (1), (2) and (3) 
when −y 1 < y 2 ≤ p−2 p y 1 and is given implicitly by 
2−p p y 1 ≤ y 2 < y 1 and is given implicitly by But, we believe that Case (4) should not give us a Bellman candidate and actually it does not matter now, we will proceed in showing that our Bellman function candidate is actually the Bellman function now. This would have to be checked anyway and we got lucky that this is true without messing with Case (4).
The Monge-Ampère solution is the Bellman function
We will now show that the Monge-Ampère solution obtained in Proposition 9
and 10 is actually the Bellman function. To this end, let us revert back to the x−variables. We will denote the Bellman function candidate as B τ and use B τ to denote the true Bellman function. Extending the function G to U τ makes it possible to define the solution in terms of a single relation.
The two pieces of U are interchanged for 2 ≤ p < ∞.
Proposition 12. For 1 < p < 2 and |τ | ≤ 
Moreover, U is C 1 −smooth on Ω.
Proof. First consider 2 < p < ∞. It is clear that
by comparing the solution obtained in Proposition 9 and using the symmetry property in Proposition 6. The constant
was determined to make U x = U y at |y| = (p * − 1)|x|. The partial derivatives are given by,
where x = x |x| and y = y |y| . U is C 1 −smooth except possibly at gluing and symmetry lines. It is easy to verify that u x is continuous at {x = 0}, U x and U y are continuous at {|y| = (p * − 1)|x|} and v y is continuous at {y = 0}. This proves that U is C 1 −smooth on Ω.
Observe that U y > 0 for y = 0 and U x < 0 for x = 0. This is enough to show that B τ is the unique positive solution to (3.1). Indeed, if x ∈ Ω such that |x 1 
| by the Dirichlet boundary conditions. This gives us (3.1) uniquely at B τ (x). Fix 
is uniquely determined by the fixed x−value.
Corollary 13. B τ is continuous in Ω. Figure 3 . Location of Implicit (I) and Explicit (E) part of B τ for 2 ≤ p < ∞.
Proof. We only consider 2 < p < ∞ as the dual range is handled identically. By Proposition 12, we have that B τ is the unique positive solution to 3.1. Since this is true for all |τ | ≤ 1, then
Since B 0 was shown to be continuous in [21] (pg. 26) then B τ is also continuous on |x 2 | ≥ (p * − 1)|x 1 |, using the relation. This takes care of the implicit part of
where L is any line
in Ω.
Proof. Since B τ L is C 2 −smooth on Ω + , all that remains to be checked is the smoothness at the gluing and symmetry lines, i.e. at {x 1 = 0}, {x 2 = 0} and and differentiate with respect to t. Let t → 0 + and t → 0 − and equate the two relations. This gives
Proposition 15. Let 1 < p < 2 and |τ | ≤ 1 2 or 2 ≤ p < ∞ and |τ | ≤ 1. Then B τ is restrictively concave.
Proof. Recall that Propositions 9 and 10, together with the symmetry property of B τ , establish this result everywhere, except at {x 1 = 0}, {x 2 = 0} and
, where L is any line in Ω, such that L(0) ∈ {x 1 = 0}, {x 2 = 0} or {|x 2 | = (p * − 1)|x 1 |}. Since f < 0 for t < 0 and t > 0 and f is C 1 −smooth (by Lemma 14) , then f is concave.
Proof. This was proven in [21] for B 0 (Lemma 2 on page 29). The same proof will apply here to B τ .
Proposition 17. For 1 < p < ∞, B τ ≤ B τ .
Now we would like to show that
is an increasing function starting at x 2 ) and increasing to U p,τ (x, y) := sup t≥|x| p {B τ (x, y, t) − B τ (0, 0, 1)t}. The same proof works for
Now we consider 2 < p < ∞. Let ε > 0 be arbitrarily small and consider the following extremal functions
where c, d ± and γ are defined so that f and g are a pair of test functions at (0, x 2 , x 3 ). We can use f and g to show, just as in [21] (Lemma 3, pg. 30), that
Now we need to take care of the estimate when x 1 = 0. Making a change of
coordinates from x to y we only need to consider y ∈ Ξ + , by the symmetry property Now that we have shown B = B we will derive another surprising relationship.
Definition 18. We define B l = B l (x 1 , x 2 , x 3 ) as the least restrictively concave majorant of (x 2 2 + τ 2 x 2 1 ) p 2 in Ω.
Proof. First we will show B ≥ B l . By Minkowski's inequality,
proving the estimate.
Conversely, one can show that B ≤ B l just as B ≤ B was shown in Proposition 16 (simply apply the same argument to B l using the restrictive concavity of this function).
Proving the main result
Now that we have the Bellman function, the main result can be proven without too much difficulty. But first, we will find another relationship between U and v.
Quite surprisingly, U is the least zigzag-biconcave majorant of v.
Definition 20. We denote any function of (x, y) as zigzag-biconcave if it is biconcave in (x + y, x − y).
Fix (x, y). The function H(x, y, t) = B τ (x, y, t) − B τ (0, 0, 1)t is increasing in t from
Proof. Recall that B τ is continuous in Ω and for (x, y) fixed, B τ (x, y, ·) is concave. Then H(x, y, ·) is also concave. Since U p,τ (x, y) = sup t≥|x| p {B τ (x, y, t) − B τ (0, 0, 1)t}, then H(x, y, ·) either increases to U p,τ (x, y), or there exists t 0 such that H(x, y, t 0 ) = U p,τ (x, y) and H is decreasing for t > t 0 . If H is decreasing for So H(x, y, ·) is increasing and H(x, y, |x| p ) = v(x, y) by the Dirichlet boundary conditions of B τ in Proposition 6.
Proof. Suppose 2 ≤ p < ∞ and |y| ≥ (p − 1)|x|. Then
Now we repeat the same steps and obtain
where the last equality is by [7] . Therefore, U τ (x, y) = U τ (x, y).
Now suppose |y| ≤ (p − 1)|x|. Looking at the explicit form of B τ in the region,
We can apply the same proof to show that U τ (x, y) = U τ (x, y) for 1 < p < 2.
Observing the relationship, B = B, is enough to get the desired result.
so we have (4.1) by the same reasoning as for 2 ≤ p < ∞.
Remark 25. Note that Minkowski's inequality together with Burkholder's original result gives the estimate from above, (
Indeed, if f ∈ L p [0, 1] and g is the corresponding martingale transform then Minkowski's inequality gives,
This is very surprising in the sense that the "trivial" constant (
2 is actually the sharp constant if τ is small, but it only gives the estimate from above when 2 ≤ p < ∞. Now we will prove the main result for Hilbert-valued martingales. The same ideas can be used to extend the previous result to Hilbert-valued L p −functions as well. Let H be a separable Hilbert space with · H as the induced norm.
Theorem 26. Let 1 < p < ∞, (W, F, P) be a probability space and {f k } k∈Z , {g k } k∈Z : W → H be two H−valued martingales with the same filtration {F k } k∈Z . Denote
2 is the best possible constant and p * − 1 = max{p − 1, 1 p−1 }. For 2 < p < ∞, the result is also true, with the best possible constant, if |τ | ≤ 1.
In the theorem, "best possible" constant means that if C p,τ < ((p * − 1) 2 + τ 2 ) 1 2 , then for some probability space (W, G, P ) and a filtration F, there exists H−valued martingales {f } k and {g} k , such that
Proof. We will prove the result for 2 ≤ p < ∞, since the result for 1 < p < 2 is similar. Replace | · | with · H , in U p,τ . Let f n = n k=0 d k and g n = n k=0 e k . Recall that U := U p,τ is the least zigzag-biconcave majorant of v. As in [8] (pages 77-79), U p,τ (x + h, y + k) ≤ U p,τ (x, y) + (∂ x U p,τ , h) + (∂ y U p,τ , k), (4.2) for all x, y, h, k ∈ H, such that |k| ≤ |h| and x + ht H x + kt H > 0. The result in (4.2) follows from the zigzag-biconcavity and implies that E[U (f k , g k )] is a supermartingale. Lemma 21 gives us that v(f n , g n ) ≤ U (f n , g n ). Therefore,
But, E[U (d 0 , e 0 )] ≤ 0 in both pieces of U since 2 − p * ≤ 0 and e 0 H ≤ d 0 H .
Thus, E[v(f n , g n )] ≤ 0. The constant, in the estimate, is best possible, since it was attained in Theorem 24.
Remark 27. For 1 < p < 2 and |τ | > 1 2 , the "trivial" constant, ((p * − 1) 2 + τ 2 ) p 2 , in the main result is no longer sharp because of a "phase transition". To give a sense of why this is true one can show that for 1 < p < 2 fixed, the constant is no longer sharp for τ sufficiently large.
Let us construct such a function f to do this. First of all, f n ∈ L p [0, 1] will be chosen so that f n = 0 a.e. Let C p = (p * − 1). Note that Then f n (x) − g n (x) = 2(f n , h J 1 )h J 1 (x) = (2 − ε n ) |J 1 | − 1
Therefore, f n (x) = −ε n , yet its martingale transform g n (x) = 2 − 2ε n , for x ∈ J 1 .
The same can be done for other intervals of smallness of f n . Note that |g n | 2 = |f n | 2 → |f | 2 = In fact looking at A we see that it is bigger than the integral, where integrand has numerator close to 2 and denominator equal ε n . On the other hand C involves just an integral with uniformly (in n) bounded integrand. Then we fix n, of course |B | is very large, but we notice that choosing τ to be very large makes the following inequality true:
This completes the example.
