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H. Lekkerkerker: Martin, can you tell us your feelings about entanglements in your systems?  
 
M. Plenio: In quantum information, we have developed all sorts of entanglements measurements. There was a 
particular motivation for doing that. If you have labs that are very far apart from each other, it is easy to make 
coherent operations in one of those labs but it is very hard to take a spin here and there and make them correlated, to 
make coherent interactions between those two sites. This is a natural constraint that showed up in quantum 
information because we are talking mostly about communication. Entanglement measurements quantify how much 
of this you need to make coherent interactions between those labs. So that is a very specific point for which these 
entanglement measures were created. This viewpoint is also fruitful in biological systems in which you can separate 
sub-systems. However, we have to think about what we want to measure and what we want to know about these 
systems. 
  
K. Nelson: It would be quite useful to have a different measure that would convey some of the information that is of 
great interest in the biological systems, particularly in the spatial extend of coherence over time.  
 
M. Plenio: I agree. This is even a challenge in quantum information. There are many entanglement measurements. 
Usually, you obtain them by task versus cost quantification. Of course, this is cost dependent. In biology, it is the 
same. You have certain things that you want these systems to do, like transporting some energy or changing 
conformation, and for each of those tasks, we will have to produce different types of measure to capture these 
functions. This is a challenge and we should think about it because there is something to be found.  
 
A. Olaya-Castro: This is a question for Martin. One of the mechanism that you have put forward to be important in 
understanding energy transfer in this regime where coherent and incoherent processes are happening all at once, is 
this reduction of destructive interference?  Can you envision an experimental set-up in which this can be tested? 
 
M. Plenio: Yes, that is one of the things we are actually considering. You can imagine such a set-up. The challenge 
is to produce an experiment that gives a clear large signal. So, for example, what we are considering is to use 
optimal control to prepare initial states, say one suffering from destructive interference, and then we prepare a state 
that has constructive interference. And then we look at the difference in signal in the 2D spectrum. It is likely that 
the difference would be quite large, so easily detected in an experiment. But of course, it will require a feed-back 
control and I am not sure how realizable it would be in an experiment. 
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A. Olaya-Castro: Do you mean that the destructive or constructive interference is just associated to the initial 
photoexcitation but not necessary during the process?  
 
M. Plenio: This is more difficult to study during the evolution. The first step would be to try to prepare initial states 
that show constructive or destructive interference and having a particular signature. Another thing would be to think 
on how you can probe for coherence in the dynamics. That is not easy but we are thinking about it.  
 
R. van Grondelle: This is a question for Thomas. You describe a dynamic localization model for charge transfer in 
the bacterial reaction center. The plant reaction center does not do this. Why?  
 
T. Renger: There is a functional reason and a structural. The functional reason is that no deep trap in the plant 
reaction center is needed because the core antenna is less red-shifted due to smaller exciton delocalization. The 
structural reason is that in plant reaction centers there is a disruption  of the pi-electron wave function overlap in the 
special pair. The latter is induced by a small change of mutual geometry of the special pair chlorophylls. In 
photosystem II reaction centers this disruption probably was needed to increase the oxidation potential of the special 
pair in order to split water.  
 
R. van Grondelle: Concerning the long range emission transfer in such a big system. If you couple some of the 
coherence to this motion, what would be the gain?  
 
T. Renger: Actually, that is a question I wanted to ask Y.-C. Cheng.  
 
Y.-C. Cheng: It depends.  
 
T. Renger: It is an important question whether the transfer between weakly coupled domains is influenced by 
coherent effects. For example, in the case of green sulfur bacteria, most likely it is not the relaxation of excitons 
within the FMO protein but rather the transfer in and out of the FMO protein which determine the overall bottleneck 
and thereby the efficiency of light-harvesting.  
 
R. van Grondelle: If the coupling between aggregates is weak, the addition of coherences can change this transfer 
efficiency by one percent. According to Richard, that could be enough in evolution. So, it is still an open question.  
 
R. Marcus: When one excites these photosystems by light, how long does it take to relax?  
 
T. Renger: You can get an idea of this relaxation by looking at the spectral density that can be extracted from 
fluorescence line narrowed spectra. If you do that, you can calculate a correlation function of the energy gap and see 
that it decays very fast, in 50 fs. It has also a tail that decays slowly, on the ps timescale, representing 5 percent of 
the correlation function.  
 
R. Marcus: It is not surprising that one might have a few timescales there.  
 
G.D. Scholes: I think Rudy was talking about internal conversion here not something to do with the spectral density. 
You can measure this with fluorescence upconversion. They are faster than energy transfer.  
 
G. Fleming: Rudy, that is the precise point of this reduced hierarchy model. The timescale of the phonons is 
included explicitly and if you do not do that, you do not get the right answer.  
 
J. Durrant: I would like to comment on the coupling of the CT states and the exciton states in the reaction center. 
In terms of the kinetics of the charge separation, you do not see enormous change in the kinetics, which you might 
expect with that change in charge transfer coupling. That is related to an area we are not discussing in this meeting, 
which is coupling of an exciton state to charge separation.  
 
T. Renger: That is a very good point.  
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R. van Grondelle: It is the internal charge transfer in a dimer if you couple to an exciton state. That is not 
necessarily related to the rate of charge separation.  
 
J. Durrant: Of course, but I am trying to understand what is the role of the coupling of charge transfer states.  
 
R. van Grondelle: The lowest excited state of the reaction center has a bit of charge transfer character. It might 
slow down charge separation.  
 
T. Renger: I think James’ idea is if the state from where you start the charge separation shifts very much with 
temperature, it changes the energetics of the reaction very much but it seems that the rate constant has not changed.   
 
H. Lekkerkerker: Thomas, do you think a full quantum mechanic calculation of the parameters of light-harvesting 
would be possible? 
 
T. Renger: It would be an ideal situation. However, it is difficult to include the whole protein in  quantum chemical 
calculations. There are approaches that include the protein by just classical charges but they tend to distort the 
electron density. In reality, you would have Pauli repulsion. It is still numerically not feasible for such large systems 
to include this effect.  
 
H. Lekkerkerker: In biology, progresses have been made by looking at a model system. Are there any 
photosynthetic systems, rather than this whole array, that people should focus on to get definite answers?  
 
T. Renger: I think that the FMO complex would be good because we know its whole Hamiltonian. Compared to 
LH2, which is also well characterized,  FMO has a little bit different complexity because you have different site 
energies. In LH2, all pigments have more or less the same site energy and in order to break the symmetry, nature 
had to introduce a lot of disorder. The disorder in LH2 is larger by a factor of 2 to 3 than in FMO.  
 
R. Cogdell: The variation in reaction centers across Biology is very small. But if you look at light harvesting 
complexes, the variation is huge. So, we need a set of criteria that allow those choices to be made to have a model 
system.  
 
R. Fleming: There is a very rapidly growing field called synthetic biology in which you take a very simple 
organism like E. Coli, and you give it the ability to do things that you wanted to do and not that it naturally does. 
People are beginning to think about re-engineering photosynthesis in E. Coli to allow the kind of experimentations 
you are thinking about. Curiously enough, funding agencies have not been eager to pay for this until very recently. 
So, it would probably be possible to explore the entire landscape of photosynthesis via this emerging field.  
 
M. Robb: Coming back to the improvement of accuracy of some computations you get for parameters, there are 
methods for doing quantum chemical simulations including the protein.  
 
T. Renger: The problem with that is the large error bars.  
 
R. Cogdell: One general question that I have concerns experiment versus theory. What are the critical experiments 
that allow us to differentiate between these different theoretical descriptions?  
 
R. van Grondelle: This field is already characterized by a very good agreement between theory and experiments. 
Another point concerns coherence phenomena. How can we build that into theory? So the question is what in 
addition are we going to learn with quantum mechanics? That is not why theory is unsuccessful. It is successful! 
  
H. Lekkerkerker: You may have exciting theory but they may be biologically irrelevant. I was asking if it would 
be useful to consider a model like the people are doing in genetics and finding things with that.  
 
T. Renger: A model system that came to my mind is the water soluble chlorophyll binding protein.  
 
R. Cogdell and B. Elias / Procedia Chemistry 3 (2011) 258–261 261
A. Buchleitner: Some of the structures are very large, highly symmetric and others appear small and disordered. So 
they immediately fall into different classes of how we would typically, in theory, characterize transport. Do you see 
a signature of high symmetry and large structure?  
 
R. Cogdell: Just a quick comment before you answer the question. The structure are not disordered, they are not 
regular to our eye but precisely positioned.  
 
A. Buchleitner: Can you differentiate dynamical features which distinguish between these two kinds of structures: 
large and symmetric and small, finite with relatively apparently large amounts of disorder. 
 
R. van Grondelle: One difference between these complexes is the phenomena of superradiance. What also strikes 
me when you look at the regular and irregular structures is that with the irregular structures, you always get 
multiexponential decays. In these bacteria, this is not the case. It looks dynamically much more simple.  
 
A. Olaya-Castro: This is a question of curiosity for Rienk. If, in the symmetric structures, the excitonic character is 
more robust than in the structures that are not, why has it been so difficult to observe coherence oscillations in these 
systems?  
 
R. van Grondelle: Maybe because they are not there…  
 
G. Fleming: The reason is that they have a band structure. So, you do not have this discrete energy gaps that give 
you the nice frequencies you see in your experiments. You have a continuous distribution of frequencies, so you will 
not see the oscillations.  
 
 
 
