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NORM-PARALLELISM AND THE DAVIS–WIELANDT RADIUS
OF HILBERT SPACE OPERATORS
ALI ZAMANI1, MOHAMMAD SAL MOSLEHIAN2, MAO-TING CHIEN3, and HIROSHI
NAKAZATO4
Abstract. We present a necessary and sufficient condition for the norm-
parallelism of bounded linear operators on a Hilbert space. We also give a
characterization of the Birkhoff–James orthogonality for Hilbert space oper-
ators. Moreover, we discuss the connection between norm-parallelism to the
identity operator and an equality condition for the Davis–Wielandt radius.
Some other related results are also discussed.
1. Introduction and preliminaries
Let B(H) denote the C∗-algebra of all bounded linear operators on a complex
Hilbert space H with an inner product 〈·, ·〉 and the corresponding norm ‖ · ‖.
The symbol I stands for the identity operator on H. For T ∈ B(H), let ‖T‖
and m(T ) denote the usual operator norm and the minimum modulus of T ,
respectively. Here m(T ) is defined to be the supremum of the set of all α ≥ 0
such that ‖Tx‖ ≥ α‖x‖ for all x ∈ H. In addition, we denote by MT the set of
all unit vectors at which T attains its norm, i.e.,
MT =
{
x ∈ H : ‖x‖ = 1, ‖Tx‖ = ‖T‖}.
The notion of orthogonality in B(H) can be introduced in many ways; see [1, 11]
and references therein. When T, S ∈ B(H), we say that T is Birkhoff–James
orthogonal to S, and we write T ⊥B S, if
‖T + γS‖ ≥ ‖T‖ (γ ∈ C).
This notion of orthogonality plays a very important role in the geometry of Hilbert
space operators. Recently, some other authors studied different aspects of or-
thogonality of bounded linear operators and elements of an arbitrary Hilbert
C∗-module, for instance, see [1, 2, 6, 11, 12].
Furthermore, we say that T ∈ B(H) is norm-parallel to S ∈ B(H) (see [19]),
in short T ‖ S, if there exists λ ∈ T = {α ∈ C : |α| = 1} such that
‖T + λS‖ = ‖T‖+ ‖S‖.
In the context of bounded linear operators, the well-known Daugavet equation
‖T + I‖ = ‖T‖ + 1 is a particular case of parallelism. Such equation is a useful
property in solving a variety of problems in approximation theory; see [15, 19]
and the references therein. Some characterizations of the norm-parallelism for
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Hilbert space operators and elements of an arbitrary Hilbert C∗-module were
given in [6, 15, 17, 19, 20].
The numerical radius and the Crawford number of T ∈ B(H) are defined by
w(T ) = sup
{|〈Tx, x〉| : x ∈ H, ‖x‖ = 1}
and
c(T ) = inf
{|〈Tx, x〉| : x ∈ H, ‖x‖ = 1},
respectively. These concepts are useful in studying linear operators and have
attracted the attention of many authors in the last few decades (e.g., see [7], and
their references). It is well known that w(·) defines a norm on B(H) such that
for all T ∈ B(H),
1
2
‖T‖ ≤ w(T ) ≤ ‖T‖. (1.1)
The inequalities in (1.1) are sharp. The first inequality becomes an equality if
T 2 = 0. The second inequality becomes an equality if T is normal. Another basic
fact about the numerical radius is the power inequality, which asserts that
w(T n) ≤ wn(T ) (n = 1, 2, · · · )
for all T ∈ B(H). For more material about the numerical radius and other results
on numerical radius inequality, see, e.g., [3, 5, 8, 16], and the references therein.
Motivated by theoretical study and applications, there have been many gener-
alizations of the numerical radius; see [7, 10]. One of these generalizations is the
Davis–Wielandt radius of T ∈ B(H) defined by
dw(T ) = sup
{√|〈Tx, x〉|2 + ‖Tx‖4 : x ∈ H, ‖x‖ = 1};
see [4, 14]. For T, S ∈ B(H) one has
(i) dw(T ) ≥ 0 and dw(T ) = 0 if and only if T = 0;
(ii) dw(αT )


≥ |α|dw(T ) if |α| > 1,
= |α|dw(T ) if |α| = 1,
≤ |α|dw(T ) if |α| < 1,
for all α ∈ C;
(ii) dw(T + S) ≤
√
2
(
dw(T ) + dw(S)
)
+ 4
(
dw(T ) + dw(S)
)2
,
and therefore dw(·) cannot be a norm on B(H). In spite of this, it has many
interesting properties. The following property of dw(·) is immediate:
max
{
w(T ), ‖T‖2} ≤ dw(T ) ≤√w2(T ) + ‖T‖4. (1.2)
We remark that the upper bound and lower bound in (1.2) are both attainable.
In fact, if T =
[
1 0
0 0
]
and S =
[
0 1
0 0
]
, then simple computations show that
dw(T ) =
√
w2(T ) + ‖T‖4 = √2 and max{w(S), ‖S‖2} = dw(S) = 1.
This paper is organized as follows. In the second section, we present a necessary
and sufficient condition for T ∈ B(H) to be norm-parallel to S ∈ B(H). We also
give a characterization of the Birkhoff–James orthogonality in B(H) for Hilbert
space operators. Moreover, we obtain some new refinements of numerical radius
inequalities for Hilbert space operators. In Section 3, the relation of the norm-
parallelism of operators and their Davis–Wielandt radii is discussed. In particular,
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we show that T ‖ I if and only if dw(T ) =√w2(T ) + ‖T‖4. Some other related
results are also presented.
2. Characterization of norm-parallelism and Birkhoff–James
Orthogonality of operators
We begin with a useful lemma which we will use frequently in the present
paper.
Lemma 2.1. Let H be a Hilbert space and a, b ∈ H. Then
‖a+ γb‖2‖b‖2 − ∣∣〈a + γb, b〉∣∣2 = ‖a‖2‖b‖2 − ∣∣〈a, b〉∣∣2 (γ ∈ C).
Proof. The proof is straightforward so we omit it. 
Remark 2.2. According to the above lemma, we have
‖b‖2 inf
γ∈C
‖a+ γb‖2 = ‖a‖2 ‖b‖2 − |〈a, b〉|2 (a, b ∈ H) (2.1)
which is a well-known identity. In particular, a and b are linearly dependent if and
only if infγ∈C ‖a+ γb‖2 = 0, that is, if and only if |〈a, b〉| = ‖a‖ ‖b‖. Further, The
equality (2.1) shows that two elements a and b of a Hilbert space are orthogonal
in the sense of the inner product precisely when they are the Birkhoff–James
orthogonal, that is, infγ∈C ‖a + γb‖ = ‖a‖.
For elements T, S ∈ B(H), it was proved in [19, Theorem 3.3] that T ‖ S if
and only if there exists a sequence of unit vectors {xn} in H such that
lim
n→∞
∣∣〈Txn, Sxn〉∣∣ = ‖T‖‖S‖. (2.2)
It follows then that if the Hilbert space H is finite dimensional, T ‖ S if and
only if there exists a unit vector x ∈ H such that ∣∣〈Tx, Sx〉∣∣ = ‖T‖ ‖S‖. Notice
that the condition of finite dimensionality is essential (see [20, Example 2.17]). In
addition, for compact operators T, S on a Hilbert space H (not necessarily finite
dimensional) it was proved in [17, Theorem 2.10] that T ‖ S if and only if there
exists x ∈ MT ∩MS such that∣∣〈Tx, Sx〉∣∣ = ‖T‖‖S‖. (2.3)
Next we obtain a necessary and sufficient condition for T ∈ B(H) to be norm-
parallel to S ∈ B(H).
Theorem 2.3. Let H be a Hilbert space and T, S ∈ B(H) be compact operators.
Then the following statements are equivalent:
(i) T ‖ S.
(ii) There exists x ∈MT ∩MS such that for every γ ∈ C the vectors Tx+γSx
and Sx are linearly dependent.
Proof. (i)⇒(ii) Let T ‖ S. From (2.3), there exists x ∈ MT ∩ MS such that∣∣〈Tx, Sx〉∣∣ = ‖T‖‖S‖. Choose a = Tx and b = Sx in Lemma 2.1 to get
‖Tx+ γSx‖2‖Sx‖2 − ∣∣〈Tx+ γSx, Sx〉∣∣2 = ‖Tx‖2‖Sx‖2 − ∣∣〈Tx, Sx〉∣∣2, (2.4)
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for all γ ∈ C. It follows from (2.4) that
‖Tx+ γSx‖2‖Sx‖2 − ∣∣〈Tx+ γSx, Sx〉∣∣2 = 0,
or equivalently,∣∣〈Tx+ γSx, Sx〉∣∣ = ‖Tx+ γSx‖ ‖Sx‖ (γ ∈ C).
By the condition for equality in the Cauchy–Schwarz inequality we conclude that
the vectors Tx+ γSx and Sx are linearly dependent.
The implication (ii)⇒(i) follows also by the same argument. 
For T, S ∈ B(H), Bhatia and Sˇemrl [1, Theorem 1.1 and Remark 3.1] proved
that T ⊥B S if and only if there exists a sequence of unit vectors {xn} in H such
that
lim
n→∞
‖Txn‖ = ‖T‖ and lim
n→∞
〈Txn, Sxn〉 = 0.
For a compact operator T on H and S ∈ B(H) it was shown in [13, Corollary
2.6] that T ⊥B S if and only if there exists x ∈ MT such that
〈Tx, Sx〉 = 0. (2.5)
In the following, we give a characterization of the Birkhoff–James orthogonality
for operators in B(H).
Theorem 2.4. Let T, S ∈ B(H) and suppose that T is compact. Then the fol-
lowing statements are equivalent:
(i) T ⊥B S.
(ii) There exists x ∈MT such that for every γ ∈ C
‖Tx+ γSx‖2 = ‖Tx‖2 + |γ|2‖Sx‖2.
Proof. (i)⇒(ii) Let T ⊥B S. By (2.5), there exists x ∈ MT such that 〈Tx, Sx〉 =
0. As in the proof of Theorem 2.3, equality (2.4) gives
‖Tx+ γSx‖2‖Sx‖2 − |γ|2‖Sx‖4 = ‖Tx‖2‖Sx‖2,
and hence
‖Tx+ γSx‖2 = ‖Tx‖2 + |γ|2‖Sx‖2 (γ ∈ C).
The same proof works for the implication (ii)⇒(i). 
Recently, Turnsˇek [13] introduced a weaker notions of operator Birkhoff-James
orthogonality. It is said that T ∈ B(H) is r-orthogonal to S ∈ B(H), denoted by
T ⊥rB S if ‖T+γS‖ ≥ ‖T‖ for all γ ∈ R. Some applications of the r-orthogonality
in the geometry of Hilbert space operators can be found in [13]. In [13, Corollary
2.6] (see also [2, Theorem 2.6]) the author proved that for compact operator T
on H and S ∈ B(H), we have T ⊥rB S if and only if there exists x ∈ MT such
that
Re〈Tx, Sx〉 = 0. (2.6)
We next give a characterization of r-orthogonality of operators in B(H).
Theorem 2.5. Let T, S ∈ B(H) and suppose that T is compact. Then the fol-
lowing statements are equivalent:
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(i) T ⊥rB S.
(ii) There exists x ∈MT such that for every γ ∈ R
‖Tx+ γSx‖2 = ‖Tx‖2 + γ2‖Sx‖2.
Proof. Let a, b ∈ H. A direct calculation shows that
‖a+ γb‖2‖b‖2 − (Re〈a+ γb, b〉)2 = ‖a‖2‖b‖2 − (Re〈a, b〉)2 (γ ∈ R). (2.7)
As in the proof of Theorem 2.4, the equivalence (i)⇔(ii) follows from (2.6) and
(2.7). The details are left to the reader. 
We finish this section with some new refinements of numerical radius inequal-
ities for Hilbert space operators. The following auxiliary results are needed.
Lemma 2.6. [5] If a, b, e ∈ H and ‖e‖ = 1, then
2
∣∣〈a, e〉〈e, b〉∣∣ ≤ ‖a‖‖b‖+ |〈a, b〉|.
Lemma 2.7. [18, Corollary 2.3] Let T ∈ B(H). Then
‖T‖2 + c2(T ) ≤ ‖Tx‖2 + |〈Tx, x〉|2 ≤ 4w2(T ) (x ∈ H, ‖x‖ = 1).
Theorem 2.8. Let T ∈ B(H) and ξ ∈ C− {0}. Then
(i) ‖T‖2 − w2(T ) ≤ infγ∈C
{
‖T − γI‖2 − c2(T − γI)
}
.
(ii)
(
1− ‖T−ξI‖2
|ξ|2
)
‖T‖2 ≤ w2(T )− c2(T ∗T−ξT ∗)
|ξ|2
.
(iii) w2(T )− w(T 2) ≤ infγ∈C
{
‖T−γT ∗‖2‖T‖2−c2(T 2−γTT ∗)
‖T‖2+c2(T )
}
.
Proof. (i) Suppose that x ∈ H with ‖x‖ = 1. Choose a = Tx and b = −x in
Lemma 2.1 to give
‖Tx‖2 − |〈Tx, x〉|2 = ‖Tx− γx‖2 − |〈Tx− γx, x〉|2 (γ ∈ C),
whence
‖Tx‖2 − |〈Tx, x〉|2 ≤ ‖T − γI‖2 − c2(T − γI) (γ ∈ C).
Thus
‖Tx‖2 − |〈Tx, x〉|2 ≤ inf
γ∈C
{
‖T − γI‖2 − c2(T − γI)
}
. (2.8)
Now, if we take the supremum over all x ∈ H with ‖x‖ = 1 in (2.8), then we get
‖T‖2 − w2(T ) ≤ inf
γ∈C
{
‖T − γI‖2 − c2(T − γI)
}
.
(ii) Put a = −ξx, b = Tx and γ = 1, where x ∈ H, ‖x‖ = 1, in Lemma 2.1.
We get
|ξ|2‖Tx‖2 − |ξ|2∣∣〈x, Tx〉∣∣2 = ‖ − ξx+ Tx‖2‖Tx‖2 − ∣∣〈−ξx+ Tx, Tx〉∣∣2.
Thus
‖Tx‖2 − ∣∣〈Tx, x〉∣∣2 = ‖Tx‖2‖Tx− ξx‖2|ξ|2 −
∣∣〈T ∗Tx− ξT ∗x, x〉∣∣2
|ξ|2 ,
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which implies
‖Tx‖2 − ∣∣〈Tx, x〉∣∣2 ≤ ‖T‖2‖T − ξI‖2|ξ|2 − c
2(T ∗T − ξT ∗)
|ξ|2 .
Taking the supremum over all x ∈ H, ‖x‖ = 1, we deduce
‖T‖2 − w2(T ) ≤ ‖T‖2‖T − ξI‖
2
|ξ|2 −
c2(T ∗T − ξT ∗)
|ξ|2 ,
and then also
(
1− ‖T−ξI‖2
|ξ|2
)
‖T‖2 ≤ w2(T )− c2(T ∗T−ξT ∗)
|ξ|2
.
(iii) Put a = Tx and b = −T ∗x, where x ∈ H, ‖x‖ = 1, in Lemma 2.1. For
any γ ∈ C, we deduce that
‖Tx‖2‖T ∗x‖2 − ∣∣〈Tx, T ∗x〉∣∣2 = ‖Tx− γT ∗x‖2‖T ∗x‖2 − ∣∣〈Tx− γT ∗x, T ∗x〉∣∣2,
that is
‖Tx‖2‖T ∗x‖2 = ∣∣〈T 2x, x〉∣∣2 + ‖Tx− γT ∗x‖2‖T ∗x‖2 − ∣∣〈T 2x− γTT ∗x, x〉∣∣2.
This ensures
‖Tx‖2‖T ∗x‖2 ≤ w2(T 2) + ‖T − γT ∗‖2‖T‖2 − c2(T 2 − γTT ∗). (2.9)
Now, putting a = Tx, b = T ∗x and e = x in Lemma 2.6 gives
2
∣∣〈Tx, x〉〈x, T ∗x〉∣∣ ≤ ‖Tx‖‖T ∗x‖+ |〈Tx, T ∗x〉|,
whence
2|〈Tx, x〉|2 ≤ ‖Tx‖‖T ∗x‖+ |〈T 2x, x〉|.
Thus
2|〈Tx, x〉|2 ≤ ‖Tx‖‖T ∗x‖+ w(T 2). (2.10)
By (2.9) and (2.10), we obtain
2|〈Tx, x〉|2 ≤
√
w2(T 2) + ‖T − γT ∗‖2‖T‖2 − c2(T 2 − γTT ∗) + w(T 2).
Taking the supremum in the above inequality over all x ∈ H, ‖x‖ = 1, we get
2w2(T ) ≤
√
w2(T 2) + ‖T − γT ∗‖2‖T‖2 − c2(T 2 − γTT ∗) + w(T 2),
or equivalently,
(2w2(T )− w(T 2))2 ≤ w2(T 2) + ‖T − γT ∗‖2‖T‖2 − c2(T 2 − γTT ∗).
This yields
w2(T )− w(T 2) ≤ ‖T − γT
∗‖2‖T‖2 − c2(T 2 − γTT ∗)
4w2(T )
.
Furthermore, by Lemma 2.7 we have ‖T‖2+ c2(T ) ≤ 4w2(T ). So, from the above
inequality we get
w2(T )− w(T 2) ≤ ‖T − γT
∗‖2‖T‖2 − c2(T 2 − γTT ∗)
‖T‖2 + c2(T ) (γ ∈ C).
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Finally we conclude that
w2(T )− w(T 2) ≤ inf
γ∈C
{‖T − γT ∗‖2‖T‖2 − c2(T 2 − γTT ∗)
‖T‖2 + c2(T )
}
.

3. Norm-parallelism of operators and an equality condition for
the Davis–Wielandt radius
To establish the following result we use some ideas of [9, Lemma 1].
Theorem 3.1. Let T ∈ B(H). Then the following conditions are equivalent:
(i) T ‖ I.
(ii) dw(T ) =
√
w2(T ) + ‖T‖4.
Proof. (i)⇒(ii) Let T ‖ I. From (2.2), there exists a sequence of unit vectors
{xn} in H such that
lim
n→∞
∣∣〈Txn, xn〉∣∣ = ‖T‖. (3.1)
We have∣∣〈Txn, xn〉∣∣ ≤ ‖Txn‖ ≤ ‖T‖ and ∣∣〈Txn, xn〉∣∣ ≤ w(T ) ≤ ‖T‖. (3.2)
Hence, by (3.1) and (3.2), we obtain
lim
n→∞
‖Txn‖ = ‖T‖ and lim
n→∞
∣∣〈Txn, xn〉∣∣ = w(T ). (3.3)
Also, by the definition of dw(T ) we have√∣∣〈Txn, xn〉∣∣2 + ‖Txn‖4 ≤ dw(T ) ≤√w2(T ) + ‖T‖4 (3.4)
It follows from (3.3) and (3.4) that
dw(T ) =
√
w2(T ) + ‖T‖4
(ii)⇒(i) Let dw(T ) = √w2(T ) + ‖T‖4. So, by the definition of dw(T ), there
exists a sequence of unit vectors {xn} in H such that
lim
n→∞
√∣∣〈Txn, xn〉∣∣2 + ‖Txn‖4 =√w2(T ) + ‖T‖4.
Then we have
lim
n→∞
∣∣〈Txn, xn〉∣∣ = w(T ) and lim
n→∞
‖Txn‖ = ‖T‖. (3.5)
Our aim is to show that w(T ) = ‖T‖, and hence by (3.5) we obtain
lim
n→∞
∣∣〈Txn, xn〉∣∣ = ‖T‖,
or equivalently T ‖ I. Write
Txn = αnxn + βnyn (3.6)
with 〈xn, yn〉 = 0, ‖yn‖ = 1 and αn, βn ∈ C. It follows from (3.5) and (3.6) that
αn = 〈Txn, xn〉, βn = 〈Txn, yn〉, limn→∞ |αn| = w(T ) and
lim
n→∞
|αn|2 + |βn|2 = ‖T‖2.
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Put γn = 〈Tyn, xn〉, δn = 〈Tyn, yn〉 and Tn =
[
αn γn
βn δn
]
. Since
|αn| ≤ w(Tn) ≤ w(T )
then
lim
n→∞
w(Tn) = w(T ). (3.7)
Furthermore, we have
|αn|2 ≤ w
([
|αn|2 αnγn+αnβn2
αnβn+αnγn
2
αnδn+αnδn
2
])
= w
(
Re(αnTn
) ≤ w(αnTn) ≤ w2(T ).
Thus limn→∞w
(
Re(αnTn
)
= w2(T ) and limn→∞
αnγn+αnβn
2
= 0. It follows that
lim
n→∞
|γn| = lim
n→∞
|βn|. (3.8)
On the other hands, we have
T ∗nTn =
[|αn|2 + |βn|2 αnγn + βnδn
αnγn + βnδn |γn|2 + |δn|2
]
.
Therefore, we obtain
|αn|2 + |βn|2 ≤ ‖T ∗nTn‖ = ‖Tn‖2 ≤ ‖T‖2.
It follows from the above inequality that limn→∞ ‖T ∗nTn‖ = ‖T‖2 and hence we
get limn→∞ αnγn + βnδn = 0. This yields
lim
n→∞
|δn| = lim
n→∞
|αn|. (3.9)
By (3.8) and (3.9) we reach
lim
n→∞
|γn|2 + |δn|2 = lim
n→∞
|αn|2 + |βn|2 = ‖T‖2,
from which we get
lim
n→∞
T ∗nTn =
[‖T‖2 0
0 ‖T‖2
]
.
It follows that
lim
n→∞
w(Tn) = ‖T‖. (3.10)
From (3.7) and (3.10) we conclude that w(T ) = ‖T‖. 
As a consequence of Theorem 3.1, we have the following result.
Corollary 3.2. Let T ∈ B(H). Then the following conditions are equivalent:
(i) dw(T ) =
√
w2(T ) + ‖T‖4.
(ii) w(T ) = ‖T‖.
(iii) dw(T ) = ‖T‖√1 + ‖T‖2.
(iv) T ∗T ≤ w2(T )I.
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Proof. The equivalence (i)⇔(ii) follows from the proof of Theorem 3.1.
(i)⇒(iii) This implication follows from the equivalence (i)⇔(ii).
(iii)⇒(i) Let (iii) holds. Since w(T ) ≤ ‖T‖, we have
‖T‖
√
1 + ‖T‖2 = dw(T ) ≤
√
w2(T ) + ‖T‖4 ≤ ‖T‖
√
1 + ‖T‖2,
and so dw(T ) =
√
w2(T ) + ‖T‖4.
(i)⇔(iv) By the equivalence (i)⇔(ii), dw(T ) = √w2(T ) + ‖T‖4 if and only
if w(T ) = ‖T‖, that is, ‖Tx‖ ≤ w(T )‖x‖ for all x ∈ H. This is equivalent
to ‖Tx‖2 ≤ w2(T )‖x‖2 for all x ∈ H, that is, 〈Tx, Tx〉 ≤ 〈w2(T )x, x〉 for all
x ∈ H, and finally 〈T ∗Tx − w2(T )x, x〉 ≤ 0 for all x ∈ H, or equivalently,
T ∗T ≤ w2(T )I. 
Recall that if x, y ∈ H, then ‖x⊗y‖ = ‖x‖‖y‖ and w(x⊗y) = 1
2
(|〈x, y〉|+ ‖x‖‖y‖),
where x⊗y is the rank one operator defined by (x⊗y)(z) := 〈z, y〉x for all z ∈ H.
Corollary 3.3. For x, y ∈ H, the following conditions are equivalent:
(ii) dw(x⊗ y) =√w2(x⊗ y) + ‖x⊗ y‖4.
(ii) The vectors x and y are linearly dependent.
Proof. This follows form the equivalence (i)⇔(ii) of Corollary 3.2. 
For T ∈ B(H) the following results were obtained in [19]:
T ‖ I ⇔ T ‖ T ∗ and T ‖ I ⇔ T ∗T ‖ T ∗. (3.11)
As an immediate consequence of (2.2), (3.11) and Theorem 3.1, we have the
following result.
Corollary 3.4. Let T ∈ B(H). The following statements are equivalent:
(i) dw(T ) =
√
w2(T ) + ‖T‖4.
(ii) There exists a sequence of unit vectors {xn} in H such that
lim
n→∞
∣∣〈T 2xn, xn〉∣∣ = ‖T‖2.
(iii) There exists a sequence of unit vectors {xn} in H such that
lim
n→∞
∣∣〈TT ∗Txn, xn〉∣∣ = ‖T‖3.
Corollary 3.5. Let H be a finite dimensional Hilbert space and T ∈ B(H). The
following statements are equivalent:
(i) dw(T ) =
√
w2(T ) + ‖T‖4.
(ii) There exists a unit vector x ∈ H such that |〈Tx, x〉| = ‖T‖.
(iii) There exists x ∈ MT such that for every γ ∈ C the vectors Tx + γx and
x are linearly dependent.
Proof. This follows immediately form (2.3) and Theorems 3.1, 2.3. 
The following example shows that the condition of finite dimensionality in the
implication (i)⇒(ii) of Corollary 3.5 is essential.
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Example 3.6. Consider the shift operator T : ℓ2 −→ ℓ2 defined by
T (ξ1, ξ2, ξ3, · · · ) = (0, ξ1, ξ2, ξ3, · · · ).
One can easily observe that dw(T ) =
√
w2(T ) + ‖T‖4 = √2, but there is no unit
vector x ∈ ℓ2 such that |〈Tx, x〉| = ‖T‖.
For a subspace H0 of a Hilbert space H let SH0 = {x ∈ H0 : ‖x‖ = 1} and
‖T‖H0⊥ = sup
{‖Tx‖ : x ∈ H0⊥, ‖x‖ = 1}. Let us quote a result from [20].
Lemma 3.7. Let T ∈ B(H). If SH0 = MT , where H0 is a finite dimensional sub-
space of H and ‖T‖H0⊥ < ‖T‖. Then for any S ∈ B(H) the following statements
are equivalent:
(i) T ‖ S.
(ii) There exists a unit vector x ∈ H0 such that |〈Tx, Sx〉| = ‖T‖‖S‖.
As an immediate consequence of Theorem 3.1 and Lemma 3.7, we have the
following result.
Corollary 3.8. Let T ∈ B(H). If SH0 = MT , where H0 is a finite dimensional
subspace of H and ‖T‖H0⊥ < ‖T‖. Then the following statements are equivalent:
(i) dw(T ) =
√
w2(T ) + ‖T‖4.
(ii) There exists a unit vector x ∈ H0 such that |〈Tx, x〉| = ‖T‖.
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