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INTRODUCTION
There are a variety of compilation methods that can be used for calculating consensus values, mean or dispersion of data [1] [2] . Often those compiling the data are not certain which method to use. This paper compares three potential methods for computing consensus values. One method uses weighted averages of the data, where the weights are chosen as the inverses of the fractional error in the data values [3] . This weighted mean method applies a larger weight to data values that have smaller uncertainty. It assumes that the measurement uncertainty is determined consistently. A second method for compiling data is an outlier removal method [4] . This method uses an algorithm that calculates a median value and removes data that vary by more than a specified amount from the median. An unweighted averaging technique can then be applied to the remaining data values. The third method computes an unweighted mean value. The data sets used for the comparison are twelve on-axis antenna gain values and accompanying measurement uncertainties.
II. COMPILATION METHODS

Weighted Mean
The weighted mean value compilation method applies weighted averages. The weights are chosen as the inverses of the uncertainty in the data values. Beginning with on-axis gain values, (dB) and uncertainties, ∆ (dB), where, i refers to the i th data set. where N is the number of data sets and the variability between data sets is assumed to be 0.
Finally, compute the value of weighted mean of the on-axis gain values in dB, ′ 10 log , and the uncertainty for the compiled weighted mean, ′ 10 1 .
Outlier Removal
The outlier removal compilation method tests for the presence of outliers. First, estimate the standard deviation σ of the underlying distribution. The most common such estimate is just the standard deviation of the sample, or data set in this paper. However, the sample standard deviation is itself quite sensitive to outliers, a more robust estimate can be obtained by using the Median of Absolute Deviations (MAD) [4] .
Beginning with,
Where, Gmed is the median of the sample {Gi }, and the factor of 1.596 is a normalization factor that produces the correct estimate of σ for Gaussian error distributions (i.e., in the absence of outliers). A value of Gi which differs from the median by more than 2.5 times S(MAD) is commonly considered an outlier, and the criterion to test each point.
If
the sample Gi is identified as an outlier and is removed from the averaging process.
For this exercise the remaining on-axis gain values are compiled as an unweighted mean, Goutlier removal, defined as,
where Gi are the remaining on-axis gain values and N' is the number of remaining gain values after outlier removal.
The uncertainty after outlier removal, u(Goutlier removal), defined as,
where Gi are the values of the remaining on-axis gain values and N' is the number of remaining gain values after outlier removal.
It is important to note that the gain values and uncertainties are converted to linear values before calculations, as in the weighted case, and then converted back to dB values.
Unweighted Mean
The unweighted mean method is a simple average of all of the on-axis gain values, Gunweighted mean, defined as,
where Gi are the on-axis gain values and N is the number of gain values.
Similarly, the uncertainty for the unweighted mean of the on-axis gain values, u(Gunweighted mean), is defined as, 1 1 , where N is the number of gain values.
Again gain values and uncertainties are converted to linear values before the calculations then converted back to dB values.
III. MEASUREMENT DATA SETS
The data sets are twelve, independent measurement of onaxis antenna gain values and accompanying measurement uncertainties. The measurements were performed at three different frequencies listed as f1, f2 and f3. These gain values and uncertainties are listed in Table I and are shown graphically in Fig. 1 . For ease in viewing, the values are plotted nominally with respect to the measurement frequency. 
IV. APPLICATION OF COMPILATION METHODS
Weighted Mean
First, the weighted mean compilation method is applied to the on-axis gain values for the three measurement frequencies. The results are listed in Table II. 
Unweighted Mean
Finally, the unweighted mean compilation method is applied to the on-axis gain values for the three measurement frequencies. The results are listed in Table IV. The results after applying each compilation method to the twelve data sets at the three measurement frequencies are listed in Table V . These results are also shown graphically along with the on-axis gain values in Fig. 2 . For ease in viewing, the values are plotted nominally with respect to the measurement frequency.
The results are comparable for the compilation. The compiled results are the same for f1 except for the uncertainties. This is expected due to the close grouping of the on-axis gain values except for the two outlier data sets 8 and 9. The outliers offset each other for the unweighted mean method, are not included in the outlier removal method and due to their large measurement uncertainty have little effect in the weighted mean method. There are three outlier on-axis gain values for the measurements at f2 and f3, data sets 8, 9 and 10. The difference between compiled results is greatest at f3. The compiled uncertainties are smallest for the weighted mean results. 
VI. CONCLUSION
Three potential compilation methods for computing consensus values were compared using on-axis antenna gain values and associate uncertainties. The compiled gain values compared favorably. The unweighted mean method at f3 differs by the largest amount, but is still within the uncertainty. The uncertainty determined by outlier removal method is larger at f1. The outlier removal method is probably better suited for data sets where the calculated uncertainties are suspect and the comparison can afford to remove data sets. The weighted mean method allows for all data sets to be used in the compilation, which is important for small samples sizes. However, it assumes that the uncertainties are reasonable.
There are a variety of methods used to compile data. One method is not necessarily better, or more correct than another. However, it is important to inform associated parties of the method used and to provide the relevant data for result verification and additional calculation.
