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Abstract 
Usmani, R.A., The use of quartic splines in the numerical solution of a fourth-order boundary value problem, 
Journal of Computational and Applied Mathematics 44 (1992) 187-199. 
This paper derives via uniform quartic polynomial splines a few new consistency relations connecting the 
quartic spline function values at midknots and the corresponding values of the second and fourth derivatives, 
respectively. It is shown how these relations may be used in an algorithm for computing approximations to the 
solution and its higher derivatives for a linear fourth-order boundary value problem. Two numerical 
illustrations are also included to demonstrate the practical usefulness of our algorithm. 
Keywords: Finite-difference method; monotone matrix, quartic spline; two-point boundary value problem. 
1. Definition of the problem 
We shall consider a smooth approximation of the solution of the following two-point 
boundary value problem: 
Ly=y(4)+f(x)y=g(x), -w<a<x<b<m, 
y(a) -A, =y(b) -A, =y”(a) -B, =y”(b) -I?, = 0, 
(1.1) 
where Ai, B,, i = 1, 2, are finite real constants. The functions f(x) and g(x) are continuous on 
the interval [a, b]. The problem of this type arises in plate deflection theory. For example, see 
the discussion on the deflection of an elastic simply supported beam in [7,9,12,14]. 
The analytical solution of the system (1.1) cannot be obtained for arbitrary choices of f(x) 
and g(x). We usually resort to discrete variable methods for obtaining an approximate solution 
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of the system. Finite-difference methods [3,5] can be used for the numerical approximation of 
the solution of (1.1) over a discrete set of points c [a, b]. In [12] the author has developed and 
analysed finite-difference methods for solving (1.1) and their performance is compared with a 
modified shooting technique employing a fourth-order Runge-Kutta method. The author has 
also proved that the boundary value problem (1.1) has a unique solution provided 
4 
inff(x) = -7-j > - 2 . x [ 1 (1.2) 
The proof of the preceding result is in [ll, p.3301. The inequality (1.2) is the best possible in the 
sense that “ > ” cannot be replaced by “ 2 “. This fact is apparent from the example 
Y (4) _ T4y = 0, y(0) =y(l) =y”(O) =y”(l) = 0, (1.3) 
which has as its solution 
Y(X) = C, sin( TX), 
for arbitrary values of C,. 
(1.4) 
The possibility of using spline functions for obtaining an approximate solution of (1.1) is 
briefly discussed in [2]. The author has studied an 0(h2> method employing quintic spline 
functions in C4[a, b] for solving (l.l), see [12,14]. The advantage of this approach is that it 
approximates y(x) by a different quintic in each subinterval [xi, xi+i], i = 0, 1,. . . , n; thus 
giving approximations not only for y(x), but also for the derivatives Y(~)(X), p = 1, 2, 3, 4, at 
every point of the closed interval [a, b]. Another method based on sextic spline functions in 
C5[a, b] is also described for solving (1.1) in [14]. Note that these methods employ polynomial 
splines of degree m 2 5 and use consistency relations at uniformly spaced knots xi. 
Our main purpose here is to approximate y(x) satisfying (1.1) via quartic spline functions 
E C3[a, b]. This approach will employ consistency relations at midknots. We begin by the 
development of these consistency relations using quartic splines in the next section. 
2. Consistency relations 
We first introduce a finite set of grid points, xi by dividing the interval [a, b] into n equal 
parts. We assume that IZ 2 5 and 
$=a+&, i=o, l)...) Iz, 
b-u 
x,=b and h=- 
(2.1) 
xg=u, 
n . 
Also, let y(x) be the exact solution of the system (1.1) and si be an approximation to yi = y(ni> 
obtained by the quartic Q,(X) passing through the points (xi, si> and (xi+i, si+i>. Let us write 
QJx> in the form 
i=O,l,..., n-l. (2.2) 
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Thus, our quartic spline is now defined by the relations 
(i) 44 = Qd-4, XEIXi,Xi+l], i=O,l,..., n-l, 
(2.3) 
(ii) S(X) E C3[ a, b] . 
We first develop explicit expressions for the five coefficients in (2.2) in terms of s~+~,~, Di, 
Mi+ l/27 ‘i and Fi+1/2 
where we write 
Q;(q) = Di, QXxi+,,z) =W+I,D 
Q[“(.q) = T):, Qi4)(xi+1/2) =Fi+1/2’ 
Using the five equations, namely 
(i) Qi(Xi+l/2) =Si+1/2, 
(ii) Ql( xi) = Di, 
(iii) Ql’(xi+l,2) =4+11/2y (2.4) 
(iv) Qi”(x,) = q, 
(v) Qj4)(Xi+l/2) =4+1/2, 
we obtain via a long straightforward calculation 
ai = ‘F. 
24 r+1/2’ bi=+T, 
Ci = ;M. 
1+1/2 - fhT, - &h2Fi+,,, , di = Di, (2.5) 
ei = si+ l/2 - ihDi - $h2Mi+1,2 + &h”q + $h4Fi+I,2, i = 0, 1,. . . , n - 1. 
We next invoke the condition 2.3(u), that is the continuity of quartic spline S(X) and its 
derivatives up to order three at the point (xi, si> where the two quartics Qi_i(x> and Q(X) join. 
Thus 
Q;“‘,(x,) = Q;“‘(x& /..L = 0, 1, 2, 3, 
which on using (2.2) and (2.5) yield the relations 
h(D, +Di-1) =2(~i+i,2 -si-i,J - ih2(Mi+l/2 + 3M,-i,2) 
+ &h”(T + q_,) + &h4(5Fi+1,2 + 3F;:-1,2), 
h(D, - DjJ = h2Mj_,,, + &h4Fi+,, 
h(T, + T-1) = 2(Mi+1/2 -Mi-11,) - ih2(Fi+1/2 + 3Fi-1/2)7 
h(T, - T_,) = h2Fi_I,2. 
From (2.6)-(2.81, we obtain 
(2.6) 
(2.7) 
(2.8) 
(2.9) 
hD,=(~,+,/2--~i-~/2)-~h~(Mi+,/,-M~-,/,) + &h4(Fi+l/2-I;;-1/2)* 
In a similar manner (employing simple algebraic manipulations) we obtain 
hi? = (Mi+l,2 -Mi-l,,) - $h2(&+l,2 -I;;.-l/2), 
(2.10) 
(2.11) 
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h*Mi-1,2 = (Si+1,2 -2Si-,,2 +Si-3,2) - &h4(&+l12+ 3OE;;-,,, +Fi-3,2), (2.12) 
h*Fi_ I,/2 = “(Si+1/2-2Si-l/2+Si-3/2) - ih*(Mi+1/2 +46Mi-l/2 +Mi-3/2), (2.13) 
h2(M,+l/2-‘M,-1/2+M,-3/2)=$h4(~+1/2+6Fi-1/2+F;-3/2). (2.14) 
The elimination of Fi+1,2 from (2.13) and (2.14) gives 
Si+l/* + 4Si+l/2 - 1osi-1/2 + 4si-3/2 + Si-S/2 
= &h*(Mi+3/2 + 76Mi+,/2 + 23OMi_l/2 + 76Mi_3/2 +Mi-s/2)* (2.15) 
Similarly, the elimination of Mifl,* from (2.12) and (2.14) yields 
‘i+3/2 - 4Si+l/2 + 6si-*/2 - 4si-3/2 + ‘i-S/* 
= &h4[ F;+3/2 + 76&+r/, + 23OF,_r/, + 76Fi-3/2 + Fi-s/z] > (2.16) 
i=3,4 , . . . , II - 2, where Fi = -fisi + gi with fi -f(xi) and gi = g(x,>, see [6] also. 
The relation (2.16) gives y1 - 4 linear algebraic equations in the II unknowns si+ r,*, 
i=o, 1 ,**., n - 1. We need four more equations, two at each end of the range of integration, 
for the direct computation of si+r,*. 
The following relations are developed near x = a [see the Appendix for the development of 
(2.1711: 
- 6s, + lOs,,, - 5s3,* + s5,* = - $h2Mo + &h4( 154F,,, + 75F3,, + F5,*), 
2s0 - 5sl,2 + 6s3,2 - 4s5,2 + s7/2 
(2.17) 
= - +h*M,, + &h4(75FI,* + 23oF,,, + 76F,,, + F7,*). 
Two similar relations are developed near x = b, namely, 
S n-7/2 - 4s n-5/2 + 6%3,2 - 5%-l/2 + al 
= - +h*M, + $,h4(F,,_7,2 + 76F,_,,, 4 23oF,_,,, + 75F,_,,,), 
S n-5/2 - 5s n -3/2 + “%I - l/2 - %z 
= - ;h*M,, + &h4(F,,_5,2 + 75F,,,,, + 154F,_,,,). 
(2.18) 
(2.19) 
(2.20) 
Remark. The consistency relations (2.6)-(2.20) can also be developed in an alternative way by 
making use of the B-splines 
n-l 
s(x)= c apes (2.21) 
p= -4 
where 
Q,(x) = ; ,i ( -l)i( ;)(x -i,“+. 
* t=o 
(2.22) 
For details of B-splines, see [8]. 
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3. Quartic spline solution 
The quartic spline solution of (1.1) is based on the linear equations given by (2.16)--(2.181, 
i=3,..., II - 2, (2.19) and (2.20). Let 
y= (Yi+1,2)7 S = (%+1/A c = (Ci), T= (ti), E = @i+1,2) 
be n-dimensional column vectors. Then we can write the standard matrix equations for our 
method in the form 
(i) MY=C+T, 
(ii) MS = C, (3.1) 
(iii) ME = T. 
We also have 
M=M, + &h4BF, F = diag(fj+1,2), (3.2) 
and M, and B are five-band matrices. The five-band symmetric matrix M, has the form 
10 -5 1 
-5 6 -4 1 
1 -4 6 -4 1 
M,= 
1 -4 6 -4 1 
1 -4 6 -5 
1 -5 10 
where the tridiagonal matrix P = [ pij] is such that 
3, i =j = 1, ~1, 
2, i=j=2,3 ,..., n-l, 
Pij = I 
-1, Ii-j1 = 1, 
0, otherwise. 
The five-band symmetric matrix B has the form 
B= 
.154 75 1 
75 230 76 1 
1 76 230 76 1 
1 76 230 76 1 
For the vector C, we have 
1 76 230 76 1 
1 76 230 75 
1 75 154 
=P2, (3.3) 
(3.4) 
(3.5) 
‘6A, - $h*B, + $~~(154g,,~ +75g3,2 + g,,,), i=l, 
-2A, - fh2B, + $,~4(75s,,, +23Og,,, +768,/z + g,,,), i = 2, 
Ci= ( &h4(gi-s/2 +76g,-,,, +23Og;p,,2 +76g,+l,z + gi+&> i=3 ,...,n -2, (3.6) 
-2A,-$h2B2+~h4(gn-7,2+76g,-5,2+2308,~3,2+75g,~,,2)r i=n-1, 
,6A2-~h2B,+~h4(gn-5,2+75g,~3,2+154g,-1,2), i=n. 
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Note that the ith equation of system (3.1)(i) is 
yi+3/2 - 4yi+1/2 + 6yi-1/2 - 4yi-3/2 +Yi-512 
= &h”[ y!y3,2 + 76~!$)1,2 + 230~~1(?,,2 + 76y!?3,2 + y!?5,2] + ti, 
i = 3, 4,. . . ) n - 2. (3.7) 
The terms yi+3/2, y!?3/2, etc. can be expanded around the point xi using Taylor series and the 
expression for ti, i = 3, 4,. . . , n - 2, can be obtained. Expressions for ti, i = 1, 2, II - 1, n, are 
obtained in an analogous manner. It turns out that 
’ - &h6yf) + O(h7), i = 1, 
- ~h%~) + O(h7), i = 2, 
ti = ( - $h6y!@ + 0(h7), i=3 ,...,n-2, 
- &h6yi6) + 0(h7), i = n - 1, 
(-&h6yi6)+O(h7), i=n, 
w 
and 
11 T 11 = $h6M6, M6 = my 1 y(:‘, 1. (3.9) 
We shall prove that system (3.l)(ii) under certain conditions can be solved uniquely. 
The determination of s~+~,~, i = 0, 1,. . . , n - 1, can now be effected by solving the system of 
linear equations (3.l)(ii). We next compute &+,,,, i = 0,. . . , n - 1, using the differential 
equation (1.1). Note that F, and F, can also be computed using the differential equation since 
s0 and s, are known. We next compute Mi+l,2, i = 2,. . . , n - 1, using (2.12), and M1,2 and 
M n_1,2 are finally computed by (2.15). Di is evaluated by (2.10) for i = 1, 2,. . . , n - 1, and D, 
and 0, are obtained by (2.7). Finally, c, i = 1, 2,. . . , n - 1, is evaluated by (2.11), and then T,, 
and T, are obtained by (2.9). 
We remark that the knowledge of s~+~,~, Di, Mi+1,2, q and Fi+ 1,2, i = 0, 1,. . . , II - 1, 
enables us to write down Q,(X), i = 0, 1,. . . , n - 1, as given by (2.2). Thus, the quartic spline 
s(x) approximating y(x) satisfying (1.1) is determined. 
4. Properties of the matrices M and M,, 
Any further analysis now depends on the properties of the matrices M, and M. 
The matrix M, = P2 where the matrix P is given by (3.4). The explicit inverse of P-l = [aij] 
is known [lo]. In fact 
(4.1) 
Consequently the matrix P, hence the matrix M,,, is a monotone matrix [lo]. 
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Let M;’ = [pii]. Then the element pij can be obtained on multiplying the ith row of P-‘, 
namely 
& [(2(n - i) + I}, 3(2(n - i) + l}, . . ., (2i - 1)(2(n - i) + I}, 
(2i - 1)(2(n - i) - l}, . . .) (2i - 1). 3, (2i - 1). 11) 
by the jth column of P-‘, namely 
~[1~(2(n-j)+1},3~(2(n-j)+1},...,(2j-1)(2(n-j)+1}, 
(2j - 1)(2(n -j) - l}, . . . , (2j - 1) - 3, (2j - 1) * l] *. 
Here * denotes the operation of transposition. 
We assume i a j; then 
(4.2) 
(4.3) 
16n2Pij = (“il’~lj + . . . +“ij’~jj) + (‘Yi,j+laj+l,j + . . . +‘~ii”ij) 
+Cai,i+l”i+l,j + * * ' +ainanj) 
= f: cyik'ykj + i cYik(Ykj + k cYikakj 
k=l k=j+l k=i+l 
= (2(n - 1) + 1) * (2(n -j) + 1) i (2k - 1)2 
k=l 
+ (2(n - i) + 1) . (2j - 1) i (2k - 1)(2(n -k) + I] 
k=j+l 
+ (2i - 1)(2j - 1) (2(n - k) + 1)’ 
k=i+l 
= (2(n - i) + I} * (2(n -j) + I} * +j(4j’ - 1) 
+ (2(n -i) + 1) * (2j - l)[$( -4i2 + 6ni + 1) - ij( -4j2 + 6nj + l)] 
+(2i - 1)(2j - 1)+(4(n -i)” - l), (4.4) 
using 
(i) 
(ii) 
(iii) 
f: (2k - 1)’ = +j(4j’ - l), 
k=l 
i (2k - 1)(2(n -k) + I} 
k=j+l 
= ii[ -2(i + 1)(2i + 1) + 6(” - l)(i + 1) - 3(2n + l)] 
- ij[ -2( j + 1)(2j + 1) + 6(n + l)( j + 1) - 3(2n + l)], 
2 
k=i+l 
[2(n -k + l)]” = +(n - i)[4(n -i)’ - 11. 
(4.5) 
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In (4.41, the sum of the first and third term is 
- inj(j - 1)(2j - 1)[2(n -i) + l] = - $z(4j3 - 6j2 + 2j){2(n -i) + I), 
and the sum of the second and fourth term is 
$2(2j - 1){4i3 - 6(2n + l)i* + 4n(2n + 3)i - (4n* - l)}. 
Using these expressions in (4.4), we obtain for i 2 j, 
48npij = (2j - 1)(4i3 - 6(2n + l)i* + 4n(2n + 3)i - (4n* - 1)) 
- (4j3 - 6j2 + 2j){2(n -i) + 1). (4.6) 
Since M;’ is a symmetric matrix, hence on interchanging i and j in the preceding expression, 
we obtain pij for i G j. The results obtained so far are summarized in the next lemma. 
Lemma 1. The symmetric matrix M, is irreducible and monotone and if A4g1 = [PijI, then Mi’ is 
symmetric, satisfying M- ’ > 0 and 
48npij = (2i - 1){4j3 - 6(2n + 1)j” + 4n(2n + 3)j - (4n* - l)} 
-{2(n -j) + l}(4i3 - 6i2 + 2i), i< j. 
In particular, for n = 5, 
I 
33 63 65 47 17 
63 161 175 129 47 
M,’ = &, 65 175 225 175 65 
47 129 175 161 63 
17 47 65 63 33 
This inverse can be used in the verification of the formulas (4.7) and (4.8) which we establish 
next. 
We define Ri = Cy,i I pij I = Cjnzlpij, then I\ M;’ II m = maxiR,. It follows that 
or 
Remark, 
4&R,= b Pij + 2 Pij 
j=l j=i+1 
= [6i5 - 7(2n + l)i4 + (8n2 + 12n - 2)i3 + (-4n2 + 2n + 2)i*] 
+ [ -6i5 + (16n + 7)i4 - (12 n* + 16n - 2)i3 + (lOn* - 4n - 2)i2 
+ (2n4 + 2n2 + 4n)i - (n” + 2n*)] (by Lemma 1) 
= 2ni4 - 4n(n + l)i3 + 2n(3n - l)i* + 2n(n3 + n + 2)i - n(n3 + 2n), 
48R, = 2i4 - 4(n + l)i3 + 2(3n - l)i* + 2(n3 + n + 2)i - (n” + 2n). 
Ri can also be computed by solving the discrete boundary value problem 
a4Ri = 1, 
(4.7) 
lOR,-5R2+R3= -5R,+6R,-4R3+R4=1, 
R n-3 - 4R,_, + 6R,_, - 5R, = R,_, - 5R,_, + lOR, = 1, 
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which is also equivalent to the following discrete system: 
a4Ri=l, R,+R,=R_,+R,=R,+R,+,=R,~,+R,+,=O. 
Consider Ri as a function of the real variable i. Then Ri is symmetric in the interval [l, n] 
and it is easy to show that Ri has its maximum for i = i(n + 1). Note also that 
dRi 
~ = 4i3 - 6(n + l)i2 + 2(3n - 1)i + (n” +n + 2) = 0, 
di 
for i = i(n + l), 
and d2Ri/di2 < 0 for this value of i. The infinity norm of IV&’ must be restricted to an integral 
value of i and therefore 
II M,’ II m < R,,, + ,),z, 
with equality holding only if n is odd. We substitute i = i(n + 1) into (4.7) to find Rcn+,j,2. An 
easy calculation yields 
IIM,’ IIm~R~,+,~,2 = &(5n4 + 10n2 + 9). (4.8) 
Lemma 2. 
II M,’ II ,< &4[5(h -Lq4+ lO(b --)*h”+ 9/z”] =0(X4). 
The lemma follows easily from (4.8) and (2.1). 
Lemma 3. The matrix M given by (3.2) is nonsingular, provided that 
Klf(-q <I, 
where K = &[5(b - aj4 + 10h2(b - a)* + 9h4]. 
Remark. It is important to note that condition (4.9) is only a sufficient condition. 
P-9) 
The proof of this lemma follows from the following statement. If T is a square matrix of 
order n and ]I T II < 1, then (I + T) is nonsingular [4, (2.4.111. 
As a consequence of Lemma 3, the discrete boundary value problem (3.1)(G) has a unique 
solution if K[f(x) I < 1. 
5. Error bound 
Our main purpose now is to derive a bound on (I E II m. We now turn back to the error 
equation (3.l)(iii) and rewrite it in the form 
E =M-‘T= (M,+ $h”BF)-IT= (I+ &h4M,-‘BF)-1M;1T 
and 
II E Ilm G 
~~M,yl~~mllTllm 
1 - ($&4)IIM;1~/,II B II II F II 
KM,h* 
< 24(1 _ I f(~) I K) (by (3.9) and Lemmas 2 and 3) 
= Gh2, (5-l) 
196 
where the constant 
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5( b - a)“k$ 
G = 24(384 _ 5(b _ a)” 1 f(x) I) and M6 = .?lzb ’y(6vx) ‘* 
We summarize the above results in the next theorem. 
Theorem 4. Let y(x) be the exact solution of the continuous boundary value problem (1.1) and let 
Yi+l/ZP i=O, l,..., n - 1, satisfy the discrete boundary value problem (3.1)(n). Further, if 
ei+1/2 =yi+1/2 -si+1/2, then 
II E II m = 0(h2), 
given by (5.1), neglecting all errors due to round-off, provided K I f(x) I < 1. 
6. Numerical examples 
numerical examples illustrating the comparative performance of our We now consider two 
present method (3.1)(u), 
numerically the system (1.1). 
Consider 
with the earlier numerical methods described in [12,14] for solving 
yc4)+xy= -(8+7x+x3)eX, O<x<l, 
Y(0) =y(l) = 0, y”(0) = 0, y”(1) = -4 e. 
The analytical solution of the preceding differential system is 
y(x) =x(1 -x) ex. 
All computations are performed in double-precision arithmetic using a computer 
University of Manitoba, Winnipeg. The observed maximum errors (in absolute value) 
(6.1) 
(6.2) 
at the 
associ- 
ated with y@“ Al. = 0, 1, 2, 3, are displayed in Table 1 based on method (3.1)(n). The choice of 
the above boundary value problem is due to the fact that it satisfies the conditions of Theorem 
4. 
Table 1 
Observed maximum errors in absolute value in yj“), p = 0, 1, 2,3 
Yi Y: YI y[” 
0.161. lo-’ 
0.424.10W3 0.121.10-* o.153.10p* 0.349.10-l 
o.108.10-3 0.323.10-3 o.200~10-3 0.846.10-’ 
0.270.10-4 0.822.10-4 0.255.10 -4 0.208.10-2 
0.675.10-5 0.206.10-4 0.321.10-5 0.517.10-3 
0.169.10-’ 0.516.10-’ 0.403.10-6 0.129.10-3 
0.413.10-6 0.126.10p5 0.496.10-7 o.319.10p4 
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The entries of Table 1 do confirm that our present method is a second-order convergent 
process as predicted by Theorem 4. 
The computation of derivatives of order greater than four can be best carried out by 
overdifferentiation of the differential equation in (1.1). For instance, 
yi5’= -(fi’yi +f,yl) +g;, i = 0, l)...) II, 
= _(fi’Si +f&) +g;. 
Another important observation from the entries of Table 1 is that our present method 
produces numerical results that are marginally better than those obtained either by finite-dif- 
ference methods or by quintic spline approximations of the same order [12,14], (see [14, Table 
1, p.2101 for comparison as well; also see [12, Table 1, p.2011). 
We noted in [14] that for quintic spline approximations 
maxi y!“) - ~j~)l< K,h*, m = 0, 1, 2, 3, 4. 
However, in our present paper, we note that (see the entries of Tables 1 and 2) 
maxi y!“’ - sj”’ 1 < 
i 
k,h*, m=o, 1,3, 
Zt,h3, m =2. 
We next consider the differential system 
Y (4)-xy = -(11+9x +x2-x3) eX, 
Y(-1) =y(l) =o, y”(l) = - ;. 
(6.3) 
The analytical solution of the preceding system is 
y(x) = (1 -x2) e’. (6.4) 
The observed maximum errors (in absolute value) associated with yl’“), p = 0, 1, 2, 3, for the 
system (6.3) are briefly summarized in Table 2. The entries of Table 2 also confirm that our 
present method produces results marginally better than those obtained either by finite-dif- 
ference or by quintic spline methods of the same order [12,14]. To be precise, the observed 
maximum errors in absolute value in yi by quintic spline [14] are approximately twice the error 
observed in our present method for both numerical examples. 
Table 2 
Observed maximum errors in absolute value in Y!~), p = 0, 1,2,3 
Yi Yl YI y; 
o.S33.10-’ 0.251~10-’ 0.136.10-’ 0.816~10~’ 
0.465.1OW’ 0.670.10p2 0.175~10-~ 0.197.10-’ 
0.117~10~2 0.170~10~2 o.22l.1o-3 0.485.10-2 
0.294.10-3 0.428.10-3 0.278.10-4 0.120~10~* 
0.734.1oP 0.107.10-3 0.349.10-s o.300~10-3 
0.184.10-4 0.268.10-4 0.436.10p6 0.747. 1o-4 
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To broaden the scope of our work, we have experimented with several other test problems of 
the form (1.1) in which f(x) has constant as well as variable signs in the range of integration 
[a, b]. The conclusions drawn from those experiments are identical to those drawn from the 
boundary value problems (6.1) and (6.3). 
Appendix 
We shall develop the consistency relation (2.17) by making use of the B-spline Q&X) given by 
(2.22). We thus consider the quartic spline function of the form 
n-1 X 
s(x)= c ay,Qs --P , 
p= -4 i i h 
(A4 
with undetermined coefficients (Y_~, (Y_~, . . . , (Y,-~. ClearlY, 
n-l 
s(o) = C cx,Q,( -P) = a_4Q5(4) + “-3Q5(3) + ‘y-zQ#) + =,Q,P) + ~oQd0) 
p= -4 
or 
= $(a_4 + 11a_, + lla-, + Q) (by (2.22)) 
384s(O) = 16[ CL‘, + Ha-, + lla_, + ~11. 
In analogous manner we obtain 
(A4 
384s(+) = (Y_~ + 76~ + 230a_, + 76~~ + ~~07 
384s( +) = (Y_~ + 76a_, + 230~~ + %a,+ al, 
384.q 4) = a_,+ 76a_, + 23Ocu, + 76q + a2. 
Differentiate (A.11 twice to obtain 
(A-3) 
(A.4) 
VW 
/&“(X) = px4ap[ Q,(; -P) - 2e,(; -J’ - l) + Q3(; -’ - 2)]’ (A-6) 
Insertion of x = 0 into (A.61 yields 
h2s”(0) = h2Mo = +(c4 - cc3 - cc2 + cl). 
On differentiating (A.61 twice, we obtain 
(A-7) 
h4d4’(x) = P!;4 [ Ql(; -p) - 4e,(; -p- 1) + 6Q,(; -p - 2) 
-4Q,(;-P-~)+Q&P-4)]. (A4 
From (A.8), we have the following equations: 
h4s’4’(i) =a_,-4a_, + 6~1_2-4~-1+ (~0, 
/#4’( 3) = (Y_~ - 4~._, + 6a_, - 4a, + al, 
,$ds’4’( 3) = (Y_~ - 4a_, + 6czo - 4a, + a2. 
(A.9 
(A.lO) 
(A.ll) 
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Multiply equations (A.2I-XA.5) by -6, 10, -5 and 1, respectively; we add the resulting 
equations to get 
384[ - 6s(O) + lOs( 3) - 5s( 5) + s( ;)] 
= -86a_, - 301a_, + 865~ - 410a_, - 140~1, +71~1, + CQ (A.12) 
=L(a_,, (Y_3,...,cQ), (A.13) 
where ~%(a_,, cx3,.  . , CL*) is a linear combination of (Y_~, (Y_~, . . . , a2. 
NOW multiply equations (A.71, (A.9)-(A.111 by -480, 154, 75 and 1, respectively; add the 
resulting equations to get 
-48Oh*M,= 154L~~s'~'(i)+ 75h4~'4'(q)+h4S'4'(~)=L(~_4, (Y_~,...,cI~)- (A.14) 
Elimination of L(cu_,, (Y-~,. . . , a,) from (A.131 and (A.141 gives 
384[ -6s(O) + Ins(+) - 5s(;) + s(t)] 
= - 480h2M0 + h4 [ 154sC4’( 3) + 75sC4’( 5) + sC4)( +)] . 
Divide the preceding equation by 384 to get (2.17). 
The relations (2.18)-(2.20) are developed in an analogous manner. 
(A.15) 
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