We determine the curvature of the pseudo-critical line of strong interactions by means of numerical simulations at imaginary chemical potentials. We consider N f = 2 + 1 stout improved staggered fermions with physical quark masses and the tree level Symanzik gauge action, and explore four different sets of lattice spacings, corresponding to Nt = 6, 8, 10, 12 , in order to extrapolate results to the continuum limit. Our final estimate is κ = 0.0135(20).
I. INTRODUCTION
The exploration of the phase diagram of strongly interacting matter in the temperature -baryon chemical potential (T − µ B ) plane is being pursued both by experimental and by theoretical investigations. The comparison between the chemical freeze-out line [1] [2] [3] [4] [5] [6] [7] [8] and the crossover line, corresponding to chiral symmetry restoration, is one of the main issues. In principle these two lines are not expected to coincide, however an exact statement about their interrelation will provide useful information about the dynamics of strong interactions. That requires a precise determination of both lines.
From the theoretical point of view, Lattice QCD simulations represent the best first principle tool to provide information about the chiral transition 1 temperature T c : present results provide consistent evidence for T c ≃ 155 MeV at µ B = 0. Unfortunately, as one moves to finite baryon chemical potential, direct numerical simulations are presently hindered by the so-called sign problem, stemming from the complex nature of the fermion determinant when µ B = 0. However, various methods have been proposed to circumvent the problem in the regime of small chemical potentials, where the pseudo-critical line can be well approximated by a quadratic behavior 2 * Electronic address: bonati@df.unipi.it † Electronic address: delia@df.unipi.it ‡ Electronic address: mariti@df.unipi.it § Electronic address: mesiti@pi.infn.it ¶ Electronic address: fnegro@pi.infn.it * * Electronic address: f.sanfilippo@soton.ac.uk 1 We speak of chiral transition even if present lattice studies provide evidence for a crossover [9] [10] [11] [12] [13] . 2 We note that a possible ambiguity in the denominator of the quadratic term, i.e. whether we take µ B /Tc(µ B ) or µ B /Tc(0) as an expansion variable, is irrelevant as long as just the quadratic term is considered, since it only affects higher order terms.
in µ 2 B :
where the coefficient κ defines the curvature of the pseudo-critical line T c (µ B ). Information about κ can be obtained for instance by Taylor expansion techniques [14] [15] [16] [17] ), by analytic continuation from imaginary chemical potentials [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] , by reweighting techniques [30, 31] or by a reconstruction of the canonical partition function [32, 33] . Recent numerical investigations [28, 29] , adopting the method of analytic continuation with improved discretizations at or close to the physical point of N f = 2+1 QCD, have provided results for κ which are generally larger than previous estimates obtained by the Taylor expansion technique [15] [16] [17] .
In particular, in Ref. [29] we performed numerical simulations adopting an improved stout staggered fermion discretization on lattices with N t = 6, 8, leading to a preliminary estimate κ ∼ 0.013, to be compared with previous determinations obtained by Taylor expansion [15] [16] [17] , reporting κ ∼ 0.006.
In the present study we aim at extending our results in two directions. First, we increase the number of imaginary chemical potentials explored on lattices with N t = 8, in order to obtain a better control over the analytic continuation systematics and to perform a deeper comparison between the cases in which a strange quark chemical potential is included or not. Then we extend simulations for µ s = 0 to two new sets of lattice spacings, corresponding to N t = 10 and N t = 12, in order to perform a continuum extrapolation of our determination of κ. As a byproduct, we also discuss the behavior of the continuum extrapolated chiral susceptibilities as a function of µ B , in order to assess the possible influence of the baryon chemical potential on the strength of the transition, which is relevant to the possible existence of a critical endpoint in the T − µ B plane.
The paper is organized as follows. In Section II we provide some details about the lattice discretization adopted in this study, about the various explored setups of chemical potentials, about the observables chosen to locate T c and their renormalization. In Section III we discuss our numerical results and finally, in Section IV, we draw our conclusions.
II. NUMERICAL SETUP
As in Ref. [29] , we consider a lattice discretization of N f = 2 + 1 QCD in the presence of purely imaginary quark chemical potentials. We consider the following euclidean partition function
where U are the gauge link variables, S YM is the tree level improved Symanzik gauge action [34, 35] , written in terms of W n×m i; µν (trace of the n × m loop constructed from the gauge links along the directions µ, ν departing from the i site). Finally, the staggered Dirac operator (M f st ) i, j is built up in terms of the two times stoutsmeared [36] links U (2) i; ν , with an isotropic smearing parameter ρ = 0.15. Stout smearing improvement is used in order to reduce taste symmetry violations (see Ref. [37] for a comparison among different improved staggered discretizations); the rooting procedure is exploited, as usual, to remove the residual fourth degeneracy of the staggered lattice Dirac operator (see, e.g., Ref. [38] for a discussion on possible related systematics).
The temperature of the system is given by T = 1/(N t a), where a is the lattice spacings and N t is the number of lattice sites in the temporal direction, along which we take thermal boundary conditions (periodic/antiperiodic for boson/fermion fields). At fixed N t , T is changed by varying the value of the bare coupling constant β. The bare quark masses m s and m l are rescaled accordingly, in order to move on a line of constant physics, with m π ≃ 135 MeV and m s /m l = 28.15. This line is determined by a spline interpolation of the values reported in Refs. [39, 40] (see also Ref. [29] ). Four different sets of lattice spacings, corresponding to N t = 6, 8, 10, 12, have been explored, in order to extrapolate our results to the continuum limit.
A. Setup of chemical potentials
In Eq. (2), we have introduced an imaginary chemical potential µ f = iµ f,I , µ f,I ∈ R, with f = u, d, s, coupled to the number operator of each quark flavor. They are related to the chemical potentials coupled to conserved charges (baryon number B, electric charge Q and strangeness S) by the following relations
The purpose of our study is to determine the dependence of the pseudocritical temperature T c on the baryon chemical potential (which is given by µ B = µ u + 2µ d ), in a setup of chemical potentials which is as close as possible to the thermal equilibrium conditions created in heavy ion collisions. We thus have to require to S = 0 and Q = rB, where r is the number of protons divided by the number of nucleons of the colliding ions, r ≡ Z/A ≈ 0.4 typically.
These requirements can be translated into relations between µ B , µ S and µ Q , which at the lowest order in µ B read µ Q ≃ q 1 (T )µ B and µ S ≃ s 1 (T )µ B , the coefficients q 1 (T ) and s 1 (T ) being related to derivatives of the free energy density [41, 42] . Let us consider as an example the strangeness neutrality condition: in a gas of non-interacting fermions it would imply µ s = 0 but in QCD, due to interactions, the mixed derivatives of the free energy density with respect to µ s and µ u , µ d are non-vanishing, so that one needs a non-zero µ s to ensure S = 0. Present lattice investigations [41, 42] show that, for T ∼ 155 MeV, the constraints on charge and strangeness imply s 1 ≃ 0.25 and q 1 ≃ −0.025. With a precision of a few percent, around the transition at vanishing density, we thus have
Our determination of the curvature κ has been obtained setting µ s = 0, which is close to the conditions described above. To quantify the impact of µ s , as in Ref. [29] , we have considered also the case µ s = µ l , in order to obtain an estimate about the effect of a non-zero µ s in a range which covers the equilibrium conditions created in heavy ion collisions. In the absence of a true phase transition, the determination of the pseudo-critical line may depend on the physical observable chosen to locate it. On the other hand, chiral symmetry restoration is the leading phenomenon around T c , with the light chiral condensate becoming an exact order parameter in limit of zero light quark masses. Therefore in the following T c (µ B ) will be determined by monitoring the chiral properties of the system. The chiral condensate of the flavor f is defined as
where V is the spatial volume. In our simulations the two light quarks are degenerate, m l ≡ m u = m d , and it is convenient to introduce the light quark condensate:
ψ ψ l is affected by both additive and multiplicative renormalizations. We consider two different renormalization prescriptions, in order to determine whether any systematic effect related to this choice affects the determination of κ. The first one [43] is
where m s is the bare strange quark mass; in this way the leading mass dependent contribution is subtracted 3 , while one takes care of the multiplicative renormalization by dividing by the same quantity at T = 0. As an alternative, we consider the following prescription [16] 
In this case the zero T subtraction eliminates additive divergences while multiplication by the bare quark mass m l takes care of multiplicative ones. The behavior of both condensates will be monitored to locate T c . In particular, since in the presence of a true phase transition the slope of the condensate as a function of T diverges at T c , we will look for the point of maximum slope, i.e. the inflection point (a detailed comparison with other prescriptions has been reported in Ref. [29] ).
A much better probe is provided by the chiral susceptibility χψ ψ , which is itself divergent at T c in the presence of a true transition: in this case the introduction of relevant parameters (finite mass or finite volume) smooths the divergence, however looking for the maximum of χψ ψ remains a well defined and univoque prescription for locating the pseudo-critical temperature T c . On the lattice, the light chiral susceptibility is given by (M l is the Dirac operator corresponding to a single light flavor)
where N l = 2 is the number of degenerate light quarks. The renormalization is performed by first subtracting the T = 0 contribution, to remove the additive renormalization, then multiplying the result by the square of the bare light quark mass, to cancel the multiplicative one [39] :
C. Analytic continuation from imaginary chemical potentials
The physical observables relevant to our study will be monitored as a function of T for fixed values of the dimensionless ratio θ l = Im(µ l )/T . In this way we shall be able to locate T c for a set of values of θ l , so as to determine the dependence T c (θ l ) to the leading order
where we have assumed T c (θ l ) to be an analytic function of θ l , at least for small values of it. This assumption is consistent with numerical data and is at the basis of the method of analytic continuation. Comparing with Eq. (1) one has, at the leading order in µ 2 B , κ = R/9.
III. NUMERICAL RESULTS
We have performed simulations on lattices with N t = 8, 10 and 12 and different choices of T and of the chemical potentials; results will be combined with those already presented in Ref. [29] for N t = 6, 8 to perform the continuum extrapolation. To that purpose, we will consider only lattices with fixed aspect ratio L s /N t = 4: that guarantees the absence of significant finite size effects (see Ref. [29] for a detailed study about that).
Four different values of chemical potentials have been considered for N t = 10, 12, corresponding to µ s = 0 and Im(µ l )/(πT ) = 0, 0.20, 0.24 and 0.275. A larger set has been considered for N t = 8, in which case we performed simulations also at µ s = 0, in order to provide more information about systematics related to the choice of µ s /µ l and to the truncation of the Taylor expansion in Eq. (14) .
For each setup of chemical potentials we have explored O(10) different temperatures around T c (θ l ). The Rational Hybrid Monte-Carlo algorithm [45] [46] [47] has been used to sample gauge configurations according to Eq. (2), each single run consisting of 2-5 K trajectories of unit length in molecular dynamics time, with higher statistics around the transition. Traces appearing in the definition of chiral quantities (see, e.g., Eqs. (11) and (12)) have been computed by noisy estimators at the end of each molecular dynamics trajectory, using 8 random vectors for each flavor. Such a choice has appeared, after some preliminary tests, as a reasonable compromise to balance the effort spent in the stochastic estimators and in the gauge configuration production, i.e. in order to optimize the statistical error obtained for a given computational effort. A jackknife analysis has been exploited to determine the statistical errors.
To perform the renormalization described in Sec. II, one needs to compute observables also at T = 0 and at the same values of the bare parameters, i.e. at the same ultraviolet (UV) cutoff. For that reason we have performed simulations on lattices as large as 48 4 : details are reported in Appendix A.
In order to determine the inflection point of the renormalized chiral condensate, we have performed a best fit to our data according to which involves the independent parameters A 1 , B 1 , C 1 and T c . Instead, for the determination of the peak of the renormalized susceptibility, we have performed a best fit according to a Lorentzian function
Both functions are found to well describe respective data points around T c . In both cases, statistical errors on the fitted parameters have been estimated by means of a bootstrap analysis, while systematic uncertainties have been estimated either by varying the range of fitted points around T c or by choosing an alternative fitting function (e.g., a hyperbolic tangent for the condensate or a parabola for its susceptibility). Statistical and systematic 4 errors are both included in the collection of determinations of T c for the various combinations of lattice 4 We do not report the systematic error on the determination of the sizes and chemical potentials in Table I , which includes, for completeness, also results presented in Ref. [29] .
In Fig. 1 we report results obtained for χ r ψψ , ψ ψ r
and ψ ψ r (2) on the 40 3 × 10 and 48 3 × 12 lattice, together with some best fits according to Eqs. (15) and (16) . In the following we will perform the continuum limit using two different methods, in order to check for systematics effects.
Lattice κ(ψψ (1) ) κ(ψψ (2) ) κ(χ r ) 24 3 × 6 0.0150(7) 0.00152(7) 0.0140(7) 32 3 × 8 0.0142(7) 0.0135 (7) physical scale, which is of the order of 2-3 % [39, 40] and, being related to an overall scale determination, does not affect the ratio of pseudocritical temperatures entering the determination of κ, see Eqs. (1) and (14). In Fig. 2 we report an example of such quadratic fits to the critical temperatures obtained for N t = 10, 12 and for the various explored observables. A complete collection of results, including also those already presented in Ref. [29] , is reported in Table II .
In a range of temperatures around T c , the UV cutoff a −1 is approximately proportional to N t . Therefore, assuming corrections proportional to a 2 , we extracted, from the curvatures obtained for different values of N t , continuum extrapolated results according to the ansatz
Results are shown in Fig. 3 , where we also report the extrapolated continuum values, which are κ cont ( ψ ψ r (1) ) = 0.0134(13), κ cont ( ψ ψ r (2) ) = 0.0127 (14) and κ cont (χ rψ ψ ) = 0.0132(10).
B. Continuum limit for µs = 0 -Second method
Results of the previous section show that the continuum extrapolation of κ is quite smooth, with a good agreement between the results obtained with different observables and different renormalization prescriptions. This is also consistent with the preliminary evidence reported in Ref. [29] .
Nevertheless, it is useful to explore different ways of performing the continuum limit, in order to check for the overall consistency of the procedure. In the previous section we first determined the value of κ at each single value of N t , then extrapolated these results to N t → ∞ to obtain κ cont . A different procedure is to first extrapolate the critical temperatures to N t → ∞ (for fixed values of the dimensionless ratio µ l,I /T ) and then to extract the value of κ cont by using the continuum extrapolated critical temperatures.
To implement the second procedure we have performed, separately for each µ l,I /T , a best fit to the values obtained for the renormalized condensates and for the renormalized chiral susceptibility on different values of N t , according to modified versions of Eqs. (15) and (16) . Since the cut-off dependence is more pronounced for such quantities, we have excluded N t = 6 data, thus using only N t = 8, 10, 12.
In detail, in the case of the renormalized susceptibility, each fit parameter appearing in Eq. (16) has been given an additional N t dependence, for instance T c (N t ) = T c (N t = ∞) + const/N 2 t . Results for the extrapolated quantities are reported in the upper plot in Fig. 4 where, for the sake of clarity, we report only the cases µ l,I = 0 and µ l,I /(πT ) = 0.275. In the case of the renormalized condensates, instead, due to the larger number of parameters which are present in Eq. (15), we could obtain fits which are stable against the variation of the fitted range by adding an N t -dependence to just two parameters, in particular T c and C 1 . Results are shown in the middle and lower plot of Fig. 4 .
Such fits provide estimates for the continuum extrapolated pseudo-critical temperatures, reported in Table III and in Fig. 5 . Such values coincide, within errors, with the continuum pseudo-critical temperatures that one could obtain by directly fitting results reported in Table I. A best fit to the extrapolated temperatures according to Eq. (17), with only the quadratic term included, provides κ cont ( ψ ψ 
C. Strength of the transition as a function of µB
The width and the height of the chiral susceptibility peak, which can be obtained respectively from B 2 and A 2 /B pect a visible dependence of the strength parameters also for small values of imaginary µ B . The width and the height would tend respectively to zero and infinity approaching, e.g., a critical endpoint in the Z 2 universality class.
To that purpose, in Fig. 6 we plot the continuum extrapolated width B 2 and height A 2 /B Of course, that does not exclude the presence of a critical endpoint at real µ B : the critical region could be small enough, or the endpoint location far enough from µ B = 0, so that no influence is visible for small, imaginary µ B . For instance, for µ s = 0, a Roberge-Weiss [44] like endpoint is expected along the pseudo-critical line at imaginary chemical potential, for µ l,I /(πT ) ∼ 0.45 [29] . Fig. 6 shows that also this endpoint has no apparent influence on the strength of the transition in the explored range.
D. Inclusion of µs = 0 and systematics of analytic continuation
We have extended results for N t = 8 presented in Ref. [29] , performing numerical simulations for a larger range of imaginary chemical potentials, which include also the case µ s = µ l . That enable us to answer two important questions. What is the systematic error, in the determination of κ by analytic continuation, related to the truncation of the Taylor series in Eq. (17) and to the chosen range of chemical potentials? What is the impact of our effective ignorance about the actual value of µ s corresponding to the thermal equilibrium conditions? We are going to discuss in detail only the determination of the pseudo-critical temperature from the renormalized chiral susceptibility, however we stress that similar conclusions are reached when one considers the renormalized chiral condensate. The corresponding pseudocritical temperatures, taken from Table I , are reported in Fig. 7 for µ s = 0 and for µ s = µ l . We first tried a quadratic fit in µ l,I : remembering the defintion θ l = µ l,I /T , we used
and several fits have been performed by changing each time the maximum value µ
included in the fit. Reasonable best fits are obtained in all cases, apart from the fit to the whole µ s = µ l range, which yields a reduced χ 2 ∼ 2.4 and indicates the need for quartic corrections in this case. Results obtained for κ are shown in Fig. 8 : for µ s = 0, the fitted value of κ is perfectly stable as the range of chemical potentials is changed. Instead, for µ s = µ l , the value of κ clearly depends on the fitted range of chemical potentials: it is larger as the range is extended and becomes compatible, within errors, with that obtained for µ s = 0 as the range is decreased. This behavior is consistent with the presence of significant quartic corrections in this case. That may be related to the different structures of the phase diagrams for imaginary chemical potential that one has in the two cases: this issue has been discussed in detail in Ref. [29] .
We then tried a best fit to a function including quartic corrections,
to the whole range of chemical potentials explored in both cases. The corresponding results obtained for κ are reported in Fig. 8 a common fit to both sets of data (i.e. with a common value for T c (0)) is performed, as shown in the right panel of Fig. 8 and in Fig. 7 .
We conclude that, for µ s = 0, no evidence of quartic corrections is found in the whole explored range. As a consequence, the extracted κ is stable against variations of the fitted range and we can exclude the presence of significant systematic corrections, related to the procedure of analytic continuation, affecting the continuum extrapolated determination of κ that we have provided.
In the case µ s = µ l , larger values of κ are obtained when quartic corrections are neglected, however κ becomes compatible with that obtained for µ s = 0 when such corrections are included, or when the fitted range of chemical potentials is small enough. We conclude that κ is not affected by the inclusion of µ s , at least within present errors, which however are larger than for the µ s = 0 case. In particular, a fair estimate in this case is κ(µ s = µ l ) = 0.013(3).
IV. CONCLUSIONS
In the present study, we have extended results reported in Ref. [29] by performing numerical simulations on lattices with N t = 10, 12 and aspect ratio 4, and by enlarging the range of chemical potentials explored for N t = 8. That has permitted us to obtain continuum extrapolated results and to better estimate possible systematics related to analytic continuation.
Regarding the case µ s = 0, we have obtained continuum extrapolated values of κ from different observables (chiral susceptibility and the chiral condensate with two different renormalization prescriptions) and by two different extrapolation procedures (extrapolating κ cont from κ(N t ) or extracting κ cont from continuum extrapolated temperatures). The comparison of the two different procedures permits us to give an estimate of the systematic uncertainties related to the continuum extrapola- tion. In the case of the renormalized chiral susceptibility (κ = 0.0132(10) vs κ = 0.0131(12)) the systematic error is negligible in comparison to the statistical one. In the case of ψ ψ r (1) (κ = 0.0134(13) vs κ = 0.0145(11)) and of ψ ψ r (2) (κ = 0.0127 (14) vs κ = 0.0138(10)) the systematic and statistical uncertainties are clearly comparable in size. The extended analysis performed on N t = 8 has permitted us to state also that, within present errors, systematic effects connected to the range of µ l chosen to extract the curvature are not significant. Regarding finite size effects, the analysis reported in Ref. [29] already showed that they are negligible within the present precision on lattices with aspect ratio 4. Taking into account the obtained results and the contributions from the systematic effects mentioned above, we quote κ = 0.0135(15) as our final continuum estimate for the case µ s = 0.
Such a result confirms, even after continuum extrapolation, a discrepancy with previous determinations obtained by Taylor expansion [15] [16] [17] , reporting κ ∼ 0.006. As already discussed quantitatively in Ref. [29] , only part of this discrepancy can be accounted for by the different prescriptions used to determine the dependence of T c on µ l . Contrary to the Taylor expansion case, when working at imaginary µ l one can use consistently the same prescription to locate T c used for µ l = 0, i.e. looking for the maximum of the chiral susceptibility or the inflection point of the chiral condensate (see Ref. [29] for more details). The remaining part of the discrepancy could be possibly attributed to the systematic uncertainties related to the continuum extrapolation of previous studies. However, we stress that updated investigations by the same groups lead to results which are consistent with our estimate (see, e.g., Ref. [48] ).
Regarding the case µ s = µ l , we have confirmed the preliminary results reported in Ref. [29] . There is evidence for the presence of quartic contributions in the dependence of T c on the imaginary µ B in this case and when such contributions are taken into account, or when the range of fitted chemical potentials around µ B = 0 is small enough, the curvature becomes compatible, even if within larger errors, with that obtained for µ s = 0. That means that also for the equilibrium conditions created in heavy ion collisions, corresponding to µ s ∼ 0.25 µ l around T c , one does not expect significant deviations from the results obtained for µ s = 0: a prudential estimate for the curvature in this case is 5 κ = 0.0135 (20) . That is obtained based on the estimate for µ s = 0, with an increased error determined on the basis of the uncertainty that we have for the curvature extracted at µ s = µ l .
Finally, the analysis of the continuum extrapolated peak of the chiral susceptibility as a function of imaginary µ B shows no significant varations of the strength of the transition, which could be associated to a possible nearby critical endpoint present along the pseudo-critical line. The determination of the renormalized condensate and susceptibility requires the computation of the corresponding quantities at T = 0 and at the same UV cutoff of the finite temperature data. To that aim, we spanned a range of β on the line of constant physics, 3.5 ≤ β ≤ 3.95. The lattice sizes have been chosen in such a way to have temperatures well below T c , keeping at the same time finite size effects under control. This required us to perform simulations on larger lattices (going from 32 4 up to 48 4 ) as we decreased the value of the lattice spacing. We report results in Table IV The temperatures, which are in the range T ∼ 25 − 50 MeV, are low enough to be considered as a good approximation of the T = 0 limit; indeed, as expected because of the absence of transitions in this T range, observables depend smoothly on β; moreover no dependence at all is expected on the imaginary chemical potentials, since they can be viewed as a modification in the temporal boundary conditions which, at T = 0 (i.e. for infinite temporal extension), are completely irrelevant. Hence, the relatively coarse sampling of the interval is enough to permit a reliable interpolation. We adopted a cubic spline interpolation for the condensate and a linar fit for the susceptibility.
The renormalization prescription for the susceptibility, Eq. (13), requires the subtraction of the T = 0 result from the finite T contribution. To give an idea of the relative magnitude of this subtraction, in Fig. 9 we plot χψ ψ for zero chemical potential and both at zero and finite T .
