Abstract. We consider a prototypical problem: simulate velocity and pressure in a turbulent flow using large eddy simulation (LES) and then use the results to estimate the force the underlying turbulent flow exerts on an immersed body. For eddy viscosity-type LES models we develop the appropriate continuous sensitivity equation and show how it can improve the functional estimate by using the sensitivity with respect to the user-selected length scale to incorporate the effects of the underlying unresolved small-scale fluctuations on the functionals sought.
Introduction.
For the foreseeable future, computational resources will be insufficient for the direct numerical solution of most turbulent flow problems. On the other hand, important decisions are made and significant designs produced based on estimates of quantities in turbulent flow that are simulated by using various models of turbulence. Even when using the model that current practice considers best for a particular application, often the reliability of the model's predictions for the specific application is not assessed. This situation is particularly troublesome because solutions of turbulence models can display sensitivity with respect to the user-elected model parameters, in addition to the sensitivity with respect to the upstream flow, subgrid model, and numerical realization of it (reported by Sagaut and Lê [19] ).
For example, calculating the force a fluid exerts on an immersed body, such as lift or drag, involves first solving the Navier-Stokes equations This calculation requires accurate estimation of p and derivatives of u on the flow boundary-a problem harder than accurately predicting the turbulent velocity itself.
The basic approach used for turbulent flows has been to replace the Navier-Stokes equations (1.1) by a turbulence model and then insert the velocity-pressure predicted by the turbulence model into the right-hand side of the functional, such as (1.2). Uncertainties arise immediately, however, because of the typical sensitivity to the model's input parameters. Perhaps more important, turbulence models approximate flow averages. Thus, all the information on fluctuations is lost in them. However, the small-scale fluctuations can have a determining role in functionals such as (1.2) . Mathematically, the reason that the derivatives occurring in (1.2) overweigh velocity changes occurring across small distances. One concrete example is drag in the flow over a dimpled vs. smooth golf ball; a related example is riblets. Both change the geometry (and flow) on scales below typical feasible meshes. Indeed, drag reduction strategies of injection of small amounts of microbubbles or polymers near a body are, in part, based on the expectation that a little power input to alter the flow's small scales can have a large effect on the global drag.
This paper considers functional estimation and solution sensitivity for models arising in large eddy simulation. In Section 2 we apply the continuous sensitivity idea to a common class of large eddy simulation models. The sensitivity equation approach has the great advantage of giving computable quantitative estimates of the local sensitivity of the model's predicted flow field to variations in the input parameters. Thus, a sensitivity calculation will show in which regions the predicted velocities are reliable and hence believable and in which regions those predicted velocities are highly sensitive and hence should be viewed with greater suspicion. We focus on the case of sensitivity with respect to the user-selected length scale δ. The reason for this focus is (Section 3) that the sensitivity of the flow with respect to variations in δ can be used to improve the estimate of flow functionals, such as lift and drag, which can depend strongly on the unknown and unresolved turbulent fluctuations.
The Sensitivity Equation of
Eddy Viscosity Models. The continuous sensitivity equation approach is becoming increasingly important in computational fluid dynamics but is not yet a common tool in large eddy simulation of turbulence. In this section we apply the sensitivity idea to find the continuous sensitivity equation with respect to variations in the cutoff length scale delta. For a general treatment of sensitivities and applications to other flow problems, see (among many interesting works) [3, 4, 10, 9, 20] .
Suppose a local spatial filter has been selected (denoted by an overbar) associated with the length scale δ. Filtering the Navier-Stokes equations leads to the problem of closure, and one common class of closure models is based on the Boussinesq, or eddy viscosity, hypothesis. The model we consider takes the general form of finding the approximate large-scale velocity w(x, t) approximately w and pressure q(x, t) satisfying ∇ · w = 0 and (2.1)
where ν is the kinematic viscosity, f is the space filtered body force, and ν T is the eddy viscosity coefficient that must be specified to select the model. As an example, the Smagorinsky model, while not considered the best, is perhaps the most commonly used model and is given by the eddy viscosity choice
For other eddy viscosity models see the presentation in [18, 13, 2, 16, 12] . Once the Smagorinsky constant, C s , and the initial and boundary conditions are specified, for a given δ the equations (2.1), (2.2) uniquely determine a solution w, q implicitly as a function of δ 1 . One can easily derive continuous equations for the sensitivities by implicit differentiation of (2.1), with respect to δ. Doing so gives the equations ∇ · w δ = 0 and
Thus, once the large eddy velocity and pressure, w, q, are calculated, the corresponding sensitivities can be found by solving a linear problem for w δ , q δ that is precisely the nonlinear large eddy simulation model linearized about (w, q). Thus, sensitivities can be quickly and economically calculated by modifying the program used to calculate (w, q). On the other hand, one can simply use an unmodified program to test whether sensitivity information will be useful for a given application before beginning program modifications. This approach involves solving the model for w(δ 1 ) and w(δ 2 ) for |δ 1 − δ 2 | small and computing sensitivities by means of the divided difference
In our numerical simulating in Section 5 we use the latter approach. For the Smagorinsky model we have
Calculating f
If the body forces acting on the flow are smooth enough, f δ is negligible. Otherwise, the right-hand side of (2.3) f δ can play an important role in the sensitivity equation because it incorporates information about body force fluctuations. When f is not smooth, the exact value of f δ depends on the precise filter specified. When f is defined by convolutions, extending f by zero off the flow domain and then defining
then f δ can be calculated explicitly. When f is defined by using differential filters [7, 16, 13, 2] , a small modification is needed that depends on the exact differential filter specified. Two interesting differential filters are defined by solving the shifted Poisson problem for f ,
and by solving the shifted Stokes problem for f , (2.6) −δ 2 ∆f + f + ∇λ = f and ∇ · f = 0, in Ω, and f = 0 on ∂Ω.
The second differential filter (2.6) preserves incompressibility and is thus interesting in spite of its costing more than the first. With the first filter f = (−δ 2 ∆ + 1) −1 f , we differentiate implicitly with respect to δ to derive an equation for f δ :
Thus,
Analogously, we obtain the initial condition for w δ
Here, we denote by h the fluctuation of a function h(x), that is,
h = h − h.
Boundary Conditions for the Sensitivities.
Boundary conditions for sensitivities must be specified. The most interesting and important cases are sensitivity with respect to the (modeled) upstream conditions and the (modeled) outflow conditions [19] . At this point, a mathematical formulation of the former is unclear, whereas there exist many options for the latter. Thus we consider here only boundary conditions for the sensitivities at solid walls.
With a differential filter like (2.5) and (2.6) the boundary conditions for the sensitivities are clear because there exist no error and no variability with respect to δ in the conditions for w on the wall: w δ = 0 on the boundary.
Some slight modifications of the wall models are necessary to compute sensitivities when near-wall models are used. These are usually associated with averaging; see [6] for some mathematical issues involved. Many near-wall models or numerical boundary conditions are possible. For specificity and clarity we treat the simplest ones considered in, for example, [14] , in which the large structure's action on the boundary are modeled by no penetration and slip with friction conditions:
wheren is the unit normal to the boundary andτ 1 ,τ 2 are a system of tangent vectors on the boundary. Implicit differentiation with respect to δ gives the boundary conditions for the sensitivities:
Since β(δ) increases monotonically to infinity as δ → 0, [14] , β δ > 0. Thus, slippage in the flow velocity w acts to decrease the slippage in the sensitivities when they are aligned and increase it when they are opposed.
Improving Estimates of Functionals of Turbulent Quantities.
The usual procedure to estimate a flow functional is to compute the LES velocity w approximating the fluid motion on scales larger than the cut-off length scale and then to approximate the sought solution functional J(u) by J(w). This can be a reasonable approximation when the small scales do not influence the functional and when w is a good approximation to the large scales of u. When the functionals involve derivatives of u, however, those derivatives tend to overweigh the small scales in the functional . We show in this section how the approximation of J(u) can be improved to incorporate some of the unresolved scale effects through sensitivity information. Numerical tests of the improvement of flow functionals by using sensitivity information (with accompanying mathematical support) have yielded positive results for a different eddy viscosity model in [17] .
We suppose that the LES solution w implicitly defines a smooth function of δ, w = w(δ), with the property that
This is a minimal analytic consistency condition for a large eddy simulation, which nevertheless has so far been proven to hold for only a few large eddy models; see, for example, [5, 15] . If the functional is C 1 , then the composition
defines a smooth map. The value
is sought. Since δ is small, the linear approximation to J(0) is justified. This yields the following approximation to J(u):
The increment δ J (w(δ)) incorporates effects of unresolved scales on J(u) and is computable once the solution sensitivities w δ are calculated. If the functional itself is regularized, J(u) is approximated by a δ dependent approximation J(δ, w(δ)). Then (3.2) is modified by
3.1. Example: Lift, Drag, and Other Fluid-Boundary Interactions in Turbulent Flows. In many applications, forces exerted by fluid on boundaries must be estimated. In this case the functional is given by
whereâ is a unit vector and B is the boundary of the immersed body. Ifâ points in the direction of motion, J(u) represents drag, whereas ifâ points in the direction of gravity, J(u) represents lift. For general surfaces B, the straightforward approximation of J(u, p) by J(w, q) is not so clear because (see, for example, [18] ) while w(δ) → u as δ → 0, q(δ) → p + 1/3 trace (R), where R is the large eddy subgrid stress tensor
Thus
2 (x, t) denote the kinetic energy distribution of a velocity field v. Then we have
Since w approximates u, the excess pressure contribution to q from k(u) is computable and thus correctable by using k(w), but that contributed by k(u) is not easily calculable for general surfaces. If B is a solid wall and the averaging operator, such as (2.5) and (2.6), preserves the no-slip condition, then k(u) = k(u) = 0 on B, and p can be estimated on B by q(δ).
Since the boundary-force functional J(w, q), given by (3.4), is a linear functional J = J, we obtain the corrected approximation to the force on B:
Example: Flow Matching.
In flow matching, a desired velocity field u * is specified, the flow is simulated, a functional such as
is calculated, and the design or control parameters are used to drive J(·) to its minimum value. Thus, one aspect of flow matching involves getting the best estimate of J(·); this is challenging in the case of a turbulence flow.
Abstractly, given the LES velocity w and its sensitivity w δ , (3.2) provides an estimate of J(u) improving the estimate given by J(w). Since J(·) is quadratic, it is straightforward to calculate
giving the approximation
Approximating Sensitivities Requires a Finer Mesh. If the selected LES model is accurate, its solution will not vary over scales smaller than O(δ)
2 . On the other hand, if the sensitivity w δ captures some information in fluctuations through the following expansion,
then w δ will vary on scales smaller than O(δ). Formal asymptotics can give some preliminary insight into the width of transition regions of w δ (and thus into mesh design for the sensitivity equation). The correct beginning point for this is an underresolved laminar flow with a simple, Prandtl boundary layer along a flat plate. The simplest interesting eddy viscosity is a constant ν T = O(δ 2 ) chosen so that the O(ν 1 2 T ) boundary layer in w is spread over an O(δ) transition region. We thus suppose that ν ν T = O(δ 2 ), and the flow domain in the upper half plain and the model velocity approach a fixed value (v, 0). Here v increases from v = 0 to v = O(1) rapidly as y increases above the plate.
Consider thus the equilibrium problems for w,
and its sensitivity equation for s = w δ ,
We expect the x-sensitivity s 1 to go from 0 to O(1) back to near 0 as y increases from the wall. Supposing that this result occurs over an O(α) transition region (and following the analysis of laminar boundary layers, e.g., [8] ), we consider the x-component of the sensitivity equation:
The relative orders of magnitude in the transition region of each term in the above equation are
If we keep in mind the expectation that α < δ, the dominant terms are then 
Numerical Simulations.
We use the FreeFem package [11] to validate the analytical findings concerning the width of the boundary layer of the sensitivity w δ and to assess the estimation potential of the sensitivity-based method.
For validation, we used a fine mesh to calculate the "truth" Navier-Stokes solution corresponding to δ = 0. The "truth" sensitivities of the model are calculated on that fine mesh by divided differences as outlined in Section 2. In this way we uncouple the important issue of continuous vs. discrete sensitivities from evaluating either's potential for improved estimation of flow functionals. The "truth" mesh is displayed in Figure 5 .1. Of course, normally the LES+sensitivity calculations are performed on a mesh coarser than required for the Navier-Stokes equation, and numerical errors in the sensitivity calculation must be studied. For first steps in the numerical analysis of sensitivity equations in computational fluid dynamics, see [17] . placed at (3, 1) . We impose no-slip boundary conditions on the horizontal walls and on the boundary of the disk, a do-nothing condition at the outflow (right) boundary, and a time-independent parabolic profile at the inflow boundary, with the rule 3y(2 − y). As initial conditions we use the solution of the steady-state Stokes problem with the same boundary conditions.
We use an implicit-explicit time-stepping scheme to approximate the solution of the equation (2.1) :
where we denote the velocity at time step k by w k . The problem is subsequently discretized in space by a Taylor-Hood finite element from FreeFem [11] , and is implemented as a FreeFem script, where, given w k , we compute w k+1 . We choose a time step ∆t = 0.015 and an inverse of the Reynolds number ν = 1 200 , and we run the computation for 500 steps. The mesh is initialized to have around 10,000 degrees of freedom on the first pass and is subsequently refined every 50 time steps. The final mesh is presented in Figure 5 .1. We use the Smagorinsky model (2.2) with an appropriate choice of δ, specified below.
In Figures 5.2 and 5 .3, respectively, we have presented the contour plot of the Euclidean norm of the velocity and the square root of the absolute value of the vorticity at four time steps of the simulation for δ = 0. In the latter case, we chose the square root of the vorticity as a function to plot because it has the same contour plot as the vorticity function but is more sensitive in the range of interest. The results show a time-periodic behavior where vortices are generated behind the disk and shed by the flow; which is what was observed in other computational studies. Animations of the simulations that more clearly support this observation can be found at the website [1] . The result of the Navier-Stokes simulation at 7.5 seconds, which thus represents a realistic velocity distribution, is the starting point for our sensitivity estimations.
Evaluation the Boundary Layer of the Sensitivity.
We computed the sensitivity at time 7.5 seconds by running the numerical scheme (5.1) for one time step with δ = 0.05, denoting the result byŵ k , and one time step with δ = 0, denoting the result by w k and approximating the sensitivity as In Figure 5 .4 we plot side by side w k and |w k −ŵ k | (sensitivity scaled by δ), where the latter is measured in the local 2-norm. The results show that the largest sensitivity occurs roughly at ± 3π 4 , which is also the place where the boundary layer appears to be the thinnest for the velocity w k . Subsequently, we computed the w k and w k δ profile on a direction that originates on the center of the disk at the angle −0.79π. In Figure 5 .5 we plot the scaled versions of the sensitivity |w k |, which validates our theoretical finding that the boundary layer of the sensitivity is δ 0.5 thinner than the boundary layer of the velocity.
Functional Estimation.
We now turn to the problem of estimating functionals of the Navier-Stokes flow δ = 0 using computations with δ = 0 followed by sensitivity-based correction. In our computations, we consider the computation of the drag functional (3.4) using the correction (3.6). Since we use a mesh that is finer than the one needed to resolve the sensitivity w δ , and since the correction of the functional (3.4) is a linear function of w δ , determining w δ by divided differences and then using it in the correction is equivalent to computing the drag functional for δ = 0 and then using divided differences for drag estimation at 0.
We computed the drag functional on the disk in the x direction, from the pressure and velocity derivative data, obtained from running the Smagorinsky model for one 0.015 second time step for the δ in Table 5 .1. The computed values are presented in Table 5 .1, with entry "Direct Computation" in the "Method" column. We see that the correction using first-order sensitivities (linear correction) (3.6) results in a 57% reduction of the relative error, whereas correction using second-order sensitivities (quadratic correction) results in a 93% reduction of the relative error, both compared to the case where the drag is estimated by using only its value at δ = 0.2. We represent these results graphically in Figure 5 .6. Both the corrected values and their methods are listed in Table 5 .1.
While we did not explicitly describe a higher-order sensitivity development, that extension is straightforward, and we interpret the above results as evidence of the excellent potential of the sensitivity-based estimation method, described in this work.
Conclusions and Future Prospects.
Many fundamental theoretical questions in LES are still open, and many of these are important for the validation of the sensitivity approach to estimating model uncertainty. Nevertheless, we have seen that the continuous sensitivity equation approach in these tests has given a remarkably accurate estimate of the solution change as the lengthscale parameter varies provided the sensitivity equation is appropriately resolved itself. Formal asymptotics gives estimates of the mesh-resolution requirements of the continuous sensitivity equation that are, again, remarkably accurate in our test.
The success of the sensitivity equation approach as shown here (and in other tests) suggests its broader usefulness and hints at the possibility of establishing a general, analytic foundation for the method in LES. 
