A k-space method for large-scale simulation of ultrasonic pulse propagation is presented. The present method, which solves the coupled first-order differential equations for wave propagation in inhomogeneous media, is derived in a simple form analogous to previous finite-difference methods with staggered spatial and temporal grids. Like k-space methods based on second-order wave equations, the present method is exact for homogeneous media, unconditionally stable for ''slow'' ͓c(r)рc 0 ͔ media, and highly accurate for general weakly scattering media. In addition, unlike previous k-space methods, the form of the method allows straightforward inclusion of relaxation absorption and perfectly matched layer ͑PML͒ nonreflecting boundary conditions. Numerical examples illustrate the capabilities of the present k-space method. For weakly inhomogeneous media, accurate results are obtained using coarser temporal and spatial steps than possible with comparable finite-difference and pseudospectral methods. The low dispersion of the k-space method allows accurate representation of frequency-dependent attenuation and phase velocity associated with relaxation absorption. A technique for reduction of Gibbs phenomenon artifacts, in which compressibility and exponentially scaled density functions are smoothed by half-band filtering, is introduced. When employed together with this smoothing technique, the k-space method provides high accuracy for media including discontinuities, high-contrast inhomogeneities, and scattering structures smaller than the spatial grid resolution.
I. INTRODUCTION
This paper presents a method for computation of acoustic propagation in inhomogeneous media. The present method is an adaptation of the k-space method originally derived by Bojarski 1,2 and extended by several others. [3] [4] [5] As shown in Ref. 6 , the k-space method has considerable advantages for large-scale simulations of ultrasonic propagation in soft tissues. The k-space method combines accurate spectral evaluation of spatial derivatives with a temporal iteration procedure that is exact for homogeneous media. For soft tissues, in which local medium properties show small variations around nominal background properties, this method provides excellent efficiency and accuracy compared to other approaches such as finite-difference and pseudospectral methods. 6, 7 Previous formulations of the k-space method for acoustic propagation have numerically solved second-order differential wave equations. Such formulations have some advantages, including conceptual simplicity and computational efficiency, since the acoustic fields are defined by only one independent variable, the acoustic pressure fluctuation, instead of acoustic pressure and vector particle velocity fluctuations. Propagation in inhomogeneous media including density variations can be computed using a simple transformation of the pressure variable ͑e.g., as in Refs. 5 and 6͒.
However, several desirable extensions to the k-space method are not possible using the usual second-order formulation. In particular, perfectly matched layer ͑PML͒ absorbing boundary conditions are not readily incorporated into current second-order k-space methods, while PMLs are easily formulated for coupled first-order acoustic propagation equations. Additionally, as derived in Ref. 8 , the full wave equation incorporating relaxation absorption effects is of order 2ϩN, where N is the number of relaxation processes employed. Relaxation effects can be incorporated more simply into numerical methods using coupled first-order acoustic propagation equations. 9 Here, a k-space method is derived based on the coupled first-order differential equations for linear acoustic propagation. The method accounts for spatially varying sound speed, density, and relaxation absorption processes, and includes PML absorbing boundary conditions. The formulation of this method shows that the k-space method can be regarded as a finite-difference method containing linear correction operators. Use of staggered spatial and temporal grids increases the range of applicability for the method, and facilitates inclusion of relaxation absorption and PML boundary conditions. The close analogy between the method presented here and existing finite-difference methods allows extensions developed for finite-difference methods to be easily applied to the k-space method, and also allows current finite-difference algorithms to be improved by inclusion of the k-space operators introduced here.
The present k-space method is, like previous k-space methods based on second-order wave equations, 6 temporally exact for homogeneous media. For general media, the present method also has accuracy and efficiency advantages similar to previous k-space methods. Numerical results presented here show that the k-space method presented here has the high accuracy and stability characteristics of the original k-space method, including unconditional stability for media with c(r)рc 0 . The low numerical dispersion inherent to the k-space method allows the frequency-dependent absorption and physical dispersion associated with relaxation-process absorption to be accurately modeled.
A method for smoothing of discontinuous scattering media is also presented here. Together with the k-space method, this smoothing method is shown to provide accurate results for strongly scattering media and for media with structures smaller than the grid resolution. Numerical examples also demonstrate the efficiency of the present k-space method for large-scale computations of interest in ultrasonic imaging studies.
II. THEORY

A. Second-order and first-order k-space methods
The k-space method derived below is based on the coupled first-order linear acoustic propagation equations for a fluid medium of variable sound speed and density. For a lossless two-dimensional medium, these are 10 ͑r͒ ‫ץ‬u͑r,t ͒ ‫ץ‬t
where u is the ͑vector͒ acoustic particle velocity fluctuation with components u x and u y , p is the acoustic pressure fluctuation, (r) is the density of the medium, c(r) is the sound speed of the medium, and r denotes the vector coordinate (x,y). Many numerical methods for acoustic wave propagation have been based on Eq. ͑1͒. For example, in Ref. 11, ultrasonic propagation in an abdominal model was computed using a finite-difference method applied directly to the coupled equations.
The second-order wave equation corresponding to Eq. ͑1͒ is
ϭ0. ͑2͒
This equation can be solved numerically by the k-space method. Below, a brief sketch of the k-space solution to Eq. ͑2͒ will be given and this solution will be analyzed to obtain a corresponding k-space method for coupled first-order propagation equations. For simplicity, the derivation will assume sound speed and density are constant, i.e., (r)ϭ 0 and c(r)ϭc 0 . A general derivation of the second-order k-space method is given in Ref. 6 , while the first-order k-space method is straightforwardly extended to inhomogeneous media, as seen below.
For bandlimited signals such as typical ultrasonic pulses, very accurate spatial derivatives can be obtained by Fourier transformation of the pressure field. 12 This is the principle behind pseudospectral methods like that described in Ref. 13 , in which the spatial derivatives from Eq. ͑1͒ are evaluated using discrete Fourier transformation and temporal iteration is performed using a fourth-order Adams-Bashforth/ Adams-Moulton scheme. For the case of homogeneous sound speed and density, Eq. ͑2͒ can be written in the spatialfrequency domain as
where p (k,t) is the two-dimensional spatial Fourier transform of the acoustic pressure fluctuation p(r,t).
A discrete form of the left-hand side of Eq. ͑3͒, obtained using a second-order-accurate finite-difference scheme, yields a crude pseudospectral method, expressed as
where F represents the two-dimensional spatial Fourier transform. In numerical implementations of Eq. ͑4͒, the spatial derivatives from the right-hand side of Eq. ͑3͒ are accurately represented using discrete Fourier transformation. Still, the discrete representation of the temporal derivative on the left-hand side is significantly dispersive. Current pseudospectral methods 12, 13 typically use higher-order temporal integration schemes to decrease dispersion errors. However, for the homogeneous-medium case, temporal iteration can be performed exactly ͑e.g., without any dispersion͒ using the k -t space scheme
where sinc()ϵsin()/(). The temporal iteration scheme of Eq. ͑5͒ is mathematically equivalent to the scheme originally presented in Ref. the (c 0 ⌬t) superscript is meant to signify that the operators employed, while similar to the standard gradient operator, are also functions of the parameter c 0 ⌬t. The form of Eq. ͑6͒ suggests that the second-order k-space method can be considered a corrected finitedifference method in which the spatial Laplacian is replaced by the k-space operator. However, the k-space operator of Eq. ͑7͒ incorporates not only spectral evaluation of the Laplacian, but also a temporal correction term associated with the k -t space iterator of Eq. ͑5͒.
To construct a k-space method for coupled first-order wave propagation equations, the second-order k-space operator can be factored into parts associated with each spatial direction. Below, this procedure is carried out for the twodimensional case. An appropriate factorization is given by the first-order k-space operators 
The spatial-frequency components k x and k y are defined such that k 2 ϭk x 2 ϩk y 2 . Using the operators of Eq. ͑8͒ within Eq. ͑1͒ enables construction of a first-order k-space method equivalent to Eq. ͑6͒. Application of the exponential coefficients from Eq. ͑8͒ requires the acoustic particle velocity variables u x and u y to be evaluated on grid points staggered by distances of ⌬x/2 and ⌬y/2, respectively. The resulting algorithm is Staggered temporal grids, discussed in the following section, have also been employed in Eq. ͑10͒. Notable is that the ordering of (c 0 ⌬t) ϩ and (c 0 ⌬t) Ϫ operators is arbitrary depending on how the staggered grids are configured; however, for solution of coupled equations, the operators should be used in pairs such that the spatial shifting operations cancel out over any temporal interval of length ⌬t. Rationale for the use of spatial and temporal staggering is given in the following section.
The k-space method of Eq. ͑10͒ is straightforwardly shown to be equivalent to Eq. ͑5͒ for c(r)ϭc 0 and (r) ϭ 0 . Thus, this first-order k-space scheme is temporally exact for homogeneous media. As shown below, the method also provides high accuracy for media with properties are close to the background values, and in conjunction with an appropriate smoothing algorithm, yields high accuracy even for media including high-contrast discontinuities.
Theoretical stability limits for the present k-space method can be computed as described in Ref. 6 ; given neglect of density variations and assumption of a worst-case sound-speed variation c(r)ϭc max , the results are identical to those for the second-order k-space method. The resulting theoretical stability boundary is sin CFL
where CFL denotes the Courant-Friedrichs-Lewy number c 0 ⌬t/⌬x. Thus, like the original k-space method, 6 the k-space method derived above is also expected to be unconditionally stable for media with c(r)рc 0 everywhere.
As with the second-order k-space method, the first-order method of Eq. ͑10͒ can be regarded as a finite-difference method with correction factors that appear within the spatial derivative terms. The k-space algorithm of Eq. ͑10͒ is analogous to standard second-order-accurate finite-difference methods for computation of acoustic wave propagation 9, 16 except that second-order-accurate spatial derivatives have been replaced by the k-space operators of Eq. ͑8͒ that incorporate spectral spatial accuracy as well as corrected temporal iteration.
B. Properties of staggered spatial and temporal grids
The temporal and spatial sampling configuration employed in the k-space method of Eq. ͑10͒ is directly analogous to staggered-space, staggered-time schemes employed in previous finite-difference methods. 9, 16 Such staggered configurations are known to increase accuracy and stability for discrete representations of odd-order spatial and temporal derivatives. 12 For example, because the discrete Fourier transform is implicitly periodic, Gibbs phenomenon ͑ringing͒ artifacts result if the coefficients on the right-hand side of Eq. ͑8͒ have different values at the maximum spatial frequency /⌬x and the minimum negative spatial frequency Ϫ/⌬x. The coefficient ik ͑which would correspond to a nonstaggered spatial grid͒ has a jump discontinuity of magnitude 2/⌬x at the transition between kϭ/⌬x and k ϭϪ/⌬x. Coefficients of the form used in Eqs. ͑8͒ remove this discontinuity and, thus, can substantially reduce numerical artifacts in some cases, such as when the wave field is spatially undersampled. Accuracy and stability are particularly increased for media containing large discontinuities. 17 Although staggering slightly increases the complexity of the k-space algorithm, the benefit from spatial staggering can be easily understood by examining the physical relationship between sound pressure and particle velocity. Figure 1͑a͒ represents the spatial sampling locations for sound pressure and particle velocity in the present staggered grid. The arrow at each sampling location indicates the direction of particle motion represented by each parameter. In this configuration, a local change in sound pressure p(x,y) immediately affects the adjacent particle velocities. On the contrary, in a nonstaggered grid configuration, in which p, u x , and u y are all sampled at the same grid points, symmetry prohibits a local change in sound pressure from immediately affecting the particle velocity components sampled at the same position. This effect limits the accuracy of computations for highspatial-frequency components of the wave field. Figure 1͑b͒ shows the spatial-frequency response of the second-order-accurate discrete finite-difference operators for the first-order spatial derivative. Curve ͑i͒ shows the response for a nonstaggered center difference configuration, curve ͑ii͒ shows the corresponding response for the staggered grid center difference configuration, and curve ͑iii͒ shows the ideal frequency response for the continuous first-order derivative. Finite-difference schemes with higher-order accuracy show improved high-spatial-frequency response. Spectral computation of the first derivative on a staggered spatial grid, performed implicitly within the present k-space method, achieves this ideal frequency response up to the spatial Nyquist frequency /⌬x. Figure 2 illustrates the characteristics of the temporal scheme employed. In panel ͑a͒, the temporal iteration process is shown for the staggered-time marching scheme. Because the time step is interleaved, time derivatives are evaluated based on values of spatial derivatives at the center of each time step. This staggering minimizes error when a crude time integration ͑Euler͒ scheme is employed. Panel ͑b͒ shows the difference between true derivatives ͑slopes of the tangential lines͒ and staggered finite differences ͑slopes of the straight lines between A, B, and C͒ at the center of each time step. Although time staggering reduces the error between the finite difference and the actual derivative, staggered finite-difference schemes still incur significant error with large time steps. This error is compensated in the k-space method by introducing a correction factor that leads to a temporally exact solution for a medium with constant sound speed. Although a temporally exact discrete solution can also be obtained using a nonstaggered grid, 15 staggered grids allow the necessary compensation to be performed using a single multiplicative factor. Use of a staggered time scheme also facilitates modeling of absorption, as shown in the next section. Thus, temporal staggering is important to the first-order k-space method.
C. Relaxation absorption and perfectly matched layers
The close analogy between the k-space method of Eq. ͑10͒ and standard finite-difference techniques 16 allows easy addition of features such as perfectly matched layer ͑PML͒ absorbing boundary conditions and relaxation-process absorption to the present k-space method.
In the following, the acoustic pressure fluctuation p(r,t) is split into x and y components, p(r,t)ϭ p x (r,t)ϩp y (r,t). This splitting allows definition of direction-dependent absorption, which is necessary for incorporation of the PML. 9 Following the procedure applied to the finite-difference method in Ref. 9, the field equations are then written as a group of coupled first-order equations, with decay terms corresponding to relaxation absorbtion and to the PML. Discrete Characteristics of discrete time derivative operators. ͑a͒ Timestaggered sampling for acoustic pressure and particle velocity. ͑b͒ Derivatives estimated using a staggered time scheme and true derivatives evaluated at the center of the time step.
forms of these field equations are defined in a manner that provides high accuracy in the presence of large absorption. 9 The ͑continuous͒ field equations for a PML medium with relaxation absorption can be written as ͑r͒ ͩ ‫ץ‬u x ͑ r,t ͒ ‫ץ‬t
where ␣ x (r) and ␣ y (r) are dispersionless absorption parameters employed only within the PML and the operator denotes temporal convolution. Equations ͑15͒ and ͑16͒ contain a generalized compressibility, 8 defined as
where ϱ (r) is the usual compressibility 1/͓(r)c(r) 2 
͔,
i (r) is the relaxation time for the ith relaxation process, i (r) is the relaxation modulus for the ith-order relaxation process, with units of compressibility, and H(t) is the Heaviside step function. The integration ͑convolution͒ terms in Eqs. ͑15͒ and ͑16͒ make these equations equivalent to second-order differential equations in time. The convolution terms can be simplified using properties of the Dirac ␦ function and Heaviside step function that appear in the generalized compressibility ͑17͒ as well as identities for convolutions involving time derivatives. 9 Thus, for example, the lefthand side of Eq. ͑15͒ can be written as
The last term in this latter expression is still a convolution of two time-dependent functions, and this form presents difficulties for numerical implementation. The difficulties can be resolved by introducing a state variable, which allows Eqs. ͑13͒-͑16͒ to be rewritten as a set of simultaneous first-order differential equations. The state variable employed here is a filtered version of the acoustic pressure fluctuation, defined as
where ͑•͒ denotes x or y.
Using To obtain the final k-space scheme including PML and relaxation absorption, Eq. ͑25͒ is applied directly to Eqs. 
͑19͒.
where the quantities and are defined by Eqs. ͑20͒ and ͑21͒, respectively. This scheme provides spatial derivatives with spectral accuracy, temporal iteration that is exact for a homogeneous, lossless medium, and additional corrections that allow stable computations to be made in the presence of large absorption coefficients. The incorporation of relaxation processes allows simulation of realistic absorption in tissue, while use of the PML allows accurate computations to be carried out using small grid sizes. As shown below, the combination of these characteristics results in a powerful and flexible method for computation of ultrasonic propagation over long distances in inhomogeneous media such as soft tissues.
III. NUMERICAL METHODS
Numerical implementation of the present k-space method was accomplished using Eq. ͑26͒ directly. The k-space operators of Eqs. ͑8͒ were evaluated using twodimensional discrete Fourier transforms, implemented using a fast Fourier transform ͑FFT͒ method. 18 Initial conditions were chosen to specify a pulsatile incident plane wave with sinusoidal time variation and a Gaussian envelope. Boundary conditions were given by the perfectly matched layer ͑PML͒ on all sides of the grid. The absorption parameters ␣ x and ␣ y were tapered within the PMLs using formulas of the form
where x 0 is the coordinate at the inner edge of the PML, x max is the coordinate at the outer edge of the grid, and A is the maximum absorption per cell, in nepers, within the PML. A PML thickness of 9 grid points, together with a maximum PML absorption A of 4 nepers per cell, were found to be sufficient to reduce boundary reflection and transmission coefficients below Ϫ90 dB for normally incident waves. Relaxation-process absorption was implemented using two relaxation processes. The parameters i and i were chosen to approximate a linear dependence of absorption on frequency over the pulse bandwidth, using the formula for frequency-dependent absorption given in Ref. 8 . The relaxation times chosen were
where f max is the nominal maximum frequency of interest. For a maximum frequency of 5 MHz, these are 1 ϭ40 ns and 2 ϭ400 ns. Given this choice of relaxation times, an absorption frequency dependence of 0.5 dB/cm/MHz is best approximated ͑in a least-squares sense͒ for the frequency range 0Ͻ f Ͻ5 MHz by the compressibility coefficients 1 ϭ0.004 749 ϱ and 2 ϭ0.004 562 ϱ . Benchmark computations analogous to those described in Ref. 6 were carried out to test the accuracy and stability of the present k-space method. As in Ref. 6 , time-domain scattered fields for cylindrical test objects were computed and quantitatively compared to an exact solution 20 using an L 2 error metric. 21 The primary test object was, as in Ref. 6 , a cylinder with radius 2.0 mm and acoustic properties of human fat ͑cϭ1.478 mm/s, ϭ0.950 g/cm 3 ͒ 11 in a background medium with acoustic properties of water at body temperature ͑cϭ1.524 mm/s, ϭ0.993 g/cm 3 ͒. The incident pulse was a plane-wave with Gaussian temporal characteristics, a center frequency of 2.5 MHz, a temporal Gaussian parameter ϭ0.25 s, which corresponds to a Ϫ6-dB bandwidth of 1.5 MHz, and a central starting position of x ϭϪ4.5 mm at time zero. Time histories of the total pressure field were recorded, at 128 equally spaced ''measurement'' points spanning a circle of radius 2.5 mm concentric to the cylinder, using the interpolation method described in Ref. 6 . Another benchmark employed the same configuration except that the cylinder had the density and sound speed of human bone ͑cϭ3.540 mm/s, ϭ1.990 g/cm 3 ͒.
11
In some cases, model media were smoothed before the computation to reduce errors associated with aliasing caused by discontinuities. Smoothing was applied by filtering analytic Fourier transforms of the inhomogeneities considered using the half-band spatial-frequency filter described in Ref. 6 . This filter was found to give the most satisfactory results when applied to the quantities ϱ (r) and (r) Ϫ␤ , where ␤ is a small coefficient. The accuracy of computations was found not to depend strongly on the value of ␤ employed; the value ␤ϭ1/6 was used in the computations reported here.
A specific test of the smoothing method was implemented by computing scattering from a point ͑wire͒ scatterer with dimensions less than the grid resolution. The test object employed in this case was a point-like scatterer with acoustic properties of human bone ͑cϭ3540 m/s, ϭ1.990 g/cm 3 ͒ and a radius of 20 m. Computations were performed with a spatial step of ⌬xϭ0.0833 mm ͑four points per nominal minimum wavelength of 0.333 mm͒ and a CourantFriedrichs-Lewy number (CFLϵc 0 ⌬t/⌬x) of 0.1. For a k-space computation with smoothing, the model medium was obtained by the spatial-frequency filtering procedure described above applied to the analytic Fourier transform of the subresolution scatterer. For comparison, a computation using a discrete single-grid-point scatterer was also carried out. In this case, the scatterer sound speed and density were decreased so that the compressibility contrast ␥ and the density contrast ␥ decreased in proportion to the relative increase in area, which corresponds ͑for a scatterer of dimensions much smaller than the wavelength͒ to constant scattering strength. 20 For a scatterer area of 0.0833 ϫ0.0833 mm 2 ͑one grid point͒, this corresponds to a sound speed of 1.5897 mm/s and a density of 1.0921 g/cm 3 . Computational configurations were the same as for the 2.0-mm radius cylinder benchmarks, except that scattered fields ͑de-termined by subtracting the computed incident field in the absence of the scatterer͒ instead of total fields were compared to the corresponding exact solutions.
Implementation of relaxation absorption was tested in the k-space method by computing propagation of a planewave pulse in an absorbing medium. The pulse employed was a Gaussian-modulated sinusoid with a temporal Gaussian parameter of 0.25 s. Propagation of this pulse was computed for a medium with absorption of 0.5 dB/cm/MHz ͑pa-rameters 0 , 1 , 0 , and 1 as given above͒, using a spatial step of ⌬xϭ0.0833 mm ͑4 points per nominal minimum wavelength͒. Waveforms were recorded at virtual measurement locations separated by 5 mm along the direction of propagation. The attenuation for the computed propagation was determined numerically as a function of frequency from the ratio of the two-pulse spectra, while the phase speed was determined numerically from the frequency-dependent phase change between the two pulses. These computed values were then compared with theoretical values, given by formulas available in Ref. 8 .
An example computation, illustrating the performance of the present k-space method for large-scale problems relevant to ultrasonic imaging, was undertaken using a model tissuemimicking phantom. This phantom is a 48-mm-diameter cylinder ͑cϭ1.567 mm/s, ϭ1.040 g/cm 3 ͒ with two internal 10-mm diameter cylinders ͑cϭ1.465 mm/s, ϭ0.0940 g/cm 3 ͒ and three internal 0.2-mm diameter wires (cϭ2.600 mm/s, ϭ1.120 g/cm 3 ͒ in a background medium with properties of water ͑cϭ1.509 mm/s, ϭ0.997 g/cm 3 ͒. The 48-mm cylinder also contained simulated random scatterers, implemented by applying a Gaussian random perturbation with rms amplitude 1% to the compressibility. The internal 10-mm cylinders and wires were not perturbed in this manner. The incident plane wave had a center frequency of 2.5 MHz, a Ϫ6-dB bandwidth of 1.7 MHz, and a propagation direction of 37°from the x axis, and was apodized using the window
where erf is the error function and is an azimuthal distance along the initial wavefront. This window approximates a spatially limited plane wave of the width w 1 with tapered ends of width w 2 . The window parameters employed for this example were w 1 ϭ48 mm ͑the diameter of the phantom͒ and w 2 ϭ6 mm. The grid size employed was 768ϫ768 with a spatial step of 0.12 mm and a time step of 0.02 s ͑CFL ϭ0.25 based on the background sound speed͒.
IV. NUMERICAL RESULTS
The previous k-space method based on the second-order wave equation 2, 5, 6 has been shown in Refs. 6 and 7 to provide high accuracy for weakly scattering media. Spectral evaluation of spatial derivatives provides much higher accuracy than typical finite-difference methods for comparable spatial steps. The k -t space iteration scheme of Ref. 2 provides unconditionally stable computations for media with c(r)рc 0 ͑Ref. 6͒ and allows large time steps to be employed while maintaining accuracy higher than comparable pseudospectral methods. 6, 7 Not surprisingly, the k-space method described here, which is based on coupled first-order wave propagation equations, has numerical properties very similar to those of the original k-space method. Figures 3 and 4 , similar to Figs. 2 and 3 of Ref. 6 , show the time-domain L 2 error as a function of the spatial and temporal sampling parameters. Figure  3 , which shows computations made using the 2.0-mm-radius ''fat'' cylinder described above and a spatial step size of 4 points per minimum wavelength, show that the present k-space method exhibits temporal accuracy almost identical to the k-space method of Ref. 6 . Figure 3 also shows that both k-space methods provide much higher accuracy than a comparable pseudospectral method employing a leapfrog propagator ͑described in Ref. 6͒. Similar gains in accuracy have been obtained relative to a more sophisticated pseudospectral method incorporating fourth-order AdamsBashforth iteration. 7 All three methods provide equivalent results for very small time steps ͑CFL numbers less than about 0.1͒, but the k-space methods maintain high accuracy up to a CFL number of about 0.4. In contrast, the leapfrog pseudospectral method rapidly increases in error for CFL numbers above 0.1.
The spatial accuracy of the present k-space method is compared to the previous k-space method 6 and to a 2-4 finite-difference method 11 in Fig. 4 . Time-domain L 2 errors are shown, for the 2.0-mm-radius ''fat'' cylinder, as a function of the spatial step size ͑in points per wavelength, based on a nominal minimum wavelength of 0.333 mm͒. For these computations, the CFL number of the k-space computations was held constant at 0.5, consistent with the CFL-accuracy relationship shown in Fig. 3 , while the CFL number of the finite-difference computations was held at an optimal value of 0.25. 21, 22 Again, the present k-space method yields accuracy almost identical to that of the previous k-space method of Ref. 6 . All three methods achieve high accuracy for finer grid spacings; however, the k-space methods achieve higher accuracy for much larger spatial step sizes. The L 2 error drops below 0.05 for k-space computations employing only 3 points per minimum wavelength, while achievement of the same accuracy criterion requires 14 points per minimum wavelength for the finite-difference computations.
Although the present k-space method and that of Ref. 6 yield nearly equivalent results for the benchmark case illustrated in Figs. 3 and 4 , the use of coupled first-order equations in the present k-space method can provide greater accuracy for strongly scattering media. These advantages are illustrated using a benchmark computation for a 2-mm ''bone'' cylinder, introduced in Ref. 6 . Since computations became unstable in this case for CFL numbers above about 0.2 ͓comparable to the theoretical upper stability limit of 0.2833 given by Eq. ͑12͔͒, a CFL number of 0.1 was employed for the benchmark. Simulated waveforms obtained using the present k-space method and the previous k-space method of Ref. 6 are presented in Fig. 5 ͑computations carried out using the method of Ref. 6 were identical to those described in Ref. 6 except that the CFL number was reduced to 0.1͒. Both before and after smoothing of the model medium, the present k-space method achieves much higher accuracy than the previous method ͑L 2 error, relative to an exact series solution, was 0.2292 vs 0.3060 before smoothing, 0.0263 vs 0.2687 after smoothing͒. In addition, artifacts are greatly reduced in the computations employing the present k-space method. The waveforms obtained using the present k-space method with smoothing ͓panel ͑b͔͒ are visually identical to those obtained from the exact series solution, shown in Ref. 6 .
Further demonstration of the effectiveness of the present k-space algorithm, in conjunction with the smoothing methods used here, is given by Fig. 6 . This figure illustrates numerical results for scattering from a bone-mimicking cylinder of sub-grid-resolution size ͑radius 0.02 mm ͓20 m͔ compared to a spatial step of ⌬xϭ0.0833 mm͒. The model medium, obtained by smoothing this subresolution cylinder using the methods described above, results in a scattered amplitude that is nearly identical to the exact solution. The corresponding discrete computation, which attempts to represent the subresolution scatterer using a single pixel with adjusted acoustic parameters, accurately obtains the waveform shape and delay, but incorrectly predicts the angledependent scattered amplitude. The accurate scattering computed for the half-band filtered medium indicates that the present k-space method, with smoothing of the kind used here, can account for structures with dimensions smaller than the spatial step employed. Given sufficiently fine spatial sampling ͑4 points per minimum wavelength͒, scattering can be accurately computed from subgrid-sized structures located at arbitrary positions.
Results of the numerical test of relaxation absorption are illustrated in Fig. 7 . Panel ͑a͒ shows theoretical and simulated attenuation values, while panel ͑b͒ shows theoretical and simulated values of the phase speed. The simulations are for two sizes of the time step corresponding to CFLϭ0.25 and CFLϭ0.5. The case with a smaller time step (CFL ϭ0.25) agrees very well with the theory, while the case with a larger time step ͑CFLϭ0.5, as employed in the soft-tissue benchmark computations described above͒ shows good qualitative agreement. These results illustrate that the present k-space method with relaxation absorption can realistically simulate attenuation caused by soft tissues even for relatively coarse time steps.
Numerical results for the tissue-mimicking phantom example, described in the previous section, are illustrated in Fig. 8 . This figure shows four snapshots of the spatially limited plane wave propagating through the phantom, causing coherent reflection from boundaries and wires as well as incoherent scattering from the random structure within the background cylinder. Notable is that smoothing of the medium has reduced any ringing artifacts to a level far below the low-level random scattering within the cylinder. Also notable is that the use of PML absorbing boundary conditions allows the computation shown to be performed efficiently ͑4063 CPU s on a 650-MHz Athlon processor for a simulation of duration 360 s on a 768ϫ768 grid͒. A hypothetical computation without absorbing boundaries, in which the grid size would be expanded to eliminate wraparound error within the region shown in Fig. 8 , would require a grid size of approximately 4600ϫ4600 points, resulting in a 35-fold increase in storage and computation time requirements.
V. DISCUSSION
The starting point for the k-space method introduced here is the previous k-space method based on the secondorder wave equation. 2, 6 Thus, a brief discussion of similarities and differences between these two methods is appropriate.
The two methods show identical accuracy for homogeneous media, since they are mathematically identical in this case. For weakly inhomogeneous media, both methods have similar performance in accuracy and stability. However, for stronger inhomogeneities such as the bone-mimicking cylinder benchmark described here, the two k-space methods differ significantly. The present method, based on the coupled first-order wave propagation equations, achieves much higher accuracy, although numerical evidence suggests that the present method has a lower stability threshold than the method of Ref. 6 . The increased accuracy of the present k-space method for high-contrast media, relative to previous k-space methods based on second-order wave equations, 6 occurs for several likely reasons. Since the k-space method for coupled first-order propagation equations can be written in a form involving no Fourier transforms of medium properties ͓Eq. ͑10͔͒, some aliasing errors may be eliminated. In addition, the coupled first-order equations incorporate the density directly rather than within a derivative term, so that errors associated with inaccuracies in discrete derivatives of the density are also reduced.
The two methods also differ somewhat in computation and storage requirements. The method of Ref. 6 requires computation and storage of only one acoustic variable ͑the acoustic pressure fluctuation͒, while the present method requires computation of the pressure fluctuation as well as each vector component of the acoustic particle velocity fluctuation. Thus, for a constant grid size, the present k-space method requires somewhat greater storage and computation time than the method of Ref. 6 . However, this difference is offset by the capability of the present k-space method to incorporate PML absorbing boundary conditions. For large computations, the high performance of the PML allows the grid size to be substantially reduced without introduction of wraparound or boundary-reflection errors, so that the present k-space method is often more efficient for practical problems. This advantage is potentially even more important for three-dimensional computations.
The present k-space method can also be compared with pseudospectral methods for coupled first-order propagation equations ͑e.g., Refs. 12, 13, and 17͒. Although both methods use Fourier transforms to accurately evaluate the spatial first-order derivative, the present k-space method also includes temporal correction terms, which were obtained by factoring the second-order k-space operator of Eq. ͑7͒ into the first-order operators of Eq. ͑8͒. As a result, the present k-space method utilizes two-dimensional Fourier transforms, while pseudospectral methods employ one-dimensional Fourier transforms for calculation of spatial derivatives. This difference leads to a slight increase in computational requirements associated with Fourier transforms. Typically, pseudospectral methods require eight sets of onedimensional Fourier transforms per time step, while the present k-space method requires seven two-dimensional Fourier transforms per time step. However, the temporal correction provided by the k-space method eliminates the need for higher-order time schemes such as Adams-Bashforth and Adams-Moulton iteration, so that the k-space method may provide improved overall efficiency. This advantage occurs in part because the k-space method can provide accurate results for larger time steps ͑higher CFL numbers͒ than pseudospectral methods employing higher-order temporal iteration. 7 Another advantage of the present k-space method is the close analogy between this method and the standard finitedifference time-domain method of Ref. 16 . The present k-space method is algorithmically identical to the method of Ref. 16 except that second-order-accurate spatial derivatives have been replaced by the k-space operator of Eq. ͑8͒, which provides spectral accuracy in space, exact temporal iteration for homogeneous media, and high accuracy for general media. This close analogy has allowed relaxation absorption and PMLs, previously adapated to the corresponding finitedifference method, 9 to be straightforwardly incorporated into the present k-space method. The analogy allows great improvements in the performance and accuracy of existing finite-difference codes employing algorithms similar to those of Refs. 9 and 16 by the straightforward replacement of finite-difference spatial derivatives with the k-space operators of Eq. ͑8͒.
VI. CONCLUSIONS
The present k-space method, which numerically solves the coupled first-order differential equations for wave propagation in inhomogeneous fluid media, has been shown to hold a number of advantages for large-scale simulation of ultrasound-tissue interaction.
The method maintains the major advantages of previous k-space methods; 6 like those, the present method is spectrally accurate in space, temporally exact for homogeneous media, and highly accurate for modest medium variations. Furthermore, the form of the present method has allowed it to be extended with PML absorbing boundary conditions, relaxation absorption, and an effective approach to smoothing discontinuous scattering media. Since the present method can be interpreted as a finite-difference method with correction terms, existing finite-difference codes may be easily modified to take advantage of the accuracy available from the k-space method.
Numerical examples presented here have shown that the present k-space method has remarkable accuracy and stability characteristics, similar to previous k-space methods, 6 for computations involving weakly scattering media. The method, together with the smoothing approach presented here, provides higher accuracy for strongly scattering media. Since k-space methods allow highly accurate results to be obtained using coarse spatial and temporal sampling, the present k-space method, with the incorporation of PML absorbing boundary conditions and relaxation absorption, is particularly well-suited to realistic large-scale simulations for applications including ultrasonic imaging studies.
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