Abstract. We develop a transitional geometry, that is, a family of geometries of constant curvatures which makes a continuous connection between the hyperbolic, Euclidean and spherical geometries. In this transitional setting, several geometric entities like points, lines, distances, triangles, angles, area, curvature, etc. as well as trigonometric formulae and other properties transit in a continuous manner from one geometry to another.
Introduction
In this paper, we relate the three geometries of constant curvature by constructing a continuous transition between them. We construct a fiber space E → [−1, 1], where the fiber above each point t ∈ [−1, 1] is a twodimensional space of constant curvature which is positive for t > 0 and Date: November 24, 2014. 1 negative for t < 0 and such that when t tends to 0 from each side, the geometry converges to the geometry of the Euclidean plane. Making the last statement precise will consist in showing that segments, angles, figures and several properties and propositions of the two non-Euclidean geometries converge in some appropriate sense to those of the Euclidean one. We say that the geometries transit. At the level of the basic notions (points, lines, distances, angles, etc.) and of the geometrical properties of the figures (trigonometric formulae, area, etc.), we say that they transit in a coherent way. This is expressed by the existence of some analytic sections of the fiber space E which allows us to follow these notions and properties. The group-theoretic definitions of each of the primary notions of the geometries of constant curvature (points, lines, etc.) make them transit in a coherent way.
The idea of transition of geometries was already emitted by Klein in §15 of his paper [12] (see also the comments in [2] ). We note however that the abstract theoretical setting of transformation groups was not really developed at the time Klein wrote the paper [12] . The notion of "classical group", which is probably the most convenient setting for the description of these groups, was developed later, in works of Weyl [22] , Dieudonné [5] and others.
The construction we describe here is also developed in Chapter 9 of our Notes on hyperbolic geometry [1] . We review the basic ideas and we add to them some new results and comments. Beyond the fact that it establishes relations between the three classical geometries, this theory highlights at the same time the important notions of families and of deformations.
The fiber space E
We work in a fiber space over [−1, 1] where the fibers above each point are built out of the groups of transformations of the three geometries. Each fiber is a geometry of constant curvature considered as a homogeneous space in the sense of Lie group theory, that is, a space of cosets G/H 0 where G is a Lie group -the orthogonal group of some quadratic form -and H 0 the stabilizer of a point. This is an example of the classical concept of Klein geometry, see e.g. [7] in this volume.
When the parameter t ∈ [−1, 1] is negative, the homogeneous space is the hyperbolic plane of a certain constant negative curvature. When it is positive, the homogeneous space is the sphere (or the elliptic plane) of a certain constant positive curvature. When the parameter is zero, the homogeneous space is the Euclidean plane. We can define points, lines and other notions in the geometry using the underlying group. For instance, a point will be a maximal abelian compact subgroup of G (which can be thought of as the stabilizer group of the point in the ambient group). The space of the geometry is the set of points, and it is thus built out of the group. A line is a maximal set of maximal abelian compact subgroups having the property that the subgroup generated by any two elements in this set is abelian. Other basic elements of the geometry (angle, etc.) can be defined in a similar fashion. This is in the spirit of Klein's Erlangen program where a geometry consists of a group action. In this case, the underlying space of the geometry is even constructed from the abstract group. The definitions are made in such a way that points, distances, angles, geometrical figures and trigonometric formulae vary continuously from hyperbolic to spherical geometry, transiting through the Euclidean, and several phenomena can be explained in a coherent manner.
To be more precise, we consider the vector space R 3 equipped with a basis, and we denote the coordinates of a point p by (x(p), y(p), z(p)) or more simply (x, y, z).
We recall that the isometry groups of the hyperbolic plane and of the sphere are respectively the orthogonal groups of the quadratic form
Introducing a nonzero real parameter t does not make a difference at the level of the axioms of the geometries (although it affects the curvature): for any t < 0 (respectively t > 0) the isometry group of the hyperbolic plane (respectively the sphere) is isomorphic to the orthogonal group of the quadratic form
We wish to include the Euclidean plane in this picture. The first guess to reach the Euclidean plane is to give the parameter t the value 0. This does not lead to the desired result. In fact, although the orthogonal groups of the quadratic forms q t , for t > 0 (respectively for t < 0) are all isomorphic, they are not uniformly bounded in terms of t, and when t → 0, their dimension blows up. Indeed, when t → 0 from either side, the quadratic form q t reduces to (x, y, z) → z 2 whose orthogonal group is much larger than the isometry group of the Euclidean plane.
Thus, an adjustment is needed. For this, we shall introduce the notion of "coherent element". This will make the Euclidean plane automorphism group (and the Euclidean plane itself) appear in a continuous way between the hyperbolic and spherical automorphism group (respectively the hyperbolic plane and the sphere).
We now define the fiber space E, equipped with its fibration
The fiber E t above each t ∈ [−1, 1] will be a space of constant positive curvature t 2 for t > 0 and of constant negative curvature −t 2 for t < 0, such that when t converges to 0 from either side, E t converges to the Euclidean plane. We explain this now. It will be useful to consider the elements of the space E t as matrices, and when we do so we shall denote such an element by a capital letter A. 1] be the fibration whose fiber J t above t is the subgroup of GL(3, R) consisting of the stabilizers of the form q t .
Finally, let I ⊂ J be defined by taking fiberwise the connected component of the identity element in the orthogonal group of the quadratic form q t , for each t ∈ [−1, 1].
In other words, for every t = 0, I t is the orientation-preserving component of the orthogonal group of the quadratic form q t . It is a Lie group of dimension 3. However, as we already noticed, I 0 is a Lie group of dimension 6. It is the matrix group
This is the group of matrices of the form  with ad − bc > 0. The fact that the determinant is positive is a consequence of the orientation-preserving assumption. Thus, I 0 is the usual matrix representation group of the orientation-preserving group of affine transformations of R 2 . Equivalently, it is the group of matrices preserving the (x, y)-plane in R 3 . (One can deduce this fom the fact that the affine group is the subgroup of the group of projective transformations that preserve a hyperplane in projective space.) This shows again that I 0 is not isomorphic to the group of orientation-preserving Euclidean motions of the plane. We shall reduce the size of I 0 , by restricting the type of matrices that we consider.
Definition 2.1 (Coherent element
). An element A of I 0 is said to be coherent if for all i and j satisfying 1 ≤ i, j ≤ 3, there exists an analytic function A i,j (t) such that for each t ∈ [−1, 1] the matrix A t = (A i,j (t)) belongs to I t , and A 0 = A.
The space of coherent elements
We denote by E ⊂ I ⊂ GL(3, R) × [−1, 1] the set of coherent elements. For each t ∈ [−1, 1] we denote by E t the set of coherent elements that are above the point t.
From the definition, we have E t = I t for all t = 0. We now study E 0 . The coherent elements of I 0 form a group and they have important features. We start with the following:
Proof. For t = 0, we have det(A) = 1 since A is an orthogonal matrix of a non-degenerate quadratic form. The result then follows from the definition of coherence and from the fact that the map t → det(A t ) is continuous.
We also have the following: Proposition 3.2. An element A ∈ I 0 is coherent if and only if A is an orientation-preserving motion of the Euclidean plane.
Proof. Let A ∈ I 0 be a coherent element. From the definition, we have A = lim t→0 A(t), with A(t) ∈ I t , t > 0. Thus, the 9 sequences A ij (t), for 1 ≤ i, j ≤ 3, converge and therefore they are bounded. For t = 0, since A(t) preserves the quadratic form q t , therefore it also preserves the form 1 t q t . For i = 1, 2, 3, let A i (t) denote the i-th column of A(t). We show that for i, j < 3, the 1 t q t -scalar product of A i (t), A j (t) is the i, j-th coefficient of the Kronecker delta function.
We have
Since A(t) preserve
Since the sequences A ij (t) converge, we obtain lim t→0 A 31 (t) = 0, therefore the coherence property imposes A 31 (0) = 0. Now we use the fact that the section A 31 (t) is differentiable (recall that by coherence, it is even analytic). This gives A 31 (t) = 0 + λt + O(t 2 ), therefore
In the same way, we prove that
It follows that the first principal 2-bloc of A is an orthogonal matrix, which implies that E 0 is a direct isometry group of the Euclidean plane. In other words, the 2 × 2 matrix
preserves the standard quadratic form on R 2 . Thus, it is an element of the Euclidean rotation group SO(2).
Note.-In the proof of the preceding proposition, we used the fact that the coherence property imposes that the sections A ij are differentiable. There is another proof in [1] (Proposition 2.2) which only uses the existence of sections that are only continuous.
The set of coherent elements of I 0 , being the group of orientation-preserving motions of the Euclidean plane, is the group we are looking for.
From now on, we use the notation I 0 for the subgroup of coherent elements instead of the previously defined group I 0 . Thus, in the following, for each t ∈ [−1, 1], any element of I t is coherent.
The space of coherent elements (for variable t) is not a locally trivial fiber bundle (for instance, the topological type of the fiber I t is not constant; it is compact for t > 0 and noncompact for t < 0). However this space has nice properties which follow from the fact that it has many continuous (and even analytic) sections.
The algebraic description of points and lines
For every t ∈ [−1, 1], we define E t as the set of maximal abelian compact subgroups of I t . An element of E t is a point of our geometry. Note that any maximal abelian compact subgroups of I t is isomorphic to the circle group SO (2) . With this in hand, a coherent family of points in the fiber space (E t ) is a coherent family of maximal abelian compact subgroups of I t . This is a family depending analytically on the parameter t. We can also consider coherent families of pairs (respectively triples, etc.) of points. This defines the segments (respectively triangles, etc.) of our geometries. We can study the corresponding distance (respectively area, etc.) function of t defined by such a pair or triple, in algebraic terms.
For each p ∈ E t , we denote by K p ⊂ I t the maximal subgroup that defines p. Since K p is a group isomorphic to the circle group SO(2), for each p ∈ E t , there exists a unique order-two element s p ∈ K p . We shall make use of this element. In the circle group SO(2), this corresponds to the rotation of angle π. We call s p the reflection, or involution in I t , of center p. In this way, any point in E t is represented by an involution. For each t = 0, an involution is a self-map of the space of our geometry (the sphere or the hyperbolic plane) that fixes the given point, whose square is the identity, and whose differential at the given point is −Id.
This algebraic description of points in E t as involutions has certain advantages. In particular, we can define compositions of involutions and we can use this operation to describe algebraically lines and other geometric objects in E t .
A line in E t is a maximal subset L of E t satisfying the following property:
(*) The subgroup of I t generated by the all elements of the form s p s p ′ , for p, p ′ ∈ L, is abelian. In the the case t = 0, we ask furthermore that the group is proper. (For t = 0, this is automatic). Given two distinct points in E t , there is a unique line joining them; this is the maximal subset L of E t containing them and satisfying property (*) above.
The group I t acts by conjugation on E t and by reflections along lines. With these notions of points and lines defined group-theoretically, one can check that the postulates of the geometry can be expressed in group theoretic terms: any two distinct points belong to a line, two lines intersect in at most one point. (For this to hold, in the case t > 0, one has to be in the projective plane and not on the sphere.)
We now introduce circles. Let s be a point represented by a subgroup K p and an involution s p . Any element ρ in K p acts on the space of points E t by conjugation:
A circle of center p in our geometry is an orbit of such an action. For t > 0 and for every point p, among such circles, there is one and only one circle centered at p which is a line of our geometry. A triangle in our space is determined by three distinct points with three lines joining them pairwise together with the choice of a connected component of the complement of these lines which contains the three given points on its boundary. The last condition is necessary in the case of the sphere, snce, in general, three lines divide the sphere into eight connected components.
Let us consider in more detail the case t > 0. This case is particularly interesting, because we can formulate the elements of spherical polarity theory in this setting. We work in the projective plane (elliptic space) rather than the sphere. In this way, the set of points of the geometry E t (t > 0) can be thought of as the set of unordered pairs of antipodal points on the sphere in the 3-dimensional Euclidean space (R 3 , q t ).
To each line in E t is associated a well-defined point called its pole. In algebraic terms (that is, in our description of points as involutions), the pole of a line is the unique involution s p which, as an element of I t , fixes globally the line and does not belong to it.
Conversely, to each point p, we can associate the line of which p is the pole. This line is called the equator of p. There are several equivalent algebraic characterizations of that line. For instance, it is the unique line L such that for any point q on L, the involution s q fixes the point p. In other words, the equator of a point s p is the set of points q = p satisfying s q (p) = p.
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This correspondence between points and lines is at the basis of duality theory.
If two points p and q in E t are distinct, the product of the corresponding involutions s p and s q is a translation along the line joining these points. More concretely, s p s q is a rotation along the line in 3-space which is perpendicular to the plane of the great circle determined by p and q. This line passes through the pole s N of the great circle, and therefore the product s p s q commutes with the pole s N (seen as an involution).
Given p ∈ E t , the equator of p is the set of all q ∈ E t whose image under the stabilizer of p in I t is a straight line.
In spherical (or elliptic) geometry, a symmetry with respect to a point is also a symmetry with respect to a line. This can be seen using the above description of points as involutions. From the definition, the involution corresponding to the pole of a line fixes the pole, but it also fixes pointwise the equator. The pole can be characterized in this setting as being the unique isolated fixed point of its involution. The set of other fixed points is the equator. Thus, to a line in elliptic geometry is naturally associated an involution.
We can use polarity to define perpendicularity between lines: Consider two lines L 1 and L 2 that intersect at a point p. Then L 1 and L 2 are perpendicular if the pole of L 1 belongs to L 2 . This is equivalent to the fact that the polar dual to L 2 belongs to L 1 . This also defines the notion of right angle.
In what follows, we shall measure lengths in the geometry E t for t > 0. We know that in spherical (or elliptic) geometry, there is a natural length unit. The length unit in this space can be taken to be the diameter of a line (all lines in that geometry are homeomorphic to a circle), or as the diameter of the whole space (which is compact). We can also use the correspondence between lines and poles and define a normalized distance on E t , by fixing once and for all the distance from a point to its equator. We normalize this distance by setting it equal to π 2 √ t . (Remember that each space E t , for t > 0, is the sphere of constant curvature t 2 .) After defining the distance on E t , we can check that the segment which joins a pole to a point on its equator is the shortest path to the equator. 1] is a coherent family of points. This grouptheoretic definition of points allows the continuous transition of points in the space E. Likewise, the group-theoretic definition of lines makes this notion coherent transit from one geometry to another. Now we introduce the notion of angle. We want a notion that transits between the various geometries. This can also be done group-theoretically in a coherent manner. There are various ways of doing it, and one way is the following. We start with the group-theoretic description of a point as a maximal compact abelian subgroup (the "stabilizer" of the point). Such a subgroup is isomorphic to a circle group. But the circle group is also the set of all oriented lines starting at the given point. It is equipped with its natural Haar measure, which we normalize so that the total measure of the circle is 2π. This gives a measure on the set of oriented lines. From these measures, we obtain the notion of angle at every point. It is also possible to give a coherent definition of an angle by using a formula, and we shall do this in §7.
5.
Now we consider transition of distances.
To measure distances between points, we use a model for the space E t for each t ∈ [0, 1]. We take the unit sphere S t , that is, the space of vectors in R 3 of norm one with respect to the quadratic form q t . This is the subset defined by
We take the quotient of this set by the action of Z 2 that sends a vector to its opposite. Note that the unit sphere S t (before taking the quotient) is connected for t > 0, and it has two connected components for t < 0. After taking the quotient, all spaces become connected. The group of transformations of R 3 which preserve the quadratic form q t acts transitively on S t /Z 2 for each t. For t = 0, the unit sphere (before taking the quotient) is defined by the equation z 2 = 1, and it has two connected components, namely, the planes z = 1 and z = −1.
In this way, the elements of the geometries E t can be seen either algebraically as cosets in a group (the isometry group modulo the stabilizer of a point) or, geometrically, as elements of the unit sphere quotiented by Z 2 . Now we define distances between pairs of points in each E t and then we study transition of distances.
For t = 0, we use the angular distance in E t . To do so, for each t = 0, we let β t be the bilinear form associated to the quadratic form q t , that is,
We set, for every x t and y t in E t ,
We call w t (x t , y t ) the angular distance between the points x t and y t . For each t = 0, the angular distance can be thought of as being defined on S t /Z 2 , but also on the 2-dimensional projective plane, the quotient of R 3 \ {0}/Z 2 by the nonzero homotheties. As a distance on the space E t , we shall take w t multiplied by a constant c t that we determine below. Note that although Equation (2) describes an ellipsoid in the Euclidean orthonormal coordinates (x, y, z), this surface, equipped with this angular metric induced from the quadratic form, is isometric to a round sphere.
For each t = 0, equipped with the normalized distance function c t w t , the point set E t becomes a metric space. Its points and its geodesics coincide with the group-theoretically defined points and lines that we considered in §1. This can be deduced from the fact that the isometry group of the space acts transitively on points and on directions, and that both notions (the metric and the group-theoretic) are invariant by this action. There are other ways of seeing this fact.
We can draw a picture of S t for each t ∈ [0, 1]. In dimension 2, this is represented in Figure 1 . To get the 3-dimensional picture, this figure has to be rotated in space around the y-axis.
Any vector in R 3 defines a point in each geometry E t by taking the intersection of the ray containing it with S t (or in the quotient of this intersection by Z 2 ). This is represented in Figure 2 , in which the vector is denoted by P , and where we see three intersection points with the level surfaces S t : for t > 0, t = 0 and t < 0. Note that the two points with Cartesian coordinates (0, 0, 1) and (0, 0, −1) belong to all geometries (they belong to S t for any t ∈ [−1, 1]). We shall use this in the following discussion about triangles, where some vertices will be taken to be at these points, and this will simplify the computations.
We now discuss transitions of distances. We want the distance between two points in the geometry E 0 to be the limit as t → 0 (from both sides, t > 0 and t < 0) of the distance in E t between corresponding points (after normalization). The next proposition tells us how to choose the normalization factor c t .
Let A and B be two points in R 3 . We have a natural way of considering each of these points to lie in E t , for every t ∈ [−1, 1]. Let us denote by A t , B t the corresponding points.
Proposition 5.1. The limit as t → 0, t > 0 (respectively t < 0), of the distance from A t to B t in E t normalized by the factor 1/ √ t is equal to the Euclidean distance between A 0 and B 0 .
Using this result, we shall define the distance between points A and B in E 0 in such a way that the distances in Proposition 5.1 vary continuously for t ∈ [−1, 1].
Proof. For t ∈ [−1, 1], let a = (0, 0, 1) ∈ R 3 and consider the coherent family of points A t ∈ E t , t ∈ [−1, 1] represented by a. For x ∈ R, let B x t ∈ E t , t ∈ [−1, 1] be the coherent family of points represented by the stabilizer of We start with t > 0. We compute the limit as t → 0, t > 0, of the distance from A t to B x t in E t , normalized by dividing it by √ t. We have q t (a) = 1,
and
We use the angular distance from A t to B x t , measured with q t , t > 0. By Equation (3), we have
Taking c t = 1/ √ t as a factor for distances in E t , the distance c t w t between the two points becomes
The limit as t → 0, t > 0, of D t (A t , B x t ) is |x|, which is what the distance from A 0 to B x 0 in E 0 ought to be. Thus, we define the distance D t on each E t to be the angular distance w t given in (3) divided by √ t. In this way, the distance function transits. The fact that points and distances transit between the various geometries implies that triangles also transit. We already noted that angles also transit. From this, we get several properties. For instance, since angle bisectors may be defined using equidistance, the following property transits between the various geometries: Proposition 5.2. The angle bisectors in a triangle intersect at a common point.
The reader can search for other properties that transit between the various geometries.
Curvature is also a coherent notion. Indeed, curvature in spherical and in hyperbolic geometry is defined as the integral of the excess (respectively the defect) to two right angles of the angle sum in a triangle (and to a multiple of a right angle for more general polygons). This notion transits through Euclidean geometry, which is characterized by zero excess to two right angles. One can make this more precise, by choosing a triangle with fixed side lengths -for instance with three sides equal to a quarter of a circle -and making this triangle transit through the geometries.
Transition of trigonometric formulae
The trigonometric formulae, in a geometry, make relations between lengths and angles in triangles. They are at the bases of the geometry, since from these formulae, one can recover the geometric properties of the space. Let us recall the formal similarities between the trigonometric formulae in hyperbolic and in spherical geometry. One example is the famous "sine rule", which is stated as follows:
For any triangle ABC, with sides (or side lengths) a, b, c opposite to the vertices A, B, C, we have, in Euclidean geometry :
Thus, to pass from the Euclidean to the spherical (respectively the hyperbolic), one replaces a side length by the cosine of the side length (respectively the sine of the length). Since using the sine rule one can prove many other trigonometric formulae, it is natural to expect that there are many occurrences of trigonometric formulae in non-Euclidean geometry where one replaces the circular functions of the side lengths (sin, cos, etc.) by the hyperbolic function of these side lengths, in order to get the hyperbolic geometry formulae from the spherical ones. Examples are contained in the following table. They concern a triangle ABC having a right angle at C:
In this table, the Euclidean formulae in the middle column are obtained by taking Taylor series expansions of any of the two corresponding nonEuclidean ones, for side lengths tending to 0. This is a consequence of the fact that the spherical and the hyperbolic geometries become Euclidean at the level of infinitesimal triangles.
The transitional geometry sheds a new light on the analogies between the trigonometric formulae.
Fisrt, we must recall that the above formulae are valid for spaces of constant curvatures −1, 0 and 1. In a geometry E t , with t = 0, one has to introduce a parameter t in the above trigonometric formulae. For instance, for a right triangle ABC with right angle at C, we have, in spherical geometry (t > 0) : cos √ tc = cos √ ta cos √ tb and in hyperbolic geometry (t < 0) :
Now we can study the transition of this formula, called the Pythagorean theorem.
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We first study the transition of a triangle. For t ∈ [−1, 1], let a = (0, 0, 1) ∈ R 3 and consider the coherent family of points A t ∈ E t , t ∈ [−1, 1] represented by the vector a. Take a real number x. For any t ∈ [0, 1], let B x t ∈ E t and C x t ∈ E t be the two coherent families of points represented by the stabilizers in I t of the vectors b x = (x, 0, 1) and c x = (0, x, 1) of R 3 . The family ∆ t (x, y) = (A t , B x t , C y t ), t ∈ [0, 1] is a coherent family of triangles. The triangle ∆ 0 (x, y) is a right triangle at A, with catheti ratio x/y. To see that each triangle ∆ t (x, y) is right, we note that if we change B into −B, we do not change the angle value. (Recall the definition of the angle measure as the Haar measure on SO(2).) Therefore there is a transformation of the space E t that belongs to our isometry group and that sends this angle to its opposite. Therefore the angle is equal to its symmetric image, and therefore it is right. We saw (proof of Proposition 2.1) that in the geometry E t , the distance between the two points A t and B x t is given by
Likewise, the distance between the two points A t and C y t is equal to
In the geometry E 0 , the distance from from A 0 to C y 0 is equal to |y|. We need to know the distance in E 0 between the points B x 0 and C y 0 . The angular distance from B x t to C y t , measured with q t , t > 0, is
= arccos( 1 t 2 x 4 y 4 + tx 2 + ty 2 + 1 ).
Up to higher order terms, this expression is equal to t 2 x 4 y 4 + tx 2 + ty 2 .
We collect the information in the following lemma, using the fact that in the coherent geometry E 0 , distances are obtained as a limit of normalized distances in E t for t > 0 (or t < 0). Lemma 6.1. In the geometry E t , we have
In the coherent geometry E 0 , we have
Using this lemma, we now show that the Euclidean Pythagorean formula in E 0 is a limit of the Pythagorean formula in E t for t > 0.
Let x and y be real numbers and let t > 0. In the triangle ∆ t (x, y), the lengths of the three sides (measured in E t ) are the angular distances √ tD t (A t , B x t ), √ tD t (A t , C y t ) and √ tD t (Cy t , B x t ). The first natural attempt is to write the Pythagorean theorem in spherical geometry, for the triangle with right angle at A t :
x t )). Taking the limit, as t → 0 gives 1 = 1 × 1, which is correct but which is not the Euclidean Pythagorean theorem. We obtain a more useful result by taking another limit.
We transform the spherical Pythagorean theorem into the following one: 
which is the Pythagorean theorem in the geometry E 0 . This is indeed the familiar Pythagorean theorem in Euclidean geometry.
It is possible to do the same calculation in the hyperbolic case (t < 0), where the hyperbolic Pythagorean theorem is:
Transition of angles and of area
Using the Pythagorean theorem in spherical and hyperbolic geometry, it is possible to prove the other formulae in the above table, in particular the formulae cos A t = tan √ a t tan √ b t in spherical geometry and
At the same time, we can study convergence of angles. For this take a triangle ABC with right angle at C and let α be the angle at A. For each t, the (lengths of the) sides opposite to A, B, C are respectively a t , b t , c t in the geometry E t . Take the side lengths a and b to be constant, a t = a and b t = b. For each t, we have, in the geometry E t ,
As t → 0, we have cos α t → a/b. Thus, the angle α t in the triangle A t B t C t converges indeed to the Euclidean angle. Note that this can also be used to define the notion of angle in each geometry. The reader can check that this definition amounts to the one we gave in §5.
Finally we consider transition of area. There are several works dealing with non-Euclidean area. For instance, in the paper [6] , Euler obtained the following formula for the area ∆ of a spherical triangle of side lengths a, b, c: We would like to see that Euler's formula (8) transits and leads to the area formula in Euclidean geometry for t = 0. It suffices to deal with right triangles, and we therefore assume that the angle at c is right. We use the Pythagorean theorem cos √ tc = cos √ ta cos √ tb.
We take the Taylor expansion in t in Formula (8) .
Using the formula for the cosine of the double and taking the square, we obtain the formula (cos 1 2 ∆) 2 = (1 + cos sa + cos sb + cos sa × cos sb) 2 2(1 + cos sa)(1 + cos sb)(1 + cos sa × cos sb).
.
The degree-8 abt. Recall now that for the transition of the distance function ( §5), we had to normalize the length function in E t , dividing it by √ t. It is natural then, for the transition of the area function, to divide it by t. Thus, the result that we obtain is 1 2 ab, which is indeed the area of a Euclidean triangle with base a and altitude b.
Finally, we note that there has been a recent activity on transition of geometries in dimension 3, namely, on moving continuously between the eight Thurston geometries, and also on varying continuously between Riemannian and Lorentzian geometries on orbifolds. We mention the works of Porti [17] , [19] and Porti and Weiss [18] and Cooper, Hodgson and Kerckhoff [3] , Kerckhoff and Storm [11] and Dancieger [4] . The ideas and the methods are different from those of the present paper.
As a conclusion, we propose the following problem.
Problem. Extend this theory of transition of geometries to a parameter space which, instead of being the interval [−1, 1], is a neighborhood of the origin in the complex plane C.
This is in accordance with a well-established tradition to trying to extend to teh complex world. We recall in this respect the following words of Painlevé [16] "Entre deux vérités du domaine réel, le chemin le plus facile et le plus court passe bien souvent par le domaine complexe." (Between two truths of the real domain, the easiest and shortest path quite often passes through the complex domain.) 3 We also recall Riemann's words, from his Inaugural dissertation [20] , concerning the introduction of complex numbers: "If one applies these laws of dependence in an extended context, by giving the related variables complex values, there emerges a regulatrity and harmony which would otherwise have remained concealed." 3 Painelvé's sentence has been taken taken over by Hadamard in [10] : "It has been written that the shortest and best way between two truths of the real domain often passes through the imaginary one."
