Introduction
Reliable and fast power line communication (PLC) is a key prerequisite for successful deployment and operation of Smart Grid networks. At present, only the communication over low-voltage power lines is largely used, thanks to relatively inexpensive hardware, mainly for Automatic Meter Reading (AMR), tariffs and load management (Automatic Meter Management, AMM), and complex monitoring of network infrastructure (Advanced Metering Infrastructure, AMI) in order to increase the reliability of power distribution, which is the last step on the way towards a Smart Grid. Networks are usually controlled from substations and distribution stations, using (1) medium-or high-voltage power line, (2) dedicated data link (Internet, dedicated data circuit, optical cable, etc.). It is only logical to use the existing medium-voltage power lines for data communication, thus eliminating the need of a dedicated data link. Such solution can reduce the dependence on external factors and thereby increase the reliability of power distribution networks. Due to rapid deployment of so-called renewable energy sources, the reliability and stability of the network is becoming a serious problem. In this article we propose a novel communication system, designed specifically for communication over mediumvoltage (mv) power lines. Its purpose is to fill the gap in the existing systems based on OFDM (like G.hnem, IEEE P1901.2, G3, PRIME), since their robustness is somewhat lower when they are used for long-distance transmission over medium-voltage power lines.
The architecture of the proposed solution is based on the assumed physical characteristics of the transmission media (i.e. medium-voltage overhead or cable lines) that feature moderate frequency selectivity within CENELEC A band and high levels of noise. The type of the noise, in general, is AWGN (Additive White Gaussian Noise). In such s (MCM) [n] case, the OFDM (Orthogonal Frequency Division Multiplexing) technology is not suitable because of its high PAPR (Peak-to-Average Power Ratio) -it should be used rather for channels with high frequency selectivity, or significant multipath signal propagation. Moreover, OFDM introduces high processing latency in the receiving digital front-end, as it uses FFT and IFFT integral transforms. The latency can be partially reduced by shortening of the OFDM frame; however, it results in lower spectral efficiency (number of carriers). Another technology to be considered is wideband single-carrier linear digital modulation, which has low PAPR, but it is not immune against frequency selectivity. In a frequency-selective channel, it requires equalization at the receiving side, computationally intensive channel estimation and a complicated core for channel inversion. For these reasons we propose MCM (Multi-Carrier Modulation) as the optimum technology for data communication over mv power lines, i.e., a set of subchannels using narrowband linear digital modulations, with equidistantly or non-equidistantly spaced carriers over the given bandwidth. Such approach offers sufficiently low PAPR, and also very low processing latency (only matched filtering is performed on the receiving side). Every subchannel is considered as frequency-flat, and therefore no equalization is needed -only simple synchronization of amplitude, phase and symbol timing is required.
The paper is organized as follows. Section 2 describes Serial MCM transmission. Sections 3 and 4 describes MCM Transmitter and Receiver. Section 5 describes experimental measurement. Finally, Section 6 presents conclusions and ideas for future work.
Serial MCM Transmission
The proposed architecture of MCM PLC modem is based on serial data transmission. The individual subchannels are entirely independent, carrying separate data communications at lower bitrate, corresponding to the subchannel bandwidth. If SNR in some of the subchannels is negatively affected by strong noise, interference or destructive deformation (gap) in channel frequency response, the data is directed to other subchannels where the conditions are better. So, the concept is based on the assumption that transmission conditions are not bad across the entire MCM band.
The individual data packets are split into subchannels in time-frequency domain as described in Fig. 1 , and their transmission may but need not be entirely independent. FSP (Frame Synchronization Preamble) stands for synchronization preamble of a frame containing L P channel symbols, T S is symbol period, L and L F mean packet length and frame length, respectively, expressed as the number of channel symbol, B and B (MCM) mean subchannel bandwidth and total modulation bandwidth, respectively, and G( f ,t) is timefrequency transfer function of the channel.
Transmitter Description
Block diagram of the transmitting side of the proposed MCM PLC modem is shown in Fig. 2 . The transmitter consists of two fundamental blocks: multilayer channel coder and digital front-end.
Linear digital modulator Zero padding Fig. 3 . Block diagram of a linear digital modulator.
Transmitter Digital Front-End
Every branch of the structure represents one subchannel of the resulting composite spectrum. Each particular section of the resulting spectrum is shaped in a narrowband linear digital modulator through a complex filter with real SqRRCS (Square Root Raised Cosine Spectrum) impulse response, as shown in Fig. 3 .
Turbo Encoders
Noise immunity is achieved through channel coding based on punctured serial concatenated turbo code, see Fig. 4 . At present, it is one of the most efficient channel coding techniques. Its coding gain grows with the length of the encoded packet. This is the only negative property of turbo coding, as it implies limitation for transmission of short packets; suitable packet lengths are 1024 or more symbols. More information about turbo codes can be found in [1] - [4] .
For the proposed concept we have chosen a proven architecture, in which the outer FSM (Finite State Machine) is based on a simple systematic forward-or backwardrecursive convolution code. The FSM has 2 or 4 internal states. The fixed code rate is 1/2, i.e. the coder adds one protective (redundant) bit to each bit of the information. So, there is a binary data sequence d[ ] at the input of the coder, and another sequence c[ ] at its output, in modulo 4 arithmetic. The sequence c[ ] is taken to the permutator I and then passed to the inner FSM. The inner FSM is based on a simple integrator with 4 internal states and 1/1 rate. The fixed turbo code rate is 1/2, and the code symbols c (TC) [ ] at the output can be directly mapped to the QPSK constellation, with respect to Ungerboeck mapping rules.
If the transmission conditions are good and SNR (Signal-to-Noise Ratio) high, then the modem switches to layered turbo code mode (see Fig. 5 ), in which the data are transmitted in 2, 3 or 4 streams hierarchically mapped to 16QAM, 64QAM or 256QAM, and K equals to 4. Thanks to the hierarchical mapping, the individual data streams have different priorities: stream #1 has the highest priority, while stream #4 the lowest one. The reason is that stream #1 is mapped to the highest-quality points of QAM constellation (i.e. those with the largest mutual Euclidean distances). Therefore the noise immunity of stream #1 will be very high, at the expense of stream #4 that is mapped to the lowestquality points, thus having low noise immunity. If all data streams are required to behave equally, a commutator is prepended to the mapper input; then hierarchical mapping will be rotated over the time, and so the respective noise immunities of the individual streams will be equalized. Besides the hierarchical mapping, the proposed concept allows also modification of the initial code rate using the punctured mapping. Suitable puncturing changes the initial code rate 1/2 to the output code rates 2/3 and 3/4. When the SNR is low, the transmitter uses the default code rate 1/2. As the SNR grows, the transmitter is switched firstly to the rate 2/3, and subsequently to 3/4. Code rates of all considered modem configurations along with the assumed SNR requirements are summarized in Tab. 1. The overview refers to MCM with total bandwidth of 80 kHz consisting of 8 subbands, 9.5 kHz each, separated by 0.5 kHz gaps; the centers of the individual channels are at 40 kHz, 50 kHz, 60 kHz, ..., 110 kHz.
Receiver Description
Block diagram of the receiving side is shown in Fig. 6 . The receiver consists of three fundamental blocks: digital front-end, multilayer frame synchronization block, and a set of joint iterative synchronizers-detectors allocated through a switch.
Receiver Digital Front-End
The individual subchannels are firstly mixed with the corresponding subcarriers to obtain a set of signals (complex envelopes) in baseband. Then these baseband signals are decimated in a down-sampling cascade consisting of a series of anti-aliasing filters and decimators (CIC filter). At its output we get sub-sampled complex envelopes r k [n ] so that there are 4 samples per or one symbol period, which is perfectly in accord with the sampling theorem. The particular sub-sampled complex envelopes are then shaped and partially rid of AWGN in matched filters with real impulse response SqRRCS. Consolidated complex envelopes at the output of the matched filters x k [n ] are then passed to a set of frame synchronizers.
Frame Synchronization
Frame synchronizers search for synchronization preambles in the individual streams, which are used to localize the beginnings of particular packets (frame synchronization), and also for initial estimates of subchannel attenuation |ĝ The proposal assumes that one of the following two types of synchronization preambles (training sequences) should be used -Legender or Rudin-Shapiro (R-S). The length of Legender sequences can be 11, 19 or 31 bits (without cyclic prefix). These lengths were selected because of their sequence correlation properties. By adding the cyclic
Puncturing Mapper SCCC-P Encoder Fig. 4 . Block diagram of a punctured serial turbo coder. prefix, the lengths can be extended to even bits count suitable for practical implementation. The second option is to use a pair of R-S preambles, which can be used to transmit a very slow, but very robust binary stream called service data. The principle of transmitting service data is quite simple. Let us select one R-S preamble from the pair, according to the value of the input bit d
On the receiving side, so-called dual version of frame synchronizer is then used, which searches for both of the R-S preambles. Its output iŝ d (S) k [ ] estimate depending on the detected R-S preamble. The bitrate of service data depends on the length of a packet and of the used R-S preambles including the cyclic prefixsee Tab. 1. The default lengths of these training sequence pairs are 2 l , where l = 1, 2, 3,..., N.
Joint Iterative Synchronizer-Decoder
Samples of complex envelope, isolated by frame synchronizers and corresponding to one data packet in each subchannel, are passed through the switch to the joint iterative synchronizer-detector -see Fig. 7 . Together with this section, the initial estimates ofĝ F } (discrete probability density) can be computed, with respect to the estimate of AWGN standard deviationσ
The forward metrics ofM More information about BCJR algorithm and its derivatives can be found in [1] - [3] and [5] - [8] . A two-dimensional BCJR algorithm can be found in [12] .
The outputs of the particular detection layers are packet data estimatesd k,k [ ] and partial (layer) backward metricŝ
B (q k ) that are immediately transformed, together with the forward metricŝ
F (q k ), into posterior probabilitiesP (I) . The resulting sequence ofP (I) controls the SDD EM CSE estimator that improves the initial estimates ofĝ
In this concept it is based on the ExpectationMaximization (EM) criterion, Soft Decision Directed (SDD) byP (I) (q k ) sequence. The advantage of this estimator is that its kernel is very similar to DA ML CSE blocks in Frame synchronizers. This can be useful for FPGA (Field Programmable Gate Array) implementations -only one fast multiplexed core is sufficient for the synchronizer, identical sampling n T p sampling nTp sampling Tsd
[n] for synchronization acquisition mode and for receiver tracking mode. Detailed description of the EM algorithm providing basic synchronization of the iterative decoding network can be found in [17] and [20] . More variants of EM and its derivatives are discussed in [14] - [16] and [18] . Another approach to decoding network synchronization based on socalled adaptive SISO modules, can be found in [19] .
The updated estimates ofĝ
w k are redirected into the Soft Demodulator, and so one iteration I of the system is completed. In the next iteration the whole detection process is repeated with the updated estimates. After performing the given maximum number of iterations or after stabilization of the iterative network, the estimated k [ ] at the output of the structure is considered to be the valid data and it is passed for further processing by the higher layers of the modem.
Experimental Measurement
The transmitter consists of an SD-card memory, a controller, 16-bit DA converter and a wideband Tx amplifier. A signal generated from MATLAB was stored in the SDcard memory. The signal contained 3600 different packets with random data. It was periodically transmitted into the power line at voltage level of 1 Vrms. The Tx amplifier output impedance was Z S = 68 Ω resistive. The received signal went through a 1st-order RC high-pass filter with cut-off frequency of 1.5 kHz to remove the 50 Hz components. Then it was received using a storage oscilloscope Tektronix DPO4032. The received signal was processed offline in MATLAB. The power line was a 4928 m long threephase 22 kV overhead line (system with non-grounded neutral point); it is shown in Fig. 10 . The line runs from a substation approximately 700 m in parallel with three other 22 kV power lines and a 3 kV DC railway trolley. Then it crosses the railway and runs separately (see Fig. 10 ). The power line direction is towards a nearby MW radio transmitter at 620 kHz, which induced 1.1 Vrms signal into a 68 Ω load connected between L1 and GND. Two measurement setups were used (see Fig. 11 ). In the first setup, (Fig. 11b) , the measuring signal was injected between phase L1 and GND. GND was connected to the substation's common grounding point; this means that considerable 50 Hz current from other transformers' neutrals in the substation went through GND. Another anticipated source of GND noise was the railway trolley [23] . On the receiving side in the field, it was grounded using the grounding strip of the disconnector (equipment of the pole). In the second setup (Fig. 11a) , the signal was injected between phases L1 and L2. In this setup, the noise level was substantially lower. More information about the line, coupling unit and measurement that helped to design the measurement can be found in [24] - [28] . 
Testing Board Description
The testing board consists of: (1) Input voltage divider, (2) preamplifier with high input impedance, (3) highpass filter with cutoff frequency (-3 dB) of 1.5 kHz, (4) two channel 24-bit sigma-delta ADC with sampling frequency of 187.5 kHz, (5) amplitude level indicator, (6) DSP microcontroller with SD card memory, (7) 16-bit sigma-delta DAC with sampling frequency of 187.5 kHz, (8) power amplifier capable to deliver 3 Watts and 10 V peak-peak into the tested power line, with selectable gain (9) optoisolated inputs to obtain time synchronization between receiver and transmitter. The board can be switched between RX (receive) and TX (transmit) operation mode. In the case of TX the board transmits data stored in SD card memory. In the case of RX, the board receives and stores two channels of RX sig- nal onto SD card memory. First channel is unfiltered (raw) signal from power line, second channel is the same signal filtered by high pass filter to obtain higher dynamic range in frequency band of interest. The amplitude level indicator helps to set input voltage divider to avoid signal clipping and saturation of ADC. For the purposes of analyses in this article, only TX mode was used because of low ADC sampling frequency.
Developed Modem Performance Analysis
Performance analysis of the proposed concept was based on periodic transmission of a testing sequence (modulated signal) into a 22 kV power line from a substation, and subsequent detection of the received signal using a digital storage oscilloscope -see Fig. 10 . The modulated MCM signal used 6 subchannels, each of them containing 600 packets composed of 256 symbols. So, 3600 different packets were analyzed during one run. The subchannels (carriers) were centered at frequencies from 30 kHz to 80 kHz with 10 kHz step, and the total MCM signal bandwidth was 84.75 kHz. In every subchannel we used linear QPSK modulation with SqRRCS modulation impulse with relative length of 12 symbol periods and rolloff factor of 0.0667. Usable subchannel bandwidth was 9.5 kHz and symbol rate was 8.906 kBd. The DAC sampling frequency of 187.5 kHz creates Nyquist zone 93.75 kHz wide, into which the entire MCM modulation could fit with sufficient margin. With respect to the sampling frequency and other parameters listed above, the resulting symbol period was 0.1123 ms, and one symbol period corresponds to 20 samples of the modulated signal.
Serial single-layer (K = 1) turbo code with code rate of 1/2 without puncturing (see Fig. 4 ) was used as channel coder. Subchannel bitrate was 8.906 kbit/s, so MCM total bitrate was 53.4366 kbit/s. A redundant systematic backward recursive convolution coder having 4 internal states, 8 trellis transitions and code rate of 1/2 was used outer coder. A discrete integrator with a code rate of 1/1 and modulo 4 arithmetic was used as inner coder. Serial approach was applied to the packet transmission -see Fig. 1 . After subtracting the synchronization overhead (Rudin-Shapiro preambles), the resulting bitrate available for user data is 46.2154 kbit/s. The MCM signal was transmitted repeatedly with idle periods between the repetitions. The beginning of MCM signal in all subchannels was indicated by an empty (null) packet, which helps to easily find the beginning of the received sequence and to extract the segment of the received signal. The complete extracted segment was subsequently analyzed in MATLAB, including determination of error rate through comparing of the received sequence with reference data. The same segment of the testing MCM signal was used for transmission between two phases (Fig. 11a) and between a phase and ground (Fig. 11b) . The received signal was always sampled at 250 kHz; so, resampling to 187.5 kHz was needed before further processing of the received signal, using a digital interpolator based on Farrow algorithm. Figure 13 shows complex envelopes of the first 5 packets of the testing sequence at the output of the matched filter, using the measurement setup from Fig. 11a . The number of samples per symbol period of the envelope on the receiving side was set to 4. Graphs in Fig. 13 clearly show the empty (null) leading packets preceded by the synchronization Rudin-Shapiro preambles containing 32 symbols, extended with 8 symbols of cyclic prefix to the total length of 40 symbols. Every packet begins with one of the two RudinShapiro preambles, depending on the service data stream with average bitrate of 0.1805 kbit/s for the entire MCM bandwidth.
The same complex envelopes are shown also in Fig. 14 ; Figure 14a shows their spectra, and Fig. 14b constellations. The empty (null) packets are again clearly visible as dense clusters of samples. Figure 15 shows waveforms of the estimates of channel (subchannel) CSE in the individual frame synchronizers for the first 5 received packets of the testing sequence. The purpose of these dual estimators is to provide synchronization; their function is supported by the data in the form of the 1st or 2nd Rudin-Shapiro preamble. At the output of the internal CSEs there are three basic estimates: initial subchannel symbol timing LAG est. ≡τ (0) , initial subchannel transfer function CSI est. ≡ĝ (0) , and initial subchannel signal-to-noise ratio SNR est. ∝σ w (not shown in Fig. 15 ). The outputs of the internal CSEs are immediately used in frame synchronizers to compute logarithmic likelihood functions corresponding to the 1st and 2nd Rudin-Shapiro preamble; Figure 16 shows the values of these functions for the first 5 received packets. The difference between these likelihood functions provides the resulting statistic (LLFR). LLFR is then compared to the threshold given by reduced energy of subchannel complex envelope (±THR.). If LLFR exceeds the value of THR, the beginning of a packet is detected along with the corresponding bit of service data stream. Now let us leave the zoomed area of the first 5 packets transmitted between two phases, as illustrated in Fig. 11b , and have a look on time lapse graphs of the whole transmission to compare both arrangements. Figure 17 shows the key control statistics of the receiver. First of all, every transmitted packet contains its 7-bit identification number (ID) that is used for packet loss analysis. Peak triplet flag indicates time spacing of synchronization peaks at the output of frame synchronizer; this flag shows whether both synchronization peaks of the previous and of the next packet occur in correct time interval -therefore the evaluation of the Peak triplet flag is delayed by one packet. If the synchronization peaks cannot be localized, the flag is set to zero, which means (false) frame synchronization alarm or another error on the receiving side. These two statistics together influence the value of packet Validity flag; a packet is considered to be valid if the extracted ID fits into the assumed sawtooth sequence and the Peak triplet flag is not set to zero. Figure 18 shows symbol error rates (SER) of the received packets. It is visible that the transmission between a phase and ground (Fig. 18b) suffered from higher noise levels, and therefore the symbol error ratio is higher than for transmission between two phases (Fig. 18a) . In both cases we can see decreased SER after repeated iterations of SO-DEM in Fig. 7 . The most attenuated and most noisy subchannel in both cases was the subchannel number 6. All the other channels were decoded with almost no errors during the whole transmission. Rarely there appear packets with very high symbol error rate, which almost leads to their loss; these situations cause singular faults of symbol timing synchronization in receiver tracking mode, i.e. inside the SO-DEM loop in Fig. 7 . The speed of convergence towards correct data estimates during SODEM iterations depends also on packet length. In this experiment we used relatively short packets of 256 symbols, due to time constraint. For practical use it is necessary to transmit packets with minimum length of 1024 symbols in order to increase the turbo code performance. Figure 19 shows histograms of channel parameters estimates (for a 22 kV overhead line) from synchronization acquisition mode. These estimates are obtained from the in- ternal CSEs in the individual frame synchronizers. It is evident that relatively low values of SNR were achieved for both arrangements. Higher values of SNR (and thus better communication conditions) were observed for the arrangement with transmission between two phases (Fig. 11a) . The average SNR values were between 0 dB and 8 dB, most often 4 dB. For the arrangement with transmission between a phase and ground (Fig. 11b) , the situation was even worse -the average SNR values were between −2 dB and 7 dB, most often only 1 dB. The SNR in this configuration allows only transmission with QPSK constellation at the best, but not higher-order ones. From |CSI| histogram in Fig. 19 we can see that the most attenuated subchannel was the 6th one. In both arrangements, the SNR of subchannel number 2 was the best. Phase estimates CSI est and symbol timing LAG est. had uniform distribution for all channels, which corresponds to the expectations. Figure 20 shows the estimates LAG est., CSI est. and SNR est. from frame synchronizers shown in time lapse for the whole transmission. Attention should be paid to the sawtooth-shaped estimate of symbol timing LAG est; it indicates that receiver ADC sampling frequency (after resampling) was lower than transmitter DAC sampling frequency. This difference also causes slow rotation of phase estimate CSI est., and thus slow rotation of the QPSK constellation. Figure 21 shows the estimates from receiver tracking mode (LAG est. ≡τ (I) , CSI est. ≡ĝ (I) and SNR est. ∝σ (I) w ) measured at the output of the SODEM switch for the 1st and the 3rd system iteration I. The time scale is the same as in Fig. 20 . After comparing the graphs in Fig. 20 and Fig. 21 we can conclude that repeated iteration yields more accurate estimates. This means that SODEM loop in Fig. 7 converges, i.e. it works in accordance with theoretical assumptions. Figure 22 illustrates the average amplitude spectrai.e., spectrum of the transmitted MCM signal and spectra of the received MCM signals for both arrangements.
Finally, Figure 23 shows channel transfer characteris- All CH. tics of the 22 kV line resulting from interpolation of the isolated |CSI| estimates for all subchannels within the frequency band in fixed time. These characteristics are shown for estimates of attenuation obtained in synchronization acquisition mode, as well as for estimates in receiver tracking mode (after the 3rd system iteration). It is noticeable that the channel is stationary in time, with moderate frequency selectivity.
Conclusions and Future Work
The proposed concept has two major drawbacks: it introduces high latency (because of small bandwidth of particular subchannels, and thus low bitrate of the individual disjoint streams), and also high requirements on memory of the layered turbo decoder. On the other hand, this solution allows (in collaboration with higher layers of the receiver) adaptive setting of subchannel power level as well as adaptive subchannel modulation and coding. In extreme case, only one subchannel is needed for communication (then MCM modulation becomes single-carrier in the most suitable frequency band). This should be the subject of future research.
These drawbacks can be eliminated by using MCM with parallel transmission. Such communication uses the whole available MCM bandwidth at once. All subchannels are then used together for communication in a single, fast data stream. The individual packets are situated in timefrequency domain as shown in Fig. 24 . When we compare this approach with serial transmission (Fig. 1) , it is clear that latency decreases K times. When some of the subchannels is heavily disturbed or deformed by a gap in the frequency characteristics of the given channel, the interleaver in the turbodecoder spreads the block errors into isolated errors which are eliminated in the iterative detection process. We expect that this approach can work up to 25 % of lost subchannels at turbo coder rate of 1/2. Adaptive subchannel modulation and coding is also possible, but it puts high demands on management in higher layers.
In the parallel modem configuration with reduced latency, the transmitter scheme will be very similar to the current design Fig. 2 . except the turbo coder setup. The set of turbo coder blocks working low bitrates will be replaced by one, K-times faster turbo coder. The single output sequence q will then be segmented in serial-parallel converter into K segments with equal lengths that will be stored separately in a memory. The converter will be equipped with 2 such memory blocks working alternately. When the first block is being filled with new data, the previously stored data will be read from the second block and passed to modulators. Then the roles of the blocks will be switched.
Similarly to the serial configuration, both punctured turbo coding (Fig. 4) and hierarchical QAM mapping can be used. The mapping block must be slightly modified by adding shift registers to receive sequential data. Depending on constellation, the turbo coder can work at 2K rate (for 16QAM without puncturing), 3K rate (64QAM without puncturing), or 4K rate (256QAM without puncturing). The receiver side of the modem with parallel MCM will be also very similar to the current design (Fig. 6 ). The main difference consists in fully synchronous reception and processing of all subchannels. Therefore, the frame synchronizers will be encapsulated into a mutually synchronized bank of frame synchronizers that search for full (K partial synchronization pulses at once) or partial (K < K partial synchronization pulses at once) multidimensional synchronization pulse, depending on the receiver sensitivity setting.
All sections of the complex envelopes, isolated by multidimensional frame synchronizer and corresponding to the respective segments of one data packet, will be passed through the switch into the joint iterative synchronizerdetector. There the processing begins again in soft demodu- lator, which is now multidimensional and produces the forward metrics corresponding to all particular data segments at once. These metrics are then merged in serial-parallel converter to create a single output streamM (I) F (q), which is passed into one fast SCCC IDN (Fig. 9) . The forward output metricM (I) F (ď) can be thresholded again into hard estimatesd, and the backward output metricM (I) B (q) will be combined with forward metricsM (I) F (q) to form a sequence of posterior probabilitiesP (I) (q). The sequence will be used to support the estimator of the receiver tracking mode working on a fixed segment (SDD FS CSE). This estimator is similar to SDD EM CSE in synchronizer-detector (Fig. 7) ; the difference is that the segment length in this case is L S , which is identical with the length of packet segments L/K. So, during the processing of the complete signal, the CSE is K-times reset and the computation of the estimates (initial subchannel attenuation |ĝ w through the serial-parallel converter. These vectors will be passed back to the input of the multidimensional SODEM, and this operation will conclude one iteration of the synchronizer-detector. We are going to implement and test this solution in the future. 
