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CHAPTER I. INTRODUCTION 
During the last ten years the discovery of massive spin-
one particles (vector mesons) in high energy particle colli­
sions has prompted increasing interest in the theory of 
vector mesons interacting with the electromagnetic field. 
Although there exists no spin-one analog of the electron, 
nevertheless just as the proton interacting with the electro­
magnetic field can be treated as a Dirac particle plus form 
factors to take care of the strongly interacting pieces, it 
may be hoped that a similar treatment can give an adequate 
description of vector mesons. The difficulty is that there 
is no satisfactory theory of vector electrodynamics analogous 
to either spin-1/2 or scalar electrodynamics. 
The purpose of this work is to derive the scattering 
matrix and discuss the renormalizability of the scattering 
matrix for vector electrodynamics using a formalism in which 
the vector meson is described by a six component column 
matrix satisfying a single equation of motion with no auxil­
iary conditions. The techniques learned are applied to the 
electrodynamics of particles with arbitrary spin satisfying 
equations with no auxiliary conditions. The original hope 
was to construct a renormalizable theory of vector electro­
dynamics. Although this turns out not to be the case, it is 
felt that the theory at its present stage enjoys some 
2 
advantages over other formalisms. 
The vector electrodynamics existing in the literature 
has been based primarily on two different formalisms known 
as the canonical formalism and the 6-formalism.^ In 
the canonical formalism the free vector meson is described 
by a four-vector field, (X) , which satisfies an equation 
of motion 
~ (x) )-m^ = 0 (1.1) 
and an auxiliary condition 
=  0  .  2  ( 1 . 2 )  
For minimal electromagnetic coupling the replacement of 
by 3 by 9 -ieA is made everywhere in Equation(1.1) and 
a a a 
Equation (1.2) becomes 
In the B-formalism the free-field theory is described by a 
sixteen component function, \[J (x) , which satisfies an 
equation of motion of the same form as the Dirac equation 
^See Gasiorowicz (1) , Chapter III for a further discussion 
of the canonical formalism and Takahashi (2), Chapter II for 
further discussion of the B-formalism. 
^The four vector ' ~ i9/9t); the units used 
everywhere are such that c = Ti = 1. 
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(3^9^ + m)iij(x) = 0 (1.3) 
where the matrices satisfy 
(1.4) 
The field i|;(x) contains spin-0 and spin-1 fields. The 
canonical formalism for spin-1 is obtained if the spin-1 
part of (x) is projected out. To study the vector electro­
dynamics in the B-formalism minimal electromagnetic coupling 
is used in Equation (1.3). 
Rules for constructing the scattering matrix (now known 
as Feynman rules)' for vector electrodynamics in the canonical 
formalism and in the B-formalism were found by Feynman (3) 
using his space-time approach to scattering theory. Kino-
shita and Nambu (4) have investigated the divergences to 
second order in the coupling constant for vector electro­
dynamics in the B-formalism. They found that charge, wave 
function, and mass renormalization did not remove all of the 
ultraviolet divergences, implying that the theory was non-
renormalizable. Lee and Yang (5) have done a thorough study 
of the scattering matrix and its renormalizability in the 
canonical formalism. Whereas the canonical formalism itself 
led to a non-renormalizable theory, they found by introducing 
an extra term with dimensionless coefficient Ç(the term 
^ (x) ) in the equations of motion and by requiring an 
4 
indefinite metric in the Hilbert space of state vectors that a 
renormalizable theory was obtained. Sheinblatt and Arnowitt 
(6) have discussed the interaction of a quantized vector meson 
field in the canonical formalism with an external electro­
magnetic field. They also found that the theory could be 
renormalized if a small space-like distance was introduced 
in the current operator to separate the points at which the 
field operators act. 
Formulations for a free, massive spin-one particle which 
use a six component column matrix have been given by Joos 
(7), Weinberg (8), and Weaver et al. (9). The motivation 
for this is that the six components are sufficient to describe 
the three spin-states of a massive spin-one particle and 
antiparticle which puts the description on the same footing 
as the Dirac description of a spin-1/2 particle. In the 
Joos-Weinberg formulation the wave function satisfies a 
manifestly covariant equation plus an auxiliary condition, 
namely the Klein-Gordon equation. The Weaver-Hammer-Good 
formulation needs no auxiliary condition; however the equa­
tion satisfied by the wave function cannot be written in a 
manifestly covariant form. Hammer et (10), have used 
Fleming's hyperplane formalism (11) to derive manifestly 
covariant equations with no auxiliary conditions from 
Weinberg's equations and from the Weaver-Hammer-Good equations 
for all spins. 
5 
The wave equation for a massive spin-one particle found 
by writing Weinberg's equation on a hyperplane had been 
found earlier by Shay (12). Shay studied the unquantized 
spin-one field coupled to an external electromagnetic field 
and also added dipole and quadrupole terms with arbitrary 
coefficients to the equation of motion. He found that 
the six component description of a spin-one particle in an 
electromagnetic field differed from the other formalisms 
in the way in which the dipole and quadrupole terms appeared. 
Hence it may be said that although the various free particle 
descriptions are all equivalent, in the presence of an 
electromagnetic field each formalism leads to a different 
prediction about the behavior of vector mesons. At present 
there is no experimental evidence to single ont the correct 
theory. 
In this paper a quantized spin-one field satisfying 
the manifestly covariant equation studied by Shay and found 
independently by Hammer et al., will be studied when an 
electromagnetic field is introduced through minimal electro­
magnetic coupling. The motivation for this was that it 
was felt that calculations would be simplified since one 
would be starting from a single equation with no auxiliary 
conditions. Also it was hoped that this theory might be re-
normalizable without additional modifications. 
In Chapter II the free-field theory is constructed. The 
6 
field commutators and the Fock-space operators are found. 
In Chapter III the coupled field equations which are postu­
lated to contain all of the information for vector electro­
dynamics are given. The difficulties encountered in trying 
to use Dyson's equation (13) to find the scattering matrix 
are pointed out. In Chapter IV the rules for constructing 
the scattering matrix are derived from equations due to Yang 
and Feldman (14) and the difficulties associated with Dyson's 
equation are by-passed. In Chapter V the renormalizability 
of the theory is discussed; it is found that the theory is 
non-renormalizable. In Chapter VI the techniques of the 
previous chapters are applied to the equations of Hammer 
et al. (10) for particles with arbitrary spin interacting 
with the electromagnetic field. In Chapter VII there is a 
general discussion of results and suggestions for further 
study. Appendix A contains a discussion of the algebra of 
the covariantly defined spin-one matrices. In Appendix B 
the Feynman rules for the vector electrodynamics of this 
paper are given. In Appendix C the cross section for Coulomb 
scattering of vector mesons is derived. 
7 
CHAPTER II. FREE FIELD THEORY 
This section consists of a discussion of a quantized 
spin-one field. The field commutators, Fock-space operators, 
and the commutators between the field and the Fock-space 
operators are given. The entire theory is based on the 
assumption of the manifestly covariant equation for a free 
spin-one particle (10, 12). 
+  2 M ^  ) \ I J ( X )  = 0, 
or equivalently 
+ 2M )*(x) = 0, 
where 
r  =  Y  + 6  .  
yv yv ijv 
The four-vector p^ has components 
(2.1) 
p^ = (-i3/9x^, -a/at) ( 2 . 2 )  
(x) is a six component column matrix. The are a set 
of 6x6 matricies having components (in a particular repre­
sentation) 
fO 1 
Y 44 1 0 
f s .  0 1 
-Si, 




where 1 is the 3x3 unit matrix and the are 3x3 spin-one 
matrices. (See Appendix A for a further discussion of 
Y-matrices). Since commutes with and anticommutes 
with Y^^, it follows that the adjoint of ip 
\ p  ( x )  s (2.3) 
satisfies the equation 
p^p^^lx)Y^y + (p^ + 2M^)^(x) = 0 (2.4) 
An important property of the y^^ is 
YwvPuPvYagPaPg = (2'5) 
This means that solutions of Equation (2.1) have the correct 
relativistic dispersion since by Equation (2.5) 
(Y„BP„Pe+P^+2M^)'Kx) (2.6) 
- -4M^(p^+M^)^(x) = 0 
Thus the six independent solutions of Equation (2.1) are suf­
ficient to describe all of the possible spin-one, free 
particle and antiparticle states with no auxiliary con­
ditions needed. 
A convenient method for quantizing fields satisfying 
equations like Equation (2 .1) has been given by Hammer and 
Tucker (15). From Equation (2.1) one constructs a conserved 
current 
^ ryv'^2 (2-7) 
for any solutions and i p ^  o f  Equation (2.1). 
A Fock-space annihilation operator is defined by 
®k'£' = da (x) j (u, (p,x) ,i|j (x) ) , (2.8) U Li K ifc 
where a is a space-like hypersurface with unit normal f 
_i._e. , do = n da; u, (p,x) is any c-number solution of 
U |J K ^ 
Equation (2.1) with discrete eigenvalues k and continuous 
eigenvalues p. 
The basic quantization postulate is 
[a^(g0,a^(qj]_= 0 (2.9a) 
[a (p) ,aj(q) ]_= [da (x) j (ïï (p ,x),u (q, x) ) (2.9b) 
K BA i-«» jy |JK^ -Le» 
It can be shown (13) from Equations (2.3), (2.6), and 
(2.7) that the commutation relations for the field are 
[ip (x) , 'My) ] = 0 (2 .10a) 
[)J;(x) , ijj (y) ] _= -i— (y,,,,P, P ,-p^-2M^) A (x-y ;M^) (2.10b) 
4M yv y V 
= (Y,,,,P,,P.,-M^) A (x-y;M^) 
4M ^ ^ V 
where the invariant function from Klein-GordDn theory 
2 
A(x-y;M ) can be written 




d \ e  
(2TT) 
and so satisfies 





G(x-y) = (y p p -M^) A (x-y ;M^) 
4M yv y V 
(2.13) 
has the property that 
il (x) = (y)i^ (iG (x-y) ,i|; (y) ) (2.14) 
Thus G(x) is interpreted as the homogeneous Green function 
for the spin-one particle. Parallel to Klein-Gordon and 
Dirac theory (16) this Green function can be constructed 
from advanced and retarded Green functions 





The advanced and retarded Green functions play an important 
part in the theory of interacting fields. 
A second important consequence of Equations (2.8) and 
(2.9) are the commutation relations between the field and 
11 
the Fock-space operator a, (p) . 
[^(x),a^(p^]_ = 0 (2.16a) 
[^(x),a^(p)]_ = Uj^(g,x) . (2.16b) 
Equations (2.14) allow easy evaluation of Fock-space 
expectation values of products of field operators. 
A third important consequence of Equations (2.8) and 
(2.9) is that the Fock-space operators 
Ozn da^ (x) (ijj (x) , 0^(3 ) ij; (x) ) (2.17a) 
where 0^^9) is a c-number tensor operator of rank m ,  
satisfy 
- (2.17b) 
Thus the operator 
P = 
y da^ (x) (ij; (x) , p^^(x)) (2.18a) 
satisfies the Heisenberg equation of motion 
[ip(x), P^]_ = p^^(x) (2.18b) 
and is identified as the four-momentum operator in Fock-
space. This is of interest since it applies for interacting 
fields as well. In Chapter III the Hamiltonian, Pq, will 
be constructed in this manner. 
12 
In summary, the complete free field theory for spin-one 
is specified by Equations (2.1), (2-8), (2.9), (2.10), 
(2.16), and (2.17), ^ .e. , by the equation of motion, commu­
tation relations, and the construction of Fock-space 
operators. 
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III. DIFFICULTIES WITH THE INTERACTING 
FIELD THEORY 
This section considers the field equations for vector 
mesons interacting with a quantized electromagnetic field and 
the difficulties encountered in trying to use standard 
techniques for finding the scattering matrix from these 
equations. The difficulties manifest themselves in an in­
finite series of unphysical terms in the interaction Hamil-
tonian in a free-field representation. Whereas it can be 
assumed that unphysical terms will never contribute to the 
scattering matrix, nevertheless for the case of an infinite 
number of them a general proof that they do not contribute 
does not exist in the literature. The difficulties will be 
resolved in Chapter IV. 
The fundamental equations which are hereby postulated to 
contain a complete description of vector mesons interacting 
with photons are obtained for minimal electromagnetic 
coupling by replacing p^i|; by (p^-eA^)^ and by 
(p^+eA^)^ in Equations (2.1) and (2.7). Thus 





= - ['Mp^-eA^)r^^iMx)-(p^+eA^)i/7r^^>Jj(x) ] (3.2b) 
is a conserved current. 
The interest here will be in scattering processes as 
described by Equations (3.1) and (3.2). One would like to 
know the probability amplitude that some configuration of 
vector mesons and photons in a state a in the distant past 
will be some other configuration of vector mesons and photons 
in a state B in the distant future. This probability ampli­
tude is called an element of the scattering matrix or s -
matrix. A standard method for deriving explicit forms for 
elements of the S-matrix is to use Dyson's equation (13) 
dx^ . . dXp P('Kj(x^) ... 3Cj(Xn)), (3.3) 
S . X < 8 S a> (3.4) 
ap 
Here |a> and |are states in the interaction representation, 
P is Dyson's chronological operator, and JCj (x) is the inter­
action Hamiltonian density in the interaction representa­
tion. The Fock-space operator S in Equation (3.3) is some­
times called the scattering matrix rather than the set of 
Now the field equations. Equations (3.1) and (3.2), and 
hence the interation Hamiltonian density coming directly 
from the field equations, are in the Heisenberg representa­
15 
tion. It is not trivial to transform the interaction Hamil­
tonian density from the Heisenberg representation to the 
interaction representation due to the nature of the spin-
one wave equation, as will be seen. 
The Hamiltonian in the Heisenberg representation can be 
generated from conserved currents as in the free particle case, 
Equation (2.17). The Fock-space operator is defined by^ 
do^J^(iKx),pJ-{x)) + ijdo^K^(A^,p A^l (3.5) 
where 
(i|;^,) is given by Equation (3.2b) and where 
^ W2c.-'5v^a"^2a <3-*' 
is a conserved current derivable from Equation (3.2a). 
The Hamiltonian H is just -iP^ and can be separated into 
a free particle part plus an interaction part. For simplicity 
the hypersurface a is taken to be flat. 
H = Id^xi-K^ + K'), (3.7) 
where 
JC^(x) = 2M^i|j (x) (x)-p . (x) r . .p .i/j (x)+p (x) r .p (x) 
° 1 1] : 4 44 4 (3.8a) 
is the free particle part and 
) (x) (x) +e^A A^ii7(x) 
(3.8b) 
5C' (x) =-eA^ (i|; (x) (x (x (x) 
For interacting fields the commutators are not known. 
Therefore the Fock-space operators are postulated, and equal-
time commutators for the fields are found by imposing 
Equation (2 .17b) . 
16 
is the interaction part of the Hamiltonian density. 
To transform to the interaction representation one 
defines a unitary operator (t) such that 
iHx) = (t)i|;j (x)U j(t) (3.9a) 
A^(x) = U^(t)A^j (x)Uj (t) (3.9b) 
where (t)satisfies 
^ d f  " l •  ( 3 . 1 0 )  
Here (x) and A^^ (x) are operators in the interaction 
representation, and Hj is the interaction Hamiltonian in the 
interaction representation. Now if a total Hamiltonian con­
tains no time derivatives, then the Hamiltonian has the same 
form in the Heisenberg and interaction representations, as 
for example in ordinary quantum electrodynamics. However 
if the Hamiltonian contains time derivatives of the fields, 
then Equations (3.9) and (3.10) show that 
Ul(t) i^|^U+(t) = i+ [4^(x), Hp_; (3.11) 
therefore one must actually know the interaction Hamiltonian 
in the interaction representation to make the transformation. 
For the case of scalar electrodynamics, for example, one 
can guess the interaction Hamiltonian in the interaction 
representation fairly easy and then make a consistency check. 
17 
For vector electrodynamics, however, guessing is not a 
reliable method. 
A recipe for deriving an interaction Hamiltonian in a 
free-field representation given the wave equation in the 
Heisenberg representation has been found by Takahashi and 
Umezawa (17) . Some of the difficulty associated with 
Hamiltonians with time derivatives of the fields is removed 
by introducing a special set of operators which are related 
to free field operators by a unitary transformation. These 
are not necessarily equal to the Heisenberg operators. For 
completeness an outline of the derivation of Takahashi and 
Umezawa will be given. 
In general Heisenberg operators satisfy an equation of 
motion of the form 
D (9 ) cj) (x) = j (x) (3.12a) 
where a free-field operator ^^^(x) satisfies 
D(9)(j)^^(x) = 0. (3.12b) 
A Green function solution of Equation (3.12a) is 
0(x) = ^^^(x) - dx ' d (9 ) (x-x';m^ ) j (x') (3.13) 
where the differential operator d(9) is defined by 
D(9)d(9) = d(9)D(9) = 9^9^-m 2 (3.14) 
It is convenient to define an operator ^(x,a) by 
(x,a) = ~ 
a  
dx' d{9)A(x-x')j(x') (3.15) 
— CO 
where the notation (x,a) means that the point x is not on 
the space-like hypersurface cr . Then by virtue of Equations 
(3.12b) and (2 .12), ^ (x,a) is a free field: 
D(a)^(x,a) = 0 (3.16) 
for every a such that x is not on a. 
Therefore there exists a unitary transformation U(a,a') 
with the properties 
^(x,a) = u"^ (a,a')^(x,a')U(a,a') (3.17a) 
U(CT,a) = 1 . (3.17b) 
The asymptotic field ^^^(x) then satisfies 
(x,a) = u"^ (a) (x)U (a) (3.18) 
where U(a,-~) E U(o), 
and the asymptotic field is defined by 
(I)qjj^ (x)  =  U " ^  ( + o o , - o o )  ( x )  U  ( + o o , - o o )  . (3.19) 
Finally one defines a Hermitian operator (x,ri) by 
l|^  = 3C' (x,n)U(0) (3.20) 
19 
where n is the unit normal to a.^ 
One may integrate Equation (3.20) to give 
U (a) = 1-i dx X' ( X , n ) U ( a ) (3.21) 
if U(a) satisfies the integrability condition 
5 U(o) 
ôa(x)ôa(x') 6a(x')6a(x) (3.22a) 
which implies by Equation (3.20) 
i[%'(x,n)/X<x',n')]_ = 9 K '  ( x , n ]  9a(x') - ^ (3.22b) 0 0 ( X J 
where 3/3o signifies differentiation with respect to the 
explicit dependence of 5C' on a. Using standard techniques 
(18), Equation (3.21) can be iterated to give 
U(o) - 1 + % (-1) 
n=l n 
O  r O  
dx^ . ,. dx^ (K' (x^ ,ri^) . . .K' (x^^,n^ ) ) 
(3.23a) 
The transformation U (+<») =u (+<»,- o ° )  which connects the asymp­
totic fields (()^^ and is thus given by an equation like 
Equation (3.3) 
• \n U (+'») = 1+ (-i ) 
n-1 n ! 
dx^.. . dx ( }{;'(x, , Hn ) . .-K' (x ,n )) 
n 11 n n 
^The operator is defined by ^ 6a (x) ôa(x) n(x)->-0 Q { x )  
where fi(x) is the four-dimensional volume enclosed between a 
and a', a' being different from a in a neighborhood of the 
point X. 
20 
and is interpreted as the S-matrix. For special cases such 
as scalar electrodynamics Equation (3.23b) will be identical 
with Dyson's equation. Equation (3.3). To find the operator 
3C' (x,ri) let us operate with 6/6a (x) on Equations (3.15) 
and (3.18) and make use of Equation (3.20). Thus 
~i = id(3)A(x-x')](%') 
= u"^ (a) [jc' (x' ,n ' ) ,4)^1 (x) ] _U (a) , (3. 24) 
or 
[K' (x' , n '  ) ,*in(x)]_=id(3)A (x-x' )U(a) j (x' ) u f(o). (3.25) 
Therefore "K"' (x, n )  depends on a knowledge of j (x) , the current 
in the Heisenberg representation which contains fields and 
their derivatives. Thus it is again necessary to know how 
to transform (j) (x) and its derivatives out of the Heisenberg 
representation. This is facilitated by taking the point x 
on a in Equation (3.15) and subtracting Equation (3.13) from it. 
(J) ( X ) = $ ( x/a ) - dx ' [d(a),0(x-x')]_A(x-x')j(x') (3.26a) 
where (x/a) means that the point x is definitely on a and 
0(x) is the step function 
G(x) = 1, X >0 
= 0 ,  X Q < 0  .  
Similarly one can derive 
21 
3^0(x) = [3^$(x,a)]jdx'[3^d(a),0(x-x')]_A(x-x')j(x') 
(3.26b) 
where by [9 ^(x,a)] , one means that the derivative is to y X/ o  
be taken before evaluating x on a. The motivation for 
introducing the auxiliary field ^(x,a) is now clear since 
from Equation (3.18) 
U (a) [9^^ (x,a) ] (a) = 
and thus some of the difficulties associated with inter­
actions in which time derivatives of the fields appear have 
been removed. Note that for cases where 
dx'[d(9), 0(x-x')]_A(x-x')j(x) = 0 
such as for scalar electrodynamics, Equation (3.26a) becomes 
*(x) = %(x/o) (3.27a) 
so that 
U(o)4(x)ut(o) = du^fx) . (3.27b) 
For these special cases U(a) connects the Heisenberg fields 
with free fields and thus plays the same role as the 
transformation defined by Equations (3.9) and (3.10). 
The procedure for using Equations (3.25) and (3.26) to find 
V ' (x,TI) is as follows. 
(a) Use Equations (3.26) to find (j> (x) and its derivatives 
in terms of ^(X/CT) and its derivatives. 
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(b) Use (a) to find the current j(x) as a function of 
^(x/a) and its derivatives. 
(c) Use Equation (3. 25) and the free-field commutation 
relations to solve for JC' (x,n) • 
Let this method be applied to the vector electrodynamics 
given by Equations (3.1) and (3.2).^ Since for the potential 
A^(x) 
ao) = 1 
2 A(x-x') = A (x-x ' ;m =0 ) , 
Equation (3.26a) yields 
A (x) = k (x/o)- dx'[g ,0(x-x')] A(x-x' ; 0)J (x') (3.28) 
y  y  J  y v  -  V  
= A (x/o) 
On the other hand for the spin-one field 
so that 
ip ( X ) = \ IJ  (X/O ) - [YuvPuPv"P^"2M^,0(x-x' ) ] _A (x-x' ;M^) j (x' ) 
4M 
(3.29) 
Now on a flat surface 3 8(x-x') = -iô .6(x_-x '). 
M y4 0 o 
Hence from Equation (2.11) it follows for an arbitrary F(x) 
^See Umezawa (19), Chapter 10 or Takahashi (2), Chapter 
8 for examples where the method works. 
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c lx '  [8^3^,0  (x-x ' )  ]_A (x-x ' )F(x)  =  -n^n^F(x)  (3 .30)  
on a  hypersurface  a .  Thus  when the  integral  in  Equat ion 
(3 .29)  i s  evaluated the  resul t  i s  
ip (x )  =  \jj (x /a)  (3 .31)  
I t  i s  c lear  from the  s tructure  of  Equat ion (3 .31)  that  ^(x)  
can be  so lved for  i | ) (x /a)  and i t s  der ivat ives  only  as  an 
inf in i te  ser ies  in  the  coupl ing  constant .  This  in  turn means  
that^' (x ,n)  wi l l  be  g iven by an inf in i te  ser ies  in  the  
coupl ing  constant .  To understand the  meaning of  th is  l e t  
us  examine  the  case  of  sca lar  e lectrodynamics .  
The equat ions  of  mot ion for  sca lar  e lectrodynamics  are  
[ (p^-eA^)  (p^-eA^)  +  M^]^(x)  =  0  (3 .32a)  
3  9  A (x)  =  +e^t(p  _eA ) ( j ) -e (p  +eA )^^^ .  (3 .32b)  
v v y  ^  w  
A s tra ight  forward appl icat ion of  the  technique of  Takahashi  
and Umezawa y ie lds  the  fo l lowing interact ion Hamil tonian 
K-tx,n) = 
(3 .33)  
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This  interact ion Hamil tonian has  been s tudied by Rohrl ich  
(20) .  He found that  in  the  reduct ion of  the  S-matr ix ,  
Equat ion (3 .3) ,  surface  terms appeared which exact ly  can­
ce l led  the  surface  term coming from 3C* (x ,r i )  ,  the  term 
H L H N  •  
The net  resul t  was  that  the  rules  thus  found for  wri t ing  
the  S-matr ix  to  any order  in  the  coupl ing  constant  were  
ident ica l  to  those  g iven by Feynman (3)  in  h is  space- t ime 
approach to  scat ter ing  processes .  In  other  words  the  
term in  the  interact ion Hamil tonian,  which ensures  that  the  
integrabi l i ty  condit ion.  Equat ion (3 .22b)  i s  sat i s f ied ,  
p lays  the  ro le  of  cancel l ing  the  surface  terms appearing in  
the  reduct ion of  the  s -matr ix ,  so  that  the  reduced S-matr ix  
i s  manifest ly  covariant .  Because  of  experience  with  s imi lar  
cases ,  i t  has  been suggested by Takahashi  and Umezawa (17)  
that  regardless  of  the  equat ion of  mot ion and no matter  
what  the  operator  y  (x,n)  in  a  free- f ie ld  representat ion 
turns  out  to  be ,  to  any order  in  the  coupl ing  constant  the  
S-matr ix  i s  a lways  g iven by Feynman rules .  For  the  case  of  
f ie lds  coupled to  the  e lectromagnet ic  f ie ld  by minimal  coup­
l ing  th is  i s  equivalent  to  wri t ing  
^ = ^ r- 14*1' dxnp* (x^) jy (x^) . . .a^ (x^) (x^) ) 
(3 .34)  
where  i s  the  conserved current  and the  symbol  P i s  de­
f ined by Takahashi  and Umezawa (17)  to  mean that  a l l  surface  
terms appearing in  the  reduct ion of  the  S-matr ix  are  to  be  
thrown away.  I t  should  be  emphasized that  there  ex is ts  no  
formal  proof  that  th is  i s  the  case ,  but  rather  that  i t  
seems to  be  reasonable .  Indeed Weinberg (8)  accepts  th is  
point  of  v iew in  h is  theory  of  interact ing  f ie lds .  I t  was  
therefore  the  fee l ing  of  th is  author  that  i f ,  s tart ing  from 
an interact ion Hamil tonian which had an inf in i te  number o f  
surface  terms,  a f ter  reducing the  S-matr ix ,  that  to  any 
order  the  end resul t  was  that  s imple  Feynman rules  appl ied ,  
then there  ought  to  ex is t  a  more  s tra ightforward way of  
arr iv ing  at  Feynman rules  without  having to  bother  with  a  
s taggering number o f  unphysical  terms.  In  the  next  sect ion 
such a  method for  arr iv ing  at  Feynman rules  i s  discussed.  
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chapter iv. reduction of the s-matrix 
to feynma.n diagrams 
I t  wi l l  now be  shown that  a  perturbat ion expansion for  
the  S-matr ix  can be  der ived d irect ly  from the  Heisenberg 
representat ion by means  of  equat ions  due  to  Yang and Feldman 
(14)  wi thout  having to  cons ider  an interact ion Hamil tonian.  
The problem of  surface  terms i s  by-passed by working with  
Green funct ion so lut ions  in  the  Heisenberg representat ion 
so  that  manifest  covariance  i s  always  maintained.  I t  i s  
found that  the  second order  scat ter ing  processes  are  con-
* 
s i s tent  with  the  construct ion of  the  S-matr ix  by  the  r  
method,  Equat ion (3 .34) .  The proof  that  to  a l l  orders  
Feynman rules  can be  used to  wri te  down the  S-matr ix  re l ies  
heavi ly  on the  s imi lar i ty  between the  equat ions  of  mot ion 
for  sca lar  and vector  e lectrodynamics .  
The Green funct ion so lut ions  for  the  vector  e lectro­
dynamics  descr ibed by Equat ions  (3 .1)  and (3 .2)  are  
in  
out  
- (p^ a/x-y) ) '1' (y) ] 
(4 .1a)  
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m 
A^(x)  =  _  {s4 . (y)  (p^-eA^)r^^<,(y)  
- e  (p^+eA^)i | ;  (y )  (y)  }  (4 .1b)  
where  ^(x-y)  i s  the  retarded/advanced Green funct ion 
R A for  the  spin-one  f ie ld  (see  Equat ion (2 .15) )  and i s  
a  retarded/advanced green funct ion for  the  photon 
Green funct ion so lut ions  of  th is  form were  f irs t  wri t ten  
down by Yang and Feldman (14) ,  and are  hence  known as  Yang-
in  
Feldman equat ions .  The operators  (X)  and A°^^(X) ,  
out  
introduced in  Chapter  I II ,  are  free- f ie ld  operators ,  and 
represent  the  asymptot ic  behavior  of  the  Heisenberg f ie lds .  
The commutat ion re lat ions  sat i s f ied  by them are  
[ i j i in  (x)  ,  4»^^ (y) ]_  = iG(x-y)  (4 .3a)  
out  out  
in  in  
A°ut(y) ]  =  ID (x-y)  =  i5  A(x-y;0)  (4 .3b)  ]i ]s - yv wv 
All  other  commutators  are  zero .  Furthermore  the  operators  
i j j^^(x)  and A^^(x)  and A°^^(x)  are  re lated by a  
uni tary  transformat ion S 
\p ^ S (4 .4a)  
^out ^in 
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AOUt ^  (4 .4b)  
y u 
Yang and Feldman have  shown that  the  transformat ion S  
i s  ident ica l  to  Dyson's  S-matr ix ,  Equat ion (3 .3) ,  for  cases  
in  which the  interact ion Hamil tonian in  a  free- f ie ld  repre­
sentat ion has  a  f in i te  number o f  terms.  This  leads  them to  
the  fo l lowing conclus ion.  I f  one  has  two se ts  of  f ie ld  
equat ions  which have  the  same form,  then the ir  Green funct ion 
so lut ions  have  the  same form,  and hence  the  S-matr ix  to  any 
order  in  the  coupl ing  constant  for  the  se ts  must  have  the  
same form.  In  other  words  i f  i t  i s  known that  Feynman rules  
apply  for  one  se t ,  then i t  fo l lows  that  Feynman rules  of  the  
same form apply  to  the  other  se t .  This  argument  by-passes  
the  necess i ty  of  deal ing  with  surface  terms because  i f  one  
so lved the  Yang-Feldman equat ions  for  S ,  where  S  i s  that  
transformat ion re lat ing  in-operators  and out-operators ,  
covariance  would a lways  be  maintained and surface  terms 
would never  appear .  Hence  i t  would again  be  reasonable  that  
s ince  the  equat ions  for  scalar  e lectrodynamics .  Equat ions  
(3 .32)  and vector  e lectrodynamics .  Equat ions  (3 .1)  and (3 .2) ,  
have  the  same form that  Feynman rules  would apply  to  vector  
e lectrodynamics .  
However ,  l e t  i t  be  remembered that  Yang and Feldman 
only  d iscussed cases  where  the  interact ion Hamil tonian 
contained a  f in i te  number o f  terms and never  expl ic i t ly  showed 
that  Feynman rules  could  be  der ived from the ir  equat ions .  
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Their  argument  i s  on the  same leve l  as  that  of  Takahashi  and 
Umezawa (Chapter  I II ) ;  namely ,  that  for  theories  where  the  
interact ion Hamil tonian has  a  f in i te  number o f  terms,  surface  
terms never  appear  in  the  f inal  resul t  and Feynman rules  
wi l l  a lways  apply .  Thus  i t  seems reasonable  that  th is  should  
be  the  case  for  a l l  theories .  
I t  was  dec ided that  the  quest ion could  be  se t t led  once  
and for  a l l  i f  Feynman rules  could  be  der ived direct ly  from 
Equat ions  (4 .1)  and (4 .4) .  Before  launching into  the  der i ­
vat ion,  however ,  l e t  us  f irs t  s impl i fy  the  notat ion.  Let  F^ 
be  def ined by 
^(x)F^^(x)  =  i | ;  (x )  p^ 1];  (x )  -  [p^ (x)  ]  (x)  (4 .5)  
Whenever  F^ appears  i t  operates  only  on adjacent  funct ions .  
The coordinate  dependence  of  (x)  wi l l  be  suppressed when­
ever  i t  i s  obvious  from the  context  of  the  equat ions  what  
the  dependence  should  be .  Hence ,  for  example .  Equat ion 
(4 .1a)  would be  wri t ten  
(jj  (x )  =  
in  
out  
A method for  f inding S from the  Yang-Feldman equat ions  
has  been suggested by Rayski  (21) .  Note  that  an equivalent  
way o f  wri t ing  Equat ions  (4 .6)  i s  
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ijj (x) = (x) - dx,  [eA G(x-x  )F  ^(x  )  
1  X 
- e G(x-Xj)r^gA^Ag>Kx^)l (4.7a) 
and 
^out ^in dx^[eA G(x-x^)F ^(x^)-e  G(x-x^)T^^A^A^(x^)]  
(4 .7b)  
where  
(X)  =  
G(x)  =  f [GR(x)  +  G^(x)I ,  
and recal l  that  (Equat ion (2 .15) )  
G(x)  =  G^(x)  -  Gj^(x)  .  
Paral le l  equat ions  can be  wri t ten  for  A (x) .  
( x )  =  A ^ " '  ( x )  -
2e\«(xi)r^y(xi)l (4.8a) 
A°"^( x ) -AJ " ( X )  =  [e^(x^)f^^^(x^) 
-2e'aaf(xi)r^^a*(xl)] 
with 
A ^ " '  = i [ A j " ( x ,  . A - ^ X , 1 ,  
(4 .8b)  
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and 
= I'C + <vl ' 
= °pv - °pv 
Rayski  shows that  Equat ions  (4 .4a)  and (4 .7b)  can be  used to  
g ive  
[ i f  (x )  ,S1_  =  S  -  | s  (x)+i l )^^^ (x)  1 
= c-s) 
or 
[^/^)(x),s]_ = ^ d x ^ [ e A ^  G ( x - x ^ ) F ^  i p  ( x ^ )  
-e^G(x-x^)  r^gA^AgiJj  (x^)  ,S]_^ ,  (4 .10)  
and s imi lar ly ,  one  can wri te  
[ajo)(x),s]_ = 1 dx,  [D (x-x  )  (e i | ;  (x ,  )  F  (x ,  )  
X 1  
-2e^AJ;  (X )r  ijj  (X, )  )  ,S ]  (4 .11)  
cx -l 1 
Equat ions  (4 .10)  and (4 .11)  can be  so lved by expanding 
S  in  a  power ser ies  in  the  coupl ing  constant  and us ing  
E q u a t i o n  ( 4 . 7 a )  f o r  I ( J ( X )  a n d  i t s  c o u n t e r p a r t  f o r  A ^ ( x ) ,  
Equat ion (4 .8a)  to  expand the  Heisenberg f ie lds  in  terms of  
the  free  f ie lds .  However  an important  a l terat ion of  the  
form of  Equat ions  (4 .7) ,  (4 .8) ,  (4 .10) ,  and (4 .11)  i s  needed 
32 
to  carry  th is  program through cons is tent ly .  Although the  
order  of  the  operators  does  not  seem important  in  these  
equat ions  (A^ (x)  and i j j  ( x )  commute  a t  the  same point) ,  never­
the less  in  expanding these  equat ions  in  terms of  free  
f ie lds ,  indiv idual  terms in  the  expansion of  A^(x)  wi l l  not  
commute  wi th  those  in  the  expansion for  i p  ( x )  .  Thus,  for  
example ,  i t  i s  necessary  to  wri te  
Now l e t  us  expand S and the  f ie lds  A^ and ijj  in  power 
ser ies  in  the  coupl ing  constant ,  subst i tute  these  into  
Equat ions  (4 .10)  and (4 .11) ,  and equate  coef f ic ients  of  e^.  
S  =  1  +  Z  e "  S  ( 4 . 1 2 a )  
n=l  ^  
OD 
^ ( K )  =  E  ( x )  ( 4 . 1 2 b )  
n=0 
<» / \ 
A  ( x )  =  Z  e ^ A  '  ( x )  
n=0 U 
where  for  n=0,  i s  ident ica l  with  ^( ip .  +4)  , ) .  
z, ]_ n oui 
The coef f ic ients  of  e  are  
['P (X) , S ^ ] _  =  
[a^(0)(x),si]_ 
d x , A ^ ® ^  G ( x - x ^ ) F  ^ / ^ ^ ( x ,  )  ( 4 . 1 3 a )  
-l y 2 1 
d x  D  ( x - x  ) ^ ( ^ ) ( x  ) F  I p ^ ^ ^ ( x ^ )  ( 4 . 1 3 b )  
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Since  and (x)  sat i s fy  free  f ie ld  commutat ion re la­
t ions ,  i t  fo l lows  from Equat ions  (4 .13)  that  
S i  =  i  dx (x)  ( 4 . 1 4 )  
which i s  exact ly  what  one  would expect  knowing for  
sca lar  e lectrodynamics  and from the  previous  arguments ,  
For  n>2 S  can be  found from 
— n  
[^(°)(x), s^]_ = ( 4 . 1 5 )  
j = 0  k = 0  r = 0  
n - k - j - 1  
z z 
n-k—j —m— 2  
2 . z z z z j = 0  k = 0  m = 0  r = 0  d x i t i [ a f ' ( % ! )  +  , s ; ,  +  ,  
and 
( 4 . 1 6 )  
n - k - j - 1  
^  Z Z Z 
j=0  k=0 r=o 
(x-xi)ii;^^^ (xi)f^ ^/i)(x),s^] + 
- z z z z 
j = 0  k = 0  r a = 0  r = 0  
n- j -k-m-2 [• 
dx^ [D (x-x ,  )  
To  so lve  Equat ions  (4 .15)  and (4 .16)  for  S^ i t  i s  necessary  
to  know a l l  of  the  S  ,  r<n.  However  s ince  S  ,  A ,  and 
r  r  p 
can be  wri t ten  in  terms of  A^^^^ and i t  fo l lows  that  S^ 
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w i l l  b e  a  f u n c t i o n  o f  f r e e  f i e l d s  a l o n e .  
Next  cons ider  .  S ince  i t  wi l l  be  expressed ent ire ly  
in  terms of  free  f ie lds ,  the  superscr ipt  (o)  wi l l  be  dropped 
with  the  understanding that  a l l  f ie lds  seen henceforth  wi l l  




and a  s imi lar  express ion for  [A ,S„]_  .  The so lut ion for  y ^ " 
s2 is 
(4.18) 
The f inal  s tep  to  show that  Feynman's  express ions  
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for  ^2 can be  got ten  d irect ly  from an equat ion l ike  
Equat ion (4 .18)  i s  to  expand the  products  o f  f ie ld  operators  
in  terms of  normal  ordered products .  This  i s  fac i l i tated 
by making use  of  a  theorem due to  Dyson (22)  paral le l  to  
Wick's  theorem (23)  for  expanding t ime-ordered products  o f  
free  f ie ld  operators .  
Let  us  f irs t  def ine  a  contract ion symbol ,  denoted by 
a  l ine  jo ining two operators ,  by  
A ( x ) B ( x )  =  < 0  I A ( x ) B ( x )  I 0 >  ,  i . e .  ( 4 . 1 9 )  
the  vacuum expectat ion of  the  two operators .  The normal  
ordered product of operators ab-.-YZ be denoted by :ab...yz:, 
i . e .  a  co lon on e i ther  s ide  of  the  product  and means  that  
( for  boson operators)  a l l  creat ion operators  should  be  
wri t ten  to  the  l e f t  of  a l l  annihi lat ion operators  in  the  
product .  The decomposi t ion theorem of  Dyson s tates  that  
A B - ' - X Y Z  =  ; ( A B - . - X Y Z ) :  + : ( A B - • - X Y Z ) :  ( 4 . 2 0 )  
+  :  ( A B - •  - X Y Z ) :  +  . . .  +  : ( A B . . - X Y Z ) :  +  . . .  
I I  
where  the  sum on the  r ight-hand s ide  inc ludes  a l l  poss ib le  
se ts  of  contract ions  between pairs  of  factors .  Now i t  i s  
convenient  to  def ine  
ijj  (x^)  (X2)  =  iG^(x^-X2)  (4 .21a)  
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i f j  (x^) \p  (x^)  =  - iG (xj^-x^)  (4 .21b)  
where  +  indicates  the  pos i t ive /negat ive  frequency part  of  
the  homogeneous  Green funct ion.  Dyson's  theorem wi l l  now 
be  appl ied  to  Equat ion (4 .18) .  As  usual  wi l l  cons is t  of  
a  sum of  d i f ferent  types  scat ter ing  processes .  Emphasis  
wi l l  be  p laced on the  connected diagrams as  these  correspond 
to  the  important  scat ter ing  processes  in  Feynman's  analys is :  
( i )  Meson-Meson Scatter ing:  
„MM _ 1  
^2 = 2 (4 .22)  
Here  i t  i s  convenient  to  wri te  
r r  
using Equat ion (4 .21c)  and the  symmetry  of  the  integrand 
under  interchange  of  x^ and x^.  In  Schwinger's  notat ion (24)  
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( 4 . 2 4 )  
and i t  has  been noted by Schwinger  (24)  that  
( 4 . 2 5 )  
where  
i s  Feynman's  Green funct ion (3) .^  
^1^2 







( 4 . 2 6 )  
Equat ion (4 .24)  corresponds  exact ly  to  what  would be  obtained 
us ing  Equat ion (3 .30)  and corresponds  to  us ing  Feynman 
rules  of  the  same form as  those  for  sca lar  e lectrodynamics  
(20) . 
( i i )  Photon-meson scat ter ing ,  pair  product ion,  pair  
annihi lat ion :  
( 4 . 2 7 )  
^See  Schweber  (16)  for  a  complete  d iscuss ion of  these  
Green funct ions .  
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^ 11 i_ j  ^  ^2 
2j 
Using Equat ions  (4 .21)  and the  symmetry  propert ies  of  the  
integrands  th is  can be  wri t ten  
s™ =, ijdxi aaae*(xi)rae*(xi ( 4 . 2 8 )  
dx^dx :  {[A ,A ],I|J(X»)F [-2G (X,-X„ ) 
12 u. 2 12 
+ ig(x^-x2)]f ^^xg)]: 
where  i s  def ined analagous  to  But  
G ^ l )  ( x ) - 2 i G ( x )  =  [  'V^pv'yv'^" ]  (A (1)  (x) -2 iA(x)  )  
4M 
= t'VSv'PpPv-^" ,A (X) E Gj,(x) 
4M 
( 4 . 2 9 )  
where  Ap i s  Feynman's  Green funct ion for  the  sca lar  f ie ld  
(16) .  Gp(x)  i s  then interpreted as  the  Feynman Green 
funct ion for  the  spin-one  f ie ld .  
PM Thus the  f inal  form for  i s  




This  too  i s  in  agreement  with  the  P method of  Umezawa 
and Takahashi  and with  the  conjecture  of  Yang and Feldman.  
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So far  the  der ivat ions  have  been s tra ightforward and 
there  has  been nothing too  surpris ing .  I t  wi l l  be  seen 
though that  the  se l f -energy parts  of  introduces  new 
d i f f icul t ies .^  
( i i i )  Se l f -energy of  the  vector  meson:  
1 dx^dxjkita ,a^ )j(xj^)f g(xj-x2)fj^ mxj, 
i  1  i  2  1  Z 
( 4 . 3 1 )  
+  [ iD,  
+ i|j (x^)iij (x2)f^ 
\ i l 
dx^dxj : (xj-xj ) $ (xj^-xj ) 
(1)  
+ ' * (xl)fu,g- (x^-x, ) (xj ) 1 : 
The so-cal led  bubble  d iagrams,  which resul t  from con­
tract ing  two operators  with  the  same argument ,  are  omit ted  
as  they  could  be  taken care  of  in i t ia l ly  by normal  ordering 
t h e  c u r r e n t s  i n  E q u a t i o n s  ( 3 . 1 )  a n d  ( 3 . 2 ) .  
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One would l ike  to  express  Equat ion (4 .31)  in  terms of  
Feynman Green Funct ions ,  and G^.  To th is  end,  the  
las t  two terms in  Equat ion (4 .31)  can be  rewri t ten  
us ing  the  fo l lowing re lat ions  for  products  o f  Green 
funct ions .  
D^G^ + D~G~ = J(DG -
( 4 . 3 2 a )  
and 
DG = 4D G - 2(D^G^ + D^G^) ( 4 . 3 2 b )  
The f inal  s tep  i s  to  use  the  re lat ion 
dpgp = (d(l)-2id)(g(l)-2ig), ( .4 .32c)  
so  that  Equat ion (4 .31)  becomes  
( 4 . 3 3 )  
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The f irs t  term in  Equat ion (4 .33)  i s  the  usual  type  of  ex­
press ion for  the  se l f -energy.  The second term,  which would 
vanish  automatical ly  i f  the  der ivat ion were  for  sca lar  
e lectrodynamics ,  appears  to  be  a  new type  of  se l f -energy 
term.  However  the  integrands  of  the  second term do vanish  
everywhere  except  a t  the  or ig in  where  they  are  s ingular-
But  the  integrand of  the  f irs t  term in  Equat ion (4 .31)  i s  
a lso  s ingular  at  the  or ig in  which s imply  means  that  the  se l f -
energy i s  divergent .  Divergent  se l f -energies  are  common 
to  S-matr ix  theory  and are  deal t  with  in  a  s tandard way known 
as  Paul i -Vi l lars  regular izat ion (25) .  (Feynman's  method (3)  
for  deal ing  with  divergences  in  quantum e lectrodynamics  i s  
a  spec ia l  case  of  the  Paul i -Vi l lars  regular izat ion technique. )  
Auxi l iary  masses  are  introduced into  the  integrands  in  a  
spec ia l  way which makes  the  integrals  f in i te .  The degree  of  
d ivergence  of  an integral  i s  recovered by le t t ing  the  auxi l ­
iary  masses  tend to  zero  at  the  end of  the  ca lculat ion.  
I t  wi l l  now be  shown that  when the  second term in  Equat ion 
(4 .33)  i s  regular ized,  i t  vanishes  ident ica l ly .  
Let  |p^> and |p2> be  s tates  of  one  vector  meson of  four-
momenta  and p^ respect ive ly .  Using a  plane-wave  expansion 
for  the  spin-one  f ie ld  one  has  
pi 
( 4 . 3 4 )  
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^  G f P i - P g i f  d ^ k  r (P+k)aLki lk-2M^](p+k)gr u(p2)  
(2n)3 2pq [  (p-k)  2- iE (Pg-kg)  ]  4M^ [k^+M^+iekg]  
where  use  has  been made o f  the  Fourier  transforms (14)  
_ ikx  d^k 
(277  )  k^+M^+ iek .  
( 4 . 3 5 )  
and 
kQk = k  (y -6 )  k  
IJ yv  yv  V ( 4 . 3 6 )  
by  
The regular ized integral  of  Equat ion (4 .34)  i s  def ined 
W r = 
X Z C. 
i = l  ^  [ ( p - k )  + m ^  - i £ ( p Q - k Q ) ]  
wi th  the  condit ions  
E C .  =  0 ,  E C .  m .  ^  =  0 ,  E C .  m . ' ^  =  0  .  ( 4 . 3 8 )  
1 11 11 
Making expl ic i t  use  of  these  condit ions ,  Equat ion (4 .37)  
can be  wri t ten  
"r = (p+k)^ (P+k'e  Tgy 
k  +M +ikQE 
( 4 . 3 9 )  
4  
X n 
i= l  (p-k)^+m^^+ie(p^-k^)  
where  
43 
2  2 2 2  2 2 2  2 2 2  f(c^,m^ ) = m^ 
+  .  ( 4 . 4 0 )  
The next  s tep  i s  to  make the  denominator  a  funct ion of  
2 k only  by us ing  the  ident i ty  (26)  
^1*2^3^4^5 
^ = 4  !  d z ^ d z ^ d z ^ d z ^  [aj^z^+a2z2'^^3^3'''^4^4 
+ 3 ^ ( 1 - 1 7 ^ ) ]  ^  ( 4 . 4 1 )  
where  E means  that  the  z^ range  from 0  to  1  with  Zz^<l .  
Thus  Equat ion (4  .  39)  becomes  
f  3  
wj^=4!j dz^dz^dz^dz^f (c^ ,m^ ) rj^^(p+k)^[mk-2m2j(p+k)|,rg^ 
( 4 . 4 2 )  
X  [ ( k - p Z z . ) z . m . ( 1 - Z z . ) ^ - i e ( k  - p  Z z . ) ]  ^  2. 1 1 1 o 2. 
The f inal  s tep  i s  to  le t  k-^k+pZz;  so  that  the  momentum 
space  integral  i s  just  
I  =  
a3 
d'^k [k+p+pZ z  .  ]  [  (k+pZz .  )  Q,  (k+pZz .  )  -2M^ ]  (k+p+pE z  .  )  „  
1  a  1  1  ( 4 . 4 3 )  
(k^+ez^m 2 + (l-zz^)^-iekq)^ 
2 2 2 Consider  the  k^ integrat ion;  s ince  Zz^ m u  +  M  ( 1 - Z z ^ )  
i s  pos i t ive  def in i te ,  the  poles  in  the  integrand l i e  ent ire ly  
in  the  lower-hal f  k  p lane .  Hence  the  integrand a long the  
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axis  can be  c losed in  the  upper-hal f  p lane  where  the  inte­
grand i s  analyt ic .  Thus  the  integral  vanishes  by the  Cauchy 
theorem.  
= 0  ( 4 . 4 4 )  
In  a  s imi lar  manner  the  term with  (x^-x^)(x^-x2 )  wi l l  
vanish .  The e f fect  of  the  Paul i -Vi l lars  regular izat ion 
method i s  to  remove s ingular i t ies  at  the  or ig in .  S ince  in  
the  integrand in  Equat ion (4 .34)  the  only  non-vanishing part  
i s  for  = x_ ,  a f ter  removal  o f  th is  s ingular i ty  by 
regular izat ion the  integral  i s  expected to  vanish .  
The point  to  make i s  that  i f  one  wished to  display  the  
order  of  d ivergence  and extract  any f in i te  parts  from 
Equat ion (4 .33) ,  the  usual  procedure  of  regular iz ing  such an 
express ion f irs t  and then le t t ing  the  auxi l iary  masses  
tend to  zero  af ter  doing the  integrat ion would be  fo l lowed.  
But  as  has  been shown the  second term in  Equat ion (4 .33)  
vanishes  ident ica l ly  af ter  regular izat ion;  hence  i t  i s  
concluded that  such terms make no  contr ibut ion to  the  se l f -
energy.  Effect ive ly  then 
4" = -I 
( 4 . 4 5 )  
which,  as  was  pointed out ,  i s  in  agreement  with  Feynman 
r u l e s .  
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( i v )  Photon se l f -energy:  
Paral le l  to  the  der ivat ion of  Equat ion (4 .33)  for  the  
vector  meson se l f -energy,  i t  can be  shown that  the  photon 
se l f -energy i s  g iven by 
,PSE 1  dx dx„ :  [A A )F  (x  )  (x„  )  F  ^^x_)  
1 z w2 ^2 h21 ^ 
( 4 . 4 6 )  
• i [ A  , A  ]  i|;(x ) F  G ( x  -X ) F  ii;(x )]: 
1 2 i ^1 ^ ^ ^2. ^ 
dx^dx2 ^ ^ w^^f (^1 ^2 ^ 
+ g^fxg x^)f^^gj^(x^ 
+ g%(x^ x2)f^^g^(x^ 
where  Tr means  to  take  the  trace  and 
Tr[Gj , (x2-x^)F^^Gp (Xi-X2)Fj^^1 H (4 .47)  
tr[py^ (xjjgpcxj xJ^)f^^gj,(x2 
-gp (xj-xj ) (xj )gj, (xj-xj ) ] 
Again,  a f ter  regular izat ion the  terms containing the  
products  o f  advanced and retarded Green funct ion vanish  so  
that  the  photon se l f -energy i s  e f fect ive ly  g iven by 
FSE 1 r r 
^2 = - i j jdXidx, :  :Tr  [G^ (x^-x^)  F^^Gp (x^-x^)  ^  ^  
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which i s  ident ica l  to  an express ion obtained from Feynman rules .  
I t  i s  now c lear  why Feynman rules  wi l l  apply  to  vector  
e lectrodynamics  to  a l l  orders .  When i s  found from the  
Yang-Feldman equat ions ,  i t  can be  expanded in  terms of  normal  
ordered products .  Each type  of  scat ter ing  term wi l l  be  g iven 
by an integral  whose  integrand i s  a  funct ional  of  the  f ie lds  
and various  Green funct ions .  These  Green funct ions  can be  
manipulated into  a  form such that  the  integral  cons is ts  of  
a  Feynman ampl i tude  part  p lus  some other  terms.  Now s ince  
the  equat ions  of  mot ion for  scalar  e lectrodynamics ,  Equat ions  
(3 .32) ,  have  the  same form as  for  vector  e lectrodynamics .  Equa­
t ions  (3 .1)  and (3 .2) ,  wi l l  have  the  same form for  sca lar  
e lectrodynamics  as  for  vector  e lectrodynamics .  But  Feynman 
rules  to  apply  to  scalar  e lectrodynamics  (20) ;  hence  any 
extra  terms appearing in  the  der ivat ion of  us ing  the  
Yang-Feldman equat ions  must  have  products  o f  advanced and 
retarded Green funct ions  s ince  these  are  the  only  terms 
which vanish  ident ica l ly  for  sca lar  e lectrodynamics .  For  
vector  e lectrodynamics  integrands  with  products  o f  advanced 
and retarded Green funct ions  vanish  everywhere  except  
poss ib ly  at  the  or ig in  where  they  are  s ingular .  As  was  indi ­
cated for  the  second order  photon and vector  meson se l f -
energies  ,  i t  i s  the  regular ized express ions  which are  meaning­
fu l  in  doing ca lculat ions .  Then s ince  the  process  of  regular-
izat ion makes  a l l  integrals  f in i te ,  the  regular ized integrals  
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of  products  o f  advance  and retarded Green funct ions  vanish .  
Hence  the  S-matr ix  for  vector  e lectrodynamics  cons is ts  en­
t ire ly  of  Feynman graph ampl i tudes .  
An expl ic i t  form for  the  Feynman rules  for  vector  
e lectrodynamics  i s  g iven in  Appendix  B.  These  rules  are  
essent ia l ly  Rohrl ich's  rules  for  sca lar  e lectrodynamics  
(20)  wi th  the  vertex  funct ion replaced by F^ and the  
propagator  replaced by Gp.  
A ca lculat ion to  i l lustrate  the  spin-one  matr ix  a lgebra 
i s  g iven in  Appendix  C.  The cross  sect ion for  Coulomb 
scat ter ing  of  a  spin-pne part ic le  i s  found.  
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CHAPTER V.  RENORMALIZATION 
The technique of  renormalization was f irst  applied by 
Bethe (27)  to  calculate  the level  spl i t t ing of  the 2S-2P 
level  in hydrogen (which i s  degenerate even in Dirac theory)  
found experimental ly  by Lamb and Retherford (28) .  What 
Bethe did was to  use non-relat ivist ic  perturbation theory 
to  calculate  the energy spl i t t ing due to  the interaction 
of  the bound electron with i ts  own radiation f ie ld.  In 
the calculat ion there appeared a (divergent)  term which Bethe 
identif ied as  the self-energy of  a free electron.  The true 
level  shift  was taken to be the difference between the self-
energies  of  the bound and free electron.  The qual i tat ive 
agreement of  Bethe's  answer with the experimental  result  
encouraged ref ined treatments  of  renormalization in quantum 
electrodynamics by Feynman (3) ,  Schwinger (29)  ,  and Tomonaga 
(30) .  Thus even though renormalization was l i t t le  more 
than a recipe for sweeping ignorance under the rug,  never­
theless  the success  of  the theory as  a whole in producing 
numbers which agreed with experiment gave confidence to  the 
method.  A systematic  study of  the divergences in quantum 
electrodynamics was f irst  done by Dyson (31) .  He showed that  
the divergences due to  an insuff ic iently rapid decrease of  an 
integrand at  large moments,  the so-cal led ultraviolet  
divergences,  could be c lassif ied into three types:  (a)  
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electron self-energies ,  (b)  photon self-energies ,  and (c)  
vertex corrections.  He then gave an invariant  method for 
separating the divergences from a given graph.  Formal 
proofs  of  the renormalizabil i ty  of  quantum electrodynamics 
were given later by Salam (32)  and Ward (33) .  
A main point  in Dyson's  discussion is  that  for any 
momentum space integral  corresponding to  a graph,  the 
total  number of  momenta in  the numerator minus the total  
number of  momenta in  the denominator in the integrand,  which 
i s  defined as  the dimension D of  the integrand,  depends only 
on the number of  external  l ines  in the graph for the case of  
quantum electrodynamics.  That i s  
D  =  4  -  I  F e  -  P e  ,  ( 5 . 1 )  
where F i s  the number of  external  fermion l ines  and P i s  0 e  
the number of  external  photon l ines .  For a diagram where 
only one integration over four-momentum occurs,  i t  can be 
seen that  i f  D^O the integral  wil l  diverge and i f  D<0 i t  
wil l  converge.  I f  the diagram contains n internal  l ines ,  
the condit ion D<0 and D^O for convergence and divergence 
respectively is  val id only i f  the result  of  carrying out  any 
arbitrari ly  chosen 4 (n-1)  subintegrations i s  f inite .  From 
Equation (5.1)  then the candidates  for divergences in quantum 
electrodynamics should be for (a)  F^ = 2 ,  P^ = 0 (e lectron 
self-energy) ,  (c)  F^ = 2 ,  P^ = 1  (vertex correct ion) ,  (d)  
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= G, Pg = 3 ( tr iangle  diagram),  and (e)  = 0 ,  = 4 
(scattering of  l ight  by l ight) .  (The Feynman diagrams for 
these primit ive divergences are shown in Figure 1 . )  The 
tr iangle  diagrams can actual ly  be shown to  vanish identical ly ,  
and the divergence from the scattering of  l ight  by l ight  can 
be removed using gauge invariance.  The proof  that  higher 
order non-planar diagrams (overlap divergences)  can be 
reduced to  combinations of  (a) ,  (b) ,  and (c)  plus f inite  
( a )  
(d)  / \  (e)  
Figure 1 .  Feynman diagrams for the basic  divergences in 
quantum electrodynamics for a)  Y^=2 ,  P^=0,  
b )  P  = 2 ,  F  = 0 ,  C )  F  = 2 ,  P  = 1 ,  d )  F  = 0 ,  P  = 3 ,  
e  e  e  e  e  e  
and e)  F =0,  P =4 
e  e  
parts  has been shown by Salam (32)  and Ward (33) .  The fact  
that  there are a f inite  number of  these basic  divergences 
i s  central  to  the proof  that  the theory is  renormalizable.  
Consider now the case of  vector electrodynamics.  I t  
wil l  be necessary to  consider the one-photon and two-photon 
vert ices  separately.  The method for computing D,  the dimen­
s ion of  an arbitrary diagram fol lows Dyson's  method for 
quantum electrodynamics.  
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A. Single  photon vert ices;  
Let  be the number of  external  vector meson l ines ,  
be the number of  internal  vector meson l ines ,  
be the number of  external  photon l ines ,  
be the number of  internal  photon l ines ,  
and C be the number of  vert ices  in a given diagram. 
Factors of  momenta wi l l  now be counted to  determine the 
dimension of  an integrand.  The s ign + or -  wil l  indicate 
momenta in  the numerator or denominator respectively.  
Since the original  integrals  are in coordinate space,  one 
imagines putt ing in the appropriate  Fourier transforms (see 
Appendix B for detai ls)  and doing the spacial  integrations.  
1 .  Each vertex in coordinate space contributes  a delta 
function in momentum space;  however one delta 
function expresses  overal l  momentum conservation 
and so does not  contribute to  the dimension.  
Hence there i s  a factor -4(C-1)  to  D from the 
vert ices .  
2 .  Each vertex function F^(x)  contributes  a factor of  
k,  so the total  contribution is  +C from s ingle-
photon vert ices .  
3 .  For each internal  l ine there i s  a momentum space 
integration;  this  contributes  +4(V^ + P^) to  D.  
2 4 .  Each photon l ine contributes  1/k (from the 
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propagator) ,  so  the total  contribution is  -2P^.  
5 .  The vector meson propagator behaves l ike a constant 
for large momenta;  hence there i s  no contribution 
to  D from the internal  vector meson l ines .  
Thus one has that  the dimension of  a  integrand for a diagram 
with s ingle-photon vert ices  i s  
= 4 -  3C + 4V.  + 2P.  .  
1 1 
In order to  write  D as  a function of  external  l ine 
instead of  internal  l ines  consider the fol lowing.  Since two 
vector meson l ines  come into every vertex,  there are two 
vector meson l ine endings for every vertex.  But each internal  
l ine has two endings,  each external  l ines  just  one ending.  
From this  one concludes that  
2 C  =  2 V .  +  V  .  ( 5 , 3 a )  1  e  
Similarly s ince every vertex has just  one photon l ine ending,  
D  =  - 4 ( C - 1 )  +  4 C  +  ( V ^  +  P ^ )  -  2 P ^  ( 5 . 2 )  
C  =  2 P .  +  P  ;  ( 5 . 3 b )  
thus substituting Equations (5 .3)  for and P^ into 
Equation (5.2)  one has 
D = 4 - 2 V  - P  + 2 C  
e  e  
( 5 . 4 )  
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It  i s  seen that  the dimension of  an integrand depends on 
the number of  vert ices  as  wel l  as  the number of  external  
l ines .  I t  i s  the dependence of  D on the number of  vert ices  
that  leads to  the non-renormalizabil i ty  of  the theory.  
Primit ive divergences are defined as  those for which 
the divergence arises  in the last  four-momentum integration.  
I t  can be shown from Equation (5.4)  that  there are an in­
f inite  number of  different  primit ive divergences.  To see 
this  consider the special  case where the number of  internal  
l i n e s  e q u a l s  t h e  n u m b e r  o f  v e r t i c e s ,  i . e .  
V i  +  P i  =  C  .  ( 5 . 5 )  
There wi l l  then be only a s ingle  four-momentum integration.  
(There are as  many four-momentum integrations from the 
internal  l ines  as  there are delta functions from the vert ices;  
however one delta function expresses  overal l  conservation 
of  four-momentum.)  Then by virtue of  Equation (5.3)  
C  =  P  +  V  ,  ( 5 . 6 )  
e  e  
so that  
D = 4  +  C -  V  ( 5 . 7 ) .  
e  
for this  special  case.  Since i s  at  most  equal  to  C,  D 
i s  always greater than or equal  to  4,  so that  for every 
such that  + P^ = C there wil l  be a  new primit ive 
divergence.  Hence there are an inf inite  number of  primit ive 
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divergences with s ingle-photon vert ices .  
B.  Two-photon vert ices:  
The contributions to  D are as  fol lows :  
1 .  There i s  s t i l l  a factor of  -4{C-1)  from the 
vert ices .  
2 .  The vertex function contributes  nothing to  D. 
3 .  The internal  l ines  contribute +4(V^ + P^) from 
the momentum-space integrations.  
4 .  The photon propagator contributes  -2P^ .  
Thus D i s  given by 
D = 4-4C + 4V^ + 2P^ .  (5 .8)  
Here however the relat ion between the number of  internal  
and external  photon l ines  is  
2C = 2P^ + P^,  (5 .9)  
so that  
D = 4-2V -  P + 2C (5 .10)  
e  e  
which i s  exactly the same as  for the one-photon vert ices ,  
Equation (5 .4) .  By the same as  arguments as  before there 
an inf inite  number of  two-photon vertex primit ive divergences 
I t  wil l  now be demonstrated that  an inf inite  number of  
renormalization constants  are needed in order to  calculate  
any scattering process  to  al l  orders.  An arbitrary scatter­
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ing process  always has at  least  one vector meson l ine 
which may e i ther be internal  or external .  Therefore in calcu­
lat ing this  scattering process  to  al l  orders the fol lowing 
modif icat ions to  these l ines  must  be considered: 
( a )  w h i c h  c o r r e s p o n d s  t o  a  v e c t o r  m e s o n  s e l f -
energy diagram, 
( b )  w h i c h  c o r r e s p o n d s  t o  t h e  i n s e r t i o n  o f  t h e  
photon self-energy into a  diagram, 
( c )  w h i c h  c o r r e s p o n d s  t o  t h e  i n s e r t i o n  o f  
the scattering of  l ight  by l ight  into a diagram, 
(d) —IIÎ^XLÎ , le) 
and so forth.  Now by Equation (5.4)  or (5.5)  each of  the 
above diagrams corresponds to  a different  primit ive di­
vergence.  Since an inf inite  number of  different  types of  
primit ive divergences can be attached to any vector meson 
l ine,  an inf inite  number of  renormalization constants  would 
be needed to make the theory f inite .  Hence the theory is  
cal led non-renormalizable.  
One also sees  the statement that  non-renormalizabil i ty  
implies  that  a theory i s  st i l l  cut-off  dependent after 
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renormalization.  To i l lustrate this ,  Dyson's  method of  
invariant  separation (31)  i s  applied to one of  the primit ive 
divergences of  vector electrodynamics.  
Consider the vector meson self-energy diagram 
p-k 
/  J ^  P where s ince this  might be an internal  
part  of  a  larger diagram, p i s  not  necessari ly  on the mass 
shel l .  
The integral  corresponding to  this  diagram is ,  by the 
rules  given in Appendix B,  
W ( p )  =  
where 
R ( p , k ) d ' ^ k ,  ( 5 . 1 1 )  
[  ( p - k )  - i e ]  [ k  + M  - i e ] -  4 M  
where kOk e .  
This  i s  a quartic  divergence.  By expanding R( p , k )  i n  
a  Taylor series  about p=0 i t  is  seen that  
( 5 . 1 3 )  
PyPyPg ,9^R(p,k)  
3!  p=o 
pypypgpp . 9^r(p,k) , 
4! l3p^3p^3Po3PpJ 
+  R ^ ( p , k )  
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where R^(p,k)  gives  a convergent integral  due to  the fact  
that  each differentiat ion increases  the difference in powers 
of  k between the denominator and numerator by one.  
Equation (5.11)  can then be written 
w ( p )  =  +  " 2 " p  ^  +  " 4 " ™  P „ P „ P o  
( 5 . 1 4 )  
+ "s"™" pppypapp + "i'p' 
where the are divergent matrices  independent of  p.  Now 
s ince w(p) i s  a 6x6 matrix i t  can be expanded in terms of  the 
thirty-s ix  l inearly independent spin-one y-matrices  (see 
Appendix A).  However relat ivist ic  invariance prohibits  the 
matrices  y^ and iy^Y > and the matrices  y^ and y^ 5  ' 5  ' y v  5 , y v  '  6 , y v , p a  
cannot appear because of  their  antisymmetry properties .  Thus 
w ( p )  =  A g  ( p )  •  1  +  ( p ) y ^ ^ p ^ p ^  ( 5 . 1 5 )  
i s  the expression;  Ag(p)  and A^(p) are scalar functions of  
2 p .  Comparing Equations (6.14)  and (6.15)  i t  is  seen that  
Wg^ = 0 (5 .162)  
"3"" P„Pv = =lP^ + c^Y^^P^P^ (5.16b) 
WjWVG = 0 (5 .16c)  
p^pvpopp = + gp^^;vp;pv (5-163) 
58 
where C^,  ,  D^,  and E are inf inite  constants .  The 
2 
remaining term w^fp ) can be written uniquely in the form 
w;(p^) = a^+c3(y^^pyp^+m^)+w^(p^) (y^,^,p^py+m^) <5-171 
2 4 by expanding about = M and using p = Y^^P^P^Y^gP^Pg 
2 The constants  and are f inite  and w^fp )  vanishes for a 
f r e e  v e c t o r  m e s o n ,  i . e . ,  





One may then combine Equations (5 .14)-  (5.17)  in the convenient  
form 
w ( p 2 )  =  A  4  ( p ^ + M ^ ) B  +  ( Y ^ ^ P ^ P ^ , + P ^ + 2 M ^ ) C  ( 5 . 1 8 )  
+ (p^+m^)^d + (p2+m^)(y ^ p^p^+p^+2m2)e 
where 
A = 4- +  m'^E ( 5 . 1 9 a )  
B = C j^-C2-2M^D^-C2 (5.19b) 
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C = Cg-M^E+C] (5 .19c)  
D = D^-E (5.19d) 
The f ive constants  A,B,C,D,E are al l  inf inite .  
Note that  for a free vector meson 
u (p)w (p^) u (p)  = Au(p)u(p)  (5 .20)  
where u(p)  i s  a free particle  6x1 column matrix.  That A 
2 
corresponds to  the mass shift  to  order e  can be seen as  
f o l l o w s .  T h e  e q u a t i o n  o f  m o t i o n ,  E q u a t i o n s  ( 3 . 1 ) ,  i s  
written with the same mass parameter that  appears in the 
free particle  equation,  Equation (2 .1) ,  and thus can be 
cal led the bare or mathematical  mass,  M^. However the 
equations of  motion can be written in terms of  the observed 
or physical  mass by writ ing 
(p^-eA^) (p^-eA^.)  + 2M^ -  26M^]4'(x)  = 0 (5 .21)  
where 
ôM^ = ^ (5 .22)  
o  
i s  the difference between the squares of  the observed and 
2 
mathematical  masses .  The term 2ÔM ^(x)  can be treated as  
an addit ional  interaction;  then the S-matrix,  to  
2 f irst  order in ôM ,  wi l l  contain the term 
S ' =  - 2 i 6 M ^  j d x J p  ( x )  i j j  ( x )  .  ( 5 . 2 3 )  
60 
If  i t  is  then required that  for one particle  vector meson 
states  that  
< P l | s | p 2 >  =  ( 5 . 2 4 )  
2 then to  order e  
e^A = 2 (2tt)  ^iÔM^ .  (5 .25)  
The constant  C in Equation (5.18)  can be removed by wave 
function renormalization.  To see this  a demonstration due 
to  Sakurai  (34)  i s  used.  The vector meson propagator 
2 
corrected to order e  i s  represented graphical ly  by 
+ 
o r ,  i n  t e r m s  o f  t h e  s e l f - e n e r g y ,  E q u a t i o n  ( 5 . 1 1 ) ,  
o  2 2 ?  w t p ;  9 2 2  (2ï ï )  4M (p +M )  4M (p +M )  
where i s  the mathematical  mass.  Putt ing the expl ic i t  
2 
representation of  w(p ) ,  Equation (5 .18) ,  into Equation 
(5.26)  one obtains 
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gp'p' . -1 
^ (2n)4 4m^^(p^+m^^) 
2 
- i  '  (LI^'  (4p4+9Mc/+8MQ2p2-4p"Yy^p^fv-8MQ2YuvPuPvl  
(2n)4 16m^ (p^+m^^)^ 
^ '^uvpupv-p^-2"o^) be^ <ïuvpupv'p^"^"o^' C e  ' u v  y  y   _  B e  y v  y  v  
(2n)g (2n)^ (p^+m^^) 
de: (ywvpupv-p2-2mo2)2 _ (y^vp^pv-p'-2m^') 
(2n)g leu^ (2tt) ® 
wçfp^ie^ (yyvp^pv-p^-2m^^)^(yyvp^pv+mq^) 
(2tt)®16m^^ (p^+m^^)^ 
However,  notice that  
-1(1.. (e^)) 'y,,p,p,-p'-2m/+«'m)] _ 
4 7  ' )  2  7  7  \ o  '  ^ o )  






(27r) 4M (p^+M '^) 
o  ^  o  
The r ight  hand s ide of  Equation (5.28)  i s  just  the Taylor 
2 2 
expansion of  the left  hand s ide about 6M to  order e  .  
I f  E q u a t i o n  ( 5 . 2 8 )  i s  c o m p a r e d  w i t h  E q u a t i o n  ( 5 . 2 7 ) ,  i t  i s  
seen that  the form of  the f irst  three terms on the right  
hand s ide of  each equation is  the same.  Then i f  one makes 
the identif icat ions 
( 5 . 2 9 a )  
2 ( 2 n )  
and 
iCe^ ,  2 ,  (5 .29b) 
4  =  z ( e  )  ,  
(2n) 4 
then i t  is  clear that  the constant  A again represents  the 
mass renormalization and that  the constant  C represents  a 
propagator renormalization.  Suppose,  however,  that  in 
E q u a t i o n  ( 4 . 1 a )  i s  r e p l a c e d  b y  / l - z  ^ ^ ^ ( x ) .  T h e n  i n  
deriving the S-matrix this  is  equivalent  to  mult iplying 
every vector meson propagator by ( l -z) .  If  the magnitude of  
z  i s  specif ied by Equation (5.29b) the constant  C wi l l  
be removed in a calculat ion containing the self-energy 
diagram. Thus the constant C can also be interpreted as  
2 the wave function renormalization constant to  order e  .  
I t  i s  important to  observe that  after mass and wave 
function renormalization the inf inite  constants  B,  D,  and E 
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s t i l l  r e m a i n .  A n o t h e r  w a y  o f  p u t t i n g  i t  i s  t h a t  i f  o n e  
r e g u l a r i z e d  t h e  s e l f - e n e r g y  e x p r e s s i o n ,  E q u a t i o n  ( 5 . 1 1 ) ,  
then after mass and wave function renormalization the self -
energy expressions would s t i l l  be cut-off  dependent.  This  
i s  another manifestat ion of  the non-renormalizabil i ty  of  
the theory.  
One possible  way to  overcome this  problem would be to  
combine the terms with coeff ic ients  C,B,D,  and E into a 
2 
single  function of  p .  Thus Equation (5.27)  would read 
gp(p) -i 
p A  O i l  lo.ju; 
(2  )  4M^ (p )  
-iae^ 111 1 
- i  ' 2  ( 2 . )  4 '  +  
4 4  ?  22 ( 2 n )  1 6 M  ( p  )  
, e2f(p2) 
(2ïï)® 4m 2(p2+m 2) 
(27t)^16m^^ 
2 The constant  z i s  now replaced by f (p ) .  This  can be thought 
of  as  renornial iz ing with a form factor instead of  a constant .  
The problem with a non-renormalizable theory then is  not  
with the subtraction procedure but rather with the just i f ica­
64 
t ion for removing the divergences from the S-matrix.  
In Chapter VII there is  a discussion of  modif icat ions 
which could be lead to a  renormalizable theory for the 
vector electrodynamics described by Equations (3 .1)  and 
( 3 . 2 ) .  
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CHAPTER VI.  ELECTROMAGNETIC INTERACTIONS WITH 
PARTICLES OF ARBITRARY SPIN 
In this  sect ion wave equations for arbitrary spin are 
examined when coupled to  the electromagnetic  f ie ld.  The 
e q u a t i o n s  u s e d  a r e  t h o s e  f o u n d  b y  H a m m e r ,  e t  a l .  ( 1 0 ) .  
Integral  and half- integral  spin are treated separately.  
For integral  spin the equation used i s  Equation (98)  
o f  r e f e r e n c e  ( 1 0 ) .  
[ Y | - ^ ] P [ ^ ]  +  ( p ^ ) ^  ^  ( p ^ + 2 M ^ )  ]  ( x )  =  0 ,  s = l , 2 , 3 . . .  
( 6 . 1 )  
where Yr i  =  Y are general ized 2(2s+l)-dimensional  
'lul 'wi...h2s 
Dirac matrices .  For s=l ,  Equation (6.1)  i s  the same as  
E q u a t i o n  ( 2 . 1 ) .  
Quantization can be carried out  as  before using the 
method of  Hammer and Tucker (15) .  Noting that  
^[u]^[y]^[v]p[v] " (6.2) 
i t  fol lows that  
( 6 . 3 )  
= -4m^(p2)2s-2(p2+ . 
Thus one can define Green functions 
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where the contours c  ^  and c  run paral le l  to  the real  k^ 
axis  at  a distance -e  and +e from the real  axis  respectively,  
Clearly G^^^(x)  (Gp^^(x))  vanishes for Xq>0 (Xq<0),  and 
also 
( 6 . 5 )  
I  m  k  
r 
,R^ fe. 
Figure 2 .  The contours C and in the k^-plane 
One can then define a function 
g(s)(x) = g^s)(x) - g^s)(x) (6.6) 
w h i c h  s a t i s f i e s  E q u a t i o n  ( 6 . 1 ) .  
Then the theorems of  Hammer and Tucker (15)  s tate  that  
( x )  ,  ( y )  ] _  =  0  ( 6 . 7 a )  
[ i p ^ ^ ^ ( x ) ,  4 ^ ^ ) ( y ) ] _  =  i G ( s ) ( x - y )  ( 6 . 7 b )  
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Thus the complete  free f ie ld theory fol lows Chapter II  for 
t h e  c a s e  s = l .  
To consider the interaction of  particles  with arbitrary 
integral  spin with the electromagnetic  f ie ld,  the substitu­
t i o n  p ^ ^ p ^ - e A ^  i s  m a d e  i n  E q u a t i o n  ( 6 . 1 ) .  
[Y (Pj^j-eA^^l )  + ( p - e A )  ^  ( p - e A )  ^ + 2 M ^ )  ] ! / ;  ( x ) = 0  ,  
( 6 . 8 )  
and 
A ^ ( x )  s a t i s f i e s  
3 ^ 9 ^  A ^ ( x )  =  - j j s ) ( x ) ,  ( 6 . 9 a )  
where 
( x )  =  ( 6 . 9 b )  
One could then fol low Chapter IV for s=l  to  derive 
( S ) 
the S-matrix for the f ie lds  ip and A^ sat isfying Equations 
(6 .8)  and (6 .9) .  Hence i t  is  assumed that  Feynman rules  
apply for construction of  the S-matrix.  
The role  of  the boson propagator i s  played by 
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g^s'(x) h i(g^='(x)-gi^'(x)l-21 "^à (6.10) 
analagous to  the spin-one case.  Note that  for large k 
4" 'k) . . (6.11) 
(k^)s ^ 
A discussion of  the renormalizabil i ty  of  Equation (6.8)  
and (6 .9)  can be made by using Dyson's  method of  power 
counting to  f ind the dimension of  an integrand for an 
arbitrary graph.  I t  i s  clear from the structure of  Equa­
t ions (6.8)  and (6 .9)  that  there are one-photon,  two-photon,  
. . . ,  2s-photon vert ices  and that  an m-photon vertex wil l  have 
( S ) 
a  ( 2 s - m )  o r d e r  d e r i v a t i v e  c o u p l i n g .  L e t  B  a n d  P  s t a n d  
for the boson of  spin s  and photon l ines  respectively.  
1 .  There i s  a factor -4(c- l )  from the coordinate space 
integration as  always.  
( S ) 
2.  There i s  a factor 4(B^ +P^) from the momentum 
space integrations.  
3.  The photon propagator contributes  -2F\ .  
( S ) 
4.  The boson propagator contributes  -2(s- l )B^ 
due to  Equation (6 .11) .  
5 .  The derivative coupling from an m-photon vertex 
c o n t r i b u t e s  ( 2 s - m ) c .  
Hence the dimension of  an integrand is  
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=  - 4 ( c - l )  +  4 ( B j s )  +  p . )  _  2 P .  -  2 ( s - l ) B ( s )  ( 6 . 1 2 )  
i m )  1 1 1  1  
+  ( 2 s - m ) c  
=  ( 2 s - m - 4 )  c+ 4 + ( 6 - 2s)b| ®U2P^  
Each vertex has two boson l ine endings so 
2C = 2B^s)  + B (6 .13)  
An m-photon vertex means that  
m C  =  2 P .  +  P  ( 6 . 1 4 )  1  e  
Thus in terms of  external  l ines  
=  4 + 2 C - ( 3 - s ) B ^ - P g ,  i n d e p e n d e n t  o f  m .  ( 6 . 1 5 )  
( S ) 
since D depends on the number of  vert ices  as  wel l  as  on 
the number of  external  l ines ,  a l l  of  the integral  spin 
equations,  Equations (6 .1) ,  are non-renormalizable in the 
presence of  minimal  e lectromagnetic  coupling.  
For half- integral  spin the equation used i s  Equation 
(66)  of  reference (10) .  
s+ 1  
[my j^]P[^]+i  (P^) (x)=0,  s= j ,  . . .  
(6.16) 
The advanced and retarded Green functions for Equation 





. r  (27t) ^  (k2)2s (k^+m^) '  
K R 
( 6 . 1 7 )  
so  that  the anticommutation relat ions are 
(x)  ,  (y)]+ = 0 (6 .18a)  
( x )  ( y ) ] +  =  ( x - y ) - G ^ ^ ^  ( x - y )  =  ( x - y )  .  
( 6 . 1 8 b )  
The interaction of  particles  with half- integral  spin 
with the electromagnetic  f ie ld is  studied by substituting 
p -+P -eA in Equation (6 .17) .  y y y 
[ m Y f ^ ]  ( P [ ^ ] - e A j . ^ j  )  +  i  ( p - e A )  ^  ( x )  =  0  ( 6 . 1 9 )  
and A^ (x)  sat isf ies  
=  - j j s ) ( x ) ,  ( 6 . 2 0 a )  
where 
-  ( 6 . 2 0 b )  
^(s)(x)[my^^](p^^]-ea^^j) + i(p^ea)^s+l]^(s)(^) 
( x )  [ m y  ( p ^ ^ ^ + e A ^ ^ ^  )  -  i  ( p + e A )  i | ;  ( x )  
These equations have been studied by Hammer and Moroi  
(35)  for the case s= ^ .  
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Again i t  is  assumed that  Feynman rules  apply for the 
construction of  the S-matrix with the fermion propagator 
being defined as  in Equation (6 .10) .  For large k 
^f ^^2js+l/2 (6.21) 
Parallel  to  the integral  spin case the renomalizabil i ty  of  
the theory for half- integral  spin described by Equations 
(6 .19)  and (6.20)  wi l l  be considered.  From the structure 
of  Equations (6 .19)  and (6.20)  there wil l  be one-photon,  
two-photon(2s+l)-photon vertices  and an m order photon 
vertex wil l  have a  (2s+l-m) order derivative coupling.  To 
construct  the dimension of  an integrand for an arbitrary 
( S ) • 
graph,  let  F and P stand for fermion and photon l ines  
/  c  \  
respectively.  The D (m) for a graph with m order photon 
vert ices  i s  
( s ) /  \  _  _  y ,  /  _ _  T  \  , / i  i t - )  D ' " '  ( m )  =  - 4 ( c - l ) + 4 ( F )  ' + P ^ ) - 2 P ^ - 2 ( s +  J )  F  :  
+ ( 2 s + l - m ) C  
= (2s-3-m)C+4+(3-2s)Ffs)+2P^, 
( 6 . 2 2 )  
or in terms of  external  l ines  
= 4+(s-  ^OF^-Pg,  independent of  m. (6 .23!  
For s= J  
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1 D  =  4 -  ^  F  - P  ( 6 . 2 4 )  2  e  e  
which implies  that  there are a f inite  number of  primit ive 
divergences.  Thus spin-j  electrodynamics i s  renormalizable.  
For s  2  Y '  however,  there are an inf inite  number of  primit i  
divergences s ince given any number of  external  fermion l ines  
F^,  a  number of  external  photon l ines ,  ,  can be chosen 
f q  \  3  
to  make D ^  0.  Thus for s  ^  j  Equations (6 .19)  
and (6.20)  are said to be non-renormalizable.  
I t  may be hoped,  however,  that  modif icat ions that  lead 
to  a renormalizable theory for the spin-one case can be 
applied to these theories  for arbitrary spin.  
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CHAPTER VII.  DISCUSSION AND CONCLUSIONS 
There are some dist inct  advantages to  the theory pre­
sented here both from a formal and practical  standpoint .  
Since there i s  a s ingle  wave equation with no auxi l iary '  
condit ions,  each component of  the f ie ld is  treated on an 
equal  footing throughout derivations and calculat ions.  The 
Fock-space operators create and destroy particles  or anti-
particles  in def inite  spin or hel ic i ty  states .  The calcu­
lat ions are therefore as  straightforward as  in the spin-  ^ 
case.  All  of  the machinery needed for any calculat ion is  
written down in Appendices  A and B.  
This  should be contrasted with the canonical  formalism 
and the (3-formalism in which one must  always take the de­
pendent components  of  the f ie ld into account.  Note that  in 
the canonical  formalism the Fock-space operators create and 
destroy particles  or antiparticles  in transverse or longi­
tudinal  states .  Also,  in the B-formalism there are no 
general  trace theorems to  handle a  product  of  a  large number 
of  g-matrices .  
The fact  that  the conventional  method for deriving the 
S-matrix had to  be abandoned seems to  have been for the good.  
By working direct ly  in the Heisenberg representation the 
2. 
surfaces terms which plague al l  but spin—^ electrodynamics 
were avoided.-  Furthermore the Feynman rules  for arbitrary 
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spin can be derived direct ly  from f ie ld equations so that  
Feynman rules  which had previously been assumed to  exist  
can be put on a  f irm theoretical  foundation.  
I t  i s  noted that ,  as  in the canonical  formalism as 
invest igated by Lee and Yang (5) ,  there are addit ional  terms 
in the radiative correct ions to  the S-matrix which do not  
correspond to any usual  Feynman-type diagram. The inter­
pretation given here i s  that  i f  only regularized expressions 
are used for radiative correct ions,  then these terms do not  
contribute,  and the radiative correct ions consist  entirely 
of  Feynman diagrams.  
The different  theories  have different  predict ions about 
the exact  behavior of  vector mesons in an e lectromagnetic  
f ie ld.  For example in  Appendix C the differential  cross-
sect ion for Coulomb scattering of  a  vector meson i s  found 
for the theory presented here and for the canonical  formalism. 
However,s ince a l l  vector mesons interact  strongly,  the 
Coulomb scattering cannot be experimental ly  tested.  But i f  
the photon f ie ld is  replaced by the nucléon current,  
a  calculat ion s imilar to  that  in Appendix C wi l l  
yield the scattering of  a vector meson by an external  nucléon 
f ie ld.  There may be a  possibi l i ty  of  dist inguishing between 
the various vector meson theories  i f  such a calculat ion is  
incorporated into a calculat ion of  irp scattering where in an 
intermediate state  one expects  pp scattering to  occur.  This  
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will  be a  subject  of  future invest igations.  
As i s  the case for the other formalisms,  this  theory 
i s  non-renormalizable which means that  after mass,  charge,  
and wave function renormalization the S-matrix i s  s t i l l  
cut-off  dependent.  A way of  obtaining a renormalizable 
theory would be to  modify the advanced and retarded Green 
functions and the free-f ie ld commutation relat ions such that  
2 the spin-one propagator in momentum space had a  1/k behavior 
in the asymptotic  region.  This  would be analagous to  the 
^-l imit ing formalism of  Lee and Yang.  One would effect ively 
be replacing a theory with an inf inite  number of  renormaliza­
t ion constants  with a  theory with a s ingle  cut-off  parameter.  
Then due to  the fact  that  the equations for arbitrary 
spin given by Hammer,  e t  al .  (10)  a l l  have the same general  
structure,  after learning what sort  of  modif icat ions lead 
to a renormalizable theory for spin-one,  the same techniques 
can be applied to arbitrary spin theories .  The spin-one 
quantum electrodynamics presented here can then be looked 
upon as  an excel lent  theoretical  laboratory for further 
invest igations in elementary particle  physics .  
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APPENDIX A: THE COVARIANTLY DEFINED 
SPIN-ONE MATRICES 
The s ix-by-six matrices  Y have been studied in detai l  
yv 
by Sankaranarayanan and Good (36) .  These matrices  are co­
variantly defined in the sense that  
w.d 
where A and a  are the Lorentz transformations for spin-one 
wave functions and coordinates  respectively 
^ ' ( x ' )  =  A ^ ( x )  
*0 - ^ 06*6 ' 
The Y are Hermitian,  and sat isfy the commutation rules  yv 
A complete  set  of  covariantly defined s ix-by-six matrices  i s  
Y j  =  1  ( A . 3 a )  
Y 2  = Y g  (A.  3b)  
^3,pv = i'yv 'a-3=) 
'a-3d) 
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^ 6 , y p , v a  ~  ' • ^ u v , ^ p a ^ +  ^  ' " ' ^ p v ' ^ y a ^ +  ^ ^ p v ^ p o  
( A . 3 f )  
'0 1^ 
where in a representation where y . .  = I j, the matrix 
^ U 0, 
is  given by 
/-I 0 
lo 1 
The matrices  Y-,  and y .  are symmetric  with respect  to  
' 3 , y v  4 , y v  
interchange of  Greek indices  and i s  antisymmetric .  
The symmetry properties  of  Yg are 
Y ^  -  - y r  ( A . 5 a )  
' 6 , ; j p , v a  ' 6 , p y , v a  ,  
Y/-  — yr  (A.  5b)  
' 6 , v a , y p  ' 6 , y p , v a  
Y ^  +  Y ^  +  Y r  =  0 .  ( A . 5 c )  
' 6 , i j p , v a  ' 6 , v u , p a  ' 6 , a ) a , p v  
The transformation rules  for ipy^ip under the ful l  
Lorentz group including space and t ime ref lect ions are 
i p  '  i j j  '  =  i p i l j  ,  ( A .  6 a )  
ip'y^ip'  = (det  a) i p y ^ i p ,  (A.6b)  
'A.  6c)  
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*'y4,wv*' = ®"®44''i®44l'®pp^a*^4,p0* 'a'gd) 
r y s , l ,J '  = (a44/|a44l)a;pav0*^5,d0* 
The product  of  two y-matrices  can be expanded in terms of  
t h e  c o m p l e t e  s e t .  E q u a t i o n s  ( A . 3 )  ( G o o d  ( 3 7 ) ) .  
= - J  <\,v«ae + j<v^b + %6®va' 
12 ,va^u6^^5,ua^va^^5 ,vb'^ya^ 
6 ^^6 , iJa,vB"'"^6 ,va ,vi6  ^  
To conclude this  sect ion formulas for f inding traces of  
products  of  any number of  y-matrices  i s  given.  Note that  
as  in the Dirac case 
T^(odd no.  of  y's)  = 0 .  
= ' < V v e ^ ' u e \ a >  -  ' ' u v ' a e  (a.8, 
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+2[5 ^Z(a6,po,XT) + (yv ,pa,XT) 
+6 E(ijv,a6/XT) + 6, E (yv ,a6 , pff ) ] 
pu AT 
+4 [E (a6/yv)Z (pa,AT) + E (aB ,per) E (yv , At) 
+E (aB ,XT )E (yv ,pa)] 
where 
Z ( y v , c x S )  =  °  
î ( u v , a B , p a )  =  % v , a e , p a ^ a ^ p S 0  ' ^ . 1 1 )  
^'^pS'^aT^pv'^Xo'  "  ®pv,oB,po,XT''yB®aT'pv'^Xo (A.12)  
where the operator S r,  t  •  > •  means to  symmetrize with 
^  y v , a S  
respect  to  yv,a6,  . . .  .  In Equation (A.10)  this  instruction 
is  written out  expl ic i t ly .  On the r ight  hand s ide of  Equa­
t ion (A.11)  there are e ight  terms; on the r ight  s ide of  
Equation (A.12)  there are s ixteen terms.  
Traces of  higher numbers of  y-matrices  can be reduced 
to  products  of  traces  of  four y-matrices  by the fol lowing 
theorem. 
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If  G and H each consist  of  a  product  of  an odd number of  
y-matrices ,  then 
trgh = + I \(gy5y„,)t^(y„„y5h) 
( A . 1 3 )  
Thus,  for example 
T ^ ( 6 Y ' S )  =  i  T ^ ( 3 y ' s - Y ^ ^ ) T ^ ( Y ^ ^ - 3 Y ' s )  ( A . 1 4 )  
+ i t^(3y'sy5yy„)t^(yy^y5-3y's) 
The f irst  term on the right-hand s ide of  Equation (A.14)  
can be calculated using Equation (A.9) .  The second term 




^ y a p A  t h e  p e r m u t a t i o n  s y m b o l  w i t h  f o u r  i n d i c e s ;  
£  ,  =  +  1  i f  ) j , a , p , A  i s  a n  e v e n / o d d  p e r m u t a t i o n  yctp A — 
o f  1 , 2 , 3 , 4 ,  
= 0 i f  any two indices  are the same.  
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For completeness  a  proof  of  Equation (A.13)  wi l l  be given.  
If  G and H each consist  of  a  product  of  an odd number 
o f  y - m a t r i c e s ,  t h e n  i n  a  r e p r e s e n t a t i o n  i n  w h i c h  i s  o f f -
diagonal ,  G and H must  be off-diagonal .  Of the 36 l inearly 
independent s ix-by-six matrices  in Equation (A.3)  only y 
and y^y^^ are off-diagonal .  Hence 
H = «r + «r .. 
where G^^Y ^2^^ ^1^'  are expansion coeff ic ients .  
One then notes  that  
tr'yuvyoeys) = 0. 
so that ,  with the help of  Equation (A.8)  
-("=2 -2«p„«r><8«r-2^v«2'' 
= 8 { - 8 ( 8 g ^ ^ h ^ ^ - 2 g 2 ^ h p p )  
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vpv->'ab 
8t^(gh) . q.e.d. . 
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APPENDIX B; FEYNMAN RULES FOR 
VECTOR ELECTRODYNAMICS 
The Feynman rules  are a recipe for constructing the S-
matrix.  For completeness  both coordinate and momentum 
space rules  are given,  although in practical  applications 
i t  is  only the momentum space rules  that  are needed.  
The procedure for f inding the nth order contribution 
to the S-matrix in vector electrodynamics i s  as  fol lows.  
( 1 )  D r a w  a l l  p o s s i b l e  c o n n e c t e d  o n e - p h o t o n  v e r t e x  
diagrams with n vert ices ,  external  vector meson 
l ines ,  P^ external  photon l ines ,  and P^ external  
f ie ld interactions.  
( 2 )  F i n d  a l l  p o s s i b l e  d i a g r a m s  w i t h  t w o - p h o t o n  v e r t i c e s  
by replacing vector meson l ines  with two one-
photon vert ices  by a  two-photon vertex in al l  
p o s s i b l e  w a y s  i n  t h e  d i a g r a m s  o f  ( 1 ) .  
( 3 )  T o  f i n d  t h e  i n t e g r a l  f o r  e a c h  d i a g r a m  
( a )  l a b e l  t h e  v e r t i c e s  x j ^ , . . . , x ^ ;  
(b)  for each vertex x^ write  a vertex function:  
F (x,  )= r  (p -p ) for one-photon vert ices ,  
-r for two-photon vert ices;  
( c )  f o r  e a c h  e x t e r n a l  l i n e  e n d i n g  a t  x ^  w r i t e  
( q  ]  
A (x,  )  for  an external  f ie ld,  A (x,  )  for  an 
^k ^ ^k * 
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external  photon,  and ^^x^) or ^^x^) for an 
external  vector meson according to  whether i ts  
arrow points  in or out  of  the diagram; 
for each pair  of  vert ices  x^ and Xj,  write  
( x . - x . )  i f  t h e y  a r e  c o n n e c t e d  b y  a  p h o t o n  
2  u j w j  1  :  ^  
l i n e ,  Y  i f  t h e y  a r e  c o n n e c t e d  b y  a  
vector meson l ine with i ts  arrow pointing from 
x^ to  Xj.  In order to  obtain the proper matrix 
order one should start  with each meson l ine leading 
out  of  the diagram and fol low i t  completely 
through,  writ ing down the appropriate  mathematical  
expression at  each step.  For the case of  a  vector 
meson loop one may s tart  at  any point  on the loop 
and procédé around,  writ ing down the appropriate  
expression at  each step.  The trace of  the entire 
loop expression should then be taken.  See,  for 
example,  Equations (4 .  47)  and (4 .  48)  .  The photon 
i n f o r m a t i o n  c a n  t h e n  b e  f o l d e d  i n  w i t h  n o  d i f f i ­
culty.  
Integrate over al l  of  the x^,  k=l , . . . ,n  and mult iply 
by (- i )^w, where w i s  the weight  factor.  
w=2^,  g=g^-g2-g3,  where 
g^ i s  the number of  two-photon vert ices  in the 
diagram. 
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is  the number of  vert ices  with two external  
f ie ld l ine endings,  and 
g^ i s  the number of  pairs  connected two-photon 
vert ices  (Rohrl ich (20)) .  
The sum of  these integrals  i s  S^.  
The momentum space rules  are found from the Fourier 
transforms of  the f ie lds  and Green functions.  
( B . l )  
(2it)^' k^-ie 
(B.2) 
(2n)* 7 2 k +M - ie  
a y 
( e )  (X) = A'E) LK)EIKX 
•' (27t) 
( B .  3 )  
4  r 
Z 
À  =  l - ( 2 ï ï )  
( k ) a ( k ) e  ikx ( B . 4 )  
o  
where the polarization vectors  e  
perpen­
dicular to  k and n^^^ perpendicular to  n^^^; 
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=  E ( 3 ) *  =  ( k / | k | , 0 )  
w m 
6 =  -e ( 4 ) *  =  ( 0 , 0 , 0 , 1 )  .  
The e^^^^(^) sat isfy the orthogonality condit ion 
The Fock-space operators a^(k)  and a^(k)  sat isfy the commu­
tat ion rules  
[ a ^ ( k ) ,  a ; , ( k ' ) ] _  =  6  ( k r k ' ) 5 ) ^ ,  
[ a ,  ( k ) ,  a ,  ,  ( k '  )  ]  = 0  
A  t m  a — 
Note that  in Equation (B.  4)  a l l  four of  the are Hermitian 
whereas in al l  of  the derivations A^ has been treated as  
being purely imaginary.  To just i fy  the use of  Equation (B.  4)  
as  the expansion for A^ one uses  the method of  Gupta (38)and 
Bleuler (39)  in  which the scalar product  in Hilbert  space i s  
general ized so that  the expectation value of  A^ i s  purely 
imaginary.  Note,  however,  that  i s  always real  when i t  
appears in calculat ions s ince the only free photons are 
described by the states  with X = 1,2.  This  means that  in 
( X )  *  
the Feynman rules  i t  wil l  not  be necessary to  use 
whenever a  photon i s  created but just  
For the f ie ld i p  ( x )  t h e  f o l l o w i n g  e x p a n s i o n  i s  u s e d .  
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^(x) = e 
s=l  " 4 / r  
[ C  ( p ) u  ( p ) e ^ P *  + d  ( p ) v  ( p ) e ^ ^ ^ l ,  
s « ms « «  s ^ s O» 
ipx-
(27r)-'/^/2r 
(B.5 a )  
^(x) = l  
s = 1 (27r)^^/2p 
t [ C ' { p ) u  { p ) e  + d  ( p ) v  ( p ) e  i p x -
o  
( B . 5 b )  
/~2 2~ po = g +m 
where u (p)  and v  (p)  are s ix  component column matrices  for 
s 4m s «# 
posit ive and negative energy vector mesons with polarization 
s .  The u (p)  and v  (p)  have orthogonality and completeness  
s s w# 
relat ions of  the form 
2 ^  u^, (p)e-^-) _ = 6 
ss  
( B . 6 a )  
or  
^  % < p " ' 4 v p v •  
and 
Z  u  ( p ) u  ( p )  =  
g s kh s «m 
(m -yagpapg) 
( B . 6 b )  
4M 
^ V (p)  V (p)  = 
s  s  -  s 4m^ 
( B . 6 c )  
The Fock-space operators then sat isfy,  by virtue of  
Equations (2.9) ,  the relat ions 
[ c  ( p )  , c j ,  ( p '  )  ] _  =  [ d  ( p )  , d ^ ,  ( p '  )  ] _  =  < S  ,  6 ^  ( p - p '  )  ;  
( B . 7 a )  
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[ c  ( p )  , c  ,  ( p ' )  ]  =  [ d  ( p )  , d  ,  ( p ' )  ]  =  0 ;  ( B . 7 b )  
S S — s ## s  ^
and al l  other commutators are zero.  
When the transformation to  momentum space i s  carried 
out ,  and when a l l  of  the integrations over are 
performed,  the result ing S-matrix wil l  be very s imilar in 
form to the S-matrix in coordinate space.  Hence the coordi­
nate space rules  (1)  and (2)  remain the same and rule  (3)  
i s  r e p l a c e d  b y  ( 3 ' ) .  
( 3 ' )  T o  f i n d  t h e  i n t e g r a l  f o r  e a c h  d i a g r a m  
( a ' )  l a b e l  a l l  v e c t o r  m e s o n  l i n e s  p ,  p ' , . . .  a n d  a l l  
photon and external  f ie ld l ines  k,  k' , . . . ;  label  
a l l  vert ices  or according to  whether they 
are one-photon or two-photon vert ices;  
( b ' )  f o r  e a c h  v e r t e x  w r i t e  a  v e r t e x  f u n c t i o n :  
4 ( 2 T r )  6 (p-p ' + k ) r ^  ^ ^  ( p ^ + p ^ ' )  f o r  o n e - p h o t o n  
vert ices ,  and -(2n)^5(p-p'+k+k')r for two-
ui^i 
photon vert ices ,  where p and p'  are the momenta 
associated with the meson l ines  leading into and 
out  of  the vertex,  and k and k'  are the momenta 
associated with the photon l ines  ending there;  
i f  at  one end of  an internal  photon l ine the 
delta function is  (arbitrari ly)  written with +k,  
the delta function at  the other end of  the same 
i n t e r n a l  p h o t o n  l i n e  m u s t  b e  w r i t t e n  w i t h  - k ;  
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-  4 (e  )  ( c ' )  f o r  e a c h  e x t e r n a l  l i n e  w r i t e  ( 2 7 r )  a ^  ( k )  o r  
an external  f ie ld,  e  ^^^(k)  (2ÏÏ)  ^/^(2k ) y  f<#» o  
for an external  photon with polarization A 
a n d  m o m e n t u m  k ,  a n d  ( p ) ( 2 n )  ^ ^ ^ ( 2 p ^ )  o r  
u  ( p )  ( 2 7t)  ^ /^(2p ) for  an external  posit ive 
s mat u 
energy meson (v^(p)  (2m) ^^^{2p^) or 
v^(p ) ( 2 it )  ^ /^(2pg) for an external  negative meson) 
with polarization s ,  momentum p according to  whether 
i ts  arrow points  into or out  of  the diagram; 
( d ' )  f o r  e a c h  i n t e r n a l  p h o t o n  l i n e  o f  m o m e n t u m  k  
connecting vert ices  and yj  write  
- i ô  / ( k ^ - i e )  ( 2 n ) ^  a n d  f o r  e a c h  i n t e r n a l  m e s o n  
pipj 
/v — 4 /w 
l ine of  momentum p write  - iGp(p)  (2w) where Gp(p) 
i s  given by Equation B.2.  As in the coordinate 
space representation,  one should start  with each 
vector meson l ine leading out  of  the diagram and 
fol low i t  completely through,  writ ing down the 
appropriate  expression at  each step.  For the case 
of  meson loops one may start  at  any point  and 
proceed around,  writ ing down the appropriate  
expression at  each step.  The trace of  the entire 
loop expression should then be taken.  The photon 
information can then be added in any order,  
(e ' )  Integrate over a l l  internal  momenta and mult iply 
each integral  by ( - i )" w,  where w i s  the weight  
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factor defined under (e) .  
The sum over a l l  integrals  with a  def inite  number of  external  
vector meson,  photon,  and external  e lectromagnetic  f ie ld 
l ines  is  that  part  of  applying to  the problem under 
consideration.  
A s imple example which i l lustrates  the rules  and the 
spin-one algebra i s  given in Appendix C.  
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APPENDIX C: COULOMB SCATTERING 
OF A SPIN-ONE PARTICLE 
Consider a  vector meson scattered by the external  f ie ld 
due to  some extended charge distribution.  The lowest  order 
contribution to  the S-matrix by the rules  of  Appendix B 
i s  
Si  = - i  ^ ( x ) F  ( x ) ^ ( x ) A ^ * ^ ( x ) d x  ( C . l )  
M M 
I f  | q , s >  a n d  l p , s >  a r e  t h e  i n i t i a l  a n d  f i n a l  s t a t e s  
respectively for a posit ive energy vector meson,  then 
by the momentum space rules  of  Appendix B 
Û  ( p )  u  ( q )  
I f  the extended charge distribution has a  total  charge Ze,  then 
4ir 
'£"2'  (C.3a)  
a^(p-q)  .  -2^1 ^  v(p-q).  
where 
3  - i ( p - q ) - x  
p ( x ) d - ^ x e  ( c , 3 b )  v ( p - q )  =  
m 
is  a form factor which characterizes  the charge distribution,  
The normalization is  chosen so that  
f 3  p ( x ) d  X  =  1  
and for a point  charge,  v(0)  = 1 .  
Substituting Equation (C-3a)  into Equation (C.2)  one has 
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Consider a vector meson scattered by the external  f ie ld 
due to  some extended charge distribution.  The lowest  order 
contribution to the S-matrix by the rules  of  Appendix B 
i s  
S i  =  - i  i |^(x)F^ (x)*jj  (x)A®^^ (x)dx (C.l)  
I f  q , s >  a n d  p , s >  a r e  t h e  i n i t i a l  a n d  f i n a l  s t a t e s  
respectively for a posit ive energy vector meson,  then 
by the momentum space rules  of  Appendix B 
n  Û  ( p )  u  ( q )  
p  \  C # 2  /  
I f  the extended charge distribution has a total  charge Ze,  then 
where 
3  - i { p - q ) - x  
p f x i d ^ x e  *  *  *  ( c . 3 b )  v ( p - q )  =  
«v m 
is  a form factor which characterizes  the charge distribution.  
The normalization is  chosen so that  
p  ( x ) d ^ x  =  1  
and for a po i n t  c h a r g e ,  v ( 0 )  =  1 .  
Substituting Equation (C.3a)  into Equation (C.2)  one has 
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4irv (p-q)  





(2 i i )  
( C . 4 )  
The transit ion rate,  R,  i s  given by 
R = 
e ^ | < r , p | s , l . q , s > p  d ^ p  
Itt -i «n 
2t«(po-qoi ( C .  5 )  
Z e  4 n | v ( g - % ) |  2  2 ï ï 6  ( p ^ - q ^ )  




^ |ur(s)r4v(p+9)v*s(%,) i p 
The differential  cross  sect ion is  then 
da 
dn 
R/dO ( C . 6 )  
where 
j . |  =  I n c i d e n t  f l u x  =  ?  |  u  ( p )  2 r  .  p  |  u  ( p )  
1 2e (2n)3 ~ iv v * 
( C . 7 )  
Ep (2m) 
See Bjorken and Drel l  (40) ,  pages 101,102 for further 
discussion of  the relat ions between the S-matrix,  transi­
t ion rate,  and cross  sect ion.  
97 
After one substitutes  for R and | j |  in Equation (C.6)  
and does the momentum space integration the result  i s  
<p-a' 
( C .  8 )  
Let  us now average over the init ial  spin states  and 
sum over the f inal  spin states .  
2 2 Z e  v ( p - q )  „  ,  ,  ^  
<S> = ' , rl ^ 
(p-q)  r ,s  
9o=so 
( C .  9 )  
Using Equation (B.66)  to  do the sum on r  and s  i t  is  found 
that  
l"r'e"'4v'p'"5'v"s'â> = 
r / S  
^272 (4M ) 
r4„fp-^q)a<ïu''x'3t""^" 
since the trace of  an odd number of  y-matrices  i s  zero,  the 
trace in Equation (C.IO) can be broken up into terms with 
the trace of  four y-matrices ,  two y-matrices ,  and the unit  
matrix.  The traces  can then be done using Equations (A.8)  
and (A.9) .  Then using and 
2 p - q  =  p  COS0 
M» Mf M t  
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where 0  i s  the scattering angle ,  Equation (C.9)  becomes 
<^> = [1 + B L  (1 +  4  0 )  ( C . l l )  
2pr s in/0/2 MT ^ ^ 
+ 2l (3 + sin^ |)1 sin^ J  ^  \  \  sin^ |] 
m ^ m 
2 9 
In the non-relat ivist ic  l imit ,  p /M 0 this  reduces 
t f  
to  the Rutherford cross  sect ion.  If  this  same calculat ion 
is  carried out  in the canonical  formulation the result  
-
c 
^55' = ["^2 11 + 4 ^  sln^ |(7 sin^ |-5) ! . 
" c 2p^ s in ^ 3M^ 
Note the absence of  a  p^/M^ term. This  i s  due to  the fact  
that  in the canonical  formalism there i s  no intrinsic  e lectric  
quadrupole moment,  only a  magnetic  dipole  moment of  e /2m. 
I t  has been pointed out  by Shay (12)  that  a vector meson 
described by Equation (3.  la)  has an intrinsic  magnetic  dipole  
of  e/4M and an intrinsic  e lectric  quadrupole moment of  
2 
-e /8M ;  and this  is  ref lected in cross  sect ion Equation (C. l l ) .  
