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5Abstract
This work develops two new statistical techniques for astronomical problems: a star /
galaxy separator for the UKIRT Infrared Deep Sky Survey (UKIDSS) and a novel anomaly
detection method for cross-matched astronomical datasets.
The star / galaxy separator is a statistical classification method which outputs class
membership probabilities rather than class labels and allows the use of prior knowledge
about the source populations. Deep Sloan Digital Sky Survey (SDSS) data from the multi-
ply imaged Stripe 82 region is used to check the results from our classifier, which compares
favourably with the UKIDSS pipeline classification algorithm.
The anomaly detection method addresses the problem posed by objects having different
sets of recorded variables in cross-matched datasets. This prevents the use of methods
unable to handle missing values and makes direct comparison between objects difficult.
For each source, our method computes anomaly scores in subspaces of the observed feature
space and combines them to an overall anomaly score. The proposed technique is very
general and can easily be used in applications other than astronomy. The properties and
performance of our method are investigated using both real and simulated datasets.
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Chapter 1
Introduction
Astronomy has greatly profited from recent advances in telescope and detector technologies
and data storage capabilities. The situation is now such that astronomers are facing a veri-
table “data avalanche” (Borne, 2006). The generated datasets are incredibly rich and their
analysis requires automated and efficient methods. In this thesis we will present two tools
developed for two types of analysis: a star–galaxy classification method and an algorithm
for detecting anomalous sources.
At the start of the author’s PhD, the aim of the project was to develop anomaly de-
tection tools for astronomical datasets, respectively to improve existing methods. Since
none of us (the author and his two supervisors) has a background in astronomy, a collab-
oration with the astrophysics group at Imperial College was sought. In particular, Daniel
Mortlock agreed to advise us on any astronomical issues. Due to the astrophysics group’s
involvement with the UKIRT Infrared Deep Sky Survey (UKIDSS), these data were the
most easily accessible for us. Daniel suggested that a good starting point for the project
would be to improve the UKIDSS pipeline star–galaxy classifier. This is the reason why
this thesis consists of largely two parts: the construction of a star–galaxy separator on the
one hand and the development of an anomaly detection technique for cross-matched sur-
vey on the other hand. While the star–galaxy work has been tailored specifically to the
UKIDSS survey, the anomaly detection algorithm has been designed for a wider use: it can
be used on any dataset with numerical attributes.
We expect three types of readers of this thesis: those with a background in statistics
or data mining, those with a background in astronomy and, since it is an emerging field,
a few readers with a background in astrostatistics. The first group of readers might not
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be familiar with fundamental astronomical concepts, which could make reading parts of
this thesis difficult. For this reason we have included Appendix C explaining fundamental
astronomical concepts, in particular those relevant for this thesis. Readers with no back-
ground in astronomy may wish to start with that appendix. Similarly, readers with a limited
background in statistics might not be familiar with common classification techniques. For
these readers we have included Appendix D, in which we describe the most common types
of classifiers. Since many of those techniques are, with some modifications, also used for
anomaly detection, we have not included an appendix specifically for anomaly detection
techniques.
In Chapter 2 we describe the classification methods we have constructed for the UKIDSS
survey and in Chapter 3 we describe the anomaly detection that we have developed. In
Chapter 4 we summarise both techniques and describe possibilities for further work.
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Chapter 2
Star–Galaxy Separation
2.1 Introduction
Astronomical surveys now gather data on huge numbers of astronomical objects: the 2 Mi-
cron All Sky Survey (2MASS; Skrutskie et al. 2006), the Sloan Digital Sky Survey (SDSS;
York et al. 2000) and the UKIRT Infrared Deep Sky Survey (UKIDSS; Lawrence et al.
2007) have all identified hundreds of millions of distinct sources. The scale of these
projects immediately necessitates an automated approach to data analysis (although an in-
triguing alternative is The Galaxy Zoo project described by Lintott et al. 2008). Consid-
erable effort has been put into developing algorithms which can decompose an image into
a smooth background and a catalogue of discrete objects, the properties of which must be
characterised as well. Source positions, fluxes and shapes can all be estimated reliably by
using fairly simple moment-based approaches (e.g. Irwin 1985; Bertin and Arnouts 1996),
but the separation of point-like stars from more extended galaxies generally requires at
least some external astrophysical information be included. As such, the problem of star–
galaxy classification is well suited to methods in which, by use of Bayes’s theorem, the
measurements of a given source are combined with prior knowledge of the astrophysical
populations of which the source might be a member. In this chapter, we develop a practical
formalism for one such method.
In Section 2.2 the existing methods of star–galaxy classification are reviewed. The gen-
eral formalism of our star–galaxy separation method is developed in Section 2.3.1, and spe-
cialised to UKIDSS in Section 2.3.2. After analysing a simulated sample in Section 2.4.1,
the real UKIDSS data are analysed – and the results compared to the classifications from
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deeper SDSS data – in Section 2.4.2. The relative merits of the formalism we have chosen
to star–galaxy classification are summarised in Section 2.4.2.4.
All photometry is given in the native system of the telescope in question. Thus SDSS u,
g, r, i and z photometry is on the AB system, whereas UKIDSS Y , J , H and K photometry
is Vega-based. The relevant AB to Vega conversions are given in Hewett et al. (2006).
Most of the work in this chapter has been published in Henrion et al. (2011).
2.2 Star–galaxy separation methods in use
This section introduces methods commonly used to separate stars and galaxies in astro-
nomical surveys. For a general introduction to the classification problem, including a de-
scription of some commonly used classification methods, the interested reader is referred
to Appendix D.
The problem of systematically classifying astronomical images as either point-like
(i.e. generally stars, but also quasars, etc.) or extended (i.e. generally galaxies, but also
Galactic nebulae, etc.) goes back at least as far as Messier (1781), and has been the sub-
ject of many investigations in the time since. This problem is fundamental to astronomy,
but there is no universally agreed upon method of solving it, and an almost bewildering
number of different approaches have been explored. This is because of varying desiderata
(e.g. algorithm speed; degree of automation; efficiency versus completeness; the desire for
class probabilities versus absolute classification; etc.) and because different information
(morphological and/or colour or even spectroscopic) is used.
For well-measured, high signal–to–noise ratio sources that are much brighter than a
survey’s flux limit, star–galaxy separation can be achieved easily, and almost any sensible
algorithm will achieve the desired results. The challenge is to treat faint sources correctly,
extracting whatever information is contained in the noisy measurements whilst also avoid-
ing overly confident classification in situations of uncertainty.
2.2.1 General remarks
• Morphology vs. spectral / colour information
Deciding on whether to use morphology, colour or spectral variables to separate stars
and galaxies appears to be mainly a feature selection problem. However, different
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sets of variables correspond to making use of different physical properties of sources
to differentiate between stars and galaxies.
The starting point for all morphology-based methods of star–galaxy classification is
that stars and galaxies appear different, the latter being more extended (at a given
flux level) and also exhibiting more variety. For bright sources these differences
are easily distinguished by the human eye (as demonstrated so well by the Galaxy
Zoo project; Lintott et al. 2008); the challenge is to develop automatic algorithms
that can perform the same task from measured image properties. Figure 2.1 shows
that morphological classification is straightforward for bright sources, but less so
for fainter sources. To characterise an object’s morphology, astronomers typically
use areal profiles (i.e. the area of the source’s image above certain light intensity
thresholds), cf. Figure 2.2 (a), or curves of growth (i.e. amount of light contained
within certain radii around the object centre), cf. Figure 2.2 (b). Sometimes, how-
ever, the (calibrated) pixel light intensities are used directly to assess object types
(Bazell and Peng, 1998; Cortiglioni et al., 2001).
Galaxies and stars are physically different objects and this difference is reflected in
their spectral profile: they emit different amounts of light at different parts of the elec-
tromagnatic spectrum, cf. Figure 2.3. A spectral approach can usually differentiate
more easily between stars and other sources which appear point-like (e.g. quasars).
Spectral classification usually proceeds by determining a best-fit template for each
source and assigning the source to the class of the template (e.g. Aihara et al. 2011).
However, measuring spectra is time-consuming and expensive. As a result most sur-
veys do not measure full spectra, but only measure the light emitted by sources over
broad ranges of wavelengths, called filter passbands (see Appendix C.1.3). For this
reason we will not consider spectral source classification further in this work.
It is possible to use colour information (i.e. the difference in light emitted in different
filters) to classify stars and galaxies. As galaxies typically emit more light at larger
wavelengths, such a classification is equivalent to classifying sources into red (typi-
cally galaxies) and blue (typically stars) objects. This approach is often preferred for
quasar selection (Richards et al., 2004, 2009), but can also be used for star–galaxy
separation (Wolf et al., 2001a,b).
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Figure 2.1: Morphological classification of celestial objects; obvious for the top two rows
(bright objects), but more ambiguous for the objects in the bottom row (faint sources);
images from UKIDSS, J–band, obtained from the WFCAM Science Archive (WSA;
Hambly et al. 2008).
• Multi-band surveys: single-band and global classifications; missing detections
The vast majority of surveys nowadays observe data in multiple filter passbands.
As far as star–galaxy separation is concerned, this raises two issues: first there is
the problem of whether classifications should be computed in individual bands or
globally, in a multi-band approach and, secondly, there is the problem of what should
be done with sources with missing detections in one or several bands.
Multi-dimensional methods making use of the full multi-band data can be used
to compute global object classifications (Wolf et al. 2001a,b; Richards et al. 2004;
Richards et al. 2009; Bazell and Miller 2005; Suchkov et al. 2005; Ball et al. 2006).
In these articles only a global classification is computed and single-band classifica-
tions are not made available. However, for some science uses, it might be more useful
to have a band-specific classification, rather than a multi-band one.
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Figure 2.2: (a) areal profiles and (b) curves of growth for a random sample of UKIDSS
sources with 17.25 ≥ J ≤ 17.75
One approach to obtaining both single-band classifications and a global classification
consists in classifying sources in each band and then combining these band-specific
classifications to obtain a global, multi-band, classification. The UKIDSS pipeline
classifier (Irwin et al., in preparation) obtains a global classification in two different
ways (one yielding a class label, the other a posterior class membership probabil-
ity). By thresholding on a morphology statistic, the classifier assigns class labels to
objects in each individual band. A multi-band class label is obtained by combining
the band-specific morphology statistics to a multi-band morphology statistic and ap-
plying the same thresholding rule to this combined statistic. To obtain multi-band
posterior class probabilities, each band-specific class label is assigned approximate
probabilities that objects assigned to this class are truly of that type or one of the
other types (e.g. for a given band, an object assigned the class label “star”, “probable
star”, “probable galaxy” or “galaxy” is considered to actually be a star with probabil-
ity 0.9, 0.7, 0.25 and 0.05 respectively in that band). These approximate probabilities
are then used to compute a global classification. While this scheme has the flexibility
of providing both single-band and multi-band classifications, its heuristic nature is
unsatisfactory.
Missing detections in multi-band surveys are a real problem: for various reasons
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Figure 2.3: Spectral classification of celestial objects [figure courtesy of C. Wolf et al.,
reprinted fromWolf et al. (2001a) with permission]
(emission profiles of sources, sensitivities of the different filters, . . . ) some objects
are not observed in all the bands of the survey. Ideally sources with missing detec-
tions in some bands should also be classified using the data from the bands they have
been observed in.
Bazell and Miller (2005); Ball et al. (2006); Richards et al. (2009) discard objects
with missing detections or non-physical values in some bands as their classification
methods require data with no missing values. Odewahn et al. (2004) compute clas-
sifications in each of three bands and then use a system of priority to select a global
classification from these. The three bands are ranked according to the classifier’s
performance on test data and, if an object has been observed in more than one band,
the classification from the best performing band is used, otherwise the classification
from the only available band is used.
One way around the problem posed by non-detections is given by the SDSS sur-
vey: rather than using logarithmic magnitudes, SDSS uses asinh magnitudes (cf. Ap-
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pendix C.3.2). This allows SDSS to measure magnitudes in all bands even for objects
which have not been detected in some bands. Richards et al. (2004); Bazell and Miller
(2005); Suchkov et al. (2005) thus avoid the non-detection problem. However, the
data from objects with missing values will have low signal–to–noise ratios in the
missing bands and the measured colours of such objects can be affected by the mag-
nitudes measurements in the missing bands, which will be close to the zero flux
magnitude in those bands. This in turn can affect the quality of the classifications.
• Classifier training and testing: labelled data
To train or test a given classifier we need labelled data. However, we do not know
the true type of most objects in the sky. In particular, faint sources are key to testing
a classifier as classifying bright sources is usually straightforward. However, getting
good quality labelled data of faint sources can be problematic.
Classification by visual inspection is usually reliable, but is not perfect, particularly
for faint sources, and suffers from the subjective bias due to the expert. It is also
very time-consuming and thus visually classified training / testing datasets tend to be
small in size.
Taking a survey and cross-matching its sources with those from a deeper or high-
resolution spectroscopic survey is one way of getting labelled data. The assumption
here is that any classifier, however simple, used on the deeper or spectroscopic survey
will be able to classify sources correctly, as these data will be of higher resolution.
However, a deeper and overlapping survey does not always exist.
Some authors (e.g. Bertin and Arnouts 1996) choose to use simulated training data.
Another strategy consists in using hybrid real / simulated training data by taking
medium bright objects, which are easy to classify, and simulating their appearance
at fainter magnitudes or simply adding noise [e.g. Philip et al. (2002) test the effect
of noisy data on their classifier performance by degrading labelled images]. How-
ever, simulated data will always reflect the authors’ understanding of the processes
affecting the visual appearance of sources.
While the problem of testing the classifier remains, training / fitting the classifier
can be done with un- or only partially labelled data. For instance one can de-
velop a more robust classifier, able to deal with unlabelled and even misclassified
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data, as long as correctly classified data form the vast majority of the training data.
Miller and Browning (2003) for instance propose a semi-supervised clustering tech-
nique, which also allows defining classes of unknown object types if some clus-
ters contain only unlabelled data. Another approach consists in using prior knowl-
edge about source populations and extrapolating the classification rules from brighter
sources to fainter regimes. Cut-based techniques, such as Irwin et al. (in preparation)
and Bardeau et al. (2005), use this approach, as do more sophisticated techniques
(e.g. Scranton et al. 2002).
2.2.2 Star–galaxy classification approaches
Above we have made a few general points about some of the problems posed by star–galaxy
separation. We now list, by type of method, the different approaches that have been taken
previously to address this problem. The principles of some commonly used classification
techniques are described in Appendix D.
As we have already noted, visual classification by experts is no longer feasible due to
the size of the datasets involved. It is however still used to produce small samples of train-
ing and / or test data. Also a notable exception is the Galaxy Zoo project (Lintott et al.,
2008), which uses volunteers to classify galaxies into morphological types. The Galaxy
Zoo project also produces classification confidence information and initial results have re-
cently been made public (Lintott et al., 2011). However, for this work, we are interested in
automated procedures.
The most basic, and probably most commonly used, classification method is to make
simple heuristic cuts in the space of observable image properties (and related statis-
tics, such as the measured second-order moments or kurtosis). Cuts in this space
are either set according to distributional considerations or empirical results (e.g. Kron
1980; Maddox et al. 1990; Yasuda et al. 2001; Bardeau et al. 2005; Leauthaud et al.
2007; Irwin et al. in preparation) or fitted to the data (e.g. MacGillivray et al. 1976;
Heydon-Dumbleton et al. 1989; Moore et al. 2006). McCracken et al. (2003) take a slightly
different approach: they still perform star–galaxy separation based on a heuristically se-
lected threshold on a morphology statistic, but, rather than using a global threshold, they
bin the data according to levels of brightness and use a different threshold value for each
bin. Hambly et al. (2001) also take a slightly more evolved approach: they use information
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about source populations to adjust the threshold, again for different levels of brightness.
Cut-based classification methods have a number of benefits: they are clearly defined;
they are easy to repeat or simulate; and they correctly classify the majority of sources.
However cut-based methods also have several important limitations: the choice of cuts
can be essentially arbitrary; it is difficult to include information about the populations as a
whole; they classify every source with certainty, which is almost always unjustified close
to the sample’s magnitude limits; and (partly due to the definite classification) it is difficult
to combine the potentially conflicting classifications from different bands or observations.
The use of neural networks, such as multi-layer perceptrons (MLP), to perform star–
galaxy classification was pioneered by Odewahn et al. (1992) and forms a core part of
the astronomical image analysis packages SEXTRACTOR (Bertin and Arnouts, 1996) and
NEXT (Andreon et al., 2000). MLPs (with back-propagation learning algorithm) have also
been used by Serra-Ricart et al. (1996); Bazell and Peng (1998); Cortiglioni et al. (2001);
Odewahn et al. (2004); Collister et al. (2007). Other neural network architectures that
have been applied in a star–galaxy classification context include learning vector quantiza-
tion (Bazell and Peng, 1998; Cortiglioni et al., 2001), difference-boosting neural networks
(Philip et al., 2002) and self-organising maps (Miller and Coe, 1996; Cortiglioni et al.,
2001). The latter is an unsupervised learning algorithm, usually used to cluster data. How-
ever, labelled data can be used to identify the classes corresponding to the different clusters.
Various other semi-supervised clustering techniques have been used (Jarvis and Tyson,
1981; Mähönen and Frantti, 2000), including Gaussian mixture models (Bazell and Miller,
2005).
The use of decision trees has also been explored, with both axis-parallel (Weir et al.,
1995; Ball et al., 2006) and oblique (Suchkov et al., 2005) trees applied with varying de-
grees of success.
Neural networks, semi-supervised clustering techniques and decision trees are objective
methods, but they are also opaque, and it can be hard to predict their behaviour outside the
parameter range in which they were trained and tested. Overfitting to training data is also a
problem for these methods. As we have already mentioned, obtaining reliable training data
can also be problematic, as this can require considerable human input and it is difficult to
ensure that the necessary parameter range is covered.
For poorly-measured sources, there is potentially more information contained in the
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overall constraints on the star and galaxy populations than there is in the noisy image of the
source in question. Including both types of information in a logically consistent way can be
achieved by applying Bayes’s theorem [equation (D.1.1)]. In this way posterior class prob-
abilities (also computed by some of the neural networks) are also obtained. Contaminated
samples of stars or galaxies can be obtained by adopting probability cuts, but ideally the
probabilities themselves are retained for all sources. Even though the source populations
are not known perfectly, reasonable – if imprecise – models should give more realistic re-
sults for faint sources than any method which does not account for the source populations
at all.
A fully principled formalism for star–galaxy classification based on Bayes rule of min-
imum error (D.1.2) would involve using (parameterised) models for stars and galaxies to
evaluate the conditional probabilities that a measured image was drawn from each of the
two populations. Comparing these two model likelihoods then yields the posterior proba-
bility that a source is a star. For all its formal correctness, however, this is a very involved
approach to inferring a single number. Indeed, all of the existing methods taking this ap-
proach adopt a variety of approximations to make the problem more tractable.
At this point we should note that, in the astronomy literature the term “Bayesian” is
taken to include any method which uses both information on the source populations (to
obtain prior probabilities) and the observed data (to form the likelihood terms) to compute
posterior class membership proabilities. Referring to such methods simply as Bayes classi-
fiers might be more correct, but here we will adopt the convention used in the astronomical
community.
Probably the most fully principled Bayesian (in the above sense) star–galaxy classi-
fication algorithms implemented to date are those of Sebok (1979) and Bazell and Peng
(1998). However the need to model, e.g., the spiral arms of brighter galaxies mean that,
paradoxically, extra care has to be taken with the brightest images that should be easiest to
classify.
The problem of galaxy complexity can be overcome by using a small number of pa-
rameters – and preferably just one – to characterise how discrepant an image is from those
of similar stars observed in comparable conditions. Many morphology statistics have been
developed (e.g. Irwin 1985; Scranton et al. 2002), and any such statistic can be used as a
data surrogate. This fact is utilised very effectively by Scranton et al. (2002), who use the
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difference between the point-spread function (PSF) magnitude and the best fit galaxy pro-
file model magnitude (defined as the concentration) as a measure of the extent of an image.
However, rather than adopting parameterised models of the underlying star and galaxy
populations, they fit a mixture model of Gaussians to the bi-modal r-band concentration
distribution in a number of discrete magnitude ranges. Overall this combines simplicity
and clarity whilst retaining sufficient information from the image and the populations to
make excellent classifications. An obvious extension would be to combine the data from
all five SDSS bands (cf. the note single- vs. multi-band classification in Section 2.2.1).
Multi-band measurements are used in a very different way by Wolf et al. (2001a,b) and
Richards et al. (2004, 2009). In these works, the authors use colour rather than morphology
data variables and they utilise kernel density estimation (KDE) to estimate class-conditional
densities in the space of observable quantities (in this case measured colours) and then use
equation (D.1.1) to obtain posterior class probabilities. The disadvantages of this approach
are the need for a large training set (in order to run the KDE on the stars and galaxies
separately) and the problems caused by overfitting to the training data. The use of the noise-
convolved, rather than the intrinsic, distributions can also result in sub-optimal inferences
due to the inevitably greater overlap of the observed distributions.
Given the strengths and weaknesses of the various star–galaxy classification methods
discussed above, we have investigated the utility of a Bayesian approach (again in the sense
defined above) in which the star and galaxy populations are modelled parametrically and
in which the data from multiple observations can be combined. The focus is on trying to
obtain the best classifications for faint objects, with the provision that a decisive answer
only be given if it is merited.
2.3 The model
Let T be a random variable giving the object type of an astronomical source and let X
be the random vector giving the available data. Throughout this chapter, for notational
ease, we have replaced the more formal p(T = t|X = x) with the less cumbersome, if
occasionally ambiguous, p(t|x). Also, again for notational ease, we will not differentiate
between probabilities, probability mass functions and probability density functions: we
will write p(.) for each of these. Thus, when we write p(x), we could mean the probability
p(X = x) or the probability density function of the random variable X (or even the density
Chapter 2. Star–Galaxy Separation 27
of a random variable Y ) evaluated at the point x. What we mean in each case, however,
will always be clear from the context.
2.3.1 General formalism for classifying astronomical sources
Suppose a noisy, seeing-smeared and pixelated image of a source has been measured. What
can be inferred about the type of object this source is? As this might not be possible, we
wish at least to express our confidence that the source is of a given type. Assuming there
are Nt distinct populations of astronomical objects, {t1, t2, . . . , tNt}, under consideration,
the fullest answer to this question is to use the available data, x = (x1, x2, . . . , xNx), where
Nx is the number of measured variables, to calculate the posterior class membership proba-
bilities, p(t|x), for each object type t. This is a conditional probability, and hence applying
Bayes’s theorem yields
p(t|x) = p(t)p(x|t)∑Nt
j=1 p(tj)p(x|tj)
, (2.3.1)
where p(t) is the prior probability that the source is of type t and p(x|t) is the probability
density of getting the observed data under the hypothesis that the source is of type t.
Also known as the likelihood (when regarded as a function of t), p(x|t) is given by
p(x|t) =
∫
p(θt|t)p(x|θt, t)dθ1dθ2 . . . dθNp , (2.3.2)
where Np is the number of model parameters, p(θt|t) is the unit-normalised prior distribu-
tion of the Np model parameters, θt = (θ1, θ2, . . . , θNp), that describe objects of type t and
p(x|θt, t) is the probability density of measuring the observed data given a particular value
of the model’s parameters.
Whilst equation (2.3.1) is a standard application of Bayes’s theorem, its practical im-
plementation is not so clear in an astronomical context. Demanding the prior distribution of
each population’s parameters be normalised to unity is awkward, as is the notion of a prior
probability of the nature of a source. Out of context, the question ‘What is the probability
that a source is a star?’ does not have a sensible answer, leaving the priors undefined. Some
constraining information is required, such as a range of fluxes or colours, as all probabili-
ties are conditional. The question ‘What is the probability that a source with a magnitude
of i ≤ 21.0 is a star?’ does have a numerical answer, given approximately by the observed
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numbers of stars and galaxies down to the specified limit. This would yield a reasonable
empirical value for the priors in equation (2.3.2), although even here the answer depends
on Galactic latitude, due the variation in the stellar density (i.e. near the Galactic equator
the number of stars will be higher than far away from it). The implication is that the prior
for each population would have to be defined differently for surveys with, e.g., different
footprints on the sky or different depths, a far from satisfactory situation.
These ambiguities can be resolved by rewriting equation (2.3.1) as
p(t|x) = Wt(x)∑Nt
t′=1Wt′(x)
, (2.3.3)
where we introduce the weighted likelihood,
Wt(x) =
∫
ρt(θt)p(x|θt, t) dθ1dθ2 . . . dθNp . (2.3.4)
Here ρt(θt) is the number density (per unit solid angle or per unit volume) of all type
t sources – not just those that might be detected in the survey under consideration – as a
function of their parameters. For equation (2.3.3) to be valid, x needs to include whether
or not the source has been detected, as well as its observed properties. In the simple case
that θt was a source’s apparent magnitude in a given band, m, then ρt(θt) = ρt(m) would
just be the number counts in that band, but continuing, potentially unbounded, below the
detection limit of the survey in question. The potentially infinite number of ultra-faint
sources is irrelevant as ρt(m) is multiplied by the likelihood p(x|m) (for this simple case)
which ensures that the product of the source density and the likelihood is finite and that the
integral in equation (2.3.4) converges.
The main benefit of using ρt(θt), instead of the unit-normalised prior p(θt, t) =
p(t)p(θt|t), is that the source density has an absolute, empirical and context-independent
normalisation, given by the number of observed sources. Not being dependent on gener-
ally arbitrary parameter space boundaries, it is independent of the details of the current
experiment, and needs only be calculated once. The detection probability is included in
p(x|θt, t), which is survey-dependent.
Equations (2.3.3) and (2.3.4) describe a general method for probabilistic classification
of astronomical sources, by explicitly combining the information contained in the mea-
surements of a source with existing knowledge of the populations from which it might
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have been drawn. When applied to the more specific problem of star–galaxy classification
these equations simplify further still.
2.3.1.1 Star–galaxy classification
The probabilistic astronomical classification formalism described above can be applied ef-
fectively to star–galaxy classification by making several simplifying assumptions: that ev-
ery source is either a star or a galaxy; that the useful morphological information in an
image can be compressed into a single statistic; and that the source flux is sufficiently well
measured that the uncertainty in the photometry can be ignored. Each of these approx-
imations means the resultant class probabilities are taken away from the ideal value that
would be obtained if all the available information were utilised, but the implicit informa-
tion loss is only significant to the degree it changes the final classifications. As the bright,
well-measured sources in any sample will be successfully classified by any sensible algo-
rithm, it is only necessary to ensure that the useful information for the faint sources near
the survey limit is retained. In the context of star–galaxy separation there is no benefit in
trying to encode the wealth of morphological information present in, e.g., the image of a
bright barred spiral galaxy – a statistic that accurately represented the degree to which a
faint source is extended beyond the PSF is far more useful. The guiding principle in the
approximations adopted here is whether they will significantly alter the classifications of
the ambiguous faint sources.
How many different populations should be considered for a typical source detected
in an astronomical survey? The vast majority of known sources are either Galactic stars
(i.e. t = s) or galaxies (i.e. t = g). The next most common are quasars; but, as their name
suggests, most appear as point–sources in the optical or near-infrared (NIR) bands, and so
can be included with the stars in the context of morphological classification. Hence the set
of classes can reasonably be reduced to {t1, . . . , tNt} = {s, g}. Equation (2.3.3) can then
be simplified to give the probability that a source is a star as
Ps = p(s|x) = Ws(x)
Ws(x) +Wg(x)
. (2.3.5)
Thus the full result of the calculation is just a single number, Ps.
It is possible to simplify the problem of star–galaxy classification by considering only
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generic measurable properties of a source. Following the arguments in Section 2.2, it is
assumed that each of the available images of a source provides only a single morphology
statistic, c, which encodes the degree to which it is not point-like. There is great freedom
in how c is constructed from the images, and even what the fiducial stellar value is. The
key point is conceptual: the potentially large data and parameter spaces are both greatly
reduced by the use of a single morphology measure. The relevant data are simply the
measured apparent magnitudes, {mˆ1, mˆ2, . . . , mˆNb}, and measured morphology statistics,
{cˆ1, cˆ2, . . . , cˆNb}, in each of the Nb bands in which measurements have been made and in
which the source has been detected. In general it is also necessary to include the fact that
the source has been detected at all, as this is significantly greater for the faintest point-like
objects near a survey’s detection limit than for extended sources. Hence the full data vector
is x = {det, mˆ1, cˆ1, mˆ2, cˆ2, . . . mˆNb cˆNb}, where det encodes whether the source is detected
or not. The parameters used to describe a source’s observable intrinsic properties are its
(true) apparent magnitudes, {m1,m2, . . . ,mNb}, in each of the Nb bands, and its (true)
morphology statistic, c. The full parameter vector is then θ = {m1,m2, . . . ,mNb , c}.
The notion of a true morphology statistic is somewhat artificial, given that c is generally
defined in terms of image properties such as pixel values; however it is taken to be the value
of the morphology statistic that would have been measured if the source was observed
without photometric noise, but with the smearing of the observational PSF. As such c is
not actually an intrinsic property of the source. Another potential ambiguity is that c could
have different values in each band, (e.g. due to star-formation regions in the arms of a spiral
galaxy being more prominent in shorter wavelength bands), although such discrepancies
would be strongest in the better-resolved, brighter galaxies that can be easily classified
anyway.
Substituting the above definitions of x and θ into equation (2.3.4), the weighted evi-
dence can be written as
Wt(x) =
∫
ρt(m1,m2, . . . ,mNb , c) (2.3.6)
p(det, mˆ1, cˆ1, mˆ2, cˆ2, . . . mˆNb , cˆNb |m1,m2, . . . ,mNb , c, t)
dm1 dm2 . . . dmNb dc .
Note that, due to the choice of observable model parameters, the likelihood now has
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the same form for both stars and galaxies, whereas in equation (2.3.2) it was population-
dependent (as there was the possibility of using intrinsic physical parameters such as spec-
tral type or Hubble type, which are only defined for stars and galaxies, respectively). The
form of the population density and the prior can now be treated separately, and both can be
usefully simplified further.
The likelihood should encode photometric uncertainties and the limitations of the mor-
phological measurements, as well as correlations between measurements in different bands.
It is, however, reasonable to assume that inter-band photometric noise correlations are
negligible (but see Scranton et al. in preparation), in which case the likelihood becomes
a product over the Nb bands. It is also reasonable to assume that the photometric part of the
likelihood is Gaussian in magnitude units – whilst this approximation breaks down for faint
sources (e.g. Mortlock et al. 2011), all the sources here are unambiguously detected. It is,
however, necessary to include the survey incompleteness, expressed here as the probability
that a source is detected in at least one band (or, more specifically, in a reference band).
The detection probability is assumed to drop from unity to zero over a magnitude range
∆mb around the nominal detection limit of the survey, mlim,b. The specific form adopted
for the incompleteness is
p(det|mb) = 1
2
erfc
(
mb −mlim,b
∆mb
)
, (2.3.7)
where erfc(x) = 2
∫∞√
2x
ϕ(x′; 0, 1) dx′ is the complementary error function, andϕ(x;µ, σ) =
exp{−1/2[(x − µ)/σ]2}/[(2π)1/2σ] is the unit-normalised Gaussian probability density
with mean µ and variance σ2.
Figure 2.4 plots p(det|mb) as a function of mb. Note that p(det|mb) depends only on
the true magnitude mb and not the measured mˆb. Although the detection limits for stars
and galaxies are likely to be similar, the tail of this distribution is significantly longer for
stars (as, being more centrally concentrated, there is a greater chance of faint stars meeting
the detection criteria of most surveys). Hence we condition this probability on t as well:
p(det|mb, t). A somewhat subtle result of this is that the majority of the very faintest
sources in a sample generated in this way are stars, even for surveys that are sufficiently
deep that galaxies are intrinsically much more numerous at such faint fluxes.
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Figure 2.4: The conditional detection probability p(det|mb) as a function of the magnitude
mb.
Combining the above assumptions, the likelihood for stars and galaxies becomes
p(det, mˆ1, cˆ1, mˆ2, cˆ2, . . . mˆNb , cˆNb |m1,m2, . . . ,mNb , c, t) (2.3.8)
= p(det|m1,m2, . . . ,mNb , c, t)p(mˆ1, cˆ1, mˆ2, cˆ2, . . . mˆNb , cˆNb |m1,m2, . . . ,mNb , c, t)
=
Nb∏
b=1
p(det|mb, t)ϕ [mˆb;mb, σb(mb)] p(cˆb|c),
where σb(m) is the magnitude-dependent noise in band b. For the fainter sources of most
interest here (i.e. those within a few magnitudes of the relevant detection limit), the noise
is background-dominated. The uncertainty for a source of magnitude mb in band b is then
σb(mb) =
1
5
102/5(mb−mlim,b), (2.3.9)
where mlim,b is the limiting magnitude in band b, at which a source would be detected with,
on average, a signal–to–noise ratio of 5.
The sampling distribution of cˆb is not as generic as the distribution of mˆb as cˆb is
necessarily a more complicated statistic, the definition of which is survey-dependent. A
common choice (e.g. Irwin et al. in preparation) for stars at least, is to define c such that
p(cˆb|c) = ϕ(cˆb; 0, 1) by construction, although even in such situations this relationship is
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not always satisfied empirically (cf. Section 2.3.2.5 and Figure 2.9). Combined with the
fact that almost nothing can be said about the form of p(cˆb|c) in abstract, it is left general
for the moment.
The source density ρt(m1,m2, . . . ,mNb , c) plays several distinct roles in equation (2.3.6),
most obviously encoding the relative numbers of stars and galaxies at a given magnitude,
but also implicitly including their distribution of colours. Making this distinction allows the
more abstract source density to be separated into the number counts in a reference band,
dNt/dm, the conditional distribution of the (true) morphology statistic, p(c|m, t), and a
conditional magnitude-dependent colour distribution, p(m1 −m2,m2 −m3, . . . ,mNb−1 −
mNb|m). The likelihood could also be re-written as a function of one reference magnitude
and colour terms m1−m2, m2−m3, etc., without loss of information. One important impli-
cation is that it is formally impossible to separate colour and morphological information in
attempting to perform star–galaxy separation using multi-band data. The fact that the mor-
phology statistic of a galaxy depends on its magnitude means that some colour-dependent
calibration of this relationship is required and that this is different for stars and galaxies
due to their different colours. From a Bayesian perspective (still in the sense discussed in
Section 2.2) this is very natural: all the available data (and external information) should be
brought to bear in any inference problem. However star–galaxy classification is often an
intermediate step towards a specific science goal, including potentially exploratory work
such as searching for unusual objects. In such cases it is often desirable to use colour in-
formation alone (e.g. to search for compact galaxies, as in Drinkwater et al. 2003) or to use
morphological information alone (e.g. to search for point–sources with unusual colours),
but equation (2.3.6) shows that the two are inextricably linked. Indeed, Baldry et al. (2010)
use morphology jointly with colour information to perform the galaxy target selection for
the Galaxy And Mass Assembly (GAMA) survey. It is possible to produce heuristic statis-
tics which depend only on colour or morphology, but a self-consistent Bayesian approach
to star–galaxy classification must include both – or make significant approximations.
It is the latter approach that is followed here, by the potentially extreme step of ignoring
the uncertainty in the measured photometry, and instead treating a source’s measured mag-
nitude in each band, mˆb, and its true magnitude, mb, as identical. This approximation is
only justified because of this peculiar nature of the problem at hand. Given that the colour
information is going to be ignored per se, the only role it will play in the model is to allow
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the morphology statistics of a source to be compared across bands. For example, the values
of Ps calculated for two sources of different colours, but with the same values of cˆ1 and cˆ2,
in two bands could be quite different if only one was bright enough to be well classified
in a certain band. Provided that the typical value of c for an object of type t does not vary
rapidly with its magnitude, it is a reasonable approximation to adopt the average colour
relationships for each population.
Applying the above simplifying assumptions to equation (2.3.6), we obtain our final
general, if approximate, expression for the weighted evidence,
Wt(x) =
dNt
dm
∣∣∣∣
m=mˆ
p(det|mˆ, t)
∫
p(c|m = mˆ, t)
Nb∏
b=1
p(cˆb|c) dc, (2.3.10)
where mˆ is the measured magnitude in the reference band and dNt/dm are the differential
number counts of type t sources in this band. Note that the photometric data on the source
in question only enters equation (2.3.10) in the estimate of the number counts and the
estimate of the true morphology statistic in each band. The source’s measured values of
the morphology statistic in each band are used, however, entering through the likelihood
terms of the form p(cˆb|cb). Whilst it is impossible to fully escape the link between the
measured shapes and colours of an object, this formalism emphasizes the former as much
as is possible.
Despite the many simplifications that have been made to obtain equation (2.3.10), the
presence of the survey-specific morphology statistic means that a more specific form of
Wt(x) can only be obtained in the context of a specific survey or dataset. The variation
in image quality and depth, combined with the different choices of morphology measure
mean that the form of Ps that would be obtained by inserting equation (2.3.10) into equation
(2.3.3) is our final generic result.
2.3.2 Star–galaxy separation in UKIDSS
The star–galaxy classification approach described above in Section 2.3.1 is reasonably gen-
eral and could be applied to generic optical or NIR observations. However the need for
explicit population models means that its performance can only be examined in the context
of specific combination of bands, depths and image quality, i.e. a particular survey. For the
purpose of exploring our approach to morphological classification we analyse data from
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the multi-band UKIDSS imaging survey (cf. further below and Appendix C.3.1), utilising
the overlap with the deeper SDSS Stripe 82 region (cf. further below and Appendix C.3.2)
to provide a verification sample.
2.3.2.1 UKIDSS
As we describe in Appendix C.3.1, UKIDSS (Lawrence et al., 2007) is a suite of five sep-
arate near-infrared surveys using the Wide Field Camera (WFCAM; Casali et al. 2007) on
the United Kingdom Infrared Telescope (UKIRT). In particular, for this work, we anal-
yse the UKIDSS LAS data, which include imaging in the UKIDSS Y , J , H and K bands
(defined in Hewett et al. 2006; cf. also Figure C.3) to average depths (given in terms of
the magnitude of a point–source that would, on average, be detected with a signal–to–
noise ratio of 5) of Y ≃ 20.2, J ≃ 19.6 H ≃ 18.8 and K ≃ 18.2 (Dye et al., 2006;
Warren et al., 2007). The UKIDSS data are obtained from the WFCAM Science Archive
[WSA; Hambly et al. (2008); located at http://surveys.roe.ac.uk/wsa/].
Aside from basic image parameters (e.g. positions, counts, . . . ) the UKIDSS catalogues
include a number of derived statistics, including an “extendedness” statistic in each band.
The data variables we use primarily are the magnitude variables in all four UKIDSS LAS
bands (Y , J , H , K), the associated error variables and the above mentioned extendedness
statistic, ClassStat in each band. For the anomaly detection work we also use the
colours Y − J , J −H , H −K obtained from the magnitude variables.
The extendedness statistic, as defined in Irwin et al. (in preparation), is based on the fact
that all the unsaturated stars in each field have the same average curve of growth (i.e. frac-
tion of their total flux as a function of angular radius). This average can be measured
empirically, and a mismatch statistic calculated for each source. In a given magnitude
range the statistic is scaled so that, for stars, it has zero mean, unit variance and is approx-
imately Gaussian distributed; this scaled mismatch statistic is referred to as ClassStat
in the WSA. Extended galaxies (and blended pairs of sources) have positive ClassStat
values, whereas most noise sources (e.g. cosmic rays), being more compact than the PSF,
have negative ClassStat values. ClassStat encodes much of the important morpho-
logical information, even in faint images, and is a superb morphology statistic. However
because it is a statistic based solely on the image data (i.e. it does not include prior in-
formation about a source’s nature) it cannot encode all the information about a source (as
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distinct from the image of it). Moreover, there is no well-motivated method of combining
the ClassStat values obtained from multiple measurements of a source. (In UKIDSS,
combined source probabilities and ClassStat values are reported, but these are heuristic
in nature, and do not retain all the information present in the band-specific ClassStat
values.)
2.3.2.2 SDSS Stripe 82
The SDSS (York et al. 2000; cf. also Appendix C.3.2) has surveyed∼ 104 deg2 with single
observations in the u, g, r, i and z bands (Fukugita et al., 1996), to depths of u ≃ 22.0,
g ≃ 22.2, r ≃ 22.2, i ≃ 21.3 and z ≃ 20.5. The SDSS has also taken repeat measurements
in the Stripe 82 region (covering the right ascension range α ≤ 60 and α ≥ 300 deg and
declinations of |δ| ≤ 1.25), reaching depths of u ≃ 23.6, g ≃ 24.5, r ≃ 24.2, i ≃ 23.8 and
z ≃ 22.1.
The SDSS approach to star–galaxy classification is based on the use of model magni-
tudes, each detected source being fit as both a point–source (i.e. the measured point–spread
function) and a galaxy [i.e. a Sérsic (1963) profile with one of two different exponents]. The
difference between the two different magnitudes, termed the concentration, c, is then used
as a morphology statistic (Yasuda et al., 2001). The basic classification is done by desig-
nating sources with measured concentration cˆ ≤ 0.145 as stars and sources with cˆ > 0.145
as galaxies. Whilst this scheme is very effective, it is also important to note that the classi-
fications of up to a third of sources contradict in different bands (Yasuda et al., 2001).
The Stripe 82 data are significantly deeper than the UKIDSS LAS (in the sense that all
but the reddest sources are detected with a greater signal–to–noise ratio in Stripe 82 than
in the LAS, and an average UKIDSS-selected source has σr ≃ 0.1σY ). Even though the
SDSS optical imaging has a significantly larger seeing (∼ 1.2 arsec) than the UKIDSS NIR
data (∼ 0.8 arcsec), the SDSS Stripe 82 data of the morphologically ambiguous sources
near the LAS detection limit is able to separate point and extended sources reliably. This is
illustrated by Figures 2.5, 2.6 and 2.7. Figure 2.5 shows SDSS r-band concentration plot-
ted against UKIDSS Y -band ClassStat. For the faintest two magnitude bins (Y ≃ 19
and Y ≃ 20) it is impossible to identify two different populations of sources along the
horizontal (ClassStat) axis, whereas this is still possible along the vertical (concen-
tration) axis. This is confirmed by the one-dimensional histograms of both classification
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Figure 2.5: SDSS r-band concentration plotted against UKIDSS Y –band ClassStat for
different magnitude bins.
statistics [Figures 2.6 (concentration) and 2.7 (ClassStat)]. For Y ≃ 19, in Figure 2.7,
the two populations of sources have almost completely merged, even though the histogram
is still bi-modal and for Y ≃ 20 the two populations of sources cannot be distinguished at
all. However the corresponding histograms for SDSS concentration clearly show two dis-
tinct populations of sources. From Figure 2.18 it is clear that, for r >∼ 20.5 the two clearly
distinct populations of stars and galaxies merge. By limiting ourselves to sources with
16 ≤ r ≤ 20.5 (thus also avoiding saturated sources) we assume the SDSS class labels to
be correct. In particular, for Y ≃ 20, the SDSS r-band class labels misclassify only ∼ 4%
of sources (this number is obtained by fitting a Gaussian distribution to the star popula-
tion and a log-normal to the galaxy population for the SDSS concentration data). This is a
very good result when compared to the UKIDSS ClassStat data which, at this faintness
regime, no longer allow a separation into two populations of sources (Figure 2.7).
Hence, for the purpose of star–galaxy separation, we treat the SDSS Stripe 82 data as
definitive classifications against which our LAS classifications can be tested.
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Figure 2.6: One-dimensional slices of SDSS concentration data for different magnitude
bins.
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Figure 2.7: One-dimensional slices of UKIDSS ClassStat data for different magnitude
bins. Also shown is the fit of our model [overall probability density (black line), star
class probability density (blue) and galaxy class probability density (red)], which is further
illustrated on Figure 2.10.
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2.3.2.3 Test sample
Our starting point is a sample of 121, 902 UKIDSS sources in a 14.38 deg2 area defined
by right ascensions of either α ≤ 60 deg or α ≥ 300 deg and declinations of |δ| ≤ 0.1.
This area is entirely within the SDSS Stripe 82 region, and has been covered by UKIDSS
in the Y , J , H and K bands. Our main aim is to classify these sources and compare the
results to the SDSS Stripe 82 classifications. But to do so requires the preliminary task
of generating the magnitude-dependent prior distributions of ClassStat, along with the
star and galaxy number counts. This is not part of the actual classification process (i.e. it is
independent of any single source), and so is considered separately from the results.
2.3.2.4 Number counts
The number counts of stars and galaxies provide the priors that will be used to classify
sources for which the image data are ambiguous. The counts could be obtained from deeper
surveys (although none exist in all the UKIDSS LAS bands) or from physical models of the
source populations (although this would be unnecessarily complicated). For the restricted
problem of star–galaxy separation, however, it is more direct to fit the star and galaxy
counts to the target sample itself. We chose to use the UKIDSS pipeline classifications
to obtain observed number counts. Up to Y ∼ 18.5 (i.e. where the stellar and galactic
populations can be easily separated) the UKIDSS pipeline classifications can be assumed
to be accurate. The logarithmic slope parameters αt from equation (2.3.11) are essentially
dictated by these sources. The fainter sources, for which we have reservations about the
UKIDSS pipelines classifications, determine the shape of the incompleteness. It is impor-
tant to note that we only use the number counts predicted by the UKIDSS pipeline and not
classifications for individual sources. The number counts thus obtained are consistent with
the prior beliefs which we hold, namely that galaxy counts increase more rapidly than stel-
lar counts until the incompleteness dominates and that star counts overtake galaxy counts
at the survey detection limit since measured fluxes from point–like sources have a higher
chance of exceeding the detection threshold than extended sources.
We could have obtained number counts by, e.g., binning the data (in bins of magnitude)
and fitting simple mixture models in each bin and then extrapolating these counts at the
faint end. In practice this did not yield good results. One could use SDSS Stripe 82 classi-
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Figure 2.8: Differential number counts of all sources (black), stars (blue) and galaxies (red)
from UKIDSS observations. The observed counts are those from the UKIDSS pipeline
classifier. Also shown, as dashed lines, are the model fits (see equation (2.3.11)), both
with and without a correction for incompleteness. The latter are those used as priors in our
model.
fications to get number counts, but as we use these data to test our model, this would result
in a biased performance assessment. Also, as the detection probability varies with Galactic
latitude, and as the overlap region of UKIDSS LAS and SDSS Stripe 82 is fairly limited,
such an approach would not be applicable to all regions of the UKIDSS LAS survey.
For the UKIDSS LAS we have chosen the Y band as the reference band. As some
sources have not been observed in all of the bands, we choose mˆ to be the average of the
magnitudes mˆb in the bands in which a given source has been observed. To convert all of
these magnitudes onto the scale of the reference band we have added the average colours
Y − J, Y − H,Y − K to the magnitudes mˆb. The observed Y –band counts of stars and
galaxies (identified here by using the UKIDSS pipeline classifications) from the test sample
described in Section 2.3.2.3 are shown in Figure 2.8. Both exhibit exponential counts down
to Y ≃ 19.5, beyond which the survey incompleteness dominates (as expected, given the
average UKIDSS LAS limit of Y ≃ 20.2). For both stars and galaxies the intrinsic number
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counts are taken to be of the form
ρt(Y ) =
dNt
dY = αt ln(10)10
αt(Y−βt), (2.3.11)
where αt is the type-dependent logarithmic slope and βt is a scale parameter.
In order to fit these parameters, however, it is necessary to account for the incomplete-
ness in each band, denoted here as p(det|Y ), which was introduced in equation (2.3.7).
The magnitude limit mlim,b and incompleteness range ∆mb are fitted in the Y , J , H and
K bands for both stars and galaxies. Fitting dNt/dY p(det|Y ) to the observed UKIDSS
counts yields the fits shown in Figure 2.8. Although there are some discrepancies, the key
point is that the relative numbers of stars and galaxies at a given magnitude will give far
more accurate prior probabilities than, say, an uninformative prior [i.e., p(s) = p(g) = 0.5
for all sources].
2.3.2.5 ClassStat distributions
ClassStat is constructed so that, on average, c = 0 for stars and c > 0 for extended
sources. We observe cˆ however, the distribution of which, for isolated stars, should be
normal (with zero mean and unit variance), again by construction. However the observed
ClassStat distribution of bright stars (defined as UKIDSS sources with 13 ≤ Y ≤
17 and |cY | < 6) shown in Figure 2.9 appears to be significantly non-Gaussian. This
impression is confirmed by the Shapiro and Wilk (1965) and one-sample Kolmogorov–
Smirnov (Conover, 1999) normality tests.
The distribution of ClassStat values for the bright stars has a slightly negative mean,
and is weakly positively skewed. Due to the positive skewness, using a symmetrical distri-
bution with larger tails than a normal (such as Student’s t-distribution) will not result in a
good fit. For the observed ClassStat distribution we have instead adopted a Gaussian
mixture model of the form
p(cˆb|c) = aϕ(cˆb − c;µ1, 1) + (1− a)ϕ(cˆb − c;µ2, σ2), (2.3.12)
where, for stars, c = 0, and a, µ1, µ2 and σ2 are free parameters to be fit. These were fit
using a simple maximum likelihood (ML) approach in each of the four UKIDSS bands.
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Table 2.1: Maximum likelihood values, with corresponding standard errors in
brackets, for the parameters of the Gaussian mixture model used for the observa-
tional noise.
band a µ1 µ2 σ2
Y 0.9453 (0.0030) -0.1418 (0.0085) 2.3950 (0.1501) 3.2021 (0.08600)
J 0.9436 (0.0053) -0.1131 (0.0143) 1.1879 (0.2379) 3.7199 (0.1776)
H 0.9601 (0.0033) -0.1266 (0.0117) 3.3037 (0.2922) 3.7523 (0.1617)
K 0.9474 (0.0039) -0.0360 (0.0118) 3.6881 (0.2463) 3.4449 (0.12975)
Table 2.2: BIC values for three different ClassStat models for stars in the four
UKIDSS LAS bands for a random sample of 3,000 sources
model BIC
Y J H K
standard normal 10986.01 10773.41 11797.83 13133.27
normal with ML parameters 10330.49 10205.65 10747.47 11287.46
Gaussian mixture with ML parameters 9383.897 9395.526 9378.85 9738.157
The resulting values are given in Table 2.1, and the Y –band fit is compared to the data in
Figure 2.9.
We used the Bayesian information criterion (BIC; Schwarz 1978) to assess the model
fit. As expected, the Gaussian mixture model is a considerably better fit to the data than
either fiducial unit-variance Gaussian, or the Gaussian with ML parameters, resulting in
significantly lower BIC values, as shown on Table 2.2.
The distribution of c is more complicated for galaxies than for stars, both because galax-
ies are intrinsically more varied, and also because the definition of the morphology statistic
is essentially independent of galaxies’ properties. For the UKIDSS sample an empirical
function was sought which could represent the distribution of galaxies’ c values as a func-
tion of magnitude. Particular care was taken to ensure a good fit close to the survey’s limit,
for which there is minimal morphological information and c→ 0, even for galaxies.
These desiderata are met by a log-normal distribution:
p(c|mˆ, t = g) = ϕlog[c;µ(m), σ(m)], (2.3.13)
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Figure 2.9: The empirical distribution of ClassStat values of bright (13 ≤ Y ≤ 17)
UKIDSS sources with |cY | ≤ 6 (this selection region is shown on Figure 2.13). Also
shown is a standard normal N (0, 1) distribution and the best-fit Gaussian mixture model
defined in equation (2.3.12).
where
ϕlog(x;µ, σ) =
1
x
√
2πσ2
exp
{
− [ln(x)− µ]
2
2σ2
}
. (2.3.14)
Rather than specifying the functions µ(m) and σ(m) of the standard parameterisation
of the log-normal distribution, as given in equation (2.3.14), we have modelled the mean
µ′(m) and standard deviation σ′(m) of the log-normal distribution by the empirical func-
tions below,
µ′(m) =
(
1− m
mmax
)
× {[ν1m2 + ν2m+ ν3]ν4 + ν5} , (2.3.15)
σ′2(m) = 10η1(m−η2), (2.3.16)
where mmax is the upper detection limit in the reference band and ν1, ν2, ν3, ν4, ν5, η1 and
η2 are free parameters fitted by a simple least-squares (LS) procedure.
Note that if µ′ and σ′ are the mean and standard deviation of a random variable the
logarithm of which is normally distributed with mean µ and standard deviation σ, then
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Figure 2.10: The distribution of UKIDSS sources (black points) and the model (contours)
in the H band. The case for the H band is plotted as the saturation of bright sources is
not as apparent in the Y band. One-dimensional plots of the model fit (this time for the Y
band) are shown on Figure 2.7.
these parameters are related via a standard distributional result: µ′ = eµ+σ2/2 and σ′2 =
(eσ
2 − 1) e2µ+σ2 .
The stellar and galactic densities implied by our models are shown as contours in Fig-
ure 2.10, along with the sample from which the fit was derived. (The H band, rather than
the Y band, was chosen as it has the highest number of saturated sources, thus emphasizing
an aspect of the data that is not included in the model.) The fit is not perfect (e.g., the true
density is underestimated at the bright end and slightly overestimated in two regions near
the faint end), but is very good. Also, the bright UKIDSS stars (with H <∼ 12.5) have signif-
icantly positive ClassStat values, as they are saturated; we do not attempt to include this
phenomenon as essentially all sources bright enough to be saturated in UKIDSS images
can be classified as stars on the basis of prior information.
2.3.3 Alternative formulation
In sections 2.3.1 and 2.3.2 above, we have described our classification model from an
astronomical point of view, taking care that most quantities have an astrophysical meaning
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and using, where possible, astrophysical models (e.g. for the number counts).
We now present a concise alternative formulation of our model, emphasising the distri-
butional assumptions we have made from a more purely statistical point of view. We will
not reiterate our reasoning for the various choices, as these are explained in the preceding
two sections.
As previously, let T be the random variable representing object type, i.e. we assume,
for this work, that T can take one of two values: s for stars and g for galaxies. Let mˆ be
the average of the measured Y -, J-, H- and K-band magnitudes, where, as previously, we
have added the average colours Y − J , Y − H and Y − K to the J-, H- and K-band
magnitudes so that mˆ is on the same scale as the Y -band, which is taken as reference.
Our starting point, as above, is Bayes’s theorem (2.3.1). Making the assumptions that
x = (cˆ, mˆ) = (cˆY , cˆJ , cˆH , cˆK , mˆ) and that there are only two object types, s and g, and
keeping conditioning on mˆ, equation (2.3.1) becomes
p(t|cˆ, mˆ) = p(t|mˆ)p(cˆ|t, mˆ)
p(s|mˆ)p(cˆ|s, mˆ) + p(g|mˆ)p(cˆ|g, mˆ) . (2.3.17)
For given mˆ we assume that the random variable T follows a Bernoulli distribution with
parameter p(s|mˆ):
T |mˆ ∼ Bernoulli [p(s|mˆ)] , (2.3.18)
i.e., given mˆ
T =
{
s with probability p(s|mˆ)
g with probability p(g|mˆ) = 1− p(s|mˆ)
, (2.3.19)
where p(s|mˆ) incorporates both the number count and incompleteness models discussed in
Section 2.3.2:
p(s|mˆ) =
10αs(mˆ−βs) 1
2
erfc
(
mˆ−mlim,Y,t
∆mY,t
)
10αs(mˆ−βs) 1
2
erfc
(
mˆ−mlim,Y,t
∆mY,t
)
+ 10αg(mˆ−βg) 1
2
erfc
(
mˆ−mlim,Y,t
∆mY,t
) . (2.3.20)
For the morphology statistic, we assume that there is a true ClassStat value c as-
sociated with each object and that the measured ClassStat values cY , cJ , cH , cK equal
this true value c plus some noise contribution. The distribution assumed for C, the random
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variable representing the true ClassStat value, is given by
C|t, mˆ ∼
{
δ0 if t = s
Φlog [µ(mˆ), σ(mˆ)] if t = g
, (2.3.21)
where δ0 is the Dirac delta and Φlog(µ, σ) a log-normal distribution with parameters µ and
σ. The random variables representing the measured ClassStat values are then given by
Cˆb = C + ǫb, b = Y, J,H,K , (2.3.22)
where the ǫb are independent random variables with Gaussian mixture distributions spec-
ified in equation (2.3.12). As we have remarked in Section 2.3.2, we do not model µ(mˆ)
and σ(mˆ) directly, but instead model the mean µ′(mˆ) and the variance σ′2(mˆ) of the log-
normal distribution. The functions we have adopted for µ′(mˆ) and ρ′2(mˆ) are given by
equations (2.3.15) and (2.3.16).
Hence p(cˆ|t, mˆ) is given by
p(cˆ|t, mˆ) =
∫ ∞
−∞
p(c|t, mˆ)
∏
b=Y,J,H,K
p(cˆb|c)dc (2.3.23)
=
{ ∏
b=Y,J,H,K p(cˆb|C = 0) if t = s∫∞
−∞ ϕlog [c;µ(mˆ), σ(mˆ)]
∏
b=Y,J,H,K p(cb|c)dc if t = g
, (2.3.24)
where p(cb|c) is given by equation (2.3.12).
All the terms in Bayes’s Theorem [equation (2.3.17)] are now completely specified.
2.4 Results
With our model now specified we can use it to analyse data. In Section 2.4.1 we will first
test the model by simulating data and classifying these artificial sources. In Section 2.4.2
we will classify sources from the UKIDSS survey and compare the classifications from our
model to those of the UKIDSS pipeline classifier and the SDSS classifications of Stripe 82
sources.
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2.4.1 Analysis of simulated UKIDSS data
2.4.1.1 Simulation
Given that the distribution of magnitudes and morphology statistics described above was
developed sequentially, it is important to perform an end–to–end test of the entire model.
The first stage of this was to generate a sample of simulated sources from the model.
The algorithm for doing so can be broken down into several steps:
• Draw a true Y –band magnitude from the total (star + galaxy) number count model
given in equation (2.3.11).
• Determine the type (star or galaxy) of the object from the relative number counts at
this Y –band magnitude.
• Use the average Y − J , Y − H and Y −K colours for stars and galaxies to obtain
J–, H– and K–band magnitudes.
• Record the object as being detected or undetected in each band using the incomplete-
ness formula in equation (2.3.7).
• Add observational (sky) noise to the true magnitudes in all bands by sampling from
a Gaussian distribution with zero mean and band-dependent standard deviation given
by equation (2.3.9).
• Generate ClassStat values for each band by sampling c from equation (2.3.13)
for galaxies, setting c = 0 for stars and then sampling from the mixture model given
in equation (2.3.12).
Figure 2.12 shows a sample of data generated by the above procedure. Having verified
that generating sources from our model can accurately mimic the relevant UKIDSS data,
the model can now be used with confidence to perform star–galaxy classification.
2.4.1.2 Analysis
A first test of our star–galaxy classification method is to analyse the simulated UKIDSS
data described above. As the input star and galaxies distributions are known, the resultant
stellar probabilities are, given the deliberately imposed restrictions on the use of colour
2.4 Results 48
posterior star class probability, P s
n
u
m
be
r o
f s
ou
rc
es
0.0 0.2 0.4 0.6 0.8 1.0
0
10
00
0
20
00
0
30
00
0
40
00
0
50
00
0
Figure 2.11: Histogram of the posterior star probabilities, Ps, evaluated for simulated
UKIDSS data.
information, optimal. In particular, the numbers and properties of the sources which cannot
be classified decisively are of interest, as any real sources with such properties will have
Ps ≃ 0.5.
The distribution of posterior star probabilities for all sources is shown in Figure 2.11
and the distribution in Y vs. cY space is shown in Figure 2.12. These results from sim-
ulated data can be compared to figures 2.15 (left) and 2.16 (left), which show the results
when our method is applied to real UKIDSS data. While there is not much difference be-
tween figures 2.12 and 2.16 (left), there are two noticeable differences between figures 2.11
and 2.15 (left): there are less simulated sources with high star probabilities and there are
more sources with Ps clearly different from 0 and 1 (i.e. classified with less certainty). In
particular there are many more sources with 0.2 < Ps < 0.8 for the simulated data (fraction
0.25 of sources) than for real data (fraction 0.11 of sources). The former difference can be
explained by the fact that there are fewer bright sources (which are predominantly stars and
hence have high star probabilities) among the generated data. This means that for equal
sample sizes there will be less sources with high star probabilities in the simulated sam-
ple when compared to the original data sample. The increase in sources with less definite
classifications is due to the fact that, as acknowledged in Section 2.3.1.1, our model is not
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Figure 2.12: Combined star probabilities derived from our Bayesian method for simulated
UKIDSS data.
designed to take inter-band photometric noise correlations into account. Thus the simulated
data sample contains more sources with seemingly contradicting ClassStat data in the
different bands than a sample of real data. Both of these differences have only a small
effect on the simulated data, and should affect the classification of a negligible number of
real sources.
2.4.2 Results from classifying real data
2.4.2.1 Properties of the classifier
Figure 2.13 shows the single-band posterior star probabilities in Y −cY space. These can be
compared with the probabilities obtained by using the full multi-band model (Figure 2.16).
The most notable difference is that for the latter case there seem to be fewer sources which
confound the classifier, i.e. with Ps ≃ 0.5. Table 2.3 lists the fraction of sources for which
the classifier gives 0.4 ≤ Ps ≤ 0.6. Compared to the single-band model, there is a decrease
of at least 50 per cent in this number for the combined model. While a reduction in the
classifier-confounding region is not always desirable, here this decrease translates the fact
that the classifier will be at a loss only when the data from different bands are contradictory,
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Table 2.3: Fraction of sources with posterior probabilities
between 0.4 and 0.6 for both the single-band models and
the joint model. The fractions for the joint model are not
the same across the four bands as we only consider sources
that are observed in the given bands. So while the proba-
bilities for the joint model are obviously the same across
all bands, the fractions in the table above vary across bands
as the number of observed sources vary across bands.
band Y J H K
single-band model 0.0673 0.0974 0.0654 0.0706
joint model 0.0320 0.0320 0.0228 0.0190
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Figure 2.13: Single-band star class probabilities (Y –band). The dotted box represents the
selection region for the sources from Figure 2.9.
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Figure 2.14: Colour–colour plot of the posterior star class probabilities
or when a source’s type is unclear in all the bands in which it was detected.
Figure 2.14 shows the distribution of the posterior star class probabilities over Y −H vs.
H−K space. Even though the model has not been designed to optimise class separation in
colour–colour space, there are two clearly distinct populations. Furthermore, sources with
low star probabilities have Y − H ≃ 1.5 and H − K ≃ 0.8, i.e. these sources lie in the
upper-right quadrant as expected for galaxies.
2.4.2.2 Comparison with UKIDSS pipeline classifications
Figure 2.16 (left) shows the posterior stellar probabilities in the cY vs. Y plane (the choice
of band is unimportant, as the J–, H– and K–band plots are similar). It is clear that for
the overwhelming majority of objects, in particular those with either Y <∼ 18 or cY >∼ 5, the
Bayesian (in the sense defined in Section 2.2.2) classifier gives very definite classifications
(i.e. values close to either 0 or 1). Unsurprisingly, the region where the classifier is most
often confounded is where the star and galaxy loci merge. Indeed, as the two loci over-
lap completely at the faint end, there is very little information regarding object class to
be extracted from the measured ClassStat values, and the prior knowledge drives the
classification.
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Figure 2.15: Histograms of the posterior star class probabilities for both our model and the
UKIDSS pipeline
One of the main aims of our classifier is to make the fullest possible use of whatever
morphology statistic is available – the UKIDSS ClassStat statistic in the case consid-
ered here – and in particular for sources where it has been measured in multiple bands.
Several heuristic methods are used to combine multiple measurements in the WSA, includ-
ing simple averaging and a plausible – but again heuristic – contingency table for sources
where the ClassStat measurements in different bands imply contradictory classifica-
tions. Our Bayesian method has the potential to propagate all the information contained in
the individual c values correctly, albeit at the cost of introducing an explicit – and compli-
cated – model.
The UKIDSS pipeline posterior star probabilities can be compared to that from our
model (Figures 2.15 and 2.16). Both classifiers yield similar posterior star probabilities for
sources which are fairly bright and/or have large ClassStat values, but deal differently
with faint sources with small ClassStat values. Apart from a slight shift to the left
at the faint end, the UKIDSS pipeline classifier can be seen to consist essentially of a
vertical cut on the ClassStat value. The classifier-confounding region (i.e. where the
classifier outputs probabilities near 0.5) is fairly small, and, crucially, does not widen at the
faint end. Our classifier, however, through the input of prior knowledge, is not limited to
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Figure 2.16: Combined star probabilities derived from our Bayesian method (left) and the
UKIDSS pipeline (right) as a function of the measured Y –band ClassStat and magni-
tude.
taking a vertical cut and the classifier-confounding region is larger, particularly at the faint
end. Indeed, near the detection limit, the ClassStat values carry almost no information
concerning object type, as stars and galaxies have similar values at those fluxes. It thus
makes very little sense to base a classification on that information. Using prior knowledge is
vital for such faint sources. Our classifier allows a continuous transition from ClassStat
value dominated classification to prior knowledge dominated classification. The resulting
broader classifier-confounding region is not a drawback: if an object has Ps ≃ 0.5, it
means that, given the observed data, it is impossible to tell whether that source is a star or
a galaxy. Artificially coercing posterior classifications to be unambiguous is wrong. If a
source cannot be reliably classified, then its posterior probability should reflect this.
Both the posterior probabilities computed by our classifier and the original, observed
ClassStat values can serve as indicators of source type. While one should take a
source’s flux into account when assessing its ClassStat data (cf. Figure 2.16), the
ClassStat statistic is designed so as to differentiate between resolved and unresolved
sources, and is indeed used to this purpose by the UKIDSS pipeline. Hence it makes sense
to compare the posterior class probabilities directly with the ClassStat values.
Figure 2.17 summarises the situation for different magnitude regimes. At fairly bright
2.4 Results 54
−10 −5 0 5 10 15 20 25
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
16.6 < Y  < 17.4
P
s
MergedClassStat
−10 −5 0 5 10 15 20 25
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
17.6 < Y  < 18.4
P
s
MergedClassStat
−10 −5 0 5 10 15 20 25
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
18.6 < Y  < 19.4
P
s
MergedClassStat
−10 −5 0 5 10 15 20 25
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
19.6 < Y  < 20.4
P
s
MergedClassStat
Figure 2.17: posterior star probabilities plotted against MergedClassStat for different
magnitude bins.
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magnitudes (i.e. Y ≃ 17) most sources have Ps ≃ 1, except for obviously extended sources
with very large ClassStat values. At the faint end (Y ≃ 20) the classifications are not so
decisive with few sources having Ps ≃ 0 or Ps ≃ 1. The depth of the UKIDSS LAS is such
that the surface density of stars and galaxies is comparable at the survey’s magnitude limit.
This is the most interesting regime for star–galaxy classification problems: as significantly
shallower or deeper surveys would be dominated by stars or galaxies, respectively, at their
magnitude limit, and so essentially all the poorly measured sources would be decisively
classified purely by the population prior.
However, very low star probabilities (Ps<∼ 0.1) are only reached when ClassStat
exceeds a certain threshold. In the region where star and galaxy populations merge (in
magnitude vs. ClassStat space; Y ≃ 19) a trend is apparent: large ClassStat values
result in low posterior star probabilities. However the reverse is not true: except for sources
with extremely low (cY < 0) or high (cY > 10) ClassStat values, a source’s star
probability does not reveal much about its ClassStat value. In the regions where stars
and galaxies are fairly well separated (Y ≃ 17 and Y ≃ 18), there is a good correspondence
between posterior star probability and ClassStat.
2.4.2.3 Comparison with SDSS Stripe 82 classifications
Figure 2.18 shows the posterior star probabilities from our model as a function of SDSS
concentration and r-band magnitude. The dotted line indicates the threshold concentration
value (0.145) for SDSS star / galaxy labels. Overall there is good agreement with most
sources with low Ps lying to the left of the line and sources with high Ps lying to the right.
For sources classified with great confidence by both classifiers [i.e. fairly bright, but
non-saturated sources (16<∼ r <∼ 21.5) with corresponding UKIDSS posterior star probabil-
ities above 0.9 or below 0.1 and SDSS concentration below 0.05 or above 0.2], we can
study those sources for which the two classifiers disagree. Figure 2.19 shows that most
such sources lie right between the star and galaxy loci.
We have visually checked the brighter sources (Y < 17.5) for which the classifiers dis-
agree. Most are either blended pairs of stars (usually in UKIDSS) or affected by diffraction
spikes (in either survey). These sources have been included in Figure 2.19 and their type is
indicated. Sources with large (>∼ 10) ClassStat values are all either extended sources,
blended binary stars, or sources the photometry of which is affected by a neighbouring
2.4 Results 56
−0.5 0.0 0.5 1.0 1.5 2.0 2.5
24
22
20
18
16
r−band concentration, cr
r
0.0
0.2
0.4
0.6
0.8
1.0
Figure 2.18: UKIDSS posterior star probabilities shown as a function of the measured
SDSS Stripe 82 concentration vs. r–band magnitude. Sources to the left / right of the
dotted line (with concentration = 0.145) are classified as stars/galaxies in SDSS.
bright source.
Figure 2.20 shows the ellipticities of the misclassified sources, as measured in UKIDSS.
In most cases the two measurements are consistent, but for five sources the estimated ellip-
ticities disagree strongly. Most of the binary stars undetected as such by UKIDSS lie in the
upper-right quadrant of the plot, indicating that UKIDSS indeed detected them as single,
extended objects. The five sources far off the diagonal (four with large Y -band elliptici-
ties, and one with a large J-band ellipticity) have contradictory data in the different bands.
Whether due to noise or inherent source properties, such data will confuse any classifier.
Their very confident classifications by our model is probably explained due to the very
large ellipticities in some of the bands.
Comparing our classifier and the UKIDSS pipeline to the Stripe 82 data, Figure 2.21
shows the mismatch rates of both classifiers, taking the SDSS r-band classifications as a
reference. To do this we have converted the posterior probabilities into class labels; an
object is labelled as a star if Ps ≥ 0.5, otherwise as a galaxy. We have limited the sources
to those with 16 < r < 20.5 so as to avoid saturated sources (r <∼ 16) and sources for which
the uncertainty of the SDSS labels is non-negligible (r >∼ 20.5). It is clear that our classifier
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Figure 2.19: The full sample of UKIDSS sources (grey points) with inconsistently classi-
fied sources highlighted (red). These are sources with 16 < average SDSS magnitude <
21.5 which have either Ps ≥ 0.9 and cSDSS ≥ 0.2 or Ps ≤ 0.1 and cSDSS ≤ 0.5. Most are
faint enough that some chance of incorrect classification is expected on statistical grounds;
an explanation for the brighter sources was sought via visual inspection, the results of
which are indicated.
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is more accurate than the UKIDSS pipeline classifier; even though the difference in perfor-
mance decreases for fainter magnitudes. For sources with 16.6 ≤ Y < 17.4 (i.e. Y ≃ 17),
our classifier achieves a mismatch rate of 0.0142 (with standard error 0.0013), compared
to 0.0314 (0.0020) for the UKIDSS pipeline. At the faint end (Y > 20), the mismatch
rates are 0.0593 (0.0050) (our classifier) and 0.0751 (0.0055) (UKIDSS pipeline). For all
sources with 16 < r < 20.5, the mismatch rate for the UKIDSS pipeline [0.0440 (0.0009)]
is more than double that of our classifier [0.0208 (0.0006)].
2.4.2.4 Value of our approach
The good performance of both the UKIDSS pipeline classifier and our method over the
entire sample is unsurprising, as most sources are detected with a sufficient signal–to–
noise ratio that they can be classified without effort. However it is often the case that the
most important sources scientifically are those close to any new survey’s detection limit
– these objects would not have been detected by shallower surveys in the same band(s)
and inevitably dominate the new discoveries from a given data-set. Hence the inclusion of
prior information in our classifier is most important for just these sources where it results
in significant numbers of more accurate classifications.
Our method provides realistic estimates of the classification uncertainties and allows
users, by setting constraints on the posterior classification probabilities Ps, to specify the
completeness (the fraction of target class sources that have actually been selected) and
contamination (the fraction of the selected sources which are not from the target class) of a
given selection before starting observations. Thus users can design the selection to suit the
survey’s aims.
A practical application of our method would be to look at the amount of telescope time
that would be required to follow-up a morphologically-selected sample of targets. If one
imagines a spectroscopic survey of faint stars, and one was to trust star–galaxy separators
such as the ones used by UKIDSS or SDSS versus selecting sources with Ps > 0.9 (say)
from our method, then a certain proportion of telescope time would be spent observing
compact / faint galaxies that were misclassified. While there will certainly also be misclas-
sified sources when selecting objects by basing the selection on Ps, their proportion can be
greatly reduced.
Obviously there is a trade-off between completeness and efficiency when performing
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Figure 2.21: Mismatch rates between the SDSS r-band class labels and labels based on
our classifier (red) and the UKIDSS pipeline (blue). Mismatch rates are shown both for all
sources (with 16 < r < 20.5; solid lines) and for those sources for which our classifier
outputs very definite classifications (Ps < 0.1 or Ps > 0.9; dashed lines). The magnitude
values on the horizontal axis are the mid-range values of the bins used to compute the rates.
Also shown are the standard errors of the mismatch rates.
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source selection. Higher efficiency comes at the cost of lower completness and the reverse
holds true as well. A good star–galaxy separator should allow end-users to set the level of
completeness (respectively efficiency) they require. As we shall see, our method provides
this flexibility, whereas the UKIDSS pipeline based approaches do not.
Table 2.4 lists, for different fluxes, both completeness and efficiency (the fraction of the
selected sources which are actually of the target class) for different methods of selecting
faint stars, namely selecting sources with Ps > 0.9, Ps > 0.8, Ps > 0.7, Ps > 0.6 or Ps >
0.5, using the UKIDSS pipeline single-band or merged class labels, or selecting sources for
which the UKIDSS pipeline posterior star probability exceeds 0.9. The magnitude bins are
the same ones that we have used throughout this chapter (e.g. in Figure 2.21). We note that,
irrespective of which method is used, both completeness and efficiency are much higher
at the bright regime (Y ≃ 17) than at the faint regime (Y ≃ 20). We can also note the
following:
- For Y ≃ 17 and Y ≃ 18, our method (whichever of Ps > 0.5 ,Ps > 0.6, Ps > 0.7,
Ps > 0.8 or Ps > 0.9 is used) achieves significantly higher completeness compared
to the UKIDSS pipeline based star selection strategies, while achieving similar effi-
ciency.
- For Y ≃ 19 our method with Ps > 0.8 and Ps > 0.7 still achieves higher complete-
ness than the UKIDSS pipeline methods, while still having similar efficiency.
However the key point to note is that our method gives users the flexibility of choos-
ing the threshold on Ps that they need for their purposes, whereas the UKIDSS pipeline
approaches do not have this flexibility and source selection cannot be targeted to meet spe-
cific criteria. By choosing a threshold on Ps, users of our method can effectively set the
limits on completeness and efficiency that they wish to achieve. For example, if a user
wishes to extract a set of stars with brightness satisfying Y ≃ 20, and if the user wishes the
sample to be as little contaminated by galaxies as possible, he or she can set a high thresh-
old on Ps, e.g. Ps > 0.9. While the completeness for that sample will be very low (0.200)
when compared to UKIDSS pipeline based methods (completness > 0.6), the correspond-
ing efficiency is significantly higher (0.868 compared to efficiency< 0.8). This is a realistic
example in the sense that if a sample of sources is selected for follow-up observations, then
often resources (telescope time) are limited, and completeness is not important. However
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it is desirable that as many sources that are followed up are of the type under investigation,
as otherwise valuable telescope time will be wasted. In this case, with our method, it is
possible to set a low completeness on purpose, so as to achieve higher efficiency.
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Table 2.4: Completeness (comp.) and efficiency (eff.) estimates for different selection methods at different fluxes. 95% confidence
intervals are given in brackets below the estimates. The SDSS Stripe 82 r–band class labels have been taken as reference.
16.6 < Y < 17.4 17.6 < Y < 18.4 18.6 < Y < 19.4 19.6 < Y < 20.4
comp. eff. comp. eff. comp. eff. comp. eff.
our method with Ps > 0.9
0.982 0.996 0.965 0.993 0.766 0.973 0.200 0.868
(0.979,0.986) (0.995,0.998) (0.961,0.969) (0.991,0.995) (0.758,0.773) (0.970,0.976) (0.192,0.208) (0.854,0.882)
our method with Ps > 0.8
0.983 0.996 0.971 0.993 0.835 0.970 0.395 0.852
(0.980,0.986) (0.995,0.998) (0.967,0.974) (0.991,0.994) (0.828,0.841) (0.967,0.973) (0.385,0.405) (0.841,0.862)
our method with Ps > 0.7
0.984 0.996 0.975 0.992 0.870 0.967 0.538 0.832
(0.981,0.987) (0.994,0.997) (0.971,0.978) (0.991,0.994) (0.864,0.877) (0.964,0.971) (0.527,0.548) (0.822,0.841)
our method with Ps > 0.6
0.985 0.996 0.977 0.992 0.894 0.964 0.645 0.806
(0.982,0.987) (0.995,0.997) (0.974,0.980) (0.991,0.994) (0.888,0.899) (0.960,0.967) (0.635,0.654) (0.798,0.815)
our method with Ps > 0.5
0.985 0.996 0.979 0.992 0.909 0.959 0.726 0.781
(0.982,0.988) (0.995,0.997) (0.976,0.982) (0.990,0.994) (0.904,0.915) (0.956,0.963) (0.717,0.735) (0.773,0.790)
UKIDSS Y –band class label = star 0.954 0.997 0.900 0.993 0.794 0.945 0.675 0.652
(0.949,0.959) (0.996,0.998) (0.894,0.906) (0.991,0.994) (0.787,0.801) (0.941,0.949) (0.666,0.685) (0.643,0.661)
UKIDSS merged class label = star 0.964 0.997 0.922 0.993 0.782 0.972 0.626 0.799
(0.959,0.968) (0.996,0.998) (0.917,0.928) (0.992,0.995) (0.775,0.790) (0.968,0.975) (0.616,0.636) (0.790,0.809)
UKIDSS pipeline star probability > 0.9 0.963 0.997 0.921 0.994 0.782 0.972 0.626 0.799
(0.959,0.968) (0.996,0.998) (0.916,0.927) (0.992,0.995) (0.775,0.789) (0.968,0.975) (0.616,0.636) (0.790,0.809)
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2.5 Conclusion
We have developed a Bayesian (in the sense defined in Section 2.2.2) formalism for star–
galaxy classification in optical and / or NIR surveys that combines the morphological prop-
erties of an object (as measured in multiple passbands) with prior knowledge of the star and
galaxy populations. A fully Bayesian approach must also include colour information for
self-consistency; but, given the aim of combining morphological information correctly, a
number of approximations were developed to maximise the influence of the morphological
information.
We have demonstrated our method on data from the UKIDSS LAS, combining mor-
phology statistics measured in the Y , J , H and K bands (or whatever subset of these a
source was detected in). The specific morphology statistic used, ClassStat (Irwin et al.,
in preparation), represents a powerful means of data compression from the full image, and
contains almost all the useful information for the faint sources (which are the main motiva-
tion for the development of sophisticated star–galaxy classification techniques). However,
the existing UKIDSS data products include only heuristic combinations of the band-specific
classifications, and the application of the method developed here makes it possible to ex-
tract all the useful UKIDSS information on a source’s morphology in as self-consistent a
manner as is possible without using colour information as well. In particular, the use of
prior information avoids the overly-confident classification of faint sources, for which the
available measurements contain little morphological information.
We summarise some of the key features of our classifier below:
- posterior class membership probabilities: astronomers can select themselves the
thresholds to set on these probabilities to assign class labels, or to decide which
sources are to be rejected as ambiguous, respectively flagged for further study; this
essentially allows astronomers to set the levels of contamination and completeness
required for their specific needs
- through the use of Bayes’ theorem, prior information can be fed into the model
- probabilitistic, parametric model: the classification of any object can be easily in-
terpreted; the model is also less prone to overfitting than unparametric, purely data-
driven models
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- morphological classification: class labels are unresolved (primarily stars) and re-
solved sources (primarily galaxies)
- based on the ClassStat statistic (Irwin et al., in preparation), which very effi-
ciently describes the shape of an object
- ability to produce single- and multi-band classifications
- sources can be classified independently of the number of bands they have been de-
tected in
Our test sample of UKIDSS LAS sources was chosen to lie in the multiply-scanned
SDSS Stripe 82 region, giving us independent and almost totally reliable classifications of
all our sources. (This is a rare situation outside simulations, and an opportunity that could
be used for a number of similar testing schemes.) Converting the posterior probabilities
into class labels, our classifier achieves an error rate of 0.059 at the UKIDSS detection
limit, compared to 0.075 for the UKIDSS pipeline. For all non-saturated sources, the error
rate for our model lies at 0.021, compared to 0.044 for the UKIDSS pipeline.
The Bayesian model used to separate stars and galaxies described here can be very eas-
ily applied to other surveys with similar statistics measuring the extendedness of sources.
The multiple advantages of such a classifier (posterior probabilities, use of prior knowledge,
rigorous computation of multi-band classifications, ability to cope with missing detections)
and its good performance exhibited for the UKIDSS data provide a strong argument in
favour of a wider use of this methodology. In particular the use of our method can improve
the efficiency of telescope time.
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Chapter 3
Anomaly Detection
3.1 Introduction
We want to develop an anomaly detection method which is fast enough to work with large,
high-dimensional data, which can handle missing values and which allows a direct com-
parison of objects with different sets of observed variables. Below we describe our motiva-
tions.
3.1.1 Problem description and motivation
As we have remarked in Appendix C, depending on the purpose of a given astronomical
survey, it can be designed to record flux in Gamma-ray, X-ray, ultraviolet, optical, infrared,
microwave or radio passbands. The number of completed or ongoing surveys is very large,
and the surveys differ widely in regions of the sky that are mapped, the filter passbands
used, the detection limits (survey depth) etc. This is due to different scientific aims of
the different surveys and, maybe more fundamentally, technological limitations. But many
surveys overlap, i.e. a given source can be observed in different surveys, depending on
which region in the sky it lies in, how bright it is and in which parts of the light spectrum it
radiates.
This overlap can be exploited by Virtual Observatories (VO), which, as described in
Appendix C, are simply collections of surveys (with dedicated web access). The surveys
within a VO can be cross-matched: using the objects’ coordinates on the sky, typically
given in right ascension, ra, and declination, dec, identical sources in multiple surveys can
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be identified (i.e. matched) and their data aggregated.
In particular, in this work, using cross-matched survey data, we want to detect astro-
nomical objects with strange physical properties. Finding such objects (and then studying
them more closely with follow-up observations) is one of the main aims of astronomical
surveys. As such sources (e.g. quasars, brown dwarfs,. . . , but also potentially unknown
types of objects) are typically rare, the task of finding them can be framed as an anomaly
detection problem.
For detecting interesting unusual objects, automatic outlier detection methods are only
the first step, to be followed by human examination. In the case of astronomy, anomaly
detection methods can be used to select a set of candidate objects, with potentially highly
unusual measured properties, for which detailed follow-up observations will be made.
Different methods are effective for detecting different kinds of anomalies in different
situations, and it would be naive to expect a single method always to be best. Our approach
is intended to be complementary to other methods, with properties described in the sections
below.
As stated above, our aim is to detect anomalies in data from cross-matched digital sky
surveys. There are several challenges that need to be addressed.
Surveys in themselves can be large and high-dimensional (thousands to hundreds of
millions of objects; a handful to hundreds of variables). Hence a database compiled by
cross-matching surveys from a VO can be large and high-dimensional. While the gain of in-
formation about source populations achieved by cross-matching surveys is highly desirable,
the resulting, potentially massive, datasets can pose various computational and method-
ological problems (e.g. sparsity of high-dimensional feature spaces, feasibility problems of
algorithms scaling non-linearly with sample size and / or the number of variables, etc.).
Another property of cross-matched catalogues is that they contain many missing val-
ues. Different objects will be observed in different surveys: a given object might have
been observed in surveys A, B and C, but not in surveys D and E, while another source is
observed in C and E but not A, B and D. Further, within each survey there can be missing
values as the different bands have different sensitivities and thus not all bands will detect a
faint source. However there is a certain structure in the missing detections: if an object is
detected in a given survey, it will usually have detections in all bands in that survey (an ex-
ception being faint objects near the survey bands’ detection limits), whereas it will have all
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detections missing for a survey in which it has not been observed. This non–completely–
at–random missing values structure can be exploited to ease certain methodological and
computational issues.
The method we propose below essentially reduces the problem of working in a high-
dimensional space to working in many lower-dimensional subspaces. While the reasons
for taking this approach are given by the problem above, the specific reasons for working
in lower-dimensional data subspaces are four-fold:
- Data in high-dimensional spaces are sparse (Aggarwal et al., 2001). A first con-
sequence of this fact is that the local density around every object is low. Since
anomalies are typically defined as objects that lie in low-density regions of the data-
space, the very concept of an anomaly makes less sense in higher dimensions. A
second consequence is that the notion of distance becomes less meaningful in high-
dimensional spaces. Beyer et al. (1999) show that the discrimination between the
nearest and furthest neighbour of any given point becomes poor in high-dimensional
datasets. This particularly affects nearest neighbour based anomaly detection tech-
niques as they rely on finding the k nearest neighbours of a given object.
- Unless there is a relationship between all the variables in a dataset, anomalies are ap-
parent in subspaces of the data. The more variables there are, the more complex such
a relationship will be. Also, the more variables are collected, the higher the chances
of some being independent of each other. For these two reasons, we think, such a
complex relationship is increasingly unlikely as the dimensionality increases. Fig-
ures 3.1 and 3.2 illustrate two- and three-dimensional settings that produce anomalies
only apparent when all two, respectively three, dimensions are considered jointly.
The data from Figure 3.2 will be described in detail in Section 3.1.2 and analysed in
Section 3.4.2.
- Anomalies can be anomalous in only a subset of variables (a point also illustrated, in
a three-dimensional setting, by Figure 3.2, with three anomalies being anomalous in
only two of three variables, and two anomalies being outlying in one variable only).
In a full-dimensional approach the combined anomaly scores of such objects will be
less extreme because of the contributions from the variables they are not anomalous
in, and thus these anomalies can go undetected. For example, in a 100-dimensional
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data space, suppose there is an object which is anomalous in three variables only.
When the anomaly score is computed, the three exceptional contributions are aver-
aged out by the other ninety-seven. Computing anomaly scores in lower-dimensional
subspaces can provide a way to overcome this masking effect from irrelevant at-
tributes.
- A lower-dimensional approach will allow us to deal efficiently and rigorously with
missing values: as we can restrict ourselves to the variables in which a particular
object has been observed in, there will be no need for imputing missing data, nor will
there be information lost due to discarding objects with missing values.
- For high-dimensional data, it can be difficult to see why a given source has been
declared anomalous by a full-dimensional method. A lower-dimensional method can
make this interpretation easier.
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Figure 3.1: Simple examples of anomalies (red circles); in graphs (a) and (b) there is a
relationship between x1 and x2 and we can only spot the anomaly by looking at the two-
dimensional space, in graph (c) there is no such relationship and we can spot the anomaly
by considering x2 alone. [Of course, in graphs (a) and (b), the anomalies can be detected in
one-dimensional subspaces after a rotation of the original set of variables. We will discuss
this further in Section 3.3.1.]
3.1.2 Motivating example
We have explained our motivations to develop a subspace-based anomaly detection method
above. To illustrate our ideas further, we present a short example.
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Suppose we have a set of n = 506, three-dimensional data samples (of which 6 are
anomalies). Suppose the non-anomalous data consist of two populations, one lying on a
sphere (subject to additional noise) with radius 1 and centre (1.5, 1.5, 1.5), and the other
lying on a cylinder (again subject to additional noise) with radius 1, height 2 and centred at
the origin (0, 0, 0). More precisely, let X1,i, X2,i, X3,i be the random variables correspond-
ing to the coordinates of data point i, i = 1, . . . , n. Then
X1,i =
{
1.5 + cos(θ1,i) sin(θ2,i) + ǫ1,i
cos(θ1,i) + ǫ1,i
if i = 1, . . . , 250
if i = 251, . . . , 500
X2,i =
{
1.5 + sin(θ1,i) sin(θ2,i) + ǫ2,i
sin(θ1,i) + ǫ2,i
if i = 1, . . . , 250
if i = 251, . . . , 500
X3,i =
{
1.5 + cos(θ1,i) + ǫ3,i
ηi + ǫ3,i
if i = 1, . . . , 250
if i = 251, . . . , 500
where θ1,i ∼ U[0,2pi], θ2,i ∼ U[0,pi], ǫ1,i, ǫ2,i, ǫ3,i ∼ N (0, 0.05), independently for i =
1, . . . , 500 and ηi ∼ U[−1,1], independently for i = 251, . . . , 500 and where U[a,b] is the
uniform distribution on the interval [a.b].
In addition, there are some missing values: for j = 1, 2, 3, i = 1, . . . , 500, Xj,i = NA
with probability 0.1, where NA refers to a missing value.
The six anomalies are given by o1 = (1.5, 1.5, 1.5), o2 = (0, 0, 0), o3 = (0, 1.5,NA),
o4 = (1.5, 0, 1.5), o5 = (3.5, 0,NA) and o6 = (0, 4, 0).
The dataset described above is shown on Figure 3.2. For each graph, only objects with
no missing values in any of the plotted coordinates are shown.
Note that o1 (in red on Figure 3.2), the centre of the sphere on which the first group of
non-anomalous objects are lying, is only seen to be anomalous when considering all three
data variables together. o2, o3 and o4 (in green on Figure 3.2) are seen to be anomalous
when we are considering at least two of the data variables simultaneously. Finally, o5 and
o6 (in blue on Figure 3.2) have extreme values in one of the data variables, and so we do
not need to consider more than one data variable at a time to declare them as anomalous.
Due to the presence of missing values, it would be non-trivial to check the dataset we
have just described for anomalies. At the very least we would need to impute the missing
values before running an existing anomaly detection technique. However, as we have noted
in the paragraph above, all anomalies but o1 can be detected in lower-dimensional subsets
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Figure 3.2: Two- and one-dimensional plots of the dataset that we will use as a motivating
example. There are two groups of ordinary objects: a first group lying (subject to additional
noise) on a sphere with radius 1 and centre (1.5, 1.5, 1.5) and those lying (again subject to
additional noise) on a cylinder with radius 1, height 2 and centre at the origin (0, 0, 0).
There are three types of anomalies: those that can be discerned in either one- (blue di-
manonds), two- (green circles) or three-dimensional (red triangle) subsets of the original
data variables. Note that the three-dimensional anomaly (red triangle) is overprinted by a
two-dimensional anomaly (green circle) on some of the graphs.
of the original data variable.
The motivation for our method is to exploit the fact that many anomalies are apparent as
such in lower-dimensional subspaces, while getting around the problem posed by potential
missing values and the sparsity of high-dimensional spaces.
We should also note potential limitations of the method we are proposing: anomaly o1
will not be detected unless we consider all three data variables. While we could consider all
possible subsets (of all possible dimensionalities) of the data variables, if the dataset is high-
dimensional, this will be computationally prohibitive. Also none of the six anomalies in
Figure 3.2 is seen to be anomalous in the x1 vs. x3 subspace. So, given the dimensionality
of the subspaces we want to check for anomalies, it is not enough to pick just one such
subset at random: we will have to work through all (or at least a large number) of such
subsets to be sure to find all anomalies apparent in that dimensionality.
Chapter 3. Anomaly Detection 71
3.2 Anomaly detection: a review of existing methods
As we have laid out in the introduction above, we wish to identify anomalies in cross-
matched astronomical datasets. Anomalies are sometimes called outliers or novelties.
Though they are often ignored, there are subtle differences between these three terms. An
outlier is a data point for which the measured values lie outside the range of most other
objects in the dataset. This could be due to an error during the measurement process, or
due to large tails of the underlying data distribution, so that the physical object is in fact
not anomalous at all. The term anomaly implies that the object is physically different from
most other objects and so its measured properties should reflect this. Finally a novelty is
a previously unobserved pattern in a dataset. Novelties can represent new kinds of data
points, which could become common in the dataset as it keeps building up, and so are of-
ten assimilated into the normal model (cf. Chandola et al. 2006 for the distinction between
novelties and anomalies). However, these three terms, especially outlier and anomaly, are
often used interchangeably and we will do so for the rest of this chapter.
In Chapter 2 we have described a method for classifying astronomical sources into
stars and galaxies. We could use this classifier to identify anomalies. Wolf et al. (2001a),
for example, declare sources with low marginal star, galaxy and quasar densities as strange
objects, i.e. anomalies. Miller and Browning (2003) use their semi-supervised clustering
method to discover new classes of objects, which, potentially, can be used to discover
anomalies. However such a strategy suffers from the fact that it has not been optimised
specifically for anomaly detection and that it depends heavily on which object classes are
modelled by the classifier (stars and galaxies for our method, stars, galaxies and quasars
for Wolf et al. 2001a). Also we would be restricted to using the same set of variables for
detecting anomalies as for classifying objects. For example, if we wish to use surveys with
different morphology statistics as UKIDSS, or if we wish to use colour variables rather
than magnitudes, we cannot use our star–galaxy model.
In Section 3.2.1 we will outline broad categories of different anomaly detection ap-
proaches. In Section 3.2.2 we focus on nearest neighbour based techniques and in Sec-
tion 3.2.3 we review methods that work in lower-dimensional subspaces to detect anoma-
lies in high-dimensional datasets. Finally, in Section 3.2.4 we describe astronomy-specific
outlier detection methods.
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3.2.1 General review of anomaly detection methods
Anomaly detection is concerned with finding “observations which appear to be inconsis-
tent with the remainder of that set of data” (Barnett and Lewis, 1994). More specifically an
anomaly can be defined as “an observation which deviates so much from other observations
as to arouse suspicions that it was generated by a different mechanism” (Hawkins, 1980).
Historically the aim was to remove such datapoints from datasets as they can severely im-
pact statistical analysis. While rare, anomalies can, however, represent critical events or
important objects and thus they can be the main focus of statistical analysis. The range of
applications is wide: for example in credit card fraud detection an anomaly translates to
the fraudulent use of a credit card (e.g. Bolton and Hand 2001); in medical applications,
an anomalous mammographic image can identify a malignant tumor (e.g. Tarassenko et al.
1995); in network intrusion detection, outlier detection methods can help to identify unau-
thorised information retrieval from a network (e.g. Chandola et al. 2006). Due to this wide
range of applications, and the considerable differences in datasets used in the different
domains, there is a wide range of different methods that have been developed to detect
anomalies.
There are several published reviews of anomaly detection techniques: Chandola et al.
(2009), Hodge and Austin (2004), Markou and Singh (2003a) and Markou and Singh
(2003b). Chandola et al. (2009) group anomaly detection techniques into six broad cat-
egories: classification based, clustering based, nearest neighbour based, statistical, infor-
mation theoretic and spectral techniques.
As we have already argued above, classification and clustering based techniques detect
anomalies as a by-product of the classification / clustering task and are therefore not directly
optimised to detecting outliers. Parametric statistical techniques rely on distributional as-
sumptions, which for high-dimensional data will be difficult to formulate. Non-parametric
statistical techniques can overcome this limitation, but they rely on estimating the den-
sity of normal sources, which again becomes increasingly difficult as the dimensionality
increases. Further, for many applications, including detecting anomalies in astronomical
datasets, normal sources are not known a-priori, and so the performance of such methods
can be impacted by the presence of the very anomalies they try to detect. Information theo-
retic techniques aim to find a minimal subset of data points that, when removed, maximally
reduce a complexity measure of the dataset. Such techniques, beside high computational
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costs, are unable to assign anomaly scores to objects.
The techniques most relevant to our approach are nearest neighbour based techniques,
which aim to estimate the local density around objects, and spectral techniques, which aim
to reduce the dimensionality of the dataset and to detect anomalies in the resulting lower-
dimensional space.
3.2.2 Nearest neighbour based methods
Knorr et al. (2000) introduce distance-based (DB) outliers. They define an anomaly to be
an object from which, given a dataset of fixed size, more than a pre-defined fraction p of
sources lie at a greater distance than a pre-defined distance r. An equivalent formulation
is to define an object as outlying if there are less than a pre-defined number k of objects
within a pre-defined radius r of the source. In other word we can fix a number k of nearest
neighbours and if the distance to the kth nearest neighbour is larger than a given distance
r, the object is flagged as anomalous. Extending this approach to compute anomaly scores,
we can use the inverse of the number of neighbours within a chosen radius of an object as
anomaly score or, perhaps, to avoid this score being undefined if there are no neighbours
within the given radius, we can use the inverse of 1 + ki,r, where ki,r is the number of
objects within radius r of object i, as the anomaly score for the ith object. This score can
be interpreted as a measure of the local density around object i.
At this point it is worth noting that the k nearest neighbours of an object i can either
include or exclude the point itself. If the point itself is not included in the set of k nearest
neighbours, then the above anomaly score (the inverse of the number of points within a
radius r) can be infinite if there are no points within distance r of the object. To avoid such
problems, we will take the k nearest neighbours, respectively the number of points within
a given distance, of an object to include the object itself.
The DB outlier detection technique is not well suited to detect anomalies in datasets
for which objects are grouped together in clusters of different densities (cf. the criticism
in Breunig et al. 2000). For this reason, Breunig et al. (2000) develop an anomaly score
designed to be able to handle data with varying density, the Local Outlier Factor (LOF). We
will explain LOF in detail below, but, to summarise it briefly, the LOF score is essentially
the average, over all k nearest neighbours, of the ratios between the average distance of an
object to its k nearest neighbours and the average distance of one of its k nearest neighbours
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to its k nearest neighbours (but there is also some smoothing for small distances).
Let Nk(i) be the set of the k nearest neighbours of object i and let rk,i be the distance
of i to its kth nearest neighbour. Breunig et al. (2000) define the reachability-distance of
an object i with respect to an object j, rdk(i, j) = max[rk,j, d(i, j)], where d(i, j) is the
distance from object i to object j. They then define the local reachability density of an
object i, lrdk(i):
lrdk(i) =

1
k
∑
j∈Nk(i)
rdk(i, j)


−1
.
Finally the local outlier factor of object i is defined to be
LOFk(i) =
1
k
∑
j∈Nk(i) lrdk(j)
lrdk(i)
=
1
k
∑
j∈Nk(i)
(∑
s∈Nk(i) rdk(i, s)∑
s∈Nk(j) rdk(j, s)
)
.
Connectivity-based Outlier Factor (COF; Tang et al. 2001) improves on LOF by com-
puting the neighbourhood set of a given object in an incremental fashion. While this im-
proves LOF, it is also much more computationally intensive and has only been shown to
outperform LOF on contrived datasets (such as straight lines). Since LOF is much more
widely used and studied than COF, we have used LOF with our method for this work.
Local Density Factor (LDF; Latecki et al. 2007) is very similar to LOF, but uses kernel
density functions to compute density estimates. Also using reachability-distances, they
define the local density estimate at object i:
ldek(i) =
1
k
∑
j∈Nk(i)
1
hNx|Σˆj|1/2
K
[
rdk(j, i)
h
]
,
where Nx is the number of data attributes, K(.) is a kernel function, Σˆj is the covariance
matrix estimated on the k data points in Nk(j) and h > 0 is the bandwidth parameter
chosen for the kernel K(.). The authors of LDF use a multivariate normal kernel with
zero means vector and identity covariance matrix. The above local density estimate then
becomes
ldek(i) =
1
k
∑
j∈Nk(i)
1
(2π)Nx/2hNx|Σˆj|1/2
exp
[
−rdk(j, i)
2
2h2
]
.
Finally the Local Density Factor (LDF) of object i is defined in an almost identical fashion
to how LOF was defined. However, a scaling factor is introduced to avoid very large or
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infinite LDF values in cases where ldek(i) is very small or zero:
LDFk(i) =
1
k
∑
j∈Nk(i) ldek(j)
ldek(i) + 0.1
1
k
∑
j∈Nk(i) ldek(j)
These normalised LDF scores lie between 0 and 1/0.1 = 10. The authors of LDF also
recommend using Mahalanobis distances to compute the reachability distances rather than
Euclidean distances. We have found this to perform very poorly for anomaly detection
purposes, compared to using LDF with Euclidean distances.
LDF can outperform LOF, but does so at the cost of an extra parameter: in addition
to the number of nearest neighbours (also used by LOF and COF), the bandwidth used
with the kernel functions needs to be specified. In practice, it can prove difficult to set
this parameter. Also, irrespective of the distance measure used, due to the presence of the
|Σˆj|1/2 term, the performance of LDF will degrade rapidly as Nx increases for fixed k. For
these two reasons (though mainly because of the former, since getting a good estimate Σˆj
in a low-dimensional setting is usually not a problem), we have preferred to use LOF with
our algorithm.
Local Correlation Integral (LOCI; Papadimitriou et al. 2003) improves on LOF by com-
puting radius-dependent anomaly scores [referred to as multi-granularity deviation factors
(MDEF)] for all objects for various radii. If, for any object, its MDEF at any radius ex-
ceeds three times the standard deviation of the MDEF at that radius, the object is flagged
as an anomaly. LOCI thus produces binary anomaly / non-anomaly labels. Theoretically,
for any object, the MDEF scores at the various radii could be combined (e.g. by averaging,
selecting the largest, . . . ) to produce anomaly scores. How best to combine the various
MDEF scores for each object is, however, not clear and therefore we have used LOF with
our method. Also, the exact LOCI algorithm is too slow to be applicable to medium or
large datasets.
While not a nearest neighbour approach, the method described in Kriegel et al. (2008)
does, however, compute anomaly scores and involves only the data, without any distribu-
tional assumptions and without modelling the behaviour of the normal points. This ap-
proach, called Angle-Based Outlier Detection (ABOD), computes, for a given object, the
variance of the weighted angles between the difference vectors of the point to any other
two points in the dataset. The underlying assumption is that for objects within a cluster,
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these angles differ widely, resulting in a large variance, whereas for outliers the angles do
not vary much. The complexity of this approach is cubic in sample size and even a faster,
nearest neighbour based version, called fastABOD, has worse complexity than the brute-
force LOF algorithm since it is quadratic in the number k of nearest neighbours. Further,
ABOD and fastABOD are not applicable to datasets with missing values.
LOF, COF, LDF and LOCI are sometimes called density-based anomaly detection
methods. DB, LOF, COF, LDF, LOCI and fastABOD compute distances between objects
in order to compute anomaly scores. As distances between objects with missing values are
not well-defined, these methods cannot be used (at least without modification) on data with
missing values. ABOD and fastABOD also compute scalar products between difference
vectors, which, again, requires data with no missing values.
Other authors have independently developed anomaly detection methods along similar
lines [e.g. the Peaker algorithm of Zhang and Hand (2006)].
3.2.3 Subspace methods for anomaly detection
Most spectral techniques discussed in Chandola et al. (2009) reduce the dimensionality of
datasets by using principal component analysis (PCA, Jolliffe 2002). PCA projects the data
onto directions of decreasing variance so that the first principal component corresponds to
the direction of maximum variance. However, PCA cannot be performed if the data contain
missing values. As we wish to analyse datasets containing missing values, PCA based
techniques are not applicable.
There have been attempts to perform anomaly detection in lower dimensional subspaces
of the data without using PCA. One such approach (Seidl et al., 2009) is based on subspace
clustering to look for anomalies in subspaces of the data. The authors use the subspace
clustering technique described in Assent et al. (2007). However, this approach suffers from
the usual drawbacks of clustering based techniques (not optimised for outlier detection,
sensitive to the definition and the number of clusters, . . . ) and, at present, is unable to
accommodate data with missing values.
The method of projection pursuit (Friedman and Tukey, 1974; Huber, 1985) is a general
tool for detecting potentially interesting unusual structures in data, which can be used for
anomaly detection. This method aims to find the most ‘interesting’ projections of the data.
This technique cannot work directly on data with missing values.
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Lazarevic and Kumar (2005) select a random number of subspaces of random dimen-
sionality and compute LOF scores for all objects in these subspaces. An overall anomaly
score is obtained by combining the ranks of the objects’ LOF scores in the different sub-
spaces, or alternatively, but summing all anomaly scores for all objects. The random selec-
tion of subspaces means that some anomalies can go undetected. Also the two proposed
anomaly score combination procedures are not suited for data with missing values.
Kriegel et al. (2009) aim to detect anomalies in axis-parallel subspaces of the data. For
each object, they define a reference set of points that will be used to assess its outlierness.
This outlierness is then assessed in the subspace consisting of the data variables in which
the reference set objects exhibit lowest variance. An object’s anomaly score is then the
normalised distance to the subspace hyperplane of its reference set. This technique is highly
reliant on the choice of reference objects, especially if an object is anomalous in more than
one given subspace. Also, at present this technique is not able to handle data with missing
values.
Aggarwal and Yu (2005) discretise features into φ bins with each bin covering an equal
number of objects. The authors the fix a dimensionality 1 ≤ D ≤ Nx and aim to find the
most sparse D-dimensional cubes among the
(
Nx
D
)
φD cubes given by the grid defined on the
data variables. To this end they compute a sparsity score for each cube and then all objects
in cubes with sparsity scores below a fixed threshold are flagged as anomalous. The authors
also propose an efficient search strategy which avoids having to compute sparsity scores for
all possible cubes. This method computes binary anomaly / non-anomaly labels rather than
anomaly scores, which makes it difficult to compare anomaly candidates. Also the method
is not flexible enough for noisy datasets where some of the most extreme anomalies can
be due to noise or errors in the measurement process whereas physical anomalies might
be less extreme. This method can, however, be applied to datasets with missing values as
for each object we only need to consider the subspaces in which it has been observed. In
practice we have found this approach to be very sensitive to the choice of the parameters φ
and D: even low choices of φ and D can result in mostly empty cubes for moderately large
datasets with moderate number of dimensions. When this happens, the method is no longer
able to detect any anomalies at all, which severely limits the applicability of this approach.
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3.2.4 Anomaly detection in astronomy
To find anomalies in a astronomical datasets, object-specific search strategies are usually
adopted, e.g. searching for high redshift quasars (Mortlock et al., 2011) or finding outlying
light curves of periodic variable stars (Rebbapragada et al., 2009).
Another common approach, which we have already mentioned above, consists in find-
ing outliers as a by-product of object classification (Wolf et al., 2001a; Miller and Browning,
2003).
There have been more general outlier detection approaches, however. Dutta et al. (2007)
describe the outlier detection method of the data mining system Distributed Exploration of
Massive Astronomy Catalogs (DEMACS). As the name suggests this is an anomaly de-
tection method tailored to the need of virtual observatories where datasets from different
surveys can be located at different sites. It is a PCA based approach and defines anoma-
lies as the objects for which the projections onto the last principal component deviate most
(i.e. the objects with largest residuals, given the overall correlation structure of the dataset).
Mahule et al. (2010) take a similar approach: they also describe an anomaly detection
method for distributed astronomical datasets and their method is also PCA based. They
take however a slightly different view than Dutta et al. (2007) and restrict the search for
anomalies to the top few principal components.
3.3 Combining Anomaly Scores from Observed Subspaces (CASOS)
In this section we will outline the anomaly detection approach that we propose for use on
large, high-dimensional datasets with real-valued features (with or without missing data).
We will call this approach “CASOS”, an abbreviation for “Combining Anomaly Scores
from Observed Subspaces”.
The various reasons that led to this novel approach, as well as other properties which we
feel make this anomaly detection method a valuable new tool will be detailed in Section 3.4.
3.3.1 CASOS
The proposed method to address the anomaly detection problem in datasets obtained by
cross-matching astronomical surveys can be summarised in a few easy steps. Our main
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idea consists in looking for anomalies not over the full-dimensional datasets, but in lower-
dimensional subspaces of the data. While we could consider any lower-dimensional pro-
jection of the data, this would complicate our task even further. Indeed, as we expect the
data we will work with to have missing values, computing projections that do not result in
even more missing values is a challenge on its own. And, even if we knew how to do this,
then we would still have to find a set of projections that is ‘best’ for detecting anomalies
(but see Aggarwal and Yu 2005). In particular if there are different types of anomalies,
such a ‘best’ set of subspaces might not exist. For these two reasons we will limit ourselves
to the subspaces that are given by subsets of the original data variables.
Our approach is summarised by Algorithm 1, but let us first define some notation:
n - the number of objects (rows) in the dataset
Nx - the number of variables (columns) of the dataset
D - the maximum dimensionality of the subspaces (1 ≤ D ≤ Nx)
AS - anomaly score (we assume the more anomalous an object is, the higher its AS)
MV - missing value
Algorithm 1 Proposed approach; if only D-dimensional subspaces are of interest, then the
loop on i needs only to run once for i = D and only one AS vector is output.
1. for i in 1 : D
2. for j in 1 :
(
Nx
i
)
3. compute ASs for objects with no MVs in jth
i-dimensional subspace
4. store the AS vector for this subspace
5. end for j
6. combine the AS vectors for all i-dimensional subspaces
7. end for i
8. output D AS vectors or D lists of anomaly candidates
Our method is not a novel AS computation algorithm, but attempts to use an AS cal-
culator designed for low-dimensional data on high-dimensional data whilst avoiding the
curse of dimensionality. In practice, any AS computation algorithm can be used with our
approach. For this work we have used the Local Outlier Factor (LOF; Breunig et al. 2000).
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3.3.2 Combination functions and required properties
The key step in our approach is step 6 in Algorithm 1 above. It is by – sensibly – combining,
for each object, the ASs of the subspaces the object has been observed in, that we can
directly compare the anomalousness of objects with different sets of observed variables.
While one could use any function to combine the different ASs, there are a few obvious
choices, such as averaging the observed ASs. As we have stated, our key aim is to be able
to directly compare the resulting combined ASs of different objects – regardless of which
variables these objects have been observed in. Not all candidate combination functions
that come to mind will allow us to do this. If one were to, say, sum all the ASs from the
observed subspaces for each object, then objects with many observed variables are more
likely to have higher ASs than objects with few observed variables and objects are not
directly comparable. Hence we need to impose restrictions on what constitutes a valid
combination function.
We will use the following notation:
ND =
(
Nx
D
)
, the number of distinct subspaces of dimension D in an Nx-dimensional
dataset
X = (ASi,j) 1≤i≤n
1≤j≤ND
, a matrix of ASs, with ASij ∈ R ∪ {NA}, Xi the ith row of X
G = {X |X an n×ND AS matrix}, the set of all n×ND AS matrices
We define a combination function to be a function ρ : G → (R ∪ {NA})n which satis-
fies Properties 1 and 2 below. If, in addition, a combination function satisfies Properties 3-5
below, it is termed well-behaved. Let ρi(X) be the combined AS of the ith sample in X .
Property 1
Putting objects with different numbers of missing values on the same scale.
Let x0 ∈ R be a constant.
Let G0 = {X ∈ G | ∀i ∈ {1, . . . , n}, ∀j ∈ {1, . . . , ND}, Xi,j ∈ {x0,NA}}.
Then ∃ c ∈ R so that ∀X ∈ G0, ∀i ∈ {1, . . . , n} :
ρi(X) =
{
c if ∃ j ∈ {1, . . . , ND} so that Xi,j = x0
NA otherwise
.
Chapter 3. Anomaly Detection 81
This property guarantees that objects with many missing values have combined ASs on
the same scale as objects with few missing values and thus that objects with different sets
of observed variables are directly comparable through their combined ASs. For example,
if we were to combine ASs by summing all the non-missing ASs for each object, then an
object with, say, five non-missing ASs will, in general, have a much larger AS than an
object with only one non-missing AS. This needs to be avoided and therefore Property 1
is needed. At the end of Section 3.3.3 we will illustrate how this property, and indeed
Properties 2-5, are satisfied for a few examples of combination functions.
Property 2 (No non-missing combined ASs for objects with at least one
non-missing AS)
∀X,Y ∈ G so that ∀i ∈ {1, . . . , n}, ∀j ∈ {1, . . . , ND}: Xi,j = NA ⇔ Yi,j = NA
then ∀i ∈ {1, . . . , n} : ρi(X) = NA ⇔ ρi(Y ) = NA
Together with Property 1, this property means an object has a missing combined AS if
and only if all of its subspace-specific ASs are missing and thus guarantees that each object
which has at least one non-missing AS, also has a non-missing combined AS.
Property 3
ASs inequality for comparable objects.
∀X ∈ G, ∀ i1, i2 ∈ {1, . . . , n} so that{
Xi1,j ≤ Xi2,j ∀j ∈ {k ∈ {1, . . . , ND}|Xi1,k 6= NA, Xi2,k 6= NA}
Xi1,j = Xi2,j = NA ∀j ∈ {k ∈ {1, . . . , ND}|Xi1,k = NA or Xi2,k = NA}
we have that
ρi1(X) ≤ ρi2(X).
This property simply means that if an object’s ASs are each less than or equal to those
of another object, then its combined AS should be less than or equal to that other object’s
combined AS.
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Property 4
Effect on the ASs of other objects.
∀X, X˜ ∈ G so that ∃(i0, j0) ∈ {1, . . . , n} × {1, . . . , ND} :
 Xi,j = X˜i,j ∀(i, j) ∈ {1, . . . , n} × {1, . . . , ND} \ {(i0, j0)}Xi0,j0 ≤ X˜i0,j0 ,
we have that{
ρi(X) ≥ ρi(X˜) ∀i ∈ {1, . . . , n} \ {i0}
ρi0(X) ≤ ρi0(X˜) .
This property means that if we change an AS matrix so that we only change one object’s
ASs, in particular by increasing one of its ASs (i.e. by making that object more anomalous
in one subspace), then the combined ASs for all other objects should remain unchanged or
decrease (i.e. stay equally anomalous or become less anomalous) whereas, obviously, the
combined AS for the object in question increases.
Property 5
Continuity.
For every choice of elements of an AS matrix that are missing, ρ is continuous on the
non-missing components.
Combination functions which satisfy Property 5 will be called continuous.
3.3.3 Examples of combination functions
Let Si = {Xi,j|j ∈ {1, . . . , ND} and Xi,j 6= NA}, i = 1, . . . , n.
- Selecting the highest AS:
ρ(ext)i(X) = max Si ∀i ∈ {1, . . . , n}.
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- Averaging the ASs:
ρ(avg)i(X) =
1
|Si|
∑
X∈Si
X ∀i ∈ {1, . . . , n}.
- Averaging the top N ASs:
ρ(topN)i(X) =
1
N
N−1∑
j=0
Xi,(|Si|−j) ∀i ∈ {1, . . . , n},
where Xi,(j) is the jth order statistic of the ASs of object i. (N.B. if an object has less
than N ASs, the combined AS is the average of all the available ASs.)
- Sum of the excess above a certain quantile:
For each j ∈ 1, . . . , ND let q(1−α)j be the (1 − α) quantile of the ASs recorded for
subspace j. For all j, we subtract q(1−α)j from the AS for that subspace. Finally, for
each object, we sum the non-negative values.
ρ(topquant)i(X) =
∑
X∈Si
(
X − q(1−α)j
)+
∀i ∈ {1, . . . , n},
where (X)+ ≡ max(X, 0).
- Sum of the excess above a certain quantile and below another one:
We choose 0 ≤ α2 < α1 ≤ 1 and compute, for each j, q(1−α1)j and q(1−α2)j . For
all j, we set all those ASs exceeding q(1−α2)j equal to q
(1−α2)
j and then subtract the
amount by which they exceed q(1−α2)j , i.e. for all i so that Xi,j > q
(1−α2)
j we set
Xi,j = q
(1−α2)
j − (Xi,j − q(1−α2)j ). Then, for all j, we subtract q(1−α)j from all the ASs
for that subspace. Finally, for each object, we sum the non-negative values.
ρ(midquant)i(X) =
∑
X∈Si
[(
X − q(1−α1)j
)+
− 2
(
X − q(1−α2)j
)+]+
All of the above are valid combination functions: ρ(ext), ρ(avg), ρ(topN) satisfy Property 1
with c = x0 and ρ(topquant) and ρ(midquant) with c = 0 and Property 2 is obviously met. The
first four are also well-behaved.
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Figure 3.3: Examples of combination functions; the axes represent two different ASs and
the colour scale indicates the magnitude of the combined AS.
To show that ρ(ext), ρ(avg) and ρ(topN) satisfy Properties 3-5 it is enough to show that
ρ(topN) satisfies them, as in the extreme cases for N (i.e. averaging all non-missing ASs
or simply selecting the highest AS), ρ(topN) is equivalent to ρ(avg) and ρ(ext), respectively.
ρ(topN) satisfies Property 3 trivially (since ∀N , if x1 ≤ y1, . . . , xN ≤ yN then (x1 + . . . +
xN)/N ≤ (y1 + . . .+ yN)/N ). Property 4 is also trivially met as ρ(topN) only involves the
ASs of the given object and none of the ASs of the other objects (so that equality of the
combined ASs holds ∀i 6= i0 in Property 4). To show that ρ(topN) is continuous we need
to show that ρ(topN) is continuous over RND ,∀ND and ∀N = 1, . . . , ND. The ordering
operation does not affect which numerical values the top N ASs can take, and so we only
need to show that averaging N values is continuous. This again is trivial and so ρ(topN) is
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continuous, as defined by Property 5.
ρ(topquant) satisfies Property 3, since ∀ND, x1 ≤ y1, . . . , xND ≤ yND ⇒ (x1 + . . . +
xND) ≤ (y1 + . . . + yND) and since subtracting the same value q(1−α)j from xj and yj
(respectively setting xj = 0 or xj = yj = 0), for each j = 1, . . . , ND, does not change
those inequalities. Property 4 holds for ρ(topquant), since Xi0,j0 ≤ X˜i0,j0 implies that the
quantile q(1−α)j0 is higher for X˜ and so, even though all the other elements of X and X˜
have the same numerical values, we subtract higher values from the X˜i,j0 (and set more
of them to zero). This means that ρi(X) ≥ ρi(X˜) ∀i 6= i0. For i0, since Xi0,j0 ≤ X˜i0,j0 ,
and all other values are equal, and since the difference X˜i0,j0 − Xi0,j0 is higher than the
corresponding difference in quantiles, we have that ρi0(X) ≤ ρi0(X˜) and so Property 4
holds. That ρ(topquant) is continuous in the two-dimensional case is clear from Figure 3.3
and this easily extends to higher-dimensional cases.
ρ(midquant) is not well-behaved as it does not satisfy Properties 3 and 4. It is, however,
continuous (see Figure 3.3). If we had not subtracted the quantiles q(1−α)j , q(1−α1)j for the
last two combination functions respectively, they would not have been continuous; idem if
we had simply set the ASs above the second quantile equal to zero for ρ(midquant).
As we have already explained, Property 1 needs to be satisfied to guarantee comparabil-
ity of the combined ASs and Property 2 guarantees non-missing combined ASs for objects
with at least one non-missing AS. Properties 3-5 intuitively appear desirable. And indeed
they would be if there would only be ordinary objects and anomalies in a dataset. However,
in practice, it is often the case that there are spurious objects (e.g. cosmic rays in astro-
nomical datasets) or objects badly affected by observational noise (e.g. sources near large
stars which get affected by diffraction spikes). Such noise objects have often very extreme
measurements and result in very high anomaly scores. Although they do not satisfy Prop-
erties 3-4, combination functions such as ρ(midquant) above allow one to effectively discard
ASs which are too extreme and focus on sources with consistently high but not extreme
ASs. Property 5 is usually desirable. For example, choosing the quantiles for ρ(topquant)
and ρ(midquant) is an arbitrary process. Having soft thresholds (i.e. continuous combination
functions) moderates the arbitrariness of such choices. But if there is a specific reason why
a hard threshold might be appropriate for a combination function for a particular dataset,
then Property 5 would not be needed.
One more property could be imposed on combination functions:
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Property 6
Preservation of order.
Let f : R → R be a monotonically increasing function.
Let f(X) = (f (Xi,j)) 1≤i≤n
1≤j≤ND
∀X ∈ G. Then
ρi(X) ≤ ρj(X)⇒ ρi(f(X)) ≤ ρj(f(X)).
This property guarantees preservation of ranks of anomalousness if the anomaly score
function is changed to one which is a transformation by a monotonic function of the original
function.
However, for this work, we do not change the anomaly score function we are using
(LOF) and hence we have no need to impose the above property. We should note that
Property 6 is a strong restriction: ρ(avg) for instance does not satisfy it, as the following
example shows.
Let X be a n × 3 matrix, with two objects x1 and x2 having ASs (1.6, 1.6, 1.6) and
(1, 1, 2.5), respectively. Then,
ρ
(avg)
1 (X) = 1.6 > ρ
(avg)
2 (X) = 1.5 .
Let f be a function so that f(x) = 0 if x ≤ 1.8, f(x) = 5x − 9 if 1.8 < x < 2, and
f(x) = 1 if x ≥ 2. f is easily seen to be a monotonically increasing function. Using this
transformation x1 and x2 have now ASs (0, 0, 0) and (0, 0, 1), respectively. The resulting
combined ASs now have reversed order to the one above:
ρ
(avg)
1 [f(X)] = 0 < ρ
(avg)
2 [f(X)] = 1/3 .
3.4 Properties of CASOS
In Section 3.1 we have stated the main motivations for developing our approach. For the
purpose of clarity, we repeat them here:
- sparsity of high-dimensional spaces
· notion of “anomaly” less well defined
· difficulty to identify the k nearest neighbours
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- objects can be anomalous in subsets of the data variables
· the more data attributes there are, the less likely it is that objects appear anomalous
only when all variables are considered jointly
· irrelevant features can have a masking effect on anomalies
- data with missing values can not be processed by full-dimensional approaches
In Section 3.4.1 we outline some more properties of our approach. In Section 3.4.2
we apply CASOS, as well as methods reviewed in Section 3.2, to the dataset from the
motivating example described in Section 3.1.2.
3.4.1 Further properties
Having defined CASOS in Section 3.3, we can now look at further properties of our ap-
proach.
Flexibility
Through the choice of combination function, our method can very easily be adapted to spe-
cific needs. For instance ρ(avg) will find objects which either have very large ASs in some
subspaces, or which have consistently high ASs. However, ρ(avg) can be affected by the
masking effect from irrelevant features since it averages ASs over all available subspaces.
ρ(ext) will be less affected by irrelevant features, as it is enough for an object to have a high
AS in a single subspace to have a high combined AS. However, if a dataset contains both
noise objects (e.g. cosmic rays in astronomical datasets) and objects which are physically
anomalous, both ρ(ext) and ρ(avg) will result in high combined ASs for noise sources, as their
measured values are often highly outlying. This can, in turn, affect the detection of true,
non-noise anomalies. ρ(midquant) can adjust for this, as it essentially ignores too extreme
ASs during the combination step. Thus one can design a combination function which will
suit whatever beliefs one might hold about a particular datasets. All combination functions
should be checked, however, to see that they satisfy Properties 1 and 2.
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Transition between one-variable-at-a-time and full-dimensional approach
The case when D = 1 corresponds to a one-variable-at-a-time approach, whereas D = Nx
is equivalent to the full-dimensional approach. Thus our approach can be regarded as a
generalisation of these two, including them as special cases.
In the astronomy setting, if we only use magnitude variables (i.e. measures of bright-
ness), then the one-dimensional AS vectors will be of little use as they will merely flag
up very bright and / or very faint objects. Indeed, the individual magnitude variables have
low-density regions only at the upper and lower ends of their range. CASOS can be used
with D = 1 to check the dataset for objects with physically impossible values, but such a
quality-control step should, ideally, have been performed prior to the actual data analysis.
Approximate approach (if required)
As we will see in Section 3.4.3, for given Nx and D, CASOS has to compute ASs in
(
Nx
D
)
subspaces. For large Nx and D ≃ Nx/2, this can become computationally prohibitive.
One solution to this problem consists in sacrificing exactness for speed and, similar to
Lazarevic and Kumar (2005), compute ASs in a random subset of subspaces only.
However, we do not think this is a good idea and have not investigated such an approxi-
mate approach further. We think that other ways of improving the speed of CASOS should
be explored first.
3.4.2 Analysis of the motivating example
We can now return to the motivating example which we introduced in Section 3.1.2. This
dataset features different kinds of outliers and it also contains missing values. The anoma-
lies are o1, o2, o3, o4, o5 and o6. o1 appears anomalous only when all three data variables
are considered jointly. o2, o3 and o4 are two-dimensional anomalies, but o3 has a miss-
ing value in one of the data variables. Finally o5 and o6 can be seen to be anomalous by
considering only one variable, but for o5 only two attributes have been recorded.
We apply CASOS with D = 1, 2, 3, the latter being equivalent to the full-dimensional
LOF approach (Breunig et al., 2000), LDF (Latecki et al., 2007), LOCI (Papadimitriou et al.,
2003), the method described in Aggarwal and Yu (2005) and fastABOD (Kriegel et al.,
2008) to this dataset and list the results in Table 3.1. For CASOS we have used ρ(avg) as
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Table 3.1: Various anomaly detection methods applied to the dataset de-
scribed in Section 3.1.2. Checkmarks indicate successful detection.
a: objects with the 6 highest ASs have been flagged as anomalies
b: objects with the 4 highest ASs (resp. smallest ASs, for fastABOD) have been flagged as anomalies
c: for binary anomaly / non-anomaly labels, we report those objects flagged as anomalies; note that LOCI gave 1
false-positive result whereas the method from Aggarwal and Yu (2005) gave 41 false-positives
anomaly o1 o2 o3 o4 o5 o6
type 3D 2D 2D + MV 2D 1D + MV 1D
aCASOS, D = 1 X X
aCASOS, D = 2 X X X X X
bCASOS, D = 3 / LOF X X X
bLDF X
cLOCI X X X
cAggarwal and Yu (2005) X X X X
bfastABOD X X X X
combination function. ABOD was too slow even for this small, low-dimensional dataset,
hence why we have used fastABOD instead. For all methods, except Aggarwal and Yu
(2005) which is not a nearest neighbour approach, we have used k = 10 nearest neigh-
bours (considering each point to be the nearest neighbour of itself). For LDF we have used
bandwidth h = 1 and for the method from Aggarwal and Yu (2005) we have used the pa-
rameters φ = 3, D = 2 and used the same threshold (−3) as Aggarwal and Yu (2005) to
flag anomalies.
Note that CASOS and the method from Aggarwal and Yu (2005) have been applied to
the full dataset, whereas LDF, LOCI and fastABOD have only been applied to the reduced
dataset of 373 objects with no missing values. Also note that CASOS with D = 3, i.e. LOF,
has been applied to the full dataset, but only provides anomaly scores for the data with no
missing values. Likewise, CASOS with D = 2 and the method from Aggarwal and Yu
(2005) only provide meaningful results for the subset of objects with at least two observed
variables. For all AS computing methods we have flagged as many objects as there are
anomalies in the dataset (six for the full dataset; four for the reduced dataset).
We note that only methods capable of handling data with missing values are able to
detect anomalies o3 and o5, which both have a missing value. This is a clear advantage
for such methods. Further, we note that only CASOS (with D = 2), the method from
Aggarwal and Yu (2005) and fastABOD are capable of detecting anomaly o4. CASOS with
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D = 3 would have detected this anomaly if we had chosen to flag the top five anomaly can-
didates, rather than the top four. However, since in real datasets we do not know a priori
which are the anomalies, CASOS has failed to detect this anomaly for the given threshold
that we applied. Since CASOS with D = 2 and the method from Aggarwal and Yu (2005),
which we have also used in a two-dimensional setting, can detect this anomaly, this suggest
that the detection of o4 is affected by the additional feature (which is irrelevant for declar-
ing o4 as anomalous) when we work in the full three-dimensional space. We also note
that an inherently three-dimensional anomaly such as o1 can only be detected in a full-
dimensional approach. It is worth pointing out the problem that can be posed by binary
anomaly / non-anomaly labels: while LOCI returns only one false-positive, the method
from Aggarwal and Yu (2005) yields a total of 45 potential anomalies, of which only four
turn out to be true anomalies. Finally we note that of the six methods compared in Ta-
ble 3.1, CASOS with D = 2 works best, which shows that lower-dimensional approaches
can outperform their full-dimensional counterparts.
We conclude that this example shows the advantages (ability to handle data with miss-
ing values, ability – for some datasets at least – to outperform full-dimensional approaches,
ability to avoid the masking effect from irrelevant features) and limitations (inability to
detect full-dimensional anomalies) of our approach.
3.4.3 Computational complexity
We have implemented our approach in R, the free, open-source software environment for
statistical programming (http://www.r-project.org/ ).
An R implementation of LOF could be found in the dprep package, but this package
is now no longer supported by the Comprehensive R Network Archive (CRAN). Archive
versions of the package can still be found at
http://cran.r-project.org/src/contrib/Archive/dprep/ .
This implementation is of order O(Nx · k · n2), due its brute-force k nearest neighbours
search. We recommend using a O(Nx · k · n · log n) k nearest neighbour implementa-
tion such as the RANN package [which utilises the Approximate Near Neighbor (ANN)
C++ library, cf. http://www.cs.umd.edu/ mount/ANN/ and Arya et al. (1998)]
and implementing the actual LOF computations manually. Despite its name, RANN com-
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putes exact nearest neighbour (but can also compute approximate nearest neighbours). The
performance gain compared to the brute-force search is realised through a pre-processing
step which structures the data so that nearest neighbours can be found efficiently.
The number of subspaces required to work through by our approach is given by:
# of subspaces =
D∑
i=1
(
Nx
i
)
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Figure 3.4: Number of subspaces as a function of D and Nx
If we compute ASs only for D-dimensional subsets of the original data variables, we
still have to work through
(
Nx
D
)
subspaces. Depending on D and Nx, this can be very large!
Figure 3.4 shows the number of subspaces as a function of D (the maximum dimensionality
of subspaces) and Nx (the number of features).
The choice of D is obviously dependent on Nx and the computational resources avail-
able. If Nx > 100, choosing D > 3 would probably be unwise for most systems.
For D ≤ Nx/2, the complexity of CASOS is O
(
D · k · n · log n ·NxD
)
, which is
clearly dominated by the O(NxD) factor for large values of D and / or Nx. For D > Nx/2,
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the complexity is O
(
D · k · n · log n ·NxNx−D
)
.
Figure 3.5 shows the average time required by different anomaly detection methods for
a set of multivariate normal data with zero mean vector and identity covariance matrix.
For each set of parameters (sample size, number of variables, percentage of missing values
and number of nearest neighbours) we have generated 8 datasets from the distribution with
these parameters and then averaged the wall clock times taken for each method.
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Figure 3.5: The average time required by different anomaly detection techniques, including
CASOS, to analyse a data of multivariate normal data with zero mean vector and identity
covariance matrix. CASOS has been used with combination function ρ(avg) and, for the
method from Aggarwal and Yu (2005), we have set φ = 4
The only two methods that can handle data with missing values are CASOS and the
method from Aggarwal and Yu (2005). Looking at Figure 3.5 and comparing just these
two methods, CASOS is seen to be faster than the method from Aggarwal and Yu (2005),
at least for given choices of combination function ρ and parameter φ. In particular the
method from Aggarwal and Yu (2005) scales worse with sample size. However, the method
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from Aggarwal and Yu (2005) is not a nearest neighbour technique and hence its speed
does not vary when k is varied. Both methods, while able to address the problems posed
to anomaly detection by high-dimensional techniques are exponential in the number of
variables. This, at present, is a severe practical limitation and further work should address
this. Looking at the effect of the percentage of missing values, it is clear that, apart from
a steep initial decrease in speed, both methods perform faster as the percentage of missing
values increases.
Comparing to other, full-dimensional techniques, LOF is seen to be the fastest method
overall, with LDF second fastest. The speed of LDF, however, deteriorates rapidly with
increasing number of nearest neighbours. fastABOD scales well with the number of di-
mensions, but is exponential in the number of nearest neighbours. fastABOD and CASOS
are both of order O(n · log n), for sample size n.
The exact LOCI algorithm is too slow to be applicable to datasets of realistic sample
size (n>500).
3.5 Empirical evaluation
To evaluate our method we will look at its performance on simulated (Section 3.5.1) and
real (Section 3.5.2) datasets.
Unless otherwise stated, we have used φ = 4 and a threshold of −3 for the sparsity
scores for the method from Aggarwal and Yu (2005). We also used bandwidth h = 2 and
Euclidean distances for LDF. When compared, all nearest neighbour methods have used the
same number of nearest neighbours, and the nearest neighbour of each point is considered
to be the point itself.
We have evaluated the performance of CASOS on both simulated and real datasets and
we have used the following metrics to assess the performance of the different methods:
- the completeness, also known as the detection rate or sensitivity:
completeness = # of true anomalies flagged as anomalies
# of true anomalies
,
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- the efficiency:
efficiency = # of true anomalies flagged as anomalies
# of flagged objects ,
The completeness gives the fraction of true anomalies that have been detected, whereas
the efficiency is the fraction of true anomalies within a set of top anomaly candidates. Dif-
ferent applications prioritise these two measurements differently. Sometimes it is better
to accept low efficiency in order to detect all interesting objects (i.e. achieve high com-
pleteness); sometimes it is vital not to waste resources on false positives, in which case
achieving high efficiency is paramount.
The simulated datasets that we present illustrate two situations in which a lower-dimensional
approach such as CASOS can outperform full-dimensional approaches, and we also present
one dataset simulated so as to be similar to cross-matched astronomical survey data.
3.5.1 Performance on simulated datasets
We can now evaluate the performance of CASOS on simulated datasets. Ideally we would
have compared CASOS to all the anomaly detection methods we have described in sec-
tions 3.2.2 and 3.2.3. However LOCI proved to be too slow to apply to the datasets we
have used. The method from Aggarwal and Yu (2005) was too sensitive to the choice
of parameters φ and D, meaning that for most datasets almost all D-dimensional cubes
that contained at least one object had sparsity scores below the threshold recommended in
Aggarwal and Yu (2005). As a result almost all objects were flagged as anomalies. fastA-
BOD also proved very slow due to its scaling badly with the number of nearest neighbours.
For the above reasons we have compared CASOS to full-dimensional LOF and LDF
only (except for dataset 1, on which which we also evaluated fastABOD). However, we
have already compared CASOS’ performance to that of the other methods on the dataset
from the motivating example (cf. Table 3.1), proving that CASOS can outperform them.
Comparing CASOS to LOF and LDF only for the simulated datasets below will still allow
us to determine whether or not CASOS works well enough to be used in practice. As long
as we can show that CASOS performs similarly well (or better) than LOF and / or LDF, we
have shown its utility since CASOS can be used in situations where LOF and LDF cannot
be used, namely in the context of data with missing values.
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3.5.1.1 Dataset 1
A first simulated dataset consists of 5, 100 sources, of which 100 are anomalies, with 30
data attributes. For the non-anomalous sources, all variables have been sampled indepen-
dently from a standard normal N (0, 1) distribution. The 100 anomalies are anomalous
in 3 variables only, and these variables have been sampled independently from a normal
distributions with larger variance [N (0, 4)].
To assess the average performance of the different methods for datasets generated in
the way described above, we have sampled 20 such datasets and computed the average
performance for the different methods.
We have used k = 25 for all methods. CASOS has been used with ρ(avg), ρ(ext) and
ρ(topquant), and we have set D = 2. Figure 3.6 summarises the results.
CASOS is seen to marginally outperform both LOF and fastABOD for this data. Note
that, for clarity, we have only plotted the results for CASOS with ρ(avg). Using ρ(ext) or
ρ(topquant) produces slightly worse performance for CASOS, but still better than LOF, on
average. However only for ρ(avg) the difference in performance with LOF is significant as
indicated by the non-overlap (for some numbers of objects flagged as anomalous) of the
95% confidence region.
We conclude that in the case of irrelevant features (only 3 variables relevant for anomaly
detection in this case), CASOS is able to outperform full-dimensional methods.
Figure 3.6: CASOS, LOF and fastABOD applied to 5, 100 simulated data, of which 100
have been simulated to be anomalous; k = 25 for all methods and D = 2 for CASOS.
3.5 Empirical evaluation 96
3.5.1.2 Dataset 2
A second simulated dataset consists of 25, 250, 60–dimensional data, of which 250 are
anomalies. The non-anomalous objects are consisting of two groups: 16, 667 are sam-
pled from a 60–dimensional multivariate normal distribution with parameters means µ1 =
(1, 1, . . . , 1)T and covariance matrix Σ1, and the remaining 8, 333 objects are sampled from
another multivariate normal distribution, this time with means µ2 = (−1,−1, . . . ,−1)T
and covariance matrix Σ2. Both covariance matrices have non-zero off-diagonal elements.
There are three types of anomalies, all of which are anomalous in only half of the data
variables. The first type of anomalies (83 objects) have been sampled identically as the non-
anomalous objects, but have then had independent N (0, 1) noise added in each of the first
30 variables. The second group of anomalies (83 objects), have been sampled identically
to the non-anomalous objects but then have had their first 30 variables replaced by values
sampled independently from N (0, 4), so that these objects effectively do not lie within the
two groups of non-anomalous objects. Finally, the third group of anomalies (84 objects)
have, once again, been sampled identically to the non-anomalous objects, but then have had
their first 30 variables replaced by variables sampled from a 30–dimensional multivariate
normal distribution with means µ3 = (4, 4, . . . , 4)T and covariance matrix Σ3 = 116 · I30,
where I30 is the 30–dimensional identity matrix, so that these objects form a tight cluster
well outside the feature space populated by most other objects.
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Figure 3.7: CASOS, LOF and LDF applied to 25, 250 simulated data, of which 250 have
been simulated to be anomalous (with three types of anomalies); k = 75 for all methods
and D = 2 for CASOS.
We have used k = 75 for all methods and D = 2 for CASOS.
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Figure 3.7 shows the completeness and efficiency for this dataset. As can be seen
all methods perform similarly, until more than 166 anomaly candidates are considered.
For higher values of flagged objects, the performance of LOF and LDF decreases sharply
relative to CASOS’ performance. Since we have used k = 75 < 84, LOF and LDF are
not able to detect the 84 anomalies that form a tight cluster of anomalies. For each such
object, LOF and LDF consider only objects that lie also in this cluster of anomalies and
thus consider these objects to be non-anomalous. CASOS however, by working in lower-
dimensional subspaces, is able to ‘capture’, at least in some subspaces, objects outside this
cluster of anomalous objects. As a result the objects within the cluster get much larger
anomaly scores and are flagged as anomalous.
Figure 3.8 illustrates this point further: on the left-hand-side plot we keep all parameters
(including the proportion of anomalies) fixed, and only vary the sample size. Once the
sample size gets so large that the number of the third type of anomalies exceeds the number
of nearest neighbours, the performance of all methods decreases sharply. However for
CASOS, at least with ρ(avg) and ρ(topquant), this decrease is much less than for LOF and
LDF. On the right-hand-side plot we keep all parameters fixed, but vary the number of
nearest neighbours used with all methods. Again, CASOS outperforms LOF and LDF for
small k.
We conclude that CASOS is less dependent on the choice of k as full-dimensional
approaches such as LOF and LDF.
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Figure 3.8: CASOS, LOF and LDF applied to 25, 250 simulated data, of which 250 have
been simulated to be anomalous (with three types of anomalies); D = 2 for CASOS.
Performance is shown for varying sample size and k.
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3.5.1.3 Dataset 3: simulated, cross-matched astronomical survey data
In Section 3.5.2.2 we will analyse a dataset obtained by cross-matching survey data from
the Sloan Digital Sky Survey (SDSS; York et al. 2000) and the UKIRT Infrared Deep Sky
Survey (UKIDSS; Lawrence et al. 2007). To evaluate how CASOS performs on such data,
we have first simulated cross-matched SDSS-UKIDSS data.
The cross-matched dataset that we will analyse in Section 3.5.2.2 has 17 measured vari-
ables: 8 colour variables and 9 morphology statistics. In astronomy, magnitudes measure
the apparent brightness of sources. Large magnitude values correspond to faint sources,
whereas small values correspond to bright sources. Colours are obtained by taking dif-
ferences of magnitudes from different bands (technically they are ratios of fluxes). It is a
convention in astronomy to report magnitudes as the filter names (i.e. u rather than mu,
etc.).
SDSS observes astronomical sources in five optical filter passbands: u, g, r, i, z and
UKIDSS uses four near-infrared bands: Y , J , H and K. The 8 colour variables we have
used are u− g, g − r, r − i, i− z, z − Y , Y − J , J −H and H −K. UKIDSS measures
an extendedness statistics called ClassStat, which is derived from the curves-of-growth
of sources. ClassStat characterises the shape of a source as it appears on an image
of the sky and is a useful statistic to differentiate between point-like sources (i.e. stars)
and “fuzzier” objects (i.e. galaxies). SDSS does not record this statistic, but a similar
statistic can be obtained by computing the difference between the point-spread function
(PSF) magnitude and the best fit galaxy profile model magnitude for each source. This
statistic is referred to as concentration (e.g. Scranton et al. 2002).
For simplicity, to generate the SDSS data, we have simulated ClassStat variables
for the five SDSS bands, rather than concentrations. The exact details of the data simulation
algorithm are described in Section 2.4.1.1.
We have not included any measurement of the apparent brightness of sources, as other-
wise anomaly detection methods will flag a large proportion of very bright sources. Such
sources are rare, hence it is good that they are detected by the anomaly detection techniques,
however, they are not interesting in the context of finding anomalous astronomical objects,
as such sources have been observed by many previous surveys and are well-studied.
For each of 20 runs, we have simulated a set of 10, 000 sources, with an additional 100
anomalous sources. Anomalies have been simulated such as to represent compact galaxies:
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Figure 3.9: CASOS, LOF and LDF applied to 10, 100 simulated, cross-matched SDSS-
UKIDSS data, of which 100 have been simulated to be anomalous; k = 100 for all methods
and D = 7 for CASOS.
sources with colours of galaxies, but morphologies of stars. We have used k = 100 for all
methods and D = 7 for CASOS. Figure 3.9 plots the completeness and efficiency for this
dataset.
While no method performs really well (best achieved efficiency of ∼ 0.15), CASOS
performs best if low numbers of top anomalies are considered (i.e. at most the top ∼ 500
sources). This corresponds to the realistic case, where astronomers use anomaly detection
as a tool to guide the investigation and will have to select a set of anomaly candidates for
follow-up observations to confirm their exact nature. As such observations are expensive,
only a small subset of sources will be selected for follow-up. For the top 100 anomaly
candidates CASOS, especially when used with ρ(ext), can be seen to detect about three
times as many true anomalies as the full-dimensional approach.
Figure 3.10 shows how the performance of CASOS varies with D. For computational
reasons, we have not evaluated the performance of CASOS for D > 7. While the perfor-
mance is seen to be increasing with D from D = 2 to D = 7, it will eventually decrease
with increasing D to equal the performance of full-dimensional LOF when D = Nx = 17.
Thus for this dataset the optimal dimensionality to detect anomalies lies between 7 and 17.
3.5.2 Performance on real datasets
We have tested CASOS on National Basketball Association (NBA) player statistics and on
two real, astronomical datasets.
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Figure 3.10: Same data simulation mechanism as in Figure 3.9, but with D varied for
CASOS.
3.5.2.1 NBA player statistics, 1991–92 season
To illustrate that CASOS can be used on non-astronomical data, we have applied CASOS
to the NBA player statistics from the 1991–92 season. This data is publicly available from:
http://www.basketball-reference.com/leagues/NBA_1992_stats.html .
This dataset has previously been studied in Papadimitriou et al. (2003) (but in that pa-
per, the authors only use four variables, whereas we will use ten).
The datasets contains a total of 458 players, but some of these are duplicates, as some
players have played for more than one team during the season. After removing duplicates
(and taking the aggregated data for each player who played for more than one team) there
are 386 unique players in the dataset. 20 of these players have been inducted in the Naismith
Memorial Basketball Hall of Fame. We have used the following ten features for each
player: games played, field goals, three points field goals, free throws, rebounds, assists,
steals, blocks, turn-overs and personal fouls. We have normalised the last nine variables by
the number of games played. We did not use the number of points scored, as this variables
was highly correlated with the number of field goals, making the estimated covariance
matrix singular, which led to problems with the LDF method.
Table 3.2 lists the names of the players with the ten highest anomaly scores for each
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Table 3.2: Top ten anomaly candidates from the NBA
1991–92 season player statistics dataset. All methods have
used k = 40. CASOS has been used with ρ(avg).
*: players inducted in the Basketball Hall of Fame.
CASOS, D = 2 CASOS, D = 3 CASOS, D = 4
Micheal Williams Dominique Wilkins* Manute Bol
Patrick Ewing* Carl Thomas Travis Mays
Dominique Wilkins* Patrick Ewing* Karl Malone*
Michael Jordan* Derek Strong Carl Thomas
Dennis Rodman* Karl Malone* Dikembe Mutombo
Karl Malone* Dikembe Mutombo Derek Strong
Dikembe Mutombo Dennis Rodman* Dennis Rodman*
John Stockton* John Stockton* John Stockton*
Hakeem Olajuwon* Hakeem Olajuwon* Hakeem Olajuwon*
David Robinson* David Robinson* David Robinson*
fastABOD LOF LDF
John Stockton* John Stockton* Carl Thomas
Dennis Rodman* Joao Vianna Kevin Johnson
David Robinson* Rod Higgins Dikembe Mutombo
Karl Malone* Derek Strong Dennis Scott
Dominique Wilkins* Carl Thomas Dennis Rodman*
Travis Mays Dennis Rodman* Karl Malone*
Kevin Johnson Manute Bol Travis Mays
Michael Jordan* Hakeem Olajuwon* John Stockton*
Micheal Williams David Robinson* Hakeem Olajuwon*
Larry Bird* Travis Mays David Robinson*
method. Players with an asterisk are those that have been inducted into the Basketball Hall
of Fame.
While it is difficult to know which of the players are true anomalies in the ten-dimensional
feature space that we have analysed, the subset of players inducted in the Basketball Hall of
Fame can be a good guide: only players that have been truly exceptional and valuable over
their basketball career are given this honour (only about 5% of the players in the 1991–92
NBA season data are Hall of Fame inductees). While a Hall of Fame inducted player might
not have been exceptionally good specifically during the 1991–92 season, for a lack of a
better guide we will use this subset of players as a guide.
Also note that while theoretically an ‘anomalous’ player could also be so due to under-
performance relative to other players (and hence not be inducted in the Hall of Fame), it is
not unreasonable to assume that in a top-tier professional division such as the NBA there is
very little room for players underperforming, whereas it is at the top end, i.e. at the extreme
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of how good a player can be, that there is more variation between players.
Looking at the results in Table 3.2 we note that 8 out of 10 of the anomaly candidates
produced by CASOS, with D = 2, have been inducted in the Basketball Hall of Fame.
None of the other methods matches this. fastABOD comes closest with 7 out of 10. Also
note that as we increase D, CASOS’s performance, as measured by the number of Hall
of Fame players in the top ten candidate list, decreases, which seems to suggests that a
lower-dimensional approach works best for this dataset.
3.5.2.2 Cross-matched SDSS–UKIDSS data
In Section 3.5.1.3 we described the variables recorded by a cross-matched SDSS-UKIDSS
dataset. As in Chapter 2, we use data from the SDSS Stripe 82 region (more specifically
we have selected sources with 0 < ra < 10 and 0 < dec < 1), for which there is a good
overlap between SDSS and UKIDSS, and for which SDSS made multiple observations,
thus providing much more information on the detected sources.
The full SQL code used to extract the data can be found in Appendix E.2. The extracted
data contained 170, 413 sources. However, an initial run of our algorithm on the data
returned many noisy sources and artifacts (e.g. cosmic rays, saturated sources, sources
affected by bad sky background estimation). We have used the UKIDSS data flags to
remove such sources (details in Appendix E.2) and, after applying these various data quality
filters, our final dataset consists of 109, 368 sources.
In UKIDSS, if a source is too faint in a given band to be detected, it will have missing
values for the variables from that band. In SDSS however, if a source is detected in any of
the band, the SDSS data processing pipeline will re-extract the measurements for any band
in which the source has not been detected. Thus the SDSS data contains no missing val-
ues. However we wish to test CASOS in the more usual setting where such non-detections
result in missing values. Further, the re-extracted measurements contain little useful infor-
mation. We have therefore re-introduced missing values in the SDSS data by setting those
detections to missing for which the signal–to–noise ratio is less than 5.
Due to the missing values contained in this dataset it has not been possible to apply
full-dimensional approaches such as LOF, LDF or fastABOD to this dataset. All results are
for CASOS (with k = 100, D = 2 and ρ(avg)). In Appendix A we look at how the anomaly
candidates obtained by using different combination functions relate to each other.
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Figure 3.11: Low-resolution spectra, obtained by using the measured SDSS and UKIDSS
magnitudes, for sources for which one of the SDSS bands has been re-extracted despite
the measured flux not being above the detection limit. Note that bright sources have low
magnitude values and faint sources have large values. The error bars represent the errors
reported by the SDSS and UKIDSS data processing pipelines.
We have flagged the 109 sources with highest combined ASs (i.e. top 1% of sources)
as potential anomalies. Looking at these sources we can identify several types of objects.
A first type consists of sources for which the SDSS pipeline has re-extracted photometry,
despite these objects having negative (after sky background subtraction) measured fluxes.
Some of the SDSS magnitudes for these sources are extremely faint compared to the other
measured magnitudes. These are in fact the re-extracted measurements whenever a source
was too faint to be detected in a given band. While we have tried to re-instate the original
missing values, we have not been able to do so for all sources. The physical properties of the
majority of such sources will not exhibit any true anomalousness. However any anomaly
detection method should flag sources with such measured data, as they are anomalous in the
feature space that has been analysed. Figure 3.11 shows low-resolution spectra (obtained
by using the measured SDSS and UKIDSS magnitudes) of two such sources. The right–
hand–side source has a measured i–band magnitude clearly fainter than the SDSS detection
limit (i ≃ 24.36), and the left–hand–side source has a measured u–band magnitude much
fainter than the u–band limit (u ≃ 24.64).
Another type of anomaly candidate consists of sources which are either noise artifacts
or the photometry of which has been affected by nearby bright sources. Again, the inherent
physical properties of such sources are unlikely to be anomalous, but we would expect an
anomaly detection technique to detect them as anomalies due to their unusual measured
values. Figure 3.12 shows images in each of the four UKIDSS bands (Y , J , H , K; the
3.5 Empirical evaluation 104
Figure 3.12: Sources which are either noise artifacts or the photometry of which
has been affected by nearby bright sources as they appear in the four UKIDSS
bands and in SDSS. UKIDSS images have been obtained from the WFCAM Science
Archive (Hambly et al. 2008; http://surveys.roe.ac.uk/wsa/) and SDSS im-
ages have been obtained using the SDSS Image List Tool from the SDSS SkyServer
(http://cas.sdss.org/dr7/en/tools/chart/list.asp).
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four leftmost columns) as well as inverted false-colour images from SDSS (the far-right
column). Each row corresponds to one source. For the top row object, the SDSS pho-
tometry is clearly bad. However, there are also some artifacts to be seen on the H– and
K–band UKIDSS images. The source in the second row is near a very bright star and, in
SDSS, a diffraction spike from this bright star affects the photometry. For the source in the
third row, some artifacts can be seen in the Y –band UKIDSS image, which have probably
affected the photometry in that band. Finally, the bottom row source can be seen to be just
noise in the UKIDSS Y –band, whereas it is not detected in the remaining three UKIDSS
band. In SDSS the object has been detected.
More interesting sources are shown in Figure 3.13. The three sources in the top row
have strange colours: the source on the left has an i–band magnitude much fainter than the
other optical SDSS bands, the middle source is similar, but with a faint g–band magnitude,
finally, the source on the right is very bright in the J–band, resulting in an extreme Y − J
colour. The two left-most sources in the bottom row have apparently contradictory SDSS
and UKIDSS measurements: the first source is bright in the SDSS bands, but much fainter
in the UKIDSS band, whereas the second source is very bright in the UKIDSS Y band,
when compared to its measurements in the SDSS r and i bands. Finally, the bottom-right
corner source has an odd spectrum in the SDSS bands, alternating widely in brightness in
the different bands.
Some of the anomaly candidates can be seen to have highly contradicting SDSS and
UKIDSS data. For instance, in Figure 3.14 we plot a subset of the top 1% anomaly can-
didates which, in the SDSS r–band, appear to be bright, highly extended sources (top-left
corner graph). However, in the UKIDSS Y –band, many of these sources appear to be much
fainter, non- or moderately extended sources, with the exception of two sources, which are
still very bright, but non-extended (top right corner graph). Plotting the r– and Y –band ex-
tendedness statistics against each other (lower left corner graph), these sources can be seen
to be lying far off the main population of sources, and similarly when plotting r magnitude
against Y magnitude. Either these sources are the result of cross-matching errors or they
are very anomalous indeed.
One type of source for which it is relatively straightforward to establish why their data
appear to be contradictory are sources which lie very close to each other on the sky. For
these sources there is the possibility that they can be detected as two, or three separate
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Figure 3.13: Low-resolution spectra (made up from the original SDSS and UKIDSS survey
data) for six of the top 109 anomaly candidates from the cross-matched SDSS-UKIDSS
data. The error bars represent the errors reported by the SDSS and UKIDSS data processing
pipelines.
sources in one survey, but as one blended source in the other survey. Since SDSS has ob-
served Stripe 82 multiple times, it is usually in SDSS that such sources can be clearly sepa-
rated, whereas in UKIDSS they appear as one blended source. Figure 3.15 shows UKIDSS
and SDSS images of three such blended sources. In fact some UKIDSS sources have been
cross-matched to multiple sources. Figure 3.16 shows the spectra for two UKIDSS sources,
which have been matched to three different SDSS sources each. The bottom row source
from Figure 3.15 corresponds to the bottom row source from Figure 3.16.
Full SDSS spectra (if available) of sources discussed in the text above can be found in
Appendix B. The spectrum (Figure B.2) of the middle row object from Figure 3.15 with
UKIDSS ra = 6.80751, dec = 0.5527, is worth further study with another telescope.
We conclude that CASOS does show some potential on cross-matched survey data, as
evidenced by the properties of the top 1% anomaly candidates flagged by CASOS. But,
as we stated in Section 3.1, any sources flagged by CASOS would need to be observed to
greater detail with follow-up observations. It will require much more focused input from
astronomers to get meaningful anomaly candidate lists, as otherwise CASOS will flag up
noisy sources, or sources with weird, but uninteresting measurements (such as, e.g., the
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Figure 3.14: Cross-matched SDSS-UKIDSS sources (black dots). Shown as red crosses
are the top 1% of anomaly candidates, according to CASOS. The blue triangles correspond
to anomaly candidates with highly contradicting SDSS and UKIDSS data.
artificially low SDSS magnitudes).
3.5.2.3 Quasar candidates datasets
We have also applied CASOS to a set of 12, 074 pre-selected high–redshift quasar can-
didates. This dataset is described in greater detail in Mortlock et al. (2011). The dataset
contains 5 colour variables: i − z, z − Y, Y − J, J − H and H − K. Objects have been
pre-selected to lie in a certain region in i− Y vs. Y − J space (shown on Figure 3.17).
The dataset contains 7 confirmed high-redshift quasars. The aim was to see if CASOS
would be able to detect these. We have used CASOS with D = 2 and ρ(avg). Figure 3.17
shows the top 120 anomaly candidates from CASOS.
Flagging the top 1% of sources as anomalous (121 sources), CASOS detects one of the
seven high-redshift quasars. The probability of flagging one or more of the seven sources
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Figure 3.15: Sources close to each other on the sky, which appear as one blended source
in UKIDSS, but as several, distinct sources in SDSS. Each row corresponds to one source,
the first four columns are the four UKIDSS band images and the last column are SDSS
inverted false–colour images. UKIDSS images have been obtained from the WFCAM
Science Archive (Hambly et al. 2008; http://surveys.roe.ac.uk/wsa/) and SDSS
images have been obtained using the SDSS Image List Tool from the SDSS SkyServer
(http://cas.sdss.org/dr7/en/tools/chart/list.asp).
by chance is
∑7
i=1
(
7
i
) · 0.01i · 0.997−i = 0.0679. However when the top 10% of sources
(1, 207 sources) are flagged as anomalous, then CASOS is able to detect five of the seven
quasars. Now the probability of flagging five or more of the seven sources by chance is∑7
i=5
(
7
i
) · 0.1i · 0.97−i = 1.765 · 10−4.
So this shows that there is some potential in CASOS. However, again, more guided
input from astronomers will be needed, as the efficiencies (1/121, respectively 5/1207) are
very low. Still, without using any additional information, CASOS managed to reduce the
problem of finding 7 high-redshift quasars in 12, 074 sources to finding 5 quasars in 1, 207
sources. Comparing this to the result from Mortlock et al. (2011), which was obtained by
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Figure 3.16: Low-resolution spectra (made up from the original SDSS and UKIDSS survey
data) for two UKIDSS, matched to three different SDSS sources each. Each row corre-
sponds to one UKIDSS source.
using Bayesian model comparison, CASOS is impressively competitive.
3.6 Conclusion
We have introduced a novel algorithm, CASOS, which performs anomaly detection in
lower-dimensional subspaces of the data. The advantages of this algorithm are multiple:
- ability to directly use data with missing values
- addresses some of the problems of high-dimensional data spaces (such as the break-
down of the notion of anomaly and distance)
- less susceptible to the masking effect from irrelevant features
- the choice of combination function adds flexibility to adapt the method to the re-
quirements of a particular dataset
- better interpretability
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Figure 3.17: 12, 074 pre-selected quasar candidates (compare to figure 1 from
Mortlock et al. 2011). Red crosses indicate the top 120 anomaly candidates, with the size
of the red crosses proportional to the combined anomaly score.
We should, however, also note that CASOS has the disadvantage that it will not be able
to detect outliers which are only apparent in multivariate spaces with significant numbers
of variables. But we believe such situations are rare, and normally outliers will be apparent
in lower-dimensional spaces.
CASOS is not intended to be a universal solution to anomaly detection problems, but
rather is a new method with complementary properties to other techniques, so that it pro-
vides a useful addition to the armoury of anomaly detection methods.
We have shown that CASOS can outperform state-of-the-art, full-dimensional methods,
such as LOF, LDF and fastABOD on simulated datasets.
We have applied CASOS to three real datasets, in particular a set of cross-matched
SDSS-UKIDSS data. While the results for the astronomy datasets look promising, CASOS
needs to be supervised more closely by astronomers in order to get meaningful results,
which would justify the costs of follow-up observations.
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We have implemented CASOS in R, a freely available software environment for statis-
tical programming (http://www.r-project.org/).
Full source code for CASOS and for generating the various datasets described in this chap-
ter is available from the author (marc.henrion03@imperial.ac.uk) and can also be
found at: http://www.ma.ic.ac.uk/∼myh03 .
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Chapter 4
Conclusion
We have developed two new statistical tools for astronomical datasets: a probabilistic star–
galaxy separation method for the UKIDSS LAS survey and a novel anomaly detection
algorithm for cross-matched survey data. In addition to describing the details of each tech-
nique, we have also presented our reasoning for developing them and have reviewed similar
work. We have evaluated both methods on both simulated and real datasets.
While the star–galaxy separation work is targeted for morphological classification of
astronomical sources, and in particular for the UKIDSS survey, the anomaly detection al-
gorithm has a wide applicability and can be used on any dataset with numerical attributes.
4.1 Main scientific contributions
The main scientific contributions of this PhD thesis are summarised below:
• development of a probabilistic star–galaxy separation method for UKIDSS
- better use of an existing, excellent star–galaxy separation statistic: ClassStat
- allows the incorporation of prior knowledge
- computes both single-band and combined posterior probabilities
- posterior probabilities allow users to have control over completeness and purity
of sample selection
- improves on existing UKIDSS pipeline classifier
• novel anomaly detection algorithm, CASOS
Chapter 4. Conclusion 113
- works in lower-dimensional subspaces of the data
- avoids several problems posed by high-dimensional spaces (notions of distance
and of anomaly less meaningful)
- allows direct comparison of objects with different sets of observed variables
- can work directly on data with missing values
- choice of combination function adds flexibility to suit specific requirements of
data and / or type of anomalies that are targeted
- easier interpretability
4.2 Avenues for further research
There is scope for further methodological research on both the star–galaxy separation and
the anomaly detection techniques. Below we list a few possible avenues of further research.
Star–galaxy separation
• adapt for surveys other than UKIDSS
A main reason for developing our star–galaxy separation method has been to improve
on the heuristic UKIDSS pipeline classifier and, as such, the classifier is designed to
work on UKIDSS data. In particular our method requires data with magnitudes and
ClassStat variables measures in multiple bands. However, the model is easily
adapted to other surveys, such as e.g., SDSS, as long as extendedness statistics are
recorded in each band.
The model would, at the very least, require re-fitting to the new survey data. It is,
however, more likely that the precise parametric form needs to be changed to suit the
new survey. For instance the Gaussian mixture model that we have used to capture
the non-Gaussianity of the ClassStat variable for point-like sources is particular
to UKIDSS.
However the basic ideas and advantages of our approach (parametric, multi-band
model, computation of posterior class probabilities, use of prior star class probabili-
ties) are transferable to other surveys.
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• extend to take colour information into account
At the present stage, our model does not take colour information into account. This
choice was primarily for simplification purposes. Indeed, extending our model to
handle colour information is not trivial, especially since formulating parametric mod-
els for high-dimensional data is difficult. Nevertheless, this constitutes one potential
area for further work, considering that, like morphology, colour (or even spectral)
information is a good separator between stars and galaxies.
Anomaly detection algorithm
• make CASOS computationally more efficient
As we have pointed out in Section 3.4.3, CASOS scales badly with the number of
variables. This is due to the fact that it works through all D–dimensional subspaces.
As we have developed CASOS with high-dimensional datasets in mind, it is highly
desirable to improve the complexity of CASOS.
We do not think that an approximate approach makes much sense, but this could con-
stitute one way of making CASOS faster. However, we think there are better ways of
improving our algorithm. Due to the massively parallel nature of computing anomaly
scores in distinct subspaces, CASOS could be easily parallelised and this should im-
prove its speed considerably, as long as the necessary computational resources are
available.
Further, depending on which combination function is used, it might not be necessary
to compute anomaly scores for all objects in all subspaces. For instance, if ρ(ext) is
used and if there are objects which are highly anomalous in several subspaces, but
not anomalous at all in other subspaces, CASOS’ speed could be greatly improved
by indexing the D–dimensional feature spaces prior to computing ASs, and then
compute ASs only for objects that could be anomalous in the given subspace.
• develop further combination functions
We have described four different possible choices of combination functions: ρ(avg),
ρ(ext), ρ(topquant) and ρ(midquant). However, different data will have different types of
anomalies (or at least different types of interesting anomalies). Hence many more
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combination functions could be developed to give best results with CASOS in differ-
ent situations.
Finally both tools can be used by astronomers to conduct astronomical research. Both
techniques are designed to be a first data analysis step: the star–galaxy separator allows
astronomers to collect samples of sources according to desired levels of completeness
or purity and CASOS can be used to pre-select strange astronomical sources for deeper
follow-up observations. As such, both are designed to facilitate the work of astronomers.
116
Appendix A
Choice of Combination Function
In this appendix we try to illustrate, for the dataset from Section 3.5.2.2, the impact the
choice of combination function ρ can have on the list of anomaly candidates produced by
CASOS.
As in Section 3.5.2.2, CASOS has been run with D = 2, k = 100 and using LOF to
compute anomaly scores in each subspace. We use the following combination functions:
ρ(ext), ρ(avg), ρ(topquant) (with α = 0.75, ρ(topquant)0.75 , as well as α = 0.95, ρ(topquant)0.95 ) and
ρ(midquant) (with α2 = 0.70 and α1 = 0.99).
A.1 Intersections of anomaly candidate lists
In Tables A.1, A.2 and A.3, for each combination function we compute the top N =
10, 100, 1000 anomaly candidates, then count the number of sources contained in the inter-
section of the anomaly candidate lists produced by any two combination functions.
Table A.1: Intersection of top N = 10 anomaly candidates pro-
duced by different combination functions
ρ(ext) ρ(avg) ρ
(topquant)
0.95 ρ
(topquant)
0.75 ρ
(midquant)
ρ(ext) 10
ρ(avg) 2 10
ρ
(topquant)
0.95 5 1 10
ρ
(topquant)
0.75 5 1 10 10
ρ(midquant) 0 0 0 0 10
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Unsurprisingly, the set of sources common to the top N anomaly candidate lists pro-
duced by ρ(topquant)0.95 and ρ
(topquant)
0.75 is very large, for all N . There is also a good overlap
between the lists produced by ρ(ext), ρ(avg) and ρ(topquant) (for all α and N ). The number
of common candidates for ρ(ext) and ρ(topquant) is larger (for all N ) than the corresponding
number for ρ(avg) and ρ(topquant). ρ(midquant) produces anomaly candidate lists with few
candidates flagged also by other combination functions. This is probably due to the fact
that N = 10 and N = 100 correspond to roughly the top 0.1%, resp. 1% of anomalies in
this dataset, and that we have chosen α1 = 0.99 for ρ(midquant). This is backed up by the
fact that there is a greater overlap of anomaly candidates produced by ρ(midquant) and those
produced by other methods when N = 1000.
Table A.2: Intersection of top N = 100 anomaly candidates pro-
duced by different combination functions
ρ(ext) ρ(avg) ρ
(topquant)
0.95 ρ
(topquant)
0.75 ρ
(midquant)
ρ(ext) 100
ρ(avg) 57 100
ρ
(topquant)
0.95 56 46 100
ρ
(topquant)
0.75 57 44 94 100
ρ(midquant) 0 0 11 13 100
Table A.3: Intersection of top N = 1000 anomaly candidates pro-
duced by different combination functions
ρ(ext) ρ(avg) ρ
(topquant)
0.95 ρ
(topquant)
0.75 ρ
(midquant)
ρ(ext) 1000
ρ(avg) 406 1000
ρ
(topquant)
0.95 639 412 1000
ρ
(topquant)
0.75 597 387 881 1000
ρ(midquant) 157 110 264 378 1000
A.2 Anomaly candidates from Section 3.5.2.2
In Table A.4 we list the ranks (in order of decreasing AS) of the sources from Figures 3.11,
3.12, 3.13, 3.15 and 3.16. Since these sources have been selected to lie in the top 1% of
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Table A.4: Ranks (in order of decreasing AS) of the anomaly candi-
dates, for different combination functions, from Figures 3.11, 3.12, 3.13,
3.15 and 3.16. Right ascension and declination are those of UKIDSS,
which may not be unique if a source has been matched to multiple SDSS
sources. Tied sources have been assigned average rank.
ra dec ρ(avg) ρ(ext) ρ(topquant)0.95 ρ
(topquant)
0.75 ρ
(midquant)
2.790 0.903 1 1 1 1 104980.5
5.856 0.412 94 14 18 20 33458
3.517 0.003 96 327 93 89 6870
9.694 0.936 79 550 403 557 104980.5
6.674 0.962 73 1666 11071 27714 104980.5
9.514 0.081 13 5 25 28 48906
8.069 0.331 48 7 3 3 6308
5.845 0.411 44 57 56 61 12724
5.986 0.055 11 6 9 10 27681
4.535 0.630 85 152 10 9 624
0.226 0.356 99 86 985 1842 93065.5
5.843 0.394 65 52 8 6 1879
6.542 0.218 12 44 96 126 74526
6.542 0.218 21 13 45 51 49429
6.808 0.553 46 38 26 27 37032
6.808 0.553 3316 2614 2899 3454 10146
6.653 0.675 63 43 38 40 27394
6.653 0.675 57835 37354 35234 52475 53646
6.653 0.675 82954 85884 83005.5 81170 80696
9.895 0.412 38 24 28 32 26415
9.895 0.412 39 24 32 33 28088
9.895 0.412 40 24 34 34 30952
anomaly candidates produced by ρ(avg), all the ranks for this combination function are less
than 109 (with the exception of UKIDSS sources matched to multiple SDSS sources, where
not all multiply matched sources achieved a rank less than 109).
Again, the results for ρ(avg) match well those for ρ(ext), ρ(topquant)0.95 and ρ
(topquant)
0.75 , whereas
ρ(midquant) is seemingly at odds with the other combination functions.
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Appendix B
SDSS Spectra of sources discussed in
Section 3.5.2.2
Of the 22 anomaly candidates discussed to greater depth in Section 3.5.2.2, SDSS has
measured spectra for three sources.
The SDSS spectrum on Figure B.1 is that of the source from the second row, first
column of Figure 3.13, with UKIDSS ra = 4.535362, dec = 0.6298092. This is a typical
spectrum of a star, which is confirmed by the zero measured redshift. In Section 3.5.2.2
we noted that this source appears to have contradictory SDSS and UKIDSS photometry.
Considering that this source has a perfectly normal star spectrum it is likely that this is
a cross-matching mistake, i.e. the UKIDSS source has been cross-matched to a different
SDSS source.
The spectrum on Figure B.2 is that of the middle row object from Figure 3.15 with
UKIDSS ra = 6.80751, dec = 0.5527. This spectrum is a bit stranger: it is a fairly
featureless spectrum and the SDSS classification system has failed for this source too,
leaving it as “unknown”. The measured redshift (0.2120) would imply that it is a galaxy,
but this redshift estimate seems to be based on just two emission lines at∼ 8000 Angstrom,
which casts doubts over the reliability of this estimate. Follow-up observation of this source
with another telescope should be made to study it further.
Finally, the spectrum on Figure B.3 is that of the bottom row object from Figure 3.15,
which is also the bottom row source from Figure 3.16, with UKIDSS ra = 6.6526577, dec =
0.6751464 and SDSS ra = 6.65263, dec = 0.55243. The spectrum is that of a perfectly
normal galaxy, which is confirmed by the measured redshift of 0.2565. As we mentioned
Appendix B. SDSS Spectra of sources discussed in Section 3.5.2.2 120
Figure B.1: SDSS spectrum for the source from Figure 3.13 with UKIDSS ra =
4.535362, dec = 0.6298092. Image obtained using the SDSS Object Explorer from the
SDSS SkyServer (http://cas.sdss.org/dr7/en/tools/explore/obj.asp).
in Section 3.5.2.2, this UKIDSS source has been cross-matched to three different SDSS
sources. This actual source did not make it into the top 1% of anomaly candidates. It
was, however, discussed in Section 3.5.2.2 as the source obtained by matching this same
UKIDSS source to a different SDSS source did feature in the top 1% of anomaly candidates.
This latter object in the cross-matched dataset is likely to be simply another cross-matching
mistake.
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Figure B.2: SDSS spectrum for the source from Figure 3.15 with UKIDSS ra =
6.807514, dec = 0.5526679. Image obtained using the SDSS Object Explorer from the
SDSS SkyServer (http://cas.sdss.org/dr7/en/tools/explore/obj.asp).
Figure B.3: SDSS spectrum for the source from Figures 3.15 and 3.16 with UKIDSS ra =
6.652658, dec = 0.6751464. Image obtained using the SDSS Object Explorer from the
SDSS SkyServer (http://cas.sdss.org/dr7/en/tools/explore/obj.asp).
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Appendix C
Astronomy Background
Following Zeilik and Gregory (1998), we shall not make a distinction between astronomy
and astrophysics. Both are the scientific study of celestial bodies and the physical processes
that govern them. Though astronomy comprises the study of anything from the outer at-
mosphere to (literally) the edge of the Universe, for the purpose of this work we will be
exclusively interested in objects lying outside our solar system, whether within our own
galaxy (also referred to as the Milky Way, or the Galaxy), or outside it.
Astronomy can claim to be one of the oldest sciences, as, historically, it was a key sci-
ence with most applications in time-keeping and navigation. However, it remains a some-
what peculiar science, as most astronomers (the ones excluded are studying meteorites,
the moon, very nearby planets, neutrinos, cosmic rays, Galactic dust or cosmic microwave
background) are restricted to only one kind of observation, namely the measurement of
electromagnetic radiation (i.e. light) emitted by celestial objects. Furthermore, the objects
of scientific interest cannot be manipulated directly so that experiments cannot be con-
ducted. The intrinsic properties of sources (mass, chemical composition, temperatures, . . . )
have to be deduced from these measurements.
In Section C.1 we will explain the basics of source observation and in Section C.2 we
will introduce the most common types of astronomical objects. Finally, in Section C.3
we describe what digital sky surveys are and we will also describe the two sky surveys
primarily used for this work.
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C.1 Photometry and data collection
As we have already noted, almost all of the data in astronomy consist of measurements
of electromagnetic radiation emitted by celestial bodies. In this section we shall describe
how such data are gathered, explain the different photometric concepts, definitions and unit
systems used and how a database is built up from the raw imaging data.
Most of the material below can be found, in much greater detail, in Karttunen et al.
(2006), Sparke and Gallagher (2000) and Zombeck (2007).
C.1.1 Technological advances
Up to the end of the Middle Ages, the human eye was the centrepiece of astronomical
observations. Telescopes were invented in Holland in the early 17th century. Galileo Galilei
made his first observations with this new instrument in 1609. At the end of the 19th century
photography emerged as the main tool of astronomical investigation. Finally, in the last few
decades various electronic detectors [e.g. charge-coupled device (CCD) chips] have been
developed. These, and the advances in satellite and spacecraft technology, have made all of
the electromagnetic spectrum, from the short gamma- and X-rays, to the long radio waves
available to astronomers. Simultaneously the developments in digital storage capabilities
have made it possible to build ever larger data archives.
C.1.2 Ground-based vs. space astronomy: seeing and extinction
When a point source (i.e. a star) is observed, the resulting image will not be a point, but
slightly more extended. The point spread function (PSF) describes the response of the
imaging system to a point source, i.e. the irradiance distribution of the image of a point
object, h(x, y;x0, y0), where x, y are the coordinates of the image points and x0, y0 the
coordinates of the ideal image of the object (i.e. a point).
Often the PSF is assumed to be rotationally symmetric. In this case, and without de-
scribing its shape, astronomers usually summarise the PSF by the full width at half max-
imum (FWHM). The FWHM is simply a measure of spread: for rotationally symmetric
distributions it measures twice the distance from the centre (peak intensity) to the point
of half-peak intensity, cf. Figure C.1. So the FWHM can be defined for any symmetric
function; for example, for the density function of a normal distribution with variance σ2,
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the FWHM is simply 2
√
2 log 2 · σ. In astronomy, the FWHM is usually expressed in arc-
seconds (1′′ = 1/3600 degree; length on an astronomical image corresponds to an angle on
the sky, cf. Section C.1.5).
There are many contributions to the PSF: noise from the detector’s response, the diffrac-
tion pattern caused by the telescope’s aperture, atmospheric turbulence etc. Indeed, for
ground-based telescopes, the light from a source has to travel through Earth’s atmosphere
before reaching the telescope’s detector. The air is never quite steady, with layers of differ-
ent temperatures and densities; this causes turbulence. Seeing is simply the blurring (rapid
changes in refraction of light evened out over the exposure time) caused by this atmo-
spheric turbulence. Seeing largely dominates the contributions to the PSF and the seeing
disc is defined to be the image of a point-source. Seeing is a direct measure of how good the
observational conditions were at the moment of observation. Good seeing conditions from
Earth have FWHMs around 1′′, with the best sites achieving 0.4′′ on good nights. Seeing
does not affect observations recorded by space-based telescopes. For these telescopes, the
PSF is largely that of a diffraction pattern (diffraction occurs as the electromagnetic waves
move through the circular aperture of the telescope).
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Figure C.1: Illustration of the FWHM and PSF.
Some electromagnetic wavelengths are absorbed by the atmosphere. The sensitivity of
the human eye spans the region from about 400-700 nm. This region is included in the most
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important transparent interval: the optical window from about 300-800 nm. Nearly all the
light in this range reaches the ground. At wavelengths shorter than 300nm, radiation is
absorbed by the atmosphere’s ozone layer. This is a thin layer at a height of about 20-30km
in the Earth’s atmosphere, and it famously filters out harmful ultraviolet (UV) radiation. At
still shorter wavelengths, the main absorbers are O2, N2 and free atoms. Nearly all of the
radiation under 300nm (gamma- and X-rays, UV radiation) is absorbed by the atmosphere.
For wavelengths from 800nm to about 1.3µm, the atmospheric transmission is fairly
good, except for a few absorption belts due to water and molecular oxygen. From 1.3 −
20µm radiation reaches the surface of the Earth only in a few narrow strips on the electro-
magnetic spectrum, which are used for infrared (IR) observations. All radiation between
20µm and 1 mm is totally absorbed. The radio window, an almost completely transparent
region, extends from about 1 mm - 20 m. At still longer wavelengths the ionosphere in the
upper atmosphere reflects all radiation. The exact upper limit of the radio window depends
on the strength of the ionosphere which varies during the day. Figure C.2 summarises the
atmospheric transmission and absorption.
Finally, at optical wavelengths (300-800 nm) light is scattered by the molecules and
dust in the atmosphere and the radiation is attenuated (this is also the reason why the sky
is blue during the day and why we see most stars only at night). Extinction refers to the
summed effects of scattering and absorption.
Not only the atmosphere, but also the interstellar medium (gas and dust) absorbs and
scatters the radiation from stars and galaxies. Although the mass of gas in interstellar space
is about a hundred times greater than that of dust, it is less easily observed. Indeed inter-
stellar gas does not cause a general extinction of light. Interstellar dust however consists of
dust grains that have diameters near the wavelength of the light and these particles are very
efficient at scattering optical wavelengths. Dust particles are also heated up by the radiant
energy of celestial bodies, and this energy is then re-radiated at infrared wavelengths. Ex-
tinction due to interstellar dust depends strongly on the direction on the sky one looks at.
For example, visible light from within the Galactic plane is much more severely affected
than light from outside this plane. Another effect dust has on optical light is that of redden-
ing. Indeed, extinction due to dust is more important at the UV and blue end of the optical
spectrum than at the red end. For this reason distant stars and galaxies appear redder than
would be expected. The interstellar medium obviously affects ground-based, stratospheric
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Figure C.2: Transparency of the atmosphere at different wavelengths. 100% transmission
means that all radiation reaches the ground. From Karttunen et al. (2006), reproduced with
kind permission of Springer Science + Business Media. Modified to suit the needs of this
work.
and space observations identically.
C.1.3 Filter passbands
Measuring an object’s full spectrum, i.e. the amount of energy received at all wavelengths
of the electromagnetic spectrum, is impractical. Indeed we have seen how atmospheric
and interstellar extinction affects the radiance emitted by celestial bodies. It is possible to
obtain high-resolution spectra of objects (albeit with absorption lines and regions at certain
wavelengths as described above). One way of obtaining spectra, consists in receiving the
light from a source through a narrow slit, collimating (the light rays are made parallel to
each other) it, then dispersing it using either a prism or a diffraction grating and finally
focusing it by a lens or a mirror onto a detector. There are other ways of obtaining spectra,
but even for modern multi-fibre spectrographs, which measure the spectra of several hun-
dred objects simultaneously (they have optical fibres that channel the light from different
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regions of the sky onto one or more spectrographs), taking high-resolution spectra requires
considerable telescope time.
For these reasons, astronomers more often collect the light received over various broad
ranges of wavelengths. These ranges are variously called filter passbands or simply filters
or bands. Each filter is specified by a transmission profile (or response function) T (λ),
with 0 ≤ T (λ) ≤ 1, which describes the fraction of photons transmitted by the filter at
wavelength λ. If T (λ) = 1, all the light at wavelength λ is passed by the filter, whereas if
T (λ) = 0 no light gets through. Figure C.3 shows the filter passbands used by the SDSS
(cf. Section C.3.2) and UKIDSS (cf. Section C.3.1) surveys.
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Figure C.3: The transmission profiles of the five optical SDSS filters u, g, r, i, z and the
four near-infrared UKIDSS Large Area Survey (LAS) filters Y, J,H and K.
C.1.4 Luminosity, flux and magnitudes
The luminosityL of a celestial body is the amount of energy it emits per unit time, measured
in units of power, typically watts (W) or ergs per seconds (1erg = 10−7J , so 1erg · s−1 =
10−7J · s−1 = 10−7W).
The apparent brightness or flux density or simply flux Fλ(λ) per unit wavelength of a
source is the total energy received per unit time per unit area per unit wavelength by the
observing telescope. The (total) flux F of a source is simply the integral over all wave-
lengths: F =
∫∞
0
Fλ(λ)dλ, and is is measured in units of power per area, typically W ·m−2
or erg · s−1 · cm−2.
Flux and luminosity are related by the Inverse Square Law: L is the amount of energy
emitted by the source, F the amount received at a distance d. If the source radiates isotrop-
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ically (i.e. uniformly; e.g. a typical star) its radiation at the distance d is distributed evenly
over a spherical surface with area 4πd2. Hence
F =
L
4πd2
. (C.1.1)
The flux in a given band B, FB, with transmission profile TB , is defined as
FB =
∫∞
0
TB(λ) · Fλ(λ)dλ∫∞
0
TB(λ)dλ
(C.1.2)
Magnitudes were introduced in the second century B.C. by the Greek astronomer Hip-
parchos, who divided the visible stars into six classes according to their apparent bright-
ness. The brightest stars in the sky were of first magnitude, the next brightest were second
magnitude, etc., and the faintest visible stars were sixth magnitude. The response of the
human eye to brightness is not linear, but logarithmic: for three stars with flux densities
in proportion 1:10:100, the difference in brightness perceived between the first two stars is
the same as that between the second and the third star. In 1856 Norman Pogson proposed
a quantification of Hipparchos’ magnitude system (Pogson, 1856). Since a star of the first
class is about 100 times brighter than a star of the sixth class, Pogson defined the ratio of
the brightnesses of classes n and n+1 to be 5
√
100. This then leads to the following defini-
tion: the apparent magnitudes m1 and m2 of two sources with measured fluxes F1 and F2
are related by
m1 −m2 = −2.5 log10
(
F1
F2
)
(C.1.3)
The zero points in each passband are set by selecting bright stars as reference. For
example, the Z, Y, J,H,K filters in the UKIDSS survey all use Vega as reference star to set
the zero magnitude point (Hewett et al., 2006). Even though magnitudes are dimensionless
quantities, astronomers often use the unit symbol mag to avoid confusion.
A colour index, or simply colour, is defined as the ratio of fluxes in two passbands
(i.e. differences in magnitudes in two passbands). By convention, longer wavelength pass-
band magnitudes are subtracted from shorter wavelength passband magnitudes. Hence a
blue object, i.e. an object which emits more energy at the blue end of the optical spec-
trum (shorter wavelengths) than at the red end (longer wavelengths), has negative colour
indices, as the passband magnitudes near the blue end will be lower than the magnitudes in
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the passband near the red end.
The absolute magnitudeMB of an object in a given passband B is the apparent magni-
tude the source would have, had it been observed at a standard distance of 10 pc. (1 pc = 1
parsec = 206,265 AU ≈ 3.086 · 1016m ≈ 3.262 light years; 1 AU = 1 astronomical unit =
average distance from Sun to Earth; cf. Section C.1.6). Knowing the absolute magnitude
of a source in a given passband is equivalent to knowing its luminosity in that passband.
In some, typically older, articles (e.g. MacGillivray et al. 1976), the average, minimal or
maximal transmission, is used to characterise a source’s apparent brightness. Transmission
simply measures the amount of light that shines through (i.e. is transmitted by) the positive
photographic plate during the digitalisation process.
C.1.5 Coordinate systems
There are several systems of spherical coordinates on the sky.
In the equatorial system, objects are situated on the celestial sphere by specifying two
angles, similar to latitude and longitude on Earth. Declination δ, akin to latitude, is the
angle between the object’s position on the celestial sphere and the nearest point on the
celestial equator. (The celestial equator is simply the great circle on the celestial sphere
that runs directly above the Earth’s equator.) Declination is positive towards the celestial
north pole, with the poles lying at ±90◦. Right ascension α, the equivalent to longitude on
Earth, is the angle eastward of the vernal equinox (the point the path of the Sun crosses the
equator in spring).
Due to precession, the Earth’s rotational axis does not stay fixed and hence the celestial
poles and equator slowly change their positions on the sky. Thus the coordinates (α, δ)
depend on the year taken as reference for this coordinate system. Astronomers usually use
either the 1950 or 2000 equinox as reference, or, more unusually, the equinox of the current
year.
Galactic coordinates form a system of angular coordinates using the Galactic plane
as reference plane. It is used to give the position of stars in relation to the Milky Way.
The Galactic equator is coincident with the plane of the Milky Way (the Sun lies approxi-
mately in this plane). Galactic latitude b measures the angle “above” (positive) or “below”
(negative) this plane, with the Galactic North Pole lying above the observer on Earth (or
the Sun) on the line perpendicular to the Galactic plane. Galactic latitude l is measured
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counterclockwise from the observer - Galactic centre line.
C.1.6 Distance
Measuring distances to celestial objects is difficult. In general it is only possible to measure
(fairly) accurately the distances to nearby objects, by making use of the relative motions of
the Earth, the Sun and the object in question. The measurement of large distances is based
on the distances to nearer objects.
Within a few hundred parsecs, trigonometric parallax is used to find distances. This
technique makes use of Earth’s rotation about the Sun. During one rotation, the observer’s
viewing position changes and closer objects appear to move relative to more distant ones.
As a result, in the course of a year a nearby star traces an elliptical path against the back-
ground of distant sources. The trigonometric parallax is defined to be the semi-major axis
of this ellipse. It also equals the angle subtended by the radius of the orbit of the Earth
(= 1AU) as seen from the source (cf. Figure C.4). Let S be a nearby source, d the distance
from the Sun to S and π the source’s parallax (N. B. π is an angle here and not the number
Pi). Then
1 AU
d
= tanπ ≈ π. (C.1.4)
π is always very small so that the approximation tanπ ≈ π can be used.
The unit of distance in astronomy, the parsec (pc), is defined using the trigonometric
parallax. 1pc is the distance of a source having a parallax π of one arcsecond. Since one
radian is about 206, 265′′, 1 pc = 206, 265 AU.
The trigonometric parallax is the only direct method with which one can currently mea-
sure the distance to stars. However this method becomes useless for distant sources, such
as galaxies and far away stars, as it becomes impossible to measure π. For distant stars
one can use methods based on the spectroscopic or photometric properties of objects. Both
these methods assume that stars of the same type (similar spectra and chemical composi-
tion) have the same luminosity. One measures a distant star’s spectrum, finds its type and
hence its luminosity. If one now measures the star’s apparent brightness, and corrects it
for extinction due to the interstellar medium, then equation (C.1.1) can be used to find its
distance d. As we have already mentioned, obtaining a source’s spectrum is a time con-
suming task, and hence astronomers often use a similar, photometric method instead: the
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Figure C.4: The trigonometric parallax is the angle subtended by the radius of the orbit of
the Earth, or 1 AU, as seen from the star. From Karttunen et al. (2006), reproduced with
kind permission of Springer Science + Business Media. Modified to match the notation
used in this work.
idea is the same, but rather than using a star’s full spectrum, one only uses the information
contained in several filter passbands to find its type.
For galaxies it is very difficult to obtain reliable distance estimates. As far as star /
galaxy separation is concerned, it is clear that, if accurate distances to sources were readily
available, the task would be trivial: any object within the Galaxy has to be a star, anything
outside it must be another galaxy.
C.1.7 Redshift
Due to the Doppler Effect, if a source is moving away from the observer, the light received
by the observer will have an observed wavelength λobs longer than that at which the light
was emitted, λe. The explanation for this, which follows below, is only approximate but
illustrates the principle behind the effect.
If a source is moving away from the observer λobs > λe, since, after having emitted
one wave, the object will have moved a small distance ∆λ further away before it emits the
next wave, and so λobs = λe + ∆λ. Likewise λobs < λe is the source is moving towards
the observer. Thus if an object is moving away from the Earth, its light will appear to
have been emitted at longer, i.e. redder, wavelengths, than it actually has. This shift in
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wavelengths is called redshift. Likewise an object moving towards the Earth will appear at
shorter wavelengths, and so its light has been blueshifted.
The redshift z is defined as the fractional change in wavelength:
z =
λobs − λe
λe
(C.1.5)
Since the Universe is expanding, most objects in the Universe are moving away from
Earth and hence we mainly observe redshifts. (Historically redshift was understood first
and then Edwin Hubble demonstrated that the Universe is expanding by discovering that
almost all objects are redshifted and that their redshifts are proportional to their distances.)
C.1.8 From image to data catalogue
Observation during a survey consists of taking pictures of regions in the sky in various
filter passbands. For digital detectors, such as CCD chips, the resulting image is already in
a digital format. If the detector is a photographic plate, then this will have to be developed
and then scanned in order to obtain a digital image.
A data analysis pipeline will (automatically) process the raw image to generate the data
catalogue. There are three main tasks this image processing software typically performs:
(i) sky background estimation
(ii) object detection
(iii) measurement of image parameters
Each pixel of the image is made up of two contributions: the light of the object of
interest and a background signal (consisting of the sum of the night sky emission, scattered
light within the detector, contributions from other sources near the object of interest, . . . ).
In order to be able to correctly detect sources, the sky background level has to be known.
Since the sky background is not constant, this is usually done locally. An example sky
background estimation algorithm would consist of defining a mesh of pixels and recording
the light intensity values for each pixel in a histogram. Assuming that most pixels will be
background pixels, i.e. not influenced by a source, the sky background is usually estimated
as the mode of this histogram (Da Costa, 1992). For crowded regions, more advanced
techniques are employed (e.g. Irwin 1985).
For object detection there are two classical approaches: peak finding and thresholding.
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Peak finding consists of locating local intensity maxima. For each such maximum, the flux
within a fixed radius around the local maximum is computed and compared to the local sky
background. If the flux is larger than a chosen threshold, expressed as a fraction of the sky
background, the position of the maximum is included in the catalogue. In thresholding, an
object is defined as a region of simply connected pixels above a fixed isophote above sky
level (Irwin, 1985). Peak finding is more appropriate for detecting compact sources, such
as stars, but less so for low-surface-brightness objects (Yee, 1991).
Before the various parameters are computed, there are generally various data quality
checks, such as checking for blended objects (2 or more sources detected as one), spurious
detections, etc. Finally the parameters (various kinds of fluxes and magnitudes, shape
parameters, etc.) are measured.
Figure C.5: Survey construction consists of everything up to the measurement of the image
parameters. Analysis consists of inferring the true intrinsic object properties from this data.
As illustrated in Figure C.5, survey construction starts with observing celestial objects
and ends with the storage of the parameters of objects’ images. The ultimate aim is to
analyse the survey data and infer the intrinsic properties of sources from it. Indeed we are
not so much interested in an object’s flux as in its luminosity; rather than to know how
extended an object is, we want to know what type of object (star, galaxy, . . .) it is, etc. It
is two problems of this sort (determining object types and finding new or rare object types)
that this thesis aims to solve.
C.2 Astronomical objects
We are obviously primarily interested in stars (massive spheres of plasma in equilibrium)
and galaxies (large, gravitationally bound aggregates of stars, interstellar gas and dark mat-
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ter). However there are other celestial objects besides these, and stars and galaxies can be
subdivided into different types. We will only describe extrasolar objects which emit light
(i.e. are directly detectable by sky surveys) in this section. The material covered in this
section is far too broad to do it justice in a couple of pages. This section is purely meant as
an introduction for the non-astronomer.
Galactic objects: stars and other sources
Stars can be classified according to the absorption lines in their spectra. The Harvard
spectral classification, developed at the Harvard Observatory, is based on spectral lines
sensitive to surface temperature. These spectral types, from hottest to coolest, are O B A
F G K M. These classes can be divided into subclasses numbered from 0 to 9, and even
decimals can be used (e.g. B0, B0.5, . . . ). Our Sun is of class G2.
However, stars can also be classified according to spectral lines sensitive both to stellar
temperature and surface gravity. This two-dimensional classification system is called the
Yerkes classification (it was developed at the Yerkes Observatory), or the Morgan-Keenan
(MK) luminosity classification system. There are six common luminosity classes: I (super-
giants), II (bright giants), III (giants), IV (subgiants), V (dwarfs), VI (subdwarfs). These
spectral types can also be divided into subclasses (of decreasing luminosity) labelled a, ab
and b (e.g. IIa, IIab, . . . ). Our Sun is of type V. Type V stars (dwarfs) are also called main
sequence stars. Figure C.6 illustrates the different spectral types (both Harvard and Yerkes)
on an absolute magnitude (or luminosity if the scale is changed) vs. Harvard spectral type
(or temperature) graph, also called Hertzsprung-Russell diagram.
Two stars can appear close to each other. Sometimes the two stars are actually at very
different distances; in this case we speak of optical binary stars. However, sometimes the
two stars are at the same distance. They form a system in which two stars orbit each other.
Such systems are called binary stars. Depending on the resolution of a survey, binary stars
can appear to be one extended object, rather than two seperate stars.
Some stars have varying luminosity and are called variables. There are several cate-
gories: pulsating, eclipsing, rotating, eruptive and cataclysmic variables. Eclipsing vari-
ables are binary stars in which the two stars periodically pass in front of each other. Pul-
sating stars are giants and supergiants which have reached an unstable stage: the variations
are due to the expansion and contraction of the outer layers. Rotating variables are stars
with uneven surface temperatures and which rotate. Eruptive variables are faint stars eject-
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Figure C.6: Hertzsprung-Russell diagram: the different populations of stars and their spec-
tral types. From Zeilik and Gregory (1998), c© Brooks / Cole, a part of Cengage Learning,
Inc. Reproduced by permission. www.cengage.com/permissions. Modified to match
the notation used in this work.
ing mass (e.g. faint stars with violent flare outbursts on the surface). Cataclysmic variables
are stars with nuclear reactions on the surface or interior. These include novae (systems
of close binary stars, in which one is a normal star and the other the core of a dead star (a
white dwarf, see further below); material streams from the normal star onto the surface of
the white dwarf and when enough material has accumulated, it is ignited and ejected) and
supernovae (exploding stars).
Further down the Harvard spectral type classification (types L and T) are brown dwarfs.
These are not stars, but objects that have been created in similar ways to stars (collapse and
contraction of interstellar gas). However their mass is less than that required to sustain
hydrogen fusion in their core. Brown dwarfs are very faint objects.
There is a whole group of objects which result from the death of stars, i.e. when stars
have exhausted their nuclear fuel. Dependent on the mass of a star at the time of its death,
a star can become a white dwarf (if its mass is less than 1.4 solar masses), a neutron star
(mass between 1.4 and 3 solar masses) or a black hole (mass exceeding 3 solar masses).
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The latter is not directly observable. A white dwarf is what remains of a star such as our Sun
when it ejects its outer layers. It is a very dense object and shines from residual heat. When
stars with masses between 1.4 and 3 solar masses collapse, matter is crushed to such high
densities that protons and electrons are fused into neutrons. The result is a stable entity: a
neutron star. Some, highly magnetic, neutron stars emit radiation in specific directions and
are rotating. As a result, their light is observed in short, regular pulses (similar to the beam
of light from a lighthouse). These neutron stars are called pulsars. Even though some have
been observed optically, they are very faint and are best observed in the radio region.
Finally there are nebulae. These are interstellar clouds of dust and gas. Some of these
are star formation regions and others are the remnants of supernovae.
Extra-galactic objects: galaxies and other sources
There are essentially four main galaxy types: ellipticals, lenticulars, spirals and irreg-
ulars. Ellipticals are usually smooth, round and featureless. They typically lack in cool
gas and have few blue stars. Lenticulars are a transition class between ellipticals and spi-
rals. They are characterised by a rotating disk in addition to the central elliptical bulge, but
this disk lacks any spiral arms or extensive dust lanes. Spiral galaxies are obviously char-
acterised by their spiral arms. About half of the spiral galaxies have a central linear bar.
Irregular galaxies are those that do not fit into any of the previous categories. The Hubble
classification of galaxies subdivides these four groups: Elliptical range from E0 (spherical)
to E7 (greatest eccentricity), lenticulars are known as S0 in the Hubble system, spirals are
divided into Sa (arms tightly wound about the nucleus) to Sc (arms widely spread out),
barred spirals similarly from SBa (arms tightly wound) to SBc (arms widely spread out),
and finally the class of irregular galaxies is known as Irr. Figure C.7 shows the different
types of galaxies.
Quasar is an abbreviation for quasi-stellar radio source. These objects were first discov-
ered by radio telescopes, but since then quasars that are not emitting at radio wavelengths
have been discovered, and they are now often referred to as quasi-stellar objects (QSO),
though quasar remains the most commonly used term. Quasars are very powerful active
galactic nuclei (AGNs), i.e. compact, central regions of a galaxy that emit strongly at opti-
cal and radio wavelengths. AGNs have a very high stellar density. Quasars are so luminous,
they easily outshine their host galaxies; they are among the most distant objects we can cur-
rently observe from Earth, and hence are particularly useful to astronomers.
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Figure C.7: Hubble’s tuning fork diagram: some of the Hubble galaxy types. From
Zeilik and Gregory (1998), c© Brooks / Cole, a part of Cengage Learning, Inc. Reproduced
by permission. www.cengage.com/permissions.
Gamma ray bursts are very short, sharp gamma ray pulses. They are among the most
luminous objects in the Universe. Their afterglow can be observed in other regions of the
electromagnetic spectrum. It is thought that gamma ray bursts are caused by very large
supernovae or the merger of two neutron stars (or a neutron star and a black hole). They
are very rare events observed in galaxies other than our own. Like quasars, gamma ray
bursts are key bright sources visible in the early Universe.
C.3 Sky surveys
In this work we will use data from digital sky surveys. Such surveys observe a region
of the sky with a telescope and catalogue the objects within it. Typically the telescope is
ground-based (i.e. on Earth), but there are many space-based surveys (e.g. the data col-
lected by the Hubble Space Telescope (HST), on orbit around Earth, or the SIRTF Wide-
Area Infrared Extragalactic survey (SWIRE; Lonsdale et al. 2003), the telescope of which
(the Spitzer Space Telescope) trails behind the Earth, orbiting the Sun) and stratospheric
surveys (e.g. the Balloon-borne Large Aperture Submillimetre Telescope (BLAST) sur-
vey; Chapin et al. 2008). Surveys are the core and main engine of discovery in astronomy
(Lawrence, 2007). Surveys vary in the regions they observe, the size of the regions they
cover, the number and kinds of filters (or bands) they use, the faintest observation limit and
the parameters they measure.
As Lawrence (2007) describes, extracting science from a survey is a two-step process:
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first the sources in the region of sky of interest are catalogued (usually an image is taken
and an object detection software produces a database of sources with a set of measured
parameters) and then scientific analysis can be done using this catalogue. The sky is ef-
fectively replaced by the data catalogue: the scientists do not need to look into the sky
themselves. The catalogue is a characterisation of the data. Several surveys can be grouped
together to produce virtual observatories, cf. Section C.3.3.
Astronomical discovery is dominated and driven by technology. Due to major techno-
logical advances, much more powerful instruments have become available to astronomers
in the last few decades. In particular telescopes have become much more far-reaching, with
digital camera chips capturing pictures of the sky in far better resolutions than ever before,
and able to detect ever fainter sources of light, thus essentially looking ever further back in
time (the further away a source, the longer it takes its light to reach the observer and the
observation is of the source as it was when the light was emitted).
As a consequence sky surveys have become much more ambitious in recent years
and now try to map larger parts of the night sky [e.g. the Two-Micron All-Sky Survey
(Skrutskie et al., 2006), covering 99.998% of the celestial sphere or the Sloan Digital Sky
Survey; York et al. (2000)] or to detect ever fainter objects [e.g. Spitzer Wide-Area Infrared
Extragalactic Legacy Survey (SWIRE); Lonsdale et al. (2003) or the Ultra Deep Survey
(UDS) of the United Kingdom Infrared Telescope (UKIRT) Infrared Deep Sky Survey
(UKIDSS); Lawrence et al. (2007)].
A few examples of historically important and/or recent surveys are given below:
- Messier Catalogue - Nebulae and clusters (1781, C. Messier, 103/110 objects; Messier 1781)
- General Catalogue of Nebulae and Clusters (1864, J. Herschel, ∼ 5 · 103 objects; Herschel 1864)
- New General Catalogue (NGC) (1880, J. L. E. Dreyer, ∼ 8 · 103 objects; Dreyer 1888)
- Henry Draper Catalogue (1918-24, H. Draper, ∼ 225, 300 objects; Cannon and Pickering 1924)
- Two Micron All-Sky Survey (2MASS) (1997-2003, ∼ 4.72 · 108 objects; Skrutskie et al. 2006)
- SDSS [2000-05 (SDSS-I), 2005-08 (SDSS-II) & 2008-ongoing (SDSS-III), ∼ 3.57 · 108 objects
(SDSS-I/II); York et al. 2000]
- SWIRE (2003-2005, ∼ 2 · 106 galaxies; Lonsdale et al. 2003)
- Millennium Galaxy Catalogue (2003-2006, ∼ 106 objects; Liske et al. 2003)
- UKIDSS (2005-ongoing, ∼ 12 times the number of 2MASS sources; Lawrence et al. 2007)
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C.3.1 The UKIRT Infrared Deep Sky Survey (UKIDSS)
UKIDSS (Lawrence et al., 2007) is a suite of five separate near-infrared surveys. A detailed
technical description of the survey is given by Dye et al. (2006), although there have been
several improvements in the time since (Warren et al., 2007). Observations began in May
2005 and are scheduled to continue until 2012. UKIDSS aims to survey∼ 7500 deg2 of the
Northern Sky (for comparison, the entire sky is 41, 252.96 deg2). Observations are made
using the Wide Field Camera (WFCAM; Casali et al. 2007) on the 3.8m United Kingdom
Infrared Telescope (UKIRT) on Mouna Kea, Hawaii, at an altitude of 4194m above sea
level.
The UKIDSS surveys include imaging in five near-infrared bands, Z, Y , J , H and K
(defined in Hewett et al. 2006). One of the surveys, the Large Area Survey (LAS), includes
imaging in only four of these bands (Y , J , H and K). The UKIDSS filters are shown on
Figure C.3. The UKIDSS magnitudes are on the Vega system, with the offsets to the AB
system provided in Hewett et al. (2006).
Data are released over a seven year period in cumulative (more recent releases con-
tain the data from previous releases) instalments (data releases). Each release is available
to all astronomers within the European Southern Observatory (ESO) community immedi-
ately after it has been added to the data archive. The WFCAM Science Archive (WSA;
Hambly et al. (2008); located at http://surveys.roe.ac.uk/wsa/) supplies both
images and processed catalogues of detected sources. The UKIDSS data are accessed
through the WSA. The data are released to the rest of the world 18 months after its ini-
tial release. There have been 8 data releases up to this date, the most recent (referred to
as DR8) dating from September 2010. UKIDSS is meant to be the near-infrared imaging
counterpart to SDSS.
The five UKIDSS surveys are: the Large Area Survey (LAS), the Galactic Plane Sur-
vey (GPS), the Galactic Clusters Survey (GCS), the Deep Extragalactic Survey (DXS) and
the Ultra Deep Survey (UDS). LAS, DXS and UDS are extra-Galactic surveys, mean-
ing that they survey mainly sources lying outside our galaxy, whereas GPS and GCS
are Galactic surveys and focus on sources within the Galaxy. LAS surveys the widest
(∼ 4, 000 deg2) and shallowest (up to K ≃ 18.2) area, whereas UDS surveys the smallest
area (∼ 0.77 deg2), but this to a far greater depth (K ≃ 23.0).
Figure C.8 shows the regions on the night sky covered by UKIDSS (in terms of decli-
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nation and right ascension).
Figure C.8: Regions covered by the different UKIDSS surveys: LAS (cross-hatch), GPS
(dark grey), GCS (light grey), DXS (open rectangles), UDS is the very small region to
the west of the DXS field at 02h18m −5◦; the dotted line indicates the Galactic plane
(figure courtesy of Lawrence et al., reprinted from Lawrence et al. (2007) with permission,
c© 2007 The Authors.)
C.3.2 The Sloan Digital Sky Survey (SDSS)
Operations on SDSS (York et al., 2000) started in 1998 and have been continuously ongo-
ing until the present day. So far, there have been 3 phases to SDSS: SDSS-I (2000-2005),
SDSS-II (2005-2008) and SDSS-III (2008-ongoing). SDSS-III is currently scheduled to
run until 2014.
Observations are made with a dedicated 2.5m telescope (Gunn et al., 2006) at Apache
Point Observatory in New Mexico, USA. Sources are observed in 5 optical filters (u, g, r,
i, z; Fukugita et al. 1996) and, for a subset of sources, full spectra are measured using a
pair of spectrographs. The SDSS filters are shown on Figure C.3. The SDSS magnitudes
are on the AB system.
It is also worth noting that SDSS uses asinh magnitudes, rather than logarithmic mag-
nitudes (i.e. m ∝ asinh(F ) rather than m ∝ log10(F ) as in (C.1.3)). For sources with
signal–to–noise ratios exceeding 5, this is essentially identical to logarithmic magnitudes
(Lupton et al., 1999). The advantage of such magnitudes is that it is possible to compute
magnitudes for objects with negative background-subtracted flux values. Indeed, pixels
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with light intensities below the estimated sky background have negative flux values and
thus if an object is detected in some bands, but not all, it is possible to measure its flux
in the non detected bands and some of these summed background-subtracted fluxes can be
negative. This allows SDSS to include the measured fluxes of undetected sources in their
database (as opposed to UKIDSS). However, the additional magnitudes obtained in this
way will have low signal–to–noise ratios.
SDSS-I and II have surveyed ∼ 1.16 · 104 deg2 with single observations, to depths of
u ≃ 22.0, g ≃ 22.2, r ≃ 22.2, i ≃ 21.3 and z ≃ 20.5. Spectra have been obtained for
∼ 1.6 · 106 sources.
As with UKIDSS, data are released in cumulative instalments. The final public data
release from SDSS-II was Data Release 7 (DR7; Abazaijan et al. 2009), dating from Oc-
tober 2008. SDSS-III (Eisenstein et al., 2011) has started in 2008 and consists of four
sub-surveys. The first data from SDSS-III (DR8; Aihara et al. 2011) has been released in
January 2011.
The SDSS has also taken repeat measurements in an area along the celestial equator
(covering the right ascension range α ≤ 60 deg and α ≥ 300 deg and declinations of
|δ| ≤ 0.1 deg), known as Stripe 82. This data was released along with DR7 and reaches
depths of u ≃ 23.6, g ≃ 24.5, r ≃ 24.2, i ≃ 23.8 and z ≃ 22.1.
For our work we use SDSS data from DR7 and the Stripe 82 region. The variables we
primarily use are model magnitudes and the associated error variables in all 5 bands, as
well as the concentration variables. We also use the colours u−g, g−r, r− i, i−z derived
from the model magntiudes.
C.3.3 Virtual observatories (VOs)
The number of completed or ongoing surveys is very large, and the surveys differ widely
in regions of the sky that are mapped, the filter passbands used, the detection limits (survey
depth) etc. This is due to different science aims of the different surveys.
But this also means that many surveys overlap, i.e. a given source can be observed in
different surveys, depending on which region in the sky it lies, how bright it is and in which
parts of the light spectrum it radiates.
This overlap can be exploited by Virtual Observatories (VO), which are simply collec-
tions of surveys with a dedicated web data access. Using the objects’ coordinates on the
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sky (cf. Section C.1.5), the surveys within a VO can be cross-matched.
Examples of existing VOs are:
- AstroGrid (also known as UK Virtual Observatory; http://www.astrogrid.org/)
- US National Virtual Observatory (NVO; http://www.us-vo.org/)
- Euro-VO (http://www.euro-vo.org)
The name virtual observatory derives from the fact that an astronomer interested in a
particular source (or group of sources, or whole populations of objects, etc.) can access
a whole wealth of information about this source via a VO and can potentially look it up
(i.e. ‘observe’ it) in a whole different range of the spectrum than he or she would usually –
all of this from their computer rather than having to observe it with a real telescope.
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Appendix D
Classification Problem
Much of the content in this chapter is a synthesis of material found in Webb (2002) and
Berthold and Hand (2007).
To keep notation simple, we will use the same notation for referring to probabilities
and probability densities (as we did in Chapter 2). We will also omit explicit references to
random variables in our notation. For example, we will write p(x) to denote the probability
that a discrete random variableX takes value x, rather than the more usual P (X = x). Also
ifX is a vector of continuous random variables, we will write its density at x as p(x) rather
than the more commonly used fX(x). Hence when we write p(x), it could, theoretically,
denote the probability that a random variable X takes value x, or the probability density
of a random variable X at the point x. We will also write p(x1) and p(x2) to refer to the
probability mass / density functions of two random variables X1 and X2, even though the
functions are different. However, it should always be clear from the context what we mean
in each case.
D.1 Outline of problem
Given a set of n Nx-dimensional data points {xi}ni=1, each data point xi belonging to one
of Nt classes, {t1, . . . , tNt}, we want to derive a mapping g : X → T which assigns correct
class labels to unlabelled data [X is the feature space of the xi (typically X = RNx) and
T = {t1, . . . , tNt} is the set of all classes].
Taking a Bayesian approach (as we do for our model, in Section 2.3), and assuming
independence of the data points and that there are no unknown parameters in the model
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(beyond the class membership), Bayes theorem yields posterior class membership propa-
bilities on which we can base a rule to assign class labels.
The prior probabilities for each class are p(t1), . . . , p(tNt). Without any information,
the most sensible class allocation strategy consists of assigning any given object to the most
likely class, i.e. allocate to class tj0 if
p(tj0) > p(tj) , j = 1, . . . , Nt, j 6= j0 .
In the case of a draw, classes are chosen randomly among the classes that share the
highest prior probability.
Obviously we wish to allocate a given object to a certain class based on the information
contained in its associated feature vector x. For this, we use the class conditional probabil-
ity densities p(x|tj), j = 1, . . . , Nt. Bayes Theorem allows us to relate these conditional
densities and compute the posterior probabilities for each class; for instance for class j0:
p(tj0|x) =
p(tj0) · p(x|tj0)∑Nt
j=1 p(tj) · p(x|tj)
. (D.1.1)
Bayes rule for minimum error (we will explain this name in the next paragraph) is the
rule which allocates an object with feature vector x to the class with highest posterior class
membership probability: assign to class tj0 if
p(tj0|x) > p(tj|x) , j = 1, . . . , Nt, j 6= j0 . (D.1.2)
Provided the assumed model is correct, the misclassifications of the classifier obtained
by Bayes rule for minimum error will be due entirely to the irreducible overlap of the class
conditional densities, hence the name of the rule.
Since, for a given object,∑Ntj=1 p(tj) ·p(x|tj) = p(x) is the same whatever the class we
are considering, it is clear from (D.1.1) that (D.1.2) is equivalent to assigning to class tj0 if
p(tj0) · p(x|tj0) > p(tj) · p(x|tj) , j = 1, . . . , Nt, j 6= j0 . (D.1.3)
Often different costs are associated with the outcome of different allocations. However,
as for this project costs are supposed to be equal for all allocations (misclassifying a star
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as a galaxy is just as bad as misclassifying a galaxy as a star), we will not consider this
problem here.
Of course, while equation D.1.1 shows us how to obtain posterior class probabilities,
we will have to specify the model before we can evaluate these probabilities numerically.
Depending on the assumptions we make to specify the model, the resulting probabilities
can be quite different (see Section D.3). Also, as we have noted, the above approach
is a Bayesian approach. There are other classification methods which do not work with
posterior probabilities and we will introduce some of these methods in Section D.3.
D.2 Designing a classifier: some considerations
When designing a classifier, one has to think about what the ultimate aim of this classifier
is, what restrictions are imposed by the nature of the data and what requirements one wants
to impose oneself. The most common such considerations are listed below.
- supervised / unsupervised classification
Usually, in the outline of the classification problem given in Section D.1 above, we
have a sample with known class labels permitting the training and testing of a given
classifier (which then can be used to classify another dataset without class labels).
This is the supervised case. In the second, the unsupervised case, the true class
labels are unknown and no labelled set of data is available. In this latter case, we
need the classifier not only to classify objects into a few classes, but also to find these
classes in the first place.
Unsupervised classification is also often called clustering. Supervised and unsuper-
vised classification are in fact two very different problems: supervised classification
is simply a regression problem with a discrete response variable, whereas clustering
is altogether more difficult as it is not obvious how many classes there should be or,
indeed, how a ‘class’ should be defined.
There is a third case however. Indeed, it may be that we know the true classes, but
do not have any, or just a very limited amount of, labelled data. This is called semi-
supervised classification (cf., e.g., Chapelle et al. 2006).
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For each of the three cases, supervised, un- or semi-supervised, there are different
methods, and obviously the data dictate which of the three cases is applicable.
- missing values
Not all classification methods can handle missing values. However, in many real-
world situations data with missing values are the norm. Indeed, in the specific case
of astronomical sky surveys for instance, not all objects tend to be observed in each
of the survey filter passbands. Thus if an object is undetected in one band, all the
variables relating to that band will have missing values.
The data, once more, dictate which classification methods can be used.
- parametric / non-parametric methods
Parametric methods assume functional forms for the densities in (D.1.1) and estimate
the parameters of these functions from the data. Non-Parametric methods estimate
the densities directly, parameter-free. As the latter methods make fewer assumptions,
their applicability is wider.
Each of the two kinds of methods have advantages and disadvantages: for instance
the benefit of not making any distributional assumptions, in the non-parametric case,
is penalised by the fact that non-parametric methods tend to overfit the data and can,
in some cases, be computationally more expensive. Also, non-parametric methods
often involve control parameters, the optimal choice for which might be difficult to
determine.
- class labels / class membership probabilities
Some methods will not compute the posterior probabilities from (D.1.1), but simply
predict an object’s class, given its feature vector x: p(tj0|x) = 1 for some j0 and
p(tj|x) = 0 for all j 6= j0. In this case the classifier effectively only assigns a class
label to a feature vector and does not characterise the confidence in the final clas-
sification. An example of such a classifier would be a simple thresholding scheme:
a statistic is constructed and all objects for which this statistic exceeds a particular
value are classified as one class, and all other objects as another.
However, depending on what is the aim of the classification, this is not recommended
and, rather than assign class labels to objects, one wants to compute posterior class
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membership probabilities that can take any value between 0 and 1.
It is up to the user to decide which kind of method a given application requires.
- interpretability
The ability to explain why a certain object has been classified in a certain way may
be a requirement of the classifier (e.g. in credit scoring, the client is allowed by law
to know why his application has been refused). This is not trivial for all classification
methods. Indeed for some methods, such as neural networks (cf. Section D.3), it is
difficult to understand the final classification rule the classifier has learned from the
data (it is only understood how the classifier learned the rule), and such methods are
often referred to as “black boxes” because of this.
Accordingly, if interpretability is a requirement, the set of available classification
methods is narrowed down.
- robustness, overfitting
Both robustness and the tendency to overfit can guide the design of a classifier. If
there are large outliers, or if there is significant noise in the data (by this we mean
data with low signal-to-noise ratios, but also data with mislabelled training samples),
classifiers which are not unduly affected by these, i.e. which are robust, are a more
sensible choice. Likewise, as any classifier is trained with a finite set of training
samples, classifiers not too sensitive to local structures characteristic of the particular
data set at hand, but not of the general population of objects, are usually preferred.
- computational considerations
Finally, available computational resources are often limited, or there may be stringent
time constraints, both of which will affect the choice of the classification method.
D.3 Common classification methods
We give a short summary of several common classification methods. This summary is far
from complete and restricts itself to the essential concepts of each method. Some com-
monly used methods, e.g. support vector machines (Vapnik, 1998), have been omitted as
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they have not been used extensively for star–galaxy separation. For a more complete treat-
ment of common classification approaches, the reader is referred to, for example, Webb
(2002) and Hastie et al. (2008).
D.3.1 LDA, QDA and RDA
Continuing from (D.1.3), if we assume that the class conditional densities are those of Nor-
mal distributions, the resulting classifier will be equivalent to linear discriminant analysis
(LDA), quadratic discriminant analysis (QDA) or regularised discriminant analysis (RDA)
depending on which assumptions we make about the covariance matrices (LDA, QDA), or
how we estimate these (RDA).
The names result from the fact that we explicitly use functions to discriminate between
classes [which we also do in (D.1.2) and (D.1.3)], and that, for these three methods, the
discriminant functions are linear (LDA) or not (QDA, RDA) in the feature vector x of a
given object.
The basic assumption is that the class conditional densities are multivariate normal.
Writing X for the vector random variable of which x is a realisation, we assume:
X|tj ∼ N (µj,Σj) .
Using the discriminant functions gj(x) = log p(x|tj) + log p(tj) (i.e. the log of the
ones used in (D.1.3), which still leads to the Bayes rule for minimum error, but simplifies
calculations), we get:
gj(x) = −1
2
(x− µj)TΣ−1j (x− µj)−
Nx
2
log 2π − 1
2
log |Σj|+ log p(tj) . (D.3.1)
The discriminant functions (D.3.1) are usually called normal based quadratic discrimi-
nant functions (“normal” because of the assumption of normality and “quadratic” because
of the term (x− µj)TΣ−1j (x− µj), which is quadratic in x).
For LDA we assume that Σj = Σ, j = 1, . . . , Nt, i.e. that all classes share a common
covariance matrix. In this case, the (1/2) log |Σ| and (Nx/2) log 2π terms are independent
of j and hence can be ignored as far as the classification is concerned, leading to:
gj(x) = −1
2
(x− µj)TΣ−1(x− µj) + log p(tj) . (D.3.2)
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Since (x−µj)TΣ−1(x−µj) = xTΣ−1x−2µTj Σ−1x+µTj Σ−1µj , and since xTΣ−1x
is also independent of j, this further simplifies to the linear (in x) discriminant functions
gj(x) = w
T
j x+ wj0 j = 1, . . . , Nt , (D.3.3)
where wj = Σ−1µj and wj0 = −12µTj Σ−1µj + log p(tj).
For QDA, we assume that each class has an arbitrary covariance matrix. Though the
(Nx/2) log 2π in (D.3.1) can still be ignored, the discriminant function (D.3.1) does not
simplify further and remains quadratic in x.
If the covariance matrices are not known, they can be estimated from the data and
substituted into (D.3.1) and (D.3.3). However, estimating a covariance matrix requires es-
timating Nx · (Nx + 1)/2 parameters. Hence, for small samples of high-dimensional data,
the covariance matrices estimates can be quite poor and this, in turn, will affect the per-
formance of QDA. Without going into details, RDA proposes a compromise between LDA
and QDA. The idea is to shrink the class specific covariance matrices from QDA to a sin-
gle, common covariance matrix as in LDA. This means that RDA uses weighted averages
between the pooled covariance matrix and estimates of the individual class covariance ma-
trices. A variant of this method simultaneously shrinks the covariance matrices toward the
scalar identity covariance matrix. RDA involves both a complexity and a regularisation (or
shrinkage) parameter. These determine how much the final covariance matrix is “pushed”
towards the pooled, respectively the identity matrix.
D.3.2 Logistic discrimination
Another linear and parametric method is logistic discrimination. It uses logistic regression
and thus models the ratios of class conditional densities as linear functions of the features.
The model has the form
log
p(x|tj)
p(x|tNt)
= wj,0 +w
T
j x , j = 1, . . . , Nt − 1 . (D.3.4)
Since the probabilities need to sum to one, there are only Nt− 1 equations. The choice
of theN tht class on the denominator of the ratios is arbitrary and does not affect the resulting
classifications.
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The posterior probabilities, under this model, are given by
p(tj0|x) =
exp(w′j0,0 +w
T
j0
x)
1 +
∑Nt−1
j=1 exp(w
′
j,0 +w
T
j x)
, j0 = 1, . . . , Nt − 1 , (D.3.5)
p(tNt|x) =
1
1 +
∑Nt−1
j=1 exp(w
′
j,0 +w
T
j x)
, (D.3.6)
where w′j0 = wj0 + log [p(tj)/p(tNt)].
Since the denominators in (D.3.5) and (D.3.6) are equal, the linear functions w′j0+wTj x
determine the classification: assign x to class tj0 if
max
j
(w′j,0 +w
T
j x) = w
′
j0,0
+wTj0x > 0 , j0 = 1, . . . , Nt − 1 , (D.3.7)
otherwise assign to class tNt .
D.3.3 k nearest-neighbour techniques
We can use any density estimation procedure to estimate the densities in (D.1.3). Us-
ing different estimation procedures will result in different classifiers. For instance, the k
nearest-neighbour (kNN) classification method uses kNN density estimation. Since kNN
is a non-parametric density estimation procedure, the resulting classifier is also called non-
parametric.
In kNN density estimation, a certain number of points, k, is fixed and the volume,
centred at the point of interest, containing k points is determined. If we have n training
samples, the density at a point x is estimated as pˆ(x) = k
nV (x)
, where V (x) is the (spheri-
cal) volume containing the k nearest points to x.
To use this to design a classifier, suppose that we have n training samples xi, i =
1, . . . , n, of which nj are of class tj, j = 1, . . . , Nt. Fix a given point x which we want
to classify. Suppose that kj of its k nearest neighbours are of class tj, j = 1, . . . , Nt. The
class conditional densities are estimated
pˆ(x|tj) = kj
njV (x)
, j = 1, . . . , Nt , (D.3.8)
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and the prior probabilities
pˆ(tj) =
nj
n
. (D.3.9)
Substituting into (D.1.3): assign to class j0 if
pˆ(tj0|x) > pˆ(tj|x) , j = 1, . . . , Nt, j 6= j0 , (D.3.10)
⇒ nj0
n
· kj0
nj0V (x)
>
nj
n
· kj
njV (x)
, (D.3.11)
which simplifies to the following rule: assign to class j0 if
kj0 > kj , j = 1, . . . , Nt, j 6= j0 . (D.3.12)
Hence kNN classification assigns an object with feature vector x to the majority class
among its k nearest neighbours in the training set.
Finding an optimal parameter k can be difficult.
D.3.4 Kernel density estimation
Another non-parametric approach consists of estimating the class conditional densities by
kernel density estimation. Suppose we are given a set of n training samples, with nj of
class tj . For a given class tj , we associate a kernel function K(.) with each point xi
of class tj . K(.) can be any probability density function; the most common choice is a
Gaussian kernel. The class conditional density p(x|tj) at a point x is estimated by the sum
of the contributions from all the training samples of class tj:
pˆ(x|tj) = 1
hpn
nj∑
i=1
K
[
1
h
(x− xi)
]
. (D.3.13)
h is called the bandwidth parameter. In (D.3.13) above we have assumed the same
bandwidth h for all features. This is only a good choice if all features are on the same scale.
Otherwise it is better to assume a different bandwidth parameter for each feature h1, . . . , hp
(or rescale the data first). h determines how “flat” or, on the contrary, how “peaked” the
local density at a training sample is. Like the number k of neighbours in kNN, it is often
difficult to find optimal h1, . . . , hp. In practice, for multivariate data, independence of the
data variables is often assumed. This allows the multivariate kernel function to be specified
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as a product of univariate kernel functions. In this case the kernel function is called a
product kernel.
D.3.5 Other methods
There exist many other classification methods in addition to the above. In particular the
multilayer perceptron (MLP), learning vector quantization (LVQ) and decision trees can be
used to classify data. Also there are ensemble classifiers, which train several classifiers and
then use the output from all of these classifiers to compute a final classification of objects.
Describing all of these methods in detail is beyond the scope of this thesis. The inter-
ested reader is referred to, e.g., Webb (2002) and Berthold and Hand (2007).
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Appendix E
SQL code for data extraction
E.1 UKIDSS LAS Data used with the star–galaxy separator
We extracted UKIDSS data via the SQL interface of the WFCAM Science Archive (WSA;
located at http://surveys.roe.ac.uk/wsa/) in January 2008, so that the data are
from data release 3 (DR3). Below is the SQL code used to extract the data.
SELECT
sourceID,
ra, dec,
l, b,
YAperMag3 AS mapp_y,YAperMag3Err AS mapp_y_err,
J_1AperMag3 AS mapp_j, J_1AperMag3Err AS mapp_j_err,
HAperMag3 AS mapp_h, HAperMag3Err AS mapp_h_err,
KAperMag3 AS mapp_k, KAperMag3Err AS mapp_k_err,
Yell AS ell_y, J_1ell AS ell_j, Hell AS ell_h, Kell AS ell_k,
YClassStat AS classStat_y, J_1ClassStat AS classStat_j,
HClassStat AS classStat_h, KClassStat AS classStat_k,
Yclass AS class_y, J_1class AS class_j,
Hclass AS class_h, Kclass as class_k,
mergedClassStat, mergedClass,
PStar AS prob_star, PGalaxy AS prob_galaxy,
PNoise AS prob_noise, PSaturated AS prob_saturated
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FROM
LASSource
WHERE
((RA < 60.0) OR (RA > 300.0))
AND
(dec < 0.1) AND (dec > -0.1)
AND
(YPPErrBits <= 255) AND (J_1PPErrBits <= 255)
AND
((YClass > - 10) AND (J_1Class > - 10))
ORDER BY
RA
Later, for verifying our classifications, we cross-matched these data with stacked SDSS
Stripe 82 data. SDSS Stripe 82 is characterised by being repeatedly scanned by SDSS. The
data for each scan are analysed separately. For sources that are not fast moving, the images
from each scan are stacked, essentially averaging the position, flux, etc. of each source in
turn. The resultant errors on the positions, fluxes, etc., are all significantly reduced in this
way.
E.2 Cross-matched SDSS / UKIDSS data used with the anomaly de-
tector
We extracted these data, again through the WSA, which contains both UKIDSS and SDSS
data tables, in November 2010. The UKIDSS data are DR8, the SDSS are DR7. Below is
the SQL code used to extract the data. After extracting the data using the SQL code below,
we have, in an additional quality control step, removed sources with UKIDSS flags “COS-
MIC_RAY”, “SATURATED”, “BADSKY”, “TOO_LARGE”, “DEBLENDED_AS_PSF”,
“SATUR_CENTER” and “PSF_FLUX_INTERP”.
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SELECT
UKIDSS.RA AS ra_ukidss,
UKIDSS.Dec AS dec_ukidss,
SDSS.RA AS ra_sdss,
SDSS.Dec AS dec_sdss,
SDSS.Mode AS mode_sdss,
X.DistanceMins * 60.0 AS angsep_arcsec,
SDSS.objid as objid_sdss,
SDSS.PSFMag_u AS psfMag_u,
SDSS.PSFMagErr_u AS psfMag_u_err,
SDSS.PSFMag_g AS psfMag_g,
SDSS.PSFMagErr_g AS psfMag_g_err,
SDSS.PSFMag_r AS psfMag_r,
SDSS.PSFMagErr_r AS psfMag_r_err,
SDSS.PSFMag_i AS psfMag_i,
SDSS.PSFMagErr_i AS psfMag_i_err,
SDSS.PSFMag_z AS psfMag_z,
SDSS.PSFMagErr_z AS psfMag_z_err,
SDSS.MODELMag_u AS modelMag_u,
SDSS.MODELMagErr_u AS modelMag_u_err,
SDSS.MODELMag_g AS modelfMag_g,
SDSS.MODELMagErr_g AS modelfMag_g_err,
SDSS.MODELMag_r AS modelMag_r,
SDSS.MODELMagErr_r AS modelMag_r_err,
SDSS.MODELMag_i AS modelMag_i,
SDSS.MODELMagErr_i AS modelMag_i_err,
SDSS.MODELMag_z AS modelMag_z,
SDSS.MODELMagErr_z AS modelMag_z_err,
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bestdr7.dbo.FPhotoFlagsN(SDSS.Flags) as flags,
UKIDSS.YAPerMag3 AS mapp_y,
UKIDSS.YAperMag3Err AS mapp_y_err,
UKIDSS.J_1AperMag3 AS mapp_j,
UKIDSS.J_1AperMag3Err AS mapp_j_err,
UKIDSS.HAperMag3 AS mapp_h,
UKIDSS.HAperMag3Err AS mapp_h_err,
UKIDSS.KAperMag3 AS mapp_k,
UKIDSS.KAperMag3Err AS mapp_k_err,
UKIDSS.MergedClassStat AS mergedclassstat,
UKIDSS.MergedClass AS mergedclass,
UKIDSS.YClass AS class_y,
UKIDSS.J_1Class AS class_j,
UKIDSS.HClass AS class_h,
UKIDSS.KClass AS class_k,
UKIDSS.YPPErrBits AS errbits_y,
UKIDSS.J_1PPErrBits AS errbits_j,
UKIDSS.HPPErrBits AS errbits_h,
UKIDSS.KPPErrBits AS errbits_k,
UKIDSS.YEta as eta_y,
UKIDSS.YXi as xi_y,
UKIDSS.J_1Eta as eta_j,
UKIDSS.J_1Xi as xi_j,
UKIDSS.HEta as eta_h,
UKIDSS.HXi as xi_h,
UKIDSS.KEta as eta_k,
UKIDSS.KXi as xi_k
FROM
Appendix E. SQL code for data extraction 157
LASSource AS UKIDSS,
BestDR7..PhotoObjAll AS SDSS,
LASSourceXDR7PhotoObjAll AS X
WHERE
((UKIDSS.PriOrSec = UKIDSS.FramesetID) OR (UKIDSS.PriOrSec = 0))
AND
((X.DistanceMins <= 2.0 / 60.0)
AND
(UKIDSS.SourceID = X.MasterObjID)
AND
(SDSS.ObjID = X.SlaveObjID))
AND
((0.0 <= UKIDSS.RA) AND (UKIDSS.RA <= 10.0))
AND
((0.0 <= UKIDSS.Dec) AND (UKIDSS.Dec <= 1.0))
ORDER BY
UKIDSS.RA
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Appendix F
Notation
u, g, r, i, z
Can refer both to the five SDSS optical filter passbands or the magnitudes in those
bands.
Y , J , H , K
Can refer both to the four UKIDSS LAS near-infrared filter passbands or the magni-
tudes in those bands.
mb, mˆb
True and measured magnitude variables (in band b).
cb, cˆb
True and measured morphology statistics (in band b). For UKIDSS c will refer to the
ClassStat statistic, for SDSS it will refer to the concentration statistic.
C
Random variable representing a morphology statistic.
n
Sample size.
Nx
Number of variables.
Appendix F. Notation 159
x = (x1, x2, . . . , xNx)
An Nx-dimensional vector of observed data. In the context of source classification
in UKIDSS, x = (det, mˆ1, cˆ1, . . . , mˆNb , cˆNb).
{t1, t2, . . . , tNt}
A set of Nt distinct types of astronomical objects under consideration. In the context
of star–galaxy classification {t1, t2, . . . , tNt} = {s, g}, i.e. star (s) and galaxy (g)
classes.
t, T
t is the object type of a given source and T is a random variable representing object
type.
p(.); pˆ(.)
A probability, probability mass function or probability density function depending
on the context. If p(.) is unknown and estimated, we write pˆ(.).
Φ(.;µ, σ), ϕ(.;µ, σ)
The cumulative and the probability density functions of a normal distribution with
mean µ and variance σ2. If µ and σ are omitted, then the distribution is the standard
normal with µ = 0, σ = 1.
Φlog(.;µ, σ), ϕlog(.;µ, σ)
The cumulative and the probability density functions of a log-normal distribution
with parameters µ and σ2.
θt
Generic parameter vector for sources of type t.
ρt(θt)
The number density (per unit solid angle or per unit volume) of all type t sources –
not just those that might be detected in the survey under consideration – as a function
of their parameters.
Wt(x)
The weighted evidence for sources of type t with data vector x.
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erfc(.)
erfc(x) = 2
∫∞√
2x
ϕ(x′; 0, 1) dx′ is the complementary error function; cf. Figure 2.4.
dNt/dmb
The differential number counts of type t sources in band b.
k
The number of nearest neighbours.
Nk(i)
The set of the k nearest neighbours of source i.
D
For CASOS, the maximum dimensionality of the subspaces.
ND
The number of distinct subspaces of dimension np (given anNx-dimensional dataset).
ρ
For CASOS, a function used to combine the anomaly scores (ASs) from different
subspaces. In this work we use ρ(avg), ρ(ext), ρ(topquant) and ρ(midquant). Details can
be found in Section 3.3.2.
X
Depends on the context, but usually refers to a matrix of anomaly scores where rows
represent samples and columns represent subspaces. Sometimes we also use X to
refer to a generic random variable. It should be clear from the context which is
meant.
G
A set of AS matrices.
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