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La historia de la humanidad está salpicada de numerosos episodios catastróficos que
han determinado cambios importantes en las ubicaciones de los asentamientos urbanos, así
como, migraciones o modificaciones en los usos del territorio. Gran parte de estos episodios
tienen su origen en los movimientos sísmicos que suceden en la corteza terrestre y en los
procesos que desencadenan. En algunas ocasiones son mayores los desastres originados por
los fenómenos que a su vez genera un terremoto que los efectos del propio movimiento
sísmico.
Una de las catástrofes más antiguas y mejor documentadas que ilustran este tipo
de fenómenos, es la que sucedió en la isla de Thera -actualmente denominada como el
archipiélago de Santorini, en el mar Egeo- alrededor del año 1627 a.C. y que dañó muy
seriamente la civilización minoica, con importantes consecuencias en la isla de Creta, núcleo
cultural de aquella sociedad. El desplome en la caldera de un volcán, generó un colapso
del conjunto montañoso de una magnitud ingente. La precipitación secuenciada sobre la
superficie del mar de semejante volumen de rocas y piroclástos, produjo una sucesión de
tsunamis que impactaron sobre la costa adyacente en el interior de la bahía, causando la
práctica destrucción de cuantas infraestructuras existían en el litoral. El tren de olas así
generado podría haber alcanzado alturas entre 14 y 18 metros, lo cual supondría que las
aguas ascenderían hasta cotas de 50 metros de altura en las zonas acantiladas.
Esta primera referencia de un tsunami tan complejo, nos sitúa en un escenario relacio-
nado con dos posibles fuentes tsunamigénicas: los colapsos o avalanchas de gran cantidad
de rocas sobre la superficie del mar, y los terremotos originados en los niveles superiores
de la corteza terrestre en regiones marítimas o próximas al mar.
Otros episodios más recientes nos trasladan a Sumatra, Chile y Japón. Quizás el más
violento y desolador ha sido el tsunami que originó el terremoto de Honshu (11/3/2011)
y que sacudió la costa de Japón cebándose particularmente en torno a la ciudad de
Fukushima. El seísmo de mayor magnitud, 9 en la escala de Richter, se produjo a las 05:46
horas en un punto localizado a 177 km de la costa, y a 32 km de profundidad en la corteza
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del archipiélago japonés. El tren de olas que generó el movimiento sísmico alcanzó los 14
metros de altura, desplazándose a gran velocidad y cargándose de sedimentos marinos, lo
cual incremento considerablemente su capacidad destructiva.
Ante la inexorable ocurrencia de este tipo de fenómenos naturales, ha surgido la
imperiosa necesidad del ser humano de adaptarse al medio en el que habita, a veces
hostil. Esto le ha obligado a tener que comprender los mecanismos que los genera y así
poder mitigar sus efectos devastadores. Es precisamente, en este punto, donde los modelos
matemáticos juegan un papel determinante y la simulación numérica mediante ordenadores
se ha convertido en una herramienta de predicción extremadamente potente y, en ocasiones,
precisa.
Dado que las fuentes más comunes de tsunamis son los seísmos, éstos han sido in-
vestigados exhaustivamente mientras que los tsunamis generados por deslizamientos han
sido mucho menos estudiados y el conocimiento existente sobre ellos es más limitado. Se
caracterizan por periodos relativamente cortos, en comparación con los generados por
un terremoto, ya que no viajan tan lejos. Por lo tanto, una de sus características es que
todo su ciclo de vida tiene lugar cerca de la fuente. No obstante, pueden alcanzar altas
amplitudes y también pueden volverse extremadamente dañinos. (ver [53, 58]).
La simulación numérica de un tsunami tiene tres etapas: generación, propagación e
inundación. En la etapa de generación de tsunamis generados por un terremoto, el modelo
de deformación de fallas de Okada (ver [100]) es ampliamente utilizado como el método
inicial para predecir el desplazamiento inicial de la superficie del mar en un tsunami. Este
método supone que un terremoto puede considerarse como la ruptura de un solo plano
de falla. Esta falla se describe mediante una serie de parámetros físicos, que comprenden
el ángulo de inmersión, el ángulo de incidencia, el ángulo de inclinación, el ancho de la
falla, la longitud de la falla y la profundidad de la falla. El desplazamiento vertical que se
calcula con el modelo de Okada se transfiere a la lámina de agua, lo que genera el tsunami.
Esta deformación puede aplicarse en un instante de tiempo, que suele ser el inicial, o
bien se puede imponer de forma continua especificando el tiempo de ruptura (ver [139]).
Recientemente también se están desarrollando modelos más sofisticados en la etapa de
generación (ver [67]).
En la etapa de propagación e inundación, se emplean habitualmente dos familias de
modelos diferentes: las ecuaciones de tipo Boussinesq que incorporan efectos no hidrostáticos
[13, 48] o las ecuaciones no lineales de aguas someras. En este trabajo, utilizaremos el
modelo de Okada para el cálculo de la deformación del terreno y generar la onda inicial y
las etapas de propagación e inundación se simularán con el modelo de aguas someras no
lineales.
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de modelos. Concretamente el modelado de deslizamientos de tierra, o las avalanchas
aéreas y submarinas, es un campo de investigación bastante activo en los últimos años.
Aunque se han realizado algunos avances importantes, la descripción teórica y física de
estos procesos en un entorno natural es un problema muy difícil y queda mucho por
hacer. En la literatura podemos encontrar dos tipos de modelos diferenciados: los modelos
gravitacionales para medios granulares con leyes de fricción (como las de Coulomb) y los
modelos de fluidos viscoplásticos (ver [3]). Como ejemplos de modelos del primer tipo
tenemos el propuesto por Savage y Hutter [121] para la simulación de avalanchas poco
profundas de materiales granulares, así como la mejora propuesta en [15]. Son también
de este tipo los modelos para la simulación de avalanchas de “depósitos” (debris flows en
inglés). Estos modelos suelen ser de tipo bifásico, en los que una fase representa el fluido
y la otra el material sedimentario. Entre estos destacamos los propuestos por Iverson y
Delinger [77], por Pitman y Le [109] y por Fernández-Nieto et al. (véase [50]). Este último
es el que usamos en este trabajo ya que permite la reproducción de tsunamis generados
por el impacto de un deslizamiento de tierra, la propagación del mismo y la inundación
causada.
Es bien sabido que las soluciones de ambos sistemas de ecuaciones en derivadas parciales
toman la forma de ondas que se propagan a una velocidad finita. Además, las soluciones
pueden formar discontinuidades como choques, resaltos hidráulicos, etc., incluso cuando los
datos iniciales son suaves. Por lo tanto, es habitual interpretar las soluciones de tales EDPs
no lineales en el sentido de distribuciones. El principal problema que nos encontramos es
que los sistemas que vamos a manejar no se pueden expresar en forma conservativa, debido
a la presencia de términos fuentes y productos no conservativos. La presencia de productos
no conservativos añade serias dificultades tanto desde el punto de vista de la definición
del concepto de solución débil como del desarrollo de esquemas numéricos convergentes.
Estas dificultades se deben al hecho de que la presencia de discontinuidades impide el uso
del marco de la teoría de distribuciones para definir el concepto de solución débil. Como
consecuencia, a diferencia de lo que ocurre en el caso conservativo, las condiciones de salto
en una solución débil no están unívocamente determinadas. Distintas teorías matemáticas,
como la desarrollada por Dal Maso, LeFloch y Murat (véase [44]) permiten dotar de
sentido a los productos no conservativos como medidas de Borel y, en consecuencia, definir
de forma rigurosa el concepto de solución débil. No obstante, esta definición no es única:
depende de la elección de una familia de caminos en el espacio de estados. Aunque desde
el punto de vista matemático cualquier elección de caminos da una definición consistente
del concepto de solución débil, la elección óptima debe reflejar la naturaleza física del
problema. En concreto, los caminos elegidos han de restituir al sistema la información
suprimida al despreciar los términos de alto orden como son los de difusión y/o dispersión.
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Además, como ocurre en el caso de sistemas hiperbólicos conservativos, es necesario añadir
un criterio de entropía para seleccionar sólo aquellas soluciones débiles que tienen sentido
físico.
En [103] se propuso una familia genérica de esquemas numéricos de volúmenes finitos,
denominados “path-conservative” (camino-conservativos) que son formalmente consistentes
con la definición de solución débil asociada a la elección de una familia de caminos y
que constituyen una extensión natural de los esquemas conservativos para sistemas de
leyes de conservación. Este marco teórico facilita el desarrollo de esquemas numéricos
para problemas no conservativos y el análisis de sus propiedades (véase [37] para una
actualización de este tipo de esquemas)
Es bien sabido que estos sistemas presentan además una familia notable de soluciones
estacionarias que es necesario aproximar de forma muy precisa o incluso de forma exacta.
Así, el desarrollo de esquemas numéricos bien equilibrados (“well-balanced”) es de suma
importancia en estos problemas. Así, el uso de esquemas path-conservative facilita enor-
memente la construcción de esquemas bien equilibrados (véase [37]). En lo que respecta
al desarrollo de esquemas numéricos path-conservative en [33, 36] se han presentado una
familia de esquemas de volúmenes finitos denotados por “PVM” (Polynomial Viscosity
Matrix) y “RVM” (Rational Viscosity Matrix), cuyas matrices de viscosidad resultan
de evaluar funcionalmente una matriz de Roe por un polinomio o una función racional
que aproxima a la función valor absoluto. Estos esquemas no necesitan el conocimiento
explícito de la estructura espectral de las matrices de Roe, por lo que, en general, son más
eficientes que el método de Roe y son más sencillos de utilizar en sistemas en los que no se
conocen de forma explícita su estructura espectral como en los sistemas de aguas someras
bicapa o en algunos de los sistemas bifásicos anteriormente mencionados. Concretamente
una de mis contribuciones ha sido el analizar con detalle las estabilidad lineal de un
esquema de esta familia denominado IFCP introducido en ([51]) y que aplicaremos con
éxito en la simulación de avalanchas generadas por tsunamis. También he propuesto un
esquema de tipo HLLC para el modelo de RIPA (véase [120]). Este sistema aparece de
forma natural al estudiar fluidos geofísicos estratificados, concretamente en el modelado
de fluidos atmosféricos estratificados por la temperatura. Para ambos esquemas, IFCP y
HLLC he propuesto extensiones de alto orden (segundo y tercer orden) y he estudiado sus
propiedades de bien equilibrado.
En los últimos años, la implementación eficiente de dichos esquemas se ha llevado a
cabo utilizando unidades de procesamiento de gráficos (GPU). Las GPU han demostrado
ser un poderoso acelerador para simulaciones científicas intensivas. El alto ancho de banda
de memoria y el paralelismo masivo de estas plataformas permiten alcanzar llamativas
aceleraciones sobre una CPU estándar en muchas aplicaciones [41, 101] y varios kits de
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Language (OpenCL) [80], han demostrado una gran efectividad para la implementación
de estos modelos en GPU [41, 49].
En la literatura pueden encontrarse algunos ejemplos de esquemas de volúmenes finitos
para sistemas de aguas someras implementados en CUDA (véase [5, 16], [4, 32]). En el caso
de la simulación de tsunamis, el uso eficiente de GPUs es necesario si se quieren obtener
simulaciones de estos fenómenos en tiempos muy inferiores al tiempo real. Para ello, se
utilizan técnicas de descomposición de dominios que se han implementado combinando
CUDA y MPI [93] para implementar comunicación interprocesos (véase [1, 138, 135, 6, 78]).
Los métodos numéricos para aproximar estas EDPs hiperbólicas no lineales (o para
el caso, cualquier EDP) requieren datos de entradas tales como los datos iniciales, las
condiciones de contorno y los coeficientes en los flujos, fuentes y términos de fricción de la
EDP. Estos inputs deben ser medidos y las mediciones están marcadas por la incertidumbre.
Por ejemplo, consideremos el modelado de tsunamis: En tales problemas, las condiciones
iniciales se estiman típicamente a partir de un proceso de medición muy incierto: es muy
difícil estimar la deformación exacta de la falla o la posición inicial y la velocidad de un
deslizamiento de tierra. Esta incertidumbre en la determinación de los inputs del sistema se
extiende a la solución. El cálculo de la incertidumbre en la solución, dada la incertidumbre
de los parámetros de entrada, se recoge en el marco de la cuantificación de la incertidumbre
(Uncertainty Quantification (UQ)). La UQ para flujos geofísicos es de vital importancia
para la evaluación y la mitigación de riesgos.
Aunque existen varios enfoques para modelar la incertidumbre de los inputs, los
modelos teóricos más populares introducen la incertidumbre estadísticamente en términos
de campos y variables aleatorios. La EDP resultante es una EDP estocástica (aleatoria). La
solución debe entenderse en un sentido estocástico y la media, la varianza, los momentos
de orden superior, los intervalos de confianza y la función de distribución de probabilidad
de la solución son los objetos de mayor interés.
El modelado y simulación de este tipo de sistemas no es nada trivial. Son necesarias
un gran número de variables aleatorias para parametrizar la incertidumbre en los inputs y
constituye un desafío computacional evaluar momentos estadísticos que podrían requerir
una gran cantidad de soluciones de las EDPs. Estos desafíos son particularmente acentuados
para EDPs hiperbólicas dominadas por convección, ya que las discontinuidades en el espacio
físico, como los choques, pueden propagarse al espacio estocástico, lo que resulta en una
pérdida de regularidad de la solución subyacente con respecto a los parámetros aleatorios.
Se podría necesitar una gran cantidad de grados de libertad en el espacio estocástico
para resolver tales funciones con posibles singularidades. Véase una revisión reciente para
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obtener una descripción detallada de los desafíos que implica la UQ para problemas
hiperbólicos [92].
Recientemente se han desarrollado diferentes métodos numéricos para la cuantificación
de la incertidumbre sistemas hiperbólicos. Véase por ejemplo [42, 110, 133, 137, 140] y la
revisión [12] para más detalles. Los métodos más populares en la literatura son los métodos
de Galerkin que usan bases polinómicas para la aproximación del espacio de probabilidad
(gPC), los métodos de colocación y métodos de volúmenes finitos estocásticos (SFVM). Los
métodos estocásticos de Galerkin se basan en la aproximación de las variables aleatorias
mediante una serie cuyas funciones de base son ortogonales respecto a la distribución de
probabilidad subyacente. Los coeficientes de la serie son soluciones de una familia de EDPs
que dependen del sistema original. Quizás el mayor inconveniente de este enfoque en el
contexto de EDPs hiperbólicas no lineales radica en el hecho de que los sistemas resultantes
para estos coeficientes a determinar no son necesariamente hiperbólicos e incluso pueden
estar mal planteados. Además, este método es computacionalmente intrusivo, es decir,
debemos escribir un código completamente nuevo desde cero para calcular estos coeficientes
y los códigos existentes no pueden reutilizarse.
Como alternativa, se proponen otro tipo de métodos donde la idea consiste en tomar
una muestra estadística representativa de los parámetros que se consideren, realizar un
cálculo determinista para cada uno de los valores de la muestra y, finalmente calcular la
esperanza y los momentos de las predicciones obtenidas. Se trata de los llamados Métodos
Monte Carlo (MC). Aunque son no intrusivos, y son fáciles de implementar y de paralelizar,
los métodos MC tiene un ratio de convergencia asintótica de M−1￿2, siendo M el número de
muestras. Esta tasa de convergencia no es mejorable según el teorema central del límite.
Por lo tanto, los métodos MC requieren un gran número de ensayos o muestras
para garantizar errores estadísticos bajos. Esta convergencia lenta implica una alto coste
computacional para los métodos de tipo MC y los hace inviables a la hora de calcular la
incertidumbre en sistemas complejos como los que aquí consideramos. Véase [89] para un
detallado estudio del error y un análisis de complejidad computacional para el método MC
en el contexto de las leyes de conservación escalar. Esta lenta convergencia ha inspirado
el desarrollo de métodos Monte Carlo multi-nivel o MLMC ([59, 60]), en los que se
considera una jerarquía de mallas encajadas en el espacio-tiempo para las que se establece
el número de ensayos a realizar con cada una de ellas. Este equilibrio sutil del error
estocástico con el error espacio-temporal, junto con un nuevo estimador de MLMC para
los momentos estadísticos, son los ingredientes clave en la adaptación exitosa de estos
métodos a diferentes contextos de UQ. En particular, [89] y [90] extienden y analizan el
algoritmo de MLMC para las leyes de conservación escalar y para los sistemas de leyes de
conservación, respectivamente. El análisis asintótico para el método MLMC, presentado en
7[89], demuestra que el método permite el cálculo de momentos estadísticos aproximados con
un costo computacional mucho más bajo que la aproximación MC subyacente. Actualmente,
los métodos de MLMC parecen ser uno de los métodos más adecuados para la UQ en el
contexto de las EDPs hiperbólicas no lineales. Nuestra principal aportación en este trabajo
ha sido la adaptación de este tipo de técnicas para su utilización en fluidos geofísicos y, en
concreto, en el uso de MLMC para la cuantificación de la incertidumbre en la propagación
de tsunamis generados por terremotos y avalanchas y su implementación en GPUs. De
esta forma se ha podido abordar problemas que de otra forma hubieran sido imposibles
por su gran esfuerzo computacional. Dado el carácter no intrusivo, la eficiencia y la solidez
del método que se propone en esta tesis, se espera que esta contribución conduzca a la
aplicación de este paradigma para cuantificar la incertidumbre en una amplia gama de
problemas en geofísica.
Esta tesis está estructurada en dos bloques. En el primero de ellos se presenta el
marco teórico utilizado para el desarrollo de los esquemas numéricos que hemos diseñado e
implementado para los problemas de simulación de tsunamis y el modelo de Ripa de 1 capa.
Así hemos presentado en el Capítulo 1 el marco general de los esquemas “path-conservative”
y su uso para la discretización de sistemas hiperbólicos no conservativos y su extensión
a alto orden. Además hemos prestado especial atención a los esquemas denominados
PVM, y, en particular, al esquema IFCP del que hemos demostrado su estabilidad lineal,
y a los resolvedores de Riemann simples. A continuación en el Capítulo 2 presentamos
los resultados principales que hemos usado para el diseño de esquemas de volúmenes
finitos Monte Carlo multi-nivel. Finalizaremos este bloque presentando en el Capítulo 3
los sistemas de ecuaciones en derivadas parciales que hemos usado para la simulación de
tsunamis generados por terremotos y avalanchas y el modelo de Ripa, para el que hemos
desarrollado un resolvedor de tipo HLLC.
En el segundo bloque de esta memoria se presentan los tres artículos que se han
publicado durante el desarrollo de esta tesis doctoral, así como un breve resumen donde
destacamos las aportaciones más importantes realizadas en cada uno de ellos.
Finalizamos esta memoria con las conclusiones principales que se pueden extraer de












En este capítulo introduciremos los aspectos teóricos relacionados con los sistemas
hiperbólicos de leyes de conservación con términos fuentes y productos no conservativos. En
particular, estos sistemas pueden ser vistos como casos particulares de sistemas hiperbólicos
no conservativos. Utilizaremos la teoría introducida por Dal Maso, LeFloch y Murat en
[44] para definir el concepto de solución débil de este tipo de sistemas. Presentaremos el
concepto de esquema numérico camino-conservativo, introducido por Parés en [103], y
abordaremos también el concepto de esquemas bien equilibrados. Todo ello con el objetivo
de sentar las bases teóricas que permitan el diseño de esquemas numéricos que aproximen
las soluciones de estos sistemas.
Consideremos el sistema de ecuaciones en derivadas parciales de primer orden cuasi-
lineal
Wt +A(W )Wx = 0 x ∈ R, t > 0, (1.1.1)
donde W (x, t) toma valores en un abierto convexo   de RN , y W ∈   ￿ A(W ) ∈MN×N(R) es una aplicación regular localmente acotada. Supondremos que el sistema
(1.1.1) es estrictamente hiperbólico, es decir, para cada W ∈  , A(W ) tiene N autovalores
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reales y distintos ⁄1(W ) < . . . < ⁄N(W ), con autovectores asociados R1(W ), . . . ,RN(W ).
Supondremos además que para cada i = 1, . . . ,N , el campo característico Ri(W ) es o bien
genuinamente no lineal: ∇⁄i(W ) ⋅Ri(W ) ≠ 0, ∀W ∈  ,
o bien linealmente degenerado:
∇⁄i(W ) ⋅Ri(W ) = 0, ∀W ∈  .
Un caso particular de (1.1.1) son los sistemas de la forma
wt + F (w)x +B(w)wx = S(w)‡x, (1.1.2)
donde la incógnita w(x, t) toma valores en un abierto convexo de O de Rm, F es una
función regular de O en Rm, B es una función matricial de O en Mm×m(R), S es una
función de O en Rm y ‡(x) es una función conocida de R en R (en particular, podemos
tomar ‡(x) = x). En efecto, si añadimos a (1.1.2) la ecuación
‡t = 0, (1.1.3)
podemos reescribir el sistema en la forma de (1.1.1):
Wt +A(W )Wx = 0,
donde W es el vector aumentado
W = ￿￿￿￿￿￿w‡
￿￿￿￿￿￿ ∈   = O ×R,
y A(W ) es la matriz de orden (m + 1) × (m + 1) cuya estructura por bloques es:
A(W ) = ￿￿￿￿￿￿ A(w) −S(w)0 0
￿￿￿￿￿￿ ,
siendo
A(w) = J(w) +B(w),




Asumimos que la matriz A(w) tiene m autovalores reales y distintos
⁄1(w) < ￿ < ⁄m(w)
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con autovectores asociados rj(w), j = 1, . . . ,m. Si ninguno de estos autovalores es cero,
(1.1) es un sistema estrictamente hiperbólico: A(W ) tiene m + 1 autovalores
⁄1(w), . . . ,⁄m(w),0,
con autovectores asociados
Ri(W ) = ￿￿￿￿￿￿ri(w)0





Evidentemente, el (m + 1)-ésimo campo característico es linealmente degenerado y,
por simplicidad, asumimos que éste es el único, siendo los otros genuinamente no lineales.




= Rm+1(W ). (1.1.4)
1.2. Soluciones débiles
A fin de introducir la noción de solución débil para sistemas no conservativos, recordemos
en primer lugar cómo se define para problemas conservativos:
Wt + F (W )x = 0. (1.2.1)
Como es bien sabido, dada una solución débil W de (1.2.1), el término F (W )x debe
entenderse como una distribución. Esto no ocurre, sin embargo, para el producto no
conservativo A(W )Wx: en el caso en que una solución débil W de (1.1.1) presente dis-
continuidades no se puede dar sentido a dicho producto como distribución. No obstante,
siguiendo la teoría desarrollada por Dal Maso, LeFloch y Murat en [44], es posible dar una
definición rigurosa de solución débil para el problema (1.1.1) que generaliza el concepto
de solución débil para sistemas de leyes de conservación. Para ello, los productos no
conservativos se interpretan como medidas de Borel, cuya definición requiere la elección
de una familia de caminos en el espacio de fases.
En el caso particular de una solución débil de (1.2.1) regular a trozos, dado t > 0, la
distribución [F (W (⋅, t))x] se define de la siguiente manera:
￿[F (W (⋅, t))x],„￿ =￿
R
F (W (x, t))x„(x)dx +￿
l
(F (W +l ) − F (W −l ))„(xl(t)), ∀„ ∈ D(R), (1.2.2)
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donde la derivada que aparece en el término integral de la última expresión debe entenderse
en el sentido clásico; el índice l de la suma corresponde a las discontinuidades existentes
en la solución; xl(t) es la posición en el instante t de la l-ésima discontinuidad; W −l y W +l ,
los límites de la solución a la izquierda y a la derecha de la l-ésima discontinuidad en
el instante t; y finalmente, D(R) representa el conjunto de funciones de clase C∞(R) y
soporte compacto.
La distribución [F (W (⋅, t))x] puede ser interpretada como una medida de Borel cuya
descomposición de Lebesgue es µa + µs, donde µa viene dada por:
µa(E) = ￿
E
F (W (x, t))x dx
para cada conjunto de Borel E, siendo F (W (x, t))x la derivada puntual, y
µs =￿
l
(F (W +l ) − F (W −l )) ”x=xl(t), (1.2.3)
donde ”x=a es la medida de Dirac en x = a.
Dado un conjunto de Borel E, denotaremos su medida mediante:
￿
E
F (W (x, t))x dx = µa(E) + µs(E). (1.2.4)
La idea clave para generalizar esta interpretación de soluciones débiles reside en expresar
cualquier diferencia de flujos F (WR) − F (WL) en términos de la matriz jacobiana J (W )
mediante la introducción de un camino arbitrario  (⋅;WL,WR) ∶ [0,1]￿   tal que:
 (0;WL,WR) =WL;  (1;WL,WR) =WR;
de la siguiente manera:





Esto nos permitirá definir el producto no conservativoA(W )Wx para funciones regulares
a trozos de nuevo como una medida, cuya parte regular se calcula integrando la funciónA(W )Wx y cuya parte singular resulta de sustituir las diferencias de flujo en (1.2.3) por
integrales de línea, como veremos a continuación.
La herramienta básica empleada en la teoría desarrollada en [44] para interpretar los
productos no conservativos como medidas es una familia de caminos, definida como sigue:
Definición 1.2.1. Una familia de caminos en   ⊂ RN es una aplicación localmente de
Lipschitz
 ∶ [0,1] ×  × ￿  
tal que:
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 (0;WL,WR) =WL y  (1;WL,WR) =WR, para cada WL,WR ∈  ;
para cada conjunto acotado arbitrario O ⊂  , existe una constante k tal que
￿ˆ 
ˆs
(s;WL,WR)￿ ≤ k￿WR −WL￿,
para cada WL,WR ∈ O y cada s ∈ [0,1];
para cada conjunto acotado O ⊂  , existe una constante K tal que
￿ˆ 
ˆs
(s;W 1L,W 1R) − ˆ ˆs (s;W 2L,W 2R)￿ ≤K(￿W 1L −W 2L￿ + ￿W 1R −W 2R￿),
para cada W 1L,W 1R,W 2L,W 2R ∈ O y cada s ∈ [0,1].
Una vez elegida una familia de caminos   en  , el producto no conservativo puede
interpretarse como una medida de Borel en (L∞(R ×R+) ∩BV (R ×R+))N , denotada por[A(W )Wx] . Dada una solución débil W de (1.1.1) regular a trozos, la medida de Borel
correspondiente al producto no conservativo se define como:
￿
E
A(W (x, t))Wx(x, t) dx = ￿
E





A( (s;W −l ,W +l ))ˆ ˆs (s;W −l ,W +l )ds￿”x=xl(t). (1.2.5)
que, obviamente, generaliza a (1.2.4), donde E es un conjunto de Borel. En la igualdad
anterior, la expresión Wx de la primera integral representa de nuevo la derivada puntual de
W (⋅, t); xl(t), la posición de la l-ésima discontinuidad de W en el instante t; y W −l y W +l ,
los límites de W a la izquierda y a la derecha de la l-ésima discontinuidad en el instante t.
Obsérvese que la medida puede descomponerse como una suma µ a + µ s donde:
µ a (E) = ￿
E
A(W (x, t))Wx(x, t)dx,





A( (s;W −l ,W +l ))ˆ ˆs (s;W −l ,W +l )ds￿”x=xl(t). (1.2.6)
A través de una discontinuidad con velocidad ›, una solución débil debe satisfacer la
condición de Rankine-Hugoniot generalizada
￿ 1
0
￿›I −A( (s;W −,W +))￿ˆ 
ˆs
(s;W −,W +)ds = 0, (1.2.7)
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donde I es la matriz identidad y W −, W + son los límites a la izquierda y a la derecha de
la solución en la discontinuidad. Obsérvese que en el caso particular de un sistema de leyes
de conservación, esta condición de Rankine-Hugoniot es independiente de la familia de
caminos elegida y se reduce a la condición usual:
F (W +) − F (W −) = ›(W + −W −). (1.2.8)
Igual que en el caso conservativo, no toda discontinuidad que verifique la condición
anterior es admisible. Es necesario, además, adoptar conceptos de solución entrópica, como
los siguientes:
Definición 1.2.2. Se dice que una solución débil es una solución entrópica en el sentido
de Lax si, en cada discontinuidad, existe i ∈ {1, . . . ,N} tal que
⁄i(W +) < › < ⁄i+1(W +) y ⁄i−1(W −) < › < ⁄i(W −)
si el i-ésimo campo característico es genuinamente no lineal, o
⁄i(W −) = › = ⁄i(W +)
si el i-ésimo campo característico es linealmente degenerado.
Definición 1.2.3. Dado un par de entropía (÷,G) para (1.1.1), es decir, un par de
funciones regulares de   en R tales que:
∇G(W ) = ∇÷(W ) ⋅A(W ), ∀W ∈  ,
se dice que una solución débil es entrópica si satisface la desigualdad:
ˆt÷(W ) + ˆxG(W ) ≤ 0,
en el sentido de las distribuciones.
La elección de la familia de caminos es importante puesto que determina la velocidad
de propagación de las discontinuidades. La opción más simple consiste en la familia de
segmentos, que equivale a la definición de producto no conservativo propuesta por Volpert
en [136]. En aplicaciones prácticas, esta elección debería estar basada en consideraciones
físicas. No obstante, es natural desde el punto de vista matemático requerir a esta familia
que satisfaga algunas hipótesis que relacionan los caminos con las curvas integrales de los
campos característicos. Siguiendo [94], supondremos que los caminos verifican las siguientes
hipótesis:
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(H1) Dados dos estados WL y WR pertenecientes a la misma curva integral “ de un
campo linealmente degenerado, el camino  (s;WL,WR) es una parametrización del
arco de “ que conecta a WL y WR.
(H2) Dados dos estados WL y WR pertenecientes a la misma curva integral “ de un
campo genuinamente no lineal, Ri, con ⁄i(WL) < ⁄i(WR), el camino  (s;WL,WR)
es una parametrización del arco de “ que conecta a WL y WR.
(H3) Denotemos mediante RP ⊂   ×   al conjunto de pares (WL,WR) tales que el
problema de Riemann: ￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
Wt +A(W )Wx = 0,
W (x,0) = ￿￿￿￿￿￿￿￿￿
WL si x < 0,
WR si x > 0,
(1.2.9)
tiene una única solución autosimilar W (x, t) = V (x￿t;WL,WR) compuesta por a lo
sumo N ondas simples (esto es, choques, discontinuidades de contacto u ondas de
rarefacción) que conectan J + 1 estados intermedios
W0 =WL;W1; . . . ;WJ−1;WJ =WR;
con J ≤ N . Suponemos entonces que, dados dos estados (WL,WR) ∈ RP, la curva
descrita por el camino  (s;WL,WR) en   es la unión de las curvas correspondientes
a los caminos  (s;Wj,Wj+1), j = 0, . . . , J − 1.
Si la definición de soluciones débiles de (1.1.1) está basada en una familia de caminos
que satisfaga estas hipótesis, se verifican las siguientes propiedades naturales (ver [94]):
Proposición 1.2.1. Supongamos que el concepto de solución débil de (1.1.1) se define a
partir de una familia de caminos que verifica las hipótesis (H1)-(H3). Entonces:
(i) Dados dos estados WL y WR pertenecientes a la misma curva integral de un campo
linealmente degenerado, la discontinuidad de contacto dada por:
W (x, t) = ￿￿￿￿￿￿￿￿￿
WL si x < ‡t,
WR si x > ‡t,
donde ‡ es el valor (constante) del correspondiente autovalor a lo largo de la curva
integral, es una solución débil de (1.1.1).
18 Esquemas camino-conservativos
(ii) Sea (WL,WR) un par de estados pertenecientes a RP y W , la solución del corres-
pondiente Problema de Riemann (1.2.9). Se tiene la siguiente igualdad:
￿
R





Consecuentemente, la masa total de la medida de Borel [A(W (⋅, t))Wx(⋅, t)]  no
depende de t.
(iii) Sea (WL,WR) un par de estados pertenecientes a RP y sea Wj cualquiera de los

















En [94] se dan algunas orientaciones para construir una familia de caminos satisfaciendo
estas hipótesis (al menos para pares (WL,WR) ∈RP).
La siguiente proposición presenta una propiedad de la solución de un problema de
Riemann que tendrá un destacado papel a la hora de definir resolvedores de Riemann
aproximados para (1.1.1) (véase [103]):
Proposición 1.2.2. Dado (WL,WR) ∈ RP, la solución W (x, t) = V (x￿t;WL,WR) del








(V (v;WL,WR) −WR) dv +￿ 0−∞ (V (v;WL,WR) −WL) dv = 0. (1.2.10)
Observación 1.2.1. Si se establece el concepto de solución entrópica a partir de un par
de entropía (÷,G), siendo ÷ convexa, se tiene la siguiente desigualdad para la solución de
un problema de Riemann:
G(WR) +￿ ∞
0
￿÷￿V (v;WL,WR)￿ − ÷(WR)￿ dv
≤ G(WL) −￿ 0−∞ ￿÷￿V (v;WL,WR)￿ − ÷(WL)￿ dv. (1.2.11)
La prueba es análoga a la correspondiente a un sistema de leyes de conservación.
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1.3. Esquemas numéricos camino-conservativos
El eje central de la teoría en la que se apoya esta memoria para la resolución numérica
de sistemas hiperbólicos no conservativos es el concepto de esquema numérico camino-
conservativo introducido por Parés en [103]. Este concepto generaliza el de esquema
conservativo para sistemas de leyes de conservación, como veremos a continuación.
Una solución débil de (1.2.1) satisface la igualdad:
1
 x ￿ ba W (x, t1)dx = 1 x ￿ ba W (x, t0)dx+
 t
 x ￿ 1 t ￿ t1t0 F (W (a, t))dt − 1 t ￿ t1t0 F (W (b, t))dt￿ , (1.3.1)
para cada rectángulo [a, b] × [t0, t1] en R × (0,∞), siendo  x = b − a y  t = t1 − t0.
Como es bien sabido, los esquemas conservativos se basan en la igualdad anterior. A
la hora de discretizar el sistema, consideramos celdas computacionales Ii = [xi−1￿2, xi+1￿2],
(véase Figura 1.1), cuyo tamaño  x se supone constante por simplicidad. Supongamos
también que xi+1￿2 = i x y denotemos por xi = (i− 1￿2) x el centro de la celda Ii. Sea  t
el paso de tiempo, considerado también constante, y definimos tn = n t. Denotemos por
W ni la aproximación en la celda Ii y en el tiempo tn dada por el esquema. W ni se supone
una aproximación de los promedios de la solución exacta en cada celda:
W ni ≅ 1 x ￿ xi+1￿2xi−1￿2 W (x, tn) dx.










Figura 1.1: Esquema volúmenes finitos
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Entonces, la expresión de un esquema numérico conservativo es:
W n+1i =W ni +  t x ￿Gi−1￿2 −Gi+1￿2￿ , (1.3.2)
donde
Gi+1￿2 ≅ 1 t ￿ tn+1tn F (W (xi+1￿2, t))dt. (1.3.3)
Claramente, la expresión del esquema es el equivalente discreto a la igualdad (1.3.1)
correspondiente al rectángulo Ii × [tn, tn+1].
Esta sencilla interpretación de un esquema numérico conservativo no es fácilmente
adaptable al caso de sistemas no conservativos, donde no aparece una función de flujo F .
Por ello, reescribimos (1.3.1) basándonos en la interpretación de [F (W )x] como medida:
1
 x ￿ ba W (x, t1)dx = 1 x ￿ ba W (x, t0)dx −  t x ￿ 1 t ￿ t1t0 ￿ ba F (W (x, t))x dx dt￿ .
(1.3.4)
A continuación, definimos la función constante a trozos W n cuyo valor en la celda Ii es la
aproximación W ni . El equivalente discreto a (1.3.4) sería:
W n+1i =W ni −  t x ￿ F (W n)x dx, (1.3.5)
pero esta definición no corresponde a un esquema conservativo (1.3.2). En efecto, como
W n es constante a trozos, la medida [F (W n)x] sólo consta de la parte singular
￿
i
(F (W ni+1) − F (W ni )) ”x=xi+1￿2 .
Pero, puesto que las celdas Ii se han definido como intervalos cerrados, en (1.3.5) la masa
puntual situada en xi+1￿2 debería contribuir a las dos celdas Ii y Ii+1. En este sentido, el
esquema numérico conservativo (1.3.2) puede interpretarse como una corrección de (1.3.5):
el flujo numérico se usa para descomponer las medidas de Dirac situadas en las interceldas
de la siguiente manera:
(F (W ni+1) − F (W ni )) ”x=xi+1￿2 = ￿F (W ni+1) −Gi+1￿2￿ ”x=xi+1￿2 + ￿Gi+1￿2 − F (W ni )￿ ”x=xi+1￿2 .
Entonces, el primer sumando contribuye a la celda Ii+1 y el segundo a la celda Ii:
W n+1i =W ni −  t x ￿(F (W ni ) −Gi−1￿2) + (Gi+1￿2 − F (W ni )￿ , (1.3.6)
que obviamente equivale a (1.3.2).
Volvamos nuevamente al sistema no conservativo (1.1.1) y supongamos que se ha
elegido una familia de caminos   para definir las soluciones débiles. Dado un rectángulo
1.3 Esquemas numéricos camino-conservativos 21
[a, b] × [t0, t1] en R × (0,∞), una solución débil de (1.1.1) satisface la igualdad:
1
 x ￿ ba W (x, t1) dx = 1 x ￿ ba W (x, t0) dx−  t x ￿ 1 t ￿ t1t0 ￿ ba A(W (x, t))Wx(x, t) dx dt￿ ,
(1.3.7)
que generaliza a (1.3.1), siendo  x = b − a y  t = t1 − t0.
El equivalente discreto de (1.3.7) es ahora:
1
 x ￿ xi+1￿2xi−1￿2 W (x, tn+1) dx = 1 x ￿ xi+1￿2xi−1￿2 W (x, tn) dx−  t x 1 t ￿ tn+1tn ￿ xi+1￿2xi−1￿2 A(W (x, t))Wx(x, t) dx dt, (1.3.8)
donde, de nuevo, W n es la función constante a trozos que toma el valor W ni en la celda Ii.





A( (s;W ni ,W ni+1))ˆ ˆs (s;W ni ,W ni+1)ds￿”x=xi+1￿2 .
Por tanto, las masas puntuales situadas en las interceldas deben descomponerse en dos
términos D−i+1￿2 y D+i+1￿2, que contribuyen a las celdas Ii e Ii+1 respectivamente. Esta idea
nos lleva a la siguiente definición:
Definición 1.3.1. Dada una familia de caminos  , un esquema numérico se dice que es
 -conservativo si se puede escribir en la forma:
W n+1i =W ni −  t x(D+i−1￿2 +D−i+1￿2), (1.3.9)
donde D±i+1￿2 = D±(W ni ,W ni+1),
siendo D− y D+ dos funciones continuas de  2 en   que satisfacen
D±(W,W ) = 0 ∀W ∈   (1.3.10)
y





para cada par (Wi,Wi+1) ∈  2.
Los esquemas numéricos camino-conservativos satisfacen (1.3.7) a nivel discreto: si un
esquema  -conservativo es aplicado a las condiciones iniciales





W n+1(x) dx = ￿
R
W n(x) dx − t￿
R
A(W n(x))W nx (x) dx, (1.3.13)
puede obtenerse sumando en (1.3.9) y usando (1.3.11). La afirmación recíproca también
es cierta: un esquema numérico de la forma
W n+1i =W ni −  t xH(W ni−1,W ni ,W ni+1), (1.3.14)
que satisfaga (1.3.13) es  -conservativo, es decir, puede escribirse en la forma (1.3.9) conD± satisfaciendo (1.3.10) y (1.3.11).
Observación 1.3.1. Nótese que la condición (1.3.11) juega un doble papel. Por un lado,
se usa para aproximar las masas puntuales asociadas a las discontinuidades. Por otro lado,
junto con (1.3.10), es un requisito de consistencia para soluciones regulares. En efecto,
si W y A(W ) son suficientemente regulares y D±(Wi,Wi+1) son también regulares, de
(1.3.10) y (1.3.11) se deduce que
1
 x￿D+(W (xi, t),W (xi+1, t)) +D−(W (xi, t),W (xi−1, t))￿= A(W (xi, t))Wx(xi, t) +O( x).
Consideremos ahora el sistema (1.1.2) con condición inicial
w(x,0) = w0(x), x ∈ R. (1.3.15)
Para diseñar un esquema camino-conservativo, reescribimos en primer lugar el problema
de Cauchy en la forma (1.1), con condición inicial W (x,0) =W0(x), x ∈ R, con
W0(x) = [w0,‡]T .
Ahora, tenemos que elegir una familia de caminos en  . Usaremos la notación
WL = ￿￿￿￿￿￿wL‡L
￿￿￿￿￿￿ , WR =
￿￿￿￿￿￿wR‡R
￿￿￿￿￿￿ , (1.3.16)
para los estados, y
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para los caminos que conectan los estados. Se eligen dos funciones D± que satisfacen
(1.3.10) y (1.3.11). Se usará la siguiente notación:










Teniendo en cuenta la definición en (1.1) de A(W ), podemos escribir (1.3.11) como sigue:










D−m+1(Wi,Wi+1) +D+m+1(Wi,Wi+1) = 0, (1.3.20)
y el esquema numérico se reduce a
wn+1i = wni −  t x(D+i−1￿2 +D−i+1￿2), (1.3.21)
‡n+1i = ‡ni −  t x(D+m+1,i−1￿2 +D−m+1,i+1￿2), (1.3.22)
donde
D±i+1￿2 =D±(W ni ,W ni+1),
D±m+1,i+1￿2 =D±m+1(W ni , . . . ,W ni+1).
Los valores iniciales en las celdas vienen dados por:
w0i = 1 x ￿ xi+1￿2xi−1￿2 w0(x) dx y ‡0i = 1 x ￿ xi+1￿2xi−1￿2 ‡(x) dx.
De acuerdo a la ecuación (1.1.3), la aproximaciones numéricas de ‡ deberían ser
constantes en el tiempo, es decir
‡ni = ‡0i ∀i, n.
Esto se satisface, obviamente, si
D±m+1 ≡ 0. (1.3.23)
En lo que sigue, buscaremos esquemas numéricos que satisfagan (1.3.23).
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En la mayoría de los casos es posible reformular el esquema numérico de forma que se
acerque a la formulación original (1.1.2) del problema. Se producirá este caso si la familia
de caminos satisface el siguiente requerimiento:
(R0) Existe una familia de caminos   en O tal que si WL = [wL,‡L]T y WR = [wR,‡R]T
verifican ‡L = ‡R = ‡̃, entonces
 ̃(s;WL,WR) = ￿￿￿￿￿￿ (s;WL,WR)‡̃
￿￿￿￿￿￿ ∀s ∈ [0,1]. (1.3.24)
Este requerimiento es natural, en el sentido que implica que, si el esquema numérico se aplica
a un problema en el que ‡ es constante, entonces se reduce a un método  -conservativo
para el problema homogéneo:
wt + F (w)x +B(w)wx = 0. (1.3.25)
Asumamos que (R0) se satisface y fijemos un valor para ‡, digamos ‡̃. Dados
Wi = [wi,‡i]T , ,Wi+1 = [wi+1,‡i+1]T
en  , definimos:
G(Wi,Wi+1) =D−([wi, ‡̃]T , [wi+1, ‡̃]T ) + F (wi)− 12 ￿ 10 B( (s;wi,wi+1))ˆ ˆs (s;wi,wi+1) ds, (1.3.26)
G(Wi,Wi+1) = F (wi+1) −D+([wi, ‡̃]T , [wi+1, ‡̃]T )+ 12 ￿ 10 B( (s;wi,wi+1))ˆ ˆs (s;wi,wi+1) ds. (1.3.27)
Aplicando la igualdad (1.3.19) a los estados [wi, ‡̃]T , [wi+1, ‡̃]T y usando (R0), se puede
ver fácilmente que (1.3.26) y (1.3.27) definen una misma función G. Ahora de (1.3.10) y
(R0) obtenemos:
G(W,W ) = F (w) ∀W = [w,‡ ]T ∈  , (1.3.28)
y entonces G puede interpretarse como un flujo numérico consistente con F .
Ahora, dados Wi, Wi+1 en  , definimos:
B−(Wi,Wi+1) = 12 ￿ 10 B( (s;Wi,Wi+1))ˆ ˆs (s;Wi,Wi+1) ds, (1.3.29)
B+(Wi,Wi+1) = 12 ￿ 10 B( (s;Wi,Wi+1))ˆ ˆs (s;Wi,Wi+1) ds, (1.3.30)
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S−(Wi,Wi+1) = G(Wi,Wi+1) − F (wi) +B−(Wi,Wi+1) −D−(Wi,Wi+1), (1.3.31)
S+(Wi,Wi+1) = F (wi) −G(Wi,Wi+1) +B+(Wi,Wi+1) −D+(Wi,Wi+1). (1.3.32)
Las siguientes igualdades puede verificarse fácilmente:










Ahora, el esquema numérico (1.3.21) puede reescribirse como:
wn+1i = wni +  x t (Gi−1￿2 −Gi+1￿2 −B+i−1￿2 −B−i+1￿2 + S+i−1￿2 + S−i+1￿2), (1.3.35)
donde
Gi+1￿2 = G(W ni ,W ni+1), (1.3.36)
B±i+1￿2 = B±(W ni ,W ni+1), (1.3.37)
S±i+1￿2 = S±(W ni ,W ni+1). (1.3.38)
Por otro lado, cualquier esquema numérico de la forma (1.3.35)-(1.3.38) conG,B±, S± sa-
tisfaciendo (1.3.28), (1.3.33) y (1.3.34) respectivamente, es un esquema camino-conservativo
para una familia  ̃.
En particular, si el sistema es conservativo, es decir, B ≡ 0, S ≡ 0, la discusión anterior
muestra que cada esquema numérico camino-conservativo es equivalente al esquema
conservativo con flujo numérico
G(Wi,Wi+1) =D−(Wi,Wi+1) + F (wi)= −D+(Wi,Wi+1) + F (wi+1). (1.3.39)
Y por otro lado, un esquema numérico conservativo es camino-conservativo para
cualquier familia de caminos. Como consecuencia, el concepto de esquema numérico
camino-conservativo es una generalización de esquema conservativo.
Finalmente, reparemos en que la expresión de un esquema numérico (1.3.21) en la
forma (1.3.35) no es única: por un lado, tenemos que elegir un valor arbitrario para ‡,
y por otro lado, B± puede ser sustituido por cualquier par de funciones que satisfagan
(1.3.33).
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1.3.1. Convergencia y elección de caminos
Como hemos visto, los esquemas numéricos camino-conservativos para una familia de
caminos   generaliza el concepto usual de esquema numérico conservativo para sistemas
de leyes de conservación.
Efectivamente, si (1.1.1) es un sistema de leyes de conservación, es decir, J es la matriz
jacobiana de una función de flujo F , todo esquema numérico  -conservativo es consistente
y conservativo en el sentido usual. Recíprocamente, todo esquema numérico camino
conservativo y consistente es  -conservativo. Por otro lado, el teorema de Lax-Wendro 
establece que si las aproximaciones obtenidas por un esquema numérico conservativo
convergen (en un sentido a precisar), el límite es una solución débil del problema de
valores iniciales asociado al sistema de leyes de conservación. Por tanto, si las soluciones
numéricas proporcionadas por un esquema numérico conservativo convergen a una función
discontinua, sus discontinuidades deben satisfacer las condiciones de Rankine-Hugoniot
(1.2.8).
Nos preguntamos ahora si los esquemas  -conservativos satisfacen un resultado similar
para sistemas (1.1.1). En [26] se probó el siguiente resultado:
Teorema 1.3.1. Sea W x la aproximación numérica obtenida de un esquema numérico
 -conservativo aplicado a la condición inicial (1.3.12). Supongamos que existe una función
W ∈ (L∞(R × [0,∞)) ∩BV (R × [0,∞)))N tal que, para cada t ∈ [0,∞),
W x(⋅, t)  x→0￿￿￿→W (⋅, t) uniformemente en el sentido de los grafos, (1.3.40)
y que existe una constante C tal que
￿W x(⋅, t)￿£∞(R) ≤ C para todo t ∈ [0,∞), con  x > 0 (1.3.41)
y
TV (W x(⋅, t)) ≤ C para todo t ∈ [0,∞), con  x > 0 (1.3.42)
Entonces W es una  -solución del sistema (1.1.1) con condición inicial W (x,0) =W0(x)
para x ∈ R.
Sin embargo, la convergencia en el sentido de los grafos es demasiado fuerte (véase [44]
y [26] para más detalles) y sólo esquemas como los de Glimm y front tracking la satisfacen.
En general, las aproximaciones de esquemas  -conservativos convergen a soluciones débiles
de un sistema perturbado de (1.1.1): aparece un término fuente que corresponde a una
medida del error de convergencia con soporte en las discontinuidades (véase [26]).
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En ciertas situaciones especiales, la medida del error de convergencia es idénticamente
cero. Este es el caso de los sistemas de leyes de equilibrio, en los que pueden aparecer
dos tipos de discontinuidades en las soluciones débiles: choques que avanzan en regiones
donde el término fuente es continuo y que satisfacen las condiciones de Rankine-Hugoniot
usuales; y discontinuidades de contacto estacionarias situadas sobre las discontinuidades del
término fuente. Si la familia de caminos   elegida para construir el esquema  -conservativo
satisface (H1), entonces todas las discontinuidades son aproximadas correctamente y las
soluciones numéricas convergen a las soluciones correctas. No obstante, los sistemas de
leyes de equilibrio pueden también presentar una dificultad adicional (el problema de
resonancia) si uno de los autovalores de la matriz Jacobiana se anula. En este caso, las
soluciones débiles no están determinadas de manera única por los datos iniciales, y los
límites de las soluciones numéricas pueden depender al mismo tiempo de la familia de
caminos y del propio esquema numérico.
En general, si queremos asegurar la convergencia de las soluciones numéricas hacia una
función que sea solución clásica, que sea regular y cuyas discontinuidades concuerden con
la física del problema, debemos llevar a cabo los siguientes pasos:
Elegir una regularización del sistema hiperbólico que sea compatible con la física del
problema.
Calcular una familia de caminos compatible con esta regularización.
Considerar un esquema numérico cuyas soluciones converjan a la solución débil
correspondiente a la familia de caminos.
En la práctica, esto anterior puede resultar muy costoso y difícil de llevar a cabo.
El cálculo efectivo de una familia de caminos compatible con una regularización dada
requiere el cálculo de los correspondientes “perfiles viscosos”. Por otro lado, como hemos
mencionado en líneas anteriores, la convergencia de las soluciones numéricas hacia la
soluciones débiles correctas sólo está garantizada para los métodos de Glimm y front
tracking cuya implementación puede también ser muy costosa y tediosa, ya que requiere
el conocimiento explícito de la solución del problema de Riemann. De hecho, cuando
tomamos el modelo no conservativo como una versión simplificada de uno más complejo
(pero conservativo), como ocurre en esta memoria, la estrategia mencionada puede terminar
siendo más costosa que resolver directamente el problema complejo en sí.
Por estas razones, el uso de estrategias numéricas basadas en una discretización directa
del sistema no conservativo está completamente justificado. En este caso, la elección de
esquemas numéricos camino-conservativos tiene las siguientes ventajas:
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Las soluciones numéricas satisfacen una propiedad conservativa (1.3.13), compatible
con la definición rigurosa de producto no conservativo. En particular, si el sistema
tiene un subsistema conservativo, el esquema numérico es conservativo para ese
subsistema en el sentido usual.
Las aproximaciones de los choques dadas por los esquemas son compatibles con la
regularización del sistema con términos de alto orden que se hacen cero cuando  x
tiende a cero.
Como originalmente se apunta en [76], en el caso más simple de ecuaciones hiperbó-
licas escalares, el error de convergencia solo se aprecia para mallas muy finas, para
discontinuidades de gran amplitud y/o para tiempos de simulación prolongados.
La estrategia es fácilmente aplicable a métodos de alto orden o a problemas multidi-
mensionales.
Recientemente se han presentado esquemas numéricos camino-conservativos que per-
miten disminuir considerablemente el error de convergencia (véase [35]). Estos esquemas
son la generalización de los esquemas que preservan la entropía (“entropy-preservative”)
introducidos por Tadmor en [127], a problemas no conservativos.
El principal inconveniente con el que nos encontramos es que la velocidad y amplitud
de los choques simuladas dependen tanto de la familia de caminos como de la viscosidad
numérica del esquema (véase [26]). Como consecuencia, no sólo dos esquemas que sean
camino-conservativos para diferentes familias de caminos pueden dar diferentes aproxi-
maciones en un choque, sino también dos esquemas numéricos diferentes basados en la
misma familia de caminos, pueden presentar los mismo problemas (véanse ejemplos en [26]
y [112]). De hecho este inconveniente se extiende a todos los métodos que presentan alguna
viscosidad numérica. Sin embargo, como se menciona en líneas anteriores, con frecuencia
estas diferencias son pequeñas en comparación con los errores de discretización y pueden
pasar inadvertidas en situaciones prácticas.
En la práctica, se puede elegir una familia de caminos simple para diseñar esquemas
numéricos y posteriormente se pueden comparar los resultados que ofrecen dichos esquemas
con datos experimentales para validar el modelo resultante. La elección canónica de una
familia de caminos está dada por la familia de segmentos:
 (s;WL,WR) =WL + s(WR −WL). (1.3.43)
Con esta elección, la definición de productos no conservativos es equivalente a la
propuesta por Volpert en [136].
En [34] se prueba la siguiente propiedad de aproximación de los segmentos:
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Teorema 1.3.2. Supongamos que A ∶  → RM×M tiene derivadas de segundo orden. Sean
WL y WR un par de estados en   tales que existe ⁄ tal que satisface
⁄(WR −WL) = ￿ 1
0
A( (s;WL,WR)) s(s;WL,WR))ds (1.3.44)
Entonces, dada cualquier otra familia de caminos   ∶ [0,1] ×  × →   con derivadas de
segundo orden continuas, se tiene que
⁄(WR −WL) = ￿ 1
0
A( (s;WL,WR)) s(s;WL,WR))ds +O(￿WR −WL￿3). (1.3.45)
Demostración.- Sea “ ∈ [0, L]→ „(“) un arco cuya parametrización es
s ∈ [0,1]→  (s;WL,WR),
y cuya longitud denotaremos por L. Aplicando la regla del punto medio y usando el







= LA￿„￿L2 ￿￿„′ ￿L2 ￿ +O(L3)= LA￿„￿L2 ￿￿(„(L) − „(0)) +O(L3)= LA￿„￿L2 ￿￿(WR −WL) +O(L3)= A￿12(„(0) + „(L))￿(WR −WL) + (WR −WR)O(L2) +O(L3)= A￿12(Wl +WR)￿(WR −WL) + (WR −WL)O(L2) +O(L3).
De la definición de una familia de caminos, existe una constante K tal que
”s (s;WL,WR)￿ ≤K ￿WR −WL￿, ∀s.
Integrando en [0, 1] se obtiene L ≤K ￿WR −WL￿, de donde se deduce la siguiente igualdad.
￿ 1
0
A( (s;WL,WR)) s(s;WL,WR)) = A￿12(WL +WR)￿(WR −WL) +O(￿WR −WL￿3)
(1.3.46)




A( (s;WL,WR)) s(s;WL,WR)) = A￿12(WL +WR)￿(WR −WL) +O(￿WR −WL￿3)
(1.3.47)
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Teniendo en cuenta las dos ecuaciones anteriores concluimos que
⁄(WR −WL) = ￿ 1
0
A( (s;WL,WR)) s(s;WL,WR))
= A￿12(WL +WR)￿(WR −WL) +O(￿WR −WL￿3)= ￿ 1
0
A( (s;WL,WR)) s(s;WL,WR)) +O(￿WR −WL￿3).
Por último, hay que reseñar que los métodos camino-conservativos descritos en esta
memoria verifican que la matriz de viscosidad conmuta con A(W ). En tal caso, Alouges-
Merlet [2] demostraron que las soluciones numéricas proporcionadas por diferentes esquemas
numéricos no difieren excesivamente unas de otras ya que las curvas de Hugoniot asociadas
a cada esquema numérico son prácticamente idénticas.
1.4. Esquemas bien equilibrados
El buen equilibrado está relacionado con la capacidad de un esquema numérico para
aproximar el equilibrio, es decir, las soluciones estacionarias. El sistema (1.1.1) sólo puede
poseer soluciones estacionarias no triviales si posee algún campo linealmente degenerado:
si W (x) es una solución estacionaria, satisface
A(W (x)) ⋅W ′(x) = 0, ∀x ∈ R.
SiW ′(x) ≠ 0, entonces 0 es un autovalor de A(W (x)) para todo x yW ′(x) es un autovector
asociado. Por tanto, x￿W (x) se puede interpretar como una parametrización de una curva
integral a lo largo de un campo característico linealmente degenerado cuyo correspondiente
autovalor toma el valor 0 a lo largo de la curva.
Además, si introducimos el conjunto   de todas las curvas integrales “ de un campo
linealmente degenerado de A(W ) tal que el correspondiente autovalor se haga 0 en “, las
soluciones estacionarias del sistema pueden considerarse parametrizaciones de arco de
curvas pertenecientes a   en las que x es el parámetro.
De acuerdo a [102] introducimos las siguientes definiciones:
Definición 1.4.1. Dada una curva “ ∈  , un esquema numérico para resolver (1.1.1) se
dice que es exactamente bien equilibrado para “ si resuelve exactamente cualquier solución
regular estacionaria W tal que
W (x) ∈ “ ∀x (1.4.1)
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en el sentido siguiente: si el esquema numérico se aplica a valores iniciales
W 0i (x) =W (xi) ∀i,
entonces
W ni =W 0i ∀n, i.
El esquema se dice que es bien equilibrado de orden k para “ si resuelve hasta orden k
cualquier solución regular estacionaria que satisfaga (1.4.1). Finalmente, el esquema se
dice exactamente bien equilibrado o bien equilibrado de orden k si estas propiedades se
satisfacen para cualquier curva de  .
A fin de que el esquema numérico sea bien equilibrado para una curva “ ∈  , debemos
elegir una familia de caminos que satisfaga la propiedad siguiente (véase [102]):
(WBP) Dados estados WL y WR en “, el camino  (s;WL,WR) es una parametrización del
arco de “ que une estos estados.
1.5. Resolvedores de Riemann aproximados
En [103], se presenta una generalización de la definición de resolvedores de Riemann
aproximados para sistemas no conservativos.
Definición 1.5.1. Dada una familia de caminos  , un resolvedor  -aproximado de
Riemann para (1.1.1) es una función V ∶ R ×  × ￿   que satisface:
(i) para cada W ∈  
V (v,W,W ) =W ∀v ∈ R,W ∈  ,
(ii) para cada WL,WR ∈  , existe ⁄mı´n(WL,WR),⁄ma´x(WL,WR) en R tal que
V (v;WL,WR) =WL si v < ⁄mı´n(WL,WR),
V (v;WL,WR) =WR si v > ⁄ma´x(WL,WR),








(V (v;WL,WR) −WR) dv+
+￿ 0−∞(V (v;WL,WR) −WL) dv = 0. (1.5.1)
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Se espera que V (x￿t;WL,WR) sea una aproximación de una solución autosimilar del
problema de Riemann: ￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
Wt +A(W )Wx = 0
W (x,0) = ￿￿￿￿￿￿￿￿￿
WL si x < 0
WR si x > 0, (1.5.2)
donde la familia de caminos   se usa para dar sentido al producto no conservativo.
Dado un resolvedor de Riemann  -aproximado para (1.1.1), se puede construir un
esquema numérico de la siguiente manera:
W n+1i = 1 x ￿￿ xixi−1￿2 V ￿x − xi−1￿2 t ;W ni−1,W ni ￿ dx (1.5.3)+ ￿ xi+1￿2
xi
V ￿x − xi+1￿2 t ;W ni ,W ni+1￿ dx￿
Teniendo como condición CFL a 1￿2, el esquema numérico se puede escribir en la forma
(1.3.9) con
D−i+1￿2 = −￿ 0−∞(V (v;W ni ,W ni+1) −W ni ) dv, (1.5.4)D+i+1￿2 = −￿ ∞0 (V (v;W ni ,W ni+1) −W ni+1) dv. (1.5.5)
Queda claro de (1.5.1) que un esquema numérico (1.3.9) basado en un resolvedor
 -aproximado de Riemann es  -conservativo. Además, es bien equilibrado para una curva
“ ∈   si y sólo si, dados dos estados WL y WR en “, se tienen las siguientes igualdades:
￿ 0−∞(V (v;WL,WR) −WL) dv = 0,￿ ∞
0
(V (v;WL,WR) −WR) dv = 0.
Estas igualdades se satisfacen, de manera trivial, si
V (v;WL,WR) = ￿￿￿￿￿￿￿￿￿
WL si v < 0
WR si v > 0. (1.5.6)
Un caso particular de resolvedores de Riemann aproximados son los resolvedores de
Riemann simples:
Definición 1.5.2. Sea   una familia de caminos en  . Supongamos que, para cada par
de estados WL,WR ∈  , se consideran un número finito s ≥ 1 de velocidades
‡0 = −∞ < ‡1 < ￿ < ‡s < ‡s+1 = +∞ (1.5.7)
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Figura 1.2: Representación del resolvedor de Riemann simple con s ondas
y s − 1 estados intermedios
W0 =WL,W1, . . . ,Ws−1 =WR. (1.5.8)
La función V ∶ R ×  × →   (ver Figura 1.2) dada por
V (›,WL,WR)) =Wj si ‡j < › < ‡j+1 (1.5.9)
se dice que es un resolvedor de Riemann simple  -aproximado para (1.1.1) si satisface la
relación de consistencia:
V (›,W,W ) =W, ∀› ∈ R ∀W ∈   (1.5.10)
y la propiedad  -conservativo
s￿
j=1‡j(Wj −Wj−1) = ￿ 10 A( (›;WL,WR)) (1.5.11)
El ejemplo más sencillo de resolvedor de Riemann simple es el que se obtiene con s = 2
que corresponde a la extensión del esquema HLL (véase [70]) a sistemas no conservativos.
El resolvedor HLL queda perfectamente definido conociendo la velocidad de propagación
de dos ondas ‡1 = SL = ⁄mı´n(WL,WR) y ‡2 = SR = ⁄ma´x(WL,WR) que conectan los estados
WL, W ∗ y WR:
V HLL (v;WL,WR) = ￿￿￿￿￿￿￿￿￿￿￿
WL si v ≤ SL,
W ∗ si SL ≤ v ≤ SR,
WR si v ≥ SR. (1.5.12)
La condición de consistencia (1.5.11) se reduce en este caso a






lo que permite determinar de forma única el estado intermedio W ∗






SR − SL . (1.5.13)
Obsérvese que en el caso de que el sistema sea conservativo, esta definición corresponde
con la definición usual y es independiente de la elección de la familia de caminos.
Es claro que con la definición anterior, el esquema HLL no es bien-equilibrado, ya que
no tiene por qué satisfacer la condición (1.5.6). En [37] se propone una modificación para
conseguir que el esquema HLL sea bien equilibrado. Una de las aportaciones originales de
este trabajo ha sido la construcción de un esquema HLLC para el sistema de Ripa que
sea bien equilibrado para dos familias relevantes de soluciones estacionarias con velocidad
nula. Para ello haremos uso de las nociones que hemos presentado en esta sección.
1.6. Método de Roe
Los métodos de Roe se basan en resolvedores de Riemann simples y lineales: V (x￿t;WL,WR)
es una solución autosimilar del problema de Riemann lineal:￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
Ut +A(WL,WR)Ux = 0,
U(x,0) = ￿￿￿￿￿￿￿￿￿
WL si x < 0
WR si x > 0, (1.6.1)
donde A(WL,WR) es una linealización de A(W ).
Se puede mostrar fácilmente que este es un resolvedor  -aproximado de Riemann si y
sólo si A(WL,WR) es una linealización de Roe en el sentido definido por Toumi en [132]:
Definición 1.6.1. Dada una familia de caminos  , una función A  ∶   × ￿MN×N(R)
se llama linealización de Roe si verifica las siguientes propiedades:
para cada WL,WR ∈  , A (WL,WR) tiene N autovalores reales y distintos,
A (W,W ) = A(W ) para cada W ∈  ,
para cada WL,WR ∈  ,
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Una vez que se ha escogido la linealización, seguimos la discretización en volúmenes
finitos introducida en la Sección 1.3, y discretizamos el sistema considerando las celdas
computacionales Ii = [xi−1￿2, xi+1￿2]. Asumimos por simplicidad que las celdas tienen el
mismo tamaño constante  x, y que xi+1￿2 = i x, siendo xi = (i − 1￿2) x el centro de la
celda Ii,  t el paso de tiempo y tn = n t.
De manera usual, notamos por W ni la aproximación de los promedios de la solución
exacta en la celda Ii y en el tiempo tn dada por el esquema.
W ni ≅ 1 x ￿ xi+1￿2xi−1￿2 W (x, tn) dx.
Para calcular estas aproximaciones, vamos a introducir las matrices intermedias
Ai+1￿2 = A (W ni ,W ni+1). (1.6.3)
Los autovalores y autovectores asociados de la matriz se denotan, respectivamente por
⁄1,i+1￿2 < ⁄2,i+1￿2 < . . . < ⁄N,i+1￿2 y {Rl,i+1￿2}Nl=1.
Denotamos también Ki+1￿2 la matriz N ×N cuyas columnas son los autovectores de Ai+1￿2







i+1￿2 = Ki+1￿2L±i+1￿2K−1i+1￿2. (1.6.4)
El esquema numérico evoluciona en el tiempo de la siguiente manera: una vez se han
calculado las aproximaciones en el tiempo tn, W ni , se considera un problema de Riemann
en cada intercelda xi+1￿2, cuya matriz es Ai+1￿2, siendo los estados a derecha e izquierdaW ni
y W ni+1. Así obtenemos las aproximaciones en el tiempo tn+1, W n+1i , haciendo el promedio
de las soluciones en las celdas para este problema lineal.
Bajo la hipótesis
xi−1￿2 + ⁄N,i−1￿2 t ≤ xi ≤ xi+1￿2 + ⁄1,i+1￿2 t, (1.6.5)
se pueden obtener las aproximaciones en el tiempo tn mediante la formula:
W n+1i =W ni −  t x ￿A+i−1￿2 ⋅ (W ni −W ni−1) +A−i+1￿2 ⋅ (W ni+1 −W ni )￿ , (1.6.6)
que es la expresión general del esquema de Roe para el sistema Wt +A(W )Wx = 0, x ∈
R, t > 0.
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En la práctica, la condición CFL usual es
ma´x ￿￿⁄l,i+1￿2￿,1 ≤ l ≤ N, i ∈ Z￿  t x ≤ “, con 0 ≤ “ ≤ 1. (1.6.7)
Observemos que el método de Roe es  -conservativo. Efectivamente, si definimos
D±(WL,WR) = A± (WL,WR)(WR −WL),
se tiene trivialmente que D±(W,W ) = 0 ∀W ∈  .
Haciendo uso de las definiciones de A± (WL,WR) y de (1.6.2) se tiene que





Veamos a continuación cómo podemos definir una linealización de Roe para el sistema
(1.1.2). Siguiendo [102] podemos definir una linealización de Roe A (WL,WR) de la forma:
A (WL,WR) = ￿￿￿￿￿￿ A (wL,wR) −S (wL,wR)0 0
￿￿￿￿￿￿ , (1.6.8)
donde
A (wL,wR) = J(wL,wR) +B (wL,wR). (1.6.9)
En este caso, J(wL,wR) es una linealización de Roe del Jacobiano del flujo F en el
sentido usual:
J(wL,wR) ⋅ (wR −wL) = F (wR) − F (wL) (1.6.10)
y
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Teniendo en cuenta la forma de la matrizA (WL,WR) en (1.6.8) y la de sus autovectores
en (1.1) podemos escribir










Además, A± (WL,WR) = 12 (A (WL,WR) ± ￿A (WL,WR)￿) . (1.6.15)
Usando las igualdades anteriores, podemos escribir un esquema de Roe para el sistema
(1.1.2) como:
wn+1i = wni −  t x ￿D+i−1￿2(wni−1,wni ,‡i−1,‡i) +D−i+1￿2(wni ,wni+1,‡i,‡i+1)￿ (1.6.16)
donde
D±i+1￿2(wni ,wni+1,‡i,‡i+1) = 12￿Ai+1￿2(wni+1 −wni ) − Si+1￿2(‡i+1 − ‡i)± ￿Ai+1￿2￿(wni+1 −wni −A−1i+1￿2Si+1￿2(‡i+1 − ‡i))￿, (1.6.17)
donde Ai+1￿2 = A (wni ,wni+1), Bi+1￿2 = B (wni ,wni+1) y Si+1￿2 = S (wni ,wni+1).
Equivalentemente,
D±i+1￿2(wni ,wni+1,‡i,‡i+1) = 12￿Ai+1￿2(wni+1 −wni ) − Si+1￿2(‡i+1 − ‡i)± ￿Ai+1￿2￿(wni+1 −wni ) ± sgn(Ai+1￿2)Si+1￿2(‡i+1 − ‡i)￿, (1.6.18)
donde
sgn(Ai+1￿2) =Ki+1￿2 sgn(Li+1￿2)K−1i+1￿2, (1.6.19)
siendo Ki+1￿2 la matriz de autovectores de Ai+1￿2 y Li+1￿2 la matriz diagonal de sus
autovalores.
Ahora usando (1.6.8),(1.6.9) y (1.6.10) podemos finalmente escribir
D±i+1￿2(wni ,wni+1,‡i,‡i+1) = 12￿F (wni+1) − F (wni ) +Bi+1￿2(wni+1 −wni ) − Si+1￿2(‡i+1 − ‡i)± ￿Ai+1￿2￿(wni+1 −wni ) ± sgn(Ai+1￿2)Si+1￿2(‡i+1 − ‡i)￿. (1.6.20)
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1.7. Resolvedores de Riemann tipo PVM
Los denominados métodos PVM (Polynomial Viscosity Matrix) definen una clase de
esquemas camino-conservativos y fueron introducidos en [33], para leyes de equilibrio o,
más generalmente, para sistemas hiperbólicos no conservativos. Estos esquemas tienen una
expresión similar al método de Roe presentado anteriormente, pero en estos, la matriz
de viscosidad numérica que caracteriza al esquema numérico se define formalmente en
términos de una evaluación polinómica de una matriz de Roe. La principal ventaja de estos
esquemas en comparación con el método Roe clásico es que la descomposición espectral
de la matriz Roe no tiene porqué conocerse explícitamente, lo que puede conducir a una
reducción significativa del costo computacional. Los métodos PVM pueden interpretarse
como una generalización de los introducidos por Degond et al. en [46] para sistemas
de conservación y leyes de equilibrio. Algunos métodos bien conocidos como Rusanov,
Lax-Friedrichs, FORCE (ver [31, 129]), GFORCE (ver [31, 130]) o HLL (ver [70]) pueden
interpretarse como métodos de PVM.
Consideremos el esquema de Roe definido en la sección anterior
wn+1i = wni −  t x ￿D+i−1￿2(wni−1,wni ,‡i−1,‡i) +D−i+1￿2(wni ,wni+1,‡i,‡i+1)￿ (1.7.1)
donde
D±i+1￿2(wni ,wni+1,‡i,‡i+1) = 12￿F (wni+1) − F (wni ) +Bi+1￿2(wni+1 −wni ) − Si+1￿2(‡i+1 − ‡i)± ￿Ai+1￿2￿(wni+1 −wni −A−1i+1￿2Si+1￿2(‡i+1 − ‡i))￿, (1.7.2)
con Bi+1￿2 = B (wni ,wni+1), Si+1￿2 = S (wni ,wni+1) y Ai+1￿2 = A (wni ,wni+1).
Esta expresión del esquema de Roe sugiere la siguiente generalización
D±i+1￿2(wni ,wni+1,‡i,‡i+1) = 12￿F (wni+1) − F (wni ) +Bi+1￿2(wni+1 −wni ) − Si+1￿2(‡i+1 − ‡i)±Qi+1￿2(wni+1 −wni −A−1i+1￿2Si+1￿2(‡i+1 − ‡i))￿, (1.7.3)
donde Qi+1￿2 = Q (wni ,wni+1) es una matriz de viscosidad numérica a precisar.
A partir de aquí, podemos obtener distintos esquemas numéricos en función de la
matriz de viscosidad elegida. Por ejemplo, el esquema de Roe se deduce tomando la matriz
de viscosidad
Q (Wi,Wi+1) = ￿A (Wi,Wi+1)￿ (1.7.4)
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El esquema de Lax-Friedrichs corresponde a la elección
Q (Wi,Wi+1) =  x t Id (1.7.5)
donde Id es la matriz identidad. También los esquemas FORCE y GFORCE (ver [31, 129,
130]) se deducen de tomar las matrices
Q (Wi,Wi+1) = (1 − Ê) x t Id + Ê x t A2 (Wi,Wi+1) (1.7.6)
con Ê = 0.5 y Ê = 11 + “ respectivamente, siendo “ el parámetro CFL que se describe en
(1.7.12).
Nótese que en la definición (1.7.3), el término
C = Qi+1￿2A−1i+1￿2Si+1￿2(‡i+1 − ‡i)
que puede interpretarse como la parte upwinding de la discretización del término fuente, no
tiene sentido si uno de los autovalores de Ai+1￿2 se anula. En este caso, dos autovalores deA (W ni ,W ni+1) se anulan y el problema se dice que es resonante. Los problemas resonantes
exhiben una dificultad adicional, y en muchos casos no hay unicidad de solución débil,
por lo que las soluciones numéricas pueden depender tanto de la familia de caminos como
del esquema numérico. Este problema queda fuera del ámbito de esta tesis, ya que aquí
usaremos la estrategia descrita en [31] que permite eliminar formalmente esta dificultad.
Nos centraremos en la definición de la matriz de viscosidad Q (Wi,Wi+1). En particular,
en [33] se propone definir las matrices Q  mediante la evaluación polinómica de una matriz
de Roe A (Wi,Wi+1):
Qi+1￿2 = P i+1￿2l (Ai+1￿2) (1.7.7)
siendo P i+1￿2l (x) un polinomio de de grado l,





cuyos coeficientes –i+1￿2j deben satisfacer algunas condiciones, a precisar, para que el
esquema resultante sea estable.
A partir de (1.7.7) y usando (1.6.8)-(1.6.9), podemos escribir











0 en otro caso
En general, la definición del polinomio P i+1￿2l (x) estará relacionada con la estabilidad y la
difusión numérica del método. Se tiene el siguiente resultado:
Proposición 1.7.1. Una condición suficiente para asegurar que el esquema numérico
(1.7.1), (1.7.3) y (1.7.7) es L∞-estable es que
“
 t
 x ≥ P i+1￿2l (x) ≥ ￿x￿ ∀x ∈ [⁄1,i+1￿2, . . . ,⁄m,i+1￿2], ∀i ∈ Z (1.7.10)
Demostración.- Efectivamente, para problemas lineales donde Ai+1￿2 = A, i ∈ Z, los
esquemas definidos en (1.7.1), (1.7.3) y (1.7.7) se pueden reescribir así, (basta agrupar
términos):
wn+1i = ￿Id −  t x Pl(A) + Pl(A)2 ￿wni− ￿ t x Pl(A) −A2 ￿wni−1+ ￿ t x Pl(A) −A2 ￿wni+1.
(1.7.11)
Por un lado, la condición Pl(x) ≥ ￿x￿ para todo x ∈ [⁄1, . . . ,⁄m] implica que
[K−1(Pl(A) −A)K]jj ≥ 0 ∀j = 1, . . . ,m,
siendo K la matriz de autovectores de A.
Por otro lado, la condición Pl(x) ≤ “  t x implica que
[K−1(Id −  t xPl(A))K]jj ≥ 0 ∀j = 1, . . . ,m.
Por tanto, la condición (1.7.10) implica que el esquema numérico es linealmente L∞-
estable bajo la condición CFL usual
 t
 x ma´xi ￿⁄i￿ = “ ≤ 1. (1.7.12)
Observación 1.7.1. La condición 1.7.10 puede reemplazarse por
“
 t
 x ≥ P i+1￿2l (⁄k,i+1￿2) ≥ ￿⁄k,i+1￿2￿, k = 1, . . . ,m, i ∈ Z, (1.7.13)
y el resultado sigue siendo válido.
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Consideremos la siguiente notación: denotaremos por PVM-l(S0, . . . , Sk) a un esquema
numérico cuya matriz de viscosidad Qi+1￿2 se define usando un polinomio de grado l
cuyos coeficientes dependen de los parámetros S0, . . . , Sk. En la práctica, los parámetros
S0, . . . , Sk están relacionados con las aproximaciones de algunas velocidades de propagación
de ondas. Por ejemplo, el esquema de Lax-Friedrichs corresponde a PVM-0(S0), siendo
S0 =  x t , donde  t está relacionado con el máximo de velocidad de propagación de ondas
mediante la condición CFL (1.7.12).
Definición 1.7.1. Un método PVM se dice que es upwind si
P i+1￿2l (Ai+1￿2) = ￿￿￿￿￿￿￿￿￿
Ai+1￿2 si ⁄1,i+1￿2 > 0−Ai+1￿2 si ⁄N,i+1￿2 < 0, (1.7.14)
y lo denotaremos como PVM-lU.
Por tanto, si
P i+1￿2l (x) = ￿￿￿￿￿￿￿￿￿
x si ⁄1,i+1￿2 > 0−x si ⁄N,i+1￿2 < 0, (1.7.15)
el método PVM resultante es un método upwind.
Observación 1.7.2. Si –1 = 0, entonces el método PVM resultante no es un esquema
upwind
A continuación nos detendremos en diferentes ejemplos de métodos clásicos reescri-
tos como métodos de tipo PVM y prestaremos especial interés a los métodos HLL o
PVM-1U(SL, SR) e IFCP o PVM-2U(SL, SR, Sint), objeto de estudio en los artículos que
conforman esta tesis.
En lo que sigue, y para simplificar la notación, eliminaremos la dependencia de i + 1￿2
de los polinomios y sus coeficientes. Esto es, notaremos Pl(x) en lugar de P i+1￿2l y –j en
lugar de –i+1￿2j .
1.7.1. PVM-(N-1)U(⁄1, . . . ,⁄N) o método de Roe.
Como ya se ha comentado anteriormente, el método de Roe corresponde a la elección
Qi+1￿2 = ￿Ai+1￿2￿.
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donde –j, con j = 0, . . . ,N − 1 son solución del siguiente sistema lineal:
￿￿￿￿￿￿￿
1 ⁄1 ⁄21 ￿ ⁄N−11
1 ⁄2 ⁄22 ￿ ⁄N−12⋮ ⋮ ⋮ ￿ ⋮










donde ⁄j, j = 1, . . . ,N son los autovalores de la matriz Ai+1￿2.
Notamos que (1.7.16) tiene una única solución, ya que es una matriz de VanderMonde,
y los autovalores ⁄j son todos distintos. Por tanto, el método de Roe puede reescribirse
como un método de tipo PVM donde Qi+1￿2 = PN−1(Ai+1￿2), siendo PN−1(x) el polinomio
cuyos coeficientes se definen en (1.7.16).
1.7.2. PVM-1U(SL, SR) o método HLL
Consideremos ahora un método PVM definido usando un polinomio de grado 1, (véase
Figura 1.3)
P1(x) = –0 + –1x. (1.7.17)
Para definir los coeficientes –0 y –1, consideremos P1(SL) = ￿SL￿ y P1(SR) = ￿SR￿, donde
SL y SL son aproximaciones del mínimo y máximo, respectivamente, de la velocidad de
propagación de las ondas. Una posibilidad es tomar SL = ⁄1,i+1￿2, SR = ⁄N,i+1￿2, aunque
también podría usarse la que propone Davis en [45]:
SL =mı´n(⁄1,i+1￿2,⁄1,i), SR =ma´x(⁄N,i+1￿2,⁄N,i), (1.7.18)
siendo ⁄1,i < ￿ < ⁄N,i los autovalores de la matriz A (Wi,Wi+1) Finalmente, podemos
escribir las condiciones sobre –0 y –1 de la siguiente manera:
–0 = SR￿SL￿ − SL￿SR￿
SR − SL , –1 = ￿SR￿ − ￿SL￿SR − SL . (1.7.19)
Observación 1.7.3. Nótese que si SL > 0, entonces P1(x) = x, y si SR < 0, entonces
P1(x) = −x, concluyendo que el método es upwind.
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Figura 1.3: Gráficas del polinomio asociado a PVM-1U(SL, SR)
Observación 1.7.4. Si el sistema (1.1.2) es conservativo (B = 0, y S = 0), entonces el
flujo conservativo Gi+1￿2 = D−i+1￿2 + F (Êi), donde D−i+1￿2 viende dado por (1.7.9), usando
Qi+1￿2 = P1(J(Êi,Êi+1)), siendo J(Êi,Êi+1) una matriz de Roe para el flujo F (Ê), coincide
con el método HLL. Efectivamente, usando la expresión propuesta para –0 y –1 tenemos
que
Gi+1￿2 =￿F (Êi)(SR + ￿SR￿ − SL − ￿SL￿) + F (Êi+1)(SR + ￿SR￿ − SL − ￿SL￿)− (SR￿SL￿ − SL￿SR￿)(Êi+1 − Êi)￿￿(2SR − 2SL)
que es una versión compacta del flujo numérico HLL (ver [70]).
Así, el esquema HLL usual coincide con PVM-1U(Sl, SR) en el caso de un sistema
conservativo y, por tanto, PVM-1U(Sl, SR) proporciona una generalización natural del
método HLL para problemas no conservativos. Nótese que PVM-1U(Sl, SR) es un esquema
upwind en el sentido de la definición 1.7.1.
1.7.3. PVM-2U(SL, SR, Sint) o Método IFCP
El esquema IFCP fue introducido en [51] para la resolución numérica del sistema de
aguas somera bicapa. Recordemos que la matriz de viscosidad asociada al esquema IFCP
corresponde a la evaluación polinómica de la matriz de Roe
Qi+1￿2 = P2(Ai+1￿2), (1.7.20)
donde P2(x) = –0 + –1x + –2x2 es un polinomio de grado 2 cuyos coeficientes –l, l = 0,1,2
















‰int = ‡ext ⋅ma´x(￿⁄2￿, . . . , ￿⁄m−1￿)
y
‡ext = ￿￿￿￿￿￿￿￿￿
sgn(⁄1 + ⁄m) si (⁄1 + ⁄m) ≠ 0,
1 en otro caso.
Resolviendo el sistema anterior, obtenemos
–0 = ”1⁄m‰int + ”m⁄1‰int + ”int⁄1⁄m, (1.7.22)
–1 = −⁄1(”m + ”int) − ⁄m(”1 + ”int) − ‰int(”1 + ”m), (1.7.23)
–2 = ”1 + ”m + ”int, (1.7.24)
donde
”1 = ￿⁄1￿(⁄1 − ⁄m)(⁄1 − ‰int) ,
”m = ￿⁄m￿(⁄1 − ⁄m)(‰int − ⁄m) ,
”int = ￿‰int￿(‰int − ⁄1)(‰int − ⁄m) .
(1.7.25)
En [51] se mostraba el que esquema IFCP es L∞-estable bajo la condición CFL usual
cuando se aplicaba al sistema de aguas someras, pero no se probaba la estabilidad del mismo
cuando este esquema se extiende a cualquier otro sistema hiperbólico. A continuación
probamos que este resultado sigue siendo cierto.
Teorema 1.7.1. El esquema IFCP es linealmente L∞-estable bajo la condición CFL usual.
Demostración.- En primer lugar notemos que Qi+1￿2 tiene los mismos autovectores que
Ai+1￿2, y que si ⁄l es un autovalor de Ai+1￿2 entonces P i+1￿22 (⁄l) es un autovalor de Qi+1￿2.
Denotemos por ⁄Q,j , j = 1, . . . ,m, los autovalores de la matriz Qi+1￿2, entonces, se tiene
que
⁄Q,j = P2(⁄j) = –0 + –1⁄j + –2⁄2j , j = 1, . . . ,m. (1.7.26)
Probemos que ⁄Q,j ≥ ￿⁄j ￿. Por construcción, esto se cumple para j = 1 y j = m, así que
demostraremos que ⁄Q,j ≥ ￿⁄j ￿, para j = 2, . . . ,m − 1. Obsérvese que ⁄1 < ‰int < ⁄m por
construcción de ‰int.
￿ Supongamos en primer lugar, que 0 ≤ ⁄1 < ⁄2 < ￿ < ⁄m, luego 0 ≤ ⁄1 < ‰int < ⁄m.
En tal caso, el polinomio P2(⁄) es una parábola que pasa por los puntos (⁄1,⁄1),(‰int,‰int) y (⁄m,⁄m). Por tanto se tiene P2(⁄) = ⁄, lo que prueba el resultado.
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￿ El caso ⁄1 < ⁄2 < ￿ < ⁄m ≤ 0 es análogo y se tiene P2(⁄) = −⁄, lo que prueba el
resultado.
￿ Supongamos ahora que ⁄1 < 0 y ⁄m > 0.
El caso ‰int = 0 es trivial ya que si ‰int = 0, implica que ⁄2 = ￿ = ⁄m−1 = 0 y P2(⁄) es la
parábola que pasa por los puntos (⁄1,⁄1), (0, 0) y (⁄m,⁄m). Por tanto P2(⁄j) = ￿⁄j ￿,
j = 1, . . . ,m.
Consideremos, pues, que ‰int ≠ 0.
● Supongamos que ￿⁄1￿ > ￿⁄m￿ (el otro caso es análogo). En tal caso, tenemos ‰int < 0.
Vamos a probar que P2(⁄) ≥ ￿⁄￿ para todo ⁄ ∈ [‰int,−‰int] ∩ [‰int,⁄m].
Analicemos en primer lugar el signo de –2. Para ello escribimos –2 = —“2, con
— = 1(⁄1 − ⁄m)(⁄1 − ‰int)(‰int − ⁄m) (1.7.27)
y
“2 = ￿⁄1￿(‰int − ⁄m) + ￿‰int￿(⁄m − ⁄1) + ￿⁄m￿(⁄1 − ‰int). (1.7.28)
Es claro, por la definición de ‰int, que — < 0.
Por otro lado, como ‰int < 0, podemos escribir
“2 = ⁄m(￿‰int￿ − ￿⁄1￿) + ￿⁄m￿(⁄1 − ‰int), (1.7.29)
y nuevamente, haciendo uso de la definición de ‰int, tenemos que “2 < 0. De donde
concluimos que –2 > 0.
Estudiemos ahora el signo de –1. Del mismo modo que antes, escribimos –1 = −—“1,
con
“1 = (￿⁄1￿ − ￿⁄m￿)(￿⁄1￿ − ￿‰int￿)(￿⁄m￿ − ￿‰int￿). (1.7.30)
De nuevo, usando de la definición de ‰int, tenemos que
sgn(–1) = sgn(“1) = sgn(￿⁄m￿ − ￿‰int￿). (1.7.31)
Además,
P ′2(‰int) + 1 = 2⁄m(‰int − ⁄1)(⁄1 − ⁄m)(‰int − ⁄m) , (1.7.32)
P ′2(⁄m) − 1 = −2⁄1‰int + 2⁄2m(⁄1 − ⁄m)(‰int − ⁄m) . (1.7.33)
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(a) Supongamos que ￿⁄m￿ ≥ ￿‰int￿, por tanto –1 ≥ 0. Entonces, para ⁄ ≥ 0,
P2(⁄) = –0 + –1⁄ + –2⁄2 ≥ –0 − –1⁄ + –2⁄2 = P2(−⁄).
Luego P2(⁄) ≥ P2(−⁄) para todo ⁄ ∈ [0,‰int]. Por tanto, es suficiente probar
P2(⁄) ≥ −⁄ = ￿⁄￿, ∀⁄ ∈ [‰int,0].
Sea ⁄v = −2–1
–2
≤ 0 el vértice de la parábola. Además, ⁄v es el punto donde P2(⁄)
alcanza su mínimo absoluto, ya que –2 > 0.
(a.1) Supongamos que ⁄v ≤ ‰int. Como la parábola es creciente para todo ⁄ ≥ ⁄v, entonces
P2(⁄) ≥ P2(‰int) = ￿‰int￿ ≥ ￿⁄￿, ∀⁄ ∈ [‰int,0] (véase Figura 1.4).
(a.2) Supongamos que ⁄v > ‰int. Como P2(‰int) = −‰int, P ′2(⁄v) = 0 y usando (1.7.32),
tenemos que P ′2(‰int) ≥ −1, y se tiene que P2(⁄) ≥ −⁄ ∀⁄ ∈ [‰int,⁄v].
Además, P2(⁄) ≥ P2(⁄v) ≥ ￿⁄v ￿ ≥ ￿⁄￿ ∀⁄ ∈ [⁄v,0], ya que P2(⁄) es creciente ∀⁄ ≥ ⁄v.
Por tanto, P2(⁄) ≥ −⁄ ∀⁄ ∈ [‰int,0] (véase Figura 1.5).
(b) Supongamos ahora que ￿⁄m￿ < ￿‰int￿. Entonces –1 < 0, luego ⁄v > 0.
(b.1) Supongamos que ⁄v ≥ ⁄m. Por lo anterior, P2(⁄) ≥ −⁄ ∀⁄ ∈ [‰int,0].
Por otro lado, por ser P2(⁄) decreciente para todo ⁄ ≤ ⁄v, se tiene que
P2(⁄) ≥ P2(⁄m) = ⁄m ≥ ⁄ ∀⁄ ∈ [0,⁄m] (véase Figura 1.6).
(b.2) Supongamos que 0 < ⁄v < ⁄m. Por lo anterior, P2(⁄) ≥ −⁄ ∀⁄ ∈ [‰int,0].
Usando ahora (1.7.33), tenemos P ′2(⁄m) ≤ 1. Como además, P2(⁄m) = ⁄m y P ′2(⁄v) =
0, tenemos que P2(⁄) ≥ ⁄ ∀⁄ ∈ [⁄v,⁄m].
Por último, P2(⁄) ≥ P2(⁄v) ≥ ⁄v ≥ ⁄ ∀⁄ ∈ [0,⁄v], ya que P2(⁄) es decreciente∀⁄ ≤ ⁄v. (véase Figura 1.7).
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⁄1
￿‰int ⁄m
Figura 1.4: Situación de los autovalores. PVM-2U(SL, SR, Sint). Caso (a.1).
⁄1
￿ ￿‰int ⁄m
Figura 1.5: Situación de los autovalores. PVM-2U(SL, SR, Sint). Caso (a.2).
⁄1
￿‰int ⁄m




Figura 1.7: Situación de los autovalores. PVM-2U(SL, SR, Sint). Caso (b.2).
Observación 1.7.5. La construcción del esquema IFCP tiene sentido para m ≥ 3, pero
su definición se puede extender para 1 ≤m ≤ 2, aunque no es recomendable su uso en este
caso, ya que puede resultar computacionalmente caro.
m = 1. Tenemos un sólo autovalor ⁄.
Consideramos ⁄1 = ￿⁄￿, ⁄2 = −￿⁄￿ y ‰int = 0.
m = 2. Tenemos dos autovalores ⁄1 y ⁄2.
Si ⁄1 < 0 y ⁄2 > 0, tomamos ‰int = 0. En otro caso, podemos tomar un valor arbitrario
‰int con ⁄1 < ‰int < ⁄2.
1.8. Extensión a alto orden
En el caso de sistemas de leyes de conservación (1.2.1), es posible construir métodos
de alto orden basados en la reconstrucción de estados mediante el siguiente procedimiento:
Dado un esquema de primer orden con función de flujo numérico G(U,V ), consideramos
un operador de reconstrucción de orden p, esto es, un operador que asocia a una sucesión
dada {Wi} de valores en las celdas dos nuevas sucesiones {W −i+1￿2}, {W +i+1￿2} de tal manera
que, siempre que
Wi = 1 x ￿Ii W (x)dx, ∀i ∈ Z
para alguna función regular Wi, entonces:
W ±i+1￿2 =W (xi+1￿2) +O( xp), ∀i ∈ Z.
A continuación, usamos el método de líneas: discretizamos el sistema únicamente en espacio,
y lo mantenemos continuo en tiempo. Obsérvese primero que, si denotamos por W i(t) al
promedio en la celda Ii de una solución regular W de (1.2.1) en el instante t:
W i(t) = 1 x ￿ xi+1￿2xi−1￿2 W (x, t)dx,
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integrando (1.2.1), se obtiene la siguiente ecuación para los promedios:
W
′
i(t) = 1  ￿F (W (xi−1￿2, t)) − F (W (xi+1￿2, t))￿ . (1.8.1)
La idea es ahora aproximar esta ecuación utilizando al mismo tiempo el esquema de primer
orden elegido y el operador de reconstrucción como sigue:
W ′i (t) = 1 x(Fi−1￿2 −Fi+1￿2), (1.8.2)
con Fi+1￿2 = F(W −i+1￿2(t),W +i+1￿2(t)), (1.8.3)
siendo Wi(t) la aproximación de W i(t) y {W ±i+1￿2(t)} las reconstrucciones a la sucesión{Wi(t)}. Puede probarse que (1.8.2)-(1.8.3) proporciona un método semidiscreto de orden
p para (1.2.1). Nótese que (1.8.2) es un sistema de ecuaciones diferenciales ordinarias
que puede ser resuelto con un método numérico estándar. En el contexto de sistemas
hiperbólicos de leyes de conservación es habitual el uso de métodos Runge-Kutta TVD
(véase [64]).
Introduzcamos una interpretación de (1.8.2) en términos de medidas de Borel, como se
hizo en la Sección 1.2, para facilitar la generalización al caso de sistemas no conservativos.
Primero, obsérvese que (1.8.1) puede escribirse así:
W
′
i(t) = − 1 x￿[F (W (⋅, t)]x,1Ii￿. (1.8.4)






i (x) =W +i−1￿2(t); l´ımx→x−
i−1￿2P
t
i (x) =W −i+1￿2(t) (1.8.5)
Consideramos ahora la aproximación de W (⋅, t) dada por la función regular a trozos W t
cuya restricción a Ii es P ti . Usando esta función, (1.8.4) puede aproximarse mediante
W ′i (t) = − 1 x￿[F (W t]x,1Ii￿. (1.8.6)
Nótese que, en este caso, [F (W)x] es la suma de una medida regular cuya derivada de
Radon-Nykodym en la celda Ii es F (P ′i )x y una medida singular:
￿
i
￿F (W +i+1￿2(t)) − F (W −i+1￿2(t))￿ ”x=xi+1￿2
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Si, de nuevo, el flujo numérico del esquema de primer orden se emplea para separar las
medidas de Dirac situadas en las interceldas:
￿F (W +i+1￿2(t)) − F (W −i+1￿2(t))￿ ”x=xi+1￿2 =￿F (W +i+1￿2(t)) −Fi+1￿2￿ ”x=xi+1￿2 + ￿Fi+1￿2 − F (W −i+1￿2(t))￿ ”x=xi+1￿2 ,
y el primer y segundo sumandos se asignan respectivamente a las celdas Ii+1 e Ii, obtenemos
de (1.8.6):
W ′i = − 1 x￿F (W +i−1￿2(t)) −Fi−1￿2 +Fi+1￿2 − F (W −i+1￿2(t))
+￿ xi+1￿2
xi−1￿2 F (P ti (x))xdx￿, (1.8.7)
que obviamente es equivalente a (1.8.2). Centrémonos ahora en el problema general (1.1.1).
En este caso, la ecuación para los promedios en la celda es la siguiente:
W ′i = − 1 x￿[A(Wi(t))Wi(t)x] ,1Ii￿. (1.8.8)
Siguiendo [103], [24], presentamos a continuación la escritura general de una aproximación
semidiscreta de alto orden basada en un esquema de primer orden camino conservativo
(1.3.9) con q = 0 y p = 1, esto es,
D±i+1￿2 = D(W ni ,W ni+1),
y un operador de reconstrucción de orden p. La extensión natural de (1.8.7) es:
W ′i = − 1 x ￿D+i−1￿2 +D−i+1￿2 +￿ xi+1￿2xi−1￿2 A(P ti (x))dP tidx (x)dx￿ , (1.8.9)
con D±i+1￿2 = D±(W −i+1￿2,W +i+1￿2). (1.8.10)
En (1.8.9) los términos integrales son aproximaciones de la parte regular de la descomposi-
ción de Lebesgue de [A(W (⋅, t))Wx(⋅, t)] , mientras que los términos D±i−1￿2 corresponden
a la parte singular.
Obsérvese que hay una diferencia importante entre los casos conservativo y no conserva-
tivo: mientras que en el caso conservativo el esquema numérico no depende explícitamente
de las funciones P ti elegidas (sólo se tienen en cuenta los estados reconstruidos en las
interceldas), esto no ocurre para sistemas no conservativos. En consecuencia, el orden
del método es p en el primer caso y dependiente de la elección de las funciones P ti en el
segundo.
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En la práctica, la definición del operador de reconstrucción proporciona una elección
natural de las funciones P ti . El procedimiento usual para definir un operador de reconstruc-
ción es el siguiente: dada una sucesión {Wi} de valores en las celdas, la función aproximante
en cada celda Ii, P ti , se calcula usando los valores Wj en un stencil:
Pi(x;Wi−l, . . . ,Wi+r),
siendo l, r dos números naturales prefijados. Las reconstrucciones W ±i+1￿2 se obtienen
tomando los límites de estas funciones en las interceldas. Estas funciones aproximantes se
calculan generalmente utilizando técnicas de interpolación o aproximación. De aquí en
adelante, supondremos que el operador de reconstrucción se ha construido siguiendo este
procedimiento. Por tanto, la elección natural de P ti es:
P ti (x) = Pi(x;Wi−l(t), . . . ,Wi+r(t)). (1.8.11)
En la literatura se pueden encontrar distintos operadores de reconstrucción. En la práctica
los más utilizados son: la reconstrucción tipo MUSCL [134], reconstrucciones ENO y
WENO [79, 86, 124, 123], reconstrucción hiperbólica [88], etc. Se puede probar el siguiente
resultado sobre el orden del método:
Teorema 1.8.1. Supongamos que A,D± son regulares y con derivadas acotadas. Suponga-
mos también que el operador de reconstrucción es de orden p y que, dada una sucesión
definida mediante
Wi = 1 x ￿Ii W (x)dx
para alguna función regular W , se verifican las siguientes propiedades:
W +i+1￿2 −W −i+1￿2 = O( xp+1),
Pi(x;Wi−l, . . . ,Wi+r) =W (x) +O( xs1), ∀x ∈ Ii,
d
dx
Pi(x;Wi−l, . . . ,Wi+r) =W ′(x) +O( xs2), ∀x ∈ Ii,
Entonces, (1.8.9) es una aproximación del sistema (1.8.8) para soluciones regulares W , de
orden al menos s =mı´n(p, s1, s2) en el sentido siguiente:
1
 x ￿D+i−1￿2 +D−i+1￿2 +￿ xi+1￿2xi−1￿2 A(P ti (x))dP tidx (x)dx￿= 1 x ￿￿ xi+1￿2xi−1￿2 A(W (x, t))Wx(x, t)dx￿ +O( xs), (1.8.12)
para cada solución W suficientemente regular, siendo {W ±i−1￿2(t)} las reconstrucciones
correspondientes a la sucesión {Wi(t)} y P ti la función definida en (1.8.11).
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La prueba es idéntica a la del caso particular estudiado en [24], donde se presentaron
métodos basados en una generalización de Roe.
Observación 1.8.1. Para las técnicas de reconstrucción usuales se suele tener s2 ≤ s1 < p
luego el orden teórico de (1.8.9) es s2 para sistemas no conservativos y p para sistemas
de leyes de conservación. En consecuencia, puede perderse exactitud cuando se aplica
una técnica de reconstrucción de orden p para leyes de conservación a un problema no
conservativo. No obstante, esta cota de error es pesimista: en los ejemplos numéricos se
suele medir un orden s2 +1 para soluciones regulares. Por otra parte, en [97] se emplea una
técnica para el cálculo de las integrales mediante el método de extrapolación de Richardson
que garantiza el orden s2 + 1.
Con el fin de obtener esquemas numéricos camino-conservativos de alto orden que sean
bien equilibrados, será necesario considerar en primer lugar operadores de reconstrucción
que sean bien equilibrados en el siguiente sentido:
Definición 1.8.1. Dada una solución regular de (1.1.1), se dice que un operador de
reconstrucción es bien-equilibrado para W (x) si las funciones de aproximación Pi(x)
asociadas a los valores promedio {Wi} son también soluciones estacionarias del sistema,
es decir, A(Pi(x))”Pi(x)
”x
(x) = 0,∀x ∈ [xi−1￿2, xi+1￿2], i = 1, . . . ,N.
Teorema 1.8.2. Sea “ ∈  . Supongamos que el método camino-conservativo de primer
orden y el operador de reconstrucción son exactamente bien equilibrados para “. Entonces el
esquema numérico (1.8.9) es también bien equilibrado para “. Además, bajo estas hipótesis,
el esquema (1.8.9) es también bien equilibrado con orden – =mı´n(p, s1, s2).
La construcción de operadores de reconstrucción bien equilibrados no es una tarea
sencilla. En el caso del sistema de aguas someras mono o bicapa y para las soluciones de
equilibrio correspondientes al agua en reposo esto no es difícil debido a la relación lineal
entre las variables y la fuente en el equilibrio. En [27] y [37] se define un procedimiento
general para la construcción de operadores de reconstrucción bien equilibrados.
Capítulo 2
Cuantificación de la incertidumbre
Se pueden considerar varios tipos de incertidumbre para sistemas de la forma (1.1.2):
aleatoria y epistémica. La incertidumbre aleatoria (estadística) está presente cuando se
obtienen resultados diferentes realizando repetidamente el mismo experimento, y la in-
certidumbre resultante no se puede suprimir mediante mediciones más precisas. Un buen
ejemplo de esta incertidumbre son las inestabilidades de Kelvin-Helmholtz y Richtmyer-
Meshkov, regidas por las ecuaciones de Euler. La inestabilidad de Kelvin-Helmholtz se
produce cuando dos fluidos separados de diferentes densidades son acelerados impulsiva-
mente en la dirección normal a la interfaz entre los dos fluidos. Es una de las inestabilidades
más importantes que aparecen al considerar problemas de la mecánica de fluidos y exhibe
varias de las complejidades no-lineales que transforman las simples condiciones iniciales
en un complejo flujo turbulento. Está estrechamente relacionada con la inestabilidad de
Rayleigh-Taylor, que se desarrolla cuando una interfaz plana es sometida a una aceleración
constante, como la causada por el retraso de un fluido pesado sobre uno más ligero bajo el
campo gravitatorio terrestre. En estos dos ejemplos, la solución generalmente no es única
[52]; por lo tanto, solo las propiedades generales, como el valor esperado, podrían cuantifi-
carse. La incertidumbre epistémica (sistemática) se debe a parámetros inciertos, es decir,
cantidades que, en principio, podrían conocerse, sin embargo, los valores precisos podrían
no estar disponibles en la práctica. Por ejemplo, los métodos numéricos existentes para
aproximar (1.1.2) requieren los datos iniciales W0, los datos de contorno, el término fuente
S y las funciones de flujo F como entradas. Sin embargo, en la mayoría de las situaciones
prácticas, no es posible medir estos inputs con precisión. En esta tesis, consideramos solo
la incertidumbre epistémica (sistemática) de los datos de entrada.
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2.1. Modelado probabilístico de la incertidumbre
Para el modelado de la incertidumbre en los inputs y como consecuencia en las soluciones
de EDPs se suele utilizar habitualmente la teoría de probabilidad de Kolmogorov, y esa
es también nuestra elección en esta tesis. Como se sugiere en [111], la incertidumbre en
los inputs de (1.1.2) se modelan mediante campos aleatorios con leyes de probabilidad
establecidas, que resumimos a continuación.
Sea ( ,F) un espacio medible, donde   denota al conjunto de todos los eventos
elementales › ∈  , y F la ‡-álgebra de todos los posibles eventos de nuestro modelo
de probabilidad. Una medida de probabilidad P en ( ,F) es una función ‡-aditiva de
  en [0,1] tal que P ( ) = 1 y el espacio de medida ( ,F ,P) se denomina espacio de
probabilidad. Siempre asumiremos, a menos que se indique explícitamente, que ( ,F ,P)
es completo. Denotando un segundo espacio medible por (E,G), un campo aleatorio en E
es cualquier aplicación X ∶   → E tal que el conjunto {› ∈   ∶ X(›) ∈ A} = {X ∈ A} ∈ F
para cada A ∈ G, es decir, tal que X sea una aplicación G-medible de   en E. DenotemosL(X) a la ley o distribución de X sobre P,
L(X)(A) = P({› ∈   ∶ X(›) ∈ A}) ∀A ∈ G.
La medida µX = L(X) en (E,G) se denomina ley o distribución de X.
Supongamos ahora que E es un espacio Banach separable con norma ￿ ⋅ ￿E y su dual
E∗, entonces B(E) es el menor ‡-campo de subconjuntos de E que contiene a todos los
conjuntos {x ∈ E ∶ Ï(x) ≤ –}, Ï ∈ E∗, – ∈ R.
Por lo tanto, para un espacio separable Banach E, X ∶  → es un campo aleatorio en E si
y solo si para cada Ï ∈ E∗, › ￿ Ï(X(›)) ∈ R es una variable aleatoria en R.
Definición 2.1.1 (Campo aleatorio). Para un espacio de Banach separable E, un campo
aleatorio en E es una aplicación (F ,B(E))-medible de   en E
X ∶ ( ,F)→ (E,B(E)).
Lema 2.1.1 (La norma de un campo aleatorio es una variable aleatoria). Sea E un espacio
de Banach separable y sea X ∶  → E un campo aleatorio en E sobre ( ,F), entonces la
aplicación   ∋ › ￿ ￿X( )￿E ∈ R es medible, es decir, es una variable aleatoria de ( ,F)
en (R,B(R)).
Demostración.- Como E es separable, existe una sucesión {Ïn} ∈ E∗ tal que para todo
x ∈ E, ￿x￿E = sup
n∈N ￿Ïn(x)￿
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por lo que para todo › ∈   se tiene que ￿X(›)￿E = sup
n∈N ￿Ïn(X(›))￿.
Por tanto › ￿ ￿X(›)￿E es una variable aleatoria en R.
El campo aleatorio X ∶  → E se llama de Bochner integrable si, para cualquier medida




Denotaremos por L1( ,E) = L1((›,F ,P),E) al conjunto de todos los campos aleatorios




Tomando 1 ≤ p ≤∞, definimos Lp( ,E) = Lp((›,F ,P),E) al conjunto de todos los campos
aleatorios Bochner p-integrables que toman valores en E equipados con la norma
￿X￿Lp( ,E) ∶= (E(￿X￿pE))1￿p, 1 ≤ p ≤∞.
Para p =∞, denotaremos por L∞( ,E) = L∞((›,F ,P),E) al conjunto de todos los campos
aleatorios en E que son funciones Bochner integrables esencialmente acotadas, y equipados
con la norma ￿X￿L∞( ,E) ∶= ess sup
›∈  ￿X(›)￿E.
2.1.1. Esperanza de un campo aleatorio
Definiremos la esperanza matemática E[X] de un campo aleatorio integrable X ∈
L1( ,E).
Un campo aleatorio X tomando valores en E se denomina simple si solo puede tomar
un número finito de valores, es decir, si se escribe de forma explicita (siendo ‰A la función
característica de A ∈ F) como
X = N￿
i=1 xi‰A, Ai ∈ F , xi ∈ E,N <∞
Establecemos, para campos aleatorios simples X que toman valores en E y para cada
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Para cada variable aleatoria X ∶ › → E que sea Bochner integrable, existe una sucesión{Xn}n∈N de variables aleatorias simples tales que, para todo › ∈  , ￿X( ) −Xn( )￿E → 0
cuando n→∞. Por tanto, lo anterior se extiende por continuidad a toda variable aleatoria
que tome valores en E.
Definición 2.1.2 (Esperanza de un campo aleatorio). Para un campo aleatorio que tome





n→∞￿›Xn( )dP(›) ∈ E. (2.1.1)
2.1.2. Momentos de orden superior
Para k ∈ N y un espacio de Banach separable E, siguiendo [89], denotamos por
E(k) = E ⊗￿⊗E al espacio Banach del k-producto tensorial de k copias de E, equipado
con una norma cruzada, es decir
￿X1 ⊗￿⊗Xk￿(k)E = ￿X1￿E￿￿Xk￿E, ∀X1, . . . ,Xk ∈ E. (2.1.2)
Para k ∈ N y para un campo aleatorio k-integrable Bochner que tome valores en E,
X ∈ Lk( ,E), consideramos el campo aleatorio X(k), definido por k copias de X, X(›)⊗￿⊗X(›). Entonces
X(k) ∶=X ⊗￿⊗X ∈ L1( ,E(k)), (2.1.3)
y, por la definición de la norma del producto tensorial,
￿X(k)￿L1( ,E(k) = ￿  ￿X(›)￿kEdP(›) = ￿XLk( ,E)￿k <∞. (2.1.4)
Definición 2.1.3 (k-momento). El momento de orden k de X ∈ Lk( ,E) es un elemento
de E(k), Mk[X] ∶= E[X(k)] ∈ E(k). (2.1.5)
Se define además la varianza V[X] ∈ E de un campo aleatorio X ∈ L2(E) como la traza
del momento central de segundo orden M2[X] ∈ E(k), bien definido según la definición
2.1.3,
V[X] = traza(M2[X −E[X]]) = E[XX] −E[X]E[X] ∈ E. (2.1.6)
Para campos aleatorios en E que dependen del tiempo, X ∈ Lk( ,C([0, t],E), la definición
anterior 2.1.3 se puede extender a los momentos de orden k , Mk[X](t1, . . . , t − k). Véase
[89].
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2.2. Cuantificación de la incertidumbre
Los inputs de la ecuación (1.1.2) son inciertos y esta incertidumbre se propaga a la
solución. El modelado y la aproximación de la propagación de la incertidumbre en la
solución debido a la incertidumbre en los inputs constituye el tema de la cuantificación
de la incertidumbre, en adelante UQ (uncertainty quantification). La solución de leyes
de conservación (1.1.2) con incertidumbre en los parámetros también puede interpretarse
como un campo aleatorio y los momentos estadísticos de la solución como la esperanza y
la varianza son las medidas de interés.
No es nada trivial desarrollar algoritmos eficientes para cuantificar la incertidumbre en
leyes de conservación con incertidumbre en los parámetros de entrada. El mayor desafío
radica en el hecho de que las discontinuidades en el espacio físico (que inevitablemente
surgen en soluciones de leyes de conservación hiperbólicas no lineales) pueden propagarse
en representaciones de las densidades de probabilidad de las soluciones aleatorias. Un
método numérico robusto debería ser capaz de lidiar con estas discontinuidades. Otro
desafío radica en tratar con el hecho de que el número de fuentes aleatorias que impulsan
la incertidumbre puede ser muy grande.
El diseño de esquemas numéricos eficientes para cuantificar la incertidumbre en so-
luciones de ecuaciones en derivadas parciales ha tenido mucha actividad en los últimos
años.
Una clase de métodos para la cuantificación de incertidumbre computacional en
soluciones numéricas de EDPs son métodos de muestreo estadísticos. Estas técnicas
permiten incorporar el carácter estocástico de ciertos parámetros a modelos deterministas:
la idea consiste en tomar una muestra estadística representativa de los parámetros que se
consideren, realizar un cálculo determinista para cada uno de los valores de la muestra y,
finalmente calcular la esperanza y momentos de las predicciones obtenidas.
Consideremos el espacio de probabilidad completo ( ,F ,P), y sea Ê(t, x,› ), › ∈   la
solución del sistema (1.1.2).
2.3. Método de volúmenes finitos Monte Carlo
A continuación, definimos y analizamos el esquema MC-FVM. Se basa en la idea directa
de generar, posiblemente en paralelo, muestras independientes de los datos de entrada › y
luego, para cada muestra ›i de los datos de entrada aleatoria, realizar una simulación del
método de volúmenes finitos.
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Definición 2.3.1 (MC-FVM). El método de volúmenes finitos Monte Carlo (MC-FVM)
consiste en los siguientes pasos:
1. Muestreo: Se consideran M muestras ›k, k = 1, . . . ,M independientes e idéntica-
mente distribuidas del campo aleatorio. Denotemos la aproximación resultante de
cada uno de estas muestras como ›iT en la malla T .
2. Resolución: Para cada uno de los parámetros ›k, se resuelve numéricamente el
sistema subyacente mediante el método de volúmenes finitos sobre la malla T con
 x = x(T ) en el tiempo T = tn. Denotemos la solución por wi,nT (x).
3. Estimación de los estadísticos: Estimamos la esperanza
E[Ê(⋅, t, ›)] =M1[Ê(⋅, t, ›)]
del campo aleatorio de la solución Ê(⋅, t, ›) en el tiempo t = tn mediante el cálculo de
la media de las soluciones aproximadas.
EM[ÊnT ] = EM[ÊnT (⋅)] ∶= 1M M￿i=1Êi,nT (⋅). (2.3.1)
Para k ≥ 2, el momento de orden k
Mk[Ê(⋅, t)] = E[Ê(⋅, t)(k)]
definido en (2.1.3) lo estimamos por
E(k)M [Ê(k)T ] = E(k)M [ÊnT (⋅)] ∶= 1M M￿i=1(ÊT (⋅)i,n ⊗￿⊗ Êi,nT (⋅)￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
k veces
) (2.3.2)
De manera general, dados los instantes temporales t1, . . . , tn ∈ [0, T ], T < ∞, la
estimación del momento Mk[Ê](t1, . . . , tk) se define por
E(k)M [ÊT ](t1, . . . , tk) ∶= 1M M￿i=1(ÊT (⋅, t1)⊗￿⊗ ÊT (⋅, tk)￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
k veces
) (2.3.3)
El algoritmo anterior es bastante simple de implementar. Remarcamos que el paso 1
requiere un generador de números (pseudo) aleatorios (pseudo random number generator,
PRNG). En este trabajo utilizaremos el Mersenne Twister PRNG [95], que tiene un período
de 219937 − 1. En el paso 2, se puede usar cualquier esquema de volumen finito estándar
(alto orden). Además, la única interacción (de datos) entre diferentes muestras está en el
paso 3 cuando se calculan los promedios del conjunto. Por lo tanto, el MC no sólo es no
intrusivo sino también fácilmente paralelizable.
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Tomando como base la experiencia numérica en la resolución mediante MC-FVM de
sistemas hiperbólicos de leyes de conservación no lineales con datos iniciales aleatorios (ver
[89, 90]), postulamos que se tiene la siguiente estimación si la solución tiene momentos de
orden 2 finitos.
￿E[Ê(⋅, tn)] −EM[ÊnT ]￿L2( ;L1(D)) ≤ CstatM −1￿2 +Cst xs (2.3.4)
Aquí, la norma L2( ;L1(D)) de una función aleatoria f(⋅, ›) se define como
￿f￿L2( ;L1(D)) ∶= ￿￿
›
￿f(⋅, ›)￿2L1(D)dP(›)￿ 12 , (2.3.5)
donde Cstat, Cst son constantes que dependen del dominio D, la condición inicial, los datos,
horizonte temporal T y las estadísticas de diferentes parámetros aleatorios, en particular,
de la media y varianza. Asumiremos que el esquema de volumen finito subyacente converge
a las soluciones de los sistemas deterministas objetos de estudio en esta tesis, con un ratio
s > 0. Además, en (2.3.4) y en adelante, asumiremos como se hace de manera habitual en
los métodos MC, que los ensayos Êk,nT de (2.3.2), como funciones aleatorias independientes
e idénticamente distribuidas con la misma ley que Ê. Basado en el análisis de error de [90],
tenemos que elegir
M = O( x−2s) (2.3.6)
para equilibrar el error estadístico con el error espacio-temporal en (2.3.4). En consecuencia,
es sencillo deducir que el error asintótico frente a la estimación (computacional) del trabajo
viene dado por ￿E[Ê(⋅, tn)] −EM[ÊnT ]￿L2( ;L1(D)) ≤Work −sd+1+2s (2.3.7)
donde d es la dimensión del espacio (en este trabajo, d = 1 o d = 2). El error anterior frente
a la estimación del trabajo es considerablemente más costoso en comparación con el error
determinista del método de volúmenes finitos que se equipara con Work−s￿(d+1). Vemos que
en la situación en que el ratio de convergencia s y la dimensión son bajos, se obtiene una
tasa de convergencia considerablemente reducida de MC-FVM, en términos de precisión
frente a trabajo. Por otro lado, para los esquemas de orden superior (donde s >> d + 1)
domina el error MC y obtenemos la tasa 1￿2 en términos de esfuerzo computacional, que es
lo habitual en los métodos MC. En [90] se ofrece una extensa discusión sobre los resultados
del análisis del error frente el trabajo computacional.
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2.4. Método de volúmenes finitos Monte Carlo Mul-
tinivel
Dada la lenta convergencia del método MC-FVM, discutido en [89, 90], proponemos
aquí el Método de volúmenes finitos Monte Carlo Multinivel MLMC-FVM. La idea clave
en el esquema Monte Carlo multinivel de volúmenes finitos es el muestreo simultáneo de
tipo MC en diferentes niveles de resolución, con diferentes números de muestras tomadas
en cada uno de los Ml niveles.
Definición 2.4.1 (MLMC-FVM). El algoritmo del método Monte Carlo multinivel de
volúmenes finitos consiste en los siguientes pasos:
1. Mallas encajadas: Consideremos una sucesión de mallas encajadas {Tl}∞l=0 del
dominio espacial D con diámetros de malla  xl tales que
 xl = sup{￿Vi￿ ∶ Vi ∈ Tl} = O(2−l x0), l ∈ N0
donde  x0 es el es el diámetro de la malla para la resolución más gruesa y corresponde
al nivel más bajo l = 0.
2. Muestreo: Para cada nivel de resolución l ∈ N0, tomamos Ml muestras ›kl , k =
1, . . . ,Ml independientes e idénticamente distribuidas (i.i.d) pertenecientes al conjunto
de parámetros admisibles para el modelo.
3. Resolución: Para cada nivel de resolución y cada muestra ›kl se resuelve el sistema
resultante en la malla Tl. Denotemos las soluciones del esquema de volúmenes finitos
correspondientes a la malla Tl y al tiempo tn como Êk,nTl .
4. Estimación de los estadísticos: Fijemos un entero positivo L <∞ que correspon-
derá al nivel más alto. Estimaremos la esperanza del campo aleatorio de la solución
como:
EL[Ê(⋅, tn)] ∶= EM0[ÊnT0] + L￿
l=1EMl[ÊnTl − ÊnTl−1], (2.4.1)
siendo EMl el estimador de Monte Carlo
EMl[ÊnT ] ∶= 1Ml Ml￿k=1Êk,nT (2.4.2)
para el nivel l. Los momentos de orden superior Mk[Ê(⋅, t)(k)] para k ≥ 2 se pueden
estimar de la misma manera. Basándonos en el MC-FVM, podemos definir la
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estimación del momento de orden k para el MLMC-FVM como
EL,(k)[ÊnTL(⋅)] ∶= EM0[Êi,nT0 (⋅)(k)] + L￿
l=1EMl[ÊnTl(⋅)(k) − ÊnTl−1(⋅)(k)]. (2.4.3)
Y de manera más general, dados los instantes de tiempo t = (t1, . . . , tk) ∈ [0, T ]k, con
T <∞, el momento de orden k , Mk[Ê](t) se define como
EL,(k)[ÊTL](t) ∶= EM0 ￿ k￿
r=1 ÊT0(⋅, tr)￿ + L￿l=1EMl ￿ k￿r=1 ÊTl(⋅, tr) − k￿r=1 ÊTl−1(⋅, tr)￿ . (2.4.4)
Destacamos que el método MLMC-FVM es nuevamente un método no intrusivo, en el
paso 3, se puede usar cualquier esquema de volumen finito estándar (alto orden). Además,
el método MLMC-FVM es susceptible de una paralelización eficiente ya que los datos de
diferentes resoluciones de malla y diferentes muestras solo interactúan en el paso 4.
Siguiendo el estudio riguroso sobre la estimación del error [89, 90], consideramos
￿E[Ê(⋅, tn)] −EM[ÊnT ]￿L2( ;L1(D)) ≤ C1 xsL +C2 ￿ L￿
l=0M
−1￿2
l  xsl￿ +C3M−1￿20 . (2.4.5)
Aquí nuevamente se hace referencia al ratio de convergencia s del esquema de volumen
finito determinista y C1, C2 y C3 son constantes que dependen únicamente de los datos
iniciales y los parámetros y términos fuente del sistema.
Del error descrito en (2.4.5), obtenemos el numero de muestras necesarias para equilibrar
el error estadístico con el error espacio-temporal dado en (2.4.1), tomando
M = O(22(L−l)s). (2.4.6)
Obsérvese que la elección de Ml implica que se requiere el mayor número de muestras de
MC en el nivel de malla más grueso l = 0, mientras que solo se necesita un pequeño número
fijo de muestras de MC en los niveles de discretización más finos (Véase figura 2.1).
El error asintótico frente a la estimación (computacional) del trabajo viene dado por
(ver [90]):
￿E[Ê(⋅, tn)] −EL[ÊnT ]￿L2( ;L1(D)) ≤
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
Work−s￿d+1 ⋅ log(Work) s < (d + 1)￿2,
Work−1￿2 ⋅ log(Work)3￿2 s = (d + 1)￿2,
Work−1￿2 ⋅ log(Work) s > (d + 1)￿2. (2.4.7)
La estimación anterior muestra que MLMC-FV es más eficiente que MC-FV. Además,
el MLMC-FV es (asintóticamente) de la misma complejidad que una resolución única del
FVM determinista.
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En la Figura 2.1 mostramos de modo gráfico la idea que hay subyacente en el algoritmo
Monte Carlo multinivel. Se trata de considerar una jerarquía de mallas encajadas y de
distribuir de forma adecuada los ensayos en cada una de ellas conforme a la estimación
(2.4.6) para poder calcular los momentos haciendo uso de las fórmulas (2.4.1)-(2.4.4). Esta
estrategia nos permite concentrar la mayor parte de los ensayos numéricos en las mallas
más groseras, consiguiendo disminuir considerablemente el esfuerzo computacional.
Así, unas de nuestras principales aportaciones en esta tesis ha sido adaptar este algorit-
mo para el estudio de la cuantificación de la incertidumbre en problemas de generación y
propagación de tsunamis generados por terremotos y avalanchas. Los principales resultados
que hemos obtenido se recogen en los artículos [118] y [119]. Hasta donde conocemos es
la primera vez que se utiliza este tipo de técnicas para abordar la cuantificación de la
incertidumbre en problemas de flujos geofísicos sobre geometrías reales. Nuestro trabajo
muestra que el método MLMC-FV proporciona resultados satisfactorios y que es una
estrategia viable para abordar este tipo de problemas, donde incluso en número de campos
aleatorios puede ser incluso bastante superior.










Figura 2.1: Mallas encajadas del método MLMC. Distribución de muestras.

Capítulo 3
Algunos modelos de flujos geofísicos
En este capítulo presentamos los modelos que vamos a utilizar en esta memoria para la
simulación de tsunamis generados por terremotos y avalanchas, así como el modelo de Ripa
que aparece de forma habitual en el estudio de fluidos estratificados por la temperatura.
Comenzaremos con uno de los modelos más usados en la propagación de tsunamis y su
impacto en las zonas costeras: se trata del modelo de aguas someras o también conocido
como ecuaciones de shallow-water. Para la estimación de la deformación causada por un
terremoto se utiliza el modelo de Okada (véase [100]). En este trabajo vamos a suponer
que el terremoto se produce en el instante inicial y que la deformación causada por el
mismo se transmite en el instante inicial a la superficie del fluido, generándose el tsunami
que modelamos con el sistema de aguas someras.
Como dijimos en la Introducción, la evolución de una avalancha y la generación del
tsunami correspondiente es un problema difícil de modelar. Nosotros vamos a considerar uno
de los modelos más utilizados hoy en día para la simulación de estos eventos. Concretamente
se trata de una simplificación del modelo de tipo de Savage-Hutter de dos capas introducido
por Fernández et al. en [50].
Por último, vamos a considerar el modelo de Ripa que es uno de los modelos más
utilizados para comprender la estructura de fluidos estratificados en el océano o la atmósfera.
A pesar de su aparente simplicidad este modelo presenta diferentes familias de soluciones
estacionarias no triviales que son de interés en el estudio de estos fluidos. En este trabajo
vamos a desarrollar un esquema de alto orden que las preserva y que en el momento de su
publicación fue el primer trabajo donde se presentaba un esquema numérico con dichas
propiedades.
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3.1. Ecuaciones de aguas someras para el modelado
de tsunamis
Consideremos aquí el sistema de ecuaciones de aguas someras o shallow-water 2D de














































SF (U) = ￿0 Sx(U) Sy(U)￿T .
En el sistema anterior, h(x, t), denota la altura de la capa de agua en el punto
x ∈ D ⊂ R2 en el instante t, donde D es la proyección horizontal del dominio 3D donde
tiene lugar el terremoto y el consiguiente tsunami. H(x) es la profundidad del fondo
en el punto x medido desde un nivel de referencia. Introducimos también la función
÷(x, t) = h(x, t) −H(x) que corresponde a la superficie libre del fluido (véase Figura 3.1).
Denotamos por q(x, t) = (qx(x, t), qy(x, t)) el caudal de agua en el punto x en el instante
t. El caudal está relacionado con la velocidad promediada en altura u(x, t) mediante la
expresión: q(x, t) = h(x, t)u(x, t).
El término SF parametriza la fricción entre el fluido y el fondo no erosionable. Nosotros
vamos a usar la ley de Manning,￿￿￿￿￿￿￿￿￿￿￿￿￿
Sx(U) = −gh n2
h4￿3 ux ￿u￿
Sy(U) = −gh n2
h4￿3 uy ￿u￿
,
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donde n > 0 es el coeficiente de Manning.
Las soluciones estacionarias del sistema anterior correspondientes al agua en reposo





Figura 3.1: Esquema 1 capa. Términos y notación.
En la fase de generación de tsunamis se hace uso del modelo de deformación de Okada
[100] para predecir la deformación inicial del fondo marino que se supone que se transmite
de forma instantánea a la superficie del mar para generar la onda inicial del tsunami. El
modelo de Okada asume que el terremoto se genera por la ruptura de un único plano de
falla. Esta rotura de falla se describe por una serie de parámetros físicos que son:
el largo y el ancho del plano de falla (generalmente medidos en m o km),
la latitud y la longitud de algún punto en el plano de falla, generalmente el centroide
o el centro de la parte superior (borde más superficial),
la profundidad del punto específico en el fondo del mar,
ángulo de deslizamiento (strike angle), es decir, la orientación del borde superior,
medida en grados en el sentido de las agujas del reloj desde el norte y que toma
valores entre 0 y 360. El plano de falla se inclina hacia abajo y hacia la derecha
cuando se mueve a lo largo del borde superior en la dirección del deslizamiento,
el ángulo de inmersión (dip angle) que es el ángulo en el que el plano se inclina hacia
abajo desde el borde superior. Se trata de un ángulo positivo entre 0 y 90 grados,
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el ángulo de inclinación (rake angle), es decir, el ángulo en el plano de falla en el
que se produce el deslizamiento, medido en grados en sentido antihorario desde la
dirección del deslizamiento y que toma valores entre -180 y 180. Nótese que para
un terremoto generado por fallas traslacionales (strike-slip), el ángulo de inclinación
está cerca de 0 o de 180 grados. Para un terremoto por subducción, el ángulo de
inclinación es generalmente más cercano a 90 grados, para una falla normal es aprox.−90○ y una inversa aprox. 90○.
la distancia de deslizamiento (slip distance) es la distancia (generalmente en cm
o m) del bloque suspendido que se mueve con relación al bloque en pie, en la
dirección especificada por el ángulo de inclinación. El bloque suspendido es el que
está encima del plano de falla de inmersión (o a la derecha si se mueve en la dirección
de deslizamiento). Siempre es una cantidad positiva.
Este modelo proporciona una aproximación grosera de la deformación de la corteza
terrestre, que no está compuesta por un material elástico isotrópico homogéneo, como se
supone en este modelo. Sin embargo, es una aproximación razonable para el modelado de
tsunamis, puesto que, en general no se conocen exactamente los parámetros de deslizamiento
de falla en el momento en el que se produce el tsunami, incluso ni siquiera se conocen con
exactitud tiempo después de haberse producido, de ahí el planteamiento de incorporar
incertidumbre en los mismos.
A continuación, en la Figura 3.2 se muestra la relación de los parámetros para el modelo
de desplazamiento de Okada.
Figura 3.2: Definición de los ángulos strike, dip y rake para una modelo de rotura de falla.
Fuente: http://www.gps.alaska.edu/je /Classes/GEOS655/strike_dip_rake.gif
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3.2. Modelo bicapa de tipo Savage-Hutter para la si-
mulación de avalanchas y la propagación de tsu-
namis
En este trabajo consideramos un modelo bidimensional de dos capas de tipo Savage-
Hutter para la simulación de avalanchas y la generación y propagación del tsunami generado.
Este sistema resulta de simplificar el modelo introducido en 2008 por Fernández et al.
en [50], fijando para ello el sistema de referencia cartesiano usual, en vez del sistema de
referencia local considerado en dicho trabajo. Aquí, consideramos su extensión natural a
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0 0 0 gh1 0 0
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rgh2 0 0 0 0 0
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B2(U) =
￿￿￿￿￿￿￿￿￿￿￿￿￿
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 gh1 0 0
0 0 0 0 0 0
0 0 0 0 0 0












SF (U) = ￿0 Sf1(U) Sf2(U) 0 Sf3(U) + ·x Sf4(U) + ·y ￿T .
En estas ecuaciones, el índice 1 hace referencia a la capa superior que está compuesta
de un fluido homogéneo no viscoso con densidad ﬂ1, y el índice 2 a una capa compuesta
de un material granular parcialmente fluidizado de porosidad Â0. Si denotamos por ﬂs la
densidad del material granular, entonces la densidad de la segunda capa viene dada por
ﬂ2 = (1 −Â0)ﬂs +Â0ﬂ1.
Supongamos además que ambas capas son inmiscibles.
El sistema (3.2.1) se obtiene mediante un proceso de integración vertical a partir de
un sistema bicapa inmiscible, donde cada una de las capas se suponen modeladas por
las ecuaciones de Navier-Stokes incompresibles para un fluido homogéneo, donde se han
despreciado los efectos viscosos horizontales, y se supone que la presión es hidrostática
(véase [50]).
En el sistema anterior además, h1(x, t), l = 1,2 denota la altura de la capa de agua(l = 1) y del material granular (l = 2), respectivamente, en el punto x ∈ D ⊂ R2 en
el instante t, siendo D la proyección horizontal del dominio 3D donde tiene lugar el
deslizamiento y el tsunami. H(x) es la profundidad del fondo en el punto x medido desde
un nivel de referencia.
Introduzcamos las funciones
÷1(x, t) = h1(x, t) + h2(x, t) −H(x) (3.2.2)
y
÷2(x, t) = h2(x, t) −H(x). (3.2.3)
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La primera de ellas representa la función que describe la superficie libre del fluido de la
primera capa, y ÷2(x, t) describe la interfaz que separa a cada uno de los fluidos (véase
Figura 3.3).
Nivel de referencia 2






Figura 3.3: Esquema bicapa. Términos y notación.
Denotemos por ql(x, t) = (ql,x(x, t), ql,y(x, t)) al caudal de la capa l en el punto x en el
tiempo t. El caudal está relacionado con la velocidad promediada en altura ul(x, t) dada
por la expresión: ql(x, t) = hl(x, t)ul(x, t), l = 1,2. El parámetro r = ﬂ1￿ﬂ2 es el ratio de
densidades constantes de las dos capas. (ﬂ1 < ﬂ2).
Los términos Sfk(U), k = 1, . . . ,4, modelan los diferentes efectos de la fricción, y
· = (·x, ·y) es el término de fricción de Coulomb.
Los términos Sfk(U), k = 1, . . . ,4, vienen dados por:
Sf1(U) = Scx(U) + S1x(U) Sf3(U) = −r Scx(U) + S2x(U)
Sf2(U) = Scy(U) + S1y(U) Sf4(U) = −r Scy(U) + S2y(U)
Sc(U) = ￿Scx(U), Scy(U)￿ parametriza la fricción entre las dos capas y se define como:￿￿￿￿￿￿￿￿￿￿￿￿￿
Scx(U) =mf h1h2h2 + rh1 (u2,x − u1,x) ￿u2 −u1￿
Scy(U) =mf h1h2h2 + rh1 (u2,y − u1,y) ￿u2 −u1￿
donde mf es una constante positiva.
Sl(U) = ￿Slx(U), Sly(U)￿, l = 1,2 parametriza la fricción entre el fluido y el fondo no
erosionable (l = 1) y entre la capa de material granular y el fondo no erosionable (l = 2), y
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ambos están gobernados por la ley de Manning.￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
Slx(U) = −ghl n2l
h4￿3l ul,x ￿ul￿
Sly(U) = −ghl n2l
h4￿3l ul,y ￿ul￿
l = 1,2
donde nl > 0 (l = 1, 2) es el coeficiente de Manning. Nótese que S1(U) sólo se define donde
h2(x, y, t) = 0. En este caso, mf = 0 y n2 = 0. Igualmente, si h1(x, y, t) = 0 entonces mf = 0
y n1 = 0.
Además, el término de la fricción de Coulomb · = (·x, ·y) controla el mecanismo de
parada del deslizamiento y se define así:
Si ￿· ￿ ≥ ‡c ⇒ ￿￿￿￿￿￿￿￿￿￿￿￿￿
·x = −g(1 − r)h2 q2,x￿q2￿ tan(–)
·y = −g(1 − r)h2 q2,y￿q2￿ tan(–)
Si ￿· ￿ < ‡c ⇒ q2,x = 0, q2,y = 0,
donde ‡c = g(1 − r)h2 tan(–), siendo – el ángulo de fricción de Coulomb. Obsérvese que r
se toma como 0 en ‡c y · , si h1(x, y, t) = 0, es decir, si se trata de un deslizamiento aéreo.
Nótese también que el modelo anterior se reduce al modelo habitual de una capa
shallow-water si h2 = 0 y al modelo de Savage-Hutter si h1 = 0.
Finalmente, algunas soluciones estacionarias de interés para el sistema anterior corres-
pondientes al agua en reposo, es decir, ul = 0, l = 1,2 son:￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
u1 = u2 = 0
h1 + h2 −H = constante
ˆx(h2 −H) < tan(”0),
ˆy(h2 −H) < tan(”0)
(3.2.4)
y, en particular, ￿￿￿￿￿￿￿￿￿￿￿
u1 = u2 = 0
h1 + h2 −H = constante
h2 −H = constante (3.2.5)
son soluciones del sistema.
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3.3. Modelo de Ripa
Consideremos ahora la modificación del sistema de ecuaciones de aguas someras en
las que se tiene en cuenta las fluctuaciones de temperatura del agua. Este sistema fue
inicialmente propuesto por Ripa en [113, 114] y para problemas unidimensionales se escribe
como:
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
ˆth + ˆx(hu) = 0,
ˆt(hu) + ˆx ￿hu2 + g2h2◊)￿ = −gh◊ˆxb,
ˆt(h◊) + ˆx(h◊u) = 0, (3.3.1)
siendo h es la profundidad del agua; u es velocidad promediada en altura; b es la topografía
del fondo, que se considera independiente del tiempo; g es el coeficiente de la gravedad; ◊
denota el campo correspondiente a la temperatura. Denotaremos por q = hu el caudal del




Figura 3.4: Modelo de Ripa 1 capa. Términos y notación.
Este sistema se introdujo en [113, 114, 43] para modelar las corrientes oceánicas y se
lo conoce como el sitema de Ripa. La derivación del sistema se basa en considerar modelos
oceánicos multicapa e integrar verticalmente los campos de densidad, gradiente de presión
horizontal y velocidad en cada capa. El modelo incorpora los gradientes de temperatura
horizontal, lo que da como resultado las variaciones en la densidad del fluido dentro de
cada capa. Nosotros consideramos aquí el modelo más sencillo que es el compuesto por
una única capa (Ver Figura 3.4).
A la hora de obtener esquemas numéricos para aproximar las soluciones débiles de
(3.3.1), se presta especial atención a las soluciones estacionarias debido a su interés físico.
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Para el modelo de Ripa (3.3.1), las soluciones estacionarias verifican:￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
ˆx(hu) = 0,
ˆx ￿u22 + g◊(h + b￿ + g2hˆx◊ = 0,
ˆx(h◊u) = 0. (3.3.2)
Entre los estados estacionarios del sistema (3.3.2), aquellos correspondientes a agua en
reposo son de especial interés:
◊ = constante, h + b = constante, u = 0, (3.3.3)
y las soluciones correspondientes a
b = constante, p = g2h2◊ = constante, u = 0. (3.3.4)
En objetivo será obtener métodos numéricos que sean bien equilibrados para los estados
(3.3.3) y (3.3.4) y que conserven la positividad de h y ◊, además de su extensión a alto
orden.
Parte II
Resumen de las contribuciones
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Multi-level Monte Carlo finite
volume method for shallow water
equations with uncertain parameters
applied to landslides-generated
tsunamis
En este primer trabajo, aceptado para su publicación en Applied Mathematical Modelling
en marzo de 2015, se estudia el modelado de tsunamis generados por avalanchas submarinas,
y se realiza el análisis de incertidumbre para los parámetros: ratio de densidades, coeficiente
de fricción entre capas y ángulo de fricción de Coulomb.
Consideramos una versión simplificada y unidimensional del modelo bicapa de tipo
























+ g2h22￿ + rgh2ˆh1ˆx = gh2dHdx − rSf + ·.
(3.3.5)
y que ya hemos descrito con anterioridad en la Sección 3.2.
El sistema (3.3.5) puede escribirse de la siguiente forma:
wt + F (w)x +B(w)wx = S(w)Hx + SF (w), (3.3.6)
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En este artículo, presentamos un paradigma novedoso para la cuantificación de la
incertidumbre (UQ) que combina el esquema numérico de volúmenes finitos IFCP con
el que hemos discretizado el sistema hiperbólico no conservativo (3.3.5); junto con un
novedoso algoritmo de muestreo estadístico Monte Carlo multinivel.
Este trabajo se articula como sigue: en primer lugar, presentamos el esquema que
utilizaremos para discretizar el sistema (3.3.5) incluyendo los términos de fricción SF (w).
Estos términos se discretizarán de forma semi-implícita como se describe en [15]. La
discretización del término de fricción · se realizará siguiendo el procedimiento descrito en
[50].
El esquema numérico consta de tres etapas, cada una de ellas referenciada por un
superíndice fraccionario: en la primera etapa se realiza la aproximación del sistema
hiperbólico no conservativo donde hemos eliminado todos los términos de fricción. La
aproximación se realiza mediante el esquema IFCP y se propone una discretización de
los términos de presión que es compatible con la discretización del término de fricción de
Coulomb y que hace que el esquema aproxime correctamente las soluciones estacionarias
(3.2.5). En la segunda etapa se realiza una discretización semi-implícita de los términos de
fricción Sf y Sb1 y en el último se discretiza el término de Coulomb de forma semi-implícita
siguiendo las ideas descritas en [15] para la simulación de avalanchas “aéreas” de materiales
granulares.
El esquema resultante es exactamente bien equilibrado para las soluciones estacionarias
(3.2.4). Además aproxima con precisión las soluciones estacionarias (3.2.5). Estas soluciones
representan estados de equilibrio donde la presión se compensa con la fricción “estática”,
dando lugar a los perfiles característicos de avalanchas de materiales granulares.
Se considera además la extensión a orden 2, usando reconstrucciones de tipo MUSCL,
siguiendo el trabajo de Gallardo-Castro-Parés en [24].
A continuación, introducimos la incertidumbre en los parámetros arriba mencionados.
Para ello y basándonos en la teoría de campos aleatorios descrita en la Sección 2.1,
consideramos ( , F,P) un espacio de probabilidad completo y denotamos por w(t, x,› ),
› ∈  , como la solución del sistema:
wt(›) + F (w)x +B(w,› )wx = S(w)Hx + SF (w,› ). (3.3.7)
Adaptamos y aplicamos el método MLMC al cálculo eficiente de los estadísticos de
la solución. Este algoritmo se basa en el cálculo de la solución sobre mallas anidadas
de diferentes resolución y la posterior estimación de cantidades estadísticas de interés,
combinando los resultados de las diferentes resoluciones. El método es completamente
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no intrusivo, fácil de paralelizar, rápido y preciso. En particular, podemos obtener varios
órdenes de magnitud en eficiencia computacional si lo comparamos con el método estándar
de Monte Carlo.
Finalmente, comparamos el método y los resultados en tres casos:
Un deslizamiento submarino unidimensional sobre una topografía de fondo plano.
Un experimento de laboratorio unidimensional realizado por Fritz et al. en [53] para
reproducir el mega-tsunami de Lituya Bay de 1958.
El mega-tsunami 2D de Lituya Bay.
En el primero de los casos tomamos los parámetros cf = 0.0001, r = 0.5 y ”0 = 35○
con una variabilidad del 40% sobre estos valores. Realizamos la cuantificación de la
incertidumbre para el sistema Savage-Hutter de dos capas con la incertidumbre en los
parámetros anteriores utilizando los esquemas IFCP de primer y segundo orden, tanto
para MC como para MLMC.
En el caso MC-IFCP de orden 1, que notaremos por MC-IFCP1 usaremos N = 1024
celdas de resolución yM = 1024 ensayos (muestras). En el método MCML-IFCP1 usaremos
L = 6 niveles de resolución, desde N0 = 32 celdas hasta N5 = 1024 celdas, tomando M5 = 16
ensayos en la malla de resolución más fina. Para el esquema de segundo orden, usaremos
M = 512 muestras en una resolución de N = 1024 celdas para MC-IFCP2, y para MLMC-
IFCP2, al igual que para el primer orden, L = 6 niveles de resolución desde N0 = 32 celdas
hasta N5 = 1024 celdas, tomando M5 = 16 ensayos en la malla de resolución más fina.
La principal diferencia entre los métodos propuestos se obtiene cuando se compara la
eficiencia computacional, medida en términos del error cometido con respecto al tiempo
de ejecución. Los métodos MLMC son aproximadamente de 60 a 80 veces más rápidos
que los métodos MC correspondientes, para el mismo nivel de error. Esta ganancia de
casi dos órdenes de magnitud en eficiencia de los métodos de MLMC y que puede ser
incluso mayor en problemas bidimensionales hacen que la técnica MLMC pueda utilizarse
en simulaciones más realistas con un costo computacional aceptable.
Motivado por el hecho de que el método IFCP-MLMC de segundo orden fue la
técnica computacional más eficiente en el primer experimento numérico (dos órdenes de
magnitud más rápido que otros métodos para el mismo nivel de error en media y varianza),
simulamos el modelo 1D a escala de laboratorio [53] utilizando el método IFCP-MLMC de
segundo orden. La cantidad principal de interés para el experimento es la altura de alcance
de la ola (runups) que queda registrada en la rampa. Los resultados de la simulación
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coinciden de forma satisfactoria con los obtenidos con el experimento de laboratorio.
En particular, la altura máxima y su tiempo de llegada coinciden casi exactamente con
los datos experimentales y, sin duda, los datos experimentales para la máxima altura
se encuentran dentro de la dispersión estadística de la solución. Además, la simulación
también muestra un segundo runup provocado por la reflexión de la primera onda. Sin
embargo, existen diferencias cuantitativas, particularmente con respecto al tiempo de
llegada de la onda reflejada.
Finalmente, realizamos una simulación realista del mega-tsunami de Lituya Bay en 1958
del cual se tienen registros de runups. Dado que el dominio subyacente es bidimensional,
consideramos la versión bidimensional del modelo Savage-Hutter de dos capas como se
presenta en [50] y la aproximamos utilizando una extensión bidimensional del esquema
IFCP. Para simplificar, usamos el esquema IFCP de primer orden. Para la realización
de cálculos rápidos, este esquema se ha implementado en GPU usando CUDA siguiendo
las ideas principales descritas en [4]. La implementación de MLMC-IFCP también se ha
desarrollado en CUDA.
Los resultados numéricos indican claramente que el marco MLMC-IFCP puede aproxi-
mar las medidas estadísticas de interés, como las alturas máximas de alcance de las olas
(runups), con bastante precisión y con un coste computacional razonable. Se comprueba
también la coincidencia cualitativa y cuantitativa de los datos numéricos con los datos
experimentales y observados. Además, las simulaciones ayudan a identificar la sensibilidad
de los parámetros de incertidumbre incorporados.
Uncertainty quantification in
tsunami modeling using Multi-level
Monte Carlo finite volume method
En este segundo trabajo, aceptado para su publicación en Journal of Mathematics and
Industry en junio de 2016, es un trabajo que complementa al anterior y en él se lleva a
cabo el estudio de cuantificación de la incertidumbre en los sistemas de ecuaciones que
modelan los tsunamis generados por terremotos, además de los ya estudiados generados
por avalanchas. Aquí además, la descripción de los modelos y de los esquemas numéricos
se realiza directamente para problemas bidimensionales.
En primer lugar se describen de forma general tanto los sistemas de tipo Savage-Hutter
bidimensionales bicapa (3.2.1) que modelan el comportamiento de tsunamis generados por
avalanchas, descritos en la Sección 3.2, como los sistemas de ecuaciones de aguas someras
bidimensionales una capa (3.1.1) que se suelen utilizar para la simulación de tsunamis.
Junto con estas ecuaciones se usa el modelo de deformación de Okada (1985) para predecir
la deformación inicial del fondo marino que se supone que transmite de forma instantánea
la superficie del mar para generar la onda inicial del tsunami. El modelo de Okada asume
que el terremoto se genera por la ruptura de un único plano de falla. Esta falla se describe
por una serie de parámetros físicos que son: 1) buzamiento o inmersión (dip); 2) ángulo de
deslizamiento (strike); 3) azimut (rake); 4) anchura de la falla; 5) longitud de la falla; 6)
profundidad del epicentro; y deslizamiento o dislocación (slip). Todos estos parámetros y
sus magnitudes se detallan en el artículo.
A continuación se describe de forma general la construcción de un esquema de volúmenes
finitos de alto orden en dominios bidimensionales. Esta formulación general es la que se
usa para la discretización de los sistemas de aguas someras mono y bicapa, prestando
especial atención al tratamiento de los términos de presión tal como se indicaban en el
artículo anterior, así como el tratamiento semi-implícito de los términos de fricción.
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El hecho de no conocer con exactitud los parámetros de la deformación hacen que el
modelo de Okada sea susceptible de ser analizado por la teoría de cuantificación de la
incertidumbre. En este trabajo se analizarán los efectos de incorporar incertidumbre en: la
distancia de deslizamiento (slip), el ángulo de inmersión (dip), el ángulo de deslizamiento
(strike) y el ángulo de inclinación (rake).
Con el fin de mostrar la eficiencia de la técnica MLMC para este tipo de problemas
se lleva a cabo una simulación de un tsunami provocado por un terremoto en el Mar
Mediterráneo. En dicha simulación, la incertidumbre en los valores de entrada para
estos parámetros conduce a la incertidumbre en la solución del modelo de Okada y, por
consiguiente, en el sistema de aguas someras (3.1.1). Aquí consideramos una discretización
de segundo orden del sistema (3.1.1) sobre la esfera por medio de un esquema PVM path-
conservative en combinación con un operador de reconstrucción tipo MUSCL. Este modelo
se ha implementado en GPU con CUDA y con el método MLMC-FV. Se ha usado una
cuadrícula rectangular de 30 segundos de arco para realizar la simulación 7019520 celdas y
L = 4 niveles de resolución con M4 = 64 muestras para el nivel más alto. Consideramos la
siguiente variabilidad en los parámetros: slip= 10 ± 2 m, dip= 35o ± 10o, strike= 310o ± 10o,
rake= 90o ± 10o. Además, tomamos la condición CFL como 0.5 y el coeficiente de fricción
0.03.
En este caso, vemos que la desviación estándar calculada a causa de los parámetros
inciertos es inferior a 0.1m sobre la media en la propagación del tsunami. El máximo se
encuentra cerca de las zonas costeras y en los frentes de las olas, como se esperaba.
Con respecto al tiempo de GPU, la simulación MLMC-FV completa toma aproximada-
mente 1.5 horas de tiempo de computación, es decir, menos de la mitad del tiempo real
para proporcionar UQ en un problema tan grande. Este ejemplo muestra que el método
MLMC-FV es un marco atractivo para la UQ en flujos geofísicos reales.
A HLLC scheme for Ripa model
En este último trabajo, aceptado para su publicación en Applied Mathematics and
Computation en enero de 2016, se considera la modificación del sistema Saint-Venant de
ecuaciones de aguas someras, en las que se tienen en cuenta las fluctuaciones de temperatura
del agua. En una dimensión espacial, el sistema toma la forma:
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
ˆth + ˆx(hu) = 0,
ˆt(hu) + ˆx ￿hu2 + g2h2◊￿ = −gh◊ˆxb,
ˆt(h◊) + ˆx(h◊b) = 0, (3.3.8)
donde h es la profundidad del agua; u es la velocidad horizontal promediada en profundidad;
b es la topografía del fondo que se supone independiente del tiempo; g es la constante
gravitacional; ◊ denota el promedio de la temperatura en la capa ocupada por el fluido.
Denotaremos por q = hu la descarga y por p = g2h2◊ la presión dependiente de la
temperatura.
Este sistema fue propuesto inicialmente en [43, 113, 114] para modelar las corrientes
oceánicas y se lo conoce como sistema de Ripa. La derivación del sistema es similar a
la que se realiza para la obtención del sistema de aguas someras, pero donde además se
considera que los gradientes de temperatura horizontal influyen en la densidad del fluido y,
por consiguiente, en los términos de presión.
Como ya comentamos en la sección 3.3, entre los estados estacionarios del sistema
(3.3.8), aquellos correspondientes a agua en reposo son de especial interés:
◊ = constante, h + b = constante, u = 0, (3.3.9)
y las soluciones correspondientes a
b = constante, p = g2h2◊ = constante, u = 0. (3.3.10)
83
84 A HLLC scheme for Ripa model
Este sistema se estudió en [40], donde se introdujo un esquema numérico bien equilibrado
basado en el esquema central-upwind. En este artículo pretendemos derivar un nuevo
esquema numérico para el sistema Ripa (3.3.8) basado en el marco de los resolvedores de
Riemann simples para leyes de equilibrio introducidos en [14] y [103]. Usando este marco,
presentamos un esquema de tipo HLLC, introducido en [131], siguiendo una técnica similar
a la presentada en [34] para las corrientes turbidíticas.
Para la construcción de este esquema consideramos un resolvedor de Riemann simple
de 4 ondas con 5 estados intermedios constantes que es camino-conservativo y que tiene
las siguientes propiedades:
es bien equilibrado para las soluciones (3.3.9) y (3.3.10),
es positivo para h y ◊,
además satisface una desigualdad de entropía discreta en el caso de topografía b(x)
constante. Postulamos además, que el resolvedor debería satisfacer una desigualdad
similar si b(x) es continuo para  x suficientemente pequeño.
Se propone además un esquema de alto orden (segundo y tercer orden) donde se usa
un detector para poder discriminar las soluciones de la familias (3.3.9) y (3.3.10). En este
punto, y para garantizar la positividad del esquema de alto orden, se sigue el procedimiento
descrito en [123].
Por tanto, en este trabajo, hemos desarrollado un esquema HLLC de alto orden para el
sistema Ripa que se deriva siguiendo una técnica general basada en resolvedores de Riemann
simples camino-conservativos. El esquema resultante es robusto, fácil de implementar, bien
equilibrado, conserva la positividad y es disipativo de entropía para el caso de fondo plano.
Es la primera vez que se propone un esquema con estas propiedades para el sistema de
Ripa.
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Esta sección resume las conclusiones más relevantes extraídas de este trabajo de
investigación. También se sugieren algunas líneas futuras de trabajo.
Se ha realizado la extensión del esquema numérico IFCP, propuesto inicialmente para
el sistema de aguas somera bicapa, a sistemas hiperbólicos de leyes de conservación con
términos fuentes y productos no conservativos. Se han estudiado las propiedades de bien
equilibrado y se ha demostrado la estabilidad L∞ lineal del mismo.
Se ha llevado a cabo la aplicación de este esquema al modelo de Savage-Hutter bicapa
para la simulación de avalanchas y propagación de tsunamis, donde se presta especial
atención a la discretización de los términos de presión y del término fuente correspondiente
a la fricción de Coulomb. Se estudian las propiedades de bien equilibrado del esquema
resultante.
Se han implementado algoritmos de tipo MLMC que permiten incorporar incertidumbre
en la simulación de tsunamis generados por avalanchas. Para ello se ha combinado la
técnica MLMC con el método de volúmenes finitos de “camino conservativo” IFCP de
primer y segundo orden. Se ha analizado la eficiencia del método comparando con el método
MC estándar obteniéndose mejoras de hasta dos órdenes de magnitud respecto al esfuerzo
computacional. Se han comparado las simulaciones con datos de laboratorio. También se
ha simulado el tsunami ocurrido en la bahía de Lituya (Alaska) ocurrido en 1958, siendo
los resultados obtenidos de gran utilidad para la validación de la metodología empleada. Se
ha extendido esta técnica a otros problemas tales como la evaluación de la incertidumbre
en tsunamis provocados por seísmos, aplicando la cuantificación de la incertidumbre en los
parámetros del modelo de Okada, obteniéndose resultados satisfactorios.
Se ha trabajado en la aproximación de leyes de equilibro hiperbólicas para la obtención
de un esquema numérico que presente buenas propiedades relativas al bien equilibrado
y positividad para el sistema de Ripa. Se presenta un resolvedor de Riemann de tipo
HLLC que preserva dos familias de soluciones estacionarias y que es positivo, así como su





Se trabaja en la extensión de las técnicas propuestas a otro problemas de flujos
geofísicos, como los correspondientes al arrastre de sedimentos mediante modelos de tipo
aguas someras - Exner o de flujos hiperpicnales. También resulta de especial interés la
reformulación del modelo de Ripa de una y dos capas sobre la esfera añadiendo términos
fuentes que tengan en cuenta la radiación solar y otras fuentes externas. La discretización
de este tipo de modelos es un reto debido a la presencia de diferentes términos fuentes y
de los términos que aparecen como consecuencia de estar formulados sobre una variedad.
Además se está trabajando en la implementación del algoritmo de optimización de Nelder-
Mead (véase [96]) y variantes del mismo para el calibrado automático de los parámetros
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