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A FEW ENDPOINT GEODESIC RESTRICTION ESTIMATES FOR
EIGENFUNCTIONS
XUEHUA CHEN AND CHRISTOPHER D. SOGGE
Abstract. We prove a couple of new endpoint geodesic restriction estimates for
eigenfunctions. In the case of general 3-dimensional compact manifolds, after a TT ∗
argument, simply by using the L2-boundedness of the Hilbert transform on R, we
are able to improve the corresponding L2-restriction bounds of Burq, Ge´rard and
Tzvetkov [7] and Hu [19]. Also, in the case of 2-dimensional compact manifolds with
nonpositive curvature, we obtain improved L4-estimates for restrictions to geodesics,
which, by Ho¨lder’s inequality and interpolation, implies improved Lp-bounds for all
exponents p ≥ 2. We do this by using oscillatory integral theorems of Ho¨rmander [17],
Greenleaf and Seeger [13] and Phong and Stein [23], along with a simple geometric
lemma (Lemma 3.2) about properties of the mixed-Hessian of the Riemannian dis-
tance function restricted to pairs of geodesics in Riemannian surfaces. We are also
able to get further improvements beyond our new results in three dimensions under
the assumption of constant nonpositive curvature by exploiting the fact that in this
case there are many totally geodesic submanifolds.
1. Introduction.
The purpose of this paper is to prove a few new endpoint geodesic restriction esti-
mates for eigenfunctions. In the case of general 3-dimensional compact manifolds (no
curvature assumptions), simply by using the L2-boundedness of the Hilbert transform
on R, we are able to improve the corresponding L2-restriction bounds of Burq, Ge´rard
and Tzvetkov [7] and Hu [19]. Also, in the case of 2-dimensional compact manifolds
with nonpositive curvature, by using oscillatory integral theorems of Ho¨rmander [17],
Greenleaf and Seeger [13] and Phong and Stein [23], [24] along with a simple geometric
argument, we are able to show that, in this setting, we obtain improved L4-estimates
for restrictions to geodesics. The case of improved L2-estimates, and hence, by inter-
polation, improved Lp-estimates for 2 ≤ p < 4, in this setting was obtained earlier by
the second author and Zelditch [35]. The improved L4-bounds imply these by Ho¨lder’s
inequality. Also, the first author [10] earlier obtained a wide range of log-improvements
for restrictions to submanifolds Σ ⊂ M under the assumption of nonpositive curvature,
including such improvements for all exponents p > 2 when the codimension of Σ is equal
to two. In addition to these results, we shall also be able to obtain further endpoint
improvements for geodesic restriction estimates in 3-dimensions under the assumption of
constant nonpositive curvature.
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To state our results, if (M, g) is a compact Riemannian manifold of dimension n ≥ 2,
we let Π denote the space of all unit-length geodesics γ. Also, if ∆g is the Laplace-
Beltrami operator associated with the metric g, then we shall consider eigenfunctions of
frequency λ, i.e.,
−∆geλ(x) = λ2eλ(x),
and we are interested in whether we can improve certain estimates of the form
(1.1) sup
γ∈Π
(∫
γ
|eλ|p ds
) 1
p ≤ Cλ(1 + λ)σ(n,p)‖eλ‖L2(M),
with ds denoting arc-length measure on γ.
Burq, Ge´rard and Tzvetkov [7] and Hu [19] (see also Reznikov [25] for earlier work)
showed that one can take Cλ to be independent of λ > 1 and
(1.2) σ(2, p) =
{
1
4 , if 2 ≤ p ≤ 4,
1
2 − 1p , if p ≥ 4,
and
(1.3) σ(n, p) =
{
n−1
2 − 1p , if p ≥ 2 and n ≥ 4
1− 1p , if p > 2 and n = 3.
Burq, Ge´rard and Tzvetkov [7] also showed that these estimates are saturated by the
highest weight spherical harmonics when n ≥ 3 on round spheres Sn, as well as in the
case of 2 ≤ p ≤ 4 when n = 2, while in this case the zonal functions saturate the bounds
for p ≥ 4.
In the case of p = 2 and n = 3, Burq, Ge´rard and Tzvetkov [7] and Hu [19] also
obtained the following estimates(∫
γ
|eλ|2 ds
) 1
2 ≤ C(log(2 + λ)) 12 (1 + λ) 12 ‖eλ‖L2(M),
which are not saturated on the sphere, S3. Our first result is that one can dispose of the
log-factor and obtain the following result which is sharp for the aforementioned reason.
Theorem 1.1. Fix a 3-dimensional compact Riemannian manifold (M, g). Then there
is a uniform constant C = C(M, g) such that
(1.4) sup
γ∈Π
(∫
γ
|eλ|2 ds
) 1
2 ≤ C(1 + λ) 12 ‖eλ‖L2(M).
We remark that, in higher dimensions n ≥ 4, the problem of what are the optimal
L2(Σ) restriction estimates when Σ is a submanifold of M of codimension two is open.
We are able to prove new results in dimension n = 3 in this case due to the fact that
after using the Hadamard parametrix and a simple TT ∗ argument the needed punchline
just follows from the L2(R)-boundedness of the Hilbert transform.
The second author and Zelditch showed in [35], motivated in part by earlier work of
Bourgain [2] and the second author [29], that if n = 2 and one assumes that (M, g) has
nonpositive curvature then one can improve (1.1) if p = 2, and, hence, by interpolation
if 2 ≤ p < 4, to get L2(M) → Lp(γ) bounds which are o(λ 14 ). Our second result is the
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following slightly stronger one saying that one can also obtain these improvement when
p = 4:
Theorem 1.2. Fix a 2-dimensional compact manifold of nonpositive curvature. Then if
{eλj} is an orthonormal basis of eigenfunctions of frequency λj, we have
(1.5) lim sup
λj→∞
(
sup
γ∈Π
λ
− 1
4
j
(∫
γ
|eλj |4 ds
) 1
4
)
= 0.
We remark that, to the best of our knowledge, this is the first result establishing
an improvement under general (e.g., non-arithmetic) assumptions of an estimate that
is saturated both by zonal functions (ones concentrating at points) and highest weight
spherical harmonics (ones concentrating along periodic orbits). Almost all the results
involve improving estimates such as the ones in [26] that are saturated by the zonal
functions and therefore involve relatively large exponents. See, e.g., [6], [10], [14], [31] and
[32]. The only general result about improving estimates that are saturated by functions
concentrating on periodic orbits seem to be the ones in [35] (see also [34] for related work),
which also are just for the 2-dimensional case. On the torus, though, there has been
recent work showing that much stronger results hold. See, e.g., [1], [3] and [5]. Toth and
Zelditch [37] also showed that there are substantial improvements under certain ergodic
assumptions. We also would like to point out that the problem of finding improvements
for estimates that are saturated by the highest weight spherical harmonics is related to
the problem of obtaining lower bounds for the size of nodal sets of eigenfunctions (see
[11], [33] and [16]).
In the main, in establishing (1.5), we follow the template provided the proof of the
earlier corresponding weaker estimates in [35] where the L4(γ)-norms are replaced by
L2(γ) ones, except instead of using microlocal analysis to essentially reduce matters to
an estimate involving the stabilizer subgroup of deck transformations associated with a
given γ ∈ Π , we now make this reduction by applying oscillatory integral theorems of
Ho¨rmander’s [17], Greenleaf and Seeger [13] and Phong and Stein [23] along a simple
fact (Lemma 3.2) about the Hessian of the distance function restricted to geodesics when
n = 2.
It is more difficult to prove the facts about the Hessian of the distance function in
3-dimensions that our techniques require. However, if we assume constant curvature, we
can obtain the following endpoint estimates which are the analog of Theorem 1.2 in this
case:
Theorem 1.3. Fix a compact 3-dimensional compact manifold of constant nonpositive
curvature. Then if {eλj} is an orthonormal basis of eigenfunctions of frequency λj, we
have
(1.6) lim sup
λj→∞
(
sup
γ∈Π
λ
− 1
2
j
(∫
γ
|eλj |2 ds
) 1
2
)
= 0.
Like in the case of Theorem 1.2 above, this result is an improvement, under the current
hypotheses, of an estimate that is saturated by both the zonal functions and the highest
weight spherical harmonics on S3 in this case.
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2. Proof of an improved endpoint estimate in 3-dimensions.
In this section we shall prove Theorem 1.1. Fix an even function ρ ∈ S(R) satisfying
(2.1) ρ(0) = 1 and ρˆ(τ) = 0, if |τ | ≥ δ,
where δ > 0 is smaller than a quarter of the injectivity radius of our 3-dimensional
compact Riemannian manifold (M, g). It then follows that
ρ(λ−√−∆g)eλ = eλ,
and consequently, we would have (1.4) if we could show that there is a uniform constant
C = C(M, g) such that
(2.2)
(∫
γ
|ρ(λ−√−∆g)f |2 ds) 12 ≤ C(1 + λ) 12 ‖f‖L2(M)
whenever γ is a segment of a geodesic of length ℓ equal to half the injectivity radius of
(M, g).
Let us choose geodesic normal coordinates about the center of γ so that
γ(s) = (s, 0, 0), |s| ≤ ℓ/2.
In these coordinates the Riemannian distance, dg(γ(t), γ(s)) between two points on the
segment is just
(2.3) dg(γ(t), γ(s)) = |t− s|.
Let χ ∈ S(R) denote the square of ρ and χ(λ −√−∆g) the associated multiplier
operator. Then if χ(λ−√−∆g)(x, y), x, y ∈M , denotes its kernel, it follows that (2.2)
would be a consequence of the following estimate
(2.4)(∫ ℓ/2
−ℓ/2
∣∣∣∫ ℓ/2
−ℓ/2
χ(λ−√−∆g)(γ(t), γ(s))h(s) ds∣∣∣2 dt)
1
2
≤ C(1 + λ)‖h‖L2([−ℓ/2,ℓ/2]).
To prove this inequality we first write
χ(λ−√−∆g)(x, y)(2.5)
=
1
2π
∫ ∞
−∞
χˆ(τ)eiτλ
(
e−iτ
√
−∆g
)
(x, y) dτ
=
1
π
∫ ∞
−∞
χˆ(τ)eiλτ
(
cos τ
√−∆g)(x, y) dτ − χ(λ+√−∆g)(x, y),
where
(
e−iτ
√
−∆g
)
(x, y) and
(
cos τ
√−∆g)(x, y) denote the kernels of the operators
e−iτ
√
−∆g and cos τ
√−∆g, respectively. Since
(2.6) |χ(λ+√−∆g)(x, y)| ≤ CN (1 + λ)−N , N = 1, 2, 3, . . . ,
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in order to prove (2.4) it is enough to show that if we replace the kernel involved by the
restriction to γ × γ of the second to last term in (2.5) then we have the analog of (2.4).
In other words if we set
(2.7) K(t, s) =
1
π
∫ ∞
−∞
χˆ(τ)eiλτ
(
cos τ
√−∆g)(γ(t), γ(s)) dτ, |s|, |t| ≤ ℓ/2,
then we have reduced matters to showing that
(2.8)
(∫ ℓ/2
−ℓ/2
∣∣∣∫ ℓ/2
−ℓ/2
K(t, s)h(s) ds
∣∣∣2 dt) 12 ≤ C(1 + λ)‖h‖L2([−ℓ/2,ℓ/2]).
Since χˆ(τ) = (2π)−1
(
ρˆ ∗ ρˆ)(τ) vanishes when |τ | is larger than half the injectivity
radius of (M, g), we may use the Hadamard parametrix (see [18] and [30]) to evaluate
our kernel in (2.7). In particular, because of (2.3), we have that for τ ∈ supp χˆ and
|s|, |t| ≤ ℓ/2 we can write
(2.9)
(
cos τ
√−∆g)(γ(t), γ(s)) = (2π)−3w(t, s)∫
R3
ei(t−s)ξ1 cos(τ |ξ|) dξ
+
∑
±
∫
R3
ei(t−s)ξ1e±iτ |ξ|a±(τ, t, s; |ξ|) dξ + R(s, t),
where the leading coefficient w(t, s) satisfies
(2.10) w(t, s) ∈ C∞([−ℓ/2, ℓ/2]× [−ℓ/2, ℓ/2]) and w(t, t) ≡ 1, |t| ≤ ℓ/2,
and where the remainder term may be taken to be bounded, i.e.,
(2.11) |R(t, s)| ≤ C, |t|, |s| ≤ ℓ/2,
and, finally, where a± are symbols of order −2, and so in particular satsify
|∂jτa±(τ, t, s; |ξ|)| ≤ Cj(1 + |ξ|)−2, if τ ∈ supp χ, and j = 0, 1, 2, . . . ,
(see [30, Theorem 3.1.5]). Based on this we deduce that for each N = 1, 2, 3, . . . there is
a constant CN such that∣∣∣∫
R3
∫ ∞
−∞
χˆ(τ)ei(t−s)ξ1a±(τ, t, s; |ξ|)eiλτ e±iτ |ξ| dτdξ
∣∣∣
≤ CN
∫
R3
(1 + |λ− |ξ| |)−N (1 + |ξ|)−2 dξ.
If N > 1 the last expression is uniformly bounded independently of λ, and, consequently,
by (2.7), (2.9) and (2.11), we have
(2.12) K(t, s) = (2π)−3
w(t, s)
π
∫ ∞
−∞
∫
R3
χˆ(τ)ei(t−s)ξ1eiλτ cos(τ |ξ|) dξdτ +O(1),
|t|, |s| ≤ ℓ/2,
where the O(1) error term is uniformly bounded for all λ > 0.
If we replace cos(τ |ξ|) by eiτ |ξ| in the above integral then it is easy to see that the
resulting expression is O((1 + λ)−N ) for each N = 1, 2, 3, . . . since χ ∈ S(R). Therefore,
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by Euler’s formula if we let
K0(t, s) = (2π)
−4w(t, s)
∫ ∞
−∞
∫
R3
χˆ(τ)ei(t−s)ξ1eiτ(λ−|ξ|) dξdτ,
then we would have (2.8) and therefore complete the proof of Theorem 1.1 if we could
show that
(2.13)
(∫ ℓ/2
−ℓ/2
∣∣∣ ∫ ℓ/2
−ℓ/2
K0(t, s)h(s) ds
∣∣∣2 dt) 12 ≤ C(1 + λ)‖h‖L2([−ℓ/2,ℓ/2]).
We can evaluate K0 if we recall the following formula for the Fourier transform of Eu-
clidean surface measure, dω, on the unit sphere S2 ⊂ R3
(2.14)
∫
S2
eiω·ηdω = 4π
sin |η|
|η| .
Using this, polar coordinates and Fourier’s inversion formula for R we deduce that for
|t|, |s| ≤ ℓ/2,
K0(t, s) = (2π)
−3w(t, s)
∫
R3
χ(λ− |ξ|)ei(t−s)ξ1 dξ(2.15)
=
w(t, s)
2π2
∫ ∞
0
χ(λ − r) sin(t− s)r
t− s rdr
=
1
2π2
∫ ∞
0
χ(λ − r) sin(t− s)r
t− s rdr +O((1 + λ)),
using (2.10) and the fact that for λ > 0 we have
(2.16)
∫ ∞
0
|χ(λ− r)| rdr ≤ C(1 + λ).
Using (2.15) and Minkowski’s integral inequality, we conclude that we would have
(2.13) if∫ ∞
0
|χ(λ − r)|r
(∫ ℓ/2
−ℓ/2
∣∣∣∫ ℓ/2
−ℓ/2
sin(t− s)r
t− s h(s) ds
∣∣∣2 dt) 12 dr ≤ C(1 + λ)‖h‖L2([−ℓ/2,ℓ/2]).
This just follows from (2.16) and the well known uniform bounds
(2.17)
∫ ∞
−∞
∣∣∣∫ ∞
−∞
sin(t− s)r
t− s f(s) ds
∣∣∣2 dt ≤ C‖f‖2L2(R), r > 0,
since sin(t − s)r/(t − s) is (essentially) the Dirichlet kernel for the partial summation
of one-dimensional Fourier series (see e.g., [36] p. 37). Alternatively, (2.17) also follows
from Euler’s formula and the L2-boundedness of the Hilbert transform∫ ∞
−∞
∣∣∣P.V. ∫ ∞
−∞
f(s)
t− s ds
∣∣∣2 dt ≤ C‖f‖2L2(R).
This completes the proof of Theorem 1.1.
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3. Proof of an improved endpoint estimate for 2-dimensional manifolds with
nonpositive curvature.
Let us now turn to the proof of Theorem 1.2. We are now assuming that (M, g) is
a compact two-dimensional Riemannian manifold with nonpositive curvature. To prove
Theorem 1.2 we shall show that given ε > 0 we can find a number Λ(ε) <∞ so that
(3.1)
(∫
γ
|eλ|4 ds
) 1
4 ≤ ελ 14 ‖eλ‖L2(M), λ ≥ Λ(ε), γ ∈ Π,
if, as before, eλ is an eigenfunction of −∆g of frequency λ and Π is the space of all unit-
length geodesics in (M, g). To simplify some of the calculations, after perhaps multiplying
the metric by a constant, we shall, as we may, assume from now on that the injectivity
radius of (M, g) is ten or more.
As in the proof of Theorem 1.1, we shall prove (3.1) by estimating an operator which
reproduces eigenfunctions. So if ρ ∈ S(R), as before, is an even function satisfying (2.1)
with now δ = 1/2, we now note that
ρ(T (λ−√−∆g))eλ = eλ.
In the proof of Theorem 1.1 we just took T to be equal to one, while now our choice of
T depends on ε.
Specifically, to prove (3.1) we note that it suffices to show that there is a uniform
constant C, independent of T ≫ 1, and also constants CT depending on such T so that
(3.2)
(∫
γ
|ρ(T (λ−√−∆g))f |4 ds) 14 ≤ CT− 14 (1 + λ) 14 ‖f‖L2(M)
+ CT (1 + λ)
3
16 ‖f‖L2(M), γ ∈ Π.
If T ≫ 1 is chosen so that CT− 14 < ε, we then obtain (3.1). We shall obtain bounds
of the form (3.2) first for a given γ ∈ Π , and then, at the end, see how we can use the
argument for this special case to obtain bounds which are uniform as γ ranges over Π
by a simple compactness argument.
As we shall see, the first term in the right side of (3.2) comes from a sum involving the
stabilizer group of deck transformations for the lift of γ to the universal cover which just
involves a few terms (typically only one). Due to the paucity of the number of terms in
the sum that arises, we shall be able to estimate the contribution of the stabilizer group
very easily just by using size estimates based on stationary phase. In some ways this part
of the proof is akin to an argument going back to Be´rard [1], but for different reasons,
Be´rard was able to treat all terms in his sum this way. In [35] the second author and
Zelditch, in proving L2(γ)-restriction estimates, were able to treat the terms not coming
from the stabilize group via an argument using microlocal analysis. Estimating these
terms is more delicate, since if the curvature of (M, g) is strictly negative, the number of
terms arising grows exponentially in T . The argument in [35] does not seem to be able
to prove the L4-endpoint estimate. We shall get around this by using oscillatory integral
theorems in [17], [13] and [23] along with a simple geometric lemma about the mixed
Hessian of the distance function in two-dimensions.
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Let us now get down to the details. If χ(τ) = (ρ(τ))2, then, as in the proof of
Theorem 1.1, we see via a simple TT ∗ argument that (3.2) would follow from showing
that if γ = γ(t), |t| ≤ 1/2, is a parameterization by arclength of our fixed γ ∈ Π , then
for λ > 1 we have
(3.3)
(∫ 1
2
− 1
2
∣∣∣∫ 12
− 1
2
χ
(
T (λ−√−∆g))(γ(t), γ(s))h(s) ds∣∣∣4 dt) 14 ≤ CT− 12λ 12 ‖h‖
L
4
3 ([− 1
2
, 1
2
])
+ CTλ
3
8 ‖h‖
L
4
3 ([− 1
2
, 1
2
])
.
Here, χ(T (λ −√−∆g))(x, y), x, y ∈ M , denotes the kernel of the multiplier operator
χ(T (λ−√−∆g)).
Note that since we are assuming (2.1) with δ = 1/2 it follows that
χˆ(τ) = (2π)−1(ρˆ ∗ ρˆ)(τ) = 0, if |τ | ≥ 1.
Pick a bump function β ∈ C∞0 (R) satisfying
β(τ) = 1 for |τ | ≤ 3/2, and β(τ) = 0, |τ | ≥ 2.
We then may write
χ(T (λ−√−∆g))(x, y) = 1
2πT
∫
β(τ)χˆ(τ/T )eiλτ
(
e−iτ
√
−∆g
)
(x, y) dτ
+
1
2πT
∫
(1− β(τ)) χˆ(τ/T )eiλτ (e−iτ√−∆g)(x, y) dτ = K0(x, y) +K1(x, y).
Since we are assuming that the injectivity radius is ten or more and β(τ) = 0 for |τ | ≥ 2
it is not difficult to estimate K0. In particular since the Riemannian distance between
γ(t) and γ(s) equals |t−s|, the proof of Lemma 5.1.3 in [27] shows that there is a uniform
constant C so that for λ, T > 1, we have
|K0(γ(t), γ(s))| ≤ CT−1λ 12 |t− s|− 12 .
Hence, by the Hardy-Littlewood fractional integral theorem we have(∫ 1
2
− 1
2
∣∣∣∫ 12
− 1
2
∣∣∣K0(γ(t), γ(s))h(s) ds∣∣∣4 dt) 14 ≤ CT−1λ 12 ‖h‖
L
4
3 ([− 1
2
, 1
2
])
,
which is better than the bounds posited in (3.3). As a result, ifWλ is the integral operator
associated with restricting K1 to γ × γ, i.e.,
Wλh(t) =
1
2πT
∫ ∞
−∞
∫ 1
2
− 1
2
(1− β(τ)) χˆ(τ/T )eiλτ (e−iτ√−∆g)(γ(t), γ(s))h(s) dsdτ,
then it suffices to show that
‖Wλh‖L4([− 1
2
, 1
2
]) ≤ CT−
1
2λ
1
2 ‖h‖
L
4
3 ([− 1
2
, 1
2
])
+ CTλ
3
8 ‖h‖
L
4
3 ([− 1
2
, 1
2
])
.
Since the kernel of χ(T (λ+
√−∆g)) is O(λ−N ) with constants independent of T, λ > 1,
by Euler’s formula, we would have this inequality if we could show that
(3.4) ‖Sλh‖L4([− 1
2
, 1
2
]) ≤ CT−
1
2λ
1
2 ‖h‖
L
4
3 ([− 1
2
, 1
2
])
+ CTλ
3
8 ‖h‖
L
4
3 ([− 1
2
, 1
2
])
,
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with
(3.5) Sλh(t) =
1
πT
∫ ∞
−∞
∫ 1
2
− 1
2
(1 − β(τ)) χˆ(τ/T )eiλτ (cos τ√−∆g)(γ(t), γ(s))h(s) dsdτ.
It is at this point where we need to use our hypothesis that (M, g) is of everywhere
nowhere nonpositive curvature. By a theorem of Hadamard (see [9], [12]), for each point
p ∈ M , the exponential map at p, expp, sending the tangent space at p, TpM to M is
a universal covering map. For us, it is natural for us to take this distinguished point to
be the center of our geodesic segment. Thus, we shall take p = γ(0) which defines the
covering map that we shall use,
(3.6) κ = expγ(0) : R
2 ≃ Tγ(0)M →M.
If g˜ = κ∗g denotes the pullback of the metric g on M to R2 it follows that κ is a local
isometry and straight lines through the origin are geodesics for the metric g˜. We may
assume that κ(t(1, 0)) = γ(t), t ∈ R, where γ ∈M is the geodesic containing the geodesic
segment {γ(t) : |t| ≤ 1/2} of our fixed element of Π . In other words, we are identifying
our segment with the part of the x1 axis, {(t, 0) : |t| ≤ 1/2} which lies in the interior of
the Dirichlet domain associated with (M, g) and our distinguished point.
Next, we consider the deck transformations which are the set of diffeomorphisms α :
R
2 → R2 having the property that
κ ◦ α = κ.
The set of these maps form a group which we shall denote by Γ. Since α∗g˜ = g˜, α ∈ Γ, it
follows that any deck transformation preserves distances and angles. Hence, if t→ γ˜1(t),
t ∈ R, is a geodesic parameterized by arclength then so is its image t→ α(γ˜1(t)), t ∈ R,
when α is a deck transformation. Also, of course M ≃ R2/Γ.
The reason that we have brought these things up is that there is an analog of the
classical Poisson summation formula for the torus which relates wave kernels for (M, g)
to ones for (R2, g˜), which will allow us to compute the kernel of our operator in (3.5). In
particular, if as above γ˜(t) = {(t, 0) : |t| ≤ 1/2} denotes the lift of our geodesic segment
in (M, g) to the universal cover (R2, g˜), we have
(3.7)
(
cos τ
√−∆g)(γ(t), γ(s)) = ∑
α∈Γ
(
cos τ
√−∆g˜)(γ˜(t), α(γ˜(s))), |s|, |t| ≤ 1/2.
Here (cos τ
√−∆g˜)(x, y), x, y ∈ R2, denotes the kernel of the cosine transform associated
with the metric g˜, so that if dVg˜ = (det g˜jk(x))
1
2 dx denotes the associated volume element
and we set for f ∈ C∞(R2)
u(τ, x) =
∫
R2
(
cos τ
√−∆g˜)(x, y) f(y) dVg˜(y),
then u is the unique solution of the following Cauchy problem associated with the
d’Alembertian for g˜,
(∂2τ −∆g˜)u = 0, u(0, x) = f(x), ∂τu(0, x) = 0.
Therefore, by the Huygens principle we have
(3.8)
(
cos τ
√−∆g˜)(x, y) = 0 if dg˜(x, y) > τ,
10 XUEHUA CHEN AND CHRISTOPHER D. SOGGE
with dg˜ denoting the Riemannian distance coming from the metric g˜.
Using this formula we can rewrite the operator in (3.5) that remains to be studied.
Specifically, for |t| ≤ 1/2, we have
Sλh(t) =
1
πT
∑
α∈Γ
∫ ∞
−∞
∫ 1
2
− 1
2
(1− β(τ)) χˆ(τ/T )eiλτ (cos τ√−∆g˜)(γ˜(t), α(γ˜(s)))h(s) dsdτ.
We shall be able to use the Hadamard parametrix for (R2, g˜) to compute each summand
with the necessary precision. The arguments from the last section suggest that when
we do so if {α(γ˜(s)) : |s| ≤ 1/2} is contained in the x1-axis (i.e., the infinite geodesic
γ˜ = {(t, 0) : t ∈ R} for g˜), then the resulting integral operator will have trivial oscillations.
The set of all such α is the stabilizer group for γ˜, Stab(γ˜), of all α ∈ Γ so that α(γ˜) = γ˜.
This is a cyclic subgroup of Γ which is just the identity if the base geodesic inM , t→ γ(t),
t ∈ R is not periodic (which is the typical case).
As a result of these considerations we write
Sλh(t) = S
Stab
λ h(t) + S
Osc
λ h(t), |t| ≤ 1/2,
where for |t| ≤ 1/2
(3.9) SStabλ h(t) =
1
πT
∑
α∈Stab(γ˜)
∫ ∞
−∞
∫ 1
2
− 1
2
(1− β(τ)) χˆ(τ/T )eiλτ (cos τ√−∆g˜)(γ˜(t), α(γ˜(s)))h(s) dsdτ,
and
(3.10) SOscλ h(t) =
1
πT
∑
α∈Γ\Stab(γ˜)
∫ ∞
−∞
∫ 1
2
− 1
2
(1− β(τ)) χˆ(τ/T )eiλτ (cos τ√−∆g˜)(γ˜(t), α(γ˜(s)))h(s) dsdτ.
For a generic geodesic segment γ ∈ Π , as we mentioned before, the sum in (3.9) will just
consist of one term, α = Identity, which will be trivial for |t| ≤ 1/2 since the integrand
vanishes when |τ | ≤ 3/2. Even if γ is part of a periodic geodesic in M , as we shall see it
follows from (3.8) that the number of nonzero summands is O(T ). It will essentially be
controlled by the first term in the right side of (3.4). The other sum, (3.10), will have
a number of nonzero terms which grows exponentially in T , though, which could create
problems. Fortunately, each such term is an oscillatory integral and we shall be able
use a simple geometric lemma and oscillatory integral estimates from [17], [13] and [23]
to prove that it is controlled by the second term in the right side of (3.4), which has a
constant that is badly behaved in T , but an improved power of λ.
To prove these assertions we need the following simple lemma which follows from the
Hadamard parametrix and stationary phase:
Lemma 3.1. Given α ∈ Γ set
(3.11) KγT,λ,α(t, s)
=
1
πT
∫ ∞
−∞
(1 − β(τ)) χˆ(τ/T )eiλτ (cos τ√−∆g˜)(γ˜(t), α(γ˜(s))) dτ, |s|, |t| ≤ 1/2.
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We then have for a constant CT independent of γ and λ, T > 1
(3.12) |KγT,λ,α(t, s)| ≤ CT,Nλ−N if α = Identity, |s|, |t| ≤ 1/2, N ∈ N.
While if α 6= Identity and we set
(3.13) φγ,α(t, s) = dg˜(γ˜(t), α(γ˜(s))), |s|, |t| ≤ 1/2,
then we can write for |s|, |t| ≤ 1/2
(3.14) KγT,λ,α(t, s) = w(γ˜(t), α(γ˜(s)))
∑
±
a±(T, λ; φγ,α(t, s))e
±iλφγ,α(t,s) +RγT,λ,α(t, s),
where w(x, y) is a smooth bounded function on R2×R2 and where for each j = 0, 1, 2, . . .
there is a constant Cj independent of T, λ ≥ 1 so that
(3.15) |∂jra±(T, λ; r)| ≤ CjT−1λ
1
2 r−
1
2
−j , r ≥ 1,
and for a constant CT which is independent of γ, α and λ
(3.16) |RγT,λ,α(t, s)| ≤ CT , if KγT,λ,α 6≡ 0.
Additionally, for each j = 0, 1, 2, . . . and k = 0, 1, 2, . . . we have
(3.17) |∂jt ∂ksφγ,α(t, s)| ≤ CT,j,k, if α 6= Identity, and KγT,λ,α 6≡ 0.
Proof. Given x, y ∈ R2 and τ ∈ R, (cos τ√−∆g˜)(x, y) is smooth near (τ, x, y) if dg˜(x, y) 6=
|τ |. This implies (3.12) since (1 − β(τ)) = 0 for |τ | ≤ 3/2 and dg˜(γ˜(t), γ˜(s)) ≤ 1 if
|t|, |s| ≤ 1/2. Note also that
(3.18) dg˜(γ˜(t), α(γ˜(s))) ≥ 2 if |t|, |s| ≤ 1/2 and α 6= Identity
since we are assuming that the injectivity radius of (M, g) is larger than ten and α is a
deck transformation.
To handle the nonidentity terms, let for x ∈ R2, |x| ≥ 1,
K0(|x|) = 1
πT
∫
R2
∫ ∞
−∞
χˆ(τ/T )eiλτ cos(τ |ξ|)eix·ξ dτdξ
=
∫
R2
χ(T (λ− |ξ|))eix·ξ dξ +
∫
R2
χ(T (λ+ |ξ|))eix·ξ dξ,
and also let ΦT (t) ∈ S(R) be defined by its Fourier transform, ΦˆT (τ) = β(τ)χˆ(τ/T ) and
put
K1(|x|) = 1
πT
∫
R2
∫ ∞
−∞
β(τ)χˆ(τ/T )eiλτ cos(τ |ξ|)eix·ξ dτdξ
=
1
T
∫
R2
ΦT (λ− |ξ|)eix·ξ dξ + 1
T
∫
R2
ΦT (λ+ |ξ|)eix·ξ dξ.
Recall that the Fourier transform of the induced Lebesgue measure on the unit circle in
R
2 is of the form
(3.19) d̂θ(y) =
∫
S1
eiy·(cos θ,sin θ) dθ = |y|− 12
∑
±
a±(|y|)e±i|y|, |y| ≥ 1,
where for each j = 0, 1, 2, . . .
|∂jra±(r)| ≤ Cjr−j , r ≥ 1.
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Also d̂θ ∈ C∞(R2) of course. Thus, if λ, T ≥ 1, modulo a term which is O((λ|x|)−NT−1)
for any N independent of T , we have
K0(|x|) = 1|x| 12
∫ ∞
0
χ(T (λ− r))
∑
±
a±(|x|r)e±ir|x|r 12 dr(3.20)
=
λ
1
2
|x| 12
∑
±
b±(T, λ; |x|)e±iλ|x|,
where it is easy to check that
(3.21) |∂jrb±(T, λ; r)| ≤ CjT−1r−j , r, λ, T ≥ 1, j = 0, 1, . . . .
Similar arguments show that, modulo an O((λ|x|)−NT−1) error we also have
(3.22) K1(|x|) = λ
1
2
|x| 12
∑
±
b˜±(T, λ, |x|)e±iλ|x|,
with
(3.23) |∂jr b˜±(T, λ, r)| ≤ CjT−1r−j , r, λ, T ≥ 1, j = 0, 1, 2 . . . .
To use these stationary phase calculations and obtain the remaining parts of the
lemma, (3.13)–(3.17), as we did in the last section, we shall use the Hadamard parametrix.
This time, though, we naturally will use it for (R2, g˜). For x, y ∈ R2 we now note that
we can write
(3.24)
(
cos τ
√−∆g˜)(x, y) = (2π)−2w(x, y)∫
R2
eidg˜(x,y)ξ1 cos(τ |ξ|) dξ
+
∑
±
∫
R2
eidg˜(x,y)ξ1e±iτ |ξ|a±(τ, x, y, |ξ|) dξ +R(τ, x, y),
where we can take the “remainder” to satisfy
|R(τ, x, y)| ≤ CT , if |τ | ≤ 2T,
and a± is a symbol of order two which in particular satisfies
|∂jτa±(τ, x, y, |ξ|)| ≤ CT,j(1 + |ξ|)−2, if |τ | ≤ 2T, j = 0, 1, 2, . . . ,
and where the leading coefficient w is smooth and nonnegative and satisfies
w(x, y) ≤ C
independent of x, y ∈ R2, by volume comparison theorems (see [1] and [35]).
Clearly if we replace
(
cos τ
√−∆g˜)(γ˜(t), α(γ˜(s))) by R in (3.11) we will obtain some-
thing which is bounded by a constant which will depend on T but can be taken to be
independent of λ > 1. In the previous section we argued that the contribution of the
term involving the symbol of order −2 leads to a bounded quantity. Now since we are
working in two-dimensions instead of three-dimensions, we can repeat those arguments
to see that this term leads to something that is actually ≤ CTλ−1 if λ, T ≥ 1, which is
much better than we need for the main term.
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If we take x = γ˜(t) and y = α(γ˜(s)), |t|, |s| ≤ 1/2, for the first term in the right side of
(3.24) and replace the cosine-transform kernel in (3.11) by this expression then we will
exactly obtain (2π)2 times
w(γ˜(t), α(γ˜(s)))K0(dg˜(γ˜(t), α(γ˜(s))) − w(γ˜(t), α(γ˜(s)))K1(dg˜(γ˜(t), α(γ˜(s))).
As a result, (3.13)-(3.16) follows from (3.18)-(3.22). Since each deck transformation is
smooth, the remaining part of the lemma, (3.17), follows from the above, the chain rule,
(3.18) and the fact that the Riemannian distance function is smooth away from the
diagonal. 
Let us now use this lemma to estimate SStabλ defined in (3.9). If α1, α2 ∈ Stab(γ˜) and
α1 6= α2 then the two geodesic segments γ˜1 = {α1(γ˜(t)) : |t| ≤ 1/2} and γ˜2 = {α2(γ˜(t)) :
|t| ≤ 1/2} are disjoint since the injectivity radius of (M, g) is ten or more and the covering
map is defined by the exponential map at γ(0). Since Stab(γ˜) fixes the first coordinate
axis and is an isometry, it follows that γ˜1 and γ˜2 are disjoint unit length segments of this
axis. Since χˆ(τ/T ) = 0 if |τ | ≥ T , by (3.8), the summands in (3.9) vanish when
{α(γ˜(s)) : |s| ≤ 1/2} ∩ {(t, 0) : |t| ≤ T + 1} = ∅.
Using these facts along with (3.12) and (3.14)-(3.16), we conclude that for |t|, |s| ≤ 1/2
the kernel KStabλ of S
Stab
λ satisfies
(3.25) |KStabλ (t, s)| ≤ CT−1λ
1
2
∑
0≤j≤T+1
(1 + j)−
1
2 + CT ≤ Cλ 12T− 12 + CT .
Consequently,
(3.26) ‖SStabλ h‖L4([− 1
2
, 1
2
]) ≤
(
Cλ
1
2T−
1
2 + CT
) ‖h‖
L
4
3 ([− 1
2
, 1
2
])
,
which is better than the bounds posited in (3.4) for the whole operator.
Based on this, in order to obtain (3.4) it is enough to show that for the remaining
piece of Sλ we have
(3.27) ‖SOscλ h‖L4([− 1
2
, 1
2
]) ≤ CTλ
3
8 ‖h‖
L
4
3 ([− 1
2
, 1
2
])
.
To do this, we shall show using (3.14) and the following lemma that, modulo a trivial error,
each of the nonzero summands in (3.10) is a well-behaved oscillatory integral operator.
Lemma 3.2. Let γ1 = {γ1(t), t ∈ R} and γ2 = {γ2(s), s ∈ R} be two distinct geodesics,
each parameterized by arclength, on R2 endowed with a Riemannian metric g˜ of every-
where nonpositive curvature. If dg˜ denotes the Riemannian distance function associated
to the metric put φ(t, s) = dg˜(γ1(t), γ2(s)). It then follows that
(3.28) φ′′ts(t, s) 6= 0, for all t, s ∈ R, if γ1 ∩ γ2 = ∅.
If γ1∩γ2 6= ∅ then there is a unique point x0(γ1, γ2) such that γ1∩γ2 = {x0(γ1, γ2)}. Then
if t0 and s0 are the unique numbers such that γ1(t0) = x0(γ1, γ2) and γ2(s0) = x0(γ1, γ2),
it follows that
(3.29) φ′′st(t, s) 6= 0 if t 6= t0 and s 6= s0.
Furthermore, the map
(3.30) (t, s) = Π(t, s) = (t, φ′t(t, s))
has a folding singularity when t ∈ R\{t0} and s = s0.
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Proof. By our curvature assumptions and a theorem of Hadamard (see, e.g. [12]), for
every point p ∈ R2, the exponential map associated with g˜ from the tangent space at p
to R2 is a diffeomorphism. Hence, γ1 and γ2 can intersect at most one point.
To prove the facts about the mixed Hessian of φ, we may assume that p ∈ γ1 and we
may work in geodesic normal coordinates about p so that γ1 is the x1-axis, i.e.,
γ1(t) = (t, 0), t ∈ R.
We then write the second geodesic
γ2(s) = (x1(s), x2(s))
in these coordinates.
If for a given s, γ2(s) /∈ γ1, it follows that x2(s) 6= 0. We shall show that if
φ(t, s) = dg˜
(
(t, 0), (x1(s), x2(s)
)
,
then
(3.31) φ′′ts(0, s) 6= 0, if x2(s) 6= 0 and (0, 0) /∈ γ2,
which implies all but the last part of the lemma since p was chosen to be an arbitrary
point on γ1.
To prove (3.31), since we are working in geodesic normal coordinates about the origin,
we have
(3.32) φ′t(0, s) ==
−x1(s)√
x21(s) + x
2
2(s)
.
If x1(s) = 0 then x˙1(s) = dx1(s)/ds 6= 0, since otherwise x˙(s) = (0,±1), which would
mean that γ2 is the geodesic {(0, s), s ∈ R} and contradict our assumption in (3.31) that
(0, 0) /∈ γ2. Note that the x2-axis is a geodesic since we are working in geodesic normal
coordinates about the origin.
Since we are assuming for now that x2(s) 6= 0, we see from (3.32) that φ′′ts(0, s) 6= 0
if x1(s) = 0 and (0, 0) /∈ γ2. The remaining case that we need to consider in order to
establish (3.28) and (3.29) is the case where x1(s) 6= 0, x2(s) 6= 0 and, again, (0, 0) /∈ γ2.
In this case, by (3.32), we can write
φ′t(0, s) =
±1√
1 + (x2(s)/x1(s))2
,
and so
φ′′ts(0, s) =
±x2(s)/x1(s)
[1 + (x2(s)/x1(s))2]3/2
× d
ds
( x2(s)
x1(s)
)
.
Therefore, under our current assumption that x1(s) 6= 0 and x2(s) 6= 0, we have
φ′′st(0, s) = 0 ⇐⇒
x1(s)x˙2(s)− x˙1(s)x2(s)
x21(s)
= 0.
If the last term vanished then one of ±(x˙1(s), x˙2(s)) would have to point in the same
direction as (x1(s), x2(s)), meaning that γ2 is the geodesic which is the line through the
origin and (x1(s), x2(s)), which is ruled out by our assumption that (0, 0) /∈ γ2 in (3.31).
This completes the proof of (3.31), which finishes the proof of all parts of the lemma
except for the assertion about the map Π in (3.30).
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To prove the last part of the lemma (which is just a manifestation of the Gauss lemma
in Riemannian geometry), we may assume that γ1(0) /∈ γ1 ∩ γ2 and, as before, work in
geodesic normal coordinates about γ1(0) so that γ1(t) = (t, 0) and, in particular γ1(0) is
the origin. We then must show that if γ2(s) = (x1(s), x2(s)) is as before then the map
(3.33) (t, s)→ Π(t, s) = (t, φ′t(t, s))
has a fold singularity at (0, s0) if
(3.34) x2(s0) = 0, x1(s0) 6= 0, and x˙2(s0) 6= 0.
Note that the assumption that x˙2(s0) 6= 0 is equivalent to our assumption that γ1 6= γ2
if γ2(s0) = (x1(s0), 0).
By what we just did we have that
φ′′ts(t, s0) ≡ 0 for t near 0,
and if dΠ denotes the differential of the map Π , i.e.,
(3.35) dΠ(t, s) =
 1 0
φ′′tt(t, s) φ
′′
ts(t, s)
 ,
then, by (3.29),
det
(
dΠ(t, s)
)
= φ′′ts(t, s) 6= 0, if s 6= s0 and t near 0.
In other words, the singular variety Σ of all (t, s) t near 0 and s ∈ R where det(dΠ(t, s)) =
0 is the set of pairs where we have s = s0. By (3.35), the kernel of dΠ if (t, s) ∈ Σ is the
one-dimensional space spanned by (0, 1), which means that the kernel of dΠ is transversal
to Σ. As a result, (t, s) → Π(t, s) = (t, φ′t(t, s)) has a fold singularity at (0, s0) if and
only if
(3.36) φ′′′tss(0, s0) 6= 0.
By (3.32), for s near s0 the map
(3.37) s→ ∂φ(0, s)
∂t
= − cos θ(s),
if (
cos θ(s), sin θ(s)
)
=
(x1(s), x2(s))√
x21(s) + x
2
2(s)
denotes the projection of the curve γ2(s) = (x1(s), x2(s)) onto the unit circle. Since we
are assuming that x˙2(s0) 6= 0, we have that
(3.38) θ˙(s0) 6= 0.
Because γ2(s0) = (x1(s0), 0) and x1(s0) 6= 0, it follows that cos θ(s0) = ±1, and therefore
we get (3.36) from the chain rule if we use (3.37) and (3.38). 
To prove (3.27) we need to recall some oscillatory integral estimates for operators of
the form
(3.39)
(
Tλf
)
(t) =
∫ ∞
−∞
eiλϕ(t,s) a(t, s)f(s) ds,
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where we assume that a, ϕ ∈ C∞(R × R) and that ϕ is real valued. Ho¨rmander [17]
proved that for λ ≥ 1 one has
(3.40) ‖Tλf‖Lq(R) ≤ Cλ−
1
q ‖f‖
L
q
q−1 (R)
if q ≥ 2, and ϕ′′ts 6= 0 on supp a.
The hypothesis in Ho¨rmander’s oscillatory integral theorem is equivalent to the statement
that if
Cϕ =
{
(t, ϕ′t, s, ϕ
′
s)
} ⊂ T ∗R× T ∗R
is the canonical relation associated with the phase then the left projection
ΠL(t, s) = (t, ϕ
′
t)
and the right projection
ΠL(t, s) = (s, ϕ
′
s)
are local diffeomorphisms on supp a.
Pan and the second author [22] studied the next most straightforward case where
the hypothesis is relaxed and one assumes that both maps are submersions with fold
singularities. In this case the power 12 in (3.40) has to be replaced by
1
3 , which is sharp.
As was shown in [7] and [19] this result is relevant for studying restriction problems
associated to curves possessing nonvanishing curvature.
Lemma 3.2 (and earlier arguments in [7] and [19]) indicate that, for the problem at
hand of obtaining bounds for restrictions to geodesics, it is useful to have estimates for
the oscillatory integrals in (3.39) when just one of the two projections is a fold at the
singular variety. Greenleaf and Seeger [13] and Phong and Stein [23] showed that if one
only assumes that ΠL has fold singularities (and no assumptions about ΠR) then
‖Tλf‖Lq(R) ≤ Cλ− 14 ‖f‖L2(R), 2 ≤ q ≤ 4.
We point out that unlike the case where one of ΠL or ΠR being nonsingular implies the
same for the other projection, it need not follow that one of ΠL or ΠR is a submersion
with folds if the other is. Indeed the last part of Lemma 3.2 provides an example where
this does not happen.
Since, on account of Lemma 3.2, we need to deal with the situation where either ΠL or
ΠR has a fold singularity (but no assumption on the other), we shall just use the preceding
estimate when q = 2. By taking adjoints we see that ‖Tλ‖L2(R)→L2(R) = O(λ− 14 ) if we
just assume that one of the maps ΠL or ΠR has fold singularities. By interpolating with
the trivial L1(R)→ L∞(R) bounds we conclude from this that
(3.41) ‖Tλf‖Lq(R) ≤ Cλ−
1
2q ‖f‖
L
q
q−1 (R)
, if q ≥ 2,
and either ΠL or ΠR is a submersion with folds.
The constant C here depends only on the size of finitely many derivatives of ϕ and a and
on supp a and on the lowerbounds for |ϕ′′ts|+ |ϕ′′′tts|+ |ϕ′′′tss| on this set. Similarly, the one
in Ho¨rmander’s estimate (3.40) just depends on the size of finitely many derivatives of
the phase and amplitude and lower bounds for |ϕ′′ts| on supp a.
Lemma 3.2 tells us that for each of the phase functions in (3.13) then we either have
the hypothesis in (3.40) or the one in (3.41) whenever α /∈ Stab(γ˜) (of course we get
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neither hypothesis if α ∈ Stab(γ˜)). Therefore by (3.40) and (3.41) for q = 4 along with
(3.14)–(3.17), we have that if α /∈ Stab(γ˜) then there is a constant Cα such that
(3.42)
∥∥∥∫ 12
− 1
2
KγT,λ,α(t, s)h(s) ds
∥∥∥
L4([− 1
2
, 1
2
])
≤ Cαλ 38 ‖f‖
L
4
3 ([− 1
2
, 1
2
])
, λ > 1.
If we sum up over the O(eCT ) nonzero terms in (3.10), we conclude that (3.27) is valid,
which finishes the proof of the estimate (3.4) associated with our fixed element γ of the
the space Π of all unit length geodesics.
To prove the uniform bounds as γ ranges over Π , let us fix an element γ0 ∈ Π and
let SStabλ be the operator associated to elements of the stabilizer group associated to γ0.
Clearly, we then have (3.26) with uniform bounds as γ ranges over a neighborhood of γ0
in Π . Also, if α is not in the stabilizer group for γ0 then it is not in the stabilizer group for
nearby elements γ of Π . Based on this we claim that, if SOscλ is the operator associated to
γ0, then there exists a neighborhood N (γ0) of γ0 in Π so that (3.27) holds with uniform
constants as γ ranges over N (γ0). We use the fact that this neighborhood can be chosen
so that the constants in (3.17) can be chosen to be independent of the elements of N for
any finite collection of (j, k). Thus, it follows from (3.40) and (3.41) (and the dependence
of their constants) that we also have (3.42) with uniform constants for elements of N (γ0).
This means that the constant in (3.27) can be chosen to be independent of the elements
of N (γ0) as well, and, by the compactness of Π , we conclude from this that the constant
in (3.27) can also be chosen to be independent of γ ∈ Π . Thus, (3.4) is valid with
constants independent of γ ∈ Π , which in turn yields (3.2) and completes the proof of
Theorem 1.2. 
4. Further improvements in 3-dimensions.
The purpose of this section is to show that we can obtain further improvements of the
known 3-dimensional restriction estimates for geodesics if we assume constant nonpositive
curvature.
To prove Theorem 1.3, we require an analog of Lemma 3.2 for the 3-dimensional
case which is more difficult than its 2-dimensional counterpart. Our proof requires the
assumption of constant curvature, but it would be interesting if this assumption could
be weakened or removed. This result and Theorem 1.3 are somewhat reminiscent of
Nikodym maximal estimates obtained by one of us in [28], whose proof also required the
assumption of constant curvature. In that work and the present, it is very convenient to
be in the position where there are many totally geodesic submanifolds, which is ensured
by the assumption of constant curvature.
If we are willing to make this assumption then we have the following analog of
Lemma 3.2.
Lemma 4.1. Let γ1 = {γ1(t) : t ∈ R} and γ2 = {γ2(s) : s ∈ R} be two distinct geodesics
each parameterized by arclength in R3 endowed with a metric g˜ of constant nonpositive
sectional curvature. If dg˜ denotes the Riemannian distance function associated to the
metric put φ(t, s) = dg˜(γ1(t), γ2(s)). It then follows that there is at most one point
(t0, s0) so that
(4.1) |φ′′ts(t, s)|+ |φ′′′tss(t, s)|+ |φ′′′tts(t, s)| 6= 0, if φ(t, s) 6= 0, and (t, s) 6= (t0, s0).
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Proof. Since we are assuming that that (R3, g˜) has constant nonpositive sectional cur-
vature it follows that the curvature must be either zero or negative. In the case of zero
curvature, φ(t, s) just denotes the Euclidean distance between points two distinct lines.
Since this case is very straightforward and follows from the argument for constant nega-
tive curvature, we shall assume that the sectional curvature of (R3, g˜) is identically equal
to −κ2 for some κ > 0.
As in the proof of Lemma 3.2, we shall work in geodesic normal coordinates which
vanish at a point p ∈ γ1 satisfying p /∈ γ2. We may assume further, as before, that, in
these coordinates, γ1 is the first coordinate axis, i.e.,
γ1(t) = (t, 0, 0), t ∈ R.
For later use, we record that because of our assumption about constant sectional curva-
ture, the metric in geodesic normal coordinates is given by the formula
(4.2) gjk(x) =
xjxk
|x|2 +
sinh2(κ|x|)
κ2|x|2
{
δjk − xjxk|x|2
}
,
with |x| denoting the Euclidean distance to the origin. (See [9], Theorem II.8.2)
Let us write the second geodesic in these coordinates as
γ2(s) = (x1(s), x2(s), x3(s)), s ∈ R.
Then if
φ(t, s) = dg˜
(
(t, 0, 0), (x1(s), x2(s), x3(s))
)
,
we need to verify (4.1).
To simplify the calculation, after relabeling, we may assume that we are calculating
the Hessian of φ and its derivatives at t = s = 0 and that γ2(0) 6= (0, 0, 0). Furthermore,
after perhaps performing a rotation fixing the first coordinate axis, we may also assume
that
γ2(0) = (a, b, 0), (a, b) 6= (0, 0).
If b = 0 then γ2(0) is on γ1, and in this case, the proof of Lemma 3.2 can be adapted to
show that φ′′′tss(0, 0) 6= 0. Therefore, we shall assume that x2(0) 6= 0 in what follows.
Then
φ′′ts(0, 0) =
x˙1(0)√
x21(0) + x
2
2(0) + x
2
3(0)
− x1(0)(x1(0)x˙1(0) + x2(0)x˙2(0) + x3(0)x˙3(0))
(x21(0) + x
2
2(0) + x
2
3(0))
3
2
.
From this we deduce that if φ′′ts(0, 0) = 0 then we must have
0 = x2(0)
(
x˙1(0)x2(0)− x1(0)x˙2(0)
)
.
Since we are assuming that x2(0) 6= 0 this means that if φ′′ts(0, 0) = 0 then we must have
γ˙2(0) = α
(
x1(0), x2(0), x3(0)
)
+ β(0, 0, 1),
for some α and β in R. If β = 0, then γ2 must be the geodesic which is the line passing
through (a, b, 0) and the origin. In this case, one can adapt the proof of Lemma 3.2 to
see that φ′′′tts(0, 0) 6= 0.
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Based on this, it suffices to handle the case where
(4.3) γ2(0) = (a, b, 0) 6= (0, 0, 0), γ˙2(0) = α(a, b, 0) + β(0, 0, 1), β 6= 0,
and φ′′ts(0, 0) = 0.
Since our assumption that φ′′ts(0, 0) leads to
φ′′′tss(0, 0)
=
(
x21(0) + x
2
2(0) + x
2
3(0)
)− 3
2
× d
ds
(
x˙1(s)(x
2
1(s) + x
2
2(s) + x
2
3(s))− x1(s)(x1(s)x˙1(s) + x2(s)x˙2(s) + x3(s)x˙3(s))
)∣∣∣
s=0
=
(
x21(0) + x
2
2(0) + x
2
3(0)
)− 3
2
[
x2(0)
(
x¨1(0)x2(0)− x1(0)x¨2(0)
)− x1(0)x˙23(0)],
Note that x¨1(0)x2(0) − x(0)x¨2(0) is a multiple of the inner product of γ¨2(0) with a
unit normal vector to plane spanned by the radial vector (a, b, 0) and the vertical vector
(0, 0, 1). Since our assumption (4.3) implies that γ2(0) and γ˙2(0) belong to this plane, it
would follow that
(4.4) x¨1(0)x2(0)− x1(0)x¨2(0) = 0
if this plane were totally geodesic. In view of (4.2) and Jacobi’s equation for geodesics,
this turns out to be the case due to the fact that, if there is constant negative sectional
curvature, then, in geodesic normal coordinates, all two-planes passing through the origin
are totally geodesic.
Since we are assuming that x˙3(0) = β 6= 0, (4.4) and the above calculation implies
that, under the assumptions in (4.3) we have
φ′′′tss(0, 0) = 0 ⇐⇒ x1(0) = 0.
In other words,
γ2(0) = (0, b, 0), b 6= 0.
This means that if φ′′ts(0, 0) = φ
′′′
tss(0, 0) = 0 then the geodesic γ(τ) connecting γ1(0) and
γ2(0) must satisfy
〈γ˙(τ1), γ˙1(0)〉g˜ = 0, when γ(τ1) = 0.
Put more succinctly, the geodesic connecting γ1(0) and γ2(0) must be orthogonal to γ1.
Interchanging the roles of t and s, we conclude that if φ′′ts(0, 0) = φ
′′′
tss(0, 0) = φ
′′′
tts(0, 0) = 0
then this connecting geodesic must be orthogonal to both γ1 and γ2.
If this is the case, we conclude that when s1 6= 0 and t1 6= 0 and φ(t1, s1) 6= 0, then
we cannot have φ′′ts(t1, s1) = φ
′′′
tss(t1, s1) = φ
′′′
tts(t1, s1) = 0. For if all three quantities
vanished then the geodesic connecting γ1(t1) and γ2(s1) would have to be orthogonal
to both γ1 and γ2. Therefore the geodesic quadrilateral consisting of this connecting
geodesic along with the one connecting γ1(0) and γ2(0) and the geodesic segment of γ1
between γ1(0) and γ1(t1) and the geodesic segment of γ2 between γ2(0) and γ2(s1) would
have to be a quadrilateral of exactly 360 degrees, which is impossible, since in manifolds
of negative sectional curvature quadrilaterals always have total angles of less than 360
degrees. Since a similar argument based on the fact that, in this setting, geodesic triangles
have total angle less than 180 degrees shows that if φ′′ts(0, 0) = φ
′′′
tss(0, 0) = φ
′′′
tts(0, 0) = 0
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then |φ′′ts(0, s)| + |φ′′′tss(0, s)| + |φ′′′tts(0, s)| 6= 0 if s 6= 0 and φ(0, s) 6= 0, the proof is
complete. 
Proof of Theorem 1.3. As in the proof of Theorem 1.2, let us first show that under the
assumption of constant nonpositive curvature we can obtain improvements for restriction
estimates for a fixed unit length geodesic γ ∈ Π . Specifically, we shall use Lemma 4.1 to
show that given ε > 0 we can find Λ(ε, γ) <∞ so that
(4.5)
(∫
γ
|eλ|2 ds
) 1
2 ≤ ελ 12 ‖eλ‖L2(M), λ ≥ Λ(ε, γ).
If we choose ρ ∈ S(R) as in the proof of Theorem 1.2, we can repeat the first part of
the proof of that result to see that (4.5) would follow from showing that for T ≫ 1 fixed
we have
(4.6)
(∫
γ
∣∣ρ(T (λ−√−∆g˜))f ∣∣2 ds) 12 ≤ C(1 + λ) 12 (T/ log(2 + T ))− 12 ‖f‖L2(M)
+ CT (1 + λ)
3
8 ‖f‖L2(M),
where the constant C here is independent of T , unlike CT .
Repeating the TT ∗ argument showing how (3.3) follows from (3.2), we conclude that
if χ(τ) = (ρ(τ))2, and if γ = γ(t), |t| ≤ 1/2, is a parameterization of γ by arc length of
our fixed γ ∈ Π , then we would obtain (4.6) if we could show that for λ > 1 we have
(4.7)
(∫ 1
2
− 1
2
∣∣∣ ∫ 12
− 1
2
χ
(
T (λ−√−∆g˜))(γ(t), γ(s))h(s) ds ∣∣∣2 dt) 12
≤ Cλ(T/ log(2 + T ))−1‖h‖L2([− 1
2
, 1
2
]) + CTλ
3
4 ‖h‖L2([− 1
2
, 1
2
]).
We may assume, as before, that the injectivity radius of (M, g) is ten or more. Then,
as in the proof of Theorem 1.2, we pick a bump function β ∈ C∞0 (R) satisfying
β(τ) = 1 for |τ | ≤ 3/2, and β(τ) = 0, |τ | ≥ 2.
We then may write
χ(T (λ−√−∆g))(x, y) = 1
2πT
∫
β(τ)χˆ(τ/T )eiλτ
(
e−iτ
√
−∆g
)
(x, y) dτ
+
1
2πT
∫
(1− β(τ)) χˆ(τ/T )eiλτ (e−iτ√−∆g)(x, y) dτ = K0(x, y) +K1(x, y).
Since we are assuming that the injectivity radius is ten or more and β(τ) = 0 for
|τ | ≥ 2 it follows from the proof of Theorem 1.1 that if we restrict the kernel K0 to
γ × γ then the resulting integral operator satisfies better bounds than are posited in
(4.7). Specifically, we have(∫ 1
2
− 1
2
∣∣∣ ∫ 12
− 1
2
K0(γ(t), γ(s))h(s) ds
∣∣∣2 dt) 12 ≤ CT−1λ‖h‖L2([− 1
2
, 1
2
]).
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As a result, if we repeat arguments from the proof of Theorem 1.2, we find that if we set
(4.8) Sλh(t) =
1
πT
∫ ∞
−∞
∫ 1
2
− 1
2
(1 − β(τ)) χˆ(τ/T )eiλτ (cos τ√−∆g)(γ(t), γ(s))h(s) dsdτ,
then the following estimate would imply (4.7)
(4.9) ‖Sλh‖L2([− 1
2
, 1
2
]) ≤ Cλ(T/ log(2 + T ))−1‖h‖L2([− 1
2
, 1
2
]) + CTλ
3
4 ‖h‖L2([− 1
2
, 1
2
]).
By the Cartan-Hadamard theorem (see [9], [12]), the universal cover of (M, g) is (R3, g˜),
where g˜ denotes the pullback via the covering map κ of the metric g onM to the universal
cover R3. Consequently, (3.7) is valid in the present context if Γ now denotes the deck
transformations for this universal cover.
Therefore, we can write
Sλh(t) =
1
πT
∑
α∈Γ
∫ ∞
−∞
∫ 1
2
− 1
2
(1− β(τ)) χˆ(τ/T )eiλτ (cos τ√−∆g˜)(γ˜(t), α(γ˜(s)))h(s) dsdτ,
and, also, as before, write
Sλh(t) = S
Stab
λ h(t) + S
Osc
λ h(t), |t| ≤ 1/2,
with SStabλ and S
Osc
λ defined by (3.9) and (3.10), respectively.
If we use (2.14) in place of (3.19) we can repeat the proof of the 2-dimensional estimate
(3.25) to see that we now have that the kernel KStabλ of S
Stab
λ satisfies
|KStabλ (t, s)| ≤ CT−1λ
∑
0≤j≤T+1
(1 + j)−1 + CT ≤ Cλ(T/ log(2 + T ))−1 + CT .
Consequently,
‖SStabλ h‖L2([− 1
2
, 1
2
]) ≤
(
Cλ(T/ log(2 + T ))−1 + CT
) ‖h‖L2([− 1
2
, 1
2
]),
which is better than the bounds posited in (4.9) for the whole operator.
Based on this, we would have (4.9) if we could show that for every δ > 0
(4.10) ‖SOscλ h‖L2([− 1
2
, 1
2
]) ≤
(
CT,δλ
3
4 + δλ
)‖h‖L2([− 1
2
, 1
2
]).
Indeed, choosing δ = log(2 + T )/T here yields (4.9).
To prove this we shall use the fact that if, once again, we repeat the proof of Lemma 3.2
using (2.14) in place of (3.19) we find that the kernel of each of the summands in the
definition of SOscλ , which are given by the formula (3.11), now satisfy for |s|, |t| ≤ 1/2
(4.11) KγT,λ,α(t, s) = w(γ˜(t), α(γ˜(s)))
∑
±
a±(T, λ; φγ,α(t, s))e
±iλφγ,α(t,s) +RγT,λ,α(t, s),
where, as before,
(4.12) φγ,α(t, s) = dg˜(γ˜(t), α(γ˜(s))), |s|, |t| ≤ 1/2,
but now (3.15) is replaced by
(4.13) |∂jra±(T, λ; r)| ≤ CjT−1λr−1−j , r ≥ 1,
while (3.16) and (3.17) remain valid.
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It is at this point that we need to use the geometric lemma, Lemma 4.1, that relies on
our assumption of constant curvature. By (4.1), given Id 6= α ∈ Γ there is at most one
exceptional value of t = t(γ, α) and one exceptional value of s = s(γ, α) so that
(4.14) |∂t∂sφγ,α(t, s)|+ |∂2t ∂sφγ,α(t, s)|+ |∂t∂2sφγ,α(t, s)| 6= 0,
if (t, s) ∈ [−1
2
,
1
2
]× [−1
2
,
1
2
], and (t, s) 6= (t(γ, α), s(γ, α)).
To exploit this, fix b ∈ C∞(R2) satisfying
(4.15) 0 ≤ b ≤ 1, b(y) = 0, |y| ≤ 1
2
, and b(y) = 1, |y| ≥ 1.
We then, given ε > 0, split
(4.16) KγT,λ,α(t, s) = K
γ,ε
T,λ,α(t, s) +R
γ,ε
T,λ,α(t, s),
where
Kγ,εT,λ,α(t, s) = b
(
ε−1((t, s)− (t(γ, α), s(γ, α)))KγT,λ,α(t, s),
if there is such an exceptional (t(γ, α), s(γ, α)) and Kγ,εT,λ,α = K
γ
T,λ,α if there is none.
We then have, by (4.14), that
|∂t∂sφγ,α|+ |∂2t ∂sφγ,α|+ |∂t∂2sφγ,α| 6= 0 on supp Kγ,εT,λ,α.
This means that the oscillatory integral operator Sγ,εT,λ,α with kernel K
γ
T,λ,α has a canon-
ical relation for which either the right projection, ΠR, or the left projection, ΠL, is a
submersion with at most fold singularities. Therefore, by (3.40) or (3.41) we have that
‖Sγ,εT,λ,αh‖L2([− 1
2
, 1
2
]) ≤ Cα,ελ
3
4 ‖h‖L2([− 1
2
, 1
2
]).
Since, as noted before, there are O(exp(cT )) of these terms which are nonzero, we con-
clude that if
S˜Oscλ =
∑
α∈Γ
Sγ,εT,λ,α,
then we have
(4.17) ‖S˜Osch‖L2([− 1
2
, 1
2
]) ≤ CT,ελ
3
4 ‖h‖L2([− 1
2
, 1
2
]).
Clearly, by (4.13), (4.15) and (4.16) and Young’s inequality, each integral operator
Rγ,εT,λ,α with kernel R
γ,ε
T,λ,α(t, s) satisfies
‖Rγ,εT,λ,αh‖L2([− 1
2
, 1
2
]) ≤ Cαελ‖h‖L2([− 1
2
, 1
2
]),
with Cα independent of ε. Thus, if
ROscλ =
∑
α∈Γ
Rγ,εT,λ,α,
we have
(4.18) ‖ROscλ h‖L2([− 1
2
, 1
2
]) ≤ CT ελ‖h‖L2([− 1
2
, 1
2
]),
where CT depends on T , but is independent of ε.
Since SOscλ = S˜
Osc
λ +R
Osc
λ , we obtain (4.10) from (4.17) and (4.18). Indeed, since T is
fixed, we just need to choose ε > 0 small enough so that CT ε < δ. This completes the
proof of (4.9) and, consequently, that of (4.5).
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We have therefore shown that, under the assumption of constant nonpositive curvature,
we have improved L2-restriction estimates for each fixed γ ∈ Π . Since it is clear that the
compactness arguments at the end of the proof of Theorem 1.2 yield bounds which are
uniform as γ ranges over Π , we conclude that we also have (1.6), which completes the
proof of Theorem 1.3. 
Remark. If we could prove that for metrics g˜ on R3 of nonpositive curvature we have that
φ′′ts only vanishes on a set of measure zero if φ associated to distinct geodesics on (R
3, g˜) is
defined as in Lemma 3.2, then it is clear that the proof of Theorem 1.3 would show that its
conclusions would be valid in this case. Without making an assumption such as constant
curvature, this appears to be difficult to obtain. The fact that it seems difficult to prove
an appropriate version of Lemma 3.2 in three-dimensions or of Lemma 4.1 without the
constant curvature assumptions is also related to the fact that what is referred to as
the n × n Carleson-Sjo¨lin condition in [21] and [27] is much more complicated in three
or more dimensions as opposed to two-dimensions. Counterexamples for certain types
of natural oscillatory integral bounds of Minicozzi and the second author [20] (which
were obtained independently later also by Bourgain and Guth [4] as well as much harder
positive results) are a manifestation of this; however, the negative results in [4] and [20]
are probably not related to whether or not a suitable version of Lemma 3.2 is valid in
three-dimensions. As was shown in [20] and [28] one tends to avoid these pathologies
when there are many totally geodesic submanifolds. In the case of odd dimensions n the
results in [20] show that certain oscillatory integral estimates involving the Riemannian
distance function as phase can break down when there are not many totally geodesic
submanifolds of dimension (n + 1)/2, while in even dimensions this may happen when
there are not many totally geodesic submanifolds of dimension (n+ 2)/2.
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