In this study, we develop empiric and dynamic methods to detect the underlying sea bottom topography from synthetic aperture radar (SAR) images. The ocean bottom features can be seen from SAR images due to the modulation of the surface waves by the nonuniform currents, which, by motion equations, should be a function of depth. We first derive the SAR image equation at a given time from Valenzuela's formula and the expression of micro-scale wave spectrum. By integrating the SAR image equation and the governing equations for ocean currents, we establish the "forward and inverse problems" for dynamic detection of topography. To utilize the SAR images, we separate the current modulation scale from the surface waves by a two-dimensional empirical mode decomposition method based on the Delaunay triangulation with the most protruding principle and the Berstein-Bezier fitting and interpolation with the most optimum principle. Examples of bottom topography detection from SAR images are presented.
Introduction
The most popular means to obtain the underlying bottom topography (bathymetric maps) has been based on the digital depth measurements from echo-sounders or multi-beam equipments. Those approaches are very expensive, for they require enormous investments for instruments and tedious scanning of the topography. In the last decade, a new methodology to derive the underlying bottom topography from synthetic aperture radar (SAR) images has been developed. The method is largely based on the relationship between the sea surface characteristics (modulations of sea surface waves) derived from SAR images and the seafloor morphology (such as sandbanks and gullies). This relationship is often sensitive to the image formation mechanisms, which depend on sea surface conditions, wave column currents, tides, and the morphology of the sea bottom. Therefore, how to improve the accuracy of the bathymetric maps derived from SAR image remains to be a challenge to the research community.
In this paper, we present a new approach that will solve both "the positive" and "the inverse" problems for determining the SAR image from given bottom topography and for detecting sea bottom topography from given SAR picture. In the procedure proposed here, we have to decompose highly inhomogeneous modulation of mixed surface waves in the SAR images into small-, meso-, and large-scale ones. Therefore, we need a method that can analyze the inhomogeneous wave field objectively. Toward this end, we develop a two-dimensional EMD (2D-EMD) method based on Delaunay triangulation and the Berstein-Bezier approximation, which gives an adaptive 2D decomposition satisfying the requirement of our computation.
In both the positive and reverse approach, we also need a backscattering model. This we have adopted the Bragg backscatter section model proposed by Valenzuela, 1 which was derived on the assumption of local and temporary homogeneities. This assumption is workable, for the scattering elements for SAR are much smaller than the inhomogeneities of the SAR images. The Bragg scatter mode by Valenzuela is given as σ (1) 0 (θ) IJ = 4πk (1)
where k m and θ are wave-number and incident angle of SAR working microwaves respectively, k = 2k m sin θ is resonant relation between wave-number of microscale waves k and that of microwaves k m , g
IJ (θ) is first-order polarization function [ε r cos θ + (ε r − sin
ε r is relative inductivity of sea water. To express SAR images, however, we have to find the micro-wave spectrum in high wave-number band, which is not available at the present. We have derived it here. This paper is organized as follows. The 2D-EMD decomposition technique is first given in the second section. The derivation of the high wave-number spectral function is given in the third section, which is followed by the dynamic detection method of the bottom topography including the physico-mathematical "positive and inverse problems" and the steepest descent algorithm for minimization of objective functional. Finally, we present an example of real SAR image with bottom topography and discuss the results.
Outline of 2D-EMD
The key point of 2D-EMD developed is the envelope fitting technique which includes two parts: the Delaunay triangulation with Bernstein-Bezier approximation and the smoothing computation. 
Delaunay triangulation with most protruding principle
To implement the 2D-EMD, we have to define the extremes in the images first. Then, we will use the maxima (minima) to define the upper (lower) envelope. The equivalent of intrinsic mode function defined by Huang et al. 3 in 2D is the difference of the data from the mean of the upper and the lower envelopes. Therefore, implementation of the 2D-EMD consisted of the following steps.
Determining the sets of maximum and minimum points
In general, a SAR picture consists of N × M image points, each corresponding to a pair of number {n, m|n ⊂ (1, . . . , N), m ⊂ (1, . . . , M)}. The gray scale of SAR picture can be written as
We will determine the internal and boundary extremities of f (n, m) with a comparison procedure: for any internal image point {n, m}, we compare the value with its eight neighboring points as given by Supposing the total number of internal and boundary maxima is I and that of internal and boundary minima is J and rearranging them with principle of row first then column, we have ordered set of maximum points Ω D :
and ordered set of minimum points Ω X :
To construct the 2D envelope, we adopt Delaunay triangulation to with most protruding principle.
Delaunay triangulation with most protruding principle
We take the segments between two consecutive points of boundary maximum point set as first-ordered base set Γ D1 and make an ordered triangle set { Γ D1 } with most protruding principle, which means that the adopted triangle, comparing with all other triangles consists of the same base segment and any other point of first internal maximum point set, I D1 , has the largest value for the smallest extended angle. Connected the apexes of the adopted first-ordered triangle set { Γ D1 }, we get the second-ordered base set, Γ D2 , and second internal maximum point set, I D2 , and then make the second-ordered triangle set, { Γ D2 }, with the same most protruding principle. For the second step, there is a number relationship of (N { Γ D1 } > N{ Γ D2 }). The procedure of Delaunay triangulation on maximum point set is finished, when the (n + 1)th internal maximum point set is empty. The Delaunay triangulation provides an optimal adjacent relationship for 2D information. According to the same principle and procedure we can establish the corresponding Delaunay triangulation on minimum point set ( Fig. 1) . 
Bernstein-Bezier fitting and interpolation for envelop of maximum points
The surface construct on the basis of Delaunay triangulation is not smooth. We have to smooth through fitting and interpolation. For this, we use the BernsteinBezier calculation that includes an optimal fitting around any maximum point and first-order smooth connecting along each adjacent edge of Delaunay triangles. The procedures are given as follows.
Optimal fitting around any maximum point
According to the Delaunay triangulation, for the ith maximum point, {x Di , y Di }, we can locate the adjacent maximum points marked as
where m i is the number of the adjacent maximum points usually equal or larger than 5. Around the ith maximum point we take the envelopf Di {x, y} in form
The fitting around the ith maximum point requires that (1) 
where
The minimization of the objective functional enables us to calculate the coefficients {C 1i , C 2i , C 3i , C 4i , C 5i } for each maximum point {x Di , y Di } from the equations
According to the expression (9) we get relation as follows: 
In each adjacent triangle, V D (i, m, m + 1), we can express any point, {x, y}, with area coordinates, {α 1Di , α 2Di , α 3Di }, as
which is derived from equations
and normalizing condition
where k1 and k2 express the other subscripts from k in (1, 2, 3), S k is the area of the subtriangle opposite to the apex k and S D is the area of the whole adjacent triangle.
To ensure smooth in first order along each adjacent edge we take the envelop in formf
Substituting (16) and (15) into (18), after some calculation, we have the envelop of maximum points in area coordinates given as
is Bernstein spline function base. As n = 3 coefficient b Di λ1,λ2,λ3 can be derived as 
here ∇f Dik (x Dik , y Dik ) and ∇
2f
Dik (x Dik , y Dik ) can be calculated by {C 1i , C 2i , C 3i , C 4i , C 5i } with the relationships (12) and (13). So that we get the required upper envelop defined by all the maxima given in (19) (Fig. 2 ).
Bernstein-Bezier fitting and interpolation for envelop of minimum points
On the basis of Delaunay triangulation, we can get the envelop of minimum points according to the same procedure above as follows:
In an adjacent triangle V X (j, m, m + 1), where the area coordinates (α 1Xj , α 2Xj , α 3Xj ) is expressed by
in which S X is the area of the adjacent triangle, k may denote one of the three apexes of the triangle, k1 and k2 are the other two, S k is the area of the subtriangle opposite to the apex k. The expansion coefficients b 
around the minimum point can be calculated by minimizing the objective functional
on adjacent minimum point set Ω Xj = {x Xjm , y Xjm |m = 1, . . . , m j } about maximum point (x Xj , y Xj ).
Implementation of 2D-EMD
After the envelope fitting is resolved, we can implement the steps of 2D-EMD empiric mode decomposition as follows.
First-level deviation and residual mean
Using the method of envelop fitting and interpolation, we can get the first-order maximum and minimum envelops F D1 (x, y) and F X1 (x, y), and then the first-order mean as
Then, the first-order difference between the data and the mean as
For any a priori determined criterion of a small quantity, δ > 0, if we have
we stop the procedure and treat the difference given in (30) as the first 2D intrinsic mode function surface (2D IMFS). Otherwise, we repeat the procedure n times until the condition given in Eq. (31) is satisfied, and then take the nth order difference as first 2D IMFS:
and the difference of f 1 (x, y) from f 0 (x, y) as first residual mean
mth level 2D IMFS and residual mean
Furthermore, instead of f 0 (x, y), if we take the first-level residual mean f 1 (x, y) as data ( Fig. 3 ) and repeating the same procedure above, we can get the second level difference, or 2D IMFS, and residual mean as well as the mth level 2D IMFS f m (x, y) and residual mean f m (x, y). 
Expression of SAR Picture in Terms of Micro-Scale Wave Spectrum in Second-Order
SAR picture consisted of the micro-scale waves and their modulation by the ocean surface dynamics such as surface waves and nonuniform current. In shallow water, the ocean surface dynamics is closely related to the water depth. Although the principle seems to be straightforward, to derive the image formation quantitatively still remains a challenge. To achieve, we need the wave spectral function in the high wave-number band, its modulation by the ocean dynamics and the final radar backscattering theory for image formation. We will use wave spectrum balance equation and source function expression in high wave-number band to obtain the wave spectrum to second order, corresponding to locally homogeneous and temporarily stationary case. The derivation is given as follows.
Governing equation of sea-wave spectrum
According to Yuan, 4 the governing equations of sea-wave spectrum consist of wave spectrum balance equation and wave-number variation equation. The derivation are given separately as follows.
Wave spectrum balance equation
In general, wave spectrum balance equation can be written as
where the right-hand side of the equation, 
where the right-hand side of the equation can be derived as
where H shows water depth of large scale motion, the dispersion relation used is
for gravity-capillary waves, with γ as the surface tension, and ρ the water density.
Expressions of source functions in high wave-number band
There are four source functions given in Eq. (35). In the following section, we will derive the expressions of the source functions using dimension analysis principle and localization technique.
The wind input source function
The wind input source function is linearly proportional to wave spectrum based on Miles theory. 5 The functional proportionality should depend on frictional wind speed, u * , wave frequency, ω, and phase speed, c, based on dimensional analysis principle, that Plant and Wright 6 proposed a very popular form as
where nondimensional coefficient m in is determined as m in = 0.40.
Nonlinear wave-wave interaction source function
Resonant condition for three waves: k ω ±k ω 1 ±k ω 2 = 0, ω±ω 1 ±ω 2 = 0 can be satisfied by gravity-capillary dispersion relation. The three wave interaction source function based on McGoldrich 7 is proportional to second power of wave spectrum and relative to wave parameters: wave-number, k, frequency, ω, and the surface tension force from dimensional analysis principle. Because of the dispersive relationship, the relationship between the wave-number and frequency is fixed; therefore, in the following equation in terms of both wave-number and frequency, the surface tension force is implicitly included. Based on all these considerations, we propose a functional form as
in which m nl is a constant coefficient to be determined.
Viscosity and breaking dissipation source function
There are two kinds of dissipation in high wave-number band: the molecular viscosity and the wave breaking. The former can be written as
based on Lamb, 8 in which ν is the kinematic viscosity coefficient. Dissipation due to breaking is far more important, yet our knowledge is still limited. As a result, there are only few ad hoc formulas in existence, all derived based on the dimensional analysis (see, for example, Ref. 9) which suggest the dissipation to be proportional to wave spectrum in first power from breaking wave theory. Further refinement based on probability theory was advanced by Yuan 10 indicating that the dissipation should be relative to wave parameters: frequency ω and slope α as well as wave breaking parameters: frequency, ω B , and slope, α B , which are designated as the maximum slope the wave could sustain, and the cutoff frequency of the active breaking. Summarizing all the past experiences, we propose the functional form as
Finally, the total viscosity and breaking dissipation source function is
Current-wave interaction source function
Current-wave interaction source function in high wave-number band expresses the energy exchange between the motions with larger scale and micro-scale riding waves. The source function can be written as
given by Phillips, 11 where the radiation stress tensor, S αβ , can be shown as
in which c g , c, and {l α } are group speed, phase speed, and propagation direction of micro-scale waves respectively.
Micro-scale wave spectrum to second order and expression of SAR picture
The micro-scale waves riding on large-scale motions can be considered as locally homogeneous and temporary stationary. In this case we can introduce two kinds of characteristic scales: time scale, T , of micro-scale waves and time-space scales, {T 1 , L 1 }, of wave spectrum developing, which satisfy following relationship:
and
Introducing non-dimensional coordinates
and non-dimensional expressions of wave spectrum and source functions as
we can expand wave spectrum and governing equations in high wave-number band as
According to the power of ε we have first-order equation and second-order equation as follows:
(1) First-order equation
(2) Second-order equation
Substituting the source functions (39), (40), (43), and (45) into Eq. (55), we have
The first-order solution in dimensional form should be
To solve the second-order equation, we have to calculate the main factor
in Eq. (56); that is,
and then derive the second-order solution in dimensional form
Finally substituting (58) and (60) into (51), we get the micro-scale wave spectrum to second order
Now, substituting (61) into (1), we have the expression of SAR picture The "positive problem" is defined as that of expressing the corresponding SAR picture with bottom topography image given water depth, h = h( x). The presentation of the "positive problem" includes two parts as follows.
Calculation of surface current modulated by bottom topography
As water depth is given, we can use the following averaged current equations to calculate the surface current,
where {U 1 , U 2 } shows averaged current in two directions, H = ζ + h total water depth, ζ sea surface elevation, and {τ B1 − τ S1 , τ B2 − τ S2 } difference of bottom stress to surface one.
Expression of SAR picture with bottom topography image
Substituting surface current {U 1 (t, x), U 2 (t, x), ζ(t, x)} calculated by Eqs. (63)- (65) into (62), we have the expression of SAR picture with bottom topography image as follows:
By now, we completed the presentation of physico-mathematical "positive problem", which gives the expression of SAR picture with bottom topography image. In this presentation, the constant coefficient, m nl , will be determined by consistence between the SAR pictures taken at time t = t 0 . After some computations, we have
"Inverse problem" for bottom topography detection with SAR picture
The "inverse problem" is harder. It is defined as the calculation of the bottom topography, h = h( x), when the SAR picture with bottom topography image taking at time t = t 0 . The "inverse problem" is based on the following equations:
Motion equations for current flowing over bottom topography at time t
= t 0 U 10 ∂U 1 ∂x 1 0 + U 20 ∂U 1 ∂x 2 0 − f U 20 = −g ∂ζ ∂x 1 0 − (τ B10 − τ S10 ) H 0 − ∂U 1 ∂t 0 ,(70)U 10 ∂U 2 ∂x 1 0 + U 20 ∂U 2 ∂x 2 0 + f U 10 = −g ∂ζ ∂x 2 0 − (τ B20 − τ S20 ) H 0 − ∂U 2 ∂t 0 , (71) ∂H ∂x 1 0 U 10 + H 0 ∂U 1 ∂x 1 0 + ∂H ∂x 2 0 U 20 + H 0 ∂U 2 ∂x 2 0 = − ∂ζ ∂t 0 .(72)
Expression of the SAR picture taking at time
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Dynamical detection procedure of bottom topography with SAR picture
The dynamical detection procedure is based on a minimization of objective functional, which can be established by the "positive and inverse problems" as follows.
Expressing of objective functional and its variation gradients
On the basis of four independent Eqs. (70)- (73) we can establish objective functional as
According to the definition, we can derive the gradients of the objective functional in the following Eular form:
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The steepest descent algorithm for bottom topography detection
Based on the theoretic fact that "the descent of functional along the negative direction of its gradient is the steepest one," we can design the steps of bottom topography detection as follows:
(1) As an initial conjecture of water depth h = h (1) ( x) is given, we can calculate the first step vector function {U (1) 10 ( x), U (1) 20 ( x), ζ (1) 0 ( x), H (1) 0 ( x)} by using the "positive problem." Here the superscript (1) shows the first step of calculation and the subscript "0" the quantity at time t = t 0 . (2) According to the first step results on
as well as expressions (76)- (78), we can calculate the first step functional ) 10 , U (2) 20 , ζ (2) 0 , H (2) 0 } = {U (1) 10 , U (1) 20 , ζ 10 , U (2) 20 , ζ (2) 0 , H (2) 0 } = {U (1) 10 , U (1) 20 , ζ
and then substituting the function {U (2) 10 , U
20 , ζ
0 , H
0 } into objective functional (79) we have the second step objective functional J ). (5) Substituting the second step vector function, {U (2) 10 , U (2) 20 , ζ (2) 0 , H (2) 0 }, into formula (69), we get second step coefficient m (2) nl .
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(6) From the second step vector function, {U (2) 10 , U (2) 20 , ζ (2) 0 , H (2) 0 }, we get the second step bottom topography
These steps could iterate infinitely. To stop the iteration, we have to provide a stopping criterion for calculation step, which can be given as follows: Preset a small quantity δ h > 0, if
the calculation stops. (7) Otherwise, taking the second step topography h (2) ( x) instead of the first one h (1) ( x) in "calculation step (1)" and using the "positive problem" to calculate second step time variation terms:
we take {U (2) 10 , U
0 } and
10 , U
0 , ∂ζ ∂t (1) 0 in calculation step (2) , and iterate calculation steps (2)-(7).
Results and Discussions
Having established the procedures for the physico-mathematical "positive and inverse problems" for sea bottom topography detection by SAR picture in the previous section, we can test the model with some real SAR images. Here, we are more interested in the inverse problem, of course. Figure 4(a) shows the well-known SAR picture of the English Channel with topography; Fig. 4(b) shows the preset conjecture of topography h = h 1 ( x). From these figures, we can see that the initial conjecture topography contains only the faintest outlines of the bottom topography. Through the dynamic method provided, we have the detected topography of the English Channel in Fig. 5(a) . To verify the verity of the calculated result, we take the sea chart published in Fig. 5(b) as a comparison.
There one can see the unmistakable similarity between the two figures. To make the comparison quantitative, we plot the 20 m contours of the detected result and the sea chart, respectively, in Figs. 6(a) and 6(b). Comparison obviously demonstrate that the calculated bottom topography consists of the measured one, except the calculated one, has more details. Logic seems to suggest that the real topography should also have more details. Yet, whether these details are due to computational Sea Bottom Topography from Synthetic Aperture Radar Image 263 noise or, indeed, they represent more bottom topography information cannot be determined here. This has to be a subject for future comparison to fine real measurement.
In conclusion, we believe that we have developed a complete package for computing both "the positive" and "the inverse" problems of SAR image with bottom topography. This computation involves both electromagnetic backscattering image formation mechanism, 2D image analysis method, and the wave dynamics modeling. Of all these steps, the wave dynamics part should be studied intensively in the future, especially on the breaking and dissipation processes. Knowing the potential and need for future improvements, we have designed the computation steps in modular form. Further improvements could easily be incorporated into this model. Based on the consistence of the comparison between the model computation and the real data, we believe the model established here is logic, robust, and can be used in practical applications already.
