Analytic inequalities, isoperimetric inequalities and logarithmic Sobolev inequalities  by Rothaus, O.S
JOURNAL OF FUNCTIONAL ANALYSIS 64, 2963 13 (1985) 
Analytic Inequalities, lsoperimetric Inequalities 
and Logarithmic Sobolev Inequalities 
0. S. ROTHAUS 
Department of Mathematics, Cornell University, 
Ithaca, New York 14853 
Communicated by L. Gross 
Received January 25, 1985 
There is a simple equivalence between isoperimetric inequalities in Riemannian 
manifolds and certain analytic inequalities on the same manifold, more extensive 
than the familiar equivalence of the classical isoperimetric inequality in Euclidean 
space and the associated Sobolev inequality. By an isoperimetric inequality in this 
connection we mean any inequality involving the Riemannian volume and Rieman- 
nian surface measure of a subset LX and its boundary, respectively. We exploit the 
equivalence to give log-Sobolev inequalities for Riemannian manifolds. Some 
applications to Schriidinger equations are also given. c 1985 Academic Press, Inc. 
I. INTRODUCTION AND MAIN RESULTS 
This paper began in an attempt to obtain log-Sobolev inequalities for 
Riemannian manifolds. We were led to the study of the equivalence of cer- 
tain kinds of analytic inequalities with isoperimetric inequalities, such as 
the equivalence of the classical isoperimetric inequality in Euclidean space 
with a certain Sobolev inequality. 
Let .&Z be a C” Riemannian manifold. We will work with the space 
C,“(A) of real C” functions compactly supported in .M, though most of 
our results carry over to the appropriate Sobolev space completions of 
C,“(A). A nice subset a of JZ is one which is relatively compact with 
smooth boundary; p(a) and o(a) denote the Riemannian measure and 
surface measure, respectively, of the nice subset a and its boundary. 
Suppose we wish to find the least constant p such that 
for all fE C?(A). We begin with an illustration of our first method for 
dealing with this problem, which is of interest in itself, but will shortly 
replace it by a more transparent method of greater generality. 
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If a is nice, we approximate the characteristic function, x(a)), of ol in a 
familiar fashion [3, 81 by a sequence of functions f, in C;(A) with the 
properties: 
and 
lim j I f, I ln I f, I - j I f, I . In j I f, I = -Aa) In A@3 
E-0 
Thus it is necessary that PO(~) 2 -p(a) In p(a) for all nice subsets ol. 
Now we show the last inequality is sufficient as well. Let f E C:(A) and 
g(t) = {x E A I 1 f (x)1 > t>. By Sard’s Theorem, g(t) is nice for almost all 
t. By the co-area formula [3, 4, 81: 
j IVfl=jorn d%r))dr. 
From elementary measure theory: 
and 
j If I = - jam t &(Wt)). 
Suppose I f ( < M and assume for the moment that y = p(Q(t)) is strictly 
decreasing in (0, M) and continuously differentiable. Let t = a( v) be the 
inverse function and put a = p(g(O)). Then: 
- jm t In 2 &(9(t)) = j” a(y) In tx( y) dy 
0 0 
and 
Thus we have to show that: 
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We are going to use critically the fact that the expression on the right 
above: 
is positively homogeneous of degree one, and a subadditive functional of u. 
Let 
h,(y) = 1 ifO<y<p 
=o ifp <y d a. 
We may write CI( y) = j$ C(p) hp( y) dp, where C(p) = -a’(p) is non- 
negative. Hence: 
Y(a) G ja C(P) Y(h,(y)) dp 
0 
= j”C(~)(-~lnp)dp=j”a’(~)~Inpdp 
0 0 
=- 
s 
m  .@W) ln @W)) dt. 
0 
The special assumption on p(9(t)) may now be dropped by a simple 
approximation argument; we have proved then: 
The necessary condition, PO(~) 2 -p(a) In ,~(a), gives in particular 
&9(t)) 2 -p(g(t)) In p(9(t)). Integrating the last from 0 to co, and 
using the inequality above completes the proof of sufficiency. 
We are ready now to give a full generalization of the result above. Let 
L = L(A) denote locally integrable real-valued functions on A%‘, and let SF 
be a subset of L x L. We consider functionals 3 on C;(A) of the form 
=wf) = SUP 
(vw) x(i’xf+v+Lf-wl~ . E 
where f + = max(f, 0) and f ~ = max( -f, 0). If ot is a nice subset of A‘, we 
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denote by I’(a) and II’(a) the well-defined quantities ja V and ja W. We 
are interested in establishing sharp inequalities of the form: 
If there are no restrictions on f other than f E C~(A?‘), the inequality 
above automatically gives rise to improvements of itself. Using, namely, the 
fact that 1 V’ 1 2 1 V 1 f 11 and also replacing f by f + , f - and -fin turn, we 
easily get: 
p IVfI>max I ( j 
sup f’V, sup f'W 
(V,WEff (V,WGH j 1 
+ max 
( J 
sup f-V, sup f-W . 
(V,WEH (V,W=H 1 > 
We will retain the unimproved form, however, since we will sometimes put 
additional restrictions on f which rule out the manipulations above. 
For t>O, we denote a(t)= {xE&I f(x)>t} and F(t)= 
{x E A 1 f(x) < -t >. B(t) and 9(t) are nice for almost all t. 
For (V, W) E H, we have: 
If +V= -I’= tdV(&(t))=jm V(&(t))dt 
0 0 
j-f - W=lom W(F(t)) dt. 
V(&(t)) and W(Y(t)) are, since V and W are locally integrable, functions 
of bounded variation, identically zero for large t. So the integrations above, 
and the integrations by parts, are readily justified. 
The co-area formula gives: 
j IVfl= jom {W(t))+4W))) dt. 
Our first main result is: 
THEOREM 1. The necessary and sufficient condition that p s IVf I 2 
Y(f) for all f E C;(A) is that PO(~) 2 max(Z(x(a), 2’( --x(a)) for all 
nice sets 65 (x(a) is the characteristic function of a.) 
The proof is very easy. If the analytic inequality is satisfied, then 
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approximating x(65) and -x(a) in the usual way by functions on C;(M), 
we get: 
for all (V, W) E H, whence pcr(6’L) 2 9(x(6!)) and pa(a) 2 9(-x(a)). 
If, on the other hand, we always have pa(a) amax(L?(x(a), 
=W -x(W)), then 
and 
so 
‘(t))3 
p j lvfl =P jm {hW)+@WNl dt 
0 
2 i om { V(cS’(t)) + WV(t))} dt 
=jf+v+jf-W 
holds for all ( V, W) E H, whence p j 1 Vf 13 T(f ). 
Interesting examples of such functionals 9 abound. We mention only a 
few. 
(1) All LP norms for 1 <p< co. (Since j If / =Jf + +Sf -, positive or 
negative multiples of the L’ norm qualify.) 
~~~~~f~=~IfI~~IfI-~IfI~~~~IfI.~(f)=~~pjIfI~~~~~a~~~ 
satisfying !A e” < 1. (In the sequel, Y denotes the functional above.) 
(3) If J.&! has finite volume, 
Z(f)=26 {j I f-alp}? l<p<cc. 
These functionals obviously have the desired homogeneity and sub- 
additivity, but it is worth noting anyway that P’(f) = sup 1 f V over all V 
satisfying l V = 0 and { 1 I VI “} ilq < 1, q the dual exponent, 
(4) If &? has finite volume m, put f. = (l/m) s f and 2(f) = 
cj If-foIW 1 <p < co. Here 9(f) = sup jfv over all V satisfying 
j V=O and inf, {I( V--U[~}~‘~< 1. 
We also have an interesting version of our first theorem with a “mean 
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value” side condition onf: Let P and Q be fixed locally integrable function 
on &?, positive almost everywhere. Let W be the subset of C:(J) con- 
sisting of functions which satisfy jf + P = jf - Q. 
THEOREM 2. That P j I ‘?f I 2 y(f) f or all f E V, it is necessary and suf- 
ficient that for all nice subsets LE and 99, closures of 135 and 93 disjoint, we 
have 
For the proof, we continue the notation used in the last theorem. Note 
incidentally, that the function Q(9) x(a) -P(a) x(98) satisfies the mean 
value side condition. Note also that 
First suppose the analytic inequality is satisfied; approximate the 
function h = Q(g) x(&5) - P(a) x(5@) by a sequence of functions f, in W in 
such a fashion that 
lim IVfE,l=Q(B)o(cX)- P(LX)a(B). 
E’O I 
(The approximations are readily achieved by a simple modification of the 
conventional procedure. Namely, approximate x(a) and x(a) in the usual 
manner, and then use scale factors close to one to ensure f, belongs to U.) 
At the same time, we will have: 
i${f+ s }f+ s f, V+ f, W = h I/+ hkW=Q(!S) J’(a)-P(a) W(g), 
so that the necessity of our condition is established. 
On the other hand, assume our necessary condition satisfied, and let 
f E '27. Since f f + P = j f ~ Q, we get 
j-a P(&(t)) dt = ja, Q(g(s)) ds. 
0 0 
Put a = Jr P(&(t)) dt. If f is not identically zero, a is positive. 
By the co-area formula: 
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For S, t > 0, s(t) and 9(s) are almost always nice, and have disjoint 
closures. Thus by our necessary condition: 
P{Q(W)) d&Tt)) + J’(&(t)) 4WH) 
2 Q(s(s)) V&‘(t)) + p(g(t)) WF(s)). 
We also have: 
Jj-+ v= Jorn V(&(t)) dt 
and 
Sf- w=J1: W(F+(t)) dt. 
Integrating the last inequality over all positive s and t, we obtain, after 
cancelling the positive factor a: 
and the proof of sufficiency is completed. 
We now collect some examples illustrating applications of these 
theorems. 
(1) Let & be the hyperbolic plane of constant Gauss curvature - 1. On 
&Z we have the isoperimetric inequality: 
For fixed positive p, we seek the largest c( such that: 
According to our theorem, this requires precisely: 
which is true if ~(a) = 0. Otherwise we must have 
da) 
clQp /L(a) 
-+lnp(a). 
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Using the isoperimetric inequality for a(a) and minimizing the resulting 
expression on the right, we find 
a=l+J~+In2n(Jl+p2-l), 
the largest admissable value of CI. 
(2) Let A? = R”, and again for fixed p > 0, find the largest c( for which 
P j IVfl V(f)+.j Ifl. 
The isoperimetric inequality in this case is 
a”(a) 2 nnOnjL”-‘(a), 
where o,,, the volume of the unit ball, is ~c”‘~/ZJ 1 + n/2). Our theorem 
demands, as before: 
and using the isoperimetric inequality, and minimizing the resulting 
expression on the right, gives c1= n + In w, + n In p as the largest possible 
value of tl. 
(3) Take A? the circle of unit radius, and seek the least p for which 
p j 1 Vf I> [j f 2]1/2 subject to j f = 0. 
This example can be treated using either of our theorems. Using the 
second, we see it requires: 
where 6X and g have disjoint closures. If one of 65 and 99 has measure zero, 
the inequality is true. Otherwise GZ and g are proper, so a(a) and a(g) 
are each at least 2. It is easy to verify now that the best value of p is 
p = a. Hence if j f = 0, we have 
j IVf I aJqfy2 
and the last inequality, holding initially for C” functions, extends to all 
absolutely continuous functions. Since (1 f 2)“2 B (I/,,/%) s 1 f 1, with 
equality if and only if f = 0, we also get 
5x0 64 2.12 
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forf of mean value zero, with equality only for f = 0. (The last inequality is 
due to Feinberg and is mentioned in [8, p. 12053. 
II. APPLICATIONS TO LOGSOBOLEV INEQUALITIES 
IN THE NON-COMPACT CASE 
For A the hyperbolic plane of curvature - 1, we have established the 
inequality: 
where 
i 
o(a) a=a(p)=inf p- 
a 
P(I#)+lnp(6K) =l+Ji7j7+ln27r(J+p?-l). 
1 
Replacing f by g2 we get: 
Since ~IgIIVgI~(~g2)“2(~IVg12)“2, and since 2xydcx2+(l/c)y2 for 
any positive constant c, we obtain: 
T  j lo,l2>y(n’)+(U(I))-~)jg2, 
T being fixed positive, and p arbitrary positive. We now seek p so as to 
maximize a(p) - p2/r. It is an easy exercise to show: 
Thus 
1 
da) sup inf p - 
0 a P(a) 
+*nda)-c =i+ln(rrEt). 
1 
In general supP inf, d inf, supP, but it is easy to verify that we have 
equality in this case. 
So for the hyperbolic plane, we have log-Sobolev inequality of the con- 
ventional sort: 
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with b(z) =r/4+ln(rcet). /I(r) should be contrasted with its best value in 
the corresponding inequality in Iw2 where it has the value 1 + ln(zer). 
It is unlikely that j?(r) above is best possible. Nevertheless, we will now 
show that for the Euclidean case &? = [w the procedure we have followed 
above, together with an additional observation, will give us the best 
possible inequality, that is Gross’s log-Sobolev inequality [S], in its 
Lebesgue measure variant [9]. 
The additional fact we need is the following [S, lo]. Suppose we have an 
inequality: 
Pj Ivf.12m.f’)+Y.0p 
in KY, with best possible value of y,(p). Then y,(p)=ny,(p). 
We do have inequalities 
PJ Iv-l w(f)+a”(P)J If-1 
in KY, with a,(p) = n + In o, + n In p. Replacing f by g2 and manipulating 
as before, we get 
in iw”, with B,Jz) = sup, (cc,(p) - p*/r) = n/2 + In o,, + (n/2) ln(nz/2). 
By virtue of our observation above, we know yi(r) >p,(~)/n. Using 
Stirling’s formula, one finds easily lim,, m (S,(~)ln) = We J;;;), so 
y,(r) 2 ln(e&). But ln(e&) is the best possible value. 
A related limiting argument has been used in [6] to get the best con- 
stant, but rather than isoperimetric inequalities, uses some Sobolev 
inequalities of Aubin [ 11. 
The argument above strongly suggests that Gross’s sort of log-Sobolev 
inequality for a manifold might be a consequence of isoperimetric 
inequalities in repeated products of the manifold with itself. We are going 
to show that one always improves the estimates by taking repeated 
products. 
First, however, we give a log-Sobolev inequality for a general non-com- 
pact manifold. To this end, suppose for the manifold JH (of dimension n), 
we have an isoperimetric inequality, whose analytic form is: 
s lV.l ~4Jaf Iln,(n-1). 
Then repeating the analysis used in the example A= [w” above, we 
obtain the following. 
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THEOREM 3. p f 1 Vf I2 2 Y(f*) + /l(Ji’) If’, where 
We now want to show that the procedure by which we improved the 
inequality in the special case A’ = iw, by taking products of A with itself, is 
a general phenomenon. What we will show in particular is that c2(Ak)/nk 
converges as k + co to sup, (c2(Ak)/nk). 
First we need a lemma. Let .A! and A” be Riemannian manifolds of 
dimensions n and n’, respectively, and measures & dp’. Let f(x, y) be a 
function on A’ x A?. Then: 
LEMMA 4. 
1 
(n + ' ~1 )/(n + n') 
IfI'"+""/'"+"'-"d~(x)d~'(y) 
For the proof, we note first that the inequality with the first factor on the 
right replaced by 
is a standard inequality on mixed norms [2]. But the replaced factor is 
smaller than the original using the continuous version of Minkowski’s 
inequality, completing the proof. 
on &, J’ and A? x A?‘, respectively. 
for fE Cr(A x A’). Consequently it is 
easy to see that: 
s I Vf I d/i(x) dp’( y) 2 &‘(A’) P2 + c’(A’) Q2 Jlx.M’ 
where 
P=j-A,dp’(y)[[, , f ,nl’“-l)d~(x)]i~-l”fl 
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and 
Q =Jd, dp(x)[]&, 1 fln"('- dp'( y)]? 
Let r = n/(n + n’), r’ = n’/(n + n’). Then 
c’(A) P2 + c’(A’) Q2 
Using Lemma 4, we now readily obtain: 
LEMMA 5. 
c*(A! x A’) n+n, ~(“i;“‘)“““‘“‘(‘*~~“)“:‘“+“‘. 
If we specialize to the case in which .A’ and A!” are each products of a 
fixed manifold A’, we obtain 
COROLLARY 6. 
C*(A!k x d2e) 
n(k + I) 
3 (y))*l(*i’) (2y’))“‘*i’i 
Put now dk = ln(c2(&Vk)/nk). The COrOllary says dk + I Z (k/(k + 1)) dk + 
(UP + 0) 4. 
LEMMA 7. Let dk be a sequence of numbers bounded above satisfying 
d k +, 2 (k/(k + I)) dk + (l/(k + I)) d,. Then limk _ o. dk exists and = sup, dk. 
The hypothesis on dk implies by an easy inductive argument that 
d,, > dk. Consequently, we may assume, after adding a fixed constant to 
each term of the sequence, that dk 2 0. 
Let ki be any sequence of integers, each dividing the next, and such that 
any integer divides all but finitely many of them. Clearly lim,, co dk, = 
sup, dk = 1s. Given any E > 0, pick i so that dk, 2 s - E. Pick a large integer N 
and let j > Nk,. Using the Euclidean algorithm, j = qk, + r, q 2 N and r < ki. 
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But then 
qki dj=dqkg+,3- 
qki+r 
d,,,+:d >qkid 
qki+r “qki+r qkl 
3Ld > 
9+1 
“‘&(S-C), 
which completes the proof. 
There is an interesting analogous statement for the ground-state eigen- 
value of the Laplacian with Dirichlet boundary conditions. For our 
manifold A’ we suppose the existence of a constant d(A) such that 
j Ivflz44j IfI> f~Cr(4 
Replacing f by g* and using Schwarz’s inequality gives 
s lVf12>~j If12, 
whence for the ground-state eigenvalue of A(&‘), we have 
We know that A(&“)= kl(A’), so we also have 
Put ek = d2(Ak)/k. Then 
THEOREM 7. The sequence ek converges to sup, ek. 
This will follow from the following. 
LEMMA 8. d(A’ x .M’) 2 ,/d2(A) + d’(M’) 
Using the notation of Lemma 4, we get immediately 
s ~‘x~, IV-I d~(x)d~‘(y)~Jd2(~)+d2(~‘) jM,,, Ifl ddx)W(y), 
which gives the statement of the lemma. 
Returning now to the proof of the theorem, we have from the lemma: 
dyLt2x.M’) ~ n &JU+ n’ d2(.,+‘U -- 
n+n’ n+n’ n n+n’ n’ 
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whence, e k+ Ia @/@ + I)) ek + (l/% + I)) e,, and the argument we have used 
in Lemma 7 completes the proof. 
I do not know when, if ever, the sequence f?k converges to n(A). 
III. APPLICATIONS TO SCHR~DINGER EQUATIONS 
There are a few trivial applications to Schrijdinger equations which we 
now present. V being a fixed potential, we study the inequality 
According to our general recipe, the above is equivalent to 
da) VW cr=a(p)=infp---, 
a P(a) P(a) 
and then following our general procedure again, we will have 
for 
B(z) = SUP (N(P) -P’b). 
In estimating V(~Z)/P(~X) for the purpose of estimating a(p), it is natural 
to replace the potential V by the radially symmetric decreasing function 
with the same distribution function as V, although this materially reduces 
the value of a(p) in many cases. But for the sake of illustration, we will sup- 
pose the potential V is already radially symmetric and decreasing. 
Let us take, for example, ./Z = IF!“, IZ > 2, and V(x) = l/lx I. For GE of 
fixed measure, p(rr(a)/p(6Z)) - (V(d)/p(GZ)) is least when a is a ball of 
radius r, centered at origin, in which case it has the value 
(n/r)(p - l/(n - 1)). Hence 
1 
a(p)= --oo ifp<---- 
n-l 
=o 
1 
ifpa- 
n-l 
and p(z) = sup, (a(p) - p’/z) = -l/(n - 1)2 z. 
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It is worth noting that in the case above, we also have 
B(z)=infsup p#E--p2/rl, 
a P 1 
for the following reason. If we took for the potential I’(x) = l/l x 1 2, n > 3, 
and followed the usual prescription, we would get /3(r) E -cc. But if we 
were able to compute b(t) as inf, supP, we would have /I(r) = 0 for r b 
4/n(n - 2). The correct minimal value of r is known to be 4/(n - 2)2, so that 
while one may often interchange the sup and inf, it is not valid to do so in 
general. 
IV. LOG-SOBOLEV INEQUALITIES IN THE COMPACT CASE 
In this section we give log-Sobolev inequalities for compact manifolds A? 
in terms of the isoperimetric constants for the manifold. It will be con- 
venient to suppose that the total Riemannian measure of A? is 1. 
The main emphasis in the compact case is in finding the least p for which 
P Iv12~af2). I 
It is known that p 3 2/A., where A is the smallest non-zero eigenvalue of the 
(positive) Laplacian, and that p = 2/A for spheres [7]. Our methods do not 
enable us to recover these best values of p. 
We require a preliminary result. 
LEMMA 9. For any constant k, 
97f2) + 2 j-f2 k Y((f+ k)2). 
For technical reasons, it is convenient to prove the discrete version of 
this lemma, and get the integral version by passage to the limit. Thus, we 
will show that xi, i = 1, 2 ,..., n, being arbitrary reals, 
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In the above, we replace xi by txi and note the inequality is true at t = 0. 
Moreover, the derivatives with respect to t, at t = 0, of both sides of the 
inequality vanish. So if we show the second derivative of the left dominates 
the second derivative of the right we are done. This requires: 
+fcx2-4 {Cxi(txi+k))2 
n ’ C(tXi + k)’ . 
There is a minor difficulty here inasmuch as txi + k may be zero, thus 
ln(tx, + k)’ undefined, but the expression on the right does integrate back 
to the correct value. The support function definition of 9’(f) assures that 
for any U’S, so the inequality is established. 
There are a number of different ways to proceed now in order to get a 
log-Sobolev inequality for A?, of which we illustrate only one. We study the 
inequality: 
We will suppose we have an isoperimetric inequality on 4 of the form 
I 
\Vfl >ci;f 
D 
If-~I~l(~~l) 1 
(n-1)/n 
which is equivalent to: 
o(a) 2 c min [~(a), 1 - ~(a)](“-‘)‘“. 
By a standard manipulation, [ 111 the isoperimetric inequality implies 
2 > c2/4, where 1 is the first non-trivial eigenvalue of the Laplacian. 
Our inequality requires: 
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for nice sets a. Taking 155 = A gives, in particular, the obvious conclusion 
a<O. IfO<p(a)<l, we must have 
Using now the isoperimetric inequality, and the fact that 
(1 -x) ln( 1 - x) Z x In x for 0 < x < + to take care of the case ~(a) 2 4, we 
readily obtain: 
a = a(p) = n In p ifp<l 
n ce 
=o ifp>r. 
ce 
In the inequality 
replace now f by g*, g of mean value zero, to obtain 
whence 
(Y+$) j IvgI*~Y(gz)+2 jg’ 
for any constant k, using our lemma above. Now pick p so as to minimize 
(2 - a(p))/1 + 2p/& The result is: 
THEOREM 10. 
for 
c2e2 
ifRC4. 
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Recalling that 12 c2/4 a straightforward calculation applied to the above 
gives a uniform statement. 
COROLLARY 1.1. 
for 
4(n + 2) 
P= -. 
c2 
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