Abstract-We apply transfer learning techniques to create topically and/or stylistically biased natural language models from small data samples, given generic long short-term memory (LSTM) language models trained on larger data sets. Although LSTM language models are powerful tools with wide-ranging applications, they require enormous amounts of data and time to train. Thus, we build general purpose language models that take advantage of large standing corpora and computational resources proactively, allowing us to build more specialized analytical tools from smaller data sets on demand. We show that it is possible to construct a language model from a small, focused corpus by first training an LSTM language model on a large corpus (e.g., the text from English Wikipedia) and then retraining only the internal transition model parameters on the smaller corpus. We also show that a single general language model can be reused through transfer learning to create many distinct special purpose language models quickly with modest amounts of data.
I. INTRODUCTION
A neural network language model (NNLM) is a neural network designed to provide a probability distribution over word sequences in a language [1] , [2] . Although generally trained to predict a term given a sequence of previous terms, NNLMs have broad applications in machine translation [3] , [4] , parsing [5] , [6] , question answering and information retrieval [7] , [8] , speech recognition [9] , [10] , text summarization [11] , [12] , and topic analysis and classification [13] , [14] .
Training an NNLM typically requires an incredibly large dataset. For example, the "one billion word benchmark" (a common dataset used to evaluate NNLMs) has a training set consisting of over 30 million sentences and over 768 million words [15] . For many applications, acquiring and cleaning a dataset of such a large size is prohibitively expensive. Intuitively, most of the information learned from such a data set is redundant from one model to the next. The general structure and patterns of a language need not be relearned for each application if a general model can be leveraged across multiple applications. This has led us to investigate transfer learning techniques for neural networks with the aim of tailoring NNLMs trained on large datasets to data for which our training set has a much more modest size.
Following [1] , [2] , we first train a long short-term memory (LSTM) NNLM on a large dataset (English Wikipedia), which we call the general dataset. We then refine our NNLM on a smaller dataset (e.g., sentences in English Wikipedia pertaining to movies), called the biasing dataset, by freezing the weights in the input and output layers and retraining only the model parameters which control the transitions between hidden states in the network. Although freezing and retraining has been used previously in the image understanding domain [16] , [17] , this is to the best of our knowledge the first application of this technique to training specialized NNLMs. The retraining phase of our technique lasts a small fraction (typically under 5%) of the time required to complete the first training phase, requires orders of magnitude less training data, and brings significant perplexity gains to language models tailored to smaller biasing datasets. That is, this is a relatively inexpensive technique which leads to significant improvements.
II. RELATED WORK
There has been much related work in language modeling which incorporates style and content into a general language model. Although our approach is comparable, we are applying transfer techniques much more aggressively, and we are interested in techniques which might theoretically apply to a broad set of analytical tasks within the natural language processing (NLP) domain.
We note that there is much research on transfer learning in the NLP domain where the authors' approach does not involve NNLMs (e.g., Blitzer et al.'s work on part-of-speech tagging [18] ). Furthermore, transfer learning is applied to neural networks in many other fields of research, most notably image representation learning [16] , [17] . For the rest of this section we focus on relevant approaches to tuning NNLMs.
Motivated by the philosophy that adjacent sentences in a document should share topics and that the topic of a sentence should not change halfway through the sentence, Ji et al. incorporate context into a language model by adding a "context" vector as input to each step of a recurrent neural network in addition to a term [19] . Whereas Ji et al. train internal parameters pertaining to context and sentence terms simultaneously, we focus on taking a general language model and specializing it on a particular dataset. Furthermore, the "context" vectors serve more to maintain local cohesion in the text than to influence style or content. In contrast, our work is focused on morphing a general language model to accommodate stylistic and topical aspects of small, focused datasets.
Other related efforts focus on adding parameters to general language models to capture certain topical or stylistic aspects of text. After training a general NNLM on 1.5 million beer IEEE/ACM ASONAM 2018, August 28-31, 2018, Barcelona, Spain U.S. Government work not protected by U.S. copyright. reviews, Lipton et al. [20] freeze the learned weights in their NNLM but train additional weights for additional inputs (e.g., the review's star rating and the style of the beer). Note that Lipton et al. must explicitly model and construct vectors for their auxiliary input. Their approach works well if one has in mind a specific use case which can be easily quantified, but this approach does not immediately adapt to scenarios where one wishes to specialize a general language model to a language model tailored to a particular style or topic.
There is also a collection of research which biases a general NNLM using a combination of variational autoencoders and generative adversarial networks [21] - [23] . Architecturally, each of these models resembles a standard NNLM with a variational autoencoder plugged in to bias the model toward a certain subset of the data. In contrast, we present a procedure which can bias a general NNLM without explicitly modeling or controlling latent variables (e.g., review score). Indeed, our goal is to train an NNLM in settings where only a small training set is available, whereas others wish to incorporate known attributes of their data into an NNLM.
Furthermore, the nature of the bias is more limited in most previous research than in this work. For example, much previous work on biasing NNLMs is focused on product reviews [20] , [22] , [23] . The biasing datasets used herein are much more specialized in relation to our general datasets than the set of positive reviews is to the set of all reviews.
The research described herein is most similar to concurrent work by Howard and Ruder [24] . However, unlike [24] , which focuses on specific classification problems, we focus on general language modeling.
III. APPROACH
NNLMs transform input terms via a mapping from terms to an associated term-space vector representation. The vector representation corresponding to each successive input term is used to incrementally update a hidden state space vector representation of the sequence of terms seen by the network. At each step, this hidden state is used to derive a vector of probabilities representing the network's guess at the subsequent term in the sequence. When training a NNLM, we aim to minimize a loss function calculated from this vector of probabilities and the actual next term.
Our research is motivated by the insight that NNLM's word space transformations represent a mapping from the source language into and out of a "narrative space" representation, and that these mappings are likely language specific but domain independent. The fact that most of a NNLM's parameters are concentrated in these input and output layers (the mapping layers) implies that it may be beneficial to train all parameters of a NNLM on a large dataset and subsequently retrain only the interior layers of the network on our biasing datasets. Thus, the parameters responsible for the meanings of words are learned entirely on a large corpus while the (smaller number of) parameters responsible for the flow of language are learned on a large corpus but refined on small, specialized corpus characterized by a specific topic and/or style.
We separate our approach into three portions: preprocessing, training a general NNLM, and biasing the NNLM. Training neural networks requires one to fine-tune a myriad of hyperparameters (e.g., vector dimensions, learning rate, regularization parameters), and we have experimented with multiple values for each of these hyperparameters. In the discussion below, we mention only the values for the hyperparameters which were optimal for our language modeling tasks. All networks are trained using TensorFlow [25] .
A. Preprocessing
During preprocessing, we produce training data in a format largely consistent with the term token structure of the Wall Street Journal portion of the Penn Treebank (PTB) corpus [26] .
We begin by tokenizing the text using the PTBTokenizer from Stanford CoreNLP [27] with the settings "normalizeParentheses=False", "normalizeOtherBrackets=False", and "splitHyphenated=True". In addition to tokenization, this tokenizer splits text into its constituent sentences. We remove any "sentences" longer than 128 tokens; we found most of these to be either run-on or improper sentences (e.g., bulleted lists, bibliographic information).
We further convert all text to lowercase, and we add "<bos>" and "<eos>" tags to the beginning and end of each sentence. We train our models using a vocabulary of the 65,536 most commonly used terms. All terms not in our vocabulary are replaced with an "<unk>" token.
B. Training the general NNLM
We train two-layer LSTM NNLMs [1] , [2] with peephole connections [28] on our general datasets. Furthermore, unless otherwise noted, all neural networks have input, hidden, and output layers with 2,048 dimensions.
Recall that each step of a NNLM takes as input a term in a sentence and produces as output a probability distribution representing the network's guess at the subsequent term in the sentence. Because calculating a probability for each term at each step of the LSTM can be computationally expensive, we use a sampled softmax loss function [29] . Using this loss function, it is necessary to compute probability estimates only for the correct term and a small number of incorrect terms. As suggested by Ji et al. [30] , we choose to sample 1,024 incorrect terms, and the incorrect terms are each chosen with probability proportional to count(t) 0.4 , where count(t) represents the number of times term t occurs in the training dataset.
We regularize using dropout [31] , a regularization technique which ignores a set percentage of hidden states during training. Explicitly, we randomly set 25% of the inputs of each hidden layer to zero. We train our networks using the Adam optimizer [32] with a batch size of 256. We train in two phases with empirically chosen learning rates. We first set the learning rate of the Adam optimizer to 0.001 and train until convergence. We then decrease the learning rate to 0.0001 and continue training until convergence. 
C. Training the biased NNLM
To bias a general NNLM, we continue the training procedure as discussed in Section III-B with a biasing dataset instead of the general dataset. When training the NNLM on a biasing dataset, we train only the interior layers of the network; the weights learned by the NNLM for the input and output layers during the first phase of training are fixed when biasing the NNLM. 1 With our chosen hyperparameters, our NNLMs each have 336 million parameters, of which only 67 million are dedicated to the internal transitions of the language model. Although the parameters controlling internal transitions represent a mere one-fifth of the original model, our networks are still prone to overfitting on our biasing datasets due to their small size. We thus regularly monitor the perplexity attained by the NNLM on the validation portion of our biasing data, and we stop the training procedure when this perplexity reaches a local minimum.
For a language model M and a language dataset D containing terms t, we measure the perplexity of M evaluated on D via:
where |D| represents the number of terms in D, and p(t ; M ) denotes the probability M assigns to the correct term t. Perplexity represents the inverse of the geometric mean of the probabilities assigned to the correct terms in the testing dataset. As such, lower perplexities imply better models.
IV. DATA
All considered datasets are listed in Table I . Our general dataset is the text of English Wikipedia (ENWiki).
We create biasing datasets of various forms. First, we construct subsets of ENWiki so that the sentences in each subset share some topical or stylistic similarity. To construct these datasets, all sentences containing certain unigrams or bigrams are considered to belong to a topically oriented biasing dataset. For example, we create a "math" subset of English Wikipedia, notated ENWiki Math by collecting all sentences containing the terms "math", "mathematics", "algebra", "geometry", etc.
To study the relationship between the size of the biasing dataset and final performance of the model on its test set, we also construct extra subsets of various sizes of the training partition of ENWiki Science, a collection of Wikipedia articles with a science focus.
To create a somewhat stylistically dissimilar dataset, we curate the text of Simple English Wikipedia (SEWiki). Simple English is a subset of English created to facilitate communication among those who are not fully fluent in Standard English. We further create topically oriented subsets of SEWiki.
We also explore datasets which have low stylistic similarity with ENWiki. These include WSJ, the Wall Street Journal portion of the Penn Treebank [26] (which has its own traditional training/validation/testing partitions), and MovieReviews, a set of movie reviews curated by Pang and Lee [33] .
We split our datasets into a "training" partition to train the NNLMs, a "validation" partition to monitor model perplexity during training, and a "testing" partition which is used only to measure model performance as reported below. We use 80% of the data for the training partition, 10% of the data for the validation partition, and 10% of the data for the testing partition. For the topically biased subsets of a general dataset (e.g., ENWiki Science), all partitions are subsets of the partitions of the corresponding general dataset.
Basic statistics for all of these datasets are listed in Table  I . The "Type" column in Table I distinguishes our general datasets and those biasing datasets which we felt were by nature topically focused, stylistically distinct, or both. We emphasize that our biasing datasets are a fraction of the size of most corpora used to train NNLMs.
V. RESULTS
We first train three general NNLMs independently on ENWiki. We then bias each of these on each of our biasing datasets. In addition to calculating the perplexity of each of these NNLMs on each of the datasets, we also create an ensemble of the three general or biased NNLMs trained on the same dataset by averaging the predicted probability distributions at each step. Because we observed an improvement of roughly 10% when combining the three models trained using the same training procedure, we report results only for our ensemble models.
Herein we describe our results on the dataset discussed above. We also tested our algorithms against a large Twitter dataset and small, topically biased subsets. We omit discussion of the results on the Twitter corpora due to space constraints and because we obtained results similar to those shown below.
A. Perplexities between models
The perplexities attained by evaluating our models on each of our datasets are provided in Table II . Some datasets are inherently more complex and "perplexing" than others; to account for this disparity and to provide a fair comparison of models and datasets, we divide the values in each column by the perplexity listed in the diagonal entry (i.e., the perplexity attained by evaluating the model on the testing partition of the model's training dataset); the result is shown in Table III . We note that, with the exception of the SEWiki Science model and dataset, the diagonal entries of Table III are the lowest values in their respective row and column. That is, all models but one can identify their own domainspecific data. We find it plausible that this exception is a result of the small yet relatively simple nature of the SEWiki Science dataset. The ENWiki Science model finds the sentences in the SEWiki Science dataset relatively unperplexing given the somewhat more complex language but similar topic of the ENWIKI Science dataset, and the small size of the SEWiki Science dataset prevents the SEWiki Science NNLM from outperforming the ENWiki Science model.
Focusing on Table III and ignoring the general ENWiki and SEWiki datasets, the ENWiki Sports model attains its second lowest score on the SEWiki Sports dataset, and the ENWiki Movies dataset attains its second lowest score on the MovieReviews dataset. The SEWiki model attains its second and third lowest scores on the considered subsets of the SEWiki dataset. This suggests that these models might be usable for style and topic identification.
B. Perplexity within model
Our training procedure produces better language models than training on the biasing datasets alone. Most of the biasing datasets are simply too small for training an NNLM from scratch. For example, after experimenting with multiple NNLM architectures, hyperparameters, and training procedures, the best perplexity attained by a single NNLM trained and evaluated only on the SEWiki dataset was 56.0, much higher than the perplexity of 32.4 attained by a single LSTM NNLM trained first on the ENWiki dataset and further biased on the SEWiki dataset. Similarly, each individual NNLM biased on the WSJ corpus attains perplexities on the testing partition of WSJ around 57.3, and the ensemble of NNLMs attains a perplexity of 51.2. Both of these perplexities are noticeably lower than the perplexity of 66.4 reported in [19] .
C. Training data size analysis
To examine the effect of the size of the biasing dataset on model perplexity, we train models using subsets of various sizes of the training partition of ENWiki Science. All models are tested using the full testing partition of ENWiki Science. Results of this experiment are illustrated by Figure 1 . The relationship between the size of the biasing dataset and perplexity is well captured by the power law perplexity = 48.9 × numSentences −0.040 .
D. Perplexity distributions
In any corpus, sentences may range from the canonical to the completely bizarre. When evaluated on the individual sentences from such a corpus, a NNLM will produce a variety of perplexity scores. We are interested in the distribution of these scores for different combinations of models and corpora. Thus, we use each model to calculate the perplexities of each sentence in each dataset. We use the collection of perplexity values for a given dataset and model to calculate a kernel density estimate (KDE) using a Gaussian smoothing kernel. Figure 2 shows all models' KDEs calculated from the perplexity scores of the sentences from the ENWiki Computer test dataset. This result is fairly typical across datasets; the matching model generally deems the data to have a lower, tighter distribution, whereas the non-matching models generally have similar and overlapping but generally higherperplexity distributions.
E. Example outputs
Finally, for the amusement of the reader, we include an unbiased random sample of sentences generated by the MovieReviews model:
Is there a mission to be able to save our environment?
There are both men and women and rule both sexes, while each member of the class is given eight <unk> once lost in an environment from <unk> to trolls or aliens. However, Martin Scorsese's disappointing "the lantern of fools" bit proves the regular rotation can really be a bit more daunting. The wonder-riddled body guns and safe thrills are such satisfying crowd names... Edward island has featured a automated software storage system. For contrast, we include the following sample of sentences from the ENWiki Math model:
In algebraic geometry, a space product, also known as a open set, is a topological space a for every subdivision of space that is compact, which is generally considered the regular topology. <unk> and <unk> both argue that change can be objectively better than self-improvement (affecting content on the cognition of perceptual thinking), which explains conceptual actions to atypical applications in computational statistics. We can view and explain changes in the vanishing bodies that are apparent in transcendental (or finitetime) geometry. Graduates' successful range of technology can be generated using various experiments, such as data processing, equipment, conservation strategies, statistics, intellectual output and book-keeping. It is also an important source of data for bounds on asymptotic properties of polynomial curves of probability.
VI. CONCLUSIONS AND FUTURE WORK
In this work, we have introduced a technique to bias a neural network language model on a dataset which is a fraction of the size of the datasets traditionally used to train language models. Our technique can quickly transform an NNLM trained on a large dataset to an NNLM catered to capture the topical and stylistic facets of a small dataset.
We recognize that there have been many recent developments in neural network language modeling that are not reflected in this paper, and we look forward to applying our technique for biasing neural network language models to architectures other than LSTM models. Subsequent work will allow us to demonstrate the benefits of transfer learning in many common NLP applications. For example, our biased models could serve as one of many word sequence likelihood evaluators for various tasks.
We are interested in evaluating how confident topic classification of short documents should be in this framework based on a small set of sentence perplexities under competing hypotheses. Across each pair of the models and datasets tested, the estimated perplexity distribution seems to be well approximated by a gamma distribution. Further examination of this observation will require formalizing the relationship between a NNLM's learned term probability distribution estimates and a gamma distribution fit to the resulting samples of sentence perplexities. This suggests a few potential approaches to text classification using model selection or empirical goodness-offit tests.
We believe our model could be combined with other approaches to address the long-standing problem of developing language models to understand humor, sarcasm, and idiomatic expressions. These nuances may be insoluble in a general language model, but with narrow, domain-focused models, it may eventually be possible to pick up on niche-specific cues revealing which statements are understood to be absurd when taken literally.
