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We present an algorithm for measuring arbitrary one-particle Greens functions within the op-
erator loop update mechanism. Further this method is applied to the the pSO(5)model of
high-temperature superconductivity and we present its three dimensional the phase diagram.
Within the parameter regime studied we show that the model under consideration reproduces
salient features of the cuprates phase diagram and that SO(5)symetry is restored in a transient
regime, although SO(5)symetry is broken at the hamiltonian level.
1 Introduction
Strongly-correlated electron systems rank amongst the most intensively studied objects in
modern theoretical solid state physics1–9. The reason for this interest is that strongly in-
teracting electrons are the key ingredient for many exotic optical, electrical and magnetic
properties of technologically promising materials such as high-temperature superconduc-
tors (HTSC)10 or colossal magneto-resistance materials (CMR)2. Amongst many others,
possible applications for these classes of materials range from magnetic data recording
to dramatically faster computers, loss-free transport and storage of electrical energy, new
means of public transport based on magnetic levitation, medical imaging, better speech
quality in mobile communication, and hyperfine detectors in scientific research and mate-
rial testing.
Numerical simulations have become important tools within solid state physics, and are a
substantial part of the literature and ongoing works in this area rely on these ‘computer ex-
periments’1, 11, 12. Numerical simulations allow measurements of the properties of well de-
fined microscopic model Hamiltonians up to essentially arbitrary accuracy, thereby taking
into account all quantum mechanical interactions without any approximation or perturba-
tion expansion. However numerical simulation techniques must still be further developed,
because they suffer from the limited system sizes achievable, i.e. with the Lanczos algo-
rithm ≈ 20 sites, with Quantum–Monte Carlo (QMC) methods ≈ 102 sites for fermionic
systems and≈ 104 sites for bosonic systems, which is far away from thermodynamic limit
of about 1013 atoms in a cube of 1cm3 of a real solid .
In this paper, we first review a QMC method, the so called Stochastic Series Expan-
sion (SSE) and further present an extension of the loop–operator update, wich allows to
access arbitrary one–particle green’s functions within the numerically exact SSE technique
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(see Sec.2). Section 3 is dedicated to an up-to-date application of the developed program
package: The projected-SO(5) (pSO(5)) model in three dimensions which is a promising
theory for HTSC. In section 4, we summarize our work.
2 The SSE Technique and the Update Mechanism
QMC techniques are currently the most important simulation tools of strongly-correlated
solid-state physics. Many different variants have been developed, and we refer to
reference 13 for an overview. The basic idea of all these variants is instead of using all
basis states of the Hilbert space for exactly diagonalizing the measurement operators, but
to calculate statistical mean values of the measurable quantity based on a relatively small
ensemble of the ‘statistically most relevant’ states of the system. These states are sampled
starting from an arbitrarily chosen initial state and using a statistical sampling process. The
statistical process has to be organized in such a way that the correct thermodynamics of the
system studied is captured: i.e. each state s should be sampled with a probability, which is
proportional to its Boltzmann factor e−E(s)/kBT (Ref. 14, 15). It can be shown14 that this
is guaranteed if the process fulfills the detailed balance criterion. Unlike ED and DMRG
(apart from some rather involved extensions to T > 0), it also works at finite temperature,
thus providing access to thermodynamical properties of the system. The central quantity
to be sampled in a QMC simulation is the partition function, i.e.
Z = Tr(e−βHˆ ), (1)
where Hˆ is the system’s Hamiltonian and β = 1/T the inverse temperature. Standard
QMC techniques13 split up the exponential into a product of many ‘imaginary time slices’
e−∆τHˆ and truncate the Taylor expansion of this expression after a certain order in ∆τ ,
thereby introducing a discretization error of order (∆τ)n.
In SSE, however, one chooses a convenient Hilbert base {| α〉} and expands Z into the
power series
Z =
∑
α
∞∑
n=0
(−β)n
n!
〈α |Hˆn| α〉. (2)
It can be shown that the statistically relevant exponents of this power series are centered
around
〈n〉 ∝ Nsβ, (3)
where Ns is the number of sites (or orbitals) in the system16. We can, thus, truncate the
infinite sum over n at a finite cut-off length L ∝ Nsβ without introducing any systematic
error for practical computations. The best value for L can be determined and adjusted
during an initial thermalization phase of the QMC simulation: beginning with a relatively
small value of L, one can start the QMC update process, stop it whenever the cut-off L is
exceeded and restart with L increased by 10 to 20%. Now let Hˆ be composed of a certain
number of elementary interactions involving one or two sites (such as on-site potentials,
nearest neighbor hopping etc.). In order to obtain a uniform notation, we combine those
interactions, affecting only a single site to new ‘bond’ interactions. One can, for example,
take two chemical potential terms µ · nˆ(site1) and µ · nˆ(site2) and form the bond term
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Cµ(nˆ(site1) + nˆ(site2)) with the constant C assuring that the sum over all new bond terms
equals the sum over all initial on-site terms. We can thus assume in the following that Hˆ
is a finite sum of bond terms Hˆb and that the operator strings Hˆ
n
in (2) can be split into
terms of the form
n∏
i=1
Hˆ
(ai)
bi , (4)
where bi labels the bond on which the elementary interaction term operates and ai the
operator type (e.g. density–density interaction or hopping). By introducing “empty” unit
operators Hˆ
(0)
=
 
, one can artificially grow all operator strings to length L and then
obtains16
Z =
∑
α
∑
{SL}
βn(L− n)!
L!
〈α |
L∏
i=0
(−Hˆ(ai)bi )| α〉. (5)
Here, {SL} denotes the set of all concatenations of L bond operators Hˆ(a)b and n is the
number of non-unit operators in SL.
If we want to sample the (α, SL) configurations according to their relative weights with a
Monte-Carlo procedure, we have to make sure that the energy of each bond operator is zero
or negative since, in order to fulfill detailed balance, we choose the acceptance probability
p of a bond interaction to be proportional to its negative matrix element. This requires,
however, that all matrix elements are non-positive. Having outlined the basic idea of SSE,
we next review the non-local updating scheme.
The basic idea was proposed by Sandvik17. However, we added a couple of extensions.
In particular, we formulated the access and computability of time-dependent Green’s func-
tions (see Eq. (8))18. These Green’s functions are the tools to extract the experimentally
accessible information, such as the response to an external perturbation. A world-line rep-
resentation is used, in which the x-axis represents the spatial dimensions and the y-axis
the propagation level l=1...L. We symbolize type-1 bosons by single solid lines, type-2
bosons by double lines and empty sites by dotted lines (see Fig. 1, left). Following Sandvik,
we separate the set of all bond operators into three classes: empty operators Hˆ
(0)
=
 
, di-
agonal operators Hˆ
(d)
and non-diagonal operators Hˆ
(nd)
. The QMC process starts with an
arbitrarily chosen initial state | α〉 and an empty operator string: in Fig. 1 (left), for exam-
ple, three sites are occupied with type-1 bosons, two sites are empty and site 2 is occupied
by a type-2 particle. Now two different update steps are performed in alternating order:
a diagonal update, exchanging empty and diagonal bond operators, and an operator loop
update, transforming and exchanging diagonal and non-diagonal operators.
In the diagonal update step, the operator string positions l = 1...L are traversed in ascend-
ing order. If the current bond operator is a non-diagonal one, it is left unchanged; if it is
an empty or diagonal operator, it is replaced by a diagonal or empty one, with a certain
probability satisfying detailed balance, i.e. an operator with lower energy is more likely to
be maintained or inserted than an operator with higher energy (Fig. 1 middle).
Non-diagonal bond operators cannot simply be inserted into the world-line configuration
as diagonal operators can: their insertion and modification requires local changes of the
world-line occupations. Sandvik proposed the following method to construct such a loop:
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Figure 1. Left: world-line representation of an arbitrarily chosen start state for a physical system with
three allowed occupations per site: empty (dashed line), particle 1 (solid line) or particle 2 (double
line). The initial cut-off length L has been set to L = 9, and the initial bond-operator string consists
only of “empty” operators. Middle: in the diagonal update step a certain number of empty bond
operators is replaced by diagonal ones (and vice versa). In this example 7 of the initial 9 empty
operators have been replaced. Right: The loop update closes if the initial insertion point – here the
propagation level 6 at world line 2 – is reached again and if the inserted world-line discontinuity is
removed in this step.
a certain world-line and a propagation level l on it is chosen arbitrarily; at the chosen point
one disturbs the world-line by a local change – for example the creation or annihilation of
a particle. Then one chooses a direction (up or down in propagation direction) and starts
moving the disturbance in this direction. The aim is to move this disturbance (we’ll call
it ‘loop head’) through the network of world-lines and interaction vertices until the initial
discontinuity is reached again and healed. Whenever the loop head reaches an interaction
vertex, we must decide how to go on, satisfying detailed balance. Using this scheme a
wide range of quantum mechanical observables are easily accessible by this operator loop
update, for example 〈E〉, CV or equal time correlation functions 〈Dˆ1Dˆ2〉 of two diagonal
operators Dˆ1, Dˆ2.
In SSE the propagation index l describes the evolution of an initial state, when a series
of elementary terms of the Hamiltonian is acting on it; thus l plays a role analogous to
imaginary time in a standard path integral. More detailed calculations19, 20 show that an
imaginary time separation τ corresponds to a binomial distribution of propagation dis-
tances ∆l; the time-dependent correlation 〈Dˆ2(τ)Dˆ1(0)〉, for example, is related to the
correlator
C12(∆l) =
1
n
n−1∑
l=0
d2[l +∆l] d1[l] (6)
via
〈Dˆ2(τ)Dˆ1(0)〉=
〈
n∑
∆l=0
(
n
∆l
)(
τ
β
)∆l(
1− τ
β
)n−∆l
C12(∆l)
〉
. (7)
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The observables listed above serve to access important static thermodynamic proper-
ties of the system studied. However, properties such as photo-emission, described by the
Green’s function 〈a†(k,ω)a(0,0)〉, where a(k,ω) (a†(k,ω)) creates a hole (electron) with mo-
mentum ~k end energy ω, or spin flip response functions 〈S−(k,ω)S+(0,0)〉, where S− and
S+ are the spin flip operators known from standard quantum-mechanics, are often even
more interesting as they provide insights into the system’s dynamics. Within the frame-
work of SSE, measuring these Green’s functions G(k, ω) requires the insertion of local
changes on certain world-lines (such as removing a particle at propagation level l1 on
world-line w1 and re-inserting it at propagation level l2 on world-line w2). Performing
these insertions is a highly non-trivial task, since on the one hand detailed balance must be
assured. On the other hand, the whole process has to sample all distances r = w2−w1 and
all propagation differences ∆l = l2 − l1 efficiently. Both requirements also exist for the
QMC update steps between different measurements, and within SSE they are fulfilled by
introducing the non-local operator loop-update mechanism. Since this update inserts and
moves local changes on the network of world-lines and connecting interaction vertices, it
can be used to record the corresponding Green’s functions G(~r,∆l) ‘on the run’, while
constructing the closed loop.
Efficiently accessing the system’s dynamics. In this paragraph, an efficient implementa-
tion strategy for recording G(~r,∆l) and for the adjacent transformation steps, mentioned
above, is presented. The transformation from propagation levels ∆l to imaginary time τ
requires the same weight factors as discussed earlier for diagonal correlation functions:
G(r, τ) =
n∑
∆l=0
(
L
∆l
)(
τ
β
)∆l(
1− τ
β
)L−∆l
G(r,∆l) (8)
≡
L∑
∆l=0
w(τ,∆l) G(r,∆l) ,
where
w(τ,∆l) =
(
L
∆l
)(
τ
β
)∆l(
1− τ
β
)L−∆l
. (9)
Working in a fixed string size representation with fixed L instead of varying n is more
convenient because the binomial weight prefactors are fixed during the entire simulation
and can easily be calculated once, at the beginning of the simulation.
There are several possible ways to implement the recording of G(~r,∆l) measurements
and the following transformation to G(~r, τ). The easiest and, at first glance, fastest way
simply writes all recordedG(~r,∆l) data into a two-dimensional array with dimensionsNs
and L ∝ Nsβ. The transformation to G(~r, τ) can then be performed at the end of the
simulation. However, this method has two problems. First a separate measurement has to
be recorded each time the loop head steps up or down by one level on a world-line and,
whenever it traverses an interaction vertex. Recording all these measurements drastically
slows down the loop update process. Second, for large systems (Ns ≈ 5000) and low
temperatures (β ≈ 40), the two-dimensional array needed to storeG(~r,∆l) contains about
one billion elements and needs more memory than available on many computer systems.
In our code we have adopted a different strategy to overcome these problems: we perform
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all possible G(~r,∆l) measurements (thereby exploiting the fact that G(~r,∆l) is constant
on the entire world-line fragment between two adjacent vertices) and directly transform
these into G(~r, τ) at the end of each loop update step. On the one hand, the transformation
introduced after each QMC update step is necessary to keep memory requirements man-
ageable. On the other hand the number of floating-point operations grows significantly.
Simply applying Eq. (8) with its computationally expensive operations (divisions, powers,
binomial coefficients, large sums), would now cost by far too much computation time. In-
stead, we remember thatG(~r,∆l) is composed out of a relatively small number of intervals
I =]∆l1(I),∆l2(I)] with constant function value (Fig. 2b). Therefore, we can compute the
contribution of an entire ∆l-interval to G(~r, τ) in one step:
G(r, τ) =
∑
I
G(r, I)
(
W (τ,∆l2(I))−W (τ,∆l1(I))
)
, (10)
where W is the “integrated weight function”
W (τ,∆l) =
∆l∑
m=0
w(τ,m). (11)
The ∆l-range in which W (τ,∆l) considerably differs from 0 and 1 is determined by the
mean value and the standard deviation of the b distribution w(τ,∆l):
〈∆l〉 = Lτ
β
(12)
σ∆l =
√
L
τ
β
(
1− τ
β
)
. (13)
Below (〈∆l〉 − 5 σ∆l) the integrated weight is zero, above (〈∆l〉+ 5 σ∆l) it is 1 (up to an
error of less than 10−7). The remaining interval rarely contains more than fifty or hundred
∆l-points (see Fig. 2d); these values can easily be stored after having been computed once
for each τ . Thus, W (τ,∆l) can be calculated very rapidly with nothing but a couple of
“cheap” elementary operations. For very large systems and very low temperatures the “rel-
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Figure 2. Transformation of Green’s functions measurements from propagation level ∆l to imaginary time τ : the
raw measurements recorded during loop update on different world-line segments (a) are combined into a single
function G(~r,∆l) (b). For a given τ G(~r), could be computed by summing up all G(~r,∆l) weighted with
w(τ,∆l) =  L
∆l

τ
β 
∆l
1− τ
β 
L−∆l (c). A much more efficient way uses the “integrated weight function”
W (τ,∆l) =  ∆lm=0 w(τ,m) (d) to get the total contribution of each range ]∆l1,∆l2] in which G(~r,∆l) is
constanst. In the example shown here G(~r, τ) is then simply aA+ bB + cC.
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evant” ∆l-ranges might become so large that it is unfavorable to store all neededW (τ,∆l)
values – for example, because accessing the large array W [τi,∆l] would cause too many
cache misses. In this case one can store the coefficients of some interpolation functions for
W (τ,∆l) instead of the function values themselves.
The next transformation step, Fourier transform from G(~r) to G(~k), is a well-known
standard method that does not impose any fundamental problems. Unlike a Fourier trans-
form, a Laplace transform in general cannot be inverted. Therefore, the last transition step
from τ to ω is by far more complicated than the previous one from r to k. We use ef-
ficient Maximum Entropy techniques developed within the last years and refer to earlier
publications.21
In the next section we want to dicuss very briefly an example application, the phase
diagram of the three dimensional pSO(5)model.
3 The pSO(5) Model of HTSC in Three Dimensions
When studying the phase diagram of high–Tc cuprates (figure (3) one notices one common
feature: The close proximity of antiferromagnetism (AF) and superconductivity (SC). Both
phases are states with broken symmetry: In an antiferromagnet the staggered magnetization
points towards a specific direction and, therefore, breaks the SO(3) symmetry of rotational
invariance in the three–dimensional space. In the superconductor, the charge conservation
is broken since Cooper pairs can be freely generated from the condensate. This corresponds
to a broken U(1) symmetry.
(condensed triplets)
metal
AF
phase
pseudo-
gap
T
µ
superconductor
d-wave
singlet-’soup’
’RVB’ - state
with condensed
hole-pairs
=Cooper-Pairs
spin-liquid
antiferromagnet
Néel order
Figure 3. A generic phase diagram of high–Tc cuprates.
The two at first glance radically different states (a perfect metal i.e. superconductor
on one side and an AF insulator on the other side) are both states with broken symmetry.
What if the cuprates obey a higher symmetry principle than SO(3) and U(1) that is then
spontaneously broken at low temperatures? This is the idea of the SO(5) symmetry prin-
ciple4, 22. SO(5) is the smallest group that combines SO(3) and U(1) (they are subgroups
of SO(5)). According to this idea, the antiferromagnet and the d–wave superconductor
are two aspects of a broken SO(5) symmetry state; they are “two faces of the same coin”,
where the chemical potential or the doping decides which face the coin “lands on”.
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Figure 4. Left: In exactly SO(5)-symmetric systems collective charge and spin excitations within an
SO(5) multiplet should both have vanishing energy. If exact SO(5)-symmetry is broken by a chemical
potential, there are constant energy steps ∆E between adjacent Q levels (left). In physically realistic
systems, however, charge excitations above half-filling must pay the large energy U due to the strong
on-site repulsion of two electrons in the same orbital. Right: A projected SO(5) theory can account
for the Mott gap and restore at least the energetic degeneracy of hole-doped and spin-excited states
by shifting the chemical potential to the lower band edge. The electron pairs then become irrelevant
for the low-energy description of the system due to the large Mott gap of 2U .
3.1 The Projected SO(5)–Model
The SO(5) theory of HTSC, which is descibed in detail in references 4 and 22, provides
an elegant explanation for many features of the cuprates such as the close vicinity of an
AF and SC phases or the neutron resonance peak at k=(pi, pi)4, 23–25 and makes a number
of experimental predictions26–30. Fingerprints of approximate SO(5) symmetry have also
been detected in some widely studied microscopic effective models for the CuO2 planes,
e.g. the t-J31 or the Hubbard model32. However, the cuprates’ Mott insulating behavior
at half-filling severely challenges the validity of SO(5) theory33, 32, 34, 35: SO(5) symmetry
requires collective charge pair excitations to have the same (vanishing) mass as collective
spin-wave excitations. The real cuprates, on the contrary, are Mott insulators at half-filling
and possess a large energy gap U of several eV due to electron-electron interaction. There-
fore, in physically realistic models the ‘upper half’ of all SO(5) multiplets, i.e. the states
with Q > 0 (“electon doped”), should be separated from the lower part of the multiplet
(holes with Q< 0) by the large energy difference U (see figure 4). The only way to over-
come these problems is to incorporate additional SO(5)-symmetry breaking terms into the
SO(5) description of the HTSC. Most important is to attain a correct description of the Mott
gap at half-filling. This can be done by projecting out all states containing doubly occupied
sites (i.e. the Q>0 part of the SO(5) multiplets depicted in (figure 4). The resulting mod-
els, which exactly implement the so-called Gutzwiller constraint of no-double-occupancy,
are called ‘projected SO(5)’ or ‘pSO(5)’ models.
3.2 A pSO(5)–Symmetric Effective Boson Hamiltonian
The natural excitations, which describe the multipletts of SO(5)theory and which finally
give rise to the AF and SC states are bosonic in nature, i.e. triplet and hole–pair exci-
tations. In Ref. 36 a low-energy effective bosonic model has been constructed in which
the Gutzwiller constraint of no-double-occupancy is implemented exactly. This is done
by projecting out the mode creating particle pair excitations (the so-called pi+ Goldstone
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mode) and by retaining only the massless magnon and hole-pair modes. In Ref. 37 we
showed that the low-energy SO(5) excitations on the rung of a ladder can be cast into a
picture of 5 hard-core bond bosons: three triplet states (t†α=2,3,4) and particle and hole-pair
states (t†p and t†h). As an effective coarse-grained model, this description can be extended
to three dimensional systems (see also Ref. 38), whereby the excitations are now defined
on a 2 × 2 plaquette36. The projection is implemented by restricting within the Hilbert
space with tp(x) = 0. The projected SO(5) Hamiltonian takes the form36
Hˆ = ∆s
∑
x,α=2,3,4
t†α(x)tα(x)+ (∆c− 2µ)
∑
x
t†h(x)th(x) (14)
− Js
∑
<xx′>,α=2,3,4
nα(x)nα(x′)−Jc
∑
<xx′>
(t†h(x)th(x
′)+h.c.) ,
where nα = (tα + t†α)/
√
2 are the three components of the Ne´el order parameter. ∆s and
∆c ∼ U are the energies to create a magnon and a hole-pair excitation, respectively, at
vanishing chemical potential µ = 0. As one can see, the excitation energy for hole pairs
can be compensated by µ in order to have equal energies for spin and hole-pair excitations.
Due to this partial compensation, the mean-field ground state of this model36 recovers exact
SO(5) invariance at Jc=2Js and ∆s=∆c.
3.2.1 The pSO(5) Model in Three Dimensions
To explore the physics of Hamiltonian (14) in three dimensions we used the “Stochastic
Series Expansion” (SSE) in combination with the loop-operator update as descibed abobe
(see Sec. 2). We were able to study systems up to 104 sites in three dimensions, including
the measurements of arbitrary dynamical response functions.
Figure 5 (left) shows the AF and an SC phase obtained in the 3D calculation, as
expected. Furthermore, the two phase transition lines merge into a bicritical point (at
Tb = 0.960 ± 0.005 and µb =−0.098 ± 0.001) . The line of equal correlation decay of
hole-pairs and triplet bosons also merges into this bicritical point P – a neccessary condi-
tion for the restoration of SO(5)-symmetry at this point. The SC phase extends only over
a finite µ range; this is due to the hard-core constraint of the hole-pair bosons and agrees
with experimentally determined phase diagrams of the cuprates.
Tc and TN very accurately fulfill the equation (Tc − Tb)/(TN − Tb) = 3/2. This can
be interpreted as a first hint suggesting that a large region around the bicritical point is
approximately SO(5)-symmetric12.
A closer look to the phase transition line between the points S and P (see figure 5 mid-
dle) reveals that this line is not vertical but slightly inclined: At T =0, the critical chemical
potential is µc=−0.148 and at T =Tb the value is µc= µb=−0.098. This indicates that a
finite latent heat is connected with the AF-SC phase transition. Moreover, this means that
µ is not a scaling variable for the bicritical point P .
We also calculated the critical exponents and showed that SO(5)symmetry is, indeed,
asymptotically restored at the bicritical point. A more detailed description can be
found in Ref. 39, 12. In real cuprates the ratio between the maximum temperatures
Tc and TN is about 0.17 to 0.25, whereas in the pSO(5) model we obtain the values
Tc/J=1.465± 0.008 at µopt/J ≈ 1.7 and TN/J = 1.29 ± 0.01 at µ → ∞, hence Tc
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Figure 5. Left: Global phase T (µ) diagram of the three-dimensional pSO(5) model with Js=Jc/2
and ∆s =∆c = J . Nh is the hole-pair dominated part, Nt the triplet dominated part of the high-
temperature phase without long-range order. The separation line between Nh and Nt is the line
of equal spatial correlation decay of hole-pairs and bosons. Middle: Detailed view to the region
near the bicritical point P in the T (µ) phase diagram of the 3D pSO(5) model. The filled circles
with large error bars trace the line of equal decay behavior of the magnon-magnon and the hole
pair-hole pair correlation functions. Right: Global phase T (µ) diagram of the “material–adjusted”
three-dimensional 4–boson model of Eq. (14), with Jc : 2Js = 0.225 and ∆s=∆c=J .
is slightly larger than TN . The correct value of Tc/TN can be achieved by changing
the ratio of Jc : 2Js from the SO(5)symmetric combination to Jc : 2Js = 0.225,
as depicted in figure 5 (right). One important question left open here is, whether also
the general 4-bosonic model in Eq. 14, with “material adjusted” Jc/Js–ration, has a
SO(5)–symmetric behaviour around this critical point P. First numerical studies seem, in
fact, to support this conjecture, but further studies are required to be able to make a general
statement, i.e, that SO(5) symmetry is dynamically restored at the critical point P.
4 Conclusion
To achieve the above results, in particular to carry out the finite-size scaling related to the
critical properties, state of the art numercial simulations have been necessary. We adopted
and further developped the Stochastic Series Expansion (SSE), a quantum Monte-Carlo
(QMC) algorithm proposed by Sandvik (see Ref. 17 and earlier works referenced therein)
for our needs. This algorithm has been enhanced within this project by the considerably
implementation of the possible measurement of arbitrary correlation functions (static and
time dependend) in the operator-loop update. As already stated above, our implementation
of the SSE numerical technique, in combination with the mapping of strongly-correlated
fermionic (t − J and Hubbard) models onto effective low-energy bosonic hamiltonians
made it possible to simulate up to 10000 lattice sites! Thus within our NIC project, an im-
portant achievement was obtained, namely we could simulate for the first time, at least to
our knowledge, strongly correlated electron systems in three dimensions in lattices with up
to O(104) sites. We consider this as an important break–through in the theory of strongly
correlated boson and fermion systems in general. A more detailed description of the algo-
rithm have been published in18, 40.
Using our SSE code, we studied here the phase diagram and the critical exponents of the
pSO(5)model of high-temperature superconductivityand showed that the pSO(5)model
captures the essential physics of the cuprates phase diagram. We further showed that even
if SO(5)symmetry is broken on a microskopic level, SO(5)symmetry restores with a tran-
sient region around the bicritical point. We refer the interested reader to Ref. 40 where
further calculations and details have been discussed.
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