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A HEAT EQUATION WITH MEMORY: LARGE-TIME BEHAVIOR
CARMEN CORTA´ZAR, FERNANDO QUIRO´S, AND NOEMI WOLANSKI
Abstract. We study the large-time behavior in all Lp norms and in different space-time scales of
solutions to a heat equation with a Caputo α-time derivative posed in RN . The initial data are
assumed to be integrable, and, when required, to be also in Lp. A main difficulty in the analysis
comes from the singularity in space at the origin of the fundamental solution of the equation
when N > 1.
The rate of decay in Lp norm in the characteristic scale, |x| ≍ tα/2, dictated by the scaling
invariance of the equation, is t−
αN
2
(1− 1
p
). In compact sets it is t−α/2 for N = 1, t−α for N ≥ 3,
and t−α log t in the critical dimension N = 2. In intermediate scales, going to infinity but more
slowly than tα/2, we have an intermediate decay rate. In fast scales, going to infinity faster than
tα/2, there is no universal rate, valid for all solutions, as we will show by means of some examples.
Anyway, in such scales solutions decay faster than in the characteristic one.
When divided by the decay rate, solutions behave for large times in the characteristic scale like
M times the fundamental solution, where M is the integral of the initial datum. The situation is
very different in compact sets, where they converge to the Newtonian potential of the initial datum
if N ≥ 3, one of the main novelties of the paper, and to a constant if N = 1, 2. In intermediate scales
they approach a multiple of the fundamental solution of the Laplacian if N ≥ 3, and a constant in
low dimensions. The asymptotic behavior in scales that go to infinity faster than the characteristic
one depends strongly on the behavior of the initial datum at infinity. We give results for certain
initial data with specific decays.
1. Introduction
The aim of this paper is to study the large time behavior of solutions to the Cauchy problem
(P) ∂αt u = ∆u in R
N × R+, u(·, 0) = u0 in RN ,
where ∂αt , α ∈ (0, 1), is the Caputo α-derivative,
∂αt u(x, t) =
1
Γ(1− α) ∂t
∫ t
0
u(x, τ) − u(x, 0)
(t− τ)α dτ,
which first appeared in [2]. The initial data are always assumed to be non-negative, integrable and
non-trivial, and when required, to belong also to Lp(RN ) for some p ∈ (1,∞].
While in normal diffusions (described by the heat equation or more general parabolic equations),
the mean squared displacement of a particle is proportional to t for t large, in the time-fractional
heat equation (P) it is proportional to tα. This is the reason why, in the range α ∈ (0, 1), it is
described in the literature as a subdiffusion equation. There are many real-world systems which
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show this kind of behavior, for example, particle systems with sticking and trapping phenomena [17,
22], or fluids in porous media with memory [3]. Equation (P) and nonlinear variants of it are well
suited to describe such systems. We refer to the expository review article [18] for a detailed
derivation of these equations from physics principles and for further applications of such models.
If both u0 and its Fourier transform belong to L
1(RN ), problem (P) has a unique bounded
classical solution given by
(1.1) u(·, t) = Z(·, t) ∗ u0,
where Z is the fundamental solution of the equation, that is, the solution to (P) having a Dirac
mass as initial datum [15, 10, 14]. If u0 is only known to be in L
1(RN ), the function u in (1.1)
is still well defined, but it is not in general a classical solution to (P). However, it is a solution
in a generalized sense [11, 14]. In this paper we will always deal with solutions of this kind, given
by (1.1), which are denoted in the literature as mild solutions [20, 14].
The main difficulty that we face here, as compared with the local case, is that Z is singular in
space at the origin if N > 1. In fact, Z 6∈ Lp(B1) if p ≥ N/(N − 2). Hence it cannot give the
behavior in the Lp norm in that range of values of p, or at least not in compact sets.
The large-time behavior will depend strongly not only on which Lp norm we are dealing with,
but also on the space-time scale under consideration, with new features that are not present in the
local case. For instance, solutions converge in compact sets for N ≥ 3 to the Newtonian potential
of the initial datum, one of the main and more novel results of the paper.
Notations. As is common in asymptotic analysis, f ≍ g will mean that there are constants ν, µ > 0
such that νg ≤ f ≤ µg. The spatial integral of the solution, which is preserved along the evolution,
and is hence equal to
∫
RN
u0, will be denoted by M . The ball of radius r centered at the origin will
be denoted by Br.
1.1. The local case. In order to have some perspective, let us start by recalling what is known
for the standard local heat equation, which corresponds to α = 1. In this case the fundamental
solution is given by
Γ(x, t) = t−N/2F (x/t1/2), where F (ξ) = (4pi)−
N
2 e−
|ξ|2
4 ,
which belongs to C∞(RN × R+) and satisfies Γ(·, t) ∈ Lp(RN ), 1 ≤ p ≤ ∞, for all t > 0. Thus,
there is a smoothing effect: if the initial datum is integrable, the solution becomes immediately
bounded and smooth for any positive time. Moreover, if 1 ≤ p ≤ ∞ we have the global convergence
result
(1.2) lim
t→∞
t
N
2
(1− 1
p
)‖u(·, t) −MΓ(·, t)‖Lp(RN ) = 0, where M =
∫
RN
u0.
As a consequence,
lim
t→∞
t
N
2
(1− 1
p
)‖u(·, t)‖Lp(RN ) =M lim
t→∞
t
N
2
(1− 1
p
)‖Γ(·, t)‖Lp(RN ) = C 6= 0,
which implies the (sharp) decay rate ‖u(·, t)‖Lp(RN ) ≍ t−
N
2
(1− 1
p
)
(we are assuming always that
M 6= 0). Thus, for fixed N , the decay rate increases with p, going from no decay for p = 1, in
agreement with the conservation of mass, to a decay ‖u(·, t)‖L∞(RN ) ≍ t−
N
2 for p = ∞. For fixed
p > 1 the decay rate increases without limit as the dimension increases.
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The heat equation has a characteristic scale, |x| ≍ t1/2, dictated by the scaling invariance of the
equation, in which the decay rates coincide with the global ones. Indeed, since
lim
t→∞
t
N
2
(1− 1
p
)‖Γ(·, t)‖Lp({ν≤|x|/t1/2≤µ}) = C 6= 0 if 0 < ν < µ <∞,
then ‖u(·, t)‖Lp({ν≤|x|/t1/2≤µ}) ≍ t−
N
2
(1− 1
p
). When properly scaled, solutions approach MΓ in this
characteristic scale.
The behavior in other scales depends on whether they are fast or slow, compared with the
characteristic scale. In inner (or slow) scales, |x| = o(t1/2), which include both the case of compact
sets K or intermediate scales, growing slowly to infinity,
|x| ≍ g(t) with g(t)→∞, g(t) = o(t1/2),
the global convergence result (1.2) implies that the (sharp) decay rate in L∞ coincides with that
of the characteristic scale. Moreover, solutions still resemble MΓ for large times (though we only
see the value of Γ at ξ = 0). Results for other values of p follow from the ones for p =∞.
The situation for fast scales,
|x| ≍ g(t) with g(t)t−1/2 →∞,
is very different and much more involved. The global convergence result only says in this case that
‖u(·, t)‖Lp({ν≤|x|/g(t)≤µ}) = o(t−
N
2
(1− 1
p
)). Sharper results require some knowledge of the behavior of
the initial datum at infinity, as the following example, due to Herraiz [12], shows.
Example. Let u0 ∈ L1(RN ) be such that |x|βu0(x)→ A as |x| → ∞ for some constants A > 0 and
β > N . Then,
u(x, t) =MΓ(x, t)(1 + o(1)) as t→∞ uniformly on {|x| ≤ µt 12 (log t) 12 }, 0 < µ <√2(β −N),
|x|βu(x, t) = A(1 + o(1)) as t→∞ uniformly on {|x| ≥ νt 12 (log t) 12 }, ν >
√
2(β −N).
We observe in this example an important difference between moderately fast scales, for which the
behavior is still given by MΓ, and very fast scales, in which the solution stays equal to the initial
datum in first approximation. Notice that in moderately fast scales the decay rate in L∞-norm
depends only on the scale, while for very fast scales it also depends on the precise decay at infinity
of the initial datum. Which scales are on each side, moderately fast or very fast, also depends on
the decay of u0. In fact, the transition between one type of behavior to the other takes place in
this example precisely at the scale for which MΓ ≍ u0.
1.2. The fundamental solution for the fractional problem. Let Ẑ = Ẑ(ω, t) denote the
Fourier transform of the fundamental solution Z of problem (P) in the x variable. Then,
∂αt Ẑ(ω, t) = −|ω|2Ẑ(ω, t), Ẑ(ω, 0) = 1.
The solution to this ordinary fractional differential equation is
Ẑ(ω, t) = Eα(−|ω|2tα),
where Eα is the Mittag-Leffler function of order α,
Eα(s) =
∞∑
k=0
sk
Γ(1 + kα)
.
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Inverting the Fourier transform, we finally obtain that Z has a self-similar form,
Z(x, t) = t−αN/2F (ξ), ξ = xt−α/2,
with a radially symmetric positive profile F that has an explicit expression in terms of certain Fox’s
H-functions. Special functions in that family have been thoroughly studied, and the properties for
the one appearing in the description of F yield the following estimates for the profile,
F (ξ) ≤ C

EN (ξ), N ≥ 3,
1 + |E2(ξ)|, N = 2,
1, N = 1,
ξ 6= 0,(1.3)
F (ξ) ≤ C exp(−σ|ξ|2/(2−α)), |ξ| ≥ 1,(1.4)
for some positive constants C and σ, where EN is the multiple of the fundamental solution for the
Laplacian in dimension N given by
EN (ξ) =
{
|ξ|2−N , N ≥ 3,
− ln |ξ|, N = 2.
The above estimates are sharp. Indeed, there are positive constants κ = κ(N), κˆ = κˆ(N) such that
F (ξ)/EN (ξ)→ κ as |ξ| → 0, N ≥ 2,(1.5)
exp(σ|ξ|2/(2−α))F (ξ)→ κˆ as |ξ| → ∞, N ≥ 1.(1.6)
In particular F is continuous at the origin only for N = 1. However, F ∈ C∞ outside the origin in
all dimensions. There are also estimates for the gradient,
|DF (ξ)| ≤ C
{
|ξ|1−N , N ≥ 2,
1, N = 1,
ξ 6= 0,
|DF (ξ)| ≤ C exp(−σ|ξ|2/(2−α)), |ξ| ≥ 1,
and in fact for all subsequent derivatives. These properties, which are due to Kochubei [15] (see
also [14]), will be fundamental for our analysis.
Remarks. (a) An estimate for the error in the limit (1.5) when N ≥ 3 is also available, namely,
there is a constant C > 0 such that
(1.7)
∣∣|ξ|N−2F (ξ)− κ∣∣ ≤ C|ξ| if N ≥ 3.
(b) As a corollary of the estimates for the gradient and the Mean Value Theorem, for every ν > 0
there is a constant Cν > 0 such that if |ξ − τη| ≥ ν > 0 for all τ ∈ (0, 1), then
(1.8) |F (ξ − η)− F (ξ)| ≤ Cν exp(−σ|ξ − sη|2/(2−α))|η| for some s ∈ (0, 1),
an estimate that will be useful in future computations.
As a first consequence of the estimates for F we observe that Z(·, t) ∈ Lp(RN ) for t > 0 if and
only if p is subcritical,
(S) p ∈ [1,∞] if N = 1, p ∈ [1, pc) if N ≥ 2, where pc =
{
N/(N − 2) if N ≥ 3,
∞ if N = 2.
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In the critical case p = pc, N ≥ 3, Z(·, t) belongs to the Marcinkiewicz space Mpc(RN ).
Marcinkiewicz spaces are Lp weak spaces defined through the norm
‖g‖Mp(RN ) = sup
{
λ
∣∣{x ∈ Rn : |g(x)| > λ}∣∣1/p, λ > 0}, p ∈ [1,∞).
That is, ‖g‖Mp(RN ) is the smallest constant C such∣∣{x ∈ Rn : |g(x)| > λ}∣∣ ≤ (C
λ
)p
for all λ > 0.
Thus, Mp(RN ) coincides with the Lorentz space Lp,∞(RN ).
1.3. Decay rates. If p is subcritical, that is, if (S) holds, there is an L1–Lp smoothing effect: if
the initial datum is in L1(RN ), then u(·, t) ∈ L1(RN ) ∩ Lp(RN ) for every t > 0. In that range we
have the decay rate, ‖u(·, t)‖Lp(RN ) ≍ t−
αN
2
(1− 1
p
)
; see [13].
If p > N/(N − 2), N ≥ 3, there is no smoothing effect, and in order to have u(·, t) ∈ Lp(RN ) we
have to require u0 ∈ Lp(RN ). In that case, if p is moreover finite, Kemppainen et al proved in [13]
that ‖u(·, t)‖Lp(RN ) ≍ t−α. We will complete the results in that paper showing that this decay rate
is also valid for p =∞, N ≥ 3.
In the critical case p = pc, N ≥ 3, there is a weak smoothing effect: solutions with an inte-
grable initial datum will be for any positive time in L1(RN ) ∩Mpc(RN ), and we have the decay
rate ‖u(·, t)‖Mpc (RN ) ≍ t−α; see once more [13]. We complement this result here by proving that if
u0 ∈ L1(R) ∩ Lpc(RN ) then ‖u(·, t)‖Lpc (RN ) ≍ t−α.
When N = 2 the situation for the critical case, p = ∞, is somewhat different. Indeed, assum-
ing u0 ∈ L1(R2) ∩ L∞(R2) we obtain in the present paper a rate with a logarithmic correction,
‖u(·, t)‖L∞(R2) ≍ t−α log t.
Notice that, in sharp contrast with the standard heat equation, when α ∈ (0, 1) and N ≥ 3
the decay rate increases with p only up to the critical value p = pc. Once this critical value
is surpassed the decay rate remains unchanged, no matter the value of p, and is equal to the
decay rate for the problem posed in a bounded domain with zero Dirichlet boundary condition,
‖u(·, t)‖Lp(Ω) ≍ t−α. This remarkable fact was already mentioned in [13], where it was described
as a critical dimension phenomenon: given p ∈ (1,∞) the decay rate increases with the dimension
as long as N < 2p/(p − 1), after which it stays equal to the one in bounded domains. For results
on the decay rate for the problem in bounded domains see for instance [9, 16, 19, 23].
The critical phenomenon described above is better understood through the study of the decay
rates in different space-time scales. As we will see, in the characteristic scale |x| ≍ tα/2, dictated
by the scaling invariance of the equation, the decay rate is given by
‖u(·, t)‖Lp({ν≤|x|/tα/2≤µ}) ≍ t−
αN
2
(1− 1
p
), 0 < ν < µ <∞,
for all dimensions and all p ∈ [1,∞]. This could suggest a decay rate ‖u(·, t)‖Lp(K) ≍ t−
αN
2 in
compact sets. This is indeed the case when N = 1. However, due to the memory effect introduced
by the Caputo derivative, the decay rate in such sets is slower in higher dimensions,
‖u(·, t)‖Lp(K) ≍
{
t−α, N ≥ 3,
t−α log t, N = 2.
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In intermediate scales, |x| ≍ g(t) with g growing slowly to infinity,
(1.9) g(t)→∞, g(t) = o(tα/2),
we have an intermediate decay rate
‖u(·, t)‖Lp({ν<|x|/g(t)<µ}) ≍
t−α(g(t))2−N
(
1− 1
p
)
, N ≥ 3,
t−α(g(t))
2
p log(g(t)t−
α
2 ), N = 2.
In fast scales,
(1.10) |x| ≍ g(t) with g(t)t−α2 →∞,
the decay rate is always faster than in the characteristic scale. Thus, the slowest decay rate takes
place in the characteristic scale if p is subcritical and in compact sets otherwise. If p = pc, N ≥ 3,
solutions decay at the same rate in all scales starting from compact sets up to the characteristic
scale.
1.4. Asymptotic profiles. If (S) holds, Z(·, t) ∈ Lp(RN ) for all t > 0, and one expects to have a
convergence result analogous to (1.2), namely,
(1.11) t
αN
2
(1− 1
p
)‖u(·, t) −MZ(·, t)‖Lp(RN ) → 0 as t→∞, M =
∫
RN
u0.
This was already proved in [13] for p ∈ [1, N/(N −1)) when N ≥ 2 and p ∈ [1,∞) when N = 1. We
fill up the gap, proving (1.11) when p =∞ and N = 1 and for all p ∈ [1, pc) if N ≥ 2 in Section 2.
Though the result is valid in the whole RN , in dimensions N ≥ 2 it is only sharp in the char-
acteristic scale |x| ≍ tα/2 (in dimension N = 1 it is also sharp in inner scales, |x| = o(tα/2)). The
decay in other scales in this subcritical range is faster, o(t
−αN
2
(1− 1
p
)
). When properly rescaled to
take into account the right rate of decay the solutions may approach a different asymptotic profile;
see below.
The profile of the fundamental solution is smooth and belongs to all Lp spaces in outer scales,
|x| ≍ g(t) with g(t) ≥ νtα/2, µ > 0. Hence, the fundamental solution may give the asymptotic
behavior in such scales also when p is not subcritical. We will prove that indeed it does so, assuming
certain (non-integrable) decay for the initial datum in addition to the integrability, namely, u0 ∈
DN , where
Dβ = {f : there exist C,R > 0 such that |x|β |f(x)| ≤ C for all x ∈ RN , |x| > R}.
Thus, we have
(1.12) t
αN
2
(1− 1
p
)‖u(·, t) −MZ(·, t)‖Lp({|x|>νtα/2}) → 0 as t→∞.
As in the subcritical case, the result is only sharp in the characteristic scale. In faster scales it only
says that the decay is o(t
−αN
2
(1− 1
p
)
).
In intermediate scales, |x| ≍ g(t), with g satisfying (1.9), the large-time behavior is still given
by M times the fundamental solution, under the additional assumption u0 ∈ DN when p is not
subcritical. Indeed,
‖u(·, t) −MZ(·, t)‖Lp({ν<|x|/g(t)<µ})
‖u(·, t)‖Lp({ν<|x|/g(t)<µ})
→ 0 as t→∞, 0 < ν ≤ µ <∞.
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Note than in these scales |ξ| = |x|t−α/2 → 0 as t→∞. Hence, for t large
Z(x, t) = t−
αN
2 F (ξ) ∼ t−αN2 κEN (ξ) ∼

t−ακEN (x), N ≥ 3,
t−α| log(g(t)t−α/2)|κ, N = 2,
t−α/2F (0), N = 1.
Therefore, in intermediate scales we have, for 0 < ν ≤ µ <∞,
(1.13)
(g(t))
N
(
1− 1
p
)
−2‖tαu(·, t)−MκEN‖Lp({ν<|x|/g(t)<µ}) → 0, N ≥ 3,
g(t)−
2
p
∥∥∥ tα| log(g(t)t−α/2)|u(·, t) −Mκ
∥∥∥
Lp({ν<|x|/g(t)<µ})
→ 0, N = 2,
g(t)
− 1
p ‖tα2 u(·, t)−MF (0)‖Lp({ν<|x|/g(t)<µ}) → 0, N = 1,
as t→∞.
Thus, the asymptotic profile is proportional to the fundamental solution for the Laplacian if N ≥ 3
and a constant for low dimensions. It is worth noticing that while the constant limit profile is the
same one for all intermediate scales whenN = 1, it depends on the specific scale under consideration
when N = 2. For instance, if g(t) = tγ , γ ∈ (0, α/2),
(1.14) t
− 2γ
p
∥∥∥ tα
log t
u(·, t)−Mκ(α
2
− γ)∥∥∥
Lp({ν<|x|/g(t)<µ})
→ 0 as t→∞.
Another difference is that in the two-dimensional case the decay rate in L∞ is not the same for all
intermediate scales. Thus, if g(t) = tα/2/(log t)θ we have∥∥∥ tα
log(log t)
u(·, t) −Mκθ
∥∥∥
L∞({ν<|x|/g(t)<µ})
→ 0 as t→∞,
which is to be compared with (1.14).
In order to guess what may be the asymptotic behavior in compact sets, we start by considering
the case of compactly supported initial data. In this situation, using the behavior of F at the
origin, we get for N ≥ 3 that locally
u(x, t) =
∫
RN
u0(x− y)t−αN/2F (yt−α/2) dy ≈ t−ακΦ(x), Φ(x) :=
∫
RN
u0(x− y)
|y|N−2 dy.
Thus, tαu(·, t) is expected to approach a multiple of the Newtonian potential of the initial datum
in compact sets. Thus, the precise form of the initial datum plays a more important role in the
asymptotic description than in the characteristic and intermediate scales, where it was only felt
through the constant M . This remebrance of the initial datum is due to the memory introduced
by the nonlocal time derivative.
The result will not be restricted to compactly supported initial data. Indeed, if u0 ∈ L1(RN ) if
p is subcritical, and u0 ∈ L1(RN ) ∩ Lploc(RN ) otherwise, for N ≥ 3 and any compact set K,
(1.15)
∥∥tαu(·, t) − κΦ∥∥
Lp(K)
→ 0 as t→∞.
In the critical case p = pc, in which solutions decay at the same rate in all scales starting from
compact sets up to the characteristic scale, convergence can be extended to expanding balls Bg(t)
with g growing slowly to infinity,
‖tαu(·, t)− κΦ‖Lpc (Bg(t)) → 0 as t→∞.
An analogous result holds in the Marcinkiewicz space Mpc(Bg(t)) assuming only u0 ∈ L1(RN ).
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On the other hand, we will prove that
(1.16) (g(t))
N
(
1− 1
p
)
−2‖Φ −MEN‖Lp({ν<|x|/g(t)<µ}) → 0 as t→∞, 0 < ν ≤ µ <∞,
for N ≥ 3, assuming u0 ∈ L1(RN ) if p is subcritical and u0 ∈ L1(RN ) ∩ DN otherwise, which
combined with the behavior in intermediate escales (1.13) yields
(g(t))N
(
1− 1
p
)
−2‖tαu(·, t)− κΦ‖Lp({ν<|x|/g(t)<µ}) → 0 as t→∞.
Thus, the behavior in intermediate scales can be described both in terms of MZ and κΦ, which
shows the overlapping of both developments there.
As in intermediate scales, in low dimensions the asymptotic profile in compact sets is a constant,∥∥∥ tα
log t
u(·, t) − Mκα
2
∥∥∥
Lp(K)
→ 0, N = 2,∥∥tα2 u(·, t)−MF (0)∥∥
Lp(K)
→ 0, N = 1,
as t→∞,
with the additional assumption u0 ∈ L1(R2) ∩ Lqloc(R2) for some q ∈ (1,∞] when N = 2 and
p = ∞. There is, however, a big difference between these two dimensions. While for N = 1 the
limit constant is the same for compact sets as for all intermediate scales, for N = 2 the constant for
compact sets only coincides with the one for intermediate scales if they satisfy log g(t)/ log t → 0.
These are precisely the scales for which the decay rate coincides with the one in compact sets.
Thus, the overlapping for N = 1 is much wider than for N = 2. See Theorems 5.6 and 5.7 for more
information on this subject.
1.5. Fast scales. We finally turn our attention to fast scales, satisfying (1.10), for which the
situation is more involved. As we will see, there is a difference between moderately fast scales and
very fast scales. If the scales are moderately fast the asymptotic behavior of the solution is still
given by MZ, with a decay rate that depends only on the scale. For very fast scales the behavior
of the initial datum at infinity becomes more important, and may even determine the rate of decay
and the final profile. Which scales are on each side, moderately fast or very fast, depends strongly
on the decay of the initial datum at infinity.
We start by considering compactly supported initial data. We obtain convergence in uniform
relative error to MZ in sets of the form {νtα/2 ≤ |x| ≤ µt(log t) 2−αα } for all ν > 0 and for all
µ ∈ (0, µ∗), where µ∗ depends on the support of u0. Thus, in this case fast scales g such that
g(t) < µ∗t(log t)
2−α
α are identified as moderately fast scales.
If the initial datum does not have compact support, but has some integrable decay, namely
u0 ∈ Dβ for some β > N , we prove convergence in uniform relative error to MZ in sets of the form
{νtα/2 ≤ |x| ≤ µtα/2(log t)(2−α)/2} for all ν > 0 and all µ ∈ (0, µβ), where µβ =
(
α
2σ (β −N)
) 2−α
2 .
The upper restriction here is not technical. Indeed, if there exists A > 0 such that |x|βu0(x) → A
as |x| → ∞, then
u(x, t) =
A
|x|β (1 + o(1)) uniformly in |x| ≥ νt
α/2(log t)(2−α)/2.
for every ν > µβ. Notice that in this case moderately fast scales do not go so far as in the case of
compactly supported initial data.
The study of the behavior in fast scales is an interesting subject which is not complete even for
the local heat equation.
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1.6. Final remarks. We end this Introduction with some remarks and comments on the problem.
On the proofs. Though the equation has a scaling invariance, it does not have a smoothing
effect. Hence, the classical method to study large time behaviors that combines scaling with
compactness cannot be used here. Instead, we perform a careful analysis of the solution through
the representation formula.
Solutions with sign changes. Since the problem is linear, the results in the present paper are valid
for sign-changing solutions. However, if
∫
RN
u0 = 0 they are not optimal: faster decay rates and
different asymptotic profiles are expected in intermediate, characteristic, and moderately fast scales
for all dimensions, and in compact sets in low dimensions, N = 1, 2. However, since the Newtonian
potential of u0 for N ≥ 3 is non-trivial if u0 is not identically zero, the results in compact sets are
optimal in high dimensions also in this case.
Global results. Even though one may get global results if p is not critical, they only give information
either in the characteristic scale or in compact sets. That is the reason why in this paper we follow
a different approach, considering asymptotic limits in different scales, instead of trying to obtain
global profiles.
Comparison with the local case. As we have already mentioned, we observe several important
qualitative differences with the local case. The main one regarding the rates is that for the nonlocal
case the L∞ decay rate changes when one passes from the characteristic scale to inner scales,
becoming smaller, due to the memory. As for the asymptotic profiles, the difference is even more
striking: in compact sets it is not given by a multiple of the fundamental solution anymore, but by
the Newtonian potential of the initial datum, again as a byproduct of the memory effects introduced
by the nonlocal time derivative.
Precedents. The possibility of having L∞ decay rates in inner sets different from the one in
the characteristic scale had already been observed in problems posed in domains with holes in
low dimensions for different diffusion operators, including the local heat equation [12], the porous
medium equation [6], or certain nonlocal (in space) heat equations [4, 5]. The decay is faster in low
dimensions in inner scales due to the presence of the holes. The nonlocal Cauchy problem (P) is the
first example of this phenomenon for an equation posed in the whole space that we are aware of.
In this case the decay in inner sets is slower due to the memory, and takes place in high dimensions
(and also in the critical dimension N = 2). This is also, up to our knowledge, the first example of
a diffusion problem in which the limit profile is given by the Newtonian potential.
Fully nonlocal problems. In the forthcoming article [7] the authors extend the results in the present
paper to the fully nonlocal problem
∂αt u+ (−∆)su = 0 in RN × R+, u(·, 0) = u0 in RN ,
with s ∈ (0, 1), an equation that has received recently much attention; see for instance [1]. The
analysis is based in the estimates for the fundamental solution of the problem provided by the
significant paper [14], where some partial results on the large time behavior were also obtained.
The non-homogeneus problem. Another interesting issue is the large-time behavior of solutions to
the non-homogeneous problem
∂αt u−∆u = f in RN × R+, u(·, 0) = 0 in RN ,
for certain choices of the right-hand-side function f . Some partial results are available in [14]. A
more complete study of this subject is performed in the upcoming paper [8].
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On the decay condition. It can be checked without much effort that the condition u0 ∈ DN that
appears in several theorems when p is not subcritical can be substituted by the weaker integral
condition u0 ∈ DN,p, where
DN,p = {f : there exist C,R > 0 such that rN
(
1− 1
p
)
‖f‖Lp({|x|>r}) ≤ C for all r ≥ R}.
Note that when p =∞ both classes coincide, DN = DN,∞.
Organization of the paper. We devote Section 2 to prove that MZ gives the global asymptotic
behavior for all subcritical values of p. The next sections are devoted to obtain rates and profiles in
different scales, classified depending on their speed. Outer scales (which include the characteristic
scale) are considered in Section 3, Intermediate scales in Section 4, and compact sets in Section 5.
Fast scales, for which only partial results are available, even in the local case, are considered in
Section 6.
2. Global results in the subcritical range
In this section we consider the large time behavior in Lp(RN ) when p is in the subcritical range.
We will prove that the behavior is given by MZ, thus extending to the whole subcritical range the
results from [13] for p ∈ [1, N/(N − 1)) when N ≥ 2 and for p ∈ [1,∞) when N = 1. The result is
sharp in the characteristic scale for N ≥ 2 and in all inner scales for N = 1.
Theorem 2.1. Let u0 ∈ L1(RN ). If p is subcritical, then
(2.1) t
αN
2
(1− 1
p
)∥∥u(·, t)−MZ(·, t)∥∥
Lp(RN )
→ 0 as t→∞.
Proof. The starting point is the identity
(2.2) t
αN
2
(
u(x, t)−MZ(x, t)) = ∫ u0(y)(F ((x− y)t−α/2)− F (xt−α/2)) dy.
Hence, if p is subcritical and finite, performing the change of variables ξ = xt−α/2,
t
αN
2
(1− 1
p
)‖u(·, t) −MZ(·, t)‖Lp(RN ) ≤
∫
u0(y)
(∫ ∣∣F (ξ − yt−α/2)− F (ξ)∣∣p dξ)1/p dy
= I + II,where
I =
∫
|y|<δtα/2
u0(y)
(∫ ∣∣F (ξ − yt−α/2)− F (ξ)∣∣p dξ)1/p dy,
II =
∫
|y|>δtα/2
u0(y)
(∫ ∣∣F (ξ − yt−α/2)− F (ξ)∣∣p dξ)1/p dy.
Now, since p is finite, given ε > 0 we can take δ > 0 small enough so that( ∫ ∣∣F (ξ − yt−α/2)− F (ξ)∣∣p dξ)1/p < ε if |y|t−α/2 < δ.
With this choice of δ we have I ≤Mε.
On the other hand, if t0 is large enough,
II ≤ 2‖F‖Lp(RN )
∫
|y|>δtα/2
u0(y) dy ≤ 2‖F‖Lp(RN ) ε if t ≥ t0,
and the theorem is proved for p subcritical and finite.
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If N = 1 and p =∞, then tα2 ∣∣u(x, t)−MZ(x, t)∣∣ ≤ I + II, where
I =
∫
|y|<δ(t)tα/2
u0(y)|F ((x − y)t−α/2)− F (xt−α/2)| dy,
II =
∫
|y|>δ(t)tα/2
u0(y)|F ((x − y)t−α/2)− F (xt−α/2)| dy.
Since in this case F is uniformly Lipschitz continuous and bounded, then
I ≤ ‖DF‖L∞(R)
∫
|y|<δ(t)tα/2
u0(y)|y|t−α/2 dy ≤ ‖DF‖L∞(R)‖u0‖L1(R)δ(t),
II ≤ 2‖F‖L∞(R)
∫
|y|>δ(t)tα/2
u0(y) dy,
and the result follows by choosing δ(t)→ 0 with δ(t)tα/2 →∞ as t→∞. 
3. Outer scales
We prove now that the fundamental solution gives the asymptotic behavior in outer sets also
when p is not subcritical, assuming some decay for the initial datum. This gives the sharp rate of
decay in the characteristic scale.
Theorem 3.1. Let N ≥ 2 and p ∈ [pc,∞]. Assume u0 ∈ L1(RN ) ∩DN . Then, for any ν > 0,
t
αN
2
(1− 1
p
)‖u(·, t)−MZ(·, t)‖Lp({|x|>νtα/2}) → 0 as t→∞.
Proof. Starting from (2.2) we get, for N ≥ 3, p ∈ [pc,∞),
t
αN
2
(1− 1
p
)∥∥u(·, t) −MZ(·, t)∥∥
Lp({|x|>νtα/2})
≤ I + II + III, where
I = t
−αN
2p
∫
u0(y)
( ∫
|x|>νtα/2
|y|<δ|x|
∣∣F ((x− y)t−α/2)− F (xt−α/2)∣∣p dx)1/p dy,
II = t
−αN
2p
(∫
|x|>νtα/2
(∫
|y|>δ|x|
u0(y)F (xt
−α/2) dy
)p
dx
)1/p
,
III = t−
αN
2p
(∫
|x|>νtα/2
(∫
|y|>δ|x|
u0(y)F ((x− y)t−α/2) dy
)p
dx
)1/p
.
Performing the change of variables ξ = xt−α/2 we get
I =
∫
u0(y)
( ∫
|ξ|>ν
|y|t−α/2<δ|ξ|
∣∣F (ξ − yt−α/2)− F (ξ)∣∣p dξ)1/p dy.
Let δ ∈ (0, 1/2). If |ξ| ≥ ν and |y|t−α/2 ≤ δ|ξ|, then |ξ − syt−α/2| ≥ |ξ|/2 ≥ ν/2 for all s ∈ [0, 1].
Therefore, using (1.8),
I ≤ CMδ
( ∫
|ξ|>ν
(
e−σ¯|ξ|
2/(2−α) |ξ|)p dξ
)1/p
≤ Cδ, where σ¯ = σ2−2/(2−α).
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On the other hand,
II ≤
(∫
|ξ|>ν
|F (ξ)|p dξ
)1/p ∫
|y|>δνtα/2
u0(y) dy = C
∫
|y|>δνtα/2
u0(y) dy.
As for III, we take ε ∈ (0, 1) and γ > 0 to be chosen later and make also the change of variables
η = yt−α/2. Since u0 ∈ DN , using the estimates (1.3)–(1.4) for the profile F we get
III =
(∫
|ξ|>ν
(
t
αN
2
∫
|η|>δ|ξ|
u0(ηt
α/2)F (ξ − η) dη
)p
dξ
)1/p
≤ III1 + III2, where
III1 = C
(∫
|ξ|≥ν
( ∫
|η|>δ|ξ|
|ξ−η|<γ|ξ|ε
|ξ − η|2−N |η|−N dη
)p
dξ
)1/p
,
III2 = C
(∫
|ξ|≥ν
(
t
αN
2
∫
|η|>δ|ξ|
|ξ−η|>γ|ξ|ε
u0(t
α/2η)e−σ|ξ−η|
2
2−α
dη
)p
dξ
)1/p
.
Since p ≥ NN−2 , if we choose γ = δ
N+1
2 we have
III1 ≤ Cδ−N
(∫
|ξ|≥ν
|ξ|−Np
(∫
|ξ−η|<γ|ξ|ε
|ξ − η|2−N dη
)p
dξ
)1/p
≤ Cδ−Nγ2
(∫
|ξ|≥ν
|ξ|−p(N−2ε) dξ
)1/p
≤ Cδ.
On the other hand,
III2 ≤ C
(∫
|ξ|≥ν
e−pσγ
2
2−α |ξ|
2ε
2−α
(
t
Nα
2
∫
|η|>δ|ξ|
u0(ηt
α/2) dη
)p
dξ
)1/p
≤ C
(∫
|ξ|≥ν
e−pσγ
2
2−α |ξ|
2ε
2−α
dξ
)1/p ∫
|y|>δνtα/2
u0(y) dy → 0 as t→∞,
which completes the proof for N ≥ 3 and p finite.
The cases N ≥ 3, p =∞ follow by letting p→∞ in the estimates for finite p.
In order to deal with the case N = 2, p =∞, starting from (2.2) we get
tα
∣∣u(x, t)−MZ(x, t)∣∣ ≤ I + II + III, where
I =
∫
|y|<δtα/2
u0(y)|F ((x − y)t−α/2)− F (xt−α/2)| dy,
II =
∫
|y|>δtα/2
u0(y)F (xt
−α/2) dy,
III =
∫
|y|>δtα/2
u0(y)F ((x − y)t−α/2) dy.
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If |x| ≥ νtα/2 and |y| ≤ δtα/2, with δ < ν/2 to be chosen, then |xt−α/2 − syt−α/2| ≥ ν/2 for all
s ∈ [0, 1]. Therefore, since F is uniformly Lipschitz continuous in R2 \Bν/2,
|F ((x− y)t−α/2)− F (xt−α/2)| ≤ |DF (xt−α/2 − syt−α/2)| |y|t−α/2 ≤ ‖DF‖L∞(R2\Bν/2)δ < ε
if δ < min{ν/2, ε/‖DF‖L∞(R2\Bν/2)}, so that I ≤Mε.
We now bound II. As |x|t−α/2 ≥ ν and F is bounded outside Bν ,
II ≤ ‖F‖L∞(R2\Bν)
∫
|y|>δtα/2
u0(y) dy < ε for t ≥ t0(ε, δ, ν).
Now we turn to III. We have III = III1 + III2, where
III1 =
∫
|y|>δtα/2
|x−y|<γtα/2
|y|2u0(y)F ((x− y)t
−α/2)
|y|2 dy,
III2 =
∫
|y|>δtα/2
|x−y|>γtα/2
u0(y)F ((x− y)t−α/2) dy.
Since u0 ∈ D2, using the bound F (ξ) ≤ C| log |ξ|| ≤ C|ξ|−1/2 for |ξ| ≤ 1/2, we get
III1 ≤ Cδ−2t−α
∫
|x−y|<γtα/2
| log |(x− y)t−α/2|| dy ≤ Cδ−2γ3/2
if γ ≤ 1/2. Therefore, if we choose γ = δ2 with δ ∈ (0, 1/√2) we finally get that III1 ≤ Cδ.
On the other hand,
III2 ≤ ‖F‖L∞(R2\Bδ2 )
∫
|y|>δtα/2
u0(y) dy < ε if t ≥ t0(ε, δ).

4. Intermediate scales
In this section we consider intermediate scales, |x| ≍ g(t) with g satisfying (1.9), obtaining both
sharp rates and limit profiles. As in the characteristic scale, solutions approach MZ, though with
a different rate. We consider high and low dimensions separately.
4.1. High dimensions. We start with the case N ≥ 3.
Theorem 4.1. Let N ≥ 3 and κ > 0 as in (1.5). Let u0 ∈ L1(RN ) if p is subcritical, or
u0 ∈ L1(RN ) ∩ DN if p ∈ [pc,∞]. For any g satisfying (1.9) and 0 < ν < µ <∞,
(4.1) (g(t))N
(
1− 1
p
)
−2‖tαu(·, t) −MκEN‖Lp({ν<|x|/g(t)<µ}) → 0 as t→∞.
As a consequence,
(4.2) tα(g(t))
N
(
1− 1
p
)
−2‖u(·, t) −MZ(·, t)‖Lp({ν<|x|/g(t)<µ}) → 0 as t→∞.
Proof. Since u(·, t) = Z(·, t) ∗ u0, we have
tαu(x, t) = tα
∫
Z(y, t)u0(x− y) dy = t
α
2
(2−N)
∫
F (yt−α/2)u0(x− y) dy.
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Adding and subtracting κ
∫
|x−y|<δ|x|
u0(x− y)
|y|N−2 dy, we obtain the estimate
|tαu(x, t)−MκEN (x)| ≤ I(x, t) + II(x, t) + III(x, t) + IV(x, t), where
I(x, t) =
∫
|x−y|<δ|x|
∣∣∣(|y|t−α/2)N−2F (yt−α/2)− κ∣∣∣u0(x− y)|y|N−2 dy,
II(x, t) = κ
∫
|x−y|<δ|x|
∣∣|y|2−N − |x|2−N ∣∣u0(x− y) dy,
III(x, t) = |x|2−Nκ
∫
|x−y|>δ|x|
u0(x− y) dy,
IV(x, t) = t
α
2
(2−N)
∫
|x−y|>δ|x|
F (yt−α/2)u0(x− y) dy.
Using the estimate for the profile (1.7) we get
I(x, t) ≤ Ct−α/2
∫
|x−y|<δ|x|
u0(x− y)
|y|N−3 dy.
Since |x − y| < δ|x| implies that |y| ≥ |x|/2 for any δ ∈ (0, 1/2), then I(x, t) ≤ CMt−α/2|x|3−N .
Thus, since g(t) = o(t−α/2),
(g(t))N
(
1− 1
p
)
−2‖I(·, t)‖Lp({ν<|x|/g(t)<µ}) ≤ CMµN/pν3−Ng(t)t−α/2 → 0 as t→∞.
On the other hand, if |y| ≥ |x|/2, the Mean Value Theorem yields, for some s ∈ [0, 1],∣∣|y|2−N − |x|2−N ∣∣ = (N − 2)(s|x| + (1− s)|y|)1−N ∣∣|x| − |y|∣∣ ≤ C|x|1−N |x− y|.
Therefore, II(x, t) ≤ CκM |x|2−Nδ for any δ ∈ (0, 1/2), and hence
(g(t))N
(
1− 1
p
)
−2‖II(·, t)‖Lp({ν<|x|/g(t)<µ}) ≤ CκMµN/pν2−Nδ < ε for all t if δ is small enough.
For any δ fixed we have III(x, t) ≤ (νg(t))2−Nκ ∫|z|≥δνg(t) u0(z) dz if |x| ≥ νg(t). Thus, since
u0 ∈ L1(RN ) and g(t) → ∞ as t → ∞, we get III(x, t) ≤ (νg(t))2−Nκε for all |x| ≥ νg(t) and t
large enough, how large depending on δ and ε. Hence,
(g(t))
N
(
1− 1
p
)
−2‖III(·, t)‖Lp({ν<|x|/g(t)<µ}) ≤ CκµN/pν2−Nε for all t large .
In order to estimate IV, we use the bound F (ξ) ≤ C|ξ|2−N and split the domain of integration
to obtain IV ≤ IV1 + IV2, where
(4.3) IV1(x, t) = C
∫
|y| < γ|x|
|x− y| > δ|x|
u0(x− y)
|y|N−2 dy, IV2(x, t) = C
∫
|y| > γ|x|
|x− y| > δ|x|
u0(x− y)
|y|N−2 dy.
Let p be subcritical. By Ho¨lder’s inequality,
IV1(x, t) ≤ C
∫
|y| < γ|x|
|x− y| > δ|x|
u0(x− y) dy

p−1
p
∫
|y| < γ|x|
|x− y| > δ|x|
u0(x− y)
|y|(N−2)p dy
 1p .
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Therefore, since p is subcritical,
(g(t))
N
(
1− 1
p
)
−2‖IV1(·, t)‖Lp({ν<|x|/g(t)<µ})
≤ (g(t))N
(
1− 1
p
)
−2
(∫
|y|<γµg(t)
|y|(2−N)p dy
) 1
p ∫
|z|>δνg(t)
u0(z) dz
≤ C(γµ)2−N
(
1− 1
p
) ∫
|z|>δνg(t)
u0(z) dz,
which is small for any γ, δ > 0 fixed, if t is large enough.
If p is not subcritical, we use the decay property u0 ∈ DN . Thus, if we choose γ = δN+12 ,
IV1(x, t) ≤ C
∫
|y| < γ|x|
|x− y| > δ|x|
dy
|y|N−2|x− y|N ≤ C|x|
−Nδ−N
∫
|y|<γ|x|
|y|2−N dy = C|x|2−Nδ,
and hence
(g(t))
N
(
1− 1
p
)
−2‖IV1(·, t)‖Lp({ν<|x|/g(t)<µ}) ≤ CµN/pν2−Nδ < ε,
if δ is small enough.
Finally, for δ and γ fixed, IV2(x, t) ≤ C(γ|x|)2−N
∫
|z|>δcg(t) u0(z) dz. Therefore, for all p ∈ [1,∞],
(g(t))
N
(
1− 1
p
)
−2‖IV2(·, t)‖Lp({ν<|x|/g(t)<µ}) ≤ CµN/p(γν)2−N
∫
|z|>δcg(t)
u0(z) dz < ε,
for t large enough, since g(t)→∞ as t→∞, and u0 ∈ L1(RN ), which ends the proof of (4.1).
We now proceed to prove (4.2). The result will follow from the estimate (1.7). Indeed,
|tαZ(x, t)− κEN (x)| = |x|2−N
∣∣(|x|t−α/2)N−2F (xt−α/2)− κ∣∣ ≤ C|x|3−N t−α/2.
Therefore
(g(t))
N
(
1− 1
p
)
−2‖tαZ(·, t)− κEN‖Lp({ν<|x|/g(t)<µ}) ≤ CµN/pν3−Ng(t)t−α/2,
which combined with (4.1) yields the result, since g(t) = o(tα/2). 
4.2. Low dimensions. We now turn our attention to the two dimensional case, where we find
logarithmic corrections in the decay rates. In contrast with the case of higher dimensions, the
asymptotic profile is a constant. However, which one depends on the precise intermediate scale
under consideration.
Theorem 4.2. Let N = 2 and κ > 0 as in (1.5). Let u0 ∈ L1(R2) if p is subcritical, or u0 ∈
L1(R2) ∩ D2 if p =∞. For any g satisfying (1.9) and 0 < ν < µ <∞ there holds
(4.4) g(t)−
2
p
∥∥∥ tα| log(g(t)t−α/2)|u(·, t)−Mκ
∥∥∥
Lp({ν<|x|/g(t)<µ})
→ 0 as t→∞.
As a consequence,
(4.5)
g(t)−
2
p tα
| log(g(t)t−α/2)|‖u(·, t) −MZ(·, t)‖Lp({ν<|x|/g(t)<µ}) → 0 as t→∞.
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Proof. Proceeding similarly to what we did in the proof of Theorem 4.1 we get the estimate∣∣∣ tα| log(g(t)t−α/2)|u(x, t)−Mκ
∣∣∣ ≤ I(x, t) + II(x, t) + III(x, t) + IV(x, t), where
I(x, t) =
1
| log(g(t)t−α/2)|
∫
|x−y|<δ|x|
∣∣∣∣∣ F (yt−α/2)∣∣ log(|y|t−α/2)∣∣ − κ
∣∣∣∣∣ ∣∣ log(|y|t−α/2)∣∣u0(x− y) dy,
II(x, t) = κ
∫
|x−y|<δ|x|
∣∣∣∣∣
∣∣ log(|y|t−α/2)∣∣
| log(g(t)t−α/2)| − 1
∣∣∣∣∣ u0(x− y) dy,
III(x, t) = κ
∫
|x−y|>δ|x|
u0(x− y) dy,
IV(x, t) =
1
| log(g(t)t−α/2)|
∫
|x−y|>δ|x|
F (yt−α/2)u0(x− y) dy.
Let ν < |x|/g(t) < µ and |x− y| < δ|x|. If δ ∈ (0, 1/2), then |x|/2 ≤ |y| ≤ 3|x|/2, and hence
ν
2
g(t)t−α/2 < |y|t−α/2 < 3µ
2
g(t)t−α/2.
In particular, |y|t−α/2 → 0 if g(t) = o(t−α/2). Moreover,
1− | log(3µ/2)|| log(g(t)t−α/2| ≤
∣∣ log(|y|t−α/2)∣∣
| log(g(t)t−α/2)| ≤ 1 +
| log(ν/2)|
| log(g(t)t−α/2)| ,
and therefore
(4.6)
∣∣ log(|y|t−α/2)∣∣
| log(g(t)t−α/2)| = 1 + o(1) as t→∞.
Using also the behavior of F at the origin (1.5), we get, for t large enough, I(x, t) ≤ Cε.
The estimate (4.6) also yields II(x, t) ≤Mκε.
On the other hand, since g(t)→∞ and u0 ∈ L1(R2),
III(x, t) ≤ κ
∫
|z|>δνg(t)
u0(z) dz → 0 as t→∞.
We therefore have
(g(t))
− 2
p ‖(I + II + III)(·, t)‖Lp({ν<|x|/g(t)<µ})) ≤ Cε for t large.
In order to estimate IV, we make the decomposition IV(x, t) = IV1(x, t) + IV2(x, t), where
IV1(x, t) =
1
| log(g(t)t−α/2)|
∫
|y| < γ|x|
|x− y| > δ|x|
F (yt−α/2)u0(x− y) dy,
IV2(x, t) =
1
| log(g(t)t−α/2)|
∫
|y| > γ|x|
|x− y| > δ|x|
F (yt−α/2)u0(x− y) dy.
A HEAT EQUATION WITH MEMORY: LARGE-TIME BEHAVIOR 17
Let p ∈ [1,∞). Then, using the behavior (1.5) and passing to radial coordinates,
(g(t))
− 2
p ‖IV1(·, t)‖Lp({ν<|x|/g(t)<µ})
≤ 1
(g(t))
2
p | log(g(t)t−α/2)|
(∫
|y|<γµg(t)
F p(yt−α/2) dy
) 1
p ∫
|z|>δνg(t)
u0(z) dz
≤ C
(g(t))
2
p | log(g(t)t−α/2)|
(
tα
∫ γµg(t)t−α/2
0
r| log r|p dr
) 1
p ∫
|z|>δνg(t)
u0(z) dz
Therefore, since
∫ s
0 r| log r|p ds ≤ Cs2| log s|p for all s ∈ (0, 12), we conclude that
(g(t))
− 2
p ‖IV1(·, t)‖Lp({ν<|x|/g(t)<µ}) ≤
Cγ2µ2| log(γµg(t)t−α/2)|
| log(g(t)t−α/2)|
∫
|z|>δνg(t)
u0(z) dz
which is small for any γ, δ > 0 fixed, if t is large enough.
For p =∞ we use the decay assumption u0 ∈ D2. Thus, using the bound for F and integrating
in radial coordinates,
IV1(x, t) ≤ C∣∣ log(g(t)t−α/2)|
∫
|y| < γ|x|
|x− y| > δ|x|
∣∣ log(|y|t−α/2)∣∣
|x− y|2 dy
≤ C
δ2|x|2∣∣ log(g(t)t−α/2)|
∫
|y|<γ|x|
∣∣ log(|y|t−α/2)∣∣ dy
=
Cγ2
δ2
∣∣ log(g(t)t−α/2)|
(1
2
∣∣ log(γ|x|t−α/2)∣∣+ 1
4
)
.
Now, since g(t) = o(tα/2), in the region under consideration∣∣ log(γ|x|t−α/2)∣∣
| log(g(t)t−α/2)| ≤ 1 +
| log(γν/2)|
| log(g(t)t−α/2)| ≤ 2 if t is large.
We conclude that IV1(x, t) ≤ C γ
2
δ2
< ε if we choose γ small and t large.
In order to bound IV2 we observe that
sup
|ξ|≥γν
g(t)
tα/2
F (ξ) = max
{
sup
γν
g(t)
tα/2
≤|ξ|≤1
F (ξ), sup
|ξ|≥1
F (ξ)
}
≤ C(1 + ∣∣ log(γνg(t)t−α/2)∣∣).
Hence, since g(t) = o(tα/2), for γ and δ fixed,
IV2(x, t) ≤
C(1 +
∣∣ log(γνg(t)t−α/2)∣∣)
| log(g(t)t−α/2)|
∫
|x−y|>δνg(t)
u0(x− y) dy ≤ C
∫
|z|>δνg(t)
u0(z) dz
Therefore, for all p ∈ [1,∞],
(g(t))−
2
p ‖IV2(·, t)‖Lp({ν<|x|/g(t)<µ}) ≤ C
∫
|z|>δcg(t)
u0(z) dz < ε,
for t large enough, since g(t)→∞ as t→∞, and u0 ∈ L1(R2), which completes the proof of (4.4).
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We now proceed to prove (4.5). We have∣∣∣ tα| log(g(t)t−α/2)|Z(x, t)− κ
∣∣∣ = ∣∣∣ F (xt−α/2)| log(g(t)t−α/2)| − κ
∣∣∣ ≤ ψ(x, t) + χ(x, t), where
ψ(x, t) =
∣∣∣∣∣ F (xt−α/2)∣∣ log(|x|t−α/2)∣∣ − κ
∣∣∣∣∣ , χ(x, t) =
∣∣∣∣∣ F (xt−α/2)∣∣ log(|x|t−α/2)∣∣
∣∣∣∣∣
∣∣∣∣∣
∣∣ log(|x|t−α/2)∣∣∣∣ log(g(t)t−α/2)∣∣ − 1
∣∣∣∣∣ .
Remember that we are working in the region νg(t) ≤ |x| ≤ µg(t). Hence, since g(t) = o(tα/2), we
have that |x|t−α/2 → 0. Therefore, the behavior (1.5) yields that ψ(·, t) → 0 uniformly as t→∞.
As for χ, we have
1− | log µ|∣∣ log(g(t)t−α/2)∣∣ ≤
∣∣ log(|x|t−α/2)∣∣∣∣ log(g(t)t−α/2)∣∣ ≤ 1 + | log ν|∣∣ log(g(t)t−α/2)∣∣ ;
that is, ∣∣ log(|x|t−α/2)∣∣∣∣ log(g(t)t−α/2)∣∣ = 1 + o(1).
Therefore, since F (ξ)/| log |ξ|| ≤ C for |ξ| ≤ 1/2, χ(·, t) also goes to 0 uniformly as t→∞, and we
conclude that ∣∣∣ tα| log(g(t)t−α/2)|Z(x, t)− κ
∣∣∣→ 0 as t→∞.
Hence,
(g(t))
− 2
p
∥∥∥ tα| log(g(t)t−α/2)|Z(·, t)− κ
∥∥∥
Lp({ν<|x|/g(t)<µ})
→ 0 as t→∞,
which combined with (4.4) yields the result. 
The result in the one-dimensional case follows immediately from Theorem 2.1. As in the two-
dimensional case, the behavior is given by a constant, but now it is the same one for all intermediate
scales.
Theorem 4.3. Let N = 1 and u0 ∈ L1(R). For any g satisfying (1.9) and 0 < ν < µ <∞,
(g(t))
− 1
p ‖tα2 u(·, t) −MF (0)‖Lp({ν<|x|/g(t)<µ}) → 0 as t→∞.
5. Compact sets
In this section we determine the decay rate and the asymptotic profile in compact sets. The
situation depends strongly on the dimension. For N ≥ 3 the asymptotic profile will be given by
the Newtonian potential of the initial datum, a new phenonemon that is not present in the local
case, with a decay rate t−α independent of the dimension. For low dimensions we have convergence
towards a constant instead, and a slower decay rate.
5.1. The Newtonian potential. Since the large time behavior in compact sets for large dimen-
sions will be given by the Newtonian potential of the initial datum, we start by giving conditions
to guarantee that it is locally well defined.
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Theorem 5.1. Let N ≥ 3 and µ > 0.
(a) Let u0 ∈ L1(RN ). Then
‖Φ‖Lp(Bµ) ≤M‖EN‖Lp(B1) +M |Bµ|1/p for all p ∈ [1, pc).
(b) Let u0 ∈ L1(RN ). Then Φ ∈Mpc(RN ).
(c) Let u0 ∈ L1(RN ) ∩ Lploc(RN ), p ≥ [pc,∞]. Then
(5.1) ‖Φ‖Lp(Bµ) ≤
{
‖u0‖Lp(Bµ+1)‖EN‖L1(B1) +M |Bµ|1/p, p = pc,
‖u0‖Lp(Bµ+1)‖EN‖L1(B1) +M‖EN‖Lp(RN\B1), p ∈ (pc,∞].
Proof. (a) The result follows easily from the decomposition Φ = Φ1 +Φ2, where
Φ1(x) =
∫
|y|<1
u0(x− y)
|y|N−2 dy, Φ2(x) =
∫
|y|>1
u0(x− y)
|y|N−2 dy.
(b) Since EN ∈Mpc(RN ), the result follows immediately, because
‖Φ‖Mpc (RN ) = ‖u0 ∗ EN‖Mpc(RN ) ≤ ‖u0‖L1(RN )‖EN‖Mpc(RN ).
(c) We perform the same decomposition as in (a). On the one hand
‖Φ1‖Lp(Bµ) ≤ ‖u0‖Lp(Bµ+1)‖EN‖L1(B1).
On the other hand, Φ2(x) ≤
∫
|y|>1 u0(x − y) dy ≤ M . Hence, ‖Φ2‖Lpc(Bµ) ≤ M |Bµ|1/pc . If p is
supercritical we obtain a better estimate for this term, namely ‖Φ2‖Lp(Bµ) ≤M‖EN‖Lp(RN\B1). 
Remark. As a consequence of (c), if u0 ∈ L1(RN ) ∩ Lp(RN ), p ∈ (pc,∞], then, Φ ∈ Lp(RN ).
We study now the behavior at infinity of Φ, a result of independent interest which was already
well known for u0 integrable and compactly supported.
Theorem 5.2. Let N ≥ 3.
(a) If u0 ∈ L1(RN ) ∩ DN , then |x|N−2Φ(x)→M as |x| → ∞.
(b) Let u0 ∈ L1(RN ) if p is subcritical and u0 ∈ L1(RN )∩DN otherwise. Then, for any g going to
infinity,
(g(t))N
(
1− 1
p
)
−2‖Φ−MEN‖Lp({ν<|x|/g(t)<µ}) → 0 as t→∞, 0 < ν ≤ µ <∞,
Proof. (a) We estimate the error as
∣∣|x|N−2Φ(x)−M ∣∣ ≤ I(x) + II(x) + III(x) + IV(x), where
I(x) =
∫
|y|<γ|x|
∣∣∣ |x|N−2|x− y|N−2 − 1∣∣∣u0(y) dy,
II(x) =
∫
|y|>γ|x|
u0(y) dy,
III(x) = |x|N−2
∫
|y| > γ|x|
|x− y| < δ|x|
u0(y)
|x− y|N−2 dy,
IV(x) = |x|N−2
∫
|y| > γ|x|
|x− y| > δ|x|
u0(y)
|x− y|N−2 dy,
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with γ, δ > 0 to be chosen.
On the one hand, if |y| < γ|x|, with γ ∈ (0, 1),
1
(1 + γ)N−2
≤ |x|
N−2
(|x|+ |y|)N−2 ≤
|x|N−2
|x− y|N−2 ≤
|x|N−2
(|x| − |y|)N−2 ≤
1
(1− γ)N−2 .
Hence,
∣∣∣ |x|N−2|x−y|N−2 − 1∣∣∣ < ε/M if γ is small enough, and hence I(x) ≤ ε. From now on γ is assumed
to be fixed.
It is immediate that II(x) < ε if |x| is large enough, since u0 ∈ L1(RN ).
On the other hand, using the decay of the initial datum we get
III(x) ≤ C|x|N−2
∫
|y| > γ|x|
|x− y| < δ|x|
dy
|y|N |x− y|N−2 ≤
C
γN |x|2
∫
|x−y|<δ|x|
dy
|x− y|N−2 = C
δ2
γN
< ε
if we choose δ > 0 small enough.
Once γ and δ are fixed,
IV(x) ≤ 1
δN−2
∫
|y|>γ|x|
u0(y) dy < ε,
if |x| is large enough, using once more the integrability of u0.
(b) The result follows immediately from (a) if u0 ∈ L1(RN ) ∩ DN . Hence, we only have to remove
the decay assumption in the subcritical range. This hypothesis was only used to estimate III. It is
easily checked that it is enough to prove that
(g(t))−
N
p ‖III‖Lp({ν<|x|/g(t)<µ}) < ε
if t is large enough.
By Ho¨lder’s inequality, in the region under consideration
III(x) ≤ µN−2(g(t))N−2
∫
|y| > γνg(t)
|x− y| < δµg(t)
u0(y) dy

p−1
p
∫
|y| > γνg(t)
|x− y| < δµg(t)
u0(y)
|x− y|(N−2)p dy
 1p .
Therefore, since p is subcritical,
(g(t))
−N
p ‖III‖Lp({ν<|x|/g(t)<µ}) ≤ C(g(t))N
(
1− 1
p
)
−2
(∫
|z|<δµg(t)
|z|(2−N)p dz
) 1
p ∫
|y|>γνg(t)
u0(y) dy
≤ C
∫
|y|>γνg(t)
u0(y) dy,
which is indeed small if t is large enough. 
5.2. Large dimensions. We begin by considering the subcritical range.
Theorem 5.3. Let N ≥ 3, κ > 0 as in (1.5) and u0 ∈ L1(RN ). For every p ∈ [1, pc) and µ > 0
‖tαu(·, t)− κΦ‖Lp(Bµ) → 0 as t→∞.
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Proof. In order to estimate the error, we take K(t) going to infinity to be specified later and make
the decomposition
|tαu(x, t)− κΦ(x)| =
∣∣∣tα ∫ Z(y, t)u0(x− y) dy − κ∫ u0(x− y)|y|N−2 dy∣∣∣
≤
∫
|x−y|<K(t)
u0(x− y)
∣∣∣t−α2 (N−2)F (yt−α/2)− κ|y|N−2 ∣∣ dy
+
∫
|x−y|>K(t)
u0(x− y)t−
α
2
(N−2)F (yt−α/2) dy + κ
∫
|x−y|>K(t)
u0(x− y)
|y|N−2 dy.
Since F (ξ) ≤ C|ξ|2−N , then t−α2 (N−2)F (yt−α/2) ≤ C|y|2−N , that together with (1.7) yields
(5.2)
|tαu(x, t) − κΦ(x)| ≤ A(x, t) + B(x, t), where
A(x, t) = CN,α
∫
|x−y|<K(t)
u0(x− y)
|y|N−2 |y|t
−α/2 dy,
B(x, t) = CN,α
∫
|y|>K(t)
u0(y)
|x− y|N−2 dy,
On the one hand,
‖A(·, t)‖Lp(Bµ) ≤ C
(∫
|x|<µ
(∫
|x−y|<K(t)
u0(x− y)
|y|N−3 t
−α/2 dy
)p
dx
)1/p
≤Mt−α/2
(∫
|y|<2K(t)
1
|y|(N−3)p dy
)1/p
≤ CMt−α/2K(t)Np −(N−3).
We choose K(t) going to infinity slowly enough, so that t−α/2K(t)
N
p
−(N−3) → 0.
On the other hand, let t be large so that µ < K(t)/2. Then, if |y| > K(t) we have |x−y| > K(t)/2,
so that
‖B(·, t)‖Lp(Bµ) ≤ CN,α
( 2
K(t)
)N−2
|Bµ|1/pM → 0 as t→∞
since K(t) goes to infinity. 
Remark. The choice K(t) = t
α
2
p
N+p in the above proof yields the estimate (not expected to be
sharp)
‖tαu(·, t) − κΦ‖Lp(Bµ) = O
(
t−
α
2
(N−2)p
N+p
)
.
We now devote our attention to the critical case p = pc. Without further assumptions on the
initial data, we have the same result as in the critical range, but in the weak Mpc norm. As a
novelty, convergence is not restricted to compact sets, and can be extended to expanding balls Bg(t)
with g growing slowly to infinity. These results are also valid in Lpc norm if u0 ∈ L1(RN )∩Lpcloc(RN ).
Theorem 5.4. Let N ≥ 3, κ > 0 as in (1.5), and p = pc. Let g satisfy (1.9).
(a) If u0 ∈ L1(RN ), then Φ ∈Mpc(RN ) and,∥∥tαu(·, t)− κΦ∥∥
Mpc(Bg(t))
→ 0 as t→∞.
(b) If moreover u0 ∈ L1(RN ) ∩ Lpcloc(RN ), then Φ ∈ Lpcloc(RN ) and
‖tαu(·, t) − κΦ‖Lpc(Bg(t)) → 0 as t→∞.
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Proof. (a) To prove convergence in Mpc(Bg(t)), we start from the size estimate (5.2), with K(t) =
2g(t). Since |y| < 3g(t) if |x| < g(t) and |x− y| < 2g(t), we get
‖A(·, t)‖Mpc (Bg(t)) ≤ C‖Φ‖Mpc(RN )g(t)t−α/2 < ε if t ≥ tε.
On the other hand, since |x− y| > 2|x| if |x− y| > 2g(t) and |x| < g(t), then
‖B(·, t)‖Mpc (Bg(t)) ≤ C‖EN‖Mpc(RN )
∫
|y|>g(t)
u0(y) dy < ε if t ≥ tε.
(b) To prove convergence in Lpc(Bg(t)), we start from the size estimate (5.2), with K(t) = 2g(t).
Since |y| < 3g(t) if |x| < g(t) and |x− y| < 2g(t), we get
‖A(·, t)‖Lpc (Bg(t)) ≤ Ct−α/2M
( ∫
|y|<3g(t)
dy
|y|(N−3)pc
)1/pc
= Ct−α/2Mg(t).
On the other hand, if |y| > 2g(t) and |x| < g(t), then |x− y| > g(t). Hence,
B(x, t) ≤ C(g(t))2−N
∫
|y|>2g(t)
u0(y) dy for |x| < g(t),
and therefore ‖B(·, t)‖Lpc (Bg(t)) ≤ C
∫
|y|>2g(t) u0(y) dy, which ends the proof. 
When p is supercritical, we have to ask the initial datum to be also in Lploc(R
N ) in order for Φ
and u to be in that space, but under that assumption we have the same result as in the subcritical
range.
Theorem 5.5. Let N ≥ 3, κ > 0 as in (1.5), and p ∈ (pc,∞]. Given u0 ∈ L1(RN )∩Lploc(RN ) and
µ > 0,
‖tαu(·, t)− κΦ‖Lp(Bµ) → 0 as t→∞.
Proof. We use the estimate (5.2) with K satisfying (1.9). For all t large enough |x| ≤ µ < K(t)/2.
Hence, |x− y| < K(t) implies |y| < 3K(t)/2. Therefore,
A(x, t) ≤ CN,αK(t)t−α/2Φ(x),
which combined with (5.1) yields
‖A(·, t)‖Lp(Bµ) ≤ CN,p,αK(t)t−α/2
(‖u0‖Lp(Bµ+1) +M)→ 0 as t→∞.
On the other hand, if |y| > K(t), then |x− y| ≥ |y| − |x| ≥ K(t)/2, and hence
‖B(·, t)‖Lp(Bµ) ≤ CN,α
∫
|y|>K(t)
u0(y)
( ∫
|x|<K(t)/2
dx
|x− y|(N−2)p
)1/p
dy
≤ CN,p,αMK(t)
N
p
−(N−2) → 0 as t→∞
since (N − 2)p −N > 0. 
Remarks. (a) The choice K(t) = t
α
2
p
N+p in the above proof yields the (not necessarily sharp)
estimate
‖tαu(·, t)− κΦ‖Lp(Bµ) = O
(
t
−α
2
(N−2)p−N
(N−1)p−N
)
.
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(b) If u0 ∈ L1(RN ) ∩ Lp(RN ), p ∈ (pc,∞], and g satisfies (1.9), it is easily checked, taking K(t) =
2g(t) in the proof of Theorem 5.5, that
‖tαu(·, t)− κΦ‖Lp(Bg(t)) → 0 as t→∞.
However, this result is only sharp in compact sets.
5.3. Low dimensions. In the critical dimension N = 2 the decay rate is not given by t−α; it has
a logarithmic correction that makes the decay a bit slower. Moreover, the asymptotic profile is not
given by the Newtonian potential of the initial datum, but by a constant. The same asymptotic
constant gives the profile in expanding balls Bg(t) as long as the decay rate is the same as in compact
sets, which is the case as long as log g(t)/ log t→ 0.
Theorem 5.6. Let N = 2, κ > 0 as in (1.5), and u0 ∈ L1(R2).
(a) Assume in addition that u0 ∈ Lqloc(R2) for some q ∈ (1,∞] if p = ∞. Then, for every
p ∈ [1,∞] and µ > 0,
∥∥∥ tα
log t
u(·, t)− Mκα
2
∥∥∥
Lp(Bµ)
→ 0 as t→∞.
(b) Assume in addition that u0 ∈ Lq(R2) for some some q ∈ (1,∞] if p =∞. Then, for every
p ∈ [1,∞] and g : R+ → R+ such that g(t)→∞ and log g(t)/ log t→ 0 as t→∞,
(g(t))−
2
p
∥∥∥ tα
log t
u(·, t)− Mκα
2
∥∥∥
L∞(Bg(t))
→ 0 as t→∞.
Proof. (a) Let δ > 0 to be chosen. Then, for t > 1,
(5.3)
∣∣∣ tα
log t
u(x, t)−Mκα
2
∣∣∣ ≤ I(x, t) + II(x, t) + III(x, t), where
I(x, t) =
α
2
∫
|y|<δtα/2
∣∣∣ F (yt−α/2)| log(|y|t−α/2)|+ 1 − κ
∣∣∣u0(x− y) dy
II(x, t) =
∫
|y|<δtα/2
F (yt−α/2)
| log(|y|t−α/2)|+ 1
∣∣| log(|y|t−α/2)|+ 1− α2 log t∣∣
log t
u0(x− y) dy,
III(x, t) =
∫
|y|>δtα/2
∣∣∣ tα
log t
Z(y, t)− κα
2
∣∣∣u0(x− y) dy.
Using the asymptotic behavior (1.5) we get I(x, t) ≤ CMε if we choose δ small enough, so that
‖I(·, t)‖Lp(Bµ) ≤ CMε. From now on δ, which may be assumed to be smaller than 1, will be fixed.
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Let h : R+ → R+ be such that h(t) → ∞ and log h(t)log t → 0. We take t > 1 large, so that
max{1/2, µ} < h(t) < δtα/2/2. After using the bound (1.3), we make the decomposition
(5.4)
II(x, t) ≤ C
∫
|y|<δtα/2
| log |y||+ 1
log t
u0(x− y) dy = II1(x, t) + II2(x, t) + II3(x, t), where
II1(x, t) = C
∫
2h(t)<|y|<δtα/2
| log |y||+ 1
log t
u0(x− y) dy,
II2(x, t) = C
∫
1<|y|<2h(t)
| log |y||+ 1
log t
u0(x− y) dy,
II3(x, t) = C
∫
|y|<1
| log |y||+ 1
log t
u0(x− y) dy.
Since |x| < µ < h(t), then |x− y| > h(t) if |y| > 2h(t). Hence, using also that 2h(t) > 1,
II1(x, t) ≤ C
∫
2h(t)<|y|<δtα/2
| log(δtα/2)|+ 1
log t
u0(x− y) dy ≤ C
∫
|z|>h(t)
u0(z) dz,
II2(x, t) ≤ C
∫
1<|y|<2h(t)
| log(2h(t))| + 1
log t
u0(x− y) dy ≤ CM log h(t)
log t
,
so that
‖II1(·, t)‖Lp(Bµ) ≤ C
∫
|z|>h(t)
u0(z) dz, ‖II2(·, t)‖Lp(Bµ) ≤ CM
log h(t)
log t
.
As for II3,
‖II3(·, t)‖Lp(Bµ) ≤

CM(1 + ‖E2‖Lp(B1))
log t
if p ∈ [1,∞),
C‖u0‖Lq(Bµ+1)(1 + ‖E2‖Lq′ (B1))
log t
if p =∞.
Finally, as F (ξ) ≤ C if |ξ| ≥ δ, for all t large we have
(5.5)
III(x, t) ≤
∫
|y|>δtα/2
F (yt−α/2)
log t
u0(x− y) dy + κα
2
∫
|y|>δtα/2
u0(x− y) dy
≤ C
∫
|y|>δtα/2
u0(x− y) dy,
and hence
‖III(·, t)‖Lp(Bµ) ≤ C
∫
|z|> 1
2
δtα/2
u0(z) dz.
Summarizing, once we are given ε > 0, we first choose δ small and then t large and we get,∥∥∥ tα
log t
u(·, t)− Mκα
2
∥∥∥
Lp(Bµ)
≤ Cε.
Since ε > 0 is arbitrary, we get the result.
(b) For the second part just choose h(t) = g(t) in the estimate of II, and take into account the
measure of the ball Bg(t). 
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The result in the one-dimensional case is a direct corollary of Theorem 2.1. Solutions decay
more slowly than in any other dimension, and the asymptotic profile is a constant, which coincides
with the one giving the asymptotic behavior in intermediate scales. In fact, the result is valid in
expanding balls Bg(t), if g grows slowly to infinity.
Theorem 5.7. Let N = 1, u0 ∈ L1(R), and p ∈ [1,∞].
(a) For any µ > 0, ‖tα2 u(·, t)−MF (0)‖Lp(Bµ) → 0 as t→∞.
(b) For any g satisfying (1.9), (g(t))
− 1
p ‖tα2 u(·, t)−MF (0)‖Lp(Bµ) → 0 as t→∞.
6. Fast scales
In this section we consider fast scales, satisfying (1.10), for which the situation is more involved.
As we will see, there is a difference between moderately fast scales and very fast scales. If the scales
are moderately fast the asymptotic behavior of the solution is still given by MZ, with a decay rate
that depends only on the scale. For very fast scales the behavior of the initial datum at infinity
becomes more important, and may even determine the rate of decay and the final profile. Which
scales are on each side, moderately fast or very fast, depends strongly on the decay of the initial
datum at infinity.
We start by considering compactly supported initial data. We obtain convergence in uniform
relative error to MZ in fast scales that are o(t(log t)
2−α
α ), which are hence identified as moderately
fast scales.
Theorem 6.1. Let u0 ∈ L1(RN ) with compact support contained in the ball BR(0). Then, for
every ν > 0 and µ ∈
(
0,
(
α(2−α)
4Rσ
) 2−α
α
)
,
u(x, t) =M
(
1 + o(1)
)
Z(x, t) uniformly in {νtα/2 ≤ |x| ≤ µt(log t) 2−αα } as t→∞.
Proof. We have,
|u(x, t) −MZ(z, t)| ≤ t−αN2
∫
|y|<R
|F ((x − y)t−α/2)− F (xt−α/2)|u0(y) dy.
If |x| ≥ νtα/2, |y| ≤ R, and t ≥ t0(ν,R) so that Rt−α/2 ≤ ν/2, then |xt−α/2 − syt−α/2| ≥ ν/2 for
all s ∈ [0, 1]. Therefore, using (1.8),
|F ((x− y)t−α/2)− F (xt−α/2)| ≤ C exp
(
− σ((|x| −R)t−α/2) 22−α)Rt−α/2
≤ C exp
(
−σ(|x|t−α/2) 22−α
)
exp
(
σ(|x|t−α/2) 22−α (1− (1− (R/|x|)) 22−α ))Rt−α/2.
Hence, since 1 − (1− (R/|x|)) 22−α ≤ 2R(2−α)|x| for all |x| > R, in the region under consideration we
have
σ(|x|t−α/2) 22−α (1− (1− (R/|x|)) 22−α ) ≤ 2Rσ
2− α
( |x|
t
) α
2−α ≤ γ log t, γ := 2Rσµ
α
2−α
2− α .
Notice that, due to our assumptions on µ, γ < α/2. Since there is a constant Cν such that
(6.1) t−
αN
2 exp
(− σ(|x|t−α/2) 22−α ) ≤ CνZ(x, t) if |x| ≥ νtα/2,
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we conclude that
|u(x, t) −MZ(z, t)| ≤ CMZ(x, t)tγ−α2 ,
which yields the result. 
If the initial datum does not have compact support, but has some integrable decay, u0 ∈ Dβ for
some β > N , moderately fast scales, for which the behavior is still given by MZ, are not allowed
to grow so fast as in the case of initial data with compact support.
Theorem 6.2. Let u0 ∈ L1(RN ) ∩ Dβ for some β > N . Then, for every ν > 0 and µ ∈(
0,
(
α
2σ (β −N)
) 2−α
2
)
,
u(x, t) =MZ(x, t)(1 + o(1)) uniformly in {νtα/2 ≤ |x| ≤ µtα/2(log t)(2−α)/2}.
Proof. We split the error as
|u(x, t) −MZ(z, t)| ≤ I(x, t) + II(x, t) + III(x, t), where
I(x, t) = t−
αN
2
∫
|y|≤δ(t)|x|
∣∣F ((x− y)t−α/2)− F (xt−α/2)∣∣u0(y) dy,
II(x, t) = t−
αN
2
∫
|y|≥δ(t)|x|
F ((x− y)t−α/2)u0(y) dy,
III(x, t) = t−
αN
2
∫
|y|≥δ(t)|x|
F (xt−α/2)u0(y) dy,
Arguing as in the proof of Theorem 6.1 we get
I(x, t) ≤ CMt−αN2 exp
(
− σ
(
(1− δ(t))|x|t−α/2
) 2
2−α
)
|x|δ(t)t−α2
≤ CMt−αN2 exp
(
− σ(|x|t−α/2) 22−α
)
exp
(
σ(|x|t−α/2) 22−α 2δ(t)
2− α
)
|x|δ(t)t−α2
≤ CM
(log t)α/2
t−
αN
2 exp
(
− σ(|x|t−α/2) 22−α
)
≤ o(1)MZ(x, t),
if we take δ(t) = 1/ log t.
On the other hand, using the decay assumption on the initial datum,
II(x, t) ≤ Ct−αN2
∫
|y|>δ(t)|x|
F ((x− y)t−α/2)
|y|β dy ≤
Ct−
αN
2
(δ(t)νtα/2))β
∫
F ((x− y)t−α/2) dy
≤ Ct−Nα2 (log t)βt−α2 (β−N).
Since exp
( − σ(|x|t−α/2) 22−α ) ≥ t−γ , γ = σµ 22−α , in the region under consideration, and γ <
α(β −N)/2, we have II(x, t) ≤ CMZ(x, t)(log t)βtγ−α2 (β−N) =MZ(x, t)o(1).
Finally,
III(x, t) ≤ Ct−αN2 exp (− σ(|x|t−α/2) 22−α ) ∫
|y|>δ(t)νtα/2
u0(y) dy = o(1)MZ(x, t),
and the theorem is proved. 
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The upper restriction on the region where the behavior is given by MZ in Theorem 6.2 is not
technical, as we see next. If the initial datum has a precise (integrable) power-like decay at infinity,
there are (very) fast scales for which the large time behavior is not given by MZ anymore, but by
the initial datum. Convergence holds in uniform relative error.
Theorem 6.3. Let u0 ∈ L1(RN ) be such that |x|βu0(x)→ A as |x| → ∞ for some A > 0, β > N .
Then, for every ν >
(
α
2σ (β −N)
) 2−α
2 there holds that
u(x, t) =
A
|x|β (1 + o(1)) uniformly in |x| ≥ νt
α
2 (log t)
2−α
2 .
Proof. Let γ ∈ (0, (2−α)/2). After adding and subtracting A ∫|y|>δ|x|Z(x− y, t)( |x||y|)β dy for some
fixed δ ∈ (0, 1) to be chosen later, we have
∣∣|x|βu(x, t)−A| = ∣∣∣ ∫ Z(x− y, t)(|x|βu0(y)−A) dy∣∣∣ ≤ I(x, t) + II(x, t) + III(x, t) + IV(x, t),
I(x, t) =
∫
|y|<δ|x|
Z(x− y, t)∣∣|x|βu0(y)−A∣∣ dy,
II(x, t) = A
∫
|y| > δ|x|
|x− y| < tα/2(log t)γ
Z(x− y, t)
∣∣∣( |x||y|)β − 1∣∣∣ dy,
III(x, t) = A
∫
|y| > δ|x|
|x− y| > tα/2(log t)γ
Z(x− y, t)
∣∣∣( |x||y|)β − 1∣∣∣ dy,
IV(x, t) =
∫
|y|>δ|x|
Z(x− y, t)∣∣|y|βu0(y)−A∣∣( |x||y|)β dy,
If |y| < δ|x|, δ ∈ (0, 1), then |x− y| > (1− δ)|x|. Therefore,
I(x, t) ≤ Ct−αN2 exp
(
− σ(|x|t−α/2) 22−α (1− δ) 22−α
)∫
|y|<δ|x|
∣∣|x|βu0(y)−A∣∣ dy.
Since |x| > 1 in the region under consideration for t large enough, the integral on the right-hand
side can be easily bounded by C|x|β. Hence, using also that (1 − δ) α2−α ≥ 1− 2δ2−α and the bound
from below for |x| in terms of time,
I(x, t) ≤ Ctα2 (β−N) exp
(
− σ(|x|t−α/2) 22−α
(
1− 2δ
2− α
))
(|x|t−α/2)β
≤ Ctα2 (β−N) exp
(( 4δ
2− α − 1)σν
2
2−α log t
)
exp
(
− 2δ
2− ασ(|x|t
−α/2)
2
2−α
)
(|x|t−α/2)β
≤ Cδt
α
2
(β−N)+
(
4δ
2−α
−1)σν
2
2−α ≤ Cδt−
σθ
2 ,
where θ = ν
2
2−α − α2σ (β −N) > 0, if δ is small enough.
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On the other hand, if |x− y| < tα/2(log t)γ , then
1− β
ν
(log t)γ−
2−α
2 ≤ 1(
1 + |x−y||x|
)β = |x|β(|x|+ |y − x|)β ≤ |x|β|y|β
≤ |x|
β
(|x| − |y − x|)β =
1(
1− |x−y||x|
)β ≤ 1 + βν (log t)γ− 2−α2 .
Hence, ∣∣∣ |x|β|y|β − 1∣∣∣ ≤ C(log t)γ− 2−α2 ,
so that,
II(x, t) ≤ C(log t)γ− 2−α2
∫
F (ξ) dξ → 0 as t→∞.
As for III, after a change of variables we get
III(x, t) ≤ C(1 + δ−β)
∫
|ξ|>(log t)γ
F (ξ) dξ → 0 as t→∞.
Finally, since |y|βu0(y)−A→ 0, |x|β < δ−β |y|β and
∫
F (ξ) dξ = 1, IV(x, t)→ 0 as t→∞. 
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