We generalise works of Kobayashi to give a formulation of the Iwasawa main conjecture for modular forms at supersingular primes. In particular, we give analogous definitions of the plus and minus Coleman maps for normalised new forms of arbitrary weights and relate Pollack's p-adic L-functions to the plus and minus Selmer groups. In addition, by generalising works of Pollack and Rubin on CM elliptic curves, we prove the "main conjecture" for CM modular forms.
Introduction
The Taniyama-Shimura conjecture, proved by Wiles et al, asserts that elliptic curves over Q correspond to modular forms of weight 2. Therefore, it is natural to ask which results on elliptic curves can be generalised to modular forms of higher weights. In this paper, we discuss how this can be done for some recent results on supersingular primes.
Let p be an odd prime and let G ∞ be the Galois group of the extension k ∞ of Q by p power roots of unity. We denote by Λ(G ∞ ) the Iwasawa algebra of G ∞ over Z p . If ∆ denotes the torsion subgroup of G ∞ and γ is a fixed topological generator of the Z p -part of G ∞ , then Λ(
Let f = a n q n be a normalised eigen-newform of weight k 2, level N and character ǫ. For notational simplicity, we assume a p ∈ Z throughout the introduction. We fix p so that p ∤ N . Kato [Kat04] has formulated a main conjecture relating an Euler system (to which we refer as Kato zeta element) to some cohomological group over k ∞ (see Section 3.3 for a brief review).
If α is a root of X 2 − a p X + ǫ(p)p k−1 such that v p (α) < k − 1 where v p is the p-adic valuation of C p with v p (p) = 1, then there exists a p-adic L-function L p,α interpolating complex L-values of f . When f is ordinary at p (i.e. a p is a p-adic unit) and α is the unique unit root of the quadratic above, L p,α lies inside Q ⊗ Λ(G ∞ ) and the p-Selmer group Sel p (f /k ∞ ) of f over k ∞ is Λ(G ∞ )-torsion, i.e. its Pontryagin dual
is Λ(G ∞ )-torsion. If θ is a character on ∆, the θ-isotypical component of
We can associate to it a characteristic ideal. Kato's main conjecture is equivalent to asserting that this ideal is generated by the θ-component of L p,α (written as L θ p,α ), i.e. there is a pseudoisomorphism (a homomorphism with finite kernel and cokernel)
for some
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Background
In this section, we fix some notation which is used throughout the paper. We also state some basic properties of some of the objects which we study.
Extensions by p power roots of unity
Throughout this paper, p is an odd prime. If K is a field of characteristic 0, either local or global, G K denotes its absolute Galois group, χ the p-cyclotomic character on G K and O K the ring of integers of K. For an integer n 0, we write K n for the extension K(µ p n ) where µ p n is the set of p n th roots of unity and K ∞ denotes ∪ n 1 K n . The Z p -cyclotomic extension of K is denoted by K c and K (n) denotes the p n -subextension inside K c .
In particular, we write Q p,n = Q p (µ p n ). For n m, we write Tr n/m for the trace map from Q p,n to Q p,m . For each n, we fix a primitive p n th root of unity such that ζ p p n = ζ p n−1 . Let G n denote the Galois group Gal(Q p,n /Q p ) for 0 n ∞. Then, G ∞ ∼ = ∆ × Γ where ∆ = G 1 is a finite group of order p − 1 and Γ = Gal(Q p,∞ /Q p,1 ) ∼ = Z p . We fix a topological generator γ of Γ and write u = χ(γ). In particular, u is a topological generator of 1 + pZ p .
Iwasawa algebras and power series
Given a finite extension K of Q p , Λ O K (G ∞ ) (respectively Λ O K (Γ)) denotes the Iwasawa algebra of G ∞ (respectively Γ) over O K . We write Λ K (G ∞ ) = Λ O K (G ∞ ) ⊗ K and Λ K (Γ) = Λ O K (Γ) ⊗ K. When K = Q p (so O K = Z p ), we simply write Λ for Λ Zp . If M is a finitely generated Λ O K (Γ)-torsion (respectively Λ K (Γ)-torsion) module, we write Char Λ O K (Γ) (M ) (respectively Char Λ K (Γ) (M )) for its characteristic ideal. Given a module M over Λ O K (G ∞ ) (respectively Λ K (G ∞ )) and a character δ : ∆ → Z × p , M δ denotes the δ-isotypical component of M . For any m ∈ M , we write m δ for the projection of m into M δ . The Pontryagin dual of M is written as M ∨ .
Let r ∈ R 0 . We define
where | · | p is the p-adic norm on C p such that |p| p = p −1 (the corresponding valuation is written as v p ). We write H ∞ = ∪ r 0 H r and H r (G ∞ ) = {f (γ − 1) : f ∈ H r } for r ∈ R 0 ∪ {∞}. In other words, the elements of H r (respectively H r (G ∞ )) are the power series in X (respectively γ − 1) over C p [∆] with growth rate O(log
. Moreover, we have three operators ϕ, ∂ and ψ on H r,K defined by
f (ζ(1 + X) − 1).
Crystalline representations
We write B cris and B dR for the rings of Fontaine and ϕ for the Frobenius acting on these rings.
Recall that there exists an element t ∈ B dR such that ϕ(t) = pt and g · t = χ(g)t for g ∈ G Qp . Let V be a p-adic representation of G Qp which is crystalline. We denote the Dieudonné module by
We write
is simply written as ϕ and the map ∂ ⊗ 1 is written as ∂. Note that ∂ acts on D ∞ (V ) bijectively, so ∂ j makes sense for any j ∈ Z.
Let T be a lattice of V which is stable under G Qp . For integers m n, we write cor m/n for the corestriction map H 1 (Q p,m , A) → H 1 (Q p,n , A) where A = V or T . Let H 1 Iw (T ) denote the inverse limit lim ← H 1 (Q p,n , T ) with respect to the corestriction and H 1 Iw (V ) = Q ⊗ H 1 Iw (T ). Moreover, if V arises from the restriction of a p-adic representation of G Q and T is a lattice stable under G Q , we write
for the isomorphism defined in [PR93, Section A.4], which depends on our choice of ζ p n . For each n and j, we write
for Bloch-Kato's exponential defined in [BK90].
Modular forms
Let f = a n q n be a normalised eigen-newform of weight k 2, level N and character ǫ. Write F f = Q(a n : n 1) for its coefficient field. Letf = ā n q n be the dual form to f , we have F f = Ff . We write L(f, s) for the complex L-function of f . If θ is a finite character of G ∞ , we write L(f θ , s) for the twisted L-function of f by θ.
We assume that p ∤ N and fix a prime of F f above p. We denote the completion of F f at this
such that the following diagram commutes:
where n 1 and pr stands for projection. Moreover, we have
Remark 3.3. The theorem implies the following congruence for r 0:
3.2 Perrin-Riou's pairing Let M be a finite extension of Q p and we further assume that V is a vector space over M and the action of G Qp is compatible with the multiplication by M . We fix T an O M -lattice of V which is stable under G Qp . We write V * for the M -linear dual of V and T * for the O M -linear dual of T . Since H 1 (Q p,n , T ) and
By [PR94, Section 3.6.1], there is a non-degenerate pairing
where [, ] n is the natural pairing
The pairing <, > extends to
which we also denote by <, >. Let j and h be integers satisfying conditions of Theorem 3.
. Using the pairing <, >, we define a map: η,n at some special characters on G ∞ . To do this, we make use of the following result.
Lemma 3.4. Under the notation above, let η ∈ D(V (j)). Then, the projection of
Proof. This is a straightforward application of Remark 3.3 to the solution of (1
For n 1 and η ∈ D(V (j)), we write
Remark 3.3 and properties of the twist map (see e.g. [PR94, Sections 3.6.1 and 3.6.5]) implies that for z ∈ H 1 Iw (T (j) * (1)) and r 0,
where Tw r acts on H ∞ (G ∞ ) via σ → χ(σ) r σ for σ ∈ G ∞ and z −r,n is the image of z under the composition
By [Kat93, Chapter II, Section 1.4], we also have
where exp * n,j+r is the dual exponential map exp * n,j+r :
and the pairing
is induced by the natural pairing
To ease notation, we simply write [, ] n for [, ] ′ n when it does not cause confusion. We can now rewrite (2) as:
Note that we have recovered the pairing P n of [Kur02] . We write the quantity in (3) as P n,r (η, z −r,n Lemma 3.5. For an integer r 0, we have
Let θ be a character of G n which does not factor through G n−1 with n 1, then
where τ denotes the Gauss sum.
Modular forms and Kato zeta elements
The details of the results in this section can be found in [Kat04] .
3.3.1 L-functions and p-adic L-functions Let f be as in Section 2.4. For any v ∈ V f such that
Let per :
The p-adic L-functions associated to f are given by the following.
Theorem 3.6. Let α be a root of X 2 − a p X + ǫ(p)p k−1 such that v p (α) < k − 1. Under the notation above, there exists a unique L p,α ∈ H ∞ (G ∞ ) (depending on the choice of ω and v) such that for any integer 0 r k − 2 and any character θ of G n which does not factor through G n−1 with n 1,
where c n,r is some constant, only dependent on n and r and ± = (−1) k−r θ(−1).
If f corresponds to an elliptic curve E over Q, there is a canonical choice of ω and T f , namely, the Néron differential and T p (E)(−1) (see [Kur02, Section 2.2.2]) where T p (E) denotes the Tate module of E at p.
Kato's main conjecture
In order to state Kato's main conjecture, we have to review two important results from [Kat04] first.
Theorem 3.7. Under the notation above, we have:
(a) Let θ be a character of G n and ± = (−1) k−r θ(−1) where r is an integer such that 1 r k−1.
Write
There exists a unique E-linear map (independent of θ and
) (under the composition of the localisation, the twist map and the dual exponential) to d r · L(f , θ, r) · v ± and d r is a constant which only depends on r.
is a free Λ O E -module of rank 1 and
Proof. [Kat04, Theorem 12.5] Kato's main conjecture states that:
We call elements of Z(V f ) Kato zeta elements. In particular, we write z Kato f for the one corresponding to our choice of v ∈ V f fixed in Section 3.3.1 and call it the Kato zeta element associated to f .
We fixv ∈ Vf andω ∈ D −1 (Vf (k)) for the dual formf similarly. Below, we relate the Kato zeta element z Katō f associated tof to the p-adic L-functions of f defined by Theorem 3.6 via the map L h,j η . For simplicity, we write z Kato = z Katō f from now on.
Let V = V f (1), then we can take h = 1 and j 0 in Theorem 3.1 by (1). For η ∈ D(V f ), we simply write
for the map we defined in Section 3.2, with M = E.
Theorem 3.10. For α as in Theorem 3.6, there exists η α , an eigenvector of ϕ on D(V f ) with eigenvalue α such that [η α ,ω] = 1. Moreover, the image of z Kato under the composition
is the p-adic L-function L p,α where the first map is just the localisation and Tw k−1 denotes Tw k−1,Vf .
Proof. [Kat04, Theorem 16.6] We sometimes abuse notation and write the above composition as L ηα also.
Remark 3.11. Let α 1 and α 2 be the roots of
It follows immediately from Lemma 3.5 that, with the same notation as in the lemma, we have:
3.4 The ±-Coleman maps 3.5 ±-logarithms Let f be as above such that assumption (1) holds. If α 1 and α 2 are the roots of
In [Pol03] , Pollack defines:
where Φ m denotes the p m th cyclotomic polynomial. By considering the special values of L p,α 1 and L p,α 2 as given by Theorem 3.6, Pollack shows that we have the following divisibility properties:
To ease notation, we suppress the subscript f and write L ± p for L ± p,f . The growth rates of these elements are given by:
Proof. [Pol03, Lemma 4.5 and Theorem 5.1] 3.5.1 Definition of the Coleman maps Let us first introduce a shorthand. For 0 r k − 2 and x ∈ D(V f (r + 1)), we write x mod ω for the image of x in the quotient D(V f (r + 1))/E · ω r+1 . If two elements x and y of D(V f (r + 1)) have the same image, we simply write x ≡ y mod ω.
Lemma 3.13. Let 0 r k − 2 be an integer. If θ is a finite character as in Lemma 3.5 and
Hence, the fact that D 0 (V f (r + 1)) and D 0 (Vf (k − 1 − r)) are orthogonal complements of each other under [, ] and (4) 
Recall that L ηα i (z Kato ) = L p,α i for i = 1, 2 by Theorem 3.10. Hence, if we write (5), (6) and the linearity of L. In fact, more is true:
and
.
Let r be an integer. Since
Therefore, by Lemma 3.13 and (4), we have
where θ and n are as defined in Lemma 3.5. Recall that χ(γ) = u, so we have equivalences χ r θ(Φ m (u −r γ)) = Φ m (θ(γ)) = 0 if and only if θ(γ) is a primitive p m th root of unity if and only if θ factors through G m+1 but not G m . Hence all the zeros of log ± p,k , which are all simple, are also zeros of L η ± (z), so we are done.
Remark 3.15. An alternative proof for this proposition is given in Section 5.1.
) and Theorem 3.12 says that log
We call these two maps the plus and minus Coleman maps. Note that we sometimes abuse notation and write Col ± for the composition
and its natural extension to H 1 (Vf ). In particular, we have
Similar to L η ± ,n , we write Col ± n for the map Col ± modulo γ p n−1 − 1. 
Kernels of the Coleman maps
In addtion to assumption (1), we assume the following holds.
-Assumption (2):
Under these two conditions, we give an explicit description of the kernels of the plus and minus Coleman maps defined in Section 3. In particular, we generalise [Kob03, Proposition 8.18], which describe the kernels of Col ± in the case of elliptic curves defined over Q.
Some linear algebra
Let us first study some basic properties of Q p,n . Define
p denotes the Q p -vector space generated by {π σ n : σ ∈ G n }. Then, Tr n/n−1 π n = 0 for n 1 and
Proposition 4.1. Let n 0 be an integer and α = n i=0 x i π i for some x i ∈ Q p . Then, the Q p -vector space generated by {α σ : σ ∈ G n } is given by i∈S Q (i) p where S = {i : x i = 0}.
Proof.
We proceed by induction on |S|. The case |S| = 1 is immediate, so we assume |S| > 1. Write V for the Q p -vector space generated by {α σ : σ ∈ G n }. Clearly, V ⊂ i:
p . Without loss of generality, we assume that
where r = [Q p,n : Q p,n−1 ]. Therefore, for any τ ∈ G n−1 , β τ ∈ V and π σ n ∈ V for any σ ∈ G n . Hence we are done.
Corollary 4.2. Let η = a 0 + n i=1 a i ζ p i where a i ∈ Q p with a 1 = (p − 1)a 0 , then the Q p -vector space generated by {η σ : σ ∈ G n } is given by Q p + r∈S σ∈Gn
Proof. The result is immediate if a 1 = 0 by Proposition 4.1. If a 1 = 0, then
Hence, we can again apply Proposition 4.1.
Corollary 4.3. Let η = 1 + ζ p + ζ p 2 + · · · + ζ p n , then η is a normal basis of Q p,n over Q p .
Properties of H 1
Recall that when f corresponds to an elliptic curve E over Q and T f (1) is the Tate module of
as G Q -modules. Therefore, the following lemma generalises [Kob03, Proposition 8.7], which says that E has no p-torsion defined over k ∞ .
Lemma 4.4. For all j ∈ Z and n 0, (
We make use of the description of the representation ρ f : G Qp,n → GL(T f /̟T f ) given by [BLZ04, Proposition 4.1.4] and consider two different cases.
Case 1, p + 1 ∤ k − 1: In this case,
where I is the inertia group of G Qp and ψ and ψ ′ are fundamental characters of level 2, i.e.
Hence, 1 is not an eigenvalue of
Therefore, there exists an element in the above Galois group which lifts to G Qp,∞ and (T f /̟T f ) G Qp,∞ = 0 as required.
Case 2, p + 1|k − 1: In this case, ρ f | G Qp,∞ factors through Gal(Q ur p,∞ /Q p,∞ ) and the eigenvalues of the Frobenius are the sqaure roots of −ǫ(p). By our assumption, this is not 1, so we are done.
We now give two immediate corollaries.
Corollary 4.5. The projection H 1 Iw (Tf (j)) → H 1 (Q p,n , Tf (j)) is surjective for all j and n.
Proof. It is enough to show that cor n/m : H 1 (Q p,n , Tf (j)) → H 1 (Q p,m , Tf (j)) is surjective for all n m. On taking Pontryagin dual, it is equivalent to showing that
is injective. But this immediately follows from the inflation-restriction exact sequence and the fact that V f /T f (k − 1 − j) G Qp,∞ = 0 as given by Lemma 4.4.
Corollary 4.6. For all n and j as above,
Proof. From the short exact sequence 0
Hence the result by Lemma 4.4.
In particular, H 1 (Q p,n , T f (j)) can be identified as an O E -lattice of H 1 (Q p,n , V f (j)). Another property of H 1 which we need is the injectivity of the restriction
for n m, which follows from the inflation-restriction sequence and that V f (j) G Qp,∞ = 0 (immediate from Lemma 4.4). In particular, the same can be said about H 1 f . We regard 
Using the shorthand introduced in Section 3.5.1, we define two E[G n ]-modules
Remark 4.7. For 1 j k − 1, we have isomorphisms of E[G n ]-modules
Under this identification, the corestriction cor n/m :
By Remark 4.7, we can identify R ± n,j with subsets of Q p,n ⊗ E and we have the following description.
where m n in the summands.
Proof. Recall that γ n,j = p −n n−1 i=0 ζ p n−i ⊗ ϕ i−n + (1 − ϕ) −1 and η ± are given by the following:
Hence, we can apply Corollary 4.2 to R ± n,j provided that
) mod ω, which can be checked under assumption (1). Recall that ϕ m (ω) ≡ 0 mod ω if and only if m is an even integer (c.f. proof of Proposition 3.14), hence the result.
In particular, (8) and (10) implies that
Then, R ± n,j can be identified with Q ± p,n ⊗ E:
Lemma 4.9. For j and n as above,
n,j and we are done.
Let H 1 f (Q p,n , V f (j)) ± denote the image of R ± n,j under exp n,j , then Remark 4.7 and Lemma 4.9 implies that it is equal to
By Corollary 4.6, if we define
Description of the kernels
, so we have L η ± (z) = 0 if and only if P n,r (η ± , z −r,n ) = 0 for all n 0 and more than (k − 1)/2 different values of r with 0 r k − 2. Recall that
Hence, ker P n,r (η ± , ·) is just the annihilator of exp n,r+1 (γ n,r+1 (η ± ) σ ) : σ ∈ G n under the pairing
which coincides with the annihilator of H 1 f (Q p,n , T f (r + 1)) ± under the pairing
We denote this annihilator by
In fact, by the proposition below, it suffices to take just one term in the intersection.
Proposition 4.10. Tw r H 1 Iw,± Tf (k − 1 − r) = H 1 Iw,± (Tf (k − 1)) for all integers r such that 0 r k − 2.
Proof. Since Col ± (z) = O(1) for all z ∈ H 1 Iw (Tf (k − 1)), it is uniquely determined by its values at an infinite number of characters (see e.g. [Pol03, Lemma 3.2] ). Hence, if there exists a fixed r such that P n,r (η ± , z n,−r ) = 0 for all n, then Col ± (z) = 0. Therefore, we have ker(Col ± ) = Tw r H 1 Iw,± Tf (k − 1 − r) and we are done.
Corollary 4.11. We have ker L η ± = ker Col ± = Tw r H 1 Iw,± Tf (k − 1 − r) for any integer 0 r k − 2.
Pontryagin duality
We have seen that ker(Col ± ) can be written in terms of H 1 ± , about which we now say a little bit more. The Pontryagin duality gives a pairing:
We can describe the annihilator of H 1 ± (Q p,n , Tf (k − 1 − r)) under this pairing explicitly:
) and it can be identified as the annihilator of H 1 ± (Q p,n , Tf (k − 1 − r)) under (12).
Proof. By definitions, we have an exact sequence
Taking Pontryagin duals, we have
Therefore, the second part of the lemma follows from the first. Recall that (V f /T f (r + 1)) G Qp,n = 0 by Lemma 4.4, so we have
Hence, it suffices to show that we have inclusion
. Note that it corresponds to the definition of E ± (Q p,n ) ⊗ Q p /Z p given in [Kob03] and this is used to define Sel ± p in Section 6.
Images of the Coleman maps
In this section, we describe the images of Col ± . By Corollary 4.5, any elements of H 1 (Q p,n , Tf (k−1))
can be lifted to a global element of H 1 Iw (Tf (k − 1)). Hence, we can in fact think of L η ± ,n and Col
. This allows us to give a description of Im(Col ± ) by studying Im(Col ± n ). In [Kob03, Section 8], the images of the plus and minus Coleman maps for elliptic curves over Q are shown to be the following:
In particular, the ∆-invariant part of Im(Col ± ) is the whole of ( σ∈∆ σ)Λ O E (G ∞ ) (which we identify with Λ O E (Γ)). For a general f , we unfortunately do not know whether the images of the Coleman maps are inside Λ O E (G ∞ ) or not. However, after multiplying by a power of ̟, we show that the ∆-invariant part of Im(Col ± ) agree with the above descriptions and the same can be said for the whole of Im(Col − ).
Divisibility by Φ m (γ)
We have seen that the image of L η ± is divisible by log ± p,k . We give a necessary and sufficient condition for such divisibility at the finite level below.
Recall that G ∞ = Gal(k ∞ /Q) ∼ = ∆ × Γ where ∆ is a finite group of order p − 1, Γ ∼ = Z p and γ is a fixed topological generator of Γ. We have
, so we only consider m < n here.
Lemma 5.1. Let m < n and
For each σ ∈ ∆ and r mod p m , write
Hence, b r,σ as defined in the statement of the lemma is just the sum of the coefficients a s,σ of g with
and define b r,σ as in the statement of the lemma. Assume that b r,σ = b s,σ for all r ≡ s mod p m−1 . Let f σ (γ) = r c r,σ · γ r , so f = f σ · σ. We have
Hence, Φ m (γ) divides f and we are done.
Applying this to the image of L η ± ,n , we have:
Proof. The image of L η ± ,n (z) is given by the following composition
where the first isomorphism is induced by the pairing (11) and the second map is given by
with θ extended to an element of Hom E (H 1 (Q p,n , V f (1)), E) in the natural way. Hence, it is enough to show that the coefficients θ(exp n,1 (γ n,1 (η ± 1 ) τ ), as τ ∈ G n varies, satisfy the relations described in Lemma 5.1. Recall that exp n,1 gives an isomorphism
Therefore, it is in fact enough to show that γ n,1 (η ± 1 ) τ mod ω satisfy the relations in Lemma 5.1. Let σ ∈ ∆ and r ∈ Z/p m Z. For η = η ± , we write
Hence, by the definitions of η ± as given in the proof of Proposition 3.14, we are done.
By considering its image modulo (u −j γ) p n−1 − 1 similarly, one can deduce Proposition 3.14. We can in fact say a bit more about the image of L η + ,n .
Proof. For each σ ∈ ∆, we have r γ n,1 (η
But ϕ −1 (η + 1 ) ≡ 0 mod ω, so we are done. We will see later on that these conditions in fact characterise the images of L η ± ,n completely.
Images of log
We now fix an integer j such that 0 < j k − 2.
Lemma 5.4. Let x ∈ 1 + pZ p . There exists a constant c such that for any positive integer n, v p (x p n − 1) = n + c.
Proof. Let x = 1 + m where m ∈ pZ p , so v p (m) 1. We have expansion
If r = p s a where p ∤ a and a > 1, then
Therefore, the set v p p n r m r : r > 0 takes its minimum value at r = p s for some s. Consider the curve f (t) = p t v p (m) − t, for t ∈ R. It has a unique global minimum when p t = (v p (m) log p) −1 , so the curve is strictly increasing on t 0. Therefore, for a fixed n, the minimum of the values
is just v p (m) + n, which is attained at a unique s, hence the result.
Proof. By definition,
But u ∈ 1 + pZ p by definition, so we are done by Lemma 5.4.
Remark 5.6. We have log
and ω ± n is defined by
Φ 2m−1 (1 + X)/p.
The images of Col
± n Let R ± n,j be the E-vector spaces defined by (9). We have:
Lemma 5.7. The dimensions of the E-vector spaces R ± n,j are given by
Proof. By (10), we have
and dim Qp Q
(1) p = p − 2, so we are done.
The dimensions of these vector spaces enables us to obtain the following:
If ω ± n is as defined in Remark 5.6, then:
We only prove (b), as (a) can be proved in the same way. Define
Then U n is a vector subspace of E[G n ] over E. By remark 5.6,
Since ω + n (u −j (1 + X)) and (1 + X) p n−1 − 1 are coprime for j > 0, log equations describing the coefficients of elements of the U n , which gives the codimension of U n over
By Corollary 5.2 and Lemma 5.3, for z ∈ H 1 (Q p,n , Vf (k − 1)), L η + ,n (z) lies inside the above subspace. But the dimension of the image is given by dim E R + n,1 which is the same as the dimension of U n by Lemma 5.7, so L η + ,n H 1 (Q p,n , Vf (k − 1)) = U n as E-vector spaces and there exists some z such that L η + ,n (z) = g. This implies
The factors of ω + n (u −j γ) on both sides can be cancelled out for j > 0 as ω + n (u −j γ) is coprime to
, which implies (b).

±
In the previous section, we studied the images of H 1 (Q p,n , Vf (k − 1)) under Col ± n . To understand the images of Col ± , we have to understand those of H 1 (Q p,n , Tf (k − 1)) as well.
Lemma 5.9. For all n, there exist r ± n ∈ Z such that
Proof. Note that exp n,1 (γ n,1 (η ± 1 )) = 0. As an element of H 1 (Q p,n , T f (1)), it lifts to a cocycle on G Qp,n . By considering the image of this cocycle in V f (1), which is invariant under the action of G n , there exists r ± n such that ̟ −r
for all τ ∈ G n . Recall from (13) that L η ± ,n is given by:
where we have identified Hom E H 1 (Q p,n , V f (1)), E with H 1 (Q p,n , Vf (k − 1)). Under this identification, H 1 (Q p,n , Tf (k − 1)) corresponds to the set of maps which send H 1 (Q p,n , T f (1)) (which is identified as a subset of H 1 (Q p,n , V f (1)) as discussed in Section 4) to O E . Therefore, we have
for all τ ∈ G n . This implies that the LHS of the equation in the statement of the lemma is contained in the RHS. Conversely, if x is an element of the RHS of the equation, there exists θ ∈ H 1 (Q p,n , Vf (k − 1)) such that τ ∈Gn θ(exp n,1 (γ n,1 (η
for all τ ∈ G n . Hence, there existsθ ∈ H 1 (Q p,n , Tf (k − 1)) which agree with θ on the set
Lemma 5.10. Let r ± n be the integers defined in Lemma 5.9, then there exist c ± such that r ± n = −e(k − 1)⌊n/2⌋ + c ± for n sufficiently large where e is the ramification degree of E.
Proof. By Remark 3.11,
which implies that the nth component of Ω V f (1),1 ((1 + X) ⊗ η ± 1 ), which is exp n,1 γ n,1 (η
for some constant c ± independent of n.
Iw (T f (1)) with respect to these bases, as a H ∞ (G ∞ )-homomorphism, is given by
up to a unit of Λ E (G ∞ ) (this is the δ(V )-conjecture of [PR94], which can be deduced from the explicit reciprocity law of Colmez [Col98] ). But Theorem 3.12 says that log
. Hence, we in fact have
Therefore, we can choose c ± such that exp n,1 γ n,1 (η
so r ± n = −e(k − 1)⌊n/2⌋ + c ± , for n sufficiently large.
On combining these two lemmas, we have:
Corollary 5.11. If θ is the trivial character on ∆, then there exist s ± such that
Proof. By Proposition 5.8 and Lemma 5.9, for sufficiently large n,
Hence, by Remark 5.6 and Lemma 5.10, there exist constants s ± (independent of n) such that
Therefore, we are done since
Remark 5.12. It is clear that we can replace θ by an arbitrary character on ∆ for the minus map in the corollary.
±-Selmer groups
Throughout this section, with the exception of Sections 6.3.2 and 6.4, assumptions (1) and (2) is not necessary. Let f be a modular form as in Section 2.4, K a number field, the p-Selmer groups of f over K are defined by the following:
) where v runs through the places of K.
We write k n for Q adjoining all the p n th roots of unity and k ∞ = ∪k n . Since there is a unique place above p in k n , we write this place as p as well. Note that the completion of k n at p is
CM forms
We now follow the strategy of [PR04] to prove that equality holds in Corollary 6.9 (with θ = 1) for CM forms.
Generality of CM forms
We first briefly review the theory of CM modular forms. Details can be found in [Kat04, Section 15] .
Let K be an imaginary quadratic field with idele class group C K . A Hecke character of K is simply a continuous homomorphism φ :
where the product runs through the finite places v of K at which φ is unramified, φ(v) is the image of the uniformiser of K v under φ and N (v) is the norm of v. Let f be a modular form as defined in Section 2.4 with complex multiplication, i.e. L(f, s) = L(φ, s) for some Hecke character φ of an imaginary quadratic field K. Then, for a good prime p,
Therefore, a p = 0 if p is inert in K. If p splits into PP, a p = φ(P) + φ(P). It is known that φ(P) + φ(P) is a p-adic unit, hence f is ordinary at p. Therefore, for a good prime p ∤ N , a p = 0 if and only if f is supersingular at p. We fix such a p which is odd.
Let O be the ring of integers of K. We denote the conductor of φ by f. For an ideal a of K, K(a) denotes the ray class field of K of conductor a. We write K for the union ∪ n K(p n f). Then, the action of G Q on V f factors through Gal(K/Q). The same is then true for V f (j) for all j as k ∞ ⊂ K.
More specifically, V f ∼ = V (φ) ⊕ τ V (φ) where V (φ) is the one-dimensional E-representation of G K associated to φ and τ is the complex conjugation. The action of G Q is given by σ(x, y) = (σ(x), τ (τ στ )(y)) if σ ∈ G K , ((τ στ )(y), τ σ(x)) otherwise.
In addition to assumptions (1) and (2), we assume for simplicity that the following holds:
-Assumption (3): f is defined over Q (i.e. a n ∈ Z for all n) and K has class number 1. This is essential for the properties of elliptic units which we need to hold. Note that as a vector space, V f is isomorphic to K p (where K p denotes the completion of K at p) and we can take T f to be the lattice corresponding to O p . We write ρ for the character given by
For simplicity, we write A for V f /T f (1) from now on.
Recall that K c denote the Z p -cyclotomic extension of K. We write K m for the unique Z For a finite abelian extension F of K, we define groups C F , E F and U F as in [PR04] : U F is the pro-p part of the local unit group (O F ⊗ Z p ) × , E F is the closure of the projection of the global units where the inverse limits are taken over finite extensions F of K inside K and the connecting map is the norm map.
Finally, let M be the maximal abelian p-extension of K which is unramified outside p and write X for the Galois group of M over K.
Elliptic units
We now briefly review the definition of elliptic units associated to K. Let a and b be non-zero ideals of O K such that a is prime to 6b and the natural map O
Reciprocity law
In this section, we generalise the reciprocity law given by [PR04, Theorem 5.1] . We first review a result of Rubin.
Theorem 7.6. The L-module C ρ Km is free of rank 1.
