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PREFACE 
This paper reports the results of the implementation of the 
multicriteria optimization approach to the Hungarian Regional 
Investment Allocation Model, a component of IIASA's Food and 
Agriculture Program's (FAP) Hungarian Task 2 Case Study of the 
"Analysis of the Impacts of Technological Development on Produc- 
tion and the Environment". 
The reference point approach of Wierzbicki (1979) has been 
used. Several types of objective functions to be optimized have 
been considered. Primary numerical results are presented. De- 
scription of the implemented packages and instructions are given. 
Suggestions for further research directions are stated. 
THE IMPLEMENTATION OF THE MULTICRITERIA 
AEFEHEiiCE POINT OPTIMIZATION APPROACH 
TO THE HUNGARIAN REGIONAL INVESTMENT 
ALLOCATION MODEL 
Janusz  Wajchrzak 
INTRODUCTION 
Thi s  paper  i s  t o  r e p o r t  t h e  c o n t r i b u t i o n  i n  implementing t h e  
IIASH/FAP Task 2 Case Study ~ u n g a r i a n  A g r i c u l t u r e  Inves tment  
P o l i c y  Model (Harnos 193 1  ) . I t  was p r epa red  d u r i n g  t h e  a u t h o r 1  s 
s t a y  a t  IIASA w i t h  SDS i n  1981. 
Tne t a s k  i nc luded  c r e a t i o n  o f  t h e  program package f o r  m u l t i -  
c r i t e r i a  o p t i m i z a t i o n  approach f o r  t h e  g iven  v e r s i o n  o f  t h e  model, 
t h e  mode l ' s  numer ica l  p r o p e r t i e s  i n v e s t i g a t i o n  and e v a l u a t i o n  o f  
t h e  r e f e r e n c e  p o i n t  approach (Wierzb ick i  1979) ,  a s  w e l l  a s  i t s  
implementa t ion  (Lewandowski 19 8 1  ) v a l i d i t y  i n  such problems.  
S ince  t h e  computa t iona l  i n v e s t i g a t i o n  o f  t h e  model was i n  
t h e  e a r l y  s t a g e  o f  r e s e a r c h  and f u r t h e r  work i n  t h i s  d i r e c t i o n  
w i l l  be con t i nued ,  t h e  fo l l owing  requ i rements  t o  be c r e a t e d  f o r  
t h e  package a r o s e :  
-- package shou ld  p rov ide  t h e  p o s s i b i l i t y  o f  f a i r l y  e a s y  
model deve lop ing  and changing,  
-- model expans ion  by i n c r e a s i n g  t h e  number o f  r e g i o n s  and 
t i m e  p e r i o d s  under c o n s i d e r a t i o n  shou ld  be gua ran t eed  
i n  a  s t r a i g h t f o r w a r d  way, 
-- package sn o u l d  be a s  e a sy  a s  p o s s i b l e  t o  work w i t h  bo th  
i n  manual s e n s e  a s  w e l l  a s  by s u p p o r t i n g  t h e  d e c i s i o n -  
maker w i t h  some s o l u t i o n  a n a l y s i s  f e a t u r e s .  
Fur thermore ,  it appeared t o  be n e c e s s a r y  t o  s u p p o r t  t h e  
r e s e a r c h  w i t h  some s u g g e s t i o n s  how t o  hand l e  t h e  package and t h e  
model i t s e l f  and how t o  u t i l i z e  t h e  advan tages  o f  t h e  r e f e r e n c e  
p o i n t  ( cu r v e )  approacn i n  o r d e r  t o  m e e t  t h e  model c r e a t o r ' s  
e x p e c t a t i o n s .  
I n  Chapter  1 a  b r i e f  i n t r o d u c t i o n  t o  t h e  model i s  given .  
D e t a i l s  can be  found i n  (Harnos 1 9 8 1 ) .  Due t o  t h e  d i f f e r e n t  g o a l  
f u n c t i o n s  under c o n s i d e r a t i o n  o u r  two main approaches  w i l l  be 
d e s c r i b e d  i n  Chapter  2 .  Chapter  3 c o n t a i n s  r e s u l t s  o f  some se- 
l e c t e d  r u n s  which i l l u s t r a t e  bo th  t h e  p r o p e r t i e s  o f  o u r  approaches  
and s u g g e s t i o n s  on e x p l o r i n g  t h e  r e f e r e n c e  p o i n t  approach prop- 
er t ies .  I n  Chapter  4 a  s h o r t  d e s c r i p t i o n  o f  t h e  package i s  g iven .  
Th i s  c h a p t e r  can  s e r v e  a s  a  b r i e f  u s e r ' s  manual f o r  t h e  a c t u a l l y  
e x i s t i n g  package and i s  t o  be h e l p f u l  f o r  i t s  f u r t h e r  development 
aue t o  t h e  development o f  t h e  model. Chapter  5 c o n t a i n s  some 
conc lud ing  remarks. 
The a u t h o r  hopes t h a t  h i s  work w i l l  be a  s t e p  forward i n  
f u r t h e r  deve lop ing  t h e  Hungarian A g r i c u l t u r e  Inves tment  P o l i c y  
Model and w i l l  h e l p  t o  i n t r o d u c e  t h e  powerful  and u s e f u l  t o o l s  
o f  m u l t i c r i t e r i a  o p t i m i z a t i o n  t o  a  b road  f i e l d  o f  t h e i r  p o s s i b l e  
a p p l i c a t i o n s  i n  sys tems a n a l y s i s .  
The a u t h o r  wishes  t o  thank I s t v a n  Va ly i  f o r  h i s  c o n t r i b u t i o n  
d u r i n g  model g e n e r a t o r  implementing and Andrzej  Lewandowski f o r  
t h e  u s e f u l  i n t r o d u c t i o n  t o  h i s  program package f o r  i n t e r a c t i v e  
l i n e a r  m u l t i c r i t e r i a  o p t i m i z a t i o n .  
1. THE MODEL 
I n  t h e  s e q u e l  t h e  model v e r s i o n  under  c o n s i d e r a t i o n  w i l l  be  
b r i e f l y  p r e sen t ed .  For t h e  s i m p l i c i t y  o f  t h e  p r e s e n t a t i o n  a l l  
q u a n t i t i e s  and e q u a t i o n s  used w i l l  f i r s t  be l i s t e d  and t h e n  t h o s e  
used i n  any p a r t i c u l a r  g iven  c a s e  w i l l  be  s t a t e d .  Also n o t e  t h a t  
t h e  enumerat ion  o f  t h e  c o n s t r a i n t s  e q u a t i o n s  g iven  below i s  con- 
s e q u e n t l y  used i n  t h e  package. 
Indices : 
k  = 1 ,  ..., km -- i n d ex  o f  t h e  r e g i o n s  
a  = l , . . . , a m  -- inves tments  t ype  i ndex  w i t h  am = 3 and 
a  = 1  f o r  chemica l s  ( f e r t i l i z e r s )  
a  = 2  f o r  m e l i o r a t i o n  
a  = 3 f o r  i r r i g a t i o n  
s = 1, . . . , sm -- l a n d  c l a s s e s  i ndex  w i t h  s m  = 3 and 
s = 1  f o r  p r e s e n t  s t a t e  
s = 2  f o r  t h e  s t a t e  a f t e r  m e l i o r a t i o n  
s = 3 f o r  t h e  s t a t e  a f t e r  m e l i o r a t i o n  and 
r ec l ama t ion  
n  = 1 ,  ..., nm -- c r o p s  index  w i t h  nm = 6  
j = l , . . . , j m  -- groups o f  c r o p s  i ndex  w i t h  j m  = 2  and 
I1 = { 1 ,2 ,3} ,  I2 = {4,5.6} 
t = l , . . . , t m  -- t i m e  p e r i o d s  index  
Variables : 
u  (t) -- k t a  magnitude o f  t y p e  a  i nves tmen t s  i n  r e g i o n  k  
i n  t i m e  p e r i o d  t ,  
X k , s  ( t )  -- amount o f  c l a s s  s l a n d  i n  r e g i o n  k  i n  t i m e  
p e r i o d  t ,  
z (t -- amount o f  c l a s s  s l a n d  used i n  r e g i o n  k  f o r  k t s t n  
p r o d uc t i on  o f  c rop  n  i n  t i m e  p e r i o d  t ,  
Y -- a d d i t i o n a l  a r t i f i c i a l  v a r i a b l e  (used  o n l y  
i n  t h e  s i n g l e - c r i t e r i o n  approach ,  s e e  9 2 ) .  
It i s  n e c e s s a r y  to  u n d e r l i n e  t h a t  f o r  e ach  k  and s and f o r  
t = 1  x  ( 1 )  i s  a  c o n s t a n t ,  not a  v a r i a b l e  a s  one  may deduce k , s  
from t h e  above n o t a t i o n  which was i n t r o d u c e d  f o r  s i m p l i c i t y  o f  
p r e s e n t a t i o n .  
Parameters: 
-- t o t a l  amount o f  inves tments  a v a i l a b l e  i n  
t i m e  p e r i o d  t ,  
-- c o e f f i c i e n t  f o r  d e f i n i n g  t h e  upper  l i m i t  o f  
t y p e  a  inves tments  i n  t i m e  p e r i o d  t a s  a  
p e r ce n t age  o f  t h e  t o t a l  amount o f  a v a i l a b l e  
i n v es tmen t s  b  (t) ,
c o e f f i c i e n t  f o r  d e f i n i n g  t h e  lower l i m i t  of 
t y p e  a  investments  i n  t ime pe r iod  t a s  a  
p a r t  o f  t h e  t o t a l  amount o f  a v a i l a b l e  i n v e s t -  
ments b  (t)  ,
lower l i m i t  of  j - t h  group o f  c rops  produc- 
t i o n  i n  t i m e  pe r iod  t ,  
expected y i e l d s  of  crop n  on c l a s s  s l a n d  i n  
reg ion  k  i n  t ime pe r iod  t ,  
c o s t  of  f e r t i l i z e r s  (pe r  u n i t  of  a r e a )  f o r  
p roduc t ion  of  crop n  on t h e  c l a s s  s l and  i n  
r eg ion  k  i n  t ime pe r iod  t ,  
maximal a r e a  o f  a r a b l e  l a n d  i n  reg ion  k t  
maximal a r e a  o f  l a n d  s u i t a b l e  f o r  i r r i g a t i o n  
i n  reg ion  k ,  
rec lamat ion  c o s t  p e r  u n i t  a r e a  o f  l and  o f  
c l a s s  s-1 ( t o  c l a s s  s )  i n  reg ion  k  du r ing  
t ime per iod  t ,  
d e t e r i o r a t i o n  c o e f f i c i e n t  of  c l a s s  s l and  
i n  reg ion  k  due t o  t h e  produc t ion  o f  crop n 
dur ing  t i m e  pe r iod  t ,  
a r t i f i c i a l  c o e f f i c i e n t  (used on ly  i n  t h e  
s i n g l e - c r i t e r i o n  approach a s  a  lower l i m i t  
of  l and  used f o r  t h e  group o f  c rops  
produc t ion)  , 
r e f e r e n c e  j - th  c rops  group y i e l d s  t r a j e c t o r y .  
Constraints : 
km am 
( 1  L 1 U k t a ( t )  - < b ( t)  ; t = l , . .  . , t m  
k=l a=l  
km sm 
(8b) - 'k,s,n (t) + e 9 y  - < 0 ; t = l,...,tm 
k=l s=l nEI 1 
( 9  'ktstn (t) - x (t) = 0 ; kts t = l,...,tm , n= 1 ) 
t = l,.. .,tm-1 , k = l,...,km 
nm 
- 1 % , 3 , n ( t )  Z k , 3 , n  (t)  + Jk, 3  (t) U k ,  2  (t)  
n= 1  
( 1 3 4  1 ' k , s , n  (t) + y =  1  ; t = l , . . . , t m  
k= l  s = l  nEI1 
km s m  
(1 3b) 1 1 1 ' k , s , n  (t) + y =  1  ; t = l , . . . , t m  
k= l  s = l  ~ E . I ~  
I n e q u a l i t i e s  (1 ) , ( 2 )  and (3 )  e x p r e s s  t h e  g l o b a l  upper 
bound f o r  inves tments  and upper and lower bounds f o r  d i f f e r e n t  
t y p e s  o f  inves tments  i n  each t i m e  p e r i o d ,  r e s p e c t i v e l y .  In-  
e q u a l i t y  ( 4 )  s t a t e s  t h e  lower l i m i t  f o r  e ach  group o f  c rops  pro- 
duc t i on  w h i l e  (5 )  p o i n t s  o u t  t h a t  t h e  t o t a l  amount o f  f e r t i l i z e r s  
(chemica l s )  t o  be used i n  a  r eg ion  canno t  exceed i t s  upper bound 
due t o  t h e  t y p e  3 inves tments  a l l o c a t i o n .  I n e q u a l i t i e s  ( 6 )  and 
( 7 )  d e f i n e  t h e  amount o f  a r a b l e  l and  and l a n d  s u i t a b l e  f o r  irr i-  
g a t i o n  i n  each r e g i o n ,  r e s p e c t i v e l y .  E q u a l i t i e s  ( 8 a ) ,  ( 8 b ) ,  
(13a)  and (13b) a r e  a d d i t i o n a l  c o n s t r a i n t s  used i n  one o f  t h e  
approaches (see 5 2 ) .  E q u a l i t i e s  (10)  , (1  1 )  and (12)  d e s c r i b e  
t h e  dynamic changes o f  t h e  q u a l i t y  o f  l a n d  due t o  t h e  s imul taneous  
p roces s  o f  l a n d  r ec l ama t ion  and d e t e r i o r a t i o n .  I n  v a r i a b l e  (14)  
n o n n e g a t i v i t y  requ i rements  a r e  s t a t e d .  
Each o f  t h e  g o a l s  Y . ( z )  , j = 1  , , , . , jm i n  (15)  e x p r e s s  t h e  
3 
average j - t h  group o f  c rops  y i e l d  wh i l e  @ ( z )  , t = 1 , .  , . , t m ,  j  , t  j  = 1  . . . , j r  i n  (1 6 )  s t a n d s  f o r  t h e  a c t u a l  j - th  group o f  c rops  
y i e l d  i n  a  g iven  t i m e  p e r i o d  t. Goal f u n c t i o n s  g iven i n  (17) 
and (18) r e p r e s e n t  t h e  average  p roduc t ion  and t h e  j - t h  group of  
c rops  p roduc t ion  i n  a  g iven  t i m e  p e r i o d  t ,  r e s p e c t i v e l y .  Note 
t h a t  ( 15) and (1 6 )  produce n o n l i n e a r  ( h y p e r b o l i c / f r a c t i o n a l )  
wh i l e  (17)  and (1 8) l i n e a r  f u n c t i o n s  t o  be op t imized .  A l l  g o a l s  
d e f i n e d  i n  (15)  - (1 8)  a r e  t o  be maximized. I t  was assumed t h a t  
t h e  decision-maker w i l l  e x p r e s s  h i s  p r e f e r e n c e s  by s e t t i n g  f o r  
each set of  o b j e c t i v e s  t h e  r e f e r e n c e  p o i n t s  ( c u r v e s ,  t r a j e c t o r i e s )  
which w i l l  d e s c r i b e  h i s  a s p i r a t i o n  l e v e l s .  
2 .  APPROACHES 
While c o n s i d e r i n g  t h e  p o s s i b l e  computat ional  approaches ,  
some o f  t h e  a v a i l a b l e  so f twa re  l i m i t a t i o n s  had t o  be  t aken  i n t o  
account .  Choosing an approach i n  t h e  c a s e  o f  l i n e a r  g o a l  func- 
t i o n s  was s t r a i g h t f o r w a r d  s i n c e  an e x c e l l e n t  package f o r  i n t e r -  
a c t i v e  l i n e a r  m u l t i c r i t e r i a  r e f e r e n c e  p o i n t  o p t i m i z a t i o n  
(Lewandowski 1981 ) i s  a v a i l a b l e  a t  IIASA. Unfo r tuna t e ly ,  it i s  
n o t  t h e  c a s e  f o r  n o n l i n e a r  problems. The cho ice  was r e s t r i c t e d  
t o  t h e  fo l l owing  a l t e r n a t i v e s  on ly :  
1. c r e a t e  a  package f o r  i n t e r a c t i v e  n o n l i n e a r  m u l t i c r i t e r i a  
o p t i m i z a t i o n  s i m i l a r  t o  t h i s  f o r  t h e  l i n e a r  c a s e ,  
2 .  p rov ide  n o n l i n e a r  ( n o n i n t e r a c t i v e )  m u l t i c r i t e r i a  op t imiza-  
t i o n  u s ing  MINOS/Augmented d i r e c t l y ,  
3 .  s o l v e  a  sequence o f  l i n e a r  m u l t i c r i t e r i a  problems due t o  a  
sequence o f  n o n l i n e a r  g o a l  f u n c t i o n s  l i n e a r i z a t i o n s ,  
4 .  c o n s i d e r  one o f  t h e  n o n l i n e a r  g o a l s  o n l y ,  t r a n s f o r m t h e  f r a c -  
t i o n a l  programming problem which a r i s e s  i n t o  an e q u i v a l e n t  
l i n e a r  programming problem (see Appendix A )  s e t t i n g  some 
a d d i t i o n a l  l i n e a r  c o n s t r a i n t s  ( sugges ted  by t h e  mode l ' s  
c r e a t o r s )  t o  c o n t r o l  remaining n o n l i n e a r  g o a l s .  
Unfor tuna te ly ,  r e a l i z a t i o n  of  t h e  f i r s t  a l t e r n a t i v e ,  which 
i s  t h e  b e s t  s o l u t i o n  s i n c e  it provides  an i n t e r a c t i v e  mode of 
work, would exceed t h e  t ime l i m i t  of  t h e  a u t h o r ' s  s t a y  wi th  IIASA. 
Never the less ,  f u r t h e r  a t t empt s  should  be made i n  t h i s  d i r e c t i o n .  
The second a l t e r n a t i v e  l e a d s  t o  a  non l inea r  programming problem 
s o l v i n g  which would r e q u i r e  a  s i g n i f i c a n t  computat ional  e f f o r t  
i n c r e a s e  (wi th  comparison t o  t h e  l i n e a r  programming c a s e )  s i n c e  
about  75% o f  v a r i a b l e s  would have t o  be d e c l a r e d  a s  t h e  n o n l i n e a r  
ones i n  MINOS. The t h i r d  a l t e r n a t i v e  seemed t o  be a  good problem 
s o l u t i o n  s i n c e  it p rese rves  t h e  i n t e r a c t i v e  mode o f  work proper ty  
and l i n e a r i t y  of  t h e  problems t o  s o l v e ,  b u t  t h e  s imple  ve r s ion  
of  t h i s  approach implementation (wi th  l i n e a r i z a t i o n  o f  t h e  ob jec-  
t i v e s  s e t  up i n  a  l a r g e  loop:  f i l e  "sertff  i f i l e  ffmpsxfiZ", ( s ee  
Chapter 4 and F igure  8  f o r  d e t a i l s )  happened t o  be i n e f f i c i e n t  
whi le  t h e  more s o p h i s t i c a t e d  ve r s ion  (one wi th  l i n e a r i z a t i o n  i n  
a  smal l  loop:  " f i l - 6 "  t " f i l - 9 " ,  s e e  Chapter  4 )  would have met 
t h e  same t i m e  l i m i t a t i o n s  a s  t h e  f i r s t  a l t e r n a t i v e .  For reasons  
mentioned above t h e  fo l lowing  approaches were f i n a l l y  implemented. 
Approach I A :  
Goal func t ion  Y ( z )  de f ined  i n  (15)  w i th  j  = 1 i s  t o  be maxi- 
mized s u b j e c t  t o  c o n s t r a i n t s  ( ) - ( , ( -  ( , ( 1 4 )  . This  f r a c -  
t i o n a l  programming problem i s  t ransformed t o  a  l i n e a r  programming 
problem (see Appendix A )  . This  t r ans fo rma t ion  adds c o n s t r a i n t s  ( l 3 a )  . 
To prevent  i gno r ing  t h e  importance o f  goa l  func t ion  Y2(z)  con- 
s t r a i n t  (7a )  i s  added. 
Approach I B :  
Goal func t ion  Y ( 2 )  de f ined  i n  ( 1  5 )  wi th  j  = 2 i s  t o  be maxi- 
mized s u b j e c t  t o  c o n s t r a i n t s  ( - ( )  , ( )  - ( )  , ( 1 4 ) .  Trans- 
formation adds (1  3b) whi le  (7b)  i s  due t o  t a k i n g  goa l  Y ( 2 )  i n t o  
cons ide ra t ion .  This approach was sugges ted  by Harnos (1981) and 
bo th  I A  and I B  a r e  implemented i n  package P I  ( s e e  Chapter  4 ) .  
The fo l lowing  approach i s  based on t h e  r e f e rence  p o i n t  ap- 
proach o f  Wierzbicki  (1979) and i t s  implementation f o r  t h e  l i n e a r  
m u l t i c r i t e r i a  ca se  due t o  Lewandowski (1981 ) . See Appendix B f o r  
b r i e f  d e s c r i p t i o n ,  and Lewandowski ( 1  981 ) f o r  d e t a i l s .  
Approach I I A :  
Goal func t ions  F .  ( z )  , j  = 1 , .  . . , jm d e f i n e d  i n  ( 1  7 )  wi th  con- 
I 
s t r a i n t s  (1  ) - 7 , ( 9  - ( 1  2  , ( 1  4 )  a r e  under c o n s i d e r a t i o n .  The 
l i n e a r  pena l ty  s c a l a r i z i n g  func t ion  i s  opt imized ,  t h e  r e f e r e n c e  
p o i n t  i s  be ing  changed i n  an i n t e r a c t i v e  mode. 
Approach I I B  : 
Objec t ives  f  ( z )  , t = 1 ,. . . , t m ,  j = 1 ,. . . , jm de f ined  i n  j  , t  ( 1  8 )  a r e  used t o g e t h e r  wi th  c o n s t r a i n t  ( 1  ) - ( 7 )  , 9  - ( 1  2 )  , ( 1  4 )  
again .  
Both I I A  and I I B  a r e  implemented i n  package P2 ( s e e  Chapter  4 )  . 
3 .  PRELIMINARY NUMERICAL RESULTS 
I n  t h i s  c h a p t e r  t h e  r e s u l t s  of  some s e l e c t e d  runs  based on 
t h e  p r e s e n t l y  a v a i l a b l e  d a t a  w i l l  be presen ted .  Since it was 
n o t  t h e  aim of  o u r  computat ional  exper iments  t o  answer t h e  ques- 
t i o n  whether o r  n o t  and t o  what e x t e n t  t h e  a c t u a l  v e r s i o n  o f  t h e  
model r e f l e c t s  t h e  r e a l i t y  of  Hungarian a g r i c u l t u r e  we w i l l  con- 
f i n e  o u r s e l v e s  t o  a  b r i e f  d i s cus s ion  of  t h e  p r o p e r t i e s  of  ou r  
approaches and numerical  f e a t u r e s  o f  t h e  model i t s e l f .  Also,  we 
w i l l  make an a t t empt  t o  i l l u s t r a t e  a  simple example how t h e  fea-  
t u r e s  of t h e  r e f e rence  p o i n t  approach can be u t i l i z e d  i n  o r d e r  t o  
b r i n g  t h e  s o l u t i o n  o f  t h e  problem c l o s e  t o  t h e  a s p i r a t i o n  l e v e l  
of t h e  decision-maker. 
F igure  1 d i s p l a y s  t h e  computat ional  r e s u l t s  of  Approach I A  
and Approach I B .  Observe t h a t  i f  t h e  y i e l d  of  t h e  f i r s t  c rop  
group i s  maximized t h e n ,  d e s p i t e  t a k i n g  t h e  second o b j e c t i v e  i n -  
t o  account  by s e t t i n g  c o n s t r a i n t  (8a)-- land use l i m i t  f o r  pro- 
duc t ion  of t h e  second c rop  group--the second c rop  group y i e l d  
i s  r e l a t i v e l y  low. The same phenomenon can be observed i n  t h e  
case  o f  Approach I B  when t h e  y i e l d  o f  t h e  second c rop  group i s  
maximized. Moreover, t h e  s i t u a t i o n  i n  c rop  groups produc t ion  
i s  unbalanced too .  The product ion l e v e l  of  t h e  crop group whose 
y i e l d  i s  a c t u a l l y  d i r e c t l y  maximized, i s  low i n  both  ca ses .  So 
f o r  each group of c rops  we g e t  e i t h e r  h igh y i e l d s  bu t  low pro- 
duc t ion  l e v e l ,  o r ,  low y i e l d s  wi th  high l e v e l  o f  p roduc t ion .  
Approach 1 A Approach I B 
Yields [tlha] Yields [t/ha] 
1 -st 2-nd Crops group :- 








1-st 2-nd Crops 
Production [ t ]  
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This is due to the fact that for the production of the crops 
group whose yield is actually directly maximized the model as- 
signs pieces of highest quality land and restricts the production 
of this crop group to the best land only in order to achieve high 
yields. Of course, the more balanced situation can be obtained 
by setting some additional constraints for each of the crop group 
production levels and/or the land use structure. But since the 
second approach does not cause such troubles, the feature of 
Approach I described above must be its disadvantage. 
Now let us discuss the results obtained by Approach IIA. 
Note that objectives defined by (17) with jm = 2 are under con- 
sideration. They are presented in Figures 2, 3 and 4. Figure 2 
gives an impression of the shape of the set Q of the attainable 
solutions (see Appendix B for definition) in the space of objec- 
tives (production levels of the crop groups). Observe how easily 
the whole set of Pareto solutions can be scanned by using the 
reference points. This would not be the case with some other 
methods of multicriteria optimization, like the method of weigh- 
ing coefficients, for example. Depending on the requirements, 
scanning may be uniform or some more attention may be given to 
certain subsets of the Pareto set. Figure 2, as well as Fig- 
ures 3 and 4, contains the results of Approach IIA with different 
reference points numbered from 1 to 9 and also the results of 
Approach IA and B numbered by 100 and 200, respectively. Fig- 
ure 2 indicates that the results of Approach IA and B, being 
Pareto-optimal in the objective space of yields, are - not Pareto- 
optimal in the objective space of production. It shows that 
Approaches I and I1 are not equivalent in this sense and points 
out that for this reason a careful goal selection must be made in 
the pre-optimization stage of research. Figures 3 and 4 present 
production levels and yields of two crop groups obtained by Ap- 
proach IA as functions of time, respectively. Note that the uni- 
form distribution in the space of objectives--crop groups pro- 
duction summed up overtime--do not correspond to a uniform dis- 
tribution of the production trajectories (Figure 3). Optimiza- 
tion of aggregated functions simply cannot extort a desirable 
behaviour of the disaggregated quantities. Therefore if one is 
Production 2 
"03 t ''I
Figure 2 .  
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not only interested in the global effects but also in providing 
some demanded trends of the system, then Approach IIA is not the 
right way to proceed. Moreover, this approach does not enable 
to control the yields while the productions are being optimized. 
It is seen if one compares the distributions of productions trajec- 
tories in Figure 3 and yields trajectories in Figure 4. (Fig- 
0 
ure 4 contains also the reference yields YlO0 O and ob- and Y200 
tained yields trajectories denoted by 100 and 200 from Approach 
IA and B, respectively, for comparison. 
Let us discuss the results of Approach IIB. An attempt to 
show how, by changing the reference point (trajectory), the 
decision-maker's aspiration levels for the objective function 
can be reached as closely as possible. Suppose that the decision- 
maker expresses his aspiration levels by setting the reference 
trajectories for production of each crop groups. They are re- 
1 presented in Figure 5 by broken lines denoted by r j = 1,2. j 
As a result of multicriteria reference point optimization pro- 
duction trajectories p ' are obtained. Suppose that the decision- j 
maker is not satisfied with this solution because of the mono- 
1 tonic production p2. Now, still having the reference trajector- 
1 ies ri, j = 1,2 in mind as his aspiration level he can change 
J 
the current reference trajectories in order to obtain more satis- 
factory production trajectories. It is a rule that to extort the 
desired shape of the solution trajectory one should bring the 
reference point closer to the boundary of the feasible set. It 
means that the reference point should be realistic. Let us see 
what happens if the decision-maker lowers the reference trajec- 
tory for the first crop group production only, i.e., if he sets 
2 2 j = 1,2 with r = 
rl. 2 As one can see in Figure 5, the pro- 
duction of the first group of crops p2 lowered is still preserv- 1 1 
ing the demanded shape of the aspiration level r; while the sec- 
2 
ond crop group production p is now decreasing in time. Now on 2 
the one hand, the decision-maker wants to bring the first crop 
group production trajectory to a higher level, since it is far 
below his aspiration level, and on the other hand, he wants the 
second crop group production trajectory to increase monotonically 
what is possible only on its lower level. So the current reference 
Production (t) Production2(t) 
--- Reference Production obtained 
Figure 5 .  
3  3  t r a j e c t o r i e s  r,,  j  = 1 , 2  a r e  set and new s o l u t i o n s  p;, j  = 1 , 2  
J J 
a r e  ob ta ined .  This  p rocess  of changing t h e  r e f e r e n c e  curves  i s  
t o  be cont inued u n t i l  t h e  decision-maker i s  s a t i s f i e d .  I t  i s  
worth mentioning t h a t  t h e  shape of t h e  r e f e r e n c e  curves  must n o t  
be n e c e s s a r i l y  t h a t  of  t h e  a s p i r a t i o n  l e v e l  t r a j e c t o r i e s .  Any 
mod i f i ca t ion  of t h e  r e f e r e n c e s  can be made i f  on ly  t h e  s o l u t i o n  
ob ta ined  s a t i s f i e s  t h e  decision-maker. However, it i s  t h e  au- 
t h o r ' s  adv ice  t o  s t a r t  w i th  t h e  r e f e r e n c e s  simply s h i f t e d  up o r  
down t h e  a s p i r a t i o n  l e v e l  t r a j e c t o r i e s  a s  i n  t h e  example desc r ibed  
above. I f  improvement cannot  be achieved i n  t h i s  way anymore, 
then  one can s t a r t  wi th  more s o p h i s t i c a t e d  changing of r e f e r e n c e s .  
Another u s e f u l  f e a t u r e  of  Approach I I B  ( t o  t h i s  very model 
a t  l e a s t )  can be observed i n  F igure  6 which p r e s e n t s  t h e  y i e l d s  
i t r a j e c t o r i e s  Y j  = 1,2 ,  i = 1,2 ,3  corresponding wi th  t h e  pro- j  f i i 
duc t ion  t r a j e c t o r i e s  p  and r e f e r e n c e s  r j = 1 , 2 ,  i = 1 ,2 ,3  j  j '  
from Figure  5. Note t h a t  t h e  l e v e l s  of y i e l d s  fo l low t h e  l e v e l s  
of p roduc t ions ,  s p e c i a l l y  when r e f e r e n c e s  a r e  c l o s e  t o  t h e  s e t  
of Pa re to  s o l u t i o n s ,  t h a t  means, t h a t  by changing t h e  product ion 
r e f e r e n c e  t r a j e c t o r i e s  and deserv ing  t h e  r e s u l t i n g  produc t ion  
and y i e l d  curves  one i s  a b l e  t o  choose n o t  on ly  t h e  s a t i s f a c t o r y  
produc t ion  t r a j e c t o r i e s  b u t  a l s o ,  t o  some e x t e n t ,  t h e  y i e l d s  
t r a j e c t o r i e s .  This of  course  i s  an i n d i r e c t  y i e l d  c o n t r o l .  The 
d i r e c t  one,  however, a s  it was mentioned i n  Chapter 2 i n  t h e  
d i s c u s s i o n  of t h e  p o s s i b l e  approaches f o r  non l inea r  g o a l s ,  re -  
q u i r e s  t h e  c r e a t i o n  of  a  new package s i m i l a r  t o  t h a t  of  Lewandowski 
(1981) ,  b u t  f o r  t h e  non l inea r  case .  Therefore ,  it seems t o  be 
a  u s e f u l  f e a t u r e  of Approach I I B  t h a t  us ing  e x i s t i n g  sof tware  
d e a l i n g  wi th  t h e  l i n e a d  produc t ion  g o a l s  one has  an inconvenien t  
b u t  s t i l l  a  p o s s i b i l i t y  t o  c o n t r o l  t h e  non l inea r  y i e l d  t r a j e c -  
t o r i e s  t o  a  c e r t a i n  e x t e n t .  
4. DESCRIPTION OF THE PACKAGES 
This chap te r  c o n t a i n s  a  b r i e f  d e s c r i p t i o n  of implemented 
packages due t o  t h e  model 's  expansion and changing. 
Package 1 cove r s  Approach I A  and B whi le  Package 2 i s  t h e  
Approach I I A  and B implementation.  Flow-diagrams of  t h e  packages 
Figu re  6. 
are presented in Figures 7 and 8. Details of the commands are 
exhibited in Appendix C. Appendix D presents the primary input 
data used as well as the rules of the whole input data set gen- 
eration. 
Let us briefly discuss Package 1 which is an implementation 
of Approach IA and B. File mpsx1.f is the most important part of 
the package. By typing on the terminal doml command which is as 
all commands in both packages, the name of an executable shell- 
file (see Appendix C) the primary input data contained in datl 
file are read by a Fortran-program in mpsx1.f file. First, the 
whole set of the model's input data is generated (see Appendix D) 
and next it is written into a temporary data file tdata and into 
a file spraw together with some other calculated model parameters 
like number of rows, columns, etc. File sprm is to enable check- 
ing the model's input data before the optimization run. Later 
on the standard MINOS input file fiZ-9is generated. This part 
of the model's generator contains comments which indicates the 
number of the constraint (see Chapter I) actually under consider- 
ation. So if any changes of one of the constraints are to be 
made it requires a change in only a few, strictly specified by 
the constraint number in comments lines of program. This fea- 
ture seems to be important since further development of the 
packages as well as the model itself will be continued only with 
limited contribution by the author. At the end, the program 
contained in mpsx1.f automatically generates an appropriate MINOS 
specification file specs. When the generation of the model is 
completed the command minos provides an optimization run, results 
of which can be found in the MINOS standard output file fiZ-6. 
After the solution is obtained, commands sequence dor;dopl has to 
be executed. The command dor causes the run of the program con- 
tained in file 2as.f. This program simply looks for the first 
line of solution printout in file fiZ-6. Then the program con- 
tained in zawl. f reads the solution from fiZ-6 values of all model's 
coefficients from the temporary data file tdata and produces file 
sert in which final results of the run are printed in an easy-to- 
read-and-analyze form. In particular the left-hand constraints 
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t h e  va lues  i n  f iZ-6 one e a s i l y  check i f  t h e  gene ra t ion  of  t h e  
model was c o r r e c t .  Generat ion of  f i l e  sert completes t h e  run.  
For t h e  fo l lowing  run one usua l ly  has  t o  change t h e  d a t a  and/or 
t h e  model. This  i s  an advantage of t h e  packages t h a t  any changes 
a r e  f a i r l y  easy t o  make. I n s t r u c t i o n s  f o r  d a t a  changing a r e  i n  
Appendix D. Right-hand changes can be made by us ing  usua l  MINOS 
f a c i l i t i e s .  Major model improvements r e q u i r e  some changes i n  
f i l e s  mpsx1.f and zaw1.f. See Appendix E f o r  a  s h o r t  guide.  To 
swi tch  from Approach I A  t o  B o r  v i c e  v e r s a  one needs t o  change 
t h e  va lue  of  one parameter i n  f i l e  d a t l - - s e e  Appendix D. 
Now l e t  u s  b r i e f l y  d i s c u s s  t h e  s t r u c t u r e  of  Package 2 .  Its  
flow-diagram i s  presen ted  i n  F igure  8. The f i r s t  s t e p  of  t h e  
run ,  i. e  . , t h e  execut ion  of  t h e  dom2 command i s  j u s t  t h e  same a s  
i n  Package 1 with  doml command. The on ly  d i f f e r e n c e  i s ,  t h a t ,  
i n s t e a d  of  t h e  s t anda rd  MINOS i n p u t  f i l e  f iZ-9 t h e  i n p u t  f i l e  f o r  
t h e  package f o r  l i n e a r  m u l t i c r i t e r i a  r e f e r e n c e  p o i n t  o p t i m i z a t i o n  
by Lewandowski ( 1  981 ) , mpsxfil, i s  produced i n  t h i s  s t e p .  A s  a  
n e x t  s t e p ,  t h e  command alpmodmay be executed i f  one i s  w i l l i n g  
t o  change t h e  r e f e r e n c e  p o i n t .  While execut ing  t h e  commands 
alpmod and a l p m u l t i  some e x t r a  t yp ing  w i l l  be r e q u i r e d  by t h e  
u s e r  b u t  we w i l l  n o t  go i n t o  d e t a i l s  he re  s i n c e  it i s  enough t o  
fo l low t h e  i n s t r u c t i o n s  t h a t  w i l l  appear on t h e  s c reen  o r  s e e  
Lewandowski (1981) f o r  d e t a i l s .  The alpmod command d e a l s  w i th  
t h e  refpl and objfiZ f i l e s  which c o n t a i n  t h e  c u r r e n t  r e f e r e n c e  
p o i n t  and t h e  names of  o b j e c t i v e  f u n c t i o n s ,  r e s p e c t i v e l y .  These 
two f i l e s  have t o  be produced by t h e  u s e r .  Again, s e e  Lewandowski 
( 1  98 1 ) f o r  i n s t r u c t i o n s .  Addi t iona l  requirement  f o r  t h e  objfiZ, 
a r i s i n g  from t h e  p r e s e n t  v e r s i o n  of t h e  model gene ra to r  i n  mpsx2.f 
f i l e ,  i s  t h a t  t h e  names of o b j e c t i v e s  must c o n s i s t  of  t h e  word 
ob j  e c  followed by a  t h r e e - d i g i t  number (objeciiul, objeciJ12, objec123, 
f o r  example).  So t h e  number of  o b j e c t i v e s  i s  l i m i t e d  t o  one 
thousand. I n  t h e  nex t  s t e p ,  t h e  alpmuZti command has  t o  be exe- 
cu ted .  I ts  i n p u t  f i l e s  a r e  re fp l ,  ob j f l ,  mpsxfiZ and specs and it 
produces t h e  M I N O S  s t anda rd  i n p u t  f i l e  f i l - 9 .  Execution of  aminos 
and dor;dop2 i s  t h e  same a s  i n  Package 1 .  Addi t iona l ly ,  b e f o r e  
o r  a f t e r  dor;dop2 t h e  command aZpsoZ can be executed.  I t  produces 
t h e  f i l e  ZpsoZ.tvp i n  which t h e  va lues  of t h e  o b j e c t i v e s  i n  t h e  
solution, the current reference point and other information are 
saved. The contents of this file also appears on the screen. 
File Zpoutm, also produced by alps02 command, contains the history 
of the runs, i.e., all ZpsoZ.tmp files produced up to the current 
moment. See Lewandowski (1981) for more details about his package 
and Appendix D for instructions how to switch from Approach IIA 
to Approach IIB. 
CONCLUSIONS 
The results of the implementation of the multicriteria opti- 
mization to the Hungarian Regional Investment Allocation Model 
have been reported briefly. One type of nonlinear and two types 
of linear objective functions have been finally taken into con- 
sideration. Two program packages which cover four approaches 
due to these different types of objectives to be optimized were 
created and tested. The features, advantages and disadvantages 
of the approaches have been discussed. As a most convenient 
presently available method to treat the model, Approach IIB is 
suggested, in which the production of each crop group in each 
period of time are the objective functions to be simultaneously 
maximized with respect to the production reference trajectories. 
The multicriteria reference point optimization approach 
(Wierzbicki 1979) has proved again to be a useful and powerful 
tool for dealing with problems in which many objectives have to 
be taken into consideration. Some suggestions as how to utilize 
its features have been given for the users. The package for 
linear multicriteria reference point optimization (Lewandowski 
1981) has been found to be very convenient for the user. The 
necessity to create a package for the nonlinear multicriteria 
optimization, having features similar to those of the linear 
case, has been indicated. This work could not actually be done 
by the author because of his short stay at IIASA. 
It is the author's hope that his contribution will help 
develop the final model of investment allocation in Hungarian 
agriculture and introduce the useful methods for multicriteria 
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Problem 11: 
If 2 solves Problem I, then (ek,c) solves problem 11, where 
T f = (d 2+f3)-'. 
- - 1 - If (t,y) solves Problem 11, then x = = y solves Problem I. 
t 
A P P E N D I X  B:  
[Lewandowski 19811 
mxn Let A be i n  R , C i n  R PXn and b  i n  R~ and cons ide r  t h e  follow- 
i n g  l i n e a r  m u l t i c r i t e r i a  op t imiza t ion  problem (LMOP) 
cx = q  -+ max 
s . t .  Ax = b  
x > o  
- 
Def. 1 An o b j e c t i v e  v e c t o r  va lue  q  = i s  a t t a i n a b l e  i f  t h e r e  
e x i s t s  a  f e a s i b l e  x  f o r  which Cx = q. 
Def. 2 An a t t a i n a b l e  p o i n t  q i s  Pareto-opt imal  i f  t h e r e  i s  no 
a t t a i n a b l e  p o i n t  q  such t h a t  q  - > with a  s t r i c t  i n -  
e q u a l i t y  f o r  a t  l e a s t  one component. 
Denote w = q - where = [el 2 ] i s  a  r e f e r e n c e  p o i n t  
t m m e t  P  
( a t t a i n a b l e  o r  n o t )  and in t roduce  one of  t h e  forms of t h e  pena l ty  
s c a l a r i z i n g  func t ion  which r e s u l t s  i n  a  l i n e a r  programming f o r -  
mulat ion 
Further denote by W m{w : -w +Cx = q, Ax = b, x - > 0) the feasible 
set of variables vector w and let 
z = nax (-pwi-&w) , ZER Y = Z+EW t YER 
i=l ,p 
then 
If (P,Q,$?)  is a minimizer of the penalty scalarizing function 
then = c$? is a Pareto-optimal solution of LMOP. (See Lewandowski 
(1981) , Kallio. et al. (1980) and Wierzbicki (1979) for details.) 




doml : f77 mpsx1.f > &  errs1 -0  mpsxl.out 
mpsxl.out 6=+fil-9 4=+spraw 5=+datl 8=tdata 
7=+specs 
doml-a: mpsxl.out 6=+fil-9 4=+spraw 5=+datl 8=+tdata 
7=+specs 
alpmod: lpmod obj fl refpl 
alpmulti: lpmulti mpsxfil objfl refpl 
aminos : minos 5=specs 
alpsol: lpsol objfl refpl 
dor : f77 zas.f > &  errzas -0  zas.out 
zas.out 4=+rnulll 7=fil-6 
dor-a: zas.out 4=+rnulll 7=£il-6 
dopl : £77 zaw1.f > &  errzaw -0  zawl.out 
zawl.out 4=+sert 7=£il-6 9=rnulll 8=tdata 
dopl-a: zawl.out 4=+sert 7=£il-6 9=rnulll 8=tdata 
dop2 : £77 zaw2.f > &  errzaw -0  zaw2.out 
zaw2.out 4=+sert 7=£il-6 9=rnulll 8=tdata 
APPENDIX D: 
The data file datl is presented in Figure 9. It seems to be 
easily readable because of the comments lines. All names of param- 
eters are either identical or similar to these from model de- 
scription in Chapter 1. They are identical with those used in- 
side the whole package. To avoid any mistakes let us just point 
out that all parameters with indices exist as matrices inside the 
package, for example: 
in model description 
(Chapter 1) 
inside the package 
yy (i jm, itm) 
ajot (ikm, ism, itm) 
ak (ijm,itm) 
beta (iam) 
Maximal values of indices have a prefix i inside the pack- 
age. Now let us discuss how the complete model's input data set 
is generated from the primary data presented in Figure 9. Co- 
efficients h and r values are given for t = 1. Denote 
3 , 3 , 5 , ? . 3 . Z / ?  / l 4 l 1 /  
c  i t 1 1 1  iani  is71 i , ' ~  i n ' n  i k q  ooi3; I p r 3 0  
, 'Z,? 5136, 
c  b ( l  c i e l : ~  
3 . 3  , ' 3 . 3 3 ; 5 3 / 3 . 5 6 6 6 ~ ,  
c  b e t a C 1 1 ,  ( 2 )  , ( 3 )  
2 .1 ,  3 . 1 ,  c . 4 ,  
c  a l p h a ( 1 ) , ( 2 1  r ( 3 )  
0 . 7 ~ 1 ,  3 . 5 2 C ,  
c  y y ( 7 , l )  d e l y y  
9 . 9 2 1 ,  2.58?C 
c y y ( 2 , l I  c i e l y y  
n 3 3 G . t  1 . 1  d . d /  
c 8 r o ( 1 )  r o ( 2 )  
i 0 C S 2 . 1  1 . 2 5 1  
c  a j o t ( l , Z , l )  j r 3 j o t  
4SSC3.1 1 . 2 5 ,  
c  a j o t ( l / 3 , 1 )  p r a j o t  
1 5 C 0 3 . /  1 . 0 5 ,  
c  a j o t ( 2 , 2 , 1 )  p r a j o t  
5 0 C O J . j  1 - 3 5 ,  
c  a j o t ( 2 , 3 , 1 )  p r a j o t  
lOGC., 6 9 9 . j  
c  c ( 1 )  c ( Z )  
2 5 C . j  2 3 3 . ~  
c  d ( l )  d ( 2 )  
2 0 0 0 . ,  1 . 9 5 ,  
c  a k ( l / l )  p r a k  
2 5 0 0 . t  1 . 3 5 ,  
c a k ( i t 1  > o r z ~ l <  
7C0.1 2 5 3 . j  1?17.,  4C0.1 1 3 C . /  1 3 3 . t  
c  x ( l k , i s , l  ) , i s = 1  , i s f l ) , L l < = l , i i < m )  
4 .  , 5 .  , 3 .  , 5 .  j 5 . 5  , ? .  , 
5 . , 5 . , 7 . , 5 . ,  3 . , 19 . ,  
5 . , 7 . , 3 . , 3 . , ? 1 . , 1 2 . ,  
4 . 5 / 5 . 5 / 6 . 5 / 4 . 5 , 4 . / 7 . 1  
5 . 5 , 6 . 5 , 7 . 5 , 5 . 5 , 7 . , 2 . 1  
.3.,7.,5.,4.5/3.,9., 
c  h \ i . l < , i s , i n , l  ) , i n = l , i n l n ) , i s = l , i n n l ~ i k = l , i l ~ ~ i ~ )  
l C ~ ~ 3 . , 1 5 ~ ~ * , ~ ~ 3 ~ . , 1 ~ ~ 7 3 .  , l ? C ? . , ? ~ , l ~ 3 . ,  
c  p ( l , I , i n , l ) , l n = l , i n , n )  
C., 3 . 1 ,  '2 .151 , : . I  ? 1 5 .  I.?, 
n - 0 . 2  I .  . 2 . 1 ,  2 . 1 5 ,  2 . 2 ,  
17 - + -  2 5  7 .  ; . ; 5 /  3 . 2 ,  , . L > ,  
0 . 1  3 . 1 ,  3 . 1 ,  is., ,3.2/ 3 . 2 ,  
C.1,  2 . 1 5 1  Z . 2 ,  9 . 1 5 ,  3 . 2 5 1  7 . 3 ,  
6 . 1 5 ,  2 . 2 ,  G . 2 5 ,  5 . 2 ,  ; ? . 3 /  C.35, 
C r ( i k t i s , l ~ / ?  1  , i . i l=I , i ~ l )  , i i = I  , 1 5 , T ) / i \ < = l , 1 l < f l i )  
F i g u r e  9. F i l e  d a t l  
H1 ( t )  = h k , s , n  (t) f o r  nEIl 
H 2 ( t )  = h k , s , n  ( t)  f o r  nE12 
R ( t )  = r ( t )  f o r  a l l  n  k , s , n  
t hen  
Values of  c o e f f i c i e n t  p  a r e  given f o r  k  = s = t = 1 
Furthermore 
I n  t h e  d a t l  f i l e  t h e  va lues  of  A ,  6 , Y  a r e  s e t  i n  t h e  same l i n e s  
wi th  t h e  i n i t i a l  va lues  of  Y ,  J ,  K .  
Parameter nobj ( f i r s t  l i n e  of d a t l )  swi tches  t h e  model gene ra to r :  
nobj = 1 - Approach I A  
nobj = 2  - Approach I I B  
The next  parameter l p r o b  s t a n d s  simply f o r  t h e  number of  run.  
I ts  va lue  w i l l  be p r i n t e d  a t  t h e  beginning of  t h e  f i l e s  s p r m  and 
ser t  t o  h e l p  wi th  t h e  r e g i s t r a t i o n  of  t h e  r e s u l t s .  
I n  t h e  c a s e  of f i l e  dat2 i n  Package 2 only two p a r t s  a r e  
d i f f e r e n t :  va lues  of  r e f e r e n c e  y i e l d s  Y . ( t )  a r e  n o t  used and 
I 
i f  
nobj = 2 - Approach I I A  (wi th  2 o b j e c t i v e s ) ,  
nobj = a  > 2 - Approach I I B  (wi th  t m  a  o b j e c t i v e s )  . 
A P P E N D I X  E: 
Here, w e  w i l l  b r i e f l y  show how t h e  model i s  g e n e r a t e d ,  i . e . ,  
how t h e  i n p u t  f i l e  f o r  l i n e a r  o p t i m i z a t i o n  ( i n  s t a n d a r d  MPSX form) 
i s  c r e a t e d .  L e t  us  t a k e  c o n s t r a i n t  ( 6 )  i n t o  c o n s i d e r a t i o n ,  f o r  
example. F i g u r e  10  p r e s e n t s  p a r t s  o f  t h e  program c o n t a i n e d  i n  
mpsx2.f f i l e  which d e a l  w i t h  t h i s  c o n s t r a i n t .  I n  t h e  columns 
s e c t i o n  t h e  name o f  t h e  row i n  which a  g iven  v a r i a b l e  o c c u r s  and 
t h e  v a l u e  of  i t s  c o e f f i c i e n t  must be  s t a t e d .  The names o f  a l l  
rows p recede  a f o u r - d i g i t  number (rowL/LlUl, rowDU12, rowU123, 
row1234, f o r  example) .  The number o f  rows each  c o n s t r a i n t  produces 
a r e  c a l c u l a t e d  and set  i n  m a t r i x  k ( * ) :  
f o r  example. I n  m a t r i x  l ( i )  t h e  number o f  t h e  l a s t  row t h a t  i - t h  
c o n s t r a i n t  produce.  The re fo r e  
Note t h a t  ind ices  vary l i k e  i n  imp l i c i t  Fortran DO-loops f o r  
cons t r a in t  ( 6 1 ,  f o r  example, f i r s t  t h e  value of t increases  from 
2 u n t i l - t m  with k=l then k=2 and t grows again from 2 t o  t m .  So, 
t h e  number of row i n  which var iab le  xk (t) i n  cons t r a in t  ( 6 )  w i l l  
r S 
occur is  : 
In a s imi l a r  manner, t he  right-hand sec t ion  and the  rows- 
sec t ion  a r e  generators .  Therefore any model change can be done 
q u i t e  e a s i l y  s ince  it requires  only some changes i n  t he  speci- 
f i e d  p a r t s  of t h e  program. 
c o l u m n s  s e c t i 2 n  / v s r i a b l c ? s  x  
d o  4 3  i k = l / i k n  
d a  4'1 i r = l / i s n  
d o  A O  i t = l / i t m  
I n  ( 0 1  
i f  ( i t  . s q .  1 )  s o t o  31 
ir=l(51+(~k-l)*(it~-l)+it-l 
a a = 1 .  
w r i t e ( 6 / 3 3 0 ) * x * / i k / i s , i t , ' r o u * 1 i r / a a  
-. 
~ 3 5  f o r n i a t ( l x / 4 l c / a / 3 i l  / t x t 3 , i 5 , 4 x , f 1 2 . 4 )  
31 c o n t i n u e  
r h s  s e c t h n  
i n  ( 5 1  
d o  45  i k = l , i k n  
d o  4 5  i r = 2 , i t m  
i r = 1 ( 5 ) + ( l ! < - l ) * ( i t n - 1 1 - 1  
a a = - c  ( i k )  
1urite(5,1~3C?)'rhs',11'rcu'~ir1-a3 
4 5  c o n t i n u e  
Figure 1 0 .  In mpsx2. f f i l e  
