This paper presents a system for remote live video surveillance. Videos are acquired from a fixed camera at 10 fps and QVGA resolution, compressed at 5 or 20 kbit/s with H.264, and streamed to a remote site, where they get processed by an automatic video surveillance system. The target surveillance application performs moving object segmentation and tracking. Both ends (video acquisition and processing) could be connected through a wireless network, specifically GPRS. The whole system is studied and optimized to maintain low latency. The reported experiments demonstrate that the proposed system is able to send up to four video streams over GPRS or E-GPRS network, without significantly affecting the performance of the automatic video surveillance system. Comparative tests have been performed with other existing streaming solutions.
INTRODUCTION
The huge diffusion of cameras in our cities and the urgent need of a safer everyday-life have contributed to push in few years the research in computer vision for video surveillance much farther than ever before. In addition, due to the technological advancements in distributed computing and wireless networks, video surveillance applications can now exploit ubiquitous cameras. They are not directly connected Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. to local processing units, but transmit video frames to a remote server for intensive real-time analysis of the video. In the case of IP-based cameras exploiting large-bandwidth networks (such as Ethernet), remote video analysis might be similar to local processing, if the problems introduced by the network are negligible. However, this task becomes definitely more challenging when the camera is connected to the network through wireless low-capacity means, since a severe spatial and temporal compression of the video stream is mandatory, possibly almost nullifying the results of the automatic surveillance task.
Typically a process of automatic video surveillance requires to detect and track moving objects (such as people or vehicles). This process is very sensitive to noise and changing conditions and it is, thus, greatly influenced by the coding artifacts or the quantization introduced by the video compression. Consequently, the lower the bandwidth available, the greater the video compression, the more the noise affecting the correct video analysis.
More specifically, the typical video processing consists of (at least) three steps [12] : segmentation of moving objects, object tracking and object analysis. While the last step is very dependent on the goal of the application, segmentation and tracking processes are very general: a performance degradation in segmentation and tracking compromises the automatic surveillance system. The segmentation step is often based on background suppression techniques which compare the actual pixel values with the corresponding values in the (statistically) learned model of the static scene. It is evident that the frame compression can significantly affect this step by changing pixel values and making a sophisticated statistical background model useless. For this reason, in this paper we will measure the performance of the reported video streaming system in pixel-level moving object segmentation. The tracking step is also sensitive to frame skipping and to excessively-low framerates since it is typically based on object-to-track association on a frame basis and by considering a limited search area: thus, if an object moves too much on two successive frames, tracking is likely to lose it. For this reason, we will evaluate the ability of the system to track objects after a strong temporal compression due to video transmission.
In this paper, we describe a novel system for mobile wireless surveillance developed by merging an automatic surveillance system conceived for fixed wired cameras with a novel live streaming architecture for low-capacity networks. First, the paper describes our system for live streaming of video with low latency over low-capacity networks. Indeed, con-sidering that the camera can be placed almost everywhere, a network with an (almost) ubiquitous territorial coverage is necessary; therefore, WiFi or UMTS can not be currently used due to their limited coverage; on the opposite, the GPRS network, thanks to the extremely wide geographical coverage of the GSM infrastructure, is optimal for the scope of the project; moreover, the GPRS-EDGE (Enhanced Data rates for GSM Evolution), also known as E-GPRS, version has been also used, given that it has almost the same coverage of GPRS but with a higher available bandwidth (theoretically between 160 and 236.8 kbit/s).
The overall streaming architecture has been described in [8] , but here it is connected to a system, called Sakbot [6] , for people video surveillance. The basic motivation of this work is to demonstrate that our streaming tool is more suitable to mobile video surveillance than commercial systems (such as Real Media or Windows Media) because it is able to fit in very limited bandwidth a video with sufficient frame quality and fluidity (few frame skipped) to almost preserve the performance of the video processing algorithms.
We tested the system in two different scenarios. The first is a platform for people surveillance at the campus in Modena, Italy, where several cameras have been used to control the main hall in the faculty building. The second is a system installed in a public park of Reggio Emilia, Italy, where people are segmented and tracked in a more cluttered environment [4] . The results of Sakbot system working with wired cameras are used for comparison with results achieved with wireless transmission of the videos over GPRS or E-GPRS.
MOBILE VIDEO SURVEILLANCE
In this work, we address mobile video surveillance with some operative constraints. They are not mandatory for the system to work, but they are adopted to make the comparison more general. Specifically, the whole system works in the following conditions:
• fixed camera: this allows to use background suppression techniques for object segmentation; moreover, video compression techniques are in general more efficient on fixed camera rather than on moving camera;
• the framerate is set to 10 fps; moreover, in order to have an effective object tracking, low frame-drop rates are required;
• low latency; video surveillance requires often quick reaction to changes in the scene (in order to allow interaction with the remotely observed scene); any latency greater than few (e.g. four) seconds is not acceptable for this kind of purposes.
• video bitrate compression is set to either 5 kbit/s or 20 kbit/s: in the first case, it is possible to send up to four video streams (possibly corresponding to four different cameras in a multi-camera surveillance system) on the average bandwidth of GPRS; however, this is only possible in case the video scene shows limited presence of moving objects (video motion covers less than a third of the scene) and rare illumination changes; if these hypotheses are not met, 20 kbit/s video compression has been used: in this condition it is possible to stream a single video over GPRS network, or four simultaneous videos over E-GPRS;
• the transmitted videos have resolution of QVGA320x240; this resolution is small but large enough to make precise segmentation in automatic surveillance;
The given constraints are very demanding: transmitting a video over 5 kbit/s or 20 kbit/s bandwidths, at QVGA resolution and with sufficient quality and framerate to be processed by a video surveillance system is far from being easy.
Being restricted to use low-capacity networks like GPRS, commercial compression techniques, such as MPEG-2 and MPEG-4 are not sufficient. Videos with CIF (352x288) or QVGA (320x240) resolution over a maximum bandwidth of 236.8 kbit/s, are achievable with MPEG-4 only by reducing either the frame rate (affecting video fluidity) or the image quality, and both these drawbacks will be in contrast with our conditions. For this reason, high interest has been shown in recent years on the evolution of MPEG-4 and H.263, the H.264/AVC [1] compression technology, that offers extremely good video quality even at very high compression rates: this makes it very suitable for the scope of our project. As a drawback it presents higher computational complexity if compared to MPEG-2 and MPEG-4 (both on encoder and decoder side), though it is currently possible to use it on real-time systems if the encoder is fed with reasonable size video streams and properly-tuned compression parameters [17] .
Existing commercial or off-the-shelf streaming solutions are not sufficient to fit in our conditions. For example, Microsoft Windows Media suite (Encoder, Streaming Server, Player) is a complete and powerful tool for video streaming, working with both stored and live videos. Unfortunately, since it has been developed more for entertainment purposes than for real-time live video streaming, this software introduces high latency and drops many frames. Even though this can not be a problem if you are watching a digital movie, it can instead affect the processing of the tracking algorithm. Moreover it cannot handle video streams at 5 kbit/s: the lowest it handles is 7 kbit/s with QQVGA (160x120) frame size. Other tools such as Helix Streaming Server (Real Networks ) or Darwin Streaming Server (Apple ) have been devised to handle multiple connections and severe computational load, more than to be used for lowlatency live video streaming. The open source VideoLan, excellent in performance and flexibility, is not designed for low bandwidth video streaming: MPEG-TS network protocols is forced for video encapsulation, and 5 kbit/s cannot be achieved.
Given the high flexibility and performances of Helix Streaming solutions, we performed thorough comparative tests between our system and this platform. In the cases that Windows Media could sustain the bitrate, we also made tests with such platform.
RELATED WORKS
Video streaming has reached its peak of interest in the scientific community in the last ten years. A good survey paper on video streaming has been written by Lu in 2000 [15] . It reports of and discuss about the relevant signal processing issues related to video streaming and proposed possible solutions. Regarding video streaming, researchers have addressed the problem from several different perspectives. For example, one perspective addresses the allocation of com-putational resources for a server with multiple requests [16] . Another set of papers focused on the system architecture, in terms of both models of communication (as in [5] , where the analysis is based on RealNetworks products, but not considering low-capacity networks) and data synchronization (as in the case of [9] where an inter-vehicle communication for live video streaming is considered, even though based on 802.11 WiFi networks and thus not suitable to our case). Some previous works have proposed systems for video streaming over low-capacity networks, such as GPRS. For instance, Lim et al.in [13] introduced a PDA-based live video streaming system on GPRS network. The system is based on MPEG-4 compression and contains several computational optimizations for working on a PDA. It can achieve a frame rate of 21 fps (frames per second) at the encoder side and 29 fps at the decoder side for transmitting at 128 kbit/s a video in QCIF (176x144) format. However, their system drops to 2-3 fps when transmission is over GPRS. This limitation is basically due to the use of MPEG-4. Moreover, no information on the latency of the system is provided. The work in [14] , instead, solves the problem of transmitting realtime videos over GPRS by using frame skipping.
Mobile video surveillance has been envisioned in the literature as either classical video streaming with an extension over wireless networks, with no processing at remote side but only remote control by a human operator [18, 2, 3] or as a special case of distributed wireless sensor networks in which one type of the sensors corresponds to video sensors [11] . Moreover, most of these works do not address low-capacity networks. For instance Agrafiotis et al. [2] described the video transmission aspects of the European project WCAM (Wireless Cameras and Audio-Visual Seamless Networking) and made an excellent work in evaluating the performance (in terms of jitter buffer sizes, packet error rates, etc.) of H.264 using TCP/IP or UDP/IP stacks. However, this work is based on 802.11b/g networks. Cai et al. [3] reviewed video coding techniques for wireless networks, but also in this case the test-bed demonstration system is based on a 802.11b. One interesting example of video transmission over low-capacity networks and with the specification of low latency (or low delay) is reported in [18] , but this work is focused on video streaming and not on successive video processing. Lam et al.presented a very interesting work [12] with a final objective similar to ours. However, in their case frame skipping is employed to fit in the low-bandwidth requirement with an intelligent filtering of frames. As mentioned above, this could complicate the tracking task and, moreover, requires to move part of the computational load on the local side of the camera. Additionally, results reported in [12] can fit in 5 kbit/s only with a very aggressive frame skipping. The approach proposed in this paper tends to the best trade-off between frame saving and image quality, by skipping very few frames and keeping image quality at a level sufficient for a correct segmentation of moving objects.
SYSTEM DESCRIPTION
The architecture of the system is sketched in Fig. 1 . The server and the client applications are multi-threaded, and each block of the schema represents a main task to be performed and is processed by one dedicated thread. For the ease of future implementations, we decided to develop a C#/MS Visual .NET application that incorporates native C/C++ modules.
The video coming from the live surveillance camera is loaded by the server application which converts video data into a YUV (4:2:0) stream. This stream is converted in a H.264 stream by using the open source X.264 encoder. It should be mentioned that we modified the original X.264 source code by allowing it to load not only videos from file system, but also from a generic circular buffer, that allows higher flexibility, since it can be easily fed with any kind of source (file system, video device, video server, etc.). On the other side, the encoder thread asynchronously extracts frames from the buffer. Having asynchronous threads optimizes the processing since the execution of each thread is basically independent by the others. Moreover if the grabbing rate is higher than the encoding rate for short time, no video data will be lost. As drawback, the buffer introduces some latency; for this reason it is important to keep the buffer at low occupancy, therefore the grabbing frame rate should be set to be not higher than the average encoding frame rate. In standard conditions, with CPU load not too high, this is a reasonable assumption.
The raw H.264 encoded stream is seamlessly forwarded to the network streamer that packetizes it into UDP datagrams of fixed byte size. UDP is preferable with respect to TCP due to its prioritized dispatch over the network, but this comes at the cost of possible loss of packets. Nevertheless, thanks to the ARQ mechanism implemented on the Radio Link Control (RLC), our tests have demonstrated [8] that with our system over E-GPRS or even GPRS is very robust since an extremely low rate of packet are lost or received out of order. Moreover we preferred the use of raw UDP on RTP, since our system aims at delivering only a single video (image) data with no additional audio or text to be synchronized with.
At the receiver side, the client application extracts the UDP datagrams and merges them, rebuilding the H.264 stream. The H.264 decoder is based on avcodec and avformat libraries (from ffmpeg), and converts the stream back into a RGB stream that can be processed by the video processing subsystem (see Section 4.1).
In [8] we also report a detailed analysis to optimize the use of the UDP network buffer on the decoder side, in order to minimize datagrams losses and optimize playback fluidity. In the scenario of this paper, datagram losses avoidance is still essential, but, on the other hand, playback fluidity is not necessary to the video processing subsystem, that is therefore disabled.
Video processing subsystem
Moving people segmentation is achieved by using the background suppression approach called SAKBOT (Statistical And Knowledge-Based Object Tracker) presented in [6] and used in many different scenarios. The background pixels are defined by two models: the first statistical model updates the pixels at each frame using the temporal median function over the previous n sampled pixels; the second model exploits the knowledge of previous background and of the corresponding moving objects. Specifically, the pixels belonging to the current moving objects are not used for updating the model in order to prevent the gradual inclusion of slowly-moving objects into the background. Instead, pixels detected as foreground at previous steps but classified as noise or shadows by a suitable shadow detection algorithm are included in the statistical model. This approach is critical when a stopped object starts to move, generating two "foreground" objects, one real and one apparent (also called "ghost"). To avoid deadlock situations for the ghosts, a specific ghost suppression algorithm has been conceived. Further details can be found in [6, 4] .
Moving objects detected by SAKBOT are then classified as person or non-person according with their geometrical shape and size (scaled according to their position on the ground plane). The objects detected as moving and validated as people are then tracked in each single view by means of an appearance-based algorithm. The algorithm uses a classical predict-update approach. It takes into account not only the status vector containing position and speed, but also the memory appearance model and the probabilistic mask of the shape [7] . The former, also called dynamic template in [10] , is the adaptive update of each pixel in the color space. The latter is a mask whose values, ranging between 0 and 1, can be viewed as the probability for that pixel to belong to that object. These models are used to define a MAP (Maximum A Posteriori) classifier that searches the most probable position of each person in the scene. The tracking algorithm includes a specific module for coping with large and long-lasting occlusions. Occlusions are classified into three categories: self-occlusions (or apparent occlusions), object occlusions, and people occlusions. Occlusion handling is very robust and has been tested in many applications. It can keep the shape of the tracked objects very precisely and further details can be found in [7] .
EXPERIMENTAL RESULTS
To test the performance of our system, we selected two quite different surveillance scenarios, one indoor taken at the hall of our building and one outdoor taken from a camera mounted in a public park. The first scenario is characterized by few moving people and no illumination changes, while the second is a less-controlled scenario, where several people move in the scene and illumination changes. The second scenario is obviously more challenging for both the video encoder and the automatic video surveillance system. For performance analysis we take one video for each of the scenarios, with a length of about 7 minutes each, and coded at 10 fps and a resolution of QVGA.
The accuracy of the overall system has been measured in terms of both pixel-level segmentation and object-level tracking, by comparing the results achieved by Sakbot on the original, non-compressed video with those obtained on the compressed, streamed video. Moreover, since video frames are lost during the transmission, we need a way to align the two videos (original and compressed) for having a correct comparison. Thus, the frame number (represented as binary code with squares black and white) was superimposed in a small corner of each frame at acquisition time. Then a simple image processing algorithm is used to automatically compute the frame number and obtain the exact frame-toframe alignment between original and compressed.
We considered the hardest case in terms of bandwidth, by supposing to send four video streams over a GPRS bandwidth, i.e. coding each video at 5 kbit/s. As a comparison, we tested both our streaming system and Real Media. Unfortunately, Windows Media and VideoLan were unable to code the video at such a low bandwidth. Since generating pixel-level ground truths for all the videos would have been quite a tedious and demanding task, as ground truth we used the segmentation generated on the original uncompressed video. In fact, our scope is to evaluate the loss in performance only due to the video compression and streaming and not the generic performance of the segmentation algorithm. Using this automatically-generated ground truth we compute, for each aligned frame, the recall R and precision P in pixel-level segmentation as follows:
where T P indicates the true positives, F P the false positives and F N the false negatives. Plotting the recall and precision for each frame we obtained the graphs reported in Fig.  2 . Obviously, if points move towards the upper-right corner (corresponding to R = 1 and P = 1) the accuracy is higher. The graphs also report the average recall and precision, represented by dark green (our system) and brown (Real and Windows) circles. The mean and variance of recall and precision are also summarized in Table 1. This table also shows the percentage of frame losses due to the strong compression rates. It is important to consider that means and variances were computed on the correctly received frames only. The graph in Fig. 2(a) shows that, even with such a limited bandwidth, our system is very close to the segmentation obtained on the original video. For this reason, we decided not to report the results on 20 kbps. This situation does not hold in the case of the outdoor sequence (Fig. 2(b) ): in this case the average recall of our system is less than 70% and the precision only about 75% (see Table 1 ). Thus, we also performed a test over E-GPRS using 20 kbit/s for each video. VideoLan does not support even this bitrate, but Windows Media does; thus, we report the comparisons between our and the two commercial systems in Fig. 2(c) and Fig. 2(d) . Real Media shows a better recall on Windows Media, but have similar precision. However, our system outperforms them in terms of both recall and precision.
Regarding the object-level tracking, we manually compared the tracking results on original and compressed videos. Specifically we compute the ratio between the sum of the Table 2 . A sample of the tracking in the park video sequence at 5 bit/s is shown in Figure 3 : the tracking consistency is visually represented by the superimposed trajectory of the objects. Consider that the tracking numbers on the objects are just sequential IDs, thus do not need to be consistent between one video and the others. The latency of the complete system is made of two distinct components: the streaming (compression, network dispatch, decompression), and processing; the streaming delay is mainly due to the video complexity of the scene (that affects the compression time) and to the GPRS network. The average latency is approximately 1.7 s in our system, 3.8 s in Real Media and 6.4 s in Windows Media. Full details about streaming latency minimization are found in [8] . On the other hand the delay for the video processing is much lower, being always in the range of 0.1 to 0.2 s (when processed on a desktop PC).
CONCLUSIONS
This paper describes a fully working system for mobile video surveillance: video is acquired and, through strong compression and streaming over low-capacity mobile networks, dispatched live to a remote processing site, where automatic video surveillance is performed. Experiments give proof of the quality of the video surveillance in such conditions. The overall latency of our system is kept lower than 2 seconds, successfully addressing the requirements for live video surveillance. Our future works will be directed in experimenting higher complexity computer vision techniques on such strongly compressed videos. This work was supported by project FREE SURF, funded by MIUR, and European Network of Excellence DELOS, sub-project Multimedia Interfaces for Mobile Applications.
