Covariation between vital rates is recognized as an important pattern to be accounted for in demographic modeling. We recently introduced a model for estimating vital rates and their covariation as a function of known and unknown effects, using generalized linear mixed models (GLMM's) implemented in a hierarchical Bayesian framework (Evans et al., 2010) In particular, this model included a model-wide year effect (YEAR) influencing all vital rates, which we used to estimate covariation between vital rates due to exogenous factors not directly included in the model. This YEAR effect connected the GLMMs of vital rates into one large model; we refer to this as the ''connected GLMMs'' approach. Here we used a simulation study to evaluate the performance of a simplified version of this model, compared to separate GLMMs of vital rates, in terms of their ability to estimate correlations between vital rates. We simulated data from known relationships between vital rates and a covariate, inducing correlations among the vital rates. We then estimated those correlations from the simulated data using connected vs. separate GLMMs with year random effects. We compared precision and accuracy of estimated vital rates and their correlations under three scenarios of the pervasiveness of the exogenous effect (and thus true correlations). The two approaches provide equally good point estimates of vital rate parameters, but connected GLMMs provide better estimates of covariation between vital rates than separate GLMMs, both in terms of accuracy and precision, when the common influence on vital rates is pervasive. We discuss the situations where connected GLMMs might be best used, as well as further areas of investigation for this approach.
Introduction
Covariation among vital rates is recognized as an important pattern to be accounted for in demographic modeling (Van Tienderen, 1995; Morris and Doak, 2002; Boyce et al., 2006) . For those vital rates with a positive effect on population growth rate, positive covariation between vital rates amplifies the effects of environmental variation, reducing population growth rate, whereas negative covariation has the opposite effect (Tuljapurkar, 1990; Tuljapurkar et al., 2009; Tomimatsu and Ohara, 2010) . A failure to account for covariation between vital rates can yield misleading results about what part of the life cycle should be targeted for conservation (i.e., sensitivity analysis; Sim et al., 2011) as well as what the risk of population extinction is (Doak et al., 1994; Morris and Doak, 2002) . Other consequences include the fact that increased variation in a given vital rate doesn't always reduce the population growth rate: an increase in the variation of less influential vital rates can lead to an increase in the population growth rate, if those rates covary negatively with more influential * Corresponding author.
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vital rates (Orzack and Tuljapurkar, 1989; Doak et al., 2005; Haridas and Tuljapurkar, 2005) .
Evidence from natural populations also suggests that covariation between vital rates can have substantial effects. Coulson et al. (2005) found that covariation between demographic rates was responsible for about one third of all variation in population growth in three ungulate populations. Similarly, Ezard et al. (2006) found that vital rate covariation explained 25%-30% of the variation in growth rate of a population of the common tern. In contrast, Morris et al. (2011) found only weak effects of vital rate covariation on variation in population growth in seven primate species, but they argue this is an exceptional pattern (compared to 23 other vertebrates). Jongejans et al. (2010) found by analyzing data from 40 plant species that positive covariation between reproduction and survival predominated (rather than negative covariation) and concluded that increased climate variation caused by anthropogenic climate change could result in increased variation in plant population dynamics and increased extinction risk (via this effect of positive covariation).
With these important effects in mind, we recently introduced a model for estimating vital rates and their covariation as a function of known and unknown effects, using generalized linear mixed models (GLMM's; Evans et al., 2010) . Our model was inspired by the endangered plant that we studied (Dicerandra frutescens): time-since-fire is known to influence demography throughout its life cycle, inducing correlations among vital rates. At the same time, we supposed that weather variation may cause a second layer of variation and covariation of vital rates. Analogous to a random block effect in an experimental setting, we modeled these unmeasured environmental effects with a random year effect. What makes this year effect (YEAR) different is the fact that it is shared by all of the generalized linear mixed models of vital rates. Thus the model analyzed all parts of the life cycle as a function of time-since-fire and year variation simultaneously (with additional parameters estimating the sign and magnitude of the YEAR effect on a given vital rate compared to a baseline vital rate). This allowed us to estimate (and incorporate into subsequent simulations of population dynamics) positive or negative covariation among vital rates arising both through systematic effects of an exogenous variable and through random effects associated with particular years. We refer to this as the ''connected GLMMs'' approach to estimating covariation between vital rates.
Here we compare the ''connected GLMMs'' approach to a simpler model structure, where each vital rate is estimated via a separate GLMM, each with a random year effect (which we refer to as the ''separate GLMMs'' approach). We know of no example in the literature where this exact structure has been adopted; however, over the last ten years, vital rates have increasingly come to be modeled with generalized linear mixed models (e.g., Gross et al., 2006; Le Galliard et al., 2010) . This marks a change from the methods (for estimating vital rates, and simulating their variation and covariation) recommended in authoritative texts on the subject ten years ago (Caswell, 2001; Morris and Doak, 2002) .
We compare the ability of the connected vs. separate GLMM approaches to estimate vital rates and their correlations using simulated data. Specifically, we ask if one approach performs better than the other, in terms of either accuracy or precision, at estimating vital rates and correlations among vital rates. Or, are there different conditions under which each approach performs better? A priori, we might expect the ''connected GLMMs'' approach to estimating vital rates and their covariation to perform best when many parts of the life cycle experience a strong common influence. Conversely, we might expect the ''separate'' GLMMs approach to perform as well as, or perhaps even better than the ''connected'' approach, when there are few vital rates experiencing common influence, or that influence is weak. To address these questions, we simulated data from known relationships between vital rates and a covariate (time-since-fire), inducing correlations among the vital rates. As a check of our workflow, we first estimated vital rates and their correlations using a model that reflects the process generating the simulated data. We then estimated vital rate correlations from the simulated data using models that treat the covariate as unknown. This was intended to mimic a realistic scenario of estimation: an unknown covariate affects vital rates and is modeled with a random year effect. We considered two aspects of model performance under three profiles with respect to the strength of covariation and the parts of the life cycle affected: precision and accuracy of the (1) estimated vital rates and (2) correlations between vital rates.
Methods
Data simulation -We simulated data under a simplified version of the life history and ecology of Dicerandra frutescens, a firedependent, endangered plant endemic to Florida scrub that has been modeled with a six by six transition matrix (Menges, 1999; Menges et al., 2006; Evans et al., 2010 , see Appendix A). We used the posterior mean estimates of vital rates and time-since-fire effects inferred in Evans et al. (2010) as the ''true'' demography of our simulated species (Profile 1). Fire kills plants but not seeds, the latter remaining viable in the soil more than one year, thus populations recover from fire via germination from a seed bank. In general, time-since-fire negatively affects the demography of this simulated version of D. frutescens: germination declines, seed production declines, transitions forward (in terms of size or developmental stage) decline, and transitions backwards increase (Profile 1). Exceptions include a positive effect of time-since-fire on initial seedling survival (survival from the time of seedling emergence until the time of the annual census; Profile 1).
Data simulation included four stochastic components in the life cycle (seed fates, initial seedling fate, plant fates, and seed production) in addition to stochastic fire history. Each simulation started with the year of fire (tsf = 0) and a population consisting of 10 5 seeds. At each subsequent time step, the occurrence of fire was a coin flip, with increasing probability as time-sincefire increased, according to the cumulative distribution function of a Weibull distribution (with median interval between fires of 14 years and a shape parameter of 32). Vital rates were calculated as a function of time-since-fire (using the equations detailed below and in Appendix A), and the multinomial or binomial probabilities governing seed, seedling, and plant fates were calculated from these vital rates. Seed fates were stochastic draws from a multinomial distribution with three outcomes: a seed (1) survives and doesn't germinate; a seed (2) survives and germinates; or a seed (3) neither germinates nor survives. Initial seedling fate was drawn from a binomial model of survival from the time of germination to the time of the annual census. The fates of five classes of plants (seedling, non-flowering plant, and three size-based classes of flowering plants: small, medium, and large) were stochastic draws from multinomial distributions with five outcomes: non-flowering plant, small, medium, or large flowering plants, or dead. For each class of flowering plants, seed production was a stochastic draw from a Poisson distribution. Fifteen replicate populations were simulated in this way for 20 time steps each.
The probabilities governing the binomial, multinomial, and Poisson distributions depended on the natural log transform of time-since-fire (lnTSF; since vital rates of Dicerandra frutescens were better predicted by linear regression of lnTSF than TSF). For example, the logit of the probability of initial seedling survival was a function of ln-transformed TSF:
where β s 0 is an intercept term (the baseline value of the vital rate when TSF = 0) and β s 1 is the effect of ln-transformed TSF on seedling survival. Similarly, germination fraction (g), which enters in the multinomial governing seed fates, was a function of lntransformed TSF:
where β g 0 is an intercept term and β g 1 is the effect of lntransformed TSF on germination. The probabilities of transitions among plant classes, which are multinomial responses, depended on ln-transformed TSF as well. For example, the probability of a seedling becoming a vegetative plant (a [3, 2] ) is proportional to log(a [t,3,2] 
The parameter β tr 0 [3, 2] is the intercept and β
P1
1 is the effect of lntransformed TSF on a one-step progression forward. Note that a logit transformation, of the general form log(p/(1 − p)), is possible only for a binomial response (e.g., initial seedling survival and seed germination, above). For a multinomial response, the analog is either a baseline logit, which we use here, or a cumulative logit.
For a baseline logit, we set log(
. . , n − 1 and log(φ n ) = 0, where category n is the baseline. We Table 1 Magnitude of the ''true'' effects of time-since-fire on vital rates (used for data simulation). Another way of saying this is that for each class of plant (state at time t), we standardized the odds of other fates to the odds of death (log(φ t,7,j ) = 0; see Appendix A), and thus the probability of death
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The equations governing all 25 plant transitions are detailed in Appendix A, Table 1 . We simulated seed production with a Poisson process dependent on time-since-fire. Because we chose to simplify our study by not estimating the parameters involved in seed production, we provide less detail here on this Poisson process (see Evans et al., 2010, for details) .
We created a series of demographic profiles, with progressively fewer and weaker effects of time-since-fire on vital rates, against which to test the alternative statistical models (Table 1 ). In the first profile, all vital rates were influenced by time-since-fire, using the posterior mean estimate of time-since-fire effects from Evans et al. (2010) , as described above. In the second profile, we set to zero those time-since-fire effects with 95% central density overlapping zero in Evans et al. (2010) , yielding nine non-zero time-since-fire effects (Table 1 ). In the third profile, we retained just the four strongest non-zero time-since-fire effects, and set these effects to 10% of their posterior mean values (Table 1) . As fewer vital rates are affected by time-since-fire, the true correlations between vital rates become correspondingly few.
Estimation -We compared the ability of three statistical models to estimate vital rate parameters and correlations between vital rates. The first of these statistical models reflects exactly the above equations (and the equations in Table 1 in Appendix A), which were used to simulate the data (providing a check of our models and scripts). We refer to this as the ''TSF'' model (Table 2) , since it includes the true time-since-fire (TSF) data and estimates the effects of ln-transformed TSF on vital rates (β 1 parameters above).
The second statistical model treats time-since-fire as unknown, and instead estimates a random year effect shared among vital rates (YEAR), in addition to independent year effects unique to each vital rate. We refer to this as the ''YEAR'' model (Table 2) . It reflects the ''connected GLMMs'' approach to estimating vital rates and their covariation, introduced in (Evans et al., 2010) . To ensure that model parameters were well-identified, we assigned a positive coefficient of one to the YEAR effect in the regression for the probability of a large flowering plant becoming a vegetative plant. Thus, the YEAR effect can be thought of as year variation in the transition from large flowering to vegetative, and year variation in all other vital rates is estimated relative to this baseline vital rate. Associated with the YEAR effect are coefficients (β 2 parameters, Table 2 ; see also Appendix A, Table 1 ), modifying the sign of the YEAR effect on a given vital rate relative to this baseline vital rate (as described in Evans et al., 2010) . Additional ''independent'' year effects (ε yr ) modify the magnitude of the YEAR effect on a given vital rate compared to the baseline vital rate. Thus the effect of year variation on each vital rate is free to vary in both sign and magnitude, compared to the baseline vital rate.
The third statistical model also treats time-since-fire as unknown, estimating year effects unique to each vital rate (ε yr ). This follows the ''separate GLMMs'' approach to estimating vital rates and their covariation. We refer to this model as the ''iYear'' model (year effects on each vital rate are estimated independently of one another; Table 2 ).
We assigned prior distributions that were broad within a biologically reasonable range, as described in Evans et al. (2010) . To improve convergence of the YEAR and iYear models, we used a method of reparameterization known as hierarchical centering (Gelfand et al., 1995) , described in further detail in Appendix A (and in Evans et al., 2010) .
Model implementation -We sampled from the joint posterior distributions of the parameters of the three competing statistical models using Metropolis-Hastings Markov Chain Monte Carlo (MCMC) simulation in OpenBUGS (Version 3.1.2; Thomas et al., 2006) . The MCMC simulations consisted of three independent chains, with initial values chosen randomly from the prior distributions. We evaluated convergence of the chains using the Gelman and Rubin (1992) diagnostic, which compares variation within vs. among chains. We discarded the burn-in period (identified by checking traces of the chains) and thinned samples based on examination of autocorrelation plots, to obtain more or less independent samples from the joint posterior distribution of model parameters (Carlin et al., 2006; Congdon, 2007) .
For the TSF model, we ran the MCMC simulation for 5.5 * 10 4 iterations, with the first 5000 iterations discarded as burnin, and retained every 50th sample. The YEAR model (especially the parameters associated with the multinomial model of plant transitions) took longer to converge and required stronger thinning: we discarded the first 10 5 iterations as burn-in and retained every 100th sample from a second 10 5 iterations. The iYear model took even longer to converge, but autocorrelation was more limited: we discarded the first 1.5 * 10 5 iterations as burn-in and retained every 50th sample from another 5 * 10 4 iterations.
Model evaluation -We evaluated the three statistical models in terms of their ability to estimate parameters underlying vital rates and correlations among vital rates. Taking the example of initial seedling survival (s), the TSF model estimates two parameters, [t,3,2] given time step and replicate) minus the estimate of the intercept term for initial seedling survival:
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To estimate correlations between vital rates, we first estimated the posterior mean vital rate for each time step and replicate of population simulations from each of the three statistical models. We calculated the correlation between each pair of vital rates by calling the cor function in R on the time series (20 time steps) of posterior mean vital rates. This was repeated for each replicate of population dynamics, yielding 15 estimates of pairwise correlations between vital rates. These correlations were calculated from the vital rates expressed on the probability scale rather than the log or logit scale. Note that correlations between vital rates are perfect on the log or logit scale (through their shared linear relationships with TSF). That is, the correlation between logit(X ) and logit(Y ) where logit(X ) = a+bu and logit(Y ) = c+du is exactly one for any random variable u. The correlation between X and Y is less than 1, because of the non-linear relationships involved, but it is still very high because the relationship is close to linear over much of the range. This property arises from any model that includes a deterministic relationship between an environmental covariate and vital rates via a generalized linear model.
We then compared posterior mean estimates of pairwise correlations from the three statistical models to the realized pairwise correlations (calculated by calling the cor function in R on the time series of realized vital rates) in terms of accuracy and precision. Note that demographic stochasticity can cause the realized correlation between two vital rates (for a given replicate of simulated population dynamics) to differ substantially from the value expected if the sample size were infinite (or very large). This is especially true for parameters very close to zero or one. For example, germination fraction is very low in the life history that we modeled. If there are few seeds, the realized germination fraction will often be zero, and correlations between germination fraction and other vital rates differ substantially from their expectation under infinite sample size. For this reason, we compared the correlations between vital rates estimated by the three statistical models to the realized pairwise correlations.
Each replicate of population dynamics yielded a unique realized correlation between each pair of vital rates (depending on demographic stochasticity as well as fire history). For each replicate then, we found the difference between the realized correlation and the posterior mean correlation estimated from each of the three statistical models (bias); we report the average bias across replicates. We evaluated the precision of estimates of vital rate correlations in terms of mean root squared error: the square root of the mean squared difference between realized correlations and estimated correlations (N = 15 replicates).
Note that we did not consider all the pairwise correlations between vital rates: we chose not to examine correlations between transitions within a column (e.g., the correlation between the transition from seedling to vegetative and the transition from seedling to small flowering), since those transitions are constrained to sum to one. Further, we considered only a subset (55 total) of the correlations between transitions in different columns: all possible combinations involving stasis, a one-step progression forward (seedling to vegetative, vegetative to small flowering, etc.), or a one-step retrogression backward (small flowering to vegetative, medium flowering to small flowering, large flowering to medium flowering). We chose to focus on these transitions because they are the most commonly traversed demographic pathways in the life history.
Results

Estimates of vital rate parameters
A model that estimates correlations between vital rates well but does not estimate vital rates well would not be useful, so we first compare the ability of the three statistical models to estimate the parameters underlying vital rates (under Profile 1).
TSF model vs. true parameter values -By comparing the parameter values used for data simulation (''true'' values) to the parameter
estimates from the TSF model, which exactly reflects the process used to simulate the data, we validate the various components of our workflow. The parameters associated with transitions for which there are many observations are recovered well by the TSF model. For example, most of the intercept terms from the multinomial model of plant transitions are estimated well ( Fig. 1(a) ), but parameters associated with transitions for which there are few observations are not estimated well, e.g., seedling to large flowering, small flowering to large flowering, medium flowering to vegetative, and large flowering to vegetative and small flowering (arrows, Fig. 1(a) ). The same is true for the slope terms: the effects of time-since-fire on stasis of vegetative plants and small and medium flowering plants are estimated well, but the effect of TSF on stasis of the rarest class of plants (large flowering) is not estimated well. That is, the combined effects of small sample size and demographic stochasticity weaken our ability to detect the true effect of time-since-fire.
All three models vs. true parameter values -Not surprisingly, the TSF model yielded the best estimates of vital rate parameters, among the three statistical models. We focus on estimation of time-sincefire effects, or their equivalent in the YEAR and iYear models, since the intercept terms are parameterized in exactly the same manner in all three models. Across all the multinomial transitions, TSF effects (or their equivalent) were most accurately estimated by the TSF model, but the YEAR and iYear models were not too far off (on average), and the latter two were essentially equivalent (Fig. 2) .
However, dissecting this result a little further reveals that there are substantially different ways of being wrong. The models with year effects (YEAR and iYear) are inherently more flexible, but they also are more parameter rich, leading to lower power and a poorer ability to detect TSF effects. This is illustrated in Fig. 3 : estimates of TSF effects (or their equivalent) are plotted against the true values, for each time step and replicate of simulated data, so that accurate estimates of parameters fall on the 1:1 line in each panel. Estimates from the TSF model (circles) fan away from zero for each replicate of data simulation, because the estimate of the TSF effect from a given stochastic realization of data differs from the true TSF effect by some amount, and this error is magnified with increasing TSF (Fig. 3) . Whereas in the YEAR and iYear models, the equivalent of the TSF effect is estimated on a year-by-year basis, so the difference between the estimated effect and the true value is independent from one year to the next (triangles and squares, Fig. 3 ). The TSF model has greater power though: it estimates just 2 parameters (β 0 and β 1 ), whereas the iYear model estimates a random error term for every transition in every year and the YEAR model adds an additional model-wide year term for every year. Thus, the prior distributions on the parameters have a larger effect in the year models, causing them to estimate weaker effects (their symbols cluster closer to zero on the x-axis in Fig. 3) . As a result of these strengths and weaknesses, the TSF model estimates relatively strong TSF effects more accurately (Fig. 3(a) and (b) ), whereas the year models estimate relatively weak effects more accurately (Fig. 3(b) and (c) ). This comparison of the three statistical models is based on the parameter values (time-since-fire effects) of Profile 1. As the true time-since-fire effects become fewer and weaker (Profile 2 and 3), the year models do increasingly well (compared to the TSF model) at estimating vital rate parameters.
Estimates of correlations
Considering first Profile 1 (time-since-fire affects all vital rates; Table 1 ), we find that the TSF and YEAR models both estimate correlations between vital rates reasonably well, though the TSF model tends to overestimate correlations and the YEAR model tends to underestimate correlations (illustrated for a sample of three combinations of vital rates in Fig. 4 ). The iYear model, which uses separate GLMM's to model vital rates, underestimates correlations more severely (Fig. 4) . The TSF model yields the most precise estimates of correlations between vital rates, followed by the YEAR model, followed by the iYear model's very poor precision (Fig. 4) . Estimates of correlations from the iYear model broadly overlap zero when the true correlations are quite strong (Fig. 4) .
Comparing bias and precision of the three statistical models across a sample of 79 pairwise correlations shows that the YEAR and TSF models outperform the iYear model under Profile 1, but not Profile 2 and 3 (Fig. 5) . Under Profile 1, the TSF model and YEAR models over-and underestimate correlations, respectively, by approximately the same magnitude, whereas the iYear model strongly underestimates correlations. However, as the correlations between vital rates become few and weak (Profile 2 and 3), the gap in performance between the YEAR and iYear models closes: bias and precision of the two year models is broadly overlapping (Fig. 5) . Performance of the TSF model also deteriorates as time-since-fire effects are dropped: the TSF model looses precision under Profiles 2 and 3, and, like the year models, underestimates the few remaining correlations under Profile 3.
Discussion
This simulation study shows that the connected GLMMs approach (YEAR model) outperforms separate GLMMs of vital rates (iYear model) at estimating covariation between vital rates, both in terms of accuracy and precision, when the common influence on vital rates is pervasive. It is worth repeating that the ''common influence'' can differ in both sign and magnitude with respect to its effect on different parts of the life cycle. That is, the YEAR model is totally flexible in terms of the direction and magnitude of year variation in different vital rates (relative to a chosen baseline vital rate). This result leads to a series of new questions.
What are real patterns of covariation in the wild like? -If patterns of covariation between vital rates in wild populations are like Profile 1 (pervasive), this argues for using the connected GLMMs approach to estimating covariation, when exogenous influences are unknown. Some populations probably do experience such covariation, though in many of these cases the exogenous influence is known (e.g., fire, floods, hurricanes). We suggest the connected ) - GLMMs approach might best be used in situations where a pervasive influence of weather is suspected, but it is not yet known exactly what dimension of weather is responsible. A number of papers over the last decade have identified either climatic drivers of demography or complex interactions between climate and other factors (Coulson et al., 2001; Stenseth et al., 2002 , and many papers citing these). Ecologists are increasingly interested in understanding how weather variation affects population or range dynamics, as the reality of anthropogenic climate change unfolds. A model-wide YEAR effect can stand in for a more explicit understanding of the influence of weather on demography, as a first analysis. This model can also help in the process of identifying influential dimensions of climate: candidate climate variables can be regressed on the model-wide YEAR effect.
Other populations are likely to follow a profile more like Profile 2 or 3, with some life stages affected by exogenous variables and others free from influence. In particular, there is quite a famous literature on life stages, like seed banks or extended adult lifespan, that buffer environmental variation (Tuljapurkar, 1982; Orzack and Tuljapurkar, 1989; Tuljapurkar and Weiner, 2000; Clauss and Venable, 2000; Evans and Dennehy, 2005; Venable, 2007 can be modeled with separate GLMMs as effectively as connected GLMMs. However, given that the connected GLMM's approach did not perform worse than the separate GLMMs approach under any of the (albeit limited) conditions that we tested, it could be argued that the connected GLMMs approach is the safe alternative.
Model complexity -While both the YEAR and iYear models (connected vs. separate GLMMs) are parameter-rich (compared to knowing and modeling the exogenous effect explicitly), the YEAR model estimates more parameters. Thus its weakness may be how well it performs under conditions of limited data. Here we simulated a situation with 20 years of data, quite a long time series, but only one population. Sampling from multiple sites that behave differently, it's possible to obtain approximately similarly informative data in 4 or 5 years. But we simply don't know at this time whether the connected GLMMs approach can be supported with less data, say 4 or 5 years of data from a single site, and how its performance compares to the separate GLMMs approach under conditions of limited data.
Estimation vs. projection -Here we compared the performance of connected vs. separate GLMMs with respect to parameter estimation (vital rates and their covariation). Another area to explore is the advantage of using connected vs. separate GLMMs with respect to the accuracy and precision of population projections. We suspect that seemingly small improvements in the estimation of covariation between vital rates might play out as larger improvements with respect to population projection. Furthermore, the dramatic divergence of estimates from the TSF model as time since fire increases (Fig. 3) suggests that even when an exogenous variable is well understood, a connected GLMM could produce population projections that are more accurate. We suggest that a model with a random YEAR effect is worth exploring (in terms of fit to the data) even when an exogenous variable is known to affect populations.
How important is the magnitude of correlations? -As noted above (Methods), correlations between vital rates are expected to be strong (though not perfect) when those vital rates vary solely according to a common influence. The magnitude of the exogenous effects (here, β 1 parameters) has some effect on the strength of correlations between vital rates, but this influence is likely to be small, since the relationship between the exogenous variable and transition rates is close to linear over much of the range of the exogenous variable. Our experimental design did not allow us to explore the influence of the magnitude of the exogenous effects, since the difference between Profile 2 and 3 includes both changes to the number of vital rates affected by time-since-fire and the magnitude of those effects. Future work could examine how the magnitude of correlations between vital rates influences the performance of connected vs. separate GLMMs, either by varying the magnitude of exogenous effects in isolation, or by introducing another, uncorrelated source of variation (noise) into the data simulation stage.
Implementation -We can offer a few words of advice (and encouragement) about implementation of the connected GLMMs model. We tied the model-wide YEAR effect to the transition from a large flowering plant to a vegetative plant (such that the YEAR effect estimated variation among years in the magnitude of this transition). Retrospectively, we realize this was not the best possible choice. Instead, we would recommend tying the YEAR effect to a vital rate for which there is a large number of observations (and a vital rate which seems to be variable from year to year). The parameters involved in the transition from large flowering to vegetative were not estimated well (see Fig. 1 for the intercept term; time-since-fire effect not shown), probably because of the small number of individuals in the large flowering class as time-since-fire increases. In spite of this, the YEAR model did remarkably well at estimating known parameter values (vital rates and their covariation), which is quite encouraging.
Generality -We should point out that the results obtained here do not depend on the method of parameter estimation, the specific life history structure, or the specific environmental factor. Similar results should be obtained whether likelihood or Bayesian methods are used for parameter estimation. Similar results should also be obtained with a different life history. That is, the exact values of vital rates and the dimensionality of the projection matrix might be different in another life history, but this has no effect on the rules of how correlations between vital rates arise (given a common influence on vital rates modeled in a GLMM framework). While fire as a form of disturbance has the special feature of creating a sequence or cycle of changing conditions (rather than randomly changing conditions), this property does not enter into the GLMMs used to estimate vital rates, thus TSF could just as easily be any number of other continuous variables with a monotonic relationship with vital rates (e.g., total solar flux or total soil fertility). Looking forward, one of the important tools emerging in population modeling is integral projection models, where population structure variables are continuous (or a mixture of continuous and categorical; Easterling et al., 2000) . IPMs use GLMMs to estimate vital rates, so, while we're not aware of any case where this has been done, random year effects can be added to the GLMMs in IPMs, and it should be possible to connect those year effects into a single model of multiple vital rates as we have done in the count-based projection matrix case.
Conclusion -Population modeling requires estimation of vital rates. Modeling vital rates with generalized linear mixed models is a powerful and flexible way to accomplish this. Here we've shown that generalized linear models that include random year effects in lieu of a specific explanatory variable can recover vital rate parameters and vital rate covariation well, and that a version of this approach with a YEAR effect shared by all GLMs of vital rates outperforms separate GLMs with respect to the estimation of vital rate covariation, when the exogenous effects are pervasive. The inclusion of a year effect in a model of vital rates is analogous to including a random block effect in an experimental setting. There, it is taken for granted that the random block effect improves parameter inference because it provides a better fit to the design of the data. We argue that models of vital rates should include random year effects (or they should at least be considered) for the same reason.
