Abstract
Introduction
There are two major geometric issues that must be addressed in the design of a multi-projector display wall. The first is how to align projectors so that imagery is contiguous across projector boundaries. Manual alignment is a tedious, time-consuming process but research in this area has led to several automatic alignment methods [3, 7, 8, 10, 1, 6] that use computer vision and graphics to correct for misalignment in software. Once projectors are aligned, what remains is to define the dimensions and orientation of the displayable area and relate this to the configuration of the projectors on the display surface.
Several display systems use fiducials to define the displayable area on a planar surface. Rehg et al [8] use four manually-placed fiducials to set a quadrilateral within a keystoned projection as the displayable area. The corners of the projected imagery are mapped by homography to the four fiducials. Since the displayable area is an arbitrary quadrilateral, the projected imagery can be severely distorted. A real-time system tracks the fiducials, allowing the user to redefine the displayable area so that the image has whatever properties the user desires. The PixelFlex [10] and PixelFlex2 [3] systems also use four fiducials, although neither allows the user to redefine the displayable area on the fly. Both systems use fiducials that are carefully placed to form a rectangle aligned with the natural human sense of vertical and horizontal. A coordinate system is imposed on the rectangle whose relative dimensions match that of the real world, allowing imagery of the proper aspect ratio to be displayed. The fiducials are related by homography to the orientation of the projectors on the plane.
In this paper, we propose an automatic method for defining the display area on a plane, removing the need for physical fiducials and measurement of the area defined by them. By treating projectors as pin-hole cameras, we show that planar auto-calibration, proposed by Triggs in [9] , can be used to determine the intrinsics of an array of projectors projecting on a single plane. We then reconstruct the camera, projectors and display plane using a relative pose estimation technique for planar scenes. This allows us to define the mapping from projector to display that is needed for proper rendering. Note that all three of these stages are especially challenging because the only scene observed by the camera and projectors is a plane.
Okatani and Deguchi [2] also estimate the relative pose of multiple projectors with respect to a planar display, but they require calibrated projectors. Raskar and Beardsley [5] treat a camera and projector mounted together as a stereo pair, and then estimate projector intrinsics and relative pose by observing the plane from two different poses. Tilt sensors in the camera-projector unit give the alignment of the projector image plane with respect to the world, allowing the projection of properly oriented imagery of a particular aspect ratio on vertical planes. In [7] , Raskar et al extend this work to multiple projector-camera units for building ad-hoc multi-projector displays. Our work is different because it does not require tilt sensors, nor explicitly mounted projector-camera stereo pairs. We instead use one camera that can view all projections on the plane.
The testbed for our work consists of n = 8 1024 × 768 LCD projectors projecting on a single plane. A mirror mounted on a pan-tilt unit is positioned in front of each projector, allowing the shape of the display to change. A calibrated camera (Sony SX900 black & white 1394 camera with 1280 × 960 resolution), used for automatic projector alignment, is positioned such that it can view all projections on the plane. By projecting structured light, feature correspondences are made between the projectors and camera, and the homographies H cp , p = 1...n from camera to projector are computed from the correspondences. However, for proper rendering (as in [4] ) in a selected display area, one needs to compute H dp , p = 1...n, homographies that define the relationship between each projector and the display area in the plane. In this paper, we automatically define a display area, allowing computation of H dp without the need for physical fiducials and manual user setup.
Planar Auto-Calibration
The planar autocalibration constraints first shown by Triggs in [9] can be used to calibrate the projectors of a single-plane multi-projector display wall. Given n projectors projecting on a plane, and a camera observing the plane, the calibrated image of the plane's direction basis must remain orthonormal in all projectors and the camera. Alternatively, the image of the circular points must be on the image of the absolute conic (IAC) in all projectors and the camera. If C p is the inverse of a projector p's intrinsics matrix K p and C c is the inverse of the camera's intrinsics matrix K c , then ω
are the circular points in the camera and projectors, respectively, then we can express the constraints mathematically as
This yields 2n + 2 constraints on n projectors and the camera image of the circular points. This is not enough to estimate the full five-parameter model of the intrinsics of the camera and each projector, so we make some reasonable assumptions to decrease the number of unknowns. We assume the camera has been calibrated so the intrinsics K c are known. We also assume that projector pixels are square. Most commodity projectors have a principal point that is offset vertically so that the projection is not occluded by the ceiling or table the projector is mounted to. We assume that this vertical offset is unknown but that projectors of the same brand and zoom setting have the same offset. The horizontal component of the principal point is considered to be at the center of the image. In sum, we estimate n projector focal lengths, a single principal point offset, and four values for the camera image of the circular points, for a total of n + 5 unknowns. Note that if we estimate the n principal point offsets separately, the number of unknowns becomes 2n + 4, and the solution to the problem is underdetermined. We start the estimation with a search over the projector focal lengths and principal point offset and then refine the results using a non-linear minimization.
Initialization
The problem with iterative minimization is the need for reasonable initial values that will converge to a solution. We describe here an initialization algorithm that our experiments have shown works in practice. The algorithm uses a pose estimation technique for planar scenes proposed by Triggs in [9] . Given a calibrated homography between camera and projector H cp = K −1 p H cp K c , the technique produces the relative pose of the camera, projector and two potential planes, only one of which is the plane of interest. For a single projector p, our initialization algorithm searches over a reasonable range of values for the projector's intrinsics K p . From the current hypothesis of K p and the known H cp , we use Triggs' method to compute two potential planes that are compatible with this hypothesis and the known camera-projector homographies. We then determine the camera image of the circular points in each plane. Given these hypotheses of the circular points, we assume all projectors have the hypothetical intrinsics K p and test the auto-calibration constraints for both sets of potential circular points. The K p that best satisfies the auto-calibration constraints is the initial K p for the projector p. Fig. 1 shows a plot of the error in the auto-calibration constraints for varying intrinsics. Note the clear minima in the error plot. 
Non-Linear Refinement
The refinement is done with a Levenberg-Marquardt non-linear least squares minimizer. The following equation, derived from the planar auto-calibration constraints discussed previously, is minimized
Ideally, we would also do a maximum likelihood estimation over all the parameters but we have not implemented this yet. Although we have not yet performed a precise evaluation of our estimation, we have repeated the experiment using several different geometric configurations of the scene and found that our intrinsics estimation consistently produces similar values. Table 1 summarizes these results.
Reconstruction
We can also use the pose estimation method from the previous section to determine the extrinsics of the cameras and projectors and reconstruct the display plane. Given a calibrated homography between the camera and a projector, the method will give the relative pose of the projector with respect to a canonical camera at position [0, 0, 0] with orientation I 3×3 . Furthermore, the coordinate system is scaled such that the baseline of the camera and projector is normalized to a length of 1. The method will also produce two planes, only one of which is the real-world plane we are trying to reconstruct. The plane that yields the smallest error during the initialization algorithm is the plane we select. It is important to note that the distance of the plane from the camera is in terms of the camera-projector baseline. Therefore, we first reconstruct the plane, camera and projector with each camera-projector pair. The n separate reconstructions obtained are in the same frame up to a scale factor. By normalizing each reconstruction by the distance from the plane to the camera, the reconstructions are merged into the same frame. Once the projectors and plane are determined, we can reconstruct the image of the projectors on the plane. For each projector, we cast a ray from the center of projection through the corners of the image plane. The intersections of the rays with the display plane are the projector images.
The left side of Figure 2 shows the reconstruction of one geometric configuration and the right side shows the camera image of the plane with the projectors on for this configuration. Note the close visual match between the reconstructed projections and the projections in the camera image. Although we have not yet performed a precise evaluation of the calibration accuracy, the reconstructed configuration corresponds visually to the system we have used.
Viewport Selection
The rectangular viewport should be aligned with the world horizontal and vertical. A knob could be provided for rotating the plane to the correct orientation (effectively one parameter), but we propose a more automatic approach. For cameras and projectors, the image y-axis is in general not vertical in the world because of tilting, but the image xaxis is in general horizontal. Thus we obtain the plane horizontal by orthogonal projection of the camera x-axis on the display plane. The plane vertical is then given by the cross product of the plane horizontal and the normal to the plane estimated during reconstruction. On the right side of Figure  2 is a camera image of the display with dashed lines extending towards the vanishing points. The vanishing points are computed by projecting the estimated direction vectors into the camera. Note that the lines parallel our impression of horizontal and vertical from other cues in the image.
Once the correct orientation is known, the largest fully inscribed rectangle, possibly of a specific aspect ratio, is selected as the display area. We use the method proposed by Raskar et al [7] to estimate the largest inscribed rectangle of the rendering application's aspect ratio. An example of a selected 16:9 viewport is shown in Figure 2 .
Conclusions and Future Work
In this work, we have shown how to estimate the intrinsics of an array of projectors projecting on a planar display surface using only a set of camera-projector homographies. We have also shown that it is possible to estimate the extrinsics of the projectors and reconstruct the display plane. Using the reconstruction and some assumptions on camera placement, we also discuss how to select a viewport in the plane that results in the proper orientation and aspect ratio for rendered imagery. Therefore, our approach allows a fully automatic auto-calibration of a multi-projector/camera system without the need for fiducials in the scene. It is also important to note that for this purpose a precise metric calibration is not necessary, since it is sufficient if the viewport on the display roughly corresponds to a horizontally aligned rectangle in the real world.
Our future plans are to improve the calibration accuracy by developing a maximum likelihood estimation based on bundle-adjustment. We also intend to calibrate for camera intrinsics and model the effect of radial distortion in both the camera and projectors.
