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Abstract
Degree conditions are given for a bipartite graph to contain vertex-disjoint 4-cycles each of which
contains a previously speciﬁed edge.
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1. Introduction
In this paper, we only consider ﬁnite simple graphs. For a vertex x of a graphG,NG(x) is
the neighborhoodofx inG anddG(x)=|NG(x)| is the degreeofx inG. For a subgraphH and
a vertex x ∈ V (G)−V (H), we also denoteNH(x)=NG(x)∩V (H) and dH (x)=|NH(x)|.
For a subgraphH and a subset S of V (G), dH (S)=∑x∈S dH (x), the subgraph induced by
S is denoted by 〈S〉, and deﬁne G− S = 〈V (G)− S〉 and G−H = 〈V (G)− V (H)〉. For
a graph G, |G| = |V (G)| is the order of G, (G) is the minimum degree of G, and
2(G)=min{dG(x)+ dG(y)|x, y ∈ V (G), x 
= y, xy /∈E(G)}
is the minimum degree sum of nonadjacent vertices. (When G is a complete graph, we
deﬁne 2(G)=∞). For a bipartite graph G with partite sets V1 and V2,
1,1(G)=min{dG(x)+ dG(y)|x ∈ V1, y ∈ V2}
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and
1,1(G)=min{dG(x)+ dG(y)|x ∈ V1, y ∈ V2, xy /∈E(G)}.
(When G is a complete bipartite graph, we deﬁne 1,1(G) =∞). In this paper, ‘disjoint’
means ‘vertex-disjoint’, since we only deal with partitions of the vertex set.
For a packing of cycles in a graph, Dirac [2] settled the case of triangles.
Theorem 1. Suppose |G| = n3k and (G)(n + k)/2. Then G contains k disjoint tri-
angles.
Egawa et al. [3] considered partitions into cycles passing through speciﬁed edges and
proved the following theorem.
Theorem 2. Suppose k2, |G| = n3k and either
2(G) max
{
n+ 2k − 2,
⌊n
2
⌋
+ 4k − 2
}
or
(G) max
{⌈n
2
⌉
+ k − 1,
⌈
n+ 5k
3
⌉
− 1
}
.
Then, for any independent edges e1, . . . , ek , G can be partitioned into cycles H1, . . . , Hk
such that ei ∈ E(Hi).
Theorem 2 is proved by ﬁrst solving packing and then extending a packing to a partition.
Results of packing problems are next two theorems.
Theorem 3. Suppose k1, |G| = n4k − 1 and 2(G)n + 2k − 2. Then for any
independent edges e1, . . . , ek ,G contains k disjoint cyclesC1, . . . , Ck such that ei ∈ E(Ci)
and |Ci |4.
Theorem 4. Suppose k2, 3k |G| = n4k − 2 and either
2(G)
⌊n
2
⌋
+ 4k − 2
or
(G)
⌈
n+ 5k
3
⌉
− 1.
Then for any independent edges e1, . . . , ek , G contains k disjoint cycles C1, . . . , Ck such
that ei ∈ E(Ci) and |Ci |4.
In this paper, we consider the problems of packing in a bipartite graph with speciﬁed
edges. In the rest of this paper, G denotes a bipartite graph with partite sets V1 and V2
satisfying |V1| = |V2| = n.
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For packing of cycles in a bipartite graph, Wang [4] obtained the following condition on
(G).
Theorem 5. Suppose n2k + 1 and (G)k + 1. Then G contains k disjoint cycles.
The case when edges are speciﬁed, Wang [5] and Chen et al. [1] independently obtained
the degree conditions. In [1], their proof consists of two steps like that of Theorem 2, i.e.
packing cycles and extending a packing to a partition. The result of a packing problem is
the following.
Theorem 6. Suppose n2k, and either
1,1(G) max
{
n+ k,
⌈
2n− 1
3
⌉
+ 2k
}
or
(G) max
{⌈
n+ k
2
⌉
,
⌈
2n+ 4k
5
⌉}
.
Then for any independent edges e1, . . . , ek , G contains k disjoint cycles C1, . . . , Ck such
that ei ∈ E(Ci) and |Ci |6.
In the following, we call a cycle of length 4 a 4-cycle. In this paper, we get analogous
results of Theorem 6, i.e., we specify the number of 4-cycles. First we consider a condition
of 1,1(G).
Theorem 7. Suppose k1, 1sk, n2k, and
1,1(G) max
{⌈
4n+ 2s − 1
3
⌉
,
⌈
2n− 1
3
⌉
+ 2k
}
.
Then for any independent edges e1, . . . , ek , G contains k disjoint cycles C1, . . . , Ck such
that ei ∈ E(Ci), |Ci |6, and there are at least s 4-cycles in {C1, . . . , Ck}.
In the case of (G), another conclusion is obtained.
Theorem 8. Suppose k1, 0sk, n2k, and
(G) max
{⌈
2n+ 2k + s
4
⌉
,
⌈
2n+ 4k
5
⌉}
.
Then for any independent edges e1, . . . , ek , G contains k disjoint cycles C1, . . . , Ck such
that ei ∈ E(Ci), |Ci | = 4 for 1 is, and |Ci |6 for s + 1 ik.
Note that Theorem 6 is a special case of Theorem 8 where s = 0.
The next theorem is a corollary of Theorems 7 and 8.
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Theorem 9. Suppose k1, n2k, and either
1,1(G)
⌈
4n+ 2k − 1
3
⌉
or
(G)
⌈
2n+ 3k
4
⌉
.
Then for any independent edges e1, . . . , ek , G contains k disjoint 4-cycles C1, . . . , Ck such
that ei ∈ E(Ci).
Note that (4n+2k−1)/3(2n−1)/3+2k and (2n+3k)/4(2n+4k)/5 always
hold.
The sharpness of assumptions will be discussed in the next section.
Wewill use the notationC[u, v] to denote the segment of the cycleC fromu to v (including
u and v) under some orientation of C, and C[u, v)=C[u, v]− {v} and C(u, v)=C[u, v]−
{u, v}.
LetF={e1, . . . , ek} be a set of independent edges, where ei=xiyi , xi ∈ V1, yi ∈ V2, and
set T ={x1, y1, . . . , xk, yk}.A cycleC is called admissible if |E(C)∩F |=1, |V (C)∩T |=2
and |C|6, and a set of disjoint cycles {C1, . . . , Cr} is admissible for rk if each Ci is
admissible.
2. Examples
The degree conditions of Theorems 7 and 8 are sharp in the following sense. (In the
following examples, Ei,j = {xy|x ∈ Wi, y ∈ Wj }.)
Example 1. Suppose n2k, and let V (G)=⋃8i=1Wi , where |W1|= |W2|= s−1, |W3|=|W4|= k− s+ 1, |W5|= |W8|= (n− s+ 1)/3, and |W6|= |W7|= (2n− 3k+ s− 1)/3 and
E(G)=⋃4i=1E1,2i ∪⋃3i=1E2,2i+1 ∪⋃7i=3Ei,i+1 ∪E3,8. Let F1 be any perfect matching
in 〈W1∪W2〉 and F2 be any perfect matching in 〈W3∪W4〉. Then no edge of F2 is contained
in a 4-cycle in G− (W1 ∪W2), while 1,1(G)= (4n+ 2s − 2)/3.
Example 2. Suppose n2k, and let V (G) =⋃8i=1Wi , where |W1| = |W2| = (s − 1)/2,
|W3|=|W4|=k, |W5|=|W6|=|W7|=|W8|=(2n−2k−s+1)/4 andE(G)=⋃4i=1E1,2i∪⋃3
i=1E2,2i+1 ∪
⋃7
i=3Ei,i+1 ∪ E3,8. Let F be any perfect matching in 〈W3 ∪ W4〉. Then
since we must use at least one vertex in V1 ∪ V2 to make an admissible 4-cycle, we cannot
make s admissible 4-cycles, while (G)= (2n+ 2k + s − 1)/4.
Other examples are shown in [1].
3. Proof of Theorem 7
The next lemma will be used several times in Sections 3 and 4.
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Lemma 1. Let C be a cycle in G, e ∈ E(C), u ∈ V (G − C) ∩ V1, v ∈ V (G − C) ∩ V2
and dC(u) + dC(v) |C|/2 + 2. Then, either 〈V (C) ∪ {v}〉 contains a shorter cycle than
C passing through e, or there exists w ∈ NC(u) such that 〈V (C) ∪ {v} − {w}〉 contains a
cycle passing through e.
Proof. Wemay assume dC(v)2 (otherwise, 〈V (C)∪{v}〉 contains a shorter cycle than C
passing through e). Then dC(v)=2 and dC(u)=|C|/2. This means thatNC(u)=V (C)∩V2.
Also, we may assumeNC(v)={a, b}with e ∈ E(C[b, a]). Take anyw ∈ NC(u)∩C(a, b).
Then 〈V (C) ∪ {v} − {w}〉 contains a cycle passing through e. 
Let G be an edge-maximal counterexample to Theorem 7.We assume ei = xiyi , xi ∈ V1
and yi ∈ V2 for 1 ik. Clearly, since G is not a complete bipartite graph, there are
nonadjacent vertices x ∈ V1 and y ∈ V2. Let G′ be the graph obtained from G by adding
the new edge xy. Then G′ contains k admissible cycles C1, . . . , Ck including at least s 4-
cycles.Without loss of generality, wemay assume xy ∈ E(Ck). ThenG has k−1 admissible
cycles C1, . . . , Ck−1. We choose admissible cycles C1, . . . , Ck−1 so that
∑k−1
i=1 |Ci | is as
small as possible. Note that there are at least s − 1 4-cycles. We may also assume that
ei ∈ E(Ci) for 1 ik − 1.
Let L= 〈⋃k−1i=1 V (Ci)〉,M =G− L, |M| = 2m, and D =M − {xk, yk}.
We consider the following two cases according to the number of 4-cycles.
Case 1. There are s or more 4-cycles in {C1, . . . , Ck−1}.
Claim 3.1. We may assume dD(xk)> 0 and dD(yk)> 0.
Proof. Suppose dD(xk)= 0 and take any z ∈ V (D) ∩ V2. Then
dM(xk)+ dM(z)1+ (m− 1)=m.
This implies that
dL(xk)+ dL(z) 2n− 13 + 2k −m=
k−1∑
i=1
|Ci |
2
+ 2k − n+ 1
3
>
k−1∑
i=1
( |Ci |
2
+ 1
)
when n3k and
dL(xk)+ dL(z) 4n+ 2s − 13 −m=
k−1∑
i=1
|Ci |
2
+ n+ 2s − 1
3
>
k−1∑
i=1
( |Ci |
2
+ 1
)
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when n3k. Thus,
dCi (xk)+ dCi (z)
|Ci |
2
+ 2
for some Ci , 1 ik−1. By Lemma 1, there existsw ∈ NCi (xk) such that 〈V (Ci)∪{z}−
{w}〉 contains a cycle passing through ei .
Similarly, we may assume that ND(yk) 
= ∅. 
Take any z ∈ ND(xk) and z′ ∈ ND(yk). Then z and z′ are nonadjacent.
We consider two cases according to the value |D|.
Case 1.1. |D|4.
Claim 3.2. We may assume that dD(z)> 0 and dD(z′)> 0.
Proof. Suppose ND(z)= ∅ and take w ∈ V (D) ∩ V1 − {z′}. Then
dM(z)+ dM(w)1+ (m− 1)=m.
The rest of the proof is similar to that of Claim 3.1. 
Take any w ∈ ND(z) and w′ ∈ ND(z′). Let
D1 =ND(yk) ∩ND(w′)− {z′}
and
D2 =ND(xk) ∩ND(w)− {z}.
Note that |Di |m− 3 for i = 1, 2.
Claim 3.3. We may assume |D1| + |D2|m− 3.
Proof. Suppose |D1|+|D2|m−2. ThenD1 
= ∅ andD2 
= ∅. Take u ∈ D2 and u′ ∈ D1.
Since ND1(u)= ∅ and ND2(u′)= ∅,
dM(u)+ dM(u′)(m− |D1| − 1)+ (m− |D2| − 1)m.
By Lemma 1, we can replace the cycles to decrease |D1| + |D2|. 
Let S = {xk, yk, z, z′, w,w′}. Since (NM(xk) ∪ NM(w)) ∩ NM(z′)= ∅ and (NM(yk) ∪
NM(w
′)) ∩NM(z)= ∅, we have
dM(S)= 10+ |E(S,M − S)|10+ |M − S| + |D1| + |D2|3m+ 1.
Thus, we get
dL(S)3
(
2n− 1
3
+ 2k
)
− (3m+ 1)
=
k−1∑
i=1
3
2
|Ci | + 6k − n− 2>
k−1∑
i=1
(
3
2
|Ci | + 3
)
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when n3k and
dL(S)3
(
4n+ 2s − 1
3
)
− (3m+ 1)
=
k−1∑
i=1
3
2
|Ci | + n+ 2s − 2>
k−1∑
i=1
(
3
2
|Ci | + 3
)
when n3k. This implies that
dCi (S) 32 |Ci | + 4
for some Ci , 1 ik − 1.
Suppose Ci = xiyiaa′xi and dCi (S)10. Since if {wa′, yka, xiw′, z′yi} ⊂ E(G), 〈S ∪
V (Ci)〉 contains two admissible cycles xkykaa′wzxk and xiyiz′w′xi , |E(G)∩{wa′, yka, xi
w′, z′yi}|3. Similarly, |E(G) ∩ {w′a, xka′, yiw, zxi}|3. This means za, z′a′ ∈ E(G).
Also, if {xka′, xiz} ⊂ E(G), there are two admissible cycles xkykz′a′xk and xiyiazxi in
〈S ∪V (Ci)〉. Therefore, |E(G)∩ {xka′, xiz}|1. Similarly, |E(G)∩ {yka, yiz′}|1. This
means {wa′, wyi, w′xi, w′a} ⊂ E(G). Then there are two admissible cycles xkykz′ a′wzxk
and xiyiaw′xi in 〈S ∪ V (Ci)〉.
Next, suppose Ci = xiyia′bb′axi and dCi (S)13. By the minimality of the number of
4-cycles, dCi (s)2 for every s ∈ S − {xk, yk}. By symmetry, we may assume dCi (xk)= 3
and dCi (z′)= 2 since dCi ({xk, yk, z, z′})9. Then xkb and z′b are edges and there are two
admissible cycles xkykz′bxk which is shorter than Ci . 
Case 1.2. |D| = 2.
Claim 3.4. For some Ci , |Ci | = 4 and dCi (z)= dCi (z′)= 2.
Proof. Since dM(z)= dM(z′)= 1,
dL(z)+ dL(z′) 2n− 13 + 2k − 2
=
k−1∑
i=1
|Ci |
2
+ 2k − n− 1
3

k−1∑
i=1
( |Ci |
2
+ 1
)
when n3k and
dL(xk)+ dL(z) 4n+ 2s − 13 − 2
=
k−1∑
i=1
|Ci |
2
+ n+ 2s − 1
3
>
k−1∑
i=1
( |Ci |
2
+ 1
)
.
when n3k. Hence, dCi ({z, z′}) |Ci |/2 + 2 for some Ci . On the other hand, by the
minimality of L, dCi ({z, z′})4. Therefore |Ci | = 4 and dCi (z)= dCi (z′)= 2. 
Wemay assume dC1(z)=dC1(z′)=2 andC1=x1y1ww′x1. LetL′=L−C1,M ′=G−L′
and S = {xk, yk, z, z′, w,w′}.
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Since wyk,w′xk, zz′ /∈E(G),
dG(S)3
(
2n− 1
3
+ 2k
)
= 2n+ 6k − 1.
Since dM ′(S)18,
dL′(S)2n+ 6k − 19=
k−1∑
i=2
|Ci | + 6k − 11>
k−1∑
i=2
(|Ci | + 6).
This implies dCi (S) |Ci | + 7 for some Ci , 2 ik − 1.
Suppose Ci = xiyiaa′xi and dCi (S)11. By symmetry, we may assume dCi (xk) =
dCi (z
′) = dCi (w′) = 2. Then there are three admissible cycles xkykz′a′xk, x1y1wzx1, and
xiyiaw
′xi .
Next, supposeCi=xiyiabb′a′xi anddCi (S)13.By symmetry,wemayassumedCi (xk)=
3 and dCi (z′)= 2. Then xkb and z′b are edges and xkykbzxk is an admissible cycle shorter
than Ci .
This completes the proof of Case 1.
Case 2. There are exactly s − 1 4-cycles in {C1, . . . , Ck−1}.
We may assume |Ci | = 4 for 1 is − 1 and |Ci | = 6 for s ik − 1. Note that
|L| = 4(s − 1)+ 6(k − s)= 6k − 2s − 4 and |M| = 2m= 2n− 6k + 2s + 4.
Claim 3.5. We may assume dM(xk)(2n− 6k+ s + 11)/6 and dM(yk)(2n− 6k+ s +
11)/6.
Proof. Suppose dM(xk)(2n− 6k+ s + 10)/6. Since m− dM(xk)(n− 3k+ s + 2)−
(2n − 6k + s + 11)/6 = (4n − 8k + 5s + 2)/6> 1, V (D) ∩ V2 − N(xk) 
= ∅. Take any
z ∈ V (D) ∩ V2 −N(xk). Then,
dM(xk)+ dM(z)
(
2n− 6k + s + 10
6
)
+ (m− 1)
= 2n− 6k + s + 4
6
+m.
Therefore,
dL(xk)+ dL(z) 4n+ 2s − 13 −
(
2n− 6k + s + 4
6
+m
)
=
k−1∑
i=1
|Ci |
2
+ k + s
2
− 1>
k−1∑
i=1
( |Ci |
2
+ 1
)
.
Hence, for some Ci , dCi ({xk, z}) |Ci |/2 + 2. By Lemma 1, we can replace the cycles
to increase dM(xk).
Similarly, we may assume that dM(yk)(2n− 6k + s + 11)/6. 
We may assume that z ∈ NM(xk) and z′ ∈ NM(yk).
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Claim 3.6. For some Ci , |Ci | = 4 and dCi ({z, z′})= 4.
Proof. By Claim 3.5,
dM(z)+ dM(z′)(m− dM(yk)+ 1)+ (m− dM(xk)+ 1)
2m−
(
2n− 6k + s + 11
3
)
+ 2
= 2m− 2n− 6k + s + 5
3
.
Then,
dL(z)+ dL(z′) 4n+ 2s − 13 −
(
2m− 2n− 6k + s + 5
3
)
=
k−1∑
i=1
|Ci | − 2k + s + 43 >
s−1∑
i=1
(|Ci | − 1)+
k−1∑
i=s
(|Ci | − 2)
=
k−1∑
i=1
( |Ci |
2
+ 1
)
.
This implies that for someCi , dCi (z)+dCi (z′) |Ci |/2+2.On the other hand, dCi ({z, z′})
4. Hence, |Ci | = 4 and dCi (z)= dCi (z′)= 2. 
Wemay assume that dC1({z, z′})=4 andC1=x1y1ww′x1. LetL′=L−C1,M ′=G−L′,
S = {xk, yk, z, z′, w,w′} and D′ =M ′ − S − {x1, y1}.
Claim 3.7. For some Ci , dCi (S) |Ci | + 7, 2 ik − 1.
Proof. Since
dM ′(S)18+ 2|D′| = 18+ 2(2n− 6k + 2s)
= 4n− 12k + 4s + 18,
we get
dL′(S)3
(
4n+ 2s − 1
3
)
− (4n− 12k + 4s + 18)
= 12k − 2s − 19.
On the other hand,
k−1∑
i=2
(|Ci | + 6)= |L′| + 6(k − 2)= (6k − 2s − 8)+ 6k − 12
= 12k − 2s − 20.
Therefore, dL′(S)>
∑k−1
i=2 (|Ci | + 6) and this implies that dCi (S) |Ci | + 7 for some Ci ,
2 ik − 1. 
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The rest of the proof is similar to that of Case 1.2 and this completes the proof of
Theorem 7.
4. Proof of Theorem 8
Let G be an edge-maximal counterexample to Theorem 8.We assume ei = xiyi, xi ∈ V1
and yi ∈ V2 for 1 ik. Let F ′ = {e1, . . . , es}. We deﬁne a set of admissible cycles
C= {C1, . . . , Cr} is saturated if⋃ri=1E(Ci) ⊃ F ′ and |Ci | = 4 for all Ci which contains
an edge of F ′ and C is nearly saturated if |⋃ri=1E(Ci) ∩ F ′| = s − 1 and |Ci | = 4 for
all Ci which contains an edge of F ′. Clearly, G is not a complete bipartite graph. Let G′
be the graph obtained from G by adding a new edge xy, x ∈ V1 and y ∈ V2. Then G′
contains admissible and saturated cycles C1, . . . , Ck . We may assume xy ∈ E(Ci) for
some i, 1 ik. This means that G has k − 1 admissible cycles. We distinguish two cases
according as these cycles are saturated or nearly saturated.
Case 1. k − 1 admissible cycles are saturated.
We choose admissible and saturated cyclesC1, . . . , Ck−1 so that
∑k−1
i=1 |Ci | is as small as
possible. Without loss of generality, we may also assume that ei ∈ E(Ci) for 1 ik− 1.
Let L= 〈⋃k−1i=1 V (Ci)〉,M =G− L, |M| = 2m and D =M − {xk, yk}.
Claim 4.1. We may assume dD(xk)> 0 and dD(yk)> 0.
Proof. Suppose dD(xk)= 0 and take any z ∈ V (D) ∩ V2. Then,
dM(xk)+ dM(z)1+ (m− 1)=m
and
dL(xk)+ dL(z) 2n+ 2k + s2 −m=
k−1∑
i=1
|Ci |
2
+ 2k + s
2
>
k−1∑
i=1
( |Ci |
2
+ 1
)
.
This means that for some Ci , 1 ik − 1,
dCi (xk)+ dCi (z)
|Ci |
2
+ 2.
By Lemma 1, there arew ∈ NCi (xk) such that 〈V (Ci)∪{z}−{w}〉 contains a cycle passing
through ei .
Similarly, we may assume that ND(yk) 
= ∅. 
Take any z ∈ ND(xk) and z′ ∈ ND(yk). Clearly, z and z′ are nonadjacent.
We consider two cases according to the value |D|.
Case 1.1. |D|4.
Claim 4.2. We may assume dD(z)> 0 and dD(z′)> 0.
Proof. Suppose dD(z)= 0 and take any w ∈ D ∩ V1. Then,
dM(z)+ dM(w)1+ (m− 1)=m.
The rest of the proof is similar to that of Claim 4.1. 
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Take any w ∈ ND(z) and w′ ∈ ND(z′). Let
D3 =ND(yk) ∩ND(w′)− {z′}
and
D4 =ND(xk) ∩ND(w)− {z}.
Claim 4.3. We may assume that |D3| + |D4|m− 3.
Proof. Similar to the proof of Claim 3.3. 
Let S = {xk, yk, z, z′, w,w′}. Then,
dM(S)= 10+ |E(S,M − S)|10+ |M − S| + |D3| + |D4|3m+ 1.
Therefore, we get
dL(S)6
(
2n+ 2k + s
4
)
− (3m+ 1)
=
k−1∑
i=1
3
2
|Ci | + 3k + 32 s − 1>
k−1∑
i=1
(
3
2
|Ci | + 3
)
.
This means that for some Ci , 1 ik − 1,
dCi (S) 32 |Ci | + 4.
The rest of the proof is similar to that of Case 1.1 of Theorem 7. (Note that every exchange
of cycles only produce 4-cycles containing ei = xiyi .)
Case 1.2. |D| = 2.
Claim 4.4. For some Ci , |Ci | = 4 and dCi (z)= dCi (z′)= 2.
Proof. Since dM(z)= dM(z′)= 1,
dL(z)+ dL(z′)
(
2n+ 2k + s
2
)
− 2=
k−1∑
i=1
|Ci |
2
+ 2k + s
2
>
k−1∑
i=1
( |Ci |
2
+ 1
)
.
This implies that dCi ({z, z′}) |Ci |/2+ 2 for some Ci . On the other hand, dCi ({z, z′})4.
Hence, |Ci | = 4 and dCi (z)= dCi (z′)= 2. 
Wemay assume that dCj (z)=dCj (z′)=2 andCj =xjyjww′xj for some j, 1jk−1.
Let L′ = L− Cj ,M ′ =G− L′ and S = {xk, yk, z, z′}.
By using the assumption (G)(2n+ 4k)/5,
dL′({w,w′})+ 2dL′(S)10(G)− 304n− 8k − 30
= 2
k−1∑
i=1
|Ci | + 8k − 14>
k−1∑
i=1
(2|Ci | + 8).
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This implies that
dCi ({w,w′})+ 2dCi (S)2|Ci | + 9
for some Ci , 1 ik − 1.
Suppose Ci = xiyiaa′xi and dCi ({w,w′})+ 2dCi (S)17. In particular, dCi (S)7. By
symmetry, we may assume that dCi (xk) = dCi (z′) = 2. If zxi and za are edges, 〈V (M ′) ∪
V (Ci)〉 contains three admissible 4-cycles. Similarly, if w′xi and w′a are edges, 〈V (M ′)∪
V (Ci)〉 contains three admissible 4-cycles. Therefore |E(G) ∩ {zxi, za}|1 and |E(G) ∩
{w′xi, w′a}|1. This implies that wa′, wyi, yka are edges. Furthermore, either za or zxi
is an edge, but in either case 〈V (M ′) ∪ V (Ci)〉 contains three admissible 4-cycles.
Next, Suppose Ci = xiyiabb′a′xi and dCi ({w,w′}) + 2dCi (S)21. By symmetry, we
may assume that dCi (xk)= 3 and dCi (z′)= 2. Then xkb and z′b are edges, and xkykz′bxk
is an admissible cycle shorter than Ci .
This completes the proof of Case 1.
Case 2. k − 1 admissible cycles are nearly saturated.
We choose admissible and nearly saturated cycles C2, . . . , Ck so that
k∑
i=2
|Ci | is as small
as possible. Without loss of generality, we may also assume ei ∈ E(Ci) for 2 ik.
Let L= 〈⋃ki=2 V (Ci)〉,M =G− L, |M| = 2m, and D =M − {x1, y1}.
Claim 4.5. We may assume that dD(x1)> 0 and dD(y1)> 0.
Proof. Suppose dD(x1)= 0 and take any z ∈ V (D) ∩ V2. Then,
dM(x1)+ dM(z)1+ (m− 1)=m.
The rest of the proof is similar to that of Claim 4.1. 
Take any z ∈ ND(x1) and z′ ∈ ND(y1) and let S = {x1, y1, z, z′}. Since ND(x1) ∩
ND(z
′)= ∅ and ND(y1) ∩ND(z)= ∅,
dL(S)4
(
2n+ 2k + s
4
)
− 2(m+ 1)=
k∑
i=2
|Ci | + 2k + s − 2
=
k∑
i=2
(|Ci | + 2)+ s >
s∑
i=2
(|Ci | + 3)+
k∑
i=s+1
(|Ci | + 2).
Since dCi (S)7 for 2 is, dCi (S) |Ci | + 3 for some Ci , s + 1 ik.
SupposeCi=xiyiabb′a′xi and dCi (S)9. By symmetry, wemay assume that dCi (x1)=3
and dCi (z′)= 2. Then x1b and z′b are edges, and x1y1z′bx1 is an admissible cycle shorter
than Ci .
This completes the proof of Theorem 8. 
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