Dimension reduction is central to an analysis of data with many predictors. Sufficient dimension reduction aims to identify the smallest possible number of linear combinations of the predictors, called the sufficient predictors, that retain all of the information in the predictors about the response distribution. In this paper we propose a Bayesian solution for sufficient dimension reduction. We directly model the response density in terms of the sufficient predictors using a finite mixture model. This approach is computationally efficient and offers a unified framework to handle categorical predictors, missing predictors, and Bayesian variable selection. We illustrate the method using both a simulation study and an analysis of an HIV data set.
Introduction
Dimension reduction is central to high-dimensional data analysis. For a regression of a response Y given a p-dimensional predictor vector X, sufficient dimension reduction (SDR, Cook, 1998) (Cook, 1996, Yin, Cook and Li, 2008) , the central subspace S Y |X uniquely exists.
There have been many methods proposed to estimate S Y |X , which can be generally cast into two classes. One class relies on the inverse conditional moments of X|Y to infer about S Y |X , and it requires some distributional assumptions on the predictors X, most notably, the elliptical symmetry condition. After obtaining a basis estimateÂ of S Y |X , the method passes the induced sufficient predictorsÂ T X to subsequent model formulation and prediction. Examples of this class include the seminal sliced inverse regression (SIR, Li, 1991) , sliced average variance estimation (Cook and Weisberg, 1991) , and the more recent proposal of directional regression (Li and Wang, 2007) , among others. The other class hinges on multi-dimensional kernel smoothing to simultaneously estimate the basis A and the probability function p(Y |A T X). Examples include minimum average variance estimation (MAVE, Xia et al., 2002) , a constructive estimator (Xia, 2007) , and sliced regression (Wang and Xia, 2008) . Nearly all existing SDR estimators take the frequentist approach, while Tokdar, Zhu and Ghosh (2008) recently considered a Bayesian implementation of SDR.
In this article we propose a Bayesian sufficient dimension reduction method by placing a prior on the central subspace and directly modeling the conditional distribution of the response in terms of the sufficient predictors. Similar to the previous approaches such as SIR and alike, the conditional density model partitions the response into homogeneous groups, or say, clusters. The cluster probabilities are related to the latent sufficient predictors via a probit link function. Then the probit link, combined with standard auxiliary variable techniques, relates the covariates to the conditional density via a standard multiple linear regression. We show later in Theorem 1 that this model actually spans a wide class of conditional densities in a limiting case.
There are several advantages of doing SDR this way. First, the group allocation is treated as random and depends on both the response and the predictors, as opposed to standard slicing which categorizes the observations based only on the response. In our solution the central subspace estimate is obtained by averaging over the cluster memberships according to their posterior probabilities. Model averaging is expected to provide more stable estimation of the central subspace. Second, similar to the class of MAVE estima-tors, our proposal simultaneously estimates both the central subspace and the probability density of the response given the sufficient predictors. This one-step estimation is shown to be often more advantageous than the two-step procedure of obtaining a reduction estimate first then followed by a subsequent modeling (Xia, 2007) . We have verified this advantage in our simulation study. On the other hand, our method avoids the use of a multi-dimensional kernel that is required by the class of MAVE estimators, and thus alleviates to some extent the curse of dimensionality. Third, it is well known that both classes of existing SDR methods would suffer if the predictors are categorical or a mixture of categorical and continuous variables. By contrast, our method does not impose any restriction on the distribution of X and can naturally deal with both types of predictors. We later use an AIDS study data to illustrate this, where there exist both continuous variables such as CD4 count and weight and binary variables such as gender and symptomatic status.
Fourth, our Bayesian treatment of SDR makes the tackling of a variety of complications in real data straightforward. For instance, we can handle missing values in predictors, or incorporate domain knowledge of predictor structures, by employing appropriate priors.
Finally, compared with the Bayesian SDR method of Tokdar, Zhu and Ghosh (2008) we model the conditional density using a mixture model rather than a logistic Gaussian process. Mixture models are often used for conditional density estimation (Jordan and Jacobs, 1994; Griffin and Steel, 2006; Dunson and Park, 2007; Chung and Dunson, 2010; among others). Our model is entirely conjugate which leads to simple coding and tuning. Also, after introducing auxiliary variables, the model resembles standard multivariate linear regression, and therefore standard methods apply, for example, to account for missing data or perform variable selection.
The rest of the article proceeds as follows. We present our Bayesian dimension reduction model along with full conditionals in Section 2. We discuss identification and prior specification in Section 3, the central subspace estimation and variable selection in Section 4, and the MCMC algorithm in Section 5. We examine the empirical performance of the proposed method via simulations in Section 6 and a real data analysis in Section 7. We conclude the paper with a discussion in Section 8, including a summary of potential approaches for estimating the dimension of the central subspace, which we assume in known throughout the paper. Proofs and technical derivations are delegated to an Appendix.
Bayesian Dimension Reduction Model

Single-index model
Let y i denote the response and
denote the latent sufficient predictors. We begin describing our model assuming a single index, d = 1, so that λ i is a scalar. To capture effects on higher moments, we specify a flexible model for p(y i |λ i ), i.e., we model the conditional distribution as a finite mixture
where the mixture weights
. For computational and conceptual convenience, we assume that the mixture probabilities can be modeled with the probit form
where Φ is the standard normal distribution function and φ 1 < φ 2 < . . . < φ M +1 are cutpoints with φ 1 = −∞ and φ M +1 = ∞. This permits the usual data augmentation.
Introducing latent continuous variables z i , the model can be written
which gives a fully-conjugate model and facilitates rapid MCMC sampling and convergence. To illustrate the generality of the conditional density model induced by the probit weights, we consider the case of an increasing grid of equally-spaced cutpoints a = ψ 2 <
} as the set of indices with midpoints in U M (λ), and |S(λ)| as the cardinality of S(λ).
The proof is given in the Appendix. As the number of cutpoints M increases and the probit variance σ 2 z decreases at a particular rate, (i) states that the conditional density at λ is affected only by infinitely many terms with midpoints in the interval U M (λ), and (ii) states that the sets of terms affecting the conditional distributions at any two points are disjoint.
Therefore, for a fixed sample size, this limiting case can fit a separate countable mixture of normals for the conditional density for each observation, and hence can be arbitrarily flexible. It is not our intention to fit or even approximate this limiting model, but this theorem illustrates that our model spans a wide class of conditional densities.
Using the probit model in (2), p k (λ), and thus the conditional density (1), are infinitelydifferentiable functions of λ. Less smooth conditional densities could be modeled by replacing the Gaussian distribution function in (2) with a less smooth function. For example, a uniform distribution function would lead to a discontinuous conditional density, which may be desirable if the conditional density changes dramatically above a certain threshold for the latent variable λ. Since we believe the conditional density is fairly smooth for the data considered in the paper we use the probit weights, and we note that Theorem 1 shows that for small σ z the conditional distribution model using probit weights is quite flexible.
The conditional density (1) models the response distribution as a function of the locations µ k . To complete the model specification, these locations are considered as random
In general it is difficult to examine the distributional properties of this prior for the conditional density. It is common in Bayesian non-parametrics to consider the limiting case with σ y = 0. In this case, closed-form expressions are available for the mean and covariance of the CDF F λ (c) = P (y < c|λ) in terms of the base distribution
Theorem 2 If σ y = 0, the first two moments of F λ (c) are
The prior mean shows that the conditional distribution is centered on the base distribution for all λ. The prior variance is a function of both the base distribution through
and the weights though
when there is a single component with p k (λ) = 1 and the remaining probabilities are zero. The variance goes to zero when there are many terms with small probability; in this case the base distribution plays an important role. For the remainder of the paper, we
To show how the the covariance decays as a function of λ 1 − λ 2 , consider the limiting case with an equally-spaced grid of M points with grid spacing ∆ M . Then for large M
Therefore, for a dense grid of points the covariance declines exponentially in (λ 1 − λ 2 ) 2 .
Multiple-index model
To extend the single-index model to the multiple-index model with d > 1, we introduce a separate latent probit parameter for each dimension, z ij , i = 1, . . . , n and j = 1, . . . , d. Let 
and thus
As discussed in Section 5, this model is also fully-conjugate.
It is straight-forward to extend Theorem 1 to this multiple index model, illustrating the flexibility of the model in higher dimensions. However, this model is mixture of M d components, which may be inefficient for even moderate d. One approach to reducing the dimension is an ANOVA representation of the mixture means
where α ].
Consider the model without interactions,
The mean response conditioned on λ and α
where
. Therefore, the conditional mean resembles the generalized additive model (Hastie and Tibshirani, 1990 ) with p k (λ ij |σ zj ) and α
playing the roles of the basis functions and basis function coefficients, respectively, for dimension j. Replacing the sigmoid function with the probit function, the form of the basis functions p k (λ ij |σ zj ) resemble that of neural networks (Hastie, Tibshirani, and Friedman, 2001) , in that the mean is a linear combination of non-linear functions of linear combinations of the predictors.
In general, there is no guarantee that the central subspace can be recovered if a lowerdimensional model is assumed and the true distribution cannot be well-approximated by a lower-dimensional model. In this case, there is a trade-off between parsimony and flexibility.
That is, if the dimension of the central subspace is large and the relationship between the sufficient predictors and the response is complicated, a very large and flexible model is needed to fit the data. However, this large model is likely to be poorly-identified unless the sample size is very large. Thus it is not clear that a flexible model is preferred even when the true model is complicated.
Model Identification and Prior Specification
Clearly there is non-identifiability between the cutpoints φ and the latent effects λ, since adding a constant to all the cutpoints and latent effects would give the same probabilities p k . Therefore the priors for φ and A must be chosen carefully to ensure MCMC convergence.
To address this non-identifiability, we assume the predictors are centered and scaled to have mean zero and variance one. Let A = {a lj }, where a lj is the effect of the l-th covariate on the j-th latent effect λ ij . The scale of A does not affect the central subspace, so we assume a lj is normal with mean zero and variance σ A. Below we show that this is the Bayes estimator with respect to the Frobenius norm loss.
Let F be a distribution over P d , the space of all p × p orthogonal projection matrices of rank d, and let P ∈ P d denote a random draw from F . Denote the expectation with respect to F by P µ = EP , and let ρ 1 ≥ ρ 2 ≥ . . . ≥ ρ p be the ordered eigenvalues of P µ , and U the matrix whose columns are the corresponding eigenvectors. Note that P µ / ∈ P d , in general. The proof of the next theorem is given in the Appendix.
Theorem 3 Define
, where || · || denotes the Frobenius norm. 
Variable selection
When the number of predictors is large, estimates of the central subspace may be more stable after eliminating unnecessary predictors. We consider two choices for the prior variance of the non-zero elements of A. The first fixes σ obtain an estimate of the posterior probability of each candidate model indexed by π lj , and our estimate of the central subspace is averaged over models according to their posterior probability. We declare variable l as being included in the model if the posterior probability that it is included in at least one dimension, i.e., P(max{π l1 , ..., π ld } = 1|data), is greater than 0.5. To ensure covariates with π lj = 0 have coefficients near zero we take c = 0.01, and to give a vague prior on the inclusion probabilities we assumeπ ∼ Uniform(0,1).
Computations
The full conditionals are described below for the single-index model. For notational con-
. . , M } indicate the mixture component of the i-th observation, so that
The full conditionals for the parameters in the likelihood are
The hyperparameters for µ k have full conditionals
where G(y|a, b) is the gamma density function. The hyperparameters for the priors of the
where S a is diagonal with diagonal elements σ −2 ak , z = (z 1 , ..., z n ) and X = (x 1 , ..., x n ) .
The inclusion indicators have full conditional
where N (a|m, v) is the Gaussian density with variate a, mean m, and variance v.
Finally, the latent z i 's full conditional is a mixture of truncated normals. We sample from this distribution by first drawing the mixture component g i with
and then drawing z i from a normal distribution with mean λ i and variance σ MCMC sampling is carried out using R, while it would also be straightforward to implement the model using WinBUGS. We draw 20,000 MCMC samples and discard the first 5,000 as burn-in. Convergence is monitored using trace plots of the deviance as well as several representative parameters. Since the model is entirely conjugate, we use Gibbs sampling to update all parameters. Code is available from the first author by request.
Simulation Study
In this section we conduct a simulation study to compare our method with the long-standing sliced inverse regression (SIR, Li, 1991) and the state-of-the-art directional regression (DR, Li and Wang, 2007) and sliced regression (SR, Wang and Xia, 2008) . We replicate the simulation designs of Li and Wang (2007) .
Design 1:
Design 2:
Design 3:
Design 4:
The predictors X are generated independently from the standard normal distribution. T . The error ε is normal with mean 0 and standard deviation 0.2. We generate 100 data sets from each model with n = 100 and p = 6, and with n = 500
and p = 20. We also consider a non-additive model from Li (1991) with n = 400, p = 10, k ≡ 0 for all j and k. For models BDR and BDR-I that use the ANOVA decomposition, we include both main effects and two-way interactions with priors described below (7). We choose M = 7 cutpoints for the BDR methods. Following the implementation as in Wang and Xia (2008) , the final bandwidth is given by h d = 0.1κn
, where d is the dimension of the reduction subspace. Wang and Xia, used two choices, κ = 5 and κ = 10. In addition, they considered two choices of H, the number of slices, H = 5 and H = 10. For our simulations, we used each of the four combinations for the pair (H, κ) and reported the best of the four results for each example.
For DR and SR we fit both 5 and 10 slices and the report results for the number of slices with the best performance for each design.
To evaluate the estimation accuracy, we compute the matrix distance between the projections to the true and the estimated central subspaces, (Li, Zha, and Chiaromonte, 2005) : trace{(P −P)(P −P)}, where P = A(A
, and A andÂ denote the true and estimated basis matrix of S Y |X . We report the mean and standard error (in parenthesis) of this matrix distance over 100 data replications in Table 1 .
We first see from the table that our Bayesian solution with both variable selection and the ANOVA decomposition ("BDR") achieves a better estimation accuracy compared to SIR and DR in all designs. When the conditional mean E(Y |X) is additive in terms of the latent sufficient predictors (Designs 1-3) , the ANOVA decomposition of the mixture means improves estimation of the central subspace. For Design 2 with n = 100, the Bayesian methods without ANOVA decomposition has larger mean matrix distance than the frequentist methods. For the range of data in this study, sin(V j /4) ≈ V j /4, so without further assumptions about form of the model it is difficult separate the two directions for small sample sizes. When the true basis matrix is sparse (p = 20), BDR incorporating variable selection also improves the estimation accuracy. Table 2 reports the results in terms of variable selection, and it is clearly seen that our method performs well in eliminating irrelevant predictors.
Analysis of HIV data
We complement our simulation study by analyzing a real data from the AIDS Clinical Trials Group Protocol 175 (ACTG 175), where there are both continuous and categorical predictors. This data has been previously analyzed by Hammer et al. (1996) , Leon et al. (2003) , Davidian et al. (2005) , and Tsiatis et al. (2008) . The HIV-infected subjects are randomized to four different antiretroviral regimens in equal proportions: zidovudine (ZDV) monotherapy, ZDV+didanosine (ddI), ZDV+zalcitabine, and ddI monotherapy. We follow the previous analyses and consider two groups: ZDV monotherapy (532 subjects), and the other three groups combined (1607 subjects). The response is the CD4 count (cells/mm3) at 20 ± 5 weeks post-baseline. The p = 12 predictors are given in Table 3 .
Our objective is to build a model for a subject's response under each treatment, and use the model to estimate the probability that the subject will have a better response under ZDV monotherapy than the other treatment. We apply our Bayesian dimension reduction method separately for each treatment group, where for the ease of model interpretation, we employ the single-index model version of our method. We use M = 10 mixture components, and the same priors as those given in Section 5. Table 3 gives the inclusion probabilities for the predictors for each treatment. For both treatments CD4 cell count is the strongest predictor and is included with probability one. Antiretroviral history also has inclusion probability one for each treatment. CD8 cell count and non-white race also have inclusion probabilities greater than 0.5 for at least one treatment.
We refit with only those predictors with inclusion probabilities greater than 0. for each subject in the data set. Since the latent variables are highly correlated for these subjects, the axes are rotated to be uncorrelated for the observed subjects. For most subjects the probability that the response is smaller for ZDV monotherapy than the other treatments is over 0.5. Over the range of covariates observed in these data this probability ranges from 0.56 to 0.70. The subjects with the highest probability are those with large |λ 0 + λ 1 |, and with λ 0 < λ 1 (lower corners of Figure 2c) . Inspection of the data reveals that these subjects are generally non-whites with low CD4 and CD8 cell counts. Figure   2d shows the estimated difference in the mean response between the treatment groups is between 30 and 120 cells/mm3; this generally agrees with previous analyses, e.g., Tsiatis et al. (2008) . 
Discussion
In this paper we propose a Bayesian model for sufficient dimension reduction. Our approach is computationally convenient and naturally accommodates missing and categorical predictors and Bayesian variable selection. We show via a simulation study that the model has good small-sample performance compared to standard approaches.
We have assumed throughout the paper that the dimension of the central subspace, d, is known. Similar to the number of mixture components, there are other options. For example, one possibility is to allow the dimension to be an unknown quantity and use reversible jump MCMC to compute its posterior distribution. However, when implementing this approach, we encountered poor convergence. An alternative would be to select the dimension using a data-based criterion. For example, it can be possible to implement a cross-validation approach based on the mixture model in order to select the dimension. This is an important area of future work. Table 2 : Proportion of the simulated data sets with inclusion probability (defined as the probability of being included in either latent sufficient predictor, P(π l1 = 1 or π l2 = 1|y)) greater than 0.5 (x 10 -x 20 are omitted, a " * " indicates the truly important predictors). 
