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УДК 517.955.8
Бабич П.В., Левенштам В.Б.
Восстановление быстро осциллирующего свободного члена волнового
уравнения по частичной асимптотике решения
Введение
В работе рассматривается начально-краевая задача для одномерного волнового
уравнения с быстро осциллирующей по времени правой частью (свободным членом),
которая считается здесь неизвестной. Исследованы некоторые задачи восстановления
правой части при тех или иных сведениях (дополнительных условиях) о решении (точ-
нее, об асимптотике решения). Такого рода задачи относятся к известному классу об-
ратных коэффициентных задач.
Обратные задачи составляют активно развиваемое направление современной ма-
тематики (см., например, монографии [1]–[4] и библиографии в них). Однако задачи с
быстро осциллирующими слагаемыми в этой теории почти не представлены. Объяснить
это можно тем, что обычно используемые в классической теории обратных задач допол-
нительные условия (значения решения при фиксированном значении пространственной
или временной переменной, различные интегральные условия на решение и т.д.) для
задач с быстро осциллирующими данными ставить неестественно, так как их обычно
трудно или даже невозможно реализовать, поскольку решение может быстро изменять-
ся во времени. Для таких задач условия указанного типа естественно ставить только
на несколько первых коэффициентов асимптотики решения. Сколько этих коэффици-
ентов должно быть задействовано для решения обратной задачи следует определять
при решении прямой задачи – при построении асимптотического разложения решения.
В настоящее время опубликованы, по-видимому, лишь три работы [5]–[7] об обратной
задаче с быстро осциллирующими данными.
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В данной работе задача о восстановлении свободного члена вида f(x, t)r(t, ωt), ω ≫
1, волнового уравнения поставлена и решена в следующих трех случаях: 1) не известна
функция r(t, τ); 2) не известна функция f(x, t) ≡ f(x); 3) в паре f, r известно лишь
среднее r0 функции r(t, τ) по τ . Результаты данной работы доступны в arXiv:1704.07140.
1 Неизвестный сомножитель источника зависит от вре-
менной переменной
1.1 Прямая задача. Трехчленная асимптотика
Символом Π обозначим открытый прямоугольник на плоскости:
Π = {(x, t) : 0 < x < pi; 0 < t < T}, T > 0. Рассмотрим гиперболическую начально-краевую
задачу с большим параметром ω:
∂2u
∂t2
=
∂2u
∂x2
+ f(x, t)r(t, ωt), (x, t) ∈ Π, (1.1)
u|t=0 = 0,
∂u
∂t
∣∣∣∣
t=0
= 0, (1.2)
u|x=0,pi = 0, (1.3)
Относительно функций f(x, t) и r(t, τ), определенных и непрерывных соответственно
на множествах (x, t) ∈ [0, pi] × [0, T ] ≡ Q0 и (t, τ) ∈ [0, T ] × [0,∞) ≡ Q1 сделаем следу-
ющие предположения, в которых символом C l,m(Q), l ≥ 0, m ≥ 0, обозначено обычное
гельдерово пространство функций, определенных на замкнутом множестве Q. Функция
f ∈ C2+α,3(Q0), α ∈ (0, 1), причем
f(0, t) = f(pi, t) =
∂2
∂x2
f(0, t) =
∂2
∂x2
f(pi, t) = 0, t ∈ [0.T ].
Функция r(t, τ) – 2pi-периодична по τ . Обозначим ее среднее через r0:
r0(t) = 〈r(t, ·)〉 = 〈r(t, τ)〉τ ≡
1
2pi
2pi∫
0
r(t, τ)dτ,
2
и пусть r1(t, τ) = r(t, τ) − r0(t). Будем предполагать, что r0 ∈ C
0([0, T ]), r1 ∈ C
3,0(Q1),
Функцию r, обладающую указанными свойствами, для кратности будем называть функ-
цией класса (А).
Определим теперь некоторые функции и константы, которые понадобятся нам в
дальнейшем:
fn(t) =
1
pi
pi∫
0
f(s, t) sinnsds, f2,n(t) =
1
pi
pi∫
0
∂2f(s, t)
∂s2
sinnsds,
ρ0(t, τ) =
τ∫
0
( p∫
0
r1(t, s)ds−
〈 p∫
0
r1(t, s)ds
〉
p
)
dp−
〈 τ∫
0
( p∫
0
r1(t, s)ds−
〈 p∫
0
r1(t, s)ds
〉
p
)
dp
〉
τ
,
(1.4)
a1,n = f2,n(0), a2,n =
∂
∂t
fn,2(0),
b0 = ρ0(0, 0), b1 =
∂ρ0
∂τ
∣∣∣∣
t=0
τ=0
, b2(x) = b0
∂f(x, t)
∂t
∣∣∣∣
t=0
+ b1f(x, 0), b3 =
∂ρ0
∂t
∣∣∣∣
t=0
τ=0
R0,n(t) =
1− cosnt
n
, R1,n(t) =
t
n
−
sinnt
n2
, R2,n(t) =
t2
2n
+
cosnt− 1
n3
, R3,n(t) =
t3
6n
+
sin nt− 1
n4
Решение задачи (1.1)-(1.3) представим в виде:
uω(x, t) = Uω(x, t) +Wω(x, t), ω ≫ 1, (1.5)
Uω(x, t) = u0(x, t) + ω
−1u1(x, t) + ω
−2
[
u2(x, t) + v2(x, t, ωt)
]
, ω ≫ 1, (1.6)
u0(x, t) =
∞∑
n=1
sin nx
n
t∫
0
sin n(t− s)fn(s)r0(s)ds, (1.7)
u1(x, t) = −b1
(
∞∑
n=1
a1,n
sinnx
n
R1,n(t) + t · f(x, 0)
)
, (1.8)
v2(x, t, τ) = f(x, t)ρ0(t, τ), (1.9)
u2(x, t) = −
∞∑
n=1
sinnx
n
(
b0a2,nR1,n(t)+b0a1,nR0,n(t)+b1a1,nR1,n(t)
)
−b0f(x, 0)− t ·b2(x)
(1.10)
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Теорема 1. Решение uω(x, t) задачи (1.1)-(1.3) представимо в виде (1.5)-(1.10),
где ∥∥Wω(x, t)∥∥C(Π) = o(ω−2), ω →∞. (1.11)
1.2 Обратная задача
Пусть в начально-краевой задаче (1.1)-(1.3) фигурирует та же, что и в п.1.1, функ-
ция f(x, t), а функция r(t, τ) класса (А) не известна. Зададим точку x0 ∈ (0, pi), в
которой f(x0, t) 6= 0, t ∈ [0, T ], а также функции ϕ0(t) и χ(t, τ), удовлетворяющие сле-
дующим условиям:
ϕ0 ∈ C
1([0, T ]), ϕ0(0) = 0, ϕ
′
0(0) = 0;
χ ∈ C3,2(Q1),
χ(t, τ) – 2pi-периодична по τ с нулевым средним
(
〈χ(t, ·)〉 = 0
)
. Введем теперь в рас-
смотрение функции ϕ1(t) и ϕ2(t);
ϕ1(t) = −b1
(
∞∑
n=1
a1,n
sin nx0
n
R1,n(t) + t · f(x0, 0)
)
, (1.12)
ϕ2(t) =
∞∑
n=1
sinnx0
n
(
b0a2,nR1,n(t) + b0a1,nR0,n(t) + b1a1,nR1,n(t)
)
− b0f(x0, 0)− t · b2(x0),
(1.13)
где ρ0(t, τ) задается равенством (1.4) с r1(t, τ) =
1
f(x0, t)
∂2
∂τ 2
χ(t, τ).
Обратная задача состоит в определении такой функции r(t, τ) класса (А), для кото-
рой решение uω(x, t) задачи (1.1)-(1.2) удовлетворяет условию∥∥∥∥uω(x0, t)− [ϕ0(t) + 1ωϕ1(t) + 1ω2 (ϕ2(t) + χ(t, ωt))
]∥∥∥∥
C([0,T ])
= o(ω−2), ω →∞. (1.14)
Теорема 2. Для любой пары функций χ, ϕ1 и точки x0, удовлетворяющих ука-
занным выше условиям, существует единственная функция r класса (А), при которой
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решение uω(x, t) задачи (1.1)-(1.3) удовлетворяет условию (1.14). Нахождение функ-
ции r сводится к решению уравнения Вольтерра второго рода.
1.3 Доказательство основных результатов
Доказательство теоремы 1.
Решение задачи (1.1)-(1.3) представим в виде
uω(x, t) = u0(x, t) + ω
−1u1(x, t) + ω
−2
[
u2(x, t) + v2(x, t, τ)
]
+ ω−3v3(x, t, τ) + Zω(x, t),
где слагаемое Zω предполагается бесконечно малым достаточно высокого порядка от-
носительно ω−1, ω ≫ 1.
Подставив (1.6) в равенства (1.1)-(1.3), получим
∂2u0
∂t2
+
∂2v2
∂τ 2
+ ω−1
[
∂2u1
∂t2
+ 2
∂2v2
∂τ∂t
+
∂2v3
∂τ 2
]
+
ω−2
[
∂2u2
∂t2
+
∂2v2
∂t2
+ 2
∂2v3
∂τ∂t
]
+ ω−3
∂2v3
∂t2
+
∂2Zω
∂t2
=
∂2u0
∂x2
+ ω−1
∂2u1
∂x2
+ ω−2
[
∂2u2
∂x2
+
∂2v2
∂x2
]
+ ω−3
∂2v3
∂x2
+
∂2Zω
∂x2
+ f(x)r(t, τ),[
u0 + ω
−1u1 + ω
−2(u2 + v2) + ω
−3v3 + Zω
]
t,τ=0
= 0,[
∂u0
∂t
+ ω−1
(
∂u1
∂t
+
∂v2
∂τ
)
+ ω−2
(
∂u2
∂t
+
∂v2
∂t
+
∂v3
∂τ
)
+ ω−3
∂v3
∂t
+
∂Zω
∂t
]
t,τ=0
= 0,[
u0 + ω
−1u1 + ω
−2(u2 + v2) + ω
−3v3 + Zω
]
x=0,pi
= 0, τ = ωt.
(1.15)
Приравняем в последних равенствах коэффициенты при степенях ω−k, (k = 0, 3), а
затем применим к полученным уравнениям операцию усреднения 〈...〉 по τ = ωt. В
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результате придем к следующим задачам:
∂2u0
∂t2
=
∂2u0
∂x2
+ f(x, t)r0(t),
u0|t=0 = 0,
∂u0
∂t
∣∣∣∣
t=0
= 0,
u0|x=0,pi = 0,
(1.16)

∂2v2
∂τ 2
= f(x, t)r1(t, τ),
〈v2(x, t, τ)〉τ = 0,
(1.17)

∂2u1
∂t2
=
∂2u1
∂x2
,
u1|t=0 = 0,
∂u1
∂t
∣∣∣∣
t=0
= −
∂v2
∂τ
∣∣∣∣
t,τ=0
,
u1|x=0,pi = 0,
(1.18)

∂2v3
∂τ 2
= −2
∂2v2
∂τ∂t
,
〈v3(x, t, τ)〉τ = 0,
(1.19)

∂2u2
∂t2
=
∂2u2
∂x2
,
u2|t=0 = − v2|t=0 ,
∂u2
∂t
∣∣∣∣
t=0
= −
[
∂v3
∂τ
+
∂v2
∂t
]
t,τ=0
,
u2|x=0,pi = 0,
(1.20)
Отметим, что в системе (1.20) учтены очевидные соотношения:
vi|x=0,pi = 0, i = 2, 3. Кроме того, в силу (1.16)–(1.20) функции u0, u1, u2, v2 имеют вид
(1.7), (1.8), (1.10) и (1.8) соответственно, что устанавливается с помощью элементарного
применения рядов Фурье. Из системы (1.19) находим
v3(x, t, τ) = 2ft(x, t)ρ1(t, τ) + 2f(x, t)ρ1t(t, τ), (1.21)
ρ1(t, τ) =
〈 τ∫
0
ρ0(t, s)ds
〉
τ
−
τ∫
0
ρ0(t, s)ds.
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Из равенства (1.15) и систем (1.16)-(1.20) находим
∂2Zω
∂t
−
∂2Zω
∂x2
= ω−2
[
∂2v2
∂x2
−
∂2v2
∂t2
− 2
∂2v3
∂τ∂t
]
+
ω−3
[
∂2v3
∂x2
−
∂2v3
∂t2
]
≡ ω−2p1(x, t, ωt) + ω
−3p2(x, t, ωt)
Zω|t=0 = −ω
−3 v3| t=0
τ=0
≡ ω−3c1(x),
∂Zω
∂t
∣∣∣∣
t=0
= −ω−3
∂v3
∂t
∣∣∣∣
t=0
τ=0
≡ ω−3c2(x),
Zω|x=0,pi = 0.
(1.22)
Отметим, что в силу (1.9), (1.21) функции pi(x, t, τ) 2pi-периодичны по τ с нулевым
средним и, кроме того, pi(x, t, τ)|x=0,pi = ci(x)|x=0,pi = 0, i = 1, 2.
Решение задачи (1.22) имеет вид
Zω(x, t) =
∞∑
n=1
sin nx
n
t∫
0
sinn(t− s)
[
ω−2p1,n(s, ωs) + ω
−3(p2,n(s, ωs) + s · c1,n + c2,n)
]
ds,
где
pi,n(t, τ) =
1
pi
∫ pi
0
pi(s, t, τ) sinnsds, ci,n =
1
pi
∫ pi
0
ci(s) sinnsds, i = 1, 2.
Так какWω(x, t) = Zω(x, t)+ω
−3v3(x, t, ωt), то для доказательства теоремы 1 достаточно
установить соотношение:
‖Zω‖C(Π) = o(ω
−2).
Поскольку f ∈ C2+α,3(Q0), α ∈ (0, 1) и f
(2k)(0, t) = f (2k)(pi, t) = 0, t ∈ [0, T ], k = 0, 1, то
равномерно относительно (t, τ) ∈ Q1
|pi,n(t, τ)| = O(n
−α), |ci,n| = O(n
−α), n→∞. (1.23)
Заметим, что благодаря требованиям гладкости, предъявленным к f и r, функции
p2(x, t, τ), c1(x), c2(x) непрерывны, а ряды
∞∑
n=1
sinnx
n
t∫
0
p2,n(s, ωs) sinn(t− s)ds,
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∞∑
n=1
sinnx
n
t∫
0
c1,n sin n(t− s)ds,
∞∑
n=1
sinnx
n
t∫
0
s · c2,n sin n(t− s)ds,
сходятся равномерно относительно t ∈ [0, T ]. Отсюда следует, что нам теперь достаточ-
но доказать оценку∥∥∥∥∥∥
∞∑
n=1
sinnx
n
t∫
0
sinn(t− s)p1,n(s, ωs)ds
∥∥∥∥∥∥
C([0,T ])
= o(1), ω →∞. (1.24)
Проведем ее в два этапа. Пусть ε – произвольное положительное число.
На первом этапе, используя соотношения (1.23) устанавливаем существование такого
натурального n0 > 0, что при ω > 0 и (x, t) ∈ Q0∣∣∣∣∣∣
∞∑
n=n0
sinnx
n
t∫
0
sinn(t− s)p1,n(s, ωs)ds
∣∣∣∣∣∣ < ε3 . (1.25)
На втором этапе разобьем участок [0, t] на m равных частей [tj , tj+1), j = 0, 1, . . . , m−1.
Воспользуемся равенством
t∫
0
sinn(t− s)p1,n(s, ωs)ds =
m−1∑
j=0
 tj+1∫
tj
sin n(t− s)p1,n(s, ωs)ds−
tj+1∫
tj
sin n(t− tj)p1,n(tj , ωs)ds
+
m−1∑
j=0
tj+1∫
tj
sin n(t− tj)p1,n(tj , ωs)ds = S1 + S2.
Выберем m столь большим, что при всех натуральных n < n0 и ω > 0
|S1| <
ε
3
. (1.26)
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Далее, в силу равенства
tj+1∫
tj
sinn(t− tj)p1,n(tj , ωs)ds = sin n(t− tj)
 1
ω
ωtj+1∫
0
p1,n(tj , ωs)dτ −
1
ω
ωtj∫
0
p1,n(tj , ωs)dτ

и того факта, что функция p1,n(s, ωs) имеет нулевое среднее по второй переменной,
найдется такое ω0 > 0, что при ω > ω0
|S2| <
ε
3
. (1.27)
Из соотношений (1.25), (1.26) и (1.27) следует (1.24). Теорема 1 доказана.
Доказательство теоремы 2.
Из теоремы 1 следует, что при заданной функции r(t, τ) класса (А) решение задачи
(1.1)-(1.3) представимо в виде:
uω(x, t) = u0(x, t) + ω
−1u1(x, t) + ω
−2
[
u2(x, t) + v2(x, t, ωt)
]
+Wω(x, t),
‖Wω‖C(Π) = o(ω
−2), ω →∞.
Пусть функция r(t, τ) является решением обратной задачи и uω – отвечающее ему ре-
шение задачи (1.1)-(1.3). В силу соотношений (1.11),(1.14) равномерно по t ∈ [0, T ]
u0(x0, t) + ω
−1u1(x0, t) + ω
−2
[
u2(x0, t) + v2(x0, t, ωt)
]
=
ϕ0(t) +
1
ω
ϕ1(t) +
1
ω2
(
ϕ2(t) + χ(t, ωt)
)
+ o(ω−2), ω ≫ 1, (1.28)
Приравнивая в (1.28) коэффициенты при одинаковых степенях ω, проводя затем усред-
нение по τ и дифференцируя полученные равенства дважды по t, получим
∂2
∂t2
u0(x0, t) = ϕ
′′
0(t), (1.29)
∂2
∂τ 2
v2(x0, t, τ) =
∂2
∂τ 2
χ(t, τ). (1.30)
В силу п.1.1◦
∂2v2(x, t, τ)
∂τ 2
= f(x, t)r1(t, τ). Подставляя это выражение в (1.30), получим
f(x0, t)r1(t, τ) =
∂2
∂τ 2
χ(t, τ). (1.31)
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Функция u0(x, t), согласно п. 1
◦, определяется равенством (1.7), из которого находим
∂2
∂t2
u0(x0, t) = f(x0, t)r0(t) +
∫ t
0
K(t, s)r0(s) ds, (1.32)
где
K(t, s) = −
∞∑
n=1
nfn(s) sinn(t− s) sinnx0. (1.33)
В силу условий, наложенных в п.1.1◦ на f , функция K(t, s) непрерывна. Из (1.29),
(1.32) следует уравнение Вольтерра второго рода
f(x0, t)r0(t) +
∫ t
0
K(t, s)r0(s) ds = ϕ
′′
0(t), (1.34)
которое имеет единственное непрерывное решение r0(t). Из уравнения (1.31) функция
r1 также определяется единственным образом:
r1(t, τ) =
1
f(x0, t)
∂2
∂τ 2
χ(t, τ), (1.35)
и в силу условий, наложенных на функцию χ, принадлежит пространству C3,0(Q1).
Так как найденная функция r(t, τ) = r0(t)+r1(t, τ) удовлетворяет условиям п. 1.1
◦, то
для нее имеет место теорема 1, и, в частности, решение задачи (1.1)-(1.3), представимо
в виде (1.5),(1.6). Покажем, что для функции uω(x, t) будет выполнено условие (1.14).
Для этого достаточно установить равенства:
u0(x0, t) = ϕ0(t), u1(x0, t) = ϕ1(t), u2(x0, t) = ϕ2(t), v2(x0, t, τ) = χ(t).
Из предыдущей части доказательства теоремы 2 нам известно, что функция r0(t) явля-
ется решением уравнения (1.34). Из (1.32),(1.34) следует равенство
∂2
∂t2
u0(x0, t) = ϕ
′′
0(t).
Учитывая, что u0(x0, 0) = ϕ0(0) = 0,
∂u0(x0, t)
∂t
∣∣∣∣
t=0
= ϕ′(0) = 0, получим u0(x0, t) = ϕ0(t).
Функция r1 определяется равенством (1.31). Подставляя ее в (1.17) при x = x0 и учиты-
вая, что функции χ(t, τ) и v2(x, t, τ), являются 2pi-периодическими с нулевым средним
10
по τ , получим v2(x0, t, τ) = χ(t, τ). Отсюда в силу (1.8) u1 удовлетворяет уравнению
∂2
∂t2
u1(x0, t) = b1
(
∞∑
n=1
a1,nn sinnx0R1,n(t)− t ·
∂2f
∂x2
∣∣∣∣x=x0
t=0
)
,
u1(x0, 0) = 0,
∂
∂t
u1(x0, 0) = −f(x0, 0)
∂ρ0
∂τ
∣∣∣∣
t=0
τ=0
.
Таким образом, u1(x0, t) совпадает с ϕ1(t) согласно (1.12). Аналогично, в силу (1.13),
u2(x0, t) = ϕ2(t). Теорема 2 доказана.
2 Неизвестный сомножитель источника зависит от про-
странственной переменной
2.1 Прямая задача. Главный член асимптотики
Пусть Π - тот же прямоугольник, что в п. 1.1. Рассмотрим задачу (1.1)-(1.3) с
f(x, t) ≡ f(x) =
N∑
n=1
fn sin nx. Предположим, что r(t, τ) = R0(t)+r1(t, τ) – 2pi-периодична
по τ , r0 – ее среднее, причем r0 ∈ C([0, T ]), r1 ∈ C
α,0(Q1), α ∈ (0, 1). Введем обозначения:
u0(x, t) =
N∑
n=1
fn sin nx
t∫
0
sinn(t− s)
n
r0(s)ds ≡
N∑
n=1
fnΛn(t) sinnx. (2.1)
Теорема 3. Справедлива асимптотическая формула∥∥uω − u0∥∥C(Π) = o(1), ω →∞.
где uω - решение задачи (1.1)-(1.3).
2.2 Обратная задача
Рассмотрим задачу (1.1)-(1.3). Будем теперь считать, что функция r(t, τ) извест-
на и удовлетворяет условиям п. 2.1, а функция f не известна. Однако, при заданном
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натуральном N f определена формулой с f(x, t) ≡ f(x) =
N∑
n=1
fn sinnx с неизвестными
коэффициентами fn. Пусть задана какая-либо точка t0 ∈ (0, T ], в которой r0(t0) 6= 0.
Введем в рассмотрение еще функцию ψ(x):
ψ(x) =
N∑
n=1
ψn sinnx, (2.2)
а так же числа Λn ≡ Λn(t0), n = 1, 2, . . . , N . Обратная задача состоит в нахождении
функции f , при которой решение uω(x, t) задачи (1.1)-(1.3) удовлетворяет соотношению:∥∥uω(x, t0)− ψ(x)∥∥C([0,pi]) = o(1), ω →∞. (2.3)
Для формулировки основного результата данного пункта обозначим номера нулевых
значений Λn через M0.
Теорема 4.
1. Обратная задача имеет единственное решение тогда и только тогда, когда M0
пусто. При этом f =
N∑
n=1
fn sinnx, где fn =
ψn
Λn
.
2. Если множество M0 не пусто, то обратная задача разрешима в том и только
том случае, когда ψn = 0, n ∈ M0. Тогда коэффициенты fn =
ψn
Λn
, n 6∈ M0, и fn -
произвольные числа при n ∈M0.
2.3 Доказательство основных результатов
Доказательство теоремы 3.
Рассмотрим функцию
Wω(x, t) = uω(x, t)− u0(x, t) =
N∑
n=1
fn sinnx
t∫
0
sin n(t− s)
n
r1(s, ωs)ds.
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Для ее оценки участок интегрирования [0, t] разобьем на m равных частей [tj , tj+1), j =
0, m− 1. Воспользуемся соотношением:
t∫
0
sinn(t− s)
n
r1(s, ωs)ds =
m−1∑
j=0
 tj+1∫
tj
sinn(t− s)
n
r1(s, ωs)ds−
tj+1∫
tj
sin n(t− tj)
n
r1(tj , ωs)ds
+
m−1∑
j=0
tj+1∫
tj
sinn(t− tj)
n
r1(tj , ωs)ds = S1 + S2.
Пусть ε - произвольное положительное число. Как и в доказательстве теоремы 1 выбе-
рем m столь большим, чтобы при всех n = 1, N и ω > 0
|S1| <
ε
2
.
Затем в силу равенства 〈r1(t, τ)〉τ = 0 подберем ω0 столь большим, что при всех ω > ω0
|S2| <
ε
2
. (2.4)
Теорема доказана.
Доказательство теоремы 4.
Предположим, что функция f(x) найдена. Тогда в силу теоремы 3 и условий (2.2), (2.3)
справедливо равенство
N∑
n=1
fnΛn sinnx =
N∑
n=1
ψn sinnx
Если все Λn 6= 0, то однозначно находим
f(x) =
N∑
n=1
fn sinnx, fn =
ψn
Λn
.
Остальная часть теоремы 2 очевидна.
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3 Известно лишь среднее значение зависящего от вре-
мени сомножителя источника
3.1 Обратная задача
В этом разделе вновь рассмотрим задачу вида (1.1)-(1.3) с f(x, t) ≡ f(x) ≡
N∑
n=1
fn sinnx,
и функцией r класса (А). Будем здесь считать, что функция r0 известна, а функции
f и r1 не известны. Пусть точка t0 ∈ (0, 1], а Λn = Λn(t0), n = 1, N – набор чисел,
вычисленных в соответствие с формулой (2.1). Для простоты будем предполагать, что
в точке t0 Λn 6= 0, n = 1, N . Зададим 2pi-периодическую с нулевым средним по второй
переменной функцию χ(t, τ), χ ∈ C3,2(Q1), а так же функцию ψ, имеющую вид ψ(x) ≡
N∑
n=1
ψn sinnx. Пусть x0 ∈ (0, pi) – точка, в которой f˜(x0) 6= 0, где
f˜(x) =
N∑
n=1
f˜n sin nx, f˜n =
ψn
Λn
Как и в предыдущих пунктах рассмотрим функции ϕ0(t), ϕ1(t), ϕ2(t), определяю-
щихся следующим образом. Функция ϕ0(t) является решением задачи Коши: ϕ
′′
0(t) = f˜(x0)r0(t) +
∫ t
0
K(t, s)r0(s) ds,
ϕ0(0) = ϕ
′
0(0) = 0,
(3.1)
где
K(t, s) = −
N∑
n=1
n2f˜n sinn(t− s) sinnx0,
функции ϕ1, ϕ2 удовлетворяют условиям п.1.2
◦ с заменой f(x, t) на f˜(x). То есть
ϕ1(t) = b1
(
N∑
n=1
n2f˜n
sinnx0
n
R1,n(t)− t · f˜(x0)
)
, (3.2)
ϕ2(t) = −
N∑
n=1
sinnx0
n
(
b0n
2f˜nR0,n(t) + b1n
2f˜nR1,n(t)
)
− b0f˜(x0)− t · b1f˜(x0). (3.3)
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Условия (3.1)–(3.3) можно назвать условиями согласования функций r0, и ψ.
Обратная задача состоит в нахождении таких функций f и r, удовлетворяющих
указанным выше условиям, что будут выполнены следующие соотношения:∥∥∥∥uω(x0, t)− [ϕ0(t) + 1ωϕ1(t) + 1ω2 (ϕ2(t) + χ(t, ωt))
]∥∥∥∥
C([0,T ])
= o(ω−2),
∥∥uω(x, t0)− ψ(x)∥∥C([0,pi]) = o(1), ω →∞.
Из результатов разделов 1, 2 вытекает следующая теорема.
Теорема 5. Пусть функции r0 и χ(t, τ) и точки x0, t0 удовлетворяют указан-
ным в этом пункте условиям. Тогда существует единственная (в указанных в п.3.1
классах) пара функций f и r1, при которых решение uω(x, t) задачи (1.1)-(1.3) при
f(x, t) ≡ f(x) удовлетворяет условиям (1.14) и (2.3). При этом функция f(x) = f˜(x)
вычисляется по формуле (3.1), а r1(t, τ) = (f(x0))
−1 ∂
2
∂τ 2
χ(t, τ).
4 Замечание
Все результаты работы с очевидными видоизменениями остаются справедливыми, если
условие периодичности функции r(t, τ) по τ заменить требованием ее условной перио-
дичности: r(t, τ) =
k∑
i=1
ri(t, αiτ), где k ∈ N, αi ∈ R, а ri(t, s) – 2pi-периодичны по s.
5 Заключение
В работе рассмотрен вопрос о восстановлении быстро осциллирующего свободного чле-
на f(x, t)r(t, ωt), ω ≫ 1, одномерного линейного гиперболического уравнения с одно-
родными начально-краевыми условиями при дополнительных сведениях о нескольких
членах асимптотики его решения uω(x, t). Указанный вопрос исследован в случаях, ко-
гда 1) не известна функция r; 2) не известна функция f ; 3) в паре f , r известно лишь
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среднее r. Дополнительные условия состоят в задании одного или двух членов асимп-
тотики решения вычисленных в фиксированных точках x0 и/или t0.
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