Abstract. Let K be any compact set. The C * -algebra C(K) is nuclear and any bounded homomorphism from C(K) into B(H), the algebra of all bounded operators on some Hilbert space H, is automatically completely bounded. We prove extensions of these results to the Banach space setting, using the key concept of R-boundedness. Then we apply these results to operators with a uniformly bounded H ∞ -calculus, as well as to unconditionality on L p . We show that any unconditional basis on L p 'is' an unconditional basis on L 2 after an appropriate change of density.
Introduction
Throughout the paper, we let K be a compact set and we let C(K) be the algebra of all continuous functions f : K → C, equipped with the supremum norm. A representation of C(K) on some Banach space X is a bounded unital homomorphism u : C(K) → B(X) into the algebra B(X) of all bounded operators on X. Such representations appear naturally and play a major role in several fields of Operator Theory, including functional calculi, spectral theory and spectral measures, or classification of C * -algebras. Several recent papers, in particular [20, 21, 11, 8] , have emphasized the rich and fruitful interplays between the notion of R-boundedness, uncondionality and various functional calculi. The aim of this paper is to establish new properties of C(K)-representations involving R-boundedness, and to give applications to H ∞ -calculus (in the sense of [6, 20] ) and to unconditionality in L p -spaces. We recall the definition of R-boundedness (see [2, 4] ). Let (ǫ k ) k≥1 be a sequence of independent Rademacher variables on some probability space Ω 0 . That is, the ǫ k 's take values in {−1, 1} and Prob({ǫ k = 1}) = Prob({ǫ k = −1}) = 1 2 . For any Banach space X, we let Rad(X) ⊂ L 2 (Ω 0 ; X) be the closure of Span{ǫ k ⊗ x : k ≥ 1, x ∈ X} in L 2 (Ω 0 ; X). Thus for any finite family x 1 , . . . , x n in X, we have
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By definition, a set τ ⊂ B(X) is R-bounded if there is a constant C ≥ 0 such that for any finite families T 1 , . . . , T n in τ , and x 1 , . . . , x n in X, we have
Rad(X)
.
In this case, we let R(τ ) denote the smallest possible C. It is called the R-bound of τ . By convention, we write R(τ ) = ∞ if τ is not R-bounded.
It will be convenient to let Rad n (X) denote the subspace of Rad(X) of all finite sums n k=1 ǫ k ⊗ x k . If X = H is a Hilbert space, then Rad n (H) = ℓ 2 n (H) isometrically and all bounded subsets of B(H) are automatically R-bounded. On the opposite, if X is not isomorphic to a Hilbert space, then B(X) contains bounded subsets which are not R-bounded [1, Prop. 1.13].
As a guise of motivation for this paper, we recall two well-known properties of C(K)-representations on Hilbert space H. First, any bounded homomorphism u : C(K) → B(H) is completely bounded, with u cb ≤ u 2 . This means that for any integer n ≥ 1, the tensor extension I Mn ⊗ u : M n (C(K)) → M n (B(H)) satisfies I Mn ⊗ u ≤ u 2 , if M n (C(K)) and M n (B(H)) are equipped with their natural C * -algebra norms. This implies that any bounded homomorphism u : C(K) → B(H) is similar to a * -representation, a result going back at least to [3] . We refer to [26, 28] and the references therein for some information on completely bounded maps and similarity properties.
Second, let u : C(K) → B(H) be a bounded homomorphism. Then for any b 1 , · · · , b n lying in the commutant of the range of u and for any f 1 , . . . , f n in C(K), we have (1.1)
This property is essentially a rephrasing of the fact that C(K) is a nuclear C * -algebra. More precisely, nuclearity means that the above property holds true for * -representations (see e.g. [18, Chap. 11] or [26, Chap. 12] ), and its extension to arbitrary bounded homomorphisms easily follows from the similarity property mentioned above (see [23] for more explanations and developments). Now let X be a Banach space and let u : C(K) → B(X) be a bounded homomorphism. In Section 2, we will show the following analog of (1.1):
provided that the b k 's commute with the range of u. Section 3 is devoted to sectorial operators A which have a uniformly bounded H ∞ -calculus, in the sense that they satisfy an estimate
for any bounded analytic function on a sector Σ θ surrounding (0, ∞). Such operators turn out to have a natural C(K)-functional calculus. Applying (1.2) to the resulting representation u : In Section 4, we introduce matricially R-bounded maps C(K) → B(X), a natural analog of completely bounded maps in the Banach space setting. We show that if X has property (α), then any bounded homomorphism C(K) → B(X) is automatically matricially R-bounded. This extends both the Hilbert space result mentioned above, and a result of De Pagter-Ricker [8, Cor. 2.19] saying that any bounded homomorphism C(K) → B(X) maps the unit ball of C(K) into an R-bounded set, provided that X has property (α).
In Section 5, we give an application of matricial R-boundedness to the case when X = L p . A classical result of Johnson-Jones [17] asserts that any bounded operator T : L p → L p acts, after an appropriate change of density, as a bounded operator on L 2 . We show versions of this theorem for bases (more generally, for FDD's). Indeed we show that any unconditional basis (resp. any R-basis) on L p becomes an unconditional basis (resp. a Schauder basis) on L 2 after an appropriate change of density. These results rely on Simard's extensions of the Johnson-Jones Theorem established in [30] .
We end this introduction with a few preliminaries and notation. For any Banach space Z, we let C(K; Z) denote the space of all continuous functions f : K → Z, equipped with the supremum norm f ∞ = sup{ f (t) Z : t ∈ K}. We may regard C(K) ⊗ Z as a subspace of C(K; Z), by identifying k f k ⊗ z k with the function t → k f k (t)z k , for any finite families (f k ) k in C(K) and (z k ) k in Z. Moreover, C(K) ⊗ Z is dense in C(K; Z). Note that for any integer n ≥ 1, C(K; M n ) coincides with the C * -algebra M n (C(K)) mentioned above. We will need the so-called 'contraction principle', which says that for any x 1 , . . . , x n in a Banach space X and any α 1 , . . . , α n in C, we have
We also recall that any commutative C * -algebra is a C(K)-space (see e.g. [18, Chap. 4] ). Thus our results concerning C(K)-representations apply as well to all these algebras. For example we will apply them to ℓ ∞ in Section 5. We let I X denote the identity mapping on a Banach space X, and we let χ B denote the indicator function of a set B. If X is a dual Banach space, we let w * B(X) ⊂ B(X) be the subspace of all w * -continuous operators on X.
The extension theorem
Let X be an arbitrary Banach space. For any compact set K and any bounded homomorphism u : C(K) → B(X), we let
denote the commutant of the range of u.
Our main purpose in this section is to prove (1.1). We start with the case when C(K) is finite dimensional. 
Proof. Since u is multiplicative, each p i is a projection and p i p j = 0 when i = j. Hence for any choice of signs (
Therefore for any x ∈ X, we have the following chain of inequalities which prove the desired estimate:
equipped with the sup norm. According to the duality pairing
one can regard B ∞ (K) as a closed subspace of C(K) * * . Moreover the restriction of the Arens product to B ∞ (K) coincides with the pointwise product. Thus we have natural C * -algebra inclusions 
Proof. The tensor product mapping I X * ⊗ S on X * ⊗ X uniquely extends to a bounded map r S : X * ⊗X → X * ⊗X, and we have R S = r * S . Thus R S is w * -continuous. Likewise, if S is w * -continuous and if we let S * : X * → X * be its pre-adjoint map, the tensor product mapping S * ⊗ I X on X * ⊗ X extends to a bounded map l S : X * ⊗X → X * ⊗X, and L S = l * S . Thus L S is w * -continuous. The 'only if' part (that we will not use) is left to the reader. If further u is a homomorphism, and u is valued in w * B(X), then u is a homomorphism as well.
Proof. Let j : (X * ⊗X) ֒→ (X * ⊗X) ** be the canonical injection and consider its adjoint
By construction, u is w * -continuous and extends u. The equality u = u is clear. Assume now that u is a homomorphism and that u is valued in w * B(X). Let ν, ξ ∈ C(K) ** and let (f α ) α and (g β ) β be bounded nets in C(K) w * -converging to ν and ξ respectively. By both parts of Lemma 2.2, we have the following equalities, where limits are taken in the w * -topology of either C(K) * * or B(X):
We refer e.g. to [16, Lem. 2.4] for the following fact.
Lemma 2.4. Consider τ ⊂ B(X) and set τ ** = {T ** : T ∈ τ } ⊂ B(X ** ). Then τ is R-bounded if and only if τ * * is R-bounded, and in this case,
For any F ∈ C(K; B(X)), we set
Note that R(F ) may be infinite. If
Note that by (1.4), we have
From this it is easy to check that R is finite and is a norm on C(K) ⊗ B(X). Whenever E ⊂ B(X) is a closed subspace, we let
Remark 2.5. Since the R-bound of a set is greater than its uniform bound, we have ∞ ≤ R on C(K) ⊗ B(X). Hence the canonical embedding of C(K) ⊗ B(X) into C(K; B(X)) uniquely extends to a contraction
Moreover J is 1-1 and for any ϕ ∈ C(K)
According to the definition of the R-bound, the latter property implies that F n R → F R , which yields the result.
There is a (necessarily unique) bounded linear map
Proof. Part (2) clearly follows from part (1). To prove (1) we introduce
Then w is a bounded homomorphism and w = u . We let w : C(K) * * → B(X * * ) be its w * -continuous extension given by Lemma 2.3. Note that w is valued in w * B(X * * ), so w is a homomorphism. We claim that
Next for any ν ∈ C(K) * * , let (f α ) α be a bounded net in C(K) which converges to ν in the w * -topology. Then by Lemma 2.2, we have
and the claim follows. Now fix some f 1 , . . . , f n ∈ C(K) and b 1 , . . . , b n ∈ E u . For any m ∈ N, there is a finite family (t 1 , . . . , t N ) of K and a measurable partition (B 1 , . . . , B N ) of K such that
We set f
be the homomorphism of norm 1 mapping e l to χ B l for any l. According to (2.1), we can consider the bounded homomorphism
Applying Proposition 2.1 to that homomorphism, together with the above claim and Lemma 2.4, we obtain that
and the result follows at once.
The following notion is implicit in several recent papers on functional calculi (see in particular [20, 8] ). Definition 2.7. Let Z be a Banach space and let v : Z → B(X) be a bounded map. We set
and we say that v is R-bounded if R(v) < ∞.
Corollary 2.8. Let u : C(K) → B(X) be a bounded homomorphism and let v : Z → B(X) be an R-bounded map. Assume further that u(f )v(z) = v(z)u(f ) for any f ∈ C(K) and any z ∈ Z. Then there exists a (necessarily unique) bounded linear map
Proof. Consider any finite families (
Then applying Theorem 2.6 and the assumption that v is valued in E u , we obtain that
which proves the result. 
be two bounded homomorphisms which commute, i.e.
and g ∈ C(K 2 ). Assume further that R(v) < ∞. Then there exists a bounded homomorphism
in the natural way.
Uniformly bounded H ∞ -calculus
We briefly recall the basic notions on H ∞ -calculus for sectorial operators. For more information, we refer e.g. to [6, 20, 21, 22] .
For any θ ∈ (0, 2π), we define
This space is equipped with the norm f ∞,θ = sup λ∈Σ θ |f (λ)| and this is a Banach algebra. We consider the auxiliary space
is dense in X, its spectrum σ(A) is contained in Σ ω , and for all θ > ω there is a constant C θ > 0 such that
In this case, we define ω(A) = inf{ω : A is ω-sectorial}.
For any θ ∈ (ω(A), π) and any f ∈ H ∞ 0 (Σ θ ), we define
where ω(A) < γ < θ and Γ γ is the boundary ∂Σ γ oriented counterclockwise. This definition does not depend on γ and the resulting mapping f → f (A) is an algebra homomorphism from
We will now focus on sectorial operators A such that ω(A) = 0. Definition 3.1. We say that a sectorial operator A with ω(A) = 0 has a uniformly bounded
Then we equip this space with the sup norm
Then we let R be the unital algebra generated by the R λ 's. Equivalently, R is the algebra of all rational functions of nonpositive degree, whose poles lie outside the half line [0, ∞). We recall that for any f ∈ H ∞ 0 (Σ θ ) ∩ R, the definition of f (A) given by (3.1) coincides with the usual rational functional calculus. 
Proof. Assume (a). We claim that for any θ > 0 and any
Indeed, if 0 = f ∈ H ∞ 0 (Σ θ 0 ) for some θ 0 > 0, then there exists some t 0 > 0 such that f (t 0 ) = 0. Now let r < R such that |f (z)| < |f (t 0 )| for |z| < r and |z| > R. Choose for every n ∈ N a t n ∈ Σ θ 0 /n such that |f (t n )| = f ∞,θ 0 /n . Necessarily |t n | ∈ [r, R], and there exists a convergent subsequence t n k , whose limit t ∞ is real. Then
This readily implies that the rational functional calculus (R, ∞,0 ) → B(X) is bounded. By Stone-Weierstrass, this extends continuously to C ℓ ([0, ∞)), which yields (b). The uniqueness property is clear. Assume (b). Then for any θ ∈ (0, π) and for any
By [22, Prop. 2.10] and its proof, this implies that A has a bounded H ∞ (Σ θ )-calculus, with a boundedness constant uniform in θ. Then σ(A) = {1} and for any θ > 0 and any f ∈ H ∞ 0 (Σ θ ), we have
. Using Cauchy's Formula, it is easy to see that |f
Hence A does not have a uniformly bounded H ∞ -calculus. The above result can also be deduced from Proposition 3.7 below. In fact we will show in that proposition and in Corollary 3.11 that operators with a uniformly bounded H ∞ -calculus are 'rare'.
We now turn to the so-called generalized (or operator valued) H ∞ -calculus. Throughout we let A be a sectorial operator. We let E A ⊂ B(X) denote the commutant of A, defined as the subalgebra of all bounded operators T : X → X such that T (λ − A) −1 = (λ − A) −1 T for any λ belonging to the resolvent set of A. We let H ∞ 0 (Σ θ ; B(X)) be the algebra of all bounded analytic functions F : Σ θ → B(X) for which there exist ǫ, C > 0 such that
The generalized H ∞ -calculus of A is an extension of (3.1) to this class of functions. Namely for any F ∈ H ∞ 0 (Σ θ ; E A ), we set
where γ ∈ (ω(A), π). Again, this definition does not depend on γ and the mapping F → F (A) is an algebra homomorphism. The following fundamental result is due to Kalton and Weis. 
Our aim is to prove a version of this result in the case when A has a uniformly bounded H ∞ -calculus. We will obtain in Theorem 3.6 that in this case, the constant C θ in (3.2) can be taken independent of θ.
The algebra C ℓ ([0, ∞)) is a C(K)-space and we will apply the results of Section 2 to the bounded homomophism u appearing in Lemma 3.2. We recall Remark 2.5.
Proof. Part (2) readily follows from part (1) and Remark 2.5. To prove (1), observe that for any λ ∈ ∂Σ γ , we have
by (2.2). Thus for appropriate constants ǫ, C > 0, we have
This shows that the integral defining ϕ F is absolutely convergent. Next, for any t > 0, we have
by Cauchy's Theorem. 
Proof. Let u : C ℓ ([0, ∞)) → B(X) be the representation given by Lemma 3.2. It is plain that E u = E A . Then we let
R ⊗ E A −→ B(X) be the associated bounded map provided by Theorem 2.6.
. Thus according to the definition of ϕ F and the continuity of u, we have
Consequently,
It follows from Lemma 3.5 and Remark 2.5 that ϕ F R = R {F (t) : t > 0} , and the result follows at once.
In the rest of this section we will further investigate operators with a uniformly bounded H ∞ -calculus. We start with the case when X is a Hilbert space.
Proposition 3.7. Let H be a Hilbert space and let A be a sectorial operator on H, with ω(A) = 0. Then A admits a uniformly bounded H ∞ -calculus if and only if there exists an isomorphism S : H → H such that
Proof. Assume that A admits a uniformly bounded H ∞ -calculus and let u : C ℓ ([0, ∞)) → B(H) be the associated representation. According to [26, Thm. 9.1 and Thm. 9.7], there exists an isomorphism S : H → H such that the unital homomorphism u S :
By the Hille-Yosida Theorem, this implies that iB and −iB both generate contractive c 0 -semigroups on H. Thus iB generates a unitary c 0 -group. By Stone's Theorem, this implies that B is selfadjoint. The converse implication is clear.
In the non Hilbertian setting, we will first show that operators with a uniformly bounded H ∞ -calculus satisfy a spectral mapping theorem with respect to continuous functions defined on the one-point compactification of σ(A). Then we will discuss the connections with spectral measures and scalar-type operators. We mainly refer to [12, for this topic.
For any compact set K and any closed subset F ⊂ K, we let
We recall that the restriction map f → f |F induces a * -isomorphism C(K)/I F → C(F ).
Lemma 3.8. Let K ⊂ C be a compact set and let u : C(K) → B(X) be a representation. Let κ ∈ C(K) be the function defined by κ(z) = z and put T = u(κ).
(1) Then σ(T ) ⊂ K and u vanishes on
). We will now show that u vanishes on I σ(T ) . Let w : C(K) → B(X * ) be defined by w(f ) = [u(f )] * , and let w : C(K) ** → B(X * ) be its w * -extension. Since w is valued in w * B(X * ) ≃ B(X), this is a representation (see Lemma 2.3). Let ∆ K be the set of all Borel subsets of K. It is easy to check that the mapping
is a spectral measure of class (∆ K , X) in the sense of [12, p. 119 ]. According to [12, Prop. 5.8] , the operator T * is prespectral of class X (in the sense of [12, Def. 5.5]) and the above mapping P is its resolution of the identity. Applying [12, Lem. 5.6] and the equality σ(T * ) = σ(T ), we obtain that w(χ σ(T ) ) = P (σ(T )) = I X * . Therefore for any f ∈ I σ(T ) , we have u(f )
Hence u vanishes on I σ(T ) . The proofs of (2) and (3) now follow from [12, Prop. 5.9] and the above proof.
In the sequel we consider a sectorial operator A with ω(A) = 0. This assumption implies that σ(A) ⊂ [0, ∞). By C ℓ (σ(A)), we denote either the space C(σ(A)) if A is bounded, or the space {f : σ(A) → C | f is continuous and lim ∞ f exists } if A is unbounded. In this case, C ℓ (σ(A)) coincides with the space of continuous functions on the one-point compactification of σ(A). The following strengthens Lemma 3.2. (1) A has a uniformly bounded H ∞ -calculus. (2) There exists a (necessarily unique) bounded unital homomorphism
In this case, Ψ is an isomorphism onto its range and for any f ∈ C ℓ (σ(A)), we have
where
Proof. Assume (1) and let u : C ℓ ([0, ∞)) → B(X) be given by Lemma 3.2. We introduce the particular function φ ∈ C ℓ ([0, ∞)) defined by φ(t) = (1 + t) −1 . Consider the * -isomorphism
and set T = (1 + A) −1 . If we let κ(z) = z as in Lemma 3.8, we have (u • τ )(κ) = T . Let v : C(σ(T )) → B(X) be the resulting factorisation of u • τ . The spectral mapping theorem gives σ(A) = φ −1 (σ(T ) \ {0}) and 0 ∈ σ(T ) if and only if A is unbounded. Thus the mapping
. This is a unital bounded homommorphism. Note that φ −1 (z) = 1−z z for any z ∈ (0, 1]. Then for any λ ∈ C \ σ(A),
Hence Ψ satisfies (2) . Its uniqueness follows from Lemma 3.2. The fact that Ψ is an isomorphism onto its range, and the spectral property (3.4) follow from the above construction and Lemma 3.8. Finally the implication '(2) ⇒ (1)' also follows from Lemma 3.2.
Remark 3.10. Let A be a sectorial operator with a uniformly bounded H ∞ -calculus, and let T = (1 + A) −1 . It follows from Lemma 3.8 and the proof of Proposition 3.9 that there exists a representation v : C(σ(T )) −→ B(X) satisfying v(κ) = T (where κ(z) = z), such that σ(v(f )) = f (σ(T )) for any f ∈ C(σ(T )) and v is an isomorphism onto its range. Also, it follows from the proof of Lemma 3.8 that T * is a scalar-type operator of class X, in the sense of [12, Def. 5.14]. Next according to [12, Thm. 6.24] , the operator T (and hence A) is a scalar-type spectral operator if and only if for any x ∈ X, the mapping C(σ(T )) → X taking f to v(f )x for any f ∈ C(σ(T )) is weakly compact. Proof. The 'only if' part follows from the previous remark. Indeed if X does not contain a copy of c 0 , then any bounded map C(K) → X is weakly compact [9, VI, Thm. 15] . (See also [29] and [8] for related approaches.) The 'if' part follows from [15, Prop. 2.7] and its proof.
Remark 3.12. Scalar-type spectral operator on Hilbert space coincide with operators similar to a normal one (see [12, Chap. 7] ). Thus when X = H is a Hilbert space, the above corollary reduces to Proposition 3.7.
Matricial R-boundedness
For any integer n ≥ 1 and any vector space E, we will denote by M n (E) the space of all n × n matrices with entries in E. We will be mostly concerned with the cases E = C(K) or E = B(X). As mentioned in the introduction, we identify M n (C(K)) with the space C(K; M n ) in the usual way. We now introduce a specific norm on M n (B(X)). Namely for any [T ij ] ∈ M n (B(X)), we set
Clearly
R is a norm on M n (B(X)). Moreover if we consider any element of M n (B(X)) as an operator on ℓ 2 n ⊗ X in the natural way, and if we equip the latter tensor product with the norm of Rad n (X), we obtain an isometric identification
Definition 4.1. Let u : C(K) → B(X) be a bounded linear mapping. We say that u is matricially R-bounded if there is a constant C ≥ 0 such that for any n ≥ 1, and for any
Remark 4.2. The above definition obviously extends to any bounded map E → B(X) defined on an operator space E, or more generally on any matricially normed space (see [13, 14] ). The basic observations below apply to this general case as well.
(1) In the case when X = H is a Hilbert space, we have
for any x 1 , . . . , x n ∈ H. Consequently, writing that a mapping u : C(K) → B(H) is matricially R-bounded is equivalent to writing that u is completely bounded (see e.g. [26] ). See Section 5 for the case when X is an L p -space.
(2) The notation R introduced above is consistent with the one considered so far in Section 2. Indeed let b 1 , . . . , b n in B(X). Then the diagonal matrix Diag{b 1 , . . . , b n } ∈ M n (B(X)) and the tensor element
is matricially R-bounded (with the estimate (4.2)), then u is R-bounded and R(u) ≤ C. Indeed, consider f 1 , . . . , f n in the unit ball of C(K). Then we have Diag{f 1 , . . . , f n } C(K;Mn) ≤ 1. Hence for any x 1 , . . . , x n in X,
. Let (g k ) k≥1 be a sequence of complex valued, independent, standard Gaussian random variables on some probability space Ω G . For any
It is well-known that for any scalar valued matrix a = [a ij ] ∈ M n , we have
, see e.g. [10, Cor. 12.17] . For any n ≥ 1, introduce
If X has finite cotype, then we have a uniform equivalence
between Rademacher and Gaussian averages on X (see e.g. [10, Thm. 12.27] ). Combining with (4.3), this implies that sup n≥1 σ n,X < ∞.
Following [27] we say that X has property (α) if there is a constant C ≥ 1 such that for any finite family (x ij ) in X and any finite family (t ij ) of complex numbers,
Equivalently, X has property (α) if and only if we have a uniform equivalence
, where (ǫ ij ) i,j≥1 be a doubly indexed family of independent Rademacher variables.
The following is a characterization of property (α) in terms of the R-boundedness of σ n,X .
Lemma 4.3. A Banach space X has property (α) if and only if
Proof. Assume that X has property (α). This implies that X has finite cotype, hence X satisfies the equivalence property (4.4). Let a(1), . . . , a(N) in M n and let z 1 , . . . , z N in Rad n (X). Let x jk in X such that z k = j ǫ j ⊗ x jk for any k. We consider a doubly indexed family (ǫ ik ) i,k≥1 as above, as well as a doubly indexed family (g ik ) i,k≥1 of independent standard Gaussian variables. Then
Hence using the properties reviewed above, we have
This shows that the σ n,X 's are uniformly R-bounded. Conversely, assume that for some constant C ≥ 1, we have R(σ n,X ) ≤ C for any n ≥ 1. Let (t jk ) j,k ∈ C n 2 with |t jk | ≤ 1 and for any k = 1, . . . , n, let a(k) ∈ M n be the diagonal matrix with entries t 1k , . . . , t nk on the diagonal. Then a(k) ≤ 1 for any k. Hence applying (4.6), we obtain that for any (
This means that X has property (α). Proof. Let u : C(K) → B(X) be a bounded homomorphism and let w :
Clearly w is also a bounded homomorphism, with w = u . Recall the identification (4.1) and note that w(f ) = Diag{u(f ), . . . , u(f )} for any f ∈ C(K). Then for any a = [a ij ] ∈ M n , we have
By Corollary 2.8 and Lemma 4.3, the resulting mapping w· σ n,X satisfies w· σ n,X :
where C does not depend on n. Let E ij denote the canonical matrix units of M n , for i, j = 1, . . . , n.
) and write this matrix as i,j E ij ⊗ f ij . Then
, which proves that u is matricially R-bounded.
Suppose that X = H is a Hibert space, and recall Remark 4.2 (1) . Then in that case, the above proposition reduces to the fact that any bounded homomorphism C(K) → B(H) is completely bounded.
We also observe that applying the above proposition together with Remark 4.6. The above corollary is nearly optimal. Indeed we claim that if X does not have property (α) and if K is any infinite compact set, then there exists a unital bounded homomorphism
which is not R-bounded.
To prove this, let (z n ) n≥1 be an infinite sequence of distinct points in K and let u be defined by
According to (1.4) , this is a bounded unital homomorphism satisfying u ≤ 2. Assume now that u is R-bounded. Let n ≥ 1 be an integer and consider families (t ij ) i,j in C n 2 and (x ij ) i,j in X n 2 . For any i = 1, . . . , n, there exists f i ∈ C(K) such that f i = sup j |t ij | and f i (z j ) = t ij for any j = 1, . . . , n. Then
Proof. Since X = L p (µ) has property (α), the mapping u is matricially R-bounded by Proposition 4.4. According to the above discussion, this means that u is ℓ 2 -cb in the sense of [30, Def. 2] . The result therefore follows from [30, Thms. 3.4 and 3.6 ].
We will now focus on Schauder bases on separable L p -spaces. We refer to [25, Chap. 1] for general information on this topic. We simply recall that a sequence (e k ) k≥1 in a Banach space X is a basis if for every x ∈ X, there exists a unique scalar sequence (a k ) k≥1 such that k a k e k converges to x. A basis (e k ) k≥1 is called unconditional if this convergence is unconditional for all x ∈ X. We record the following standard characterization. 
We will need the following elementary lemma.
. Since E is automatically closed under the L p -norm and Q is continuous, we obtain that Q(L p (ν)) = E.
Theorem 5.4. Let 1 ≤ p < ∞ and assume that (e k ) k≥1 is an unconditional basis of L p (Ω, µ). Then there exists a density g on Ω such that φ p,g (e k ) ∈ L 2 (gdµ) for any k ≥ 1, and the sequence (φ p,g (e k )) k≥1 is an unconditional basis of L 2 (gdµ).
Proof. Property (5.1) implies that for any λ = (λ k ) k≥1 ∈ ℓ ∞ , there exists a (necessarily unique) bounded operator T λ : L p (µ) → L p (µ) such that T λ (e k ) = λ k e k for any k ≥ 1. Moreover T λ ≤ C λ ∞ . We can therefore consider the mapping
and u is a bounded homomorphism. By Proposition 5.1, there is a constant C 1 > 0, and a density g on Ω such that with φ = φ p,g , the mapping
extends to a bounded operator
for any λ ∈ ℓ ∞ , with S λ ≤ C 1 λ ∞ . Assume first that p ≥ 2, so that L p (gdµ) ⊂ L 2 (gdµ). Let λ = (λ k ) k≥1 in ℓ ∞ and let (a k ) k≥1 be a finite scalar sequence. Then S λ (φ(e k )) = φT λ φ −1 (φ(e k )) = λ k φ(e k ) for any k ≥ 1, hence
Moreover the linear span of the φ(e k )'s is dense in L p (gdµ), hence in L 2 (gdµ). By Lemma 5.2, this shows that (φ(e k )) k≥1 is an unconditional basis of L 2 (gdµ). Assume now that 1 ≤ p < 2. For any n ≥ 1, let f n ∈ ℓ ∞ be defined by (f n ) k = δ n,k for any k ≥ 1, and let Q n : L p (gdµ) → L p (gdµ) be the projection defined by Q n k a k φ(e k ) = a n φ(e n ).
Then Q n = φT fn φ −1 hence Q n extends to an L 2 operator. Therefore, φ(e n ) belongs to L 2 (gdµ) by Lemma 5.3. Let p ′ = p/(p − 1) be the conjugate number of p, let (e * k ) k≥1 be the biorthogonal system of (e k ) k≥1 , and let φ ′ = φ * −1 . (It is easy to check that φ ′ = φ p ′ ,g , but we will not use this point.) The linear span of the e * k 's is w * -dense in L p ′ (µ). Equivalently, the linear span of the φ ′ (e * k )'s is w * -dense in L p ′ (gdµ), hence it is dense in L 2 (gdµ). Moreover for any λ ∈ ℓ ∞ and for any k ≥ 1, we have T * λ (e * k ) = λ k e * k . Thus for any finite scalar sequence (a k ) k≥1 , we have
According to Lemma 5.2, this shows that (φ ′ (e * k )) k≥1 is an unconditional basis of L 2 (gdµ). It is plain that (φ(e k )) k≥1 ⊂ L 2 (gdµ) is the biorthogonal system of (φ ′ (e * k )) k≥1 ⊂ L 2 (gdµ). This shows that in turn, (φ(e k )) k≥1 is an unconditional basis of L 2 (gdµ).
We will now establish a variant of Theorem 5.4 for non unconditional bases. Recall that if (e k ) n≥1 is a basis on some Banach space X, the projections P N : X → X defined by
a k e k are uniformly bounded. We will say that (e k ) k≥1 is an R-basis if the set {P N : N ≥ 1} is actually R-bounded. It follows from [4, Thm. 3.9] that any unconditional basis on L p is an R-basis. See Remark 5.6 (2) for more on this.
Proposition 5.5. Let 1 ≤ p < ∞ and let (e k ) k≥1 be an R-basis of L p (Ω, µ). Then there exists a density g on Ω such that φ p,g (e k ) ∈ L 2 (gdµ) for any k ≥ 1, and the sequence (φ p,g (e k )) k≥1 is a basis of L 2 (gdµ).
Proof. According to [24, Thm. 2.1], there exists a constant C ≥ 1 and a density g on Ω such that with φ = φ p,g , we have
Then the proof is similar to the one of Theorem 5.4, using [25, Prop. 1.a.3] instead of Lemma 5.2. We skip the details.
