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vKurzfassung
Die vorliegende Arbeit befasst sich mit der automatischen Gewinnung seman-
tischer Informationen aus Fernerkundungsdaten. Der Ansatz behandelt sowohl
die Aspekte der Extraktion von speziellen Objekttypen durch die Verwendung
von Bildverarbeitungsoperatoren als auch die Weiterverarbeitung dieser Ergeb-
nisse auf einer symbolischen Ebene. Das entstandene operative System integriert
a priori Wissen und die semantischen Eigenschaften der Objekte zur Erzeugung
einer konsistenten Gesamtinterpretation einer in digitaler Form vorliegenden
Szene.
Die hierarchisch arbeitende Interpretation verwendet Vorwissen u¨ber die Ob-
jekte sowie deren geometrische, topographische und radiometrische Auspra¨gung
in den verschiedenen Fernerkundungssensoren und die topologischen Beziehun-
gen der Objekte zueinander. Der hierarchische Ansatz fokussiert eine Betrach-
tung von großfla¨chigen Strukturen zu immer kleineren Details. Diese Hierar-
chie ermo¨glicht eine Effizienzsteigerung der Analyse, da fu¨r ein Objekt einer
Detaillierungsebene nur die darin mo¨glichen Sub-Hypothesen generiert werden
mu¨ssen.
Jede Hypothese besitzt eine holistische und eine strukturelle Methode, deren
Anwendung von einem problemunabha¨ngigen Analyseprozess aufgerufen wird.
Der holistische Teil beinhaltet einen fu¨r die Objektklasse der Hypothese spezifi-
schen Bildverarbeitungsoperator mit dem aktuellen Kontext angepassten Para-
metern zur Extraktion von Bildobjekten. Die strukturelle Verifizierung bewertet
und gruppiert die vorliegenden Sub-Hypothesen bezu¨glich eines abstrakteren
Begriffes.
Das verwendete Wissen wird in Form eines Semantischen Netzes eingebracht.
Diese explizite Form der Wissensrepra¨sentation bietet eine strukturierte Dar-
stellung der Wissensbasis. Vorhandenes Wissen aus bereits vorliegenden Inter-
pretationen oder geographischen Datenbanken kann in die Analyse integriert
werden. Die Integration von multisensoriellen und multispektralen Daten auch
mit unterschiedlichen Auflo¨sungen werden im System konsequent behandelt.
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Das entstandene wissensbasierte Interpretationssystem wird fu¨r die automati-
sche Erzeugung von hierarchischen Kartendarstellungen mit einer korrespon-
dierenden strukturierten Beschreibung von komplexen Szenen in Fernerkun-
dungsdaten eingesetzt. Die Ergebnisse enthalten semantische Zusatzinforma-
tionen und ko¨nnen fu¨r die Erstellung oder Aktualisierung von geographischen
Datenbanken und die Erstellung von thematischen Karten eingesetzt werden.




The aim of this thesis is to take a close look at the possibilities for automatic ex-
traction of semantic information from remote sensing data. The approach deals
both with the aspects of extraction of special types of objects by using image
processing operators and further processing of these results on a symbolic level.
The operative system that has been developed integrates a priori knowledge and
semantic features of the objects to generate a consistent overall interpretation
of a scene presented in digital form.
The hierarchical interpretation employs previous knowledge of the objects and
their geometrical, topographical and radiometric form in the different remote
sensors as well as the topological relations between the objects. The hierarchical
approach focusses the viewing of large format structures down to smaller details.
This hierarchy increases the efficiency of the analysis, since for one object of a
certain detail level only associated sub-hypothesis have to be generated.
Each hypothesis consists of a holistic and a structural method. The related
applications of these methods are called by a problem-independent analysis
process. The holistic part comprises an image processing operator that is specific
to the hypothesis’ class of objects. The parameters of the operator are adapted
to the actual context of the object extraction. The structural verification values
and groups the sub-hypotheses with regard to a more abstract form.
The knowledge that is used, is introduced in form of a semantic net. This explicit
form of represented knowledge offers a structured description of the knowledge
base. Available knowledge from already existing interpretations or geographical
databases can be integrated into the analysis. The integration of multi-sensorial
and multi-spectral data, even with different resolutions, is consequently proces-
sed in the system.
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The implemented knowledge based interpretation system is used for automatic
generation of hierarchical map representations with a corresponding, structured
description of complex scenes in remote sensing data. The results contain addi-
tional semantic informations. They can be either used for creation or updating
of geographical databases or for the generation of thematic maps.
Keywords: knowledge based system, image interpretation,
remote sensing, semantic net,
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1 Einleitung
Die Umgestaltung des menschlichen Lebensraumes erfolgt weltweit mit zuneh-
mender Geschwindigkeit als Folge meist anthropogener Einflu¨sse (“Changing
Earth“). In Zukunft muss daher erheblich schneller und sta¨rker diversifiziert
die Erfassung und Darstellung dieser Entwicklungen durchgefu¨hrt werden, um
fundierte Vorhersagen und Entscheidungen fu¨r die Zukunft oder im Katastro-
phenfall treffen zu ko¨nnen. Es zeichnet sich z. B. ab, dass fu¨r eine Reihe von
Fragestellungen – Landnutzung, Monitoring, Katastrophenschutz – die Land-
schaftsvera¨nderungen in Zukunft quasi kontinuierlich zu erfassen sein werden.
Die Rechner- und Sensorentwicklung hat Georaphische-Informationssysteme
(GIS) und Satellitenfernerkundung an die Schwelle operationeller Nutzung ge-
bracht (ATKIS, LANDSAT), ohne dass jedoch bisher die Mo¨glichkeiten gegen-
seitiger Synergien wissenschaftlich ausreichend erforscht wa¨ren. Hierzu soll der
vorliegende Ansatz einen methodischen Beitrag liefern, wobei er inhaltlich auf
das aktuelle Thema “Erzeugung und Verifikation von Daten fu¨r GI-Systeme”
bezogen ist.
Dieser Ansatz vereinigt grundlegende Untersuchungen der semantischen und
geometrischen Objektmodellierung mit dem Ziel, bei der Interpretation von
Fernerkundungsdaten einen mo¨glichst hohen Automatisierungsgrad zu errei-
chen. Hierbei hat sich das Einbringen von Zusatzwissen sowohl in Form von Wis-
sen u¨ber die Zusammenha¨nge als auch Hinweise aus vorangegangen Interpreta-
tionen aus anderen Informationsquellen in den Interpretationsablauf bewa¨hrt.
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1.1 Einordnung der Arbeit
Motiviert ist die Arbeit durch Fragestellungen aus dem Bereich der Angewand-
ten Informatik, hier im Speziellen der Photogrammetrie, Kartographie oder auch
Geo-Informatik, zur automatischen Gewinnung von speziellen Objektklassen
aus Fernerkundungsdaten. Ziel ist es in den genannten Disziplinen, aus vor-
liegenden digitalen Bilddaten Objekte und semantische Kontextinformationen
automatisch zu extrahieren, sodass diese in einer Datenbank (GIS) persistent
gehalten werden ko¨nnen. Die zusa¨tzlich gewonnenen Attribute und semanti-
schen Zusatzinformationen ko¨nnen ebenfalls Eingang in die Datenbank finden.
Diese Datenbesta¨nde bilden die Grundlage fu¨r Karten unterschiedlicher Anwen-
dungsfelder (Thematische-Karten) in variablen Maßsta¨ben, der elektronischen
Pra¨sentation oder als Kolateraldaten fu¨r spezielle Fragestellungen, wie etwa der
Sta¨dteplanung, des Umweltschutzes oder des Katastrophenschutzes.
Zur Umsetzung wurde auf Methoden der Praktischen Informatik und Theoreti-
schen Informatik zuru¨ckgegriffen. Es wurde auf einen modularen Aufbau, eine
effiziente Umsetzung der Algorithmen (Parallelisierung von Prozessen) und eine
formale Beschreibung von Teilaufgaben geachtet.
1.2 Problemstellung und Motivation
Die große Anzahl bereits existierender Satelliten mit bildgebenden Sensoren er-
zeugen teilweise kontinuierlich digitale Daten. Diese Datenmengen ko¨nnen be-
reits heute nicht mehr manuell ausgewertet werden. Hinzu kommen laufend neue
Satelliten mit einer steigenden Anzahl von immer ho¨her auflo¨senden Sensoren.
Um eine Nutzung der Daten zu ermo¨glichen, ist eine Interpretation mit einem
mo¨glichst hohen Automatisierungsgrad von großer Bedeutung. Dem gegenu¨ber
steht das Problem, dass es sich um stark variierendes Datenmaterial mit sehr
komplexem Inhalt handelt und eine Auswertung mit einfachen Mitteln nicht zu
erreichen ist.
Grundlegend fu¨r den Prozess der Interpretation von Fernerkundungsdaten ist
die Verwendung einer Reihe von unterschiedlichen Verfahren zur Bildauswer-
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tung. Hierzu geho¨ren Filterverfahren, Kanten-, Textur- und Regionendetekti-
onsverfahren sowie modellbasierte Verfahren und spezielle Objektklassifikati-
onssysteme. Es existieren bereits eine große Anzahl solcher Verfahren, die in
der Lage sind, aus speziellen Daten einzelne Objekte oder Objektklassen zu
extrahieren. Je nach vorliegendem Datenmaterial und Objekttyp bestehen die-
se Verfahren aus einfachen Schritten, wie etwa das Setzen eines Schwellwertes
fu¨r den gesamten Datensatz, bis hin zu Verfahren, die mit sich adaptierenden
Modellen versuchen, Objekte in den Daten zu verifizieren.
Existierende Bildverarbeitungsysteme wie KHOROS, HALCON oder ERDAS
liefern eine Reihe von Verfahren, um Bilder zu manipulieren oder Bildeigenschaf-
ten zu extrahieren. Einige dieser Systeme sind an spezielle Anwendungsgebiete
angepasst, wie beispielsweise ERDAS, das spezielle Verfahren fu¨r die Auswer-
tung von Fernerkundungsdaten beinhaltet.
Die Nachteile der bestehenden Systeme liegen darin begru¨ndet, dass Wissen
u¨ber Zusammenha¨nge der Objektbeziehungen nur selten genutzt und in die
Analyse integriert wird. Weiterhin ist die Zusammenarbeit von symbolischen
und subsymbolischen Verfahren fu¨r eine automatische Interpretation nicht aus-
reichend umgesetzt, da diese Verbindung meist nur unidirektional, von der sub-
symbolischen zur symbolischen Ebene ausgelegt ist. Einen letzten Punkt betrifft
die Integration von Wissen aus vorangegangenen Interpretationen, das beispiels-
weise in geographischen Datenbanken oder als thematische Karte vorliegen kann
und dessen Integration in den genannten Systemen nicht beru¨cksichtigt ist.
1.3 Stand der Technik
Die wissensbasierte Bildinterpretation hat zum Ziel, Objekte in einem Bild zu
erkennen und diese mit einer symbolischen Bedeutung zu versehen, die der
Beschreibung, wie sie ein menschlicher Auswerter erstellen wu¨rde, a¨hnlich ist.
Hierbei gliedert sich das Problem der wissensbasierten Bildinterpretation in die
Bereiche der subsymbolischen und der symbolischen Interpretation. Der sub-
symbolische Bereich umfasst die Extraktion von Regionen oder Segmenten im
Bildbereich, deren Prozess immer auf der Anwendung von Bildverarbeitungs-
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operatoren basiert. Der symbolische Bereich betrifft die Bedeutungszuweisung
zu den Regionen oder Gruppierungen dieser und die Gewinnung von semanti-
scher Information zu den extrahierten Objekten.
Als erste Systeme zur wissensbasierten Bildinterpretation von Fernerkundungs-
daten sind ECHO [56],VISION [43], ACRONYM [21], SPAM [65], BPI [62],
und MESSIE [26] zu nennen. Im Vordergrund steht hier die Erkennung von
Einzelobjekten wie Straßen, Geba¨ude oder von Flugzeugen in Einzelbildern.
Die meisten dieser Systeme arbeiten mit Regeln, deren Regelbasen schnell an-
steigen und unu¨bersichtlich werden. Ein weiteres Problem bei der Anwendung
von Regeln ist, dass die Systeme erst terminieren, falls keine Regel mehr an-
wendbar ist. Da hier nicht der optimale Weg zum Ziel gewa¨hlt, sondern eher
jede Alternative getestet wird, sind die Laufzeiten solcher Systeme groß. Einige
der Systeme behandeln nur die wissensbasierte Gruppierung von Objektteilen
also den symbolischen Teil und gehen dabei von einer idealen Segmentierung
aus.
Wharton [105] entwickelte ein wissensbasiertes Expertensystem zur Klassifika-
tion von urbanem Gela¨nde und zur Bestimmung weiterer Landnutzungstypen.
Das von Matsuyama beschriebene System SIGMA [75] [76] wurde zur Analyse
von Fernerkundungsdaten eingesetzt. Ton [103] kombiniert ein Expertensystem
mit Kontextinformationen. Einen guten U¨berblick u¨ber die bis 1990 entstan-
denen Ansa¨tze zur Bildinterpretation findet man bei Arigialis und Harlow [7],
die ihre Ergebnisse folgendermaßen zusammenfassen: “Knowledge based image
interpretation can upgrade the state of image analysis capabilities from brute
force mathematical and statistical approaches to analysis techniques based on
interpretation logic and heuristics.”
Das System ERNEST [88] [73] [74] [89] [58] [59] ist ein allgemeiner Ansatz zur
Behandlung von Mustererkennungsaufgaben. Das zu verwendende Vorwissen
wird u¨bersichtlich in Form von Semantischen Netzen abgelegt, wobei die Struk-
turiertheit durch eine Beschra¨nkung auf wenige Relationstypen erreicht wird.
Die Analyse eines Datenbestandes wird als Suchproblem aufgefasst, wobei zu
einem Zeitpunkt immer der am besten bewertetste Suchbaumknoten weiterver-
folgt wird. Ein Suchbaumknoten entha¨lt dabei eine in sich konsistente (Teil-)
Interpretation des zu analysierenden Datensatzes. Der als na¨chstes auf dieser
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Interpretation auszufu¨hrende Analyseschritt wird durch eine feste Anzahl von
Regeln ausgewa¨hlt.
AIDA [61][101][40] ist ein an die in ERNEST verwendeten Strategien ange-
lehntes System zur Interpretation von Bilddaten. Um das System flexibler zu
gestalten, wurden die in ERNEST statischen Regeln durch eine dynamische Re-
gelmenge ersetzt, deren Auswahl u¨ber ein Priorita¨tensystem getroffen wurde.
Weiterhin wurde das System in [40] und [80] zur multitemporalen Auswertung
erweitert und verwendet.
Neuere Ansa¨tze der wissensbasierten Interpretation [20][9][10] [32][66] von Fern-
erkundungsdaten sind auch in den kommerziellen Programmen der Firmen
ERDAS und Definiens zu finden.
ERDAS bietet mit dem Tool ExpertClassifier einen regelbasierten, hierarchi-
schen Klassifikationsansatz, der wissensbasierte Entscheidungsba¨ume verwalten
und nutzen kann. Jede Objektklasse beinhaltet einen eigenen Entscheidungs-
baum, der aus Hypothesen, Variablen, Bedingungen und Regeln aufgebaut ist.
Die Regeln greifen auf die Variablen und Bedingungen zu, die wiederum aus den
Eingangsdaten gewonnen werden. Eingangsdaten ko¨nnen beliebigen Sensoren
entstammen oder auch synthetisch aus diesen bestimmt worden sein. Ebenfalls
sind Vektordaten z. B. aus einem GIS integrierbar. Unterschiedliche Auflo¨sungen
des Rasters werden vom System umgesetzt. Dieser jedoch nur pixelbasierte An-
satz bezieht keine Nachbarschaftsrelationen zwischen Objekten in die Analyse
mit ein.
Die Firma Definiens geht mit ihrem Produkt eCognition von den rein pixelori-
entierten Methoden hin zu segmentorientierten Ansa¨tzen. Die Basis zum Bilden
von Segmenten beruht auf der ”Fractal Net Evolution-Technik”, wobei Homo-
genita¨tskriterien zum Bilden der Segmente [19] Verwendung finden. Die kom-
plexere Gruppierung erfolgt anschließend mittels eines Semantischen Netzes, das
als wissensbasierter Entscheidungsbaum die eigentliche Klassifikation entweder
anhand von ”fuzzy logic” basierten Zugeho¨rigkeitsfunktionen oder den Vergleich
mit Testfla¨chen (Nahester Nachbar Klassifikator) realisiert. Jedes Segment wird
als Knoten im Semantischen Netz dargestellt. Innerhalb des aus Knoten ent-
stehenden hierarchischen Ergebnisnetzes ko¨nnen Relationen zu benachbarten,
unter- und u¨bergeordneten Knoten fu¨r die Analyse genutzt werden. Nachteil des
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Ansatzes ist die Festlegung auf eine Funktion zur Segmentierung der Bilddaten
und die Bedingung, dass alle Eingangsdaten u¨ber dieselbe Auflo¨sung verfu¨gen.
Weiterhin ist der Import von Vektor-Daten nicht mo¨glich und die Segmentie-
rungsergebnisse sind bereits bei kleinen Vera¨nderungen des Bildausschnittes im
U¨berschneidungsbereich nicht reproduzierbar [70]. Die Ursache hierfu¨r liegt in
dem Segmentierungsprozess, der weiterhin nicht vero¨ffentlicht ist. Durch den
Einsatz von nur einem Verfahren zur Aufteilung der betrachteten Szene wird
die Behandlung von Alternativen umgangen, jedoch auf die Potentiale anderer
Verfahren verzichtet.
Steinnocher und Bauer [15][97] verwenden die auf der Graphtheorie basierende
Software SAMS [11], um die Struktur von klassifizierten Bilddaten zu analysie-
ren. Die Ergebnisse benutzen sie anschließend zur Konstruktion des Netzwerkes
von Regeln in eCognition.
Die genannten Systeme sind bisher nicht zur vollautomatisierten Auswertung
von Fernerkundungsdaten geeignet, da die Parametrisierung der anzuwenden-
den Operatoren manuell vorgenommen werden muss und die Ergebnisse sehr
stark vom verwendeten Bildmaterial abha¨ngen. Dies liegt bei den Systemen von
ERDAS und eCognition darin begru¨ndet, dass nur Regionen auf Basis eines
Einheitlichkeits-Kriteriums gebildet werden, jedoch keine symbolische Analyse
stattfindet.
1.4 Ziele der Arbeit
Die zuvor geschilderten Probleme bei der Integration von zusa¨tzlichem Wissen
in den Analyseprozess sollen behoben werden, wodurch nicht nur die Qualita¨t,
sondern auch die Plausibilita¨t der Ergebnisse erho¨ht werden soll. Ein wichtiger
Gesichtspunkt dieser Arbeit ist dabei der umfassende Ansatz zur Bildinterpre-
tation, indem sowohl subsymbolische als auch symbolische Verfahren integrativ
Verwendung finden, und die Mo¨glichkeit der leichten Anbindung externer Ver-
fahren durch eine modulare Gestaltung des Gesamtsystems.
Die mit diesem hybriden Ansatz einhergehende Erho¨hung des Automatisie-
rungsgrades bei der Interpretation von Fernerkundungsdaten stellt ein zentrales
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Ziel dieser Arbeit dar. Weiterhin wird auch auf die Problematik der subsymboli-
schen Verfahren eingegangen, die die grundlegenden Daten fu¨r eine strukturelle
Analyse liefern und ohne die ein wissensbasiertes System nur eine leere Hu¨lle
wa¨re.
Im Vordergrund steht die Realisierung eines nicht nur zu akademischen, son-
dern auch fu¨r praktische Belange einsetzbaren Systems. Es wurde auf klare
Schnittstellen zwischen den Modulen, leichte Integrationsmo¨glichkeiten fu¨r ex-
terne Bildverarbeitungsoperatoren und die bereits angesprochene Parallelisie-
rung von Analyseprozessen zur Beschleunigung der Analyse geachtet.
1.5 Aufbau der Arbeit
Das Kapitel 2 bildet die Einfu¨hrung in die Thematik der vorliegenden Arbeit.
Hier wird der Themenbereich motiviert, grundlegende Begriffe definiert und ein
U¨berblick u¨ber den behandelten Themenkomplex gegeben.
Im Kapitel 3 werden beispielhaft zwei im Rahmen der Arbeit realisierte Bild-
verarbeitungsoperatoren vorgestellt. Diese und weitere Verfahren bilden die
Grundlage der in Kapitel 5 folgenden symbolischen Analyse.
Um den Automatisierungsgrad einer Interpretation von Fernerkundungsdaten
zu erho¨hen und die Ergebnisqualita¨t zu verbessern, mu¨ssen Ansa¨tze gefun-
den werden, wann die Verfahren, wie sie in Kapitel 3 angesprochenen wur-
den, anzuwenden sind, wie diese problemspezifisch initialisiert und wie die ge-
gebenenfalls konkurrierenden Ergebnisse verschiedener Verfahren zu bewerten
sind. Das Kapitel 4 gibt einen U¨berblick und eine Einordnung von Wissens-
repra¨sentationsformen und ihrer Nutzung, die fu¨r die vorliegende Fragestellung
in Betracht kommt.
Aus der Diskussion der in Kapitel 4 vorgestellten Formalismen resultiert das
in Kapitel 5 beschriebene System. Die verschiedenen Aspekte des realisierten
Systems werden hier motiviert und diskutiert.
Die im Rahmen der Untersuchungen erzielten Ergebnisse sind im Kapitel 6
dargestellt. Anhand konkreter Anwendungsbeispiele aus der Praxis der Luft-
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bildauswertung wird die Leistungsfa¨higkeit des vorgeschlagenen Verfahrens zur
Diskussion gestellt.
Mit der Zusammenfassung (Kapitel 7) erfolgt ein bewertender U¨berblick aller
Komponenten in Form einer Gesamtdarstellung.
Aus dem U¨berblick u¨ber den Aufbau der Arbeit ist eine Fokussierung auf die
zwei wesentlichen Problemstellungen bei der wissensbasierten Interpretation von
Fernerkundungsdaten ersichtlich. Bei dem hier zur Diskussion stehenden hybri-
den Ansatz steht sowohl die Extraktion von symbolischer Information (Kapi-
tel 3) als auch die weitere Verarbeitung der entstandenen Symbole (Kapitel 5)
in einem wissensbasierten System im Vordergrund. Die Notwendigkeit des Ein-
satzes eines wissensbasierten Systems wird durch die Darstellung der Problema-
tiken, wie sie bei der Straßenextraktion (Kapitel 3.1) auftreten, motiviert, wobei
der vorgestellte Bildverarbeitungsoperator als repra¨sentatives Beispiel anzuse-
hen ist.
Die Arbeit spiegelt somit die Hierarchie der in der Bildverarbeitung vorliegend
Ansa¨tze wieder, die im einfachsten Fall durch Bildbearbeitungsoperatoren re-
pra¨sentiert werden. Hierzu geho¨ren Filteroperatoren oder das A¨ndern der Hel-
ligkeit des Bildes. Diese Operatoren zeichnen sich dadurch aus, dass sie jeden
Punkt eines Bildes mit derselben Funktion bearbeiten und folglich keine Stra-
tegie besitzen. Sie eignen sich folglich fu¨r eine interne Parallelisierung der Bild-
bearbeitungsaufgabe und sind allgemein einsetzbar. Besitzen diese Operatoren
Parameter, so ist die Auswirkung auf das Ergebnis, die durch eine Parame-
tera¨nderung hervorgerufen wird, vorhersagbar.
Die modellbasierten Verfahren decken spezielle Aufgaben der Erkennung von
Objekten aus Bilddaten ab. Beispielsweise werden hier rechteckige und rote
oder la¨ngliche miteinander verbundenen Objekte extrahiert. Das erste Beispiel
ko¨nnte Hinweise auf Hausda¨cher, das zweite Hinweise fu¨r Straßen in Fernerkun-
dungsdaten liefern. Diese Verfahren zeichnen sich dadurch aus, dass sie aufwen-
diger sind als die erstgenannten Bildbearbeitungsoperatoren, jedoch bezu¨glich
ihrer Aufgabenstellung auch erheblich leistungssta¨rker sind. Die Bilddaten wer-
den nicht mehr monoton, sondern anhand einer internen – impliziten – Strategie
abgearbeitet. Die Anwendbarkeit dieser Operatoren ist auf eine mehr oder we-
niger umfangreiche Klasse von Bildern beschra¨nkt, in denen die Objekte die im
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Modell beschriebenen Eigenschaften besitzen.
Die wissensbasierten Verfahren (Kapitel 4) arbeiten auf Symbolen, die in dem
hier vorliegendem Kontext durch die oben genannten Verfahren generiert wer-
den und somit die Basis fu¨r die auch als symbolische Verfahren bezeichneten
Ansa¨tze bilden. Zentral ist hier die Strategie, die unabha¨ngig von den Bilddaten
explizit formuliert wird und somit ein ho¨heres Abstraktionsniveau (Metastruk-
tur) darstellt.
Das in Kapitel 5 beschriebene hybride System integriert rein numerische Verfah-
ren der Signalverarbeitung bis hin zu symbolischen Repra¨sentationen und ihre
Verarbeitung (Gruppierung, Strukturierung und Konfliktlo¨sung). Die Aufgaben
werden systematisch u¨ber die verschiedenen Abstraktionsebenen strukturiert.
Hierdurch wird die Basis fu¨r eine Lo¨sungsstrategie von komplexen Problemstel-
lungen aus dem Bereich der bildhaften Mustererkennung bereitgestellt.
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2 Grundlagen der digitalen
Bildinterpretation
Ein allgemein bekanntes und kompetentes Bildinterpretationssystem ist die
menschliche visuelle Wahrnehmung. Es ist nicht nur enorm leistungsfa¨hig, son-
dern auch konzeptionell a¨sthetisch, da es auf einem Systemmodell basiert. Die
automatische Interpretation von Fernerkundungsdaten ist nun der Versuch, ver-
gleichbare Kompetenzen unter Verwendung eines digitalen Systems nachzubil-
den.
Die Nachbildung des gesamten neurobiologischen Systems des Menschen ist je-
doch bisher nicht mo¨glich und bei der zu behandelnden Fragestellung auch nicht
Thema, jedoch lassen sich die Funktionen einzelner Komponenten der menschli-
chen Wahrnehmung mehr oder weniger gut fu¨r spezielle Fragestellungen nachbil-
den. Diese Funktionen sind meist von einer Reihe von Parametern abha¨ngig und
bei der Anwendung auf anderes Datenmaterial (neuer Sensor, andere Auflo¨sung)
fehleranfa¨llig, wodurch die mit diesen Methoden zuverla¨ssig lo¨sbaren Aufgaben
eingeschra¨nkt sind. Die automatische Bearbeitung von komplexen Bildinterpre-
tationsaufgaben ist jedoch bei Themenstellungen wie der Fernerkundung auf-
grund der großen und kontinuierlich anfallenden Datenmengen wu¨nschenswert.
Da es in na¨herer Zukunft keine allumfassenden und generellen Bildinterpreta-
tionssysteme geben wird, bietet es sich an, durch Einbringen und Akquirieren
von Wissen der Beschra¨nktheit, Parameterabha¨ngigkeit und Unzula¨nglichkeit
der existierenden Verfahren entgegenzuwirken.
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2.1 Begriffe der Bildverarbeitung
Ziel der Luftbildinterpretation ist die Zuweisung einer Beschreibung oder Be-
deutung zu einem Bild und dessen Teilen. Um die Bilddaten in einem Rechner
bearbeiten zu ko¨nnen, mu¨ssen diese in digitaler Form vorliegen. Die Digita-
lisierung von analogen Daten geschieht in zwei Schritten, der Rasterung und
der Quantisierung. Bei der Rasterung wird das Bild mit einem quadratischen
(in seltenen Fa¨llen einem nicht quadratischen, aber rechteckigen) Gitter in Ra-
sterstu¨cke, den Bildpunkten, unterteilt. Die Gitterweite ha¨ngt von der Auflo¨sung
der vorliegenden Bilddaten und der spa¨teren Anwendung ab. Bei der Quanti-
sierung wird jedem Rasterfla¨chenstu¨ck ein Wert zugewiesen. Bei grauwertigen
Bildern ist dieses meist ein Wert aus der Menge G = 0, 1, ..., 255, wobei 0 den
dunkelsten Wert (schwarz) und 255 den hellsten Wert (weiß) repra¨sentiert.
Da der Begriff Bild ein breites Spektrum von Bedeutungen hat, soll er und wei-
tere, mit der Arbeit im Zusammenhang stehenden Begriffe definiert werden.
Bild: Ein Bild ist eine zweidimensionale in digitaler Form gespeicherte Matrix
von Bildelementen p, auch Pixel genannt.
I = g(i, j) mit: 0 ≤ i < L− 1, 0 ≤ j < M − 1 L,M ∈ NI
Hierbei ist L eine ganze positive Zahl, die Gro¨ße – Anzahl der Bildpunkte –
des Bildes in X-Richtung undM entsprechend fu¨r die Y-Richtung. Ein digitales
Bild I ist im einfachsten Fall eine zwei dimensionale Matrix von natu¨rlichen
Zahlen.
Bildelement: Kurzform des Bildelement ist Pixel fu¨r “Picture Element” als
kleinstes Informationselement in einem zweidimensionalen Rastermodell. Ein
Pixel entha¨lt als Informationseinheit im einfachsten Fall eine bina¨re Informa-
tion. Es ko¨nnen aber auch beliebige Bereiche des ganzzahligen Zahlenraumes,
Fließkommazahlen – z. B. bei Ho¨hendaten – oder ein Vektor von Zahlen sein.
Im letzten Fall spricht man von mehrba¨ndigen- oder mehrkana¨ligen Bildern.
Die mathematische Darstellung der Bilddaten wird hierfu¨r um eine Dimension
erho¨ht I = g(i, j, b) mit 0 ≤ b < B − 1, wobei B ∈ NI die Anzahl der Kana¨le
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bezeichnet. Bei Bildsequenzen kommt die Zeit als weitere Dimension t hinzu:
I = g(i, j, n, t) mit 0 ≤ t < T − 1 und T ∈ NI .
Die aus der digitalen Bildverarbeitung stammende Bezeichnung Pixel wurde in
die Geoinformatik u¨bernommen. Bei Rastermodellen werden die Begriffe nicht
immer einheitlich benutzt. Man sagt statt Rasterzelle ha¨ufig nur Raster, ob-
wohl mit Raster nur die sich in den Gitterpunkten kreuzenden Gitterlinien ge-
meint sind. Von einem Gitter (grid, lattice) spricht man, wenn das System der
Gitterpunkte gemeint ist. Grid-Strukturen geho¨ren also zur Klasse der Vektor-
Modelle.
Bildobjekt: Ein Bildobjekt, auch kurz Objekt, ist eine Menge von Pixeln,
die aufgrund ihrer Charakteristika eine strukturierte Entita¨t in einer Doma¨ne
darstellen. Die gewa¨hlten Charakteristika sind abha¨ngig von der Anwendung.
Extraktion: Die Extraktion betrifft das Erkennen von Bildobjekten (hier: in
digitalen Bilddaten), die als Grundlage einer Interpretation dienen ko¨nnen. Sie
erfolgt anhand gegebener Kriterien und liefert Objekte, denen aber noch keine
Bedeutung zugeordnet sein muss.
Fernerkundungsdaten im Speziellen bestehen aus einer Menge von Bildelemen-
ten, die Informationen u¨ber die reflektierte oder emittierte Strahlung der Erd-
oberfla¨che innerhalb eines mehr oder weniger engen Bereiches des elektroma-
gnetischen Spektrums abbilden. Der abgebildete Spektralbereich entscheidet –
neben der Auflo¨sung – daru¨ber, welche Objektklassen wie sicher erkannt werden
ko¨nnen.
Semantikfunktion: Eine Semantikfunktion oder auch Klassifikation ist ei-
ne Abbildung, die jedem Objekt oi in einem Bild I ein Symbol sj aus einer
Menge von Bedeutungen L zuweist. L wird auch als Bildbeschreibungssprache
bezeichnet und deren Objekte als Klassen. Eine Semantikfunktion ist gegeben
durch:
i) Eine Menge L von Symbolen, die die mo¨glichen Bedeutungen der Bildob-
jekte umfassen.
ii) Die Abbildung: fS : (o1, ...on|oi ⊆ I)→ (s1, ...sm|sj ∈ L)
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Interpretation: Eine vorliegende Interpretation oder Bedeutung ist gegeben
durch ein Bild, dessen Objekten eine Bedeutung zugewiesen wurde. Es gibt Defi-
nitionen, die die Interpretation als eine Bedeutungszuweisung zu dem gesamten
Bildinhalt verstehen (Beispiel: ”Dieses ist ein dadaistisches Bild”).
Die vorliegende Interpretation eines Bildes wird in dieser Arbeit als die be-
stehende Zerlegung eines Bildes in Objekte und den Bedeutungen, die diesen
Objekten zugewiesen wurden, verstanden. Da ein Bild unter Umsta¨nden auf
mehrfache Weise zerlegt werden kann, ist auch die Interpretation nicht immer
eindeutig bestimmt. Der Prozess der Interpretation wird als Interpretationspro-
zess oder auch kurz als Interpretation bezeichnet, wobei die Doppeldeutigkeit
des Wortes u¨ber den Kontext aufgelo¨st wird in dem es Verwendung findet.
Die dem Interpretationsprozess innewohnende Problematik liegt sowohl in der
Bestimmung der Bildobjekte u¨berhaupt als auch darin, die Mehrdeutigkeiten
durch geeignete Einschra¨nkungen aufzulo¨sen.
Interpretationsprozess: Der Interpretationsprozess (kurz Interpretation)
oder auch Bilddeutungprozess liefert die Zuweisung von Semantik (Bedeutungs-
inhalt) zu Objekten in Bildern unter Verwendung einer Semantikfunktion.
Die Interpretation eines Bildes oder dessen Bildobjekte, also das Auffinden sei-
ner Semantik, ergibt sich durch die Verwendung eines Modells. Im Modell wer-
den die Beziehungen zwischen den Objekten und deren Geometrie sowie anderen
Merkmalen, die fu¨r die Interpretation von Bedeutung sind, abgelegt.
Die Interpretation ist eine Abbildung zwischen zwei verschiedenen Re-
pra¨sentationsformen, wobei der Ursprung konkreter als das Ergebnis ist. Ma-
thematisch ist es eine surjektive Abbildung, die auf einer Zuordnung basiert.
Interpretationen, die auf unterschiedlichen Ansa¨tzen beruhen, fu¨hren im Nor-
malfall bei denselben Daten zu unterschiedlichen Ergebnissen. Diese Unterschie-
de ko¨nnen die Qualita¨t, die Darstellungsform und den Inhalt betreffen. Will man
die Ergebnisse qualitativ beschreiben, so mu¨ssen die zu Grunde liegenden Mo-
delle und die der Interpretation zu Grunde liegenden Ziele mitberu¨cksichtigt
werden.
Bildbearbeitung: Ist B eine Menge von Bildern, so ist die Bildbearbeitung
eine Transformation von existierenden Bildern I in neue Bilder I ′. Hierbei wird
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jedoch keine Beschreibung der Bedeutungsinhalte erzeugt, also keine Interpre-
tation durchgefu¨hrt.
fB : (I1, ...In|Ii ∈ B)→ (I ′1, ...I ′m|I ′j ∈ B)
Bildverarbeitung: Die Bildverarbeitung ist eine mathematische Methode
bzw. ein Algorithmus, der eine Transformation eines Bildes durchfu¨hrt. Das
Ergebnis der Transformation ist nicht zwingend in neues Bild. Es ko¨nnen auch
Eigenschaften des Bildes in einer anderen Form repra¨sentiert werden. Die digita-
le Bildverarbeitung auf einem Rechner wird durch Bildverarbeitungsoperatoren
realisiert, die eine programmtechnische Umsetzung eines Algorithmus darstel-
len.
Bildklassen: Die Ergebnisse eines Bildverarbeitungsoperators sind in vielen
Fa¨llen sehr stark von den verwendeten Eingangsbildern abha¨ngig. Die Anwen-
dung eines Bildverarbeitungsoperators ist daher meist auf eine Klasse von Bilden
beschra¨nkt. Werden Bilder einer anderen Klasse verarbeitet, so ist ein sinnvol-
les Ergebnis nicht garantiert. Die Klassenzugeho¨rigkeit entscheidet sich anhand
von zum Bild geho¨renden Attributen. Im vorliegenden Themenkomplex z. B.
durch den Sensortyp und die Auflo¨sung eines Bildes.
Parameter: Die Parameter eines Bildverarbeitungsoperators umfassen die Da-
ten, die fu¨r die Ausfu¨hrung des ihm innewohnenden Algorithmus notwendig
sind. Die verwendeten Bilder und die Ergebnisse geho¨ren nicht zu den Parame-
tern eines Bildverarbeitungsoperators.
Parameterabha¨ngigkeit: (Interbildklassenabha¨ngigkeit) Wird ein Bildver-
arbeitungsoperator der fu¨r eine Klasse von Bilder mit konstanten Parametern
gute Ergebnisse liefert, auf eine andere Bildklasse angewendet, die generell fu¨r
eine Anwendung mit dem vorliegenden Bildverarbeitungsoperator geeignet ist,
so mu¨ssen die Parametereinstellungen im Normalfall angepasst werden.
Parameterempfindlichkeit: (Intrabildklassenabha¨ngigkeit) Die Ergebnis-
qualita¨t kann auch innerhalb einer Klasse von Bildern fu¨r unterschiedliche
Parameterbelegungen unterschiedlich sein. So ko¨nnen etwa kleine Parame-
tera¨nderungen fu¨r einige Bilder einer Klasse zu besseren Ergebnissen fu¨hren,
wohingegen andere Bilder dieser Klasse hiermit schlechtere Ergebnisse liefern.
subsymbolische Verfahren: Die subsymbolischen Bildverarbeitungsopera-
16 2 Grundlagen der digitalen Bildinterpretation
toren umfassen alle Algorithmen, die Bilddaten verarbeiten. Diese Operatoren
liefern gegebenenfalls semantische Informationen zu den vorliegenden Bilddaten,
die die Grundlage (Symbole) der symbolischen Verfahren darstellen. Subsymbo-
lische Verfahren sind implizit in dem Sinne, dass das Wie vom Anwender nicht
vera¨ndert werden kann. Auch ist die intern vorliegenden Strategie nicht nach
außen sichtbar – oft interessiert es den Anwender auch nicht, wie eine Aufgabe
gelo¨st wird. Sie werden auch als implizit oder Low-Level -Verfahren bezeichnet.
symbolische Verfahren: Diese Verfahren arbeiten auf symbolischer Ebene.
Der Ursprung der Symbole ist hier nicht wichtig. Ausschlaggebend sind ihre At-
tribute und die Relationen der Symbole untereinander. Symbolische Verfahren
werden auch als explizite oder High-Level -Verfahren bezeichnet, da die Strategie
der Verarbeitung der Daten dem Anwender zuga¨nglich gemacht wird und diese
auch von ihm modifiziert werden kann.
Hybride Systeme: Hybride Systeme bezeichnen Ansa¨tze, in denen nicht nur
ein einziger Formalismus zur Lo¨sung einer Aufgabe verwendet wird, sondern
eine Kombination verschiedener Ansa¨tze. Fu¨r die unterschiedlichen Aufgaben
und die differenten vorliegenden Abstraktionsebenen, in die ein Problem zerlegt
werden kann liegen hier einzelne Schritte in einer modularen Form vor. Jede
Ebene verfu¨gt u¨ber spezielle Funktionalita¨ten und sie ermo¨glichen verschiedene
Ansichten auf das vorliegende Problem. Diese Schichten sollten hierarchisch sein
und von den speziellen Problemen bis zu einer abstrakten Betrachtung reichen.
Die Bearbeitung und Lo¨sung von komplexen Problemen wird durch den Einsatz
von hybriden Systemen ermo¨glicht.
Geometrische Auflo¨sung: Die Geometrische Auflo¨sung beschreibt die An-
zahl der Pixel pro La¨ngeneinheit (Rasterung, Abtastung).
Radiometrische Auflo¨sung: Die Radiometrische Auflo¨sung gibt die Anzahl
der Werte oder die Anzahl Bits an, die zu jedem Pixel gespeichert werden ko¨nnen
(Quantisierung).
Vektordaten: Ein Kurvenverlauf wird in Form von Vektordaten als eine Folge
von Punktkoordinaten dargestellt. Zusa¨tzlich muss es eine Festlegung geben, wie
die Folge von Punktkoordinaten zu interpretieren, also die Punkte zu verbinden
sind (Gerade, Polynome, Spline, u.s.w.).
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Kurve: Eine Kurve ist ein eindimensionales Primitiv, welches eine Linie stetig
abbildet und topologisch zusammenha¨ngt. Weiterhin ist sie durch einen ersten
und einen letzten Punkt abgeschlossen.
Modell: Der Begriff Modell spielt nicht nur in der hier behandelten Frage-
stellung eine große Rolle, sondern auch im Forschungsgebiet der Ku¨nstlichen
Intelligenz. Das Modell steht im Kontext der wissensbasierten Systeme fu¨r
eine Abstraktion der realen Welt, niedergelegt in Form von Wissen (seman-
tisch strukturierter Information) u¨ber einen Themenbereich und wird ha¨ufig als
(Wissens-) Doma¨ne bezeichnet. Eine Wissensbasis kann in diesem Sinne auch als
Modell betrachtet werden und wird auch spezieller als externes Modell bezeich-
net. Wissensbasierte Systeme verfolgen das Ziel, basierend auf diesem Wissen
Schlussfolgerungen zu ziehen und somit neues Wissen zu gewinnen.
Modelle ko¨nnen auch die Basis zur Extraktion von Objekten aus Bilddaten
liefern. Hierbei werden die geometrischen, radiometrischen oder topologischen
Eigenschaften der Objekte beschrieben. Der hierfu¨r auch verwendete speziellere
Ausdruck lautet konzeptionelles Modell.
In der Semantik der formalen Logik ist der Modellbegriff ebenfalls zentral: eine
erfu¨llende Variablenbelegung einer logischen (z. B. boolschen) Formel oder einer
Menge logischer Formeln ist hier als Modell zu verstehen. In der Semantik einiger
nichtklassischer Logiken (wie z. B. der intuitionistischen Logik) werden Modelle
als die mo¨glichen Welten bezeichnet.
Geometrie und Inhalt: In der Luftbildinterpretation spielen die Begriffe
Geometrie und Inhalt eine zentrale Rolle. U¨ber die Bildkoordinate erfolgt der
mathematische Zugang zur Bildgeometrie, der Zugang zum Bildinhalt wird u¨ber
das gesamte Bild realisiert. Hier wird deutlich, dass erst die digitale Form der
Daten und der damit verbundene mathematische Zugang eine automatische
Bearbeitung (z. B. Geocodierung oder Interpretation) ermo¨glicht, da hier einem
durch eine Bildkoordinate beschriebenen Bereich auf automatisierte Weise eine
Bedeutung zugewiesen werden kann.
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2.2 Anwendungsfelder
Die Interpretation von Fernerkundungsdaten findet Anwendung in der Photo-
grammetrie, der Kartographie, den Geowissenschaften und den diesen Berei-
chen angegliederten Disziplinen. Konkret ergeben sich folgende Einsatzgebiete:
das Anlegen, Verifizieren und Aktualisieren von Geographischen-Informations-
Systemen (GIS), die direkte oder u¨ber das GIS indirekte Erstellung von
Karten unterschiedlicher Thematiken und Maßsta¨ben, die Bestimmung von
Vera¨nderungen im Landschaftsbild fu¨r den Ku¨stenschutz, die Sta¨dteplanung,
Katastrophenschutz oder den Umweltschutz. Eine weitere Anwendung ist das
Erstellen von 3D-Visualisierungen im Stadt- oder Landschaftsbereich fu¨r die
Planung von neuen Objekten, wie z. B. Windkraftanlagen oder den Sendesta-
tionen von Mobilfunkstationen.
2.3 Datenerfassung
Die automatische Interpretation von Fernerkundungsdaten hat durch die in den
80-er Jahren einsetzende Entwicklung von digital arbeitenden Sensoren immer
mehr an Bedeutung gewonnen. Besonders der Einsatz von Satelliten fo¨rderte die
Entwicklung und den Einsatz von Bildverarbeitungssystemen und -methoden.
Als wegweisend sind hier die Satelliten LANDSAT-MSS und dessen Nachfolger
LANDSAT-TM zu nennen, die sich damals durch die folgenden Eigenschaften
auszeichneten:
1. Die Daten lagen in digitaler und multispektraler Form vor.
2. Es war mo¨glich, sie global in gleicher Qualita¨t verfu¨gbar zu haben, da eine
verlustfreie Vervielfa¨ltigung mo¨glich war.
3. Das Kopieren der Daten stellt keinen Aufwand dar, wodurch der Preis
niedrig gehalten werden konnte.
In diesem Zusammenhang ist auch die gleichzeitige rasante Entwicklung von
Rechnerhardware, Speichermedien und von U¨bertragungsformen zu sehen,
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die den Transport, die Speicherung und die Verarbeitung der Daten erst
ermo¨glichten.
Ein Aufnahmesystem besteht hierbei zum einen aus dem Sensor und zum ande-
ren aus einer Plattform. Bei den Sensoren werden passive Sensoren, die bestimm-
te von der Erdoberfla¨che reflektierte Wellen absorbieren (z. B. im optischen Be-
reich), von den aktiven Sensoren unterschieden. Aktive Sensoren empfangen die
von ihnen emittierten Signale und werten das von den Oberfla¨chen reflektier-
te Signal (z. B. bezu¨glich Intensita¨t, Phasenlage und Laufzeit) aus. Beispiele
sind hier der Laserscanner oder der SAR-Sensor (SAR - Synthetic Aperture
Radar).
Die Plattformen sind die Tra¨ger der Sensoren und sind meistens Flugzeuge,
Satelliten oder auch Ballons. Es ko¨nnen aber auch terrestrische Plattformen,
wie hohe Geba¨ude, zum Einsatz kommen. Die satellitengestu¨tzten Systeme lie-
fern fast ausschließlich digitale Ausgangsdaten und besitzen oftmals Multispek-
tralabtaster, mit denen mehrere Spektralbereiche zeitgleich erfasst werden.
Bei den neueren Sensoren werden die Ausgangsdaten fast ausschließlich in digi-
taler Form ausgegeben. Es gibt aber auch analog arbeitende Systeme und eine
große Anzahl in Archiven vorliegende analoge Datenbesta¨nde. Diese beiden For-
men der Daten, digital und analog, sind jedoch ineinander u¨berfu¨hrbar, sodass
analoge Daten beispielsweise durch Scannen digitalisiert werden ko¨nnen.
Bei den Satelliten-Systemen ist zu beachten, dass diese jederzeit Daten aufneh-
men ko¨nnen, ihr Observationsbereich jedoch durch die Flugbahn vorgegeben
ist und nur gering – indem der Sensor geschwenkt wird – vera¨nderbar ist. Aus
den genannten Gru¨nden werden Satelliten eher fu¨r kontinuierliche Beobachtun-
gen eingesetzt und Flugzeuge dort, wo seltene Beobachtungen zu bestimmten
Zeitpunkten stattfinden sollen. Flugzeuge finden ihren Einsatz also dort, wo
kleinra¨umige Fernerkundungseinsa¨tze mit hohen Auflo¨sungen zu observieren
sind oder die zeitliche Flexibilita¨t eine Rolle spielt [12]. Auch ist die Atmo-
spha¨re nicht fu¨r alle Wellenla¨ngen durchla¨ssig, sodass nicht alle Frequenzen
vom Satelliten aus beobachtbar sind.
Ein nicht unwesentlicher Gesichtspunkt bei den Satellitensystemen ist die
U¨bertragung der aufgenommenen Daten zur Erde [45], da die meisten Beob-
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achtungssatelliten nicht geostationa¨r sind und ihre Daten nicht immer direkt
zur Empfangsstation auf der Erde u¨bertragen werden ko¨nnen. Um dieses Pro-
blem zu lo¨sen, gibt es die folgenden Ansa¨tze:
1. Die Daten sind auf dem Satelliten zwischenzuspeichern und ko¨nnen
beim U¨berfliegen der Empfangsstation (meist an den Polen der Erde)
u¨bertragen werden. Nachteilig ist hier die kurze Zeit fu¨r die U¨bertragung
im Gegensatz zur mo¨glichen Aufnahmezeit.
2. Durch ein auf der Erdoberfla¨che verteiltes Netz von Empfangsstationen
kann dieser Nachteil behoben werden.
3. Der Einsatz eines geostationa¨ren Relaissatelliten bietet dem Beobach-
tungssatelliten die Mo¨glichkeit, seine Daten u¨ber diesen nahezu kontinu-
ierlich abzugeben. Der Nachteil besteht hier in den zusa¨tzlichen Kosten
fu¨r den oder die Relaissatelliten.
4. Falls eine ununterbrochene Beobachtung der Erdoberfla¨che gefordert ist,
bietet sich ein gleichma¨ßig verteiltes Netz von Satelliten an. Dieses kann
so dimensioniert werden, dass mindestens immer ein Satellit Kontakt zur
Empfangsstation hat. U¨ber diesen ko¨nnen dann auch die anderen Satelli-
ten via Intersatellitverbindungen ihre Daten abgeben.
2.4 Geographische Informationssysteme
In den Industriela¨ndern werden raumbezogene Daten seit etwa 30 Jahren in di-
gitaler Form erfasst oder in eine solche u¨berfu¨hrt. Ziel bei den kartographischen
Anwendungen ist die Erstellung von gegebenenfalls vielfa¨ltigen thematischen
Karten unter der Verwendung einer gemeinsamen Datenbasis, in der alle Daten
gemeinsam und konsistent abgespeichert sind. Weiterhin ko¨nnen digital vorlie-
genden Datenbesta¨nde auch automatisch analysiert werden und beispielsweise
fu¨r Planungen im Bauwesen oder als Entscheidungshilfe bei Verwaltungen oder
in der Politik verwendet werden.
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GI-Systeme beinhalten ein einheitliches, ra¨umliches Bezugssystem fu¨r jedes ent-
haltene Objekt und raumbezogene Abfragemechanismen. Ein GIS muss hierfu¨r
die folgenden Methoden bereitstellen:
• Verfahren zur Erfassung oder zum Importieren von Daten,
• Persistieren von Daten, u¨blicherweise durch Ablegen in eine Datenbank,
• Manipulation oder Erweiterung des Datenbestandes, um temporal beding-
te Vera¨nderungen zu erfassen,
• Verarbeitung und Analyse des Datenbestandes fu¨r unterschiedliche Fra-
gestellungen,
• Ausgabe der Daten in tabellarischer Form oder als Karten.
Zur Neuerfassung und zum Erweitern des Datenbestandes wird ha¨ufig auf digital
vorliegenden Daten zuru¨ckgegriffen. Diese sind zuvor zu digitalisieren, falls sie
in analoger Form vorliegen und zu geocodieren. Hierbei werden die Daten in der
Art resampelt, dass die Erdoberfla¨che die geometrische Referenz der Ausgangs-
daten darstellt. Anschließend werden die Daten manuell oder teilautomatisiert
ausgewertet und die Ergebnisse in ein GIS transferiert.
In Deutschland ist bundeseinheitlich fu¨r den mittleren und kleinen Maßstabs-
bereich das “Amtliche Topographisch-Kartographische Informationssystem”
(ATKIS) [41][42][44] eingefu¨hrt worden und strukturiert die Landschaft in Ob-
jekte und Objektteile. Es wird von den Landesvermessungsa¨mtern und dem
BKG (Bundesamt fu¨r Kartographie und Geoda¨sie) erstellt und an o¨ffentliche
und private Bedarfstra¨ger abgegeben.
2.5 Wissensbasierte Luftbildinterpretation
Die Verfahren der Bildverarbeitung stellen mathematische Methoden dar, die
ein Bild (eine Zahlenmatrix) in eine neue Matrix u¨berfu¨hren oder dieser ein
bzw. mehrere numerische Werte zuordnet. Da derartige Methoden keine inhalt-
liche Bedeutung mit dem Bild und seinen Inhalten assoziieren, sind sie in einem
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gewissen Sinne bedeutungslos. Ist jedoch das Bild nur ein Element in einem kom-
plexeren, globaleren Vorgang wie beispielsweise einem Analyseprozess, so kann
unter Verwendung von Bildverarbeitungsoperatoren eine Interpretation statt-
finden. Eine derartige Bildinterpretation stellt eine semantische Funktion dar,
welche einer Festlegung der mo¨glichen Modelle bedarf. Die Interpretation einer
Szene wird dann mittels des eingebrachten a priori Wissens aus den gewonnenen
Bedeutungen der Bildteile zusammengesetzt.
Im Kapitel 5 wird sowohl die grundsa¨tzliche Modellierung einer Semantik-
funktion als auch das konkrete System GeoAIDA zur Bildinterpretation dar-
gestellt. Das Interpretationssystem GeoAIDA vereinigt sowohl symbolische als
auch subsymbolischen Verfahren, die sich wechselseitig unterstu¨tzen und auf-
rufen. Die subsymbolischen Verfahren stellen die bereits angesprochenen Ver-
fahren der bedeutungslosen Bildverarbeitung dar, welche auch ha¨ufig als Low-
Level -Verfahren bezeichnet werden, wa¨hrend die symbolische Vorgehenweise als
High-Level -Verfahren bezeichnet wird und an der Modelldefinition orientiert ist.
Die Verbindung oder besser die Zusammenarbeit dieser beiden Ansa¨tze wird da-
durch gegeben, dass der symbolische Ansatz Erwartungen, also einschra¨nkende
Bedingungen, formuliert, die durch die Ergebnisse des subsymbolischen Ansatz
verifiziert oder falsifiziert werden. Die allgemeine Strategie realisiert folglich das
Alternieren von subsymbolischen und symbolischen Prozessen, wobei auf der
symbolischen Ebene unterschiedliche Abstraktionsebenen mit unterschiedlichen
Konkretisierungen durchlaufen werden.
Fu¨r die bisher dargestellte Aufgabe stehen zweierlei Arten von Wissen zur
Verfu¨gung. Dieses ist zum einen das a priori Wissen u¨ber die Zusammenha¨nge
des modellierten Problembereiches, ha¨ufig auch als Welt(-ausschnitt) bezeich-
net, und zum anderen das Wissen u¨ber die beim Interpretationsprozess einge-
setzten subsymbolischen Verfahren.
Im Bereich der Mustererkennung hat sich der Einsatz von Wissen und das
Verwenden von wissensbasierten Verfahren als sehr nu¨tzlicher Ansatz bei der
Modellierung von semantischer Kognition herausgestellt. Die in den hier rele-
vanten Gebieten entwickelten Verfahren beruhen aber oft nur auf der Verwen-
dung einer einzigen Methodik (subsymbolisch oder symbolisch). Durch den Ver-
zicht der Kombination der unterschiedlichen Ansa¨tze wird jedoch der mo¨gliche
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– und notwendige – Synergieeffekt vernachla¨ssigt, der beispielweise durch das
Zusammenwirken von Neuronalen Netzen (ein Verfahren der impliziten Wis-
sensrepra¨sentation) als auch von Semantischen Netzen (explizite Wissensre-
pra¨sentation) erzielt werden kann. So fu¨hrt die sich wechselseitig bedingende
Kombination von Verfahren aus den unterschiedlichen Bereichen zu sichereren
und konsistenteren Ergebnissen bei der Bildinterpretation.
Der Graphcharakter ist dabei eine vielen Wissensrepra¨sentationen zugrunde lie-
gende Struktur (Semantische Netze, Bayes-Netze). Vergleicht man die Seman-
tischen Netze mit den Bayes Netzen, so besitzen die Knoten als Repra¨sentation
von Objekten mit ihren Attributen in beiden Darstellungen vergleichbare Ei-
genschaften. Unterschiede bestehen hier hauptsa¨chlich in der Bedeutung der
Kanten. Diese repra¨sentieren bei Semantischen Netzen die strukturellen Zusam-
menha¨nge (part of, is a, instance of) der Knoten, wa¨hrend sie bei den Bayes-
Netzen die stochastischen Eigenschaften abbilden [40].
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3 Operatoren der digitalen
Bildverarbeitung
In diesem Kapitel werden die verschiedenen Klassen von Bildverarbeitungsope-
ratoren und einige, der im Rahmen dieser Arbeit entstandenen und als Module
bei der wissensbasierten Interpretation verwendeten Operatoren dargestellt.
Bildbearbeitungsoperatoren, die ein Eingangsbild in ein Ausgangsbild transfe-
rieren, werden in der Literatur [60] in die folgenden drei Kategorien eingeteilt:
1. Punktoperatoren - diese verwenden zur Bestimmung eines Bildpunktes
im Ausgangsbild genau einen Bildpunkt aus dem Eingangsbild. Typische
Operatoren dieser Klasse sind Kontrast- oder Helligkeitsanpassungen.
g˜(i, j) = fn(g(i, j))
2. Lokale Operatoren - diese benutzen zur Bestimmung eines Bildpunktes im
Ausgangsbild eine lokale Umgebung eines Bildpunktes – der Gro¨ße L,M
im Eingangsbild. Typische Beispiele dieser Klasse sind der Medianfilter
oder die Bestimmung des Gradienten, sowie fast alle morphologischen
Operatoren.







h(l,m) · g(i− l, j −m)
3. Globale Operatoren - bei dieser Klasse von Operatoren gehen die gewich-
teten Bildpunkte des gesamten Eingangsbildes in die Bestimmung eines
Bildpunktes im Ausgangsbild ein.
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Fu¨r die diskrete Fouriertransformation gilt:
WL = e
√−1 2piL , WM = e
√−1 2piM
Des Weiteren gibt es modellbasierte Verfahren , denen ein mehr oder weniger
komplexes Modell inha¨rent ist. Diese Operatoren durchsuchen systematisch ein
Bild nach dem ihnen vorgegeben Modell und liefern beispielsweise ein Labelbild
mit einer Bedeutung oder eine vektorielle Beschreibung der im Bild gefundenen
Modellhinweise.
Der erste, im anschließenden Kapitel 3.1 dargestellte Operator zur Extrakti-
on von Straßen aus Fernerkundungsdaten ist ein typisches Beispiel fu¨r einen
modellbasierten Operator. Kapitel 3.2 stellt einen allgemeinen Ansatz vor, wie
die Parameter der Straßenextraktion unter Verwendung eines Referenzdaten-
satz automatisch adaptiert werden kann. Im darauffolgenden Kapitel 3.3 wird
ein aus mehreren Schritten bestehender Operator zur Bestimmung von Schat-
tenbereichen und zur radiometrischen Entzerrung beschrieben.
3.1 Extraktion von Straßenverla¨ufen aus
Fernerkundungsdaten
Dieses Kapitel behandelt die Extraktion von Straßen aus Fernerkundungsdaten.
In der Literatur wurden in der Vergangenheit bereits verschiedene Verfahren
zur Extraktion von Straßen vorgestellt. Fru¨he Ansa¨tze stammen von Aviad und
Carnine [8], die eine la¨ngere Folge von Pixelpaaren mit entgegengesetzten Gradi-
entenrichtungen als Straßen interpretierten. Durch Barzohare [14] wurde dieser
Ansatz um ein stochastisches Modell erweitert, indem A¨nderungen der Stra-
ßenbreite und der Richtung in vorgegebenen Bereichen zugelassen wurden. Die
Verwendung der Radiometrie und Geometrie von Straßen wurde in Baumgart-
ner et al. [16] beschrieben. In dem hier vorzustellenden modellbasierten Ansatz
gehen die genannten Aspekte mit ein und werden um ein flexibles Suchverfahren
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erweitert, mit dem Ziel die gefundenen Straßenbereiche zu einem Straßennetz
zu erweitern.
Die verschiedenen Ansa¨tze ko¨nnen in Klassen eingeteilt werden, da die
verwendeten Extraktionsprinzipien stark von den zur Verfu¨gung stehenden
Auflo¨sungen sind. Bei groben Auflo¨sungen, wie sie bei Satellitenbildern vorlie-
gen, sind Straßen nur als Linien zu erkennen. Hierfu¨r werden in [102] Pixelketten
u¨ber ein Template-Matching bestimmt und diese regelbasiert gruppiert. Ein ad-
aptiver rekursiver Entscheidungsprozess wird in [36] vorgeschlagen. Ein auf Sna-
kes basierendes Verfahren fu¨r Satellitendaten mit einer Auflo¨sung von 20m ist
in [104] zu finden. Snakes sind Verfahren, die zwei Punkte (hier im zweidimen-
sionalen Raum) so miteinander verbinden, dass der Wert einer Gu¨tefunktion
optimiert wird. Bei den Snakes wird diese Funktion als Energie bezeichnet,
deren Wert minimiert werden soll. Die Energie wird entsprechend gegebener
Maße (Kru¨mmung, Radiometrie) anhand des gesamten Linienverlaufs iterativ
bestimmt.
Bei Auflo¨sungen im Bereich zwischen 0,5m und 5m ist eine Straße als fla¨chiges
Objekt zu erkennen. Die hier verwendeten Verfahren mu¨ssen diesen Sachverhalt
beru¨cksichtigen. Die meisten Verfahren bestimmen sicher erkennbare Straßenbe-
reiche, die entweder u¨ber eine erweiternde Suche oder u¨ber Snakes miteinander
verbunden werden. Bei den Snakes wird versucht, benachbarte Straßenstu¨cke
miteinander zu verbinden. Bei der Bestimmung der Energie geht hier die Par-
allelita¨t der Randbereiche der Straßenhypothese mit ein. Beispiele hierfu¨r sind
in [78] und [109] zu finden. Bei den erweiternden Suchverfahren [39][46] werden
die beiden Straßenra¨nder durch zwei separate Suchprozesse fu¨r die Straßenrand-
bereiche erfasst, deren Ergebnisse u¨ber eine verbindende Funktion abgestimmt
werden. Die Suche beginnt an den Enden der gefundenen Straßenstu¨cke und
versucht, diese zu erweitern und falls mo¨glich mit anderen Straßenstu¨cken zu
verbinden.
Hier wird ein modellbasiertes Verfahren vorgestellt, dass versucht, die Straßen
durch einen erweiternden Suchprozess zu einem Straßennetz zu verbinden. Wei-
terhin wird ein Qualita¨tsmaß fu¨r die erzielten Ergebnisse unter Verwendung
eines Referenzdatensatzes entwickelt.
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3.1.1 Das Modell
Das verwendete Modell beschreibt die Eigenschaften der Objekte – hier der Stra-
ßen – durch die, ihnen inha¨renten Eigenschaften, die sich nach der Aufnahme
im Datenmaterial wiederfinden. Zu unterscheiden sind dabei zum einen die sen-
sorspezifischen Eigenschaften und zum anderen die Auflo¨sung der gewonnenen
Daten.
Straßen erscheinen bei Auflo¨sungen ≥ 5m nur noch als Linie und pra¨gen sich bei
feineren Auflo¨sungen als fla¨chenhafte Objekte aus. Im hier gewa¨hlten Ansatz
wird von fla¨chenhaften Straßenbereichen ausgegangen, wobei zu erwa¨hnen ist,
dass die linienhafte Darstellung fu¨r die Erfassung von globaleren Eigenschaf-
ten wie etwa der Netzstruktur nu¨tzlich sein kann. Diese Darstellung kann bei
ho¨herauflo¨sendem Datenmaterial durch einen Resampling-Prozess in einer soge-
nannten Auflo¨sungspyramide gewonnen werden. Bei Auflo¨sungen ≤ 0.5m kom-
men immer mehr Teilstrukturen der Straße zum Vorschein, die als Einzelobjekte
modelliert werden mu¨ssten. Hierzu geho¨ren die Fahrbahnmarkierungen, Fahr-
zeuge und Begleitobjekte wie Gehwege oder Gra¨ben. Durch diese Ausfu¨hrung
wird deutlich, dass die Komplexita¨t des Modells von der Auflo¨sung abha¨ngig
ist. Der beschriebene Ansatz arbeitet bezu¨glich der obigen Diskussion in einem
Bereich von 0.5m bis 5m optimal.
Eine Straße pra¨gt sich folglich als u¨berwiegend la¨nglicher Bereich aus. Dieser
besitzt u¨ber eine la¨ngere Strecke eine konstante Breite und eine anna¨hernd glei-
che Radiometrie in den Daten. Weiterhin bildet die Menge der Straßen in einem
Bild ein Straßennetz. Straßen, die nicht mit anderen Straßen verbunden sind,
ko¨nnen nur in Randbereichen der Bilddaten auftauchen, da isolierte Verkehrs-
wege nicht den ihnen zugewiesenen Sinn erfu¨llen. Die Straße hebt sich weiterhin
durch Luminanza¨nderungen an ihren Randbereichen zu ihrer Umgebung ab. Die
bisher genannten Eigenschaften sind in allen hier betrachteten Sensoren zu be-
obachten, jedoch mit unterschiedlichen Auspra¨gungen der einzelnen Attribute.
Abbildung 3.1 zeigt ein Luftbild im visuellen Bereich und einen vergleichbaren
Ausschnitt, aufgenommen mit einem SAR Sensor.
Zu sehen ist, dass die Luminanz der Straßen in beiden Sensoren anna¨hernd kon-
stant ist, jedoch im SAR-Bild zu den dunkleren Bildbereichen geho¨rt, wa¨hrend
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Abbildung 3.1: Eingangsdaten: Luftbild (visuell) und SAR-Bild
sie im visuellen einen mittleren bis hohen Luminanzwert besitzt. Das parametri-
sierbare Modell hilft hier diese unterschiedlichen Auspra¨gungen der gesuchten
Objekte fu¨r den Operator zu beschreiben.
In den meisten Fa¨llen erscheinen Straßen entweder heller oder dunkler als ih-
re Umgebung und es genu¨gt, ein Modell fu¨r homogen berandete Bereiche zu
verwenden. Der Luminanz- und Gradientenverlauf ist fu¨r homogen berandete
Bereiche im linken Teil der Abbildung 3.2 zu sehen. Zur Detektion von Stra-
ßen, deren Luminanz zwischen denen der beiden umgebenden Regionen liegt
(s. rechter Teil Abbildung 3.2), kann das Modell des Algorithmus zusa¨tzlich fu¨r
diesen Helligkeitsverlauf aktiviert werden.
Mit diesem parametrisierten Modell werden anfangs sichere Straßensegmente
aus dem Bild extrahiert, die anschließend unter Verwendung eines A* Such-
Algorithmus [71], [107] erweitert werden. Das verwendete Modell ist anfa¨nglich
sehr strikt und wird bei der Erweiterung immer toleranter, sodass auch gewisse
Abweichungen vom Modell zula¨ssig werden. Hierdurch wird es mo¨glich, Stra-
ßenbereiche, die durch Teilverdeckungen vom Modell abweichen, zu extrahie-
ren. Gru¨nde fu¨r die Abweichung der erkennbaren Straßenbereiche vom Modell
ko¨nnen beispielsweise durch Verdeckungen, parkende Autos oder Schattenwurf
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Abbildung 3.2: Schematische Darstellung der Straßenquerschnitte
auftreten.
Zu den bisher beschriebenen Eigenschaften der Modellverifikation ko¨nnen dem
Algorithmus noch weitere Vorinformationen u¨bergeben werden, um den Analy-
sevorgang robuster zu gestalten und eine Beschleunigung zu erreichen. Zum
einen ko¨nnen vorhandene GIS-Daten u¨ber bekannte Straßenverla¨ufe bei der
Analyse mit einfließen und zum anderen schra¨nkt ein optionales Bina¨rbild die
Bereiche ein, in denen Straßen erwartet werden. Dieses Bina¨rbild kann ebenfalls
GIS-Informationen als Eingangsdaten nutzen oder von anderen Bildverarbei-
tungsoperatoren stammen. Als Beispiel sei hier die Geba¨udeerkennung genannt,
wodurch der Straßenextraktion die Bereiche, an denen Geba¨ude erkannt wur-
den, mitgeteilt werden und diese bei der Suche nach Straßenkandidaten nicht
mehr betrachtet werden mu¨ssen. Im Folgenden werden die einzelnen Schritte
des Algorithmus detaillierter beschrieben.
3.1.2 Extraktion der Basisinformation
In einem ersten Schritt wird unter Verwendung eines Sobel-Operators aus dem
Eingangsbild e(i, j) ein Gradientenbild berechnet, dessen Betrag g(i, j) und
Richtung d(i, j) bestimmt wird. Mit den in Abbildung 3.3 dargestellten Fal-
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tungsmasken wird das Eingangsbild gema¨ß Gleichung 3.1 und 3.2 gefaltet. Bei
stark verrauschten Bilddaten ko¨nnen Masken der Gro¨ße 5 ∗ 5 zur Berechnung
ausgewa¨hlt werden.







h(l,m) · e(i− l, j −m) (3.1)










Abbildung 3.3: Faltungskerne der Richtungskomponenten einer 3x3 Matrix
Der Betrag des Gradienten, dessen bildliche Darstellung in 3.4 zu sehen ist,
ergibt sich nach Gleichung 3.3.
g(i, j) =
√
gH(i, j)2 + gV (i, j)2 (3.3)
Die Richtung des Gradienten wird in einem weiteren Bild r(i, j) quantisiert
in acht Richtungen gespeichert. Richtungswerte, deren zugeho¨riger Gradienten-
betrag kleiner als eine anzugebende Schwelle ist, erhalten den Wert 0 (keine
signifikante Richtung). Die Einteilung in acht Richtungen reicht fu¨r die fol-
genden Betrachtungen aus und vereinfacht die weiteren Analyseschritte. Das
Ergebnis der Richtungsbestimmung ist fu¨r einen Ausschnitt des Luftbildes aus
Abbildung 3.1 in Abbildung 3.5 zu sehen. Die beiden berechneten Bilder und
das Eingangsbild dienen als Datengrundlage fu¨r alle kommenden Schritte der
Straßenextraktion.
3.1.3 Einbringen von Vorinformationen
Vorinformationen ko¨nnen wie bereits angesprochen als Bina¨rbild oder in Form
von GIS-Daten in die Analyse einfließen. Um hierfu¨r die anschließenden Analy-
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Abbildung 3.4: Gradientenbild g(i, j) des Luftbildes aus 3.1
seschritte nicht speziell anpassen zu mu¨ssen, werden diese Informationen bereits
an dieser Stelle eingebracht, als Schritt zwischen der Gewinnung der Basisinfor-
mationen und der eigentlichen Analyse. Es wird hier der Ansatz verfolgt, dass
die einzubringenden Vorinformationen nur das Gradientenbild vera¨ndern und so
bei der Auswertung sinngema¨ß Einfluss nehmen. Dies hat den Vorteil, dass zum








Abbildung 3.5: Quantisierte Richtungen der signifikanten Gradienten
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die Hinweise fu¨r eine Straße an den gegebenen Stellen versta¨rkt werden. Auch
muss der folgende Auswertungsprozess bei diesem Vorgehen nicht gea¨ndert wer-
den.
Die Bina¨rdaten, mit denen Bereiche von der Analyse ausgeschlossen werden,
vera¨ndern das Gradientenbild so, dass in den Bereichen, in denen nicht nach
Straßen gesucht werden soll, alle Werte auf 0 gesetzt werden. Im Gegensatz
zu dieser bina¨ren Entscheidung versta¨rken die GIS-Daten nur die Hinweise fu¨r
das Vorhandensein von Straßenhypothesen. Bei der Einbringung von GIS-Daten
ist die zugrunde liegende Idee, die Gradientenwerte an den Stellen, an denen
Straßen durch die GIS-Daten prognostiziert werden, anzuheben. Dies geschieht
durch die Multiplikation mit einem Gewichtungsfaktor und bietet so der Ana-
lyse versta¨rkte Hinweise, an welchen Stellen sich die Straßenra¨nder befinden
sollten.
Der Faktor, mit dem die Gradientenwerte multipliziert werden, ist einem, aus
den GIS-Daten erstellten Wahrscheinlichkeitsbild p(i, j) entnommen. In diesem
Bild ist fu¨r jede Richtung (0◦, 45◦, 90◦, 135◦) ein Gewichtungsfaktor eingetra-
gen. Es werden jedoch nur die Gradienten erho¨ht, deren Richtung mit den von
den GIS-Werten vorgegebenen Richtungen korrespondieren. Die Berechnung der
neuen Gradienten ergibt sich nach Gleichung 3.4. Hierbei liefert die Funktion




g(i, j) : fr(p(i, j)) 6= r(i, j)
g(i, j) ∗ fw(p(i, j)) : fr(p(i, j)) = r(i, j)
255 : sonst
(3.4)
Abbildung 3.6 veranschaulicht fu¨r einen Ausschnitt, wie aus dem Gradientenbild
(links) durch die fu¨r ihre Richtungen farblich dargestellten Gewichtungen der
GIS-Daten ein neues Gradientenbild (rechts) bestimmt wird.
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Abbildung 3.6: Auswirkungen der GIS-Daten auf das Gradientenbild
3.1.4 Bestimmung von Startbereichen
Zu bestimmen sind nun Straßenabschnitte, die allen aktuellen Parametervorga-
ben zum Modell genu¨gen. Diese Startbereiche sollen durch eine spa¨tere Suche
erweitert werden. Zur Bestimmung von korrespondierenden Pixelpaaren, die
einen Straßenrand markieren, sind fu¨r jeden Eintrag im Richtungsbild r(i, j)
mo¨gliche, zugeho¨rige Pixel zu bestimmen. Hierzu wird in Gradientenrichtung
und in der entgegengesetzten Richtung in einem Suchfenster, welches durch die
minimale und maximale Straßenbreite gegeben ist, nach mo¨glichen zugeho¨rigen
Pixeln gesucht. Die Richtung der mo¨glichen Pixel muss sich um 180◦ vom be-
trachteten Pixel unterscheiden. Beim heterogenen Modus kommen die identi-
schen Richtungswerte als mo¨gliche Kandidaten noch hinzu.
Fu¨r die Menge der korrespondierenden Pixelpaare, die das Merkmal der Rich-
tungszuordnung erfu¨llen, ist nun im Eingangsbild e(i, j) zu u¨berpru¨fen, ob die
Grauwerte der eingeschlossenen Straßenpixel im zula¨ssigen Bereich liegen. Be-
grenzt wird dieser Bereich durch die Modellparameter minimaler und maxima-
ler Straßengrauwert, die dem Programm als Parameterwert u¨bergeben werden.
Die verbleibenden Paare werden als Menge potentieller Pixelpaare u¨bernommen
und fu¨r jede Alternative wird der Mittelpunkt und die Richtung der Straße be-
stimmt. Der ebenfalls in acht Richtungen quantisierte Wert der Straßenrichtung
wird an die Stelle des bestimmten Mittelpunktes in der Matrix q(i, j) eingetra-
gen. Das Tripel von zwei Randpunkten und dem richtungsbehafteten Mittel-
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punkt wird im Folgenden als Straßenquerschnitt bezeichnet.
Bei mo¨glichen, konkurrierenden Eintragungen in q(i, j) fu¨r unterschiedliche
Straßenquerschnitte wird nur der Mittelpunkt mit den deutlichsten Begren-
zungen eingetragen. Bestimmt wird die beste Alternative u¨ber die Summe der
Gradienten der zugeho¨rigen Randpixel.
Abbildung 3.7: Straßensegmente mit Rand- und Mittelpunkten als Startbereiche
Aus der Gesamtmenge der bestimmten Querschnitte sollen nun mo¨glichst große
Teilmengen gebildet werden, die einen Straßenverlauf darstellen. Hierzu werden,
beginnend an einer Startposition, benachbarte Straßenquerschnitte schrittweise
u¨ber eine Bestensuche zu Straßensegmenten verbunden. Bei dieser Suche geht
die bisherige Richtung der Straße, deren mittlere Breite und der mittlere Grau-
wert der gefundenen Straßenregion fu¨r die Bestimmung eines Kostenwerts mit
ein. Dieser Suchvorgang la¨sst das U¨berspringen von kleinen Sto¨rstellen, in de-
nen es keinen passenden Richtungswert im Bild q(i, j) gibt, zu. Passende Rich-
tungswerte besitzen auf beiden Seiten identische oder einen um maximal 45◦
abweichenden Richtungswert. Abbruchbedingungen bei dieser Suche sind:
• Es wurden keine Straßenquerschnitte mit passendem Richtungswert ge-
funden.
36 3 Operatoren der digitalen Bildverarbeitung
• Die Straßenbreite u¨ber- oder unterschreitet die bei der Modellinitialisie-
rung vorgegebenen Werte.
• Die den Straßenquerschnitt repra¨sentierenden Luminanzwerte liegen nicht
im vorgegebenen Intervall.
Das bei der Suche gefundene Ergebnis mit den geringsten Kosten wird als ak-
zeptiertes Straßensegment gespeichert, falls die La¨nge die vorgegebene Min-
destla¨nge u¨bersteigt und die enthaltenden Sto¨rstellen weniger als 20% ausma-
chen. Die gefundenen Straßensegmente erfu¨llen die durch die Modellvorgaben
beschriebenen Bedingungen sehr streng, bilden jedoch noch kein Straßennetz,
sondern repra¨sentieren, wie in Abbildung 3.7 zu sehen ist, gut erkennbare Stra-
ßenstu¨cke, von deren Enden aus eine weitere Suche ansetzen kann, um das Stra-
ßennetz zu vervollsta¨ndigen.
3.1.5 Erweitern und Verbinden von Straßensegmenten
Die isolierten Straßensegmente sollen nun erweitert und falls mo¨glich mitein-
ander zu einer Netzstruktur verbunden werden. Beginnend mit den Segmen-
tenden als Startpunkte wird versucht, die Straßensegmente zu erweitern. Da es
auch hier, wie im vorangegangenen Kapitel 3.1.4 Alternativen gibt, die beim
Erweitern zu betrachten sind, wird ein Suchalgorithmus verwendet, um diese
konkurrierenden Ergebnisse zu verwalten. Zum Einsatz kommt ein A* Algo-
rithmus, wobei der insgesamt kostengu¨nstigste Weg die Modellvorstellung am
besten erfu¨llen soll und damit dem Modell am besten entspricht. Die A* Suche
ist im Folgenden algorithmisch beschrieben:
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Struktogramm des A*-Suchalgorithmus
1 Bilde eine Liste aus Teilwegen! Die anfa¨ngliche Liste soll die Null-La¨nge
und einen Null-Schritt-Weg von der Wurzel aus besitzen.
2 Bis die Liste leer oder das Ziel erreicht ist, bestimme, ob der erste Weg
in der Liste den Zielknoten erreicht.
2a Wenn der erste Weg das Ziel erreicht ⇒ Suche beendet.
2b Wenn der erste Weg das Ziel nicht erreicht,
2b1 nehme den ersten Weg aus der Liste,
2b2 bilde durch Erweiterung des entfernten Weges um einen
Schritt neue Wege,
2b3 fu¨ge die neuen Wege in die Liste ein,
2b4 sortiere die Liste nach der Summe der bisher angefallenen
Kosten inklusive der Restkosten, und setze die Wege, die die
niedrigsten Kosten verursachen, an die Spitze,
2b5 wenn zwei oder mehr Wege einen gemeinsamen Knoten errei-
chen, streiche alle diese Wege bis auf den, u¨ber den der gemein-
same Knoten mit den geringsten Kosten zu erreichen ist.
3 Wenn der Zielknoten gefunden wurde, melde Erfolg, sonstMisserfolg.
Die Umsetzung des Algorithmus auf das vorliegende Problem geschieht folgen-
dermaßen:
Die Wurzeln entsprechen den Straßensegmentenden, also den Startpunkten
der kommenden Suche. Die Erweiterung des Weges entspricht einer Erweite-
rung des linken und rechten Straßenrandes um einen Randpixel. Das Ziel ist
erreicht, wenn durch die schrittweise Erweiterung, beginnend an der Wurzel, das
erweiterte Straßensegment mit einem anderen Straßensegment verbunden wer-
den kann. Ein weiteres Ziel ist das Erreichen einer vorgegebenen Suchtiefe. An
dieser Stelle wird der Suchalgorithmus neu initialisiert, wodurch die aktuelle Po-
sition zur neuen Wurzel wird. Hierdurch wird vermieden, dass die Suchba¨ume
des A*-Algorithmus zu groß werden. Da durch diesen Schritt die bis dahin
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schlechteren Alternativen verworfen werden und diese nicht weiter betrachtet
werden mu¨ssen, sinkt auch die Rechenzeit des Verfahrens.
Aus dem Grad der U¨bereinstimmung einer gefundenen Erweiterung mit dem
Modell werden die Kosten fu¨r diese und ihre Alternativen erstellt. Die beim
A*-Algorithmus optimistisch abzuscha¨tzendenRestkosten werden hier als Pro-
jektion der bisher angefallenen Kosten auf die verbleibende Reststrecke be-
stimmt. Diese Projektion genu¨gt nicht den theoretischen Erfordernissen des
A*-Algorithmus, bei dem die Restkosten immer kleiner als die tatsa¨chlichen
Restkosten sein sollen, um das Erreichen der besten Lo¨sung zu garantieren.
Da es im vorliegenden Fall jedoch nicht mo¨glich ist, die tatsa¨chlichen Rest-
kosten abzuscha¨tzen, bietet der hier gewa¨hlte Ansatz einen Kompromiss. Er
beschleunigt die Analyse, indem die vielversprechensten Wege bevorzugt ex-
pandiert werden. Der Algorithmus bricht mit Misserfolg ab, falls die Kosten
des kostengu¨nstigsten Weges u¨ber den zula¨ssigen Maximalkosten liegen.
3.1.5.1 Straßensegmenterweiterung
Bei der Erweiterung der Straßensegmente ist weiterhin das zugrunde liegende
Modell zu beachten. Hierbei ist besonders der Ort der beiden korrespondieren-
den Randpunkte, die Richtung der beiden Straßenbegrenzungen und die Rich-
tung der Straße zu beachten. Die zu bestimmenden Richtungen werden auch
hier wieder auf acht mo¨gliche Werte quantisiert.
Die Richtung der Straßenra¨nder ergibt sich aus dem letzten und den drittletz-
ten Bildpunkt (siehe Abbildung 3.8 die blaue Kennzeichnung) des betrachteten
Randes. In dieser Abbildung sind die mo¨glichen nachfolgenden Kandidaten, die
sich durch die in Rot dargestellte Richtung der Straßenmittellinie ergeben, fu¨r
die beiden Randbereiche durch ? symbolisiert. Die mo¨glichen Kandidaten wei-
sen von den bereits Gefundenen weg. Durch den Bezug zur Mittellinie wird das
Auseinanderlaufen der Straße verhindert. Bei der Verfolgung von Kurven ist zu
beachten, dass ein zur Innenseite der Kurve zugeho¨riger Pixel mehreren Pixeln
der Außenkurve zugeho¨rig sein kann. Dieses ist in Abbildung 3.9 dargestellt
und bedeutet, dass der Algorithmus die unterschiedliche Randpixelanzahl bei
Kurven im Straßenverlauf beachten muss.
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Abbildung 3.8: Potentiell nachfolgende Randpunkte fu¨r zwei Situationen
Abbildung 3.9: Zugeho¨rigkeit der Randpixel bei Kurven
3.1.5.2 Bestimmung der Kosten
Die Kosten stellen die zentrale Steuergro¨ße des A*-Algorithmus dar. Sie ent-
scheiden nach jeder Erweiterung eines Teilpfades, welcher Pfad als na¨chster zu
betrachten ist. Am Ende eines Suchprozesses – bei Erreichen der Suchtiefe t –
entscheiden die Kosten, welcher Pfad die optimale Erweiterung darstellt. Bei der
Bestimmung der Kosten fu¨r einen Teilpfad gehen sowohl die Modellparameter
als auch die gefundenen Merkmale eines Straßensegmentes mit ein.
Beim verwendeten A*-Algorithmus ergeben sich die Gesamtkosten C(N ) als
Summe der bis zu einem Schritt angefallenen Kosten CA, zuzu¨glich der Restko-
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sten CR. Der Wert wc im Wertebereich [0, 1] gewichtet hierbei die Restkosten.
C(N ) = CA + wc ∗ CR (3.5)
Die Kosten CA sind die Summe aller Einzelkosten der Wegelemente des bisheri-





Die Restkosten CR mu¨ssen optimistisch, das heißt geringer als die tatsa¨chlich
anfallenden Kosten bestimmt werden, um das Erreichen des besten Ziels zu
garantieren [107]. Da eine solche Abscha¨tzung bei der hier vorliegenden Pro-
blemstellung nicht mo¨glich ist, auf die Restkosten aus Effizienzgru¨nden jedoch
nicht verzichtet werden soll, werden diese als Projektion der bisher angefallenden
Kosten fu¨r den bereits gefundenen Bereich auf die Reststrecke (t−n) bestimmt.
Durch die Gewichtung von CR mit dem Faktor wc < 1.0 in Gleichung 3.5 wird der
Forderung nach einer optimistischen Abscha¨tzung nicht immer genu¨ge getan.
Diese Wahl der Restkosten gewa¨hrleistet folglich nicht, dass immer der optima-
le Pfad gefunden wird. Die gewa¨hlte Art der Restkostenabscha¨tzung erscheint
beim vorliegenden Problem jedoch akzeptabel, falls der Gewichtungsfaktor wc
klein genug gewa¨hlt wird und fu¨hrt zu einer Einschra¨nkung des Suchraumes.
CR = CA ∗ t− n
t
(3.7)
Die Kosten fu¨r ein Wegelement Ci ergeben sich aus dem linken und rechten Rand
(Cr, Cl). Hierbei werden sowohl die Eigenschaften der einzelnen Randpunkte,
als auch die Eigenschaften des gebildeten Straßensegments betrachtet (Cs). Die
Gewichtung der Randpunkte gegenu¨ber dem Straßensegment wird durch den
Parameter wp eingestellt.
Ci = (1− wp) ∗ (Cl + Cr) + wp ∗ Cs (3.8)
Die Kosten Cl (links) resultieren aus den U¨bereinstimmungen des linken Rand-





Ei ∗ we (3.9)




Ei ∗ we (3.10)
Die Kosten Cs ergeben sich entsprechend aus der U¨bereinstimmung des Stra-




Ei ∗ ws (3.11)
3.1.5.3 Modellverifikation der Einzelkosten
Die im vorangegangenen Kapitel 3.1.5.2 in Gleichung 3.9-3.10 aufgefu¨hrten Ein-
zelkosten Ei sollen im Folgenden na¨her bestimmt werden. Hierbei gehen die fol-
genden Modellparameter und die aus den Bilddaten gewonnenen Merkmale zur
Bestimmung der Einflu¨sse ein:
1. Modellparameter
a) bmin - minimale Straßenbreite in Pixel einschließlich Randpunkte
b) bmax - maximale Straßenbreite in Pixel einschließlich Randpunkte
c) lmin - minimaler Luminanzwert eines Straßenoberfla¨chenpixels
d) lmax - maximaler Luminanzwert eines Straßenoberfla¨chenpixels
2. Merkmalbasierte Einflu¨sse
a) µl - Luminanzmittelwert eines Straßenquerschnitts
b) σl Standardabweichung der Luminanz eines Straßenquerschnitts
c) δ Straßenbreite
d) ρ U¨bereinstimmung der beiden Randrichtungen [0,1]
e) % U¨bereinstimmung der Randgradienten und der Straßenrichtung
f) ∆ Randgradienten der Randpunkte
g) ν Anschluss an eine bereits gefundene Straße
h) υ Potentielle Verbindung zwischen Straßensegmenten
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Alle im Folgenden mit E beginnenden Gro¨ßen symbolisieren Einzelkosten. Diese
in den oben genannten Formeln aufgefu¨hrten Gro¨ßen umfassen jeweils den Wer-
tebereich [0, 1], deren Einfluss auf die Kosten durch die zugeho¨rigen Gewichte
gesteuert werden kann.
a) Mittelwert der Luminanz µl:
Der Mittelwert µl ergibt sich aus den zum Straßenquerschnitt Sq






e(i, j) mit n = #Sq (3.12)
Der Luminanzmittelwert µl eines Straßensegments Tw bestimmt sich u¨ber






µl mit n = #Tw (3.13)
Der zugeho¨rige Einfluss Eµl und Eµl ergibt sich aus dem Vergleich von µl
mit den Modellparametern lmin und lmax. Grundlage fu¨r die Bestimmung
des Einflusses Eµl bildet die Vorschrift aus Abbildung 3.10.
Eµl =

0 : lmin ≤ µl ≤ lmax
(µl − lmax)1d : lmax < µl < lmax + d







 0 : lmin ≤ µl ≤ lmax1 : sonst (3.15)
b) Standardabweichung der Luminanz σl:
Die Standardabweichung σl ergibt sich aus den zum Straßenquerschnitt Sq







(e(i, j)− µl)2 mit n = #Sq (3.16)





Abbildung 3.10: Trapezfunktion zur Bestimmung der Kosten fu¨r Eµl in Gleichung 3.14





d : σl < d
1 : sonst
mit d = lmax − lmin (3.17)
c) Straßenbreite δ:
Die aktuelle Straßenbreite δ entspricht der Pixelanzahl des Straßenquer-
schnitts. Der Einfluss Eδ wird ebenfalls u¨ber eine Trapezfunktion unter
Verwendung der Modellparameter der minimalen Straßenbreite bmin und
maximalen Straßenbreite bmax bestimmt.
Eδ =

0 : bmin ≤ δ ≤ bmax
(δ − bmax)1d : bmax < δ < bmax + d
(bmin − δ)(1− 1d) : bmin − d < δ < bmin
1 : sonst
(3.18)
mit d = bmax − bmin
d) Richtungsu¨bereinstimmung der Straßenra¨nder ρ:
Die beiden Richtungen der Straßenra¨nder (s. Kap. 3.1.5.1) sollten in die
gleiche Richtung weisen. Unterscheiden sich die in acht Werte quantisier-
ten Richtungen R um den Betrag 1, so werden die Kosten auf 0, 5 gesetzt.
Der Einfluss Eρ ist folglich in drei Werte quantisiert.
Eρ =

0 : Rrechts = Rlinks
0, 5 : |Rrechts − Rlinks| = 1
1 : sonst
(3.19)
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e) U¨bereinstimmung der Randgradienten und der Straßenrichtung %:
Die Gradienten G der Randpixel sollen orthogonal zur aktuellen Suchrich-
tung des Straßenverlaufes sein. Der Einfluss E%r und E%l bewertet diese
Eigenschaft sowohl fu¨r den rechten als auch fu¨r den linken Rand.
E%r =
 0 : Grechts 6⊥ Suchrichtung1 : Grechts ⊥ Suchrichtung (3.20)
E%l =
 0 : Glinks 6⊥ Suchrichtung1 : Glinks ⊥ Suchrichtung (3.21)
f) Wert des Randgradienten ∆:
Der Wert fu¨r den rechten und linken Gradienten (∆l, ∆r) ergibt sich direkt









g) Verbindungen zwischen Straßensegmenten ν:
Die Verbindung des aktuellen Straßensegments mit bereits gefundenen
Segmenten ist fu¨r die Bildung von Straßennetzen wichtig. Es werden so-
wohl die Verbindungen einer Straßenseite (Eνr oder Eνl) als auch die beider
Straßenseiten (Eν) als Einflussgro¨ßen bestimmt.
Eνr =
 0 : Anschluss rechts vorhanden1 : Anschluss rechts nicht vorhanden (3.24)
Eνl =
 0 : Anschluss links vorhanden1 : Anschluss links nicht vorhanden (3.25)
Eν =
 0 : Anschluss beidseitig vorhanden1 : Anschluss beidseitig nicht vorhanden (3.26)
h) Potentielle Verbindung zwischen Straßensegmenten υ:
U¨ber eine trichterfo¨rmige Suchmaske wird in Richtung der aktuellen Stra-
ßenrichtung nach mo¨glichen Verbindungen mit bereits extrahierten Stra-
ßensegmenten gesucht. Auch hier werden sowohl die Ra¨nder einzeln (Eυr
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oder Eυl) betrachtet, als auch die Mo¨glichkeit, dass beide Straßenra¨nder
verbunden werden.
Eυr =
 0 : Anschluss rechts mo¨glich1 : Anschluss rechts nicht mo¨glich (3.27)
Eυl =
 0 : Anschluss links mo¨glich1 : Anschluss links nicht mo¨glich (3.28)
Eυ =
 0 : Anschluss beidseitig mo¨glich1 : Anschluss beidseitig nicht mo¨glich (3.29)
3.1.6 Vektorisieren
Nach der Bestimmung der Straßenverla¨ufe werden die Ergebnisse einer Nach-
verarbeitung unterzogen. Hierbei werden zu kurze oder isolierte Straßenstu¨cke
entfernt, Kreuzungspunkte bestimmt, der Straßenverlauf gegla¨ttet und anschlie-
ßend die Straßenmittellinien vektorisiert.
Zur Bestimmung der Kreuzungspunkte werden die in den Kreuzungsbereich
einlaufenden Straßenmittellinien einer Dilatation und anschließenden Erosion
unterzogen. Dieses Vorgehen ist in Abbildung 3.11 dargestellt. Ausgehend von
den Segmentierungsergebnissen im linken Bild wird durch eine mehrmalige Di-
latation der Kreuzungsbereich auf den im mittleren Bild dargestellten Bereich
vergro¨ßert. Die Erosion dieses Bereiches auf eine ein Pixel starke Linie liefert
den endgu¨ltigen Kreuzungspunkt und ist im rechten Bild zu sehen.
Abbildung 3.11: Bestimmung des Kreuzungsmittelpunktes durch Dilatation und Erosion
Die Vektorisierung der Straßenmittellinien zerteilt das gefundene Straßennetz
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in der Form, dass fu¨r alle – in eine Kreuzung – einlaufenden Straßen an dieser
Stelle ein Startpunkt fu¨r eine aus Stu¨tzpunkten bestehende Vektorliste erzeugt
wird. Weitere Startpunkte sind Straßenenden, wie sie an den Bildgrenzen oder in
Sackgassen auftreten. Der Straßenverlauf zwischen zwei Startpunkten wird nun
so durch weitere Stu¨tzpunkte approximiert, dass die erstellte Vektorbeschrei-
bung die gefundene Straßenmittellinie bis auf einen anzugebenden Restfehler
beschreibt.
3.1.7 Ergebnisse der Straßenextraktion
Die Ergebnisse der Straßenextraktion sind stark von den eingestellten Parame-
tern abha¨ngig. Ein Umrechnen (resampeln) der Bilddaten auf eine Auflo¨sung
von etwa 2m ∗ 2m je Pixel hat sich fu¨r das vorgestellte Verfahren als sinnvoll
erwiesen. Einige Parameter, wie etwa die minimale und maximale Straßenbreite
oder auch der Helligkeitsbereich der Straßen, lassen sich aus dem Datenmaterial
ableiten. Andere Parameter mu¨ssen vom Benutzer so angepasst werden, dass sie
zu den vorliegenden Daten passen.
Eine automatische Adaption dieser Parameterwerte wa¨re wu¨nschenswert und
auch mo¨glich, falls fu¨r die vorliegenden Fernerkundungsdaten eine Interpretati-
on beispielsweise in Form eines Geo-Informationssystems vorliegt.
Fu¨r die Auswertung von großen Datenmengen kann eine Adaption der Parame-
ter auch anhand eines Teilbereiches geschehen, dessen Straßenverla¨ufe bekannt
oder manuell aus den Bilddaten extrahiert wurden. Da bei Bilddaten einer Be-
fliegung die Auspra¨gung und Struktur der Straßen in den Daten a¨hnlich ist,
kann ein einmal gewonnener Satz von Parametern fu¨r die gesamte Auswertung
Verwendung finden.
Um eine objektive Adaption der Parameter durchzufu¨hren, muss ein Qua-
lita¨tsmaß bestimmt werden, welches die U¨bereinstimmung der beiden Da-
tensa¨tze – der Ergebnisbeschreibung der Straßenextraktion sowie des Refe-
renzdatensatzes aus dem GIS – wiedergibt [48]. In das Qualita¨tsmaß, das in
Kap. 3.1.8 beschrieben wird, gehen die folgenden Maße ein:
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• die La¨nge der u¨bereinstimmenden Straßenbereiche,
• die La¨nge der in der Straßenextraktion gefundenen Straßen, die in den
GIS-Daten keine Entsprechung finden,
• die La¨nge der im GIS vorhandenen Straßen, die in der Straßenextraktion
nicht verifiziert werden konnten.
Ergebnisse der Straßenextraktion fu¨r verschieden Sensoren und eine digitalisier-
te Karte sind in den Abb 3.12 und 3.13 zu sehen. In Schwarz sind die extrahierten
Mittellinien und in Rot die vektorisierten Ergebnisse dargestellt.
Abbildung 3.12: Ergebnis der Straßenextraktion in einem IR-Bild und einem SAR-Bild
Abbildung 3.13: Ergebnis der Straßenextraktion in einem Luftbild und einer Karte
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Die ha¨ufigsten verbleibenden Fehler treten bei der Straßenextraktion in Berei-
chen auf, in denen der Straßenverlauf im Bildmaterial nicht gut zu erkennen
ist. Dieses tritt bei Verdeckung der Straße durch andere Objekte wie etwa Al-
leeba¨ume oder durch Schattenwurf auf. Wie das Problem des Schattenwurfes
verringert werden kann, wird im Kapitel 3.3 gezeigt.
3.1.8 Ergebnisbewertung
Die Bewertung der automatisch, extrahierten Straßen geschieht u¨ber einen Ver-
gleich mit einem Solldatensatz oder Referenzdatensatz. Dieser Datensatz ist bei-
spielsweise das Ergebnis einer manuellen Extraktion der Straßenverla¨ufe durch
einen Auswerter oder das Ergebnis einer Abfrage eines GI-Systems fu¨r den
zu untersuchenden Bereich. Um ein Qualita¨tsmaß zu bestimmen, muss die
U¨bereinstimmung der Straßenmittellinien der beiden Datensa¨tze bestimmt wer-
den [106]. Die zu bewertenden Datensa¨tze liegen hierzu in Form von Vektordaten
vor, sodass eine Liste von Stu¨tzpunkten ein Straßenstu¨ck beschreibt, in der keine
Kreuzungspunkte enthalten sind. Kreuzungspunkte oder das Ende von Sackgas-
sen sind somit mo¨gliche Startpunkte der Stu¨tzpunktlisten. Es ist jedoch mo¨glich,
dass eine zwei Kreuzungen verbindende Straße in mehrere Stu¨tzpunktlisten auf-
geteilt ist. Mit einem Straßenteilstu¨ck soll im Folgenden ein Straßenbereich zwi-
schen zwei Stu¨tzpunkten einer Stu¨tzpunktliste bezeichnet werden.
Die Bestimmung der U¨bereinstimmung beinhaltet die Festlegung einer geome-
trischen Genauigkeit, die angibt, ab wann zwei Straßenstu¨cke das gleiche Objekt
beschreiben. Anzugeben ist hier der maximale Wert fu¨r eine mo¨gliche Trans-
lation als auch fu¨r die zula¨ssige Rotation. Mo¨gliche Unterschiede, die zwischen
den beiden Datensa¨tzen vorliegen ko¨nnen [24], sind hier am Beispiel fu¨r die
Verwendung der Referenzdaten aus einem GIS aufgefu¨hrt:
• Die Straßenverla¨ufe im GIS entsprechen nicht den realen Gegebenhei-
ten, da beim Eintrag der Daten Fehler gemacht wurden (Versatz, Un-
vollsta¨ndigkeit, Fehlen von Details).
• Im GIS vorhandene Daten wurden nach der Erfassung zuru¨ckgebaut. Diese
Daten liegen im GIS vor, lassen sich jedoch nicht mehr mit den aktuelleren
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Bilddaten verifizieren.
• Es sind neue Straßen entstanden, die bisher nicht im GIS verzeichnet
waren.
Fu¨r die Berechnung des Qualita¨tsmaßes soll die Vollsta¨ndigkeit und die Korrekt-
heit verwendet werden [46] [95]. Hierbei gibt die Vollsta¨ndigkeit an, ob im ex-
trahierten Datensatz Straßenstu¨cke fehlen, die in der Referenz vorhanden sind.
Hier werden die fehlenden Straßen erfasst. Die Korrektheit dagegen erfasst die










Abbildung 3.14: Bereiche der Zuordnung bei Vollsta¨ndigkeit und Korrektheit
Ein graphmatchendes Verfahren ist fu¨r den Vergleich nicht geeignet, da hier-
bei nur ganze Straßenteilstu¨cke miteinander verglichen werden ko¨nnen. Dieses
ist jedoch – wie auch in Abbildung 3.14 zu sehen – nicht ausreichend, da auch
U¨bereinstimmung in Teilbereichen von Straßenteilstu¨cken vorliegen ko¨nnen. Aus
diesem Grund werden die Vektordaten quantisiert und in einen entsprechenden
Bildbereich u¨berfu¨hrt. Um die Translation beru¨cksichtigen zu ko¨nnen, wird ein
Pufferbereich um die zu u¨berpru¨fenden Daten gelegt. Wie in Abbildung 3.14
dargestellt, lassen sich die u¨bereinstimmenden Bereiche leicht bestimmen. Die
U¨bereinstimmung der Richtung ergibt sich aus den Vektordaten. Hierzu wird
jedem – im Bildbereich – entstandenen Pixel die aus den Vektordaten berech-
nete Richtung zugewiesen. Zwei Pixel stimmen u¨berein, falls die zugeho¨rigen
Mittellinien unterschiedlichen Datensa¨tzen angeho¨ren, ihr Abstand innerhalb
der Translationstoleranz liegt und die Richtungsdifferenz kleiner als ein vor-
gegebener Maximalwert ist. Die Zuordnung ist als orthogonale Suche um ein
Straßenteilstu¨ck im Pufferbereich realisiert, wobei bei alternativen Kandidaten
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eine Zuweisung zu der mit dem geringsten Abstand umgesetzt wurde. Das Ver-
fahren gewa¨hrleistet, dass keine Mittellinieneinheit, die durch die U¨berfu¨hrung
in den Bildbereich entstanden ist, mehr als einmal zugeordnet wird.
Die geforderten Qualita¨tsmaße ko¨nnen nun folgendermaßen bestimmt werden:
Vollsta¨ndigkeit =




La¨nge der u¨bereinstimmenden, extrahierten Daten(Exmatch)




Refmatch + Exmatch + (Refall −Refmatch) + (Exall − Exmatch)
(3.32)
Fu¨r die Ergebnisse gilt: Vollsta¨ndigkeit ∈ [0, 1] (Gleichung 3.30), Korrektheit
∈ [0, 1] (Gleichung 3.31) und Qualita¨t ∈ [0, 1] (Gleichung 3.32). Durch die ge-
normte Darstellung der Ergebnisse ist ein aussagekra¨ftiger Vergleich von Ergeb-
nissen mo¨glich. In Kapitel 3.2 wird der Einsatz des Programms zur automati-
schen Parameteroptimierung fu¨r die Straßenextraktion als Beispielanwendung
demonstriert.
3.1.9 Zusammenfassung
Es wurde ein modellbasiertes Verfahren zur Straßenextraktion und die hierbei
vorliegenden Teilprobleme besprochen. Dieses Verfahren und die angesproche-
nen Teilprobleme stehen exemplarisch fu¨r Bildverarbeitungsoperatoren, wie sie
bei der Bildinterpretation Verwendung finden.
Es zeigte sich, dass die Extraktion in unterschiedlichen Gebietsklassen eine dif-
ferenzierte Qualita¨t der Ergebnisse aufwies. Grundsa¨tzlich kann zwischen den
Klassen urbaner Bereich, la¨ndlicher Bereich, Wald und Gebirge unterschieden
werden. In den hier gezeigten Beispielen ko¨nnen die im la¨ndlichen Bereich ge-
wonnenen Ergebnisse als gut, die im urbanen Bereich gewonnenen Gebiete eben-
falls als gut bezeichnet werden, solange die Bebauung nicht zu eng ist. Im in-
nersta¨dtischen Bereich nimmt die Qualita¨t mit der Dichte der Bebauung und
3.1 Extraktion von Straßenverla¨ufen aus Fernerkundungsdaten 51
der zunehmenden Vielfalt der Objekte stark ab. In Waldgebieten ist die Er-
kennung der Straßenverla¨ufe fast als unmo¨glich anzusehen, da es bisher keinen
Sensor gibt, der durch Ba¨ume verdeckte Straßen abbildet. Die Straßen im ber-
gigen Gela¨nde sind kurvenreicher und es bedarf hier eines angepassten Modells.
In dieser Arbeit wurden keine Daten aus dieser Gebietsklasse verwendet.
Sto¨rend fu¨r die Extraktion sind Objekte, die die Straße direkt verdecken
(Ba¨ume, Fahrzeuge und Bru¨cken), aber auch die Schatten der Straßenrandob-
jekte. Objekte, die in den Fernerkundungsdaten eine a¨hnliche Auspra¨gung wie
Straßen besitzen (Hausda¨cher), fu¨hren ebenfalls zu einer Verschlechterung der
Ergebnisse. Durch die Erkennung dieser Objekte oder deren Einflu¨sse ko¨nnen
diese aus den Bilddaten eliminiert werden, um die Straßenextraktion zu verbes-
sern. Ein andere Alternative bestu¨nde darin, der Straßenextraktion die Infor-
mation u¨ber das Vorhandensein und die Lokalita¨t dieser Objekte mitzuteilen,
um so die Erkennung der Straßen kontextabha¨ngig zu steuern.
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3.2 Automatisierte Adaption der Parameter von
Bildverarbeitungsoperatoren
Die starke Abha¨ngigkeit der Ergebnisse von Bildverarbeitungsoperator von
einzustellenden Parametern, erzeugt den Wunsch, eine automatische Adapti-
on der fu¨r die Ergebnisse relevanten und nicht aus den Bilddaten bestimmba-
ren Parameter automatisch zu bestimmen. Um dieses Problem zu lo¨sen, wird
hier ein allgemeiner Ansatz beschrieben, wie vorhandene Maxima einer para-
meterabha¨ngigen Gu¨tefunktion bestimmt werden ko¨nnen. Die gerichtete Su-
che nach den Maxima wird als Adaption bezeichnet. Beschreibt eine konkrete
Gu¨tefunktion eine Klasse von Problemen, so ko¨nnen die bei einer Adaption ge-
wonnenen Parameter fu¨r die Berechnung aller Klassenelemente verwendet wer-
den.
Eine solche Klasse bilden beispielsweise Bilder eines Sensors mit vergleichbarer
Auflo¨sung, die bei a¨hnlichen Beleuchtungssituationen in einer Messreihe aufge-
nommen wurden und aus denen vorgegebene Objekte extrahiert werden sollen.
Die Gu¨tefunktion liefert einen von den Eingangsdaten abha¨ngigen Qualita¨tswert
und besteht bei der hier gestellten Fragestellung aus einem Bildverarbeitungs-
operator, einem Eingangsdatensatz, einem klassifizierten Kontrolldatensatz und
einer Funktion zur Bestimmung des Qualita¨tswertes. Der Eingangsdatensatz ist
ein repra¨sentativer Datensatz einer Klasse von Bilddaten. Der Bildverarbei-
tungsoperator liefert mit einem gegebenen Eingangsdatensatz und einer Pa-
rameterbelegung ein Ergebnis. Dieses Ergebnis wird in der Qualita¨tsfunktion
mit dem klassifizierten Kontrolldatensatz verglichen, die eine Gu¨te als Ergeb-
nis liefert. Diese Gu¨te liefert beispielsweise einen Wert im Bereich [0, 1]. Dieser
Zusammenhang ist in Abbildung 3.15 als Gu¨tefunktion im problemspezifischen
Bereich zusammengefasst.
Ist der Parametersatz eines Bildverarbeitungsoperators fu¨r einen Eingangsda-
tensatz bestimmt, so ko¨nnen diese Parameter fu¨r alle Fragestellungen beibehal-
ten werden, deren Daten zu der zur Adaption verwendeten Klasse geho¨ren. Fu¨r
die hier vorliegende Fragestellung ko¨nnen drei Parametertypen unterschieden
werden:
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• Parameter, deren Werte a priori bekannt sind. Hierzu geho¨ren beispiels-
weise die Auflo¨sung oder der Sensortyp der Bilddaten.
• Aus den vorliegenden Daten oder Kolateraldaten ko¨nnen Parameter fu¨r
den Programmaufruf berechnet werden.
• Die zu adaptierenden Parameter eines Programms, deren Werte nicht vor
dem Programmaufruf exakt berechnet werden ko¨nnen, jedoch einen mehr
oder weniger starken Einfluss auf das Ergebnis haben. Der Wertebereich,
in dem ein Parameter liegt, ist ha¨ufig eingeschra¨nkt und kann aus oben
genannten Gru¨nden gegebenenfalls auf einen Unterbereich eingeschra¨nkt
werden.
Das vorliegende Problem la¨sst sich mathematisch als Suche nach den Maxima
in einem n-dimensionalen Raum auffassen. Die Zahl n ist durch die Anzahl
der zu adaptierenden Parameter gegeben und das Maximum ist der maximale
Wert, den die Gu¨tefunktion liefert. Hier ist diese als Ergebnis des Vergleiches
der Referenzdaten mit dem Ergebnis des zu adaptierenden Verfahrens mit ei-
ner Parameterbelegung zu sehen. Die im Parameterraum durch die Bewertung
beschriebene Fla¨che kann beliebige Maxima und Submaxima aufweisen und
unstetig sein. Einschra¨nkend wird jedoch fu¨r die weiteren Betrachtungen vor-
ausgesetzt, dass die Funktion u¨berwiegend stetig ist und der n-dimensionale
Parameterraum diskret und endlich ist. Jede Dimension i kann somit als Vektor
mit mi Werten 0, 1, . . . ,mi fu¨r einen Parameter aufgefasst werden.
Da die Berechnung eines Qualita¨tsmaßes zeitaufwendig sein kann und eine Op-
timierung gegebenenfalls viele Berechnungen beinhaltet, ist es wu¨nschenswert,
mehrere Berechnungen parallel zu realisieren. Hierbei ist eine Protokollierung
der Ergebnisse notwendig, um eine mehrmalige Berechnung von Punkten im
Parameterraum auszuschließen.
Abbildung 3.15 zeigt einen U¨berblick u¨ber das Gesamtsystem und den Zusam-
menhang der Komponenten zueinander. Der als Interpreter bezeichnete Teil
stellt die Verbindung zwischen dem problemunabha¨ngigen und dem proble-
mabha¨ngigen Bereich her. Die Verbindungen, in denen Daten zwischen den
einzelnen Prozessen ausgetauscht werden, sind gestrichelt dargestellt. Die durch-
gezogenen Linien beschreiben die Verwendung der Teilkomponenten untereinan-
























Abbildung 3.15: U¨berblick u¨ber die Komponenten des Adaptionssystems
der. Die Gu¨tefunktion ist an die hier vorliegende Fragestellung angepasst, kann
jedoch allgemeiner als Funktion aufgefasst werden, die einen Parametersatz aus
dem Parameterraum P in den Gu¨teraum G abbildet.
f : P → G
3.2.1 Komponenten des Adaptionssystems
Gu¨tefunktion Als Gu¨tefunktion soll im Folgenden die Funktion bezeichnet
werden, deren Parameter zu adaptieren sind. Dieses kann eine beliebige, als
Programm vorliegende nicht zufallsbedingte Funktion sein, die in Abha¨ngigkeit
von ihrer Parameterbelegung reproduzierbare Ergebnisse liefert.
Parameter Die Parameter der Gu¨tefunktion mu¨ssen in einer diskreten Form
vorliegen und stellen fu¨r den i-ten Parameter einen mi-dimensionalen Vektor
dar, die vom Anwender spezifiziert werden.
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Diskreter Parameterraum Der diskrete Parameterraum ist, wie bereits an-
gesprochen, ein diskreter, endlicher, n-dimensionaler Raum, dessen Dimensi-
on durch die Anzahl der zu adaptierenden Parameter gegeben ist. Er wird
aus dem vom Anwender angegebenen Parameterraum erzeugt und besitzt ei-
ne Inkrement- und Dekrementfunktion, um den Parameterbereich systematisch
abzufragen. Fu¨r jeden Punkt in diesem diskreten Parameterraum liefert die
Gu¨tefunktion ein vergleichbares Gu¨temaß.
Interpreter Der Interpreter ist die Schnittstelle zwischen dem problemspezi-
fischen und dem problemunabha¨ngigen Teil der Adaption. Der Interpreter ruft
die Gu¨tefunktion fu¨r den ihm u¨bergebenen Parametersatz auf und gibt das
Ergebnis der Gu¨tefunktion weiter. In der Aufgabenbeschreibung sind die aufzu-
rufenden Programme angegeben, die vom Interpreter zu verwenden sind.
Zielfunktion Die Zielfunktion ruft den Interpreter fu¨r einen Punkt im Such-
raum auf – eine Parameterbelegung – und erha¨lt vom Interpreter das zu diesem
Punkt geho¨renden Gu¨temaß. Der Aufruf der Zielfunktion ist u¨ber eine Verwal-
tungkomponente fu¨r den Parameterraum realisiert, um wiederholtes Aufrufen
der Zielfunktion mit identischen Belegungen zu vermeiden. Bevor die Zielfunk-
tion den Interpreter fu¨r einen Parametersatz aufruft, wird u¨berpru¨ft, ob hierfu¨r
bereits ein Gu¨temaß vorliegt. Ist dieses der Fall, wird das Ergebnis an die Ziel-
funktion geliefert. Anderenfalls wird der zu bearbeitende Punkt im Parame-
terraum in der Verwaltungskomponente als aktiv markiert und der Interpreter
aufgerufen. Das Ergebnis wird der Zielfunktion u¨bergeben und in der Verwal-
tungkomponente fu¨r den berechneten Raumpunkt eingetragen.
Verwaltung des Parameterraumes Die berechneten Gu¨temaße fu¨r einen
Punkt im Parameterraum sollen in einer zentralen Verwaltungskomponente ge-
speichert werden, um die wiederholte Berechnung fu¨r einen Punkt im Parame-
terraum zu verhindern. Die Anzahl der mo¨glichen Gu¨temaße fu¨r eine Optimie-
rungsaufgabe ergibt sich als Produkt der Ma¨chtigkeit der einzelnen Parameter-





mi mit n ∈ NI ,mi ∈ NI
Da der beno¨tigte Speicherplatz mit zunehmender Dimension des Parameter-
raumes schnell ansteigt und durch die einzusetzenden Optimierungsstrategien
gegebenenfalls nur eine geringe Anzahl von Punkten innerhalb des Raumes be-
rechnet werden mu¨ssen, ist deren Verwaltung u¨ber einen bina¨ren ausgeglichenen
Baum realisiert (red-black-tree). Hierdurch werden nur fu¨r die Raumpunkte
Speicher angefordert, die auch berechnet wurden. Jeder berechnete Raumpunkt
wird in einem Blattknoten des Baumes abgelegt. Die maximale Anzahl von Ent-
scheidungsschritten, ob ein bereits berechneter Punkt im Baum vorliegt, betra¨gt
log2N , falls N die Anzahl der Blattknoten im Baum ist.
Umgebung Die Umgebung eines Punktes im Parameterraum ist im Allgemei-
nen ein Hyperwu¨rfel und repra¨sentiert die Nachbarpunkte des zentralen Punk-
tes. Es wird vorausgesetzt, dass die Gu¨temaße in der Umgebung Aufschluss
daru¨ber geben, in welcher Richtung ein Maximum zu erwarten ist (Stetigkeit
der Gu¨tefunktion). Anhand der Gu¨temaße der Umgebung entscheidet der Op-
timierer entsprechend seiner Strategie, fu¨r welchen Punkt aus der aktuellen
Umgebung die neue Umgebung, mit diesem Punkt als Zentrum berechnet wer-
den soll. Um die Gu¨temaße der Umgebung zu bestimmen, ruft die Umgebung
fu¨r die in ihr enthaltenen Punkte die Zielfunktion auf.
Im n-dimensionalen Parameterraum besitzt ein Hyperwu¨rfel 2n Eckpunkte und
der zentrale Punkt hat 3n−1 Nachbarpunkte. Im zweidimensionalen Raum ent-
sprechen die Ecken einer Vierer-Nachbarschaft und alle Nachbarpunkte einer
Achter-Nachbarschaft. Unter Verwendung der Zielfunktion werden fu¨r den in-
itialen, vom Optimierer gelieferten Parametervektor die Gu¨temaße aller Punkte
innerhalb der Umgebung bestimmt, wobei zwischen den beiden Nachbarschafts-
formen gewa¨hlt werden kann.
Optimierer Der Optimierer besitzt eine Optimierungsstrategie, anhand der er
entscheidet, fu¨r welchen Punkt im Parameterraum die Umgebung als na¨chstes
initialisiert wird. Fu¨r diese Entscheidung werden die in der Umgebung vorlie-
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genden Gu¨temaße verwendet. Die verwendete Strategie bei der Suche nach dem
Maximum kann durch eine flexible Schnittstelle durch den Anwender vorgege-
ben werden.
Um den Adaptionsprozess zu beschleunigen, ko¨nnen mehrere Rechner fu¨r die
Berechnung der Gu¨temaße verwendet werden. Hierzu ko¨nnen mehrere autonome
Optimierer, parallel von verschiedenen Startpunkten des Parameterraums aus,
eine Optimierung starten. Ihre Ergebnisse werden zentral in der Verwaltungsein-
heit protokolliert, um mehrmaliges Berechnen eines Punktes im Parameterraum
zu verhindern.
Strategie Die Strategie ist Bestandteil desOptimierers und beschreibt das Ab-
bruchkriterium fu¨r die von einem Optimierer durchgefu¨hrte Suche, den Einsatz
und die Art der Sprungfunktion, nachdem ein Maximum gefunden wurde, den
Typ der Umgebung und die Auswahl des Folgepunktes beim Suchprozesses.
Die Suche startet in einem vom Optimierer vorgegeben Startpunkt, der an die
Umgebung zur Berechnung der beno¨tigten Umgebungswerte u¨bergeben wird.
Auf Basis der von der Umgebung berechneten Gu¨tewerte liefert die vom Op-
timierer verwendete Strategie einen Nachfolgepunkt. Bei der Maximumssuche
(engl. hill-climbing) wird der Weg des steilsten Anstiegs solange verfolgt, bis ein
Maximum erreicht ist. Dies repra¨sentiert das Ende einer Suche. Der Optimie-
rer entscheidet nun, ob die Abbruchbedingung fu¨r den gesamten Suchprozess
erfu¨llt ist. Diese kann vom Anwender spezifiziert werden und kann beispielswei-
se das U¨berschreiten eines Gu¨temaßes oder die Anzahl der gefundenen Maxima
sein. Ist die Abbruchbedingung nicht erfu¨llt, wird anhand einer Sprungfunk-
tion ein neuer Startwert fu¨r eine erneute Suche bestimmt. Hierbei kann bei-
spielweise auf eine Liste von Startpunkten oder auf eine Zufallsfunktion (engl.
simulated-annealing) zuru¨ckgegriffen werden. Das Erreichen eines Plateaus – al-
le Gu¨temaße der Umgebung sind gleich – oder eines Grats wird als spezielles
Maximum behandelt und fu¨hrt zur Ausfu¨hrung der Sprungfunktion.
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3.2.2 Parameteradaption fu¨r die Straßenextraktion
Beispielhaft werden hier die Parameter des in Kapitel 3.1 erla¨uterten
Straßenextraktions-Verfahrens adaptiert. Die Ergebnisbewertung erfolgt mit
der im Kapitel 3.1.8 beschriebenen Qualita¨tsfunktion, wobei hier nur der
Ergebniswert Qualita¨t aus Gleichung 3.32 verwendet wird.
Die folgenden Parameter des Verfahrens sollen im angegebenen Bereich adap-
tiert werden:
• w - minimale Straßenbreite in Pixel einschließlich Randpunkte
[3,4,5,6]
• W - maximale Straßenbreite in Pixel einschließlich Randpunkte
[5,6,7,8,9,10,11,12,13]
• b - minimaler Luminanzwert eines Straßenoberfla¨chenpixels
[130,135,140,145,150,165,160,170,180,185,190,195,200,210]
• B - maximaler Luminanzwert eines Straßenoberfla¨chenpixels
[200,210,220,225,230,235,240,250]
• l - maximale Straßenla¨nge fu¨r die sicheren Startbereiche
[6,7,8,9,10,11,12,13,14]
• g - Schwellwert fu¨r das Gradientenbild
[20,25,30,35,40]
• d - maximale Suchtiefe des A*-Algorithmus
[6,9,11,13,15,18,23,28,32,37]
• a - maximal erlaubter Fehler bei der Vektorisierung
[3,5,7]
Aus dieser Beschreibung ergeben sich 5443200 mo¨gliche Punkte im achtdimen-
sionalen Parameterraum.
Als Abbruchbedingung wurde das Auffinden von 30 Maxima angegeben. Da der
Datensatz viele Straßen im bewaldeten Gebiet enthielt, wurde aus dem vom GIS
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Abbildung 3.16: Ergebnisse der Parameteradaption:
1) Referenzdatensatz entha¨lt die im Wald vorhandenen Straßen (links)
2) Referenzdatensatz entha¨lt keine im Wald vorhandenen Straßen (rechts)
gelieferten Datensatz ein zweiter Vektordatensatz erzeugt, in dem die Straßen
im bewaldeten Gebiet entfernt wurden. Die Ergebnisse der Parameteradaption
sind in Abbildung 3.16 zu sehen. Das linke Bild zeigt die Ergebnisse mit dem
kompletten GIS-Datensatz und das rechte Bild das Ergebnis mit dem reduzier-
ten Datensatz (ohne die Straßen im Wald). In Rot sind jeweils die GIS-Daten
und in Blau die extrahierten Daten dargestellt.
Es wurde auf Grauwertbildern mit einer Auflo¨sung von 2m ∗ 2m gerechnet,
Zusatzinformation u¨ber das Vorhandensein von Ha¨usern oder anderen Objek-
ten wurden nicht verwendet und auch keine radiometrische Entzerrung fu¨r die
Bilddaten durchgefu¨hrt.
Die numerischen Ergebnisse nach den Verfahren aus Kapitel 3.1.8:
Verfahren Vollsta¨ndigkeit Korrektheit Qualita¨t Rechenschritte
GIS-Daten (komplett) 0,75 0,69 0,56 1981 (0.026%)
ohne Waldbereiche 0,82 0,88 0,74 2902 (0.053%)
Die Vollsta¨ndigkeit beschreibt, ob Referenzdaten in den extrahierten Daten feh-
len. Eine Vollsta¨ndigkeit von 1 sagt aus, das alle Referenzdaten auch in den
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extrahierten Daten vorliegen. Die zusa¨tzlich extrahierten Daten werden durch
den Wert der Korrektheit beschrieben. Hier besagt der Wert 1, dass keine Da-
ten extrahiert wurden, die keine Repra¨sentation in den Referenzdaten besitzen.
Die Qualita¨t nimmt den Wert 1 an, falls beide Datensa¨tze identisch sind. Die
Anzahl der beno¨tigten Rechenschritte ist in der letzten Spalte vermerkt, in der
sich die Prozentangabe auf den Anteil des expandierten Suchraumes bezieht.
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3.3 Schattendetektion unter Verwendung von
Laserscandaten
Die Erkennung von Objekten in Fernerkundungsdaten wird ha¨ufig durch Be-
leuchtungseffekte wie Schlagschatten oder Abdunkelung in sonnenabgeneigten
Bereichen erschwert oder fu¨hrt zu falschen Ergebnissen. Um dieses Problem bei
der Objekterkennung zu beseitigen, wird in diesem Kapitel ein Ansatz zur Be-
stimmung von Schattenbereichen in Fernerkundungsdaten vorgestellt. Um die
Zuverla¨ssigkeit der Bestimmung der beschatteten Bereiche gegenu¨ber den bishe-
rigen Ansa¨tzen zu erho¨hen, werden Ho¨hendaten aus einer Laserscanbefliegung
bei der Auswertung mitverwendet. Die unterschiedlichen, mit diesem Ansatz be-
rechneten Ergebnisse werden diskutiert und fu¨r eine radiometrische Entzerrung
der visuellen Eingangsdaten verwendet.
Die in visuellen Bilddaten durch Schatten auftretenden Sto¨rungen erschweren
z. B. bei der Detektion von Straßen [17], [22] die Objekterkennung. Daher ist
es gerade im Kontext einer wissensbasierten Auswertung [100], [23] wichtig,
beschattete Bereiche in den Bilddaten zu kennen, um dann unter Ausnutzung
dieses Wissens den Analyseablauf und die damit verbundene Objekterkennung
zu steuern. Weiterhin ist es mo¨glich, nach einer Schattendetektion diese Bereiche
durch eine radiometrische Entzerrung zu korrigieren, um so die Ergebnisse der
anschließenden Objekterkennung zu verbessern.
Hier wird beschrieben, wie eine Fusion von Sensordaten angewendet werden
kann, um Schattenbereiche in visuellen Bilddaten zu bestimmen. Voraussetzung
fu¨r diesen multisensoriellen Ansatz ist die Registrierung aller Bilddaten auf ein
gemeinsames Geokoordinatensystem. Zusa¨tzlich zu den visuellen Bilddaten wer-
den Laserscandaten verwendet. Die hier erga¨nzend verwendeten Laserscandaten
werden in naher Zukunft zu Standarddaten in der Fernerkundung geho¨ren und
bei der Erstellung eines DEM (digital elevation model) zum Einsatz kommen.
Die verwendeten Bilddaten sind in Abbildung 3.17 zu sehen. Die Schattenbe-
reiche werden aus den Bilddaten auf folgende Weise bestimmt. In einem ersten
Schritt werden in den Ho¨hendaten die Geba¨ude extrahiert, deren Lokalisati-
on verwendet wird, um die zugeho¨rigen Schattenbereiche zu bestimmen. Durch
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Abbildung 3.17: Eingangsdaten: Luft- und Laserscanbild
Auswertung dieser gefundenen Regionen kann ein Schwellwert bestimmt wer-
den, mit dem das gesamte visuelle Bild binarisiert werden kann. Dieser erste
Schritt liefert mit dem verwendeten sehr einfachen Ansatz zwar schon die be-
schatteten Bildbereiche, jedoch auch nicht gewu¨nschte Bereiche, die nur auf-
grund ihrer Materialeigenschaften dunkel erscheinen. Um das erste Ergebnis zu
verbessern, wird in einem zweiten Schritt unter Verwendung des Ho¨henmodells
und der berechneten Schatten der Sonnenstand fu¨r den Aufnahmezeitpunkt des
visuellen Bildes berechnet. Hiermit kann eine Projektion in das Ho¨henmodell
durchgefu¨hrt werden, wodurch man ein zweites Ergebnis erha¨lt. Die gewonnenen
Ergebnisse ko¨nnen zur radiometrischen Entzerrung oder bei einer wissensbasier-
ten Interpretation verwendet werden.
Im folgenden Kapitel werden die verwendeten Daten kurz beschrieben. Anschlie-
ßend wird ein erstes Schattenbild mit Hilfe eines Schwellwertes aus den visuellen
Daten bestimmt. Unter Verwendung dieses Ergebnisses und den Ho¨hendaten
wird der Sonnenstand zum Aufnahmezeitpunkt gescha¨tzt. Ein zweites Schat-
tenbild wird durch eine Projektion der Sonne in das Ho¨henmodell berechnet.
Bei der Entzerrung wird eine Kombination beider Ergebnisse verwendet.
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3.3.1 Datenmaterial
Als Eingangsdaten liegen visuelle Bilddaten mit einer Auflo¨sung von 0,25m und
Laserscandaten mit einer Auflo¨sung von 1m vor. Beide Datensa¨tze wurden vor
der Auswertung auf ein gemeinsames Geokoordinatensystem entzerrt, sodass
Orthophotos vorliegen und damit eine Korrespondenz der Daten auf Pixelebene
gegeben ist. In Abbildung 3.17 sind mo¨gliche Eingangsdaten zu sehen, wobei die
Ho¨hen der Laserscandaten im rechten Bild durch Grauwerte codiert sind (helle
Regionen repra¨sentieren hohe Orte, dunkle entsprechend tieferliegende Orte).
Die im Laserscanbild zu sehenden schwarzen Bereiche stellen Gebiete dar, an
denen kein Messwert bestimmt werden konnte. Die im Herbst aufgenommenen
Laserscandaten geben das Gela¨nde ohne die Vegetationsho¨hen wieder. Die im
Sommer durchgefu¨hrten visuellen Aufnahmen zeigen belaubte Ba¨ume.
In einem ersten Schritt sollen die Geba¨ude extrahiert werden (siehe [77]). Da
die Laserscandaten die Ho¨henspru¨nge der Hauswa¨nde gut wiedergeben, ist
es mo¨glich, hieru¨ber und u¨ber Formparameter Bereiche zu detektieren, die
Ha¨user repra¨sentieren. Hierzu werden ausgehend von den Laserscan-Ho¨hendaten
zuna¨chst Ho¨henspru¨nge detektiert. Zusammenha¨ngende Regionen, deren lokale
Ho¨hendifferenzen unter einem vorgegebenen Schwellwert lagen, werden zusam-
mengefasst und mit einem einheitlichen Label versehen. Regionen unterhalb
einer Mindestgro¨ße werden der sie einschließenden Region zugeordnet, zu große
Regionen dem Hintergrund. Bei den kleinen Regionen werden so Objekte auf
Hausda¨chern (z. B. Schornsteine) dem Dachbereich zugeordent. Die obere Gren-
ze beschra¨nkt die maximale Gro¨ße eines Geba¨udes. Durch diese Segmentierung
erha¨lt man ein Labelbild, in dem jedes Geba¨ude durch einen Grauwert darge-
stellt wird (Abbildung 3.18).
3.3.2 Schattendetektion im visuellen Bild
Die detektierten Geba¨ude werden nun verwendet, um die Geba¨udeschatten
zu bestimmen. Ausgehend von den Geba¨udegrenzen wird orthogonal in al-
le vier Richtungen nach dunklen Bereichen gesucht. Da diese Suche an den
Geba¨udegrenzen beginnt und sich von diesen wa¨hrend der Suche immer wei-
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Abbildung 3.18: Labelbild der detektierten Geba¨ude
ter entfernt, kann das Schattenende durch einen U¨bergang von dunklen nach
hellen Pixeln, also durch einen ausgepra¨gten Gradienten bestimmt werden. Die
Geba¨udeseiten, an denen sich keine Schattenbereiche anschließen, ko¨nnen durch
ihre Luminanzwerte von den Schattenregionen unterschieden werden.
Die bei dieser Suche betrachteten Pixel ko¨nnen nun benutzt werden, um u¨ber
eine Histogrammanalyse einen Schwellwert zu bestimmen, mit dem das gesam-
te visuelle Bild in beschattete und nicht beschattete Bereiche unterteilt werden
kann. Neben den tatsa¨chlich beschatteten Bereichen ergeben sich aber auch
falsch klassifizierte Gebiete, die aufgrund ihrer Materialeigenschaften oder ihrer
Neigung zur Sonne im visuellen Bereich dunkel erscheinen, aber nicht beschat-
tet waren. Dieses Ergebnis dient als Grundlage fu¨r die kommenden Schritte, die
robust gegenu¨ber den aufgetretenen Fehlern sind. Ein Ausschnitt des Ergebnis-
bildes des ersten Schriites ist in der Abbildung 3.20 dargestellt.
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3.3.3 Schattenprojektion
Ausgehend von dem bisherigen Ergebnis und den vorliegenden Ho¨hendaten sol-
len nun die vorhandenen Fehler beseitigt werden. Hierzu wird das aus den Laser-
scandaten gewonnene Ho¨henmodell verwendet, welches mit einer ku¨nstlichen
Sonne zum Aufnahmezeitpunkt der visuellen Daten beschienen wird. Da dieses
Ho¨henmodell die Objektho¨hen repra¨sentiert, wird das entstehende Schattenbild
nicht die Fehler enthalten, die bei der oben beschriebenen Schwellwertbildung
auftraten.
3.3.3.1 Bestimmung des Sonnenstandes
Falls der Aufnahmezeitpunkt (Ort, Datum, Uhrzeit) bekannt ist, ko¨nnte der
Sonnenstand direkt hieraus abgeleitet werden. Da diese Angaben nicht immer
vorliegen, folgt nun eine Beschreibung, wie der Sonnenstand zum Aufnahme-
zeitpunkt der visuellen Daten aus dem bereits vorhandenen ersten Schattenbild










Abbildung 3.19: Darstellung zur Bestimmung des Azimut- und Zenitwinkels
In Abbildung 3.19 sind sowohl die Ho¨hendaten als auch die Schattenbereiche
dargestellt. Zu berechnen sind die beiden eingezeichneten Winkel, der Azimut-
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−→ sz = 90− β (3.34)
Um die beiden Winkel zu bestimmen, mu¨ssen sowohl die Ecken der Ha¨user in
den Ho¨hendaten als auch die dazugeho¨rigen Ecken im Schattenbild ermittelt
werden. Die Geba¨udeecken sind aus dem bereits oben erwa¨hnten Labelbild zu
extrahieren. Ausgehend von den gefundenen Geba¨udeecken ko¨nnen anschließend
die Ecken des dazugeho¨rigen Schattenbereiches ermittelt werden. Zu bestimmen
sind jeweils die Punkte der Regionen mit den minimalen bzw. den maximalen
Koordinaten. Es ergeben sich fu¨r den Suchbereich Einschra¨nkungen, da ein Ob-
jektschatten nicht nach Norden ausgerichtet sein kann und der minimale Zenit-
winkel durch optional anzugebende Ortsangaben (Breitengrad) bekannt ist. In
Abbildung 3.20 sind fu¨r einige Geba¨ude die Geba¨udeecken als auch die korre-
spondierenden Schattenpunkte durch Kreuze markiert.
Der scheinbare Versatz der Geba¨udeecken begru¨ndet sich in einer nicht vo¨llig
korrekten Entzerrung der visuellen Bilddaten, da die Geba¨udeho¨hen nicht
beru¨cksichtigt wurden, sondern nur das DGM zu Verfu¨gung stand. Nicht zu je-
der Geba¨udeecke ließ sich ein korrespondierender Schattenpunkt bestimmen und
die gefundenen Paare liefern nicht alle dieselben Winkel. Der resultierende Son-
nenstand ergibt sich als Mittelwert aller Einzelmessungen, wobei die Messwerte,
die außerhalb der Standardabweichung liegen, beim endgu¨ltigen Resultat nicht
beru¨cksichtigt werden.
3.3.3.2 Projektion
Mit dem erhaltenen Sonnenstand und den Ho¨hendaten kann nun ein zweites
Schattenbild bestimmt werden, indem durch ein ray-tracing Verfahren fu¨r je-
den Bildpunkt ermittelt wird, ob dieser bei dem berechneten Sonnenstand von
der Sonne beschienen wird oder durch andere Objekte verdeckt wird und da-
her beschattet ist. Ein Ergebnisausschnitt dieses Verfahrens ist, mit dem ersten





Abbildung 3.20: Schattenbild mit eingezeichneten Geba¨ude- und Schattenecken
Schattenbild u¨berlagert, in Abbildung 3.21 dargestellt. Die von beiden Ergeb-
nissen gemeinsam als Schatten bestimmten Bereiche sind in einem dunkleren
Grauton dargestellt. Die schwarz dargestellten Bereiche zeigen die von der Pro-
jektion zusa¨tzlich als Schatten bestimmten Gebiete und der hellere Grauton
kennzeichnet die zusa¨tzlich durch den Luminanzschwellwert detektierten Schat-
tenbereiche.
Die auffa¨lligsten Unterschiede sind in den zusa¨tzlichen Schattenbereichen des
Schwellwertverfahrens in den mit Ba¨umen bestandenen Bereichen zu erkennen.
Dies liegt darin begru¨ndet, dass die Laserscandaten im Herbst, als die Ba¨ume
kein Laub hatten, aufgenommen wurden und daher im Ho¨henbild nicht zu sehen
sind und folglich auch keinen Schatten liefern. Im Gegensatz dazu zeigen die
im Sommer aufgenommenen visuellen Daten die, zu den Ba¨umen geho¨renden,
Schatten. Anders verha¨lt es sich mit den im Bild vorkommenden immergru¨nen
Nadelgeho¨lz. Wie in Abbildung 3.21 links oben zu erkennen ist, stimmen die
Schattenbereiche hier in beiden Ergebnissen u¨berein.
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Zusätzliche Ergebnisse des Schwellwertverfahrens
Zusätzliche Ergebnisse der Projektion
Gemeinsame Ergebnisse beider Verfahren
Abbildung 3.21: Gegenu¨berstellung der Verfahren zur Schattenbestimmung
Weiterhin gibt es bedingt durch die unterschiedlichen Aufnahmezeitpunkte Un-
terschiede in den beiden Schattenbildern. So ist das in den Laserscandaten (Ab-
bildung 3.22b) als heller Bereich zu erkennende Geba¨ude, in den zugeho¨rigen
visuellen Daten (Abbildung 3.22c), die zu einem spa¨teren Zeitpunkt aufgenom-
men wurden, bereits abgerissen. Die Unterschiede in den Schattenbildern zu
diesem Ausschnitt sind in Abbildung 3.22a zu erkennen. Bewegliche Objekte
wie Autos oder Straßenbahnen fu¨hren ebenfalls zu Differenzen in den Schatten-
Schattenbild Höhenbild Luftbild
a cb
Abbildung 3.22: Beispiel fu¨r ein abgerissenes Geba¨ude
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bildern.
3.3.4 Radiometrische Entzerrung
Die radiometrischen Fehler, die durch eine Entzerrung behoben werden ko¨nnen,
umfassen zwei Bereiche. Zum einen gibt es Schlagschatteneffekte. Das sind Be-
reiche, die nicht von der Sonne beschienen werden ko¨nnen, z. B. Bereiche die
durch hohe Geba¨ude oder Gela¨ndeerhebungen beschattet werden. Ein anderer
Effekt tritt durch die Neigung des Gela¨ndes auf. Trotz gleicher Objekteigen-
schaften erscheinen Gebiete in Abha¨ngigkeit von ihrer Neigung zum Lichteinfall
und zum Betrachtungswinkel unterschiedlich. Beide Aspekte sollen bei der ra-
diometrischen Entzerrung Beachtung finden.
3.3.4.1 Neigungsbild
Die Gela¨ndeneigung ist basierend auf den Ho¨hendaten in Abbildung 3.23 visua-
lisiert. Die jeweiligen Ausrichtungen des Gela¨ndes sind durch unterschiedliche
Grauwerte dargestellt, wobei jeder Grauwert eine Richtung kodiert. Zu sehen
ist links oben eine von Straßen umgebene Erhebung und die Da¨cher einiger
Ha¨userzeilen. Im rechten Bild ist ein gro¨ßerer Ausschnitt eines Innenstadtberei-
ches mit Straßen und Hausda¨chern zu sehen.
In der Literatur gibt es verschiedene Ansa¨tze, um das Problem der neigungs-
bedingten Verzerrung zu lo¨sen. In [53] werden vier Methoden zur Entzerrung
vorgeschlagen, die auf dem in Abbildung 3.25 gezeigten Modell basieren. Die
Luminanz der geneigten Fla¨che LS wird jeweils aus der Luminanz einer ho-
rizontalen Fla¨che LH berechnet. Ein statistisch-empirischer Ansatz geht von
einem Zusammenhang von LH und LS nach folgender Beziehung aus:
LH = LS − cos(i) ·m (3.35)
Hierbei ist m ein Maß fu¨r die lokalen Reflektionseigenschaften. Je sta¨rker ein
Objekt reflektiert, desto ho¨her ist der Wert fu¨r m. Bei einem anderen Ansatz,
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Abbildung 3.23: Aus dem Ho¨henmodell bestimmte Richtungsbilder
150 −> South
50 −> Nord
0 −> West100 −> East
Abbildung 3.24: Korrespondenz der Farben zu den Richtungen
der Cosinus-Korrektur , berechnet sich LH wie folgt:
LH = LS · cos(sz)
cos(i)
· c (3.36)
Die einfache Variante der Cosinus-Korrektur setzt die Variable c = 1.
Der C-Korrektur-Ansatz wird sowohl in [53] als auch in [99] beschrieben und
soll auch hier verwendet werden. Die Luminanz der geneigten Fla¨che wird dabei
folgendermaßen berechnet:
LH = LS · cos(sz) + C
cos(i) + C
(3.37)











Abbildung 3.25: Herleitung des Zwischenwinkels i aus der Sonnenposition (sz, sa) und der
Pixelorientierung (s, a)
Im Modell in Abbildung 3.25 sind drei Richtungen zu unterscheiden: Die Rich-
tung, in der sich die Kamera befindet, die direkte Sonnenrichtung und die
Fla¨chennormale der Ebene, auf dem sich der betrachtete Bildpunkt befin-
det. Der Zenitwinkel kann als bekannt angenommen werden, er wurde in Ab-
satz 3.3.3.1 gescha¨tzt. Im Weiteren kann auch der Fla¨chennormalenvektor aus
den Laserscandaten bestimmt werden. Die Illumination cos(i) berechnet sich
aus dem Zenitwinkel sz, dem Azimutwinkel sa, der Neigung der Fla¨che s und
der Ausrichtung der Fla¨che a zu:
cos(i) = cos(sz) · cos(s) + sin(sz) · sin(s) · cos(sa− a) (3.38)
Die Korrekturkonstante C ist von den Materialeigenschaften der aufgenomme-
nen Fla¨che und vom verwendeten Sensortyp abha¨ngig. In [90] wurden fu¨r C fu¨r
die jeweiligen unterschiedlichen Objektklassen Werte von 0, 15 bis 11, 74 ermit-
telt. Fu¨r Siedlungsfla¨chen, Laub-, Misch- und Nadelwald und Ackerbaufla¨chen
wurden Werte fu¨r C von 0, 25 bis 0, 39 verwendet. Man kann prinzipiell fu¨r jede
Objektklasse eine Korrekturkonstante empirisch ermitteln, die bei der Entzer-
rung beru¨cksichtigt wird. Die hier verwendete Korrekturkonstante wurde – an-
gelehnt an [90] – fu¨r das gesamte Siedlungsgebiet auf C = 0, 28 gesetzt.
3.3.4.2 Algorithmische Umsetzung
Bereiche, die von Schlagschatten betroffen sind, sind durch die oben beschriebe-
nen Verfahren bestimmt worden. Wir verwenden fu¨r die Entzerrung die Kom-
bination beider Ergebnisse, wobei nur die in Abbildung 3.21 dunkelgrau dar-
gestellten Bereiche als Schlagschatten gewertet werden. Durch die Kombinati-
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on werden sowohl die Fehler des ersten Schattenbildes, die dunklen Bildberei-
che, als auch die bei der Projektion auftretenden geringen Unterschiede zu den
tatsa¨chlichen Schatten behoben. Die Grauwerte in den Schlagschattenbereichen
mu¨ssen um einen bestimmten Wert – im Folgenden als shift bezeichnet – an-
gehoben werden. Dieser shift wird durch den in Kapitel 3.3.2 berechneten Gra-
dienten an den Schattengrenzen der Geba¨ude zur Umgebung lokal bestimmt.
Abbildung 3.26: Radiometrisch korrigiertes Luftbild aus Abbildung 3.17
Die endgu¨ltige Berechnung des entzerrten Bildes soll beide angesprochenen Ef-
fekte beru¨cksichtigen. Zur Vereinfachung wird der in Formel 3.37 vorkommende





Der Anhebungwert shift soll mit dem Faktor k gewichtet werden, sodass sich
das entzerrte Bild z(i, j) aus dem Eingangbild e(i, j) folgendermaßen berech-
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net:
z(i, j) =
 e(i, j) + k · shift : s(i, j) = 0,e(i, j) + k : sonst (3.40)
Hierbei ist s(i, j) das resultierende Schattenbild, in dem die Werte 0 Schlag-
schatten anzeigen. Das so berechnete entzerrte Bild ist in Abbildung 3.26 dar-
gestellt und entha¨lt nur an den Stellen Schatten, die in Absatz 3.3.3.2 diskutiert
wurden.
3.3.5 Ergebnisbewertung der radiometrischen Entzerrung
In diesem Kapitel wurde ein Ansatz zur multisensoriellen, radiometrischen Ent-
zerrung von visuellen Fernerkundungsdaten vorgestellt. Hierbei wurde die Nei-
gung des Gela¨ndes zur Sonne und zum Betrachter beru¨cksichtigt. Die Schlag-
schattenbereiche wurden separat behandelt und bezu¨glich ihrer lokalen Daten-
lage radiometrisch entzerrt. Die Sicherheit der Bestimmung der beschatteten
Bereiche wurde durch einen multisensoriellen Ansatz erho¨ht und die Ergebnis-
se diskutiert. Einsatz findet das Verfahren zur Bestimmung von Schattenbe-
reichen in visuellen Luftbildern. Durch den Schritt der radiometrischen Ent-
zerrung werden die Ergebnisse der folgenden Objektextraktion verbessert. In
Abbildung 3.27 ist das Ergebnis der Straßenextraktion aus Kapitel 3.1 mit der-
selben Parametrisierung fu¨r einen Bildbereich vor und nach der radiometrischen
Entzerrung dargestellt.
Der Ansatz, die Problembereiche durch die Auswertung der Daten bezu¨glich
spezieller Objekte fu¨r die nachfolgende Auswertung zu verbessern, liefert siche-
rere Ergebnisse als die Anpassung der Parameter. Zum einen ist diese Parame-
teranpassung oft sehr aufwendig und zum anderen liefert sie meist nur lokal bes-
sere Ergebnisse. So fu¨hrt zwar eine tolerantere Parameterwahl dazu, dass auch in
den Originalbildern der Schattenbereich auf den Straßen als Straße erkannt wird,
jedoch ergibt sich an anderen Stellen des Bildes eine U¨bersegmentierung der
Bilddaten. Neben den Schatten ko¨nnen auch andere Objekte, wie etwa Ba¨ume,
die mit der Straße eine Allee bilden, zur Erkennung von Straßen verwendet
werden.
74 3 Operatoren der digitalen Bildverarbeitung
Abbildung 3.27: Ergebnisse der Straßenextraktion auf dem Originalbild (links)
und dem radiometrisch entzerrten Bilddaten (rechts)
4 Wissensrepra¨sentationsformen und ihre
Nutzung
,,Artificial Intelligence is the study of ideas
which enable computers to do things, that
make people seem intelligent. [...] The central
goals of Artificial Intelligence are to make com-
puters more useful and to understand the prin-
ciples which make intelligence possible.”
Winston, 1993
Diese Arbeit befasst sich mit der Interpretation von Fernerkundungsdaten, die
mit verschiedenen Sensoren und unterschiedlichen Auflo¨sungen gewonnen wur-
den. Die Automatisierung der Interpretationsaufgabe ist dabei ein zentraler
Punkt der Arbeit. Die vorliegenden Szenen sind oftmals sehr komplex, sodass
die Aufgabe der Interpretation nicht unter Verwendung eines Operators – wie
in Kapitel 3 beschrieben – gelo¨st werden kann, sondern nur durch das Zusam-
menspiel mehrerer Operatoren fu¨r die unterschiedlichen Teilaufgaben zu reali-
sieren ist. Dieses Zusammenspiel umfasst dabei das gezielte und problemspezi-
fische Initialisieren und Aufrufen dieser subsymbolischen Operatoren, als auch
die U¨berpru¨fung, Gruppierung und die Bewertung der gewonnenen Interpreta-
tionen. Dem menschlichen Auswerter hilft bei der Interpretation von Ferner-
kundungsdaten das u¨ber die Jahre angesammelte Vorwissen u¨ber das Erschei-
nungsbild und den Zusammenhang von Objekten. Das Vorwissen beinhaltet das
deklarative Wissen, das Wissen u¨ber die einsetzbaren Verfahren und das darin
enthaltene prozedurale Wissen.
Soll nun ein Interpretationssystem eine solche Aufgabe automatisch erledigen,
so liegt es nahe, vorhandenes Vorwissen u¨ber die Szenenobjekte und ihre Bezie-
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hungen zueinander in den Analyseablauf zu integrieren. Ausgehend von dieser
Betrachtung werden im folgenden Abschnitt Wissensrepra¨sentationsformen vor-
gestellt und diskutiert, die in der “Ku¨nstlichen Intelligenz” (KI) Verwendung
finden [83] [85] und geeignet sind, Wissen zu repra¨sentieren, und bei der Analyse
von Daten verwendet werden ko¨nnen.
Die Ku¨nstliche Intelligenz (Artificial Intelligence) ist eine Fachrichtung der
Informatik und befasst sich mit dem Verstehen und Formalisieren von Pro-
zessen, wie sie dem menschlichen Denken eigen sind. Prima¨res Ziel die-
ser Forschungen ist es nicht, alle intelligenten Eigenschaften des Menschens
zu kopieren, sondern durch Nachahmung oder Adaption von Lo¨sungen und
Lo¨sungsfindungsprozessen, mit denen ein Mensch den Gegebenheiten der rea-
len Welt begegnet, die Einsatzmo¨glichkeiten der automatischen Behandlung
von Problemen zu erweitern. Die komplexen und vielseitigen Probleme und
Lo¨sungsansa¨tze der realen Welt sind ha¨ufig nur recht eingeschra¨nkt zur Forma-
lisierung und Algorithmisierung im herko¨mmlichen Sinne geeignet. Die vorlie-
genden, zu verarbeitenden Information sind oft unvollsta¨ndig oder fehlerhaft,
der Lo¨sungsraum zu komplex oder schlicht zu groß, sodass brauchbare Ergeb-
nisse nur gescha¨tzt oder angena¨hert zu ermitteln sind.
Ziel ist hier die Beschreibung einer bildhaften Szene, wobei diese die Konvention
einer Repra¨sentation fu¨r die Darstellung eines speziellen Gegenstandes nutzt.
Die Repra¨sentation ihrerseits besteht aus einer Menge von Vereinbarungen, wie
eine Klasse von Objekten zu beschreiben ist.
Die rechnergestu¨tzte Repra¨sentation und Verarbeitung kognitiver Fa¨higkeiten
ist der Themenbereich, mit dem sich die Disziplin der KI bescha¨ftigt
([96],[25],[50]). Mit den dort verwendeten Verfahren sollen die fu¨r die spezielle
Fragestellung relevanten Aspekte der menschlichen Intelligenz fu¨r anspruchs-
volle zu automatisierende Prozesse nutzbar gemacht werden. Behandelt werden
hier u¨blicherweise einzelne spezielle Themen, sodass die hier behandelte Welt
nur einen Ausschnitt (Weltausschnitt) repra¨sentiert.
Rein theoretisch sind alle rechnerbasierten Repra¨sentationen und deren Analy-
sepotentiale gleich, da sie letztendlich auf denselben Informationseinheiten und
derselben Funktionsbasis aufsetzen. In der Praxis etablieren sich jedoch nur
die Wissensrepra¨sentationsformen, die die Sachverhalte hervorheben, die zur
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Lo¨sung einer Fragestellung wichtig sind.
Eine gute Repra¨sentation ist folglich in der Lage auch einen schwierigen Zusam-
menhang versta¨ndlich darzustellen [38] und umfasst folgende Aspekte:
• Eine Anzahl von syntaktischen und semantischen Vereinbarungen zur Be-
schreibung von Fakten ist eine Repra¨sentation.
• Die verwendeten Symbole und deren mo¨gliche Anordnung beschreibt die
Syntax einer Repra¨sentation.
• Die Bedeutung der Symbole sowie die Bedeutung einer Anordnung von
Symbolen wird beschrieben durch die Semantik einer Repra¨sentation.
Eine Wissensrepra¨sentation kann als Abbildung eines Ausschnitts der realen
Welt bezeichnet werden, wobei die Darstellung des Wissens implizit oder explizit
geschehen kann.
Implizites Wissen
Von implizitem Wissen kann immer dann gesprochen werden, wenn Wissen,
z. B. in Form einer Funktion, Verwendung findet, das Bestandteil einer determi-
nistischen Abarbeitungskette ist. Implizites Wissen wird folglich als Bestandteil
eines festen Ablaufplans angewendet,
Bei der Anwendung von implizitem Wissen wird eine Funktion folglich nicht
aufgerufen, weil ein System oder Programm eine Methode gesucht hat, sondern
weil zum Zeitpunkt der Beschreibung eines Lo¨sungsweges oder Programmes
feststand, welche Funktion in der vorliegenden Situation zu verwenden ist. Das
Wissen, dass eine Funktion an einer bestimmten Stelle aufzurufen ist, ist also
direkt im Programm enthalten.
Explizites Wissen
Explizites Wissen zeichnet sich dadurch aus, dass einem System eine Reihe von
Problemlo¨sungsmo¨glichkeiten bekannt ist und es in Abha¨ngigkeit vom vorlie-
genden Problem die geeignete Funktion zum Lo¨sen auswa¨hlt.
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Deklarativ:
Deklarative Methoden beschra¨nken sich auf die Beschreibung eines Sachver-
haltes und sagen nichts u¨ber die Anwendung des Wissens zur Lo¨sung eines
Problems aus. Es wird nur der Problemkontext oder Weltausschnitt modelliert,
in dem ein Problem vorliegt. Zur Problemlo¨sung werden zusa¨tzlich meist prin-
zipielle Verfahren definiert, die das Bearbeiten des Weltausschnitts erlauben.
Das Verha¨ltnis der modellierten Objekte zueinander fu¨r den betrachteten Welt-
ausschnitt wird also getrennt von einem aktiven System, das dieses Wissen in
der Analyse verwendet, beschrieben. Der Vorteil dieses Ansatzes liegt in der
gro¨ßeren U¨bersichtlichkeit und besseren Lesbarkeit des modellierten Weltaus-
schnittes. Ein weiterer Vorteil der deklarativen Wissensrepra¨sentation liegt dar-
in, dass jedes Wissenselement nur einmal beschrieben werden muss, unabha¨ngig
davon, wie ha¨ufig und in welcher Situation es zur Lo¨sung des Problems verwen-
det wird. Neue Objekte, die Wissens repra¨sentieren, ko¨nnen auf einfachemWege
hinzugefu¨gt werden und bestehendes Wissen kann leicht modifiziert oder ent-
fernt werden. Der Aufwand, um eine konkrete Lo¨sung zu berechnen, ist bei der
deklarativen Wissensrepra¨sentation jedoch oftmals gro¨ßer als bei der impliziten
Darstellung.
Prozedural:
Eine prozedurale Wissensrepra¨sentation beschreibt den Gebrauch von Wissen,
also das Wie der Problemlo¨sung und wird oft als die direkteste, natu¨rlichste
Art der Wissensdarstellung empfunden, da hier Schritt fu¨r Schritt angegeben
wird, wie eine Aufgabe zu lo¨sen ist. Dieser Ansatz ist gegenu¨ber dem deklarati-
ven Ansatz effizienter in der Abarbeitung, jedoch nicht so flexibel und versagt
daher oft bei komplexen Aufgabenstellungen. Die prozedurale Wissensdarstel-
lung ist daher nur zur Lo¨sung von schon bekannten oder zumindest typisierten
Problemen geeignet, deren Lo¨sungsalgorithmus beschreibbar ist.
Die beiden Paradigmen lassen sich folgendermaßen vergleichen: Prozedurale Me-
thoden beschreiben ”wie man etwas macht” und deklarative Methoden geben
an ”wie etwas funktionieren sollte”. Genauso, wie eine effiziente Problemlo¨sung
in der Realita¨t diese beiden Ansa¨tze vereint, so werden auch in den Metho-
den der Wissensrepra¨sentation meist keine rein prozedural oder rein deklarativ
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funktionieren Verfahren eingesetzt, sondern eine Kombination der beiden Para-
digmen.
4.1 Wissensbasierte Systeme
Systeme, die eine Wissensbasis beinhalten, die Wissen u¨ber eine oder mehre-
re Anwendungsdoma¨nen oder auch u¨ber die Welt bzw. einen Weltausschnitt
repra¨sentieren, werden wissensbasiert [51] genannt. Ein Charakteristikum sol-
cher Systeme ist die Trennung von Wissen u¨ber die jeweilige Anwendungs-
doma¨ne (Faktenwissen) und die Steuerung der Verarbeitung dieses Wissens
(Problemlo¨sungswissen). In Abbildung 4.1 ist der Unterschied zwischen kon-
ventionellen Systemen, die Wissen implizit nutzen, den wissensbasierten Sy-
stemen gegenu¨bergestellt. Die implizite Wissensnutzung erschwert es, Wissen
Algorithmus Problemlösungsstrategie Wissen
Daten/Fakten Daten/Fakten
Abbildung 4.1: Gegenu¨berstellung von impliziter und expliziter Wissensnutzung
nachtra¨glich einzubringen oder zu vera¨ndern, da hierzu ein Eingriff in den
Algorithmus notwendig ist. Die wissensbasierten Systeme verfu¨gen u¨ber eine
Schnittstelle zwischen dem anwendungsspezifischen Wissen und der allgemei-
nen Problemlo¨sungsstrategie, wodurch die Modifikation des Systems leichter
und u¨bersichtlicher realisiert werden kann. Die Komponente, die die allgemei-
ne Problemlo¨sungsstrategie umsetzt, wird oft als Inferenzmaschine bezeichnet.
Dieser Ansatz ist vor allem von Vorteil, wenn eine Problemlo¨sungsstrategie fu¨r
mehrere Anwendungsgebiete anwendbar ist. In diesem Fall muss fu¨r unterschied-
liche Aufgaben nur die entsprechende Wissensbasis ausgetauscht werden.
Zu den Anwendungsfeldern, in denen wissensbasierte Systeme eingesetzt wer-
den, geho¨ren:
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• Diagnoseprobleme: Hierbei geht es um das Feststellen der Situation,
in der sich ein System bzw. ein Teilsystem befindet. Charakteristisch fu¨r
Diagnoseprobleme ist die vollsta¨ndig bekannte Lo¨sungsmenge, aus der das
zutreffende Element (die zutreffende Diagnose) gefunden werden muss.
Einsatz finden diese Ansa¨tze beispielsweise in der Medizin.
• Planen und Konfigurieren: Hier sind Lo¨sungswege, Prozessabla¨ufe
und Systemzusammenstellungen fu¨r ein bestimmtes Problem zu finden.
Die zu findende Lo¨sung setzt sich dabei ha¨ufig aus Bestandteilen einer
Lo¨sungsbibliothek (Baukasten) zusammen oder besteht aus einer Adap-
tion einer bekannten Lo¨sung fu¨r eine a¨hnliche Aufgabenstellung. Im Ge-
gensatz zu Diagnoseproblemen ist hier eine Eigenschaft – wie etwa die
Kreativita¨t – von Nutzen. Pra¨diktives Planen ist die Aufstellung eines
Plans im Vorhinein, reaktives Planen ist die A¨nderung von Pla¨nen bei
Eintreten bestimmter Situationen. Zu diesem Aufgabenbereich geho¨ren
auch Scheduling-Probleme (Zeitplanung) und Optimierungsaufgaben.
• Maschinelles Lernen: In diesem Anwendungsbereich geht es um die
Entwicklung von Verfahren, wie ein wissensbasiertes System mo¨glichst
automatisch neues Wissen akquirieren, klassifizieren, einordnen und ver-
wenden kann.
4.2 Regelbasierte Systeme
Es gibt eine Reihe von Analysesystemen, die auf einem regelbasierten Pro-
blemlo¨sungsparadigma beruhen. So wurde beispielsweise fu¨r die Konfiguration
von VAX-Computern das regelbasierte System XCON [64] verwendet. Auch in
der Medizin wurden und werden eine Reihe von regelbasierten Systemen un-
terstu¨tzend in der Diagnose eingesetzt.
Die atomaren Einheiten eines regelbasierten Systems sind die aus einem Bedin-
gungsteil (Pra¨misse) und einem Aktionsteil (Konklusion) bestehenden Regeln.
Liegt ein Datenbestand (Sachbestand) vor, kann dieser mit den Regeln bearbei-
tet werden, und es ko¨nnen neue Daten erzeugt werden.
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Regel1: WENN (Bedingung1, Bedingung2, ...) DANN (Aktion1, Aktion2, ...)
Die Aktionen einer Konklusion vera¨ndern den Datenbestand, falls alle Bedin-
gungen der Pra¨misse erfu¨llt sind. Ein regelbasiertes System kann eingesetzt
werden, um zu u¨berpru¨fen, ob aus einem Anfangsdatenbestand und den Re-
geln ein bestimmtes Faktum erzeugt werden kann, was der Beantwortung einer
Frage zu diesem Faktum entspricht. Kann dieses spezielle Faktum nicht durch
wiederholte Regelanwendung erzeugt werden, bleibt die Frage unbeantwortet.
Falls durch den Datenbestand mehrere Regeln erfu¨llt sind, muss eine Regelaus-
wahl stattfinden, die entscheidet, welche der mo¨glichen Regeln auszufu¨hren ist.
Hier gibt es die folgenden alternativen Konfliktlo¨sungsstrategien:
• Spezifita¨t der Regel: Verwende die Regel, deren Bedingungsteil fu¨r die
aktuelle Datenlage am spezifischsten ist, deren Bedingungen folglich eine
Obermenge aller in Frage kommenden Regeln darstellt.
• Priorita¨t der Regeln: Angewendet wird die Regel mit der ho¨chsten Prio-
rita¨t, welche den Regeln bei der Erstellung gegeben wurde oder dynamisch
aus der Situation heraus zugeteilt wurde.
• Priorita¨t der Daten: Wie die Regeln ko¨nnten auch die Daten in einer
Priorita¨tenliste verwalten werden. Es ist die Regel anzuwenden, die die
ho¨chste Priorita¨t bezu¨glich ihrer Pra¨misse aufweist.
• Priorita¨t der Zeit: Verwende die der mo¨glichen Regeln, welche am la¨ngsten
nicht, oder die, die zuletzt zur Anwendung kam.
• Zufallsprinzip: Wa¨hle rein zufa¨llig eine der mo¨glichen Regeln aus.
Weiterhin sind Kombinationen mo¨glich. Falls die erste Auswahl aufgrund einer
Priorita¨t eine Teilmenge liefert, kann die Priorita¨t eines weiteren Kriteriums zur
Auswahl herangezogen werden.
Ein Nachteil der expliziten Wissensrepa¨sentation anhand von Regeln ist,
dass bei großen Regelmengen diese schnell unu¨bersichtlich werden und die
Gewa¨hrleistung der logischen Konsistenz aller Regeln schwer zu u¨berblicken
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ist. Gegebenenfalls mu¨ssen Methoden zur Konsistenzpru¨fung eingesetzt wer-
den. Hilfreich ist es hier, die Regeln – falls mo¨glich – in Gruppen zu unterteilen,
die dann bei einem spezifischen Datenbestand aktiviert oder deaktiviert werden
ko¨nnen.
Nachteilig bei der Verwendung von Regeln zur Wissensrepra¨sentation ist, dass
mit zunehmender Regelanzahl die U¨bersichtlichkeit u¨ber das der Regelbasis
innewohnende Verhalten schnell abnimmt. Auch ist die Konsistenz der in der
Regelbasis enthaltenen Regeln nicht immer leicht zu u¨berpru¨fen.
4.3 Logik
Die Logik hat eine lange Tradition in der Mathematik und ist leistungsfa¨higer
als die in 4.2 dargestellten regelbasierten Systeme. Sie basiert auf einer Reihe
von Definitionen und einem festen Formalismus, mit denen sich Dinge bewei-
sen lassen. Hierzu muss der zu bearbeitende Themenbereich jedoch in diesen
mathematischen Formalismus u¨berfu¨hrt werden, wodurch das zur Bearbeitung
anstehende Problem oft in den Hintergrund ru¨ckt und die Logik zum Selbst-
zweck verfa¨llt. Es gibt eine Reihe von Ansa¨tzen, die Logik zum automatischen
Lo¨sen von Problemen einzusetzen, wie es beispielsweise in [57] und [47] darge-
stellt ist.
Die klassische Logik arbeitet mit boolschen Aussagen. Die Wissensformen vom
Typ Faktenwissen und Zusammenhangswissen ko¨nnen als wahre Aussagen in
der Logik als Wissensbasis abgelegt werden.
Zum Beweisen werden in der Logik Inferenzregeln wie der Modus ponens , Mo-
dus tolens und Resolution [86][87] verwendet, um neue Fakten, auch Ausdru¨cke
genannt, aus der Wissensbasis zu erzeugen. Ausdru¨cke werden unter der Ver-
wendung von Pra¨dikaten repra¨sentiert. Die Pra¨dikate stellen Formeln dar, die
einen Wahrheitswert liefern. Der AusdruckHaus(x) dru¨ckt aus, dass das Objekt
x ein Haus ist. Neben den Junktoren &, ∨ und ¬, um Ausdru¨cke zu verbinden,
existiert die Implikation (⇒, ⇔). So symbolisiert der Ausdruck:
Erhebung(x)&Farbe(x, rot)&¬Industriegeba¨ude(x)⇒ Haus(x),
dass eine Erho¨hung im Ho¨henbild, die im visuellen Bild eine rote Region dar-
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stellt und kein Industriegeba¨ude ist, die Bedeutung Haus erha¨lt.
Um mit Mengen von Objekten zu arbeiten, stellt die Logik den Allquantor ∀
und den Existenzquantor ∃ zur Verfu¨gung. Solange die Eingangsfakten wider-
spruchsfrei sind, garantiert der Formalismus der Logik, dass durch die nachfol-
gende Inferenzschritte die Konsistenz erhalten bleibt. Anfragen an das System
werden beantwortet, indem – ausgehend von der Faktenbasis oder der formu-
lierten Anfrage – diese in eine a¨quivalente Beschreibung u¨berfu¨hrt werden.
Mit der Logik lassen sich keine zeitlichen Zusammenha¨nge oder Eventualita¨ten
modellieren und auch die Formulierung von Ausnahmen kann sehr umsta¨ndlich
sein. Ein weiterer Nachteil der Logik ist die kombinatorische Auspra¨gung des
Suchraumes, die bei der Beantwortung einer Anfrage auftreten kann, und gege-
benenfalls nicht in endlicher Zeit beantwortet werden kann. Dies wird Haltepro-
blem genannt und betrifft die Logiken ho¨herer Ordnung
4.4 Frames
Eine objektorientierte Wissensrepra¨sentation eines Sachverhaltes aus der rea-
len Welt bieten die von [67] eingefu¨hrten Frames [72] [54]. Im Gegensatz zum
Objekt aus der objektorientierten Programmierung wird bei den Frames auf
die Kapselung verzichtet, wodurch die in den Frames definierten Datenelemen-
te einen globalen Charakter erhalten. Die Eigenschaften oder Attribute eines
Frames werden in sogenannten Slots gespeichert, wobei ein Slot den Zustand
eines Attributs sowie die Prozedur, die dieses Attribut berechnet, entha¨lt. Das
Vera¨ndern als auch der Zugriff auf das Attribut wird u¨ber die dem Slot zu-
geho¨rige Prozedur realisiert. Ein Frame kann weitere Prozeduren besitzen, die
beschreiben, was beim Aktivieren und beim Verlassen geschehen soll.
Die Objekttypen der Frames, auch Klassen genannt, repra¨sentieren Prototy-
pen bzw. Schablonen fu¨r ein Objekt. Dem Faktum, dass in der realen Welt
mehrere unterschiedliche Objekte eines Objekttyps existieren, wird mit Hilfe
von generischen Frames und deren Instanzen Rechnung getragen. Ein solcher
generischer Frame oder auch Instanz ha¨lt fu¨r jedes Attribut einen Slot bereit.
Ein generischer Frame beinhaltet nicht nur den durch ein Attribut zu belegen-
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den Slot, sondern er umfasst zusa¨tzliche Informationen und Programme. Hierzu
geho¨ren:
• Defaultwerte: Wird eine Instanz eines Objekttypes erzeugt, ko¨nnen At-
tribute auf Standardwerte gesetzt werden, die im Normalfall zutreffen.
Gelten sie fu¨r eine spezielle Instanz nicht, ko¨nnen sie auf spezielle Werte
abgea¨ndert werden.
• Bedingungen: Es ko¨nnen Bedingungen fu¨r Attributwerte in Abha¨ngigkeit
zu anderen Attributwerten formuliert werden.
• Funktionen: Funktionen ko¨nnen lesend oder schreibend Attributeintra¨ge
vera¨ndern. Es ist mo¨glich, bei jedem Zugriff auf ein Attribut Schlu¨sse zu
ziehen und andere Attribute oder Frames zu modifizieren.
Ein Nachteil dieser Wissensrepra¨sentationsform ist, dass keine einfache Methode
existiert, die bestehende Wissensbasis konsistent zu halten.
Vererbung: Eine weitere wichtige Eigenschaft des Framekonzepts ist die Ver-
erbung, die es ermo¨glicht, semantische Zusammenha¨nge zwischen verschiedenen
Frames in Form von Hierarchien auszudru¨cken. Hierbei kann ein generischer
Frame Attribute an einen anderen generischen Frame vererben, a¨hnlich den Ver-
erbungsmechanismen objektorientierter Programmiersprachen. Um diese Bezie-
hung zweier Frames auszudru¨cken, wird ein spezieller Slot der ,,A Kind Of”
(AKO-Slot) eingefu¨hrt. Andere Arten von Beziehungen als die der Vererbung
lassen sich mit Slots nicht explizit modellieren.
4.5 Semantische Netze
Semantische Netze wurden von [84] als einfaches Modell des menschlichen
Geda¨chtnisses eingefu¨hrt. Sie ko¨nnen als Erweiterung des Frame-Formalismus
aufgefasst werden und pra¨sentieren bestehende Zusammenha¨nge zwischen Ob-
jekten besonders u¨bersichtlich. Semantische Netze stellen gerichtete Graphen
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dar, die aus einer Menge von Knoten (engl. Nodes) und Kanten (engl. Links)
mit einer Bedeutungen oder auch Rolle (engl. Link Label) bestehen. Diese Be-
griffe sind folgendermaßen definiert
• Knoten: repra¨sentieren beliebige (prima¨r unabha¨ngige) Sachverhalte, die
Ideen, Ereignisse oder Objekte des betrachteten Weltausschnitts.
• Kanten: stellen die Verbindung zwischen zwei Knoten dar, wobei hier im
Gegensatz zu den Frames jede Art der Beziehung modelliert werden kann.
• Kantenbedeutung: bezeichnet die Art der Beziehung, die zwei u¨ber eine
Kante verbundene Knoten haben.
Da die wissenschaftliche Untersuchung dieser Form der Wissensrepra¨sentation
ein Hauptbestandteil der vorliegenden Arbeit ist, wird das Thema im Kapi-
tel 5 detailliert dargestellt. Die Eigenschaften von Semantischen Netzen sind
die u¨bersichtliche und versta¨ndliche Darstellung des Problembereichs, sowie
die Modularita¨t der Wissensdarstellung. Da die Wissensrepra¨sentation in Form
von modularen Knoten geschieht, ist das Wissen flexibel auf neue Aufgaben
u¨bertragbar. Die Verarbeitungsstrategie kann durch die Semantik der Kanten
spezifiziert und global in einer Analyseeinheit abgelegt werden.
4.6 Agenten
Die Forschung hat in der ju¨ngsten Vergangenheit im Bereich der agentenba-
sierten Systeme einen starken Aufschwung erlebt. Agentenbasierte Systeme mit
ihrem an autonomen Einheiten orientierten Ansatz erscheinen als vielverspre-
chend fu¨r Anwendungen im Bereich der Modellbildung und Simulation. Ein Ver-
gleich der Agentensysteme zu den Semantischen Netzen kann insofern erfolgen,
als dass die Knoten des Semantischen Netzes als Agenten und die Kanten als die
Kommunikationswege zwischen den Agenten angesehen werden ko¨nnen. Diese
sind jedoch viel dynamischer als die feste Struktur der Semantischen Netze.
Es gibt viele Definitionen des Agenten-Begriffs, die hier nicht diskutiert werden
sollen. Durchgesetzt hat sich die Beschreibung als kommunizierende, autonome
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und verteilt arbeitende Einheiten, die u¨ber sogenannte Sensoren zum Aufneh-
men von Informationen und u¨ber Aktoren zum Agieren innerhalb ihrer Welt
verfu¨gen.
Ein Nachteil der Agentensysteme ist der oft hohe Kommunikationsaufwand.
Dieser fu¨hrt zu einer zu starken Fokussierung auf diese (interessante) Fragestel-
lung, wodurch das eigentliche zu behandelnde Thema jedoch in den Hintergrund
gera¨t. Bei komplexen Systemen auf der Basis von verteilten Agenten kann es
weiterhin zum Verlust der U¨bersichtlichkeit kommen, da das System von der
Idee her kein rein deterministisches Verhalten besitzen soll.
Agenten treten in der Regel nicht isoliert voneinander auf. Eine vorhandene
Gruppe von gleichartigen oder verschiedenen Agenten sollen miteinander kom-
munizieren und interagieren. Solche Systeme werden als Multi-Agenten-Systeme
bezeichnet, wobei sich zwei grundlegende Arten der Interaktion unterscheiden
lassen. Bei der Teambildung und Kooperation von Agenten ko¨nnen diese in
kleinen oder gro¨ßeren Gruppen zusammenarbeiten, um ein gemeinsamen Ziel,
die jeweiligen individuellen Ziele oder eine kurz- bzw. langfristige Planung zu
verwirklichen. Bei der Konkurrenz oder Gegnerschaft konkurrieren Agen-
ten untereinander um Aufgaben. Hierbei ko¨nnen sie sich als Gegner gegenseitig
beeintra¨chtigen und behindern, um ihr individuelles Ziel zu erreichen.
CORBA ist eine fu¨r die Realisierung von verteilten Systemen entwickelte Spezi-
fikation. Der im Jahre 1989 gegru¨ndete internationale und unabha¨ngige Zusam-
menschluss von Softwareentwicklern, Netzwerkbetreibern und Hardwareprodu-
zenten zur Object Managment Group (OMG) spezifizierte mit der Object Ma-
nagment Architecture (OMA) eine Softwarearchitektur, die das Zusammenspiel
von Anwendungen verschiedener Hersteller ermo¨glicht. Diese Anwendungen sind
dabei – so die Zielsetzung – unabha¨ngig vom Betriebssystem, von der Hardware
und auch von der verwendeten Programmiersprache.
Kern dieser Architektur ist die Spezifikation des Object Request Broker (ORB),
der das universelle Kommunikationsmedium der Object Managment Architec-
ture fu¨r beliebig geartete Programme oder Programmteile in verteilten und
mo¨glicherweise heterogenen Systemen darstellt. Der diese Architektur beschrei-
bende Standard heißt Common Object Request Broker Architecture (CORBA)
und zeichnet sich durch folgende Eigenschaften aus:
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• Verteilungstransparenz
Der Zugriff auf Dienste innerhalb von CORBA ist unabha¨ngig von der Lo-
kalisation der dienstanbietenden Objekte. Der tatsa¨chliche Aufenthaltsort
eines CORBA Objektes ist fu¨r das anfordernde Programm nicht interes-
sant und ist diesem auch meistens nicht bekannt.
• Unabha¨ngigkeit von Hardware, Betriebssystem und der Pro-
grammiersprache
Die einzelnen CORBA Dienste ko¨nnen auf unterschiedlichen Hardwarear-
chitekturen, unter verschiedenen Betriebssystemen und in einer Reihe un-
terstu¨tzter Programmiersprachen realisiert werden.
• Objektorientiert
Objekte sind die grundlegenden Einheiten der CORBA Architektur. Hier-
bei ist ein Objekt im Sinne der Object Managment Architecture eine be-
liebige, eindeutig identifizierbare Einheit, also nicht notwendigerweise ein
Objekt im Sinne einer Programmiersprache.
• Offenheit
Da bei der Realisierung von Objekten nur die Struktur der Schnittstellen
spezifiziert ist, ko¨nnen u¨ber den Kommunikationsmechanismus des Object
Request Broker die Objekte (Programme) von unterschiedlichen Herstel-
lern bzw. Programmierern auch innerhalb eines Rechnernetzes zusammen-
arbeiten.
• Effizienz
Die Object Managment Group ist gehalten, eine Architektur zu spezifizie-
ren, die eine effiziente Realisierung unterstu¨tzt.
4.7 Unsicheres Wissen
Das verwendete Wissen der in den Kapiteln 4.2 bis 4.4 dargestellten Re-
pra¨sentationen muss in Form von eindeutigen Fakten, Regeln, Bedingungen oder
Abbildungen gespeichert werden. Das Benennen von eindeutigen Aussagen u¨ber
die reale Welt oder die Darlegung eines festen Zusammenhanges zwischen einer
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Pra¨misse und ihrer Konklusion ist oft nicht mo¨glich. Eine Mo¨glichkeit, solche
Unsicherheiten zu modellieren, bietet die Einfu¨hrung von Wahrscheinlichkeiten
oder von Toleranzbereichen fu¨r Aussagen bzw. Messergebnisse. Die Unsicherheit
von vorliegenden Informationen kann folgende Quellen besitzen:
• Inha¨rente Ungenauigkeit:
Die Messung eines Wertes mit der Angabe einer Toleranz.
• Inha¨rente Unsicherheit:
Ein beobachtetes Muster kann mehreren Klassen zugeordnet werden, wo-
bei es jeder Klasse mit einer bestimmten Wahrscheinlichkeit angeho¨rt.
• Unvollsta¨ndigkeit:
Vorliegende Information ko¨nnen lu¨ckenhaft sein, d. h., es sind nur Teile
der eigentlich vorhandenen oder notwendigen Information verfu¨gbar. Die
Lu¨cken innerhalb der Information ko¨nnen dabei offen erkennbar oder ver-
deckt sein. Das Ersetzen fehlender Informationen durch Defaultwerte fu¨hrt
beispielsweise dazu, dass alle Schlussfolgerungen, die auf dieser Annahme
aufbauen, unsicher werden.
• Unsicherheit von Schlussfolgerungen:
Es kann kein zwingender Zusammenhang zwischen Bedingung und
Schlussfolgerung hergestellt werden. Die aktuelle Datenbasis la¨sst meh-
rere konkurrierende Schlussfolgerungen zu.
• Fehlerhaftigkeit:
Information kann – auch wenn sie vollsta¨ndig ist – ganz oder teilweise
falsch sein, wenn sie aus falschen oder unvollsta¨ndigen Annahmen abge-
leitet wurde.
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Anzahl des Auftretens vom Ereignis X
Anzahl aller Ereignisse N
(4.1)
Da hier keine weiteren Bedingungen modelliert werden ko¨nnen, erweist sich
diese Definition fu¨r die Darstellung von Unsicherheiten als nicht geeignet [83].
Der Ansatz ist hier, den Grad des Vertrauens zu einer Hypothese – als Annahme
u¨ber einen Sachverhalt – als Wahrscheinlichkeit zu definieren, dessen Werte im
Intervall [0, 1] liegen. Folgende Schreibweisen finden imWeiteren Verwendung:
p(X) = Wahrscheinlichkeit, dass X wahr ist
p(X1, X2, . . . , Xn) = Wahrscheinlichkeit, dass X1, X2, . . . , Xn
wahr sind
p(X1, X2, . . . , Xn|Y1, Y2, . . . , Yn) = Wahrscheinlichkeit, dass X1, X2, . . . , Xn
wahr sind, unter der Voraussetzung,
dass Y1, Y2, . . . , Yn wahr sind
Das allgemeine Theorem von Bayes definiert eine Menge von Hypothesen
H = h1, h2, . . . , hm und eine Menge von Ereignissen E = e1, e2, . . . , en und
baut auf folgenden Voraussetzungen auf:
1. Hypothesen der Menge H schließen sich gegenseitig aus:
p(hi, hj) = 0 fu¨r i 6= j (4.2)
2. Die Menge H ist erscho¨pfend:
m∑
i=1
p(hi) = 1 (4.3)
3. Jedes Teilergebnis ei ist bedingt unabha¨ngig von jeder Hypothese:
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Das Bayes’sche Theorem besagt nun, dass die a posteriori Wahrscheinlichkeit
p(hi|e1, e2, . . . , en) einer Hypothese hi als Funktion der bedingten Wahrschein-
lichkeiten p(e1, e2, . . . , en|hi) sowie der a priori Wahrscheinlichkeiten p(hi) fol-
gendermaßen berechnet werden kann:
p(hi|e1, e2, . . . , en) = p(e1, e2, . . . , en|hi)p(hi)
p(e1, e2, . . . , en|hk)p(hk) (4.5)




Der Vorteil des Bayes-Theorems liegt darin, dass die Wahrscheinlichkeiten von
verschiedenen, auftretenden Ereignissen zusammengefasst werden ko¨nnen. Die
so entstehenden Neubewertungen von Hypothesen ko¨nnen dazu fu¨hren, dass
eine Hypothese eine ho¨here Wahrscheinlichkeit erha¨lt als die sie unterstu¨tzenden
Teilhypothesen. Das bedeutet: “Falls viele vage Hinweise auf einen Sachverhalt
vorliegen, steigt seine Wahrscheinlichkeit mit jedem weiteren Hinweis an”. Eine
Ausbreitung von Unsicherheit ist bestimmbar.
Der Nachteil des Ansatzes ist jedoch der oft hohe Aufwand zur Bestimmung
der beno¨tigten Wahrscheinlichkeiten. Fu¨r jede Hypothese und jedes Ereignis
mu¨ssen die entsprechenden bedingten Wahrscheinlichkeiten bestimmt und ge-
speichert werden. Diese Werte ko¨nnen jedoch meist nicht mit der beno¨tigten
mathematischen Exaktheit bestimmt werden, da die hierzu notwendigen, großen
Datenmengen nicht vorliegen oder beschafft werden ko¨nnen.
4.8.1 Bayes Netze
Bayes Netze basieren auf dem Bayes-Theorem und bieten einen Ansatz,
Abha¨ngigkeiten in einer Menge von Zufallsgro¨ßen einfach und u¨bersichtlich
darzustellen. Ein Bayes Netz ist ein azyklischer gerichteter Graph, in dem die
Verbundwahrscheinlichkeiten mehrerer Aussagen zu neuen Aussagen verrechnet
werden. Die Knoten in einem Bayes Netz repra¨sentieren die Zufallsgro¨ßen und
die diese verbindenden Kanten beschreiben deren Abha¨ngigkeiten. Die Kanten-
richtung deutet vom Knoten der Bedingung zum Knoten der Konsequenz.
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Die Bayes Methoden bilden die Basis fu¨r Methoden zum Lernen von Wahr-
scheinlichkeiten. Beno¨tigt werden die a priori Wahrscheinlichkeiten p(H) jeder
Hypothese H und die bedingte Wahrscheinlichkeit p(E|H) des beobachteten
Ereignisses E, um jeder Hypothese eine a posteriori Wahrscheinlichkeit p(H|E)
zuordnen zu ko¨nnen.
4.9 Certainty Factors
Die in 4.8 aufgezeigten Probleme, werden bei diesem Ansatz teilweise behoben,
indem anstelle der Wahrscheinlichkeiten fu¨r jede Regel und jedes Faktum ein
Certainty Faktor angegeben wird [13]. Die Regeln erhalten einen festen Certain-
ty Faktor und die Fakten, die eine Regel erfu¨llen, einen dynamischen Certainty
Faktor. Kommt eine Regel zur Anwendung, wird aus den festen und den dyna-
mischen Faktoren fu¨r die Folgerung ein neuer Certainty Faktor bestimmt. Es
werden hier keine bedingten Wahrscheinlichkeiten, sondern nur ein Certainty
Faktor je Regel und Faktum abgelegt. Dieser Ansatz verringert den Aufwand
bei der Bestimmung der beno¨tigten Faktoren, der Systemimplementierung und
das System ist leichter zu handhaben.
4.10 Fuzzy Logik
Die Fuzzy Logik kann als Kombination der Mengenlehre und der Logik ange-
sehen werden [55] [69] [108]. Ihre Idee ist, durch das Verwalten von unsiche-
rem Wissen, eine Theorie der unscharfen Mengen bereitzustellen. Die bina¨re
Eigenschaft eines Objektes, in der klassischen Mengenlehre ein Element oder
kein Element einer Menge zu sein, wird in der Fuzzy Logik aufgeweicht. Eine
Menge besitzt somit keine harten Grenzen mehr, und ein Element kann mit
einer bestimmten Wahrscheinlichkeit einer Menge zugeho¨ren. Der Wert der Zu-
geho¨rigkeit ist aus dem Intervall [0,1]. Als besonders vorteilhaft hat sich die Fuz-
zy Logik bei der Formulierung von Sachverhalten aus dem natu¨rlichen Sprach-
gebrauch erwiesen.
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4.11 Zusammenfassung
Bei den vorgestellten Ansa¨tzen existieren fu¨r den hier vorliegenden Problem-
bereich grundsa¨tzlich zwei zentrale Fragestellungen. Zum einen, wie neue Me-
thoden im System integriert werden ko¨nnen. Dieses ist beispielweise bei den
regelbasierten Systemen sehr einfach durch das Einfu¨gen einer neuen Regel
mo¨glich. Zum anderen stellt sich aber auch die Frage, wie eine neu eingefu¨hrte
Methode in den Gesamtablauf integriert wird und ob das Zusammenspiel der
einzelnen Komponenten noch u¨bersichtlich ist. Hier bieten die Semantischen
Netze einen Kompromiss, indem sie die Integration von beliebigen Verfahren
ermo¨glichen, aber gleichzeitig deren strukturierte Einbindung in das Gesamtsy-
stem fordern.
Die vorgestellten Ansa¨tze besitzen die Eigenschaft, aus vorhandenem Wissen
neues Wissen zu folgern. Hierbei ko¨nnen zwei Formen, dasmonotone und nicht-
monotone Schließen, unterschieden werden. Werden aus bestehenden Fakten
neue Fakten gefolgert, die zu den vorliegenden nicht im Widerspruch stehen, so
nennt man diese Art monoton. Bei einer unscharfen Wissensdarstellung ko¨nnen
Schlussfolgerungen entstehen, die Fakten erzeugen, die zu den urspru¨ngliche
Fakten im Widerspruch stehen. Der Wissenszuwachs wird als nicht monoton
bezeichnet und es bedarf Methoden, um gezogene Schlussfolgerungen zu revi-
dieren.
5 Wissensrepra¨sentation mit GeoAIDA
Die Grundvoraussetzung jeden Fort-
schritts ist die U¨berzeugung, dass das No¨tige
mo¨glich ist.
Norman Cousins
Fu¨r die wissensbasierte Auswertung von Fernerkundungsdaten wurde das Inter-
pretationssystem GeoAIDA realisiert. Der Wunsch einer Interpretation setzt die
Idee von Objekten voraus, welche in einem gegebenen Datensatz zu finden sind.
Eine Menge von benennbaren Objekten kann automatisch nur erkannt werden,
falls Eigenschaften dieser beschreibbar und in den vorliegen Daten verifizierbar
sind. Die Objekte bzw. der Weltausschnitt, der fu¨r die vorliegende Fragestellung
relevant ist, wird auch als externes Modell bezeichnet[92].
Welche Eigenschaften erkennbar sind, ist abha¨ngig vom Sensortyp und von der
Auflo¨sung. Je ho¨her die Auflo¨sung der Daten ist, desto mehr Details werden er-
kennbar und sollten bei der Festlegung der Objekteigenschaften beru¨cksichtigt
werden. Zu erwa¨hnen ist, dass eine hohe Auflo¨sung nicht zwangsla¨ufig zu einer
besseren Interpretation fu¨hrt. Es ist eher so, dass es fu¨r jeden Objekttyp einen
Auflo¨sungsbereich oder auch Maßstabsraum gibt, in dem dieses Objekt optimal
zu erkennen ist. Durch eine Verfeinerung werden die Bestandteile eines Objek-
tes erkennbar, aufgrund dessen das Objekt dann auf einer strukturellen Ebene
erkannt werden kann. Durch die Verwendung unterschiedlicher Maßstabsra¨ume
ist es mo¨glich, bei der Erkennung immer die optimale Auflo¨sung fu¨r unterschied-
liche Objekte und Objektteile auszuwa¨hlen.
Werden die Daten unterschiedlicher Sensoren herangezogen, so kann die Gu¨te
der Objekterkennung gegenu¨ber der Verwendung von nur einem Sensor nur
zunehmen. Dieses begru¨ndet sich darin, dass aus diesen Datensa¨tzen Infor-
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mationen gewonnen werden ko¨nnen, die zumindest teilweise unabha¨ngige Ob-
jekteigenschaften wiedergeben. Ein Beispiel hierfu¨r ist die Repra¨sentation von
Geba¨uden in Fernerkundungsdaten, die sich im sichtbaren Spektralbereich in
ihren unterschiedlichen Farben und Formen darstellen und dadurch schwer
als Geba¨ude klassifizierbar sind. In einem Laserscandatensatz, aus dem ein
Ho¨henmodell erzeugt werden kann, sind Geba¨ude leichter und sicherer mit ei-
nem automatischen Verfahren zu erkennen, da sie sich durch einen Ho¨hensprung
von ihrer Umgebung abheben. Andere Objekte, wie etwa Straßen, die sich im
sichtbaren Bereich von manchen Geba¨udeda¨chern kaum unterscheiden, weisen
keinen Ho¨hensprung an den Grenzbereichen auf. Durch die zusa¨tzliche Verwen-
dung von Laserscandaten kann so die Bestimmung von Geba¨uden als auch die
der Straßen – durch weniger Falschhinweise – merklich verbessert werden, da
der Ho¨hensprung eine sehr markante Eigenschaft von Geba¨uden ist.
Wie in den vorangegangenen Kapiteln dargestellt, gibt es zwei grundlegende
Ansa¨tze, Mustererkennungsaufgaben zu lo¨sen. Zum einen den holistischen An-
satz, in dem durch Bildverarbeitungsoperatoren spezielle Objekte extrahiert
werden. Zum anderen bieten die Wissensrepra¨sentationsformen mit ihren Infe-
renzmechanismen eine gute Mo¨glichkeit, strukturelle Gegebenheiten zu formu-
lieren. In GeoAIDA wurde eine Kombination beider Verfahren eingesetzt, um
die Eigenschaften der beiden Ansa¨tze und die daraus resultierenden Synergieef-
fekte nutzen zu ko¨nnen. Durch die sich wechselseitig unterstu¨tzenden Verfahren
ko¨nnen die Interpretationsergebnisse der vorliegenden komplexen Bilddaten si-
gnifikant verbessert werden.
5.1 Systemanforderungen
Aufgrund der Vorbetrachtungen und der Komplexita¨t von Fernerkundungs-
daten wurden die folgenden Anforderungen an das zu entwickelnde System ge-
stellt:
• Der zu bearbeitende Weltausschnitt bzw. das Problem soll durch eine
geeignete Strukturierung u¨bersichtlich darstellbar sein.
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• Der Ablauf einer Analyse soll aus der Strukturierung des Problems ableit-
bar und versta¨ndlich sein.
• Es soll mo¨glich sein, Vorwissen einzubringen und in der Analyse zu nutzen.
• Die Verwendung von multisensoriellen Daten – auch unterschiedlicher
Auflo¨sungen – und Vektordaten, wie sie von GI-Systemen bereitgestellt
werden, soll vom System unterstu¨tzt werden.
• Zu allen Objekten sollen die zugeho¨rigen Geokoordinaten bekannt sein,
um einen absoluten Bezug herstellen zu ko¨nnen.
• Die Ergebnisdarstellung soll sowohl in bildlicher als auch in einer struk-
turellen Form vorliegen.
Aus den Anforderungen lassen sich die beiden Themenbereiche Darstellung und
Strategie der Abarbeitung ableiten. Fu¨r die Darstellung und Strukturierung
des Problems werden Semantische Netze eingesetzt, wie sie bereits in Kap. 4.5
angesprochen und in Kap. 5.4 na¨her beschrieben werden. Die Analysestrategie
ist im System fest vorgegeben und wird in Kap. 5.6 dargestellt.
5.2 Zielsetzung und Anwendungsgebiete
Ziel des gewa¨hlten Ansatzes ist die Interpretation von Fernerkundungsdaten,
wodurch aus mo¨glicherweise multisensoriellen Bilddaten und der optionalen Ver-
wendung eines GI-Systems eine strukturelle Beschreibung sowie eine Kartendar-
stellung in verschiedenen Detaillierungsebenen aus den Eingangsdaten erzeugt
werden soll. Der Ansatz soll es ermo¨glichen, neben dem in die Bildverarbei-
tungsoperatoren eingeflossenem Wissen, zusa¨tzliches Wissen u¨ber die Struktur
und die Relationen der zu extrahierenden Objektklassen einzubringen. Einsatz-
gebiete des Systems:
• Anlegen, Verifikation und Update von GI-Systemen,
• Kartenerstellung,
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• Erstellung von Zustandsbeschreibungen (z. B. Waldscha¨den),
• A¨nderungsdetektion:
– Katastrophenschutz, z. B. Hochwasser,
– Sta¨dteplanung, Neubaugebiete,
– Umweltschutz, Regenwald,
• Verbesserung der Modelle zur 3D-Visualisierung.
Fu¨r die Umsetzung der Ziele wurde ein auf Semantischen Netzen und ei-
nem problemunabha¨ngigen Analyseansatz basierendes System (GeoAIDA) ent-
wickelt. Im Folgenden wird die, den Semantischen Netzen zugrunde liegende
Idee na¨her dargestellt und deren Umsetzung in das realisierte System beschrie-
ben.
5.3 Analyseablauf
Hier soll ein kurzer motivierender U¨berblick des Analyseablaufs gegeben wer-
den. Die Analyse startet mit der obersten Instanz des generischen Semantischen
Netzes, indem diese modellgetrieben (Top-Down) abgearbeitet wird. Hierbei
entstehen hypothetische Instanzen, denen jeweils eine eigene Teilregion der ge-
samten Szene zugeordnet ist. Das entstehende Instanzennetz ist in dem Sinne
hierarchisch, dass eine Subinstanz immer eine Teilregion der zur u¨bergeordneten
Instanz geho¨renden Region entha¨lt. Wa¨hrend der Top-Down-Analyse ko¨nnen
fu¨r ein und dieselbe Region konkurrierende Interpretationen entstehen.
Notwendigerweise besitzt jedes Konzept, das einen Blattknoten darstellt, einen
holistischen Operator. Besitzen auch andere Konzepte holistische Operatoren,
so sind diese in der Lage, hypothetische Instanzen fu¨r Teilbereiche der zur
u¨bergeordneten Instanz geho¨renden Region zu erzeugen bzw. zu entscheiden,
dass gewisse Regionen nicht zu dieser Klasse geho¨ren ko¨nnen. Da hierdurch
nicht mehr die gesamte Region untersucht werden muss, steigt die Effizienz und
Geschwindigkeit der Gesamtanalyse.
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Ist die unterste Ebene des Semantischen Netzes erreicht und alle Objekte aus
den Daten extrahiert, werden die entstandenen hypothetischen Instanzen da-
tengetrieben gruppiert (Bottom-Up). Instanzen, deren Bestandteile und Attri-
bute den im Semantischen Netz angegebenen Bedingungen genu¨gen, werden
besta¨tigt. Liegen fu¨r eine Region konkurrierende Interpretationen vor, so ent-
scheidet ein Bewertungsmaß, welche Instanz als Ergebnis verbleibt, sodass am
Ende der Analyse jede Region in den unterschiedlichen Interpretationsebenen
eindeutig zugeordnet ist. Das Ergebnis liegt abschließend in einer strukturellen
und einer bildhaften Form vor.
5.4 Semantische Netze
Semantische Netze stellen einen Formalismus zur Wissensrepra¨sentation dar,
dessen Grundelemente Knoten und Kanten sind. Knoten repra¨sentieren hierbei
Begriffe, Objekte oder Ideen, wa¨hrend Kanten die Beziehung oder Relation
zwischen diesen beschreiben.
In Abbildung 5.1 ist beispielhaft ein Semantisches Netz dargestellt, welches
elementares Wissen u¨ber einige aus dem Bereich des Kartenwesens bekannte
Objekte darstellt. In dieser Wissensbasis unterteilt sich ein Land in verschiede-
ne Bundesla¨nder, die ihrerseits Sta¨dte, Verkehrs- und Wasserwege beinhalten.
Ein Verkehrsweg kann wiederum eine Autobahn oder auch eine Bundesstraße
sein. Das ein Bundesland mehrere Verkehrswege haben kann, ist an dieser Ab-
bildung – stellvertretend fu¨r alle anderen teil von Kanten – durch die in eckigen
Klammern stehenden Zahlen dargestellt. Hier kann eine minimale und maximale
Anzahl von Verkehrswegen spezifiziert werden.
Das abgebildete Netz beinhaltet auf der linken Seite eine Modellbeschreibung,
in der allgemeine Begriffe fu¨r Objekte aufgefu¨hrt sind. Auf der rechten Seite
sind real existierende Instanzen angegeben, die u¨ber eine spezielle Kante – die
instanz von-Kante – mit den Objekten der linken Seite verbunden sind. Jede
Kante besitzt eine Rolle, die spezifische Beziehungen zwischen Begriffen oder
Entita¨ten angibt. In einem allgemeinen Semantischen Netz kann jede Art von
Beziehung zwischen zwei Knoten durch die Rolle einer verbindenden Kante be-






































Abbildung 5.1: Beispiel fu¨r ein allgemeines Semantisches Netz
schrieben werden.
Die in Abbildung 5.1 angegebenen Rollen haben bei genauer Betrachtung un-
terschiedliche Qualita¨ten. Es gibt Kanten, deren Rollen genereller sind und in
vielen semantischen Netzwerksprachen Verwendung finden. Hierzu geho¨ren:
• teil von: Diese Kante etabliert eine Bestandteilsbeziehung zwischen dem
Ursprungs- und dem Zielknoten der Kante.
• ist ein: Diese Kante beschreibt eine Generalisierung zwischen den durch
diese Kante verbundenen Knoten und beinhaltet meist eine Vererbung der
allgemeinen Eigenschaften an das speziellere Objekt.
• instanz von: Diese Kante stellt die Verbindung zwischen Modell- und
Instanzennetz dar.
Fu¨r viele Anwendungen reicht diese Menge von Kanten fu¨r die Beschreibung
aus und fu¨hrt zu einem sehr klaren Aufbau der Netze, die durch die festgelegte
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Anzahl der Kantentypen und ihrer expliziten Semantik fu¨r eine automatische
Wissensnutzung geeignet sind.
Hierdurch wird die Schwa¨che von allgemeinen Semantischen Netzen behoben,
die durch die Verwendung von Kanten mit beliebigen Rollen sehr unu¨bersichtlich
werden ko¨nnen. Diese allgemeinen Semantischen Netze bergen weiterhin das
Problem, dass es nicht mo¨glich ist, einen generellen Analysealgorithmus zu rea-
lisieren, durch den das im Semantischen Netz eingebrachte Wissen fu¨r eine An-
frage genutzt werden kann. Dieses begru¨ndet sich darin, dass das in den Kanten
implizit vorhandene Wissen der Analyse nicht bekannt sein kann, falls diese
beliebige Rollen besitzen ko¨nnen.
Eine automatische Nutzung des im Semantischen Netz enthaltenen Wissens
durch eine Einschra¨nkung auf eine feste Menge von Kantentypen wurde bei-
spielsweise in ERNEST [59] und AIDA [61] umgesetzt. Durch die Einschra¨nkung
auf einige Kantentypen ist es somit mo¨glich, in der Analyse Regeln einzubrin-
gen, die das implizit in den Kanten enthaltende Wissen nutzen, da es im Ana-
lysealgorithmus explizit vorliegt. Alternativ ist es mo¨glich, das Wissen, welches
durch die Kanten symbolisiert wird, explizit als zur Kante geho¨rende Funktion
umzusetzen. Dieser Ansatz ist in GeoAIDA realisiert.
Ein weiterer Nachteil der allgemeinen Semantischen Netze besteht in der
Gewa¨hrleistung der logischen Konsistenz eines Netzes. Diese wird vor allem
dadurch hervorgerufen, dass Kanten zwischen beliebigen Konzepten im Netz,
unabha¨ngig von ihrer Position existieren ko¨nnen und die mo¨glicherweise auf-
tretenden Schleifen zu unu¨berschaubaren Netzen und schwer zu erfassendem
Verhalten fu¨hren. Um dieses Problem zu umgehen, dem Anwender eine klare
und u¨berschaubare Struktur zu pra¨sentieren und da es der gewa¨hlten Problem-
stellung – der Interpretation von Fernerkundungsdaten – naheliegt, wurde die
Struktur des Semantischen Netzes in GeoAIDA auf eine Baumdarstellung be-
schra¨nkt.
Die Darstellung der instanz von Kante geschieht klarer in der in Abbildung 5.2
gewa¨hlten Form. Hier ist dargestellt, dass das Objekt ’Hannover’ eine Instanz
des modellierten Begriffs Stadt ist mit dem Eintrag ’Hannover’ im Attribut Na-
men. Konzepte werden in dieser Arbeit durchga¨ngig in eckigen und Instanzen
in abgerundeten Ka¨stchen dargestellt. Bereits in dem in Abbildung 5.1 darge-










Abbildung 5.2: Mehrere Instanzen eines Konzeptes
stellten Semantischen Netz sind einige Vorzu¨ge dieser Repra¨sentationsform zu
erkennen. Hierzu geho¨ren:
Modularita¨t: Da das gesamte Wissen u¨ber einen Begriff zentral im dazu-
geho¨rigen Konzept abgelegt ist, ist ein modularer Zusammenbau eines
Semantischen Netzes mo¨glich. Diese Eigenschaft ist beim Erweitern und
Vera¨ndern eines vorhandenen Netzes von Vorteil, da die einzelnen Objekte
in Form von Bausteinen aus einem Netz entfernt oder in dieses eingefu¨gt
werden ko¨nnen.
Strukturiertheit: Die gewa¨hlte Struktur erleichtert dem Anwender die Erzeu-
gung von umfangreichen Wissensbasen, da der verwendete Formalismus
dem menschlichen Strukturierungsschema a¨hnelt.
U¨bersichtlichkeit: Durch den klaren Aufbau des Netzes durch Knoten und
Kanten und der genannten Strukturiertheit ergibt sich ein u¨bersichtlicher
Aufbau der Wissensbasis.
Kompaktheit: Die Darstellung des Wissens ist kompakt, da sie sich auf die we-
sentlichen Dinge konzentriert und unwichtige Details, wie etwa die Interna
einzelner Bildverarbeitungsoperatoren, verdeckt, jedoch die Mo¨glichkeit
des Zuganges erha¨lt.
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5.5 Strukturelle Komponenten von GeoAIDA
Die grundlegenden Komponenten zur Wissensrepra¨sentation in GeoAIDA bil-
den, wie in Semantischen Netzen u¨blich, die Knoten und Kanten. Diese und die
weiteren fu¨r eine Interpretation von komplexeren Eingangsdaten no¨tigen Struk-
turen werden im Folgenden vorgestellt. In Kapitel 6 wird die Funktion und deren
Aufgabenbereich motiviert.
5.5.1 Konzeptdefinitionen
Die Modellierung eines Begriffs oder einer Idee geschieht in GeoAIDA in einem
Konzept. Diese Konzeptdefinition beinhaltet Methoden, Attribute und Bestand-
teile, um das zu diesem Begriff im verwendeten Kontext beno¨tigte Wissen zu










Abbildung 5.3: Darstellung des Konzeptes Siedlung
Die Gesamtheit der Konzeptdefinitionen mit den verbindenden Kanten, bildet
das Konzeptnetz und die Struktur der Wissensbasis. Wa¨hrend der Analyse ent-
stehen aus dieser generischen Wissensbasis – entsprechend den vorliegenden
Sensorsignalen – Instanzen. Dieser Prozess ist anschaulich mit dem Prozess ver-
gleichbar, durch den in einer objektorientierten Programmiersprache Objekte
auf Grundlage einer Klassendefinition entstehen.
Konzepte umfassen hierbei nur die allgemeine Beschreibung des repra¨sentierten
Begriffs und seiner Eigenschaften, unabha¨ngig von einem konkreten Signal. In-
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stanzen hingegen ko¨nnen nur in Verbindung mit konkreten Signalen erzeugt
werden.
5.5.2 Instanzen
Instanzen sind im Gegensatz zu den Konzepten die Objekte, die nicht mehr nur
ein Modell darstellen, sondern mit konkreten Sensorsignalen verbunden sind.
Der Schritt der Instantiierung wurde bereits in Abbildung 5.2 durch die in-
stanz von-Kanten motivierend dargestellt. Hierbei handelt es sich um eine In-
stanzenbildung auf der Grundlage der Konzeptdefinitionen, wobei diese mit kon-
kreten Werten eines Signalbereiches belegt wird. Die Werte, die Attribute der
Instanz, werden durch die mit dem Konzept verbundenen Bildverarbeitungsope-
ratoren bestimmt oder ergeben sich aus der Struktur des vorliegenden Instan-
zennetzes. Wa¨hrend also im Konzept Siedlung vermerkt ist, dass einer Siedlung
eine geographische Position zugeordnet ist, ist in einer Instanz Siedlung ein
konkreter – von den jeweiligen vorliegenden Sensordaten abha¨ngiger – Wert
eingetragen. Die Instanzen ko¨nnen im – aus der Struktur des Konzeptnetzes
entstehenden – Instanzennetz fu¨nf Zusta¨nde annehmen.
HI steht fu¨r hypothetische Instanz, hierbei wird ein Sensorsignal oder ein Teil
des Sensorsignals einer Instanz zugeordnet, ohne dass diese Zuordnung
bereits eindeutig festgelegt wird. Hieraus folgt, dass fu¨r den verwende-
ten Signalbereich noch weitere Hypothesen existieren ko¨nnen, die einer
alternativen Interpretation entsprechen.
PI repra¨sentiert eine partielle Instanz. Diesen Status erha¨lt eine hypothetische
Instanz, nachdem weitere Informationen der Instanz hinzugefu¨gt wurden,
aber ein weiterer, meist iterativer Analyseablauf die Instanz besta¨tigen
oder verwerfen muss. Hier wird also zum Ausdruck gebracht, dass es inner-
halb eines Schritts nicht mo¨glich war, alle notwendigen Analyseergebnisse
zu bestimmen und vorerst ein erreichtes Zwischenergebnis vorliegt.
CI bezeichnet eine komplette Instanz, die aus einem der beiden vorangegan-
genen Zusta¨nde entstehen kann. Fu¨r eine komplette Instanz liegen alle
5.5 Strukturelle Komponenten von GeoAIDA 103
bestimmbaren Informationen vor. Spa¨testens zu diesem Zeitpunkt soll-
te fu¨r die Instanz eine Bewertung vorliegen, falls es zum entsprechenden
Bildausschnitt konkurrierende Interpretationen gab.
MI ist der Zustand von Instanzen, die aufgrund der Anwendung eines holisti-
schen Operators verworfen wurden und steht fu¨r fehlende (engl. missing)
Instanz.
TRASH kennzeichnet eine Instanz, deren Unterknotenstruktur dazu fu¨hrte,
dass diese Instanz verworfen (wertlos engl. trash) wurde. Hier hat folg-
lich die strukturelle und nicht die holistische Analyse zum Verwerfen einer
Instanz gefu¨hrt.
Das Setzen der Attributwerte einer Instanz geschieht u¨ber Funktionen, die bei
der Konzeptdefinition u¨ber eine definierte Schnittstelle spezifiziert werden. Hier-
durch ist es mo¨glich, beliebige vorliegende Programme zur Attributberechnung
im Gesamtsystem zu integrieren. Diese Funktionen werden im Folgenden unter
dem Begriff Bottom-Up-Operatoren zusammengefasst.
Falls es vom Anwender gewu¨nscht ist, nicht das gesamte Semantische Netz zu
expandieren, ko¨nnen A¨ste des Baumes deaktiviert werden, indem Konzepte als
virtuelle Blattknoten definiert werden. Dieses geschieht durch einen Schalter,
u¨ber den jedes Konzept verfu¨gt und der alle Subknoten im Analyseablauf ab-
schaltet.
Weiterhin verfu¨gt eine Instanz u¨ber einen Analysestatus, der protokolliert, in
welchem Analysezustand sich die Instanz befindet.
TD steht fu¨r Top-Down-Analyse. In diesem Status befindet sich eine Instanz
zum Zeitpunkt ihrer Erzeugung und beha¨lt diesen bis die Top-Down-
Analyse abgeschlossen ist.
BU kennzeichnet eine Instanz wa¨hrend der Bottom-Up-Analyse.
Bei den Attributen eines Konzeptes ko¨nnen die fu¨r die Analyse obligatorischen
von den optionalen Attributen eines Konzeptes unterschieden werden. Zu den
obligatorischen Attributen einer Instanz geho¨ren:
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• der Klassenname, den die Instanz vom zugeho¨rigen Konzept erha¨lt,
• ein eindeutiger Name, der die Instanz identifiziert und sich aus dem Klas-
sennamen und einer Nummer als Suffix ergibt,
• die Geokoordinaten, die die zur Instanz geho¨rende Region als umschlie-
ßendes Rechteck beschreibt,
• die Angabe eines Labelbildes, in dem die Region symbolhaft dargestellt
wird,
• das Label, mit dem die Region im Labelbild kodiert ist,
• die das Labelbild beschreibenden Geokoordinaten,
• die Bildkoordinaten des umschließenden Rechtecks fu¨r die durch den Label
gegebene Region.
Die Menge der obligatorischen Attribute ist beliebig und von den jeweiligen
Aufgabenstellungen abha¨ngig.
5.5.3 Kanten
Kanten stellen die Relationen zwischen Konzepten explizit dar. In GeoAIDA
werden keine speziellen Kantentypen vorgegeben. Es ist dem Benutzer freige-
stellt, die Semantik der – die Konzepte verbindenden – Kanten selbst funktional
zu beschreiben. Selbstversta¨ndlich sind die bereits oben angesprochenen gene-
rellen Kantentypen realisierbar und werden im Folgenden detaillierter beschrie-
ben.
Bestandteilskanten: Eine wichtige Relation etablieren die Bestandteilskan-
ten, oft mit teil von, bst von oder part of bezeichnet, die eine Dekomposition
eines Begriffs in Subbegriffe realisiert. In der hier vorliegenden Arbeit ist die-
se Zerlegung hauptsa¨chlich als eine Unterteilung einer Region in Teilregionen
zu verstehen. Dieser Zusammenhang kommt beispielsweise bei den Konzepten
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Wasserweg, Verkehrsweg und Stadt zum Konzept Bundesland in Abbildung 5.1
zum Ausdruck. Um den Sachverhalt ausdru¨cken zu ko¨nnen, dass es innerhalb
eines Bundeslandes mehrere Objekte vom Typ Stadt geben kann, ist eine sol-
che Kante mo¨glicherweise mehrdimensional und etabliert eine Abbildung der
Bestandteile zu dem zusammenfassenden Konzept. Hierbei kann in manchen
Fa¨llen gefordert sein, dass eine Mindestanzahl von obligatorischen Bestandteilen
eines Typs vorliegen muss, damit das u¨bergeordnete Konzept besta¨tigt werden
kann. Beispielsweise mu¨sste ein Quadrat genau vier Eckpunkte als Bestandteile
besitzen. Andererseits kann ein Objekt neben den obligatorischen Bestandteilen
weitere optionale Bestandteile besitzen. Ein Beispiel hierfu¨r ist die Anzahl der
Bundesla¨nder in einem Land. Es sollte mindestens zwei Bundesla¨nder in einem
Land geben, da eine begriﬄiche Verfeinerung anderenfalls u¨berflu¨ssig wa¨re, es
ko¨nnen aber mehr als zwei – also weitere obligatorische Bundesla¨nder – existie-
ren.
Die dargestellte Semantik der Bestandteilskante wird auch oft als kon-
textabha¨ngige Bestandteilskante gekennzeichnet, da der Ursprungsknoten der
Kante nur im Kontext des u¨bergeordneten Zielknotens zu verstehen ist. Ei-
ne Stadt wu¨rde in der hier dargestellten Wissensbasis ohne die Zuordnung zu
einem Bundesland keinen Sinn ergeben. U¨ber kontextabha¨ngige Bestandteils-
kanten ist folglich ein Datenaustausch wu¨nschenswert. Dieser Datenaustausch
kann sowohl modellgetrieben, von oben nach unten, stattfinden beispielsweise
durch die Einschra¨nkung des Zusta¨ndigkeitsbereichs der untergeordneten Kno-
ten, als auch datengetrieben, von unten nach oben, um etwa die gefundenen
Attribute an das u¨bergeordnete Zielkonzept weiterzureichen.
Spezialisierungskanten: Die Spezialisierungskanten verbinden einen speziel-
leren Begriff mit seiner generelleren Repra¨sentation. Der Ausdruck Kanal ist
durch den Begriff Wasserweg genereller beschrieben. Dieser Kantentyp wird
ha¨ufig als ist ein, is a oder bei inverser Betrachtung der Beziehung als kon of
bezeichnet. Auch in diesem Fall ist ein Austausch von Attributen zwischen den
durch diese Kante verbundenen Knoten in beide Richtungen mo¨glich. Dieser
Kantentyp wird hauptsa¨chlich fu¨r eine begriﬄiche Strukturierung der Wissens-
basis verwendet, wodurch deren U¨bersichtlichkeit erho¨ht und ein U¨bergang zwi-
106 5 Wissensrepra¨sentation mit GeoAIDA
schen verschiedenen Begriffswelten realisiert wird. Verschiedene Abstraktions-
ebenen trennen dabei unterschiedliche Begriffsebenen und ermo¨glichen verschie-
dene Sichten auf die vorliegende Wissensbasis. Weiterhin wird ein Konzept A
konkreter als ein Konzept B bezeichnet, falls dieses direkt oder indirekt u¨ber
eine ist ein Kante mit B verbunden ist. Folglich ist A konkreter als B, wenn
B abstrakter als A ist. Konkretisierungskanten sind im Gegensatz zu den Be-
standteilskanten eine eineindeutige Abbildung zwischen den verbundenen In-
stanzen.
Bei der Definition der Kanten wurde a¨hnlich vorgegangen wie bei den Attri-
butberechnungen der Konzeptdefinitionen. Die no¨tigen Funktionen, die die Se-
mantik einer Kante beschreiben, ko¨nnen außerhalb des Analyseprogramms rea-
lisiert und anschließend in das System integriert werden. Diese Funktionen – im
Folgenden als Top-Down-Operatoren bezeichnet – u¨bernehmen vorrangig die
Gruppierung von Instanzen.
Instantiierungskanten: Sie bilden die Modellwelt in die reale vorgefundene
Welt ab und stellen eine Abbildung von dem Konzeptnetz in das Instanzennetz
dar und werden als inst of oder inst von bezeichnet. Diesen Kanten ist keine
benutzerdefinierte Funktion zuweisbar und werden vom Analyseprozess auto-
matisch erzeugt. U¨ber diese Kanten wird die Erzeugung der Instanzen inklusive
der Generierung der beno¨tigten Attribute realisiert, als auch die Anbindung der
notwendigen Funktionen an die Instanz vorgenommen.
5.5.4 Attribute
Die individuellen Eigenschaften von Instanzen werden in GeoAIDA in Attri-
buten abgelegt und liefern einen wesentlichen Beitrag zur Erreichung des Ana-
lyseziels. Die Attribute ko¨nnen dabei anfa¨nglich leer oder mit Default-Werten
versehen sein. Weitere, wa¨hrend der Analyse beno¨tigte Attribute mu¨ssen nicht
zwingend in der Konzeptdefinition enthalten sein, sondern ko¨nnen dynamisch
wa¨hrend der Analyse ermittelt und in einer Attributliste verwaltet werden.
Durch die Attributberechnungsfunktionen – im Top-Down- und Bottom-Up-
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Operator – erfolgt die Ermittlung der konkreten Attributwerte fu¨r die Instan-
zen, auf deren Grundlage diese bewertet und damit verifiziert oder falsifiziert
werden ko¨nnen. Hier wird deutlich, dass ein Großteil der Leistungsfa¨higkeit des
gesamten Analysesystems auf den Bildverarbeitungsoperatoren und den Berech-
nungsfunktionen fu¨r die Attribute aufbaut und diese die Basis fu¨r die Qualita¨t
der Analyse darstellen.
5.5.5 Relationen
Ein weiteres wichtiges Kriterium der strukturellen Mustererkennung ist die Be-
trachtung von Relationen zwischen den Instanzen. Diese Relationen vergleichen
Attribute von Instanzen und liefern zusa¨tzliche Informationen u¨ber die Struktur
von Objekten und bilden eine weitere Grundlage, die Plausibilita¨ten dieser zu
u¨berpru¨fen. Die Ergebnisse des Vergleiches ko¨nnen ebenfalls fu¨r die Besta¨tigung
oder Verwerfung einer Hypothese, aber auch fu¨r die Bewertung einer Instanz
Verwendung finden. Ein durch eine Relation modellierter Zusammenhang wa¨re,
eine zu einem Haus benachbarte Wiese als Garten zu interpretieren und eine
Wiese, die in einem landwirtschaftlich genutzten Bereich liegt, als Weideland zu
bezeichnen.
5.5.6 Modalita¨ten
Die Formulierung unter Verwendung von obligatorischen und optionalen Kanten
ist nicht fu¨r alle Objekte ausreichend, da ein Begriff gegebenenfalls verschiede-
ne Auspra¨gungen besitzen kann. Ein Industriegebiet kann aus einem Hafenbe-
reich und einer Ansammlung von runden Tanks zur Gaslagerung oder aus einer
Gruppierung von großen Geba¨uden bestehen. Diese beiden Auspra¨gungen ein
und desselben Begriffes geschehen u¨ber die Modalita¨ten. Diese stellen verschie-
dene Gruppierungen von Bestandteilen dar, die einen u¨bergeordneten Begriff
besta¨tigen ko¨nnen.
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5.5.7 Bewertungen
Die Interpretation von komplexen Daten, wie die in digitaler Form vorliegenden
Fernerkundungsdaten, ist nicht fehlerfrei mo¨glich. Dieses ist leicht versta¨ndlich,
bedenkt man die unterschiedlichen Auspra¨gungen von Objekten in den Sens-
ordaten bei unterschiedlichen Beleuchtungsbedingungen, zu unterschiedlichen
Jahreszeiten oder die große Varianz von Repra¨sentationen ein und desselben
Objekttypes, wie beispielsweise bei Ha¨usern. Folglich sind die der Interpretati-
on zugrunde liegenden Daten stets mit einer gewissen Unsicherheit behaftet, der
wa¨hrend der Analyse Rechnung getragen werden muss. Dieses betrifft sowohl
die Entscheidung, ob ein Objekt an einer gewissen Stelle in den Daten vor-
liegt, als auch die Behandlung von Konflikten, in denen sich zwei oder mehrere
Objekte gegenseitig ausschließen. Die Bewertung und deren Funktionen sind
in GeoAIDA benutzerdefiniert zu realisieren. Beispiele fu¨r die Verwendung von
Bewertungen im Kontext der Auswertung von Fernerkundungsdaten werden im
Kapitel 6.3 angegeben. Im Folgenden werden Bewertungsansa¨tze dargestellt, die
in GeoAIDA vom Benutzer verwendet werden ko¨nnen.
Diskrete Entscheidung: Hier wird eine einfache bina¨re Entscheidung {0, 1}
getroffen, ob ein Objekt erkannt wurde oder nicht.
Kontinuierliche Bewertung: Anhand von Attributwerten wird ein Bewer-
tungsmaß bestimmt, welches in den Wertebereich [0, 1] abgebildet wird.
lexikographische Ordnung: Verschiedene Bewertungen innerhalb eines Ob-
jektes ko¨nnen in einem hierarchischen Vektor abgelegt werden. Ein Vergleich
mit einem konkurrierendem Objekt geschieht u¨ber die verschiedenen Ebenen
des Bewertungsvektors, bis eine Entscheidung getroffen werden kann.
Einbeziehung von Unsicherheit: Bei der Bewertung einer Aussage ko¨nnen
auch vage Vertrauensmaße Verwendung finden [101]. So kann etwa der zur
Verfu¨gung stehende Bereich [0, 1] in die disjunkten Bereiche Glaubwu¨rdigkeit,
Unwissenheit und Unglaubwu¨rdigkeit eingeteilt werden. Die Glaubwu¨rdigkeit
ist der Wert, der fu¨r eine Aussage spricht, wa¨hrend die Unglaubwu¨rdigkeit an-
gibt, was gegen diese Aussage spricht. Die Unwissenheit ist der verbleibenden
Bereich zwischen der Glaubwu¨rdigkeit und der Unglaubwu¨rdigkeit.
Es gilt: Glaubwu¨rdigkeit+ Unglaubwu¨rdigkeit+ Unwissenheit = 1.
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Als Plausibilita¨t wird die Summe von Glaubwu¨rdigkeit und Unwissenheit be-
zeichnet.
Erfassung von Ungenauigkeit: Neben der Unsicherheit einer Messung kann
diese auch u¨ber eine Ungenauigkeit verfu¨gen. So beschreibt eine ungenaue
Messung einen Toleranzbereich fu¨r einen Attributwert. Unter Verwendung von
Fuzzy-Mengen kann sowohl der mit einer Toleranz behaftete Messwert als auch
die im Modell festgelegten Erwartungswerte fu¨r ein Attribut als Trapez darge-
stellt werden. Die Fuzzy-Theorie liefert Methoden, um mit diesen Trapezfunk-
tionen zu rechnen, aus denen man die Mo¨glichkeit und die Notwendigkeit fu¨r
eine Aussage bestimmen kann.
Zusammenfassung von Bewertungen:
Die Zusammenfassung von Bewertungen zu einer gemeinsamen Aussage ist er-
forderlich, falls die Bewertung eines Objektes anhand der Bewertungen seiner
Bestandteile geschieht, oder ein Objekt mehrere bewertete Attribute besitzt,
die zu einer Aussage vereinigt werden. Zu unterscheiden ist die Kombination
komplementa¨rer Bewertungen und redundanter Bewertungen.
Zusammenfassung komplementa¨rer Bewertungen: Hier ist die
Maximum-, Minimum- oder Mittelwertbildung ein ga¨ngiges Verfahren, um
komplementa¨re Bewertungsmaße zu vereinigen. Es ko¨nnen aber auch gewich-
tete Produkte der Einzelbewertungen gebildet werden. Dieser Ansatz ist bei
der Bewertung eines Objektes anhand der Bewertungen seiner Bestandteile
anzuwenden.
Zusammenfassung redundanter Bewertungen: Liegen unabha¨ngige Aus-
sagen mit unterschiedlichen Sicherheiten fu¨r ein Objekt vor, so wird bei der
Verwendung der Mo¨glichkeit und Notwendigkeit in [30] fu¨r die Mo¨glichkeit Po
der minimale Wert Po(s) = mini Poi(s) und fu¨r die Notwendigkeit Ne der ma-
ximale Wert gewa¨hlt Ne(s) = maxiNei(s). Durch die Anwendung dieser Regel
kann es bei sich widersprechenden Aussagen dazu kommen, dass die Notwendig-
keit gro¨ßer als die Mo¨glichkeit wird und die Voraussetzung Po(s) ≥ Ne(s) nicht
erfu¨llt ist. Dieses Problem wird durch die Kombination der Aussagen nach der
Dempster-Shafer Evidenztheorie [28] [93] [37], die ein numerisches Verfahren
zur Verarbeitung von unsicherem Wissen bereitstellt, behoben. Die fehlende
110 5 Wissensrepra¨sentation mit GeoAIDA
Mo¨glichkeit der klassischen Wahrscheinlichkeitstheorie, das Fehlen von Infor-
mationen in ada¨quater Weise auszudru¨cken, fu¨hrte zur Evidenztheorie, in der
auf die Additivita¨t der Wahrscheinlichkeitsmaße verzichtet wurde. Dieses Maß
wurde durch ein Vertrauensintervall ersetzt, dessen Grenzen fu¨r die pessimi-
stische und die optimistische Einscha¨tzung eines Ereignisses stehen. Mit der
Evidenztheorie ist es nun mo¨glich, die mit Plausibilita¨t und Glaubwu¨rdigkeit
bezeichneten Werte konsistent zu verarbeiten.
5.6 Analysestrategie
Nachdem nun die Bildverarbeitungsoperatoren und die Definition des Seman-
tischen Netzes – als problemspezifische Komponenten von GeoAIDA zur Wis-
sensrepra¨sentation – vorgestellt wurden, soll nun beschrieben werden, wie das
modellierte Wissen zur Interpretation zu verwenden ist, das heißt, in welcher
Weise die Zuordnung der Sensordaten zu den Konzeptdefinitionen geschieht.
Einen U¨berblick u¨ber das Gesamtsystem zeigt Abbildung 5.4. Auf der linken
Seiten sind die Eingangsdaten zu sehen. Sie umfassen die zu analysierenden
Daten – multisensorielle Sensordaten auch unterschiedlicher Auflo¨sung, Vektor-
daten – und das hier symbolisch dargestellte Semantische Netz als problems-
pezifische Wissensbasis. Auf der rechten Seite sind die Ergebnisse des Systems
angedeutet, die aus thematischen Karten in unterschiedlichen Abstraktionsebe-
nen und einer strukturellen Beschreibung in Form eines Instanzennetzes besteht.
Jedem erkannten Objekt ist in der strukturellen Beschreibung eine Instanz zu-
geordnet, die wiederum einem Label in der thematischen Karte entspricht. Die
Ebenen des Instanzennetzes korrespondieren mit den Abstraktionsebenen der
Kartendarstellung.
Die in der Mitte dargestellte, problemunabha¨ngige Systemsteuerung besteht aus
zwei zentralen Analyseschritten. Die Top-Down-Analyse zerlegt iterativ Regio-
nen in Teilregionen, wa¨hrend die Bottom-Up-Analyse gefundene Teile zu Be-
griffen der daru¨berliegenden Instanzen gruppiert. Die Operatoren, die fu¨r die
problemunabha¨ngige Analysestrategie die problemspezifischen Daten bestim-
men, werden als externe Top-Down- und Bottom-Up-Operatoren aufgerufen.
Diese Operatoren sind in den Konzepten des Semantischen Netzes eingetragen.
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Abbildung 5.4: Systemu¨berblick GeoAIDA
Durch die Definition einer klaren Schnittstelle fu¨r diese Operatoren ist es leicht
mo¨glich, vorhandene oder aus fremden Bildverarbeitungssystemen stammende
Operatoren im System zu integrieren. Diese beiden Analyseschritte werden im
Folgenden genauer beschrieben.
5.6.1 Top-Down-Analyse
Die Aufgabe der Top-Down-Analyse ist die Dekomposition einer Region in Teil-
regionen. Hierzu startet im obersten Konzept des Semantischen Netzes die Top-
Down-Analyse, die einer modellgetriebenen Vorgehensweise entspricht und ge-
neriert aus diesem Konzept S eine hypothetische Instanz (HI ). Dieser obersten
Instanz sind die gesamten Eingangsdaten zugeordnet. In Abbildung 5.4 ist dies
durch das helle Rechteck mit der Bezeichnung S1 als hypothetische Instanz und
dem hellen Rechteck unterhalb des mittleren Netzes – welches den gesamten
Bildbereich symbolisiert – angedeutet. Ausgehend von dieser obersten, hypo-
thetischen Instanz wird fu¨r alle darunterliegenden Konzepte im Konzeptnetz,









Abbildung 5.5: Funktionsweise des Top-Down-Operators
die durch Kanten mit dem Konzept der Instanz S1 verbunden sind, der Top-
Down-Operator – wie in Abbildung 5.5 dargestellt – aufgerufen.
Wird von der Instanz A1 vom Typ A in Abbildung 5.5 der Top-Down-Prozess
fu¨r ein Konzept von Typ B aufgerufen, so erzeugt dieser Prozess eine tempora¨re
hypothetische Instanz B1 vom Typ B. Fu¨r die Instanz B1 wird nun der Top-
Down-Operator aufgerufen, der als zu bearbeitende Region die gesamte, der
hypothetischen Instanz A1 zugeho¨rige Region erha¨lt. Der Top-Down-Operator
liefert als Ergebnis eine Liste von Instanzen vom Typ B, die Teilregionen der
durch A1 repra¨sentierten Region bilden und in Abbildung 5.5 durch die hypo-
thetischen Instanzen B2 bis Bn dargestellt sind. Die Instanzen B2 bis Bn sind
disjunkte Teilregionen der Eingangsregion. Das tempora¨re Objekt B1 wird nach
dem Verbinden der Instanzen B2 bis Bn mit der daru¨berstehenden Instanz A1
gelo¨scht.
Falls ein Konzept A im Semantischen Netz mehrere Unterknoten besitzt, wird
der beschriebene Prozess fu¨r alle Unterknoten parallel gestartet. Die Disjunkt-
heit bezu¨glich der den Instanzen zugeordneten Fla¨chen gilt zwischen den In-
stanzen desselben Typs, jedoch nicht zwingend fu¨r Instanzen unterschiedlichen
Typs. Liegt eine U¨berschneidung fu¨r zwei Instanzen unterschiedlichen Typs vor,
so repra¨sentieren diese Instanzen konkurrierende Interpretationen bezu¨glich ih-
rer Schnittmenge. Zu beachten ist hierbei, dass den Ergebnissen der Top-Down-
Operatoren bei den unterschiedlichen Instanztypen auch unterschiedliche Sens-
ordaten zugrunde liegen ko¨nnen, hierbei also nicht zwingend eine U¨berdeckung
in den Sensordaten vorliegt. Eindeutig festzustellen ist eine U¨berschneidung da-
her nur aufgrund des gemeinsamen Koordinatensystems fu¨r alle Sensordaten.
Das Auflo¨sen dieser konkurrierenden Interpretationen ist an dieser Stelle der
Analyse nicht gewu¨nscht und ist Aufgabe des Bottom-Up-Operators.
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Als Top-Down-Operator ko¨nnen beliebige Bildverarbeitungsoperatoren einge-
setzt werden, die eine Region in Teilregionen unterteilen. Diese werden im Fol-
genden als holistische Operatoren bezeichnet, da sie Hinweise auf komplexere
Objekte liefern, ohne diese explizit strukturell zu beschreiben und somit im
Gegesatz zu den strukturellen Verfahren der Bottom-Up-Analyse stehen. Der
Einsatz von holistischen Operatoren fu¨hrt zu einer Effizienzsteigerung der Ana-
lyse. Einerseits werden Regionen als nicht zur aktuellen Klassen zugeho¨rig mar-
kiert und mu¨ssen daher auch nicht weiter untersucht zu werden. Andererseits
ko¨nnen unterschiedliche, entstandene Teilregionen parallel abgearbietet werden.
Die Funktionsweise der holistischen Operatoren wird in Kapitel 5.6.4 na¨her be-
schrieben. Liegt fu¨r ein Konzept kein holistischer Operator vor, so wird fu¨r die
gesamte Region eine Hypothese vom Typ des Konzeptes gebildet.
Der aufgezeigte Prozess eines Top-Down-Schrittes wird nun iterativ fu¨r alle
entstandenen Unterknoten ausgefu¨hrt. Die Top-Down-Analyse endet an den
Bla¨ttern des Semantischen Netzes oder auch in ho¨hergelegenen Konzepten, falls
der Anwender die Tiefe der gewu¨nschten Interpretation eingeschra¨nkt hat.
5.6.2 Bottom-Up-Analyse
Der Bottom-Up-Analyseschritt entspricht einer datengetriebenen Auswertung
der Szene. Wie bereits angesprochen, ist die Aufgabe der Bottom-Up-
Operatoren das Gruppieren von Instanzen und das Bewerten dieser Gruppie-
rung. Gestartet wird der Bottom-Up-Operator fu¨r eine bestehende Instanz, falls
fu¨r alle Subinstanzen der Bottom-Up-Operator aufgerufen wurde. Fu¨r die Blatt-
knoten wird der Bottom-Up-Operator direkt nach dem Top-Down-Operator ak-
tiviert.
Der Vorgang der Bottom-Up-Analyse ist in Abbildung 5.6 dargestellt. Hierbei
zeigt der obere Knoten eine vorliegende Interpretation, die noch mo¨gliche kon-
kurrierende Teilinterpretationen entha¨lt. Der Aufruf des Top-Down-Operators
fu¨r die Instanz A1 ko¨nnte dabei beispielsweise zu einem der unten dargestellten
Ergebnisse fu¨hren. Der Ergebnisknoten I entha¨lt alle Subknoten, da alle Objek-
te den in A1 spezifizierten Bedingungen genu¨gen und diese als komplette Instanz
besta¨tigt wurde. Im Ergebnisknoten II wurden die Instanzen C2 und C3 fu¨r die




















Abbildung 5.6: Funktionsweise des Bottom-Up-Operators mit drei alternativen Ergebnissen
Bildung der Instanz A2 nicht beno¨tigt bzw. ihre Eigenschaften genu¨gten nicht
denen, die im Bottom-Up-Operator spezifiziert wurden. Auch eine Aufspaltung
der durch A1 repra¨sentierten Region in Teilregionen ist, wie im Ergebnisknoten
III dargestellt, mo¨glich. Die den Instanzen A2 und A3 zugeordneten Subknoten
genu¨gen den im Konzept A vorliegenden Beschreibungen. Die Instanzen A1 und
C2 konnten nicht besta¨tigt werden. Praktische Beispiele fu¨r die hier dargestell-
ten Situationen werden im Kapitel 6.2 aufgezeigt.
Das Auflo¨sen von Konflikten, also die Zuweisung einer Fla¨cheneinheit zu einer
eindeutigen Instanz, ist neben der Gruppierung der Unterknoten Aufgabe des
Bottom-Up-Operators. Der Konfliktbereich kann dabei eine ganze Region oder
auch Teilregionen, die eine Schnittmenge von zwei alternativen Regioneninter-
pretationen darstellt, umfassen. Zum Auflo¨sen der Konflikte wird eine Bewer-
tung der Alternativen beno¨tigt, die durch eine vom Benutzer zu definierende
Funktion (siehe Kap. 5.5.7) zu berechnen ist. Bei der Bestimmung der Bewer-




Da der Bottom-Up-Operator fu¨r die meisten Anwendungen einen a¨hnlichen Auf-
bau besitzt, wurde ein generischer Bottom-Up-Operator realisiert, der u¨ber eine
funktionale Beschreibung an die zu realisierenden Aufgaben angepasst werden
kann. Hierbei handelt es sich um eine Beschreibungssprache, die dazu dient,
Operationen auf Mengen auszufu¨hren. Die Mengenelemente repra¨sentieren hy-
pothetische Instanzen, die den u¨bergeordneten Begriff konkurrierend oder kom-
plementa¨r beschreiben. Zu den Mengenoperationen geho¨ren das Vereinigen von
Mengen und das Bilden von Teilmengen durch Selektieren anhand von Attri-
butwerten der vorliegenden Instanzen oder deren Relationen zu anderen Instan-
zen.
Die Beschreibung der gewu¨nschten Funktionalita¨t geschieht in einer Postfix-
Notation und wird einem speziellen Operator u¨bergeben. Mit Hilfe des ge-
nerischen Bottom-Up-Operator lassen sich eine Vielzahl von Attributen fu¨r
die vorliegenden Instanzen berechnen, aus denen auch ein Bewertungsmaß zur
Auflo¨sung von mo¨glichen alternativen Gruppierungen bestimmt werden kann.
Dieser Operator gestattet es, ohne Programmieraufwand einen problemange-
passten Bottom-Up-Operator zu generieren. Eine Anwendung des Operators ist
in Kapitel 6.2 zu finden.
5.6.3 Analysestruktur
Die Analyse ist im Folgenden in einer strukturellen Form dargelegt und bezieht
die im Programmpaket realisierten Funktionen mit ein. Die Analyse kann nach
dem Laden einer Projektbeschreibung mit der Funktion StarteAnalyse, die als
Struktogramm in Abbildung 5.7 dargestellt ist, aktiviert werden. Die Projekt-
beschreibung beinhaltet ein Semantisches Netz und eine Referenz auf den zu
bearbeitenden Datensatz. Die Analyse startet im obersten Konzept des Seman-
tischen Netzes – dem Wurzelknoten – und erzeugt aus diesem eine Instanz, fu¨r
die anschließend die Funktion childTopDown aufgerufen wird. Nach der gesam-
ten Analyse werden die Ergebnisse fu¨r die Ergebnisdarstellung aufbereitet und
dem Benutzer pra¨sentiert.
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Funktion StarteAnalyse
Bestimme den Wurzelknoten des Konzeptnetzes
IF ∃ Wurzelknoten
THEN
1. Erzeuge eine Instanz von dem Typ des Wurzelknoten
2. Rufe fu¨r diese Instanz die Funktion childTopDown
3. Nach Ablauf der Analyse erzeuge Ergebnisdarstellung
ELSE Beende die Analyse
Abbildung 5.7: Struktogramm der Analyse
Die iterativ durch das gesamte Netz laufende Funktion childTopDown ist
in Abbildung 5.8 dargestellt. Hierbei wird fu¨r alle Unterknoten die Funktion
execTopDown parallel aufgerufen, sodass auch die als externe Prozesse laufen-
den Bottom-Up-Operatoren parallel ablaufen. Dies fu¨hrt zu einem effizienten
und zu¨gigen Fortschritt der Analyse, die durch den Einsatz von Mehrprozessor-
Rechnern beschleunigt werden kann.
Es gibt jedoch Situationen, in denen eine parallele Bearbeitung aller Knoten
nicht sinnvoll ist. Dieser Fall liegt z. B. dann vor, wenn bekannt ist, dass spe-
zielle obligatorische Bestandteile zu dieser Instanz vorliegen mu¨ssen. In diesem
Fall ist es wu¨nschenswert, zuerst zu u¨berpru¨fen, ob die obligatorischen Bestand-
teile etablierbar sind, um im Falle des Zutreffens auch die weiteren Bestandteile
zu expandieren. Um eine solche Steuerung zu erreichen, ist es mo¨glich, jedem
Konzept eine Priorita¨t zuzuordnen, die die Reihenfolge regelt, in der die einzel-
nen Subknoten aufgerufen werden. Erfu¨llt das Ergebnis die Bedingung, dass die
Anzahl der Objekte fu¨r dieses Konzept zwischen der minimalen und maximalen
Anzahl liegt, so wird die Analyse mit den restlichen Konzepten der na¨chsten
Priorita¨t fortgefu¨hrt. Ist die angegebene Bedingung nicht erfu¨llt, so wird die
Analyse dieses Teilbaumes nicht weiterverfolgt und der Status der aufrufenden
Instanz auf den Wert TRASH gesetzt.
Die Erzeugung von neuen hypothetischen Instanzen geschieht in der Funktion
execTopDown (siehe Abbildung 5.9). Hier wird der durch den Benutzer angege-
bene externe Top-Down-Operator fu¨r den aktuellen Bildausschnitt aufgerufen.
Als Ergebnis liefert dieser Operator eine Liste von hypothetischen Instanzen, die
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Funktion: childTopDown
Bestimme alle Unterknoten des aktuellen Knoten akt im Konzeptnetz
IF ∃ mindestens ein Unterknoten
∧ der Knoten akt ist nicht als letzter zu instantiierender
Knoten markiert
THEN Sortiere diese Liste L von Konzepten entsprechend ihrer Priorita¨t
FOR ∀ Priorita¨ten
FOR ∀ Konzepte einer Priorita¨t
1. Erzeuge Instanzen fu¨r diese Konzepte
2. Setze Instanzattribute:
Status = HI, Analysestatus = TD
3. Wende die Funktion execTopDown an
(execTopDown ruft den Top-Down-Operator auf,
der im zur Instanz geho¨rigen Konzept
durch den Benutzer eingetragen wurde.
Der Top-Down-Operator liefert eine
Liste von Instanzen vom aktuellen Typ zuru¨ck)
ELSE
1. Setze Instanzattribute:
status = Status = CI, Analysestatus = BU
2. Fu¨hre die Funktion execBottomUp aus
Abbildung 5.8: Struktogramm der Funktion childTopDown
mit der aufrufenden Instanz verbunden werden. Anschließend wird fu¨r die neu
entstandenen Instanzen die Funktion childTopDown aufgerufen, wodurch eine
iterative Abarbeitung des Semantischen Netzes von oben nach unten erfolgt.
Fu¨r eine Instanz, die keine Unterknoten besitzt (Blattknoten) oder an denen
der Benutzer keine tiefergehende strukturelle Analyse wu¨nscht, wird nach der
Abarbeitung der Top-Down-Analyse die Funktion execBottomUp – wie in Ab-
bildung 5.10 beschrieben – aufgerufen. Nachdem fu¨r alle Unterinstanzen ei-
ner Instanz die Funktion childTopDown abgearbeitet wurde, wird fu¨r diese
Instanz die Bottom-Up-Funktion aktiviert. Dieser Vorgang durchla¨uft das ent-
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Funktion: execTopDown
execTopDown ruft den Top-Down-Operator auf, der im zur Instanz
geho¨rigen Konzept durch den Benutzer eingetragen wurde. Der Top-Down-
Operator
liefert eine Liste von Instanzen vom aktuellen Typ zuru¨ck.
IF Liegt die Anzahl der vom Top-Down-Operator erzeugten Instanzen
innerhalb des Intervalls der obligatorisch geforderten und der
obligatorisch plus optional mo¨glichen Instanzenanzahl
THEN Setze die Analyse dieses Teilbaumes fort
1. Verbinde die neu entstandenen Instanzen mit dem
bestehenden Instanzenbaum
2. Rufe fu¨r alle entstandenen Instanzen die Funktion
childTopDown auf
ELSE Die Analyse des Teilbaumes wird fu¨r die aktuelle Hypothese ver-
worfen. (Status = TRASH)
Abbildung 5.9: Struktogramm der Funktion execTopDown
standene Instanzennetz datengetrieben von unten nach oben. Es ko¨nnen hierbei
zusa¨tzliche Instanzen entstehen, falls die Unterinstanzen wie in Abbildung 5.6
dargestellt mehrere disjunkte Gruppen bilden, die den Gruppenbeschreibungen
der aktuellen Instanz genu¨gen. Auch diese Bearbeitung geschieht fu¨r alle In-
stanzen einer Ebene parallel.
5.6.4 Holistische Operatoren
Wie bereits angesprochen, ko¨nnen Bildverarbeitungsoperatoren in GeoAIDA
auch als Top-Down-Operatoren an Konzepten angebunden werden, die keine
Blattknoten darstellen. Diese Operatoren werden als holistische Operatoren be-
zeichnet, da sie durch einen ganzheitlichen, nicht expliziten Ansatz die Existenz
eines Objektes vom Typ eines bestimmten Konzept anzeigen. Ein holistische
Operator ist somit im Gegensatz zu einer strukturellen Erkennung in der Lage,
ein Objekt bzw. eine Instanz als einheitliches Ganzes zu erkennen, ohne dass
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Funktion: execBottomUp
IF der Status einer Instanz ist BU
∧ fu¨r alle unter dieser Instanz befindlichen Instanzen wurde der
Bottom-Up-Operator bereits ausgefu¨hrt
THEN rufe den Bottom-Up-Operator auf, der im zur Instanz geho¨rigen
Konzept durch den Benutzer eingetragen wurde.
Abbildung 5.10: Struktogramm der Funktion execBottomUp
die Bestandteile explizit als Instanzen erzeugt und hierfu¨r die Substrukturen
im Semantischen Netz angelegt werden mu¨ssen. Jeder Blattknoten des Kon-
zeptnetzes muss einen Bildverarbeitungsoperator besitzen, der hier ebenfalls als
holistischer Operator bezeichnet wird, da er Objekte dieser Instanz liefert, ohne
deren Substrukturen als Instanzen zu erzeugen.
Eine weitere strukturelle Analyse anhand der Bestandteile ist fu¨r Objekte mit
holistischem Operator folglich nicht zwingend notwendig. Daher kann die Ana-
lyse von Substrukturen bei Bedarf durch das Setzen eines Eintrages an dieser
Stelle unterbunden werden. Hierzu existiert im Konzeptnetz die Mo¨glichkeit, in
den entsprechenden Konzepten die weitere Analyse der Teilstrukturen zu unter-
binden. Dieses ist jedoch nur sinnvoll, falls der verwendete holistische Operator
sichere Ergebnisse liefert. Um die Analyse robuster und fehlerfreier zu realisie-
ren, ko¨nnen holistisch erkannte Objekte zusa¨tzlich strukturell untersucht wer-
den, wodurch die Sicherheit einer Aussage zunimmt, falls beide Verfahren das
Objekt besta¨tigen.
Der Einsatz von holistische Verfahren kann weiterhin zu einer Effizienzsteige-
rung der Analyse eingesetzt werden. Diese wird dadurch erreicht, dass der ho-
listische Operator nicht mehr alle Hypothesen erzeugt, die dem generischen Se-
mantischen Netz innewohnen, sondern nur die, die einen Hinweis darauf liefern,
dass das gesuchte Objekt in der zu untersuchenden Region vorliegt.
Ein Beispiel fu¨r den Einsatz eines holistischen Operators soll anhand des in Ab-
bildung 5.11 dargestellten Semantischen Netzes erfolgen. Der linke Teil der Ab-
bildung zeigt ein Semantisches Netz, in dem die mit einem holistischen Operator
versehenen Instanzen mit einem Kreis dargestellt sind. Auf der rechten Seite
der Abbildung sind zwei Bilder dargestellt, die zwei Interpretationen zu unter-




































Knoten mit holistischem Top−Down−Operator
Abbildung 5.11: Beispiel fu¨r ein Konzeptnetz mit holistischen Top-Down-Operatoren
schiedlichen Zeitpunkten innerhalb des Analyseablaufes mit den dazugeho¨rigen
Instanzennetzen darstellen.
Nachdem die Analyse gestartet wurde und die Szene mit den Eingangsdaten in-
itialisiert wurde, teilt der holistische Operator vom Konzept Region den gesam-
ten Bereich – beispielsweise durch die Verwendung der Straßenverla¨ufe aus ei-
nem GIS – in drei Teilregionen I, II und III auf. Diese drei Teilregionen werden
an die holistischen Operatoren von Ortslage und Wirtschaftsfla¨che u¨bergeben.
Die Fla¨che I wird nur der Klasse Wirtschaftsfla¨che, die Fla¨che III nur der
Klasse Ortslage und die Fla¨che III wird als Hypothese beiden Klassen zugeord-
net. Es entstehen somit zwei hypothetische Instanzen fu¨r die Klassen Ortslage
und Wirtschaftsfla¨che. Die Instanzen der Klasse Ortslage werden im na¨chsten
Schritt den konkreteren Begriffen Siedlung Industrie zugeordnet. Da in diesem
Schritt keine holistischen Operatoren vorliegen, werden fu¨r jede hypothetische
Instanz Ortslage eine hypothetische Instanz der Klasse Siedlung und Industrie
erzeugt. Die nun vorliegenden Situation ist im rechten unteren Teil der Abbil-
dung 5.11 dargestellt. Die alternativen Interpretationen einer Region sind durch
die schraffierte U¨berlagerung der Farben der Konzepte aus dem Semantischen
Netz dargestellt.
Der Gewinn durch den Einsatz der holistischen Operatoren ist dort zu erkennen,
wo die mo¨glichen Hypothesen fu¨r eine Region eingeschra¨nkt wurden. Dieses ist
5.7 Zusammenfassung der Eigenschaften von GeoAIDA 121
fu¨r die Regionen I und III der Fall, da Region I nicht auf das Vorliegen einer
Ortslage untersucht werden muss. Fu¨r Region III gilt dieses entsprechend fu¨r
die Klasse Wirtschaftsfla¨che.
5.7 Zusammenfassung der Eigenschaften von
GeoAIDA
GeoAIDA ist ein System, das speziell fu¨r die Interpretation von Fernerkun-
dungsdaten entwickelt wurde und die Integration von Zusatzwissen in Form
eines Semantischen Netzes ermo¨glicht.
Die Grundlage bilden spezielle Bildverarbeitungsoperatoren, die es ermo¨glichen,
einzelne Objekttypen aus den vorliegenden Fernerkundungsdaten zu ex-
trahieren. Die Ergebnisse dieser Bildverarbeitungsoperatoren ko¨nnen unter
Beru¨cksichtigung des Kontextes, in dem ein Objekt erkannt wurde, und den
Nachbarschaftsbeziehungen zu anderen Objekten verbessert werden. Zur Ein-
bringung dieses strukturellen Wissens wurde ein System entwickelt, das es
ermo¨glicht, Wissen in die Ablaufsteuerung, die Initialisierung der Bildverar-
beitungsoperatoren und die Behandlung der Ergebnisse unter Beru¨cksichtigung
von Objektrelationen einzubringen.
Als besondere Eigenschaften einer solchen semantischen Netzwerksprache ist
die Modularita¨t, Wohlstrukturiertheit und Kompaktheit zu erwa¨hnen. Hierbei
werden Begriffe in GeoAIDA als Konzeptdefinitionen in einem generischen Se-
mantischen Netz modelliert. Wa¨hrend der Analyse der Daten entstehen aus
diesen Konzepten Instanzen, die mit Bildbereichen der Eingangsdaten korre-
spondieren. Hierbei arbeitet das System streng hierarchisch, sodass die Region
einer Instanz nur als Teilmenge in einer Subinstanz auftreten kann.
Instanzinterne Merkmale werden in GeoAIDA als Attribute realisiert, die durch
Relationen in Beziehung zueinander gesetzt werden ko¨nnen. Die Bewertung der
Sicherheit einer Interpretation kann durch eigene Bewertungsfunktionen erfol-
gen. Durch die Definition einer festen Grundstruktur der Konzepte und einer
definierten Schnittstelle der Kantensemantik ist GeoAIDA in der Lage, eine
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problemunabha¨ngige Analysestrategie bereit zu stellen, wodurch eine wesent-
liche Schwa¨che von allgemeinen semantischen Netzwerken behoben wird. Die
Verarbeitungsstrategie basiert auf einer modellbasierten Top-Down- und einer
datengetriebenen Bottom-Up-Analyse. Die modulare und explizite Wissensre-
pra¨sentation einerseits und die flexible Anbindung von Bildverarbeitungsope-
ratoren andererseits machen GeoAIDA zu einem Werkzeug zur automatischen
Interpretation von Fernerkundungsdaten mit den folgenden Eigenschaften:
• U¨bersichtliche Strukturierung des zu bearbeitenden Weltausschnittes bzw.
Problems durch die Verwendung eines semantischen Netzwerkformalis-
mus.
• Klare Ablaufsteuerung, die auch bei komplexen Problemen eine klare Ab-
arbeitungsstrategie bereit stellt.
• Einbringen und Nutzen von Vorwissen in Form von:
– Relationen der Objekte zueinander,
– Integration von extern vorhandenem Wissen (z. B. GIS, Planungs-
daten oder ehemalige Interpretationen).
• Der Bezug der Objekte zu ihren Geokoordinaten ist durchga¨ngig gegeben.
• Umfangreiche Ergebnisdarstellung:
– Bildhafte Darstellung der Ergebnisse in einer hierarchischen Karten-
form,
– strukturelle Darstellung der Ergebnisse inklusive der Objektattribu-
te,
– Zuordnung der strukturellen und bildhaften Ergebnisse zueinander.
5.7.1 Systemvergleich
Hier werden noch einige Designaspekte angesprochen und ein Vergleich des Sy-
stems GeoAIDA mit den Ansa¨tzen in ERNEST und AIDA aufgezeigt. Diese
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beiden Systeme wurden gewa¨hlt, da sie dem Realisierten vom Ansatz her am
a¨hnlichsten sind.
Die Modellierung der Semantischen Netze in GeoAIDA geschieht nicht in Form
eines allgemeinen Netzes, sondern als Baumstruktur. Diese Darstellung wurde
gewa¨hlt, da sie eine u¨bersichtliche Wissensrepra¨sentation ermo¨glicht und den
hierarchischen Analyseansatz besser wiederspiegelt. Der Unterschied zu anderen
Realisierungen (ERNEST, AIDA), dass gleiche Konzepte in unterschiedlichen
Pfaden nun nicht nur einmal sondern mehrmals vorliegen, ist fu¨r den Anwen-
der nicht nachteilig zu bewerten, da die Modellierung des Konzeptes an einer
anderen Stelle im Konzeptnetz durch eine Kopie erzeugt werden kann. Fu¨r den
Analyseablauf ist der Unterschied in der Darstellung irrelevant, da zum Zeit-
punkt der Instantiierung in beiden Varianten ein neues Objekt angelegt wird
und sich fu¨r die Analyse kein Unterschied ergeben wu¨rde, ob Instanzen desselben
Types einen gemeinsamen Ursprung besitzen oder nicht.
Im Gegensatz zu vielen anderen Realisierungen von Semantischen Netzen [59],
[61] ist in GeoAIDA die Semantik der im Netz verwendeten Kanten nicht ex-
plizit vorgegeben. Es ist jedoch, bedingt durch die behandelte Fragestellung
und dem daraus resultierenden hierarchischen Vorgehen, eine Mischung aus
Konkretisierungs- und Bestandteils-Kante. Ihre konkrete, semantische Funktion
kann jedoch vom Benutzer bestimmt werden.
Die Unterschiede zwischen GeoAIDA und dem Vorga¨ngermodell AIDA lassen
sich folgendermaßen zusammenfassen:
• In GeoAIDA existiert keine Regelbasis mit benutzerdefinierten Inferenz-
regeln, die wa¨hrend der Analyse in der durch den Benutzer angegebenen
Situation angewendet werden. Die Analyse in GeoAIDA besitzt eine fe-
ste Struktur. Die objektspezifischen Funktionalita¨ten sind u¨ber den Top-
Down- und Bottom-Up-Operator angebunden.
• In AIDA existieren kein holistischen Operatoren.
• Die holistischen Operatoren in GeoAIDA ermo¨glichen eine Datenbindung
nicht erst (wie in AIDA) in den untersten Konzepten (den Bla¨ttern), son-
dern in jeder Instanz. Die Ebene, in der sich das zur Instanz geho¨rende
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Konzept befindet, ist hierfu¨r nicht relevant.
Der wichtigste Unterschied zwischen GeoAIDA und ERNEST ist, dass in
ERNEST die Analyse als Suchproblem realisiert ist, wa¨hrend sie in GeoAIDA
als lokales Entscheidungsproblem umgesetzt wurde. Der Suchbaum in ERNEST
ha¨lt in seinen Suchbaumknoten in sich konsistente Interpretationen vor, wobei
die Bla¨tter des Baumes konkurrierende Beschreibungen darstellen, die u¨ber eine
Bewertung miteinander verglichen werden.
6 Interpretationsschritte
Mache die Dinge so einfach wie mo¨glich – aber
nicht einfacher. Albert Einstein
Die Funktionalita¨t des Systems soll hier anhand repra¨sentativer Analyseschrit-
te aus dem Bereich der Landnutzung demonstriert werden. Grundlage des in
der Wissensbasis realisierten Semantischen Netzes waren die im ATKIS vorlie-
genden Objekthierarchien, von denen hier wichtige Teilhierarchien umgesetzt
wurden. Die einzelnen Teilaspekte werden der U¨bersicht wegen separat demon-
striert. Das den meisten Interpretationen zugrunde liegende Semantische Netz
ist in Abbildung 6.1 zu sehen, wobei fu¨r die Darstellung einiger Analyseschritte




















Abbildung 6.1: Semantisches Netz zur Bestimmung der Landnutzung
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Fu¨r die initiale Aufteilung des gesamten Bildes werden hier die Straßenverla¨ufe
verwendet, da diese in vielen Bereichen Grenzen zwischen verschiedenen Ge-
bietsklassen bilden. Die Straßenverla¨ufe ko¨nnen einem GIS entstammen oder
durch eine modellbasierte Straßenextraktion (siehe Kap. 3.1) aus den Ferner-
kundungsdaten gewonnen werden. Es ist auch mo¨glich, weitere Operatoren, bei-
spielsweise eine Varianzanalyse, zusa¨tzlich zur Aufteilung der gesamten Region
in Teilregionen zu verwenden.
Abbildung 6.2: Szene Koblenz
6.1 Analyseablauf
Das Analyseprinzip soll anhand einer einfachen Teilregion motiviert werden. In
Abbildung 6.3 sind fu¨r eine Region einige wa¨hrend der Interpretation vorlie-
gende Repra¨sentationen abgebildet. Die Analyse beginnt modellbasiert mit der
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Top-Down-Analyse.
Im Bild 6.3.a ist die Entstehung der Teilregion durch die begrenzenden Straßen
(schwarzen Linien) dargestellt. Die Aufteilung einer Szene in Regionen unter
der Verwendung von Straßen liefert eine gute initiale Unterteilung, da Straßen
ha¨ufig identisch mit den Grenzen zwischen unterschiedlichen Landnutzungs-
klassen sind. Fu¨r die hier betrachtete zentrale Region wird von der Analyse
die Hypothese generiert, dass diese Teilregion eine Ortslage repra¨sentiert. Die
Hypothese fu¨r eine Instanz vom TypWirtschaftsfla¨che ist vom holistischen Top-
Down-Operator aufgrund der Ergebnisse einer Varianzuntersuchung der Bild-
daten dieser Teilregion auszuschließen.
a b c d
Abbildung 6.3: Interpretationsschritte einer Teilregion
Im darauffolgenden Schritt entstehen die Hypothesen Siedlung und Industrie
fu¨r diese Region gema¨ß dem Semantischen Netz in Abbildung 6.1. Im Bild 6.3.b
ist die visuelle Luftbildszene, in der die erkannten Objekte fu¨r die Hypothese
Siedlung eingeblendet sind, zu erkennen. Diese Objekte sind im darauffolgen-
den Labelbild 6.3.c noch einmal dargestellt, wobei jedem Objekttyp ein eigenes
Label (Farbe) zugewiesen ist.
Mit dem Erreichen der untersten Ebene im Semantischen Netz beginnt die da-
tengetriebene Analyse (Bottom-Up) der entstandenen Hypothesen. Die Hypo-
these Siedlung kann als komplette Instanz fu¨r diese Teilregion durch die vorhan-
denen Bestandteile besta¨tigt werden. Es ergibt sich als Resultat der in Bild 6.3.d
in rot dargestellte und von den Straßen eingeschlossene Bereich. Die Gruppie-
rung und Bewertung geschieht mit dem in Kapitel 6.2 beschriebenen Operator.
Hierzu wird fu¨r die Ha¨user bezu¨glich ihrer Gro¨ße und Rechteckigkeit ein Bewer-
tungsmaß fu¨r jedes Haus bestimmt. Der Mittelwert dieser Bewertungen wird
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dann mit einem Faktor gewichtet, der die bebaute Fla¨che in Relation zur Ge-
samtfla¨che der Region setzt. Die Bewertung der Region fu¨r die Annahme, dass
es sich um eine Siedlungsfla¨che handelt, ist hoch, da relativ viele Ha¨user eng
beieinander stehen. Die Alternative, diese Region als Industrie zu interpretieren,
erha¨lt die Bewertung 0, da keine Objekte vom Typ Geba¨ude gefunden werden,
die obligatorischer Bestandteil einer Industrie sind. Der Unterschied zwischen
den Konzepten Haus und Geba¨ude liegt zum einen in der Grundfla¨che, die bei
Geba¨uden gro¨ßer sein kann und zum anderen in der Formgebung. Ein Wohn-
haus ist im Normalfall so gebaut, dass kein Punkt innerhalb des Hauses eine
vorgegebene Entfernung zur Außenwand nicht u¨berschreitet, um alle Stellen des
Hauses mit Sonnenlicht beleuchten zu ko¨nnen. Industriegeba¨ude hingegen sind
oft ku¨nstlich oder von oben beleuchtet und besitzen daher diese Einschra¨nkung
nicht.
Durch die oben gezeigte Aufteilung der gesamten Szene in Teilregionen sinkt
auch die Anzahl der darin auftretenden Objekte, wodurch der Interpretations-
prozess robuster wird, da bei der anschließenden Gruppierung nur die innerhalb
der Region vorliegenden Hypothesen zu beachten sind. Die Reduktion der kom-
binatorischen Komplexita¨t hat weiterhin den Effekt, dass die Rechenzeit fu¨r die
Interpretation einer Teilregion sinkt. Durch die Mo¨glichkeit, die vorliegenden
Teilregionen parallel abzuarbeiten, wird die Analyse zusa¨tzlich beschleunigt.
6.2 Generischer Bottom-Up-Operator
Die Aufgabe der Bottom-Up-Operatoren ist die Zusammenfassung und Grup-
pierung der als Knoten in einer Liste vorliegenden hypothetischen Instanzen
und die Bewertung der neu entstandenen Kompositionen. Da dieser Vorgang
im Allgemeinen ein jeweils fu¨r die aktuelle Aufgabe spezieller Vorgang ist, sind
hierfu¨r auch grundsa¨tzlich spezielle Operatoren notwendig. Die vorliegende Auf-
gabe ist jedoch hauptsa¨chlich ein mengentheoretisches Problem und kann durch
Listenoperationen und einigen spezielle Funktionen allgemein beschrieben wer-
den.
Um dem Anwender eine einfache Mo¨glichkeit zu bieten, diese Gruppierung oh-
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ne die Kenntnis spezieller Programmierkenntnisse zu ermo¨glichen, wurde eine
funktionale Beschreibungssprache realisiert, mit deren Hilfe Operationen auf
Listen von hypothetischen Instanzen und Funktionen auf den Hypothesen aus-
gefu¨hrt werden ko¨nnen. Die Funktionen berechnen Attribute der Hypothesen,
die aus den Bilddaten bestimmt werden ko¨nnen. Hierzu geho¨ren eine Reihe von
Formparametern, Fla¨chenparameter, Positionsangaben der zugeordneten Regi-
on im Bild, Geokoordinaten der Region und deren Fla¨chenmomente. Zusa¨tzlich
beno¨tigte Funktionen ko¨nnen den Bestehenden bei Bedarf hinzugefu¨gt werden.
Weiterhin existieren eine Reihe von arithmetischen Funktionen, um mit den
vorhandenen Attributwerten neue Attribute zu bestimmen. Vergleichende Funk-
tionen auf Attributwerten innerhalb oder zwischen Hypothesen liefern boolsche
Ergebnisse, die mit logischen Funktionen weiter verarbeitet werden ko¨nnen.
Neu berechnete Attribute ko¨nnen den Hypothesen oder den Hypothesenlisten
als Wert zugewiesen werden.
Das Selektieren von einzelnen Objekten, Objektklassen oder Teillisten anhand
von Attributwerten zu neuen Listen sowie das Verbinden von Listen ist mo¨glich.
Auf diesen neu entstandenen Listen ko¨nnen die oben genannten Funktionen
ebenfalls angewandt werden. Die berechneten Ergebnisse liefern Instanzen und
lassen sich in dem in GeoAIDA verwendeten XML-Format abspeichern. Das
Ergebnis umfasst neben den Beschreibungen der Instanzen auch die bildlichen
Repra¨sentationen in Form von Labelbildern.
Die Formulierung einer Gruppierungsanweisung geschieht in einer UP-Notation
(Umgekehrt Polnische Notation oder auch Postfix Notation - Waclaw Sierpinski)
unter Verwendung eines Stackmechanismus.
Der Ausdruck:
Knotenliste ”Haus” selectClass
liefert beispielsweise eine Teilliste von Knotenliste, die nur noch Objekte vom
Typ Haus entha¨lt. Die einzelnen Anweisungen werden auf den Stack gelegt. Ist
dieses eine Funktion, so erwartet diese ihre Argumente auf dem Stack, entfernt
diese und schreibt ihr Ergebnis wieder auf den Stack.
Jeder Knoten repra¨sentiert eine Instanz und besitzt einen eigenen lokalen Stack,
auf dem Werte gespeichert werden ko¨nnen. Dieser lokale Stack findet Anwen-
dung, wenn fu¨r die Knoten spezifische Werte gespeichert oder weitere Attribute
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berechnet werden sollen. Der Wert eines neu berechneten Attributes liegt nach
der Funktionsanwendung auf diesem lokalen Stack.
Der lokale Stack wird bei dem folgenden Aufruf verwendet:
Knotenliste ”Gebaeude” selectClass
”area” calc 675 > select
”orthogonality” calc ”orthogonality” set
In der ersten Zeile wird wie in dem ersten Beispiel eine Teilliste gebildet. Hier
werden alle Objekte vom Typ Geba¨ude extrahiert. Die Zeichenkette ”area” ist
ein Parameter fu¨r die Funktion calc. Diese berechnet fu¨r alleGeba¨ude die Grund-
fla¨che in m2, die auf dem lokalen Stack der Knoten vom Typ Geba¨ude gespei-
chert wird. Die Zahl 675 wird von der Funktion > fu¨r den Vergleich mit dem
obersten lokalen Stackelement verwendet, das hierbei vom Stack entfernt wird.
Das boolsche Resultat des Vergleichs liegt als Ergebnis wiederum auf dem loka-
len Stack. Die Funktion select bildet die Teilmenge der Geba¨ude, deren Stack-
eintrag eine 1 entha¨lt, also eine Grundfla¨che von mehr als 675m2 hatten. In der
letzten Zeile wird die Rechtwinkligkeit (engl. orthogonality) berechnet und den
Instanzen durch die Funktion set als zusa¨tzliches Attribut u¨bergeben. Dieses
Attribut kann fu¨r weitere Berechnungen verwendet werden und ist Bestandteil
der strukturierten Ergebnisbeschreibung der Gesamtanalyse.
6.3 Behandlung von Alternativen
In Abbildung 6.4 sind fu¨r eine Region die wa¨hrend der Analyse erkannten Objek-
te zweier alternativer Interpretationen fu¨r den bebauten Teil der Abbildung 6.5
dargestellt. Die Legende der farblichen Ergebnisdarstellung ist dem Semanti-
schen Netz in der Abbildung 6.1 zu entnehmen.
Zu erkennen sind auf der linken Seite die Objekte, die zur Interpretation In-
dustrie und auf der rechten Seite, die zur Interpretation Siedlung geho¨ren. Die
Bestimmung der Bewertung soll fu¨r die Hypothese Industrie motiviert werden.
Die als Geba¨ude erkannten Bereiche besitzen Attribute, die eine gute Bewer-
tung fu¨r diese Objekte zulassen. So besitzen die Fla¨chen der einzelnen Geba¨ude
einen Wert zwischen 120m2 und 460m2, die Orthogonalita¨t, die die Rechtwink-
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Abbildung 6.4: Alternative Interpretationen einer Teilregion vom Typ Ortslage aus Abbil-
dung 6.5. Legende siehe Abbildung 6.1
ligkeit der Objektkanten beschreibt, liegt zwischen 0, 82 und 0, 97. Die weiteren
Objekte, wie Parkpla¨tze und Baumgruppen, besitzen Werte innerhalb der erwar-
teten Gro¨ßen. Bei der Bestimmung der Bewertung fu¨r die betrachtete Region
gehen die Einzelbewertungen der Objekte und das Verha¨ltnis der Gesamtfla¨che
zu der mit Geba¨uden bebauten Fla¨che ein. Fu¨r die Interpretation der Region
als Siedlung wird ein a¨hnliches Verfahren verwendet, wobei jedoch die verwen-
deten Attribute und Objekttypen an die Klasse Siedlung angepasst sind. Es
ergibt sich eine Bewertung fu¨r die Interpretation Industrie von 0, 92, fu¨r die
Interpretation Siedlung nur von 0, 42. Die Analyse entscheidet sich aufgrund
der Bewertung fu¨r die Interpretation als Industrie. Die Vereinigungsmenge aller
Fla¨chen der farblich dargestellten Teilobjekte bilden gemeinsam den Bereich der
Klasse Industrie.
6.4 Datengetriebene Aufspaltung von Regionen
Das zweite Beispiel setzt die im vorangegangenen Beispiel beschriebene Ent-
scheidung voraus und soll verdeutlichen, wie eine Region durch die weitere
strukturelle Analyse in mehrere alternative, disjunkte Klassen aufgeteilt wer-
132 6 Interpretationsschritte
den kann. Die Abbildung 6.5 zeigt eine Region aus der Abbildung 6.2, die durch
die Verwendung der Straßenverla¨ufe zur Aufteilung der Szene entstanden ist.
Abbildung 6.5: Durch Straßen (gelb) begrenzte Teilregion aus Abbildung 6.2
Die mo¨glichen alternativen Interpretationen fu¨r den bebauten Bereich – der
einen Teilbereich der gesamten Region darstellt – wurden bereits in Kapitel 6.3
unter Verwendung einer Bewertung dargestellt (siehe Abbildung 6.4) und sol-
len hier nicht mehr behandelt werden. Zu beachten ist jedoch, dass bei einer
Interpretation der gesamten Region die mo¨glichen Alternativen beru¨cksichtigt
werden und die Entscheidung als auch die nun folgende Aufspaltung in ei-
nem Analyseablauf stattfinden. Die beiden Entscheidungen sind Bestandteil der
Bottom-Up-Analyse, finden jedoch an unterschiedlichen Stellen des in Abbil-
dung 6.1 dargestellten Netzes statt. Die Bewertung und die Auswahl zwischen
den Alternativen Industrie und Siedlung geschieht in der daru¨berliegenden In-
stanz Ortslage, und die Aufspaltung der Region in zwei disjunkte Teilregionen in
der Instanz Region, die urspru¨nglich durch den Verlauf der Straßen entstanden
war.
Zum Industriegebiet geho¨ren neben den Geba¨uden die Objekte, die diesen be-
nachbart sind und den im Semantischen Netz beschriebenen Klassen und deren
Kriterien genu¨gen. Durch die im Semantischen Netz enthaltenen Restriktionen
entfallen die als Forst 1 und Acker 1 (Abbildung 6.6) gekennzeichneten Fla¨chen













Abbildung 6.6: Instanzennetz der Interpretation fu¨r die in Abbildung 6.5 dargestellte Region
als Bestandteil der Instanz Industrie 1. Diese, im Kapitel 6.3 nicht behandelten
und in Abbildung 6.6 als Wald 1 und Acker 1 bezeichneten Bereiche, werden
von der Instanz Industrie 1 nicht als ihr zugeho¨rige Objekte verifiziert. Die Be-
wertung dieser Teilfla¨chen ist in der Alternative, diese Bereiche als Bestandteil
der Wirtschaftsfla¨che 1 zu interpretieren, am gro¨ßten. Die Wirtschaftsfla¨che 1
unterteilt sich in Acker 1 und Wald 1. Dieser Zusammenhang ist im Instan-
zennetz der Abbildung 6.6 durch die Verbindungslinien zwischen den Instanzen
und den farblich markierten Teilregionen zum Bild 6.6.a veranschaulicht. Das
Bild 6.6.b zeigt das Ergebnis der Interpretation zusammenfassend fu¨r die Klas-
sen Industrie, Acker und Wald.
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6.5 Topologische Beziehungen
Hier soll die Nutzung topologischer Beziehungen von Objekten zu deren Grup-
pierung aufgezeigt werden. Begriffe wie beispielsweise Forst oder auch Sied-
lung deuten implizit an, dass die diese Begriffe bildenden Objekte gewissen
ra¨umlichen Relationen genu¨gen. Bei den genannten Beispielen besitzen die
Ha¨user oder Ba¨ume Absta¨nde, die unterhalb einer angebbaren Distanz liegen.
In Abbildung 6.7 ist beispielhaft das Ergebnis einer Extraktion von Ba¨umen
aus einem Laserscanbild abgebildet. Die Region Forst 1 ist in hellgru¨n ange-
deutet und umfasst alle Einzelba¨ume (Einzelbaum 1 bis Einzelbaum n). Diese




















Abbildung 6.7: Minimum-Spanning-Tree u¨ber eine Menge von detektierten Ba¨umen
Zusa¨tzlich zu den Zentren der erkannten Ba¨ume ist der Graph eingezeichnet,
der alle Einzelba¨ume so miteinander verbindet, dass die Summe der Distanzen
aller Verbindungen minimal wird (Minimum-Spanning-Tree). Durch Auftrennen
des Graphen an den rot eingezeichneten Verbindungslinien – sie u¨berschreiten
einen vorgegebenen Maximalabstand – entstehen vier Einzelgruppen. Da die
Fla¨chen der beiden mittleren Baumgruppen zu gering sind, um diese als Forst
zu interpretieren, entfallen diese Ba¨ume fu¨r die weiteren Betrachtungen.
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Die beschriebene und a¨hnliche Funktionen sind in GeoAIDA im Bottom-Up-
Operator (siehe Kapitel 6.2) realisiert und ko¨nnen so auf einfachem Wege eine
Menge von Objekten (hier Ba¨ume) unterteilen, der auch Instanzen unterschied-
lichen Typs angeho¨ren ko¨nnen. Die Erzeugung von Teilmengen ist gleichbe-
deutend mit der Unterteilung einer Region in Teilregionen, die getrennte In-
stanzen des u¨bergeordneten Konzeptes etablieren. Das Ergebnis des Bottom-
Up-Operator ist im Instanzennetz 2 in Abbildung 6.7 dargestellt. Die Instan-
zen Forst 2 und Forst 3 entsprechen den dunkelgru¨nen Bereichen der Abbil-
dung 6.7. Der Bereich der Instanz Forst 1 mit den n Einzelba¨umen wurde durch
den unten stehenden Aufruf in die Teilregionen Forst 2 und Forst 3 aufgeteilt,
die jeweils disjunkte Teilmengen der n Einzelba¨ume bilden.
Fu¨r das hier gezeigte Beispiel lautet der Aufruf des generischen Bottom-Up-
Operators folgendermaßen:
Knotenliste ”Einzelba¨ume” selectClass 50 maxDist ”area” calc 500
> select
Hierbei gibt die 50 das Kriterium fu¨r das Aufspalten des Minimum-Spanning-
Tree an. Der Minimum-Spanning-Tree wird durch die Funktion maxDist aufge-
spannt, dessen Objekte entsprechend gruppiert und das Ergebnis als Stack mit
den entstandenen Teillisten zuru¨ckgegeben wird. Dieses Vorgehen kann ebenso
verwendet werden, um getrennt stehende Siedlungen u.a¨. in einer Region zu
gruppieren.
6.6 Spezialisierung von Objekten
Die Spezialisierung von Objekten kann in GeoAIDA auf zwei Wegen realisiert
werden. Zum einen kann im Semantischen Netz ein neues Konzept eingefu¨hrt
werden, das spezieller als ein bereits vorhandenes ist, zum anderen kann ein At-
tribut in einer Instanz anzeigen, das diese Instanz spezieller ist als ihre allgemei-
ne Objektbezeichnung. Die Ansa¨tze sollen an einem Beispiel, dessen Bildbereich
in Abbildung 6.8 dargestellt ist, demonstriert werden.
Die Eingangsdaten fu¨r dieses Beispiel umfassen ein visuelles Bild und ein IR-
Bild mit einer Auflo¨sung von 0.25cm Kantenla¨nge der Pixel. Weiterhin liegt ein
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Abbildung 6.8: Szene Ravensburg, multisensorielle Daten (VIS, IR, Laserscan)
Laserscandatensatz mit 1m Auflo¨sung vor, in dem das erste und letzte Signal
des reflektierten Laserimpulses (first-pulse, last-pulse) unterschieden werden
kann.
Aus den Eingangsdaten lassen sich die in Abbildung 6.9 dargestellten Objekte
extrahieren. Es sind hier nur die Objekte abgebildet, die im Ergebnis enthal-
ten sind. Die mo¨glichen alternativen Objekte werden hier nicht betrachtet, da
sie fu¨r die hier vorliegende Darstellung nicht relevant sind. Die bei der Objek-
textraktion verwendeten Eigenschaften und das Ergebnis sollen kurz erla¨utert
werden.
Die in schwarz eingezeichneten Straßen wurden mit dem in Kapitel 3.1 be-
schriebenen Verfahren gewonnen und dienen auch hier zur initialen Aufteilung
der Szene in Teilregionen. Die Geba¨ude wurden anhand der Laserscandaten be-
stimmt [77]. Es geht die Steilheit der im Ho¨henbild enthaltenen Wa¨nde, die
Gro¨ße der Grundfla¨che, die Ho¨he und die Form der Objekte in die Klassifizie-
rung ein. Die als Geba¨ude erkannten Objekte sind durch die rot markierten
Bereiche symbolisch angezeigt. In diesem Fall soll keine Unterscheidung zwi-
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schen Ha¨usern und Geba¨uden gemacht werden, da es hier nicht von Belang ist.
Die Wasserbereiche bilden sich im IR-Bild als dunkle Bereiche ab und sind in
den Laserscandaten als Fehlstellen markiert. Da das vom Laser ausgesandte
Signal von den Wasseroberfla¨chen absorbiert wird, liegt an diesen Stellen kein
Messwert vor, was eine Evidenz fu¨r Wasserfla¨chen liefert. Kla¨rbecken wurden als
vereinzelte Wasserfla¨chen modelliert, die eine runde Form aufweisen und deren
Radius zwischen 10m und 30m liegt.
Die Klasse Versiegelt sind Gebiete, die im IR-Bild keinen Hinweis auf Vegetation









Abbildung 6.9: Ergebnisse der Objekterkennung fu¨r die in Abbildung 6.8 dargestellten Daten
Die Vegetationsbereiche lassen sich aus dem IR-Bild und dem visuellen Bild
bestimmen. Die Klasse Baumgruppe la¨sst sich von den Gru¨nfla¨chen durch die
Verwendung der Laserscandaten unterscheiden. Da der Laserstrahl im Vegetati-
onsbereich nur teilweise von den ho¨herliegenden Bla¨ttern reflektiert wird, gibt es
in diesen Bereichen eine hohe Varianz der Einzelwerte bei der Entfernungsmes-
sung, da auch Teile des Laserstrahls an tieferliegenden Vegetationsteilen oder
erst auf Bodenniveau reflektiert werden. Dieses ”Rauschen” in der Entfernungs-
messung kann nun dazu verwendet werden, die ku¨rzeste (die Baumkrone) und
die la¨ngste Entfernung (der Waldboden) u¨ber die Laufzeitdifferenzen zu ermit-
teln. Vegetationsbereiche mit hohen Objekten (z. B. Ba¨ume) sind an großen
lokalen Differenzen in den Laserscandaten zu erkennen. U¨ber diese Differenz ist
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die Unterscheidung der Klassen Gru¨nfla¨che und Baumgruppe realisiert. Baum-
gruppen unterscheiden sich von der Klasse Forst durch ihre Form und Fla¨che.
Die in Gelb dargestellten Bereiche konnten keiner Klasse sicher zugeordnet wer-
den. Besonders auffa¨llig ist hier der zum Kla¨rwerk geho¨renden Bereich, in dem
nur eine Wasserfla¨che sicher erkannt wurde. Fu¨r die in dieser Region vorliegen-
den Objekte gab es in der Modellierung keine ada¨quaten Entsprechungen.
6.6.1 Spezialisierung durch neue Konzeptdefinition
Die Erweiterung des Konzeptnetzes aus Abbildung 6.1 um den Eintrag
Kla¨rwerk, wie in Abbildung 6.10 dargestellt, ist eine explizite Mo¨glichkeit, Spe-
zialisierungen im Semantischen Netz einzufu¨hren. Ziel ist es, das mit der bishe-
rigen Wissensbasis als Industriegebiet erkannte Gebiet spezieller zu beschreiben
und als Kla¨rwerk zu interpretieren. Die Erweiterung besteht aus dem Konzept
Kla¨rwerk und den dazugeho¨rigen Bestandteilen. Die Existenz von Kla¨rbecken
ist fu¨r die Instantiierung einer Region als Kla¨rwerk notwendig. Daher sind die
Kla¨rbecken, von denen mindestens zwei und die Geba¨ude, von denen minde-
stens eins vorhanden sein muss, als obligatorische Bestandteile des Konzeptes
Kla¨rwerk modelliert. Die weiteren Bestandteile Gru¨nfla¨che, Versiegelt, Park-
platz und Baumgruppe sind optional.
Jedes Gebiet, fu¨r das wa¨hrend der Analyse eine Hypothese des Konzeptes Orts-
lage (siehe Abbildung 6.1) generiert wurde, wird nun zusa¨tzlich u¨berpru¨ft, ob
dieses Gebiet ein Kla¨rwerk repra¨sentiert. Hierzu wird wa¨hrend der Top-Down-
Analyse aus jeder Ortslage eine Hypothese fu¨r das Vorliegen einer Instanz
vom Typ Kla¨rwerk generiert. Die Entscheidung, ob eine Region zu der Klasse
Kla¨rwerk geho¨rt, fa¨llt anhand der Bewertung, die wa¨hrend der Bottom-Up-
Analyse berechnet wird und in 6.3 dargestellt wurde. Dieser Ansatz setzt vor-
aus, dass die durch den Anwender realisierte Bewertung die speziellere Region
besser bewertet als die allgemeinere Alternative, falls genu¨gend Hinweise fu¨r das
speziellere Objekt vorliegen.















Abbildung 6.10: Erweiterung des Semantischen Netzes aus Abbildung 6.1
6.6.2 Spezialisierung u¨ber Attribuierung
Die Spezialisierung einer Instanz kann alternativ u¨ber die Attribuierung des
Objektes geschehen. Hierbei wird nur der Bottom-Up-Operator der entspre-
chenden Instanz in der Form erweitert, dass alle als Industriegebiet erkannten
Gebiete auf die speziellen Eigenschaften, die auf ein Kla¨rwerk hinweisen, unter-
sucht werden. Durch dieses Vorgehen ist keine doppelte Interpretation wie in
6.6.1 notwendig. Die speziellere Instanz ist nach der Analyse an dem Wert des
zusa¨tzlichen Attributs Spezialisierung zu erkennen.
Das Ergebnis beider Ansa¨tze ist gleichbedeutend, wobei der Ansatz aus 6.6.1
expliziter ist, jedoch einen ho¨heren Analyseaufwand verursacht. Der zusa¨tzliche
Aufwand kann jedoch als gering angesehen werden, da hier keine aufwendigen
Bildverarbeitungsoperatoren zum Einsatz kommen, sondern nur eine Gruppie-
rung und Bewertung von schon erkannten Objekten erfolgt. Das fu¨r beide Ver-
fahren gleiche Ergebnis fu¨r die Klasse Kla¨rwerk ist in Abbildung 6.11 zu sehen.
Der nicht zum Kla¨rwerk geho¨renden Bereich ist leicht verschattet dargestellt.
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Abbildung 6.11: Der in Abbildung 6.9 als Kla¨rwerk erkannte Bereich
7 Zusammenfassung
Es ho¨rt doch jeder nur, was er versteht.
Johann Wolfgang von Goethe
Die Zielsetzung dieser Arbeit war die Entwicklung einer wissensbasierten Metho-
dik, die es erlaubt, komplexe Fragestellungen der raumbezogenen Bilddeutung
basierend auf Fernerkundungsdaten zu lo¨sen.
Dieser Ansatz sollte die mit dem aktuellen Stand der Technik verbundenen
Fragestellungen im Bereich der Bildinterpretation, wie Flexibilita¨t, Parameter-
abha¨ngigkeit sowie der Fehlerbehandlung aus dem Gebiet der Luftbildinterpre-
tation in urbanen Gebieten so weit wie mo¨glich erfassen. Mit den bisherigen Me-
thoden, die meist implizite Verfahren der Bildinterpretation verwenden, konnten
gute Ergebnisse nur mit einem hohen Grad an manueller Zusatzarbeit erreicht
werden. Dieser Nachteil konnten hier durch den zusa¨tzlichen Einsatz expliziter
Verfahren und das Einbringen von Wissen u¨ber die zu extrahierenden Objekte
und die zum Einsatz kommenden Verfahren weitestgehend behoben werden und
fu¨hrte zu einer signifikanten Steigerung des Automatisierungsgrades.
Um dieses Ziel zu erreichen, wurde zuna¨chst exemplarisch fu¨r die zum Einsatz
kommenden subsymbolischen Verfahren ein modellbasierter Ansatz zur Extrak-
tion von Straßen aus Luftbildern und ein Bewertungsverfahren fu¨r die hiermit
erzielten Ergebnisse vorgestellt. Durch das Einbringen von weiteren Informa-
tionen, hier die Detektion von bei der Straßenextraktion sto¨renden Schattenbe-
reichen, konnten die zuvor erzielten Ergebnisse noch weiter verbessert werden.
Die Abha¨ngigkeit der Qualita¨t der Ergebnisse von Extraktionsverfahren von
manuell einzustellenden Parametern wurde durch ein allgemeines Verfahren zur
Adaption von Parametereinstellungen behoben.
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Im zweiten Teil wurden wissensbasierte Ansa¨tze beschrieben, die bei der Bild-
interpretation eingesetzt werden ko¨nnen. Das realisierte Bildinterpretationssy-
stem (GeoAIDA) verwendet zur Wissensrepra¨sentation die u¨bersichtliche Struk-
tur von Semantischen Netzen und ermo¨glicht die Beschreibung von komplexen
Fragestellungen. Subsymbolische Verfahren, wie sie im ersten Teil beschrieben
wurden, ko¨nnen im Bildinterprtationssystem integriert werden und liefern die
notwendige Verbindung zwischen den Daten und der symbolischen Verarbei-
tung.
GeoAIDA realisiert die Integration von subsymbolischen und symbolischen Ver-
fahren, indem wissensbasierte Methoden eingesetzt werden, um Bildverarbei-
tungsoperatoren gezielt auszuwa¨hlen, zu initialisieren, anzuwenden, deren Er-
gebnisse auszuwerten und die Einzelobjekte zu komplexeren Einheiten zu grup-
pieren. Hiermit wurde ein hybrider Ansatz vorgestellt, der die Probleme vieler
herko¨mmlicher Bilddeutungsverfahren durch die Synergie dieser beiden Ansa¨tze
lo¨st und den Automatisierungsgrad bei der Interpretation entscheidend erho¨ht.
Die wichtigsten Eigenschaften des wissensbasierten Systems sind:
• Die einfache Integration und Initialisierung von beliebigen Bildverarbei-
tungsoperatoren zur Segmentierung in GeoAIDA.
• Die Modellierung der Reihenfolge und des Kontextes, in dem ein Bildver-
arbeitungsoperator auszufu¨hren ist.
• Die Verwaltung der von den Bildverarbeitungsoperatoren gelieferten Er-
gebnisse.
• Die Mo¨glichkeit einer u¨bersichtlichen graphischen Darstellung von Wissen
u¨ber die einzelnen modellierten Objekte und deren Relationen unterein-
ander.
• Die Auswahl der besten Interpretation, falls alternative Beschrei-
bungmo¨glichkeiten vorliegen. Hierzu ist es no¨tig, geeignete Bewertungen
fu¨r die erkannten Objekte umzusetzen.
• Eine u¨bersichtliche und detaillierte Ergebnisdarstellung.
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Das erstellte System GeoAIDA bietet sowohl die Mo¨glichkeit der Erstellung
und Modifikation von Semantischen Netzen, die als Wissensbasis des Systems
zu sehen sind, als auch die Ausfu¨hrung der wissensbasierten Bildinterpretation
von Fernerkundungsdaten in einer u¨bersichtlichen Ablaufsteuerung. Weiterhin
liefert es die Pra¨sentation der Ergebnisse in einer strukturierten Darstellung in
Form eines Instanzenbaumes und einer XML-Beschreibung sowie einer Karten-
darstellung mit unterschiedlichen Abstraktionsebenen.
Wa¨hrend der Implementierung und Erprobung des Systems zeigte sich, dass
ein nicht unerheblicher Anteil des Aufwands zur Umsetzung einer komplet-
ten Lo¨sungsstrategie fu¨r die Realisierung der zur Segmentierung der Ferner-
kundungsdaten beno¨tigten Bildverarbeitungsoperatoren und der Auswahl ei-
ner geeigneten Bewertung beno¨tigt wird. Die von GeoAIDA bereitgestell-
ten Mo¨glichkeiten erleichtern jedoch durch die klare Strukturierung der Pro-
blemlo¨sungsstrategie die Modellierung komplexer Probleme erheblich. Die Not-
wendigkeit, in vielen Fa¨llen spezielle Verfahren zu entwickeln, um bestimmte
Teilprobleme zu lo¨sen, wie fu¨r die Straßenextraktion gezeigt, ist jedoch nicht
beseitigt. A¨hnliches gilt auch fu¨r die bei der Analyse beno¨tigten Bewertung, die
oft sehr spezielle Aspekte einer vorliegenden Situation zu erfassen hat.
Zusammenfassend la¨sst sich sagen, dass die Flexibilita¨t und die durch die klare
Strukturiertheit entstandene U¨bersichtlichkeit des Systems GeoAIDA es gestat-
tet, komplexe Probleme modular in Teilprobleme zu zerlegen und zu beschrei-
ben. Weiterhin bietet die wissensbasierte Repra¨sentation – wie sie in GeoAIDA
stattfindet – die Grundlage, dass Verfeinerungen oder Erweiterungen einer Auf-
gabe einfach und u¨bersichtlich mo¨glich sind und ihre Auswirkungen auf das
Gesamtsystem u¨berschaubar bleiben. Dem Anwender ist somit ein Werkzeug
gegeben, komplexe Aufgaben u¨bersichtlich zu beschreiben und eingebrachtes
Wissen fu¨r eine automatische Interpretation von raumbezogenen Inhalten aus
Fernerkundungsdaten zu nutzen.
Als Ausblick lassen sich die multitemporale Interpretation und die gemeinsame
Interpretation bezu¨glich unterschiedlicher Fragestellungen fu¨r eine Szene nen-
nen. Die multitemporale Interpretation kann als Ziel ein Monitoring fu¨r eine
Region beinhalten oder die Erkennung von speziellen Objektklassen, die – wie
beispielsweise in [40] fu¨r ein Messegela¨nde gezeigt – nur u¨ber eine zeitliche Se-
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quenz von Bildern erkennbar sind. Beim Monitoring ist die Vera¨nderung einer
Szene u¨ber die Zeit zu erfassen. Multitemporale Daten ko¨nnen auch zu sichere-
ren Ergebnissen bei der Interpretation fu¨hren, da bereits Hypothesen fu¨r Ob-
jekte vorliegen und eine Verifikation der Objekte als Besta¨tigung betrachtet
werden kann. Weiterhin sind gewisse Objekte zu manchen Zeitpunkten besser
zu extrahieren, deren Existenz zu einem spa¨teren Zeitpunkt vorausgesetzt wer-
den kann. Ein Beispiel hierfu¨r liefert die Straßenextraktion in Neubaugebieten.
In den Bauphasen ko¨nnen die Straßenverla¨ufe sicherer erkannt werden, da sie
zu diesem Zeitpunkt noch nicht von Ba¨umen verdeckt und von Straßenrandob-
jekte beschattet werden. Mit dem Wissen u¨ber den Verlauf der Straßen kann
zu einem spa¨teren Zeitpunkt bei unsicherer Datenlage das Vorhandensein einer
Straße an diesen Stellen angenommen werden.
Der strikte hierarchische Ansatz la¨sst fu¨r ein Fla¨chenelement in den Eingangs-
daten bisher nur eine eindeutige Interpretation zu. Durch verschiedene Frage-
stellungen kann es jedoch notwendig sein, diese Beschra¨nkung aufzuheben. Als
Beispiel sei hier eine Wiese genannt, die aus der Sicht einer Verwaltungsbeho¨rde
eine Wirtschaftsfla¨che verko¨rpert, fu¨r einen Biologen aber ein Feuchtwiesenbio-
top repra¨sentiert. Die Grenzen dieser beiden genannten Objekte sind nur in
den seltensten Fa¨llen identisch, sodass das Problem nicht u¨ber eine zusa¨tzliche
Attribuierung eines Objektes gelo¨st werden kann. Ein anderes Beispiel ist die
Zugeho¨rigkeit von Objekten zu zwei Gruppierungen unterschiedlicher Bedeu-
tung. Diese mu¨ssen bisher schnittmengenfrei formuliert werden. Die genannten
Probleme wa¨ren im bisherigen System nur durch mehrere separate Analyse-
durchla¨ufe mit unterschiedlichen Wissensbasen mo¨glich. Eine gemeinsame Ana-
lyse wa¨re aber gegebenenfalls wu¨nschenswert, da sich die verschiedenen Inter-
pretationen gegenseitig unterstu¨tzen ko¨nnen oder Konflikte auf Fehler in den
Interpretation hinweisen ko¨nnen.
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