In this paper we discuss anomalous transport of particles in complex dynamical systems where exists chaos and random stochastic processes. We review, discuss and criticize some important some of the basic mathematical tools used in the description of anomalous and chaotic transport and diffusion. We show that fractional calculus is a quite irreplaceable mean for description and investigation of so physical process as stochastic and chaotic non-diffusive transport. We construct a classes of analytically tractable functions which allow a power law distributions, a closed form exact description of the fractional derivatives and the asymptotic properties. By introducing a classes of functions which permit analytic Fourier and Laplace transformations, we proceed to an exact description of the different cases of chaotic transport, and the representation of these cases in terms of fractional derivatives. The treatment is within a restricted domain, namely one dimension in space and time. We show the non-utility of macroscopic analysis and we prove that non-local proposal are incorrect, pure phenomenological without any regular derivation. Regular and consistent derivation of macroscopic and transport equation for systems with super and subdiffusive behaviour is provided and their properties are investigated. A relation between the microscopic description of the particle motion and the macroscopic one in terms of particle distributions and fractional derivatives is derived. We show that our work can link too far school: the Continuous Time Random Walks model and the Fokker-Planck-Kolmogorov equation.
Intoduction
In the past decades, classical physics has achieved unexpected and impetuous developments, which had led to an entirely new understanding of the classical simple dynamical systems, an area of classical physics that has been assumed to be generally well understood and concluded [1] . In the last twenty years, it became evident however, that even the most simplest, completely deterministic systems may show irregular, chaotic behavior that seems not easy to treat [2] . It was believed that chaotic and random stochastic behavior exists only in systems with a large amount of degrees of freedom, e.g. gas. It has now been established that such a behavior can be exhibited by systems with merely two degrees of freedom [3] . For example, the motion of a particle in 2-dimensional conservative force field typically shows chaotic behavior. Since the first indication of chaos is strictly deterministic systems, a lot of scientific studies have been carried out, in which the existence of such "deterministic chaos" has been analyzed and further verified [4] . The standard map is the simplest and most frequently occurring model in many different applications [1, 5] . It has become a paradigm for the study of properties of chaotic dynamics in Hamiltonian systems [1] . A more fundamental difference between perfectly chaotic systems, like Sinai's billiard and more realistic systems, like the standard map1, is the existence of islands in the phase space, making this later a complicated mixture of small non-chaotic domains and stochastic regions [6, 13] .
In fact, the origin of anomalous transport has been connected to the local topological properties of the phase space domain near islands (the boundary layer) and a self-similar structure of the domain. The existence of a fine structure of the island patterns in phase space in Hamiltonian systems and its properties are fundamental in the study of anomalous transport. Long-range correlations effects occur from visits of orbits to boundary layers in the vicinity of islands. This phenomenon is generally referred to as the stickiness of the islands. It was shown that for small changes of the stochastic parameter strong topological changes can occur in the phase portrait of the system [1, 6] . Usually the theoretical investigations of random transport use two levels of description: a microscopic and macroscopic one. The first deals with the motion law of single particles, the second refers to the motion of an ensemble of particles. Of course, both of them are connected with each other, and a description in one of the levels helps to understand the other, by use of dual point of view: the process of random drunkard walks is equivalent to diffusion and vice versa [7] . A noteworthy point is that real and computer experiments do not succeed to investigate both side of a phenomenon simultaneously, and analytical calculus is required. While such a double approach has been done in the most classical stochastic transport examples, is still has not been done in the case of more complex motion. Indeed, physical systems with fractional power-type law of random displacement < x 2 >∝ t α are usually investigated in detail on a microscopic level. Very few attempts have been done in the frame of macroscopic equation. For instance, Saichev and al. have analyzed the properties of a probability density satisfying, by definition, fractional generalizations of Fokker-Planck and Kolomogorov-Feller equation [8, 29] .
By showing that such processes are a decomposition of the fractal Brownian motion and the Levy-type processes (Levy stable laws), they obtain interesting and fundamental physical interpretations of fractional kinetic equations. However, let us recall that the most well known application of Levy stable laws in physics corresponds to the anomalous diffusion or transport associated with a Levy motion, also often called a 'Levy flight' [14, 15, 16, 17] . The scaling relation < x 2 >∝ t α is obviously incompatible with the classical Fokker-Planck equation. The renormalization group was used to obtain an explicit expression for the transport exponent. In the case of the standard map, this later is expressed as a function of space-time scaling constants for islands in the boundary layer. Following different mathematical approaches, several authors considered generalization of the Fokker-Planck equation in order to encompass the Levy anomalous diffusion. Particular cases of the fractional Fokker-Planck equation were obtained. It is important to mention that Tsallis [18] had introduced a non-linear Fokker-Planck equation where the later scaling relation is a possible solution. This proves that this is not the only way to generalize the Fokker-Planck equation in order to respect the anomalous scaling relation. However, there have been a lot of discussions concerned the way to implant the self-similarity properties into the kinetic theory. Specifically, to describe the dynamics of the Hamiltonian chaos, there have been the kinetic integral equation based on the Montoll-Weiss kinetic equation [7] , the fractional Fokker-Planck-Kolmogorov equation based on the application of the fractional calculus to the fractal space-time random walks and finally the Weierstrass self-similar random walk. The introductions of self-similar properties of the singular zones by any form in the derivation of the kinetic equation imply the appearance of new information concerning the islands structure, their topology and their bifurcations. The existence of islands and singular zones implies also a non-uniform topology in the phase space, which could be considered as the main cause of anomalous transport (non-gaussian). To obtain a kinetic equation describing the anomalous transport, different formal approaches on fractional calculus have been studied and discussed. The major problem of these phenomenological aspects is the absence of locality. In this paper, we want to show the reader that dealing with fractional derivatives is not more complex than with usual differentiable operators. Indeed integral terms become local after Fourier and/or Laplace transformations. We are rather interested in the derivation of a fractional equation starting from a given distribution probability. We want to show a consistent derivation of equations describing stochastic but non-diffusive (α = 1) spreading of ensemble particles. We restrict ourselves to the one-dimensional case. This derivation is not connected with a concrete physical system. The problem we are interested in is the determination of the dynamical aspects of physical system satisfying anomalous microscopic motion. We will introduce specific models for the superdiffusive cases (α > 1) and the subdiffusive ones (α < 1). The first case occurs in turbulent transport, and generalized statistical thermodynamics, while the second is typical of transport of charge carries in disordered media (glasses and fractal structures) and amorphous material, NMR diffusion in disordered materials and the dynamics of a bead in polymer networks [9, 10, 11, 12] . A classical discrete model of transport is the random walk where particles jump with equal probability to the right probability to the right and to the left on the distance ∆ x over time ∆t = 1. On macroscopic time and scale (t ≫ 1, x ≫ 1), it gives rise to the classical diffusion equation (α = 1) for the particle density [19] . We just want to look at the properties of more complex random walk. Physical media in which there is stochastic transport are considered as homogenous, isotropic and stationary i.e. their properties do not vary in space and time. We focus on the simplest models satisfying < x 2 > αt α for the sake of simplicity and clarity.
Fractional derivatives and the locality problem
It is believed today that fractional derivatives (fd) [20] play a major role in the understanding of chaotic behavior in complex dynamical systems and to solve celebrated fractional diffusion equation (fractional Fokker-Planck-Kolmogorov equation-FFPKE). The fractional diffusion equation was first derived in the context of Continuous Time Random Walk (CTRW) [7] . The most well-known fractional derivative is that of Riemann-Liouville. The n-th order Riemann-Liouville derivatives (RLd) [20] on the infinite axis are defined by:
where D 
Most of the works done on fractional diffusion equations uses RLd. The notion of local fractional derivatives (LFD) was first introduced by Kolwandar and Gangal for functions of a single variable. LFD was shown to be useful in studying fractional differentiability properties of fractal and multifractal functions [21] . It was proved that the local Hdler exponent/dimension was directly related to the maximum order for which LFD existed LFD is defined as follows:
The importance of the notion of LFD lies in the fact that it appears naturally in the fractional Taylor's series with a remainder term for a given function f, given by:
where (x − y) = ∆ > 0 and R q (y, ∆) =
q dt is the remainder and
When ∆ > 0, a similar expression can be written for D q − f (y) by replacing ∆ by −∆. From the first sight, these equations seem to be suitable to deal with phenomena taking place in fractal space-time. Kolwangar and Kangal had proved that using the Chapman-Kolmogorov condition, a local FFPK equation could be derived. Such an equation was solved with a specific choice of the transition probability but it seems to give rise only to subdiffusive behaviour. What about the superdiffusive one? This proves also the limitation of Kowangar-Kangal local FDd. In the next two paragraphs, we will use a quite different simple approach, which is the classical Fourier and/or Laplace Transformations. None Riemann-Liouville fractional derivative neither Kolwangar-Gangal local fractional derivative are used. We will show you our approach can link two far schools: the CTRW model and the FPK equation.
First case: Superdiffusion
The most adequate mathematical model of fast particle displacement on microscopic level is Levy flights [10, 19, 22] . In this section, we define also a dynamics allowing broken jumps in time, and choose an unbounded continuous space motion. It is characterized by a distribution function P (x, x ′ ), which is the probability density of the displacement from x ′ to x in a time interval δt = 1 (t is an integer variable). In the frame of a homogenous and isotropic medium, the probability must be a function of the distance,
and f an even function. By definition, the distribution satisfies +∞ −∞ f (x)dx = 1 and the dynamics of the particle density is given by:
Note that such dynamics can be studied by use of a Taylor development of n(x,t) in the case where the average-square displacement is finite. As f(x) is even function, dynamics of equation (6) gives a diffusion equation with diffusion coefficient D =
. Proper Levy flight are described by functions with infinite average-square displacement:
The long tails of f are responsible for superdiffusion phenomenon. The tail of this later must be typically a power law decreasing function to satisfy (7) . For the sake of analytical calculus, we introduce the following classes of f = f β functions:
where Γ(a) is Euler gamma-function and β > 0 in order to verify the normalization condition. Existence of superdiffusive behaviours depends only on the shape of the tail (power exponent).
Details on the analytical expression of f on microscopic intervals δx = x − x ′ ≤ 1 are not universal. A natural transformation to solve (6) is the Fourier one. By denoting a(k) the Fourier transform of a function a(x) we get:
With f β (k) =
, K β is the modified Bessel function of second kind. As we are interested in macroscopic transport equation, which describes the particle ensemble motion on large scale, we can use a Taylor decomposition of f k around k = 0. If p is the integer part of β(p + 1 > β > p), β = p, and if we cut the approximation series to the first non-integer order, we get:
We see in this last formulae that the dominant non-constant term is a Laplacian in real space except when 0 < β ≤ 1. In fact, the limiting case β = 1 is characterized by
and by construction does not induce any fractional power term in the series development. Moreover, in the last case, the other terms of the series development are important to avoid nonphysical instability on small scales (k > 1). This can be corrected by using of any substitution (because we aren't interested in small scale motion), which is small when k ≪ 1 under the limitation that it gives a correct sign at large k. As an example, one may substitute ln(| k |) by ln(
|k| |k|+1
). The case β < 1 gives rise to a superdiffusive behavior. To clarify it, by using formula (10) and the definition of f β (k), we see, that in the limit
, the density can be approximated by:
And equation (9) is equivalent to:
This equation is local in Fourier space. Turning back to the usual space we get:
in the limit xt
. This relation is quite important and interesting: it relates the microscopic description of the particle motion and the macroscopic one in terms of particle distributions. In addition, the right side of (13) is precisely a fractional derivative [23] . In multidimensional case this is a fractional power of Laplace power ∆ β . Using the pseudo-differential operators approached by Feller, it can be shown that the solution of the previous equation is a probability density stable in the sense of Levy. In the Fourier space the manipulations of the Laplace operator (β = 1). The solution of equation (13) is (11) . In the real space, it can be written:
where the green function G is self-similar and is given by:
Like for the case of usual diffusion equation [7] with t → ∞, when a profile of G(x) becomes very smooth [24, 25] , from (14) we have n(x, t) → AG(x, t), A = +∞ −∞ n(x, 0)dx This tendency to a selfsimilar (universal) regime is just the development of "loss of information" -property of stochastic process. It connects with this simple circumstance, that Green function with t → ∞ cuts all initial harmonics with k = 0, and this oberton annihilation is responsible for the asymptotic tendency to a universal one-parametric profile. The essential difference from classical diffusion is a fact, that appropriate self-similar profile has non-Gaussian form and power-type tail:
It is interesting to note that when β → 1 the amplitude and power coefficient on tend to finite values. It can be calculated directly from reciprocal transformation (11), i.e. from microscopic description, or by using macroscopic equation (9) . Indeed, when x → ∞ we can take out the power Kernel from the integral and use the particle conservation condition +∞ −∞ n(x, t)dx = cte = A after that we have at once (12) . Therefore, the linear dependence of tail over time connects with consistency of flux to large scale-because there is a finite possibility for jump for particle from a distribution kernel directly to this tail.
Finally, we point out the possibility to improve a convergence of the probability density profile to the self-similar one using once more parametrization namely shift G(x−x 0 ) It may be shown by expanding the Green function in Taylor series over and by introducing the relation xn(x, 0)dx = Ax 0 , that if the integral x 2 n(x, 0)dx is finite, then n(x, t) = AG(x − x 0 )(1 + O | t −β |) . The case of a Gauss-Green function is interesting in consequence of the possibility to compensate the next expansion term-initial width of n(x) by means of additional time shift G(t + t 0 ) [26] . Here it doesn't take place, appropriate trick is possible only if the initial distribution of n(x) has symmetric power-type tail | x | −2β−1 . Moreover, as here we deal with function with divergence moments, we have no any reason to suppose that value of x 2 , averaged over n(x,t) must be finite. In the general case, according to previous considerations, the rate to tendency to self-similar regime is affected by the behavior of n k (0) when k → 0 : if n k (0) = A+iAx 0 +C | k | δ + · · · δ > 2 then the correction term in (15) vanishes as O(t −δβ 2) .
Second Case: Subdiffusion
The most adequate microscopic model of slow stochastic particle transport are "traps" [27] . Which were introduced Montroll. In this section, we deal with discrete space jumps and continuous temporal dynamics. It means that we deal with a distribution function f(t), which is equal to probability density of jumping to neighboring points at time t, for any space position. Whatever the spatial location of particles, they are characterized not only by the time tbut also by the time they spent τ at the same position. There is in fact a generalized distribution function N(x, t, τ ) of particles of being, at time t, located in position x since a delay time τ . By definitions n(x, t) = +∞ −∞ N(x, t, r)dr It is convenient to introduce the probability density that particles never did any jump at time t ≤ r :
By construction we introduce the following dynamics:
decomposition of n(x, t) in a Taylor series on macroscopic time and scale reduces to a diffusion equation with D = 1 2 < r > if ¡r¿ is finite. The concept of traps corresponds to an infinite mean waiting time < t >= +∞ 0 tf (t)dt = ∞ Hence, according to the power characteristic exponent of the tail of f subdiffusion may occur or not. For the sake of analytical calculus, the simplest class of function to be considered is:
Traps appear when γ ≥ 1 and F (τ ) = 1(1 + τ ) γ . Calculations in this regime will appear to be more cumbersome with respect to superdiffusion case. As for superdiffusion regime, it is convenient to use an integral transformation. By denoting a ν the Laplace transform of a(t), we get:
where according to (20) pF p = e λ e p Γ(1 −γ, p) and Γ(a, b) is the additional non-complete gammafunction [28] . δ 2 n p is the discrete spatial laplacian operator with δx = 1. As in the previous section, it can replaced by the discrete usual continuous laplacian operator in the limit of large spatial scales for a given time. In this limit (p ≪ 1), equation (21) reduces to:
It follows that subdiffusion regime dominates only in the range parameter γ < 1, in which case, the large scale dynamics in the real space can be written:
One finds in the left hand terms that the differential operator is a temporal fractional derivative ∂ r ∂t r . Note however that it is a different kind of operator with respect to the one pf previous paragraph. Broadly speaking, the differential operator generalization to fractional powers may be realized in different manner. Tools such as Fourier and Laplace transforms, which are used here, lead to different fractional definitions. In mathematics it is known some other kinds of definition [20] . The asymmetric character of space and time variables in physics is not a surprise. Indeed, it is a consequence of causal principle. From this point of view, use for description of stochastic non-diffusive transport fractional derivatives of identical types over space and time seems non-correct. The identity in equation (23) does not, actually, give rise to special difficulties and, in this point of view, it is similar to (13) . By doing a Fourier transform over space, the solution can be written in the form:
which also corresponds to a self-similar Green function:
In fact the approximation of the discrete laplacian operator with step δx = 1 by the continuous one we did above, is valid in the limit xt −γ 2 large enough. Explicit form of function Φ is:
The integral in the complex plane is given along the contour, which comes from forth quadrant to the first one and consists in 2 rays with polar angles ϕ = ±( (27) In this class of stochastic transport, there is a tendency to a self-similar regime too n(x, t) = AG(x − x 0 )(1 + O(t −γ )) . Note that it doesn't allow an improvement of the convergences by use of the origin t shift to the contrary to superdiffusive case.
Summary
The use of consistent description of stochastic transport in the form of fractional calculus allows us to derive macroscopic transport equations for superdiffusion and subdiffusion. This self-consistent approach differs from usual phenomenological derivation of such type. We have proved that fractional calculus is a quite irreplaceable mean for description and investigation of so physical process as stochastic and chaotic non-diffusive transport in complex chaotic dynamical systems. Non-local Riemann-Liouville fractional derivative is inadequate to describe Hamiltonian dynamics. In addition, local fractional derivatives in the sense of Kolwangar and Kangal is restricted only to subdiffusive behavior and fractal support. We have constructed a classes of functions which allow power law distributions and which permit analytic Fourier and Laplace transformations. Dealing with fractional derivatives is not more complex than with usual differential operators. Indeed integrals terms become local after Fourier and/or Laplace transformations. The present method can be simply generalized to a multidimensional space. Combination of space and time "spreading" of jumps can also be done. We have obtained a relation between the microscopic description of the particle motion and the macroscopic one in terms of particle distributions and fractional derivatives is also derived. Finally, the results of this paper emphasize the link between two far schools: the CTRW and the FPK equation.
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