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Atmospheric aerosols are one of the least understood compo-
nents of the climate system and incur adverse health effects on
susceptible populations. Organic aerosols can make up as much
as 80% of atmospheric aerosols (Lim and Turpin 2002), and so
its quantification and characterization plays an important role
in reducing our uncertainty with regards to aerosol impacts on
health and climate. As the number of organic molecules in the
atmosphere are diverse in number (Hamilton et al. 2004), we ad-
vance a functional group representation of organic molecules as
measured by Fourier transform infrared spectroscopy (FTIR) to
characterize the chemical composition of particle samples. This
study describes and evaluates the algorithm introduced by Russell
et al. (2009) for apportionment and quantification of oxygenated
(carbonyl and hydroxyl) functional groups from infrared absorp-
tion spectra. Molar absorptivities for carbonyl and hydroxyl bonds
in carboxylic groups are obtained for several dicarboxylic com-
pounds, and applied to a multifunctional compound and mixture
to demonstrate the applicability of this method for more complex
samples. Furthermore, functional group abundances of two alde-
hydic compounds, 2-deoxy-d-ribose and glyceraldehyde, atomized
from aqueous solution are in quantitative agreement with number
of bonds predicted after transformation of these compounds into
diols. The procedure for spectra interpretation and quantitative
analysis is described through the context of an algorithm in which
contributions of background and analyte absorption to the infrared
spectrum are apportioned by the superposition of lineshapes con-
strained by laboratory measurements.
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1. INTRODUCTION
Atmospheric aerosols contain some mixture of nitrate, sul-
fate, ammonium, crustal elements, sea salt, black carbon, and
organic molecules (Seinfeld and Pandis 2006). The number of
molecules comprising the organic aerosol fraction is numer-
ous (Hamilton et al. 2004) and remains undercharacterized with
respect to their quantity and potential impacts on health and cli-
mate (Kanakidou et al. 2005). Measurement of organic aerosol
composition and abundance in the atmosphere provide a ba-
sis from which we can infer sources, predict potential impacts
on health and climate, and provide constraints on representa-
tions for mathematical and computational modeling of the at-
mospheric system for simulating alternative scenarios relevant
to adaptation or policy decision-making.
Given the dimensionality and domain size of organic aerosol
characteristics (comprising size, shape, quantity, and composi-
tion), its representation must be constructed through the com-
bination of analytical techniques that provide complementary
information. Each method varies in the amount of organic
content (mass concentration) it can quantify, and to what ex-
tent individual species can be resolved (chemical specificity).
Composition is typically quantified in units of organic carbon
(OC) through evolved gas analysis (EGA) (Subramanian et al.
2004), mass fragments through mass spectrometry (Schauer et
al. 1999; Allan et al. 2003; Williams et al. 2006; Goldstein et al.
2008), atomic composition also through aerosol mass spectrom-
etry (time-of-flight aerosol mass spectrometry [TOF-AMS];
Chhabra et al. 2010), or functional bonds through spectroscopy
(Fourier transform infrared spectroscopy [FTIR], Maria et al.
2003; nuclear magnetic resonance [NMR], Decesari et al.
2007; near-edge X-ray absorption fine structure [NEXAFS],
Russell 2003; Raman spectroscopy, Chan et al. 2006).
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Single-particle methods (aerosol time-of-flight mass spectrom-
etry [ATOFMS], Noble and Prather 2000; scanning electron
microscopy with energy dispersive X-ray [SEM-EDX], Laskin
et al. 2006; transmission electron microscopy with electron
energy-loss spectroscopy [TEM-EELS], Adachi and Buseck
2008; scanning transmission X-ray microscopy with NEXAFS
[STXM-NEXAFS], Russell 2003) can provide metrics linked
to number, mass composition, and morphology, but often not
all together, and representativeness is dependent on sampling
statistics. Some techniques target a particular size fraction
(cluster chemical ionization mass spectrometry [cluster-CIMS],
Zhao et al. 2010; thermal desorption chemical ionization
mass spectrometry [TD-CIMS], Smith et al. 2004), or probe
particular sections of individual particles (time-of-flight sec-
ondary ion mass spectrometry [TOF-SIMS], Tervahattu et al.
2002). Few methods measure organic aerosols online or
in-situ (aerodyne aerosol mass spectrometer [AMS], Allan et al.
2003; aerosol chemical speciation monitor [ACSM], Ng et al.
2010; thermal desoprtion aerosol gas chromatography [TAG],
Williams et al. 2006), while a large number of methods charac-
terize particles offline. In the latter case, samples are collected on
a substrate and subsequently analyzed by one or more methods.
For these analytical techniques, some fraction of particle en-
sembles collected on a substrate through filtration or impaction
is quantified with optional sample preparation a priori (e.g.,
extraction or derivitization). Each instrument serves to provide
enlightenment on some aspect particle composition or morphol-
ogy relevant for source apportionment or property prediction.
Infrared absorbance spectra of condensed-phase matter from
FTIR provides a rich sequence of signals (Allen et al. 1994;
Sax et al. 2005; Ofner et al. 2011) from which we can ex-
tract information regarding organic aerosol composition and
mass. Each spectrum is interpreted as a combination of ab-
sorption lineshapes (characteristic absorption profiles) which
can represent either molecular mixtures (Russell et al. 2009) or
organic functional groups (Maria et al. 2003). Application of
statistical learning methods which retain the full dimensional-
ity of the measured signal has provided discrimination of con-
stituent components or mixture classes (Takahama et al. 2011).
Factor-analytic decomposition of ambient aerosol spectra have
revealed component profiles which retain distinguishing spec-
tral features that relate to original sources of organic aerosols
(Russell et al. 2011). These feature vectors have also been used
for unsupervised learning (cluster) analysis and regression anal-
ysis (in a chemical-balance-type approach) to group ambient
aerosol spectra by source influence or similar mixture composi-
tion (Takahama et al. 2011) that agree with interpretations from
the factor analysis methods.
A reduced representation of the FTIR spectrum in mo-
lar quantities of functional groups has been used to describe
organic functional group abundance in atmospheric, indoor,
and laboratory-generated organic aerosols (Allen et al. 1994;
Russell 2003; Sax et al. 2005; Reff et al. 2007; Coury and Dill-
ner 2008; Polidori et al. 2008). A functional group representa-
tion of the complex mixture of organic aerosols is physically
meaningful to the extent that it has been linked to predictive
models of molecular interactions in the condensed phase within
an established thermodynamic framework (i.e., activity coef-
ficients from group-contribution methods, Fredenslund et al.
1975), from which hygroscopic properties and volatilities can
be estimated (Asher et al. 2002; Ming and Russell 2002; Top-
ping et al. 2005; Chang and Pankow 2006; Erdakos et al. 2006;
Pankow and Chang 2008; Quinn et al. 2006; Zuend et al. 2008,
2011). Relative functional group mass or molar compositions
have also been linked with the identification of samples heavily
influenced by marine, combustion, biogenic, or biomass burning
sources (Liu et al. 2009; Hawkins and Russell 2010; Takahama
et al. 2011).
Previous studies have detailed the quantification of CH
groups from saturated, unsaturated, and ring structures (Maria
et al. 2003; Gilardoni et al. 2007; Russell et al. 2009); amine
CNH2 (Liu et al. 2009; Russell et al. 2009); alcohol and phenol
COH (Bahadur et al. 2010 and Russell et al. 2010, respectively);
organosulfate COSO3 by solvent-rinsing (Hawkins et al. 2010);
and organonitrate CONO2 groups (Day et al. 2010). This work
describes and evaluates the carboxylic COH, alcohol COH, and
non-acid carbonyl C O separation and quantification initially
introduced by Russell et al. (2009). As the the quantity and type
of oxygenated functional groups is linked with atmospheric ag-
ing (Rudich et al. 2007; Jimenez et al. 2009), polarity and hy-
groscopicity (Pankow and Chang 2008; Jimenez et al. 2009;
Pankow and Barsanti 2009; Zuend et al. 2010; Donahue et al.
2011), solution-phase miscibility (Song et al. 2012; Zuend and
Seinfeld 2012), and modifications to vapor–pressures relative to
unoxygenated compounds (Chattopadhyay and Ziemann 2005),
reducing the uncertainty in this fraction provides a valuable
contribution to organic aerosol analysis. This manuscript de-
scribes an algorithmic method of quantification in which com-
monly employed geometric curves—parameterized from lab-
oratory and reference spectra—are superposed to reconstruct
measured spectra. This approach for resolving the abundance
of organic molecular bonds leads to a consistent interpretation
of FTIR spectra across different users, and provides an explicit
framework through which additional information can be intro-
duced to reduce analytical uncertainty.
2. METHODS
2.1. Algorithm Description
2.1.1. Background Correction
To quantify the amount of absorption due to analyte on
our substrate, we first apply several background corrections.
One correction is applied to remove the additional extinc-
tion contributed from scattering and absorption by the Teflon
(PTFE) filter on which samples are collected and analyzed. We
first subtract the spectrum obtained before ambient air sam-
pling (presample) from that obtained after ambient air sampling
(postsample). For this, we adopt a procedure described by Maria
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312 S. TAKAHAMA ET AL.
TABLE 1
Components of spectrum absorbance represented as scaled
shapes, lines, and Gaussian peaks as a function of wavenumber
ν˜
Representation Expression Parameters
Fixed shape βa(ν˜) (T1-1) β: Scaling factor
Line/polynomial
∑p
i=0 βi ν˜
i (T1-2) β: Polynomial
coefficients
p: Degree of
polynomial
Gaussian β exp[− (ν˜−µ)22σ 2 ] (T1-3) β: Amplitude
lineshape µ: Peak location
σ : Width parameter
et al. (2003), whereby we scale each presample spectrum to the
postsample spectrum in the neighborhood of 1200 cm−1 prior
to subtraction (Equation (T1-1) in Table 1), to account for the
possible stretching of the Teflon due to the sampling proce-
dure, which would (linearly) affect its optical thickness. The
remaining variations which are not due to analyte absorption
are accounted for with polynomial or linear baselines, depend-
ing on the region. The simple baselining methods used here are
unable to account for the full curvature on the absorbance im-
posed by the substrate; presample spectrum subtraction is there-
fore applied. The choice of baselining the presample subtracted
spectrum as opposed to taking the difference of baselined pre-
sample and postsample spectra follows from the reasoning that
an error is introduced each time the baseline is approximated; we
baseline once after presample spectrum subtraction to minimize
the accumulation of this error. In practice, however, the order
of operations does not affect the baselined spectra significantly
(except in samples close to the limit of detection).
For the region between 4000 and 2000 cm−1, we find the
parameters for a polynomial (Equation (T1-2)) for wavelengths,
ν˜, regressed to a set of wavelengths in the background region,
Wm.Wm is parameterized by two baselining points (bl , bu) and
region widths on either side of absorption region ($l , $u):
Wm = {ν : bl −$l ≤ ν < bu +$u} . [1]
A 3rd-order polynomial (p = 3) is empirically determined to
baseline blank sample spectra better than a linear model (p = 1)
(Figure 1). As a blank sample is not expected to contain any an-
alytes, a background correction should in principle “zero-out”
the spectrum; the remaining contributions to the absorbance af-
ter baselining provides an estimate in the error of the method.
Specifically, the deviation in the corrected baseline about the
mean value for a large number of samples is the notable met-
ric, as a nonzero but consistent bias can simply be removed
by subtraction. From this perspective, the p = 3 polynomial
reduces the deviation in a baselined spectrum by an average of
70% across relevant wavenumbers over the linear case. Further-
more, additional subtraction of the mean absorbance of blank
FIG. 1. Comparison of linear and polynomial baselines estimated for blank
sample spectra from the CalMex campaign (185 filters used for this analysis;
Takahama et al. 2012). Lines indicate mean values for each wavenumber; shaded
areas encompass ±1 standard deviation about the mean. (Color figure available
online.)
samples after baselining is not necessary, as it is statistically
indistinguishable from the zero value.
For the region between 2000 and 1400 cm−1, we model
the baseline with a line defined by endpoints corresponding
to local minima around the absorbing regions (as commonly
employed by spectroscopists). Let s(ν˜) = detrended spectrum.
We model the baseline as a line (Equation (T1-2)) defined by
two baselining points, ν˜u and ν˜l :
ν˜i = arg min
ν˜
{s(ν˜) : b1,i ≤ ν˜ < b2,i} ∀ i ∈ {l, u} . [2]
The default parameters for fitting in both regions are shown
in Table 2. Particularly for the region between 4000 and
2000 cm−1, these values were chosen from observations of the
detrended spectra (Figure 2) but can be modified according to re-
quirements of individual samples (for instance, higher loadings
may require applying the baseline over a wider region). Detrend-
ing by differencing is a method commonly used in time series
analysis (Box et al. 2008) and spectroscopic analysis (Griffiths
and Haseth 2007); a gradual variation is removed from sequen-
tial observations (over successive wavenumbers in this case).
The positions of onset of perturbations in the signal due to ana-
lyte absorbance can then be located in the differenced spectrum.
TABLE 2
Baselining parameters defined in Equations (1) and (2);
examples of bx and $x for x = {u, l} are illustrated in Figure 2
Parameter x = (u)pper (l)ower
bx 3625 2300
$x 200 200
b1,x (lower) 1805 1500
b2,x (upper) 1845 1610
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QUANTIFICATION OF FUNCTIONAL GROUPS IN ORGANIC AEROSOL 313
FIG. 2. Example of detrended spectrum (Section 2.1.1) used to determine
background regions (vertical lines and shaded rectangles); parameter names
correspond to those used in Equation (1) and Table 2 for the baseline regression
model. (Color figure available online.)
The background regions used for regression (Equation (1) are
defined by either side of these wavenumbers (Figure 2).
In a few cases, we apply a non-negativity constraint on the
baseline fitting (Section S1). A few additional techniques are
introduced to aid in the fitting or subsequent quantification,
which includes the biased and wavelet smoothing over the region
of water vapor interference above 3600 cm−1 and between 2000
and 1500 cm−1, respectively, and spline interpolation to remove
the CO2 absorption at 2300 cm−1 (Section S1). An example
of a modeled baseline and the baselined spectrum is shown in
Figure 3.
2.1.2. Band-Fitting
We apportion the absorption by scaling fixed absorption pro-
files to the spectrum, or fitting parameterized distributions (in
this case, Gaussian) to particular regions of the spectrum. Per-
forming a least-squares minimization for all fitting parameters
(including scaling factors and peak amplitudes, locations, and
widths) simultaneously poses a challenge as the dimensionality
and search space becomes large. As some absorbance profiles
can be fitted independently of another (as determined by fit-
ting region, Table 3) or scaled to uniquely absorbing regions,
we instead segment the parameter space and apply a sequential
fitting process. The order of fitting is chosen such that the com-
ponents for which fitting parameters can be determined least
ambiguously is selected first, or fitted together when this order
is not resolvable (and the parameter space to be searched is
manageable). Based on this heuristic, the order of fitting and
subtraction chosen is as follows (the chosen representation of
lineshape is given in parentheses): carboxylic COH (Equation
(T1-1)), ammonium NH (Equation (T1-1)), alcohol COH (Equa-
tion (T1-3)), alkane CH (Equation (T1-3)), and carboxylic C O
(Equation (T1-3)) and amine CNH2 (Equation (T1-3)) together
FIG. 3. Example of original and smoothed spectra (a) and baselined spectra
(b). Negative absorbance (a) can arise from variations in Teflon thicknesses
before and after sampling, as deformations can occur through stretching and
imprinting of sample grid located behind the filter. (Color figure available on-
line.)
(further details provided in Section S2). As the absorbance re-
gions of the latter two are separate from the rest, they can be
fitted independently of the other groups. While the presence of
additional functional groups may affect the fitting of any single
functional group (Section S5), the estimation errors of those fit-
ted later in this sequence do not affect estimates of those fitted
prior. After peaks for these groups are fitted, a series of addi-
tional peaks are fitted for quantifying the alkene and aromatic
functional groups (Section S2). Absorbances by organonitrate
CONO2 and organosulfate COSO3 used for quantification (at
<1000 cm−1) are mutually exclusive to these regions, and are
described by Day et al. (2010) and Hawkins and Russell (2010),
respectively.
For carboxylic COH and ammonium NH stretching vibra-
tions, we scale and subtract a fixed absorbance profile (Equation
(T1-1)). βk is defined as the scaling factor for component k. Let
s(ν˜) be either the spectrum/residual after baseline correction,
detrending, and/or other fitting, and ak(ν˜) the absorption profile
for component k:
βk = min {s(ν˜)/ak(ν˜) : ν ∈Wk}
where Wk is the set of wavenumbers which defines the scaling
region for component k. The final contribution is reconstructed
as βkak(ν˜). As few atmospherically-relevant compounds ex-
hibit broad absorption in the region below 2600 cm−1, we use
this knowledge to subtract the carboxylic COH lineshape first.
We then subtract ammonium by scaling in the region primar-
ily around 3100 cm−1 as established by Maria et al. (2003)
and Gilardoni et al. (2007). For this task, we require line-
shapes. For ammonium, we use an absorption profile from a scan
corresponding to a filter loaded in the laboratory with 6µg of
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TABLE 3
Initial values and constraints used for Gaussian peak-fitting. The Gaussian form and parameters are from Equation (T1-3)
Initial values Constraints∗
Functional group Peak no. µ (cm−1) σ (cm−1) µ (cm−1) σ (cm−1) Region (cm−1)
Alcohol 1 3500–3400 30–40 3500–3290 10–100 3670–3150
Alcohol 2 3350–3205 30–40 3450–3200 10–75 3670–3150
Unidentified 1 3139 19 3142–3136 9–19.5 –
Unidentified 2 3073 20 3076–3070 10–20 –
Aromatic 1 3050 3.5 – – –
Unidentified 3 3011 23.5 3014–3008 13.5–24 –
Alkene 1 2980 3.5 – – –
Unidentified 4 2955 12 2958–2952 2–12.5 –
Alkane 1 2925 10–25 2855–2849 10–42.5 2930–2790
Alkane 2 2882 10–25 2886–2876 10–37.5 2930–2790
Alkane 3 2852 10–25 2932–2921 10–25 2930–2790
Alkane 4 2800 10 2815–2790 10–22.5 2930–2790
Carbonyl 1 1717 10–20 1720–1714 7.5–30 1850–1500
Amine 1 1625 10–20 1630–1620 7.5–30 1850–1500
∗Peaks for which constraints are not specified indicate that peak parameters are fixed to “initial” values.
(NH4)2SO4. The exact loading does not have significance ex-
cept that the absorption is not saturated and the signal-to-noise
ratio is sufficiently above the limit of detection. The shape for
carboxylic COH is derived from a novel method as described in
Section 2.1.3.
After each of these fixed profiles are fitted, Gaussian peaks
for alkane, alcohol COH, carbonyl, and amine are fitted to the
residual remaining after subtraction. For this task, we search for
the appropriate parameters, (βk, µk, σk) for a Gaussian function
(gk; Equation (T1-3)) and union of absorbing regions of each
peak (Wk), box constraints (Bk), for set of peaks (P):
{
β,µ, σ
}
=
{
arg min
βk ,µk,σk
[
s(ν˜)−
∑
k
gk(ν˜)
]2
: ν˜ ∈
⋃
k
Wk ∨ Bk(βk, µk, σk) ∨ k ∈ P
}
.
As absorbing regions of alcohol COH and alkane CH are mutu-
ally exclusive to a first order (Table 3), they are fitted separately
(with alcohol COH first). Carbonyl C O and amine CNH2 are
fitted together.
The initial values and constraints for Gaussian peaks are de-
rived from analysis of laboratory standards, and manually fitted
peaks of Gilardoni et al. (2007) (Table 3). We use one of two con-
vex, constrained minimization algorithms (nl2sol orL-BFGS-B
implemented in the R statistical package; R Development Core
Team 2012); a set of 35 initial values and constraints are used
to seed the minimization, and the one with lowest deviance or
residual is selected. In the case of the alkane CH group, we
initially fit a single Gaussian peak and use its width to revise the
fitting region for the four peaks.
2.1.3. Separation of Oxygenated Fraction
Carboxylic COH has a very broad absorption between the
regions 3400 and 2400 cm−1, and overlaps with the absorption
region for alkane CH. Therefore, it is difficult to independently
parameterize its contribution to the absorption in this region.
For this purpose we apply a statistical separation technique,
whereby combined absorptions of CH and COH over a spectrum
of compounds are decomposed into relative contributions from
CH and COH components using the Positive Matrix Factoriza-
tion (PMF) algorithm (Paatero and Tapper 1994). The solutions
generated by PMF are further modified to impose additional
constraints of smoothness and quantitive apportionment for our
aerosol sample spectra.
We selected a number of carboxylic acids with varying num-
ber contributions of carboxylic COOH and CH bonds, and
obtained their spectra from the NIST Chemistry WebBook
(http://webbook.nist.gov/chemistry/http://webbook.nist.gov/
chemistry/) (Figure 4a). Using the WebBook archive permitted
rapid consolidation of infrared spectra of compounds spanning
a wide range of carboxylic COOH to alkane CH ratios; con-
siderations for their variable preparation and data treatment are
described in Section S3. We subject this set of spectra to a fac-
tor analytic decomposition (described further in Section S3), in
which the set is represented by a linear combination of a smaller
number of components. We specify a two-factor solution, as the
variation among spectra is expected to arise from the variable
contributions of alkane CH and carboxylic COH in the selected
compounds. Among the factor analytic rotations (Paatero et al.
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QUANTIFICATION OF FUNCTIONAL GROUPS IN ORGANIC AEROSOL 315
FIG. 4. (a) Normalized spectra from NIST Chemistry WebBook, (b) and (c) possible CH (blue/dark grey) and COH (red/light grey) components from PMF
analysis, and (d) derived lineshapes for carboxylic COH and final lineshape of carboxylic COH from calibration (Equation (3)). (Color figure available online.)
2002) explored, we find two reoccurring solutions which are
shown in Figures 4b and c. One component is identified as the
absorption arising from CH bonds from comparisons of refer-
ence standards of aliphatic compounds with strong absorbances
appearing between 3000 and 2800 cm−1 (blue/dark grey pro-
files in Figures 4b and c). The other profile (red/light grey lines
in Figures 4b and c) is attributed to the COH absorption (the
broad range is consistent with the expected absorption band of
carboxylic COH; Lambert et al. 1998), and the illustration re-
flects ways in which the COH absorption approximately varies
with wavenumber in these two cases. Our goal is to further
constrain this wavenumber-dependence in a way that it is in
agreement with our method of alkane CH quantification, so we
find a combination of the two profiles that satisfies this criteria.
We introduce a degree of freedom in combining these solutions
for the carboxylic COH component, represented as a fractional
contribution (φ) of each profile to the final lineshape a(ν˜) (Equa-
tion (3)). Carboxylic acid reference spectra s(ν˜) consisting of
only carboxylic COH and CH bonds are represented by a su-
perposition of a(ν˜) scaled by a factor β, and a sum of Gaussian
peaks representing the absorbance due to CH bonds (Equation
(4)):
aφ(ν˜) = φa1(ν˜) + (1− φ)a2(ν˜) [3]
s(ν˜) = βaφ(ν˜) +
∑
k
gk(ν˜) . [4]
The appropriate value of φ and the effective absorptivity of
the resulting carboxylic COH lineshape is determined by fitting
Equation [4] to adipic acid reference spectra for which carbonyl
absorptivities were determined (Gilardoni et al. 2007). The cri-
terion for φ is that the alkane CH absorptivity, αaCH, obtained
from fitting the Gaussian peaks to the residual of s(ν˜)− βaα(ν˜)
as described in Section 2.1.2 approximately matches our known
value. φ was varied between 0.5 and 1.0 which resulted in
αaCH between 1.1 and 0.5; a value of φ = 0.77 was selected.
This fitting procedure resulted in an estimated value for the
carboxylic COH absorptivity of 65.0 cm−1 µmol−1. The final
shape is shown in Figure 4d. The final lineshape of carboxylic
COH absorption derived here is qualitatively consistent with
those illustrated by Holes et al. (1997) and Sax et al. (2005), but
is fixed by calibration to quantitatively separate the respective
fractions of carboxylic COH and alkane CH.
As implied in this successive fitting method, the two bonds
comprising carboxylic COOH functional groups (hydroxyl
COH and carbonyl C O) are treated separately. The moles of
carbonyl functional groups quantified by our Gaussian peak-
fitting is referred to as “total” carbonyl, and we apportion this
quantity to carboxylic acid groups and nonacid, or “excess,”
carbonyl (i.e., ketones and aldehydes), and in turn refine our
estimate of the amount of carboxylic COOH functional groups
in our sample. Let ncCOH =moles of carboxylic COH and ntC=O =
moles of total carbonyl. We map these quantities to carboxylic
COOH and excess carbonyl C O, (nCOOH, nC=O), using the fol-
lowing approach:
(nCOOH, nC=O) =

(ncCOH + ntC=O, 0) if ntC=O ≈ ncCOH
(ncCOH, ntC=O − ncCOH) if ntC=O ( ncCOH
(ncCOH, 0) otherwise .
[5]
There are some observations for which ntC=O ) ncCOH, denoted
by the “otherwise” case, which is a physically implausible sce-
nario (given our explicit assumptions in Table 3). It is likely that
the quantity of carbonyl C O is underestimated for these sam-
ples, as the stretching frequency of carbonyl can be shifted to
lower frequencies in the presence of conjugated (C=C or C O)
bonds nearby (Blout et al. 1948; Coates 2006). Based on this
understanding, the moles of carboxylic COH are used to esti-
mate the moles of carboxylic COOH for these (ntC=O ) ncCOH)
cases.
2.2. Experimental Method
Several organic compounds were selected for either calibra-
tion or evaluation of the algorithm described in Section 2.1.
Compounds chosen for calibration are those for which band-
fitting and quantification follows from the least amount of
uncertainty (i.e., least amount of interference). Some of the
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chosen compounds have been reported to be present in the at-
mosphere (e.g., pinonic acid (Aiken et al. 2008); 2-deoxy-d-
ribose and glyceraldehyde (Russell et al. 2010)). Others have
been used in determining the shape of the carboxylic COH line-
shape (as described in Section 2.1.3), but previously from the
NIST Chemistry WebBook database; e.g., succinic and azelaic
acids) or a previous measurement (adipic acid, by Gilardoni
et al. 2007). Pinonic acid and a 50/50 molar % mixture of 2-
deoxy-d-ribose and succinic acid were analyzed to evaluate the
algorithm for characterization of multifunctional samples (with
regards to co-occurrence of carboxylic and alcohol COH, es-
pecially). Collectively, these reference compounds delineate the
axes of the composition domain defined by Russell et al. (2011).
Solutions of 1 mM concentrations were prepared by dis-
solving or mixing selected compounds (azelic acid: Aldrich,
246379-25G, 98%, solid; succinic acid: Fluka, 14078, 99.5%,
solid; 2-deoxy-d-ribose: Sigma, 31170-5G-F, 99%, solid;
cis-pinonic acid: Aldrich, 110108-5G, 98%, solid) in dis-
tilled, deionized water (ACS ASTM Type I, Ricca chemi-
cal CAS: 7732-18-5), or ethanol (Sigma-Aldrich 200 proof
HPLC/Spectrophotometric grade 459828) for one solution of
2-deoxy-d-ribose. Atomized aerosol samples were generated
using a TSI Model 3076 Aerosol Generator using these solu-
tions. Particles were dried online using a diffusion dryer filled
with CaSO4 and collected on 37 mm Teflon (PTFE) filters (Pall
Corporation). The sample collection area is restricted to a cir-
cular area with a diameter of 10 mm in the center of the filter
by Teflon masking elements placed above and below each fil-
ter. These masking elements are effectively thin Teflon washers
with inner and outer diameters of 10 and 37 mm, respectively.
Filters were allowed to equilibriate in <55% RH conditions
for 24 h before analyzing with a microbalance (Sartorius) with
0.1µg resolution for gravimetric analysis, and a Bruker Tensor
27 spectrometer with DTGS detector for measurement of in-
frared transmission using 2 cm−1 resolution. Consideration of
aerosol water retention and effects on functional group quantifi-
cation is provided in Section S4. A background spectrum was
acquired for every five sample spectra, and each spectrum is the
average of 128 scans. Filters were scanned with the spectrom-
eter before and after sample collection, and the FTIR sample
chamber was purged with pure nitrogen for three minutes prior
to and during scanning for each filter.
Mass loadings on filters are determined through difference of
presample and postsample weights of the substrate by gravimet-
ric analysis (in the single-solute case, there is no assumption of
dissolution estimates or solution concentrations required). The
measured gravimetric mass is divided by the compound molecu-
lar weight and multiplied by functional group abundance on a per
molecule basis to estimate the total moles of functional groups
in each sample. The quantity referred to as “absorptivity” in this
manuscript is adopted from previous use in analysis of organic
functional group abundance in atmospheric aerosols (Maria et
al. 2002, 2003), and is defined as the integrated absorbance
(cm−1, as absorbance is unitless) per micromole of functional
group; collectively expressed in units of cm−1 µmol−1. This
absorptivity we report is the integrated molar absorption coef-
ficient divided by the the sample collection area (a circle with
a diameter of 10 mm for our configuration), and its derivation
from the Beer–Lambert Law is shown in Section S4.
3. PARAMETER QUANTIFICATION AND EVALUATION
3.1. Absorptivities
Samples of reference standards are collected by the method
described in Section 2.2, and the algorithmic decomposition
described in Section 2.1 is applied to the infrared spectra of
these samples. The integrated absorbance is obtained by inte-
grating the lineshapes of apportioned components with respect
to wavenumber (Section 2.1.2).
Values of integrated absorbances for each functional group
are regressed against measured quantity of functional groups
(expressed in moles) with a one-parameter linear model (con-
taining a slope with no intercept, derived from Beer–Lambert
Law as described in Section S4) for individual compounds (Fig-
ures 5a–c). The absorptivities calculated from regression slopes
for each compound are shown in Figure 6. The 10 saccha-
ride compounds (from the work by Russell et al. 2010) are
regressed as a single group for alcohol COH absorptivity, as
absorbance at a single concentration was measured for each
compound (Figures 5c and 6a). Carboxylic acid standard spec-
tra exhibited a range of absorbance shapes, particularly in the
region between 3400 and 2400 cm−1 (COH-stretching region).
Therefore, the residual area after alkane CH lineshape subtrac-
tion, s(ν˜)−∑k gk(ν˜) from Equation (4), is considered to be the
best estimate of integrated absorbance for carboxylic COH as
the compounds used for calibration contain no other functional
group. The areas and absorpitivities calculated by this approach
are shown in Figures 5a and 6c.
Absorptivities are generally consistent for each functional
group (Maria et al. 2003; Gilardoni et al. 2007; Russell et al.
2009). However, small variations in the absorbance band and
absorptivity occur for different conditions in which each chem-
ical bond exists, and it is therefore reasonable to expect some
variation in absorptivities for pure compound standards. When
the absorptivities among compounds are not statistically signif-
icantly different, the points can be regressed together to get a
single absorptivity value without any loss of information. For
cases in which any of the regression slopes for each compound
are significantly different, we can aggregate them according to
our interpretation of mixture composition. This aggregation of
varying absorptivities is expressed as a weighted sum. Let wi =
weights, αi = absorptivity, and α¯ = weighted absorptivity:
α¯ =
n∑
i=1
wiαi . [6]
Weights can reflect prior beliefs about the proportion of each
of the n bond types in each sample. In the absence of prior
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QUANTIFICATION OF FUNCTIONAL GROUPS IN ORGANIC AEROSOL 317
FIG. 5. Molar absorptivity calibration for each functional group and subsequent evaluation by functional group (columnwise organization): integrated absorbance
(top row), predicted number of functional group bonds (lower panel). (*) indicates dissolution of 2-deoxy-d-ribose in ethanol rather than water for atomization
(Section 2.2). The diagonal lines spanning lower left to upper right corners of plot boxes in lower panels indicate the x = y relationship. Saccharide compounds
measurements are reported by Russell et al. (2010) (Table S2). (Color figure available online.)
information of sample composition, we use a uniform (“un-
informed”) distribution, where wi = w = 1/n. A uniform
weighting is also used for multicomponent mixtures (e.g., am-
bient samples) where these individual variations are expected to
be diminishingly small.
Absorptivities for each functional group calculated by this
method are shown in Table 4. All alcohol COH bond mea-
surements for docosanol and saccharides in aqueous solution
(measured and reported by Gilardoni et al. [2007] and Rus-
sell et al. [2010], respectively) are regressed together, as there
is not a significant variation among these compounds. In this
table, we report a carboxylic COH absorptivity slightly lower
than that illustrated in Figures 5a and 6c, as we use a scaled
area to represent an approximate carboxylic COH absorbance.
This scaled area is calculated as the integral of βaφ(ν˜) from
Equation (4), where aφ(ν˜) is the fixed carboxylic COH profile
FIG. 6. Molar absorptivities for each functional group estimated from Figure 5. Black error bars represent ± standard error of regression slope, or propagated
standard errors in case of aggregation of multiple regression slopes (Section 3.1). Saccharide compounds measurements are reported by Russell et al. (2010) (Table
S2). (Color figure available online.)
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TABLE 4
Absorptivities for oxygenated functional groups
No. of No. of Absorptivity ± std. error Individual values ±
Functional group compounds samples (cm−1 µmol) std. error (cm−1 µmol)
Carboxylic COH 3 17 47.7 ± 6.6 Adipic acid (59.5 ± 1.8), azelaic acid
(43.7 ± 5.2), succinic acid (39.8 ± 3.7)
Carbonyl C O 3 17 11.2 ± 1.7 Adipic acid (13.8 ± 0.5), azelaic acid
(11.7 ± 1.6), succinic acid (8.2 ± 0.6)
Alcohol COH 11 19 17.2 ± 0.7 (Gilardoni et al. 2007; Russell et al. 2010)
derived in Section 2.1.3. The reduced absorptivity is calculated
in the same manner with the exception that the scaled area,
rather than residual area, is used as the regressor. Using a fixed
carboxylic COH profile paired with its corresponding absorptiv-
ity is more suitable for ambient sample spectra, as the residual
area estimated by the subtraction method described above is
likely to contain absorption due to other bonds present in at-
mospheric mixtures. The purpose of using the residual area in
Figure 5a is to illustrate the applicability of the Beer–Lambert
Law for the unapproximated area (i.e., linearity with respect
to molar abundance), but we are also able to reproduce the
molar quantities of carboxylic COH present in our reference
samples using the scaled area approach (as evaluated in Fig-
ure 5d, and also in Table 5 described below). The variability
in carboxylic COH absorptivities among compounds are ap-
proximately similar regardless of which metric is used. Car-
boxyic COH and carbonyl C O absorptivities vary by 21%
and 25%, respectively (as measured by relative standard devi-
ation, or %RSD), among the dicarboxylic acids analyzed in
this study. The prediction errors for bond abundance quan-
tification (in n µmoles) are within 35% on average, and are
also reported as molar values in Table 5. In this Table, mean
bias and mean error between moles of predicted (nˆ) and ac-
tual (n) number of bonds for N measurements are defined
as 1
N
∑N
i=1 (nˆi − ni) and 1N
∑N
i=1 |nˆi − ni |, respectively, and
their relative values are defined by normalizing by ni prior to
averaging.
Allen et al. (1994) suggested that acid C O has a stronger
molar absorptivity than ketonic C O by a factor of 2 or 3. Ac-
cording to this assertion, we should underpredict the quantity
of carbonyl C O for compounds containing ketonic C O if we
apply the molar absorptivity for carbonyl C O derived from car-
boxylic acids. For instance, we should predict molar quantities
1.3 to 1.5 times higher for pinonic acid, which has a 1:1 molar
ratio of ketonic to carboxylic C O. We find that this is not the
case, as the aggregated absorptivity derived from adipic, aze-
laic, and succinic acids (which only contain carboxylic C O)
applied to pinonic acid (containing both carboxylic and ketonic
C O) shows that the predicted moles of carbonyl C O is within
5% of the actual values (Figure 5e).
Mean absorptivities reported in Table 4 are used in Section
3.2 for evaluation of the algorithm described previously (Section
2.1), as these uniformly-weighted absorptivities are representa-
tive of the subset of compounds analyzed for this study. The
value to be used for ambient samples merits further considera-
tion. Baselining parameters were slightly adjusted from the work
of Russell et al. (2009) to be more consistent across reference
compounds; this adjustment results in absorptivities for adipic
acid that are 8% lower for both carboxylic COH and carbonyl
C O bonds. This difference is within analytical uncertainty
TABLE 5
Errors in predicted molar quantities of functional groups, corresponding to Figure 5. Mean bias and mean error are defined in
Section 3.1
Mean bias Mean error Mean relative Mean relative Range
Functional group Standards (µmol) (µmol) bias (%) error (%) (µmol)
Alcohol COH Saccharides 0.04 0.16 −12 27 0.05–2.73
Alcohol COH 2-Deoxy-d-ribose, Mixture† 0.06 0.14 14 22 0.13–1.70
Carboxylic COH Acids −0.01 0.06 −1 21 0.03–0.64
Carboxylic COH Mixture† 0.04 0.04 8 9 0.10–0.76
Carbonyl C O Acids −0.01 0.06 −2 17 0.05–0.64
Carbonyl C O Mixture† 0.02 0.04 1 8 0.10–0.76
Carboxylic COOH Acids 0.00 0.06 0 21 0.03–0.76
Carbonyl C O Ketone 0.06 0.06 33 33 0.03–0.23
†Equimolar mixture of 2-deoxy-d-ribose and succinic acid.
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QUANTIFICATION OF FUNCTIONAL GROUPS IN ORGANIC AEROSOL 319
FIG. 7. Example of apportioned lineshapes for selected laboratory standard spectra of aerosols generated from aqueous solutions of (a) azelaic acid, (b) pinonic
acid, (c) equimolar mixture of succinic and 2-deoxy-d-ribose, and (d) 2-deoxy-d-ribose. Curves include measured spectrum and fitted lineshapes. (Color figure
available online.)
and can statistically and effectively be considered insignificant.
While it remains that adipic acid—used previously for calibra-
tion by Gilardoni et al. (2007) and Russell et al. (2009)—has the
highest absorptivity of the three dicarboxylic acids compounds
analyzed here, the full range of possible absorptivities for mono-
carboxylic, alkanoic acids, and hydroxyacid among other plau-
sible carboxylic group configurations remain uncharacterized.
Therefore, we recommend the continued use of the values cited
by Russell et al. (2009) (effectively corresponding to a weight
of α = 1 for adipic acid and zero for all others; Equation (6))
in our studies for the merit of consistency and comparability,
until further experiments determine a value representative for a
larger class of organic acids.
3.2. Evaluation: Laboratory-Generated Aerosols
Examples of reference sample spectra apportioned by contri-
butions from constituent functional groups as described in Sec-
tion 2.1 are shown in Figure 7. Compounds in neat preparation,
especially small, highly-oxygenated compounds, are subject to
accumulation of specific intermolecular forces—e.g., hydrogen
bonding between protonated and deprotonated groups (Hay and
Myneni 2007). Repeatable deviations from average or expected
lineshapes (as expressed by aforementioned parameterizations)
are therefore observed for a selected subset of samples. How-
ever, these deviations are expected to become less severe in
mixtures (a relevant consideration for analysis of atmospheric
samples), and is confirmed by reasonably accurate predictions
for moles of carboxylic COH, alcohol COH, and carboxylic
C O (Figures 5d–f and Table 5).
A comparison of quantified moles of total carbonyl C O
and carboxylic COH for reference samples are shown in Figure
8. The calibrated absorptivities for carboxylic COH and car-
bonyl C O absorption yield approximately equivalent number
of moles for each where expected (all carbonyl C O is as-
sociated with the carboxylic acid group), and departs from the
ntC=O = ncCOH relationship when ketonic C O is present. As seen
in Figure 8, the number of moles of carbonyl C O in pinonic
acid exceeds the equimolar relationship, which is the expected
result and illustrates the way in which the measured carbonyl
C O can be apportioned between carboxylic acid and other
carbonyl. The anticipated value of the slope is two, according
to our understanding that pinonic acid contains one mole of ke-
tonic C O for every mole of carboxylic group. The mole ratio
of carbonyl C O to carboxylic COH as quantified by regres-
sion indicates that we overestimate the slope by 52% in this
case. This discrepancy is attributed to the underprediction of
quantified carboxylic COH (Figure 5d), possibly due to varia-
tions in molar absorptivity or departure of absorption lineshape
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320 S. TAKAHAMA ET AL.
FIG. 8. Comparison of quantified amount of total carbonyl C O and car-
boxylic COH. Glyph symbols and colors are the same as for Figure 5. The
diagonal line spanning lower left to upper right corner of plot box indicates the
x = y relationship. (Color figure available online.)
from the profile used for our analysis. Applying our algorithm
(Equation (5)), this leads to a 34% underprediction and 33%
overprediction in the number of moles of carboxylic COH (and
hence carboxylic COOH) and ketonic C O, respectively.
Aldehydic C O has not been reported separately from
ketonic C O in previous studies using this algorithm. The
aldehyde C O absorption peak appears at approximately
1700 cm−1, depending on surrounding oxygenation or satura-
tion, and is possibly separable from acidic or ketonic C O
when differences in peak location are detectable. For aldehyde-
containing compounds analyzed in this study, no carbonyl C O
peak was detected, and Fermi doublet peaks (from the CH
stretching mode) expected between 2860 and 2710 cm−1 (Lam-
bert et al. 1998) indicating the presence of aldehydic C O
groups were not observed in our absorbance spectra. Many alde-
hydic compounds are reactive and can hydrate to form diols con-
taining alcohol COH groups in aqueous solution (Schwarzen-
bach et al. 2002). In agreement with our understanding that 2-
deoxy-d-ribose in aqueous solvent is converted into a mixture of
deoxyribopyranose (75%) and deoxyribofuranose (25%) which
contain no carbonyl C O bonds, we do not detect carbonyl C O
(nor the aldehydic doublet) and observe the predicted amount
of alcohol COH for 2-deoxy-d-ribose aerosols generated from
aqueous solution. We make a similar observation for aerosols
generated from an equimolar mixture of 2-deoxy-d-ribose and
succinic acid in aqueous solvent (Figures 5f and 7c). 2-Deoxy-
d-ribose in an ethanol solution undergoes a similar conver-
sion; no aldehydic doublet or quantifiable carbonyl C O is
observed in these aerosol samples. Glyceraldehyde is predicted
to form glyceraldehyde dimers in aqueous solution, which is
also supported by our predictions of functional group abundance
(Figure 5f).
3.3. Evaluation: Ambient Samples
We apply the same algorithm described in Sections 2.1.2
and 2.1.3 to infrared spectra of ambient aerosols (Figure 9). We
find that the >90% of the integrated absorbance is accounted
for when the total area is >50 cm−1 by the algorithm described
above (Figure 10). The range of fitted peak parameters are shown
in Table 6. The amount of absorption by functional group and
their absorptivities (Section 3.1 and Gilardoni et al. 2007) are
used to estimate the OM mass concentrations for each sample
using the algorithm described in Sections 4 and S6.
A comparison of quantified total C O and carboxylic COH
for ambient samples shows a wider deviation from equimolar
quantities at lower concentrations than observed for laboratory
standards. In addition, there are several campaigns for which
the quantified moles of carboxylic COH exceeds total carbonyl
C O (ncCOH < ntC=O; Equation (5)) beyond normal variations
about the ntC=O = ncCOH line (Figure 11). These fall into the
“otherwise” case (Equation (5)) discussed in Section 2.1.3, and
we rely on carboxylic COH to determine the amount of car-
boxylic COOH in these cases. Other explanations consistent
with observation may be the overestimation of carboxylic COH
area, underestimation of the true carboxylic COH absorptivity,
or overestimation of carboxylic C O absorptivity for the given
samples, but are considered less likely given the potential range
of biases characterized in Section 3.2. However, further studies
are necessary to strengthen this argument.
TABLE 6
Range (5–95th percentiles) of Gaussian peak-fitting parameter
values for field campaigns since 2006 (residuals displayed in
Figure 10). The Gaussian form and parameters are from
Equation (T1-3)
Functional group Peak no. µ (cm−1) σ (cm−1)
Alcohol 1 3400–3600 30–100
Alcohol 2 3200–3355 30–75
Alkane 1 2921–2931 10–25
Alkane 2 2876–2886 10–25.0
Alkane 3 2849–2855 10–25.5
Alkane 4 2790–2814 10–22.5
Unidentified 1 3136–3142 18.0–19.7
Unidentified 2 3070–3076 10.8–20.2
Aromatic 1 3050–3050 3.5–3.5
Unidentified 3 3008–3014 13.4–23.9
Alkene 1 2980–2980 3.5–3.5
Unidentified 4 2953–2958 8.0–12.3
Carbonyl 1 1714–1720 10–29.9
Amine 1 1620–1630 10–30
Do
wn
loa
de
d b
y [
EP
FL
 B
ibl
iot
hè
qu
e] 
at 
02
:08
 04
 Fe
bru
ary
 20
13
 
QUANTIFICATION OF FUNCTIONAL GROUPS IN ORGANIC AEROSOL 321
FIG. 9. Examples of apportioned area for selected ambient sample spectra: from (a) Whistler Peak, 2009; (b) N. Atlantic Ocean, 2009 (ICEALOT); (c) Mexico
City, 2006 (MILAGRO); and (d) Tijuana, 2010 (CalMex). Curves are colored as in Figure 7, with the addition of ammonium NH, alkene CH, aromatic CH, and
unidentified (Section S6) groups. (Color figure available online.)
FIG. 10. Summary of spectra area of ambient aerosols apportioned according to the lineshape fitting described in Section 2.1.2. Field campaigns since 2006 are
included: 2006 GoMACCS (Russell et al. 2009); 2006 MILAGRO (Gilardoni et al. 2009; Liu et al. 2009); 2008 Whistler mid-valley (Schwartz et al. 2010); 2008
ICEALOT (Frossard et al. 2011); 2008 Scripps Pier (Hawkins and Russell 2010); 2009 Barrow, AL (Shaw et al. 2010); 2009 Scripps Pier Summer (Day et al.
2010) and Spring (Liu et al. 2011); 2009 VOCALS-REx (Hawkins et al. 2010); 2009 Whistler Peak (Takahama et al. 2011); 2010 CalNex Bakersfield (Alhm2012);
2010 CalMex (Takahama et al. 2012). (Color figure available online.)
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322 S. TAKAHAMA ET AL.
FIG. 11. Comparison of quantified amount of total carbonyl C O and car-
boxylic COH. Color scheme indicates field campaign and is consistent with
those used for Figure 10; the samples included for each campaign is also iden-
tical. The diagonal line indicates the x = y relationship. (Color figure available
online.)
In Figure 11, the presence of nonacid C O is apparent in
several campaigns (from the observation that ntC=O ( ncCOH;
Equation (5)), and it is desirable to know whether this is due to
contributions from aldehydic or ketonic C O. Given the ubiq-
uity of aerosol-water interactions in the atmosphere (Rood et
al. 1989; Martin 2000), we expect that a subset of aldhehydes
ambient aerosol samples will be hydrated and carbonyl C O
will be undetected by FTIR analysis (as reported in Section
3.2). In the broader scope of chemical constituents present in
the atmospheric particles, however, hydration is not expected for
all aldehydic compounds. Compounds such as glyceraldehyde
(included in this study) have strongly electron withdrawing sub-
stituents with low steric hindrance, leading to high equilibrium
constants for hydration (KHydr ( 1; Wasa and Musha 1970;
Lewis and Wolfenden 1973; Creighton et al. 1988). Propionalde-
hyde, acetaldehyde, and possibly other aldehydic compounds
expected to be present in atmospheric particles (De Andrade et
al. 1993; Yu et al. 1999) have lower hydration equilibrium con-
stants (KHydr <∼ 1; Lewis and Wolfenden 1973; Guthrie 1975),
which can be due to stabilizing electronic, symmetry, or steric
effects of the unhydrated molecule (Guthrie 1975; Buschmann
et al. 1980; Wiberg et al. 1994). Therefore, caution is warranted
when interpreting spectra from ambient aerosol (and also smog
chamber) samples. However, in the sample spectra associated
with excess carbonyl C O (Figure 11), the characteristic alde-
hydic doublet (described in Section 3.2) was not detected in
these ambient sample spectra. Thus, the excess carbonyl C O
was attributed to ketonic C O. The presence and quantity of ke-
tonic C O has been correlated with biogenic SOA and biomass
burning aerosol in various campaigns (Liu et al. 2009; Hawkins
and Russell 2010; Schwartz et al. 2010; Liu et al. 2011; Taka-
hama et al. 2011). A higher OM fraction of carboxylic COOH,
on the other hand, has been associated with anthropogenic com-
bustion (Liu et al. 2009; Russell et al. 2009); Hawkins and
Russell 2010; (Schwartz et al. 2010; Liu et al. 2011; Taka-
hama et al. 2011, 2012), and alcohol COH with marine aerosol
(Hawkins and Russell 2010; Hawkins et al. 2010; Russell et
al. 2010; Takahama et al. 2012), highlighting the relevance of
functional group characterization in source identification and
apportionment (Russell et al. 2011).
4. MOLECULAR BONDS TO ATOMIC COMPOSITION
AND MASS CONCENTRATIONS
Having a set of measurements which provides the total num-
ber of moles of functional group j , we can estimate the asso-
ciated mass and other chemical metrics from inferred atomic
composition. We relate the total number of moles of functional
group j , nj , to the number of moles of atom type i, ni , from the
following equation:
ni =
∑
j∈G
∑
k∈D
λijkfjknj . [7]
fjk is the fraction of moles of j in configuration k, defined such
that
∑
k∈D fjk = 1 for all j in G; λijk is the element of the
apportionment array which maps moles of functional group j
in configuration k to the moles of i. G is the set of all functional
groups, and D is the set of possible configurations (degree of
saturation and functionalization). If we let ¯# = [ ¯λij ]i∈A,j∈G
where ¯λij = ∑k∈D λijkfjk , we can rewrite Equation [7] as a
matrix product,
nA = ¯#nG , [8]
where A is the set of atoms. From nA, we can estimate the
organic mass (OM), H/C ratio, O/C ratio, and functionalization
rate (Dron et al. 2010) (Section S6). The choice of ¯# is based on
the analysis by Russell (2003), where values of fjk are inferred
from field measurements (Section S6).
Various field studies indicate that the OM reported by this
method is generally within ±30% of other independent esti-
mates (AMS: Gilardoni et al. 2009; Russell et al. 2009; Frossard
et al. 2011; Liu et al. 2011). Estimated O/C atomic ratios re-
ported by the algorithm are generally lower and exhibit a smaller
dynamic range than O/C values measured by AMS and ACSM
in the field (even after time-averaging of AMS and ACSM mea-
surements to the time resolution of FTIR filter samples) (Rus-
sell et al. 2009; Takahama et al. 2012). For secondary organic
aerosol (SOA) produced in an environmental chamber, O/C and
H/C ratios estimated with canonical and adjusted ¯#s (Section
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S6) are bounded by AMS values reported at higher time resolu-
tion (Chhabra et al. 2011).
5. CONCLUSIONS
This work describes the algorithm and parameters by which
infrared absorption regions relevant for quantification of car-
boxylic COOH and carbonyl C O are apportioned into their
constituent components using simple lineshapes and a sequen-
tial fitting process. Using a statistical decomposition method, we
extract an average lineshape for carboxylic COH from profiles
of a fatty acid series and assign an absorptivity from a labora-
tory calibration from carboxylic acid compounds and mixtures.
In addition to adipic acid which was used previously (Gilardoni
et al. 2007), we use azelaic and succinic acids to obtain molar ab-
sorptivities for carboxylic C O and COH bonds. Our algorithm
for quantifying carboxylic COOH is applied to a multifunctional
compound (pinonic acid), and to a multifunctional mixture con-
sisting of succinic acid and 2-deoxy-d-ribose (50/50 molar %)
with 21% average prediction accuracy. The ketonic C O in
pinonic acid is detected by our method by the amount of car-
bonyl in molar excess of carboxylic COH, though overestimated
by 33% due to a bias in calibration. Functional group abundances
of aldehydic compounds (glyceraldehyde and 2-deoxy-d-ribose)
were in quantitative agreement (within 30%) with the presence
of diols formed from hydration reactions in aqueous solution.
Given the prevalence of metastable states of aerosols in the at-
mosphere (Rood et al. 1989), many such aldehydic compounds
can be hydrated in aqueous particles. In ambient sample spectra
from field campaigns to date, doublet peak absorption character-
istic of aldehydic compounds have not been observed, leading
to attribution of excess carbonyl C O to ketonic rather than
aldehydic C O. However, as there are aldehydic compounds
expected in aqueous particles which are not expected to hy-
drate completely (e.g., acetaldehyde, pinonaldehyde), caution
is still warranted when interpreting ambient and smog chamber
aerosol spectra. The software programmed from this algorithm
has been applied to the analysis of particles collected on Teflon
substrates during various campaigns (Gilardoni et al. 2009; Liu
et al. 2009; Russell et al. 2009; Bahadur et al. 2010; Hawkins
and Russell 2010; Hawkins et al. 2010; Shaw et al. 2010; Day
et al. 2010; Schwartz et al. 2010; Chhabra et al. 2011; Frossard
et al. 2011; Liu et al. 2011; Takahama et al. 2011, 2012). The
articulation of this algorithm and its implementation improves
reproducibility of FTIR spectra interpretation across users, and
provides an explicit framework by which additional constraints
can be incorporated to reduce the uncertainty in the analysis.
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Supplemental Information for “Quantification of carboxylic acid
and carbonyl functional groups in organic aerosol infrared
absorbance spectra”
S. Takahama, A. Johnson, L. M. Russell
S1 Background corrections
In a few cases, we apply a non-negativity constraint on the baseline fitting. For a baseline modeled as
y = fβ(x) +  with the base-case assumption of centered disturbances (E[] = 0), we find an unconstrained
least-squares solution over the region, Wn. Let ej |β = s(ν˜j) − fβ(ν˜j), and β is a vector of regression
coefficients:
β = arg min
β
∑
j∈Wm
(ej |β)2 .
When E[] ≥ 0, non-negativity constraints in the form of a logarithmic barrier (Arora, 2004) are applied:
β = arg min
β
∑
j∈Wm(ej |β)
2 − α∑j∈Wn P (ej |β) ,
where
P (ej) =
{
log(ej) if ej > φ
log(φ) otherwise
.
P effectively defines the penalty function; φ is chosen to be the machine precision value (smallest value for
which 1+φ 6= 1). α is a strength parameter. In the implementation of this algorithm, we initialize parameter
estimates from ordinary (nonlinear) least squares (a self-starting approach), and iteratively increase α until
the non-negativity constraint is met.
Additionally, several other methods are used to remove undesired disturbances from the signal which
interfere with baselining or band-fitting (as illustrated in Figure 3). Frequently, there is a high-frequency
signal from water vapor between 3800 and 3600 cm−1 remaining after nitrogen purging, and this component
is highly asymmetric (about the ”true” baseline) depending on whether the water vapor was greater during
scanning prior to or after sample collection. As this component can impact the fitting of the polynomial base-
line (Section 2.1.1), this interference is removed by replacing the actual absorbance greater than 3500 cm−1
with a 3rd-order polynomial fitted to the 50 highest [if s(ν˜ = 3748 cm−1) < 0] or lowest (otherwise case) ab-
sorbances over the region 3550 and 3900 cm−1 (approximately comprising 175 points) prior to the baselining.
Contributions to absorbance from high-frequency water vapor disturbances which can disrupt baselining of
the carbonyl region (between 1800 and 1600 cm−1) are decreased by adjusting wavelet coefficients obtained
by Daubechies 8-tap filter decomposition, using hard thresholds of 102 for first 4 levels and 10−5 for the last
4 (this functionality is provided by the wavShrink function of the wmtsa library, implemented in the R sta-
tistical package; R Development Core Team, 2012). Absorption of CO2 occurs at approximately 2300 cm
−1,
and this peak is removed by interpolating between 2420 and 2280 cm−1 with a cubic spline.
The different methods are used in accordance with the structure of the interference. Wavelet decompo-
sition is used for the 1800-1600 cm−1 region as the low-frequency component varies less predictably than for
the region between 3800 and 3600 cm−1; the former region is less amenable for the same biased smoothing
approach. If the biased smoothing is not applied for the region between 3800 and 3600 cm−1, the regression
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would be influenced by the presence of the water vapor and the line would be fitted through all of the high-
frequency values, rather than over or under in accordance with the smoothed baseline. Since the baseline at
1800-1600 cm−1 is defined by a line fitted through two points, we apply the wavelet decomposition to ensure
that the two points are not extreme with respect to the low-frequency signal. Smoothing for CO2 seldom
affects the quantification and is largely cosmetic, but can affect the baselining if br (Equation 1) is moved
toward 2300 cm−1.
S2 Band-fitting
In this section, we briefly expand on the explanation of the combination and sequence of fitted lineshapes
for the region approximately between 3600 and 2400 cm−1 as described in Section 2.1.2. As the carboxylic
COH absorption band is quite broad (primarily between 3400 and 2400 cm−1) and overlaps with the other
lineshapes, it is difficult to determine a priori how much of the absorption should be apportioned to alcohol
COH, ammonium NH, and alkane CH in these regions. Based on evaluation of absorbing species below
2600 cm−1 (Lambert et al., 1998), we conclude that carboxylic COH is an approximately uniquely absorbing
group in this region for atmospheric aerosol samples. Therefore, we use this region to scale up a fixed
carboxylic COH lineshape (Section 2.1.3). Next, the absorption profile of ammonium NH is scaled and
subtracted following the protocol of Gilardoni et al. (2007). Gaussian peaks of alcohol COH (two peaks),
alkane CH (four peaks), and the rest (alkene CH, aromatic CH, and four unidentified peaks) are then fitted,
in this sequence (the order of some do not matter as they do not affect the peak-fitting of other bonds).
Gaussian peaks for carbonyl C=O and amine CNH2 are also fitted together but not in sequence with the
listed peaks above, as their absorbance regions are isolated from the other peaks. As reported by Russell
et al. (2009); Hawkins and Russell (2010); Schwartz et al. (2010); and Takahama et al. (2011), alkene and
aromatic bonds, which occur as sharp absorption bands or peaks, are seldom observed in ambient samples
and are estimated to be below detection limit. While these peaks preclude geometrical detection, in practice,
there are four additional (“Unidentified”) peaks (Table 3 and 6) which are fitted simultaneously with the
alkene and aromatic peaks, as it is evident that there are co-absorption by other analytes in the region
between 3050 and 2950 cm−1 which account for the broad absorption bands in the region unapportioned by
our algorithm. In a similar method to the carboxylic COH shape derivation (Section 2.1.3), the additional
components were derived from a PMF analysis on the residuals in this region after the fitting in Section
2.1.2. The total area of these identified peaks are generally 10% of the total integrated area of the
baselined region between 3800 and 1500 cm−1, but prevents overestimation of alkene and aromatic compounds
in the absence of sharp, characteristic peaks. Primary amine CNH2 groups are also reported to exhibit
stretching-mode absorbances between 3550 and 3250 cm−1 (Lambert et al., 1998), but are not considered
in our algorithm at this time. This may lead to an overestimation of alcohol COH functional groups, but
would be dependent on the absorptivity and absorption profiles of amine CNH2 for various compounds. For
instance, the absorption profile for L- and D-alanine show very little absorbance in this region, whereas
tridecylamine and tetradecylamine show sharp lineshapes [e.g., as can be viewed in Spectral Database for
Organic Compounds (SDBS); http://riodb01.ibase.aist.go.jp/sdbs/cgi-bin/cre index.cgi] in contrast to the
broad features of the alcohol COH band in the region. As shown by examples of ambient spectra in Figure 9,
absorbances between 3550 and 3250 cm−1 do not contain sharp features indicative of high molar absorptivities
that are interfering with quantification of alcohol COH (this observation also applies for other samples not
included in the Figure), but this may be an issue to be considered in future studies. As the abundance of
amine CNH2 is quantified by absorption in the region between 1850 and 1500 cm
−1 in our algorithm, amine
CNH2 absorbances at higher wavenumbers will not affect our quantification, though considering them in
future analyses may increase the robustness of our estimates.
2
S3 Separation of oxygenated fraction
The infrared spectra published by the Coblentz Society (from NIST Chemistry WebBook spectra are taken)
vary in preparation, concentration, phase state, spectral resolution, and transmission levels
(http://webbook.nist.gov/chemistry/coblentz/). The assumption invoked is that these differences across
samples and spectra are smaller than the overwhelming variations imposed by differences in the COOH
to CH functional group ratios. The spectra and descriptions regarding their sample collection is listed in
Table S1. Transmission spectra are converted to absorbance by taking the negative logarithm; the incident
radiation (I0) is effectively taken as the maximum value of transmission over the spectra window of 3800
and 2200 cm−1. The spectra were scaled such that the mean of absorbances at 3100 and 2600 cm−1 are
approximately unity for Figure 4a, though the Positive Matrix Factorization (PMF; Paatero and Tapper,
1994) algorithm for solving the factor analytic problem in chemometrics does not actually require scaling of
samples or spectra a priori (Paatero and Tapper, 1994), as the the scaling is reflected in the factor strengths.
PMF is one method which prescribes the solution according to non-negativity constraints in the compo-
nent spectra (factors) and their contributions, subject to weighting of sample and variable by uncertainties
(in this analysis, we assume uniform uncertainties). PMF has been previously used for the interpretation
of atmospheric particulate matter concentrations (e.g., Lee et al., 1999), precipitation composition (Juntto
and Paatero, 1994), meteorological variables (e.g., Paatero and Hopke, 2002), size distributions (e.g., Zhou
et al., 2005), mass fragment spectra (e.g., Lanz et al., 2007; Ulbrich et al., 2009), X-ray absorption spectra
(e.g., Liu et al., 2009; Takahama et al., 2010), and FTIR spectra (e.g., Russell et al., 2009, 2011). There are
several degrees of freedom which must be specified by the user in application of PMF: the number of factors,
the rotational parameter (FPEAK), and seed value. Using various seed values does not appear to yield
additional unique solutions for infrared spectra, so we focus on the selection of the first two parameters. As
stated above, the variation among spectra in the selected molecules presumably arise from the different pro-
portions of CH and COH bonds present in each molecule (Section S3). A two-factor solution is thus selected,
with the expectation that each factor represents one of these two components. The rotational parameter,
FPEAK, is a single parameter used to control the linear combinations which can be constructed to represent
the possible solutions (Paatero et al., 2002). While there is a potentially infinite combination of profile and
strength matrices which can satisfy the factor analytic expression, we find two reocurring solutions which
are interpreted as described in Section 2.1.3.
From examination of our raw PMF solutions, we observe that the ratio of factor strengths of components
identified as COH to CH does not monotonically increase with respect to the true molar ratio of COH to CH
in the molecules selected. There is a clear bifurcation in the relationship; for instance, for the FPEAK=-0.2
solution shown in Figure 4b, the overall correlation between COH/CH factor and bond ratios is r = 0.57,
while the subset consisting of glutaric, succinic, and malonic acids have a correlation of r = 0.99 and the
complimentary set consisting of stearic, decanoic, azelaic, adipic, and acetic acids have a correlation of
r = 0.98. While the two sets are highly linear, the slopes of factor ratios regressed against bond ratios
vary by a factor of 3.5. This may reflect the variations from interferences or concentrations in the Coblentz
Society spectra, but may also be attributed to the combination of true variations in absorption profiles or
absorptivities among these compounds (the sample preparation methods listed in Table S1 do not indicate
that systematic differences should necessarily be observed according to this grouping). We have included
both sets of spectra in our PMF decomposition in the hopes of obtaining a solution which corresponds to
the average absorption profile of carboxylic COH across these molecules, though there is room for further
evaluation and refinement.
The solutions generated by PMF along a continuum of FPEAK values correspond to a least squares
solution of scaled distances (between the actual and reconstructed spectra) which satisfy the standard non-
negativity constraints. For our task, we require two additional constraints that the COH profile be smooth
(i.e., not discontinuous over the range of absorption), and that the profile is relevant for functional group
quantification in our aerosol samples. While an algorithm can be constructed to impose all of these constraints
during the iterative search of the component strength and profiles (Jiang and Ozaki, 2002; de Juan and
Tauler, 2006), we instead use PMF as a readily-available tool to generate solutions from which we obtain a
carboxylic COH profile and matching absorptivity which satisfies our additional constraints. Therefore, our
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selected PMF factors are re-expressed as a pair of Gaussian peaks to ensure smoothness, and solutions are
superposed through an adjustable degree of freedom to find an absorption profile and absorptivity which
provides suitable quantification of molar abundances in our samples (Section 2.1.3).
The Coblentz Society spectra archive was selected on the merit that a large number of spectra could be
consolidated with minimal material and labor investment. Addressing the issue of purity, sample prepration,
and concentration range of samples for the initial PMF analysis would presumably make the range of solutions
more directly suitable for our aerosol sample spectra with minimal modification. But in the processes of
imposing additional constraints as discussed above, the systematic biases or errors that may have existed
in the selection of the COH profile and absorptivity do not appear to be strongly retained. As reported by
our manuscript, the final carboxylic COH profile (with calibrated absorptivities) can reproduce actual molar
abundance of carboxylic COH in our samples within 21%, and with less than 5% bias on average (Section
3.2 and Table 5).
S4 Experimental methods
For FTIR analysis, interference of liquid water on organic functional group quantification is considered to
be negligible in our analysis. Liquid-phase water is in principle observable by FTIR (e.g., Bertram et al.,
1996; Martin et al., 1997; Liu et al., 2008); the OH stretching (with overtones of bending) band for water is
centered at 3404 cm−1 contains multiple components with the highest mode appearing at 3600 cm−1 at 25◦C
(Venyaminov and Prendergast, 1997). In aerosol spectra, an effective absorbing peak from liquid water is
reported at 3450 cm−1 (Cziczo and Abbatt, 2000) when present. This band is not observed in our sample
spectra because the molar absorptiviy of water is low in comparison to organic analytes (Venyaminov and
Prendergast, 1997), but also and primarily for the reason that the water is presumably evaporated during
the nitrogen purge period of the sample compartment headspace prior to scan acquisition. An extensive
study of hydrates in laboratory and ambient spectra (Frossard and Russell, 2012) finds that this form of
bound water is also not likely to interfere in organic functional group quantification in most spectra of dried
ambient submicron particles.
For gravimetric analysis, aerosol water is absent in organic acids standards after drying with the diffusion
dryer, as the eﬄorescence RH of organic acids studied in our laboratory experiments are between 34-85% RH
(Chan et al., 2008), with deliquescence RHs either not observed or greater than 90% RH. The hygroscopicity
of aerosols containing alcohols are generally less than that for organic acids (Hemming and Seinfeld, 2001), but
their eﬄorescence and deliquescence RHs are less well known. The lack of evidence of diol dehydration into
carbonyls (Sections 3.2 and 3.3) suggests that some water may be retained by these aerosols, but agreement
of measured and predicted moles of functional groups for alcohol compounds (Section 3.2) suggests that the
quantity is small.
Our reported form of functional group absorptivity is derived from the Beer-Lambert Law, and its origins
are described here. A standard expression for the Beer-Lambert Law (Atkins, 1998) for an absorbing group
i at wavenumber ν˜ in terms of absorbance, A′i(ν˜), is
A′i(ν˜) = 
′
i(ν˜)cil ,
where ′i(ν˜) is the wavenumber-dependent molar absorption coefficient, ci is the molar concentration, and l is
the path length through the sample. As the absorption bands of groups considered in our study are broad, the
integral over each band rather than the absorbance at a single wavenumber is used for molar quantification
of our functional groups (Atkins, 1998). The relationship with integrated absorbance, Ai =
∫
A′i(ν˜)dν˜, and
the integrated absorption coefficient, i =
∫
′i(ν˜)dν˜, is Ai = icil. For ni moles of the absorbing group
accumulated uniformly (Maria et al., 2003) over area am and thickness l on our substrate, ci = ni/(aml). If
we let ∗i = i/am, we arrive at the expression,
Ai = 
∗
ini .
The parameter ∗i is the slope obtained from our linear regressions (with no intercept) in Section 3.1 and
is referred to as the absorptivity, following the convention of Maria et al. (2003). The standard integrated
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absorption coefficient, i, can be calculated by multiplying our reported absorptivities by the sample collection
area. This area is am = pi/4 · (10 mm)2 for our method, as described in Section 2.2.
S5 Limits of Detection
Detection limits reported by Russell et al. (2009) were determined by considering the (two-sigma) vari-
ability in absorbance for each functional group region after baselining of blank sample spectra. As our
apportionment of absorbance is rather conservative (we are generally underbiased in apportioning area for
each functional group), the abundance of absent functional groups can be over-reported if spectroscopically-
adjacent functional groups are present in the sample. The presence of all functional groups are often assumed
for ambient samples and fitted according to Table 3, though we apply a priori knowledge of the components
in the system to guide the fitting in our laboratory sample spectra.
The influence of neighboring absorption bands can be illustrated by considering that Type I errors
(detecting analyte when there is none) can increase for amine CNH2 if carbonyl C=O is present. None
of our samples in this work contained amine CNH2, but several reference compounds studied contained
carbonyl C=O bonds (succinic acid, pinonic acid, aqueous mixture of succinic acid and 2-deoxy-d-ribose,
azelaic acid); carbonyl C=O and amine CNH2 are spectroscopically adjacent and have overlapping absorption
bands. The 95th percentile of quantified amine CNH2 using the fitting specified by Table 3 for these spectra
is 0.22 µmole. In contrast, the 95th percentile value for compounds that do not contain interfering carbonyl
C=O bonds (docosanol) or aldehydes expected to hydrate and form alcohols (2-deoxy-d-ribose in aqueous
solution, 2-deoxy-d-ribose in ethanol, glyceraldehyde in aqueous solution) is 0.01 µmole using the same
algorithm, in accordance with the reported value by Russell et al. (2009). This effect can also be expected
for functional groups with broad, overlapping absorbance profiles, such as alcohol and carboxylic COH.
Ninety-fifth percentile thresholds for quantified abundances of absent functional groups in the presence of
functional groups with overlapping bands are reported in Table S2. The reason for higher limits of detection
(relative to Russell et al., 2009) discussed above is supported by correlations of quantified abundance of
absent functional groups with actual moles of spectroscopically-adjacent functional groups actually present
in the samples (Table S2).
The values in Table S2 do not necessarily determine limits for quantification, however, and reflect the
extreme cases for which these threshold were calculated. For example, the area near 2600 cm−1 in broadly-
absorbing samples containing alcohol COH groups (e.g., Figure 7d) is integrated as carboxylic COH if
this group is assumed to be present and scaled according to our algorithm (Section 2.1.3). This type of
misapportionment of absorbance leads to a quantified abundance (upper-limit) of 0.18 µmol for carboxylic
COH (in samples lacking carboxylic groups) reported in Table S2. However, if we examine our capability
for quantification of carboxylic COH in pinonic acid — which contains carboxylic groups — the linearity in
response is apparent (r=1.00) even below the 0.18µmol threshold (Figure 5d). There is a -35% systematic
bias in the prediction of carboxylic COH for reasons suggested in Section 3.2, but this error is not due to
random variability limiting the quantification below this threshold. As such, the thresholds in Table S2
differ in interpretation from conventional analytical detection limits. As quantification of functional group
abundance is still possible below these values, some consideration must precede their application to various
sample types.
S6 Molecular bonds to atomic composition and mass concentra-
tions
While the main body of the manuscript focuses on the apportionment and quantification of carboxylic COOH
and carbonyl C=O, the framework used for mass quantification is presented here for completeness. If we let
nA = [ni]i∈A, a vector of moles of atom i in set of atoms A = {C, O, H, N, S}, and nG = [nj ]j∈G , a vector
of moles of functional group (FG) j in set of groups G = {aCOH, rCH, eCH, aCH, COOH, C=O, CNH2, CONO2,
COSO3}, we can relate the two quantities by a weighted apportionment matrix, Λ¯ =
[
λ¯ij
]
i∈A,j∈G (Equation 8). The
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convention of using lowercase letters used to prefix bond names for elements of G is adopted from Russell (2003) and
is interpreted as follows: for COH, a = alcohol; for CH, r = aromatic, e = alkene, and a = alkane. Russell (2003)
defined values for λ¯ij (shown in Equation S2) based on an analysis of the functional group index (FGI ; Table S3),
which is a carbon-chain analogue of the bulk functionalization rate (Dron et al., 2010) and represents the ratio of
functional groups to carbon atoms in the chain on a mole-basis. We also explicitly include the degree of saturation
by alkane CH in enumerating the possibilities for the functional group configurations. The canonical apportionment
matrix Λ¯ for ambient samples is shown in Equation S2. Given nA = Λ¯nG (Equation 8), each array is defined as
nA =

nC
nO
nH
nN
nS
 , nG =

naCOH
nrCH
neCH
naCH
nCOOH
nC=O
nCNH2
nCONO2
nCOSO3

, and Λ¯ =

0.5 1 1 0.5 1 1 0.25 0.5 0.5
1 0 0 0 2 1 0 3 4
1 1 1 1 1 0 2 0 0
0 0 0 0 0 0 1 1 0
0 0 0 0 0 0 0 0 1
 . (S1)
As summarized by Russell et al. (2011), alkene and aromatic compounds are estimated to contribute 5-10% of OM
mass (the method for estimating their contribution to the absorption spectrum is described in Section S2); given their
high limit of detection these components are often removed from nG and Λ¯ for the calculation of total OM in these
cases. Elements of Λ¯ can be adjusted to account for knowledge about the saturation and functionality for known
compounds in the sample, or by measurements provided by other instrumentation. For instance, a global parameter
was introduced into this apportionment matrix by Chhabra et al. (2011) to constrain variations in FGI values between
the canonical case (Equation S2) with those derived from the molecular structure of the parent, precursor compound
for interpretation of spectra of secondary organic aerosol produced in the Caltech environmental chambers.
As discussed by Russell (2003), the aforementioned FTIR method misses and underestimates carbon content
in highly-branched compounds. However, the magnitude of this underestimation may not be significant for many
ambient measurements, as the OM reported by this approach is often in reasonable agreement with other analytical
methods (each with their own set of biases), such as AMS (e.g., Russell et al., 2009; Gilardoni et al., 2009; Frossard
et al., 2011; Liu et al., 2011). However, when additional information is provided or assumed, these can be augmented
by adding unknown quantities on a proportional basis — e.g., nO,revised = nO + (nCOC/nC)nC where nCOC is the assumed
number of ether bonds (Chhabra et al., 2011). Such augmentations can be performed by prepending an operator to
Λ¯; these operators will in most cases be an altered identity matrix. For example, letting P denote a prefix operator
which assumes a fixed number of ether groups per carbon atom,
P =

1 0 0 0 0
nCOC/nC 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
 .
The full product would then be written as nA = PΛ¯nG . Finally, we can use nG and nA to calculate various molar
ratios and mass quantities, including mass, H/C ratio, O/C ratio, and functionalization rate (Dron et al., 2010). Let
mA = [mi]i∈A, a vector of atomic mass units for atom i, then
O/C atomic ratio = nO/nC,
H/C atomic ratio = nH/nC,
FGj functionalization rate = nj/nC ∀ j ∈ G,
FGj mass =
∑
i∈A
miλ¯ijnj ∀ j ∈ G,
OC mass = mCnC, and
OM mass = m
T
AnA .
While the main body of the manuscript focuses on the apportionment and quantification of carboxylic COOH and
carbonyl C=O, the framework used for mass quantification is presented here for completeness. If we let nA = [ni]i∈A,
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a vector of moles of atom i in set of atoms A = {C, O, H, N, S}, and nG = [nj ]j∈G , a vector of moles of functional
group (FG) j in set of groups G = {aCOH, rCH, eCH, aCH, COOH, C=O, CNH2, CONO2, COSO3}, we can relate
the two quantities by a weighted apportionment matrix, Λ¯ =
[
λ¯ij
]
i∈A,j∈G (Equation 8). The convention of using
lowercase letters used to prefix bond names for elements of G is adopted from Russell (2003) and is interpreted as
follows: for COH, a = alcohol; for CH, r = aromatic, e = alkene, and a = alkane. Russell (2003) defined values for λ¯ij
(shown in Equation S2) based on an analysis of the functional group index (FGI ; Table S3), which is a carbon-chain
analogue of the bulk functionalization rate (Dron et al., 2010) and represents the ratio of functional groups to carbon
atoms in the chain on a mole-basis. We also explicitly include the degree of saturation by alkane CH in enumerating
the possibilities for the functional group configurations. The canonical apportionment matrix Λ¯ for ambient samples
is shown in Equation S2. Given nA = Λ¯nG (Equation 8), each array is defined as
nA =

nC
nO
nH
nN
nS
 , nG =

naCOH
nrCH
neCH
naCH
nCOOH
nC=O
nCNH2
nCONO2
nCOSO3

, and Λ¯ =

0.5 1 1 0.5 1 1 0.25 0.5 0.5
1 0 0 0 2 1 0 3 4
1 1 1 1 1 0 2 0 0
0 0 0 0 0 0 1 1 0
0 0 0 0 0 0 0 0 1
 . (S2)
As summarized by Russell et al. (2011), alkene and aromatic compounds are estimated to contribute 5-10% of OM
mass (the method for estimating their contribution to the absorption spectrum is described in Section S2); given their
high limit of detection these components are often removed from nG and Λ¯ for the calculation of total OM in these
cases. Elements of Λ¯ can be adjusted to account for knowledge about the saturation and functionality for known
compounds in the sample, or by measurements provided by other instrumentation. For instance, a global parameter
was introduced into this apportionment matrix by Chhabra et al. (2011) to constrain variations in FGI values between
the canonical case (Equation S2) with those derived from the molecular structure of the parent, precursor compound
for interpretation of spectra of secondary organic aerosol produced in the Caltech environmental chambers.
As discussed by Russell (2003), the aforementioned FTIR method misses and underestimates carbon content
in highly-branched compounds. However, the magnitude of this underestimation may not be significant for many
ambient measurements, as the OM reported by this approach is often in reasonable agreement with other analytical
methods (each with their own set of biases), such as AMS (e.g., Russell et al., 2009; Gilardoni et al., 2009; Frossard
et al., 2011; Liu et al., 2011). However, when additional information is provided or assumed, these can be augmented
by adding unknown quantities on a proportional basis — e.g., nO,revised = nO + (nCOC/nC)nC where nCOC is the assumed
number of ether bonds (Chhabra et al., 2011). Such augmentations can be performed by prepending an operator to
Λ¯; these operators will in most cases be an altered identity matrix. For example, letting P denote a prefix operator
which assumes a fixed number of ether groups per carbon atom,
P =

1 0 0 0 0
nCOC/nC 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
 .
The full product would then be written as nA = PΛ¯nG . Finally, we can use nG and nA to calculate various molar
ratios and mass quantities, including mass, H/C ratio, O/C ratio, and functionalization rate (Dron et al., 2010). Let
mA = [mi]i∈A, a vector of atomic mass units for atom i, then
O/C atomic ratio = nO/nC,
H/C atomic ratio = nH/nC,
FGj functionalization rate = nj/nC ∀ j ∈ G,
FGj mass =
∑
i∈A
miλ¯ijnj ∀ j ∈ G,
OC mass = mCnC, and
OM mass = m
T
AnA .
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Tables
Table S1: List of acid spectra used for PMF (from NIST Chemistry Webbook).
CAS Compound nC ncCOH naCH Preparation
64-19-7 Acetic acid 2 1 3 solution (10% in CCl4)
141-82-2 Malonic acid 3 2 2 solid (Fluorolube mull)
110-15-6 Succinic acid 4 2 4 solid (Nujol mull)
110-94-1 Glutaric acid 5 2 6 solid (Nujol mull)
24-04-9 Adipic acid 6 2 8 aerosol†
123-99-9 Azelaic acid 9 2 24 solid (Fluorolube mull)
334-48-5 Decanoic acid 10 1 19 solution (10% in CCl4)
57-11-4 Stearic acid 18 1 35 solid
†Measured by atomization and filter collection in the laboratory
by Gilardoni et al. (2007).
Table S2: Ninety-fifth percentile values of quantified moles of absent functional group when spectroscopically-
adjacent functional groups are present. Correlation coefficients indicate the correlation between the quantified
moles of absent functional groups (first column) and number of moles actually present for the functional
group in the adjacent band (third column). Juxtaposed are detection limits reported by Russell et al. (2009),
which are derived from two-sigma variability of absorbances in spectroscopic region of each functional group
after background correction (no analytes present).
Functional
group
95%
percentile
(µmol)
Adjacent
band
Correlation
coefficient
Standards (no. of samples)
Russell et al.
(2009)
(µmol)
Alcohol COH 0.18 Carboxylic
COH
0.56 adipic acid (7), azelaic acid (5),
pinonic acid (7), succinic acid (5)
0.02
Amine CNH2 0.22 Carbonyl
C=O
0.73 azelaic acid (5), mixture (8), pinonic
acid (7), succinic acid (5)
0.01
Carboxylic COH 0.18 Alcohol
COH
0.82 2-deoxy-d-ribose (4),
2-deoxy-d-ribose* (4), docosanol (6),
glyceraldehyde (5)
0.008
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Table S3: Elements of the molar apportionment array, λijk, from Equation (8). The index, k, representing
the degree of saturation by CH (as number of moles, naCH) and functionalization by FG j (characterized by
functional group index, FGIj ; Russell, 2003) is defined by enumeration of the pairs, (naCH,FGIj) ∈ D. By
convention, naCH does not include the number of alkane CH bonds in j (i.e., naCH = 0 when j corresponds to
the alkane CH group as in rows 2 and 12).
moles of atom i
(per mole of FG j)
k (naCH,FGIj) FG (j) Configuration C O H N S
1 (0, 1) Alcohol COH R3COH 1 1 1 0 0
1 (0, 1) Alkane CH R3CH 1 0 1 0 0
1 (0, 1) Amine CNH2 R3CNH22 1 0 2 1 0
1 (0, 1) Organonitrate CONO2 R3CONO2 1 3 0 1 0
1 (0, 1) Organosulfate COSO3 R3COSO3 1 4 0 0 1
2 (0, 2) Alcohol COH R2C(OH)2 0.50 2 2 0 0
2 (0, 2) Alkane CH R2CH2 0.50 0 2 0 0
2 (0, 2) Amine CNH2 R2C(NH2)2 0.50 0 4 2 0
2 (0, 2) Organonitrate CONO2 R2C(ONO2)2 0.50 6 0 2 0
2 (0, 2) Organosulfate COSO3 R2C(OSO3)2 0.50 8 0 0 2
3 (0, 3) Alcohol COH RC(OH)3 0.33 3 3 0 0
3 (0, 3) Alkane CH RCH3 0.33 0 3 0 0
3 (0, 3) Amine CNH2 RC(NH2)3 0.33 0 6 3 0
3 (0, 3) Organonitrate CONO2 RC(ONO2)3 0.33 9 0 3 0
3 (0, 3) Organosulfate COSO3 RC(OSO3)3 0.33 12 0 0 3
4 (1, 1) Alcohol COH R2CHOH 0.50 1 1 0 0
4 (1, 1) Amine CNH2 R2CHNH2 0.50 0 2 1 0
4 (1, 1) Carbonyl C=O RCOH 0.50 1 1 0 0
4 (1, 1) Carbonyl C=O RCOR 1 1 0 0 0
4 (1, 1) Carbonyl C=O RCOOH 1 2 1 0 0
4 (1, 1) Organonitrate CONO2 R2CHONO2 0.50 3 1 1 0
4 (1, 1) Organosulfate COSO3 R2CHOSO3 0.50 4 1 0 1
5 (1, 2) Alcohol COH RCH(OH)2 0.33 2 2 0 0
5 (1, 2) Amine CNH2 RCH(NH2)2 0.33 0 4 2 0
5 (1, 2) Organonitrate CONO2 RCH(ONO2)2 0.33 6 1 2 0
5 (1, 2) Organosulfate COSO3 RCH(OSO3)2 0.33 8 1 0 2
6 (2, 1) Alcohol COH RCH2OH 0.33 1 1 0 0
6 (2, 1) Amine CNH2 RCH2NH2 0.33 0 2 1 0
6 (2, 1) Organonitrate CONO2 RCH2ONO2 0.33 3 2 1 0
6 (2, 1) Organosulfate COSO3 RCH2OSO3 0.33 4 2 0 1
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