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Resumen
El Trabajo de Fin de Grado que se presenta aquí es el resultado de seis meses de prácticas del
alumno, como becario en el laboratorio de Mecánica y Modelización de Procesos Propios de Mar-
sella, Francia. El laboratorio M2P2 participa en un gran número de proyectos de investigación
en los ámbitos de la Ingeniería Química y de la Dinámica de Fluidos Computacional (CFD, por
sus siglas en inglés), algunos de ellos dirigidos por expertos de reconocido prestigio internacional.
Dentro de este laboratorio, el equipo Promethee se centra en el estudio de los microfluidos y
los nanofluidos, es decir, del comportamiento de los fluidos a escalas por debajo del milímetro.
Sus proyectos tratan la caracterización de la mezcla perfecta y la encapsulación, todo ello con
vistas a posibles aplicaciones en la industria química.
El equipo Promethee lanzó a finales de 2016 un nuevo proyecto de investigación sobre la
formación de emulsiones en micro-canales. El objetivo de este proyecto es el dominio de las
condiciones de operación de dispositivos o geometrías microscópicas para conseguir suspensiones
de una fase en otra, con gotas de tamaño bien calibrado. Estudios de este tipo de llevan a cabo
actualmente, por ejemplo, en el diseño de microrreactores. El proyecto cuenta con dos líneas de
trabajo:
La experimentación en laboratorio, supervisada personalmente por los responsables del
proyecto. En los experimentos se ponen en contacto dos líquidos inmiscibles, que forman
emulsiones en conductos microscópicos específicos, y se mide el diámetro de las gotas que
forman la suspensión.
La simulación mediante CFD de estos experimentos, que concierne al presente trabajo. El
interés de tener una herramienta de CFD en el proyecto es tanto económico (una simula-
ción es más barata que un experimento real) como científico. Una simulación da acceso a
información que, en un laboratorio, puede ser difícil de obtener. El ejemplo más notable es
el campo de velocidades del fluido. En efecto, el conocimiento del campo de velocidades,
más aún en un problema como el que se plantea, puede proporcionar información valiosa,
por ejemplo, sobre los mecanismos de formación de las emulsiones.
La segunda línea de trabajo es la que se le encarga al autor de este TFG, bajo la supervisión de
Umberto d’Ortona, investigador experto en CFD. El objetivo es claro, pero no por ello sencillo:
desarrollar un programa informático que permita la simulación - y el estudio - de microflujos.
Dicho programa informático debe, además, utilizar el método de simulación conocido como
lattice-Boltzmann.
El método lattice-Boltzmann, o simplemente LB, es un método de CFD que no resuelve numé-
ricamente las ecuaciones de Navier-Stokes, sino la ecuación de Boltzmann de la teoría cinética.
Se trata de un método relativamente nuevo, en el que se trabaja desde hace poco más de dos
décadas. Cuenta con ciertos aspectos que lo hacen muy atractivo, tanto para los ingenieros
en mecánica de fluidos como para los informáticos. Un algoritmo escrito en lattice-Boltzmann
es extremadamente corto: cien líneas de código en Fortran 90 bastan para simular un flu-
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jo bifásico a través de un cilindro, siendo considerablemente más rápido que un simulador de
Navier-Stokes. Los programas escritos con el método lattice-Boltzmann son además fácilmente
paralelizables, lo que ahorra grandes esfuerzos a los informáticos cuando se pretende realizar
simulaciones costosas, con números de Reynolds del orden de 106.
El método LB es objeto de intensa producción científica, y muchos de sus modelos siguen desarro-
llándose a día de hoy. Todavía se encuentra lejos del estatus alcanzado por los métodos basados
en Navier-Stokes - valga como argumento la ausencia de programas comerciales -, pero no pocos
autores coinciden en que, en el futuro, lattice-Boltzmann se convertirá en el método de CFD
predominante.
El trabajo realizado a lo largo de esos seis meses (de abril a septiembre de 2017) tiene un marcado
carácter multidisciplinar. Para llevarlo a cabo, han sido necesarios conocimientos de:
Métodos numéricos y álgebra tensorial. Las bases del método LB son de fuerte contenido
matemático y su comprensión requiere un cierto tiempo.
Mecánica de fluidos. Si bien el método LB no hace uso directo de las ecuaciones de conser-
vación tradicionales, el objetivo es que proporcione soluciones congruentes con las mismas.
Al final, el criterio para decidir si una simulación LB es válida o no, y para interpretarla
físicamente, lo establece la Mecánica de fluidos.
Programación. Cabe señalar que el código informático pedido en este trabajo ha sido
elaborado desde cero, como es costumbre entre los desarrolladores del método LB. Se
ha utilizado C++ como lenguaje nativo, con la dificultad añadida de una programación
orientada a objetos.
El presente informe intenta guardar el orden cronológico del trabajo. Se empieza por desarrollar
un fundamento teórico del método y de los modelos que deben añadirse al mismo para adaptarlo
al problema concreto que se plantea. No basta con implementar el método general, sino que hay
que seleccionar aquellas herramientas que sean más adecuadas para la simulación de microflujos.
Seguidamente, se aborda el resultado principal del trabajo: el código informático. Su elaboración
ha sido, naturalmente, la tarea más ardua. Este informe no entra en los pormenores de su
funcionamiento, sino que se centra en aquellos aspectos de mayor interés para los responsables
del proyecto de investigación. Estos aspectos son la descripción somera de la rutina de cálculo,
una descripción del sistema físico - geometría, dimensiones, propiedades físicas... - que es capaz
de simular y de cómo se fijan los parámetros de simulación.
Finalmente, se incluye un capítulo de resultados. En él se presentan algunas simulaciones y
se comparan con los experimentos realizados en el laboratorio por el otro equipo de trabajo.
El objetivo es la validación del método para la simulación de microflujos, y la identificación
de posibles problemas. Como se verá en dicho capítulo, los resultados son satisfactorios y las
líneas de trabajo futuras quedan bien identificadas. La buena marcha del proyecto ha motivado
su presentación, el pasado mes de octubre, en el X Congreso Mundial de Ingeniería Química,
celebrado en Barcelona, en la sección de CFD aplicada a la Ingeniería Química.
Por último, cabe señalar que el TFG presentado en esta memoria no es un proyecto acabado;
muy al contrario, se trata de un primer trabajo que será retomado - y, sin duda alguna, mejorado
- por el equipo Promethee a lo largo de los próximos años.
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Capítulo 1
Introducción
La microfluídica, disciplina científica que estudia la manipulación de fluidos a la escala submili-
métrica, es un dominio que reúne conocimientos de varias ciencias, tales como la física, la química
y la ingeniería, y que encuentra multitud de aplicaciones prácticas. En particular, la formación
de gotas en flujos capilares permite un control de la mezcla y de la encapsulación interesante
para la síntesis química, la elaboración de medicamentos o incluso, recientemente, la biología. El
dominio de las técnicas de formación de gotas exige un gran conocimiento de los mecanismos que
intervienen, así como de la influencia de gran número de variables. En este sentido, el objetivo
de este trabajo es construir un algoritmo que sea capaz de hacer una simulación CFD de este
tipo de flujos.
Para ello, se propone utilizar el método de lattice-Boltzmann. Heredero de los simuladores LGA
(lattice gas automata) desarrollados en los años ochenta, suscita cada vez más interés como
herramienta para la resolución de flujos tanto de líquidos como de gases, gracias a su simplicidad
y a las ventajas ofrecidas por un algoritmo propenso a la paralelización informática. Este método
de simulación a escala mesoscópica es objeto de intensa producción científica, hasta el punto de
convertirse en competidor de los simuladores tradicionales basados en las ecuaciones de Navier-
Stokes.
Este informe está dividido en tres partes principales. En primer lugar, se presentan todos los
fundamentos teóricos del método de simulación, así como todos los elementos que han sido ne-
cesarios para llegar a un modelo completo del flujo estudiado. A continuación, se explica el
algoritmo de cálculo de forma general, así como los pasos seguidos para pasar de una realidad
física a un conjunto adecuado de parámetros de simulación. Finalmente, en la sección de resul-
tados, se intenta ver en qué medida el método es aplicable a la simulación de microfluidos, y
cuál es la compatibilidad con los experimentos que han sido realizados en el laboratorio.
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Capítulo 2
Fundamentos teóricos del método
lattice-Boltzmann
Este primer capítulo persigue dos objetivos. Por un lado, la deducción rigurosa - sec-
ciones 2.1, 2.2 y 2.3 - de la ecuación de lattice-Boltzmann, base del método utilizado
en este trabajo. Por otro lado, se añaden los ingredientes necesarios - secciones 2.4, 2.5
y 2.6 - para adaptar el modelo a las necesidades particulares del problema planteado.
Ambas partes, de fuerte base matemática, constituyen la totalidad de conocimientos
teóricos necesarios para la elaboración del programa informático, del que se habla en
el capítulo 3.
2.1. La ecuación de Boltzmann . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.1.1. Ecuación de Boltzmann y ecuaciones de conservación . . . . . . . . . . . 11
2.2. Discretización en el espacio de velocidades . . . . . . . . . . . . . . . 12
2.2.1. Discretización de la distribución de equilibrio . . . . . . . . . . . . . . . 15
2.2.2. Discretización del campo de fuerzas . . . . . . . . . . . . . . . . . . . . 16
2.2.3. Conjuntos de velocidades discretas . . . . . . . . . . . . . . . . . . . . . 17
2.3. Discretización en el espacio y el tiempo . . . . . . . . . . . . . . . . . 20
2.4. El operador de colisión MRT-BGK . . . . . . . . . . . . . . . . . . . . 21
2.4.1. Análisis de Chapman-Enskog . . . . . . . . . . . . . . . . . . . . . . . . 24
2.5. Modelo de Shan-Chen . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.6. Condiciones de contorno . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.1. La ecuación de Boltzmann
El punto de partida para construir el método lattice-Boltzmann es, cómo no, la ecuación de
Boltzmann. Se trata de uno de los pilares de la teoría cinética de gases, desarrollada durante el
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siglo XIX:
∂f
∂t
+ ξ · ∇f + F
ρ
· ∂f
∂ξ
= Ω(f) (2.1)
La ecuación de Boltzmann es una ecuación en derivadas parciales en la cual la incógnita es una
variable estocástica, la denominada función de distribución f(x, ξ, t). La función de distribución
representa físicamente la probabilidad de encontrar partículas con una velocidad ξ, en la posición
x y en un instante t, de un fluido de densidad ρ(x, t) y sometido a la acción de una fuerza F(x, t).
La función de distribución puede ser considerada como una extensión de la idea de densidad de
masa cuando se tiene en cuenta también la velocidad de la partícula. Las unidades de f son, por
tanto:
[f ] = kg × 1m3 ×
1
(m/s)3 =
kg s3
m6 (2.2)
El interés de la función de distribución, en CFD, se debe a su relación con las tres principales
magnitudes macroscópicas: masa, cantidad de movimiento y energía. Sabiendo que una masa
fluida se compone de partículas, cada una con sus propias masa, cantidad de movimiento y
energía, los valores correspondientes a la masa fluida son, intuitivamente, los valores medios, o
más estrictamente, los tres primeros momentos estadísticos de la función de distribución1:∫
R3
f(x, ξ, t) d3ξ = ρ(x, t)∫
R3
f(x, ξ, t)ξ d3ξ = ρu(x, t)∫
R3
f(x, ξ, t) |ξ|
2
2 d
3ξ = ρE(x, t)
(2.3)
El término a la derecha de la ecuación de Boltzmann es el operador de colisión, Ω(f), el cual
tiene en cuenta las interacciones resultantes de la colisión entre partículas. Boltzmann pensó
en un principio que este término debía condensar todos los resultados posibles de una colisión
binaria, y lo expresó como una complicada integral sobre el espacio de velocidades [1]. En la
práctica, debido precisamente a la complejidad de este planteamiento, los operadores de colisión
se suelen basar en una idea mucho más sencilla: la de considerar que las colisiones tienen por
efecto relajar la función de distribución hacia un estado de equilibrio. El ejemplo más simple de
estos operadores es el operador BGK, llamado así por sus creadores Bhatnagar, Gross y Krook
[2]:
Ω(f) = −f − f
eq
τ
(2.4)
Se trata de un operador lineal que hace evolucionar la función de distribución hacia un equilibrio
feq a una velocidad dada por una constante de tiempo característica, τ , llamada constante de
relajación. El operador BGK, al igual que otros operadores que describen colisiones clásicas (ni
cuánticas, ni relativistas) está sujeto a las restricciones de conservación de masa, cantidad de
movimiento y energía. Esto equivale a decir que los tres primeros momentos del operador de
1Se considera que la energía total es enteramente traslacional, lo que se cumple sólo en el caso de partículas
monoatómicas. Para partículas poliatómicas, la energía total debe considerar grados de libertad adicionales, como
vibración o rotación.
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colisión en el espacio de velocidades son nulos:∫
R3
Ω(f) d3ξ = 0
∫
R3
Ω(f)ξ d3ξ = 0∫
R3
Ω(f) |ξ|
2
2 d
3ξ = 0
(2.5)
De hecho, el operador BGK es el más simple posible que satisface estas condiciones, lo que implica
que los momentos de la función de equilibrio feq son iguales que los de la función de distribución.
La función de equilibrio feq no es sino la conocida distribución de Maxwell-Boltzmann, solución
de la ecuación de Boltzmann en ausencia de fuerzas y en régimen estacionario:
feq(ρ,u, T, ξ) = ρ
(2piRT )3/2
exp
(
−(ξ − u)2
2RT
)
(2.6)
siendo T , ρ y u la temperatura, la densidad y la velocidad de la masa fluida. La introducción
de la temperatura en la ecuación, así como la de la constante universal de los gases, R, es
una aportación de la termodinámica estadística, que relaciona la energía total de un gas ideal
monoatómico con la temperatura en base al Teorema de equipartición:
ρE = 32ρRT +
1
2ρ|u|
2 (2.7)
Aprovechando la mención a la Termodinámica, se recuerda a continuación la ecuación de estado
del gas ideal, expresada bajo la forma:
p = c2sρ (2.8)
siendo cs la velocidad del sonido:
cs =
√(
∂p
∂ρ
)
s
(2.9)
la cual vale
√
RT para un gas ideal. Esta ecuación aparecerá con posterioridad durante el desarro-
llo del método. Desde un punto de vista práctico, la ecuación de estado es la relación que permite
resolver las ecuaciones de conservación (cerrar el sistema) sin tener que realizar simplificaciones
tales como considerar densidad constante.
2.1.1. Ecuación de Boltzmann y ecuaciones de conservación
Así como los momentos de la función de distribución son las tres magnitudes macroscópicas, los
momentos de la ecuación de Boltzmann corresponden a las tres ecuaciones de conservación de
cada cantidad. Por ejemplo, la ley de conservación de la masa se desprende de la integración
directa de la ecuación de Boltzmann sobre el espacio de velocidades. Utilizando la notación de
Einstein, siendo α una coordenada espacial:
∂
∂t
∫
f d3ξ + ∂
∂xα
∫
ξαf d
3ξ + Fα
ρ
∫
∂f
∂ξα
d3ξ =
∫
Ω(f) d3ξ (2.10)
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Dado que Ω(f) conserva la masa, su integral sobre el espacio de velocidades es nula:∫
R3
Ω(f) d3ξ = 0 (2.11)
Lo mismo ocurre con la integral del término de fuerzas cuando se realiza una integración por
partes: ∫
R3
∂f
∂ξα
d3ξ = 0 (2.12)
Por último, pueden identificarse en las dos primeras integrales los momentos de la función de
distribución tal y como han sido definidos en la ecuación 2.3, tras lo cual se obtiene la ley de
continuidad:
∂ρ
∂t
+ ∂
∂xα
(ρuα) = 0 (2.13)
Si se toma ahora el momento de primer orden de la ecuación de Boltzmann, con el fin de hallar
la ecuación de cantidad de movimiento, se obtiene:
∂(ρuα)
∂t
+ ∂
∂xβ
∫
ξαξβf d
3ξ = Fα (2.14)
La integral de la ecuación es el tensor de flujo de cantidad de movimiento. No obstante, la
relación que se acaba de obtener no sirve como ecuación de conservación macroscópica, puesto
que la forma del tensor depende de la función de distribución, que es una variable mesoscópica.
Para resolver este problema, Sydney Chapman y David Enskog desarrollaron una herramienta
matemática, el análisis de Chapman-Enskog, que linealiza la ecuación de Boltzmann en torno a
la distribución de equilibrio usando una expansión de la función de distribución. Este análisis
será explicado someramente en el apartado 2.4.1. Por el momento basta con decir que permite
ajustar la forma del tensor de flujo para obtener las ecuaciones de conservación de cantidad de
movimiento.
Hasta ahora se ha presentado la ecuación de Boltzmann y su variable fundamental, la función
de distribución, así como los principios que rigen el operador de colisión. También se establece
que los momentos de la función f se corresponden con las tres magnitudes macroscópicas y
que los momentos de la ecuación de Boltzmann son precisamente las leyes de conservación de
estas magnitudes. El interés de utilizar la ecuación de Boltzmann para la resolución de flujos se
justifica en virtud de estas relaciones. Además, si bien la teoría cinética se aplica solamente a
gases, la aplicación de la ecuación de Boltzmann al movimiento de líquidos es igualmente válida
en la medida en que las ecuaciones de conservación obtenidas son las mismas para los dos tipos
de fluidos.
2.2. Discretización en el espacio de velocidades
Con el fin de resolver numéricamente la ecuación de Boltzmann, es necesaria una discretización
no solamente en el espacio y el tiempo, como en el caso de las ecuaciones de Navier-Stokes,
sino también en el espacio de velocidades. Dado que, más que encontrar una solución precisa
de la función de distribución, interesa reproducir el comportamiento hidrodinámico del fluido
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en su conjunto, es posible pasar del espacio continuo de velocidades a un conjunto finito, {ξi},
sin afectar al valor de las magnitudes macroscópicas. Éste es precisamente el objetivo de la
discretización en el espacio de velocidades.
La idea [1] es, en primer lugar, aproximar la función de distribución como una suma de polinomios
de Hermite. Los polinomios de Hermite son polinomios ortogonales obtenidos a partir de la
llamada función generatriz ω(x):
ω(x) = 1√
2pi
exp
(
−x
2
2
)
(2.15)
El polinomio de Hermite de orden n se define en el espacio real R como:
H(n)(x) = (−1)n 1
ω(x)
dnω(x)
dxn
, n ≥ 0 (2.16)
Si se extiende esta definición al espacio Rd, con x ∈ Rd, los polinomios de Hermite H(n) serían
tensores de orden n y dn componentes:
H(n)(x) = (−1)n 1
ω(x)∇
(n)ω(x) (2.17)
Debido a sus propiedades de ortogonalidad, los polinomios H(n)(x) constituyen una base com-
pleta en Rd. Esto implica que toda función continua f(x) ∈ R puede expresarse como una serie
infinita de polinomios de Hermite:
f(x) = ω(x)
∞∑
n=0
1
n!a
(n) ·H(n)(x), a(n) =
∫
R3
f(x)H(n)ddx (2.18)
Los coeficientes a(n) son también tensores de orden n y dn componentes, y el producto a(n) ·
H(n)(x) es una generalización del producto escalar definida como:
a(n) ·H(n)(x) =
∑
α1,...,αn
a(n)α1...αnH
(n)
α1...αn (2.19)
Si se llevan estas definiciones a la función de distribución, se tiene:
f(ξ) = ω(ξ)
∞∑
n=0
1
n!a
(n) ·H(n)(ξ) (2.20)
El interés de aplicar la expansión en polinomios de Hermite reside en que la función de distri-
bución de equilibrio feq, como puede observarse, tiene la misma forma que la función generatriz
en R3:
feq(ρ,u, ξ) = ρ
(2piθ)3/2
exp
(
−(ξ − u)2
2θ
)
= ρ
θ3/2
ω
(
ξ − u√
θ
)
(2.21)
donde se ha definido θ = RT . Ello permite calcular los coeficientes a(n),eq de la expansión de
la distribución de equilibrio, ya que su expresión analítica es conocida. Los tres primeros están
ligados a los tres momentos macroscópicos:
a(0),eq = ρ
a(1),eqα = ρuα
a
(2),eq
αβ = ρ(uαuβ + (θ − 1)δαβ)
(2.22)
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Dado que los coeficientes de esta expansión dependen únicamente de magnitudes conservadas,
se deduce que los coeficientes de la función de distribución f , desconocida, tienen exactamente
la misma forma que los coeficientes de la función de equilibrio, conocida. Para poder extraer las
leyes de conservación de la función de distribución, por tanto, sólo hace falta considerar los tres
primeros términos2 de la expansión en polinomios de Hermite, punto en el cual puede troncarse
la serie sin afectar al comportamiento a escala macroscópica:
f(ξ) ≈ ω(ξ)
2∑
n=0
1
n!a
(n) ·H(n)(ξ) (2.23)
Al discretizar esta función en el espacio de velocidades, todas las integrales evaluadas en dicho
espacio - que son las que representan las magnitudes macroscópicas - van a transformarse en
sumas discretas, pero es imperativo que los valores de dichas sumas sean iguales a los valores
de las integrales. De lo contrario, se cometería un cierto error al calcular estas magnitudes, que
dejarían de conservarse.
Para ello, la regla de cuadratura de Gauss-Hermite dice que la integral de una función de la
forma ω(ξ)P (N)(ξ), siendo P (N)(ξ) un polinomio de orden N , puede calcularse de forma exacta
considerando una cantidad de al menos q puntos ξi, tal que N = 2q − 1. Para el caso ξ ∈ R3:∫
ω(ξ)P (N)(ξ) d3ξ =
q−1∑
i=0
wiP
(N)(ξi) (2.24)
Las abscisas ξi corresponden a las raíces del polinomio de Hermite de orden n, H(n)(ξi) = 0, y
los coeficientes wi se calculan de acuerdo a la expresión siguiente:
wi =
n!(
nH(n−1)(ξi)
)2 (2.25)
Cualquiera que sea la forma del polinomio P (N)(ξ), para un número de abscisas q dado, los valores
de las abscisas ξi y de los coeficientes wi son siempre los mismos, pues dependen únicamente
de los polinomios de Hermite de órdenes n y n − 1. Si se aplica la regla de cuadratura a los
coeficientes a(n), se obtiene:
a(n) =
∫
R3
f(ξ)H(n)(ξ)d3ξ
=
∫
R3
ω(ξ)f(ξ)
ω(ξ)H
(n)(ξ)d3ξ
=
q−1∑
i=0
wi
f(ξi)
ω(ξi)
H(n)(ξi) =
q−1∑
i=0
fiH
(n)(ξi)
(2.26)
Muchas de estas abscisas contienen factores de
√
3. Para simplificar las ecuaciones, sería deseable
introducir unas nuevas abscisas ci cuyas componentes fueran números enteros. Para no alterar
la cuadratura de Gauss-Hermite, puede sustituirse ξi = ci/c2s, donde el valor de cs deberá
2Los coeficientes de orden superior dependen de momentos de orden superior, carentes de significado físico.
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determinarse con posterioridad. Este factor de proporcionalidad se ha denotado igual que la
velocidad del sonido (cf. ecuación 2.9), porque, como se verá más adelante, juega un papel
análogo en la ecuación de estado.
La conclusión que se extrae de este desarrollo es directa. El resultado de discretizar la función
de distribución f en q velocidades {ci} es un conjunto de q funciones de la forma:
fi(x, t) =
wi
ω(ci)
f(x, ci, t) (2.27)
Debe evitarse, aunque resulte tentador, decir que fi = f(ci). Ambas son proporcionales, como se
observa en la ecuación precedente, pero no necesariamente iguales. Sin embargo, en razón de esta
proporcionalidad, cada función fi cumple la ecuación de Boltzmann en velocidades discretas:
∂fi(x, t)
∂t
+ ci · ∇fi(x, t) = Ω(fi) + Fi(x, t) i = 0, ..., q − 1 (2.28)
Se recuerda que la condición sine qua non de esta discretización es la conservación de las magni-
tudes macroscópicas. Por tanto, el conjunto {fi} satisface las mismas leyes de conservación que
la función f . Densidad y cantidad de movimiento se calculan ahora a partir de las sumas finitas:
ρ =
∑
i
fi ρu =
∑
i
fici (2.29)
Quedan tres cuestiones por resolver antes de terminar la discretización en el espacio de veloci-
dades. Por un lado, la forma del término de fuerzas discretas Fi(x, t) y su relación con el campo
de fuerzas F(x, t). Por otro lado, cuál sería la forma truncada de la distribución de equilibrio
feq y de las funciones de equilibrio discretas feqi que derivan de ella. Por último, la cuestión
fundamental: cómo elegir un conjunto de velocidades discretas y qué condiciones debe cumplir.
2.2.1. Discretización de la distribución de equilibrio
Se empezará respondiendo a la segunda cuestión, dado que algunos de los resultados serán útiles
para discretizar el campo de fuerzas. La obtención de la distribución de equilibrio, cuya expresión
es conocida, consiste sencillamente en aplicar el método presentado hasta ahora. Se trata, por
tanto, de un simple ejercicio de cálculo. De todas formas, se detallan a continuación los pasos
seguidos para ayudar a la comprensión de las secciones anteriores.
La función de equilibrio se aproxima como una serie de polinomios truncada:
feq(ξ) ≈ ω(ξ)
2∑
n=0
1
n!a
(n),eq ·H(n)(ξ) (2.30)
Y se calculan los polinomios de Hermite de orden 0, 1 y 2:
H(0) = 1
H(1) =
ξxξy
ξz

H(2) =
ξ2x − 1 ξxξy ξxξzξxξy ξ2y − 1 ξyξy
ξxξz ξyξz ξ
2
z − 1

(2.31)
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A partir de estos polinomios y de la propia distribución de equilibrio se integra para obtener los
coeficientes de la serie (cf. ecuación 2.18):
a(0),eq = ρ
a(1),eq = ρ
uxuy
uz

a(2),eq = ρ
u2x + θ − 1 uxuy uxuzuxuy u2y + θ − 1 uyuz
uxuz uyuz u
2
z + θ − 1

(2.32)
Observando las expresiones de polinomios y coeficientes, se ve que los productos a(n) ·H(n) son:
a(0),eq ·H(0) = ρ
a(1),eq ·H(1) = ξ · ρu
a(2),eq ·H(2) = ρ
(
(u · ξ)2 + (ξ2 − 3)(θ − 1)− u2
) (2.33)
Para simplificar, puede tomarse θ = 1, lo que implica considerar temperatura constante (θ =
RT ). La distribución de equilibrio, sustituyendo ξ = c/c2s, queda:
feq = ω(c)ρ
(
1 + u · c
c2s
+ (u · c)
2
2c4s
− u · u2c2s
)
(2.34)
Las correspondientes distribuciones de equilibrio discretas tienen por tanto la forma:
feqi = wiρ
(
1 + u · ci
c2s
+ (u · ci)
2
2c4s
− u · u2c2s
)
(2.35)
2.2.2. Discretización del campo de fuerzas
Comparando la ecuación de Boltzmann (2.1) con su homóloga en velocidades discretas (2.28),
la relación entre ambos términos de fuerzas es, directamente:
Fi = − wi
ω(ξ)
F
ρ
·
(
∂f
∂ξ
)
ξ=ξi
(2.36)
La derivada direccional puede expresarse de forma más compacta como el gradiente ∇ξ, aña-
diendo el subíndice para no confundirlo con el gradiente espacial. Aplicando el desarrollo en
polinomios de Hermite:
Fi ≈ − wi
ω(ξ)
F
ρ
· ∇ξ
(
ω(ξ)
2∑
n=0
1
n!a
(n) ·H(n)(ξ)
)
(2.37)
Todos los términos del segundo miembro son conocidos. Desarrollando, operando y sustituyendo
las velocidades, se llega la expresión del truncamiento del término de fuerzas:
Fi = wi
(
ci − u
c2s
+ (ci · u)ci
c4s
)
· F (2.38)
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2.2.3. Conjuntos de velocidades discretas
Hasta ahora, se ha visto que la función de distribución puede aproximarse como un polinomio de
orden N , y que esta función se discretiza en, como mínimo, q velocidades {ci} tal que N = 2q−1,
dando lugar a q funciones fi que obedecen a las mismas leyes de conservación que la función de
partida.
La expansión en polinomios de Hermite suele truncarse al orden 2, el mínimo requerido para
conservar las magnitudes macroscópicas. Al desarrollar los productos a(n) ·H(n) de la expansión,
se consigue expresar la función f como un polinomio de orden 4, por lo que una cuadratura exacta
requiere al menos (4 + 1)/2 ' 3 velocidades discretas.
Los conjuntos de velocidades suelen expresarse en la literatura mediante la notación DdQq,
donde d es la dimensión espacial y q es el número de velocidades discretas. Los conjuntos más
utilizados son D1Q3, D2Q9, D3Q15, D3Q19 y D3Q27. Nótese que el número de abscisas mínimo
no depende de la dimensión d. No obstante, no cualquier conjunto {ci}, con sus coeficientes wi
asociados, es susceptible de ser utilizado para la simulación numérica, aunque cumpla las reglas
de cuadratura.
La interpretación geométrica de un conjunto de velocidades {ci} ayuda a establecer cuáles son
las condiciones matemáticas que debe respetar. El conjunto {ci} representa en un espacio de
dimensión d un nodo cuyos vectores parten de un mismo punto, el origen, y apuntan en sus
respectivas direcciones (ver figura 2.1). Cada vector ci tiene además un coeficiente o peso asociado
wi. En este espacio d-dimensional, que es el espacio físico, están definidas ciertas funciones (masa
y cantidad de movimiento) que se calculan como sumas de otras funciones (fi) multiplicadas por
los vectores y pesos de este nodo. A partir de aquí, una primera condición es que, sin importar
la orientación del nodo, las funciones macroscópicas deben tener el mismo valor. De lo contrario,
los resultados de una simulación numérica dependerían, por ejemplo, de cómo se fijan los ejes
cartesianos de referencia.
Esta ausencia de direcciones privilegiadas remite directamente a la idea de isotropía. Las velo-
cidades ci son la base de tensores de orden n dados por:
T (n) =
q−1∑
i=0
wi ci ⊗ ci ⊗ ...⊗ ci︸ ︷︷ ︸
n veces
(2.39)
Las magnitudes macroscópicas pueden expresarse como una aplicación de estos tensores a las
funciones discretas fi. La isotropía de estos tensores garantiza la invariancia rotacional del con-
junto {ci}, cualquiera que sea el tipo de rotación - propia o impropia - que se le aplique.
Una forma de expresar la condición de isotropía de un tensor de orden n, en un espacio de d
dimensiones, es decir que el producto del tensor T (n) por el vector v ∈ Rd debe ser función
solamente del módulo de v:
T (n) · v =
q−1∑
i=0
wi(ci · v)n = φ(|v|n) (2.40)
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Figura 2.1: Orientación espacial del conjunto D2Q9.
de forma que, si se realiza una rotación del conjunto {ci}, el resultado de la operación no cambia3.
Para los objetivos de este trabajo, basta con decir que la ecuación anterior se traduce en una
serie de condiciones matemáticas que, aplicadas al conjunto {ci}, son, en notación indicial:∑
i
wi = 1∑
i
wiciα = 0∑
i
wiciαciβ = c2sδαβ∑
i
wiciαciβciγ = 0
...
(2.41)
Cada una de estas ecuaciones corresponde a las condiciones de isotropía de los tensores T (0),
T (1), T (2) y T (3). En teoría, todos los tensores deben ser isotrópicos, cualquiera que sea su
orden n, pero ello se traduce en un número infinito de condiciones, y por tanto un número
infinito de velocidades discretas. En la práctica, se considera que un conjunto es adecuado si
sus tensores son isotrópicos hasta el quinto orden. Requerir la isotropía de tensores de mayor
es pertinente, por ejemplo, en el estudio de fenómenos termodinámicos alejados del equilibrio.
El criterio contrario - imponer la isotropía sólo hasta el cuarto orden -, por otro lado, es válido
solamente en simulaciones próximas a dicho equilibrio. Debe señalarse asimismo que el valor de
cs se obtiene a través de estas condiciones. Por último, y por razones de estabilidad numérica,
se impone también la condición de coeficientes wi no negativos.
En las figuras 2.1 y 2.2 se muestra la orientación espacial de los vectores {ci} para los cuatro
conjuntos más utilizados en el método lattice-Boltzmann. Sus valores numéricos, junto a aquellos
de los coeficientes wi, aparecen en las tablas 2.1 y 2.2. Para todos ellos, la velocidad del sonido es
3El caso contrario equivale a decir, por ejemplo, que el módulo del vector velocidad en un punto depende de
la orientación de los ejes cartesianos que se ha tomado para calcularlo.
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Fig. 3.4 D3Q15, D3Q19 and D3Q27 velocity sets. The cube denoted by solid lines has edge length
2!x. Velocities with length jcij D 1,
p
2,
p
3 are shown in black, darker grey and lighter grey,
respectively. Rest velocity vectors c0 D 0 are not shown. Note that D3Q15 has nop2-velocities
and D3Q19 has no
p
3-velocities. See Tables 3.1, 3.4, 3.5 and 3.6 for more details
D3Q27 was disregarded for a long time as it was not considered superior to D3Q19
and requires 40% more memory and computing power. Recently, it was shown [18]
that some truncation terms, the (non-linear) momentum advection corrections, are
not rotationally invariant in D3Q15 and D3Q19, in contrast to D3Q27. This lack of
isotropy may lead to problems whenever non-linear phenomena play an important
role, e.g. in the simulation of high Reynolds number flows [23–25]. Therefore,
D3Q27 is probably the best choice for turbulence modelling, but D3Q19 is usually
a good compromise for laminar flows.
As a sidenote, there also exists a D3Q13 velocity set which only works within the
framework of multi-relaxation-time LB (cf. Chap. 10) [26]. D3Q13 is an example of
a lattice exhibiting the checkerboard instability [1] previously covered in Sect. 2.1.1.
D3Q13 is the minimal velocity set to simulate the NSE in 3D and can be very
efficiently implemented on GPUs [27].
We now turn our attention to the projection of velocity sets to lower-dimensional
spaces.
Figura 2.2: Orientación espacial de lo conjuntos D3Q15, D3Q19 y D3Q27.
cs = 1/
√
3. El conjunto D2Q9 es el único utilizado en simulaciones en dos dimensiones. En tres
dimensiones, los tres conjuntos más populares son D3Q15, D3Q19 y D3Q27. La elección de uno
u otro es una cuestión de compromiso entre la precisión requerida y el coste de computación, ya
que ambos aumentan con el número de velocidades discretas. Los resultados presentados en este
trabajo se han obtenido con el conjunto D3Q15, aunqu el programa informático desarrollado
permite camb ar de uno otro con facilid d.
i 0 1 2 3 4 5 6 7 8
wi 4/9 1/9 1/9 1/9 1/9 1/36 1/36 1/36 1/36
cix 0 1 0 −1 0 1 −1 −1 1
ciy 0 0 1 0 −1 1 1 −1 −1
Cuadro 2.1: Coeficientes y velocidades discretas del conjunto D2Q9.
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i 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14
wi
2
9
1
9
1
9
1
9
1
9
1
9
1
9
1
72
1
72
1
72
1
72
1
72
1
72
1
72
1
72
cix 0 1 −1 0 0 0 0 1 −1 1 −1 1 −1 −1 1
ciy 0 0 0 1 −1 0 0 1 −1 1 −1 −1 1 1 −1
ciz 0 0 0 0 0 1 −1 1 −1 −1 1 1 −1 1 −1
Cuadro 2.2: Coeficientes y velocidades discretas del conjunto D3Q15.
2.3. Discretización en el espacio y el tiempo
Por el momento, se ha logrado discretizar la ecuación de Boltzmann en el espacio de velocidades,
pero las funciones fi siguen siendo continuas en el espacio y en el tiempo. Para realizar esta
segunda discretización, mucho más sencilla que la anterior, puede utilizarse el método de las
características, que transforma una EDP en una ecuación diferencial ordinaria.
Nótese que la ecuación en velocidades discretas es una EDP hiperbólica no homogénea de la
forma:
∂φ
∂t
+ a · ∇φ = b (2.42)
donde a es un vector constante y b una función de φ, del espacio y del tiempo. Las variables x
y t considerarse una trayectoria, y parametrizarse con respecto a una variable s. En el caso de
la ecuación en velocidades discretas:{
x = x(s)
t = t(s)
=⇒
{
fi = fi(x(s), t(s))
Ωi + Fi = (Ωi + Fi)(fi(s),x(s), t(s))
(2.43)
Aplicando la regla de la cadena:
dfi
ds
=
(
∂fi
∂t
)
dt
ds
+
(
∂fi
∂xα
)
dxα
ds
= (Ωi + Fi) (s) (2.44)
Si se pretende que esta EDO tenga la misma forma que la ecuación en velocidades discretas,
puede imponerse con total libertad:
dt
ds
= 1 dxα
ds
= ciα (2.45)
Al integrar a ambos lados de la ecuación entre s = 0 y s = ∆t, con x(s = 0) = x0 y t(s = 0) = t0,
se obtiene:
fi(x0 + ci∆t, t0 + ∆t)− fi(x0, t0) =
∫ ∆t
0
(Ωi + Fi)(x0 + cis, t0 + s) ds (2.46)
Para calcular la integral se utiliza la regla del trapecio, la cual es una aproximación de segundo
orden: ∫ b
a
f(x) dx = b− a2 (f(a) + f(b)) +O
(
(b− a)3
)
(2.47)
De esta forma la integral se aproxima por:
∆t (Ωi + Fi)(x0, t0) + (Ωi + Fi)(x0 + ci∆t, t0 + ∆t)2 (2.48)
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lo que da lugar a un esquema implícito. Es posible obtener un esquema explícito de segundo
orden de precisión efectuando el cambio de variable propuesto por [ref]:
f˜i = fi − Ωi + Fi2 ∆t (2.49)
Este cambio de variable redefine el valor de la velocidad macroscópica:
u˜ = 1
ρ
∑
i
fici +
F∆t
2ρ (2.50)
así como los instantes de tiempo en que se evalúan el operador de colisión y el campo de fuerzas.
El término de fuerzas discretas queda sustituido por un nuevo término Si, llamado término de
generación, cuya relación con Fi depende del operador de colisión (cf. sección 2.4). Sin pérdida de
generalidad, no obstante, puede eliminarse la tilde de estas nuevas variables y escribir, finalmente,
la ecuación fundamental del método lattice-Boltzmann:
fi(x+ ci∆t, t+ ∆t) = fi(x, t) + ∆tΩi(x, t) + ∆t Si(x, t) (2.51)
Para terminar con esta primera parte del capítulo, queda por hacer un comentario respecto al
mallado. En los simuladores de Navier-Stokes tradicionales, solamente es necesario discretizar
las ecuaciones en el espacio y el tiempo. Para ello se utilizan los métodos de diferencias finitas,
volúmenes finitos o elementos finitos, que no imponen ninguna restricción teórica en cuanto a la
forma del mallado4.
Sin embargo, un simulador basado en lattice-Boltzmann debe tener en cuenta que las partículas
sólo pueden viajar de un punto a otro con ciertas velocidades permitidas, que son aquellas
contenidas en el conjunto ci. En otras palabras: las partículas con velocidad ci en el punto x y
en el instante t, llegan a los puntos vecinos de coordenadas x + ci∆t. Para garantizar que los
puntos a los que llegan estas partículas forman efectivamente parte del mallado, éste debe ser
uniforme, con una distancia entre puntos constante ∆x, de forma que los vectores de velocidad
ci sean múltiplos enteros de ∆x/∆t.
Los mallados para los conjuntos más habituales en tres dimensiones (D3Q15, D3Q19, D3Q27)
son cúbicos y alineados con los ejes cartesianos, de forma que ∆x = ∆x · (1, 1, 1). Este es el
mallado utilizado en este trabajo, que es con diferencia el más extendido. Sin embargo, existen
mallados con otras formas, (p. ej. hexagonal para el conjunto D2Q7) que revelan interesantes
similitudes con la teoría cristalográfica.
2.4. El operador de colisión MRT-BGK
Esta sección está dedicada a la caracterización del operador de colisión. Como se estableció al
principio del capítulo, Bhatnagar, Gross y Krook observaron que, por el mero hecho de colisionar,
las partículas se reorganizaban tendiendo al equilibrio maxwelliano. Con esta hipótesis, pudieron
4En la práctica, los mallados irregulares no son factibles en el método de diferencias finitas, y rara vez se
implementan con el método de volúmenes finitos.
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simplificar enormemente el operador de colisión, hasta entonces intratable, y expresarlo de una
manera sencilla y elegante:
∂f
∂t
+ ξ · ∇f = −1
τ
(f − feq) (2.52)
Esta ecuación - ecuación de Boltzmann en ausencia de fuerza externa y con el operador BGK -
se conoce con el nombre de ecuación de Boltzmann-BGK. La implementación numérica de este
operador es muy eficiente en términos de computación; sin embargo, la precisión de la solución
deja que desear y la estabilidad de la misma deviene fácilmente un problema.
La idea de estos autores no ha sido ni mucho menos desechada, y el operador original ha dado
lugar a toda una familia homónima de operadores mejorados, algunos más populares que otros.
De todos ellos, el más completo es el operador MRT-BGK (del inglésMultiple Relaxation Times),
y es el que ha sido implementado en el código de este trabajo.
De la misma forma que el operador BGK relaja la función de distribución hacia un equilibrio
a una velocidad característica, la idea del operador MRT es relajar en su lugar los momentos
de la función de distribución, cada uno con su propia constante de relajación. Las colisiones del
operador MRT, por tanto, tienen lugar en el espacio de momentos, y no en el espacio ordinario.
Para hacer tal operación, las funciones fi deben proyectarse primero en el espacio de momentos,
y ser traídas de vuelta al espacio ordinario después de haber aplicado el operador de colisión:
mi =
∑
k
Mikfk
m∗i = mi − ωi(mi −meqi )∆t
f∗i =
∑
k
M−1ik m
∗
k
(2.53)
Los momentos mi se han expresado como combinaciones lineales de las funciones fi. Este ra-
zonamiento es legítimo por analogía al utilizado en la sección 2.2 al decir que los momentos de
un cierto orden podían expresarse como sumas discretas de fi multiplicadas por polinomios de
Hermite. Así, podría definirse una matriz de transformación M, con elementos Mik, que proyec-
tara5 las funciones de distribución discretas en el espacio de momentos, así como una matriz de
transformación inversa M−1, con elementos M−1ik , para realizar la operación contraria. Ambas
matrices serían de dimensión q × q. Además, podrían agruparse las frecuencias de relajación ωi,
inversas de las constantes de relajación, en una matriz diagonal Λ:
Λ =

ω0 0 . . . 0
0 ω1 . . .
...
...
... . . .
...
0 0 . . . ωq−1
 (2.54)
El procedimiento matemático planteado arriba puede expresarse en forma matricial e integrarlo
5La matriz M no es una matriz de proyección en el sentido matemático, sino solamente una matriz de trans-
formación lineal, y por tanto no cumple las condiciones de simetría ni de idempotencia.
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en la ecuación de lattice-Boltzmann, lo que da lugar a6:
f(x+ ci∆t, t+ ∆t)− f(x, t) = −M−1ΛM [f(x, t)− f eq(x, t)] ∆t+ S(x, t)∆t (2.55)
Las funciones discretas están organizadas en un vector f = (f0, f1, ..., fq−1)>, al igual que los
términos de generación S = (S0, S1, ..., Sq−1)>. El cambio de variable realizado en (2.49) con el
operador MRT permite obtener la relación entre el término de generación y las fuerzas discretas:
S = M−1
(
I− ∆t2 Λ
)
MF (2.56)
Esta esquema numérico para implementar fuerzas, propuesto inicialmente por Guo et al [7], no
es único. De hecho, en la literatura hay gran cantidad de métodos diferentes. Cada variante
introduce parámetros libres o simplificaciones, con los consecuentes malabarismos necesarios
para no alterar ni los fenómenos físicos subyacentes ni el orden de precisión del esquema. Todo
ello para ahorrar en coste de cálculo, allí donde las condiciones del problema lo permiten. El
método de Guo es, en cualquier caso, el más general y coherente a nivel teórico.
Retomando el operador de colisión, se verá a continuación cómo construir la matriz de transfor-
mación M. El algoritmo más utilizado es el de Gram-Schmidt, del cual se obtiene una matriz
cuyas filas son vectores ortogonales. La ortogonalidad de los vectores es suficiente, sin que sea
necesaria la ortonormalidad.
El algoritmo se aplica a un conjunto de vectores de partida {vi} linealmente independientes,
para obtener las filas M i según la construcción siguiente:
M0 = v0
M1 = v1 −M0 M0 · v1
M0 ·M0
...
M q−1 = vq−1 −
q−2∑
i=0
M i
M i · vq−1
M i ·M i
(2.57)
Ya se ha visto anteriormente que los momentos de fi pueden expresarse como en función de
tensores del conjunto {ci}. Los vectores de partida {vi} que se buscan son entonces de la forma:
clixc
m
iyc
n
iz, l,m, n ≥ 0 (2.58)
debiendo encontrar una base de q vectores independientes. El procedimiento no es trivial, ya que
la condición de isotropía del conjunto {ci} se limita a los tensores de orden igual o menor que 5.
En consecuencia, algunos vectores vi provenientes de tensores de orden superior son linealmente
dependientes de vectores obtenidos de los tensores de orden inferior.
Queda, por último, fijar el valor de las frecuencias de relajación contenidas en la matriz Λ. Como
se verá en la siguiente sección, dedicada al análisis de Chapman-Enskog, algunas de ellas están
relacionadas con la viscosidad de la masa fluida, mientras que otras carecen de significado físico.
6Se recuerda que, si bien el aspecto de la ecuación lattice-Boltzmann con el operador MRT es algo diferente a
la ecuación escrita en 2.51, se trata de la misma ecuación escrita en forma matricial, y las expresiones dadas para
el cálculo de las funciones de equilibrio discretas y de los términos Fi siguen siendo válidas.
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2.4.1. Análisis de Chapman-Enskog
El análisis de Chapman-Enskog es una de las herramientas más versátiles y ampliamente uti-
lizadas del método lattice-Boltzmann. Por un lado, permite conocer de qué forma un modelo
concreto reproduce las ecuaciones de conservación a nivel macroscópico y cuál es su ecuación de
estado. Por otro lado, proporciona el orden de precisión de un esquema numérico dado y algunas
de sus condiciones de estabilidad.
Este análisis llega a ser extraordinariamente complejo cuando se aplica a modelos con operadores
de colisión avanzados como el MRT-BGK. Por esta razón, sólo se exponen aquí las líneas generales
de su desarrollo. El objetivo de aplicar el análisis en este trabajo es triple:
Eliminar la dependencia del tensor de flujo de cantidad de movimiento y la función de dis-
tribución, para obtener una ecuación de conservación cerrada que no dependa de variables
mesoscópicas.
Encontrar la ecuación de estado del sistema.
Deducir el papel que juegan las frecuencias de relajación del operador de colisión en el
comportamiento hidrodinámico del fluido.
En primer lugar, se expresa la función de distribución como una serie infinita:
fi =
∞∑
n=0
nf
(n)
i = f
(0)
i + f
(1)
i + 2f
(2)
i + ... (2.59)
donde  es el número adimensional de Knudsen, aunque su valor concreto no tiene importancia
aquí. Si se identifica f (0)i = f
eq
i , la función de distribución puede interpretarse como la suma
de una componente de equilibrio y una serie de perturbaciones, de orden creciente, en torno a
dicho equilibrio. Por esta razón, la ecuación anterior se conoce con el nombre de ecuación de
perturbación. Un razonamiento similar puede aplicarse a las fuerzas discretas:
Fi =
∞∑
n=0
nF
(n)
i = F
(1)
i + 2F
(2)
i + ... (2.60)
donde obviamente F (0)i = 0, al tratarse de un equilibrio maxwelliano. Un análisis de las soluciones
realizado a posteriori revela que para llegar a las ecuaciones de Navier-Stokes, basta con truncar
ambas series de forma que:
fi = feqi + f
(1)
i +O(2) Fi = F (1)i +O(2) (2.61)
Por otro lado, haciendo un desarrollo en serie de Taylor de la ecuación de lattice-Boltzmann y
truncando al segundo orden, se tiene:
∆t
(
∂
∂t
+ ciα
∂
∂α
)
fi +
∆t
2
(
∂
∂t
+ ciα
∂
∂α
)2
fi +O(∆t3) = (Ωi + Si)∆t (2.62)
Introduciendo las series truncadas (2.61) en (2.62) y operando se llega a una ecuación de la forma
P () = 0, con P un polinomio en . El coeficiente de la potencia n de este polinomio depende
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de los coeficientes de la potencia n−1 de las ecuaciones de perturbación. Para cada orden del
número de Knudsen puede plantearse por tanto una ecuación semi-independiente.
La interpretación física es que las ecuaciones que surgen de órdenes de perturbación pequeños
son ecuaciones del movimiento ideal, y que los órdenes de perturbación superiores corrigen estas
idealidades, resultando en ecuaciones del movimiento más complejas. Para una perturbación
infinitesimal, se obtienen las ecuaciones de Euler, que describen el movimiento de un fluido
exento de viscosidad. Para una perturbación de orden mayor - la que se ha planteado aquí - las
ecuaciones de Euler añaden un término correctivo que resulta en las ecuaciones de Navier-Stokes.
El operador de colisión, a través de sus condiciones de conservación, es clave para establecer cuál
es la corrección que realiza una perturbación de orden n sobre la ecuación de orden n− 1. Una
vez expresada esta ecuación de forma cerrada (sin dependencia de otros órdenes de perturbación)
pueden calcularse sus momentos. Estos momentos, se recuerda (cf. sección 2.1) dan lugar a las
ecuaciones de conservación de la masa y cantidad de movimiento. En ellas pueden identificarse:
La ecuación de estado del sistema:
p = ρc2s (2.63)
La viscosidad cinemática y la viscosidad volumétrica, como funciones de ciertas frecuencias
de relajación:
ν = c2s
( 1
ων
− ∆t2
)
νB = c2s
( 1
ωe
− ∆t2
)
− ν3 (2.64)
La posición de estas dos frecuencias ων , ωe en la matriz Λ depende del conjunto DdQq utilizado,
al igual que la dimensión de la matriz. Por ejemplo, para el conjunto D3Q15, la matriz tiene la
forma:
Λ = diag(ωρ, ωe, ω, ωj , ωq, ωj , ωq, ωj , ωq, ων , ων , ων , ων , ων , ωm) (2.65)
Las frecuencias de relajación corresponden a las de la densidad, la energía, el flujo de calor y
a otras magnitudes similares. La viscosidad volumétrica νB es un parámetro importante única-
mente en flujos compresibles, por lo que, en la práctica, todas las frecuencias de relajación de
la matriz Λ pueden variarse libremente con el objetivo de mejorar la estabilidad numérica sin
afectar visiblemente al comportamiento hidrodinámico, con la excepción de ων que debe además
satisfacer la condición de viscosidad no negativa, ων∆t ≤ 2. Esta condición de estabilidad - y de
coherencia física - debe tenerse en cuenta al realizarse la elección de parámetros de simulación. A
pesar del abuso de notación con respecto al operador BGK, se define la constante de relajación,
τ , del operador MRT como el inverso de la frecuencia de relajación ων :
τ = 1
ων
(2.66)
Con la utilización del modelo MRT, la precisión de las soluciones obtenidas es independiente
de la constante de relajación τ , contrariamente al modelo BGK, también llamado SRT-BGK
(Single Relaxation Time) para subrayar el hecho de que este modelo utiliza una sola constante
de relajación. El operador de colisión MRT permite además realizar simulaciones estables de
sistemas multicomponente con una relación de viscosidades superior a 100. La modelización de
sistemas multicomponente es precisamente el objetivo de la próxima sección.
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Aquí concluyen los planteamientos con mayor contenido matemático. Las dos secciones que
quedan en este capítulo adoptan un punto de vista más pragmático, como transición entre unas
ecuaciones quizá difíciles de asimilar y su aplicación numérica, mucho más tangible.
2.5. Modelo de Shan-Chen
La existencia, en el problema físico de estudio, de dos componentes inmiscibles exige la introduc-
ción de un modelo de interacción entre las dos especies. La literatura ha tratado extensamente
el tema de los flujos multifásicos y multicomponentes, y tres modelos se han impuesto como los
más populares.
En primer lugar, el método del gradiente de color [3], el más antiguo, fue desarrollado por los
modelos precursores de lattice-Boltzmann, en especial el Lattice Gas Cellular Automata. Aquí,
las partículas de cada especie tienen un color diferente y son obligadas a permanecer juntas,
sin mezclarse con las demás. Esto se consigue gracias a la introducción de una perturbación del
operador de colisión. Una etapa de recoloración tiene lugar después de la colisión, redistribuyendo
las partículas con el fin de mantener una difusión nula de un componente en el otro.
En segundo lugar, el método de la energía libre [4] parte de la premisa de obtener un modelo
termodinámicamente consistente. El sistema tiende a un estado de mínima energía libre, con-
ducido por una fuerza termodinámica que deriva del potencial químico. Esta fuerza puede ser
introducida como una fuerza externa en el modelo, o bien bajo la forma de una modificación en
el tensor de persiones.
Finalmente, el modelo de Shan-Chen [5] adopta un planteamiento opuesto al modelo anterior,
partiendo de la definición de una fuerza de interacción entre partículas para deducir posterior-
mente la ecuación de estado del sistema y su caracterización termodinámica. Este modelo es el
que ha sido elegido para la realización de este trabajo, y la presente sección explica sus principios
e implementación numérica.
La definición de la fuerza de interacción de hace siguiendo ciertos principios:
• La fuerza total que actúa sobre las partículas situadas en x es la suma sobre todos los
sitios de interacción posibles x˜.
• La fuerza de interacción es proporcional a la densidad en x y a la densidad en x˜. Al-
ternativamente, la utilización de un pseudo-potencial o densidad efectiva ψ(ρ) permite
incrementar la estabilidad numérica.
• La dependencia espacial de la fuerza está contenida en una función G(x, x˜), llamada am-
plitud de fuerza.
La fuerza de interacción en x puede escribirse entonces de la siguiente manera:
FSC(x) = −ψ(x)
∫
(x˜− x)G(x, x˜)ψ(x˜) d3x˜ (2.67)
La elección de la forma concreta del pseudo-potencial está más bien ligada a las restricciones de
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una simulación que al comportamiento macroscópico del fluido. Por ejemplo, la expresión:
ψ(ρ) = ρ0
[
1− exp
(
− ρ
ρ0
)]
(2.68)
con ρ0 una densidad de referencia, asegura que el valor de FSC será finito incluso para valores
de densidad muy elevados. Sin embargo, el potencial utilizado en este trabajo es directamente
ψ(ρ) = ρ, lo que permite una simplificación del algoritmo numérico en favor de la velocidad de
computación.
La extensión a varios componentes es directa. La fuerza que actúa sobre las partículas de un
componente σ es la suma de las fuerzas de interacción con él mismo y con los demás componentes:
FSC(σ)(x) = −ψ(σ)(x)
∑
σ˜
∫
(x˜− x)Gσσ˜(x, x˜)ψ(σ˜)(x˜) d3x˜ (2.69)
Pueden realizarse ciertas simplificaciones con el fin de discretizar la fuerza de Shan-Chen. La
interacción entre partículas no vecinas es despreciable, de forma que Gσσ˜ = 0 por encima de un
cierto valor de |x˜−x|. Además, la amplitud de fuerza debe ser una función isotrópica. A la vista
de esta condición, la manera más simple de expresar la amplitud de fuerza en forma discreta es
utilizando las cantidades wi encontradas para un conjunto DdQq dado:
Gσσ˜(x,x+ ci∆t) = wiGσσ˜ (2.70)
La forma discreta de la fuerza de Shan-Chen es entonces:
FSC(σ)(x) = −ψ(σ)(x)
∑
σ˜
Gσσ˜
∑
i
wiψ
(σ˜)(x+ ci∆t) ci∆t (2.71)
En lo que respecta a las amplitudes de fuerza, queda señalar que los valores Gσσ van a ser
considerados nulos. La atracción entre partículas de la misma especie entraña la formación de
un sistema multifásico (líquido-gas), lo que no tiene interés alguno en el problema de estudio.
Para un sistema con dos componentes, por tanto, existe un solo valor de la amplitud de fuerza,
G = Gσσ˜ = Gσ˜σ. La fuerza de Shan-Chen tras estas simplificaciones es de la forma:
FSC(σ)(x) = −Gψ(σ)(x)
∑
i
wiψ
(σ˜)(x+ ci∆t) ci∆t (2.72)
G es negativa cuando la fuerza es de atracción, y positiva cuando la fuerza es de repulsión. El
valor de G en este trabajo será por tanto siempre positiva, con el fin de inducir la repulsión entre
los dos componentes.
El principal atractivo del modelo Shan-Chen es la manera natural en la cual ciertas propiedades
macroscópicas surgen como simple resultado de las interacciones. Por encima de un valor crí-
tico de G, dos componentes inicialmente mezclados se separan espontáneamente formando una
interfase más o menos definida. Conviene señalar que, al contrario que en los modelos basados
en las ecuaciones de Navier-Stokes, el método lattice-Boltzmann reproduce interfases difusas,
son frecuencia de varios nodos de espesor. Por tanto, existe siempre una cierta solubilidad entre
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las dos fases, independientemente del valor de G. Además de influir en esta solubilidad y de
provocar la formación de una interfase, la amplitud de fuerza determina la tensión superficial.
Una cuestión importante que se plantea, particularmente para los flujos capilares, es cuál es la
tensión superficial entre dos componentes que interactúan según este modelo. La ausencia de
una expresión analítica, la cual existe, no obstante, para otros modelos como el de la energía
libre, obliga a encontrar una de forma experimental [6]. La ecuación de Young-Laplace:
∆p = γ
( 1
R1
+ 1
R2
)
(2.73)
expresa el salto de presión en función de los radios de curvatura locales de la interfase. Basta
con realizar, por tanto, para un valor fijo de G, varias simulaciones en las cuales una gota de
un fluido se sitúa en el seno de otro fluido. La presión se mide para distintos valores del radio
de la gota, y una regresión lineal da entonces el valor de γ. Finalmente, para conocer la presión
en un punto en función de la densidad, es necesario recurrir a la ecuación de estado del modelo
Shan-Chen, que se presenta aquí sin demostración:
p = c2s
(
ρ(σ) + ρ(σ˜)
)
+Gc
2
s∆t
2 ψ
(σ)ψ(σ˜) (2.74)
La literatura propone varias maneras de implementar numéricamente la fuerza de Shan-Chen.
El esquema presentado por los autores del modelo original [1] introduce la fuerza en la velocidad
u de cada componente utilizada para el cálculo de las distribuciones de equilibrio feqi , sin la
adición de fuerzas de forma explícita mediante un término de generación Si. Sin embargo, el
esquema implica una dependencia problemática entre la tensión superficial y la constante de
relajación. El esquema de fuerzas de Guo, por otra parte, proporciona una tensión superficial
independiente de τ con la utilización de los términos de generación ya introducidos en el desa-
rrollo teórico. La velocidad u que determina la distribución de equilibrio es la misma para las
dos especies, y corresponde a la velocidad baricéntrica ub, definida como una extensión de la
velocidad macroscópica (ecuación 2.50) para un sistema multicomponente [7]:
ub =
1
ρ
∑
σ
(∑
i
f
(σ)
i ci +
∆t
2 F
SC(σ)
)
, ρ =
∑
σ
ρ(σ) (2.75)
Queda decir que la interacción sólido-líquido se obtiene gracias a la utilización de una densidad
artificial ρs, definida en las regiones sólidas, que induce un potencial ψs. La variación del valor
de ρs permite simular paredes con mojabilidad fuerte o débil a los distintos componentes, así
como regular el ángulo de contacto.
Antes de concluir la descripción del modelo de Shan-Chen, se tratarán algunos inconvenientes y
limitaciones del mismo. El primer lugar, el modelo carece de consistencia termodinámica. Esto
implica que la ecuación de estado no satisface, en general, la regla de las áreas de Maxwell, y
que la tensión superficial es diferente de la que proporcionaría un modelo termodinámicamente
consistente. Este defecto podría suplirse con la utilización de un potencial de la forma [8]:
ψ(ρ) = exp
(
−1
ρ
)
(2.76)
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el cual safisface la regla de Maxwell. Sin embargo, es problemático a nivel de estabilidad numérica.
Por suerte, la regla de Maxwell no es una condición de importancia para la simulación de flujos
monofásicos (sin coexistencia simultánea de líquido y gas), y la desviación de la tensión superficial
de su valor termodinámicamente consistente es despreciable en la mayor parte de los casos.
Por otro lado, el modelo de Shan-Chen viola la conservación local de la cantidad de movimiento.
Esto se debe a que la fuerza FSC es considerada como una fuerza externa. De nuevo, este incon-
veniente no es tan crítico como parece, pues es posible demostrar que la cantidad de movimiento
global en un dominio cerrado, como la superficie de una gota, se conserva de forma estricta.
En lo que concierne a aspectos puramente numéricos, deben tenerse en cuenta dos limitaciones
importantes. Por un lado, el valor de la amplitud de fuerza G está limitado por razones de
estabilidad. Ello significa que la tensión superficial es un parámetro de simulación restringido y
que, para la simulación de flujos capilares, se deberá variar las otras propiedades físicas relevan-
tes (como la viscosidad) para obtener el valor del número capilar deseado. Y, por otro lado, la
presencia de corrientes parásitas próximas a la interfase limita las posibilidades de simulación a
aquellas simulaciones en las que las velocidades características de flujo son más grandes que la
velocidad de estas corrientes. Las corrientes parásitas son el resultado de una isotropía imperfec-
ta, lo que implica la aparición de fuerzas tangenciales a las interfases, y su intensidad aumenta
con la tensión superficial [9]. Algunos autores [10, 11] han extendido el modelo de Shan-Chen
con una isotropía mejorada para reducir estas corrientes, teniendo en cuenta nodos más allá de
los inmediatamente adyacentes al punto donde se calcula la fuerza de interacción.
2.6. Condiciones de contorno
El último de los aspectos teóricos del método lattice-Boltzmann en relación con este trabajo con-
cierne el tratamiento de las condiciones de contorno. Tradicionalmente, los simuladores basados
en Navier-Stokes trabajan con la presión p y la velocidad u, y la elección de estas condiciones
se realiza directamente sobre estas variables. Una condición de tipo Dirichlet impone el valor
de la variable en cuestión, mientras que una condición de tipo Neumann impone el valor de su
derivada.
En los métodos lattice-Boltzmann, por el contrario, las condiciones de contorno no se aplican a las
magnitudes macroscópicas, sino a las funciones discretas fi. Esto supone una dificultad añadida,
puesto que las q variables mesoscópicas acumulan más grados de libertad que las variables
macroscópicas. Como resultado, existen varias condiciones de contorno distintas con el mismo
resultado en términos macroscópicos, cada una con sus ventajas e inconvenientes. Explicar todos
los tipos de condiciones de contorno es una tarea tediosa a la vista de la enorme cantidad de
algoritmos propuestos en la literatura [1]. Esta sección adopta un punto de vista pragmático,
limitándose a una breve descripción de las tres condiciones pertinentes para el sistema de estudio:
la condición de no-deslizamiento, la condición de velocidad constante y la condición de presión
constante.
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Bordes sólidos y esquema de Bounce-Back
El esquema de Bounce-Back [12], en adelante BB, es uno de los más utilizados en el método
lattice-Boltzmann en razón de su simplicidad, su estabilidad numérica y a la estricta conservación
de masa, esta última no siempre satisfecha en otros esquemas numéricos. La idea es hacer
rebotar las partículas fi, que llegan del seno del fluido al borde sólido con una velocidad ci,
y enviarlas de vuelta con velocidad opuesta −ci. El efecto conseguido es el mismo que el de
un muro rígido, impermeable, y que satisface la condición de no-deslizamiento en relación a la
velocidad macroscópica. La figura 2.3 ilustra el principio del BB aplicado a un muro recto en
dos dimensiones.
Figura 2.3: Ilustración del esquema de Bounce-Back en dos dimensiones.
El esquema BB pertenece a una familia de condiciones de contorno, llamadas de tipo link-wise,
que consideran que el muro está físicamente situado entre dos puntos del mallado, de forma que
de un lado se encuentran los nodos fluidos, y del otro lado los nodos sólidos. El algoritmo BB
se aplica, naturalmente, solamente a los nodos sólidos. Para un muro fijo, cada nodo sólido de
posición xS aplica la siguiente ecuación:
fi′(xS, t+ ∆t) = f∗i (xS, t) (2.77)
donde i′ satisface la condición ci′ = −ci. La función f∗i denota la función de distribución fi
después de la aplicación del operador de colisión. Puede verificarse que, tras la aplicación del
Bounce-Back, la velocidad macroscópica es nula (u = 0) en la superficie a medio camino entre
los nodos sólidos y los nodos del dominio fluidos.
A pesar de las ventajas del esquema BB, la precisión dada a las soluciones es inferior cuando
las superficies sólidas no son planos alineados con el mallado. La aproximación en escalera dada
para superficies irregulares (cf. figura 2.4) es de primer orden con respecto a la discretización
numérica, por lo que implica una disminución de la precisión de la solución. Sin embargo y,
especialmente en el caso de simulaciones en tres dimensiones, la estabilidad numérica del BB
le convierte en un candidato igual, si no mejor, que otros esquemas más complejos, hasta el
punto de ser el único método capaz de simular flujos alrededor de geometrías complejas, como
los medios porosos [13].
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Figura 2.4: Aproximación en escalera de un borde sólido irregular. Los cuadrados negros denotan
nodos sólidos, y los cuadrados grises y blancos corresponden a nodos fluidos.
Condición de entrada a velocidad constante
Las condiciones de entrada y salida, al contrario que los bordes sólidos, son condiciones abiertas
en las cuales el fluido puede entrar o salir del dominio de simulación. La condición de entrada a
velocidad constante es equivalente, a nivel macroscópico, a imponer un caudal sobre una sección
dada. Ello puede hacerse añadiendo una cantidad de partículas f+i a cada paso de tiempo ∆t,
sobre el dominio de entrada definido por los puntos xE :
fi(xE, t+ ∆t) = fi(xE, t) + f+i (xE) (2.78)
Las cantidades f+i (xE) deberían ser suficientemente pequeñas para que la densidad no sufra
variaciones importantes propias de los flujos compresibles.
ρ(xE, t+ ∆t) ' ρ(xE, t) (2.79)
La suma de las funciones fi que deben añadirse en cada punto xE es función de la velocidad
impuesta: ∑
i
f+i (xE) = ρ+(xE) = uE(xE)∆x2∆t (2.80)
Esta relación no es suficiente para definir completamente la condición de entrada. Hace falta
todavía elegir el valor de cada f+i de forma que reproduzcan el mismo comportamiento hidro-
dinámico. El procedimiento más simple es asignarles su valor de equilibrio maxwelliano para la
velocidad impuesta. Por tanto:
f+i (xE) = f
eq
i (ρ+(xE),uE(xE)) (2.81)
La condición de entrada está ahora bien establecida, puesto que los momentos de las funciones
de distribución son iguales a la velocidad de partida:∑
i
cif
+
i (xE) = uE(xE) (2.82)
Dado que, en la geometría estudiada (cf. sección 4.1), los dominios de entrada son secciones
cilíndricas, el perfil de velocidad impuesto en cada entrada corresponde a un flujo de Poiseuille.
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Condición de salida a presión constante
Dada la naturaleza del problema estudiado, el flujo de sale del dominio de simulación es a priori
desconocido. En efecto, los caudales de entrada interactúan y salen libremente, allí donde la
geometría lo permite. Sin embargo, no puede saberse cuál de los dos componentes (o, más bien,
en qué proporción) sale en un punto del mallado xS en el instante t. La condición de salida
debería adaptarse tanto a la salida de un fluido homogéneo como a la salida de una gota en
suspensión, con las consecuentes irregularidades en el campo de presiones. Las condiciones de
contorno para flujos multicomponente son todavía un tema de investigación [14] que persigue
reproducir un comportamiento natural de estos flujos. La condición impuesta en este trabajo es
simplemente la de una presión constante a lo largo de la sección de salida. La presión constante
se impone en lattice-Boltzmann cambiando la densidad en virtud de la ecuación de estado:
p = c2sρ (2.83)
o, en su defecto, en virtud de la ecuación de estado del modelo Shan-Chen. La conclusión es la
misma para los dos: la imposición de la densidad es equivalente a la imposición de la presión en
términos macroscópicos.
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Algoritmo y estructura del programa
En este capítulo se describe, en dos partes, el simulador lattice-Boltzmann construido
a partir del modelo teórico. La primera sección habla a grandes rasgos del algoritmo
de cálculo, es decir, de la rutina que sigue el programa durante su funcionamiento. La
segunda sección analiza la estructura del programa desde el punto de vista informático,
utilizando un lenguaje técnico propio de la programación orientada a objetos.
3.1. Algoritmo de cálculo . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
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3.1. Algoritmo de cálculo
El algoritmo de lattice-Boltzmann más elemental es aquel en el que no hay fuerzas externas
ni condiciones de contorno: sólo partículas y colisiones. Un programa así construido no tiene
ningún interés práctico más allá de sus fines didácticos, pero todos los algoritmos más complejos
se construyen a partir de éste. El algoritmo básico de lattice-Boltzmann consta de dos etapas:
colisión y propagación. Dicho algoritmo soluciona la ecuación de lattice-Boltzmann desglosándola
en dos partes:
f∗(x, t) = f(x, t) + Ω [f(x, t)− f eq(x, t)] ∆t
f(x+ ci∆t, t+ ∆t) = f∗(x, t)
(3.1)
La primera ecuación corresponde a la etapa de colisión: se modifican los valores de las funciones
discretas fi en cada punto, como resultado de aplicar el operador de colisión. La segunda ecuación
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es la de propagación (en inglés streaming): las partículas1 viajan a los puntos vecinos al tiempo
que se incrementa el contador de tiempo en ∆t. Las partículas que llegan a un punto del mallado
tras la propagación entran otra vez en colisión, se propagan... repitiéndose el algoritmo un cierto
número de veces. La figura 3.1 muestra gráficamente cómo sería este algoritmo en un mallado
bidimensional, para el cual se utiliza el conjunto D2Q9.3.2 The Lattice Boltzmann Equation in a Nutshell 65
Streaming
Fig. 3.1 Particles (black) streaming from the central node to its neighbours, from which particles
(grey) are streamed back. To the left we see post-collision distributions f ?i before streaming, and to
the right we see pre-collision distributions fi after streaming
P
i ci fi D !u.6 The equilibrium f eqi depends on the local quantities density ! and
fluid velocity u only. These are calculated from the local values of fi by (3.1), with
the fluid velocity found as u.x; t/ D !u.x; t/=!.x; t/.
The link between the LBE and the NSE can be determined using the Chapman-
Enskog analysis (cf. Sect. 4.1). Through this, we can show that the LBE results in
macroscopic behaviour according to the NSE, with the kinematic shear viscosity
given by the relaxation time " as
# D c2s
!
" ! $t
2
"
; (3.5)
and the kinematic bulk viscosity given as #B D 2#=3. Additionally, the viscous
stress tensor can be calculated from fi as
%˛ˇ " !
!
1 ! $t
2"
"X
i
ci˛ciˇf
neq
i ; (3.6)
where the non-equilibrium distribution f neqi D fi ! f eqi is the deviation of fi from
equilibrium. (However, computing the stress tensor explicitly in this way is usually
not a necessary step when performing simulations.)
3.2.2 The Time Step: Collision and Streaming
In full, the lattice BGK (LBGK) equation (i.e. the fully discretised Boltzmann
equation with the BGK collision operator) reads
fi.xC ci$t; tC$t/ D fi.x; t/ ! $t
"
#
fi.x; t/ ! f eqi .x; t/
$
: (3.7)
6As a consequence of this, mass and momentum are conserved in collisions. This conservation can
be expressed mathematically as
P
i ˝i D 0 and
P
i ci˝i D 0.
igura 3.1: Ilustración del algoritmo lattice-Boltzmann compu sto de dos etapas: colisión y
propag ción [1].
El problema que se plantea en este trabajo es ciertamente más complejo. En líneas generales,
deben añadirse el cómputo del campo de fuerzas y la aplicación de las condiciones de contorno.
Al intentar determinar en qué orden realizar las operaciones, entran en juego:
Cuestiones de concepto, por ejemplo: ¿los momentos macroscópicos se calculan después de
la colisión o después de la propagación?,...
Necesidades prácticas del programa, por ejemplo: el cómputo de la fuerza de Shan-Chen
requiere haber calculado el potencial, que a su vez requiere haber calculado la densidad,...
El diseño general del algoritmo requiere ciertas precauciones, pero no es conceptualmente difícil,
y suele hacerse conforme se escribe el código. Para el problema planteado en este trabajo se ha
implementado una rutina en ocho pasos:
1. Se calculan los momentos macroscópicos ρσ, uσ de cada especie σ a partir de sus funciones
de distribución fσi :
ρσ =
∑
i
fσi u
σ = 1
ρσ
∑
i
fσi (3.2)
2. Una vez conocidas las densidades de cada especie puede calcularse la fuerza de interacción
de Shan-Chen que actúa sobre cada una de ellas:
FSC(σ)(x) = −Gψ(σ)(x)
∑
i
wiψ
(σ˜)(x+ ci∆t) ci∆t (3.3)
1Aunque lo estrictamente correcto sea utilizar el término fu ci nes de distribución discretas, puede hablarse
simplemente de partículas que entran en colisión y se propagan, en favor de un lenguaje menos recargado.
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3. Conociendo el campo de fuerzas puede calcularse la velocidad baricéntrica del fluido y su
densidad, de la cual dependen las distribuciones de equilibrio maxwelliano:
ρ =
∑
σ
ρσ ub =
1
ρ
∑
σ
(
ρσuσ + ∆t2 F
SC(σ)
)
(3.4)
4. Se calculan las distribuciones de equilibrio de cada especie a partir de su densidad ρσ y de
la velocidad baricéntrica del fluido:
f
eq,(σ)
i = wiρσ
(
1 + ub · ci
c2s
+ (ub · ci)
2
2c4s
− ub · ub2c2s
)
(3.5)
5. Se repite una operación análoga para calcular las fuerzas discretas Fi a partir del campo
de fuerzas:
F σi = wi
(
ci − ub
c2s
+ (ci · ub)ci
c4s
)
· FSC(σ) (3.6)
6. Se aplica a las partículas de cada especie el operador de colisión y la adición del término
de generación, lo que proporciona los valores post-colisión de dichas partículas:
f∗(x, t) = f(x, t) + Ω [f(x, t)− f eq(x, t)] ∆t+ S(x, t)∆t (3.7)
7. Se propagan las partículas a los nodos vecinos de acuerdo a sus respectivas velocidades:
f(x+ ci∆t, t+ ∆t) = f∗(x, t) (3.8)
8. Se aplican las condiciones de contorno del problema:
Bounce-Back en la región sólida
Inyección de partículas en las secciones de entrada
Ajuste de la presión en la sección de salida
Esta rutina de cálculo se encuentra contenida en el llamado bucle principal de un simulador LB.
Debe repetirse tantas veces como pasos de tiempo ∆t se estime conveniente. Dentro del bucle
principal se encuentran las operaciones de escritura de ficheros - campos de velocidades, de
presión,... - para un posterior tratamiento de datos. Las operaciones de escritura no se ejecutan
a cada paso de tiempo, sino cada 100-1000 pasos de tiempo, dependiendo del refinamiento del
mallado. Previo a la ejecución del bucle principal tiene lugar la etapa de inicialización, que
comprende:
La inicialización en el sentido informático, es decir, la declaración de variables y la reserva
de su espacio en memoria. Estas variables son:
• Todos los parámetros relativos a la geometría (especialmente las dimensiones del
mallado), los que conciernen a propiedades físicas (viscosidades) y parámetros de
simulación (número de iteraciones,...).
• Las funciones discretas de cada especie.
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• Sus campos de densidad y de velocidad, así como de las fuerzas que actúan sobre
ellas.
• Los campos de densidad y velocidad de la masa fluida.
• Eventuales variables auxiliares, por ejemplo para mejorar el patrón de uso de la
memoria.
La inicialización en el sentido físico, es decir, la asignación de los valores iniciales a t = 0
de todas las variables. Cuando no interesa la respuesta transitoria del sistema a esta situa-
ción inicial, basta con inicializar todas las funciones discretas al correspondiente equilibrio
maxwelliano.
El programa finaliza una vez que el bucle principal alcanza el número máximo de iteraciones.
Ésta es, en líneas generales, la implementación numérica del modelo. Quedan varias cuestiones
por responder, especialmente sobre la elección de los parámetros de simulación y la correspon-
dencia entre una solución numérica y una solución física real. Estas cuestiones serán tratadas
en el próximo capítulo, pero antes, se discutirá con más detalle la estructura del programa y la
implementación de las rutinas de cálculo.
3.2. Estructura del programa
El programa consta de un fichero principal main.cpp y de varias librerías .h con la declaración de
diversas funciones y clases. Se ha elegido C++ como lenguaje nativo por su gran versatilidad y
por las pocas restricciones que impone al estilo de programación. El programa carece de interfaz
gráfica, y por lo tanto es necesario cierto conocimiento de su estructura para manipularlo. Su
extensión ronda las dos mil líneas.
3.2.1. Clases y funciones principales
Casi todas las clases del programa están declaradas como plantillas de un tipo T, por ejemplo:
template<typename T> class lattice. Este tipo determina se especifica en el fichero principal y
determina el tipo de variable que almacena las magnitudes físicas: densidad, velocidad, viscosi-
dad, ... En las simulaciones de CFD se suele utilizar el punto flotante de doble precisión, double.
En lo que sigue, se obviará el hecho de que todas las clases y funciones son plantillas del tipo T.
Las clases y funciones principales del programa son:
class lattice: la más importante. Un objeto de esta clase contiene todas las variables que
conciernen a una sola especie química.
struct parameters: una clase sencilla con todos los parámetros de simulación, tales como
las dimensiones del mallado, la viscosidad o la tensión superficial.
class geometry: functor que determina qué puntos del mallado pertenecen a entradas/sa-
lidas, paredes o interior del fluido. También contiene información sobre las condiciones de
contorno, como los los perfiles de Poiseuille de entrada.
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class dynamicOperator: clase virtual que se asigna a un punto del mallado y que realiza
sobre él ciertas operaciones de cálculo. A este conjunto de operaciones se le denominará en
adelante dinámica. La dinámica de un nodo fluido es distinta de la de un nodo sólido, y de
la de un nodo de entrada o salida, pero todas tienen tareas en común, como el streaming.
Siguiendo un sencillo esquema de herencias, las dinámicas concretas se declaran a partir
de esta clase virtual dynamicOperator.
class CollideAndStream: functor que ejecuta todas las sentencias de cálculo a cada itera-
ción del bucle principal. Guarda, entre otros, vectores de objetos de tipo dynamicOperator
y punteros a los objetos de clase lattice.
namespace D3Q15, namespace D3Q19, ...: contienen las variables relativas a cada DdQq, como
son los vectores ci, los coeficientes wi o las matrices del operador de colisión.
class dataWriter: se encarga del guardado de resultados (creación de carpetas, escritura
de ficheros .txt, .ppm, .vtk, ...).
3.2.2. La clase lattice
Su declaración simplificada se muestra a continuación:
1 class lattice {
2 unsigned nx, ny, nz, Q;
3 static unsigned numberOfSpecies;
4 public:
5 lattice (parameters param , geometry Geometry) {
6 numberOfSpecies ++;
7 f = new double [param :: qFieldSize ]();
8 ... // otras reservas de espacio en memoria
9 for (unsigned i = 0; i<param:: latticeSize; ++i) {
10 rho[i] = param:: rhoInit(Geometry :: nodeType(i),numberOfSpecies );
11 ... // otras operaciones de inicialización física
12 }
13 }
14 double *f, *fOut;
15 std::vector <double > rho , ux , uy , uz, Fx, Fy, Fz;
16 };
17
18 lattice :: numberOfSpecies = 0;
Un objeto de esta clase contiene todos los campos escalares y vectoriales propios de una especie
química, así como sus distribuciones de partículas. El constructor del objeto asigna primero el
espacio en memoria para todas las variables, para lo que necesita el tamaño del mallado contenido
en parameters param, y asigna después los valores físicos a t = 0 en cada punto en función de la
geometría. La línea 10 asigna el valor inicial de la densidad de una especie como una función del
tipo de nodo (si es sólido, se asignará el valor de la densidad artifical) y del identificador de la
especie (obviamente, no se asigna la misma densidad a ambos componentes).
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Existe una clase similar a la clase lattice, que es la class mixture. Sus características son en
esencia las mismas, pero sus únicos miembros son la densidad total de la mezcla y la velocidad
baricéntrica.
Organización de la memoria en class lattice
La utilización de std::vector para almacenar los datos de magnitudes macroscópicas simplifica
enormemente las operaciones de escritura de resultados, así como las operaciones de control
de estabilidad (verificar que no aparezcan densidades negativas, velocidades elevadas o fuerzas
divergentes). Las poblaciones de partículas, por otro lado, se almacenan en arrays al estilo de
C, double* f, fOut, en favor de una implementación más sencilla de la etapa de streaming.
Un manejo eficiente de la memoria dinámica, que es la que utilizan tanto std::vector como
los punteros double*, exige el uso de vectores unidimensionales. Los elementos de un vector
n-dimensional (n ≥ 2) pueden ocupar posiciones de memoria alejadas entre sí en el heap del
programa, lo que disminuye drásticamente la eficiencia de cálculo. Utilizando vectores lineales
se favorece que todos los elementos de un vector ocupen posiciones de memoria adyacentes.
A cada punto físico (x,y,z) de un campo escalar le corresponde entonces una dirección [i] tal
que:
i = nz × (ny × x+ y) + z (3.9)
o, en el caso de un punto (x,y,z,q) para las partículas fq(x, y, z):
i = Q× (nz × (ny × x+ y) + z) + q (3.10)
Ambas transformaciones son biyectivas, es decir, para cada i existe una única n-upla (x,y,z) o
(x,y,z,q), según el caso. El programa maneja siempre posiciones lineales [i], y está construido
de forma que no necesite saber las coordenadas (x,y,z,q) del punto sobre el que opera. Como
mucho, necesitará saber cuántas posiciones de memoria desplazarse para situarse en un punto
vecino, por ejemplo, para calcular un gradiente. Es directo comprobar que estos desplazamientos
son:
∆ix = i(x+ cqx, y, z)− i(x, y, z) = nz × ny × cqx = φ(nz, ny, cqx)
∆iy = i(x, y + cqy, z)− i(x, y, z) = ny × cqy = φ(nz, cqy)
∆iz = i(x, y, z + cqz)− i(x, y, z) = cqz = φ(cqz)
(3.11)
es decir, son funciones únicamente del tamaño del mallado y del conjunto DdQq. Como ambos
son constantes durante toda la ejecución del programa, los desplazamientos sólo tienen que
calcularse una vez.
Las operaciones que se realizan sobre un punto i sin necesidad de desplazamientos físicos se
llamarán en adelante operaciones locales. A este tipo pertenecen el cálculo de momentos macros-
cópicos, la colisión, y la aplicación de condiciones de Dirichlet. Las operaciones con cálculo de
gradientes (fuerzas de interacción y condiciones de Neumann) y la etapa de streaming requieren
información de los puntos vecinos x + ci, y se las llamará operaciones extendidas. Análoga-
mente, los objetos que realizan operaciones locales se llamarán operadores locales, y los demás,
operadores extendidos. Todos los operadores son objetos de clase dynamicOperator.
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3.2.3. Las clases parameters y geometry
La struct parameters es una clase sencilla que contiene todos los parámetros de simulación. En
lugar de utilizarse un constructor, se crea una struct de este tipo en el programa principal y se
asigna el valor de sus miembros.
La clase geometry es una base abstracta que contiene una función virtual pura, virtual unsigned
nodeType() = 0. La clase flowFocusing es heredera de la base geometry e implementa un modelo
en 3D de la geometría flow-focusing, que será presentada en el capítulo siguiente. La ventaja
de utilizar bases abstractas es que desliga el funcionamiento del programa de una geometría
concreta, permitiendo alternar entre una y otra sin más que cambiar una línea de código.
3.2.4. Los operadores dinámicos
La familia de los operadores dinámicos es la más amplia del programa, con más de quince clases
herederas. No merece la pena incluir su implementación en este trabajo, pero sí discutir su
funcionamiento.
Los operadores dinámicos surgen como solución al problema de la simulación lattice-Boltzmann
sobre una geometría irregular. Los bucles for en las coordenadas (x, y, z), aunque parecen la
solución más obvia, no son adecuados porque sólo barren regiones ortoédricas del espacio, o
cuadrados en un plano 2D. Tampoco deben utilizarse sentencias if dentro de un bucle for, ya
que la eficiencia de cálculo disminuye notablemente.
La solución que se ha llevado a cabo es la de asignar a todos y cada uno de los puntos del
mallado uno - o varios - operadores dinámicos. De esta forma, el bucle principal hace un barrido
del mallado y llama al método dinámico implementado en cada operador. Algunos de estos
operadores - los asignados a regiones sólidas - no harán nada, otros realizarán una colisión, otros
una condición de contorno, etcétera. Los operadores pueden almacenar información concreta del
punto al que están asignados, razón por la cual son objetos en lugar de funciones. Por ejemplo,
un operador dinámico de tipo inletVelocity guarda el valor concreto de la velocidad que impone
en el punto al que ha sido asignado.
La gran mayoría de operadores, como el mrtCollision o el computeRhoU, no guardan información
local. Para estos objetos es suficiente con crear una instancia, y ligarla a varios puntos del mallado
mediante punteros, para evitar crear medio millón de copias iguales.
3.2.5. La clase CollideAndStream
Esta clase es la más extensa del programa. Como se ha dicho, se trata de un functor que contiene
todas las sentencias de cálculo que se ejecutan a cada iteración del bucle principal. El operador
de esta clase determina el orden en que se llama a los distintos operadores dinámicos. Este orden
está sujeto a restricciones y a una cierta sincronización. Por ejemplo, la fuerza de interacción de
Shan-Chen calcula un gradiente de densidades, por lo que, antes de llamar al operador extendido
correspondiente (forcedShanChen), debe haberse llamado al operador computeRhoU en todo el
dominio fluido.
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La clase CollideAndStream guarda naturalmente un vector de punteros a los operadores dinámicos
que actúan en cada punto del mallado.
Por último, cabe mencionar que la etapa de streaming requiere el uso de un vector auxiliar
(miembro fOut de la clase lattice) para que, al desplazar las partículas de un punto del mallado
a los puntos vecinos, no se escriba sobre valores que puedan necesitarse posteriormente. Los
operadores dinámicos realizan la colisión y la propagación en un solo paso, para optimizar el
patrón de acceso a la memoria. De esta forma las partículas propagadas de f se escriben en fOut.
Los valores de fOut son los que deben utilizarse en la siguiente iteración, por lo que al final de
la rutina de cálculo siempre se efectúa una permutación de punteros.
3.2.6. Aspecto del programa principal
Descritos los principales elementos del código, se presenta a continuación el programa principal:
1 #include "headers.h"
2
3 using namespace std;
4 using namespace D3Q15;
5
6 class flowFocusing : public geometry {
7 ... // implementación de la geometría
8 };
9
10 int main () {
11 parameters param;
12 param.resolution = 26;
13 param.comp1tau = 0.5345;
14 ... // otros parámetros de simulación
15 dataWriter outputManager(param );
16 flowFocusing ff(param);
17 lattice red(param ,ff), blue(param ,ff);
18 mixture mix(param ,ff);
19 vector <lattice*> lattices;
20 lattices.push_back(red);lattices.push_back(blue);
21 CollideAndStream collideAndStream(ff ,param ,lattices ,mix);
22 for (unsigned timeStep = 0; timeStep <param.maxStep; ++ timeStep) {
23 collideAndStream ();
24 if (timeStep % param.plotCycle == 0) {
25 outputManager.writeVtk(red ,"rho",timeStep );
26 if(checkNegativeRho(lattices )) return 0;
27 }
28 }
29 return 0;
30 }
Como puede verse, la elección del sistema DdQq se hace a través de su namespace. A excepción
de la geometría, no se manejan variables globales. Primero se especifican los parámetros de
simulación (líneas 11-14) y con ellos se define la geometría y se crea el objeto encargado de
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guardar los resultados en el disco duro. Con estos dos objetos se declaran dos mallados (uno
para cada componente) y un objeto de tipo mix. A continuación, se asigna la dinámica de cada
punto declarando el objeto collideAndStream. Ya dentro del bucle principal, se hacen llamadas
periódicas a este objeto y, cada cierto tiempo, se guardan en memoria la densidad del componente
red, en forma de modelo 3D, y se verifica que no aparezcan densidades negativas.
Por restricciones de tiempo, el código no ha podido ser paralelizado (se ejecuta en un solo
procesador). No obstante, muchas partes del mismo se han programado de forma que una futura
paralelización sea relativamente sencilla.
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Capítulo 4
Sistema físico y parámetros de
simulación
Este capítulo desarrolla un aspecto clave del trabajo: la correspondencia entre una
realidad física y un sistema simulado virtualmente. Debe llegarse a un método que
transforme las condiciones físicas del sistema en una serie de parámetros para la si-
mulación, de forma que los resultados de la misma sean extrapolables. Para establecer
este método, se siguen cuatro pasos: la descripción del sistema físico, la selección de
aquellas magnitudes clave que lo caracterizan, las limitaciones que impone la estabili-
dad del código informático y, finalmente, el planteamiento de las etapas o criterios más
adecuados para elegir los parámetros de simulación, en función de todo lo anterior.
4.1. Presentación del sistema físico . . . . . . . . . . . . . . . . . . . . . . 43
4.2. Magnitudes físicas importantes . . . . . . . . . . . . . . . . . . . . . . 44
4.3. Restricciones de estabilidad y sistemas de unidades . . . . . . . . . . 46
4.4. Elección de parámetros de simulación . . . . . . . . . . . . . . . . . . 47
4.1. Presentación del sistema físico
La geometría que debe representarse (cf. figura 4.1) se clasifica como una geometría de tipo flow
focusing en el estudio de los microfluidos. Sus dimensiones son del orden de las micras. Hay tres
canales (A, B y C) que convergen hacia una intersección, de la cual parte un tercer canal más
ancho (S). La geometría flow focusing se utiliza para formar suspensiones de un componente en
otro. Para ello, el componente que va a dispersarse en gotas, llamado fase dispersa, es inyectado
en el canal A al tiempo que el otro componente, llamado fase continua, se inyecta en los dos
otros canales de entrada, B y C. A medida que los componentes avanzan, la interfase entre los
dos se deforma bajo la acción de los caudales de la fase continua, que entran a contracorriente.
Este movimiento en pinza provoca eventualmente la fragmentación de la fase continua y la
formación de una gota. La geometría flow focusing no es la única utilizada para la formación
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Figura 4.1: Modelo en 3D de la geometría de flow focusing.
de gotas en microfluidos: las más conocidas (cf. figura 4.2), son las geometrías de flujo coaxial
y de cruce en T, esta última siendo la más estudiada en lo que respecta a las simulaciones con
lattice-Boltzmann [15, 16].
La geometría flow focusing de este trabajo se compone de tres canales de entrada cilíndricos de
100 micras de diámetro y un canal de salida de sección 100×300 micras. En los ensayos realizados
en laboratorio, la fase dispersa fue hexadecano, y la fase continua el agua. Los caudales de cada
fase varían entre 6 y 600 µl/min para la fase continua y entre 6 y 40 µl/min para la fase dispersa.
La tensión superficial se regula, con la adición de un tensioactivo no-iónico polisorbato, entre 7
y 40 mN/m.
4.2. Magnitudes físicas importantes
En el laboratorio, el estudio de la producción de gotas en este sistema se hace variando la relación
de caudales y la concentración de tensioactivo (es decir, la tensión superficial). La literatura [18,
19, 20] identifica sin embargo tres factores fundamentales con influencia sobre dicha formación.
El primero es directamente la relación entre el caudal inyectado de fase continua (subíndice c)
y el de fase dispersa (subíndice d):
ϕ = Qc
Qd
(4.1)
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Topical Review
Figure 1. Illustrations of the three main microfluidic geometries
used for droplet formation. (a) Co-flowing streams, (b) cross-
flowing streams in a T-shaped junction, and (c) elongational flow in
a flow focusing geometry. In each case the widths of the inlet and
outlet streams are indicated. It is assumed that the device is planar
with a uniform depth h.
of interfacial instabilities. These methods avoid moving
parts and explicit external actuation. Passive methods can
be grouped into three categories, characterized by the nature
of the flow field near pinchoff: (1) breakup in co-flowing
streams, (2) breakup in cross-flowing streams and (3) breakup
in elongational or stretching dominated flows. Schematic
illustrations of these three geometries are shown in figure 1.
In general, the fluid phase to be dispersed is driven into
a microchannel via a pressure-driven flow in which either
volume flow rate or applied pressure are controlled. A second
immiscible liquid is driven into a separate microchannel via
an independently controlled flow. The two streams meet at
a junction, at which the dispersed phase liquid extends to
form a ‘finger’ or ‘jet’. The geometry of the junction and
the volumetric flow rates of the two fluids determine the local
flow field, which deforms the interface. Eventually, a droplet
pinches off from the dispersed phase finger by a free surface
instability. Images depicting typical droplet breakup events in
the three main microfluidic geometries are shown in figure 2.
Steady flow of the two liquids yields periodic formation
of equal-size droplets in a continuous stream. Generically,
droplet breakup can be characterized by the competition
between local fluid stresses acting to deform the liquid interface
and capillary pressure acting to resist deformation. In addition,
the emerging droplet obstructs the junction as it grows, leading
to a dramatic increase in the upstream pressure, which also
drives pinchoff. The wettability of the nearby channel walls is
critically important to the process, determining which liquid
phase is dispersed.
In comparison with conventional methods, microfluidic
technologies for droplet formation yield considerably more
control over the droplet size and the uniformity. For
example, high-energy methods such as atomization, sprays,
and high-speed mixing yield broad size distributions due to
stochastic processes such as turbulent fluctuations. Pore-based
methods such as membrane emulsification [5], microchannel
emulsification [6, 7], and related methods [8–10] force
the two immiscible liquids together through a filter or a
microfabricated array of pores. Here, droplet size distribution
can be significantly narrower, but the pore size distribution
limits the uniformity of the resulting emulsion. Inkjet printing
is an example of a well-developed microtechnology in which
droplets fragment from a liquid jet emitting from a capillary
or a nozzle [11, 12]. This method allows for the formation
of very uniform streams, although the formation of secondary
satellite droplets must be controlled. External actuation of
the nozzle head is one method for tuning satellite formation,
and it also enables the ejection of a single droplet at a time
[13–15]. Several additional novel droplet formation methods
have been developed recently that offer substantial control
over uniformity and size, including selective withdrawal [16],
flow focusing [17, 18] and co-flowing a liquid past a capillary
tube [19]. Each of these methods utilizes a specific flow
field to promote the uniform breakup of a fine liquid thread.
Some of these methods motivated the development of specific
microfluidic geometries, and will be discussed in more detail
later in this review.
While selective withdrawal and flow focusing offer a
similar level of control over size and uniformity compared with
microfluidic methods, microfluidics offers several additional
advantages. As in any emulsion, the droplet interface encloses
its contents, enabling droplets to act as convenient vessels for
transporting materials and carrying out chemical reactions [2].
In microfluidics, the interface offers the significant added
benefit of preventing sample dispersion and fouling of the
channel walls. The ability to generate a wide range of precise
volumes allows for control over stoichiometry or reactant
inventories, and the ability to control downstream droplet
velocities, sorting, coalescence and internal mixing allows the
possibility of manipulating and imaging the spatial distribution
of droplets for time-resolved kinetics studies [20,21]. Finally,
the entire process is miniaturized, enabling the rapid analysis
of very small quantities of reagents in a portable, automated
and inexpensive format [4]. These capabilities have led to
the development of numerous applications that could not have
been realized in other ways. Protein crystallization, advanced
flow cytometry, enzyme kinetics studies, and DNA and blood
analysis are examples of biotechnology applications that
have been implemented in droplet-based microfluidic devices
[21, 22]. In addition, droplets have been used as reactors for
synthesizing materials with specific functionalities, including
polymeric microparticles, metallic nanoparticles, colloid or
lipid coated microcapsules and janus particles.
In this review, we describe recent microfluidic processes
for generating continuous streams of uniform droplets. We
emphasize passive methods, organizing these in terms of
the local flow field used to break the droplets. Three
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Figura 4.2: Geometrías de flujo coaxial (arriba) y de cruce en T (abajo) utilizados en microfluidos
para la formación de gotas [17].
El segundo es el número capilar, ligado a la tensión superficial γ, a la viscosidad dinámica µ y
a una velocidad característica 〈u〉:
Ca = µ〈u〉
γ
(4.2)
A lo largo de este trabajo, el número capilar de referencia será el de la fase dispersa. µ rá por
tanto la viscosidad del hexadec no ( lrededor de 3 mPa/s en función de la temperatura) y 〈u〉
la velocidad media en el canal de entrada de la fase dispersa:
〈u〉 ∝ Qd (4.3)
El tercer parámetro es la relación de viscosidades:
αµ =
µd
µc
(4.4)
La relación de viscosidades dinámicas de este sistema vale alrededor de 3. En ause cia de fuertes
variaciones de temperatura, y al tratarse de las mismas especies químicas, se mantiene aproxima-
damente constante. En CFD es más pertinente utilizar la relación de viscosidades cinemáticas:
α = νd
νc
= µd/ρd
µc/ρc
(4.5)
la cual oscila alrededor de 4 para el dúo agua-hexadecano.
Otros parámetros que suelen tenerse en cuenta son, naturalmente, el número de Reynolds:
Re = 〈u〉D
ν
(4.6)
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y el número de Weber:
We = Ca · Re (4.7)
Éste último es de gran importancia en el estudio de la coalescencia. Como puede verse en la
tabla 4.1, el régimen es claramente laminar1. Diversos autores apuntan que, en estos casos, la
influencia del número de Reynolds en la formación de la gota suele ser despreciable. El número
de Weber, que depende de Ca y Re, es igualmente irrelevante.
Qd [µl/min] Dcanal µ[m] 〈u〉 [m/s] γ [mN/m] Ca Re
10 100 0,021 35 0,002 0,54
30 100 0,064 25 0,008 1,63
60 100 0,127 10 0,038 3,26
Cuadro 4.1: Valores de los números adimensionales para algunos casos reales de experimentos
en laboratorio.
Las magnitudes que deben mantenerse constantes entre realidad física y simulación son entonces
el número capilar y las relaciones de caudales y viscosidades ϕ, α. Cabe señalar que la importancia
del número capilar es mayor cuanto menor es su valor. Éste se encuentra en el intervalo 10−3−0,05
para las condiciones de estudio.
4.3. Restricciones de estabilidad y sistemas de unidades
A continuación se plantean los criterios ligados al método lattice-Boltzmann que permiten elegir
correctamente los parámetros de estabilidad. Las relaciones entre ciertas propiedades mesoscó-
picas (τ , G) y sus equivalentes macroscópicos (ν, γ) van a suponerse conocidas. El sistema físico
estudiado tiene su sistema de unidades (por ejemplo, el Sistema Internacional), mientras que
el algoritmo lattice-Boltzmann utiliza sus propias unidades, y todas las propiedades físicas son
al final cifras sin dimensiones. Por ejemplo, el paso de tiempo discreto en lattice-Boltzmann se
iguala habitualmente a la unidad, ∆t = 1, al igual que ∆x = 1. Estas cifras no representan
ninguna realidad física mientras no sea establecida una analogía para pasar de las unidades LB
a las unidades físicas. Sin entrar en los detalles del sistema de unidades de simulación, es posible
deducir algunos criterios de estabilidad y de precisión de las soluciones.
El primer criterio de estabilidad retoma la ecuación (2.64), resultado de aplicar el análisis de
Chapman-Enskog al operador MRT. Se trata de la relación entre la viscosidad y la constante de
relajación:
ν = c2s
(
τ − ∆t2
)
(4.8)
Para que el algoritmo sea estable, la viscosidad debe ser no negativa, τ ≥ ∆t/2. Tal y como
acaba de señalarse, el paso de tiempo en lattice-Boltzmann es la unidad, por lo que una primera
condición de estabilidad es τ ≥ 0,5 para cada especie considerada. En la práctica, las constantes
1El número de Reynolds en la fase continua alcanza valores algo más elevados, al tratarse de un fluido menos
viscoso e inyectado a mayor velocidad.
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de relajación próximas de 1 proporcionan la mayor estabilidad numérica. Por otro lado, si las
constantes son muy grandes (τ > 1,5), las partículas relajarán muy lentamente, volviéndose
impermeables a las perturbaciones - como las fuerzas de interacción - y comprometiendo así la
estabilidad.
El segundo criterio está relacionado con la compresibilidad. Los flujos simulados por el método
lattice-Boltzmann son débilmente compresibles, y no rigurosamente incompresibles. Gracias al
análisis de Chapman-Enskog, se sabe que los errores debidos a la compresibilidad - cuando se
simula un flujo incompresible - aumentan con el número adimensional de Mach. El número de
Mach local es la relación entre la norma de la velocidad y la velocidad del sonido:
Ma = |u|
cs
(4.9)
La necesidad de mantener un valor pequeño de Mach puede justificarse también a la vista de que
las funciones de equilibrio discretas feqi se aproximan como series de potencias de dicho número:
feqi = wiρ
(
1 + u · ci
c2s
+ (u · ci)
2
2c4s
− u · u2c2s
)
+O(Ma3) (4.10)
El valor del número de Mach se considera pequeño si Ma < 0,3. Por encima de este valor, los
efectos de la compresibilidad comienzan a ser importantes. Si es necesario obtener soluciones
precisas, entonces idealmente se fija Ma < 0,1. La velocidad del sonido en el método lattice-
Boltzmann se ha definido previamente (cf. sección 2.2):
cs =
1√
3
∆x
∆t
∆t=1−−−−→
∆x=1
cs =
1√
3
≈ 0,577 (4.11)
El criterio de precisión es entonces elegir las velocidades de entrada de forma que la velocidad
máxima en todo el dominio fluido sea siempre inferior a cs/10, es decir 0,0577.
Finalmente, un tercer criterio se obtiene de las características del modelo Shan-Chen. Es conve-
niente que la interfase de separación de ambas fases sea lo más estrecha y definida posible, lo que
se consigue con valores elevados de la amplitud de fuerza G. El valor máximo numéricamente
estable para unas condiciones de simulación concretas se determina empíricamente y en el caso
de este trabajo es G = 3,4. Para este valor, se ha realizado el test de Young-Laplace para deducir
el valor de la tensión superficial (ver sección de resultados), el cual es γ = 0,05 en unidades de
simulación.
4.4. Elección de parámetros de simulación
A partir de los parámetros físicos mencionados anteriormente y de los criterios de estabilidad
y precisión, se desarrolla en este punto final del capítulo un método para elegir los parámetros
de simulación que se adapten mejor a las especificaciones del problema. En lo que sigue, las
variables de simulación se denotarán con un asterisco (*) para diferenciarlas de las variables
físicas de partida.
En conjunto, se debe elegir el valor de ocho variables (llamando a los dos componentes R y B):
Aurelio Hurtado de Mendoza 47
CAPÍTULO 4. SISTEMA FÍSICO Y PARÁMETROS DE SIMULACIÓN
1. Densidades de referencia: ρR∗ y ρB∗
2. Viscosidades cinemáticas/constantes de relajación: τR∗, τB∗
3. Caudales de entrada/velocidades: |u|R∗E , |u|B∗E
4. Tensión superficial γ∗, es decir amplitud de fuerza G
5. Refinamiento espacial del mallado. Se cuantifica mediante el parámetro N . N se define por
convenio como el número de nodos de espesor ∆x∗ = 1 que representan una distancia en
el espacio equivalente al diámetro de los canales de entrada, Dcanal. Esta definición liga
de forma simple y directa el refinamiento del mallado con el número de Reynolds de la
simulación:
Re∗ = u
∗N
ν∗
(4.12)
Estas ocho variables están sometidas a tres restricciones (analogía del número capilar y de
relación de caudales y viscosidades):
Ca = Ca∗ ϕ = ϕ∗ α = α∗ (4.13)
Van a añadirse además tres restricciones: el valor de la tensión superficial, γ∗ = 0,05 y los valores
de las densidades ρR∗ = 1 = ρB∗, siendo ésta última una elección corriente en la literatura.
No quedan más que dos grados de libertad por cubrir. Puede elegirseN , que no tiene influencia en
el número capilar ni en las relaciones de caudales y viscosidades, pero cuyo valor debe ser fijado
como compromiso entre la precisión de las simulaciones y el tiempo de cálculo que requieran. El
otro valor va a ser la velocidad de entrada del componente R, identificado con el hexadecano.
La geometría del problema deja ver que las velocidades más elevadas aparecerán justo antes del
ensanchamiento del canal de salida, donde confluyen los dos caudales de entrada. Una estimación
de la velocidad en esta región puede ser, con Ω∗ la sección de los cilindros:
u = Q
∗
d +Q∗c
Ω∗ =
Q∗c(1 + ϕ)
Ω∗ =
〈uR〉∗Ω∗(1 + ϕ)
Ω∗ = 〈u
R〉∗(1 + ϕ) (4.14)
Un criterio adecuado puede ser elegir una velocidad media de entrada 〈uR〉∗ tal que:
〈uR〉∗ = 0,1cs/2
ϕ+ 1 ≈
0,029
ϕ+ 1 (4.15)
Una vez elegidas la resolución N y la velocidad 〈uR〉∗, las otras variables están ya determinadas:
〈uB〉∗ = ϕ2 〈u
R〉∗ τR∗ = 12 +
1
c2s
γ∗Ca
〈uB〉∗ τ
B∗ = 12 +
τR∗ − 0,5
α
(4.16)
Si bien con el método descrito rara vez se da el caso, puede ser necesario variar el valor de
partida de 〈uR〉∗ para que las constantes de relajación se mantengan en un intervalo de valores
aceptable. Finalmente, conviene comparar el valor del número de Reynolds Re∗ obtenido con
respecto al número de Reynolds físico. Por regla general, cuanto más pequeño sea el número
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de Reynolds, menos influencia tendrá sobre el comportamiento del flujo. Una cierta desviación
de la analogía de Reynolds es aceptable en régimen laminar. Si procede, puede variarse N para
acercar los valores de Re∗ y Re. No obstante, la analogía exacta es con frecuencia muy costosa
en términos de computación, especialmente cuando el número capilar desciende por debajo de
0,01.
Para concluir el capítulo, se plantea la cuestión de cuántos pasos de tiempo deben resolverse
para un intervalo de tiempo físico ts. Este intervalo en unidades lattice-Boltzmann se expresa:
t∗s = NI∆t∗ (4.17)
siendo NI el número de pasos de tiempo y ∆t∗ = 1, por convenio. Para responder a esta pregunta
se recurre a los factores de conversión entre los dos sistemas de unidades. El factor de conversión
de una magnitud física es la relación entre su valor en la realidad y su valor en unidades LB.
Por ejemplo, para el espacio, el factor de conversión podría calcularse de la siguiente forma:
Cl =
Dcanal
N
(4.18)
El factor Cl es del orden de 10−6 metros para el caso de estudio. Para Cl = 10−6, se deduce que el
espacio entre dos puntos adyacentes del mallado, separados por una distancia ∆x∗ = 1, es en la
realidad ∆x = 10−6 metros. El factor de conversión para la velocidad se obtiene análogamente,
por ejemplo:
Cu =
〈uR〉
〈uR〉∗ (4.19)
El factor de conversión de tiempo se deduce a partir de la relación:
Ct =
Cl
Cu
, NI = Ctts (4.20)
En función del valor del número capilar y del refinamiento del mallado, NI vale entre 200 000 y
1 000 000 para una simulación de un segundo de duración.
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Capítulo 5
Primeros resultados
A continuación se realiza en esta sección un análisis de los resultados de las simu-
laciones, con el objetivo de validar el método en relación con resultados experi-
mentales obtenidos en laboratorio.
5.1. Resultados de la prueba de Young-Laplace . . . . . . . . . . . . . . . 51
5.2. Identificación de los tres regímenes hidrodinámicos . . . . . . . . . . 52
5.3. Campos de velocidades . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
5.4. Algunas limitaciones sobre el valor de los parámetros . . . . . . . . 56
5.5. Interacción con las paredes . . . . . . . . . . . . . . . . . . . . . . . . . 57
5.6. Coalescencia . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
5.7. Influencia de la relación de caudales . . . . . . . . . . . . . . . . . . . 60
5.1. Resultados de la prueba de Young-Laplace
Tal y como ha sido comentado en los fundamentos teóricos, el modelo de Shan-Chen no permite
obtener una expresión analítica que relacione la tensión superficial γ con la amplitud de fuerza,
G. También se ha indicado que el valor de esta amplitud es constante en todas las simulaciones,
G = 3,4. Los resultados del test de Young-Laplace realizados para deducir el valor de γ se
presentan en las figuras 5.2, 5.1 y 5.3. El dominio de simulación es bidimensional (100 puntos ×
100 puntos).
El valor de la presión se mide en el interior de la gota y en el exterior. Como puede verse en la
figura 5.1, la presión disminuye bruscamente en la interfase como consecuencia de la forma de la
ecuación de estado. Esta región no debe tenerse en cuenta para calcular los saltos de presiones
con la ley de Young-Laplace. La regresión lineal realizada sobre los puntos obtenidos variando
el radio da una pendiente de aproximadamente 0,05, correspondiente al valor de γ según la ley
de Young-Laplace.
La presión es prácticamente constante en el interior de la gota, pero en el exterior las variaciones
son ligeramente más pronunciadas. Aunque estas variaciones no son realmente apreciables a la
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Figura 5.1: Campo de presiones alrededor de una gota, obtenido con el modelo de Shan-Chen.
El radio de la gota es de 14 unidades LB.
vista, se hace notar que el valor de ∆p es muy pequeño en comparación con los valores absolutos
de presión.
El cálculo de la tensión superficial no es factible directamente en una simulación con la geometría
que se utiliza en este trabajo, razón por la cual se recurre a casos simples como el test de Young-
Laplace. Se espera de todas formas un valor de γ muy similar en los dos casos, admitiendo
pequeñas variaciones como fuente de error experimental.
5.2. Identificación de los tres regímenes hidrodinámicos
En primer lugar, se observa la presencia de tres regímenes hidrodinámicos en función del valor
de los tres parámetros adimensionales Ca, ϕ et α. El primer régimen (cf. figura 5.4) corresponde
a valores elevados de la relación de caudales ϕ y valores moderados del número capilar, y se
caracteriza por la aparición de un hilo de corriente relativamente largo, al final del cual se forma
la gota. Este régimen se conoce con el nombre de jetting [17]. Cuando la relación de caudales o
el número capilar disminuyen, tiene lugar una transición hacia el régimen de dripping (cf. figura
5.5). Esta vez la gota se forma bastante antes, dado que el hilo de corriente se vuelve inestable
con mayor rapidez.
Finalmente, el tercer régimen (threading) aparece para valores del número capilar elevados y para
relaciones de viscosidades pequeñas. La formación de la gota, de acuerdo con la teoría, tiene lugar
a gran distancia del ensanchamiento de la sección de salida. La estabilidad del hilo de corriente de
la fase dispersa hace difícil su ruptura y, frecuentemente, en ausencia de perturbaciones propias
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Figura 5.2: Resultados del test de Young-
Laplace para la tensión superficial. G = 3,4.
La regresión lineal sobre estos puntos da el va-
lor γ = 0,05.
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Figura 5.4: Formación de gotas en régimen de jetting. Ca = 0,02, ϕ = 5 y α = 4.
Figura 5.5: Formación de gotas en régimen de dripping. Ca = 0,02, ϕ = 2 y α = 4.
a un sistema físico real, sale del dominio sin que tenga lugar la formación de una gota, como se
muestra en la figura 5.6.
Con el fin de evitar esta situación, la introducción en el dominio de una gota ya formada en
el instante inicial de simulación ayuda a provocar pequeñas perturbaciones en el campo de
velocidades. Esta técnica ha sido utilizada para simulaciones cuyas condiciones prevén un régimen
intermediario entre threading y el jetting. La gota se sitúa cerca del canal de salida, como puede
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Figura 5.6: Formación de un hilo de corriente en régimen de threading. Ca = 0, 08, ϕ = 3 y
α = 4.
Figura 5.7: Instante inicial de una simulación con una gota añadida para inducir perturbaciones
en el campo de velocidades.
verse en la figura 5.7. Las perturbaciones inducidas por el movimiento de esta gota permiten
obtener un campo de velocidades más realista, y a veces ello basta para inducir la inestabilidad
de Rayleigh-Plateau (cf. figura 5.8), de la cual se habla a continuación.
Un resultado prometedor en relación con los mecanismos de formación de la gota es la capacidad
del método para reproducir la inestabilidad de Rayleigh-Plateau. Es posible ver en la figura 5.6
los radios de curvatura típicos de esta inestabilidad. Esto es todavía más claro en la figura 5.8,
imagen obtenida en el instante anterior a la ruptura del hilo de corriente para parámetros de
simulación similares al caso precedente. La inestabilidad de Rayleigh-Plateau se observa también
en régimen de jetting. En una secuencia de imágenes, la figura 5.9 intenta ilustrar el fenómeno
de ruptura del hilo.
5.3. Campos de velocidades
El campo de velocidades de una simulación se muestra en la figura 5.10. Claramente, la velocidad
máxima se encuentra en la confluencia de los tres caudales de entrada, justo antes del ensancha-
miento del canal de salida. Es posible ver las corrientes alrededor de las gotas formadas. En el
interior de las gotas la velocidad es menor, lo que indica que las dos fases no avanzan al mismo
ritmo por el canal de salida.
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Figura 5.8: Ruptura del hilo de la fase dispersa por la inestabilidad de Rayleigh-Plateau. La
imagen permite distinguir dos radios de curvatura internos y dos externos. Ca = 0, 08, ϕ = 3 y
α = 4.
Figura 5.9: Secuencia de imágenes de un tiempo físico ∆t = 0,1 segundos. Inestabilidad de
Rayleigh-Plateau en régimen de jetting. La geometría es ligeramente diferente de la utilizada
por defecto, en cuanto al ensanchamiento del canal de salida. Re = 7, 4, ϕ = 2 y α = 3.
Se constata también la presencia de dos vórtices al lado de la salida. La condición de salida
impone un valor constante de la presión en toda la sección. Esto no es siempre cierto, ya que en
el interior de la gota la presión es más grande que en el exterior. Imponiendo el mismo valor de
la presión en toda la sección, las gotas que llegan al borde del canal salen más rápidamente de lo
que sería natural, dado que el gradiente de presión es más importante para la gota que para la
fase continua. El comienzo de este fenómeno se muestra en la figura 5.10, en la cual se ve que la
superficie de la gota se rompe en contacto con la condición de salida, y que la gota adopta una
forma más alargada. La gota desaparece rápidamente provocando pequeñas perturbaciones en
el campo de velocidades. Estas perturbaciones tienen la forma de dos vórtices principales al lado
de la gota y de dos vórtices más pequeños, situados entre cada uno de los vórtices principales y
la pared. Este comportamiento no es natural; sin embargo, no afecta al mecanismo de formación
de la gota. Como puede verse en la figura, el campo de velocidades a una distancia razonable de
la salida retoma su forma natural. Ciertamente, la condición de salida debería mejorarse para
un trabajo más profundo sobre el tema.
Las corrientes parásitas del modelo Shan-Chen no se observan en las simulaciones: son efectiva-
mente despreciables en comparación con las velocidades características.
Las figuras 5.11 y 5.12 muestran el campo de velocidades en régimen de jetting. Si se compara
el campo de velocidades en el centro de la última gota formada en la figura 5.10 y en el centro
de la gota que se está formando, se ve que la velocidad es más elevada en el primer caso. De
hecho, la gota que se forma en régimen de jetting, contrariamente a la que se forma en un
régimen de dripping, no se desplaza: aumenta su tamaño hasta la ruptura del hilo de corriente.
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Figura 5.10: Corte plano del campo de velocidades en régimen de dripping. Ca = 0,01, ϕ = 7 y
α = 4. En las regiones de velocidad elevada, el número de Mach es Ma ' 0,1.
Figura 5.11: Corte plano del campo de velocidades en régimen de jetting.
La fase continua, por el contrario, avanza alrededor de ella a una velocidad mayor, como puede
verse en el campo de velocidades. El avance de la fase continua provoca la aparición de cuatro
vórtices al final de la gota. Esto se puede apreciar en la figura 5.12, corte perpendicular al hilo
de corriente de la fase dispersa, y al final de la gota en formación. Estos vórtices pueden deberse
a la diferencia de velocidades entre la masa fluida y la película de lubricación que hay entre la
gota y la pared.
5.4. Algunas limitaciones sobre el valor de los parámetros
La variable que se evalúa, sea de manera cuantitativa o cualitativa, para decidir sobre la validez
del método es el tamaño de las gotas que se forman bajo condiciones análogas a las del labo-
ratorio. El método puede considerarse válido si el tamaño de gota es el mismo para los mismos
número capilar, relación de caudales y relación de viscosidades. En este sentido, debe tenerse
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Figura 5.12: Campo de velocidades en régimen de jetting. Corte perpendicular a la corriente de
entrada de la fase dispersa.
en cuenta que la formación de gotas pequeñas es un desafío en términos de cálculo, dado que,
si bien el refinamiento espacial requerido aumenta linealmente con la disminución del radio, el
tiempo de cálculo aumenta a la cuarta potencia.
La resolución mínima recomendada varía según los parámetros de simulación, pero en general
ronda el valor N = 26. Se recuerda que este valor representa el número de nodos comprendidos
en una distancia igual al diámetro de los canales de entrada, es decir 100 µm. Una resolución
demasiado pequeña altera los resultados debido al espesor de la interfase en relación con las
dimensiones características del problema, en especial del hilo de corriente de fase dispersa a su
paso por la intersección de los canales de entrada. Gotas demasiado pequeñas son susceptibles
de disolverse total o parcialmente en la fase continua, echando a perder los resultados. En la
mayor parte de los casos se utiliza una resolución N = 32. En función de la longitud del canal de
salida incluido en el dominio, el número de puntos del mallado varía entre 750 000 et 1 500 000.
5.5. Interacción con las paredes
Los resultados varían también según el tipo de interacción impuesto entre cada componente y la
pared. En ausencia de un valor experimental conocido, se sabe simplemente que las paredes son
hidrofílicas (mojabilidad fuerte para el caso del agua) y con mojabilidad débil al hexadecano.
La simulación de esta condición de mojabilidad se realiza por medio de una densidad artificial
en las paredes. Esta densidad es simplemente un valor numérico que no tiene relación ni inter-
actúa directamente con la masa fluida circundante, pero que sirve para provocar una fuerza de
repulsión entre componentes. De esta forma, una densidad elevada de componente azul en las
paredes provoca la repulsión de las gotas rojas que se aproximan a la pared. La regulación de las
proporciones de densidad rojo/azul en las paredes permite regular el ángulo de contacto de las
gotas. En todas las simulaciones, se fija una densidad en la pared de 0,5 para la fase continua
y de 0 − 0,05 para la fase dispersa (roja). La pared repele por tanto el fluido rojo y atrae el
fluido azul. No interesa el ángulo de contacto obtenido por una combinación concreta, dado
Aurelio Hurtado de Mendoza 57
CAPÍTULO 5. PRIMEROS RESULTADOS
(a) (b)
Figura 5.13: Imagen a dos instantes distintos de una simulación realizada con paredes con mo-
jabilidad media al hexadecano.
que de todas formas el valor físico de este ángulo es desconocido. Cuando menos, es importante
reproducir este comportamiento de forma cualitativa, sin el cual el resultado es radicalmente
distinto.
La figura 5.13 ilustra el comportamiento del hexadecano en ausencia de tensión superficial pared-
hexadecano. Se constata que el fluido rojo entra rápidamente en contacto con las paredes en el
momento en que los caudales de entrada de la fase continua deforman el hilo de corriente de
la fase dispersa. La fase dispersa entra en contacto con las paredes sin despegarse de ellas, en
razón de una afinidad más elevada con ellas que con el fluido rojo. En la figura 5.13(a) puede
incluso verse la formación de un anillo que avanza por el canal de salida, pero que se rompe casi
instantáneamente. La diferencia de tiempo entre las dos imágenes es de 200 pasos de tiempo, es
decir, menos de una milésima de segundo
Para terminar, se hace notar que, en las simulaciones realizadas con pared repelente al he-
xadecano, la tensión superficial pared-hexadecano es menor que la tensión superficial agua-
hexadecano, dado que la concentración de azul que se ha elegido para la pared (0,5) es menor
que la densidad de referencia del agua, que vale 1 en unidades lattice-Boltzmann (cf. sección
4.4).
5.6. Coalescencia
La coalescencia constituye el primer inconveniente sin solución evidente. El modelo original de
Shan-Chen, dada su simplicidad, fracasa a la hora de simular fenómenos más complejos que
tienen lugar en la interfase. Varios autores [21] han estudiado la dinámica de la coalescencia
con el modelo de Shan-Chen como un método válido para este tipo de simulaciones en CFD.
Sin embargo, el impedimento o la reducción de la coalescencia no son objeto de tanto interés.
Esto puede deberse a que la geometría más popular para simulaciones lattice-Boltzmann en
microfluidos es el cruce en T con sección constante. En esta geometría, las gotas rara vez se
aproximan sin que se dé la posibilidad de contacto entre ellas [22].
Con el modelo Shan-Chen, en el momento en que dos gotas se aproximan, las fuerzas repelen el
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(a) t = t0 (b) t = t0 + 500∆t
Figura 5.14: Coalescencia de gotas tras su formación. Ca = 0,01, α = 4, ϕ = 4.
líquido de la otra fase que se sitúa entre ellas provocando la coalescencia. En la realidad - o más
bien en la realidad que interesa a este trabajo - la presencia de un tensioactivo en la interfase
de separación evita este fenómeno en razón de (según dos teorías comúnmente aceptadas) la
alteración de las corrientes de Marangoni [18] o la presencia de fuerzas de interacción de medio
alcance.
En función de los parámetros de simulación, la coalescencia tiene lugar lejos de la región donde
se ha formado la gota (cf. figura 5.14), o más bien cerca (cf. figura 5.15). En el primer caso, es
razonable suponer que la formación de nuevas gotas no se ve alterada por la acción de aquellas
que coalescen. El diámetro de las gotas - medido en el instante correcto, por supuesto - sería
por tanto un resultado válido. Por el contrario, el segundo caso impide tener resultados útiles.
Las perturbaciones debidas a la coalescencia alteran no solamente el tamaño de las gotas que se
forman, sino también el mecanismo de su formación. Por ejemplo, en el caso de la figura 5.15,
ello provoca a largo plazo un cambio del régimen de dripping hacia un régimen de jetting.
Se ha intentado - sin éxito - resolver este problema añadiendo fuerzas artificiales de repulsión
entre dos gotas diferentes, incluso si son de la misma especie. El algoritmo de cálculo traza la
trayectoria de una gota y, desde el momento en que se separa del caudal de entrada de la fase
dispersa, se asocia a un identificador. Las partículas de gotas con un identificador diferente, a
partir de ese momento, se repelen mutuamente. Teniendo en cuenta la naturaleza difusa de la
interfase, es complicado decidir por debajo de qué valor crítico ρRcrit un punto dado pertenece
a la fase continua, y no a la fase dispersa. El método funciona en casos concretos, con gran
refinamiento del mallado para que el espesor relativo de la interfase sea muy pequeño. Cuando
la resolución es insuficiente, las gotas tienden a reducir su tamaño, dado que el algoritmo aumenta
ligeramente la solubilidad. Esta idea ha sido finalmente abandonada, al ser difícil de cuantificar
su influencia sobre la tensión superficial.
Al ser el tensioactivo el agente que impide la coalescencia, y que no está presente en las simulacio-
nes (solamente a través del valor de la tensión superficial), la coalescencia podría ser simplemente
un efecto secundario indeseable, o, por el contrario, podría tratarse de una modelización insu-
ficiente o inadecuada de la física de la interfase. Por limitaciones de tiempo, este problema no
ha sido resuelto en el presente trabajo. Algunos autores señalan [23, 9] la adición de fuerzas de
medio alcance en el modelo Shan-Chen como una posible solución, con el inconveniente de tener
un algoritmo más pesado en términos de cálculo.
La coalescencia indeseable, con alteración de formación de gotas, tiene lugar en simulaciones con
Aurelio Hurtado de Mendoza 59
CAPÍTULO 5. PRIMEROS RESULTADOS
Figura 5.15: Coalescencia de gotas alterando su formación. Ca = 0,01, ϕ = 2,5 et α = 4.
una relación de caudales inferior a 4 en régimen de dripping. Esto supone un obstáculo ineludible
para la identificación de las transiciones de régimen, las cuales serán abordadas en breve.
5.7. Influencia de la relación de caudales
A la vista de la gran cantidad de puntos experimentales posibles (el tamaño de gota es función
de al menos tres variables - Ca, α, ϕ), se ha decidido concentrar la atención sobre la búsqueda
de patrones de flujo para un valor fijo de número capilar, variando la relación de caudales. Esto
es tanto más útil para una eventual validación experimental, porque la mayor parte de los expe-
rimentos realizados en laboratorio buscan estudiar la influencia de este factor. Las simulaciones
presentadas aquí se sitúan en un caso intermedio (Ca ' 0,01) entre los números capilares más
pequeños (0,001) y los más grandes (0,1) obtenidos en el laboratorio. Para reducir al mínimo el
número de simulaciones desechadas por coalescencia, la relación de caudales varía entre 4 y 10.
La figura 5.16 muestra imágenes en tres dimensiones de 21 simulaciones diferentes. Para cada
columna, el número capilar y la relación de viscosidades se mantienes constantes, variando so-
lamente la relación de caudales. El caudal de la fase dispersa (en rojo en las figuras) es siempre
constante. La columna de la izquierda simula un número capilar de 0,013, y las dos otras un
número capilar de 0,01. Por otra parte, la relación de viscosidades α es 3 para la columna de la
derecha, y 4 para las otras dos. El número capilar se calcula en relación al componente rojo. De
acuerdo a la definición del número capilar, puede escribirse:
Ca = µ
R〈uR〉
γ
(5.1)
siendo µ la viscosidad dinámica. El caudal de fluido rojo es constante, por lo que en cada columna
la variación de la relación de caudales no tiene influencia en el número capilar.
En la figura, los casos en los cuales se produce coalescencia ocasional tras la formación de la
gota han sido señalados con un asterisco (*). En estos casos, uno puede sin problema medir el
diámetro de la gota que acaba de formarse, antes de que tenga lugar la coalescencia. Sin embargo,
las gotas próximas de la salida serán el resultado de la fusión de dos o tres gotas, por lo que su
tamaño no es representativo. Para tener una idea del verdadero tamaño de la gota, se aconseja
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(a) (**)Ca = 0,013, α = 4, ϕ = 4 (b) (*)Ca = 0,010, α = 4, ϕ = 4 (c) (*)Ca = 0,010, α = 3, ϕ = 4
(d) (**)Ca = 0,013, α = 4, ϕ = 5 (e) (*)Ca = 0,010, α = 4, ϕ = 5 (f) (*)Ca = 0,010, α = 3, ϕ = 5
(g) (*)Ca = 0,013, α = 4, ϕ = 6 (h) (*)Ca = 0,010, α = 4, ϕ = 6 (i) (*)Ca = 0,010, α = 3, ϕ = 6
(j) (*)Ca = 0,013, α = 4, ϕ = 7 (k) (*)Ca = 0,010, α = 4, ϕ = 7 (l) (*)Ca = 0,010, α = 3, ϕ = 7
(m) Ca = 0,013, α = 4, ϕ = 8 (n) Ca = 0,010, α = 4, ϕ = 8 (ñ) (*)Ca = 0,010, α = 3, ϕ = 8
(o) Ca = 0,013, α = 4, ϕ = 9 (p) Ca = 0,010, α = 4, ϕ = 9 (q) Ca = 0,010, α = 3, ϕ = 9
(r) Ca = 0,013, α = 4, ϕ = 10 (s) Ca = 0,010, α = 4, ϕ = 10 (t) Ca = 0,010, α = 3, ϕ = 10
Figura 5.16: Comparación de flujos obtenidos en función de la relación de caudales.
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mirar aquellas que se sitúan en el ensanchamiento del canal de salida, es decir las últimas en
formarse. Los casos en los que la coalescencia es un verdadero problema para medir el diámetro
de gota se señalan con un (**). Estos resultados se incluyen de todas formas a título ilustrativo.
Algunas imágenes de la figura 5.16, en especial (a), (c), (g) y (p), dan la impresión de que
las simulaciones no se encuentran en régimen permanente. La explicación es sencillamente que
las gotas más próximas a la salida resultan de la fusión de una gran cantidad de gotas, que
habrían llegado a dicha salida normalmente en ausencia de coalescencia. En la simulación (s),
por ejemplo, la gota más próxima del canal de salida es el resultado de la fusión de una decena
de gotas más pequeñas.
Dicho esto, se constata que el patrón de flujo es más irregular para el caso Ca = 0,013 que para
los dos otros. En especial, para relaciones de caudales elevadas, las gotas son pequeñas y tienden
a disolverse, cf. 5.16(s). Esta tendencia no es el resultado de un desequilibrio de composiciones
entre el interior y el exterior de la gota, sino más bien un efecto secundario del modelo de Shan-
Chen que tiene lugar cuando el diámetro de la gota es comparable al espesor de la interfase. En
lo que concierne al equilibrio de solubilidad, debe mencionarse que los caudales de entrada se
encuentran ya en una composición próxima a este equilibrio, con el fin de evitar que el tamaño de
las gotas se vea afectado por fenómenos de difusión de un componente en el otro. La solubilidad
parcial es un fenómeno inevitable ligado al carácter difuso de la interfase. Esta solubilidad es,
de hecho, muy superior a la solubilidad del hexadecano en el agua. No obstante, esto no supone
ningún problema si se conocen los valores de las propiedades físicas de cada fase, sea cual sea su
composición.
Si bien la evolución del tamaño de las gotas no es tan claro para Ca = 0,013, para el caso
Ca = 0,01 se aprecia una disminución más o menos lineal del diámetro de gota con el aumento
de la relación de caudales. El diámetro de gota se mide en el plano mediano visto desde arriba, de
forma similar a los experimentos en laboratorio, y suele ser inferior a 100 µm. Por el contrario,
la relación de viscosidades no parece tener gran influencia en el tamaño de las gotas. Para el
mismo número capilar y la misma relación de caudales, las gotas se forman con una frecuencia
ligeramente superior en el caso α = 3, pero esto solo puede observarse con dos animaciones en
paralelo. La variación de la relación de viscosidades es de todas formas pequeña, por lo que no
puede extraerse ninguna conclusión determinante de estas observaciones.
Si se comparan los valores de los diámetros de gota con los que han sido obtenidos en laboratorio,
puede afirmarse que los resultados son concordantes. La figura 5.17 representa el tamaño de
gota en términos de su diámetro para los dos estudios, experimental y numérico. Por encima de
ϕ = 6, las diferencias entre diámetros son de 10 micras como máximo, lo que corresponde a una
desviación del 11%. Para ϕ = 5 las simulaciones a Ca = 0,013 se alejan aumentando el tamaño
de gota hasta ϕ = 4, donde se observa un aumento brusco del diámetro. Las simulaciones a Ca =
0,013 parecen mostrar la misma transición que se observa para los resultados experimentales entre
ϕ = 5 y ϕ = 4,5. Esto es, por desgracia, una simple coincidencia, dado que, al contrario que en
los experimentos reales, no se produce una transición de régimen hacia el jetting y, además, la
coalescencia altera la formación de gotas en el caso ϕ = 4, cf. figura 5.16(a). En lo que respecta
a las simulaciones a Ca = 0,01, muestran una evolución lineal sin que pueda observarse ninguna
transición. El único valor que se aleja de los resultados reales es el del caso ϕ = 4.
Las diferencias en esta región de transición pueden deberse a los valores de los números capilares
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Figura 5.17: Diámetro de gota en función de la relación de caudales. Comparación entre resulta-
dos experimentales y simulaciones. Las dos series de simulaciones a Ca = 0,01 dan exactamente
los mismos resultados.
y de Reynolds. Se sabe que la posición de la transición varía entre ϕ = 4, para un caudal de la
fase dispersa de 10 µl/min, y ϕ = 2, 75 para un caudal de 15 µl/min. La posición exacta parece
ser función del número de Reynolds, y no solamente del número capilar. Las simulaciones se han
realizado guardando una analogía para el número capilar, pero no para el número de Reynolds.
El número de Reynolds de los experimentos reales vale 1,08 si se elige como referencia la fase
dispersa. Según el caso, el Reynolds de las simulaciones varía entre 0,38 y 2. No se trata de una
gran desviación, pero debe resaltarse que el flujo no es tan laminar como cabría esperar, a la
vista de las dimensiones de la geometría.
Volviendo de nuevo la atención a las simulaciones de la figura 5.16, los patrones de flujo son
también similares a los de los experimentos en laboratorio, sobre todo para relaciones de caudales
elevadas. Imágenes de los cinco últimos puntos experimentales del gráfico 5.17 (ϕ = 5, 6, 7, 8) se
incluyen en la figura 5.18 para su comparación con los resultados de las simulaciones. La distancia
entre gotas es similar en los dos casos, si se escogen las simulaciones a Ca = 0,01, si bien para
ϕ = 7 la distancia es bastante diferente. La distancia entre gotas aumenta en las simulaciones al
tiempo que la relación de caudales, al igual que en los experimentos de laboratorio. La reducida
distancia entre gotas provoca la coalescencia en la simulación con ϕ = 5, razón por la cual
algunas gotas son más grandes que otras.
Pueden establecerse dos diferencias principales en cuanto a la formación de la gota. En régimen
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(a) ϕ = 5 (b) ϕ = 5
(c) ϕ = 6 (d) ϕ = 6
(e) ϕ = 7 (f) ϕ = 7
(g) ϕ = 8 (h) ϕ = 8
Figura 5.18: Fotografías de experimentos reales en laboratorio en comparación con sus simula-
ciones análogas.
(a) (b)
Figura 5.19: Comparación de la formación de una gota en régimen de jetting.
de jetting, el tamaño de la gota es frecuentemente mayor en la realidad que en las simulaciones
(cf. figura 5.19). Esto puede deberse a diferencias en la geometría (como es el caso de la figura
5.19), o a la diferencia de tamaño entre los hilos de corriente (real y simulado).
En relación con este último punto, en las simulaciones la intersección de salida rara vez se llena
de fase dispersa, como puede verse en las figuras 5.19(a) y 5.20. Aunque estos dos fenómenos
podrían ser independientes, puede suponerse que sean debidos a diferencias de mojabilidad entre
las paredes reales y las paredes del código informático. Esto explicaría las diferencias entre el
grado de contacto observado en los dos casos. Siendo desconocido el ángulo de contacto entre
la fase dispersa y la pared, se ha debido suponer que su influencia no es determinante dentro
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(a) (b)
Figura 5.20: A la izquierda, ruptura de la gota por pinzamiento de la fase dispersa, que llega a
llenar la intersección de salida. A la derecha, simulación con llenado parcial de la intersección
de salida por el fluido rojo.
de un cierto margen de tolerancia. Otra explicación posible se debe al hecho de que las bombas
que inyectan fluido en la geometría real (con la que se trabaja en el laboratorio) no trabajan a
caudal impuesto de manera tan rigurosa como un código de CFD. Siempre pueden darse pequeñas
irregularidades en el valor de los caudales inyectados. De esta forma, si en un momento dado
el caudal de la fase continua disminuyera, la fase dispersa podría avanzar libremente por la
intersección de salida, llegando a llenarla, sin que la fase continua empujara lo suficientemente
fuerte como para provocar la ruptura del hilo de corriente.
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Capítulo 6
Conclusiones y líneas futuras
Una parte importante de las prácticas ha consistido en la construcción del código informático en
C++ para implementar el método de cálculo. Empezando por la construcción de un programa
simple para flujos multicomponente, se ha podido, poco a poco, añadir los diferentes ingredientes
que constituyen el modelo completo desarrollado en los fundamentos teóricos. La implementación
del operador MRT ha sido uno de los primeros pasos, junto a la adición del modelo de Shan-
Chen, así como la selección de un esquema de fuerzas adecuado para eliminar la dependencia
entre viscosidad y tensión superficial. El paso posterior de un código 2D a un código en 3D
y la creación de la geometría de flow-focusing han permitido finalmente realizar las primeras
simulaciones, y concentrarse en la elección de los parámetros de simulación que representen un
caso real.
Una de las principales dificultades durante la escritura del código se relaciona con el hecho de
que el dominio fluido no fuera regular, sino delimitado por canales cilíndricos, intersecciones
y cambios de sección. Ha sido necesario por tanto decidir con atención qué dinámica o qué
condiciones de contorno se implementaban en cada punto del mallado. El resultado final de este
trabajo es un código relativamente pesado en términos de computación, a la vista de la cantidad
de sub-modelos que incluye, pero escrito de la manera más clara posible, capaz de cambiar entre
D3Q15, D3Q19 y D3Q27 con facilidad y con las herramientas necesarias para la escritura de
imágenes y de geometrías 3D, visualizables en Paraview. El objetivo de estos últimos puntos
es facilitar el trabajo futuro del equipo de investigación que retomará lo que ha sido realizado
hasta este momento.
En general, hay razones para ser optimista acerca de la adecuación del método para la resolución
de microfluidos. Se han identificado los tres regímenes de formación de gotas, dripping, jetting
y threading, en las condiciones previstas y se han podido observar algunos de los fenómenos
ligados a los mecanismos de formación de las gotas. El hecho de que estos mecanismos hayan sido
caracterizados a veces con detalle, como en el caso de la inestabilidad de Rayleigh-Plateau, es algo
prometedor. Además, las simulaciones realizadas para condiciones análogas a los experimentos
en laboratorio muestran que es posible obtener una estimación del diámetro de gota próxima del
valor real. Evidentemente, todo ello no quiere decir que el trabajo de modelización haya acabado.
A pesar del tiempo empleado en este aspecto (más de 3 meses), hay todavía limitaciones de
aplicación importantes.
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El problema prioritario a resolver por el equipo que retome el trabajo es, una vez más, la
coalescencia de las gotas formadas. Uno de los remordimientos del alumno es no haber podido
dedicar más tiempo a este desafío que requiere una actitud imaginativa y que forma parte además
de un problema habitualmente ignorado en la literatura. Una de las soluciones posibles, bastante
tradicional, es la inclusión de fuerzas de interacción a medio alcance. El coste de computación
es por desgracia elevado, puesto que el nombre de nodos vecinos considerados aumenta de 27 a
125.
La otra solución es la inclusión de un tensioactivo en las simulaciones. Los tensioactivos no
son fáciles de modelizar y su implementación se realiza utilizando el modelo de energía libre en
detrimento del modelo de Shan-Chen. El modelo de energía libre permitiría también la regulación
de la tensión superficial a través de expresiones analíticas. Sin embargo, un cambio de esa
magnitud puede parecer drástico a la vista de los avances ya hechos durante este trabajo.
Una de las motivaciones para utilizar el operador MRT era poder simular flujos con relaciones
de viscosidad superiores a 4. En ausencia de puntos experimentales para validar simulaciones
con una relación de viscosidades alta, esta ventaja del modelo MRT no ha sido explotada en
este trabajo. De todas formas, se hace notar que existe una diferencia entre la relación de
viscosidades teórica (dada por las dos constantes de relajación) y la relación efectiva, afectada por
la solubilidad de un componente en el otro. La desviación entre ambas comienza a ser importante
para relaciones de viscosidad superiores a 20. Para estos casos, se debería realizar una validación
de la relación efectiva de viscosidades. Este tipo de validaciones se realizan habitualmente en la
literatura [24], y consisten en la simulación de un flujo conocido (Couette o Poiseuille) en régimen
estacionario. Dado que las soluciones analíticas de estos flujos son conocidas, puede deducirse
un valor de viscosidad efectiva que haga coincidir el perfil analítico con el perfil simulado. Esta
viscosidad sería la viscosidad efectiva de una fase, frecuentemente diferente de la viscosidad del
componente en estado puro.
Finalmente, con vistas a una eventual evaluación de aplicaciones industriales, otro elemento
que podría proporcionar información interesante es la modelización del efecto Marangoni. La
transferencia de materia y la mezcla son cuestiones siempre atractivas en la Ingeniería Química.
El efecto Marangoni tiene lugar en presencia de un gradiente de tensión superficial, razón por la
cual las corrientes asociadas a este fenómeno no han sido observadas en las simulaciones. Este
gradiente puede inducirse por acción de la temperatura, o en menor medida por la presencia de
un gradiente de concentraciones.
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Capítulo 7
Planificación temporal y presupuesto
En este último capítulo de la memoria se realizan una breve estimación de los costes que ha
supuesto la elaboración del trabajo, y un diagrama de Gantt con el tiempo asignado a cada
tarea.
Para estimar los costes del trabajo se sabe que:
Está enmarcado en un contrato de prácticas entre el laboratorio M2P2 y el alumno. El
contrato tiene una duración de seis meses - de abril a septiembre de 2017 -, con un salario
neto de 513 e/mes.
Se requiere un ordenador de gama media como herramienta básica de trabajo, para tareas
de programación, con un precio estimado de 1500 e.
El laboratorio M2P2 ha asignado al proyecto 40 000 horas de cálculo en un centro de
computación de alto rendimiento externo al laboratorio, el Mésocentre d’Aix-Marseille
Université. El coste este servicio está concertado entre ambas partes y es de 0, 08 e por
hora de cálculo y núcleo de procesador utilizado, lo que equivale a un total de 3200 e.
Los costes de experimentación en laboratorio pertenecen a otro equipo de trabajo y no se incluyen
aquí. Con estas consideraciones puede elaborarse un presupuesto resumido:
Objeto Precio mensual (e/mes) Duración (meses) Precio total (e)
Personal (becario) 513,0 6 3078,0
Equipo básico (ordenador) - - 1500,0
Centro de computación - - 3200,0
Precio total: 7778,0
Cuadro 7.1: Estimación de costes del trabajo.
El diagrama de Gantt se incluye en la página siguiente, figura 7.1. Como puede verse, las tres
tareas principales han sido el planteamiento del modelo, la programación del código y las simu-
laciones orientadas a validar el método. El diagrama ha sido realizado con el software Microsoft
Project 2016.
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Figura 7.1: Diagrama de Gantt del proyecto.
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