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1. INTRODUCTION 
This paper presents a number of results on cyclic codes which are 
invariant under the affine group of permutations (Peterson, 1965 and 
Kasami, March 1966). There are three main parts: The first gives a 
fundamental set of necessary and sufficient conditions for a code to be 
invariant under the affine group. The second presents weight distribu- 
tion formulas of a class of binary cyclic codes whose dual codes are 
generated by products of two different irreducible polynomials and 
which (whose extended codes [Peterson, 1965]) are invariant under the 
affine group. The third presents ome results on cross-correlation func- 
tions between two maximum-length sequences. 
2. INVARIANCE UNDER THE AFFINE GROUP 
In this section codes are assumed to have symbols from GF(q), 
where q is a power of a prime number. In the ordinary case they are 
assumed to have n symbols numbered with the Galois field elements 
2 n~l, 1, a, a ,  ." • , a where a is a primitive element of GF(qm), and the 
code length n is q~ - 1. In some cases "extended codes" are considered; 
they are formed from an ordinary code by adding one symbol, numbered 
zero, and chosen to make the sum of all symbols zero. 
An affme transformation with parameters a, b, E GF(qm), a ~ O, 
is a permutation which carries the symbol in position X to the position 
aX ~ b. Such a transformation can be applied to any extended code 
associated with a primitive element of GF(q"~). A code will be called 
invariant under the affine group if every affine permutation carries 
every code word into another code word. It has been shown that the 
extended Primitive BCH codes (i.e. the q-symbol BCH codes of length 
q~ - 1, with an added overall parity check) and also the Reed-Muller 
codes are invariant under the affine group. 
Next a convenient set of necessary and sufficient conditions are derived 
for a code to be invariant under the affine group. Let i be a positive 
integer less than q~. Then i can be expressed in radix-p form, where p is 
l the characteristic of the field and q = p 
m l--1 
i --- ~ ~tp', (1) 
t=O 
where 
0_< ~:_-< p - -  1 for 0 =< t =< ml- -  1 (2) 
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For any given i, let J(i) denote the set of all nonzero integers j such that 
m l--1 
j = ~ ztp ~, (3) 
i=0  
where 
0 < z~=< ~t for 0 <= t <ml - -  1; 
j is called a descendant of i. 
Let a be a primitive element of GF(qm). Consider a q-ary cyclic code 
C of length qm _ 1, with symbols from GF(q), generated by the poly- 
nomial g(X). The code C extended by adding an overall parity check as 
its first digit will be denoted Ce. Now number the components of the 
code vector as follows: The first component is numbered 0, the second 
is numbered 1, and for i > 2, the ith component is numbered a~-2 
THEOREM l. The extended code C~ is invariant under the a:~ne group of 
permutations if and only if for every a i, which is a root of the generator poly- 
nomial g(X), and for everyj E J(i), cd is also a root of g(X), and g(1) ~ 0. 
Proof. If g(1) =- 0, then the first component of every code vector in 
Ce is zero. If C, is invariant under the affine group, C~ consists of only the 
zero vector. Hence assume that g(1) ~ 0. 
Let Xa, X9, . . .  , X .  be the location numbers of the nonzero com- 
ponents of a vector v, and Yi, Y~, • .. , Y~ be the values of the nonzero 
components, where Xk E GF(q TM) and Yh E GF(q). Then v is a code 
vector of C~ if and only if for e~ch root a~ of g(X) 
So = ~ Yt~ = 0 
h=l 
(4) 
S~ = ~ YhX~ ~ = 0 
h=l  
For any a ~ 0 and b in GF(q~), let 7r~b denote the affme transformation 
with parameters a and b. Then for any code vector v in C~, v' = ~r~bV 
has nonzero components Yh in locations aXh + b, for 1 <= h -<_ w. Then 
? . o 
v is in C~ if and only if 
S;  = ~ Yh(aXh+ b) ~ = 0 (5) 
for each i. 
The binomial expansion gives 
i 
(aX + b) ~ = ~ C/aibi-JX j. (6) 
j=O 
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By a well-known theorem (Lucas, 1878) 
m/--1 
C~.' = ~I  C~ (mod p), (7) 
t=0 
where ~t and zt are defined in equations (1) and (3). This product is 
nonzero if and only if each factor is nonzero, and this will be the ease if 
and only if each ~t < ~.  Therefore Cj .~ # 0 if and only i f j  C J ( i ) .  
Now equation (5) becomes 
s ;  Z Y " " - ' x  ' = hlt~ao h = ~ K#Jb¢-]Si, (8) 
h=l j E J(1) ] E J ( i )  
where every remainingKj - C / i s  nonzero. In equation (8), let a = 1. 
Then, 
S(= ~ K¢S~b ~-~ 
i E J(1) 
is a polynomial in b. In order that 
K jS ~b ~-~ 
E J ( i )  
be zero for every b, each coefficient KjS~ must be zero. Since K~ # 0, it 
follows that for everyj  E J ( i ) ,  
Z~. = 0. (9) 
Conversely, if Si = 0 for everyj  E J ( i ) ,  then S~' = 0. 
Thus, for any v E C~ and any permutation r,b, z,bv is in C~ if and only 
if S~ = 0 for j E J ( i ) .  Since for any v E C~, Sj = 0, it follows that a s 
is a root of g(X).  Q.E.D. 
T~IEOREM 2. I f  a code C of length n = q'* is invariant under the doubly- 
transitive a~ne group of permutations, then the code C' obtained by deleting 
the first digit of C is cyclic. 
COROLLARY 3. The extended q-ary primitive Bose-Chaudhuri- 
Hocquenghem codes and also the q-ary generalized Reed-Muller codes are 
invariant under the doubly-transitive a:~ne group of permutations. 
This follows immediately from the characterization of BCH codes 
and Reed-Muller codes in terms of roots of the generator polynomial 
(Peterson, 1965; Kasami, Lin and Peterson, 1966). 
COROLLARY 4. I f  a cyclic code of length qm _ 1, whose extension is in- 
variant under the doubly-transitive afline group of permutations, has mini- 
mum distance less than or equal to q~ - 1, then its dual is a subcode of a 
Primitive BCII code (or PBCH code) with minimum distance greater than 
or equal to q~-° + 1. 
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Proof. Let g(x) be the generator polynomial of the given code and 
the degree of g(x) be r. Then g(x) can not have aq~-i as a root, for if 
g(X)  has a q'-~ as a root, then by Theorem 1, g(X)  would have 
2 3 ¢xq~--2 (TqS--1 
O:, Ot ~ Or, " ' "  
as successive roots. The given code would be a subcode of a BCH code 
of minimum distance q~, and therefore would have minimum distance 
at least qs. This contradicts the assumption that the code has minimum 
distance less than q~. Therefore, g(X) can not have a ~-t as a root. This 
implies that f (X)  = (X q'~-~ -- 1)/g(X) has a q'-~ as a root. The dual of 
the extended code is the extension of the code generated by 
g~(X) = Xqm-r-~f(Z- I ) / (X - 1). 
Then gd(X) must have _qs+~ as a root. Also its conjugate 
(c¢_q~+1) q,,-, _qm+qm-, Od ~- Ol qm-8-1  
must be a root. We know that the dual of the extended code is also in- 
variant under the doubly-transitive affine group of permutations (Peter- 
son, 1961, Theorem 11.1). Therefore, by Theorem 1, gd(X) must have 
2 3 • - - -  ~, ~, a ,  .. , aq~ 8 1 as successive roots. The dual code of the original 
cyclic code is generated by (X - 1)g~(X), so it also has 1 as a root. 
There are q'~-~ successive roots, and thus it is a subcode of a BCH code 
with minimum distance q~-~ q- 1. 
COROLLARY 5. Given a binary t-error correcting Primitive BCH code 
with t = 2 ~-'-~ - 1, then its dual code is a subcode of the Primitive BCH 
code with t = 2 ~-~. 
This corollary can be proved by using the same argument as in Corol- 
lary 4. 
3. SOME CLASSES OF CYCLIC CODES 
For the rest of this paper only binary cyclic codes will be considered. 
Let g~(X) and g2(X) be two different irreducible polynomials uch that 
(1 )  - g~(a ~ = 0 for some integer h (0  < h K m), 
(2) g2(a) = 0, (10) 
where ~ is a primitive element of the field GF(2'~). I t  is clear that the 
degree of gl(X) is a factor m t of m and the degree of g2(X) is m. Let C¢ 
be the code of length 2 "~ - 1 generated by g,(X)g~(X). It  follows from 
Theorem 1 that the extended code of Co is invariant under the affine 
group of permutations. 
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Define two polynomials 
h i (X)  = X'~'gl(X -1) 
and (11) 
X ~ -X-I, h2(X) = g~ ). 
Let C and C' be the codes of length 2 m - 1 generated by (X 2~-1 - 1)/  
[h~(X)h2(X)] and (X 2~-1 - 1) / [ (X - 1)h~(X)h2(X)],  respectively. I t is 
obvious that C is the dual code of Co and a subcode of C'. I f  h = 1, then 
Co is a double error-correcting BCH code. I f  m is odd and h = (m - 1)/2, 
then C is a BCH code with the second largest t (error-correcting capa- 
bility) for the given m. 
In the next section the weight distribution formula of code C for any 
m and h will be derived. Some preliminary lemmas will be presented in 
this section. 
Let 
m = mm , (12) 
where m I and m are the degrees of gl (X)  and g2(X) respectively. Since 
(a2h+l) 2~-h = a 2~-h+' is also a root of gl (X) ,  it can be assumed that 
2h _<_ m. (13) 
Since (2 ~' - 1)(2 h + 1) is divisible by (2 m - 1) = (2 m' - 1) 
(2 m'(m"-') + 2 ~'(~"-2) + . - .  + 2 ~' + 1), 
h >= m' (m"  - 1). (14) 
From (12), (13) and (14), we obtain 
m'm u >= 2h >_ 2m'(m" - 1). (15) 
(15) implies that 
m" = 1 or 2 (16) 
If  m" = 2, then it follows from (15) that m' = h. Therefore, there are 
m t qn t only two possible cases: = m and = m/2 = h. 
In  the following, we shall state some useful lemmas without proof. 
L~L~ 6.1. Let u denote the smallest integer such that 2" ~ 1 (rood s). 
Then, 2"' ~ 1 (mod s) i f  and only i f  u ~ ~ 0 (mod u). 
Let (1, l t) denote the greatest common divisor of two integers l and/ ' .  
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COROLLARY 6.2. Let u = (ul, us). Then 2 ~ - 1 = (2 ~1 - 1, 2 "2 - 1). 
LEMMA 6.3 2 ~ + 1 is divisible by 2 ~" -~ 1 if and only if u is divisible by 
u' and u/u'  is odd. 2 ~ - 1 is divisible by 2 ~' ~ 1 if and only if u is divisible 
by u' and u/u'  is even. 
Let e' = (m, h), c = (m, 2h) and v = (2 '~ - 1, 2 ~ 34- 1). By Corollary 
6.2, we have 
2 ~ ' -  I = (2 " -- l, 2 h -- 1), (17) 
2 ° -  1 = (2 m-  1, 22'~ -- 1). (18) 
Since (2 h + 1, 2 h - 1) = 1, then 
(2 ~-  1 ,2  2h-  1) = (2 ~-  1 ,2"A-  1 ) (2" -  1 ,2 ~-  1). (19) 
F rom (17), (18) and (19), we obtain 
2 ~ - 1 
- 2°' - l "  (20) 
By definition we know that  c = e' or 2c'. Therefore, we have: 
LEMMA 6.4. I f  C = C', then ~ = 1. Otherwise, 
u = 2 ~' 34- 1 = 2 ~/2 + 1. (21) 
The nex~ lemma is due to Pless (1963). 
LEMMA 7. Let a~ and b~ denote the number of code vectors of weight j in 
a code A and the number of code vectors of weight j in the dual code of A, 
respectively. I f  bl = b2 =- O, then the following power-moment identities 
hold: 
Zaj = 21° 
Zjaj = 2k-:n 
Y.j2a¢ = 2k-2n(n + 1) (22) 
Zj3ai = 2k-3(n~ A- 3n 2) -- 3!21°-~ba 
~j4aj = 2'°-4(n ~q- 6n ~ + 3n 2 2n) k-4 - -  -- 4!2 nba + 4!2k-4b~, 
where k is the number of information digits. 
Let C~ and C9 be the binary cyclic codes of length 2 ~ -- I generated by 
(X  2"~-1 - 1) /h:(X)  and (X  2"~-1 - 1)/h2(X) respectively. Codes C1 and 
C~ are subcodes of C and C'. Consider the two possible cases for m' :  
(1) I f  m' = m (the degree of g:(X) is m), then the roots of h:(X) = 
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X~gl( X -1) are 
--(2hq-1) 2ra--2h--2 O/--2(2h -bl) 
- -2  m-  h - -  1 (2 h -~-1) 2 m -- 1 - -2  m-  h -- 1- -  1 
O/ ~ O/ 
- -2  ( ,a - -h )  (2h .~ l )  2m_2m--h_2 
- -2  m-  1 (2h~- l )  2 m-  l - -2h - -  1--1 
2m--2h÷ 1--2--1 
There is no i (0 < i < 2 ~-1) such that  h~(a i) = 0 except for 
il = 2 ~-1 -- 2 ~-h-1 -- 1 
(23) 
and (24) 
•, 2m-1 __ 2 h-1 ~I = - I .  
By (13) we have ii < i1'. 
(2) I f  m' = m/2, then the roots of hi(X) are 
--(2 m ' - [ -1)  2m--2~'--2 --2(2 ~ ' -~1) 2m--2 m'  + 1--2--1 
(~ ----~ 6~ , O~ ~ O~ , " ' "  ~ 
-2~'-1(2~'+1) 2.~-1-2.,'-1-1 (25)  
There is no i (0 _= i < 2 ~-1) such that  h l (a ~) = 0 except for 
il = 2 '~-1 - 2 ~'-1 - 1. (26) 
The roots of h2(X)  a re  o1-1 ~-- ot 2"*-2,O~-2 :0 /2" -3 ,  • • • , o~-2m-1 =0/2"* -1 -1  
As done above, here we let 
is = 2 ~-1 -  1. 
Let  X1 , X2 , 
C'. Then, 
(27) 
• • • , X~ be the location numbers of code vector 1v(x) of 
v(a ~) = ~Xs  ~, 0_-< i<  2 m-  1. 
f= l  
For  any flo C GF(2) ,  and/~1 E GF(2 m') and any f~ C GF(2m), there 
exists a unique code vector  v(x) of C' such that  v(1) = f~o, v(a ~1) = fll 
and v(a ~2) = ~2 (Mattson,  Solomon, 1961). Let  v(/~0,/31, ~2 ; x) denote 
the cede vector  specified by f~0,/~1 and f~. By  definition, we have 
x~v(flo , [3x , fl~ ; x)  =- V(~o , az~lfll , az~2~2 ; x ) .  (28)  
A vector  v(~0, f~l, f~2 ; x) is in code C if and only if fl0 = 0. A vector  
A polynomial representation will be used for a code vector. 
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v(/3o,/31,/32 ; x) is in C2 (or C1) if and only if/3o =/31 = 0 (or/30 =/3~ = 
0). The cyclic permutations on code word symbols induce a permutation 
group on the nonzero code vectors of C r, which partitions C - C2 into dis- ? 
joint sets of transitivity. In the case of m - m, it can be shown that 
¢ 
= (i l ,  2 ~ -- 1). Then, v(0, a ,  ~2; x) (0 < i < u and/32 C GF(2 TM)) can 
be chosen to represent each set. In the case of m' = m/2, let v(0, 1,/32 ; x) 
represent each set. 
Now, consider the extended code Ce~ of code C'. Let ~(/30,/31,/32) denote 
the vector with an overall parity check added to v(/30,/31,/32 ; x) ~s the 
first digit. By definition C~ = {~(/30,/31,/3~) 1 v(/30, /31,/32 ; x) C C'}. 
Let X1, X~, . . .  , X .  be the location numbers of ~(/30,/31,/32) and 
S~ = ~X~ ~, 0 < i<  2 "~- 1. (29) 
1=1 
Then, by definition, we have 
Sq = t31, (30) 
Sq = /32, 
S~= 0( i~ i l f ,  i22 ~(mod2 m-  1) ,0  =<l<m) .  
Therefore, 
S, = 0 (i ~ ix, i1', 1 =< i < 2 ~-1 - 1). (31) 
Since Ce~ is invariant under the affine transformation group, ~rlb~(/30, /31, 
/32) C C~ for any b C GF(2~). Let 
~rlb~(/30,/3~,/3~) = ~(/30',/31',/~2'). (32) 
_ ? ! 
The weights of ~(/30, /3~, /32) and v(/3o, /31, /32 !) are the same. By the 
definition of ~rlb, 
/31' = ~ (XI + b) q 
I=1 (33) 
/3~' = ~ (Xf + b) ~. 
1"=1 
Hence 
k¢~,~ )A fU  Z il ¢1--¢ = = (C i )S ib  . 
/=1 i=o i=o 
(34) 
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From (30) and (31), 
~' = ~1. (35) 
Note that  (X] -~ b) i~ = (Xf  + b) 2~-1-1 = (X~ '~-1 -~ b2"-~)/(Xj  + b) = 
X~ '~-1-1 + X~'~-'-2b ~- . . .  -~ b 2"~-~-1. Then, 
w 2m- 1--1 2m--1--1 
- E S,b (36) 
f=l i=O i=O 
Consider the case of m' = m. Since ii' = 2hi1 (mod 2 ~ - 1), Si,, = S~:.  
From (30), (31), and (36), 
f12' = fllb 2~-1-1-'~1 + fl[~b 2~-1-1-i' + f12 
(37) 
For  the case of m' = m/2, it follows from (30), (31) and (36) that  
fl~' = fllb 2~-1 + fl~. (38) 
Hereafter we shall consider the case of m p = m. For each i (0 _-< i < ~), 
V, = {a'b 2'~-h-~ + a~2hb2~-~[ b C aF(2~)} 
forms a subspace of GF(2~).  Let 
F , (X)  = a*X 2"-h-~ -t- a'2"X 2'-~ 
(39) = ogix2h-i(x2h-l(2m-2h--1) + OLi(2h--i)). 
I f  i = 0, the order of a nonzero root in GF(2 ~) of Fo(X) is a factor of 
2 ~-~h - 1. Since c = (m, 2h) = (m, m - 2h), then 2 ~ - 1 = (2 ~ - 
1, 2 ~-2h - 1). This implies that  the roots in GF(2 m) of Fo(X) are in the 
subfield GF(2~). Conversely, any element in this subfield is a root of 
Fo(X).  Hence, the dimension of Vo is m - c. Let V00 (=V0) ,  V01, V0~, 
• ". , V02o-~ be the cosets of GF(2 m) with respect o V0. Each coset has 
2 ~-~ elements. 
For  i ~ 0, assume that  a ~ is a root of F~(X).  Then, 
2h-1(2  ~-2~ - -  1 ) j  - -  i (2  h - -  1)  
(1 -- 22h)j = i2h+1(2 h -- 1) 
- - (2  ~ -~ 1)j =-- i2 ~+1 
(mod 2 m - 1) 
(mod 2 m - 1) 
(mod 2 ~ - 1). 
(40) 
Since , divides both 2 h -F 1 and 2 m -- 1, ~ must divide i. However, 
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0 < i < ~. Therefore, there is no root in GF(2 '~) of F~(X) except for 
zero. Consequently, Vi = GF(2m). 
Let 
Bo j=I (z~i ,  ~,2r) i0<Z<2 ~- l , reV0 j}  (0<j<2 ° -1 )  
aIld 
B, = {(a i+zh, r) 10 -<- l < 2 ~ - 1, r c GF(2'~)} (0 < i < ~). 
Then, we have 
I Bojl = (2 "~ - 1)2'~-~/v (0 ~ j < 2¢), (41) 
I B, I = (2 '~ - 1)2~/~ (0 < i < ~)~. (42) 
I t  follows from the definition of Boi (or Bi) that for any (r~, r~) and 
(fh', ¢~2') in the same B0j (or B~) and for any flo E GF(2), there exists a 
permutation ~r~b such that ~rob~(r0, r l ,  r2) = ~(r0', f~', r2') and rio' C 
GF(2). Therefore, ~(f~0, r~, f12) and ~(fl0', r~', r~') have the same weight 
w. If r0 (or r0') is zero, then ~(0, Oh, f~_~ ; x) (or ~(0, r~', ~2'; x)) has 
weight w. If r0 (or r0') is one, then ~(1, r~, r2 ; x) (or ~(1, r / ,  f12'; x)) 
has weight w - 1 by definition. Since C' contains all one vector e = (1, 1, 
• .. , 1) and 
2m--2 
e(Oli) = Z OSf -~" [( i)2m--1 __ 11/(~ _ 1) = 0 (0 < i < 2 ~ -- 1), 
f=0 
~(1, 3,, 32 ; x) = ~(0, 3,, r2 ;x) + e(x). (43) 
Hence, if 30 (or r0') is one, then 0(0, 3t, 32 ; x) (or ~(0, 3,', 32'; x)) has 
weight 2 "~ - w. Therefore, we have Lemma 8. 
LEMMA g. For each j (or i) (0 <_ j < 2~; 0 < i < ~), there is woi (or 
wi) such that for any (31, 32) ~ Boj (or Bi) the weight of ~(0, 31, 32 ; x) is 
either Woj (or wi) or 2 ~ -- w0j (or 2 m - wi). 
4. WEIGHT ~)ISTRIBUTION FORIV[ULA OF CODE C 
Hereafter a~ will denote the number of code vectors of weight w in 
C and b~ will denote the number of code vectors of weight w in Co. 
LEMMA 9, For even w, 
wa.w = (2 m -- w)a2,~_-~, 
(44) 
wb~ = (2 "~ -- w)b2 ....... 
] B I means the number of elements of B. 
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This lemma follows from a theorem due to Peterson (1965). Conse- 
quently, if the values of all w0s (0 < j < 2 °) and w~ (0 < i < v) are 
known, the weight distribution of C - C, is completely determined. Fur- 
thermore, any nonzero vector of C2 has weight 2 ~-1 because C2 is a 
maximum-length sequence code. 
LE~MA 10. b~ = b2 = 0, b3 = (2 °'-~ -- 1) (2 m -- 1)/3. 
Proof .  Since Co is a subcode of the Hamming code, bl = b2 = 0. Assume 
that  a jl, a s2 and J *  are the location numbers of a code vector of weight 3 
in Co. Then, 
~;~ + a ;~ = a i~ (45) 
O/jl(2h+l) ~ O/$'2(2h'{'1) ~--- Og ia(2h-~'l). (46) 
F rom (45) we obtain 
O~J'( 2h'{'1> = (O/$'1 + (~2) 2h+1 ~___ (O/j12h ~- Oj 22h) (Oj 1 -~ O~ j2) 
(47) ~___ ~Jl(2h-~l) _~_ O/512haj2 -~- 0/~'1~ j22h _~- a/2 (2h~'l). 
By combining (46) and (47) we have 
O/~12ha3"2 ~- aJlo~ ]22h = 0, 
(4s) 
a (i~-i~)(2h-~) = 1. 
Thus, 
(3"1- j~)(2 h -  1) -----0 ( rood2 m-  1). (49) 
If c' = (m, h) = 1, then (2 h - 1, 2 '~ - 1) = 1. Therefore j l = f t .  This 
is a contradiction, which leads to the conclusion that b3 = 0. If  c' ~ 1, 
then (2 m - 1, 2~ - 1) = 2 ° - 1. Let ~ = (2 m - 1 ) / (2  ~ - 1). Then, 
j l  ~- 3"2 (mod #). Let  j l  = h~ -t- i and j2 -- 12# ~- i (0 =< i < ~). Since 
a ~1~ + a ~" -~ a z'~ for some 13, it follows from (45) that  j3 = 1.3~ + i. 
Conversely, for any i (0 < i < #) and for 11,12, and 13 such that  
~1~ + z~ = az,~ (50) 
0 _-< h ,  l~, l~ < 2" -- 1, (51) 
aI1"+~,'az:*+!, and a l*~+~ satisfy (45) and (46). The number of unordered 
triplets (Ix, 12, la) satisfying (50) and (51) is equal to 
(C2'~-1)/3. 
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Consequently, 
58  g(C2°~-~)/3 = (2 '~-  1)(2 ° ' -~-  1)/3. 
LEMMA 11. Let I2 and I4 denote 
( j  -- 2m-1)2a~ - and ~ ( j  - 2m-1)4aj 
j~o j~o 
respectively. Then, 
I2 = 22"~-~(2"~ -- 1), 
14 = 2~m+~'-4(2 ~- 1). 
Q.E.D. (52) 
(53) 
Proof. Note that/~ = 2m. By using the power-moment identities of 
Lemma 7, we obtain 
I2 = Zj2a~ -- 2m~ja~ A- 22m-2 ~ aj 
j~o 
= (2 m-  1)22m-2 (54) 
"I4 = ~jta~ -- 2~+lZj~aj "4- 3.22m-1Zj2a~ -- 23m-lZja~ "4- 24"`-4 ~ a~ 
j~o 
= (2 m -- 1)23m-~ -[- 3.22m-l(b3 A- b4). 
Since all one vector (1, 1, . . .  , 1) is in Co, b.-~_4 = b3 • By Lemmas 9 
and 10, 
b3 -]- b4 = b2-~-4 2c" b, = 2"`-2b2~*_4 = 2"~-2ba 
(55) 
= 2m-2(2°'-1 - 1)(2 '~-  1)/3. 
By substituting (55) into (54) we obtain 
14 = (2 m-  1)23m+~'-~. Q.E.D. (56) 
Let  j~  be the smallest nonzero integer such that  
aim "4- a:'*--~M ~ O. (57) 
F rom the definition of /2  and/4  and (53) it is easy to show that  
- 2m-1) > = 2 (5s )  
Consider the case where c = c'. By  Lemma 6.4, u = 1. Since all non- 
zero vectors in C~ are of weight 2 "`-~, it follows from Lemma 8 arid (41) 
that  aj -t- a2~,-i ( j  ~ 0, 2 ~-1) must be divisible by 2~-°'(2 ~ - 1) = 
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2'~-~(2 m - -  1). F rom (58), we obta in  
I~ >= ( jM - -  2~--~)2(a~M -t- a2~--jM) => 22~--2(2 " -- 1). (59) 
By  Lemma 11 and (59), we must  have 
I2 = ( jM  - -  2m-~)2(ayM ~- a~--SM) = 2~--~(2 ~ -- 1). (60) 
Consequent ly ,  
( jM - -  2"~--1) 2 -- 2 ~+~'-2 = 2 m:~-2 
a¢M -t- a2"~--¢M = 2~--°(2 ~ --  1) (61) 
ay = 0 (j ~ 0, jM ,  2 '~-',  2 "~ - -  jM) .  
Hence, 
jM  = 2 m-1 - -  2 (m+c)/2-1 
a2~-1 = 2 ~m -- 1 --  (ay~ A- a2. , _~)  (62)  
= (2 m -- 2 m-~ -4- 1)(2 ~ --  1). 
By  Lemma 9, (61) and (62),  we have 
ay u = (2 m-~-I + 2(~-~>n-~)(2 ~ - 1) 
(63) 
a2,o_j~ = (2 ~-°-I  -- 2(~-~)/2-1)(2 ~ --  1). 
Thus, we have the following theorem: 
THEOREM 12. / f  (m, h) = (m, 2h) = c, then 
ao = 1 
a2.,-,_~(~+~)/2-, = (2 ~-~-1 A- 2(m-~)/2-')(2 ~ -- 1) 
a2.~-~ = (2 ~ --  2 m-~ ~- 1)(2 ~ --  1) (64) 
a2m-1+2(m+c)]~-i = (2 m-c-1 -- 2(~-~)/2-1)(2 "~ -- 1) 
a~ = 0 fo r  other j .  
Consider the case in which 2(m, h) = (m, 2h) ~ m. Then, by  Lemma 
6.4, ~ = 2 ~' A- 1. Since v(0, f~, 0; x) is in C , ,  Woo = w0, w i ,  . - .  , W~_l 
can be found from the weight d istr ibut ion of C~. Each code vector  
of C, is a ~ concatenat ion of a code vector  in cyclic code C,' of length 
(2 ~ - -  1) /~ which is generated by  (X  (2~-1)/~ - 1)~hi (X) .  Let  v'(f~; x) 
denote a code vector  v ' (x )  in C1 r such that  vP(a ~) = ft. Since 
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l t /  i a v ~a ; x) ,. i+q~ 2" = v~,a ;x )  and u = (il, -- 1), 
each set 
C' l l  , t,, i+lr = i vka  ;x )  10 N 1 < (2" - - ) l /p}  (0 N i < ,) 
I 
consists of (2 ~ -- 1) /u vectors of the same weight wi • Since 
v(0, t3, 0; x) is a v concatenation of v'(fl; x) , 
w~ can be given by the following equation: 
I 
w~= pw~ (0 -5_ i< p). 
Therefore, by applying Lemma 7 to code C1', we have 
(2 "~-  1) /~ ~ w,/p = 2~-~(2 "~ - 1)/~,, 
"/=0 
t,--1 
(2 '~ - 1 ) /p  E (~, /p )~ = 2'~-~(2 m - a ) (2  '° - 1 + ,)/,~. 
i=0  
Thus, 
2 ~i  = P 2m-1 
i=0  
w, 2 = p2~-2(Z '' -- 1 -4- p) = p2m-2(2"~ + 2"'). 
i=0  
Therefore, 
~] (w~ - 2~-~) ~ 
i=0  
= p2~-2(2m -- 1 -t- v) -- 2my2 ~-l -t- 22" 2p 
(65)  
(6~)  
(67) 
12 = 120 + I2i, 
2e- -1  
Z~o = 2m-~(2 '~ - 1) E (wo j -  2m-1)2/p, 
j= l  
151 = 2'm-c(2 ~ -- 1)(Wo -- 2'n-1)2/u 
+2"(2  m - 1) ~ (w, .  2~-1)~/p. 
/=1  
(6s )  
nm-t-e'--2 = p2m-2(P -  I. = pz~ 
On the other hand, it follows from Lemma 8, (41), (42) and the defi- 
nition of Is that 
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By  Lemma 11 and (67), we obtain 
I2 = 22~-~(2 ~ - 1) (69) 
> I2~ = 2~'~+°'-2(2 ~ - 1) - (2 ~ - 1)(2 ~ - 2m-~)(wo - 2~-*):/p. 
By  a simple calculation, it can be shown that  
(wo -- 2~-~) 2 => 22~-2(2q' -- 1 ) r / (2  ~ -- 2 ~-¢) 
(70) 
- 2 m+~-2 [by (21)]. 
Hence, 
2 m-1 wo = ± (2 (m+~)12-1 -}- ~), ~ > 0. (71) 
Now, by (66), we have 
I /=  (w, - (2 2 
i=0 
= ~2m-2(2 "~ -- 1 ~- ~) -- 2(2 ~-1 :F 2m/2-~)~2 ~-1 
-4- (2 m-~ :V 2m/2-1):~ (72) 
= p {22m-2 -t- 2 ~+~'-2 -- 2 ~m-1 ± 23~/2-1 
+ 2 :~-2 =7 2 3~/2-1 + 2 ~-2} 
= 2~-~(2 "' A- 1) 2. 
On the other hand, 
12' >_-- (Wo -- (2 m-1 :F 2 m/2-'))2 = [2m-1 ± (2(m+c)/2-1 ~_ ~) 
-- 2 m-1 ± 2~/2-~] 2 (73)  
---- 2m-~(2 °' + 1 A- ~21-~J2) 2.
F rom (69), (71) and (72), we have that  
~=0 
= 2 ~-1 2 (~+~)/2-1 (74) 
wo ± 
w~ = 2 ~-~ ~ 2 ~/~-1 (0 < i < p). (75) 
Since w~ (0 -<_ i < p) is divisible by p, the ± sign is determined by 
Lemma 6.3. Thus, we have the following theorem: 
THEOREM 13. Let a~, deno~ the number of code vectors of weight j in 
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Cz'. I f  m/c  is odd (or even), then 
! 
ao = 1 
! ! 
a2m-l_2(~+c),2-1 (or  a2~-i+~(.~+o),2-1) = (2 '~ --  1 )1 (2  ct2 + 1) 
(76) ! 
a~m-  l_2m l 2-1 ) a2~-~+2m,~-~ (or  = 2c/2(2 "~ --  1 ) / (2  c/2 + 1). 
I 
aj = 0 for other j .  Q.E .D .  
F rom (69) and (74) ,  we have  
I~1 = 22m+c'-2(2 ~ --  1) - -  (2 ~ --  1 ) (2  ~ --  2~-~)2'~+~-2/~ 
= 22~-2(2 TM --  1 ) (2  c' - -  (2 ¢ -  1 ) /v )  
(77) 
= 22m-2(2 ~-  1) 
= f2 .  
From (68),  we obta in  
2c--1 
I20 = (2  TM - -  1 )2  m-c Z ( lZoi  - -  2 'n -1 )2 /v  = 0.  
j= i  
Hence ,  
= 2 m-1 (1 < j<2 ° ) (78) 'Woj = • 
By (41),  (42),  Lemma 8, (74),  (75) and (78) ,  we have  
a2~-~_2~,2-1 + a2~-l+2~t2-, = (2 ~ -- 1)2'~+~12/(2 ~/ + 1) 
a2~-~ = (2 TM --  1)2~-~(2 ~-- 1 ) / (2  c/2 + 1) + 2 ~ --  1 
a2~-x_~(,,,+o)/2-1 + a~-1+2(~+o)/~-1 = (2 ~ -- 1 )2~-~/ (2  ~/2 + 1). 
Thus ,  the  next  theorem fol lows f rom Lemma 9. 
THEORE~r 14. I f  2(m, h) = (m, 2h) = c and c ~ m, then 
ao = 1 
av~-,_2(.,+o)z2-1 = (2 ~ -- 1 ) (2  (m-~)/2 + 1)2(m-~)/~-I/(2 ~/2 + 1) 
a~-,_2~,~-~ = (2 '~ --  1 ) (2  m/2 + 1)2(m+~)/2-I/(2 ~/2 + 1) 
av~-~ = (2 m --  1 ) ( (2  cI2 --  1)2 m-~ + 1) (79) 
av~-~+2,~- i   (2 ~ -- 1 ) (2  m/2 -- 1)2(m+*)/2-1/(2 ~/2 + 1) 
a2.,-x+2(m+~),2-~ = (2 '~ -- 1 ) (2  (~-*)/2 - 1)2("-~)/2-1/(2~t2 + 1) 
aj = 0 for other j .  
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Consider the case of 2(m, h) = (m, 2h) - m; i.e., m = 2h. For any 
fll ~ 0, f12 in GF(2m), there exists b E GF(2 m) such that  
fllb 2~-1 + f12 = O, (80) 
because (2 h-l, 2 m -- 1) = 1. F rom (38) and a similar argument for 
the case of m = m r, it follows that  there exists w such that  the weight 
of any code vector in C - C2 is either w or 2 m - w. Since C1', the cyclic 
code of length 2 m/2 - 1 generated by (X  2mILl - 1)gl(X), is a maximum- 
length sequence code, C1 consists of one zero vector and 2 m/2 - 1 vectors 
of weight 2~/2-1(2 ~l~ + 1). Therefore, 
w = (2 ~/~ + 1)2 ~-~. (81) 
On the other hand, C2 is a maximum-length sequence code of length 
2 ~ - 1. Hence, 
a2~-1 = 2 ~-  1. 
According to Lemma 9, we have 
THEOREM 15. I f  m = 2h, then 
a0= 1 
a2,~-,-2,~,~-, = (2 m/2 -- 1)(2 ~-1 + 2 '~/2-1) 
a2~-1 = 2 ~ -- 1 (82) 
a2~-,+~2-~ --- (2 ~/2 -- 1)(2 ~-~ - 2 "/2-~) 
a~ = 0 for other j .  
The weight distribution formulas for some other classes of cyclic 
codes are given by Kasami, (1967). 
5. CROss-CoRRELATION FUNCTIONS OF Two 
MAXIMUM-LENGTH SEQUENCES 
I t  follows from Lemma 6.4 that  J '+~ is a primitive element if and 
only if c = c'. Assume that  c = c'. Let 
2m--2 
v(O, 1, O; x) = ~ v~fx I 
f=o 
2~-~ (83) 
v(0, 0, 1; x) = ~ v~x ~. 
f=0 
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Then,  v~ = V~o, v l l , •  • ' , v~2m_2 and vs = V2o, v21, ' • • ,  v22~_~ are max imum-  
length sequences of length 2 m - 1. In  vl and v~, replace 0 by  -1 .  Let  
ul -- u~o, ul~, • • • , u12m_2 and us = u¢0, u2~, • •. , ussm_2 he the result ing 
sequences of real numbers  1 and -1 .  Correlat ion function 0( j)  of ul 
and v¢ is defined by 
2 m--2 
o(j) = u  usi_ , (8¢)  
f=o 
where suffix f - j is to be taken rood 2 ~ - 1. Note that  
v(0, 1, 0; x) + xJv(O, O, 1; x) = v(0, 1, d~2; x).  
I f  v(0, 1, O/3i2; X) has weight w, then 
o(j) = 2 - 1 - 2w.  (85)  
Let  s~denote  the number  o f j ' s  (0 _<- j < 2 ~ - 1) with O(j) = i. 
Then, si is the number  of vectors v(0, 1, fl; x) with weight 
(2 ~ --  1 - i ) /2.  From the previous results, we have Theorem 16. 
THEORE~ 16. 
8__2(m+c)/2__ 1 ~ 2 m-c-1 __ 2 (m-c)/2-1, 
8-i -= 2 '~ --  2 "~-~, 
82(m+c)/2_1 -~-- 2 m-c-I ~_ 2 (m-c)/2-1, 
si = 0 for other i. 
For0  < j  < 2" --  1,1e~ 
Oi = 1 if O(j) = -2  (~) /~ - 1 or 2 < '~) /S -  1, 
(86) 
Oi = 0 if O( j )=- -1 .  
Sequence 0 = O0, O~, - . .  , 02~_2 will be called the correlation sequence 
of u~ and us.  We shall character ize the correlat ion sequence below. 
Recal l  that  
Vo = Voo = {b 2m-h-~ --~ b~h-~ {b C GF(2~)}.  
Since (2 ~-1, 2 ~-  1) = 1, 
Voo = {b 2'~-2h -4- b ib  C GF(2~)}.  
Since (m - 2h, m) = e, the Galois group of GF(2  ~) over GF(2  ¢) is 
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generated by the automorphism X --~ X 3~-2~ (by Theorem 9, p. 127, 
Albert, 1956). Therefore, from the trace theorem (p. 121, Albert, 1956) 
it follows that 
V00 = {b[ a(b) = 0, b E GF(2m)}, (87) 
where a(b) denotes the trace of b in GF(2 '~) over GF(2~), and 
~(b) = b + 52° -4- 522° + "" -4- b 3~-°. (88) 
Hence, any element of each coset V0j has the same trace t~ C GF(2~), 
.? 
and if j # j ,  ti ~ t j,. 
Note that v2(0, fl~, 82 ; x) = v(0,/~1, f12 ; x 3) = v(0, f13, 823; x) C C 
and that v(0, t~l, /~2 ; x) and v(0, /31, /~2 ; x 3) have the same weight. 
Consequently, if t~, = tj 3, then woj, = Woj. From the proof of Theorem 
12, it follows that there is only one jo such that 
2m-1 2(m+c)/2-1 'WOJo = 
(89) 
2 m-1 ' w0j = j # j0. 
2 Since t j0 = t~'0, tj0 = 0 or 1. Since C1 is a maximum-length sequence 
code, Woo must be 2 '~-1. Therefore, tj'0 = 1. This implies that the weight 
of v(0, 1,/~; x) is not equal to 2 '~-I if and only if/~ + /~2o + ~3~o + . . .  
+ S ~-° = 1. From (85), O(j) ~ -1  if and only if 
a ji2 -[- a 1~23~ -~- a 3"i22~ + " ' "  "-]- a 1122m-~ = 1. 
Since ~ 2/2 = eL 3m-2 - -1  and a -3~-~ ~2 = = a , we have Theorem 17. 
--j32~ THEOREM 17. 0~" = 1 i f  and only i f  a -y + a -j3° + a + . . .  + 
- - j3  m- -  c 
Now consider the case of c = 1. By definition, v(0, 0, 1; a ~2) = 1. 
Therefore, 
v(0,0,1;  -2~) = 1 (0 < l<  m). (90) 
On the other hand, for any a j # a -3z (0 = 1 < m), 
v(0, 0, 1; a a) = 0. (91) 
By the formula due to Reed and Solomon (1959), 
2 m--3 
v~f = ~ v(O, O, 1; d),~ -;f 
j=o (92) 
2m--lf  af  + a 2: + a 2~: + . . .  + 
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Hence, by Theorem 17 
05 = vss~_l_#. (93) 
This implies the following corollary: 
COROLLARY 18 z. I f  (m, h) = (m, 2h) = 1, then the correlation sequence 
of the maximum-length sequence generated by hi(X) and the one generated 
by h2(X) is the maximum-length sequence generated by g2(X) = X~h2( X-1). 
Gold and Kopitzka (1965) observed that for some pairs of maximum- 
length sequences the correlation sequences are also maximum-length 
sequences, and they listed all such pairs of sequences of length 8191 or 
less. Among 28 listed pairs, 25 cases are covered by Corollary 18. 
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