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This work studies the incremental optical encoder sensor and its impact on motor 
motion. The small-signal model of the sensor combined with the chosen speed 
estimation method is derived, experimentally validated and compared with existing 
models. A novel experimental setup emulates the encoder behaviour. Therefore, the 
sensor is isolated from the rest of the system (motor and driver) that unavoidably biases 
the dynamic study. The small-signal model demonstrates that the phase lag of the 
encoder increases as the speed and the resolution decreases. This increment of the delay 
adversely reduces the phase margin of the motion control-loop. 
In addition, a simple lead compensator is proposed and implemented on a DSP to 
recover correct performance of the motor (smooth rotation) previously degraded by the 
encoder. The coefficients of the proposed lead compensator adapt to the specific 
commanded speed automatically. 
As part of this thesis an improvement of the elapsed time (ET) method, that expands the 
use of this method to all speed ranges, is proposed. The Improved-ET speed estimation 
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 Introduction Chapter 1.
Motor drives play a key role in modern industry, with the performance of the 
intrinsically closed-loop system being greatly determined by the choice of the feedback 
sensor. Optical encoders are found in applications such as computer numerical control 
(CNC) machines, printers, paper production, food and beverage automation, elevator 
control, etc. One of the key design drivers in most of those applications is cost. A way 
of reducing cost is selecting an optical encoder with a low resolution. Nevertheless, this 
has an impact on the dynamic performance of the control loop, which brings challenges 
that are not addressed in the state of the art. The aim of this thesis is to address some of 
the challenges related to the utilization of incremental optical encoders with limited 
resolution.  
In this chapter, the motivation and objectives of this thesis are outlined. An introduction 
to electrical machines and industrial applications in section 1.1 precede the overview of 
typical motor control architectures based on incremental optical encoder sensors in 
section 1.2. The problems associated to the encoder use are described. The review of the 
state of the art of prosed control solutions are addressed in section 1.3. It also describes 
the gaps found in the proposed state of the art to later enumerate the main contributions 
of this thesis. Finally, section 1.4 concludes describing the content of the rest of the 
chapters. 
1.1 Overview of Electric Machines and its Applications 
Since 1995 electric motors has experienced an increase of the sales. Many of the current 
research efforts are oriented to the improvement of the efficiency of this machine, motor 
drives and sensors [1].  
A report release by [2] in 2011 quantifies the impact of the industry (64 %) in the global 
energy released consumption see Figure 1.1 – (a).  Motors emerge as one of the biggest 
energy consumer (46 %) in the industry sector as can be seen in Figure 1.1 – (b). 
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(a) (b)  
Figure 1.1 (a) Electricity demanded by sectors and (b) major energy consumers in industry [2].  
Motors can be found in multiple applications and different power ranges, as shown in 
Figure 1.2. 
 
Figure 1.2 Examples of Hitachi Electric Motors found in [3]. 
The replacement of pneumatic actuators by electromechanical actuators has also 
fostered the use of these electric machines in the past. There are many types of motors 
and can be classified as in Figure 1.3. 




AC Motors DC Motors
Asynchronous Synchronous Variable Reluctance





Figure 1.3 Types of electric motors. 
Each motor type has different applications and faces different challenges such as: speed 
range, rated torque requirements, speed ripple, acceleration time, breakaway torque, 
environment, protection features and communication requirement among others, as 
listed in [4]. Prior to the 1950s most of the applications required the use of DC motors 
operating at a fixed speed, proportional to the voltage. It was after 1957 that the benefits 
of semiconductors proved their utility in variable frequency applications, with the first 
“silicon controlled rectifier” (SCR). This expanded the use of AC motors to many 
applications formerly covered by DC motors [4] and [5]. The evolution of motors is 
represented, in Figure 1.4. It can be seen that an improvement of the performance is 
closely linked to the evolution of motors (from DC motors to AC and induction motors), 
drivers (from thyristors to IGBTs) and the different control devices (from analog control 
to digital control). Digital controllers provided a platform to implement more 
sophisticated control techniques and advanced algorithms. 
 
Figure 1.4 History and advances in Motor drive control [3]. 
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The control is the brain of any application. From the controller perspective, zero steady-
state error and fast transient conditions are key parameters defining its performance. 
The precision is defined as the difference between the measurement and the commanded 
speed value that must be almost zero. The transient response to step tests defines the 
capability of the system to track variations. Similarly, the sensors used in the feedback 
are defined by their bandwidth which affects the transient performance, together with 
the dynamics of the controller. 
Although the first proportional-integral-derivative (PID) controller was presented in 
1886, it was not until the 1940s that it was first used in motor controllers, originally 
implemented by analog means via operational amplifiers. More recently, during the last 
40 years, the control migrated to a digital device with the advent of microcontrollers, 
digital signal processors (DSP), and field programmable gate arrays (FPGA). Digital 
control facilitates the implementation of classical control techniques such as scalar 




















Figure 1.5 Simplified diagram of a scalar control with internal current loop and external speed 
loop. 
A simple speed control, as in Figure 1.5, senses the speed of the rotor of the motor to 
correct any deviation from the reference speed (or target speed). 
More advanced controllers like vector control, field oriented control (FOC), etc., can 































Figure 1.6 Simplified diagram of a vector control: FOC. 
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The FOC is used to control induction and permanent magnet motors. The FOC 
separately controls the torque and the magnetic flux achieving good static and dynamic 
performance. The required torque is determined by the specific application. By 
controlling the flux, the rotor can be oriented perpendicularly to the magnetic field 
guaranteeing that the resulting torque is maximum regardless of the rotation [6] and [7].  
A thorough study of the literature shows that there are several variations of the FOC; 
however, in all the cases their performance is highly dependent on the quality of speed 
and position information. The information of the rotor position is used in the αβ and dq 
decomposition to separate the sensed information ia and ib into information of the actual 
torque and flux. This feedback is used to orientate the motor shaft while keeping the 
commanded torque. Additionally, an external speed loop controls the speed. 
In both type of controllers the optical encoder can be used in the feedback and the 
motion control because of the good balance between performance and cost. 
1.2 Incremental Optical Encoder and Associated Problems 
The sensors for motion control can be classified according to their different physical 
characteristics, prices, etc., depicted in Figure 1.7. These vary greatly in terms of both 
cost and performance. 
Types of motion control sensors

















Figure 1.7 Types of speed sensor according to its physical principles. 
The specific application dictates which sensor and technology must be chosen according 
to multiple criteria such as: cost, required accuracy, immunity to electromagnetic noise, 
light or duty classification (light, industrial, servo and heavy duty), high-temperature 
exposure, environmental humidity or dust, harsh environment such as shock or 
vibration, the type of interface with the control unit (TTL, analog interface, Ethernet 
etc…), to mention but a few.  
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As an example, resolvers are frequently used for critical applications like aerospace 
because these sensors are both robust and reliable. Optical encoders provide a good 
trade-off between performance and cost. The encoder includes a disc coupled to the 
shaft of the motor as in Figure 1.8. 
 
Figure 1.8 Optical encoder for motion control from [8]. 
The optical encoders are classified, according to the pattern printed in the border of the 
disc, as incremental and absolute encoders, as in Figure 1.9. 
 
Figure 1.9 Patterns of the disc of the encoder [9]. 
An incremental encoder has a pattern of slits (line or band of slit), nominal evenly 
spaced, printed in the circumference of the disc. The total number of slits over the 
circumference is termed as R’. The slits distributed within the 360o determine the 
resolution of the encoder. The resolution is the minimum increment of rotation θ that 
can be measured. The slit transmits the light of a photodiode placed on one side of the 
disc. The light beam is sensed by a photodetector on the other side of the disc. The 
photodiode produces a waveform with amplitude proportional to the received light, 
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which has an almost sinusoidal shape as in Figure 1.10. From this perspective, all 
optical encoders are pseudosinusoidal encoders in origin. 
 
Figure 1.10 Representation of the incremental optical encoder. 
As shown in Figure 1.10, the sinusoidal waveform is squared by using a Schmitt 
Trigger. The incremental encoder usually has two lines with slits shifted 90o to each 
other. Consequently, the squared output signal, labelled as Channel A and Channel B, 
are also shifted 90o, nominally. Alternatively, some incremental encoders have a single 
line and produce the two channels electronically. The encoders with two channels are 
known as quadrature encoders. The output of the two channels follows a Grey Code 
pattern. This pattern is used to detect the direction of the rotation. The motor moves in a 
clockwise direction if Channel A leads Channel B by 90o, if the opposite occurs, then 
the motor spin direction is anticlockwise. The differences between ideal encoders and 
real encoders are discussed in subsequent sections. 
Absolute encoders have several coded lines n-lines and also n photodiodes and 
photodetectors. The absolute encoder has n channels and the combination of those 
defines in a unique way every rotated angle. The resolution for this sensor is θ = 360o / 
2n. This sensor provides precise information of the position even after the system has 
been powered off. The manufacturing cost of this sensor is also higher than that of an 
incremental encoder. The price is determined by the cost of printing a complex mask on 
the disc. High accuracy requires a complex and expensive manufacturing process. 
While the absolute encoder is used in applications where the precise knowledge of 
position is required such as in robots, the incremental optical encoder in particular is 
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o CNC machines, printers 
o Paper production 
o Food and beverage automation (mixing, bottling, labelling),  
o Elevators (in speed control, the motor commutation, elevator doors, vertical 
positioning and for elevator governor). 
Recently, encoders have been incorporated to assess the health of rotating machinery 
[10]. This thesis focuses on the incremental optical encoder used in motion control. The 
main speed estimation methods used for this type of sensor are known as: pulse (or 
transition) count method (PC), and elapsed time method (ET). In the first case the speed 
is estimated as the count of encoder transitions during a fixed time interval, Ts. This 
method is applied at high speeds with several transitions per sampling interval. The ET 
method estimates the speed based on the time measurement between consecutive 
encoder transitions and is used for low speeds. Although this method can be used over 
the full speed range, empirical results show that is unpractical at high speeds because of 
the measurement errors as in (1.1). This is discussed in chapter 4. 
 Total error = encoder error + electronic error + system interaction error  (1.1) 
The encoder errors could be due to one or several of the following reasons according to 
[11]. 
o Assembly error and manufacturing mechanical tolerance built-up. 
o Mask or disc misalignment,  
o Mechanical vibration, 
o Temperature variations, 
o Electrical noise, 
o Faulty power supply regulation. 
The quantized and sampled position measurement limits the performance of the system 
[12]. Some of the reported adverse effects are: vibration [12], torque ripple [13] and 
[14], or motor noise [15]. Specific studies on the field oriented control (FOC) for 
permanent magnet synchronous motors (PMSM) are found in [14] and [16]. The 
quantized nature of the sensor can induce limit cycling in the system, causing speed 
oscillations [17]. Speed oscillation in encoder-based systems is studied in [18] by means 
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of a harmonic approximation. The encoder also reduces the control bandwidth [15] and 
[19] , and causes the estimated motor speed to intrinsically lag the actual speed. 
When the number of encoder transitions per control sample time (Ts) is higher than one, 
the simple solution of low-pass-filtering of the velocity estimate is not favoured due to 
bandwidth reduction, so alternative approaches are provided in [12] and [20] that reduce 
the phase lag.  
When the number of encoder transitions per control sample interval is less than one, the 
measurement delay can become significant due to the infrequent encoder updating of 
the position information [21]. Under those circumstances, the frequency response of the 
motor drive control loop can be impacted by the dynamics of the encoder. The system 
can even become unstable due to the dynamics of the encoder, if it is not considered 
when tuning the speed loop compensator. 
1.2.1 Hardware-based Solutions to Compensate the Limited Resolution of the 
Encoder 
One of the possible hardware based solution is a gear-box in the coupling of the motor 
and the load (coupled system) as in Figure 1.11. The gearbox is typically used to 
increase the speed [11] and [22]. 
The disadvantages of this solution are reported in [22]: 
o Backslash inherent to the gearbox, with looseness when motion is reversed; 
o reduces the system efficiency; 
o Increases of the volume and weight of the motor and the system in general; 
o Increase of the cost; 
o Increase of the audible noise. 
 
Figure 1.11 A gearbox in the coupling of the motor and the load [11]. 
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The Quadrature-based Phase Locked-Loop (QPLL), found in [23] and shown in Figure 
1.12, detects the frequency of the input signal and produces a square signal with 
frequency equal to the frequency of the input signal. This is particularly useful in 
electromagnetic encoders employed within a vehicle where electrical noisy signals may 





Encoder signal Encoder signal 
“cleaned”
 
Figure 1.12 Structure of a QPLL implemented using a LM565 [23] 
It was proven in [23] that the output signal of the QPLL can lose track of the input 
signal at constant and low speed. Additionally, there is a delay time for the PLL to track 
the correct frequency. 
1.2.2 Software-based Solutions to Compensate the Limited Resolution of 
Encoders at Low Speeds 
Several methodologies and algorithms are found in literature to reduce the impact of the 
quantization error on the control loop. It is observed that many papers address specific 
technological constraints. For instance, in the late 80s and 90s the pulse count was often 
implemented with an external counter so that the maximum count of pulses was 2n-1 
(where n is the resolution and bit size). This conveys at least two problems: 
o How often should the n output of the counter be sampled? 
o How to detect the count overflow (of the external counter) without losing 
information? 
These type of problems were addressed in [24] computing in advance the bit size that 
corresponds to the transition count at each speed and sampling only that output. The bit 
size varies with speed and so the counter output sampling frequency. This section 
describes different software solutions found in literature to improve the speed 
estimation. These solutions address more general and methodological problems rather 
than technological issues.  
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The software-based solutions for the improvement of the speed estimation can be 
classified into non-model based method and model based method as proposed in. The 
non-model based methods refer to those methods focused on processing the encoder 
signal. The model based methods combine the information from the encoder and a 
mathematical model of the motor and the driver to improve the speed estimation 
especially at low speed. Figure 1.13 shows a list of relevant methods which are briefly 
mentioned in this section. 
Nonlinear tracking differentiator (NTD) and 
feedforward technique.
Precise Encoder Edge-based State Estimation for 
Motors (PEESEM).
Velocity observer and torque feedforward.
Recursive extended least square (RELS).




First order, second order and reduced 
order estimators.
Taylor series Expansion (TSE), Backward 




Multiple sensor (encoder and accelerometer).
M/T, CSDT, and 
hybrid methods.
 
Figure 1.13 Some relevant speed estimation methods. 
 Nonmodel based methods. 
The M/T method was proposed in 1982 in [25]. This method combined the best of the 
existing pulse count method (M) and the elapsed time method (T). It also improved the 
detection time, which was particularly relevant for microprocessor-based speed 
estimation. Similarly, the constant sample-time digital tachometer (CSDT) was 
presented in 2000 in [26]. This method was implemented on a FPGA and targeted the 
reduction of the sensor sensitivity to nonidealities. 
The delay between the actual motor speed and the estimation is reported in 1988 [12]. 
This paper proposed a higher order estimate (first order, second order and reduced order 
estimators) to reduce this delay. Following the same idea of the delay, [27] proposed a 
reconstruction of the velocity estimate based on a Taylor series expansion (TSE), a 
backward difference expansion (BDE) and a least square fit (LSF). An oversampling 
technique is also proposed in [28] to reduce the noise of the speed estimation based on 
optical encoders. 
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 Model based methods. 
The low update rate of the information when using encoders at low speed is one of the 
key challenges inherent of this type of sensor. Many researchers have approached the 
problem by means of state observers. The observer predicts a future state of a signal 
based on a model of the plant to be controlled (the plant must be previously 
characterized) along with past measurements of the inputs and the outputs of the 
system.  
Various types of observers are reviewed in [29] as well as their foundation and 
algorithms. The following text is quoted from this paper: 
“One intuitive ideal to deal with this problem is to estimate the disturbance (or the 
influence of the disturbance) from measurable variables, and then, a control action 
can be taken, based on the disturbance estimate, to compensate for the influence of 
the disturbance.” 
The observers then predicts the value of the unknown variable which cannot be 
measured. Another fragment of the same paper states: 
“This basic idea can be intuitively extended to deal with uncertainties where the 
influence of the uncertainties or unmodeled dynamics could be considered as part of 
the disturbance. Consequently, in a similar fashion, the influence of the uncertainty 
can be suppressed and the system robustness can be improved”. 
The paper continues saying that “this motivates the development and application of a 
wide variety of disturbance/uncertainty attenuation algorithm independently by 
researchers and practitioners working in different industrial sector. Although under 
different names and developed from different prospects, those algorithms/methods 
share a fundamental idea, i.e. an observation mechanism if designed to estimate 
disturbances or uncertainties (or both of them), and corresponding compensation is 
then generated by making use of the estimate” 
Observers are used when the mathematical equation of the system (i.e. the encoder) is 
“unmodeled”. Many of recent works in this area are based on the original work of 
Kalman observers, also referred to as the Kalman filter. A paper published in 1961 [30] 
provides insight on this matter. Later, in 1971 Luenberger expanded the work in the 
field of observers for a deterministic setting in [31].  
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Modifications on the Kalman and Luenberger observer have been proposed to overcome 
the issues of encoders at low speed as in [32]. Also a velocity observer combined with a 
torque feedforward was proposed in [33] to improve the field orientation of ac 
servodrive. A nonlinear tracking differentiation (NTD) in [34] is combined with a 
velocity and acceleration feedforward to overcome the characteristic phase lag of the 
differentiation. Another algorithm, based on a Kalman filter, is the precise encoder 
edge-based state estimation for motors (PEESEM) proposed in [35]. A recursive 
extended least square method (RELS) is proposed in [36] for a wide-speed range. The 
RELS identifies variations in the parameter of the plant to adjust the gain of the speed 
controller automatically for a good dynamic response. A self-adaptive Kalman observer 
(SAKO) is described in [37] that updates the gain matrix by calculating the actual noise 
- more likely the noise covariance at every control sample interval in order to accurately 
observe the speed when data is not available at low speed. The dual-sampling-rate high 
order observer in [20] updates the sampling time to the rotational speed to guarantee 
that encoder data is always available, this method also considers the relation of the 
estimation and the error correction periods. More recently, researchers proposed a 
combination of multiples sensors like encoders and accelerometers as in [38] and [39]. 
The uncertainty in the plant model or parameters can limit the performance of observer. 
The algorithm itself increases the computational burden [40] of the control algorithm, or 
possibly necessitate the application of system identification techniques, [36], [37] to 
update the motor parameters of  observers. 
The slightest variation of the model of the plant (like inertia or load) or the point of 
operation affects the performance of the observer. Online identification algorithms have 
been developed to update the plant model. However, the computational burden narrows 
their applications. The advantages and disadvantages of the observers are described and 
discussed in [19]. 
Alternatively, this thesis proposes the study and derivation of small-signals models of 
the encoder and speed estimation algorithms to easily quantify the impact of the sensor 
on the control loop and to propose a simple compensation. 
The first model of the dynamics of the encoder is found in [41] where the dynamics of 
the sensor and the speed estimation method are  represented by a delay. 





EncH s e  (1.2) 
The same paper proposes an approximation for the low speeds; with Te being the time 
between consecutive encoder transitions. 
 ( ) es TEncH s e  (1.3) 
Alternatively, [42] proposes the following equation to model the dynamics of the 









The previously mentioned models do not fit the phase and the magnitude 
simultaneously in all conditions as it will be demonstrated later on in this thesis. 
1.3 Purpose of the Thesis and Contributions 
At least two problems can be identified in the area of study of the incremental optical 
encoder for motion control: 
1. There is not a precise and validated transfer function for the incremental optical 
encoder sensor. Therefore, the designer assumes an ideal encoder, i.e. no 
attenuation and no phase lag at the operating frequency, for the motion control 
design. It indirectly increases the cost of the design, since such conditions are 
only achievable with a very high resolution encoder. 
2. There is not a simple and unique and smooth speed estimation method that can 
be used for all speed intervals, particularly in quadrature configuration [43]. 
Moreover, those speed estimation methods that have a good dynamic 
performance presents a bad static error and vice versa. A mix of speed 
estimation methods are used in applications involving variable frequencies. 
The defined problem in 1 is also acknowledged by the manufacturing companies of 
encoders such as Heidenhain Corp. This company listed five challenges and 
opportunities for encoders in [44] that are: increasing precision while lowering 
ownerships cost, speed at nanometre level resolution, choosing the right motion 
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feedback solution, conquering the functional safety issues and security customized 
solutions. For the first point, the report details: 
“(…) high accuracy and high stiffness are achievable, but at a cost that is 
sometimes prohibitive” 
Similarly, ENCODER PRODUCTS COMPANY, a manufacturer of motion sensor and 
controllers, list five tips when specifying incremental optical encoders in [45]: 
1. Integrating the encoder into the equipment. 
2. Determining the desired resolution. 
3. Selecting the output type. 
4. Environmental considerations. 
5. Use a 3D model. 
6. Consider a programmable encoder. 
Particularly for point 2 it says: 
“This key metric is more difficult to specify than it might appear, because if the 
resolution is too high, encoder cost will increase unnecessarily and will exceed 
the output frequencies of the controller. The encoder should remain within the 
specifications of the controller. It’s also important to consider that many 
applications do not require extremely high resolution, so there’s no need to 
over-specify it. Conversely, resolution that is too low will likely limit the 
system’s ability to accurately control speed or position.” 
In order to address and solve the first problem of this thesis has: 
1. Developed and validated the small-signal models of the incremental optical 
encoder and different speed estimation methods. Those methods are: the Pulse 
Count (PC) method, the elapsed time (ET) method and the Constant Sample-
time Digital Tachometer (CSDT) method. 
2. Designed of a novel system set up used to experimentally validate the small-
signal models. 
3. Implemented a lead compensator in a digital control of a DC motor that operates 
at low speed with a low resolution encoder in the feedback loop. The lead 
compensator is designed based on the developed small-signal model. The lead 
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compensator improves significantly the performance and stability of the motor 
in the described conditions. 
The second defined problem is solved by introducing improvements on an existing 
speed estimation method. 
1. The method is named the Improved-ET and has a good balance between static 
error and dynamic performance. This method is experimentally compared to the 
existing methods in a closed-loop configuration using a DC motor. 
A sequenced methodological approach applied to this thesis: 
I. Definition of the problem. 
II. Study of the state of the art related to the topic. 
III. Theoretical study of the problem by simulation and/or mathematically. 
IV. Experimental validation of the concept. 
V. Practical example of application of the concept in a real system. 
The small-signal model has a positive impact in many different areas. 
1. Cost of the project. The designer can select in an early design stage the correct 
resolution for the encoder without oversizing the sensor.  
2. For low speed application a correct simple compensator can be implemented to 
compensate a low resolution encoder. The proposed simple compensator can be 
implemented in a non-high performance device. In addition, the simplicity of the 
compensator facilitates long-term maintenance and lowers failure probabilities, 
against the use of complex algorithms. 
3. The study developed here for incremental encoders can be easily expanded to 
other sensors like magnetics encoders, see Figure 1.14. One of the advantages of 
magnetic sensor is that these sensors are not affected by environmental dust. 
















Figure 1.14 Similarities between magnetic encoders for railway applications (a) and (b) and 
incremental optical encoders (c). 
1.4 Thesis Outline 
This thesis is structured in six chapters. The first chapter corresponds to the 
introduction. The second chapter presents the characterization and the implementation 
of the three speed estimation methods under analysis on the ADSP signal processor. In 
the third chapter the small-signal models of the encoder in combination with three 
different speed estimation methods are derived and experimentally tested in a novel set 
up. The fourth chapter corresponds to the study of the improved elapsed time method. 
The fifth chapter considers the practical application for the small-signal model of the 
incremental optical encoder and the improved elapsed time. Chapter sixth is the 
conclusion of the present thesis and the proposal of ideas for future works. 
 









 Analysis and Implementation of the Speed Estimation Chapter 2.
Methods 
The static performance and the steady-state error, e, of the three speed estimation 
methodologies: pulse count (PC), elapsed time (ET) and constant sample-time digital 
tachometer (CSDT) methods are discussed and implemented on a specialized DSP 
(CM403f) from Analog Devices. This DSP includes dedicated hardware for interfacing 
with quadrature encoders that facilitates the implementation of advanced speed 
estimation methods, such as the CSDT, by minimizing the delay resulting from software 
intervention. In addition, the three methods are used to sense speed in the motion 
control loop of the DC motor. 
2.1 Introduction 
Quadrature optical encoders are frequently used in motion control for servo-systems, 
industrial automation and robotics. In previous literature, incremental optical encoders 
are also listed as digital tachometers. Speed and position can be estimated by counting 
the number of encoder pulses during a given time interval (sampling interval, Ts). 
Inaccurate or delayed estimation of the speed impacts on the stability and performance 
of the system, potentially reducing quality and throughput in automation/robotic 
applications, and increasing acoustic noise and vibrations [15]. 
The resolution of the encoder, defined as the detectable angle of rotation θ′, is 

















Figure 2.1 Minimum rotated angle. 
where: R’ is the encoder resolution in pulse per revolution (ppr) that can be increased by 
a factor γ ( γ can be 1, 2 and 4) according to the encoder peripheral configuration. The 
optical incremental encoder has two channels (Channel A and Channel B) with one 
nominally shifted 90°, as shown in Figure 2.2. The term θ represents the effective 











Figure 2.2 Different encoder configurations with electronically increased resolution. 
For γ = 1 only the rising edge or falling edge of a single channel is counted. For γ = 2, 
both rising and falling edge of a single channel are considered; and for γ = 4 the rising 
and falling edges of both Channel A and Channel B are used, this configuration is 
commonly known as the quadrature configuration mode. The quadrature configuration 
of the encoder facilitates the detection of the direction of the rotation by the relative
phasing of the two channels. The effective encoder resolution, R, is defined as R = R’∙ γ. 
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The speed estimation errors can be divided in two main categories: steady-state error 
and dynamic error, corresponding to the accuracy of the speed measurement and the 
capability of the system to track a variable signal, i.e. accelerations. This chapter is 
focused on a comparative study of the steady-state error of the PC, CSDT and ET 
methods. 
Several factors can affect the accuracy of the measurement over one transition (the ideal 





Ideal encoder edge location
Encoder
signal
Actual encoder edge location
 
Figure 2.3 Representation of the errors in the speed measurement between consecutive intervals. 
The accuracy of the speed estimation depends on the term θ in Figure 2.3. This term 
represents the position of the expected ideal transition, and can vary due its physical and 
electrical nonidealities represented by 1  and motor and control nonidealities 
represented by 2 . 
The term 1  represents the error in the location of the transition due to: incorrect 
assembly, manufacturing tolerances, the electric circuit that is used to condition  and 
square the optical signal [46] from the photodetector. These errors are periodic and their 
impact is often significant on the speed estimation, especially in a quadrature 
configuration at high speed. Filters or averaging techniques can be used to minimize the 
impact of those errors on the measurement. However, filtering or averaging adversely 
affects the dynamic performance of the system because of the phase lag inherent to 
those processing techniques.  
The term 2  represents variations on the location of the actual encoder transition. This 
variation is produced by motor accelerations, e.g. due to motor friction and unbalances. 
The effect of 2 in the speed measurement can be reduced with a properly tuned 
controller. 
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Additionally, the general purpose counter (CNT) peripheral of the DSP introduces some 
measurement errors because it is a digital device with quantized peripherals. 
2.2 The Speed Estimation Methods 
2.2.1 The Pulse Count Method 
The Pulse Count (PC) is a well-known method [25] for the speed estimation. It is also 
named as M-method in the same paper. The method is based on the encoder edge 
(pulse) count over Ts, a fixed time interval, and the used unit is revolutions per minute 
(r/min).  




where θTotal is the total rotated angle during the sample time Ts. This can also be 
expressed as a function of the encoder effective resolution θ by counting the number of 













and with units of revolutions per minute (r/min): 
 
2 1 . 60 (r/min)



























Figure 2.4 Diagram showing relevant signals of the encoder in the PC method. 
The time t[1] and t[2] are not considered in the computation of the PC-based speed 
estimation method. This leads to an inaccurate result because the fractional part of the 
transition at the beginning and the end are not considered1. This quantization error is 
more relevant at medium speed as will be analysed later. 
The speed interval can be classified as low, medium and high speed. The average speed, 
n̄ with units of r/min, can also be expressed as normalized speed (l) in units of encoder 







According to (2.8) the speed is classified as: 
 Low speed for l < 1 tr./Ts, i.e. less than one encoder transition per sample time.  
 The authors consider medium speed for 1 tr./Ts ≤ l < 20 tr./Ts. In general, the 
criterion to delimit medium and high speed is not unique and will be application-
dependent.  
 High speed is hence defined for l > 20 tr./Ts. 
 
The PC method can be used, in theory, for any speed such that l ≥ 1 tr./Ts. However, in 
practice it is used at high speed to avoid the negative the impact of the quantization 
error in the control loop. For example, 20 tr./Ts implies a 5% percentage error in the PC 
based speed estimation. In a high-inertia load the PC would not cause a major 
inconvenience because the mechanical pole filters the noise produced by the estimation 
error. 
                                                 
1 The DSP counter counts an integer number of encoder transitions. 
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2.2.2 The CSDT method 
The error of the PC method is corrected by including the extra time (t[1] and t[2]), 
leading to the constant-sample digital tachometer (CSDT) method. This method 
estimates the speed of the motor based on the number of completed encoder transitions, 
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Figure 2.5 Diagram showing relevant signals of the encoder of the CSDT method. 







where Δtauxiliary = t[i-1] – t[i] and i is the subscript for a sample instant. 
The use of this auxiliary time greatly improves the accuracy of the speed estimation. 
Previous works in [26] and [47] present experimental and theoretical analysis of the 
performance of this method. The implementation of the CSDT, on a single chip, using a 
new targeted Analog Devices Advanced Digital Signal Processor (ADSP), is a novel 
contribution of this work. 
The CSDT method is used in medium and high speeds (>1tr./Ts) and the PC method is 
used at high speeds generally. 
2.2.3 The Elapsed Time Method 
This method estimates the speed based on the time elapsed between the latest two 
encoder transitions, Te, at low speed Te Ts. This method is also named as T-method in 
[25]. The time Te is obtained by counting pulses (m) of a high-frequency clock, with 
period TSYSCLK, which is part of the peripheral. A representation of this method is found 
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in Figure 2.6. The information provided by the ET method is the most recent speed 










Figure 2.6 Diagram showing relevant signals of the encoder the Elapsed Time method. 







where Te = m ∙ TSYSCLK 
2.3 Analysis of the Steady-State Error of the Speed Estimation Methods 







For the PC method, the error is produced by the ± 1 pulse count. For instance, assume a 
target speed of 225 r/min, an encoder with resolution 500 ppr, quadrature configuration 
and sample time of 1 ms, then L = 7.3 tr./Ts. However, the DSP only counts entire 
number of transitions, that is, the number of transition will vary between 7 and 8 
transitions. 
Assume δL ( 0 ≤ δL <1) as the non-desired count and replace in (2.6) and (2.11). The 
worst case errors are computed as the addition of the different errors. 
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 (2.13) 
Similarly, for the ET method, as the encoder signal is not synchronous with the DSP 
clock, the error is determined by the ± 1 TSYSCLK clock count symbolized as δm ( 0 ≤ δm 
<1). The error of this method is: 
 























The third method under study is the CSDT method. This method, thanks to the inclusion 
of the Δtauxiliary eliminates the error due to quantization of the PC method. A small error 
remains due to the lack of synchrony between the encoder signal and the high frequency 
clock that is the time base of the DSP. The expression of the error is as follows: 
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The plot of the steady-state error for the three expressions in (2.13), (2.17) and (2.22) is 
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Figure 2.7 Comparative of the steady-state error of the different speed estimation methods. 
As can be seen in Figure 2.7, the percentage error of the PC diminishes as the speed 
increases. Conversely, the error of the ET method increases when the speed increases 
and the error of the CSDT is almost constant in all speed range. 
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At low speed (up to 10 r/min), the error of the CSDT method is low and increases 
similar to the error of the ET method. As the speed increases the error is still small and 
effectively constant. 
2.4 Model of the Incremental Optical Encoder for Simulations 
The lack of a simulation model in some software tools for the incremental optical 
encoder and the speed estimation method was presented as a problem at the beginning 
of this work. In order to facilitate the understanding of this sensor, the author presents a 
simulation model that can be implemented in any simulation tool. The model is 
represented in Figure 2.8. 
 
Figure 2.8 Simulation model of the incremental optical encoder. 
Figure 2.8 represents a simulation model of the optical incremental encoder, where a sinusoidal 
block creates a waveform with a frequency equivalent to the rotor speed. 
 ( )
60 in
Rf t n  (2.23) 
The sinusoidal signal is squared by a sign-detector2 block to create the square signal of 
the encoder channel. The edge detector is implemented with a derivative function. 
Every incoming edge resets the timer (an integral function). The time between pulses Te, 
is held with a resettable-sample and zero-order-hold (ZOH). Later, the number of 
pulses, from the pulse counter, can be used to compute the PC-based speed. 
Alternatively, the time Te can be used to compute the ET-based speed. The sample and 
hold block represents the sampling effect of the digital control with a frequency of Ts. 
Figure 2.9 shows the performance of the simulation model for the ET and PC methods 
when reproducing a sinusoidal speed profile at the input. 
                                                 

































































Figure 2.9 Results of the simulation model for the PC and ET methods (encoder R = 250 ppr). 
2.5 Implementation of the Methods on the DSP 
The three speed estimation methods are implemented on a ADSP CM403f, which is a 
mixed-signal control processor with ARM Cortex-M4 architecture. It includes a 
floating-point unit, a twenty-four channel analog front end (AFE) with twenty-four 
sixteen-bit Analog to Digital Converters (ADCs) and two twelve-bit digital to analog 
converters (DACs). The core clock frequency is 240 MHz. A counter unit (CNT) 
provides dedicated counting/timing circuitry that facilitates processing of the encoder 
output, unaffected by other control software. The CNT on-chip circuitry, combined with 
the General-Purpose Timer (TIMER), allows several speed estimation methods to be 
implemented. 
The implementation of the three speed estimation algorithms requires the following 
capabilities: 
 Counting encoder pulses. 
 Counting time between pulses. 
 Counting the auxiliary time required to implement the CSDT. 
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The fulfilment of these requirements leads to a configuration of the following 
peripherals: CNT, in “Capturing Time interval between successive Counter Events” 
mode, the timer (timer 6 or timer 7) and the trigger routing unit (TRU). The time 
diagram is depicted in Figure 2.10. 
 
Figure 2.10 Time domain diagram of the peripheral CNT from the datasheet [48]. 
The three main registers that will provide the information for the speed estimation are: 
 The CNT_CNTR register. This register is a read register and increments with 
every encoder transition (L), until it reaches the maximum count corresponding 
to 232 - 1. 
 The TIMER_TMRn_PER register. This register contains the number of SCLK 
cycles (m) during two consecutive encoder transitions. 
 The TIMER_TMRn_CNT register. This register contains the instantaneous 
count of the high frequency clock cycles (m) that occurred during two 
transitions. It resets by hardware with every incoming encoder transition. The 
register TIMER_TMRn_PER latches the last count of this register during the 
next transition. 
 3 rising clock edges
7 rising clock edges
3 rising clock edges 4 rising clock edges
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The SCLK is a high-frequency clock used to synchronize the peripheral tasks; it is also 
used as a time base. The frequency of the SCLK, also named as system clock 
(SYSCLK), is 80 MHz for this thesis. This frequency is achieved by means of a PLL. 
Figure 2.10 shows a diagram of the relevant registers for the motion control of the 
ADSP, where the SYSCLK is an 80MHz free-running clock used by the CNT 
peripheral for time measurement. Simultaneously, a different timer generates an 
interrupt at a user-defined sample interval Ts, which is the control interval at which the 
CNT peripheral is sampled. Channel A and Channel B represent the quadrature encoder 
signals. Relevant registers of the CNT for motion control are represented in Figure 2.11. 
Figure 2.11 shows the SYSCLK signal. This is the time base for all the CNT peripheral 
processes in the DSP. The signal Ts represents the regular time intervals for the speed 
estimation. Channel A and Channel B are the encoder signals. The signals 
TIMER_TMRn_CNT, TIMER_TMRn_PER and CNT_CNTR are the relevant CNT 
registers. The TIMER_TMRn_CNT is a real time counter of the time between encoder 
transitions Te. Every incoming encoder transition reset this register. The 
TIMER_TMRn_PER register latches and hold the last count of the 
TIMER_TMRn_CNT before the reset. The CNT_CNTR register increments with every 




















CNT_CNTR = 15  
Figure 2.11 Time domain diagram of the CNT peripheral and its relevant registers, assuming a 
non-uniform speed. 
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For instance, at sample instant i, the estimated speed according to the different methods 
is as follows: 
 Pulse Count method 
 






 CSDT method 
 
CNT_CNTR[ ] CNT_CNTR[ 1] 60
Timer_TMRn_CNT[ ]+Timer_TMRn_CNT[ 1]CSDT s SYSCLK
i in
T i i T R
 (2.25) 







None of the existing speed estimation methods provide the true value of the actual 
speed. The PC and the CSDT methods average the speed of L transitions occurring 
within Ts. Conversely, the ET method provides the most recently updated speed 
estimate, based on the last encoder transition. 
2.6 Experimental Validation 
The diagram of the implementation of the speed estimation methods on the DSP is in 
Figure 2.12. 
2.6.1 Open-Loop Tests 
The processor performance is analysed for the PC, ET and CSDT methods. This can be 
done by emulating the encoder using a signal generator (TTi 50MHz Dual 
Function/Arb/Pulse Generator TG5012A) to produce the encoder signals. The emulated 
speed is set at 1038 r/min in quadrature configuration mode, R = 4000, and a sampling 
control interval of Ts = 1 ms. Results are depicted in Figure 2.13. 
 




















Reset flag SystemTick to 0
Speed Steps
Initialize system components (external
function). SystemInit ()
Initialize power. SetupPower ()
Initialize clock. SetupPLL ()
Set up Pin-muxing SetupPinMux ()















Read TIMER PERIOD Register.
Read TIMER WID Register
This register doesn’t provide relevant 
information. Therefore, it is not read
anymore.
Read TIMER COUNT Register
This is the auxiliary timer of the CSDT.
Read COUNT COUNTER Register
This is the position of the rotor. It is also
de numerator of the CSDT count.
Computation of the incremental
value of the position and the
auxiliary timer.
Update variable values for the next
iteration.
 
Figure 2.12 Flowchart of the algorithm implemented on the ADSP for the speed estimation. 
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Figure 2.13 (a) PC has the highest percent speed error of 1.1561%. Speed measurement 
is affected by a variable number of transitions per Ts (69 to 70), as can be seen in (b). 
The ET method indicates a speed error of 0.1793 %, this corresponds to a minimum 
theoretical count error ± 2 counts, twice that of the theoretical minimum (±1 counts). As 
can be seen in (c), the maximum count error is ± 2 counts because the timer register is 
incremental and is reset with every incoming transition. Finally, the CSDT presents the 
lowest speed error of 0.0048 %, through the use of the auxiliary time ∆T, see (d). 









































































Samples (sampling interval 1 ms)
 
Figure 2.13 Experimental results of open-loop testing. In (a) estimated speed symbols are: ‘*’ is 
PC, ‘□’ is ET and ‘∆’ is CSDT, theoretical speed is 1380 r/min. In this figure (b) is the number 
of transitions per Ts, (c) represents the time elapsed between preceding transitions and (d) is the 
auxiliary time ∆t. 
In terms of implementation, the PC method is the simplest method because it only 
requires a single peripheral to detect edges or transitions. The ET method is 
implemented by combining a timer and an edge or transition detector. The 
implementation of the CSDT involves a more sophisticated peripheral configuration, as 
already explained.  
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2.6.2 Closed-Loop Tests 
In this section, each methodology is tested with a real optical incremental encoder 
coupled to the shaft of the encoder. The DC motor is controlled by a digital proportional 
and integral (PI) regulator, as in Figure 2.14. 
 
Figure 2.14 Diagram of the DC motor in a closed-loop setup. 
The system is composed of the following devices: 
 DC motor; 
 A driver that includes torque/current control-loop; 
 A tachometer coupled to the shaft of the motor; 
 An encoder coupled to the shaft of the motor; 
 A DSP for the digital control; 
The driver has a current loop that is tuned by means of potentiometers. The motion 
control loop is programmed in the DSP. The following peripherals of the DSP have 
been configured: the TIMER, the ADC, the DAC and the CNT, along with related 
support peripherals.  
In order to evaluate the performance of the three implemented speed estimation 
methods, under similar conditions, the speed reference was configured to track a 
sinusoidal speed profile. Simultaneously, the DSP estimates the speed based on the 
information provided by the CNT peripheral. The estimate is saved in a vector that is 
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Figure 2.15 Comparison of the three algorithms estimating the speed based on the information 
of a real encoder coupled to the shaft of the DC motor. The encoder resolution is 4000 ppr. 
Experimental results in Figure 2.15 validate the theoretical study in Figure 2.7. The 
error inherent in the PC method is smaller at high speed, while the error associated with 
the ET method is increased. The error can be treated as high-frequency noise. At low 
speed, the ET method has smaller error compared to the PC method and the CSDT 
shows consistently small error over the full speed range studied. 
A speed step response is used to evaluate the closed-loop performance of the speed 
estimation methods implemented on the DSP. Here the incremental optical encoder is 
used to sense the motor rotation. This information is processed by the CNT peripheral, 
and later used to estimate the speed and close the loop. Simultaneously, the speed is 
sensed by the tachometer, whose signal is digitalized by the ADC. This value is later 
stored in the memory of the DSP. The stored tachometer measurement is used to 
evaluate the actual performance of the motor when the different speed estimation 
methods are used to feedback the motion control loop. 
The flow chart of the motion control loop implemented on the DSP is in Figure 2.16. 
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The ET method is used to estimate the speed at low speed (L < 1 tr./Ts). Figure 2.17 
shows the speed reference step from 60 r/min (0.1 tr./Ts) to 540 r/min (0.9 tr./Ts). Figure 
2.17 shows also that the characteristic error of the ET is smaller at low speed and 
increases as the speed increases. As the speed reduces, the system becomes unstable as a 
consequence of the reduction of the phase margin. To cope with this problem, the gain 
of the digital PI regulator is reduced. 
 
Figure 2.17 Speed reference step test from 60 r/min (0.1 tr./Ts) to 540 r/min (0.9 tr./Ts). Speed 
estimation based on the ET method. R = 1000 ppr. 
Figure 2.18 - (a) shows the response of the closed-loop system to a speed reference step 
from 600 r/min to 1100 r/min. The encoder resolution is R = 4000 ppr (encoder in 
quadrature configuration) and the control sampling interval is 0.1 ms. Three tests are 
performed with PC, TE and CSDT methods as the feedback signal. 
The PC, the ET and CSDT methods are used at medium and high speeds (L ≥ 1 tr./Ts). 
As can be seen in Figure 2.18 - (a), the accuracy of the PC method improves at higher 
motor speeds due to an increased number of transitions per Ts. Conversely, the accuracy 
of ET diminishes as the motor speed increases, because the number of SYSCLK cycles 
between transitions is lower at high speed, thereby increasing the effect of a spurious 
count of SYSCLK cycles. In addition, the impact of errors described previously is more 
noticeable in the measurement of the ET, at high speed. As previously stated, the CSDT 
method estimation is by far the most accurate, as a consequence of including the 
auxiliary time ∆T.  
The error of the speed estimation based on the PC method is produced by the ± 1 pulse 
count error in the transition counter. As the number of encoder transitions increases the 
impact of such error diminishes. On the other hand the error in the ET and CSDT 
methods is produced by the ± 1 cycle count (m) of the SYSCLK. As the speed increases, 
Te and the number of m diminishes and the impact of ± 1 cycle count is more 
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significant. It was experimentally checked that this error produces audible noise in a 
control technique with an inner current loop.  
Additionally, the speed step test response of each method demonstrates a similar 
dynamic performance of each speed estimation method at high speed. 
Figure 2.18 - (b) shows the result of the speed measured simultaneously by a tachometer 
(resolution 3 V/krpm) when using each one of the speed estimation methods to close the 
loop. The tachometer was not used for feedback purposes but only as a second sensor, 
whose result is not biased by the speed estimation method under study.  
 
Figure 2.18 (a) Speed reference step test from 200 r/min (1.33 tr./Ts) to 1200 r/min (8 tr./Ts). R = 
4000 ppr. The green line is the speed estimated when the ET is used to close the loop; the black 
line is the PC and the red line corresponds to the speed when the CSDT closes the loop. (b) is 
the signal measured with the tachometer. Note that the tachometer is used for display purposes 
only, and not for the feedback. The green line is ET, the black line is PC and the red line is the 
CSDT method. 
By comparing Figure 2.18- (a) and Figure 2.18 - (b) it can be seen that the motor, the 
driver and the digital PI controller filter the noise that can be seen in the speed estimated 
signal used to feedback the speed control loop. From the motion control loop 
perspective and regardless of the accuracy of the methodology used, all the 
methodologies perform similarly due to the natural filter of the mechanical motor pole 
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However, in motor applications with a double control loop (an inner current loop and 
outer speed loop) the current loop has a wide bandwidth (BW) so that the noise affects 
the current loop, as shown in Figure 2.19.  
A current clamp was used to sense the current3 while the motor was spinning at constant 
speed. Samples were taken at the speed of 1.33 tr./Ts and 8 tr./Ts for each one of the 
methods. Data were later processed in Matlab by means of a standard DFT algorithm. 
The armature current spectra of the ET 1.33 tr./Ts is similar in magnitude to the current 
spectra of the PC and the CSDT methods (see Figure 2.19 (a)). On the contrary, at a 
higher speed of 8 tr./Ts, the magnitude of the ET armature current spectra is higher as a 





































Motor speed 200 r/min 
(1.33 tr./Ts)
Motor speed 1200 r/min 
(8 tr./Ts)
 
Figure 2.19 Armature current spectra when the ET (green), the PC (black) and the CSDT (red) 
are used as feedback the control loop. Plot (a) shows the test at the speed of 1.33 tr./Ts and plot 
(b) at the speed of 8 tr./Ts. 
A thorough study of the impact of the speed estimation error on the current control loop, 
the noise, torque ripple, etc. is required; however, this is out of the scope of this thesis. 
                                                 
3 The current clamp was placed between the output of the DSP and the input of the motor driver. 




In order to filter the noise, an oversampling technique is applied to the ET signal [28], 
which effectively averages the estimated speed and smooths the signal. It is based on 
oversampling the TIMER_TMRn_PERk register at a higher rate than Ts. To do that, a 
timer interrupt service routine (ISR) is set, and a circular buffer of length p stores the 
last p samples of the time elapsed between consecutive transitions. The average ET 
between transitions is obtained from the circular buffer, as in (2.27).  










A speed reference step test form 600 r/min to 1100 r/min is presented. The over 
oversampling technique is evaluated at the frequency of 100 kHz and (p = 100). Figure 
2.20 shows the resulting reduction of the errors at both low and high speeds. 
 
Figure 2.20 Oversampling technique applied to the ET to filter the inherent noise of this 
technique at high speed. 
2.7 Conclusions  
Three speed estimation methods: PC, ET and CSDT methods are successfully 
implemented on the Analog Devices DSP CM403f and tested in closed-loop 
configuration. The ET method exhibits increasing speed error as the speed increases. In 
contrast the PC method has lower percentage speed error at higher speed. The CSDT 
has consistently the lowest speed error. The speed error does not affect the speed control 
loop because the mechanical pole of the motor and the PI controller filter the signal, it 
does affect the current loop. To reduce the noise of the ET at high speed, an 
oversampling technique is implemented. In terms of implementation requirements, the 
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method, which is based on the inverse proportionality of the speed and the elapsed time 
between consecutive pulses, requires a timer; the higher the frequency of the timer, the 
lower the error will be. Conversely, the CSDT requires a peripheral that combines pulse 
count and time count. The integrated and targeted functionality of the DSP device 
minimizes the latency involved in the speed estimation, which can improve the overall 
servosystem control. In summary, the ET method has a better performance at low speed, 
the CSDT is a useful method for medium and high speed, and the PC method is more 
suitable for very high speeds, as depicted in Figure 2.21. 






















































































































































































































 Small-Signal Modeling of the Incremental Optical Chapter 3.
Encoder 
The main goal of this chapter is to explain the physical reason for the poor performance 
of low-resolution encoders at low speed. To do so, the small-signal model of the 
incremental optical encoder, for low and high speed, is derived. The small-signal model 
is composed of the sensor and the speed methodology that process the sensor signal to 
estimate the speed. Additionally, a physical setup is proposed to experimentally validate 
the mathematics of the derived small-signal model. 
3.1 Introduction 
It is well reported in literature that square incremental optical encoders perform poorly 
in low-speed applications; particularly those sensors with low resolution. On the other 
hand, these are more affordable in terms of cost.  
As reported in previous papers, a phase lag between the actual speed and the estimated 


































Figure 3.1 (a) Relation between instantaneous value and detected mean value of motor speed, 
and (b) Definition of gain and phase characteristics of speed detection. 
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Many algorithms have been developed to minimize such phase lag by developing higher 
order estimators [27]. A higher order estimator will provide a better speed estimate. 
However, to achieve this several speed estimation samples are averaged to obtain the 
current speed estimate. Then, this is an averaging process with an inherent delay. The 
calculation delay adds to the inherent encoder delay. At low speed, with low resolution 
encoders, such techniques perform poorly. 
The majority of the work related to the encoder was focused on the study of 
characterization of the static errors, as mentioned in the previous chapter. Other papers 
focus on the mathematical description and prediction of the error due to the quantized 
nature of the sensor [49]. This paper also states that the speed estimation algorithm must 
achieve a smooth speed estimate and a high-bandwidth and these are opposite goals.  
As will be demonstrated in this chapter, the bandwidth is a paramount parameter due to 
its relationship with the phase lag. 
Encoders have usually been included in control loop diagrams as a non-linear element 
and as a position sensor [50] and [15], see Figure 3.2. 
 
Figure 3.2 Simplified schematic of the motion control loop and the traditional representation of 
the encoder. 
Following this approach to the differentiated position, the system is non-linear. The 
nonlinearity is produced by the quantization device. The quantization noise of the 
encoder and its characteristics have been thoroughly studied in [51]. 
The nonlinear quantization device difficult the derivation of an encoder dynamic model 
and a speed estimation transfer function. However, the speed (n or ω) is a linear 
variable since it has linear properties: 
 Homogeneous property. If the speed of the shaft increases, the speed estimation 
will increase in the same proportion. 










Chapter 3. Small-Signal Modeling of the Incremental Optical Encoder 
 
47 
 Additive property. No matter the type of speed profile in the speed reference, the 
motor and hence the speed estimation will match the speed reference. 
Therefore, the dynamics of the encoders can be studied and the system can be 
linearized. The precise knowledge of the encoder transfer function is paramount for two 
reasons: 
1. The adequate and optimal tuning of the controller. 
2. The adequate selection of the encoder resolution at an early design stage. This 
allows the optimization of the costs of the project. 
The first attempt to approach the problem through the derivation of the speed transfer 
function is found in [41] where two expressions are proposed to model the dynamic 
behaviour of the encoder for high and low speed, at high speed, the sample time is 
higher than the time between transitions (Ts > Te), and then the author proposes to 
model the system as a delay: 
 2( )
sTs
H s e  (3.1) 
At low speed, the time between encoder transitions is higher than the control sample 
time (Te > Ts), and the expression of the encoder dynamics for this condition is: 
 ( ) es TH s e  (3.2) 
More recently, a new expression was found in [42] where the idea is that the encoder at 
low speed is inherently modeled by a sample and hold with sampling frequency 













The following ideas derive from previous equations: 
 The delay, at low speed, depends of the speed (n̄) and the resolution (R). 
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 The delay can be modelled as a delay with no impact on the magnitude of the 
signal, as in (3.1) and (3.2), or as a delay that also impacts in the magnitude as 
the ideal sampler and zero order hold reflects in (3.3).  
None of those models are experimentally validated, or are found to accurately match a 
real system. Therefore, in this chapter an accurate small-signal model of the incremental 
optical encoder, including the speed estimation methods for low and high speeds, are 
derived and experimentally validated. Due to technical limitation in the validation 
process of the model, a novel setup is proposed to emulate the encoder dynamic 
behaviour apart from the stability and dynamic problems that arise in a real motor 
control. 
3.2 Review of Basic Concepts 
The background of the derived small-signal models of the studied speed estimation 
methods: PC, ET and CSDT, are explained in this section. These include the dynamic 
difference between a delay and sample and zero order hold, the mathematical difference 
between a sampler and zero order hold, and a zero order hold, and finally the delay 
between two signals that are asynchronous. The last concept can explain the delay 
between asynchronous signals found in the encoder and speed estimation system. 
3.2.1 Delay and Sample and Zero-Order-Hold 
The expression of the delay has been already presented in (3.2), and that for the sample 
and zero order hold is presented in (3.3). Given the same value for T, the bode plot of 
the two expressions is as depicted in Figure 3.3. 



































Figure 3.3 Bode plot of the delay and the sampler and zero-order-hold. 
As can be seen, both mathematical expressions have the same phase lag. However, the 
pure delay does not impact in the magnitude, having a constant gain over all 
frequencies. Conversely, the zero-order-hold does impact on the magnitude of the 
signal. The zero-order-hold is composed of an ideal sampler and a zero-order-hold, as in 
Figure 3.4. 
 
Figure 3.4 Representation of the sampler and hold. 
The combined transfer function that leads to the transfer function of the sampler and 








In the time domain, the S&H hold the value of the input signal that is sampled at a rate 







Sampler and Hold (S&H)




Figure 3.5 Time-domain representation of a sinusoidal signal (black) and the same signal 
sampled by a S&H (red). 
The black line in Figure 3.5 represents the actual speed signal that is sampled at a rate 
1/T. The red line is the resulting sampled signal. The black-squared marker indicates the 
instantaneous speed at the sampling instant; this value is held by the S&H during time-
interval T. The averaged sampled speed is indicated with a red dot. The signal of the 
estimated speed can be obtained by joining the red dots. The principal harmonic of this 
reconstructed signal has the same amplitude and phase lag of T/2. The time consumed in 
the encoder signal processing and the speed estimation is less than 10 % of the control 
sample time, providing enough time overhead for other processing. 
However, experimental test with the encoder and speed estimation algorithms shows an 
additional delay not modelled by an S&H, as in Figure 3.6. 
 
Figure 3.6 Experimental results with an encoder-based speed estimation (Ch2 in green) of a 
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3.2.2 Uniform Distribution of the Delay Between Two Asynchronous Signals 
Two asynchronous signals at different frequencies are considered. The parameter td is 
defined as the time elapsed between the last encoder transition or edge and the next 
control sample transition, or edge of the low frequency signal, as depicted in Figure 3.7. 
This figure represents the edge produced on every encoder transition, with period Te, 
and the edge produced by every control sample instant with period Ts. In this particular 
case, the encoder transitions are less frequent than the control sample interval. 
Therefore, Figure 3.7 represents a low speed condition. 
The DSP gathers information from one encoder transition to the next. For high speed, 
this information is the number of encoder transitions or pulses over a fixed control 
interval. As for the low speed the DSP counts the number of cycles of a high frequency 
clock during consecutive encoder transitions.  
The gathered information is not transmitted to the control, for speed feedback purposes, 
until the next control sample instant. This produces a delay in the information, td, 
producing no impact on the magnitude but altering the phase. The term td is the time 
between the encoder transition and the control sample instant. Therefore this delay can 
be mathematically modelled as: 
 ( ) ds tDH s e  (3.6) 
The periodic variation in time of td between two signals of different frequencies is 
shown in Figure 3.7.  
Low
High Edge of the encoder transition




















Figure 3.7 Time-domain representation of the encoder transitions and the control sample 
interval. 
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The time td is a consequence of the two signals that are asynchronous (different 
frequencies) and consequently drift. It is statistically proven that the distribution of td is 
almost periodic at constant speed and follows a uniform distribution, as in Figure 3.8.  
Simulation results are depicted in Figure 3.8 that show the instantaneous encoder 
transition with speed of 0.347 tr./Ts and instantaneous control sampling interval of 1 ms. 
The total number of samples is 44. 
At low speed, the value of the time delay td is within the range 0 ˂ td < Ts and on 
average the value of the delay is td ≈ Ts/2. 







Figure 3.8 Histogram of the variable td. 
Experimental results are similar at high speed. For these experiments, the total number 
of samples to be analysed is 8000. 
In this test, time delay is expressed as the number of cycles of the high-frequency clock 
counted; the equivalence between these two parameters is: 
 6





In Figure 3.9, the results of the tests are presented. This corresponds to a speed of 2.3 
tr./Ts, with a sample interval of 1 ms. The total number of cycles of one encoder period 
Te is 28673 cycles and the average time delay is 14337 cycles, as the red line depicts in 
Figure 3.9. 





































Figure 3.9 The speed represented in (a) is 2.7 tr./Ts and with a control sample intervals of 1 ms. 
The time delay td of the encoder and the control sample interval are depicted in (b) and the 
corresponding histogram is represented in (c). 
In Figure 3.10, results corresponding to a speed of 10 tr./Ts with sample interval of 1 ms 
are shown. The total number of cycles of one encoder period is 8000 cycles, and the 

































Timer cycles count  
Figure 3.10 The speed represented in (a) is 10 tr./Ts and with control sample intervals of 1 ms. 
The time delay td of the encoder and the control sample interval are depicted in (b) and the 
corresponding histogram is represented in (c). 
In Figure 3.11  the results of the tests are presented that correspond to a speed of 34.36 
tr./Ts, with sample interval of 1 ms. The total number of cycles of one encoder period is 
2928 cycles and the average time delay is 1164 cycles, as depicted in Figure 3.11-(b).  



































Timer cycles count  
Figure 3.11 The speed represented in (a) is 34.5 tr./Ts and with control sample intervals of 1 ms. 
The time delay td of the encoder and the control sample interval are depicted in (b) and the 
corresponding histogram is represented in (c). 
Then, it is clear from the tests that the time delay follows an uniform distribution. 
Therefore, the delay between the encoder transition and the control sample instant, at 
low speed, can be modelled as: 
 2( )
Tss
DH s e  (3.8) 
with Ts being the sample frequency, and at high speed the delay between the encoder 
transition and the control sample time is modeled as: 
 2( )
Tes






and L is the number of transitions per sample interval at high speed. 
3.3 Derivation of the Small-signal Model of the Incremental Optical Encoder 
Although the output of the encoder is square and seems to be nonlinear, the speed is 
indeed linear. The encoder “codes” the speed of the rotor. This is later decoded by 
counting pulses during a fixed time interval in the PC method, or by timing the time 
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elapsed between encoder transitions, based on counting pulses of a high frequency clock 
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Figure 3.12 Small-signal modeling technique. 
For the derivation of the small signal model of the encoder and the speed estimation 
method, the small signal technique is applied. This modeling technique is widely used 
in power converters [52]. A nonlinear system can be linearized around a steady-state 
operating point X. The system will be considered to be linear in the vicinity of X. The 
linear input and output relation is defined by the slope of the curve around the point, as 
depicted in Figure 3.12. 
The difference between the linearized curve and the real curve is defined and depicted 
in Figure 3.12 as “error”. The amplitude of the disturbance signal x̃(t) must be small 
enough so the error due to non-linearities can be neglected. By comparing the injected 
disturbance and the output of the system in this condition, the frequency response of a 
non-linear system can be obtained.  
Before continuing with the small-signal derivation, it is defined that: 
 The output of the system is expressed as: 
 ( ) ( )x t X x t  (3.11) 
 The amplitude of the injected disturbance is much smaller than the operating 
point. A 10 % of the operating point could be small enough to avoid the 
excitation of the nonlinearities. 
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 ( )X x t  (3.12) 
3.3.1 Small-signal Modeling of the PC Method 
The closed-loop motion control loop, using the PC method is depicted in Figure 3.13. 
 
Figure 3.13 Symbolic and simplified block diagram of the motion control-loop implemented 
using the PC method at high speed. 
The motion control loop is composed of the speed estimation method in the feedback 
signal as well as the controller. The TIMER peripheral produces an interrupt service 
routine (ISR) at the regular time interval of Ts. This control sample time is dynamically 
modelled as a sampler and zero-order-hold (S/H-Ts). At the beginning of the control 
sample interval, the data from the CNT peripheral is processed to estimate the actual 
speed of the motor, to later compare this value with the target speed and produce the 
adequate compensation by means of a PI controller. The remaining time overhead 
guarantees the adequate performance of the digital controller and the system in general 
avoiding overflows.  
The transfer function of the PC method is composed of “Block 1-PC”, which is the 
encoder transition counter (L) and the “S/H 1 - PC” corresponding to the control 
sampling interval. The encoder signal and the control sampling interval are 
asynchronous processes. Therefore, the transfer function must be completed with a 
delay HD(s), as explained previously. Then the overall transfer function is: 
 /
( )( ) ( ) ( )
( )
PC
Enc PC Mov Avg L S H Ts
n sH s H s H s
n s
 (3.13) 
The speed of the rotating shaft is considered the input n(t) and the estimated average 
speed is the output n̅PC(t). 
The relevant signals of the PC method are represented in Figure 3.14. An ideal encoder, 















































Figure 3.14 Control sample time and encoder signals in the PC method. 
The speed n̅PC is updated at regular Ts. The number of encoder transitions, L, per 
sample, varies in proportion to the speed. The rotated angle θ during Te remains 
constant and proportional to the encoder resolution o360 R . The average estimate 







The fixed control sampling time Ts in (3.14) can be alternatively expressed as: 
 0 1 ... ... 1s e e e eT T T T i T L  (3.15) 
The resulting expression is: 
 .
1 60[ ]
0 1 ... ... 1PC Asynch e e e e
n n
T T T i T L R
L
 (3.16) 
where the speed is inversely proportional to the average time between consecutive 
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L
 (3.18) 
It has been reported in [49] that any pulse counter can be modeled as a FIR filter.  













T z L L z
 (3.19) 
The discrete control theory is developed mainly for time-driven sampled systems, where 
continuous-time signal (i.e. the motor speed) is represented by its time equidistant 
sampled values. However, the motor speed is actually sampled by the encoder edge, at 
the frequency rate (1/Te) that is proportional to the motor speed and therefore, it is not 
equidistant. Then, the encoder constitutes a type of event-driven system. 
Nevertheless, it is demonstrated next that although the encoder is inherently an event-
driven system (with the transition being the events), the classical digital control theory 
can be applied to its analysis to obtain its small-signal model. 
3.3.1.1 Event-driven Sampling Interval 
In order to apply the classical digital control theory, it is stated that the encoder sample 
rate is almost constant and proportional to the average speed at steady state if the 
disturbance applied to the speed has a sufficient small value to avoid the excitation of 
nonlinearities. 
 ( ) ( )e en n t T T t  (3.20) 
The instantaneous speed is expressed as: 
 
1 60 1 60( ) ( )
( ) ( )e e e
n t n n t
T t R RT T t
 (3.21) 
The variable term in (3.21) is expanded as a Maclaurin series: 
 
2 3
2 3 4 2
( ) ( ) ( ) ( )1 1 1....
( )
e e e e
e e e ee e e e
T t T t T t T t
T T t T TT T T T
 (3.22) 
Considering that| T̅e | | T̃e | the quadratic and higher order terms in (3.22) can be 
neglected and the speed expressed as:  
 2
( )1 60( ) ( ) e
e
e
T tn t n n t
RT T
 (3.23) 
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where 60 en R T  and















The ratio between the average speed, n , and the amplitude of the superimposed 
disturbance, ( )n t , is the same than the ratio between eT  and eT . The amplitude ( )n t  is 
chosen to be small enough to comply with small-signal technique requirements. Hence, 
it is demonstrated that the time between transitions Te[i] equals to T̅e. This implies that 
the encoder, which is an event-driven sampler, can be treated as an almost-constant 
sampled system and the classical digital control theory can be employed to derive the 
small-signal model of the incremental optical encoder. 
In order to continue with the derivation of the small-signal model, expression (3.19) can 
be mapped to the s-domain using the mapping factor: s Tez e  where /e sT T L .  
 1
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The expression (3.25) corresponds to the “Block 1-PC” in Figure 3.14.  
This transfer function constitutes can be a contradiction because it is initially derived 
from the term in the denominator of (3.16). However, it is finally located in the 
numerator of the overall encoder transfer function in (3.13). This is equivalent to invert 
the input signal. Figure 3.15 shows that the estimated speed and the time between 
encoder transitions is Te are inverted. 


















Estimated speed 180o 
 
Figure 3.15 Phase relationship between the speed and the time Te. 
This can also be demonstrated by deriving the transfer function of the encoder at the 
instant i: 
 





The expression of the disturbed speed in the Laplace domain is: 
 2
60( ) ( )e
e
Rn s T s
T
 (3.27) 
Similarly, the small-signal (3.26) of the disturbed averaged speed is: 
 2
60( ) ( )PC e
e
Rn s T s
T
 (3.28) 
Then, with ( )eT s being the average time between encoder transitions and ( )eT s  the 













n s T T s H sRn s T sT s
T
 (3.29) 
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Consequently, the expression HMov Avg (s), originally found in the denominator of (3.16), 
leads to a small-signal model with dynamic impact in the numerator of the encoder 
small signal model. 
In steady state conditions, the varying times Δt1 and Δt2, from Figure 3.14, cause an 
error in the speed measurement. In the particular case of Δt2 it produces an additional 
time delay that must be added to ( )Mov AvgH s  in (3.25) to correct for the effects of the 
asynchrony between the encoder transitions and the control sample time. The phase lag 
due to Δt2 varies with a triangular almost-periodic shape and is modeled as (2 )sT Le  as 
demonstrated in section 3.2.2. The encoder transfer function of the PC method is 




















































s sT Ts s
L Le e  (3.32) 
This can be expanded as the power series. 
 
2 2 3 3
2 31 1 1 ...2! 3!
sTs s s sL T s T s T se
L L L
 (3.33) 
Neglecting quadratic and higher terms, this expression can be simplified to: 
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Mov Avg L L Ls s s
e
e eH s e es TL s T s T
L
 (3.35) 
This transfer function is shown to be valid for any L ≥ 10. However, the use of (3.35) 
can even be extended to L ≥ 1. 
Even at a constant velocity, where the average value of L over several samples is the 
real number L , the integer number of transitions will vary by one from cycle to cycle, in 
an almost periodic sequence. The output will be L , where  is the floor function of
L , with probability1 L , and 1L L , (the ‘ceiling function’), with probability
L . Note that the fractional part of L  is . The PC method implicitly differentiates 
the quantized shaft position estimate, with considerable mean-squared error, but zero 
average error, even when the encoder is not ideal [53]. Note that
1L L L L L , indicating zero average velocity error in steady state. If 
the actual real velocity in steady-state is L  tr./Ts, the distinction between those samples 
for which the PC output gives estimates of L and L is dependent on the time delay 
from the encoder transition just before the sampling instant. This delay, shown in Figure 
3.14, exhibits almost periodic variation; thereby, introducing a delay-type noise into the 
system, on a sample-by-sample basis. Explicitly, those samples for which the velocity 
estimate is L  occurs when 20 /st L T L . This is governed by a uniform 
distribution and has a probability of L , with an average delay of / 2sL T L . The 
corresponding average delay of the most delayed edge, delayed by a further L  
transition, is / (2 ) / sL L L L T , giving an average delay in this case of
/ (2 ) / 2 / / 2s sL L L L T T to the transition instants. However, the fact that 
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the speed estimate is constant over /sT L  implies a total average delay of 
/ 2 / (2 )s sT T L . Similarly, when the velocity estimate is L , which occurs when 
2/ /s sL T L t T L , the average delay can again be shown to be / 2 / (2 )s sT T L . 
Therefore, the statistical analysis shows that the average delay of the PC method is 
/ 2 / (2 )s sT T L . Combined with the delay of the ‘S/H-1PC’, this gives an overall delay 
of / (2 )s sT T L . The variation of the sample-by-sample delays clearly indicates that use 
of the small-signal model is suitable for the analysis of the encoder-based system, and 
that the actual system will contain increasingly significant noise as L decreases in the 
PC method, due to the quantized nature of the sensor. 
Finally, the small signal of the incremental optical encoder introduced in (3.13) is: 
 
/( ) ( )
1 1( )
s s
Mov Avg L S H Ts
s T s T
Enc PC Simplified
s s
H s H s
e eH s
s T s T
 (3.36) 
On the other hand, the same conclusion as in (3.36) is achieved by comparing and 












Average of estimated speed
Average  of the actual speed
Ts[n]
Count of L
Ts / 2 + Ts / 2 Ts
Ts[n-1]Ts[n-2]
Figure 3.16 Graphical analysis of the delay for the PC method. 
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During the first control sample interval (between Ts[n-2] and Ts[n-1]), the DSP 
peripheral counts encoder transitions, L. During the subsequent control interval, the 
speed is calculated and held until new measured data is available, giving a total average 
delay of Ts. 
As can be seen in Figure 3.16, the described delay characteristic of the PC method is Ts, 
in contrast with the one reported in [41]. 
 2PC ( )
sTs
Enc LiteratureH s e  (3.37) 
where the average delay is Ts/2. 
3.3.2 Small-signal Modeling of the ET Method 
The closed motion control loop, using the ET method is depicted in Figure 3.17. 
 
Figure 3.17 Symbolic and simplified block diagram of the motion control-loop implemented 
using the ET method at low speed. 
The ET method, based on the time elapsed between encoder transitions, uses a high 
frequency clock to measure the time. This clock is connected to the CNT peripheral. It 
is represented in the Figure 3.17 as “Block 1-ET” which counts the number of clock 
cycles (m). The count of clock cycles in this block is reset with every incoming edge. 
The final value of the register, before being reset, is held in another register until new 
updated information is available. Then, the second block is a sampler and hold “S/H1-
ET” inherently produced by the peripheral to provide the last value of m. The third 
block is “S/H1-ET”. This block represents the sample and hold of the control sample 
interval. In this system, two sets of asynchronous signals are relevant:  
 The signal of the encoder and the signal of the high frequency clock, used as a 
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 The second block S/H1- ET with frequency corresponding to the encoder and 
the third block S/H2-ET corresponding to the sample control frequency. 
For each one of the mentioned asynchronous signals, the correction in the form of a 
delay must be applied to derive the small-signal model. The overall transfer function for 
the ET method is defined as 
 / /
( )( ) ( ) ( ) ( )
( )
ET
Enc ET Mov Avg m S H Te S H Ts
n sH s H s H s H s
n s
 (3.38) 
where n(t) is the input of the system and defines the actual rotor speed and the n̅ET(t) is 
the estimated speed, as depicted in Figure 3.17. 
Figure 3.18 shows a diagram of the ET method which is based on counting high-
frequency clock cycles (TClock) during the time interval Te. The rotated angle during an 
entire clock cycle is θClock. The time Δt1 corresponds to the time between an encoder 
transition and the next clock cycle. The time Δt2 corresponds to the time between the 
last clock cycle and the encoder transition that resets the m-counter with rising and 
falling edges, while that between the last encoder transition and the next sampling 
control instant is td. The clock is asynchronous with the encoder signal and with the 
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Figure 3.18 Control sample time and encoder signals in the ET method. 
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where θ is the effective rotated angle in the encoder measured in degrees. The time 







T T i m T  (3.40) 
The asynchronous process leads to an error of ± 1 cycle count that in practice has little 
impact, given the high clock frequencies of modern DSPs.  The rotated angle θ during 
Te can be obtained by considering the rotated angle over TClock 
 [0] ... [ ] ... [ 1]Clock Clock Clocki m  (3.41) 
Then, the average speed can be expressed as  
 o




























z m m z
 (3.44) 
Expression (3.44) can be mapped into the s-plane by defining: Clocks Tz e and TClock = Te / 
m. A similar correction to the moving average in the PC method is applied to the ET 
method because of the delay between the consecutive transitions Te and TClock, 
represented as Δt2 in Figure 3.18. Since m is sufficiently large over the full speed range, 
the overall expression is simplified as a limit. 
 21
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Because the encoder transitions and the control sampling interval are asynchronous 
processes, the signals drift from each other. The time td between the events produced by 
such signals is almost periodic. The delay td varies quasi-uniformly over the period with 
an average delay of Ts/2, as demonstrated in section 3.2.2. 




( )( ) ( )
1 1 1( )
e e
S H TsMovAvg m S H Te
s T s T s Ts
Enc ET Simp
e e
H sH s H s
e e eH s
s T s T s Ts
 (3.46) 
where Te = 60/(n̅ET ∙ R). Therefore, the encoder transfer function depends on both: the 
resolution and the operating speed. The total average delay presented in (3.46) is Te + 
Ts/2. 
The conclusion presented in this paper regarding the average delay can be verified if the 
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Figure 3.19 Graphical analysis of the delay for the ET method. 
Because of the small-signal analysis, it is assumed that Te_1 ≈ Te_2 ≈ T̅e, as shown in 
Figure 3.19. The first delay corresponds to the process of counting the clock cycles 
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during Te_1. The second delay, from Figure 3.17, models the ‘S/H-1 ET’. This 
corresponds to the time interval over which the DSP register holds the value m. Finally, 
the third variable delay corresponds to the time between the encoder transition and the 
most immediate sampling instant that updates the value of the speed n̅ET(t). 
Previously, the encoder dynamics were approximated by the expressions: 
 1 ( ) e
s T









found in [41] and [42] respectively. 
In the first case, the equation models a dynamic system that is purely a delay, with no 
impact on the magnitude. The equation (3.47) predicts the phase lag of Te. As for 
equation (3.48), it models half of the total average delay (Te/2). 
3.3.3 Small-signal Modeling of the CSDT Method 
The CSDT method is dynamically similar to the PC method, which on the other hand is 
reasonable. The CSDT method has proven to be very useful at medium speeds (more 
than 1 tr./Ts and lower than 20 tr./Ts). This occurs as a consequence of the inclusion of 
the auxiliary time that eliminates the quantization error characteristic of the PC method. 
It is obvious that this method can be used at very high speed. However, in those 
conditions, the simple PC method performs sufficiently well for most closed-loop 
systems and at the same time is less complex to implement. The relevant signals of the 















where Δtaux = Δt1-Δt2  
Figure 3.20 Control sample time and encoder signals in the CSDT method. 
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T t T t R
 (3.49) 
where the auxiliary time is defined by Δtaux = Δt1 - Δt2. The fixed control sampling time 
Ts in (3.49) can be expressed as: 
 1 2Δ Δ [0] [1] ... [ ] ... [ 1]s e e e eT t t T T T i T L  (3.50) 
 
The resulting expression is: 
 
1 60[ ] [0] [1] ... [ ] ... [ 1]CSDT e e e e
n n T T T i T L R
L
 (3.51) 
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 (3.54) 



























It can be simplified to: 












As can be seen, this expression is equal to (3.36), the small-signal model of the PC 
method. 
3.4 Experimental Validation Setup 
The proposed small-signal models are experimentally validated in the setup depicted in 
Figure 3.21. This setup emulates the encoder behaviour and consequently can be used to 
evaluate speed estimation algorithms and their dynamics with the knowledge that other 
factors (motor dynamics, frictions, driver dynamics etc.) will not affect or bias the 
measurement and conclusions. 
The Analog Discovery is used as a Network Analyzer [54] to measure the frequency 
response function of the incremental optical encoder and the different speed estimation 
algorithms. The network analyzer generates sinusoidal waveform of several tones, 
A∙sin(2πf). The amplitude of the signal (A) can be configured. The signal is 
superimposed to a constant speed (point of operation) at the input of the system under 
analysis. Each tone (f) excites the system under analysis. The Network Analyzer is 
connected to the input and the output of the system. The device processes the input 
(injected signal) and the output of the system, so that a discrete Fourier transformed 
(DFT) provides the amplitude (|H(2πf)|) and phase ( H(2πf)) of the relevant harmonics 
of this signal. The network analyzer processes and averages three set of samples per 
tones. More advanced equipment averages more tones for a more precise result. The set 
of several tones results in the frequency response function of the system under analysis.  
The most intuitive idea to experimentally validate the proposed small-signal models 
would be to do it with the encoder coupled to the motor shaft. Theoretically, a gradual 
reduction of the phase margin as the speed reduces would be expected. However, this is 
not possible in practice, for the following reasons: 
For tests at high speed. 
1. If the test is performed in a closed-loop system, the dynamics of the motor, the 
driver or the controller affect the final result. A second incremental optical 
encoder of much higher resolution (more than 5000 ppr) is required to control 
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the loop while the low-resolution encoder is simultaneously measured. Even 
with two encoders, results can be biased by the dynamics of components other 
than the encoder. 
2. If the test is performed in open-loop, a DC motor is required. Generally, a DC 
motor in open-loop configuration has a very small bandwidth, e.g. 10 Hz, 
principally determined by the mechanical pole. At high speed, the bandwidth of 
the encoder is determined by the control sample frequency. Then, the motor will 
always attenuate any injected disturbance at any frequency higher than the 
system bandwidth. 
For tests at low speed. 
3. These tests are particularly complex at very low speed because the phase lag 
introduced by the encoder reduces dramatically the phase margin. At best, the 
system exhibits oscillations and in the worst case will become unstable and a 
reliable measurement will not be possible. Given the non-linear nature of the 
sensor, the phase lag is proportional to the speed, once the resolution is fixed. 
Due to the nonlinear nature of the system the reduction of the phase margin can 
occur suddenly and not gradually, as in other systems. In addition, the system 
may experience periods of stable speed and unstable speed when attempting to 
track a low speed. This will produce oscillations and non-acceptable behaviour 
of the system. This situation is further analysed in chapter 5. 
4. The amplitude of the disturbance is proportional to the steady state point (as a 
rule of thumb, a maximum amplitude disturbance of 10% of the point of work4) 
in order to be considered small-signal. The first issue is that the motor and the 
driver may not be sensitive to such a small-amplitude signal and will attenuate 
the injected disturbance. In addition, the DSP must estimate the speed, including 
the superimposed disturbance. The estimated-digital speed is transformed into 
an analog value by a DAC connected to the Network Analyzer. A result of the 
analysis at many different tones established the frequency response functions of 
the incremental optical encoder. 
The system depicted in Figure 3.21 emulates the encoder behaviour and at the same 
time avoids all the issues described before. 
                                                 
4 This is a rule derived from experimental experience.  
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The encoder is experimentally simulated with a voltage-controlled-oscillator (VCO). 
The VCO was previously used in PLL-based speed estimation techniques because it 
mimics the encoder [55]. The VCO of a TG550 Function Generator modulates the 
frequency in proportion to the input voltage. Likewise the encoder modifies the 
frequency of its signal in proportion to variations in the motor speed. 
 
Figure 3.21 Proposed experimental setup. 
The output frequency of the encoder coupled to the shaft of the motor is: 
 ( ) ( )
60Enc
Rf t n n t  (3.57) 
and similarly the frequency of the VCO is: 
 
 ( ) ( )VCO o inf t f G V t  (3.58) 
with G  being the gain (Hz/V) of the VCO. Then the following equalities can be 
established from (3.57) and (3.58). For the steady-state speed: 
 
60o
Rf n  (3.59) 
and for the disturbance: 
Speed estimation algorithm
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 ( ) ( )
60in
RG V t n t  (3.60) 
In Figure 3.21, the Analog Discovery, as network analyzer, introduces a disturbance of 
small amplitude Vin(t). The VCO produces a square wave of variable frequency, as in 
(3.57). The DSP peripheral, that processes the encoder signal, is the general purpose 
counter (CNT). The peripheral provides information about the number of transitions (L) 
and the time between pulses (Te) for estimating the speed. The speed is digitally 
computed and transformed into an analog signal by a digital to analog converter (DAC) 
with a high update frequency that does not affect the experiment. It is later measured by 
the Analog Discovery unit that compares the input and the output to measure the 
frequency response of the encoder.  
It is important to check that the configuration of the peripherals does not introduce 
additional unknown delays in the measurement. This validation can be done by 
measuring the frequency response of a sample and hold, whose transfer function is well 
known (3.5). 
 
Figure 3.22 Comparison of the experimental and theoretical S/H implemented on the DSP. 
In this test, the ADC of the DSP will convert the input analog signal generated by the 
Network Analyzer into a digital value at a fixed sample interval Ts of 1 ms (fs = 1 kHz) 
and next the DAC will transform the digital value into an analog value again so the 
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experimental results of Figure 3.22 show the effect of aliasing above the Shannon 
frequency (fs / 2 = 500 Hz). 
3.5 Experimental Validation of the Small-signal Models 
The proposed small-signal models of the incremental optical encoder for the PC, ET 
and CSDT speed estimation methods are validated in this section. The proposed 
simulation model of the incremental optical encoder in chapter 2 is also validated. Table 
3.1 contains a summary of the proposed small-signal model for each of the speed 
estimation methods and the existing small-signal models from the literature. 
Table 3.1 Summary of the derived and used expressions. 
Speed 
method 
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3.5.1 Validation of the Proposed Simulation Model 
In this section, the frequency response of the proposed simulation model in chapter 2 is 
validated with the experimental results and the developed small-signal models. The 
simulation tool (e.g. Matlab, PSIM etc) does not perform the frequency response 
analysis of the encoder simulator and the speed estimation methods automatically. 
Consequently, the test must be done manually, introducing a finite number of tones, at 
different frequencies. 
The output of the speed estimation method is not a time-continuous signal. In order to 
smooth the signal a low pass filter is applied (LPF) before processing the signal with the 
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DFT, as in Figure 3.23. The DFT will provide the information regarding amplitude and 
the phase of the harmonics of the signal, where the first harmonic is the most relevant. 
The same filter LPF is applied at the input of the superimposed disturbance and to the 
speed estimation output. The comparison of the resulting first harmonic of the 
disturbance and that of the speed estimation are used to produce the frequency response 
plot. Similarly to the network analyzer, the measurement can be repeated two or three 
times per tone, and averaged prior to plotting.  
 
Figure 3.23 Diagram of the methodology used to obtain the frequency response of the encoder 
simulator, where LPFIn and LPFOut are the same filter. 
Figure 3.24 illustrates the methodology employed to validate the dynamics of the 
proposed simulation model in chapter 2. The results can be plotted in a linear-frequency 
scale as in Figure 25 (a) or a logarithmic scale, as in Figure 3.24 - (b). Note that Figure 
3.24 shows the results of the phase lag and not the magnitude. 
The slope of the line in Figure 3.24 can be calculated from the speed and the resolution 
in those cases for which the time elapsed between transitions is higher than the sample 
time (Te ). 
 
60 360( ) 360ef T f fR L
 (3.61) 
The resulting interpolated line (using a linear scale) in Figure 3.24 – (a) can be 
represented in the logarithmic scale as in Figure 3.24 – (b). Then the impact of the 
encoder on the phase margin of the control can be quantified.  
Encoder simulation 





































15 r/min and 500 ppr
φ(f) = -1.44·f
15 r/min and 1000 ppr
 
Figure 3.24 Comparison of the logarithmic representation of the time delay between the input 
speed and the estimated speed in a linear scale (a) and a logarithmic scale (b) for the ET 
method. 
Figure 3.25 shows the validation of the simulation model, using the results of the 
















Figure 3.25 Validation of the proposed simulation model for the PC method. The evaluated 
speed is 3840 r/min (16 tr./Ts) with a sample time of 1 ms and the resolution of the encoder of 
250 ppr. 
Figure 3.26 shows the validation of the simulation model with the experimental results 
and the proposed small-signal model for the ET method. 


















Figure 3.26 Validation of the proposed simulation model for the ET method. The evaluated 
speed is 100 r/min (0.41 tr./Ts) with a sample time of 0.1 ms and the resolution of the encoder of 
250 ppr. 
Then, the proposed simulation model can be used as a block in a more complex 
simulated system. 
3.5.2 Validation of the Small-signal Models 
The PC method is used at high speeds (>1tr./Ts). Its dynamics is determined by the 
control sample time Ts. Figure 3.27 shows the results of the validation.  
Experimental  3600 r/min (30 tr./Ts), 






























Figure 3.27 Experimental validation of the proposed small-signal model for the PC method and 
comparison with existing method. 
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The model found in the Literature PC model describes a delay of Ts/2 which is 
incorrect. 
Experimental results show that the noise in measurement increases with the frequency. 
As explained at the beginning of this section, a higher performance Network Analyzer 
would average more than three samples to obtain a more precise measurement. In 
addition, as the frequency is close to the Shannon frequency aliasing appears. 
In addition, as the frequency increases the system attenuates the amplitude of the 
injected input signal so it gets more difficult to correctly measure the output signal. A 
bode by part can overcome this issue. This technique consists on increasing the 
amplitude of the injected signal as the frequency increases to compensate for the natural 
attenuation of the system under study. This can be done automatically in more advanced 
Network Analyzers.  
The result of the validation of the ET method is shown in Figure 3.28. This method is 




























Experimental (Case B) 100 r/min 
(0.083 tr./Ts), R = 500 ppr, Ts = 0.1ms
Experimental (Case A) 100 r/min 
(0.83 tr./Ts), R = 500 ppr, Ts = 1ms
Proposed ET model – Case A
Literature ET model – 1
Literature ET model – 2
Proposed ET model  – Case B
 
Figure 3.28 Experimental validation of the proposed small-signal model for the ET method and 
comparison with existing methods. 































Test conditions: 3600 r/min (30 tr./Ts), 






Figure 3.29 Experimental and theoretical comparison of the PC and ET methods at high speed. 
Figure 3.29 shows the experimental results for the ET method at low speed, i.e. 100 
r/min, at two different sampling times of 1 ms (Case A) and 0.1 ms (Case B), with 
normalized speed of 0.83 tr./Ts and 0.083 tr./Ts, respectively. The proposed model for 
the ET method is validated for all test conditions. It is also observed that the Literature 
ET model – 1 has unity gain and only fits the phase lag of Case B because Te  Ts so 
the predominant phase lag is produced by the encoder signal. The Literature ET model – 
2 does not fit any of the cases.  
In addition, the ET method can be used at high speed (> 1 tr./Ts). Figure 3.29 shows the 
experimental validation for a rated speed of 30 tr./Ts. The dynamic performance is better 
than that of the PC method in the same conditions. However, practical reasons, i.e. the 
noise of the incremental optical encoder, prevents use of ET method at high speed. 
Above some high speed level, the noise can destabilize the control loop. 
Although the ET method could be used for medium speed, it is wiser to use a method 
like the CSDT. The dynamic behaviour of this method is equal to the one of the PC 
method as can be seen in Figure 3.30. 
The main difference between the CSDT and PC methods is the quantization error. The 
CSDT method reduces this error by introducing the auxiliary timer and improving the 
accuracy of the estimation. This noise is observed in Figure 3.30.  






























Proposed CSDT model (same as PC model)
Experimental  CSDT
Test conditions: 3600 r/min (30 tr./Ts), 
R = 500 ppr, Ts = 1ms
Experimental  PC
 
Figure 3.30 Experimental validation of the CSDT method and comparison with the PC method 
at high speed. 
Figure 3.31 shows that the CSDT performs well at medium speeds (3 tr./Ts) while the 
quantization error of the PC method is excessively high. The PC does not perform well 






























Proposed CSDT model (same as PC model)
Experimental  CSDT
Test conditions: 3600 r/min (3 tr./Ts), 




Figure 3.31 Experimental validation of the CSDT method and comparison with the PC method 
at medium speed. 




In this chapter, the small-signal model of the PC, ET and CSDT method are derived and 
experimentally validated. It is also demonstrated that the existing literature model does 
not fully capture the dynamic behaviour of the studied methods. A novel experimental 
setup is proposed to emulate the encoder behaviour and is therefore used to validate the 
models.  
This study covers the full speed range: the ET method for low and high speeds, the 
CSDT for medium and high speeds and the PC for high speeds.  
It is also demonstrated that the ET method can be used at high speed, covering all speed 
intervals. However, practical reasons like the noise of the measurement, prevents the 
use of this method at high speed.  
The ET method has a better dynamic performance than the PC method at high speed. 
The combination of low speed and the encoder inherently produces infrequent update of 
the speed information, being less frequent than with smaller resolution. Many 
researches have focused on virtually increasing the frequency of the encoder signals by 
means of PLL or observers. None of the previous approaches identified or described the 
impact of the encoder at low speed on the phase margin of the control loop. Conversely, 
the small-signal models quantify such impact. This study opens the door to simpler 
methods of compensation of the phase margin, as will be described in chapter 5.  










 The Improved Elapsed Time Method Chapter 4.
In this chapter the Improved Elapsed Time (I-ET) method is presented. This is a 
modification of the existing well-known Elapsed Time (ET) method. The ET method is 
applicable at low speeds. The aim of the proposed I-ET method is to expand the 
applicability of the ET method to high speeds. This is particularly useful in variable 
speed applications because a single method can be used over the full speed range, with 
minor modifications for high speeds. The simultaneous use of different speed estimation 
methods on a single controller can be disadvantageous because the distinction between 
low, medium and high speed depends on each system, and the boundaries between these 
limits are not exact. In addition, the implementation of different speed estimation 
methods implies a higher consumption of microcontroller, DSP or FPGA resources. The 
static error of this method is analysed, as well as its dynamic performance. The I-ET 
method shows a good trade-off between static error and dynamic performance. 
4.1 Introduction 
In theory, ET could be used at high speeds. However, this method cannot be used in 
practice at high speeds due to measurement errors. In the next paragraphs, sources of 
measurement errors and methods to address them are described. 
4.1.1 The Errors of the Incremental Optical Encoder 
According to [11] “the encoder error is the aggregate of quantization error, instrument 
error and signal processing error, including generation and transmission errors”. It is 
also listed in [56] and [57] that errors can be due to: disc manufacturing problems 
(tolerances of the slits), eccentricity of the disc due to incorrect mounting and errors due 
to electronic circuits. The material of the disc can be plastic, mylar, metal or glass. 
These surfaces are printed by means of lithographic processes. Today, the precision of 
those processes have small tolerance errors. A white paper from iC-Haus [58] reports 
that the manufacturing tolerances of the encoder disc varies approximately from 100 nm 
Chapter 4. The Improved Elapsed Time Method 
 
84 
to 1 μm. It is more likely that the errors found in the encoder measurement are produced 
by the electronics. The errors are found to be periodic every four transitions, in 
quadrature configuration, as the experimental results will demonstrate in the next 
sections.  
Figure 4.1 shows a simplified structure of the incremental optical encoder placed on the 
shaft of the encoder. It also shows the relevant signals of the encoder: the signal 
generated by each of the photodetectors and the two squared signals and outputs of the 
sensor Channel A and Channel B. 
The time duration of one electrical cycle is the addition of TOn and TOff  of each channel. 





























Ideal voltage level 
at the Schmitt Trigger 
Real voltage level 
at the Schmitt Trigger 
Real encoder signals
(with asymmetries)
TOn ≠ TOff for both channels.
Encoder enclusure
 
Figure 4.1 Structure of the incremental optical encoder and its main signals. 
In an ideal encoder, the duty of the signal is 50%, that is TOn = TOff. The duty of a real 
encoder is not 50% (TOn ≠ TOff) on each channel. Such inequality defines the asymmetry 
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in the signals of the encoder. This is well specified in the encoder datasheets shown in 
Figure 4.1. 
 
Figure 4.2 Fragment of the datasheet of the NIDEC NEMICON OVW2-10-2MC incremental 
optical encoder [59]. 
These asymmetries occur when the voltage level for the comparator in the Schmitt 
Trigger is not exactly equal to half of the peak to peak voltage. A case is represented in 
Figure 4.1. In addition, the shape of the signal of the photodetector is a distorted 
sinusoidal. Last but not least, the rising time of the photodetector is not equal to the 
falling time. The response of a photodetector’s rising and falling time, is determined by 
drift and diffusion processes, respectively. The drift component is a relatively fast 
process, while the diffusion is a relatively slow movement of carriers [60]. As the speed 
increases and the time between transition decreases, these asymmetry errors become 
more relevant, particularly with the ET method. This speed estimation method is very 
sensitive to measurement errors. The noisy measurement degrades the performance of 
the controller because the control error is incorrect, and consequently the performance 
of the overall system is affected. This can even produce unacceptable oscillations at the 
output (i.e. the rotor speed). 
Many research works have focused on the minimization of the measurement errors, due 
to asymmetries, by using dedicated hardware [61], by interpolation or by look-up-tables 
[62], [63], [64],[65] and [66].  
Other authors propose the compensation of those asymmetry errors via the signal 
processing of the ET-based speed estimation. A hybrid method that combines the count 
of the last four encoder transitions and the auxiliary time is proposed in [67]. This 
method is impossible to implement on a DSP as commented in [21] because the clock 
frequency is of a FPGA is higher than of the DSP; this can be critical at high speed with 
small Te. Alternatively, [21] proposes a speed prediction based on the least-square value 
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of the last N samples of the ET-based speed estimation. Also, in [51] the author 
proposed a parallel edge measurement, constant sample digital tachometer (PEM-
CSDT) as an extension of the CSDT method used at high speeds. The PEM-CSDT was 
implemented on a FPGA and provided a significant reduction of the estimation error. 
The PEM-CSDT is a technique that DSP manufacturers could consider in the future 
when defining the encoder-peripheral capabilities of new DSP systems for motion 
control.  
In this chapter, an improvement on of the ET method (I-ET) is introduced and analysed 
from the static and dynamic perspective. Consequently, the use of the ET method can be 
extended to the full speed range. A good trade-off between static and dynamic 
performance is experimentally observed. 
4.2 The I-ET and the I-ET-S Speed Estimation Methods 
The ET speed estimation method is based on the time duration, Te, of the most recent 







This time is measured by counting the number of cycles m of a high frequency clock 
TClock. 
 e ClockT m T  (4.2) 







Unlike the PC or the CSDT methods, the ET does not average several encoder 
transitions and therefore the speed estimation is the closest estimation of the current 
motor speed. The averaging of pulses, inherent to the PC and the CSDT, reduces 
(filters) the speed error, on the other hand, this introduce a delay in the calculation.  
The target of any controller is to attenuate or compensate a disturbance (acceleration) as 
accurately and as fast as possible. An accurate estimation of the speed through the 
averaging of pulses compromises the dynamic performance. 
Chapter 4. The Improved Elapsed Time Method 
 
87 
Compare motor speed of 8 tr./Ts with an ideal encoder in Figure 4.3 and a more realistic 













Ts [n-1] Ts [n]
Te[i] Te[i-1] Te[i-2] Te[i-3] Te[i-4] Te[i-5] Te[i-6] Te[i-7] 
8 completed encoder transitions during Ts (8 tr./Ts)
1 full electrical period TChA = TChB
 
Figure 4.3 Representation of the signals of a symmetric (ideal) encoder. 
In the ideal encoder in Figure 4.3: 
 The full electrical period of the signal of the encoder is TChA with and ideal duty 
cycle of 50% 
 In a quadrature configuration, the encoder transitions are shifted by 90o electrical 
degrees, represented by θ. 
Then, the following rules are defined for ideal encoders in quadrature configuration: 
 1 2 3ChA ChB e e e eT T T n T n T n T n  (4.4) 
The equation (4.4) implies also that: 
 o[ ] [ 1] [ 2] [ 3] 90
4 4
ChA ChB
e e e e
T TT n T n T n T n  (4.5) 
In real encoders, in Figure 4.4, expression (4.4) is true but (4.5) is no longer valid. Then, 
 o90  (4.6) 













Ts [n-1] Ts [n]
Te[i] Te[i-1] 
Te[i-2] 
Te[i-3] Te[i-4] Te[i-5] 
8 completed encoder transitions during Ts (8 tr./Ts)
TChA Low TChA High 




Figure 4.4 Representation of the signals of an asymmetric (real) encoder. 
The asymmetries of the real encoders clearly induce estimation errors when using the 
ET method at high speed and in quadrature configuration. The most significant 
asymmetries are found to be periodic every 4 samples. Based on this, the Improved 
Elapsed Time (I-ET) and Improved Elapsed Time Simplified (I-ET-S) methods are 
proposed to cancel those asymmetries. A representation of this method is shown in 
Figure 4.5. 
 
Figure 4.5 Relevant signals of the encoder for the I-ET and the I-ET-S speed estimation 
methods 
The I-ET method consists of averaging a number of transitions, N, occurring during Ts, 






























T T i N k k
N
 (4.8) 
There is a simplified case, the I-ET-S speed estimation method, which only averages the 












The minimum vector size is N = 1. For instance, for speed of 1 tr./Ts none of the 
proposed methods are applied. For a speed of 15 tr./Ts the I-ET-S and the I-ET speed 
estimation method can be applied by averaging the 4 most recent transitions or the 12 
most recent transitions, respectively.  
4.2.1 Small-signal Model of the I-ET and I-ET-S Methods 
The small-signal model of the I-ET and the I-ET-S methods are based on the small-
signal model of the ET method derived in the chapter 3. 
The small signal model considers the delay introduced by the most recent encoder 
transition. 
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 (4.10) 
The first term in (4.10) is the moving average filter due to the m-count during Te. The 
second term corresponds to the inherent sample and hold effect of the encoder transition 
on the m-counter register, and the third term is the sample and hold of the controller. 
The small-signal model of the I-ET and the I-ET-S must include the effect of averaging 
the most recent N samples. 
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 (4.11) 
N = 4 in the I-ET-S method and the small-signal model is:  
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 (4.12) 
Figure 4.6 plots the frequency response of equations (4.11) and (4.12). In addition, the 
frequency response of the ET and the PC methods are also plotted for the case that the 
speed is 1836 r/min (15.3 tr./Ts), the sample time is 1 ms, and the resolution is R = 500 
ppr. 
 
Figure 4.6 Dynamics of the proposed I-ET the I-ET-S speed estimation methods. 
As expected, the I-ET and the I-ET-S methods have a smaller bandwidth than the ET 
method, but a better bandwidth than the PC method under the same conditions. As the 
number of samples N used in the averaging increases, the phase lag also increases.  
For illustrative purposes, the cases of N = 6 and N = 15 are also plotted. These do not 
correspond to the methodology proposed in the I-ET and the I-ET-S methods, because 
neither are an entire multiples of 4. It can be seen, that the phase lag increases with N. 
In the case of N = 15, the dynamics converge to the dynamics of the PC method because 





I-ET-S method (4 samples)
I-ET method (6 samples)
I-ET method (8 samples)
I-ET method (12 samples)
I-ET method (15 samples)
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The dynamic response of the I-ET-S method is better than the dynamic response of the 
I-ET method. However, the I-ET is more effective in reducing the effect of the encoder 
asymmetries, because it averages more samples than the I-ET-S method. 
4.3 Experimental Results of the I-ET Method and the Analysis of the Data 
The following test is performed to evaluate the encoder asymmetries: 
- The DC motor is connected to a dc power supply in open-loop and the speed is 
proportional to the voltage. The encoder used has a resolution of 1000 ppr. The 
DSP counts and stores the number m[i], that is proportional to Te[i]. The test is 
performed clockwise and anticlockwise. 
 e SYSCLKT i m i T  (4.13) 
The results of the test are depicted in Figure 4.7. 
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Figure 4.7 Results of the experimental test. Figure (a) shows the number of high-frequency 
clock “m” count between encoder consecutive transitions for a clockwise rotation and (b) a 
counter-clockwise rotation. Figures (c) and (d) show the static error of the clockwise motion and 
figure and the counter-clockwise motions respectively. Notice that the time between encoder 
transitions (Te) and m are proportional as in (4.14). 
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A clear pattern with “M” shape is found in Figure 4.7- (a) .Similarly, a “W” pattern 
shape is found in Figure 4.7 - (b) as the direction of the motion is reversed. The 
theoretical error of the ET and I-ET methods is expressed in (4.3). The expected ideal 
percentage error is 0.155% (corresponding to ± 1 during the m-count). However, the 




















where N is the total number of samples stored during the test. Then experimental results 
show that: 
 The signal of the encoder, in quadrature configuration, has a well-defined 
pattern in clockwise and anti-clockwise rotation. 
 The pattern repeats every four samples due to the quadrature configuration. 
 The real error is greater than the expected theoretical error. 
The set of data of the clockwise experiment can be rearranged as in Figure 4.8. 





































































Table 1 Table 2 Table 3
 
Figure 4.8 (a) Analysis of the results of the experimental test and (b) the plot of the reorganized 
data according to the pattern m(n-3), m(n-2), m(n-1), m(n). 
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The table in Figure 4.8 is organized as follows: 
1. The row data of the DSP (stored number of m for each transition) are in Table 1. 
The index i organizes and sequences the samples. 
2. The pattern repeats every four samples. Then data are rearranged in Table 2, 
with four columns as follows: 
 First column in Table 2, m(n-3)     terms 1-5-9-13…etc of Table 1. 
 Second column in Table 2, m(n-2)  terms 2-6-10-14…etc of Table 1. 
 Third column in Table 2, m(n-1)     terms 3-7-11-15…etc of Table 1. 
 Fourth column in Table 2, m(n)    terms 4-8-12-16…etc of Table 1. 
3. The average of every row of Table 2 is in Table 3, with index r. 
The data of Table 2 and Table 3 are plotted in Figure 4.8 - (b). It can be concluded that: 
1. The average value of the four samples of each row of Table 2 is in the row with 
the same index in Table 3 (orange in Figure 4.8 - (b)). This average value m̅ is 
the closest estimation to the theoretical m value obtained from the average 
measured speed (m = 646.847 for a speed of 3710.3 r/min). 
2. The average values of every row, in Table 2, are very similar, as shown in Table 
3. Then, the best estimation of the time is the average value of four consecutive 
samples. 
3. The column of m(n) samples (colour pink) have a similar value, as does the 
values of the column m(n-1) (green), m(n-2) (black) and m(n-3) (red), all depicted in 
Figure 4.8 - (b). 
This experimental result validates the foundations of proposing the I-ET-S speed 
estimation method based on averaging a minimum of four samples, and multiples of 
four in the I-ET method. The study of the periodicity of the samples is proposed to 
overcome the errors in the estimation due to the quadrature configuration. A procedure 
to use a forecasting algorithm to reduce the asymmetry error is presented in Figure 4.9. 
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(1) Spin the motor at commanded speed and save 
the information related to the time  between 
encoder consecutive transitions (or equivalently 
the m counts).
(2) Identify the pattern and assign the Te[n], Te[n-
1], Te[n-2] and Te[n-3] positions and their 
respective compensation around the target speed 
Te  (C[n],C[n-2], C[n-3]) respectively.
(3) Once the motor spins, the DSP stores the 
current Te[i] Search and identify the current value 
with one of the values stored in step (2) stored 
(Te[n], Te[n-1], Te[n-2] and Te[n-3]).
C[n]
(4) Apply the corresponding correction to the 
estimation if required:
  - C[n-3] + Te[n-3]
  - C[n-2] + Te[n-2]









Figure 4.9 Representation of the proposed forecasting algorithm for asymmetry compensation. 
By applying a forecasting technique, the ET speed estimation method can be used at 
high speed. Then, the resulting dynamics of the encoder and the forecasting technique 
will be similar to the dynamics of the ET method at high speed and quadrature 
configuration. Because averaging is no longer required, the delay of the forecasting ET- 
based method will be the same as the ET method: half of the control sample time plus 
half of the time duration of the most recent completed transition. The results of applying 
the forecasting technique offline on the stored values of Table 1 are depicted in Figure 
4.10. The black dots are the resulting mi, which is proportional to the speed, as in (4.13) 
and (4.1). 
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Figure 4.10 (a) Representation of m[i] at the speed of 3710.3 r/min and (b) the result of the 
application of the forecasting technique offline. Note that the blue line represents the 
mathematical average value of m. 
Figure 4.10 - (b) shows that once each sample is corrected by the forecasting method the 
resulting value (black dots) is closer to the actual average value. 
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The experimental results of the I-ET-S and forecasting methods are statistically 
analysed and compared according to the following figures of merits: 



























The results of the statistical analysis are presented in Table 4.1 
Table 4.1 Statistical analysis of the vector of m data 
Samples m̅ MD s 
(A) - Vector of measured values (red in Figure 
4.10-(a)) 
647.08 19.78 23.63 
(B) - I-ET-S method (pink) 646.65 1.36 1.75 
(C) - Forecasting method (black) 646.69 3.44 6.25 
Two of the proposed methods: I-ET-S and the forecasting methods have a value close to 
the average of the vector of samples stored in the DSP. The row data vector (A) has the 
highest mean deviation and standard deviation caused by asymmetries errors. The 
proposed I-ET method has the smallest value of mean deviation and standard deviation. 
This result is consistent since the average of four consecutive samples is used to 
estimate the value of m̅ over Ts, which is equivalent to an estimate of the average speed. 
The proposed forecasting method (C) has a MD and s higher than the I-ET-S method, 
but smaller than the same values corresponding to (A). 
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4.4 Experimental Validation of the I-ET and I-ET-S Speed Estimation Methods 
In the next sections, the static error of the I-ET and the I-ET-S methods are 
experimentally validated. 
4.4.1 Analysis and Comparison of the Static Errors of the Proposed Methods 
A DC motor in open-loop conditions is used to evaluate the static performance of the 
proposed method. The DC motor is coupled to two encoders of different resolutions, as 
in Figure 4.11. Device A is a 1000 ppr encoder from US Digital and encoder B is a 500 
ppr encoder of unknown brand. 
 
Figure 4.11 Pictures of the DC motor and the two encoders used to evaluate the performance of 
the proposed speed estimation methods. 
The experimental set up is configured as in Figure 4.12. The DC motor from the series 
1000DC of Aereotech is directly connected to the DC power supply. The output signal 
of each encoder is conditioned accordingly. 
Encoder (A)-1000 pprEncoder (B)- 500 ppr
DC Motor




Figure 4.12 Experimental setup for the evaluation of the proposed speed estimation method. 
During every test at least one encoder is connected to the DSP (CNT Peripheral). This 
peripheral provides information about the time elapsed between consecutive encoder 
transitions (TIMER_TMRn_CNT register) and the number of encoder transitions 
(CNT1_CNTR register) within a given sample time Ts for the ET and PC methods 
respectively, and also the auxiliary time required for the CSDT method. In addition, the 
ISR produced with encoder transitions is activated, so the Te between consecutive 
encoder transitions can be stored in an auxiliary buffer and later averaged over Ts in 
order to estimate the speed as specified in the I-ET method. The configuration of the 
ISR is shown in Figure 4.13. 
Declare the name of the ISR in the NVIC/CNT_STAT




Figure 4.13 Steps to configure the ISR of the CNT peripheral. 
Once the ISR is triggered by the encoder transition, the bits BIT_CNT_IMSK_UD and 
BIT_CNT_IMSK_DG must be cleared. 
The test is performed at two speeds, with two encoders, and with and without 
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performed at the speed of 3662.16 r/min and the sample time is 0.1 ms, proportional to 
25V.  
Table 4.2 Open-loop test for statistical analysis of the speed estimation methods at 25V. 
Test numeration Effective resolution Normalized speed 
Test 1 R = 1000 ppr ∙ 4 24.41 tr./Ts 
Test 2 R = 1000 ppr ∙ 1 6.1 tr./Ts 
Test 3 R = 500 ppr ∙ 4 12.20 tr./Ts 
The tests in Table 4.3 are performed at 5 Vdc, which produces a speed of 646.36 r/min, 
and the sample time is 0.1 ms. 
Table 4.3 Open-loop test for statistical analysis of the speed estimation methods at 5V. 
Test numeration. Effective resolution Normalized speed 
Test 4 R = 1000 ppr ∙ 4 4.3 tr./Ts 
Test 5 R = 500 ppr ∙ 1 0.53 tr./Ts 
The PC, CSDT and ET methods are used as a base line to compare the proposed I-ET 
and the I-ET-S methods at high speed. At low speed the ET method is used as base line. 
The percentage error and the standard deviation are used to compare the methods. 
 Results of Test 1 (24.41 tr./Ts). 
 
Figure 4.14 Experimental Test 1. (a) shows the comparison of the proposed methods: I-ET and 
I-ET-S and the previously described methods: ET, PC and CSDT methods. (b) shows details of 
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Table 4.4 Statistical analysis of the results in Test 1. 
 Mean e % MD s 
ET 3772.238 25.325 202.335 278.912 
PC 3651.153 6.815 71.725 79.726 
CSDT 3651.857 2.687 34.223 44.469 
I-ET-S 3661.248 2.308 50.057 52.341 
I-ET 3657.793 0.416 4.459 5.473 
Figure 4.14 and Table 4.4 show that the I-ET method has the best performance of all 
considered methods at the nominal speed of 24.41 tr./Ts. The I-ET-S reduces the effect 
of the asymmetries, but not completely.  
 Results of Test 2 (6.1 tr./Ts). 
Figure 4.15 Experimental Test 2. (a) shows the comparison of the proposed methods: I-ET and 
I-ET-S and the previously described methods: ET, PC and CSDT methods. (b) shows details of 
the I-ET and I-ET-S methods. 
Table 4.5 Statistical analysis of the results in Test 2. 
 Mean e % MD s 
ET 3664.813 2.330 53.574 54.6883 
PC 3659.977 14.755 107.963 180.004 
CSDT 3661.169 2.9231 14.688 25.861 
I-ET-S 3663.150 0.390 3.756 4.493 
I-ET 3663.146 0.303 3.534 4.072 
Figure 4.15 and Table 4.5 show the experimental results for the nominal speed of 6.1 
tr./Ts. The I-ET and the I-ET-S have a very similar performance considering that at this 
speed the I-ET method is averaging only 4 samples. 
 
(a) (b)
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 Results of Test 3 (12.20 tr./Ts).  
 
Figure 4.16 Experimental Test 3. (a) shows the comparison of the proposed methods: I-ET and 
I-ET-S and the previously described methods: ET, PC and CSDT methods. (b) shows details of 
the I-ET and I-ET-S methods. 
Table 4.6 Statistical analysis of the results in Test 3. 
 Mean e % MD s 
ET 3632.800 7.949 118.112 141.470 
PC 3619.723 7.743 36.853 74.364 
CSDT 3620.718 8.692 12.958 20.163 
I-ET-S 3623.941 0.6478 7.014 8.222 
I-ET 3623.871 0.472 6.676 7.629 
Figure 4.16 and Table 4.6 for the nominal speed of 12.20 tr./Ts show that the I-ET and I-
ET-S methods have a better performance in cancelling the asymmetries. The I-ET has 
the best performance. 
 Results of Test 4 (4.3 tr./Ts). 
 
Figure 4.17 Experimental Test 4. (a) shows the comparison of the proposed method: I-ET (in 
this case the I-ET and the I-ET are the same because N = 4) and the previously described 





Chapter 4. The Improved Elapsed Time Method 
 
101 
Table 4.7 Statistical analysis of the results in Test 4. 
 Mean e % MD s 
ET 645.948 23.392 41.273 53.349 
PC 638.408 17.479 57.147 65.480 
CSDT 638.821 8.991 9.816 11.706 
I-ET 639.022 1.588 3.360 4.084 
Figure 4.17 and Table 4.7 show the experimental results for the speed of 4.3 tr./Ts. The 
I-ET reduces significantly the noise of the asymmetries. 
 Results of Test 5 (0.53 tr./Ts). 
 
Figure 4.18 Experimental Test 5. Comparison of the performance of the ET and the I-ET 
methods at low speed. 
Table 4.8 Statistical analysis of the results in Test 5. 
 Mean e % MD s 
ET 650.064 0.687 1.262 1.617 
I-ET-S 650.067 0.586 1.172 1.531 
Figure 4.18 and Table 4.8 show results of the test at the nominal speed of 0.53 tr./Ts for 
didactic purposes and the I-ET method is compared to the classical ET speed estimation 
method. As can be seen, the precision of the estimation improves as four samples are 
averaged at low speed for the I-ET method. However, as shown earlier in section 4.2.1, 
this penalizes the dynamic performance of the speed estimation as a consequence of 
averaging several transitions. 
Figure 4.19 shows an experimental comparison of the speed estimation under study at 
medium and high speed in a quadrature configuration based on the percentage error 
(4.14). In this condition the asymmetries errors are particularly critical. 








Figure 4.19 Comparison of the different speed estimation methods under analysis at the speeds 
of 660 r/min (4.4 tr./Ts), 3660 r/min (24.4 tr./Ts) and 5900 r/min (39.33 tr./Ts) using an encoder 
with effective resolution of 4000 ppr (quadrature configuration) and a sample time of 0.1 ms. 
As can be seen the ET, the CSDT and the PC methods have a higher error than the 
proposed two methods. At medium speed, 660 r/min (4.4 tr./Ts) the I-ET-S must be 
equal to the I-ET since both methods average 4 samples. However, a difference of 1.2 % 
is noticed between these two methods. As the speed increases to 3660 r/min (24.4 tr/Ts) 
and 5900 r/mn (39.33 tr./Ts) the performance of the I-ET improves because this method 
averages the maximum number of samples that is an integer multiple of 4 (N = 36) 
4.5 Conclusions 
A new I-ET speed estimation method is proposed, which has lower or equal static error 
to the classical ET method, the classical PC method or the CSDT method, over the full 
speed range, particularly in quadrature configuration.  
The Improved Elapsed Time (I-ET) is designed for the minimization of the negative 
effect of the encoder asymmetries, which is crucial at high speed. Its basis lies on the 
averaging of four consecutive encoder signals (time elapsed between encoder 
transitions). As the speed increases the number of samples used in the averaging 
increases in a factor of integer multiples of four. From this method the other two 
extensions are derived: 
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 The Improved Elapsed Time Simplified (I-ET-S) which consists of an estimate 
the speed based on the average of Te the last four transitions. This is the most 
basic configuration of the I-ET (buffer size 4). 
 The forecasting method, which proposes to identify and quantify the 
asymmetries at a given speed. 
The methods I-ET and I-ET-S are also analyzed from the dynamic perspective already 
introduced in chapter 3. The three methods are evaluated in open-loop configuration at 
different speeds and using two different encoders.  
From the theoretical study and validations, it can be concluded that: 
I. The forecasting method: This is based on the last encoder transition value with 
compensated error. This is recommended for high bandwidth applications. This 
method should be evaluated experimentally online. 
II. The I-ET-S method: This averages the last 4 samples, which has lower error 
and more phase lag than the forecasting method in I. 
III. Average values from the maximum possible number samples (multiple of 4), 
has a very low error but introduces a phase lag.  
The new I-ET method maximizes the effective encoder resolution with a low error at 
low, medium and high speeds, increasing effective bandwidth of encoders. This method 
is particularly useful in variable speed applications. 
The proposed method is easy to implement. There is no need for additional DSP 
hardware resources such as timers, DAC, ADC, other peripheral devices, etc.  
In the next chapter, the performance of the I-ET speed estimation method is evaluated 

















 Practical Case Study Chapter 5.
This chapter describes practical cases of the concepts developed in this thesis. This 
section is divided in two parts that group the two major contributions of this thesis:  
 Part I. A practical case study of the use of the small-signal model developed in 
chapter 3 to study the stability of the motor at low, speed with a low resolution 
encoder, and secondly to use the same small-signal model to propose a 
compensation technique (a lead compensator). 
 Part II. The implementation of the I-ET method proposed in chapter 4 within a 
speed motion control loop. 
The performance of the system in both cases is evaluated at different speeds by means 
of speed step test responses. 
5.1 Description of the Workbench 
The test workbench is mainly composed of: 
 The DC motor from Aerotech with inertia J = 3.8∙10-5 Kg∙m2, viscous friction 
B = 3.1∙10-3 N ∙ m / (rad / s), armature inductance La = 2.0 mH, and armature 
resistance Ra = 0.9 Ω. 
 A linear driver, the four quadrant inverter, SCA-SS-70-10. 
 A 30 A power supply. 
 Two incremental optical encoders coupled on each side of the motor shaft with 
resolutions 500 ppr and 1000 ppr. A 1000 ppr encoder from US Digital was 
initially used for the I-ET method test. This sensor was later replaced by another 
encoder of the same resolution from NEMICON. 
 A tachometer integrated with the motor. 
 A digital controller ADSP CM403f from Analog Devices. 
 And the additional circuitry used to condition the sensor signals. 
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A schematic of the workbench is depicted in Figure 5.1 and a picture is found in Figure 
5.2. This figure shows all the possible configurations of the setup. Not all of the 
configured sensors and devices and other components are used simultaneously. 
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Figure 5.2 (1) - Analog Discovery. It is used as external speed reference and as a network 
analyzer from Digilent. (2) - ADSP CM403F (Cortex M4) Analog Devices. It performs the 
digital control (3)-The motor driver SCA-SS-70-10 from ElectroCraft (4)-The Brushed DC 
Motor from Aerotech. (5)-Incremental optical encoder (1000ppr) from NIDEC NEMICON. (6)-
Incremental optical encoder (500ppr) unknown brand. (7) Tachometer. (3.a), (5.a), (6.a) and 
(7.a) are signal conditioning for the Driver, encoders and tachometer. 
The configuration of the CNT peripheral, the implementation of the different speed 
estimation methods and the control loop on the ADSP were described in chapter 2. 
5.2 Part I. Implementation of a Digital Lead Compensator for Motor Control 
For the study of the impact of the encoder dynamics on a real system, the open-loop 
transfer function T(jω) of the system was measured using the Analog Discover using its 
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The open-loop transfer function is measured actually in a closed-loop configuration 
because the controller has an integral part. The integral part increases uncontrolled over 
time in open-loop leading to an incorrect measurement of the dynamics. Instead, T(jω) 
must be measured by virtually opening the control loop and introducing a small-signal 
disturbance. 
This measurement is performed at a speed for which the dynamics of the encoder can be 
considered as unity gain, as will be demonstrated later. This result will be next used to 
predict and quantify the impact of the sensor at much lower speed, and finally to 
implement a lead compensator. 
The frequency response of the open-loop is used to analyse the stability of the system 
according to the gain margin (GM) and phase margin (PM) criteria [68], where the PM 
is the most critical parameter in this case. The configuration for the gain-loop 












































(2) Channel 1. Network Analyzer disturbance signal TIn(jω).








Figure 5.4 Configuration of the system for the open-loop frequency response measurement. 
A PI compensator is used to regulate speed. The PI has been tuned aiming to illustrate 
the impact of the encoder dynamics at low speed, as well as the usefulness of the 
proposed model to predict stability issues. Specifically, the gains of the PI controller are 
adjusted based on the frequency response of the plant within the speed loop, in a way 
that the system is stable at 500 r/min (where the impact of the encoder dynamics is 
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negligible) but unstable at 15 r/min (where the impact of the encoder dynamics is 
significant in the phase). 
5.2.1 Characterization of the Motor System at Low Speed and Stability Analysis 
The open-loop of the system is measured at the speed of 500 r/min with the two 
different resolution encoders, and results are depicted in Figure 5.5. 
 
Figure 5.5 Experimental gain-loop.  
These experimental results are only valid up to 20 Hz. Beyond this value the results are 
affected by the device resolution and the signal processing method (the Analog 
Discovery only averages three full periods). However, results could be improved by 
first using a more precise measurement device and secondly by measuring the Bode by 
parts. The Bode by parts method consists of measuring the transfer function for a small 
frequency interval. The amplitude of the disturbing signal changes for each frequency 
interval in a way that compensates the system attenuation at the specific frequency 
interval. 
As can be seen in both cases, the resultant phase margin at the crossover frequency (fc = 
12.25 Hz) is similar, with a phase margin PM1 = 28.43°. The noise at higher frequencies 
is due to the finite resolution of the digital acquisition device of the Analog Discovery 
-180°
fc = 12.25 Hz
PM1
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unit and the attenuation of the signal is due to the reduction of gain of the motor system, 
as observed in the magnitude plot of Figure 5.5. 
For any reasonable encoder resolution, the dynamics are similar in both tests. This 
occurs because at the chosen operating speed (500 r/min) and around the crossover 
frequency the dynamics of the encoder can be considered unity gain due to the high 
bandwidth. The bandwidth of the incremental optical encoder at low speed (< 1 tr./Ts) in 
conjunction with the ET method depends of the speed of operation and the resolution, as 
demonstrated in chapter 3. Figure 5.6 shows the impact of two sensors (of different 
resolutions) on the open-loop. 
 
Figure 5.6 Impact of the encoders of different resolution on the open-loop. 
The frequency response of the encoders has been plotted using the expression developed 
in chapter 3. The encoders do not affect the dynamics of the motor system at 500 r/min 
in either case.  
The closed-loop system can be generically represented as in Figure 5.7 - (a). However, 
at this speed and with the given encoder resolution it can be simplified to Figure 5.7 – 
(b). This explains why the dynamics of the encoder have not been sufficiently studied 
previously. The stability performance of the motor downgrades as the speed reduces. 
The manufacturers of encoders recommend the use of an encoder of higher resolution in 
|HEnc 500 ppr(s)|  = 0 dB
|HEnc 1000 ppr(s)| = 0 dB
HEnc 500 ppr(s)  = 0
HEnc 1000 ppr(s) = 
fc = 12.25 Hz
-180°
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the feedback to overcome this issue. Nevertheless, this implies an increase of the cost of 
the motor system. A sufficiently high encoder resolution will imply that the dynamics of 


















T(jω) is the open-loop transfer function  
Figure 5.7  Block diagram of the motor system (a) considering the theoretical impact of the 
encoder and (b) considering the effective impact of the device at the speed of 500 r/min. 
The motor system is stable at the speed of  500 r/min. The performance is still good at a 
lower speed of approximately 200 r/min. The deterioration of the performance occurs 
suddenly given the non-linear nature of the sensor. The following hypothesis is stated: 
 The control-loop of the system is composed of different components depicted in 
Figure 5.7-(a). As the speed decreases, only the dynamics of the encoder block 
placed in the feedback network varies, the rest of the blocks remain invariant.  
 The invariance of the other blocks is checked by replacing the sensor in the 
feedback network by a tachometer. 
  At a speed of 15 r/min the performance of the motor system with a low 
resolution encoder is not adequate. However, the performance of the same motor 
system at the same speed is adequate with a tachometer.  
It is concluded that the difference in the performance is caused by the encoder in the 
feedback network. However, given the limitation of the acquisition system dealing with 
very small signals, this hypothesis cannot be directly verified with an open-loop 
measurement. The developed small-signal model for the ET method and the encoder 
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can be used instead to predict the deterioration of the motor performance. The 
prediction is later validated by means of a speed step response test in the time domain. 
To predict the phase margin of the motor system at the speed of 15 r/min with an 
encoder of 500 ppr in the feedback network, the polynomial corresponding to the 
experimental open-loop measurement must be obtained by fitting the coefficients of a 
theoretical polynomial with the experimental results: 
 
4 5
3 2 2 3
1.2 10 7.5 10( )




This fitted polynomial is validated with the experimental results shown in Figure 5.8. 
 
Figure 5.8 Fitting of the experimental results. 
The experimental results are valid up to 20 Hz. Beyond this value the results are noisy 
and are out of the bandwidth of the system under study. The diagram of the system at 
low speed is depicted in Figure 5.9.  
-180° PM1
fc = 12.25 Hz




Figure 5.9 Block diagram of the motor system at very low speed (0.0125 tr./Ts). 
The stability of the motor system at low speed is obtained from the experimental gain-
loop (5.1) and the small-signal model of the ET method developed in chapter 3 
(HEnc.2(s)). 
 ( ) ( ) ( ) ( )fitting PI Driver MotorT s G s G s G s  (5.2) 
 .2( ) ( ) ( )Low fitting EncT s T s H s  (5.3) 
The representation of (5.3) in the frequency domain is depicted in Figure 5.10. 
 
Figure 5.10 Gain-loop diagram of the motor system at very low speed (15 r/min) with a low 
resolution encoder (500 ppr) 
The phase margin, PM2, of the predicted motor system open-loop at the speed of 15 













Chapter 5. Practical Case Study 
 
114 
5.2.2 Evaluation of the Performance of the System at Low Speed 
The stability of the system is studied in the time domain by means of the speed step 
response from a stable speed of 300 r/min (0.25 tr./Ts) to the very low speed of 15 r/min  
(0.0125 tr./Ts) using the ET method. The amplitude of the speed ripple is 1.76 % of the 
average speed (300 r/min), as in Figure 5.11. 
 
Figure 5.11 Details of the performance of the DC motor at 300 r/min with R = 500 ppr. 
This test is performed in two different conditions:  
 With knowledge of the sign of the rotation. This is the case if both channels of 
the encoders are used in quadrature configuration and the direction of the 
rotation is detected by the phase shift of the two channels. 
 Without knowledge of the sign of the rotation. This is the case if the encoder has 
a single channel. 
The sign of the rotation indicates the direction of the rotation: clock-wise or counter-
clockwise. During variations of the target speed, the motor could rotate in the opposite 
direction during a short period of time because of the inertia. This change in the rotation 
is indicated with the sign of the estimated speed and is corrected by the controller. 
However, if the direction of the rotation is not detected (if only one channel is used) the 
controller, that operates only based on the information of the absolute value of the 
speed, does not correct the change in the direction of the rotation. Even more, if the 
absolute value of the speed is different from the target speed the controller attempts to 
correct the speed deviation, but this in fact reinforces the incorrect behaviour leading 
finally to motor control instability.  
Figure 5.12 shows the experimental response of the motor system when a single 
encoder channel is available, so the direction is unknown. In this condition, the response 
of the motor system to the speed step is to jump to the maximum speed, which is 
conditioned by the maximum value of the power supply and the maximum speed of the 
Speed ripple 1.76%
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motor. However, in the experimental results depicted in Figure 5.12 the change in the 
direction of the rotation, after the reduction of the commanded speed, is not noticed. 
In real applications with an incremental encoder of a single channel, this situation can 
damage the motor system. Therefore, precautions must be taken to avoid this type of 
motor response. 
Figure 5.13 shows the response of the motor to the speed step test with an encoder of 
two channels in quadrature configuration. In this case the configuration of the encoder 
allows the detection of the direction of the rotation. In this case the reduced phase 
margin (PM2) produces an oscillation around the target speed of 15 r/min.  
 
Figure 5.12 Motor response to the speed step test with an encoder in the feedback network 
without knowledge of the sign of the rotation (experimental results). Notice that the motor 
rotates backwards although the depicted results have a positive sign. In this case the encoder has 
a single channel and provides information about the absolute value of the speed only. 
Figure 5.13 Motor response to the speed step test using an encoder in the feedback network with 
knowledge of the sign of the rotation (experimental results). 
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In either case: the use of a single channel or the quadrature configuration of the encoder, 
the reduced PM2 = -8.54° provokes an incorrect performance of the motor.  
5.2.3 The Lead Compensator 
The solution proposed in this thesis to recover the performance of the motor consists of 
boosting the phase that is reduced by the low resolution encoder at the low speed. This 
can be done by means of a classical lead compensator [68] placed in the feedback 
network, as in Figure 5.14. Tcompensated(s) is referred to hereinafter as the open-loop 
transfer function with compensator. 
 
Figure 5.14 Propose lead compensator.  
This compensator cancels mathematically the negative impact of the incremental optical 
encoder on the phase margin. 
 .2( ) ( ) ( ) ( )Low fitting Enc LeadT s T s H s H s  (5.4) 
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 (5.5) 
The values of α and β determine the distance between the phase lead and the phase lag. 
The term TSpeed  defines the frequency and the amount of phase lead applied to this 
frequency. This term is related to the commanded speed. Consequently, parameters of 
the lead compensator adapt online to provide the required compensation to the specific 
















Chapter 5. Practical Case Study 
 
117 
HLead (s) ≈ - HEnc 2(s)
-180°
fc = 12.25 Hz
 
Figure 5.15 Transfer function of the lead compensator. 
Figure 5.15 shows the transfer function of an encoder of resolution 500 ppr at a speed of 
15 r/min, and the corresponding lead compensator with α = 0.8 and β = 10. These values 
are selected to provide the required compensation at the crossover frequency (fc). It 
must be considered that the lead compensator should not significantly impact on the 
gain of the feedback sensor over the frequency range of interest; otherwise, the noise 
will be amplified and the closed-loop performance will be compromised when occurs, 
the gain has been lifted by 10 dB (in this case). In consequence, α and β should be 
selected to guarantee that the maximum injection of phase occurs beyond fc. 
As can be observed, the amount of phase compensation HLead(s) is almost equal to the 
delay introduced by the encoder HEnc.2(s) at the crossover frequency. As for the 
increment of gain introduced by the compensator, it is attenuated by the gain-loop at 
that speed. 
The lead compensator must be discretized before being implemented in the ADSP. For 
this purpose, (5.5) is redefined as a function of the terms: kk, c and p. 
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The process of discretization starts with: 
 
( )1( ) LeadH szHd z Z
z s
 (5.8) 
The discretization procedure of the lead compensator is in Annex A. The final discrete 
expression of the lead compensator is: 
 
( )
where : 1 ; ;Speed
T
T
kk z bHd z
z a
kkb a kk a e kk
 (5.9) 
Notice that the constants kk, b and a depends on α , β and TSpeed  as in (5.6). Coefficients 
α , β are fixed for this application; in all speed ranges, only TSpeed varies with the 
commanded speed. The term T is the discrete sampling time. 
5.2.4 Simulation of the Lead Compensator 





























(1) - DC motor.
T(jω)
(2) - Multiplexor
(3) – Feedback 
no - compensation








Figure 5.16 Main parts of the simulated motor system in PSIM. The simulation time step is 
1.6∙10-6 s. Notice that for feedback purposes either block 3 or block 4 is used. 
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The diagram of Figure 5.16  simulates the dynamics of the motor and the motor control 
under study. The overall open-loop transfer function T(jω) = Tfitting(s) as in (5.1). There 
are four main blocks. 
1. The first block corresponds to the DC motor. The motor is mathematically 
represented by a second-order system of two poles, which in this case is 
simulated by means of two low-pass filters.  
 
2. The second block is a multiplexor. Initially, the system starts the simulation 
using the ideal feedback (multiplexor output is connected to input 0). After 0.04 
s, the control switches to the feedback coming from the speed estimation based 
on the signal of the incremental optical encoder (multiplexor output is connected 
to input 1). As can be seen in Figure 5.16. 
During the start-up, the motor has to overcome the friction and it takes several 
seconds to start the rotation (tstart-up). Hence, the encoder does not provide any 
feedback during this start-up time interval. However, tstart-up > Ts  (Figure 5.17) 
and the integral part of the controller increases sufficiently to destabilize the 
system. This problem is also found experimentally in the DC motor system at 
low speed. 
As a protection, the output of the PI is limited to – 1000 and 1000 in the 
simulation. 
 
3. The third block corresponds to the encoder and the implementation of the 
Elapsed Time speed estimation method as depicted in Figure 5.18. The 
implementation of the ET method is already explained in chapter 2. This block 
does not include lead compensation unlike the fourth block.  
Blocks three and four are used in different types of simulations, the grey colour in 
Figure 5.16 indicates that this block is not in use. Block three is used for a non-
compensated simulation and block four is used in a compensated simulation.  
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Figure 5.17 Details of the encoder and speed estimation during the motor start-up. 
 
Lead compensator 
block for feedback 




































Figure 5.18 Encoder signal generation and ET speed estimation.  
 
4. The fourth block is the controller and the lead compensation. The effect of the 
discrete control sample time, Ts = 0.1 ms, is already included in the 
corresponding c-block. The digital lead compensator and the controller 
implemented in the c-block, as in Figure 5.19. 
 







































Figure 5.19 Lead compensation block. The coefficients kk, b and a depend of the speed 
reference value (signal named Input_speed_rpm) which is proportional to Te.  
A more general diagram of the system configuration for the speed step response test is 



















Figure 5.20  Block diagram of the compensated system. The coefficient calculator box has the 
mathematical operations to obtain the coefficients kk, a and b as in (5.9). 
The coefficients of the lead compensator (HLead(s)), as defined in equation (5.9), are kk, 
a and b. Those values depend of the fixed terms α and β and the commanded speed 
nCommanded (which is proportional to TSpeed that is equal to Te). The term TSpeed  adjusts the 
amount of lead compensation to the specific fc that varies when the commanded speed is 
modified. 
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The coefficients (kk, b and a) adapt to the specific commanded speed when it varies, 
providing the phase compensation for the lag introduced by the encoder at that specific 
speed. The input of the lead compensator is the estimated speed and the output is the 
compensated estimated speed that is subtracted to the commanded speed. 
Figure 5.21–(b) shows the response of the simulated motor system considering a 
quadrature encoder and Figure 5.21-(c) is the response of the system when using a 
single channel encoder. 
 
Figure 5.21 Simulation results of (a) speed reference step test, (b) response of the motor with 
knowledge of the sign of the rotation and (c) without knowledge of the sign of the rotation. In 
both cases (b) and (c) the system is not compensated.  
The motor, simulated in Figure 5.21-(b), with the encoder in quadrature configuration 
(knowledge of the rotation direction) oscillates around the target speed. This simulation 
corresponds with the experimental results observed in Figure 5.13  previously shown. 
Also, the simulation in Figure 5.21-(c) shows the motor behaviour when a single 
channel of the encoder is used for the feedback. This result matches with the 
experimental results shown in Figure 5.12. 
These incorrect performances (destabilization and oscillations around target speed) are 
caused by a significant reduction of the phase margin of the control loop because of the 
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encoders. The phase margin reduction due to the sensor can be quantified by using the 
small-signal model for the ET method discussed in chapter 3. Section 5.2.1 details the 
procedure to use the small-signal model and also presents the way to overcome the 
phase margin reduction and consequent deterioration of the motor performance. 
Figure 5.22 shows a reduction of the phase margin from PM3 to PM2 as the speed 
reduces from 500 r/min to 15 r/min, with a resolution of 500 ppr. The reduced PM2 
provokes a deterioration of the performance. However, a lead compensator with 
coefficients α = 0.8, β = 10 and TSpeed = 8 ms boost the phase margin to PM3 recovering 
the system stability (PM3 = 25.5°). 
PM3
PM2
fc = 12.25 Hz
 
Figure 5.22 Bode plot of the open-loop compensated system. 
The stability of the compensated system is also tested in simulation by introducing 
increasing and decreasing speed step tests with increments of 20 r/min starting at the 
speed of 13 r/min (0.011 tr./Ts). Note that this speed is chosen for didactic purposes.  
Figure 5.23 shows first the response of the uncompensated system. The system 
oscillates at the speed of 13 r/min because of the reduced phase margin. The phase 
margin increases as the speed increases and the performance of the motor improves. 
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Figure 5.23 Simulation of the speed step test response of the uncompensated system. 
Figure 5.24 shows the simulation that corresponds to the compensated system. The 
system recovers the correct performance at the speed of 13 r/min. As the speed 
increases, the bandwidth of the encoder and the lead compensator increases as well. 
However, the overall and predominant dynamics is delimited by the bandwidth of the 
closed DC motor system. 



















Figure 5.24 Simulation of the speed step test response of the compensated system with adaptive 
lead compensator. 
Figure 5.25 shows the response of the system for a fixed kk, a and b parameters. The 
lead compensator is fixed to TSpeed = 60 / (13 r/min ∙ 500 ppr) in this simulation. As can 
be seen, the oscillation at that speed of 13 r/min disappears. As the commanded speed 
increases the lead compensator, together with the PI regulator, overdamps the response 
of the DC closed-loop system. 
Chapter 5. Practical Case Study 
 
125 



















Figure 5.25 Simulation of the speed step test response of the compensated system where the 
lead compensator is fixed to 13 r/min. 
5.2.5 Experimental Validation of the Lead Compensator 
The discrete lead compensator proposed in (5.9) and simulated with a c-block in PSIM 
(see Figure 5.19). It is also implemented in the ADSP that controls the motor. The 
experimental results are depicted in Figure 5.26. 
Figure 5.26 - (a) shows the results of the estimated speed after the speed step test are 
stored in the memory of the ADSP and later exported to the PC. Figure 5.26 - (b) shows 
the details at the speed of interest, 15 r/min.  
It is experimentally validated that the lead compensator recovers the system 
performance previously degraded by the encoder phase lag.  
Then, it can be concluded that the encoder degrades the performance of the motor 
system as the speed reduces because of the phase lag. This is quantified with the 
developed small-signal model. It was shown that this phase lag can be compensated if 
the phase margin of the open-loop system is boosted. The phase-margin can be 
increased with a lead compensator. However, other techniques, not explored in this 
thesis, can be valid as well. A Type III compensator [69] could be compared or 
combined with the lead compensator, a feedforward technique [70] and [71] or a gain 
scheduler control scheme [72] could be used to improve the transient performance over 
all speed range. 






Figure 5.26  (a) Actual motor response to speed step test. Data of the speed estimation stored in 
the ADSP and later exported to the PC. (b) Details of the performance at low speed 15 r/min. 
5.3 Part II. Experimental validation of the I-ET and I-ET-S Methods in Closed-
Loop 
In this section, the performance of the I-ET and the I-ET-S methods are compared with 
other baseline speed estimation methods that are: the PC, the ET and the CDST 
methods. The performance of each method is evaluated as the capability of tracking 
different speed profiles (sinusoidal, triangular and square) in a closed-loop 
configuration. For this purpose, the speed of reference of the control loop in 
commanded by the Analog Discovery unit connected to the ADSP as in Figure 5.27. 
An encoder of 1000 ppr in quadrature configuration is used for the test. The maximum 
speed is 2300 r/min, which corresponds to 153 tr./Ts, with a sample time of 1 ms. The 
minimum evaluated speed is 240 r/min, corresponding to 16 tr./Ts. As indicated in 
Figure 5.27, the estimated speed is transformed into an analog voltage by the DAC of 
the ADSP. The first channel of the scope CH1 (yellow) represents the commanded 
speed and the second channel of the scope CH2 (blue) represents the estimated speed 
according to the chosen method. 
The aim of Part II is to test the performance of the proposed I-ET and the I-ET-S 
methods in closed-loop conditions and to compare them with base line methods: the 
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CPSD, the PC and the ET methods. These two speed estimation methods are analysed 
theoretically and in open-loop conditions in chapter 4. Experimental results for a 
sinusoidal speed profile are depicted in Figure 5.28.  





ADSP CM403  Driver
DC Power Supply












Output of the Analog Discovery 1.9 V, 
equivalent to 2300 rpm (153 tr./Ts).
Output of the Analog Discovery 0.1 V, 
equivalent to 240 rpm (16 tr./Ts).
1 V - 1200 rpm - 80 tr./Ts
Resolution is 1000 ppr * 4





CH1 – Speed of reference (yellow)
CH2 – Estimated speed (green)
 
Figure 5.27 Experimental setup for the evaluation of the different speed estimation methods: the 
CSDT, the PC, the ET, the I-ET and the I-ET-S methods. 
 
Figure 5.28 Experimental results of the methods tracking a sinusoidal speed profile. 






















CH1 – Speed of reference (yellow)
CH2 – Estimated speed (green)
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In Figure 5.28 the base line CSDT (a) and PC (b) methods can operate in all speed 
range under study (from 16 tr./Ts to 153 tr./Ts). However, the ET (c) method shows a 
significant amount of noise because of the real encoder asymmetries. The noise causes 
the ET method to be inoperable at higher speed. The I-ET-S in (d) reduces the noise but 
not enough for the system to operate between 16 tr./Ts to 153 tr./Ts. Finally, (e) shows 
that the I-ET method can perform at all speed range as the CSDT and the PC methods. 
Figure 5.29 shows the test for a triangular speed profile. 
 
Figure 5.29 Experimental results of the methods tracking a triangular speed profile. 
Figure 5.29 show that the CDST (a) and the PC (b) methods perform correctly in 
closed-loop for a triangular speed profile. Similarly, the ET method (c) presents 
excessive noise; and the I-ET-S method reduces the noise but not enough, as in Figure 
5.28 (c) and (d). The I-ET speed estimation method in Figure 5.29 (e) has a good 
performance in closed-loop when tracking a triangular speed profile. 
 
CSDT method PC method
ET method I-ET-S method



















CH1 – Speed of reference (yellow)
CH2 – Estimated speed (green)
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Figure 5.30 shows the results the different methods tracking a square signal. 
 
Figure 5.30 Experimental results of the methods tracking a square speed profile. 
Figure 5.30 shows that the CSDT (a), the PC (b) and the I-ET (c) methods can track 
correctly a square speed profile in closed-loop, unlike the ET method (c) because of the 
noise and the I-ET despite the noise reduction.  
In addition, Figure 5.30 (d) shows that the I-ET-S method cancels the noise; 
nevertheless, as the amplitude of the signal to track (that is proportional the speed range 
to track) increases, this noise cancelation is not sufficient producing the destabilization 
of the motor system. 
Regarding the dynamic performance of the CSDT, the PC and the I-ET method cannot 
be compared based on the results of this test because the PI of the control loop of each 
method was tuned with different constants to achieve a good response individually. This 
topic is covered in chapters 3 and chapter 4 and more experimental testing, in the 
closed-loop, is required to thoroughly compare these methods. 
CSDT method PC method
I-ET-S method



















Note that Δ is the amplitude 
of the speed range
Unstable
Δ Δ Δ 
Legend
CH1 – Speed of reference (yellow)
CH2 – Estimated speed (green)




Throughout this chapter, the practical application of the developed contents in this 
thesis has been demonstrated with a physical workbench and through standard tests. It 
has been demonstrated that: 
 The developed small-signal models of the encoders and the speed estimation 
methods can be used to first predict quantitatively the impact of the sensor on 
the control loop. Moreover, the model can be used to design a compensation 
technique to overcome the negative impact of a low resolution encoder at low 
speed in an inexpensive manner.  
 Secondly, it is shown that the reported asymmetries of the incremental optical 
encoder can be compensated by averaging samples multiple of four samples. 
This extends the use of the well-known ET method to high speed. This result is 
particularly useful in variable speed applications. The static error of the I-ET 









 Conclusions Chapter 6.
6.1  Conclusions and Summary of Original Contributions 
This thesis arises from an industrial problem formulated by the enterprise supervisor 
from Analog Devices that partially sponsored the work. 
 Poor motor performance is observed at low speed when a low resolution 
encoder is employed in the feedback network.  
The research to find the cause of this problem led to the following major contributions 
of this thesis.  
1- Small signal modelling of optical incremental encoders in conjunction with the 
used speed estimation method. The speed estimation methods covered in this 
thesis include Elapse Time (ET), Pulse Count (PC) and Constant Sampled-Time 
Digital Tachometer (CSDT). 
2- Improvements of the Elapse Time method (I-ET) to extend its use at high speeds 
(with more than one encoder transition per sample time) in quadrature 
configuration. This method can be particularly convenient for variable speed 
applications.  
Additional contributions: 
3- A method and experimental setup used to evaluate experimentally the dynamic 
response of an encoder, including the speed estimation method, based on the use 
of Voltage Controlled Oscillators (VCO). 
4- Utilization of lead compensators to compensate for the phase lag of encoders at 
low speeds predicted by the developed small-signal model. This is particularly 
useful in motion control at low speed. 
The conclusions associated to those contributions are described below. 
Chapter 6. Conclusions 
 
132 
6.1.1 Small-signal Modelling 
The incremental optical encoder is a nonlinear sensor. In order to develop a model, 
small-signal perturbations are superimposed on a certain operating point. This method is 
typically applied to develop dynamic models of power supplies.  
The mathematical models demonstrate that the encoder introduces a phase lag in the 
speed estimation signal used in the feedback network of the motor control. At low 
speed, the ET method is typically used. The dynamics of the sensor operating with this 
method depend on the resolution and the speed. As these two parameters decrease the 
phase lag increases and the phase margin of the control loop is reduced; leading to the 
deterioration of the motor system performance.  
At high speeds PC and CSDT are typically used. In both cases, the dynamic response 
depends on the control sample time.  
It is worth making the following observation: the developed small-signal model shows 
that two signals, with different frequencies, drift from each other. The delay between the 
two signals varies uniformly (td) and can be modelled by a pure delay e-s∙td, with no 
impact on the magnitude. This difference of frequency in two signals is found, for 
instance, between the encoder signal and the high frequency clock of the CNT 
peripheral. This was validated experimentally in chapter three. 
The proposed experimental setup described in chapter three is used for the emulation of 
the encoder behaviour. The setup is based on a VCO and is the pillar of the theory 
behind the small-signal models developed in this thesis. It allowed the validation of the 
small-signal model without the models being affected by the motor and the motor drive 
dynamics.  
The usefulness of the developed small-signal model for low speed has been 
demonstrated in chapter 5 through a practical case. As an example, it has been shown 
that low resolution encoders (500 ppr) can limit the dynamic performance of the system 
below 100 rpm. At 15 rpm, the encoder imposed a phase lag of -36.97° at 12.25 Hz.  
The small-signal model has been used to predict such reduction of phase margin and to 
support a control design. In order to alleviate the observed phase lag due to the encoder, 
a digital lead compensator is proposed. This is an inexpensive method to recover the 
system performance. The coefficients of the lead compensator can be adapted 
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instantaneously to the commanded speed, providing the correct compensation for 
different commanded speed. Some work has to be done in this matter to explore 
alternative solutions in order to be able to compare different methods and to choose the 
optimum compensator. 
6.1.2 The Improved Elapsed Time (I-ET) Method for High Speed 
The small-signal models were developed and validated for high, medium and low 
speeds for the PC, ET and CSDT methods. The ET method exhibits the best dynamic 
behaviour. The small-signal model of the ET is valid for all speed intervals. However, 
in practice, this method is not effective particularly in quadrature configuration mode. 
This is the second dilemma that directed to the second major contribution also derived 
from an industrial problem: 
 The ET method has the best dynamic performance of all methods as 
demonstrated in chapter 3. However, it cannot be used in quadrature 
configuration because the real encoder asymmetries, which implies that the 
natural resolution of the encoder cannot be electrically increased in a factor of 
four. Additionally, a lower resolution implies a lower bandwidth of the sensor. 
Furthermore, the quadrature configuration is paramount for the detection of the 
rotation during transients, as demonstrated in chapter 5. 
It was found that such degraded performance of the ET method at high speed, in 
quadrature configuration, is caused by the asymmetries of the signals in the two 
channels. This problem is described in the technical specification of the encoder 
manufacturer.  
The asymmetries are periodic over four consecutives samples (a full electrical period of 
each channel). It is also reported that the asymmetries are produced by tolerances in the 
associated electronics. The asymmetries result in noise superimposed on the average 
value of the speed.  
In order to address this limitation, in this thesis an extension of the ET method in 
quadrature configuration is proposed. Instead of using the last transition for speed 
estimation within a control sampling interval, the average of the time elapsed in the last 
N transitions is proposed, where N is a multiple of four. This method is named I-ET.  
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The I-ET method has been derived from the observation that the noise pattern caused by 
asymmetries is repeated every four transitions with the conventional ET method. 
Therefore, by using four transitions for averaging, or an integer multiple of four 
transitions, the impact of the asymmetries is mitigated.  
The small-signal model of the I-ET method has been developed. It is observed that the 
phase lag increases as N increases. The phase lag is also related to the number of 
transitions used for estimation in proportion to the total number of transitions within a 
control sampling period.  
The I-ET method has been implemented on the ADSP and evaluated experimentally on 
the workbench. Its performance was evaluated considering the capability of the method 
when tracking different speed profiles in closed-loop configuration. The method has 
been also compared with the PC, CSDT and ET methods which were the baseline 
methods. The experimental results demonstrate that the I-ET significantly reduces the 
error due to the asymmetries and its performance is similar to the performance of the PC 
and CSDT method at high speed in terms of static error.  
This result is particularly relevant for variable speed applications since the combination 
of multiple speed estimation techniques is no longer required. In addition, the ET 
method can be used in quadrature configuration as the I-ET method, maximizing the 
effective encoder resolution, enabling the system to detect the sign of the rotation (clock 
or anticlockwise). 
The main benefit of the proposed method is that it enables the use of the same speed 
estimation method for low, medium and high speed. Just the factor N needs to be 
adjusted. Today, in typical applications different methods are used for low, medium and 
high speeds. 
The limitation of the proposed I-ET method found by the author is related to the 
implementation of the method. The vector of size N, containing the row data (Te[i]), is 
simultaneously manipulated by the interrupt service routine associated (ISR) to the 
encoder transitions (with frequency 1/Te) and the controller (with frequency 1/Ts). The 
number of stored samples, N, is averaged at each control sample instant. Precautions 
must be taken to avoid unexpected modifications of the vector by the ISR while the 
average of samples is being performed.  
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6.2 Future Work 
The proposed future work is: 
1. Extend the small-signal model to other sensors like magnetic encoders. The new 
sensor may have different and specific problems like magnetic pick-up in magnetic 
sensor that should be included in the new model. 
2. Apply the developed small-signal model to a motor drive employing Field Oriented 
Control. 
3. Evaluate the performance of the lead compensator with a load step test. 
4. Implement compensation techniques alternative to the proposed lead compensator. 
5. Determine the optimal value of the parameters α and β of the lead compensator. 
6. Quantify the impact of the noise content in the speed estimated by the I-ET method 
in the harmonic content of the inner current control loop. Compare this to other 
estimation methods. Evaluate and correlate this harmonic content to the motor noise 
and overheating. 
7. The implementation of the forecasting method proposed in chapter 4. This method is 
based on the identification of the asymmetries over four encoder transition in 
quadrature mode and the compensation of those values different from the expected 
average value. This method can potentially give a good compromise between a 
dynamic performance and static error. 
 













Annex A. The discretization of the lead compensator 
The lead compensator is redefined as a function of the terms: kk, c and p. 












   
The process of discretization starts with: 
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The next step is to transform the expression (6) into the discrete time domain. 
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Finally, the expression of the lead compensator is: 
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