The operation of convolution ( f o r t h e p u r p s e of edge enhancement) can be decompsed i n t o two terms, one of which v a r i e s q u i t e slowly over t h e image being f i l t e r e d . By t h e use of two dimensional interpolation, order t o achieve a f a s t two dimensional convolution procedure for a p a r t i c u l a r c l a s s o f operators. Viewed i n t h i s sense, conventional ( l i n e a r ) edge enhancement may be interpreted as a dynamic s h i f t i n g of the "local mean". A space v a r i a n t c o n t r a s t s t r e t c h < 1 , 2 , 3 > may then be seen a s a non-linear procedure i n which both t h e l o c a l mean and t h e l o c a l standard deviation of an image are dynamically s h i f t e d . The same f a s t algorithm may then be applied t o t h e nonlinear space v a r i a n t case. t h i s s p a t i a l redundancy may be exploited i n Linear Edge Enhancement Viewed a s "Unsharp Masking"
( l i n e a r ) edge enhancement may be interpreted as a dynamic s h i f t i n g of the "local mean". A space v a r i a n t c o n t r a s t s t r e t c h < 1 , 2 , 3 > may then be seen a s a non-linear procedure i n which both t h e l o c a l mean and t h e l o c a l standard deviation of an image are dynamically s h i f t e d . The same f a s t algorithm may then be applied t o t h e nonlinear space v a r i a n t case. t h i s s p a t i a l redundancy may be exploited i n Linear Edge Enhancement Viewed a s "Unsharp Masking"
--
Consider the typical convolution kernal used i n edge enhancement (one dimensional) as depicted i n
Fig. 1. Note t h a t it may be decompsed i n t o two compnents, an i d e n t i t y operator (which only s c a l e s
t h e data) , and a blur operator. Consequently, an edge enhanced image may be considered t o be the difference between t h e o r i g i n a l image and a blurred version of the o r i g i n a l image. This approach is exemplified i n t h e photographic process of unsharp masking, i n which a sandwich compsed of a p o s i t i v e image and a defocussed negative is used m t -e enhanced image.
I n terms o f d i g i t a l convolution, consider t h e following moving average.
Thus, Eqn . 2 may be expressed as:
The f a s t algorithm is based on t h e f a c t t h a t t h e second (BLUR) term of Eqn. 4 v a r i e s r a t h e r slowly (for l a r g e values of N ) . The blur term may be calculated exactly a t s p e c i f i c l o c a t i o n s X = K*DELX (for K = 1, 2, 3 . . . ) and any of t h e standard interpolation algorithms used t o c a l c u l a t e the (approximate) value of BLUR(X) a t a r b i t r a r y values of X.
Clearly, i n t e r p l a t i o n involves some loss of accuracy r e l a t i v e t o t h e exact convolution. As t h e spacing between t h e nodes increases, so does t h e computational savings, but t h e accuracy d e t e r i o r a t e s . The author's e x p r i e n c e has indicated t h a t a good compromise is t o select t h e node spacing such t h a t t h e sampling separation is roughly equal t o t h e width of t h e blur function, i.e.
-Two Dimensional F i l t e r i n g
Interpolation
The two dimensional analog of Eqn. 4 is:
The concepts described above may be applied to two dimensional siganl processing by use of two dimensional i n t e r p l a t i o n . The simplest and f a s t e s t 2D i n t e r p o l a t i o n technique is known a s b i l i n e a r interpolation<4>. It is implemented by using a r e c t a l i n e a r g r i d of p i n t s (nodes) and utilyzing the four nearest neighbors for t h e interpolation. is calculated from t h e four nearest known p i n t s . Assume t h a t t h e four corners of t h e i n t e r p o l a t i o n rectangle a r e :
For simplicity, t h e interpolation algorithm s h a l l be expressed i n t h e following coordinate system (applicable only within t h e window i n question):
In t h i s way, t h e interpolation i n t e r v a l becomes
algorithm is then:
m r ancl ian i n t e r m l E Note t h a t t h i s is analocrous t o one dimensional ion. By expanding Eqn. 8 and c o l l e c t i n g c m o n terms, the interpolation algorithm2may2be expresged a s :
where A, B, C, and D a r e algerbraic functions of BLUR (1,J) for I=0,1 , J= 0,1, and a r e constant within t h e window. The p r o p r t y of Eqn. 9 which renders b i l i n e a r
interpolation amenable t o a f a s t algorithm is t h a t the function is l i n e a r i n e i t h e r t h e U or V d i r e c t i o n s . For instance, t h e p a r t i a l d e r i v a t i v e of BUrR(U,V) with respecis:
which is not a function of U. This means t h a t t h e (while U a z v -a r e w i t h i n T h g range 0 --> 1, i.e.
BLUR(U+l, V) = BLUR(U, V) + I X
where :
function BLUR (U,V) may be calculated recursively
Therefore, i f the d a t a is processed i n t h e increasing U d i r e c t i o n , t h e BLUR(U,V) function needs only t o be i n i t i a l i z e d a t t h e edge of t h e interpolation window, and may be recursively updated v i a EQn. 11 a5 -the c a l u l a t i o n progresses. Eqn. 5 is then used t o calculate t h e value of t h e edge enhanced pixel. As t h e s i z e of t h e blur function increases, t h e algorithm described above a c t u a l l y becomes progressively more e f f i c i e n t (since there is less overhead i n i n i t i a l i z i n g BLUR(U,V) a t t h e edges o f the interpolation windows)
. The opposite is true for straightforward convolution.
Space Variant Contrast Stretching
--L I _ ____ I n actual p r a c t i c e , t h e convolution of Eqn. 1 is only a preliminary step. Typically, t h e histogram of the convolved image is examined, high and low "clip levels" a r e determined, and t h e e n t i r e image is "scaled" t o force t h e r e s u l t i n g d a t a i n t o a desired dynamic range. I n one dimension, t h e t o t a l process may be expressed as:
By combining Eqns. 2 and 13 and renaming variables, t h e scaled output may be expressed i n t h e form:
where:
MEAN(X) (which is exactly analagous t o BLUR(X)
) is prolprtional t o the "local mean value" about t h e p i n t X, and is a "desired mean value". Therefore t h e c l a s s i c a l edge enhancement process may be thought of a s t h e dynamic s h i f t i n g of t h e local mean ( t o t h e value DIEAN), and t h e global _ _ I s h i f t i n g -of --t h e s t a n d a r d -i o m t G l E t K s x n g ) . Space v a r i a n t c o n t r a s t stretching goes one s t e p further i n t h a t it dynamically s h i f t s both t h e l o c a l mean and t h e l o c a l standard deviation, i.e.
PIXEL'(X)
In a p r a c t i c a l sense the f i l t e r of Eqn. 16 is somewhat too "harsh" on typical imagery. For instance, a standard deviation near zero (q. i n a uniform body of water) would r e s u l t i n a m u l t i p l i c a t i v e gain approaching i n f i n i t y . Similary, forcing the local mean value t o be t h e same constant over the e n t i r e image robs an image of i t s depth. One p s s i b l e way t o constrain t h e process is t o impose a l i m i t on t h e maximm gain, and attenuate t h e mean normalization. A modification of Eqn. 16 which can accomplish t h i s is:
"ALPHA" is a term i n t h e range ( 0 , l ) which determines t h e degree t o which the mean value is equalized (i.e. ALPHA=O implies t h e mean is unaffected). "MAXGAIN" is a term which limits t h e maximm m u l t i p l i c a t i v e gain which t h e f i l t e r may impse (by preventing a divide by zero).
( t h e two dimensional formulation merely involves a double summation over X and Y) Eqn. 16 d i f f e r s f r m Eqn. 15 i n t h a t t h e l o c a l standard deviation, SDEV(X) is also normalized. That is, an attempt is made t o force the l o c a l mean t o be "DMEAN" t h e local standard deviation t o be "DSDEV". Since both BIAS(X,Y) and GAIN(X,Y) vary slowly, t h e same f a s t algorithn may be employed i n the c a l u l a t i o n of Eqn. 19. An e x m p l e of t h i s adaptive c o n t r a s t s t r e t c h is shown i n Figs. 2, 3 , and 4. The weights of Eqns. 15 and 17 were selected a s unity (i.e. l i t e r a l means and standard deviations were used), and the sampling window kas 15x15. Fig. 3 shows the r e s u l t s of employing MAXGAIN = 1 0 , and ALPHA = -4, while Fig. 4 was generated using MAXGAIN = 5 and ALPHA = .8. 
