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Abstract. In this paper we investigate a differential game in which countably many
dynamical objects pursue a single one. All the players perform simple motions. The
duration of the game is fixed. The controls of a group of pursuers are subject to geometric
constraints and the controls of the other pursuers and the evader are subject to integral
constraints. The payoff of the game is the distance between the evader and the closest
pursuer when the game is terminated. We construct optimal strategies for players and
find the value of the game.
1. Introduction and Preliminaries
Differential game theory comes into play when one wants to study procedures in which
one controlled object is pursued by others. There are several types of differential games,
but the most common one is the so called pursuit-evasion game. Fundamental researches
by Isaacs [5], Krasovskii [7], Pashkov and Teorekhov [8], Petrosyan [9], Pontryagin [10],
Rikhsiev [11] and Rzymowski [12] deal with differential games and pursuit evasion prob-
lems. Constructing the player’s optimal strategies and finding the value of the game are
of special interest in the study of differential games. Such problems in case of many pur-
suers were studied for example, by some of the authors in [1]-[3] and by Ivanov et al. in [6].
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Pursuit-evasion games have several applications in robotics such as motion planning in
adversarial settings (e.g. playing hide-and-seek) or defining the requirements to achieve a
goal in the worst-case performance of robotic systems. As an example imagine a search-
and-rescue setting in which the goal is to find a lost person by robots. Treating the
problem as a pursuit-evasion game, a pursuit strategy (upon existence) guarantees the
rescue of the lost person regardless of his/her movements. Therefore, a worst-case bound
on the number of robots required to rescue a lost person can be obtained by considering
the person as an adversarial entity trying to evade capture.
In [2] Ibragimov studies a differential game of optimal approach of countably many pur-
suers to one evader in a Hilbert space with geometric constraints on the controls of the
players. Ibragimov and Salimi [3] study such a differential game for inertial players with
integral constraints under the assumption that the control resource of the evader is less
than that of each pursuer. Evasion from many pursuers in simple motion differential
games with integral constraints was investigated by Ibragimov et al. in [4] as well.
In the present paper, motivated by the above developments, we discuss an optimal pursuit
problem with countably many pursuers and one evader in the Hilbert space ℓ2 = {α =
(αk)k∈N ∈ RN :
∑
∞
k=1 α
2
k <∞} with inner product (α, β) =
∑
∞
k=1 αkβk and norm ‖α‖2 :=
‖α‖ℓ2 =
(∑
∞
k=1 α
2
k
) 1
2 . The controls of a group of pursuers are subject to geometric
constraints and the controls of the other pursuers and the evader are subject to integral
constraints. In section 2 we formulate the problem, give dynamic equations and basic
definitions. In section 3 we introduce an auxiliary game and introduce admissible strategy
of the pursuer that guaranties it to capture evader, and in section 4 we point out the
main theorem that estimate the value of the game. An example to illustrate the theorem
conclude the section.
2. Formulation of the Problem
Let θ > 0 be arbitrary, but fixed. For 1 ≤ p ≤ ∞ let Lp = Lp([0, θ], ℓ2) = {f : [0, θ] →
ℓ2 | f is measurable and ‖f‖Lp < ∞} denote the space of Lp functions from [0, θ] to ℓ2
with norm ‖f‖p := ‖f‖Lp =
( ∫ θ
0
‖f(t)‖pℓ2 dt
) 1
p for 1 ≤ p < ∞ and ‖f‖∞ := ‖f‖L∞ =
ess supt∈[0,θ] ‖f(t)‖ℓ2. Then for 1 ≤ p < q ≤ ∞ the inclusions Lq ⊂ Lp hold. For arbitrary
controls v ∈ L2, un ∈ L2 (n ∈ N), and initial values y0 ∈ ℓ2, xn0 ∈ ℓ2 (n ∈ N), consider
the infinitely many initial value problems
(2.1)
(Pn) : x˙n = un(t), xn(0) = xn0, n ∈ N,
(E) : y˙ = v(t), y(0) = y0,
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on the interval [0, θ]. The solution xn of (Pn) is an element of the space AC = AC([0, θ], ℓ2)
of absolutely continuous functions from [0, θ] to ℓ2. It is given by
xn =
(
xnk
)
k∈N
with xnk(t) = xnk0 +
∫ t
0
unk(s) ds for t ∈ [0, θ]
and is called motion of the pursuer Pn. The solution y ∈ AC of (E) is
y =
(
yk
)
k∈N
with yk(t) = yk0 +
∫ t
0
vk(s) ds for t ∈ [0, θ]
and is called motion of the evader E.
For a Banach space (X, ‖ · ‖X) let BX(x0, r) = {x ∈ X : ‖x − x0‖ ≤ r} and SX(x0, r) =
{x ∈ X : ‖x−x0‖ = r} denote the ball and sphere of radius r and center x0, respectively.
Definition 2.1 (Admissible controls). Let I, J ⊂ N with I∪J = N and ρn > 0 for n ∈ N.
A function un ∈ L2 is called admissible control for the pursuer Pn if it satisfies
(a) Integral constraint for pursuers on I: If n ∈ I then un ∈ U (n)c := BL2(0, ρn), i.e.(∫ θ
0
∞∑
k=1
unk(t)
2 dt
) 1
2 ≤ ρn.
(b) Geometric constraint for pursuers on J : If n ∈ J then un ∈ U (n)c := BL∞(0, ρn), i.e.
max
t∈[0,θ]
( ∞∑
k=1
unk(t)
2
) 1
2 ≤ ρn.
Note that w.l.o.g. we replaced the essential supremum over [0, θ] by max.
U (n)c for n ∈ N is called the set of all admissible controls of pursuer Pn.
Let σ > 0. A function v ∈ L2 is called admissible control for the evader if it satisfies
(c) Integral constraint for evader: v ∈ Vc := BL2(0, σ), i.e.(∫ θ
0
∞∑
k=1
vk(t)
2 dt
) 1
2 ≤ σ.
Vc is called the set of all admissible controls of evader E.
Definition 2.2 (Admissible strategies). (a) A function
Un : [0,∞)× ℓ2 × ℓ2 × ℓ2 → ℓ2, (t, xn, y, v) 7→ Un(t, xn, y, v) for n ∈ N,
is called strategy of the pursuer Pn if for any admissible control v ∈ Vc of the evader E
and any initial values y0 ∈ ℓ2, xn0 ∈ ℓ2, the system of equations
(2.2)
x˙n = Un(t, xn, y, v(t)), xn(0) = xn0,
y˙ = v(t), y(0) = y0,
has a unique solution (xn, y) with xn, y ∈ AC. A strategy Un is said to be admissible
if for every solution (xn, y) the control un(t) := Un(t, xn(t), y(t), v(t)) generated by Un is
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admissible, i.e. Un(·, xn(·), y(·), v(·)) ∈ U (n)c . The set of all admissible strategies for (2.2)
is denoted by U (n).
(b) A function
V : [0,∞)× ℓN2 → ℓ2, (t, x1, . . . , xm, . . . , y) 7→ V (t, x1, . . . , xm, . . . , y)
is called strategy of the evader E, if for arbitrary admissible controls un ∈ U (n)c of the
pursuers Pn (n ∈ N), arbitrary initial values y0 ∈ ℓ2, xn0 ∈ ℓ2, the system of equations
(2.3)
x˙n = un(t), xn(0) = xn0, n ∈ N,
y˙ = V (t, x1, . . . , xm, . . . , y), y(0) = y0,
has a unique solution (x1, . . . , xm, . . . , y) with xn, y ∈ AC for n ∈ N. A strategy V
is said to be admissible, if for every solution (x1, . . . , xm, . . . , y) the control v(t) :=
V (t, x1(t), . . . , xm(t), . . . , y(t)) generated by V is admissible, i.e. V (·, x1(·), . . . , xm(·), . . . , y(·)) ∈
Vc. The set of all admissible strategies for (2.3) is denoted by V.
Definition 2.3 (Optimal strategies and value of the game). (a) Admissible strategies U∗n
of the pursuers Pn (n ∈ N) are said to be optimal if
inf
Un∈U(n)
for n∈N
Γ1(U1, . . . , Um, . . .) = Γ1(U
∗
1 , . . . , U
∗
m, . . .),
where
Γ1(U1, . . . , Um, . . .) = sup
v∈Vc
inf
n∈N
‖xn(θ)− y(θ)‖
and (xn, y) is the solution of (2.2).
(b) An admissible strategy V ∗ of the evader E is said to be optimal if
sup
V ∈V
Γ2(V ) = Γ2(V
∗),
where
Γ2(V ) = inf
un∈U
(n)
c
for n∈N
inf
n∈N
‖xn(θ)− y(θ)‖,
and (x1, . . . , xm, . . . , y) is the solution of (2.3).
(c) If Γ1(U
∗
1 , . . . , U
∗
m, . . .) = Γ2(V
∗) = γ then we say that the game has the value γ [13].
Our aim is to find optimal strategies U∗n and V
∗ of the players Pn and E, respectively,
and the value of the game.
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3. An Auxiliary Game
The attainability domain of the pursuers Pi and Pj at time θ from the initial state xi0 and
xj0 are the closed balls Bℓ2(xi0, ρi
√
θ) for i ∈ I and Bℓ2(xj0, ρjθ) for j ∈ J , respectively.
This is due to the estimates
‖xi(θ)− xi0‖ =
∥∥∥ ∫ θ
0
ui(s) ds
∥∥∥ ≤ ∫ θ
0
‖ui(s)‖ ds
≤
(∫ θ
0
1 ds
)1/2
·
(∫ θ
0
‖ui(s)‖2 ds
)1/2
≤ ρi
√
θ, for i ∈ I,
(3.1)
and
(3.2) ‖xj(θ)− xj0‖ =
∥∥∥ ∫ θ
0
uj(s) ds
∥∥∥ ≤ ∫ θ
0
‖uj(s)‖ ds ≤ ρjθ, for j ∈ J.
On the other hand, for i ∈ I an arbitrary x¯ ∈ Bℓ2(xi0, ρi
√
θ) can be reached by a pursuer
Pi with the admissible control ui ∈ U (i)c defined by
ui(s) = (x¯− xi0)/θ, 0 ≤ s ≤ θ,
which implies xi(θ) = x¯. Moreover, for j ∈ J an x¯ ∈ Bℓ2(xj0, ρjθ) can be reached by
choosing the admissible control
uj(s) = (x¯− xj0)/θ, 0 ≤ s ≤ θ,
for the pursuer Pj, which results in xj(θ) = x¯.
Similarly, the attainability domain of the evader E at time θ from the initial state y0 is
the closed ball Bℓ2(y0, σ
√
θ).
For simplicity we consider now the following game with only one pursuer
(P ) : x˙ = u(t), x(0) = x0,
(E) : y˙ = v(t), y(0) = y0,
(3.3)
and assume at first that the control u satisfies an integral constraint u ∈ BL2(0, ρ) for
some ρ > 0. Define
X =
{
z ∈ ℓ2 : 2(y0 − x0, z) ≤ (ρ2 − σ2)θ + ‖y0‖2 − ‖x0‖2
}
.
Lemma 3.1. If y(θ) ∈ X, then for the game (3.3) with a pursuer which is subject to an
integral constraint, there exists an admissible strategy of the pursuer P with x(θ) = y(θ).
Proof. We define the pursuer’s strategy as follows:
(3.4) u(t) = 1
θ
(y0 − x0) + v(t), 0 ≤ t ≤ θ.
We show that if y(θ) ∈ X , then the above strategy is admissible. Using the fact that
y(θ) = y0 +
∫ θ
0
v(s)ds,
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then from the inequality
2(y0 − x0, y(θ)) ≤ (ρ2 − σ2)θ + ‖y0‖2 − ‖x0‖2,
and equality
‖y0 − x0‖2 + ‖y0‖2 − ‖x0‖2 − 2(y0 − x0, y0) = 0,
we obtain
2
∫ θ
0
(y0 − x0, v(s))ds ≤ (ρ2 − σ2)θ − ‖x0 − y0‖2.
From (3.4), we get∫ θ
0
‖u(s)‖2ds = 1
θ
‖y0 − x0‖2 + 2
θ
∫ θ
0
(y0 − x0, v(s))ds+
∫ θ
0
‖v(s)‖2ds
≤ 1
θ
‖y0 − x0‖2 + 1
θ
(
(ρ2 − σ2)θ − ‖x0 − y0‖2
)
+ σ2 = ρ2,
therefore strategy (3.4) is admissible. Then
x(θ) = x0 +
∫ θ
0
u(s)ds = x0 + y0 − x0 +
∫ θ
0
v(s)ds = y(θ). 
Now consider the second case and assume that the pursuer’s control u is subject to a
geometric constraint u ∈ BL∞(0, ρ) for some ρ > 0. We have the following lemma.
Lemma 3.2. If σ ≤ ρ and y(θ) ∈ X, then for the game (3.3) with a pursuer which is
subject to a geometric constraint, there exists an admissible strategy of the pursuer P with
x(θ) = y(θ).
Proof. We introduce the pursuer’s strategy as follows:
(3.5) u(t) =
v(t)− (v(t), e)e+ e
(
ρ2 − σ2 + (v(t), e)2)1/2, if 0 ≤ t ≤ τ ,
v(t), if τ < t ≤ θ,
where e = (y0 − x0)/(‖y0 − x0‖) and τ ∈ [0, θ] is the time instant at which x(τ) = y(τ)
for the first time.
We have y(t)− x(t) = ef(t), where
f(t) = ‖y0 − x0‖+
∫ t
0
(v(s), e) ds−
∫ t
0
(
ρ2 − σ2 + (v(s), e)2) 12 ds.
Clearly, f(0) = ‖y0 − x0‖ > 0. Let us show that f(θ) ≤ 0. This will imply that f(τ) = 0
for some τ ∈ [0, θ].
Consider the two-dimensional vector function g(t) =
(
(ρ2 − σ2) 12 , (v(t), e)). We get∫ θ
0
(
ρ2 − σ2 + (v(t), e)2) 12 ds = ∫ θ
0
|g(s)|ds ≥
∣∣∣ ∫ θ
0
g(s)ds
∣∣∣
=
(
(ρ2 − σ2)θ2 +
(∫ θ
0
(v(s), e)ds
)2) 1
2
.
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Then
(3.6) f(θ) ≤ ‖y0 − x0‖+
∫ θ
0
(v(s), e)ds−
(
(ρ2 − σ2)θ2 +
(∫ θ
0
(v(s), e)ds
)2) 1
2
.
By assumption y(θ) ∈ X . Consequently, (e, y(θ)) ≤ d, where
d =
(
(ρ2 − σ2)θ2 + ‖y0‖2 − ‖x0‖2
)
/(2‖y0 − x0‖).
Hence, we obtain
(3.7)
∫ θ
0
(v(s), e)ds ≤ d− (y0, e).
On the other hand the function φ(t) = ‖y0 − x0‖ + t − ((ρ2 − σ2)θ2 + t2)
1
2 is increasing
on R. Then it follows from (3.6) and (3.7) that
f(θ) ≤ ‖y0 − x0‖+ d− (y0, e)−
(
(ρ2 − σ2)θ2 + (d− (y0, e))2
) 1
2 = 0.
Consequently, f(τ) = 0 for some τ ∈ [0, θ]. Therefore, x(τ) = y(τ). Further, by (3.5),
u(t) = v(t) for τ ≤ t ≤ θ. Then, obviously, x(θ) = y(θ). 
4. Main Result
Now consider the game (2.1). We will solve the optimal pursuit problem under the
following assumption.
Assumption (A) [2]. There exists a nonzero vector p0 such that (y0 − xn0, p0) ≥ 0 for
all n ∈ N.
For l ≥ 0 define
Gi(l) := Bℓ2
(
xi0, ρi
√
θ + l
)
, for i ∈ I,
Gj(l) := Bℓ2
(
xj0, ρjθ + l
)
, for j ∈ J,
(4.1)
therefore
(4.2) γ = inf
{
l ≥ 0 : Bℓ2
(
y0, σ
√
θ
) ⊂ ⋃
n∈N
Gn(l)
}
.
Theorem 4.1. Under the assumption (A) and if σθ ≤ ρjθ + γ for all j ∈ J, then the
number γ given by (4.2) is the value of game (2.1).
The proof of Theorem 4.1 relies on the following lemmas for which we let y0, xn0 ∈ ℓ2 with
xn0 6= y0 for n ∈ N and choose r, Rn > 0 for n ∈ N.
Lemma 4.2 ([2]). Let
Xn =
{
z ∈ l2 : 2(y0 − xn0, z) ≤ R2n − r2 + ‖y0‖2 − ‖xn0‖2
}
.
8 MEHDI SALIMI, GAFURJAN I. IBRAGIMOV, STEFAN SIEGMUND, SOMAYEH SHARIFI
Under the assumption (A) and if
Bℓ2(y0, r) ⊂
⋃
n∈N
Bℓ2(xn0, Rn),
then Bℓ2(y0, r) ⊂
⋃
n∈NXn.
Lemma 4.3 ([2]). Let R0 := infn∈NRn. Under the assumption (A) and if R0 > 0 and if
for any ε ∈ (0, R0) the set
⋃
n∈NBℓ2(xn0, Rn− ε) does not contain the ball Bℓ2(y0, r), then
there exists a point y¯ ∈ Sℓ2(y0, r) such that ‖y¯ − xn0‖ ≥ Rn for all n ∈ N.
Proof of Theorem 4.1. We assume that
(4.3) K =
{
n ∈ N : Sℓ2(y0, σ
√
θ) ∩Gn(γ) 6= ∅
}
,
and consider the infinitely many initial value problems
(4.4)
(Pk) : x˙k = uk(t), xk(0) = xk0, k ∈ K,
(Pkˆ) : x˙kˆ = 0, kˆ ∈ N \K,
(E) : y˙ = v(t), y(0) = y0,
on the interval [0, θ]. The value γ of this game is the same as for the game (2.1). Indeed
by the definition of γ, we have
Bℓ2
(
y0, σ
√
θ
) ⊂ ⋃
n∈N
Gn(γ),
therefore
Bℓ2
(
y0, σ
√
θ
) ⊂ ⋃
n∈K
Gn(γ).
For arbitrary ε > 0 we introduce fictitious pursuers zn, whose motions are described by
the equations
z˙n = w
ε
n, zn(0) = xn0, for n ∈ N = I ∪ J,
with integral constraint on I
‖wεi ‖L2 =
(∫ θ
0
‖wεi (t)‖2 dt
)1/2
≤ ρ¯i(ε) := ρi + γ√
θ
+
ε
ki
√
θ
, for i ∈ I,(4.5)
and with geometric constraint on J
‖wεj‖L∞ = max
t∈[0,θ]
( ∞∑
k=1
wjk(t)
2
)1/2
≤ ρ¯j(ε) := ρj + γ
θ
+
ε
kjθ
, for j ∈ J,(4.6)
where ki = max{1, ρi}, and kj = max{1, ρj}. It is obvious that the attainability domains
of the fictitious pursuers zi, i ∈ I, and zj , j ∈ J , at time θ from the initial states xi0
and xj0 are the balls Bℓ2(xi0, ρ¯i(ε)
√
θ) = Bℓ2(xi0, ρi
√
θ + γ + ε
ki
) and Bℓ2(xj0, ρ¯j(ε)θ) =
Bℓ2(xj0, ρjθ + γ +
ε
kj
).
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It can be shown that the attainability domain of the fictitious pursuers from the initial
position xn0 up to time θ is a ball Gn(γ). We define I˜ = I ∩ K and J˜ = J ∩ K and
strategies of the fictitious pursuers zi for i ∈ I˜ as follows:
(4.7) wεi (t) =

1
θ
(y0 − xi0) + v(t), if 0 ≤ t ≤ τ εi ,
0, if τ εi < t ≤ θ,
where τ εi ∈ [0, θ] is the time for which
(4.8)
∫ τε
i
0
‖wεi (s)‖2ds = ρ¯2i (ε),
if such a time exists. Since ρ¯i(ε) > ρ¯i(0) := ρ¯i, we get∫ τε
i
0
‖wεi (s)‖2ds = ρ¯2i (ε) > ρ¯2i =
∫ τi
0
‖w0i (s)‖2ds :=
∫ τi
0
‖wi(s)‖2ds,
that is, ∫ τεi
0
∥∥y0 − xi0
θ
+ v(t)
∥∥2 ds > ∫ τi
0
∥∥y0 − xi0
θ
+ v(t)
∥∥2 ds,
hence τ εi > τi.
Also we define the strategies of the fictitious pursuers zj for j ∈ J˜ as follows:
(4.9) wεj(t) =
v(t)− (v(t), ej) ej + ej
(
ρ¯2j (ε)− σ2 + (v(t), ej)2
)1/2
, if 0 ≤ t ≤ τj ,
v(t), if τj ≤ t ≤ θ,
where ej = (y0− xj0)/‖y0− xj0‖ and τj ∈ [0, θ] is the time at which zj(τj) = y(τj) for the
first time, if it exists.
Now we define the strategies of the pursuers xi, i ∈ I˜, and xj , j ∈ J˜ , by the strategies of
the fictitious pursuers as follows:
(4.10) un(t) =
ρnθ
ξ
ρnθξ + γ
wn(t), 0 ≤ t ≤ θ,
with ξ =
{
1
2
, if n ∈ I˜ ,
1, if n ∈ J˜ ,
as well as un(t) = 0 for t ∈ [0, θ] and n ∈ N \K.
We show now that constructed strategies ui(t) =
ρi
√
θ
ρi
√
θ + γ
wi(t) in (4.10) for the pursuers
Pi, i ∈ I˜, satisfy the inequalities
(4.11) sup
v∈Vc
inf
i∈I˜
‖y(θ)− xi(θ)‖ ≤ γ.
By the definition of γ, we have
Bℓ2
(
y0, σ
√
θ
) ⊂⋃
i∈I˜
Bℓ2
(
xi0, ρi
√
θ + γ +
ε
ki
)
.
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By assumption, the inequality (y0 − xi0, p0) ≥ 0 holds for all i ∈ I˜ . Then it follows from
Lemma 4.2 that
Bℓ2
(
y0, σ
√
θ
) ⊂⋃
i∈I˜
Xεi ,
where
Xεi =
{
z ∈ ℓ2 : 2(y0 − xi0, z) ≤
(
ρi
√
θ + γ +
ε
ki
)2 − σ2θ + ‖y0‖2 − ‖xi0‖2}.
Consequently, the point y(θ) ∈ Bℓ2(y0, σ
√
θ) belongs to some half-space Xεs , s = s(ε) ∈ I˜,
and we have
(4.12) 2(y0 − xs0, y(θ)) ≤
(
ρs
√
θ + γ +
ε
ks
)2 − σ2θ + ‖y0‖2 − ‖xs0‖2.
By Lemma 3.1 for the strategies (4.7) of fictitious pursuers we get zs(θ) = y(θ). Then
taking into account (4.5) and (4.10) with ξ = 1
2
, we get
‖y(θ)− xs(θ)‖ = ‖zs(θ)− xs(θ)‖ =
∥∥∥ ∫ θ
0
(
wεs(t)−
ρs
ρ¯s
ws(t)
)
dt
∥∥∥
≤
∫ θ
0
‖wεs(t)− ws(t)‖ dt+
θ∫
0
‖ws(t)− ρs
ρ¯s
ws(t)‖ dt.
(4.13)
Now we put aside the right-hand side of the last inequality. Let us show that
(4.14)
θ∫
0
‖wεi (t)− wi(t)‖dt ≤ K1
√
ε, for all i ∈ I˜ .
Indeed, as we show that τ εi > τi and according to (4.7) w
ε
i (t) = wi(t) for 0 ≤ t ≤ τi,
wi(t) = 0 for t > τi, w
ε
i (t) = 0 for t > τ
ε
i , then we have∫ θ
0
‖wεi (t)− wi(t)‖dt =
∫ τi
0
‖wεi (t)− wi(t)‖dt+
∫ τε
i
τi
‖wεi (t)− wi(t)‖dt
+
∫ θ
τε
i
‖wεi (t)− wi(t)‖dt
=
∫ τε
i
τi
‖wεi (t)‖dt ≤
√
τ εi − τi
(∫ τε
i
τi
‖wεi (t)‖2dt
)1/2
≤
√
θ
(∫ τε
i
0
‖wεi (t)‖2dt−
∫ τi
0
‖wεi (t)‖2dt
)1/2
=
√
θ
( ε
ki
√
θ
(
2ρi +
2γ√
θ
+
ε
ki
√
θ
))1/2
≤ K1
√
ε,
where K1 is some positive number.
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For the second integral in (4.13) we have∥∥∥ ∫ θ
0
(
1− ρs
ρ¯s
)
ws(t)
∥∥∥ ≤ (1− ρs
ρ¯s
)∫ θ
0
‖ws(t)‖dt
≤
(
1− ρs
ρ¯s
)( ∫ θ
0
dt
)1/2(∫ θ
0
‖ws(t)‖2dt
)1/2
≤
(
1− ρs
ρ¯s
)√
θρ¯s = γ.
Then from (4.13) it follows that ‖y(θ) − xs(θ)‖ ≤ γ + K1
√
ε. Thus, if the pursuers use
the strategies (4.10) with ξ = 1
2
, the inequality (4.11) holds.
Now we show that the strategies uj(t) =
ρjθ
ρjθ + γ
wj(t) constructed in (4.10) of the pursuers
Pj for j ∈ J˜ satisfy the inequality
(4.15) sup
v∈Vc
inf
j∈J˜
‖y(θ)− xj(θ)‖ ≤ γ.
By the definition of γ, we have
Bℓ2
(
y0, σ
√
θ
) ⊂ ⋃
j∈J˜
Bℓ2
(
xj0, ρjθ + γ +
ε
kj
)
.
By assumption, the inequality (y0 − xj0, p0) ≥ 0 holds for all j ∈ J˜ . Then it follows from
Lemma 4.2 that
Bℓ2
(
y0, σ
√
θ
) ⊂ ⋃
j∈J˜
Xεj ,
where
Xεj =
{
z ∈ ℓ2 : 2(y0 − xj0, z) ≤
(
ρjθ + γ +
ε
kj
)2 − σ2θ + ‖y0‖2 − ‖xj0‖2}.
Consequently, the point y(θ) ∈ B(y0, σ
√
θ) belongs to some half-space Xεs , s = s(ε) ∈ J˜ .
By the assumption of the Theorem 4.1, ρ¯j(ε) > σ; then it follows from Lemma 3.2 that
if zj uses strategies (4.9) then zs(θ) = y(θ). By taking account of (4.10) with ξ = 1, we
obtain
‖y(θ)− xs(θ)‖ = ‖zs(θ)− xs(θ)‖ =
∥∥∥ ∫ θ
0
(
wεs(t)−
ρs
ρ¯s
ws(t)
)
dt
∥∥∥
≤
∫ θ
0
‖wεs(t)− ws(t)‖ dt+
∫ θ
0
‖ws(t)− ρs
ρ¯s
ws(t)‖ dt.
(4.16)
Now we show that the first term of the right-hand side of the inequality satisfies
(4.17) lim
ε→0
sup
j∈J˜
∫ θ
0
‖wεj(t)− wj(t)‖dt = 0.
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If there exists τj ∈ [0, θ], mentioned in (4.9), then∫ θ
0
‖wεj(t)− wj(t)‖dt
=
∫ τj
0
((
(ρ¯2j(ε)− σ2) + (v(t), ej)2
)1/2 − ((ρ¯2j − σ2) + (v(t), ej)2)1/2)2 dt
≤
∫ τj
0
(
(ρ¯2j(ε)− σ2)1/2 − (ρ¯2j − σ2)1/2
)2
dt
≤
∫ θ
0
(
(ρ¯2j(ε)− σ2)1/2 − (ρ¯2j − σ2)1/2
)2
dt
= θ
(
(ρ¯2j (ε)− σ2)1/2 − (ρ¯2j − σ2)1/2
)2
≤ θ((ρ¯2j − σ2 + ( εkjθ)2 + 2ρ¯jεkjθ )1/2 − (ρ¯2j − σ2)1/2)2
≤ θ(( ε
kjθ
)2
+
2ρ¯jε
kjθ
) ≤ ε(ε
θ
+ 2
(
1 +
γ
θ
))
= K2ε,
where K2 is some positive number.
For the second integral in (4.16) we have∫ θ
0
∥∥(1− ρs
ρ¯s
)
ws(t)
∥∥ dt = (1− ρs
ρ¯s
) ∫ θ
0
‖ws(t)‖ dt
≤ (1− ρs
ρ¯s
)
ρ¯sθ = γ.
Then it follows from (4.16) that ‖y(θ) − xs(θ)‖ ≤ γ + K2ε. Thus if the pursuers use
strategies (4.10) with ξ = 1, the inequality (4.15) holds.
We construct the evader’s strategies ensuring that
(4.18) inf
un∈U
(n)
c
for n∈K
inf
i∈I˜
‖y(θ)− xi(θ)‖ ≥ γ,
and
(4.19) inf
un∈U
(n)
c
for n∈K
inf
j∈J˜
‖y(θ)− xj(θ)‖ ≥ γ,
First, if γ = 0, then inequality (4.18) is obviously valid for any admissible control of the
evader. Let γ > 0. By the definition of γ, for any ε > 0, the set⋃
i∈I˜
Bℓ2
(
xi0, ρi
√
θ + γ − ε),
does not contain the ball Bℓ2(y0, σ
√
θ). Then, by Lemma 4.3 there exists a point y¯ ∈
Sℓ2(y0, σ
√
θ), such that ‖y¯ − xi0‖ ≥ ρi
√
θ + γ. On the other hand
‖xi(θ)− xi0‖ ≤ ρi
√
θ.
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Consequently
‖y¯ − xi(θ)‖ ≥ ‖y¯ − xi0‖ − ‖xi(θ)− xi0‖ ≥ ρi
√
θ + γ − ρi
√
θ = γ.
Then the value of the game is not less than γ, and inequality (4.18) holds. Similarly these
relationships can be proved for j ∈ J˜ .
Therefore
sup
v∈Vc
inf
n∈K
‖y(θ)− xn(θ)‖ ≤ γ,
and
inf
un∈U
(n)
c
for n∈K
inf
n∈K
‖y(θ)− xn(θ)‖ ≥ γ.
The proof of the theorem is complete. 
Now, we provide an example to illustrate Theorem 4.1.
Example 4.4. Let ρi = 2, ρj = 1, θ = 9 and σ = 2. We consider the following initial
positions xi0 = (0, . . . , 0, 3, 0, . . .), xj0 = (0, . . . , 0, 8, 0, . . .) and y0 = (0, 0, . . .) of the
players, where number 3 is ith coordinate of the point xi0 and number 8 is jth coordinate
of the point xj0. Let us obtain the value of the game. To this end, it is sufficient to show
that
1) for any ε > 0 the inclusion Bℓ2(O, 6) ⊂
⋃
∞
i=1Bℓ2(xi0, 6.7 +
ε
ki
) holds, where O is the
origin and ki = max{1, ρi} = 2.
1⋆) for any ε > 0 the inclusion Bℓ2(O, 6) ⊂
⋃
∞
j=1Bℓ2(xj0, 10 +
ε
kj
) holds, where kj =
max{1, ρj} = 1.
2) the ball Bℓ2(O, 6) is not contained in the set
⋃
∞
i=1Bℓ2(xi0, 6.7).
2⋆) the ball Bℓ2(O, 6) is not contained in the set
⋃
∞
j=1Bℓ2(xj0, 10).
Let z = (z1, z2, . . .) be an arbitrary point of the ball Bℓ2(O, 6). So
∑
∞
i=1 z
2
i ≤ 36 and∑
∞
j=1 z
2
j ≤ 36. Then, either the vector z has a nonnegative coordinate or all the coordinate
of the vector z are negative. In the former case, z has a nonnegative coordinate zk. Then,
‖z − xk0‖ =
(
z21 + . . .+ z
2
k−1 + (3− zk)2 + z2k+1 + . . .
)1/2
=
(
∞∑
i=1
z2i + 9− 6zk
)1/2
≤ (45− 3zk)1/2 ≤ 6.7 < 6.7 + ε
2
.
Hence, z ∈ Bℓ2(xk0, 6.7 + ε2).
And, z has a nonnegative coordinate zk′ . Then,
‖z − xk′0‖ =
(
∞∑
j=1
z2j + 64− 16zk′
)1/2
≤ (100− 16zk′ )1/2 ≤ 10 < 10 + ε.
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Therefore, z ∈ Bℓ2(xk′0, 10 + ε).
In the latter case, since
∑
∞
i=1 z
2
i and
∑
∞
j=1 z
2
j are convergent then zk → 0 as k →∞ and
zk′ → 0 as k′ →∞ therefore
‖z − xk0‖ =
(
∞∑
i=1
z2i + 9− 6zk
)1/2
≤ (45− 6zk)1/2 < 6.7 + ε
2
,
and
‖z − xk′0‖ =
(
∞∑
j=1
z2j + 64− 16zk′
)1/2
≤ (100− 16zk′)1/2 < 10 + ε,
for any index k and k′. On the other hand, any point z ∈ S(O, 6) with negative coordinate
does not belong to the set
⋃
∞
i=1Bℓ2(xi0, 6.7) and
⋃
∞
j=1Bℓ2(xj0, 10), since for any numbers
i and j
‖z − xi0‖ = (45− 6zi)1/2 > 6.7.
and
‖z − xj0‖ = (100− 16zj)1/2 > 10.
So, we have
inf
{
l ≥ 0 : Bℓ2(y0, σ
√
θ) ⊂
∞⋃
i=1
Bℓ2(xi0, ρi
√
θ + l)
}
=
inf
{
l ≥ 0 : Bℓ2(O, 6) ⊂
∞⋃
i=1
Bℓ2(xi0, 6 + l)
}
= 0.7,
and
inf
{
l ≥ 0 : Bℓ2(y0, σ
√
θ) ⊂
∞⋃
j=1
Bℓ2(xj0, ρjθ + l)
}
=
inf
{
l ≥ 0 : Bℓ2(O, 6) ⊂
∞⋃
j=1
Bℓ2(xj0, 9 + l)
}
= 1.
Therefore, the number
γ = min
{
0.7, 1
}
= 0.7,
is the value of the game.
Conclusion. We considered a fixed duration pursuit-evasion problem with countably
many pursuers and one evader in the Hilbert space. The controls of a group of pursuers
are subject to geometric constraints and the controls of the other pursuers and the evader
are subject to integral constraints. We fixed the index i on pursuers and constructed an
admissible strategy for the pursuer that guaranties it to capture the evader. Moreover, by
taking contribution from an auxiliary differential game under an important assumption
we guessed the value of the game and then we proved the accuracy of our guess.
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