Abstract. We begin by stating some of the important properties of Lévy processes, and some well-known results about stochastic differential equations with Lévy noise terms. We then examine the question of existence and uniqueness of evolution systems of measures for non-autonomous Ornstein-Uhlenbeck-type processes with jumps. Finally we give some examples where we explicitly compute the densities of such families of measures.
1. Preliminaries 1.1. Notation. Throughout the paper we will use the following notation:
• B r (a) = {x ∈ R d : |x − a| < r} denotes the ball of radius r centered at a ∈ R d .B R is the closed ball. 
1.2.
Introduction. In this paper we fix without further mention a filtered probability space (Ω, F , F t , P) where the filtration F t satisfies the usual hypothesis of completeness and right continuity. Consider the non-autonomous Ornstein-Uhlenbeck type stochastic differential equation
dX(t) = (A(t)X(t−) + f (t))dt + B(t)dZ(t)
X(s) = x, (1.1)
taking values in R d , and where
are bounded and continuous, and Z : Ω × R → R d is a Lévy process. The process Z will be referred to as the noise term in the equation.
A Lévy process is essentially a stochastic process with stationary and independent increments. Lévy processes are natural candidates to work with for two reasons. Firstly, examples are robust, including the stable (which include Gaussian) and Poisson processes. The second reason is that the characteristic function has an elegant form, given by the celebrated Lévy-Khintchine formula, Theorem 2.5. This allows us to study Lévy processes, and the stochastic processes that solve 1.1, using Fourier analysis.
The goal of our paper is to give an existence and uniqueness result of an evolution system of measures for the solution to (1.1). The definition of an evolution system of measures is given below and can be thought of as a natural generalization of the notion of an invariant measure to the non-autonomous case. We pay particular attention to the case where Z is α-stable with index of stability 0 < α ≤ 2. In the cases where α = 1 and α = 2, we explicitly compute the densities of evolution families.
Our paper is organized as follows. In Section 2 we give an explicit form for the solution of (1.1), which we denote X s,x (t). The twoparameter transition semigroup corresponding to X s,x (t) is defined as usual,
where p s,t (x, A) is the transition probability of X s,x (t), i.e.
The main result of this paper is in Section 3. There we prove the existence of a unique family of probability measures, {ν t } t∈R , which satisfy the equation
. Such a family is called an evolution family of measures.
Existence and uniqueness of invariant measures for processes that arise from solutions to autonomous versions of 1.1 are well-known. For example the solution to the stochastic initial value problem,
is the Ornstein-Uhlenbeck process.
Here A is the generator of a strongly continuous semigroup, T t , of linear operators on a space E. The transition semigroup of X is given by Mehler's formula
where µ t is a family of probability measures which satisfy
Such processes were first studied in a Hilbert space setting by Chojnowska and Michalik in [5] . Further work in this area was done by Applebaum in [2] and [3], van Neerven [11] , and Lescot and Rockner [8] . Existence of invariant measures for such processes are wellknown. In [7] , Fuhrman and Rockner gave conditions under which a unique invariant measure exists for the semigroup P t . Stochastic differential equation equations with a symmetric α-stable noise term were studied by Zanzotto [12] .
The techniques used in the proof of Theorem 3.10 are similar to the proof of Theorem 3.1 in [7] . In that paper Fuhrman and Röckner decomposed the law of X into its deterministic, drift, and jump parts, and gave a proof based on weak compactness and weak convergence. However because the result in this paper is for a non-autonomous setting, there are some significant differences. One of them being a tightness condition on the evolution family of measures in Lemma 3.5.
Work done in the non-autonomous setting was done by DaPrato and Lunardi in [6] . They proved that if A(t) is T -periodic and Z(t) is a d-dimensional Brownian motion, then an evolution family of measures exists. They also showed that under the additional assumption that * ν t is T -periodic, there exists a unique T -periodic evolution family of measures. Because the noise term in [6] is a Brownian motion, the evolution family of measures is Gaussian, and a formula for the mean and variance is computed explicitly. In this paper, we do not make any periodicity assumption, and our result agrees with DaPrato and Lunardi in this case. We also replace the Brownian motion with a more general Lévy process.
In general, we cannot expect to be able to compute the laws of an evolution family explicitly if we replace the noise term with a Lévy process other than a Brownian motion. However, in Section 4 we give an example where we can explicitly compute the laws of such an evolution system of measures if Z is a symmetric α-stable Lévy process, with α = 1. A value of α = 2 would yield a result consistent with Da Prato and Lunardi, see [6] .
Ornstein-Uhlenbeck type stochastic differential equation
In this section we recall the notion of a strong solution to (1.1) and compute its characteristic function. Definition 2.1. A strong solution to (1.1) is a càdlàg process, adapted to the filtration generated by Z(t), satisfying the integral equation,
We will sometimes denote this solution as X s,x (t). Definition 2.2. The evolution operator in R d associated with A(t) is the family of operators which solve ∂U(t, s) ∂t = A(t)U(t, s), U(s, s) = I, s, t ∈ R and I is the identity operator.
It satisfies the properties
The following assumption on U is common and is crucial to ensure good behavior in much of what follows. Assumption 1. We assume that the evolution operator U(t, s) satisfies the following stability assumption: there exists C, ǫ > 0 such that,
It is important to note that Assumption 1 cannot be replaced by an assumption on A(t) itself. For example, even if the eigenvalues of A(t) are negative and bounded away from zero uniformly for all t, Assumption 1 need not hold. See [4] Example 3.5, p. 61. Theorem 2.3. The stochastic differential equation (1.1) has a unique strong solution, which we can write in terms of the evolution operator,
The transition semigroup is given by a generalized version of Mehler's formula
The next theorem gives the characteristic function of an infinitely divisible random variable in terms of three parameters. In particular, for each fixed t for a Lévy process Z, Z(t) has an infinitely divisible distribution. The usefulness of the Lévy-Khintchine formula is an important factor in choosing to use a Lévy process for the noise term when working with stochastic differential equations with jumps. A proof can be found, e.g. Theorem 1.2.14, p. 29 and Corollary 2.4.20, p. 127 in [1] .
Theorem 2.5 (Lévy-Khintchine formula). The characteristic function of the Lévy process, Z, is of the form In the next two propositions we see that for each fixed s, t ∈ R and x ∈ R d , the solution to (1.1), X s,x (t), is an infinitely divisible random variable. In Proposition 2.6 we compute the characteristic function of this process. The property that Lévy processes have independent and stationary increments is important here. In Proposition 2.7, we utilize the Lévy-Khintchine formula to compute the triple of X s,x (t).
Proposition 2.6. The characteristic function of the process
is of the form
m(n) = t} be a sequence of partitions such that ||P n || → 0 as n → ∞. By the construction of the Itô stochastic integral,
Next we take the limit out of the expectation using the Dominated Convergence theorem
In the next several steps we use the fact that Z has independent and stationary increments.
Finally we use Theorem 2.5 to finish the proof.
Proposition 2.7. For each −∞ < s ≤ t < ∞, x ∈ R d , the process X s,x (t) is infinitely divisible with the triple T U(t, r) T dr, and
Now by Theorem 2.5,
Next we rearrange some terms, and add and subtract 
Now we show R s,t is non-negative definite, symmetric, and bounded, and that M s,t is a Lévy measure. Let y ∈ R d and s, t ∈ R. Let |y| ≤ 1. Since B is bounded, let C B be such that C B ≥ 1 and ||B(t)|| ≤ C B for all t ∈ R. By Assumption 1 we have,
Since M is Lévy measure, set
and
Then for −∞ < s ≤ t < ∞, we have
Note that as s → −∞, M s,t is an increasing family of measures. Similarly R s,t is an increasing family of nonnegative symmetric matrices. We define R −∞,t := 
U(t, r)B(r)RB(r)
T U(t, r) T dr, and
Invariant measures and evolution system of measures
Let us first consider the autonomous version of (1.1)
taking values in R d , and where y, z ∈ R d , s, t ∈ R, A, B ∈ L(R d ), and Z : Ω × R → R d is a Lévy process. Let P s,t denote the transition semigroup of operators of a Markov process
Definition 3.1. If P s,t = P 0,t−s for all 0 ≤ s ≤ t < ∞, then X is said to be time-homogeneous. In this case we write P 0,t as P t .
It is well-known that the solution to (3.1) is a time-homogeneous Markov process, see Theorem 6.4.5, [1] . In this case the semigroup is a one-parameter group and we write P 0,t as P t . Definition 3.2. A Borel probability measure µ is an invariant measure for X if
Unlike in the autonomous case, the solution to (1.1) is not timehomogeneous, and so we cannot expect to find a single invariant measure. Instead we look for a family of probability measures, ν t , t ∈ R, called and an evolution family (or evolution system) of measures.
Definition 3.3. Let X s,x (t) be as in (2.1). A family of Borel probability measures, {ν t } t∈R is an evolution family of measures for the process,
Remark 3.4. Using a standard monotone class argument, (3.2) need only hold for indicator functions or for f of the form f (x) = exp(i a, x ), a ∈ R d . *
In the case of f (x) = exp(i a, x ), using Proposition 2.6, (3.2) becomeŝ
whereν denotes the characteristic function of ν.
In the case of Using the tightness assumption, choose R so that
Since ν s is a probability measure, (3.5) is equal to
The next several lemmas are from [9] , and are needed in the proof of Theorem 3.10. We will also need the notion of shift relative compactness.
Definition 3.6. A set of Borel probability measures, H is said to be shift relatively compact if, for every sequence µ n ∈ H, there is a sequence ν n such that ν n is a right (or left) translate of µ n , and ν n has a convergent subsequence.
Lemma 3.7 (Parthasarathy, Theorem III.2.2). Let X be a complete separable metric group and let {λ n }, {µ n }, {ν n } be three sequences of measures on X such that λ n = µ n * ν n , n = 1, 2, ...If the sequence {λ n } is relatively compact then the sequences {µ n } and {ν n } are right-and left-shift compact, respectively.
Proof. See p. 59, [9] . Theorem 3.8 (Parthasarathy, Theorem VI.5.3). In order that a sequence µ n of infinitely divisible distributions with representations µ n = [x n , R n , M n ] be conditionally compact it is necessary and sufficient that the following hold:
(i) {M n } restricted to to the complement of any neighborhood of the origin is weakly relatively compact.
Proof. See p. 187, [9] .
Theorem 3.9 (Parthasarathy, Theorem III.2.1). Let X be a complete separable metric group and let {λ n }, {µ n }, {ν n } be three sequences of measures on X such that λ n = µ n * ν n for each n. If the sequences {λ n } and {µ n } are relatively compact then so is the sequence {ν n }.
Proof. See p. 58, [9] . * We are now ready to prove the main result of this paper.
Theorem 3.10. If there exists an evolution system of measures for X s,x (t) then the following conditions hold:
If in addition,
(iii) for any t ∈ R and x ∈ R d , U(t, s)x → 0 as s → −∞, and there exists an N such that the collection {ν t } t<N is uniformly tight, then ν t is unique and there exists b −∞,t := lim s→−∞ b s,t .
Conversely if (i) and (ii) hold and lim s→−∞ b s,t exists then for each t ∈ R, M −∞,t is a Lévy measure and the evolution system of measures, ν t , is given by
Proof. We prove the converse first. Suppose (i), (ii) hold and the limit (iii) exists. Fix t ∈ R. Using (ii),
shows that M −∞,t is a Lévy measure. From the computation of the Lévy triple of X s,x (t) in Proposition 2.7, it follows that
Then using (3.3) in Remark 3.4,
shows that ν t is an evolution system of measures. Suppose now that an evolution system of measures, ν t , exists. Fix t, then using (3.4) in Remark 3.4, for s < t,
where δ y is the Dirac measure at y. Set s = −n. Then by Lemma 3.7, the sequence δ b −n,t * [0, R −n,t , 0] * [0, 0, M −n,t ] is shift relatively compact. This means that there is a sequence y n ∈ R d (depending on t) such that
is weakly relatively compact. Let S n : R d → R d be a sequence of operators defined by
By Theorem 3.8, the following hold: (a) {M −n,t } restricted to the complement of any neighborhood of the origin is weakly relatively compact, (b) sup n trS n < ∞, (c) y n + b −n,t is relatively compact in R d . Part (a) implies
Thus M −∞,t is a Lévy measure for each t, and (i) and (ii) hold by Lemma 3.4 of [7] . Now suppose in addition that U(t, s)x → 0 as s → −∞ and there exists an N such that the collection {ν t } t<N is uniformly tight. Then by Lemma 3.5, 
Let s n be a sequence decreasing to −∞. Then
and by Theorem 3.9, the collection {δ bs n,t } n∈N is weakly relatively compact. Thus there is a probability measure σ t and a subsequence n k such that δ bs n k ,t → σ t weakly. Letting k → ∞,
Taking Fourier transforms of both sides we havê
We see that σ t does not depend on the subsequence, and so δ bs n,t converges weakly. This implies that b −∞,t := lim n→∞ b sn,t exists. Since s n is arbitrary, we have b −∞,t = lim s→−∞ b s,t , Thus we have shown that
is uniquely determined.
Examples
In this final section we give some examples where we explicitly compute the characteristic functions and densities of evolution systems of measures to which Theorem 3.10 applies. The first example is where the noise term is a d-dimensional Gaussian process. If we further require the coefficients to be T -periodic and take the Gaussian process to a be Brownian motion, the result agrees with DaPrato and Lunardi in [6] . In the second example we consider the case where Z(t) is a one dimensional symmetric α-stable process. Where Z(t) has a Cauchy distribution, i.e. α = 1, we explicitly compute the densities of the evolution system of measures. The stability assumption on U(t, s) implies that sup s<t trR s,t < ∞, and that lim s→−∞ b s,t exists. Thus by 3.10, the family of Gaussian measures with triple ν t ∼ [b −∞,t , R −∞,t , 0] is an evolution family of measures for the process X s,x (t), where 
U(t, r)B(r)RB(r)
T U(t, r) T dr.
To verify this let us use (3.3). 
T U(t, r) T dr a =ν t (a), confirms that ν t is an evolution system of measures by uniqueness of the Fourier transform.
The fact that stochastic integrals with respect to symmetric α-stable processes are α-stable make them a very useful subclass of Lévy processes. The next proposition summarizes this result. A proof can be found in Samorodnitsky and Taqqu's book on stable processes, [10] . Example 4.3. Let Z(t) be a 1-dimensional symmetric α-stable process with index of stability 0 < α < 2.
A one dimensional version of (1.1) is dX(t) = λ(t) [µ(t) − X(t−)] dt + σ(t)dZ(t), X(s) = x, (4.1)
where λ, µ, σ are bounded and continuous on R, and x ∈ R. In addition we require λ(t) ≥ ǫ > 0 for all t ∈ R. Here the evolution operator has the form U(t, s) = e We write the solution to (4.1),
