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A plane partition is a p × q matrix A = (aij), where 1 i  p and
1 j q, with non-negative integer entries, and whose rows and
columns are weakly decreasing. From a geometric point of view
plane partitions are equivalent to pyramids, subsets of the integer
lattice Z3 which play an important role in Discrete Tomography.
As a consequence, some typical problems concerning the tomog-
raphy of discrete lattice sets can be rephrased and considered via
plane partitions. In this paper we focus on some of them. In par-
ticular, we get a necessary and suﬃcient condition for additivity,
a canonical procedure for checking the existence of (weakly) bad
conﬁgurations, and an algorithm which constructs minimal pyra-
mids (with respect to the number of levels) with assigned projec-
tion of a bad conﬁgurations.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
In several papers the notion of plane partition has been considered, since the early works of
P.A. MacMahon (who collected his results in this area in [4, Sections IX and X]). More recently plane
partitions have been reinterpreted in terms of pyramids (see, for instance [7–11]). This provides an
important link with Discrete Tomography and its typical problems, where sets of uniqueness and ad-
ditive sets are frequently looked for. (See Section 2 for all terminology.) It is known that every additive
set is a set of uniqueness, but not conversely [1, Theorems 2 and 5] or [2, Section 2.5]. From this point
of view pyramids play a special role, since a necessary and suﬃcient condition for a pyramid to be
additive is known by [9, Theorem 1]. Also, assuming that the slice vectors are weakly decreasing, ev-
ery set of uniqueness is a pyramid [9, Corollary 3.2]. In [1], with a particular combinatorial argument,
an example of pyramid which is a non-additive set of uniqueness is exhibited. In [8, Example 3.7],
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of uniqueness. On the other hand in [9], by an algebraic approach, a slightly modiﬁed construction is
shown to be an additive pyramid. These results suggest the following natural question: how are such
different behaviors of quite similar sets related to their representations by plane partitions?
As an attempt to answer this question, we address the following problems.
Problem 1. Find a characterization of additive pyramids uniquely based on the entries of the associ-
ated plane partition.
Problem 2. Find a canonical procedure for checking the existence of a (weakly) bad conﬁguration in
a given pyramid.
Problem 3. Let F = (Z0,W0) ⊂ Z2 be a switching component with respect to the coordinate di-
rections, and let π : Z3 → Z2 be the orthogonal projection π(x1, x2, x3) = (x1, x2,0). (Here Z2 is
identiﬁed with the set of points (x1, x2,0) ∈ Z3.) Is there an algorithm which constructs a minimal
(with respect to the number of levels) non-additive pyramid, with a (weakly) k-bad conﬁguration
(Z∗,W ∗) such that π(Z∗) = Z0 and π(W ∗) = W0?
Motivations to Problem 1 come from [9, Theorem 1], where the additivity of a given pyramid can
be easily checked by means of two suitable lists of real numbers (see Theorem 1). This is a very
interesting result, though the construction of such lists of numbers is not explicitly given, as well
as their geometric meaning is not apparent. Therefore, an intrinsic condition (depending only on the
associated plane partition) should be desirable.
Problem 2 raises from the analysis of some non-additive pyramids that we know from the litera-
ture. We found that the non-additivity property is provided by exhibiting (weakly) bad conﬁgurations
which come out with no explicit construction. Our purpose is to show a general procedure which
ﬁnds possible (weakly) bad conﬁguration in a given pyramid.
It can be easily shown, via the orthogonal projection π : Z3 → Z2, that non-additive pyramids
provide a link between two important tomographic notions, namely zero-one normalized maximal
matrices (see [5]), and switching-components with respect to the coordinate directions (see [3] for an
algebraic characterization of switching-components). More precisely, the orthogonal projection of a
pyramid S determines a set of lattice points in Z2 corresponding to a maximal zero-one matrix, sim-
ply obtained by normalizing the entries of the plane partition associated to S . Further, the orthogonal
projection of a (weakly) bad conﬁguration (W , Z) ⊂ Z3 for S (with respect to the coordinate planes)
determines a switching-component (Z0,W0) ⊂ Z2 (with respect to the coordinate directions). The in-
verse problem of reconstructing non-additive pyramids, and hence the corresponding plane partition,
from the knowledge of (Z0,W0) sounds tomographically interesting, also in view of a better under-
standing of ambiguous (non-unique) solutions. Problem 3 addresses this question under a constraint
of minimality with respect to the number of levels.
The paper is organized as follows. In Section 2 the main notations and deﬁnitions are supplied,
together with some preliminary results. In Section 3 we give a necessary and suﬃcient condition for
a pyramid to be non-additive (Theorem 2) which gives an answer to Problem 1. As a consequence
we get Corollary 4, which represents an extension to k-bad conﬁgurations (k > 2) of a result concern-
ing 3-bad conﬁgurations obtained by E. Vallejo in [8] (it is explicitly derived as a particular case of
Corollary 4 in Appendix A). In Section 4 the notion of corner point is introduced, and an answer to
Problem 2 is provided in Theorem 8. In Section 5 we provide an explicit construction which solves
Problem 3, together with a few examples.
2. Notations and preliminary results
Let N and Z denote the set of natural and integer numbers, respectively. For m ∈ N we denote
by [m] the set {1, . . . ,m}. Also, for p,q, r ∈ N, let B(p,q, r) = [p] × [q] × [r] denote the three-
dimensional box in the integer lattice Z3, with sides parallel to the coordinate axes. For any subset
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and (x1, x2, x3) ∈ B(p,q, r) such that x1  a, x2  b, x3  c, imply (x1, x2, x3) ∈ S . The two-dimensional
X-rays of a set S ⊆ B(p,q, r), parallel to the coordinate planes, are deﬁned by the slice vectors
λ(S) = (λ1, . . . , λp),μ(S) = (μ1, . . . ,μq), ν(S) = (ν1, . . . , νr), where
λi =
∣∣{(x1, x2, x3) ∈ S, x1 = i}∣∣, 1 i  p,
μ j =
∣∣{(x1, x2, x3) ∈ S, x2 = j}∣∣, 1 j  q,
νh =
∣∣{(x1, x2, x3) ∈ S, x3 = h}∣∣, 1 h r.
Note that λ(S), μ(S), ν(S) are compositions of the cardinality of S , that is
p∑
i=1
λi =
q∑
j=1
μ j =
r∑
h=1
νh = |S|. (2.1)
A set S ⊆ B(p,q, r) is a set of uniqueness if whenever S ′ ⊆ B(p,q, r) and λ(S) = λ(S ′), μ(S) = μ(S ′),
ν(S) = ν(S ′), we have S = S ′ . Moreover, S is additive if there exist functions f1 : [p] →R, f2 : [q] →R,
f3 : [r] →R such that,
x ∈ S if and only if
3∑
m=1
fm(xm) 0, (2.2)
for all x= (x1, x2, x3) ∈ B(p,q, r).
A k-bad conﬁguration (k 2) for a set S ⊆ B(p,q, r) is a pair of lists (Z ,W ) consisting of k distinct
vectors z1, . . . , zk in S , and k distinct vectors w1, . . . ,wk in B(p,q, r) \ S such that Z and W have the
same slice vectors, namely, λ(Z) = λ(W ), μ(Z) = μ(W ), and ν(Z) = ν(W ). By (2.1) such slice vectors
must be compositions of the integer number k. A weakly k-bad conﬁguration for S is the same as a
k-bad conﬁguration except that some of the vectors z1, . . . , zk and some of the vectors w1, . . . ,wk
may coincide. We simply say that S has a (weakly) bad conﬁgurations if S has a (weakly) k-bad
conﬁguration for some k  2. These notions play a crucial role in investigating uniqueness problems,
due to the following results (see [1]):
1. S is a set of uniqueness if and only if it has no bad conﬁgurations.
2. S is additive if and only if it has no weakly bad conﬁgurations.
3. Every additive set is a set of uniqueness.
4. There exist sets of uniqueness which are not additive.
We also recall that a switching component in Z2, with respect to the coordinate axes, is a pair
of ﬁnite sets Z ,W ⊂ Z2 consisting of k lattice points z1, . . . , zk ∈ Z , and k points w1, . . . ,wk ∈ W ,
not necessarily distinct (counted with multiplicity), such that for each line  parallel to one of the
coordinate axes, |Z ∩| = |W ∩|, where each point in the intersection is counted with its multiplicity.
As mentioned in the introduction, a plane partition of size p × q is a matrix A = (aij), where
1 i  p and 1 j  q, with non-negative integer entries and whose rows and columns are weakly
decreasing. There is a one-to-one correspondence between pyramids S ⊆ B(p,q, r) and plane parti-
tions A = (aij) of size p × q such that aij ∈ {0} ∪ [r]. In fact, to a pyramid S ⊆ B(p,q, r) we associate
A = (aij) such that aij = |{k ∈ [r], (i, j,k) ∈ S}|. Conversely, to a plane partition A = (aij) of size p × q
and 0 aij  r we associate the pyramid S = {(i, j,k) ∈ B(p,q, r), 1 k aij} (see Fig. 1).
For a pyramid S and m ∈ N, we say that Lm = {(x1, x2,m) ∈ S} is the m-level set of S . For per-
mutations πR ,πC on [k], we shall denote by πR(ri),πC (ci) the corresponding permutations induced,
respectively, on sets of rows {r1, . . . , rk} and columns {c1, . . . , ck} of A, respectively.
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5 5 5 4 4
5 5 5 3 3
3 3 1 1 0
2 1 1 1 0
2 1 1 1 0
2 1 0 0 0
⎤⎥⎥⎥⎥⎥⎦
Fig. 1. A plane partition and the corresponding pyramid.
With π we mean the orthogonal projection π : Z3 → Z2 on the plane x3 = 0, namely
π(x1, x2, x3) = (x1, x2,0).
We call binary plane partition a plane partition such that aij ∈ {0,1}. Note that the row and column
sums of a binary plane partition are weakly decreasing, so that it is the same as a normalized maximal
matrix (see [5]). To a plane partition A = (aij) we can associate a binary plane partition A = (mij)
simply by assuming mij = 1 if aij 
= 0, and mij = 0 if aij = 0. The bounding grid of a ﬁnite set E ⊂ Z2,
is the smallest rectangle with edges parallel to the coordinate directions and containing E . Let p × q
be the size of the bounding grid of E . Up to translations we may assume E ⊆ B(p,q) = [p] × [q].
3. Plane partitions associated to non-additive pyramids
In [9] E. Vallejo obtained an algebraic characterization of additive pyramids. In this section we shall
take this point a bit further to get a characterization of non-additive pyramids in terms of inequalities
for the entries of their associated plane partitions. We shall start by recalling Vallejo’s result.
Theorem 1. (See [9], Theorem 1.) Let S ⊆ B(p,q, r) be a pyramid and A = (aij) be its associated plane parti-
tion. Then S is additive if and only if there are real numbers x1, . . . , xp and y1, . . . , yq such that
ai j > akl ⇒ xi + y j > xk + yl, (3.1)
for all 1 i,k p and all 1 j, l q.
We now give an answer to Problem 1 by presenting a non-additive version of the above theorem.
Theorem 2. Let S ⊆ B(p,q, r) be a pyramid and let A = (aij) be its associated plane partition. Then S has a
weakly k-bad conﬁguration if and only if there exist row indices r1, . . . , rk and column indices c1, . . . , ck (not
necessarily distinct) of A, with k > 2, and permutations σ ,πR ,πC of [k], such that
aπR (ri),πC (σ (ci)) > ari ,σ (ci), i ∈ [k]. (3.2)
Proof. Suppose that there exist row indices r1, . . . , rk , column indices c1, . . . , ck , and permutations
σ ,πR ,πC of {1, . . . ,k}, with k > 2, such that (3.2) holds. Assume S is additive. Then there ex-
ist real numbers x1, . . . , xp and y1, . . . , yq such that (3.1) holds. From aπR (ri),πC (σ (ci )) > ari ,σ (ci ) for
each i ∈ {1, . . . ,k}, by applying (3.1), we have xπR (ri) + yπC (σ (ci )) > xri + yσ(ci) , that is xπR (ri) − xri >
yσ(ci) − yπC (σ (ci )) . For i ∈ [k], πR(ri) assumes all the possible values r1, . . . , rk . Also, σ(ci) and
πC (σ (ci)) assume all the possible values c1, . . . , ck . Therefore we get
0 =
k∑
i=1
(xπR (ri) − xri ) >
k∑
i=1
(yσ (ci) − yπC (σ (ci))) = 0,
a contradiction.
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such that the lists (Z ,W ) = ({z1, . . . , zk}, {w1, . . . ,wk}) form a weakly k-bad conﬁguration. Since
pyramids do not admit weakly 2-bad conﬁgurations, we have k > 2. Moreover, since Z and W have
the same slice vectors, the coordinate xs of the points in Z and in W , where s = 1,2,3, belong to the
same sets. Therefore, for each point zi = (ri, ci,bri ,ci ) ∈ Z , where i ∈ [k], there exists a point wi ∈ W
having the same ﬁrst coordinate ri . Let σ(ci) denote its second coordinate: wi = (ri, σ (ci),hri ,σ (ci)).
We have {hri ,σ (ci ), i ∈ [k]} = {br j ,c j , j ∈ [k]}, because of the equality of the slice vectors. Thus, for
each i ∈ [k] there exists j ∈ [k] such that hri ,σ (ci ) = br j ,c j .
Since z j ∈ S and wi /∈ S for all i, j ∈ [k], from the deﬁnition of pyramid we have br j ,c j  ar j ,c j and
hri ,σ (ci) > ari ,σ (ci) , so that
ar j ,c j  br j,c j = hri ,σ (ci) > ari ,σ (ci). (3.3)
Now, let πR ,πC be the permutations on [k] such that πR(ri) = r j and πC (σ (ci)) = c j , respec-
tively. Notice that possible repetitions can occur in the lists (r1, . . . , rk), (c1, . . . , ck) and in the lists
(πR(r1), . . . ,πR(rk)), (πC (σ (c1)), . . . ,πC (σ (ck))), since (Z ,W ) = ({z1, . . . , zk}, {w1, . . . ,wk}) may be a
weakly k-bad conﬁguration. However, permutations πR and πC are considered on k elements, so that
each one of the involved row and column indices must be counted with its multiplicity.
Then the above inequality becomes
aπR (ri),πC (σ (ci)) > ari ,σ (ci), i ∈ [k],
as required. 
Remark 1. Theorem 2 holds up to transpositions. In fact exchanging rows and columns has no effect
in the proof (just change the correspondent of zi = (ri, ci,bri ,ci ) in wi = (σ (ri), ci,hσ(ri),ci )). Therefore,
condition (3.2) could be also restated as follows
aπR (σ (ri)),πC (ci) > aσ (ri),ci , i ∈ [k].
Example 3. In [9, Example 3.3] the pyramid corresponding to the plane partition
A =
⎡⎣ 3 2 23 1 0
1 1 0
⎤⎦ ,
is shown to have a 3-bad conﬁguration, and consequently it is not a set of uniqueness. In particular
it is not additive. This is easily obtained from Theorem 2 by assuming k = 3, ri = ci = i, σ(i) = i + 1
(mod 3), πR : {1,2,3} → {2,3,1}, and πC : {1,2,3} → {3,1,2}. Indeed, we get
a21 = aπR (1)πC (2) > a12,
a32 = aπR (2)πC (3) > a23,
a13 = aπR (3)πC (1) > a31,
and (3.2) holds.
Theorem 2 is equivalent to Theorem 3.8 in [6]. However, the formulation in terms of permutations
given here motivates the following result which provides a suﬃcient condition for the existence of a
k-bad conﬁguration.
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K = (bst) formed by lines of A (possibly repeated), and positive integers n1 < n2 < · · · < nk satisfying
bk−1,1  nk > b12  b13
 nk−1 > bk1  bk2
 nk−2 > b23  b24
· · ·
 nk−i > bi,i+1  bi,i+2
· · ·
 n2 > bk−2,k−1  bk−2,k
 n1 > bk−1,k.
Then S has a k-bad conﬁguration.
Proof. Let r1, r2, . . . , rk and c1, c2, . . . , ck be, respectively, the row and column indices of A entering
in K and ordered so that the i-th row of K corresponds to the ri indexed row of A, and that the j-th
column of K corresponds to the c j indexed column of A. Consider now the permutations
πR : {1,2,3,4,5,6, . . . ,k} → {k − 1,k,2,3,4,5,6, . . . ,k − 2,1},
πC : {1,2,3,4,5, . . . ,k} → {3,1,2,4,5,6, . . .k}.
Then we have
bπR(1),πC(2) = bk−1,1  nk > b12,
bπR(k),πC(1) = b13  nk−1 > bk1,
bπR(2),πC(3) = bk2  nk−2 > b23
and
bπR(i),πC(i+1) = bi−1,i+1  nk−i > bi,i+1 for 3 i  k − 1.
Therefore we have
aπR (ri),πC (ci+1) = bπR(i),πC(i+1) > bi,i+1 = ari ,ci+1 (mod k), i ∈ [k],
and the result follows from Theorem 2, where σ is the cyclic permutation i → i + 1 (mod k). 
Note that a k-bad conﬁguration ensured by Corollary 4 can be represented by the following lists
(Z ,W )
Z = {(rk−1, c1,nk), (r1, c3,nk−1), (rk, c2,nk−2), (r2, c4,nk−3), . . . , (rk−2, ck,n1)},
W = {(r1, c2,nk), (rk, c1,nk−1), (r2, c3,nk−2), (r3, c4,nk−3), . . . , (rk−1, ck,n1)}.
Moreover, we can start at a point z ∈ Z and alternate between z’s and w ’s so that in a z-to-w move-
ment the corresponding column of A remains ﬁxed, and in a w-to-z movement the corresponding
row of A remains ﬁxed, to get the following cycle:
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↑ ↓
wk = (rk−1, ck,n1) ← ·· · ← w3 = (r2, c3,nk−2) ← z3 = (r1, c3,nk−1)
Example 5. The pyramid corresponding to the plane partition
A = [aij] =
⎡⎢⎢⎣
4 3 3 2
4 3 1 1
4 3 1 0
2 2 1 0
⎤⎥⎥⎦ ,
has a 4-bad conﬁguration, since satisﬁes the suﬃcient condition in Corollary 4. In fact, we have
a31  4 > a12  a13  3 > a41  a42  2 > a23  a24  1 > a34.
The 4-bad conﬁguration ensured by Corollary 4 is represented by the following lists (Z ,W ):
Z = {(3,1,4), (1,3,3), (4,2,2), (2,4,1)},
W = {(1,2,4), (4,1,3), (2,3,2), (3,4,1)}.
Remark 2. By [8, Corollary 5.2], we know that a pyramid has a 3-bad conﬁguration if and only if
positive integer numbers a < b < c exist such that the associated plane partition, or its transpose,
contains a 3 × 3 submatrix (σst) satisfying σ23 < a  σ32  σ31 < b  σ13  σ12 < c  σ21. It can be
shown (see Appendix A) that, for k = 3, the chain of inequalities in Corollary 4 is also necessary for
the existence of a 3-bad conﬁguration, which implies the quoted result of E. Vallejo. However, for
k > 3 such chain of inequalities is not necessary for the existence of a k-bad conﬁguration, as it is
shown, for instance, by the pyramid in Fig. 7. In fact such a pyramid has the 4-bad conﬁguration
Z = {(1,4,2), (2,3,2)(3,1,3), (4,2,1)},
W = {(1,3,3), (2,4,1)(3,2,2), (4,1,2)}
which does not satisfy the inequalities in Corollary 4.
4. Characterization of bad conﬁgurations
In this section we use Theorem 2 to derive a canonical procedure for checking the existence of
(weakly) bad conﬁgurations associated to a given pyramid, by using appropriate subsets of the asso-
ciated plane partition. Before stating this result we need to specify some notations.
Let A = (aij) be a plane partition of size p × q, with 0  aij  r, and let S ⊆ B(p,q, r) be the
associated pyramid. For each ﬁxed m ∈ [r], and i ∈ [p], let R(i,m) = max{ j ∈ [q], (i, j,m) ∈ S}.
Analogously, for each m ∈ [r], and j ∈ [q], let C( j,m) = max{i ∈ [p], (i, j,m) ∈ S}. Denote R(S) =
{(i, R(i,m),m), i ∈ [p],m ∈ [r]} and C(S) = {(C( j,m), j,m), j ∈ [q],m ∈ [r]}.
Deﬁnition 6. For i ∈ [p], j ∈ [q],m ∈ [r], the points (i, j,aij) ∈ S such that i = C( j,m), j = R(i,m) and
aij =m are called corner points of S .
The set of corner points of S will be denoted by V (S). The set of entries aij ∈ A such that (i, j,aij)
is a corner point of S will be denoted by V (A). Note that V (A) can be easily detected in A. To this,
for each m ∈ [r], it suﬃces to select an entry aij = m if and only if lower values appear on its right
(same row) and below (same column).
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Fig. 2. A plane partition and the associated pyramid S . The labeled cubes form the set of corner points.
Example 7. Let S be the pyramid associated to the plane partition A in Fig. 2. In Fig. 2(a), the set
R(S) is the union of the “x” marked cubes and of the dotted cubes, while C(S) is the union of the
dark and the dotted cubes. The set V (S) is shown in Fig. 2(b), and corresponds to the set V (A) of the
boxed elements in A.
The following results give an answer to Problem 2.
Theorem 8. A pyramid S ⊆ B(p,q, r) is not additive if and only if there exists a weakly bad conﬁguration
(Z∗,W ∗) such that Z∗ ⊆ V (S).
Proof. The condition is suﬃcient, since the existence of a (weakly) bad conﬁguration for S implies
that S is not additive [1]. For the necessary part, let S be not additive, and let (Z ,W ) be a (weakly)
bad conﬁguration of S . Let A = (aij) be the plane partition of size p × q associated to S and let
z ∈ Z . Then z has coordinates (h, j, fhj), where fhj  ahj , and there exist w1,w2 ∈ W such that
w1 = (h,b, c) and w2 = (d, j, e) (see Fig. 3 left). We proceed in a few steps.
Step 1. Let h′  h be the greatest row-index such that z′ = (h′, j, fhj) ∈ S . Since w1 /∈ S , it is ahb < c.
Moreover, being the columns of A weakly decreasing, it is ah′b  ahb , and consequently ah′b < c.
Therefore, the point w ′1 = (h′,b, c) belongs to B(p,q, r) \ S . Now, replace Z with Z ′ = (Z ∪ z′) \ {z},
and W with W ′ = (W ∪ w ′1) \ {w1} (Fig. 3 middle). It results
λi
(
Z ′
)= ∣∣{(x1, x2, x3) ∈ Z ′, x1 = i}∣∣
=
⎧⎪⎨⎪⎩
|{(x1, x2, x3) ∈ Z , x1 = i}| = λi(Z) if i 
= h,h′,
|{(x1, x2, x3) ∈ Z , x1 = h}| − 1 = λh(Z) − 1 if i = h,
|{(x1, x2, x3) ∈ Z , x1 = h′}| + 1 = λ′h(Z) + 1 if i = h′,
λi
(
W ′
)= ∣∣{(x1, x2, x3) ∈ W ′, x1 = i}∣∣
=
⎧⎪⎨⎪⎩
|{(x1, x2, x3) ∈ W , x1 = i}| = λi(W ) if i 
= h,h′,
|{(x1, x2, x3) ∈ W , x1 = h}| − 1 = λh(W ) − 1 if i = h,
|{(x1, x2, x3) ∈ Z , x1 = h′}| + 1 = λ′h(W ) + 1 if i = h′.
Since (Z ,W ) is a (weakly) bad conﬁguration, λi(Z) = λi(W ) for all i ∈ [p], and consequently
λi(Z ′) = λi(W ′) for all i ∈ [p]. Moreover, μs(Z ′) = μs(Z) = μs(W ) = μs(W ′) for all s ∈ [q], and
νm(Z ′) = νm(Z) = νm(W ) = νm(W ′) for all m ∈ [r]. Then the pair of lists (Z ′,W ′) is still a (weakly)
bad conﬁguration, where, by construction, the point z′ = (h′, j, fhj) ∈ C(S).
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Step 2. Now, let j′  j be the greatest column-index such that z′′ = (h′, j′, fhj) ∈ S . Since w2 /∈ S , it
is adj < e. Moreover, being the rows of A weakly decreasing, it is adj′  adj , and consequently adj′ < e.
Therefore, the point w ′2 = (d, j′, e) belongs to B(p,q, r) \ S . Now, replace Z ′ with Z ′′ = (Z ′ ∪ z′′) \ {z′},
and W ′ with W ′′ = (W ′ ∪ w ′2) \ {w2} (Fig. 3 right). As above, we get that (Z ′′,W ′′) is still a (weakly)
bad conﬁguration, where, by construction, the points z′′ = (h′, j′, fhj) ∈ R(S).
Note that z′′ also belongs to C(S). Otherwise, there exists h′′ > h′ such that (h′′, j′, fhj) ∈ S , so that
fhj  ah′′ j′ Since the rows of A are weakly decreasing, it is ah′′ j  ah′′ j′ , and consequently fhj  ah′′ j .
Therefore (h′′, j, fhj) ∈ S , with h′′ > h′ , a contradiction to z′ = (h′, j, fhj) ∈ C(S). Therefore, we have
z′′ ∈ R(S) ∩ C(S).
Step 3. The new list Z ′′ differs from Z just for the replacement of the point z with the point z′′ ,
with no changes concerning the other points of the original list Z . Therefore, we can repeat Step 1
and Step 2 for all points in Z , so obtaining a (weakly) bad conﬁguration (Z ′′′,W ′′′) such that Z ′′′ ⊆
R(S) ∩ C(S). Note that the x3 coordinates remain unchanged when (Z ,W ) is replaced by (Z ′′′,W ′′′).
Step 4. For ( f , g, l) ∈ Z ′′′ , let ( f ′, g′, l) be the corresponding point in W on the same plane
x3 = l. Replace ( f , g, l) by ( f , g,a f g), and ( f ′, g′, l) by ( f ′, g′,a f g). Then (Z ′′′ ∪ ( f , g,a f g)) \ {( f , g, l)}
and (W ′′′ ∪ ( f ′, g′,a f g)) \ {( f ′, g′, l)} still form a (weakly) bad conﬁguration. Note that ( f , g,a f g) ∈
R(S) ∩ C(S). Moreover, such a point has the greatest x3 coordinate among the points (x1, x2, x3) ∈ S
such that x1 = f and x2 = g . Consequently, by deﬁnition, ( f , g,a f g) ∈ V (S).
Step 5. By repeating Step 4 for all point in Z ′′′ we get a (weakly) bad conﬁguration (Z∗,W ∗) such
that Z∗ ⊆ V (S), as required. 
Remark 3. In proving Theorem 8, the x1, x2, x3 coordinates of points belonging to the starting Z list
are progressively increased. This could result in overlapping different elements on the same corner
point. Therefore, the ﬁnal pair (Z∗,W ∗) could be a weakly bad conﬁguration, even if the starting one
is a bad conﬁguration (not weakly).
Example 9. The pyramid in Fig. 1 appeared in [8] as an example that has a 6-bad conﬁguration
(Z ,W ). The dark cubes in Fig. 4-A and Fig. 4-B represent, respectively, the Z and the W lists. This
pyramid was obtained by some thickening of that in Example 7, which proved in [1] to have a weakly
6-bad conﬁguration. The link between the 6-bad conﬁguration and the weakly 6-bad conﬁguration
determined by such a thickening can be geometrically explained by applying the procedure described
in Theorem 8. In fact, starting from (Z ,W ), we get a 6 weakly bad conﬁguration, where the non-
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corner point (4,4,1) overlaps the corner point (4,5,1) (which consequently must be counted twice
in Z∗). In Fig. 4-C and Fig. 4-D the dark cubes show the lists (Z∗,W ∗).
Example 10. As mentioned in Example 9, the pyramid S associated to the plane partition of Exam-
ple 7 is known to be non-additive ([1], see also [8, Example 3.7]). This is obtained by exhibiting the
following weakly 6-bad conﬁguration
Z = {z1 = (5,1,2), z2 = (1,5,4), z3 = (2,3,5), z4 = (3,2,3), z5 = z6 = (4,4,1)},
W = {w1 = (4,2,2),w2 = (2,4,4),w3 = (1,4,5),w4 = (4,1,3),w5 = (3,5,1),w6 = (5,3,1)}.
Let’s show that such a weakly 6-bad conﬁguration matches our previous results. From Example 7
we can easily see that Z is contained in the set of corner points of S , so that it is of the
form Z∗ = {(h, j,ahj)} as in Theorem 8, with ahj ∈ V (A). Moreover, by Theorem 2, it must be
W = {(πR(h),πC ( j),ahj)} for suitable permutations πR ,πC of the set [k] = [6], namely
W = {(πR(5),πC (1),2), (πR(1),πC (5),4), (πR(2),πC (3),5), (πR(3),πC (2),3),(
πR(4),πC (4),1
)
,
(
πR(4),πC (4),1
)}
.
This means that
(
πR(5),πC (1)
)= (4,2), (πR(1),πC (5))= (2,4), (πR(2),πC (3))= (1,4),(
πR(3),πC (2)
)= (4,1), (πR(4),πC (4))= (3,5), (πR(4),πC (4))= (5,3).
so that πR ,πC represent permutations of the sets {r1, r2, r3, r4, r5, r6} = {c1, c2, c3, c4, c5, c6} =
{1,2,3,4,4,5}.
Also note that such a weakly 6-bad conﬁguration cannot result from a 7-bad conﬁguration by
the procedure illustrated in Theorem 8. In fact, suppose that the double point z5 = z6 = (4,4,1)
is obtained by overlapping two different elements, say ẑ5, ẑ6 belonging to the fourth column.
Then the points (1,4,5), (2,4,4) ∈ W on the same column should result from two distinct points
(i,4,5), ( j,4,4) with i, j  1 (see Remark 3). This implies ẑ6 = (4,4,1), ẑ5 = (3,4,1), so that on the
third row there are two points z4 = (3,2,3), ẑ5 = (3,4,1), and just one point (3,5,1) ∈ W , a con-
tradiction. An analogous argument leads to a contradiction also if we assume that the double point
z5 = z6 = (4,4,1) is obtained by overlapping two different elements belonging to the fourth row.
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5. Minimal pyramids
We now focus on Problem 3. Let F = (Z0,W0) ⊂ Z2 be a switching component, with respect to
the coordinate directions. We want to construct a minimal (with respect to the number of levels)
non-additive pyramid S with a weakly k-bad conﬁguration (Z∗,W ∗) such that (π(Z∗),π(W ∗)) =
(Z0,W0). Let p × q be the size of the bounding grid of (Z0,W0). Up to translation we may assume
Z0 ⊂ B(p,q) = [p] × [q]. Also, for a point x ∈ B(p,q), denote by Q i(x), i ∈ {1,2,3,4}, the closed
quadrants where x is, respectively, the bottom-left, bottom-right, upper-right, and upper-left corner
(see Fig. 5).
We address Problem 3 by specifying the m-levels Lm of the minimal pyramid S to be built, where
m ∈ [N] for a suitable positive integer N . We ﬁrst outline the idea of our construction. We partition
iteratively the sets Z0 and W0 into N pairwise disjoint subsets Z1, . . . , ZN , W1, . . . ,WN . At each
iteration m ∈ [N] we determine ﬁrst the sets Wm and W ∗m = {(r, s,m) ∈ Z3,π((r, s,m)) ∈ Wm}, then
the sets Zm and Z∗m = {(i, j,m) ∈ Z3,π((i, j,m)) ∈ Zm}. We then deﬁne
Z∗ =
N⋃
m=1
Z∗m, W ∗ =
N⋃
m=1
W ∗m, (5.1)
where the multiplicity of a point x ∈ Z∗ ∪ W ∗ equals the multiplicity of π(x). At each iteration differ-
ent choices might be allowed, leading to different partitions.
Notice that λ(Z∗) = λ(W ∗) and μ(Z∗) = μ(W ∗), for any choice of the partitions {Zm}, {Wm}, since
(Z0,W0) is a switching component. In order to have ν(Z∗) = ν(W ∗), the partitions {Zm}, {Wm} must
satisfy the following condition: for each point z ∈ Z∗ there exists a point w ∈ W ∗ having the same
x3-coordinate. In other words we must have |Z∗m| = |W ∗m|, where each point is counted with its proper
multiplicity. This motivates the following deﬁnition. Let (Z ,W ) be a weakly bad conﬁguration. For any
two points z = (i, j,m) ∈ Z , w = (r, s,n) ∈ W the pair (z,w) is called an m-associated pair of (Z ,W )
if m = n. We also say that (z,w) is an associated pair of (Z ,W ) if (z,w) is an m-associated pair, for
some m.
The problem then consists in selecting a suitable positive integer N , and corresponding partitions
{Zm}, {Wm} of Z0,W0, respectively, with |Z∗m| = |W ∗m|, so that there exists a minimal pyramid S which
satisﬁes the following property: z ∈ Lm and w /∈ Lm for each m-associated pair (z,w) ∈ (Z∗,W ∗),
where Lm denotes the m-level of S .
Before describing the algorithm, we present two simple lemmas which give some hints on the
choices of N and the corresponding partitions {Zm}, {Wm}. The ﬁrst one provides an upper bound on
the number N of levels of a pyramid solving Problem 3.
Lemma 11. Let S be a pyramid which solves Problem 3, for a given switching component (Z0,W0) ⊂ Z2 . If N
is the number of levels of S, then N  k, where k is the number of points in Z0 counted with their multiplicities.
Proof. Since Z∗ and W ∗ have the same slice vectors, we have, in particular, ν(Z∗) = ν(W ∗). By (2.1),
such slice vectors must be compositions of the integer number k. Suppose that a level L of S exists
which contains no point of Z∗ (and consequently also of W ∗). By deﬁnition of pyramid, if we remove
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set S \ L is a pyramid which solves Problem 3, a contradiction to the minimality of S . Hence, each
level of S intersects the weakly k-bad conﬁguration (Z∗,W ∗), and consequently N  k. 
The next lemma provides an obstruction to associated pairs.
Lemma 12. Let S be a pyramid having a weakly bad conﬁguration (Z ,W ) and let z ∈ Z , w ∈ W . If π(w) ∈
Q 2(π(z)) or equivalently π(z) ∈ Q 4(π(w)), then (z,w) cannot be an associated pair of (Z ,W ).
Proof. Let A = [aij] be the plane partition associated to S and let z = (i, j,m) ∈ Z , w = (r, s,n) ∈ W .
If π(w) ∈ Q 2(π(z)) then r  i and s  j. Since S is a pyramid, z ∈ S and w /∈ S , we have m  aij 
ars < n so that (z,w) cannot be an associated pair. 
Description of the construction of a minimal pyramid.
We ﬁrst select the subset W1 ⊆ W0 and the corresponding set W ∗1 by deﬁning
W1 = W0 ∩
(
B(p,q) \
⋃
x∈Z0
Q 2(x)
)
, W ∗1 =
{
(r, s,1) ∈ Z3, (r, s,0) ∈ W1
}
. (5.2)
If W1 = W ∗1 = ∅, then Problem 3 has no solution by Lemma 12. Otherwise, we deﬁne the sets
P1 = Z0 ∩
(
B(p,q) \
⋃
x∈W1
Q 4(x)
)
, P∗1 =
{
(r, s,1) ∈ Z3, (r, s,0) ∈ P1
}
. (5.3)
If |P1| = |P∗1| < |W1| = |W ∗1 |, then Problem 3 has no solution by Lemma 12. Otherwise, we select
in P1 any subset Z1, having the same number of points as W1, counted with their multiplicity. This
provides the candidates for the ﬁrst level the weakly bad conﬁguration (Z∗,W ∗) we are looking for.
Since the points in Z0\Z1 will be lifted to greater levels, and Z∗ should be contained in a pyramid,
the obtained sets Z1 must satisfy the following condition
Z1 ∩
( ⋃
x∈P1\Z1
Q 2(x)
)
= ∅. (5.4)
For each Z1, deﬁne Z∗1 = {(r, s,1) ∈ Z3, (r, s,0) ∈ Z1}. We then consider the collections
Z1 =
{
Z1 ⊆ P1, |Z1| = |W1|, Z1 ∩
(∪x∈P1\Z1 Q 2(x))= ∅},
Z∗1 =
{
Z∗1 ⊆ P∗1, |Z1| ∈Z1
}
. (5.5)
The sets Z1 ∈ Z1 provide all possible choices for the ﬁrst element of the partition of Z0 we are
building, while the sets Z∗1,W ∗1 give the ﬁrst levels of the weakly bad conﬁguration (Z∗,W ∗) we are
looking for.
For each choice of the set Z1 ∈ Z1, we then iterate the above construction until all the points of
(Z0,W0) are used, namely for m > 1
Wm = (W0 \ Wm−1) ∩
(
B(p,q)\
⋃
x∈Z0\(Z1∪···∪Zm−1)
Q 2(x)
)
,
W ∗m =
{
(r, s,m) ∈ Z3, (r, s,0) ∈ Wm
}
, (5.6)
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(
B(p,q) \
⋃
x∈Wm
Q 4(x)
)
, P∗m =
{
(r, s,m) ∈ Z3, (r, s,0) ∈ Pm
}
, (5.7)
and
Zm =
{
Zm ⊆ Pm, |Zm| = |Wm|, Zm ∩
{∪x∈Pm\Zm Q 2(x)}= ∅}, Z∗m = {Z∗m ⊆ P∗m, Zm ∈Zm},
(5.8)
where Z∗m = {(r, s,m) ∈ Z3, (r, s,0) ∈ Zm}, and the points are counted with their multiplicity.
The previous construction produces a number of weakly bad conﬁgurations (Z∗,W ∗), if they do
exist, for which there exist pyramids S (not necessarily minimal) with the weakly bad conﬁgurations
(Z∗,W ∗). We now explain the construction of such pyramids S . Let (Z∗,W ∗) be a weakly bad con-
ﬁgurations obtained by the above procedure and satisfying (5.1). We deﬁne a sequence Am = (amij ),
1m N , of p × q plane partitions formed as follows.
1. Let A0 be the zero p × q matrix.
2. For each m ∈ [N], consider all z = (i, j,m) ∈ Z∗m , and put amij = m. We call such entries the m-
fundamental entries of Am .
3. For each m-fundamental entry amij , and for each h < i and k < j we then deﬁne a
m
hk =m.
4. We put all the remaining entries of Am equal to the corresponding entries of Am−1.
Notice that the condition on the choices of the sets Zm (see (5.4) where the subscript 1 is replaced
by m) guarantee that the entries of Am , which correspond to (m − 1)-fundamental entries of Am−1,
keep the same values as in Am−1. Therefore the matrix Am built at each step is a plane partition.
The pyramid S we look for corresponds to the plane partition A = AN . A solution to Problem 3 is
determined by any pyramid corresponding to a weakly bad conﬁgurations (Z∗,W ∗) or, equivalently,
to an associated plane partition AN , where N is minimal. Note that more solutions are allowed.
Remark 4. By construction, the Z∗ lists of the weakly bad conﬁgurations produced as above consist
always of corner points. Therefore, by Theorem 8, each level of an output pyramid S presents the
minimal number of points (counted with their proper multiplicity) allowed for any other possible
solution to Problem 3 with the same number of levels, and the same weakly bad conﬁguration as S .
Now, an algorithm (PA) can be outlined for the determination of all plane partitions corresponding
to the pyramids provided by the above construction. Answers to Problem 3 can be obtained by any
minimal output. We ﬁrst describe two procedures (CL) and (CWBC). The ﬁrst one produces the m-
levels of the weakly bad conﬁguration at any iteration m. The second one returns all the weakly bad
conﬁgurations to be employed in forming the required plane partitions.
Procedure 1.
Computing Levels (CL)
1: for all Zm−1 ∈Zm−1 do  Procedure (CL) works for any choice of Zm−1 ∈Zm−1 .
2: Compute Wm and Pm;
3: if Wm = ∅ or |Pm| < |Wm| then
return Zm = ∅
4: else
5: Compute Zm;
6: for all X ∈Zm do Zm = X ;
7: Compute Z∗m and W ∗m;
return Z∗m and W ∗m;  This provides the m-levels of the required weakly bad conﬁgurations.
8: end for
9: end if
10: end for
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Computing Weakly Bad Conﬁgurations (CWBC)
1: m := 0; Z0 = Z0;
2: m :=m + 1;
3: procedure (CL);
4: end procedure
5: if Zm = ∅ then go to Step 8
 Different selections of Zm−1 ∈Zm−1 might lead to different choices.
6: else go to Step 2;
7: end if
8: N :=max{m, Zm 
= ∅};  Different selections of Zm−1 ∈Zm−1 might provide different N.
9: if
⋃N
m=1 Wm 
= W0 then
return No weakly bad conﬁguration
10: else
return All (Z∗ =⋃Nm=1 Z∗m, W ∗ =⋃Nm=1 W ∗m);
11: end if
Algorithm 13.
Pyramid Algorithm (PA)
Require: A switching component F = (Z0,W0) ⊂ B(p,q).
1: procedure (CWBC);
2: end procedure
3: for all (Z∗,W ∗) do
4: while 1 h p, 1 k q do
5: a0hk = 0
6: end while  All the entries of the p × q matrix are initialized to 0;
7: for m = 1 → N do
8: while (r, s,0) ∈ Zm do
9: Deﬁne
{
amhk =m for 1 h r, 1 k s,
amhk = am−1hk otherwise.
 amrs =m are the m-th fundamental entries of A.
10: end while
return The plane partition Am = (amhk);
11: end for
12: end for
We now present a few examples to show how (PA) works.
Example 14. Let us apply the (PA) to the switching component F = (Z0,W0) associated to the non-
additive pyramid considered in Example 7 (see [1,8]). In Fig. 6-A (up-left), Z0,W0 consist of the light
and dark colored squares, respectively.
We represents below the same switching component where Z0 is formed by the dotted squares
and W0 by the black squares
            
   2 
    
Algorithm (PA) ﬁrst selects the set W ∗1 , formed by points projecting in the following boxed black
squares.
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            
   2 
    
Then there are two options for the construction of Z∗1 , corresponding to the following choices of the
projections, represented by the boxed dotted squares.
            
   2 
    
or
            
   2 
    
The ﬁrst choice returns W2 = ∅, and consequently, being W0 not covered completely, it gives no
solution. The second option leads to the set W ∗2 whose projection is formed by the following boxed
black squares. To the square corresponding to ﬁrst fundamental entries we assign the value it attains
in the resulting plane partition.
            
   1 
    
The corresponding set Z∗2 has the following projections
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At the third step we get the set W ∗3 whose projection is formed by the following boxed black squares
    2   1     
 1  1 
2    
The remaining two points of Z0 form the projection of the associated set Z∗3 .
We have now the list of m-th fundamental entries, for m ∈ {1,2,3}, represented in the following
picture
    2  3   3      1 
2    .
Then the following sequence of plane partitions is produced, where the last one deﬁnes the output
pyramid S .
A1 =
⎡⎢⎢⎢⎣
1 1 1 1 0
1 1 1 1 0
1 1 1 1 0
1 1 1 1 0
0 0 0 0 0
⎤⎥⎥⎥⎦ , A2 =
⎡⎢⎢⎢⎣
2 2 2 2 2
2 1 1 1 0
2 1 1 1 0
2 1 1 1 0
2 0 0 0 0
⎤⎥⎥⎥⎦ , A = A3 =
⎡⎢⎢⎢⎣
3 3 3 2 2
3 3 3 1 0
3 3 1 1 0
2 1 1 1 0
2 0 0 0 0
⎤⎥⎥⎥⎦ .
Figs. 6-A–C show the construction of the graph of the N = 3 levels of S . Note that the pyramid
of Example 7 has ﬁve levels. However, differently from that pyramid, which is known to be a set
of uniqueness (see [1]), S is not uniquely determined by its slice vectors, since the two lists Z ′ =
{(2,3,3), (5,1,2), (4,4,1)} and W ′ = {(4,1,3), (2,4,2), (5,3,1)} determine a 3-bad conﬁguration.
Example 15. Assume F = (Z0,W0) ⊂ B(3,8) to be the following switching component, where, as
above Z0 is formed by the dotted squares and W0 by the black squares
       
       
       
By applying Algorithm (PA) it turns out that the minimal greatest entry is N = 5. Below we illustrate
the 5 steps leading to a minimal solution. As in the previous example, we point out the chosen
squares by boxed squares, while to the squares corresponding to the fundamental entries, we associate
their corresponding values in the resulting plane partition.
• m = 1. W1 = {(3,6,0)} (and consequently W ∗1 = {(3,6,1)}). It is allowed, for instance, the selec-
tion of Z1 = {(2,8,0)} (and consequently Z1 = {(2,8,1)}). The corresponding 1-th fundamental entry
is represented below
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• m = 2. We have W2 = {(1,8,0), (2,7,0)} (from which W ∗2 = {(1,8,2), (2,7,2)}) and Z2 ={(2,6,0), (3,5,0)} (from which Z∗2 = {(2,6,2), (3,5,2)}). The corresponding 2-th fundamental entries
are represented below
       
     2  1
    2   
• m = 3. W3 = {(2,5,0), (3,4,0)} (W ∗3 = {(2,5,3), (3,4,3)}), Z3 = {(3,3,0), (2,4,0)} (Z∗3 ={(3,3,3), (2,4,3)}), and
       
   3  2  1
  3  2   
• m = 4. W4 = {(2,3,0), (3,2,0)} (W ∗4 = {(2,3,4), (3,2,4)}), Z4 = {(3,1,0), (2,2,0)} (Z∗4 ={(3,1,4), (2,2,4)}), and
       
 4  3  2  1
4  3  2   
• m = 5. W5 = {(2,1,0)} (W ∗5 = {(2,1,5)}), Z5 = {(1,7,0)} (Z∗5 = {(1,7,5)}), and
      5 
 4  3  2  1
4  3  2   
Therefore, the output gives the following plane partition
A =
⎡⎣ 5 5 5 5 5 5 5 14 4 3 3 2 2 1 1
4 3 3 2 2 0 0 0
⎤⎦ .
Note that different outputs, not necessarily minimal, are obtained for different choices of the sets
Zm at some step. For instance, in the list provided by PROCEDURE 1 we could select Z1 = {(3,5,0)},
so obtaining the pyramid associated to the following plane partition⎡⎣ 7 7 7 7 7 7 7 36 6 5 5 4 4 3 3
4 2 2 1 1 0 0 0
⎤⎦ ,
which clearly is not minimal.
These constructions base on the same switching component (Z0,W0) which is represented by the
arrow diagram in [6, Section 5, Fig. 5], where the authors associate two different pyramids, having 45
and 23 different levels respectively.
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Fig. 8. A switching component with no pyramids determined by (PA).
We also remark that the above examples shows that the upper bound provided by Lemma 11, can
be often reduced.
Example 16. In Fig. 7 left it is shown a switching component F = (Z0,W0) consisting of four light
and four dark colored squares, respectively. By applying the Algorithm (PA) we get the minimal non-
additive pyramid S shown in the middle, with the colored cubes representing Z∗ . On the right, the
corresponding set (S ∪ W ∗) \ Z∗ is represented, where W ∗ consists of the colored cubes.
Example 17. Fig. 8 shows an example where the switching component F = (Z0,W0) consists of
Z0 = {(1,2,0), (2,1,0), (3,3,0)} and W0 = {(1,1,0), (2,3,0), (3,2,0)}. Since ⋃x∈Z0 Q 2(x) = B(3,3),
we have W0 ⊂⋃x∈Z0 Q 2(x). Therefore (PA) returns no pyramids.
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Appendix A
Now we prove the statement in Remark 2, saying that for k = 3 the inequalities in Corollary 4
provide also a necessary condition for the existence of a 3-bad conﬁguration. This, together with
Corollary 4, gives the following result of [8, Corollary 5.2].
Proposition 18. Let S be a pyramid with associated plane partition A. S has a 3-bad conﬁguration if and only
if positive integer numbers a < b < c exist such that the associated plane partition, or its transpose, contains a
3× 3 submatrix (σst) satisfying σ23 < a σ32  σ31 < b σ13  σ12 < c  σ21 .
Proof. The above condition is suﬃcient by Corollary 4, so that it remains to prove the necessary part.
Let (Z ,W ) be a 3-bad conﬁguration for S , with Z = {z1, z2, z3}, W = {w1,w2,w3}. Let us consider
the projections (Z0,W0) = (π(Z),π(W )) ⊂ Z2. Then (Z0,W0) is a switching component with respect
to the coordinate directions in Z2. Moreover, since (Z ,W ) is a 3-bad conﬁguration, we have π(zi) 
=
π(z j) (as well as π(wi) 
= π(w j)) for all i, j ∈ {1,2,3}, i 
= j (otherwise |Z | = |W | > 3), and π(zi) 
=
π(w j) since S is a pyramid. Further, the bounding grid of π(Z) ∪ π(W ) have size 3× 3, so that the
points in π(Z) ∪ π(W ) must be the vertices of a hexagon (this follows also by the characterization
theorem of switching components proved by L. Hajdu and R. Tijdeman in [3]). Let r1 < r2 < r3 and
c1 < c2 < c3 be the x1 and x2 coordinates of the points in π(Z) ∪π(W ), respectively. Up to exchange
the role of c1 and c3 we then have
408 P. Dulio, C. Peri / Advances in Applied Mathematics 50 (2013) 390–408Z ∪ W = {(r1, c2,br1,c2), (r1, c3,br1,c3), (r2, c1,br2,c1), (r2, c3,br2,c3),
(r3, c1,br3,c1), (r3, c2,br3,c2)
}
.
We distinguish two cases.
Suppose (r3, c2,br3,c2 ) ∈ Z . Since Z ,W have same slice vectors then (r1, c2,br1,c2 ), (r3, c1,
br3,c1 ) ∈ W . Since S is a pyramid, between (r2, c1,br2,c1 ), (r2, c3,br2,c3 ), it must be (r2, c1,br2,c1 ) ∈ Z
and (r2, c3,br2,c3 ) ∈ W , so that br3,c2 > br2,c3 . This also implies (r1, c3,br1,c3 ), (r2, c1,br2,c1 ) ∈ Z , and
br1,c3 > br3,c1 , br2,c1 > br1,c2 . Consider the 3 × 3 submatrix K = (σst) of the plane partition A = (aij),
where σi j = ari ,c j for i, j ∈ {1,2,3}. Note that σi j < bri ,c j if (ri, c j,bri ,c j ) ∈ W , while σi j  bri ,c j if
(ri, c j,bri ,c j ) ∈ Z . This, together with the previous inequalities, gives
σ23 < br2,c3 < br3,c2  σ32  σ31 < br3,c1 < br1,c3  σ13  σ12 < br1,c2 < br2,c1  σ21,
as required.
Let us now suppose (r3, c2,br3,c2 ) ∈ W . By a similar argument we get a 3 × 3 submatrix which
equals the transpose of K . This completes the proof. 
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