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a b s t r a c t
A new Radau IIA code with an order of 17 is programmed for the well-known implicit
Runge–Kutta program package RADAU. Several numerical examples are reported in this
article to demonstrate the performance and efficiency of the new algorithm. They are real
stiff problems obtained from the simulation of mechanical systems.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
The numerical integration of large systems of stiff ordinary differential equations (ODEs) is one of the primary concerns
in the field of numerical analysis and scientific computing due to its importance in many applications in science and
engineering. Much progress has been made in developing effective numerical algorithms with strong stability properties
and efficient computer software packages for solving various difficult stiff ODEs. One family of stiff ODE numerical solvers
results from themodifications of the classical Backward Differentiation Formulas (BDF). The well-known program packages
from this family include VODE (or its early versions DIFSUB and LSODE) or MEBDF. In recent years, some exponential fitting
BDF methods were proposed. Another family of stiff ODE solvers is developed based on the implicit Runge–Kutta approach.
Compared to a BDF algorithm, an Implicit Runge–Kutta (IRK) scheme is a single stepmethod, which not only can have a high
order of accuracy but also favorable numerical stability properties. The well-known IRK packages include RADAU, STRIDE,
DIRK and SDIRK. Some exponential fitting methods were also developed based on the Runge–Kutta classical methods. Some
stabilized explicit Runge–Kutta methods have been used with good results solving parabolic problems. Some references for
applications, problems and methods to solve stiff problems are [1–9], for example.
Radau IIA methods are successful algorithms for the numerical solution of stiff differential equations, many papers have
been recently published solving new problems or deriving new strategies, many of them focus on new procedures to solve
the nonlinear equations at each step [10–13].
In this paper, we will calculate the coefficients of a Radau IIA method with an order of 17. We then program it as a part of
RADAU. Currently, RADAU contained only three Radau IIA methods, which have orders 5, 9, and 13, respectively [14]. One
main feature of RADAU is its automatical selection of step sizes and order numbers. We keep it in our new version of RADAU
such that an order selection of RADAU can be up to 17 (we will call the variable order method as RADAUP17).
We will use the new method to solve three well-known examples from mechanics: Plate, Slider Crank and Caraxis. The
first one is a linear ordinary differential equation, while the other two are nonlinear 2 and 3 differential algebraic equations.
The paper is organized as follows. In Section 2, we introduce the s-stage Radau IIA method with s = 9, and discuss its
stability and accuracy in theory. The Radau IIA method with s = 9 is programmed as a part of the well-known RADAU
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package, which is briefly described in Section 3. Finally, in Section 4, we present some numerical results and comparisons
with the current version of RADAU.
2. The Radau IIA method
We consider an implicit Runge–Kutta (IRK) method for solving a stiff initial-value problem of the form
y′(x) = f (x, y(x)), x ∈ [x0, xf ], y(x0) = y0, (1)
where y ∈ RN , and f (x, y) is continuous and satisfies the Lipschitz condition on the domain [x0, xf ] × RN . Such a problem is
well known to have a unique solution [15]. In the classical Butcher notation [16], the s-stage IRK method is defined by
yn+1 = yn + h
s∑
i=1
bif (xn + cih, ui), (2)
where h is the step size, yn denotes a numerical approximation to y(xn), and the s-stage values, {ui}si=1, are determined by
the nonlinear system
ui = yn + h
s∑
j=1
aijf (xn + cjh, uj), i = 1, . . . , s. (3)
Here bi, cj and aij are the given coefficients. Different ways in selecting them lead to different IRK methods. Some famous
IRK methods are referred to as the Gauss, Radau and Lobatto methods due to their parameters determined by using Gauss,
Radau and Lobatto polynomials [5] (they are all interesting due to their stability properties).
In this paper, we consider a well-known Radaumethod, called Radau IIA, whose coefficients are selected in the following
way:
(1) Set {ci}si=1 as the zeros of the Radau polynomial
ds−1
ds−1
(xs−1(x− 1)s). (4)
(2) Set {aij} as the solution of the linear system
s∑
j=1
aijc
q−1
j =
cqi
q
, i = 1, . . . , s, q = 1, . . . , s. (5)
(3) Set bi = as,i for i = 1, 2, . . . , s.
The linear system (5) comes from the so-called ‘‘simplifying assumptions’’ [17]. As shown in Theorem 5.3 in [5] (page 73),
the s-stage Radau IIAmethod has an accuracy order of 2s−1 and is A-stable and L-stable. The s-stage Radau IIAmethodswith
s = 3, 5 and 7were obtained in [14], along with a variable order and variable step strategy to allow an automatical selection
of time step size and an automatical switch of the order of the Radau IIA method among 5, 9 and 13. These three methods
and the variable order and variable step strategy schemes were programmed as the software package RADAU [5,14].
To extend the capability of RADAU, in this paper, we construct the 9-stage Radau IIA algorithm and add it to RADAU,
which can now automatically select s up to 9 (or with an order of accuracy up to 17).
To do so, we got the Radau polynomial P9(x) of degree 9 from (4) with s = 9 as below:
P9(x) = −1+ 81x− 1620x2 + 13 860x3 − 62 370x4 + 162 162x5
− 252 252x6 + 231 660x7 − 115 830x8 + 24 310x9.
Its nine zeros, cj for j = 1, 2, . . . , 9, were found on Mathematica [18]:
c1 = 0.01777991514736345181320510, c2 = 0.09132360789979395600374145,
c3 = 0.21430847939563075835754126, c4 = 0.37193216458327230243085396,
c5 = 0.54518668480342664903227223, c6 = 0.71317524285556948105131376,
c7 = 0.85563374295785442851478148, c8 = 0.95536604471003014926687897, c9 = 1.
Using the above values of cj, we then formulated the linear system (5) and obtained its solution {aij}9i,j=1 on Mathematica.
Here the numerical values of {cj} and {aij}were found to satisfy the following accuracy rules:
max
1≤i≤s
|P9(ci)| < 10−40, max
1≤i,q≤9
∣∣∣∣∣ 9∑
j=1
aijc
q−1
j −
cqi
q
∣∣∣∣∣ < 10−35.
Hence, they have very high accuracies. The values of ci given here are only shown in the first 25 digits.
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We did not list out the values of aij because they do not appear explicitly in RADAU due to a special numerical scheme
for solving the linear system at each step of the simplified Newton iterative method, which is the numerical algorithm for
solving the nonlinear system (3) in RADAU [14]. As a result of this special numerical scheme, a linear system of dimension
9N can split into five small linear systems: one with dimension N and other four with dimension 2N . As required by this
numerical scheme, we formulated a matrix A = (aij)9×9. Then, we found a transformation matrix, T , on Mathematica to
transform the inverse matrix A−1 into a simple block diagonal matrix as given below:
T−1A−1T =

γ 0 0 0 0
0 Λ1 0 0 0
0 0 Λ2 0 0
0 0 0 Λ3 0
0 0 0 0 Λ4
 withΛj =
(
αj −βj
βj αj
)
for j = 1, 2, 3, 4. (6)
Here the 81 entries tij of T are listed in the Appendix, γ = 11.5873509212862784070515750,
α1 = 4.96612926068677791126709775, β1 = 13.8646859789140359482326912,
α2 = 8.28004220055088699884146721, β2 = 10.1383596611087926161157807,
α3 = 10.2068832208485051487064159, β3 = 6.68014072379038041225198046,
α4 = 11.2532698572706907376592315, β4 = 3.32134053152182946011157629.
Actually, γ and αj ± βj
√−1 for j = 1, 2, 3, 4, are the real eigenvalue and complex conjugate eigenvalue pairs of A−1,
respectively, and T consists of the corresponding eigenvectors. The result of (6) confirms that the linear system of dimension
9N splits into onewith dimensionN and other fourwith dimension 2N . Consequently, thework amount for solving the linear
system at each simplified Newton step is reduced sharply if the LU decomposition algorithm is used for solving the linear
system [14].
Applying a Runge–Kutta method to Dahlquist’s test equation y′ = λy gives a numerical approximation y1 = R(λh)y0,
where R(z) is called the stability function of the method. For the Runge–Kutta method (2), it was demonstrated that the
stability function can be written as
R(z) = 1+ zbt(Id− zA)−11,
being bt = (b1, . . . , bs), A = (aij)si,j=1 and 1 = (1, . . . , 1)t (see [5] or [19]) and, therefore, that the s-stage Radau IIA method
has the (s − 1, s) subdiagonal Padé approximation as stability function, is A-stable and L-stable, it was also demonstrated
that it has order 2s − 1 and is B-stable (see [20,5]). In Fig. 1 we show the stability regions of the Radau IIA methods of
s = 3, 5, 7, 9 stages.
The new Radau IIAmethodwith s = 9 has shown good results especially applied to some differential algebraic equations
(DAEs) frommechanics. DAEs are a general form of differential equations given in implicit form, they are usually written as
f
(
x, y,
dy
dt
, t
)
= 0, (7)
where t is a scalar and x and y are vectors, f : R2n+m+1 → Rn+m. If they are given with initial conditions, these ones must be
a solution of the system
f
(
x0, y(t0),
dy
dt
∣∣∣∣
t=t0
, t0
)
= 0. (8)
Implicit Runge–Kutta methods as Radau can be applied to these kinds of problems, since they have good results with
singular perturbation problems and we can consider differential algebraic equations as the resulting formulas when  → 0.
Typically an order reduction takes place with these kinds of problems and the methods with high order have favorable
properties as we will check numerically.
3. New version of program package RADAU
In this sectionwe shall demonstrate the performance of the new scheme by implementing it to solve linear and nonlinear
problems. The new scheme shows better resultswhen small tolerances are used and (then) smaller length steps are required,
as it is possible to be checked in the first test problem.
We used an embedded pair of methods as those given in [14] and [5] in our new version of RADAU, along with the same
strategies as the ones used in the previous version of RADAU [14] to adaptively select the order of the Radau IIA method
from the set of 5, 9, 13, and 17, and to control the selection of step sizes hn for n = 0, 1, 2, . . .. In detail, we set
hn+1 = min{ρ1, ρ2},
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(a) Radau IIA method with s = 3. (b) Radau IIA method with s = 5.
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(c) Radau IIA method with s = 7. (d) Radau IIA method with s = 9.
Fig. 1. Absolute stability regions (in grey) of the Radau IIA methods with s = 3, 5, 7, 9. Horizontal and vertical axes represent Re(λh) and Im(λh).
where ρ1 and ρ2 are defined by
ρ1 = % hn‖estn‖1/(s+1) , and ρ2 = %hn
1
‖estn+1‖1/(s+1)
hn
hn−1
( ‖estn‖
‖estn+1‖
)1/(s+1)
. (9)
Here % = 0.9(2kmax+1)/(2kmax+NI), kmax is themaximally allowable number of iterations of a nonlinear iterativemethod
for solving the nonlinear system (3), NI is the number of the iterations taken in the current step,
‖est‖ =
√√√√ 1
N
N∑
i=1
(
erri
sci
)2
, (10)
sci = Atoli + max(|yn−1 i|, |yn i|)Rtoli, erri denotes the ith component of the vector (I − hγ0J)−1(yˆn − yn), γ0 is the real
eigenvalue of the matrix A−1 with A = (aij), J = ∂ f∂y (xn−1, yn−1), and yˆn is an approximation of yn with order s by a linear
combination of hf (xn−1, yn−1) and the s internal values f (xn−1 + cjh, uj) for j = 1, 2, . . . , s.
4. Numerical examples on mechanical systems
In this section we will compare the new algorithm with other well-known codes based on the Radau IIA methods.
In the tables or figures that appear below, we use the name RADAU to show the numerical results obtainedwith the code
RADAU.f that can be downloaded from the web page of E. Hairer (it is a variable order program that uses the fifth-, ninth-
and thirteenth-order schemes).
Radau5 is the code based on the fifth-order algorithm that uses the simplified Newton scheme described in Section 2 to
solve the stage equations.
The numerical results with another fifth-order numerical scheme are also given in the first example. Radau5SN is the
code derived by González-Pinto et al. [11]. In this case, a single-Newton iterative algorithm is used for the solution of the
stage equations of the Runge–Kutta method.
Radau-s7 denotes the RADAU.f code previously described fixing s = 7 (s, the number of stages).
When s = 9, we get the numerical results with the new algorithm programmed for this paper, we denote it as Radau-s9.
This previous code has also been added to the package RADAU to obtain a variable order method with orders 5, 9, 13 and
17, we shall call this new package RADAUP17.
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Table 1
Numerical results with RADAU and RADAUP17 in Plate using h = 2/9 in the spatial discretization.
Rtol Method Nfe NJac Nstp Nrej CPUT scd
10−6 RADAU 266 6 37 5 0.2303 8.53
RADAUP17 266 6 37 5 0.2303 8.53
10−7 RADAU 271 3 35 2 0.2103 8.54
RADAUP17 286 3 35 2 0.2103 9.56
10−8 RADAU 322 3 38 2 0.2404 9.33
RADAUP17 325 3 35 2 0.2504 8.24
10−9 RADAU 457 5 48 4 0.3004 9.77
RADAUP17 411 2 42 2 0.2604 9.72
10-12
10-10
10-8
10-6
.1 .2 .5 1 2
RADAUP17
RADAU
Radau5SN
Radau5
CPU time
Er
ro
r
Fig. 2. Comparisons of the errors in the numerical integration of the problem PLATE using h = 2/9 in the spatial discretization.
4.1. Test 1: Plate
The test problem known as Plate is a linear and non-autonomous example. As it appears in [5], it can be considered of
medium stiffness and medium size (80) with negative real and complex eigenvalues ranging between −500 ≤ Re(λ) < 0
with maximal angle 71.
It describes the movement of a rectangular plate under the load of a car passing across it. The corresponding PDEs are:
∂2u
∂t2
+ ω∂u
∂t
+ σ∆∆u = f (x, y, t). (11)
The plateΩ = (x, y); 0 ≤ x ≤ 2, 0 ≤ y ≤ 4/3 is usually discretized on a grid of 8 × 5 interior points xi = ih, yj = jh,
h = 2/9, however we shall also consider h = 1/18 where the example is much stiffer.
We shall consider 0 ≤ t ≤ 7 as the integration interval,
u|∂Ω = 0, ∆u|∂Ω = 0, u(x, y, 0) = 0, ∂u
∂t
(x, y, 0) = 0 (12)
as the initial and boundary conditions and f (x, y, t) is idealized by the sum of two Gaussian curves which move in the
x-direction and which reside on four wheels:
f (x, y, t) =
{
200(e−5(t−x−2)
2 + e−5(t−x−5)2) if y = y2 or y4
0 for all other y.
(13)
The plate operator∆∆ is discretized via the standard computational molecule and the friction and stiffness parameters
are chosen as ω = 1000 and σ = 100.
We have compared the numerical results obtainedwith the code RADAU.f, that appears in theweb page of Hairer and the
new code proposed in this paperwith variable order up to 17 (RADAUP17). In Table 1we are showing the number of function
evaluations (Nfe), the number of jacobian evaluations (NJac), the total number of steps (Nstp), the number of rejected steps
(Nrej), the CPU Time employed (CPUT) and the error in norm 2 with both codes (scd= − log(err)), RADAU and RADAUP17
and different tolerances. We have used h0 = 10−5 and ATol = RTol10−3 in both cases.
In this example, when the tolerance (Rtol) was bigger than 10−6 the results were the same with both codes, but with
smaller tolerances the difference between both codes grew up as we can see in Fig. 2, where we have included the results
with Radau5SN and Radau5.
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Table 2
Numerical results with RADAU and RADAUP17 in Plate with a grid of 35× 23 interior points.
Rtol Method Nfe NJac Nstp Nrej N7 N9 CPUT scd
10−6 RADAU 345 5 46 4 12 – 11.672 7.275
RADAUP17 353 5 46 4 10 2 12.391 9.264
10−7 RADAU 412 6 45 5 20 – 14.266 9.172
RADAUP17 384 5 41 4 10 6 13.281 8.161
10−8 RADAU 502 5 50 4 25 – 13.938 9.898
RADAUP17 422 3 42 2 9 8 12.875 9.708
10−9 RADAU 578 6 56 5 29 – 15.828 10.047
RADAUP17 503 5 48 4 10 11 14.094 10.122
Table 3
Numerical results with RADAU and Radau-s9 in slider crank problem.
Rtol Method Nfe NJac Nstp Nrej CPUT mescd scd
10−4 RADAU 724 90 103 13 0.031 0.21 1.91
Radau-s9 4258 64 64 0 0.109 0.09 2.30
10−6 RADAU 2643 162 169 0 0.125 0.20 2.50
Radau-s9 12174 206 213 0 0.344 0.70 3.70
10−8 RADAU 10573 391 419 2 0.391 1.65 4.66
Radau-s9 19891 302 343 27 0.562 3.05 6.06
In this figure we check that RADAU or RADAUP17 can be improved with new strategies to solve the nonlinear equations,
but higher-order methods usually get better results than lower-order algorithms when tolerances are small or when the
CPU time mostly depends on the number of function evaluations and therefore the new RADAUP17 can be useful when
small errors are required.
The plateΩ = (x, y); 0 ≤ x ≤ 2, 0 ≤ y ≤ 4/3 was also discretized on a grid of 35 × 23 interior points, h = 1/18. We
have used h0 = 10−5 and ATol = RTol = 10−5 with both codes and different values of RTol.
In Table 2 we are comparing, again, both codes with different tolerances. We are also showing the number of steps that
the 13th- (it was represented with N7) and the new 17th-order (N9) methods were used.
In general, we check that the number of steps that RADAU or RADAUP17 use the higher-order formulas (in comparison
with the total number of steps) grows when the tolerances are smaller. For example, with RTol = 10−6 RADAU uses the
13th-order formula 12 and the total number of steps is 46 (0.26), however if RTol = 10−9, RADAU uses 29 times the 13th
formula in 56 steps (0.52). Similar results are obtained with RADAUP17. Therefore, the inclusion of the 17th-order formula
in the RADAU code leads to some improvements when the required accuracy is bigger.
4.2. Test 2: Slider crank
This problem was contributed by Bernd Simeon to the CWI test set initial-value problems. The slider crank shows some
typical properties of simulation problems in flexible multibody systems, i.e., constrainedmechanical systemswhich include
both rigid and elastic bodies. It is also an example of a stiff mechanical system since it features large stiffness terms in
the right hand side. Accordingly, there are some fast variables with high frequency oscillations. This problem is originally
described by a second-order system of differential algebraic equations (DAEs), but transformed to first order and semi-
explicit system of dimension 24.
The planar slider crank mechanism consists of a rigid crank, an elastic connecting rod, a rigid sliding block and two
revolving and one translational joint. The model describes the equations of motion of the overall multibody system.
More details about the origin of the problem can be found in http://pitagora.dm.uniba.it/~testset/report/crank.pdf, the
mathematical description of the problem with the equations of the motion and the parameters for the problem also appear
there.
The slider crankmodel corresponds to a nonlinearmodelwithout damping, it is a 2 differential algebraic equation system
of dimension 24 with a high oscillatory solution traditionally solved in the region 0 ≤ t ≤ 0.1.
We have used the drivers and solution in the web page http://pitagora.dm.uniba.it/~testset/software.php provided by
the CWI.
The numerical results showed in the web page of the CWI with well-known methods as MEBDFDAE, PSIDE or the same
RADAU show many difficulties to get a high accuracy in this problem as we will also show. In this case we have considered
Rtol = Atol = h0 = 10−4, 10−6 and 10−8.
In Table 3 we have compared the variable order method RADAU with the new Radau IIA method with s = 9 (Radau-s9),
we checked that the newmethod is in many cases more efficient with DAEs and allows a better accuracy. In this casemescd
means themaximum norm of themixed error and scd is using the relative error, in computing this value only the first seven
and the last three components were taken into account, since they refer to the physically important quantities.
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Table 4
Numerical results with RADAU and Radau-s9 in car axis problem.
Rtol Method Nfe NJac Nstp Nrej CPUT scd
RADAU 850 95 98 1 0.008 0.19
10−4 Radau-s7 2679 73 106 31 0.016 0.78
Radau-s9 4663 71 119 46 0.018 3.16
RADAU 1742 196 201 1 0.016 1.28
10−6 Radau-s7 2673 59 80 18 0.016 0.45
Radau-s9 6520 92 176 82 0.039 5.10
RADAU 3783 411 418 1 0.031 2.74
10−8 Radau-s7 3802 79 114 29 0.031 2.07
Radau-s9 7877 95 192 91 0.051 6.57
10-7
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10-3
10-1
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Fig. 3. Results in the numerical integration of problem the problem car axis.
4.3. Test 3: Car axis
The problem is a stiff DAE of index 3, consisting of 8 differential and 2 algebraic equations. It has been taken from the
web page of the CWI http://pitagora.dm.uniba.it/~testset/problems/caraxis.php where a larger description can be found.
The car axis problem is an example of a rather simple multibody system, in which the behavior of a car axis on a bumpy
road is modeled by a set of differential algebraic equations. They modeled the situation that the left wheel at the origin
(0; 0) rolls on a flat surface and the right wheel at coordinates (xb; yb) rolls over a hill of height h every τ seconds. The
length of the axis, denoted by l, remains constant over time. Two springs carry over the movement of the axis between the
wheels to the chassis of the car, which is represented by the bar (xl; yl)− (xr; yr) of massM . The two springs are assumed
to be massless and have Hooke’s constant 1/ε2 and length l0 at rest. There are two position constraints. Firstly, the distance
between (xl; yl) and (xr; yr) must remain constantly l and secondly, for simplicity of the model, we assume that the left
spring remains orthogonal to the axis. If we identify pwith the vector (xl; yl; xr; yr)T , then we get the algebraic equations.
More details of the origin of themodel, themathematical description of the test problem,with the values of the constants,
are in the web page of the CWI.
In Table 4 we have compared the variable order method RADAU with the Radau IIA method with s = 7 (Radau-s7) and
the new Radau IIA method with s = 9 (Radau-s9).
Again, we have used the drivers and solution in theweb page http://pitagora.dm.uniba.it/~testset/software.php provided
by the CWI and the numerical results show many difficulties to get a high accuracy in this problem. Again, Rtol = Atol =
h0 = 10−4, 10−6 and 10−8.
For example, as it is shown in the web page http://pitagora.dm.uniba.it/~testset/software.php when Rtol = Atol = h0 =
10−4, the code BIMD requires 71 to solve this problem with 0 rejections, but scd = 0.34 far from the required RTol. GAMD
needs only 39 steps with no rejections, but scd = 0.39, MEBDFI requires 280 with only 2 rejections and scd = −0.23 and
PSIDE-1 needs 55 steps with 1 rejection and scd = −0.28. Similar results are reported for Rtol = Atol = h0 = 10−7, 10−10
and MEBDFDAE, PSIDE or RADAU has many difficulties to get scd> 4. When Radau-s9 was used the number of rejections
was clearly larger than with the other methods, but the error is according with the values of Rtol.
In Fig. 3, we are showing a comparison with Rtol = Atol = h0 = 10−4, 10−5, 10−6, 10−7, 10−8, for the codes RADAU,
RADAU fixing s = 7 (Radau-s7) and the new algorithm Radau-s9.
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5. Conclusion
In this paper a new Radau IIA code with an order of 17 was programmed for the well-known implicit Runge–Kutta
program package RADAU. We showed that higher-order algorithms are useful when a high accuracy is necessary. This
is specially interesting with very stiff or DAEs problems. Several numerical examples were reported to demonstrate the
performance and efficiency of the new algorithm. They were very well-known real problems obtained from the simulation
of mechanical systems and the results with the new method were very good when small tolerances were chosen.
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Appendix. The transformation matrix of the 9-stage Radau IIA method
Let T be the transformation matrix of the 9-stage Radau IIA method defined in (6). Its 81 entries tij for i, j = 1, 2, . . . , 9
were found on Mathematica [18] in a high working precision. As required by the software package RADAU, they are listed
as below:
t11 = −0.20294637014613× 10−06, t12 = 0.77082880396807× 10−02,
t13 = −0.10662728004416× 10−01, t14 = 0.18358317093950× 10−02,
t15 = 0.18086870577559× 10−02, t16 = −0.83560936954228× 10−03,
t17 = 0.51575320335652× 10−03, t18 = −0.16130115660784× 10−03,
t19 = −0.55646044994609× 10−03, t21 = 0.21840509896990× 10−06,
t22 = −0.14714244520548× 10−01, t23 = 0.17580529646680× 10−01,
t24 = −0.22856422138004× 10−02, t25 = −0.33716381438199× 10−02,
t26 = 0.12698345954937× 10−02, t27 = −0.41058290073788× 10−03,
t28 = 0.72914467361256× 10−04, t29 = 0.66793362545782× 10−03,
t31 = −0.25909008495966× 10−06, t32 = 0.28165181138668× 10−01,
t33 = −0.24895654709435× 10−01, t34 = 0.69183851641188× 10−03,
t35 = 0.51581446404744× 10−02, t36 = −0.98287151643078× 10−03,
t37 = −0.68217810816936× 10−04, t38 = −0.18680831167733× 10−03,
t39 = −0.54983692671454× 10−03, t41 = −0.10290242611495× 10−06,
t42 = −0.58930949935637× 10−01, t43 = 0.28488124776879× 10−01,
t44 = 0.51103920787153× 10−02, t45 = −0.27549770384558× 10−02,
t46 = 0.19024573638809× 10−03, t47 = −0.15487949212458× 10−02,
t48 = −0.38284979902270× 10−03, t49 = 0.12802580057388× 10−02,
t51 = −0.22844557326859× 10−05, t52 = 0.12398045293020,
t53 = 0.25207443461179× 10−02, t54 = −0.20387009389808× 10−02,
t55 = −0.20438101138038× 10−01, t56 = −0.10404922130014× 10−01,
t57 = 0.10890159007624× 10−02, t58 = 0.33078295253097× 10−03,
t59 = 0.55329379754026× 10−02, t61 = −0.14824820662822× 10−04,
t62 = −0.17458795241809, t63 = −0.17675445920930,
t64 = −0.90866059131321× 10−01,
t65 = 0.19659815634034× 10−01, t66 = −0.17497169471597× 10−01,
t67 = 0.50267418977418× 10−01, t68 = 0.23007215779304× 10−01,
t69 = 0.32650579148120× 10−01, t71 = −0.77932129961820× 10−04,
t72 = −0.19683237711370, t73 = 0.44144806937849,
t74 = 0.32732181638811× 10−01, t75 = 0.30198353090694,
t76 = 0.13018567334443, t77 = 0.18835923488124,
t78 = 0.17474916411455, t79 = 0.90654858320808× 10−01,
t81 = −0.24723500168249× 10−03, t82 = 0.65004246847425,
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t83 = 0.46598186970630, t84 = 0.62127195534080,
t85 = 0.30168710492656, t86 = 0.60627563214346,
t87 = 0.18621566626341, t88 = 0.59852966511959,
t89 = 0.89481466781730× 10−01, t91 = −0.41474742972961× 10−03,
t92 = t94 = t96 = t98 = 1.0, t93 = t95 = t97 = t99 = 0.
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