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ABSTRACT 
A factorization of I - B, - B, - *** - B, is given in the form l-l,“==, (I - P,) 
where each P, is a product of B’s. Up to terms of degree n there are 
possible factorizations. The P’s are called prime words since they have some of 
the properties of prime numbers. A theorem concerning prime words, resembling 
the ordinary prime number theorem, is conjectured and partly proved. A 
simple method is given for writing down, in terms of the traces of the “prime 
words” and their “powers,” the cumulants of the joint distribution of a set of 
quadratic expressions in a vector with a multinormal distribution. 
The main purpose of this paper is to factorize a sum of square matrices 
in the form 
I-A-B= fi(I-Pp,) 
“=l 
(1) 
where each P, is a product of several matrices A and B, the products 
being given by certain rules to be specified. The result is convergent if 
the elements of A and B are small enough, and we shall not otherwise 
concern ourselves with questions of convergence. A corresponding 
factorization will be given for a matrix of the more general form I - B, - 
B, - ... - B, . Given a sum of square matrices, A1 + A, + ... + A,, 
we can take out the factor A, and reduce the problem of its factorization 
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into binomial factors to the above problem, and a sufficient condition for 
convergence will then be that the elements of A;“AZ , A;lA3 ,... are all 
small enough. For the sake of simplicity of exposition we shall restrict our 
attention almost entirely to the case m = 2, that is, to formula (1). 
PRIME WORDS 
We shall distinguish between the symbols A and B in bold type, denoting 
matrices, and in timid type when they are to be regarded simply as letters. 
A sequence of letters, such as AABABBBA, is called a word and it corre- 
sponds to a matrix product in the obvious manner, so that the above word 
corresponds to the matrix A2BAB3A. The length of a word is of course the 
number of letters in it; for example, the length of the word AABABBBA 
is 8. By mathematical license we shall often regard a matrix product as a 
“word” also, and then quotes will be used. 
A word will be called a rim if it is regarded as equivalent to each of its 
cyclic rotations, (I avoid the term “necklace” since a rim usually changes 
its identity when it is turned over.) A rim of length n will be called 
irreducible if its rotations constitute n distinct words, that is, if it does not 
consist of a word of length d repeated n/d times, where d / n, d < n. In 
other words, it is irreducible if it has no periods shorter than n. For 
example, ABAB and AAAA are reducible rims of length 4, and periods 2 
and 1 respectively, whereas A, AB, and ABBA are irreducible rims. The 
number a, of irreducible rims of length n is easily seen to satisfy the 
equations 
2” = 1 da, (m = 1, 2, 3,...) (24 
or equivalently (for example, Hardy and Wright (1938), p. 235) 
(33) 
where t.~ denotes the Mobius function familiar in the theory of numbers. 
Formula (2B) was given by MacMahon (1891/2), and references to gener- 
alizations are given by Good (1961a) and Rota (1964). The first few values 
ofa,area,=2,a2=1,a,=2,a,=3,a,=6,a,=9,a,= 18,a,= 30, 
a, = 56. 
A standard list is an infinite list of words satisfying some conditions 
mentioned below. For reasons to be given, these words are called prime 
words. An example of the first 71 words, PII P, ,..., P,, , of a standard list, 
is shown in Table 1. A standard list has the following properties: 
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(i) Every irreducible rim is represented by precisely one (prime) word 
on the list (the canonicalform of the irreducible rim) and no reducible rim 
is represented. 
TABLE 1 
The First 71 Words of a Standard List 
PV Y P” Y P” 
I A 
2 B 
3 AB 
4 AAB 
S BAB 
6 AAAB 
7 BBAB 
8 BAAB 
9 AAAAB 
10 BAAAB 
“11 ABAAB 
12 BBAAB 
13 ABBAB 
14 BBBAB 
15 AAAAAB 
16 BAAAAB 
17 ABAAAB 
18 BBAAAB 
19 ABBAAB 
20 BBBAAB 
21 AABBAB 
22 ABBBAB 
23 BBBBAB 
24 AAAAAAB 
25 BAAAAAB 
26 ABAAAAB 
27 BBAAAAB 
28 AABAAAB 
29 BABAAAB 
30 ABBAAAB 
31 BBBAAAB 
32 AABBAAB 
33 BABBAAB 
34 ABBBAAB 
35 BBBBAAB 
36 AABBBAB 
31 BABBBAB 
38 ABBBBAB 
39 BBBBBAB 
40 ABABBAB 
41 ABABAAB 
42 AAAAAAAB 
43 BAAAAAAB 
44 ABAAAAAB 
45 BBAAAAAB 
46 AABAAAAB 
47 BABAAAAB 
48 ABBAAAAB 
49 BBBAAAAB 
50 ABABAAAB 
51 AABBAAAB 
52 BABBAAAB 
53 ABBBAAAB 
54 BBBBAAAB 
55 AAABBAAB 
56 ABABBAAB 
57 BBABBAAB 
58 AABBBAAB 
59 BABBBAAB 
60 ABBBBAAB 
61 BBBBBAAB 
62 AAABBBAB 
63 ABABBBAB 
64 AABBBBAB 
65 BABBBBAB 
66 ABBBBBAB 
67 BBBBBBAB 
68 AABABBAB 
69 BABABBAB 
70 AABABAAB 
71 BABABAAB 
(ii) No prime word P,, (on the list) can be expressed in the form 
pqp,, ... pv, (v > Vl > vs ..- 3 YJ, 
that is, it cannot be obtained by abutting some earlier prime words in 
the reverse order of their appearance on the list, even if repetitions are 
permitted. 
(iii) Every possible word W (all 2” words of length m, for each m) can 
be expressed uniquely in the form 
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where k = 1 if and only if W is one of the prime words. We describe this 
property by saying that every word has a unique factoring relative to the 
standard list. All words not on the list are so to speak composite. We avoid 
the term “factorization” in this context in order to avoid confusion with 
the factorization of equation (1). The factorings of words of length 5, 
relative to the list of Table 1, are given in Table 2. 
TABLE 2 
The Unique Factorings of the Words of Length 5 Relative to a Standard 
List Starting with the First 14 Words of Table 1 
Word 
AAAAA 
AAAAB 
AAABA 
AAABB 
AABAA 
AABAB 
AABBA 
AABBB 
Factors Word 
ABAAA 
ABAAB 
ABABA 
ABABB 
ABBAA 
ABBAB 
ABBBA 
ABBBB 
Factors Word Factors 
BAAAA P2P14 
BAAAB PI0 
BAABA P8Pl 
BAABB PsPz 
BABAA P,P12 
BABAB P,Pp 
BABBA P,P,P, 
BABBB P,Pza 
Word Factors 
BBAAA P,2Pl” 
BBAAB PI2 
BBABA P,Pl 
BBABB P,P2 
BBBAA P,3P12 
BBBAB PI4 . 
BBBBA P,*P1 
BBBBB PI” 
(iv) A standard list can be written down word by word in accordance 
with the following rules. We begin with the words A and B in either order. 
After this, the construction of the list is recursive. Suppose that we have 
compiled the list up to prime words of length n - 1. Then we take the a,, 
irreducible rims and select one of their a,! orders arbitrarily. We take 
these rims in turn and for each of them find its canonicalform, the rotation 
which is a word that has no factoring in the form (3) in terms of prime 
words already on the list. This canonical form will be found to be unique, 
given what has already been put on the list, and it provides the next (prime) 
word for the list. The validity of this construction will be proved below. 
Note that there are a,!a,! ..* a n! distinct standard lists taken as far as the 
(al + a2 + .m* + a,)th prime word. 
Another property of the prime words of Table 1 is worth noting. Any 
irreducible rim has on it a prime segment that is “larger” (that is, lower on 
the standard list) than any other on that rim; for example, the irreducible 
rim ABABBAB (which is represented by Pa0 in Table 1) has a prime 
segment ABBAB = P,, and no P, with v > 13 is a segment. It will be 
observed that the rightmost five letters of P4,, constitute Pl3; or, as we may 
say, PdO ends with its largest prime subsegment. This property is true for all 
71 words in Table 1. It is an interesting question whether or not every 
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(prime) word on a standard list necessarily has this property. This is not 
intended to be a conjecture, only a question. 
The relevance of standard lists to the problem of factorizing I - A - B 
will soon become clear. First we show that factorizations of the form (1) 
exist. 
THE FACTORIZATION ALGORITHM 
I - A - B can be factorized into binomial factors by means of the 
following algorithm. 
We first take out the linear factors I - A and I - B in either order and 
expand what is left as a “power series,” thus: 
I - A - B = (I - A)(I - B)(I - (I - B)-l(I - A)-lAB} 
= (I - A)(1 - B)(I - AB - BAB - A2B - B2AB - . ..). 
where all the terms following I in the power series are negative. We next 
take out the quadratic factor and obtain 
(I - A)(I - B)(I - AB){I - (I - AB)-l(BAB + A2B + B2AB + . ..)} 
= (I - A)(I - B)(I - AB)(I - BAB - A2B - ..a), 
and again all the terms following I in the infinite series are negative. We 
then take out the cubic factors I - BAB and I - A2B in either order and 
expand what is left. This process can be continued as far as we like, and 
an easy inductive argument shows that all the factors extracted are of the 
form I - M where M is a “word”: if M had appeared in the form -rM 
(r = 2, 3,...) in the infinite series we would have taken out the factor 
(I - M) r times. 
After extracting the factors of degrees less than n there will be say b, 
terms of degree n in the infinite series in the remaining factor and the 
binomial factors of degree n can be extracted in any one of b,! orders 
arbitrarily. We shall soon see that the sequence b, , 6, , b, ,... is mathe- 
matically independent of these arbitrary choices and is identical with the 
sequence a, , a2 , a3 ,... . 
One set of choices, up to terms of the fourth degree, gives 
I - A - B = (I - A)(I - B)(I - AB)(I - A2B)(I - BAB) 
x (I - A3B)(I - B2AB)(I - BA2B) . . . (4) 
The factors that occur depend on the arbitrary choices made when 
deciding upon the order of the factors of lower degree. 
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The algorithm rapidly becomes complicated as more factors are derived, 
but it shows that there exist factorizations of the form 
I-A-B= fi(I-Pp,) 
"=l 
(5) 
where P, is a matrix product of A’s and B’s and the degree of P,+l is not 
less than that of P, (V = 1,2, 3,...). There are reasons, which will emerge, 
for using the same symbols P, as used in Table 1 (but in bold type). 
If we take the reciprocal of equation (5) we obtain 
(I - A - B)-l = ... (I - Pa)-l(I - PJ-l(I - Pa-l, 
where the infinite product must be written from right to left. Now 
(6) 
(I - A - B)-l = I + A + B + (A + B)2 + . . . . 
and every possible “word” (including the “null word” I) occurs precisely 
once here; for example, ABA occurs only by taking the first, second, and 
first terms from the respective factors of (A + B)(A + B)(A + B). But 
by expanding all the factors on the right side of equation (6) we see that it 
is the sum of all terms of the form 
**a PpPpPT (..., m3 , m, , m, = 0, 1, 2 ,... ). (7) 
These terms all have positive signs; therefore every “word” can be factored 
uniquely in the form of (7), or equivalently in the form 
PYlPY2 *** P”, (VI > ug 3 -** > YJ. (8) 
In (5) take I = 1, A = B = X, and we obtain 
1 - 2x = (1 - x)“’ (1 - x2)b, (1 - X3)b3 ... . 
Now take logarithms and differentiate and obtain 
The series here is known as a Lambert series. The identity implies that 
2” = C db, 
din 
so that, from equations (2), b, = a, (n = 1, 2, 3,...), as we claimed before. 
(The Lambert series and the infinite product are convergent when 
I x I < 4.1 
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We next prove that the P,‘s, interpreted as “words,” are forms of all 
the irreducible rims. Let [W] denote the length of the “word” W and note 
that, if W runs through all “words,” including the “null word” I, we have 
; ‘g’ - = ?;I k tr(A + B)‘” = -tr log(1 - A - B) 
= - log 1 I - A - B 1 = - log fi 1 I - P, 1 
7=1 
= - f log 1 I - P, / = - tr 1 log(1 - P,) 
r=1 r 
1.2,. 1 
= C ; tr P,“. 
r, ” 
(9) 
(Note that we could not shorten this argument by assuming that the 
logarithm of a product of matrices is equal to the sum of the logarithms, 
since this is not always true.) 
On the left of equation (9) there are 12 terms corresponding to an ir- 
reducible rim R of length n, and each of these terms is divided by n, 
Therefore there must be just one P, that represents R, and the term tr P, 
accounts for the n corresponding terms on the left. We have here used 
(i) the fact that the trace of a “word” is unchanged if the “word” undergoes 
a cyclic rotation, and (ii) the dull lemma that there are no polynomials 
in A and B whose traces are identically zero, other than linear combina- 
tions of the identities, such as tr(AB2 - BAB) = 0, that express the cyclic 
rotation property. This dull lemma will follow if it can be proved for 
homogeneous polynomials in A and B in which we first group together 
any terms that are cyclic rotations of each other. For such polynomials 
it can be seen that the trace of any term of the polynomial, such as 
tr(A2BAB), contains “microterms,” such as a,,,a,,,b,,,a,,,b,,, , which 
do not occur elsewhere. The lemma is therefore both dull and 
true. 
This completes the proof that the P,‘s that occur in any realization of 
the factorization algorithm correspond precisely to the prime words of a 
standard list, by a mere change to the boldness of the type. Moreover the 
different possible standard lists are in one-one correspondence with the 
possible factorizations. Hence the number of possible factorizations, up 
to terms of degree n, is a,!~,! ..a a,! All this applies mututis mutundis to the 
factorization of I - B, - ... - B, , with 2 replaced by m in equations (2), 
and with an m-letter alphabet used throughout. 
$32a/rr/1-3 
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THE DEDETERMINANT OF I - A - B 
For our statistical application we shall need only the equation 
-log/I-A-B[ =Gt$= C t tr P,“, 
1. ” 
where each P, is a “word” representing an irreducible rim and all irre- 
ducible rims are represented. Given this definition of the PT’s it is easy 
to prove equations (10) directly, without use of the matrix factorization. 
Note that equations (9) and (10) are, with obvious modifications, equally 
valid for the more general determinant I I - B, - *.. - B, I. 
APPLICATION TO THE JOINT CUMULANTS OF QUADRATIC EXPRESSIONS 
If x is a column vector with a multinormal distribution and characteristic 
function exp(-+t’Ct), then the joint characteristic function of m quadratic 
expressions 
y, = x’A,x + al/x,..., y, = x’A,x + a,m’x 
is (Good, 1963/66) 
Wxp i 2 w3 = 
exp{--4 Cs u,a,‘C(I - 2i C, u,&C)-~ Cs wJ 
) I - 2i Es u,A,C Iif* . (11) .s 
The logarithm of this generates the cumulants, K, , where r = (rl , r2 ,...). 
Write 2A,C = Bl ,..., 2A,C = B,. Then Kr is r,!r,! ... r,! times the 
coefficient of 242 ... uhm in 
&(u,a,’ + *.. + urnan’) C(l - u,B, - 1.. - u,B,)-l(u,a, + ... + u,a,) 
- &log 1 I - u,B, - ... - u,,,B, j w 
and this coefficient can be extracted with the help of equations (10). The 
cumulants could be used in a multivariate Gram-Charlier or Edgeworth 
expansion for the joint probability density or cumulative distribution of 
(Yl ,*.*, ym). (See Chambers, 1967; Good, 1961b.) For this purpose the 
moments might be preferred and rules for computing them are given by 
Good (1961b), where the formulae for bivariate moments up to the sixth 
order are listed explicitly. 
We find that 
k l.....T?I 
rl ! -*a r, ! = C C a~‘CVav + rl + .!. + rm g tr W, 
(13) 
LI.” v 
THE FACTORIZATION OF A SUM OF MATRICES 35 
where V, W run through all “words” for which the “letters” B, , B, ,..., B, , 
have frequencies y1 , r2 ,..., r,, except that in V the “letters” B, and B, 
have frequencies r, - 1 and r, - 1. (If r, or rv equals 1 then there is no 
corresponding “word.“) The second term of (the right side of) (13) can be 
written 
where P runs through all irreducible rims for which P”, regarded as a 
“word,” has the frequency count rl , r, ,..., r, . 
When y1 ,..., ynz are quadratic forms, that is, when a1 = .a. = a, = 0, 
then of course only the second term of (13) is relevant. By using this term 
in the form involving the irreducible rims, Table 3 was readily constructed, 
giving cumulants of (x’Ax, x’Bx) up to the sixth order. 
TABLE 3 
Cumulants of (x/Ax, x’Bx) 
I,0 
0,2 
1, 1 
0, 3 
132 
(44 
1,3 
72 
0, 5 
174 
2,3 
‘A6 
1, 5 
2,4 
3. 3 
tr(AC) 
2tr(BC)2 
2tr(ACBC) 
Str(BC)S 
Str(ACBCBC) 
48tr(BC)4 
48tr(AC(BC)3) 
16tr(ACBC)2 + 32tr((AC)2(BC)*) 
384tr(BC)& 
384tr(AC(BQ) 
192tr((AC)a(BC)3) + 192tr((ACBC)aBC) 
3840tr(BC)s 
3840tr(AC(BC)6) 
768tr(ACBCBC)a + 1 536tr((AC)a(BC)4) 
+ 1536tr(ACBCAC(BC)$) 
384tr(ACBC)3 + 11 52tr((AC)S(BC)3) 
+ 1152tr(ACACBCACBCBC) 
+ 1152tr(ACACBCBCACBC) 
A PRIME-WORD THEOREM 
We conclude with a discussion of an analog of the prime-number 
theorem. Suppose that all words in an m-letter alphabet are ordered first 
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by length and then alphabetically for each length. Let T(X) be the number 
of prime words among the first x words in this ordering. Then we shall 
show that there are two positive constants c1 and c2 (depending only on m) 
such that 
(14) 
Proof. It is easily seen to be enough to prove this when x is of the form 
(m”+l - ~),/(PH - I), that is, corresponding to the set of all words of n or 
fewer letters. For this value of x we have 
where M(y) is the sum of the first [y] terms of C p(r)/r. Now this series 
is convergent, in fact its sum is zero (for example, Titchmarsh, 1951, p. 56). 
Therefore if n is large enough the above series is in ratio close to 
k (me + mn-l+mn-z+ **-)-X-*, 
m  
Thus more than (14) is true when x is of the special form. 
A reasonable conjecture is that, for almost all standard lists, andperhaps 
for all, 
when x -+ co (not merely through special values). 
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