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La investigación de operaciones resulta ser una valiosa 
herramienta matemática orientada al apoyo en la toma de 
decisiones asociadas con la gestión de recursos. A través del 
desarrollo del presente curso de Investigación de 
Operaciones I se aborda un importante conjunto de 
herramientas de gestión muy relacionadas con procesos de 
ingeniería. En esta primera cartilla se da tratamiento a 
algunos conceptos generales del área, tales como las partes 
en que se divide, los procesos genéricos involucrados, 
luego se inicia la introducción a la programación lineal 
como una de las ramas de la investigación de operaciones, 
esta introducción contempla los primeros conceptos 
particulares y se ilustra las generalidades, a través de la 
presentación de un sencillo ejemplo. El desarrollo del curso, 
además de cada una de las cartillas cuenta con un conjunto 
de recursos, orientados a favorecer la comprensión de cada 
uno de los contenidos, entre los que se cuenta enlaces a 
videos, ejercicios resueltos a manera de lecturas 
complementarias o como requisito para enfrentar los 

















Es claro que el estudiante tiene total autonomía de desarrollar el estudio de las temáticas de 
esta semana acudiendo a los recursos en el orden que lo desee, sin embargo creemos que el 
acercamiento a los temas ofrecidos en esta cartilla, se debe buscar inicialmente a través de su 
cuidadosa lectura, donde se presenta los conceptos y principios básicos de investigación de 
operaciones y las primeras incursiones en el área particular de programación lineal, lo que se 
puede complementar mediante la visualización de video capsulas y la revisión de las lecturas 
complementarias, estos recursos contemplan, además de los temas propios de la cartilla, 
explicaciones y ejercicios resueltos sobre operaciones con vectores y matrices, esto con el fin 
de apoyar el desarrollo de temas presentados en cartillas posteriores. Luego de abordar los 
recursos antes señalados resulta conveniente afrontar los ejercicios de repaso, sobre vectores 
y matrices, a través de los cuales usted puede validar sus avances y afianzamiento en 
operaciones con vectores y matrices como parte de la preparación para enfrentarse a otros 
temas del curso.  
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Conceptos básicos e introducción a la Programación Lineal 
 
Investigación de operaciones ¿Qué es?  
Con la evolución de la ciencia, la tecnología y procesos de ingeniería también ha aumentado 
la complejidad de los problemas a resolver, lo que en el en el ámbito empresarial ha llevado a 
que los procesos de gestión y desarrollo están claramente marcados, entre otras estrategias, 
por la división de tareas entre los diferentes equipos de las organizaciones. La complejidad en 
las actuales grandes empresas es tal que muchas veces entre sus diversos componentes se 
tiene objetivos o metas que resultan ser contradictorias. En la medida en que lo anterior se da 
es más complicado realizar la asignación de recursos de la mejor manera en relación con la 
globalidad de la empresa. La investigación de operaciones se origina en la necesidad de 
afrontar adecuadamente las problemáticas relacionadas con las afirmaciones anteriores, es 
decir, a través de la investigación de operaciones se procura hallar una mejor solución, o 
solución óptima, a un problema global.  
 
Puede afirmarse más específicamente que la investigación de operaciones corresponde a la 
aplicación de principios asociados con el método científico a las tareas de gestión y 
administración de organizaciones, pero vale destacar que históricamente su aparición se 
remonta a los comienzos de la Segunda Guerra Mundial, cuando existía la marcada necesidad 
de asignación de escasos recursos a las diferentes operaciones militares, situación frente a la 
cual gobiernos como los de los estados Unidos e Inglaterra convocaron a expertos científicos 
para que se dedicaran a la investigación de sus operaciones militares que dieran lugar a un 
eficiente uso de los recursos. La efectividad de los resultados de las investigaciones en el 
campo de la guerra motivó a que en tiempos de posguerra los mismos fueran aplicados al 
ámbito de la gestión de organizaciones estatales y privadas. El hecho que la investigación de 
operaciones se fundamente en la aplicación de método científico permite que también se le 
llame ciencias de la administración.  
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Áreas de la investigación de operaciones 
La investigación de operaciones encuentra aplicaciones en campos diversos tales como 
procesos de manufactura, planificación de transporte, construcción, diseño de sistemas de 
telecomunicaciones, planeación y gestión financiera, gestión de sistemas de salud, entre 
muchas otras. Diferentes problemas, según su naturaleza, se abordan desde diferentes áreas 
que forman este campo de la gestión. Entre las áreas de la investigación de operaciones se 
encuentran las siguientes: 
o Programación Lineal.  
o Programación Lineal entera.  
o Programación no lineal. 
o Programación dinámica. 
o Teoría de inventarios. 
o Problemas de asignación y transporte. 
o Teoría de colas. 
 
En el resto de este curso y en el correspondiente a Investigación de operaciones 2 
estudiaremos en detalle algunas de estas áreas. 
 
Etapas de un estudio de investigación de operaciones 
Las tareas relacionadas con investigación de operaciones son realizadas bien sea por equipos 
de personas de la misma compañía o por compañías externas. Como conjunto de principios 
que soportan la toma de decisiones, la investigación de operaciones, además de los 
fundamentos y procedimientos matemáticos subyacentes, también debe estar apoyada por 
capacidades del analista, que no necesariamente caen dentro del ámbito de la investigación 
de operaciones, por ejemplo, además de la creatividad y malicia, se requiere, apropiada 
adopción de criterios para usar una u otra técnica de investigación de operaciones, 
capacidades comunicativas. Es claro entonces que no basta con dominar los principios 
propios de la investigación de operaciones, sin embargo nos permitimos presentar un 
conjunto de pasos o directrices básicas para llevar a cabo un estudio. Estos pasos se describen 
a continuación.  
 
Definición del problema y recolección de datos 
Esta fase de definición del problema se refiere a la tarea de precisar las características del 
problema a resolver ¿qué es lo que se quiere? La definición del problema es el horizonte al 
que deben mirar todos los miembros del equipo de solución. En esta fase se debe tener 
claridad sobre a) descripción de las diferentes alternativas b) definición del objetivo principal 
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del estudio, y c) indicar las limitaciones con las que ha de funcionar el sistema. Es muy 
importante contar con la adecuada definición del problema, ya que de ello depende en buena 
medida las conclusiones a que se llegue y las decisiones que se puedan tomar 
consecuentemente. Tal como se comentó antes, la idea es alcanzar objetivos o metas que 
beneficien a la empresa en su globalidad, sin que esto signifique la consideración de objetivos 
que puedan ser poco relevantes y que en cambio entran en conflicto con objetivos 
fundamentales, es por ello que se debe considerar con el debido grado de especificidad los 
objetivos a alcanzar que preferiblemente sean los de más significativo impacto. 
 
En cuanto a los datos, se debe contar con la cantidad suficiente que permita el adecuado 
entendimiento de la situación a resolver, lo cual será parte del insumo utilizado frente a un 
modelo matemático que se llegue a plantear. Se espera que la empresa tenga los debidos 
sistemas de información que permitan proporcionar al equipo de investigación de 
operaciones los datos verdaderamente útiles frente a las necesidades existentes con ello 
relacionadas. 
 
Planteamiento de un modelo matemático hacia la solución 
Con un problema bien definido la tarea siguiente en un estudio de investigación de 
operaciones es traducir la definición a un modelo matemático que corresponda a la esencia 
de la situación a resolver. Un modelo matemático es una representación ideal o una 
abstracción de situaciones reales mediante el uso de expresiones matemáticas. En la 
formulación del modelo generalmente es necesario establecer aproximaciones y 
simplificaciones en aras de lograr la formulación de un modelo que sea razonablemente 
tratable, sin embargo se debe tener cuidado de asegurarse que el modelo sea una adecuada 
abstracción del problema, es decir, que el modelo sea capaz de predecir con el suficiente 
grado exactitud el comportamiento del sistema real. Las expresiones o formulas 
correspondientes a las leyes de la física son ejemplos precisos de modelos matemáticos. La 
aplicación de un modelo matemático al mundo empresarial o de situaciones de ingeniería da 
lugar a formulaciones matemáticas que relacionan las diferentes variables involucradas, 
generalmente denominadas variables de decisión, y la medida asociada con el objetivo 
principal, o función objetivo. Se debe aclarar que un mismo problema puede dar lugar a 
diferentes modelos dependiendo del enfoque dado por el analista. Formulado el modelo 
matemático, el problema se convierte entonces en hallar los valores de las variables de 
decisión que dan lugar al mejor valor de la función objetivo.  
 
Un modelo matemático, además de tener notable ventaja sobre representaciones verbales, en 
el sentido de ser una formulación concisa, brinda mayor posibilidad de comprensión del 
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problema en conjunto, da luces sobre el análisis a realizar como parte de la solución y facilita 
el tratamiento y constituye un Puente para el uso de principios matemáticos y técnicas 
computacionales útiles en su análisis y solución.  
Planteamiento de la solución a partir del modelo formulado 
Cuando ya se tiene un modelo matemático que caracteriza el problema a resolver, el equipo 
de investigación de operaciones debe encarar un conjunto de procedimientos para encontrar 
la solución a partir del modelo formulado. Usualmente se puede aplicar procedimientos 
computacionales basados en paquetes de software para hallar la solución óptima o mejor 
solución, está mejor solución es en relación con el modelo que se ha planteado. Es posible 
que se obtenga una mejor solución del mismo problema si esta se halla a partir de una 
formulación diferente del modelo, lo cual indica que no hay total garantía que se encuentre la 
verdadera mejor solución, esto también en razón a que siempre existen detalles no 
considerados en el proceso de modelación o se asumen algunas aproximaciones. 
Generalmente, en lugar de acometer la búsqueda del valor óptimo, lo que algunas veces es 
imposible, en un estudio práctico de investigación de operaciones se busca una adecuada 
aproximación que constituya una apropiada base para la toma de decisiones. 
 
Además, se debe tener en cuenta que muchas veces la búsqueda rigurosa del valor óptimo 
implica en algunos casos altos costos que no son plenamente justificados por el beneficio 
obtenido. Una importante corriente frente a estas situaciones es la aplicación de 
procedimientos heurísticos o intuitivos que, si bien no dan la solución óptima si proporcionan 
buenas soluciones aproximadas subóptimas.  
  
Dado que una solución óptima hallada a partir de un modelo puede ser muy diferente del 
valor ideal real, en estudios de investigación de operaciones siempre se debe considerar 
análisis adicionales posteriores o análisis posóptimos, en los que, generalmente los 
administradores plantean preguntas sobre qué pasaría si se hubiese tomado en cuenta otras 
suposiciones en la formulación del modelo. 
 
Validación del modelo y preparación para su implementación 
En el mundo real empresarial no hay razones para pensar desde la primera propuesta de 
formulación se dé con el modelo, es muy probable que el modelo planteado presente fallas 
significativas asociadas con las suposiciones y aproximaciones realizadas o con ausencia de 
consideraciones importantes. Lo anterior lleva a que antes de aplicar el modelo a la realidad se 
debe realizar pruebas rigurosas que permitan la detección y corrección de fallas esto puede 
dar lugar a una serie de modelos propuestos a partir de modificaciones del original 
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considerado hasta que se obtenga uno cuya aplicación represente un satisfactorio 
acercamiento a los resultados reales. 
 
Luego de adoptar un modelo y su solución se debe crear un sistema que permita su 
aplicación, este sistema debe incluir los procedimientos de solución, el análisis posóptimo y 
las tareas operativas requeridas en su implementación. Es muy frecuente que se deba realizar 
la implementación del sistema con base en computadores.  
 
Implementación de la solución 
La fase de implementación consiste en llevar o traducir la solución planteada a un proceso 
operativo. Esta etapa debe considerar diferentes pasos, entre los que se incluye una clara 
explicación o capacitación a todo el personal que de alguna forma tenga que ver con la 
realización del estudio o su uso operativo. La adecuada solución y el éxito de su 
implementación puede dar lugar a que el sistema se aproveche por varios años, sin embargo a 
lo largo de estos se debe realizar las debidas supervisiones y detectar si se cumplen los 
supuestos sobre los cuales se planteó el problema e implemento la solución y, si es el caso, 
llevar a cabo posibles modificaciones. Otro importante paso en la etapa de implementación 
corresponde a la documentación, esta debe darse con la debida claridad y precisión de tal 
manera que no exista ambigüedad al realizar tareas propias de la operación basada en el 
sistema.  
 
Herramientas de software en Investigación de operaciones 
Los fundamentos de solución de problemas del ámbito de investigación de operaciones se 
encuentran en los algoritmos de cada área específica, tal como se trabajará en este curso. Para 
la solución de problemas de gran complejidad, en los que se involucra una enorme cantidad 
de variables, muchas veces se requiere la ayuda de herramientas de software que incorporan 
los algoritmos y procedimientos de solución de tal manera que no exista la necesidad de 
tediosos cálculos en casos de gran cantidad de variables. En las actividades relacionadas con 
el foro de las semanas 5 y 6, el estudiante tendrá la posibilidad de explorar respecto a algunas 
herramientas de software, el uso de las herramientas no se trata aquí, porque lo que nos 
interesa es la apropiación de principios de investigación de operaciones, no el uso de software 
que nos da la solución sin mostrarnos el proceso, sin embargo, tal como se señaló antes, se 
tendrá la oportunidad de conocer sobre ellas. 
Programación Lineal 
La Programación Lineal o PL es quizá el más importante avance en la ciencia a mitad del siglo 
pasado. Desde su aparición ha sido muy utilizada como herramienta de planificación en 
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grandes empresas. Sobre la Programación Lineal se puede decir que corresponde al área de 
investigación de operaciones que ayuda a resolver problemas relacionados con la asignación 
de recursos limitados de la mejor forma posible, a diferentes actividades que compiten por 
ellos. Él término programación se debe entender como sinónimo de planeación, mientras que 
el carácter lineal se debe a que esta herramienta se vale del modelamiento matemático de un 
problema, en el cual las expresiones que relacionan las diferentes variables son funciones 
lineales. Si bien la planificación de asignación de recursos es el núcleo de su aplicabilidad, vale 
la pena señalar que la PL se puede usar en problemas de ámbitos distintos a la asignación de 
recursos, al ser modelados matemáticamente coincidan con el modelo matemático de la PL.  
 
Ejemplo 1.1: un problema de Programación Lineal 
Hasta aquí hemos comentado fundamentalmente que la PL ayuda en la solución de 
problemas de gestión en los cuales se debe asignar los recursos de la mejor manera posible 
con el fin de obtener los mejores resultados globales, sin embargo no hemos planteado una 
situación específica que ponga de manifiesto el significado de estas palabras en un contexto 
real. A continuación presentamos un caso típico de un problema que puede modelarse como 
un problema de PL. 
 
Identificación y definición del problema 
La empresa La Arenosa, cuya dinámica de negocio se basa en la producción y 
comercialización de artículos como ventanas y puertas de vidrio, cuenta con tres plantas de 
operación, El Tintal, Quinta Camacho y Puente Aranda. En la planta El Tintal se fabrican las 
molduras y marcos de aluminio, las molduras y marcos de madera se fabrican en la planta 
Quinta Camacho, mientras que la capacidad de la planta de Puente Aranda se dedica a la 
producción de vidrio y ensamble de productos finales. Con el fin de optimizar las utilidades 
económicas la gerencia contempla la necesidad de replantear la producción. Algunos 
artículos dejarán de producirse para liberar parte de la capacidad de las plantas con el fin de 
fabricar dos nuevos productos que, según estudios de costos y mercadeo darían importantes 
utilidades, estos son puertas de vidrio de 2,5 metros con marco de aluminio y ventanas 
corredizas de 1,20 por 1,90 metros con marco de madera. Las puertas solo necesitan parte de 
la capacidad de las plantas el Tintal y Puente Aranda, mientras que las ventanas requieren 
procedimientos de fabricación en solo en las plantas Quinta Camacho y Puente Aranda. Los 
estudios indican que se puede vender la totalidad de productos fabricados, sin embargo es 
necesario determinar cómo utilizar capacidad de producción en la planta de Puente Aranda 
para dedicarla a la fabricación de puertas y ventanas, de tal manera que se pueda lograr la 
mayor utilidad. El equipo de Investigación de operaciones que aborda el problema, luego de 
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los respectivos análisis realizados con la participación de la gerencia, plantea la siguiente 
definición formal del problema: 
 
En la fabricación de puertas de 2,5 metros (P1) y ventanas corredizas de 1,20 por 1,90 (P2) (en 
lotes de 20 unidades), se quiere determinar el número de lotes por semana de cada producto 
con el fin obtener la máxima utilidad posible, teniendo en cuenta las limitaciones de 
capacidad de las plantas, se puede dar cualquier combinación posible que satisfaga las 
restricciones.  
 
Luego de haber definido el problema, el equipo de investigación de operaciones indaga sobre 
la utilidad que daría cada lote de nuevo producto; la cantidad de horas requeridas en cada 
planta para la producción de cada lote de nuevos productos, así como la cantidad de horas 
semanales disponibles en cada planta para fabricar los nuevos productos P1 y P2. Los datos 
obtenidos se resumen en la tabla 1.1. 
 
Planta 
Horas requeridos por lote Horas semanales disponibles 
por planta P1 P2 
El Tintal 1 0 4 
Quinta Camacho 0 2 12 
Puente Aranda 3 2 18 
Utilidad por lote $ 6.000.000 $ 10.000.000  
 
Tabla 1. Datos del problema de la empresa La Arenosa 
Fuente: Propia. 
 
Modelamiento como un problema de Programación Lineal 
A partir de definición del problema y la información recolectada, el equipo traduce la situación 
en el modelamiento como un problema de Programación Lineal, en el que debe tomarse 
decisiones en relación con la cantidad de lotes de los productos P1 y P2 que se fabricarán 
semanalmente, de tal forma que se logre la mayor utilidad posible. Para plantear el respectivo 
modelo del problema se debe definir un conjunto de variables asociadas con el problema, 
estas son: 
 
𝑥𝑥! = 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 𝑑𝑑𝑑𝑑 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 𝑑𝑑𝑑𝑑 𝑃𝑃1 𝑎𝑎 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑝𝑝𝑝𝑝𝑝𝑝 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠.  
𝑥𝑥! = 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 𝑑𝑑𝑑𝑑 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 𝑑𝑑𝑑𝑑 𝑃𝑃2 𝑎𝑎 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑝𝑝𝑝𝑝𝑝𝑝 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠. 
 𝑍𝑍 = 𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑒𝑒𝑒𝑒 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 𝑑𝑑𝑑𝑑 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝.  
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En el contexto de la PL, a las variables como 𝑥𝑥! y 𝑥𝑥! se les denomina variables de decisión, 
debido a que se debe decidir que valores debe tomar para que la utilidad sea la mejor, 
mientras que a 𝑍𝑍 se le conoce como función objetivo 
 
Si se ha de fabricar 𝑥𝑥! lotes del producto P1 y 𝑥𝑥! lotes del producto P2 y teniendo en cuenta la 
información de la tabla 1.1 encontramos que la función 𝑍𝑍 corresponde a la siguiente 
expresión 
 
𝑍𝑍 = 6𝑥𝑥1 + 10𝑥𝑥2 
 
Como corresponde, según los objetivos de la empresa, se desea escoger los valores de 𝑥𝑥! y 𝑥𝑥! 
que den lugar al mayor valor de 𝑍𝑍, es decir, se quiere maximizar esta función, teniendo en 
cuenta las limitaciones o restricciones en relación con la disponibilidad de horas en las plantas 
de producción. Según la tabla La tabla 1.1 cada lote del producto P1 requiere una hora 
semanal en la planta El Tintal, y sólo hay disponible 4 horas por semana, lo que se asocia con 
una restricción expresada mediante 𝑥𝑥! ≤ 4, por otra parte, cada lote del producto P2 requiere 
dos horas de trabajo en la planta Quinta Camacho, cuya capacidad de producción está 
limitada a 12 horas semanales para nuevos productos, con lo cual la correspondiente 
restricción es 2𝑥𝑥! ≤ 12. Cada lote de los productos P1 y P2 demandan respectivamente 3 y 2 
horas semanales de trabajo en la planta Puente Aranda, pero esta planta limita la producción 
a un total de 18 horas por semana, lo que da la restricción 3𝑥𝑥! + 2𝑥𝑥! ≤ 18, en el ámbito de la 
Programación Lineal a estas restricciones, que se refieren a las limitaciones del recurso, se les 
conoce como restricciones estructurales. Finalmente, teniendo en cuenta que no se puede 
producir una cantidad negativa de lotes de cada producto, las cantidades 𝑥𝑥! y 𝑥𝑥! deben 
satisfacer las restricciones 𝑥𝑥! ≥ 0 y ≥ 0, las cuales son conocidas como restricciones de no 
negatividad. Una síntesis de lo anterior mediante expresiones matemáticas consiste en hallar 
los valores de 𝑥𝑥! y 𝑥𝑥! que permitan:  
 
 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 𝑍𝑍 = 6𝑥𝑥! + 10𝑥𝑥! 
 
 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝑎𝑎: 𝑥𝑥1  ≤  4 
 2𝑥𝑥! ≤ 12 
 3𝑥𝑥! + 2𝑥𝑥! ≤ 18 
 𝑥𝑥! ≥ 0;  𝑥𝑥! ≥ 0 
 
 
Lo hecho hasta aquí corresponde a la formulación del modelo, debemos pensar en 
procedimientos de solución, en el siguiente numeral abordaremos una forma gráfica para 
resolver el problema. 
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Con el fin de familiarizarnos un poco más con los problemas del ámbito de Programación 
Lineal se presenta a continuación un problema que obedece la forma estándar del modelo 
matemático de Programación Lineal. El enunciado es el siguiente. 
 
Definición del problema 
Una empresa fabricante de muebles, originalmente solo produce juegos de pequeñas mesas, 
pero un estudio de mercadeo la ha llevado a tomar la decisión de ampliar su actividad de tal 
manera que adicionalmente va a producir guardarropas y camas, para lo cual dispone de tres 
máquinas. La elaboración de un juego de mesas demanda 2 horas de trabajo en la maquina 1, 
una hora en la máquina 2 y 2 horas en la 3, mientras que la fabricación de cada guardarropa 
necesita de una hora en la máquina 1, 3 en la 2 y una en la 3. Por su parte si se quiere fabricar 
una cama los recursos de tiempo requeridos son 3 horas en la máquina 1, 2 en la 2 y 2 en la 3. 
La producción y venta de un juego de mesa produce una utilidad de $ 60000, un guardarropa 
deja una ganancia de $ 50.000 y una cama deja $ 40000. El gerente de la fábrica desea saber 
de qué forma distribuir la utilización de las máquinas de tal manera que pueda obtener la 
mayor ganancia posible. 
 
La definición y análisis del problema, el equipo de investigación de operaciones resume la 
situación en la en la tabla 1.2, donde también se registra el total de horas disponibles por cada 
máquina y la utilidad unitaria de cada producto en unidades de mil. Este problema será objeto 
de aplicación del método de solución estudiado en la cartilla de la próxima semana.  
 
Máquina 
Horas requeridas  Horas disponibles 
Mesas Guardarropa Cama 
M1 2 1 3 180 
M2 1 3 2 300 
M3 2 1 2 240 
Útil./Unit 60 50 40  
 
Tabla 1.2. Datos del problema del ejemplo 1.2. 
Fuente: Propia. 
Modelamiento como un problema de Programación Lineal 
Con base en la información registrada en la tabla 1.2 el modelamiento como problema de 
Programación Lineal que conduzca a la obtención de la mayor ganancia posible da lugar a la 
necesidad de definir las siguientes variables asociadas con las cantidades de productos a 
fabricar en cada período de un mes y la respectiva utilidad. 
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𝑥𝑥! = 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 𝑑𝑑𝑑𝑑 𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗 𝑑𝑑𝑑𝑑 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚. 
𝑥𝑥! = 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 𝑑𝑑𝑑𝑑 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔. 
𝑥𝑥! = 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 𝑑𝑑𝑑𝑑 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐. 
𝑍𝑍 = 𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑒𝑒𝑒𝑒 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 𝑑𝑑𝑑𝑑 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝. 
 
En este caso la función corresponde a: 𝑍𝑍 = 60𝑥𝑥1 + 50𝑥𝑥2 + 40𝑥𝑥3 
 
Se desea saber las cantidades a fabricar de cada producto teniendo en cuenta las limitaciones 
de tiempo en las máquinas. De la tabla 1.x se tiene entonces la formulación como un 
problema de Programación Lineal.  
 
 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 𝑍𝑍 = 𝑍𝑍 = 60𝑥𝑥! + 50𝑥𝑥! + 40𝑥𝑥! 
 
 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝑎𝑎: 2𝑥𝑥1 +  𝑥𝑥2  +  3𝑥𝑥3  ≤  180 
 
 𝑥𝑥! + 3𝑥𝑥! + 2𝑥𝑥!  ≤  300 
 
 2𝑥𝑥! + 𝑥𝑥!  + 2𝑥𝑥!  ≤  240 
 
 𝑥𝑥! ≥ 0,  𝑥𝑥! ≥ 0,  𝑥𝑥! ≥ 0 
 
 
El modelo está planteado, lo hecho hasta aquí corresponde a la formulación del modelo, 
debemos pensar en procedimientos de solución, en el siguiente numeral abordaremos una 
forma gráfica para resolver el problema. 
Procedimiento gráfico de solución de problemas de Programación Lineal  
 
En los ejemplos que hemos citado como ilustración inicial de la Programación Lineal 
encontramos las variables de decisión, dos en el ejemplo 1.1 y tres en el 1.2. Tomando como 
referencia el problema del ejemplo 1.1, si consideramos el caso de igualdad en cada una de las 
restricciones y realizamos las correspondientes representaciones gráficas, donde la variable 𝑥𝑥! 
se asocia con el eje horizontal y 𝑥𝑥! con el eje vertical, obtenemos una línea recta por cada 
restricción estructural, las restricciones de no negatividad (𝑥𝑥! ≥ 0, 𝑥𝑥! ≥ 0) obligan a 
considerar solo valores en el primer cuadrante del plano cartesiano. En la figura 1.1 se muestra 


















En la figura 1 se ha sombreado la región limitada por las rectas obtenidas, el estudiante puede 
verificar que cualquier par de valores 𝑥𝑥!, 𝑥𝑥! correspondientes a puntos sobre la región 
sombreada satisface las restricciones establecidas. En este contexto a la región se denomina 
región factible. Dado que se requiere hallar el par de valores 𝑥𝑥!, 𝑥𝑥! que maximizan la función 
𝑍𝑍, nos corresponde analizar en cual o cuales de los puntos de la región factible se presenta el 
máximo de 𝑍𝑍, para hallar este máximo nos fundamentamos en ensayo y error elaborando la 
gráfica de 𝑍𝑍 = 6𝑥𝑥! + 10𝑥𝑥! para algún valor de prueba de 𝑍𝑍, por ejemplo 𝑍𝑍 = 20, si la recta 
tiene puntos en la región factible (al menos uno) significa que el valor elegido para 𝑍𝑍 es un 
valor válido de la función objetivo, aunque no necesariamente el máximo. Podemos probar 
con otros valores de 𝑍𝑍 y elaborar las respectivas gráficas y ver cuál da el mejor valor.  
 
En la figura 2 se ha representado varias de estas rectas y se observa que son paralelas entre sí, 
además, entre las que se ha graficado, la que presenta el mejor valor de 𝑍𝑍 es aquella que se 

















De lo anterior se podría inferir que la idea fundamental del método gráfico de solución 
consiste en trazar la familia de rectas paralelas de la forma 𝑍𝑍 = 𝑐𝑐 y observar cuál de las que 
tiene puntos sobre la región factible es la más alejada del origen, en esta recta, el punto o 
conjunto de puntos que se encuentre sobre la región factible da la solución al problema 
planteado. En la práctica se puede trazar una de ellas y valerse de procedimientos de 
traslación de la regla sin cambio de la pendiente sobre la región factible en la dirección que 𝑍𝑍 
mejora su valor. La traslación se hace hasta que la regla pasa solo por un punto de la región 
factible. A manera de conclusión podemos ver que 𝑍𝑍 toma su máximo valor en el punto 
correspondiente a 𝑥𝑥! = 2;  𝑥𝑥! = 6 y el valor máximo es 𝑍𝑍 = 72.  
 
El procedimiento gráfico solo es posible usarlo cuando se tiene problemas con dos variables 
de decisión (aunque con alguna dificultad se podría usar con tres variables), para casos de más 
de tres variables es imperativo el uso de métodos analíticos, cuyo estudio se iniciará en la 








Modelo general de un problema de Programación Lineal 
 
El ejemplo presentado anteriormente, en el que existen dos variables de decisión, es apenas 
una de las instancias posibles de un problema de Programación Lineal. En general puede 
haber muchas variables de decisión y muchas expresiones que corresponden a limitaciones o 
restricciones estructurales propias del contexto del problema. En esta sección nos 
disponemos a estudiar el modelo general de un problema de Programación Lineal.  
 
Terminología en un problema de Programación Lineal  
 
En el ejemplo 1.1 nos podemos referir a las capacidades de las tres plantas de producción 
como los recursos y a la tarea de fabricar dos tipos de productos como las actividades. En 
general, en un problema de Programación Lineal se habla de la existencia de 𝑚𝑚 recursos 
asignables a 𝑛𝑛 actividades. La disponibilidad de recursos siempre está asociada con 
limitaciones de los mismos correspondientes a las restricciones. 
 
La formulación o modelado de un problema de PL requiere el adecuado uso de símbolos y su 
significado, los cuales se presentan a continuación.  
 
𝑍𝑍 =  𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓ó𝑛𝑛 𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 𝑜𝑜 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑑𝑑𝑑𝑑 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑ñ𝑜𝑜. 
 
𝑥𝑥!  𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑑𝑑𝑑𝑑 𝑙𝑙𝑙𝑙 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 𝑗𝑗 (𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑗𝑗 =  1, 2, . . . ,𝑛𝑛). 
 
𝑐𝑐! =  𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑒𝑒𝑒𝑒 𝑍𝑍 𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 𝑎𝑎𝑎𝑎 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 𝑢𝑢𝑢𝑢𝑢𝑢 𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢 𝑒𝑒𝑒𝑒 𝑒𝑒𝑒𝑒 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑑𝑑𝑑𝑑 𝑙𝑙𝑙𝑙 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 𝑗𝑗. 
 
𝑏𝑏! =  𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑑𝑑𝑑𝑑 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 𝑎𝑎 𝑙𝑙𝑙𝑙𝑙𝑙 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 (𝑖𝑖 =  1, 2, . . . ,𝑚𝑚). 
 
𝑎𝑎!" = 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑑𝑑𝑑𝑑𝑑𝑑 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 𝑖𝑖 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑝𝑝𝑝𝑝𝑝𝑝 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢 𝑑𝑑𝑑𝑑 𝑙𝑙𝑙𝑙 𝑎𝑎𝑎𝑎𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑗𝑗. 
 
Generalmente, a partir de la formulación del problema se puede plantear un esquema en un 
cuadro que resume las diferentes actividades, el nivel de recursos que cada una de ellas usa y 









Recurso Consumo de recursos por unidad de actividades Disponibilidad 
de recursos Actividades 
𝟏𝟏 𝟐𝟐 … 𝒏𝒏  
𝟏𝟏 𝒂𝒂𝟏𝟏𝟏𝟏 𝒂𝒂𝟏𝟏𝟏𝟏 … 𝒂𝒂𝟏𝟏𝟏𝟏 𝒃𝒃𝟏𝟏 
𝟐𝟐 𝒂𝒂𝟐𝟐𝟐𝟐 𝒂𝒂𝟐𝟐𝟐𝟐 … 𝒂𝒂𝟐𝟐𝟐𝟐 𝒃𝒃𝟐𝟐 
⋮ ⋮ ⋮ ⋮ ⋮  
𝒎𝒎 𝒂𝒂𝒎𝒎𝒎𝒎 𝒂𝒂𝒎𝒎𝒎𝒎 … 𝒂𝒂𝒎𝒎𝒎𝒎 𝒃𝒃𝒎𝒎 
Aporte a Z por unidad 
de actividad 
𝒄𝒄𝟏𝟏  𝒄𝒄𝟐𝟐  … 𝒄𝒄𝒏𝒏   
 
Tabla 3. Parámetros del modelo general de problema de Programación Lineal 
Fuente: Propia. 
 
Lo cual significa que por cada unidad de la actividad 1 se utiliza una cantidad  
𝑎𝑎!! del recurso 1, una cantidad 𝑎𝑎!" del recurso 2. Genéricamente, por cada unidad de la 
actividad 𝑛𝑛 se utiliza una cantidad 𝑎𝑎!! del recurso 1, una cantidad 𝑎𝑎!! del recurso 2, y así 
sucesivamente. A los coeficientes 𝑐𝑐!,… , 𝑐𝑐!;  𝑏𝑏!,… , 𝑏𝑏!;  𝑎𝑎!!,… ,𝑎𝑎!!,… ,𝑎𝑎!!,… ,𝑎𝑎!" se conocen 
como constantes o parámetros del modelo 
 
 
Forma estándar del modelo de un problema de Programación Lineal 
Cuando se cuenta con un cuadro que sintetiza la relación entre actividades, recursos y la 
función objetivo se puede proceder a plantear el modelo matemático correspondiente, lo cual 
consiste en hallar los valores de las variables de decisión 𝑥𝑥!, 𝑥𝑥!,… , 𝑥𝑥! para: 
 
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀: 𝑍𝑍 = 𝑐𝑐!𝑥𝑥! +  𝑐𝑐!𝑥𝑥! +⋯+ 𝑐𝑐!𝑥𝑥! 
 
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑎𝑎: 𝑎𝑎!!𝑥𝑥! +  𝑎𝑎!"𝑥𝑥! +⋯+𝑎𝑎!!𝑥𝑥! ≤ 𝑏𝑏!  
 𝑎𝑎!"𝑥𝑥! +  𝑎𝑎!!𝑥𝑥! +⋯+𝑎𝑎!!𝑥𝑥! ≤ 𝑏𝑏! 
 ⋮ ⋮ ⋮ ⋮  
 𝑎𝑎!!𝑥𝑥! +  𝑎𝑎!!𝑥𝑥! +⋯+𝑎𝑎!"𝑥𝑥! ≤ 𝑏𝑏! 
 
 𝑥𝑥! ≥ 0,  𝑥𝑥! ≥ 0,… ,  𝑥𝑥! ≥ 0 
 
Esta forma se puede considerar en este curso como la forma estándar del modelo matemático 
del problema.  
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Otras formas de problemas de Programación Lineal 
 
No todos los problemas de programación lineal encajan en el modelo antes planteado, 
existen otras formas en las cuales el objetivo es hallar el valor mínimo de alguna función, es 
decir, minimizar la función objetivo, también es posible que se presenten restricciones 
estructurales con el sentido de la desigualdad ≥ y no solo ≤, de igual forma algunas variables 
de decisión no necesariamente deben ser no negativas, esta opciones se presentan a 
continuación. 
 
Necesidades de minimizar la función objetivo. 
 
𝑀𝑀𝑀𝑀𝑀𝑀𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖: 𝑍𝑍 = 𝑐𝑐!𝑥𝑥! +  𝑐𝑐!𝑥𝑥! +⋯+ 𝑐𝑐!𝑥𝑥! 
 
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑎𝑎: 𝑎𝑎!!𝑥𝑥! +  𝑎𝑎!"𝑥𝑥! +⋯+𝑎𝑎!!𝑥𝑥! ≤ 𝒐𝒐 ≥ 𝑏𝑏!  
 
 𝑎𝑎!"𝑥𝑥! +  𝑎𝑎!!𝑥𝑥! +⋯+𝑎𝑎!!𝑥𝑥! ≤ 𝑜𝑜 ≥ 𝑏𝑏! 
 ⋮ ⋮ ⋮ ⋮  
 𝑎𝑎!!𝑥𝑥! +  𝑎𝑎!!𝑥𝑥! +⋯+𝑎𝑎!"𝑥𝑥! ≤ 𝑜𝑜 ≥ 𝑏𝑏! 
 
 𝑥𝑥! ∈  ℝ 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 𝑑𝑑𝑑𝑑 𝑖𝑖  
 
Soluciones de un problema de Programación Lineal 
Hemos visto en el ejemplo 1.1 que cualquier punto perteneciente a la región factible dibujada 
satisface las restricciones del problema planteado, esta idea permite establecer el concepto de 
solución factible, de cualquier problema de Programación Lineal, como aquella que satisface 
todas las restricciones del problema. Si una supuesta solución no satisface al menos una de las 
restricciones se considera como no factible y no puede ser tomada en cuenta. Por otro lado, 
no cualquier solución factible se ha de tomar como solución final del problema, para ello se 
debe considerar la solución factible que dé el mejor valor de la función objetivo, a tal solución 
se le llama solución óptima. Puede darse el caso que un problema tenga múltiples soluciones 
óptimas o incluso que no tenga ninguna. Posteriormente trataremos algunas situaciones 
ejemplo de estos casos.  
 
En el ejemplo 1.1 los vértices (0,6), (2,6) 𝑦𝑦 (4,3) son soluciones factibles, ya que hacer parte 
de la región factible, a este tipo de soluciones que se presentan en vértices de la región 
factible se les conoce como soluciones factibles en vértices. 
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Un conjunto de restricciones puede dar lugar a una región factible en forma de polígono, 
conocida como región acotada, como la de la figura 1.3.a, pero también se puede dar el caso 
de regiones no acotadas, como la de la figura 1.3.b. En cualquier problema de Programación 
Lineal con región factible acotada, el problema tiene soluciones factibles en vértices, en este 
caso también debe tener solución óptima, además, la mejor solución factible en vértice es una 
solución óptima. Si un problema de Programación Lineal tiene solución óptima única tal 
solución se da en un vértice. En el caso de problemas con múltiples soluciones óptimas, por lo 













En la cartilla de la semana anterior tuvimos la oportunidad de 
abordar las generalidades de la Investigación de operaciones 
e iniciar el estudio de la programación lineal, abordamos 
también la solución gráfica de problemas de programación 
lineal en los que solo intervienen dos variables de decisión. El 
método gráfico con ciertas dificultades se puede emplear en 
casos de tres variables, pero no es posible usarlo para 
problemas que involucran cuatro o más variables, en estos 
casos es necesario valer se de algún procedimiento o método 
analítico, el procedimiento de mayor acogida es el Método 
Simplex. 
 
El desarrollo del Método Simplex se dio en el año 1947 y se 
debe a George Dantzig, El Método Simplex ha demostrado su 
eficiencia en grandes problemas de programación lineal que 
además han demandado el uso de poderosos computadores, 
en el ámbito de la solución de problemas de PL hay una 
variada gama de aplicaciones de software correspondientes a 
implementaciones del método.  
 
En esta semana y en las dos siguientes se aborda 
fundamentalmente el estudio del Método Simplex, en esta 
semana particularmente se presenta sus características 
fundamentales, ejemplos de aplicación, su interpretación 
gráfica, el procedimiento de solución aplicado a problemas 
dados en forma estándar. También se estudiará principios 
que permiten decidir sobre qué solución tomar en caso de 
múltiples óptimos y como emplear el método en casos de 





















La lectura de esta cartilla constituye el punto de partida en el desarrollo del trabajo de la 
segunda semana del curso Investigación de operaciones I. su contenido es fundamentalmente 
alrededor del uso del Método Simplex como herramienta de solución de problemas de 
programación lineal. La propuesta metodológica en la que se basa el curso hace necesario 
tener esta lectura como referencia permanente y leerla de manera muy cuidadosa. En esta 
cartilla parte del trabajo sobre el Método Simplex se hace en su forma algebraica, por tanto se 
requiere que el estudiante cuente con el adecuado manejo de procedimientos algebraicos 
básicos. Otra parte es sobre la forma tabular lo que demanda el conocimiento de los 
procedimientos de eliminación gaussiana, por lo que se insiste al estudiante en la necesidad 
de remitirse a las lecturas complementarias, donde encontrará más explicaciones y ejercicios 
resueltos que le permitirán ampliar las posibilidades de comprensión de las temáticas aquí 
tratadas.  
 
Dado que siempre es importante escuchar y observar las explicaciones de expertos, se 
propone un conjunto de videos, en la sección video capsulas, en las cuales se presenta 
explicación y desarrollo de ejercicios sobre el proceso de eliminación gaussiana, como tema 
accesorio, y del Método Simplex en forma tabular. Se recomienda al estudiante la 
visualización de estos videos. 
 
Además de lo anterior es muy recomendable que haya realizado propuestos en la sección de 
ejercicios de repaso de la primera semana, de tal manera que pueda afrontar con mayor 
propiedad los ejercicios propuestos de esta semana, la realización de los ejercicios propuestos 
como ejercicios de repaso brindará oportunidad de mejor preparación para la presentación 



















El Método Simplex 
 
Del Método Simplex se puede decir en principio que consiste en un procedimiento analítico 
orientado a la solución de problemas de PL, sus fundamentos tienen origen en la geometría, 
razón por la cual lo estudiamos inicialmente desde una perspectiva geométrica, para lo cual 
estaremos apoyados en la situación del ejemplo 1.1 presentado en la cartilla de la semana 1.  
 
La figura 1 muestra la región factible correspondiente al ejemplo 1.1 y se señalan los vértices 
de la región, 0,0  0,6  2,6 , 4,3  4,0 , anotamos antes que las coordenadas de tales 
vértices son soluciones factibles, (soluciones factibles en vértices). Es fácil ver que cada vértice 
es la intersección de dos rectas asociadas con restricciones, en el caso general de un problema 
de PL con 𝑛𝑛 variables de decisión, aunque no es posible visualizarlo geométricamente, cada 
solución factible en vértice corresponde a la intersección de 𝑛𝑛 fronteras de restricción.  
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En el caso de un problema de programación lineal con dos variables de decisión, la figura 2.1 
permite ver que dos vértices adyacentes comparten o satisfacen una misma restricción en 
común (una menos que el número de variables), extendiendo esta idea al caso general de un 
problema con 𝑛𝑛 variables, se tiene entonces que dos soluciones factibles en vértices 
adyacentes comparten o satisfacen 𝑛𝑛 − 1 restricciones, tales soluciones factibles en vértices 
adyacentes se encuentran en un segmento de recta o arista de la región factible. Como de 
cada vértice se desprenden dos aristas, a cada solución factible en un vértice se le puede hallar 
dos soluciones factibles en vértices adyacentes (en aristas diferentes) ¿Cuál es el par de 
vértices adyacentes de cada uno de los vértices de la región factible dada en la figura 1?  
 
Una idea importante respecto a las soluciones de un problema de PL es la prueba de 
optimalidad, a la prueba que nos referimos aquí establece que para un problema de PL con 
solución óptima, si una solución factible en un vértice no tiene soluciones factibles en vértices 
adyacentes que sean mejores, entonces tal solución debe ser una solución óptima. En el 
ejemplo 1.1 el vértice (2, 6) debe ser solución óptima en razón a que el valor de 𝑍𝑍 = 72 con él 
asociado es mayor que los valores de 𝑍𝑍 asociados con los vértices adyacentes (0, 6) y (4, 3). Los 
detalles por los cuales se cumple esta propiedad se presentarán más adelante. La utilidad de 
esta prueba a la luz del Método Simplex consiste en que ayuda a determinar si en el proceso 
ya se ha alcanzado una solución óptima.  
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Análisis de la perspectiva geométrica del Método Simplex  
 
Valiéndonos de la región factible del ejemplo 1.1, mostrada en la figura 2, presentamos las 
ideas básicas de la lógica del Método Simplex desde el punto de vista geométrico.  
 
o Paso inicial: seleccionar el vértice (0, 0) como solución inicial.  
o Paso 2 o iteración 1: examinar la posibilidad de hallar nuevas una mejor solución que 
(0, 0), para ello se considera las dos aristas que salen de (0, 0), si nos movemos a lo 
largo de la que aumenta 𝑥𝑥! se logra mayor aumento por cada unidad que si nos 
movemos a lo largo de la que aumenta 𝑥𝑥!, nos detenemos al llegar a la primera 
frontera de restricción y calculamos el corte de esta restricción con la de la arista usada 
como trayectoria, es decir, las expresiones 𝑥𝑥! = 0 y 2𝑥𝑥! = 12, obteniéndose como 
resultado la nueva solución en el vértice (0, 6), con la cual el actual valor de la función 
objetivo es 𝑍𝑍 = 60. 
o Paso 3 o iteración 2: buscar una mejor solución partiendo de (0, 6), al tomar la arista 
horizontal se logra aumento en la función objetivo porque aumenta el valor de 𝑥𝑥! sin 
que disminuya el de 𝑥𝑥!, mientras que por a otra arista disminuye el valor de 𝑍𝑍, nos 
detenemos al llegar a la primera nueva frontera de restricción y calcular el corte de esta 
restricción con la de la arista usada como camino de llegada, es decir, las expresiones 
2𝑥𝑥! = 12 y 3𝑥𝑥! + 2𝑥𝑥! = 18, obteniéndose la nueva solución en el (2, 6) 
correspondiente al valor de la función objetivo es 𝑍𝑍 = 72. Si realizamos estos procesos 
nuevamente a partir de la solución (2, 6) no se encuentra mejor solución, con lo que se 
puede concluir que la última solución factible hallada es la óptima.  
 
De las consideraciones vemos que, para hallar la solución óptima, el Método Simplex solo 
toma en cuenta las soluciones factibles en vértices, recalcando lo anotado anteriormente en 
relación con solución de problemas de PL que tienen región factible acotada. Esto es 
importante en razón a que del infinito número de soluciones factibles solo hay que analizar un 
reducido número de posibilidades. También vale la pena ver que se toma como solución 
inicial la correspondiente a (0, 0), es decir, todas las variables de decisión valen cero, lo que 
evita la necesidad de realizar cálculos en la consecución de esta solución inicial.  
En el análisis también se observa que en cada iteración, a partir de la solución actual, el 
Método Simplex solo considera como posibles mejores soluciones las correspondientes a 
vértices adyacentes, por tanto la trayectoria seguida hasta llegar a una solución óptima es el 
conjunto de aristas de la región factible. En el proceso de determinación de una mejor 
solución, con base en el Método Simplex solo se identifica en qué medida mejora el valor de 𝑍𝑍 
por cada una de las aristas que parten del correspondiente vértice, al final se selecciona la 
arista que conduzca a la mayor mejora en el valor de 𝑍𝑍. Con estos razonamientos finalizamos 
el análisis del Método Simplex desde el punto de vista geométrico y nos disponemos a 
abordar su estudio de forma algebraica.  
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Fundamentos algebraicos del Método Simplex 
 
Un problema de PL que involucre más de tres variables de decisión no puede ser tratado con 
base en una representación gráfica de la región factible, razón por la cual se aborda mediante 
procedimientos algebraicos basados principalmente en la solución de sistemas de ecuaciones 
lineales, sin embargo, las restricciones estructurales están expresadas en forma de 
inecuaciones, lo que demanda la necesidad de ajustar el modelo matemático del problema de 
forma tal que tales restricciones se puedan expresar en forma de ecuaciones. 
 
Variables de holgura. Ajuste del modelo del problema 
 
Para el tratamiento algebraico del problema convertimos las inecuaciones asociadas con 
restricciones estructurales mediante la incorporación de una variable de holgura. Para 
comprender esta idea consideremos primero la 𝑖𝑖 − 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 restricción expresada mediante: 
  
 𝑎𝑎!!𝑥𝑥! +  𝑎𝑎!!𝑥𝑥! +⋯+𝑎𝑎!"𝑥𝑥! ≤ 𝑏𝑏!  
 
Esta inecuación se puede convertir en ecuación sumando un apropiado valor positivo 𝑥𝑥!  al 
lado izquierdo de la desigualdad, es decir: 
 
 𝑎𝑎!!𝑥𝑥! +  𝑎𝑎!!𝑥𝑥! +⋯+𝑎𝑎!"𝑥𝑥! + 𝑥𝑥! = 𝑏𝑏!  
 




Esta forma de expresar el problema, consistente en 𝑚𝑚 ecuaciones y 𝑛𝑛 +𝑚𝑚 variables 
incluyendo el uso de 𝑚𝑚 variables de holgura (una por cada restricción estructural), se conoce 
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como modelo ampliado, el cual facilita los procedimientos algebraicos asociados con el 
Método Simplex. 
 
Ejemplo 2.1: utilizar variables de holgura para escribir el modelo del problema de la empresa 
La Arenosa en forma de ecuaciones. 
 
Solución: se introduce la variable de holgura 𝑥𝑥! en la primera restricción estructural, 𝑥𝑥! en la 




Soluciones ampliadas, básicas y básicas factibles  
Una solución hallada a partir de procedimientos sobre el modelo ampliado (incluye las 
variables originales y las de holgura) se conoce como solución ampliada. Una solución 
básica es una de las soluciones aumentadas pero en la intersección de dos restricciones, (no 
necesariamente en un vértice de la región factible), por lo que podría ser una solución no 
factible. Una solución básica factible o BF es una solución ampliada en un vértice de la 
región factible. 
 
Vemos que un problema de 𝑚𝑚 restricciones estructurales y 𝑛𝑛 variables de decisión es 
modelado como un sistema ampliado de 𝑚𝑚 ecuaciones y 𝑚𝑚 + 𝑛𝑛 variables, la diferencia 𝑛𝑛 entre 
el número total de variables (𝑚𝑚 + 𝑛𝑛) y el número 𝑚𝑚 de ecuaciones representa una cantidad 
conocida como grados de libertad, la cual da la posibilidad de elegir valores arbitrarios para 𝑛𝑛 
de la variables, por conveniencia se elige el valor de cero a estas variables. A las 𝑛𝑛 variables 
cuyo valor se elige arbitrariamente se les llama variables no básicas, mientras que a las 𝑚𝑚 
restantes se les llama variables básicas. Nótese que entre las 𝑚𝑚 variables básicas puede haber 
variables de holgura y que se tiene el problema de resolver un sistema de 𝑚𝑚 ecuaciones con 
𝑚𝑚 variables básicas. Si los valores de las variables básicas, obtenidos como solución del 
mencionado sistema, cumplen las condiciones de no negatividad se tiene una solución básica 
factible BF.  
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En el Ejemplo 2.2, el número de ecuaciones es 𝑚𝑚 = 3, originalmente el número de variables 
de decisión es 𝑛𝑛 = 2, se introduce 𝑚𝑚 = 3 variables de holgura para 𝑚𝑚 + 𝑛𝑛 = 5 variables en 
total. La diferencia entre el número total de variables y ecuaciones es 2, lo que significa que 
hay dos variables no básicas y tres variables básicas. Al asignar el valor de cero a las dos 








Para analizar de forma más cercana los conceptos consideremos siguientes soluciones 
ampliadas (aunque no detallamos aún como se obtienen, el estudiante puede verificar que 
satisface el modelo ampliado) correspondientes al ejemplo 2.2. 
 
𝑎𝑎) 𝑥𝑥! =  4;  𝑥𝑥! =  6;  𝑥𝑥! =  0;  𝑥𝑥! =  0;  𝑥𝑥! = −6  
 
𝑏𝑏) 𝑥𝑥! =  0;  𝑥𝑥! =  0;  𝑥𝑥! =  4;  𝑥𝑥! =  12;  𝑥𝑥! = 18 
 
𝑐𝑐) 𝑥𝑥! =  0;  𝑥𝑥! =  6;  𝑥𝑥! =  4;  𝑥𝑥! =  0;  𝑥𝑥! = 6 
 
La solución 𝑎𝑎) no es una solución básica factible porque la variable 𝑥𝑥! no satisface la 
condición de no negatividad, vemos también que correspondería a la solución no factible 
𝑥𝑥! =  4, 𝑥𝑥! =  6 del problema original. 
 
La solución 𝑏𝑏) es una solución básica factible en un vértice, que correspondería a la solución 
factible 𝑥𝑥! =  0, 𝑥𝑥! =  0.  
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La solución 𝑐𝑐) es una solución básica factible en un vértice, que correspondería a la solución 
factible en el vértice 𝑥𝑥! =  0, 𝑥𝑥! =  6. 
 
De la misma forma que se habla de pares de soluciones factibles adyacentes en vértices, se 
tiene también las correspondientes soluciones básicas factibles adyacentes, estas se 
reconocen teniendo en cuenta que dos soluciones básicas son adyacentes si coinciden en 
todas las variables no básicas, excepto una de ellas son las mismas. Lo anterior implica que 
todas las variables básicas, excepto una son las mismas, pero quizá con diferentes valores. Por 
tanto, para pasar de una actual solución básica factible a una solución adyacente se debe 
realizar un intercambio de una variable básica a una no básica y una no básica a básica y luego 
ajustar los valores de las variables básicas de tal forma que se satisfaga el sistema. 
 
Si nos referimos al caso del ejemplo 2.2 las soluciones factibles (0, 0) 𝑦𝑦 (0, 6) se ubican en 
vértices adyacentes de la región factible mostrada en la Figura 2.2, por tanto las respectivas 
soluciones ampliadas son (0,0,4,12,18) 𝑦𝑦 (0, 6,4,0,6) que son soluciones básicas factibles 
adyacentes, lo que se puede confirmar observando que coinciden en la variable no básicas 𝑥𝑥!. 
Para pasar de la solución (0,0,4,12,18) a (0,6,4,0,6) se cambia 𝑥𝑥! de variable no básica a 
básica, operación contraria se hace con la variable 𝑥𝑥!. 
 
A partir de la expresión 𝑍𝑍 = 𝑐𝑐!𝑥𝑥! +  𝑐𝑐!𝑥𝑥! +⋯+ 𝑐𝑐!𝑥𝑥!, que define la función objetivo, 
podemos escribir 𝑍𝑍 − 𝑐𝑐!𝑥𝑥! −  𝑐𝑐!𝑥𝑥! −⋯− 𝑐𝑐!𝑥𝑥! e incorporar esta ecuación en el modelo 
ampliado del problema, esto con el fin de abordar los procedimientos algebraicos propios de 




Se destaca en esta forma que se ha agregado al sistema la variable 𝑍𝑍 y una nueva ecuación, 
con lo que el sistema ampliado consiste ahora en 𝑚𝑚 + 1 ecuaciones con 𝑚𝑚 + 1 variables. Los 
razonamientos planteados hasta aquí se refieren a la forma estándar de problemas de 
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programación lineal, para problemas dados en una forma diferente se debe realizar 
consideraciones adicionales. 
Procedimiento algebraico del Método Simplex 
 
Luego de haber tratado el problema de la empresa La Arenosa desde la perspectiva gráfica en 
el ejemplo 1.1 y los fundamentos algebraicos en el ejemplo 2.1 se procede a continuación a 
poner en práctica los procedimientos algebraicos relacionados. 
 
Ejemplo 2.2  
A partir del modelo ampliado, mediante la incorporación de las debidas variables de holgura, 
resolver el problema de la empresa La Arenosa mediante los procedimientos algebraicos 
asociados con el Método Simplex. 
 




v Procedimiento de iniciación: considerar como solución básica inicial aquella en la cual las 
variables 𝑥𝑥!, y 𝑥𝑥! se toman como no básicas, es decir 𝑥𝑥! = 0, y 𝑥𝑥! = 0. Al sustituir estos 
valores en el sistema ampliado se tiene 𝑥𝑥! = 4,  𝑥𝑥! = 12 y 𝑥𝑥! = 18. Por tanto la solución 
básica inicial es 𝑥𝑥! = 0,  𝑥𝑥! = 0, 𝑥𝑥! = 4,  𝑥𝑥! = 12 y 𝑥𝑥! = 18.  
 
v Procedimiento de prueba de optimalidad: con los valores actuales de 𝑥𝑥!, y 𝑥𝑥!, la función 
objetivo 𝑍𝑍 = 6𝑥𝑥! + 10𝑥𝑥! toma el valor 0 (𝑍𝑍 = 0). Es claro que ninguna de las variables 
básicas 𝑥𝑥!, 𝑥𝑥!, 𝑥𝑥! contribuye con el valor de la función objetivo (sus coeficientes son cero), 
esto significa que un aumento en el valor de al menos una de las variables no básicas 
𝑥𝑥!, y 𝑥𝑥! da lugar a un mejor valor de la función objetivo, se concluye entonces que la actual 
solución no es óptima. 
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v Primera iteración para mejorar la solución actual: cada iteración en el proceso de 
solución del problema mediante el uso del Método Simplex está orientada a obtener una 
solución mejor que la solución actual, para ello en cada iteración se considera el siguiente 
conjunto de pasos: 
 
Paso 1: selección de una variable no básica para ser básica. El paso inicial de cada 
iteración es seleccionar una las variables no básicas para que haga parte del conjunto de 
variables básicas, es decir, incrementar su valor y realizar el correspondiente ajuste de las 
otras variables básicas. Esto equivale al proceso descrito en la sección xx, consistente en 
pasar de una actual solución factible a una solución mejor a lo largo de una de las aristas 
que salen de la actual solución. La selección de la variable a convertirse en básica se hace 
teniendo en cuenta cuál de las variables no básicas tiene mayor coeficiente en la función 
objetivo 𝑍𝑍, ya que este coeficiente indica en cuanto aumenta 𝑍𝑍 con el aumento en cada 
unidad de las variables no básicas consideradas. En el ejemplo se elige 𝑥𝑥! como nueva 
variable básica (variable básica entrante) porque su coeficiente es 10 mientras que el de 𝑥𝑥! 
es 6.  
 
Paso 2: definición del límite de incremento de la nueva variable básica. El segundo 
paso de cada iteración consiste en determinar en qué medida o hasta qué valor se debe 
incrementar la nueva variable básica, de tal manera que modifique lo mejor posible la 
función objetivo dentro de la región factible. Es claro que, para satisfacer el sistema, el 
incremento de una de las variables hace que se deba modificar el valor de otras. Con la 
selección de 𝑥𝑥! como nueva variable básica y con 𝑥𝑥! siendo aún variable no básica, 




De donde se puede ver que, para satisfacer la de no negatividad de variables, es necesario 
que 𝑥𝑥! ≥ 0,  𝑥𝑥! ≥ 0 y 𝑥𝑥! ≥ 0. El incremento de 𝑥𝑥! sólo afecta a 𝑥𝑥! y 𝑥𝑥!, por tanto es 
necesario que 12− 2𝑥𝑥! ≥ 0 y 18− 2𝑥𝑥! ≥ 0, lo que se satisface con 𝑥𝑥! ≤ 6 y 𝑥𝑥! ≤ 9. De 
donde claramente se debe elegir el mínimo de estos límites de incremento, es decir 𝑥𝑥! ≤ 6. 
En el contexto de uso del Método Simplex, este procedimiento se conoce como prueba de 
cociente mínimo y se debe considerar en cada en todos los casos en que la variable básica 
entrante tenga coeficiente positivo. Con el máximo incremento permitido una de las 
variables básicas llega a cero convirtiéndose en variable no básica de la próxima solución 
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Básica factible. En este ejemplo 𝑥𝑥! es la variable que alcanza el valor cero, o variable básica 
saliente en la actual iteración.  
 
Paso 3: determinación de la nueva solución básica factible. La elección de la variable no 
básica entrante y la básica saliente da lugar a nuevos valores de las otras variables básicas, los 
cuales se deben determinar para tener la nueva solución básica factible. En este tercer paso se 
convierte el sistema de ecuaciones en una nueva forma que facilite la determinación de los 
valores requeridos. Para ello se escribe el sistema en forma completa, incluyendo la ecuación 
asociada con la función objetivo, para el caso del ejemplo se tiene el siguiente sistema de 
cuatro ecuaciones con seis variables, dos de ella se sabe que tienen valor cero, por ser 




Debido a que 𝑥𝑥! pasa a ser variable básica, buscamos que su coeficiente sea 1 en la ecuación 
(𝐹𝐹!) y cero en las demás ecuaciones. Aplicando operaciones básicas de filas asociadas con el 




Las operaciones hechas son: sumar 5 veces la ecuación 𝐹𝐹! a la 𝐹𝐹!  (𝐹𝐹! + 5𝐹𝐹!), multiplicar por 
!
!
 la ecuación 𝐹𝐹!  (
!
!
𝐹𝐹! ) y restar la ecuación 𝐹𝐹! a la 𝐹𝐹! 𝐹𝐹! − 𝐹𝐹! , tal como se señala 
anteriormente entre cada par de ecuaciones original y resultante. Sustituyendo 𝑥𝑥! =
0, 𝑥𝑥! = 0 en el último sistema, tenemos 𝑥𝑥! = 4, 𝑥𝑥! = 6, 𝑥𝑥! = 6, con lo cual la nueva 
solución básica factible es (0, 6,4,0,6) y según se encuentra a partir de la ecuación 𝐹𝐹! la 
función objetivo toma el valor 𝑍𝑍 = 60. 
 
Paso 4: prueba de optimalidad de la actual iteración. En el paso 3 el valor actual de la 
función objetivo 𝑍𝑍 = 60 se obtiene de la ecuación 𝐹𝐹!: 𝑍𝑍 = 60+ 6𝑥𝑥! − 5𝑥𝑥!, como el 
coeficiente 𝑥𝑥! es positivo, cualquier incremento en su valor da lugar a una mejor solución 
básica factible adyacente, por lo cual se concluye que esta solución actual no es óptima.  
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Segunda iteración para mejorar la solución actual: con 𝑍𝑍 = 60+ 6𝑥𝑥! − 5𝑥𝑥! se tiene que 
el valor de la función objetivo mejora aumentando 𝑥𝑥! sin aumentar 𝑥𝑥!, por tanto en esta 
iteración el primer paso es seleccionar a 𝑥𝑥! como nueva variable básica entrante. Para 
determinar hasta qué valor puede crecer la nueva variable básica 𝑥𝑥!, a partir del último 




De lo anterior vemos que el incremento de 𝑥𝑥! solo afecta la no negatividad de 𝑥𝑥! y 𝑥𝑥! deduce 
que, para satisfacer la no negatividad de variables, es necesario que 𝑥𝑥! ≥ 0,  𝑥𝑥! ≥ 0 y 𝑥𝑥! ≥ 0, 
por tanto es necesario que 4− 𝑥𝑥! ≥ 0 y 6− 3𝑥𝑥! ≥ 0, lo que se satisface con 𝑥𝑥! ≤ 4 y 𝑥𝑥! ≤ 2. 
Con lo cual se debe elegir 𝑥𝑥! ≤ 2. El incremento de 2 unidades en 𝑥𝑥! hace que 𝑥𝑥! sea cero 
convirtiéndose ahora en la variable básica saliente. Aplicando las respectivas operaciones 




A partir del nuevo sistema ampliado se observa que la nueva solución básica factible es 
(2,6,2,0,0), con la cual el valor de la función objetivo es 𝑍𝑍 = 72. La prueba de optimalidad 
se realiza a partir de 𝑍𝑍 = 72− 3𝑥𝑥! − 2𝑥𝑥! = 72, se ve que cualquier incremento en las 
variables no básicas 𝑥𝑥! y 𝑥𝑥! da lugar a una disminución del actual valor de Z, por tanto el no 
hay solución básica adyacente que sea mejor que la solución actual, con lo que se concluye 
que la solución es óptima.  
 
Forma tabular del Método Simplex 
La forma tabular del Método Simplex, presentada en esta parte de la cartilla, es una forma que 
facilita la realización de los cálculos asociados. Los procedimientos algebraicos descritos en 
secciones anteriores constituyen el fundamente de solución, pero la realización de los cálculos 
en forma tabular permite resumirlos. Teniendo claro cuáles son las diferentes variables y el rol 
que desempeñan, a través de la forma tabular solo se debe registrar los coeficientes de las 
15 
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variables y las constantes así como las la variable básica que aparece en cada ecuación. Para 
comenzar a ilustrar el uso de la forma tabular del Método Simplex consideramos nuevamente 
el ejemplo de la empresa La Arenosa.  
 
Ejemplo 2.3: aplicar el Método Simplex en su forma tabular para resolver el problema de la 
empresa La Arenosa. 
 
Solución: de lo trabajado en el tratamiento algebraico se encuentra que el sistema de 
ecuaciones correspondiente, luego de agregar las variables de holgura y ajustar la escritura de 





La tabla 1 muestra una fila de encabezados, una columna para las variables básicas y las 
columnas de coeficientes de las variables. Se resalta la fila 𝐹𝐹! En el paso inicial se selecciona 
𝑥𝑥!, 𝑥𝑥! y 𝑥𝑥! como variables básicas lo que implícitamente indica que las no básicas son 𝑥𝑥! y 𝑥𝑥!. 
Hasta este punto del desarrollo se tiene que la solución básica factible actual es 
(0,0,4,12,18) 
 
Fila V. Básicas 𝑍𝑍 𝑥𝑥! 𝑥𝑥! 𝑥𝑥! 𝑥𝑥! 𝑥𝑥! 𝑏𝑏!  
𝐹𝐹! 𝑍𝑍 1 −6 −10 0 0 0 0 
𝐹𝐹! 𝑥𝑥! 0 1 0 1 0 0 4 
𝐹𝐹! 𝑥𝑥! 0 0 2 0 1 0 12 





Para que la solución sea óptima se requiere que todos los coeficientes en la fila 𝐹𝐹! sean no 
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v Primera iteración para mejorar la solución actual: aquí el primer paso consiste en 
seleccionar una variable no básica para que pase a ser básica. La selección se hace con base 
en el coeficiente negativo de mayor valor absoluto (a lo que nos referimos aquí como el 
coeficiente más negativo) en la fila 𝐹𝐹!, en este caso la variable seleccionada es 𝑥𝑥! ya que 
tiene coeficiente igual a −10. A la columna de coeficientes de la variable básica entrante en 
las filas posteriores a la fila 𝐹𝐹! se denomina columna pivote y se resalta en la tabla 2 






Para decidir la variable básica saliente se determina lo que llamamos fila pivote. 
Considerando solo los valores positivos de la columna pivote, se divide los valores del lado 
derecho o valores 𝑏𝑏!  de cada fila por el respectivo coeficiente en la columna pivote, la fila 
en la que resulta el menor cociente corresponde a la fila pivote, la variable básica de la 
respectiva fila es la variable básica saliente y el número en la intersección de la fila y 
columna pivote se llama número pivote. En el caso de este ejemplo 𝐹𝐹! es la fila pivote 
debido a que el cociente !"
!
= 6, mientras que el cociente de la fila 𝐹𝐹! es 9, la variable básica 













El paso que sigue es obtener una nueva tabla simplex mediante las siguientes 
modificaciones sobre la tabla 3. 
 
• Registrar a 𝑥𝑥! como nueva variable básica en lugar de 𝑥𝑥!.  
• Dividir la fila pivote por el número pivote, en este caso el número por el cual se divide 
es 2. 
• Modificar las filas restantes, sumando o restando un múltiplo de la fila pivote, de tal 
manera que los coeficientes de la columna pivote sean todos cero, excepto el que está 
sobre la fila pivote. En este caso a la fila 𝐹𝐹! se suma la nueva fila 𝐹𝐹! multiplicada por 10, 
a la fila 𝐹𝐹! se suma la nueva fila 𝐹𝐹! multiplicada por −2. Como resultado se obtiene la 
nueva tabla simplex mostrada en la tabla 4. 
 
 
Fila V. Básicas 𝑍𝑍 𝑥𝑥! 𝑥𝑥! 𝑥𝑥! 𝑥𝑥! 𝑥𝑥! 𝑏𝑏!  
𝐹𝐹! 𝑍𝑍 1 −6 0 0 5 0 60 
𝐹𝐹! 𝑥𝑥! 0 1 0 1 0 0 4 









Con base en lo anterior, y sabiendo que 𝑥𝑥! = 0 y 𝑥𝑥! = 0 tenemos que la nueva solución 
básica factible es (0,6,4,0,6), correspondiendo a un valor de la función objetivo 𝑍𝑍 =  60.  
 
En cuanto a la prueba de optimalidad sobre la última solución hallada, vemos que la nueva 
fila 𝐹𝐹! contiene un coeficiente negativo se concluye que la actual solución básica factible 
no es óptima. 
 
v Segunda iteración para mejorar la solución actual: procediendo de manera similar a la 
anterior iteración, en este caso debemos seleccionar a 𝑥𝑥! como nueva variable básica, ya 
que es la que tiene el coeficiente más negativo en la fila 𝐹𝐹! (realmente es el único 
coeficiente negativo en este caso). Lo que da lugar a una nueva columna pivote.  
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Determinamos la nueva fila pivote al aplicar la prueba del coeficiente mínimo, dividiendo 
cada valor del lado derecho en cada fila por el respectivo coeficiente en la columna pivote, 
encontrándose que la nueva fila pivote es la fila 𝐹𝐹!, por tanto la variable básica saliente es 






Con base en lo anterior obtenemos la nueva tabla simplex de donde se obtendrá la nueva 
solución básica factible. En la nueva tabla 𝑥𝑥! será la variable básica entrante en remplazo de 
𝑥𝑥!. La nueva fila 𝐹𝐹! se obtiene mediante la división de la fila pivote 𝐹𝐹! por el número 3. A la 
fila 𝐹𝐹! se suma 6 veces la nueva fila 𝐹𝐹! y a la fila 𝐹𝐹! se resta la nueva fila 𝐹𝐹!, el resultado se 
muestra en la tabla 7. 
 
Fila V. Básicas 𝑍𝑍 𝑥𝑥! 𝑥𝑥! 𝑥𝑥! 𝑥𝑥! 𝑥𝑥! 𝑏𝑏!  
𝐹𝐹! 𝑍𝑍 1 0 0 0 3 2 72 


























Con las variables no básicas 𝑥𝑥! = 0 y 𝑥𝑥! = 0 encontramos que la nueva solución básica 
factible es (2,6,2,0,0), con la cual el valor de la función objetivo es 𝑍𝑍 = 72. En la tabla 2.7 
vemos que no hay coeficientes negativos en la fila 𝐹𝐹!, por tanto la solución es óptima, lo que 
significa que la solución del problema es 𝑥𝑥! = 2, 𝑥𝑥! = 6. 
 
Si comparamos las formas algebraicas y tabular del Método Simplex, vemos que en esencia 
son equivalentes, sin embargo, la forma tabular facilita el trabajo. En adelante trabajaremos 
con base en la forma tabular en lugar de la forma algebraica, particularmente hallaremos a 
continuación la solución del problema 1.2. 
 
 
Ejemplo 2.4: resolver el problema del ejemplo 1.2 presentado en la semana 1 mediante la 
forma tabular del Método Simplex. 
 
Solución: el ejemplo se refiere a la necesidad de hallar los valores de 𝑥𝑥!, 𝑥𝑥!,  𝑥𝑥! 
correspondientes respectivamente a las cantidades de juegos de mesas, guardarropa y camas 
que se deben fabricar con el fin de obtener la mayor utilidad posible. El modelo que resulta, 
dado en la cartilla de la semana 1 es el siguiente: 
 
 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 𝑍𝑍 = 𝑍𝑍 = 60𝑥𝑥! + 50𝑥𝑥! + 40𝑥𝑥! 
 
 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝑎𝑎:  
2𝑥𝑥! +  𝑥𝑥!  + 3𝑥𝑥!  ≤ 180 
 𝑥𝑥! + 3𝑥𝑥!  + 2𝑥𝑥!  ≤ 300 
2𝑥𝑥! +  𝑥𝑥!  + 2𝑥𝑥!  ≤  240 
𝑥𝑥! ≥ 0,  𝑥𝑥! ≥ 0,  𝑥𝑥! ≥ 0 
 
La aplicación del Método Simplex demanda la necesidad de introducir las variables de holgura 
𝑥𝑥!, 𝑥𝑥!,  𝑥𝑥! para convertir en ecuación las inecuaciones correspondientes a las restricciones 
estructurales. El modelo ampliado es el siguiente: 
 
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑟𝑟 𝑍𝑍 = 60𝑥𝑥! + 50𝑥𝑥! + 40𝑥𝑥! 
 
𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝑎𝑎:  
 2𝑥𝑥! +  𝑥𝑥! +  3𝑥𝑥!  +  𝑥𝑥! +  𝑥𝑥! + 𝑥𝑥! =  180 
 𝑥𝑥! + 3𝑥𝑥! +  2𝑥𝑥!  +  𝑥𝑥! +  𝑥𝑥! + 𝑥𝑥! =  300 
 2𝑥𝑥! +  𝑥𝑥!  + 2𝑥𝑥! +   𝑥𝑥! +  𝑥𝑥! + 𝑥𝑥! =  240 
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En este caso tenemos 𝑚𝑚 = 3 restricciones estructurales y 𝑛𝑛 = 3 variables de decisión, el 
modelo ampliado corresponde a un sistema de 𝑚𝑚 = 3 ecuaciones y 𝑚𝑚 + 𝑛𝑛 = 6 variables, hay 
una diferencia de 3 entre el número total de variables y el de ecuaciones, lo que indica que el 
número de grados de libertad, que define la cantidad de variables no básicas es 3 (cuyo valor 
se elige arbitrariamente), con lo que las otras tres son variables básicas.  
 
Al incluir como una nueva fila la expresión que involucra la función objetivo, el problema se 




La tabla 8 muestra la fila de encabezados, la columna que indica cuales son las variables 
básicas y las columnas de coeficientes de todas las variables en las restricciones estructurales, 
también aparece resaltada la fila 𝐹𝐹!. En el paso inicial se selecciona 𝑥𝑥!, 𝑥𝑥! y 𝑥𝑥! como variables 
básicas, por consiguiente las no básicas son 𝑥𝑥!, 𝑥𝑥! y 𝑥𝑥!.  
 
Fila V. Básicas 𝑍𝑍 𝑥𝑥! 𝑥𝑥! 𝑥𝑥! 𝑥𝑥! 𝑥𝑥! 𝑥𝑥! 𝑏𝑏!  
𝐹𝐹! 𝑍𝑍 1 −60 −50 −40 0 0 0 0 
𝐹𝐹! 𝑥𝑥! 0 2 1 3 1 0 0 180 
𝐹𝐹! 𝑥𝑥! 0 1 3 2 0 1 0 300 





Con 𝑥𝑥! = 0,  𝑥𝑥! = 0 y 𝑥𝑥! = 0 y sustituyéndolos en el sistema tenemos 𝑥𝑥! = 180,  𝑥𝑥! =
300 y 𝑥𝑥! = 240. Por lo tanto la solución básica inicial es 𝑥𝑥! = 0,  𝑥𝑥! = 0, 𝑥𝑥! = 0,  𝑥𝑥! =
180, 𝑥𝑥! = 300 y 𝑥𝑥! = 240 y el actual valor de la función objetivo sería 𝑍𝑍 = 0. Dado que la fila 
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Primera iteración para mejorar la solución actual. 
 
El coeficiente más negativo en la fila 𝐹𝐹! es el de la variable 𝑥𝑥!, esta es entonces la variable 








El estudiante puede observar que, dividiendo en cada fila el valor del lado derecho por el 
respectivo coeficiente en la columna pivote, encontramos que el menor coeficiente 
corresponde a la fila 𝐹𝐹!, por lo tanto esta es la fila pivote y 𝑥𝑥! pasará a ser la variable básica 







 La nueva tabla simplex (tabla 11) se obtiene mediante las siguientes operaciones: 
• Registrar a 𝑥𝑥! como nueva variable básica en lugar de 𝑥𝑥!.  
• Dividir por 2 los valores en la fila pivote. 
• Sumar a 𝐹𝐹! la nueva fila 𝐹𝐹! multiplicada por 60.  
• Restar la nueva fila 𝐹𝐹! de la fila 𝐹𝐹!.  
• Restar de la fila 𝐹𝐹! dos veces la nueva fila 𝐹𝐹!.  
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Fila V. Básicas 𝑍𝑍 𝑥𝑥! 𝑥𝑥! 𝑥𝑥! 𝑥𝑥! 𝑥𝑥! 𝑥𝑥! 𝑏𝑏!  
𝐹𝐹! 𝑍𝑍 1 0 −20 50 30 0 0 5400 









0 0 90 






0 1 0 210 





Con 𝑥𝑥! = 𝑥𝑥! = 𝑥𝑥! = 0 se tiene 𝑥𝑥! = 90, 𝑥𝑥! = 210, 𝑥𝑥! = 60, lo que significa que la actual 
solución básica es 90,0,0,0,210,60 , Esta solución no es óptima debido a que en la fila 𝐹𝐹! 
hay coeficientes negativos. 
 
Segunda iteración para mejorar la solución actual 
De la actual tabla simplex se seleccionar a 𝑥𝑥! como nueva variable básica, (tiene coeficiente 







Dividiendo cada valor del lado derecho por el respectivo coeficiente en la columna pivote 
encontramos que 𝐹𝐹! es la nueva fila pivote, 𝑥𝑥! será la variable básica saliente y 
!
!
. Es el número 
pivote. En la tabla 2.12 se resalta la fila y la columna pivote.  
 
Para obtener la nueva matriz simplex, mostrada en la tabla 13, incluimos 𝑥𝑥! en la columna de 
variables básicas a cambio de 𝑥𝑥!, que es la variable básica saliente. La nueva fila 𝐹𝐹! se obtiene 
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multiplicando la actual por !
!
 A la fila 𝐹𝐹! se suma 20 veces la nueva fila 𝐹𝐹! y a la fila 𝐹𝐹! se resta la 
nueva fila 𝐹𝐹! dividida por 2, el resultado se muestra en la tabla 13. 
 
Fila V. Básicas 𝑍𝑍 𝑥𝑥! 𝑥𝑥! 𝑥𝑥! 𝑥𝑥! 𝑥𝑥! 𝑥𝑥! 𝑏𝑏!  
𝐹𝐹! 𝑍𝑍 1 0 0 54 30 8 0 7080 






















Con las variables no básicas 𝑥𝑥! = 0,  𝑥𝑥! = 0 y 𝑥𝑥! = 0, la nueva solución básica factible es 
(48,84,0,0,0,60), con la cual el valor de la función objetivo es 𝑍𝑍 = 7080. En la tabla 13 
vemos que no hay coeficientes negativos en la fila 𝐹𝐹!, por tanto la solución es óptima.  
 
Observaciones relación con el proceso de solución 
Al aplicar los procedimientos relacionados con el Método Simplex descritos en las secciones 
anteriores no hicimos referencia a los casos en que se presenta empate o igualdad en los 
valores que soportan la determinación de la variable básica entrante y/o la variable básica 
saliente.  
 
La variable básica entrante se elige en función del coeficiente más negativo en la fila 𝐹𝐹! (la que 
contiene la función objetivo), sin embargo, si dos o más variables básicas coinciden en su 
valor, se puede elegir arbitrariamente la que será la variable básica entrante.  
 
Si la igualdad se da entre los cocientes que definen la variable básica saliente, teóricamente se 
tiene que la elección podría tener un importante impacto en razón a que puede suceder lo 
siguiente: todas las variables asociadas con un mismo cociente llegarán a cero para un mismo 
valor de la variable básica entrante, de tal manera que existirán variables básicas con valor 
cero, a las que se les llama variables degeneradas, dando lugar a la solución básica factible con 
variables básicas degeneradas (Solución básica degenerada). Por otra parte, si alguna de las 
variables básicas degeneradas permanece con valor cero hasta ser elegida como variable 
básica saliente en otra iteración, la variable básica entrante también valor cero puesto que no 
se le permite su crecimiento sin que la saliente se haga negativa, y por consiguiente no 
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cambia el valor de la función objetivo. Si Z no mejora, el método puede entrar en un ciclo 
repetitivo de una secuencia de soluciones, sin llegar a la solución óptima. En la práctica el tipo 
de problemas en que se da esta situación es muy raro, pero si se presentan se podría probar la 
salida de él cambiando la elección de la variable saliente. 
 
Otra posibilidad existente en una iteración es el no poder seleccionar variable básica saliente 
debido a que la variable básica entrante puede crecer indefinidamente sin que alguna de las 
otras variables básicas llegue a ser cero o negativa, lo que significa que los coeficientes de la 
columna pivote son negativos o cero, lo que a su vez se relaciona con el ilimitado crecimiento 
del valor de la función objetivo. Esto realmente quiere decir que se ha cometido algún error, 
bien sea en la formulación del modelo o no haber tenido en cuenta información importante. 
Este tipo de situaciones no resuelta por el Método Simplex.  
 
Finalmente existen casos de problemas que realmente tienen múltiples soluciones óptimas, 
es decir, diferentes valores de las variables de decisión que resultan en el mismo valor de la 
función objetivo, pero el Método Simplex finaliza al hallar la primera solución óptima. En estos 
casos en que de alguna forma se conoce de múltiples soluciones óptimas, puede tomarse la 
decisión con base en aspectos no considerados en el modelo. Vale la pena anotar que el 
mismo Método Simplex proporciona una forma de determinar si un problema tiene más de 
una solución. En efecto, lo hace con base en el hecho que si alguna de las actuales variables 
no básicas de la iteración que da la solución óptima tiene coeficiente cero en la fila 𝐹𝐹!, se tiene 
que al aumentar su valor, no cambia el de la función objetivo, pero sí cambia el conjunto de 










Hasta este punto del desarrollo del curso de Investigación 
de operaciones I hemos incursionado en la introducción a la 
programación lineal, abordando de manera superficial los 
fundamentos algebraicos y aplicando los mismos a la 
solución de problemas dados en forma estándar. Sin 
embargo, en programación lineal es común encontrar 
problemas que no encajan en la forma estándar, dándose 
por ejemplo, situaciones en las que el objetivo es minimizar 
una función objetivo en lugar de buscar el máximo de otra, 
también se dan casos en que las restricciones corresponden 
a ecuaciones o inecuaciones en ambos sentidos, razón por 
la cual se hace necesario la introducción de variantes al 
Método Simplex con el fin de lograr lo que se pretende. 
 
En esta semana nos disponemos a abordar algunos 
procedimientos que se debe ejecutar en la solución de 
problemas en forma no estándar, para lo cual se usara 
fundamentalmente dos métodos que contribuyen en ese 























Al igual que en las semanas anteriores, en esta semana se recomienda al estudiante la 
detallada lectura de esta cartilla, en la cual se trata las temáticas relacionadas con la solución 
de problemas de programación lineal dados en forma no estándar. Para la descripción de las 
técnicas aplicar se usa un enfoque práctico a través de la solución de ejercicios que pongan de 
manifiesto los procedimientos asociados a ellos. Sin embargo, se debe tener en cuenta que el 
adecuado acercamiento a la comprensión de los temas requiere del apoyo de recursos 
adicionales aquí ofrecidos.  
 
Dado que los desarrollos alrededor de los métodos a trabajar se basan en la forma tabular del 
Método Simplex, al igual que en las semana 2 se requiere las habilidades propias de los 
procedimientos de eliminación gaussiana, por lo que se insiste en la necesidad de afianzar el 
manejo de las mismas, remitirse a las lecturas complementarias donde se encuentra ejercicios 
resueltos. Se llama nuevamente la atención en el sentido de aprovechar los recursos de video, 
donde se trata, mediante la solución y explicación de ejercicios, la aplicabilidad de los temas 
bajo estudio.  
 
Se recalca la importancia de desarrollar los ejercicios propuestos como ejercicios de repaso, de 
tal manera que pueda afrontar en mejores condiciones el desarrollo de los ejercicios 






















Solución de problemas de Programación Lineal en forma no 
estándar  
 
Modelos de programación lineal en forma no estándar  
En la cartilla de la semana anterior enfrentamos la solución de problemas de programación 
lineal que obedecen el modelo estándar, es decir, en donde se pide maximizar la función 
objetivo, sujetas a restricciones de no negatividad y todas las restricciones estructurales se 
expresan mediante inecuaciones dadas por el signo ≤, es decir inecuaciones de la forma: 
 
𝑎𝑎!!𝑥𝑥! +  𝑎𝑎!!𝑥𝑥! +⋯+𝑎𝑎!"𝑥𝑥! ≤ 𝑏𝑏!  
 
Sin embargo no todas las situaciones reales asociadas con problemas de programación lineal 
obedecen el modelo estándar. Ciertos problemas conducen a modelos en los que algunas 
restricciones se expresan mediante ecuaciones, inecuaciones con signos ≤, o con números 
negativos al lado derecho, por lo que se hace necesario el tratamiento de estos detalles con el 
fin de poder abordar la solución mediante el Método Simplex.  
 
Manejo de modelos que incluyen restricciones en forma de ecuaciones. Método de la 
gran M  
 
La principal diferencia en este caso, en cuanto al uso del Método Simplex, consiste en la 
determinación de la solución básica inicial. En estos casos se emplea una técnica que se basa 
en la introducción de una nueva variable, conocida como variable artificial, en los casos que 
5 
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sea necesario. La variable artificial introducida será la variable básica inicial en la respectiva 
ecuación que se introduzca y también debe satisfacer las restricciones de no negatividad. La 
función objetivo se modifica para que imponga una penalización exorbitante en el caso de 
que adquieran valores mayores que cero. Tal como veremos, el uso del Método Simplex hará 
que las variables artificiales tomen valores de cero a lo largo del desarrollo, luego de lo cual se 
tendrá la solución del problema original. Para comprender la forma de enfrentar este tipo de 
problemas consideremos el ejemplo 3.1. 
 
Ejemplo 3.1. Consideremos que en el problema de la empresa La Arenosa, introducida en el 
Ejemplo 1.1, se debe usar la totalidad de la capacidad de la planta Puente Aranda (ver 
enunciado y modelo del problema en la cartilla de la semana 1).  
Solución: la modificación introducida trae cambios en la tercera restricción estructural de tal 
manera que esta es ahora una igualdad. Desde el punto de vista geométrico, lo anterior 
implica un significativo cambio en la región factible, en razón a que los posibles valores de las 
variables deben ser las coordenadas de puntos sobre el segmento de recta que une los puntos 
(2,6) 𝑦𝑦 (4, 3). A continuación se muestra el nuevo modelo y la nueva región factible. 
 
 
Según la forma del nuevo modelo, podemos ver la necesidad de introducir variables de 
holgura solo en las dos primeras restricciones, con lo cual el modelo ampliado queda como se 




La aplicación del Método Simplex en el caso de modelos en la forma estándar indica que la 
solución básica factible inicial correspondía al conjunto de valores tomados por las variables 
6 
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de holgura, consideradas como variables básicas, en este caso no contamos con variable de 
holgura en la tercera restricción, por lo cual no es posible establecer tal solución inicial como 
antes.  
 
Para obtener una solución inicial básica factible, modificamos el sistema ampliado asociado 
con el problema, de tal forma que se introduce en la tercera restricción la variable artificial 
𝑥𝑥!! ≥ 0 y se establece una penalización a la función objetivo, esta penalización consiste en 
una disminución de la función objetivo en un valor dado por 𝑀𝑀𝑥𝑥!! , siendo 𝑀𝑀 un número muy 
grande, la idea buscar que en realidad tal penalización no exista, lo que se logra solo si se 
consigue que la variable artificial al final valga 0, es por ello que la técnica que se aplica, en 
asocio con el Método Simplex, se conoce como método de la gran M. El correspondiente 
sistema de ecuaciones modificado, al que podemos llamar sistema artificial ampliado se 




Paso inicial: tomando como variables no básicas iniciales la pareja 𝑥𝑥!, 𝑥𝑥! (por consiguiente 
valen 0), se llega a la solución básica factible inicial 𝑥𝑥! = 4, 𝑥𝑥! = 12,  𝑥𝑥!! = 18. La forma 
tabular es la siguiente: 
Fila V. Básicas 𝑍𝑍 𝑥𝑥! 𝑥𝑥! 𝑥𝑥! 𝑥𝑥! 𝑥𝑥!!  𝑏𝑏!  
𝐹𝐹! 𝑍𝑍 1 −6 −10 0 0 𝑀𝑀 0 
𝐹𝐹! 𝑥𝑥! 0 1 0 1 0 0 4 
𝐹𝐹! 𝑥𝑥! 0 0 2 0 1 0 12 





Dado que el procedimiento de la forma tabular del Método Simplex requiere que los 
coeficientes de las variables básicas en la fila 𝐹𝐹! sean cero, aplicamos el ajuste algebraico 
7 
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necesario a partir de la tabla anterior, para que el coeficiente de 𝑥𝑥!!  el cual consiste en 
remplazar la fila 𝐹𝐹! por la diferencia 𝐹𝐹! −𝑀𝑀𝐹𝐹!, obteniéndose como resultado la tabla 2, de tal 
tabla se ve que la solución básica asociada no es óptima debido a la permanencia de 
coeficientes negativos en la fila 𝐹𝐹!, por lo que se necesita aplicar los conocidos pasos del 
Método Simplex para hallar la mejor solución.  
 
Fila V. Básicas 𝑍𝑍 𝑥𝑥! 𝑥𝑥! 𝑥𝑥! 𝑥𝑥! 𝑥𝑥!! 𝑏𝑏!  
𝐹𝐹! 𝑍𝑍 1 −(3𝑀𝑀 + 6) −(2𝑀𝑀 + 10) 0 0 0 −18𝑀𝑀 
𝐹𝐹! 𝑥𝑥! 0 1 0 1 0 0 4 
𝐹𝐹! 𝑥𝑥! 0 0 2 0 1 0 12 





Primera iteración: al aplicar el criterio de selección de la variable básica entrante vemos, en la 
tabla 2, que para grandes valores de 𝑀𝑀, 3𝑀𝑀 + 6 es mayor que 2𝑀𝑀 + 10, con lo cual el 
coeficiente más negativo en la fila 𝐹𝐹! es el de la variable 𝑥𝑥!, por tanto esta será la variable 
básica entrante. Al dividir los valores del lado derecho en las filas 𝐹𝐹! y 𝐹𝐹!, por el 
correspondiente coeficiente de 𝑥𝑥!, se obtiene cocientes de 4 y 6 respectivamente, lo que lleva 




Tabla 3. Datos de la primera iteración resaltando columna y fila pivote 
Fuente: Propia. 
 
En la tabla 4 ahora 𝑥𝑥! remplaza a 𝑥𝑥! como variable básica, la fila 𝐹𝐹! se remplaza por el 
resultado de la operación 𝐹𝐹! + (3𝑀𝑀 + 6)𝐹𝐹!, mientras que la fila 𝐹𝐹! se remplaza por el 
resultado de restar a 𝐹𝐹! la nueva fila 𝐹𝐹! multiplicada por 3. 
8 
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Fila V. Básicas 𝑍𝑍 𝑥𝑥! 𝑥𝑥! 𝑥𝑥! 𝑥𝑥! 𝑥𝑥!!  𝑏𝑏!  
𝐹𝐹! 𝑍𝑍 1 0 −(2𝑀𝑀 + 10) 3𝑀𝑀 + 6 0 0 −6𝑀𝑀 + 24 
𝐹𝐹! 𝑥𝑥! 0 1 0 1 0 0 4 
𝐹𝐹! 𝑥𝑥! 0 0 2 0 1 0 12 
𝐹𝐹! 𝑥𝑥!!  0 0 2 −3 0 1 6 
 




Cualquiera sea la solución que se derive de la tabla 4 no es óptima porque hay coeficientes 
negativos en la fila 𝐹𝐹!. Se requiere una nueva iteración. 
 
Segunda iteración: al acometer una nueva iteración, a partir del signo de los coeficientes en 
la fila 𝐹𝐹! en la tabla 4, se encuentra que la variable básica entrante es 𝑥𝑥!, que la fila pivote es 𝐹𝐹! 
y por tanto la variable artificial 𝑥𝑥!! es la variable básica saliente.  
 
La tabla 5 es la nueva tabla simplex, que se obtiene cambiando a 𝑥𝑥! como variable básica en 
lugar de 𝑥𝑥!!  y realizando las habituales operaciones sobre las filas. 
 
 
Fila V. Básicas 𝑍𝑍 𝑥𝑥! 𝑥𝑥! 𝑥𝑥! 𝑥𝑥! 𝑥𝑥!!  𝑏𝑏!  
𝐹𝐹! 𝑍𝑍 1 0 0 −9 0 𝑀𝑀 + 5 54 
𝐹𝐹! 𝑥𝑥! 0 1 0 1 0 0 4 
𝐹𝐹! 𝑥𝑥! 0 0 0 3 1 −1 6 












La solución que se obtenga de la tabla 5 no puede ser óptima porque aún hay un coeficiente 
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Tercera iteración: debido a que tiene el coeficiente más negativo (realmente es la única) en la 
fila 𝐹𝐹!, 𝑥𝑥! es la nueva variable básica entrante. La aplicación del criterio de cociente mínimo 
indica que la variable básica saliente es 𝑥𝑥!. La tabla 6 es la nueva tabla simplex, que se obtiene 
aplicando los habituales procedimientos. Dado que no hay coeficientes negativos en la fila 𝐹𝐹!, 
se llega a la conclusión que la última solución es óptima. La solución corresponde a 
(2,6,2,0,0) la cual da como valor objetivo 𝑍𝑍 = 72. 
 
 
Fila V. Básicas 𝑍𝑍 𝑥𝑥! 𝑥𝑥! 𝑥𝑥! 𝑥𝑥! 𝑥𝑥!! 𝑏𝑏!  
𝐹𝐹! 𝑍𝑍 1 0 0 0 3 𝑀𝑀 + 2 72 

























El ejemplo anteriormente desarrollado, en el que interviene una restricción dada en forma de 
igualdad, el lado derecho es un número positivo. Frente a restricciones en forma de igualdad 
con un número negativo, primero se multiplica la ecuación por menos uno (-1) y luego se 
aplica el mismo procedimiento anterior. El estudiante debe revisar las lecturas 
complementarias y video capsulas de esta semana, donde se ilustra la solución de ejemplos 
que tratan este tipo de situaciones.  
 
En situaciones de desigualdad con valor negativo en el lado derecho también se multiplica 
por menos uno cada lado de la inecuación, con lo cual se invierte el sentido de la desigualdad.  
Manejo de modelos de la forma ≥  
El tratamiento dado a modelos en los que aparecen restricciones estructurales en forma de 
inecuaciones con el sentido de la forma ≥ se aborda en esta sección mediante la solución del 
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Ejemplo 3.3. Resolver el siguiente problema de programación lineal: 
 
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀: 𝑍𝑍 = 8𝑥𝑥! + 10𝑥𝑥!  
𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝑎𝑎:  
6𝑥𝑥! +  2𝑥𝑥! ≤  27 
 𝑥𝑥!  +  𝑥𝑥! = 12 
3𝑥𝑥! +  2𝑥𝑥! ≥ 30 
 𝑥𝑥! ≥ 0;  𝑥𝑥! ≥ 0 
 
La solución la abordamos inicialmente agregando una variable de holgura 𝑥𝑥! a la primera 
restricción (por estar dada originalmente en la forma de ecuación en el sentido ≤), a la 
segunda restricción se agrega una variable artificial 𝑥𝑥!!  (por estar dada originalmente en 
forma de ecuación). El tratamiento que damos a la tercera restricción (3𝑥𝑥! + 2𝑥𝑥! ≥ 30) 
inicialmente consiste en restar una cantidad de exceso o variable de exceso 𝑥𝑥!, y luego 
sumarle una variable artificial 𝑥𝑥!! . Sumando en este caso las respectivas penalizaciones a la 
función objetivo por efecto de la incorporación de las variables artificiales y tratarse de un 




En lo que respecta a la función objetivo, dado que se pide su minimización, se puede convertir 
en un problema de maximización al considerar el opuesto de la función original, es decir, si el 
problema es minimizar 𝑍𝑍, nos enfocamos en resolver el problema maximizar −𝑍𝑍. Con esta 
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Para efectos de preparación de tal forma que usemos la forma tabular del Método Simplex, 




Atendiendo al hecho que hay en total seis variables y tres ecuaciones de restricciones 
podemos seleccionar tres variables no básicas y tres básicas. Se toma el trio 𝑥𝑥!, 𝑥𝑥!! , 𝑥𝑥!! como 
variables básicas. En esta fase de preparación podemos ver que el sistema no se encuentra 
aún en la forma requerida para aplicar la forma tabular del Método Simplex, esto en razón a la 
presencia de las variables básicas 𝑥𝑥!! , 𝑥𝑥!!  en la fila 𝐹𝐹! que contiene la función objetivo 𝑍𝑍, para 
eliminarlas 𝐹𝐹! multiplicamos por −𝑀𝑀 las filas 𝐹𝐹! y 𝐹𝐹! y sumamos los resultados a 𝐹𝐹!, como se 
ilustra a continuación: 
 
Con esta transformación la tabla inicial es la siguiente: 
  
Fila V. Básicas 𝑍𝑍 𝑥𝑥! 𝑥𝑥! 𝑥𝑥! 𝑥𝑥!!  𝑥𝑥! 𝑥𝑥!!  𝑏𝑏!  
𝐹𝐹! 𝑍𝑍 −1 −4𝑀𝑀 + 8 −3𝑀𝑀 + 10 0 0 𝑀𝑀 0 −42𝑀𝑀 
𝐹𝐹! 𝑥𝑥! 0 6 2 1 0 0 0 54 
𝐹𝐹! 𝑥𝑥!! 0 1 1 0 1 0 0 12 





Teniendo en cuenta que M es un valor muy grande, la solución básica inicial que se obtenga 
de la tabla anterior no puede ser óptima porque hay valores negativos en la fila 𝐹𝐹!. Para una 
nueva iteración vemos que el coeficiente más negativo en 𝐹𝐹! es el de la variable 𝑥𝑥!, por tanto 
esta es la variable básica entrante, al aplicar la prueba de cociente mínimo se tiene que la 












Las operaciones para obtener una mejor solución básica factible son: incluir 𝑥𝑥! como variable 
básica en lugar de 𝑥𝑥!, dividir por 6 la fila 𝐹𝐹!, restar a 𝐹𝐹! la nueva fila 𝐹𝐹!multiplicada por 
(−4𝑀𝑀 + 8), restar a 𝐹𝐹! la nueva fila 𝐹𝐹!, restar a 𝐹𝐹! la nueva fila 𝐹𝐹! multiplicada por 3, lo que da 
como resultado la siguiente tabla 9.  
 
 
Fila V. Básicas 𝑍𝑍 𝑥𝑥! 𝑥𝑥! 𝑥𝑥! 𝑥𝑥!!  𝑥𝑥! 𝑥𝑥!!  𝑏𝑏!  






0 𝑀𝑀 0 −6𝑀𝑀 − 72 






0 0 0 9 






1 0 0 3 









La solución que puede derivarse de la última tabla no es óptima porque aún hay coeficientes 
negativos en la fila 𝐹𝐹!, por tanto se requiere una nueva iteración, en la cual la nueva variable 
básica entrante es 𝑥𝑥! y la saliente es 𝑥𝑥!!  ¿Por qué? La tabla 10 es la nueva tabla simplex. La 









Fila V. Básicas 𝑍𝑍 𝑥𝑥! 𝑥𝑥! 𝑥𝑥! 𝑥𝑥!!  𝑥𝑥! 𝑥𝑥!!  𝑏𝑏!  
𝐹𝐹! 𝑍𝑍 −1 0 0 −𝑀𝑀 + 14
6
 






−𝑀𝑀 − 94 





























La presencia de coeficientes negativos en 𝐹𝐹! obliga a una nueva iteración con 𝑥𝑥! como 
variable básica entrante y 𝑥𝑥!!  como saliente. Las usuales operaciones conducen a la tabla 11 
como nueva tabla simplex, la deducción de la tabla 11 a partir de la tabla 10 se deja al 
estudiante como ejercicio de repaso.  
 
Fila V. Básicas 𝑍𝑍 𝑥𝑥! 𝑥𝑥! 𝑥𝑥! 𝑥𝑥!!  𝑥𝑥! 𝑥𝑥!!  𝑏𝑏!  
𝐹𝐹! 𝑍𝑍 −1 0 0 1
2
 
𝑀𝑀 − 11 0 𝑀𝑀 −105 
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Con grandes valores de 𝑀𝑀 los coeficientes en 𝐹𝐹! son no negativos, por tanto la solución que 
sale de la tabla 11 es la solución óptima, en la cual las variables no básicas 𝑥𝑥!, 𝑥𝑥!!  y 𝑥𝑥!!  toman 





= 7,5 ;  𝑥𝑥! =
9
2





De donde se tiene que −𝑍𝑍 = −105 𝑜𝑜 𝑍𝑍 = 105. Con esta parte terminamos el tratamiento del 
problema mediante el uso del método de la gran M. a continuación veremos un método 
alternativo conocido como el método de las dos fases.  
 
Método de las dos fases 
Aplicando el procedimiento basado en grandes valores de M, las soluciones factibles se dan 
cuando se logra que las variables artificiales sean cero, sin que necesariamente se haya 
llegado a una solución óptima. En el ejemplo 3.3 se dio el caso que la primera solución factible 
(en que las variables artificiales son cero) también era la solución óptima (porque no había 
coeficientes negativos en la fila 𝐹𝐹!), sin embargo existen casos en que luego de hacer cero las 
variables artificiales se requiere más iteraciones que lleven a una óptima solución a partir de la 
primera solución factible.  
De estas afirmaciones podemos deducir que, en los casos generales, este procedimiento 
consta de dos fases: una en la que inicialmente se hacen cero las variables artificiales y otra en 
la que con los pasos básicos del Método Simplex se obtiene la solución óptima. Esto da lugar 
al método de las dos fases, que de forma directa haya la solución sin necesidad de considerar 
explícitamente grandes valores de M. El método de las dos fases se ilustra mediante el 
ejemplo 3.4 a partir del mismo problema del ejemplo 3.3.  
Ejemplo 3.4. Usar el método de las dos fases para resolver el siguiente problema de 
programación lineal  
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀: 𝑍𝑍 = 8𝑥𝑥! + 10𝑥𝑥!  
𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝑎𝑎:  
6𝑥𝑥! +  2𝑥𝑥! ≤  54 
 𝑥𝑥!  + 𝑥𝑥! = 12 
3𝑥𝑥! + 2𝑥𝑥! ≥ 30 
 𝑥𝑥! ≥ 0;  𝑥𝑥! ≥ 0 
 
Tal como en el ejemplo 3.3 agregamos una variable de holgura 𝑥𝑥! a la primera restricción, a la 
segunda se agrega la variable artificial 𝑥𝑥!! , a la tercera restricción restamos la variable de 
exceso 𝑥𝑥! y sumamos la variable artificial 𝑥𝑥!! . En la primera fase se debe resolver el problema 
15 
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de minimizar la función objetivo artificial dada por: 𝑍𝑍! = 𝑥𝑥!! + 𝑥𝑥!!  sujeta al conjunto de 












Al igual que en el ejemplo 3.3, se toma el trio 𝑥𝑥!, 𝑥𝑥!! , 𝑥𝑥!! como variables básicas. El sistema no 
está en la forma requerida para aplicarle la forma tabular del Método Simplex, debido a que 
16 
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aparecen las variables básicas 𝑥𝑥!! , 𝑥𝑥!!  en 𝐹𝐹!, para eliminarlas sustituimos 𝐹𝐹! por el resultado 








Con esta transformación la tabla inicial es la siguiente: 
 
  
Fila V. Básicas 𝑍𝑍 𝑥𝑥! 𝑥𝑥! 𝑥𝑥! 𝑥𝑥!!  𝑥𝑥! 𝑥𝑥!!  𝑏𝑏!  
𝐹𝐹! 𝑍𝑍 −1 −4 −3 0 0 1 0 −42 
𝐹𝐹! 𝑥𝑥! 0 6 2 1 0 0 0 54 
𝐹𝐹! 𝑥𝑥!! 0 1 1 0 1 0 0 12 






La solución para el mejor valor de la Z artificial dada por la tabla no es óptima, siguiendo los 
procedimientos asociados con el Método Simplex tabular, se requiere una iteración para hallar 
una mejor. El coeficiente más negativo en 𝐹𝐹! es el de la variable 𝑥𝑥!, que será la variable básica 
entrante, mientras que la variable básica saliente es 𝑥𝑥!. La tabla 13 es la nueva tabla simplex 











Fila V. Básicas 𝑍𝑍 𝑥𝑥! 𝑥𝑥! 𝑥𝑥! 𝑥𝑥!!  𝑥𝑥! 𝑥𝑥!!  𝑏𝑏!  







0 1 0 −6 






0 0 0 9 






1 0 0 3 










La solución que resulta de la tabla 13 no es óptima. En la siguiente iteración la nueva variable 
básica entrante es 𝑥𝑥! y la saliente es 𝑥𝑥!! . El resultado de la operaciones da la nueva tabla 




Fila V. Básicas 𝑍𝑍 𝑥𝑥! 𝑥𝑥! 𝑥𝑥! 𝑥𝑥!!  𝑥𝑥! 𝑥𝑥!!  𝑏𝑏!  
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Se requiere una nueva iteración en la que la variable básica entrante es 𝑥𝑥! y la saliente es 𝑥𝑥!! .  
 
Fila V. Básicas 𝑍𝑍 𝑥𝑥! 𝑥𝑥! 𝑥𝑥! 𝑥𝑥!!  𝑥𝑥! 𝑥𝑥!!  𝑏𝑏!  
𝐹𝐹! 𝑍𝑍 −1 0 0 0 1 0 1 0 
































Aquí se llega a la solución óptima para la función objetivo artificial 𝑍𝑍 = 𝑥𝑥!! + 𝑥𝑥!! = 0 para la 
cual se tiene que 𝑥𝑥! =
!"
!
= 7,5 ;  𝑥𝑥! =
!
!
= 4,5 ;  𝑥𝑥! =
!
!
= 1,5, que constituyen una solución 
factible del problema original. 
 
Continuamos ahora con la fase 2. Esta fase se prepara a partir de la tabla final de la fase 1 
(tabla 14) eliminando las columnas de las variables artificiales 𝑥𝑥!!  y 𝑥𝑥!! , con lo que se obtiene 
la tabla 3.16: 
 
Fila V. Básicas 𝑍𝑍 𝑥𝑥! 𝑥𝑥! 𝑥𝑥! 𝑥𝑥! 𝑏𝑏!  
𝐹𝐹! 𝑍𝑍 −1 8 10 0 0 0 




















Tabla 16. Resulta eliminando las columnas de variables artificiales de la tabla final de fase y sustituyendo la 
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Para finalizar la fase 2 se requiere primero reajustar el sistema de tal manera que los 
coeficientes de las actuales variables básicas sean cero en la fila 𝐹𝐹!, para ello obtenemos una 
nueva tabla a partir de la tabla 15 restando 8 veces la fila 𝐹𝐹! y 10 veces la fila 𝐹𝐹! a la fila 𝐹𝐹!, el 
resultado es la tabla 17. 
  
Fila V. Básicas 𝑍𝑍 𝑥𝑥! 𝑥𝑥! 𝑥𝑥! 𝑥𝑥! 𝑏𝑏!  

























Tabla 17. reajuste del sistema para finalizar la fase 
Fuente: Propia. 
 
Dado que en esta última tabla no hay coeficientes negativos, la solución que se deriva de aquí 
es la solución óptima y coincide con la hallada mediante el método de la gran M. es posible 











Forma matricial del método simplex. 
Hallar una solución básica factible en la representación matricial. 
Ejemplo de uso de la representación matricial del método simplex. 
Forma matricial de cualquier iteración 
Síntesis del método simplex en forma matricial 
Principio fundamental del método simplex 
Método simplex revisado 






Si nos correspondiera resumir lo trabajado hasta este 
momento, en el curso de Investigación de operaciones I, 
podríamos indicar que lo más práctico ante la necesidad de 
resolver un problema de programación lineal dado en 
forma estándar es abordarlo mediante la forma tabular del 
Método Simplex, mientras que para el caso de problemas 
en forma no estándar se hace necesario la variante 
consistente en el método de la gran M o en el método de 
las dos fases.  
  
En esta cartilla, correspondiente a la semana 4 del curso, 
presentaremos la forma matricial del Método Simplex, 
frente a lo cual se hace necesario el manejo de operaciones 
básicas de algebra lineal relacionadas con operaciones con 
vectores y matrices, particularmente aquella que tiene que 
ver con el cálculo de la inversa de una matriz. Veremos que 
a partir de la representación tabular inicial podemos indicar 
la correspondiente representación matricial, y como hallar 
la representación matricial de iteraciones posteriores hasta 
llegar a la que arroje la solución óptima del problema. 
Abordaremos el caso de problemas dados en forma 
estándar, asumiendo que se tiene las bases y habilidades 
requeridas para resolver algunos de aquellos que estén 
dados en otra forma. En el uso del Método Simplex en 
forma matricial se pondrá de manifiesto la necesidad de 
calcular la inversa de una matriz, a la que se llama matriz 
base, frente a lo cual, si bien es cierto esto no es un gran 
obstáculo, siempre quisiéramos evitar. 
 
El Método Simplex revisado se basa en la forma matricial, 
pero presenta la ventaja que evita la necesidad de hallar 
explícitamente la inversa de una matriz. Esta cartilla finaliza 
con el tratamiento de este método y se muestra su 
aplicabilidad mediante la solución de un problema básico. 
3 

















A estas alturas del desarrollo debería sobrar la recomendación de cuidadosa lectura de la 
cartilla, sin embargo se hace ver nuevamente que esta es el punto de partida y referencia 
permanente en el desarrollo del curso en la semana. La descripción de principios aquí 
abordados usa el enfoque basado en la solución de ejercicios en los que se aplique los 
procedimientos asociados a ellos, pero se ha de tener en cuenta que el mejor acercamiento a 
la comprensión de los temas hace necesario el apoyo de recursos adicionales aquí planteados.  
 
Puesto que buena parte de la temática a trabajar alrededor de la forma matricial del Método 
Simplex se basan, lógicamente en operaciones con vectores y matrices, requiere que el 
estudiante afiance las habilidades propias del manejo de este tipo de operaciones, en este 
punto es importante remitirse a las lecturas complementarias donde se encuentra ejercicios 
resueltos. Se llama nuevamente la atención sobre la necesidad de aprovechamiento de los 
videos propuestos, donde se trata, mediante la solución y explicación de ejercicios, la 
aplicabilidad de los temas que estudiamos. 
 
El desarrollo de los ejercicios de repaso resulta de vital importancia en el proceso de 
preparación para afrontar, en mejores condiciones, el desarrollo del parcial que ha de 




















Forma matricial del Método Simplex y Método Simplex revisado  
 
Forma matricial del Método Simplex 
Dado que ya hemos trabajado el Método Simplex en forma tabular puede resultar fácil pasar a 
la forma matricial, en este punto es conveniente que el estudiante tenga presente la 
necesidad de repasar los elementos de algebra lineal relacionados con vectores y matrices.  
 
Consideremos el modelo general de un problema de programación lineal en forma estándar 
presentado en la cartilla dela semana 1. 
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀: 𝑍𝑍 = 𝑐𝑐!𝑥𝑥! +  𝑐𝑐!𝑥𝑥! +⋯+ 𝑐𝑐!𝑥𝑥! 
 
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑎𝑎:      𝑎𝑎!!𝑥𝑥! +  𝑎𝑎!"𝑥𝑥! +⋯+𝑎𝑎!!𝑥𝑥! ≤ 𝑏𝑏!   
                      𝑎𝑎!"𝑥𝑥! +  𝑎𝑎!!𝑥𝑥! +⋯+𝑎𝑎!!𝑥𝑥! ≤ 𝑏𝑏! 
                           ⋮               ⋮                   ⋮                 ⋮   
                       𝑎𝑎!!𝑥𝑥! +  𝑎𝑎!!𝑥𝑥! +⋯+𝑎𝑎!"𝑥𝑥! ≤ 𝑏𝑏! 
 
                 𝑥𝑥! ≥ 0,         𝑥𝑥! ≥ 0,… ,     𝑥𝑥! ≥ 0 
 
Para llegar a la representación matricial del modelo sea un vector fila 𝒄𝒄 compuesto por los  𝑛𝑛 
coeficientes   𝑐𝑐!, 𝑐𝑐!,… , 𝑐𝑐! presentes en la función objetivo, 𝒙𝒙 un vector columna compuesto 
por las 𝑛𝑛 variables de decisión 𝑥𝑥!, 𝑥𝑥!,… , 𝑥𝑥!, 𝑨𝑨 la matriz de coeficientes de las restricciones 
estructurales, 𝒃𝒃 el vector columna de los 𝑚𝑚 valores de lado dercho 𝑏𝑏!, 𝑏𝑏!,… , 𝑏𝑏! y  0 (cero en 
negrilla) un vector de 𝑛𝑛 componentes todas igual acero, es decir:  
 
5 
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Con lo anterior, basados en el producto de vectores y matrices, encontramos que la función 
objetivo puede representarse mediante 𝒁𝒁 = 𝒄𝒄𝒄𝒄, el conjunto de restricciones estructurales se 
representa como 𝑨𝑨𝑨𝑨 ≤ 𝒃𝒃 y las restricciones de no negatividad como 𝒙𝒙 ≥ 𝟎𝟎, con lo cual la 
forma matricial del problema es: 
 
 
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀: 𝒁𝒁 = 𝒄𝒄𝒄𝒄 
𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝑎𝑎: 
𝑨𝑨𝑨𝑨 ≤ 𝒃𝒃  
𝒙𝒙 ≥ 𝟎𝟎 
 
Ante la necesidad de convertir las inecuaciones en ecuaciones se introduce variables de 
holgura, una por cada restricción estructural, requiriéndose el vector columna 𝒙𝒙𝒉𝒉 compuesto 
por las 𝑚𝑚 variables de holgura 𝑥𝑥!!!, 𝑥𝑥!!!,… , 𝑥𝑥!!! y transformando la representación 




En esta representación se destaca la disposición de las variables de holgura, y se puede ver 
que estos elementos, en el recuadro verde, corresponden al producto de la matriz identidad 
de orden 𝑚𝑚 y el vector de variables de holgura 𝒙𝒙𝒉𝒉, de esta manera la matriz 𝑨𝑨 se amplía en la 
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Hallar una solución básica factible en la representación matricial 
 
El proceso para hallar una solución básica factible, habiendo identificado las variables básicas 
y no básicas, corresponde a la solución del sistema de ecuaciones anterior, con la condición 
que las variables no básicas sean iguales a cero, en el proceso para llegar a ello, y de acuerdo 
con los procedimientos estudiados previamente e ilustrados en los ejemplos trabajados hasta 
aquí, se podría eliminar del sistema de ecuaciones de restricciones 𝑨𝑨, 𝑰𝑰 , las columnas de 
coeficientes de variables no básicas, obteniéndose una matriz 𝑩𝑩 de coeficientes de las 
actuales variables básicas, si además 𝒙𝒙𝑩𝑩 es el actual vector variables, la solución básica factible 
es la solución de del sistema: 
 
 
𝑩𝑩𝒙𝒙𝑩𝑩 = 𝒃𝒃 
 
A la luz de los principios de álgebra lineal, siendo 𝑩𝑩 una matriz invertible, la solución básica 
actual 𝒙𝒙𝑩𝑩 corresponde a: 
 
 
𝒙𝒙𝑩𝑩 = 𝑩𝑩!𝟏𝟏𝑩𝑩𝒙𝒙𝑩𝑩 = 𝑩𝑩!𝟏𝟏𝒃𝒃 
 
Si además de lo anterior, denotando con 𝒄𝒄𝑩𝑩 el vector de coeficientes de las variables básicas 
en la función objetivo (incluyendo los ceros de las variables de holgura). El valor de la función 
objetivo correspondiente a esta solución básica está dado por: 
 
 
𝑍𝑍 = 𝒄𝒄𝑩𝑩𝒙𝒙𝑩𝑩 = 𝒄𝒄𝑩𝑩𝑩𝑩!𝟏𝟏𝒃𝒃 
 
 
Ejemplo de uso de la representación matricial del Método Simplex 
 
Para mostrar la valides de la forma matricial del Método Simplex consideremos a continuación 
el problema de la empresa la Arenosa. El problema consiste en: 
 




𝑥𝑥!                ≤   4 
            2𝑥𝑥! ≤ 12 
3𝑥𝑥! + 2𝑥𝑥! ≤ 18 
𝑥𝑥! ≥ 0;  𝑥𝑥! ≥ 0 
 
7 
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Según las definiciones asociadas con la forma matricial tememos: 
 







;   𝑨𝑨, 𝑰𝑰 =
1    0 1 0 0
0    2 0 1 0







Con base en los procedimientos de solución y resultados presentados en el ejemplo 2.3 y las 
expresiones planteadas anteriormente en relación con la forma matricial, la secuencia de 
soluciones básicas factibles son las siguientes: 
 
En el paso inicial: 







;   𝑨𝑨, 𝑰𝑰 =
1    0 1 0 0
0    2 0 1 0
















































































































































Lo anteriormente presentado, verificación de los resultados del ejemplo resuelto, evidencia la 
consistencia de la forma matricial del Método Simplex como forma alternativa de 
representación y solución de problemas de programación dados en forma estándar.  
Forma matricial de cualquier iteración 
Para analizar lo concerniente a la representación matricial del sistema de ecuaciones en 
cualquiera de las iteraciones consideremos la tabla inicial de la forma tabular del método 
simple en el caso del ejemplo de la empresa la Arenosa, a continuación resaltamos en la tabla 
1 un conjunto de bloques que resultan de interés para la discusión.  
 
9 



















  𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒ó𝑛𝑛 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 (𝑑𝑑𝑑𝑑 𝑙𝑙𝑙𝑙 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖) 
  
A partir de esta representación matricial inicial se puede hallar la representación respectiva de 
cualquier iteración, el resultado de proceso correspondiente a las habituales operaciones 
algebraicas sobre filas se logran mediante la multiplicación por la izquierda de ambos lados de 
la ecuación matricial por una matriz apropiada. Para saber cuál es tal matriz tengamos en 
cuenta las expresiones 𝐱𝐱𝒃𝒃 = 𝑩𝑩!𝟏𝟏𝒃𝒃 y 𝑍𝑍 = 𝒄𝒄𝒃𝒃𝑩𝑩!𝟏𝟏𝒃𝒃, tratadas en la sección 4.x, a partir de las 
cuales expresamos un nuevo vector compuesto por estos dos elementos, a continuación se 





































1    𝒄𝒄𝒃𝒃𝑩𝑩
!𝟏𝟏𝑨𝑨− 𝒄𝒄     𝒄𝒄𝒃𝒃𝑩𝑩
!𝟏𝟏














Síntesis del Método Simplex en forma matricial 
 
 
A manera de resumen del uso del Método Simplex en forma tabular presentamos la siguiente 
secuencia de pasos: 
 
 
v Procedimiento de inicio: a partir del problema dado en forma estándar se introduce 
las variables de holgura, con ello se define el vector 𝐱𝐱𝑩𝑩 compuesto por el conjunto de 
variables básicas de esta parte inicial, el vector 𝒄𝒄𝑩𝑩 compuesto por los coeficientes de 
las variables básicas iniciales y las matrices 𝑩𝑩,𝑩𝑩!𝟏𝟏 (en el inicio 𝑩𝑩 =  𝑩𝑩!𝟏𝟏 = 𝑰𝑰). En este 
mismo paso se verifica si se cumple la prueba de optimalidad, en la que todos los 
coeficientes de las variables no básicas deben ser no negativos. 
v Procedimientos iterativos:  
• Paso 1 de iteración: identificar la variable básica entrante atendiendo al coeficiente 
más negativo de las variables no básicas en la anterior iteración. 
• Paso 2 de iteración: identificar la variable básica saliente atendiendo al criterio de 
coeficiente mínimo en la anterior iteración. En este caso se debe tener en cuenta 
que el producto 𝑩𝑩!𝟏𝟏𝑨𝑨 (para el caso de las variables de decisión originales y 𝑩𝑩!𝟏𝟏  
(para las variables de holgura) permiten hallar  los coeficientes de la variable básica 
entrante. Por otro lado, el resultado de 𝒙𝒙𝑩𝑩 = 𝑩𝑩!𝟏𝟏𝒃𝒃 permite establecer los valores 
del lado derecho del sistema de ecuaciones. 
• Paso 3 de iteración: identificación de la actual solución básica factible. La matriz  𝑩𝑩 
se actualiza sustituyendo la columna de coeficientes de la variable básica saliente 
por la respectiva columna en la matriz ampliada 𝑨𝑨, 𝑰𝑰  de la variable básica que 
entra.  
v Prueba de optimalidad: se debe determinar los coeficientes de las variables no 
básicas en la fila de la función objetivo, para ello se debe ubicar los de las variables 
originales en 𝒄𝒄𝑩𝑩𝑩𝑩!𝟏𝟏 − 𝒄𝒄 y los de las variables de holgura en 𝒄𝒄𝑩𝑩𝑩𝑩!𝟏𝟏. Se sabe que si los 
coeficientes de las variables no básicas son no negativos, la solución básica factible 
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Aplicaremos a continuación la forma matricial del Método Simplex para resolver el problema 
de asignación de recursos de la empresa La Arenosa. 
 
Ejemplo 4.2: resolver el problema de la empresa La Arenosa mediante la forma matricial del 
Método Simplex.  
 
Solución:  
El enunciado del problema original es:  
 
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀  𝑍𝑍 = 6𝑥𝑥! + 10𝑥𝑥! 
𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝑎𝑎:                              
 
 𝑥𝑥!               ≤   4 
            2𝑥𝑥! ≤ 12 
3𝑥𝑥! + 2𝑥𝑥! ≤ 18 
𝑥𝑥! ≥ 0;  𝑥𝑥! ≥ 0 
 




Del nuevo sistema se deduce que: 
 
𝑐𝑐 = 6,10 ;  𝑨𝑨, 𝑰𝑰 =
1    0 1 0 0
0    2 0 1 0
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Procedimiento de inicio: se selecciona las variables de holgura como variables básicas 
















Para verificar que la solución que sale de aquí no es óptima se observa que:  
 




− 6,10 = −6,−10   
 
Como entre los coeficientes que resultan hay valores negativos, la solución no es óptima. 
 
Primera iteración:  
 
v Paso 1 de la primera iteración: el cálculo  𝒄𝒄𝑩𝑩𝑩𝑩!𝟏𝟏𝑨𝑨− 𝒄𝒄 = −6,−10  en la prueba de 
optimalidad del procedimiento de inicio indica que  el coeficiente de la variable no 
básica 𝑥𝑥! es el más negativo (−10), por lo tanto 𝑥𝑥! es la variable básica entrante.  
v Paso 2 de la primera iteración: Los coeficientes de 𝑥𝑥! en las restricciones 















Por otro lado, los valores del lado derecho están dados por el vector 𝐱𝐱!  inicial, cuyos 
componentes son 4,12 𝑦𝑦 18, al dividir estos valores por los respectivos coeficientes 
positivos de 𝑥𝑥! y aplicar la prueba de cociente mínimo se llega a que la variable 
saliente es 𝑥𝑥! (
!"
!





v Paso 3 de la primera iteración: se actualiza la matriz 𝑩𝑩 sustituyendo la columna de 
coeficientes de 𝑥𝑥! por la columna de coeficientes de 𝑥𝑥!, teniéndose entonces que  





































;  𝒄𝒄𝑩𝑩 = 0,10,0  
Prueba de optimalidad: el conjunto de variables no básicas está formado ahora por 𝑥𝑥! y 𝑥𝑥!, 
por ser 𝑥𝑥! una variable original, de 𝒄𝒄𝑩𝑩𝑩𝑩!𝟏𝟏𝑨𝑨− 𝒄𝒄 obtenemos su coeficiente en la función 
objetivo, el producto es: 










− 6,10 = −6,−5  
Por tanto el coeficiente de 𝑥𝑥! es −6, mientras que, por ser 𝑥𝑥! una variable de holgura, del 








= 0,5,0  
 
Por tanto el coeficiente de 𝑥𝑥! es  5. Como el coeficiente de  𝑥𝑥! es negativo la actual solución 




v Primer paso de la segunda iteración: de la iteración anterior se deduce que la variable 
básica entrante es 𝑥𝑥!.  
v Segundo paso de la segunda iteración: los coeficientes de 𝑥𝑥!en las restricciones se hallan 

















Los valores de 𝐱𝐱!  en la anterior iteración son  4,6 𝑦𝑦 6, lo que junto a la prueba de cociente 
mínimo indica que la variable saliente es 𝑥𝑥!. 
 
v Paso 3 de la segunda iteración: la actualización de 𝑩𝑩 sustituyendo la columna de 
coeficientes de 𝑥𝑥! por la de coeficientes de 𝑥𝑥!, permite hallar los siguientes elementos. 
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;  𝒄𝒄𝑩𝑩 = 0,10,6  
 
 
Prueba de optimalidad de la segunda iteración: las variables no básicas ahora son 𝑥𝑥! y 𝑥𝑥!, 



















= 0,3,2  
 
 
Entonces el coeficiente de 𝑥𝑥! es  3 y el de 𝑥𝑥! es 2, ninguno de los dos es negativo, por lo tanto 
la solución que de aquí se obtenga es la solución óptima, los valores de las variables son 
entonces: 𝑥𝑥! = 2;  𝑥𝑥! = 6;  𝑥𝑥! = 2;  𝑥𝑥! = 0;  𝑥𝑥! = 0.    
 
Lo anterior evidencia la consistencia de la forma matricial del Método Simplex como 
alternativa de solución de problemas de programación dados en forma estándar. Para cerrar 
el análisis vale la pena hacer notar que los procesos de cálculo se basan en operaciones entre 
vectores y matrices a partir de elementos iniciales, pero en cada iteración, luego de la 
actualización de la matriz 𝑩𝑩 siempre se requiere hallar la nueva matriz inversa 𝑩𝑩!𝟏𝟏, lo que en 
algunos casos puede representar un tedioso trabajo si no se cuenta con herramientas que 
agilicen su cálculo. Sin embargo posteriormente en esta misma cartilla estudiaremos un 
nuevo procedimiento, conocido como Método Simplex revisado, que facilita la actualización 
de la matriz inversa como parte del proceso de solución de problemas de programación lineal, 
dados en forma estándar, mediante la forma matricial del Método Simplex.  
15 
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Principio fundamental del Método Simplex 
 
El trabajo de la sección anterior de solución de problemas de programación lineal dados en 
forma estándar, con base en la representación matricial, permite resaltar un principio 
fundamental que será de gran utilidad en la siguiente sección correspondiente al estudio del 
Método Simplex revisado y en la próxima cartilla, al abordar los fundamentos de la dualidad y 
el análisis de sensibilidad. Una primera idea de estos principios tiene que ver con el hecho que 
la fila 𝐹𝐹! de la representación tabular inicial corresponde a la fila −𝒄𝒄,𝟎𝟎, 0 , mientras que las 
filas restantes corresponden a 𝑨𝑨, 𝑰𝑰,𝒃𝒃 . Luego de cada iteración, los nuevos coeficientes de las 
variables de holgura en la fila 𝐹𝐹! se hallan mediante 𝒄𝒄𝑩𝑩𝑩𝑩!𝟏𝟏 mientras que en las filas restantes 
se hallan mediante 𝑩𝑩!𝟏𝟏, donde 𝑩𝑩 la matriz de coeficientes de las actuales variables básicas en 
las restricciones y 𝒄𝒄𝑩𝑩 los coeficientes de las variables básicas en la fila 𝐹𝐹! .  En resumen, a partir 
de la tabla inicial, en cualquier iteración los coeficientes se obtienen mediante: 
 
𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 𝐹𝐹! =  −𝒄𝒄,𝟎𝟎, 0 + 𝒄𝒄𝑩𝑩𝑩𝑩!𝟏𝟏 𝑨𝑨, 𝑰𝑰,𝒃𝒃  
 
𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 𝐹𝐹!𝑎𝑎 𝐹𝐹! =  −𝒄𝒄,𝟎𝟎, 0 + 𝒄𝒄𝑩𝑩𝑩𝑩!𝟏𝟏 𝑨𝑨, 𝑰𝑰,𝒃𝒃  
 
Dada la importancia de los valores en la tabla o iteración final, lo que da la solución óptima, 
usaremos la siguiente notación para referirnos en adelante a elementos de la solución óptima. 
 
Sea 𝑩𝑩 la matriz de coeficientes de las variables básicas luego de la última iteración, denotamos 
entonces: 
 
𝑺𝑺𝒐𝒐 = 𝑩𝑩!𝟏𝟏 = 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 𝑑𝑑𝑑𝑑 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑑𝑑𝑑𝑑 𝑙𝑙𝑙𝑙𝑙𝑙 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑙𝑙𝑙𝑙𝑙𝑙 𝑑𝑑𝑑𝑑 ℎ𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 𝑒𝑒𝑒𝑒 𝐹𝐹! 𝑎𝑎 𝐹𝐹!.  
𝑨𝑨𝒐𝒐 = 𝑩𝑩!𝟏𝟏𝑨𝑨 = 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 𝑑𝑑𝑑𝑑 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑑𝑑𝑑𝑑 𝑙𝑙𝑙𝑙𝑙𝑙 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 𝑒𝑒𝑒𝑒 𝐹𝐹! 𝑎𝑎 𝐹𝐹!. 
𝒚𝒚𝒐𝒐 = 𝒄𝒄𝑩𝑩𝑩𝑩!𝟏𝟏 = 𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉 𝑑𝑑𝑑𝑑 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑑𝑑𝑑𝑑 𝑙𝑙𝑙𝑙𝑙𝑙 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 𝑑𝑑𝑑𝑑 ℎ𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 𝑒𝑒𝑒𝑒 𝐹𝐹!. 
𝒛𝒛𝒐𝒐 = 𝒄𝒄𝑩𝑩𝑩𝑩!𝟏𝟏𝑨𝑨 = 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 𝑝𝑝𝑝𝑝𝑝𝑝 𝑒𝑒𝑒𝑒 𝑚𝑚é𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑎𝑎𝑎𝑎 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 − 𝒄𝒄 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖.  
      (𝑠𝑠𝑠𝑠 𝑑𝑑𝑑𝑑 𝑞𝑞𝑞𝑞𝑞𝑞 𝒛𝒛𝒐𝒐 − 𝑐𝑐 𝑠𝑠𝑠𝑠𝑠𝑠 𝑙𝑙𝑙𝑙𝑙𝑙 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑑𝑑𝑑𝑑 𝑙𝑙𝑙𝑙𝑙𝑙 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 𝑒𝑒𝑒𝑒 𝐹𝐹!)   
𝑍𝑍! = 𝒄𝒄𝑩𝑩𝑩𝑩!𝟏𝟏𝒃𝒃 = Ó𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 𝑑𝑑𝑑𝑑 𝑙𝑙𝑙𝑙 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓ó𝑛𝑛 𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜. 
𝒃𝒃! = 𝑩𝑩!𝟏𝟏𝒃𝒃 = 𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉 𝑑𝑑𝑑𝑑𝑑𝑑 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑ℎ𝑜𝑜 𝑑𝑑𝑑𝑑𝑑𝑑 𝑐𝑐𝑎𝑎𝑎𝑎𝑎𝑎 ó𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑒𝑒𝑒𝑒 𝐹𝐹! 𝑎𝑎 𝐹𝐹!.. 






;    𝑐𝑐𝑐𝑐𝑐𝑐 
𝒕𝒕 = −𝒄𝒄    𝟎𝟎   0    𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 𝐹𝐹!
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Si también conocemos el vector 𝒐𝒐 de coeficientes de las variables de holgura en 𝐹𝐹! en la tabla 
final y la matriz 𝑺𝑺𝒐𝒐 de coeficientes de las variables de holgura en las filas 𝐹𝐹! 𝑎𝑎 𝐹𝐹!. En la tabla 
final, entonces podemos hallar el resto de la tabla final mediante lo que, al menos en este 
curso, se denomina principio fundamental del Método Simplex, cuyas fórmulas se presentan a 
continuación: 
 
𝒕𝒕𝒐𝒐 = 𝒕𝒕+ 𝒚𝒚𝒐𝒐𝑻𝑻 == 𝒚𝒚𝒐𝒐𝑨𝑨− 𝒄𝒄     𝒚𝒚𝒐𝒐   𝒚𝒚𝒐𝒐𝒃𝒃  
 
𝑻𝑻𝒐𝒐 = 𝑺𝑺𝒐𝒐𝑻𝑻 = 𝑺𝑺𝒐𝒐 𝑨𝑨    𝑰𝑰   𝒃𝒃 = 𝑺𝑺𝒐𝒐𝑨𝑨    𝑺𝑺𝒐𝒐   𝑺𝑺𝒐𝒐𝒃𝒃  
 
Para verificar el cumplimiento y uso de este principio fundamental del Método Simplex 
tomemos nuevamente el problema de la empresa La Arenosa. En este caso la tabla inicial y la 






En la tabla final, que da la solución óptima al modelo planteado, se resalta el vector 𝒚𝒚𝒐𝒐 y la 
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Si bien es cierto que ya se conoce los demás elementos de la tabal final, realizaremos ahora los 
cálculos que permitan verificar el cumplimiento de las fórmulas asocoadas con el principio 
fundamental del Método Simplex, según las cuales a partir de la tabla inicial, el vector 𝒚𝒚𝒐𝒐 y la 
matriz 𝑺𝑺𝒐𝒐 se puede completar la tabla final. Los cálculos son los siguientes.  
 
𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷 𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑: 𝒕𝒕𝒐𝒐 = 𝒚𝒚𝒐𝒐𝑨𝑨− 𝒄𝒄     𝒚𝒚𝒐𝒐   𝒚𝒚𝒐𝒐𝒃𝒃  
 













𝒕𝒕𝒐𝒐 = 𝟎𝟎,𝟎𝟎    0, 3,2   72   
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Tal como era de esperarse, los cálculos muestran la coincidencia con los otros elementos de la 
tabla final.  
 
Método Simplex revisado 
Este método se fundamenta en la forma matricial del Método Simplex, por lo que hay que 
usar las ideas asociadas con variables básicas entrante y saliente, entre otros, pero presenta la 
ventaja de facilitar la actualización de la inversa de la matriz 𝑩𝑩.  
 
Para formalizar el estudio del Método Simplex revisado consideremos las siguientes ideas: 
 
𝑥𝑥! = 𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉 𝑏𝑏á𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑞𝑞𝑞𝑞𝑞𝑞 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 
𝑎𝑎!"
! = 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 𝑑𝑑𝑑𝑑 𝑥𝑥!  𝑒𝑒𝑒𝑒 𝑙𝑙𝑙𝑙 𝑖𝑖 − 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟ó𝑛𝑛 (𝑖𝑖 = 1,2,… ,𝑚𝑚) 
𝑟𝑟 = 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 𝑑𝑑𝑑𝑑 𝑙𝑙𝑙𝑙 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒ó𝑛𝑛 𝑞𝑞𝑞𝑞𝑞𝑞 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑙𝑙𝑙𝑙 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 𝑏𝑏á𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑞𝑞𝑞𝑞𝑞𝑞 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠.  
 
En lo que sigue de este tema denotaremos como 𝑩𝑩𝒂𝒂!𝟏𝟏 la inversa de la antigua matriz 𝑩𝑩 y como 
𝑩𝑩𝒏𝒏!𝟏𝟏 la inversa de la nueva matriz 𝑩𝑩. Con base en en esto y las definiciones anteriores y 
fundamentados en procedimientos relacionados con operaciones entre filas, se puede llegar a 
expresiones que permitan calcular el elemento en la posición (𝑖𝑖, 𝑗𝑗) de la matriz 𝑩𝑩𝒏𝒏!𝟏𝟏 
(simbolizado como (𝑩𝑩𝒏𝒏!𝟏𝟏) 𝒊𝒊𝒊𝒊 ) a partir del elemento en la posición (𝑖𝑖, 𝑗𝑗) de la matriz 𝑩𝑩𝒏𝒏!𝟏𝟏, 

















𝒓𝒓𝒓𝒓                                        𝑠𝑠𝑠𝑠 𝑙𝑙𝑙𝑙 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑖𝑖 𝑒𝑒𝑒𝑒 𝑙𝑙𝑙𝑙 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑟𝑟
  
 
En forma matricial lo anterior se puede escribir como: 
 
𝑩𝑩𝒏𝒏!𝟏𝟏 = 𝑬𝑬𝑩𝑩𝒂𝒂!𝟏𝟏 
 
Siendo 𝑬𝑬 una matriz obtenida a partir de la matriz identidad  𝑰𝑰 remplazando la 𝑟𝑟 − 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 
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Se muestra ahora el uso del Método Simplex revisado mediante la solución del problema de la 
empresa la Arenosa. 
 
Ejemplo 4.3:  
Aplicar el Método Simplex revisado para resolver el problema del ejemplo 4.1 y 4.2. 
 
Solución: luego de incorporar las variables de holgura, representar el respectivo modelo en 



















Se calcula ahora el resultado de 𝒄𝒄𝒃𝒃𝑩𝑩!𝟏𝟏𝑨𝑨− 𝒄𝒄 para hallar los coeficientes de las variables no 
básicas 𝑥𝑥!, 𝑥𝑥!.  
 




− 6,10 = −6,−10   
Prueba de optimalidad: La existencia en el resultado de valores negativos indica que la 
actual solución no es óptima. 
 
Iteración 1: como tiene el coeficiente más negativo en la fila de la función objetivo, 𝑥𝑥! es la 
variable básica entrante, con lo cual, a la luz del Método Simplex revisado, 𝑘𝑘 = 2.   
 
De la matriz 𝑩𝑩!𝟏𝟏𝑨𝑨  los coeficientes de 𝑥𝑥! en las ecuaciones 1, 2 y 3 son los valores de la 















Entonces los coeficientes buscados son: 
 
𝑎𝑎!" = 0;  𝑎𝑎!! = 2;  𝑎𝑎!" = 2 
 
Dividiendo los valores del lado derecho de las ecuaciones (4, 12 y 18) por los respectivos 
coeficientes positivos de 𝑥𝑥!, y según el criterio de mínimo cociente, se encuentra que la 
variable básica saliente es 𝑥𝑥!. Al ser 𝑥𝑥! el segundo componente del vector 𝐱𝐱! , se tiene que 
𝑟𝑟 = 2. 
 
Se requiere ahora actualizar la inversa de la matriz 𝑩𝑩, para lo cual calculamos primero el vector 
𝝆𝝆 y luego la matriz 𝑬𝑬 (cambiando la segunda columna de la matriz identidad por el vector 𝝆𝝆).  
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Entonces, la nueva matriz 𝑩𝑩!𝟏𝟏 es: 
 







































;  𝒄𝒄𝑩𝑩 = 0,10,0  
Prueba de optimalidad: las variables no básicas son ahora por 𝑥𝑥!(variable original) y 𝑥𝑥! 
(variable de holgura). Hallamos el coeficiente de 𝑥𝑥! en la función objetivo mediante el cálculo 
de 𝒄𝒄𝑩𝑩𝑩𝑩!𝟏𝟏𝑨𝑨− 𝒄𝒄 y tenemos:   










− 6,10 = −6,−5  
 
Se verifica entonces que el coeficiente buscado es −6, mientras que del producto 𝒄𝒄𝑩𝑩𝑩𝑩!𝟏𝟏𝑨𝑨 









= 0,5,0  
 
Con lo cual el coeficiente de 𝑥𝑥! es  5. Como el coeficiente de 𝑥𝑥! es negativo la actual solución 
que de aquí surja no es óptima. 
 
Iteración 2: de la iteración anterior se sabe que el coeficiente más negativo en la fila de la 
función objetivo es el de 𝑥𝑥!, por tanto esta es la variable básica entrante y 𝑘𝑘 = 1.   
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Los valores de la primera columna de 𝑩𝑩!𝟏𝟏𝑨𝑨  son los coeficientes de 𝑥𝑥! en las ecuaciones 1, 2 y 


















Entonces los coeficientes buscados son: 
 
𝑎𝑎!! = 1;  𝑎𝑎!" = 0;  𝑎𝑎!" = 3 
 
Los valores de 𝐱𝐱!  en la anterior iteración son  4,6 𝑦𝑦 6, (nuevos valores del lado derecho de las 
ecuaciones), al dividir respectivamente estos valores por los coeficientes positivos de 𝑥𝑥! el 
criterio de cociente mínimo indica que la variable saliente es 𝑥𝑥! y por tanto 𝑟𝑟 = 3 
 



































Entonces, la nueva matriz 𝑩𝑩!𝟏𝟏 es: 
 





























































;  𝒄𝒄𝑩𝑩 = 6,10,0  
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Prueba de optimalidad de la segunda iteración: las variables no básicas en esta iteración 
son 𝑥𝑥! y 𝑥𝑥!, (ambas variables de holgura) sus  coeficientes en la función objetivo resultan de 

















= 0,3,2  
 
Como tales coeficientes son positivos la solución correspondiente a esta iteración es óptima. 
 
Se destaca en este procedimiento la facilidad que ofrece el Método Simplex revisado en el 
sentido de evitar el cálculo explícito de la inversa de la matriz B, en razón a que ofrece un 
procedimiento directo de actualización. 
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𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀: 𝑍𝑍 = 𝑐𝑐!𝑥𝑥! +  𝑐𝑐!𝑥𝑥! +⋯+ 𝑐𝑐!𝑥𝑥!	
	
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑎𝑎: 	
𝑎𝑎!!𝑥𝑥! +  𝑎𝑎!"𝑥𝑥! +⋯+𝑎𝑎!!𝑥𝑥! ≤ 𝑏𝑏! 	
𝑎𝑎!"𝑥𝑥! +  𝑎𝑎!!𝑥𝑥! +⋯+𝑎𝑎!!𝑥𝑥! ≤ 𝑏𝑏!	
⋮ ⋮ ⋮ ⋮ 	
𝑎𝑎!!𝑥𝑥! +  𝑎𝑎!!𝑥𝑥! +⋯+𝑎𝑎!"𝑥𝑥! ≤ 𝑏𝑏!	
	
𝑥𝑥! ≥ 0,  𝑥𝑥! ≥ 0,… ,  𝑥𝑥! ≥ 0	
	
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀: 𝑊𝑊
= 𝑏𝑏!𝑥𝑥! +  𝑏𝑏!𝑥𝑥! +⋯+ 𝑏𝑏!𝑥𝑥!	
	
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑎𝑎: 	
𝑎𝑎!!𝑦𝑦! +  𝑎𝑎!"𝑦𝑦! +⋯+𝑎𝑎!!𝑦𝑦! ≤ 𝑐𝑐! 	
𝑎𝑎!"𝑦𝑦! +  𝑎𝑎!!𝑦𝑦! +⋯+𝑎𝑎!!𝑦𝑦!  ≤ 𝑐𝑐!	
⋮ ⋮ ⋮ ⋮ 	
𝑎𝑎!!𝑦𝑦! +  𝑎𝑎!!𝑦𝑦! +⋯+𝑎𝑎!"𝑦𝑦! ≤ 𝑐𝑐!	
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 6	
Forma	algebraica	del	problema	de	la	empresa	La	Arenosa	
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 𝑍𝑍 = 6𝑥𝑥! + 10𝑥𝑥!	
𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝑎𝑎:	
	
3𝑥𝑥1  ≤  4	
 2𝑥𝑥!  ≤ 12	
3𝑥𝑥! + 2𝑥𝑥!  ≤ 18	
𝑥𝑥! ≥ 0;  𝑥𝑥! ≥ 0	




𝑦𝑦!  + 3𝑦𝑦! ≥  6	
 2𝑦𝑦! + 2𝑦𝑦! ≥ 10	









compuesto	por	𝑏𝑏!, 𝑏𝑏!,… , 𝑏𝑏!,	el	vector	columna	𝒚𝒚	compuesto	𝑦𝑦!, 𝑦𝑦!,… , 𝑦𝑦! ,	además	
se	puede	ver	que	𝑨𝑨𝑻𝑻	es	la	matriz	de	coeficientes	de	las	restricciones	estructurales,	𝒄𝒄	el	
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Forma	matricial	del	problema	de	la	empresa	La	Arenosa	















































Dado	que	𝒛𝒛 = (𝑧𝑧!, 𝑧𝑧!,… 𝑧𝑧!) = 𝒄𝒄𝑩𝑩𝑩𝑩!𝟏𝟏𝑨𝑨	es	el	vector	agregado	por	el	Método	Simplex	en	
cada	iteración	al	vector	– 𝒄𝒄 = (−𝑐𝑐!,−𝑐𝑐!,…−𝑐𝑐!)	de	coeficientes	iniciales,	entonces,	en	
cada	iteración	sobre	el	problema	primal,	los	coeficientes	de	las	variables	originales	
𝑥𝑥!, 𝑥𝑥!,… 𝑥𝑥!, 𝑥𝑥!!! en	la	fila	𝐹𝐹!	son	respectivamente	los	componentes	de	𝒛𝒛− 𝒄𝒄 = ( 𝑧𝑧! −
𝑐𝑐!, 𝑧𝑧! − 𝑐𝑐!,… 𝑧𝑧! − 𝑐𝑐!), mientras	que,	los	coeficientes	de	las	variables	de	holgura	




establecida	en	términos	de	los	coeficientes	de	las	variables	en	la	fila	𝐹𝐹!	como	𝑥𝑥! ≥ 0, 𝑥𝑥! ≥
0,… 𝑥𝑥! ≥ 0,	y	𝑦𝑦! ≥,𝑦𝑦! ≥ 0,… ,𝑦𝑦! ≥ 0.		
	




! ,… ,𝑦𝑦!! 	y	el	valor	óptimo	de	la	función	objetivo	𝑊𝑊	
del	problema	dual	coincide	con	el	óptimo	𝑍𝑍	del	primal.	Los	valores	óptimos	𝑦𝑦!
! ,𝑦𝑦!
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Subóptima	 Superóptima	 Sí		 No		
Óptima		 Óptima	 Sí		 Sí		
Superóptima		 Subóptima	 No		 Sí		






Fundación Universitaria del Área Andina 101
Fundación Universitaria del Área Andina







































Fundación Universitaria del Área Andina 102
Fundación Universitaria del Área Andina



















de	un	modelo	inicial	de	parámetros	𝑐𝑐! ,𝑎𝑎!" , 𝑏𝑏!,	o	las	respectivas	formas	matriciales	
𝒄𝒄𝒄𝒄 y 𝑨𝑨𝑨𝑨 = 𝒃𝒃.	Si	se	cambia	alguno	de	los	parámetros	las	nuevas	expresiones	matriciales	












;  𝑐𝑐𝑐𝑐𝑐𝑐 
𝒕𝒕 = −𝒄𝒄  𝟎𝟎  0  𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 𝐹𝐹!
 
𝑻𝑻 = 𝑨𝑨  𝑰𝑰  𝒃𝒃  𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 𝐹𝐹! 𝑎𝑎 𝐹𝐹!
	
	
𝒕𝒕𝒐𝒐 = 𝒕𝒕+ 𝒚𝒚𝒐𝒐𝑻𝑻 y 𝑻𝑻𝒐𝒐 = 𝑺𝑺𝒐𝒐𝑻𝑻	
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	 𝑍𝑍	 Variables	originales	 Variables	de	
holgura	
Lado	derecho	
𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 𝐹𝐹!	 𝟏𝟏	 −𝒄𝒄	 𝟎𝟎	 𝟎𝟎	
𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 𝐹𝐹! 𝑎𝑎 𝐹𝐹!	 𝟎𝟎	 𝑨𝑨	 𝑰𝑰	 𝒃𝒃	
Tabla	inicial	del	modelo	modificado	
Procedimientos	de	modificación	
	 𝑍𝑍	 Variables	originales	 Variables	de	
holgura	
Lado	derecho	
𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 𝐹𝐹!	 𝟏𝟏	 𝒛𝒛𝒐𝒐 − 𝒄𝒄 = 𝒚𝒚𝒐𝒐𝑨𝑨− 𝒄𝒄	 𝒚𝒚𝒐𝒐	 𝑍𝑍 = 𝒚𝒚𝒐𝒐𝒃𝒃	
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		Con	base	en	el	nuevo	modelo,	la	respectiva	tabla	inicial	es	la	tabla	8.		
Fila	 V.	Básicas 𝑍𝑍 𝑥𝑥! 𝑥𝑥! 𝑥𝑥! 𝑥𝑥! 𝑥𝑥! 𝑏𝑏! 	
𝑭𝑭𝟎𝟎	 𝒁𝒁 𝟏𝟏 −𝟖𝟖	 −𝟏𝟏𝟏𝟏	 𝟎𝟎	 𝟎𝟎	 𝟎𝟎	 𝟎𝟎	
𝐹𝐹!	 𝑥𝑥! 0 1	 0	 1	 0	 0	 4	
𝐹𝐹!	 𝑥𝑥! 0 0	 2	 0	 1	 1	 24	










𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷 𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑: 𝒕𝒕𝒐𝒐 = 𝒚𝒚𝒐𝒐𝑨𝑨− 𝒄𝒄  𝒚𝒚𝒐𝒐  𝒚𝒚𝒐𝒐𝒃𝒃 	
	












𝒕𝒕𝒐𝒐 = −4, 0  0, 3,2  108 		
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Fila	 V.	Básicas	 𝑍𝑍	 𝑥𝑥! 	 𝑥𝑥! 	 𝑥𝑥! 	 𝑥𝑥! 	 𝑥𝑥! 	 𝑏𝑏! 	
𝑭𝑭𝟎𝟎	 𝒁𝒁 𝟏𝟏 −𝟒𝟒	 𝟎𝟎	 𝟎𝟎	 𝟑𝟑	 𝟐𝟐	 𝟏𝟏𝟏𝟏𝟏𝟏	









𝐹𝐹!	 𝑥𝑥! 0 0	 1	 0	 1
2
	 0	 12	
𝐹𝐹!	 𝑥𝑥! 0 2
3
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Fila	 V.	Básicas 𝑍𝑍 𝑥𝑥! 𝑥𝑥! 𝑥𝑥! 𝑥𝑥! 𝑥𝑥! 𝑏𝑏! 	
𝐹𝐹!	 𝑍𝑍 1 0	 0	 0	 1	 4	 96	






𝐹𝐹!	 𝑥𝑥! 0 0	 1	 0	 1
2
	 0	 12	
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𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 𝑍𝑍 = −4𝑦𝑦! − 12𝑦𝑦! − 18𝑦𝑦! 
𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝑎𝑎: 
 
𝑦𝑦!  + 3𝑦𝑦! ≥  6 
 2𝑦𝑦! + 2𝑦𝑦! ≥ 10 
𝑦𝑦! ≥ 0;  𝑦𝑦! ≥ 0;  𝑦𝑦! ≥ 0 
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𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 𝑍𝑍 = −4𝑦𝑦! − 12𝑦𝑦! − 18𝑦𝑦! 
𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝑎𝑎: 
 
−𝑦𝑦!  − 3𝑦𝑦! + 𝑦𝑦!+ = − 6 
 −2𝑦𝑦!  − 2𝑦𝑦!  +  𝑦𝑦! = −10 
𝑦𝑦! ≥ 0;  𝑦𝑦! ≥ 0;  𝑦𝑦! ≥ 0 
	
Podemos	expresar	la	ecuación	de	la	función	𝑍𝑍+4𝑦𝑦! + 12𝑦𝑦! + 18𝑦𝑦! = 0,	con	lo	cual	
podemos	iniciar	el	trabajo	a	partir	de	la	forma	tabular	en	la	que	las	variables	básicas	
iniciales	son	las	variables	de	holgura,	la	tabla	inicial	es	la	siguiente:	
Fila	 V.	Básicas	 𝑍𝑍	 𝑦𝑦! 	 𝑦𝑦! 	 𝑦𝑦! 	 𝑦𝑦! 	 𝑦𝑦! 	 𝑏𝑏! 	
𝑭𝑭𝟎𝟎	 𝒁𝒁 𝟏𝟏 𝟒𝟒	 𝟏𝟏𝟏𝟏	 𝟏𝟏𝟏𝟏	 𝟎𝟎	 𝟎𝟎	 𝟎𝟎	
𝐹𝐹!	 𝑦𝑦! 0 −1	 0	 −3	 1	 0	 −6	
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Fila	 V.	Básicas	 𝑍𝑍	 𝑦𝑦! 	 𝑦𝑦! 	 𝑦𝑦! 	 𝑦𝑦! 	 𝑦𝑦! 	 𝑏𝑏! 	
𝑭𝑭𝟎𝟎	 𝒁𝒁 𝟏𝟏 𝟒𝟒	 𝟎𝟎	 𝟔𝟔	 𝟎𝟎	 𝟔𝟔	 −𝟔𝟔𝟔𝟔	
𝐹𝐹!	 𝑦𝑦! 0 −1	 0	 −3	 1	 0	 −6	
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Fila	 V.	Básicas 𝑍𝑍 𝑦𝑦! 𝑦𝑦! 𝑦𝑦! 𝑦𝑦! 𝑦𝑦! 𝑏𝑏! 	
𝑭𝑭𝟎𝟎	 𝒁𝒁 𝟏𝟏 𝟐𝟐	 𝟎𝟎	 𝟎𝟎	 𝟐𝟐	 𝟔𝟔	 −𝟕𝟕𝟕𝟕	
𝐹𝐹!	 𝑦𝑦! 0 1
3
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𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 𝑍𝑍 = 3𝑥𝑥! + 2𝑥𝑥!	
𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝑎𝑎:	
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𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 𝑍𝑍 = 4𝑥𝑥! + 2𝑥𝑥!	
𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝑎𝑎:	
 𝑥𝑥! + 2𝑥𝑥! ≤ 9	












𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 𝑍𝑍 = 2𝑥𝑥! − 𝑥𝑥!	
𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝑎𝑎:	
 𝑥𝑥! + 2𝑥𝑥! ≤ 3	
3𝑥𝑥! − 2𝑥𝑥! ≤ 1	
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𝑥𝑥! = 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ó𝑛𝑛 𝑑𝑑𝑑𝑑 𝑙𝑙𝑙𝑙 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑒𝑒𝑒𝑒 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶.		
𝑥𝑥! = 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ó𝑛𝑛 𝑑𝑑𝑑𝑑 𝑙𝑙𝑙𝑙 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑒𝑒𝑒𝑒 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹.		
𝑥𝑥! = 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ó𝑛𝑛 𝑑𝑑𝑑𝑑𝑑𝑑 𝐶𝐶𝐶𝐶𝐶𝐶 𝑒𝑒𝑒𝑒 𝑒𝑒𝑒𝑒 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑑𝑑𝑑𝑑 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵.		
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1 𝑠𝑠𝑠𝑠 𝑙𝑙𝑙𝑙 𝑗𝑗 − 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑ó𝑛𝑛 𝑒𝑒𝑒𝑒 𝑆𝑆í
 












1	 Crear	sede	en	Cartagena	 𝑥𝑥!	 27000	 18.000	
2	 Crear	sede	en	Florencia	 𝑥𝑥!	 15.000	 9.000	
3	 Crear	CSU	en	Bolívar	 𝑥𝑥!	 18.000	 15.000	













18.000𝑥𝑥! + 9.000𝑥𝑥! + 15.000𝑥𝑥! + 6.000𝑥𝑥! ≤ 30.000	
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𝑥𝑥! + 𝑥𝑥! ≤ 1	
	
Además	de	lo	anterior	debemos	tener	en	cuenta	que	la	posibilidad	de	crear	el	CSU	en	









𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 𝑍𝑍 = 27.000𝑥𝑥! + 15.000𝑥𝑥! + 18.000𝑥𝑥! + 12.000𝑥𝑥!	
𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝑎𝑎:	
18.000𝑥𝑥! + 9.000𝑥𝑥! + 15.000𝑥𝑥! + 6.000𝑥𝑥! ≤ 30.000	
 𝑥𝑥! +  𝑥𝑥! ≤  1	
−𝑥𝑥!  +  𝑥𝑥!  ≤  0	
 − 𝑥𝑥!  +  𝑥𝑥! ≤  0	
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1 𝑠𝑠𝑠𝑠 𝑠𝑠𝑠𝑠 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 𝑒𝑒𝑒𝑒 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑑𝑑𝑑𝑑 𝑙𝑙𝑙𝑙 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 𝑗𝑗.
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1 𝑠𝑠𝑠𝑠 𝑠𝑠𝑠𝑠 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 𝑙𝑙𝑙𝑙 𝑖𝑖𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛ó𝑛𝑛 𝑗𝑗 
 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝑗𝑗 = 1,2,3,4
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 10	
𝑥𝑥! + 𝑥𝑥! + 𝑥𝑥! + 𝑥𝑥! ≤ 3	
𝑥𝑥! ≥ 𝑥𝑥! 	
	
Finalmente	las	variables	𝑥𝑥! 	solo	pueden	tomar	los	valores	0	o	1,	el	modelo	resultante	es:	




15.000.000𝑥𝑥! + 21.000.000𝑥𝑥! + 12.000.000𝑥𝑥! + 9.000.000𝑥𝑥! ≤ 42.000.000.	
𝑥𝑥! + 𝑥𝑥! + 𝑥𝑥! + 𝑥𝑥! ≤ 3	
𝑥𝑥! ≥ 𝑥𝑥! 	



















Faldas	 3	 4	 $	18.000.00	 $	36.000.00	
pantalonetas	 2	 3	 $	12.000.00	 $	24.000.00	
pantalones	 6	 4	 $	24.000.00	 $	45.000.00	
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1 𝑠𝑠𝑠𝑠 𝑠𝑠𝑠𝑠 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑒𝑒𝑒𝑒 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 𝑙𝑙𝑙𝑙 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 𝑗𝑗 
 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑗𝑗 = 1, 2, 3.













𝑍𝑍 = 36.000𝑥𝑥! + 24.000	𝑥𝑥! + 45.000𝑥𝑥! − (18.000𝑥𝑥! + 12.000	𝑥𝑥! + 24.000𝑥𝑥!) − (600.000𝑦𝑦! + 450.000	
𝑦𝑦! + 300𝑦𝑦!)	
	
𝑍𝑍 = 18.000𝑥𝑥! + 12.000	𝑥𝑥! + 21.000𝑥𝑥!  − 600.000𝑦𝑦! + 450.000	𝑦𝑦! + 300.000𝑦𝑦! 	
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𝟑𝟑𝒙𝒙𝟏𝟏 + 𝟐𝟐	𝒙𝒙𝟐𝟐 + 𝟔𝟔𝒙𝒙𝟑𝟑 < 𝟏𝟏𝟏𝟏𝟏𝟏	






𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 𝑍𝑍 = 18.000𝑥𝑥! + 12.000	𝑥𝑥! + 21.000𝑥𝑥!  − 600.000𝑦𝑦! +
450.000	𝑦𝑦! + 300.000𝑦𝑦! 	
𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝑎𝑎:	
	
3𝑥𝑥! + 2	𝑥𝑥! + 6𝑥𝑥! < 150	






𝑥𝑥!, 𝑥𝑥!, 𝑥𝑥!  ∈ ℤ
!	
𝑦𝑦!, 𝑦𝑦!, 𝑦𝑦! ∈ {0, 1}	
	
	
Fundación Universitaria del Área Andina 127
Fundación Universitaria del Área Andina









1 𝑠𝑠𝑠𝑠 𝑠𝑠𝑠𝑠 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑒𝑒𝑒𝑒 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑗𝑗 
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𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 𝑍𝑍 = 3𝑥𝑥! + 2𝑥𝑥!	
𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝑎𝑎:	
2𝑥𝑥! + 𝑥𝑥! ≤ 6	
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𝑥𝑥! = 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 𝑑𝑑𝑑𝑑 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 𝑎𝑎 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓	
𝑥𝑥! = 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 𝑑𝑑𝑑𝑑 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑎𝑎 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓	
	
La	utilidad	que	se	pueda	obtener	está	dada	por	la	función	objetivo	𝑍𝑍 = 8𝑥𝑥! + 5𝑥𝑥!,	la	
limitante	en	tiempo	de	horas	de	trabajo	corresponde	a	𝑥𝑥! +  𝑥𝑥! ≤ 6,	mientras	que	los	
recursos	de	madera	están	limitados	por	9𝑥𝑥! +  5𝑥𝑥! ≤ 45	y,	teniendo	en	cuenta	que	los	
valores	𝑥𝑥!, 𝑥𝑥!	deben	ser	enteros,	el	correspondiente	modelo	de	programación	lineal	
entera	es	y	su	relajado,	al	que	llamamos	subproblema	1,	son	los	siguientes:	
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 𝑍𝑍 = 8𝑥𝑥! + 5𝑥𝑥!	
𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝑎𝑎:	
𝑥𝑥! +  𝑥𝑥! ≤ 6	
9𝑥𝑥! +  5𝑥𝑥! ≤ 45	
𝑥𝑥!, 𝑥𝑥! ∈ ℤ
+
	
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑎𝑎𝑎𝑎 𝑍𝑍 = 8𝑥𝑥! + 5𝑥𝑥!	
𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝑎𝑎:	
𝑥𝑥! +  𝑥𝑥! ≤ 6	
9𝑥𝑥! +  5𝑥𝑥! ≤ 45	
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;  𝑥𝑥! =
9
4













𝑥𝑥! ≤ 3	y	𝑥𝑥! ≥ 4,	(se	toma	𝑥𝑥! ≥ 4	porque	para	el	problema	entero	no	tiene	sentido	tomar	
valores	en	(3,	4)).	Con	lo	anterior	el	subproblema	1	se	divide	en	los	subproblemas	2	y	3	
ilustrados	a	continuación.	
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 𝑍𝑍 = 8𝑥𝑥! + 5𝑥𝑥!	
𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝑎𝑎:	
𝑥𝑥! +  𝑥𝑥! ≤ 6	
9𝑥𝑥! +  5𝑥𝑥! ≤ 45	
𝑥𝑥! ≤ 3		
𝑥𝑥! ≥ 0 𝑥𝑥! ≥ 0	
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 𝑍𝑍 = 8𝑥𝑥! + 5𝑥𝑥!	
𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝑎𝑎:	
𝑥𝑥! +  𝑥𝑥! ≤ 6	
9𝑥𝑥! +  5𝑥𝑥! ≤ 45	
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tomar	las	particiones	𝑥𝑥! ≤ 1	y	𝑥𝑥! ≥ 2,	teniéndose	los	subproblemas	4	y	5.	
	
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 𝑍𝑍 = 8𝑥𝑥! + 5𝑥𝑥!	
𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝑎𝑎:	
𝑥𝑥! +  𝑥𝑥! ≤ 6	
9𝑥𝑥! +  5𝑥𝑥! ≤ 45	
𝑥𝑥! ≥ 0 𝑥𝑥! ≥ 0,	𝑥𝑥! ≤ 1		
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 𝑍𝑍 = 8𝑥𝑥! + 5𝑥𝑥!	
𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝑎𝑎:	
𝑥𝑥! +  𝑥𝑥! ≤ 6	
9𝑥𝑥! +  5𝑥𝑥! ≤ 45	
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 18	
	
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 𝑍𝑍 = 8𝑥𝑥! + 5𝑥𝑥!	
𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝑎𝑎:	
𝑥𝑥! +  𝑥𝑥! ≤ 6	
9𝑥𝑥! +  5𝑥𝑥! ≤ 45	
𝑥𝑥! ≥ 0 𝑥𝑥! ≥ 0,	𝑥𝑥! ≤ 1		
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 𝑍𝑍 = 8𝑥𝑥! + 5𝑥𝑥!	
𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝑎𝑎:	
𝑥𝑥! +  𝑥𝑥! ≤ 6	
9𝑥𝑥! +  5𝑥𝑥! ≤ 45	








La	solución	del	subproblema	6	es	𝑥𝑥! = 4, 𝑥𝑥! = 1,	lo	que	resulta	en	𝑍𝑍 = 37,	esta	solución,	
si	bien	es	factible,	se	debe	descartar	porque	no	es	mejor	que	la	solución	factible	del	
subproblema	2,	en	consecuencia,	una	mejor	alternativa	de	solución	se	debe	explorar	por	
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𝑥𝑥!" = 𝑢𝑢𝑢𝑢𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 𝑙𝑙𝑙𝑙 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑆𝑆!  𝑖𝑖 = 1,2 ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 𝑒𝑒𝑒𝑒 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑃𝑃!  (𝑗𝑗
= 1,2,3)	
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𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 𝑍𝑍 = 8𝑥𝑥!! + 6𝑥𝑥!" + 10𝑥𝑥!" + 10𝑥𝑥!" + 4𝑥𝑥!! + 9𝑥𝑥!"	
	
𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝑎𝑎:	
𝑥𝑥!! + 𝑥𝑥!" + 𝑥𝑥!"  = 2000	
 𝑥𝑥!" + 𝑥𝑥!! + 𝑥𝑥!"  = 2500	
𝑥𝑥!!  + 𝑥𝑥!"  = 1500	
 𝑥𝑥!"  + 𝑥𝑥!!  = 2000	
 𝑥𝑥!"  + 𝑥𝑥!!  = 1000	
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𝑃𝑃!	 𝑃𝑃!	 𝑃𝑃!	 𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂 	
𝑆𝑆!	 8	 6	 10	 2000	
𝑆𝑆!	 10	 4	 9	 2500	
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𝐷𝐷!	 𝐷𝐷!	 …	 𝐷𝐷!	 𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂 	
𝑂𝑂!	 𝑐𝑐!!	 𝑐𝑐!"	 …	 𝑐𝑐!!	 𝑠𝑠!	
𝑂𝑂!	 𝑐𝑐!"	 𝑐𝑐!!	 …	 𝑐𝑐!!	 𝑠𝑠!	
⋮	 ⋮	 ⋮	 ⋱	 ⋮	 ⋮	
𝑂𝑂!	 𝑐𝑐!!	 𝑐𝑐!!	 …	 𝑐𝑐!"	 𝑠𝑠!	
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Repasando	nuevamente	la	estructura	del	modelo	matemático	del	problema	de	la	del	
ejemplo	7.1,	si	se	envía	𝑥𝑥!" 	unidades	desde	el	origen	𝑂𝑂! 	hasta	el	destino	𝐷𝐷! 	y	𝑐𝑐!"  es	el	costo	
unitario	de	envió,	el	costo	total	en	que	se	incurre	al	realizar	todos	los	envíos	está	dado	por	
una	función	objetivo	𝑍𝑍,	la	finalidad	del	problema	es:	










 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑖𝑖 = 1,2,… ,𝑚𝑚	
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1	 10	 25	 1,08	 0,015	
2	 15	 35	 1,11	 0,015	
3	 25	 30	 1,10	 0,015	
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𝑂𝑂! = 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 𝑑𝑑𝑑𝑑 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑒𝑒𝑒𝑒 𝑒𝑒𝑒𝑒 𝑚𝑚𝑚𝑚𝑚𝑚 𝑖𝑖 (𝑖𝑖 = 1,2,3,4)	
𝐷𝐷! = 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 𝑑𝑑𝑑𝑑 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑒𝑒𝑒𝑒 𝑒𝑒𝑒𝑒 𝑚𝑚𝑚𝑚𝑚𝑚 𝑗𝑗 (𝑗𝑗 = 1,2,3,4)	
𝑥𝑥!" = 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 𝑑𝑑𝑑𝑑 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑒𝑒𝑒𝑒 𝑒𝑒𝑒𝑒 𝑚𝑚𝑚𝑚𝑚𝑚 𝑖𝑖 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑒𝑒𝑒𝑒𝑒𝑒𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 𝑒𝑒𝑒𝑒 𝑒𝑒𝑒𝑒 𝑚𝑚𝑚𝑚𝑚𝑚 𝑗𝑗.	
𝑥𝑥!" = 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 𝑑𝑑𝑑𝑑 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢 𝑥𝑥!"
=
𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑑𝑑𝑑𝑑 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝ó𝑛𝑛 + 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑑𝑑𝑑𝑑 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 𝑠𝑠𝑠𝑠 𝑖𝑖 ≤ 𝑗𝑗
 
𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉 𝑎𝑎ú𝑛𝑛 𝑛𝑛𝑛𝑛 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 𝑠𝑠𝑠𝑠 𝑖𝑖 > 𝑗𝑗
	
𝑠𝑠! = 𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉 𝑛𝑛𝑛𝑛 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 	




𝑥𝑥!" 	para	𝑖𝑖 > 𝑗𝑗,	sin	embargo,	dado	el	interés	de	modelarlo	como	el	problema	del	
transporte,	es	necesario	definir	valores	para	estos	costos	no	conocidos.	En	este	punto	se	
usa	un	gran	valor	M	con	el	mismo	significado	que	el	usado	en	el	método	de	la	gran	M	en	el	
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𝑥𝑥!! + 𝑥𝑥!" + 𝑥𝑥!" + 𝑥𝑥!" ≤ 25	
𝑥𝑥!" + 𝑥𝑥!! + 𝑥𝑥!" + 𝑥𝑥!" ≤ 35	
𝑥𝑥!" + 𝑥𝑥!" + 𝑥𝑥!! + 𝑥𝑥!" ≤ 30	














𝐷𝐷!	 𝐷𝐷!	 𝐷𝐷!	 𝐷𝐷!	 𝐷𝐷!!	 𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂 	
 𝑂𝑂!: 𝑀𝑀𝑀𝑀𝑀𝑀 1	 1,08	 1,095	 1,110	 1,125	 0	 25	
𝑂𝑂!: 𝑀𝑀𝑀𝑀𝑀𝑀 2	 𝑀𝑀	 1,110	 1,125	 1,140	 0	 35	
𝑂𝑂!:𝑀𝑀𝑀𝑀𝑀𝑀 3	 𝑀𝑀	 𝑀𝑀	 1,100	 1,115	 0	 30	
𝑂𝑂!: 𝑀𝑀𝑀𝑀𝑀𝑀 4	 𝑀𝑀	 𝑀𝑀	 𝑀𝑀	 1,130	 0	 10	
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𝐷𝐷!	 𝐷𝐷!	 𝐷𝐷!	 𝐷𝐷!	 𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂 	
𝑂𝑂!:𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 1	 16	 13	 22	 17	 50	
𝑂𝑂!: 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 2	 14	 13	 19	 15	 60	
𝑂𝑂!:𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 3	 19	 20	 23	 −	 𝑠𝑠!	
𝑀𝑀í𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛	
𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟	
30	 70	 0	 10	 	
𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶	
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠	
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𝐷𝐷!	 𝐷𝐷!	 𝐷𝐷!	 𝐷𝐷!	 𝐷𝐷!	 𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂 	
𝑂𝑂!:𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 1	 16	 16	 13	 22	 17	 50	
𝑂𝑂!: 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 2	 14	 14	 13	 19	 15	 60	
𝑂𝑂!:𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 3	 19	 19	 20	 23	 𝑀𝑀	 50	
𝑂𝑂!! 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 4𝑓𝑓	 𝑀𝑀	 0	 𝑀𝑀	 0	 0	 50	
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se	tiene	𝑚𝑚 = 4	puntos	de	origen	y	𝑛𝑛 = 5	destinos	la	toda	solución	factible	tiene	𝑚𝑚 + 𝑛𝑛 −
1 = 8	variables	básicas.		
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asigna	la	totalidad	de	la	demanda	de	esa	columna,	es	decir,	se	hace	𝑥𝑥!! = 30, quedando	














𝑥𝑥!" = 50	y	una	solución	básica	factible	inicial	de	𝑥𝑥!! = 30, 𝑥𝑥!" = 20, 𝑥𝑥!! = 0, 𝑥𝑥!" =
60, 𝑥𝑥!! = 10, 𝑥𝑥!" = 30, 𝑥𝑥!" = 10 y	𝑥𝑥!" = 50.	Para	esta	solución	básica	inicial	el	valor	de	𝑍𝑍	
es:		
𝑍𝑍 = 16𝑥𝑥!! + 16𝑥𝑥!" + 14𝑥𝑥!! + 13𝑥𝑥!" + 20𝑥𝑥!! + 23𝑥𝑥!" +𝑀𝑀𝑥𝑥!" + 0𝑥𝑥!"	
𝑍𝑍 =  𝑥𝑥!! + 16𝑥𝑥!" + 14𝑥𝑥!! + 13𝑥𝑥!" + 20𝑥𝑥!! + 23𝑥𝑥!" +𝑀𝑀𝑥𝑥!" + 0𝑥𝑥!"	
𝑍𝑍 = 16 30 + 16 20 + 14 0 + 13 60 + 20 10 + 23 30 +𝑀𝑀 10 + 0 50 =	
𝑍𝑍 = 2470+ 10𝑀𝑀	
	
Fundación Universitaria del Área Andina 150
Fundación Universitaria del Área Andina






















∆!"= 𝑐𝑐!" − 𝛼𝛼! − 𝛽𝛽! 	
	
En	la	primera	iteración	de	este	método,	para	seleccionar	la	primera	variable	básica,	
encontramos	que	los	correspondientes	valores	de	𝛼𝛼!  y 𝛽𝛽! 	son:	
	
𝛼𝛼!	 𝛼𝛼!	 𝛼𝛼!	 𝛼𝛼!	 𝛽𝛽!	 𝛽𝛽!	 𝛽𝛽!	 𝛽𝛽!	 𝛽𝛽!	
22	 19	 M	 M	 M	 19	 M	 23	 M	
	
Al	calcular	todos	los	valores	de	∆!"= 𝑐𝑐!" − 𝛼𝛼! − 𝛽𝛽! 	(usando	los	respectivos	valores	𝑐𝑐!")	
encontramos	que	∆!"= 2𝑀𝑀	es	el	más	negativo	de	los	∆!" 	por	tanto	se	selecciona	𝑥𝑥!"	como	
Fundación Universitaria del Área Andina 151Fundación Universitaria del Área Andina
           
 20	
variable	básica	y	se	asigna	𝑥𝑥!" = 50, con	lo	cual	se	agota	la	disponibilidad	del	origen	𝑂𝑂!	y	
en	la	siguiente	selección	no	se	considera	la	fila	de	este	origen.	
En	la	segunda	iteración	los	correspondientes	valores	de	𝛼𝛼!  y 𝛽𝛽! 	son:	
	
𝛼𝛼!	 𝛼𝛼!	 𝛼𝛼!	 𝛽𝛽!	 𝛽𝛽!	 𝛽𝛽!	 𝛽𝛽!	 𝛽𝛽!	
22	 19	 M	 19	 19	 20	 23	 M	
	
Al	calcular	los	valores	∆!" 	encontramos	que	∆!"= 5−𝑀𝑀	es	el	más	negativo	de	los	∆!" 	por	






𝛼𝛼!	 𝛼𝛼!	 𝛼𝛼!	 𝛽𝛽!	 𝛽𝛽!	 𝛽𝛽!	 𝛽𝛽!	
22	 19	 23	 19	 19	 20	 23	
	
	
Al	calcular	los	valores	∆!" 	encontramos	que	∆!"= −29	es	el	más	negativo	de	los	∆!" 	por	
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𝑍𝑍 = 13𝑥𝑥!" + 17𝑥𝑥!" + 14𝑥𝑥!" + 13𝑥𝑥!" + 19𝑥𝑥!" + 19𝑥𝑥!" + 23𝑥𝑥!" + 0𝑥𝑥!"	
	
𝑍𝑍 = 13(40)+ 17(10)+ 14(30)+ 13(30)+ 19(0)+ 19(20)+ 23(30)+ 0(50)	
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𝑐𝑐!" − 𝑢𝑢! − 𝑣𝑣! = 0 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑙𝑙𝑙𝑙𝑙𝑙 𝑖𝑖, 𝑗𝑗 𝑡𝑡𝑡𝑡𝑡𝑡 𝑞𝑞𝑞𝑞𝑞𝑞 𝑥𝑥!" 𝑒𝑒𝑒𝑒 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 𝑏𝑏á𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠.	
	
Entonces,	una	solución	básica	factible	es	óptima	si	y	solo	si	𝒄𝒄𝒊𝒊𝒊𝒊 − 𝒖𝒖𝒊𝒊 − 𝒗𝒗𝒋𝒋 ≥ 𝟎𝟎 para (𝑖𝑖, 𝑗𝑗) tal	
que 𝑥𝑥!" es	no	básica.	Con	lo	antes	indicado,	solo	se	necesita	hallar	los	valores	de	𝑢𝑢! 	y	𝑣𝑣! 	
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para	el	actual	conjunto	de	variables	de	la	solución	básica	a	partir	de	𝒄𝒄𝒊𝒊𝒊𝒊 = 𝒖𝒖𝒊𝒊 + 𝒗𝒗𝒋𝒋	para	
cada	𝑥𝑥!" 	básica.	(La	interpretación	y	significado	de	estos	valores	y	demostraciones	de	las	
fórmulas	relacionadas	superan	el	alcance	del	curso).	Dado	que	hay	𝑚𝑚 + 𝑛𝑛 − 1 variables	













𝑥𝑥!" = 50, 𝑥𝑥!" = 10, 𝑥𝑥!" = 40, 𝑥𝑥!" = 30, 𝑥𝑥!" = 30, 𝑥𝑥!" = 0, 𝑥𝑥!" = 20, 𝑥𝑥!" = 30.		
	
Los	respectivos	valores	de	𝑐𝑐!" 	a	utilizar	son	los	respectivos	costos:	
𝑐𝑐!" = 0, 𝑐𝑐!" = 17, 𝑐𝑐!" = 40, 𝑐𝑐!" = 13, 𝑐𝑐!" = 14, 𝑐𝑐!" = 19, 𝑐𝑐!" = 19, 𝑐𝑐!" = 23.		
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝑥𝑥!": 𝑐𝑐!" = 𝑢𝑢! + 𝑣𝑣! 	
La	tercera	fila	es	la	de	mayor	asignación,	por	tanto	tomamos	𝑢𝑢! = 0,	entonces:	
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝑥𝑥!": 𝑐𝑐!" = 19 = 𝑢𝑢! + 𝑣𝑣!, 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 19 = 0 + 𝑣𝑣!, 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑣𝑣! = 19 	
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝑥𝑥!": 𝑐𝑐!" = 19 = 𝑢𝑢! + 𝑣𝑣!, 𝑒𝑒𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 19 = 0 + 𝑣𝑣!, 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑣𝑣! = 19	
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝑥𝑥!": 𝑐𝑐!" = 23 = 𝑢𝑢! + 𝑣𝑣!, 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 23 = 0 + 𝑣𝑣!, 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑣𝑣! = 23	
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝑥𝑥!": 𝑐𝑐!" = 14 = 𝑢𝑢! + 𝑣𝑣!, 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 14 = 𝑢𝑢!  + 19, 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑢𝑢! = −5	
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝑥𝑥!": 𝑐𝑐!" = 13 = 𝑢𝑢! + 𝑣𝑣!, 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 13 = −5 + 𝑣𝑣!, 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑣𝑣! = 18	
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝑥𝑥!": 𝑐𝑐!" = 13 = 𝑢𝑢! + 𝑣𝑣!, 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 13 = 𝑢𝑢!  + 18, 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑢𝑢! = −5	
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝑥𝑥!": 𝑐𝑐!" = 17 = 𝑢𝑢! + 𝑣𝑣!, 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 17 = −5 + 𝑣𝑣!, 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑣𝑣! = 22	
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𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝑥𝑥!": 𝑐𝑐!" = 0 = 𝑢𝑢! + 𝑣𝑣!, 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 0 = 𝑢𝑢!  + 22, 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑢𝑢! = −22	
	
	
Ahora	se	puede	hallar	los	valores	𝑐𝑐!" − 𝑢𝑢! − 𝑣𝑣! 	para	las	variables	no	básicas:	
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝑥𝑥!!: 𝑐𝑐!! − 𝑢𝑢! − 𝑣𝑣! = 16+ 5− 19 =  2 ≥ 0 	
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝑥𝑥!": 𝑐𝑐!" − 𝑢𝑢! − 𝑣𝑣! = 16+ 5− 19 = 2 ≥ 0	
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝑥𝑥!": 𝑐𝑐!" − 𝑢𝑢! − 𝑣𝑣! = 22+ 5− 23 = 4 ≥ 0	
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝑥𝑥!!: 𝑐𝑐!! − 𝑢𝑢! − 𝑣𝑣! = 14+ 5− 19 =  0 ≥ 0 	
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝑥𝑥!": 𝑐𝑐!" − 𝑢𝑢! − 𝑣𝑣! = 19+ 5− 23 = 1 ≥ 0	
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝑥𝑥!": 𝑐𝑐!" − 𝑢𝑢! − 𝑣𝑣! = 15+ 5− 22 = −2 < 0	
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝑥𝑥!!: 𝑐𝑐!! − 𝑢𝑢! − 𝑣𝑣! = 20− 0− 18 = 2 ≥ 0 	
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝑥𝑥!": 𝑐𝑐!" − 𝑢𝑢! − 𝑣𝑣! = 𝑀𝑀 − 0− 22 = 𝑀𝑀 − 22 ≥ 0	
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝑥𝑥!": 𝑐𝑐!" − 𝑢𝑢! − 𝑣𝑣! = 𝑀𝑀 + 22− 19 = 𝑀𝑀 + 3 ≥ 0	
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝑥𝑥!": 𝑐𝑐!" − 𝑢𝑢! − 𝑣𝑣! = 0+ 22− 19 = 3 ≥ 0 	
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝑥𝑥!": 𝑐𝑐!" − 𝑢𝑢! − 𝑣𝑣! = 𝑀𝑀 − 0− 18 = 𝑀𝑀 − 18 ≥ 0	


















































𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 	 30	 20	 70	 30	 60	
𝑍𝑍 = 2550	
	 19	 19	 18	 23	 22	
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𝑐𝑐!" −  𝑢𝑢! − 𝑣𝑣! 	de	las	variables	no	básicas.	También	hay	una	columna	para	los	valores	de	los	
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𝑥𝑥!" = 50, 𝑥𝑥!" = 10, 𝑥𝑥!" = 50, 𝑥𝑥!" = 20, 𝑥𝑥!" = 30, 𝑥𝑥!" = 0, 𝑥𝑥!" = 20, 𝑥𝑥!" = 30.		
Y	el	nuevo	valor	de	Z	es:		
𝑍𝑍 = 13𝑥𝑥!" + 14𝑥𝑥!" + 13𝑥𝑥!" + 15𝑥𝑥!" + 19𝑥𝑥!" + 19𝑥𝑥!" + 23𝑥𝑥!" + 0𝑥𝑥!"	
	
𝑍𝑍 = 13 50 + 14 30 + 13 20 + 15 10 + 19(0)+ 19(20)+ 23(30)+ 0(50)	
	






𝑢𝑢! = −5;  𝑢𝑢! = −5;  𝑢𝑢! = 0;  𝑢𝑢! = −20 	
	
𝑣𝑣! = 19;  𝑣𝑣! = 19;  𝑣𝑣! = 18;  𝑣𝑣! = 23 ;  𝑣𝑣! = 20	
	
La	tabla	8.3	muestra	los	últimos	resultados,	además	de	los	valores	actualizados	de	
asignaciones	de	variables	básicas	y	los	valores	de	los	𝑐𝑐!" − 𝑢𝑢! − 𝑣𝑣! 	de	variables	no	básicas.	
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𝑍𝑍 = 13𝑥𝑥!" + 13𝑥𝑥!" + 15𝑥𝑥!" + 19𝑥𝑥!" + 19𝑥𝑥!" + 23𝑥𝑥!" + 0𝑥𝑥!! + 20𝑥𝑥!"	
𝑍𝑍 = 13 50 + 13 20 + 15 40 + 19 30 + 19 20 + 23 0 + 0 30 + 0(20)	
	
𝑍𝑍 = 650+ 260+ 600+ 570+ 380 = 2460	
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antes	los	valores	de	𝑢𝑢!, 𝑣𝑣! 	y	los	𝑐𝑐!" − 𝑢𝑢! −  𝑣𝑣! 	del	nuevo	conjunto	de	variables	no	básicas.	
En	la	tabla	4	se	muestra	estos	valores	y	la	actualización	de	asignaciones	a	las	variables	














	𝑥𝑥!! = 30, 𝑥𝑥!" = 20,  𝑥𝑥!" = 40, 𝑥𝑥!" = 50, 𝑥𝑥!" = 20, 𝑥𝑥!! = 0, 𝑥𝑥!" = 30, 𝑥𝑥!" = 20,	
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El	valor	de	Z	es:		
𝑍𝑍 = 13𝑥𝑥!" + 13𝑥𝑥!" + 15𝑥𝑥!" + 19𝑥𝑥!" + 19𝑥𝑥!" + 20𝑥𝑥!! + 0𝑥𝑥!! + 20𝑥𝑥!"	
𝑍𝑍 = 13 50 + 13 20 + 15 40 + 19 30 + 19 20 + 20 0 + 0 30 + 0(20)	


















































𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 	 30	 20	 70	 30	 60	
𝑍𝑍 = 2460	





Con	la	nueva	solución	básica,	se	calcula	los	nuevos	valores	de	𝑢𝑢!, 𝑣𝑣! 	y	𝑐𝑐!" − 𝑢𝑢! −  𝑣𝑣! 	de	las	
variables	no	básicas.	La	tabla	8.5	es	la	tabla	final	actualizada	a	la	tercera	iteración,	de	
donde	se	deduce	que	la	actual	solución	es	óptima	debido	a	que	todos	los	valores	de	







Fundación Universitaria del Área Andina 165
Fundación Universitaria del Área Andina
























• Se	incurre	en	un	costo	𝑐𝑐!" 	al	utilizar	el	asignado	𝑎𝑎! 	(𝑖𝑖 = 1, 2,… , 𝑛𝑛)	para	realizar	la	tarea	la	
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1 𝑠𝑠𝑠𝑠 𝑠𝑠𝑠𝑠 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 𝑒𝑒𝑒𝑒 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 𝑎𝑎!  𝑎𝑎 𝑙𝑙𝑙𝑙 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑡𝑡!  
 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑖𝑖, 𝑗𝑗 = 1,2,… ,𝑛𝑛 
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𝒕𝒕𝟏𝟏	 𝒕𝒕𝟐𝟐	 …	 𝒕𝒕𝒏𝒏	
𝒂𝒂𝟏𝟏	 𝑐𝑐!!	 𝑐𝑐!"	 …	 𝑐𝑐!!	
𝒂𝒂𝟐𝟐	 𝑐𝑐!"	 𝑐𝑐!!	 …	 𝑐𝑐!!	
⋮	 ⋮	 ⋮	 ⋱	 ⋮	
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𝑙𝑙!	 𝑙𝑙!	 𝑙𝑙!	 𝑙𝑙!	 𝑙𝑙!	 𝑙𝑙!	
Oferta		
𝑏𝑏!	 5	 2	 15	 10	 15	 10	 1	
𝑏𝑏!	 5	 2	 15	 10	 15	 10	 1	
𝑏𝑏!	 5	 2	 15	 10	 15	 10	 1	
𝑏𝑏!	 15	 12	 25	 20	 25	 20	 1	
𝑏𝑏!	 20	 17	 30	 25	 30	 25	 1	
𝑏𝑏!	 10	 7	 20	 15	 20	 15	 	

























𝑥𝑥!" ∈ 0,1  𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑖𝑖, 𝑗𝑗 = 1,2,… , 6	
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asignar	el	conductor	𝐶𝐶!  al	vehículo	𝑉𝑉! 	en	el	consumo	de	combustible	se	dan	en	la	tabla	8.	
𝑉𝑉𝑉𝑉ℎí𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐	
𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶	
𝑉𝑉!	 𝑉𝑉!	 𝑉𝑉!	 𝑉𝑉!	
𝐶𝐶!	 180	 150	 200	 2000	
𝐶𝐶!	 250	 305	 450	 500	












𝑉𝑉!	 𝑉𝑉!	 𝑉𝑉!	 𝑉𝑉!	
𝐶𝐶!	 180	 150	 200	 2000	
𝐶𝐶!	 250	 305	 450	 500	
𝐶𝐶!	 200	 208	 320	 100	
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	                        𝑽𝑽𝑽𝑽𝑽𝑽í𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄	
𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪	
𝑉𝑉!	 𝑉𝑉!	 𝑉𝑉!	 𝑉𝑉!	
𝐶𝐶!	 180	 150	 200	 200	
𝐶𝐶!	 250	 305	 450	 500	
𝐶𝐶!	 200	 208	 320	 100	








𝑉𝑉!	 𝑉𝑉!	 𝑉𝑉!	 𝑉𝑉!	
𝐶𝐶!	 30	 0	 50	 50	
𝐶𝐶!	 0	 55	 200	 250	
𝐶𝐶!	 100	 108	 220	 0	
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𝑉𝑉!	 𝑉𝑉!	 𝑉𝑉!	 𝑉𝑉!	
𝐶𝐶!	 𝟎𝟎	 55	 200	 250	
𝐶𝐶!	 30	 𝟎𝟎	 50	 50	
𝐶𝐶!!	 0	 0	 𝟎𝟎	 0	
















	 𝑀𝑀!	 𝑀𝑀! 	 𝑀𝑀!	
𝑇𝑇! 	 40.000	 36.000	 20.000	
 𝑇𝑇! 	 36.000	 32.000	 12.000	
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	 𝑀𝑀!	 𝑀𝑀! 	 𝑀𝑀!	
𝑇𝑇! 	 8.000	 12.000	 0	
 𝑇𝑇! 	 12.000	 16.000	 0	









	 𝑀𝑀!	 𝑀𝑀! 	 𝑀𝑀!	
𝑇𝑇! 	 8.000	 12.000	 𝟎𝟎	
 𝑇𝑇! 	 12.000	 16.000	 𝟎𝟎	
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	 𝑀𝑀!	 𝑀𝑀! 	 𝑀𝑀!	
𝑇𝑇! 	 0	 4.000	 𝟎𝟎	
 𝑇𝑇! 	 4.000	 8.000	 𝟎𝟎	






	 𝑀𝑀!	 𝑀𝑀! 	 𝑀𝑀!	
𝑇𝑇! 	 𝟎𝟎	 4.000	 𝟎𝟎	
 𝑇𝑇! 	 4.000	 8.000	 𝟎𝟎	
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