We consider the equation u t = u xx + b(x)u(1 − u), x ∈ R, where b(x) is a nonnegative measure on R that is periodic in x. In the case where b(x) is a smooth periodic function, it is known that there exists a travelling wave with speed c for any c ≥ c * (b), where c * (b) is a certain positive number depending on b. Such a travelling wave is often called a "pulsating travelling wave" or a "periodic travelling wave", and c * (b) is called the "minimal speed". In this paper, we first extend this theory by showing the existence of the minimal speed c * (b) for any nonnegative measure b with period L. Next we study the question of maximizing c
Introduction
Travelling wave solutions describe a wide class of phenomena in combustion physics, chemical kinetics, biology and other natural sciences. From the physical point of view, travelling waves usually describe transition processes. Transition from one equilibrium to another is a typical case, although more complicated situations may arise. Since the classical paper by Kolmogorov, Petrovsky and Piskunov in 1937, travelling wave solutions have been intensively studied. For example, the monograph of Volpert, Volpert and Volpert [12] provides a comprehensive discussion on this subject.
From the ecological point of view, travelling waves typically describe the expansion of the territory of a certain species, including, in particular, the invasion of alien species in given habitat. This kind of process may occur in both homogeneous and heterogeneous media. Models for biological invasions in spatially periodic environments were first introduced by Shigesada et al. in dimensions 1 and 2 (see [9, 10, 11] ). More precisely, they considered spatially segmented habitats where favorable and less favorable (or even unfavorable) zones appear alternately and analyzed how the pattern and scale of spatial fragmentation affect the speed of invasions. In their study, the spatial fragmentation was typically represented by step functions which take two different values periodically. Mathematically, their analysis was partly unrigorous as it relied on formal asymptotics of the travelling wave far away from the front.
Berestycki, Hamel [4] and Berestycki, Hamel, Roques [5] extended and mathematically deepened the work of Shigesada et al. significantly, by dealing with much more general equations of the form u t = ∇ · ((A(x)∇u)) + f (x, u) in R n with rather general smooth periodic coefficients and by developing various mathematical techniques to study the effect of environmental fragmentation rigourously.
Among other things, they proved that, under certain assumptions on the coefficients, there exists c * > 0 such that the equation has a pulsating travelling wave solution if and only if c ≥ c * . Furthermore, they showed that the minimal speed c * is characterized by the following formula: c * = min{c > 0 | ∃λ > 0 such that µ(c, λ) = 0}, where µ(c, λ) is the principal eigenvalue of a certain elliptic operator associated with the linearization of the travelling wave far away from the front. A more detailed account of this result will be stated in Subsection 2.1 in the special context of our problem. By using a totally different approach Weinberger [14] also proved the existence of the minimal speed c * of pulsating travelling waves in a more abstract framework. His method relies on the theory of monotone operators and is a generalization of his earlier work [13] to spatially periodic media.
It is important to note that, as far as one-dimensional diffusion equations are concerned, the minimal speed c * coincides with the so-called spreading speed for a large class of monostable nonlinearities. Here the "spreading speed" roughly means the asymptotic speed of an expanding front that starts from a compactly supported initial data (see Definition 2.8 for details). An early study of spreading speeds in multi-dimensional spaces can be found in [2, 3, 13 ]. Weinberger [14] then studied the spreading speeds of orderpreserving monostable mappings and applied the results to spatially periodic reaction diffusion equations and lattice systems.
Berestycki, Hamel and Nadirashvili [6] also studied the spreading speed of reaction diffusion equation in a very general periodically fragmented environment where both the coefficients and the domain itself are periodic. Recently, the same authors [7] studied the spreading speed of reaction-diffusion equations with constant coefficients, but in very general domains which are not necessarily periodic.
In this paper we consider the following equation
where b(x) is either a smooth function or a measure satisfying b(x) ≥ 0 and b(x + L) ≡ b(x), x ∈ R, for some L > 0. By the above-mentioned work [4, 5, 6, 14] , the minimal speed c * of travelling waves is well-defined at least as far as b(x) is a smooth function, and it coincides with the spreading speed. We denote this minimal speed by c * (b). The goal of the present paper is to consider the variational problem 
where α > 0 is an arbitrarily given constant. In other words we want to find out whether or not there exists an optimal b(x) that gives the fastest spreading speed. We will show that the maximum of c * (b) does indeed exist but that it is not attained by any smooth function b(x) but by a measure which is composed of periodically arrayed Dirac's delta functions. In order to study the above problem, we have to consider the equation
whereb is a nonnegative measure satisfying (35). We introdcue two important quantities c * (b) and c * e (b). The former denotes the minimal speed of travelling waves for equation (3) . The latter is a quantity associated with a generalized eigenvalue problem (see Definition 2.13 below). It has been known that c * (b) = c * e (b) if b is smooth. As we will see later, c
even ifb is a measure (Theorem 2.16 ). We will then show in Theorem 2.17 that the maximum of c * (b) is attained bȳ
where δ(x) is Dirac's delta function.
Change begins Strictly speaking, we have to distinguish the travelling wave speeds in the positive direction and those in the negative direction (see Definition 2.6). The above mentioned quantities c * (b) and c * e (b) are associated with travelling waves in the positive direction. However, as we will see later in Theorem 2.16, the two speeds -positive and negative -are always equal, therefore no ambiguity occurs by not specifying the direction of the travelling wave.
Change ends This paper is organized as follows. In Section 2, we introduce basic notations and state the main results. In Section 3, we prove the well-posedness of equation (3) . In Section 4, we consider a generalized eigenvalue problem associated with equation (3) . We show that c * (b) is bounded when b is smooth and that c * e (b) is bounded whenb varies in a certain set of measures. In Section 5, we show that the minimal speed c * (b) of travelling waves exists whenb is a measure, and it coincides with c * e (b) and also with the spreading speed. Then we complete the proof of Theorem 2.17. In Section 6, we prove the lemmas on equicontinuity of the solutions of Cauchy problem (see equation (14) below). These lemmas are used in Sections 3 and 5.
2 Notation and main results
Basic notation
In this subsection we introduce some notation and recall some known results which will be used later.
In what follows we fix constants L > 0 and α > 0. Let Λ(α) be the set defined by
Definition 2.1. Λ(α) is defined to be the sequential closure of Λ(α) in the space of distribution on R. More precisely,b ∈ Λ(α) if and only if there exists a sequence {b n } ∞ n=1 in Λ(α) such that
for any test function η ∈ C ∞ 0 (R), where the left-hand side of (5) is a formal integration representing the dual product <b, η > . In this sense, we denote that b n →b in the weak * sense.
Since each b n is positive,b is a nonnegative distribution. Consequently, b is a Borel measure on R. Therefore, (5) holds for every η ∈ C 0 (R).
In what follows, we will not distinguish the measureb and its density functionb(x), as long as there is no fear of confusion. Thus we will often use expression as in the left-hand side of (5).
We will also note that, since
is also L−periodic in the following sense:
for η ∈ C 0 (R).
The following lemmas will be useful later:
Lemma 2.2. Let {b n } ⊂ Λ(α) be a sequence converging to someb ∈ Λ(α) in the weak * sense. Let η(x) be a continuous function on R satisfying
Then η isb-integrable on R and the following hold:
Proof. For each integer M > 0, we define a cut-off function q M (x) by
Then, since q M (x)|η(x)| is continous and compatctly supported, we have
Note also that, since each b n belongs to Λ(α),
This and (10) imply
Letting M → ∞ and applying the monotone convergence theorem, we obtain (9). Hence η isb-integrable on R.
Next we observe that
The assertion (8) easily follows from this and (10). The lemma is proven.
Proof. By the bounded convergence theorem, we have
where p ε is a cut-off function defined by
On the other hand, by the L-periodicity of b n and η, we have
Combining this and (12), we obtain the desired identity. The lemma is proven.
We remark that, because of the L−periodicity of the measureb ∈ Λ(α), we can regardb as functional in the space C * (R/LZ), which we denote by [b] , in the following sense: We consider the following reaction-diffusion equation:
whereb ∈ Λ(α). Here we have not specified the range of t, but what we have typically in mind is either t > 0 or t ∈ R. Obviously Λ(α) ⊂ Λ(α), therefore (3) is a generalization of (1).
where the second integral on the right-hand side is understood in the following sense:
We next consider the following Cauchy problem:
where
and if it can be written as
As we will show in Section 3, a mild solution of (14) always exists for anyb ∈ Λ(α) and u 0 ∈ C(R) ∩ L ∞ (R) with u 0 ≥ 0, and it is unique and is a weak solution.
It is easily seen that, if u(x, t) is a mild solution of (14), then for any constant τ ≥ 0, u(x, x + τ ) is a mild solution of (14) with initial data u(x, τ ) (see Remark 3.5) .
We call a function u(x, t) on R × R a mild solution for t ∈ R if, for any τ ∈ R, u(x, t + τ ) is mild solution of (14) with initial data u 0 (x) = u(x, τ ). Definition 2.6. A mild solution u(x, t) of (3) for t ∈ R is called a travelling wave solution (in the positive direction) if 0 ≤ u(x, t) ≤ 1 and if there exists a constant T > 0 such that
It is called a travelling wave solution (in the negative direction) if
Change begins Remark 2.7. In what follows, unless otherwise specified, by a travelling wave we usually mean the one in the positive direction.
Change ends Here we call the quantity c := L/T the speed (or the average speed or the effective speed) of the travelling wave solution u(x, t).
Berestycki and Hamel [4] , Berestycki, Hamel and Rogues [5] and Weinberger [14] established the existence of the minimal speed of travelling wave solutions for general monostable nonlinearities f (x, u) satisfying certain conditions, and they also gave an eigenvalue characterization of the minimal speed (see (18) below).
, it is not difficult to see that f (x, u) satisfies the assumptions in [4, 5, 14] . So for equation (1), we know that for any b ∈ Λ(α), there exists the minimal travelling wave speed c * (b) > 0 in the following sense:
⇒ There exists travelling wave with speed c ; 0 ≤ c < c * (b) ⇒ No travelling wave with speed c exists.
To be more precise, c * (b) is defined to be the minimal travelling wave speed in the positive direction. As mentioned in Remark 2.7, one can also define the minimal travelling wave speed in the negative direction, which one may callc * (b). As we will explain in Theorem 2.16, we always have c * (b) =c * (b), even when b(x) is not symmetric, therefore we do not need to distinguish the two minimal wave speeds.
As we have mentioned earlier, c * (b) also coincides with the so-called "spreading speed" of expanding fronts for (3) . Here, we define the spreading speed as follows: Definition 2.8. A quantity c * * (b) > 0 is called the spreading speed (in the positive direction) if for any nonnegative initial data u 0 ≡ 0 with compact support, the mild solution u(x, t, u 0 ) of (3) satisfies that
A quantityc * * (b) > 0 is called the spreading speed (in the negative direction) if for any nonnegative initial data u 0 ≡ 0 with compact support, the mild solution u(x, t, u 0 ) of (3) satisfies that
Change begins Remark 2.9. Basic properties of the spreading speed in general periodic environments are studied in [4, 5, 6, 14] . It is known, at least for smooth b, that the spreading speed c * * (b) coincides with the minimal wave speed c * (b) (and, similarly,c * * (b) =c * (b)). As we will show later in Theorem 2.16, we have c * * (b) =c * * (b) for anyb ∈ Λ(α).
It is known that in the "leading edge", namely the area where u ≈ 0, we have the asymptotic expression
where ψ(x + L) ≡ ψ(x) > 0, and λ > 0 is some constant. Substituting (15) into equation (1), we obtain the identity
This observation motivates us to introduce the following operator, which generalizes the operator on the left-hand side of (16) to the case where b(x) is a measure:
Here the derivatives are understood in the "weak sense" by which we mean that −L λ,b ψ = g if and only if, for any ϕ ∈ C ∞ 0 (R),
Change ends
in the weak sense. Here ψ is called the principal eigenfunction.
For the principal eigenvalue, the following proposition holds. We will prove it in Section 5 Change begins by converting the problem (17) into a more regular eigenvalue problem for a compact positive operator. Change ends Proposition 2.12. For anyb ∈ Λ(α) and λ > 0, the principal eigenvalue µ(λ,b) exists, and it is unique and simple.
Change begins We also note that the principal eigenfunction of (17) belongs to H 1 loc (R), as we will see in Subsection 4.2. Now observe that λ 2 − λc in (16) is a constant and that ψ > 0. Therefore, (16) implies that µ(λ, b) = λ 2 − λc if b is smooth. In view of this, we define the following quantities whenb is a general measure. Change ends Definition 2.13. We define the minimal speed in the positive direction c * (b) and a related value c * e (b) as follows:
Similarly, the minimal speed in the negative directionc * (b) andc * e (b) as c * (b) := inf{c > 0 | traveling wave in the negative direction with speed c exists}
Change begins If b(x) is a smooth nonnegative function, then by the results of [4, 5, 6] or by those of [14] , the following proposition holds.
Proposition 2.14 ( [4, 5, 6] , [14] ). For smooth b ∈ Λ(α), we have
Change ends We will see later that conclusion of above proposition remain to hold when b is a measure.
Main results
We are now ready to present our main results.
It is shown in [5] that for any b ∈ Λ(α), we have c
Our first theorem gives an upper bound on c * (b) :
As we mentioned above, the inequality 2 √ α ≤ c * (b) is found in [5] . The main novelty of this theorem is the upper bound. While the lower bound in (19) is sharp since the equality holds for b ≡ α, it has not been known whether c * (b) attains its maximum in Λ(α) or not. The next two theorems shows that c * (b) does not attain its maximum in Λ(α) but it does in the extended class Λ(α). Similarly, the minimal travelling wave speed in the negative directionc
Theorem 2.17 (Optimal coefficient).
Moreover,
Change begins Theorem 2.18 (Spreading speed). Forb ∈ Λ(α), the spreading speed in the positive direction c * * (b) and that in the negative directionc * * (b) exist and
Change ends To prove Theorem 2.17, the following proposition is important. We will prove it in Subsection 4.3. 
Reaction-diffusion equation with a Borel-measure coefficient
In this section, we establish the well-posedness of the Cauchy problem (14) .
Theorem 3.1. For any given nonnegative initial data u 0 ∈ C(R) ∩ L ∞ (R), the problem (14) has a unique mild solution. This mild solution is also a weak solution and it depends continuously on the initial data in the L ∞ norm.
Proof. First we show that the solution u(x, t) exists in the weak sense. Let b n ∈ Λ(α) satisfy b n →b in the weak * sense. Then for any given initial data u 0 (x), the problem
has a classical solution u n (x, t) for any n ∈ N. By the comparison principle,
. Hence u n (n ∈ N) are uniformly bounded. Let 0 < t 1 < t 2 be two positive numbers. By Lemma 6.3 which we will prove in Section 6, the family of solutions {u n (x, t), x ∈ R, t ∈ [t 1 , t 2 ]} are uniformly equicontinuous with respect to x and t. Here the modulus of equicontinuity may depend on t 1 and t 2 . Applying Arzela-Ascoli theorem, we can get a subsequence, which we still denote by {u n (x, t)} that converges uniformly in (
for every M > 0 and 0 < t 1 < t 2 .
The limit function u(x, t) = lim n→∞ u n (x, t) is defined for every (x, t) ∈ R × (0, +∞) and satisfies
in the weak sense. Next we show that u satisfies
To see this we first note that, by Lemma 3.2 below, u can be written in the form
For any x ∈ R, the first integral
By Lemma 2.2 the second integral can be estimated as follows
Consequently (22) holds. Next, let u 0 ,ũ 0 ∈ C(R) ∩ L ∞ (R) be arbitrary and let u,ũ be the corresponding weak solutions of (14) , the existence of which has been proven above. Then w := u −ũ satisfies
where m :=b(x)(1 − u −ũ) is a measure-valued function of t. By Lemma 3.2 below, we can express w as
Define
we have
where M is a constant such that m(·, t) ≤ M for t ≥ 0. By Lemma 7.7 of Alfaro, Hilhorst, Matano [1] , it follows that
This proves the continuous dependence on the initial data and the uniqueness of the mild solution.
Lemma 3.2. The function u(x, t) in the proof of Theorem 3.1 is also a mild solution. In other words, u(x, t) can be written as
where the second integral on the right-hand side is understood as in (13).
Proof. Denote u(y, s)(1−u(y, s)) by f (u(y, s)). Since u n is a classical solution of equation (20), it is also a mild solution. Hence
To prove this lemma, it is sufficient to prove
We consider
which we denote by Z n (x, t). First we have
Since u(x, t) is bounded and {b n −b} are uniformly bounded linear functionals on any interval [kL, (k + 1)L] where k ∈ Z, by Lemma 2.2 we have
by Lebesgue convergence theorem,
Similarly,
for some constant C 2 > 0. Again, by Lebesgue convergence theorem,
From Lemma 6.1 in Section 6 and Theorem 3.1, the following proposition can be obtained easily.
Consider the construction and the uniqueness of mild solution. The following comparison principle holds. (14) with initial data u(x, τ ). This is obvious ifb is a smooth function, since a mild solution is a classical solution. In the general case whereb ∈ Λ(α). We can take a sequence of smooth b n with b n →b (in the sense of ??) and use the approximation argument found in Lemma 3.2.
Proposition 3.4 (Comparison principle
). Let u(x, t, u 0 ) be as in Proposition 3.3. Then u 0 ≤ v 0 implies u(x, t, u 0 ) ≤ u(x, t, v 0 ) for x ∈ R, t ≥ 0. Change begins Remark 3.5. If u(x, t) is a mild solution of (14), then for any constant τ ≥ 0, u(x, x + τ ) is a mild solution of
Change ends
4 The linear eigenvalue problem
Basic estimates
We recall that µ(λ, b) denotes the principal eigenvalue of the problem
(see Definition 2.11). In this subsection, we estimate µ(λ, b) both from the above and below. Here we introduce the following notation. Let
per | ψ(x) > 0 }. Note that the following embedding is compact:
Proof. First, for any
Hence, for any positive number k > 0, we have
Multiplying the above inequality by b(x 2 ) and integrating it by (
This is equivalent to
Proof. Let ψ > 0 be the principal eigenfunctions of −L λ,b . Then
Multiplying this by ψ and integrating it from 0 to L, we have
On the other hand, for µ(0, b), we have the variational formula
Consequently µ(λ, b) ≥ µ(0, b).
Proof. Dividing (17) by ψ(x) and integrating it from 0 to L, we get
It implies that µ ≤ −α. By Lemma 4.1 and 4.2,
Lemma 4.4. There exists a constant F > 0 such that for any
Proof. By equation (31), for any
Then for any
Therefore, by setting F = e αL 2 , we obtain the desired estimate.
Uniform bounds of c * (b) for smooth b
In this subsection, we will prove Proposition 2.15. Before doing that, we recall the following pointwise max-min formula for the principal eigenvalue.
We omit the proof of the above proposition as it is easy. A more general version of the above proposition is fonud in [ 4 ; Proposition 5.7 ] . The following lemma easily follows form the definition c * e (b) in Definition 2.13.
Proof of Proposition 2.15. By Proposition 2.14, it suffices to show that
This follows immediately from (30) and (32). The proposition is proven.
Uniform bounds of c * e (b) whenb is a measure
In the previous subsection, we discussed the boundedness of c * (b) for b ∈ Λ(α). In this subsection, we derive the same bounds for c * e (b) whenb ∈ Λ(α). We start with the following proposition:
Change begins Proposition 4.7. Let b n be a sequence in Λ(α) converging to someb in the weak * sense and let λ n ∈ R be a sequence converging to some λ ∈ R. Then there exists a constant β such that
Proof. Lemma 4.3 shows that {µ(λ n , b n )} is uniformly bounded. There exist functions ψ n ∈ E L with ψ n L ∞ = 1 satisfying
By Lemma 4.4, there exists a constant F > 0 such that max ψ n /min ψ n < F. Change begins Now we multiply
with ψ n and integrate it from 0 to L. We get
By the fact that ψ n L ∞ = 1 and (30), we see from the equation above that { ψ n H 1 per } is uniformly bounded. Change ends Then there exists ψ ∈ H 1 per such that for some β there exists a subsequence {ψ n k },
per and strongly in C(R) and µ(λ n k , b n k ) → β as n k → +∞. Therefore −ψ ′′ + 2λψ ′ −bψ = βψ in the weak sense, So µ(λ,b) = β. We will prove the uniqueness of µ(λ,b) in Proposition 5.12. Check Therefore, it is not difficult to see µ(λ n , b n ) → µ(λ,b).
Change ends
The following corollary follows immediately from Proposition 4.7:
Corollary 4.8. Let b n be a sequence in Λ(α) converging tob ∈ Λ(α) in the weak * sense. Then µ(λ, b n ) → µ(λ,b) locally uniformly in λ ≥ 0.
We also remark that the continuity of λ → µ(λ,b) follows easily from Proposition 4.7.
Proof of Proposition 2.19. By Definition 2.13, we have
Since µ(λ, b n ) → µ(λ,b) locally uniformly in λ and since µ(λ, b n ) is uniformly bounded by Lemma 4.3. We immediately obtain the conclusion.
Combining Proposition 2.15 and 2.19, and recalling that everyb ∈ Λ(α) can be expressed as a weak * limit of sequence in Λ(α) (see (5)), we obtain the following proposition. Proposition 4.9. For anyb ∈ Λ(α),
Maximizing c * e (b)
In Subsection 4.3, we have shown that c * e (b) is bounded. In this subsection, we consider the variational problem and show that the maximum is attained by h(x) defined in (4). To prove the above result, we need some auxiliary lemmas.
Lemma 4.11. If there exist λ > 0, c > 0 and ψ ∈ E L such that
then ψ is a piecewise C 1 function and ψ(L/2) ≥ ψ(x) for x ∈ R.
Proof. First, we just integrate (33) from 0 to L to get
in the classical sense. Furthermore, ψ is continuous up to x = ± L 2 since E L ⊂ C(R). Consequently by the classical maximum principle and the positivity of ψ(x), along with the negativity of λ 2 − λc, the maximum of ψ must be attained at
From the periodicity of ψ(x), we get that
Since ψ can be expressed as
for some constants c 1 , c 2 , ν 1 , ν 2 , ψ ′ ( 
in the weak sense for some λ > 0. We define the convolution b * ψ for L−periodic functions by
Then one can easily see thatψ := b * ψ belongs to E L ∩ C 2 (R) since b is C 1 and ψ is piecewise C 1 . Consequently,
Note that
by (34). Furthermore, since the left-hand side of the above inequality is continuous and periodic in x, we have αLψ(
hence, by Proposition 4.5,
Combining this and Proposition 4.6, we obtain 
Pulsating travelling waves
In this section we will prove our main results: Theorems 2.16, 2.17, 2.18.
In 
The existence of the minimal speed and spreading speed
Our strategy here is to use the general results of Weinberger [14] and Liang and Zhao [8] . For this purpose, we need to consider the solution semiflow of (3) Then each · n m is a norm on BC(R) and for any M > 0, · n m defines a topology equivalent to the local uniform topology on C(R; [−M, M ]).
Furthermore, for any u ∈ BC(R), Wrong begins In Section 3, we have shown that the mild solutions of (14) depend on the initial data continuously in L ∞ (R). In the following proposition, we will show that the continuous dependence also holds with respect to the local uniform topology.
Proposition 5.3. The mild solutions of (14) depend on the initial data continuously in the space C(R; [0, 1]) . Precisely, for any ǫ > 0 and T > 0, there is some η > 0 such that for any two solutions u, v of (14) with initial
Proof. Let w = u − v with w 0 = u 0 − v 0 , then
where m(x, s) = 1−u(x, s)−v(x, s). By comparison principle, 0 ≤ u 0 (x), v 0 (x) ≤ 1, ∀x ∈ R implies that 0 ≤ u(x, t), v(x, t) ≤ 1, ∀x ∈ R, t > 0, and then there |m(x, s)| ≤ 1. Let 
|w(x − y, s)|ds
|w(z, s)|ds.
This implies that
ds for some positive constant C ′ . Then we have
from Lemma 7.7 of Alfaro, Hilhorst, Matano [1] . The proof is completed.
We have shown in Section 3 that for any initial function u 0 ∈ C(R; [0, 1]), the mild solution u(x, t, u 0 ) of (3) exists for any t > 0 and that u(·, t, u 0 ) ∈ C(R; [0, 1]). Now define an operator Q :
where u(x, t, u 0 ) is the solution of (3) with initial data u 0 (x).
In the following proposition, we will show that Q is a semiflow on the space C(R; [0, 1]) with respect to the local uniform topology, in other words, with respect to the norm · 1 0 .
Proposition 5.4. Q is a semiflow generated by the solution of equation (3) in C(R; [0, 1]) (with respect to local uniform topology) in the following sense:
Moreover, for any t > 0,
Proof. The properties (a),(b) are obvious. To prove property (c), we only need to show that
For any given T > 0, the family of maps
(1) comes from Lemma 3.2. In Proposition 5.3, we have shown that property (2) holds. This completes the proof that Q is a semiflow. The compactness of {Q t (u 0 ) | u 0 ∈ C(R; [0, 1])} is equivalent to the uniform equicontinuity of the function family. So it can be obtained from Proposition 3.3 directly. The proof is complete.
In the following lemma, we prove that the semiflow Q is monostable.
Proof. We consider interval [0, L]. We have
with initial data u(x, 0) = u 0 (x). Let v be the solution of
with initial data v(x, 0) = u 0 (x). From the classical theory of the heat equation, v(x, t) > 0 for any
From the weak comparison principle, we have 1
which means u(x, t) ≥ v(x, t) > 0. For a given t 1 > 0, we may find a constant a > 0 such that u(x, t 1 ) > a. This can be done because u(x, t 1 ) is periodic with respect to x. Letṽ(x, t) be the solution of
with initial dataṽ(x, 0) = a. Obviously
Since a > 0 is a sub-solution of equationṽ t =ṽ xx +b(x)ṽ(1 −ṽ), from the comparison principle, we can get thatṽ(x, t) is increasing in t.
in the weak sense. From P + xx ≤ 0 and P + (x) is periodic and P + (x) ≥ a > 0, we have P + ≡ 1. Since u(x, t + t 1 , u 0 ) ≥ṽ(x, t), we have u(x, t, u 0 ) → 1, t → ∞.
Summarizing, for any t > 0, Q t has the following properties: Thanks to these properties, the theorem holds:
Theorem 5.6. For anyb ∈ Λ(α), the spreading speed in the positive and negative directions c * * (b) andc * * (b) exist and they coincide with the minimal travelling wave speed in the positive and negative directions c * (b) andc * (b) respectively.
Proof. This theorem can be obtained from the results of Weinberger [14] or a more abstract results of Liang, Zhao [8] . In fact, for any t > 0, Q t satisfies (i)-(v) which are Hypotheses 2.1 in [14] , and from Theorem 2.6 of [14] we can get the existence of c * (b),b ∈ Λ(α).
Proof of c
To prove c * (b) = c * e (b), we consider the linearized equation
We define a linear space X by
for any M, ξ > 0. Again we equip X with the local uniform topology too. Similar to the proof of Theorem 3.1 and Proposition 5.3, we can obtain Lemma 5.7. For any φ ∈ X, the mild solution u(x, t) of the equation
with initial data u(x, 0) = φ(x) exists for all t > 0 and is unique. The mild solution is a weak solution and for any t > 0, u(·, t, φ) ∈ X. Moreover, the mild solutions depend on the initial data continuously with respect the local uniformly topology on X ξ M for any ξ, M > 0.
where u(x, t, u 0 ) is the solution of
with initial data u(x, 0) = u 0 (x). Similarly to the proof of Lemma 6.3 and Proposition 5.4, we can prove the following lemma:
Lemma 5.8. For any t ≥ 0, Φ t is continuous on X with respect to the local uniform topology.
is precompact in X with respect to the local uniform topology.
In the following lemma, we show that Φ t is strongly order-preserving.
Lemma 5.10. For any u 0 ∈ BC(R) with u 0 (x) ≥ 0, ∀x ∈ R, u ≡ 0 and any t > 0, we have Φ t (u 0 )(x) > 0 for x ∈ R.
Proof. Let u(x, t, u 0 ) be the solution of
with initial data u 0 , and let v(x, t) be the solution of
Sinceb(x) ≥ 0, we see that v(x, t) is a sub-solution of u t = u xx +b(x)u with initial data u 0 (x). Then we get u(x, t) ≥ v(x, t).
From the classical theory of the heat equation, v(x, t) > 0 for t > 0. So we
We equip Γ with the local uniform topology, which is also equivalent to the L ∞ topology on Γ.
From the definition and the properties of Φ t , we have Change begins It is easy to show that exp((µ(λ,b) + λ 2 )t)ψ is the mild solution of u t = u xx +bu with u 0 (x) = ψ(x). Change ends Hence,
Since L λ t is a strongly positive compact operator, by the Krein-Rutman theory, its principal eigenvalue is unique, hence that of L λ,b . This completes our proof.
Remark 5.13. Combining Proposition 5.12 and Lemma 4.7, we know that Proposition 2.12 holds.
Proposition 5.14. The principal eigenvalue of −L 0,b is negative, and then the principal eigenvalue of L 0 t is lager than 1 for any t > 0.
Proof. Integrating from 0 to L, we get
Furthermore, the principal eigenvalue of L 0 t is e −µ(0,b)t > 1. This completes the proof.
Summarizing, for any t > 0, Φ t has the following properties:
(I) Φ t is strongly order-preserving in the sense that for any u 0 ∈ BC(R)
(III) For any t > 0 and ξ ≥ 0, the operator L ξ t : Γ → Γ is bounded, compact and strongly positive. Moreover, the principal eigenvalue of L 0 t is larger than 1.
In the following lemma, we will show that Q can be dominated by Φ from above.
Lemma 5.15. Let Q t and Φ t be defined as above. Then for any u 0 with
Proof. We recall that Q t (u 0 )(x) is the solution u(x, t, u 0 ) of the equation
with initial data u 0 and Φ t (u 0 )(x) is the solution v(x, t, u 0 ) of the equation
with initial data u 0 . From the weak comparison principle, 0 ≤ u ≤ 1. Let w = u − v. Then
From the classical comparison principle of heat equation, we have w ≤ 0. So
On the other hand, we want to find some linear operator dominate Q from below.
Lemma 5.16. For any ǫ with 0 < ǫ < 1, let Φ ǫ t be an operator such that
where u ǫ (x, t, u 0 ) is the solution of
with initial data u 0 ∈ BC(R). Then Φ ǫ t also has the properties (I-III). Moreover, for any given t 0 > 0, Φ ǫ t 0 (u 0 ) < Q t 0 (u 0 ) provided u 0 (x) ≥ 0 and max |u 0 | is small enough.
Proof. We recall that Q(x, t, u 0 ) is the solution of u t = u xx +b(x)u(1 − u) with initial data u 0 (x) and Φ ǫ t (u 0 ) is the solution of
Since t 0 and ǫ are given, from the continuous dependency of u(x, t) on the initial data, if max u 0 is sufficiently small, then u(x, t) < ǫ, for t ∈ [0, t 0 ]. Then we have
It can be rewritten as w t > w xx .
Proof of Theorem 2.16. To prove this theorem, we use the results of Weinberger [14] or the more abstract results of Liang, Zhao [8] . In fact, Theorem 5.6 shows the existence of c * (b) . Moreover, for any t > 0, we can check that Φ t satisfies the hypotheses of Theorem 2.5 in [14] and for any 1 > ǫ > 0, Φ ǫ t satisfies the hypotheses of Theorem 2.4 in [14] . Moreover, for any λ ≥ 0, the principal eigenvalue of u xx − 2λu x + (1 − ǫ)b(x)u under the periodicity conditions converges to the eigenvalue of u xx − 2λu x +b(x)u under the same periodicity conditions as ǫ → 0. Hence we get On the other hand, in the previous subsection, we have proven that c * e (b) = c * (b) forb ∈ Λ(α). Since h ∈ Λ(α), we get
Proof of Theorem 2.18. Theorem 5.6 implies that
Proof of the lemmas
In this section, we prove the following technical lemmas on the equicontinuity of solutions of Cauchy problem (14) . These lemmas have been used in Sections 3 and 5.
Lemma 6.1. Let u(x, t, u 0 , b) be the solution of (14) withb replaced by a smooth b ∈ Λ(α) with initial data u 0 ∈ C(R) ∩ L ∞ (R). Then for any ǫ, M > 0, {u(x, t, u 0 , b)} t≥ǫ, u 0 ≤M,b∈Λ(α) is uniformly equicontinuous in x ∈ R.
Lemma 6.2. Let u(x, t, u 0 , b) be the solution of (14) withb replaced by a smooth b ∈ Λ(α) with initial data
From Lemma 6.1 and Lemma 6.2, The following lemma easily follows. We omit the proof since it is straightfoward. Lemma 6.3. Let u(x, t, u 0 , b) be the solution of (14) withb replaced by a smooth b ∈ Λ(α) with initial data u 0 ∈ C(R) ∩ L ∞ (R). Then for any ǫ, M > 0, {u(x, t, u 0 , b)} u 0 ≤M,b∈Λ(α) is uniformly equicontinuous in (x, t) ∈ R × [ǫ, ∞).
Proof of Lemma 6.1
Given b and u 0 , we denote u(x, t, u 0 , b) by u(x, t) simply. First, we recall that u(x, t) is a mild solution. It can be written as
u(y, 0)dy
Let t > 0 be given. In order to prove that u(x, t) is equicontinuous with respect to x, we need to prove that for any small ǫ > 0, there exists a δ > 0 such that
)u(y, 0)dy
Next we prove that for any ǫ > 0, there exists a δ > 0, such that the first part 1
)u(y, 0)dy and the second part
For the first part,
where x ξ,y is a function of y satisfying
and x ξ,y ∈ (x 2 , x 1 ). We know that the integration
is bounded. Now we need to prove that
u(y, 0)dy is bounded. Consider the following sets:
There exists a constant M (t) > 0, such that for every Ω i ,
u(y, 0)|dy
which means the first part can be bounded by ǫ/2 if |x 1 −x 2 | is small enough. Next step is to prove that the second part where t * is independent of the choice of x 1 and x 2 . Consider the integral from 0 to t * . 
It is not difficult to see that δ is independent of x 1 and x 2 .
Combining the above estimates, we see that there exists δ > 0 such that if |x 1 − x 2 | ≤ δ, then |v n (x 1 , t) − v n (x 2 , t)| ≤ ǫ. It is not difficult to see that the above estimate is independent of the choice of b and u 0 . This completes the proof of the lemma. where t ξ,y is between t 2 and t 1 .
As discussed in Lemma 6.1, we may get that (I) can be very small if |t 1 − t 2 | is small uniformly in x ∈ R. The next step is to prove that for any ǫ > 0, there exists a δ > 0 such that the absolute value of the term (II) is less than or equal to ǫ if |t 1 − t 2 | ≤ δ.
(II) = It is not difficult to show that Once again, as in lemma 6.1, for ǫ > 0, there exists a t * < t 1 , such that We can also prove that there exists δ 2 > 0 such that if t 2 − t 1 ≤ δ 2 , then Hence, for any ǫ > 0, there exists a constant δ > 0 such that |u(x, t 1 ) − u(x, t 2 )| ≤ ǫ if |t 1 − t 2 | ≤ δ.
Here t 1 , t 2 ∈ [T 1 , T 2 ] and the equicontinuity is independent of the choice of x, u 0 and b. The proof of the lemma is complete.
