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Abstract
In order to develop certain fractional probabilistic analogues of Tay-
lor’s theorem and mean value theorem, we introduce the nth-order frac-
tional equilibrium distribution in terms of the Weyl fractional integral
and investigate its main properties. Specifically, we show a character-
ization result by which the nth-order fractional equilibrium distribu-
tion is identical to the starting distribution if and only if it is expo-
nential. The nth-order fractional equilibrium density is then used to
prove a fractional probabilistic Taylor’s theorem based on derivatives
of Riemann-Liouville type. A fractional analogue of the probabilistic
mean value theorem is thus developed for pairs of nonnegative random
variables ordered according to the survival bounded stochastic order.
We also provide some related results, both involving the normalized
moments and a fractional extension of the variance, and a formula of
interest to actuarial science. In conclusion we discuss the probabilistic
Taylor’s theorem based on fractional Caputo derivatives.
MSC 2010 : Primary 60E99; Secondary 26A33, 26A24.
Key Words and Phrases: characterization of exponential distribu-
tion, fractional calculus, fractional equilibrium distribution, generalized
Taylor’s formula, mean value theorem, survival bounded order.
1 Introduction and background
Taylor’s theorem is the most important result in differential calculus. In
fact, given the derivatives of a function at a single point, it provides insight
into the behavior of the function at nearby points. Motivated by the large
numbers of its applications, researchers have shown a heightened interest in
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the extensions of this theorem. For instance, Massey and Whitt [11] derived
probabilistic generalizations of the fundamental theorem of calculus and Tay-
lor’s theorem by making the argument interval random and expressing the
remainder terms by means of iterates of the equilibrium residual-lifetime
distribution from the theory of stochastic point processes. Lin [9] modified
Massey and Whitt’s probabilistic generalization of Taylor’s theorem and gave
a natural proof by using an explicit form for the density function of high-order
equilibrium distribution. In a similar spirit to these probabilistic extensions
of Taylor’s theorem, Di Crescenzo [2] gave a probabilistic analogue of the
mean value theorem. The previous results have direct applications to queue-
ing and reliability theory. However, probabilistic generalizations are not the
only ones. Indeed, fractional Taylor series have been introduced with the idea
of approximating non-integer power law functions. Here we recall the most
interesting ones. Trujillo et al. [18] established a Riemann-Liouville gener-
alized Taylor’s formula, in which the coefficients are expressed in terms of
the Riemann-Liouville fractional derivative. On the other hand, Odibat et al.
[13] expressed the coefficients of a generalized Taylor’s formula in terms of the
Caputo fractional derivatives. In the aforementioned papers, an application
of the generalized Taylor’s formula to the resolution of fractional differential
equations is also shown. Great emphasis has been placed on fractional La-
grange and Cauchy type mean value theorems too (cf. [6], [13], [15], [18], for
example). Inspired by such improvements, in our present investigation we
propose to unify these two approaches by presenting a fractional probabilistic
Taylor’s theorem and a fractional probabilistic mean value theorem.
We start by briefly recalling some basic definitions and properties of frac-
tional integrals and derivatives of Riemann-Liouville and Weyl type as well
as some notions on a generalized Taylor’s formula that are pertinent to the
developments in this paper. For more details on fractional calculus we refer
the reader to [3].
1.1 Background on fractional integrals
Let Ω = [a, b] (−∞ < a < b ≤ +∞) be an interval on the real axis R. The
progressive or right-handed fractional integral Iα
a+
f of order α is defined by
Iαa+f (x) :=
1
Γ (α)
∫ x
a
(x− t)α−1 f (t) dt, a < x < b, α > 0. (1)
Here Γ (α) is the Gamma function and the function f(x) is assumed to be
well-behaved, in order to ensure the finiteness of the values Iαa+f (x) for
a < x < b. A major property of the fractional integral (1) is the additive
index law (semi-group property), according to which
Iαa+I
β
a+ = I
α+β
a+ , α, β ≥ 0,
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where, for complementation, I0a+ := I (identity operator).
The progressive fractional derivative of order α is defined by
Dαa+f(x) := D
mIm−αa+ f(x), a < x < b, m− 1 < α ≤ m, (2)
wherem is a positive integer, andD0a+ := I (identity operator). Furthermore,
the sequential fractional derivative is denoted by
Dnαa+ = D
α
a+ . . . D
α
a+︸ ︷︷ ︸
n times
,
where n ∈ N ≡ {0, 1, . . . }.
A fractional integral over an unbounded interval can also be defined.
Specifically, if the function f(x) is locally integrable in −∞ ≤ a < x < +∞,
and behaves well enough for x → +∞, the Weyl fractional integral of order
α is defined as
Iα−f(x) :=
1
Γ (α)
∫ +∞
x
(t− x)α−1 f (t) dt, a < x < +∞, α > 0. (3)
Also for the Weyl fractional integral the corresponding semigroup property
holds:
Iα−I
β
− = I
α+β
− , α, β ≥ 0, (4)
where, again for complementation I0− := I.
1.2 Background on a generalized Taylor’s formula
Let Ω be a real interval and α ∈ [0, 1). Let F (Ω) denote the space of
Lebesgue measurable functions with domain in Ω and suppose that x0 ∈ Ω.
Then a function f is called α-continuous in x0 if there exists λ ∈ [0, 1 − α)
for which the function h given by
h (x) = |x− x0|
λ f (x)
is continuous in x0. Moreover, f is called 1-continuous in x0 if it is continuous
in x0, and α-continuous on Ω if it is α-continuous in x for every x ∈ Ω. We
denote, for convenience, the class of α-continuous functions on Ω by Cα (Ω),
so that C1 (Ω) = C (Ω).
For a ∈ Ω, a function f is called a-singular of order α if
lim
x→a
f(x)
|x− a|α−1
= k <∞ and k 6= 0.
Let α ∈ R+, a ∈ Ω and let E be an interval, E ⊂ Ω, such that a ≤ x for
every x ∈ E. Then we write
aIα (E) =
{
f ∈ F (Ω) : Iαa+f (x) exists and it is finite ∀x ∈ E
}
.
Recently, Trujillo et al. (cf. Theorem 4.1 of [18]) proved the following result.
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Theorem 1. Set α ∈ [0, 1] and n ∈ N. Let g be a continuous function in
(a, b] satisfying the following conditions:
(i) ∀ j = 1, . . . , n,Djαa g ∈ C ((a, b]) and D
jα
a g ∈ aIα ([a, b]);
(ii) D
(n+1)α
a g is continuous on [a, b];
(iii) If α < 1/2 then, for each j ∈ N, 1 ≤ j ≤ n, such that (j + 1)α < 1,
D
(j+1)α
a g (x) is γ-continuous in x = a for some γ, 1−(j + 1)α ≤ γ ≤ 1,
or a-singular of order α.
Then, ∀x ∈ (a, b],
g(x) =
n∑
j=0
cj(x− a)
(j+1)α−1
Γ((j + 1)α)
+Rn(x, a),
with
Rn(x, a) =
D
(n+1)α
a g (ξ)
Γ ((n+ 1)α+ 1)
(x− a)(n+1)α , a ≤ ξ ≤ x,
and
cj = Γ (α)
[
(x− a)1−αDjαa g(x)
] (
a+
)
= I1−αa D
jα
a g
(
a+
)
for each j ∈ N, 0 ≤ j ≤ n.
1.3 Plan of the paper
The paper is organized as follows. In Section 2, after recalling the notion of
equilibrium distribution, we define a fractional extension of the high-order
equilibrium distribution. Then, we give an equivalent version by exploiting
the semigroup property of the Weyl fractional integral and derive the ex-
plicit expression of the related density function. Moreover, by means of the
Mellin transform we underline the role played by the fractional equilibrium
density in characterizing the exponential distribution. In Section 3 we prove
a fractional probabilistic Taylor’s theorem by using the expression of the
nth-order fractional equilibrium density. Section 4 is devoted to the analysis
of the fractional analogue of the probabilistic mean value theorem. We first
consider pairs of non-negative random variables ordered in a suitable way so
as to construct a new random variable, say Zα, which extends the fractional
equilibrium operator. The fractional probabilistic mean value theorem in-
deed is given in terms of Zα. We also discuss some related results, including
a formula of interest to actuarial science. We stress that all those results
are involving the derivatives of Riemann-Liouville type. However, in some
instances they can be restated also under different setting. Indeed, in Sec-
tion 5 we conclude the paper by exploiting a fractional probabilistic Taylor’s
theorem in the Caputo sense.
4
2 Fractional equilibrium distribution
Let X be a nonnegative random variable with distribution F (x) = P (X ≤ x)
for x ≥ 0 and with mean E [X] ∈ (0,+∞). Let Xe be a nonnegative random
variable with distribution
F1 (x) = P (Xe ≤ x) =
∫ x
0 F (y) dy
E [X]
, x ≥ 0,
or, equivalently, with complementary distribution function
F 1 (x) = P (Xe > x) =
∫ +∞
x
F (y) dy
E [X]
, x ≥ 0,
where F = 1 − F . The distribution F1 is called equilibrium distribution
with respect to F. Further, suppose E
[
X2
]
< +∞. Then the equilibrium
distribution with respect to F1 is well-defined and it reads
F2 (x) = P
(
X(2)e ≤ x
)
=
∫ x
0 F 1 (y) dy
E [Xe]
, x ≥ 0.
F2 is known as the second order equilibrium distribution with respect to F .
Continuing n−2 more iterates of this transformation, it is possible to obtain
the nth-order equilibrium distribution with respect to F , denoted by Fn,
provided the required moments of X are finite.
Hereafter we introduce a fractional version of the nth-order equilibrium
distribution. Let α ∈ R+ and let X be a nonnegative random variable with
distribution F (t) = P (X ≤ t) for t ≥ 0 and with moment E [Xα] ∈ (0,+∞).
Then we define a random variable X
(1)
α whose complementary distribution
function is
F
α
1 (t) = P
(
X(1)α > t
)
=
Γ (α+ 1)
E [Xα]
Iα−F (t) , t ≥ 0, (5)
where Iα− is the Weyl fractional integral (3) and F = 1 − F . We call the
distribution of X
(1)
α fractional equilibrium distribution with respect to F .
Remark 1. Recalling (3), from (5) we obtain the following suitable proba-
bilistic interpretation of the distribution function of X
(1)
α in terms of X. In
fact,
P
(
X(1)α ≤ t
)
=
α
E [Xα]
∫ +∞
0
yα−1P (y < X ≤ y + t) dy.
Further, suppose E
[
X2α
]
< +∞. Then the second-order fractional equi-
librium distribution with respect to F is well defined and its complementary
distribution function reads
F
α
2 (t) = P
(
X(2)α > t
)
=
Γ (2α+ 1)
Γ (α+ 1)
E [Xα]
E [X2α]
Iα−F
α
1 (t) , t ≥ 0.
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Generally, we can recursively define the nth-order fractional complementary
equilibrium distribution with respect to F by
F
α
n (t) = P
(
X (n)α > t
)
=
Γ (nα+ 1)
Γ ((n− 1)α+ 1)
E
[
X(n−1)α
]
E [Xnα]
Iα−F
α
n−1 (t) , t ≥ 0,
provided that all the moments E[Xnα], for n ∈ N, n ≥ 1, are finite.
Interestingly enough, F
α
n can be alternatively expressed in terms of F .
Indeed, the following proposition holds.
Proposition 1. Let α ∈ R+ and let X be a non-negative random variable
with distribution F (t) for t ≥ 0. Moreover, suppose that E [Xnα] ∈ (0,+∞),
with n ∈ N, n ≥ 1. Then the nth-order fractional complementary equilibrium
distribution with respect to F reads
F
α
n (t) =
Γ (nα+ 1)
E [Xnα]
Inα− F (t) , t ≥ 0. (6)
Proof. The proof is by induction on n. In fact, when n = 1 formula (6) is
true due to definition (5). Now let us assume that Eq. (6) holds for some n;
then, for t ≥ 0,
F
α
n+1 (t) =
Γ ((n+ 1)α+ 1)
Γ (nα+ 1)
E [Xnα]
E
[
X(n+1)α
] Iα−F αn (t)
=
Γ ((n+ 1)α+ 1)
Γ (nα+ 1)
E [Xnα]
E
[
X(n+1)α
]Iα−Γ (nα+ 1)
E [Xnα]
Inα− F (t)
=
Γ ((n+ 1)α+ 1)
E
[
X(n+1)α
] I(n+1)α− F (t) .
The last equality is valid due to the linearity of the integral and to semigroup
property (4). So the validity of Eq. (6) for n implies its validity for n + 1.
Therefore it is true for all n ∈ N, n ≥ 1. 
In order to obtain the explicit expression of the density function of the
nth-order fractional equilibrium distribution, we premise the following lemma,
which is a generalization of Proposition 4 of [1].
Lemma 1. Let X be a nonnegative random variable whose moment of order
nα is finite for α ∈ R+ and n ∈ N, n ≥ 1. Then
lim
x→+∞
(x− t)nα F (x) = 0, ∀t ≥ 0.
Proof. Because the moment of order nα of X is finite, we have
lim
x→+∞
∫ +∞
x
ynαdF (y) = 0. (7)
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Hence, due to a generalized Markov’s inequality,
lim
x→+∞
(x− t)nα F (x) ≤ lim
x→+∞
xnαF (x) ≤ lim
x→+∞
∫ +∞
x
ynαdF (y) = 0,
this completing the proof. 
Here and throughout the paper, we denote, for convenience, (x)α−1+ =
(x)α−11{x>0}. The following result concerns the probability density function
associated with F αn (t).
Proposition 2. Let X be a non-negative random variable with distribution
function F and let E[Xnα] < +∞ for some integer n ≥ 1 and α ∈ R+. Then
the density function of X
(n)
α is
fαn (t) =
nαE
[
(X − t)nα−1+
]
E [Xnα]
, t ≥ 0. (8)
Proof. By virtue of (6) and (3) we have:
F
α
n (t) =
Γ (nα+ 1)
E [Xnα]
Inα− F (t)
=
nα Γ (nα)
E [Xnα]
1
Γ (nα)
∫ +∞
t
(x− t)nα−1 F (x) dx.
Due to integration by parts and making use of Lemma 1, we have:
F
α
n (t) = −
1
E [Xnα]
∫ +∞
t
(x− t)nα dF (x)
=
1
E [Xnα]
∫ +∞
t
(x− t)nα dF (x)
=
(
E
[
(X − t)nα+
]
E [Xnα]
)
(9)
=
nα
E [Xnα]
∫ +∞
t
dF (x)
∫ x
t
(x− y)nα−1 dy
=
nα
E [Xnα]
∫ +∞
t
dy
∫ +∞
y
(x− y)nα−1 dF (x)
=
nα
E [Xnα]
∫ +∞
t
E
[
(X − y)nα−1+
]
dy,
this giving the density function (8). 
We observe that in Proposition 2 the random variable X is not necessarily
absolutely continuous, unlike X
(n)
α .
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Remark 2. Formula (9) is useful in showing that F
α
n (t) is a proper com-
plementary distribution function. Indeed,
(i) F
α
n (0) =
E[(X−t)nα+ ]
E[Xnα]
∣∣∣∣
t=0
= 1;
(ii) F
α
n (t) is decreasing and continuous in t ≥ 0;
(iii) F
α
n (t)→ 0, when t→ +∞. In fact, due to (7), we have
lim
t→+∞
∫ +∞
t
(x− t)nα dF (x) ≤ lim
t→+∞
∫ +∞
t
xnαdF (x) = 0.
We now prove a characterization result concerning the fractional equi-
librium density (8). In fact, if X is a non-negative random variable with
probability density function f , the nth-order fractional equilibrium density
associated with f coincides with f if and only if X is exponentially dis-
tributed. This extends the well-known result concerning case α = 1.
Theorem 2. Let X be a non-negative random variable with probability den-
sity function f . Then, for every n ∈ N and α ∈ R+
fαn (t) = f(t), t ≥ 0 ⇔ X ∼ E(λ),
where fαn (t) is the nth-order fractional equilibrium density (8) and E(λ) is
the exponential distribution with parameter λ ∈ R+.
Proof. First, let us assume that X is exponentially distributed with param-
eter λ. Since
E[Xnα] =
Γ(nα+ 1)
λnα
and E
[
(X − t)nα−1+
]
= λnαe−tλΓ(nα), t ≥ 0,
by virtue of (8) the assertion “if” is trivially proved. Conversely, suppose that
the density and the nth-order fractional equilibrium density of X coincide
for every n ∈ N and α ∈ R+, that is
fαn (t) = f(t), t ≥ 0.
Due to (8), the last equality can be rewritten as
nα
∫ +∞
t
(x− t)nα−1 f (x) dx = f (t)
∫ +∞
0
xnαf (x) dx,
and, on account of (3), as
Γ(nα+ 1)Inα− f(t) = f (t)
∫ +∞
0
xnαf (x) dx.
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Taking the Mellin transform of both sides of this equation yields the func-
tional equation
f∗ (s+ nα)
Γ (s+ nα)
=
f∗ (nα+ 1)
Γ (nα+ 1)
f∗ (s)
Γ (s)
, ℜ(s) > 0, (10)
where
f∗(s) =
∫ ∞
0
xs−1f(x)dx,
is the Mellin transform of a function f(x) (cf. (C.3.21) and (C.3.22) of [3]).
By reducing Eq. (10) to a well-known Cauchy equation, we observe that its
nontrivial measurable solution (cf. [5] for instance) is
f∗(s) = ac(s−1)Γ(s) a > 0, c ∈ R.
By performing the Mellin inversion, we have
f(t) = a−ce−a
−ct, t ≥ 0.
As a consequence, X ∼ E(λ), having set λ = a−c, and then the “only if” part
of the theorem is proved. 
In the next proposition, we give the expression of the moments of a ran-
dom variable following the nth-order fractional equilibrium distribution (8).
We omit the proof since it is straightforwardly derived after some cumber-
some computations.
Proposition 3. For α ∈ R+ and n ∈ N, if E[Xnα] <∞, then
E
[(
X (n)α
)r]
=
nαB(nα, r + 1)
E[Xnα]
E[Xnα+r], r ∈ R+, (11)
where B(x, y) is the Beta function.
Clearly, when α = 1 the moments (11) identify with the expression for
the iterated stationary-excess variables given in the Lemma of Massey and
Whitt [11] and in Theorem 2.3 of Harkness and Shantaram [4].
3 Fractional probabilistic Taylor’s theorem
We now derive a probabilistic generalization of the Riemann-Liouville gener-
alized Taylor’s formula shown in Theorem 1. For convenience, let us denote
IF =
∞⋃
n=2
[
0, F−1
(
1−
1
n
)]
, (12)
the smallest interval containing both 0 and the support of the distribution
F . Additionally, without loss of generality, we consider the expansion of a
function g about t = 0.
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Theorem 3. Let 0 < α ≤ 1 and let X be a nonnegative random variable
with distribution F , with moment E[X(n+1)α] < +∞ for some integer n ≥ 0
and moments E
[
X(j+1)α−1
]
< +∞ for all j ∈ N, 0 ≤ j ≤ n. Suppose that
g is a function defined on IF and satisfying the hypoteses (i),(ii) and (iii)
of Theorem 1 in IF . Assume further E
[∣∣∣D(n+1)α0 g (X(n+1)α )∣∣∣] < +∞. Then
E [g (X)] < +∞ and
E [g (X)] =
n∑
j=0
cj
Γ ((j + 1)α)
E
[
X(j+1)α−1
]
+
E[X(n+1)α]
Γ ((n+ 1)α+ 1)
E
[
D
(n+1)α
0 g
(
X(n+1)α
)]
, (13)
with cj = Γ(α)[x
1−αDjα0 g(x)](0
+) for each j ∈ N, 0 ≤ j ≤ n, where X
(n+1)
α
has density (8).
Proof. To begin with, we recall a Riemann-Liouville generalized Taylor’s for-
mula with integral remainder term (cf. formula (4.1) of [18]), that is, for
x ∈ IF ,
g(x) =
n∑
j=0
cjx
(j+1)α−1
Γ((j + 1)α)
+Rn(x), (14)
where
Rn(x) = I
(n+1)α
0 D
(n+1)α
0 g (x)
=
1
Γ ((n+ 1)α)
∫ x
0
(x− t)(n+1)α−1D
(n+1)α
0 g (t) dt. (15)
Since Rn(x) is continuous on IF , Rn(X) is a true random variable. Therefore,
from (14) we have
E[g (X)] =
n∑
j=0
cj
Γ ((j + 1)α)
E[X(j+1)α−1] + E[Rn (X)], (16)
where, from (15),
E[Rn (X)] =
1
Γ((n+ 1)α)
∫ +∞
0
∫ x
0
D
(n+1)α
0 g (t) (x− t)
(n+1)α−1 dt dF (x) .
By making use of Fubini’s theorem, the equality above becomes
E[Rn (X)] =
1
Γ((n+ 1)α)
∫
IF
D
(n+1)α
0 g (t)E [X − t]
(n+1)α−1
+ dt,
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and in turn, owing to (8),
E[Rn (X)] =
E[X(n+1)α]
(n+ 1)αΓ ((n+ 1)α)
∫
IF
D
(n+1)α
0 g (t) f
α
n+1 (t) dt
=
E[X(n+1)α]
Γ ((n+ 1)α+ 1)
E
[
D
(n+1)α
0 g
(
X(n+1)α
)]
. (17)
Finally, observing that the condition E
[∣∣∣D(n+1)α0 g (X(n+1)α )∣∣∣] < +∞ is
equivalent to
∫
IF
|D
(n+1)α
0 g (t) |E [X − t]
(n+1)α−1
+ dt < +∞, and making use
of (16) and (17), the proof of (13) is thus completed. 
Equation (13) can be seen as a fractional version of the probabilistic
generalization of Taylor’s theorem studied in [9] and in [11].
Remark 3. We observe that for n = 0 formula (13) becomes
E [g (X)] =
c0
Γ (α)
E
[
Xα−1
]
+
E [Xα]
Γ (α+ 1)
E
[
Dα0 g
(
X(1)α
)]
, (18)
with c0 = Γ (α)
[
x1−αg(x)
]
(0+), this being useful to prove Theorem 4 below.
In the recent years much attention has been paid to the study of the
fractional moments of distributions. See, for instance, [12] and references
therein. Motivated by this, in the next corollary we consider the case g(x) =
xβ, β ∈ R. From Theorem 3 we have the following result.
Corollary 1. Let 0 < α ≤ 1, β ≥ α and n ≤ β−α
α
, n ∈ N. Moreover,
let X be a nonnegative random variable with distribution F , with moment
E[X(n+1)α] < +∞ and moments E[X(j+1)α−1] < +∞ for all j ∈ N, 0 ≤ j ≤
n. Assume further E
[∣∣∣∣D(n+1)α0 (X(n+1)α )β
∣∣∣∣
]
< +∞. Then E[Xβ ] < +∞
and
E[Xβ ] =
E[X(n+1)α]
Γ ((n+ 1)α+ 1)
Γ(1 + β)
Γ(1− (n + 1)α+ β)
E
[
(X(n+1)α )
β−(n+1)α
]
,
where X
(n+1)
α has density (8).
Proof. Since, in general, for k ∈ N
Dkα0 x
β =
Γ(1 + β)
Γ(1− kα+ β)
xβ−kα,
we have
cj = Γ(α)
[
Γ(1 + β)
Γ(1− jα+ β)
x1−(j+1)α+β
]
(0+) = 0, 0 ≤ j ≤ n.
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Furthermore, assumption E
[∣∣∣∣D(n+1)α0 (X(n+1)α )β
∣∣∣∣
]
< +∞ ensures the finite-
ness of E
[
(X
(n+1)
α )β−(n+1)α
]
. Therefore, formula (13) reduces to the sole
remainder term, and hence the thesis. 
4 Fractional probabilistic mean value theorem
In this section we develop the probabilistic analogue of a fractional mean
value theorem. To this purpose we first recall some stochastic orders and
introduce a relevant random variable, Zα.
Let X be a random variable with distribution function FX and let a =
inf {x|FX (x) > 0} and b = sup {x|FX (x) < 1}. We set for every real α > 0
F
(α)
X (t) =


E
[
(t−X)α−1+
]
Γ (α)
if t > a
0 if t ≤ a,
and
F
(α)
X (t) =


E
[
(X − t)α−1+
]
Γ (α)
if t < b
0 if t ≥ b.
Ortobelli et al. [14] define a stochastic order as follows:
Definition 1. Let X and Y be two random variables. For every α >
0, X dominates Y with respect to the α-bounded stochastic dominance or-
der (X
b
≥
α
Y ) if and only if F
(α)
X (t) ≤ F
(α)
Y (t) for every t belonging to
supp{X,Y } ≡ [a, b], where a, b ∈ R and a = inf {x|FX(x) + FY (x) > 0},
b = sup {x|FX(x) + FY (x) < 2}.
Similarly, Ortobelli et al. [14] define a survival bounded order as follows:
Definition 2. For every α > 0, we write X
a
≥
sur α
Y if and only if F
(α)
X (t) ≤
F
(α)
Y (t) for every t belonging to supp{X,Y }.
We remark that certain random variables cannot be compared with re-
spect to these orders. For example, Ortobelli et al. [14] proved that for any
pair of bounded (from above or/and from below) random variables X and Y
that are continuous on the extremes of their support, there is no α ∈ (0, 1)
such that F
(α)
X (t) ≤ F
(α)
Y (t) for all t ∈ supp{X,Y }. However, although α-
bounded orders with α ∈ (0, 1) are not applicable in many cases, they could
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be useful to rank truncated variables and financial losses, thus resulting of
interest from a financial point of view.
We outline that for α > 1 the survival bounded order given in Definition
2 is equivalent to the extension to all real α > 0 of the order ≤αc defined in
1.7.1 of [17]. Moreover, when α = 2, it is equivalent to the increasing convex
order ≤icx (cf. Section 4.A of Shaked and Shantikumar [16]).
The following result comes straightforwardly.
Proposition 4. Let X and Y be non-negative random variables such that
E [Xα] < E [Y α] < +∞ for some α > 0. Then
fZα (t) = α
E
[
(Y − t)α−1+
]
− E
[
(X − t)α−1+
]
E [Y α]− E [Xα]
, t ≥ 0, (19)
is the probability density of an absolutely continuous non-negative random
variable, say Zα, if and only if X
0
≥
sur α
Y .
We remark that condition X
0
≥
sur α
Y ensures that E[Xα] ≤ E[Y α] for
α > 0. Moreover, it is interesting to note that Zα is necessarily absolutely
continuous, in contrast with X and Y .
Example 1. Let X and Y be exponential random variables having means
µX and µY , µY > µX > 0, and let α ≥ 1. From (19) we obtain the following
expression for the density of Zα:
fZα (t) =
µα−1Y e
− t
µY − µα−1X e
− t
µX
µαY − µ
α
X
, t ≥ 0.
Example 2. Let Y be a random variable taking values in [0, b), with b ∈
(0,+∞], and let E[Y α] and E[(Y − t)α−1+ ] be finite, 0 ≤ t ≤ b. Furthermore,
we define a random variable X with cumulative distribution function
FX(x) :=


0, x < 0,
p+ (1− p)FY (x), 0 ≤ x ≤ b,
1, x ≥ b,
where FY (x) is the cumulative distribution function of Y and 0 < p ≤ 1. We
remark that X can be viewed as a 0-inflated version of Y , i.e. X = I · Y ,
where I is a Bernoulli r.v. independent of Y. It is easily ascertained that
fZα (t) =
αE
[
(Y − t)α−1+
]
E [Y α]
≡ f
Y
(1)
α
(t) ≡ f
X
(1)
α
(t), t ≥ 0.
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We note that the density of Zα given in (19) is related to the densities
of the fractional equilibrium variables X
(1)
α and Y
(1)
α which, by virtue of (8),
are respectively given by
f
X
(1)
α
(t) =
αE
[
(X − t)α−1+
]
E [Xα]
and f
Y
(1)
α
(t) =
αE
[
(Y − t)α−1+
]
E [Y α]
, t ≥ 0.
Indeed, from (19) the following generalized mixture holds:
fZα (t) = cfY (1)α
(t) + (1− c) f
X
(1)
α
(t) , (20)
where
c =
E [Y α]
E [Y α]− E [Xα]
≥ 1. (21)
Such representation is useful to find an expression for the moments of Zα.
In fact, from (11), (20) and (21), Proposition 5 follows immediately.
Proposition 5. Let α ∈ R+ and suppose that X and Y are two non-negative
random variables such that E [Xα] < E [Y α] < +∞, and X
0
≥
sur α
Y . Then
E [Zrα] =
αB (α, r + 1)
E [Y α]− E[Xα]
{
E
[
Y α+r
]
− E[Xα+r]
}
, r ∈ R+. (22)
With the notation of 1.C(3) of [10], let λα(X) denote the normalized
moment of a random variable X, i.e.
λα(X) =
E[Xα]
Γ(α+ 1)
, α > 0. (23)
We are now ready to prove the main result of this section.
Theorem 4. Let 0 < α ≤ 1. Suppose that X and Y are two non-negative
random variables such that E [Xα] < E [Y α] < +∞, and X
0
≥
sur α
Y . More-
over, let Theorem 3 hold for some function g. Then
E [g (Y )]− E [g (X)] =
c0
Γ (α)
{
E
[
Y α−1
]
− E
[
Xα−1
]}
+ {λα(Y )− λα(X)}E [D
α
0 g (Zα)] , (24)
where Zα is a random variable whose density is defined in (19), and c0 =
Γ (α)
[
x1−αg(x)
]
(0+).
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Proof. By applying Theorem 3 for n = 0, cf. formula (18), we have
E [g (Y )]− E [g (X)] =
c0
Γ (α)
{
E
[
Y α−1
]
− E
[
Xα−1
]}
+
1
Γ (α+ 1)
{
E [Y α]E
[
Dα0 g
(
Y (1)α
)]
− E [Xα]E
[
Dα0 g
(
X(1)α
)]}
.
From (20), (21) and (23) the theorem is straightforwardly proved. 
Under certain hypotheses, the Lagrange’s Theorem guarantees the exis-
tence of a mean value belonging to the interval of interest. With regard to
Theorem 4, one might therefore expect that a probabilistic analogue of this
relation holds too. However, the relation Xα ≤st Zα ≤st Y
α does not hold in
general. It can be satisfied only when E[Xα] ≤ E[Zα] ≤ E[Y
α], which is case
(ii) of the next Proposition. For simplicity’s sake, if X is a random variable
with E[Xα+1] < +∞, we set
Vα (X) := E
[
Xα+1
]
− α (E [Xα])2 , α ∈ R+, (25)
which turns out to be a fractional extension of the variance of X.
Proposition 6. Let 0 < α ≤ 1 and let X and Y satisfy the assumptions of
Theorem 4, with E[Xα+1] and E[Y α+1] finite. Then,
(i) E[Zα] ≤ E[X
α]
⇔ Vα (Y )− Vα (X) ≤ −{E[Y
α]− E[Xα]} {αE[Y α]− E[Xα]} ;
(ii) E[Xα] ≤ E[Zα] ≤ E[Y
α]
⇔
{
Vα (Y )− Vα (X) ≥ −{E[Y
α]− E[Xα]} {αE[Y α]− E[Xα]}
Vα (Y )− Vα (X) ≤ {E[Y
α]− E[Xα]} {E[Y α]− αE[Xα]} ;
(iii) E[Y α] ≤ E[Zα]
⇔ Vα (Y )− Vα (X) ≥ {E[Y
α]− E[Xα]} {E[Y α]− αE[Xα]} ;
(iv) E[Zα] =
2α
α+ 1
E[Xα] + E[Y α]
2
⇔ Vα(Y ) = Vα(X),
where Vα has been defined in (25).
Proof. It easily follows from the identity
E [Zα]− E [X
α]
E[Y α]− E [Xα]
=
1
α+ 1
{
αE [Y α]− E [Xα]
E [Y α]− E [Xα]
+
Vα(Y )− Vα(X)
(E [Y α]− E [Xα])2
}
,
which is a consequence of (22) written for r = 1. 
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Corollary 2. Let 0 < α ≤ 1. Suppose that X and Y are two non-negative
random variables such that E [Xα] < E [Y α] < +∞, and X
0
≥
sur α
Y . More-
over, if β > α− 1, let Theorem 3 hold for some function g(x) ∼ xβ, x→ 0+.
Then
E [g (Y )]− E [g (X)] = {λα(Y )− λα(X)}E [D
α
0 g (Zα)] ,
where Zα is a random variable whose density is defined in (19).
Proof. We observe that the first term in formula (24) vanishes, since c0 ∼
x1−α+β
∣∣
x=0+
= 0, and hence the thesis. 
As application, we now show a result of interest to actuarial science. A
deductible is a treshold amount, denoted d, which must be exceeded by a
loss in order for a claim to be paid. If X is the severity random variable
representing a single loss event, X > 0, and if the deductible is exceeded
(that is, if X > d), then the amount paid is X − d. Therefore, for d > 0, the
claim amount random variable Xd is defined to be
Xd := (X − d)+ =
{
0, for X ≤ d,
X − d, for X > d.
(26)
It is clear from equation (26) that Xd has a mixed distribution. In partic-
ular, such random variable has an atom at zero representing the absence of
payment because the loss did not exceed d. The interested reader is referred
to [7] and [8] for further information. Let b = sup {x|FX (x) < 1}. Bearing in
mind Definition 4, the next Proposition immediately follows from Corollary
2.
Proposition 7. Let 0 < α ≤ 1 and 0 < r < s < b. With reference to (26),
suppose that Xs
0
≥
sur α
Xr and λα(Xs) < λα(Xr) < +∞. Moreover, let g
satisfy the assumptions of Corollary 2. Then
E [g (Xr)]− E [g (Xs)] = [λα(Xr)− λα(Xs)]E [D
α
0 g (Zα)] ,
where Zα is a random variable with density
fZα(z) = α
E
[
(Xr − z)
α−1
+
]
− E
[
(Xs − z)
α−1
+
]
E [Xαr ]− E [X
α
s ]
, z ≥ 0.
We conclude this section with the following example.
Example 3. Let 0 < α ≤ 1 and 0 < r < s.
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(i) Let X be an exponential random variable with parameter λ. Owing to
(23) and Proposition 7, we have
E [g (Xr)]− E [g (Xs)] = λ
−α
(
e−λr − e−λs
)
E [Dα0 g (Z)] ,
where Z turns out to be exponentially distributed with parameter λ as
well. In this case, it is interesting to note that for 0 < r < s and
0 < u < v it results:
E [g (Xr)]− E [g (Xs)]
E [g (Xu)]− E [g (Xv)]
=
e−λr − e−λs
e−λu − e−λv
,
which is independent of g.
(ii) Now let X be a 2-phase hyperexponential random variable with phase
probabilities p and 1− p, 0 < p < 1, and rates λ1 and λ2. Similarly, it
holds
E [g (Xr)]− E [g (Xs)] =
{
pλ−α1
(
e−λ1r − e−λ1s
)
+(1− p)λ−α2
(
e−λ2r − e−λ2s
)}
E [Dα0 g (Zα)] ,
where, the density of Zα is, for z ≥ 0,
fZα (z) =
pλ1−α1 e
−λ1z
(
e−λ1r − e−λ1s
)
+ (1− p)λ1−α2 e
−λ2z
(
e−λ2r − e−λ2s
)
pλ−α1 (e
−λ1r − e−λ1s) + (1− p)λ−α2 (e
−λ2r − e−λ2s)
.
5 Concluding remarks
The overall aim of this research is to present a novel Taylor’s theorem from
a probabilistic and a fractional perspective at the same time and to discuss
other related findings. It is meaningful to note that, while the coefficients of
our formula (13) are expressed in terms of the Riemann-Liouville fractional
derivative, it is possible to establish a fractional probabilistic Taylor’s the-
orem in the Caputo sense too. The Caputo derivative, denoted by ∗D
α
a+,
is defined by exchanging the operators Im−αa+ and D
m in the classical defi-
nition (2). Taking the paper of Odibat et al. [13] as a starting point, the
following theorem, which is in some sense the equivalent of Theorem 3, can
be effortlessly proved.
Theorem 5. Let α ∈ (0, 1] and let X be a nonnegative random variable with
distribution F and moment E
[
X(n+1)α
]
< +∞ for some integer n ≥ 0. As-
sume that g is a function defined on IF , with IF defined in (12), and suppose
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that ∗D
α
0+g(x) ∈ C (IF ) for k = 0, 1, . . . , n+1 and E
[∣∣∣∗D(n+1)α0 g (X(n+1)α )∣∣∣] <
+∞. Then E [g (X)] < +∞ and
E [g(X)] =
n∑
i=0
(
∗D
iα
0+f
)
(0)
Γ (iα+ 1)
E
[
Xiα
]
+
E[X(n+1)α]
Γ ((n+ 1)α+ 1)
E
[
∗D
(n+1)α
0 g
(
X(n+1)α
)]
,
where ∗D
nα
0+ = ∗D
α
0+ · ∗D
α
0+ · · · ∗D
α
0+ (n times) and X
(n+1)
α has density (8).
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