Abstract. We present new concentration of measure inequalities for Markov chains that enjoy a contractive property. We apply our discrete-time inequality to the well-studied Bernoulli-Laplace model of diffusion, and give a probabilistic proof of cut-off, recovering the optimal bounds of Diaconis and Shahshahani. We also extend the notion of cut-off to chains with an infinite state space, and illustrate this in a second example, of a two-host model of disease in continuous time.
Introduction
We have two aims in this paper. The first is to present some new concentration of measure inequalities for Markov chains, both in discrete and continuous time. These are especially useful if the chain has a contractive property: for instance, if there is a metric on the state space, and a coupling of two copies of the chain so that the distance between the two copies decreases in expectation. In this case, we show that any real-valued function of the Markov chain that is Lipschitz with respect to the metric remains well-concentrated around its expectation for all time. Further, we obtain tighter concentration for functions of the chain that evolve much more slowly than the total transition rate of the chain. The continuous time inequality is entirely new, while the discrete one is a refinement of an earlier result of one of the authors.
Our second aim is to introduce a wider perspective on the cut-off phenomenon for the convergence to equilibrium of Markov chains. For a Markov chain (X t ), started in a given state X 0 = x, consider the total variation distance between the law of the process at time t and the equilibrium distribution. The chain is said to exhibit the cut-off phenomenon if this distance falls from near 1 to near 0 over a window of time that is much shorter than the mixing time. In previous work, it is assumed that the state space is finite, and the starting state x 0 is chosen to maximise the mixing time. We present a version of the definition allowing for an infinite state space, and for variation of the mixing time over a region of potential initial states, with a cut-off window of width that is uniform across this region.
Our concentration of measure inequalities, combined with coupling arguments, are well-suited to proving cut-off, and we illustrate this with two examples of independent interest. The first is the well-known Bernoulli-Laplace model of diffusion: there are initially n red balls in one urn and n black balls in another, and at each time step one ball from each urn is chosen uniformly at random and the two balls are exchanged. Cut-off was proved for this model by Diaconis & Shahshahani (1987) using algebraic techniques: we provide a probabilistic proof, recovering the optimal bounds of Diaconis and Shahshahani. Our second model is a continuous-time model of a disease with two types of host, each infecting the other; the disease is supported at a low level in a population by immigration of both types of infected host from outside. This example illustrates both the application of our new continuous-time concentration inequality and our new concept of cutoff, as the state space is infinite and the mixing time varies significantly depending on the initial conditions. 1.1. Concentration of measure inequalities. Our general concentration inequality for discrete time Markov chains appears as Theorem 2.1, and the special case where the chain has a contractive coupling as Corollary 4.1.
Results similar to Theorem 2.1 appear in earlier works of the third author, some unpublished, and a number of other applications are to be found in these papers. The flavour of the inequality is similar to that of Luczak (2008) , but Theorem 2.1 can be much more effective when the chain makes frequent transitions that do not alter the value of the function. An example where this is relevant is the supermarket model of Luczak & McDiarmid (2006) , where the number of queues of length k only changes infrequently for large k. Another example is the alternative routing model of Gibbens, Hunt & Kelly (1990) and its generalization, studied in Brightwell & Luczak (2013) . Our new result also improves on Theorem 2.3 of Luczak (2012) , by weakening and simplifying its hypotheses: in that paper, a concentration of measure result is derived for instances of the alternative routing model, even though the chain in question does not have a contractive coupling.
The corresponding inequality for continuous time Markov chains is Theorem 3.1, and the special case for chains with a contractive coupling is Corollary 4.2. Our proof for continuous time uses completely different methods to those used for discrete time, and it is perhaps surprising that the resulting theorems are nearly exact analogues of each other. In Brightwell & Luczak (2013) , a continuous time model is analysed (somewhat awkwardly) by studying its jump chain; this analysis would be eased by use of our new inequalities, and we intend to carry out such improved analysis in the near future.
1.2. Cut-off. We now discuss the cut-off phenomenon in the convergence to equilibrium for sequences X (n) of Markov chains. Let L x (X (n) (t)) denote the distribution of X (n) when X (n) (0) = x, and let π (n) be the equilibrium distribution of X (n) . Let S (n) denote the state space of the chain X (n) . In earlier papers (for instance, Diaconis & Shahshahani (1987) and Levin, Luczak & Peres (2010) ), cut-off was defined as follows, in the case where the state space S (n) is finite for each n. The worst-case distance to stationarity for the chain X (n) at time t is d n (t) = max
and the sequence X (n) of chains was said to exhibit cut-off at time t n with window width w n if w n = o(t n ) and
In other words, for a large constant s, at time t n + sw n , the chain X (n) is nearly in equilibrium, whatever the starting state; on the other hand, there is a starting state x ∈ S (n) such that the chain X (n) starting from state x is very far from equilibrium at time t n − sw n .
In cases where cut-off, with window width w n , can be proven, the situation is typically as follows, with a proof involving two separate arguments. The state space has a metric, and the Markov chain makes jumps that are small with respect to this metric. The equilibrium distribution is concentrated around some point y (suitably scaled with n) in the state space. If the chain is started at some "distant" point x, one shows that its trajectory is concentrated around its expectation, up until some time t n (x) when the expectation becomes suitably close to y. Once in the neighbourhood of y, one seeks a coupling with a copy of the chain in equilibrium, where coalescence takes place in time of order w n . One example of such a proof was given by Levin, Luczak & Peres (2010) , and our examples in Sections 6 and 7 both illustrate this general approach.
Similar behaviour is often to be found in examples where the state space is infinite, and there is no "most distant" starting point from equilibrium. For instance, in a population model, there may be no effective upper bound on the initial size of a population. Thus we find it useful to introduce a more general notion of cut-off, where the mixing time t n (x) depends on the initial state, but the window width w n is independent of the starting state. The proof scheme above can then be applied, provided we restrict the class of allowed initial states to exclude (a) states x too close to the point y around which the equilibrium is concentrated, where the "travel time" t n (x) from x to y will be of similar or smaller order to the time w n required for coalescence of the coupled chains in the neighbourhood of y, and (b) possibly also states x extremely distant from y, where the fluctuation in the travel time exceeds the window width w n .
We now give our formal definition of cut-off, which extends the previous definition, and in particular allows for an infinite state space. For E n a subset of the state space S (n) of X (n) , let (t n (x), x ∈ E n ) be a collection of non-random times, and let (w n ) be a sequence of numbers such that lim n→∞ inf x∈En t n (x)/w n = ∞. We say that X (n) exhibits cut-off at time t n (x) on E n with window width w n , if there exist (nonrandom) constants (s(ε), ε > 0) such that, for any ε > 0 and for all n large enough,
uniformly for all x ∈ E n . In some examples, the travel time t n (x) can be taken not to depend on x, as long as x ∈ E n . We say that X (n) exhibits cut-off at t n on E n with window width w n , for a sequence (t n , n ≥ 1), if the t n (x) in the definition above can be set equal to t n for all n and all x ∈ E n . An illustration of this last concept comes in Section 6; the idea here is that the expected "travel times" from all suitably distant starting states are nearly equal.
In Section 5, we state a result which implies an upper bound on the coalescence time for the two copies of the chain in a contractive coupling. This is designed to show that, once a copy of the chain has reached a neighbourhood of the state space where the equilibrium distribution is concentrated, mixing takes place in a relatively short time. We give such a result only in continuous time, and apply it in our continuous time example. Discrete-time versions would be equally easy to prove, but for our application (in Section 6) we need a sharper result.
1.3. Applications. We give two examples illustrating both our methods and the cut-off phenomenon.
Section 6 concerns the Bernoulli-Laplace model of diffusion, originally investigated in the context of cut-off by Diaconis & Shahshahani (1987) . In this discrete-time model, there are two urns each containing n balls, with n red and n black balls in total: at each time step, one ball is chosen uniformly at random from each urn and the two are exchanged. The state of the system after r steps is captured by the number X(r) of red balls in the left urn, and one compares the distribution of X(r) with the stationary distribution (which is concentrated around n/2). Diaconis and Shahshahani prove cut-off for X(r) at time 1 4 log n with window width n. Indeed, their proof establishes cut-off not only for the most distant starting states (where X(0) = 0 or n) but on any set E n (ε) = {j : |j − n 2 | ≥ εn}. They also give specific exponential rates for the tail of the distribution of the mixing time. The methods used by Diaconis and Shahshahani are algebraic: we give an alternative proof, using our concentration of measure results, giving the same rates for the tail as Diaconis and Shahshahani.
In Section 7, we consider a toy model of a subcritical two-host infection, maintained by immigration of infectives from outside, at rates that are constant multiples of a scale parameter n. Our model is appropriate in circumstances where the number of infectives is small compared to the total population size, and the expected number of infectives of each type of host satisfies a linear equation with a fixed point nc ∈ R 2 + . We consider an arbitrary starting state x within an annular region E n (ζ) = {y : nζ ≤ |y − nc| ≤ n/ζ}, where ζ ∈ (0, 1), and we show cut-off at t n (x) with window width 1 over this region. Here the travel time t n (x) is bounded between two constants times log n, but varies over the region E n (ζ), for any ζ ∈ (0, 1).
Further consequences of inequalities Theorem 2.1 and Theorem 3.1 will be explored in a future paper. The Bernoulli-Laplace example could also have been treated using Theorem 4.5 of Luczak (2008); however, the simpler framework of Theorem 2.1 makes it more readily applicable than Theorem 4.5 of Luczak (2008).
Concentration inequality: discrete time
We begin with a concentration of measure inequality designed for the analysis of discrete time Markov chains, generalizing results of Luczak (2008) .
Let X = (X(i)) i∈Z + be a discrete-time Markov chain with a discrete state space S and transition probabilities P (x, y) for x, y ∈ S. We allow X to be lazy; that is, we allow P (x, x) > 0 for x ∈ S.
For x ∈ S, we set N(x) := {y ∈ S : P (x, y) > 0}.
Then, for k ∈ Z + and f : S → R, define the function P k f by
whenever it exists, where E x and P x are used to denote conditional expectation and probability given X(0) = x.
Theorem 2.1. Let P be the transition matrix of a discrete-time Markov chain (X(i)) i∈Z + with discrete state space S. Let S be a subset of S. Let f : S → R be a function such that (P i f )(x) exists for all x ∈ S and i ∈ Z + , and satisfying, for all i ∈ Z + ,
where β and (α i ) i∈Z + are positive constants. Set a k :=
, the event that (X(i)) stays in S for the first k − 1 steps. Then, for all x 0 ∈ S and all m ≥ 0,
Theorem 2.1 improves on Theorem 4.5 of Luczak (2008) by using (2.2) to define α i , instead of the cruder bound
where L is the Lipschitz constant of f , and d W denotes the Wasserstein distance (both defined with respect to the same metric on the state space S). This is particularly important in contexts in which f (X(i)) evolves significantly more slowly than X(i) itself, because many of the transitions of X do not change the value of f . An example where this is relevant is the supermarket model of Luczak & McDiarmid (2006) , where the number of queues of length k only changes infrequently for large k, as well as the alternative routing model of Gibbens, Hunt & Kelly (1990) and its generalisation, as studied in Brightwell & Luczak (2013 McDiarmid (1998) , in that we work with a non-deterministic bound on |Z i − Z i−1 |, and is also two-sided.
For a square integrable random variable Y and a σ-field G ⊆ F , we use var(Y | G) to denote the conditional variance of Y on G.
Lemma 2.2. Let (Ω, F , P) be a probability space equipped with a filtra-
Let γ and δ be constants such that
More generally, the following holds. For δ, γ ≥ 0, let
For any m ≥ 0 and any values δ, γ ≥ 0,
The proof is that of Theorem 3.15 (inequalities (3.28) and (3.29)) in McDiarmid (1998), except that we use the indicator of the event A(δ, γ) instead of the event 
Now, for any random variable X such that X ≤ b and E X = 0, we
McDiarmid (1998)). So, for any h, defining the (possibly infinite) F i−1 random variables var i := var(Z i | F i−1 ) and dev
Hence
and the result follows by optimising in h, as in the proof of Theorem 2.7 in McDiarmid (1998). The lower inequality is proved similarly.
Proof of Theorem 2.1. We start by assuming that S = S. Let (F i ) denote the natural filtration of (X(i)) i∈Z + . We fix a function f : S → R, a natural number k, and an initial state x 0 ∈ S. We consider the evolution of (X(i)) i∈Z + for k steps, conditional on X(0) = x 0 . Define the random variable Z := f (X(k)). Then, for i = 0, . . . , k, Z i is given by
To apply Lemma 2.2, we need to bound the conditional variances
uniformly in x i−1 ∈ S. It thus follows that
so we set δ = a k . We also need a uniform upper bound on |Z i − Z i−1 |. We note that
Note that, from Assumption (2.1), if y, z ∈ N(x) for some x ∈ S, then
It then follows from (2.7) that, on the event
since, in the last sum, both X(i) and z belong to N(x i−1 ). Accordingly, we take γ = 2β. Theorem 2.1 now follows from inequality (2.3) in Lemma 2.2, in the case where S = S.
In general, for each i, (2.6) and (2.8) hold if x i−1 ∈ S, and so all the above bounds hold on the event A k = {X(i) ∈ S for i = 0, . . . , k − 1}. Thus A k ⊆ A(δ, γ), as defined in Lemma 2.2, and the full statement of Theorem 2.1 follows from inequality (2.4) in Lemma 2.2.
Concentration inequality: continuous time
We now state and prove a continuous-time version of Theorem 2.1. Let X = ( X(t)) t∈R + be a stable, conservative, non-explosive continuoustime Markov chain with a discrete state space S and Q-matrix (Q(x, y) : x, y ∈ S). Let P t = e Qt denote the transition probabilities of X. Much as before, we write ( P t f )(x) to denote E x f ( X(t)). For x ∈ S, we set N(x) := {y ∈ S : Q(x, y) > 0}.
Theorem 3.1. Let (Q(x, y) : x, y ∈ S) be the Q-matrix of a stable, conservative, non-explosive continuous-time Markov chain ( X(t)) t≥0 with discrete state space S. Writing q x = −Q(x, x), let S be a subset of S, for which q := sup x∈ S {q x } < ∞, Let f : S → R be a function such that ( P t f )(x) := E x f ( X(t)) exists for all t ≥ 0 and x ∈ S, and suppose that
for all s ≥ 0, all x ∈ S and all y such that Q(x, y) > 0. Assume also that the continuous function α :
for all x ∈ S and all s ≥ 0. Define a t := t s=0
α(s) ds. Finally, let A t := { X(s) ∈ S for all 0 ≤ s < t}. Then, for all x 0 ∈ S, t ≥ 0 and m ≥ 0,
In order to prove the theorem, we first need to show that, for any fixed x ∈ S, the function ( P s f )(x) has zero quadratic variation on any finite s-interval. This follows from the following lemma.
Lemma 3.2. Under the above assumptions, for each x ∈ S, ( P s f )(x) is continuously differentiable with respect to s.
Proof. We can suppose that f (x) ≥ 0 for all x ∈ S; if not, it suffices to consider the positive and negative parts f + and f − of f separately. This enables the exchange of sums and integrals in the argument that follows.
First, by considering what happens up to time s, we have
Thus, from (3.1), for x ∈ S and y such that Q(x, y) > 0, it follows that
the Kolmogorov backward equations imply that, for any x ∈ S and s > 0, we have
In view of (3.3), and because z∈S Q(x, z) = q x < ∞, the integrand on the right hand side of (3.4) is uniformly bounded on [0, t] for any t < ∞, implying that the indefinite integral is continuous in s. From this, it follows immediately that ( P s f )(x) is continuous in s also. But then, for x ∈ S,
is a uniformly convergent sum, in view of (3.1), and so the integrand in (3.4) is continuous; thus the indefinite integral is continuously differentiable with respect to s, and hence ( P s f )(x) is also.
Proof of Theorem 3.1. Fix X(0) = x 0 ∈ S and, for 0 ≤ s ≤ t, define
and that Z 0 = 0. Then (Z s ) 0≤s≤t is a martingale, and so is ( Z s ) 0≤s≤t , where Z s := Z s∧τ 0 , and
We now use a super-martingale derived from Z to prove a concentration bound.
In view of Lemma 3.2, the continuous part of Z has no quadratic variation until τ 0 , and so the predictable quadratic variation of Z is given by
Hence, by (3.2),
Let the jump times of X be denoted by 0 < σ 1 < σ 2 < · · · , and write
where g(x) = (e x − 1 − x)/x 2 , as in the proof of Lemma 2.2, and, for i such that σ i ≤ τ 0 ,
using the continuity of ( P s f )(x) in s ≥ 0 for each x ∈ S.
Let V h denote the compensator of U h . We first note that V h s is finite, at least for s ≤ τ 0 . This is because, for 0 ≤ v < s ≤ τ 0 , we have
by (3.1). Hence, noting that A t = {τ 0 ≥ t}, we see that
is finite, in view of (3.5). Now Z is a square integrable martingale, because of (3.5), and hence, from the proof of Lemma 2.2 in van de Geer (1995), exp{h Z s − V h s∧τ 0 } is a non-negative supermartingale with initial value 1, since the continuous part of Z has no quadratic variation. Thus
On the other hand, using (3.5) and (3.6),
The remaining argument (optimising in h) is again as in the proof of Theorem 2.7 in McDiarmid (1998).
Contractive chains
In this section, we give a simple application of Theorems 2.1 and 3.1, in the case where the Markov chain possesses a contractive coupling.
We start with the discrete case. Let d(·, ·) be a metric on the state space S of a discrete-time Markov chain X = (X(i)) i≥0 . A Markovian coupling (X (1) , X (2) ) of two copies of the chain is contractive with respect to the metric if, for some positive constant ρ and for all x, y ∈ S,
(4.1) If condition (4.1) holds for all x, y in some subset S of S, then we say that the coupling is contractive on S.
In the continuous case, we again let d(·, ·) be a metric on the state space S. For a Markovian coupling of two copies of a stable, conservative, non-explosive continuous time chain ( X(t)) t≥0 on S, with generator A, contractivity, with constant ρ > 0, means that, for all x, y ∈ S, Ad(x, y) ≤ −ρd(x, y).
If the above holds on some S ⊆ S, then we say that the coupling is contractive on S.
For a Markov chain that is contractive with respect to a metric d, we can prove concentration of measure for any real-valued function f on the state space that is Lipschitz with respect to d.
We first state a result for discrete time. For an event A, we let A denote its complement.
Corollary 4.1. Let X be a discrete-time chain on discrete state space S with transition matrix P . Suppose that d(·, ·) is a metric on S, and let f : S → R be a function such that, for some constant L,
(a) If X has a contractive coupling on S, as in (4.1), with constant ρ, then, for all x ∈ S, m ≥ 0, and k ∈ N,
(b) More generally, suppose that X has a contractive coupling on a subset S of S, with constant ρ. For k a positive integer, let
Then, for all x ∈ S, m ≥ 0, and k ∈ N,
Proof. For part (a), we can take β = LD and
For part (b), it is easy to see that, for x ∈ S, y ∈ S with P (x, y) > 0, and i ∈ N,
and so, for k ∈ N,
Thus we can take β = LD + 2b k and
(a) Suppose that X has a contractive coupling on S, as in (4.2), with constant ρ. Then, for all x ∈ S, t > 0 and m ≥ 0,
(b) More generally, suppose that X has a contractive coupling on S, with constant ρ.
Then, for all x ∈ S, t > 0 and m ≥ 0,
Proof. For part (a), it follows from (4.2) that, under a contractive coupling of two copies X (1) and X (2) , the process e ρt d( X (1) (t), X (2) (t)) t≥0 is a non-negative local supermartingale, from which it follows that, if (
We can thus take
and so, for any t > 0,
Applying Theorem 3.1, the first inequality follows.
For part (b), observe that now e ρs d( X (1) (s), X (2) (s))I(A s ) s≥0 is a non-negative local supermartingale, and so, if x, y ∈ S, then for s ≥ 0,
It follows that, whenever 0 ≤s ≤ t, x ∈ S and Q(x, y) > 0, we have
We can thus take β = LD + 2b t and α(s)
and the inequality follows from Theorem 3.1.
As remarked following the statement of Theorem 2.1, the forms of the quadratic bound (2.2), as well as that of its continuous-time analogue (3.2), also enable useful statements to be made when the direct contraction argument above does not deliver sufficiently sharp results. The full power of Theorem 3.1 is used, for instance, to obtain the concentration of measure bounds needed in Brightwell & Luczak (2013).
Upper bounds on coalescence times
We consider a real-valued function f (X(t)) of a continuous-time Markov chain X on a state space S, whose drift is non-positive, and whose quadratic variation at time t is of order rt, where r is to be large in applications. We give an upper bound for the distribution of the hitting time of the set of states S 0 := {x : f (x) ≤ 0}, when f (X(0)) is of order √ r.
Proposition 5.1. Let X be a stable, conservative, non-explosive continuoustime Markov chain, with state space S and generator A. Let B, η, r, ϕ and t 0 be positive, and let f : S → R be a function such that:
(ii) f (X) makes jumps of magnitude at most B; (iii) f (X) makes jumps of magnitude at least η, at rate at least 2r, from every state x ∈ S \ S 0 ;
(v) there is a constant c such that the total jump rate out of any state x ∈ S \ S 0 is at most c(1 ∨ f (x)).
Define T * := inf{t : f (X(t)) ≤ 0}. Then there exists a universal constant K H such that
The motivating example underlying the proposition is that of a simple random walk X(t) on Z + (with f (x) = x and η = B = 1), making steps up and down each at rate r, until the walk hits 0. In this case, the proposition says that, if X(0) ≤ ϕ √ r, then the walk hits 0 before time t 0 (i.e., within its first approximately 2rt 0 steps) with probability at least 1 −
, for ε > 0 and for large enough r. The proposition then gives conditions, for more general processes, under which the same behaviour holds. For random walks, the standard proof of the result involves the reflection principle and the De Moivre-Laplace Theorem. Our proof follows the same lines, using a quantitative version of the Martingale Central Limit Theorem instead.
We shall apply Proposition 5.1 to a Markovian coupling (X, Y ), where X and Y are two copies of a Markov chain with a state space S equipped with a metric d, and f (x, y) = d(x, y). If the coupling is such that the two chains make identical transitions once they have coalesced, then the conclusion is equivalent to saying that the chains have coalesced by time t 0 with probability at least 1 −
Proof. Let D(t) = f (X(t)). From (i) and (v), it follows that
where M is a martingale -see Hamza & Klebaner (1995) for an explanation of the role of the technical condition (v). We are interested in tracking the martingale until time T * = inf{t : D(t) ≤ 0}. For all times t ≤ T * , we have M(t) ≥ −D(0) ≥ −ϕη √ r, by (iv). We know that, until time T * , the jumps of M are the same as those of f , which are all of magnitude at most B, and moreover the martingale makes jumps of magnitude at least η at rate at least 2r.
We will apply a quantitative version of the Martingale Central Limit Theorem. To this end, we artificially adjust the martingale M so that it has almost fixed quadratic variation η 2 rt 0 at the fixed time t 0 . We do this in two steps: first continuing the martingale beyond time T * , and then stopping it once it has acquired enough quadratic variation.
We first extend the martingale beyond time T * . Consider a pure jump process J(t) that makes jumps of size ±η, each at rate r. Define
It is clear that M 1 is a martingale, making jumps of magnitude at most B, and making jumps of magnitude at least η at rate at least 2r for all t ≥ 0. Now let τ = inf{t : [M 1 ](t) ≥ η 2 rt 0 }, and consider the martingale
, on the event that M 1 takes at least rt 0 jumps of size at least η in the interval [0, t 0 ], an event of probability at least 1 − e −rt 0 /3 , by the Chernoff inequality.
The probability that T * ≥ t 0 is at most the probability that M 1 has not reached −ϕη √ r by time t 0 , which in turn is at most the probability that M has not reached −ϕη √ r by time t 0 . In order to relate this to the value of M(t 0 ), we use the reflection principle. Accordingly, we consider the reflected martingale M ϕ (t), which is equal to M(t) for t ≤ T ϕ := inf{t : M (t) ≤ −ϕη √ r}, and equal to 2 M(T ϕ ) − M (t) for t > T ϕ . As T ϕ ≥ T * , beyond T ϕ the martingale M takes jumps according to J(t) until time τ , and the quadratic variation process of M is equal to that of the reflected martingale M ϕ . Thus M ϕ has the same finite-time distributions as M(t). Noting that M(T ϕ ) ≥ −(ϕη √ r + B), we see that the events M(t 0 )< −(ϕη √ r + B)
and M ϕ (t 0 )< −(ϕη √ r + B) are disjoint, and each imply that T ϕ ≤ t 0 .
Therefore
Now we can apply the Martingale Central Limit Theorem. Haeussler (1988), Theorem 2, with δ = 1/2, states that there is an absolute constant C H such that, for any locally square integrable martingale G with G(0) = 0,
where
We apply this to the scaled martingale
where, since Φ(y) ≥ 1 2
for all y ≤ 0, we have
and also
(Note that the hypotheses of the result imply that B ≥ η.) Thus we deduce from (5.1)-(5.5) that, provided η √ rt 0 ≥ B,
, and the result follows. Note also that, if the condition η √ rt 0 ≥ B is not satisfied, then the statement of the theorem is true with K = 1.
A similar result to Proposition 5.1 for discrete chains appears, for instance, as Proposition 17.20 in Levin, Peres & Wilmer (2017).
Bernoulli-Laplace diffusion model
As our first example, we re-examine the Bernoulli-Laplace chain (Feller 1968 , Example XV.2(f)), for which cut-off was first established in Diaconis & Shahshahani (1987, Theorem 1). In this model, there are two urns, the left urn initially containing n red balls, and the right urn n black balls. Then, at each time step, a ball is chosen at random in each urn, and the two balls are switched. Diaconis and Shahshahani examine the total variation distance between the distribution of the number X(r) = X (n) (r) of red balls in the left urn at time r, and its equilibrium distribution π = π (n) , a hypergeometric distribution with parameters (2n, n, n), defined by
Analogously to earlier, we use L j , P j and E j to refer to distributions conditional on X (n) (0) = j, and we also use L π (n) , P π (n) and E π (n) to refer to the equilibrium distribution.
Diaconis and Shahshahani prove the following theorem.
Theorem 6.1. For any ε > 0, the Bernoulli-Laplace chain exhibits cut-off at 1 4 n log n on E n (ε) = {j : j − n log n + δn⌋, Diaconis and Shahshahani show that there are universal constants C 1 , C 2 > 0 such that
log n ≤ δ < 0;(6.1)
Their proof is based on algebraic techniques. We use the results of the previous sections to give an alternative, coupling proof of analogous bounds. Extensions and generalisations of this result have also been obtained. For instance, Donnelly, Lloyd & Sudbury (1994) showed cutoff for the separation distance mixing time for this model, and recently Eskenazis & Nestoridi (2018) showed cut-off for the version where k > 1 balls are exchanged at each step. All of these papers make some use of algebraic techniques.
Proof of Theorem 6.1. The chain X (n) can be viewed as a discrete time lazy random walk on the integers 0 ≤ j ≤ n, with state dependent transition probabilities
In what follows we usually drop the superscript n, to lighten the notation. Fix j 0 ∈ {0, . . . , n − 1} and let (X 1 (r)) and (X 2 (r)) be two copies of the chain starting in j 0 and j 0 + 1 respectively, coupled as follows. When X 1 (r) = j and X 2 (r) = j + 1, then they jump together up by 1 with probability (1 − (j + 1)/n) 2 and down by 1 with probability (j/n) 2 . Additionally, X 1 (r) jumps up by 1 alone with probability (1 − j/n) 2 − (1 − (j + 1)/n) 2 , and X 2 (r) jumps down by 1 alone at rate ((j + 1)/n) 2 − (j/n) 2 . It is clear that, with the above coupling, X 1 (r) ≤ X 2 (r) for all r, and X 2 (r) − X 1 (r) is either 0 or 1. Additionally, defining Y (r) = X 2 (r) − X 1 (r), with Y (0) = 1, we see that, for any r, P(Y (r + 1) = 0 | Y (r) = 1) = 2/n. It follows that, for each j ∈ {0, 1, . . . , n − 1},
so that we can take f (x) = x in Theorem 2.1, with
2 ) −1 ≤ n/2 for all n ≥ 2, we can take a k = n/2 for all k. Furthermore, we take β = 1 and S = S. Then, by Theorem 2.1, for all j ∈ S, all r ∈ Z + , and all m > 0,
(We can also see this as an application of Corollary 4.1(a) with L = D = 1 and ρ = 2/n.) Taking m = c √ n for 0 ≤ c ≤ 3 √ n/4, this in turn implies that
In particular, we have
c dc < 6n, (6.4) uniformly in n, j and r. Because 0 ≤ X(r) ≤ n a.s. for all r, it also follows, taking the limit as
Var X ≤ 6n. (6.5) (In fact, the variance of X in equilibrium is equal to n 2 /(8n − 4).) Now consider x j (r) := E j X(r)/n. We have
so that x j (r + 1) = 1/n + x j (r)(1 − 2/n), and hence
Since also E π (n) (X(r)) = n/2, it follows that
In particular, for j ∈ E n (ε) and uniformly in − log n ≤ δ ≤ 0, we have 7) for all n ≥ 4 (so that n 1/2 1 − 2 n 1 4 n log n ≥ 1/2); and, for δ ≥ 0 and any starting state j, we have
log n−2δ+
For the lower bound, take δ < 0, and write
First, by Chebyshev's inequality and (6.5),
(In fact, standard tail bounds for the hypergeometric distribution imply that 1 − π (n) (A) ≤ 2 exp(− ε 2 8 e −4|δ| .) Similarly, using Chebyshev's inequality, (6.4) and (6.7), we have that, for any j ∈ E n (ε),
for all n ≥ 4. Hence, since
it follows that log n ≤ δ ≤ 0. This proves the lower bound (6.1).
We now turn to the upper bound. At times r n (0) + r, r ≥ 0, for any starting state j and for n ≥ 5, we have
by (6.8) . Combining this with the bound
Taking c := 4 1 2 log(n/2) − 3/4 ≥ 6 log(n/2) for n > 2e 2 , we deduce that
if n ≥ 15 < 2e 2 , and hence that
Note also, from (6.4) and (6.10) , that
We remark here that it would be relatively straightforward to complete the proof of cut-off at this point: we can exhibit a coupling between two copies of the chain both remaining close to n/2, such that the distance between the two copies is stochastically dominated by a simple lazy random walk -such a proof would show quickly that the two copies coalesce by time r n (0) + δn with probability 1 − O(δ −1/2 ). (A similar argument is used by Eskenazis & Nestoridi (2018) , based on a discrete analogue of Proposition 5.1.) In order to establish the bound (6.2), we need a more precise argument.
Assume, for simplicity, that n = 4k, for some positive integer k. Then the walk Y = Y (n) defined by Y (r) = X(r n (0) + r) − n/2 = X(r n (0) + r) − 2k, r ≥ 0, which describes the evolution of X beyond the time r n (0), has transitions
for −2k ≤ j ≤ 2k. At least when j/4k is small, Y has transition probabilities close to those of the simpler process Y := ( Y (n) (r), r ≥ 0), with probabilities given by
We shall use Y as a surrogate for Y in the argument to come. The similarity of the transition probabilities (6.14) and (6.15), together with (6.12), is first used to show that, with high probability, the processes Y and Y are almost indistinguishable for a long time .
If ε k ≤ 1/8 and |j|/k ≤ ε k , then we have 
Define the events A s and B s by
and, on B s , s = s ∧ τ . Hence,
From (6.18) and Kolmogorov's inequality, and from (6.12), we have
19) where we can take K = 76; the restriction to k ≥ k 2 can be removed by increasing K to make (K/k) log 2k ≥ 1 for all k ≤ k 2 . Thus, with error at most Ks 1/2 k −1 log 2k, we can replace Y ([0, s]) by Y ([0, s]) when calculating probabilities, and make only a small error if s ≪ K ′ (k/ log 2k) 2 . This means that the approximation of Y by Y is asymptotically accurate over time intervals of length o (n/ log n) 2 .
We now use a coupling argument to show how fast Y converges to its equilibrium distribution π (k) . First, we note that the process Y can equivalently be described by way of a discrete Ehrenfest ball scheme. There are 2k = n/2 balls, each of which is in state 0 or 1. At each step, a ball is chosen independently at random from the 2k balls, and its state is chosen to be 0 or 1, each with probability 1/2, independently of the whole past of the process. If k+j balls are in the state 1 and k−j in the state 0 at step r, we say that Y (r) = j; then the probabilities for Y (r + 1) are easily seen to be given by (6.15) , and its equilibrium distribution π 
where Z(r) has distribution Bi(2k − M(r), 1/2). Now, since the distribution Bi(m, 1/2) is unimodal with mode ⌊m/2⌋,
Hence it follows that
and, since M(r) is a sum of negatively associated Bernoulli random variables, var M(r) ≤ EM(r); recalling n = 4k, we also have (1 − 1/(2k)) r ≤ e −2r/n . Thus, by Chebyshev's inequality, if r ≥ 1 2 n log 4, so that E M r ≤ k/2, we have
the last inequality being trivially true also for r < 
, and taking Y 2 (0) ∼ π (k) to be in equilibrium, we deduce, by taking expectations in (6.21) , that
We now combine (6.19) with (6.22), replacing Y (r) by X(r n (0) + r) − n/2, to deduce that
where we have used (6.13) to reach the last inequality. The bounds given in both (6.13) and (6.11) remain valid if X(0) takes any value other than n -the mean of X(r n (0)) is then closer to n/2, and the deviation inequalities (6.3) and (6.4) are uniform in the initial value -so that the bound given in (6.23) remains valid for any initial distribution. Taking X(0) ∼ π (n) , so that also X(r n (0)) ∼ π (n) , this implies that
also. Hence, for any 0 < γ < 1/4, there is a universal constant K(γ) such that, uniformly in 0 ≤ r ≤ γn log n,
Taking r = nδ, this proves the upper bound (6.2) with the added restriction to δ ≤ γ log n. Since we compare the distribution of X(r n (δ)) to a distribution π different from its equilibrium distribution π, we cannot avoid having d T V ( π, π) as a component in our bound, which thus cannot converge to zero as r → ∞ for fixed n. However, taken with (6.9), (6.24) is more than enough to establish Theorem 6.1. If n is not divisible by 4, the argument remains almost the same. Define k := ⌊n/4⌋, and set Y (r) := X(r n (0) + r) − 2k, as above. The transition rates for Y are not quite as in (6.14), but they are very close, resulting only in an extra contribution of order O(k −1 ) to the bounds in (6.16) , and hence to the variance bound in (6.18) . Since this correction is of smaller order than ε 2 k , the bound (6.24) remains unchanged, but for a different constant replacing K(γ). Diaconis & Shahshahani (1987) , and other authors, actually consider a more general version, with boxes of unequal sizes. The first box initially contains n ′ red balls, and the second 2n − n ′ black balls. The mixing process runs as before. Our approach can be used for this model as well. The jump probabilities for the process counting the number X of red balls in the first box are again quadratic in the current state j of the process. When evaluated close to the equilibrium mean n ′ p, where p := n ′ /2n, these probabilities are close to the linear jump probabilities near equilibrium of another process Y consisting of ℓ balls, coloured red or black, with the following dynamics. At each time step, a ball is chosen. It is left with unchanged colour with probability 1 − θ; otherwise, it is re-coloured red with probability q and black with probability 1 − q, independently of everything else (so that its colour may in fact still be unchanged). Then Y (r) denotes the number of red balls at time r. The values of ℓ, θ and q to best match the original process are found to be
note that, for n ′ = n, as previously, we have p = 1/2 = q, θ = 1 and s = ⌊n/2⌋, corresponding to the approximation made before. With these modifications, an analogous argument can be carried out, to establish cut-off.
A two host model of disease
We now take as example a two-dimensional Markov chain X (n) in continuous time, representing a two host model of disease, in which transmission only occurs between one host type and the other (snails and human beings in schistosomiasis (Jordan, Webbe and Sturrock, 1993), or males and females in sexually transmitted diseases (Hethcote & Yorke, 1984) ). Our framework is appropriate for a disease that is not naturally endemic in a region, being supported at a low level through immigration from outside. In state x := (x 1 , x 2 ) T ∈ Z 2 + , there are x 1 type-1 hosts and x 2 type-2 hosts infected. From any state x, there are four possible transitions, whose rates are as follows:
Here, α, β, γ, δ, µ and ν are fixed positive constants, and the parameter n is a measure of the typical size of the infected population. The first transition corresponds to the infection of a type 1 host, by a type 2 host or from outside, and the second to the infection of a type 2 host. The third transition corresponds to the recovery of a type 1 host, and the fourth to the recovery of a type 2 host. The infection transition rates are appropriate in circumstances in which the host population is so large that the reduction in infection rate caused by some of the population already being infected is negligible, or for diseases such as malaria, when 'super-infection' is possible: a host infected more than once is proportionately more infectious -in this case, x denotes the total number of infections of each type of host. Letting m(t) := m x (t) := n −1 E x { X (n) (t)}, where E x , P x and L x refer to the distribution conditional on X (n) (0) = x, it follows that m satisfies the differential equation dm/dt = Am + b, where
with initial condition m(0) = n −1 x. We define R := αβ/γδ, and assume from now on that R < 1, so that A has both eigenvalues negative, and we denote them by −ρ > −ρ ′ , with corresponding unit (right) eigenvectors v and v ′ . The differential equation has a non-trivial equilibrium at 2) and its full solution is
showing that the equilibrium c is globally attractive when R < 1. For any n and any x ∈ Z 2 + , we define the travel time from state x (to within n −1/2 of c) to be
which, in view of (7.3), is therefore the infimum of times t such that
We shall prove the following theorem.
Theorem 7.1. Suppose that R < 1. Then, for any 0 < ζ < 1, X (n) exhibits cut-off at t n (x) on E n (ζ), with window width 1.
We first consider the problem of estimating t n (x) for x ∈ E n (ζ). Writing n −1 x − c as a linear combination λv + λ ′ v ′ of the unit eigenvectors v and v ′ of A, we have
ρ −1 log n+L ζ . For "most" states in E n (ζ), there is a matching lower bound, but t n (x) is as small as
The rest of this section is devoted to a proof of Theorem 7.1. Our basic plan is to apply Corollary 4.2 to our chain, showing concentration of measure for X (n) (t) while t ≤ t n (x). To this end, we need to specify a suitable metric, and a Markovian coupling of two copies of the chain which is contractive with respect to that metric.
The two left eigenvectors of A can be written in the form (1, ξ), where ξ is a solution of the equation δ − αξ = γ − βξ, with the common value δ − αξ being minus the corresponding eigenvalue. This equation has one negative solution ξ = θ ′ , corresponding to the eigenvalue −ρ ′ , and the other solution ξ = θ lying in the interval (α/δ, γ/β). Thus we have
We introduce the norm · θ on R 2 , with
We shall shortly prove that our chain has a contractive coupling with respect to the distance x − y θ . Next, we collect some elementary properties of the Markov chain X (n) . First, we note that, for R < 1, X (n) is a 2-type subcritical Markov branching process with immigration, and hence has an equilibrium distribution π (n) . Furthermore, since the process without immigration is sub-critical and has birth and death rates that do not depend on n, whereas the immigration rates are multiples of n, the mean of π (n) is nc, and its covariance matrix is of the form nΣ, for Σ not depending on n (see, for example, Quine (1970, Theorem on p. 414 and Equation (29)) for analogues in discrete time).
Next, for use with Corollary 4.2, we show that the chain rarely gets too far from the origin, so that the total transition rate remains bounded. For H > 0, we define D n (H) := {x ∈ Z 2 + : x θ ≤ Hn}. Proposition 7.2. Suppose that R < 1. Then there exist positive constants C and ψ, depending on the parameters of the model but not on n, such that, for any H ≥ 4 b θ /ρ, any n ∈ N, any x ∈ D n (H), and any T, w > 0,
(n) (t) θ > n(H + w) ≤ CnT e −nψw .
Proof. Let A (n) denote the generator of X (n) , and define h ψ (x) := exp{ψ x θ }. The first step is to show that, for sufficiently small positive ψ, (A (n) h ψ )(x) < 0 for all x such that x θ is large enough. Setting g(s) := s −2 (e s − 1 − s) for s = 0, and g(0) = 1/2, we have:
(A (n) h ψ )(x) = h ψ (x) (αx 2 + nµ)(e ψ − 1) + γx 1 (e −ψ − 1) + (βx 1 + nν)(e θψ − 1) + δx 2 (e −θψ − 1) = h ψ (x)ψ αx 2 + nµ − γx 1 + θβx 1 + θnν − θδx 2 + h ψ (x)ψ 2 (αx 2 + nµ)g(ψ) + γx 1 g(−ψ) (7.5) + θ 2 (βx 1 + nν)g(θψ) + θ 2 δx 2 g(−θψ) .
We now see that αx 2 + nµ − γx 1 + θβx 1 + θnν − θδx 2 = n(µ + θν) + (α/θ − δ)x 2 θ + (βθ − γ)x 1 = n b θ − ρx 2 θ − ρx 1 = n b θ − ρ x θ .
We bound the ψ 2 term in (7.5) above by noting that g(±ψ) and g(±θψ) are all at most 1, provided ψ ≤ 1/(1 ∨ θ), and hence (αx 2 + nµ)g(ψ) + γx 1 g(−ψ) + θ 2 (βx 1 + nν)g(θψ) + θ 2 δx 2 g(−θψ) ≤ (µ + θ 2 ν)n + (βθ 2 + γ)x 1 + (α + δθ 2 )x 2 ≤ (1 ∨ θ)n b + (α/θ + βθ 2 + γ + δθ) x θ .
Hence, for ψ ≤ min(1/(1 ∨ θ), 1 2 ρ/(α/θ + βθ 2 + γ + δθ)), we have 6) which is non-positive whenever x θ ≥ 4n b θ /ρ. Now fix some H ≥ 4 b θ /ρ, and some starting state x ∈ D n (H), so that x θ ≤ nH and therefore x 1 ≤ nH and x 2 ≤ nHθ −1 . Fix also some w > 0. We will show that the probability that X (n) ever exits the set D n (H + w) during a fixed time interval [0, T ] is very small for large n.
We consider the excursions out of the set D n (H) during [0, T ]. Note that, each time that X (n) enters D n (H), it remains there at least for the holding time of the state at which it first enters, which has an exponential distribution with mean at least 1/nq(H), for q(H) := µ + ν + max{θ −1 (α + δ), (β + γ)}H.
that, for y ∈ S, the total transition rate −Q(y, y) out of state y is at most q := n µ + ν + 2(θ −1 (α + δ) + β + γ)H . If f is the first co-ordinate projection f 1 , we have |f 1 (x) − f 1 (y)| ≤ x − y θ , so we may take L = 1: for f = f 2 , we need instead L = 1/θ. We may also take D = 1 ∨ θ.
Corollary 4.2(a) now tells us that, for i = 1, 2, all t > 0 and all c > 0, and all x ∈ E n (ζ), (1/θ ∨ θ)c √ n , where
Thus, for some constant b depending on the parameters of the model and on ζ, and all c ≤ ε √ n, where ε > 0 is sufficiently small, we have
−bc 2 (7.9)
for i = 1, 2, all t > 0 and all x ∈ E n (ζ). Moreover, for a suitable constant K, t ≤ n, and c ≤ ε √ n for some sufficiently small ε > 0,
From (7.9) and (7.10), it now follows that, for 0 < t ≤ n, x ∈ E n (ζ), and c ≤ ε √ n,
for suitable constants b, ε and K, depending on the parameters of the model and on the choice of ζ.
We are now in a position to prove cut-off for our model.
Proof of Theorem 7.1. A lower bound on the mixing time can now easily be proved, much as in the previous example, by considering the distribution of X (n) (t n (x) − s), for s > 0. Let κ > 0, depending on the parameters of the model, be such that |e −As z| ≥ κe ρs |z|, for all z ∈ R 2 . (7.12) By (7.3) and the definition of t n (·), we have n|m x (t n (x)) − c| = n|e Atn(x) (n −1 x − c)| = n 1/2 . (7.13) θ)n 1/2 , we may then apply the proposition with ϕ = ϕ(ε) := 2 √ 2(c(ε) + 1)(1 ∨ θ) (1 ∧ θ) √ µ ∧ ν .
Let s(ε) be large enough that both ϕ(ε)/ s(ε) ≤ ε/4 and
where K H is the universal constant given by Proposition 5.1. We conclude that P(U (n) (t n (x) + s(ε)) = V (n) (t n (x) + s(ε)))
≤ ε/2 + P( U (n) (t n (x)) − V (n) (t n (x) θ ) ≤ 2(c + 1)(1 ∨ θ)n 1/2 ) ≤ ε.
Since V (n) (t n (x) + s(ε)) is in equilibrium, it follows that
as required for the second part of the definition of cut-off in (1.1).
