Abstract. We study the problem of minimizing the supremum norm by monic polynomials with integer coefficients. Let Mn(Z) denote the monic polynomials of degree n with integer coefficients. A monic integer Chebyshev polynomial Mn ∈ Mn(Z) satisfies
Introduction and general results
Define the uniform (sup) norm on a compact set E ⊂ C by f E := sup z∈E |f (z)|.
We study the monic polynomials with integer coefficients that minimize the sup norm on the set E. Let P n (C) and P n (Z) be the classes of algebraic polynomials of degree at most n, respectively with complex and with integer coefficients. Similarly, we define the classes of monic polynomials M n (C) and M n (Z) of exact degree n ∈ N. The problem of minimizing the uniform norm on E by polynomials from M n (C) is well known as the Chebyshev problem (see [1] , [15] , [17] , [8] , etc.). In the classical case, E = [−1, 1], the explicit solution of this problem is given by the The Chebyshev constant of an arbitrary compact set E ⊂ C is defined in a similar fashion:
where t n is the Chebyshev polynomial of degree n on E (the monic polynomial of exact degree n of minimal supremum norm on E). It is known that t C (E) is equal to the transfinite diameter and the logarithmic capacity cap(E) of the set E (cf. [17, pp. 71-75] , [8] and [14] for the definitions and background material).
An integer Chebyshev polynomial Q n ∈ P n (Z) for a compact set E ⊂ C is defined by
where the inf is taken over all polynomials from P n (Z) which are not identically zero. Further, the integer Chebyshev constant (or integer transfinite diameter) for E is given by
The integer Chebyshev problem is also a classical subject of analysis and number theory (see [11, Ch. 10] , [3] , [2] , [6] , [7] , [9] , [16] , [13] and the references therein). It does not require the polynomials to be monic. We define the associated quantities for the monic integer Chebyshev problem as follows.
The monic integer Chebyshev constant is then defined by
E , where the existence of this limit and the last equality follows by a standard argument presented in Lemma 3.1. The monic integer Chebyshev problem is quite different from the classical integer Chebyshev problem, as we show in this paper.
It is immediately clear from the definitions (1.4)-(1.7) that
Note that, for any P n ∈ P n (Z),
where E * := E ∪ {z :z ∈ E}, because P n has real coefficients. Thus the (monic) integer Chebyshev problem on a compact set E is equivalent to that on E * , and we can assume that E is symmetric with respect to the real axis (R-symmetric) without loss of generality.
Our first result shows that the monic integer Chebyshev constant coincides with the regular Chebyshev constant (capacity) for sufficiently large sets.
We remark that t Z (E) = 1 for the sets E with cap(E) ≥ 1. Indeed, P n E ≥ (cap(E)) n for any P n ∈ P n (Z) of exact degree n (cf. [14, p. 155] ). Thus Q n (z) ≡ 1 is a minimizer for (1.4) in this case.
An argument going back to Kakeya (cf. [12] or [16] ) gives
We show below that this statement cannot be significantly improved. The monic integer Chebyshev constant shares a number of standard properties with t Z (E) and t C (E), such as the monotonicity property below.
Another generic property of importance is the following (see [5] and Theorem 2 of [8, Sect. VII.1]).
Perhaps, the most distinctive feature of t M (E) is that it may be different from zero even for a single point. For example (see section 2 below), suppose that m, n ∈ Z, where n ≥ 2 and (m, n) = 1. Then
On the other hand, if a ∈ R is irrational, then
This result has several interesting consequences. Consider E n := {z : z n = 1/2}, n ∈ N. It is obvious that cap(E n ) = t C (E n ) = 0 for any n ∈ N. However, (1.11) and (1.10) imply that t M (E n ) = 2 −1/n → 1, as n → ∞. Thus no uniform upper estimate of t M (E) in terms of cap(E) is possible, in contrast with the inequality t Z (E) ≤ cap(E) (see the results of Hilbert [10] and Fekete [4] ).
We also note that 
Of course, the above list of values can be extended further. It is worth mentioning that finding the value of t Z ([0, 1]) is a notoriously difficult problem, where we do not even have a current conjecture (see [3] , [11, Ch. 10] , [2] and [13] ). From this point of view, the monic integer Chebyshev problem seems to be easier than its classical counterpart.
The rest of our paper is organized as follows. We consider the monic integer Chebyshev problem for finite sets in Section 2. Sections 3 and 4 contain proofs of the results from Sections 1 and 2 respectively. Section 5 is devoted to the study of Farey intervals, where we give some numerical results and state an interesting conjecture on the value of the monic integer Chebyshev constant.
Finite sets of points
While finite numbers of integers can of course in no way affect t M (E), it is readily seen that the presence of noninteger rationals does restrict how small t M (E) can become, with
. Indeed for a finite set of rationals this bound is precise, as an immediate consequence of the following:
there is a monic integer polynomial f (x) of degree n for some positive integer n with
with the a i /b i rationals written in their lowest terms and
Two consecutive Farey fractions:
It is perhaps worth noting that in the case of two consecutive Farey fractions
it is easy to explicitly write down a polynomial satisfying Theorem 2.1 (or any congruence feasible values):
If n ≥ 2 with
, for any 1 ≤ j ≤ n − 2. For higher degree algebraic numbers which are not algebraic integers (adding an algebraic integer can plainly not change the monic integer Chebyshev constant), the presence of a full set of conjugates similarly leads to a lower bound. In particular, if E contains all the roots α 1 , . . . , α d of an irreducible integer polynomial of degree d and lead coefficient b ≥ 2, then
(since for any monic integer polynomial P of degree n the quantity b
is an integer and necessarily nonzero). Proposition 1.4 and Corollary 2.2 can be used to furnish nonrational cases where such a bound is sharp. However, if E consists of a set of conjugates missing at least one real or pair of complex conjugates, then in fact t M (E) = 0. Similarly if E consists of a finite number of transcendentals. These (and other similar examples) follow at once from the following result: 
Proof. The argument is identical to the classical Chebyshev constant case. Indeed, let
On setting a n = log v n , we obtain that
Hence lim
exists (possibly as −∞) by the lemma on page 73 of [17] .
E , then the second statement of this lemma follows from the above. Otherwise, we have
, n ∈ N, be the Chebyshev polynomials for E. Since E is R-symmetric, the coefficients of Chebyshev polynomials are real (cf. [17, p. 72] ). By the definition of (1.3), for any ε > 0 there exists N ∈ N such that
We shall construct a sequence of monic polynomials with integer coefficients and small norms from the Chebyshev polynomials on E. This is done by the following inductive procedure. Consider n ≥ N and the polynomial T n − a
with the two highest coefficients integers. We have that
Continuing in the same fashion, we eliminate the fractional parts of all coefficients from the n-th to (N + 1)-st, and obtain the following estimate:
where A(N ) > 0 depends only on N and the set E. Hence we have from (3.1) that
Letting ε → 0 and recalling that t M (E) ≥ t C (E) = cap(E) by definition, we finish the proof. [12] or [16] .
Proof of Proposition 1.2. See Kakeya's proof in

Proof of Proposition 1.3. This proposition readily follows from the inequality
valid for any polynomial p n (z).
Proof of Proposition 1.4.
The following argument is due to Fekete [5] . Let M k (z), k ∈ N, be monic integer Chebyshev polynomials for E, and let M * k (z), k ∈ N, be monic integer Chebyshev polynomials for E * := P
−1 n (E). It follows from the definition that
To prove the opposite inequality, we consider the roots z i , i = 1, . . . , n, of the equation P n (z) − w = 0, where w ∈ E is fixed. If z * j , j = 1, . . . , k, are the roots of M * k (z), then we have that
) is a monic polynomial in w, with integer coefficients. Indeed, its coefficients are symmetric functions in the z * j 's, which are integers by the fundamental theorem on symmetric forms. Thus we obtain that
Proof of Theorem 1.5. We first prove (1. 
Hence
, Proposition 1.3 and (1.11) give that
It is clear that the segment
can be replaced here by the lemniscate {z ∈ C : |z(1 − z)| ≤ 1/4}.
Proofs for Section 2
Proof of Theorem 2.1. Set
. . , E(k)], and write
Take m to be a positive integer large enough that
and choose n ≥ km such that for j = 1, . . . , k a n j
Choose integers l i such that
The proof proceeds by induction on the number of rationals 1 ≤ r ≤ k, constructing a polynomial
. . , r. The first step, r = 1, is easy;
Next, given F r (x) with r < k, we construct F r+1 (x). This amounts to finding an integer polynomial Q(x), of degree at most n − (k − r)m − r, such that
, for some integer A, since we can then take
For this we require that b 
Thus we can successively divide F r (x) − 1 by (x − a j b j ) for the j ∈ S (assume we proceeed in order of increasing j). In particular, after dealing with a subset S of the j in S we can write
as claimed.
Proof of Theorem 2.3. Suppose that we have a set of k numbers as in the statement of Theorem 2.3. We first show that for any 1 > ε > 0 there is a nonzero integer polynomial P (x) = x j Q(x) with j ≤ k 2 and Q of degree at most k, with 0 < |P (α i )| < ε/k, i = 1, . . . , k, and P (α i ) = P (α l ) when α i /α l is not a root of unity. This essentially follows from Minkowski's theorem on linear forms: Taking an arbitrary real α k+1 = α i , i = 1, . . . , k, we can find a nonzero (a 0 , . . . , a k ) ∈ Z k+1 with
. . , k, is real, and for any pairs of complex conjugate α i
, and
j for at most one integer j, and there are at most k(k − 1)/2 such pairings with i < l). Choosing P (x) = x j Q(x) for such a j then has the desired property. To complete the proof of Theorem 2.3, take the polynomial P (x) as above, and an n > k 2 (k + 1)/2 such that α n i = α n l whenever α i /α l is a root of unity, and solve the linear system
where P (α 1 ), . . . , P (α m ) are the distinct values of P (α i ) (any remaining α l with (ε/k) j < ε. The computations for the table are done with LLL. As in section 2, for certain n, we can find a polynomial p of degree n that satisfies p(a 2 − a 1 )(b 2 x − a 2 ), x(b 1 x − a 1 )(b 2 x − a 2 ) 
Intervals of consecutive Farey numbers
