The degree Δ-closest phylogenetic 2nd root problem (ΔCP R 2 ) is an NP-hard problem concerning phylogenetic tree reconstruction from a graph representing the similarities of the species concerned. Here we present an approximation algorithm for this problem for any fixed Δ > 3. When |V | > 3Δ − 1, our algorithm yields an approximation ratio of max((Δ − 2)/α, 2), where α > 1 is a constant whose value depends on the values of |V | and Δ.
I INTRODUCTION
Phylogeny or phylogenetic tree is a unordered tree showing the ancestor/descendant relationships among various biological species that are believed to have a common ancestor. In a phylogenetic tree, each node with descendants represents the most recent common ancestor of the descendants and each leaf represents a species [1] , [2] . Phylogenetic trees are extensively used for tracking the sources of infections, designing vaccines, determining evolution of species and so on. Hence the problem of finding an appropriate phylogenetic tree captures much attention of the researchers [12] . As such, several phylogeny construction methods have been proposed so far; like parsimony based methods, distance based methods, maximum likelihood methods, graph theoretic approach etc [5] . Here we shall focus on the graph theoretic approach [3] . In this approach, a graph G is generated using the similarity data among species. It consists of a set of species (vertices) and a set of edges, where an edge (u,v) between two vertices u and v represents the evolutionary similarity between them. Our target is to find a phylogenetic tree T from a given graph G, which maximally conforms with the similarity data represented by G.
II PRELIMINARIES
A graph G = (V, E) consists of some vertices and some edges where the set of vertices is V , set of edges is E and an edge (u, v) ∈ E connects two vertices u, v ∈ V . The degree of a vertex v ∈ V is the number of edges incident to v in G. A path is a sequence of adjacent edges. A cycle is a path which starts and ends in the same vertex. The length of a path or cycle is the number of edges in it. A graph G is connected if there is a path between every pair of distinct vertices in (1, 7) , (3, 7), (7, 8) , (4, 6) , (2, 5) , and (5, 6) .
A tree is a connected graph with no cycle. In a tree, an internal node has degree at least two and an external node, or a leaf, has degree exactly one.
In the graph-theoretic approach, a phylogeny is constructed from a graph G in such a way that the leaves of the phylogeny are labeled by the vertices of the graph, each internal node of the tree has degree at least 3, and two vertices are adjacent in the graph if and only if the corresponding leaves in the tree are connected by a path of length at most k, where k is a chosen proximity threshold. Such a tree is called the k th root phylogeny of G. However, G is usually derived from some similarity data, which are inexact in practice and may contain some spurious or missing edges, thus may result in a graph that has no phylogeny. This motivates us to find an approximate phylogeny [4] .
A k-disagreement between G and its approximate k th root phylogeny T is a pair of vertices u,v in G such that
Given G and k, the Δ-closest phylogenetic k th root problem (ΔCP R k ) is to find an approximate k th root phylogeny of G where the number of k-disagreements is minimal and the maximum degree of the phylogenetic tree is (Fig. 1) .
III RELATED WORKS
Phylogenetic root problems have been studied a lot for both exact phylogeny and approximate phylogeny [3] - [10] . But specifically ΔCP R k problem was not studied a great deal. proposed an approximation algorithm for ΔCP R 2 problem for any fixed Δ ≥ 4 [5] . The expected approximation ratio of their algorithm was 3, if there is no vertex with degree more than Δ − 2, and Δ + 2, otherwise. [5] provides a list of references of other related works.
IV NOTATIONS AND DEFINITIONS
Let, G = (V, E + ) be the given graph of evolutionary relationship where |V | = N . At first, we shall convert G to a complete graph with edges labeled by '+' and '-' as follows: for each pair of vertices u, v in G, if (u, v) ∈ E + , we assign it the label '+', otherwise we add an edge (u, v) in G and assign it the label '-'. In this paper, we use the term cluster of a graph G to indicate a subgraph of G containing at least one vertex. We define Δ-cluster graph of G as a graph consisting entirely of some components, each of which is a cluster of G having size at most Δ − 1 provided that, all these clusters completely partition V . We say an edge crosses a cluster if an endpoint of this edge resides in the cluster but another endpoint resides outside the cluster. A pair of vertices
is an edge within a cluster and is labeled by '-' or it is an edge crossing a cluster and is labeled by '+' (see Fig. 2 ). Given a graph G, the approximate Δ-clustering problem is to find a Δ-cluster graph such that the number of disagreements in G is minimal.
We denote the degree of a vertex v ∈ V by e(v). Since G is a complete graph, ∀v ∈ V .
Let, E + denotes the set of '+' edges in G, E − denotes the set of '-' edges in G, and |E + | = M . We shall denote the number of '+' edges incident to a vertex v by e + (v) and the number of '-' edges incident to v by e − (v). Hence,
If C is a cluster and v ∈ C, then we use e
) to denote the number of '+' ('-') edges incident to v which cross C. Similarly we use e + i (v|C) (e − i (v|C)) to denote the number of '+' ('-') edges incident to v which don't cross the boundary of C and e i (v) to represent the number of edges incident to v not crossing C. Hence, Throughout the rest of the paper, we use H (H OP T ) to denote the Δ-cluster graph obtained by our algorithm (optimal algorithm), D (D OP T ) to denote the number of disagreements due to H (H OP T ), N G (v) to denote the set of neighbors of v in G, n to denote the number of vertices in the cluster C, E(C) to denote the number of edges ('+' or '-') whose both endpoints reside in the cluster C, E + (C) to denote the number of '+' edges whose both endpoints reside in the cluster C, E − (C) to denote the number of '-' edges whose both endpoints reside in the cluster C, D
to denote the number of disagreements due to '+' edges ('-' edges) in H OP T and D + (D − ) to denote the number of disagreements due to '+' edges ('-' edges) in H. Hence,
We shall denote the term penalty with respect to the cluster C by p[v|C] for each vertex v ∈ C and define it as follows:
The intent of the expression in the right side of Equation. (12) is that: if v is deleted from C then the total number of disagreements will be decreased by this amount. We call a vertex, v ∈ C a malicious vertex with respect to the cluster C when p[v|C] > 0.
V PROPOSED METHOD
Our algorithm for ΔCP R 2 problem is based on the observation that: it is highly improbable to get a singleton cluster containing a vertex of very high degree. So we start with taking the vertex of highest degree (we shall refer to this vertex as the seed and other vertices in the current cluster as non-seed of the cluster) along with its neighbors as our initial cluster, C 0 . Here we use a pool of vertices called R. It contains the vertices in V which must not be used as a seed. Hence, we always choose seeds from V − R. After choosing a seed and forming a cluster from it, we iteratively decrease the cluster size by removing the malicious vertices from C 0 , until there are no more malicious vertices in the resulting cluster C. If size of the cluster C is not less than Δ yet, then we delete required number of vertices, having maximum penalty, from C iteratively to get a cluster of size Δ − 1. We repeat these processes until each vertex in G fall in a cluster. All these clusters form our resulting cluster graph H. The complete algorithm is illustrated below:
Algorithm cluster (G)
cluster(R ) 5. Throughout this paper, we assume that G is a connected graph. If it is not, we can still apply our algorithm to each connected component of G to get a set of clusters from each component. Initially, R = φ and we call this algorithm by passing the given graph G as parameter. Here the function calculatePenalties calculates the penalties of each vertex with respect to the current cluster, and maxPenaltyVertex returns the vertex having maximum penalty with respect to the current cluster.
We place a vertex (v) in R (lines 13-15 and 24-26) when it is a seed of the current cluster but about to be deleted from the cluster (because its penalty is maximal in that cluster then). It means: this vertex (v) is not suitable for being a seed. So, this vertex (v) is kept in R with the hope that it will be taken as a non-seed vertex by another cluster later. If it is not taken by any cluster until V − R = φ then it implies: taking v as a non-seed vertex increases the number of disagreements of each existing cluster. Hence it should form a cluster with vertices in R, or remain singleton. So we call our cluster algorithm with R as parameter when V − R becomes empty (lines 2-5). Clearly, the time complexity of this algorithm is O(N 2 ). The lemmas and theorems described below establish an upper bound of the approximation ratio for this algorithm.
Since |C| ≤ Δ − 1 and C ⊆ {u} ∪ N C (u) where u is the seed of C Lemma 3. If H is a cluster graph obtained from graph G then 1 2
Since by Handshaking theorem [11] ,
Proof: From Equation (11),
These results are directly followed from the Handshaking theorem.
Lemma 7. For any cluster
Proof: If the input graph G has no vertex v such that, e + (v) > − 2 then ∀C ∈ H n = |C| ≤ Δ − 1. Hence, lines 21-28 are never executed. Thus, ∀C ∈ H ∀v ∈ C
In our algorithm, after finding a cluster it is sent to output and deleted from G, hence a crossing '+' edge can charge to D + just once.
But our algorithm ensures that each vertex in C is connected with the seed. Hence
Note that, execution of lines 13-15 doesn't affect this inequality, since these lines affect only the sequence of seeds taken. Also, the vertices kept in R (by these lines) will be used in clustering (as non-seeds in next clusters), which is ensured by lines 2-5. Hence, as long as the condition: ∀v ∈ G e + (v) ≤ Δ − 2 holds, the above mentioned inequality holds. 
Here α > 1 is a constant. From previous inequality,
which holds when N > 3Δ − 1
Lemma 9.
If the second loop of our algorithm (lines 21-28) is always executed, then the number of disagreements incurred:
where Λ is the maximum degree of the input graph G.
Proof: Let, C be a cluster such that ∀v ∈ C p[v|C] ≤ 0, C 2 be a cluster of size Δ − 1 obtained from C by deleting necessary number of vertices (in second loop), d be the number of disagreements due to C 2 and |C| = n. Since, ∀v ∈ C p[v|C] ≤ 0, using Equation (12) we get:
According to our algorithm, |C| ≤ |{u} N C (u)| where u is the seed of C. Hence, n = |C| ≤ Λ + 1.
If we take into account all such C then we get total disagreements;
Theorem 4. If the second loop of our algorithm (lines 21-28) is always executed and N > 2Δ − 2, then the approximation ratio of our algorithm, r ≤ 2.
Proof: Using theorem 1 and lemma 9 we get:
H.S. of this inequality is less than or equals to 2 if
But the second loop is executed if Λ ≥ Δ − 1. Hence, r ≤ 2 holds when N > 2Δ − 2 holds.
Theorem 5.
If N > 3Δ − 1 then approximation ratio of our algorithm, r ≤ max( Δ−2 , 2) where α is a constant such that 1 < α ≤ (N + 1 − Δ)/2Δ Proof: Let, in our algorithm the second loop is executed μ * 100 % of times (0 ≤ μ ≤ 1). So when N > 3Δ − 1, from theorems 3 and 4 we get r ≤ 2μ + (1 − μ) Δ−2 Since, 0 ≤ μ ≤ 1 we get: r ≤ max( Δ−2 , 2) Theorem 6. When N > 3Δ − 1, there is a polynomial time approximation algorithm for ΔCP R 2 problem with an approximation ratio of max( Δ−2 , 2) where α is a constant such that 1 < α ≤ (N + 1 − Δ)/2Δ
Proof: According to [5] , [6] , a Δ-approximate phylogeny can always be constructed from a Δ-cluster graph without adding any new disagreements. Detail of the method is described in [5] and [6] . Since, our algorithm yields a Δ-cluster graph having approximation ratio of max((Δ − 2)/α, 2), the proof completes here.
VI CONCLUSIONS
From the above analysis we find that, our algorithm yields better approximation ratio than that of [6] when Δ ≤ 10 and N > 3Δ − 1. Also, it certainly outperforms the algorithm proposed in [5] whose expected approximation ratio was (Δ + 2). In practise, a low value is taken for Δ. Also, the value of N is generally very high as compared to Δ. So our algorithm will work well in such settings. In future, we shall apply different heuristics to choose the seed vertex and check whether that improves the result.
