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Abstract
In this work new quasi-Newton methods for solving large-scale nonlinear systems of equations are presented.
In these methods q (¿ 1) columns of the approximation of the inverse Jacobian matrix are updated in such a
way that the q last secant equations are satis8ed (whenever possible) at every iteration. An optimal maximum
value for q that makes the method competitive is strongly suggested. The best implementation from the point
of view of linear algebra and numerical stability is proposed and a local convergence result for the case q=2
is proved. Several numerical comparative tests with other quasi-Newton methods are carried out.
c© 2003 Elsevier B.V. All rights reserved.
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1. Introduction
Solving nonlinear systems of equations is a necessary task in most applied areas such as Physics,
Engineering, Chemistry and Industry. This problem consists in: given a nonlinear function F :Rn → Rn,
continuously di@erentiable, 8nd a vector x∈Rn such that
F(x) = 0: (1)
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Newton’s method and quasi-Newton methods are among the most used iterative methods to
solve (1).
Given an initial approximation x0 ∈Rn, the sequence {xk} of approximations to a solution of (1)
generated by Newton’s method is given by
xk+1 = xk − J (xk)−1F(xk); (2)
where J (xk) is the Jacobian matrix of F at xk . Even though Newton’s method has local quadratic
convergence, its iteration can be too expensive, since partial derivatives must be computed and
the linear system (2) must be solved at every iteration. This fact motivated the development of
quasi-Newton methods, given by
xk+1 = xk − B−1k F(xk); (3)
where the matrix Bk is an approximation of J (xk).
A very common way to choose Bk is to update these matrices imposing the secant equation
Bk+1sk = yk = F(xk+1)− F(xk): (4)
Among the secant methods, we have Broyden’s method [1–3], the Column Updating Method
(CUM) [6,7,11], and the Inverse Column Updating Method (ICUM) [8,12].
In the ICUM, the matrix Hk , an approximation of the inverse Jacobian matrix at xk ; is updated
by
Hk+1 = Hk +
(sk − Hkyk)eTjk
eTjk yk
; (5)
where, |eTjk yk |= ‖yk‖∞. Here Hk+1 di@ers from Hk in just the column jk .
The ICUM has been widely studied from the theoretical and computational points of view and it
has been largely used to solve nonlinear systems of equations. In a recent work, LukOsan and VlOcek
[9] rated this method as the most ePcient quasi-Newton method for solving large-scale nonlinear
systems.
The sequential secant method is another quasi-Newton method that updates Hk by making Hk+1
to satisfy the last secant equations. Basically, in this method n secant equations (in general the last)
must be satis8ed to update the matrix Hk . This method also has well known properties (see [10,14]).
The ePciency of the ICUM and the aspects mentioned above led us to study quasi-Newton
methods that are intermediate between the ICUM and the sequential secant method. In these methods
we update q columns (1¡q¡n) of the inverse Jacobian matrix and Hk+1 is equal to Hk except
for these q columns, which will be updated in order to satisfy the last q secant equations.
Some diPculties may arise when these methods are used. For instance, these methods are not
always well de8ned because the last secant equations may be incompatible, as shown in Section
2. Moreover, in the event of a slight compatibility the implementation of the method may be
ill-conditioned, which may cause the failure of the method. The ICUM3 methods introduced in
Section 3 are good examples of this situation. So, a careful analysis of the linear algebra used for
the implementation of such methods has to be done.
In this work, we propose the correct implementation of the Inverse q-Columns Updating Methods
from the point of view of linear algebra and numerical stability. The local convergence analysis for
the case q = 2 is proved. Also, we carry out several numerical tests and compare the performance
of the new quasi-Newton methods proposed with other quasi-Newton methods.
L.F. de Mendonc/a et al. / Journal of Computational and Applied Mathematics 158 (2003) 317–337 319
The paper is organized as follows. In Section 2 we present the mathematical description of the
methods and a discussion of the linear algebra involved, allowing us to take some conclusions about
the optimum value of q. For q = 2, we prove a convergence result. In Section 3 we describe how
we tried several choices for the q-columns to be changed when q=2 and when q=3. Furthermore,
we present a computer implementation and we make a comparative analysis of the numerical exper-
iments. Combining this analysis with the theoretical study done in Section 2 we are led to strongly
suggest that q = 2 is the optimum value for q; 1¡q¡n. Finally, in Section 4, we state a few
conclusions.
2. The new methods
The Inverse q-Columns Updating Methods for solving problem (1) consist in the iteration
xk+1 = xk − HkF(xk); (6)
where the matrix Hk is updated in such a way that Hk+1 di@ers from Hk in exactly q columns and
that the last q secant equations are satis8ed, that is:
Hk+1yk = sk ;
Hk+1yk−1 = sk−1;
...
Hk+1yk−q+1 = sk−q+1: (7)
Here yj = F(xj)− F(xj−1) and sj = xj − xj−1; j = k; k + 1; : : : .
The matrix Hk+1 satisfying (7) will be obtained from the following rank-q updating of the matrix
Hk :
Hk+1 = Hk + uki1e
T
i1 + u
k
i2e
T
i2 + · · ·+ ukiqeTiq ; (8)
where the q; n-dimensional vectors ei1 ; : : : ; eiq ; belong to the canonical basis of Rn. The n-dimensional
vectors ukir , r=1; : : : ; q, responsible for the updating of columns i1; i2; : : : ; iq of Hk , must be constructed
in such a way that the q last secant equations (7) are satis8ed.
Aiming at 8nding general expressions for the vectors ukir ; r = 1; : : : ; q, we rewrite Eqs. (7), with
Hk+1 de8ned by (8):(
q∑
r=1
ukire
T
ir
)
yk = sk − Hkyk ;
(
q∑
r=1
ukire
T
ir
)
yk−1 = sk−1 − Hkyk−1;
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...(
q∑
r=1
ukire
T
ir
)
yk−q+1 = sk−q+1 − Hkyk−q+1: (9)
It is easily seen that each one of Eqs. (9) represents the following linear combination of the vectors
ui1 ; ui2 ; : : : ; uiq :
uki1(e
T
i1y
k) + · · ·+ ukiq(eTiqyk) = sk − Hkyk ;
uki1(e
T
i1y
k−1) + · · ·+ ukiq(eTiqyk−1) = sk−1 − Hkyk−1;
...
...
...
uki1(e
T
i1y
k−q+1) + · · ·+ ukiq(eTiqyk−q+1) = sk−q+1 − Hkyk−q+1: (10)
To simplify the notation let us de8ne, for each s; r = 1; : : : ; q
aksr = e
T
ir yk−s+1: (11)
Using (11), the linear system (10) can be written in the matrix form:


ak11I | · · · | ak1qI
−−− −−−
...
...
...
−−− −−−
akq1I | · · · | akqqI


︸ ︷︷ ︸
Ak


uki1
–
...
−−
ukiq


︸ ︷︷ ︸
uk
=


sk − Hkyk
−−−−−−−−
...
−−−−−−−−
sk−q+1 − Hkyk−q+1


︸ ︷︷ ︸
v k
; (12)
where I is the n× n identity matrix.
Then, the existence and uniqueness of the vectors uki1 ; u
k
i2 ; : : : ; u
k
iq satisfying (12) are guaranteed
provided the block-structured matrix Ak ∈Rqn×qn above is nonsingular, that is, det Ak = 0.
We now state and prove a Lemma that will be used in the analysis of the Inverse q-Columns
Updating Methods. That lemma gives an easy way to verify the nonsingularity of the matrix Ak and
it is useful also to show that the inverse of Ak , whenever it exists, has the same block structure
of Ak .
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Lemma 2.1. Let Ak be a matrix with block structure of the right hand side of (12). Then, det Ak=
det


ak11I | · · · | ak1qI
−−− −−−
...
...
...
−−− −−−
akq1I | · · · | akqqI


︸ ︷︷ ︸
Ak
=


det


ak11 · · · ak1q
...
akq1 · · · akqq


︸ ︷︷ ︸
RAk


n
= (k)n; (13)
where k = det RAk , the q× q matrix showed in (13).
Proof. The proof is made by induction on q. If q=1, (13) is trivially satis8ed. Let (13) be true for
any matrix with a block structure where each block is a scalar multiple of the n× n identity matrix
and q= r − 1. Let us prove (13) for q= r. So,
Ak =


ak11I | · · · | ak1rI
−−− −−−
...
...
...
−−− −−−
akr1I | · · · | akrrI


: (14)
We 8rst consider the case ak11 = 0. To compute det Ak we use the Gaussian elimination method
without pivoting. After the 8rst step of this method we 8nd the following matrix A(1), equivalent to
the matrix Ak :
A(1) =


ak11I | B
−−− −−
0 | C

 :
Now,
det Ak = det A(1) = (a11)n detC:
Since C is composed by (q− 1) blocks, each one being a scalar multiple of the identity matrix,
we can apply the inductive hypothesis on C, that is:
det(C) =


det


(
ak22 − ak12
ak21
ak11
)
· · ·
(
ak2q − ak1q
ak21
ak11
)
−−− · · · −−(
akq2 − ak12
akq1
ak11
)
· · ·
(
akqq − ak1q
akq1
ak11
)]




n
:
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Next we calculate det RAk applying the 8rst step of the Gaussian elimination to this matrix. By
Laplace’s rule,
det RAk = (a11)det


(ak22 − a12
ak21
ak11
) · · · (ak2q − a1q
ak21
ak11
)
−−− · · · −−(
akq2 − a12
akq1
ak11
)
· · ·
(
akqq − a1q
akq1
ak11
)]


:
So, det Ak= det ( RAk)n and (13) is proved with the assumption that ak11 = 0. If ak11 = 0, we consider
a sequence of real numbers ak11; n = 0 converging to zero. According to what we have just proved,
(13) holds with ak11 replaced by a
k
11; n. Since both sides of (13) are continuous with respect to a
k
11 we
can take the limit of both sides and conclude that (13) holds also in the case ak11 = 0. This 8nishes
the proof of Lemma 2.1.
Formula (13) in Lemma 2.1, will be very useful in the analysis of the Inverse q-Columns Updating
Methods. It says that to verify the nonsingularity of the order qn matrix Ak , we have just to verify
the nonsingularity of the order q matrix RAk . Notice that, for very large-scale problems, q is much
smaller than qn.
Next, using the Gaussian elimination method, we show that the inverse (Ak)−1 has the same block
structure as Ak . We consider the case q=2 only. The general case follows in a straightforward way,
as will be shown later. The notation lp is used for the p-block line of the matrix [Ak |I ]. At each
step of the elimination process, we work in all the lines of block p. For q= 2,

ak11I | ak12I
−−− −−−
ak21I | ak22I
∥∥∥∥∥∥∥∥
I | O
−− −−
O | I

 :
Let us assume ak11 = 0; then, at the end of the 8rst step we will have for l2:
l2 ← −a
k
21
ak11
l1 + l2


ak11I | ak12I
−−− −−−
O | k
ak11
I
∥∥∥∥∥∥∥∥∥
I | O
−−− −−−
−a
k
21
ak11
I | I

 ;
where k = ak11a
k
22 − ak12ak21.
Continuing the elimination process we see that (Ak)−1 is given by
(Ak)−1 =
1
k


ak22I | −ak12I
−−− −−−
−ak21I | ak11I

 :
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Observe that the coePcients of the blocks of (Ak)−1 correspond to the entries of the inverse of
the order-2 matrix,
RAk =
(
ak11 a
k
12
ak21 a
k
22
)
:
Then, to determine the existence of the matrix (Ak)−1 ∈R2n×2n, it suPces to calculate the inverse of
the matrix RAk ∈R2×2, if it exists. Having found (Ak)−1, we solve the system (12) to 8nd the vectors
uki1 and u
k
i2 needed to update the matrix Hk .
Now let us consider the general case. In a similar way as for q = 2, for Ak ∈Rqn×qn the inverse
matrix (Ak)−1 is given by:
(Ak)−1 =
1
k


ck11I | ck21I | · · · | ckq1I
−−− −−− −−−
ck12I | ck22I | · · · | ckq2I
−−− −−− −−−
...
...
...
...
−−− −−− −−−
ck1qI | ck2qI | · · · | ckqqI


∈Rqn×qn; (15)
where for 1 6 r; s 6 q; crs represents the rs cofactor of RAk ∈Rq×q.
Assuming that the linear system (12) can be solved, its solution will give a general expression
for the vector uk , that is for ukir ; r = 1; : : : ; q. Let us assume then that k = det( RAk) = 0.
Working with (Ak)−1 given by (15), we have the expression of the q components of the solution
vector:
uki1 =
1
k
(ck11v
k
1 + c
k
21v
k
2 + · · ·+ ckq1vkq);
uki2 =
1
k
(ck12v
k
1 + c
k
22v
k
2 + · · ·+ ckq2vkq);
...
ukiq =
1
k
(ck1qv
k
1 + c
k
2qv
k
2 + : : :+ c
k
qqv
k
q): (16)
So,
ukir =
1
k
q∑
p=1
ckprv
k
p; r = 1; 2; : : : ; q: (17)
A formula for the updating of the matrix Hk is then given by substituting (17) into (8):
Hk+1 = Hk +
1
k
q∑
r=1
q∑
p=1
ckprv
k
pe
T
ir : (18)
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Remark. 1. Even knowing what has to be done, and having a simplifying device to check whether
Ak is invertible or not (13), it remains a fundamental problem, whose solution gets more and more
diPcult when q increases, that is: we will never know a good way to decide which columns to
choose. Actually, we do not even know whether they do exist or not. We also observe that the
computational cost is highly increased for large-scale problems, since it is involved the calculus of
the q2 factors cr; s=det Br;s where Br;s is a (q− 1)× (q− 1) matrix. So, these methods may become
extremely time consuming for large values of q.
2. Numerical aspects of the methods shown in Section 3 con8rm that, besides being a very
expensive process, it gets harder to choose the best columns to be updated for q¿ 3. We will see
that the search of the q indices for which k = 0 may take a big amount of time, even for a small
q, if n is large. Considering all these points together, our feeling is that it is not worthwhile to work
with q¿ 3.
3. We believe that it is possible to prove convergence results for other values of q; q¿ 2, but
the proof seems to be much more sophisticated. Since we will work only with q= 2 and q= 3, in
this case just for numerical experiments, we prove next a convergence result just for q= 2.
2.1. The convergence for q= 2
When q= 2 the method is called the Inverse 2-Columns Updating Method (ICUM2). From now
on, we denote by ‖ · ‖ the 2-norm of vectors and matrices; yet, other norms may be used and they
will be speci8ed when needed. Assume that F :  ⊂ Rn → Rn; F ∈C1();  is an open and convex
set, x∗ ∈; F(x∗) = 0, and
‖J (x)− J (x∗)‖6L‖x − x∗‖p; L; p¿ 0 (19)
for all x∈. Inequality (19) implies that for all u; v∈
‖F(u)− F(v)− J (x∗)(v− u)‖6L‖v− u‖(u; v)p; (20)
where (u; v) = max{‖u− x∗‖; ‖v− x∗‖} (see [1]).
Assume that J (x∗) is nonsingular and de8ne M = ‖J (x∗)−1‖. By (20), we deduce that for all
u; v∈,
‖v− u− J (x∗)−1[F(v)− F(u)]‖6ML‖v− u‖(u; v)p: (21)
To prove the convergence theorem (Theorem 2.3) we will use the following lemma, whose proof
can be found in the paper of Mart0Snez and Zambaldi [12]:
Lemma 2.2. There exists  1¿ 0 such that F(v) = F(u) for v = u, ‖v− x∗‖6  1; ‖u− x∗‖6  1.
Theorem 2.3. Let {xk} and {Hk} be the sequences generated by the ICUM2, and assume that
F(xk) = 0 and k = 0, for all k =0; 1; : : :; let r ∈ (0; 1). Then there exist  =  r; != !r such that, if
‖x0 − x∗‖6  and ‖Hk − J (x∗)−1‖6 !, whenever k ≡ 1(modm) or k = 0, the sequences {xk} and
{Hk} are well de<ned, {xk} converges to x∗, and for all k = 0; 1; : : : we have
‖xk+1 − x∗‖6 r‖xk − x∗‖: (22)
L.F. de Mendonc/a et al. / Journal of Computational and Applied Mathematics 158 (2003) 317–337 325
Proof. Let c1 = 2n2M 2L and c2 = n5=2. Given  ; !¿ 0, we de8ne bi( ; !), i = 0; 1; : : : ; m− 1 by
b0( ; !) = !
bi( ; !) = Ri(c2bi−1( ; !) + c1 p); i = 1; : : : ; m− 1; (23)
where Ri = supRi;k−1 and Ri;k−1 = 2‖yk−1‖∞‖yk−2‖∞=|k−1|; (k − 1) ≡ i (modm).
Notice that 16Ri ¡∞; i = 1; : : : ; m− 1; so, for all  ; !¿ 0,
0¡b0( ; !)¡b1( ; !)¡ · · ·¡bm−1( ; !) and lim
 ;!→0 bi( ; !) = 0; (24)
i = 0; 1; : : : ; m− 1.
By (24), we can choose  =  r ¿ 0 and != !r ¿ 0 such that  6  1 and
bi( ; !) + L p¡
r
M1
; (25)
for i = 0; 1; : : : ; m− 1, where M1 = max{‖J (x∗)‖; 2M}.
Let us assume that ‖x1 − x∗‖6  and ‖Hk − J (x∗)−1‖6 ! whenever (k − 1) ≡ 0 (modm).
The proof is made by induction on k, that is, if (k − 1) ≡ q (modm) then Hk is nonsingular,
‖Hk − J (x∗)−1‖6 bq( ; !) (26)
‖Hk‖6 2M (27)
and
‖xk+1 − x∗‖6 r‖xk − x∗‖ (28)
for q= 0; 1; : : : ; m− 1.
For k = 1, by hypothesis,
‖H1 − J (x∗)−1‖6 != b0( ; !): (29)
So, using (25) and (29),
‖H1‖6 ‖J (x∗)−1‖+ ‖H1 − J (x∗)−1‖
6 ‖J (x∗)−1‖+ !
6 ‖J (x∗)−1‖+ 1‖J (x∗)‖6 2‖J (x
∗)−1‖= 2M: (30)
From (20) and (30),
‖x2 − x∗‖ = ‖x1 − x∗ − H1F(x1)‖
= ‖x1 − x∗ − H1J (x∗)(x1 − x∗)‖
+ ‖H1[F(x1)− F(x∗)− J (x∗)(x1 − x∗)]‖
6 ‖[I − H1J (x∗)](x1 − x∗)‖+ 2ML‖x1 − x∗‖p+1
6
(‖J (x∗)−1 − H1‖‖J (x∗)‖+ 2ML‖x1 − x∗‖p) ‖x1 − x∗‖:
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Now, using the de8nition of M1, the hypotheses ‖x1 − x∗‖6  and ‖H1 − J (x∗)−1‖6 !, and by
(25),
‖x2 − x∗‖6M1
(‖J (x∗)−1 − H1‖+ L‖x1 − x∗‖p) ‖x1 − x∗‖
6M1 (!+ L p) ‖x1 − x∗‖
= M1 (b0( ; !) + L p) ‖x1 − x∗‖6 r‖x1 − x∗‖:
So, ‖x2 − x∗‖6 r‖x1 − x∗‖, and the theorem is true for k = 1.
Let us consider now k ¿ 1; (k − 1) ≡ q (modm). (For q= 0, the proof of (28), (26) and (27) is
analogous to the proof when k = 1).
Then, let us assume q¿ 0. Firstly we will prove that Hk is well de8ned and that (26) holds.
By the inductive hypothesis, Hk−1 is nonsingular. Let i1 and i2 be the indices of the columns
changed, such that k−1 = 0.
Each component j; j = 1; 2; : : : ; n from the i1th column of Hk is given by
hkji1 =
&k−1
k−1

sk−1j −∑
p =i1
hk−1jp y
k−1
p

− 'k−1
k−1

sk−2j −∑
p =i1
hk−1jp y
k−2
p

 : (31)
So, Hk is well de8ned.
Let J (x∗) = H ∗ = (h∗ij). After some algebraic manipulation in (31), for j = 1; 2; : : : ; n, we have:
|hkji1 − h∗ji1 |6
∣∣∣∣&k−1k−1
∣∣∣∣
∣∣∣∣∣∣sk−1j −
n∑
p=1
h∗jpy
k−1
p
∣∣∣∣∣∣+
∣∣∣∣'k−1k−1
∣∣∣∣
∣∣∣∣∣∣sk−2j −
n∑
p=1
h∗jpy
k−2
p
∣∣∣∣∣∣
+
∣∣∣∣&k−1k−1
∣∣∣∣∑
p =i1
|h∗jp − hk−1jp ‖yk−1p |+
∣∣∣∣'k−1k−1
∣∣∣∣∑
p =i1
|h∗jp − hk−1jp ‖yk−2p |:
Using (21) and the inequalities |yk−1p |6 ‖yk−1‖∞ and |yk−2p |6 ‖yk−2‖∞,
|hkji1 − h∗ji1 |6
∣∣∣∣&k−1k−1
∣∣∣∣ ‖sk−1 − J (x∗)−1yk−1‖+
∣∣∣∣'k−1k−1
∣∣∣∣ ‖sk−2 − J (x∗)−1yk−2‖
+
∣∣∣∣&k−1k−1
∣∣∣∣ ‖yk−1‖∞ n∑
p=1
∣∣h∗jp − hk−1jp ∣∣+
∣∣∣∣'k−1k−1
∣∣∣∣ ‖yk−2‖∞ n∑
p=1
|h∗jp − hk−1jp |
6
∣∣∣∣&k−1k−1
∣∣∣∣ML‖sk−1‖ p +
∣∣∣∣'k−1k−1
∣∣∣∣ML‖sk−2‖ p + Rq n∑
p=1
|h∗jp − hk−1jp |
6
∣∣∣∣&k−1k−1
∣∣∣∣ 2M 2L‖yk−1‖ p +
∣∣∣∣'k−1k−1
∣∣∣∣ 2M 2L‖yk−2‖ p
+Rqn‖Hk−1 − J (x∗)−1‖: (32)
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The following bounds were used in the last two inequalities:
‖sk−1‖6 2M‖yk−1‖ and ‖sk−2‖6 2M‖yk−2‖:
Since
|&k−1|6 ‖yk−2‖6√n‖yk−2‖∞ and |'k−1|6 ‖yk−1‖6
√
n‖yk−1‖∞;
we apply these inequalities and the de8nition of R into (32) to obtain:
|hkji1 − h∗ji1 |6
‖yk−2‖∞
|k−1| ‖y
k−1‖∞
√
n2M 2L p
+
‖yk−1‖∞
|k−1| ‖y
k−2‖∞
√
n2M 2L p + Rqn‖Hk−1 − J (x∗)−1‖
= Rq
√
n2M 2L p + Rqn‖Hk−1 − J (x∗)−1‖: (33)
In a completely analogous way we prove that
|hkji2 − h∗ji1 |6Rq
√
n2M 2L p + Rqn‖Hk−1 − J (x∗)−1‖:
By the inductive hypothesis, since Rq¿ 1 and Rq
√
n2M 2L p¿ 0, for all s = i1 and s = i2, we
have
|hkjs − h∗js| = |hk−1js − h∗js|
6 ‖Hk−1 − J (x∗)−1‖
6Rq
√
n2M 2L p + Rqn‖Hk−1 − J (x∗)−1‖: (34)
Then, from (33) and (34), for all p= 1; 2; : : : ; n,
|hkjp − h∗jp|6Rq
√
n2M 2L p + Rqn‖Hk−1 − J (x∗)−1‖;
so,
‖Hk − J (x∗)−1‖∞6Rqn3=22M 2L p + Rqn2‖Hk−1 − J (x∗)−1‖: (35)
Thus, from (35), (23), and from the inductive hypothesis
‖Hk − J (x∗)−1‖
6
√
n‖Hk − J (x∗)−1‖∞6Rq(n22M 2L p + n5=2‖Hk−1 − J (x∗)−1‖)
6Rq(n22M 2L p + n5=2bq−1( ; !))
=Rq(c2bq−1( ; !) + c1 p) = bq( ; !): (36)
So, we have proved that Hk is well de8ned and that (26) holds. Let us verify (27) now. By (25),
‖Hk − J (x∗)−1‖6 rM1 6
1
2M
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and by Banach’s lemma [5], Hk is nonsingular. Since k = 0, we conclude that for all k, the
sequences {xk} and {Hk} are well de8ned; moreover,
‖Hk‖6 ‖J (x∗)−1‖+ ‖Hk − J (x∗)−1‖
6 ‖J (x∗)−1‖+ r
M1
6 ‖J (x∗)−1‖+ 1‖J (x∗)‖
6 2‖J (x∗)−1‖= 2M; (37)
proving (27).
Finally, by (20), (25) and (37),
‖xk+1 − x∗‖ = ‖xk − x∗ − HkF(xk)‖
= ‖xk − x∗ − Hk[F(xk)− F(x∗)− J (x∗)(xk − x∗)]
−HkJ (x∗)(xk − x∗)‖
6 [‖J (x∗)‖‖J (x∗)−1 − Hk‖+ 2ML‖xk − x∗‖p]‖xk − x∗‖
6M1(bq( ; !) + L p)‖xk − x∗‖
6 r‖xk − x∗‖: (38)
Thus, ‖xk+1 − x∗‖6 r‖xk − x∗‖, which completes the proof.
3. Computational aspects and numerical results
The remark made in Section 2 suggests that it is not reasonable to change many columns to update
the matrix Hk ; the numerical performance of some of these methods, shown in this Section, con8rm
this. Moreover this performance indicates that q = 2 is the best value for the Inverse q-Columns
Updating Methods.
In this section we discuss the whole process of the computational implementation of one form
of choosing the columns to be changed in ICUM2 and of two di@erent options for choosing the
columns to be changed in the Inverse 3-Columns Updating Methods (ICUM3).
The test problems were separated into two classes: large-scale problems and short-scale problems
taken from the classical literature. Next we describe them very brieUy.
Large-scale problems: Problems P1 to P10
Each one of these problems was generated by a 8nite-di@erence discretization of the following
Poisson equations in the square  = [0; 1]× [0; 1]:
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Equations 1, 2 and 3:
Vu=
10i
1 + s2 + t2
; i = 0; 2; 4; (39)
with boundary conditions u(s; t) =


1 s= 0 t ∈ (0; 1);
1 t = 0 s∈ (0; 1);
2− exp(s) t = 1 s∈ (0; 1);
2− exp(t) s= 1 t ∈ (0; 1):
Equation 4:
Vu= u3; u(s; t) = 0 in 9(): (40)
Equation 5:
Vu= 0; u(s; t) = 0 in 9(): (41)
The number of uniform partitions of the intervals for the discretization is denoted by N (equal for
both axis); for the 8rst 8ve problems, P1 to P5, we used N = 32; in problems P6 to P10, N = 50.
The starting point was always taken as x0 = (−1;−1; : : : ;−1)T and the size of the nonlinear systems
to be solved is n= (N − 1)2.
Short-scale problems: Problems P11 to P30
The short-scale test problems used are taken from the Mor0e et al. collection [13] and also from
Mart0Snez and Zambaldi [12] and Lopes and Mart0Snez [8]:
P11: Rosenbrock (n= 2) [13]. x0 = (−1:2; 1)T:
P12: Freudenstein-Roth (n= 2) [13]. x0 = (0:5;−2)T:
P13: Powell badly scaled function (n= 2) [13]. x0 = (0:5;−2)T:
P14: Powell singular function (n= 4) [13]. x0 = (0:5;−2)T:
P15: Extended Rosenbrock (n= 50) [13]. x0 = (−1:2; 1;−1:2; 1; : : :)T:
P16: Trigonometric function (n= 2) [13]. x0 = (1=n; : : : ; 1=n)T:
P17: Discrete boundary value function (n= 2). Function 28 in [13].
x0 = (*j); where *j = tj(tj − 1); h= 1=(n+ 1) and tj = jh:
P18: Broyden banded function (n= 2) [13]. x0 = (−1; : : : ;−1)T:
P19: Linear System (n= 50) [8]. x0 = (1;−1; 1;−1; : : :)T:
P20 to P30: The Chandrasekhar H-equation (10 di@erent values for the constant c) (n= 50) [8].
x0 = (0; : : : ; 0)T:
It is easy to verify that the implementation of the ICUM2 is based on the following equation:
Hk = H1 +
k−1∑
p=1
upi1(e
p
i1)
T +
k−1∑
p=1
upi2(e
p
i2)
T; (42)
where
upi1 =
&pvp1 − 'pvp2
p
and upi2 =
,pvp2 − -pvp1
p
:
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Analogously, for ICUM3 the implementations is based on:
Hk+1 = H2 +
k∑
j=2

 1
j
3∑
r=1
3∑
p=1
cjprv
j
pe
jT
ir

 ; (43)
where
ck11 = a
k
22a
k
33 − ak23ak32 ck12 = ak23ak31 − ak21ak33 ck13 = ak21ak32 − ak22ak31;
ck21 = a
k
13a
k
32 − ak12ak33 ck22 = ak11ak33 − ak13ak31 ck23 = ak12ak31 − ak11ak32;
ck31 = a
k
12a
k
23 − ak13ak22 ck32 = ak13ak21 − ak11ak23 ck33 = ak11ak22 − ak12ak21;
k = ak11a
k
22a
k
33 + a
k
12a
k
23a
k
31 + a
k
13a
k
21a
k
32 − ak13ak22ak31 − ak11ak23ak32 − ak12ak21ak33;
vk1 = s
k − Hkyk vk2 = sk−1 − Hk−1yk−1 vk3 = sk−2 − Hk−2yk−2:
For the implementation of these methods we need to store some extra data, as n-dimensional
vectors, by iteration. For instance, in the ICUM2 we need to save two vectors (uki1 and u
k
i2) and two
indices (i1 and i2) by iteration. For this reason, the number of consecutive iterations is limited by the
amount of memory available in the machine being used. An analogous and more expensive situation
occurs for the ICUM3. Let us consider that there is suPcient amount of memory needed for 2m
n-dimensional vectors for the ICUM2, and also for 3m n-dimensional vectors for the ICUM3. So, it
is possible to perform one “Newton’s” iteration 3 followed by m ICUM2 consecutive iterations for
the ICUM2. For the ICUM3 we assume that the needed conditions are also satis8ed.
The Jacobian matrix of each one of the large-scale problems tested is sparse and has a 8ve
diagonal structure; thus, it can be considered “well represented” by its tridiagonal part. So, if we
make a restart at iteration k, we chose:
Hk = [P.(J (xk))]−1; (44)
where, P. is the orthogonal projection operator on the subspace of tridiagonal matrices. Both algo-
rithms are restarted using m= 30.
The short-scale problems need no restarts. To begin the implementation of the ICUM2 (k = 0; 1)
and ICUM3 (k = 0; 1; 2) we chose:
Hk = [PD(J (xk))]−1; (45)
where, PD is the orthogonal projection operator on the subspace of diagonal matrices. If one of the
elements of this diagonal Jacobian matrix is zero, it is replaced by 1.
Convergence is declared when
‖F(xk)‖∞6 10−5‖F(x0)‖∞:
for small problems, and when
‖F(xk)‖∞6 10−5
3 For the restarts we do not use the true Jacobian matrix.
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for the other problems. We also stop the iterations when a maximum of 300 iterations is attained,
which means no convergence (NC) within a reasonable number of iterations, or when
‖F(xk)‖∞¿ 1020‖F(x0)‖∞; (46)
which means divergence (Div). All the tests were performed in an AMD k7-800 MHz computer
using the software MatLab 6.0.
It is assumed that F(xk) = 0 and that Hk is nonsingular; so, sk = 0 and consequently xk = xk+1.
Then, by Lemma 2.1 the situation yk =0 is impossible in the ICUM2, near an isolated solution; but
it may occur when xk is far from a solution x∗. In this case k =0 (|k6 tol). We use tol=10−6
from now on.
Choice of Indices for ICUM2:
The initial choice of the indices i1 and i2 of the columns to be changed was done by
|,k |= |yki1 |= ‖yk‖∞ |&k |= |yk−1i2 |= ‖yk−1‖∞;
This was the choice with the best numerical performance among at least 5 other possible choices
tested. When this choice produces k6 tol we need to make another choice, which is done changing
the column i2. Another way of declaring a need of change in the column i2 is to establish a tolerance
for the cosine of the angle between the 2-dimensional vectors v1 = (,k ; 'k)T and v2 = (-k ; &k)T,
associated to the columns i1 and i2 of the matrix Hk (see 3). We change the choice of the index i2,
when
|cos(/)|¿ tol/ = 1− 10−6 (47)
holds for its original choice; / is the angle mentioned above. In this case the method is called
ICUM2-T.
Choices of Indices for ICUM3:
In the case of ICUM3 we tried only two initial choices of the indices i1; i2 and i3 of the columns
to be changed.
1. The 8rst choice is
|yki1 |= ‖yk‖∞ |yk−1i2 |= ‖yk−1‖∞ |yk−2i3 |= ‖yk−2‖∞: (48)
If k = 0 (ICUM3-S) or the matrix RAk is ill-conditioned (ICUM3-R), we change the index i3 in
the following way:
|((ak21ak32 − ak22ak31)yk + (ak12ak31 − ak11ak32)yk−1 + (ak11ak22 − ak12ak21)yk−2)i3 |
=‖(ak21ak32 − ak22ak31)yk + (ak12ak31 − ak11ak32)yk−1 + (ak11ak22 − ak12ak21)yk−2‖∞:
The numerical results with the 8rst choice (48) of the indices i1; i2 and i32 had a so bad numerical
performance that we discarded it: convergence was attained for just one of the 10 problems in
ICUM3-S and there were no convergence at all with ICUM3-R. So, from now on, what appears as
ICUM3-R and ICUM3-S are the methods using the second choice (49) for i1; i2 and i3.
2. Our second choice is
|yki1 |= ‖yk‖∞ |yk−1i2 |= ‖yk−1‖∞ |yk−2i3 |= ‖yk−2‖∞: (49)
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In this case, if k = 0 or if the matrix RA is ill-conditioned, we change the indices i2 and i3; in
such a way that they become to be the arguments of:
max
p;s
|ak11(yk−1p yk−2s − yk−1s yk−2p ) + ak21(yks yk−2p − ykpyk−2s ) + ak31(ykpyk−1s − yks yk−1p )|:
For this choice we used two di@erent parameters to declare k = 0 and then make the change of
indices i2 and/or i3. The 8rst one is that related to det( RAk) = k , which we called tol: the choice
of indices is changed if
|k |6 tol = 10−6 (ICUM3-S): (50)
The second parameter (tolr) is related to the condition number of the matrix Ak . We change the
indices if
rcond(A)k =
1
cond
(A)k6 tolr = 10−16(ICUM3-R);
if rcond(A)k is close to zero, Ak is declared ill-conditioned.
3.1. Numerical results
We present and comment the numerical results with a few 8gures. In these 8gures we show the
“performance pro8le” [4] of the methods introduced here, comparing them with other quasi-Newton
methods for solving some bunches of problems.
The performance pro8le introduced by Dolan and Mor0e [4] is a powerful tool to compare solvers.
In a few words, this tool compares the performance of ns solvers from a set S of solvers for the
solution of np problems from a set P of problems using some measure of performance, like the
number of iterations, the number of function evaluations or the computing time. ms;p denotes the
total amount of the chosen measure required to solve problem p by solver s. For each problem p
and solver s it is de8ned a function called the performance ratio rs;p which is computed by
rs;p =
ms;p
min{ms;p: s∈ S}
if problem p is solved by solver s (2s(t)¿ 1); otherwise,
rs;p = rM ;
where rM is a large enough 8xed parameter.
Then, for each s∈ S, the cumulative distribution function 2s : R → [0; 1], for the performance
ratio rs; t , is built:
2s(t) =
1
np
size{p∈P | rs;p6 t}:
This function represents the overall performance of the solver s in solving the problems belonging
to P; this is a nondecreasing and a piecewise constant function. When analysing the solver s, we
will take into account two points to guide our analysis; they give us the most important information
about the solver. These points are: 2s(1) and Rt, such that, 2s(Rt) = 1.
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Number of Problems:10
Fig. 1. Performance pro8le for large-scale problems.
The value of 2s(1) indicates the probability of solver s to be the best solver among all the solvers
in the set S considered, using as measure of performance, ms; t .
The ePciency of solver s in terms of the number of problems that can be solved is evaluated by
the minimum value of t, denoted by ts, such that 2s(Rt) = 1, if there exists such a value for t ¡ rM .
So, the solver sˆ will be considered the winner in terms of ePciency when tsˆ =min{Rts;∀s∈ S}.
Figs. 1 and 2 are concerned to the large-scale problems (n = 961 and n = 2401). There, we are
comparing the solvers: Broyden, ICUM, ICUM2, ICUM3-S and ICUM3-R. We ran ICUM2-S and
ICUM2-T for all the problems; since their performance was practically the same, we show both of
them just as ICUM2 in the 8gure. The total amount of problems used for tests is 10. The performance
measure for Fig. 1 is the number of iterations and 2s : [1; 3]→ [0; 1:15].
Fig. 1 shows that the ICUM is the best method with respect to solving the problems with the
minimum number of iterations: 40% of them. The ICUM2 and ICUM3-S come pretty close to the
ICUM, solving 30% of the problems with the minimum number of iterations. Nevertheless, for the
ICUM3-S 2s(t)=1 for Rt  1:2, for the ICUM2 2s(t)=1 for Rt  1:3 and for the ICUM 2s(t)=1 for
Rt  1:5, which means that both methods ICUM2 and ICUM3-S beat the ICUM in terms of solving
all the problems faster. For this case, we can say that the ICUM3-S has a slightly better performance
compared to the ICUM2. However, it is important to observe how bad was the performance of the
ICUM3-R in this performance pro8le: it solved no problems with the minimum number of iterations
and could solve only 70% of the whole bunch of problems. For Fig. 2, the measure is the CPU
time in seconds and 2s : [1; 9]→ [0; 1:15].
In this case the ICUM is the winner in both items: it solved 70% of the problems in the minimum
CPU time and also solved all the problems for Rt  1:2, the better overall performance. The ICUM2
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Fig. 2. Performance pro8le for large-scale problems.
comes in the second position in both items also and its performance is very close to that of the
ICUM. We point out that its behavior is better than that of Broyden’s method. These observations
show the ICUM2 as a very competitive method in terms of CPU time. Again, the worst performance
is that of the ICUM3-R: it solved 70% of the problems for Rt  3 and this is all the amount of
problems that this method could solve. Even though the ICUM3-S had solved all the problems, it
achieved 2s(t) = 1 only for Rt  8. Comparing their performance in terms of CPU time with the
methods: Broyden, ICUM and ICUM2, we can say that both methods that change 3 columns of the
matrix Hk are, at least, too expensive.
Figs. 3 and 4 are concerned to the short-scale problems. The only measure used in this case is
the number of iterations, since the CPU time spent to solve short-scale problems is supposed to be
meaningless. In the tests with the short-scale problems we included the CUM quasi-Newton method
in the set S. Notice that none of the ICUM3 appear in Fig. 3; the reason for that is very simple: 6
of the 20 problems belonging to P in this case, have dimension n=2. Fig. 4 shows the performance
of all solvers for the 14 problems in P with dimension n¿ 4, that is, problems P14, P15 and P19
to P30.
The following comments refer to Fig. 3: (i) the methods ICUM2-S and ICUM2-T had a very
similar behavior, as it was the case for large-scale problems; (ii) none of the 7 methods could solve
all the problems for 2s : [1; 4:5] → [0; 1:15]. Actually all solvers failed for only one problem:
Broyden, CUM and the two ICUM2, exceeded 300 iterations in problem P12; the ICUM diverged
in problem P14; (iii) the two ICUM2 methods can be considered the winners, with the ICUM2-S
slightly better than the ICUM2-T. So, the conclusion is that both the ICUM2 have a very good
performance in solving short-scale problems, also.
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Fig. 4 is the last one. The most important thing to observe in this 8gure, where the two ICUM3
were included, is that their performance are extremely bad for short-scale problems.
Of course we cannot use only this fact to argue against the Inverse 3-Columns Updating Methods.
But putting this together with their theoretical drawbacks pointed out in Section 2 and with the
analysis of their numerical behavior made for Figs. 1 and 2. Now we feel con8dent enough to claim
that among q∈ (1; n) q = 2 is the best choice for the number q of columns to be changed in the
updating of matrix Hk among all the Inverse q-Columns Updating Methods in this range.
4. Conclusions
The ICUM [12]—Inverse-Column Updating Method—has been considered the most ePcient quasi-
Newton method for solving large-scale nonlinear systems of equations [9]; this fact could be noted
when the method was applied to several practical problems. It even worked well for small problems,
as shown in [15] and [16]. In this method, the inverse matrix Hk+1 is obtained from Hk by changing
only one column of Hk in such a way that the last secant equation is satis8ed.
Considering the number of secant equations that must be satis8ed per iteration, there is another
well known methods in the extreme position that is the sequential secant method [10] where all the
last secant equations must be satis8ed. The theoretical and computational properties of both methods
are very well known. So far the properties of the intermediate methods had not been explored.
In this work we studied methods based on the updating of the q last secant equations. We also
determined that q = 2 is the optimal value of q for the Inverse q-Columns Updating Methods,
called the ICUM2 . Actually this method, introduced in this paper, has shown a very competitive
performance when compared to that of the already well known ICUM method. In fact, we dedicated
special attention to the cases q=2, the ICUM2 and q=3, the ICUM3. For the ICUM2 we proved a
local linear convergence result. We also concluded, by our numerical tests that, for small problems,
in terms of the number of iterations performed, the ICUM2 is more ePcient than the ICUM. Yet,
the ICUM2 has a drawback: while the ICUM is subject to the manipulation of just one equation,
the ICUM2 needs the theoretical resolution of a linear 2× 2 system of equations, where a singular
matrix or at least an ill-conditioned one may be the outcome. The search for indices that make such
a matrix invertible increases the CPU time but the results obtained, show that the ICUM2 is a good
new choice of a quasi-Newton method.
In our tests with q= 3, ICUM3 did not have an overall good performance. It is easy to see that
this is due to the fact that, 8nding nonsingular matrices requires a much more complex search for
the indices of the columns to be changed. Also, the number of operations per iteration is increased.
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