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FEYNMAN PATH INTEGRALS FOR MAGNETIC SCHRO¨DINGER
OPERATORS ON INFINITE WEIGHTED GRAPHS
BATU GU¨NEYSU AND MATTHIAS KELLER
Abstract. We prove a Feynman path integral formula for the unitary group exp(−itLv,θ),
t ≥ 0, associated with a discrete magnetic Schro¨dinger operator Lv,θ on a large class of
weighted infinite graphs. As a consequence, we get a new Kato-Simon estimate
| exp(−itLv,θ)(x, y)| ≤ exp(−tL−deg,0)(x, y),
which controls the unitary group uniformly in the potentials in terms of a Schro¨dinger
semigroup, where the potential deg is the weighted degree function of the graph.
1. Introduction
While the Schro¨dinger semigroup exp(−tHv,θ), t ≥ 0, associated to an electric potential
v and a magnetic potential θ on the Euclidean Rd or a general Riemannian manifold is
given by a well-defined Brownian motion path integral formula [19, 7], the Feynman-Kac-
Ito formula, it is well-known that there cannot hold an analogous formula for the unitary
Schro¨dinger group exp(−itHv,θ), t ≥ 0. For example, it can be proven [18] that there
cannot exist a complex measure µ on the space of continuous paths [0,∞)→ Rm such that
the finite dimensional distributions of µ are given by the integral kernel exp(−itH0,0)(x, y)
of exp(−itH0,0), showing that there cannot even exist1 a path integral formula in the literal
sense for the unitary group of the Laplace operator H0,0 = −∆ in Rd. On the other hand,
it is expected from some simple heuristics [18] that the divergences of the Feynman path
integral for exp(−itHv,θ) actually stem from local singularities, so that in principle one
can expect a well-defined Feynman path integral formula to hold true if one replaces the
Riemannian manifold with an infinite weighted graph and considers the corresponding
discrete magnetic Schro¨dinger operators thereon. The main result of this paper shows that
indeed such a path integral integral formula holds true in a very general setting.
To this end, given a weighted graph (X, b,m), possibly non-locally finite, a magnetic poten-
tial θ : {b > 0} → R and an electric potential v : X → R, we use quadratic form methods
Date: September 20, 2018.
1For the sake of completeness we remark that there exist several well-defined substitute results that
“mimick” a path integral for exp(−itHv,θ). For example, one can use white noise analysis [12], an infinite
dimensional distribution theory to derive such a formula in the Euclidean Rd case, at least under some
strong assumptions on the potentials.
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to define a natural self-adjoint realization Lv,θ of the formal magnetic Schro¨dinger operator
L˜v,θf(x) =
1
m(x)
∑
y∈X
b(x, y)
(
f(x)− exp(iθ(x, y))f(y))+ v(x)f(x)
in the complex Hilbert space ℓ2(X,m). Operators of this type appear naturally in a
gauge theoretic discretization procedure for continuum magnetic Schro¨dinger operators
(cf. Remark 2.1 below), and have been used in the tight binding approximation in solid
state physics [11]. The most prominent example of such an operator is certainly the Harper
operator [11], whose spectral theory has been subject to the famous “ten Martini problem”
[1].
Our main result, Theorem 4.1, is the following Feynman path integral formula for the
integral kernel exp(−itLv,θ)(x, y) of exp(−itLv,θ): defining a random variable
At(v, θ|X) := i
∫ t
0
θ(dXs)− i
∫ t
0
(v(Xs) + deg(Xs))ds+
∫ t
0
deg(Xs)ds : Ω −→ C
on the space Ω of explosive X-valued right-continuous jump paths, one has
exp(−itLv,θ)(x, y) = 1
m(y)
∫
{Xt=y}∩{Nt(X)<∞}
iNt(X) exp(At(v, θ|X))dPx,(1)
where
• Px, x ∈ X , denotes the Markov family of probability measures on Ω which is
induced by Lv,θ|v=0,θ=0 by the theory of regular Dirichlet forms
• Xt(ω) := ω(t) is the coordinate process on Ω
• Nt(X) ∈ N ∪ {∞} is the number of jumps of X until the the time t
• ∫ t
0
θ(dXs) : Ω→ R is the line integral of θ along the paths of X
• deg : X → [0,∞) the weighted degree function on (X, b,m).
To the best of our knowledge this formula is even conceptually entirely new, in the sense
that the only previously established case was v = 0, θ = 0 on the unweighted standard
lattice in Zd (cf. [2]). The assumptions of Theorem 4.1 are satisfied, if e.g. the electric po-
tential v is bounded from below and deg is bounded, noting that, however, Theorem 4.1 can
deal with much more general situations than the latter. We expect the Feynman path inte-
gral formula (1) to have several important spectral theoretic and geometric consequences:
For example, by comparing (1) with the usual Feynman-Kac formula
exp(−tL−deg,0)(x, y) = 1
m(y)
∫
{Xt=y}∩{Nt(X)<∞}
exp
(∫ t
0
deg(Xs)
)
dPx,
for the Schro¨dinger semigroup exp(−tL−deg,0), t ≥ 0, one immediately gets the Kato-Simon
type inequality
| exp(−itLv,θ)(x, y)| ≤ exp(−tL−deg,0)(x, y),
which controls the underlying unitary magnetic Schro¨dinger group uniformly in both po-
tentials in terms of the geometry of (X, b,m). The latter inequality is expected to be of
a fundamental importance in the context of discrete Kato-Strichartz estimates on general
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weighted graphs (cf. [14] for a very recent study of such estimates for the unweighted
standard lattice in Zd). Another interesting direction could be dictated by the following
observation: Given another magnetic potential θ′ : {b > 0} → R and another electric
potential v′ : X → R it is straightforward to derive the following explicit Feynman path
integral formula for the composition exp(−itLv,θ) exp(itLv′,θ′)
[
exp(−itLv,θ) exp(itLv′,θ′)
]
(x, y)
=
∫
{ω:Nt(X(ω))<∞}
iNt(X(ω)) exp
(
At(v, θ|X(ω))
)
m(ω(t))−1Ψt(v
′, θ′, y, ω)dPx(ω),
where the random variable Ψt(v
′, θ′, y, ·) : Ω→ C is given by
Ψt(v
′, θ′, y, ω) :=
∫
{ω′:ω′(t)=ω(t)}∩{ω′ :Nt(X(ω′))<∞}
iNt(X′) exp
(
At(v′, θ′|X(ω′))
)
dPy(ω′).
We believe that this result, which is again conceptually completely new, will turn out to
be very useful in the context of scattering theory (cf. [14] for scattering theory results on
the unweighted standard lattice in Zd).
2. Main results
2.1. Weighted graphs. Let b be a graph over the countable set X , i.e.,
b : X ×X −→ [0,∞) is symmetric with b(x, x) = 0 and
∑
y∈X
b(x, y) <∞ for all x ∈ X .
Then, the elements of X are called the vertices of (X, b) and all (x, y) ∈ X × X with
b(x, y) > 0 are called the edges of (X, b), where given x ∈ X every y ∈ X with b(x, y) > 0
is called a neighbor of x and we write x ∼ y. The graph (X, b) is called locally finite, if every
vertex has only a finite number of neighbors. Furthermore, a path on the graph (X, b) is a
(finite or infinite) sequence of pairwise distinct vertices (xj) such that xj ∼ xj+1 for all j,
and X is called connected, if for any x, y ∈ X there is a finite path (xj)nj=0 such that x0 = x
and xn = y. We equip X with the discrete topology, so that any function m : X → (0,∞)
gives rise to a Radon measure of full support on X by setting m(A) :=
∑
x∈Am(x). Then,
we say b is a graph over the measure space (X,m) and call the triple (X, b,m) a weighted
graph. For x ∈ X , we denote the weighted degree function by
deg(x) :=
1
m(x)
∑
y∈X
b(x, y).
2.2. Self-adjoint realizations of magnetic Schro¨dinger operators. In the following,
we understand all spaces of functions to be complex-valued, and i :=
√−1. Let C(X)
be the linear space of functions on X and Cc(X) its subspace of functions with finite
support. We denote the standard scalar product and norm on ℓ2(X,m) with 〈·, ·〉 and ‖·‖.
A magnetic potential on (X, b) is an antisymmetric function
θ : {b > 0} −→ R such that θ(x, y) = −θ(y, x), x, y ∈ X.
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Any function v : X → R will be simply called a electric potential on X .
We define a symmetric densely defined sesqui-linear form in the complex Hilbert space
ℓ2(X,m) with domain of definition Cc(X) by
Q
(c)
v,θ(f, g) :=
1
2
∑
x∼y
b(x, y)
(
f(x)− exp(iθ(x, y))f(y)
)(
g(x)− exp(iθ(x, y))g(y)
)
(2)
+
∑
x∈X
v(x)f(x)g(x)m(x).
Remark 2.1. Although not obvious, the above definition of Q
(c)
v,θ actually reflects a natural
discretization procedure. To see that, one has to take the U(1) gauge theory behind
magnetic Schro¨dinger operators in Rd into account: Assume θ˜ is a C1 and real-valued 1-
form on Rd (= a magnetic potential) and v˜ : Rd → R is continuous (= an electric potential).
Then θ˜ induces the metric covariant derivative ∇θ˜ := d + iθ˜ on the trivial complex line
bundle Rd×C→ Rd over Rd, and one can define a symmetric sesquilinear form in L2(Rd)
by
Q
(c)
v˜,θ˜
=
1
2
∫ d∑
j=1
∇θ˜∂jf · ∇θ˜∂jg dx+
∫
v˜fg dx, f, g ∈ C∞c (Rd).(3)
The starting point for a discretization of the above sesquilinear form is simply to drop the
limit and to set δ = 1 in the formula (cf. formula (7.66) in [9])
∇θ˜±∂jf(x) = limδ→0
1
δ
exp
(
i
∫
γδx,x±ej
θ˜
)
f(x± ej)− 1
δ
f(x), f ∈ C∞(Rd),
where
γδx,x±ej : [0, δ] −→ Rd, γδx,x±ej(t) :=
1
δ
(δ − t)x+ t
δ
(x± ej)
is the straight line which starts from x and ends in x ± ej at the time δ > 0. Note that
exp
(
i
∫
γδx,x±ej
θ˜
)
is precisely the (inverse) parallel transport along γδx,x±ej with respect to
the U(1) covariant derivative ∇θ˜. Then θ(x, y) := ∫
γ1x,y
θ˜ defines a magnetic potential
on Zd with its standard unweighted graph structure bZd(x, y) = 1 if |x − y|Rd = 1, and
bZd(x, y) = 0 else. Note that bZd(x, y) > 0 if and only of y is of the form x± ej . With
∇θf(x, y) := exp (iθ(x, y)) f(y)− f(x), (x, y) ∈ {bZd > 0},
v(x) := v˜(x), x ∈ Zd,
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we arrive at the sesquilinear form
Q
(c)
v,θ(f, g) :=
1
2
∑
x∈X
∑
y:|x−y|
Rd
=1
∇θf(x, y)∇θg(x, y) +
∑
x∈X
v(x)f(x)g(x)
=
1
2
∑
|x−y|
Rd
=1
(
f(x)− exp(iθ(x, y))f(y)
)(
g(x)− exp(iθ(x, y))g(y)
)
+
∑
x∈X
v(x)f(x)g(x)
in ℓ2(Zd) which is precisely of the type (2) for X = Zd, b = bZd , m ≡ 1, and in addi-
tion formally of the type (3). The above discretization procedure could be summarized
as follows: one replaces the covariant derivative (an infinitesimal object) by its parallel
transport. Field theoretic variants of this procedure are standard in lattice gauge theory2.
After discussing how the form Q
(c)
v,θ arises from a discretization procedure, we continue by
introducing the associated formal operator. Let
C˜(X) :=
{
f ∈ C(X) :
∑
y∈X
b(x, y)|f(y)| <∞ for all x ∈ X
}
,
and we define the formal difference operator L˜v,θ : C˜(X)→ C(X) by
L˜v,θf(x) =
1
m(x)
∑
y∈X
b(x, y)
(
f(x)− exp(iθ(x, y))f(y))+ v(x)f(x).
The form Q
(c)
v,θ and the operator L˜v,θ are related by Green’s formula: for all f ∈ C˜(X),
g ∈ Cc(X), one has∑
x∈X
L˜v,θf(x)g(x)m(x) =
∑
x∈X
f(x)L˜v,θg(x)m(x)
=
1
2
∑
x,y∈X
b(x, y)
(
f(x)− exp(iθ(x, y))f(y)
)(
g(x)− exp(iθ(x, y))g(y)
)
+
∑
x∈X
v(x)f(x)g(x)m(x).
Moreover, if L˜v,θ[Cc(X)] ⊆ ℓ2(X,m), then for all f, g ∈ Cc(X) one has
Q
(c)
v,θ(f, g) = 〈L˜v,θf, g〉 = 〈f, L˜v,θg〉.
If Q
(c)
v,θ is bounded from below and closable, we denote its closure by Qv,θ and the corre-
sponding self-adjoint operator by Lv,θ, referred to as the magnetic Schro¨dinger operator
2The authors would like to thank Burkhard Eden and Matthias Staudacher in this context.
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induced by (θ, v). From the Green’s formula it is obvious that Lv,θ is a restriction of L˜v,θ,
i.e.,
Lv,θ = L˜v,θ on dom(Lv,θ).
Likewise, the strongly continuous unitary group of operators
exp(−itLv,θ) ∈ L (ℓ2(X,m)), t ∈ R,
defined by the spectral calculus, is called magnetic Schro¨dinger group induced by θ and
v. The importance of this group for quantum mechanics is that for every ψ ∈ dom(Lv,θ)
the function t 7→ ψ(t) := exp(−itLv,θ)ψ is the unique strong C1-map R→ ℓ2(X,m) which
satisfies the Schro¨dinger equation
(d/dt)ψ(t) = −iLv,θψ(t), ψ(0) = ψ.
The following remark (cf. Lemma 2.3, Lemma 2.11 and Theorem 2.12 in [5]) addresses
some functional analytic subtleties of these operators:
Remark 2.2. 1. If X is locally finite, then one has C˜(X) = C(X), however, in general,
C˜(X) does not include ℓ2(X,m).
2. The condition L˜v,θ[Cc(X)] ⊆ ℓ2(X,m) for some (or equivalently all) (v, θ) is equivalent
to ∑
y∈X
b(x, y)2
m(y)
<∞ for all x ∈ X.
We refer the reader to [5, 15, 16] for essential self-adjointness results under the assumption
L˜v,θ[Cc(X)] ⊆ ℓ2(X,m).
3. If Q
(c)
v,0 is bounded from below then Q
(c)
v,θ is automatically closable for all magnetic
potentials θ. If L˜v,θ[Cc(X)] ⊆ ℓ2(X,m) then L˜v,θ is a symmetric operator on Cc(X) ⊆
ℓ2(X,m) and, hence, if Q
(c)
v,θ is bounded below, then Q
(c)
v,θ is closable and Lv,θ is a restriction
of L˜v,θ.
3. Stochastic processes on weighted graphs
Given a Hausdorff space Y we denote its Alexandrov compactification by Yˆ = Y ∪ {∞Y }
if Y is noncompact and locally compact and Yˆ = Y if Y is compact. Let us introduce
the probabilistic framework: Let us denote with Ω the space of right-continuous paths
ω : [0,∞)→ Xˆ having left limits, which is equipped with its Borel-sigma-algebra F . The
latter is filtered by the filtration F∗ generated by the coordinate process
X : [0,∞)× Ω −→ Xˆ, Xt(ω) := ω(t).
For every subset W ⊂ X , let
τW := inf{s ≥ 0 : Xs ∈ X \W} : Ω −→ [0,∞]
be the first exit time of X from W . Note that
{t < τW} = {Xs ∈ W for all s ∈ [0, t]} for all t ≥ 0.
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For the sake of brevity we write
Q(c) := Q
(c)
v,θ|v=0,θ=0, Q := Qv,θ|v=0,θ=0, L := Lv,θ|v=0,θ=0
for the underlying free forms and operator, respectively. An essential property of Q is
that it is a regular symmetric Dirichlet form in ℓ2(X,m). It follows automatically from
Fukushima’s theory that for every x ∈ X there exists a unique probability measure Px on
(Ω,F) such that for all finite sequences 0 = t0 < t1 < · · · < tl and all x = x0, x1, . . . , xl ∈ Xˆ
one has
Px{Xt1 = x1, . . . ,Xtl = xl} = exp(−δ0L)(x0, x1)m(x1) · · · exp(−δl−1L)(xl−1, xl)m(xl),
where δj := tj+1 − tj, and where exp(−tL)(•, •) is extended to Xˆ × Xˆ according to
exp(−tL)(y,∞X) := 0, exp(−tL)(∞X ,∞X) = 1,
exp(−tL)(∞X , y) := 1−
∑
z∈X
exp(−tL)(z, y)m(z), y ∈ X.
In addition, Fukushima’s result entails that these measures are concentrated on paths
having ∞X as a cemetery,
Px
(
{τX =∞} ∪ {τX <∞ and Xt =∞X for all t ∈ [τX ,∞)}
)
= 1,(4)
and that
M := (Ω,F ,F∗,X, (Px)x∈X)
is a reversible strong Markov process. For every n ∈ N≥0 let τn : Ω → [0,∞] denote the
n-th jump time of X (with τ0 := 0), an F∗-stopping time. Let
N(X) : [0,∞)× Ω −→ Nˆ, Nt(X) := number of jumps of X|[0,t],
an F∗-adapted process. We then define
τ := lim
n→∞
τn : Ω −→ [0,∞],
another F∗-stopping time.
Lemma 3.1. a) For all t ≥ 0, x, y ∈ X one has
Px{1{Nt(X)<∞} = 1{t<τX}} = 1,(5)
Px ({Nt(X) = 0}) = exp(−tdeg(x)),(6)
Px{Xτn ∼ Xτn+1 for all n ∈ N} = 1,(7)
Px(Nt(X) = 1,Xτ1 = y)/t→ b(x, y)/m(x) as tց 0.(8)
b) Let f ∈ Cc(X), t > 0, and let the function ϕt,f : X → C be defined by
ϕt,f (x) :=
1
t
Ex
[
1{2≤Nt(X)<∞}f(Xt)
]
.
Then, for all x ∈ X, one has ϕt,f (x)→ 0 as tց 0.
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Proof. a) To see (5), note that the inclusion {Nt < ∞} ⊂ {t < τX} Px-a.s., is immediate
since the form Q does not have a killing term. Using now the formula
exp(−tL)f(x) = Ex
[
1{t<τX}f(Xt)
]
,
which has been shown in [5], we get
0 = Ex
[
(1{t<τX} − 1{Nt(X)<∞})f(Xt)
]
,
for all f ∈ ℓ2(X,m). Letting f tend to 1 from below and using
1{t<τX} − 1{Nt(X)<∞} ≥ 0 Px-a.s.,
we arrive at
0 = Ex
[
1{t<τX} − 1{Nt(X)<∞}
]
= Ex
[∣∣1{t<τX} − 1{Nt(X)<∞}∣∣] ,
so that
1{t<τX} = 1{Nt(X)<∞} Px-a.s..
The properties (6), (7), (8) and b) have been shown in [5]. 
Given a magnetic potential θ on (X, b), the stochastic line integral of X along θ is defined
by ∫ •
0
θ(dXs) : [0,∞)× Ω −→ R
∫ t
0
θ(dXs) :=
Nt(X)∑
n=1
θ(Xτn−1 ,Xτn),
where
∫ t
0
θ(dXs) is set 0 if Nt(X) = 0, or if Nt(X) = ∞, or if 1 ≤ Nt(X) < ∞ and
b(Xτn−1 ,Xτn) = 0 for some n = 1, . . . , Nt(X). For an electric potential v on X we also have
the usual Riemannian integral∫ •
0
v(Xs)ds : [0,∞)× Ω −→ R,
∫ t
0
v(Xs)ds =
Nt(X)+1∑
n=1
v(Xτn−1)(τn − τn−1),
where
∫ t
0
v(Xs)ds is set 0, if Nt(X) =∞. Clearly these processes are F∗-adapted.
4. The Feynman path integral formula
4.1. Statement. We recall that by the countability of X , for every bounded operator A
in ℓ2(X,m) there is a uniquely determined map
A(·, ·) : X ×X −→ C
which satisfies
Af(x) =
∑
y∈X
A(x, y)f(y)m(y) for all f ∈ ℓ2(X,m), x ∈ X.
In fact, with δx ∈ Cc(X) the usual delta-function centered at x, one has
A(x, y) = m(x)−1A∗δx(y), so that A(x, ·) ∈ ℓ2(X,m) for all x.(9)
FEYNMAN PATH INTEGRALS ON DISCRETE GRAPHS 9
In addition, it holds that
A∗(x, y) = A(y, x), so that also A(·, x) ∈ ℓ2(X,m) for all x,(10)
and one has the composition formula
[AB](x, y) =
∑
z∈X
A(x, z)B(z, y)m(z)(11)
for the integral kernel of a composition.
Given a magnetic potential θ on (X, b) and an electric potential v on X we define an
F∗-adapted process
A (v, θ|X) : Ω× [0,∞) −→ C
by setting
At(v, θ|X) := i
∫ t
0
θ(dXs)− i
∫ t
0
(v(Xs) + deg(Xs))ds+
∫ t
0
deg(Xs)ds, t ≥ 0.
Here comes our main result:
Theorem 4.1. (Feynman path integral formula) Let θ be a magnetic potential on (X, b)
and let v be an electric potential on X such that Q
(c)
v,θ and Q
(c)
−deg,0 are semi-bounded from
below and closable. Then for all t ≥ 0, x, y ∈ X, one has
exp(−itLv,θ)(x, y) = 1
m(y)
Ex
[
1{Xt=y}∩{Nt(X)<∞}i
Nt(X) exp(At(v, θ|X))
]
.(12)
The proof of Theorem 4.1 is given in the next two sections. One first proves the Feynman
path integral formula on finite subgraphs, and then uses an exhaustion argument which
relies on a new result from Mosco convergence theory (cf. Theorem A.2) which is proved
in the appendix.
Note that by (4) and Lemma 3.1, for all x, y ∈ X , t ≥ 0, we actually have
1{Xt=y}∩{Nt(X)<∞} = 1{Xt=y} = 1{Xt=y}∩{Nt(X)<∞}∩{t<τX}
= 1{Xt=y}∩{Nt(X)<∞, b(Xτn−1 ,Xτn)>0 for all n = 0, . . . , Nt(X)}∩{t<τX}, Px-a.s.
Remark 4.2. Clearly, Q
(c)
−deg,0 is closable and bounded from below whenever deg is a
bounded function (in which case the form Q
(c)
−deg,0 is bounded as a sum of two bounded
forms, namely, Q
(c)
0,0 and the form induced by − deg, cf. [10] for the boundedness of Q(c)0,0).
The boundedness of deg also implies the stochastic completess of (X, b,m). The bounded-
ness of deg is certainly a natural assumption in the context of solid state physics.
In the case of locally finite graphs the operator L˜− deg,0 is a well-defined symmetric oper-
ator with domain of definition Cc(X), and is therefore closable. The semiboundedness of
L˜− deg,0 has been investigated by Gole´nia in [4], where the author examines whether the
weighted adjacency matrix of a locally finite graph is unbounded from below. Indeed, the
quadratic form of the adjacency matrix acting on the finitely supported functions is exactly
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Q
(c)
−deg,0. A negative result in this context is that, in case the edge weights b are unbounded,
it follows that Q
(c)
−deg,0 is unbounded from below.
As it should be, the Feynman path integral formula also holds for negative times in the
following sense: For all t ≥ 0, x, y ∈ X , we have, using (10),
exp(−i(−t)Lv,θ)(x, y) = exp(itLv,θ)(x, y) = exp(−itLv,θ)(y, x)
=
1
m(x)
Ey
[
1{Xt=x}∩{Nt(X)<∞}i
Nt(X) exp(At(v, θ|X))
]
.
The above result for magnetic Schro¨dinger groups should be compared with the Feynman-
Kac-Ito formula [5] for magnetic Schro¨dinger semigroups: The latter states that if Q
(c)
v,θ and
Q
(c)
v,0 are bounded from below and closable, then for all t ≥ 0, x, y ∈ X one has
exp(−tLv,θ)(x, y) = 1
m(y)
Ex
[
1{Xt=y} exp
(
i
∫ t
0
θ(dXs)−
∫ t
0
v(Xs)ds
)]
.
It would also be interesting to see to what extent the Feynman path integral formula can
be generalized to the setting of covariant Schro¨dinger operators in weighted graphs (a
generalized Feynman-Kac-Ito formula [5] for covariant Schro¨dinger semigroups has been
established in [6] and used in [8] to calculate semiclassical limits).
An immediate but nevertheless important consequence of the above formulae is the follow-
ing very surprising Kato-Simon domination for magnetic Schro¨dinger groups in terms of
certain geometric Schro¨dinger semigroups:
Corollary 4.3. Under the assumptions of Theorem 4.1, for all t ≥ 0, x, y ∈ X one has
| exp(−itLv,θ)(x, y)| ≤ exp(−tL−deg,0)(x, y).
This estimate is to be compared with the domination result for magnetic Schro¨dinger
semigroups, which reads
| exp(−tLv,θ)(x, y)| ≤ exp(−tLv,0)(x, y),
provided Q
(c)
v,θ and Q
(c)
v,0 are semi-bounded from below and closable. We expect that Corol-
lary 4.3 should play an important role in the derivation of Kato-Strichartz estimates on
general weighted graphs (cf. Theorem 1.1 in [14] for the unweighted standard lattice in
Zd.)
As a byproduct of our proof of the Feynman path integral formula, we also get the follow-
ing result for possibly infinite subgraphs: To this end, if W ⊂ X is any possibly infinite
subset, we define Q
(c,W )
v,θ to be the restriction of Q
(c)
v,θ to Cc(W ). Then, taking the closure
in
ℓ2(W,m) := ℓ2(W,m|W )
yields a closed form Q
(W )
v,θ with associated operator L
(W )
v,θ .
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Corollary 4.4. Under the assumptions of Theorem 4.1, let W ⊂ X be an arbitrary subset.
Then for all t ≥ 0, x, y ∈ W one has the following Feynman path integral formula,
exp(−itL(W )v,θ )(x, y) =
1
m(y)
Ex
[
1{Xt=y}∩{Nt(X)<∞}∩{t<τW }i
Nt(X) exp(At(v, θ|X))
]
.
In view of the definition of the wave operators from time dependent scattering theory, we
expect that the following formula will play an important role in the context of scattering
theory (cf. [14] for some scattering results on the unweighted standard lattice in Zd):
Proposition 4.5. Let θ, θ′ be magnetic potentials on (X, b) and let v, v′ be electric po-
tentials on X and assume that Q
(c)
v,θ, Q
(c)
v′,θ′ and Q
(c)
−deg,0 are semi-bounded from below and
closable. Then for all t ≥ 0, x, y ∈ X, the integral kernel of exp(−itLv,θ) exp(itLv′,θ′) is
given by[
exp(−itLv,θ) exp(itLv′,θ′)
]
(x, y)
= Ex
[
1{Nt(X)<∞}i
Nt(X)At(v, θ|X)m(Xt)−1Ey
[
1{X′t=Xt}∩{Nt(X′)<∞}i
Nt(X′) exp
(
At(v′, θ′|X′)
)]]
,
where X′ denotes an independent copy of X.
Note that, explicitly, the formula from Proposition 4.5 reads as follows:[
exp(−itLv,θ) exp(itLv′,θ′)
]
(x, y)
=
∫
{ω:Nt(X(ω))<∞}
iNt(X(ω)) exp
(
At(v, θ|X(ω))
)
m(ω(t))−1
×
∫
{ω′: ω′(t)=ω(t)}∩{ω′ :Nt(ω′(t))<∞}
iNt(X(ω′)) exp
(
At(v′, θ′|X(ω′))
)
dPy(ω′) dPx(ω).
Proof of Proposition 4.5. Using the composition formula (11) and setting
h(z) := exp(itLv′,θ′)(z, y) = m(z)
−1
Ey
[
1{X′t=z}∩{Nt(X)<∞}i
Nt(X′) exp(At(v′, θ′|X′))
]
.
for fixed y, we have h ∈ ℓ2(X,m) by (10) and[
exp(−itLv,θ) exp(itLv′,θ′)
]
(x, y) = exp(−itLv,θ)h(x)
= Ex
[
1{Nt(X)<∞}i
Nt(X) exp(At(v, θ|X))h(Xt)
]
= Ex
[
1{Nt(X)<∞}i
Nt(X) exp(At(v, θ|X))m(Xt)−1
× Ey
[
1{X′t=Xt}∩{Nt(X′)<∞}i
Nt(X′) exp
(
At(v′, θ′|X′)
)]]
,
completing the proof.

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4.2. Proof of the Feynman path integral formula for finite subgraphs. Let θ be
a magnetic potential and v be an electric potential on X .
Proposition 4.6. Let W ⊆ X be finite. Then for all f ∈ ℓ2(W,m), x ∈ W , t ≥ 0, one
has
exp(−itL(W )v,θ )f(x) = Ex
[
1{t<τW }i
Nt(X) exp(At(v, θ|X))f(Xt)
]
.
The proof of the proposition above is based on three auxiliary lemmas.
Lemma 4.7. Let W ⊆ X be finite. Then, (Ut(v, θ,W ))t≥0 defined for f ∈ ℓ2(W,m) by
Ut(v, θ,W )f(x) := Ex
[
1{t<τW }i
Nt(X) exp(At(v, θ|X))f(Xt)
]
, x ∈ W, t ≥ 0,
is a strongly continuous semigroup of bounded operators on ℓ2(W,m).
Proof. The asserted boundedness is trivial and the semigroup property follows from the
strong Markov property of X. By the semigroup property it is enough to check strong
continuity at t = 0, which can be easily checked using the boundedness of the integrand
and the right continuity of X. 
Lemma 4.8. Let W ⊆ X be finite. Then, for all f ∈ ℓ2(W,m) and x ∈ W , one has
lim
tց0
Ut(v, θ,W )f(x)− f(x)
t
= −iL(W )v,θ f(x).
Proof. We fix an arbitrary x ∈ W and compute
Ut(v, θ,W )f(x)− f(x)
t
=
Ex
[
1{Nt(X)=0} exp(At(v, θ|X))f(x)
]− f(x)
t
+
Ex
[
1{Nt(X)=1,Xτ1∈W}i exp(At(v, θ|X))f(Xt)
]
t
+ ψt(x)
The error term ψt(x) satisfies |ψt(x)| ≤ ϕt,|f |(x) with ϕt,|f | defined in Lemma 3.1 b),
therefore ψt(x)→ 0 as tց 0. For the first term of the right hand side of the equality, we
have, using
Ex
[
1{Nt(X)=0}
]
= Px ({Nt(X) = 0}) = exp(−tdeg(x)),
the convergence
Ex
[
1{Nt(X)=0} exp(At(v, θ|X))f(x)
]− f(x)
t
=
Ex
[
1{Nt(X)=0} exp
(− ti(v(x) + deg(x)) + tdeg(x))f(x)]− f(x)
t
→ −i(v(x) + deg(x)f(x).
as tց 0. Turning to the second term of the right hand side of the equation, setting
a(y) := −i(v(y) + deg(y)) + deg(y), y ∈ W,
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we obtain
Ex
[
1{Nt(X)=1,Xτ1∈W}i exp(At(v, θ|X))f(Xt)
]
= i
∑
y∈W
exp(iθ(x, y))f(y)Ex
[
1{Nt(X)=1,Xτ1=y} exp
(
− τ1a(x)− (t− τ1)a(y)
)]
︸ ︷︷ ︸
=:ρt(x,y)
.
Setting
C := 2max{deg(x) | x ∈ W}
and using τ1 ≤ t on {Nt(X) = 1}, we get
exp(−tC)Px(Nt(X) = 1,Xτ1 = y) ≤ |ρt(x, y)| ≤ exp(tC)Px(Nt(X) = 1,Xτ1 = y).
Since by Lemma 3.1 (a) (8)
Px(Nt(X) = 1,Xτ1 = y)/t→ b(x, y)/m(x)
this shows that
ρt(x, y)/t→ b(x, y)/m(x)
as tց 0. As W is finite, we conclude
1
t
Ex
[
1{Nt(X)=1,Xτ1∈W}i exp(At(v, θ|X))f(Xt)
] −→ i
m(x)
∑
y∈W
b(x, y) exp(iθ(x, y))f(y) as tց 0,
so, we infer
Ut(v, θ,W )f(x)− f(x)
t
−→ −iL(W )v,θ f(x) as tց 0.

With these preparations we can now prove Theorem 4.6.
Proof of Proposition 4.6. For finite W ⊆ X , we have ℓ2(W,m) = Cc(W ). In particular,
L
(W )
v,θ is a finite dimensional operator and the convergence
−iL(W )v,θ = lim
tց0
1
t
(Ut(v, θ,W )− id)
from Lemma 4.8 holds in the ℓ2(W,m) sense. Therefore, the generator of the strongly
continuous semigroup (Ut(v, θ,W ))t≥0 is given by L
(W )
v,θ . It follows that exp(−itL(W )v,θ ) =
Ut(v, θ,W ) for all t ≥ 0. 
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4.3. Proof of Theorem 4.1 in the general case. For any subset W ⊆ X we have a
canonically given inclusion operator
ιW : ℓ
2(W,m) →֒ ℓ2(X,m),
which comes from extending functions to zero away fromW , and its adjoint will be denoted
with πW := ι
∗
W . Note that πW is given by the restriction map f 7→ f |W . The following
geometric approximation is based on the Mosco convergence of the quadratic forms and
will allow us to extend the Feynman path integral from finite to arbitrary graphs:
Proposition 4.9. Suppose Q
(c)
v,θ is semi-bounded and closable and let (Xn)n∈N be an ex-
hausting sequence for X, that is, Xn ⊆ Xn+1 for all n and X =
⋃
n∈NXn. Then, for all
t ≥ 0, one as
ιXn exp(−itL(Xn)v,θ )πXn → exp(−itLv,θ) strongly in ℓ2(X,m) as n→∞.
Proof. By Theorem A.2 it suffices to show that the forms Q
(Xn)
v,θ converge to Qv,θ as n→∞
in the generalized Mosco sense. But this has been shown in [5]. 
Proof of Theorem 4.1. Let f ∈ ℓ2(X,m), x ∈ X , t > 0. We are going to prove
exp(−itLv,θ)f(x) = Ex
[
1{t<τ,Nt(X)<∞}i
Nt(X) exp(At(v, θ|X))f(Xt)
]
.
In view of (5), this clearly implies
Ex
[
1{t<τ,Nt(X)<∞}i
Nt(X) exp(At(v, θ|X))f(Xt)
]
=
∑
y∈X
Ex
[
1{Xt=y,Nt(X)<∞}i
Nt(X) exp(At(v, θ|X))f(Xt)
]
,
proving the asserted formula. Let (Xn) be an exhausting sequence for X . Then, Proposi-
tion 4.9 implies the pointwise convergence
exp(−itLv,θ)f(x) = lim
n→∞
ιXn exp(−itL(Xn)v,θ )πXnf(x).
Combining this with Proposition 4.6, it remains to prove the equation
lim
n→∞
Ex
[
1{t<τXn ,Nt(X)<∞}i
Nt(X) exp(At(v, θ|X))πXnf(Xt)
]
= Ex
[
1{t<τ,Nt(X)<∞}i
Nt(X) exp(At(v, θ|X))f(Xt)
]
.
This however follows from dominated convergence, as we have∣∣1{t<τXn ,Nt(X)<∞}iNt(X) exp(At(v, θ|X))πXnf(Xt)∣∣ ≤ 1{t<τX ,Nt(X)<∞} exp(
∫ t
0
deg(Xs)ds)|f(Xt)|
and
Ex
[
1{t<τX} exp
(∫ t
0
deg(Xs)ds
)
|f(Xt)|
]
= exp(−tL−deg,0)|f |(x) <∞
by the usual Feynman-Kac formula [5]. 
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Appendix A. Mosco-convergence
Let Hk, k ∈ N, and H be Hilbert spaces. Suppose qk and q are densely defined closed
symmetric sesquilinear forms on Hk and H , respectively, which are bounded below by
a constant c > −∞ which is uniform in k. Each qk is understood to be defined on the
whole space Hk by the convention qk(u) =∞ whenever u ∈ Hk \Dom(qk). Furthermore,
we suppose that there exist bounded operators ιk : Hk → H such that πk := ι∗k is a left
inverse of ιk, that is
〈πkf, fk〉 = 〈f, ιkfk〉 and πkιkfk = fk, for all f ∈ H , fk ∈ Hk.
Moreover, we assume that πk satisfies
sup
k∈N
‖πk‖ <∞ and lim
k→∞
‖πkf‖ = ‖f‖.
Definition A.1. In the above situation, we say that qk is Mosco convergent to q as k →∞
in the generalized sense, if the following conditions hold:
(a) If uk ∈ Hk, u ∈ H and ιkuk → u weakly in H , then
lim inf
k→∞
(
qk(uk) + c‖uk‖2k
) ≥ q(u) + c‖u‖2.
(b) For every u ∈ H there exist uk ∈ Hk, such that ιkuk → u in H and
lim sup
k→∞
(
qk(uk) + c‖uk‖2
) ≤ q(u) + c‖u‖2.
We denote by Lk the self-adjoint operator corresponding to qk and let L be the self-adjoint
operator corresponding to q which are both bounded from below by c. We will need the
following generalization of the characterization of Mosco convergence from [3] (see also the
appendix of [5]). Given an interval I ⊂ R, we denote by Cb(I) the bounded continuous
functions on I and by C∞(I) the space of continuous functions that become arbitrarily
small outside of every compact set of I.
Theorem A.2. If qk is Mosco convergent to q as k → ∞ in the generalized sense, then
one has ιkψ(Lk)πk → ψ(L) as k →∞ strongly for every ψ ∈ Cb(R).
Remark A.3. As the proof below shows, the fact that one can take C∞(R) in the above
statement is a rather simple consequence of known results, the Stone-Weierstrass Theorem
and the spectral calculus. The point of Theorem A.2 is that one can even take Cb(R),
which plays an essential role in this paper, for we are interested in operators of the form
exp(−itL).
Proof. It is well-known that Mosco convergence is equivalent to
ιk exp(−aLk)πk → exp(−aL) as k →∞ ,(13)
strongly and locally uniformly in a ≥ 0 (cf. Theorem 3.8 in [3] and the appendix of [5]).
We are going to prove that the latter semigroup convergence implies ιkψ(Lk)πk → ψ(L) as
k → ∞ strongly for every ψ ∈ Cb([c,∞)), proving the claim, as the spectra of L and Lk
are subsets of [c,∞). To this end, we are going to follow the proof of Theorem VIII.20 in
[17] (which treats the case Hk = H and πk = idH ).
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Step 1: The claim holds for all ψ ∈ C∞([c,∞)).
Proof: Let us denote with A the space of complex linear combinations of functions of the
form x 7→ exp(−ax) on [c,∞), where a, b ≥ 0. Then A is a separating unital *-subalgebra
of C∞([c,∞)), thus dense in C∞([c,∞)) by Stone-Weierstrass. Given an arbitrary ε > 0,
and ψ ∈ C∞([c,∞)) we thus find ψε ∈ A with ‖ψ − ψε‖∞ < ε. By the spectral calculus
we have
‖ψ(Lk)− ψε(Lk)‖ < ε, ‖ψ(L)− ψε(L)‖ < ε.(14)
for the operator norms. Let now f ∈ H . Then we can estimate as follows,∥∥(ιkψ(Lk)πk − ψ(L))f∥∥
=
∥∥∥(ιkψ(Lk)πk − ψ(L) + ιkψε(Lk)πk − ιkψε(Lk)πk + ψε(L)− ψε(L))f∥∥∥
≤ ‖ιkψ(Lk)πkf − ιkψε(Lk)πkf‖+ ‖ψε(L)f − ψ(L)f‖+ ‖ιkψε(Lk)πkf − ψε(L)f‖ .
The last summand is < ε for large k by (13) (which clearly extends from exponentials to
A ), the second summand is < ε ‖f‖ for all k by (14), and the first summand is
< sup
k
‖πk‖2 ‖f‖ ε
for all k by (14), completing the proof of Step 1.
Step 2: The claim holds for all ψ ∈ Cb([c,∞)).
Proof: Fix f ∈ H and ε > 0. For every l ∈ N set gl(x) := e−x2/l, a function in C∞([c,∞)).
Since gl(x) → 1 from below, the spectral calculus implies gl(B) → id strongly as l → ∞
for every self-adjoint operator B. We can thus fix an l such that
‖f − gl(L)f‖ < ε.
Furthermore, let us set
C1 := max
(
‖ψ(L)‖ , sup
k
‖ψ(Lk)‖
)
≤ ‖ψ‖∞ , C2 := sup
k
‖πk‖ = sup
k
‖ιk‖ .
Then for large k we can estimate as follows:
‖ιkψ(Lk)πkf − ψ(L)f‖
≤ ‖ψ(L)gl(L)f − ψ(L)f‖+ ‖ιkψ(Lk)gl(Lk)πkf − ψ(L)gl(L)f‖
+ ‖ιkψ(Lk)πkf − ιkψ(Lk)gl(Lk)πkf‖
≤ C1ε+ ε+ C1C2 ‖πkf − gl(Lk)πkf‖
≤ C1ε+ ε+ C1C2 ‖πkf − πkgl(L)f‖+ C1C2 ‖gl(Lk)πkf + πkgl(L)f‖
≤ C1ε+ ε+ C1C22 ‖f − gl(L)f‖+ C1C2 ‖πkιkgl(Lk)πkf − πkgl(L)f‖
≤ C1ε+ ε+ C1C22ε+ C1C22 ‖ιkgl(Lk)πkf − gl(L)f‖
≤ C1ε+ ε+ C1C22ε+ C1C22ε,
where we have used ψgl ∈ C∞([c,∞)) and step 1 for the second step, πkιk = idHk for the
fifth step, and gl ∈ C∞([c,∞)) and Step 1 for the last step. This completes the proof.
FEYNMAN PATH INTEGRALS ON DISCRETE GRAPHS 17

Acknowledgements: The authors would like to thank Burkhard Eden, Evgeny Ko-
rotyaev, Ognjen Milatovic and Matthias Staudacher for very helpful discussions.
References
[1] Avila, A., Jitomirskaya, S., The Ten Martini Problem. Ann. of Math. (2) 170 (2009), no. 1, 303–342.
[2] Carmona, R., Lacroix, J., Spectral theory of random Schro¨dinger operators. Probability and its Ap-
plications. Birkha¨user Boston, Inc., Boston, MA, 1990.
[3] Z.-Q. Chen, P. Kim, T. Kumagai, Discrete approximation of symmetric jump processes on metric
measure spaces. Probab. Theory Related Fields 155 (2013), no. 3-4, 703–749.
[4] Gole´nia, Sylvain, Unboundedness of adjacency matrices of locally finite graphs. Lett. Math. Phys. 93
(2010), no. 2, 127–140.
[5] Gu¨neysu, B., Keller, M., Schmidt, M., A Feynman-Kac-Itoˆ formula for magnetic Schro¨dinger opera-
tors on graphs. Probab. Theory Related Fields 165 (2016), no. 1-2, 365–399.
[6] Gu¨neysu, B., Milatovic, O., Truc, F., Generalized Schro¨dinger semigroups on infinite graphs. Potential
Anal. 41 (2014), no. 2, 517–541.
[7] Gu¨neysu, B., On generalized Schro¨dinger semigroups. J. Funct. Anal. 262 (2012), no. 11, 4639–4674.
[8] Gu¨neysu, B., Semiclassical limits of quantum partition functions on infinite graphs. To appear in
J.Math.Phys., 2014.
[9] Hackenbroch, W., Thalmaier, A., Stochastische Analysis. Mathematische Leitfa¨den. B. G. Teubner,
Stuttgart, 1994. 560 pp.
[10] Haeseler, S., Keller, M., Lenz, D., Wojciechowski, R. K., Laplacians on infinite graphs: Dirichlet and
Neumann boundary conditions. J. Spectr. Theory 2 (2012), 397–432.
[11] Harper, P., Single Band Motion of Conduction Electrons in a Uniform Magnetic Field. Proc. Phys.
Soc. A 68 874, (1955).
[12] Hida, T., Kuo, H.-H., Potthoff, J., Streit, L., White noise. An infinite-dimensional calculus. Mathe-
matics and its Applications, 253. Kluwer Academic Publishers Group, Dordrecht, 1993.
[13] Korotyaev, E., Saburova, N., Magnetic operators on periodic discrete graphs. JFA 272.
[14] Korotyaev, E., Møller, J. S., Weighted estimates for the discrete Laplacian on the cubic lattice.
arXiv:1701.03605 .
[15] Milatovic, O., Essential self-adjointness of discrete magnetic Schro¨dinger operators on locally finite
graphs. Integr. Equ. Oper. Theory 71 (2011), 13–27.
[16] Milatovic, O., A Sears-type self-adjointness result for discrete magnetic Schro¨dinger operators. Journal
of Mathematical Analysis and Applications 396, (2012) 801–809.
[17] Reed, M., Simon, B., Methods of Modern Mathematical Physics I. Second edition. Academic Press,
New York e.a., 1980.
[18] Reed, M., Simon, B., Methods of modern mathematical physics. II. Fourier analysis, self-adjointness.
Academic Press, New York e.a., 1980.
[19] Simon, B., Functional integration and quantum physics. Second edition. AMS Chelsea Publishing,
Providence, RI, 2005.
[20] Sunada, T., A discrete analogue of periodic magnetic Schro¨dinger operators, Geometry of the spectrum.
Contemp. Math. 173, Amer. Math. Soc., Providence, RI, 1994, 283–299.
Batu Gu¨neysu, Institut fu¨r Mathematik, Humboldt-Universita¨t zu Berlin, 12489 Berlin,
Germany
E-mail address : gueneysu@math.hu-berlin.de
M. Keller: Institut fu¨r Mathematik, Universita¨t Potsdam, 14476 Potsdam, Germany
E-mail address : matthias.keller@uni-potsdam.de
