Abstract. Gesture recognition is an emerging cross-discipline research field, which aims at interpreting human gestures and associating them to a well-defined meaning. It has been used as a mean for supporting human to machine interaction in several applications of robotics, artificial intelligence, and machine learning. In this paper, we propose a system able to recognize human body gestures which implements a constrained training set reduction technique. This allows the system for a real-time execution. The system has been tested on a publicly available dataset of 7,000 gestures, and experimental results have highlighted that at the cost of a little decrease in the maximum achievable recognition accuracy, the required time for recognition can be dramatically reduced.
Introduction
In the last decade, Gesture recognition, a new field of artificial intelligence has grown more and more. It aims to interpret human movements and to associate them to a specific meaning. Here, the term "movement" refers to the motion of either the whole or parts of human body [1] .
Gesture recognition was born with the aim of improving human-machine interactions, by making it as simple and natural as possible. Indeed, there are many applications that may take advantage from gesture recognition, e.g.: health monitoring [2] , lie detection [3] , automatic movie subtitling [4] , online games [5] , e-tutoring systems [6] , emotion recognition [7] , management systems for ambient intelligence [8] , [9] and so on.
Among the others, there are two typical issues that must be addressed in every gesture recognition application: ensuring real-time processing and maximizing recognition accuracy.
Real-time processing allows recognition of gestures in a negligible time interval; on the other hand, the recognition accuracy represents the probability that the gesture recognition algorithm will properly recognize a gesture.
The main contribution of this work is a novel system for body gesture recognition, which implements a technique based on training set constrained reduction. The key idea is to reduce as much as possible the size of the training set used for recognition, by taking into account the two aforementioned issues.
The proposed system benefits of the Dynamic Time Warping [10] recognition technique, which makes the system independent of gestures length and size.
The rest of the paper is organized as follows: Section 2 deepens the discussion and state of the art in gesture recognition and some state of the art solutions; Section 3 describes the proposed system for gestures recognition; Section 4 highlights the experimental results obtained by using the system with an online available dataset of over 7000 gestures; finally, Section 5 describes the conclusions and some possible improvements of our proposal.
Related Works
In the last twenty years, gesture recognition has been the subject of several researches in the field of pattern recognition and has found many applications in robotics [11] and human-computer interaction [12] . Moreover, the availability of novel technologies has significantly contributed to the growing interest towards the development of gesture recognition algorithms.
While earlier works used RGB cameras as data source [13] , the more recent Kinectlike devices (i.e. low-cost devices providing an integrated channel for RGB and depth data [14] ) allow for more precise information about the observed gestures.
Indeed, Shotton et al. developed a robust algorithm for human pose estimation from single depth images [15] , and thanks to their intuition, nowadays there exist many software libraries able to extract skeletal joints 1 from depth images of humans.
Using the aforementioned joints as basic features, it is possible to extract dynamic and static body gestures. According to Henze et al. [16] , gestures are said to be static if they can be described by their position and spatial arrangement only; this class of gestures is also known as postures or poses [17] , and they only need a single time frame to be entirely observed. In this work, instead, we will focus on the so-called dynamic gestures, i.e. a sequence of changing postures along a variable time interval.
Many authors have described methods for recognizing gestures by modeling them as temporal sequences of skeletal joints. In this context, two of the most suited and adopted mathematical tools are the Hidden Markov Models (HMMs) and the Dynamic Time Warping (DTW).
For instance, in [18] authors use an algorithm based on a Gaussian Mixture Hidden Markov Model, while in [19] Carmona and Climent have compared the performance of these two tools, showing that DTW is more suited for gesture recognition. Both HMM and DTW need a training stage devoted to learning a mathematical model used in a later stage to recognize new unseen sequences.
Despite the mathematical tool used for recognition, the more complex the learned model is, the more the computation needed for recognizing the sequences will be. To this aim, many algorithms have been recently developed for reducing the complexity of the learned models. In particular, they belong to the so-called class of training set reduction algorithms.
As regards HMM-based solutions, the problem is usually faced up by using dimensionality reduction algorithms as the Principal Component Analysis (PCA) [20] . On the other hand, in DTW-based solutions, the reduction algorithms aims at reducing as much as possible the cardinality of the training set to very few and representative samples named prototypes (see for instance [21] and [22] ).
With the aim of providing a real-time system for gesture recognition, in this work we propose a system making use of DTW as a mathematical tool for comparing temporal joint sequences of variable length. This choice is in line with findings described in [19] , i.e. DTW requires a lower number of training samples to achieve the same performance of HMM. Moreover, we developed a training set constrained reduction technique, which at the same time reduces the size of the training set and constrains the accuracy of the recognizer to be over a certain threshold.
System Description
The purpose of this Section is to describe our proposed system for body gestures recognition. We implemented a real-time system, with the aim of keeping as low as possible the computational burden of the recognition task, while maximizing its recognition accuracy.
To this end, we shifted the most of the computation in a learning method aimed at reducing the cardinality of the available training set and, as a consequence, the time complexity of the recognition.
First of all, we assume the availability of a training set named LG, made up of pairs in the form of <Label, Gesture>.
The "label" component is a text representing the name of the gesture; as an example, a movement of the arm at eye's height from right to left may be labeled as "Swipe Right To Left".
As regards the definition of "gesture", we choose to use the joint representation of the human skeleton, so we define a gesture G of length T as the sequence of the N joints coordinates over the time:
In order to maintain the approach as generic as possible, we will make no assumptions about neither the duration nor the volume occupied by the training gestures. The proposed system is thus implemented by two modules:
1. gesture recognition: a new incoming gesture is matched to the most similar one in the reduced dataset, and the associated label is provided as output; 2. training set reduction: in order to provide real-time performance, here the input LG dataset is filtered in order to retain only the most representative gestures, named here as "prototypes", to be used for the recognition task.
Gesture recognition module
The role of this module is to accept a new body gesture as a sequence of skeletal joints coordinates and to output a label representing the recognized gesture name.
With the aim of providing real-time performance, we implemented this module as a one-nearest neighbor classifier, which compares the incoming gesture to those in the training set, and returns the label of the nearest one. Mathematically speaking, this is carried out as follows:
where is the gesture to be recognized, (•,•) is a distance metric, and * is the nearest gesture in . As a consequence, the recognized label L* will be the label component of the <L*,G*> pair contained in .
As regards the distance metric, we chose to use the Dynamic Time Warping one, which is able to compare gestures of different time length and spatial volume, by using simple insertion and deletion operations.
For reader's commodity, in the following algorithm we report the steps needed to compute DTW between two gestures and : Clearly, the time required by the nearest neighbor classifier is linear with respect to the number of gestures composing the LG set. In order to allow for real-time recognition, it is important to keep the cardinality of such set as low as possible. This issue is thus be solved by the training set reduction module.
Algorithm DTW( , )
Input
Training set reduction module
The main purpose of this module is to reduce the size of the training set used by the recognizer. For this reason, it must be run before new gestures are recognized. In particular, it reduces the cardinality of the LG training set, as it has a direct influence onto the time complexity of the recognition module.
The idea is to extract only the relevant pairs <Label, Gesture>, which can be seen as a sort of "prototypes" for the training set, and then use such prototypes instead of the whole training set to perform recognition.
The module induces a partition of the original training set LG by splitting it into two subsets, namely P (which contains the prototype gestures) and NP (containing nonprototype gestures), so that ∪ = and ∩ = ∅. In order to evaluate how good an induced partition is, we can use the procedure described in Section 3.1. In particular, we can recognize the gestures contained in NP using P as the training set (instead of the whole LG).
Moreover, we define the evaluation function M(P,NP)[0...1] as the accuracy of the recognition for the induced partition of LG.
Since the purpose of this module is to lower as much as possible the number of prototypes in P while keeping as high as possible the value of M(P,NP), we apply a gradient descent to the following constrained optimization problem:
where is a lower bound on the accuracy of the recognition in the training stage.
The initial condition is P=LG NP=, M(P,NP)=1. Then, the module starts a loop composed of a variable number of rounds, iterated until the constraints are satisfied at equality. During each round, all the samples in P are removed (one at a time), put in NP, and labeled with the gradient of M, computed as follows:
where − and + indicate the sets obtained by moving one sample gesture from P into NP. At the end of each round, gestures in P are sorted according to their gradients, and the one with the maximum value is definitively put in the NP set. The loop is iterated until M(P,NP) remains above the  threshold. In the end, the prototypes in the resulting dataset P, derived from LG, will be used for the recognition task. Fig. 1 clarifies, with a visual example, the training set reduction flow. 
Experimental Assessment
The recognition algorithm have been tested in a real deployment, by using the "Chalearn multimodal gesture recognition dataset" [23] . The dataset is made up of over 7000 samples containing each one: a RGB-D video, the gesture joints sequence and a textual label representing the name of the gesture.
The RGB-D videos were acquired by a Microsoft Kinect device, at the rate of 30 FPS, the skeleton data are described by 20 joints per frame, while the textual labels were manually added and represent 20 Italian cultural/anthropological signs, performed by 27 different users. Fig. 2 depicts one sample data taken from the dataset. First of all, we built the LG dataset by extracting only the <Label, Gesture> pairs from the samples contained in the Chalearn dataset.
We then implemented the modules described in Section 3.1 and 3.2 using the Python programming language, and deployed in a Raspberry Pi 3 device (4-core CPU at 1.2 GHz, running a 32-bit Raspbian distribution).
The raw dataset was sub-sampled by randomly choosing from 1000 to 7000 samples (with steps of 1000). Then, the resulting datasets have been divided into train and test by using the leave-1-out technique [24] .
The baseline for our comparison is the recognition applied without using training set reduction. The other versions make use of the training set reduction module for three different values of the training accuracy thresholds ∈ {0.7, 0.8, 0.9}. Fig. 3 depicts the results obtained for: i) the latency required for recognizing one gesture, ii) the accuracy of the recognition, and iii) the number of prototypes retained from the original LG dataset.
The first row reports the latency required for recognizing one new incoming gesture. We set the maximum limit for real-time computation to 3.33 ms (i.e. the maximum available time for recognizing a gesture in a continuous stream of data at 30 FPS).
Fig. 3. Performance of the recognition module for different thresholds
Unsurprisingly, the recognition module performs very fast for all the cases where training set reduction was applied, while the baseline is very far from real-time performance. We note also that when the training set size goes over 5000 samples, the case for = 0.9 is not real-time compliant.
The second row reports the accuracy of the recognition. The baseline case achieves very good performance with an average recognition accuracy of 0.81, and this is due to the use of the all available samples in the dataset. Anyway, in all the remaining cases, accuracy is only a little bit lower than baseline, ranging between 0.65 and 0.8.
The third row reports the number of retained prototypes, given a certain training accuracy threshold. Interestingly, the number of prototypes after training set reduction is a very small percentage of the whole dataset. It is also worth noting that such number increases very slowly with respect to the dimensions of the dataset, and this positively affects the timing performance of the recognition module.
Such results highlight that running training set reduction is fundamental because at the cost of a little decrease in the maximum achievable accuracy, then the recognition module becomes 20x, 10x and 5x times faster than the baseline case for accuracy thresholds of 0.7, 0.8 and 0.9 respectively. Moreover, setting a threshold =0.8 allows the system to achieve the best trade-off between recognition time (always below the real-time limit) and recognition accuracy (slightly less than the baseline case).
Conclusions
In this paper, we presented a novel approach to recognize body gestures in real-time by applying a training set constrained reduction technique.
Starting from a dataset of <Label, Gesture> pairs, the training set reduction module selects the most representative gestures (prototypes) that will be used by the recognition module, implemented as a nearest-neighbor classifier based on Dynamic Time Warping.
We evaluated the performance of the recognition module by running it on a Raspberry Pi 3, using training sets of size ranging from 1000 to 7000 gestures. Moreover, the results highlighted the importance of the training set reduction module, which allows for real-time execution at the cost of a little decrease in the maximum achievable accuracy.
In a future work, we are planning to check performance (time complexity and accuracy) for more sophisticated classifiers, as well as testing the recognizer in-the-wild (i.e. including it in an actual deployment, and testing its performance against end users).
