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SKEW POLYNOMIAL RINGS, GRO¨BNER BASES AND THE
LETTERPLACE EMBEDDING OF THE FREE ASSOCIATIVE
ALGEBRA
ROBERTO LA SCALA∗ AND VIKTOR LEVANDOVSKYY∗∗
Abstract. In this paper we introduce an algebra embedding ι : K〈X〉 → S
from the free associative algebra K〈X〉 generated by a finite or countable set
X into the skew monoid ring S = P ∗Σ defined by the commutative polynomial
ring P = K[X×N∗] and by the monoid Σ = 〈σ〉 generated by a suitable endo-
morphism σ : P → P . If P = K[X] is any ring of polynomials in a countable
set of commuting variables, we present also a general Gro¨bner bases theory for
graded two-sided ideals of the graded algebra S =
⊕
i Si with Si = Pσ
i and
σ : P → P an abstract endomorphism satisfying compatibility conditions with
ordering and divisibility of the monomials of P . Moreover, using a suitable
grading for the algebra P compatible with the action of Σ, we obtain a bijective
correspondence, preserving Gro¨bner bases, between graded Σ-invariant ideals
of P and a class of graded two-sided ideals of S. By means of the embedding
ι this results in the unification, in the graded case, of the Gro¨bner bases the-
ories for commutative and non-commutative polynomial rings. Finally, since
the ring of ordinary difference polynomials P = K[X × N] fits the proposed
theory one obtains that, with respect to a suitable grading, the Gro¨bner bases
of finitely generated graded ordinary difference ideals can be computed also in
the operators ring S and in a finite number of steps up to some fixed degree.
1. Introduction
Let P be a K-algebra and let Σ be a monoid of endomorphisms of P . If I is an
ideal of P which is invariant under the maps in Σ then it is possible to codify the
action of P and Σ over I as a single left module structure with respect to the skew
monoid (or semigroup) ring S = P ∗ Σ. The study of some properties of I, as for
instance its finite Σ-generation, can be reduced hence to that of general properties
of the operators ring S as its Noetherianity (see [26, 21]). Ideals which are stable
under the action of monoids of endomorphisms or groups of automorphisms are
natural in many contexts as the representation theory (a classical reference is [6]),
or in the study of PI-algebras [8, 13] where P is the free associative algebra and Σ
the complete monoid of endomorphisms of P . Another context of relevant interest is
the study of so-called “difference ideals” [23] which are ideals invariant under shift
operators in applications to combinatorics, (nonlinear) differential and difference
equations. For the viewpoint of computing in the ring of (differential-difference)
operators an important contribution is [25].
To control in an effective way the structure of the left S-module P/I one generally
needs to compute a K-basis of it. If P is a ring of polynomials in commutive or
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non-commutative variables and one fixes a suitable ordering for the monomials of P ,
then a K-linear basis of monomials for P/I can be obtained by using the elements
of a suitable generating set of I as rewriting rules. Such generating set is usually
called a “Gro¨bner basis” of I. Since I is a Σ-invariant ideal, it is natural to consider
Σ-bases of I that is sets G ⊂ I such that I is the smallest Σ-ideal of P containing
G. In other words, G is a generating set of I as left S-module. It follows that one
has to harmonize the notion of Gro¨bner basis with that of Σ-basis and attempts in
this direction can be found for instance in [1, 3] and also in [9, 22]. If the elements
of Σ are automorphisms, the main obstacle in the definition of a Gro¨bner Σ-basis
is that their action on P does not preserve the monomial ordering. Then, it has
been shown in [3] and before in [22] that an appropriate setting to define Gro¨bner
Σ-bases is that of a commutative polynomial ring P = K[X ] in an infinite number
of variables and a monoid Σ of monomial monomorphisms of infinite order which
are compatible with the ordering and divisibility of monomials of P .
In this paper we propose a systematic study of the case when Σ is generated
by a single map σ. In this case the skew monoid ring S coincides with the skew
polynomial ring P [s;σ] which is an Ore extension where σ-derivation is zero. The
approach we follow is to consider an abstract map σ satisfying compatibility condi-
tions able to provide a “natural” Gro¨bner bases theory. Note that this generalizes
in particular the results contained in [30] where the map σ : xi 7→ xei with e > 1
has been studied. We choose to consider a single endomorphism essentially be-
cause a major application of our theory is the unification, in the graded case, of the
Gro¨bner bases theory for non-commutative polynomials introduced in [15, 27, 29]
with the classical commutative theory based on the notion of S-polynomial (see for
instance [17]). In Section 6 we show in fact that there exists an algebra embedding
ι : K〈X〉 → S whereK〈X〉 is the free associative algebra generated by the variables
xi and S is the skew polynomial ring defined by the algebra P of commutative poly-
nomials in double indexed variables xi(j) and the endomorphism σ : P → P such
that xi(j) 7→ xi(j+1), for all i, j. This algebra embedding is a significant improve-
ment of the linear map ι′ : K〈X〉 → P defined as xi1 · · ·xid 7→ xi1 (1) · · ·xid(d) and
introduced by [11, 7] for the aims of physics and invariant/representation theory.
In fact, the use of the map ι clarifies the phenomenon found in [22] of a bijective
correspondence between all graded two-sided ideals of K〈X〉 and some class of Σ-
invariant ideals of P . Note that in the same paper, a competitive new algorithm
for non-commutative homogeneous Gro¨bner bases based on this correspondence has
been implemented and experimented in Singular [5].
In Section 2 one finds a brief account of the equivalence between the notion of
Σ-invariant P -module and that of left S-module, together with the description of
some properties of the generating sets of graded two-sided ideals of S =
⊕
i Si with
Si = Ps
i. A Gro¨bner basis theory for such ideals is introduced in Section 3 where
we assume P = K[x0, x1, . . .],Σ = 〈σ〉 and σ : P → P be a monomorphism of
infinite order sending monomials into monomials. Additional assuptions for σ are
that gcd(σ(xi), σ(xj)) = 1 for i 6= j and the monomial ordering of P is such that
m ≺ n implies that σ(m) ≺ σ(n), for all monomials m,n. Such conditions are quite
natural in many contexts as the shift operators defining difference ideals [23] or
the maps used in [3]. Note that the algorithms we introduce for the computation
of homogeneous Gro¨bner bases in S are based on the free P -module structure of
this ring and hence they appear as a variant of the classical module Buchberger
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algorithm where the number of S-polynomials to be considered is reduced owing to
the symmetry defined by Σ on the graded ideals of the ring S.
In Section 5 we analyze the notion of Gro¨bner Σ-basis for Σ-invariant ideals of P .
When P can be endowed with a suitable grading compatible with the action of Σ, we
describe a bijective correspondence between all graded Σ-invariant ideals of P and
some class of graded two-sided ideals of S. Such correspondence preserves Gro¨bner
bases and gives rise to a “duality” between homogeneous algorithms in P and in S.
Note that for finitely generated ideals all these procedures admit termination when
truncated at some degree. As we said earlier, in Section 6 the algebra embedding
ι : K〈X〉 → S is introduced and a bijective correspondence between the ideals of
K〈X〉 and suitable ideals of S is hence obtained by extension. The Gro¨bner bases
are preserved by this correspondence and one obtains an alternative algorithm for
computing non-commutative homogeneous Gro¨bner bases of K〈X〉 in the free P -
module S. By means of the bijection of the Section 5, we reobtain in Section 7
the ideal correspondence and related algorithms introduced in [22] which provide
the computation of non-commutative homogeneous Gro¨bner bases directly in P .
Therefore, the theory for such bases can be deduced by the classical Buchberger
algorithm for commutative polynomial rings. In Section 8 we propose the explicit
computation of a finite Gro¨bner basis of an ideal of ordinary difference polynomials
that can be obtained as a special case by the algorithms we introduced. Moreover,
in this section we provide some timings obtained by an improvement of the library
freegb.lib of Singular initially developed for [22]. Finally, in Section 9 we
propose some conclusions and suggestions for future developments of the theory of
Gro¨bner Σ-bases and its methods.
The preliminary full-size version of this paper has been accepted for oral presen-
tation at MEGA 2011 conference in Stockholm.
2. Modules over skew monoid rings
Fix K any field and let P be a commutative K-algebra. Let now Σ ⊂ EndK(P )
a submonoid of the monoid of K-algebra endomorphisms of P . Denote S = P ∗ Σ
the skew monoid ring defined by Σ over P that is S is the free P -module with
(left) basis Σ and the multiplication is defined by the identity σf = σ(f)σ, for all
f ∈ P, σ ∈ Σ. If Σ 6= {id} then S is a non-commutative K-algebra where the ring
P and the monoid Σ are embedded. Note that if Σ = 〈σ〉 with σ : P → P a map of
infinite order one has that S ≈ P [s;σ], the skew polynomial ring in the variable s
and coefficients in P defined by the endomorphism σ. Moreover, if P is a domain
and all maps in Σ are injective then S is also a domain. To simplify notations, we
denote fσ = σ(f) for any f ∈ P, σ ∈ Σ.
Definition 2.1. Let M be a P -module. We call M a Σ-invariant module if there
is a monoid homomorphism ρ : Σ → EndK(M) such that ρ(σ)(fx) = fσρ(σ)(x),
for all f ∈ P, x ∈ M and σ ∈ Σ. We denote as usual σ · x = ρ(σ)(x). If M,M ′
are Σ-invariant modules and ϕ :M →M ′ is a P -module homomorphism such that
ϕ(σ · x) = σ ·ϕ(x) for all x ∈M,σ ∈ Σ, then the map ϕ is called a homomorphism
of Σ-invariant modules.
Proposition 2.2. The category of Σ-invariant P -modules is equal to the category
of left S-modules.
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Proof. Let M be a left S-module. Then M is a P -module since P ⊂ S. By restric-
tion to Σ ⊂ S, one has a monoid homomorphism ρ : Σ→ EndK(M). Moreover we
have σ · (fx) = (σf) · x = (fσσ) · x = fσ(σ · x), for all f ∈ P, x ∈ M and σ ∈ Σ.
Let now M be a Σ-invariant P -module. We can define a left S-module structure
by putting (
∑
i fiσi) · x =
∑
i fi(σi · x) with fi ∈ P, σi ∈ Σ and x ∈M . Consider a
homomorphism ϕ : M → M ′ of Σ-invariant modules. Since ϕ is P -linear, one has
ϕ((
∑
i fiσi) · x) =
∑
i fiϕ(σi · x) =
∑
i fi(σi · ϕ(x)) = (
∑
i fiσi) · ϕ(x). 
Let M be a left S-module and let G = {gi} ⊂M be a generating set of M . Note
that x ∈ M if and only if x =
∑
i,σ fiσσ · gi with fiσ ∈ P that is M is generated
by Σ · G = {σ · gi}i,σ as P -module. We want now to describe homogeneous bases
for graded two-sided ideals of S. In fact, the algebra S has a natural grading over
the monoid Σ that is S =
⊕
σ∈Σ Sσ and SσSτ ⊂ Sστ where Sσ = Pσ. Note that
Sid = P , all Sσ are P -submodules of S and Sστ = Sστ .
Proposition 2.3. Let J ⊂ S be a graded (two-sided) ideal and let G ⊂ J be a set
of homogeneous elements. Then G is a generating set of J if and only if GΣ is a
left basis of J that is ΣGΣ is a basis of J as P -module.
Proof. Assume G = {giσi} with gi ∈ P, σi ∈ Σ, for all i. Let pi, qi ∈ S with qi =∑
σ qiσσ and qiσ ∈ P . It is sufficient to note that
∑
i pigiσiqi =
∑
i,σ pigiσiqiσσ =∑
i,σ piq
σi
iσgiσiσ. 
Corollary 2.4. Let f, g ∈ S and let g be a homogeneous element. Then, one has
that f = pgq with p, q ∈ S if and only if f belongs to the (graded) left ideal generated
by {gσ}σ∈Σ.
3. Monomial orderings and Gro¨bner bases
Denote N = {0, 1, . . .} the set of non-negative integers and let X = {x0, x1, . . .}
be a countable set. From now on, we make the assumption that P = K[X ] is a
commutative polynomial ring in the variables set X . Starting from Section 6 we will
assume in particular that this set has the form X ×N. Moreover, we fix σ : P → P
an algebra homomorphism of infinite order and define the monoid Σ = 〈σ〉 ≈ N.
Then, the skew monoid ring S = P ∗ Σ is isomorphic to the skew polynomial ring
P [s;σ] and we identify Σ = {σi} with the monoid {si} of powers of the variable s.
Note that S is a free P -module of infinite rank. We denote f s
i
= fσ
i
= σi(f), for
all f ∈ P, i ≥ 0. Moreover, a homogeneous element f ∈ Si = Psi for some i is also
called s-homogeneous and we put degs(f) = i. Note finally that in the theory of
difference ideals [23], the ring S is called ring of ordinary difference operators over
P .
Denote by Mon(P ) the set of all monomials of P (including 1). Clearly, Mon(P )
is a multiplicative K-basis of P that is mn ∈ Mon(P ) for all m,n ∈ Mon(P ).
By definition of S, a K-basis of such algebra is given by the elements msi where
m ∈ Mon(P ) and i ≥ 0 is an integer. We call such elements the monomials of S
and we denote the set of them as Mon(S). Clearly Mon(P ) ⊂ Mon(S). Note that
Mon(S) is in fact the “monomial basis” of S as a free P -module.
In what follows, we assume also that the endomorphism σ : P → P is injective
andmonomial that is it stabilizes the set Mon(P ). In other words, {σ(xi)} is a set of
algebraically independent monomials. Since P is a domain, it follows that S is also
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a domain and the K-basis Mon(S) is multiplicative since msinsj = mnsisi+j 6= 0,
for all m,n ∈Mon(P ) and i, j ≥ 0.
We want to study now some divisibility relations in Mon(S). Let f, g ∈ S. We
say that f left-divides g if there is a ∈ S such that g = af . Clearly, left divisibility
is a partial ordering (up to units). Since σ is a monomial injective map, one has
that if f, g ∈ Mon(S) then also a ∈Mon(S).
Proposition 3.1. Let v = msi, w = nsj ∈ Mon(S) with m,n ∈ Mon(P ). Then v
left-divides w if and only if i ≤ j and ms
j−i
| n.
Proof. Let a = psk ∈ Mon(S) with p ∈ Mon(P ) such that nsj = pskmsi =
pms
k
sk+i. Then, we have that j − i = k ≥ 0 and ms
k
| n. 
Note that S has also a free P -module structure and so Mon(S) inherits another
notion of divisibility. Precisely, let v, w ∈ Mon(S). We say that v P -divides w
if degs(v) = degs(w) and there is a ∈ Mon(P ) such that w = av. Clearly P -
divisibility is a partial ordering and one has the following result.
Proposition 3.2. Let v, w ∈ Mon(S). Then v left-divides w if and only if skv
P -divides w for some k ≥ 0.
Note that left divisibility coincides with P -divisibility when the monomials have
the same s-degree. If there are v, w, a, b ∈ Mon(S) such that w = avb we say that
v (two-sided) divides w. It is easy to prove that such divisibility is also a partial
ordering.
Proposition 3.3. Let v, w ∈ Mon(S). Then w is a multiple of v if and only if
there is j ≥ 0 such that w is a left multiple of vsj, that is w is a P -multiple of sivsj
for some i, j ≥ 0.
Proof. Since monomials are s-homogeneous elements of S, by applying Corollary
2.4 we obtain that w is a multiple of v if and only if w belongs to the (graded) left
ideal generated by {vsj}j≥0. Clearly, this happens when w is a left multiple of vsj
for some j. 
We start now considering monomial orderings.
Definition 3.4. Let ≺ be a total ordering on the set Mon(S). We call ≺ a mono-
mial ordering of S if it satisfies the following conditions
(i) ≺ is a well-ordering, that is every non-empty set of Mon(S) has a minimal
element;
(ii) ≺ is compatible with multiplication, that is if v ≺ w then pvq ≺ pwq, for all
v, w, p, q ∈Mon(S).
It follows immediately that 1  w for any w ∈ Mon(S) and if w = pvq with
p 6= 1 or q 6= 1 then v ≺ w for all v, w, p, q ∈ Mon(S). Note that the above
conditions agree with general definitions of orderings on K-bases of associative
algebras that provide a Gro¨bner basis theory (see for instance [16, 24]). The same
conditions define monomial orderings of the free algebras K〈X〉 and K[X ]. Note
that such algebras can be endowed with a monomial ordering even if the set of
variables X is countable. This is provided by the Higman’s lemma [19] which
implies that any multiplicatively compatible total ordering of the monomials such
that 1 ≺ x0 ≺ x1 ≺ . . . is a monomial ordering. Recall that f s stands for σ(f) for
any f ∈ P .
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Definition 3.5. Let ≺ be a monomial ordering on P . We call σ compatible with
≺ if σ is a strictly increasing map when restricted to Mon(P ), that is m ≺ n implies
that ms ≺ ns for all m,n ∈Mon(P ).
The following result is based essentially on Remark 3.2 in [3].
Proposition 3.6. Assume σ be compatible with ≺. Then σ is not an automorphism
and m  ms, for all m ∈ Mon(P ).
Proof. Since σ 6= id, there is m ∈ Mon(S) such that m 6= ms. If m ≻ ms, by
compatibility of σ one gets an infinite descending chain m ≻ ms ≻ ms
2
≻ . . . which
contradicts the condition that ≺ is a well-ordering. We conclude that m ≺ ms.
Assume that σ has the inverse σ−1. By applying σ, from ms
−1
≺ ns
−1
it follows
that m ≺ n. Since σ−1 is injective, we have therefore that m ≺ n implies that
ms
−1
≺ ns
−1
. Now, by compatibility of σ−1 we obtain m ≺ ms
−1
which contradicts
m ≺ ms. 
There are many endomorphisms σ with are compatible with usual monomial
orderings on P like lex, degrevlex, etc. For instance, we have the following maps.
• σ(xi) = xf(i) for any i, where f : N → N is a strictly increasing map. Such
maps have been considered in [3]. In particular, one may define the shift
operator σ(xi) = xi+1 which is used in difference algebra.
• σ(xi) = xei for any i, with e > 1. This map has been considered in [30].
Proposition 3.7. Let ≺ be a monomial ordering on S. Then σ is compatible with
the restriction of ≺ to Mon(P ). Moreover, for any m,n ∈Mon(P ) and i, j ≥ 0 one
has that msi ≺ nsj implies that m ≺ n or i < j.
Proof. Suppose m ≺ n with m,n ∈ Mon(P ). Then sm ≺ sn that is mss ≺ nss.
If ms  ns then mss  nss which is a contradiction. We conclude that ms ≺ ns.
Now, assume that m  n and i ≥ j. We have msi  msj  nsj . 
Assume now σ be compatible with a monomial ordering ≺ of P . We define a
total ordering on Mon(S) by putting msi ≺′ nsj if and only if i < j, or i = j and
m ≺ n, for all m,n ∈Mon(P ) and i, j ≥ 0. Clearly, the restriction of ≺′ to Mon(P )
is ≺.
Proposition 3.8. The ordering ≺′ is a monomial ordering on S that extends ≺.
Proof. Clearly, an infinite descending sequence in Mon(S) implies an infinite de-
scending sequence in Mon(P ) which contradicts the condition that ≺ is a well-
ordering. Let msi, nsj ∈ Mon(S) and suppose msi ≺ nsj that is i < j, or i = j and
m ≺ n. Let qsk ∈ Mon(S) and consider right multiplications msiqsk = mqs
i
si+k
and nsjqsk = nqs
j
sj+k. If i < j then i + k < j + k. If i = j and m ≺ n then
mqs
i
≺ nqs
i
= nqs
j
. We conclude in both cases that mqs
i
si+k ≺ nqs
j
sj+k. For
left multiplications qskmsi = qms
k
sk+i and qsknsj = qns
k
sk+j , note that m ≺ n
implies that ms
k
≺ ns
k
. Then, one may argue in a similar way as for right multi-
plications. 
Clearly, a byproduct of Proposition 3.7 and Proposition 3.8 is that there exist
monomial orderings on the skew polynomial ring S if and only if σ is compatible
with a monomial ordering of P . Note that ≺′ is well-known as module ordering
when we consider S as a free P -module. Moreover, by Proposition 3.7 it follows
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also that the monomial ordering of S is uniquely defined by the one of P when one
compares monomials of the same s-degree.
From now on, we assume S be endowed with a monomial ordering ≺.
Definition 3.9. Let f ∈ S, f =
∑
i αimis
i with mi ∈ Mon(P ), αi ∈ K∗. Then,
we denote lm(f) = mks
k = max≺{misi}, lc(f) = αk and lt(f) = lc(f)lm(f). If
G ⊂ S we put lm(G) = {lm(f) | f ∈ G, f 6= 0}. We denote as LM(G) and LMl(G)
respectively the two-sided ideal and the left ideal of S generated by lm(G). Moreover,
we denote by LMP (G) the P -submodule of S generated by lm(G).
Proposition 3.10. Let J be an ideal (respectively left ideal) of S. Then, the set
{w+J | w ∈Mon(S)\LM(J)} (resp. {w+J | w ∈Mon(S)\LMl(J)}) is a K-basis
of the space S/J . If J ⊂ S is a P -submodule, in the same way one defines the
K-basis {w + J | w ∈Mon(S) \ LMP (J)}.
Proof. Let w ∈ Mon(S). By induction on the monomial ordering of S, we can
assume that for any monomial v ∈ Mon(S) such that v ≺ w there is a polynomial
f ∈ S belonging to the span of N = Mon(S) \ LM(J) such that v − f ∈ J . If
w /∈ N then there is g ∈ J such that w = plm(g)q with p, q ∈ Mon(S). Therefore
f = w− (1/lc(g))pgq is such that lm(f) ≺ w and by induction f − f ′ ∈ J for some
f ′ ∈ 〈N〉K . We conclude that w − f ′ ∈ J . Finally if f ∈ N ∩ J then necessarily
f = 0. Mutatis mutandis one proves the remaining assertions. 
Definition 3.11. Let J be an ideal (respectively left ideal) of S and G ⊂ J . We
call G a Gro¨bner basis (resp. left basis) of J if LM(G) = LM(J) (resp. LMl(G) =
LMl(J)). As usual, if J is a P -submodule of S then G is a Gro¨bner P -basis of J
when LMP (G) = LMP (J).
Proposition 3.12. Let J be an ideal (respectively left ideal) of S and G ⊂ J . The
following conditions are equivalent:
(i) G is a Gro¨bner basis (resp. left basis) of J ;
(ii) for any f ∈ J , one has a Gro¨bner representation of f with respect to G
that is f =
∑
i figihi (resp. f =
∑
i figi) with lm(f)  lm(fi)lm(gi)lm(hi)
(resp. lm(f)  lm(fi)lm(gi)) and fi, hi ∈ S, for all i.
A similar characterization holds for Gro¨bner P -bases.
Proof. It follows immediately by the reduction process which is implicit in the proof
of Proposition 3.10. 
Proposition 3.13. Let J be a graded ideal of S and G ⊂ J be a subset of s-
homogeneous elements. The following conditions are equivalent:
(i) G is a Gro¨bner basis of J ;
(ii) GΣ is a Gro¨bner left basis of J ;
(iii) ΣGΣ is a Gro¨bner P -basis of J .
Proof. Assume G = {gi} is a Gro¨bner basis of J and put di = degs(gi). If f ∈ J
then one has f =
∑
i figihi where fi, hi ∈ S and lm(f)  lm(fi)lm(gi)lm(hi),
for all i. Decompose hi =
∑
j hijs
j with hij ∈ P for any i, j. Then, we have
lm(f)  lm(fi)lm(gi)lm(hij)sj , for all i, j. Since lm(gi) has s-degree di, one obtains
lm(fi)lm(gi)lm(hij)s
j = lm(fi)lm(hij)
sdi lm(gis
j). Moreover, as in Proposition 2.3,
we have f =
∑
i,j figihijs
j =
∑
i,j fih
sdi
ij gis
j . From σ compatible with ≺ it follows
8 R. LA SCALA AND V. LEVANDOVSKYY
that lm(hs
di
ij ) = lm(hij)
sdi and hence f has a left Gro¨bner representation with
respect to GΣ, that is this set is a left Gro¨bner basis of J . The rest of the proof is
straightforward. 
4. Buchberger algorithm
After Proposition 3.13, in order to obtain a homogeneous Gro¨bner basis G of a
(two-sided) graded ideal J ⊂ S one has to start with a homogeneous generating
set H and consider the P -basis H ′ = ΣH Σ. Then, one should transform H ′ into
a homogeneous Gro¨bner P -basis G′ of J and finally reduce G′ as G′ = ΣGΣ with
G ⊂ J . Apart with problems concerning termination of the module Buchberger
algorithm (P is not Noetherian and S is a P -module of countable rank) that we
will show solvable for the truncated algorithm up to some s-degree (see Proposition
4.7), it is more desirable to have a procedure able to compute G without actually
considering all elements of G′. To obtain this, we need an additional requirement
for the endomorphism σ.
Note that, since σ : P → P is a ring homomorphism, such map is increasing
with respect to the divisibility relation in P , that is f | g implies that f s | gs and
in this case (g/f)s = gs/f s with f, g ∈ P .
Proposition 4.1. The following conditions are equivalent:
(a) gcd(xsi , x
s
j) = 1, for all i 6= j;
(b) gcd(ms, ns) = gcd(m,n)s, for all m,n ∈Mon(P ).
Moreover, in this case one has m | n if and only if ms | ns and lcm(ms, ns) =
lcm(m,n)s with m,n ∈ P . In other words, σ is a lattice homomorphism with
respect to the divisibility relation in Mon(P ).
Proof. Assume (a) and let m,n ∈ Mon(P ) such that gcd(m,n) = 1. If m =
xi1 · · ·xik and n = xj1 · · ·xjl then m
s = xsi1 · · ·x
s
ik
and ns = xsj1 · · ·x
s
jl
with
{i1, . . . , ik} ∩ {j1, . . . , jl} = ∅. Since gcd(xsi , x
s
j) = 1 for all i 6= j, we conclude that
gcd(ms, ns) = 1. Assume now gcd(m,n) = u and hence gcd(m/u, n/u) = 1. Then
gcd(ms/us, ns/us) = gcd((m/u)s, (n/u)s) = 1 and therefore gcd(ms, ns) = us that
is (b) holds. Suppose ms | ns that is ms = gcd(ms, ns) = gcd(m,n)s. Since
σ is injective we have that m = gcd(m,n) that is m | n. Moreover, one ob-
tains lcm(m,n)s = (mn/ gcd(m,n))s = (mn)s/ gcd(m,n)s = msns/ gcd(ms, ns) =
lcm(ms, ns) for all m,n ∈Mon(P ). 
Definition 4.2. We say that σ is compatible with divisibility in Mon(P ) if for all
i 6= j, one has gcd(xsi , x
s
j) = 1 that is the variables occuring in the monomials x
s
i , x
s
j
are disjoint.
Note that if a monomial endomorphism of P is compatible with divisibility then it
is automatically injective since the monomials xsi are algebraically independent. Let
| be the divisibility relation and ≺ a monomial ordering on Mon(P ). Throughout
the rest of the paper, we make the assumption that the monomial endomorphism
σ : P → P is compatible both with | and with ≺.
We recall now some basic results in the theory of module Gro¨bner bases by
applying them to the free P -module S whose (left) free basis is Σ = {si}i≥0.
Consider f, g ∈ S \ {0} two elements whose leading monomials have the same
s-degree (component), that is lm(f) = msi, lm(g) = nsi with m,n ∈ Mon(P )
and i ≥ 0. If we put lc(f) = α, lc(g) = β and l = lcm(m,n), one defines the
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S-polynomial spoly(f, g) = (l/αm)f − (l/βn)g. Clearly spoly(f, g) = −spoly(g, f)
and spoly(f, f) = 0.
Proposition 4.3 (Buchberger criterion). Let G be a generating set of a P -submo-
dule J ⊂ S. Then G is a Gro¨bner basis of J if and only if for all f, g ∈ G \ {0}
such that degs(lm(f)) = degs(lm(g)), the S-polynomial spoly(f, g) has a Gro¨bner
representation with respect to G.
Usually the above result, see for instance [10, 17], is stated when P is a polyno-
mial ring with a finite number of variables and S is a P -module of finite rank. In
fact such assumptions are not needed since Noetherianity is not used in the proof,
but only the existence of a monomial ordering for the ring P and the free module
S. See also the comprehensive Bergman’s paper [2] where the “Diamond Lemma”
is proved without any restriction on the finiteness of the variable set. In the fol-
lowing results we show how the Buchberger criterion, and hence the corresponding
algorithm, can be reduced up to the symmetry defined by the monoid Σ on S.
Lemma 4.4. Let f, g ∈ S \ {0} and let i ≤ j such that degs(lm(f)) + i =
degs(lm(g)) + j. Then spoly(s
if, sjg) = sispoly(f, sj−ig) and spoly(fsi, gsj) =
spoly(f, gsj−i)si.
Proof. Let lt(f) = αmsk, lt(g) = βnsl with α, β ∈ K∗ and m,n ∈ Mon(P ). Then
lt(sif) = αms
i
si+k, lt(sjg) = βns
j
sj+l and lt(sj−ig) = βns
j−i
sj−i+l. By compati-
bility of σ with divisibility in Mon(P ), if q = lcm(m,ns
j−i
) then lcm(ms
i
, ns
j
) = qs
i
.
Therefore h = spoly(f, sj−ig) = (q/αm)f − (q/βns
j−i
)sj−ig and hence we have
sih = (qs
i
/αms
i
)sif − (qs
i
/βns
j
)sjg = spoly(sif, sjg).
Note now that lt(fsi) = αmsi+k, lt(gsj) = βnsj+l and lt(gsj−i) = βnsj−i+l. If
q = lcm(m,n) and h = spoly(f, gsj−i) = (q/αm)f − (q/βn)gsj−i we have simply
that hsi = (q/αm)fsi − (q/βn)gsj = spoly(fsi, gsj). 
Proposition 4.5 (Two-sided Σ-criterion). Let G be an s-homogeneous basis of
a graded two-sided ideal J ⊂ S. Then G is a Gro¨bner basis of J if and only
if for all f, g ∈ G \ {0} and for any i, j ≥ 0, the S-polynomials spoly(f, sigsj)
(degs(f) = degs(g) + i+ j) and spoly(fs
i, sjg) (degs(f) + i = degs(g) + j) have a
Gro¨bner representation with respect to ΣGΣ.
Proof. By Proposition 3.13 we have to prove that G′ = ΣGΣ is a Gro¨bner ba-
sis of J as P -module, that is G′ is P -basis of J and the S-polynomials h =
spoly(sifsk, sjgsl) have a Gro¨bner representation with respect to G′ for all f, g ∈
G \ {0} and for any i, j, k, l ≥ 0 such that degs(f) + i+ k = degs(g) + j + l. Since
G is a homogeneous basis of J as two-sided ideal, from Proposition 2.3 it follows
that G′ is a generating set of J ′ as P -module. Consider now all possibilities i ≤ j
or i ≥ j and k ≤ l or k ≥ l and apply Lemma 4.4. If i ≤ j, k ≤ l one has
h = sispoly(f, sj−igsl−k)sk, if i ≤ j, k ≥ l then h = sispoly(fsl−k, sj−ig)sl, and so
on. Then, assume that a S-polynomial h = spoly(f, g), with f, g ∈ G′ \ {0}, has
a Gro¨bner representation with respect to G′ as P -basis of J , that is h =
∑
i figi
with fi ∈ P, gi ∈ G′ and lm(h) ≥ lm(fi)lm(gi), for all i. We have to prove that
skhsl has also a Gro¨bner representation with respect to G′ for any k, l ≥ 0. One
has that skhsl =
∑
i f
sk
i s
kgis
l and lm(skhsl) = sklm(h)sl ≥ sklm(fi)lm(gi)sl =
lm(fi)
sksklm(gi)s
l = lm(f s
k
i )lm(s
kgis
l). Since skgis
l ∈ G′ = ΣGΣ, one obtains
that skhsl has a Gro¨bner representation with respect to G′. 
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A criterion similar to Proposition 4.5 holds clearly for Gro¨bner left bases of left
ideals of S where no restrictions about the s-homogeneity of bases and ideals are
needed.
Proposition 4.6 (Left Σ-criterion). Let G be a basis of a left ideal J ⊂ S. Then
G is a Gro¨bner basis of J if and only if for all elements f, g ∈ G \ {0} such that
i = degs(lm(f)) − degs(lm(g)) ≥ 0, the S-polynomial spoly(f, s
ig) has a Gro¨bner
representation with respect to ΣG.
A standard procedure in the (module) Buchberger algorithm is the following.
Algorithm 4.1 Reduce
Input: f ∈ S and G ⊂ S.
Output: h ∈ S such that f − h ∈ 〈G〉P and h = 0 or lm(h) /∈ LMP (G).
h := f ;
while h 6= 0 and lm(h) ∈ LMP (G) do
choose g ∈ G, g 6= 0 such that lm(g) P -divides lm(h);
h := h− (lt(h)/lt(g))g;
end while;
return h.
Note that if lt(g) = αmsi, lt(h) = βnsi with α, β ∈ K∗ and m,n ∈ Mon(P ),
by definition lt(h)/lt(g) = (αm)/(βn). Moreover, the termination of Reduce is
provided since ≺ is a well-ordering on Mon(S). In particular, even if G is an
infinite set, there are only a finite number of elements g ∈ G, g 6= 0 such that lm(g)
P -divides lm(h) and hence lm(g)  lm(h).
It is well-known that if Reduce(f,G) = 0 then f has a Gro¨bner representation
with respect to G. Moreover, if Reduce(f,G) = h 6= 0 then clearly we have
Reduce(f,G ∪ {h}) = 0. Therefore, from Proposition 4.5 it follows immediately
the correctness of the following algorithm.
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Algorithm 4.2 SkewGBasis
Input: H , an s-homogeneous basis of a graded two-sided ideal J ⊂ S.
Output: G, an s-homogeneous Gro¨bner basis of J .
G := H ;
B := {(f, g) | f, g ∈ G};
while B 6= ∅ do
choose (f, g) ∈ B;
B := B \ {(f, g)};
for all i, j ≥ 0 such that i+ j = degs(f)− degs(g) do
h := Reduce(spoly(f, sigsj),ΣGΣ);
if h 6= 0 then
B := B ∪ {(h, h), (h, k), (k, h) | k ∈ G};
G := G ∪ {h};
end if ;
end for;
for all i, j ≥ 0 such that j − i = degs(f)− degs(g) do
h := Reduce(spoly(fsi, sjg),ΣGΣ);
if h 6= 0 then
B := B ∪ {(h, h), (h, k), (k, h) | k ∈ G};
G := G ∪ {h};
end if ;
end for;
end while;
return G.
Clearly, all well-known criteria (product criterion, chain criterion, etc) can be
applied to SkewGBasis to shorten the number of S-polynomials to be considered.
In fact, this algorithm can be understood as the usual (module) Buchberger proce-
dure applied to the P -basis ΣH Σ, where an additional criterion to avoid “useless
pairs” is provided by Proposition 4.5. Note that owing to Proposition 4.6, one
has also a similar procedure for computing a Gro¨bner left basis of any left ideal of
S. Since the set ΣH Σ if infinite even if the basis H is eventually finite (S is a
non-Noetherian ring) one has that SkewGBasis does not admit general termina-
tion. In particular, the cycle “for all i, j ≥ 0 such that j − i = degs(f) − degs(g)
do” never stops unless one bounds the s-degree degs(f) + i = degs(g) + j. As for
other non-Noetherian structures like the free associative algebra that in fact can
be embedded in S (see Section 6), the termination of homogeneous Gro¨bner bases
computations can be obtained only under truncation.
Proposition 4.7. Let J ⊂ S be a graded two-sided ideal and fix d ≥ 0. Assume
that J has a s-homogeneous basis H such that Hd = {f ∈ H | degs(f) ≤ d} is
a finite set. Then, there exists an s-homogeneous Gro¨bner basis G of J such that
Gd is also finite. In other words, if we consider a selection strategy for the S-
polynomials based on their s-degree, we obtain that the d-truncated version of the
algorithm SkewGBasis terminates in a finite number of steps.
Proof. Denote H ′d = {s
ifsj | f ∈ Hd, i, j ≥ 0, i+j+degs(f) ≤ d}. Since Hd is finite
one has that H ′d is also finite. Then, consider Xd the finite set of variables of P
occurring in the elements of H ′d and define P
(d) = K[Xd] and S
(d) =
⊕
i≤d P
(d)si.
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In fact, the d-truncated algorithm SkewGBasis computes a subset of a Gro¨bner
basis of the P (d)-submodule J (d) ⊂ S(d) generated by H ′d. By Noetherianity of the
ring P (d) and the free P (d)-module S(d) which has finite rank, we clearly obtain
termination. 
Note that the above result implies algorithmic solution of the membership prob-
lem for graded ideals of S which are finitely generated up to any degree.
5. Σ-invariant ideals of P
In this section we define Gro¨bner bases of Σ-invariant ideals I ⊂ P which gener-
ates I up to the action of Σ. Moreover, if P can be endowed with a suitable grading,
we show how such bases can be computed in the algebra S for a class of graded
Σ-invariant ideals. As usual, we fix a monomial endomorphism σ : P → P which is
compatible both with the divisibility and a monomial ordering on Mon(P ) and we
extend this to an ordering on Mon(S). From Section 2 we know that Σ-invariant
ideals of P are just left S-submodules of P . Since we make use of identification
Σ = {si}, for all f ∈ P ⊂ S and for any i ≥ 0 one has that si · f = f s
i
= σi(f) and
sif = (si · f)si.
Definition 5.1. Let I ⊂ P be a Σ-invariant ideal and G ⊂ I. We say that G is a
Σ-basis of I if G is a basis of I as left S-module. In other words, Σ ·G is a basis
of I as P -ideal.
Proposition 5.2. Let G ⊂ P . Then lm(Σ ·G) = Σ · lm(G). In particular, if I is
a Σ-invariant P -ideal then LMP (I) is also Σ-invariant.
Proof. Since σ is compatible with the monomial ordering of P , it is sufficient to
note that lm(si · f) = si · lm(f) for any f ∈ P and i ≥ 0. 
Definition 5.3. Let I ⊂ P be a Σ-invariant ideal and G ⊂ I. We call G a Gro¨bner
Σ-basis of I if lm(G) is a basis of LMP (I) as left S-module. In other words, Σ ·G
is a Gro¨bner basis of I as P -ideal.
The computation of Gro¨bner Σ-bases of Σ-invariant P -ideals is relevant, for in-
stance, in applications to difference algebra (cf. [23], Chapter 3). Such computations
appear also in other contexts, see for instance [9] and [3]. Note that in the latter
paper Gro¨bner Σ-bases are named “equivariant Gro¨bner bases”.
In analogy with Proposition 4.5 and Proposition 4.6, we present here a Σ-
criterion that allows to reduce the number of S-polynomials to be checked to provide
that a Σ-basis is of Gro¨bner type.
Proposition 5.4 (Σ-criterion in P ). Let G be a Σ-basis of a Σ-invariant ideal
I ⊂ P . Then G is a Gro¨bner Σ-basis of I if and only if for all f, g ∈ G \ {0} and
for any i ≥ 0, the S-polynomial spoly(f, si · g) has a Gro¨bner representation with
respect to Σ ·G.
Proof. Consider any pair of elements si · f, sj · g ∈ Σ · G (f, g ∈ G) and let i ≤ j.
By compatibility of σ with divisibility in Mon(P ) (cf. Lemma 4.4), one has that
spoly(si ·f, sj ·g) = si · spoly(f, sk ·g) with k = j− i. Assume that spoly(f, sk ·g) =
h =
∑
l fl(s
l · gl) (fl ∈ P, gl ∈ G) is a Gro¨bner representation with respect to Σ ·G.
Since the endomorphism σ is compatible with the monomial ordering of P , we have
also the Gro¨bner representation spoly(si ·f, sj ·g) = si ·h =
∑
l(s
i ·fl)(s
i+l ·gl). 
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Note that some version of this criterion can be found in [3], Theorem 2.5, where it
is called “equivariant Buchberger criterion”. Before than this, the same ideas have
been used in [22] for the Proposition 3.11. From this criterion it follows immediately
the correctness of the following algorithm.
Algorithm 5.1 SigmaGBasis
Input: H , a Σ-basis of a Σ-invariant ideal I ⊂ P .
Output: G, a Gro¨bner Σ-basis of I.
G := H ;
B := {(f, g) | f, g ∈ G};
while B 6= ∅ do
choose (f, g) ∈ B;
B := B \ {(f, g)};
for all i ≥ 0 do
h := Reduce(spoly(f, si · g),Σ ·G);
if h 6= 0 then
B := B ∪ {(h, h), (h, k), (k, h) | k ∈ G};
G := G ∪ {h};
end if ;
end for;
end while;
return G.
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As for the algorithm SkewGBasis, all criteria to avoid useless pairs can be
added to SigmaGBasis. Note that termination of this algorithm is not provided
in general (note the infinite cycle “for all i ≥ 0 do”) and this is, in fact, one of
the main problems in applications to differential/difference algebra. Nevertheless,
in what follows we describe some class of Σ-invariant ideals of P where a truncated
version of the algorithm SigmaGBasis stops in a finite number of steps. Such
ideals are in bijective correspondence with a class of graded (two-sided) ideals of S
which have truncated termination of SkewGBasis provided by Proposition 4.7.
Consider now the P -module homomorphism pi : S → P such that si 7→ 1, for
all i. Clearly pi is a left S-module epimorphism whose kernel is the left ideal of S
generated by s− 1.
Definition 5.5. Let J be a graded ideal of S and put JP = pi(J). Clearly JP is a
Σ-invariant ideal of P .
Proposition 5.6. Let J ⊂ S be a graded ideal. If G is a homogeneous basis of J
then GP = pi(G) is a Σ-basis of JP .
Proof. Since the map pi is a left S-module homomorphism, it is sufficient to note
that GΣ is a left basis of J and pi(GΣ) = pi(G) = GP . 
We introduce now a grading on the algebra P which is compatible with action
of Σ. We start extending the structure (N,max,+) in the following way.
Definition 5.7. Let −∞ be an element disjoint by N and put Nˆ = {−∞} ∪ N.
Then, we define a commutative idempotent monoid (Nˆ,max) with identity −∞ that
extends (N,max) (with identity 0) by imposing that max(−∞, x) = x for any x ∈ Nˆ.
Moreover, we define a commutative monoid (Nˆ,+) with identity −∞ extending the
monoid (N,+) by putting −∞+x = −∞, for all x ∈ Nˆ. Since + clearly distributes
over max, one has that (Nˆ,max,+) is a commutative idempotent semiring, also
known as commutative dioid or max-plus algebra [14].
Note that if σ−∞ ∈ EndK(P ) is the map such that xi 7→ 0 for any xi ∈ X ,
then Σˆ = {σ−∞} ∪ Σ is a commutative monoid isomorphic to (Nˆ,+). Denote now
M = Mon(P ) the set of monomials of the polynomial ring P .
Definition 5.8. A mapping w : M → Nˆ such that for all m,n ∈ M and xi ∈ X
one has
(i) w(1) = −∞;
(ii) w(mn) = max(w(m),w(n));
(iii) w(s · xi) = 1 + w(xi).
is called a weight function of P endowed with σ.
Note that if m = xi1 · · ·xid 6= 1 with w(xi1) ≤ . . . ≤ w(xid) then w(m) = w(xid).
Moreover, the condition (iii) implies that w(si ·m) = i+w(m) for all i ∈ Nˆ,m ∈M
and hence si · m = m if and only if m = 1 or i = 0. We put Mi = {m ∈ M |
w(m) = i} for all i ∈ Nˆ and define Pi ⊂ P the subspace spanned by Mi. We have
that P−∞ = K. Clearly P =
⊕
i∈Nˆ
Pi is a grading of the algebra P defined by
the monoid (Nˆ,max) by means of the function w. Then, an element f ∈ Pi is said
w-homogeneous of weight i.
In what follows, we assume that P is endowed with a weight function. In fact,
such functions are easily to define. Consider for instance the polynomial ring P =
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K[X × N] and denote xi(j) each variable (xi, j) ∈ X × N. Let σ : P → P be
the algebra monomorphism of infinite order such that σ(xi(j)) = xi(j + 1), for
all i, j. Clearly σ is a monomial map compatible with divisibility in Mon(P ) and
many usual monomial orderings on P , like lex, degrevlex, etc, are compatible with
σ. For the algebra P endowed with the map σ we can clearly define the weight
function w(xi(j)) = j. In Section 6 we show how to embed the free associative
algebra K〈X〉 into the skew polynomial ring defined by P and the monoid Σ = 〈σ〉.
Moreover, if we put xi(j) = σ
j(ui) where xi(0) = ui = ui(t) is a set of (algebraically
independent) univariate functions and σ is the shift operator ui(t) 7→ ui(t+h) then
P = K[X × N] is by definition the ring of ordinary difference polynomials with
constant coefficients in the field K (see [23]). Such algebra is used to study systems
of (ordinary) difference equations for applications in combinatorics or discretization
of systems of differential equations.
Definition 5.9. Let I be an ideal of P . We call I w-graded if I =
∑
i Ii with
Ii = I ∩ Pi for any i ∈ Nˆ.
Define now the skew monoid ring Sˆ = P ∗ Σˆ extending S = P ∗ Σ and let
pˆi : Sˆ → P the left Sˆ-module epimorphism extending pi that is si 7→ 1, for all i ∈ Nˆ.
The existence of a weight function for P implies that one has also a mapping
ξ : P → Sˆ such that pˆiξ = id.
Proposition 5.10. Define ξ : P → Sˆ the homogeneous injective map such that
f 7→
∑
i∈Nˆ
fis
i, for all f =
∑
i∈Nˆ
fi ∈ P . Then ξ is a Σˆ-equivariant map.
Proof. For all i, j ∈ Nˆ and f ∈ Pj one has that si ·f ∈ Pi+j and therefore ξ(si ·f) =
(si · f)si+j = sifsj = siξ(f). 
Let I ⊂ P be a w-graded Σ-invariant ideal and consider ξ(I) ⊂ Sˆ. Note that if
I 6= P then I−∞ = 0 and the set ξ(I) is in fact contained in S. Then, to get rid of
the symbol −∞ we restrict ourselves to ideals not containing constants.
Definition 5.11. Let I ( P be a w-graded Σ-invariant ideal of P . Denote by
IS the graded (two-sided) ideal of S generated by ξ(I) ⊂ S. In other words, if we
put G = ξ(
⋃
i≥0 Ii) = {fs
i | f ∈ Ii, i ≥ 0} then IS is the left ideal generated by
GΣ = {fsj | f ∈ Ii, j ≥ i ≥ 0} or equivalently IS has the basis GΣ = ΣGΣ as
P -submodule of S. We call IS the skew analogue of I.
Proposition 5.12. Let I ( P be a w-graded Σ-invariant ideal. Then ISP = I,
that is there is a bijective correspondence between all w-graded Σ-invariant ideals
different from P and their skew analogues in S.
Proof. Put J = ISP = pi(IS). For any f ∈ Ii and j ≥ i we have clearly pi(fsj) = f .
Since the elements fsj are a left basis of IS , the ideal I is Σ-invariant and pi is a
left S-module homomorphism, we have that J ⊂ I. Moreover, the elements f ∈ Ii
are a basis of I =
∑
i Ii and one has also that I ⊂ J . 
The next propositions need the following lemmas.
Lemma 5.13. If sk ·m divides n, with m,n ∈M , then w(n)− k ≥ w(m).
Proof. Since n = q(sk ·m) with q ∈M , we have w(n) ≥ w(sk ·m) = k+w(m). 
Lemma 5.14. Let m,n ∈ M and put l = lcm(m,n). Then, one has that w(l) =
max(w(m),w(n)).
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Proof. By property (ii) of Definition 5.8, it is sufficient to note that max is an
idempotent operation and hence the weight of a monomial depends only on the
variables occurring in the support. 
Proposition 5.15. Let I ( P be a w-graded Σ-invariant ideal, then IS is a graded
ideal of S. Let G =
⋃
iGi be a w-homogeneous Σ-basis of I that is Gi ⊂ Ii. Then
GS = ξ(G) = {fsi | f ∈ Gi, i ≥ 0} is an s-homogeneous basis of IS.
Proof. Consider the elements fsj with f ∈ Ii, j ≥ i which form a left basis of I
S .
Since G is a Σ-basis, one has f =
∑
k fk(s
k · gk) with fk ∈ P, gk ∈ Gik . From
w(f) = i, by Lemma 5.13 we obtain that i − k ≥ ik. We have therefore that
fsj =
∑
k fk(s
k · gk)sksj−k =
∑
k fks
k(gks
j−k) with j − k ≥ i − k ≥ ik and hence
gks
j−k ∈ GS Σ, for all k. 
Note now that by Proposition 3.7 we have thatmsi ≺ nsi if and only ifm ≺ n, for
all m,n ∈M and for any i ≥ 0. In other words, if fsi (f ∈ P ) is an s-homogeneous
element of S then lm(fsi) = lm(f)si.
Lemma 5.16. Let I ( P be a w-graded Σ-invariant ideal. If G =
⋃
i Ii, by
definition IS is the graded ideal of S generated by GS = ξ(G). Then GS is an
s-homogeneous Gro¨bner basis of IS.
Proof. Let fsi, gsj ∈ GS Σ that is the w-homogeneous elements f, g ∈ G are such
that i ≥ w(f), j ≥ w(g). Assume i ≥ j and put k = i − j. By Proposition 4.6
we have to check for Gro¨bner representations of the S-polynomial spoly(fsi, skgsj)
with respect to ΣGS Σ. Since G is clearly a Gro¨bner Σ-basis of I, one has that the
S-polynomial spoly(f, sk ·g) has a Gro¨bner representation with respect to Σ ·G, say
h = spoly(f, sk ·g) =
∑
l fl(s
l ·gl) with fl ∈ P, gl ∈ G. Note that spoly(fsi, skgsj) =
hsi =
∑
l fl(s
l · gl)si. We have to prove now that i ≥ l + w(gl) for any l, because
in this case one has the Gro¨bner representation hsi =
∑
l fls
l(gls
i−l). In fact, by
Lemma 5.13 and Lemma 5.14 we have that max(w(f),w(g)) = w(h) ≥ l + w(gl).
Then, from i ≥ w(f) and i ≥ j ≥ w(g) one obtains the claim. 
Proposition 5.17. Let G ⊂
⋃
i≥0 Pi. Then lm(G)
S = lm(GS). Moreover, if I ( P
is a w-graded Σ-invariant ideal then LMP (I)
S = LM(IS).
Proof. If f ∈ Pi is a w-homogeneous element then w(lm(f)) = w(f) = i and
lm(f)si = lm(fsi). We obtain that lm(G)S = lm(GS). Consider now G =
⋃
i Ii.
By definition IS is the ideal of S generated by GS . Moreover, since I =
∑
i Ii one
has that lm(G) = lm(I) and hence LMP (I)
S is the ideal generated by lm(G)S =
lm(GS). Finally, by Lemma 5.16 one has that LM(IS) is the ideal of S generated
by lm(GS). 
Proposition 5.18. Let I ( P be a w-graded Σ-invariant ideal. Let G =
⋃
iGi be
a w-homogeneous Gro¨bner Σ-basis of I. Then, GS = ξ(G) is an s-homogeneous
Gro¨bner basis of IS.
Proof. By hypothesis lm(G) is a Σ-basis of LMP (I). Then lm(G
S) = lm(G)S is a
basis of LMP (I)
S = LM(IS) that is GS is a Gro¨bner basis of IS . 
Proposition 5.19. Let I ( P be a w-graded Σ-invariant ideal. If G is an s-
homogeneous Gro¨bner basis of IS then GP = pi(G) is a Gro¨bner Σ-basis of I.
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Proof. Let f ∈ Il for some l ≥ 0 and consider the element fsl ∈ IS . Since G
is an s-homogeneous Gro¨bner basis of IS , there is gsk ∈ G (g ∈ P, k ≥ 0) such
that lm(fsl) = qsilm(gsk)sj that is lm(f)sl = qsilm(g)sk+j = q(si · lm(g))sl with
q ∈ M and i + j + k = l. It follows that lm(f) = q(si · lm(g)) = qlm(si · g) with
g = pi(gsk) ∈ GP and we conclude that GP is a Gro¨bner Σ-basis of I. 
Note that Proposition 5.18 and Proposition 5.19 explain that there is a complete
equivalence between Gro¨bner bases computations for w-graded Σ-invariant ideals
I ( P and their skew analogues IS which are graded two-sided ideals of S. In
particular, Gro¨bner Σ-bases of I can be computed by the algorithm SkewGBasis
when applied to IS . Precisely, if H =
⋃
iHi is a w-homogeneous Σ-basis of I and
G = SkewGBasis(HS) then GP = pi(G) is a w-homogeneous Gro¨bner Σ-basis of
I. We may call this procedure SigmaGBasis2.
The following result provides algorithmic solution of the membership problem
for a class of Σ-invariant ideals. Note that such kind of results are quite rare, for
instance, in the theory of difference ideals.
Proposition 5.20. Let I ⊂ P be a w-graded Σ-invariant ideal and fix d ≥ 0.
Assume that I has a w-homogeneous basis H such that Hd = {f ∈ H | w(f) ≤ d}
is a finite set. Then, there is a w-homogeneous Gro¨bner Σ-basis G of I such that Gd
is also a finite set. In other words, if we consider for the algorithm SigmaGBasis
a selection strategy of the S-polynomials based on their weights, we obtain that the
d-truncated version of SigmaGBasis stops in a finite number of steps.
Proof. First of all, note that the algorithm SigmaGBasis essentially computes a
subset G of a Gro¨bner basis Σ ·G obtained by applying the Buchberger algorithm
to the basis Σ · H of I. Moreover, by property (iii) of Definition 5.8 and Lemma
5.14 the elements of Σ · H and hence of Σ · G are all w-homogeneous. Denote
H ′d = {s
i · f | i ≥ 0, f ∈ Hd, i + w(f) ≤ d}. Since H
′
d is also a finite set, consider
Xd the finite set of variables of P occurring in the elements of H
′
d and define
P (d) = K[Xd]. In fact, the d-truncated algorithm SigmaGBasis computes a subset
of a Gro¨bner basis of the ideal I(d) of P (d) generated by H ′d. By Noetherianity of
the ring P (d), we clearly obtain termination. 
Note that the above result can be obtained also by Proposition 4.7. In fact, if
I ( P is finitely Σ-generated up to weight d then IS is a graded ideal of S which
is finitely generated up to s-degree d. Precisely, if H =
⋃
iHi is a w-homogeneous
Σ-basis of I and the set
⋃
i≤dHi is finite for all d, then {fs
i | f ∈ Hi, i ≤ d} is also
a finite set that generates IS up to degree d.
6. The skew letterplace embedding
Denote N∗ = {1, 2, . . .} the set of positive integers and let X = {x1, x2, . . .} be
a finite or countable set of variables. We denote by xi(j) each element (xi, j) of
the product set X × N∗ and define P = K[X × N∗] the polynomial ring in the
commuting variables xi(j). Consider the algebra monomorphism of infinite order
σ : P → P such that xi(j) 7→ xi(j + 1) for all i, j. Note that σ is a monomial
map that is compatible with divisibility in Mon(P ). Then, put S = P [s;σ] the
skew polynomial ring in the variable s defined by P and σ. Finally, let F = K〈X〉
denote the free associative algebra generated by X . We consider F as a graded
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algebra with respect to the total degree. Recall that S =
⊕
i∈N Si is also a graded
algebra with Si = Ps
i.
Definition 6.1. Let A ⊂ S be a K-subalgebra. If A is spanned by a submonoid
M ⊂ Mon(S) then we call A a monomial subalgebra of S and we denote Mon(A) =
M . In this case, a monomial ordering of S can be restricted to A.
For instance, P is a monomial subalgebra of S. We have now a result about the
possibility to embed the free associative algebra F into the skew polynomial ring
S.
Proposition 6.2. The graded algebra homomorphism ι : F → S, xi 7→ xi(1)s is
injective. Then, the free associative algebra F is isomorphic to R = Im ι, a graded
monomial subalgebra of S.
Proof. It is sufficient to note that by the commutation rule of the variable s and
the definition of the endomorphism σ, any word xi1 · · ·xid ∈ Mon(F ) maps into
xi1(1) · · ·xid(d)s
d ∈ Mon(S). 
We call S the skew letterplace algebra and the algebra monomorphism ι the skew
letterplace embedding. In Section 7 we will give motivation for such names. Fix now
a monomial ordering ≺ on the algebra S that is σ is compatible with the restriction
of ≺ to Mon(P ). It is easy to show that many usual monomial orderings on P
(lex, degrevlex, etc) satisfy such condition. Recall that the existence of monomial
orderings for P is provided by the Higman’s lemma which implies the following
result (see for instance [1], Corollary 2.3 and remarks at beginning of page 5175).
Proposition 6.3. Let ≺ be a total ordering on the set Mon(P ) such that for all
m,n, t ∈ Mon(P ) one has 1  m and if m ≺ n then tm ≺ tn. Then ≺ is also
a well-ordering of Mon(P ) that is a monomial ordering of P if and only if the
restriction of ≺ to the variables set X × N∗ is a well-ordering.
Clearly, it is easy to assign well-orderings to the set X ×N∗ which is in bijective
correspondence to N2. Note that the algebra P has also a multigrading which is
defined as follows. If m = xi1 (j1) · · ·xid(jd) ∈ Mon(P ), then we denote ∂(m) =
µ = (µk)k∈N∗ where µk = #{α | jα = k}. If Pµ ⊂ P is the subspace spanned by all
monomials of multidegree µ then P =
⊕
µ Pµ is clearly a multigrading of the algebra
P . If µ = (µk) is a multidegree, we denote i ·µ = (µk−i)k∈N∗ where we put µk−i = 0
when k−i < 1. By definition of the map σ, if we denote Sµ,i = Pµsi one obtains that
S =
⊕
µ,i Sµ,i and Sµ,iSν,j ⊂ Sµ+(i·ν),i+j . The elements of each subspace Sµ,i ⊂ S
are said multi-homogeneous. An ideal J ⊂ S is called multigraded if J =
∑
µ,i Jµ,i
with Jµ,i = J ∩Sµ,i. In other words, the ideal J is generated by multi-homogeneous
elements. For any integer i ≥ 0 we denote by 1i the multidegree µ = (µk)k∈N∗ such
that µk = 1 if k ≤ i and µk = 0 otherwise. Clearly, a homogeneous element fsi ∈ S
(f ∈ P ) belongs to the graded subalgebra R if and only if f is multi-homogeneous
and ∂(f) = 1i. In other words, Ri = R ∩ Si = S1i,i = P1is
i.
Lemma 6.4. Let fsl ∈ S with f ∈ P a multi-homogeneous element and con-
sider fijs
i, gjs
j , hjks
k ∈ S where fij , gj , hjk ∈ P are multi-homogeneous elements
such that fsl =
∑
i+j+k=l fijs
igjs
jhjks
k. Then, from fsl ∈ R it follows that
fijs
i, gjs
j , hjks
k ∈ R, for all i, j, k.
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Proof. Clearly we have f =
∑
i+j+k=l fijg
si
j h
si+j
jk . Denote µ = ∂(fij), ν = ∂(g
si
j )
and ρ = ∂(hs
i+j
jk ) and put α = min{k | νk > 0} and β = min{k | ρk > 0}. By
definition of the map σ, one has that α ≥ i + 1 and β ≥ i + j + 1. If we assume
fsl ∈ R that is 1l = ∂(f) = µ + ν + ρ, then necessarily µ = 1i, ν = i · 1j and
ρ = (i + j) · 1k and hence ∂(fij) = 1i, ∂(gj) = 1j, ∂(hjk) = 1k. 
Proposition 6.5. Let I be a graded (two-sided) ideal of R ⊂ S and let J be
the extension of I to S that is J is the (multigraded) ideal generated by I in S.
If G is a multi-homogeneous basis of J then G ∩ R is a (homogeneous) basis of
I. In particular, the contraction J ∩ R is equal to I, that is there is a bijective
correspondence between all graded ideals of R and their extensions to S.
Proof. Consider fsl ∈ I ⊂ R (f ∈ P ) a homogeneous element and let G = {gjsj}
with gj ∈ P , gj multi-homogeneous. Since f is multi-homogeneous and G is a
basis of J ⊃ I, one has fsl =
∑
i+j+k=l fijs
igjs
jhjks
k with fij , hjk ∈ P , fij , hjk
multi-homogeneous. From Lemma 6.4 it follows immediately that all elements
fijs
i, gjs
j , hjks
k ∈ R that is G ∩R is a basis of I. 
Proposition 6.6. Let I ⊂ R be a graded ideal and let J ⊂ S be its extension. If
G ⊂ J is a multi-homogeneous Gro¨bner basis of J then G ∩ R is a homogeneous
Gro¨bner basis of I.
Proof. If fsl =
∑
i+j+k=l fijs
igjs
jhjks
k is a Gro¨bner representation in S of a
homogeneous element fsl ∈ I ⊂ J with respect to G = {gjsj}, then it is sufficient
to use the same argument of Proposition 6.5 to obtain that fsl has a Gro¨bner
representation in R with respect to G ∩R. 
We obtain finally an algorithm to compute Gro¨bner bases of graded two-sided
ideals of the subring R ⊂ S which is isomorphic to the free associative algebra F by
the map ι. Note that the considered monomial orderings on F are obtained as the
restriction of monomial orderings on S to the monomial subalgebra R. By applying
Proposition 6.6, the computation of homogeneous Gro¨bner bases in R is obtained
as a slight modification of the algorithm SkewGBasis for the ideals of S. It is
interesting to note that the latter procedure is in turn a variant of the Buchberger
algorithm for modules over commutative polynomial rings. Thus, we may say
that these computations in associative algebras are reduced to analogue ones over
commutative rings via the notion of skew polynomial ring (see also Section 7). This
reverses somehow the trivial fact that commutative algebras are just a subclass of
the associative ones.
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Algorithm 6.1 FreeGBasis2
Input: H , a homogeneous basis of a graded two-sided ideal I ⊂ R.
Output: G, a homogeneous Gro¨bner basis of I.
G := H ;
B := {(f, g) | f, g ∈ G};
while B 6= ∅ do
choose (f, g) ∈ B;
B := B \ {(f, g)};
for all i, j ≥ 0, i+ j = degs(f)− degs(g) and spoly(f, s
igsj) ∈ R do
h := Reduce(spoly(f, sigsj),ΣGΣ);
if h 6= 0 then
B := B ∪ {(h, h), (h, k), (k, h) | k ∈ G};
G := G ∪ {h};
end if ;
end for;
for all i, j ≥ 0, j − i = degs(f)− degs(g) and spoly(fs
i, sjg) ∈ R do
h := Reduce(spoly(fsi, sjg),ΣGΣ);
if h 6= 0 then
B := B ∪ {(h, h), (h, k), (k, h) | k ∈ G};
G := G ∪ {h};
end if ;
end for;
end while;
return G.
Note explicitely that conditions spoly(f, sigsj), spoly(fsi, sjg) ∈ R are equiva-
lent to ask that such multi-homogeneous elements of S have multidegrees of type
(1d, d), for some d ≥ 0.
Proposition 6.7. The algorithm FreeGBasis2 is correct.
Proof. Since G is multi-homogeneous implies that ΣGΣ is also multi-homogeneous,
the procedureReduce clearly preserves multi-homogeneity. Moreover, any element
f ∈ G (f /∈ H) is obtained by reduction of a S-polynomial, say h. Owing to
Proposition 6.6 we are interested only in the elements f ∈ R and this holds if and
only if h ∈ R. 
Assume now that the graded ideal I ⊂ R has a finite number of generators up
to some degree d > 0. Note that the d-truncated algorithm FreeGBasis2 has
termination provided by termination of SkewGBasis as stated in Proposition 4.7.
This generalizes a well-known result about algorithmic solution of the word problem
(membership problem) for finitely presented graded associative algebras.
7. Letterplace in P
As in Section 5, consider the P -linear map pi : S → P such that si 7→ 1, for
all i. Note now that ι′ = piι : F → P is an injective K-linear map such that
xi1 · · ·xid ∈ Mon(F ) 7→ xi1 (1) · · ·xid(d) ∈ Mon(P ). Recall that F =
⊕
i Fi is a
graded algebra with respect to total degree. Moreover, consider the weight map
w : Mon(P ) → Nˆ such that w(xi(j)) = j for all i, j ≥ 1 and the corresponding
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grading P =
⊕
i∈Nˆ
Pi defined by the monoid (Nˆ,max). Then, we have that ι
′ is
a homogeneous map (note K = F0 = P−∞ and P0 = 0) and ι = ξι
′ which is an
algebra homomorphism.
Definition 7.1. Let I ( F be a graded (two-sided) ideal. Denote by I ′ ( P the
w-graded Σ-invariant ideal Σ-generated by ι′(I). In other words, if G = {ι′(f) |
f ∈ Ii, i > 0} then I ′ is the ideal of P generated by Σ ·G. We call I ′ the letterplace
analogue of I.
Proposition 7.2. Let I ( F be a graded ideal and I ′ ( P its letterplace analogue.
Denote by J = I ′S the skew analogue of I ′ and call J the skew letterplace analogue
of I. We have that J is the extension to S of the ideal ι(I) ⊂ R. Then, there is a
bijective correspondence between all graded ideals of F and their (skew) letterplace
analogues.
Proof. Let J ′ be the extension of ι(I) to S. By definition J ′ is the ideal gener-
ated by the elements ι(f) = ι′(f)si, for all f ∈ Ii. Since I ′ is Σ-generated by
the w-homogeneous elements ι′(f) of weight i, we conclude that J = I ′S = J ′.
Moreover, the bijective correspondence between graded two-sided ideals of F and
their letterplace analogues in P is obtained by composing the bijections contained
in Proposition 5.12 and Proposition 6.5. 
The bijection between graded ideals of F and their letterplace analogues has
been introduced in [22] and called “letterplace correspondence”. The motivation
of such name is essentially historical since the linear map ι′ was first considered in
[11, 7]. Note that in these articles the endomorphism σ and the algebra embedding ι
were not introduced. The polynomial ring P was named there the “letterplace alge-
bra” because in the monomial ι′(xi1 · · ·xid) = xi1(1) · · ·xid(d) the indices 1, . . . , d
play the role of the “places” where the “letters” xi1 , . . . , xid occur in the word
xi1 · · ·xid ∈Mon(F ).
Fix now a monomial ordering ≺ on the algebra S that is σ is compatible with
the restriction of ≺ to Mon(P ). By restricting ≺ to R one obtains a monomial
ordering on F . Denote by V the image of the map ι′ that is V =
⊕
i Vi is a graded
subspace of P where Vi = P1i ⊂ Pi. Note that V is a left R-module isomorphic
to R ≈ F . In fact, V = pi(R) and the restriction pi : R → V has the restriction
ξ : V → R as its inverse. In [22] one has the following result which is now a direct
consequence of Proposition 5.18 and Proposition 6.6.
Proposition 7.3. Let I ( F be a graded ideal and denote by J ( P its letterplace
analogue. Then J is a multigraded (hence w-graded) Σ-invariant ideal of P . If G is
a multi-homogeneous (hence w-homogeneous) Gro¨bner Σ-basis of J then ι′−1(G∩V )
is a homogeneous Gro¨bner basis of I.
From this result and algorithm SigmaGBasis one obtains the correctness of the
following procedure which also has been introduced in [22].
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Algorithm 7.1 FreeGBasis
Input: H , a homogeneous basis of a graded two-sided ideal I ( F .
Output: ι′−1(G), a homogeneous Gro¨bner basis of I.
G := ι′(H);
B := {(f, g) | f, g ∈ G};
while B 6= ∅ do
choose (f, g) ∈ B;
B := B \ {(f, g)};
for all i ≥ 0 such that spoly(f, si · g) ∈ V do
h := Reduce(spoly(f, si · g),Σ ·G);
if h 6= 0 then
B := B ∪ {(h, h), (h, k), (k, h), | k ∈ G};
G := G ∪ {h};
end if ;
end for;
end while;
return ι′−1(G).
Assume finally that the graded ideal I ( F has a finite number of generators up
to some degree d > 0. Note that the d-truncated algorithm FreeGBasis has now
termination provided by Proposition 5.20.
8. Examples and timings
In this section we propose an explicit computation and some timings in order to
provide some concrete experience with the algorithms we introduced.
Let X = {x} and consider the ring of ordinary difference polynomials P =
K[X × N] that is P is the polynomial ring in the variables x(j) which are the
shifts of a single univariate function x = x(0). Moreover, let P be endowed with
the lexicographic monomial ordering where x(0) < x(1) < . . .. Denote by J the
difference ideal generated by the single difference polynomial g1 = x(2)x(0)− x(1).
This ideal has been considered in [18] as an example of an ordinary difference
equation with periodic solutions. A variant of this equation has been also considered
in [12]. By the algorithm SigmaGBasis one can compute that J has a finite
Gro¨bner difference basis with elements
g1 = x(2)x(0) − x(1), g2 = x(4)x(1)− x(3)x(0), g3 = x(3)2x(0)− x(3),
g4 = x(4)x(3)x(0) − x(4), g5 = x(5)− x(4)x(0).
Let us see how the algorithm SigmaGBasis is able to obtain this. If Σ = 〈σ〉
where σ : P → P is the shift endomorphism x(i) 7→ x(i + 1), then the ideal J is
by definition Σ-generated by {g1} that is it is generated by Σ · {g1} = {x(2)x(0)−
x(1), x(3)x(1)−x(2), x(4)x(2)−x(3), . . .}. Up to the product criterion, to compute
a Gro¨bner basis of J one should consider all the S-polynomials spoly(σi ·g1, σi+2 ·g1)
for any i ≥ 0. We are interested in fact in computing a Gro¨bner Σ-basis of J and
hence we can apply the Σ-criterion that kills all these S-polynomials except for
spoly(g1, σ
2 · g1). The reduction of this element with respect to Σ · {g1} leads
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to g2 = x(4)x(1) − x(3)x(0). Now the current Σ-basis of J is {g1, g2}. The S-
polynomials that survive to product and Σ-criterion are now
spoly(g2, σ · g1), spoly(g2, σ2 · g1), spoly(g2, σ4 · g1), spoly(g1, σ · g2),
spoly(g2, σ
3 · g2).
Then spoly(g2, σ
2 · g1) → 0 and spoly(g2, σ · g1) reduces to g3 with respect to
Σ · {g1, g2}. The list of new S-polynomials arising from g3 that pass product and
Σ-criterion is
spoly(g3, g1), spoly(g3, σ · g1), spoly(g3, σ3 · g1), spoly(g3, σ2 · g2),
spoly(g2, σ · g3), spoly(g1, σ2 · g3), spoly(g3, σ3 · g3), spoly(g2, σ4 · g3).
We have now that spoly(g3, σ ·g1)→ 0, spoly(g3, g1)→ 0 and spoly(g2, σ ·g3)→ g4.
Up to all criteria, including chain criterion, the list of S-polynomials has to be
updated with the following ones
spoly(g4, σ · g1), spoly(g4, σ2 · g1), spoly(g4, σ3 · g1), spoly(g4, σ4 · g1),
spoly(g4, σ
3 · g2), spoly(g2, σ · g4), spoly(g1, σ
2 · g4), spoly(g3, σ
3 · g4),
spoly(g4, σ
3 · g4), spoly(g2, σ4 · g4), spoly(g4, σ4 · g4).
Now, one has the following reductions: spoly(g4, σ · g1) → 0, spoly(g4, σ2 · g1) → 0
and spoly(g1, σ · g2) → f = x(5)x(1) − x(3)x(0)
2. We will show that the element
f of the Gro¨bner Σ-basis of J is in fact redundant because g5 is also in this basis.
The new S-polynomials arising from f are
spoly(f, σ · g1), spoly(f, σ5 · g1), spoly(f, g2), spoly(f, σ · g2), spoly(f, σ4 · g2),
spoly(g1, σ · f), spoly(g3, σ
2 · f), spoly(g4, σ
2 · f), spoly(g2, σ
3 · f),
spoly(g4, σ
3 · f), spoly(f, σ4 · f).
Then, we start again with reductions: spoly(f, σ · g2) → 0, spoly(f, σ · g1) → 0,
spoly(g3, σ
3 · g1)→ 0, spoly(g2, σ · g4)→ g5 and therefore f is redundant. The last
S-polynomials to be added are
spoly(g5, σ
3 · g1), spoly(g5, σ5 · g1), spoly(g5, σ · g2), spoly(g5, σ4 · g2),
spoly(g5, f), spoly(g5, σ
4 · f).
If G = {g1, g2, g3, g4, g5} then we have that all remaining S-polynomials to be
considered reduce to zero with respect to Σ · G, that is G is a Gro¨bner Σ-basis
(difference basis) of the Σ-ideal (difference ideal) J .
We present now some timings obtained with an implementation of the algorithm
FreeGBasis. This implementation, which is still under development, is an im-
provement of the one we presented in [22]. We decided not to start implementing
also FreeGBasis2 until FreeGBasis will evolute to some final form. We pro-
pose here new comparisons with the system Magma that contains one of the most
effective implementations of the classical algorithm [27, 15, 29] for computing non-
commutative Gro¨bner bases. Note that this implementation takes also advantage by
the use of Fauge`re’s F4 approach. The tests were performed on a PC with four Intel
Core i7 CPU 940 2.93GHz processors with 12 GB RAM running Ubuntu Linux. We
used Singular 3-1-3 with freegb.lib release 14203 and Magma version 2.17-8.
We measured the time for real execution of the process (thus differently to the way
we did comparisons in [22]) in ”min:sec” format. The number of generators in the
input and in the output are given as well.
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Example Magma Singular #In #Out
G3-5-6-2d12 0:10 1:15 11 5885
G2-3-13-4d10 0:05 0:01 10 275
G3-8-13d8 0:05 0:04 18 1490
serf-g2d8 0:05 0:01 17 6
cliff5d9 0:08 0:12 41 168
C41d6 0:05 0:10 6 50
C41Xd5 0:08 0:04 6 44
C41Yd5 0:05 0:03 6 44
C41Zd6 0:08 0:10 6 44
C41Wd6 0:05 0:01 6 35
This table shows essentially that the letterplace approach to the computation of
non-commutative Gro¨bner bases is comparable with the classical algorithms and
hence it is feasible. From the viewpoint of implementations we record that Magma
achieved significant improvements with respect to comparisons included in [22] and
this stimulate us to further optimize our code. In fact, there is an ongoing work to
enhance freegb.lib in Singular. We will make more extensive comparisons in
future articles that will be concentrated on technical aspects of implementing the
letterplace algorithms.
Here is a brief description of the examples we considered for testing. In all
the examples the last integer indicates the total degree that bounds the computa-
tions. The examples G3-5-6-2, G2-3-13-4 refer to the class of presented groups
G(l,m, n; q) = 〈r, s | rl, sm, (rs)n, [r, s]q〉, where [r, s] denotes the commutator. As
for the example G3-8-13, this is one from the class of groups G(m,n, p) = 〈a, b, c |
am, bn, cp, (ab)2, (bc)2, (ca)2, (abc)2〉. All these groups has been considered by Cox-
eter [4] for the problem of determining their finiteness. For our computations we
considered a homogenization of the ideal of the free associative algebra defining the
group algebra of such groups. The example serf-g2 are modified full Serre relations
built from the Cartan matrix G2. The following non-commutative polynomials are
explicitly the generators we considered for homogenization.
f1f2f2 − 2f2f1f2 + f2f2f1, e1e2e2 − 2e2e1e2 + e2e2e1,
f1f1f1f1f2 − 4f1f1f1f2f1 + 6f1f1f2f1f1 − 4f1f2f1f1f1 + f2f1f1f1f1,
e1e1e1e1e2 − 4e1e1e1e2e1 + 6e1e1e2e1e1 − 4e1e2e1e1e1 + e2e1e1e1e1,
f2e1 − e1f2, f1e2 − e2f1, f1e1 − e1f1 + h1, f2e2 − e2f2 + h2,
h1h2 − h2h1, h1e1 − e1h1 − 2e1, f1h1 − h1f1 − 2f1, h1e2 − e2h1 + e2,
f2h1 − h1f2 + f2, h2e1 − e1h2 + 3e1, f1h2 − h2f1 + 3f1, h2e2 − e2h2 − 2e2,
f2h2 − h2f2 − 2f2.
Let F5 = K〈x1, x2, x3, x4, x5〉 and define Γ ⊂ EndK(F5) the submonoid of all
algebra endomorphisms sending variables into variables. The example cliff5 is
the ideal I ⊂ F5 which is Γ-generated by the polynomials [x1 ◦ x2, x3] = (x1x2 +
x2x1)x3 − x3(x1x2 + x2x1) and s5 =
∑
pi∈S5
sgn(pi)xpi(1)xpi(2)xpi(3)xpi(4)xpi(5). The
quotient ring F5/I is the generic Clifford algebra in 5 variables of a 4-dimensional
vector space. Finally, the family C41 of examples originates from random linear
substitutions into the ideal of 6 generators, defining the non-cancellative monoid
C(4, 1) (see [20]) and includes also variations of those. For instance, C41W is given
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x4x4 − 25x4x2 − x1x4 − 6x1x3 − 9x1x2 + x1x1,
x4x3 + 13x4x2 + 12x4x1 − 9x3x4 + 4x3x2 + 41x3x1 − 7x1x4 − x1x2,
x3x3 − 9x3x2 + 2x1x4 + x1x1, 17x4x2 − 5x2x2 − 41x1x4,
x2x2 − 13x2x1 − 4x1x3 + 2x1x2 − x1x1, x2x1 + 4x1x2 − 3x1x1.
while C41 is given by
189x4x4 + 63x4x3 − 66x4x2 − 161x4x1 − 103x3x4 + 19x3x3 + 262x3x2 + 467x3x1−
360x2x4 − 144x2x3 + 24x2x2 + 136x2x1 + 175x1x4 + 35x1x3 − 160x1x2 − 315x1x1,
27x4x4 + 409x4x3 + 82x4x2 − 42x4x1 − 57x3x4 − 403x3x3 + 26x3x2 − 42x3x1−
50x2x4 − 434x2x3 − 12x2x2 − 14x2x1 + 45x1x4 + 435x1x3 + 30x1x2,
232x4x4 − 29x4x3 + 77x4x2 + 332x4x1 − 147x3x4 + 175x3x3 + 60x3x2 − 269x3x1−
107x2x4 + 184x2x3 + 83x2x2 − 217x2x1 + 28x1x4 − 217x1x3 − 139x1x2 + 120x1x1,
52x4x4 + 233x4x3 − 129x4x2 + 135x4x1 − 248x3x4 − 205x3x3 + 171x3x2 + 138x3x1+
100x2x4 − 58x2x3 − 177x2x1 + 84x1x4 + 39x1x3 − 43x1x2 − 73x1x1,
−225x4x4 − 150x4x3 − 179x4x2 − 262x4x1 + 91x3x4 − 94x3x3 + 225x3x2 + 74x3x1+
214x2x4 + 224x2x3 + 90x2x2 + 266x2x1 − 175x1x4 − 50x1x3 − 205x1x2 − 190x1x1,
289x4x4 − 170x4x3 − 289x4x2 − 153x4x1 − 186x3x4 + 95x3x3 + 177x3x2 + 106x3x1−
231x2x4 + 35x2x3 + 168x2x2 + 175x2x1 + 241x1x4 + 60x1x3 − 115x1x2 − 233x1x1.
9. Conclusions and future directions
From the previous sections we can conclude that, owing to the notion of Gro¨bner
Σ-basis and the skew letterplace embedding ι, the theory of non-commutative
Gro¨bner bases developed for the free associative algebra F = K〈X〉 using the
concepts of overlappings, tips or obstructions [15, 27, 29] can be deduced from,
unified to the classical Buchberger theory for commutative polynomial rings based
on S-polynomials, at least in the graded case. From a practical point of view, one
obtains the alternative algorithms FreeGBasis and FreeGBasis2 which are im-
plementable in any computer algebra system providing commutative Gro¨bner bases.
The feasibility of such methods has been already shown in [22] and confirmed by
the new timings we have collected in Section 8.
Moreover, the general theory developed in this paper can be applied to any
context where a monoid of endomorphisms Σ acts on the polynomial algebra P =
K[X ] in a way which is compatible with Gro¨bner bases theory. We propose not
only an abstract definition of what this may mean contributing to a current research
trend (see for instance [9, 1, 3]), but also a method to transfer the related algorithms
from P to the skew monoid ring S = P ∗ Σ when a suitable grading is given for
P . This theory applies in particular to the shift operators and hence a stimulating
field of applications are the rings of difference polynomials. The simple calculation
proposed in Section 8 gives some feeling of this. In particular, we aim to extend the
Gro¨bner Σ-bases theory to any finitely generated free commutative monoid Σ =
〈σ1, . . . , σr〉 in order to cover partial difference ideals and to extend the letterplace
method for F to the non-graded case by means of suitable (de)homogenization
techniques. An effective implementation of all proposed algorithms will be clearly
important to understand the actual performance of the methods.
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