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INTRODUCTION
Engaging with students on large undergraduate modules is a perennial problem. The lecture format, for all its strengths, can be perceived to be an impersonal and anonymous environment which does not encourage active participation in the teaching and learning process (Trowler 2010) . However, it remains a convenient way of imparting information and explaining key concepts within the higher education sector and is unlikely to be replaced as the main form of contact between lecturer and student any time soon (Biggs 2006) 1 . The purpose of this paper is to explore additional ways to engage with students to complement large lectures.
Improving student engagement is essential if we are to encourage a more active learning approach within the undergraduate community. In order to evaluate the usefulness of both multiple choice quizzes as a revision aid and the effectiveness of VLEs (Virtual Learning Environments) as a means of engagement, this paper provides an evaluation of the impact of an online revision quiz on the final exam marks of a large, first year undergraduate module. The course was generalist in nature, split between two lecturers (the two authors) and covered two broad economic policy topics.
As a large first year core module with two hourly lectures per week, it was difficult to engage with the students on a small group basis. This was particularly frustrating given that the nature of the material delivered lent itself to in-class discussions. Moreover, because of regular changes to the material covered, past papers were of limited use for revision. The aim of the multiple choice quiz was therefore to improve student performance through:
1. Engaging with the students outside the lecture environment
Assisting with their revision
By collecting information on quiz uptake and marrying this up with information on subsequent exam performance, the pedagogic question this research is able to consider is whether engagement in multiple choice quizzes delivered via the VLE improves student performance.
Existing evidence on the impact of additional online resources in economics is relatively thin on the ground despite their proliferation as add-ons to core text books. This paper goes some way in addressing the evidence gap. The paper is organized as follows: the following section discusses the recent literature in relation to student engagement and interactive learning environments.
Section 3 outlines the data and section 4 discusses the nature of the intervention, the estimation strategy and ways of controlling for student heterogeneity for evaluation purposes. Section 5 presents the results and in section 6 we conclude and discuss the limitations and possible extensions for this research.
STUDENT ENGAGEMENT AND REVISION AIDS IN VIRTUAL LEARNING ENVIRONMENTS
There are two elements of pedagogic concern in this paper: firstly, the value of multiple-choice testing as a means of formative assessment and secondly, the impact of engagement (defined in terms of attendance at lectures and use of VLEs) on performance.
The value of multiple-choice testing for formative assessment
Dunn and Mulvenon (2009) offer a broad review of the available evidence on "formative assessments". They are unhappy with the vagueness of the term and are critical of the lack of empirical evidence. In a study by Sly (1999) , the use of practice tests as a means of exam preparation was assessed. Her findings indicate that the weaker students who undertook the tests outperformed higher ranked students. However, her study does not appear to control for any 4 other student characteristics beyond whether they undertook the test. Clearly there are likely to be factors that determine both whether students engage in the test and performance in tests and this study is able to control for a range of these factors.
Multiple choice questions within the context of lectures have been seen to be useful in reviewing material covered in class (Salemi 2009 ) but concerns exist about their usefulness as a source of assessment at a time when they have become more abundant as teaching staff look for efficient ways to manage their workloads. Whilst they are viewed as a less subjective form of assessment (Becker and Johnston 1999) , they have been criticised for having a number of pedagogic shortcomings (Douglas et al 2012) . Most notably they are often accused of only dealing with surface rather than deep learning (Gibbs 1992) . Within the context of Bloom's taxonomy, multiple-choice tests would therefore relate to the wider, lower part of the learning pyramid only -knowledge and comprehension. Indeed, Biggs (2006) cites Gardner (1993) as having declared them to be the 'enemy of understanding' (Biggs 2006, 181) , because of the false perception of the level of understanding that may be conveyed to students who performed well in them.
The impact of engagement on performance
Our study also relates to the effects of engagement, either by attending lectures or using VLEs, on performance. Colby (2005) identifies 'trigger points' in absenteeism at which action should be taken. If students do not attend 70% of contact hours, they have a 2 in 3 chance of failing and a 4 in 5 chance of not getting a first/2:1. If they do not attend 80% of contact hours, they have an even chance of failing and a 2 in 3 chance of not getting a first/2:1. If students miss only one or two sessions during the first two weeks, this is cause for concern and should be acted upon to prevent deterioration in performance (Muir 2009, p53) .
Within the economics discipline specifically, Romer (1993) looked at courses and found an average absentee rate of around 35% -the rate was markedly higher for large lecture groups (Romer, 1993;  Romer (1993) includes only those students who were able to complete all tests and also controlled for the students' ability using their grade point average. He finds that in his most restrictive model, students that have a perfect attendance record are likely to achieve a B+, whilst those that attend only a quarter of the lectures are likely to achieve a C. He suggests that there might be a case for making some classes mandatory and proposed an experimental framework which Marburger (2006) went some way towards implementing. Marberger (2006) finds there is a statistically significant difference in the performance of students that had compulsory attendance classes compared to students who did not although the differences are not substantial. In an earlier paper, Marburger (2001) also found evidence to support the inverse relationship between attendance and performance.
In a study that has similarities with this analysis, Hoskins and van Hooff (2005) look at a range of online learning tools to consider the roles that motivation and ability play in influencing performance. They study a sample of 110 psychology undergraduates on a second year module and look at a suite of online activities, including WebCT (a VLE) site visits, participation in selfassessment (akin to ours) and engagement in an online forum. Hoskins and van Hooff (2005) highlight a number of advantages to online interaction with students. From a lecturer's perspective, there is rapid feedback, it enables a more flexible pace of delivery and it is possible to reach and motivate a wide range of individuals, which is especially important in the climate of continual growth towards mass higher education. From a student's perspective, the online facilities offer greater anonymity and opportunities to practice a 6 range of generic skills, such as team working, time management, etc. In addition, greater online engagement enables students to develop their computer skills, something of a 'critical filter'
(they argue), as students move into employment.
Their empirical analysis shows that age has a positive influence on web use (generally) and dialogue (mostly with reading rather than posting). However, when looking at online assessment, they find that no variables are significant. Turning to consider performance (such as exam outcome), they find that only the online forum (Bulletin board) has any significant effect on outcome -and this varied depending on whether the participation was active (posting) or passive (reading only).
Twigg (2003) refers to the finding of earlier papers that VLEs have failed to yield better student performance outcomes as the 'no significant difference' phenomenon and points to the need for university courses to be redesigned in order to see benefits. The process may therefore be regarded as a form of technology adoption following the s-curve model of technology adoption first put forward by Rogers (2010) , according to which, in the early stages of its life-cycle, innovations are relatively slow to provide benefits.
DATA DESCRIPTION
The module analysed in our paper was a first year generalist course entitled 'The British Economy'. It focussed on applied economics and was delivered to 142 students in 2012 and 130 in 2013. This was a compulsory course and students required a grade of 40% to pass the module. 2 Students were required to sit a final examination that accounted for 45% of the overall module mark. Previous assessments comprised a first semester examination (also 45%) and an essay, submitted in the first teaching block (10%).
3 By the time of their final examination, students had received feedback and their marks for the first semester material. This formative assessment should contribute to a higher overall attainment in the final piece of assessment and therefore, we would expect to see a positive and significant association with these elements.
The multiple-choice quiz was introduced as a revision aid, accessible to all students through the VLE. The quiz was launched in the final week of lectures and a little over a month before the examination. The students were alerted to its existence in the revision lecture at the end of the course and also by a notice on the VLE. The multiple-choice quiz comprised of 2 sections, with 10 questions on each part of the course, each of which had four possible answers. Students were able to take the test repeatedly, with no record of their answers being stored. Once each question was answered, feedback was provided. In the second year of the scheme, the feedback was extended to include more signposts as to where students could find more information. It was stressed in lectures and in accompanying guidelines that this was in no way complete preparation for the examination, but would give some guidance in relation to key concepts and issues that would be covered in the examination. The multiple choice approach offers a relatively simple way of ensuring that the breadth of material covered throughout the course was included in the revision material to prevent too much question-spotting. The VLE enabled statistics tracking to identify those who accessed the quiz, and when, over the revision period which could then be matched with data on the individual characteristics of the students and crucially their final exam mark. Table 1 provides an overview of 2012, the first year of data, and table 2 contains similar data for 2013, the second year of analysis. Note there is a slight difference in the variables available.
First semester marks and feedback highlighted students' lack of exam essay writing skills in general (although by no means in all cases), with the average marks being 63 per cent on the 8 coursework and 53 per cent for the first semester examination. We were therefore mindful of a need to encourage students to think about how to present the material and to consider how concepts and empirical evidence might be linked to their responses in exam conditions.
[ Table 1 However, the number of overseas students on the course increased significantly and there is a reduction in the number of females on the programme. A slightly lower proportion of students are enrolled on the BSc in 2013, as opposed to the BA degree scheme compared to the previous year. Note that the share of those participating in the quiz falls in the second year, to only 62%, 10 percentage points lower than the first year of its introduction. Data on attendance was unfortunately not available for this year. Overall however, the two years seem to be relatively comparable.
[ Table 2 about here] Figure 1 provides an overview of the distribution of marks from the final examination for those that participated in the quiz and those that did not (1 and 0 on the chart, respectively). It shows that the spread of achievements is smaller for those that participated and that the density peaks at a higher point in the distribution. Fewer of those that participated in the quiz achieved a mark below 40 and thus there appears to be some compression in the distribution and some grounds for testing statistically whether those that engaged with the quiz experienced higher exam marks.
[Figure 1 about here]
Partial correlations between the variables in our dataset are presented in tables 3 and 4 for both years of data. The most important result is that variables measuring participation in the quiz are positively correlated with the final exam mark. However, these correlations are not statistically significant but due to the existence of variables likely to impact both participation in the quiz and the exam mark, such a result cannot be regarded as conclusive and a multivariate regression approach is required.
[ Table 3 and 4 about here]
Earlier research into the determinants of performance (Park and Kerr, 1990 ) looked specifically at grades and therefore adopted a multinomial logit approach to modelling. Here the dependent variable is continuous and therefore we use a standard OLS approach. In their early study, Park and Kerr (1990) focus analysis on a cohort of Money & Banking students over the period 1984-87, controlling for ability using the grade point average and for past performance using the 10 students' position on the American College Test (ACT), as well as student absence. They control for individual characteristics but report that these are largely insignificant in determining grades. Interestingly, they find that whilst relevant, attendance is a less important determinant of final grade than cumulative grade point average and ACT entry level, indicating that ability has a large impact on performance. The data available here allow for the inclusion of attendance for one year (2012). The results from the analysis of 2012 data are presented in the first section of the results below.
Analysis based on one year of data is somewhat limiting and a pooled cross section over a number of years is to be preferred wherever possible. What limits this approach are any changes that take place from one year to another, although the specification can be adjusted to take into account specific 'year' effects, be they improved cohorts or changes to the treatment (i.e. the revision quiz). In the case of this study, an additional year of data was available. For the second year of the quiz, slight changes were made to delivery and the level of detail in the feedback was substantially expanded upon (although the questions remained the same). The aim of this refinement was to improve the information students received from each of the questions, to build into the quiz additional reference signposts to additional relevant information, as well as to highlight that this was the starting point for gaining further insight. Another limitation with using the pooled data was that, attendance information was not available for 2013 and therefore could not be used. The model was therefore re-specified, although all other controls remain virtually the same. As with the single year of data, the pooled cross sectional analysis involved a number of alternative specifications which are discussed in the results section below.
METHODOLOGY: ASSESSING THE IMPACT
The challenge of establishing the contribution the quiz could make to overall attainment is hampered by our inability to truly identify the counterfactual, that is, what would the student have scored in the absence of the quiz? What is known is which students accessed the quiz, and their examination results may be compared with those students that did not participate in the quiz, after controlling for the influence of observed characteristics. It is also possible to test to see whether multiple uses make a difference to overall achievement. Whilst more sophisticated methods are available to explore the nature of the selection issue, a first step would be to establish that there is any sort of relationship before testing its robustness. In the initial year of data, those that did not participate in the revision quiz account for around 24 per cent of students.
Of those that did participate, around a fifth carried out the quiz on one occasion. Over half the students on the course carried out the quiz more than once. As one would expect, the proportion of students that carry out the quiz dwindles as the frequency increases. A relatively small, but significant proportion (around 3.5%) of students carried out the quiz more than 10 times although the benefits to multiple attempts are likely to be questionable 4 .
In the analysis, the dependent variable is the exam result for an individual at the end of the module. This is thought to be a function of ability (proxied by past performance), attendance and participation in the revision quiz. In more extensive specifications, controls were added to account for individual effects. More formally:
For the first year of analysis, the following model was estimated using standard OLS regression techniques for year 1 of the data (2012):
The sample size was somewhat lower than the full student population for the module, a result of student withdrawal or incomplete information. Overall, there were 138 observations available for year 1 and 130 for year 2. These data include attendance shares for students (not available for year 2). Ex_1 and ex are the examination results of the student from the end of semester 1 and semester 2, respectively. The variable of interest in this analysis is the second semester exam mark (ex). Quiz indicates participation in the quiz. In some specifications this is entered as a dummy variable that takes a value of one if the student accessed the online quiz; in other specifications, it is a continuous variable tallying the number of attempts at the quiz. When this definition is used, a squared term is also included to detect any non-linearity, since we would expect there to be diminishing benefits to successive attempts. CW is the coursework mark (%)
achieved by the student and X is a vector of individual characteristics that includes age, the type of degree the student is studying, gender and whether or not the student is from overseas.
The richness of our control variables provides some confidence that the coefficient on Quiz i and Quiz 2 i measure the causal impact of the quiz on exam performance. Students that participate in the quiz are likely to have characteristics that would lead to better exam performance than students that did not take the quiz, even if neither group took the quiz. However, our inclusion of the variable measuring the exam results from the end of semester 1 should proxy for these characteristics, which are likely to be time-invariant, since both exams are equally weighted and students therefore have no incentive to prioritise one over the other.
Finally, following Ng et al (2010) and Siriopoulos and Pomonis (2009) , we consider the effect of the quiz at different parts of the performance distribution using quantile regression. While OLS will provide an estimate of the effect of the quiz on the average student, quantile regression will allow us to observe whether the quiz had larger effects for particular groups of students.
RESULTS
The results presented in tables 5 and 6 extend the simple bivariate analysis between exam outcomes and quiz attempts and develop the model subsequently by introducing more controls from the specifications left to right.
[ Table 5 about here]
In table 5, column (1) a simple regression is presented whereby exam outcome is assumed to be solely influenced by the number of quiz attempts. Unsurprisingly, this is not significantly different from zero and is also negative, in line with the explanation that all other things being equal, repeating the quiz will result in diminishing returns. Overall the regression performs badly (an R-squared of less than 1%). In column (2) a squared term is included to take account for any non-linearity that is likely to exist. We see that this too is not significantly different from zero. These findings indicate that the number of times the quiz is carried out appears to be of no significance to exam outcome. Column (3) looks at whether undertaking the quiz at all, as measured by a dummy variable that takes the value of 1 if the student looked at the quiz, matters.
This too does not appear to be relevant to the exam outcome.
Specification (4) includes a variable to account for lecture attendance. That is, examination
performance is a function of quiz participation and attendance of lectures. This column indicates that attendance has a strong and positive influence on exam results, but we find that quiz participation still has no statistically significant impact. Note the slight increase in R 2 . Column (5) includes a range of controls for individual characteristics, such as age, gender and whether the student is from overseas, many of which are statistically significant, but the quiz attempt dummy remains statistically not significant. Estimation (6) reverts to the quiz attempts 14 specification, including the squared term: neither terms are significant but note the improvement in the explanatory power of the specification when controls for individual characteristics are included. Column (7) estimates the relationship in logs. Whilst the size of the coefficients changes in magnitude, which is unsurprising given the manipulation of the data, the overall direction and significance levels of the variables do not alter.
As discussed above, in the following year, a number of small changes were made to the quiz, principally to the fulsomeness of the feedback. The use of the second year provides another year of data to analyse, but restricts the variables which can be used. Therefore, to include both years, the general form of the specification estimated was.
Results are presented in table 6 which broadly follows the same structure as table 5. Initially, column 1 assumes that exam results are a function of the number of quiz attempts only. The coefficient again is found to be insignificant but negative. This is further supported by the change in sign observed in this variable in specification (2) when a squared term is added, although both terms are still not significantly different from zero. Specification (3) uses a dummy variable measuring participation in the quiz and a dummy variable measuring participation in the quiz in 2013. While the former is positive, the latter is negative although in absolute terms not as large. However, neither variable is a statistically significant determinant of exam performance. This is also the case in column (4) where control variables for individual characteristics are included. In column (6), in which continuous variables are logged, both variables are positive but neither is statistically significant. Column (5) uses the number of attempts and the square of this variable instead of dummy variables to measure quiz participation but, again, neither variable is statistically significant.
[ Table 6 about here]
Overall, the findings of insignificance are at first glance disappointing; they tell us that regardless of specification or whether controls for individual characteristics are included, participation in the quiz in either year had no significant impact on exam outcome. Variables that were significant throughout were coursework mark, initial exam mark (measures of aptitude) and whether the student was undertaking a BSc degree as opposed to the BA. In terms of personal characteristics, gender was not significant but age was, suggesting that older students are more likely to achieve higher examination outcomes. All other factors were not consistently significant although, before controls were added, attendance was significant. This indicates that it was proxying for aptitude or other characteristics, rather than mattering per se. If we consider the correlations in table 3, note that it is highly positively correlated with exam and coursework outcomes.
Extending the analysis further, our preferred model (equation 4 from table 6) was estimated using quantile regression applied to the pooled data. The results of the coefficient-spread are presented in figure 2 (full results are presented in the appendix). This reveals considerable variation in the effect of all variables, with the exception of coursework marks, over the performance distribution, particularly when the scale on the vertical axes is noted. However, the key result is that regardless of the quantile considered, the quiz dummy did not yield results significantly different from zero. Thus, whilst there might be reason to suspect that an online quiz might be more use for different segments of the performance distribution, our results do not support this.
[ Figure 2 about here]
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In terms of the other variables, the coursework marks variable is significant throughout the distribution, and being an overseas student had a negative impact throughout, although this was only significant at the lower end of the marks distribution. Being enrolled as a BSc (rather than a BA) student was significant between the 30 th and 50 th centile. The influence of gender appears to approach zero at the upper end of the distribution. Siriopoulos and Pomonis (2009) analyse results relating to critical thinking of economics graduates separately by gender and find different teaching methods are more beneficial for males compared with females. With a larger dataset, this is something we could explore further. Conversely, being an overseas student appears to have less of an impact at the upper end of the distribution, but has a strong negative effect at the lower end. Most other variables are more erratic over the distribution.
CONCLUSIONS AND REFLECTIONS
This paper takes an extensive look at whether the use of an online multiple-choice quiz has a positive effect on exam outcomes and finds little evidence to support this. This casts doubt on the ability of online quizzes delivered through VLEs to improve student performance and suggests that the use of such material needs to be made available judiciously since it may encourage displacement activity.
However, we recognise that further research is required because there are other plausible explanations for our inability to find a statistically significant effect of the quiz on exam performance beyond an inherent inability of such quizzes to improve exam performance. Firstly, it may simply be the case the multiple choice quiz was poorly designed. As stated by, Draper
s with all educational technology, whether learning benefits are achieved depends not on the technology but on whether an improved teaching method is introduced with it." Secondly, the computer based learning tool used in this instance was implemented at the end of the course as a revision tool. Elsewhere, similar tools have been used at the beginning of courses in order to establish the level of existing knowledge amongst the students on the course or at regular intervals throughout the course to encourage ongoing engagement with the material.
These approaches may be superior to that taken here.
Although we find little statistical support for the introduction of the revision quiz making a difference to final examination results, students may have benefited in other ways. For example, the revision quiz may have reassured students that they understood the material and therefore reduced their stress before the exam. Related to this, it may have increased their satisfaction with the course, even if it did not improve their grades. Although the module evaluation scores were relatively high on the module, it is not possible to attribute this to the quiz. We also hope that the use of the quiz contributed more generally to a 'learning climate' (Gibbs, 1992) , although this is also difficult to assess. 
