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CHAPTER I

INTROCUCTION

Many modern-day applications such as precision measurements, optical sensing,
coherent optical communication and optical clocks require low noise and ultra-stable
sources of optical reference signals. Lasers are best suited for providing such reference
signals.
Initially considered as a solution looking for a problem, lasers today have pervaded
all sectors from research laboratories at the cutting edge of quantum physics to medical
clinics, supermarket checkouts and the telephone network. It is not an overstatement to say
that the world we live in today is unimaginable without lasers. Laser is among the twentyone discoveries of the last century that changed the science and the world and is widely
considered as the most important optical device to be developed in the past 59 years [1]. It
is the distinctive qualities of lasers that make lasers so special.
A typical continuous wave laser emits a sinusoidally varying light in one fixed
direction with a very narrow spectrum.

The unique properties of lasers mainly stem from

the fact that laser operation is based on the process of stimulated emission [2, 3]. In
stimulated emission, an incoming photon on resonance with an excited atomic system
triggers a downward transition of the atom and produces two photons, which are the same
replica of the incident photon. This is in contrast to the more common form of emission
1

spontaneous emission, in which an excited atom spontaneously emits a photon without any
external trigger. The replication of photons in stimulated emission leads to an important
property of laser light: monochromaticity. The degree of monochromaticity of a light
source can be specified by giving the linewidth of the emitted radiation, which is typically
defined as the full width at half maximum (FWHM) of the emitted spectral irradiance.
Fundamentally the linewidth is caused by the phase and/or frequency fluctuations of the
emitted radiation. Achieving better monochromaticity usually requires suppression of the
linewidth or mitigation of phase/frequency fluctuations. A related property of lasers is high
coherence. Coherence is a measure of the degree of phase correlation that exists in the
radiation at different locations and different times. The particular type of coherence
relevant in the current context is called temporal coherence, which refers to the
predictability of the phase of an electromagnetic wave at a certain time based on the
knowledge of the phase at another time. For a perfect temporally coherent source,
knowledge of the phase at a given time would allow one to predict the phase of the field at
any arbitrary time with prefect confidence. But such a scenario can only happen when an
emitted wave has a single frequency. Hence, the degree of temporal coherence is directly
linked to the concept of monochromaticity.
1.1

Statement of Problem
Although far closer to ideal limit than any other light source, lasers are still neither

perfectly monochromatic nor perfectly coherent to utilize as low noise and ultra-stable
optical reference signals. The fundamental limit to the laser linewidth results from the fact
that some of the randomly-phased spontaneously emitted photons from the amplifying
medium also exit the laser and mix with the stimulated output emission. This fundamental
1

linewidth is called “Schawlow-Townes linewidth [2, 3].” In practice, the linewidth of a
laser is significantly larger than this fundamental limit. Many factors may contribute to
laser line broadening [3]. In addition, laser spectrum also tends to drift due to various
environmental fluctuations. Coherence of light emitted by any real laser is also influenced
by various intrinsic (spontaneously emitted photons, refractive index etc.) and extrinsic
(temperature, pressure etc.) fluctuations. Despite being very useful for enabling important
applications, the deviations of laser properties from its ideal characteristics also impose
limitations on the performance of many applications and impede its use as low noise and
ultra-stable source.
In optical sensing, for instance, lasers have been widely used as the interrogating
light sources. Their high spectral purity (monochromaticity) and long coherence length
(temporal coherence) allow optical sensors, especially interferometric sensors, to achieve
signal resolutions orders of magnitude better than conventional light sources. The principle
of optical sensing relies on changing the properties of light under the influence of
measurand. So, the performance of optical sensors depends on the characteristics of the
interrogating laser. For example, interferometric sensors make measurements by
measuring the phase changes of two interfering beams due to the measurand. The ultimate
resolution of such sensors is determined by the capability to measure the smallest amount
of phase change. For a perfectly monochromatic and coherent light source, the limitations
on phase discrimination are imposed only due to the fundamental noise sources like the
thermal noise and shot noise [4]. However, real interferometric sensors show much poor
resolution even when the environmental fluctuations are circumvented. One of the main
reasons behind the low resolution is the phase/frequency fluctuation carried by the light
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itself. Thus, increasing the degree of monochromaticity and coherence of lasers holds the
promise to improve the performance of optical sensors.
Gravitational-wave detection is an extreme example of optical sensing where laser
linewidth and frequency stability are critical. Gravitational waves result from the
acceleration of mass in a manner analogous to the generation of electromagnetic waves by
accelerating charges.

Gravitational waves create tiny deformation of spacetime [5]. To

detect such weak deformations (strains), highly sensitive apparatus is required.
Specifically, a strain sensitivity on the order of 10-21 or less is required over a detection
time of about 1 millisecond. The Laser Interferometer Gravitational-Wave Observatory
(LIGO) and other similar facilities around the world have been built to make such sensitive
measurement. These gigantic interferometers rely on the detection of minuscule phase
changes between two laser beams to probe gravitational waves. For instance, a strain of the
order of 10-21 leads to a phase change of the order of 10-9 radians over the effective length
of 400 km at a wavelength of 488 nm. This means that the laser must have coherence length
greater than 200 km, i.e. the phase correlation between the two arms of the interferometers
must be maintained for over 200 km. Such stringent requirements highlight the importance
of laser noise reduction and long-term frequency stabilization in practical applications.
Optical clocks are yet another application which demands low noise and frequency
stable optical reference signals. As with any other clocks, an optical clock also ticks, but at
optical frequencies. There are three main elements to an optical clock. The first is an optical
frequency standard, which has a narrow optical absorption. The second is the probe laser,
which is used to interrogate the absorption of an optical frequency standard. The third
component is some way of counting the extremely rapid oscillations of the probe laser

3

(these oscillations are the ticks of the clock). The principle of optical clock is to interrogate
the absorption spectrum of optical frequency standard by a laser and lock the laser to the
absorption peak by appropriate feedback loop. Accurately locating the peak involves
efficiently de-tuning the laser within the absorption spectrum of optical frequency standard.
To enable such functionalities a low noise, monochromatic and ultra-stable interrogating
laser is needed.
1.2

Motivation of Research
To address the increasing demand of such optical reference signals, very complex

and costly state-of-the-art laser systems have been developed. Another way to obtain
narrow-linewidth and ultra-stable laser is to employ phase/frequency feedback systems
along with optical references to correct for phase/frequency fluctuations or suppression of
linewidth. However, one main concern of a phase/frequency feedback system is that it can
mitigate phase/frequency fluctuations only over certain bandwidth and hence it is essential
to have a priori knowledge of the bandwidth scale of phase/frequency fluctuations. In
practice, the phase/frequency fluctuations are measured by measuring the power spectral
density (PSD) of phase/frequency fluctuations, often called phase noise. However, such
PSD measurements are intrinsically ambiguous in that it cannot provide specific
information about underlying modulation format. Because of such ambiguity, experience
and repeated trials are required for identifying the cause of fluctuations and mitigating
them. So, in order to remove the ambiguity and improve the specificity of phase/frequency
fluctuations measurements, a new method for laser spectral analysis is required. Moreover,
such spectral analysis with improved specificity can also assist in identifying the cause of
fluctuations and mitigating them.
4

The need for innovative approaches to analyze laser spectral characteristics and
reduce laser frequency fluctuations for obtaining low noise and stable optical reference
signals in the context of optical sensing serves as the motivation of this research.
1.3

Research Objectives
The objectives of this dissertation project are to 1) develop a method for laser

frequency analysis (i.e. analyzing the monochromaticity) with improved specificity and
less ambiguity, 2) develop the components and schemes for the removal of frequency drift
of diode lasers (DL) (i.e. improving the monochromaticity), and 3) demonstrate an
application of such frequency-stabilized lasers in fiber-optic strain sensing with the goal to
achieve higher resolution. The specific tasks for achieving these objectives are listed
below.
To address the first objective, a novel method for laser frequency is developed. The
method utilizes a very common electronic component called electronic frequency divider
and so it is very simple but elegant. A theoretical framework and experimental verification
are performed. In addition to that, an application of the method for analyzing the frequency
of a real laser is demonstrated.
The second objective is addressed by setting up a feedback loop involving a
reference laser. The challenge arising in mitigating the drift of optical frequency is handled
by developing a device called phase/frequency detector.
In fiber-optic strain sensors, the main reason that precludes high-resolution of strain
is the noises of interrogating source [6]. Noises of the interrogating source are usually
categorized as intensity noise and phase/frequency noise [7]. To address that and
demonstrate an application of frequency stabilized laser a strain sensor using a
5

polarization-maintaining fiber Bragg grating is developed.

In particular, a polarization-

maintaining fiber Bragg grating is utilized as a sensor head for which a novel strain
demodulation scheme is demonstrated.
1.4

Outline of Dissertation
The overarching theme of this dissertation is to analyze the spectral characteristics

of laser output and also to improve the spectral characteristics of laser output to enhance
the performance of fiber-optic strain sensor.
The fundamental concepts and components used in this thesis are described in
chapter 2. Since this project has three objectives, the background for each objective is given
there.
Chapters 3 and 4 are dedicated to laser frequency analysis aided by electronic
frequency divider. Specifically, Chapter 3 describes theory of the novel method that I have
developed and the corresponding experiment for verifying the theory. An application of
this method for deriving errors in phase/frequency of a laser with improved specificity is
demonstrated in chapter 4.
Chapter 5 describes the work on mitigation of the frequency drift of a commercial
diode laser. In order to reduce the phase/frequency errors probed with the method
mentioned in Chapter 3, an optical phase locked loop is developed, and the related details
and results are described.
Chapter 6 presents an experimental demonstration of high-resolution fiber-optic
strain sensor using such drift-free laser. Particularly, a dynamic strain sensor is developed,
and pico-strain-level resolution is demonstrated.
Finally, a summary is presented in Chapter 7.
6

CHAPTER II

BACKGROUND

The purpose of this chapter is to provide background of the fundamental concepts
and the key components used in this work. Each section provides a background for an
objective of this work.
2.1

Background for laser frequency analysis

2.1.1

Electronic frequency divider
Electronic frequency divider is a simple electronic circuit that takes an input signal

of frequency 𝑓𝑖𝑛 and generates an output of a frequency 𝑓𝑜𝑢𝑡 =

𝑓𝑖𝑛
𝑛

, where 𝑛 is an

integer. Frequency dividers can be either analog or digital, with analog divider being less
common and targeted at specific applications. Digital frequency dividers are the more
common form of frequency dividers because they can be implemented using modern IC
technologies. I have used digital frequency dividers in this work.
A digital frequency divider can divide the frequency of an input signal by an integer
multiple of 2. In its most basic form, a frequency divider is nothing but a binary counter
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consisting of an arrangement of flipflops clocked by the input signal [8]. The highest
division that can be achieved depends on the number of flipflops in a counter. For example,
a counter with arrangement of 4 flipflops can maximally divide the input signal frequency
by 16.

Fig 2.1 D-flipflop with a feedback and input applied to clock [8].
Table 2.1 Truth table explaining the working of D-flipflop [8]
𝐷

𝑄

𝑄̅

0

0

1

1

1

0

Fig 2.2 Timing diagram illustrating the divide-by-2 operation performed by the circuit in
Fig. 2.1.
In order to understand the working principle of a digital frequency divider or a
binary counter, it is important to understand the working of a flipflop clocked by the input
signal first. Fig. 2.1 shows the circuit employing a D-flipflop with feedback. Table 2.1,
often called truth table, explains the working principle of a D-flipflop. Based on this truth
table and the circuit in Fig. 2.1, the timing diagram of the circuit is shown in Fig. 2.2.
Assuming that the D-flipflop is positive edge triggered, the output 𝑄(𝑄̅ ) is set to level 1(0)
8

when input D is 1 upon the positive edge of clock or input signal. Conversely, the output
𝑄(𝑄̅ ) is set to level 0 (1) when input D is 0 upon the positive edge of clock or input signal
as shown in Table 2.1. From the truth table and timing diagram of Fig. 2.2, it can be
concluded that the output signal frequency is one half the input signal frequency. So, a Dflipflop with the circuit shown in Fig. 2.1 can work as a frequency divider with division
ration of 2.
The higher division ratios can be easily obtained just by joining multiple D-flipflops
[8]. For example, Fig. 2.3 shows a 4-bit binary counter with its associated timing diagram
where each divide-by-2 stage is a circuit as shown in Fig. 2.1. The outputs 𝑄𝐴, 𝑄𝐵, 𝑄𝐶
and 𝑄𝐷 perform divide-by-2, divide-by-4, divide-by-8 and divide-by-16 of the input
clock pulses subsequently.
2.1.2

Basics/Issue of frequency stability
An ideal oscillator outputs a perfect sinusoid. A perfect sinusoid has a constant

amplitude and a fixed frequency. Hence, an ideal oscillator is ought to have stable and
single frequency output (i.e. perfectly monochromatic). However, as with all practical
systems, real oscillators do not have such ideal characteristic of stable and single frequency
output. So, real oscillators are characterized by frequency stability as a figure for
comparison.
Lasers, also being oscillators in optical domain, are also characterized by frequency
stability along with other characterizing parameters. Frequency stability is defined as the
degree to which an oscillating source produces the same frequency value throughout a
specified period of time [8]. Frequency stability encompasses the concepts of random
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noise, intended and incidental modulation and any other fluctuations of the output
frequency of an oscillating device [8].

Fig 2.3 The 4-bit binary counter as a frequency divider with maximum division ratio of 16.
Although different in configurations and output characteristics, almost all lasers are
made up of three basic elements: cavity, gain medium and pump source. Altogether, they
define the frequency stability of a laser. Many internal and/or external parameters may
perturb any of these elements and hence influence the output frequency of a laser. For
example, cavity resonance frequencies determine the output frequency of a laser. But the
cavity resonances depend on the length of the cavity and the refractive index of the medium
of the cavity. As a result, any perturbation (internal or external) in either cavity length
and/or refractive index of the medium will perturb the cavity resonances which in turn
cause frequency instability at the output. The perturbations in length may be generated due
to external parameters like temperature or stress whereas the perturbations in refractive
index may arise due to either external parameters (like temperature, stress, pressure etc.)
10

or internal parameters (gain fluctuations, pump fluctuations etc). Similarly, due to the
inherent characteristics of the gain medium, the spectral profile at the output of any laser
is either Lorentzian or Gaussian, indicating frequency spread around a center frequency
rather than an ideal single frequency. Again, many parameters, whether internal or external,
are responsible for causing laser frequency instability.
Whatever the reasons be, it is very important to measure the frequency stability of
the laser being used. Particularly, applications involving precision measurement often have
very low tolerance to frequency instabilities and typically require some arrangements for
circumventing the frequency instabilities whenever possible. Frequency stability can be
measured either in the time domain or in the frequency domain. Time domain measurement
of frequency stability involves measuring the frequency over a fixed time window.
Depending on the duration of the time window, the frequency stability can be categorized
as either long-term stability or short-term stability. Long-term stability, also termed as
frequency drift, uses time window of the durations of minute, hour, day, week or even a
year. Conversely, short-term stability relates to frequency changes over time windows of
less than a few seconds. Frequency domain measurement of frequency stability involves
measuring the spectral density of frequency/phase fluctuations around a nominal
frequency, which is also called phase noise [9].
In the second part of this work, I have used the fiber-based optical frequency comb
(OFC) laser as a reference for stabilizing the frequency of another laser. In the next section,
I will introduce the characteristics as well as the fundamental technology of optical
frequency comb laser and its frequency stability.
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2.2

Background for frequency drift mitigation
One of the most important advances in laser technology in the last 20 years is the

advent of optical frequency combs (OFC), culminated by the 2005 Nobel Prize in Physics,
awarded to Drs. Theodore Hänsch and John Hall for their work on the original concept and
development of OFC [10, 11].
The generation of OFC is closely related to the concept of mode locking. In the
following section, I will discuss the basics of mode locking, followed by the issues related
to the frequency stability of ultrafast lasers and the characteristics of OFC.
2.2.1

Basics of mode-locked lasers
The capability of generating ultrashort optical pulses back in the 1980s helped

reshape the field of photonics. Mode locking has been the root technology for generating
ultrashort optical pulses.
Some lasers exhibit multimode oscillations, i.e. more than one longitudinal mode,
due to the properties of gain medium and laser cavity. As shown in Fig. 2.4(a), a laser
operating in multimode has many frequencies in its output spectrum that are separated by
free spectral range (FSR) ∆𝑓𝑐 = 𝑐 ⁄2𝑛𝐿 of the cavity, where L is the cavity length and n
is the refractive index of the medium within the cavity. Under normal conditions these
modes operate independently, without any fixed phase relationship, giving nearly-constant
output intensity. The laser is thus called operating in the continuous wave (CW) mode.
When the modes are related by a fixed phase relationship, they will interfere constructively,
as shown in Fig. 2.4(b), and generate periodic optical pulses [12]. The laser is thus called
mode-locked. The process to establish a fixed phase relationship between all the lasing
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longitudinal modes is called “mode locking”, which is used to generate ultrashort pulses
with picosecond or femtosecond pulse-width duration.

Figure 2.4: (a) Conceptual spectrum of a multimode laser (b) Conceptual illustration of
the formation of a periodic pulse train (red curve) by adding seven oscillations of different
frequencies but fixed phase relationship (blue curves) [12]. The vertical lines indicate
points in time where all the oscillations add up in phase.
Many techniques could achieve mode locking, which fall into two major categories:
active mode locking and passive mode-clocking. Fig. 2.5 illustrates a mode-locked laser
resonator with cavity mirrors, gain medium and mode locking elements. The cavity length
can be slightly tuned in some applications using PZT with modulator. Both active and
passive mode locking elements can be inserted into the laser resonator for mode locking
resulting in different pulse characteristics.

Active/Passive
Modulator
Mirror

Pumping

Coupler

Gain
Medium

Figure 2.5: Illustration of mode locking of a laser resonator, including cavity mirrors, gain
medium and mode locking elements, where the cavity length can be slightly tuned in some
applications. Both active or passive modulators can be insert into the laser resonator for
mode locking.
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Fiber lasers have become a major player for ultrashort pulse generation via mode
locking due to their numerous qualities like large gain bandwidth, high gain efficiency, low
cost, compactness, ruggedness, waveguiding property and availability of various fiber
components. Mode locked fiber lasers normally operates in the range of 1.06 μm (for
ytterbium doped fibers) or 1.55 μm (for erbium doped fibers) [13].

Mode locking is

obtained either via active technique or via a passive technique. The most widely used
mechanisms for passive mode locking are nonlinear amplifying loop mirror (NALM),
nonlinear polarization rotation (NPR) and semiconductor saturable absorber mirror
(SESAM). The first two mechanisms, NALM and NPR, are based on Kerr effect, which
can fully utilize the gain bandwidth of fiber to generate shortest pulse. They are both based
on the so-called “artificial saturable absorber”, where the round-trip gain is very small for
low powers but much larger in a certain range of powers (ideally arranged to be near the
peak power of the pulses). Their setups effectively act like the combination of some laser
gain with a saturable absorber, favoring the peak of a circulating pulse against the lowpower background light. These artificial saturable absorbers generate a single pulse
circulating in the resonator, leading to a pulse train at the laser output.
In my research, the laser used employs NPR for mode locking. In an NPR modelocked fiber laser, power-dependent polarization change is combined with fiber
birefringence to generate a power-dependent transmission that functions similarly to a
saturable absorber. More details on this can be found in references [13].
2.2.2

Frequency stabilization of mode-locked lasers
The output of a mode-locked laser is characterized by optical pulses emitted at

regular interval of time, i.e. cavity round-trip time or repetition rate frequency.
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Fundamentally, these optical pulses are nothing but the envelope of the superposition of all
oscillating modes with in the cavity as shown in Fig. 2.4 (b). This is often modeled and
described as amplitude modulation of an optical carrier with center frequency 𝑓0 . By
Fourier’s theorem, the Fourier transform of such pulse train is also a train in frequency
domain called as frequency comb. The spacing between the frequency components is
ideally defined by the cavity’s FSR as indicated in Fig. 2.4 (a). So, the optical frequencies
at the output of a mode-locked laser should ideally be defined by cavity resonances, i.e.
𝑓 = 𝑚∆𝑓𝑐 , where 𝑚 is an integer and ∆𝑓𝑐 is the FSR of cavity. However, the
fundamental mechanism of chromatic dispersion does not allow the optical frequencies at
the output of a mode-locked laser to be exactly defined by cavity resonances, i.e. 𝑓 ≠
𝑚∆𝑓𝑐 . More specifically, when the pulse propagates through a medium, the relative
position between the carrier wave and envelope, in general, changes due to chromatic
dispersion, causing a difference between phase velocity and group velocity, and possibly
also due to optical nonlinearities [14]. The difference between the optical phase of the
carrier wave and the envelope position, the latter being converted to a phase value, is
defined as carrier–envelope offset (CEO) phase . As the output pulse evolves in time, each
emitted pulse has a different CEO phase because each round trip incurs certain change in
CEO phase. This time evolution of CEO phase shows up as CEO frequency, 𝑓𝐶𝐸𝑂 , in the
optical spectrum of a mode-locked laser. So, the optical frequencies at the output of a
mode-locked laser are defined 𝑓 = 𝑓𝐶𝐸𝑂 + 𝑚∆𝑓𝑐 .
Any practical mode-locked laser exhibits some random fluctuations due to
fundamental noise sources such as spontaneous emission, flicker noise, thermal noise,
noise due to mode-locker etc [15]. In addition, other factors caused by technical limitations
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and ambient fluctuations, such as mirror vibrations, changes in intracavity pulse energy,
phase and group velocity changes, may also affect laser frequency stability [15]. For
example, mirror vibrations generate changes in cavity length which ultimately produce
fluctuation in ∆𝑓𝑐 . The fluctuations in phase and group velocity difference produce
instability in 𝑓𝐶𝐸𝑂 . Hence, not all mode-locked lasers can produce frequency combs and
are well defined by 𝑓 = 𝑓𝐶𝐸𝑂 + 𝑚∆𝑓𝑐 .
Frequency stabilization of mode-locked lasers has attracted lot of interest in recent
years due to the potential of using mode-locked lasers for frequency metrology, highresolution laser spectroscopy, as well as phase sensitive nonlinear optics. Frequency
stabilization of a mode-locked laser is done by measuring and controlling mainly two
parameters 𝑓𝐶𝐸𝑂 and ∆𝑓𝑐 [16].
Measuring and controlling of ∆𝑓𝑐 is done using two main approaches [16]. First,
∆𝑓𝑐 can be measured relative to a microwave oscillator where a microwave reference is
multiplied up in frequency to the optical domain and the resulting beat signal is used for
stabilization. The disadvantage of this approach is that the multiplication of microwave
reference frequency also multiplies its frequency instability finally resulting in poor optical
frequency stability. In the second approach, ∆𝑓𝑐 is effectively measured and controlled
via a heterodyne beat between one tooth of an optical comb and a stable continuous wave
(cw) laser. This latter approach can take advantage of the exceedingly low noise of the best
cavity-stabilized lasers, which have frequency stability exceeding that available from
common radio frequency or microwave oscillators.
Measuring and controlling of 𝑓𝐶𝐸𝑂 is not an easy task since 𝑓𝐶𝐸𝑂 is manifestation
of CEO phase and phase measurements are relatively hard compare to intensity
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measurements [17]. Nevertheless, great attempts have been made to measure 𝑓𝐶𝐸𝑂
resulting in some standard ways to measure it [17]. One standard way of measuring 𝑓𝐶𝐸𝑂 ,
called self-referencing method, takes the advantage of an octave spanning spectrum of a
mode-locked laser wherein the low frequency portion of the spectrum is frequency doubled
and heterodyned with the high frequency side of the spectrum giving a measurement of
𝑓𝐶𝐸𝑂 . Mathematically, 2𝑓 − 𝑓 = 2 ∗ (𝑓𝐶𝐸𝑂 + 𝑚∆𝑓𝑐 ) − (𝑓𝐶𝐸𝑂 + 𝑚 ∗ 2 ∗ ∆𝑓𝑐 ) = 𝑓𝐶𝐸𝑂 .
Generally, these measurements of ∆𝑓𝑐 and 𝑓𝐶𝐸𝑂 are fluctuating (in case of
instability). They are processed further in order to generate corresponding correction
signals for feeding to the appropriate actuators inside the laser to control them [16].

(a)

pulse train

Ultrafast
laser

(b)
Fixed Frequency f
Δf

Spectrum

𝑓 = 𝑓𝐶𝐸𝑂 + 𝑚∆𝑓𝑐

Constant Spacing
Offset Freq. fCEO
···
~ 1014 Hz

f

Figure 2.6: The output of an ultrafast laser (or optical frequency comb) (a) in time-domain
picture – a pulse train with a fixed pulse interval is emitted and (b) in frequency-domain
picture – a broad spectrum that consists of a series of equally-spaced spectral lines. The
frequency of any arbitrary spectral line has two degrees of freedom defined by f = fCEO +
m·∆𝑓𝑐 , where m is an integer. Locking fCEO and ∆𝑓𝑐 or any two independent combinations
of them to atomic clocks will transfer the frequency accuracy of the clocks onto the entire
spectrum [17].
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The frequency stabilized mode-locked laser, alternately called ultrafast laser, forms
an optical frequency comb in frequency domain. Fig. 2.6 (a) and (b) show the time domain
and frequency domain pictures of the output of such ultrafast laser respectively. In the time
domain, a pulse train with a fixed pulse interval (or repetition rate) is emitted. The red
colored envelopes in Fig. 2.6 (a) are essentially the envelopes of optical carrier shown in
black. The spectrum of such a pulse train consists of a series of equally spaced spectral
lines (often referred to as comb lines) as shown in Fig. 2.6. (b). Such spectrum is
characterized by 𝑓 = 𝑓𝐶𝐸𝑂 + 𝑚∆𝑓𝑐 as discussed before. The span of the spectrum of a
mode-locked laser is defined by the gain spectrum. Note that another way of defining the
carrier-envelope offset (CEO) frequency based on Fig. 2.6 (b) is to treat it as the offset
frequency of the comb when it is extended to zero.
In my experiments, I used 10 MHz rubidium (Rb) clock as a reference to stabilize
the FC 1500 optical frequency synthesizer based on a mode-locked fiber laser from Menlo
Systems Inc. The frequency stability of the Rb reference is on the order of 10−11 [18].
The repetition rate of FC 1500 is 250 MHz. For stabilizing repetition rate, the fourth
harmonic of the repetition rate at 1 GHz is mixed with 980 MHz fixed frequency
synthesizer to give 20 MHz intermediate frequency. This intermediate frequency is again
mixed down to DC by mixing it with a tunable low frequency synthesizer. The resulting
DC signal is fed into a servo-controller (or PI circuit) to generate a correction signal. The
correction signal acts on an intra-cavity piezo for locking. The repetition rate is thus phase
locked to Rb atomic clock. For stabilizing CEO frequency, the detected 𝑓𝐶𝐸𝑂 , which is
tuned at 20 MHz, is fed to the phase detector. The phase detector is referenced to 20 MHz
generated from Rb atomic clock. The DC output of phase detector is fed into a servo-
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controller (or a PI circuit) for locking the 𝑓𝐶𝐸𝑂 by acting on the pump laser’s power. Note
that 𝑓𝐶𝐸𝑂 is detected by self-referencing method whereas ∆𝑓𝑐 and its harmonics are
measured directly at the laser head by using a photodetector. Also note that all the
synthesizers are referenced to Rb atomic clock.
2.3.

Background for fiber-optic sensor

2.3.1

Optical fiber [19]
Optical fibers can be found in a wide range of applications as a means to transmit

light between two ends of the fiber. Basically, an optical fiber is a cylindrical optical
waveguide made by drawing glass or plastic to a diameter slightly thicker than that of a
human hair. There are many varieties of optical fibers based on their diameters and
structures.
The light propagation inside an optical fiber can be understood analytically by
solving Maxwell’s equations and associated boundary conditions. The possible solutions
for waves, often called modes, define how a particular fiber carry light. Based on the modal
characteristics of an optical fiber, it can be categorized as either single mode or multimode
(supporting more than one mode). A single-mode fiber (or SMF) is an optical fiber
designed to carry light in only one transverse mode. Fig. 2.7 shows the schematic of a SMF
structure. It consists of a cylindrical central dielectric core of refractive index 𝑛1 and
diameter 𝑎, clad by a dielectric material of slightly lower refractive index 𝑛2 housed in a
plastic jacket. Typical values of 𝑎 ranges from 8 − 9 𝜇𝑚. Even though a SMF allows
only a single transverse mode to propagate, namely 𝑇𝐸𝑀00 , this single transverse mode
might actually be a degenerate combination of two orthogonal polarization states of light.
Because of the homogeneous core structure, the orthogonal polarization states propagte
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with same velocity (or propagation constant) making the cross-coupling of energy between
them very easy upon small perturbations. Due to such cross-coupling of energy between
orthogonal polarization states, the polarization state of input light gets scrambled while
propagating. In real world, where it’s necessary to preserve the polarization state of light,
an SMF do not fit well and hence specialty-fibers are designed.

Fig. 2.7 Schematic of a single mode fiber structure.
2.3.2

Polarization maintaining fiber [20]
Polarization-maintaining fiber (PMF) is a special purpose single mode optical fiber.

It is special in that it faithfully preserves and transmits the polarization state of light that is
launched into it, even when subjected to environmental perturbations. PMFs are engineered
in such a way that the two orthogonal polarizations are forced to travel at different
velocities. This difference in velocities makes the coupling between orthogonal
polarizations very difficult resulting in preservation of polarization state of transmitted
light. Such PMFs are created by the introduction of anisotropy within the core of the fiber
making the fiber birefringent.

There are two design types of PMFs for making them

birefringent: i) form birefringent, in which the core of the fiber is made elliptical rather
than circular, and ii) stress birefringent, which is the more widely encountered and involves
flanking the core by areas of high-expansion glass that shrink back more than the
surrounding silica upon drawing ultimately applying stress along one orthogonal direction
of the core to make it birefringent. Figs. 2.8 and 2.9 show the cross sections of both types
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of PMFs. The central region, elliptical in case of form birefringent and circular for stress
birefringent, is the core of PMFs surrounded by cladding. Stress birefringent PMFs,
depending upon the geometry of implanted stress applying rods, come in three basic
geometries as shown in Fig. 2.9. Namely, these geometries are called bow-tie (fig. 2.9 (a)),
PANDA (Fig. 2.9 (b)) and elliptical-jacket (Fig. 2.9 (c)). Irrespective of the way of
introducing an anisotropy in fibers, the resultant PMFs have different refractive indices
along two orthogonal directions of core. Because of this difference in refractive indices,
two orthogonal states of light propagate with different velocities. In particular, light
polarized along the axis of low refractive index (called fast axis) travel faster than that of
light polarized along the axis of higher refractive index (called slow axis). For form
birefringent PMFs, as indicated in Fig. 2.8, the slow axis is along the major axis of ellipse
whereas for stress birefringent PMFs, as shown in Fig. 2.9, the slow axis is along the axis
of stress-applying rods.

Fig. 2.8 Cross section of a form birefringent polarization-maintaining fiber [20].

Fig. 2.9 Cross section of a stress birefringent polarization-maintaining fibers with (a) BowTie, (b) PANDA and (c) Elliptical jacket geometry [20].
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2.3.3

Basics of fiber Bragg grating (FBG)

2.3.3.1 Basic physics of FBG and its properties
Pedagogically, an FBG is simply a periodically layered media with an exception
that it is written inside the core of a SMF. Many different types of FBGs have been
developed by varying the periodicity and refractive index (RI) contrast between layered
media finding different applications. Here, I focus on conventional FBGs which consists
of sinusoidal modulation of the RI of the core of fiber as shown in Fig. 2.10. The details
about different types of FBGs can be found elsewhere [21].

Fig. 2.10: A conventional FBG with sinusoidal modulation of refractive index of core.
Cladding (𝑛2 )

Λ

𝑛1 + Δ𝑛

Input spectrum

Core (𝑛1 ) Plastic jacket

Transmitted spectrum

Periodic change of refractive index
(Gratings)

Reflected Bragg wavelength
𝜆 = 2Λ𝑛𝑒𝑓𝑓
Fig. 2.11: Schematic of FBG with step periodic changes in RI with input/output spectrum
and a reflection spectrum.
Fig. 2.11 shows a drawing of an FBG with periodic step changes in RI as opposed
to more common sinusoidal change only for explaining the working of FBGs. In Fig. 2.11,
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core of RI 𝑛1 consists of periodic step changes with high index steps of 𝑛1 + Δ𝑛 and
cladding of RI 𝑛2 . When light propagating forward through the core encounters a step
change in refractive index Δ𝑛, some power is reflected, and the rest transmits through
according to Fresnel reflection. Because of the periodic nature of RI change, interference
occurs between consecutive reflections. For a small band of wavelength, these consecutive
reflections interfere constructively giving a reflection spectrum satisfying the Bragg
condition. The reflection spectrum of FBG peaks at a particular wavelength often called
“Bragg wavelength” as shown in Fig. 2.11. In other words, when broadband light is
launched in such periodic medium, a reflection occurs for a narrowband of wavelengths
satisfying the Bragg condition and rest of the wavelengths is transmitted.
Rigorous analysis of FBG is usually done by using coupled mode theory for
deriving equations of Bragg wavelength, reflection profile and finite width at half
maximum (FWHM) of an FBG. Here, only the results of analysis are described leaving the
reader with references for more details [22]. The Bragg wavelength of FBG is defined by
𝜆𝐵 = 2Λ𝑛𝑒𝑓𝑓

(2.1)

where 𝜆𝐵 is the Bragg wavelength, Λ is the period of grating and 𝑛𝑒𝑓𝑓 is the effective
refractive index of the core at the free space center wavelength. The amplitude reflection
𝜌

and power reflection spectrum 𝑟 are given by equations (2.2) and (2.3) respectively.
𝜌=

̂ 2)
−𝜅sinh(√(𝜅2 −𝜎
̂ 2 sinh(√(𝜅 2 −𝜎
̂ 2 )+𝑖(√(𝜅 2 −𝜎
̂ 2 ) cosh(√(𝜅 2 −𝜎
̂ 2)
𝜎

|𝜌2 | =
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sinh2 (√(𝜅 2 −𝜎
̂2
𝜎

̂ 2 )− 2
cosh2(√(𝜅 2 −𝜎
𝜅
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(2.2)

(2.3)

In the above equations, 𝜅 is the AC coupling coefficient defined by equation (2.4),

𝜎 is

DC coupling coefficient defined by equation (2.5) and 𝐿 is the length of grating defined
by equation (2.6).
𝜋
̅̅̅̅̅̅̅̅
𝜅 = 𝜆 𝜈𝛿𝑛
𝑒𝑓𝑓

𝜎=

2𝜋
𝜆

(2.4)

̅̅̅̅̅̅̅̅
𝛿𝑛
𝑒𝑓𝑓

(2.5)

𝐿 = 𝑁𝜆

(2.6)

where 𝜈 is the order of FBG, ̅̅̅̅̅̅̅̅
𝛿𝑛𝑒𝑓𝑓 is the DC index change spatially averaged over a
grating period and 𝑁 is the number of periods in length 𝐿.
The bandwidth or FWHM Δ𝜆 of reflection spectrum is defined as
Δ𝑛 2

1/2
1 2

Δ𝜆 = 𝜆𝐵 𝑠 ((2𝑛 ) + (𝑁) )

(2.7)

1

where 𝑠 is the grating parameter.
The physical and optical properties of a typical FBG is given in Tables 2.2 and 2.3
respectively [23].
Table 2.2: Physical properties of a typical FBG
Strain capability

>2000 kpsi

Failure time

>1 million cycles

Thermal stability

< 3000 degree centigrade

Response time

<1 microseconds

2.3.3.2 Discovery of FBG
Historically, the first demonstration of FBG was made by Hill and co-workers at
Communication Research Center in Canada in 1978. While performing an experiment to
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study the nonlinear effects in a specially designed fiber, intense visible light from an Argon
ion laser was launched into the core of the fiber. Under prolonged exposure the intensity
of light reflected from the fiber increased significantly with time confirming a permanent
refractive index grating being photoinduced. Fundamentally, a previously unknown
phenomenon of optical fiber, namely photosensitivity was found to be responsible for
creating a permanent refractive index grating. After a significant amount research, it was
proven that photosensitivity is present in many different types of fibers but not just
specially designed type. Because of which great interest for manufacturing grating within
fiber core was spawned. Today, there are many different techniques being employed to
manufacture FBGs. Two main techniques are interference and masking. Further details
about fabricating FBGs can be found in [24].
Table 2.3: Optical properties of a typical FBG
Spectral linewidth

0.1-0.2 nm

Reflectivity

0-100%

Excess loss

-30 dB

Fig. 2.12: Schematic of PM-FBG with step periodic changes in RI of the core with
input/output spectrum and a reflection spectrum.
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2.3.3.4 Polarization maintaining fiber Bragg gratings (PM-FBG)
A Bragg grating written in a PMF is called PM-FBG. A PM-FBG combines the
birefringent property of a PMF with the reflectivity property of an FBG. Such combination
introduces polarization dependence on the reflected wavelength of Bragg grating.
Specifically, light polarized along slow axis of core experiences higher refractive index
than the light polarized along fast axis of the core of the fiber producing two separate
reflection spectra for two orthogonal polarizations.
Mathematical analysis for transmission/reflection characteristics of PM-FBG is
identical to a conventional FBG with one exception. The exception is that the whole
analysis is done by keeping an axis of polarization in mind as opposed to a conventional
FBG. Analysis gives two separate Bragg wavelengths corresponding to two orthogonal
polarization states as
𝑓

𝑠
λ𝑠 = 2Λ𝑛𝑒𝑓𝑓
and λ𝑓 = 2Λ𝑛𝑒𝑓𝑓 ,

(2.8)

𝑓

𝑠
where Λ is the grating period, 𝜆𝑠 (𝜆𝑓 ) and 𝑛𝑒𝑓𝑓
(𝑛𝑒𝑓𝑓 ) are the Bragg wavelength and

the effective refractive index along the slow (fast) axis.
Fig. 2.12 shows the schematic of PM-FBG. It is similar to FBG in its structure
except that it has two stress rods (PANDA type in this case) placed adjacent to the core.
Upon launching a broadband unpolarized light into PM-FBG, the reflection spectrum
exhibits two reflection peaks corresponding to two orthogonal polarization states of light,
as shown in Fig. 2.12, one pertaining to slow axis and the other to fast axis. This
polarization-assisted characterization of FBG offers plenty of scopes particularly for fiberoptic sensing.

26

CHAPTER III

LASER FREQUENCY ANALYSIS AIDED BY ELECTRONICFREQUENCY-DIVIDERS

Ideally, the electric field oscillations at the output of a continuous wave laser is
characterized as 𝑥(𝑡) = 𝐴𝑒𝑥𝑝[𝜔𝑡 + 𝜑] where 𝐴 is amplitude, 𝜔 is the angular
frequency and 𝜑 is the initial phase of oscillations. However, in practice, such ideal
characteristics can never be realized due to various intrinsic and extrinsic influences.
Practically more correct characterization of laser output is given as 𝑥(𝑡) = 𝐴(𝑡)exp[𝜔𝑡 +
𝜑(𝑡)] where 𝐴(𝑡) is the time-varying amplitude and 𝜑(𝑡) is time-varying phase of
oscillations. The time-varying amplitude 𝐴(𝑡) describes the fluctuations in the output
amplitude from the constant average output. And the time-varying phase 𝜑(𝑡) describes
the fluctuations in the output phase/frequency from the constant average phase/frequency.
Since the more commonly used and easily measured quantity is power, not
amplitude, the fluctuations in amplitude are described as power fluctuations and quantified
as relative intensity noise (RIN) [7]. The fluctuations in phase/frequency are relatively
difficult to measure and are quantified as phase/frequency noise (PFN). This chapter
focuses on a newly developed method for characterizing phase/frequency fluctuations.
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3.1

Introduction
As mentioned above, the output of a laser is influenced by various intrinsic and

extrinsic parameters. One important implication of such influences is the spectral impurity
(or deviation from monochromaticity) caused by fluctuations in phase/frequency. Fig.
3.1(a) shows a conceptual picture of the time-domain output of an oscillator with
phase/frequency fluctuations and Fig. 3.1(b) shows the corresponding frequency-domain
picture. It can be noted from Fig. 3.1(a) that the time periods (𝑇1 , 𝑇2 etc.) of the consecutive
oscillations are not the same because of nonuniform zero crossings, which cause the
spectrum to spread by ∆𝑓 around the average frequency 𝑓0 as shown in Fig. 3.1(b).
(a)

(b)
∆𝑓

𝑡

𝑇1

𝑇2

𝑇1

𝑇3

𝑇1

𝑓0

𝑓

Fig. 3.1 Conceptual picture depicting output of an oscillator containing phase/frequency
fluctuations in (a) time-domain and in (b) frequency-domain.
Such spectral impurity is highly undesired in many applications. Optical frequency
metrology, for example, relies highly on the spectral purity of reference frequency source
to precisely determine the frequency being measured. In the area of optical communication,
dispersion due to fiber is the bottleneck. A spectrally pure light source can circumvent the
dispersion effects to achieve high speed long-distance communication. Particularly,
coherent optical communications need spectrally pure and stable sources. Precision
measurement techniques in spectroscopy, imaging and interferometry also greatly benefit
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from sources with high spectral purity. In fiber-optic sensing, the resolution of the
measurand is often limited by the spectral purity of the interrogating source. So, employing
a spectrally pure interrogating source promises high sensing resolution.
As the demand for such high-spectral-purity light sources continue to grow, there
arises the need for instrumentation with improved capabilities in characterizing their
spectral purity. Conventionally, the spectral purity is quantified using phase/frequency
noise (PFN). PFN is defined as the power spectral density of phase/frequency fluctuations
and is measured in 𝑑𝐵𝑐 ⁄𝐻𝑧 [7].
A variety of methods have been proposed for measuring the PFN of lasers. These
methods can be categorized as: 1.) Delay-line schemes, 2.) Optical frequency
discriminator-based method, and 3.) Radio-frequency (RF) based methods. Delay-line
schemes are the most straightforward approaches in which an interferometer with highly
imbalanced arm length is combined with homodyne or heterodyne detector for linewidth
evaluation [25-27]. Fig. 3.2(a) shows one specific configuration of delay-line scheme
called self-heterodyne measurement scheme. In Fig. 3.2(a), the laser is split into two output
with one output being frequency shifted (in RF range) and another being delayed before
combining for detection. Despite its simplicity and cost effectiveness, this method is only
suitable for characterizing the Lorentzian linewidth of a source and is unable to provide a
true picture of the PFN when the source is subject to large frequency modulations (FM)
[28]. Fig. 3.2(b) shows the basic idea behind optical frequency discriminator technique. It
works on the simple principle of converting any frequency change to intensity change. The
left panel of Fig. 3.2(b) shows an optical cavity and the right panel shows a resonance peak
of its transmission spectrum. For a light field to transmit through such cavity, it’s
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frequency/wavelength must lie within the transmission spectrum of a cavity. The amplitude
/irradiance of light transmitted through cavity depends of the location of its
frequency/wavelength with respect to the peak of the transmission spectrum of the cavity.
When the light oscillating within the resonator, with its frequency lying within the cavity
resonance as shown in Fig. 3.2(b), changes its frequency then correspondingly the intensity
of light at the output of resonator will also change. This is the principle of operation of this
method. Typical OFDs are gratings [29], optical resonators [30], as well as atomic
transitions [31]. Methods based on OFDs are low cost and easy to implement, but they
suffer from limitations in frequency resolution, signal to noise ratio and stability [32]. Laser
PFN can also be measured in the radio-frequency (RF) range by employing appropriate
frequency downshifting [32-33]. The downshifting is normally accomplished by
heterodyning the laser under test with a reference laser to produce a beat note at the
difference frequency as shown in Fig. 3.2(c). The RF methods typically have much higher
frequency resolutions and signal-to-noise ratios compared to the OFD-based methods [26].
Its drawbacks in system complexity and cost have also been significantly mitigated in
recent years by the advance in optical frequency comb technologies [34].
From a fundamental point of view, all of these conventional methods ultimately
rely on direct measurement of power spectral density (PSD) of modulation sidebands to
characterize phase/ frequency fluctuations. As a result, they suffer from a common
limitation, which is the intrinsic ambiguity between FM modulation frequency and
instantaneous frequency. This can be understood by the fact that knowing solely the PSD
of a modulation sideband cannot lead to a definitive distinction between a broadband noise
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Fig. 3.2 Methods for PFN measurements (a) Delayed self-heterodyne approach, (b) Optical
frequency discriminator-based method and (c) RF-based method.
source with a low modulation index across its entire bandwidth (known as a broadband
phase modulation) and a low-frequency fluctuation with a very large modulation index
(known as a wideband FM). Moreover, in the latter case, conventional methods are
incapable of providing quantitative assessment of key FM parameters such as modulation
frequency and modulation index. Yet, in practice, information about the nature and the
scale of noise sources is often critical for pinning down their causes and mitigating them.
For example, when designing active locking systems for laser frequency stabilization, it is
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paramount to understand the exact factors contributing to laser instability and their scales
[35]. Systems optimized to suppress slow but large frequency modulations are typically
different from systems optimized to suppress broadband phase noise. Unfortunately, this
kind of assessment is often performed in the labs based on experience and repeated tests.
A simple but elegant method to improve the specificity of laser spectral analysis is
presented here. Our method is based on the RF-discriminator scheme mentioned above but
makes a crucial change by introducing an electronic frequency divider (EFD) before the
PSD measurement. By showing the differences in the response of EFD to various FM
scenarios, we demonstrate the feasibility to differentiate common laser PFN situations and
quantify large FM parameters via a simple modification to the existing technique.
This chapter is organized as follows. Section 3.2 describes the background behind
the proposed method. The principle of operation is explained in Section 3.3. An experiment
for verifying the principle of operation is described in Section 3.4 followed by the results
in section 3.5. Finally, a conclusion is given in Section 3.6.
3.2

Background for angle modulation and the limitations in its measurement
Any phase/frequency fluctuation can be classically viewed as angle modulation.

So, in this section the basic concept of modulation is described followed by the
mathematical framework for angle modulation. Lastly, the limitation of direct power
spectral density (PSD) measurement has been pointed out before introducing electronic
frequency divider.
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3.2.1 Basic concept of modulation
Basically, modulation is a technique to systematically vary the characteristic
parameter of a high frequency sinusoidal signal often called the carrier signal [36]. Based
on the systematic rule used to alter the characteristic parameter, the modulation techniques
can be categorized as either analog or digital. In analog modulation, the characteristic
parameter is varied continuously over time. Since any sinusoidal signal has three
characterizing parameters (i.e. amplitude, frequency and phase), the analog modulation can
further be divided into three modulation formats depending on the parameter being varied.
These are amplitude modulation, frequency modulation and phase modulation. Fig. 3.3
shows these three types of modulation formats from a conceptual viewpoint.
As can be seen from Fig. 3.3, the phase modulation and frequency modulation only
vary the overall phase of the carrier signal and so they can be grouped together as angle
modulation. This work is mainly concerned with angle modulation and so the next section
gives the mathematical framework of angle modulated signals.

High frequency carrier signal

Systematic rule or modulating signal

Amplitude modulated signal

Frequency modulated signal

Phase modulated signal

Fig. 3.3 Three analog modulation formats from a conceptual viewpoint with top two
sinusoids as carrier signal and modulating signal respectively.
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3.2.2

Mathematical framework of angle modulated signals
In general, a sinusoidal carrier with constant amplitude but time-varying phase can

be mathematically described by [36]
x(t ) = Ac exp  j (t )  = Ac exp  j  2 fct +  (t )  ,

(3.1)

where Ac is carrier amplitude,  (t ) is total instantaneous angle,

f c is carrier

frequency, and  (t ) is time-dependent phase angle. If the phase is subject to a
modulation, it can be further expressed as

t

 (t ) = 2 K f  m( )d ,

(3.2)

0

where K f is frequency sensitivity of the modulator and m( ) is the modulation signal
(or systematic rule). The instantaneous frequency of the signal is defined as

f (t ) 

1
 (t ) = f c + K f m(t ) ,
2

(3.3)

Since an arbitrary modulation signal can be decomposed into a collection of singlefrequency components via Fourier transform, it is worthwhile to take a closer look at the
so called tone modulation, where m( ) takes the form of a sinusoidal function

m( ) = Am cos(2 f m ) , with Am being modulation amplitude and

f m representing

modulation frequency. Then (3.1) can be rewritten as
x(t ) = Ac exp ( j 2 f ct )  exp  j  sin(2 f mt )  ,

(3.4)

where  = K f Am / f m is commonly known as modulation index. By defining peak FM
frequency deviation f  K f Am , modulation index can also be expressed as  = f / f m .
Expanding the second exponential term in (3.4) into an infinite series yields [36]
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x(t ) = Ac

+

 J (  ) exp  j 2 ( f

n =−

n

c

+ nf m ) t  ,

(3.5)

where J n (  ) is Bessel’s function of the first kind of order n and argument  . In the
special case of small modulation index, i.e.,   1 , all terms except the 0th and the 1st
orders in (3.5) are negligible, yielding





(3.6)

f m )  ,

(3.7)

x(t )  Ac J 0 (  ) exp ( j 2 f ct )  J1 (  ) exp  j 2 ( f c  f m ) t  ,

Fourier transform of (3.6) gives the spectrum of the signal,

X(f ) =

Ac
 J 0 (  )  ( f − f c )  J1 (  )  ( f − f c
2 

which consists of the carrier f c along with two sidebands at f c  f m .

3.2.3

Limitations of direct power spectral density measurement
In the current context, specific interest is in comparing two hypothetical scenarios.

The first scenario is a broadband modulation with a constant but small modulation index
(i.e.,   1 ) across the entire modulation band. In reality, this closely resembles the case
of white phase noise. According to (3.7), each Fourier component (denoted here as f i ) of
such a modulation generates a pair of sidebands at f c  f i with an amplitude equal to

( Ac / 2) J i (  ) , which is a constant. As a result, the overall sideband, after considering all
possible values of

f i , has a constant PSD throughout its span. Such a feature is

demonstrated in Fig. 3.4(a), which shows the measured PSD of a white phase-noise
sideband. The second scenario is a single-tone modulation at f m , with a frequency
deviation f  f m and hence a modulation index   1 . The spectral feature due to
this modulation is better captured by invoking the concept of instantaneous frequency.
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According to (3.3), the instantaneous frequency under such a modulation is given by

f (t ) = f c + f cos(2 f mt ) , which represents a frequency sweep between f c  f at a rate
of f m . A direct measurement of the signal spectrum would result in a constant PSD
throughout the frequency sweeping range, as demonstrated in Fig. 3.4(b).
The above two scenarios show that completely different fluctuation mechanisms
may yield very similar PSD profiles under direct PSD measurement, which can potentially
cause ambiguity in practice. Such a limitation of the conventional methods is particularly
problematic for high precision laser frequency analysis, where the nature of the fluctuation
in question is often critical for determining effective approaches of mitigation. Methods
capable of improving the specificity of PSD measurement thus become highly desirable.

Fig. 3.4. Ambiguity in direct PSD measurement. (a) The PSD of a white phase noise. (b)
The PSD caused by a wideband tone-modulation. Both spectra are recorded with a
Tektronix MDO 4104B mixed domain oscilloscope with a resolution bandwidth of 300 Hz.
3.3

Principle of operation
As mentioned in introduction, our method for improving the specificity of laser

spectral analysis utilizes EFD before PSD measurement. As noted, any phase/frequency
fluctuation can be classically viewed as angle modulation and hence it is imperative to
analyze the effect of frequency division on angle modulated signals. Keeping that in mind,
Section 3.3.1 describes the effects of frequency division on angle modulated signal.
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Understanding the spectral changes caused due to frequency division is crucial too which
is described in Section 3.3.2. Finally, the operating principle of EFD-aided frequency
analysis is delineated in Section 3.3.3.
3.3.1

The effects of frequency division on angle modulated signals
The function of frequency division is typically performed by a component called

frequency divider as described in chapter II. However, generally speaking, the role of
frequency divider is to divide the total phase of input signal by its division ratio. This leads
to interesting scenarios for angle modulated signals from spectral viewpoint. But before
that let us analyze how the operation of frequency division impacts an angle modulated
signal from mathematical and physical viewpoint. Once again, focus is on the case of tone
modulation with the understanding that a general modulation scenario can always be
decomposed into a collection of tone modulations through the Fourier transform. Consider
a single-tone-modulated signal as represented by equation (3.4). When it passes through a
frequency divider with a division ratio N, both terms on the exponents are divided by N
and the output signal is given by

f 

 

y (t ) = Ac exp  j 2 c t   exp  j sin(2 f mt )  ,
N 
 N



(3.8)

A similar series expansion as the one performed on equation (3.4) yields

y (t ) = Ac

+

J

n =−

n


 fc
 

  exp  j 2  + nf m  t  ,
N
N
 


(3.9)

Taking the Fourier transform of equation (3.9) results in an expression for the spectrum of
a tone-modulated sinusoidal carrier after an N-fold frequency division,

Y( f ) =

Ac
2

+

J

n =−

n

 fc

 
    f −  + nf m   .
N 
N
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(3.10)

Equation (3.10) shows that frequency division causes two changes on a tonemodulated signal: it divides the carrier frequency f c by N and it divides the modulation
index  by N. On the other hand, frequency division does not change the modulation
frequency f m and hence the sideband spacing remains the same.
The effect of frequency division can also be understood through the concept of
instantaneous angle and instantaneous frequency defined in equations (3.1) and (3.3). A
divider effectively divides  (t ) and f (t ) by its division ratio N. For tone modulation,
the divided instantaneous frequency becomes

f (t ) f c f
= +
cos(2 f mt ) .
N
N N

(3.11)

From the viewpoint of frequency sweeping, this indicates that the operation of
frequency division causes a reduction of both the carrier frequency and the frequency
sweeping range by the same ratio. However, it should be noted that such a picture is only
valid when f / N  f m , which essentially requires both   1 and  / N  1 . A
comparison between equations (3.10) and (3.11) also indicates that a division of  is
equivalent to a division of f .

3.3.2

Spectral changes due to frequency division
With the understanding of the effects of frequency division on angle modulated

signals, let us now examine the spectral changes caused by frequency dividers under
various circumstances. These different scenarios are broadly grouped into two categories:
tone modulation and broadband modulation. The discussion on tone modulation is further
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broken down into three different cases based on the relative scales of the modulation index
and the division ratio:
1.)

Narrowband FM (NBFM)

This is the case where the FM frequency deviation is small compared to the modulation
frequency, i.e., ∆𝑓 ≤ 𝑓𝑚 , or equivalently, 𝛽 ≤ 1 . According to equation (3.5), the
modulation can be treated as consisting of a series of harmonic components at the multiples
of 𝑓𝑚 . Moreover, since 𝛽 is small, only the first few orders of Bessel’s function have
significant contributions in the expansion. As a result, the original spectrum consists of
several discrete sidebands on both sides of the carrier. The frequency-divided signal is
described by equation (3.10), where the carrier frequency and the modulation index are
both divided by N. The modulation frequency, however, remains unchanged. The result is
a second set of discrete sidebands centered at 𝑓𝑐 ⁄𝑁, with the same sideband spacing but
reduced amplitudes (since modulation index is divided by N). Such a spectral change is
illustrated in Fig. 3.5(a). Evidently, the main characteristic difference before and after the
divider is a reduction in the “vertical” scale of the sidebands (i.e., amplitude or power).
2.) Wideband FM (WBFM) with small division ratio
This is the case where the FM frequency deviation is large compared to the modulation
frequency, i.e. ∆𝑓 ≫ 𝑓𝑚

and 𝛽 ≫ 1, but the division ratio N is small relative to 𝛽 so

that 𝛽 ⁄𝑁 ≫ 1 . Under such conditions, it is more convenient to use the concept of
instantaneous frequency defined in equation (3.3) and treat the modulation as a frequency
sweeping, both before and after the divider. The effect of a frequency divider can be
described by equation (3.11), which indicates a simultaneous reduction of the carrier
frequency and the frequency-sweeping range, as illustrated in Fig. 3.5(b). Clearly, the main

39

characteristic change in the spectrum is a reduction in the “horizontal” scale (i.e., frequency
span).
3.) WBFM with large division ratio
This case is similar to the previous one except the division ratio N becomes comparable to
or greater than 𝛽 so that 𝛽 ⁄𝑁 ≤ 1 . The original signal has a large 𝛽 and acts as a
frequency sweeping. But the divided modulation index is so small that the divided
spectrum only consists of discrete sidebands, as conceptually depicted in Fig. 3.5(c).
Evidently, such a characteristic transition requires the division ratio to be at least
comparable to the original modulation index, i.e.,𝑁 ≈ 𝛽. This interesting feature can be
used to quantify the scale of 𝛽 as will be discussed in the following.
As a summary of tone modulation, the above three cases can also be qualitatively
understood through the so-called Carson’s rule [36], which states that the bandwidth of an
angle-modulated signal can be approximately predicted by the relation 𝐵𝑊 = 2𝑓𝑚 (𝛽 +
1). When 𝛽 ≪ 1, the bandwidth is dominated by the second term on the right-hand side so
that 𝐵𝑊 ≈ 2𝑓𝑚 . Since 𝑓𝑚 does not change through frequency division, the signal
bandwidth remains the same after the divider while the sideband amplitudes reduce. On
the other hand, when 𝛽 ≫ 1, the first term in the parentheses dominates so that 𝐵𝑊 ≈
2𝑓𝑚 𝛽 = 2∆𝑓. Now the bandwidth is mainly determined by the FM frequency deviation ∆𝑓,
which defines the span of frequency sweeping. Under frequency division, the bandwidth
reduces following the reduction of 𝛽 (and hence ∆𝑓). However, once 𝛽/𝑁 becomes
comparable to 1, the first term is no longer dominant and discrete sidebands once again
appear in the spectrum.
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Finally, the above discussions based on single-tone modulation in principle also
apply to multi-tone and broadband modulations. In particular, broadband modulations with
small index are especially common in practice and hence should be discussed separately.
4.) Broadband phase modulation (BBPM)
This is the case where the modulation is composed of a continuous band of 𝑓𝑚 and 𝛽 ≪
1 holds true across the entire band. This case can be more conveniently described by
directly invoking equation (3.1) and assuming 𝜙(𝑡) = 𝜙∆ 𝑎(𝑡), where 𝜙∆ represents the
maximum phase shift produced by a general modulation function 𝑎(𝑡) with 𝜙∆ ≤ 𝜋. It
is straightforward to show that, as long as |𝜙(𝑡) ≪ 1| is satisfied (which leads to the name
phase modulation), the Fourier transform of 𝑥(𝑡) can in general be written as

X(f ) =

Ac
 ( f − f c ) + j A ( f − f c )  ,
2 

(3.12)

where 𝐴(𝑓) is the Fourier transform of 𝑎(𝑡). With an N-fold frequency division, 𝑓𝑐 and
𝜙∆ are both divided by N, and signal spectrum becomes

X 1/ N ( f ) =

Ac
2

 
f c   
fc 
  f − N  + j N A  f − N   .



 

(3.13)

Apparently, the entire sideband downshifts to a new center frequency 𝑓𝑐 /𝑁 , with a
universally reduced amplitude 𝜙∆ /𝑁 . The characteristic change of the spectrum is a
reduction in the “vertical” scale, as depicted in Fig. 3.5(d), which is in essence similar to
the behavior of NBFM except this is for a continuous band. It is also interesting to point
out that, according to (3.13), the PSD of the divided spectrum has an identical profile as
the undivided spectrum but 20 log10 N dB lower.
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Fig. 3.5 The effects of frequency division in different angle-modulation scenarios: (a) a
reduction of sideband amplitude (vertical) in the case of narrowband tone modulation; (b)
a reduction of frequency span (horizontal) in the case of wideband tone modulation and
small division ratios; (c) a change of characteristics from frequency sweeping to discrete
sidebands in the case of wideband tone modulation and large division ratios; and (d) a
universal reduction of sideband amplitude (by 20logN dB in PSD scale) in the case of
broadband phase modulation.
3.3.3

Operating principle of EFD-Aided frequency analysis
Overall, the characteristic difference in spectral behaviors under frequency division

makes it possible to distinguish different types of angle modulation by means of frequency
dividers. Especially, in the context of laser frequency analysis, by introducing an EFD
preceding a spectrum analyzer and comparing the PSD measurements with and without the
EFD, one can easily draw distinctions between a laser spectrum caused by slow but large
frequency fluctuations (Fig. 3.5(b)) and a laser spectrum dominated by white phase noise
(Fig. 3.5(d)). Such differentiation cannot be accomplished without ambiguity with the
conventional direct PSD measurement as pointed out in Section 3.2.3. Moreover, by
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finding that “magic” division ratio N at which a WBFM sideband transitions into a NBFM
sideband as shown in Fig. 3.5(c), one can deduce the approximate value of 𝛽 through the
relation 𝛽 ≈ 𝑁 . The resulted NBFM spectrum allows for easy determination of 𝑓𝑚
(keeping in mind that 𝑓𝑚 remains invariant through frequency division). The FM
frequency deviation, ∆𝑓, can be estimated based on the relation 𝛽 = ∆𝑓⁄𝑓𝑚 . Evidently,
the approach outlined above enables systematical decoding of the modulation parameters
of an arbitrary WBFM signal, which is not possible using any conventional spectral
analysis methods.

Fig. 3.6 Schematic of experimental setup. AMP: RF amplifier; AOM: acousto-optic
modulator; DL: diode laser; EOM: electro-optic phase modulator; PD: photodetector;
VCO: voltage-controlled oscillator. Solid red lines represent optical paths and dotted blue
lines represent electronic paths.
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3.4

Experiment for Verification
In order to verify the capability of EFD-aided frequency analysis in discriminating

various types of angle modulation and quantifying WBFM parameters, an experiment has
been setup in which an arbitrary angle-modulated signal can be loaded onto low-noise laser
light. We then use the EFD-aided method to measure the laser spectrum and compare it
with theoretical predictions.
Fig. 3.6 shows a schematic of the experimental system. The light source is a narrowlinewidth, low-noise diode laser (RIO Orion, < 1 kHz linewidth). An acousto-optic
modulator (AOM) splits the laser output into two beams with a frequency offset governed
by the driving signal of the AOM. The AOM is driven by a voltage-controlled oscillator
(VCO) operating at 80 MHz. FM can be applied to the +1-order output of the AOM by
modulating the control voltage of the VCO. The 0th-order output of the AOM passes
through an electro-optic phase modulator (EOM), which provides an alternative port for
loading BBPM onto the laser light. The two beams recombine on a photodetector, which
serves as a heterodyne receiver to downshift the laser spectrum to the RF band so that it
can be analyzed by EFDs. Two programmable EFDs (Valon 3008) are used, each with a
maximum division ratio of 32. When arranged in series, they are able to provide an overall
frequency division up to 1024. The divided laser spectra are saved and analyzed with an
RF spectrum analyzer (Tektronix RSA 306B).
3.5

Results
Fig. 3.7 summarizes the main results of the experiment. In order to make

comparisons with theory, we plot all traces as single-sided spectra, with solid black traces
representing experimental results and dashed red traces representing theoretical
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predictions. Fig. 3.7(a) and (b) correspond to the case of NBFM, where the phase of the
laser is modulated at 100 kHz with  = 0.34 (see Fig. 3.7(a)). A 4-fold division by an
EFD results in discrete sidebands of the same spacing but with reduced amplitudes, as
shown in Fig. 3.7(b). This result is consistent with theoretical calculations based on
equation (3.10). Fig. 3.7(c)–(f) represent the case of WBFM, with a modulation frequency
of 1 kHz and an FM frequency deviation of 242 kHz (that is  = 242 ). The original
spectrum (see Fig. 3.7(c)) is a quasi-continuous, flattop sideband extending up to about 250
kHz. As the signal goes through the EFDs, the spectral width is reduced according to the
division ratio but the overall profile of the sideband remains approximately the same, as
demonstrated in Fig. 3.7(d) and (e). However, when the divided 𝛽 becomes comparable
to 1 (in this case when 𝑁 = 128), the divided spectrum begins to transform into a series of
discrete sidebands at the harmonics of 1 kHz, as shown in Fig. 3.7(f), which resembles a
NBFM spectrum. Once again, these experimental results agree well with theoretical
predictions. The case of multi-tone modulations has also been investigated with
independently controlled parameters and the results are generally simple combinations of
the above two special cases. Finally, Fig. 3.7(g) and (h) show the case of BBPM, where
the modulation consists of a continuous band of frequencies, all at low modulation indices.
The measured result indicates that a 4-fold division causes the entire sideband to lower by
12 dB (see Fig. 3.7(h)). This is in good agreement with the theoretical prediction based on
equation (3.13).
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Fig. 3.7 The responses of EFD to various types of angle modulation: experimental (solid
black) vs. theoretical (dashed red). (a) and (b): NBFM (undivided and divided by 4,
respectively). (c)–(f): WBFM (undivided, divided by 2, 8, and 128, respectively). (g) and
(h): BBPM (undivided and divided by 4, respectively).
3.6

Conclusion
EFD-aided laser frequency analysis has been proposed and demonstrated as an

effective solution to improve the specificity of conventional spectral analysis based on
direct PSD measurement. By applying frequency division prior to PSD measurement and
monitoring the spectral changes caused by the EFD, one can differentiate common PFN
situations such as WBFM and BBPM without ambiguity. Moreover, the new method
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allows for quantitative determination of WBFM parameters such as modulation frequency,
modulation index and FM frequency deviation, which is not possible with any conventional
spectral analysis methods. These additional capabilities can be of great benefit to the
development of laser frequency locking systems. It can also find applications in a breadth
of fields including optical sensing, precision measurements, RF photonics, radar/lidar, etc.
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CHAPTER IV

AN APPLICATION OF THE NEWLY DEVELOPED METHOD FOR
LASER FREQUENCY ANALYSIS

The goal of this chapter is to demonstrate an application of the method developed
in previous chapter for analyzing the laser frequency.
The outline of this chapter is as follows. Section 4.1 describes an experimental
scheme. The results derived by utilizing the method of previous chapter are described in
Section 4.2. Conclusion is given in Section 4.3.
4.1

Experiment
Optical
frequency
comb laser
Coupler

Photodetector

Electronic
frequency
divider

RF
spectrum
analyzer

Diode laser

Fig. 4.1 A schematic for analyzing the frequency of a laser by beating it to another laser
for generating noisy beat signal.
Fig. 4.1 shows the schematic of experimental scheme used for analyzing the
frequency of a laser. A noisy RF spectrum is deliberately generated by beating a diode laser
(DL) with an optical frequency comb (OFC) for testing the new method in more realistic
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conditions. Such a beat note is frequently used in practice to facilitate DL-OFC locking
[34]. Understanding the physical mechanisms behind the PFN of the beat note is essential
to designing proper locking systems. In the current case, the diode laser is the same narrow
linewidth laser mentioned in chapter III. The OFC (Menlo Systems FC1500) has a 250MHz repetition rate, which is stabilized against a Rubidium frequency standard (SRS
FS725). The carrier-envelope offset (CEO) frequency, however, is not stabilized. The RF
beat note is generated by beating DL with a comb-line of OFC through a coupler and a
photodetector. That RF beat note subsequently feeds into the two EFDs under various
division-ratio settings, producing a series of spectra, which are summarized in Fig. 4.2.
4.2

Results
Fig. 4.2(a) shows the PSD spectra of the original beat note as well as the beat note

divided by 4, 8, 16 and 32. All traces are re-centered to frequency zero for the sake of
comparison. The undivided beat note features a flattop profile across over 300 kHz. As the
division ratio gradually increases, the bandwidth of the beat note decreases in proportion,
displaying a WBFM behavior similar to those shown in Fig. 3.5(b) and Fig. 3.7(c)–(e). It
should be noted that the small sidebands in Fig. 4.2(a) at about 44 kHz and 87 kHz are
introduced by the dividers as opposed to the beat note. Increasing the division ratio further,
the trend of linewidth reduction continues, as shown in Fig. 4.2(b) for N = 64, 128 and 256.
A close look at the center regions of all these traces reveals a similar flattop feature,
suggesting that the divided 𝛽 remains large throughout the frequency division thus far
and the divided beat note maintains its WBFM nature. However, when the division ratio is
raised to 512, a set of discrete peaks at the harmonics of 1.8 kHz appears (upper trace in
Fig. 4.2(c)). In addition, possible NBFM sidebands emerge at about 180 Hz from the carrier
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peak (upper trace in Fig. 4.2(c) inset). Finally, at N = 1024, the peaks at the harmonics of
1.8 kHz

Fig. 4.2. Frequency-divided beat note between the DL and the OFC for division ratios of
(a) 1 (undivided), 4, 8, 16 and 32; (b) 64, 128 and 256; (c) 512 and 1024. Instrument
resolution bandwidths are (a) 50 Hz, (b) 50 Hz and (c) 40 Hz.
remain at the same frequencies but their amplitudes reduce by about 6 dB (lower trace in
Fig. 4.2(c)), confirming their NBFM nature. Meanwhile, several other NBFM sidebands
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are clearly revealed at lower frequencies, including ones near 180 Hz, 300 Hz, 420 Hz, 620
Hz and 920 Hz (lower trace in Fig. 4.2(c) inset).
The analysis so far has yielded valuable insights into the properties of the beat note.
The original beat note is predominantly WBFM-broadened, and there are multiple FM
mechanisms tracing back to the lasers. The most prominent FM frequencies are at about
180 Hz and 1.8 kHz. As to the other sideband frequencies, e.g., 300 Hz, 420 Hz, 620 Hz
and 920 Hz, the current spectral resolution and measurement precision are inadequate to
determine whether they belong to the same series as the 180-Hz modulation or other
independent modulations. However, it is evident that the sideband near 180 Hz is by far
the strongest among all resolvable sidebands. It is therefore reasonable to assume the
roughly 300-kHz initial linewidth of the beat note is primarily caused by this low-frequency
modulation, which implies a modulation depth ∆𝑓 of about 150 kHz and modulation
index 𝛽 of approximately 830. This result is consistent with the fact that the 180-Hz
sideband appears only when N reaches above 512. Since the EFDs divide the modulation
indices for different modulation frequencies with exactly the same ratio, we can also
estimate the 𝛽 associated with the 1.8-kHz FM based on the difference between the 180Hz peak and the 1.8-kHz peak, which is about 40 dB according to Fig. 5(c) inset. This leads
to an estimation of 𝛽 = 8 for the FM at 1.8 kHz. All these above findings appear to agree
with our understanding of the physical sources of fluctuations in the current circumstance.
The broadening of the beat note is primarily due to the broadening of the OFC comb lines
near the OFC center wavelength 1550 nm, which is mainly attributed to environmental
noise (e.g., cavity length fluctuations) at frequencies below a few kilohertz [37]. Our
method not only determines the FM frequencies but also their modulation indices as well.

51

It should be noted that both the DL and the CEO frequency of the OFC are freerunning in this experiment. As a result, the beat note constantly drifts throughout the dataacquisition process. Such a drift would have greatly hindered the conventional techniques
for high-resolution spectral analysis (e.g., fast Fourier transform (FFT) analysis). Yet our
method demonstrates a high degree of robustness under frequency drift and displays a
capability of capturing fine spectral details without the need of extensive frequency
stabilization.
4.3

Conclusion
An application of the method proposed in chapter III has been demonstrated. A

good agreement between the experimental verification of chapter III and an actual
application has been shown. In particular, the RF beat note between a diode laser and an
optical frequency comb laser is analyzed. The RF beat note displayed WBFM behavior for
low values of division ratio of frequency divider (till N = 256). However, as the division
ratio increased (N >256) it started showing sidebands similar to the case of NBFM. The
NBFM nature has been confirmed by further increasing the division ration resulting in the
reduction of sideband amplitudes. The magic division ratio that converts WBFM to NBFM
is identified as 512. Moreover, the possible frequencies responsible for wide undivided
beat note has been identified to be 180 Hz, 300 Hz, 420 Hz, 620 Hz and 920 Hz. However,
it is evident that the sideband near 180 Hz is by far the strongest among all resolvable
sidebands. It is therefore reasonable to assume the roughly 300-kHz initial linewidth of the
beat note is primarily caused by this low-frequency modulation, which implies a
modulation depth ∆𝑓 of about 150 kHz and modulation index 𝛽 of approximately 830.
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CHAPTER V

FREQUENCY DRIFT MITIGATION

After acquiring a priori knowledge of phase/frequency errors, the next step is to
correct for those errors. So, the focus of this chapter is to describe the approach that has
been taken for drift mitigation of a diode laser (DL).
The outline of this chapter is as follows. In Section 5.1, an overview of different
frequency stabilization approaches is given. Following that, in Section 5.2, details about
the optoelectronic approach that is taken here for drift mitigation, namely, optical phase
lock loop (OPLL) is given. The limitation of this method is also mentioned. To overcome
the limitation of OPLL, a component called phase/frequency detector (PFD) is used in
place of phase detector (PD), The Section 5.3 is dedicated to explaining the basics of PFD.
Details about the PFD that has been designed is given in Section 5.4. The experimental
scheme is delineated in Section 5.5. The results of the locking obtained using the
experimental scheme is described in Section 5.6. Finally, a conclusion is given in Section
5.7.
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5.1

Overview of laser frequency stabilization approaches
Lasers can work in a single longitudinal mode and narrow linewidth based on

technologies like distributed feedback, distributed Bragg reflection and external cavity.
However, even if technical measures are adopted for temperature stabilization, vibration
isolation, and pump current stabilization, laser frequency noise and frequency drift may
still exist and ultimately may limit the performance in certain applications where low noises
and high frequency stability are required [38, 39]. Hence, it is necessary to stabilize the
frequency by active feedback.
The basic idea of frequency stabilization by active feedback is explained through a
block diagram in Fig. 5.1. The oscillator with phase/frequency error is compared with a
highly stable frequency reference through an error detector. The output of error detector
contains the information about the phase/frequency errors which is processed and
subsequently fed back to the oscillator for correction.

Fig. 5.1: Block diagram explaining the basic idea of feedback for frequency stabilization
Mainly, three key components are involved in laser frequency stabilization by
active feedback as shown in Fig. 5.1. First, a high precision frequency standard is required
to work as a reference against test frequency for deriving information about the frequency
fluctuations. Secondly, a frequency discriminator (or error detector) is needed to detect the
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amount of phase/frequency fluctuations, which is often called an error signal. Finally, a
loop filter or a signal processor is utilized for appropriately processing the error signal
before feeding back to the laser for correcting fluctuations.
Depending on the kind of reference used, frequency stabilization methods can be
grouped into three categories [38]. The first type uses the absorption lines of atoms or
molecules as references. Lasers with frequency stabilized on absorption lines of atoms or
molecules are widely used in many important areas, such as spectroscopy and laser cooling
of atoms. One of the milestones in this field is saturated absorption spectroscopy developed
by A.L. Schawlow, one of the inventors of laser, who was awarded the Nobel Prize in
Physics in 1981. The second category uses high precision and high stability resonators. The
most successful example of this technology is the Pound–Drever–Hall (PDH) method
widely used in extremely precise frequency standards [30]. The third category uses a
second laser, often called a master laser (ML), with precision and stability much higher
than the laser to be stabilized. A common feature of all frequency standards is their very
high stability compare to the laser to be stabilized.
The frequency stabilization technology that uses a laser with high precision and
stability (master laser) mainly includes two techniques for stabilization [39]. First, optical
injection locking, where ML is fed into the cavity of laser to be stabilized often called slave
laser (SL) and under certain conditions the frequency characteristics of ML is transferred
to SL. The second technique is called optoelectronic feedback approach in which the pump
current of the SL is modulated in accordance with error signal derived by beating ML with
SL. The most common optoelectronic feedback system employed is the “Optical phaselock loop (OPLL).”
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The optoelectronic feedback approach is used here for stabilizing the frequency
drift of a diode laser. Particularly, an OPLL is designed by using a frequency stabilized
mode-locked fiber laser (MLFL), which forms optical frequency comb (OFC), as the
frequency reference to leverage its long-term stability. Along that line, the next section
outlines the basics of OPLL.
5.2.

Optical phase-lock loop (OPLL)

5.2.1

Basics of OPLL
OPLL are optical counterparts of phase-locked loop (PLL) and hence it is

imperative to get some basic idea about PLL first. Phase-locked loop (PLL) is a negative
feedback control system, which is most often utilized for tracking the phase and frequency
of ‘master’ oscillator by a ‘slave’ oscillator [39]. Typically, as shown in Fig. 5.2, a PLL
comprises of a master oscillator, a phase detector (PD), a loop filter and a slave oscillator
(or voltage-controlled oscillator (VCO)). The PD compares the phase/frequency of a
master oscillator with a slave and produces an output which is a measure of the phase
difference between two oscillators. The loop filter is typically a servo-controller and used
to process the output produced by the PD. Its output is subsequently applied to the VCO as
a control signal. The VCO, also called ‘slave’ or local oscillator, generates a periodic signal
according to the input control voltage. It is made to track the phase and frequency of the
‘master’ oscillator.
An OPLL comprises of lasers in place of oscillators, wherein the ‘slave’ laser is
phase and frequency locked to the ‘master’ laser. The center frequencies of the slave and
master lasers may be same or different. The two cases require different detection schemes,
i.e. the homodyne or the heterodyne, respectively [39]. For heterodyne OPLL, a radio
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frequency source (RF) is needed, as shown in Fig. 5.3, to mix with the optical beat signal
to convert the beat signal frequency to a low frequency band. The mixed signal is used as
an error signal after being filtered by LPF and amplified. Once the phase locking is
established, the slave laser will have the same frequency stability and the same linewidth
as those of the master laser. For homodyne OPLL, the RF source and the mixer are not
needed since SL and ML have same center frequencies.

Fig. 5.2: Block diagram of phase-locked loop

Fig. 5.3: Block diagram of a heterodyne OPLL
Fig. 5.3 shows the block diagram of a heterodyne OPLL. As can be seen here, the
output of the slave laser is combined with the output of the master laser using a
photodetector to generate a beat note. The detected beat note is amplified, mixed down to
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the baseband using an RF oscillator source, filtered and fed back to the slave laser to
counter-react to any phase/frequency fluctuations. This way the slave laser is made to track
the master in phase and frequency.
In general, OPLL can be used in any application requiring laser phase/frequency
transfer. Briefly, coherent optical communication (COC), transfer of frequency and time
standards in networks, microwave photonics and radio over fiber (ROF), laser cooling and
cooled atoms, and the effect of electromagnetically induced transparency (EIT) are some
of the areas where OPLLs have been used [39]. Another important application being
explored is the development of precise frequency-swept lasers.
OPLLs have been successfully utilized for laser phase/frequency stabilization too.
Historically, the first laser OPLL, was demonstrated in 1965 [40]. Since then OPLLs using
variety of laser oscillators have been investigated for phase/frequency control [41-45]. Due
to their capability of being modulated directly at very high rates (e.g., up to tens of GHz),
diode lasers are recognized as one of the most suited local laser oscillators for applications
requiring phase/frequency control. However, one of the main requirements for the
implementation of OPLL is that the loop bandwidth must be greater than the combined
linewidth of the master and the slave lasers [46]. This requirement hindered the use of
diode lasers in OPLL since semiconductor lasers tend to have large linewidths due to their
small size and linewidth broadening effect. Few reports have demonstrated OPLL for broad
linewidth DL [47]. Meanwhile, due to advancement in semiconductor laser technology,
DLs with narrow-linewidths have been made commercially available. Yet, achieving
absolute stability of such DLs require state-of-the art instrumentation comprising very
stable frequency references such as atomic standards. Here, a heterodyne OPLL is used to
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stabilize the frequency of a DL to a comb-line of a frequency stabilized MLFL in long
term.
To analytically understand the principle of operation of heterodyne OPLL, let us
𝑓

𝑓

consider the output of a slave laser as 𝐴𝑠 exp [𝜔𝑠 𝑡 + 𝜑𝑠 (𝑡)] in free-running situation,
where the superscript 𝑓 indicates the free-running quantities. Similarly, the output of a
master laser, considering it stable even in free-run, can be represented as 𝐴𝑚 exp [𝜔𝑚 𝑡 +
𝜑𝑚 (𝑡)]. Due to square-law nature of photodetector, the detected photocurrent is
𝑓

𝑖𝐷 = 𝑅 ∗ (𝐴2𝑚 + 𝐴2𝑠 + 2𝐴𝑠 𝐴𝑚 sin [(𝜔𝑚 − 𝜔𝑠 )𝑡 + (𝜑𝑚 (𝑡) − 𝜑𝑠 (𝑡))])

(5.1)

where 𝑅 is photodetector’s responsivity. Equation (5.1) clearly shows that the
photodetector acts as a mixer and gives a beat signal between two lasers. Upon mixing
down the detected beat signal with RF signal, 𝐴𝑅𝐹 cos [𝜔𝑅𝐹 𝑡 + 𝜑𝑅𝐹 (𝑡)], in a mixer of
gain 𝐾𝑚 we get
𝑓

𝑖𝑀 (𝑡) = 𝐾𝑚 𝑅 ∗ 2𝐴𝑅𝐹 𝐴𝑠 𝐴𝑚 sin [(𝜔𝑚 − 𝜔𝑠 − 𝜔𝑅𝐹 )𝑡 + (𝜑𝑚 (𝑡) − 𝜑𝑠 (𝑡) − 𝜑𝑅𝐹 (𝑡))])(5.2)
Equation 5.2 is the error signal. It is further amplified with gain 𝐾𝑎 , filtered and fed to the
driver of SL, which acts as a controlled oscillator with a frequency sensitivity of 𝐾𝑓 ,
subsequently closing the loop. The driver of slave laser is then controlled by the error signal
to establish a close loop feedback. The phase variation of slave laser is then proportional
to the error signal and is given by
𝑓

𝛿𝜔 = −𝐾𝑓 𝐾𝑎 𝑖𝑀 (𝑡) + (𝜔𝑚 − 𝜔𝑠 )

(5.3)

𝑓

𝛿𝜔 = −𝐾𝑠 𝐾𝑎 𝐾𝑚 𝑅 ∗ 2𝐴𝑅𝐹 𝐴𝑠 𝐴𝑚 sin [(𝜔𝑚 − 𝜔𝑠 − 𝜔𝑅𝐹 )𝑡 + (𝜑𝑚 (𝑡) − 𝜑𝑠 (𝑡) −
𝑓

𝜑𝑅𝐹 (𝑡))]) + (𝜔𝑚 − 𝜔𝑠 )
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(5.4)

where the minus sign indicates that a negative feedback is needed for the loop to establish
locking. Let us define total gain of the loop as 𝐾 = 2𝐾𝑠 𝐾𝑎 𝐾𝑚 𝑅𝐴𝑅𝐹 𝐴𝑠 𝐴𝑚 . Note that 𝐾
can be a complex in general to include group delay. Then
𝑓

𝑓

𝛿𝜔 = −𝐾 sin [(𝜔𝑚 − 𝜔𝑠 − 𝜔𝑅𝐹 )𝑡 + (𝜑𝑚 (𝑡) − 𝜑𝑠 (𝑡) − 𝜑𝑅𝐹 (𝑡))]) + (𝜔𝑚 − 𝜔𝑠 ) (5.5)
The conditions required for the phase lock to be established are
𝑑

𝛿𝜔 = 𝑑𝑡 ∆𝜑 = 0 and 𝜔𝑠 = 𝜔𝑚 − 𝜔𝑅𝐹

(5.6)

𝑓

where ∆𝜑 = [(𝜔𝑚 − 𝜔𝑠 − 𝜔𝑅𝐹 )𝑡 + (𝜑𝑚 (𝑡) − 𝜑𝑠 (𝑡) − 𝜑𝑅𝐹 (𝑡))].
Under these conditions, a constant phase between ML and SL remains which does not
generate phase/frequency noise but contributes a minimal error signal to maintain the loop
working in locked-in state. The constant phase error is given as ±𝑠𝑖𝑛 𝜑0 =
𝑓
(𝜔𝑚 − 𝜔𝑠 )⁄𝐾 .

5.2.2

Limitation of OPLL in phase detection
Equation (5.6) dictates conditions for phase locking. When first condition, 𝛿𝜔 =

𝑑
𝑑𝑡

∆𝜑 = 0 , is satisfied then only the second can be satisfied. However, the optical

frequencies are so high that even a small fraction of frequency error for even a moment can
lead to large number of cycles of phase error, making it extremely difficult to satisfy the
first condition. Moreover, even when both conditions are satisfied, ascertaining
|𝜑0 = 𝜑𝑚 − 𝜑𝑠 − 𝜑𝑅𝐹 | ≪ 𝜋⁄2 is necessary for PD to linearly follow the phase error
between the master and the slave.
In fact, the fractional frequency error in slave laser output is inextricable in real life
situations which, in turn, produces large phase errors. Conventional analog mixers, often
used as phase detectors, cannot provide suitable error signal for such large phase error
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compensation unless another frequency stabilization scheme is employed simultaneously.
To overcome such a limitation of analog mixer, a phase/frequency detector (PFD) is often
used in place of analog mixer.
5.3

Phase/frequency detector (PFD)
PFD is a digital logic circuit, which can overcome the limitations of analog mixer

by correcting for large phase errors introduced due to frequency drift/jitter of slave laser
[48]. These circuits have the advantage that whilst the phase difference is between ±180°
a voltage proportional to the phase difference is given. Beyond this the circuit limits at one
of the extremes. In this way no AC component is produced when the loop is out of phaselock range and the output can pass through the filter to bring the slave oscillator back in
the range of phase-lock. Several commercial models of PFD are available.

Fig. 5.4: Schematic of a popular phase/frequency detector [49].
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5.3.1

PFD working principle through a most common configuration
Many different configurations of PFD are available with varying performance

specifications depending on the application, but the basic working principle remains the
same. Here, I explain that principle through the most basic configuration of PFD.
Fig. 5.4 shows a popular implementation of PFD [49]. Basically; a PFD consists of
two connected circuit sections. One of them, called phase/frequency discriminator (PFDR),
includes two D-type flip-flops (U1 and U2), an AND gate (U3) and a delay component as
in Fig. 5.4. The other, called charge pump (CP), has two current sources. Two Q outputs
of flip flops (Q1, Q2) are used to enable two current sources of CP. Assuming that the Dtype flip flops are positive-edge triggered, the possible output states (CP OUT) are shown
in the logic table of Fig. 5.4 depending on the levels of Q1 and Q2.
Fig. 5.5 shows the timing diagram explaining the working of PFD. Fig. 5.5(a)
shows the case when two inputs of PFD are out of lock and different in frequency. Since
the frequency at +IN is much higher than that at –IN, the UP (or Q1) output spends most
of its time in the high state. The first rising edge on +IN sets the output high and this is
maintained until the first rising edge occurs on –IN. This gives a positive average output
which can be subsequently used to increase the frequency of –IN in a closed loop system
which is desired. The opposite effect would occur if the frequency on +IN were much lower
than on –IN.
Fig. 5.5(b) show the waveforms for the case when the inputs are frequency-locked
and but not phase-locked. Since +IN is leading –IN, the output is a series of positive current
pulses. These pulses are then used to phase-align –IN signal with that of +IN. When this
occurs, if there were no delay element between U3 and the CLR inputs of U1 and U2, it
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would be possible for the output to be in high-impedance mode, producing neither positive
nor negative current pulses. This would not be a good situation and would give rise to a
phenomenon called “backlash” or “dead zone”. The delay element helps prevent such
undesired situation. With the delay element, even when the +IN and –IN are perfectly
phase-aligned, there will still be a current pulse generated at the charge pump output as
shown in Fig. 5.5(c). The duration of this pulse is equal to the delay inserted at the output
of U3 and is known as the anti-backlash pulse width.

Fig. 5.5: Timing diagram of PFD shown in Fig. 5.4 for the case when (a) inputs are different
in frequency, (b) inputs are same in frequency but different in phase, (c) inputs are
synchronized [49].

63

5.4.

PFD design and layout
A PFD board, as shown in the schematic of Fig. 5.6, has been designed using

commercially available integrated circuits (IC) chips for this research. It has two input
signals, namely, beat signal and reference signal. These two inputs are converted into pulse
train by an ultrafast comparator (AD96687BQ). The pulse trains are then fed to a
phase/frequency discriminator (PFDR) (AD9901KQ). PFDR operates in two distinct
modes: as a linear phase detector and as a frequency discriminator. When inputs are very
close in frequency, only the phase detection circuit of PFDR chip is active. On the other
hand, if inputs are substantially different in frequency, the frequency discriminator circuit
overrides the phase detector circuit of PFD to pull the beat signal towards the reference
oscillator frequency. In phase detector mode, the duty cycle of output is proportional to the
phase difference between two input pulse trains. The sensitivity of PFDR chip is 0.285
v/rad. Such output is then applied to LPF and amplified. After designing PFD circuit, a
layout of it has been made. Fig. 5.7 shows the top layer of the layout of 4-layer PFD board
made using PCB123, a free PCB design software. The final circuit board installed in a box
is shown in Fig. 5.8.
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Fig. 5.6 Design of PFD board.
65

Fig. 5.7: Top layer of PFD board

Fig. 5.8: Picture of final circuit board
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5.5.

Experimental setup

Fig. 5.9: Experimental setup of OPLL
In order to stabilize the frequency drift of the beat signal between a commercial DL
and an OFC (frequency stabilized MLFL), an OPLL has been setup. As shown in Fig. 5.9,
OFC (FC-1500, Menlo Systems GmbH) is made to beat with a commercial DL (RIO Orion
laser module, Redfern Integrated Optics, Inc) on a fast photodetector (DET). The OFC used
here has a repetition rate of 250 MHz with maximum power of 40 mw. It was stabilized to
a rubidium clock with a 10-MHz output frequency. The diode laser has a maximum power
of 10 mw at 1550 nm with < 10 kHz linewidth. The power falling on photodetector is ~2
mw. The detected beat signal is amplified and split using a power splitter (PS). One output
of PS is used for monitoring the beat signal while the other is used for feeding to the PFD
where it is compared with reference RF oscillator to detect phase/frequency errors. The RF
oscillator is referenced to 10 MHz rubidium clock. The output of PFD is subsequently
processed with servo loop filter (LB1005) which, in turn, provides a feedback signal to DL
through current modulation. The transfer function of LB1005 is carefully adjusted in order
to correct for slow frequency fluctuations with a corner frequency of < 10 Hz.
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Fig. 5.10: Comparison of the instantaneous beat note with its trace over 10 seconds.

Fig. 5.11: Stabilized beat note.
5.6.

Results
Fig. 5.10 shows the trace of beat note between the DL and the OFC. The red trace

is an instantaneous beat note while the blue trace indicates the trace of its peak over 10
seconds. It can be noticed from Fig. 5.10 that the peak-to-peak frequency jitter of beat is
500 kHz over 10 seconds which matches relatively well with the data provided by
manufacturer.
Fig. 5.11 shows the trace of stabilized beat note. Even though the stabilized beat
note is broad compare to the instantaneous beat note, the overall long-term stability of beat
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note improved. We observed that beat note remained stable for > 8-hrs. We have also
extended the above OPLL by stabilizing another DL with another mode of FFCL.
5.7.

Conclusions
An optical phase-locked loop for stabilizing the frequency drift of a commercial

diode laser (DL) has been developed utilizing the frequency stabilized mode-locked fiber
laser as a reference to leverage its long-term stability. In order to correct for large phase
errors of DL due to frequency drift, a phase/frequency detector (PFD) has been built and
used in OPLL. Building PFD involved designing of a circuit, making a PCB layout and
soldering appropriate components on the layout board. Installation of the PFD in OPLL
has demonstrated long-term stabilization of a DL for over 8 hours.
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CHAPTER VI

HIGH RESOLUTION DYNAMIC STRAIN SENSOR: AN
APPLICATION IN FIBER-OPTIC SENSING

One important application of drift-free, narrow-linewidth stable laser sources is in
fiber optic sensor (FOS) technology. The goal of this chapter is to demonstrate such an
application. Specifically, a high-resolution dynamic strain sensor using polarizationmaintaining fiber Bragg gratings is presented here.
This chapter is organized as follows. Section 6.1 gives an overview of FOS
technology. The basic sensing principle of FOS is described in Section 6.2. Since this work
is related to fiber Bragg grating (FBG) based FOS, Section 6.3 gives an overview of FBGbased FOS. FBG-based strain sensing and the need for high-resolution dynamic strain
sensor are given in Section 6.4. The principle of operation of the proposed sensor is
explained in Section 6.5. The experiment and results are described in Section 6.6 and
Section 6.7 respectively. Further discussion about the demonstrated sensor is given in
Section 6.8. Finally, Section 6.9 concludes this chapter.
6.1

Overview of fiber-optic sensor technology
Fiber optic sensor technology emerged as a result of the joint development in fiber

optic telecommunications and optoelectronics devices. Remarkable advances have been
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made over the last 50 years, resulting in a rapidly expanding array of sensor products and
a promising market penetration [50].

Fig. 6.1: Picture showing application of FOS in (a) Oil and gas industry [51], (b) military
[51], and (c) aerospace [51].
In recent years, FOS technology has found important roles in such fields as civil
engineering, military, aerospace, health and medicine, etc. Several examples of such
applications are shown in Fig. 6.1. The oil and gas industry utilize fiber-optic sensors
(FOSs) to help engineers not only locate and monitor the wells but also maximize oil and
gas production (Fig. 6.1(a)). Some other civil applications include checking pipeline
integrity, structural health monitoring, analyzing the impact of traffic on concrete slabs,
detecting hydrogen leaks and more. Fiber optic gyroscope and fiber optic hydrophone have
already been commercialized and find great use in military. Fig. 6.1(b) shows fiber-optic
passive hull-mounted sensor array developed by U.S. Naval Research Lab to acoustically
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probe targets at sea. Fig. 6.1(c) shows an application of FOSs in aerospace industry. In
medical applications, FOSs can be used in the development of minimally invasive surgical
tools.
Measurand field

Interrogator
Fiber optic cable

S
E
N
S
O
R

Fig 6.2 A block diagram of FOS system
Fiber optic sensors use light to deliver the information they acquire. Since light is
guided through an optical fiber cable, the advantages of fiber optics like passive operation,
light weight, small size, immunity to electromagnetic interference, multiplexing, large
bandwidth and low cost (due to mass production) directly carry over to FOS. Moreover,
from a sensing point of view, FOSs have additional advantages such as capability to operate
under high temperature and harsh environments with high sensitivity and resolution. These
advantages have not only allowed FOSs to replace existing electronic sensors but also
opened new sensing avenues [52] (e.g., sensing in harsh environment, which was
previously considered impossible).
The basic working principle for any FOS is to transfer light into a region within
which parameters in the external environment will change some attribute of light passing
through this interactive region. Fig. 6.2 shows a block diagram of the FOS system. It
consists of an interrogator, a sensor and an optical fiber cable. The interrogator is an optoelectronic system that emits light to probe the sensor and converts the returned light into
an electrical signal, which is processed to create the output of the system. The sensor does
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transduction to modify the probe light according to the measurand field. The optical fiber
cable delivers probe light to the sensor and returns the modified light from the sensor to
the interrogator.
(b)

(a)
Measurand field

Measurand field
Sensor

Input light

Input light
Output
Modulated light

Output
modulated light

Fig 6.3 (a) Intrinsic FOS and (b) Extrinsic FOS.
Depending on the location of transduction, an FOS can be categorized as either
intrinsic FOS or extrinsic FOS [53]. Fig 6.3 (a) and (b) shows the basic principle of intrinsic
and extrinsic sensors, respectively. In intrinsic FOSs, light stays within the optical fiber
throughout the system and is modified within the fiber, whereas for extrinsic FOSs, sensing
takes place outside the fiber. An Intrinsic FOS has the obvious benefit that the interfaces
between the fiber and the sensor are removed, which reduces the difficulty of light being
modulated by any other influence except the measurand of interest. It also has the obvious
restriction that only interactions which modulates light propagating within the fiber can be
monitored. These interactions include optical delay or optical birefringence (differential
delay), optical loss, and the spectral properties thereof.
Inventions of novel in-fiber components and the reduction in their cost due to mass
production capability in the last couple of decades have fueled interest in intrinsic FOSs,
especially for measuring physical parameters. For example, polarization maintaining fibers
can preserve the polarization of light propagating through it which enables high
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performance FOSs based on polarization modulation. Another example is Bragg gratings
written in optical fiber cable, which facilitate sensing through wavelength/frequency
modulation.
One important feature of FOS technology is their different configuration types [53].
FOS can be configured as either point sensor or distributed sensor or even quasi-distributed
sensor. In point senor configuration, FOS is designed to measure the parameter of interest
at a particular location. Point sensors can be either intrinsic or extrinsic. Alternatively, FOS
may be designed so that it can measure the spatial profile of the measurand along the length
of the fiber by utilizing the scattering properties of light inside dielectric material. Such a
sensing configuration is called distributed sensing. Distributed FOSs are inherently
intrinsic. A configuration of sensor that is somewhat ‘‘in between’’ these two types of
sensors is termed quasi-distributed where the measurand information is obtained at
particular and pre-determined points along the length of a fiber network. To design quasidistributed FOS, typically, fiber strand is sensitized, or special materials are introduced at
fixed locations.
Although FOS can have different configuration types, the basic sensing principle
remains the same, i.e. the modification of light parameters under the influence of
measurand at the sensing location. Hence, the next section describes the basic sensing
principle of point fiber optic sensors.
6.2

The basic sensing principle of FOS [54]
In general, the probe light of any FOS can be either monochromatic or broadband.

Since a broadband light field can be viewed as the superposition of monochromatic light
fields of different angular frequencies according to Fourier’s theorem, it is instructive to
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work with monochromatic light field. A monochromatic light field can generally be written
as
𝐸⃗ (𝑟, 𝑡) = 𝐴(𝑟, 𝑡)exp[𝜔𝑡 + 𝜑(𝑟, 𝑡)]

(6.1)

where 𝐴(𝑟, 𝑡) is complex amplitude, 𝜔 is the angular frequency and 𝜑(𝑟, 𝑡) is the
phase of the complex light filed.
2

Now, a measurand might modify amplitude (or intensity) |𝐴(𝑟, 𝑡)| (or |𝐴(𝑟, 𝑡)| ),
or phase 𝜑(𝑟, 𝑡), or frequency 𝜔, or polarization, or combinations of two or more of probe
light. Thus, the basic sensing principle of FOS can be categorized based on the parameter
being sensed. For example, if the sensing parameter is amplitude (or intensity equivalently)
then that type of FOS belongs to intensity-based FOSs. Below is such categorization.
Intensity-based FOSs
In an intensity-based FOS, measurand induced modulation/change in the intensity is used
as sensing criteria. For a measurand to modulate the intensity, a transduction mechanism
(at sensing site) which modulates the intensity of light travelling through a sensing region
is used. Some well-known transduction mechanisms include absorption, reflectance,
attenuation, breakage, microbending loss and fiber-to-fiber coupling.
Polarization-based FOSs
This category utilizes the vectorial nature of light field. Measurand induced
modulation/change in the polarization is used as sensing criteria in a polarization-based
FOS. For a measurand to modulate the polarization, a transduction mechanism (at sensing
site) which modulates the polarization of light travelling through a sensing region is used.
Photoacoustic effect is a famous example of transduction mechanism utilized in
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polarization-based FOS. One major advantage of polarization-based FOS is its capability
of rejecting common-mode noise.
Phase-based FOSs
Here, the measurand induced phase modulation is used as sensing criteria. For a measurand
to modulate the phase of monochromatic light field, it must modulate the optical path
length since phase is directly related to optical path length as
𝜑(𝑟, 𝑡) =

2𝜋
𝜆

𝐿(𝑟, 𝑡)

(6.2)

where 𝜆 is the wavelength and 𝐿(𝑟, 𝑡) represents the optical path length. Phase-based
FOSs are typically more sensitive than intensity-based FOSs since a small change in
𝐿(𝑟, 𝑡) results in large change in 𝜑(𝑟, 𝑡) due to wavelength being very small.
Frequency- (or wavelength-) based FOSs
Measurand induced frequency/wavelength modulation is utilized as sensing criteria in this
category. Typical transduction mechanisms are Raman scattering or Brillouin scattering.
Fiber-optic resonant structures (e.g. fiber Bragg gratings, Fabry-Perot cavity) are also an
effective way to modulate frequency/wavelength in accordance with measurand. The
inherent advantage of frequency- (or wavelength-) based FOSs is their wavelengthencoded nature.
6.3

Fiber-optic sensor technologies
Many technologies have been developed to realize the enormous potential of

sensing through fiber-optics. Only two of them have been described here very briefly,
which have made the largest contribution to the development of the technology.
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6.3.1

Fiber-optic interferometers for sensing
Development of fiber-optic directional coupler paved the way for rugged fiber-

based interferometers by replacing the beam splitter of free-space interferometers. In
principle, dual path interferometers measure changes in differential delay between a
reference and a signal arm. In sensing, the changes in measurand are responsible for
generating such differential delays. This phase sensitive detection provides remarkably
high resolutions [54]. For example, fiber-optic gyroscopes typically have sensitivities
better than 10−7 in 1 𝐻𝑧 bandwidth. Several most common fiber-optic interferometers
utilized in sensing are all-fiber Mach-Zehnder interferometer, all-fiber Michelson
interferometer and Sagnac interferometer.
6.3.2

Fiber Bragg gratings for sensing
As described in chapter II, fiber Bragg grating (FBG) is a periodic structure

inscribed in the core along the propagation axis of an optical fiber, which, in its most
common form, couples a precisely defined wavelength from an input direction into a
reflected beam. The principle for sensing relies on measuring the changes in reflected
wavelength under the influence of measurand. FBG-based sensing technology has shown
enormous potential due to its distinctive advantages, low cost, and mass manufacturing
capability [21].
The sensor used in this project is an FBG sensor. The following section will give
an overview of FBG-based sensing technology. Note that only short period gratings have
been considered in this work.
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6.4

Overview of FBG-based sensing technology
As pointed out earlier, FBG is an in-fiber component with many useful properties

for sensing purposes. The aim of this section is to provide an overview of FBG-based
sensor technology. The basic sensing principle of FBG-based sensor is described in Section
6.4.1. The advantages of FBG-based sensors are described next in Section 6.4.2. Common
interrogation techniques are described in Section 6.4.3. FBG-based strain sensors with
emphasis on high-resolution and their limitations are described in Section 6.4.4.
6.4.1

Basic sensing principle of FBG-based sensors
From their inception, FBGs have been considered excellent sensor elements for

measuring static and dynamic fields, such as temperature, strain, pressure, rotation etc. The
basic sensing principle of FBG-based sensors is measuring the shift in Bragg wavelength
Δ𝜆𝐵 caused by measurand [21]. Therefore, these sensors belong to the category of
wavelength-based FOSs.

As described by equation (2.1), the Bragg wavelength 𝜆𝐵

depends linearly upon Λ and 𝑛𝑒𝑓𝑓 . Any change in Λ and/or 𝑛𝑒𝑓𝑓 shifts 𝜆𝐵 . For
example, the shift in 𝜆𝐵 due to changes in measurand 𝑋 is given as
Δ𝜆𝐵𝑋 = 2 (Λ

𝜕𝑛𝑒𝑓𝑓
𝜕𝑋

𝜕Λ

+ 𝑛𝑒𝑓𝑓 𝜕𝑋) Δ𝑋

(6.3)

Many FBG-based sensors have been reported for measurements of strain, temperature,
pressure, dynamic magnetic field, etc.
6.4.2

Advantages
FBG sensors offer a number of advantages compared to other FOSs [21]. First of

all, they give an absolute measurement that is insensitive to fluctuations in the irradiance
of the illuminating source, as the information is usually obtained by detecting the Bragg
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wavelength shift induced by the measurand. Second, they can be directly written into the
fiber without changing the fiber diameter, making them compatible with a wide range of
situations where small diameter probes are essential, for example in advanced composite
materials for strain mapping and in human body for temperature profiling. Third, they can
be mass-produced at low cost, making them potentially competitive with conventional
electrical sensors. Finally, they can be multiplexed easily through either wavelengthdivision-multiplexing (WDM) or spatial-division-multiplexing (SDM) or time-divisionmultiplexing (TDM) or their combinations, making quasi-distributed sensing feasible in
practice. In addition, FBG sensors also possese the advantages common to all FOS,
including immunity to electromagnetic interference (EMI), light weight, flexibility,
stability, high temperature tolerance, durability against high radiation environments etc.
6.4.3

Interrogation approaches [55]
Interrogation system for FBG-based sensors includes an interrogating light source

and a wavelength-shift demodulation system. The general requirements for an ideal
interrogation system are high resolution with large measurement range, cost effectiveness
and multiplexing compatibility. Precision measurement of Bragg wavelength shift induced
by the measurand is crucial for achieving high resolution. Conventional spectrometers have
a typical resolution of 0.1 nm, hence they are incapable for making high-resolution
measurements. One approach is to design high-resolution wavelength-shift demodulation
systems to remedy that. Another approach to make high-resolution measurements involves
using narrowband interrogating source (narrowband compare to FWHM of FBG). I will
discuss both approaches in more details below.
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Fig. 6.4: (a) Edge filter-based, (b) Tunable filter-based, (c) Interferometeric, and (d)
wavelength demodulation schemes [56].
A number of wavelength-shift demodulation techniques have been reported.
According to the operating principles of the devices used, these techniques can be classified
as edge filter, tunable filter, interferometric scanning and dual-cavity interferometric
scanning methods. The “Edge filter” method is based on the use of an edge filter which has
a linear relationship between wavelength shifts and the output intensity changes of the
filter, as shown in Fig. 6.4 (a). Using this method, the wavelength shift induced by the
measurand is obtained by measuring the intensity change. The measurement range of this
method is inversely proportional to the detection resolution. When a tunable filter-based
method is used, the output is a convolution of the spectrum of the tunable filter and that of
the FBG, as shown in Fig. 6.4 (b). Here, when the spectrum of the tunable filter matches

80

that of the FBG, maximum output occurs. The wavelength shift of the FBG is obtained by
measuring this maximum point and the corresponding wavelength change of the tunable
filter. For this method, the measurement resolution is mainly determined by the signalto-noise ratio of the return FBG signal and the linewidths of the tunable filter and FBG. In
interferometric scanning method, a scanning interferometer (SI) acts as a wavelength
scanner for FBGs when optical path of SI is modulated (Fig 6.4 (c)). The working principle
of this method is that the measurand induced change in the reflected wavelength of an FBG
produces a change in optical phase and so by measuring the change in optical phase, the
measurand can be determined. The operational range of this method is limited by the free
spectral range (FSR) of the SI and hence there is a trade-off between the resolution and the
operational range. Dual-cavity interferometric method enhances the measurement range of
interferometric scanning scheme by employing stepped interferometer. As shown in Fib.
6.4 (d), the optical phase output from the cavity with larger OPD (range 1) gives a highresolution measurement whilst the phase output from the cavity with shorter OPD (range
2) determines the number of fringes obtained with the long cavity resulting in an enhanced
measurement range depending on the ratio of cavity lengths. Apart from these common
techniques, several other miscellaneous techniques have also been proposed which can be
found in [55].
Each of the above methods are implemented in many different ways utilizing the
same operating principle. However, all of them typically use broadband interrogating
source. The techniques based on the second approach offer much higher resolution. Some
of the schemes using this approach are described in the next section in the context of strain
sensing.
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6.4.4

FBG-based strain sensors
In principle, strain is a tensor quantity which can be decomposed into normal

(longitudinal/axial) and shear (transverse) components. The normal component of strain
takes into account the stretching or compression of material. It is defined as the ratio
between the deformation and the original length. Strain is a dimensionless quantity and it
is given by
𝜀=

𝑙−𝐿

(6.4)

𝐿

where 𝜀 is the axial strain, 𝑙 is the final length after deformation and 𝐿 is the original
length. In this work, the term “strain” specifically refers to longitudinal/axial strain.
Strain sensing using FBG has attracted lot of attention due to its befitting structure.
Any changes in strain cause changes in the physical and optical properties of fiber, resulting
in shift of Bragg wavelength. Strain-induced Bragg wavelength shift Δ𝜆𝜀𝐵 is described as
Δ𝜆𝜀𝐵 = 2 (Λ

𝜕𝑛𝑒𝑓𝑓
𝜕𝑙

+ 𝑛𝑒𝑓𝑓

𝜕Λ

) Δ𝑙 = 𝜆𝐵 (1 − 𝑝𝑒 )
𝜕𝑙

Δ𝑙
𝑙

(6.5)

where 𝑝𝑒 is an effective strain-optic constant defined as

𝑝𝑒 =

2
𝑛𝑒𝑓𝑓

2

[𝑝12 − 𝜈(𝑝11 + 𝑝12 )]

Δ𝑙
𝑙

(6.6)

wherein 𝑝11 and 𝑝12 are components of strain-optic tensor and 𝜈 is Poisson’s ratio
[55]. For the silica fibers, the wavelength-strain sensitivity at 1550 𝑛𝑚 has been
measured as 1.15 𝑝𝑚⁄𝜇𝜀 [55].
Enormous research has been dedicated to FBG-based strain sensing. In particular,
FBG-based dynamic strain sensors have been targeting different civil, aerospace, security
and smart structures applications [57, 58]. These sensors typically can achieve strain
resolutions at sub-microstrain (με) level. However, as the demand for high-resolution strain
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sensing continues to arise, there has been a constant effort to lower the minimum detectable
strain measured by FBG sensors [58].
A number of techniques have been developed to improve the strain resolution of
FBG sensors [59-66]. The central idea behind all these methods is to enhance wavelength
selectivity, either by introducing additional wavelength discriminators or by optimizing the
FBG designs to create sharper resonance peaks. Among the notable prior works, methods
based on interferometric wavelength discriminators have demonstrated dynamic strain
resolutions of the order of ~1 𝑛𝜀 ⁄√𝐻𝑧 [59, 60]. Locking lasers to FBG has pushed this
resolution further down to 45 𝑝𝜀⁄√𝐻𝑧 (at 3 kHz) [61]. With π-phase-shifted FBG, which
can produce extremely sharp resonance peaks, ~5 𝑝𝜀⁄√𝐻𝑧 strain resolution has been
first reported [63]. Its operating frequency was initially limited to >100 kHz. However, this
high-frequency limitation has been mitigated in a recent report to ~10 𝑝𝜀⁄√𝐻𝑧 strain
resolution at 10 Hz [64]. Meanwhile, an ultrahigh dynamic strain resolution of
140 𝑓𝜀 ⁄√𝐻𝑧 (at >1 kHz) has been achieved using a π-phase-shifted FBG frequencylocked to a random distributed feedback fiber laser [65]. Another method showing great
potential is slow-light FBG, which relies on a unique fabrication process to create strong
apodized FBG with a series of narrow resonance peaks [66]. Such resonance features have
been utilized to attain a strain resolution approaching the thermodynamic noise limit of
130 𝑓𝜀 ⁄√𝐻𝑧 at 1.5 kHz [67]. Despite the tremendous success by these prior efforts, the
improvement in performance has come at the cost of increasing scheme complexity. Not
only is highly specialized FBG fabrication necessary for some of these techniques, but
sophisticated laser frequency locking, such as the Pound-Drever-Hall scheme, is also
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required, making these methods very difficult to scale up and significantly limiting their
applicability in engineering applications.
In this work, a different approach is taken toward enhancing strain resolution.
Instead of trying to maximize the strain signal by creating sharper wavelength
discriminators, we aim to suppress the noise using the FBG itself. In almost all fiber-optic
sensing systems, the dominant noise is laser intensity/frequency noise [68]. By creating a
scenario within a single FBG where laser intensity noise becomes a common-mode noise
and hence can be easily cancelled out, we are able to lower the minimum detectable strain
and improve the single-to-noise ratio (SNR). To this end, we use FBGs fabricated in
polarization-maintaining fibers (i.e., PM-FBGs). PM-FBGs, sometimes also referred to as
HiBi-FBGs, are a common type of FBG widely available on the commercial market with
very low costs [69]. Their applications in fiber-optic sensing have been well-studied, but
mostly in the context of multi-parameter sensing. Because of the birefringence of
polarization-maintaining (PM) fiber, a PM-FBG possesses two resonance peaks in its
reflection spectrum, which correspond to the two orthogonal polarizations. This additional
degree of freedom in polarization enables polarization-assisted characterization [70],
which has found a breadth of applications in multi-dimensional and multi-parameter
sensing [71-73]. However, what has been largely overlooked in the study of PM-FBGs is
their potential in enhancing the resolution and SNR for the measurement of longitudinal
strains. This is the focus here.
6.5.

Principle of operation
The reflection spectrum from a PM-FBG features two resonance peaks. Their

wavelengths are given by
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𝑓

𝑠
λ𝑠 = 2Λ𝑛𝑒𝑓𝑓
and λ𝑓 = 2Λ𝑛𝑒𝑓𝑓 ,

(6.7)

𝑓

𝑠
where Λ is the grating period, 𝜆𝑠 (𝜆𝑓 ) and 𝑛𝑒𝑓𝑓
(𝑛𝑒𝑓𝑓 ) are the Bragg wavelength and

the effective refractive index for the polarization component along the slow (fast) axis,
respectively [74]. When the grating period Λ changes under longitudinal strains, both 𝜆𝑠
𝑓

𝑠
and 𝜆𝑓 change accordingly as suggested by equation (6.7). Since 𝑛𝑒𝑓𝑓
and 𝑛𝑒𝑓𝑓 are

nearly equal and their changes due to strain are very small, both Bragg wavelengths shift
toward the same direction by approximately the same amount [74].
With this basic understanding about PM-FBG, here is how the proposed scheme
works: A proper PM-FBG is chosen so that its two resonance peaks share an overlapping
region in the middle of them. Under the steady state (i.e., strain free), a single-wavelength
interrogating laser is tuned to the crossover wavelength between the two Bragg reflection
peaks, as illustrated by the left panel of Fig. 6.5 (a). The polarization of the injected light
is adjusted so that equal amount of optical power is reflected by the PM-FBG along its fast
and slow axes. The two orthogonally polarized reflection signals are separately detected,
and the detector outputs are subtracted from each other to create a null under the stead state
(i.e., balanced photodetection), as shown in the right panel of Fig. 6.5 (a). When the PMFBG is under a longitudinal strain, the two Bragg peaks shift together toward one direction,
causing dislocation of the laser wavelength from the crossover point between the two
peaks, as depicted by the left panels of Fig. 6.5 (b) and (c). However, the reflected powers
along the fast and the slow axes change toward opposite directions due to the opposite signs
of their corresponding reflectivity slopes. This allows the balanced photodetector (BPD) to
generate a large, offset-free response, as shown in the right panels of Fig. 6.5 (b) and (c).
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Fig. 6.5: Operating principle of the proposed scheme: The reflection spectrum of PM-FBG
relative to laser (left) and the corresponding output of BPD (right) in (a) steady state, (b)
stretched, and (c) compressed conditions.
To further appreciate the advantages of this technique in comparison with the
conventional scheme based on a regular FBG (which uses the edge of one Bragg peak), we
note that, analytically, the power reflectivity of a PM-FBG along its fast (𝑅𝑓 ) and slow (𝑅𝑠 )
axes can be approximated by the following linear relations near the crossover wavelength
[61]
𝑅𝑓 (𝜈) = 𝑅0 + 𝐺(𝜈 − 𝜈0 ) and 𝑅𝑠 (𝜈) = 𝑅0 − 𝐺(𝜈 − 𝜈0 )

(6.8)

where 𝜈 is optical frequency, and 𝜈0 , 𝑅0 and 𝐺 are optical frequency, power
reflectivity and slope of reflectivity at the crossover wavelength, respectively. The incident
optical power, which typically carries some intensity fluctuations ∆𝑃 around a nominal
value 𝑃0 , can in general be written as 𝑃 = 𝑃0 + ∆𝑃. Now let us take a look at two specific
scenarios. In the first one, all the incident light is polarized along the fast axis, which makes
the sensor equivalent to a regular FBG. In this case, a single photodetector (SPD) is used
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to probe the reflected optical power and its photocurrent can be approximately expressed
as
𝑖𝑆𝑃𝐷 (𝜈) ≈ ℛ(𝑅0 𝑃0 + 𝑅0 Δ𝑃 + 𝑃0 𝐺∆𝜈),

(6.9)

where ℛ is detector responsivity and ∆𝜈 ≡ 𝜈 − 𝜈0 is frequency detuning from the
crossover point due to the presence of strain. In writing equation (6.9), we have assumed
both ∆𝑃 and ∆𝜈 are small so the second-order term is neglected. In the second case, laser
frequency is positioned at the crossover point between the two Bragg peaks under steady
state and the incident power is evenly split between the fast and the slow axes. Balanced
detection is then used to create an output null, eliminating the constant background at the
crossover wavelength. Assuming the same detector responsivity, the net photocurrent from
the BPD is
𝑖𝐵𝑃𝐷 (𝜈) ≈ ℛ𝑃0 𝐺∆𝜈.

(6.10)

Once again, the second-order term has been neglected.
A comparison between equations (6.9) and (6.10) shows two key advantages of
using a PM-FBG sensor. First, the dominant dc-offset term ℛ𝑅0 𝑃0 is cancelled out in the
BPD output. This allows the use of a large transimpedance gain when converting
photocurrent into voltage, effectively raising detector resolution while helping the straininduced signal overcome instrument noise. Secondly, the first-order contribution of laser
intensity noise is also removed from 𝑖𝐵𝑃𝐷 , making the detector much less sensitive to laser
power fluctuations. As a result, the overall SNR is also expected to improve.
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Fig.6.6: (a) Schematic of the experimental setup for PM-FBG strain sensing. DL: diode
laser, ISO: fiber-coupled isolator, PBS: polarization beam splitter, PC: polarization
controller, PM-Coupler: polarization maintaining coupler. (b) Laser wavelength is tuned
to the crossover point between the two PM-FBG Bragg peaks. The spectrum is measured
by simultaneously coupling outputs from a mode-locked laser and the DL into the PMFBG.
6.6.

Experiment
A layout of the experimental setup is shown in Fig. 6.6 (a). The FBG sensor is

fabricated on a PANDA-type PM fiber. It has two Bragg reflection peaks about 0.6 nm
apart, with each peak having a 0.4-nm full width at half maximum (see Fig. 6.6 (b)). A
single-frequency, external-cavity diode laser operating near 1550 nm serves as the light
source and its wavelength is tuned to the crossover wavelength of the two Bragg peaks, as
shown in Fig. 6.6 (b). The laser has a nominal linewidth of 50 kHz and a maximum power
of 40 mW, with a wavelength tuning range from 1549.5 nm to 1550.5 nm by adjusting the
temperature. The fiber-coupled laser output passes through an isolator before entering a
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polarization controller, which is used to set the polarization state of the interrogating light.
A polarization-maintaining 50:50 coupler couples the interrogating light into the PM-FBG
sensor and sends the reflected power (~100 μW) toward the output. A fiber-coupled
polarization beamsplitter splits the two orthogonal polarization modes in the output,
feeding them into the two photodiodes of a balanced amplified photoreceiver (Thorlabs
PDB 440C). The receiver provides a transimpedance gain of 5.1×104 V/A. All the fibers
and fiber connectors after the polarization controller are PM type so that the polarization
state is preserved. In order to generate calibrated strain, the PM-FBG is epoxied on a
1.25×0.5×0.02 in. piezoelectric extension actuator, which has a charge constant of 1.26
με/V and a resonance frequency of 26.2 kHz.
6.7.

Results
In order to demonstrate dynamic strain measurement with the PM-FBG sensor, a

sinusoidal modulation voltage is applied to the actuator and the output of the receiver is
monitored using a fast Fourier transform signal analyzer (SRS SR785). Both SPD and BPD
schemes are studied. In the SPD scheme, the polarization of the interrogating light is
adjusted to align with one of the primary axes of the PM fiber and only one Bragg peak is
involved in the sensing process. As a result, only one photodetector in the photoreceiver is
used in strain measurement. In the BPD scheme, the incident polarization is adjusted to
balance the BPD output when the PM-FBG is strain free. Both Bragg peaks are involved
in the sensing process and both photodetectors contribute to strain measurement. Moreover,
the removal of the large dc offset allows the transimpedance gain of the photoreceiver to
be activated in this case.

89

A typical set of strain measurement results is summarized in Fig. 6.7. Here,
dynamic strain at 1.5 kHz is introduced to the PM-FBG with various amplitudes, and the
sensor response is recorded with both the SPD (open diamond) and the BPD (solid
diamond) configurations. Both sets of data exhibit a high degree of linearity on the log-log
scale with roughly a 20 dBV/decade slope as shown in Fig. 6.7. This suggests that the
sensor responds to strain in a highly linear fashion. More importantly, under the same strain
levels, the detector output in the BPD scheme shows a 28-dB increment compared to the
case using the SPD scheme. Such a dramatic enhancement of the signal level is primarily
attributed to the transimpedance gain of the BPD receiver, which is enabled due to the
cancellation of the large dc background.
The minimum strain resolvable by the PM-FBG sensor is assessed by measuring
the system noise floor over the frequency range of 1 Hz – 100 kHz. Fig. 6.8 summarizes
the results with both the BPD and the SPD schemes. In both configurations, the receiver
output under strain-free condition is measured with and without the interrogating light,

Fig. 6.7: Measurements of dynamic strain at 1.5 kHz with the BPD (solid) and the SPD
(open) schemes. Lines represent linear fitting.
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Fig. 6.8: Noise floors and instrument backgrounds for (a) BPD and (b) SPD schemes. (c)
Noise-limited strain resolutions for BPD and SPD. (red lines: BPD saturation voltages).
with the latter case serving as a reference of instrument noise (see Fig. 6.8 (a) and (b)). The
corresponding strain noise floors for the two schemes, after proper calibrations based on
the data shown in Fig. 6.8, are compared in Fig. 6.8 (c). The BPD scheme displays clear
improvement in strain resolution than the SPD scheme across several decades of frequency.
The only exception, however, occurs within 20 Hz – 200 Hz, where the BPD noise is
markedly higher than the SPD noise at certain frequencies. This is likely caused by the
transimpedance amplifier used in the BPD configuration, which tends to channel
fluctuations in the power line into the photoreceiver. Such electronic noise should in
principle be easy to remove or mitigate via better power-line shielding or amplifier design.
The dynamic strain resolution with the BPD scheme is 700 𝑝𝜀⁄√𝐻𝑧 at 10 Hz and
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30 𝑝𝜀⁄√𝐻𝑧 at 100 kHz. This represents an improvement of a factor of 3 at 10 Hz and a
factor of 20 at 100 kHz over the SPD scheme, which operates similarly as a regular FBG.
SNR is another important parameter for strain sensors. I have measured the
photoreceiver output spectra under a fixed amount of dynamic strain with both the BPD
and the SPD configurations. Fig. 6.9 compares the results between these two schemes for
(a) 64 𝑛𝜀 at 85 Hz and (b) 16 𝑛𝜀 at 1.5 kHz. In both cases, it is evident that significant
improvement of SNR can be attained using a PM-FBG sensor along with balanced
detection. In particular at 85 Hz, an SNR enhancement over 18 dB has been achieved as
shown in Fig. 6.9(a). This demonstrates the effectiveness of PM-FBG sensors in enhancing
SNR.
6.8.

Discussion
Temperature is a key factor affecting sensor stability. In the case of PM-FBG,

temperature variations can lead to Bragg wavelength shift and polarization state
fluctuations. Both of these effects cause the BPD to drift away from the optimum balanced
state even without external strain. To verify the long-term stability of the BPD scheme, we
monitor the steady-state BPD output over long periods of time after initial optimization
and find that under normal lab conditions the drift can remain very small for hours. Fig.
6.10 shows two typical sets of data where the maximum BPD output drift over 2000 s is
about 50 mV, which should not affect the BPD operation given the ±1.2-V BPD saturation
voltage. Moreover, since temperature-induced fluctuations are typically slow changes, i.e.
<< 1 Hz, they are not expected to interfere with dynamic strain sensing.

92

Fig. 6.9: Comparisons of signal-to-noise ratios between the BPD and the SPD schemes for
dynamic strains of (a) 64 𝑛𝜀 at 85 Hz and (b) 16 𝑛𝜀 at 1.5 kHz.

Fig. 6.10: Long-term BPD output stability over 2000 s (red lines: BPD saturation
voltages).
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6.9 Conclusion
In this part of the work, a PM-FBG sensor has been experimentally shown to be
able to enhance both strain resolution and SNR compared to the case of using a regular
FBG. In particular, enhancements including 28 dB in signal level, 18 dB in SNR, and 20×
in strain resolution were observed by applying a BPD scheme to a PM-FBG sensor. More
importantly, such improvements do not require a large overhead in system complexity
(e.g., laser frequency locking), offering the method a much better scalability than
conventional approaches.

94

CHAPTER VII

SUMMARY

In summary, realizing the need for an innovative approach to analyze and mitigate
frequency noises and drifts with improved specificity, this research achieved the following
objectives. First, a novel scheme for laser frequency analysis with improved specificity is
proposed and demonstrated. Second, a feedback loop has been developed to mitigate the
long-term frequency drift of diode laser. And finally, an application of such frequencystabilized laser in fiber-optic sensing is demonstrated.
The proposed method for laser frequency analysis is based on power spectral
density (PSD) measurement in the radio-frequency (RF) range aided by electronic
frequency dividers (EFD). It provides improved specificity for analyzing frequency in
comparison to conventional RF methods.

A theoretical analysis of the method is

performed, followed by an experimental verification, which shows a very good agreement
with the theoretical predictions. The method is shown to be capable of differentiating
modulation scenarios such as wideband frequency modulation (FM) and broadband phase
modulation without ambiguity. Moreover, it allows for quantitative assessment of
wideband FM parameters such as modulation frequency, modulation index and frequency
deviation, which is not possible with any conventional spectral analysis methods. In order
to put this scheme to the test under more realistic conditions, a noisy RF spectrum generated
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by beating a diode laser (DL) with an optical frequency comb (OFC) has been analyzed.
The analysis of the beat note gave an insight into the broadening mechanism of the OFC
comb lines near the OFC center wavelength 1550 nm, which is mainly attributed to
environmental noise (e.g., cavity length fluctuations) at frequencies below a few kilohertz.
Using the above analysis, an optical phase-locked loop has been developed to
mitigate the long-term frequency drift of an DL. The optical phase-locked loop used a
comb-line of the OFC as a frequency reference with excellent long-term stability. In order
to correct for large phase errors, a phase/frequency detector (PFD) is designed, a circuit
layout is made, and circuit assembly is performed on printed circuit boards. The long-term
stability of the OFC has been successfully transferred to the DL by stabilizing the beat note
for over 8 hours.
Finally, an application of such a stable laser in fiber-optic sensing is demonstrated.
A novel concept for strain sensing using a Bragg grating inscribed in polarizationmaintaining fiber is explored. Polarization maintaining fiber Bragg grating offers an
additional degree of freedom, i.e. polarization of light, in comparison to conventional FBG.
Taking advantage of polarization sensitive reflection characteristics of PM-FBG, a
balanced detection scheme is set up for measuring dynamic strains. Such a scheme not only
increased the signal-to-noise ratio but also cancelled the common-mode intensity noise of
interrogating laser. An improvement of 28 dB in signal level, 18 dB in signal-to-noise ratio,
and 20× in strain resolution has been demonstrated in comparison with the conventional
single-polarization FBG strain sensors. Moreover, this new sensing concept did not require
any complicated frequency locking systems such as the Pound-Drever-Hall scheme,
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making it much easier to scale up which can find potential applications in earthquake
detection and structural health monitoring.
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