In this paper, we give a method to construct "good" exponential families systematically by representation theory. More precisely, we consider a homogeneous space G/H as a sample space and construct a exponential family invariant under the transformation group G by using a representation of G. The method generates widely used exponential families such as normal, gamma, Bernoulli, categorical, Wishart, von Mises and Fisher-Bingham distributions. Moreover, we obtain a new family of distributions on the upper half plane compatible with the Poincaré metric.
Introduction
Exponential families are important subjects of study in the field of information geometry and are often used for Bayes inference because they have conjugate priors, which have been well studied [DY79] . By definition, there are infinitely many exponential families, however, only a small part of them are widely used such as Bernoulli, categorical, normal, multivariate normal, gamma, inverse gamma, von Mises, Fisher-Bingham and Wishart distributions, which have been investigated individually. To understand them comprehensively, we consider a method to construct good exponential families systematically. Here we want the method to satisfy the following two advantages:
(i) The method can generate many well-known good distributions.
(ii) Distributions obtained by the method are limited in principle. In this paper, we introduce a method satisfying them. In our method, representation theory plays an important role. Actually, most of useful distributions have the same symmetry as sample spaces. More precisely, the sample space can be regarded as a homogeneous space G/H and the family of distributions is G-invariant. In Section 2.1, we suggest a method to construct exponential families invariant under the transformation groups G systematically. In Section 3, by the method, we realize examples as mentioned above. Moreover, we obtain not only well-known distributions but also a new family of distributions on the upper half plane which is compatible with the Poincaré metric in Section 4.
A method to construct good exponential families
In this section, we introduce a method to construct a family of distributions on a homogeneous space G/H by representation theory. Moreover, we show that the families obtained by our method are exponential families.
2.1. Our method. Our method generates a family {dp θ } θ∈Θ of probability measures from three inputs as follows:
(i) Let G be a Lie group and H a closed subgroup of G. We put X := G/H, which is regarded as a sample space. (ii) Let V be a finite dimensional real representation of G. (iii) Let v 0 be a H-fixed vector in V . We put Ω 0 := {χ : G → R >0 | χ is a continuous group homomorphism}. We assume that there exist relatively invariant measures on G/H and take one µ of them. Then we set dp θ (x) := dp ϕ,
Then we get a probability measure dp θ on X as follows: dp θ = c θ dp θ (θ ∈ Θ).
As a result we obtain the following family of distributions on X:
2.2.
A proof of the property that the family obtained by our method is a exponential family. There are several definitions of exponential family. We adopt the following Definition 2.1 and show that families of distributions obtained by our method are exponential families in this sense.
Let X be a manifold and R(X) the set of all Radon measures on X.
Definition 2.1 (See Section 5 in [BN70] for example). Let P be a non-empty subset of R(X) consisting of probability measures. P is said to be exponential family if there exists a triple (µ, V, T ) satisfying the following four conditions:
where V ∨ is the dual space of V , and
Proposition 2.2. P := {dp θ } θ∈Θ obtained in Section 2.1 is an exponential family.
Proof. From the following Fact 2.3, W = {log χ | χ ∈ Ω 0 } is a finite dimensional vector space. ThereforeṼ := V ⊕ W ∨ is also a finite dimensional vector space. Then we define T : C →Ṽ by
where ev x : W → R is the evaluation map at x ∈ X. Then by regarding V as V of the condition (ii) in Definition 2.1, the conditions (i), (iii) and (iv) in Definition 2.1 are satisfied by the construction of P.
Fact 2.3. Let G be a Lie group with finitely many connected components. Then the following set is a finite dimensional vector space of C(G):
Examples
In this section, we realize widely used exponential families in Table 1 by our method.
In the following subsection, we use the following: 
3.1. Normal distribution and multivariate normal distribution.
In this subsection, we realize normal distribution on R and multivariate normal distribution on R n by using a representation of an affine transformation group.
) be a representation given as follows:
Then v 0 := 0 0 0 1 ∈ Sym(2, R) is H-fixed, and by our method we obtain normal distribution as follows:
We identify G/H = R × ⋉ R/R × with R by the following map:
This claim follows from ker χ ⊃ [G, G] = R and χ| H = 1 for χ ∈ Ω 0 . We identify Sym(2, R) ∨ with Sym(2, R) by taking the following inner product on Sym(2, R):
x, y = Tr(xy) (x, y ∈ Sym(2, R)).
Take the Lebesgue measure dx on R. Then we have
Then we obtain normal distribution with the mean − θ 2 θ 1 , and the variance 1 2θ 1 as follows:
By generalizing the above case, we obtain the following:
Then v 0 = E n+1n+1 ∈ Sym(n + 1, R) is H-fixed, and by our method we obtain multivariate normal distribution as follows:
We identify G/H = GL(n, R) ⋉ R n /GL(n, R) with R n by the following map:
This claim follows from ker χ ⊃ [G, G] = R n and χ| H = 1 for χ ∈ Ω 0 . We identify Sym(n + 1, R) ∨ with Sym(n + 1, R) by taking the following inner product on Sym(n + 1, R):
x, y = Tr(xy) (x, y ∈ Sym(n + 1, R)).
Take the Lebesgue measure dx on R n . Then we have
Then we obtain normal distribution with the mean −θ −1 1 θ 2 and the covariance matrix 1 2 θ −1 1 as follows:
3.2. Bernoulli distribution and categorical distribution. In this subsection, we realize Bernoulli distribution on {±1} and categorical distribution on {1, · · · , n}, which can be regarded as the generalization of Bernoulli distribution, by using a signature representation of {±1} and a natural representation of the symmetric group respectively. Then v 0 = 1 is H-fixed, and by our method, we obtain Bernoulli distribution as follows:
where dx is the counting measure on G/H = {±1}. This is integrable for any θ ∈ R, so we have Θ = {θ ∈ R} and c θ = 1 e −θ +e θ . Therefore we get
.
Thus by a change of variable s = e −θ e −θ +e θ , we obtain the desired conclusion.
Proposition 3.5. Let n be a positive number with n ≥ 2, G the symmetric group S n and H = S n−1 = (S n ) 1 . Let ρ :
Then v 0 = (−(n − 1), 1, · · · , 1) ∈ R n is H-fixed, and by our method, we obtain categorical distribution on {1, · · · , n} as follows:
Since H = S n−1 = (S n ) 1 is the stabilizer of the first element, v 0 = (−(n − 1), 1, · · · , 1) is H-fixed.
Claim. Ω 0 = {1}
This claim follows from Fact 3.1(i). By taking an inner product on W which is the restriction of the standard inner product on R n , we identify W ∨ with W . Then we have dp a 1 ,··· ,an (k) = dp a 1 ,··· ,an ((1, k)H) = e −(a 1 ,··· ,an)ρ((1,k)) t (−(n−1),1,··· ,1) = e na k ((1, k) ∈ S n , k = 1, · · · , n) Since this is integrable for any (a 1 , · · · , a n ) ∈ W , we have Θ = {(a 1 , · · · , a n ) ∈ W } and c θ = 1 n i=1 e na i . By a change of variables s k = e na k n i=1 e na i , we obtain the desired conclusion.
3.3. Gamma and inverse gamma distributions. In this subsection, we realize gamma and inverse gamma distributions on R >0 by using one dimensional representations of R >0 .
Proposition 3.6. Let G = R >0 and H = {1}. Let ρ λ : G → GL(R 1 ) = R × be a representation as follows:
Then v 0 := 1 ∈ R is H-fixed, and by our method, we obtain gamma distribution if λ = 1 and inverse gamma distribution if λ = −1 as follows:
Remark 3.7.
• By putting k = 1 in the case of λ = 1, we obtain exponential distribution.
• By putting k = n 2 (n ∈ Z >0 ) and θ = 2 in the case of λ = 1, we obtain Chi-squared distribution.
• In the case of λ = 2 and k = 1, we obtain Rayleigh distribution.
• In the case of k = 1, we obtain Weibull distribution with a shape parameter λ > 0.
Proof. It is clear that v 0 = 1 is H-fixed.
This claim follows immediately from the continuity of χ. We identify R ∨ with R by taking the standard inner product on R. Then we have dp α,β (x) = exp(−βx λ )x α dx x .
Here, dx x is the Haar measure on R >0 .
This claim can be proved by a direct calculation, so we omit the proof. As a result, we get dp α,β (x) = |λ|β α λ Γ( α λ )
x α e −βx λ dx x .
By a change of variables
As a result, we obtain the desired conclusion.
3.4. Wishart distributions. In this subsection, we realize Wishart distribution on Sym + (n, R) by using a representation of GL(n, R).
Proposition 3.8. Let G = GL(n, R) and H = O(n). Let ρ : G → GL (Sym(n, R) ) be a representation as follows:
Then I n is H-fixed, and by our method we obtain Wishart distribution on X = G/H ≃ Sym + (n, R) as follows:
To determine Ω 0 , we use the following Remark 3.9 and Fact 3.10: It is clear that v 0 = I n is H-fixed by the definition of O(n).
This claim follows from G/[G, G] ≃ R × , Remark 3.9 and Fact 3.10. We take an invariant measure dx (det x) n+1 2 on Sym + (n, R) and identify Sym(n, R) ∨ with Sym(n, R) by the following inner product:
x, y = Tr(xy) (x, y ∈ Sym(n, R)).
Then we have dp y,α (x) = exp(− Tr(yx))(det x) α dx
Here we identify GL(n, R)/O(n) with Sym + (n, R) by gO(n) → x = gI n t g. To normalize the above measure, we use: = π n(n−1) 4 Γ(α)Γ(α− 1 2 ) · · · Γ(α− n−1 2 )(det y) −α .
von Mises distribution.
In this subsection, we realize von Mises distribution on S 1 by using the natural representation of SO(2).
Proposition 3.12. Let G = SO(2) and H = {I 2 }. Let ρ : G → GL(R 2 ) be the natural representation. Then v 0 := e 1 ∈ R 2 is H-fixed, and by our method we obtain von Mises distribution on S 1 as follows:
. We use the identification G/H = SO(2)/{I 2 } ≃ S 1 ≃ R/2πZ. It is clear that v 0 is H-fixed. From Fact 3.1(i), we have Ω 0 = {1}. We identify (R 2 ) ∨ with R 2 by taking the standard inner product on R 2 . Then we have dp a,b (x) = e −(a cos x+b sin
where dx is the uniform measure, which is the Haar measure on SO(2),
Here I m (r) is the modified Bessel function of the first kind of order m given as follows:
Therefore by a change of variables κ = √ a 2 + b 2 , µ = α, we obtain the desired conclusion.
3.6. Fisher-Bingham distribution. In this subsection, we realize Fisher-Bingham distribution on the sphere S n−1 by using a representation of SO(n).
Proposition 3.13. Let G = SO(n) and H = SO(n−1) = { 1 k |k ∈ SO(n − 1)} ⊂ G. Let ρ : G → GL(R n ⊕ Sym(n, R)) be a representation as follows:
Then v 0 := (e 1 , E 11 ) ∈ R n ⊕ Sym(n, R) is H-fixed, and by G/H-method we obtain Fisher-Bingham distribution as follows:
where c µ,A is the corresponding normalizing constant.
We use the identification SO(n)/SO(n − 1) ≃ S n−1 , gSO(n − 1) → ge 1 . It is clear that v 0 = (e 1 , E 11 ) is H-fixed by the definition of H. Since G = SO(n) is compact, from Fact 3.1, we obtain Ω 0 = {1}. We identify (R n ⊕ Sym(n, R)) ∨ with R n ⊕ Sym(n, R) by taking the direct sum of the standard inner product on R n and the following inner product on Sym(n, R):
Then we have for x = ge 1 ∈ S n−1 (g ∈ SO(n)) dp (µ,A) (x) = exp(−((µ, A), ρ(g)(e 1 , E 11 )))dx
Since S n−1 = G/H is compact, we have Θ = R n ⊕Sym(n, R). Therefore we obtain the desired conclusion.
A family of distributions on the upper half plane
In this section, we construct a new exponential family on the upper half plain which is compatible with the Poincaré metric by using a representation of SL(2, R). In this paper, we call the exponential family Poincaré distribution named after the Poincaré metric.
First, let us recall the definition of the upper half plane. 
A Lie group SL(2, R) acts transitively on the upper half plane H as a Möbius transformation as follows: R) ).
Since the stabilizer at i is SO(2), we identify H with the homogeneous space SL(2, R)/SO(2) as follows:
Next, under the identification above, we obtain Poincaré distribution as follows:
Proposition 4.2. Let G = SL(2, R), H = SO(2). Let ρ : G → GL (Sym(2, R) ) be a representation as follows: ρ(g)S := gS t g (g ∈ SL(2, R), S ∈ Sym(2, R)).
Then V ∋ v 0 := I 2 is H-fixed, and by our method we obtain the following family of probability measures on the upper half plane H ≃ G/H:
It is clear that v 0 = I 2 is H-fixed by the definition of SO(2). We identify Sym(n, R) ∨ with Sym(n, R) by the following inner product:
x, y = Tr(xy).
This claim follows from Fact 3.1(ii). Therefore we put dp ϕ (z) := exp(− Tr(ϕz t z))dz, where dz = dxdy y 2 . Claim. Θ = {ϕ ∈ Sym(2, R) | ϕ is positive definite.} It is enough to consider the case where ϕ ∈ Sym(2, R) is a diagonal matrix. In fact, Sym(2, R) is diagonalizable by SO(2) and for g ∈ SL(2, R), z∈H dp g·ϕ (z) = z∈H exp(− Tr(gϕ t gz t z))dz = z∈H exp(− Tr(ϕ( t gz) t ( t gz)))dz = z∈H dp ϕ (z).
For ϕ = a d , since z∈H dp ϕ (z) = z∈H exp(−a(y + x 2 y ) − d 1 y ) dxdy y 2 , the condition a > 0 is necessary for the integrability of dp ϕ . In the case of a > 0, z∈H dp ϕ (z) = π a y∈R >0 exp(−ay − d 1 y )y − 3 2 dy. Moreover, if d ≤ 0, since exp(−ay − d 1 y ) ≥ exp(−a − min{e −d , 1}), y∈R >0 exp(−ay − d 1 y )y − 3 2 dy > exp(−a − min{e −d , 1}) 1 0 y − 3 2 does not converge. Therefore d > 0 is necessary for the integrability. Conversely, for ϕ ∈ Sym + (2, R),
Since det ϕ is invariant under the SL(2, R)-action, it is enough to check for ϕ = a a ∈ Sym + (2, R). The calculation z∈H dp ϕ (z) = π a y∈R >0 exp(−a(y + 1 y ))y − 3 2 dy is reduced to the following claim by a change of a variable s = y − 1 2 :
Claim. This is easily checked by a change of a variable t = s − s −1 , so we omit the proof. Therefore, c −1 ϕ = z∈H dp ϕ (z) = π a y∈R >0 exp(−a(y + 1 y ))y − 3 2 dy = π a ∞ 0 exp(−a(s 2 + s −2 ))ds = π ae 2a = π √ det ϕ e 2 √ det ϕ . As a result, the desired conclusion is obtained.
