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Abstract
Powerful results from the theory of integer programming have recently led to substantial advances
in parameterized complexity. However, our perception is that, except for Lenstra’s algorithm for
solving integer linear programming in fixed dimension, there is still little understanding in the
parameterized complexity community of the strengths and limitations of the available tools. This
is understandable: it is often difficult to infer exact runtimes or even the distinction between FPT
and XP algorithms, and some knowledge is simply unwritten folklore in a different community.
We wish to make a step in remedying this situation.
To that end, we first provide an easy to navigate quick reference guide of integer programming
algorithms from the perspective of parameterized complexity. Then, we show their applications
in three case studies, obtaining FPT algorithms with runtime f(k) poly(n). We focus on:
Modeling: since the algorithmic results follow by applying existing algorithms to new models,
we shift the focus from the complexity result to the modeling result, highlighting common
patterns and tricks which are used.
Optimality program: after giving an FPT algorithm, we are interested in reducing the depen-
dence on the parameter; we show which algorithms and tricks are often useful for speed-ups.
Minding the poly(n): reducing f(k) often has the unintended consequence of increasing
poly(n); so we highlight the common trade-offs and show how to get the best of both worlds.
Specifically, we consider graphs of bounded neighborhood diversity which are in a sense the
simplest of dense graphs, and we show several FPT algorithms for Capacitated Dominating
Set, Sum Coloring, and Max-q-Cut by modeling them as convex programs in fixed dimension,
n-fold integer programs, bounded dual treewidth programs, and indefinite quadratic programs
in fixed dimension.
2012 ACM Subject Classification Theory of computation → Parameterized complexity and
exact algorithms, Theory of computation → Graph algorithms analysis
Keywords and phrases graph coloring, parameterized complexity, integer linear programming,
integer convex programming
Digital Object Identifier 10.4230/LIPIcs.IPEC.2018.21
1 Author supported by the project NFR MULTIVAL.
2 Author supported by Technion postdoctoral fellowship.
© Tomáš Gavenčiak, Dušan Knop, and Martin Koutecký;
licensed under Creative Commons License CC-BY
13th International Symposium on Parameterized and Exact Computation (IPEC 2018).
Editors: Christophe Paul and Michał Pilipczuk; Article No. 21; pp. 21:1–21:16
Leibniz International Proceedings in Informatics
Schloss Dagstuhl – Leibniz-Zentrum für Informatik, Dagstuhl Publishing, Germany
21:2 Integer Programming in Parameterized Complexity: Three Miniatures
Related Version A full version of the paper is available at https://arxiv.org/abs/1711.
02032.
1 Introduction
Our focus is on modeling various problems as integer programming (IP), and then
obtaining FPT algorithms by applying known algorithms for IP. IP is the problem
min{f(x) | x ∈ S ∩ Zn, S ⊆ Rn is convex} . (IP)
We give special attention to two restrictions of IP. First, when S is a polyhedron, we get
min{f(x) | Ax ≤ b, x ∈ Zn}, (LinIP)
where A ∈ Zm×n and b ∈ Zm; we call this problem linearly-constrained IP, or LinIP. Further
restricting f to be a linear function gives Integer Linear Programming (ILP):
min{wx | Ax ≤ b, x ∈ Zn}, (ILP)
where w ∈ Zn. The function f : Zn → Z is called the objective function, S is the feasible set
(defined by constraints or various oracles), and x is a vector of (decision) variables. By 〈·〉
we denote the binary encoding length of numbers, vectors and matrices.
In 1983 Lenstra showed that ILP is polynomial in fixed dimension and solvable in
time nO(n)〈A,b,w〉 (including later improvements [22, 36, 45]). Two decades later this
algorithm’s potential for applications in parameterized complexity was recognized, e.g. by
Niedermeier [52]:
[...] It remains to investigate further examples besides Closest String where
the described ILP approach turns out to be applicable. More generally, it would
be interesting to discover more connections between fixed-parameter algorithms and
(integer) linear programming.
This call has been answered in the following years, for example in the context of graph
algorithms [19, 20, 24, 44], scheduling [30, 35, 38, 51] or computational social choice [8].
In the meantime, many other powerful algorithms for IP have been devised; however
it seemed unclear exactly how could these tools be used, as Lokshtanov states in his PhD
thesis [46], referring to FPT algorithms for convex IP in fixed dimension:
It would be interesting to see if these even more general results can be useful for
showing problems fixed parameter tractable.
Similarly, Downey and Fellows [14] highlight the FPT algorithm for so called n-fold IP:
Conceivably, [Minimum Linear Arrangement] might also be approached by the
recent (and deep) FPT results of Hemmecke, Onn and Romanchuk [28] concerning
nonlinear optimization.
Interestingly, Minimum Linear Arrangement was shown to be FPT by yet another new
algorithm for IP due to Lokshtanov [47].
In the last 3 years we have seen a surge of interest in, and an increased understanding
of, these IP techniques beyond Lenstra’s algorithm, allowing significant advances in fields
such as parameterized scheduling [9, 30, 33, 38, 51], computational social choice [39, 40, 42],
multichoice optimization [23], and stringology [39]. This has increased our understanding of
the strengths and limitations of each tool as well as the modeling patterns and tricks which
are typically applicable and used.
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1.1 Our Results
We start by giving a quick overview of existing techniques in Section 2, which we hope to
be an accessible reference guide for parameterized complexity researchers. Then, we resolve
the parameterized complexity of three problems when parameterized by the neighborhood
diversity of a graph (we defer the definitions to the relevant sections). However, since our
complexity results follow by applying an appropriate algorithm for IP, we also highlight our
modeling results. Moreover, in the spirit of the optimality program (introduced by Marx [49]),
we are not content with obtaining some FPT algorithm, but we attempt to decrease the
dependence on the parameter k as much as possible. This sometimes has the unintended
consequence of increasing the polynomial dependence on the graph size |G|. We note this
and, by combining several ideas, get the “best of both worlds”. Driving down the poly(|G|)
factor is in the spirit of “minding the poly(n)” of Lokshtanov et al. [48].
We denote by |G| the number of vertices of the graph G and by k its neighborhood
diversity; graphs of neighborhood diversity k have a succinct representation (constructible in
linear time) with O(k2 log |G|) bits and we assume to have such a representation on input.
I Theorem 1. Capacitated Dominating Set
(a) Has a convex IP model in O(k2) variables and can be solved in time and space
kO(k
2) log |G|.
(b) Has an ILP model in O(k2) variables and O(|G|) constraints, and can be solved in time
kO(k
2) poly(|G|) and space poly(k, |G|).
(c) Can be solved in time kO(k) poly(|G|) using model a and a proximity argument.
(d) Has a polynomial OPT + k2 approximation algorithm by rounding a relaxation of a.
I Theorem 2. Sum Coloring
(a) Has an n-fold IP model in O(k|G|) variables and O(k2|G|) constraints, and can be solved
in time kO(k3)|G|2 log2 |G|.
(b) Has a LinIP model in O(2k) variables and k constraints with a non-separable convex
objective, and can be solved in time 22k
O(1)
log |G|.
(c) Has a LinIP model in O(2k) variables and O(2k) constraints whose constraint matrix
has dual treewidth k + 2 and whose objective is separable convex, and can be solved in
time kO(k2) log |G|.
I Theorem 3. Max-q-Cut has a LinIP model with an indefinite quadratic objective and
can be solved in time g(q, k) log |G| for some computable function g.
1.2 Related Work
Graphs of neighborhood diversity constitute an important stepping stone in the design of
algorithms for dense graphs, because they are in a sense the simplest of dense graphs [2, 3,
6, 20, 24, 25, 50]. Studying the complexity of Capacitated Dominating Set on graphs
of bounded neighborhood diversity is especially interesting because it was shown to be
W[1]-hard parameterized by treewidth by Dom et al. [13]. Sum Coloring was shown to be
FPT parameterized by treewidth [32]; its complexity parameterized by clique-width is open
as far as we know. Max-q-Cut is FPT parameterized by q and treewidth (by reduction to
CSP), but W[1]-hard parameterized by clique-width [21].
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1.3 Preliminaries
For positive integers m,n with m ≤ n we set [m,n] = {m, . . . , n} and [n] = [1, n]. We write
vectors in boldface (e.g., x,y) and their entries in normal font (e.g., the i-th entry of x is xi).
For a graph G we denote by V (G) its set of vertices, by E(G) the set of its edges, and by
NG(v) = {u ∈ V (G) | uv ∈ E(G)} the (open) neighborhood of a vertex v ∈ V (G). For a
matrix A we define
the primal graph GP (A), which has a vertex for each column and two vertices are
connected if there exists a row such that both columns are non-zero, and,
the dual graph GD(A) = GP (Aᵀ), which is the above with rows and columns swapped.
We call the treedepth and treewidth of GP (A) the primal treedepth tdP (A) and primal
treewidth twP (A), and analogously for the dual treedepth tdD(A) and dual treewidth twD(A).
We define a partial order v on Rn as follows: for x,y ∈ Rn we write x v y and say that
x is conformal to y if xiyi ≥ 0 (that is, x and y lie in the same orthant) and |xi| ≤ |yi| for
all i ∈ [n]. It is well known that every subset of Zn has finitely many v-minimal elements.
I Definition 4 (Graver basis). The Graver basis of A ∈ Zm×n is the finite set G(A) ⊂ Zn of
v-minimal elements in {x ∈ Zn | Ax = 0, x 6= 0}.
Neighborhood Diversity. Two vertices u, v are called twins if N(u) \ {v} = N(v) \ {u}.
The twin equivalence is the relation on vertices of a graph where two vertices are equivalent
if and only if they are twins.
I Definition 5 (Lampis [44]). The neighborhood diversity of a graph G, denoted by nd(G),
is the minimum number k of classes (called types) of the twin equivalence of G.
We denote by Vi the classes of twin equivalence on G for i ∈ [k]. A graph G with
nd(G) = k can be described in a compressed way using only O
(
log |G| · k2
)
space by its type
graph, which is computable in linear time [44]:
I Definition 6. The type graph T (G) of a graph G is a graph on k = nd(G) vertices [k],
where each i is assigned weight |Vi|, and where i, j is an edge or a loop in T (G) if and only if
two distinct vertices of Vi and Vj are adjacent.
Modeling. Loosely speaking, by modeling an optimization problem Π as a different problem
Λ we mean encoding the features of Π by the features of Λ, such that the optima of Λ encode
at least some optima of Π. Modeling differs from reduction by highlighting which features of
Π are captured by which features of Λ.
In particular, when modeling Π as an integer program, the same feature of Π can often
be encoded in several ways by the variables, constraints or the objective. For example, an
objective of Π may be encoded as a convex objective of the IP, or as a linear objective which
is lower bounded by a convex constraint; similarly a constraint of Π may be modeled as a
linear constraint of IP or as minimizing a penalty objective function expressing how much is
the constraint violated. Such choices greatly influence which algorithms are applicable to
solve the resulting model. Specifically, in our models we focus on the parameters #variables
(dimension), #constraints, the largest coefficient in the constraints ‖A‖∞ (abusing the
notation slightly when the constraints are not linear), the largest right hand side ‖b‖∞,
the largest domain ‖u − l‖∞, and the largest coefficient of the objective function ‖w‖∞
(linear objectives), ‖Q‖∞ (quadratic objectives) or fmax = maxx:l≤x≤u |f(x)| (in general),
and noting other relevant features.
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Solution structure. We concur with Downey and Fellows that FPT and structure are
essentially one [14]. Here, it typically means restricting our attention to certain structured
solutions and showing that nevertheless such structured solutions contain optima of the
problem at hand. We always discuss these structural properties before formulating a model.
2 Integer Programming Toolbox
We give a list of the most relevant algorithms solving IP, highlighting their fastest known
runtimes (marked >), typical use cases and strengths (+), limitations (−), and a list
of references to the algorithms (♥) and their most illustrative applications (.), both in
chronological order.
2.1 Small Dimension
The following tools generally rely on results from discrete geometry.
ILP in small dimension. Problem (ILP) with small n.
> n2.5n〈A,b,w〉 [36, 22]
+ Can use large coefficients, which allows encoding logical connectives using Big-M coeffi-
cients [5]. Runs in polynomial space. Most people familiar with ILP.
− Small dimension can be an obstacle in modeling polynomially many “types” of objects [7,
Challenge #2]. Models often use exponentially many variables in the parameter, leading to
double-exponential runtimes (applies to all small dimension techniques below). Encoding a
convex objective or constraint requires many constraints (cf. Model 9). Big-M coefficients
are impractical.
♥ [45, 36, 22]
. [52, 19, 35, 20, 18]
Convex IP in small dimension. Problem (IP) with f a convex function; S can be represented
by polynomial inequalities, a first-order oracle, a separation oracle, or as a semialgebraic set.
> n 43n〈B〉, where S is contained in a ball of radius B [12].
+ Strictly stronger than ILP. Representing constraints implicitely by an oracle allows better
dependence on instance size (cf. Model 8).
− Exponential space. Algorithms usually impractical. Proving convexity can be difficult.
♥ [26, Theorem 6.7.10] (weak separation oracle), [37] (semialgebraic sets), [27, 31] (polyno-
mials), [11] randomized / [12] deterministic (strong separation oracle), [53] reduction to
Mixed ILP subproblems (first-order oracle).
. [30, 8, 51, 38, 41], Model 8
Indefinite quadratic IP in small dimension. Problem (LinIP) with f(x) = xᵀQx indefinite
(non-convex) quadratic.
> g(n, ‖A‖∞, ‖Q‖∞)〈b〉 [55]
+ Currently the only tractable indefinite objective.
− Limiting parameterization.
♥ [47, 55]
. [47], Model 10
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Parametric ILP in small dimension. Given a Q = {b ∈ Rm | Bb ≤ d}, decide
∀b ∈ Q ∩ Zm ∃x ∈ Zn : Ax ≤ b .
> g(n,m) poly(‖A,B,d‖∞) [16]
+ Models one quantifier alternation. Useful in expressing game-like constraints (e.g., “∀
moves ∃ a counter-move”). Allows unary big-M coefficients to model logic [42, Theorem
4.5].
− Input has to be given in unary (vs. e.g. Lenstra’s algorithm).
♥ [16, Theorem 4.2], [10, Corollary 1]
. [10, 42]
2.2 Variable Dimension
In this section it will be more natural to consider the following standard form of (LinIP)
min{f(x) | Ax = b, l ≤ x ≤ u, x ∈ Zn}, (SLinIP)
where b ∈ Zm and l,u ∈ Zn. Let L = 〈fmax,b, l,u〉. In contrast with the previous section,
the following algorithms typically rely on algebraic arguments and dynamic programming.
ILP with few rows. Problem (SLinIP) with small m and a linear objective wx for w ∈ Zn.
> O((m‖A‖∞)2m)〈b〉 if l ≡ 0 and u ≡ +∞, and n · (m‖A‖∞)O(m
2)〈b, l,u〉 in general [34]
+ Useful for configuration IPs with small coefficients, leading to exponential speed-ups. Best
runtime in the case without upper bounds. Linear dependence on n.
− Limited modeling power. Requires small coefficients.
♥ [54, 17, 34]
. [34]
Anfold =

A1 A1 · · · A1
A2 0 · · · 0
0 A2 · · · 0
...
...
. . .
...
0 0 · · · A2
 Astoch =

B1 B2 0 · · · 0
B1 0 B2 · · · 0
...
...
...
. . .
...
B1 0 0 · · · B2

n-fold IP, tree-fold IP, and dual treedepth. n-fold IP is problem (SLinIP) in dimension
nt, with A = Anfold for some two blocks A1 ∈ Zr×t and A2 ∈ Zs×t, l,u ∈ Znt, b ∈ Zr+ns,
and with f a separable convex function, i.e., f(x) =
∑n
i=1
∑t
j=1 f
i
j(xij) with each f ij : Z→ Z
convex. Tree-fold IP is a generalization of n-fold IP where the block A2 is itself replaced by
an n-fold matrix, and so on, recursively, τ times. Tree-fold IP has bounded tdD(A).
> (‖A‖∞rs)O(r
2s+rs2)(nt)2 log(nt)〈L〉 n-fold IP [1, 15]; (‖A‖∞ + 1)2
tdD(A)(nt)2 log(nt)〈L〉
for (SLinIP) [43].
+ Variable dimension useful in modeling many “types” of objects [40, 42]. Useful for
obtaining exponential speed-ups (not only configuration IPs). Seemingly rigid format is
in fact not problematic (blocks can be different provided coefficients and dimensions are
small).
− Requires small coefficients.
♥ [28, 39, 9, 15, 1, 43]
. [38, 40, 39, 9, 33], Model 11
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2-stage and multi-stage stochastic IP, and primal treedepth. 2-stage stochastic IP is
problem (SLinIP) with A = Astoch and f a separable convex function; multi-stage stochastic
IP is problem (SLinIP) with a multi-stage stochastic matrix, which is the transpose of a
tree-fold matrix; multi-stage stochastic IP is in turn generalized by IP with small primal
treedepth tdP (A).
> g(tdP (A), ‖A‖∞)n2 logn〈L〉, g computable [43]
+ Similar to Parametric ILP in fixed dimension, but quantification ∀b ∈ Q∩Zn is now over
a polynomial sized but possibly non-convex set of explicitely given right hand sides.
− Not clear which problems are captured. Requires small coefficients. Parameter dependence
g is possibly non-elementary; no upper bounds on g are known, only computability.
♥ [29, 4, 43]
. N/A
Small treewidth and Graver norms. Let g∞(A) = maxg∈G(A) ‖g‖∞ and g1(A) =
maxg∈G(A) ‖g‖1 be maximum norms of elements of G(A).
> min{g∞(A)O(twP (A)), g1(A)O(twD(A))}n2 logn〈L〉 [43]
+ Captures IPs beyond the classes defined above (cf. Section 5.3).
− Bounding g1(A) and g∞(A) is often hard or impossible.
♥ [43]
. Model 14
3 Convex Constraints: Capacitated Dominating Set
Capacitated Dominating Set
Input: A graph G = (V,E) and a capacity function c : V → N.
Task: Find a smallest possible set D ⊆ V and a mapping δ : V \D → D such that for each
v ∈ D, |δ−1(v)| ≤ c(v).
Solution Structure. Let <c be a linear extension of ordering of V by vertex capacities, i.e.,
u <c v if c(u) ≤ c(v). For i ∈ T (G) and ` ∈ [|Vi|] let Vi[1 : `] be the set of the first ` vertices
of Vi in the ordering <c and let fi(`) =
∑
v∈Vi[2:`] c(v); for ` > |Vi| let fi(`) = fi(|Vi|). Let
D be a solution and Di = D∩Vi. We call the functions fi the domination capacity functions.
Intuitively, fi(`) is the maximum number of vertices dominated by Vi[1 : `]. Observe that
since fi(`) is a partial sum of a non-increasing sequence of numbers, it is a piece-wise linear
concave function. We say that D is capacity-ordered if, for each i ∈ T (G), Di = Vi[1 : |Di|].
The following observation allows us to restrict our attention to such solutions; the proof goes
by a simple exchange argument.
I Lemma 7 (?). There is a capacity-ordered optimal solution.
Observe that a capacity-ordered solution is fully determined by the sizes |Di| and <c rather
than the actual sets Di, which allows modeling CDS in small dimension.
I Model 8 (Capacitated Dominating Set as convex IP in fixed dimension).
Variables & notation:
xi = |Di|
yij = |δ−1(Di) ∩Dj |
fi(xi) = maximum #vertices dominated by Di if |Di| = xi
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Objective & Constraints:
min
∑
i∈T (G)
xi min |D| =
∑
i∈T (G)
|Di| (cds:cds-obj)
∑
j∈NT (G)(i)
yij ≤ fi(xi) ∀i ∈ T (G) respect capacities (cds:cap)
∑
i∈NT (G)(j)
yij ≥ |Vj | − xj ∀j ∈ T (G) every v ∈ Vj \Dj dominated (cds:dom)
0 ≤ xi ≤ |Vi| ∀i ∈ T (G) (cds:bounds)
Parameters & Notes:
#vars #constraints ‖A‖∞ ‖b‖∞ ‖l,u‖∞ ‖w‖∞
O(k2) O(k) 1 |G| |G| 1
constraint (cds:cap) is convex, since it bounds the area under a concave function, and is
piece-wise linear.
Then, applying for example Dadush’s algorithm [11] to Model 8 yields Theorem 1a. We
can trade the non-linearity of the previous model for an increase in the number of constraints
and the largest coefficient. That, combined with Lenstra’s algorithm, yields Theorem 1b,
where we get a larger dependence on |G|, but require only poly(k, |G|) space.
I Model 9 (Capacitated Dominating Set as ILP in fixed dimension).
Exactly as Model 8 but replace constraints (cds:cap) with the following equivalent set of |G|
linear constraints:∑
ij∈E(T (G))
yij ≤ fi(`− 1) + c(v`)(xi − `+ 1) ∀i ∈ T (G)∀` ∈ [|Vi|] (cds:cap-lin)
The parameters then become: #vars #constraints ‖A‖∞ ‖b‖∞ ‖l,u‖∞ ‖w‖∞
O(k2) O(k + |G|) |G| |G| |G| 1
[Additive approximation] Proof of Theorem 1d. Let (x,y) ∈ Rk+k2 be an optimal solution
to the continuous relaxation of Model 8, i.e., we relax the requirement that (x,y) are integral;
note that such (x,y) can be computed in polynomial time using the ellipsoid method [26], or
by applying a polynomial LP algorithm to Model 9. We would like to round (x,y) up to an
integral (x̂, ŷ) to obtain a feasible integer solution which would be an approximation of an
integer optimum. Ideally, we would take ŷ = dye and compute x̂ accordingly, i.e., set x̂i to
be smallest possible such that
∑
j∈NT (G)(i) ŷij ≥ fi(x̂i); note that x̂i ≤ xi + k, since we add
at most k neighbors (to be dominated) in neighborhood of Vi. However, this might result in
a non-feasible solution if, for some i, x̂i > |Vi|. In such a case, we solve the relaxation again
with an additional constraint xi = |Vi| and try rounding again, repeating this aforementioned
fixing procedure if rounding fails, and so on. After at most k repetitions this rounding
results in a feasible integer solution (x̂, ŷ), in which case we have ‖x̂−x‖1 ≤ k2 and thus the
solution represented by (x̂, ŷ) has value at most OPT + k2; the relaxation must eventually
become feasible as setting xi = |Vi| for all i ∈ T (G) yields a feasible solution. J
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[Speed trade-offs] Proof of Theorem 1c. Notice that on our way to proving Theorem 1d
we have shown that Model 8 has integrality gap at most k2, i.e., the value of the continuous
optimum is at most k2 less than the value of the integer optimum. This implies that an integer
optimum (x∗,y∗) satisfies, for each i ∈ [k], max{0, bxi − k2c} ≤ x∗i ≤ min{|Vi|, xi + dk2e}.
We can exploit this to improve Theorem 1a in terms of the parameter dependence at
the cost of the dependence on |G|. Let us assume that we have a way to test, for a given
integer vector x̂, whether it models a capacity-ordered solution, that is, whether there exists
a capacitated dominating set with Di = Vi[1 : x̂i] for each i. Then we can simply go over all
possible (2k2 + 2)k choices of x̂ and choose the best. So we are left with the task of, given a
vector x̂, deciding if it models a capacity-ordered solution.
But this is easy. Let <c be the assumed order and define D as above. Now, we construct
an auxiliary bipartite matching problem, where we put c(v) copies of each vertex from D
on one side of the graph, and all vertices of V \D on the other side, and connect a copy of
v ∈ D to u ∈ V \D if uv ∈ E(G). Then, D is a capacitated dominating set if and only if all
vertices in V \D can be matched. The algorithm is then simply to compute the continuous
optimum x, and go over all integer vectors x̂ with ‖x − x̂‖1 ≤ k2, verifying whether they
model a solution and choosing the smallest (best) one. J
4 Indefinite Quadratics: Max q-Cut
Max-q-Cut
Input: A graph G = (V,E).
Task: A partition W1∪̇ · · · ∪̇Wq = V maximizing the number of edges between distinct Wα
and Wβ , i.e., |{uv ∈ E(G) | u ∈Wα, v ∈Wβ , α 6= β}|.
Solution structure. As before, it is enough to describe how many vertices from type i ∈ T (G)
belong to Wα for α ∈ [q], and their specific choice does not matter; this gives us a small
dimensional encoding of the solutions.
I Model 10 (Max-q-Cut as LinIP with indefinite quadratic objective).
Variables & Notation:
xiα = |Vi ∩Wα|
xiα · xjβ = #edges between Vi ∩Wα and Vj ∩Wβ if ij ∈ E(T (G)).
Objective & Constraints:
min
∑
α,β∈[q]:
α6=β
∑
ij∈E(T (G))
xiα · xjβ min#edges across partites (mc:obj)
∑
α∈[q]
xiα = |Vi| ∀i ∈ T (G) (Vi ∩Wα)α∈[q] partitions Vi (mc:part)
Parameters & Notes:
#vars #constraints ‖A‖∞ ‖b‖∞ ‖l,u‖∞ ‖Q‖∞
kq k 1 |G| |G| 1
objective (mc:obj) is indefinite quadratic.
Applying Lokshtanov’s [47] or Zemmer’s [55] algorithm to Model 10 yields Theorem 3. Note
that since we do not know anything about the objective except that it is quadratic, we have
to make sure that ‖Q‖∞ and ‖A‖∞ are small.
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5 Convex Objective: Sum Coloring
Sum Coloring
Input: A graph G = (V,E).
Task: A proper coloring c : V → N minimizing
∑
v∈V c(v).
In the following we first give a single-exponential algorithm for Sum Coloring with
a polynomial dependence on |G|, then a double-exponential algorithm with a logarithmic
dependence on |G|, and finally show how to combine the two ideas together to obtain a
single-exponential algorithm with a logarithmic dependence on |G|.
5.1 Sum Coloring via n-fold IP
Structure of Solution. The following observation was made by Lampis [44] for the Col-
oring problem, and it holds also for the Sum Coloring problem: every color C ⊆ V (G)
intersects each clique type in at most one vertex, and each independent type in either none
or all of its vertices. The first follows simply by the fact that it is a clique; the second by the
fact that if both colors α, β with α < β are used for an independent type, then recoloring all
vertices of color β to be of color α remains a valid coloring and decreases its cost. We call a
coloring with this structure an essential coloring.
I Model 11 (Sum Coloring as n-fold IP).
Variables & Notation:
xαi = 1 if color α intersects Vi
α · xαi = cost of color α at a clique type i
α|Vi| · xαi = cost of color α at an independent type Vi
Snfold(x) =
∑|G|
α=1
(
(
∑
clique i∈T (G) αx
α
i ) + (
∑
indep. i∈T (G) α|Vi|xαi )
)
= total cost of x
Objective & Constraints:
min Snfold(x) (sc:nf:obj)
|G|∑
α=1
xαi = |Vi| ∀i ∈ T (G), Vi is clique Vi is colored (sc:nf:cliques)
|G|∑
α=1
xαi = 1 ∀i ∈ T (G), Vi is independent Vi is colored (sc:nf:indeps)
xαi + xαj ≤ 1 ∀α ∈ [|G|] ∀ij ∈ E(T (G)) xα is independent set (sc:nf:xi-indep)
Parameters & Notes:
#vars #constraints ‖A‖∞ ‖b‖∞ ‖l,u‖∞ ‖w‖∞ r s t
k|G| k + k2|G| 1 |G| 1 |G| k k2 k
Constraints have an n-fold format: (sc:nf:cliques) and (sc:nf:indeps) form the (A1 · · ·A1)
block and (sc:nf:xi-indep) form the A2 blocks; see parameters r, s, t above.
Applying the algorithm of Altmanová et al. [1] to Model 11 yields Theorem 2a. Model 11 is
a typical use case of n-fold IP: we have a vector of multiplicities b (modeling (|V1|, . . . , |Vk|))
and we optimize over its decompositions into independent sets of T (G). A clever objective
function models the objective of Sum Coloring.
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Figure 1 An illustration of the cost decomposition to the individual classes. Note that i-th row
(color i) has cost i per vertex.
5.2 Sum Coloring via Convex Minimization in Fixed Dimension
Structure of Solution. The previous observations also allow us to encode a solution in
a different way. Let I = {I1, . . . , IK} be the set of all independent sets of T (G); note
that K < 2k. Then we can encode an essential coloring of G by a vector of multiplicities
x = (xI1 , . . . , xIK ) of elements of I such that there are xIj colors which color exactly the
types contained in Ij . The difficulty with Sum Coloring lies in the formulation of its
objective function. Observe that given an I ∈ I, the number of vertices every color class of
this type will contain is independent of the actual multiplicity xI . Define the size of a color
class σ : I → N as σ(I) =
∑
clique i∈I 1 +
∑
indep. i∈I |Vi|.
I Lemma 12 (?). Let G = (V,E) be a graph and let c : V → N be a proper coloring of G
minimizing
∑
v∈V c(v). Let µ(p) denote the quantity |{v ∈ V | c(v) = p}|. Then µ(p) ≥ µ(q)
for every p ≤ q.
Our goal now is to show that the objective function can be expressed as a convex function
in terms of the variables x. We will get help from auxiliary variables y1, . . . , y|G| which are a
linear projection of variables x; note that we do not actually introduce these variables into
the model and only use them for the sake of proving convexity. Namely, yj indicates how
many color classes contain at least j vertices: yj =
∑
σ(I)≥j xI . Then, the objective function
can be expressed as Sconvex(x) =
∑p
i=1 |iσ(Ii)| =
∑|G|
j=1
(
yj
2
)
, where i = 1, . . . , p is the order
of the color classes given by Lemma 12, every class of type I is present xI times, where we
enumerate only those I with xI ≥ 1. The equivalence of the two is straightforward to check.
Finally, Sconvex is convex with respect to x because,
1) all xI are linear (thus affine) functions,
2) yi =
∑
I:σ(I)≥i xI is a sum of affine functions, thus affine,
3) yi(yi − 1)/2 is convex: it is a basic fact that h(x) = g(f(x)) is convex if f is affine and g
is convex. Here f = yi is affine by the previous point and g = f(f − 1)/2 is convex.
4) Sconvex is the sum of yi(yi − 1)/2, which are convex by the previous point.
IPEC 2018
21:12 Integer Programming in Parameterized Complexity: Three Miniatures
I Model 13 (Sum Coloring as LinIP in fixed dimension with convex objective).
Variables & Notation:
xI = #of color class I
yi = #of color classes I with σ(I) ≤ i(
yi
2
)
cost of column yi (Figure 1)
Sconvex =
∑|G|
i=1
(
yi
2
)
= cost of all columns
Objective & Constraints:
min Sconvex(x) (sc:convex:obj)∑
Ij :i∈Ij
xIj = |Vi| ∀clique i ∈ T (G) clique Vi gets |Vi| colors (sc:convex:cliques)∑
Ij :i∈Ij
xIj = 1 ∀indep. i ∈ T (G) indep. Vi gets 1 color (sc:convex:indeps)
Parameters & Notes:
#vars #constraints ‖A‖∞ ‖b‖∞ ‖l,u‖∞ fmax
2k k 1 |G| |G| |G|2
Objective Sconvex is non-separable convex, and can be computed in time 2k log |G| by
noticing that there are at most 2k different yi’s (see below).
Applying the algorithm of Dadush [11] to Model 13 yields Theorem 2b. Notice that we could
not apply Lokshtanov’s algorithm because the objective has large coefficients. Also notice
that we do not need separability of Sconvex or any structure of A.
5.3 Sum Coloring and Graver Bases
Consider Model 13. The fact that the number of rows and the largest coefficient ‖A‖∞ is
small, and that we can formulate Sconvex as a separable convex objective in terms of the yi
variables gives us some hope that Graver basis techniques would be applicable.
Since |I| ≤ 2k, we can replace the yi’s by a smaller set of variables zi for a set of “critical
sizes” Γ = {i ∈ [|G|] | ∃I ∈ I : σ(I) = i}. For each i ∈ Γ let succ(i) = min{j ∈ Γ | j > i}
(and let succ(max Γ) = max Γ), define zi =
∑
I∈I:σ(I)≥i xI , and let ζi = (succ(i)− i) be the
size difference between a color class of size i and the smallest larger color class. Then,
Sconvex(x) =
|G|∑
i=1
(
yi
2
)
=
∑
i∈Γ
ζi
(
zi
2
)
= Ssepconvex(z) .
Now we want to construct a system of inequalities of bounded dual treewidth twD(A);
however, adding the zi variables as we have defined them amounts to adding many inequalities
containing the z1 variable, thus increasing the dual treewidth to k + 2k. To avoid this, let us
define zi equivalently as zi = zsucc(i) +
∑
I∈I:
succ(i)>σ(I)≥i
xI = zsucc(i) +
∑
I∈I:
σ(I)=i
xI .
I Model 14 (Sum Coloring as LinIP with small twD(A) and small g1(A)).
Variables & Notation:
xI = #of color class I
zi = #of color classes I with σ(I) ≥ i
ζi = size difference between I ∈ I with σ(I) = i and closest larger J ∈ I
ζi
(
zi
2
)
cost of all columns between yi and ysucc(i) (Figure 1)
T. Gavenčiak, D. Knop, and M. Koutecký 21:13
Γ = set of critical sizes
Ssepconvex(z) =
∑
i∈Γ ζi
(
zi
2
)
= total cost
Objective & Constraints: constraints (sc:convex:cliques) and (sc:convex:indeps), and:
min Ssepconvex(z) (sc:graver:obj)
zi = zsucc(i) +
∑
I∈I:σ(I)=i
xI ∀i ∈ Γ (sc:graver:sep)
Parameters & Notes:
#vars #constraints ‖A‖∞ ‖b‖∞ ‖l,u‖∞ fmax g1(A) twD(A)
O
(
2k
)
O
(
2k
)
1 |G| |G| |G|2 O
(
kk
)
k + 2
Bounds on g1(A) and twD(A) by Lemmas 16 and 15, respectively.
Objective Ssepconvex is separable convex. J
Applying the algorithm of Koutecký et al. [43] to Model 14 yields Theorem 2c.
Let us denote the matrix encoding the constraints (sc:convex:cliques) and
(sc:convex:indeps) as F ∈ Zk×2·2k (notice that we also add the empty columns for the
zi variables), and the matrix encoding the constraints (sc:graver:sep) by L ∈ Z2
k×2·2k ; thus
A = ( FL ).
I Lemma 15 (?). In Model 14 it holds that twD(A) ≤ k + 1.
Proof Idea. GD(F ) is a k-clique Kk, and GD(L) is a 2k-path P2k . Thus, GD(A) are these
two graphs connected by all possible edges, and we construct a path decomposition, whose
consecutive nodes contain GD(F ) and consecutive vertices of GD(L). J
I Lemma 16 (?). In Model 14 it holds that g1(A) ≤ kO(k).
Proof Idea. We first simplify the structure of L by deleting duplicitous columns, and then
explicitely construct a decomposition of any h s.t. Lh = 0 into conformal vectors g of small
`1-norm. Combining with known bounds on matrices with few rows (F ) and stacked matrices
(A) yields the bound. J
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