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Descriptive statistics for nonparametric models. 
The impact of some Erich Lehmann's papers 
HannuOja 
1 Introduction 
In this review we discuss the six papers: Lehmann (1963) and Bickel and Lehmann 
(1974, 1975, 1976a, 1976b, 1976c). 
The first paper deals with confidence intervals based on nonparametric tests, and the 
other papers discuss descriptive statistics for non12arametric models. 
In an estimation problem, sample statistics () may often be seen as values of a 
functional B(F) at the sample cumulative distribution function Fn. For example, for 
the sample mean X = ~ 2:::7= 1 Xi and sample variance S 2 = ~ 2:::7=1 (Xi - X) 2 
the functionals are the mean functional t-L(F) = J xdF(x) and variance functional 
rJ2(F) = j(x- t-L(F))2dF(x), respectively. Under general assumptions on F, two 
functionals 81 (F) and B2(F) may give the same value (e.g., mean functional and 
median functional under the symmetry assumption) but the statistic~] properties (e.g. 
efficiency and robustness) of the sample statistics 81 = 81 (Fn) and 82 = ()2(Fn) may 
be totally different. How should one then choose between the estimates/functionals 
81 (F) and B2(F)? When can one be convinced that, in wide nonparametric models, 
the functional provides a measure of a natural aspect of the population values? These 
questions are posed and discussed in the series of the last five papers. 
2 Nonparametric confidence intervals for a shift parameter 
In this paper, Lehmann considers the two-sample location problem and gives exact 
expressions as well as large-sample approximations for the nonparametric confidence 
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intervals for a shift parameter 1:1. The confidence interval is obtained by "inverting" 
the two-sample Wilcoxon-Mann-Whitney test which is strictly distribution-free test 
for testing the null hypothesis that all the observations are i.i.d. 
The paper proposes that different confidence intervals (with the same covering 
probabilities) should be compared using the lengths of the intervals. It is proven that, 
in regular cases, the length of the confidence interval standardized in an appropriate 
way converges in probability to a constant, and these constants can be used for 
asymptotic efficiency comparisons. The asymptotical efficiencies of the intervals based 
on Wilcoxon test and on the t test are then compared and shown to be the same as in 
the testing case. As a consequence of the results in the paper, a consistent estimate for 
the important constant [j f 2(x)dx]- 1 is found. This estimation technique is still used 
in practice; see e.g. the recent book by Hettmansperger (1988). 
3 Descriptive statistics for nonparametric models 
3.1 The literature before Bickel and Lehmann 
We first briefly discuss the literature just before the publication of these papers. von 
Mises (1947) may be the first one to develop a general theory of statistical functionals. 
Tukey ( 1962) discussed the properties of several location functionals in case of "spotty 
data". Huber (1964) gave a new approach for robust estimation, introduced theM-
estimates for location and found the asymptotic theory for the estimates. 
He also found the "most robust" estimate in a contaminated normal distribution. 
(The estimate minimizes the maximum asymptotic variance in a contaminated normal 
neighborhood model.) Instead of considering asymptotic variances in neighborhood 
models, robustness is often seen as a continuity requirement of the functional (). 
Small changes in F should result in small changes in ()(F) . For first alternative 
formulations of this requirement and their analysis, see Hampel ( 1971 ). In his review, 
Huber ( 1972) discussed an early history of robust estimation and considered three 
classes of location estimates in semiparamateric models, the maximum likelihood type 
estimates (M-estimates), linear combinations of order statistics (L-estimates), and the 
estimates derived from rank tests (R-estimates). In almost all studies discussed so far, 
the assumed model was semi parametric, with natural location parameter (), and the 
location functionals T (F) were used in the estimation of unknown (). 
Bickel and Lehmann then introduced the idea that one should, in wide nonparamet-
ric models, define measures (functionals) of different characteristics of the population 
and then use the corresponding sample statistics as estimators. The series of papers on 
descriptive statistics in nonparametric models together with van Zwet's (1964) work 
on skewness was a main source of inspiration for future research in the area. 
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3.2 Statistical models 
When Bickel and Lehmann wrote the series of papers on descriptive statistics in 
nonparametric models, the statisticians and the practical users of statistical testing and 
estimation procedures did not trust any more in the dogma of normally distributed 
errors and often did not even believe in any parametrical statistical model. 
Bickel and Lehmann discussed the model selection problem and distinguished 
a number of possibilities: Parametric models (e.g., normal model), neighborhood 
models (e.g., contaminated normal model) , semiparametric models with some natural 
parameters (e.g. symmetry assumption), or totally nonparametric models. In the 
totally nonparametric model one can describe different interesting properties of the 
distribution F just by defining and using a corresponding measure or functional e(F). 
Classical moment based measures of location, scale, skewness and kurtosis, p.,, <J, 
fh and fh serve as examples here. Bickel and Lehmann find it convenient, however, 
first to try to define when a distribution G possesses the interesting attribute more 
strongly than a distribution F . Also, the measures should satisfy certain equivariance 
conditions. 
3.3 Partial orderings of distributions 
The idea to order the distributions with respect to the considered property is not very 
old. Mann and Whitney (1947) introduced the notion of stochastic ordering. Birnbaum 
(1948) proposed a dispersion ordering. The skewness and kurtosis orderings by van 
Zwet (1964) have proved useful and now accepted widely. The first step in the general 
strategy by Bickel and Lehmann is to try to define when a distribution G possesses 
the interesting attribute more strongly than a distribution F. This is then denoted by 
F -< G and it is required that a measure of this property must preserve this ordering, 
that is, 
e(F) ::: e(G) whenever F -<G. 
The authors then introduce and discuss natural orderings for location, dispersion 
(symmetric models) and spread (asymmetric models). Skewness is not discussed, and 
measures of kurtosis are seen as ratios of two dispersion measures. 
Inspired by this work Oja (1981) considers the concepts of location, scale, skewness 
and kurtosis of univariate distributions. For two random variables with strictly increas-
ing cumulative distribution functions F and G, these comparisons were made using 
functions 
R(x) = G-1 (F(x)) and t.(x) = R(x)- X . 
Doksum (1975) called t.(x) the shift function as X '""' F when shifted by .t.(X) has 
the distribution G, that is, 
X '""' F :::} R(X) = X + t.(X) '""' G. 
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See also Doksum and Sievers (1976). It is then interesting to note that the two 
distributions can be naturally ordered using the function t.(x): The orderings for 
location ("stochastic ordering"), spread (Bickel and Lehmann), and skewness (van 
Zwet) are given by 
t.(x) ::=: 0, forallx, t.'(x) ::=: 0, forallx, and t."(x) ::=: 0, forallx. 
The ordering given by t. (J) (x) ::=: 0 may be seen as an ordering for kurtosis, and so 
on. Orderings of skewness are used widely also in reliability theory, see Barlow and 
Proschan ( 1975). The approach based on partial orderings have inspired statisticians for 
example to define and consider, also in the multivariate case, dispersion orderings (see 
e.g. Oja (1983), Zuo and Serfting (2000), and Romanazzi (2009), as well as kurtosis 
orderings (see Wang and Serfting (2005) and Wang (2009) and references therein). See 
also Serfting (2004). 
3.4 Equivariance of the measures under linear transformations 
In the following we write F x for the cdf of X. Bickel and Lehmann required that a 
measure of location JL(F) should satisfy 
1. JL(F) :::: JL(G) whenever F -<toe G and 
2. JL(Fax +b ) = aJL(Fx) + b for all a and b. 
Similarly it was required that a measure of spread a(F) satisfies 
1. a(F) :::: a(G) whenever F -<spread G and 
2. JL(Fax+b) = laiJL(Fx) foralla and b. 
Bickel and Lehmann consider only location and spread (scale) measures. This is 
sufficient, however, as secondary properties, like skewness and kurtosis, can often be 
seen trough the comparisons of the behavior of different location and scale measures. 
Let /LJ and JL2 be two different location measures, and a, a1 and a2 different scale 
measures. Then 
f3 (F) = /LJ (F)- /L2(F) and f32(F) = al ((F) 
1 a(F) a2 F) 
can be used to measure skewness and kurtosis, respectively. The measures of skewness 
and kurtosis then naturally satisfy invariance properties 
respectively. 
One can easily find in the literature a lot of studies on location, scale, skewness 
and kurtosis including robust measures of skewness and kurtosis Brys et al. (2004) 
and Brys et al. (2006). Also equivariance properties for multivariate location vectors, 
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scatter matrices and regression coefficient matrices are commonly required in the 
literature. See e.g. Maronna et al. (2006). Natural multivariate skewness and kurtosis 
measures were proposed by Mardia (1970). Nordhausen et al. (2011) considered 
multivariate skewness and kurtosis measures based on two different location vectors 
and two different scatter matrices. 
3.5 Robustness and efficiency comparisons 
How can one then compare different measures of location, dispersion and spread? Is the 
comparison always possible? The comparison of two measures is definitely reasonable 
if their values coincide under our model assumptions. Under the symmetry assumption 
for example, the sample mean and the sample median estimate the same population 
quantity and their comparison as estimates is reasonable. But what about measures of 
spread or measures of location for asymmetric distributions? 
Bickel and Lehmann wish to find measures which are robust and at the same time 
could be estimated efficiently. In the location case efficiency means a guaranteed high 
efficiency relative to the mean (using the asymptotic variance). For dispersion and 
spread measures, the comparison was to the standard deviation (and the criterion was 
the standardized asymptotic variance). According to their general strategy, the authors 
wished to have a partial ordering for robustness as well: A measure J.L2 is called more 
robust than /-LJ if and only if J.L2 is continuous with respect to the topology induced by 
J.L 1 • Three classes of location estimates, L-estimates, R -estimates and M -estimates were 
compared. Trimmed standard deviations and pth power deviations were compared to 
the standard deviation in the dispersion case. 
In the community of robust statisticians, the measures of location and spread 
(vectors and matrices in the multivariate case) are usually chosen to satisfy some 
equivariance properties, but relevant partial orderings are not discussed. The measures 
of spread (or scatter matrices in the multivariate case) are often rescaled so that they 
estimate the standard deviation (or covariance matrix) in the (multivariate) normal case. 
Then of course the efficiency comparisons of different estimates become reasonable in 
a neighborhood of a normal model. The most popular tools for robustness used today 
are the breakdown point, the influence function, gross-error sensitivity, asymptotic 
bias, etc. 
4 Final comments 
When Bickel and Lehmann wrote the series of papers on descriptive statistics in non-
parametric models, the statisticians and the users of statistical testing and estimation 
procedures in practice did not trust any more in the dogma of normally distributed 
observations. As shown by my short review, the papers considered here had a very 
strong impact on future ideas and work on developing new measures and estimates for 
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the description of population and data under general non parametric models. Personally 
speaking, these papers together with van Zwet's (1964) work on skewness were the 
main source of inspiration in my own thesis work, Oja (1981), on the concepts of 
location, scale, skewness and kurtosis of the univariate distributions and also in my 
later work on analysis methods for multivariate data. 
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