In this paper, we introduce a new type λ-Bernstein operators with parameter λ ∈ [-1, 1], we investigate a Korovkin type approximation theorem, establish a local approximation theorem, give a convergence theorem for the Lipschitz continuous functions, we also obtain a Voronovskaja-type asymptotic formula. Finally, we give some graphs and numerical examples to show the convergence of B n,λ (f ; x) to f (x), and we see that in some cases the errors are smaller than B n (f ) to f .
Introduction
In 1912, Bernstein [1] proposed the famous polynomials called nowadays Bernstein polynomials to prove the Weierstrass approximation theorem as follows:
where x ∈ [0, 1], n = 1, 2, . . . , and Bernstein basis functions b n,k (x) are defined as:
Based on this, there are many papers about Bernstein type operators [2] [3] [4] [5] [6] [7] [8] [9] . In 2010, Ye et al. [10] defined new Bézier bases with shape parameter λ by 
where λ ∈ [-1, 1]. When λ = 0, they reduce to (2) . It must be pointed out that we have more modeling flexibility when adding the shape parameter λ.
In this paper, we introduce the new λ-Bernstein operators,
whereb n,k (λ; x) (k = 0, 1, . . . , n) are defined in (3) and λ ∈ [-1, 1]. This paper is organized as follows: In the following section, we estimate the moments and central moments of these operators (4). In Sect. 3, we investigate a Korovkin approximation theorem, establish a local approximation theorem, give a convergence theorem for the Lipschitz continuous functions, and obtain a Voronovskaja-type asymptotic formula. In Sect. 4, we give some graphs and numerical examples to show the convergence of B n,λ (f ; x) to f (x) with different parameters.
Some preliminary results

Lemma 2.1 For λ-Bernstein operators, we have the following equalities:
B n,λ t 
Proof From (4), it is easy to prove n k=0b n,k (λ; x) = 1, then we can obtain (5). Next,
as is well known, the Bernstein operators (1) preserve linear functions, that is to say, B n (at + b; x) = ax + b. We denote the latter two parts in the bracket of the last formula by 1 (n; x) and 2 (n; x), then we have
Now, we will compute 1 (n; x) and 2 (n; x),
and 2 (n; x) = -
Combining (10), (11) and (12), we have
Hence, (6) is proved. Finally, by (4), we have
, and we denote the latter two parts in the bracket of last formula by 3 (n; x) and 4 (n; x), then we have
On the one hand,
On the other hand, 4 (n; x) = -
n 2 (n 2 -1)
Combining (13), (14) and (15), we obtain
therefore, we get (7). Thus, Lemma 2.1 is proved. Similarly, we can obtain (8) and (9) by some computations, here we omit these. Proof We can obtain (21) easily by using the definition of λ-Bernstein operators (4) and
Corollary 2.2 For fixed x
= 1 -2x + x n+1 -(1 -x) n+1 n(n -1) λ ≤ 1 + 2x + x n+1 + (1 -x) n+1 n(n -1) := φ n (x);(16)B n,λ (t -x) 2 ; x = x(1 -x) n + 2x(1 -x) n+1 + 2x n+1 -2x n+2 n(n -1) + x n+1 + (1 -x) n+1 -1 n 2 (n -1) λ ≤ x(1 -x) n + 2x(1 -x) n+1 + 2x n+1 + 2x n+2 n(n -1) + x n+1 + (1 -x) n+1 + 1 n 2 (n -1) := ψ n (x);(17)lim n→∞ nB n,λ (t -x; x) = 0; (18) lim n→∞ nB n,λ (t -x) 2 ; x = x(1 -x), x ∈ (0, 1);(19)b n,k (λ; 0) = ⎧ ⎨ ⎩ 0 (k = 0), 1 (k = 0),b n,k (λ; 1) = ⎧ ⎨ ⎩ 0 (k = n), 1 (k = n).
Remark 2.3 is proved.
Example 2.4 The graphs ofb 3,k (λ; x) with λ = -1, 0, -1 are shown in Fig. 1(left) . The corresponding B 3,λ (f ; x) with f (x) = 1 -cos(4e x ) are shown in Fig. 1(right) . The graphs show the λ-Bernstein operators' endpoint interpolation property, which is based on the interpolation property ofb n,k (λ, x).
Convergence properties
As we know, the space C[0, 1] of all continuous functions on [0, 1] is a Banach space with sup-norm f := sup x∈ [0, 1] |f (x)|. Now, we give a Korovkin type approximation theorem for B n,λ (f ; x).
Proof By the Korovkin theorem it suffices to show that
We can obtain these three conditions easily by (5), (6) and (7) of Lemma 2.1. Thus the proof is completed.
The Peetre K -functional is defined by
By [11] , there exists an absolute constant C > 0 such that
where ω 2 (f ; δ) := sup 0<h≤δ sup x,x+h,x+2h∈ [0, 1] |f (x + 2h) -2f (x + h) + f (x)| is the second order modulus of smoothness of f ∈ C[0, 1]. We also denote the usual modulus of continuity of
Next, we give a direct local approximation theorem for the operators B n,λ (f ; x).
where C is a positive constant, φ n (x) and ψ n (x) are defined in (16) and (17).
Proof We define the auxiliary operators
From (5) and (6), we know that the operators B n,λ (f ; x) are linear and preserve the linear functions:
Let g ∈ C 2 [0, 1], by Taylor's expansion,
and (25), we get
Hence, by (24) and (17), we have
On the other hand, by (24), (5) and (4), we have
Now, (24) and (26) imply
Hence, taking infimum on the right hand side over all g ∈ C 2 [0, 1], we get
By (22), we have
where φ n (x) and ψ n (x) are defined in (16) and (17). This completes the proof of Theorem 3.2. 
We have the following theorem.
where ψ n (x) is defined in (17).
Proof Since B n,λ (f ; x) are linear positive operators and f ∈ Lip M (α), we have
by (31) and (20). Finally, using (18), (19), (32) and (30), we get
Theorem 3.5 is proved.
Graphical and numerical analysis
In this section, we give several graphs and numerical examples to show the convergence of B n,λ (f ; x) to f (x) with different values of λ and n. Let f (x) = 1 -cos(4e x ), the graphs of B n,-1 (f ; x) and B n,1 (f ; x) with different values of n are shown in Figs. 2 and 3 . In Table 1 , we give the errors of the approximation of B n,λ (f ; x) to f (x). We can see from Table 1 that in some special cases (such as n = 10, 20 and λ > 0), the errors of f -B n,λ (f ) ∞ are smaller than f -B n,0 (f ) ∞ (where B n,0 (f ; x) are classical Bernstein operators). Figure 4 shows the graphs of B n,λ (f ; x) with n = 10 and different values of λ. 
