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CONSTRUCTION OF WARPED TIME-FREQUENCY REPRESENTATIONS ON
NONUNIFORM FREQUENCY SCALES, PART II: INTEGRAL TRANSFORMS,
FUNCTION SPACES, ATOMIC DECOMPOSITIONS AND BANACH FRAMES
NICKI HOLIGHAUS†, CHRISTOPH WIESMEYR∗, AND PETER BALAZS†
Abstract. We present a novel family of continuous linear time-frequency transforms adapted
to a multitude of (nonlinear) frequency scales. Similar to classical time-frequency or time-scale
representations, the representation coefficients are obtained as inner products with the elements
of a continuously indexed family of time-frequency atoms. These atoms are obtained from a
single prototype function, by means of modulation, translation and warping. By warping we refer
to the process of nonlinear evaluation according to a bijective, increasing function, the warping
function.
Besides showing that the resulting integral transforms fulfill certain basic, but essential prop-
erties, such as continuity and invertibility, we will show that a large subclass of warping functions
gives rise to families of generalized coorbit spaces, i.e. Banach spaces of functions whose represen-
tations possess a certain localization. Furthermore, we obtain sufficient conditions for subsampled
warped time-frequency systems to form atomic decompositions and Banach frames. To this end,
we extend results previously presented by Fornasier and Rauhut to a larger class of function
systems via a simple, but crucial modification.
The proposed method allows for great flexibility, but by choosing particular warping functions
we also recover classical time-frequency representations, e.g. F (t) = ct provides the short-time
Fourier transform and F (t) = log
a
(t) provides wavelet transforms. This is illustrated by a number
of examples provided in the manuscript.
1. Introduction
This is the second part of a 2 manuscript series about the properties of a novel family of time-
frequency representations, see [45]. In this paper, we introduce the notion of (continuous) warped
time-frequency transforms, a class of integral transforms representing functions in phase space with
respect to nonlinear frequency scales. The goals of this contribution are showing the following
properties:
(a) These transforms possess some basic, but central properties, namely continuity and in-
vertibility in a Hilbert space setting. The latter is obtained through a variant of Moyal’s
formula [40, 50].
(b) They give rise to classes of generalized coorbit spaces, i.e. nested Banach spaces of functions
with a certain localization in the associated phase space.
(c) They are stable under a sampling operation, yielding atomic decompositions and Banach
frames of warped time-frequency systems.
In order to prove item (c), we will introduce a a slight modification to the discretization theory for
generalized coorbit spaces presented in [34], cf. Section 3, enabling discretization results for our
own construction. The first part of this series [45] investigates the construction of (Hilbert space)
frames by means of discrete warped time-frequency systems.
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In the last decades, time-frequency representations, in particular short-time Fourier [36, 40] and
wavelet [17, 18] transforms, have become indispensable tools in many areas from theoretical and
applied mathematics to physics and signal processing. These classical time-frequency schemes mea-
sure the time-frequency distribution of a function as the correlation of that function with a family
of time-frequency atoms. These atoms originate from the application of a set of unitary opera-
tors, translations and modulations in the short-time Fourier transform (STFT) and translations
and dilations in the wavelet transform (WT), to a prototype function or mother wavelet. By the
uncertainty principle [33, 42], no mother wavelet can be arbitrarily concentrated in time and fre-
quency simultaneously and thus the choice of the prototype function completely determines the
time-frequency trade-off of the representation, i.e. constant resolution in the case of STFT and
resolution strictly proportional to the center frequency for wavelets.
This rigidity of classical time-frequency systems, particularly the fixed resolution of the STFT,
has lead to the development of more general schemes for extracting time-frequency information
from a function. Some prominent examples include the α-transform [14, 25, 32, 51], sometimes
also referred to as flexible Gabor-Wavelet transform, in the continuous world and generalized shift-
invariant systems [43,55], also known as nonuniform (analysis) filter banks in the signal processing
community. Also of note are the countless variations on and extensions of the wavelet scheme,
including but not limited to wavelet packets [12], shearlets [16, 47], curvelets [9] and ridgelets [8].
The previously mentioned transforms rely on the variation of resolution along frequency. The
equivalent concept for variation along time are nonstationary Gabor systems [4, 19, 20, 44], which
consider semi-regular modulations of a family of prototype functions that vary over time.
Many applications of time-frequency representations require the transform used to be invertible,
or more specifically bounded and boundedly invertible. The appropriate tool for the analysis of
invertibility properties of time-frequency systems on Hilbert spaces is frame theory [10, 21], given
a countable family of time-frequency atoms. For uncountable families the theory of continuous
frames [1, 2] is appropriate. Whenever a family of time-frequency atoms Φ forms a (discrete or
continuous) frame for a Hilbert space H, then the following automatically hold:
• Every function f ∈ H is uniquely determined by its inner product with the frame elements,
and
• every function f ∈ H can be written as a superposition of the frame elements with norm-
bounded coefficients.
If we desire to analyze or decompose functions contained not in a Hilbert, but in a Banach space B,
then the two properties above cease to be equivalent. In that case, we have to determine separately
whether Φ forms a Banach frame and/or atomic decomposition [39, 60] for B. Where applicable,
coorbit theory and its various generalizations [27,28,34,39] yield the appropriate Banach spaces for
such an analysis, see below.
In this contribution, we introduce a novel family of time-frequency representations adapted to
nonlinear frequency scales. Uniquely determined by the choice of a single prototype atom and a
warping function that determines the desired frequency scale, our construction provides a family
of time-frequency atoms with uniform frequency resolution on the chosen frequency scale. For
particular choices of the warping function, we recover the continuous short-time Fourier and wavelet
transforms. Hence, the proposed warped time-frequency representations can be considered a unifying
framework for a larger class of time-frequency systems.
We show that the transforms in this family provide continuous representations (considered as
functions in phase space). Furthermore, the proposed systems form continuous tight frames, even
satisfying orthogonality relations similar to Moyal’s formula [40, 50] for the STFT.
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We obtain coorbit spaces associated to each frequency scale, i.e. classes of Banach spaces that
classify the time-frequency behavior of a function in terms of the corresponding warped time-
frequency representation. Through a minor extension of the generalized coorbit theory by Fornasier
and Rauhut [34], we can also prove sufficient conditions for countable subfamilies of warped time-
frequency atoms to form Banach frames and atomic decompositions for these coorbit spaces.
1.1. Related work. The idea of a logarithmic warping of the frequency axis to obtain wavelet
systems from a system of translates is not entirely new and was first used in the proof of the so
called painless conditions for wavelets systems [18]. However, the idea has never been relaxed to
other frequency scales so far. While the parallel work by Christensen and Goh [11] focuses on
exposing the duality between Gabor and wavelet systems via the mentioned logarithmic warping,
we allow for more general warping functions to generate time-frequency transformations beyond
wavelet and Gabor systems. The warping procedure we propose has already proven useful in the
area of graph signal processing [57].
A number of methods for obtaining warped time frequency representations have been proposed,
e.g. by applying a unitary basis transformation to Gabor or wavelet atoms [6, 7, 22, 23]. Although
unitary transformations bequeath basis (or frame) properties to the warped atoms, the warped
system provides an undesirable, irregular time-frequency tiling, see [22].
Closer to our own approach, Braccini and Oppenheim [53], as well as Twaroch and Hlawatsch [61],
propose a warping of filter bank transfer functions only, by defining a unitary warping operator.
However, in ensuring unitarity, the authors give up the property that warping is shape preserving
when observed on the warped frequency scale. In this contribution, we trade the unitary operator
for a shape preserving warping.
A more traditional approach trying to bridge the gap between the linear frequency scale of
the short-time Fourier transform and the logarithmic scale associated to the wavelet transform is
the α-transform [14, 25, 32, 51] that employs translation, modulation and dilation operators with
a fixed relation between modulation and dilation, determined by the parameter α ∈ [0, 1]. For
α = 0, the short-time Fourier transform is obtained, while the limiting case α = 1 provides a
system with logarithmic frequency scale similar, but not equivalent, to a wavelet system. Both
our construction and the α-transform can be considered special cases inside the framework of
continuous nonstationary Gabor transforms, see [58], or the equivalent generalized translation-
invariant systems [46].
Coorbit theory and discretization results for time-frequency systems on Banach spaces date back
to the seminal work of Feichtinger and Gro¨chenig [26–28, 39]. Their results are heavily tied to
the association of a time-frequency system to a group, e.g. the Heisenberg group and STFT or
the affine group and wavelet transforms. More precisely, the time-frequency atoms are obtained
through application of a square-integrable group representation to a prototype atom. There have
been several attempts to loosen these restrictions to accommodate other group-related transforms,
e.g. the α-transform [15] and and shearlet transform [16, 47], see also the references given in [34].
Finally, the work of Fornasier and Rauhut [34] completely abolished the need for an underlying
group in favor of general continuous frames that satisfy certain regularity conditions. Since our
systems lack the relation to a group representation, the starting point of our investigation is a
minor extension of their results.
1.2. Structure of this contribution. In the next section, we review some necessary theory and
notation, including a short overview of the results presented in [34], the foundation on which the rest
of this manuscript is built. In Section 3, we introduce a minor but useful extension to these results
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that allows the treatment of the systems we wish to construct, but also the (intuitive) construction
of Banach frames and atomic decompositions for the STFT using the Fornasier-Rauhut theory. The
rest of the paper is focused on warped time-frequency representations, their definition and basic
properties are presented in Section 4. Section 5 is concerned with the construction of the associated
test function spaces that in turn enable the definition of the corresponding coorbit spaces. Finally,
Section 6 treats discretization results for warped time-frequency systems on the associated coorbit
spaces.
2. Preliminaries
We use the following normalization of the Fourier transform
(1) fˆ(ξ) := Ff =
∫
R
f(t)e−2πitξ dt, for all f ∈ L1(R)
and its unitary extension to L2(R). The inverse Fourier transform is denoted by fˇ := F−1f Further,
we require the modulation operator and the translation operator defined by Mωf = f · e2πiω(·) and
Txf = f(·−x) respectively for all f ∈ L
2(R). The composition of two functions f and g is denoted
by f ◦ g. By a superscript asterisk (∗), we denote the adjoint of an operator and the anti-dual of
a Banach space, i.e. the space of all continuous, conjugate-linear functionals on the space. The
Landau notation O(f) denotes all functions that do not grow faster than f .
Let H be a separable Hilbert space and (X,µ) a locally compact, σ-compact Hausdorff space
with positive Radon measure µ on X . A nontrivial Banach space (Y, ‖ · ‖Y ) of functions on X ,
continuously embedded in L1loc(X,µ), is solid, if for all G ∈ L
1
loc(X,µ) and H ∈ Y
(2) |G(x)| ≤ |H(x)| a.e. ⇒ G ∈ Y and ‖G‖Y ≤ ‖H‖Y .
A collection Ψ = {ψx}x∈X of functions ψx ∈ H is called a continuous frame, if there are
0 < A ≤ B <∞, such that
(3) A‖f‖2H ≤
∫
X
|〈f, ψx〉|
2dµ(x) ≤ B‖f‖2H, for all f ∈ H,
and the map x 7→ ψx is weakly continuous. A frame is called tight, if A = B. For any frame, the
frame operator defined (in the weak sense) by
(4) SΨ : H → H, SΨf :=
∫
X
〈f, ψx〉ψxdµ(x),
is bounded, positive and boundedly invertible [1, 54].
A kernel on X is a function K : X ×X → C. Its application to a function G on X is denoted by
(5) K(G)(x) :=
∫
X
K(x, y)G(y) dµ(y).
Although the theory in Sections 2.1, 2.2 and 3 are valid in this general setting, the later sections
mostly consider cases where X is a suitable subset of R2 endowed with the usual Lebesgue measure,
and H is some subspace of L2(R).
The most important examples for (Y, ‖ · ‖Y ) are weighted, mixed-norm spaces from the family
Lp,qw (X), for 1 ≤ p, q ≤ ∞, X ⊆ R
2d and a continuous, nonnegative weight function w : X 7→ R.
These spaces consist of all Lebesgue measurable functions, such that the norm
(6) ‖G‖Lp,qw :=
(∫
Rd
(∫
Rd
w(x, ξ)p|G(x, ξ)|p dx
)q/p
dξ
)1/q
<∞.
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Here, G is identified with its zero-extension to a function on R2d. If p =∞ or q =∞, the respective
p-norm is replaced by the essential supremum as usual.
In the next subsections, we recall the central results of generalized coorbit theory and their
requirements. The interested reader can find a more detailed discussion and the necessary proofs
in [34], where these results were first presented.
2.1. The construction of generalized coorbit spaces. For the sake of brevity, we will assume
from now on that Ψ := {ψx}x∈X ⊂ H is a tight frame, i.e. SΨf = Af for all f ∈ H, leading to
considerable simplifications in the following statements. Define the following transform associated
to Ψ,
(7) VΨ : H → L
2(X,µ), defined by VΨf(x) := 〈f, ψx〉.
The adjoint operator is given in the weak sense by
(8) V ∗Ψ : L
2(X,µ)→ H, V ∗ΨG :=
∫
X
G(y)ψydµ(y).
Furthermore, let A1 be the Banach algebra of all kernels K : X ×X → C, such that the norm
(9) ‖K‖A1 := max
{
ess sup
x∈X
∫
X
|K(x, y)| dµ(y), ess sup
y∈X
∫
X
|K(x, y)| dµ(x)
}
is finite. Note that the two suprema are equal if K is (Hermitian) symmetric. The algebra multi-
plication be given by
(10) (K1 ·K2)(x, y) =
∫
X
K1(x, z)K2(z, y) dz.
A weight function m : X ×X → C, is called admissible if it satisfies
(11) 1 ≤ m(x, y) ≤ m(x, z)m(z, y), m(x, y) = m(y, x) and m(x, x) ≤ C,
for some C > 0 and all x, y, z ∈ X . The weighted kernel algebra Am is the space of all kernels
K : X ×X → C, such that
(12) ‖K‖Am := ‖Km‖A1 <∞.
The following theorem combines several important results from [34].
Theorem 2.1. Let m be an admissible weight function, fix z ∈ X and define v := m(·, z). If Ψ ⊂ Y
is a continuous tight frame and the kernel KΨ : X ×X → C, given by
(13) KΨ(x, y) := A
−1〈ψy, ψx〉 for all x, y ∈ X,
is contained in Am, then
(14) H1v := {f ∈ H : VΨf ∈ L
1
v}, with the norm ‖f‖H1v := ‖VΨf‖L1v ,
is the minimal Banach space containing all the frame elements ψx and satisfying ‖f‖B ≤ Cv(x) for
some C > 0. Furthermore, H1v is independent of the particular choice of z ∈ X and the expression
‖VΨf‖L∞
1/v
defines an equivalent norm on the anti-dual (H1v)
∗ of H1v.
The result above enables the extension of VΨ to the distribution space (H
1
v)
∗ by means of
(15) VΨf(x) := 〈f, ψx〉 = f(ψx), for all x ∈ X, f ∈ (H
1
v)
∗.
H1v possesses a number of additional nice properties. For an exhaustive list, please refer to [34]. We
only wish to note that H1v is dense and continuously embedded in H, whereas H is weak-∗ dense in
(H1v)
∗, giving rise to a Banach-Gelfand triple [3, 13, 37].
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If a solid Banach space Y satisfies
(16) Am(Y ) ⊂ Y and ‖K(F )‖Y ≤ ‖K‖Am‖F‖Y , for all K ∈ Am, F ∈ Y,
then we can define the coorbits of Y with respect to the frame Ψ, provided KΨ ∈ Am.
(17) CoY := Co(Ψ, Y ) := {f ∈ (H1v)
∗ : VΨf ∈ Y },
with natural norms ‖f‖CoY := ‖VΨf‖Y .
Theorem 2.2. Let Y be a solid Banach space that satisfies Eq. (16) and KΨ(Y ) ⊂ L∞1/v, for some
admissible weight m. If Ψ is a continuous tight frame with KΨ ∈ Am, then (CoY, ‖ · ‖CoY ) is a
Banach space. For G ∈ Y , G = KΨ(G) ⇔ G = VΨf for some f ∈ CoY . Furthermore, the map
V : CoY → Y is an isometry on the closed subspace KΨ(Y ) of Y .
In particular,
(18) CoL1v = H
1
v, CoL
∞
1/v = (H
1
v)
∗ and CoL2 = L2.
The coorbit spaces (CoY, ‖·‖CoY ) are independent of the particular choice of the continuous frame
Ψ, under a certain equivalence condition on the mixed kernel associated to a pair of continuous
frames.
Proposition 2.3. If Y and Ψ satisfy the conditions of Theorem 2.2 and Ψ˜ is a continuous frame
with KΨ˜,KΨ,Ψ˜ ∈ Am, where KΨ,Ψ˜ is the mixed kernel defined by
(19) KΨ,Ψ˜(x, y) :=
〈
ψ˜y, ψx
〉
then
(20) Co(Ψ, Y ) = Co(Ψ˜, Y ).
2.2. Discretization in generalized coorbit spaces. In the next steps, we investigate the dis-
cretization properties of the continuous frame Ψ, obtaining sufficient conditions for atomic decom-
positions and Banach frames in terms of a discrete subset of Ψ.
We only provide a review of the theory provided in [34], shortened to an absolute minimum. For
a comprehensive treatment including the necessary details, please refer to the original contribution.
Definition 2.1. A family U = {Ui}i∈I for some countable index set I is called admissible covering
of X , if the following hold. Every Ui is relatively compact with non-void interior, X = ∪i∈I and
supi∈I #{j ∈ I : Ui ∩ Uj 6= ∅} ≤ N < ∞ for some N > 0. An admissible covering is moderate, if
0 < D ≤ µ(Ui) for all i ∈ I and there is a constant C˜ with
(21) µ(Ui) ≤ C˜µ(Uj), for all i, j ∈ I such that Ui ∩ Uj 6= ∅.
The main discretization result states that any pair of a continuous tight frame Ψ and a covering
Uδ, such that ‖oscUδ‖Am < δ for a sufficiently small δ > 0, gives rise to atomic decompositions and
Banach frames for Co(Ψ, Y ) in a natural way, i.e. {ψxi}i∈I is both a Banach frame and an atomic
decomposition if xi ∈ Ui for all i ∈ I.
Definition 2.2. A family Ψ := {ψi}i∈I in a Banach space (B, ‖ · ‖B) is called an atomic decompo-
sition for B, if there is a BK-space1 (B♯, ‖ · ‖♯B) and linear, bounded functionals {λi}i∈I ⊆ B
∗ such
that
1A solid Banach space of sequences where convergence implies componentwise convergence.
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• (λi(f))i∈I ∈ B♯ for all f ∈ B and there is a finite constant C1 > 0 such that
(22) ‖(λi(f))i∈I‖B♯ ≤ C1‖f‖B,
• if (λi)i∈I ∈ B♯, then f :=
∑
i∈I λigi ∈ B (with unconditional convergence in some suitable
topology) and there is a finite constant C2 > 0 such that
(23) ‖f‖B ≤ C2‖(λi)i∈I‖B♯ ,
• f =
∑
i∈I λi(f)gi, for all f ∈ B.
A family Ψ˜ := {ψ˜i}i∈I in B∗ is Banach frame for B, if there is a BK-space (B♭, ‖ · ‖♭B) and linear,
bounded operator Ω : B♭ → B such that
• if f ∈ B, then (ψ˜i(f))i∈I ∈ B♭ and there are finite constants 0 < C1 ≤ C2 such that
(24) C1‖f‖B ≤ ‖(ψ˜i(f))i∈I‖B♭ ≤ C2‖f‖B,
• f = Ω
(
(ψ˜i(f))i∈I
)
, for all f ∈ B.
Definition 2.3. The oscillation of a continuous tight frame Ψ with respect to the moderate,
admissible covering U of X is defined by
(25) oscU (x, y) := oscΨ,U(x, y) := A−1 sup
z∈Qy
|〈ψx, ψy − ψz〉| = A
−1 sup
z∈Qy
|KΨ(x, y)−KΨ(x, z)|,
where Qy := QU ,y := ∪i∈I,y∈UiUi.
Theorem 2.4. Let Y and Ψ satisfy the conditions of Theorem 2.2. If the moderate, admissible
covering Uδ is such that
(26) ‖oscUδ‖Am
(
‖KΨ‖Am +max{Cm,Uδ‖KΨ‖Am , ‖KΨ‖Am + ‖oscUδ‖Am}
)
< 1,
for some Cm,Uδ ≥ supi∈I supx,y∈Uδi m(x, y), then {ψxi}i∈I is a Banach frame and an atomic de-
composition for Co(Ψ, Y ) if xi ∈ Ui for all i ∈ I.
For details, e.g. about suitable associated sequence spaces, please refer to [34].
The usual strategy for satisfying Theorem 2.4 is to construct a family of moderate, admissible
coverings Uδ, such that
(27) ‖oscUδ‖Am
δ→0
→ 0 and Cm,Uδ < C <∞,
for δ sufficiently small. Consequently, we can find δ0 > 0, such that Theorem 2.4 holds for all Uδ
with δ ≤ δ0.
3. The generalized oscillation kernel
We now motivate and present a generalization of the discretization theory for generalized coorbit
spaces. Since the derivation of our extended results is largely analogous to the content of [34, Section
5], we only provide the results and indicate the necessary changes here. However, the complete
derivation can be found in [5]. There, we provide a variant of [34, Section 5] considering our
changes, as well as some corrections and modifications to provide a more rigorous and accessible
treatment of the theory provided in [34].
A closer investigation of the oscillation kernel associated to the short-time Fourier transform
(STFT) shows that the sampling results obtained via classical coorbit space theory are not easily
recovered using the theory presented in [34]. At the very least, no sequence of intuitive, regular phase
space coverings with property (27) seems to exist, as Example 3.1 below demonstrates. We conclude
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that the construction of a moderate, admissible covering with ‖oscUδ‖Am < δ is far from a trivial
task, if at all possible. In the setting of the α-transform, Dahlke et al [15] circumvent this problem by
redefining the oscillation kernel to take into account the group action on the affine Weyl-Heisenberg
group. An alternative approach, obtaining semi-regular Banach frames from sampled α-transforms,
is presented in [35], which is in turn based on previous work by Feichtinger and Gro¨chenig [29]. The
following examples serve to illustrate why the (unaltered) application of generalized coorbit theory
to the STFT and α-transform presents a nontrivial task. At the same time, they motivate our own
solution to the problem.
Example 3.1 (Coverings for the STFT). Define the covering Uδ := {U δk,l}k,l∈Z by
(28) U δ0,0 := (−δ, δ)× (−δ, δ), U
δ
k,l := T(kδ,lδ)U
δ
0,0, for all k, l ∈ Z.
Selecting the Schro¨dinger representation of the Heisenberg group, the continuous tight frame of
short-time Fourier type arising from the Schwartz class window g ∈ S(R) is given by G(g) :=
{gx,ξ}x,ξ∈R, where
(29) gx,ξ := e
−πixξMξTxg.
In classical coorbit theory, see e.g. [39], the associated oscillation kernel with respect to Uδ is given
by
o˜scUδ(x, y, ξ, ω) := sup
(z,η)∈Q(y,ω)
|VG(g)g(y − x, ω − ξ)− VG(g)g(z − x, η − ξ)|
≤ sup
(ǫ1,ǫ2)∈U2δ0,0
|VG(g)g(y − x, ω − ξ)− VG(g)g(y + ǫ1 − x, ω + ǫ2 − ξ)|
= o˜scU2δ (0, y − x, 0, ω − ξ),
(30)
since Qy,ω ⊆ U2δy,ω := (y − 2δ, y + 2δ)× (ω − 2δ, ω + 2δ). Now,
(31) VG(g)g(y, ω)− VG(g)g(y + ǫ1, ω + ǫ2) =
〈
g, e−πiyωMωTy
(
g − eπi(yǫ2−ωǫ1)Mǫ2Tǫ1g
)〉
.
Note that eπi(yǫ2−ωǫ1)
(ǫ1,ǫ2)→(0,0)
→ 1 for any fixed (y, ω) ∈ R2 and 〈g, gy,ω〉 rapidly converges to 0,
for |(y, ω)| → ∞. Therefore, a standard 2ǫ argument, considering o˜scU2δ(0, y, 0, ω) on a compact
neighborhood of (0, 0) and sup(z,η)∈Q(y,ω)) 2|〈g, gz,η〉| shows that Eq. (27) holds.
On the other hand, the oscillation kernel according to Definition 2.3 and [34] yields
oscUδ(x, y, ξ, ω) = sup
(z,η)∈Q(y,ω)
|eπi(yξ−xω)VG(g)g(y − x, ω − ξ)− e
πi(zξ−xη)VG(g)g(z − x, η − ξ)|
= sup
(z,η)∈Q(y,ω)
|VG(g)g(y − x, ω − ξ)− e
πi((z−y)ξ−x(η−ω))VG(g)g(z − x, η − ξ)|,
(32)
and
VG(g)g(y − x, ω − ξ)− e
πi((z−y)ξ−x(η−ω))VG(g)g(y − x+ ǫ1, ω − ξ + ǫ2)
=
〈
g, e−πi(y−x)(ξ−ω)Mω−ξTy−x
(
g − eπi(yǫ2−ǫ1ω)Mǫ2Tǫ1g
)〉
.
(33)
Note how the inner phase factor eπi(yǫ2−ǫ1ω) does not depend on |x− y| or |ξ −ω|. It is easy to see
that we can find, for every ǫ1, ǫ2 > 0, a pair (y, ω) ∈ R2, such that eπi(yǫ2−ǫ1ω) = −1. By a similar
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2ǫ argument to before, we can construct a sequence {(yj, ωj , ǫj)}j∈N, such that ǫj → 0 as j → ∞
and
ess sup
x,ξ∈R
∫
R
∫
R
∣∣∣〈g,Mωj−ξTyj−x (g − eπi(yjǫj−ǫjωj)MǫjTǫjg)〉∣∣∣ dω dy j→∞→ ∫
R
∫
R
|〈g, 2MωTyg〉| dω dy.
(34)
Similarly,
ess sup
y,ω∈R
∫
R
∫
R
∣∣∣〈g,Mω−ξTy−x (g − eπi(yǫ−ǫω)MǫTǫg)〉∣∣∣ dξ dx ǫ→0→ ∫
R
∫
R
|〈g, 2MξTxg〉| dξ dx.
(35)
Consequently, ‖oscUδ‖Am
δ→0
→ 2‖KG(g)‖Am and the family U
δ does not satisfy Eq. (27). Neither
does any family of coverings constructed from regular phase space shifts of a fixed compact set
U ⊂ R2. A similar argument provides the same result for any other sensible definition of the STFT.
While we cannot prove that there is no family of moderate, admissible coverings with the property
Eq. (27), it is surely much harder to satisfy using Definition 2.3, than using classical theory [39].
A similar situation arises for the so-called α-transform [15,25]. However, in that situation, classical
coorbit theory does not apply and we must rely on its generalized variant.
Example 3.2 (The oscillation kernel for the α-transform). For α ∈ [0, 1[ and a function g ∈ S(R),
let Gα(g) := {gx,ξ}x,ξ∈R, with
(36) gx,ξ := TxMξDβα(ξ)g,
where βα(ξ) := (1 + |ξ|)−α and Dag := a−1/2g(·/a) is the unitary dilation. Then
(37) gy,ω − gz,η = TxMξDβα(ξ)(g − e
−2πiω(z−y)Tβα(ω)−1(z−y)Mβα(ω)(η−ω)Dβα(η)/βα(ω)g).
This suggests the construction of a moderate admissible covering from a countable subset of
{U δx,ξ}x,ξ∈R, U
δ
x,ξ := (x − βα(ξ)δ, x + βα(ξ)δ) × (ξ − βα(ξ)
−1δ, ξ + βα(ξ)−1δ). Hence, (z, η) ∈ Qy,ω
implies
(38) (z − y) ∼ βα(ω)δ.
Although e−2πiωδβα(ω) = e−2πiδω(1+|ω|)
−α
converges to 1 for δ → 0, convergence speed decreases
in |ω|, for all 0 ≤ α < 1. Similar to Example 3.1, the phase factor can behave arbitrarily bad,
independent of the size of the covering elements. In [15], this problem is circumvented by redefining
the oscillation to respect the group action.
The negative results obtained in the examples above motivate a more general definition of the
oscillation kernel. With the following extended definition, the construction of a covering family
with the property Eq. (27) becomes a properly intuitive task, similar to the classical case [39].
Definition 3.1 (Definition 2.3a). The Γ-oscillation of a continuous tight frame Ψ with respect to
the moderate, admissible covering U of X is defined by
(39) oscU ,Γ(x, y) := A−1 sup
z∈Qy
|〈ψx, ψy − Γ(y, z)ψz〉| = A
−1 sup
z∈Qy
|KΨ(x, y)− Γ(y, z)KΨ(x, z)|,
where Qy := ∪i∈I,y∈UiUi and Γ : X ×X → C satisfies |Γ| = 1.
At first glance, the above definition might seem arbitrary, but it actually gives rise to a simple
generalization of Theorem 2.4.
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Theorem 3.1 (Theorem 2.4a). Let Y and Ψ satisfy the conditions of Theorem 2.2. If there is
some Γ : X ×X → C, |Γ| = 1, and a moderate, admissible covering Uδ such that
(40) ‖oscUδ,Γ‖Am
(
‖KΨ‖Am +max{Cm,Uδ‖KΨ‖Am , ‖KΨ‖Am + ‖oscUδ,Γ‖Am}
)
< 1,
for some Cm,Uδ ≥ supi∈I supx,y∈Uδi m(x, y), then {ψxi}i∈I is a Banach frame and an atomic de-
composition for Co(Ψ, Y ) if xi ∈ Ui for all i ∈ I.
Remark 3.1. The result above is truly different from Theorem 2.4, only when Γ is not separable
into two independent phase factors of the same form, i.e.
(41) ∄ Γ1 : X → C with |Γ1| = 1, such that Γ(y, z) = Γ1(y)
−1Γ1(z), for all y, z ∈ X.
Otherwise, ψ˜x := Γ1(x)ψx defines a continuous frame that provides essentially the same transform,
gives rise to the same coorbit spaces and satisfies Theorem 2.4.
Proving Theorem 2.4 is is a lengthy affair, see [34], and requires a substantial number of interim
results, most of which do not even reference the oscillation kernel. All this preparation can be done
in exactly the same way to prove Theorem 3.1. To be precise, the oscillation kernel appears only
in the proofs for Lemmas 5.5, 5.10 and 5.11, as well as Theorem 5.13 in [34]. Moreover, the proofs
of Lemmas 5.5, 5.10 and 5.11 can be executed identically for the generalized oscillation kernel from
Definition 3.1, requiring only |KΨ(x, y)| = |Γ(x, y)KΨ(x, y)|.
The crucial step for proving Theorem 3.1, however, is the invertibility of the discretization
operator UΨ, defined by
(42) UΨ(G)(x) :=
∑
i∈I
ciG(xi)KΨ(x, xi), for all G ∈ Y
where
(43) ci :=
∫
X
φi(y) dµ(y)
and Φ := {φi}i∈I is a partition of unity with respect to the moderate, admissible covering Uδ :=
{U δi }i∈I , i.e.
(44)
∑
i∈I
φi = 1 and supp(φi) ⊆ U
δ
i .
This is achieved by the following theorem, a variant of [34, Theorem 5.13].
Theorem 3.2. Let Y and Ψ satisfy the conditions of Theorem 2.2. If there is some Γ : X×X → C,
|Γ| = 1, and a moderate, admissible covering Uδ such that ‖oscUδ,Γ‖Am < δ, then
(45) ‖ Id−UΨ‖KΨ(Y )→KΨ(Y ) ≤ δ
(
‖KΨ‖Am +max{Cm,Uδ‖KΨ‖Am , ‖KΨ‖Am + δ}
)
.
In particular, UΨ is bounded and if the RHS of Eq. (45) is less or equal to 1, then UΨ is boundedly
invertible on KΨ(Y )
Proof. For the assertion UΨG ∈ KΨ(Y ), please refer to [34]. To prove the norm estimate, we
introduce the auxiliary operator
SΨG(x) := KΨ
(∑
i∈I
G(xi)Γ(·, xi)φi
)
(x).(46)
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Note that KΨ equals the identity on KΨ(Y ), by Theorem 2.2; to confirm KΨ(Y ) ⊆ L∞1/v with
continuous embedding, refer to [34, Corollary 5.6]. By the triangle inequality,
(47) ‖G−UΨG‖Y ≤ ‖G− SΨG‖Y + ‖SΨG−UΨG‖Y .
We now estimate both terms on the RHS separately.
‖G− SΨG‖Y = ‖KΨG− SΨG‖Y
≤ ‖KΨ‖Am‖
∑
i∈I
(
G−G(xi)Γ(·, xi)
)
φi‖Y .
(48)
In order to estimate ‖
(
G−G(xi)Γ(·, xi)
)
φi‖Y , examine∣∣∣∣∣∑
i∈I
(
G(x)− Γ(y, xi)G(xi)
)
φi(x)
∣∣∣∣∣ =
∣∣∣∣∣∑
i∈I
(
KΨ(G)(x) − Γ(x, xi)KΨ(G)(xi)
)
φi(x)
∣∣∣∣∣
=
∣∣∣∣∣∑
i∈I
∫
X
G(y)
(
KΨ(x, y)− Γ(x, xi)KΨ(xi, y)
)
dµ(y)φi(x)
∣∣∣∣∣
≤
∑
i∈I
∫
X
G(y)
∣∣∣KΨ(y, x)− Γ(x, xi)KΨ(y, xi)∣∣∣ dµ(y)φi(x)
≤
∑
i∈I
∫
X
|G(y)|oscUδ,Γ(y, x) dµ(y)φi(x)
=
∑
i∈I
osc∗Uδ,Γ(|G|)(x)φi(x) = osc
∗
Uδ,Γ(|G|)(x).
(49)
In the derivations above, we used KΨ(x, y) = KΨ(y, x) and the property supp(φi) ⊆ U
δ
i ∈ U of the
PU Φ = (φi)i∈I . We obtain
(50) ‖G− SΨG‖Y ≤ ‖KΨ‖Am‖oscUδ,Γ‖Am‖G‖Y ,
since ‖osc∗Uδ,Γ‖Am = ‖oscUδ,Γ‖Am .
Now, we estimate ‖SΨG−UΨG‖Y . Note that
|SΨ(G)(x) −UΨ(G)(x)|
=
∣∣∣∣∣∑
i∈I
∫
X
G(xi)φi(y)
(
Γ(y, xi)KΨ(x, y)−KΨ(x, xi)
)
dµ(y)
∣∣∣∣∣
≤
∑
i∈I
∫
X
|G(xi)|φi(y) |KΨ(x, y)− Γ(y, xi)KΨ(x, xi)| dµ(y)
≤
∑
i∈I
∫
X
|G(xi)|φi(y)oscUδ,Γ(x, y) dµ(y),
(51)
where we used supp(φi) ⊆ Ui ∈ Uδ once more.
Define H(y) :=
∑
i∈I |G(xi)|φi(y), then by [34, Lemma 5.11] and solidity of Y :
‖SΨG−UΨG‖Y ≤ ‖oscUδ,Γ‖Am‖H‖Y
≤ max{Cm,Uδ‖KΨ‖Am , ‖KΨ‖Am + ‖oscUδ,Γ‖Am}‖oscUδ,Γ‖Am‖G‖Y .
(52)
Insert ‖oscUδ,Γ‖Am < δ to complete the proof. 
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With the result above in place and the changes discussed earlier in this section, the proof of
suitable variants of [34, Theorems 5.7, 5.8] using oscUδ,Γ is identical to the one presented by Fornasier
and Rauhut [34].
Our own result in Theorem 3.1 is weaker than these variants of [34, Theorems 5.7, 5.8] and
therefore implied.
This concludes our discussion of abstract coorbit and discretization theory, note again that a fully
fledged variant of [34, Section 5], adjusted to the Γ-oscillation can be found in [5]. In the following
sections, we will construct a family of time-frequency representations and apply the results obtained
so far in their context.
4. Warped time-frequency representations
In this section time-frequency representations with uniform frequency resolution on nonlinear
frequency scales are constructed and their basic properties are investigated. In particular, we show
that these transforms are continuous, norm preserving and invertible.
Our method, motivated by the discrete systems in [45], is based on the simple premise of a
function system (ψx,ξ)(x,ξ)∈D×R, such that ψx,ξ = Tξψx,0, where ψx,0 and ψy,0 are of identical
shape when observed on the desired frequency scale, for all x, y ∈ R. The frequency scale itself is
determined by the so-called warping function. Generally, any bijective, continuous and increasing
function F : D 7→ R, where D is an interval, specifies a (frequency) scale on D. More explicitly, for
a prototype function θ : R 7→ C and warping function F , the time-frequency atoms are given by
(53) gx,ξ := TξF
−1θF,x, where θF,x = (TF (x)θ) ◦ F,
up to a suitable normalization factor, see below. For the sake of simplicity, we consider here only
the two most important cases D = R or D = R+.
This method allows for a large amount of flexibility when selecting the desired frequency scale, but
we also recover classical time-frequency and time-scale systems: Clearly, we obtain a regular system
of translates for any linear function F , while observing (Txθ) ◦ loga = (θ ◦ loga)(·/a
x) shows that
logarithmic F provides a system of dilates, respectively. Therefore, short-time Fourier [30,31,36,40]
and wavelet [17, 48] transforms will turn out to be special cases of our setting. In order to obtain
nice systems, we require the derivative of the inverse warping function (F−1)′ to be a v-moderate
weight function.
Definition 4.1. • A weight function v : R→ R+ is called submultiplicative if
(54) v(x+ y) ≤ v(x)v(y).
• A weight function w : R→ R+ is called v-moderate if
(55) w(x + y) ≤ Cv(x)w(y),
for some submultiplicative weight function v and constant C <∞.
Submultiplicative and moderate weight functions are an important concept in the theory of func-
tion spaces, as they are closely related to the translation invariance of the corresponding weighted
spaces [24, 40], see also [41] for an in depth analysis of weight functions and their role in harmonic
analysis.
Definition 4.2. Let D ∈ {R,R+}. A bijective function F : D → R is called warping function, if
F ∈ C1(D) with F ′ > 0, |t0| < |t1| ⇒ F ′(t1) < F ′(t0) and the associated weight function
(56) w(t) =
(
F−1
)′
(t) =
1
F ′ (F−1(t))
,
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is v-moderate for some submultiplicative weight v. If D = R, we additionally require F to be odd.
Remark 4.1. Moderateness of w =
(
F−1
)′
ensures translation invariance of the associated weighted
Lp spaces. In particular,
(57) ‖(Txθ) ◦ F‖
2
L2(D) = ‖Txθ‖
2
L
2√
w
(R) ≤ Cv(F (x))‖θ‖
2
L
2√
w
(R)
holds for all θ ∈ L2√
w
(R). As usual, L2w(R) is the space of functions f : R 7→ C, such that
wf ∈ L2(R).
Remark 4.2. The definition above only allows warping functions with nonincreasing derivative and,
ifD = R, we also require point-symmetry. Both constraints can be easily weakened by extending the
warping function definition to any function F , such that there exists another function F0 satisfying
F−1(0) = F−10 (0) and F
′(x) ≥ F ′0(x), with F0 being a warping function as per Definition 4.2. The
results in this section still hold for such warping functions F .
Similar to the results in [45], it might be possible to connect the coorbit spaces and discretization
results with respect to F0 to the representation with respect to F . A thorough investigation of this
issue is beyond the scope of this paper, however. Since all the examples that we wish to discuss
have nonincreasing derivative in the first place, we will omit the details of working with two distinct
warping functions F , F0.
From here on, we always assume F to be a warping function as per Definition 4.2 and w = (F−1)′
the associated v-moderate weight. The resulting continuously indexed family of time-frequency
atoms is given as follows.
Definition 4.3. Let F : D → R, D ∈ {R,R+} be a warping function and θ ∈ L2√
w
(R). The
continuous warped time-frequency system with respect to θ and F is defined by G(θ, F ) := {gx,ξ},
where
(58) gx,ξ := Tξ qgx, gx :=
√
F ′(x)(TF (x)θ) ◦ F for all x ∈ D, ξ ∈ R.
The phase space associated with this family is D × R.
Clearly, G(θ, F ) ⊂ F−1L2(D), enabling the definition of a transform on F−1(L2(D)) by taking
inner products with its elements.
Definition 4.4. The F -warped time-frequency transform of f ∈ F−1(L2(D)) with respect to the
warping function F and the prototype θ ∈ L2√
w
(R) is defined by
(59) Vθ,F f : D × R→ C, (x, ξ) 7→ 〈f, gx,ξ〉.
Eq. (57) and the above definition, immediately yield Vθ,F f ∈ L∞(D × R). However, using
F ∈ C1 and translation-invariance of L2√
w
(R), we can deduce that also Vθ,F f ∈ C(D × R).
Proposition 4.1. Let F be a warping function and θ ∈ L2√
w
(R). Then
(60) Vθ,F f ∈ C(D × R) ∩ L
∞(D × R), for all f ∈ F−1(L2(D)).
Proof. By definition, Vθ,F f ∈ L∞(D × R). We further compute the following estimate
|Vθ,Ff(x, ξ)− Vθ,F f(x˜, ξ˜)| = |〈fˆ ,M−ξgx −M−ξ˜gx˜〉|
≤ ‖fˆ‖L2(D)
(
‖M−ξgx −M−ξ˜gx‖L2(D) + ‖M−ξ˜(gx − gx˜)‖L2(D)
)
.
(61)
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Since modulations are continuous on L2(D) it is sufficient to show that ‖gx−gx˜‖L2 → 0, as x˜ tends
to x. To see this we calculate
‖gx − gx˜‖
2
L2
=
∫
D
∣∣∣√F ′(x)(TF (x)θ)(F (t)) −√F ′(x˜)(TF (x˜)θ)(F (t))∣∣∣2 dt
= F ′(x)‖TF (x)θ −
√
F ′(x˜)/F ′(x)TF (x˜)θ‖2L2√
w
= F ′(x)‖TF (x)θ − TF (x˜)θ + TF (x˜)θ −
√
F ′(x˜)/F ′(x)TF (x˜)θ‖
2
L
2√
w
.
(62)
Now a 2ǫ argument finishes the proof since
√
F ′(x˜)/F ′(x) → 1, F (x˜) → F (x) as x˜ → x and
translations are continuous on the weighted space L2√
w
due to moderateness of the weight function
w. 
Indeed, V·,F also possesses a norm-preserving property similar to the orthogonality relations
(Moyal’s formula [40, 50]) for the short-time Fourier transform.
Theorem 4.2. Let F be a warping function and θ1, θ2 ∈ L2√w. Furthermore, assume that θ1 and
θ2 fulfill the admissibility condition
(63) |〈θ1, θ2〉| <∞.
Then the following holds for all f1, f2 ∈ F
−1(L2(D)):
(64)
∫
D
∫
R
Vθ1,F f1(x, ξ)Vθ2,Ff2(x, ξ) dξdx = 〈f1, f2〉〈θ2, θ1〉.
In particular, if θ ∈ L2√
w
is normalized in the (unweighted) L2 sense, then
(65) ‖Vθ,Ff‖L2(D×R) = ‖f‖L2(R).
Proof. The elements of G(θ1, F ) and G(θ2, F ) will be denoted by g1x,ξ and g
2
x,ξ, respectively. We use
the fact that Vθi,F f(x, ξ) = F
−1(fˆ · gix)(ξ) for i = 1, 2 to calculate∫
D
∫
R
Vθ1,F f1(x, ξ)Vθ2,F f2(x, ξ) dξdx
=
∫
D
∫
R
F−1(fˆ1 · g1x)(ξ)F−1(fˆ2 · g2x)(ξ) dξdx
=
∫
D
fˆ1(t)fˆ2(t)
∫
D
g1x(t)g
2
x(t) dxdt
(66)
Using the substitution u = F (t)− F (x) we can simplify the inner integral∫
D
g1x(t)g
2
x(t) dx =
∫
D
F ′(x)θ1(F (t)− F (x))θ2(F (t)− F (x)) dx
=
∫
R
θ1(u)θ2(u) du = 〈θ2, θ1〉.
(67)
The desired results follow using Parseval’s formula (and setting f1 = f2 = f and θ1 = θ2 = θ). 
The orthogonality relations are tremendously important, because they immediately yield an
inversion formula for Vθ,F , similar to the inversion formula for wavelets and the STFT. They even
imply that {gx,ξ}x∈D,ξ∈R forms a continuous tight frame with frame bound ‖θ‖2L2 . Note that the
admissibility condition Eq. (63) is always satisfied if D = R. In that case w = (F−1)′ is bounded
below, implying L2√
w
⊆ L2. On the other hand, if D = R+, w can never be bounded below and
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the admissibility condition is a real restriction. Moreover, for F = log, θ1, θ2 ∈ L2(R) is equivalent
to g1F−1(0),0, g
2
F−1(0),0 being admissible wavelets, i.e. g
1
F−1(0),0, g
2
F−1(0),0 satisfy the classical wavelet
admissibility condition.
Corollary 4.3. Given a warping function F and some nonzero θ ∈ L2√
w
∩ L2. Then any f ∈
F−1(L2(D)) can be reconstructed from Vθ,F f by
(68) f =
1
‖θ‖L2
∫
D
∫
R
Vθ,Ff(x, ξ)gx,ξ dξdx.
The equation holds in the weak sense.
Proof. The assertion follows easily from the orthogonality relations by setting θ = θ1 = θ2 since for
any given f2 ∈ F−1(L2(D)) we have the relation
(69) 〈f, f2〉 =
1
‖θ‖L2
∫
D
∫
R
〈f, gx,ξ〉〈gx,ξ, f2〉 dξdx.

To conclude this section we give some examples of warping functions that are of particular
interest, as they encompass important frequency scales. For a proof that the presented examples
indeed define warping functions in the sense of Definition 4.2, please see [45, Proposition 2].
Example 4.1 (Wavelets). Choosing F = log, with D = R+ leads to a system of the form
(70) gx(t) = x
−1/2θ(log(t)− log(x)) = x−1/2θ(log(t/x)) = x−1/2gF−1(0)(t/x).
This warping function therefore leads to gx being a dilated version of g1. Note the interaction of
the Fourier transform and dilation to see that G(θ, log) is indeed a continuous wavelet system, with
the minor modification that our scales are reciprocal to the usual definition of wavelets.
Example 4.2. The family of warping functions Fl(t) = c
(
(t/d)l − (t/d)−l
)
, for some c, d > 0 and
l ∈]0, 1], is an alternative to the logarithmic warping for the domain D = R+. The logarithmic
warping in the previous example can be interpreted as the limit of this family for l→ 0 in the sense
that for any fixed t ∈ R+,
(71) F ′l (t) =
lc
d
(
(t/d)−1+l + (t/d)−1−l
) l→0
→
2lc
t
=
2lc
d
log′(t/d).
This type of warping provides a frequency scale that approaches the limits 0,∞ of the frequency
range D in a slower fashion than the wavelet warping. In other words, gx is less deformed for
x > F−1l (0), but more deformed for x < F
−1
l (0) than in the case F = log. On the other hand, the
property that gx can be expressed as dilation of gF−1l (0)
, or any other unitary operator applied to
gF−1l (0)
, is lost.
Example 4.3 (ERBlets). In psychoacoustics the investigation of filter banks adapted to the spectral
resolution of the human ear has been subject to a wealth of research, see [49] for an overview. We
mention here the Equivalent Rectangular Bandwidth scale (ERB-scale) described in [38], which
introduces a set of bandpass filters following the human perception. In [52] the authors construct a
filter bank that is designed to be adapted to the ERB-scale. The ERB warping function, given by
(72) FERB(t) = sgn (t) c1 log
(
1 +
|t|
c2
)
,
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can also be used to construct a continuous time-frequency representation on an auditory scale. The
ERB-scale is obtained for c1 = 9.265 and c2 = 228.8. Being adapted to the human perception of
sound, this representation has potential applications in sound signal processing.
Example 4.4. The warping function Fl(t) = sgn(t)
(
(|t|+ 1)l − 1
)
for some l ∈]0, 1] leads to a
transform that is structurally very similar to the α-transform. Much in the same way, this family
of warping functions can be seen as an interpolation between the identity (l = 1), which leads to
the STFT, and an ERB-like frequency scale for l → 0. This can be seen by differentiating F and
observing that for l approaching 1 this derivative approaches (up to a factor) the derivative of the
ERB warping function for c1 = c2 = 1. The connection between this type of warping and the
α-transform is detailed below.
The α-transform, provides a family of time-frequency transforms with varying time-frequency
resolution. its time-frequency atoms are constructed from a single prototype by a combination of
translation, modulation and dilation:
(73) gx,ξ(t) = ηα(x)
1/2e2πixtg (ηα(x)(t − ξ)) ,
for ηα(x) = (1 + |x|)α, with α ∈ [0, 1]. If Fg is a symmetric bump function centered at frequency
0, with a bandwidth2 of 1, then Fgx,0 is a symmetric bump function centered at frequency x, with
a bandwidth of ηα(x). Up to a phase factor, Fgx,ξ = M−ξFgx,0. Varying α, one can interpolate
between the STFT (α = 0, constant time-frequency resolution) and a wavelet-like (or more precisely
ERB-like) transform with the dilation depending linearly on the center frequency (α = 1).
Through our construction, we can obtain a transform with similar properties by using the warping
functions F (t) = l−1 sgn(t)
(
(1 + |t|)l − 1
)
, for l ∈]0, 1], and F (t) = sgn(t) log(1 + |t|), introduced
here and in Example 4.3. Take θ a symmetric bump function centered at frequency 0, with a
bandwidth of 1. Then Fgx,0 =
√
F ′(x)θ(F (t)−F (x)) is still a bump function with peak frequency
x, but only symmetric if l = 1 or x = 0. Moreover, the bandwidth of Fgx,0 equals
(74) F−1(F (x) + 1/2)− F−1(F (x) − 1/2) =
∫ 1/2
−1/2
(F−1)′(F (x) + s) ds ≈ 1/F ′(x).
Note that F ′(x) = (1 + |x|)l−1 = 1/η1−l(x), for l ∈]0, 1], and for F (t) = sgn(t) log(1 + |t|) we
obtain F ′(x) = (1 + |x|)−1 = 1/η1(x). Finally, Fgx,ξ = M−ξFgx,0. All in all, it can be expected
that the obtained warped transforms provide a time-frequency representation very similar to the
α-transform with the corresponding choice of α.
5. Coorbit spaces for warped time-frequency systems
In the previous section we have developed time-frequency representations for functions f ∈
F−1L2 (D). Due to the inner product structure of the coefficient computation it seems natural to
attempt the representation of distributions f by restricting the pool of possible functions θ, so that
the resulting warped filter bank consists entirely of suitable test functions. In the setting of classical
Gabor and wavelet transforms, the appropriate setting is Feichtinger and Gro¨chenig’s coorbit space
theory [27, 28].
In addition to a Banach space of test functions and the appropriate distribution space, coorbit
theory provides a complete family of (nested) Banach spaces, the elements of which are characterized
by their decay properties in the associated time-frequency representation. However, most attempts
to generalize coorbit space theory still require the examined TF representation to be based on an
2The exact definition of bandwidth, e.g. frequency support or −3db bandwidth, is not important for this example.
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underlying group structure, similar to the STFT being based on the (reduced) Heisenberg group in
the classical theory.
Since our warped TF transform Vθ,F does not possess such a structure, the appropriate framework
for the construction of the associated coorbit spaces is the generalized coorbit theory by Fornasier
and Rauhut [34]. In other words, we aim to translate the results presented in Section 2.1 to the
setting of warped time-frequency systems. The first step towards this is finding sufficient conditions
for a prototype function θ, such that G(θ, F ) satisfies Kθ,F := KG(θ,F ) ∈ Am, for suitable weights
m. A large part of this section is devoted to proving the following main result.
Theorem 5.1. Let F : D 7→ R be a warping function with w = (F−1)′ ∈ C1(R), such that for all
x, y ∈ R:
(75)
w(x+ y)
w(x)w(y)
≤ C <∞ and
∣∣∣∣w′w
∣∣∣∣ (x) ≤ D1 <∞.
Furthermore, let m1 : D → R such that m1 ◦F−1 is v1-moderate, for a symmetric, submultiplicative
weight function v1 and define m(x, y, ξ, ω) = max
{
m1(x)
m1(y)
, m1(y)m1(x)
}
. Then
(76) Kθ,F ∈ Am, for all θ ∈ C
∞
c .
If furthermore w, v1 ∈ O ((1 + | · |)p) for some p ∈ R+, then
(77) Kθ,F ∈ Am, for all θ ∈ S.
In fact, we prove a stronger result providing weaker, but more technical conditions on F , m
and θ. As indicated by (75), we will not be able to construct coorbit spaces for arbitrary warping
functions. Indeed, we require w = (F−1)′ to be almost submultiplicative, i.e.
(78) w(x+ y) ≤ Cw(x)w(y), for all x, y ∈ R
and a suitable C > 0. For the remainder of this manuscript, we will assume Eq. (78) to hold,
without loss of generality we also assume C ≥ 1.
Remark 5.1. Since we require the warping functions to satisfy Eq. (78), the following results do
not hold for the warping functions Fl(x) = x
l − x−l, l ∈ [0, 1[, see Example 4.2. It might still be
possible to construct coorbit spaces for that type of warping function, albeit not with the methods
presented here.
Remark 5.2. The warping functions F (t) = sgn(t) log(1 + |t|) and F (t) = sgn(t)
(
(1 + |t|)l − 1
)
,
l ∈]0, 1], see Examples 4.3 and 4.4, are C∞ only on R \ {0}. For smoothness of F−1 at t = 0
select a function G ∈ C∞c with supp(G) =] − ǫ, ǫ[ and construct a smooth transition F˜ (t) =
(G(0) − G(t))F (t) + G(t)F (ǫ)t/ǫ between F and the identity. Then F˜−1(s) ∈ C∞(R) and F˜ = F
on R\]− ǫ, ǫ[.
We begin by noting that the norm condition ‖Kθ,F‖Am <∞ reduces to
(79) ess sup
x,ξ∈R
Iθ,F,m(x, ξ) <∞,
where
(80) Iθ,F,m(x, ξ) :=
∫
R
∫
R
∣∣∣∣∫
R
Cx(z)m˜(x, z, ξ, η)
w(s + x)
w(x)
θ(s)Tzθ(s)e
−2πiη F−1(s+x)w(x) ds
∣∣∣∣ dη dz,
and Cx(z) =
√
w(z+x)
w(x) ≤
√
Cw(z) and m˜(x, z, ξ, η) = m
(
F−1(x), F−1(z + x), ξ, ξ − ηw(x)
)
.
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The expression describing Iθ,F,m(x, ξ) is obtained by (i) inserting the definition of Kθ,F and gx,ξ
while substituting x→ F−1(x), and (ii) performing a triple substitution:
∫
D
∫
R
m(F−1(x), y, ξ, ω)|〈gF−1(x),ξ, gy,ω〉| dω dy =
∫
D
∫
R
m(F−1(x), y, ξ, ω)|〈 ̂gF−1(x),ξ, ĝy,ω〉| dω dy
=
∫
D
∫
R
m(F−1(x), y, ξ, ω)
∣∣∣∣∫
D
√
F ′(F−1(x))F ′(y)θ(F (t)− x)θ(F (t) − F (y))e−2πi(ξ−ω)t dt
∣∣∣∣ dω dy
(1)
=
∫
R
Cx(z)
∫
R
m(F−1(x), F−1(z + x), ξ, ω)
∣∣∣∣∫
R
w(s+ x)θ(s)Tzθ(s)e
−2πi(ξ−ω)F−1(s+x) ds
∣∣∣∣ dω dz
(2)
= Iθ,F,m(x, ξ),
(81)
where (1) follows by the substitutions s = F (t) − x and z = F (y) − x, whereas (2) follows by the
substitution η = w(x)(ξ−ω). In order to obtain an estimate Iθ,F,m < C˜ <∞, we derive an estimate
for the innermost integral, such that the outer integrals converge. The most important tool for that
purpose is the so-called method of stationary phase [59], a particular case of partial integration
most widely known for being the classical method of proving f ∈ Cp0 ⇒ fˆ ∈ O((1 + | · |)
−p), for
p ∈ N. In our case, it can be formulated as
(82)
∫
R
f(s)e−2πiη
F−1(s+x)
w(x) ds =
∫
R
Dw,x,η(f)(s)e
−2πiη F−1(s+x)
w(x) ds,
for all f ∈ C1, with wf ′ ∈ C0. Here, we use the operators Dw,x,η : C1(R) 7→ C(R) defined by
(83) Dw,x,η(f)(s) =
w(x)
2πiη
(
f
T−xw
)′
(s).
We need to prove some auxiliary results for those operators:
Lemma 5.2. Let w ∈ Cn(R), for some n ∈ N0. Then, Dnw,x,η : C
n(R) 7→ C(R) is given by
(84) Dnw,x,η(f)(s) =
w(x)n
(2πiη)n
T−xw(s)−2n
n∑
k=0
f (k)(s)Pn,k(s+ x), for all f ∈ C
n(R), s ∈ R,
where
(85) Pn,k(s) =
∑
σ∈Σn,k
Cσ
n∏
j=1
w(σj)(s),
with Σn,k ⊆ {σ = (σ1, . . . , σn) : σj ∈ {0, . . . , n− k}} and Cσ ∈ R for all σ ∈ Σn,k.
Proof. The assertion is proven by induction. By definition,
(86) Dw,x,η(f)(s) =
w(x)
2πiη
T−xw(s)−2 (−f(s)w′(s+ x) + f ′(s)T−xw(s)) .
Therefore, the assertion holds for n = 1. For the induction step, note that
(87) Dnw,x,η(f)(s) = Dw,x,η(D
n−1
w,x,η(f))(s) =
w(x)n
(2πiη)n
(∑n−1
k=0 f
(k)T−xPn−1,k
T−xw2n−1
)′
(s)︸ ︷︷ ︸
=:Gw,x(s)
.
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By the quotient rule,
Gw,x(s) = T−xw(s)−2n
n−1∑
k=0
(
f (k+1)(s)Pn−1,k(s+ x)T−xw(s)
+ f (k)(s)P′n−1,k(s+ x)T−xw(s) − (2n− 1)f
(k)(s)Pn−1,k(s+ x)w′(s+ x)
)
.
(88)
Using the definition of Pn−1,k it is easy to see that Pn−1,k(s+x)T−xw(s) and Pn−1,k(s+x)w′(s+x)
are sums of n-term products of w and its derivatives of order no higher than n− k − 1 and n− k,
respectively. Furthermore, the highest order derivative of f appearing in Gw,x is f
(n). It remains
to show that P′n−1,k is a sum of (n− 1)-term products of w and its derivatives of order no higher
than n− k. For any term of Pn−1,k, i.e. any σ ∈ Σn−1,k, we obtain
(89)
n−1∏
j=1
w(σj)
′ (s) = n−1∑
j=1
w(σj+1)(s)
∏
l∈{1,...,n−1}\{j}
w(σl)(s).
Therefore, the idividual terms of Gw,x satisfy the conditions imposed on the terms of Pn,k and
reordering them by the appearing derivative of f completes the proof. 
The following corollary shows that Dnw,x,η(f)(s) is uniformly bounded as a function in x ∈ R,
under suitable assumptions on the function w.
Corollary 5.3. Let w satisfy Eq. (78) and w ∈ Cn(R). If there are constants Dk > 0, k = 0, . . . , n,
such that |w(k)/w|(s) ≤ Dk, then there is a finite constant Cn > 0, such that
(90) |Dnw,x,η(f)(s)| ≤ Cn
(
w(−s)
2π|η|
)n n∑
k=0
|f (k)(s)|, for all s, x, η ∈ R and all f ∈ Cn(R).
Proof. First, note that Eq. (78) ensures w(x)/w(s + x) ≤ Cw(−s). Invoke Lemma 5.2 to see that
(91) Cn :=
n
max
k=0
sup
s∈R
|Pn,k(s)/w(s)
n|
is a viable choice for Eq. (90) to hold, provided it is finite. Use Lemma 5.2 again to obtain
(92)
∣∣∣∣Pn,k(s)w(s)n
∣∣∣∣ = ∑
σ∈Σn,k
|Cσ |
n∏
j=1
∣∣∣∣w(σj)(s)w(s)
∣∣∣∣ ≤ ∑
σ∈Σn,k
|Cσ|
n∏
j=1
Dσj+1 <∞.
Since the sets {Pn,k} and Σn,k are finite, the expression in Eq. (91) is finite and there is a finite
Cn > 0. 
Lemma 5.4. Let F be a warping function such that w = (F−1)′ ∈ Cn(R) satisfies Eq. (78) and
|w(k)/w| ≤ Dk for some constants Dk > 0, k = 0, . . . , n. If f ∈ C
n+1(R) ∩ L1w(R), with
(93) f, w(−·)jf (k+1) ∈ C0(R), for all 0 ≤ k ≤ j, 0 ≤ j ≤ n
and, with Cn as in Corollary 5.3,
(94) Cn
∫
R
w(−s)n|f (k+1)(s)| ds ≤ cn <∞, for all 0 ≤ k ≤ n.
Then
(95)
∣∣∣∣∫
R
w(s+ x)
w(x)
f(s)e−2πiη
F−1(s+x)
w(x) ds
∣∣∣∣ ≤ (n+ 1)cn(2π|η|)n+1 .
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Furthermore, the LHS of Eq. (95) is bounded by C‖f‖L1w(R).
Proof. To prove the second assertion, simply note that
(96)
∣∣∣∣w(s + x)w(x) f(s)
∣∣∣∣ ≤ C|w(s)f(s)|
by Eq. (78). Now note that
(97) Dw,x,η
(
w(· + x)
w(x)
f
)
(s) = (2πiη)−1f ′(s).
Combine Eq. (93) with Corollary 5.3 and the stationary phase method to find that∣∣∣∣∫
R
w(s+ x)
w(x)
f(s)e−2πiη
F−1(s+x)
w(x) ds
∣∣∣∣
=
∣∣∣∣(2πiη)−1 ∫
R
Dnw,x,η(f
′)(s)e−2πiη
F−1(s+x)
w(x) ds
∣∣∣∣
Cor.5.3
≤ Cn(2π|η|)
−(n+1)
∫
R
w(−s)n
n+1∑
k=1
|f (k)(s)| ds ≤
(n+ 1)cn
(2π|η|)n+1
,
(98)
where we used Eq. (94) to obtain the final estimate. This completes the proof. 
In our specific case, the function f has a special form, namely f(s) = θ(s)Tzθ(s). We now
determine conditions on θ such that the estimates obtained through Lemma 5.4 are integrable.
This is the final step for establishing convergence of the triple integral Eq. (80).
Lemma 5.5. Let F be a warping function such that w = (F−1)′ ∈ C(R) satisfies Eq. (78). Let
furthermore v be a symmetric, submultiplicative weight function. If θ ∈ Cn+1(R) such that for all
0 ≤ k ≤ n+ 1
(99) θ(k) ∈ L2w1(R) ∩ L
2
w2(R),
with
(100) w1(s) := v(s)w(−s)
n
√
w(s)(1 + |s|)1+ǫ and w2(s) := v(s)
√
w(−s)(1 + |s|)1+ǫ,
then
(101)
∫
R
√
w(z)v(z)cn(z) dz <∞.
Here,
(102) cn(z) :=
n+1
max
k=1
(
Cn
∫
R
w(−s)n|
(
θTzθ
)(k)
(s)| ds
)
.
Proof. For ease of notation, we will denote in the following chain of inequalities by C˜ a finite product
of nonnegative, finite constants. Therefore, C˜ might have a different value after each derivation,
WARPED TIME-FREQUENCY REPRESENTATIONS, PART II: INTEGRAL TRANSFORMS 21
but is always nonnegative and finite. There is 1 ≤ k ≤ n+1, such that the LHS of Eq. (101) equals
C˜
∫
R
√
w(z)v(z)
∣∣∣∣∫
R
w(−s)n
(
θTzθ
)(k)
(s) ds
∣∣∣∣ dz
≤ C˜
∫
R
∫
R
√
w(z)v(z)w(−s)n
k∑
j=0
|θ(j)(s)||Tzθ
(k−j)(s)| ds dz
≤ C˜
∫
R
k∑
j=0
∫
R
|w(s)
1
2 v(s)w(−s)nθ(j)(s)||w(z − s)
1
2 v(z − s)θ(k−j)(s− z)| ds dz
≤ C˜
∫
R
(1 + |z|)−1−ǫ
k∑
j=0
∫
R
|w1(s)θ
(j)(s)||w2(s− z)θ
(k−j)(s− z)| ds dz
≤ C˜
k
max
j=0
(
‖θ(j)‖L2w1(R)
‖θ(k−j)‖L2w2(R)
) ∫
R
(1 + |z|)−1−ǫ dz <∞.
(103)
In this derivation, we used Eq. (78) repeatedly, as well as submultiplicativity and symmetry of
(1 + |s|)−1−ǫ and symmetry of v. Furthermore, we used the product rule for differentiation and
that the appearing sum is finite. In the final step, we applied Cauchy-Schwarz’ inequality. 
We are now ready to prove the main result simply by collecting the conditions from the interim
results above. The proof itself is only little more than sequentially applying those interim results
to the function Iθ,F,m given by Eq. (80).
Theorem 5.6. Let F be a warping function such that w = (F−1)′ ∈ Cp+1(R) satisfies Eq. (78)
and |w(k)/w| ≤ Dk for some constants Dk > 0, k = 0, . . . , p+ 1, where p ∈ N if D = R and p = 0
if D = R+. Furthermore, let
(104) m(x, y, ξ, ω) := max
{
m1(x)m2(ξ)
m1(y)m2(ω)
,
m1(y)m2(ω)
m1(x)m2(ξ)
}
,
with weight functions m1,m2 that satisfy
(i) m1 ◦ F
−1 is v1-moderate, for a symmetric, submultiplicative weight function v1 and
(ii) m2 is v2-moderate, for a symmetric, submultiplicative weight function v2 ∈ O ((1 + | · |)p).
Assume that θ ∈ Cp+2(R) ∩ L2√
w
(R) satisfies
(a) θ, w(−·)jθ(k+1) ∈ C0(R), for all 0 ≤ k ≤ j, 0 ≤ j ≤ p+ 1,
(b) θ ∈ L2w1(R) ∩ L
2
w2(R), with w1(s) = v1(s)(1 + |s|)
1+ǫw(−s)1/2, w2(s) = w1(−s)w(s) and
(c) θ(k) ∈ L2w1(R) ∩ L
2
w3(R) for all 0 ≤ k ≤ p+ 2, with w3(s) = w1(−s)w(−s)
p+1,
for some ǫ > 0. Then
(105) ess sup
x,ξ∈R
Iθ,F,m <∞ and therefore Kθ,F ∈ Am.
Proof. Recall the Definition of Iθ,F,m in Eq. (80)
Iθ,F,m(x, ξ) =
∫
R
∫
R
∣∣∣∣∫
R
Cx(z)m˜(x, z, ξ, η)
w(s + x)
w(x)
θ(s)Tzθ(s)e
−2πiη F−1(s+x)
w(x) ds
∣∣∣∣ dω dz,
where Cx(z) =
√
w(z+x)
w(x) and m˜(x, z, ξ, η) = m
(
F−1(x), F−1(z + x), ξ, ξ − ηw(x)
)
.
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We already know that Cx(z) =
√
w(z+x)
w(x) ≤
√
Cw(z) by the assumptions on F . We now estimate
the time-frequency weight m˜. To that end, observe
m˜(x, z, ξ, η)
≤ max
{
m1(F
−1(x))
m1(F−1(z + x))
,
m1(F
−1(z + x))
m1(F−1(x))
}
max
{
m2(ξ)
m2(ξ − η/w(x))
,
m2(ξ − η/w(x))
m2(ξ)
}
≤ C˜1v1(z)C˜2v2 (η/w(x))
≤ C˜1C˜2v1(z)V2(η), where V2(η) :=
{
max|u|≤η v2 (u/w(0)) if D = R,
1 if D = R+,
(106)
Here we used Conditions (i) and (ii) on m1,m2. For the final inequality, we used that w is nonde-
creasing on R+ and, if D = R, symmetric. Note that for D = R+ we have p = 0.
For sufficiently large C˜ > 0,
Iθ,F,m(x, ξ)
≤ C˜
∫
R
∫
R
∣∣∣∣∫
R
√
w(z)v1(z)V2(η)
w(s + x)
w(x)
θ(s)Tzθ(s)e
−2πiη F−1(s+x)
w(x) ds
∣∣∣∣ dη dz(107)
= C˜
∫
R
∫
R
V2(η)
∣∣∣∣∫
R
√
w(z)v1(z)D
p+2
w,x,η
(
w(· + x)
w(x)
θTzθ
)
(s)e−2πiη
F−1(s+x)
w(x) ds
∣∣∣∣ dη dz,(108)
where we used the method of stationary phase, together with condition (a) on θ.
To obtain the final estimate, we distinguish between the cases |η| < 1 and |η| ≥ 1. In the first
case, we use the expression in Eq. (107) and obtain∫
R
∫ 1
−1
V2(η)
∣∣∣∣∫
R
√
w(z)v1(z)
w(s+ x)
w(x)
θ(s)Tzθ(s)e
−2πiη F−1(s+x)
w(x) ds
∣∣∣∣ dη dz
≤ 2C3/2V2(1)
∫
R
∫
R
|w(s)3/2v1(s)θ(s)||
√
w(z − s)v1(z − s)Tzθ(s)| ds dz
≤ 2C3/2V2(1)‖θ‖L2w2(R)
‖θ‖L2w1(R)
∫
R
(1 + |z|)−1−ǫ dz <∞,
(109)
where the derivation follows the steps of the proof of Lemma 5.5.
For the case |η| ≥ 1, our estimate is based on Eq. (108).∫
R
∫
R\]−1,1[
V2(η)
∣∣∣∣∫
R
√
w(z)v1(z)D
p+2
w,x,η
(
w(· + x)
w(x)
θTzθ
)
(s)e−2πiη
F−1(s+x)
w(x) ds
∣∣∣∣ dη dz
Cor.5.3
≤ Cp+1
∫
R
∫
R
V2(1 + |η|)
(2π(1 + |η|)p+2
∫
R
√
w(z)v1(z)w(−s)
p+1
p+2∑
k=1
| (θTθ)(k) (s)| ds dη dz
Lem.5.5
≤ (p+ 2)
∫
R
√
w(z)v1(z)cp+1(z)
∫
R
V2(1 + |η|)
(2π(1 + |η|)p+2
dη dz <∞.
(110)
To obtain finiteness, we used Lemma 5.5 and v2 ∈ O ((1 + | · |)p) ⇒ V2 ∈ O ((1 + | · |)p). Combine
Eqs. (109) and (110) to prove the assertion. A more precise statement is obtained using the estimate
in the proof of Lemma 5.5:
(111)
Iθ,F,m(x, ξ) ≤
(
2V2(1)‖θ‖L2w2(R)
‖θ‖L2w1(R)
+ (p+ 2)E
p+2
max
j=0
(
‖θ(j)‖L2w3(R)
‖θ(p−j+2)‖L2w1(R)
))
C˜Zǫ,
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with E :=
∫
R
V2(1+|η|)
(2π(1+|η|)p+2 dη and Zǫ =
∫
R
(1 + |z|)−1−ǫ dz. This completes the proof. 
We now have a set of conditions on F , m and θ that guarantee Kθ,F ∈ Am and therefore allow
the construction of a set of (generalized) coorbit spaces by applying Theorems 2.1 and 2.2. It is
easy to see that Theorem 5.1 is just a special case of Theorem 5.6.
Proof of Theorem 5.1. Set m2 = 1 to see that the conditions on F and m imply the conditions of
Theorem 5.6. Furthermore, note that θ ∈ C∞c implies θ ∈ L
2√
w
and conditions (a-c). If furthermore
w = (F−1)′ and v2 are polynomial, then θ ∈ S is sufficient for θ ∈ L2√w and to imply conditions
(a-c). Therefore, the result follows immediately from Theorem 5.6. 
If Kθ1,F ,Kθ2,F ∈ Am and additionally θ1, θ2 ∈ L
2√
w
(R) ∩ L2(R), then we can also apply Propo-
sition 2.3, concluding that G(θ1, F ) and G(θ2, F ) give rise to the same coorbit spaces.
Proposition 5.7. If θ1, θ2 ∈ L2√w(R) ∩ L
2(R) are such that Kθ1,F ,Kθ2,F ∈ Am, then
(112) Kθ1,θ2,F := KG(θ1,F ),G(θ2,F ) ∈ Am.
Hence, Co(G(θ1, F ), Y ) = Co(G(θ2, F ), Y ) for all Y that satisfy Eq. (16).
Proof. Recall that Am is an algebra, i.e. K1 ◦ K2 ∈ Am, if K1,K2 ∈ Am. By definition of the
algebra multiplication,
(113) (Kθ1,F ◦Kθ2,F ) (x, y, ξ, ω) =
∫
D
∫
R
Kθ1,F (x, z, ξ, η)Kθ2,F (z, y, η, ω) dη dz.
Insert the definition of Kθ1,F ,Kθ2,F to obtain
(Kθ1,F ◦Kθ2,F ) (x, y, ξ, ω) = A
−1
θ1
A−1θ2
∫
D
∫
R
Vθ1,F g
0
x,ξ(z, η)Vθ2,F g
1
y,ω(z, η) dη dz
= A−1θ1 A
−1
θ2
〈Vθ2,F g
2
y,ω, Vθ1,F g
1
x,ξ〉,
(114)
where Aθ1 , Aθ2 are the frame bounds of G(θ1, F ), resp. G(θ2, F ). Since θ1, θ2 ∈ L
2√
w
(R) ∩ L2(R),
we can apply the orthogonality relations Theorem 4.2, to obtain
(115) 〈Vθ2,F g
2
y,ω, Vθ1,F g
1
x,ξ〉 = 〈θ1, θ2〉〈g
2
y,ω, g
1
x,ξ〉.
In other words,
(116) Kθ1,θ2,F =
Aθ1Aθ2
〈θ1, θ2〉
Kθ1,F ◦Kθ2,F
and therefore Kθ1,θ2,F ∈ Am. 
Corollary 5.8. In the setting of Theorem 5.1, the coorbit spaces generated by G(θ, F ), θ ∈ C∞c (R)
(respectively θ ∈ S(R)) are independent of the particular choice of θ ∈ C∞c (R) (θ ∈ S(R)).
Proof. Follows immediately from Proposition 5.7, since C∞c (R) ⊂ S(R) ⊂ L
2√
w
(R) ∩ L2(R). 
We can now construct the coorbits of an abstract, solid Banach space Y with respect to G(θ, F ),
provided Y satisfies Eq. (16). Let us provide some examples of such spaces and suitable combina-
tions of weight functions m and warping functions F .
Fix 1 ≤ p, q ≤ ∞ and choose a continuous weight function v : D × R → R+. Then by Schur’s
test [56], the weighted mixed norm space Lp,qv (D × R) satisfies Eq. (16) with
(117) mv(x, y, ξ, ω) := max
{
v(x, ξ)
v(y, ω)
,
v(y, ω)
v(x, ξ)
}
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If v that is also bounded away from 0 (resp. bounded above), then vy,ω(x, ξ) := m(x, y, ξ, ω) and v
(resp. v−1y,ω and v) are equivalent weights, for any fixed (y, ω) ∈ D × R.
Let additionally v be such that there is an equivalent tensor weight v˜(x, ξ) := v˜1(x)v˜2(ξ), i.e.
there are C1, C2 > 0 such that C1v˜ ≤ v ≤ C2v˜. Then mv and mv˜ are equivalent and we can try
to apply Theorem 5.6 with regards to Amv = Amv˜ . If D = R and v˜2 is a polynomial weight, then
condition (ii) in Theorem 5.6 is satisfied for some p ∈ N. Otherwise only v˜2 ≡ 1 is valid.
For v˜1 however, we require v˜1 ◦ F
−1 to be v1-moderate for some symmetric, submultiplicative
weight v1. Without loss of generality, we can assume v1(x) = e
a|x| for some a ≥ 0.
Example 5.1 (Polynomial weights:). Let F0(x) = log(x), F1(x) = sgn(x) log(1 + |x|) and v˜1(x) =
(1 + |x|)p, for some p > 0. Then
v˜1(F
−1
0 (x)) = (1 + e
x)p ≤ 2ep|x| and v˜1(F−11 (x)) = e
p|x|.
Similarly, if F2,l(x) = sgn(x)
(
(1 + |x|)l − 1
)
, l ∈ [0, 1[, then
v˜1(F
−1
2,l (x)) ∈ O
(
1 + |x|p/l
)
.
Consequently, v˜1 ◦ F−1 is v1-moderate in all those cases. Hence, polynomial weights v˜1 satisfy
condition (i) in Theorem 5.6 for Examples 4.1, 4.3 and 4.4.
However, only in the case of F2,l is v˜1(F
−1
2,l (x)) itself polynomial and θ ∈ S a sufficient condition
on G(θ, F ) to satisfy Theorem 5.6. For F0, F1, θ ∈ C
∞
c is sufficient.
Example 5.2 (Subexponential weights:). Let F0, F1 and F2,l be as in the previous example, but
v˜1(x) = e
|x|α , for some 0 < α ≤ 1. Then
v˜1(F
−1
0 (x)) = e
eαx and v˜1(F
−1
1 (x)) = e
(e|x|−1)α ,
both of which are obviously not v1-moderate.
On the other hand,
v˜1(F
−1
2,l (x)) = e
|F−12,l (x)|α , where |F−12,l (x)|
α ∈ Θ(1 + |x|α/l).
Hence, v˜1 satisfies condition (i) if and only if α ≤ l−1. Moreover, θ ∈ S is never sufficient for G(θ, F )
to satisfy Theorem 5.6, while θ ∈ C∞c always is.
6. Discrete frames and atomic decompositions
We will now construct moderate, admissible coverings (see Definition 2.1) and show that families
of covers and a canonical choice of Γ exist, such that the associated Γ-oscillation converges to 0 in
Am, i.e.
‖oscUδ,Γ‖Am
δ→0
→ 0 and Cm,Uδ
δ→0
→ C <∞,
for any admissible warping function F and sufficiently smooth, quickly decaying prototype θ.
Consequently, the discretization machinery provided by Sections 2.2 and 3 can be put to work,
providing atomic decompositions and Banach frames with respect to G(θ, F ) and the family of
coverings Uδ, δ > 0. Let us first define a prototypical family of coverings induced by the warping
function.
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Definition 6.1. Let F be a warping function that satisfies Eq. (78). Define UδF = {U
δ
l,k}l,k∈Z,
δ > 0 by
(118) U δl,k := I
δ
F,l ×
[
δ2k
|IδF,l|
,
δ2(k + 1)
|IδF,l|
]
, where IδF,l :=
[
F−1(δl), F−1(δ(l + 1))
]
.
We call UδF the F -induced δ-cover. For all δ > 0, U
δ
F is a moderate, admissible covering with
µ(U δl,k) = δ
2, where µ is the standard Lebesgue measure.
Let us state our second main result.
Theorem 6.1. Let F : D 7→ R be a warping function with w = (F−1)′ ∈ C1(R), such that for all
x, y ∈ R:
(119)
w(x+ y)
w(x)w(y)
≤ C <∞ and
∣∣∣∣w′w
∣∣∣∣ (x) ≤ D1 <∞.
Furthermore, let UδF the induced δ-cover and m1 : D → R such that m1 ◦ F
−1 is v1-moderate, for
a symmetric, submultiplicative weight function v1 and define m(x, y, ξ, ω) = max
{
m1(x)
m1(y)
, m1(y)m1(x)
}
.
Then supl,k∈Z sup(x,ξ),(y,ω)∈Uδl,k m(x, y, ξ, ω) <∞ and
(120) oscUδF ,Γ ∈ Am, for all θ ∈ C
∞
c , δ > 0,
where Γ(x, y, ξ, ω) = e2πi(ω−ξ)x. If furthermore w, v1 ∈ O ((1 + | · |)p) for some p ∈ R+, then
(121) oscUδF ,Γ ∈ Am, for all θ ∈ S, δ > 0.
For sufficiently small δ, there are constants C > 0 and Cm,UδF ≥ supk,l∈Z sup(x,ξ),(y,ω)∈Uδl,k m(x, y, ξ, ω)
such that Cm,UδF < C. Furthermore,
(122) ∀ θ ∈ C∞c (θ ∈ S), ǫ > 0 ∃ δ > 0 such that ‖oscUδF ,Γ‖ < ǫ.
Similar to the previous section, Theorem 6.1 is a special case of a more general result with
weaker conditions on F , m and θ. And once more, the proof of that result requires some amount
of preparation. First, we take a closer look at the sets Qy,ω from the definition of the Γ-oscillation
kernel.
Lemma 6.2. Let F be a warping function that satisfies Eq. (78) and UδF the induced δ-cover. For
all (y, ω) ∈ D × R and all δ > 0,
(123) Qy,ω =
⋃
(l,k), s.t.
(y,ω)∈Uδl,k
U δl,k ⊆ Iy × (ω + Jy),
where
(124) Iy =
[
F−1(F (y)− δ), F−1(F (y) + δ)
]
and
(125) Jy =
[
−
Cδw(δ)
w(F (y))
,
Cδw(δ)
w(F (y))
]
.
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Proof. Assume that (y, ω) ∈ U δl,k, then in turn
(126) IδF,l =
[
F−1(δl), F−1(δ(l + 1))
]
⊆
[
F−1(F (y)− δ), F−1(F (y) + δ)
]
.
Furthermore,
(127)
[
δ2k
|IδF,l|
,
δ2(k + 1)
|IδF,l|
]
⊆
[
ω −
δ2
|IδF,l|
, ω +
δ2
|IδF,l|
]
.
Assume D = R+. Since w is nondecreasing and satisfies Eq. (78),
(128) |IδF,l| ≥ F
−1(F (y)) − F−1(F (y)− δ) ≥ δw(F (y)− δ) ≥ δC−1w(F (y))/w(δ),
where we applied the FTC. Therefore
(129)
[
δ2k
|IδF,l|
,
δ2(k + 1)
|IδF,l|
]
⊆
[
ω −
Cδw(δ)
w(F (y))
, ω +
Cδw(δ)
w(F (y))
]
.
This completes the proof for D = R+. For D = R and |y| ≥ δ, Eq. (129) holds by the same
argument. For |y| < δ, the FTC yields
(130) |IδF,l| ≥ δw(0).
On the other hand w(0) ≥ C−1w(F (y))/w(F (y)) ≥ C−1w(F (y))/w(δ), showing that Eq. (129)
holds for all y ∈ R. 
The next two results are concerned with a certain family of operators. At this point, their
definition might seem arbitrary, but their purpose will become clear once we investigate oscUδF ,Γ
more closely. In particular, we investigate whether those operators approximate the identity in a
suitable way.
Lemma 6.3. Let X = Lpw(R), 1 ≤ p ≤ ∞, where w = (F
−1)′ for some warping function F
satisfying Eq. (78). For all y ∈ R, ǫ ≥ 0, let Ey,ǫ : X → X be the operator defined by
(131) Ey,ǫ f(t) = f(t)e
2πiǫF
−1(t+y)−F−1(y)
w(y) a.e. , for all f ∈ X.
The following hold:
(i) If supp(f) ⊆ [−δ, δ] and 0 ≤ ǫ ≤ 12Cδw(δ) , then
(132) ‖f − Ey,ǫ f‖X ≤ 2δ
√
2− 2 cos (2πǫCδw(δ))‖f‖X .
(ii) The map ǫ 7→ sup
y∈R
‖f − Ey,ǫ f‖X is continuous at ǫ = 0 for any fixed f ∈ X.
Proof. We only provide the proof for p < ∞, the proof for p = ∞ is analogous. In order to prove
(i), note that
(133) ‖f − Ey,ǫ f‖
p
L
p
w(R)
=
∫ δ
−δ
|1− e2πiǫ
F−1(t+y)−F−1(y)
w(y) |p|f(t)|pw(t)p dt.
By Eq. (78) and the FTC,
(134)
∣∣∣∣F−1(t+ y)− F−1(y)w(y)
∣∣∣∣ ≤ Cδw(δ),
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where we used w nondecreasing (D = R+), respectively or nondecreasing on R+ and odd (D = R).
Therefore,
(135)∣∣∣∣1− e2πiǫF−1(t+y)−F−1(y)w(y) ∣∣∣∣ =
√
2− 2 cos
(
2πǫ
F−1(t+ y)− F−1(y)
w(y)
)
≤
√
2− 2 cos (2πǫCδw(δ)),
for all 0 ≤ ǫ ≤ 12Cδv(δ) . Inserting into Eq. (133) proves (i). For proving (ii),
(136) sup
y∈R
‖f − Ey,ǫ f‖X
ǫ→0
−→ 0,
is sufficient as the result then follows by the triangle inequality, since Ey,ǫ0+ǫ1 = Ey,ǫ1Ey,ǫ0 , for
all ǫ0, ǫ1 ≥ 0. For any f ∈ X , we can construct a sequence (fn)n∈N ⊂ X of compactly supported
functions, i.e. supp(fn) ⊆ [−δn, δn] with δn
n→∞
−→ ∞, converging in norm to f . For every n ∈ N,
sup
y∈R
‖f − Ey,ǫ f‖X ≤ ‖f − fn‖X + sup
y∈R
(‖fn − Ey,ǫ fn‖X + ‖Ey,ǫ fn − Ey,ǫ f‖X)
= 2‖f − fn‖X + sup
y∈R
‖fn − Ey,ǫ fn‖X .
(137)
By (i) however, ‖fn−Ey,ǫ fn‖X is bounded uniformly independent of y, provided ǫ is small enough.
Consequently,
(138) ∀ ǫ0 > 0 ∃ (n, ǫ) ∈ N× R
+ such that ‖f − fn‖X < ǫ0/3 and ‖fn − Ey,ǫ fn‖X < ǫ0/3,
completing the proof. 
The next result clarifies the stability of Ey,ǫ when combined with differentiation.
Lemma 6.4. Let X = Lpw˜(R), 1 ≤ p ≤ ∞, with some weight function w˜, and w = (F
−1)′ ∈
Cn−1(R) for some warping function F satisfying Eq. (78) and Ey,ǫ as defined in Lemma 6.3. If
there are Dk > 0 such that |w(k)/w|(s) ≤ Dk <∞, for all 0 ≤ k ≤ n− 1 and θ ∈ Cn(R) ∩ L2√w(R)
satisfies
(139) θ(n) ∈ X and
(140) θ(k)wl ∈ X for all 0 ≤ k ≤ n− 1 and 1 ≤ l ≤ n− k,
then (Ey,ǫ θ)
(n) ∈ X and the map ǫ 7→ sup
y∈R
‖(θ − Ey,ǫ θ)(n)‖X is continuous at ǫ = 0.
Proof. Assume
(141) (Ey,ǫ θ)
(n) = Ey,ǫ θ
(n) + Ey,ǫ
(
n−1∑
k=0
θ(k)
n−k∑
l=1
(2πiǫ)
l
T−yPn,k,l
)
,
where
(142) Pn,k,l(s) := w(y)
−l ∑
σ∈Σn,k,l
Cσ
l∏
m=1
w(σm)(s),
28 NICKI HOLIGHAUS†, CHRISTOPH WIESMEYR∗, AND PETER BALAZS†
with Σn,k,l ⊆ {σ = (σ1, . . . , σl) : σm ∈ (0, . . . , n− k− 1)} and some Cσ ∈ R. By the conditions on
w,
|Pn,k,l(s+ y)| ≤
∑
σ∈Σn,k,l
|Cσ|
l∏
m=1
|w(σm)(s+ y)|
w(y)
≤
∑
σ∈Σn,k,l
|Cσ |
l∏
m=1
Dσm
w(s+ y)
w(y)
≤
∑
σ∈Σn,k,l
Cl|Cσ|
l∏
m=1
Dσmw(s) ≤ C
l
(
max
σ∈Σn,k,l
|Cσ|
)(
n−1
max
j=0
Dlj
)
w(s)l
∑
σ∈Σn,k,l
1
= Cn,k,lw(s)
l.
(143)
Since all the sums in Eq. (141) are finite, there is some C˜ > 0 such that
‖(θ − Ey,ǫ θ)
(n)‖X ≤ ‖θ
(n) − Ey,ǫ θ
(n)‖X + ‖Ey,ǫ
(
n−1∑
k=0
θ(k)
n−k∑
l=1
(2πiǫ)
l
T−yPn,k,l
)
‖X
≤ ‖θ(n) − Ey,ǫ θ
(n)‖X + C˜
n−1
max
k=0
n−k
max
l=1
‖θ(k)wl0‖X |ǫ|,
(144)
for all 0 ≤ ǫ ≤ (2π)−1. For ǫ → 0, the first term converges to 0 by Lemma 6.3. To complete the
proof, we need to show that Eq. (141) holds. Clearly,
(145) (Ey,ǫ θ)
′ = Ey,ǫ θ′ + Ey,ǫ
(
2πiǫ
T−yw
w(y)
θ
)
,
proving Eq. (141) for n = 1. Assume it holds for n− 1, then
(146) (Ey,ǫ θ)
(n) =
(
Ey,ǫ θ
(n−1) + Ey,ǫ
(
n−2∑
k=0
θ(k)
n−k−1∑
l=1
(2πiǫ)lT−yPn−1,k,l
))′
.
We now consider the derivative of each term separately. For the first term, invoke Eq. (145) for
θ(n−1). All the other terms are of the form
(147) Cσ (2πiǫ)
l
w(y)−l
(
Ey,ǫ
(
θ(k)
l∏
m=1
T−yw(σm)
))′
,
for some σ ∈ Σn−1,k,l, 0 ≤ k ≤ n−2 and 1 ≤ l ≤ n−k−1. Apply Eq. (145) to θ(k)
∏l
m=1T−yw
(σm)
to obtain
Cσ (2πiǫ)
l
w(y)−l
(
Ey,ǫ
(
θ(k+1)
l∏
m=1
T−yw(σm)
)
+ 2πiǫEy,ǫ
(
θ(k)
T−yw
∏l
m=1T−yw
(σm)
w(y)
)
+Rn−1,k,l
)
,
(148)
with
(149) Rn−1,k,l =
l∑
m=1
Ey,ǫ
θ(k)T−yw(σm+1) ∏
j∈{1,...,l}\{m}
T−yw(σj)
 .
Reorder everything by the appearing derivative of θ to complete the proof. 
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We are now ready to prove the central statements, which we will split into two more compact
results.
Proposition 6.5. Let F : D → R be a warping function satisfying Eq. (78). Let p ∈ N if D = R
and p = 0 if D = R+. Let UδF the induced δ-cover and
(150) m(x, y, ξ, ω) := max
{
m1(x)m2(ξ)
m1(y)m2(ω)
,
m1(y)m2(ω)
m1(x)m2(ξ)
}
,
with weight functions m1,m2 that satisfy
(i) m1 ◦ F−1 is v1-moderate, for a symmetric, submultiplicative weight function v1 and
(ii) m2 is v2-moderate, for a symmetric, submultiplicative weight function v2 ∈ O ((1 + | · |)
p).
Then, for a suitable constant C˜ > 0
(151)
sup
l,k∈Z
sup
(x,ξ),(y,ω)∈Uδl,k
m(x, y, ξ, ω) ≤ Cm,UδF := C˜v1(δ)V2, where V2 :=
max|u|≤1 v2(u/w(0)) if D = R,1 if D = R+.
In particular, Cm,UδF < C, for sufficiently small δ and some constant C.
Proof. Clearly,
(152) m(x, y, ξ, ω) ≤ max
{
m1(x)
m1(y)
,
m1(y)
m1(x)
}
max
{
m2(ξ)
m2(ω)
,
m2(ω)
m2(ξ)
}
.
Since x, y ∈ [F−1(δl), F−1(δ(l+1))] and m1 ◦F−1 is v1-moderate, while ξ, ω ∈
[
δ2k
|Iδ
F,l
| ,
δ2(k+1)
|Iδ
F,l
|
]
and
m2 is v2-moderate,
(153) m(x, y, ξ, ω) ≤ C˜1C˜2v1(δ)v2(δ/|I
δ
F,l|).
Note that we can, without loss of generality, assume v1, v2 to be nondecreasing away from zero.
Otherwise, obtain (153) by sufficiently increasing C˜1, C˜2.
If D = R+, set v2 = 1 to complete the proof. If D = R, note that the FTC yields
(154) δ min
t∈[δl,δ(l+1)]
w(t) ≤ |IδF,l| ≤ δ max
t∈[δl,δ(l+1)]
w(t),
where w = (F−1)′. Therefore v2(δ/|IδF,l|) ≤ max|u|≤1 v2(u/w(0)) = V2. 
Theorem 6.6. Let F : D → R be a warping function such that w = (F−1)′ ∈ Cp+1(R) satisfies
Eq. (78) and |w(k)/w| ≤ Dk for some constants Dk > 0, k = 0, . . . , p + 1, where p ∈ N if D = R
and p = 0 if D = R+. Furthermore, let
(155) m(x, y, ξ, ω) := max
{
m1(x)m2(ξ)
m1(y)m2(ω)
,
m1(y)m2(ω)
m1(x)m2(ξ)
}
,
with weight functions m1,m2 that satisfy
(i) m1 ◦ F−1 is v1-moderate, for a symmetric, submultiplicative weight function v1 and
(ii) m2 is v2-moderate, for a symmetric, submultiplicative weight function v2 ∈ O ((1 + | · |)p).
If θ ∈ Cp+2(R) ∩ L2√
w
(R) satisfies
(a˜) θ, w(−s)jw(s)lθ(k+1) ∈ C0, for all 0 ≤ l ≤ p− k + 2, 0 ≤ k ≤ j and 0 ≤ j ≤ p+ 1,
(b) θ ∈ L2w1(R) ∩ L
2
w2(R), with w1(s) = v1(s)(1 + |s|)
1+ǫw(−s)1/2, w2(s) = w1(−s)w(s) and
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(c˜) θ(p+2), θ(k)wl ∈ L2w1(R) ∩ L
2
w3(R) for 1 ≤ l ≤ p − k + 2 and 0 ≤ k ≤ p + 1, with
w3(s) = w1(−s)w(−s)p+1,
then the following hold: For Γ(x, y, ξ, ω) = e−2πi(ξ−ω)x and all δ > 0
(156) ‖oscUδF ,Γ‖Am <∞.
For any ǫ > 0, there is a δ0 > 0 such that for all 0 < δ ≤ δ0
(157) ‖oscUδF ,Γ‖Am < ǫ.
Proof. We begin by showing that ĝx,ξ − e−2πi(ξ−ω)xĝy,ω can be rewritten as
(158)
√
F ′(x)(Txθ˜) ◦ F (t)e2πiξt,
the warping of a function θ˜, depending on (x, y, ξ, ω). We have
ĝx,ξ − e
−2πi(ξ−ω)xĝy,ω(t)
=
√
F ′(x)θ(F (t) − F (x))e−2πiξt −
√
1/w(F (y))θ(F (t) − F (y))e−2πiωte−2πi(ξ−ω)x
=
√
F ′(x)e−2πiξt
(
(TF (x)θ)−
√
w(F (x))
w(F (y))
(TF (y)θ)e
2πi(ξ−ω)(F−1(·)−x)
)
(F (t))
=
√
F ′(x)e−2πiξt
(
TF (x)
(
θ −
√
w(F (x))
w(F (y))
(TF (y)−F (x)θ)e2πi(ξ−ω)(F
−1(·+F (x))−x)
))
(F (t))
=
√
F ′(x)e−2πiξt
(
TF (x)θx,y,ǫ1
)
(F (t)).
(159)
Here
(160) θx,y,ǫ1 := θ −
√
w(F (x))
w(F (y))
EF (x),ǫ1(Tǫ0θ),
with ǫ0 = F (y)−F (x) and ǫ1 = w(F (x))(ξ −ω). Now assume (y, ω) ∈ Qx,ξ, where Qx,ξ is as given
in Definition 3.1. By Lemma 6.2,
(161) ǫ0 ≤ δ and ǫ1 ≤ Cw(δ)δ.
Define
(162) Oθ,F,δ,1(x, ξ) :=
∫
D
∫
R
m(F−1(x), y, ξ, ω)oscUδF ,Γ(F
−1(x), y, ξ, ω) dω dy, for all x, ξ ∈ R,
and
(163) Oθ,F,δ,2(y, ω) :=
∫
D
∫
R
m(x, y, ξ, ω)oscUδF ,Γ(x, y, ξ, ω) dξ dx, for all y, ω ∈ R.
Clearly, Qy,ω is compact and 〈gx,ξ, gy,ω − Γ(y, z, ω, η)gz,η〉 is continuous as a function in (z, η) ∈
D × R. Therefore, denoting σ = (x, y, ξ, ω), there are (zσ, ησ), (z˜σ, η˜σ) ∈ Qy,ω , such that
(164) Oθ,F,δ,1(x, ξ) =
∫
D
∫
R
m(F−1(x), y, ξ, ω)|〈gF−1(x),ξ, gy,ω − Γ(y, zσ, ω, ησ)gzσ,ησ〉| dω dy,
(165) Oθ,F,δ,2(y, ω) =
∫
D
∫
R
m(x, y, ξ, ω)|〈gx,ξ, gy,ω − Γ(y, z˜σ, ω, η˜σ)gz˜σ,η˜σ 〉| dξ dx.
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Let us investigate Eq. (164) first. Performing the same substitution steps as for obtaining Eq. (80),
we get
(166)
Oθ,F,δ,1(x, ξ) =
∫
R
∫
R
∣∣∣∣∫
R
Cx(z)m˜(x, z, ξ, η)
w(s + x)
w(x)
θ(s)Tzθy,zσ,ǫ1,σ (s)e
−2πiη F−1(s+x)w(x) ds
∣∣∣∣ dη dz,
where ǫ1,σ = w(F (y))(ω − ησ). If θ, θy,zσ,ǫ1,σ satisfy conditions (a-c) from Theorem 5.6, then
Oθ,F,δ,1(x, ξ)
≤ ess sup
(y,ω)∈D×R
(
2V2(1)‖θ‖L2w2(R)
‖θy,zσ,ǫ1,σ‖L2w1(R)
+ (p+ 2)E
p+2
max
j=0
(
‖θ(j)‖L2w3(R)
‖θ(p−j+2)y,zσ,ǫ1,σ‖L2w1(R)
))
C˜Zǫ,
(167)
with E :=
∫
R
V2(1+|η|)
(2π(1+|η|)p+2 dη and Zǫ =
∫
R
(1 + |z|)−1−ǫ dz. Similarly,
Oθ,F,δ,2(y, ω)
≤ sup
(z0,η0)∈Qy,ω
sup
|ǫ1,σ|≤Cw(δ)δ
(
2V2(1)‖θy,z0,ǫ1,σ‖L2w2(R)
‖θ‖L2w1(R)
+ (p+ 2)E
p+2
max
j=0
(
‖θ(j)y,z0,ǫ1,σ‖L2w3(R)
‖θ(p−j+2)‖L2w1(R)
))
C˜Zǫ,
(168)
where ǫ1,σ = w(F (y))(ω−ησ). Clearly, the conditions on θ imply conditions (a-c) for θ itself (simply
set l = 0 in (a˜) and (c˜)), but θy,z0,ǫ1,σ requires a closer investigation.
Recall
(169) θy,z0,w(F (y))(ω−ησ) = θ −
√
w(F (y))
w(F (z0))
EF (y),w(F (y))(ω−ησ)(TF (z0)−F (y)θ).
The estimates in the proof of Lemma 6.4 hold pointwise, therefore
(170) |(Ey,ǫ(Txθ))
(n)|(s) ≤ |(Txθ)
(n)|(s) + C˜
n−1
max
k=0
(
|Txθ
(k)|(s)
n−k
max
l=1
(2π|ǫ|)lw(s)l
)
,
for all 0 ≤ n ≤ p+2. Consequently, condition (a˜) on θ implies condition (a) for θ− D˜Ey,ǫ(Txθ) for
all D˜ > 0, x, ǫ ∈ R. In particular, θy,z0,w(F (y))(ω−ησ) satisfies condition (a) for all (y, ω), (z0, η0) ∈
D × R. For any v-moderate weight function w0 and X = Lpw0 for some 1 ≤ p ≤ ∞,
(171) ‖Ey,ǫ(Txθ)‖X = ‖Txθ‖X ≤ Cvv(x)‖θ‖X .
Hence condition (b) on θ implies condition (b) for θ− D˜Ey,ǫ(Txθ) for all D˜ > 0, x, ǫ ∈ R. Finally,
by Lemma 6.4, condition (c˜) on implies condition (c) for θ − D˜Ey,ǫ(Txθ) and we have shown that
the RHS of Eqs. (167) and (168) are valid expressions.
Let k ≤ p + 2, δ > 0 and (z0, η0) ∈ Qy,ω. Using Lemma 6.2, we obtain |F (z0) − F (y)| < δ and
by the FTC and w′/w ≤ D1
(172)
w(F (z0))
w(F (y))
≤
w(F (y)) + δD1w(δ)w(F (y))
w(F (y))
= 1 + δD1w(δ),
and similarly (1 + δD1w(δ))
−1 ≤ w(F (z0))w(F (y)) . Recall |ǫ1,σ| ≤ Cw(δ)δ and use Lemma 6.4 to see that
for X = L2wi , i = 1, 2, 3,
(173) w(F (z0))/w(F (y))→ 1, (EF (y),ǫ1,σ θ)
(k) → θ(k) and (TF (z0)−F (y)θ)
(k) → θ(k),
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for δ → 0, uniformly over (y, ω) ∈ D × R, (z0, η0) ∈ Qy,ω. Therefore, their composition is also
uniformly continuous and, together with (141),
(174)
p+2
max
k=0
ess sup
(y,ω)∈D×R
sup
(z0,η0)∈Qy,ω
sup
|w(F (y))(η0−ω)|≤Cw(δ)δ
‖θ
(k)
y,z0,w(F (y))(η0−ω)‖X
δ→0
→ 0.
This shows that Eqs. (167) and (168) tend to 0 for δ → 0, proving the second assertion. In
particular, we can apply the estimates in the proofs of Lemmata 6.3 and 6.4 to obtain
(175)
p+2
max
k=0
ess sup
(y,ω)∈D×R
sup
(z0,η0)∈Qy,ω
sup
|w(F (y))(η0−ω)|≤Cw(δ)δ
∥∥∥θ(k)y,z0,w(F (y))(η0−ω)∥∥∥X <∞, for all δ > 0,
showing that Eqs. (167) and (168) are finite, for all δ > 0, proving the first assertion. 
The statements we have just proven specify a set of conditions on F , m and θ such that we can
construct atomic decompositions and Banach frames by invoking Theorem 3.1. That the conditions
of Theorem 6.1 imply the conditions in Theorem 6.6 and Proposition 6.5 is easily seen.
Proof of Theorem 6.1. Analogous to the proof of Theorem 5.1, but use Theorem 6.6 and Proposition
6.5 instead of Theorem 5.6. 
Remark 6.1. Although we only state Theorems 6.1 and 6.6, as well as Proposition 6.5, for the
induced δ-cover, it is easily seen that any covering U˜ that satisfies Lemma 6.2, for δ > 0 small
enough, guarantees ‖oscU˜,Γ‖Am < ǫ and supl,k∈Z sup(x,ξ),(y,ω)∈U˜l,k m(x, y, ξ, ω) ≤ Cm,U˜ < ∞. If
ǫ > 0 is in turn small enough, then Theorem 3.1 can be applied, providing atomic decompositions
and Banach frames with respect to U˜ .
7. Conclusion and Outlook
In this contribution, we introduced a novel family of time-frequency representations tailored to a
wide range of nonlinear frequency scales. We have shown that the resulting integral transforms are
invertible and produce continuous functions on phase space. Under mild restrictions on the chosen
frequency scale, every such representation gives rise to a full family of (generalized) coorbit spaces.
Furthermore, through a minor, but important generalization to existing discretization results in
generalized coorbit theory, we are able to prove that atomic decompositions and Banach frames can
be constructed in a natural way, provided that the system is discretized respecting suitable density
conditions.
There still are many open questions regarding the finer structure of coorbit space theory for
warped time-frequency representations, e.g. whether the generated coorbit spaces coincide with
some known localization spaces. Since the warping functions F (x) = x and F (x) = log(x) yield
short-time Fourier and wavelet transforms, the associated coorbit spaces can be expected to coincide
with their classical counterpart. Furthermore, the close relationship between the α-transform and
the warping functions discussed in Examples 4.3 and 4.4 suggests a connection to α-modulation
spaces that requires closer study.
Another interesting question is the relation between the spaces {θ ∈ L2√
w
: Kθ,F ∈ Am} and
{g ◦ F−1 : g ∈ H1v}. Clearly, the first space is contained in the second, since G(θ, F ) ⊂ H
1
v, but at
this point it is unclear whether the inclusion is strict.
The construction of (Hilbert space) frames by means of discrete warped time-frequency systems
is covered in the first part of this series [45]. Therein generalizations of classical necessary and
sufficient frame conditions, previously known to hold for Gabor and wavelet systems, are recovered.
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A special focus in [45] is the construction of tight frames with bandlimited elements, also illustrated
through a series of examples.
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