Abstract. This paper investigates the problem of strong approximation of the empirical copula process for arbitrary dimension, with continuous unknown margins. The idea of the proof is based on an original idea exposed by Deheuvels et al. (2006) , and the theorem of strong approximation for an arbitrary distribution function proved in Csörgő and Horváth (1988) . Using these results, we derive the normality for smoothed empirical copula process and L.I.L. for empirical process of copulas.
Notations and Definitions
Let X i = (X 1i , . . . , X di ), i = 1, 2, . . . , be an independent replicae of a d-dimensional random vector X ∈ R d , defined on a suitable space (Ω, A, P). We denote by F(·) the distribution function [df] given by F(x 1 , . . . , x d ) := P(X 1 ≤ x 1 , . . . , X d ≤ x d ). We assume that the corresponding marginal df's F i (x i ) := P(X i ≤ x i ), for i = 1, . . . , d, are continuous. According to the famous theorem of Sklar ( see Sklar (1959) 
where,
, denotes the quantile function of F i (·). Setting 1 A (·) for the indicator function of the set A, we define, for each n ≥ 1, the empirical counterparts of F(·), F 1 (·), . . . , F d (·) and F − 1 (·), . . . , F − d (·), respectively, by setting, for j = 1, . . . , d,
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In view of the characterization (1), we define the empirical copula function of F n (·) (or, equivalently, associated with X 1 , . . . , X n ), as any copula C n , through the following identity
Empirical copulas were originally introduced by Deheuvels (1979a Deheuvels ( , 1981a under the name of empirical dependence functions. Deheuvels has extensively studied the empirical process of copula defined by
under the assumption of independence between margins. Further, set U ji := F j (X ji ) for i = 1, . . . , n, j = 1, . . . , d, and U i := (U 1i , . . . , U di ). Thus, the random vectors U i are distributed according to the copula C(·), and the sequence U ji of random variables are independent and uniformly distributed on (0, 1). For each n ≥ 1 and 0
Considering the empirical processes defined, respectively, for
Then, with X d = Y which means that X and Y have the same distribution, we have
From the definition of F − in (·), we notice that
and we also have
Since the law of C n (·) is the same for all F(·) whose associated copula is C(·). It is more convenient to investigate the following process
Our aim is to provide the strong approximation of the empirical process of copulas {G n (u) :
a Gaussian process, with continuous sample paths, mean zero, and covariance function given by
Note that the process
The continuation of our work requires some notations, that will be introduced as follows. For each n > 0 and
The remainder of our paper is organized as follows. In the forthcoming section we will give our main result concerning the strong approximation of empirical copula process by a Gaussian process, which is stated in Theorem 2.1 below. In section 3 we will give some applications of Theorem 2.1, more precisely we will give the limit law of smoothed empirical copula and the law of iterated logarithm for the empirical copula process. The proofs are referred to section 5.
Results
Let's formulate the main theorem in this section. 
where K * C (u, n) is defined in (7).
Applications

Smoothed empirical copulas process
We define smoothed estimators C n of C by
where k is a kernel and h = h(n) is the smoothing parameter. Similarly to previous section, we define the smoothed empirical copulas process by
Assume C fulfills the following condition.
(F.1). C has a bounded sth derivative.
For our result we suppose that h and k(·) satisfy the following regularity conditions. 
Remark 1 1. Corollary 3.1 remains valid replacing the condition that the kernel k having compact support in (C.2) by (C.4). There exists a sequences of real numbers a n such that a n h tends to zero when n tens to infinity, and
Note that conditions of Corollary 3.1 are classical to control the deviations between classical
and smoothed empirical copulas processes.
L.I.L for empirical copula process
By Theorem 2.1 we have almost surely lim sup n→∞ n 2 log log n
According to Wichura (1973) , we have almost surely, as n →, ∞ lim sup
Combining (12) and (13) to give the following Corollary.
Corollary 3.2 under the same conditions of the Theorem 2.1, we have
4 Concluding remarks 1. The approximation of empirical copula process by a Gaussian process B n , we know not how B n behaves as a function of n, to resolve this problem, in Theorem 2.1 we have approximated the empirical copula process by a single Gaussian process.
2. Theorem 2.1 may be applied to derive some limit laws of some statistics like Kendall's sample rank correlation coefficient and Spearman's sample rank correlation coefficient.
3. Obviously, the empirical copulas can be used in many others problems like testing independence the challenging task is to apply our results to derive the asymptotic properties of those test statistics which will be considered in our future investigations.
Proofs
Proof of theorem 2.1
For easy reference, we recall some facts that we will need for our demonstration. Kiefer (1970) and Bahadur (1966) provides a L.I.L of Bahadur-Kiefer process (see also, Deheuvels et Mason (1990) ). Fact 2. We have, for j = 1, . . . , d, with probability 1,
Recall the definition (6) of G n , the empirical process of copulas can write itself, for u ∈ [0, 1] d , as follows
where
. We start with ∆ 2 (u, n), by differentiability assumption on C(·) we make use of Taylor expansion to obtain
where u * lies in the interior of the line segment joining (G
Using the fact that |G ni • G − ni (u i ) − u i | ≤ 1/n and the the Chung (1949)'s law of the iterated logarithm, one finds, almost surely,
Further more, by Stute (1982) , we have
Then, it follows that
as mentioned in Stute (1984) . Next we consider ∆ 1 (u, n) which appears as the difference of the process α n between the two points (u + n −1/2 β n (u)) and u, what allows us to consider the modulus of continuity w * n (·) of α n , defined by
According to Einmahl and Ruymgaart (1987) , we have Fact 3. Let {a n } n≥1 be a sequence in (0, 1) such as a n ↓ 0, as n → ∞, and
n / log n → ∞, iii) log(1/a n )/ log log n → ∞ Then, with probability 1, we have
w * n (a n , . . . , a n ) = 1.
An application of the Chung (1949) law of the iterated logarithm shows that, for each j = 1, . . . , d, almost surely,
an application of fact 3 shows that, almost surely as n → ∞, we have
The next fact, due to Csörgő and Horváth (1988) provides a strong approximation result appropriate for our needs. Fact 4. On a suitable probability space (Ω, A, P), it is possible to define {α n (u) :
jointly with a sequence of Gaussian process {K C (u, n) : u ∈ [0, 1] d , n ≥ 0}, in such a way that, almost surely, as n → ∞,
By applying the triangle inequality, we have
then, we have almost surely as n → ∞,
The proof of Theorem 2.1 is achieved.
Proof of corollary 3.1
First observe that the difference between the classical and the smoothed empirical copula processes (G n (·) and G n (·) ) can be controlled as follows. We see that
Thus
i k(v)dv − 1 := ξ 1;n (u) + ξ 2;n (u) + ξ 3;n (u) + ξ 4;n (u).
Under conditions (F.1), (C.1)-(C.3) and using Taylor expansion of order s we get
