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Kapitel 1
Einleitung
Oftmals reicht bei der Analyse, Entwicklung und Bewertung von Systemen aus Natur,
Technik und Wirtschaft für eine möglichst wirklichkeitsnahe Modellierung die Betrach-
tung rein deterministischer Ansätze nicht aus. So kann die Nichtberücksichtigung zu-
fälliger Einflussgrößen beziehungsweise einfaches Ersetzen zufälliger Parameter durch
Mittelwerte zu großen Ungenauigkeiten führen. Dynamische Systeme beispielsweise un-
terliegen ständigen Einwirkungen, die nicht vorhersehbar sind und deshalb oftmals nur
unter Verwendung stochastischer Methoden beschrieben werden können. Auch Materi-
aleigenschaften weisen, bedingt durch den Herstellungsprozess, im betrachteten Gebiet
häufig Schwankungen auf, so dass die bei der mathematischen Modellierung auftretenden
systematischen Parameter als zufällig angesehen werden müssen.
Typische Problemstellungen sind zum Beispiel Schwingungen an Fahrzeugen auf zufäl-
ligem Fahrbahnprofil oder von Bauwerken unter seismischer Beanspruchung oder zufäl-
ligem Windeinfluss, Wärmeleitungs- beziehungsweise Wellenausbreitungsprobleme und
Preisprozesse auf Finanzmärkten.
Die realitätsnähere Modellierung durch Berücksichtigung des Zufalls ist jedoch oftmals
mit einem höheren Lösungsaufwand verbunden. Auch können in etlichen Fällen nur Nä-
herungslösungen beziehungsweise Approximationen von stochastischen Charakteristiken
dieser angegeben werden.
Eine wichtige Rolle in dieser Arbeit nimmt die Theorie schwach korrelierter Prozesse
ein, die auf den Arbeiten von J. vom Scheidt und seiner Arbeitsgruppe basiert. Eine um-
fassende Darstellung dieses Konzepts ist in [43] zu finden. Die Grundeigenschaft dieser
zentrierten Prozesse besteht darin, dass sie über keine „Fernwirkung“ verfügen. Sie wer-
den über den Zerfall ihrer Momente höherer Ordnung in Momente niedrigerer Ordnung
in Abhängigkeit eines Parameters ε, der sogenannten Korrelationslänge, definiert. Gilt
das Interesse bei der Modellierung vorrangig ersten und zweiten Momenten, so genügt
die schwächere Forderung des Zerfalls der zweiten Momente. Die Werte eines solchen
Prozesses fε(x, ω) an zwei Punkten x und y sind dann unkorreliert, wenn deren Abstand
die Korrelationslänge ε überschreitet, das heißt es gilt
E{fε(x)fε(y)} = 0 für |x− y| > ε.
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Zentrierte Prozesse mit dieser Eigenschaft heißen ε-korreliert. Damit ist jeder schwach
korrelierte Prozess stets auch ε-korreliert.
Der Vorteil der Modellierung zufälliger Größen mit Hilfe schwach korrelierter Prozesse
gegenüber Modellen mit dem oft benutzten weißen Rauschen besteht darin, dass deren
Trajektorien beliebig strenge Glattheitseigenschaften erfüllen können.
Das Konzept schwach korrelierter Prozesse wurde bereits auf eine Vielzahl von Problem-
stellungen der mathematischen Physik angewendet, die oft zu Differentialgleichungen mit
zufälligen Parametern führen. Unter Verwendung der Lösungsmethoden der entsprechen-
den deterministischen Aufgabenstellungen werden pfadweise Lösungen gefunden, welche
mit den Techniken der stochastischen Analysis untersucht werden. Ein guter Überblick
über die Anwendungsmöglichkeiten ist in [42] und [43] zu finden. Genannt seien an dieser
Stelle des Weiteren Eigenwertprobleme zufälliger Differentialoperatoren und Matrizen,
welche beispielsweise in [33] und [22] betrachtet werden und stochastische Randwert-
aufgaben mit gewöhnlichen linearen Differentialoperatoren (vergleiche hierzu [40]). Au-
ßerdem sei auf Arbeiten zu Wärmeleitproblemen mit zufälligem Wärmeleitkoeffizient
beziehungsweise zufälligen Anfangs- und Randbedingungen, wie sie etwa in [21] und [25]
untersucht werden und auf Konvektions-Diffusions-Probleme mit stochastischem Quell-
term (vgl. [34]) verwiesen. Ein weiteres Anwendungsgebiet liegt in der Modellierung von
diskreten Schwingungssystemen mit zufälliger äußerer Erregung (siehe beispielsweise [45],
[54], [57]). Dabei kann der zufällige Einfluss einerseits als schwach korrelierter Prozess
fε(x, ω) modelliert, andererseits aber auch als Integralfunktional eines solchen Prozesses
dargestellt werden. Integralfunktionale der Gestalt∫
D
F (x)fε(x, ω) dx
mit D ⊂ R und einer deterministischen Kernfunktion F spielen eine zentrale Rolle in
der Theorie schwach korrelierter Prozesse, da sie nicht nur für die Modellierung der
zufälligen Eingangsparameter verwendet werden können, sondern auch die Lösungen der
oben genannten Probleme oftmals diese Form besitzen.
Ausgehend von der Zerfallseigenschaft der Momente des schwach korrelierten Prozesses
ist es möglich, stochastische Charakteristiken – wie zum Beispiel Momente, Kumulanten
oder Verteilungsdichten – des Funktionals nach der Korrelationslänge ε zu entwickeln.
Für festes ε erhält man damit auf analytischem Wege zumindest Approximationen für
diese interessierenden Kenngrößen.
An dieser Stelle sei auf die Arbeit [51] verwiesen, in der asymptotische Entwicklungen
höherer Ordnung für zweite Momente linearer Integralfunktionale betrachtet werden.
Außerdem werden dort Abschätzungen des Approximationsfehlers bereitgestellt.
In der vorliegenden Arbeit stehen Methoden zur Approximation der unbekannten Dich-
tefunktion von linearen Integralfunktionalen schwach korrelierter Prozesse im Mittel-
punkt. Für ε→ 0 kann gezeigt werden, dass ε− 12 rε asymptotisch normalverteilt ist. Die
einfachste Approximation für die unbekannte Dichtefunktion des geeignet standardisier-
ten Funktionals stellt aus diesem Grund die Dichte der Standardnormalverteilung dar.
3Die Genauigkeit dieser Approximation kann durch die Betrachtung von Gram-Charlier-
Reihen, welche bereits in [33], [43] und [44] für lineare und nichtlineare Funktionale
schwach korrelierter Prozesse angegeben wurden, erhöht werden. Jedoch bezieht sich die-
se Verbesserung lediglich auf das Zentrum der Verteilung, das heißt den Bereich um den
Erwartungswert. An den Rändern gelingt dies nicht, im Gegenteil, durch die in der Ent-
wicklung auftretenden Hermite-Polynome kann die Gram-Charlier-Approximation am
Rand sogar negative Werte annehmen. Ziel dieser Arbeit ist die Untersuchung alterna-
tiver Methoden zur Dichteapproximation und deren Qualität.
Im zweiten Kapitel werden grundlegende Definitionen und Sätze im Zusammenhang
mit schwach korrelierten Prozessen bereitgestellt. Es werden Annahmen über die Eigen-
schaften der im Funktional betrachteten Kernfunktionen und der eingehenden schwach
korrelierten Prozesse getroffen, welche die spätere Berechnung der Entwicklungskoeffi-
zienten der Momente ermöglichen. In einem weiteren Abschnitt wird ein kurzer Abriss
zum sogenannten Momentenproblem gegeben, welches sich mit der Frage befasst, ob
sich die Verteilung einer Zufallsgröße allein aus der Kenntnis aller Momente eindeutig
bestimmen lässt. Allerdings sind diese Überlegungen für die Betrachtungen hier eher von
theoretischem Interesse, da die unendliche Folge der exakten Momente für das lineare
Funktional nicht zur Verfügung steht, vielmehr nur Entwicklungen der Momente nach
der Korrelationslänge bekannt sind.
Da diese Entwicklungen der Momente die Grundlage für die betrachteten Dichteappro-
ximationsverfahren bilden, werden diese im dritten Kapitel angegeben. Die Zusammen-
hänge werden recht ausführlich dargestellt, weil sie an verschiedenen Stellen der Arbeit
wieder benötigt werden. Außerdem werden Aussagen über die Konvergenzordnung der
Kumulanten des Funktionals getroffen. Diese erweisen sich von einfacherer Struktur als
die Momente und werden für die Herleitung der Edgeworth-Entwicklung benötigt.
Im vierten Kapitel werden schwach korrelierte Simulationsprozesse auf der Grundlage
von Moving-Average-Prozessen definiert. Für Funktionale solcher Prozesse werden die
eingeführten Entwicklungskoeffizienten der ersten fünf Momente berechnet. Die einfache
Struktur der Simulationsprozesse ermöglicht die exakte Berechnung der Momente ihrer
linearen Funktionale, so dass die Entwicklungsergebnisse mit den exakten Resultaten in
Abhängigkeit von der Korrelationslänge verglichen werden können. Außerdem sind diese
Prozesse leicht simulierbar und ermöglichen im weiteren Verlauf den Vergleich der für
das Funktional vorgestellten Dichteapproximationen mit Simulationsergebnissen.
Die folgenden Kapitel der Arbeit befassen sich mit verschiedenen Methoden der Dich-
teapproximation. In Kapitel 5 wird die Gram-Charlier-Reihe angegeben und eine Aussage
über die Konvergenzordnung der Entwicklung der charakteristischen Funktion bewiesen.
Anschließend wird in Form der Edgeworth-Entwicklung eine weitere Herangehenswei-
se vorgestellt, die letztendlich zum selben Ergebnis wie die Gram-Charlier-Reihe führt,
deren Form der Herleitung jedoch den Zusammenhang der entstehenden Entwicklungs-
koeffizienten mit denen der Kumulanten des Integralfunktionals besser herausstellt.
Eine Methode, welche aus der Literatur bei statistischen Fragestellungen insbesondere
zur Verbesserung der Approximationseigenschaften am Verteilungsrand genutzt wird, ist
die Sattelpunktapproximation (vgl. [10], [16], [24]). Die Idee dieser Methode besteht grob
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formuliert darin, die guten Approximationseigenschaften der Edgeworth-Entwicklung im
Zentrum der Verteilung durch die Betrachtung einer sogenannten „verschobenen“ Dich-
tefunktion auch für die Ränder der Verteilung auszunutzen. Im sechsten Kapitel wird
dieser Zugang der Dichteapproximation für das lineare Integralfunktional analysiert und
an numerischen Beispielen illustriert.
Aus informationstheoretischer Sicht stellt die Maximum-Entropie-Methode eine weitere
Möglichkeit dar, aus einer endlichen Anzahl gegebener Momente eine Approximation
für die unbekannte Dichtefunktion zu finden. Maximum-Entropie-Probleme werden in
der Literatur im Kontext verschiedener physikalischer und geowissenschaftlicher Anwen-
dungen diskutiert (siehe etwa [6] und [55]). Aktuelle Arbeiten, wie beispielsweise [1]
und [2], befassen sich mit mehrdimensionalen Maximum-Entropie-Problemen und deren
numerischer Implementierung. In Kapitel 7 dieser Arbeit wird die Maximum-Entropie-
Methode für das Dichteapproximationsproblem des linearen Integralfunktionals gewählt.
Nach der Definition der differentiellen Entropie wird das zu lösende Optimierungspro-
blem beschrieben. Numerische Beispiele bilden den Abschluss dieses Kapitels.
Neben den hier untersuchten Verfahren gibt es in der Literatur noch eine weitere Gruppe
von Verfahren, aus einer endlichen Anzahl bekannter Momente beziehungsweise Kumu-
lanten eine Approximation einer unbekannten Verteilung zu finden. Bei diesen Verfahren
erfolgt die Anpassung der Parameter einer größeren Verteilungsklasse mit Hilfe eines
Momenten- oder Kumulantenvergleichs. Vorteil dieser Verfahren ist, dass – im Fall der
Existenz eines passenden Vertreters in der Verteilungsklasse – die so bestimmte Approxi-
mation tatsächlich die Eigenschaften einer Verteilungsdichte besitzt. Exemplarisch seien
hier zwei mögliche Verteilungsklassen genannt.
In [13] wird als Verteilungsklasse die normal-inverse Gaußverteilung, abkürzend mit NIG
bezeichnet, vorgeschlagen. Aufgrund der vier nahezu unabhängig voneinander wählba-
ren Verteilungsparameter der NIG können symmetrische und asymmetrische Verteilungs-
dichten angepasst werden. Die Verteilungsklasse der NIG ist leptokurtisch, wodurch sie
insbesondere interessant für Anwendungen in der Finanzmathematik ist. In [23] wur-
de die Anpassung der vier Parameter der NIG für die Dichteapproximation linearer
Integralfunktionale schwach korrelierter Prozesse mit Hilfe eines Kumulantenvergleichs
dargestellt. Allerdings sind die Restriktionen an die Parameter so streng, dass nur in
seltenen Fällen eine approximierende NIG-Dichte gefunden werden kann.
Das Pearson-System ist ein weiteres großes Verteilungssystem, welches aus der mathe-
matischen Statistik (vgl. hierzu [9], [39], [46] und [50]) bekannt ist. Es ist eine Klasse
eindimensionaler absolut stetiger Verteilungen, deren Dichtefunktionen f die Gleichung
df(x)
dx
= f(x)
a0 + a1x
b0 + b1x+ b2x2
erfüllen, wobei ai, i = 0, 1 und bi, i = 0, 1, 2 reelle Zahlen sind. Für den Grenzwert
x→ xR gegen einen Randpunkt xR des Trägers der Dichte gelte
lim
x→xR
xk(b0 + b1x+ b2x
2)f(x) = 0 für k = 0, 1, 2, 3.
Für die Anpassung einer Verteilung werden die unbekannten Konstanten unter Verwen-
dung der bekannten Momente ausgedrückt. Es werden je nach Art der Nullstellen des
5Nennerpolynoms verschiedene Typen von Verteilungen unterschieden. Bekannte Vertei-
lungsgesetze, welche zu dieser Verteilungsklasse gehören, sind beispielsweise die Normal-
verteilung, Gammaverteilung und die Betaverteilung.
An dieser Stelle möchte ich mich bei all denen bedanken, die mich bei der Arbeit an
dieser Dissertation in den letzten Jahren unterstützt haben. An erster Stelle bedanke ich
mich herzlich bei meinem Betreuer Herrn Prof. Dr. Jürgen vom Scheidt für die Motiva-
tion zu einem Promotionsvorhaben, die Anregung zu diesem Thema und die freundliche
Unterstützung. Ein großer Dank gilt auch allen jetzigen und ehemaligen Mitarbeitern der
Professur Stochastik, die mit ihrer Hilfs- und Diskussionsbereitschaft stets Ansprechpart-
ner für mich waren. Nicht unerwähnt dürfen an dieser Stelle meine Eltern, Alex, Frank
und mein gesamter Freundeskreis bleiben. Für ihren Rückhalt und die Unterstützung
bin ich sehr dankbar.

Kapitel 2
Grundlagen
In diesem Kapitel sollen grundlegende Definitionen im Zusammenhang mit schwach kor-
relierten Prozessen angegeben und die in dieser Arbeit betrachteten Funktionale de-
finiert werden. Die Form der Darstellung und die verwendeten Bezeichnungen folgen
denen in [43]. In einem weiteren Abschnitt werden Aussagen zum Momentenproblem
zusammengefasst.
2.1 Schwach korrelierte Prozesse und lineare Integral-
funktionale
Definition 2.1 Sei I = {1, . . . , k} und k ∈ N. Dann bilden die Indexmengen Ij mit
Ij 6= ∅ für j = 1, . . . , p und p ≥ 2 eine Zerlegung von I, wenn gilt
Ij ⊆ {1, . . . , k}, mit Ij ∩ Il = ∅ für j 6= l und
p∪
j=1
Ij = I.
Definition 2.2 Für ε > 0 und k ≥ 1 heißt eine Familie von Punkten
(xi ∈ R; i ∈ I = {1, . . . , k})
ε-benachbart, wenn für jede Zerlegung {I1, I2} der Indexmenge I die Beziehung
J (I1) ∩ J (I2) 6= ∅
gilt, wobei
J (Ip) :=
⋃
i∈Ip
{j ∈ I; |xi − xj| ≤ ε}, p = 1, 2
sei. Eine Menge, welche nur aus einem einzelnen Punkt besteht, ist ε-benachbart. Eine
Teilfamilie von Punkten
(xi ∈ R; i ∈ I1 ⊂ I)
heißt maximal ε-benachbart bezüglich der Familie (xi ∈ R; i ∈ I) genau dann, wenn
die Teilfamilie selbst ε-benachbart ist, jedoch für jedes i1 ∈ I\I1 die mit I2 = I1 ∪ {i1}
verbundene Teilfamilie (xi ∈ R; i ∈ I2) nicht ε-benachbart ist.
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In [43] wird folgende Aussage nachgewiesen.
Lemma 2.3
Jede endliche Familie von Punkten (xi ∈ R; i ∈ I) kann eindeutig in maximal ε-
benachbarte Teilfamilien zerlegt werden.
Sei (Ω,A,P) ein vollständiger Wahrscheinlichkeitsraum und D eine messbare Teilmenge
der reellen Zahlen R, dann können mit den eingeführten Begriffen schwach korrelierte
Prozesse definiert werden.
Definition 2.4 Ein zentrierter zufälliger Prozess fε(x, ω) mit x ∈ D ⊂ R heißt schwach
korreliert mit Korrelationslänge ε > 0, wenn die Zerfallseigenschaft
E
{∏
i∈I
fε(xi)
}
=
p∏
j=1
E
∏
i∈Ij
fε(xi)
 (2.1)
für alle k-ten Momente, k = 2, 3, . . . , mit I = {1, . . . , k} erfüllt ist. Dabei bilden
(xi ∈ D; i ∈ I1), (xi ∈ D; i ∈ I2), . . . , (xi ∈ D; i ∈ Ip)
die Zerlegung von (xi ∈ D; i ∈ I) in maximal ε-benachbarte Teilfamilien.
Schwach korrelierte Prozesse sind also dadurch gekennzeichnet, dass aufgrund der defi-
nierenden Zerfallseigenschaft der Momente keine „Fernwirkung“ vorhanden ist.
Eine zentrale Rolle in der Theorie schwach korrelierter Prozesse spielt die nähere Unter-
suchung von linearen Integralfunktionalen
rε(ω) =
∫
D
F (x)fε(x, ω) dx. (2.2)
Für die Betrachtungen hier seien für die deterministische Kernfunktion F (x) und die
Familie schwach korrelierter Prozesse (fε(x, ω); ε ∈ (0, ε0)) mit ε0 < 1 folgende Bedin-
gungen erfüllt.
Annahme 2.5
(1) fε(x, ω) besitze fast sicher stetige Trajektorien und es gelte E|fε(x)|k ≤ ck < ∞
für k = 1, 2, . . . und x ∈ D
(2) F (x) ∈ C1(D) mit D = [0, 1]. Dabei sei cF := ||F ||C[0,1] = max
x∈[0,1]
|F (x)|.
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Im ersten Schritt soll es darum gehen, die Zufallsgröße
rε(ω) =
1∫
0
F (x)fε(x, ω) dx
durch die Betrachtung von Momenten und Kumulanten stochastisch zu beschreiben. Die
exakte Berechnung dieser Charakteristiken gelingt jedoch nur in seltenen Ausnahmefäl-
len.
Beispiel 2.6 Ein Spezialfall, in dem die stochastische Beschreibung der Zufallsgrö-
ße rε(ω) leicht exakt gelingt, ist der des linearen Integralfunktionals eines zentrierten
Gaußprozesses. In diesem Fall ist rε(ω) eine zentrierte Gaußsche Zufallsgröße, denn die
Riemannschen Zwischensummen
Zn(ω) :=
n∑
i=1
F (θi)fε(θi, ω)∆xi,
mit ∆xi = xi − xi−1, x0 = 0, xn = 1 und den Zwischenpunkten θi ∈ [xi−1, xi] sind
für jedes n ∈ N als Linearkombination von gemeinsam normalverteilten Zufallsgrößen
(fε(θ1, ω), . . . , fε(θn, ω)) wieder normalverteilt mit mZn,1 = 0 (vgl. [49]). Für die charak-
teristische Funktion von Zn(ω) gilt deshalb
ψZn(t) = E exp(itZn) = exp
(
itmZn,1 −
1
2
t2mZn,2
)
= exp
(
−1
2
t2mZn,2
)
.
Es ist
lim
n→∞
ψZn(t) = exp
(
−1
2
t2mrε,2
)
wegen
lim
n→∞
mZn,2 =
1∫
0
1∫
0
F (x1)F (x2)E{fε(x1)fε(x2)} dx1dx2 = mrε,2 .
In den Fällen, in denen eine exakte Verteilungsaussage für die Zufallsgröße rε(ω) nicht
getroffen werden kann, werden Entwicklungen der Charakteristiken bezüglich der Korre-
lationslänge ε herangezogen. In diesem Zusammenhang sind zur Beschreibung der Kon-
vergenzordnung für ε→ 0 die folgenden Schreibweisen von Interesse.
Seien f(ε) und g(ε) auf ε ∈ (0, ε0) definiert. Dann bedeutet die Schreibweise
• f(ε) = O(g(ε)) ε → 0, dass es eine Konstante C und ein ε˜ ∈ (0, ε0) gibt, so dass
gilt ∣∣∣∣f(ε)g(ε)
∣∣∣∣ ≤ C für alle ε ∈ (0, ε˜).
• f(ε) = O(g(ε)) ε→ 0, dass lim
ε→0
∣∣∣∣f(ε)g(ε)
∣∣∣∣ = 0 gilt.
Da eine Ordnungsangabe in dieser Arbeit stets im Sinne ε → 0 erfolgt, wird auf die
ständige Auszeichnung von ε→ 0 in der Schreibweise im Weiteren verzichtet.
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2.2 Aussagen zum Momentenproblem
Wird angenommen, dass für fixiertes ε die Folge der Momente (mrε,k; k ∈ N0) bekannt
ist, dann stellt sich die Frage, ob die dazugehörige Verteilung Frε eindeutig durch die
Momentenfolge charakterisiert wird.
In allgemeinerem Kontext ist dieses Problem in der Literatur als Momentenproblem
bekannt. Es behandelt die Fragen, unter welchen Voraussetzungen zu einer gegebenen
endlichen Folge (m0,m1, . . . ,mn) bzw. unendlichen Folge (mk; k ∈ N0) reeller Zahlen mit
m0 = 1 eine Verteilung F auf (I,B(I)) mit
mk =
∫
I
xkdF(x) (2.3)
existiert und ob im Fall der Existenz die als Lösung des Momentenproblems bezeichnete
Verteilung F eindeutig durch die Angabe der Momentenfolge mit (2.3) bestimmt ist.
Je nach der Gestalt von I werden verschiedene Momentenprobleme untersucht. Aus his-
torischen Gründen werden die Momentenprobleme zu unendlicher Momentenfolge mit
I = [0, 1], I = [0,∞) und I = R in dieser Reihenfolge als Hausdorffsches, Stieltjes
und Hamburger Momentenproblem bezeichnet. Zur Beantwortung der Frage nach der
Lösbarkeit dieser Probleme existieren entsprechende Kriterien. So besitzt das Momen-
tenproblem im Hamburger Sinne genau dann eine Lösung zu einer gegebenen Folge reeller
Zahlen (mk; k ∈ N0), falls für jedes n ∈ N
det((mj+k)
n
j,k=0) ≥ 0
erfüllt ist, wobei mit (mj+k)nj,k=0 die Hankelmatrix
(mj+k)
n
j,k=0 :=

m0 m1 m2 . . . mn
m1 m2 m3 . . . mn+1
...
...
... . . .
...
mn mn+1 mn+2 . . . m2n

bezeichnet wird (vgl. [36]). Das Stieltjes Momentenproblem ist genau dann lösbar, wenn
det((mj+k)
n
j,k=0) > 0 und det((mj+k+1)
n
j,k=0) > 0
erfüllt sind. Für die Lösbarkeit des Hausdorffschen Momentenproblems ist notwendig
und hinreichend, dass die Folge der reellen Zahlen vollmonoton ist, das bedeutet, es gilt
r∑
j=0
(
r
j
)
(−1)jmk+j ≥ 0 für alle r, k ∈ N0
(vgl. [14]). Im Fall ihrer Existenz ist die Lösung dann sogar eindeutig (vgl. [49]). Für die
anderen beiden klassischen Probleme ist die Frage nach der Eindeutigkeit der Lösung im
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Falle ihrer Existenz nicht so einfach zu beantworten. So ist das Hamburger Momenten-
problem nach [4] genau dann eindeutig lösbar, wenn die Folge der kleinsten Eigenwerte λn
der Hankelmatrizen (mj+k)nj,k=0 eine Nullfolge ist. Diese Bedingung lässt sich praktisch
schwer überprüfen, so dass stattdessen die bekannten hinreichenden Kriterien untersucht
werden können. So ist die Bedingung
lim
n→∞
2n
√
m2n
2n
<∞
hinreichend für die eindeutige Lösbarkeit des Hamburger Momentenproblems. Eine wei-
tere Bedingung, die in diesem Zusammenhang genannt werden kann, ist die Carleman-
Bedingung, nach der die Divergenz der Reihe
∞∑
n=1
1
2n
√
m2n
für das Problem im Hamburger
Sinne und die Divergenz von
∞∑
n=1
1
2n
√
mn
im Stieltjes Sinne hinlänglich für die eindeutige
Lösbarkeit sind (vgl. [49]). Nach der Krein-Bedingung (vgl. beispielsweise [52], [53]) ist
eine absolut stetige Verteilung mit Dichtefunktion f(x) > 0 für x ∈ R nicht eindeutig
durch die Folge der Momente bestimmt, wenn
∞∫
−∞
− ln f(x)
1 + x2
dx <∞
ist. Für eine Verteilung mit Dichtefunktion f(x) > 0 für x ∈ (0,∞) und f(x) = 0 für
x ≤ 0 ist nach der Krein-Bedingung
∞∫
0
− ln f(x2)
1 + x2
dx <∞
hinreichend dafür, dass die Verteilung nicht durch die Momentenfolge eindeutig charak-
terisiert werden kann.
In welchem Kontext das Momentenproblem des linearen Integralfunktionals betrachtet
wird, hängt maßgeblich von den Eigenschaften des eingehenden schwach korrelierten
Prozesses fε(x, ω) ab. Sind die Trajektorien des Prozesses fast sicher beschränkt, so ist
rε auf einem endlichen Intervall konzentriert und die Verteilung Frε eindeutig durch die
unendliche Folge der Momente charakterisiert. Diese Aussage ist jedoch aus praktischer
Sicht von geringer Relevanz, da die Momente des Integralfunktionals im allgemeinen Fall
nicht exakt zur Verfügung stehen, sondern nur als Entwicklungen nach der Korrelati-
onslänge bekannt sind. Die unendliche Momentenfolge ist damit nicht verfügbar, so dass
sich die Frage nach der Eindeutigkeit der Verteilung nicht stellt. Ziel ist es dann, für die
unbekannte Verteilung wenigstens eine Approximation aus der Kenntnis einer endlichen
Folge von Entwicklungen von Momenten oder Kumulanten nach der Korrelationslänge
zu erhalten.
In der Literatur sind verschiedenartige Methoden zur Verteilungsapproximation aus einer
endlichen Anzahl an Momenten bzw. Kumulanten bekannt. Bevor einige dieser Verfahren
näher betrachtet werden, müssen im folgenden Kapitel die dafür benötigten Entwicklun-
gen der Momente und Kumulanten des linearen Integralfunktionals bereitgestellt werden.

Kapitel 3
Momente und Kumulanten linearer
Integralfunktionale
In diesem Kapitel werden zunächst Entwicklungen der Momente nach der Korrelations-
länge angegeben. Die Darstellung ist an [43] angelehnt. Die Zusammenhänge werden
hier recht ausführlich betrachtet, weil sie in der späteren Herleitung der Konvergenz-
ordnung der Entwicklung der charakteristischen Funktion des standardisierten linearen
Integralfunktionals benötigt werden.
Daran schließen sich Aussagen über die Kumulanten der linearen Integralfunktionale an,
die mit Hilfe der Betrachtungen für die Momente gefunden werden können. Es erweist
sich, dass diese von einfacherer Struktur sind als die Momente.
Mit Hilfe dieser Ergebnisse können Approximationen für die Verteilung der Zufallsgröße
gefunden werden, um weitere stochastische Kenngrößen – wie beispielsweise Wahrschein-
lichkeiten – wenigstens näherungsweise berechnen zu können.
3.1 Momente von linearen Integralfunktionalen
Für die weiteren Betrachtungen in diesem Abschnitt wird vereinbart, dass aus Grün-
den der Übersichtlichkeit auch bei Integration über ein mehrdimensionales Gebiet nur
ein Integralzeichen geschrieben wird. Die jeweilige Bedeutung erschließt sich aus dem
Zusammenhang.
Das Interesse liegt darin, für die Momente
mrε,k := Er
k
ε =
∫
Dk
k∏
i=1
F (xi)E
{
k∏
i=1
fε(xi)
}
dx1 . . . dxk (3.1)
Entwicklungen nach der Korrelationslänge ε anzugeben. Zur weiteren Umformung von
(3.1) wird die die schwach korrelierten Prozesse definierende Zerfallseigenschaft (2.1) der
Momente in Momente niedrigerer Ordnung in Abhängigkeit von der Korrelationslänge
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herangezogen. Ziel ist es, das Integrationsgebiet Dk entsprechend so zu zerlegen, dass
diese Zerfallseigenschaft ausgenutzt werden kann. Dazu werden die Mengen
B(I1, . . . , Ip) :=
{
(x1, . . . , xk) ∈ Dk; (xi; i ∈ Ij), j = 1, . . . , p
maximal ε-benachbart in Bezug auf (xi; i ∈ I)}
für p = 1, . . . , k definiert, wobei die Indexmengen Ij, j = 1, . . . , p eine Zerlegung der In-
dexmenge I = {1, . . . , k} bilden. Da nach Lemma 2.3 jede endliche Familie von Punkten
(xi; i ∈ {1, . . . , k}) eindeutig in disjunkte maximal ε-benachbarte Teilfamilien zerlegt
werden kann, gilt
B(I1, . . . , Iu) ∩ B(Î1, . . . , Îv) = ∅ für (I1, . . . , Iu) 6= (Î1, . . . , Îv).
Weiterhin werde für eine Indexmenge Ij = {ij1 , . . . , ijkj } mit |Ij| = kj die Menge
E(Ij) :=
{
(xij1 , . . . , xijkj
) ∈ Dkj ; (xij1 , . . . , xijkj ) ε-benachbart
}
definiert, dann gilt
B(I1, . . . , Ip) =
p×
j=1
E(Ij) \F(I1, . . . , Ip),
wobei
F(I1, . . . , Ip) :=
⋃
{{j1,j2},{j3},...,{jp}}
E(Ij1 ∪ Ij2)× E(Ij3)× · · · × E(Ijp) (3.2)
für p ≥ 2 und F(I1) := ∅ ist. Die Vereinigung erstreckt sich über alle nichtäquivalenten
Zerlegungen von {1, . . . , p} in Mengen {j1, j2}, {j3}, . . . , {jp}, d. h. über Zerlegungen,
für die nicht die mengenmäßige Gleichheit gilt, welche sich also nicht nur durch Permu-
tation von Mengenelementen unterscheiden. Das Integrationsgebiet lässt sich damit als
Vereinigung der disjunkten Mengen B(I1, . . . , Ip) in der Form
Dk =
k⋃
p=1
⋃
{I1,...,Ip}
B(I1, . . . , Ip)
schreiben, wobei die innere Vereinigung über alle nichtäquivalenten Zerlegungen
{I1, . . . , Ip} mit |Ij| = kj und
p∑
j=1
kj = k
von {1, . . . , k} zu bilden ist. Zwei Zerlegungen heißen dabei äquivalent, wenn sie durch
Permutation der Mengen Ij auseinander hervorgehen. Für das k-te Moment ergibt sich
mit Hilfe dieser Überlegungen
mrε,k =
k∑
p=1
∑
{I1,...,Ip}
∫
B(I1,...,Ip)
p∏
j=1
∏
i∈Ij
F (xi)E
∏
i∈Ij
fε(xi)

 dx1 . . . dxk
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=
k∑
p=1
∑
{I1,...,Ip}
 p∏
j=1
∫
E(Ij)
∏
i∈Ij
F (xi)E
∏
i∈Ij
fε(xi)
∏
i∈Ij
dxi
−
∫
F(I1,...,Ip)
p∏
j=1
∏
i∈Ij
F (xi)E
∏
i∈Ij
fε(xi)

 dx1 . . . dxk
 . (3.3)
Die an der Vereinigung in (3.2) beteiligten np :=
(
p
2
)
Mengen sind nicht disjunkt. Eine
weitere Zerlegung des Integrals in (3.3) über F(I1, . . . , Ip) wird nach dem Prinzip von
Inklusion und Exklusion durch die Siebformel von Poincaré und Sylvester (vgl. [38]) er-
reicht. Diese Formel wird im folgenden Lemma für den hier betrachteten Zusammenhang
formuliert.
Lemma 3.1
Seien die Bezeichnungen
Apt := E(Itj1 ∪ Itj2)× E(Itj3)× · · · × E(Itjp) für t = 1, . . . , np,
G(Ij) :=
∏
i∈Ij
F (xi)E
∏
i∈Ij
fε(xi)
 für j = 1, . . . , p,
Int(Apt ,G) :=
∫
Apt
G(I1, . . . , Ip) dx1 . . . dxk
und
G(I1, . . . , Ip) :=
p∏
j=1
G(Ij) =
p∏
j=1
∏
i∈Ij
F (xi)E
∏
i∈Ij
fε(xi)


eingeführt. Dann gilt der Zusammenhang
Int (F(I1, . . . , Ip),G) = Int
(
np⋃
t=1
Apt ,G
)
=
np∑
t=1
(−1)t+1
 ∑
1≤i1<i2<···<it≤np
Int
(
t⋂
j=1
Apij ,G
)
=
∑
1≤i1≤np
Int
(Api1 ,G)− ∑
1≤i1<i2≤np
Int
(Api1 ∩ Api2 ,G)
+
∑
1≤i1<i2<i3≤np
Int
(Api1 ∩ Api2 ∩ Api3 ,G)∓ · · ·+ (−1)np+1Int
(
np⋂
j=1
Apij ,G
)
.
(3.4)
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Beispiel 3.2 Sei p = 3, d. h. F(I1, I2, I3) ist die Vereinigung der Mengen
A31 := E(I1 ∪ I2)× E(I3), A32 := E(I1 ∪ I3)× E(I2) und A33 := E(I2 ∪ I3)× E(I1).
Mit Gleichung (3.4) lässt sich das Integral über diese Menge schreiben als
Int
(
3⋃
t=1
A3t ,G
)
=
∑
1≤i1≤3
Int
(A3i1 ,G)− 2 Int (E(I1 ∪ I2 ∪ I3),G) , (3.5)
da A3i ∩ A3j = E(I1 ∪ I2 ∪ I3) für i 6= j gilt.
Beispiel 3.3 Sei p = 4, d. h. F(I1, I2, I3, I4) ist die Vereinigung der sechs Mengen
A41 := E(I1 ∪ I2)× E(I3)× E(I4), A42 := E(I1 ∪ I3)× E(I2)× E(I4),
A43 := E(I1 ∪ I4)× E(I2)× E(I3), A44 := E(I2 ∪ I3)× E(I1)× E(I4),
A45 := E(I2 ∪ I4)× E(I1)× E(I3), A46 := E(I3 ∪ I4)× E(I1)× E(I2).
Werden die in der Formel (3.4) von Lemma 3.1 vorkommenden Durchschnitte ausgewer-
tet, so lässt sich das Integral über F(I1, I2, I3, I4) schreiben als
Int
(
6⋃
t=1
A4t ,G
)
=
∑
1≤i1≤6
Int
(A4i1 ,G)
− 2
(
Int (E(I1 ∪ I2 ∪ I3)× E(I4),G) + Int (E(I1 ∪ I2 ∪ I4)× E(I3),G)
+ Int (E(I1 ∪ I3 ∪ I4)× E(I2),G) + Int (E(I2 ∪ I3 ∪ I4)× E(I1),G)
)
− Int (E(I1 ∪ I2)× E(I3 ∪ I4),G)− Int (E(I1 ∪ I3)× E(I2 ∪ I4),G)
− Int (E(I1 ∪ I4)× E(I2 ∪ I3),G) + 6 Int (E(I1 ∪ I2 ∪ I3 ∪ I4),G) ,
(3.6)
da beispielsweise für die Durchschnitte aus zwei Mengen
(E(Ii1 ∪ Ii2)× E(Ii3)× E(Ii4)) ∩ (E(Ii1 ∪ Ii3)× E(Ii2)× E(Ii4))
= E(Ii1 ∪ Ii2 ∪ Ii3)× E(Ii4)
und
(E(Ii1 ∪ Ii2)× E(Ii3)× E(Ii4)) ∩ (E(Ii3 ∪ Ii4)× E(Ii1)× E(Ii2))
= E(Ii1 ∪ Ii2)× E(Ii3 ∪ Ii4)
gilt.
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Lemma 3.4
Mit den in Lemma 3.1 eingeführten Bezeichnungen gelten die Ungleichungen∣∣∣∣∣Int
(
np⋃
t=1
Apt ,G
)∣∣∣∣∣ ≤ ∑
1≤i1≤np
Int
(Api1 , |G|) (3.7)
und ∣∣∣∣∣∣
∑
1≤i1≤np
Int
(Api1 ,G)− Int
(
np⋃
t=1
Apt ,G
)∣∣∣∣∣∣ ≤
∑
1≤i1<i2≤np
Int
(Api1 ∩ Api2 , |G|) . (3.8)
Beweis.
Für einen im Integrationsgebiet nichtnegativen Integranden Ĝ(I1, . . . , Ip) gelten die Un-
gleichungen von Bonferroni (vgl. [31]), d. h. für gerades w mit w ∈ {1, . . . , np} ist
Int
(
np⋃
t=1
Apt , Ĝ
)
≥
w∑
t=1
(−1)t+1
 ∑
1≤i1<i2<···<it≤np
Int
(
t⋂
j=1
Apij , Ĝ
)
und für ungerades w ist
Int
(
np⋃
t=1
Apt , Ĝ
)
≤
w∑
t=1
(−1)t+1
 ∑
1≤i1<i2<···<it≤np
Int
(
t⋂
j=1
Apij , Ĝ
) .
Die Ungleichung (3.7) folgt wegen∣∣∣∣∣Int
(
np⋃
t=1
Apt ,G
)∣∣∣∣∣ ≤ Int
(
np⋃
t=1
Apt , |G|
)
direkt nach der Anwendung der Bonferroni-Ungleichung für w = 1.
Mit der Zerlegung G = G+ − G− des Integranden ist∣∣∣∣∣∣
∑
1≤i1≤np
Int
(Api1 ,G)− Int
(
np⋃
t=1
Apt ,G
)∣∣∣∣∣∣
=
∣∣∣∣∣∣
∑
1≤i1≤np
Int
(Api1 ,G+ − G−)− Int
(
np⋃
t=1
Apt ,G+ − G−
)∣∣∣∣∣∣
=
∣∣∣∣∣∣
∑
1≤i1≤np
Int
(Api1 ,G+)− Int
(
np⋃
t=1
Apt ,G+
)
−
∑
1≤i1≤np
Int
(Api1 ,G−)+ Int
(
np⋃
t=1
Apt ,G−
)∣∣∣∣∣∣
≤
∣∣∣∣∣∣
∑
1≤i1≤np
Int
(Api1 ,G+)−Int
(
np⋃
t=1
Apt ,G+
)∣∣∣∣∣∣+
∣∣∣∣∣∣
∑
1≤i1≤np
Int
(Api1 ,G−)−Int
(
np⋃
t=1
Apt ,G−
)∣∣∣∣∣∣ .
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Die Ausdrücke in den Beträgen sind nichtnegativ. Beide Beträge können nun mit der
Bonferroni-Ungleichung für w = 2 abgeschätzt werden. Wird danach G+ + G− = |G|
berücksichtigt, ergibt sich Ungleichung (3.8). 
In [43] wird unter allgemeineren Voraussetzungen gezeigt, dass für I = {1, . . . , s} gilt∫
E(I)
∏
i∈I
F (xi)E
{∏
i∈I
fε(xi)
}
dx1 . . . dxs = O(εs−1).
Zum besseren Verständnis der weiteren Betrachtungen wird der Beweis dieser Aussage
an dieser Stelle für den hier betrachteten Fall D = [0, 1] dargestellt.
Lemma 3.5
Sei I = {1, . . . , s}. Unter Annahme 2.5 gilt für (x1, . . . , xs) ∈ E(I) die Ungleichung
|xi − xj| ≤ (s− 1) ε für i, j ∈ I. Es gilt die Abschätzung∣∣∣∣∣∣∣
∫
E(I)
∏
i∈I
F (xi)E
{∏
i∈I
fε(xi)
}
dx1 . . . dxs
∣∣∣∣∣∣∣ ≤ cs csF (2(s− 1) ε)s−1 ,
wobei E|fε(x)|s ≤ cs ∀ x ∈ [0, 1] und |F (x)| ≤ cF ∀ x ∈ [0, 1] ist.
Beweis.∣∣∣∣∣∣∣
∫
E(I)
∏
i∈I
F (xi)E
{∏
i∈I
fε(xi)
}
dx1 . . . dxs
∣∣∣∣∣∣∣ ≤
∫
E(I)
∏
i∈I
|F (xi)|E
{∣∣∣∣∣∏
i∈I
fε(xi)
∣∣∣∣∣
}
dx1 . . . dxs
(3.9)
Da wegen der Youngschen Ungleichung (vgl. beispielsweise [59])∣∣∣∣∣∏
i∈I
fε(xi)
∣∣∣∣∣ ≤ 1s∑
i∈I
|fε(xi)|s
gilt und (x1, . . . , xs) ∈ E(I) für fixiertes x1 ∈ D die Beziehung xi ∈ B(s−1) ε(x1) für
i = 2, . . . , s nach sich zieht, lässt sich (3.9) weiter abschätzen durch∫
E(I)
∏
i∈I
|F (xi)|E
{∣∣∣∣∣∏
i∈I
fε(xi)
∣∣∣∣∣
}
dx1 . . . dxs
≤
∫
E(I)
∏
i∈I
|F (xi)|E
{
1
s
∑
i∈I
|fε(xi)|s
}
dx1 . . . dxs
≤ cs
∫
E(I)
∏
i∈I
|F (xi)| dx1 . . . dxs
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= cs
∫
D
|F (x1)|
 ∫
B(s−1) ε(x1)
|F (x2)| dx2 · · ·
∫
B(s−1)ε(x1)
|F (xs)| dxs
 dx1
≤ cs · csF (2(s− 1) ε)s−1 ,
weil
∫
B(s−1)ε(x1)
|F (x)| dx ≤ cF · 2(s− 1)ε ist. 
Mit der in Lemma 3.5 erhaltenen kleinsten Ordnung bezüglich ε werden die Entwicklun-
gen der Form∫
E(I)
∏
i∈I
F (xi)E
{∏
i∈I
fε(xi)
}
dx1 . . . dxs =
sAs−1εs−1 + sAsεs +O(εs+1) (3.10)
∫
E(I1∪I2)
∏
i∈I1∪I2
F (xi)E
{∏
i∈I1
fε(xi)
}
E
{∏
i∈I2
fε(xi)
} ∏
i∈I1∪I2
dxi
= As1s2ε
s1+s2−1 +O(εs1+s2) (3.11)
mit I = {1, . . . , s}, I1 = {1, . . . , s1} und I2 = {s1 + 1, . . . , s1 + s2} vorausgesetzt, wobei
nach Definition As1s2 = As2s1 gilt.
Sei |Ij| = kj für j = 1, . . . , p und
p∑
j=1
kj = k, dann wird – wenn die Anzahl der Indizes in
den Mengen hervorgehoben werden soll – nun Ij,kj synonym für Ij geschrieben und für
das Moment aus (3.3)
mrε,k =
k∑
p=1
∑
{I1,...,Ip}
(
L1(I1,k1 , . . . , Ip,kp)− L2(I1,k1 , . . . , Ip,kp)
)
(3.12)
mit
L1(I1,k1 , . . . , Ip,kp) :=
p∏
j=1
∫
E(Ij)
∏
i∈Ij
F (xi)E
∏
i∈Ij
fε(xi)

∏
i∈Ij
dxi (3.13)
=
p∏
j=1
[
kjAkj−1ε
kj−1 + kjAkjε
kj +O(εkj+1)]
=
p∏
j=1
kjAkj−1ε
kj−1 +
p∑
j=1
kjAkjε
kj
p∏
l=1
l6=j
klAkl−1ε
kl−1 +O(εk−p+2)
=
(
p∏
j=1
kjAkj−1
)
εk−p +
 p∑
j=1
kjAkj
p∏
l=1
l 6=j
klAkl−1
 εk−p+1 +O(εk−p+2)
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und
L2(I1,k1 , . . . , Ip,kp) :=
∫
F(I1,...,Ip)
p∏
j=1
∏
i∈Ij
F (xi)E
∏
i∈Ij
fε(xi)

 dx1 . . . dxk (3.14)
erhalten. Wenn zusätzlich berücksichtigt wird, dass die in Gleichung (3.4) durch die
Umformung von F(I1, . . . , Ip) angegebenen Durchschnitte von Mengen der Gestalt
E(Ij1 ∪ Ij2)×
p×
i=3
E(Iji)
die Formen
E(Ij1 ∪ Ij2 ∪ Ij3)×
p×
i=4
E(Iji), E(Ij1 ∪ Ij2)× E(Ij3 ∪ Ij4)×
p×
i=5
E(Iji), (3.15)
E(Ij1 ∪ Ij2 ∪ Ij3 ∪ Ij4)×
p×
i=5
E(Iji), E(Ij1 ∪ Ij2)× E(Ij3 ∪ Ij4 ∪ Ij5)×
p×
i=6
E(Iji),
. . .
haben und sich für die Integrale über diese Mengen wegen der Annahmen (3.10) und
(3.11) die kleinste Ordnung bezüglich ε für die Integrale über die Mengen der Formen
(3.15) mit εk−p+2 ergibt, ist die Gesamtheit dieser von der Ordnung O(εk−p+2) und es ist
L2(I1,k1 , . . . , Ip,kp)
=
∑
{{j1,j2},{j3},...,{jp}}
 ∫
E(Ij1∪Ij2 )
∏
j=j1,j2
∏
i∈Ij
F (xi)E
∏
i∈Ij
fε(xi)

 ∏
i∈Ij1∪Ij2
dxi
·
∏
j=j3,...,jp
∫
E(Ij)
∏
i∈Ij
F (xi)E
∏
i∈Ij
fε(xi)
∏
i∈Ij
dxi
+O(εk−p+2)
=
∑
{{j1,j2},{j3},...,{jp}}
[
Akj1kj2ε
kj1+kj2−1
p∏
l=3
kjlAkjl−1ε
kjl−1 +O(εk−p+2)
]
=
 ∑
{{j1,j2},{j3},...,{jp}}
Akj1kj2
p∏
l=3
kjlAkjl−1
 εk−p+1 +O(εk−p+2).
Für die späteren Überlegungen im Zusammenhang mit der Konvergenzordnung der
Entwicklung der charakteristischen Funktion spielt die Gestalt der beiden Ausdrücke
L1(I1,k1 , . . . , Ip,kp) und L2(I1,k1 , . . . , Ip,kp) eine wesentliche Rolle, so dass abkürzend fol-
gende Bezeichnungen eingeführt werden
γ
(1)
1 (k1, . . . , kp) :=
p∏
j=1
kjAkj−1 (3.16)
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γ
(2)
1 (k1, . . . , kp) :=
p∑
j=1
kjAkj
p∏
l=1
l 6=j
klAkl−1 (3.17)
γ2(k1, . . . , kp) :=
∑
{{j1,j2},{j3},...,{jp}}
Akj1kj2
p∏
l=3
kjlAkjl−1 (3.18)
und damit
L1(I1,k1 , . . . , Ip,kp) = γ(1)1 (k1, . . . , kp) εk−p + γ(2)1 (k1, . . . , kp) εk−p+1 +O(εk−p+2) (3.19)
L2(I1,k1 , . . . , Ip,kp) = γ2(k1, . . . , kp) εk−p+1 +O(εk−p+2) (3.20)
sind.
Bemerkung 3.6 An dieser Stelle kann bemerkt werden, dass in der äußeren Summe
von (3.3) eigentlich nur die Summanden bis [k
2
] nicht verschwinden, wenn mit [.] der
ganzzahlige Anteil bezeichnet wird, da aufgrund der Zentriertheit von fε(x, ω) nur Zer-
legungen von {1, . . . , k}, in denen die Indexmengen jeweils mindestens zwei Indizes ent-
halten, einen nicht verschwindenden Summanden produzieren. Bezeichnet also q =
[
k
2
]
,
dann lässt sich das Moment in (3.3) bzw. (3.12) mit den eingeführten Bezeichnungen
schreiben als
mrε,k =
q∑
p=1
∑
{I1,k1 ,...,Ip,kp}
(
γ
(1)
1 (k1, . . . , kp) ε
k−p
+
(
γ
(2)
1 (k1, . . . , kp)− γ2(k1, . . . , kp)
)
εk−p+1 +O(εk−p+2)
)
.
(3.21)
Bemerkung 3.7 Die Terme der niedrigsten Ordnung bezüglich ε von mrε,k ergeben
sich für gerade k aus den Zerlegungen mit p = q = k
2
und demzufolge
|I1| = |I2| = · · · = |Iq| = 2
und im Fall k ungerade für die Zerlegungen mit p = q = k−1
2
und damit
|I1| = 3 und |I2| = · · · = |Iq| = 2,
so dass
mrε,k =
{
O(√εk) k gerade
O(√εk+1) k ungerade
gefunden werden kann.
Aufgrund von Bemerkung 3.7 und Gleichung (3.21) sind bei geraden Momenten mrε,k,
k = 2q, q ∈ N für die Ordnungen √εk und √εk+2 der Entwicklung des Moments nach ε
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nur die Mengen von nichtäquivalenten Zerlegungen {I1, . . . , Ip} für p = q und p = q− 1
interessant. Für diese werden die Bezeichnungen
J1 :=
{
{{s1, t1}, {s2, t2}, . . . , {sq, tq}}
}
J2 :=
{
{{s1, t1, u1, v1}, {s2, t2}, . . . , {sq−1, tq−1}}
}
J3 :=
{
{{s1, t1, u1}, {s2, t2, u2}, {s3, t3}, . . . , {sq−1, tq−1}}
} (3.22)
eingeführt und es ergibt sich für das Moment mrε,k die Beziehung
mrε,k =
∑
J1
γ
(1)
1 (2, . . . , 2)
√
ε
k
+
[∑
J1
(
γ
(2)
1 (2, . . . , 2)− γ2(2, . . . , 2)
)
+
∑
J2
γ
(1)
1 (4, 2, . . . , 2) +
∑
J3
γ
(1)
1 (3, 3, 2, . . . , 2)
]
√
ε
k+2
+O(√εk+4).
(3.23)
Für ungerade Momentemrε,k mit k = 2q+1 und q ∈ N spielen für die Entwicklungskoeffi-
zienten der Ordnungen
√
ε
k+1 und
√
ε
k+3 die Mengen von nichtäquivalenten Zerlegungen
für p = q und p = q − 1 (vgl. (3.21))
J4 :=
{
{{s1, t1, u1}, {s2, t2}, . . . , {sq, tq}}
}
J5 :=
{
{{s1, t1, u1, v1, w1}, {s2, t2}, . . . , {sq−1, tq−1}}
}
J6 :=
{
{{s1, t1, u1}, {s2, t2, u2}, {s3, t3, u3}, {s4, t4}, . . . , {sq−1, tq−1}}
}
J7 :=
{
{{s1, t1, u1, v1}, {s2, t2, u2}, {s3, t3}, . . . , {sq−1, tq−1}}
}
(3.24)
eine Rolle. Mit Hilfe dieser Überlegungen gilt für ungerade Momentemrε,k mit k = 2q+1,
q ∈ N
mrε,k =
∑
J4
γ
(1)
1 (3, 2, . . . , 2)
√
ε
k+1
+
[∑
J4
(
γ
(2)
1 (3, 2, . . . , 2)− γ2(3, 2, . . . , 2)
)
+
∑
J5
γ
(1)
1 (5, 2, . . . , 2)
+
∑
J6
γ
(1)
1 (3, 3, 3, 2, . . . , 2) +
∑
J7
γ
(1)
1 (4, 3, 2, . . . , 2)
]
√
ε
k+3
+O(√εk+5).
(3.25)
Zur vollständigen Auswertung von (3.23) und (3.25) müssen die jeweiligen Anzahlen
an nichtäquivalenten Zerlegungen der Formen (3.22) und (3.24) noch bestimmt werden.
Aus kombinatorischen Überlegungen ergibt sich für die Anzahl der nichtäquivalenten
Zerlegungen {I1, . . . , Ip} die folgende Beziehung in Lemma 3.8.
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Lemma 3.8
Die Anzahl von nichtäquivalenten Zerlegungen der Form {I1, . . . , Ip} mit den Eigen-
schaften
j = 1, . . . , p1 : |Ij| = k1
j = p1 + 1, . . . , p1 + p2 : |Ij| = k2
...
...
j = p1 + p2 + · · ·+ pn−1 + 1, . . . , p1 + · · ·+ pn−1 + pn : |Ij| = kn
(3.26)
und
n∑
i=1
pi = p und
n∑
i=1
piki = k ist durch
|{{I1, . . . , Ip}}| =
n∏
i=1
 1
pi!
pi−1∏
j=0
(k − i−1∑
l=1
plkl − jki
ki
) (3.27)
=
k!
n∏
i=1
(ki!)pipi!
(3.28)
gegeben. Insbesondere ist im Fall k gerade und p = k
2
dann n = 1, k1 = 2 und∣∣∣{{I1, . . . , I k
2
}
}∣∣∣ = k!√
2
k (k
2
)
!
=: ek. (3.29)
Weiterhin gilt für gerade k
ek = (k − 1)(k − 3) · · · (k − 2s− 1)ek−2s−2, für s = 0, 1, . . . , k − 4
2
(3.30)
und für ungerade k
ek+1 = k(k − 2) · · · (k − 2s)ek−2s−1, für s = 0, 1, . . . , k − 3
2
. (3.31)
Beweis.
Unter Verwendung des Multinomialkoeffizienten(
k
k1, k1, . . . , k1, k2, . . . , k2, . . . , kn, . . . , kn
)
:=
k!
(k1!)p1(k2!)p2 · · · (kn!)pn
wird die Anzahl der möglichen Anordnungen von k Elementen in die Klassen I1, ..., Ip
mit den angegebenen Eigenschaften erhalten. Dabei werden die Indizes innerhalb einer
Klasse nicht unterschieden; ihre Anordnung wird damit nicht berücksichtigt. Da außer-
dem bei der Anzahl von nichtäquivalenten Zerlegungen |{{I1, ..., Ip}}| zwei Zerlegungen
auch als gleich angesehen werden, wenn sie sich nur durch Permutation der Indexmen-
gen Ij ergeben, muss diese Anzahl noch durch
n∏
i=1
pi! geteilt werden, womit sich die
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obige Beziehung (3.28) ergibt. Durch Einsetzen der Definition des Binomialkoeffizienten(
m
l
)
=
m!
l!(m− l)! in (3.27) und Vereinfachung des entstehenden Ausdrucks ergibt sich
gerade Beziehung (3.28). 
Mit Hilfe von (3.27) lässt sich |Jp| der Mengen in (3.22) bestimmen als
|J1| = ek = e2q
|J2| =
(
k
4
)
ek−4 =
k(k − 2)
24
ek =
1
3
(
q
2
)
e2q
|J3| = 1
2
(
k
3
)(
k − 3
3
)
ek−6 =
k(k − 2)(k − 4)
72
ek =
2
3
(
q
3
)
e2q
(3.32)
und mit dk := 13
(
k
2
)
ek−1 gilt für die Mengen in (3.24)
|J4| =
(
k
3
)
ek−3 = dk = d2q+1
|J5| =
(
k
5
)
ek−5 =
(k − 3)
20
dk =
q − 1
10
d2q+1
|J6| =
(
k
3
)(
k − 3
3
)(
k − 6
3
)
ek−9 =
(k − 3)(k − 5)(k − 7)
216
dk =
2
9
(
q − 1
3
)
d2q+1
|J7| =
(
k
4
)(
k − 4
3
)
ek−7 =
(k − 3)(k − 5)
24
dk =
1
3
(
q − 1
2
)
d2q+1.
(3.33)
Mit diesen Ergebnissen kann schließlich der folgende Satz über die Entwicklungen der
Momente nach der Korrelationslänge ε formuliert werden.
Satz 3.9
Das lineare Integralfunktional (2.2) besitzt für die Momente die Entwicklungen
mrε,k =
 α
(1)
k
√
ε
k
+ α
(2)
k
√
ε
k+2
+O(√εk+4) für k gerade
β
(1)
k
√
ε
k+1
+ β
(2)
k
√
ε
k+3
+O(√εk+5) für k ungerade, k > 1
nach der Korrelationslänge ε mit
α
(1)
k = ek
√
2A1
k
α
(2)
k = ek
k
2
√
2A1
k
(
2A2
2A1
+
(k − 2)
12
4A 3
(2A1)2
+
(k − 2)(k − 4)
36
(3A2)
2
(2A1)3
)
β
(1)
k =
1
3
(
k
2
)
ek−1
√
2A1
k−3
3A2
3.1. MOMENTE VON LINEAREN INTEGRALFUNKTIONALEN 25
β
(2)
k =
1
3
(
k
2
)
ek−1
√
2A1
k
(
3A3√
2A1
3 +
(k − 3)
20
(103A2
2A2 +
5A 4)√
2A1
5
+
(k − 3)(k − 5)
24
4A 3
3A2√
2A1
7 +
(k − 3)(k − 5)(k − 7)
216
(3A2)
3
√
2A1
9
)
und ek aus (3.29), wobei 4A 3 := 4A 3 − 3A22 und 5A 4 := 5A 4 − 10A32 gesetzt werden.
Beweis.
Die angegebenen Koeffizienten entstehen aus der Auswertung von (3.23) und (3.25) unter
Berücksichtigung von (3.16)-(3.18) und den Anzahlen an nichtäquivalenten Zerlegungen
in (3.32) und (3.33). 
Es gilt außerdem folgender in [42] bewiesener Grenzverteilungssatz für die linearen Inte-
gralfunktionale.
Satz 3.10
Sei (fε(x, ω), ε ∈ (0, ε0)) eine Familie schwach korrelierter Prozesse mit Korrelationslänge
ε und den in Annahme 2.5 eingeführten Eigenschaften. Dann gilt für (2.2)
lim
ε→0
1√
ε
rε(ω) = ξ(ω) in Verteilung,
wobei ξ(ω) ∼ N (0, 2A1) mit 2A1 aus (3.10) für s = 2.
Für die weiteren Betrachtungen – insbesondere später für die Darstellung möglicher
Dichteapproximationen – werden die ersten fünf Momente des standardisierten linearen
Integralfunktionals
r˜ε(ω) =
1√
2A1 ε
rε(ω) (3.34)
benötigt. Aus Satz 3.9 können die Resultate für die Momente des standardisierten linea-
ren Integralfunktionals leicht abgeleitet werden.
Korollar 3.11 Es sei a := 1√
2A1
. Für die Momente des standardisierten Integralfunk-
tionals (3.34) gilt
mr˜ε,k =
 α˜
(1)
k + α˜
(2)
k ε+O(ε2) für k gerade
β˜
(1)
k
√
ε+ β˜
(2)
k
√
ε
3
+O(√ε5) für k ungerade, k > 1
(3.35)
mit
α˜
(1)
k = ek
α˜
(2)
k = ek
k
2
(
2A2 a
2 +
k − 2
12
4A 3 a
4 +
(k − 2)(k − 4)
36
(3A2)
2 a6
) (3.36)
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β˜
(1)
k =
1
3
(
k
2
)
ek−13A2 a3
β˜
(2)
k =
1
3
(
k
2
)
ek−1
(
3A3 a
3 +
k − 3
20
(
103A2
2A2 +
5A 4
)
a5
+
(k − 3)(k − 5)
24
4A 3
3A2 a
7 +
(k − 3)(k − 5)(k − 7)
216
(3A2)
3 a9
)
.
(3.37)
Insbesondere sind die ersten fünf Momente von (3.34) gegeben durch
mr˜ε,1 = 0
mr˜ε,2 = 1 +
2A2 a
2 ε+O(ε2)
mr˜ε,3 =
3A2 a
3
√
ε+ 3A3 a
3
√
ε
3
+O(√ε5)
mr˜ε,4 = 3 +
(
62A2 a
2 + 4A 3 a
4
)
ε+O(ε2)
mr˜ε,5 = 10
3A2 a
3
√
ε+
(
103A3 a
3 +
(
103A2
2A2 +
5A 4
)
a5
)√
ε
3
+O(√ε5).
(3.38)
3.2 Kumulanten von linearen Integralfunktionalen
Neben den Momenten stellen die Kumulanten weitere Charakteristiken zur Beschreibung
einer Verteilung dar. Für ihre Definition werden zunächst folgende Begriffe benötigt.
Definition 3.12
Sei X eine Zufallsgröße auf dem Wahrscheinlichkeitsraum (Ω,A,P) mit der Verteilung
FX . Die momentenerzeugende Funktion von X ist definiert als
MX(t) := E exp(tX)
für alle t ∈ R, für welche der Erwartungswert endlich ist. Die Funktion
KX(t) := lnMX(t)
heißt kumulantenerzeugende Funktion von X.
Bemerkung 3.13 Die momentenerzeugende Funktion ist eine positive Funktion. Da-
mit ist die kumulantenerzeugende Funktion wohldefiniert und sie existiert für die t ∈ R,
für welche auch MX(t) existiert. Gilt MX(t) < ∞ in einer Umgebung des Ursprungs,
so ist E|X|k <∞ ∀ k ≥ 1 und es gilt
mX,k =M(k)X (0)
und für die Kumulanten gilt
κX,k = K(k)X (0).
Bemerkung 3.14 Bezeichnet ψX(t) := E exp(itX) die charakteristische Funktion der
Zufallsgröße X, so definieren einige Autoren (z. B. [24]) die kumulantenerzeugende Funk-
tion in der Form lnψX(t). Im Gegensatz zur obigen Definition ist diese Funktion für alle
t ∈ R definiert.
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Der Vorteil der Kumulanten gegenüber den Momenten besteht beispielsweise darin, dass
sie sich – im Falle ihrer Existenz – bei linearer Transformation der Zufallsgröße X in
sehr einfacher Weise ändern (vgl. [39]); genauer gesagt gelten für jede Konstante c ∈ R
die Zusammenhänge
κX+c,k =
{
κX,1 + c k = 1
κX,k k ≥ 2
und κcX,k = ckκX,k. (3.39)
Aus diesem Grund werden sie auch Semiinvarianten genannt. Außerdem kann mit Hilfe
der Kumulanten die Abweichung einer Zufallsgröße von einer normalverteilten Zufalls-
größe mit gleichem Erwartungswert und gleicher Varianz gut beschrieben werden. Dieser
Vorteil gegenüber den Momenten wird in Abschnitt 5.2 ausgenutzt.
Ziel dieses Abschnittes ist es, Aussagen über die Ordnung bezüglich ε für die Kumulanten
des Integralfunktionals zu erhalten.
Allgemein lässt sich die k-te Kumulante einer Zufallsgröße X mit endlichen absoluten
Momenten E|X|l, l ∈ N, als ganze rationale Funktion der Momente
EXj := mX,j, j = 1, . . . , k
darstellen (vgl. [35]). Es besteht der Zusammenhang
κX,k = (−1)k+1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
mX,1 1 0 · · · 0
mX,2
(
1
0
)
mX,1 1 0 · · · 0
mX,3
(
2
0
)
mX,2
(
2
1
)
mX,1 1 0
...
...
... . . .
...
mX,k−1
(
k−2
0
)
mX,k−2
(
k−2
1
)
mX,k−3
. . . 1
mX,k
(
k−1
0
)
mX,k−1
(
k−1
1
)
mX,k−2 . . .
(
k−1
k−2
)
mX,1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
. (3.40)
Lemma 3.15 Für eine Zufallsgröße X mit existierenden absoluten Momenten bis zur
Ordnung k gilt für die k-te Kumulante
κX,k = mX,k −mX,1mX,k−1 −
k−1∑
j=2
(
k − 1
j − 1
)
κX,jmX,k−j. (3.41)
Beweis.
Ausgehend von (3.40) führt wiederholtes Entwickeln der entstehenden Determinanten
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nach der letzten Spalte zu folgenden Umformungsschritten
κX,k = −
(
k − 1
k − 2
)
mX,1κX,k−1 + (−1)k
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
mX,1 1 0 · · · 0
mX,2
(
1
0
)
mX,1 1 0
...
... . . .
...
mX,k−2
(
k−3
0
)
mX,k−3
. . . 1
mX,k
(
k−1
0
)
mX,k−1 · · ·
(
k−1
k−3
)
mX,2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= −
(
k − 1
k − 2
)
mX,1κX,k−1 −
(
k − 1
k − 3
)
mX,2κX,k−2
+ (−1)k−1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
mX,1 1 0 · · · 0
mX,2
(
1
0
)
mX,1 1 0
...
... . . .
...
mX,k−3
(
k−4
0
)
mX,k−4
. . . 1
mX,k
(
k−1
0
)
mX,k−1 · · ·
(
k−1
k−4
)
mX,3
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= −
(
k − 1
k − 2
)
mX,1κX,k−1 −
(
k − 1
k − 3
)
mX,2κX,k−2 − . . .
−
(
k − 1
1
)
mX,k−2κX,2 + (−1)3
∣∣∣∣∣∣∣
mX,1 1
mX,k
(
k−1
0
)
mX,k−1
∣∣∣∣∣∣∣
= −
k−1∑
j=2
(
k − 1
j − 1
)
κX,jmX,k−j +mX,k −mX,1mX,k−1
und der zu beweisenden Beziehung. 
Mit der Bezeichnung µX,k := E(X−EX)k bestehen zwischen den ersten Momenten und
Kumulanten folgende Zusammenhänge
κX,1 = mX,1
κX,2 = mX,2 −m2X,1 = µX,2
κX,3 = mX,3 − 3mX,2mX,1 + 2m3X,1 = µX,3
κX,4 = mX,4 − 4mX,3mX,1 − 3m2X,2 + 12mX,2m2X,1 − 6m4X,1 = µX,4 − 3µ2X,2
κX,5 = mX,5 − 5mX,4mX,1 − 10mX,3mX,2 + 20mX,3m2X,1 + 30m2X,2mX,1
− 60mX,2m3X,1 + 24m5X,1 = µX,5 − 10µX,2µX,3.
3.2. KUMULANTEN VON LINEAREN INTEGRALFUNKTIONALEN 29
Die dritte Kumulante wird für die Definition der Schiefe einer Verteilung
γ3 :=
κX,3√
κX,2
3
benötigt. Diese ist ein Maß für die Asymmetrie einer Verteilung. Mit Hilfe der vierten
Kumulanten wird der Exzess
δ4 :=
κX,4
κ2X,2
definiert, welcher ein Maß für die Abweichung der Verteilung der Zufallsgröße X von der
Normalverteilung darstellt. Für Kumulanten des Integralfunktionals aus Gleichung (3.34)
ergeben sich die im folgenden Satz zusammengefassten Beziehungen.
Satz 3.16
Für die Kumulanten des in (3.34) definierten standardisierten linearen Integralfunktio-
nals gilt
κr˜ε,1 = 0 κr˜ε,4 = w˜4ε+O(ε2)
κr˜ε,2 = 1 + w˜2ε+O(ε2) κr˜ε,5 = w˜5
√
ε
3
+O(√ε5)
κr˜ε,3 = w˜
(1)
3
√
ε+ w˜
(2)
3
√
ε
3
+O(√ε5) κr˜ε,k = O(ε2) für k ≥ 6
(3.42)
mit w˜2 = 2A2 a2, w˜
(1)
3 =
3A2 a
3, w˜
(2)
3 =
3A3 a
3, w˜4 =
4A 3 a
4 und w˜5 = 5A 4 a5 und a = 1√
2A1
.
Beweis.
Die Gleichungen für die Kumulanten κr˜ε,k für k ≤ 5 ergeben sich durch Einsetzen
von (3.38) in (3.41). So gilt etwa für k = 5
κr˜ε,5 = mr˜ε,5 − 10mr˜ε,3mr˜ε,2
= 103A2 a
3
√
ε+
(
103A3 a
3 +
(
103A2
2A2 +
5A 4
)
a5
)√
ε
3
+O(√ε5)
− 10
[
3A2 a
3
√
ε+ 3A3 a
3
√
ε
3
+O(√ε5)
] [
1 + 2A2 a
2 ε+O(ε2)
]
= 5A 4 a
5
√
ε
3
+O(√ε5).
Nun ist noch
κr˜ε,k = O(ε2) für k ≥ 6
nachzuweisen. Der Beweis erfolgt durch Induktion. Für die Kumulante κr˜ε,6 ergibt sich
aus (3.41) mit (3.35) und (3.42)
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κr˜ε,6 = mr˜ε,6 − 5κr˜ε,2mr˜ε,4 − 10κr˜ε,3mr˜ε,3 − 10κr˜ε,4mr˜ε,2
= e6
[
1 + 3
(
2A2 a
2 +
1
3
4A 3 a
4 +
2
9
(
3A2
)2
a6
)
ε
]
+O(ε2)
− 5
[
1 + 2A2 a
2ε+O(ε2)
] [
e4
(
1 + 2
(
2A2 a
2 +
1
6
4A 3 a
4
)
ε
)
+O(ε2)
]
− 10
[
3A2 a
3
√
ε+ 3A3 a
3
√
ε
3
+O(√ε5)
] [
3A2 a
3
√
ε+ 3A3 a
3
√
ε
3
+O(√ε5)
]
− 10
[
4A 3 a
4ε+O(ε2)
][
1 + 2A2 a
2ε+O(ε2)
]
.
Wird die Beziehung (3.30) für k = 6 und s = 0 berücksichtigt, so ergibt sich für den
Koeffizienten zur Ordnung ε0 Null. Ebenso wird für den Koeffizienten zur Ordnung ε
3e6
(
2A2 a
2 +
1
3
4A 3 a
4 +
2
9
(3A2)
2a6
)
− 5e4
(
2 2A2 a
2 +
1
3
4A 3 a
4 + 2A2 a
2
)
−10(3A2)2a6 − 104A 3 a4
= 2A2 a
2(3e6 − 15e4) + (3A2)2a6
(
2
3
e6 − 10
)
+ 4A 3 a
4
(
e6 − 5
3
e4 − 10
)
= 0
gefunden. Die Terme der Ordnungen
√
ε und
√
ε
3 existieren nicht und es folgt die Be-
hauptung für k = 6.
Sei nun κr˜ε,i = O(ε2) mit 6 ≤ i ≤ k erfüllt. Dann ist κr˜ε,k+1 = O(ε2) zu zeigen. Wegen
der Induktionsannahme folgt aus (3.41)
κr˜ε,k+1 = mr˜ε,k+1 − k κr˜ε,2mr˜ε,k−1 −
(
k
2
)
κr˜ε,3mr˜ε,k−2 −
(
k
3
)
κr˜ε,4mr˜ε,k−3
−
(
k
4
)
κr˜ε,5mr˜ε,k−4 +O(ε2).
Zunächst wird der Fall k ungerade betrachtet, also k + 1 gerade. Mit Hilfe von (3.35)
und (3.42) ergibt sich
mr˜ε,k+1 = ek+1
[
1 +
k + 1
2
(
2A2 a
2 +
k − 1
12
4A 3 a
4
+
(k − 1)(k − 3)
36
(
3A2
)2
a6
)
ε
]
+O(ε2)
k κr˜ε,2mr˜ε,k−1 = k ek−1
[
1 +
(
k − 1
2
(
2A2 a
2 +
k − 3
12
4A 3 a
4
+
(k − 3)(k − 5)
36
(
3A2
)2
a6
)
+ 2A2 a
2
)
ε
]
+O(ε2)(
k
2
)
κr˜ε,3mr˜ε,k−2 =
(
k
2
)
1
3
(
k − 2
2
)
ek−3
(
3A2
)2
a6ε+O(ε2)
3.2. KUMULANTEN VON LINEAREN INTEGRALFUNKTIONALEN 31
(
k
3
)
κr˜ε,4mr˜ε,k−3 =
(
k
3
)
ek−34A 3 a4ε+O(ε2)
κr˜ε,5mr˜ε,k−4 = O(ε2).
Zur Berechnung von κr˜ε,k+1 ergibt sich wegen (3.30) der Koeffizient zu ε0 als Null. Der
Koeffizient zur Ordnung ε berechnet sich als
2A2 a
2
[
k + 1
2
ek+1 − k(k − 1)
2
ek−1 − kek−1
]
+ 4A 3 a
4
[
(k + 1)(k − 1)
24
ek+1 − k(k − 1)(k − 3)
24
ek−1 − k(k − 1)(k − 2)
6
ek−3
]
+
(
3A2
)2
a6
[
(k + 1)(k − 1)(k − 3)
72
ek+1 − k(k − 1)(k − 3)(k − 5)
72
ek−1
−k(k − 1)(k − 2)(k − 3)
12
ek−3
]
.
Wird die Beziehung (3.30) berücksichtigt, so ergibt sich ek+1 = k ek−1 = k (k − 2) ek−3
und damit der Koeffizient zu ε ebenfalls als Null. Terme der Ordnungen
√
ε und
√
ε
3
existieren nicht. Also folgt für k ungerade die Beziehung κr˜ε,k+1 = O(ε2).
Im Fall k gerade, also k + 1 ungerade, ist die Rechnung ein wenig umfangreicher. Für
eine bessere Übersichtlichkeit werden die Bezeichnungen α˜(2)k und β˜
(2)
k aus den Gleichun-
gen (3.36) und (3.37) verwendet. Es ergibt sich
mr˜ε,k+1 =
1
3
(
k + 1
2
)
ek
3A2 a
3
√
ε+ β˜
(2)
k+1
√
ε
3
+O(√ε5)
k κr˜ε,2mr˜ε,k−1 = k
[
1 + 2A2 a
2ε+O(ε2)
][
1
3
(
k − 1
2
)
ek−23A2 a3
√
ε
+ β˜
(2)
k−1
√
ε
3
+O(√ε5)
]
(
k
2
)
κr˜ε,3mr˜ε,k−2 =
(
k
2
)[
3A2 a
3
√
ε+ 3A3 a
3
√
ε
3
+O(√ε5)
] [
ek−2 + α˜
(2)
k−2ε+O(ε2)
]
(
k
3
)
κr˜ε,4mr˜ε,k−3 =
(
k
3
)[
4A 3 a
4ε+O(ε2)
][
1
3
(
k − 3
2
)
ek−43A2 a3
√
ε
+ β˜
(2)
k−3
√
ε
3
+O(√ε5)
]
(
k
4
)
κr˜ε,5mr˜ε,k−4 =
(
k
4
)[
5A 4 a
5
√
ε
3
+O(√ε5)
][
ek−4 + α˜
(2)
k−4ε+O(ε2)
]
.
Terme der Ordnungen ε0 und ε sind nicht vorhanden. Für den Koeffizienten des Terms
der Ordnung
√
ε ergibt sich bis auf den Faktor 3A2 a3[
1
3
(
k + 1
2
)
ek − k 1
3
(
k − 1
2
)
ek−2 −
(
k
2
)
ek−2
]
= ek−2
[(
k + 1
3
)
−
(
k
3
)
−
(
k
2
)]
= 0,
(3.43)
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wenn Gleichung (3.30) und das Additionstheorem für Binomialkoeffizienten(
m+ 1
n+ 1
)
=
(
m
n+ 1
)
+
(
m
n
)
(3.44)
berücksichtigt werden. Der Koeffizient zur Ordnung
√
ε
3 ist
β˜
(2)
k+1 − k
1
3
(
k − 1
2
)
ek−23A22A2 a5 − k β˜(2)k−1 −
(
k
2
)
3A2 a
3α˜
(2)
k−2
−
(
k
2
)
ek−23A3 a3 −
(
k
3
)
1
3
(
k − 3
2
)
ek−44A 33A2 a7 −
(
k
4
)
ek−45A 4 a5.
Eine weitere Zerlegung dieses Ausdrucks ist mit Hilfe der Gleichungen (3.36) und (3.37)
möglich. Für den Anteil des Koeffizienten, welcher mit dem Faktor 3A3 a3 in Verbindung
steht, ergibt sich wieder der Ausdruck in (3.43). Damit verschwindet dieser Anteil. Der
Anteil des Koeffizienten mit dem Faktor 3A22A2 a5 ist
1
3
(
k + 1
2
)
k − 2
2
ek − k 1
3
(
k − 1
2
)
ek−2 − k 1
3
(
k − 1
2
)
k − 4
2
ek−2 −
(
k
2
)
k − 2
2
ek−2
=
k − 2
2
[
1
3
(
k + 1
2
)
ek − k 1
3
(
k − 1
2
)
ek−2 −
(
k
2
)
ek−2
]
und wegen (3.43) ebenfalls Null. Der mit 5A 4 a5 verbundene Term ist wegen der Bezie-
hungen ek = (k − 1)ek−2 und ek−2 = (k − 3)ek−4
1
3
(
k + 1
2
)
k − 2
20
ek − k 1
3
(
k − 1
2
)
k − 4
20
ek−2 −
(
k
4
)
ek−4
=
1
5
(
k + 1
4
)
ek−2 − 1
5
(
k
3
)
k + 1− 5
4
ek−2 − 1
4
(
k
3
)
ek−2
und verschwindet damit. Nun ist noch der mit dem Faktor 4A 33A2 a7 in Verbindung
stehende Term
1
3
(
k + 1
2
)
ek
(k − 2)(k − 4)
24
− k 1
3
(
k − 1
2
)
ek−2
(k − 4)(k − 6)
24
−
(
k
2
)
ek−2
k − 2
2
(k − 4)
12
−
(
k
3
)
1
3
(
k − 3
2
)
ek−4
= ek−2
k − 4
6
[(
k + 1
4
)
−
(
k
3
)
k − 6
4
−
(
k
3
)
3
4
−
(
k
3
)]
= ek−2
k − 4
6
[(
k + 1
4
)
−
(
k
4
)
−
(
k
3
)]
vorhanden, welcher wegen (3.44) Null ist. Schließlich bleibt der Anteil des Koeffizienten
zur Ordnung
√
ε
3
, welcher mit dem Faktor (3A2)3 a9 behaftet ist
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1
3
(
k + 1
2
)
ek
(k − 2)(k − 4)(k − 6)
216
− k 1
3
(
k − 1
2
)
ek−2
(k − 4)(k − 6)(k − 8)
216
−
(
k
2
)
ek−2
k − 2
2
(k − 4)(k − 6)
36
= ek−2
(k − 4)(k − 6)
54
[(
k + 1
4
)
−
(
k
3
)
k − 8
4
−
(
k
3
)
9
4
]
= ek−2
(k − 4)(k − 6)
54
[(
k + 1
4
)
−
(
k
4
)
−
(
k
3
)]
,
welcher ebenfalls wegen (3.44) verschwindet. Mit diesen Überlegungen erweist sich der
Term der Ordnung
√
ε
3 als Null und insgesamt ist gezeigt, dass die Kumulanten κr˜ε,k für
k ≥ 6 die Ordnung O(ε2) besitzen. 
Für die Kumulanten ist nun noch eine exakte Formel, so wie sie für die Momente mit
Gleichung (3.3) gegeben ist, von Interesse. Es kann die folgende Vermutung formuliert
werden.
Vermutung 3.17
Die Kumulanten von rε sind darstellbar als
κrε,k =
k∑
p=1
∑
{I1,...,Ip}
(−1)p−1(p− 1)!
∫
Ek
p∏
l=1
∏
i∈Il
F (xi)E
{∏
i∈Il
fε(xi)
}
dx1 . . . dxk, (3.45)
wobei wieder über alle nichtäquivalenten Zerlegungen zu summieren ist und die Kurz-
schreibweise
Ek := {(x1, . . . , xk) ∈ Dk; (x1, . . . , xk) ε-benachbart}
vereinbart wird.
Im Folgenden werden die Indizien dargestellt, welche diese Vermutung stützen.
Für die ersten fünf Kumulanten würden aus (3.45) die exakten Darstellungen
κrε,1 = 0,
κrε,2 =
∫
E2
2∏
i=1
F (xi)E
{
2∏
i=1
fε(xi)
}
dx1dx2 = mrε,2,
κrε,3 =
∫
E3
3∏
i=1
F (xi)E
{
3∏
i=1
fε(xi)
}
dx1dx2dx3 = mrε,3
und für k = 4, 5
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κrε,k =
∫
Ek
k∏
i=1
F (xi)E
{
k∏
i=1
fε(xi)
}
dx1 . . . dxk
+
∑
{I1,I2}
(−1)
∫
Ek
2∏
l=1
∏
i∈Il
F (xi)E
{∏
i∈Il
fε(xi)
}
dx1 . . . dxk
und damit
κrε,4 =
∫
E4
4∏
i=1
F (xi)
(
E
{
4∏
i=1
fε(xi)
}
− 3E
{
2∏
i=1
fε(xi)
}
E
{
4∏
i=3
fε(xi)
})
dx1 . . . dx4
κrε,5 =
∫
E5
5∏
i=1
F (xi)
(
E
{
5∏
i=1
fε(xi)
}
− 10E
{
3∏
i=1
fε(xi)
}
E
{
5∏
i=4
fε(xi)
})
dx1 . . . dx5
resultieren. Mit den Entwicklungen aus (3.10) und (3.11) ergeben sich für das stan-
dardisierte Funktional die in Satz 3.16 angegebenen Entwicklungen. Für die ersten fünf
Kumulanten ist die Vermutung damit konsistent mit den bereits erhaltenen Ergebnissen.
Für die weiteren Plausibilitätsüberlegungen werden zur Bewahrung der Übersichtlichkeit
in Anlehnung an die in Lemma 3.1 eingeführten Bezeichnungen die Kurzschreibweisen
Gkl := G(Il,kl) =
∏
i∈Il,kl
F (xi)E
 ∏
i∈Il,kl
fε(xi)
 ,
Ekl := E(Il,kl),
Int(Ekl , Gkl) :=
∫
E(Il,kl )
∏
i∈Il,kl
F (xi)E
 ∏
i∈Il,kl
fε(xi)
 ∏
i∈Il,kl
dxi,
und
Fk1,...,kp := F(I1,k1 , . . . , Ip,kp)
mit Int(Fk1,...,kp ,
p∏
l=1
Gkl) entsprechend vereinbart. Außerdem werde für die Zerlegung
{I1,k1 , . . . , Ip,kp} von I = {1, . . . , k} mit
p∑
l=1
kl = k die Schreibweise
Nk(k1, . . . , kp) := |{{I1, . . . , Ip}}|
eingeführt, um in der Notation die Anzahl der Elemente von I zu vermerken. Es gilt
Nk(k) = 1.
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Damit lässt sich die zu beweisende Beziehung (3.45) schreiben als
κrε,k = Int(Ek, Gk)+
k∑
p=2
{I1,...,Ip} nichtäquiv.
|Ii|=ki,
∑
ki=k
Nk(k1, . . . , kp)(−1)p−1(p−1)! Int(Ek,
p∏
l=1
Gkl). (3.46)
Die weiteren Überlegungen erfolgen induktiv. Es wird angenommen, dass (3.45) bzw.
(3.46) für die Kumulanten κrε,j mit j ≤ k− 1 gilt, dann ist mit Hilfe der Rekursionsglei-
chung (3.41) und der Beziehung (3.3) für die Momente die Gültigkeit von
κrε,k = mrε,k −
k−2∑
j=2
(
k − 1
j − 1
)
κrε,jmrε,k−j
= Int(Ek, Gk) +
k∑
p=2
{I1,...,Ip} nichtäquiv.
|Ii|=ki,
∑
ki=k
Nk(k1, . . . , kp)
[
p∏
l=1
Int(Ekl , Gkl)− Int(Fk1,...,kp ,
p∏
l=1
Gkl)
]
(3.47)
−
k−2∑
j=2
(
k − 1
j − 1
)
j∑
q=1
{Iˆ1,...,Iˆq} nichtäquiv.
|Iˆi|=kˆi,
∑
kˆi=j
Nj(kˆ1, . . . , kˆq)(−1)q−1(q − 1)! Int(Ej,
q∏
m=1
Gkˆq)

·

k−j∑
r=1
{I˜1,...,I˜r} nichtäquiv.
|I˜i|=k˜i,
∑
k˜i=k−j
Nk−j(k˜1, . . . , k˜r)
[
r∏
n=1
Int(Ek˜n , Gk˜n)− Int(Fk˜1,...,k˜r ,
r∏
n=1
Gk˜n)
]
(3.48)
zu zeigen. Es wird nun eine allgemeine Zerlegung {I1, . . . , Ip} mit den Eigenschaften
wie in (3.26) und mit ki ≥ 2 ∀ i = 1, 2, . . . , n betrachtet. Für die mit dieser Zerlegung
verbundenen Terme ergeben sich die folgenden Überlegungen:
(1)
p∏
l=1
Int(Ekl , Gkl)
Dieser Term tritt in (3.45) bzw. (3.46) nicht auf, muss demzufolge auch in (3.47)
und (3.48) verschwinden. In (3.47) besitzt er den Koeffizienten
Nk(k1, . . . , k1︸ ︷︷ ︸
p1−mal
, . . . , kn, . . . , kn︸ ︷︷ ︸
pn−mal
) =
k!
n∏
i=1
(ki!)pipi!
. (3.49)
(vgl. Lemma 3.8, Gleichung (3.28)).
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Der aus (3.48) resultierende Koeffizient wird durch die Umformungen
−
n∑
j=1
(
k − 1
kj − 1
)
Nkj(kj)Nk−kj(k1, . . . , k1︸ ︷︷ ︸
p1−mal
, . . . , kj, . . . , kj︸ ︷︷ ︸
(pj−1)−mal
, . . . , kn, . . . , kn︸ ︷︷ ︸
pn−mal
)
= −
n∑
j=1
(k − 1)!
(kj − 1)!(k − kj)!Nk−kj(k1, . . . , k1︸ ︷︷ ︸
p1−mal
, . . . , kj, . . . , kj︸ ︷︷ ︸
(pj−1)−mal
, . . . , kn, . . . , kn︸ ︷︷ ︸
pn−mal
)
= −
n∑
j=1
(k − 1)! pjkj
n∏
i=1
(ki!)pipi!
vereinfacht. Da
n∑
j=1
pjkj = k gilt, stimmt dieses Ergebnis bis auf das Vorzeichen
mit (3.49) überein, so dass der Term insgesamt verschwindet.
(2) Int(Fk1,...,kp ,
p∏
l=1
Gkl)
Eine weitere Umformung dieses Ausdrucks kann nach dem Prinzip von Inklusion
und Exklusion mit Lemma 3.1 erfolgen. Für die Fälle p = 3 und p = 4 ergibt sich
– ohne die Rechnungen hier an dieser Stelle auszuführen – aus den Beispielen 3.2
und 3.3 die Gültigkeit von (3.45) bzw. (3.46) durch einen Koeffizientenvergleich für
die einzelnen Terme in (3.5) und (3.6), womit die Vermutung 3.17 für Kumulanten
bis zur Ordnung 9 gezeigt ist, da für diese Kumulanten nur Zerlegungen in maximal
vier Indexmengen zu nichtverschwindenden Termen führen (vgl. Bemerkung 3.6).
Für p ≥ 5 ist allerdings ein allgemeiner Beweis durch Koeffizientenvergleich nicht
möglich, da nach Anwendung von Lemma 3.1 die Anzahl an zu untersuchenden
Termen unübersichtlich wird.
Würde der vollständige Beweis der Vermutung 3.17 gelingen, so würden die Kumulanten
im Vergleich zu den Momenten (vgl. Beziehung (3.3)) eine wesentlich einfachere Dar-
stellung besitzen. Für die Kumulanten des standardisierten Funktionals könnten dann
die in Satz 3.16 angegebenen Konvergenzordnungen durch Anwendung von Lemma 3.5
spezifiziert werden zu κrε,k = O(εk−1) und demzufolge κr˜ε,k = O(
√
ε
k−2
) für k ≥ 2.
Kapitel 4
Lineare Integralfunktionale schwach
korrelierter Simulationsprozesse
In diesem Kapitel werden lineare Integralfunktionale von schwach korrelierten Simula-
tionsprozessen betrachtet. An ihrem Beispiel werden die im vorigen Kapitel definierten
Größen berechnet. Die einfache Struktur der Simulationsprozesse ermöglicht es, ohne
großen Aufwand Realisierungen zu erzeugen. Außerdem ist sogar die exakte Berech-
nung der Momente des Integralfunktionals möglich, so dass die angegebenen Entwick-
lungen mit den exakten Ergebnissen verglichen werden können. Zur Verallgemeinerung
der Ergebnisse von [43] werden in dieser Arbeit die in [26] betrachteten Moving-Average-
Prozesse als Grundlage für die Definition der Simulationsprozesse genutzt.
4.1 Interpolation von Moving-Average-Prozessen
Definition 4.1
Seien ξt mit t ∈ Z unabhängige und identisch verteilte, zentrierte Zufallsgrößen mit
existierenden Momenten mξt,k für k = 2, . . . , 5, wobei mξt,k = σk abkürzend geschrieben
wird. Ein stochastischer Prozess (ηt; t ∈ Z) mit
ηt =
q∑
j=0
cjξt−j für q ∈ N0 und cj ∈ R
heißt Moving-Average-Prozess der Ordnung q, kurz MA[q].
Für die weiteren Betrachtungen dieses Kapitels sei vereinbart, dass
∑b
j=a · · · = 0 für
a > b gesetzt wird. In [26] wird der nachfolgende Satz angegeben und bewiesen.
Satz 4.2
Sei (ηt; t ∈ Z) ein MA[q] mit Koeffizientenfolge (c0, c1, . . . , cq). Dann gelten die folgenden
Aussagen
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(i) Der Prozess ist streng stationär, d. h. für jede Folge t1, . . . , tn ∈ Z, n ∈ N ist die
gemeinsame Verteilung der Zufallsgrößen ηt1+l, . . . , ηtn+l unabhängig von l ∈ Z.
(ii) Es gilt Eηt = 0 für t ∈ Z.
(iii) Die Korrelationsfunktion hat die folgende Gestalt
R2,η(s, t) := E {ηs ηt} = R2(τ) = σ2
q−|τ |∑
j=0
cjcj+|τ | mit τ = t− s. (4.1)
Für die höheren Momentfunktionen kann folgender Satz angegeben werden.
Satz 4.3
Sei (ηt; t ∈ Z) ein MA[q] mit Koeffizientenfolge (c0, c1, . . . , cq). Dann gilt
(i) Die dritte Momentfunktion hat die Gestalt
R3,η(s, t, u) := E {ηs ηt ηu} = R3(τ1, τ2)
= σ3
q+min{0,−τ1,−τ2}∑
j=max{0,−τ1,−τ2}
cjcj+τ1cj+τ2 (4.2)
mit τ1 = t− s und τ2 = u− s.
(ii) Die vierte Momentfunktion ist gegeben durch
R4,η(s, t, u, v) := E {ηs ηt ηu ηv} = R4(τ1, τ2, τ3)
= (σ4 − 3σ22)
q+min{0,−τ1,−τ2,−τ3}∑
j=max{0,−τ1,−τ2,−τ3}
cjcj+τ1cj+τ2cj+τ3
+R2(τ1)R2(τ3 − τ2) +R2(τ2)R2(τ3 − τ1) +R2(τ3)R2(τ2 − τ1)
(4.3)
mit τ1 = t− s, τ2 = u− s und τ3 = v − s.
(iii) Die fünfte Momentfunktion ist gegeben durch
R5,η(s, t, u, v, w) := E {ηs ηt ηu ηv ηw} = R5(τ1, τ2, τ3, τ4)
= (σ5 − 10σ3σ2)
q+min{0,−τ1,−τ2,−τ3,−τ4}∑
j=max{0,−τ1,−τ2,−τ3,−τ4}
cjcj+τ1cj+τ2cj+τ3cj+τ4
+R2(τ1)R3(τ3 − τ2, τ4 − τ2) +R2(τ2)R3(τ3 − τ1, τ4 − τ1)
+R2(τ3)R3(τ2 − τ1, τ4 − τ1) +R2(τ4)R3(τ2 − τ1, τ3 − τ1)
+R2(τ2 − τ1)R3(τ3, τ4) +R2(τ3 − τ1)R3(τ2, τ4) +R2(τ4 − τ1)R3(τ2, τ3)
+R2(τ3 − τ2)R3(τ1, τ4) +R2(τ4 − τ2)R3(τ1, τ3) +R2(τ4 − τ3)R3(τ1, τ2)
(4.4)
mit τ1 = t− s, τ2 = u− s, τ3 = v − s und τ4 = w − s.
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Beweis.
Da die Zufallsgrößen ξi unabhängig und identisch verteilt sind, führt für die dritte Mo-
mentfunktion die Überlegung
E {ηs ηt ηu} = E
{
q∑
j=0
cjξs−j
q∑
k=0
ckξt−k
q∑
l=0
clξu−l
}
= σ3
q∑
j,k,l=0
cjckclδs−j,t−k,u−l = σ3
q+min{0,−τ1,−τ2}∑
j=max{0,−τ1,−τ2}
cjcj+τ1cj+τ2
zum Ergebnis. Die Überlegungen für die vierte und fünfte Momentfunktion ähneln sich.
Beispielhaft sollen sie für die vierte Momentfunktion dargestellt werden. Für diese gelingt
die Umformung
E {ηs ηt ηu ηv} = E
{
q∑
j=0
cjξs−j
q∑
k=0
ckξt−k
q∑
l=0
clξu−l
q∑
m=0
cmξv−m
}
=
q∑
j,k,l,m=0
cjckclcm
[
σ4 δs−j,t−k,u−l,v−m + σ22 (δs−j,t−k δu−l,v−m(1− δs−j,u−l)
+ δs−j,u−l δt−k,v−m(1− δs−j,t−k) + δs−j,v−m δt−k,u−l(1− δs−j,t−k))
]
=
q∑
j,k,l,m=0
cjckclcm
[
(σ4 − 3σ22) δs−j,t−k,u−l,v−m + σ22 (δs−j,t−k δu−l,v−m
+ δs−j,u−l δt−k,v−m + δs−j,v−m δt−k,u−l)
]
.
Außerdem ist
σ22
q∑
j,k,l,m=0
cjckclcmδs−j,t−k δu−l,v−m = σ2
q∑
j,k=0
cjckδs−j,t−k σ2
q∑
l,m=0
clcm δu−l,v−m
= R2(t− s)R2(v − u),
da sich wegen
E{ηsηt} = σ2
q∑
j,k=0
cjck δs−j,t−k = σ2
q+min{0,−τ1}∑
j=max{0,−τ1}
cjcj+τ1 = σ2
q−|τ1|∑
j=0
cjcj+|τ1| (4.5)
die Korrelationsfunktion (4.1) ergibt und damit die in (4.3) behauptete Beziehung. 
Die hier betrachteten Simulationsprozesse auf dem Intervall [0, 1] ergeben sich durch
Interpolation eines Moving-Average-Prozesses. Dazu wird das Intervall [0, 1] äquidistant
in Intervalle [ai, ai+1], für i = 0, . . . , N−1 der Länge h = 1N mitN ∈ N diskretisiert. In der
Stützstelle ai = i h ist der Simulationsprozess identisch mit der Zufallsgröße ηi. Zwischen
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den Stützstellen wird der Simulationsprozess durch Interpolationsfunktionen bi : R→ R
für i ∈ 0, . . . , N definiert durch bi(x) = b
(
x−ai
h
)
, wobei die Funktion b : R → R die
folgenden Forderungen erfülle
• b ist stetig
• b(x) ≥ 0 ∀x ∈ R
• b(0) = 1
• b(x) = 0 ∀ |x| ≥ 1
• b(−x) = 1− b(1− x), x ∈ [0, 1].
Daraus folgt für die Größen b :=
∫ 1
0
b(x) dx und b :=
∫ 0
−1 b(x) dx die Gültigkeit von
b + b = 1. Für die Interpolationsfunktionen bi(x) ergeben sich aus den Forderungen die
Eigenschaften:
• bi(aj) = δij i, j = 0, . . . , N
• bi(x) = 0 für x ∈ R\(ai−1, ai+1) i = 1, . . . , N − 1
• bi(x) + bi+1(x) = 1 für x ∈ [ai, ai+1] i = 0, . . . , N − 1 (4.6)
•
∫ ai+1
ai
bi(x) dx = hb und
∫ ai+1
ai
bi+1(x) dx = hb i = 0, . . . , N − 1. (4.7)
Gerade die letzten beiden Eigenschaften werden in den weiteren Überlegungen eine zen-
trale Rolle einnehmen.
Nun können schwach korrelierte Simulationsprozesse definiert werden.
Definition 4.4
Mit den eingeführten Größen ist der sich aus dem MA[q] ergebende Simulationsprozess
definiert durch
f(x, ω) =
N∑
i=0
bi(x) ηi mit x ∈ [0, 1]. (4.8)
Aus den Eigenschaften der Interpolationsfunktionen ergibt sich für x ∈ [ai, ai+1] mit
i = 0, . . . , N − 1 die Darstellung
f(x, ω) = bi(x) ηi + bi+1(x) ηi+1.
Aufgrund der Unabhängigkeit der Zufallsgrößen ξt ist f(x, ω) schwach korreliert mit
der Korrelationslänge ε = (q + 2)h. Deshalb wird der Prozess im Weiteren mit fε(x, ω)
bezeichnet.
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Abbildung 4.1: Trajektorien von Simulationsprozessen für verschiedene Funktionen b(x)
mit ausgewählten Verteilungen der Zufallsgrößen in den Stützstellen
Bemerkung 4.5 Der einfachste Fall ergibt sich für q = 0 und mit Wahl der Funktion
b(x) = (1− |x|)+ als Interpolationsfunktion. Wird c0 = 1 gesetzt, dann ist der Simu-
lationsprozess in der Stützstelle ai identisch mit der Zufallsgröße ξi. Die angegebene
Funktion b(x) bewirkt die lineare Interpolation zwischen diesen Zufallsgrößen. Der so
entstandene Simulationsprozess ist schwach korreliert mit Korrelationslänge ε = 2h. Für
diese Situation wurden bereits in [43] die Charakteristiken 2A1, 2A2, 3A2 und 4A3 eines
entsprechenden Integralfunktionals berechnet.
Beispiel 4.6 Die Abbildungen 4.1 (d), (e) und (f) zeigen Trajektorien von Simulati-
onsprozessen für q = 0 mit ε = 0.2, ε = 0.1 und ε = 0.05 mit den entsprechenden
Interpolationsfunktionen in (a), (b) und (c). Im Bild (d) wurde b(x) = (1−|x|)+ gewählt
(vgl. (a)). Dies entspricht der linearen Interpolation zwischen den Zufallsgrößen an den
Stützstellen. Mit der in Bild (b) verwendeten Funktion
b(x) =
{
1− 3x2 + 2|x|3 x ∈ [−1, 1]
0 sonst
werden einmal stetig differenzierbare Trajektorien (vgl. (e)) erreicht. Durch die Symme-
trie dieser beiden Funktionen ergibt sich in beiden Fällen b = b = 1
2
. In Bild (f) sind
Trajektorien dargestellt, welche bei einer „ asymmetrischen“ Interpolation mit der in (c)
dargestellten Funktion
b(x) =

(x+ 1)2 x ∈ [−1, 0)
−x2 + 1 x ∈ [0, 1]
0 sonst
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entstehen. In diesem Fall ist b = 2
3
.
Bemerkung 4.7 In [26] wird untersucht, unter welchen Voraussetzungen die Para-
meter (σ2, c0, c1, . . . , cq) des MA[q] eindeutig aus einer gegebenen Korrelationsfunktion
ermittelt werden können. Im Fall ihrer Eindeutigkeit werden die Parameter beispiels-
weise mit Hilfe des Wilson Algorithmus bestimmt. Für die Betrachtungen dieser Arbeit
wird davon ausgegangen, dass die Parameter c0, c1, . . . , cq und σ2, . . . , σ5 bekannt sind;
ihre Bestimmung aus vorgegebenen Charakteristiken soll nicht diskutiert werden.
4.2 Berechnung der Charakteristiken
In diesem Abschnitt werden für lineare Integralfunktionale
rjε(ω) =
1∫
0
Fj(x)fε(x, ω) dx
der definierten Simulationsprozesse die Entwicklungskoeffizienten berechnet. Die Ent-
wicklungskoeffizienten der gemischten Momente können in analoger Weise wie in Ka-
pitel 3 berechnet werden, so dass die Darstellungen hier gleich für diesen allgemeineren
Fall vorgenommen werden. Es werde vorausgesetzt, dass die ersten Ableitungen der Kern-
funktionen Fj Lipschitz-stetig sind, das heißt, es existiert eine Konstante LF ′j , so dass
für alle x1, x2 ∈ [0, 1] die Ungleichung
|F ′j(x1)− F ′j(x2)| ≤ LF ′j |x1 − x2|
erfüllt ist. Ausführlich wird zunächst auf die Herleitung der Koeffizienten des zweiten
Moments eingegangen, da analoge Überlegungen für die beiden Koeffizienten des dritten
Moments verwendet werden können. Im Unterschied zu den vorigen Kapiteln werden in
diesem die Kernfunktionen als Argumente der Entwicklungskoeffizienten aufgeführt, al-
so beispielsweise 2A1(F1, F2) und 2A2(F1, F2) als Entwicklungskoeffizienten von E{r1εr2ε}
geschrieben, worauf – zur Entlastung der Schreibweise – in den vorigen Kapiteln ver-
zichtet wurde. Bei den Entwicklungskoeffizienten von Erk1ε soll jedoch weiterhin die Aus-
zeichnung der Kernfunktion in den Bezeichnungen der Entwicklungskoeffizienten und der
Momente vermieden werden.
4.2.1 Berechnung von 2A1(F1, F2) und 2A2(F1, F2)
Wird (3.3) für k = 2 betrachtet, so ergibt sich mit den Bezeichnungen
E2 := {(x1, x2) ∈ [0, 1]2; |x2 − x1| ≤ ε},
Bε(x) := {y ∈ [0, 1]; |x− y| ≤ ε},
Rε(x1, x2) := E{fε(x1)fε(x2)}
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das zweite Moment
m2(F1, F2) := E{r1εr2ε} =
∫
E2
F1(x1)F2(x2)Rε(x1, x2) dx2 dx1
= 2A1(F1, F2) ε+
2A2(F1, F2) ε
2 +O(ε3).
Für die Berechnung von 2A1(F1, F2) und 2A2(F1, F2) wird das Integrationsgebiet E2 in die
drei Bereiche (vgl. Abbildung 4.2)
G1 := {(x1, x2) ∈ [0, 1]2; x1 ∈ [ε, 1− ε], x2 ∈ Bε(x1)}
G2 := {(x1, x2) ∈ [0, 1]2; x1 ∈ [0, ε], x2 ∈ [0, x1 + ε]}
G3 := {(x1, x2) ∈ [0, 1]2; x1 ∈ [1− ε, 1], x2 ∈ [x1 − ε, 1]}
x2
x1
1
1
ε
ε
x2 = x1 − ε
x2 = x1 + ε
G2
G1
G3
1
Abbildung 4.2: Gebiete
zerlegt und es ist
m2(F1, F2) =
 ∫
G1
+
∫
G2
+
∫
G3
F1(x1)F2(x2)Rε(x1, x2) dx2 dx1.
Im Integral über G1 wird
F2(x2) = F2(x1) + F
′
2(x˜)(x2 − x1), x˜ ∈ (x1, x2)
eingesetzt und in die Integrale über die Randbereiche Gk, k = 2, 3 jeweils
Fi(xi) = Fi(xk0) + F
′
i (x˜ki)(xi − xk0) i = 1, 2, (4.9)
wobei x20 = 0, x30 = 1 und x˜2i ∈ (0, xi) und x˜3i ∈ (xi, 1) sind. Dann lässt sich das zweite
Moment in der Form
m2(F1, F2) =
∫
G1
F1(x1) (F2(x1) + F
′
2(x˜)(x2 − x1))Rε(x1, x2) dx1dx2
+
∫
G2
(F1(0) + F
′
1(x˜21)x1) (F2(0) + F
′
2(x˜22)x2)Rε(x1, x2) dx1dx2
+
∫
G3
(F1(1) + F
′
1(x˜31)(x1 − 1)) (F2(1) + F ′2(x˜32)(x2 − 1))Rε(x1, x2) dx1dx2
(4.10)
schreiben.
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Zunächst wird gezeigt, dass einige der nach dem Ausmultiplizieren der Integranden ent-
stehenden Integrale über die Randbereiche G2 und G3 von höherer Ordnung sind und
keinen Beitrag zu den gesuchten Entwicklungskoeffizienten liefern. Die Flächen der bei-
den Integrationsgebiete sind jeweils 3
2
ε2 und somit von der Ordnung O(ε2). Außerdem
können folgende Abschätzungen für die Integranden der Form∣∣Fi(xk0)F ′j(x˜kj)(xj − xk0)Rε(x1, x2)∣∣ ≤ cFi · cF ′j · 2ε · c2 i, j = 1, 2, i 6= j
und
|F ′1(x˜k1)(x1 − xk0)F ′2(x˜k2)(x2 − xk0)Rε(x1, x2)| ≤ cF ′1 · 2ε · cF ′2 · 2ε · c2
gefunden werden, wenn |Rε(x1, x2)| ≤ c2 und |xj − xk0| ≤ 2ε berücksichtigt wird. Somit
sind die aus der Integration dieser Funktionen entstehenden Terme von der Ordnung
O(ε3) und es verbleiben aus (4.10) noch die vier Integrale
J1(F1, F2) :=
1−ε∫
ε
F1(x1)F2(x1)
 ∫
Bε(x1)
Rε(x1, x2) dx2
 dx1,
J2(F1, F2) := F1(0)F2(0)
ε∫
0
 x1+ε∫
0
Rε(x1, x2) dx2
 dx1,
J3(F1, F2) := F1(1)F2(1)
1∫
1−ε
 1∫
x1−ε
Rε(x1, x2) dx2
 dx1,
J4(F1, F2) :=
1−ε∫
ε
F1(x1)F
′
2(x˜)
 ∫
Bε(x1)
(x2 − x1)Rε(x1, x2) dx2
 dx1
zur Auswertung, so dass
m2(F1, F2) =
4∑
i=1
Ji(F1, F2) +O(ε3).
Für die weiteren Betrachtungen wird die Bezeichnung
Siα := [ai+α−2, ai+α−1] für α = 1− q, . . . , q + 3
eingeführt, wobei q die Ordnung des zugrundeliegenden Moving-Average-Prozesses ist.
Integral J1(F1, F2) :
J1(F1, F2) :=
1−ε∫
ε
F1(x1)F2(x1)
 ∫
Bε(x1)
Rε(x1, x2) dx2
 dx1
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Abbildung 4.3: Gebiet mit Rε(x1, x2) 6= 0 für x1 ∈ [ai, ai+1]
Sei x1 ∈ [ai, ai+1] = Si2 für i = q + 2, . . . , N − 3− q, dann gilt Rε(x1, x2) 6= 0 für
x2 ∈ Si1−q ∪ · · · ∪ Si2 ∪ · · · ∪ Siq+3.
Der Bereich ist in Abbildung 4.3 (a) gelb eingefärbt. Für das innere Integral ergibt
sich unter Verwendung der Korrelationsfunktion aus (4.1) und der Eigenschaften (4.6)
und (4.7) der Interpolationsfunktion
∫
Bε(x1)
Rε(x1, x2) dx2 = E
fε(x1)
∫
Bε(x1)
fε(x2) dx2

= E
(bi(x1) ηi + bi+1(x1) ηi+1)
 q+3∑
j=1−q
∫
Sij
[bi+j−2(x2) ηi+j−2 + bi+j−1(x2) ηi+j−1] dx2


= hE
{
(bi(x1) ηi + bi+1(x1) ηi+1)
(
q+3∑
j=1−q
b ηi+j−2 + b ηi+j−1
)}
= hE
{
(bi(x1) ηi + bi+1(x1) ηi+1)
(
b ηi−q−1 + ηi−q + · · ·+ ηi+q+1 + b ηi+q+2
)}
= h
q∑
τ=−q
R2(τ) (bi(x1) + bi+1(x1))
=
ε
q + 2
q∑
τ=−q
R2(τ)
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und insgesamt
J1(F1, F2) = ε
q + 2
q∑
τ=−q
R2(τ)
1−ε∫
ε
F1(x)F2(x) dx
=
ε
q + 2
q∑
τ=−q
R2(τ)
 1∫
0
−
ε∫
0
−
1∫
1−ε
F1(x)F2(x) dx
=
ε
q + 2
q∑
τ=−q
R2(τ)
 1∫
0
F1(x)F2(x) dx− ε (F1(0)F2(0) + F1(1)F2(1))
+O(ε3),
(4.11)
wobei im letzten Umformungsschritt Entwicklungen analog zu (4.9) benutzt wurden.
Bemerkung 4.8 Unter Verwendung von (4.1), (4.5) ergibt sich
q∑
τ=−q
R2(τ) = σ2
q∑
τ=−q
q−|τ |∑
j=0
cjcj+|τ | = σ2
q∑
j,k=0
cjck.
Integral J2(F1, F2) :
J2(F1, F2) := F1(0)F2(0)
ε∫
0
 x1+ε∫
0
Rε(x1, x2) dx2
 dx1
Sei x1 ∈ [ai, ai+1] = Si2, für i = 0, . . . , q + 1, dann gilt Rε(x1, x2) 6= 0 für den in Abbil-
dung 4.3 (b) dargestellten Bereich mit
x2 ∈ Si2−i ∪ · · · ∪ Si2 ∪ · · · ∪ Siq+3.
Für das innere Integral ergibt sich in den Fällen i = 0, 1, . . . , q durch ähnliche Überle-
gungen wie für das Integral J1(F1, F2) die Rechnung
x1+ε∫
0
Rε(x1, x2) dx2 = E
fε(x1)
x1+ε∫
0
fε(x2) dx2

= E
(bi(x1) ηi + bi+1(x1) ηi+1)
 q+3∑
j=2−i
∫
Sij
[bi+j−2(x2) ηi+j−2 + bi+j−1(x2) ηi+j−1] dx2


= hE
{
(bi(x1) ηi + bi+1(x1) ηi+1)
(
q+3∑
j=2−i
b ηi+j−2 + b ηi+j−1
)}
= hE
{
(bi(x1) ηi + bi+1(x1) ηi+1)
(
b η0 + η1 + · · ·+ ηi+q+1 + b ηi+q+2
)}
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= h
[
bi(x1)
(
bR2(i) +
q∑
τ=1−i
R2(τ)
)
+ bi+1(x1)
(
bR2(i+ 1) +
q∑
τ=−i
R2(τ)
)]
=
ε
q + 2
[
q∑
τ=−i
R2(τ)− bi(x1)bR2(i) + bi+1(x1)bR2(i+ 1)
]
, (4.12)
wobei im letzten Umformungsschritt die Eigenschaft R2(τ) = R2(−τ) genutzt wurde. Ist
i = q + 1, d. h. x1 ∈ [aq+1, aq+2], wird bezüglich x2 über die gesamte ε-Umgebung von
x1 integriert und es ergibt sich wie bei Integral J1(F1, F2)
x1+ε∫
0
Rε(x1, x2) dx2 =
ε
q + 2
q∑
τ=−q
R2(τ). (4.13)
Insgesamt ergibt sich J2(F1, F2) durch Integration bezüglich x1 unter Verwendung von
(4.12) und (4.13) als
J2(F1, F2) = F1(0)F2(0) ε
q + 2
 q∑
i=0
ai+1∫
ai
(
q∑
τ=−i
R2(τ)− bi(x1)bR2(i)
+bi+1(x1)bR2(i+ 1)
)
dx1 +
aq+2∫
aq+1
q∑
τ=−q
R2(τ) dx1

=F1(0)F2(0)
(
ε
q + 2
)2 [ q∑
i=0
(
q∑
τ=−i
R2(τ)− b bR2(i) + b bR2(i+ 1)
)
+
q∑
τ=−q
R2(τ)
]
=F1(0)F2(0)
(
ε
q + 2
)2 [
(q + 2)
q∑
τ=−q
R2(τ)−
q∑
τ=1
τR2(τ)− b bR2(0)
]
. (4.14)
Integral J3(F1, F2) :
J3(F1, F2) := F1(1)F2(1)
1∫
1−ε
 1∫
x1−ε
Rε(x1, x2) dx2
 dx1
Sei x1 ∈ [ai, ai+1] = Si2, für i = N − 2− q, . . . , N − 1, dann gilt Rε(x1, x2) 6= 0 für
x2 ∈ Si1−q ∪ · · · ∪ Si2 ∪ · · · ∪ SiN+1−i.
Auf die grafische Veranschaulichung wurde hier verzichtet. Sie ist analog zu Abbil-
dung 4.3 (b).
Für i = N − 2 − q besteht das Integrationsgebiet des Integrals bezüglich x2 aus der
gesamten ε-Umgebung von x1, so dass sich wie bei Integral J1(F1, F2)
1∫
x1−ε
Rε(x1, x2) dx2 =
ε
q + 2
q∑
τ=−q
R2(τ)
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ergibt. Für das innere Integral wird in den Fällen i = N−1−q, . . . , N−1 durch ähnliche
Überlegungen wie für das Integral J2(F1, F2)
1∫
x1−ε
Rε(x1, x2) dx2 =
ε
q + 2
[
N−1−i∑
τ=−q
R2(τ) + bi(x1)bR2(N − i)− bi+1(x1)bR2(N − 1− i)
]
gefunden. Insgesamt wird das Integral J3(F1, F2) nach dem Ausführen der Integration
bezüglich x1 als
J3(F1, F2) = F1(1)F2(1)
(
ε
q + 2
)2 [
(q + 2)
q∑
τ=−q
R2(τ)−
q∑
τ=1
τR2(τ)− b bR2(0)
]
(4.15)
berechnet.
Integral J4(F1, F2) :
J4(F1, F2) :=
1−ε∫
ε
F1(x1)F
′
2(x˜)
 ∫
Bε(x1)
(x2 − x1)Rε(x1, x2) dx2
 dx1
Mit den folgenden Symmetrieüberlegungen kann gezeigt werden, dass J4(F1, F2) keinen
Beitrag zu den gesuchten Entwicklungskoeffizienten liefert. Wird
F ′2(x˜) = F
′
2(x1) + (F
′
2(x˜)− F ′2(x1))
eingesetzt und die Lipschitz-Stetigkeit von F ′2 ausgenutzt, so gelingt wegen |x2− x1| ≤ ε
die Abschätzung∣∣∣∣∣∣∣
1−ε∫
ε
F1(x1) (F
′
2(x˜)− F ′2(x1))
 ∫
Bε(x1)
(x2 − x1)Rε(x1, x2) dx2
 dx1
∣∣∣∣∣∣∣
≤ cF1 · LF ′2 · ε · ε · 2ε · (1− 2ε) · c2.
Damit ist
J4(F1, F2) =
 1∫
0
−
ε∫
0
−
1∫
1−ε
F1(x1)F ′2(x1)
 ∫
Bε(x1)
(x2 − x1)Rε(x1, x2) dx2
 dx1+O(ε3).
Die letzten beiden der drei Integrale sind ebenfalls von höherer Ordnung, wie∣∣∣∣∣∣∣
ε∫
0
F1(x1)F
′
2(x1)
 ∫
Bε(x1)
(x2 − x1)Rε(x1, x2) dx2
 dx1
∣∣∣∣∣∣∣ ≤ cF1 · cF ′2 · ε · c2 ·
3
2
ε2 = O(ε3)
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exemplarisch zeigt. Damit ist
J4(F1, F2) =
1∫
0
F1(x1)F
′
2(x1)
 ∫
Bε(x1)
(x2 − x1)Rε(x1, x2) dx2
 dx1 +O(ε3).
Da aber nun m2(F¯1, F¯2) = m2(F¯2, F¯1) gilt und
Jk(F¯1, F¯2) = Jk(F¯2, F¯1) für k = 1, 2, 3
ist, muss
J4(F¯1, F¯2)− J4(F¯2, F¯1)
=
1∫
0
(
F¯1(x1)F¯
′
2(x1)− F¯ ′1(x1)F¯2(x1)
) ∫
Bε(x1)
(x2 − x1)Rε(x1, x2) dx2
 dx1 = O(ε3)
für alle Kernfunktionen F¯1, F¯2 gelten. Wird speziell F¯1 = 1 und F¯2 =
x∫
F (t) dt mit
F (x) := F1(x)F
′
2(x) gesetzt, ergibt sich
1∫
0
F (x1)
 ∫
Bε(x1)
(x2 − x1)Rε(x1, x2) dx2
 dx1 = O(ε3).
Damit ist gezeigt, dass J4(F1, F2) keinen Beitrag zu den gesuchten Entwicklungskoeffizi-
enten liefert. Zusammenfassend wird aufgrund der Beziehungen (4.11), (4.14) und (4.15)
das Ergebnis im folgenden Satz formuliert.
Satz 4.9
Für die auf der Grundlage eines MA[q] mit q ∈ N0 definierten Simulationsprozesse sind
die Entwicklungen erster und zweiter Ordnung
m2,I(F1, F2) =
2A1(F1, F2) ε m2,II(F1, F2) =
2A1(F1, F2) ε+
2A2(F1, F2) ε
2
des zweiten Moments
m2(F1, F2) =
1∫
0
1∫
0
F1(x1)F2(x2)Rε(x1, x2) dx2dx1
unter Annahme der Lipschitz-Stetigkeit von F ′1 und F ′2 gegeben durch
2A1(F1, F2) =
1
q + 2
q∑
τ=−q
R2(τ)
1∫
0
F1(x)F2(x) dx
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2A2(F1, F2) = − 1
(q + 2)2
[
q∑
τ=1
τR2(τ) + b bR2(0)
]
(F1(0)F2(0) + F1(1)F2(1)) .
Wird speziell q = 0 und c0 = 1 gesetzt, so haben die Entwicklungskoeffizienten die
Gestalt
2A1(F1, F2) =
1
2
σ2
1∫
0
F1(x)F2(x) dx
2A2(F1, F2) = −1
4
b b σ2 (F1(0)F2(0) + F1(1)F2(1)) .
Bemerkung 4.10 Sind die Kernfunktionen orthogonal im Intervall [0, 1], d. h. es gilt
1∫
0
F1(x)F2(x) dx = 0, dann ist m2(F1, F2) = O(ε2).
Aufgrund der Struktur der Simulationsprozesse gelingt die Berechnung der exakten zwei-
ten Momente m2(F1, F2). Durch Einsetzen von (4.8) wird
rjε(ω) =
1∫
0
Fj(x)
N∑
i=0
bi(x)ηi dx = h
N∑
i=0
gjiηi
erhalten, wobei
gji :=

1∫
0
Fj(hx)b(x) dx i = 0
1∫
−1
Fj(hx+ ai)b(x) dx i = 1, . . . , N − 1
0∫
−1
Fj(hx+ 1)b(x) dx i = N
(4.16)
gesetzt wurde. Damit lässt sich das zweite Moment berechnen durch
m2(F1, F2) = h
2E
{
N∑
i=0
g1iηi
N∑
j=0
g2jηj
}
= h2
N∑
i,j=0
g1ig2jR2(j − i).
Ist der zugrundeliegende MA[q] von der Ordnung q = 0 mit c0 = 1, so ergibt sich
m2(F1, F2) = h
2σ2
N∑
i=0
g1ig2i.
Beispiel 4.11 Seien Xi, i = 0, . . . , N unabhängige, lognormalverteilte Zufallsgrößen
mit der Dichtefunktion
fX(x) =
1√
2piσx
exp
(
−(lnx)
2
2σ2
)
für x > 0.
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Betrachtet wird ein Simulationsprozess mit q = 0 und c0 = 1. Die Zufallsgrößen ξi in
den Stützstellen ai, i = 0, . . . , N seien zentriert lognormalverteilt, d. h.
ξi = Xi −mXi,1 = Xi − exp
(
σ2
2
)
, i = 0, . . . , N
mit
σ2 = exp(σ
2)
(
exp(σ2)− 1) .
Zwischen ihnen werde linear interpoliert. Um die Abweichung zwischen exakt berechne-
tem Moment mj und dessen Approximationen mj,I und mj,II darzustellen, werden die
relativen Differenzen
errj,I =
mj,I −mj
mj
und errj,II =
mj,II −mj
mj
(4.17)
für j = 2, 3, 4, 5 betrachtet. In Abbildung 4.4 werden diese Größen für j = 2, σ2 = 0.5
und verschieden gewählte Kernfunktionen über ε aufgetragen. Bis auf den Fall der Kern-
funktion F (x) = sin(2pix), in dem der Koeffizient 2A2 verschwindet, ist eine erhebliche
Verbesserung der Näherung durch die Hinzunahme der Terme zweiter Ordnung bezüglich
ε zu beobachten (siehe Abbildung 4.4 (b)).
0 0.05 0.1 0.15 0.2 0.250
0.02
0.04
0.06
0.08
0.1
ε
err2,I
 
 
F(x)=1
F(x)=x
F(x)=x2+2x−1
F(x)=sin(2pi x)
(a)
0 0.05 0.1 0.15 0.2 0.25−5
−2.5
0
2.5
5
7.5
10
12.5
15
17.5
20 x 10
−3
ε
err2,II
 
 
F(x)=1
F(x)=x
F(x)=x2+2x−1
F(x)=sin(2pi x)
(b)
Abbildung 4.4: Relative Differenzen für das zweite Moment
4.2.2 Berechnung von 3A2(F1, F2, F3) und 3A3(F1, F2, F3)
In Anlehnung an die Überlegungen für die Entwicklungskoeffizienten 2A1(F1, F2) und
2A2(F1, F2) werden nun die Koeffizienten des dritten Moments hergeleitet, welches nach
(3.3) für k = 3 mit
E3 := {(x1, x2, x3) ∈ [0, 1]3; (x1, x2, x3) ε-benachbart}
die Form
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m3(F1, F2, F3) =
∫
E3
3∏
j=1
Fj(xj)E{fε(x1)fε(x2)fε(x3)} dx3dx2dx1
= 3A2(F1, F2, F3) ε
2 + 3A3(F1, F2, F3) ε
3 +O(ε4)
hat (vgl. Beziehung (3.10)). Mit den Bezeichnungen
Rε(x1, x2, x3) := E{fε(x1)fε(x2)fε(x3)}
M(x1) := {(x2, x3) ∈ [0, 1]2; |xi − xj| ≤ ε, i, j = 1, 2, 3}
Mkl(x1) := {(x2, x3) ∈ [0, 1]2; |xk − xl| > ε, |xi − xj| ≤ ε sonst für i, j = 1, 2, 3}
und
M˜(x1) := M(x1) ∪M12(x1) ∪M23(x1) ∪M13(x1)
ist
m3(F1, F2, F3) =
1∫
0
F1(x1)
 ∫
M˜(x1)
F2(x2)F3(x3)Rε(x1, x2, x3) dx2dx3
 dx1
=
 1−2ε∫
2ε
+
2ε∫
0
+
1∫
1−2ε
F1(x1)
 ∫
M˜(x1)
F2(x2)F3(x3)Rε(x1, x2, x3) dx2dx3
 dx1.
Die Integrale werden der Reihe nach mit Jˆk(F1, F2, F3), k = 1, 2, 3 bezeichnet und einzeln
betrachtet.
In die Integrale Jˆk(F1, F2, F3) mit k = 2, 3 werden
Fj(xi) = Fj(xk0) + F
′
j(x˜kj)(xj − xk0) j = 1, 2, 3
mit x20 = 0 und x30 = 1 eingesetzt, wobei x˜2j ∈ (0, xj) und x˜3j ∈ (xj, 1) gilt. Dann kann
Jˆ2(F1, F2, F3) :=
2ε∫
0
F1(x1)
 ∫
M˜(x1)
F2(x2)F3(x3)Rε(x1, x2, x3) dx2dx3
 dx1
=
2ε∫
0
(F1(0) + F
′
1(x˜21)x1)
 ∫
M˜(x1)
3∏
j=2
(
Fj(0) + F
′
j(x˜2j)xj
)
Rε(x1, x2, x3) dx2dx3
 dx1
=
3∏
j=1
Fj(0)
2ε∫
0
 ∫
M˜(x1)
Rε(x1, x2, x3) dx2dx3
 dx1 +O(ε4) (4.18)
und
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Jˆ3(F1, F2, F3) :=
1∫
1−2ε
F1(x1)
 ∫
M˜(x1)
F2(x2)F3(x3)Rε(x1, x2, x3) dx2dx3
 dx1
=
1∫
1−2ε
(F1(1) + F
′
1(x˜31)(x1 − 1))
·
 ∫
M˜(x1)
3∏
j=2
(
Fj(1) + F
′
j(x˜3j)(xj − 1)
)
Rε(x1, x2, x3) dx2dx3
 dx1
=
3∏
j=1
Fj(1)
1∫
1−2ε
 ∫
M˜(x1)
Rε(x1, x2, x3) dx2dx3
 dx1 +O(ε4) (4.19)
gefunden werden, da die Integrationsgebiete beider Integrale von der Ordnung O(ε3) sind
und die Integranden der weiteren nach dem Ausmultiplizieren entstehenden Integrale auf
die gleiche Weise wie z. B.
|F ′1(x˜k1) (x1 − xk0)F2(xk0)F3(xk0)Rε(x1, x2, x3)| ≤ cF ′1 · 2ε · cF2 · cF3 · c3
abgeschätzt werden können, wenn |Rε(x1, x2, x3)| ≤ c3 und |x1−xk0| ≤ 2ε berücksichtigt
werden. In dem Integranden von Jˆ1(F1, F2, F3) werden
Fj(xi) = Fj(x1) + F
′
j(x˜j)(xj − x1) mit j = 2, 3
eingesetzt. Nach Ausmultiplizieren des Integranden entsteht
Jˆ1(F1, F2, F3) :=
1−2ε∫
2ε
F1(x1)
 ∫
M˜(x1)
F2(x2)F3(x3)Rε(x1, x2, x3) dx2dx3
 dx1
=
1−2ε∫
2ε
3∏
j=1
Fj(x1)
 ∫
M˜(x1)
Rε(x1, x2, x3) dx2dx3
 dx1
+
1−2ε∫
2ε
F1(x1)F2(x1)
 ∫
M˜(x1)
F ′3(x˜3)(x3 − x1)Rε(x1, x2, x3) dx2dx3
 dx1
+
1−2ε∫
2ε
F1(x1)F3(x1)
 ∫
M˜(x1)
F ′2(x˜2)(x2 − x1)Rε(x1, x2, x3) dx2dx3
 dx1
+
1−2ε∫
2ε
F1(x1)
 ∫
M˜(x1)
F ′2(x˜2)(x2 − x1)F ′3(x˜3)(x3 − x1)Rε(x1, x2, x3) dx2dx3
 dx1,
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wobei das letzte dieser vier Integrale sich wieder von der Ordnung O(ε4) erweist, da das
Integrationsgebiet von der Ordnung O(ε2) ist und für den Integranden die Abschätzung
|F1(x1)F ′2(x˜2)(x2 − x1)F ′3(x˜3)(x3 − x1)Rε(x1, x2, x3)| ≤ cF1 · cF ′2 · 2ε · cF ′3 · 2ε · c3 = O(ε2)
gefunden werden kann. Mit dieser Überlegung und (4.18) und (4.19) verbleiben noch die
folgenden fünf Integrale
m3(F1, F2, F3) =
1−2ε∫
2ε
3∏
j=1
Fj(x1)
 ∫
M˜(x1)
Rε(x1, x2, x3) dx2dx3
 dx1
+
3∏
j=1
Fj(0)
2ε∫
0
 ∫
M˜(x1)
Rε(x1, x2, x3) dx2dx3
 dx1
+
3∏
j=1
Fj(1)
1∫
1−2ε
 ∫
M˜(x1)
Rε(x1, x2, x3) dx2dx3
 dx1
+
1−2ε∫
2ε
F1(x1)F2(x1)
 ∫
M˜(x1)
F ′3(x˜3)(x3 − x1)Rε(x1, x2, x3) dx2dx3
 dx1
+
1−2ε∫
2ε
F1(x1)F3(x1)
 ∫
M˜(x1)
F ′2(x˜2)(x2 − x1)Rε(x1, x2, x3) dx2dx3
 dx1 +O(ε4)
zur näheren Untersuchung. Diese sollen mit J1,J2,J3,J4,J5 bezeichnet und nachein-
ander betrachtet werden. Die angegebene Reihenfolge wurde so gewählt, damit in der
Darstellung Redundanzen vermieden werden. Außerdem wird für die Betrachtung der
letzten beiden Integrale die Auswertung der ersten drei benötigt.
Im Weiteren werden die Bezeichnungen Siα := [ai+α−3, ai+α−2] für α = 2 − q, . . . , q + 4
und Siαβ = Siα × Siβ verwendet.
Integral J1(F1, F2, F3) :
J1(F1, F2, F3) :=
1−2ε∫
2ε
3∏
j=1
Fj(x1)
 ∫
M˜(x1)
Rε(x1, x2, x3) dx2dx3
 dx1
Die Auswertung des Integrals geschieht völlig analog zu der von J1(F1, F2) für das zweite
Moment. Sei x1 ∈ [ai, ai+1] = Si3, für i = 2q + 4, . . . , N − 5− 2q.
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Si3 2−q
...
Si34
Si33
Si32
...
Si3 q+4
Siq+43· · ·Si43Si23· · ·Si2−q 3
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x3
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1
Abbildung 4.5: (x2, x3)-Gebiet mit Rε(x1, x2, x3) 6= 0 für x1 ∈ [ai, ai+1]
Die Menge
{(x2, x3) ∈ M˜(x1); Rε(x1, x2, x3) 6= 0}
ist in Abbildung 4.5 gelb eingefärbt.
Für das innere Integral ergibt sich unter Verwendung der Eigenschaften (4.6) und (4.7)
der Interpolationsfunktion und der dritten Momentfunktion aus (4.2)
∫
M˜(x1)
Rε(x1, x2, x3) dx2dx3 = E
fε(x1)
∫
M˜(x1)
fε(x2)fε(x3) dx2dx3

= h2E
{
(bi(x1) ηi + bi+1(x1) ηi+1)
(
q+4∑
j=2−q
b ηi+j−3 + b ηi+j−2
)(
q+4∑
k=2−q
b ηi+k−3 + b ηi+k−2
)}
= h2E
{
(bi(x1) ηi + bi+1(x1) ηi+1)
(
b ηi−q−1 + ηi−q + · · ·+ ηi+q+1 + b ηi+q+2
)
· ( b ηi−q−1 + ηi−q + · · ·+ ηi+q+1 + b ηi+q+2)}
= h2
q∑
τ1,τ2=−q
R3(τ1, τ2)
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und insgesamt
J1(F1, F2, F3) =
(
ε
q + 2
)2 q∑
τ1,τ2=−q
R3(τ1, τ2)
 1∫
0
−
2ε∫
0
−
1∫
1−2ε
F1(x)F2(x)F3(x) dx
=
(
ε
q + 2
)2 q∑
τ1,τ2=−q
R3(τ1, τ2)
[ 1∫
0
F1(x)F2(x)F3(x) dx
− 2ε (F1(0)F2(0)F3(0) + F1(1)F2(1)F3(1))
]
+O(ε4).
(4.20)
Bemerkung 4.12 Unter Verwendung von (4.2) ergibt sich
q∑
τ1,τ2=−q
R3(τ1, τ2) = σ3
q∑
τ1,τ2=−q
q+min{0,−τ1,−τ2}∑
j=max{0,−τ1,−τ2}
cjcj+τ1cj+τ2 = σ3
q∑
j,k,l=0
cjckcl.
Integral J2(F1, F2, F3) :
J2(F1, F2, F3) :=
3∏
j=1
Fj(0)
2ε∫
0
 ∫
M˜(x1)
Rε(x1, x2, x3) dx2dx3
 dx1
Sei x1 ∈ [ai, ai+1] = Si3, für i = 0, . . . , 2q + 3. Das Gebiet mit nichtverschwindender
Funktion Rε(x1, x2, x3) ist bezüglich (x2, x3) für i = 0 nur noch der rechte obere rot
umrandete Teil des in Abbildung 4.5 dargestellten Bereichs. Mit wachsendem i wird dies
schrittweise nach links erweitert bis schließlich für i = q + 1 wieder über den gesamten
gelb markierten Bereich zu integrieren ist. In den Fällen i ∈ {0, 1, . . . , q} ergibt sich
durch die Rechnung
∫
M˜(x1)
Rε(x1, x2, x3) dx2dx3 = E
fε(x1)
∫
M˜(x1)
fε(x2)fε(x3) dx2dx3

= h2E
{
(bi(x1) ηi + bi+1(x1) ηi+1)
(
b η0 + η1 + · · ·+ ηi+q+1 + b ηi+q+2
)
· ( b η0 + η1 + · · ·+ ηi+q+1 + b ηi+q+2)}
= h2
[
bi(x1)
(
b
2
R3(−i,−i) + 2b
q∑
τ=1−i
R3(−i, τ) +
q∑
τ1,τ2=1−i
R3(τ1, τ2)
)
+ bi+1(x1)
(
b
2
R3(−i− 1,−i− 1) + 2b
q∑
τ=−i
R3(−i− 1, τ) +
q∑
τ1,τ2=−i
R3(τ1, τ2)
)]
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=
(
ε
q + 2
)2 [ q∑
τ1,τ2=−i
R3(τ1, τ2)
+ bi(x1)
(
b
2
R3(−i,−i)− 2b
q∑
τ=1−i
R3(−i, τ)−R3(−i,−i)
)
+ bi+1(x1)
(
b
2
R3(−i− 1,−i− 1) + 2b
q∑
τ=−i
R3(−i− 1, τ)
)]
.
Für i ∈ {q + 1, . . . , 2q + 3} wird bezüglich (x2, x3) über den gesamten in Abbildung 4.5
gelb dargestellten Bereich integriert und, wie bereits in J1(F1, F2, F3) berechnet,∫
M˜(x1)
Rε(x1, x2, x3) dx2dx3 =
(
ε
q + 2
)2 q∑
τ1,τ2=−q
R3(τ1, τ2)
erhalten.
Insgesamt ergibt sich für das Integral J2(F1, F2, F3) durch Integration bezüglich x1
J2(F1, F2, F3) = F1(0)F2(0)F3(0)
(
ε
q + 2
)3 [
(2q + 4)
q∑
τ1,τ2=−q
R3(τ1, τ2) + (b
3 − b)R3(0, 0)
−
q∑
τ1=1
τ1
(
R3(0, τ1) + 2
q∑
τ2=−τ1+1
R3(−τ1, τ2)
)
− 3 b b
q∑
τ=1
R3(0, τ)
]
.
(4.21)
Integral J3(F1, F2, F3) :
J3(F1, F2, F3) :=
3∏
j=1
Fj(1)
1∫
1−2ε
 ∫
M˜(x1)
Rε(x1, x2, x3) dx2dx3
 dx1
Sei x1 ∈ [ai, ai+1] = Si3, für i = N − 4− 2q, . . . , N − 1. Das Integrationsgebiet bezüglich
(x2, x3) mit Rε(x1, x2, x3) 6= 0 ist für i ∈ {N − 4− 2q, . . . , N − 2− q} der vollständige in
Abbildung 4.5 gelb dargestellte Bereich, so dass sich in diesen Fällen∫
M˜(x1)
Rε(x1, x2, x3) dx2dx3 =
(
ε
q + 2
)2 q∑
τ1,τ2=−q
R3(τ1, τ2)
ergibt. Für i ∈ {N − 1 − q, . . . , N − 1} wird das Integrationsgebiet von rechts oben
schrittweise eingeschränkt, bis für i = N−1 nur noch über den blau umrandeten Bereich
bezüglich (x2, x3) zu integrieren ist. In diesen Fällen ergibt sich analog zur Herleitung
von J2(F1, F2, F3)
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∫
M˜(x1)
Rε(x1, x2, x3) dx2dx3 = E
fε(x1)
∫
M˜(x1)
fε(x2)fε(x3) dx2dx3

= h2E
{
(bi(x1) ηi + bi+1(x1) ηi+1)
(
b ηi−q−1 + ηi−q + · · ·+ ηN−1 + b ηN
)
· ( b ηi−q−1 + ηi−q + · · ·+ ηN−1 + b ηN)}
=
(
ε
q + 2
)2 [ N−1−i∑
τ1,τ2=−q
R3(τ1, τ2)
+ bi(x1)
(
b2R3(N − i, N − i) + 2b
N−1−i∑
τ=−q
R3(N − i, τ)
)
+ bi+1(x1)
(
(b2 − 1)R3(N − 1− i, N − 1− i)− 2 b
N−2−i∑
τ=−q
R3(N − 1− i, τ)
)]
.
Insgesamt wird für das Integral J3(F1, F2, F3) durch Integration bezüglich x1
J3(F1, F2, F3) =F1(1)F2(1)F3(1)
(
ε
q + 2
)3 [
(2q + 4)
q∑
τ1,τ2=−q
R3(τ1, τ2) + (b
3 − b)R3(0, 0)
−
q∑
τ1=1
τ1
(
R3(0,−τ1) + 2
τ1−1∑
τ2=−q
R3(τ1, τ2)
)
− 3 b b
q∑
τ=1
R3(0,−τ)
]
(4.22)
berechnet, wenn R3(τ, τ) = R3(0,−τ) genutzt wird.
Integrale J4(F1, F2, F3) und J5(F1, F2, F3) :
J4(F1, F2, F3) :=
1−2ε∫
2ε
F1(x1)F2(x1)
 ∫
M˜(x1)
F ′3(x˜3)(x3 − x1)Rε(x1, x2, x3) dx2dx3
 dx1
Es wird F ′3(x˜3) = F ′3(x1) + (F ′3(x˜3) − F ′3(x1)) eingesetzt. Das Integrationsgebiet ist von
der Ordnung O(ε2) und mit der sich aus der Lipschitz-Stetigkeit von F ′3 ergebenden
Abschätzung
|F1(x1)F2(x1)(F ′3(x˜3)− F ′3(x1))(x3 − x1)Rε(x1, x2, x3)| ≤ cF1 · cF2 · 2ε · LF ′3 · 2ε · c3
wird
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J4(F1, F2, F3) =
1−2ε∫
2ε
F1(x1)F2(x1)F
′
3(x1)
 ∫
M˜(x1)
(x3 − x1)Rε(x1, x2, x3) dx2dx3
 dx1 +O(ε4)
=
1∫
0
F1(x1)F2(x1)F
′
3(x1)
 ∫
M˜(x1)
(x3 − x1)Rε(x1, x2, x3) dx2dx3
 dx1 +O(ε4)
gefunden. Durch analoge Überlegungen wird
J5(F1, F2, F3) :=
1−2ε∫
2ε
F1(x1)F3(x1)
 ∫
M˜(x1)
F ′2(x˜2)(x2 − x1)Rε(x1, x2, x3) dx2dx3
 dx1
=
1∫
0
F1(x1)F
′
2(x1)F3(x1)
 ∫
M˜(x1)
(x2 − x1)Rε(x1, x2, x3) dx2dx3
 dx1 +O(ε4)
erhalten. Für
J6(F1, F2, F3) := J4(F1, F2, F3) + J5(F1, F2, F3)
wird durch Umbenennung der Integrationsvariablen bis auf Terme der Ordnung O(ε4)
1∫
0
F1(x1)(F2(x1)F
′
3(x1) + F
′
2(x1)F3(x1))
 ∫
M˜(x1)
(x2 − x1)Rε(x1, x2, x3) dx2dx3
 dx1
erhalten. Da aber nun m3(F¯1, F¯2, F¯3) = m3(F¯2, F¯1, F¯3) gilt und
Jk(F¯1, F¯2, F¯3) = Jk(F¯2, F¯1, F¯3) für k = 1, 2, 3
ist, wird
J6(F¯1, F¯2, F¯3)− J6(F¯2, F¯1, F¯3)
=
1∫
0
(
(F¯1(x1)F¯
′
2(x1)− F¯ ′1(x1)F¯2(x1)
)
F¯3(x1)
 ∫
M˜(x1)
(x2 − x1)Rε(x1, x2, x3) dx2dx3
 dx1
= O(ε4)
für alle Kernfunktionen F¯1, F¯2, F¯3 gefunden. Wird nun speziell F¯2 = 1, F¯3 = 1 und
F¯1 =
x∫
F (t) dt mit
F (x) = F1(F2F
′
3 + F
′
2F3)(x)
gesetzt, so ergibt sich
1∫
0
F (x1)
 ∫
M˜(x1)
(x2 − x1)Rε(x1, x2, x3) dx2dx3
 dx1 = O(ε4).
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Damit ist gezeigt, dass J4(F1, F2, F3) und J5(F1, F2, F3) keinen Beitrag zu den gesuchten
Entwicklungskoeffizienten liefern. Zusammenfassend kann wegen (4.20), (4.21) und (4.22)
das Ergebnis für die Entwicklungskoeffizienten des dritten Moments im folgenden Satz
formuliert werden.
Satz 4.13
Für die auf der Grundlage eines MA[q] mit q ∈ N0 definierten Simulationsprozesse sind
die Entwicklungen erster und zweiter Ordnung
m3,I(F1, F2, F3) =
3A2(F1, F2, F3) ε
2
m3,II(F1, F2, F3) =
3A2(F1, F2, F3) ε
2 + 3A3(F1, F2, F3) ε
3
des dritten Moments
m3(F1, F2, F3) =
1∫
0
1∫
0
1∫
0
F1(x1)F2(x2)F3(x3)Rε(x1, x2, x3) dx3dx2dx1
unter Annahme der Lipschitz-Stetigkeit von F ′1, F ′2 und F ′3 gegeben durch
3A2(F1, F2, F3) =
1
(q + 2)2
q∑
τ1,τ2=−q
R3(τ1, τ2)
1∫
0
F1(x)F2(x)F3(x) dx
3A3(F1, F2, F3) =
1
(q + 2)3
[
F1(0)F2(0)F3(0)
(
(b
3 − b)R3(0, 0)
−
q∑
τ1=1
τ1
(
R3(0, τ1) + 2
q∑
τ2=τ1+1
R3(−τ1, τ2)
)
− 3bb
q∑
τ=1
R3(0,−τ)
)
+ F1(1)F2(1)F3(1)
(
(b3 − b)R3(0, 0)
−
q∑
τ1=1
τ1
(
R3(0,−τ1) + 2
τ1−1∑
τ2=−q
R3(τ1, τ2)
)
− 3bb
q∑
τ=1
R3(0,−τ)
)]
.
Wird speziell q = 0 und c0 = 1 gesetzt, so haben die Entwicklungskoeffizienten die
Gestalt
3A2(F1, F2, F3) =
1
4
σ3
1∫
0
F1(x)F2(x)F3(x) dx
3A3(F1, F2, F3) =
1
8
σ3
(
F1(0)F2(0)F3(0)(b
3 − b) + F1(1)F2(1)F3(1)(b3 − b)
)
.
Das dritte Moment ist ebenso wie das zweite Moment auch exakt berechenbar. Mit (4.2)
und der Bezeichnung (4.16) gilt
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m3(F1, F2, F3) = h
3E
{
N∑
i=0
g1iηi
N∑
j=0
g2jηj
N∑
k=0
g3kηk
}
= h3
N∑
i,j,k=0
g1ig2jg3kR3(j − i, k − i).
Ist der zugrundeliegende MA[q] von der Ordnung q = 0 mit c0 = 1, so ergibt sich
m3(F1, F2, F3) = h
3σ3
N∑
i=0
g1ig2ig3i.
Fortsetzung des Beispiels 4.11 Es werden für j = 3 die relativen Differenzen aus
(4.17) betrachtet. Auch für das dritte Moment ist eine deutliche Verringerung der abso-
luten relativen Differenzen bei Hinzunahme des Terms der Ordnung ε3 festzustellen. Für
die Wahl der Kernfunktion F (x) = sin(2pix) wird m3 = m3,I = m3,II = 0 erhalten, so
dass die grafische Veranschaulichung entfällt.
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Abbildung 4.6: Relative Differenzen für das dritte Moment
4.2.3 Berechnung von 4A3(F1, F2, F3, F4)
Aus der Formel (3.3) ergibt sich für k = 4 mit
F({i1, i2}, {i3, i4}) = E({1, 2, 3, 4}) =: E4, wobei ij 6= ik für j 6= k
m4(F1, F2, F3, F4) =
2∑
p=1
∑
{I1,...,Ip}
 p∏
j=1
∫
E(Ij)
∏
i∈Ij
Fi(xi)E
∏
i∈Ij
fε(xi)
∏
i∈Ij
dxi
−
∫
F(I1,...,Ip)
p∏
j=1
∏
i∈Ij
Fi(xi)E
∏
i∈Ij
fε(xi)

 dx1 . . . dx4

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=
∫
E4
4∏
i=1
Fi(xi)
E{ 4∏
i=1
fε(xi)
}
−
∑
{I1,I2}
2∏
j=1
E
∏
i∈Ij
fε(xi)

 dx1 . . . dx4 (4.23)
+
∑
{I1,I2}
2∏
j=1
∫
E(Ij)
∏
i∈Ij
Fi(xi)E
∏
i∈Ij
fε(xi)
∏
i∈Ij
dxi. (4.24)
Die Summe (4.24) besteht aus Produkten von zweiten Momenten, deren Entwicklungs-
koeffizienten bereits in Abschnitt 4.2.1 berechnet wurden. Für die Auswertung von (4.23)
werden die Bezeichnungen
M(x1) :=
{
(x2, x3, x4) ∈ [0, 1]3; |xi − xj| ≤ ε, i, j = 1, 2, 3, 4
}
,
Mkl(x1) := {(x2, x3, x4) ∈ [0, 1]3; |xk − xl| > ε, |xi − xj| ≤ ε sonst für i, j = 1, . . . , 4}
und Mkl,mn(x1) und Mkl,mn,op(x1) sinngemäß eingeführt. Außerdem werden die Menge
M˜(x1) = M(x1)
⋃ 4∪
k,l=1
k<l
Mkl(x1)
⋃ 4∪
k,l,m,n=1
k<l,m<n
(k,l)6=(m,n)
Mkl,mn(x1)
⋃ 4∪
k,l,m,n,o,p=1
k<l,m<n,o<p
k 6=m 6=o oder l 6=n 6=p
Mkl,mn,op(x1)
und die Funktion
R¯ε(x1, x2, x3, x4) :=E
{
4∏
i=1
fε(xi)
}
− E
{∏
i=1,2
fε(xi)
}
E
{∏
i=3,4
fε(xi)
}
− E
{∏
i=1,3
fε(xi)
}
E
{∏
i=2,4
fε(xi)
}
− E
{∏
i=2,3
fε(xi)
}
E
{∏
i=1,4
fε(xi)
}
definiert. Damit ist (4.23)
∫
E4
4∏
i=1
Fi(xi)R¯ε(x1, x2, x3, x4) dx1 . . . dx4
=
1∫
0
 ∫
M˜(x1)
4∏
i=1
Fi(xi)R¯ε(x1, x2, x3, x4) dx2 . . . dx4
 dx1
= 4A3 ε
3 +O(ε4).
Durch Einsetzen von
Fi(xi) = Fi(x1) + F
′
i (x˜i)(xi − x1)
für |xi − x1| ≤ 3ε und i = 2, 3, 4 ist
4.2. BERECHNUNG DER CHARAKTERISTIKEN 63
1∫
0
 ∫
M˜(x1)
4∏
i=1
Fi(xi)R¯ε(x1, x2, x3, x4) dx2 . . . dx4
 dx1
=
1∫
0
F1(x1)
 ∫
M˜(x1)
4∏
i=2
(Fi(x1) + F
′
i (x˜i)(xi − x1))R¯ε(x1, x2, x3, x4) dx2dx3dx4
 dx1
(4.25)
=
1∫
0
4∏
i=1
Fi(x1)
 ∫
M˜(x1)
R¯ε(x1, x2, x3, x4) dx2dx3dx4
 dx1 +O(ε4),
da das Integrationsgebiet von der Ordnung O(ε3) ist und für die restlichen nach Aus-
multiplizieren des Integranden von (4.25) entstehenden Ausdrücke Abschätzungen in der
Art∣∣F1(x1)F2(x1)F3(x1)F ′4(x˜4)(x4 − x1)R¯ε(x1, x2, x3, x4)∣∣ ≤ cF1 · cF2 · cF3 · cF ′4 · 3ε · c4 (4.26)
gemacht werden können. Durch eine Aufteilung des verbleibenden Integrals bezüglich x1
wird
1∫
0
4∏
i=1
Fi(x1)
 ∫
M˜(x1)
R¯ε(x1, x2, x3, x4) dx2dx3dx4
 dx1
=
 1−3ε∫
3ε
+
3ε∫
0
+
1∫
1−3ε

 ∫
M˜(x1)
R¯ε(x1, x2, x3, x4) dx2dx3dx4
 dx1
=
1−3ε∫
3ε
 ∫
M˜(x1)
R¯ε(x1, x2, x3, x4) dx2dx3dx4
 dx1 +O(ε4) (4.27)
erreicht, da das Integrationsgebiet der letzten beiden Integrale von der OrdnungO(ε4) ist.
Der Koeffizient 4A3(F1, F2, F3, F4) ergibt sich durch Auswertung des Integrals in (4.27),
welches mit J1(F1, F2, F3, F4) bezeichnet werden soll. Es kann das folgende Ergebnis
festgehalten werden.
Satz 4.14
Für die auf der Grundlage eines MA[q] mit q ∈ N0 definierten Simulationsprozesse sind
die Entwicklungen erster und zweiter Ordnung
m4,I(F1, F2, F3, F4)
=
(
2A1(F1, F2)
2A1(F3, F4) +
2A1(F1, F3)
2A1(F2, F4) +
2A1(F1, F4)
2A1(F2, F3)
)
ε2
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m4,II(F1, F2, F3, F4)
=m4,I(F1, F2, F3, F4) +
(
2A2(F1, F2)
2A1(F3, F4) +
2A2(F1, F3)
2A1(F2, F4)
+ 2A2(F1, F4)
2A1(F2, F3) +
2A2(F2, F3)
2A1(F1, F4) +
2A2(F2, F4)
2A1(F1, F3)
+ 2A2(F3, F4)
2A1(F1, F2) +
4A3(F1, F2, F3, F4)
)
ε3
des vierten Moments
m4(F1, F2, F3, F4) =
1∫
0
1∫
0
1∫
0
1∫
0
4∏
i=1
Fi(xi)E
{
4∏
i=1
fε(xi)
}
dx1 . . . dx4
berechenbar mit den bereits im Satz 4.9 erhaltenen Koeffizienten und
4A3(F1, F2, F3, F4) =
1
(q + 2)3
q∑
τ1,τ2,τ3=−q
R04(τ1, τ2, τ3)
1∫
0
4∏
i=1
Fi(x) dx,
wobei
R04(τ1, τ2, τ3) := (σ4 − 3σ22)
q+min{0,−τ1,−τ2,−τ3}∑
j=max{0,−τ1,−τ2,−τ3}
cjcj+τ1cj+τ2cj+τ3 . (4.28)
Wird speziell q = 0 und c0 = 1 gesetzt, so hat der Entwicklungskoeffizient die Gestalt
4A 3 =
σ4 − 3σ22
8
1∫
0
4∏
i=1
Fi(x) dx.
Beweis.
Mit Gleichung (4.27) ist nur noch die Auswertung des Integrals
J1(F1, F2, F3, F4) :=
1−3ε∫
3ε
 ∫
M˜(x1)
R¯ε(x1, x2, x3, x4) dx2dx3dx4
 dx1
für den Beweis des behaupteten Koeffizienten 4A 3(F1, F2, F3, F4) vorzunehmen.
Es seien die Bezeichnungen
Siα := [ai+α−4, ai+α−3], α = 3− q, . . . , q + 5 und Siαβγ = Siα × Siβ × Siγ
eingeführt, dann ist mit η¯α := ηi+α−4∫
Sα
fε(x, ω) dx =
ai+α−3∫
ai+α−4
bi+α−4(x)η¯α + bi+α−3(x)η¯α+1 = h
[
b η¯α + b η¯α+1
]
.
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Wegen (4.3) mit (4.28) und (4.1) gelten die Beziehungen
E{η¯iη¯j η¯kη¯l} = R4(j − i, k − i, l − i)
= R04(j − i, k − i, l − i) +R2(j − i)R2(l − k)
+R2(k − i)R2(l − j) +R2(l − i)R2(k − j)
(4.29)
E{η¯iη¯j} = R2(j − i). (4.30)
Es sei x1 ∈ [ai, ai+1] = Si4 mit i ∈ {3q + 6, . . . , N − 7− 3q}. Dann berechnet sich∫
Sαβγ
R¯ε(x1, x2, x3, x4) dx2dx3dx4
= h3
[
E
{
(bi(x1)η¯4 + bi+1(x1)η5)(b η¯α + b η¯α+1)(b η¯β + b η¯β+1)(b η¯γ + b η¯γ+1)
}
− E{(bi(x1)η¯4 + bi+1(x1)η¯5)(b η¯α + b η¯α+1)}E{(b η¯β + b η¯β+1)(b η¯γ + b η¯γ+1)}
− E{(bi(x1)η¯4 + bi+1(x1)η¯5)(b η¯β + b η¯β+1)E{(b η¯α + b η¯α+1)} (b η¯γ + b η¯γ+1)}
− E{(bi(x1)η¯4 + bi+1(x1)η¯5)(b η¯γ + b η¯γ+1)}E{(b η¯α + b η¯α+1)(b η¯β + b η¯β+1)}] .
(4.31)
Bei der Auswertung der vier Terme entstehen aus jedem Term 24 = 16 Summanden.
Wird jeweils nur der erste Summand betrachtet, so ist mit (4.29) und (4.30)
h3bi(x1)b
3
[E{η¯4η¯αη¯β η¯γ} − E{η¯4η¯α}E{η¯β η¯γ} − E{η¯4η¯β}E{η¯αη¯γ} − E{η¯4η¯γ}E{η¯αη¯β}]
= h3bi(x1)b
3
R04(α− 4, β − 4, γ − 4)
und demzufolge für (4.31)∫
Sαβγ
R¯ε(x1, x2, x3, x4) dx2dx3dx4 = h
3
[
bi(x1)P¯ (4, α, β, γ) + bi+1(x1)P¯ (5, α, β, γ)
]
mit
P¯ (p, α, β, γ)
:= b
3
R04(α− p, β − p, γ − p) + b
2
b
(
R04(α + 1− p, β − p, γ − p)
+R04(α− p, β + 1− p, γ − p) +R04(α− p, β − p, γ + 1− p)
)
+ b2 b
(
R04(α + 1− p, β + 1− p, γ − p) +R04(α + 1− p, β − p, γ + 1− p)
+R04(α− p, β + 1− p, γ + 1− p)
)
+ b3R04(α + 1− p, β + 1− p, γ + 1− p).
(4.32)
Aus (4.28) ist zu erkennen, dass der in (4.32) definierte Ausdruck gerade verschwindet,
wenn ein Index von {α, β, γ} größer als q + p ist oder um mindestens q + 2 kleiner als
p ist. Damit besteht das Integrationsgebiet aus der Vereinigung der Gebiete Sαβγ mit
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α, β, γ ∈ {3− q, . . . , q + 5} und |α− β| < q + 1, |α− γ| < q + 1 und |β − γ| < q + 1 und
es wird insgesamt
J1(F1, F2, F3, F4) :=
(
ε
q + 2
)3 q∑
τ1,τ2,τ3=−q
R04(τ1, τ2, τ3)
1−3ε∫
3ε
4∏
i=1
Fi(x) dx
=
(
ε
q + 2
)3 q∑
τ1,τ2,τ3=−q
R04(τ1, τ2, τ3)
1∫
0
4∏
i=1
Fi(x) dx+O(ε4)
und damit der behauptete Ausdruck für 4A 3(F1, F2, F3, F4) erhalten. 
Die Berechnung des exakten vierten Momentes kann mit der Bezeichnung (4.16) durch
m4(F1, F2, F3, F4) = h
4E
{
N∑
i=0
g1iηi
N∑
j=0
g2jηj
N∑
k=0
g3kηk
N∑
l=0
g4lηl
}
= h4
N∑
i,j,k,l=0
g1ig2jg3kg4lR4(j − i, k − i, l − i)
erfolgen. Ist der zugrundeliegende MA[q] von der Ordnung q = 0 mit c0 = 1, so wird
m4(F1, F2, F3, F4)
= h4
σ4 N∑
i=0
g1ig2ig3ig4i + σ
2
2
 N∑
i,j=0
i6=j
g1ig2ig3jg4j + g1ig3ig2jg4j + g1ig4ig2jg3j


erhalten.
Fortsetzung des Beispiels 4.11 In Abbildung 4.7 sind die in (4.17) definierten rela-
tiven Differenzen für j = 4 in Abhängigkeit von ε dargestellt. Bis auf den Fall der Wahl
F (x) = x2 + 2x − 1, bei dem nur für kleine ε eine Verbesserung der Approximation
durch m4,II festgestellt werden kann, ist in den gewählten Beispielen für den gesamten
dargestellten ε-Bereich eine deutliche Verringerung der absoluten relativen Differenzen
bei Hinzunahme des Terms der Ordnung ε3 zu beobachten.
4.2.4 Berechnung von 5A4(F1, F2, F3, F4, F5)
Die Berechnung dieses Koeffizienten erfolgt analog zu 4A3(F1, F2, F3, F4) und soll deshalb
nur kurz skizziert werden. Aus der Formel (3.3) ergibt sich für k = 5 mit
F({i1, i2}, {i3, i4, i5}) = E({1, 2, 3, 4, 5}) =: E5, wobei ij 6= ik für j 6= k
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Abbildung 4.7: Relative Differenzen für das vierte Moment
m5(F1, . . . , F5) =
2∑
p=1
∑
{I1,...,Ip}
 p∏
j=1
∫
E(Ij)
∏
i∈Ij
Fi(xi)E
∏
i∈Ij
fε(xi)
∏
i∈Ij
dxi
−
∫
F(I1,...,Ip)
p∏
j=1
∏
i∈Ij
Fi(xi)E
∏
i∈Ij
fε(xi)

 dx1 . . . dx5

=
∫
E5
5∏
i=1
Fi(xi)
E{ 5∏
i=1
fε(xi)
}
−
∑
{I1,I2}
2∏
j=1
E
∏
i∈Ij
fε(xi)

 dx1 . . . dx5 (4.33)
+
∑
{I1,I2}
2∏
j=1
∫
E(Ij)
∏
i∈Ij
Fi(xi)E
∏
i∈Ij
fε(xi)
∏
i∈Ij
dxi. (4.34)
Die Summe (4.34) besteht aus Produkten von zweiten und dritten Momenten, deren
Entwicklungskoeffizienten bereits in den Abschnitten 4.2.1 und 4.2.2 berechnet wurden.
Für die Auswertung von (4.33) werden die Bezeichnungen
M(x1) :=
{
(x2, x3, x4, x5) ∈ [0, 1]4; |xi − xj| ≤ ε, i, j = 1, . . . , 5
}
,
Mkl(x1) := {(x2, x3, x4, x5) ∈ [0, 1]4; |xk − xl| > ε, |xi − xj| ≤ ε sonst für i, j = 1, . . . , 5}
und die Mengen
Mkl,mn(x1), Mkl,mn,op(x1), Mkl,mn,op,rs(x1), Mkl,mn,op,rs,tu(x1), Mkl,mn,op,rs,tu,vw(x1)
sinngemäß eingeführt. Außerdem wird die Menge M˜(x1) ähnlich wie im vorangegangenen
Abschnitt als deren Vereinigung und die Funktion
R¯ε(x1, x2, x3, x4, x5) := E
{
5∏
q=1
fε(xq)
}
−
∑
{{q1,q2},{q3,q4,q5}}
nichtäquivalent mit
qi∈{1,...,5},qi 6=qj ,i 6=j
E
{∏
i=1,2
fε(xqi)
}
E
{ ∏
i=3,4,5
fε(xqi)
}
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definiert. Damit ist (4.33)∫
E5
5∏
i=1
Fi(xi)R¯ε(x1, x2, x3, x4, x5) dx1 . . . dx5
=
1∫
0
 ∫
M˜(x1)
5∏
i=1
Fi(xi)R¯ε(x1, x2, x3, x4, x5) dx2 . . . dx5
 dx1
= 5A4(F1, F2, F3, F4, F5) ε
4 +O(ε5).
Durch Einsetzen von
Fi(xi) = Fi(x1) + F
′
i (x˜i)(xi − x1)
für |xi − x1| ≤ 4ε und i = 2, . . . , 5 ist
1∫
0
 ∫
M˜(x1)
5∏
i=1
Fi(xi)R¯ε(x1, x2, x3, x4, x5) dx2 . . . dx5
 dx1
=
1∫
0
5∏
i=1
Fi(x1)
 ∫
M˜(x1)
R¯ε(x1, x2, x3, x4, x5) dx2 . . . dx5
 dx1 +O(ε5),
da das Integrationsgebiet von der Ordnung O(ε4) ist und für die restlichen nach Aus-
multiplizieren des Integranden entstehenden Ausdrücke sinngemäße Abschätzungen wie
in (4.26) gemacht werden können. Durch eine Aufteilung des Integrals bezüglich x1 wird
1∫
0
5∏
i=1
Fi(x1)
 ∫
M˜(x1)
R¯ε(x1, x2, x3, x4, x5) dx2 . . . dx5
 dx1
=
 1−4ε∫
4ε
+
4ε∫
0
+
1∫
1−4ε

 ∫
M˜(x1)
R¯ε(x1, x2, x3, x4, x5) dx2 . . . dx5
 dx1
=
1−4ε∫
4ε
 ∫
M˜(x1)
R¯ε(x1, x2, x3, x4, x5) dx2 . . . dx5
 dx1 +O(ε5) (4.35)
erreicht, da das Integrationsgebiet der letzten beiden Integrale von der Ordnung O(ε5)
ist. Der Koeffizient 5A4(F1, F2, F3, F4, F5) ergibt sich durch Auswertung des in (4.35)
verbleibenden Integrals. Damit kann das folgende Ergebnis festgehalten werden.
Satz 4.15
Für die auf der Grundlage eines MA[q] mit q ∈ N0 definierten Simulationsprozesse sind
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die Entwicklungen erster und zweiter Ordnung
m5,I(F1, F2, F3, F4, F5) =
∑
{{q1,q2},{q3,q4,q5}}
nichtäquivalent mit
qi∈{1,...,5},qi 6=qj ,i 6=j
2A1(Fq1 , Fq2)
3A2(Fq3 , Fq4 , Fq5) ε
3
m5,II(F1, F2, F3, F4, F5) = m5,I(F1, F2, F3, F4, F5) +
(
5A4(F1, F2, F3, F4, F5)
+
∑
{{q1,q2},{q3,q4,q5}}
nichtäquivalent mit
qi∈{1,...,5},qi 6=qj ,i6=j
(
2A1(Fq1 , Fq2)
3A3(Fq3 , Fq4 , Fq5) +
2A2(Fq1 , Fq2)
3A2(Fq3 , Fq4 , Fq5)
))
ε4
des fünften Moments
m5(F1, F2, F3, F4, F5) =
1∫
0
1∫
0
1∫
0
1∫
0
1∫
0
5∏
i=1
Fi(xi)E
{
5∏
i=1
fε(xi)
}
dx1 . . . dx5
berechenbar mit den bereits in den Sätzen 4.9 und 4.13 erhaltenen Koeffizienten und
5A4(F1, F2, F3, F4, F5) =
1
(q + 2)4
q∑
τ1,τ2,τ3,τ4=−q
R05(τ1, τ2, τ3, τ4)
1∫
0
5∏
i=1
Fi(x) dx, (4.36)
wobei
R05(τ1, τ2, τ3, τ4) := (σ5 − 10σ2σ3)
q+min{0,−τ1,−τ2,−τ3,−τ4}∑
j=max{0,−τ1,−τ2,−τ3,−τ4}
cjcj+τ1cj+τ2cj+τ3cj+τ4
definiert sei.
Wird speziell q = 0 und c0 = 1 gesetzt, so hat der Entwicklungskoeffizient die Gestalt
5A 4 =
σ5 − 10σ2σ3
16
1∫
0
5∏
i=1
Fi(x) dx.
Beweis.
Der Beweis geschieht völlig analog zu dem von Satz 4.14 und soll an dieser Stelle weg-
gelassen werden. 
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Die Berechnung des exakten fünften Momentes kann mit der Bezeichnung (4.16) und
Gleichung (4.4) durch
m5(F1, F2, F3, F4, F5) = h
5E
{
N∑
i=0
g1iηi
N∑
j=0
g2jηj
N∑
k=0
g3kηk
N∑
l=0
g4lηl
N∑
n=0
g5nηn
}
= h5
N∑
i,j,k,l,n=0
g1ig2jg3kg4lg5nR5(j − i, k − i, l − i, n− i)
erreicht werden.
Ist der zugrundeliegende MA[q] von der Ordnung q = 0 mit c0 = 1, so wird
m5(F1, F2, F3, F4, F5)
= h5
[
σ5
N∑
i=0
g1ig2ig3ig4ig5i + σ2σ3
(
N∑
i,j=0
i6=j
g1ig2ig3jg4jg5j + g1ig3ig2jg4jg5j + g1ig4ig2jg3jg5j
+ g1ig5ig2jg3jg4j + g2ig3ig1jg4jg5j + g2ig4ig1jg3jg5j + g2ig5ig1jg3jg4j + g3ig4ig1jg2jg5j
+ g3ig5ig1jg2jg4j + g4ig5ig1jg2jg3j
)]
erhalten.
Fortsetzung des Beispiels 4.11 In Abbildung 4.8 sind die in (4.17) definierten relati-
ven Differenzen für j = 5 in Abhängigkeit von ε dargestellt. Auch für das fünfte Moment
ist für kleine ε eine Verbesserung der Approximation durch m5,II zu beobachten.
Ebenso wie für das dritte Moment wird für die Wahl der Kernfunktion F (x) = sin(2pix)
die Beziehung m5 = m5,I = m5,II = 0 erhalten.
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Abbildung 4.8: Relative Differenzen für das fünfte Moment
Kapitel 5
Dichteapproximation durch
Reihenentwicklung
In diesem und den weiteren Kapiteln werden verschiedene Methoden zur Approximation
der unbekannten Dichtefunktion der Zufallsgröße r˜ε aus (3.34) betrachtet. Grundlage
bilden die in Kapitel 3 erhaltenen Entwicklungen für die Momente und Kumulanten.
An numerischen Beispielen werden die Approximationen illustriert und deren Vor- und
Nachteile analysiert. Zur Verbesserung der Lesbarkeit wird auf die Auszeichnung der
Zufallsgröße in den Bezeichnungen der Charakteristiken im Folgenden verzichtet. So
werden für das k-te Moment und die k-te Kumulante von r˜ε die Bezeichnungen m˜k und
κ˜k verwendet, für die charakteristische Funktion ψ˜(t) und für die erzeugenden Funktionen
M˜(t) und K˜(t) geschrieben.
In diesem Kapitel wird die Dichteapproximation mit Hilfe von Reihenentwicklungen un-
tersucht. Zwischen der Dichtefunktion f der Zufallsgröße rε(ω) und der Dichtefunktion
f˜ von r˜ε(ω) = 1√
2A1ε
rε(ω) besteht der Zusammenhang
f(x) =
1√
2A1ε
f˜
(
x√
2A1ε
)
, (5.1)
so dass damit aus der Reihenentwicklung der Dichte f˜ auch eine Approximation von
f berechnet werden kann. Diese wird jedoch keine Entwicklung im eigentlichen Sinne
darstellen, sondern nur noch im Sinne einer Näherung der unbekannten Dichtefunktion
verstanden.
5.1 Gram-Charlier-Reihe
Für die Dichtefunktion von r˜ε(ω) werde eine Darstellung von f˜(x) in der Form einer
Gram-Charlier-Reihe
f˜(x) = ϕ(x)
∞∑
k=0
(−1)k
k!
ckHek(x)
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angenommen (vgl. [18], [33], [43]). Dabei ist ϕ(x) die Dichtefunktion der standardisierten
Normalverteilung. Mit ck werden die noch zu bestimmenden Koeffizienten bezeichnet. Die
Hermite-Polynome {Hek(x); k ∈ N0} sind definiert durch
Hek(x) =
[ k
2
]∑
j=0
(−1)j k!
2jj!(k − 2j)!x
k−2j (5.2)
= (−1)k 1
ϕ(x)
dk
dxk
ϕ(x), (5.3)
mit k ∈ N0 (vgl. [3]). Die ersten Hermite-Polynome sind gegeben durch
He0(x) = 1 He1(x) = x He2(x) = x
2 − 1
He3(x) = x
3 − 3x He4(x) = x4 − 6x2 + 3 He5(x) = x5 − 10x3 + 15x
He6(x) = x
6 − 15x4 + 45x2 − 15.
(5.4)
Mit dem Kronecker-Delta δkq ergibt sich unter Verwendung der Orthogonalitätseigen-
schaft ∞∫
−∞
ϕ(x)Hek(x)Heq(x) dx = q!δkq k, q = 0, 1, 2, . . .
der Hermite-Polynome bezüglich der Gewichtsfunktion ϕ(x) für die Koeffizienten
ck = (−1)k
∞∫
−∞
f˜(x)Hek(x) dx k = 0, 1, 2, . . . . (5.5)
Speziell werden mit (5.4) sofort c0 = 1 und c1 = 0 erhalten.
In [33] werden die Entwicklungskoeffizienten ck durch Einsetzen der expliziten Darstel-
lung der Hermite-Polynome (5.2) in (5.5) erhalten. In [43] wird die charakteristische
Funktion ψ˜(t) durch die Auswertung des Erwartungswertes E exp(itr˜ε)
ψ˜(t) = exp
(
−1
2
t2
)[
1 +
∞∑
k=2
(−1)k ck
k!
(it)k
]
(5.6)
gefunden. Es wird angenommen, dass für die absoluten Momente E|r˜ε|k <∞ für k ≥ 1
und
lim
k→∞
k
√
E|r˜ε|k
k
= 0
erfüllt ist. Dies ist beispielsweise der Fall, wenn fε(x, ω) beschränkt ist. Dann gilt für die
charakteristische Funktion
ψ˜(t) =
∞∑
k=0
(it)k
k!
m˜k = 1 +
∞∑
k=2
(it)k
k!
m˜k.
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Werden die aus Gleichung (3.35) bekannten Entwicklungen eingesetzt, so ergibt sich für
die charakteristische Funktion
ψ˜(t) = 1 +
∞∑
k=2
k gerade
(it)k
k!
m˜k +
∞∑
k=3
k ungerade
(it)k
k!
m˜k
= 1 +
∞∑
k=2
k gerade
(it)k
k!
α˜
(1)
k +
∞∑
k=2
k gerade
(it)k
k!
α˜
(2)
k ε+
∞∑
k=3
k ungerade
(it)k
k!
β˜
(1)
k
√
ε+
∞∑
k=3
k ungerade
(it)k
k!
β˜
(2)
k
√
ε
3
+
∞∑
k=2
k gerade
(it)k
k!
Ok(ε2) +
∞∑
k=3
k ungerade
(it)k
k!
Ok(
√
ε
5
). (5.7)
Durch Koeffizientenvergleich von (5.6) mit (5.7) werden in [43] die Entwicklungskoeffi-
zienten ck bis zu Termen der Ordnung ε bestimmt. Werden zusätzlich noch die Terme
der Ordnung
√
ε
3 ausgewertet, so entsteht nach diesem Vorgehen die im folgenden Satz
angegebene Gram-Charlier-Approximation.
Satz 5.1
Die Gram-Charlier-Approximation 4. Ordnung ist gegeben durch
f˜GIV (x) = ϕ(x)
1 + ρ˜ (1)3
6
He3(x)
√
ε+
 ρ˜2
2
He2(x) +
ρ˜4
24
He4(x) +
(
ρ˜
(1)
3
)2
72
He6(x)
 ε
+
 ρ˜ (2)3
6
He3(x) +
g1
120
He5(x) +
ρ˜
(1)
3 ρ˜4
144
He7(x) +
(
ρ˜
(1)
3
)3
1296
He9(x)
√ε3

mit den Bezeichnungen
a = 1√
2A1
, ρ˜2 =
2A2 a
2, ρ˜
(1)
3 =
3A2 a
3, ρ˜
(2)
3 =
3A3 a
3, ρ˜4 =
4A 3 a
4, ρ˜5 =
5A 4 a
5
und g1 := ρ˜5 + 10 ρ˜2 ρ˜
(1)
3 .
Bemerkung 5.2 Die durch Fortlassen der Terme der Ordnung
√
ε
3 entstehende Ent-
wicklung werde mit f˜ GIII(x) als Gram-Charlier-Approximation dritter Ordnung bezeich-
net. Werden außerdem noch Terme weiterer Ordnungen weggelassen, so ergeben sich
entsprechend die Approximationen f˜GII(x) und f˜GI (x). Letztere ist die Dichte der appro-
ximierenden Normalverteilung.
Für die charakteristische Funktion kann folgende Eigenschaft gezeigt werden.
Satz 5.3
Für die charakteristische Funktion gilt
ψ˜(t) = 1 +
∞∑
k=2
k gerade
(it)k
k!
(α˜
(1)
k + α˜
(2)
k ε) +
∞∑
k=3
k ungerade
(it)k
k!
(β˜
(1)
k
√
ε+ β˜
(2)
k
√
ε
3
) +O(ε2).
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Für den Beweis dieses Satzes werden einige Zusammenhänge benötigt, welche im folgen-
den Abschnitt zusammengefasst werden. Danach schließt sich in einem eigenen Abschnitt
der Beweis des Satzes an.
5.1.1 Vorbereitende Aussagen für den Beweis von Satz 5.3
Lemma 5.4
Seien aj, bj ∈ R für j = 1, . . . , n und n ≥ 1. Dann gilt
(i)
n∏
j=1
aj −
n∏
j=1
bj =
n∑
j=1
(aj − bj)
j−1∏
m=1
bm
n∏
l=j+1
al
(ii)
n∏
j=1
aj −
n∏
j=1
(bj + dj) =
n∑
j=1
(aj − bj − dj)
j−1∏
m=1
(bm + dm)
n∏
l=j+1
al
(iii)
n∏
j=1
aj −
 n∏
j=1
bj +
n∑
j=1
dj
n∏
l=1
l 6=j
bl
 = n∑
j=1
(aj − bj − dj)
j−1∏
m=1
(bm + dm)
n∏
l=j+1
al
+
n∑
s=2
1
s!
n∑
j1,...,js=1
j1 6=···6=js
dj1dj2 · · · djs n∏
l=1
l6=j1,...,js
bl
 .
Beweis.
Wird in (i) die Summe auf der rechten Seite der Gleichung ausgeschrieben
(a1 − b1) · a2 · · · an + b1 · (a2 − b2) · a3 · · · an + · · ·+ b1 · · · bn−1 · (an − bn) ,
entpuppt sich diese als eine Teleskopsumme. Werden die darin enthaltenen produktiven
Nullen entfernt, so verbleiben nur der erste und letzte Term und damit die linke Seite
der Gleichung. Eine andere Idee für den Beweis dieser Gleichung ist die vollständige
Induktion. Für n = 1 gilt a1 − b1 = a1 − b1. Nach der Induktionsannahme gelte die
Gleichung für n ≤ N. Dann ist zu zeigen
N+1∏
j=1
aj −
N+1∏
j=1
bj =
N+1∑
j=1
(aj − bj)
j−1∏
m=1
bm
N+1∏
l=j+1
al.
Seien nun
aˆj :=
{
aj j ≤ N − 1
aNaN+1 j = N,
bˆj :=
{
bj j ≤ N − 1
bNbN+1 j = N.
Nach der Induktionsannahme ist
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N∏
j=1
aˆj −
N∏
j=1
bˆj =
N∑
j=1
(
aˆj − bˆj
) j−1∏
m=1
bˆm
N∏
l=j+1
aˆl
=
N−1∑
j=1
((
aˆj − bˆj
) j−1∏
m=1
bˆm
N∏
l=j+1
aˆl
)
+ bˆ1 · · · bˆN−1
(
aˆN − bˆN
)
=
N−1∑
j=1
(
(aj − bj)
j−1∏
m=1
bm
N+1∏
l=j+1
al
)
+ b1 · · · bN−1 (aNaN+1 − bNbN+1)
=
N+1∑
j=1
(aj − bj)
j−1∏
m=1
bm
N+1∏
l=j+1
al,
wenn im letzten Umformungsschritt
aNaN+1 − bNbN+1 = bN (aN+1 − bN+1) + (aN − bN) aN+1
eingesetzt wird.
Die Behauptung (ii) folgt direkt aus (i).
Um (iii) zu zeigen, wird berücksichtigt, dass durch Ausmultiplizieren
n∏
j=1
(bj + dj) =
n∏
j=1
bj +
n∑
j=1
dj
n∏
l=1
l6=j
bl +
n∑
s=2
1
s!
n∑
j1,...,js=1
j1 6=···6=js
dj1dj2 · · · djs n∏
l=1
l 6=j1,...,js
bl

entsteht und damit
n∏
j=1
aj−
 n∏
j=1
bj +
n∑
j=1
dj
n∏
l=1
l 6=j
bl
 = n∏
j=1
aj−
n∏
j=1
(bj + dj)+
n∑
s=2
1
s!
n∑
j1,...,js=1
j1 6=···6=js
dj1 · · · djs n∏
l=1
l 6=j1,...,js
bl

ist. Wird nun noch die Gleichung (ii) in die rechte Seite eingesetzt, entsteht der in (iii)
behauptete Zusammenhang. 
Bemerkung 5.5 Für den Fall, dass aj = a, bj = b und dj = d für j = 1, . . . , n gilt,
lassen sich die Gleichungen (i) und (iii) aus Lemma 5.4 schreiben als
an − bn = (a− b)
n∑
j=1
bj−1an−j
und
an − (bn + n d bn−1) = (a− b− d) n∑
j=1
(b+ d)j−1 an−j +
n∑
s=2
(
n
s
)
dsbn−s. (5.8)
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Um die Anzahl der Elemente der Indexmenge I nicht immer gesondert ausweisen zu
müssen, wird für |I| = s als abkürzende Schreibweise
Es := E(I) = {(xi1 , . . . , xis) ∈ [0, 1]s : (xi1 , . . . , xis) ε-benachbart}
verwendet. Außerdem wird
Gs :=
∏
i∈I
F (xi)E
{∏
i∈I
fε(xi)
}
vereinbart, so dass sich die in (3.13) definierte Größe schreiben lässt als
L1(k1, . . . , kp) := L1(I1,k1 , . . . , Ip,kp) =
p∏
j=1
∫
Ekj
Gkj
∏
i∈Ij
dxi. (5.9)
Für (3.14) wird die Abkürzung
L2(k1, . . . , kp) := L2(I1,k1 , . . . , Ip,kp)
eingeführt.
Korollar 5.6 Es gelten die folgenden Abschätzungen
(i)
∣∣∣∣∣ ∫Es Gs dx1 . . . dxs
∣∣∣∣∣ ≤ cs csF (2(s− 1) ε)s−1 ≤ Cs εs−1 für s ≥ 2
(ii)
∣∣∣∣∣ ∫Es+t GsGt dx1 . . . dxs+t
∣∣∣∣∣ ≤ cs ct cs+tF (2(s+ t− 1) ε)s+t−1
≤ Cst εs+t−1 für s = 2, . . . , 5, t = 2, 3
(iii)
∣∣∣∣∣ ∫Es+t+u GsGtGu dx1 . . . dxs+t+u
∣∣∣∣∣ ≤ cs ct cu cs+t+uF (2(s+ t+ u− 1) ε)s+t+u−1
≤ Cstu εs+t+u−1 für s, t, u = 2, 3.
Beweis.
Die Ungleichung (i) ist die Aussage des Lemmas 3.5. Die Behauptung (ii) folgt unter
Beachtung von
|GsGt| =
∏
i∈I1,s∪I2,t
|F (xi)|
∣∣∣∣∣∣E
 ∏
i∈I1,s
fε(xi)

∣∣∣∣∣∣
∣∣∣∣∣∣E
∏
i∈I2,t
fε(xi)

∣∣∣∣∣∣ ≤
∏
i∈I1,s∪I2,t
|F (xi)| cs ct.
Analoge Überlegungen führen zu (iii). 
Die Konstanten Cs, s ≥ 2 und Cst für s = 2, 3 und t = 2 werden so gewählt, dass die
Abschätzungen |sAs−1| ≤ Cs und |Ast| ≤ Cst Gültigkeit haben.
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Korollar 5.7 Es können Konstanten CD, Hs und Hst gefunden werden, so dass gilt
(i)
∣∣∣∣∣ ∫Es Gs dx1 . . . dxs − sAs−1 εs−1 − sAs εs
∣∣∣∣∣ ≤ CD εs+1 für s = 2, 3
(ii)
∣∣∣∣∣ ∫Es Gs dx1 . . . dxs − sAs−1 εs−1
∣∣∣∣∣ ≤ Hs εs für s = 2, . . . , 5
(iii)
∣∣∣∣∣ ∫Es+t GsGt dx1 . . . dxs+t − Ast εs+t−1
∣∣∣∣∣ ≤ Hst εs+t für s = 2, 3 und t = 2.
Beweis.
Diese Behauptungen folgen direkt aus (3.10) und (3.11). 
5.1.2 Beweis des Satzes über die Konvergenzordnung
Um den Satz 5.3 zu beweisen, ist wegen Gleichung (5.7)
∞∑
k=2
k gerade
(it)k
k!
Ok(ε2) = O(ε2) und
∞∑
k=3
k ungerade
(it)k
k!
Ok(
√
ε
5
) = O(√ε5)
zu zeigen. Für den Beweis der ersteren Beziehung sind für gerade k Abschätzungen∣∣∣m˜k − α˜(1)k − α˜(2)k ε∣∣∣ ≤ S˜k ε2 mit ∞∑
k=2
k gerade
tk
k!
S˜k <∞ (5.10)
zu finden. Analog müssen für die Gültigkeit der zweiten Konvergenzordnung für ungerade
k entsprechende Konstanten T˜k gefunden werden, so dass∣∣∣m˜k − β˜(1)k √ε− β˜(2)k √ε3∣∣∣ ≤ T˜k√ε5 mit ∞∑
k=3
k ungerade
|t|k
k!
T˜k <∞ (5.11)
gilt. Dazu werden die abzuschätzenden Terme zerlegt und die entstehenden Beträge mit
Hilfe von Lemma 5.4 in Ausdrücke umgeformt, welche wiederum mit den Aussagen der
Korollare 5.6 und 5.7 handhabbar sind. Zur Vereinfachung der oberen Schranken dieser
Terme wird die aus
n∑
k=0
(
n
k
)
= 2n folgende Ungleichung
(
n
k
)
≤ 2n für k ∈ {0, 1, . . . , n} (5.12)
benutzt. Am Ende werden die gefundenen oberen Schranken zusammengefasst und mit
Hilfe eines passenden Konvergenzkriteriums die Aussagen (5.10) und (5.11) bewiesen.
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Beweis für gerade Momente
Sei k gerade, das heißt k = 2q mit q ∈ N. Die Abschätzung (5.10) ist bewiesen, wenn die
äquivalente Abschätzung für die geraden Momente der Zufallsgröße rε(ω)∣∣∣mk − α(1)k √εk − α(2)k √εk+2∣∣∣ ≤ Sk√εk+4 mit ∞∑
k=2
k gerade
tk
k!
Sk =
∞∑
q=1
t2q
(2q)!
S2q <∞ (5.13)
gezeigt ist. Unter Verwendung der Herleitung in Abschnitt 3.1 und der sich daraus erge-
benden Gleichung (3.23) wird mit (3.19) und (3.20) eine Abschätzung für∣∣∣mk − α(1)k √εk − α(2)k √εk+2∣∣∣
≤
∣∣∣∣∣∑
J1
(
L1(2, . . . , 2)− γ(1)1 (2, . . . , 2)
√
ε
k − γ(2)1 (2, . . . , 2)
√
ε
k+2
)∣∣∣∣∣ (5.14)
+
∣∣∣∣∣∑
J1
(
L2(2, . . . , 2)− γ2(2, . . . , 2)
√
ε
k+2
)∣∣∣∣∣ (5.15)
+
∣∣∣∣∣∑
J2
(
L1(4, 2, . . . , 2)− γ(1)1 (4, 2, . . . , 2)
√
ε
k+2
)∣∣∣∣∣ (5.16)
+
∣∣∣∣∣∑
J3
(
L1(3, 3, 2, . . . , 2)− γ(1)1 (3, 3, 2, . . . , 2)
√
ε
k+2
)∣∣∣∣∣ (5.17)
+
∣∣∣∣∣∑
J2
L2(4, 2, . . . , 2)
∣∣∣∣∣+
∣∣∣∣∣∑
J3
L2(3, 3, 2, . . . , 2)
∣∣∣∣∣ (5.18)
+
∣∣∣∣∣∣
q−2∑
p=1
∑
{I1,...,Ip}
(L1(k1, . . . , kp)− L2(k1, . . . , kp))
∣∣∣∣∣∣ (5.19)
gesucht.
Die Terme der rechten Seite werden mit Hilfe der zusammengefassten Resultate des
Abschnittes 5.1.1 nacheinander in gleicher Vorgehensweise abgeschätzt. Mit der abkür-
zenden Schreibweise (5.9) und den Beziehungen aus Gleichung (3.16) und (3.17) ist für
die Abschätzung von (5.14)∣∣∣L1(2, . . . , 2)− γ(1)1 (2, . . . , 2)√εk − γ(2)1 (2, . . . , 2)√εk+2∣∣∣
=
∣∣∣∣∣∣∣
q∏
j=1
∫
Ekj
Gkj
∏
i∈Ij
dxi −
 q∏
j=1
kjAkj−1ε
kj−1 +
q∑
j=1
kjAkjε
kj
q∏
l=1
l 6=j
klAkl−1ε
kl−1

∣∣∣∣∣∣∣
=
∣∣∣∣∣∣
∫
E2
G2 dx1dx2
q − [(2A1 ε)q + q 2A2 ε2 (2A1 ε)q−1]
∣∣∣∣∣∣
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von Interesse. Unter Berücksichtigung des in (5.8) betrachteten Spezialfalls von Glei-
chung (iii) aus Lemma 5.4 mit den Größen a :=
∫
E2
G2 dx1dx2, b :=
2A1 ε und d := 2A2 ε2
ergeben sich mit Hilfe des Korollars 5.6 die Abschätzungen |a| ≤ C2 ε und |b| ≤ C2 ε.
Mit der Konstanten
Ĉ := 2 max{C2, C3, |2A2|, |3A3|} (5.20)
ist |b+d| ≤ |b|+ |d| ≤ Ĉ ε, da ε ≤ 1 gilt. Mit Hilfe von Korollar 5.7 ist |a−b−d| ≤ CD ε3.
Für die erste Summe der rechten Seite von (5.8) ergibt sich somit∣∣∣∣∣(a− b− d)
q∑
j=1
(b+ d)j−1 aq−j
∣∣∣∣∣ ≤ CD ε3
q∑
j=1
(
Ĉε
)j−1 (
Ĉε
)q−j
= q CD Ĉ
q−1 εq+2
≤ 2q CD Ĉq−1 εq+2, (5.21)
wobei im letzten Schritt die Ungleichung (5.12) benutzt wurde. Für die zweite Summe
von (5.8) lässt sich wegen ε ≤ 1 die Abschätzung∣∣∣∣∣
q∑
s=2
(
q
s
)
ds bq−s
∣∣∣∣∣ ≤
q∑
s=2
(
q
s
)
|d|s |b|q−s ≤
q∑
s=2
(
q
s
)(
Ĉε2
)s(
Ĉε
)q−s
≤ 2q Ĉq εq+2 (5.22)
finden, da
q∑
s=2
(
q
s
) ≤ q∑
s=0
(
q
s
)
= 2q gilt. Wird
C1 := max{Ĉ, CD} (5.23)
gesetzt, dann wird für den Term in (5.14) unter Verwendung von (5.21), (5.22) und der
berechneten Anzahl an nichtäquivalenten Zerlegungen |J1| aus (3.32)∣∣∣∣∣∑
J1
(
L1(2, . . . , 2)− γ(1)1 (2, . . . , 2)
√
ε
k − γ(2)1 (2, . . . , 2)
) √
ε
k+2
∣∣∣∣∣ ≤ |J1| 2q+1C q1 εq+2
= e2q 2
q+1C
q
1 ε
q+2
(5.24)
gefunden.
In ähnlicher Weise ergeben sich nun auch die Abschätzungen für die Terme in (5.16)
und (5.17). Dazu wird mit den in (5.9) und (3.16) eingeführten Bezeichnungen
∣∣∣L1(k1, . . . , kq−1)− γ(1)1 (k1, . . . , kq−1)√εk+2 ∣∣∣ =
∣∣∣∣∣∣∣
q−1∏
j=1
∫
Ekj
Gkj
∏
i∈Ij
dxi −
q−1∏
j=1
kjAkj−1ε
kj−1
∣∣∣∣∣∣∣
betrachtet. Dieser Ausdruck wird mit Hilfe von Lemma 5.4 (i) weiter abgeschätzt. Die
Überlegungen für (5.16) und (5.17) unterscheiden sich dabei nur in der Definition der
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Größen aj und bj für j = 1, . . . , q − 1. So wird im Fall (5.16)
aj :=

∫
E4
G4 dx1dx2dx3dx4 j = 1∫
E2
G2 dx1dx2 sonst,
bj :=
{
4A3 ε
3 j = 1
2A1 ε sonst
gewählt, und mit Hilfe der Aussagen der Korollare 5.6 und 5.7 ergeben sich die Abschät-
zungen
|aj| ≤
{
C4 ε
3 j = 1
C2 ε sonst,
|bj| ≤
{
C4 ε
3 j = 1
C2 ε sonst,
|aj − bj| ≤
{
H4 ε
4 j = 1
H2 ε
2 sonst,
womit für die Summanden auf der rechten Seite des Ausdrucks von Lemma 5.4 (i) die
Abschätzungen∣∣∣∣∣(aj − bj)
j−1∏
m=1
bm
q−1∏
l=j+1
al
∣∣∣∣∣ = |aj − bj|
j−1∏
m=1
|bm|
q−1∏
l=j+1
|al|
≤
{
H4ε
4 (C2ε)
q−2 = Cq−22 H4 ε
q+2 j = 1
H2ε
2C4ε
3 (C2ε)
j−2 (C2ε)
q−j−1 = Cq−32 C4H2 ε
q+2 sonst
gefunden werden können. Insgesamt ist mit
C2 := max{1, C2, C3, C4, C5, C22, C222, C322, C32, C33, C42, C43, C52, H2, H3, H4, H5, H22, H32},
(5.25)
der Anzahl |J2| aus (3.32) und der Ungleichung (5.12)∣∣∣∣∣∑
J2
(
L1(4, 2, . . . , 2)− γ(1)1 (4, 2, . . . , 2)
√
ε
k+2
)∣∣∣∣∣ ≤ |J2|(q − 1)C q−12 εq+2
=
1
3
(
q
2
)
e2q (q − 1)C q−12 εq+2
≤ 1
6
22q e2q C
q−1
2 ε
q+2. (5.26)
Im Fall (5.17) werden
aj :=

∫
E3
G3 dx1dx2dx3 j = 1, 2∫
E2
G2 dx1dx2 sonst,
bj :=
{
3A2 ε
2 j = 1, 2
2A1 ε sonst
gewählt und die Abschätzungen
|aj| ≤
{
C3 ε
2 j = 1, 2
C2 ε sonst,
|bj| ≤
{
C3 ε
2 j = 1, 2
C2 ε sonst,
|aj − bj| ≤
{
H3 ε
3 j = 1, 2
H2 ε
2 sonst
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erhalten, so dass für die Summanden aus Lemma 5.4 (i)∣∣∣∣∣(aj − bj)
j−1∏
m=1
bm
q−1∏
l=j+1
al
∣∣∣∣∣ = |aj − bj|
j−1∏
m=1
|bm|
q−1∏
l=j+1
|al| ≤
{
Cq−32 C3H3 ε
q+2 j = 1, 2
Cq−42 C
2
3H2 ε
q+2 sonst
gilt und insgesamt mit (5.25) und der Anzahl |J3| und Ungleichung (5.12)∣∣∣∣∣∑
J3
(
L1(3, 3, 2, . . . , 2)− γ(1)1 (3, 3, 2, . . . , 2)
) √
ε
k+2
∣∣∣∣∣ ≤ |J3|(q − 1)C q−12 εq+2
=
2
3
(
q
3
)
e2q (q − 1)C q−12 εq+2
≤ 1
3
22q e2q C
q−1
2 ε
q+2 (5.27)
gefunden werden kann.
Die Abschätzung von (5.15) wird mit den Bezeichnungsweisen aus Lemma 3.1 erreicht
durch∣∣∣L2(2, . . . , 2)− γ2(2, . . . , 2)√εk+2∣∣∣ =
∣∣∣∣∣ Int
(
nq⋃
t=1
Aqt ,G
)
− γ2(2, . . . , 2)
√
ε
k+2
∣∣∣∣∣
≤
∣∣∣∣∣∣
∑
1≤i1≤nq
Int
(Aqi1 ,G)− γ2(2, . . . , 2)√εk+2
∣∣∣∣∣∣+
∣∣∣∣∣∣ Int
(
nq⋃
t=1
Aqt ,G
)
−
∑
1≤i1≤nq
Int
(Aqi1 ,G)
∣∣∣∣∣∣
≤
∣∣∣∣∣∣
∑
1≤i1≤nq
Int
(Aqi1 ,G)− γ2(2, . . . , 2)√εk+2
∣∣∣∣∣∣+
∑
1≤i1<i2≤nq
Int
(Aqi1 ∩ Aqi2 , |G|) , (5.28)
wobei im letzten Umformungsschritt die in Lemma 3.4 angegebene Ungleichung (3.8)
berücksichtigt wurde. Werden die eingeführten Bezeichnungen und die Gestalt der Zer-
legung J1 in Betracht gezogen, so ist∑
1≤i1≤nq
Int
(Aqi1 ,G) = nq Int(Â1,G) = (q2
)
Int
(
Â1,G
)
mit Â1 = E2+2 × E2 × · · · × E2 und
Int
(
Â1,G
)
=
∫
E2+2
G2G2 dx1 . . . dx4
∫
E2
G2dx1dx2
q−2 .
Außerdem ist nach (3.18)
γ2(2, . . . , 2)
√
ε
k+2
=
(
q
2
)
A22 ε
3
(
2A1 ε
)q−2
.
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Für die Abschätzung des ersten Betrages von (5.28) wird unter Verwendung des Lem-
mas 5.4 (i) und der Korollare 5.6, 5.7 mit
aj :=

∫
E2+2
G2G2 dx1dx2dx3dx4 j = 1∫
E2
G2 dx1dx2 sonst,
bj :=
{
A22 ε
3 j = 1
2A1 ε sonst
und
|aj| ≤
{
C22 ε
3 j = 1
C2 ε sonst,
|bj| ≤
{
C22 ε
3 j = 1
C2 ε sonst,
|aj − bj| ≤
{
H22 ε
4 j = 1
H2 ε
2 sonst
die Beziehung∣∣∣∣∣(aj − bj)
j−1∏
m=1
bm
q−1∏
l=j+1
al
∣∣∣∣∣ = |aj − bj|
j−1∏
m=1
|bm|
q−1∏
l=j+1
|al|
≤
{
H22 ε
4 (C2 ε)
q−2 j = 1
H2 ε
2C22 ε
3 (C2 ε)
j−2 (C2 ε)
q−j−1 = Cq−32 C22H2 ε
q+2 j = 2, . . . , q − 1
erhalten. Damit ist mit der Konstanten C2 aus (5.25)∣∣∣∣∣∣
∑
1≤i1≤nq
Int
(Aqi1 ,G)− γ2(2, . . . , 2)√εk+2
∣∣∣∣∣∣ ≤
(
q
2
)
(q − 1)C q−12 εq+2. (5.29)
Für die Integrationsgebiete des zweiten Terms der rechten Seite von (5.28) kommen nur
die beiden Formen
A¯1 := E2+2 × E2+2 × E2 × · · · × E2
A¯2 := E2+2+2 × E2 × · · · × E2
in Frage. Aus kombinatorischen Überlegungen ergibt sich, dass 1
2
· (q
2
) · (q−2
2
)
der Sum-
manden das Integrationsgebiet A¯1 und entsprechend 3 ·
(
q
3
)
das Integrationsgebiet A¯2
besitzen. Die Doppelsumme besteht somit aus insgesamt
1
2
nq (nq − 1) = 1
2
(
q
2
)(
q − 2
2
)
+ 3
(
q
3
)
= 3
(
q + 1
4
)
Summanden. Damit kann diese Summe geschrieben werden als∑
1≤i1<i2≤nq
Int
(Aqi1 ∩ Aqi2 , |G|) = 12
(
q
2
)(
q − 2
2
)
Int
(A¯1, |G|)+ 3(q
3
)
Int
(A¯2, |G|) .
(5.30)
Aus Korollar 5.6 folgen die Abschätzungen
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Int
(A¯1, |G|) ≤
 ∫
E2+2
|G2||G2| dx1 . . . dx4
2∫
E2
|G2| dx1dx2
q−4
≤ (C22ε3)2 (C2ε)q−4
≤ C q−22 εq+2
und
Int
(A¯2, |G|) ≤
 ∫
E2+2+2
|G2||G2||G2| dx1 . . . dx6
∫
E2
|G2| dx1dx2
q−3
≤ C222ε5 (C2ε)q−3
≤ C q−22 εq+2.
Mit der in (3.32) berechneten Anzahl |J1| wird insgesamt für den Term (5.15) mit Hilfe
von (5.28), (5.29) und (5.30)∣∣∣∣∣∑
J1
(L2(2, . . . , 2)− γ2(2, . . . , 2))
√
ε
k+2
∣∣∣∣∣ ≤ e2q
[(
q
2
)
(q − 1)C q−12 + 3
(
q + 1
4
)
C
q−2
2
]
εq+2
≤ e2q
[
1
2
22q C
q−1
2 + 6 · 2q C q−22
]
εq+2 (5.31)
erhalten, wobei im letzten Umformungsschritt die Ungleichung (5.12) berücksichtigt wur-
de.
Nun werden noch die Terme von (5.18) betrachtet. Deren Abschätzung wird mit (3.7)
aus Lemma 3.4 gefunden. Die Überlegungen ähneln denen zur Abschätzung von (5.15),
so dass auf die detaillierte Darstellung verzichtet wird. Es ergeben sich die Ungleichungen∣∣∣∣∣∑
J2
L2(4, 2, . . . , 2)
∣∣∣∣∣ ≤∑
J2
|L2(4, 2, . . . , 2)| ≤ |J2|
(
q − 1
2
)
C
q−2
2 ε
q+2 ≤ 1
6
22qe2qC
q−2
2 ε
q+2
(5.32)
und ∣∣∣∣∣∑
J3
L2(3, 3, 2, . . . , 2)
∣∣∣∣∣ ≤∑
J3
|L2(3, 3, 2, . . . , 2)| ≤ |J3|
(
q − 1
2
)
C
q−2
2 ε
q+2
≤ 1
3
22qe2qC
q−2
2 ε
q+2. (5.33)
An dieser Stelle können nun die Ergebnisse der Abschätzungen der Terme (5.14) - (5.18)
zusammengefasst werden. Sei
C := max{1, C1, C2} (5.34)
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definiert. Unter Verwendung der Ungleichungen (5.24), (5.26), (5.27), (5.31), (5.32) und
(5.33) ergibt sich für die Summe der dort gefundenen oberen Schranken
e2q ε
q+2
[
2 · 2q C q1 +
1
6
22q C
q−1
2 +
1
3
22q C
q−1
2 +
1
2
22q C
q−1
2 + 6 · 2q C q−22
+
1
6
22qC
q−2
2 +
1
3
22qC
q−2
2
]
≤ e2q C q εq+2
[
8 · 2q + 3
2
· 22q
]
≤ 19
2
e2q
(
4C
) q
εq+2
und somit∣∣∣mk − α(1)k √εk − α(2)k √εk+2∣∣∣ ≤ 192 e2q (4C) q εq+2
+
∣∣∣∣∣∣
q−2∑
p=1
∑
{I1,...,Ip}
(L1(k1, . . . , kp)− L2(k1, . . . , kp))
∣∣∣∣∣∣ .
Mit Hilfe des Quotientenkriteriums kann nachgewiesen werden, dass
∞∑
q=1
t2q
(2q)!
19
2
e2q
(
4C
) q
<∞
für alle t ∈ R, denn es gilt
lim
q→∞
t2q+2 e2q+2
(
4C
) q+1
(2q)!
t2q e2q
(
4C
) q
(2q + 2)!
= lim
q→∞
2 t2C
q + 1
= 0.
Für den vollständigen Beweis von (5.13) wäre nun noch der Term (5.19) abzuschät-
zen und mit einem geeigneten Konvergenzkriterium die Konvergenz der entsprechenden
Reihe von oberen Schranken zu zeigen. Dies kann mit ähnlichen Mitteln wie den hier
verwendeten erledigt werden. Allerdings ist die Auswertung der Anzahlen nichtäquiva-
lenter Zerlegungen in diesem Fall wesentlich komplizierter. Aus dem Grund wird darauf
an dieser Stelle verzichtet.
Beweis für ungerade Momente
Nun sei k ungerade, das heißt k = 2q+1 mit q ∈ N. Die Abschätzung (5.11) ist bewiesen,
wenn die äquivalente Abschätzung für die ungeraden Momente der Zufallsgröße rε(ω)∣∣∣mk − β(1)k √εk+1 − β(2)k √εk+3∣∣∣ ≤ Tk√εk+5 mit ∞∑
k=3
k ungerade
|t|k
k!
Tk =
∞∑
q=1
|t|2q+1
(2q + 1)!
T2q+1 <∞
(5.35)
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gezeigt ist. Die Überlegungen sind analog zum Fall gerader Momente. Unter Verwendung
der Herleitung der Entwicklung der Momente in Abschnitt 3.1 und von Gleichung (3.25)
wird eine Abschätzung für∣∣∣mk − β(1)k √εk+1 − β(2)k √εk+3∣∣∣
≤
∣∣∣∣∣∑
J4
(
L1(3, 2, . . . , 2)− γ(1)1 (3, 2, . . . , 2)
√
ε
k+1 − γ(2)1 (3, 2, . . . , 2)
√
ε
k+3
)∣∣∣∣∣ (5.36)
+
∣∣∣∣∣∑
J4
(
L2(3, 2, . . . , 2)− γ2(3, 2, . . . , 2)
√
ε
k+3
)∣∣∣∣∣ (5.37)
+
∣∣∣∣∣∑
J5
(
L1(5, 2, . . . , 2)− γ(1)1 (5, 2, . . . , 2)
√
ε
k+3
)∣∣∣∣∣ (5.38)
+
∣∣∣∣∣∑
J6
(
L1(3, 3, 3, 2, . . . , 2)− γ(1)1 (3, 3, 3, 2, . . . , 2)
√
ε
k+3
)∣∣∣∣∣ (5.39)
+
∣∣∣∣∣∑
J7
(
L1(4, 3, 2, . . . , 2)− γ(1)1 (4, 3, 2, . . . , 2)
√
ε
k+3
)∣∣∣∣∣ (5.40)
+
∣∣∣∣∣∑
J5
L2(5, 2, . . . , 2)
∣∣∣∣∣+
∣∣∣∣∣∑
J6
L2(3, 3, 3, 2, . . . , 2)
∣∣∣∣∣+
∣∣∣∣∣∑
J7
L2(4, 3, 2, . . . , 2)
∣∣∣∣∣ (5.41)
+
∣∣∣∣∣∣
q−2∑
p=1
∑
{I1,...,Ip}
(L1(k1, . . . , kp)− L2(k1, . . . , kp))
∣∣∣∣∣∣ (5.42)
gesucht. Die einzelnen Terme der rechten Seite werden ebenfalls mit Hilfe der Resul-
tate des Abschnittes 5.1.1 nacheinander abgeschätzt. Mit der abkürzenden Schreibwei-
se (5.9) und den Bezeichnungen aus Gleichung (3.16) und (3.17) ist für die Abschätzung
von (5.36)∣∣∣L1(3, 2, . . . , 2)− γ(1)1 (3, 2, . . . , 2)√εk+1 − γ(2)1 (3, 2, . . . , 2)√εk+3∣∣∣
=
∣∣∣∣∣∣∣
q∏
j=1
∫
Ekj
Gkj
∏
i∈Ij
dxi −
 q∏
j=1
kjAkj−1ε
kj−1 +
q∑
j=1
kjAkjε
kj
q∏
l=1
l 6=j
klAkl−1ε
kl−1

∣∣∣∣∣∣∣
von Interesse. Unter Berücksichtigung von Gleichung (iii) aus Lemma 5.4 mit den Größen
aj :=

∫
E3
G3 dx1dx2dx3 j = 1∫
E2
G2 dx1dx2 sonst,
bj :=
{
3A2 ε
2 j = 1
2A1 ε sonst,
dj :=
{
3A3 ε
3 j = 1
2A2 ε
2 sonst
ergeben sich mit Hilfe von Korollar 5.6 die Abschätzungen
|aj| ≤
{
C3 ε
2 j = 1
C2 ε sonst,
|bj| ≤
{
C3 ε
2 j = 1
C2 ε sonst
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und mit (5.20) ist
|bj + dj| ≤ |bj|+ |dj| ≤
{
Ĉ ε2 j = 1
Ĉ ε sonst,
da ε ≤ 1. Des Weiteren ist mit Korollar 5.7
|aj − bj − dj| ≤
{
CD ε
4 j = 1
CD ε
3 sonst.
Für die Terme der ersten Summe auf der rechten Seite von Lemma 5.4 (iii) ergibt sich
somit∣∣∣∣∣(aj − bj − dj)
j−1∏
m=1
(bm + dm)
q∏
l=j+1
al
∣∣∣∣∣ = |aj − bj − dj|
j−1∏
m=1
|bm + dm|
q∏
l=j+1
|al|
≤
 CD ε
4
(
Ĉ ε
)q−1
= CDĈ
q−1 εq+3 j = 1
CD ε
3 Ĉ ε2
(
Ĉ ε
)j−2 (
Ĉε
)q−j
= CD Ĉ
q−1 εq+3 sonst
und zusammengefasst ist mit Ungleichung (5.12)∣∣∣∣∣
q∑
j=1
(aj − bj − dj)
j−1∏
m=1
(bm + dm)
q∏
l=j+1
al
∣∣∣∣∣ ≤ q CDĈq−1 εq+3
≤ 2q CDĈq−1 εq+3. (5.43)
Für die Terme der zweiten Summe von Lemma 5.4 (iii) lassen sich mit Hilfe der in (5.20)
definierten Konstanten wegen ε ≤ 1 die Abschätzungen∣∣∣∣∣∣∣
1
s!
q∑
j1,...,js=1
j1 6=···6=js
dj1dj2 · · · djs q∏
l=1
l 6=j1,...,js
bl

∣∣∣∣∣∣∣
≤ 1
s!
q∑
j1,...,js=1
j1 6=···6=js
|dj1 ||dj2| · · · |djs| q∏
l=1
l6=j1,...,js
|bl|

≤ 1
s!
q(q − 1) · · · (q − s+ 1)
 Ĉε
3
(
Ĉε2
)s−1 (
Ĉε
)q−s
= Ĉq εq+s+1 1 ∈ {j1, . . . , js}(
Ĉε2
)s
Ĉε2
(
Ĉε
)q−s−1
= Ĉq εq+s+1 1 /∈ {j1, . . . , js}
≤
(
q
s
)
Ĉq εq+3
finden, da s ≥ 2. Somit gilt insgesamt wegen
q∑
s=2
(
q
s
) ≤ q∑
s=0
(
q
s
)
= 2q∣∣∣∣∣∣∣
q∑
s=2
1
s!
q∑
j1,...,js=1
j1 6=···6=js
dj1dj2 · · · djs q∏
l=1
l6=j1,...,js
bl

∣∣∣∣∣∣∣ ≤ 2q Ĉq εq+3. (5.44)
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Mit diesen Überlegungen wird für den Term in (5.36) unter Verwendung von (5.43) und
(5.44) und der berechneten Anzahl an nichtäquivalenten Zerlegungen |J4| aus (3.33)∣∣∣∣∣∑
J4
(
L1(3, 2, . . . , 2)− γ(1)1 (3, 2, . . . , 2)
√
ε
k+1 − γ(2)1 (3, 2, . . . , 2)
√
ε
k+3
) ∣∣∣∣∣
≤ |J4|
[
2q CDĈ
q−1 εq+3 + 2q Ĉq εq+3
]
≤ |J4| 2q+1C q1 εq+3
≤ d2q+1 2q+1C q1 εq+3 (5.45)
gefunden, wenn C1 aus (5.23) berücksichtigt wird.
In ähnlicher Weise können nun auch die Abschätzungen für die Terme in (5.38), (5.39)
und (5.40) gefunden werden. Dazu wird mit den in (5.9) und (3.16) eingeführten Be-
zeichnungen
∣∣∣L1(k1, . . . , kq−1)− γ(1)1 (k1, . . . , kq−1)√εk+3 ∣∣∣ =
∣∣∣∣∣∣∣
q−1∏
j=1
∫
Ekj
Gkj
∏
i∈Ij
dxi −
q−1∏
j=1
kjAkj−1ε
kj−1
∣∣∣∣∣∣∣
betrachtet. Dieser Ausdruck wird mit Hilfe von Lemma 5.4 (i) weiter abgeschätzt. Die
Überlegungen für (5.38), (5.39) und (5.40) unterscheiden sich dabei wiederum nur in der
Definition der Größen aj und bj für j = 1, . . . , q − 1. So wird im Fall (5.38)
aj :=

∫
E5
G5 dx1dx2dx3dx4dx5 j = 1∫
E2
G2 dx1dx2 sonst,
bj :=
{
5A4 ε
4 j = 1
2A1 ε sonst
gewählt und mit Hilfe der Aussagen der Korollare 5.6 und 5.7 ergeben sich die Abschät-
zungen
|aj| ≤
{
C5 ε
4 j = 1
C2 ε sonst,
|bj| ≤
{
C5 ε
4 j = 1
C2 ε sonst,
|aj − bj| ≤
{
H5 ε
5 j = 1
H2 ε
2 sonst,
womit für die Summanden von Lemma 5.4 (i) gilt∣∣∣∣∣(aj − bj)
j−1∏
m=1
bm
q−1∏
l=j+1
al
∣∣∣∣∣ = |aj − bj|
j−1∏
m=1
|bm|
q−1∏
l=j+1
|al|
≤
{
H5ε
5 (C2ε)
q−2 = Cq−22 H5 ε
q+3 j = 1
H2ε
2C5ε
4 (C2ε)
j−2 (C2ε)
q−j−1 = Cq−32 C5H2 ε
q+3 sonst,
so dass insgesamt mit der Konstanten (5.25) und der Ungleichung (5.12)
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∣∣∣∣∣∑
J5
(
L1(5, 2, . . . , 2)− γ(1)1 (5, 2, . . . , 2)
√
ε
k+3
)∣∣∣∣∣ ≤ |J5|(q − 1)C q−12 εq+3
=
q − 1
10
d2q+1 (q − 1)C q−12 εq+3
≤ 1
10
d2q+1 2
2q−2C
q−1
2 ε
q+3
=
1
40
d2q+1 2
2q C
q−1
2 ε
q+3 (5.46)
gilt.
Im Falle (5.39) wird
aj :=

∫
E3
G3 dx1dx2dx3 j = 1, 2, 3∫
E2
G2 dx1dx2 sonst,
bj :=
{
3A2ε
2 j = 1, 2, 3
2A1ε sonst
gewählt, und es werden die Abschätzungen
|aj| ≤
{
C3 ε
2 j = 1, 2, 3
C2 ε sonst,
|bj| ≤
{
C3 ε
2 j = 1, 2, 3
C2 ε sonst,
|aj − bj| ≤
{
H3 ε
3 j = 1, 2, 3
H2 ε
2 sonst
genutzt, so dass mit Lemma 5.4 (i)∣∣∣∣∣(aj − bj)
j−1∏
m=1
bm
q−1∏
l=j+1
al
∣∣∣∣∣ = |aj−bj|
j−1∏
m=1
|bm|
q−1∏
l=j+1
|al| ≤
{
Cq−42 C
2
3 H3 ε
q+3 j = 1, 2, 3
Cq−52 C
3
3 H2 ε
q+3 sonst
gilt und insgesamt mit (5.25) und der in (3.33) gefundenen Anzahl |J6|∣∣∣∣∣∑
J6
(
L1(3, 3, 3, 2, . . . , 2)− γ(1)1 (3, 3, 3, 2, . . . , 2)
√
ε
k+3
)∣∣∣∣∣ ≤ |J6|(q − 1)C q−12 εq+3
=
2
9
(
q − 1
3
)
d2q+1 (q − 1)C q−12 εq+3
≤ 1
18
22q d2q+1C
q−1
2 ε
q+3 (5.47)
erhalten werden kann. Im letzten Schritt der Abschätzung wurde dabei wieder die Un-
gleichung (5.12) verwendet.
In der gleichen Art und Weise wird die Abschätzung von (5.40) mit
aj :=

∫
E4
G4 dx1dx2dx3dx4 j = 1∫
E3
G3 dx1dx2dx3 j = 2∫
E2
G2 dx1dx2 sonst,
bj :=

4A3 ε
3 j = 1
3A2 ε
2 j = 2
2A1 ε sonst
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und
|aj| ≤

C4 ε
3 j = 1
C3 ε
2 j = 2
C2 ε sonst,
|bj| ≤

C4 ε
3 j = 1
C3 ε
2 j = 2
C2 ε sonst,
|aj − bj| ≤

H4 ε
4 j = 1
H3 ε
3 j = 2
H2 ε
2 sonst
erreicht. In diesem Fall sind die Abschätzungen der Summanden der rechten Seite von
Lemma 5.4 (i) gegeben durch∣∣∣∣∣(aj − bj)
j−1∏
m=1
bm
q−1∏
l=j+1
al
∣∣∣∣∣ = |aj − bj|
j−1∏
m=1
|bm|
q−1∏
l=j+1
|al|
≤

H4ε
4C3ε
2 (C2ε)
q−3 = Cq−32 C3H4 ε
q+3 j = 1
H3ε
3C4ε
3 (C2ε)
q−3 = Cq−32 C4H3 ε
q+3 j = 2
H2ε
2C4ε
3C3ε
2 (C2ε)
j−3 (C2ε)
q−j−1 = Cq−42 C3C4H2 ε
q+3 sonst.
Zusammenfassend ergibt sich mit Hilfe von (5.25), der Anzahl |J7| aus Gleichung (3.33)
und der Ungleichung (5.12) die Abschätzung∣∣∣∣∣∑
J7
(
L1(4, 3, 2 . . . , 2)− γ(1)1 (4, 3, 2, . . . , 2)
√
ε
k+3
)∣∣∣∣∣ ≤ |J7| (q − 1)C q−12 εq+3
=
1
3
(
q − 1
2
)
d2q+1 (q − 1) C q−12 εq+3
≤ 1
12
22q d2q+1C
q−1
2 ε
q+3. (5.48)
Die Abschätzung von (5.37) gelingt analog zu den Überlegungen für den Term (5.15) im
Fall gerader Momente. Mit den Bezeichnungsweisen aus Lemma 3.1 ist∣∣∣L2(3, 2, . . . , 2)− γ2(3, 2, . . . , 2)√εk+3∣∣∣ =
∣∣∣∣∣Int
(
nq⋃
t=1
Aqt ,G
)
− γ2(3, 2, . . . , 2)
√
ε
k+3
∣∣∣∣∣
≤
∣∣∣∣∣∣
∑
1≤i1≤nq
Int
(Aqi1 ,G)− γ2(3, 2, . . . , 2)√εk+3
∣∣∣∣∣∣+
∑
1≤i1<i2≤nq
Int
(Aqi1 ∩ Aqi2 , |G|) . (5.49)
Wird die Art der Zerlegung (vgl. auch (5.28)) in J4 in Betracht gezogen, so ist∑
1≤i1≤nq
Int
(Aqi1 ,G) = (q − 1) Int(Â1,G)+ (q − 12
)
Int
(
Â2,G
)
mit
Â1 := E3+2 × E2 × · · · × E2
Â2 := E2+2 × E3 × E2 × · · · × E2
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und mit (3.18)
γ2(3, 2, . . . , 2)
√
ε
k+3
= (q − 1)A32ε4
(
2A1ε
)q−2
+
(
q − 1
2
)
A22ε
3 3A2ε
2
(
2A1ε
)q−3
.
Diese Überlegungen ermöglichen die weitere Aufspaltung des ersten Summanden in (5.49)
in der Form∣∣∣∣∣∣
∑
1≤i1≤nq
Int
(Aqi1 ,G)− γ2(3, 2, . . . , 2)√εk+3
∣∣∣∣∣∣ ≤ (q − 1)
∣∣∣Int(Â1,G)− A32ε4 (2A1ε)q−2∣∣∣
+
(
q − 1
2
) ∣∣∣Int(Â2,G)− A22ε3 3A2ε2 (2A1ε)q−3∣∣∣ .
(5.50)
Für die entstandenen beiden Terme werden nun wieder unter Verwendung der Resultate
aus Abschnitt 5.1.1 obere Schranken gefunden. Mit den Größen
aj :=

∫
E3+2
G3G2 dx1dx2dx3dx4dx5 j = 1∫
E2
G2 dx1dx2 sonst,
bj :=
{
A32 ε
4 j = 1
2A1 ε sonst
und
|aj| ≤
{
C32 ε
4 j = 1
C2 ε sonst,
|bj| ≤
{
C32 ε
4 j = 1
C2 ε sonst,
|aj − bj| ≤
{
H32 ε
5 j = 1
H2 ε
2 sonst
ist∣∣∣∣∣(aj − bj)
j−1∏
m=1
bm
q−1∏
l=j+1
al
∣∣∣∣∣ = |aj − bj|
j−1∏
m=1
|bm|
q−1∏
l=j+1
|al|
≤
{
H32ε
5 (C2ε)
q−2 = Cq−22 H32 ε
q+3 j = 1
H2ε
2C32ε
4 (C2ε)
j−2 (C2ε)
q−j−1 = Cq−32 C32H2 ε
q+3 sonst
und unter Verwendung der Konstanten C2 aus (5.25) wird somit für den ersten Betrag
von (5.50) ∣∣∣Int(Â1,G)− A32ε4 (2A1ε)q−2∣∣∣ ≤ (q − 1)C q−12 εq+3 (5.51)
erhalten. Analog ergibt sich mit
aj :=

∫
E2+2
G2G2 dx1dx2dx3dx4 j = 1∫
E3
G3 dx1dx2dx3 j = 2∫
E2
G2 dx1dx2 sonst,
bj :=

A22 ε
3 j = 1
3A2 ε
2 j = 2
2A1 ε sonst
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und
|aj| ≤

C22 ε
3 j = 1
C3 ε
2 j = 2
C2 ε sonst,
|bj| ≤

C22 ε
3 j = 1
C3 ε
2 j = 2
C2 ε sonst,
|aj − bj| ≤

H22 ε
4 j = 1
H3 ε
3 j = 2
H2 ε
2 sonst
die Ungleichung
∣∣∣∣∣(aj − bj)
j−1∏
m=1
bm
q−1∏
l=j+1
al
∣∣∣∣∣ = |aj−bj|
j−1∏
m=1
|bm|
q−1∏
l=j+1
|al| ≤

Cq−32 C3H22 ε
q+3 j = 1
Cq−32 C22H3 ε
q+3 j = 2
Cq−42 C3C22H2 ε
q+3 sonst
und mit der Konstanten C2 aus (5.25) wird die Abschätzung∣∣∣Int(Â2,G)− A22ε3 3A2ε2 (2A1ε)q−3∣∣∣ ≤ (q − 1) C q−12 εq+3 (5.52)
erhalten. Werden die Ergebnisse von (5.51) und (5.52) in (5.50) eingesetzt, so ergibt sich∣∣∣∣∣∣
∑
1≤i1≤nq
Int
(Aqi1 ,G)− γ2(3, 2, . . . , 2)√εk+3
∣∣∣∣∣∣ ≤ (q − 1) C q−12 εq+3
(
(q − 1) +
(
q − 1
2
))
= (q − 1)C q−12 εq+3
(
q
2
)
. (5.53)
Für die Integrationsgebiete des zweiten Terms der rechten Seite von (5.49) kommen nur
die beiden Formen
A¯1 := Es1+s2 × Es3+s4 × Es5 × · · · × Esq
A¯2 := Es1+s2+s3 × Es4 × · · · × Esq
in Frage. Aus kombinatorischen Überlegungen ergibt sich wie schon im Fall gerader Mo-
mente, dass 1
2
·(q
2
) ·(q−2
2
)
der insgesamt 1
2
·nq ·(nq − 1) Summanden das Integrationsgebiet
A¯1 und entsprechend 3 ·
(
q
3
)
das Integrationsgebiet A¯2 besitzen. Damit kann diese Summe
geschrieben werden als
∑
1≤i1<i2≤nq
Int
(Aqi1 ∩ Aqi2 , |G|) = 12
(
q
2
)(
q − 2
2
)
Int
(A¯1, |G|)+ 3(q
3
)
Int
(A¯2, |G|) ,
wobei aus Korollar 5.6 mit der Konstanten aus (5.25) die Abschätzungen
Int
(A¯1, |G|) ≤ C q−22 εq+3 und ebenso Int (A¯2, |G|) ≤ C q−22 εq+3
gefunden werden und sich daraus
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∑
1≤i1<i2≤nq
Int
(Aqi1 ∩ Aqi2 , |G|) ≤ C q−22 εq+3(12
(
q
2
)(
q − 2
2
)
+ 3
(
q
3
))
= C
q−2
2 ε
q+3 3
(
q + 1
4
)
εq+3 (5.54)
ergibt. Insgesamt wird für den Term (5.37) unter Verwendung von (5.49) mit (5.53)
und (5.54) und der Anzahl |J4| aus (3.33) die Abschätzung∣∣∣∣∣∑
J4
L2(3, 2, . . . , 2)− γ2(3, 2, . . . , 2)
√
ε
k+3
∣∣∣∣∣
≤ d2q+1
[(
q
2
)
(q − 1)C q−12 + 3
(
q + 1
4
)
C
q−2
2
]
εq+3
≤ d2q+1
[
1
2
22q C
q−1
2 + 6 · 2q C q−22
]
εq+3 (5.55)
erhalten. Ähnliche Überlegungen wie für den Term (5.37) werden für die Terme in (5.41)
benutzt. Nach wenigen Schritten ergeben sich durch (3.7) die Ungleichungen∣∣∣∣∣∑
J5
L2(5, 2, . . . , 2)
∣∣∣∣∣ ≤ |J5|
(
q − 1
2
)
C
q−2
2 ε
q+3 ≤ 1
40
22qd2q+1C
q−2
2 ε
q+3,∣∣∣∣∣∑
J6
L2(3, 3, 3, 2, . . . , 2)
∣∣∣∣∣ ≤ |J6|
(
q − 1
2
)
C
q−2
2 ε
q+3 ≤ 1
18
22qd2q+1C
q−2
2 ε
q+3,∣∣∣∣∣∑
J7
L2(4, 3, 2, . . . , 2)
∣∣∣∣∣ ≤ |J7|
(
q − 1
2
)
C
q−2
2 ε
q+3 ≤ 1
12
22qd2q+1C
q−2
2 ε
q+3.
(5.56)
Nun können die Ergebnisse der Abschätzungen der Terme (5.36) - (5.41) zusammenge-
fasst werden. Unter Verwendung der Ungleichungen (5.45), (5.46), (5.47), (5.48), (5.55)
und (5.56) ergibt sich für die Summe der dort gefundenen oberen Schranken mit der
Konstanten aus (5.34)
d2q+1 ε
q+3
[
2q+1C
q
1 +
1
40
22qC
q−1
2 +
1
18
22qC
q−1
2 +
1
12
22qC
q−1
2 +
1
2
22qC
q−1
2
+6 · 2qC q−22 +
1
40
22qC
q−2
2 +
1
18
22qC
q−2
2 +
1
12
22qC
q−2
2
]
≤ d2q+1C q εq+3
[
8 · 2q + 22q]
≤ 9 d2q+1
(
4C
) q
εq+3
und somit∣∣∣mk − β(1)k √εk+1 − β(2)k √εk+3∣∣∣ ≤ 9 d2q+1 (4C) q εq+3
+
∣∣∣∣∣∣
q−2∑
p=1
∑
{I1,...,Ip}
(L1(k1, . . . , kp)− L2(k1, . . . , kp))
∣∣∣∣∣∣ .
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Erneut kann mit Hilfe des Quotientenkriteriums nachgewiesen werden, dass
∞∑
q=1
|t|2q+1
(2q + 1)!
9 d2q+1
(
4C
) q
<∞
für alle t ∈ R gilt, denn es wird unter Verwendung der aus (3.31), (3.33) für k = 2q + 1
folgenden Beziehung
d2q+3 =
(2q + 3)(2q + 2)
2q
d2q+1
gerade
lim
q→∞
|t|2q+3 d2q+3
(
4C
) q+1
(2q + 1)!
|t|2q+1 d2q+1
(
4C
) q
(2q + 3)!
= lim
q→∞
2 t2C
q
= 0
erhalten. Für den vollständigen Beweis von (5.35) wäre nun noch der Term (5.42) ab-
zuschätzen und mit einem geeigneten Konvergenzkriterium die Konvergenz der entspre-
chenden Reihe von oberen Schranken zu zeigen. Wie bei Momenten gerader Ordnung
soll darauf verzichtet werden.
5.2 Edgeworth-Entwicklung
Eine gegenüber dem Vorgehen in [43] andere Herleitung der Approximation wird in der
Literatur (vgl. beispielsweise [11], [47], [48]) als Edgeworth-Entwicklung bezeichnet. Diese
wurde erstmalig in [12] von ihrem Namensgeber für das Problem der Approximation der
Dichte eines arithmetischen Mittels von unabhängig identisch verteilten Zufallsgrößen
verwendet und lässt sich aufgrund der nach Satz 3.10 geltenden Konvergenz ebenfalls auf
r˜ε übertragen. Sei M˜(t) die momentenerzeugende Funktion von r˜ε und K˜(t) = lnM˜(t)
die kumulantenerzeugende Funktion mit der Entwicklung
K˜(t) = t
2
2
(1 + w˜2 ε) +
t3
6
(
w˜
(1)
3
√
ε+ w˜
(2)
3
√
ε
3
)
+
t4
24
w˜4 ε+
t5
120
w˜5
√
ε
3
+O(ε2) (5.57)
und den in Satz 3.16 definierten Größen. Sei ψ˜(t) = M˜(it) die charakteristische Funktion
von r˜ε. Da eine Dichtefunktion f˜(x) existiert, ist
ψ˜(t) =
∞∫
−∞
exp (itx) f˜(x) dx.
Unter der Voraussetzung
∞∫
−∞
|ψ˜(t)| dt <∞ lässt sich die Dichtefunktion von r˜ε mit Hilfe
der Inversionsformel schreiben als
f˜(x) =
1
2pi
∞∫
−∞
exp (−itx) ψ˜(t) dt = 1
2pi
∞∫
−∞
exp (−itx) exp
(
K˜(it)
)
dt.
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Wird nun die in (5.57) gegebene Entwicklung der kumulantenerzeugenden Funktion ein-
gesetzt
f˜(x) =
1
2pi
∞∫
−∞
exp (−itx) exp
[
(it)2
2
κ˜2 +
(it)3
3!
κ˜3 +
(it)4
4!
κ˜4 +
(it)5
5!
κ˜5 +O(ε2)
]
dt
=
1
2pi
∞∫
−∞
exp (−itx) exp
[
(it)2
2
(1 + w˜2ε) +
(it)3
3!
(
w˜
(1)
3
√
ε+ w˜
(2)
3
√
ε
3
)
+
(it)4
4!
w˜4ε+
(it)5
5!
w˜5
√
ε
3
+O(ε2)
]
dt
=
1
2pi
∞∫
−∞
exp
(
−itx− t
2
2
)
exp
[(
(it)3
3!
w˜
(1)
3
)√
ε+
(
(it)2
2
w˜2 +
(it)4
4!
w˜4
)
ε
+
(
(it)3
3!
w˜
(2)
3 +
(it)5
5!
w˜5
)√
ε
3
+O(ε2)
]
dt
und exp(x) = 1 + x+ x2
2
+ x
3
3!
+O(x4) genutzt, ergibt sich durch nachfolgendes Sortieren
der Terme nach Ordnungen von ε
f˜(x) =
1
2pi
∞∫
−∞
exp
(
−itx− t
2
2
)[
1 +
(it)3
6
w˜
(1)
3
√
ε
+
(
(it)2
2
w˜2 +
(it)4
24
w˜4 +
(it)6
72
(
w˜
(1)
3
)2)
ε
+
(
(it)3
6
w˜
(2)
3 +
(it)5
120
w˜5 +
(it)5
12
w˜2w˜
(1)
3 +
(it)7
144
w˜
(1)
3 w˜4 +
(it)9
1296
(
w˜
(1)
3
)3)√
ε
3
+O(ε2)
]
dt.
Erfolgt der Abbruch der im Integranden entstandenen Summe bereits nach dem ersten
Summanden, ergibt sich als approximierende Dichte die der Standardnormalverteilung,
wenn berücksichtigt wird, dass exp
(
− t2
2
)
die charakteristische Funktion der standardi-
sierten Normalverteilung ist und damit
ϕ(x) =
1
2pi
∞∫
−∞
exp
(
−itx− t
2
2
)
dt
gilt. Die weiteren Summanden werden mit Hilfe der aus (5.3) folgenden Beziehung
d kϕ(x)
dxk
=
1
2pi
∞∫
−∞
exp
(
−itx− t
2
2
)
(−it)kdt = (−1)kϕ(x)Hek(x) (5.58)
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ausgewertet, wonach sich als Edgeworth-Approximation 4. Ordnung
f˜EIV (x) = ϕ(x)
1 + w˜ (1)3
6
He3(x)
√
ε+
w˜2
2
He2(x) +
w˜4
24
He4(x) +
(
w˜
(1)
3
)2
72
He6(x)
 ε
+
w˜ (2)3
6
He3(x) +
g1
120
He5(x) +
w˜
(1)
3 w˜4
144
He7(x) +
(
w˜
(1)
3
)3
1296
He9(x)
√ε3
 (5.59)
mit g1 := w˜5 + 10 w˜2 w˜
(1)
3 ergibt.
Bemerkung 5.8 Die bei Abbruch der Entwicklung nach den Termen der Ordnung ε
entstehende Approximation werde mit f˜ EIII(x) bezeichnet. Dementsprechend ergeben sich
f˜EII(x) und f˜EI (x).
Bemerkung 5.9 Ein Vergleich mit der Gram-Charlier-Entwicklung aus Satz 5.1 liefert
f˜EIV (x) = f˜
G
IV (x). Das beschriebene Vorgehen stellt also lediglich eine andere Form der
Herleitung der bereits in [43] gefundenen Approximation dar. Der Vorteil besteht jedoch
darin, dass die Herkunft der Koeffizienten der Entwicklung und ihr Zusammenhang zu
den Entwicklungskoeffizienten der Kumulanten besser dargestellt werden.
Bemerkung 5.10 Bezeichnet Φ(x) die zu ϕ(x) gehörende Verteilungsfunktion, so ist
mit Hilfe der aus (5.58) folgenden Beziehung
x∫
−∞
Hek(z)ϕ(z)dz =
{
Φ(x) k = 0
−Hek−1(x)ϕ(x) k ≥ 1
die Approximation der Verteilungsfunktion F˜(x) =
x∫
−∞
f˜(z) dz mit (5.59) gegeben durch
F˜EIV (x) = Φ(x)− φ(x)
w˜(1)3
6
He2(x)
√
ε+
w˜2
2
He1(x) +
w˜4
24
He3(x) +
(
w˜
(1)
3
)2
72
He5(x)
 ε
+
w˜(2)3
6
He2(x) +
g1
120
He4(x) +
w˜
(1)
3 w˜4
144
He6(x) +
(
w˜
(1)
3
)3
1296
He8(x)
√ε3
 .
5.3 Numerische Beispiele
In diesem Abschnitt werden numerische Beispiele präsentiert. Zunächst wird das Inte-
gralfunktional eines ε-korrelierten Gaußprozesses betrachtet. In diesem Fall ist rε normal-
verteilt und es können die Approximationen mit der exakten Dichtefunktion verglichen
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werden. Außerdem werden Integralfunktionale schwach korrelierter Simulationsprozes-
se betrachtet. Hier werden die Approximationsergebnisse mit den empirischen Dichte-
funktionen verglichen. Zur Beurteilung der Abweichungen werden relative Differenzen
untersucht.
5.3.1 Integralfunktional eines ε-korrelierten Gaußprozesses
Sei fε(x, ω) mit ε ∈ (0, ε0) eine Familie zentrierter, ε-korrelierter Gaußscher Prozesse mit
der Familie von Korrelationsfunktionen
Rε(x, y) := E{fε(x)fε(y)} = R
(
y − x
ε
)
=

(
1− |y−x|
ε
)
|y − x| ≤ ε
0 sonst.
(5.60)
Nach Beispiel 2.6 ist rε ebenfalls normalverteilt. Für dessen zweites Moment ergibt sich
nach einigen Rechnungen für die Kernfunktionen
• F (x) = a2x2 + a1x+ a0 mit ai ∈ R, i = 0, 1, 2 :
m2 = K1ε+K2ε
2 +K3ε
3 +K4ε
4 +K6ε
6
mit K1 =
10a21 + 6a
2
2 + 30a
2
0 + 15a2a1 + 20a2a0 + 30a1a0
30
K2 = −(a2 + a1 + a0)
2 + a20
6
K3 =
2a22 + 6a2a0 + 3a2a1
36
K4 =
a21 − 4a2a0
60
K6 = − a
2
2
630
und
• F (x) = sin(cx), c ∈ R \ {0} :
m2 =
2c(ε− 1) cos(cε)− sin(cε− 2c)− 5 sin(cε)− sin(2c) + εc cos(2c) + (2 + 3ε)c
2c3ε
.
Die Entwicklungskoeffizienten iAj bzw. iA j sind nach [43] gegeben durch
2A1 =
1∫
0
F 2(x) dx 2A2 = −16 (F 2(0) + F 2(1))
3A2 = 0
4A 3 =
5A 4 = 0,
(5.61)
d. h. für die in Satz 3.16 definierten Größen gilt
w˜2 =
2A2
2A1
, w˜
(1)
3 = w˜
(2)
3 = w˜4 = w˜5 = 0. (5.62)
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Nach (5.59) ist damit
f˜EIV (x) = f˜
E
III(x) = ϕ(x)
[
1 +
w˜2
2
He2(x) ε
]
(5.63)
und
f˜EII(x) = f˜
E
I (x) = ϕ(x).
Mittels der Transformation (5.1) werden die Edgeworth-Approximationen f EI (x) und
f EIII(x) für die Dichtefunktion f(x) von rε erhalten.
F (x) 1 x x2 + 2x− 1 sin(2pix)
m2 0.27000 0.08514 0.18758 0.11502
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F(x)=x
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F(x)=sin(2pi x)
(a)
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0
0.5
1
1.5
2
x
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F(x)=x2+2x−1
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(b)
Abbildung 5.1: Relative Differenzen errEI (x) (links) und err EIII(x) (rechts) (ε = 0.3;
verschiedene Kernfunktionen)
Zur Veranschaulichung der Ergebnisse dienen die relativen Differenzen
errEi (x) =
fEi (x)− f(x)
f(x)
i = I, III
zur exakten Dichtefunktion. Für ausgewählte Kernfunktionen sind diese für lineare In-
tegralfunktionale eines ε-korrelierten Gaußprozesses mit ε = 0.3 in Abbildung 5.1 dar-
gestellt. Die zweiten Momente der Funktionale sind in der Tabelle im oberen Teil dieser
Abbildung zusammengefasst. Aus ihnen können die 3σ-Bereiche der entsprechenden Nor-
malverteilungen bestimmt werden. In den Zentren der Verteilungen, das heißt in einer
gewissen Umgebung von x = 0 liefern bereits die Approximationen erster Ordnung für
alle Kernfunktionen gute Ergebnisse (vgl. Abbildung 5.1 (a)); die Hinzunahme der Terme
der Ordnung ε führt in den 3σ-Bereichen zur weiteren Verbesserung bis auf den Fall der
Kernfunktion F (x) = sin(2pix), da hier 2A2 = 0 gilt und damit der Term der Ordnung ε
in (5.63) verschwindet (vgl. Bild (b)). Insgesamt fällt sowohl für die Approximation erster
als auch dritter Ordnung ein starker Anstieg der relativen Differenzen an den Rändern
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der Verteilungen auf. In diesem Bereich besitzt die Edgeworth-Entwicklung schlechte-
re Approximationseigenschaften im Sinne relativer Abweichungen. Allerdings muss bei
der Interpretation berücksichtigt werden, dass die zu approximierende Dichte am Rand
sehr kleine Funktionswerte besitzt; absolut gesehen minimale Abweichungen zu großen
relativen Fehlern führen. Zur besseren Veranschaulichung dieses Sachverhalts ist in Ab-
bildung 5.2 für die Kernfunktion F (x) = x2+2x−1 die exakte Dichtefunktion von rε mit
ihren Approximationen fEI (x) und f EIII(x) dargestellt. Bild (b) zeigt eine Vergrößerung
des Bereichs außerhalb der 3σ-Regel.
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(b)
Abbildung 5.2: Vergleich der exakten Dichtefunktion f(x) mit den Approximationen
fEI (x), f
E
III(x) für ε = 0.3 und Kernfunktion F (x) = x2 + 2x− 1
5.3.2 Integralfunktionale von Simulationsprozessen
Da die Berechnung der exakten Dichtefunktion für Integralfunktionale von Simulations-
prozessen nur sehr schwer möglich ist, werden in den folgenden Beispielen die Dichteap-
proximationen mit der empirischen Dichte verglichen.
Sei I = {Iq; q ∈ N} mit R =
⋃
q∈N
Iq eine Zerlegung der reellen Achse in paarweise
disjunkte Intervalle Iq der Länge |Iq|, so dass gilt
0 < I ≤ I <∞,
wobei I := inf
q
|Iq| und I := sup
q
|Iq| ist, dann ist die empirische Dichtefunktion für eine
konkrete Stichprobe (x1, x2, . . . , xk) definiert durch
f emp(I, x1, x2, . . . , xk) =
∑
q
Anzahl{i : xi ∈ Iq}
k|Iq| 1Iq .
Für eine absolut stetige Zufallsgröße gilt der folgende in [37] angegebene Satz.
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Satz 5.11
Sei X1, X2, . . . eine Folge unabhängiger Zufallsgrößen, die identisch wie die absolut ste-
tige Zufallsgröße X mit Dichtefunktion f verteilt sind. Sei (In; n ≥ 1) eine Folge von
Zerlegungen der reellen Achse, so dass
In → 0 und n In →∞ für n→∞.
Dann konvergiert in jedem Stetigkeitspunkt x von f die empirische Dichtefunktion gegen
f(x), d. h. es gilt
lim
n→∞
f emp(I, X1, . . . , Xn)(x) = f(x) in Wahrscheinlichkeit.
Beispiel 5.12 Zur Veranschaulichung werden zunächst lineare Integralfunktionale von
Simulationsprozessen eines MA[q] mit q = 0, c0 = 1 und auf [−5, 5] gleichverteilten
Zufallsgrößen ξi in den Stützstellen ai, i = 0, . . . , N betrachtet. Da für diese Zufallsgrößen
σ3 = σ5 = 0 gilt, ist
w˜
(1)
3 = w˜
(2)
3 = w˜5 = 0
und es werden mit Hilfe von (5.59) die Approximationen
f˜EI (x) = f˜
E
II(x) = ϕ(x)
f˜ EIII(x) = f˜
E
IV (x) = ϕ(x)
[
1 +
(
w˜2
2
He2(x) +
w˜4
24
He4(x)
)
ε
]
gefunden. Über die Transformation (5.1) werden fEI (x) und f EIII(x) erhalten.
In Abbildung 5.3 sind für die bereits untersuchten Kernfunktionen für die Korrelations-
längen ε = 0.2 (Bilder (a), (b)), ε = 0.1 (Bilder (c), (d)) und ε = 0.01 (Bilder (e), (f)) die
relativen Differenzen dieser Approximationen bezüglich der entsprechenden empirischen
Dichtefunktion, welche aus Simulationen ermittelt wurden, dargestellt. Zur Orientierung,
in welchen Bereichen sich ungefähr die Zentren der Verteilungen befinden, wird mit Hilfe
der Tschebyscheff-Ungleichung jeweils ein Wert x0.85 berechnet, so dass
P(|rε| < x0.85) ≥ 1− m2
x20.85
!
= 0.85
gilt. Diese Werte und die exakten zweiten Momente von rε sind jeweils für die betrach-
teten Korrelationslängen ε und Kernfunktionen oberhalb der zugehörigen Bilder ange-
geben.
Die Bilder zeigen relative Differenzen nahe Null um den Erwartungswert Erε = 0 und
damit gute Approximationseigenschaften der Edgeworth-Entwicklung in den Zentren
der Verteilungen. Außerdem kann festgestellt werden, dass die Hinzunahme der Terme
der Ordnung ε eine Verbesserung der Ergebnisse bewirkt (vgl. die Bilder (b) und (d)
mit den entsprechenden Bildern (a) und (c)). Für sehr kleine Korrelationslängen wie
beispielsweise ε = 0.01 (siehe die Bilder (e), (f)) besteht kaum ein Unterschied in der
Approximationsgüte.
100 KAPITEL 5. DICHTEAPPROXIMATION DURCH REIHENENTWICKLUNG
F (x) 1 x x2 + 2x− 1 sin(2pix)
m2 0.79167 0.25699 0.61937 0.39181
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F (x) 1 x x2 + 2x− 1 sin(2pix)
m2 0.40625 0.13368 0.33521 0.20504
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F (x) 1 x x2 + 2x− 1 sin(2pix)
m2 0.04156 0.01384 0.03585 0.02083
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Abbildung 5.3: Relative Differenzen errEI (x) (jeweils links) und errEIII(x) (jeweils rechts)
(ε = 0.2 (oben), ε = 0.1 (Mitte), ε = 0.01 (unten)) für ξi gleichverteilt in [−5, 5];
verschiedene Kernfunktionen
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Ein Nachteil der Edgeworth-Entwicklung, welcher aus der Betrachtung der relativen
Differenzen nicht ersichtlich wird, soll mit dem folgenden Beispiel veranschaulicht werden.
Beispiel 5.13 Betrachtet wird das Funktional rε(ω) eines auf der Grundlage eines
MA[q] mit q = 0, c0 = 1 definierten Simulationsprozesses mit zentriert lognormalverteil-
ten Zufallsgrößen ξi mit
σ2 = exp(0.6)(exp(0.6)− 1)
in den Stützstellen ai, i = 0, . . . , 20. Für die Kernfunktion F (x) = x2 + 2x − 1 sind in
Abbildung 5.4 die Edgeworth-Entwicklungen fEi (x), i = I, . . . , IV dargestellt.
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Abbildung 5.4: Edgeworth-Entwicklungen, ε = 0.1, ξi lognormal (zentriert) mit σ2 =
exp(0.6) (exp(0.6)− 1) , Kernfunktion F (x) = x2 + 2x− 1
Bis auf fEI (x) nehmen alle Entwicklungen am linken Rand negative Werte an, wie die
Vergrößerung dieses Bereichs in Bild (b) zeigt. Im Allgemeinen besitzen diese Appro-
ximationen nicht die Eigenschaften einer Dichtefunktion. Ziel der folgenden Kapitel ist
die Untersuchung alternativer Möglichkeiten der Dichteapproximation für lineare Funk-
tionale. Wünschenswert ist dabei eine Methode, welche im Zentrum der Verteilung mit
fEIV (x) vergleichbare Ergebnisse liefert und deren Dichteapproximation an den Rändern
der Verteilung stets nichtnegative Werte annimmt; vielleicht sogar alle Eigenschaften
einer Dichtefunktion besitzt.

Kapitel 6
Sattelpunktapproximation
Die Sattelpunktapproximation (im weiteren SPA) ist eine allgemeine Technik, welche
zur approximativen Berechnung von Integralen (das heißt zur Bestimmung von asymp-
totischen Entwicklungen von Integralen) genutzt wird. Sie ist eng verbunden mit der
Methode des steilsten Abstiegs. Es gibt eine Vielzahl von Artikeln und Büchern, in denen
verschiedenartige Problemstellungen mit Hilfe der SPA gelöst werden. Nur exemplarisch
wird hier auf einige verwiesen. So ist [24] ein vielzitiertes Buch für die Anwendung der
SPA in der Statistik, [30] zeigt eine naturwissenschaftliche Anwendung. [41] und [58]
geben Möglichkeiten der Anwendung der SPA in der Finanzmathematik an. Hier wer-
den im erstgenannten dieser beiden Artikel mit Hilfe der SPA europäische Optionen
in Nicht-Black-Scholes Modellen bepreist. Im zweiten Artikel wird versucht, bedingte
Ausfallwahrscheinlichkeiten mit Hilfe der SPA zu approximieren.
Für die Anwendung der SPA in der Statistik leistete [10] Pionierarbeit. Als erste nicht-
triviale statistische Anwendung der SPA wird in diesem Artikel die Approximation der
Dichtefunktion des arithmetischen Mittels Y von n unabhängigen, identisch verteilten
Zufallsgrößen mit der EigenschaftMX(t) <∞ für t ∈ (−c1, c2) mit c1, c2 > 0 betrachtet.
Die Herangehensweise soll hier kurz skizziert werden.
Mit der Inversionsformel gilt für die Dichtefunktion von Y
fY (x) =
1
2pi
∞∫
−∞
MY (it) exp(−itx) dt
=
1
2pi
∞∫
−∞
(
MX
(
it
n
))n
exp(−itx) dt
=
n
2pii
i∞∫
−i∞
(MX(z))n exp(−nzx) dz
=
n
2pii
i∞∫
−i∞
exp(n (KX(z)− zx)) dz,
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wobei die Substitution z = it
n
durchgeführt wurde. Mit Hilfe des Cauchyschen Integral-
satzes kann gezeigt werden, dass die Integration entlang der imaginären Achse äquivalent
zur Integration parallel zu dieser durch z = τ mit τ ∈ (−c1, c2) ist, das heißt
fY (x) =
n
2pii
τ+i∞∫
τ−i∞
exp (n(KX(z)− zx)) dz.
Für eine geeignete Wahl von τ wird der Integrand näher betrachtet. Die Funktion
w(z) := KX(z) − zx lässt sich mit z = a + ib in Realteil u(a, b) und Imaginärteil
v(a, b) aufspalten, so dass w(z) = u(a, b) + iv(a, b) ist. Der Parameter τ wird nun so
gewählt, dass sich asymptotisch für n→∞ gesehen der Hauptbeitrag zum Integral auf
einen kleinen Teil des Integrationsweges konzentriert. Das kann erreicht werden, wenn
der Integrationsweg so deformiert wird, dass dieser durch einen stationären Punkt von u
verläuft. Sei (a0, b0) stationärer Punkt von u, das heißt, es gilt grad u = O und aufgrund
der Cauchy-Riemannschen Differentialgleichungen w′(z0) = 0 mit z0 = a0 + ib0. Eben-
falls unter Verwendung der Cauchy-Riemannschen Differentialgleichungen kann gezeigt
werden, dass (a0, b0) ein Sattelpunkt von u ist und dass die Gradientenlinien von u und
v senkrecht verlaufen. Da sich außerdem die Höhenlinien und Gradientenlinien von u
bzw. v im rechten Winkel schneiden, verlaufen die Höhenlinien von u und v senkrecht
zueinander. Es wird nun als Integrationsweg die Höhenlinie von v durch (a0, b0) gewählt,
welche mit der Gradientenlinie von u übereinstimmt, auf der (a0, b0) ein Maximum ist.
Des Weiteren wird in [10] unter allgemeinen Bedingungen gezeigt, dass b0 = 0 gilt, der
stationäre Punkt also auf der reellen Achse liegt und K′′X(z0) > 0 ist. Der modifizier-
te Integrationsweg verläuft außerhalb eines Kreises mit Radius r um den Sattelpunkt
z0 = a0 parallel zur imaginären Achse; innerhalb des Kreises folgt er der Höhenlinie von
v, auf der (a0, 0) ein Maximum von u ist. Genau aus der Integration aus der Umgebung
des Sattelpunktes wird die SPA erhalten. Der Beitrag zum Integral aus den Bereichen
außerhalb des Kreises ist asymptotisch gesehen von höherer Ordnung, wie in [16] ge-
zeigt wird. Zur ausführlicheren Beschreibung der Herleitung sei an dieser Stelle auf die
Literatur [16], [19], [29] und [30] verwiesen.
Die Vorteile der SPA liegen bei der Anwendung auf Problemstellungen der Statistik darin,
dass häufig bereits schon bei einem kleinen Stichprobenumfang eine gute Approximation
erreicht wird und im Vergleich zu Approximationen wie Edgeworth- bzw. Gram-Charlier-
Reihen diese auch in den Rändern einer Verteilung gute Ergebnisse liefert. Dort können
Edgeworth- bzw. Gram-Charlier-Reihen sogar negative Werte liefern, da sie Entwicklun-
gen in Polynome darstellen. Das kann mit der Sattelpunktapproximation nicht passieren.
Die Edgeworth-Entwicklung des standardisierten arithmetischen Mittels unabhängiger,
identisch verteilter Zufallsgrößen konvergiert unter der Forderung der absoluten Integrier-
barkeit einer Potenz der charakteristischen Funktion gleichmäßig (vgl. [15]). Das heißt,
sie besitzt gute Approximationseigenschaften im absoluten Sinne; in manchen Fällen
ist jedoch ein kleiner relativer Fehler bedeutsamer – besonders an den Rändern einer
Verteilung.
Wird der obigen Herleitung gefolgt, so ergibt sich für die Dichtefunktion des standardi-
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sierten Integralfunktionals mit Hilfe der Inversionsformel und der Substitution z = it
f˜(x) =
1
2pi
∞∫
−∞
M˜(it, ε) exp(−itx) dt
=
1
2pii
i∞∫
−i∞
exp
(
K˜(z, ε)− zx
)
dz.
Die Rolle des Stichprobenumfangs n bei der Herleitung der SPA des arithmetischen
Mittels übernimmt im Fall des Integralfunktionals der Parameter 1
ε
. Im Gegensatz zu
den Betrachtungen für das arithmetische Mittel, in denen n und K(z) als Produkt in
der Exponentialfunktion vorkommen, ist für lineare Integralfunktionale diese Form nicht
gegeben, sondern nur allgemein K˜(z, ε) vorhanden. Wird dennoch der Theorie gefolgt, so
muss der Integrationspfad so deformiert werden, dass er durch einen stationären Punkt
verläuft, das heißt, es ist die Lösung der Sattelpunktgleichung
∂
∂z
K˜(z, ε) = x
gesucht.
Eine zweite Möglichkeit der Herleitung beruht auf der Einbettung in eine Familie von
Dichtefunktionen. Diese Vorgehensweise erweist sich für die Betrachtungen dieser Arbeit
als günstiger. Deshalb soll sie zur Untersuchung der SPA für die Dichtefunktion des
linearen Integralfunktionals verwendet werden.
6.1 Einbettung in eine Familie von Dichtefunktionen
Der vernachlässigte Term der in Abschnitt 5.2 erhaltenen Edgeworth-Entwicklung
f˜ EIII(x) = ϕ(x)
1 + w˜ (1)3
6
He3(x)
√
ε+
w˜2
2
He2(x) +
w˜4
24
He4(x) +
(
w˜
(1)
3
)2
72
He6(x)
 ε

gegenüber f˜EIV (x) ist von der Ordnung O(
√
ε
3
). Bei der näheren Betrachtung dieser
Approximation wird festgestellt, dass sie im Zentrum der Verteilung, das heißt für
x = E r˜ε = 0 sogar die Genauigkeit von f˜EIV (x) besitzt, da die Hermitepolynome un-
gerader Ordnung im Ursprung verschwinden und sich damit für x = 0 der in (5.59)
angegebene Term der Ordnung
√
ε
3 zu Null ergibt. Die Idee besteht also darin, für jedes
fixierte ε eine Familie von Dichtefunktionen so zu definieren, dass für jedes x ∈ R aus
dieser Familie ein Vertreter ausgewählt werden kann, so dass die Approximation in x
gerade diese Eigenschaft besitzt.
Dazu wird für ε ∈ (0, ε0) und mit den Bezeichnungen X(ω) = r˜ε(ω) und K˜(θ) = Kr˜ε(θ, ε)
eine Familie von Wahrscheinlichkeitsmaßen (Pθ, θ ∈ Θ) mit 0 ∈ int(Θ) durch
dPθ
dP
= exp
(
θX − K˜(θ)
)
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definiert. Die dazugehörige Familie „verschobener“ Dichtefunktionen (f˜(x; θ), θ ∈ Θ) ist
gegeben durch
f˜(x; θ) = exp
(
θx− K˜(θ)
)
f˜(x). (6.1)
Bemerkung 6.1 Durch diese Beziehung ist für jedes θ ∈ Θ tatsächlich eine Dichte-
funktion definiert, denn es gilt
∞∫
−∞
f˜(x; θ) dx =
∞∫
−∞
exp(θx− K˜(θ)) f˜(x) dx =exp(−K˜(θ))
∞∫
−∞
exp(θx) f˜(x) dx =
M˜(θ)
M˜(θ)
= 1.
Lemma 6.2
Unter dem Wahrscheinlichkeitsmaß Pθ ergibt sich für die momentenerzeugende Funktion
M˜(t; θ) = M˜(t+ θ)
M˜(θ)
und für die kumulantenerzeugende Funktion
K˜(t; θ) = lnM˜(t; θ) = K˜(t+ θ)− K˜(θ).
Die Kumulanten sind unter diesem Wahrscheinlichkeitsmaß bestimmt durch
κ˜θ,j = K˜(j)(θ).
Beweis.
Die Beziehung für die momentenerzeugende Funktion ergibt sich direkt aus der Rechnung
M˜(t; θ) = Eθ exp(tX) =
∞∫
−∞
exp (tx) f˜(x; θ) dx
=
∞∫
−∞
exp
(
(t+ θ)x− K˜(θ)
)
f˜(x) dx
= exp(−K˜(θ))
∞∫
−∞
exp ((t+ θ)x) f˜(x) dx.
Die Kumulanten berechnen sich aus ihrer Definition
κ˜θ,j =
∂jK˜(t; θ)
∂tj
∣∣∣
t=0
=
∂j(K˜(t+ θ)− K˜(θ))
∂tj
∣∣∣
t=0
.

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Es wird nun die unter Pθ standardisierte Zufallsgröße
X̂ :=
X − EθX√
D2θX
=
X − κ˜θ,1√
κ˜θ,2
=
X − K˜′(θ)√
K˜′′(θ)
(6.2)
betrachtet. Über deren Kumulanten kann folgende Aussage getroffen werden.
Lemma 6.3
Unter Pθ sind die Kumulanten der Zufallsgröße X̂ gegeben durch
κ̂θ,j =
∂jK̂(t; θ)
∂tj
∣∣∣∣∣
t=0
=

0 j = 1
K˜(j)(θ)√
K˜′′(θ)
j j ≥ 2.
Beweis.
Dieser Zusammenhang wird entweder direkt aus der Eigenschaft (3.39) der Kumulanten
oder aus deren allgemeiner Definition erhalten. Für die momenten- und kumulantener-
zeugende Funktion von X̂ unter Pθ wird
M̂(t; θ) = Eθ exp
X − K˜′(θ)√
K˜′′(θ)
 t
 = exp
 −K˜′(θ)√
K˜′′(θ)
t
M˜
 t√
K˜′′(θ)
; θ

K̂(t; θ) = −K˜
′(θ)√
K˜′′(θ)
t+ K˜
 t√
K˜′′(θ)
; θ
 = −K˜′(θ)√
K˜′′(θ)
t+ K˜
 t√
K˜′′(θ)
+ θ
− K˜ (θ)
berechnet. Durch Differenzieren der kumulantenerzeugenden Funktion nach t werden die
Kumulanten erhalten. 
Zwischen den Dichtefunktionen besteht der Zusammenhang
f˜(x; θ) =
1√
K˜′′(θ)
f̂
x− K˜′(θ)√
K˜′′(θ)
; θ
 . (6.3)
Es bezeichne f̂E(x; θ) die Edgeworth-Entwicklung von X̂ aus (6.2) unter Pθ. Dann ist
die Edgeworth-Entwicklung f˜E(x; θ) der Zufallsgröße X unter Pθ gegeben durch
f˜E(x; θ) =
1√
K˜′′(θ)
f̂E
x− K˜′(θ)√
K˜′′(θ)
; θ
 . (6.4)
Der enthaltene Parameter θ ergibt sich nach der Theorie der SPA als Lösung der Sattel-
punktgleichung
K˜′(θ) = x. (6.5)
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Die Lösung dieser Gleichung wird mit θ∗ = θ∗(x) bezeichnet. Mit (6.1) ist
f˜(x) = exp
(
K˜(θ∗)− θ∗x
)
f˜(x; θ∗) (6.6)
gegeben. Wird f˜(x; θ∗) durch die dazugehörige Edgeworth-Entwicklung ersetzt und dann
(6.4) angewendet, ergibt sich die Approximation der Dichtefunktion von r˜ε nach der
Sattelpunktmethode
f˜S(x) = exp
(
K˜(θ∗)− θ∗x
)
f˜E(x; θ∗)
=
exp
(
K˜(θ∗)− θ∗x
)
√
K˜′′(θ∗)
f̂E(0; θ∗). (6.7)
Bemerkung 6.4 Eine weitere Interpretation der SPA kann erhalten werden, wenn
unter Berücksichtigung von (6.1) die Funktion
L(x; θ) :=
f˜(x; θ)
f˜(x)
= exp
(
θx− K˜(θ)
)
definiert wird. Sie ist interpretierbar als Likelihoodfunktion (vgl. [24]). Für jedes x wird
nun ein Parameter θ∗ = θ∗(x) so gewählt, dass der Logarithmus dieser Funktion bezüglich
θ maximiert wird. Die notwendige Bedingung für ein Extremum ist gerade wieder die
Gleichung (6.5).
Bemerkung 6.5 Eine weitere Verbesserung der Approximation könnte mit einer Re-
normalisierung erreicht werden, das heißt mit der Bestimmung einer Konstanten C so,
dass
C
∞∫
−∞
f˜S(x) dx = 1
gilt. Die Bestimmung der Konstanten erfolgt numerisch.
Bemerkung 6.6 Für praktische Problemstellungen ist die Berechnung von Randwahr-
scheinlichkeiten von großer Bedeutung. Sie können beispielsweise durch numerische In-
tegration der SPA der Dichtefunktion berechnet werden. Ein solches Vorgehen ist jedoch
sehr umständlich. Lugannani und Rice fanden 1980 eine elegante Formel, bei der keine
Integration nötig ist. Auf deren Betrachtung soll hier verzichtet werden. Sie ist beispiels-
weise in [7] zu finden.
6.2 Lösung der Sattelpunktgleichung
Unerfreulicherweise ist die kumulantenerzeugende Funktion des standardisierten Inte-
gralfunktionals im Allgemeinen nicht explizit bekannt. Mit Hilfe der Entwicklungen der
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Kumulanten aus Satz 3.16 ist deren Entwicklung 4. Ordnung
K˜IV (θ) = θ
2
2
(1 + w˜2ε) +
θ3
6
(
w˜
(1)
3
√
ε+ w˜
(2)
3
√
ε
3
)
+
θ4
24
w˜4ε+
θ5
120
w˜5
√
ε
3 (6.8)
bezüglich Potenzen der Korrelationslänge ε gegeben. Die Sattelpunktgleichung (6.5) ist
aus diesem Grund nur näherungsweise lösbar.
Bemerkung 6.7 Besitzt die charakteristische Funktion einer Verteilung F die Gestalt
ψ(t) = exp(p(t))
mit einem Polynom p(t), dann ist nach dem Satz von Marcinkiewicz der Grad des Poly-
noms höchstens zwei (vgl. [20], [49]). Damit gibt es im Allgemeinen keine Verteilung, für
die (6.8) kumulantenerzeugende Funktion ist. Nur für den Fall, dass alle Koeffizienten
von (6.8) bis auf 1 + w˜2ε verschwinden und 1 + w˜2ε > 0 gilt, ist die zu (6.8) gehörige
Verteilung eine Normalverteilung mit µ = 0 und σ2 = 1 + w˜2ε.
Zur Bestimmung der Näherungslösung werden zwei Methoden vorgestellt. Zuvor wird
jedoch die in (6.7) benötigte Edgeworth-Entwicklung von f̂(x; θ) berechnet. Für die Ab-
leitungen der Entwicklung der kumulantenerzeugenden Funktion gilt
K˜(j)(θ) = O
(√
ε
j−2) für j = 2, . . . , 5
und somit für die Kumulanten der Zufallsgröße X̂ unter Pθ (vgl. Lemma 6.3)
κ̂θ,j = O
(√
ε
j−2) für j=2,. . . ,5.
Es lassen sich für diese Kumulanten Entwicklungen der Form
κ̂θ,j = λ̂
(1)
j
√
ε
j−2
+ λ̂
(2)
j
√
ε
j−1
+ λ̂
(3)
j
√
ε
j
+O
(√
ε
j+1
)
bestimmen, wobei sich die Koeffizienten aus einem Koeffizientenvergleich mit
κ̂θ,2 = 1
κ̂θ,3 = w˜
(1)
3
√
ε+ θ
(
w˜4 − 3
2
(
w˜
(1)
3
)2)
ε
+
(
3w˜
(1)
3
8
(
5θ2(w˜
(1)
3 )
2 − 6θ2w˜4 − 4w˜2
)
+ w˜
(2)
3 +
θ2w˜5
2
)
√
ε
3
+O (ε2)
κ̂θ,4 = w˜4ε+ θ
(
w˜5 − w˜4w˜(1)3
)√
ε
3
+O (ε2)
κ̂θ,5 = w˜5
√
ε
3
+O (ε2)
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ergeben, so dass die Edgeworth-Entwicklung 4. Ordnung von X̂ unter Pθ nach der in
Abschnitt 5.2 beschriebenen Weise als
f̂EIV (x; θ) = ϕ (x)
[
1 +
λ̂
(1)
3
6
He3 (x)
√
ε
+
 λ̂(2)3
6
He3 (x) +
λ̂
(1)
4
24
He4 (x) +
(
λ̂
(1)
3
)2
72
He6 (x)
 ε
+
(
λ̂
(3)
3
6
He3 (x) +
λ̂
(2)
4
24
He4 (x) +
λ̂
(1)
5
120
He5 (x) +
λ̂
(1)
3 λ̂
(2)
3
36
He6 (x)
+
λ̂
(1)
3 λ̂
(1)
4
144
He7 (x) +
(
λ̂
(1)
3
)3
1296
He9 (x)
√ε3]
(6.9)
erhalten werden kann.
6.2.1 Lösung der Sattelpunktgleichung durch Entwicklung nach
der Korrelationslänge
Eine Methode der näherungsweisen Lösung der Sattelpunktgleichung (vgl. (6.5))
θ(1 + w˜2 ε) +
θ2
2
(
w˜
(1)
3
√
ε+ w˜
(2)
3
√
ε
3
)
+
θ3
6
w˜4 ε+
θ4
24
w˜5
√
ε
3
+O(ε2) = x (6.10)
ist die der Annahme einer Lösung der Gestalt θ∗ = θ∗(x) mit
θ∗(x) = d0(x) + d1(x)
√
ε+ d2(x)ε+ d3(x)
√
ε
3
+O(ε2).
Wird dieser Ansatz in (6.10) eingesetzt und ein Koeffizientenvergleich bezüglich der Ord-
nungen von ε durchgeführt, kann für die von x abhängigen Koeffizienten
d0(x) = x
d1(x) = −w˜
(1)
3
2
x2
d2(x) =
(
w˜
(1)
3
)2
2
x3 − w˜4
6
x3 − w˜2x
d3(x) =
5w˜(1)3 w˜4
12
−
5
(
w˜
(1)
3
)3
8
− w˜5
24
x4 + 3w˜2w˜(1)3
2
x2 − w˜
(2)
3
2
x2
(6.11)
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gefunden werden. Formel (6.7) führt dann mit (6.8) und (6.9) zur SPA zweiter Ordnung
bezüglich ε
f˜S,1II (x) :=
exp
(
K˜IV (θ∗IV )− θ∗IV x
)
√
2piK˜′′IV (θ∗IV )
1 +
w˜4
8
−
5
(
w˜
(1)
3
)2
24
 ε
 , (6.12)
wenn He3(0) = 0, He4(0) = 3 und He6(0) = −15 (vgl. (5.4)) und die Entwicklung
θ∗IV = θ
∗
IV (x) = d0(x) + d1(x)
√
ε+ d2(x)ε+ d3(x)
√
ε
3 (6.13)
mit den Koeffizienten aus (6.11) unter der Bedingung K′′IV (θ∗IV ) > 0 eingesetzt werden.
Bemerkung 6.8 Die durch Weglassen der Terme der Ordnung ε entstehende Appro-
ximation werde mit f˜S,1I (x) bezeichnet. Die Approximationen der Dichte f von rε werden
durch die Transformation
fS,1i (x) =
1√
2A1ε
f˜S,1i
(
x√
2A1ε
)
i = I, II (6.14)
erhalten.
Bemerkung 6.9 Werden die Terme in (6.12) unter Verwendung von (6.13) nach Ord-
nungen von ε entwickelt, so ergibt sich
K˜IV (θ∗IV ) =
x2
2
− w˜
(1)
3 x
3
3
√
ε+
x2
8
[
x2
(
3(w˜
(1)
3 )
2 − w˜4
)
− 4w˜2
]
ε
+ x3
[
x2
(
w˜
(1)
3 w˜4
3
− (w˜
(1)
3 )
3
2
− w˜5
30
)
+ w˜2w˜
(1)
3 −
w˜
(2)
3
3
]
√
ε
3
+O(ε2)
und somit
K˜IV (θ∗IV )− θ∗IV x = −
x2
2
+
w˜
(1)
3 x
3
6
√
ε+
x2
2
[
w˜2 − x
2
12
(
3(w˜
(1)
3 )
2 − w˜4
)]
ε
+ x3
[
x2
(
−w˜
(1)
3 w˜4
12
+
(w˜
(1)
3 )
3
8
+
w˜5
120
)
− w˜2w˜
(1)
3
2
+
w˜
(2)
3
6
]
√
ε
3
+O(ε2).
Außerdem ist
K˜′′IV (θ∗IV ) = 1 + w˜(1)3 x
√
ε+
[
w˜2 +
x2
2
(
w˜4 − (w˜(1)3 )2
)]
ε
+ x
[
x2
(
−2w˜
(1)
3 w˜4
3
+
(w˜
(1)
3 )
3
2
+
w˜5
6
)
− w˜2w˜
(1)
3
2
+ w˜
(2)
3
]
√
ε
3
+O(ε2)
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und somit(√
K˜′′IV (θ∗IV )
)−1
= 1− w˜
(1)
3 x
2
√
ε− 1
2
[
w˜2 +
x2
2
(
w˜4 − 5(w˜
(1)
3 )
2
2
)]
ε
− 1
2
x
[
x2
(
−17w˜
(1)
3 w˜4
12
+
15(w˜
(1)
3 )
3
8
+
w˜5
6
)
− 5w˜2w˜
(1)
3
2
+ w˜
(2)
3
]
√
ε
3
+O(ε2).
Insgesamt wird damit aus (6.12) nach einigen Umformungsschritten
f˜S,1II (x) = f˜
E
IV (x) +O(ε2)
erhalten.
Bemerkung 6.10 Werden in (6.10) die Terme der Ordnung
√
ε
3 vernachlässigt, so ist
θ∗III = θ
∗
III(x) = d0(x) + d1(x)
√
ε+ d2(x)ε
mit di(x) für i = 0, 1, 2 aus (6.11). Die so entstehenden Approximationen sind gegeben
durch
f˜S,2II (x) :=
exp
(
K˜III(θ∗III)− θ∗IIIx
)
√
2piK˜′′III(θ∗III)
1 +
w˜4
8
−
5
(
w˜
(1)
3
)2
24
 ε

f˜S,2I (x) :=
exp
(
K˜III(θ∗III)− θ∗IIIx
)
√
2piK˜′′III(θ∗III)
,
(6.15)
wenn K˜′′III(θ∗III) > 0 gilt.
6.2.2 Sattelpunktlösung als Polynomnullstelle
Wegen (5.1) und (6.6) ist
f(x) =
1√
2A1ε
exp
(
K˜(θ)− θx√
2A1ε
)
f˜
(
x√
2A1ε
; θ
)
.
Wird K˜(θ) zunächst durch die ohne Berücksichtigung der Terme der Ordnung √ε3 ent-
stehende Approximation
K˜III(θ) = θ
2
2
(1 + w˜2ε) +
θ3
3!
w˜
(1)
3
√
ε+
θ4
4!
w˜4ε
ersetzt, dann ist die wegen (6.3) sich ergebende Sattelpunktgleichung eine Polynomglei-
chung dritten Grades, gegeben durch
p1θ + p2θ
2 + p3θ
3 =
x√
2A1ε
(6.16)
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mit p1 = 1 + w˜2ε, p2 =
w˜
(1)
3
2
√
ε und p3 = w˜46 ε.
Als Approximation des gesuchten exakten Sattelpunktes kommt offensichtlich nur eine
Nullstelle θ∗3 mit K˜′′III(θ∗3) > 0 in Frage. Für die x ∈ R, für welche eine solche Lösung
existiert, ist die nach diesem Vorgehen gefundene SPA zweiter Ordnung bezüglich ε der
Zufallsgröße rε gegeben durch
fS,3II (x) : =
exp
(
K˜III(θ∗3)− θ
∗
3x√
2A1ε
)
√
2A1ε 2piK˜′′III(θ∗3)
1 +
w˜4
8
−
5
(
w˜
(1)
3
)2
24
 ε
 . (6.17)
Bemerkung 6.11 Nach dem Hauptsatz der Algebra hat die Polynomgleichung dritten
Grades (6.16) genau drei Nullstellen. Da komplexe Nullstellen stets paarweise auftreten,
hat ein Polynom dritten Grades mindestens eine reelle Nullstelle. Sei p1 = 1 + w˜2ε > 0.
Für den Fall, dass w˜4 > 0 und damit der Koeffizient p3 vor der höchsten Potenz von θ
größer Null ist, existiert für jedes x ∈ R eine Nullstelle θ∗3 mit K˜′′III(θ∗3) > 0. Ist w˜4 < 0,
so existiert nur für jedes x ∈ (p(x), p(x)) mit
x =
−p2 −
√
p22 − 3p3p1
3p3
x =
−p2 +
√
p22 − 3p3p1
3p3
und
p(x) = (−p3x3 − p2x2 − p1x)
√
2A1ε
eine Lösung θ∗3 = θ∗3(x) von Gleichung (6.16) mit der Eigenschaft K˜′′III(θ∗3) > 0.
Bemerkung 6.12 Als Variante dieses Vorgehens ist denkbar, unter zusätzlicher Be-
rücksichtigung der Terme der Ordnung
√
ε
3 in der Sattelpunktgleichung eine geeignete
Lösung θ∗4 der Polynomgleichung vierten Grades
K˜′IV (θ) = θ(1 + w˜2ε) +
θ2
2
(
w˜
(1)
3
√
ε+ w˜
(2)
3
√
ε
3
)
+
θ3
6
w˜4ε+
θ4
24
w˜5
√
ε
3
=
x√
2A1ε
(6.18)
zu suchen. Für die x ∈ R, für welche diese existiert, ist die SPA der Zufallsgröße rε dann
durch
fS,4II (x) : =
exp
(
K˜IV (θ∗4)− θ
∗
4x√
2A1ε
)
√
2A1ε 2piK˜′′IV (θ∗4)
1 +
w˜4
8
−
5
(
w˜
(1)
3
)2
24
 ε
 (6.19)
gegeben. Sei ε hinreichend klein, so dass p1 = 1 + w˜2ε > 0. Im Fall w˜5 > 0 existiert für
jedes x ≥ 0, für w˜5 < 0 existiert für jedes x ≤ 0 eine Lösung θ∗4 = θ∗4(x) mit K˜′′IV (θ∗4) > 0.
Für x ∈ R, für welche (6.18) nur komplexe Lösungen besitzt, kann auf diese Weise keine
SPA gefunden werden.
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6.3 Numerische Beispiele
Den Abschluss des sechsten Kapitels bilden numerische Ergebnisse. Wie in Abschnitt 5.3
werden Integralfunktionale des definierten ε-korrelierten Gaußprozesses und von schwach
korrelierten Simulationsprozessen betrachtet.
6.3.1 Integralfunktional eines ε-korrelierten Gaußprozesses
Für die in Abschnitt 5.3.1 betrachteten Integralfunktionale eines ε-korrelierten Gauß-
prozesses mit der in (5.60) angegebenen Korrelationsfunktion werden die nach den vor-
gestellten Methoden berechneten Approximationen untersucht. Mit Hilfe der in (5.62)
angegebenen Koeffizienten sind
K˜IV (θ) = K˜III(θ) = θ
2
2
(1 + w˜2ε)
und
K˜′IV (θ) = K˜
′
III(θ) = θ(1 + w˜2ε).
Aus Abschnitt 6.2.1 wird wegen (6.13) mit den Koeffizienten (6.11) als Näherung des
Sattelpunkts
θ∗IV = θ
∗
III = x− w˜2xε
erhalten, wenn 1 + w˜2ε > 0 gilt und damit aus (6.12) bzw. (6.15) die Approximation
f˜S,1I (x) = f˜
S,2
I (x) = f˜
S,1
II (x) = f˜
S,2
II (x) =
exp
(
−x2
2
(1− w˜2ε)(1 + w˜22ε2)
)
√
2pi(1 + w˜2ε)
. (6.20)
Die nach Bemerkung 6.5 mögliche Renormalisierung gelingt mit der Konstanten
C =
√
1− w˜42ε4. (6.21)
Durch die in (6.14) angegebene Transformation berechnet sich die entsprechende Appro-
ximation für f von rε.
Nach dem in Abschnitt 6.2.2 beschriebenen Vorgehen ergibt sich aus (6.16) bzw. (6.18)
die Polynomgleichung
θ(1 + w˜2ε) =
x√
2A1ε
und damit die Lösung
θ∗3 = θ
∗
4 =
x
(1 + w˜2ε)
√
2A1ε
,
wenn 1 + w˜2ε > 0 gilt. Die SPA aus (6.17) bzw. (6.19) ist
fS,3I (x) = f
S,3
II (x) = f
S,4
I (x) = f
S,4
II (x) =
exp
(
− x2
2(1+w˜2ε)2A1ε
)
√
2pi(1 + w˜2ε)2A1ε
, (6.22)
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also die Dichtefunktion einer Normalverteilung mit µ = 0 und σ2 = 2A1ε+ 2A2ε2.
Da die kumulantenerzeugende Funktion von r˜ε sogar exakt durch
K˜(θ) = θ
2
2
m2
2A1ε
gegeben ist, kann hier die exakte SPA angegeben werden. Das Lösen der entsprechenden
Sattelpunktgleichung
K˜′(θ) = θ m2
2A1ε
=
x√
2A1ε
führt zur Lösung θ∗ = x
√
2A1ε
m2
und als exakte SPA wird
fS(x) =
exp
(
− x2
2m2
)
√
2pim2
erhalten – also gerade die Dichtefunktion von rε (vgl. Beispiel 2.6).
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Abbildung 6.1: Relative Differenzen errS,1I (x) (links) und err
S,3
I (x) (rechts) unter Verwen-
dung verschiedener Kernfunktionen für ε = 0.3
In Abbildung 6.1 sind die relativen Differenzen
errS,iI (x) =
fS,iI (x)− f(x)
f(x)
i = 1, 3
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der Approximationen (6.20) (vgl. Bild (a)) und (6.22) (vgl. Bild (b)) dargestellt. Beide
liefern für die betrachteten Kernfunktionen ähnliche Ergebnisse. Der Vergleich mit der
Abbildung 5.1 zeigt, dass durch die SPA für den Fall des ε-korrelierten Gaußprozesses eine
Verbesserung gegenüber der Edgeworth-Entwicklung erzielt werden kann. An den Rän-
dern der Verteilung gelingt bis auf das Funktional mit Kernfunktion F (x) = sin(2pix), für
welches 2A2 verschwindet und damit alle berechneten Approximationen identisch sind, ei-
ne deutliche Erhöhung der Approximationsgenauigkeit, wie die vergrößerten Ausschnitte
(c) und (d) der Bilder (a) und (b) zeigen. Die Renormalisierung durch die in (6.21) an-
gegebene Konstante verbessert die Ergebnisse für die betrachteten Beispiele im Zentrum
der Verteilung nur in geringem Maße. Auf eine grafische Darstellung wird aus diesem
Grund verzichtet.
6.3.2 Integralfunktionale von Simulationsprozessen
Für Simulationsprozesse werden die Approximationen wieder mit der sich aus Simula-
tionsläufen ergebenden empirischen Dichtefunktion verglichen.
Beispiel 6.13 Es wird das lineare Integralfunktional eines Simulationsprozesses mit
q = 0, c0 = 1 und zentrierten exponentialverteilten Zufallsgrößen ξi mit Parameter
λ = 0.6 in den Stützstellen ai, i = 0, . . . , N betrachtet. Als Kernfunktion wird F (x) = x
gewählt.
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(1)
3 w˜
(2)
3 w˜4 w˜5
-0.37500 1.83712 -1.37784 5.40000 22.04541
−1 −0.5 0 0.5 1−0.75 −0.25 0.25 0.750
0.5
1
1.5
2
0.25
0.75
1.25
1.75
x
 
 
f emp
f S,1
 I (x)
f S,2
 I  (x) 
(a)
−1 −0.75 −0.5 −0.25 0 0.25 0.5 0.75 10
0.25
0.5
0.75
1
1.25
1.5
1.75
2
x
 
 
f emp
f S,3
 I (x)
f S,4
 I (x)
(b)
Abbildung 6.2: SPA für rε mit F (x) = x, zentriert exponentialverteilten Zufallsgrößen
mit λ = 0.6 in den Stützstellen, Korrelationslänge ε = 0.1
Abbildung 6.2 zeigt für ε = 0.1 den Vergleich der empirischen Dichte mit den nach
Abschnitt 6.2.1 (vgl. Bild (a)) und den nach Abschnitt 6.2.2 (vgl. Bild (b)) erhaltenen
Approximationen. Durch die Hinzunahme der Terme der Ordnung
√
ε
3 können keine
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Vorteile beobachtet werden. In der Tabelle oberhalb der Bilder sind die berechneten
Entwicklungskoeffizienten der Kumulanten angegeben. Wie Bild (a) zeigt, besitzen die
durch Entwicklung der Sattelpunktlösung nach der Korrelationslänge ε berechneten Ap-
proximationen schlechte Eigenschaften am Rand der Verteilung – insbesondere existiert
die Approximation fS,2I (x) nur für einen stark eingeschränkten Bereich. Die in Bild (b)
dargestellte Approximation fS,4I (x) liefert für x ≥ 0 gute Ergebnisse. Sie existiert nach
Bemerkung 6.12 für x ≥ 0, da w˜5 > 0. Kann keine geeignete Lösung der Sattelpunktglei-
chung (6.18) gefunden werden, so existiert diese Approximation nicht. Im Vergleich dazu
existiert wegen w˜4 > 0 die Approximation fS,3I (x) für alle x ∈ R (vgl. Bemerkung 6.11).
Wie in Bild (b) dargestellt, liefert diese gute Approximationsergebnisse.
Für N = 200, d. h. ε = 0.01, sind die Approximationen für dieses Beispiel in Abbil-
dung 6.3 dargestellt. Sie liefern exzellente Ergebnisse. Weit an den Rändern der Ver-
teilung ergeben sich für fS,1I (x) und f
S,2
I (x) schlechte Resultate. Allerdings betrifft dies
den Bereich, in dem die Dichteapproximationen ohnehin durch Null fortgesetzt werden
können.
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Abbildung 6.3: SPA für rε mit F (x) = x, zentriert exponentialverteilten Zufallsgrößen
mit λ = 0.6 in den Stützstellen, Korrelationslänge ε = 0.01
Für den Vergleich der SPA mit den aus der Edgeworth-Entwicklung erhaltenen Ergeb-
nissen werden nun die Integralfunktionale aus Beispiel 5.12 betrachtet.
Fortsetzung des Beispiels 5.12 Für die Integralfunktionale von Simulationsprozessen
mit q = 0, c0 = 1 und auf [−5, 5] gleichverteilten Zufallsgrößen in den Stützstellen gilt
w˜
(1)
3 = w˜
(2)
3 = w˜5 = 0,
so dass nur die Approximationen fS,1I (x) und f
S,3
I (x) untersucht werden. Zur Beurteilung
der Approximationsgüte werden die bereits bekannten relativen Differenzen errS,1I (x) und
errS,3I (x) bezüglich der empirischen Dichtefunktion herangezogen.
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Abbildung 6.4: Relative Differenzen errS,1I (x) (jeweils links) und err
S,3
I (x) (jeweils rechts)
(ε = 0.2 (oben), ε = 0.1 (Mitte), ε = 0.01 (unten)) für ξi gleichverteilt in [−5, 5];
verschiedene Kernfunktionen
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F (x) w˜2 w˜4 (p(x), p(x))
ε = 0.2 ε = 0.1 ε = 0.01
1 -0.25000 -0.60000 (-2.30, 2.30) (-2.39, 2.39) (-2.48, 2.48)
x -0.37500 -1.08000 (-0.95, 0.95) (-1.01, 1.01) (-1.06, 1.06)
x2 + 2x− 1 -0.72115 -1.41251 (-1.19, 1.19) (-1.35, 1.35) (-1.49, 1.49)
sin(2pix) 0 -0.90000 (-1.43, 1.43) (-1.43, 1.43) (-1.43, 1.43)
Tabelle 6.1: Entwicklungskoeffizienten und Intervallgrenzen für fS,3I (x)
In Tabelle 6.1 sind für die zu untersuchenden Kernfunktionen die Entwicklungskoeffizi-
enten w˜2 und w˜4 angegeben. Außerdem enthält die Tabelle die sich nach Bemerkung 6.11
ergebenden Intervallgrenzen p(x) und p(x), zwischen denen die Approximation fS,3I (x)
existiert.
Abbildung 6.4 zeigt in analoger Weise zu Abbildung 5.3 für die Korrelationslängen ε = 0.2
(Bilder (a), (b)), ε = 0.1 (Bilder (c), (d)) und ε = 0.01 (Bilder (e), (f)) die relati-
ven Differenzen der Approximationen fS,1I (x) und f
S,3
I (x) zu den entsprechenden em-
pirischen Dichten. Beide Approximationen liefern in den Zentren der Verteilungen mit
der Edgeworth-Entwicklung vergleichbare Ergebnisse, da sich relative Differenzen nahe
Null ergeben. Für ε = 0.01 ist kaum ein Unterschied zwischen den Abbildungen 5.3 (f)
und 6.4 (e) bzw. (f) festzustellen.
Allerdings wird beim Vergleich mit Abbildung 5.3 auch ein großer Nachteil der SPA
sichtbar. Werden für ε = 0.2 und ε = 0.1 die in den Tabellen dieser Abbildung ange-
gebenen Werte x0.85 mit den entsprechenden in der Tabelle 6.1 aufgeführten Intervallen
(p(x), p(x)) verglichen, so kann festgestellt werden, dass die Intervalle, in denen die SPA
fS,3I (x) existiert, teilweise so klein sind, dass außerhalb dieser noch ein erheblicher Teil
der „Wahrscheinlichkeitsmasse“ zu erwarten ist. Die beispielsweise in [24] beschriebenen
Vorteile der SPA an den Verteilungsrändern können bei der Anwendung auf lineare Funk-
tionale nur bedingt beobachtet werden, da die kumulantenerzeugende Funktion nicht
exakt bekannt ist, sondern über sie nur lokale Informationen in Form ihrer Entwicklung
in die Berechnung der Approximationen einfließen.

Kapitel 7
Maximum-Entropie-Approximation
Eine weitere Möglichkeit, aus einer gegebenen endlichen Anzahl von Momenten eine Ap-
proximation für die unbekannte Dichtefunktion zu gewinnen, ist die Maximum-Entropie-
Methode. Die Entropie ist aus der Informationstheorie bekannt und kann als quantitati-
ves Maß für den Informationsgehalt bzw. die Unsicherheit angesehen werden. Shannon
definierte sie als Maß für die Unsicherheit des Ergebnisses eines zufälligen Versuchs mit
den Versuchsausgängen Ai, i = 1, . . . , n, welche mit den Wahrscheinlichkeiten P(Ai) = pi
eintreten, als
Hn(p1, . . . , pn) = −
n∑
i=1
pi ln pi (7.1)
mit
n∑
i=1
pi = 1 und pi > 0 (vgl. [27]). Die hier betrachtete differentielle, in mancher Lite-
ratur auch als stetige Entropie bezeichnete Größe stellt eine Verallgemeinerung von (7.1)
dar. Im nächsten Abschnitt wird sie zunächst definiert und einige Eigenschaften her-
ausgearbeitet. Im Anschluss daran wird sie als Zielfunktion eines Optimierungsproblems
unter den gegebenen Momentenbedingungen maximiert. In der Literatur wird dieses
Vorgehen auch auf ähnliche Fragestellungen in anderen Zusammenhängen angewendet
(vgl. beispielsweise [6], [8], [27], [28], [32], [55], [56]).
7.1 Das Maximum-Entropie-Prinzip
Die differentielle Entropie wird als Verallgemeinerung von (7.1) wie folgt definiert.
Definition 7.1 Die differentielle Entropie einer absolut stetigen Zufallsgröße X mit
Dichtefunktion fX(x) ist definiert durch
S(fX) := E{− ln fX(X)} =
∫
VX
−fX(x) ln fX(x) dx,
wobei VX := {x ∈ R; fX(x) > 0} ist.
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Die differentielle Entropie besitzt die folgenden Eigenschaften.
Lemma 7.2
Seien X, Y zwei absolut stetige Zufallsgrößen mit den Dichtefunktionen fX und fY .
(i) Ist Y = X + c mit c ∈ R, dann gilt S(fY ) = S(fX), das heißt, die differentielle
Entropie ist translationsinvariant.
(ii) Ist Y = aX mit a ∈ R\{0}, dann gilt S(fY ) = S(fX) + ln |a|.
(iii) S(fX) ist streng konkav.
Beweis.
Für die Zufallsgröße Y aus (i) gilt fY (x) = fX(x− c) mit VY := {y; y = x+ c, x ∈ VX}.
Mit
S(fY ) =
∫
VY
−fY (x) ln fY (x) dx =
∫
VX
−fX(x) ln fX(x) dx
ist die Aussage (i) gezeigt.
Analog ergibt sich Aussage (ii) mit VY := {y; y = ax, x ∈ VX} und fY (x) = 1|a|fX
(
x
a
)
.
Die Behauptung (iii) ist gezeigt, wenn für zwei Dichtefunktionen fX und fY mit
{x ∈ R; fX(x) > 0} = {x ∈ R; fY (x) > 0} = V
für jedes x ∈ V die Beziehung
(λfX(x)+(1−λ)fY (x)) ln(λfX(x)+(1−λ)fY (x)) ≤ λfX(x) ln fX(x)+(1−λ)fY (x) ln fY (x)
für λ ∈ [0, 1] gilt. Dies ist aber erfüllt, da die Funktion x lnx für x > 0 streng konvex ist.

Betrachtet wird nun das folgende Variationsproblem:
Maximiere
∫
V
L(f(x)) dx
in der Funktionenklasse
K :=
f ∈ C1(V);
∫
V
Gj(x, f(x)) dx = mj, j = 0, . . . , n
 .
Dabei sei L(y) eine zweimal stetig differenzierbare Funktion auf R+. Die Funktionen
Gj(x, y) seien für j = 0, . . . , n zweimal stetig differenzierbar auf V × R+ und mj, j =
0, . . . , n, seien vorgegebene reelle Zahlen. Außerdem werde analog zu [17] angenommen,
K0 sei die Klasse von Funktionen f ∈ C1(V), so dass für jedes f ∈ K0 und jede Menge
{gj ∈ C∞0 (V); j = 0, . . . , n+ 1}
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unendlich oft differenzierbarer Funktionen mit kompaktem Träger in V positive reelle
Zahlen ˆ,  existieren, so dass
f +
n+1∑
j=0
jgj ∈ K0
für ||(0, . . . , n)>|| <  und |n+1| < ˆ. In diesem Fall kann jedes f ∈ K0 in allen „glatten
Richtungen“ gn+1 ∈ C∞0 (V) variiert werden.
Ein f ∗ ∈ K ∩ K0 heißt schwache Lösung des Variationsproblems, wenn es ein δ0 > 0
gibt, so dass ∫
V
L(f ∗(x)) dx ≥
∫
V
L(f(x)) dx
für alle f ∈ K ∩K0 mit ||f − f ∗||C1(V) < δ0 gilt.
Wird nun speziell L(y) := −y ln y und Gj(x, y) = xjy, j = 0, . . . , n gewählt und ist
(m0, . . . ,mn) = (mX,0, . . . ,mX,n) mit mX,0 = 1 die Folge bekannter Momente einer
Zufallsgröße X mit unbekannter Verteilungsdichte fX , so ergibt sich das Maximum-
Entropie-Problem, welches im Weiteren abkürzend mit (MEP) bezeichnet wird:
Maximiere S(fX) =
∫
V
−fX(x) ln fX(x) dx
in der Funktionenklasse
K :=
fX ∈ C1(V); Fj(fX) :=
∫
V
xj fX(x) dx = mX,j, j = 0, . . . , n
 .
Anschaulich betrachtet wird also nach dem Maximum-Entropie-Prinzip unter den Kan-
didaten an möglichen Dichtefunktionen diejenige als Approximation gewählt, welche die
vorgegebenen Momentenbedingungen erfüllt, bezüglich aller anderen Eigenschaften je-
doch größtmögliche Ungewissheit aufweist. Im nächsten Abschnitt soll die Lösung des
Problems im Mittelpunkt stehen.
7.2 Lösen des Optimierungsproblems
In Anlehnung an [5] und [17] kann die folgende notwendige Bedingung zur Lösung des
hier betrachteten Variationsproblems (MEP) angegeben werden.
Satz 7.3
Sei f∗X schwache Lösung von (MEP). Außerdem sei angenommen, es existieren Funktionen
g0, . . . , gn ∈ C∞0 (V), so dass die Matrix
A = (ajk)0≤j,k≤n mit ajk := Fj(gk) =
∫
V
xjgk dx
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Rang n + 1 besitzt. Dann gibt es reelle Zahlen λ0, . . . , λn, so dass für die dazugehörige
Lagrangefunktion
L(fX) := S(fX) +
n∑
j=0
λj(Fj(fX)−mX,j)
=
∫
V
(
L(fX) +
n∑
j=0
λjGj(x, fX)
)
dx−
n∑
j=0
λjmX,j
gilt
L′(f∗X)(gn+1) =
∫
V
(
Ly(f
∗
X) +
n∑
j=0
λjGjy(x, f
∗
X)
)
gn+1 dx = 0
für alle gn+1 ∈ C∞0 (V).
Damit ist
Ly(f
∗
X) +
n∑
j=0
λjGjy(x, f
∗
X) = 0,
das heißt
f∗X(x) = exp(λ0 − 1) exp
(
n∑
j=1
λjx
j
)
,
wobei die Lagrangemultiplikatoren λj, j = 0, . . . , n sich aus den Bedingungen
Fj(f∗X) = mX,j, j = 0, . . . , n
ergeben.
Beweis.
Sei f∗X schwache Lösung von (MEP). Sei
fX = f
∗
X + 〈, g〉+ n+1gn+1, (7.2)
wobei
 = (0, . . . , n)
>
g = (g0, . . . , gn)
> mit gj ∈ C∞0 (V)
und
〈, g〉 := 0g0 + · · ·+ ngn.
Dabei gelte |||| < , |n+1| < ˆ mit 0 < ˆ,  1 und
Fj(fX) = mX,j für j = 0, . . . , n. (7.3)
Anschaulich formuliert wird die Lösung f∗X variiert; der Term 〈, g〉 ist dabei als Kor-
rektur zu verstehen. Wird gn+1 ∈ C∞0 (V) beliebig gewählt, dann wird über diesen Term
gewährleistet, dass fX aus (7.2) die Nebenbedingungen (7.3) erfüllt.
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Es werden nun die folgenden Funktionen
S¯(, n+1) := S(f∗X + 〈, g〉+ n+1gn+1)
=
∫
V
L(f∗X + 〈, g〉+ n+1gn+1) dx
=
∫
V
−(f∗X + 〈, g〉+ n+1gn+1) ln(f∗X + 〈, g〉+ n+1gn+1) dx
F¯j(, n+1) := Fj(f∗X + 〈, g〉+ n+1gn+1) j = 0, . . . , n
=
∫
V
Gj(x, f
∗
X + 〈, g〉+ n+1gn+1) dx j = 0, . . . , n
=
∫
V
xj(f∗X + 〈, g〉+ n+1gn+1) dx j = 0, . . . , n
betrachtet. Da f∗X schwache Lösung von (MEP) ist, gilt
S¯(, n+1) ≤ S¯(O, 0)
für |||| < , |n+1| < ˆ mit 0 < , ˆ 1 und F¯j(, n+1) = mX,j, j = 0, . . . , n. Das heißt,
S¯ besitzt unter den betrachteten Nebenbedingungen ein Maximum in (O, 0). Außerdem
gilt
A =
(
∂F¯j
k
(O, 0)
)
0≤j,k≤n
.
Damit wurde das unendlichdimensionale Problem (MEP) in ein endlichdimensionales
Optimierungsproblem umgewandelt. Es existieren also reelle Zahlen λ0, . . . , λn, so dass
grad
(
S¯(, n+1) +
n∑
j=0
λj(F¯j(, n+1)−mX,j)
)∣∣∣∣∣
(,n+1)=(O,0)
= O
ist, wobei grad :=
(
∂
∂0
, . . . , ∂
∂n+1
)>
. Es müssen also die Bedingungen
∂
∂k
(
S¯(, n+1) +
n∑
j=0
λj
(F¯j(, n+1)−mX,j))
∣∣∣∣∣
(,n+1)=(O,0)
= 0 für k = 0, . . . , n+ 1
(7.4)
erfüllt sein. Für k = 0, . . . , n+ 1 ergibt sich
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∂
∂k
S¯(, n+1)
∣∣∣∣
(,n+1)=(O,0)
=
∂
∂k
∫
V
L(f∗X + 〈, g〉+ n+1gn+1) dx
∣∣∣∣∣∣
(,n+1)=(O,0)
=
∫
V
Ly(f
∗
X + 〈, g〉+ n+1gn+1) gk dx
∣∣∣∣∣∣
(,n+1)=(O,0)
=
∫
V
Ly(f
∗
X) gk dx
und
∂
∂k
F¯j(, n+1)
∣∣∣∣
(,n+1)=(O,0)
=
∂
∂k
∫
V
Gj(x, f
∗
X + 〈, g〉+ n+1gn+1) dx
∣∣∣∣∣∣
(,n+1)=(O,0)
=
∫
V
Gjy(x, f
∗
X + 〈, g〉+ n+1gn+1) gk dx
∣∣∣∣∣∣
(,n+1)=(O,0)
=
∫
V
Gjy(x, f
∗
X) gk dx
und insgesamt kann (7.4) geschrieben werden als∫
V
(
Ly(f
∗
X) +
n∑
j=0
λjGjy(x, f
∗
X)
)
gk dx = 0 für k = 0, . . . , n+ 1.
Dies gilt jedoch für beliebig gewähltes gn+1 ∈ C∞0 (V), so dass nach dem Fundamental-
lemma der Variationsrechnung in der Gleichung für k = n + 1 der Term in Klammern
verschwinden muss, das heißt
Ly(f
∗
X(x)) +
n∑
j=0
λjGjy(x, f
∗
X(x)) = 0 (7.5)
ist. Die restlichen Bedingungen für k = 0, . . . , n sind dann automatisch erfüllt. Aus (7.5)
ergibt sich
− ln f∗X(x)− 1 +
n∑
j=0
λjx
j = 0
und damit
f∗X(x) = exp(λ0 − 1) exp
(
n∑
j=1
λjx
j
)
. (7.6)

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Aus der Konkavität der Zielfunktion von (MEP) folgt, dass die im Satz angegebene
Bedingung auch hinreichend ist (vgl. [56]).
Für die weiteren Überlegungen werde
Z := exp(1− λ0) (7.7)
eingeführt, so dass sich (7.6) schreiben lässt als
f∗X(x) =
1
Z
exp
(
n∑
j=1
λjx
j
)
. (7.8)
Aus der Normierungsnebenbedingung F0(f∗X) = 1 wird damit
1 =
∫
V
f∗X(x) dx =
1
Z
∫
V
exp
(
n∑
j=1
λjx
j
)
dx (7.9)
und durch Umstellen dieser Gleichung
Z = Z(λ1, . . . , λn) =
∫
V
exp
(
n∑
j=1
λjx
j
)
dx (7.10)
gefunden. Wird (7.8) nun in die restlichen Nebenbedingungen Fj(f∗X) = mX,j, j =
1, . . . , n eingesetzt, so ergeben sich die Beziehungen
mX,j =
∫
V
xj f∗X(x) dx
=
1
Z
∫
V
xj exp
(
n∑
j=1
λjx
j
)
dx
=
∂
∂λj
lnZ(λ1, . . . , λn)
für j = 1, . . . , n.
Die so entstehenden Gleichungen werden Entropie-Gleichungen genannt (vgl. [56]). Sie
stellen die Bestimmungsgleichungen für λj, j = 1, . . . , n zu f∗X aus (7.8) dar.
Um die Berechnung von λj, j = 1, . . . , n aus den Entropie-Gleichungen zu umgehen und
deren Bestimmung zu vereinfachen, wird das zu (MEP) duale Problem betrachtet. Dies
kann ohne Nebenbedingungen wie folgt formuliert werden.
Lemma 7.4
Das zu (MEP) duale Problem (DMEP) ist gegeben durch
Minimiere D(λ1, . . . , λn) := lnZ(λ1, . . . , λn)−
n∑
j=1
λjmX,j (7.11)
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auf
KD := {(λ1, . . . , λn) ∈ Rn},
wobei Z(λ1, . . . , λn) durch (7.10) definiert ist.
Beweis.
Die Lagrange-Duale von (MEP) ist die Aufgabe
Minimiere Dˆ(λ0, . . . , λn) := sup
fX
L(fX)
= sup
fX
(
S(fX) +
n∑
j=0
λj(Fj(fX)−mX,j)
)
auf
KˆD := {(λ0, . . . , λn) ∈ Rn+1 : Dˆ(λ0, . . . , λn) <∞}.
Die innere Optimierungsaufgabe ist für ein gegebenes
(λ0, . . . , λn) ∈ Rn+1
ein konkaves Problem. Aus diesem Grund ist notwendig und hinreichend für ein Extre-
mum des inneren Problems, dass gilt
L′(fX)(gn+1) = 0 ∀ gn+1 ∈ C∞(V).
Damit ist die obige Formulierung äquivalent zu
Minimiere L(fX) = S(fX) +
n∑
j=0
λj(Fj(fX)−mX,j) (7.12)
auf
ˆˆ
KD := {(fX , λ0, . . . , λn) ∈ C1(V)× Rn+1 : L′(fX)(gn+1) = 0 ∀ gn+1 ∈ C∞(V)}.
Diese Formulierung wird in der Literatur als Wolfe-Duale bezeichnet. Wird nun die
Restriktion
Ly(fX(x)) +
n∑
j=0
λjGjy(x, fX(x)) = 0,
das heißt mit Z aus (7.7) die Beziehung
fX(x) =
1
Z
exp
(
n∑
j=1
λjx
j
)
in die Zielfunktion eingesetzt, so gelingt unter Verwendung von (7.9) folgende Umfor-
mung der Zielfunktion (7.12)
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L(fX) = S(fX) +
n∑
j=0
λj(Fj(fX)−mX,j)
=
∫
V
−fX(x) ln fX(x) dx+
n∑
j=0
λj
∫
V
xj fX(x) dx−mX,j

=
∫
V
−fX(x) ln
(
1
Z
exp
(
n∑
j=1
λjx
j
))
dx+
∫
V
n∑
j=1
λjx
j fX(x) dx−
n∑
j=1
λjmX,j
= lnZ −
n∑
j=1
λjmX,j.

Lemma 7.5
Der Gradient und der Hessian H :=
(
∂2D
∂λk∂λl
)
1≤k,l≤n
von D aus (7.11) sind gegeben
durch die partiellen Ableitungen
∂D
∂λk
=
∫
V
xk fX(x) dx−mX,k k = 1, . . . , n
∂2D
∂λk∂λl
=
∫
V
xk+l fX(x) dx−
∫
V
xk fX(x) dx ·
∫
V
xl fX(x) dx k, l = 1, . . . , n.
Der Hessian ist symmetrisch und positiv definit.
Beweis.
Durch Differentiation wird
∂ lnZ
∂λk
=
1
Z
∂Z
∂λk
=
1
Z
∫
V
xk exp
(
n∑
j=1
λjx
j
)
dx =
∫
V
xk fX(x) dx =: 〈xk〉
und
∂2 lnZ
∂λk∂λl
=
1
Z
∂2Z
∂λk∂λl
− 1
Z2
∂Z
∂λk
∂Z
∂λl
=
∫
V
xk+l fX(x) dx−
∫
V
xk fX(x) dx ·
∫
V
xl fX(x) dx
=
∫
V
(xk − 〈xk〉)(xl − 〈xl〉) fX(x) dx
=
〈
(xk − 〈xk〉)(xl − 〈xl〉)〉
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gefunden. Die Symmetrie des Hessians ist offensichtlich. Für die Positiv-Definitheit von
H ist
n∑
k,l=1
Hklγkγl > 0 ∀ γ = (γ1, . . . , γn) ∈ Rn\{O}
zu zeigen. Dies ist jedoch wegen der Überlegung
n∑
k,l=1
Hklγkγl =
〈(
n∑
k=1
(xk − 〈xk〉)γk
)2〉
> 0 (7.13)
gültig, da die Annahme des Verschwindens von (7.13) wegen der Eigenschaft fX > 0 auf
V zu
n∑
k=1
(xk − 〈xk〉)γk = 0
führen würde. Da jedoch die Funktionen hk(x) = xk−〈xk〉, k = 1, . . . , n linear unabhän-
gig sind, würde daraus γ1 = γ2 = · · · = γn = 0 folgen und zu einem Widerspruch führen.
Somit ist der Hessian positiv definit. 
Damit ist die Zielfunktion der dualen Aufgabe streng konvex. Ist f∗X Lösung von (MEP)
und (λ1, . . . , λn) Lösung der dazugehörigen dualen Aufgabe, so sind diese äquivalent.
Dieser Zusammenhang wird in [56] bewiesen.
Zur Lösung des Dichteapproximationsproblems für das Funktional rε(ω) wird das dazu-
gehörige Problem (DMEP) für r˜ε(ω) betrachtet. Für ein gewähltes n ∈ N, n ≤ 5, werden
die unbekannten exakten Momente m˜j, j = 2, . . . , n durch deren Entwicklungen m˜j,II ,
j = 2, . . . , n ersetzt und das so aus (DMEP) entstehende Problem
Minimiere D(λ1, . . . , λn) = lnZ(λ1, . . . , λn)−
n∑
j=1
λjm˜j,II (7.14)
auf KD := {(λ1, . . . , λn) ∈ Rn} gelöst. Die Lagrangemultiplikatoren werden mit Hilfe des
Newtonverfahrens nach dem folgenden Algorithmus bestimmt.
Algorithmus 7.6
Schritt 0: Es werden n, kmax ∈ N, ein Startvektor λ(0) = (λ(0)1 , . . . , λ(0)n ) ∈ Rn und
eine kleine Zahl δ ∈ R+ gewählt. Setze außerdem k := 0 und definiere den Vektor
(0, m˜2,II , . . . , m˜n,II).
Schritt 1: Berechne Z(k) =
∫
V
exp
(
n∑
j=1
λ
(k)
j x
j
)
dx, gradD(k) und H(k).
Schritt 2: Bestimme die Lösung λ(k+1) des Gleichungssystems
H(k)λ(k+1) = H(k)λ(k) − gradD(k).
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Schritt 3: Falls ||λ(k+1) − λ(k)|| ≤ δ oder k + 1 ≥ kmax, erfolgt der Abbruch und es
wird f˜M(x) :=
1
Z(k)
exp
(
n∑
j=1
λ
(k)
j x
j
)
als Maximum-Entropie-Approximation der
unbekannten Dichtefunktion gesetzt; andernfalls setze k := k + 1 und gehe zu
Schritt 1.
7.3 Numerische Beispiele
Die Maximum-Entropie-Methode wird nun an den bereits in den Abschnitten 5.3 und 6.3
betrachteten Beispielen untersucht. Da die Normalverteilung N (0, σ2) unter allen ein-
dimensionalen Verteilungen mit Erwartungswert 0 und Varianz σ2 maximale Entropie
besitzt (vgl. [8], [27]), ergibt sich als Lösung von (7.14) für V = R und n = 2 unter der
Voraussetzung m˜2,II > 0
f˜M(x) =
1√
2pim˜2,II
exp
(
− x
2
2m˜2,II
)
und demzufolge durch die Transformation (5.1)
fM(x) =
1√
2pim2,II
exp
(
− x
2
2m2,II
)
. (7.15)
7.3.1 Integralfunktional eines ε-korrelierten Gaußprozesses
Wird das standardisierte Integralfunktional des in Abschnitt 5.3 betrachteten ε-korre-
lierten Gaußprozesses betrachtet, so ist für n = 2 und V = R unter der Voraussetzung
m˜2,II > 0 die Maximum-Entropie-Approximation der Dichtefunktion von rε(ω) gerade
durch (7.15) gegeben. Damit gilt fM(x) = fS,3I (x) (vgl. Gleichung (6.22)) und somit für
die relative Differenz
errM(x) :=
fM(x)− f(x)
f(x)
die Beziehung errM(x) = errS,3I (x) (siehe Abbildung 6.1 (b)).
F (x) Z λ1 λ2 λ3 λ4
1 2.38944 0 -0.54482 0 -0.00201
x 2.34073 0 -0.55768 0 -0.00618
x2 + 2x− 1 2.33087 0 -0.40544 0 0.08332
sin(2pix) 2.50663 0 -0.50000 0 0
Tabelle 7.1: Z und Multiplikatoren λi, i = 1, . . . , 4
Wird das Problem (7.14) mit V = R und n = 4 gelöst, ergeben sich die in Tabelle 7.1
aufgeführten Multiplikatoren λi, i = 1, . . . , 4 und es werden für die Integralfunktionale
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−2 −1.5 −1 −0.5 0 0.5 1 1.5 2
−2
−1.5
−1
−0.5
0
0.5
1
1.5
2
x
errM(x)
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F(x)=x2+2x−1
F(x)=sin(2pi x)
Abbildung 7.1: Relative Differenz errM(x) für Maximum-Entropie-Approximationen mit
n = 4 (ε = 0.3; verschiedene Kernfunktionen)
mit den bekannten Kernfunktionen die relativen Differenzen errM(x) in Abbildung 7.1
erhalten. Diese sind mit den in Abbildung 5.1 (b) dargestellten Differenzen err EIII(x)
vergleichbar.
Für das Integralfunktional mit Kernfunktion F (x) = sin(2pix) verschwindet der Koeffizi-
ent 2A2, außerdem berechnet sich 2A1 = 0.5 aus Gleichung (5.61). Mit den Multiplikatoren
aus Tabelle 7.1 ergibt sich f˜M(x) = ϕ(x) und somit stimmt fM(x) mit den für diesen Fall
bereits berechneten Sattelpunktapproximationen und Edgeworth-Entwicklungen über-
ein.
Für alle anderen Kernfunktionen kann die Genauigkeit der für n = 2 berechneten
Maximum-Entropie-Approximation (siehe Abbildung 6.1 (b)) nicht erreicht werden. Da-
mit wird durch die Hinzunahme der Nebenbedingungen für das dritte und vierte Moment
für Integralfunktionale eines ε-korrelierten Gaußprozesses keine Verbesserung der Appro-
ximationsgüte erreicht.
7.3.2 Integralfunktionale von Simulationsprozessen
Für den Vergleich der Maximum-Entropie-Approximation mit den aus der Edgeworth-
Entwicklung und der SPA resultierenden Ergebnissen für Integralfunktionale von Simu-
lationsprozessen wird nun erneut Beispiel 5.12 betrachtet.
Fortsetzung des Beispiels 5.12 Für die Integralfunktionale von Simulationsprozes-
sen eines MA[q] mit q = 0, c0 = 1 und auf [−5, 5] gleichverteilten Zufallsgrößen in
den Stützstellen sind in Abbildung 7.2 für die Korrelationslängen ε = 0.2 (Bild (a)),
ε = 0.1 (Bild (b)) und ε = 0.01 (Bild (e)) und die bekannten Kernfunktionen die relati-
ven Differenzen der Approximationen fM(x) zu den entsprechenden empirischen Dichten
dargestellt.
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Abbildung 7.2: Relative Differenzen errM(x) (ε = 0.2 (oben), ε = 0.1 (Mitte), ε = 0.01
(unten)) für ξi gleichverteilt in [−5, 5]; verschiedene Kernfunktionen
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In den durch die Werte x0.85 (vgl. die Tabellen in Abbildung 5.3) definierten Intervallen
(−x0.85, x0.85) werden ebenfalls relative Differenzen nahe Null festgestellt. Der Vergleich
mit den Abbildungen 5.3 und 6.4 zeigt ähnliche Ergebnisse. Außerhalb dieser Intervalle
fällt für die Korrelationslängen ε = 0.2 und ε = 0.1 im Unterschied zu den relativen
Differenzen der entsprechenden Edgeworth- und Sattelpunktapproximationen ein nicht
so starker Anstieg der absoluten relativen Differenzen auf. Aus diesem Sachverhalt lässt
sich für diese Korrelationslängen ein besseres Approximationsverhalten an den Vertei-
lungsrändern schlussfolgern.
Im Gegensatz zu den Edgeworth-Entwicklungen fEi (x), i = II, III, IV ist die Maximum-
Entropie-Approximation stets nichtnegativ und erfüllt die Normierungseigenschaft∫
V
fM(x) dx = 1,
besitzt damit die Eigenschaften einer Verteilungsdichte.
Im Unterschied zu den entsprechenden Sattelpunktapproximationen (vgl. Abbildung 6.4),
deren Existenz in einem Punkt x ∈ R an die einer geeigneten Näherungslösung der Sat-
telpunktgleichung gekoppelt ist (vgl. Intervalle der Tabelle 6.1 für fS,3I (x)), kann für jedes
x ∈ V die Maximum-Entropie-Dichte fM(x) angegeben werden.
Für die Korrelationslänge ε = 0.01 ist zwischen den Approximationsmethoden in den
relativen Differenzen kaum noch ein Unterschied zu erkennen (vgl. die Bilder (e) und (f)
der Abbildungen 5.3 und 6.4 mit Abbildung 7.2 (c)).
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Abbildung 7.3: Vergleich Edgeworth-Entwicklungen mit Dichte nach der Maximum-
Entropie-Methode, F (x) = x2 + 2x − 1, ε = 0.1, ξi lognormal (zentriert) mit σ2 =
exp(0.6)(exp(0.6)− 1)
Fortsetzung des Beispiels 5.13 Zum Abschluss wird das Funktional des Simulati-
onsprozesses mit q = 0, c0 = 1 und zentriert lognormalverteilten Zufallsgrößen ξi mit
σ2 = exp(0.6) (exp(0.6)− 1)
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in den Stützstellen ai, i = 0, . . . , 20 betrachtet. In diesem Beispiel besitzen die Edgeworth-
Entwicklungen fEi (x), i = II, III, IV den entscheidenden Nachteil, dass sie an den Rän-
dern der Verteilung negative Werte annehmen und somit Wahrscheinlichkeiten in diesen
Bereichen nur unzureichend approximiert werden können. In Abbildung 7.3 ist neben den
Edgeworth-Entwicklungen bis zur vierten Ordnung außerdem die Maximum-Entropie-
Approximation, welche sich als Lösung von (7.14) für n = 4 ergibt, zum Vergleich mit
der empirischen Dichte dargestellt. Sie liefert auch an den Rändern gute Approximations-
ergebnisse aufgrund der Tatsache, dass sie selbst die Eigenschaften einer Dichtefunktion
besitzt.
Für sehr kleine Korrelationslängen ist kaum ein Unterschied zwischen den Approxima-
tionen zu erkennen, wie Abbildung 7.4 für ε = 0.01 zeigt. Nur in der Vergrößerung
des linken Randes (vgl. Abbildung 7.4 (b)) ist zu erkennen, dass fEII(x) und fEIV (x) dort
negative Werte annehmen.
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Abbildung 7.4: Vergleich Edgeworth-Entwicklungen mit Dichte nach der Maximum-
Entropie-Methode, F (x) = x2 + 2x − 1, ε = 0.01, ξi lognormal (zentriert) mit σ2 =
exp(0.6)(exp(0.6)− 1)

Symbol- und Abkürzungsverzeichnis
N; N0 Menge der natürlichen Zahlen; N0 = N ∪ {0}
Z Menge der ganzen Zahlen
R; R+ Mengen der reellen Zahlen; Menge der positiven reellen Zahlen
Br(x) {y ∈ [0, 1]; |x− y| ≤ r} für x ∈ [0, 1], r > 0
|I| Anzahl der Elemente der Menge I
δi1,i2,...,ik δi1,i2,...,ik =
{
1 i1 = i2 = · · · = ik
0 sonst
für k ≥ 2
O(·),O(·) Landausymbole
O Nullvektor, Nullmatrix
[x] ganzzahliger Anteil der reellen Zahl x
f+, f− f+ := max{f, 0}, f− := −min{f, 0}
Hek, k ∈ N0 k-tes Hermite-Polynom
Ck(D), k ∈ N0 Raum der k-mal stetig differenzierbaren Funktionen auf D
|| · || euklidische Norm
X ∼ N (µ, σ2) X normalverteilt mit EX = µ und D2X = σ2
ϕ, Φ Dichte- und Verteilungsfunktion der Standardnormalverteilung
EX Erwartungswert der Zufallsgröße X, auch mX,1
D2X Varianz der Zufallsgröße X, auch µX,2
mX,k k-tes Moment der Zufallsgröße X
µX,k k-tes zentrales Moment der Zufallsgröße X
κX,k k-te Kumulante der Zufallsgröße X
ψX charakteristische Funktion der Zufallsgröße X, E exp (itX)
KX kumulantenerzeugende Funktion der Zufallsgröße X
MX momentenerzeugende Funktion der Zufallsgröße X
fGi Gram-Charlier-Approximation der Ordnung i, i = I, . . . , IV
fEi Edgeworth-Approximation der Ordnung i, i = I, . . . , IV
fS,ji Sattelpunkt-Approximation der Ordnung i, i = I, II, j = 1, . . . , 4
fM Maximum-Entropie-Approximation
f emp empirische Dichtefunktion
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Thesen
1. Im Mittelpunkt dieser Arbeit stehen Methoden zur Approximation der unbekann-
ten Dichtefunktion des linearen Integralfunktionals eines schwach korrelierten Pro-
zesses fε(x, ω) der Gestalt
rε(ω) =
∫
D
F (x)fε(x, ω) dx (∗)
mit einer deterministischen Kernfunktion F (x). Solche Funktionale spielen eine
zentrale Rolle in der Theorie schwach korrelierter Prozesse. Sie stellen neben den
schwach korrelierten Prozessen selbst eine Möglichkeit der Modellierung zufälliger
Einflüsse und Parameter in Problemstellungen der mathematischen Physik dar.
Außerdem haben die Lösungen solcher Aufgabenstellungen oftmals diese Gestalt.
2. Für die mit mk, k ∈ N, bezeichneten Momente von (∗) werden in [2] Entwicklun-
gen nach der Korrelationslänge ε hergeleitet. In dieser Arbeit werden für D = [0, 1]
Entwicklungen und die exakten Darstellungen für die Kumulanten bis zur fünf-
ten Ordnung gewonnen und gezeigt, dass die Kumulanten höherer Ordnung des
standardisierten Funktionals
r˜ε(ω) =
1√
2A1ε
rε(ω) (∗∗)
von der Ordnung O(ε2) sind. Die Entwicklungskoeffizienten für die Momente und
Kumulanten bilden den Ausgangspunkt für verschiedene Methoden der Approxi-
mation der unbekannten Dichtefunktion f˜(x) des Funktionals (∗∗). Über den Zu-
sammenhang f(x) = 1√
2A1ε
f˜
(
x√
2A1ε
)
werden entsprechende Approximationen der
Dichtefunktion f(x) von (∗) gewonnen.
3. Für eine spezielle Klasse schwach korrelierter Prozesse, die eine Erweiterung der
in [2] zur Simulation benutzten Prozesse darstellt und auf der Interpolation eines
Moving-Average-Prozesses der Ordnung q mit q ∈ N0 basiert (sogenannte schwach
korrelierte Simulationsprozesse), werden durch einen analog gewählten Zugang die
Koeffizienten 2A1, 2A2, 3A2, 4A3 der Entwicklungen der Momente des Funktionals be-
stimmt. Außerdem gelingt in dieser Arbeit die Herleitung der Koeffizienten 3A3 und
5A4, wodurch nun auch für dritte und fünfte Momente von (∗) die Berechnung des
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auf den ersten Entwicklungsterm folgenden Terms zweiter Ordnung möglich ist. An
Beispielen kann bestätigt werden, dass die unter Berücksichtigung der Terme zwei-
ter Ordnung entstehenden Approximationen für die Momente mk, k = 2, 3, 4, 5,
die Genauigkeit gegenüber den Entwicklungen erster Ordnung erhöhen. Für die
charakteristische Funktion ψ˜(t) von (∗∗) kann eine Aussage über die Konvergenz-
ordnung ihrer Entwicklung gezeigt werden.
4. Die einfachste Approximation der unbekannten Dichtefunktion von (∗∗) stellt die
Dichtefunktion der Standardnormalverteilung dar. Diese wird als Approximati-
on erster Ordnung bezeichnet. Ihre Genauigkeit kann durch die Betrachtung von
Gram-Charlier-Reihen erhöht werden. Diese Reihen wurden bereits in [2], [3] und [4]
für lineare und nichtlineare Funktionale schwach korrelierter Prozesse untersucht.
In dieser Arbeit wird in Form der Edgeworth-Entwicklung unter Verwendung der
gefundenen Entwicklungskoeffizienten der Kumulanten eine andere Möglichkeit der
Herleitung der Entwicklung bis einschließlich der Terme der Ordnung
√
ε
3 ange-
geben, welche im Ergebnis die schon bekannte Gram-Charlier-Entwicklung liefert,
jedoch den Vorteil besitzt, dass der Zusammenhang der entstehenden Entwick-
lungskoeffizienten mit denen der Kumulanten herausgearbeitet wird.
5. An numerischen Beispielen wird bestätigt, dass die durch die Einbeziehung der
Terme bis hin zur Ordnung
√
ε
3 berechneten Edgeworth-Approximationen zu ge-
naueren Ergebnissen führen. Die Verbesserung gegenüber der Normalverteilungs-
approximation bezieht sich jedoch lediglich auf das Zentrum der Verteilung, das
heißt den Bereich um den Erwartungswert; an den Verteilungsrändern können so-
gar negative Werte auftreten. An einem Beispiel wird gezeigt, wie ungünstig die
Edgeworth-Approximationen am Verteilungsrand teilweise ausfallen können, was
die Untersuchung alternativer Approximationsverfahren motiviert.
6. Angeregt durch das in [1] für Dichteapproximationsprobleme in der mathemati-
schen Statistik beschriebene verbesserte Verhalten der Sattelpunktapproximation
(kurz SPA) gegenüber der entsprechenden Edgeworth-Entwicklung wird in der vor-
liegenden Arbeit die Wirksamkeit dieser Methode für lineare Integralfunktionale
untersucht. Zur Dichtefunktion f˜ mit kumulantenerzeugender Funktion K˜(θ) wird
über den Zusammenhang f˜(x; θ) = exp
(
θx− K˜(θ)
)
f˜(x) eine Familie verschobener
Dichtefunktionen (f˜(x; θ); θ ∈ Θ) definiert. Der Parameter θ wird nach der Theorie
als Lösung θ∗ = θ∗(x) der Gleichung K˜′(θ) = x bestimmt. Für Integralfunktiona-
le ist die kumulantenerzeugende Funktion allerdings im Allgemeinen nicht exakt
bekannt, so dass anstelle dieser Gleichung lediglich die aus dem Ersetzen von K˜
durch ihre Entwicklung nach ε entstehende Gleichung zur Bestimmung einer Nä-
herungslösung für θ∗(x) herangezogen werden kann. In der Arbeit wird diese Nä-
herungslösung durch Entwicklung nach der Korrelationslänge ε bzw. als geeignete
Nullstelle der entstehenden Polynomgleichung gefunden.
7. Aus informationstheoretischer Sicht stellt die in [5] beschriebene Maximum-Entro-
pie-Methode eine weitere Möglichkeit der Approximation einer unbekannten Dich-
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tefunktion aus einer bekannten endlichen Folge von Momenten dar. Nach ihr wird
die entsprechende Approximation so gewählt, dass sie die vorgegebenen Momen-
tenbedingungen erfüllt und sonst größtmögliche Unsicherheit, welche durch die
differentielle Entropie charakterisiert wird, aufweist. Für lineare Integralfunktio-
nale werden die unbekannten exakten Momente durch die Entwicklungen zweiter
Ordnung ersetzt und dass so entstehende Optimierungsproblem gelöst.
8. An numerischen Beispielen wird gezeigt, dass die vorgestellten Methoden der Dich-
teapproximation für lineare Integralfunktionale in einem gewissen Intervall um de-
ren Erwartungswert vergleichbare Approximationsergebnisse liefern. Für das Inte-
gralfunktional eines ε-korrelierten Gaußprozesses wird durch die vorgestellte SPA
eine Verbesserung der Approximationsgüte gegenüber der Edgeworth-Entwicklung
erreicht. Für Funktionale von Simulationsprozessen können die in [1] beschriebe-
nen Vorteile der SPA an den Verteilungsrändern nur bedingt beobachtet werden,
da die kumulantenerzeugende Funktion nicht exakt bekannt ist und nur deren Ent-
wicklung in die Berechnung der Approximation einfließt. Die Maximum-Entropie-
Methode hingegen liefert an den Rändern der Verteilung gute Ergebnisse, da sie
nach Konstruktion die Eigenschaften einer Verteilungsdichte besitzt.
9. Zusammenfassend kann festgestellt werden, dass alle Verfahren in Anbetracht der
Tatsache, dass für die Berechnung der Approximationen Entwicklungen maximal
der ersten fünf Momente bzw. Kumulanten nach der Korrelationslänge eingehen,
recht gute Approximationsergebnisse erhalten werden können. Die vorgestellten
Methoden besitzen für sehr kleine Korrelationslängen ε kaum noch Unterschiede
in der Approximationsgüte. Welche der vorgestellten Methoden zu präferieren ist,
kommt auf den Anwendungszusammenhang an. Sind Aussagen über das Zentrum
der Verteilung von Interesse, so können durch die Edgeworth-Entwicklung sehr gute
Approximationen berechnet werden. Betreffen Fragestellungen eher Aussagen über
das Verhalten an den Rändern der Verteilung, können durch die Anwendung der
Maximum-Entropie-Methode gute Näherungen erreicht werden.
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