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Abstract
The paper deals with a fluid-structure interaction problem. A non steady-state viscous flow in a thin channel with an elastic wall
is considered. The problem contains two small parameters: one of them is the ratio of the thickness of the channel to its length
(i.e., to the period in the case of periodic solution); the second is the ratio of the linear density to the stiffness of the wall. For various
ratios of these two small parameters, an asymptotic expansion of a periodic solution is constructed and justified by a theorem on
the error estimates. To this end we prove the auxiliary results on existence, uniqueness, regularity of solution and some a priori
estimates. The leading terms of the asymptotic solution are compared to the Poiseuille flow in a channel with absolutely rigid walls.
In critical case a non-standard sixth order equation for the wall displacement is obtained.
 2005 Elsevier SAS. All rights reserved.
Résumé
Cet article porte sur l’étude d’un problème de couplage fluide-structure. On considère l’écoulement non stationaire d’un fluide
visqueux à l’intérieur d’un tube mince à parois élastiques. Le problème dépend de deux petits paramètres. On construit un
développement asymptotique de la solution périodique, qui correspond aux différents ordres du rapport des deux paramètres. Ce
développement est justifié par des estimations d’erreur. On obtient aussi des résultats auxiliaires d’existence, d’unicité, de régularité
et des estimations a priori. Les termes principaux de la solution asymptotique sont comparés à ceux de la solution d’un écoulement
de Poiseuille dans un tube à parois rigides. Dans le cas critique, pour le déplacement, on obtient une équation differentielle non
classique du sixième ordre.
 2005 Elsevier SAS. All rights reserved.
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From the physical point of view, problems involving a fluid interacting with a moving or deformable structure are
of great interest. This kind of problems finds practical use in many areas of engineering and pure science. Some areas
of applications are: biomechanics, hydroelasticity, aeroelasticity, etc.
In the last years, there was an increasing interest in the study of such problems: [1–6] are only a few examples of
works dealing with the fluid-structure interaction.
The present paper is concerned with the interaction between a viscous, incompressible fluid and an elastic wall
which represents a part of the boundary of the flow domain. This problem can be seen as a simplified model for blood
motion through a blood vessel.
Recently, we published some results concerning the flow through the bloodstream. In [7–10] we considered a more
complex model for the fluid motion, but the flow domain had rigid walls.
Here we consider a non steady-state viscous flow in a thin channel with a visco-elastic wall. The fluid motion is
simulated by the Stokes equations, the wall behaviour is described by the Sophie Germain fourth order in space non-
steady state equation for the transversal displacements of the elastic wall (the plate model), while the longitudinal wall
displacements are disregarded. The fluid–structure interaction is simulated by the equality of the fluid velocity at the
boundary and the time derivative of the wall displacement (the longitudinal velocity is taken equal to zero). Although
at the ends of the channel the periodicity conditions are set, the pressure drop can be simulated by a special choice
of a periodic right-hand side of the Stokes–Sophie Germain equations. The problem contains two small parameters:
one of them is the ratio ε of the thickness of the channel to its length (i.e., to the period of the flow); the second,
δ, is the ratio of the linear density to the stiffness of the wall. For various ratios of these two small parameters, an
asymptotic expansion of a periodic solution is constructed. Parameter δ is taken as some power of ε, namely, δ = εγ ,
γ ∈N∗. The asymptotic expansion is different for three following cases: γ > 3 (very rigid wall), γ < 3 (soft wall) and
γ = 3 (critical case). In each of these cases the leading term is calculated and compared to the Poiseuille type flow. As
expected, the case γ > 3 is close to the rigid wall problem, while in the other two cases the solution is quite different.
In the critical case we obtain for the wall displacement a non-standard sixth order in space parabolic equation. In the
case of the soft wall γ < 3 there is an important dilation of the channel under a very small pressure.
These asymptotic solutions are justified by a theorem on the error estimates. To this end in Sections 3 and 4 we
prove the auxiliary results on existence, uniqueness, regularity of solution and some a priori estimates. For the sake
of generality we study in these sections not only periodic boundary conditions at the ends of the channel, but as well
the clamped ends condition for the wall displacement. In Section 5 (central for the paper) we construct and analyze an
asymptotic expansion of solution. In Section 6 we calculate the discrepancy produced by the substitution of a partial
sum of the asymptotic expansion (built in Section 5); then the a priori estimates of Sections 3, 4 are applied to the
discrepancy and the estimates are proved for the difference between the exact solution and the partial sums of the
asymptotic expansion.
The non periodic case will be studied in a forthcoming paper.
2. The description of the physical problem
We consider a small parameter ε, ε = 1/q , q ∈ N∗, and we define the thin domain:
Dε =
{
(x1, x2) ∈ R2: 0 < x1 < 1, −ε2 < x2 <
ε
2
}
.
Let Γε be the elastic part of the boundary of Dε , given by:
Γε =
{(
x1,
ε
2
)
: 0 < x1 < 1
}
.
The other part of the boundary is rigid.
We suppose that the incompressible, viscous fluid fills the domain Dε and interacts with the elastic structure Γε .
The interaction between the fluid and the elastic wall produces the displacement d = d(x1, t) of this structure in Ox2
direction. We neglect the longitudinal displacement and we consider that the elastic boundary is clamped at the ends.
We study this problem for t ∈ [0, T ], with T an arbitrary positive constant and we assume that the wall is not very
elastic so that the deformation of the boundary is small enough. Consequently, at each time t , we can consider with a
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are set in the deformed configuration we can refer, for instance, to [4] for the steady state case and to [6] for the non
steady state one: in these papers the existence and the uniqueness of the solution was studied.
Let f be the exterior force applied to the fluid, ge2 the exterior force applied on the elastic boundary and (Tf n)2
the surface force exerted by the fluid on the structure, with Tf the stress tensor and n the outer unit normal on the
boundary of Dε .
Consider the following non-steady state problem:

ρf
∂u
∂t
−µu + ∇p = f in Dε × (0, T ),
div u = 0 in Dε × (0, T ),
u = 0 on (∂Dε\Γε)× (0, T ),
u1 = 0 and u2 = ∂d
∂t
on Γε × (0, T ),
u(x,0) = 0 in Dε,
ρh
∂2d
∂t2
+ h
3E
12
∂4d
∂x41
+ ν¯ ∂
5d
∂x41∂t
= g(x1, t)+ (Tf n)2 on Γε × (0, T ),
d1-periodic in x1,
d(x1,0) = ∂d
∂t
(x1,0) = 0 in (0,1),
(2.1)
where ρf , ρ, µ, ν¯, E represent positive given constants in connection with the properties of the materials. The positive
constant h is the thickness of the elastic wall.
We will consider as well the clamped ends condition instead of the periodicity condition (2.1)7:
d(0, t) = d(1, t) = ∂d
∂x1
(0, t) = ∂d
∂x1
(1, t) = 0 in (0, T ). (2.2)
Boundary condition (2.1)4 for u2 uses the Eulerian coordinates for the velocity u and the Lagrangian coordinates
for the transversal displacement of the wall d, and so this condition is a linear approximation for a more precise
non-linear interface condition (see [4,6]) which takes into account the passage from one coordinate system to another
one. However, in the case of small strains, the error of this linearization is of the same order that the error of the
linearization of the strain tensor in the linear elasticity theory.
The unknowns of this system are: the velocity of the fluid, u, the pressure of the fluid, p, and the displacement
of the elastic wall, d . The fluid flow is described by the non stationary Stokes equations. A “viscous” type term,
ν¯ ∂
5d
∂x41∂t
, was added to the usual forth-order equation for the normal displacement. This additional term will ensure
more regularity for the unknowns. The coefficient h3E/12 will play an important role for our problem. Usually, the
Young’s modulus, E, has a very big value (E is of order 106 Pa) and this value becomes more important if the elastic
medium is more rigid. On the other hand, we assume that the characteristic longitudinal space scale for vessels is of
order of cm and the time scale is of order of seconds. Let us use the SI system of units. This leads us to the necessity
of scaling of every derivative in x1 by the factor 102, i.e., the fourth derivative will contain the additional factor 108. If
h is of order 10−3 or 10−2 m, then the coefficient ρh can be taken in the further analysis equal to one. The coefficient
h3E/12 in Eq. (2.1)6 will be replaced (after scaling in x1) by a great coefficient δ−1 with the value of δ of order from
10−7 to 10−4. If the ratio of the thickness and the length of the vessel ε is of order 10−2, then δ is of order from ε2
to ε4. We assume that the “viscous” term is much smaller than the term with coefficient δ−1 considering that the new
coefficient ν, obtained after scaling in x1 (ν = 108ν¯) is of order of one. The coefficient of the term ∂u∂t in (2.1)1 is not
too important, so for the sake of simplicity we shall take it in the sequel equal to one.
The action of the viscous fluid on the elastic wall is represented by the stress tensor Tf = Tf (u,p) which is defined
by:
Tf (u,p) = pI −µ
(∇u + (∇u)t).
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(Tf n)2 = p − 2µ∂u2
∂x2
on Γε × (0, T ).
If we formally consider div u = 0 on Γε × (0, T ), from (2.1)41 it follows that
∂u2
∂x2
= 0.
Hence, the surface force exerted by the fluid on the elastic boundary can be defined by:
(Tf n)2 = p. (2.3)
The compatibility condition for the coupled system which describes the physical problem is:
0 =
∫
∂Dε
u(x, t) · n dsx =
1∫
0
u2
(
x1,
ε
2
, t
)
dx1 = ddt
( 1∫
0
d(x1, t)dx1
)
.
It follows that
∫ 1
0 d(x1, t)dx1 = constant for all t ∈ (0, T ). Using next the initial condition for d , we obtain the constant
equal to zero.
Hence, the compatibility condition for the above coupled system becomes:
1∫
0
d(x1, t)dx1 = 0 ∀t ∈ [0, T ]. (2.4)
This condition states that the global area of the flow domain is preserved.
Remark 2.1. It is known that usually, for non-stationary viscous flows, the pressure is defined up to an additive
function of t . In this case we shall prove that the pressure is uniquely defined.
For the sake of generality we study in Sections 3 and 4 not only periodic boundary conditions at the ends of the
channel, (2.1)7, but as well the clamped ends condition for the wall displacement (2.2).
3. Variational approach of the problem
3.1. Variational formulation
In this section we consider problem (2.1) with the clamped ends condition (2.2). For obtaining the variational
formulation of (2.1) and (2.4) we introduce the following spaces:

V ε = {v ∈ (H 1(Dε))2: div v = 0, v = 0 on ∂Dε\Γε, v1 = 0 on Γε},
B0 =
{
b ∈ H 20 (0,1):
1∫
0
b(x1)dx1 = 0
}
,
and we assume that f ∈ L2(0, T ; (L2(Dε))2) and g ∈ L2((0,1) × (0, T )).
Multiplying (2.1)1 by an arbitrary function ϕ ∈ V ε , using (2.1)2 and integrating by parts on Dε , it follows:∫
Dε
∂u
∂t
· ϕ +µ
∫
Dε
∇u : ∇ϕ +
∫
Γε
pϕ2 =
∫
Dε
f · ϕ. (3.1)
Multiplying (2.1)6 by b ∈ B0, integrating by parts on (0,1) and using (2.3), we get:
1∫
∂2d
∂t2
b + 1
δ
1∫
∂2d
∂x21
∂2b
∂x21
+ ν
1∫
∂3d
∂x21∂t
∂2b
∂x21
=
1∫
gb +
1∫
pb. (3.2)0 0 0 0 0
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∫
Dε
∂u
∂t
· ϕ + µ
∫
Dε
∇u : ∇ϕ +
1∫
0
∂2d
∂t2
b + 1
δ
1∫
0
∂2d
∂x21
∂2b
∂x21
+ ν
1∫
0
∂3d
∂x21∂t
∂2b
∂x21
=
∫
Dε
f · ϕ +
1∫
0
gb. (3.3)
Definition 3.1. We say that (u, d) is a weak solution for the system (2.1) if:
(1) (u, d) ∈ (L∞(0, T ; (L2(Dε))2)∩ L2(0, T ;V ε))× (W 1,∞(0, T ;L2(0,1)) ∩H 1(0, T ;B0)),
(2) u2 = ∂d∂t on Γε ,(3) (u, d) satisfies (3.3),
(4) u(0) = 0, d(x1,0) = ∂d∂t (x1,0) = 0.
The next result gives the connection between the variational formulation (3.3) and the initial problem:
Proposition 3.1. If (u, d) is a weak solution for (2.1), then there exists a distribution p ∈D′(Dε × (0, T )) such that
(u,p, d) satisfies this system in a distributional sense.
Proof. We take b = 0 in (3.3). Then,〈
∂u
∂t
− µu − f,ϕ
〉
= 0 ∀ϕ ∈ {v ∈ (H 10 (Dε))2: div v = 0 in Dε}.
From De Rham lemma, it follows that there exists a distribution q , unique up to an additive distribution of t , such that
∂u
∂t
−µu − f = −∇q.
Multiplying the previous relation by ϕ ∈ V ε with ϕ2 = b on Γε and using (3.3), we get:
1∫
0
∂2d
∂t2
b + 1
δ
1∫
0
∂2d
∂x21
∂2b
∂x21
+ ν
1∫
0
∂3d
∂x21∂t
∂2b
∂x21
=
1∫
0
gb +
1∫
0
qb
for all b ∈ B0. It follows that
∂2d
∂t2
+ 1
δ
∂4d
∂x41
+ ν ∂
5d
∂x41∂t
− g − q|x2=ε/2 = h(t).
The system (2.1) is satisfied with p = q + h. 
3.2. Existence, uniqueness and regularity results
Theorem 3.1. The variational problem (3.3) has a unique solution (u, d) with u ∈ L∞(0, T ; (H 1(Dε))2),
∂u
∂t
∈ L2(0, T ; (L2(Dε))2), d ∈ L2(0, T ;B0), ∂d∂t ∈ L∞(0, T ;L2(0,1)), ∂
2d
∂t2
∈ L2((0,1) × (0, T )). Moreover, if we
introduce the pressure as in the proof of Proposition 3.1, we obtain that p ∈ L2(0, T ;H 1(Dε)) and that it is unique.
Proof. Let us start with the proof of the uniqueness of the solution of (3.3). Consider (u1, d1) and (u2, d2) two weak
solutions. We define (u, d) = (u1 − u2, d1 − d2). Then, (u, d) satisfies the equation:∫
Dε
∂u
∂t
· ϕ +µ
∫
Dε
∇u : ∇ϕ +
1∫
0
∂2d
∂t2
b + 1
δ
1∫
0
∂2d
∂x21
∂2b
∂x21
+ ν
1∫
0
∂3d
∂x21∂t
∂2b
∂x21
= 0
for all ϕ ∈ V ε and b ∈ B0 with ϕ2 = b on Γε .
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∂t
(t) as the test functions. This choice is possible since d satisfies (2.4) and hence
∂d
∂t
∈ L2(0, T ;B0); moreover u2 = ∂d∂t on Γε . It follows that
1
2
d
dt
∫
Dε
u2 + µ
∫
Dε
(∇u)2 + 1
2
d
dt
1∫
0
(
∂d
∂t
)2
+ 1
2δ
d
dt
1∫
0
(
∂2d
∂x21
)2
+ ν
1∫
0
(
∂3d
∂x21∂t
)2
= 0.
Integrating from 0 to t this equality and taking into account the initial conditions, we obtain a.e. in (0, T ):
1
2
∫
Dε
u2(t)+ µ
t∫
0
∫
Dε
(∇u)2(s)ds + 1
2
1∫
0
(
∂d
∂t
)2
(t)+ 1
2δ
1∫
0
(
∂2d
∂x21
)2
(t)
+ ν
t∫
0
1∫
0
(
∂3d
∂x21∂t
)2
(s)ds = 0.
So, u = 0 a.e. in Dε × (0, T ). Moreover, ∂d∂t = 0 and hence d = d(x1). We also have ∂
2d
∂x21
= 0 which yields
d(x1) = αx1 + β . Using the boundary conditions d(0, t) = d(1, t) = 0, we obtain α = β = 0. Consequently, d = 0
a.e. in (0,1)× (0, T ).
Hence, the problem (3.3) has a unique solution.
For proving the existence and the regularity of the functions u and d we shall use the Galerkin method.
We consider {ψ i}i a basis of the space V0 = {u ∈ (H 10 (Dε))2: div u = 0 in Dε} and {βj }j a basis of B0. For any
βj , we consider the problem: 

−µϕj + ∇pj = 0 in Dε,
divϕj = 0 in Dε,
ϕj = 0 on ∂Dε\Γε,
ϕj = βj e2 on Γε.
(3.4)
This problem is well posed since βj ∈ B0 and has the solution ϕj ,pj , with ϕj unique and pj unique up to an
additive constant.
For each n,m ∈ N∗ we define an approximate solution (umn , dn) of (3.3) as follows:{
dn(x1, t) =∑nj=1 bj (t)βj (x1),
umn (x1, x2, t) =
∑m
i=1 ai(t)ψ i (x1, x2)+
∑n
j=1 b˙j (t)ϕj (x1, x2),
(3.5)
where umn = (0, ∂dn∂t ) on Γε and umn , dn satisfy the following two equations:∫
Dε
∂umn
∂t
·ψ i + µ
∫
Dε
∇umn : ∇ψ i =
∫
Dε
f ·ψ i (3.6)
for all i ∈ {1, . . . ,m} and
∫
Dε
∂umn
∂t
· ϕj + µ
∫
Dε
∇umn : ∇ϕj +
1∫
0
∂2dn
∂t2
βj + 1
δ
1∫
0
∂2dn
∂x21
β ′′j + ν
1∫
0
∂3dn
∂x21∂t
β ′′j
=
∫
Dε
f · ϕj +
1∫
0
gβj (3.7)
for all j ∈ {1, . . . , n}, with the initial conditions satisfied by (umn , dn) of the same type with those for the initial
problem. To derive these conditions let us take
bj (0) = b˙j (0) = ai(0) = 0.
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following sense:
∫
Dε
ψk ·ψj = δkj and
1∫
0
βkβj = δkj ,
and denoting by,
pkj =
∫
Dε
ϕk ·ψj , qkj =
∫
Dε
∇ψk : ∇ψj , rkj =
∫
Dε
∇ϕk : ∇ψj ,
skj =
∫
Dε
ϕk · ϕj , tkj =
∫
Dε
∇ϕk : ∇ϕj , vkj =
1∫
0
β ′′k β ′′j ,
we get that (3.6)–(3.7) can be written as a second order system of m+n linear differential equations with the unknowns
ai(t) and bj (t) for all i = 1, . . . ,m and j = 1, . . . , n:

a˙i (t)+ µ∑mk=1 qkiak(t)+∑nk=1 pki b¨k(t)+µ∑nk=1 rki b˙k(t) = ∫Dε f ·ψ i ,∑m
k=1 pjka˙k(t) +µ
∑m
k=1 rjkak(t) +
∑n
k=1 skj b¨k(t)+µ
∑n
k=1 tkj b˙k(t)
+ b¨j (t)+ 1
δ
∑n
k=1 vkj bk(t)+ ν
∑n
k=1 vkj b˙k(t) =
∫
Dε
f · ϕj +
∫ 1
0 gβj ,
ak(0) = bk(0) = b˙k(0) = 0.
(3.8)
In the sequel, the basis {ψ i}i will be chosen by considering the eigenfunctions of the following Stokes problem:

−µψ i + ∇qi = λiψ i in Dε,
divψ i = 0 in Dε,
ψ i = 0 on ∂Dε,
with λi > 0, ∀i ∈N∗.
Multiplying the Stokes equation by ψj and integrating over Dε we get µqij = λiδij .
Multiplying now (3.4)1 by ψ i and integrating over Dε we obtain rij = rji = 0.
The previous second order system can be written as the following first order differential system: Find
X(t) =

 a1(t)...
am(t)

 , Y (t) =

 b1(t)...
bn(t)

 , Z(t) =

 b˙1(t)...
b˙n(t)

 ,
solution to
Y˙ = Z,
λ10 . . . 0... ...
0 . . . λm

X + ImX˙ +

 p11 . . . pn1... ...
p1m . . . pnm

 Z˙ =


∫
Dε
f ·ψ1
...∫
Dε
f ·ψm

 ,
and 
p11 . . . p1m... ...
pn1 . . . pmm

 X˙ + 1
δ

 v11 . . . vn1... ...
v1m . . . vnn

Y
+

µ

 t11 . . . tn1... ...

+ ν

 v11 . . . vn1... ...



Z +



 s11 . . . sn1... ...

+ In

 Z˙t1n . . . tnn v1n . . . vnn s1n . . . snn
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

∫
Dε
f · ϕ1 +
∫ 1
0 gβ1
...∫
Dε
f · ϕn +
∫ 1
0 gβn

 .
The initial conditions become:
X(0) = Y(0) = Z(0) = 0.
The existence of the solution of this system follows from classical results for the ordinary differential equations.
Multiplying (3.6) by ai(t) and adding the equalities for i = 1, . . . ,m we obtain:∫
Dε
∂umn
∂t
·
m∑
i=1
ai(t)ψ i + µ
∫
Dε
∇umn : ∇
(
m∑
i=1
ai(t)ψ i
)
=
∫
Dε
f ·
m∑
i=1
ai(t)ψ i .
Multiplying (3.7) by b˙j (t) and adding the equalities for j = 1, . . . , n it follows:
∫
Dε
∂umn
∂t
·
n∑
i=1
b˙j (t)ϕj +µ
∫
Dε
∇umn : ∇
(
n∑
j=1
b˙j (t)ϕj
)
+
1∫
0
∂2dn
∂t2
n∑
i=1
b˙j (t)βj
+ 1
δ
1∫
0
∂2dn
∂x21
∂2
∂x21
(
n∑
i=1
b˙j (t)βj
)
+ ν
1∫
0
∂3d
∂x21∂t
∂2
∂x21
(
n∑
i=1
b˙j (t)βj
)
=
∫
Dε
f ·
m∑
j=1
b˙j (t)ϕi +
1∫
0
g ·
n∑
i=1
b˙j (t)βj .
By adding the previous two equalities and using the definition (3.5) we get:
∫
Dε
∂umn
∂t
· umn +µ
∫
Dε
(∇umn )2 +
1∫
0
∂2dn
∂t2
∂dn
∂t
+ 1
δ
1∫
0
∂2dn
∂x21
∂3dn
∂x21∂t
+ ν
1∫
0
(
∂3dn
∂x21∂t
)2
=
∫
Dε
f · umn +
1∫
0
gdn.
The first result concerning the regularity of the solution is given by the next inequalities:

‖umn ‖L∞(0,T ;(L2(Dε))2)  C
(‖f‖L2(0,T ;(L2(Dε))2) + ‖g‖L2((0,1)×(0,T ))),∥∥∥∥∂dn∂t
∥∥∥∥
L∞(0,T ;L2(0,1))
 C
(‖f‖L2(0,T ;(L2(Dε))2) + ‖g‖L2((0,1)×(0,T ))),∥∥∥∥∂2dn∂x21
∥∥∥∥
L∞(0,T ;L2(0,1))
 C
(‖f‖(L2(0,T ;(L2(Dε))2) + ‖g‖L2((0,1)×(0,T ))),
‖∇umn ‖L2(0,T ;(L2(Dε))4)  C
(‖f‖L2(0,T ;(L2(Dε))2) + ‖g‖L2((0,1)×(0,T ))),∥∥∥∥ ∂3dn∂x21∂t
∥∥∥∥
L2((0,1)×(0,T ))
C
(‖f‖L2(0,T ;(L2(Dε))2) + ‖g‖L2((0,1)×(0,T ))),
(3.9)
with C = C(T ,µ, ν).
For details concerning these estimates, we refer to the computations which give the a priori estimates at the end of
this section.
The “viscous” term allows us to obtain further regularity for the solution. We multiply (3.6) by a˙i (t) and we add
for i = 1, . . . ,m the equations; next, we multiply (3.7) by b¨j (t) and we add the equations for j = 1, . . . , n. It follows
that
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Dε
(
∂umn
∂t
)2
+µ d
dt
∫
Dε
(∇umn )2 +
1∫
0
(
∂2dn
∂t2
)2
+ ν d
dt
1∫
0
(
∂3dn
∂x21∂t
)2
−2
δ
d
dt
1∫
0
∂2dn
∂x21
∂3dn
∂x21∂t
+ 2
δ
1∫
0
(
∂3dn
∂x21∂t
)2
+
∫
Dε
f2 +
1∫
0
g2.
Integrating from 0 to T , using the estimates (3.9) and the inequality,
−2
1∫
0
∂2dn
∂x21
∂3dn
∂x21∂t
 1
C2
∥∥∥∥∂2dn∂x21
∥∥∥∥
2
L2(0,1)
+C2
∥∥∥∥ ∂3dn∂x21∂t
∥∥∥∥
2
L2(0,1)
with C2 = νδ/2, we obtain the following estimates:

∥∥∥∥∂umn∂t
∥∥∥∥
L2(0,T ;(L2(Dε))2)
 C√
δ
(‖f‖L2(0,T ;(L2(Dε))2) + ‖g‖L2((0,1)×(0,T )))),
∥∥∇umn ∥∥L∞(0,T ;(L2(Dε))2)  C√δ
(
‖f‖L2(0,T ;(L2(Dε))2) + ‖g‖L2((0,1)×(0,T ))
)
,∥∥∥∥∂2dn∂t2
∥∥∥∥
L2((0,1)×(0,T ))
 C√
δ
(‖f‖L2(0,T ;(L2(Dε))2) + ‖g‖L2((0,1)×(0,T ))),∥∥∥∥ ∂3dn∂x21∂t
∥∥∥∥
L∞(0,T ;L2(0,1))
 C√
δ
(‖f‖L2(0,T ;(L2(Dε))2) + ‖g‖L2((0,1)×(0,T ))),
(3.10)
with C a constant depending on the data T , µ, ν.
The estimates (3.9) and (3.10) allow us to pass to the limit in (3.6) and (3.7) with m,n → ∞ which yields:∫
Dε
∂u
∂t
·ψ i +µ
∫
Dε
∇u : ∇ψ i =
∫
Dε
f ·ψ i (3.11)
for all i ∈ {1, . . . ,m}, and
∫
Dε
∂u
∂t
· ϕj +µ
∫
Dε
∇u : ∇ϕj +
1∫
0
∂2d
∂t2
βj + 1
δ
1∫
0
∂2d
∂x21
∂2βj
∂x21
+ ν
1∫
0
∂3d
∂x21∂t
∂2βj
∂x21
=
∫
Dε
f · ϕj +
1∫
0
gβj (3.12)
for all j ∈ {1, . . . , n}.
We shall obtain the variational formulation (3.3) by using the previous two equalities. Indeed, {ψi} being a basis
for V0 it follows that for any ϕ ∈ (D(Dε))2 with div ϕ = 0 in Dε , we have:〈
∂u
∂t
− µu,ϕ
〉
= 〈f,ϕ〉.
Using De Rham lemma, as before, and the regularity of u, we obtain a function p ∈ L2(0, T ;H 1(Dε)), unique up to
an additive function of t , such that
∂u
∂t
−µu + ∇p = f.
Since div u = 0, for any ϕ ∈ V ε we obtain:∫
∂u
∂t
· ϕ +µ
∫
∇u : ∇ϕ +
∫
pϕ2 =
∫
f · ϕDε Dε Γε Dε
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Hence, for any ϕj , solution of (3.4) it follows:∫
Dε
∂u
∂t
· ϕj +µ
∫
Dε
∇u : ∇ϕj =
∫
Dε
f.ϕj −
∫
Γε
(
ϕj
)
2p.
Introducing this equality in (3.12) and using (3.4)4, we obtain:
1∫
0
∂2d
∂t2
βj + 1
δ
1∫
0
∂2d
∂x21
∂2βj
∂x21
+ ν
1∫
0
∂2
∂x21
(
∂d
∂t
)
∂2βj
∂x21
=
1∫
0
gβj −
∫
Γε
pβj
for all j .
As {βj } is a basis of the space B0 we get, for any b ∈ B0:
1∫
0
∂2d
∂t2
b + 1
δ
1∫
0
∂2d
∂x21
∂2b
∂x21
+ ν
1∫
0
∂2
∂x21
(
∂d
∂t
)
∂2b
∂x21
=
1∫
0
gb −
∫
Γε
pb
which is (3.2).
Consequently, since (3.1) and (3.2) give (3.3), the existence of a solution for (3.3) was proved.
The pressure p, obtained before, is unique up to an additive function of t , due to De Rham lemma and to the
previous equality. Its uniqueness follows from the compatibility condition (2.4).
The last step of this proof is to obtain the a priori estimates.
Let (ui , di) be the solution of the problem (2.1) corresponding to the data fi , gi , i = 1,2. We denote, in general,
a = a1 − a2. The coupled system (2.1) being linear, by subtracting the problems for i = 1 and i = 2 we obtain for the
difference (u,p, d) exactly the same system (2.1).
Multiplying (2.1)1 by u(t) and integrating on Dε , we get:
1
2
d
dt
∫
Dε
u2(t)dx + µ
∫
Dε
(∇u)2(t)dx +
1∫
0
p|x2=ε/2(t)
∂d
∂t
(t)dx1 =
∫
Dε
f(t) · u(t)dx.
Multiplying (2.1)6 by ∂d∂t (t) and integrating on (0,1), it follows:
1
2
1∫
0
∂
∂t
((
∂d
∂t
(t)
)2)
dx1 + 1
δ
1∫
0
∂2d
∂x21
(t)
∂
∂t
(
∂2d
∂x21
(t)
)
dx1
+ ν
1∫
0
(
∂3d
∂x21∂t
(t)
)2
dx1 −
1∫
0
p|x2=ε/2(t)
∂d
∂t
(t)dx1 =
1∫
0
g(t)
∂d
∂t
(t)dx1.
Adding the previous two equalities we get:
1
2
d
dt
∫
Dε
u2 + µ
∫
Dε
(∇u)2 + 1
2
d
dt
1∫
0
(
∂d
∂t
)2
+ 1
2δ
d
dt
1∫
0
(
∂2d
∂x21
)2
+ ν
1∫ (
∂3d
∂x21∂t
)2
=
∫
f · u +
1∫
g
∂d
∂t
. (3.13)0 Dε 0
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
∫
Dε
f(t) · u(t) 1
2
∥∥u(t)∥∥2
(L2(Dε))2
+ 1
2
∥∥f(t)∥∥2
(L2(Dε))2
,
1∫
0
g(t)
∂d
∂t
(t) 1
2
∥∥∥∥∂d∂t (t)
∥∥∥∥
2
L2(0,1)
+ 1
2
∥∥g(t)∥∥2
L2(0,1).
Introducing these estimates into (3.13), we get:
d
dt
[
e−t
(∥∥u(t)∥∥2
(L2(Dε))2
+
∥∥∥∥∂d∂t (t)
∥∥∥∥
2
L2(0,1)
+ 1
δ
∥∥∥∥∂2d∂x21 (t)
∥∥∥∥
2
L2(0,1)
)]
+ 2µe−T ∥∥∇u(t)∥∥2
(L2(Dε))4
+ 2νe−T
∥∥∥∥ ∂3d∂x21∂t
∥∥∥∥
2
L2(0,1)

∥∥f(t)∥∥2
(L2(Dε))2
+ ∥∥g(t)∥∥2
L2(0,1).
Integrating this inequality form 0 to t and taking into account the initial conditions we obtain the estimates:
∥∥u(t)∥∥2
(L2(Dε))2
+
∥∥∥∥∂d∂t (t)
∥∥∥∥
2
L2(0,1)
+ 1
δ
∥∥∥∥∂2d∂x21 (t)
∥∥∥∥
2
L2(0,1)
+ 2µ
t∫
0
∥∥∇u(s)∥∥2
(L2(Dε))4
ds + 2ν
t∫
0
∥∥∥∥ ∂3d∂x21∂t
∥∥∥∥
2
L2(0,1)
ds
 eT
( t∫
0
∥∥f(s)∥∥2
(L2(Dε))2
ds +
t∫
0
∥∥g(s)∥∥2
L2(0,1) ds
)
. (3.14)
We deduce from the above inequality the following a priori estimates:

‖u1 − u2‖L∞(0,T ;(L2(Dε))2)
 C(T )
(‖f1 − f2‖L2(0,T ;(L2(Dε))2) + ‖g1 − g2‖L2((0,1)×(0,T ))),∥∥∇(u1 − u2)∥∥L2(0,T ;(L2(Dε))2)
 C(T ,µ)
(‖f1 − f2‖L2(0,T ;(L2(Dε))2) + ‖g1 − g2‖L2((0,1)×(0,T ))),∥∥∥∥∂(d1 − d2)∂t
∥∥∥∥
L∞(0,T ;L2(0,1))
 C(T )
(‖f1 − f2‖L2(0,T ;(L2(Dε))2) + ‖g1 − g2‖L2((0,1)×(0,T ))),∥∥∥∥∂2(d1 − d2)∂x21
∥∥∥∥
L∞(0,T ;L2(0,1))

√
δC(T )
(‖f1 − f2‖L2(0,T ;(L2(Dε))2) + ‖g1 − g2‖L2((0,1)×(0,T ))),∥∥∥∥∂3(d1 − d2)∂x21∂t
∥∥∥∥
L2((0,1)×(0,T ))
 C(T , ν)
(‖f1 − f2‖L2(0,T ;(L2(Dε))2) + ‖g1 − g2‖L2((0,1)×(0,T ))),
(3.15)
and the proof is achieved. 
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4.1. Nonhomogeneous boundary conditions
We consider now a non homogeneous problem, i.e., the condition (2.1)3 is replaced by:
u
(
x1,−ε2 , t
)
= 0,
u(i, x2, t) = ε2ψε(i, x2, t), for i = 0,1,
(4.1)
where ψε is defined as follows:
ψε(x, t) =ψ(ξ, t),
with ξ = x/ε and ψ is 1-periodic in ξ1, ψ(ξ,0) = 0 in D, ψ has the regularity ψ ∈ L2(0, T ; (H 2(D))2) ∩
H 1(0, T ; (H 1(D))2) and satisfies the problem:{
divψ = 0 in D × (0, T ),
ψ = 0 on {ξ2 = ±1/2}
with D = (0,1) × (− 12 , 12 ). In this case, we obtain the same compatibility condition (2.4) as a consequence of the
periodicity of ψε .
If we consider now (ui , di) the solution of the non homogeneous problem corresponding to the same boundary
conditions but to different data fi , gi , i = 1,2, we obtain the same a priori estimates as in the homogeneous case since
the pair (u1 − u2, d1 − d2) satisfies the problem (2.1) corresponding to the data f1 − f2, g1 − g2.
4.2. The periodic case
The last case is the periodic one. We consider f = (f1(x1, t),0) and we suppose that f1, g are 1-periodic functions
in x1. We seek for (u,p, d) solution to:

∂u
∂t
−µu + ∇p = f in Dε × (0, T ),
div u = 0 in Dε × (0, T ),
u = 0 on {x2 = −ε/2} × (0, T ),
u1 = 0 and u2 = ∂d
∂t
on Γε × (0, T ),
u 1-periodic in x1, p 1-periodic in x1,
u(x,0) = 0 in Dε,
∂2d
∂t2
+ 1
δ
∂4d
∂x41
+ ν ∂
5d
∂x41∂t
= g + p on Γε × (0, T ),
d 1-periodic in x1,
d(x1,0) = ∂d
∂t
(x1,0) = 0 in (0,1).
(4.2)
Taking into account the periodicity of u with respect to x1 we obtain the same compatibility condition (2.4).
For obtaining the variational formulation we introduce the spaces:

V εper =
{
v ∈ (H 1(Dε))2: div v = 0, v = 0 on {x2 = −ε/2},
v1 = 0 on Γε, v 1-periodic in x1
}
,
B0,per =
{
b ∈ H 2(0,1):
1∫
b(x1)dx1 = 0 b 1-periodic in x1
}
.0
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and integrating on (0,1), choosing ϕ such that ϕ2 = b on Γε and adding the two previous equalities, we obtain the
same variational formulation as in the non periodic case.
Since the variational formulation is the same in the periodic case, with the same technique as in Section 3 we can
obtain the existence and uniqueness of the solution and the same a priori estimates. We repeat the previous proofs, by
replacing, for any function α, the boundary condition “α = 0 on x1 ∈ {0,1}” by “α is 1-periodic in x1”.
5. Asymptotic approach
In the sequel, we introduce the asymptotic expansions for the periodic case. We define the infinite layer:
Ωε =
{
(x1, x2) ∈ R2: x1 > 0, −ε2 < x2 <
ε
2
}
.
The upper boundary of Ωε is supposed to be elastic. We consider more regular data than in Section 3. We suppose
that 

f = f1(x1, t)e1, f1 ∈ C∞
([0,∞) × [0, T ]), f1 1-periodic in x1,
g ∈ C∞([0,∞)× [0, T ]), g 1-periodic inx1, 〈g〉(t) = 0 ∀t ∈ [0, T ],
∃0 < t∗ < T such that f1(x1, t) = g(x1, t) = 0 ∀(x1, t) ∈ (0,∞)× [0, t∗),
(5.1)
where 〈·〉 = ∫ 10 ·dx1. We shall approximate the functions u, p, d given by the system (4.2). In the sequel we take
δ = εγ , with γ ∈ N∗.
Although at the ends of the channel the periodicity conditions are set, the pressure drop can be simulated by a
special choice of a periodic right-hand side of the Stokes–Sophie Germain equations. Let us explain this idea first
with a simple example. Consider the steady-state two-dimensional Poiseuille flow in Dε with rigid walls: velocity
uP = (u1P ,0)T , where u1P (x) = 12µ
(
x22 −
ε2
4
)
,
and the pressure pP (x) = x1. This Poiseuille flow is the exact solution to the Stokes problem:
−µuP + ∇pP = 0, in Dε, divuP = 0, in Dε, uP = 0, on x2 = ±ε2 ,
pP − x1 is 1-periodic in x1.
Evidently, pP here is not periodic in x1. However, we can reduce this problem to the problem with the periodicity
condition at the ends of the channel for the pressure simulating its linearity by the right hand side fP = (f1P ,0)T ,
f1P = 1.
Then the couple (uP , p˜P ) with p˜P = 0 satisfies the periodic Stokes problem:
−µuP + ∇p˜P = fP , in Dε, divuP = 0, in Dε, uP = 0, on x2 = ±ε2 ,
p˜P is 1-periodic in x1.
Further we will use this idea to simulate the pressure drop in the periodic problem (4.2) choosing some special
right hand sides f and g. However, for problem (4.2) it is less evident because of Eq. (4.2)7: if the pressure has a
linear growth, then d has a polynomial growth which is not too realistic. So, we will simulate the pressure drop only
in the part of the period. For example, the right-hand side f equal to ψ(t)e1, ψ ∈ C∞, ψ(t) = 0, t ∈ [0, t∗], simulates
the pressure drop ψ(t) in the Stokes equation (4.2)1−6. We will simulate the increasing of p in (4.2)7 choosing
g(x1, t) = x1ψ(t) for x1 ∈ (α,β),0 < α < β < 1, and satisfying the condition (5.1). Thus, the pressure drop can be
simulated in some part (α,β) of the period.
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
u
(K)
1 (x1, x2, t) =
K∑
j=0
εj+2u1,j
(
x1,
x2
ε
, t
)
,
u
(K)
2 (x1, x2, t) =
K∑
j=0
εj+3u2,j
(
x1,
x2
ε
, t
)
,
p(K)(x1, x2, t) =
K∑
j=0
εj+1pj
(
x1,
x2
ε
, t
)
+
K∑
j=0
εj qj (x1, t),
d(K)(x1, t) =
K∑
j=0
εj+γ dj (x1, t),
(5.2)
with uj , pj , qj , dj 1-periodic functions in x1.
Introducing the asymptotic solution in (4.2) and in (2.4), identifying the coefficients of the powers of ε and denoting
ξ2 = x2/ε we obtain: 

−µ∂
2u1,j
∂ξ22
+ ∂pj−1
∂x1
− µ∂
2u1,j−2
∂x21
+ ∂u1,j−2
∂t
+ ∂qj
∂x1
= f1δj0,
−µ∂
2u2,j−1
∂ξ22
+ ∂pj
∂ξ2
− µ∂
2u2,j−3
∂x21
+ ∂u2,j−3
∂t
= 0,
∂u1,j
∂x1
+ ∂u2,j
∂ξ2
= 0,
u1,j
(
x1,±12 , t
)
= 0,
u2,j
(
x1,−12 , t
)
= 0,
u2,j
(
x1,
1
2
, t
)
= ∂dj−γ+3
∂t
,
∂4dj
∂x41
+ ν ∂
5dj−γ
∂x41∂t
+ ∂
2dj−γ
∂t2
= gδj0 + qj + pj−1|ξ2=1/2,
〈dj 〉(t) = 0,
〈qj 〉(t)+ 〈pj−1|ξ2=1/2〉(t) = 0.
(5.3)
Remark 5.1. For certain values of γ the previous system does not need initial conditions, since it is not a non stationary
one. The time variable appears as a parameter. However, the unknowns of this system must satisfy the conditions for
t = 0. We obtain this property as a consequence of (5.1)3.
We introduce the functions:
N1(ξ2) = 12
(
ξ22 −
1
4
)
, (5.4)
which satisfies N ′′1 = 1, N1(±1/2) = 0 and
N2(ξ2) =
ξ2∫
−1/2
N1(τ )dτ ; (5.5)
with N2(1/2) =
∫ 1/2
N1(τ )dτ = − 1 .−1/2 12
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D−1 :F →
ξ2∫
−1/2
F(x1, τ, t)dτ, (5.6)
D−2 :F →
ξ2∫
−1/2
θ∫
−1/2
F(x1, τ, t)dτ dθ −
(
ξ2 + 12
) 1/2∫
−1/2
θ∫
−1/2
F(x1, τ, t)dτ dθ. (5.7)
Theorem 5.1. The unknowns of the previous system u1,j , u2,j , pj , qj , dj are given by the following relations:

u1,j = 1
µ
(
D−2
(
∂pj−1
∂x1
−µ∂
2u1,j−2
∂x21
+ ∂u1,j−2
∂t
)
+
(
−f1δj0 + ∂qj
∂x1
)
N1(ξ2)
)
,
pj = D−1
(
µ
(
∂2u2,j−1
∂ξ22
+ ∂
2u2,j−3
∂x21
)
− ∂u2,j−3
∂t
)
,
u2,j = −D−1
(
1
µ
(
D−2
(
∂2pj−1
∂x21
−µ∂
3u1,j−2
∂x31
+ ∂
2u1,j−2
∂x1∂t
)))
− 1
µ
(
∂2qj
∂x21
− ∂f1
∂x1
δj0
)
N2(ξ2),
− 1
µ
1/2∫
−1/2
D−2
(
∂2pj−1
∂x21
−µ∂
3u1,j−2
∂x31
+ ∂
2u1,j−2
∂x1∂t
)
dξ2 − 112µ
(
∂f1
∂x1
δj0 − ∂
2qj
∂x21
)
= ∂dj−γ+3
∂t
,
∂4dj
∂x41
+ ν ∂
5dj−γ
∂x41∂t
+ ∂
2dj−γ
∂t2
= gδj0 + qj + pj−1|ξ2=1/2,
〈dj 〉(t) = 0,
〈qj 〉(t)+ 〈pj−1|ξ2=1/2〉(t) = 0.
(5.8)
Proof. Integrating twice (5.3)1 and using the boundary conditions (5.3)4 we get (5.8)1. This relation will give the
unknown u1,j after determining qj . The other functions contained by this relation are either known from previ-
ous computations or equal to zero. We integrate next the incompressibility condition (5.3)3 with respect to ξ2 with
the boundary condition (5.3)5 and we obtain (5.8)3. The pressure approximations are given by (5.3)2 since all the
functions which appear in this relation, except pj , are already known. The integration of (5.3)2 in ξ2 yields that
the functions pj are unique up to an additive function depending on x1, t . In (5.8)2 we took this function equal
to zero since we consider that any function depending only on x1, t (obtained from pj ) is contained in qj+1. Fi-
nally, Eq. (5.8)4 is obtained introducing the expression of u2,j in the boundary condition (5.3)6 and the proof is
achieved. 
To determine the j -approximation it remains to solve the system (5.8)4−7 which will give us the unknowns qj
and dj .
Remark 5.2. The order of solving Eqs. (5.8)4,5 will be different, depending on γ .
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(5.8)4−7 and we shall analyze the leading terms.
1. The case γ > 3
Theorem 5.2. The system (5.8)4,5 has a unique 1-periodic solution satisfying (5.8)6,7. Moreover, the asymptotic
solution of (4.2) is given by: 

u1(x1, x2, t) = −ε2 1
µ
〈f1〉(t)N1
(
x2
ε
)
+ O(ε3),
u2(x1, x2, t) = O
(
ε4
)
,
p(x1, x2, t) =
x1∫
0
f˜1(s, t)ds −
〈 x1∫
0
f˜1(s, t)ds
〉
+ O(ε),
d(x1, t) = εγ d0 + O
(
εγ+1
)
,
(5.9)
where f˜1(s, t) = f1(s, t) − 〈f1〉(t) and d0 is obtained as the unique solution of (5.8)5,6 for j = 0.
Remark 5.3. Relations (5.9)1 and (5.9)3 can be written in the form:
u1(x1, x2, t) = −ε2 1
µ
(
∂q0
∂x1
− f1
)
N1
(
x2
ε
)
+ O(ε3),
p(x1, x2, t) = q0(x1, t)+ O(ε),
where
q0(x1, t) =
x1∫
0
f˜1(s, t)ds −
〈 x1∫
0
f˜1(s, t)ds
〉
.
Proof. In this case j − γ + 3 < j and hence the unknown of (5.8)4 is qj , the other functions being given from
previous approximations. We integrate twice this equation with respect to x1. The two functions of t , introduced by
the integration, are determined from the periodicity of qj and from (5.8)7. Then we introduce the expression of qj in
(5.8)5 which is a forth order differential equation in dj . The four functions of integration are determined from (5.8)6
and from the periodicity of dj and of the first two derivatives of dj .
The expressions given by (5.9) are obtained by making j = 0 in (5.8). Indeed, for j = 0 (5.8)4 becomes:
∂2q0
∂x21
= ∂f1
∂x1
. (5.10)
This equation together with the conditions q0(0, t) = q0(1, t) ∀t and
∫ 1
0 q0(x1, t)dx1 = 0 ∀t leads to:
q0(x1, t) =
x1∫
0
f˜1(s, t)ds −
〈 x1∫
0
f˜1(s, t)ds
〉
, (5.11)
which gives (5.9)3. Introducing then (5.11) in (5.8)1 and (5.8)3 for j = 0, it follows:
u1,0(x1, ξ2, t) = −
1
µ
〈f1〉(t)N1(ξ2),
u2,0(x1, ξ2, t) = 0.
(5.12)
For j = 0 (5.8)2 obviously yields:
p0(x1, ξ2, t) = 0 (5.13)
which completes the proof. 
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are close to the quasi-steady state Poiseuille flow, where 〈f1〉 stands for the simulated pressure drop in the period. The
displacement d is very small.
2. The case γ < 3
As in the previous case we can prove the:
Theorem 5.3. The system (5.8)4,5 has a unique 1-periodic solution satisfying (5.8)6,7. Moreover, the asymptotic
solution of (4.2) is given by:

u1(x1, x2, t) = −ε2 1
µ
(
∂g
∂x1
+ f1
)
N1
(
x2
ε
)
+ O(ε3),
u2(x1, x2, t) = ε3 1
µ
(
∂2g
∂x21
+ ∂f1
∂x1
)
N2
(
x2
ε
)
+ O(ε4),
p(x1, x2, t) = −g(x1, t)+ O(ε),
d(x1, t) = −ε3 112µ
t∫
0
(
∂2g
∂x21
+ ∂f1
∂x1
)
(x1, s)ds + O
(
ε4
)
.
(5.14)
Proof. In this case j − γ + 3 > j and hence the unknown of (5.8)4 is dj−γ+3, the other functions being
given from previous approximations. It follows that in this case the time is a variable and not a parame-
ter. We take in (5.8)4 j = l + γ − 3 and we integrate in t . The function of integration, that depends on
x1, is determined from the initial condition dl(x1,0) = 0 which is a consequence of the hypothesis (5.1)3.
We have to prove next that (5.8)6 is satisfied. This property follows from the periodicity of the functions
pl+γ−4, u1,l+γ−5, ql+γ−3, f1 and of their derivatives. The periodicity of dl is obtained with the same argu-
ments.
Then, (5.8)5 gives the expression of qj which satisfies the periodicity condition and (5.8)7 due to the same prop-
erties used for the approximations of the displacement and to the hypothesis (5.1)2. Let us determine next (5.14).
We take first j = γ − 3 in (5.8)4. Since the left hand side is equal to zero, it follows that d0 = d0(x1) which yields,
together with the initial condition, d0(x1, t) = 0. Next, for j = 0 (5.8)5 gives q0(x1, t) = −g(x1, t). Introducing this
expression in (5.8)1,3 for j = 0 we get the forms for u1,0, u2,0 which yields (5.14)1,2. The proof is achieved if we
remark that, as in the previous case, we have p0 ≡ 0 and the first approximation of the displacement which is = 0 is
d3−γ , that is obtained from (5.8)4 for j = 0.
The case γ < 3 corresponds to a soft wall. It means that the velocity can change in every point x1 of the period if,
for example, f1 changes. If g = 0 then p is very small. 
The most interesting case is:
3. The case γ = 3
Theorem 5.4. For γ = 3 the system (5.8)4,5 is equivalent to the parabolic equation of the sixth order in the space
variable:
∂dj
∂t
− 1
12µ
∂6dj
∂x61
= − 1
12µ
(
∂2g
∂x21
+ ∂f1
∂x1
)
δj0 + ν12µ
∂7dj−3
∂x61∂t
+ 1
12µ
∂4dj−3
∂x21∂t
2
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12µ
∂2pj−1
∂x21
∣∣∣∣
ξ2=1/2
−
1/2∫
−1/2
1
µ
D−2
(
∂2pj−1
∂x21
−µ∂
3u1,j−2
∂x31
+ ∂
2u1,j−2
∂x1∂t
)
dξ2, (5.15)
with the initial condition dj (x1,0) = 0. The function dj is uniquely determined from (5.15) with the initial condition
and the periodicity conditions. Then, qj is obtained from (5.8)5 and satisfies (5.8)7. Moreover, the asymptotic solution
of (4.2) is given by:


u1(x1, x2, t) = ε2 1
µ
(
∂q0
∂x1
− f1
)
N1
(
x2
ε
)
+ O(ε3),
u2(x1, x2, t) = −ε3 1
µ
(
∂2q0
∂x21
− ∂f1
∂x1
)
N2
(
x2
ε
)
+ O(ε4),
p(x1, x2, t) = q0(x1, t)+ O(ε),
d(x1, t) = ε3d0(x1, t)+ O
(
ε4
)
,
(5.16)
with d0 the solution of the following the partial differential equation,
∂d0
∂t
− 1
12µ
∂6d0
∂x61
= − 1
12µ
(
∂2g
∂x21
+ ∂f1
∂x1
)
.
Proof. The first assertion of the theorem is obvious. We have to prove next that dj satisfies (5.8)6. For this purpose,
we integrate (5.15) in x1 from 0 to 1. The right hand side is equal to zero due to the periodicity of the derivatives
of f1, g, dj−3,pj−1 and u1,j−2. Using the periodicity of dj , it follows that
∂〈dj 〉
∂t
= 0. Taking into account the initial
condition for dj we get (5.8)6. We prove (5.8)7 integrating (5.8)5 from 0 to 1 and using the properties of dj , dj−3
and g.
Finally, (5.16) is obtained by taking j = 0 in (5.8)1,2,3.
Thus, in this transient case we obtain a non-standard parabolic sixth order equation for the wall displacement. 
6. Error estimates: rigorous justification of the asymptotic expansion
The last section deals with the error estimates between the solution of (4.2) and the asymptotic solution introduced
by (5.2).
We introduce the following functions:
FK(x1, ξ2, t) =
(
∂u1,K−1
∂t
−µ∂
2u1,K−1
∂x21
+ ∂pK
∂x1
)
e1
+
(
∂u2,K−2
∂t
−µ∂
2u2,K−2
∂x21
−µ∂
2u2,K
∂ξ22
)
e2 + ε
((
∂u1,K
∂t
−µ∂
2u1,K
∂x21
)
e1
+
(
∂u2,K−1
∂t
−µ∂
2u2,K−1
∂x2
)
e2
)
+ ε2
(
∂u2,K
∂t
−µ∂
2u2,K
∂x2
)
e2, (6.1)1 1
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

∂2dK+1−γ
∂t2
+ ν ∂
5dK+1−γ
∂x41∂t
− pK |ξ2=1/2
+ ε
(
∂2dK+2−γ
∂t2
+ ν ∂
5dK+2−γ
∂x41∂t
)
+ · · · + εγ−1
(
∂2dK
∂t2
+ ν ∂
5dK
∂x41∂t
)
if γ > 3,
∂2dK+1−γ
∂t2
+ ν ∂
5dK+1−γ
∂x41∂t
− pK |ξ2=1/2
+ εγ−1
(
∂2dK
∂t2
+ ν ∂
5dK
∂x41∂t
)
δ2K if γ < 3,
∂2dK−2
∂t2
+ ν ∂
5dK−2
∂x41∂t
− pK |ξ2=1/2 + ε
(
∂2dK−1
∂t2
+ ν ∂
5dK−1
∂x41∂t
)
+ ε2
(
∂2dK
∂t2
+ ν ∂
5dK
∂x41∂t
)
if γ = 3,
(6.2)
AK(x1, t) =


−
(
∂dK+4−γ
∂t
+ · · · + εγ−4 ∂dK
∂t
)
if γ > 3,
(u2,K+γ−2 + ε2−γ u2,K)|ξ2=1/2 if γ < 3,
0 if γ = 3.
(6.3)
The next theorem gives the error estimates between the exact solution of (4.2) and the asymptotic solution intro-
duced by (5.2).
Theorem 6.1. Let (u(K), p(K), d(K)) be the asymptotic solution given by (5.2) and (u,p, d) the solution of (4.2).
Then the following estimates hold:


∥∥u − u(K)∥∥
L∞(0,T ;(L2(Dε))2) =O
(
εmin(K+1,K+4−γ /2)
)
,
∥∥∇(u − u(K))∥∥
L2(0,T ;(L2(Dε))4) =O
(
εmin(K+1,K+4−γ /2)
)
,
∥∥∥∥ ∂∂t
(
d − d(K))∥∥∥∥
L∞(0,T ;L2(0,1))
=O(εmin(K+1,K+4−γ /2)),
∥∥∥∥ ∂2∂x21
(
d − d(K))∥∥∥∥
L∞(0,T ;L2(0,1))
=O(εmin(K+1+γ /2,K+4)),
∥∥∥∥ ∂3∂x21∂t
(
d − d(K))∥∥∥∥
L2((0,1)×(0,T ))
=O(εmin(K+1,K+4−γ /2)),
∥∥∇(p − p(K))∥∥
L2(0,T ;(H−1(Dε))2) =O
(
εmin(K+2−γ /2,K+5−γ )
)
.
(6.4)
Proof. In the sequel we denote (UK,PK,DK) = (u − u(K),p − p(K), d − d(K)).
G.P. Panasenko, R. Stavre / J. Math. Pures Appl. 85 (2006) 558–579 577Taking into account the equations and conditions (5.3) and the definitions (6.1), (6.2), (6.3) we obtain the following
problem for (UK,PK,DK):

∂UK
∂t
−µUK + ∇PK = −εK+1FK in Dε × (0, T ),
div UK = 0 in Dε × (0, T ),
UK = 0 on {x2 = −ε/2} × (0, T ),
UK =
(
∂DK
∂t
− εmin(K+4,K+γ+1)AK
)
e2 on Γε × (0, T ),
UK, PK 1-periodic in x1,
UK(x,0) = 0 in Dε,
∂2DK
∂t2
+ 1
εγ
∂4DK
∂x41
+ ν ∂
5DK
∂x41∂t
= PK − εK+1GK on Γε × (0, T ),
DK 1-periodic in x1,
DK(x1,0) = ∂D
K
∂t
(x1,0) = 0 in (0,1),
〈DK〉(t) = 0 in [0, T ].
(6.5)
Remark 6.1. The error estimates (6.4) will be obtained with the same technique as (3.15). They are a direct con-
sequence of (3.15) only in the case γ = 3 since in the other cases, the boundary condition on Γε is different from
(4.2)4.
In the sequel we obtain the error estimates (6.4) for γ > 3. The computations for γ < 3 are similar and for γ = 3
they follow directly from (3.15).
For obtaining (6.4)1−5 we compute
∫
Dε
(6.5)1 · UK +
∫ 1
0 (6.5)7( ∂D
K
∂t
− εK+4AK). It follows that
d
dt
∫
Dε
(
UK
)2 + 2µ∫
Dε
∣∣∇UK ∣∣2 + d
dt
1∫
0
(
∂DK
∂t
)2
+ 1
εγ
d
dt
1∫
0
(
∂2DK
∂x21
)2
+ 2ν
1∫
0
(
∂3DK
∂x21∂t
)2
= −2εK+1
∫
Dε
FK · UK − 2εK+1
1∫
0
GK
∂DK
∂t
+ 2εK+4 d
dt
1∫
0
∂DK
∂t
AK
− 2εK+4
1∫
0
∂DK
∂t
∂AK
∂t
+ 2εK+4−γ
1∫
0
∂2DK
∂x21
∂2AK
∂x21
+ 2νεK+4
1∫
0
∂3DK
∂x21∂t
∂3AK
∂x21∂t
+ 2ε2K+5
1∫
0
GKAK.
Majorating each term of the right hand side of the above equality with standard techniques, we get:
(
d
dt
∫
Dε
(
UK
)2 − ∫
Dε
(
UK
)2)+ 2µ∫
Dε
∣∣∇UK ∣∣2 +
(
d
dt
1∫
0
(
∂DK
∂t
)2
−
1∫
0
(
∂DK
∂t
)2)
+ 1
εγ
(
d
dt
1∫ (
∂2DK
∂x21
)2
−
1∫ (
∂2DK
∂x21
)2)
+ ν
1∫ (
∂3DK
∂x21∂t
)2
0 0 0
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(
d
dt
1∫
0
∂DK
∂t
AK −
1∫
0
∂DK
∂t
AK
)
+ 3ε2K+8
1∫
0
A2K + 3ε2K+8
1∫
0
(
∂AK
∂t
)2
+ ε2K+8−γ
1∫
0
(
∂2AK
∂x21
)2
+ νε2K+8
1∫
0
(
∂3AK
∂x21∂t
)2
+ ε2K+2
∫
Dε
F2K + 3ε2K+2
1∫
0
G2K
+ ε2K+5
1∫
0
G2K + ε2K+5
1∫
0
A2K.
Multiplying this inequality by e−t , integrating from 0 to t and using the initial conditions, we obtain:
e−t
∫
Dε
(
UK
)2 + 2µe−T
t∫
0
∫
Dε
∣∣∇UK ∣∣2 + e−t
1∫
0
(
∂DK
∂t
)2
+ 1
εγ
e−t
1∫
0
(
∂2DK
∂x21
)2
+ νe−T
t∫
0
1∫
0
(
∂3DK
∂x21∂t
)2
 2εK+4e−t
1∫
0
∂DK
∂t
AK +O
(
εmin(2K+2,2K+8−γ )
)
.
Finally, majorating the first term of the right hand side, we get (6.4)1−5.
To obtain the last estimate, (6.4)6, we repeat the previous computations for
∫
Dε
(6.5)1 · ∂U
K
∂t
+
1∫
0
(6.5)7
(
∂2DK
∂t2
− εK+4 ∂AK
∂t
)
.
This yields: ∥∥∥∥ ∂∂t (u − u(K))
∥∥∥∥
L2(0,T ;(L2(Dε))2)
=O(εmin(K+1−γ /2,K+4−γ )). (6.6)
The desired estimate for the pressure is an obvious consequence of (6.5)1 and of (6.6), which completes the proof. 
Remark 6.2. If we analyze the error estimates (6.4) we can see that, for the velocity and for the displacement, the
asymptotic solution introduced by (5.2) represents a good approximation for the exact solution of (4.2) from K = 0,
since the case γ > 7 is not realistic from the physical point of view. The estimate for the pressure becomes good from
K > max(γ /2 − 2, γ − 5).
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