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Kurzfassung
Meine Dissertation befasst sich mit software-gesteuerter Steigerung der Energie-Effizienz
von Rechenzentren. Deren Anteil am weltweiten Gesamtstrombedarf wurde auf 1-2% ge-
schätzt, mit stark steigender Tendenz. Server verursachen oft innerhalb von 3 Jahren Strom-
kosten, die die Anschaffungskosten übersteigen. Die Steigerung der Effizienz aller Kompo-
nenten eines Rechenzentrums ist daher von hoher ökonomischer und ökologischer Bedeu-
tung. Meine Dissertation befasst sich speziell mit dem effizienten Betrieb der Server. Ein
Großteil wird sehr ineffizient genutzt, Auslastungsbereiche von 10-20% sind der Normal-
fall, bei gleichzeitig hohem Strombedarf. In den letzten Jahren wurde im Bereich der Green
Data Centers bereits Erhebliches an Forschung geleistet, etwa bei Kühltechniken. Viele
Fragestellungen sind jedoch derzeit nur unzureichend oder gar nicht gelöst. Dazu zählt, in-
wiefern eine virtualisierte und heterogene Server-Infrastruktur möglichst stromsparend be-
trieben werden kann, ohne dass Dienstqualität und damit Umsatzziele Schaden nehmen. Ein
Großteil der bestehenden Arbeiten beschäftigt sich mit homogenen Cluster-Infrastrukturen,
deren Rahmenbedingungen nicht annähernd mit Business-Infrastrukturen vergleichbar sind.
Hier dürfen verringerte Stromkosten im Allgemeinen nicht durch Umsatzeinbußen zunichte
gemacht werden. Insbesondere ist ein automatischer Trade-Off zwischen mehreren Kosten-
faktoren, von denen einer der Energiebedarf ist, nur unzureichend erforscht.
In meiner Arbeit werden mathematische Modelle und Algorithmen zur Steigerung der
Energie-Effizienz von Rechenzentren erforscht und bewertet. Es soll immer nur so viel an
stromverbrauchender Hardware online sein, wie zur Bewältigung der momentan anfallen-
den Arbeitslast notwendig ist. Bei sinkender Arbeitslast wird die Infrastruktur konsolidiert
und nicht benötigte Server abgedreht. Bei steigender Arbeitslast werden zusätzliche Server
aufgedreht, und die Infrastruktur skaliert. Idealerweise geschieht dies vorausschauend an-
hand von Prognosen zur Arbeitslastentwicklung. Die Arbeitslast, gekapselt in VMs, wird in
beiden Fällen per Live Migration auf andere Server verschoben. Die Frage, welche VM auf
welchem Server laufen soll, sodass in Summe möglichst wenig Strom verbraucht wird und
gewisse Nebenbedingungen nicht verletzt werden (etwa SLAs), ist ein kombinatorisches
Optimierungsproblem in mehreren Variablen. Dieses muss regelmäßig neu gelöst werden,
da sich etwa der Ressourcenbedarf der VMs ändert. Weiters sind Server hinsichtlich ihrer
Ausstattung und ihres Strombedarfs nicht homogen. Aufgrund der Komplexität ist eine ex-
akte Lösung praktisch unmöglich. Eine Heuristik aus verwandten Problemklassen (vector
packing) wird angepasst, ein meta-heuristischer Ansatz aus der Natur (Genetische Algorith-
men) umformuliert. Ein einfach konfigurierbares Kostenmodell wird formuliert, um En-
ergieeinsparungen gegenüber der Dienstqualität abzuwägen. Die Lösungsansätze werden
mit Load-Balancing verglichen. Zusätzlich werden die Forecasting-Methoden SARIMA
und Holt-Winters evaluiert. Weiters werden Modelle entwickelt, die den negativen Einfluss
einer Live Migration auf die Dienstqualität voraussagen können, und Ansätze evaluiert, die
diesen Einfluss verringern. Abschließend wird untersucht, inwiefern das Protokollieren des
Energieverbrauchs Auswirkungen auf Aspekte der Security und Privacy haben kann.
i
Abstract
My thesis is about increasing the energy efficiency of data centers by using a management
software. It was estimated that world-wide data centers already consume 1-2% of the glob-
ally provided electrical energy. Furthermore, a typical server causes higher electricity costs
over a 3 year lifespan than the purchase cost. Hence, increasing the energy efficiency of all
components found in a data center is of high ecological as well as economic importance.
The focus of my thesis is to increase the efficiency of servers in a data center. The vast
majority of servers in data centers are underutilized for a significant amount of time, oper-
ating regions of 10-20% utilization are common. Still, these servers consume huge amounts
of energy. A lot of efforts have been made in the area of Green Data Centers during the
last years, e.g., regarding cooling efficiency. Nevertheless, there are still many open is-
sues, e.g., operating a virtualized, heterogeneous business infrastructure with the minimum
possible power consumption, under the constraint that Quality of Service, and in conse-
quence, revenue are not severely decreased. The majority of existing work is dealing with
homogeneous cluster infrastructures, where large assumptions can be made. Especially, an
automatic trade-off between competing cost categories, with energy costs being just one of
them, is insufficiently studied.
In my thesis, I investigate and evaluate mathematical models and algorithms in the con-
text of increasing the energy efficiency of servers in a data center. The amount of online,
power consuming resources should at all times be close to the amount of actually required
resources. If the workload intensity is decreasing, the infrastructure is consolidated by shut-
ting down servers. If the intensity is rising, the infrastructure is scaled by waking up servers.
Ideally, this happens pro-actively by making forecasts about the workload development.
Workload is encapsulated in VMs and is live migrated to other servers. The problem of
mapping VMs to physical servers in a way that minimizes power consumption, but does not
lead to severe Quality of Service violations, is a multi-objective combinatorial optimization
problem. It has to be solved frequently as the VMs’ resource demands are usually dynamic.
Further, servers are not homogeneous regarding their performance and power consumption.
Due to the computational complexity, exact solutions are practically intractable. A greedy
heuristic stemming from the problem of vector packing and a meta-heuristic genetic al-
gorithm are investigated and evaluated. A configurable cost model is created in order to
trade-off energy cost savings with QoS violations. The base for comparison is load bal-
ancing. Additionally, the forecasting methods SARIMA and Holt-Winters are evaluated.
Further, models able to predict the negative impact of live migration on QoS are developed,
and approaches to decrease this impact are investigated. Finally, an examination is carried
out regarding the possible consequences of collecting and storing energy consumption data
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1.1 Motivation and Problem Statement
A vast majority of servers in classical data centers of all scales are underutilized for a sig-
nificant amount of time. These servers operate at a very low rate of efficiency [BH07] and
consume huge amounts of energy. Since the EPA1 report to the congress on server and data
center energy efficiency [ENE07] in 2007, these topics have gained more and more public
and even official interest, visible as the Green IT trend. It is estimated by the Uptime Insti-
tute [Bri07] that beginning with 2009, a typical server causes higher electricity costs over a
three year lifespan than the purchase cost.
According to a recent report by Koomey [Koo11] about the growth in both worldwide and
US data center electricity use, in 2010, data centers have consumed approximately 1.1% to
1.5% of the globally produced electricity. In the US, the estimation of data center power
consumption is 1.7% to 2.2% of the country’s total electricity production. Interestingly,
the worldwide electricity consumption of data centers has grown about 56% from 2005 to
2010, compared to a doubling from 2000 to 2005. The most probable reasons for this slower
growth are a generally increased interest in data center energy efficiency caused by the first
reports about data center energy consumption, the slower growth and even net reduction in
the total number of installed servers due to virtualization, and the 2008 financial crisis with
its effects on worldwide economic development.
Nevertheless, it is estimated that worldwide data centers have drained an average elec-
trical power of 23.2 to 31.0 GW in 2010. To visualize this abstract number, a reduction of
a single percent could make it possible to completely shut down a typical reactor block of
the Fukushima-Daiichi nuclear power plant as it is no longer required. Even if a net reduc-
tion may not be realistically possible in the short run, every percent of growth that can be
avoided by efforts in energy efficiency is a reactor block that may not be needed to be built.
As mentioned, concerns regarding energy consumption of data centers have already led
to significant efforts in the last decade. Briefly, a data center’s energy consumption can
be divided into direct equipment (servers, storage, networking, etc.) and indirect equip-
ment (cooling, batteries, etc.) consumption. For a more detailed discussion, see Chapter 2.
The scope of this thesis is the reduction of server energy consumption, hence reducing a
1Environmental Protection Agency, USA
1
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major part of direct equipment consumption. Furthermore, decreasing direct equipment
consumption generally leads to a reduction of indirect equipment consumption, as less heat
loss requires less cooling. During the last decade, one of the most important approaches to
decrease direct equipment consumption was static server consolidation using system virtu-
alization. The general idea is to consolidate a set of idle or badly utilized servers to a smaller
set of better utilized servers. There are many different implementations of virtualization, but
in general, computing resources are virtualized to gain higher efficiency and flexibility.
When using system virtualization, virtual machines (VMs) are executed on physical
servers (physical or real machines, RMs). The VMs are independent from each other and
each VM runs its own operating system instance. A VM typically consists of one or more
virtual CPUs (vCPUs), an amount of virtual main memory, one or more virtual disk im-
ages, virtual NICs, etc. VMs are controlled by a thin layer of management software, usu-
ally called hypervisor or Virtual Machine Monitor (VMM). The hypervisor’s purpose is to
arbitrate physical resources (e.g., CPU time slices and main memory) between the VMs.
Xen [CFH+05], KVM [KKL+07b] and VMware vSphere2 are typical examples for system
virtualization products found in data centers. For a more detailed discussion, see Chapter 3.
However, business infrastructures typically have to bear workload with high variability
and strong periodic components. For a detailed discussion, refer to Chapter 4. In such a
scenario, static reservation of resources, although in a virtualized approach, is a dead end
regarding efficiency. Virtualization can not change the fact that provisioning resources for
day hours is a waste of resources during the night hours. On the contrary, provisioning
resources for night hours will typically result in catastrophic service levels and annoyed
users during the day.
The effort of my thesis is to investigate the potential energy savings of dynamic consol-
idation. Here, a management software system automatically, adaptively and dynamically
manages resource provisioning with regard to the expected workload situation and places
the workload (encapsulated in VMs) in a way that energy consumption is minimized, sub-
ject to avoiding both under- and over-provisioning. Energy efficiency is generally not worth
the effort if quality metrics (e.g., QoS, QoE) are severely decreased. Hence, the amount of
online, power consuming resources should at all times be close to the amount of actually
required resources. Ideally, the resource provisioning happens pro-actively by making fore-
casts about the workload development and by scaling the infrastructure to the near future
demand. This way, currently unrequired servers can be shut down to save energy, and the
average utilization of the remaining servers is increased to a level of efficient operation.
Here, it is important to have a target utilization in mind. Werner Vogels, CTO and Vice
President of Amazon, has mentioned [Vog08] that achieving 40% utilization is a “major
success for workloads that are not strictly CPU-bound“ [Vog08] , and achieving 50% is the
“holy grail” [Vog08] of server consolidation. Additionally, it is crucial to make high quality
forecasts, and to consider the management overhead, e.g., due to VM live migration.
2http://www.vmware.com/products/datacenter-virtualization/vsphere/




This thesis is structured into two Parts, each consisting of several Chapters.
In Part I, the background and status quo of approaches to energy efficient data centers are
summarized and the key technologies necessary for the work at hand are discussed. In Chap-
ter 2, an overview on energy consumption within data centers is given. Further, the most
important advances and open issues in energy efficiency, as well as metrics available to mea-
sure energy efficiency are discussed. In Chapter 3, the concept of system virtualization and
its relevance regarding server consolidation are briefly introduced. Especially, Section 3.5
gives an overview of different implementations of virtual machine live migration. Chap-
ter 4 describes the approach of dynamically consolidating an infrastructure to the current
or predicted workload situation. A short discussion of workload patterns commonly found
in data centers sheltering business infrastructures is given, based on real utilization traces
thankfully provided by the University of Vienna Central IT department. The underlying
multi-objective combinatorial optimization problem of mapping VMs to physical servers,
aiming at reducing power consumption, is described. Especially, the key aspects and open
issues of dynamic server consolidation for heterogeneous infrastructures are summarized
and possible effects on Quality of Service are discussed.
Part II contains presentations and results of the research efforts I have carried out dur-
ing the work on this thesis. Chapter 5 presents results for a cost model driven dynamic
consolidation approach using a meta-heuristic genetic algorithm, compared with a greedy
heuristic and load-balancing. SARIMA and Holt-Winters forecasting methods are evaluated
and compared with more frequent control loop iterations. Further, several investigations,
e.g., regarding the influence of parameters, the runtime on different hardware platforms and
the degree of parallelization are carried out. Chapter 6 presents models able to predict the
negative impact of live migration on QoS and experiments for several workload scenarios.
Chapter 7 presents both a low and a high level approach to decrease this impact. Chapter 8
presents experiments and evaluation results regarding security and privacy implications of
energy efficient infrastructures that collect and store energy consumption data of servers. Fi-
nally, Chapter 9 draws conclusions and discusses interesting options regarding future work.
3
Chapter 1 Introduction
1.3 Summary of Publications
My interest in researching energy efficient computing infrastructures was initiated by my
diploma thesis Virtual Home Environments in 2008. Research results were disseminated as
follows:
• H. Hlavacs, R. Weidlich, T. Treutner, Energy Saving in Future Home Environments,
2nd Home Networking Conference at IFIP Wireless Days, Dubai, Nov. 24-27, 2008.
• A. Berl, H. de Meer, H. Hlavacs and T. Treutner, Virtualization in Future Home Envi-
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Energy Consumption of Data
Centers
In general, power consumption of data centers can only be estimated. Data center opera-
tors are often very secretive about their power demand, energy costs and energy efficiency
achievements. Detailed information about a data center’s power demand could be used to
estimate the infrastructure size. Knowing by how much a company is expanding its in-
frastructure is an important part of estimating the growth of a company, its customer base,
revenue, etc. To gain competitive advantage, major companies invest significant efforts into
increasing energy efficiency. Thus, such knowledge was disseminated seldom in the past
and only rough estimates can be made.
According to a recent report by Koomey [Koo11] about the growth in both worldwide
and US data center electricity use, in 2010, data centers have consumed approximately
1.1% to 1.5% of the globally provided electricity. These percentages represent an energy
consumption of approximately 203.4 TWh to 271.8 TWh. In the year 2010, US data centers
have consumed 1.7% to 2.2% of the country’s total provided electricity.
As a consequence, it is estimated that worldwide data centers have drained an average
electrical power of 27 GW in 2010. To visualize this abstract number, even a small reduction
in the order of percents could make it possible to completely shut down a typical reactor
block of the Fukushima-Daiichi1 nuclear power plant as it is no longer required. Even if
a net reduction may not be realistically possible in the short run due to higher computing
demand, growth that can be avoided by efforts in energy efficiency is a reactor block that
may not be needed to be built.
Of course, data center energy consumption is not only an ecological issue, but also an
economical. With a total energy consumption of approximately 203.4 TWh to 271.8 TWh,
and a very moderate price assumption of 10 Euro Cents per kWh for bulk purchasers, the
total energy bill sums up to approximately 20 to 27 Billion Euro.
However, the price of energy is generally not fixed, but varies from location and time.
Qureshi et al. [QWB+09] have analyzed historical energy prices from [Pla09] for six dif-
ferent US regions over a time span of more than three years. As a result, the day-ahead price
1http://pris.iaea.org/PRIS/CountryStatistics/ReactorDetails.aspx?
current=377, last visited on 13.6.2012
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per MWh varies from 30 $ to 150 $, with typical prices from 50 $ to 100 $. The total energy
consumption of data centers in the US was estimated by Koomey [Koo11] to 67.1 TWh to
85.6 TWh for 2010. This results in an estimated total yearly energy bill of 3.4 to 8.6 Billion
$ for the US alone.
Furthermore, the majority of small and medium enterprises do not build and operate their
own data centers, but use co-location and rack housing services. Here, energy is mostly sold
in packages at fixed, but higher prices, e.g., 30 Euro Cents per kWh2.
2.1 Energy Consumption Structure
In order to identify potential savings, it is important to have information about how energy
consumption is structured within a data center. The first comprehensive study available
was carried out by Koomey [Koo08], and is an extension of [Koo07] , where only server
consumption was examined. It is based on shipment numbers from IDC and typical power
demands of current servers. In 2011, an update was published by Koomey [Koo11] con-
taining estimates for 2010. A compilation of these estimates is shown in Table 2.1.
Category Component 2000 2005 2010
Direct Consumption
Servers 41% 40% 38%
Storage 4% 5% 9%
Communications 5% 5% 6%
Indirect Consumption Infrastructure 50% 50% 47%
Totals Total [TWh] 70.8 152.5 237.65% of World Production 0.5% 1% 1.3%
Table 2.1: Estimated worldwide energy consumption of data centers , compiled from
[Koo08] and [Koo11] .
In Table 2.1, estimates for the worldwide energy consumption of data centers and the
inner structure of data center energy consumption are shown. Within ten years, the total
energy consumed by data centers has more than tripled. Interestingly, the worldwide elec-
tricity consumption of data centers has grown about 56% from 2005 to 2010, compared to
a doubling from 2000 to 2005 [Koo11] . The most probable reasons for this slower growth
are a generally increased interest in data center energy efficiency caused by the first reports
about data center energy consumption, the slower growth and even net reduction in the total
number of installed servers due to virtualization, and the 2008 financial crisis with its effects
on worldwide economic development.
2http://www.ipax.at/rackhousinginterxion.html, http://www.ipax.at/
rackhousingipone.html, last visited on 14.6.2012
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Typically, the energy consumption within a data center is structured into direct and indi-
rect energy consumption. Only devices directly related to the IT workload are counted as
IT equipment and are contributing to the direct energy consumption. The most important
components within this category are servers, storage and network devices. Everything else
required for running an IT infrastructure contributes to the indirect energy consumption,
e.g., cooling and ventilation, power distribution and supply units, batteries, uninterruptible
power supplies, etc. In the following, the inner structure of data center energy consumption
is briefly discussed based on Table 2.1 in the respective Sections. The aim of this thesis is to
reduce the amount of energy consumed by servers, hence other components are discussed
as far as relevant for the work at hand.
2.1.1 Servers
As visible in Table 2.1, servers have been responsible for 38% of the total worldwide data
center energy consumption in 2010. Compared to 2000, we can see a small decrease in the
relative amount. Nevertheless, the absolute amount has approximately tripled. Of course,
servers typically consist of several distinctive components, each having a different power
consumption profile. A comprehensive study regarding potential energy savings is done in
[Car11] . The general problem relevant for this thesis is that the current generation of com-
puters is consuming a significant amount of power even when being idle. Ideally, computers
should be “energy proportional”[BH07] , a concept discussed in Section 2.2.1.
Name Idle Consumption Peak Consumption
Dell PowerEdge 1850 230 W 250 W
Dell PowerEdge 1950 250 W 340 W
Sun Fire V60x 190 W 205 W
Sun Fire X2100 190 W 205 W
Sun Fire X2200 200 W 220 W
HP Compaq DL360 160 W 180 W
HP Integrity rx2600 190 W 340 W
Table 2.2: Idle and Peak Power Consumption of typical legacy servers, compiled from
[DHKC09] .
In Table 2.2, idle and peak power consumption of several typical legacy servers as plotted
in [DHKC09] is shown. These servers are mostly powered by single or dual core processors,
and are therefore nowadays to be considered as legacy systems. We can clearly see that the
gap between a servers idle and peak power consumption is generally very small. The only
exception, the HP Integrity rx2600, is an Itanium driven server.
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Since 2008, more data about server power consumption profiles is available due to the
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Figure 2.1: Idle vs. peak power consumption of single server systems participating in the
SPECpower_ssj2008 benchmark.
Figure 2.1 shows the correlation between idle and peak power consumption of single
server systems participating4 in the SPECpower_ssj2008 benchmark. We can clearly see
technical progress compared to Table 2.2. E.g., there are servers that have an idle consump-
tion of 200 W, and a peak consumption of 600 W. However, the majority of servers still
consumes 50 W to 200 W when being idle. The reason for this is that most components of a
server consume lots of power although they are not utilized.
The most important exception here is the CPU. Fan et al. [FWB07] have studied the dy-
namic power range of CPUs, with the result that there is a strong linear correlation between
CPU utilization and its power consumption. This allows to use Equation 2.1 as a good
approximation for calculating the power consumption of a system depending on the CPU
utilization. The term Ppeak−Pidle is commonly denoted as dynamic range, as its impact is
depending on the varying utilization.
PCPU = P(UCPU) = Pidle +(Ppeak−Pidle) ·UCPU (2.1)
3http://www.spec.org/power_ssj2008/, last visited on 14.6.2012
4http://www.spec.org/cgi-bin/osgresults?conf=power_ssj2008;op=dump;
format=csvdump, last visited on 14.6.2012
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Technically, the power consumption of a CPU is the sum of dynamic and static power
[KAB+03], and typically denoted by the approximation
PCPU = ACV 2 f +V Ileak (2.2)
where A is the fraction of gates actively switching, C the capacitance of all gates, V the
operating voltage, f the CPU frequency and Ileak leakage current. V 2 is contributing heavily
to the consumption, which explains DVFS (Dynamic Voltage and Frequency Scaling) efforts
to save power. There are technical constraints regarding the achievable frequencies given
a specific voltage. Hence, the frequency must be scaled down in coordination with the
voltage.
Modern CPUs offer a multitude of low power and sleep states, as discussed in [Car11] .
This way, Pidle can be minimized to a point where an idle CPU is consuming only very little
power [CAB+07] . Technologies like Intel SpeedStep and AMD PowerNow were originally
developed for mobile devices like laptops. Here, power consumption was always critical as
it reduces battery runtime and increases heat emission. Over the years, these mechanisms
have been adopted for desktop and server computers too, with regular extensions, improve-
ments and refinements of available power saving states. However, Pierson and Casanova
have shown [PC11] that, regarding an optimal job placement in a Grid scenario, a large
number of power states is exploitable only for smaller infrastructures. For bigger infrastruc-
tures, only one intermediate level between on and off is required.
2.1.2 Storage
Storage devices have consumed 9% of the total worldwide electricity used in data centers
in 2010. This portion is more than a doubling compared to 2000, as visible in Table 2.1.
In absolute numbers, there is a factor of 6 between the year 2000 and 2010. The most
probable reason is the boom of data intensive services, e.g., internet search, online bidding
platforms, social networking sites or multimedia streaming. Additionally, Cloud services
storing private customer data are becoming very popular since the last years.
In virtualized data center infrastructures, storage devices are typically used to shelter
virtual machine disk images. When using virtual machine live migration, it is inevitable
to host the disk images on a SAN or NAS, reachable from both servers involved in the
live migration. Although disk drives indeed offer power saving mechanisms, their power
consumption depends on the workload [MPL09], and there are efforts regarding energy-
proportional storage systems [VKUR10] the situation in data centers is generally a different
one. Here, the disk drives are just one of several components comprising a storage device.
Further, there are higher demands regarding availability, so several disk will be used in
RAID mode, and have to be synchronized frequently. Thus, disks in a data center will
only seldom be able to go into a low power mode. In the probable case of multiple storage
devices synchronized over a storage area network, such opportunities to save power will be
even rarer. Hence, data center operators currently have to rely on disk drives that consume
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less energy even when highly utilized.
Solid state drives (SSDs) are the outcome of recent advances in flash memory technology,
and offer significantly lower power consumption. However, their price per storage capacity
is still many times higher than for common disk drives.
2.1.3 Communication
Communication devices, most importantly switches, routers and hardware firewalls, have
consumed 6% of the total worldwide electricity used in data centers in 2010. Compared to
2000, this is only a small increase in the relative amount as visible in Table 2.1. In absolute
numbers, the consumption of communication devices has tripled from 2000 to 2010. It was
measured in [HDP09] that these devices have a highly static power consumption profile,
with only marginal influence of the workload intensity. This allows the approximation of a
static power consumption. Ananthanarayanan and Katz [AK08] have proposed to decrease
the power consumption of switches by dynamically shutting down ports, with a guaranteed
and bounded latency.
2.2 Methodology and Benchmarks
2.2.1 Energy Proportionality
Barroso and Hölzle [BH07] have presented real utilization data from over 5000 Google
servers during half a year. The astonishing result shown in Figure 2.2 is that, despite Google
being an industry leader in energy efficient data center design and operation as mentioned in
Section 2.2.2, the typical operating region is between 15% and 55% utilization. Compared
to infrastructure operators that do not care too much about energy efficiency, with resulting
utilizations of 10% or less, this may seem as a high level of efficiency. However, there is
still a high amount of energy wasted.
The reason is that computers are currently not "energy-proportional" [BH07], meaning
their energy consumption is not strongly correlated with their utilization for all utilization
levels. Instead, typical computers consume half their peak consumption when they are idle
and do no work, so the dynamic range Ppeak−Pidle of the overall system is limited to ap-
proximately 50%. The high idle consumption is a consequence of power saving technolo-
gies that primarily aim at the CPU, e.g., DVFS and clock gating. Other components like
motherboard, memory modules, extension cards etc. have been mostly ignored in the past
and therefore have a very narrow dynamic consumption range, or even no significant at all.
Barroso and Hölzle [BH07] take a simple but still useful approach in defining energy
efficiency. They divide the utilization by its corresponding power consumption as in Equa-
tion 2.3.





2.2 Methodology and Benchmarks
Figure 2.2: Google server utilization as in [BH07]. The typical operating region is between
15% and 55% utilization.
It is clearly visible in Figure 2.3 that current computers with their high and static idle con-
sumption achieve only low efficiency when considering their typical levels of utilization.
The long-term approach to achieve higher efficiency is easy to describe, but much harder
and tedious to realize. All components of computers must be designed energy-proportional,
with wide dynamic power ranges and a strong correlation between utilization and power
consumption. This would provide high rates of energy efficiency in typical operating re-
gions, as visible in Figure 2.4. To achieve this, a shift of focus is necessary from the CPU,
where highly sophisticated power saving mechanism have been developed in the last years,
to all other computer components. Until such a new generation of hardware is available,
other approaches must be investigated. An obvious way to cope with imperfect hardware is
to create software systems that offer remedy.
This thesis aims at achieving higher efficiency on current hardware by shifting the typical
operating region to the maximum possible. Of course, this must be done under consideration
of constraints, most importantly, quality of service. Shifting the operating region to 40% to
60% as shown in Figure 2.5 would result in significantly higher energy efficiency.
2.2.2 Power Usage Effectiveness
As mentioned above, data center energy consumption is not only caused by direct IT equip-
ment such as servers, but also by infrastructure components like cooling. An early metric
to compare data centers with regard to their energy efficiency was introduced by the Green
Grid consortium [Gri07], denoted as Power Usage Effectiveness (PUE) and defined as
15



































































Figure 2.4: A hypothetical, more energy-proportional server as in [BH07].
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Only devices directly related to the IT workload are counted as IT equipment, e.g., servers,
storage and switches. Everything else required for running an IT infrastructure contributes
to the total facility power, e.g., cooling, power distribution, battery, UPS, etc. Hence, the
PUE value gives the ratio between direct computing device consumption and the raw data
center consumption including all overheads. E.g., if the PUE of a particular data center is
2.5, and a new server demands 400 W, the data center power consumption will be increased
by 1000 W including overheads, here 600 W.
Of course, realistic values for the PUE are of high importance here. According to a
report by Greenberg et al. [GMT+06] which investigates 22 data centers and even predates
the formalization of the PUE, the ratio between total data center consumption and server
power consumption was empirically found to range from 1.33 to 3. In 2007, the EPA report
[ENE07] estimated an average PUE of 2.0 for the period 2000 to 2006. This estimation is
consistent with Table 2.1, where direct and indirect consumption amounts are approximately
equal, yielding a PUE of 2. The EPA has also described different future scenarios, ranging
from a PUE of 1.9 for a "current trends" scenario to 1.2 for a "state-of-the-art" scenario.
Since then, Google has officially announced PUE values for their data centers that are
even lower than the most optimistic scenario examined by the EPA. On average, Google
achieves a PUE of 1.16, with a particular data center achieving a PUE of 1.09, extremely
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close5 to the ideal PUE value of 1. Of course, considerable amounts of both knowledge
and resources are required to gain such high level of power usage effectiveness. However,
as there is a big interest regarding knowledge and best-practices by data center operators,
energy costs are expected to rise further, and some of the best-practices like hot/cold-isles
can be implemented quite easily, we can fairly assume the average PUE to be less than 2.0
in the future.
Nevertheless, methods for decreasing direct IT equipment power consumption are not
generally suitable for the masses yet. The vast mass of data center operators have to pur-
chase off-the-shelf servers and need to rely on intelligent and energy saving hardware design
to be provided by the manufacturer. It is not realistic to generalize the possibilities compa-
nies like Google indeed have, e.g., deploying servers with specifically designed mainboards
and circuitry usable without the typical power supply unit and sheltering an onboard battery
instead of a rack-UPS to minimize transformation losses. On the other hand, e.g., rearrang-
ing servers to implement hot/cold-isles reducing cooling power consumption and therefore
overhead indirect consumption is a realistic short-term possibility.
It is of high importance to realize the PUE metric only addresses the relation between
direct equipment power consumption and indirect overhead power consumption of data
centers, aiming at minimizing the indirect overhead power consumption. It does not address
several aspects important in the context of this thesis. Most importantly, the PUE metric
gives no information about the amount of energy required per workload unit handled by
the data center and the level of proportionality between workload intensity and computing
equipment power consumption. The aim of this work is to increase this proportionality,
hence decreasing direct equipment power consumption when it is possible due to the current
level of utilization.
As a consequence, the PUE metric is relevant in the context of this work to estimate
additional, indirect energy savings. For every kWh of direct equipment energy consump-
tion saved due to the effort of the work at hand, an additional kWh of indirect overhead
consumption can be saved, assuming a PUE of 2.0 for an average data center.
2.2.3 SPECpower_ssj2008
As described in Section 2.2.1, current computing hardware lacks energy proportionality,
meaning that a completely idle computer still consumes approximately 50% of its peak
consumption. In combination with the observation that most servers are badly utilized most
of the time, this explains in a nutshell why there is a big potential of decreasing direct
equipment power consumption of data centers.
An important benchmark addressing the level of proportionality is SPECpower_ssj20086,
benchmarking a server with a Java workload at load levels from 100% to 0% in steps of
5http://www.google.com/about/datacenters/inside/efficiency/power-usage.
html, last visited on 3.9.2012
6http://www.spec.org/power_ssj2008/, last visited on 31.8.2012
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10%, relative to the server’s maximum transaction throughput found in a calibration phase
[GKL08]. For each load graduation i, the corresponding throughput ss j_opsi and average






giving the overall ratio of throughput per power.
Ranganathan et al. [RRM09] discuss several further energy-efficiency metrics, but
SPECpower_ssj2008 currently addresses energy proportionality best and a lot of results
are available. However, it is focusing strictly on throughput, with other metrics highly im-
portant to users like average response times being out of consideration. Additionally, it
primarily aims at benchmarking a single system under test (SUT), although benchmarking
a set of identical systems is within the test’s specification. Clearly, evaluating a set of het-
erogeneous servers with regard to their energy efficiency in consideration of QoS-metrics is
































Figure 2.6: System power consumption, relative to peak, depending on the CPU utilization
for almost 300 systems participating in SPECpower_ssj2008.
However, SPECpower_ssj2008 is an interesting data source to determine the power sig-
nature of real and common servers. Figure 2.6 shows the power consumption of the whole
server, relative to its peak power consumption, depending on the CPU utilization, for all
available single SUT, currently almost 300. We can see both convex and concave deviation
from a perfectly linear rise. Furthermore, at lot of systems show a drastically bigger slope
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from 0% to 10% utilization than for the rest. A plausible explanation for this is that most
newer CPUs offer enhanced deep sleep states to aggressively save power when the CPU is
completely idle. We can also see that residuals of 10% to 20% regarding the power con-
sumption can easily occur if a server’s power consumption is just measured at 0% and 100%
utilization and interpolated. However, as a lot of common off-the-shelf servers are already
available in the SPECpower_ssj2008 database, new measurements for software systems re-
quiring power consumption models may be unnecessary.
2.3 Green Data Centers
During the last years, building and operating data centers in a green way, meaning energy
efficient as well as ecologically sustainable [CMR+10] , attracted a lot of attention. These
requirement are in addition to the obvious necessity that a data center is economically effi-
cient. In the sections above, a description of energy consumption characteristics of comput-
ing equipment found in a data center, resulting inefficiencies and potential solutions within
the focus of this thesis were given. To give a broader view, problems, challenges and the
current state of research regarding green data centers are briefly discussed in the following.
Ensuring a data center’s economic efficiency is a challenging task. Fan et al. [FWB07]
study power consumption at the data center level and describe some of the challenges
involved regarding power provisioning. It is hard to neither under-provision nor over-
provision a data center’s power infrastructure, as the actual power consumption of a whole
data center depends on a multitude of factors, and is additionally varying. The task is to
fully use the data center’s power budget in order to amortize the non-recurring facility costs.
Fan et al. [FWB07] have found that the difference between the theoretical peak power us-
age and the actual usage can be up to 40%, giving much room for adding more computing
equipment within the already existing power budget.
However, designing power provisioning is only one of several tasks when building a data
center. A cost model for planning, developing and operating a data center was presented by
Chandrakant et al. [PS05], addressing costs for space, power, cooling and operation. Here,
the increasing thermal power density is an important challenge, as it makes cooling more
expensive and the occurrence of hot-spots more probable. Chen et al. [Kek06a, Kek06b,
Kek06c] have provided a comprehensive study about the feasibility of locally controlling
temperature in a data center. Moore et al. [MCRS05, MCR06] have proposed temperature-
aware workload scheduling. Raghavendra et al. [RRT+08] have presented a coordinated
approach of managing power delivery, electricity consumption and heat dissipation.
As mentioned in Section 2.1, a significant amount of energy is spent in data centers for
cooling purposes. Typically, air conditioning and ventilation are used to provide cool air
and to transport the heat dissipated by computing equipment to the data center’s environ-
ment. In general, the bigger the difference between the environment’s air temperature and
the data center’s target temperature is, the bigger is the amount of energy required. Due to
physical reasons, air is a rather inefficient medium for such purposes. Due to its high ther-
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mal capacity, water is a much more efficient and suitable substance. However, the technical
challenges involved in using water for cooling purposes are drastically higher. A complex
piping system has to be built, reaching from all high priority heat dissipating components
of all kinds of computing equipment to recuperators. Further, ordinary water conducts elec-
tricity and would cause a catastrophe in case of a pipe leak. Finally, providing cool water
requires lots of energy, and finding a use case for water that was warmed about only a few
degrees is difficult. In this context, Sharma et al. [SSB+08] have studied the water demand
of data center cooled with water, and have proposed a trade-off between water efficiency
and energy efficiency.
SuperMUC7 is Europe’s fastest super-computer, ranking number four world wide. It
recently went online and presents a novel solution to the problem. Counterintuitively, warm
inlet water of approximately 40 degrees Celsius is used instead common 16 degrees Celsius.
To provide water with 40 degrees, simple cooling techniques can be used as temperatures
above 35 degrees are very rare in Germany. As a consequence, the outlet water is quite
hot with up to 70 degrees Celsius, and can be used, e.g., for heating purposes. CPUs are
safely operable at up to 85 degrees Celsius, thus overheating is not an issue. This cooling
system, named Aquasar and built by ETH Zurich and IBM, is said8 to reduce the energy
consumption by 40%, and CO2 emissions by up to 85%.
Concurrently, an approach becoming more popular is to build data centers where its en-
vironment can be exploited for cooling purposes. Ideally, the data center’s energy demand
is provided by renewable sources. E.g., the Green Mountain Data Centre9 near Stavanger,
Norway, is placed in a fjord, where vast amounts of cold water are available throughout
the year. Facebook is currently building10 a data center in Lulea, Sweden. Lulea is about
100 km south of the polar circle, offers a cool and dry climate for easy cooling by air, plen-
tiful renewable hydroelectric energy, and excellent network connectivity with five carriers.
Google has built11 a data center in Hamina, Finland, where it also uses cool seawater for
cooling. Currently, Google is building12 a second data center in Hamina. A location often
discussed as perfect for green data centers is Iceland. It offers cold air and water, renewable
energy from hydroelectric and geothermal sources, and high quality infrastructure. How-
ever, latency issues13 make it unlikely that Iceland will become a top location for green data
centers. Being in the midst of Europe and North America, there is no customer base nearby.




computer/index, last visited on 10.8.2012
9http://www.greenmountain.no, last visited on 10.8.2012




last visited on 10.8.2012
13http://goo.gl/g3LF8, last visited on 10.8.2012
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There are also increasing efforts to disseminate knowledge about how to build a greener
data center. Greenberg et al. [GMT+06] have compiled best practices for cooling and power
provisioning learned from studying 22 data centers. Best practices regarding, but not limited
to, energy efficient data centers, are also discussed by Barroso and Holzle [BH09]. Da Costa
et al. [DdAG+10] have presented the GREEN-NET framework to decrease the energy con-
sumption of grid and cloud computing infrastructures. It informs users about a job’s energy
consumption, and gives them possibilities to reduce it. Concurrently, it manages the used
infrastructure to save energy by switching off nodes. Further, there are several industry plat-
forms and cooperations to reduce data center energy consumption. Facebook has founded
the Open Compute Project14, offering detailed know-how about low-cost, efficient server
and storage systems, and how to design an energy efficient data center. AMD has founded
the Green Grid15 project, which was recently joined also by Google and Intel, who were
previously active in the Climate Savers Computing project16.
14http://opencompute.org, last visited on 10.8.2012
15http://www.thegreengrid.org, last visited on 10.8.2012




Nowadays, modern data centers frequently use system virtualization. In the context of this
thesis, dynamic resource allocation and live migration are the most important advantages of-
fered by system virtualization. Dynamic resource allocation refers to the fact that a virtual
machine’s resource allocation can be changed on the fly and without service interruption.
The most interesting tuning options are less/more virtual CPUs and main memory. The
scheduling of CPU cycles is done automatically by the hypervisor or virtual machine mon-
itor, although it can often be influenced. Live migration provides the possibility to establish
a more energy efficient target distribution of virtual machines, as it can be used for dynamic
consolidation (turning off servers) and scaling (using more or faster servers). For building
more energy efficient computing infrastructures in the future, the ability to live migrate VMs
between physical servers without any perceptible service interruption is pivotal. It allows
to dynamically shift workload encapsulated in VMs between servers with regard to a cost
model, where energy costs of a computing infrastructure play an important role, next to,
e.g., response times. These two key benefits are further discussed in Section 3.4 and Sec-
tion 3.5, where several implementations of live migration and the current state of research
are presented.
3.1 Introduction
In general, virtualization is a concept for abstracting computing resources from a physical
hardware layer to a logical, virtualized layer. This abstraction layer can be realized in vari-
ous ways for different purposes. Adams and Agesen [AA06] provide a detailed discussion
of x86 virtualization. Common purposes in data center are system, network and storage
virtualization. An entity, be it a human user or a computer software, is then able to use
a resource without having knowledge about the inner workings of the resource, as visual-
ized in Figure 3.1. A modern operating system offers a multitude of abstract interfaces and
mechanisms to allow a user to concentrate on the specific task. Simple but typical examples
are virtual memory, scheduling, privilege management, network protocols and file systems.
Briefly, virtualization can be used in two different directions. On the one hand, a com-
puting resource (e.g., a server) can be separated into n isolated and independent logical
resources (e.g., database, web and mail server). This process can be described by resource
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partitioning and is depcited in Figure 3.2. In the ideal case, applications and users are com-
pletely unaware of using a virtualized resource. Further, complete isolation inhibits noticing
the existence of other virtualized resources.
On the other hand, n computing resources (e.g., servers) can be aggregated to a single,
big, logical resource (e.g., to a cluster, grid or more recently a cloud). In the ideal case,
applications and users are completely unaware of its inner details. In a cluster scenario,
users would just submit computing jobs and have no knowledge about workflows like job
placement or load balancing. This process can be denoted as resource aggregation and is









Figure 3.1: a) Without virtualization; b) With virtualization.
3.2 History
The history of virtualization is tightly coupled to the history of computing in general. A
short overview of the development is given in the following.
Beginning of the Computing Era. When the first machines similar to what is now un-
derstood as a computer came up, their computing power was very little compared to today’s
standards, but their price was astronomically high. Further, they were used inefficiently,
as programs had to be run serially, and long time gaps between these runs were common.
Scheduling was done by human operators. In a first step to increase efficiency, batch job
control systems were developed, allowing to schedule and compute tasks in a certain, de-

















Figure 3.2: Resource partitioning using virtualization.
Physical resources Logical resource
n:1 virtualization
Figure 3.3: Resource aggregation using virtualization.
slices and to assign them to a number of existing process. Further, programmers still had to
explicitly manage different memory hierarchies. To solve these problems, significant effort
was necessary in the following decades.
Virtual memory. On of the fist implementations using virtualization was memory pag-
ing. In the late 1950s, a group at the University of Manchester introduced automatic page
replacement in the Atlas system [CJ06]. It enabled programmers to allocate more memory
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than physically available by having a logical memory address space. A virtual memory sys-
tem is also required for multitasking, where processes need to be isolated from each other.
Further, the different memory hierarchies (main memory and disk space) were accessible
uniformly. Nowadays, virtual memory is state of the art and part of almost all modern
operating systems.
Virtual Machines. In the late 1960s, IBM presented the System/360 model 67 [CJ06].
It implemented a self-virtualized processor instruction set and a virtual machine operating
system, often denoted by virtual machine monitor. It was possible to run several different
operating systems on a single processor machine, with all virtual machines running isolated
and protected from each other. Further, IBM developed the timesharing technology, yielding
the wide adoption of VM/timesharing systems such as IBM VM/370.
Peak. The 1970s are clearly representing the peak in usage and popularity of virtualiza-
tion. Decreased costs and increased flexibility compared to other approaches are the most
important reasons for this. Software developed for older, less powerful legacy computers
could be run on newer, more powerful systems without significant adaption effort. Beneath
a family of compatible microcode CISC processors, virtualization was a key technology to
support legacy software. [TvS08]
Decline. In the 1980s and 1990s, low-cost mini- and personal computers with increasing
computing power and available around the corner took over. The IBM mainframe almost
disappeared, and with it, virtualization. The concept of virtualization survived in niches,
e.g. Sun’s Java Virtual Machine.
Recurrence. In the late 1990s, servers using personal computer technology rapidly be-
came both more powerful and cheaper. It soon became standard procedure to buy more
servers and add them to the infrastructure instead of hosting additional tasks or customers
within the existing server pool. The resulting inefficiency regarding management and costs
lead to the conclusion that consolidation is necessary to decrease complexity and total costs
of ownership. In the last few years, static consolidation as described in Section 4.1 was used
to solve the problem. Each virtual machines runs in its own, isolated environment. Ideally,
all kinds of problems occuring inside a virtual machine are strictly contained. Isolation
was one of the most important demands that lead to the tremendous growth of the installed
server base in the 1990s. Here, isolation was done by dedicating hardware to a specific
task, project or customer. Interestingly, modern operating systems should be able to offer a
sufficient level of isolation by process isolation and privilege management. However, even
hypervisors are currently unable to guarantee complete isolation, whether because of ex-
ploitable bugs or because of indirect measures such as timing attacks. E.g., if VM network
connectivity is achieved by virtual Ethernet bridging, cracking a single VM often leads to
the chance of sniffing traffic of other VMs on the same host.
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Status Quo. The availability of VMware [RG05] products, offering x86 virtualization
using binary translation, helped in creating a second boom of virtualization. Since then, a
multitude of both free and commercial virtualization solutions is available1. Both
AMD [AMD07] and Intel [Int07] have included support for hardware supported virtual-
ization into their instruction sets several years ago. Binary translation is thus not necessary
anymore, and virtualization can be used with small performance overhead [VMw07] . To-
day, typical servers offer multi-socket, multi-core CPUs and dozens of GiB main memory
and are thus able to host a number of tasks that previously had to be distributed over several
nodes. Without virtualization, it would be sometimes even hard to adequately utilize the
available computing power of a typical server.
3.3 Technologies and Implementations
There are several common techniques and implementations of system virtualization [AA06,
RG05, WCC+08] . Historically, the perhaps first classification of system virtualization was
done by Goldberg [Gol73] in 1973. In 1974, Popek and Goldberg [PG74] have proposed
formal requirements for virtualizable architectures. The most important technologies and
implementations for the work at hand are discussed in the following Sections.
3.3.1 Full Virtualization and Binary Translation
The perhaps most brute-force approach is to fully virtualize a computer’s hardware in order
to allow unmodified operating systems to run in a virtual machine. The guest operating
system is completely unaware of being virtualized. In the past, this approach was primarily
used for hardware emulation purposes, e.g., emulating a hardware platform to do cross-
platform software development. The unmodified operating system will invoke privileged
instructions as if it had full and exclusive hardware access. Thus, these instructions have
to be trapped and translated in a proper, integrity conserving way before execution. This
process, typically called binary translation [AKS00] , is very resource intensive, even if the
native ISA and the virtualized ISA are the same. The x86 ISA was originally not designed
for virtualizing multiple operating systems. In the x86 privilege ring model, there is only a
single privileged ring. Running multiple kernels is thus impossible without further efforts.
Hence, full virtualization was the only feasible x86 virtualization approach for a long time.
This has changed with the instruction set extensions Intel VT and AMD SVM mentioned in
Section 3.3.3.
To decrease the performance penalty, several technologies were developed. In the x86
ecosystem, binary translation was extended to adaptive binary translation [AA06] by
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structions which have to be translated, and ignores the other for the sake of performance.
Once translated instructions are cached to further decrease the performance penalty.
3.3.2 Paravirtualization
Paravirtualization requires the guest operating system to be modified, in order to cooperate
with the hypervisor to ensure integrity. This way, the amount of instructions that have to
be translated can be decreased further. However, modification of guest operating systems is
impossible for binary-only distributions like Microsoft Windows.
A typical example in the x86 ecosystem is Xen [BDF+03] . However, since the inclusion
of the generic, hypervisor agnostic paravirt_ops2 infrastructure into the mainline Linux
kernel, paravirtualization was also partly adopted by VMware, KVM, etc. With the increas-
ing availability of hardware-assisted virtualization, paravirtualizing whole guest operating
system became mostly unnecessary again and several vendors dropped their support. Nev-
ertheless, the concept of paravirtualization was found to be still useful for virtualizing I/O
devices such as network and disk controllers, e.g., the virtio platform3
3.3.3 Hardware-assisted Virtualization
Basically, binary translation and paravirtualization are workarounds for the x86 ISA, which
until recently offered no hardware support for virtualization. Today, almost every proces-
sor model manufactured by AMD and Intel has an extended instruction set allowing to do
native virtualization. Here, unmodified guest operating systems can run in a virtual ma-
chine. A comparison of the instruction set extensions AMD SVM and Intel VT is available
in [Hav05] .
AMD SVM is a concept of intercepting critical instruction in hardware, as described in
[EP07, Cha05b] . It virtualized the parts of the Memory Management Unit (MMU), espe-
cially the Shadow Page Tables (SPT), which are then called Nested Page Tables (NPT). As
a result, each virtual machine has its own virtualized page tables. It also offers a virtualized
TLB, denoted as Tagged Translation Lookaside Buffer (TTLB). The TTLB has the advan-
tage that only entries belonging to a specific VM have to be flushed at a context switch, but
not the whole buffer. Further, its speeds up lookups, similar to set-associative caches.
Intel VT [Cha05a] is basically a subset of AMD SVM, and adds a new privilege ring,
the VMX root mode. It is even more privileged than the traditional x86 Ring 0, where
a kernel runs. The hypervisor runs in the VMX root mode, and virtualized guests run
in VMX mode. To switch between virtual machines, the instructions VM entry and VM
exit are necessary.
2http://wiki.xensource.com/xenwiki/XenParavirtOps, last visited on 16.8.2012
3http://www.linux-kvm.org/page/Virtio, last visited on 16.8.2012
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3.3.4 Operating System Level Virtualization
OS level virtualization refers to the approach of splitting an existing operating system into
several isolated virtual environments. Common terms for these environments are containers,
partitions, zones or jails. Typical examples for x86 are OpenVZ and Linux VServer. Each
container has its isolated userspace, but all containers share a common kernel, as visible in
Figure 3.4. This is both the biggest advantage and disadvantage of OS level virtualization.
Sharing a kernel is very memory efficient, and OS level virtualization is a popular choice
for scenarios where a big number of VMs using the same operating system is required, e.g.,
virtual private web server hosting. Each virtualized kernel-space can be specifically config-
ured to allow a certain number of open file handles, network connections, active processes
or amount of memory usage. Further, starting a kernel for each VM is unnecessary, so a














Figure 3.4: Operating System Level Virtualization.
However, sharing a common kernel can also be a big drawback, depending on the sce-
nario. With OS level virtualization, it is impossible to run different operating systems in
different virtual machines.
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3.3.5 Hypervisor Based Virtualization
Using a hypervisor or virtual machine monitor is perhaps the most sophisticated approach to
virtualization and typically found in data centers. It is also similar to the classical approach
introduced by IBM. Goldberg [Gol73] distinguishes between type 1 and type 2 hypervisors.
Type 1 hypervisors run exclusively on the bare metal hardware, as shown in Figure 3.5.
Type 2 hypervisors run on an operating system, which runs natively on the hardware. Type
2 hypervisors is often referred to as hosted virtualization.
Examples for the former are Xen, VMware ESX, Hyper-V, etc. Examples for the latter
are VMware Workstation and VirtualBox. Regarding the classification of KVM, there are
different opinions4. It is argued by KVM developers that the KVM kernel module turns the
Linux kernel into a type 1 hypervisor. A brief visualization of its architecture is shown in
Figure 3.6.
Type 1 hypervisors such as Xen often have a very small footprint. E.g., Xen is imple-
mented within less than 50000 lines of code [Xen06]. On top of this, several guest operating
systems can be run, each in its own virtual machine. Nowadays, guest operating systems
can be run unmodified with most hypervisors, if CPU hardware support is provided.
3.4 Key Benefits
The common advantages and disadvantages of virtualization have been discussed suffi-
ciently in the past, e.g., [SML10, Tre08]. Generally, isolation, encapsulation, flexibility,
efficiency, availability and scalability are quoted as advantages. There are many examples
where virtualization indeed makes it easier to fulfill such demands, as it adds a layer of
abstraction to the physical layer and thus creates a logical view onto resources. On sec-
ound thought, such an abstraction layer also adds complexity, making certain aspects of
management harder in a virtualized scenario. A simple example is that when a virtualized
infrastructure uses dynamic consolidation (migrating virtual machines and powering down
unrequired physical servers) traditional monitoring software, e.g. Nagios, must be adapted
and informed to not give an alarm in such cases. Hence, the involved overhead and the
added layer of complexity are usually pointed out as disadvantages. In the following, the
two key benefits offered by virtualization regarding this thesis are briefly discussed.
3.4.1 Dynamic Resource Allocation
A virtual machine’s resource allocation can be changed on the fly and without service inter-
ruption. The most interesting tuning options are less/more virtual CPUs and main memory.
The only constraint is that allocations can not go beyond the configured maximum allocation
4http://virtualizationreview.com/blogs/mental-ward/2009/02/






































Figure 3.6: The KVM hypervisor architecture.
31
Chapter 3 System Virtualization
the VM was booted with, as the guest operating system needs to initialize the corresponding
internal data structures at startup.
E.g., a VM can get more main memory when required and physically available. When the
additional memory is no longer required, the VM can be shrunk to its original size again. It
is important to note that in general such a process has to be triggered manually. In contrast,
CPU time slice assignment is automatically done by the hypervisor. When a vCPU requests
its execution, the hypervisor follows a scheduling policy and decides how to react. A vCPU
can be executed only by a single real CPU at a given time, so it can not consume more
time slices than a single real CPU can provide. This is important, as a VM needs to have
at least n vCPUs to be able to consume the computing power of n real CPUs. Although the
assignment of CPU time slices is done automatically, the number of vCPUs of a given VM
is not adjusted automatically but is subject to manual interaction.
Statically over-provisioning vCPUs is generally not beneficial, as both the VM’s and
the hypervisor’s CPU scheduler would act in an uncoordinated way. The guest operating
system could try to balance its workload amongst its vCPUs even in low workload scenarios,
resulting in an unnecessarily high amount of context switches.
3.4.2 Live Migration
A virtual machine’s place of execution (host) can be changed dynamically and, allegedly,
without significant service interruption. It provides the possibility to establish an energy
efficient target distribution of virtual machines, as it can be used for dynamic consolida-
tion (turning off servers) and scaling (using more or faster servers). There are several ap-
proaches [LJL+09, HDG09, CFH+05] in realizing live migration, although the iterative
pre-copy approach [CFH+05] is the only one publicly implemented and available for ex-
perimental studies. Interestingly, even modern data centers which already use system virtu-
alization often do not fully profit from the key benefits described above. Common reasons
for data centers not utilizing dynamic resource allocation and live migration are fears con-
cerning the quality of feasibility and possible side effects, the yet unclear potential of saving
energy and money and a manifold lack of high quality automation in typical virtualization
solutions.
3.5 Implementations of Virtual Machine Live
Migration
Live migration of virtual machines can be seen as a technological successor to process
migration [MDP+00, Dou89, DO91, Zay87, Smi88] in non-virtualized environments, e.g.,
OpenMOSIX5. Interestingly, process migration never became widely adopted due to several
reasons, economical as well as technical. Most of them are caused by the fact that programs
5http://sourceforge.net/projects/openmosix/, last visited at 5.6.2012
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needed to be changed to be migratable. With modern CPUs having hardware support for
virtualizing operating systems, these do not need to be changed, let alone user space pro-
grams running inside a VM. Furthermore, virtualization is already widely adopted in current
data centers as mentioned above.
Live migration of virtual machines is an important mechanism offered by typical virtual-
ization layers. It allows to change the place of execution (host, server, hypervisor, etc.) of
a running virtual machine. Ideally, this process is transparent to the guest operating system
and its applications. In the past, it was primarily used for availability purposes. If a phys-
ical server requires maintenance, its virtual machines can be migrated to another physical
machine without service interruption.
Within the scope of this thesis, live migration is a key mechanism to rearrange workload
encapsulated in virtual machines. It provides the possibility to establish a more energy ef-
ficient target distribution of virtual machines, as it can be used for dynamic consolidation
(turning off servers) and scaling (using more or faster servers). Of course, it can also be used
for load balancing purposes. Therefore, the ability to live migrate virtual machines between
physical servers without any perceptible service interruption is pivotal for building more
energy efficient computing infrastructures in the future. It enables us to dynamically shift
workload between servers with regard to a cost model, where energy costs of a computing
infrastructure play an important role (next to, e.g., response times). This way, the currently
lacking energy proportionality of servers mentioned in Section 2.2.1 can be solved by dy-
namically consolidating to fewer servers in times of lower workload intensity. Based on the
actual resource demand, it is easily possible to dynamically change the workload distribu-
tion among servers.
3.5.1 Non-Live Stop-and-Copy Migration
Before discussing the iterative pre-copy live migration implementation in the following Sec-
tion 3.5.2, it is instructive to briefly describe non-live migration. Often, this approach is de-
noted as stop-and-copy migration, corresponding to the two most important process phases.
Here, an administrator or management system triggers the migration of a virtual machine.
Then, the VM is paused, meaning its virtual CPUs are deactivated. Hence, the VM can
not change its state. Following this, the virtual machine’s state is copied to the destination
server. The virtual machine’s state is comprised of several parts, e.g., its main memory, vir-
tual CPU state (registers, etc.), the states of virtual devices as NICs, etc. When the transfer
was successfully carried out, the VM is unpaused at the target. Typically, ARP announce
packets will be sent to inform the virtual network bridge of its new member.
Clearly, the VM is completely unresponsive during the migration, and all the services it
is offering are unavailable. Moreover, any network connections established will be most
likely lost due to time-outs. To draw an example, transferring the comparably small amount
of 1 GiB of main memory over Gbit-Ethernet will approximately take 10 s. If no central
storage system sheltering the virtual machine’s disk images is used, then these have to be
transferred too, drastically increasing the downtime.
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3.5.2 Iterative Pre-Copy Live Migration
The iterative pre-copy live migration implementation was the first one available and is nowa-
days the most common. In contrast to the non-live stop-and-copy implementation, the vir-
tual machine’s state is copied to the destination before it is stopped, hence pre-copy. The
idea is to significantly decrease the downtime by transferring as much as possible to the des-
tination before actually switching the place of execution. The use of a central storage system
sheltering the virtual disk images and reachable by both servers involved is indispensable
for any implementation of live migration.
Iterative pre-copy live migration was first described by Clark et al. [CFH+05] for the Xen
hypervisor. Xen’s live migration algorithm works iteratively and is an important building
block for many other hypervisor’s live migration mechanisms. Roughly, it has three phases:
First, a full copy of the VM’s memory pages is transferred from the source to the destination
server. Then, only the pages which have changed during the last transfer (denoted as dirty
pages) are copied again. This is done iteratively until the amount of dirty pages is reasonably
small to finish the live migration: The VM is paused at the source host, the remaining dirty
pages and the vCPU state are transferred, and finally the VM is unpaused at the destination
host. As the CPU cache contents are not transferred, a new cache warmup is necessary.
Clearly, the VM is running during all except the final phase of the live migration, thus
the VM is unresponsive only during the final iteration. Ideally, the final iteration is feasible
quickly enough for network connections most probably staying alive. As memory pages
can get dirty again, the crucial assumption here is that the amount of dirty pages quickly
converges to a minimum, and service interruptions are imperceptible. If this assumption of
convergence does not hold, the live migration may run indefinitely. A clear case of lacking
convergence is when the page dirtying rate is exceeding the page transfer rate. Another
problematic situation occurs if the page dirtying rate is getting close to the transfer rate,
although not necessarily exceeding it. Then, the migration process will converge only very
slowly, causing severe service degradation due to the lengthy and resource intensive migra-
tion process. As a consequence, stop conditions are necessary to ensure that the process
does finish eventually. In Xen, three stop conditions [ASR+10] are defined:
1. Less than fifty pages were dirtied during the last iteration, meaning that the final it-
eration, during which the VM has to be offline, can be carried out within short time.
Here, the process has converged, and the threshold of fifty dirty pages is just repre-
senting the fact that achieving zero dirty pages while a VM runs is unrealistic even
for idle VMs.
2. 29 pre-copy iterations have been carried out, meaning that the complete address space
was scanned 29 times for dirty pages, but condition 1 is still not achieved. The process
does obviously not converge, and the 30th iteration is forced to be the final one.
3. More than three times the amount of memory the VM has allocated was transferred
over the network, but condition 1 is still not achieved. E.g., if a VM has 1 GiB of
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RAM allocated, then Xenwill force the final iteration if more than 3 GiB were already
transferred.
KVM’s implementation [KKL+07a] of live migration is similar, but there is an important
difference: Dirty memory pages are iteratively transferred over network until the remain-
ing amount can be transferred within a predefined (but adjustable) time limit. In contrast
to [KKL+07a], where two stop conditions are described, the actual current implementa-
tion has no stop conditions at all. If the rate of dirtying pages is too high and/or the time
limit is too low, the migration process would literally take forever and the administrator or
a management application has to increase the time limit or cancel the process. Compared to
Xen, which indeed considers the case of insufficient convergence, this is a rather subopti-
mal implementation. An external entity needs to track the process, but with less information
available than within the hypervisor itself.
3.5.3 Post-Copy Live Migration
Hines et al. [HDG09, HG09] have implemented and presented a different approach: In con-
trast to Xen’s pre-copy algorithm, where the virtual machine memory is fully copied from
the source to the destination host, they discuss a post-copy algorithm, where the CPU state
is transferred to the destination and the VM is started immediately. Their algorithm then
actively pushes the VM’s memory pages to the destination host and concurrently transfers
those pages faulted at the destination but not pushed yet. Their implementation requires the
introduction of a new kind of page fault.
As the VM is almost immediately executed at the destination host, they avoid duplicate
page transmissions, which increases total migration time but decreases downtime. They
have studied the amount of page faults, which cause an on-demand page transfer over the
network. The achieved downtime is much higher compared to pre-copy, allegedly because
of their page fault detection implementation. However, there is no extensive study on how
this influences service performance. As network latency is typically multiple orders of
magnitude greater than (local) memory latency, performance during live migration could
suffer severely for some workload types.
Hirofuchi et al. [HNIS11] have implemented post-copy live migration for KVM and have
shown its potential, especially regarding energy efficiency. During the phases of intense
research activity for this thesis, the source code was marked obsolete and not to be used in
any way. Since recently, their current implementation is publicly available on the project
page6. Post-copy live migration is a most interesting option to extend the experiments.
However, for my thesis, their efforts were not available with sufficient quality to be able to
conduct experiments. For the experiments carried out and evaluated within this thesis, using
iterative pre-copy live migration was the only possible option.
6http://grivon.apgrid.org/quick-kvm-migration, last visited on 17.8.2012
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3.5.4 Live Migration over Wide Area Networks
Studies investigating the impact of transferring memory pages over network on demand be-
come even more important when considering the increasing effort put into researching live
migration over WAN. Here, latencies are significantly higher compared to local networks.
Another critical challenge is to ensure that network clients keep connected to the VM after it
was migrated to the target location. Hence, some kind of network virtualization is addition-
ally necessary. Currently common implementations of live migration require both servers
involved to be within the same network broadcast domain, where an ARP announce packet
is sufficient to inform clients about the virtual machine’s new location. Here, the VM is
migrated between to distinctive networks. As live migrating virtual machines between data
centers to increase their energy efficiency is beyond the scope of this work, only a brief
overview of the current research is given in the following.
Wood et al. [WRSV11] have interconnected multiple Cloud Computing platforms located
at data centers in Texas and Illinois by VPNs. They have optimized live migration for net-
work links with low bandwidth and high latency to decrease the time required of a migration.
Travostino et al. [TDG+06] have migrated VMs across long distances between data centers.
They have carried out a live migration from Amsterdam to San Diego with a downtime of
just 2 s, using a logical fiber end-to-end link as network virtualization to ensure client con-
nectivity. Harney et al. [HGM+07] have used mobile IPv6 to ensure connectivity, yielding
a minimum downtime of 2.5 s. With increasing IPv6 availability, this approach is espe-
cially interesting. Hirofuchi et al. [HNO+09] have specialized on live storage migration, a
particular challenge when migrating VMs across wide area networks.
Further, there are also increasing efforts in live migration of databases [DNAA] and stor-
age [ZNS11, RSV07] for Cloud services.
3.5.5 Full System Trace and Replay
Liu et al. [LJL+09] have presented a completely different approach. They have implemented
and evaluated live migration based on a full system trace and replay. First, a checkpoint of
the VM is saved and transferred to the destination. During the creation of a checkpoint,
the VM must be paused. Subsequently, the virtual machine’s execution is traced on the
source host and synchronized to target host. Thus, an execution log is transferred instead
of dirty memory pages. Similar to the transfer of dirty pages, here, the log replay rate must
be greater than the log grow rate for the process to converge. The authors mention a typical
log grow rate of approximately 1 MiB/s and claim significantly decreased migration time,
downtime, and data transfer involved. A log replay with a rate greater than 1 MiB/s is easily
realizable even over today’s wide area networks.
However, there is a severe constraint. The authors mention that it is very difficult to mi-
grate VMs with multiple virtual CPUs using their approach. Furthermore, there are several
open issues regarding the achievable quality of service. The VM must be paused during
checkpointing, so it is crucial that creating a checkpoint is done as quickly as possible.
36
3.5 Implementations of Virtual Machine Live Migration
Generally, there are two possible locations where a checkpoint can be written to. If it is
written to disk, then the hard drive’s or storage subsystem’s bandwidth can quickly become
a bottleneck. If it is written to main memory, then the virtual machine’s memory allocation
will be temporarily doubled. Of course, the checkpoint could be directly transferred over the
network to the destination host, without temporary storage. Then, the network bandwidth
is clearly determining the amount of time required for checkpointing and the corresponding
VM downtime. Additionally, the possible influence of the tracing overhead is still an open
issue.
3.5.6 Increasing Live Migration Efficiency
The increasing size of virtual machines and the desire to migrate VMs over WAN have led
to efforts in increasing live migration efficiency. A VM with a couple of GiB main memory
may be migrated conveniently over Gbit LAN, but perhaps not over a WAN to a data center
on another continent. Further, migration of VMs with dozens of GiB main memory is
already difficult in the local case.
Hacking and Huidza [HH09] have presented a modification to KVM allowing to migrate
large enterprise applications, e.g., SAP ERP. They build a dirty page transfer mechanism
based on delta compression. They also use a warmup transfer phase, meaning that dirty
pages are optimistically transferred in the background even before the decision to migrate
the VM has been made. The warmup phase is initiated if the VMs load spikes over a
threshold. If it decreases again, the warmup phase is canceled, if it grows further, the actual
live migration is started. The proposed method of delta compression was further evaluated
in [SHTE11] .
Jin et al. [JDW+09] have implemented a page compression mechanism based on analyz-
ing the memory page similarity for the Xen hypervisor. Both migration downtime and delay
are reduced by a third. An approach by Zhang [ZHMM10], based on data deduplication
using self-similarity and run length encoding performs similar. Riteau et al. [RMP11] have
presented Shrinker, a system that not only efficiently migrates the main memory, but also







Concerns regarding efficiency are one of several important reasons why modern data centers








Figure 4.1: Static consolidation to increase the utilization of formerly idle servers.
This way, a set of idle servers can be easily consolidated to a smaller set of highly utilized
servers, effectively shifting the operating region to an area of higher efficiency, thus reducing
direct equipment power. The procedure is also often referred to as physical-to-virtual or P2V
consolidation, and depicted in Figure 4.1.
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This popular approach is a first step in the right direction, but further, more systematic
solutions need to be investigated. On the one hand, there is a natural limit to efficiency
when most infrastructures have already been consolidated using virtualization or have been
deployed directly virtualized. On the other hand, business infrastructures typically have to
bear workload with strong periodic components. Generally, static provisioning can achieve
only little efficiency when the workload and hence the resource demand is dynamic. A brief
overview of workload patterns commonly found in business infrastructures is given in the
following Section.
4.2 Workload and Utilization Patterns
One of the first characterizations of web server workload was done in the 1990s by Arlitt
and Williamson [AW96, AW97] . In their works, the focus was on file and transfer size
distributions, file referencing behavior, self-similarity and aborted connections. They have
found small, but non-zero and decaying autocorrelation in some of the data sets, supporting
the assumption of self-similarity. Self-similarity of traffic had been previously studied for
Ethernet networks by Leland et al. [LTWW94]. Arlitt and Jin [AJ00] have later examined
the workload of the 1998 football world cup website. Although there is no time-series
analysis, the hourly traffic trace clearly shows a repeated pattern of bursts at times when
football matches were starting. However, the size of a bursts depends on a multitude of
parameters, e.g., there is more interest in traditional and powerful football nations. In 2005,
Arlitt and Williamsion have repeated [WAWB05] their examination with the result that there
are no severe changes is workload characteristics.
More recently, Gmach et al. [GRCK07] have analyzed patterns of a six month long work-
load trace, consisting of more than hundred enterprise applications. Two thirds of the appli-
cations exhibit a weekly pattern, 17% even a daily pattern. Most of the 31 strong patterns
relate to cyclic batch jobs. Interactive workload is mostly contributing to 76 medium pat-
terns. The 32 weak patterns include constant or random demands with no cyclic behavior,
and workload that was interrupted multiple times or even completely changed is nature.
Furthermore, Bobroff et al. [BKB07] have studied hundreds of workload traces from highly
diverse production systems to identify workload signatures that benefit most from dynamic
VM placement. They have extracted three main categories of occuring signatures by con-
sidering three different features:
1. Variability: If an infrastructure’s workload shows only little variability, then dynamic
placement is generally unnecessary. A mapping once found to be optimal would re-
main valid for a long period of time. On the other hand, large variability renders
optimal solutions void within short time, as the workload intensity changes over time.
Then, dynamic workload placement is necessary to repeatedly find an optimal map-
ping.
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2. Autocorrelation: Strong autocorrelation makes it easier to generate predictions with
small residuals, as it expresses similarity of data samples from different time intervals.
This is especially important when forecasts for multiple future intervals are desired.
E.g., workload traces showing a daily pattern will typically have strong positive au-
tocorrelation at a lag of 24 hours, and strong negative autocorrelation at a lag of 12
hours.
3. Periodicity: Additionally, a periodogram is used to discover strong, distinctive peri-
odic components to decide the most suitable length of a pattern. Here, the power of a
signal is plotted against its frequency. In the above mentioned example, there would
be strong signal at a frequency of 24 hours. Additionally, there could be strong signals
at 48 hours or seven days, if there are weekly periodic components. Methods from
field of time series analysis explicitly take this seasonality into account.
A compilation of the research results presented in [BKB07] is presented in Table 4.1.
Category Variability Autocorrelation Periodicity Benefit
1 High Strong None High
2 Low Weak None Low
3 High Strong Strong Very High
Table 4.1: Compilation of research findings from [BKB07] regarding workload signatures
and their benefit from dynamic placement.
In my thesis, the primary focus lies on web servers. They are generally a promising
candidate for yielding high benefit from dynamic placement. The workload is primarily
generated directly by human users. Unless there is strong variation in the users’ time zones,
during the night hours, only little workload will occur. The vast majority of workload will
emerge during the day hours, with a rising edge during the morning hours, a trailing edge
during the evening hours and possibly various peaks at times related to the exact nature of
the service and its users’ habits. Hence, high variability is very probable to exist. Among
others, the quality of forecasts will depend on the level of autocorrelation and periodicity.
With more and more formerly stand-alone applications being transformed into Cloud
services, this pattern will even get stronger and more common. Unconsciously, millions
of users will not only use their own device for everyday tasks (e.g., reading their mails,
fixing appointments in their calendar or browsing their picture gallery) but also a growing
amount of infrastructure hosting these Cloud services. To keep network latencies low, data
centers sheltering Cloud services are placed as close to the target group as possible, so the
assumption regarding time zones will hold.
In such a scenario, static reservation of resources, although in a virtualized approach, is a
dead end regarding efficiency. Virtualization by itself can not change the fact that provision-
ing resources for day hours is a willful waste of resources during the night hours, as shown
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(b) Static provisioning for peak load





















(d) Dynamic provisioning for actual load
Figure 4.2: (a) Static over-provisioning wastes a significant amount of resources. (b) Provi-
sioning for peak still wastes resources, and additionally risks resource shortage
in case of unpredicted peaks. (c) Under-provisioning leads to loss of revenue,
as QoS/QoE metrics will suffer. (d) Dynamic provisioning tries to minimize the
gap between resource demand and online capacity. Plots (a), (b) and (c) as in
[AFG+09] .
in Figure 4.2(a). On the contrary, provisioning resources for night hours will typically result
in catastrophic service levels and annoyed users during the day, as visible in Figure 4.2(c) As
a consequence, infrastructures with focus on low response times are generally provisioned
for peak workload as depicted in Figure 4.2(b), hazarding the resulting waste of energy
and therefore money, but gaining the advantage of satisfied users, which is one of the most
important criteria for success in business. Ideally, the amount of online, power consuming
capacity would be tightly coupled to the amount of actually required resources, as visible in





As virtualization is already common in current data centers for static consolidation, meth-
ods and models for taking the next step, dynamic consolidation, should be investigated. For
this purpose, virtualization offers two key benefits, dynamic resource allocation and live
migration of virtual machines. Both were briefly described in Section 3.4 and Section 3.5.
These mechanism provide flexibility exploitable for gaining higher energy efficiency and
are technical building blocks for my thesis. However, currently resource allocations and
live migrations need to be triggered manually. The absence of an automatism causes sig-
nificant overhead and unnecessary costs. To dynamically scale the power consumption of
a virtualized business infrastructure to the workload situation in an automatic way, several
tasks need to be carried out by a management system:
1. The VMs’ allocations must be automatically adapted to their near future resource
requirements to avoid both resource wastage and shortage.
2. The VMs’ distribution across the servers must be automatically adapted to the work-
load situation, aiming at consuming the least possible power given the workload in-
tensity and potential service level constraints.
3. The servers must be automatically powered down and woken up with regard to the
near future resource demand, physically implementing the power savings.
The first task is easily implemented using dynamic resource allocation, once the target
allocation is known. For implementing the two latter tasks the ability to live migrate virtual
machines between physical servers without any perceptible service interruption is pivotal.
It enables us to dynamically shift workload between servers with regard to a cost model,
where energy costs of a computing infrastructure play an important role (next to, e.g., re-
sponse times). Of course, executing actions as described above is comparably easy once
the decision which actions to carry out is taken. The main goal this work is to create and
evaluate models that contribute to the decision process. From this point of view, energy ef-
ficient dynamic consolidation of VMs under service level constraints basically is composed
of three subproblems.
1. Workload and resource requirement predictions, see Section 4.4 .
2. Energy efficient mapping of VMs to servers, see Section 4.5 .
3. Implications regarding Quality of Service, e.g., live migration, see Section 4.6 .
In the following, a short introduction to the different subproblems is given.
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4.4 Workload and Resource Requirement Prediction
The approach of this work is to save energy by minimizing the gap between required re-
sources and online, energy consuming resources. Unless the provisioning of additional
resources is feasible within the same virtualized server the VM is currently running on, the
time delay of provisioning needs to be considered. Adding a virtual CPU or main memory
to a VM is done within fractions of a second, but live migrating a VM or even booting a
server to be able to live migrate takes a considerable amount of time. In the ideal case,
additional resources would be provisioned shortly before they are actually required. In-
dependent from whether or not forecasting is used, it is necessary to create models which
connect utilization metrics to response times or service levels. These models enable us to
define utilization thresholds of physical servers that must not be exceeded in the mapping
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Figure 4.3: Time series of a VM’s CPU utilization operated by the University of Vienna
Central IT Department.
Figure 4.3 shows a CPU utilization time series plot of a VM in a business infrastruc-
ture, thankfully provided by the University of Vienna Central IT Department. It is a typical
example for highly periodic patterns often found in business infrastructures, and shows pe-
riodicity at the frequencies of one day, and one week. Hence, at the same weekday and at
the same hour, resource demands are very similar. Both can be explained by user behavior,
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as most of them use online services during daylight hours on working days. In Figure 4.3,
we can see a factor of approximately three between a typical per-day minimum and max-
imum. It is also clearly visible that the utilization rises quickly during the morning hours.
Thus, quick reaction implemented by frequent control loop iterations or anticipatory action
implemented by forecasting models is necessary to avoid resource shortage. In Chapter 5, a
comparison is made between these two approaches.
Forecasting can also help in decreasing management overhead costs. Saving energy is
primarily done by switching off not required servers, which implies considerable manage-
ment overhead. E.g., during the phase of decreasing workload, VMs could be consolidated
to less servers. VMs currently running on a server planned to be shut down need to be
migrated to other servers before the shut down can happen. However, the decreasing phase
will be followed by a phase of increasing workload intensity at some point in time. If the
server’s resources are required again, it needs to be booted and VMs have to be migrated
back again. Naturally, this tedious procedure only makes sense if the workload intensity is
not on the verge of rising again. The exact trade-off depends on a multitude of factors, e.g.,
the energy consumption during the outgoing and incoming live migrations, during server
shutdown and boot, and of course the desired trade-off between quality of service and en-
ergy consumption. Additionally, powercycling a server puts heavy strain on mechanical and
electrical components.
Especially with strongly periodic patterns of workload intensity, it is important to avoid
flip-flop behavior of a management system. If we use forecasting models able to cope with
seasonal behavior and to deliver useful predictions beyond the phase change, it is possible to
avoid unnecessary overhead caused by shutting down a server shortly before the workload
intensity is rising again. A practical example would be the arguable benefit of further con-
solidating an office’s server infrastructure shortly before most employees typically arrive at
the office and start their working day.
The field of time series analysis deals with such problems and offers several methods.
In the scope of this work, two approaches are evaluated, the Holt-Winters method (triple
exponential smoothing considering seasonal patterns) and auto-regressive moving-average
methods (ARMA, ARIMA, SARIMA, etc.).
4.5 Energy Efficient Mapping of Virtual Machines to
Physical Servers
Finding an energy efficiency optimal mapping of VMs to servers based on the current map-
ping is a multi-objective combinatorial optimization problem. For V VMs and R RMs (real
machines, i.e. physical servers), there are RV theoretically possible mappings, resulting in
a huge search space even for low V and R. As mappings with at least a single overloaded
RM are invalid in the context of this work, a vast amount of theoretically possible solu-
tions found are practically irrelevant and the computation involved was in vain. Addition-
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ally, practically possible solutions must be evaluated for their cost, e.g., in terms of energy,
number of live migrations, server boots/shutdowns etc. An exhaustive search through RV
possible mappings is most likely intractable because of the computational demand involved,
given practically interesting values of V and R. There are several well-known combinatorial
optimization problems that are similar, but not identical to mapping VMs. Nevertheless,
they need to be examined for their relevance to solving the problem at hand.
4.5.1 Knapsack Problem
The knapsack problem [KPP04, MT90], sometimes also denoted as rucksack problem, is
an old, popular puzzle with a long history [GG66, WN67] in mathematical examination. A
typical example is a thief who has a limited capacity to carry the stolen goods and therefore
has to choose which items to take. The target function is to maximize the total value of
the stolen goods, under the constraint that the knapsack’s capacity is not exceeded. The
problem can be generalized to multiple knapsacks with different or identical capacities,
multiple dimensions etc. However, the problem is NP-complete, requiring algorithms that
find approximate solutions in polynomial time.
A typical and well studied heuristic approach is to sort the items descending by their value
per weight. Based on that, a common algorithm is to greedily pick items from the top of the
sorted list until the capacity constraint would be violated, leading to the classification as a
greedy algorithm. However, it is easy to find examples where this procedure gives results
far from optimal. Hence, its output should be used only as a quick and intermediate result
if the quality of the solution is important.
As mentioned above, the knapsack problem is not identical to the problem of mapping
VMs. The most important difference in a business infrastructure scenario is that all VMs
need a server to be hosted on at all times. In contrast to cluster-like infrastructures, where it
may be indeed possible to queue or suspend jobs (here, VMs), it is prohibitive to not run a
VM that provides, e.g., a web service to users or a customer’s users.
As a result, all items, here VMs, must have the same value and sorting VMs based on
this attribute does not help solving the problem. Furthermore, considering only a single
dimension of weight and capacity is an approach too simple to be useful. For web services,
at least CPU and memory resources need to be considered. Reasonable extensions are the
network interface used for HTTP traffic and the disk, if primarily static files are requested by
HTTP instead of dynamic pages. As a central storage for the VM’s virtual disks is required
for live migration of a VM, provided by, e.g., a SAN or an NFS share, the corresponding
fiber-channel or network interface must be considered instead of a local disk. Of course,
multidimensional knapsack problems (MDKP) are a well studied sibling of the knapsack
problem, but the constraint that all VMs need a host at all times is still not adequately
satisfiable.
Additionally, we have at least two knapsacks (servers), as otherwise, shifting workload
is impossible. The multiple multidimensional knapsack problem (MMDKP) is typically
referred to as bin packing problem, which is described in the following.
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4.5.2 Bin Packing Problem
The bin packing problem is a step closer to the problem of mapping VMs to RMs than
the knapsack problem. Here, we have a number of bins and a number of differently sized
items. Each item needs to be packed into a bin, while minimizing the total number of
required bins. Typically, items and bins have one to three dimensions, resembling different
applications from cutting wooden logs (1d) or boards (2d) to packing parcels into trucks
(2d or 3d). Generally, all bins have the same capacity. Due to the enormous search space,
heuristic algorithms have to be used, often by first descending sorting the items by their
size. Then, e.g., items are packed into the first bin that fits (First Fit Decreasing) or into
the bin that fits best, i.e. after the item is packed, the corresponding bin’s unused capacity
is minimal (Best Fit Decreasing). For multiple dimensions, sorted lists for each dimension
can be generated to fill bins in a dimension-balanced way (Balanced Fit).
Hence, the fact that we can not choose what to pick, but instead we have to choose what
to put where, is appropriately considered. Also, multiple resource dimensions can generally
be regarded, although different algorithms might be of interest depending on the number
of dimensions. However, there is a subtle but very important difference when mapping
VMs to servers and considering at least two dimensions. As visualized in Figure 4.4, the
items must be aligned corner to corner, and not edge to edge as in typical bin packing
problems, as the VMs requirements would not be accounted correctly to the corresponding
server’s utilization in all dimensions. This is commonly referred to as vector packing [BS96,
KLMS84, Dyc90] .
There is another major difference due to the scenario of this work. If all servers were
of the same capacity and would consume the same amount of energy at the same level of
utilization, the target function to minimize the number of used servers would be equiva-
lent to minimize the power consumption. However, in a realistic scenario, we must assume
servers to be heterogeneous with respect to both their resource capacities as well as power
consumption, aggregated as heterogeneous energy efficiency. This assumption stems from
the real world observations that a) most data center infrastructures grow over time, with dif-
ferent server models added in each extension phase and b) even if the whole infrastructure
is deployed at once, it is often partitioned into different models or vendors to reduce the risk
of being affected of widespread hardware production failures or to regard different require-
ments. Especially when dealing with virtualized infrastructures, where the virtualization
layer abstracts from the underlying hardware layer in several ways, it is crucial to take the
highly probable heterogeneity in hardware capacity and power consumption into account.
4.5.3 Virtual Machine Mapping Problem
In the following, the multi-objective combinatorial optimization problem involved in find-
ing more energy efficient virtual machine mappings, denoted as Virtual Machine Mapping
Problem, is outlined. It can be understood as an offline [VAD+08] packing problem, as the
number and size of all items and bins is known at the beginning. Further, it is not necessary
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to immediately decide where to put a specific item, rather we can choose which item to put
where.
VMs In this case, the VMs are the items to be packed or mapped. We have V virtual
machines, and the resource requirements for the VM i with 0 ≤ i < V are represented by a
D-dimensional vector ~vi, where vi,d represents the resource demand of VM i in component
d, with 0 ≤ d < D. Consistently with the above described scenario that all VMs need
to packed, VMs have no profit or value, only weights in D dimensions. In the scope of
this work, D = 2, representing CPU and memory demand, which are the most important
resources for typical web server purposes. This could be extended to consider additional
resources, e.g., network bandwidth, storage subsystems, etc.
RMs The physical servers or RMs (real machines, as opposed to virtual machines) are
the bins sheltering the items. We have R RMs, and the resource capacities of the RM j are
represented by a D-dimensional vector ~r j, with 0≤ j < R, where r j,d represents the resource
capacity of RM j in component d, with 0≤ d < D.
Mapping VMs to RMs In order to describe a solution to thecombinatorial problem, a
binary mapping matrix X is used, with with R rows and V columns, where X ji ∈ {0,1} and
X ji = 1 ⇐⇒ vi runs on r j, 0 otherwise. A simple example to illustrate the concept of a
mapping matrix is given as
X =
 1 0 0 10 1 1 0
0 0 0 0
 . (4.1)
The meaning of this example matrix is that r0 hosts v0 and v3, r1 hosts v1 and v2 and r2 hosts
no VM and could be possibly turned off. As a VM must run at exactly one RM at a given
time:




X ji = 1 (4.2)
Evaluating Mappings Given a valid solution to the combinatorial problem represented
by a mapping matrix, the utilization of all servers caused by the mapping must be evaluated,
with respect to all resources that are to be considered, here CPU and memory. The resource
utilization is compared with configurable thresholds later on to identify and penalize over-
loaded servers. The CPU utilization is of additional interest as it is used for estimating the
power consumption of a server.
Formalized, calculating the utilization of a server is done by multiplying the correspond-
ing row in the mapping matrix with a vector representing the resource requirements of each
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Figure 4.4: VM mapping, addition of vectors (VMs) until a capacity bound would be vio-
lated. Additionally, servers are heterogeneous regarding their CPU and memory
capacities, and energy consumption.
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VM in a specific resource category. E.g., based on the mapping matrix example of Equa-








the server memory utilization~rmem is calculated by
~rmem = X ·~vmem =
=
 1 0 0 10 1 1 0









 1 ·300+0 ·650+0 ·1140+1 ·4700 ·300+1 ·650+1 ·1140+0 ·470






Target Function In the paragraphs above, a description of the combinatorial problem
was given. As mentioned, a multi-objective combinatorial optimization problem needs to
be solved, thus requiring the formulation of a target or cost function that is minimized. Here,
the cost function is composed by several parts representing different categories and issues.
Each part contributes to the total cost with a configurable weight (denoted as penalty), to be
able to examine various priorities. E.g., the disposition to save energy in an extremely ag-
gressive way with the possible short-time side-effect of overloaded servers will vary across




where ck is the cost in category k and wk is the weight for the corresponding costs in category
k. Genetic algorithms typically use 1C or
1
C2 as a measure of an individual’s fitness. The exact
target function and its parameters are described in detail in Chapter 5, where it is used in a
cost model driven dynamic consolidation approach.
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4.6 Quality of Service
4.6.1 Energy Costs, Quality of Service and Revenue
For business purposes, saving energy is generally not worth the effort if quality suffers. De-
pending on the business model, providers are earning money by customers buying products
using an online shop or visiting the advertisement links on website. If the web server back-
ing such a service is overloaded, users will be annoyed and either immediately stop using
the service or will have less incentive to come back again. If the business model is IaaS
(Infrastructure as a Service), customers will soon move their VMs to other IaaS-providers
when their own customers experience bad quality of service.
A simple, figurative visualization of the importance of service quality is comparing the
cost of a kWh of electricity and the amount of time a server can be run with that amount
of energy. If we make the highly conservative assumption of a price of 1 Euro for a kWh,
a server consuming 500 W in a data center with a PUE of 2.0, then this server can be run
for an hour. If the server is switched off instead to save energy, a single order with a profit
margin of 1 Euro lost due to bad service quality within an hour renders all savings void. The
cheaper the electricity is, the more likely it is to loose savings by too aggressive measures.
There are several different problems involved in sustaining service quality. The most
obvious perspective is how much resources a VM requires for meeting service levels. De-
pending on the exact hypervisor, mechanism available for resource allocation tuning are,
e.g., memory ballooning and vCPU hot-plugging.
Furthermore, it is necessary to consider to which level a physical server can be utilized un-
til its VMs and their services are suffering from low QoS. In contrast to number-crunching
cluster infrastructures, it is not beneficial to clutter up servers with VMs as queuing is-
sues will arise, causing high response times. It would be desirable to have a well reasoned
resource utilization threshold, meaning a level of server utilization which should not be
exceeded to assure good QoS. Thresholds can be easily considered by all classes of VM
mapping algorithms. Determinist heuristic algorithms profit from hard thresholds in terms
of algorithm complexity, as every possible action within the algorithm must be stated ex-
plicitly to generate a solution. Other classes of algorithms, e.g., meta-heuristic genetic ap-
proaches, can try various actions (mutations, etc.) within a population of possible solutions
and then evaluate the cost of their actions to pick the best solution and are hence far more
flexible.
This problem of thresholds can be split into two subproblems. A hard utilization thresh-
old is used in the mapping phase. A server is enforced to not accept a planned incoming
migration, if a utilization threshold was exceeded. The VM in question must be assigned
somewhere else. Nevertheless, a threshold can still be exceeded later on when the control
loop has finished its iteration and waits until the next interval begins. In the meantime,
the load can rise, potentially causing a threshold to be exceeded. At the next measurement
iteration, it is detected.
This event must be penalized to appropriately regard the implications on QoS. However, a
51
Chapter 4 Energy Efficient Dynamic Consolidation
simple 0/1 penalty, whatever the penalty weight exactly is, will be too simple. A violation by
2 percentage points of utilization will be most likely drastically less severe regarding QoS
than a violation by 20 percentage points. Thus, a non-linear model should be used, with
exact parameter values depending on the specific kind of service. A simple approach would
be the use of a Markovian M/M/1 queue, with the infrastructure operator supplying the
service rate and the maximum allowed response time. Then, an approximation of the portion
of requests that could not be served within the maximum response time could be calculated.
However, the exact consequences are depending on business economics circumstances and
are not within the scope of my thesis. The most important factors are 1) the subjective
Quality of Experience, meaning at which level of response times users will turn away and
2) the business model, meaning the amount of revenue lost by users turning away. However,
these questions are out of the scope of my thesis, which provides general models taking the
specific parameter values for a custom scenario as input.
As a result, a hard threshold is used in the mapping phase to inhibit overload situations
here, but if overloads occur between measurement intervals, they are penalized by a non-
linear model. This approach is used in Chapter 5.
The importance of thresholds has further aspects. Servers need to have resource reserves
for peaks too shortly timed for evasive actions like live migration, outlined in the following
Section. Furthermore, the amount of time between control loop iterations is highly impor-
tant. If it is very long, substantial overload situations could be averaged out over time and
left unnoticed. This problem is also investigated in Chapter 5.
4.6.2 Quality of Service During Live Migration
Live migration is another aspect of high importance for service quality. Its influence on ser-
vice quality needs to be investigated, as it will be a frequently used management operation.
Additionally, it is a resource intensive process, especially the publicly available iterative
pre-copy implementation. The whole memory address space has to be scanned iteratively
for dirty pages, which have to be transferred over network. During a dirty page’s contents
are copied to a network buffer, it can not be simultaneously written to because of physical
reasons. Additionally, there might be locking mechanisms necessary to ensure data integrity
at the software or operating system level. Thus, live migration consumes CPU, network and
memory resources.
With dynamic consolidation, it will often occur that a server is experiencing a high level
of utilization due to rising workload. Then, a number of VMs will be migrated to other
servers. As described, this process consumes additional resources, probably causing even
worse quality of service for the VMs currently hosted. In the worst case, both the VMs and
the migration process do not get enough resources due to severe resource contention. Then,
thrashing could occur, leading to slow migration progress and unnecessarily severe negative
impact on quality of service. Typically, there will be room for choosing which VM or VMs
to live migrate to other servers. The hypothesis to evaluate is that migrating more VMs that
are less utilized could be better for service levels than vice versa.
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As a consequence, the impact of live migration on quality of service is an important
issue, and only little work has been done in the past, giving much room for improvement.
Especially, the correlation between VM utilization metrics and cost of live migration has
not been investigated yet.
Voorsluys et al. [VBVB09] have evaluated the cost of virtual machine live migration for
a two-tier Web 2.0 scenario. The objective of their experiments is to quantify the slowdown
and downtime experienced by the application under test during live migrations. While mi-
grating a virtual machine, they track the HTTP response time SLA (90% and 99% limits).
They come to the conclusion that live migration overhead is “acceptable but can not be
disregarded” [VBVB09] , depending on the SLA. The authors only consider a fully loaded
VM. Different workload situations should be considered, leading to a more differentiated
view. Furthermore, this thesis considers a different kind of workload, a different hypervisor
and a different type of network storage. These differences in the experiments could lead to a
more general perspective. In Chapter 6, this thesis identifies the most significant utilization
metrics and presents models able to predict the service level during live migrations.
Akoush et al. [ASR+10] have investigated parameters affecting the time required for a
live migration. They have evaluated different sets of parameters, e.g., page dirtying rates
up to 300000 pages/second, typically equivalent to 1.2 GiB/s, link speeds from 100 Mbps
to 10 Gbps, varying VM memory allocations, etc. They give theoretical lower and upper
bounds regarding the migration delay. However, these bounds are very wide. Further, they
use two simulation models to predict migration delays. The first is based on a average page
dirty rate, which is only useful when the rate is fairly stable. The second is a history based
page dirty rate, useful for variable page dirtying rates. Their efforts result in models able
to predict the migration time and downtime within 90% accuracy for synthetic and real-
world benchmarks. Nevertheless, their approach requires tracking of dirty pages, which
makes resource intensive low level adaptions necessary within the hypervisor. Among other
benchmarks, the authors have employed SPECweb, but have not studied quality of service.
Especially, a link to utilization metrics has not been established. Duration and downtime of
a live migration are not at all directly equivalent to the service level during the migration.
Breitgand et al. [BKR10] have examined a possible trade-off between two competing
goals. The primary goal of iterative pre-copy migration is to minimize the time required
for the final iteration. During this downtime, the VM is paused, and its remaining dirty
pages are transferred to the destination server. On the other hand, it is important to achieve
an acceptable quality of service during the pre-copy phase. Breitgand et al. [BKR10] have
examined the scenario of an in-band live migration, meaning that the same network link is
used for the live migration and virtual machine services. Obviously, during live migration
these two facilities compete for resources and contentions are likely. The authors have
carried out a simulation using real traces, using the portion of requests not served with a
maximum response time as a cost function. Although simulated and calculated results are
similar, an empirical proof was not presented. They come to the conclusion that quality of
service during live migration is depending on the available network bandwidth. This result
is comprehensible, but the underlying scenario and assumptions are rather exotic. Even
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today, several networks exist in typical data centers. Common purposes next to workload
are storage and management. It is reasonable to assume that live migration traffic is carried
by a dedicated network. Furthermore, scanning the memory address space for dirty pages is
a CPU intensive process, so there is at least a second resource likely to become a bottleneck
during migration.
Liu et al. [LXJ+11] have presented a model able to predict the time an iterative pre-copy
live migration takes to complete, based on measuring the page transfer rate and the page
dirtying rate. Information about dirty pages is gathered by adapting the Xen hypervisor.
They have evaluated migration delay, downtime, network traffic and energy consumption for
various applications running inside a migrated VM, e.g., SPECweb2005. However, quality
of service metrics, e.g., response times and service levels, are not part of their evaluation.
In Chapter 7, an evaluation carried out how estimating the remaining migration time as
presented in [LXJ+11] can be used to optimize QoS during migration for a KVM hyper-
visor and a web server VM, without making changes to the hypervisor itself. First, their
model’s validity is verified for the experimental setup used throughout this thesis. Then, it
is extended it by a pro-active service level management component, taking evasive action if
a service level target is predicted to be violated during the remaining live migration.
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MetaVisor - Cost Model Driven
Dynamic Consolidation
5.1 Overview of Chapter
As discussed in Chapter 2, a vast majority of servers in data centers are underutilized for a
significant amount of time, and operate at a very low rate of efficiency while still consuming
huge amounts of energy. In this chapter, an investigation of how dynamic consolidation and
workload forecasting can help to increase the energy efficiency of a virtualized, heteroge-
neous server infrastructure is presented. The evaluation is based on real utilization traces
of a production system operated by the University of Vienna’s central IT department. The
traces contain the CPU utilization of more than 30 VMs over a period of four weeks. Due
to the lack of variability in the memory utilization, we concentrate on the CPU utilization.
These VMs offer all kinds of services to students, staff and other visitors. The utilization
traces are used to investigate a business infrastructure scenario, where energy costs are just
one of several parts of operational costs. A novel cost model using configurable penalties for
the most important operational cost categories is presented. The total costs of a bin-packing
related heuristic and a new genetic VM mapping algorithm used for dynamic consolida-
tion (GA) and load balancing (LB) are compared. The benefit of forecasting the resource
demand and shorter measurement intervals are shown. The flexibility of a meta-heuristic
genetic algorithm is demonstrated. The GA and LB approaches are directly influenced by
penalizing cost parameters. The cost model allows easy adaption by infrastructure operators
to implement custom priorities and optimization goals.
5.2 Introduction and Related Work
The ecological and economical issues of data center power consumption were discussed in
detail in Chapter 2. Despite many efforts in the last years, it is growing from year to year.
Especially static consolidation of mostly idle servers using virtualization has become state
of the art, but can increase energy efficiency only to a certain degree. An important reason
is that business infrastructures generally have to bear highly variable workload, often with
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strong periodic components. Static provisioning for dynamic resource demand has only a
limited potential if quality of service is important. E.g., provisioning resources for day hours
is a willful waste of resources during the night hours, and provisioning resources for night
hours will typically result in catastrophic quality of service and annoyed users during the
day. In both cases, the absence of an automatism causes unnecessary costs. Especially in
environments with periodic workload variability (e.g., business infrastructures with 9-5 cy-
cles), automatic resource allocation mechanism are most beneficial, as presented in [BKB]
and discussed in Section 4.2. Until more energy-proportional computing hardware is avail-
able off-the-shelf, the alternative is to increase the average utilization of servers to a region
of higher efficiency, as shown in Section 2.2.1. This can be done by a management software
which measures the utilization of the infrastructure, calculates a more energy efficient map-
ping under QoS constraints and executes the target distribution of VMs using live migration.
Werner Vogels, CTO and Vice President of Amazon, has mentioned [Vog08] that achieving
40% utilization is a “major success for workloads that are not strictly CPU-bound“ [Vog08] ,
and achieving 50% is the “holy grail” [Vog08] of server consolidation.
Efforts to operate a data center infrastructure energy efficiently by a management software
have become a popular topic in the literature. However, there is a multitude of different
scenarios, goals, assumptions and constraints in these works. A short discussion of those
works most related to my thesis is given in the following. The scenario of this approach is
presented in detail in Section 5.4.
Bobroff et al. [BKB] have studied the potential of dynamically consolidating periodic
workload regarding required online capacity and possible SLA violations. They analyze
several different basic workload profiles and show that periodic workload is most suitable
for dynamic consolidation, implemented by a Measure-Forecast-Remap algorithm. The
mapping step is done by a first-fit bin packing heuristic, minimizing the number of online
servers. This target function is only applicable to completely homogeneous server pools,
and even under such restricted circumstances, bin packing heuristics often deliver results far
from optimal. Some examples are mentioned below. Although energy costs are mentioned
in [BKB] , they are not part of the evaluation.
Beloglazov et al. [BB10] have presented an architecture for energy efficient Cloud com-
puting, trying to minimize energy costs under QoS constraints. For mapping VMs to servers,
they apply an adapted version of the Best Fit Decreasing heuristic. These heuristics were
originally developed for tasks related to bin packing. They can happen to create solutions
far from optimal, especially when a server infrastructure is assumed to be heterogeneous.
Then, a solution using the minimum number of bins (servers) is not necessarily the solution
consuming the least energy. A sorting criteria is also required for the servers to decide which
of them are to be filled first. In [BB10], a VM is mapped to the server that shows the least in-
crease in energy consumption. We interpret that this criteria is also used for the first VM, so
that the increase in energy consumption is then dominated by the chosen server’s idle power.
However, such measures can not avoid that the final mapping is obviously not consuming
the least energy. E.g., it could have been better to choose a different server, although it is
showing a bigger power consumption increase in the first step, but offering a smaller slope in
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the following due to a different CPU model, finally leading to a lower energy consumption.
There are many examples for such power consumption profiles in the SPECpower_ssj2008
benchmark results, as discussed in Section 2.2.3. Kumar et al. [KTK+09] have developed
and evaluated vManage, which places workload under consideration of power, thermal and
performance aspects using stabilized first fit and best fit heuristics.
Stillwell et al. [SSVC10] have evaluated several bin packing related heuristics for a static
workload allocation problem. Their examination is very detailed, but are not applicable to
the problem of dynamic workload allocation, where demands change over time. Further-
more, servers are assumed to be homogeneous, hence the examination at cluster infrastruc-
tures. Borgetto et al. [BDPS09] have proposed the novel metric of energetic yield, which is
the gap between the amount of resources a job would need, and the amount it actually got.
The aim is to minimize this gap during workload placement. Servers are homogeneous too,
which is realistic for clusters, but not for business infrastructures. Entropy [HLM+09] is
an open-source implementation of dynamic consolidation of virtual machines. It is focus-
ing on HPC clusters, where broader assumptions can be made and higher packing rates of
VMs are possible due to the typical on/off characteristic of number-crunching tasks. pMap-
per [VAN08a, VAN08b] and Snooze [FRM+10] are further examples for systems focusing
on cluster infrastructures. The work by Hyser et al. [HMGW] also examines infrastruc-
tures with identical hosts. It aims for load balancing using a simulated annealing algorithm.
In this Chapter, load balancing is implemented by a meta-heuristic genetic algorithm and
penalizing utilization variance.
Genetic algorithms [Gol89] are a frequently used approach to bin packing optimiza-
tion [FD92] , especially for multi-objective optimization [FF+93] . The idea of genetic algo-
rithms can be seen as a descendant and representative of evolutionary algorithms [FOW66] .
Xu and Fortes [XF10] have evaluated the ability of a genetic algorithm extended with fuzzy
logic to trade-off between resource wastage, power consumption and thermal dissipation.
They compare their results to several bin packing related heuristics, which are clearly out-
performed by the genetic approach. However, they only use a single mutator, and do not
consider that servers could be overloaded between two control loop intervals. Finally, there
have been increasing efforts [LWHC07, MBL+09, YCP05, PJS10] in implementing genetic
algorithms using a general purpose GPU framework, e.g., CUDA.
The isolation between guests and the hypervisor and management problems stemming
from that is a topic frequently found in the literature. Wood et al. [WSVY07] have proposed
a black-box and a gray-box strategy for VM live migration. Briefly, the former treats VMs
as a black-box, while the latter introspects the VM and its applications regarding status and
utilization metrics. The goal is to quickly detect and resolve hotspots. Here, the gray-box
strategy helps to detect memory pressure better, as the hypervisor is unaware of the amount
of free memory within the VM. Jones et al. [JADAD06] have presented Geiger, a system
to infer information about the buffer cache and virtual memory system from a guest to the
hypervisor. Wood et al. [WTLS+09] have also investigated the potential of memory page
deduplication, often denoted as page sharing. For long time, this feature was exclusive to
VMware ESX. Nowadays, the Linux kernel and KVM can provide this, here called KSM
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(Kernel Samepage Merging). Chen et al. [CIL+07] have presented an approach to transform
high-level service level objectives to low-level system utilization thresholds using queuing
network models.
Nathuji and Schwan [NS07] have presented VirtualPower, a hypervisor extension that
allows VMs to have a software CPU power state, in addition to the hypervisor’s conven-
tional power states a CPU offers in hardware. This way, both can be coordinated to save
energy. Basically, this allows to use the capping abilities of DVFS also in a virtualized
setup. Zhang et al. [ZBG+05] have even advocated “friendly“ virtual machines that self-
adapt their allocation to their demands. Stoess et al. [SLB07] have developed a low-level,
fine grained energy account system for hypervisors to allow power capping for guests. Weng
et al. [WWLL09] have evaluated different virtual CPU scheduling algorithms for the Xen
hypervisor and propose a hybrid approach to consider both high-throughput and concurrent
VM workloads.
Kusic et al. [KKH+08] try to reduce the power consumption of a heterogeneous infras-
tructure by pro-active limited lookahead control. Depending on the workload, they can
save 20% to 30% of power with little service level violations. Extending the controller by
risk-awareness further increases the power savings and decreases service level violations.
However, instead of live migrating virtual machines, they implement workload placement
by starting and stopping VMs on different servers. Using control theory to ensure QoS
for multi-tier applications was also studied by Padala et al. [PSZ+07] and Kalyvianaki et
al. [KCH09] .
Burge et al. [BRW07] have examined the potential of saving power by request schedul-
ing in heterogeneous data center scenario. They employ economic models considering the
varying patience of customers, job length, consumed energy, job revenue, cancellation costs,
etc. They come to the conclusion that heterogeneity in data centers can actually be exploited.
They also show that even very simple heuristics, e.g., shutting down a server that has been
idle for the last n minutes, can save a significant amount of energy. However, they focus
on the decision where and when to deploy a customer’s job. Once it is deployed, it can not
be migrated elsewhere. With finite job lengths that are typical for cluster infrastructures,
this is a justifiable assumption. In business infrastructures, most jobs are typically so long
that they have to be assumed infinite. Steinder et al. [SWC08] have investigated a similar
scenario.
Zhao and Huang [ZH09] have implemented a load balancing algorithm using live mi-
gration for Eucalyptus[NWG+09], an open-source Cloud Computing platform offering In-
frastructure as a Service (IaaS). They use a distributed load balancing algorithm to avoid
centralization. However, they do not consider the memory capacity of the servers at all.
OpenNebula[MVML09] is a platform similar to Eucalyptus. Choi et al. [CKSC08] have pro-
posed a machine learning framework that learn from experience when and where to migrate
a virtual machine in case of overload. As their approach requires all possible migrations to
be evaluated, scalability problems for bigger infrastructures are likely to occur. Breitgand
et al. [BE11] have formulated and evaluated an extension to the general assignment prob-
lem [Kuh55] , called Elastic Services Placement Problem and aiming at Cloud Computing
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platforms. The goal is to fulfill service level agreements, but the energy consumption and
resulting costs are left for future work. The problem was also formulated [CP09] as gen-
eralization of the knapsack problem, called multi-dimensional, multiple-choice, multiple
knapsacks problem. However, the target function is to minimize the number of used phys-
ical machines, which is equivalent to minimize energy consumption only for completely
homogeneous infrastructures.
5.3 Open Issues and Own Contribution
As discussed in detail in Section 5.2, there are several open issues in the area of energy effi-
cient dynamic consolidation. Most of the existing efforts are focusing on number-crunching
cluster infrastructures, where a different set of assumptions and research questions is of rel-
evance than for business infrastructures. If servers are assumed heterogeneous, then heuris-
tics are often the only mapping algorithm that is evaluated. Especially, realistic assumptions
for a business infrastructure scenario and a trade-off between multiple categories of opera-
tional costs, e.g., energy, QoS, and management overheads, are insufficiently researched.
In this chapter, we present MetaVisor, a prototypical infrastructure management software
that automatically manages a set of hypervisors and their VMs using cost model driven
dynamic consolidation. The goal is to minimize energy consumption while avoiding under-
provisioning, resulting in service degradation and SLA violations. The amount of online,
power consuming resources should at all times be as close as possible to the amount of
actually required resources, as depicted in Figure 5.1. We compare two implementations of
dynamic consolidation with a load balancing policy.
To reflect a business infrastructure scenario, servers are assumed to be heterogeneous in
terms of CPU performance, amount of main memory and energy efficiency, as data centers
often evolve over the time and shelter servers of different generations. The heterogeneous
energy efficiency of RMs can actually be taken into account. VMs are also assumed to
be heterogeneous in terms of required CPU and memory resources. Furthermore, their
resource requirements can vary over time, possibly even periodically. In general, at least
CPU and memory utilization should be taken into account when mapping VMs, so balancing
a server’s resource components is an important artifact of every mapping heuristic. The
scenario is outlined more detailed in Section 5.4.
The integration of MetaVisor into data center infrastructures is described in Section 5.5. It
explores the current mapping of an infrastructure using libvirt and synchronously gath-
ers utilization data of both servers and VMs using MetaStat, a custom developed utilization
logger. It detects main memory pressure and queuing issues within VMs and updates re-
source allocations (number of vCPUs, amount of main memory) accordingly. If activated
and enough historic data is available, forecasts are created to allow anticipatory action.
Moreover, status costs (energy consumption and overload situations) and reconfiguration
costs, here most importantly live migration and server state change overheads, must be
considered. Therefore, we define a cost model in Section 5.6, where several cost categories
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contribute with configurable weights (penalties) to a sum of weighted costs, which we try
to minimize. This allows several trade-offs, e.g., between energy costs and SLA violations,
or between energy costs and live migration overhead, etc.










Figure 5.1: Dynamic provisioning for actual load to increase the energy efficiency of a com-
puting infrastructure.
The problem of mapping VMs to physical servers in a way that minimizes power con-
sumption, but does not lead to severe Quality of Service violations, is a multi-objective
combinatorial optimization problem. It has to be solved frequently as the VMs’ resource
demands are usually dynamic. Due to the computational complexity, exact solutions are
practically intractable. We evaluate a greedy heuristic stemming from the problem of vector
packing and a flexible meta-heuristic genetic algorithm, as described in Section 5.7. If the
resource demand decreases, the infrastructure is consolidated by live migrating VMs to be
able to shut down servers. If the demand rises, the infrastructure is scaled to the resource
demand by waking up servers, before live migrations are taking place.
Ideally, this happens pro-actively by making forecasts about the workload development.
The field of time series analysis offers several methods. To quickly and reliably examine
longer time spans and different scenarios, the control loop is evaluated in a simulation mode
MetaSim, using real utilization traces. A GUI frontend for MetaSim showing a simula-
tion test run is visible in Appendix A. The utilization traces are briefly presented in Sec-
tion 5.8. We evaluate two forecasting approaches, the Holt-Winters method (triple exponen-
tial smoothing considering seasonal patterns) and seasonal auto-regressive moving-average
methods (ARMA, ARIMA, SARIMA, etc.). They are further discussed in Section 5.9.
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A proper base of comparison is required to evaluate algorithms implementing dynamic
consolidation. We regard it reasonable to collate dynamic consolidation against load balanc-
ing, as they represent opposed paradigms. A load balancing policy always uses all available
resources, and ignores energy costs in favor of very low SLA violation probability. We
implement load balancing by a meta-heuristic genetic algorithm that penalizes utilization
variance. Effectively, the whole server pool is used at all times and overload situations are
extremely improbable.
5.4 Scenario, Assumptions and Constraints
In the following, the most important assumptions and constraints for designing the MetaVi-
sor infrastructure management software to increase energy efficiency are discussed.
Periodicity and Variability of Workload. Focusing on a web server scenario, where
the overwhelming part of workload is created by human users, it is realistic to assume
high variability and often, strong periodicity of workload intensity. Especially the CPU
resource demand will show correlation to the workload intensity. Of course, there will be
spontaneous peaks and bursts, e.g., caused by new hyperlinks from popular web sites or
search engine crawlers indexing a website. Additionally, seasonal or long-term trends may
exist.
Heterogeneous Servers. As already outlined in Section 4.5.2, data centers used for
business purposes are typically sheltering servers from different generations and vendors.
Completely homogeneous data centers are very seldom and mostly used for number-crunching
cluster installations which are deployed at once. Cluster infrastructures are not within in the
scope of this work, which is focusing on existing, heterogeneous business infrastructures.
There, servers are typically heterogeneous with respect to both their resource capacities as
well as power consumption, aggregated as heterogeneous energy efficiency. Additionally,
the heterogeneity is generally exploitable for increasing the correlation between workload
intensity and power consumption. E.g., imagine a server with rather low CPU resources, but
high memory resources. Such a server could be used for sheltering VMs during the night
times where only very little workload occurs. Although CPU power saving mechanism are
getting more and more sophisticated, the less CPU cores such a machine has, the less power
is generally required.
Static Offline Server Power Consumption. Servers switched off for saving power
are assumed to consume a static, small amount of power. To allow a remotely triggered
boot, only a small amount of power is needed for receiving the wake-on-LAN magic packet.
However, the specific amount of power can vary depending on the exact server, which is
appropriately considered, as all consumption data is configurable on a per-server level. In
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the simulation mode MetaSim, server data from the SPECpower_ssj2008 benchmark is used,
and their standby power consumption is unavailable. Hence, an estimation of 10 W standby
(ACPI S4) power consumption is used.
Storage and Network Infrastructure Consumption. Although a central storage
system, e.g., a SAN or NFS-share, is required to be able to live migrate virtual machines
between physical servers, the consumption of this equipment is out of consideration. The
same holds true for network equipment like switches. The reasons for this are that on the one
hand, these devices have a highly static power consumption behavior, with only marginal
influence of the workload intensity [HDP09] and thus allowing the approximation of a static
power consumption. Hence, the additional consumption caused by these devices can be
easily added, independently of the workload intensity. On the other hand, such devices
are existing anyways within data centers and independently from the aim of this work.
Switches are required for connecting servers with each other and their clients, and some kind
of central storage for virtual machine disk images is already used within virtualized data
centers with high probability, as it allows better storage redundancy, easier management,
quicker fail-over and therefore higher availability, and more straightforward backups.
Linearly Correlated Server Power Consumption. As discussed in Section 2.2.1,
a linear correlation between the CPU utilization and the dynamic power range of a server
is a first approximation to estimate the power consumption of a server given a specific
utilization. The exact values for Pidle and Ppeak are of course depending on the specific
server.
P = P(UCPU) = Pidle +(Ppeak−Pidle) ·UCPU (5.1)
Negligible Virtual Machine Arrival and Departure Rates. In contrast to related
efforts focusing on VM deployment issues, virtual machine arrival and departure rates are
considered to be negligible here. In business infrastructures, there may be a new project or
customer from time to time that requires new virtual machines, or virtual machines used for
testing purposes are not needed any more and shut down. Nevertheless, there is no steady
come and go of virtual machines.
Equally Important VMs. In contrast to cluster infrastructures, where jobs could possi-
bly be queued before submission or suspended during execution, here, all VMs need to have
a hosting physical server at all times. The job lengths are assumed to be infinite. For the
evaluation in this chapter, all VMs have the same priority.
Utilization Thresholds. Servers are not allowed to be fully utilized to avoid queuing
issues. In fact, they are required to have reserves for short peaks, where even live migration
would be too slow as a useful countermeasure. Additionally, live migration itself requires
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a considerable amount of CPU and network resources. Hence, utilization thresholds need
to be configurable, giving the relative amount of a server’s resources that should be used by
VMs, denoted as quota capacity, or usable capacity. If it is (predicted to be) exceeded, the
mapping of VMs must be automatically rearranged.
Management Action Overhead. Management action, e.g., live migration, server boot
and shutdown impose additional costs. These need to be considered and compared with the
benefit of taking an action, e.g., the potential energy savings.
5.5 Prototype Architecture
MetaVisor is a prototypical implementation of a cost model driven dynamic consolidation
approach. It is written in Java 1.6 and heavily uses libvirt1, a light-weight virtualization
API written in C with drivers for a growing set of hypervisors, through Java bindings. The
focus is on Linux systems, Debian Squeeze AMD64 is used for RMs and VMs, and KVM as
hypervisor.
One of its design principles is to minimize the need for manual user interaction. To
add a hypervisor host (RM), only the following input is required: A FQDN or IP address,
a MAC address for WakeOnLAN, the standby, idle, and peak power consumption, and
the SPECpower_ssj2008 benchmark result (specpoints) used as energy efficiency sorting
criteria necessary for the greedy heuristic.
On each RM, a libvirt daemon and sshd with public key authentication are neces-
sary. On all VMs and RMs, a custom developed utilization logging software MetaStat is
required. It has a small footprint, uses pidstat and sar for measuring the utilization,
and ensures highly synchronous measurements, as it is triggered by network broadcasts.
For development, VMs with Apache2, PHP5-FastCGI and MediaWiki were used
as web-tiers and VMs with MySQL5 and dumps of the Latin Wikipedia are used as database-
tier. For workload generation, a custom developed software MetaBench was used. It allows
to automatically create and execute a trace of HTTP requests based on a list of template
URLs and a time series of workload intensity. As storage for VMs, an NFS share over GBit
Ethernet was used.
In Figure 5.2, the integration of MetaVisor into a data center infrastructure is illustrated.
MetaVisor runs on a management server (or VM) outside the set of RMs/VMs it manages.
The added power consumption is insignificant for business scenarios as MetaVisor only
needs little computing power and existing infrastructures will typically consist of at least
dozens of servers, networking equipment, and a SAN. A SAN is necessary for doing VM
live migrations, as described above, and is assumed existing in any professional data cen-
ter. RMs can even be completely disk-less by booting from the SAN (e.g., FiberChannel,
1http://libvirt.org, last visited on 5.9.2012
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iSCSI). A screenshot of MetaGUI, a visualization frontend of MetaVisor, showing an em-
pirical test run is visible in Appendix A.


















Figure 5.2: MetaVisor’s integration into a data center infrastructure.
In the following, the main control loop of MetaVisor is briefly described. The below-
mentioned steps are executed in an endless loop with configurable iteration frequency.
Step 1: Resource Identification
Provided with a list of RMs, MetaVisor automatically explores these RMs using libvirt.
For each RM, it identifies the amount of main memory, the CPU architecture, the number
of CPU cores and their frequency, and the total CPU resources. Additionally, it detects the
VMs currently running on a RM for further processing.
Step 2: Resource Utilization Logging
After running RMs and their VMs are identified, MetaVisor collects utilization data from all
RMs and VMs. To start the utilization measurement synchronously on all RMs and VMs,
MetaVisor sends a network broadcast with a unique signature (a kind of magic packet),
additionally containing the measurement interval length. Upon receiving this packet, all
instances of MetaStat start measuring the utilization using pidstat and sar. Dozens
of metrics are collected from both hypervisor and the VM perspective, e.g., assigned main
memory, used amount of swap, consumed CPU time, load averages, block, memory and
network device activity. In the meantime, the control loop sleeps and wakes up when the
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utilization logging should be finished. Then, all data is gathered in parallel over the network
and is written into a MySQL database. Where applicable, relative values are computed,
e.g., average network packets per second. Further, the storing of utilization data is crucial
for doing forecasting.
Step 3: Optional Resource Demand Forecasting
When the current resource utilization is known, optional forecasting takes place if activated
and enough historic data is available. Currently available methods are Holt-Winters and
SARIMA/ARIMA/ARMA models, they are further described in Section 5.9. The respective
functions of the GNU R forecasting library are called from the Java VM using rJava
and JRI.
For CPU resources, a time series of the amount of CPU cycles (including steal and
iowait) a VM has used is built. Based on this, a forecast is created for the next interval.
However, there is a subtle problem. Consider a VM with 1 vCPU, consuming 100% of the
cycles the corresponding physical CPU core offers. It is probable that the VM is experi-
encing severe queuing issues, and would need a second vCPU. Then, it would be able to
consume the amount of CPU cycles two physical cores offer. E.g., after getting a second
vCPU, 130% of the original amount of cycles are consumed, or 65% of the cycles if normal-
ized to the two vCPUs. Hence, a forecast, howsoever sophisticated, has severe troubles to
reliably capture an important constraint: The amount of CPU resources a VM can consume
is capped by the number of assigned vCPUs.
To find a remedy, MetaVisor measures the UNIX load average inside the VM to
identify queuing issues. Currently, the load5 is chosen as a trade-off between reacting too
fast (load1) and reacting to slow (load15). The UNIX load average is the expo-
nentially weighted number of processes in the run queue for the last 1, 5 and 15 minute(s)2.
The run queue consists of running and runnable processes. In general, when the length of
the run queue becomes greater than the number of (v)CPU cores, runnable processes have
to wait until CPU resources are free again.
If the load5 is greater than nvCPUs, the number of currently assigned vCPUs, then
MetaVisor reacts drastically by setting the future vCPU assignment to
n′vCPUs = dload5 ·nvCPUse
and multiplies the originally calculated forecast with load5 too. To draw an example, a
VM which had 1 vCPU, a load5 of 1.7, consumed cycles at an average rate of 2500 MHz,
and was forecast to consume 2600 MHz, will get 2 vCPUs, and the forecast is updated
to 1.7 · 2600MHz = 4420MHz. After the next measurement interval, more meaningful
information is again available for predicting future demands, as the VM could then, e.g.,
have consumed 4100 MHz with 2 vCPUs.
2a.k.a. load1, load5, load15
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For main memory, there is a similar problem. A VM can not consume more main memory
than its assignment allows. Again, the VM is introspected, and the memory utilization is
analyzed. A target allocation is computed to assure the VM’s percentage of free memory is
between a configurable lower and an upper bound, with the constraint that a VM’s memory
allocation can not grow beyond its initially configured maximum. Buffers and caches are
assumed to be required, and are not counted as free memory. The amount of used swap
memory is subtracted from the amount of free memory, as a VM should never need to use
swap memory. We have made the observation that soon, a steady state of memory alloca-
tion is reached, which is consistent with the utilization trace data discussed in Section 5.8.
Reasons for this are the typical UNIX strategy to use the main memory as much as possible
and the infinite job lengths in a web and database scenario. Hence, forecasting is not done
for main memory due to the lacking demand variability in the investigated scenario.
Step 4: Mapping VMs to RMs
Once the VMs’ future resource allocations are available, MetaVisor tries to efficiently map
the VMs onto the RMs using either a greedy heuristic or a meta-heuristic genetic algorithm.
Both are described in detail in Section 5.7.
Step 5: Live Migration
When the target mapping is available, it is established by carrying out live migrations.
MetaVisor performs the required live migrations using libvirt. If necessary, RMs are
switched on using WakeOnLAN beforehand. The duration of a live migration depends on
a) the size of a VM’s memory allocation, b) the rate of a VM changing the content of its
memory pages, denoted as page dirtying rate c) the involved RMs’ resources available for
performing the migration and d) the bandwidth between the involved RMs. These questions
are further examined in Chapter 6 and Chapter 7. Currently, live migrations are done in
sequence. For further minimizing the total duration of establishing a target mapping, per-
forming migrations in parallel is an interesting option. All migrations having no common
involved RM could be easily combined to a single step.
Step 6: Resource Allocation Execution
When the target mapping is established, MetaVisor executes the VMs’ new resource alloca-
tions by using libvirt for setting a number of vCPUs and an amount of main memory.
As a further improvement, executing the new resource allocation before a possible live mi-




Step 7: RM Shutdown
At last, MetaVisor shuts down RMs that are hosting no VMs, and are not required. This is
done by sending a shutdown command over a public-key authenticated SSH session.
5.6 Cost Model
We consider several aspects of a mapping to define its total cost. In the following, we
briefly describe the cost categories under consideration and the configurable weighting pa-
rameters for each category of cost, denoted as penalties. E.g., the energy consumption can
be weighted differently depending on saving goals, energy prices, etc. In Section 5.11, we
will present results for simulation runs with different parameter values. The heuristic BFF
mapping is evaluated using these penalties, the genetic mapping algorithm directly tries to





ci · pi, (5.2)
where ci is the raw cost value in category i, e.g., the amount of kWh consumed, and pi
the penalty for category i. Although the penalties are basically dimensionless, for most
categories it is reasonable to think of them as an amount of money, e.g., a thousandth of
a Euro, representing the cost of an action or state. E.g., for each kWh consumed by the
server infrastructure, an energy penalty of 600 could represent a price of 30 cents for a
kWh, and a power usage effectiveness (PUE) factor of two. As mentioned during the rest of
this Chapter, there are many interesting extensions to this cost function possible.
5.6.1 Energy Consumption
The energy consumption is of course one of the most important cost categories, as it is the
primary aim of this work to achieve a reduction. In order to calculate the energy consump-
tion (kWh) of the total infrastructure, we first estimate the power consumption for each
server j, on average. We use a simple linear approximation studied by Fan et al. [FWB07] .
Pj = P(U j,CPU) = Pj,idle +(Pj,peak−Pj,idle) ·U j,CPU (5.3)
The idle and peak power consumptions are taken from SPECpower_ssj2008 benchmark
results for the simulation. For future work, this could be extended by interpolating the
function at steps of 10% CPU utilization, as the respective power consumptions are available
in the SPECpower_ssj2008 benchmark.
Based on Equation 5.3, we use each server’s average CPU utilization in a measurement
interval and the interval length to estimate the server’s energy consumption E j in kWh.
For switched off servers, we consider Pstandby, the standby power consumption instead of
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Equation 5.3 to calculate E j. We then simply calculate the total infrastructure energy con-






Finally, the energy consumption E is multiplied with the penalty energyPenalty.
5.6.2 Live Migration
The number of VM live migrations is contributing to the total costs. Live migration is a
resource intensive task, so the energy consumption of the servers involved will be temporar-
ily higher. Additionally, the service running in the VM may exhibit worse response times
during a live migration as shown in Chapter 6. For the evaluation presented here, the live
migration cost has a 0/1 behavior, so every live migration is contributing with the fixed
penalty denoted as migrationPenalty. As shown in the rest of this work, a non-linear
penalty function is an interesting candidate for future work
5.6.3 Server Boots and Shutdowns
The number of server boots and shutdowns are also part of the total costs. Booting or
shutting down a server takes time and consumes additional energy. Further, it is a phase
of heavy strain on mechanical and electronic parts. Each server boot contributes with
bootPenalty to the total costs, each server shutdown with shutdownPenalty.
5.6.4 Server Overload and Utilization Thresholds
In contrast to number-crunching infrastructures like HPC clusters, it is not possible to fully
utilize servers with VMs. If they are sheltering web, database, mail etc. services, massive
queuing issues will arise, leading to catastrophic quality of service. Additionally, servers
need to have resource reserves for short time peaks where live migration is not an option.
Further, resource reserves are required for the tedious process of live migration. Hence,
we use configurable utilization thresholds td for both CPU and memory resources of each
server, denoted as warning thresholds, e.g., cpuUtilizationWarningLevel. If at
least one resource component is exceeding the warning threshold, the server is regarded as
overloaded. Hence, servers are allowed to be utilized up to a resource quota, and a server j
is overloaded if
U j,d > td
for least a single d, d = 0 . . .D− 1, where U j,d is the utilization of server j in the resource
d, so 0 < U j,d ≤ 1, and where 0 < td ≤ 1 is a configurable constant specifying the quota
capacity of a RM. As mentioned in Section 4.6, heuristic mapping algorithms profit from
hard utilization thresholds in terms of complexity. If a server is exceeding thresholds, VMs
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have to be migrated to other servers. However, the cost of an overload situation should be
considered non-linearly, as exceeding a threshold by 2% will generally have less impact on
QoS than exceeding it by 20%. Hence, we apply a non-linear cost function when evaluating
the overload cost of a mapping. The exact function will most likely be different for each
specific scenario as it depends on a multitude of factors. Additionally, it could even be het-
erogeneous for different VMs. However, this out of the scope of my thesis, where I assume
that a continuous overload cost function has been provided. For case study evaluation pur-
poses, servers are interpreted as a Markovian M/M/1 queue, so that ρ can be interpreted as
the CPU utilization and
P(T ≤ x) = FT (x) = 1− e−µ(1−ρ)x, (5.5)
gives the theoretical probability that the response time T of a request is lower than or equal
to a limit x for a given service rate µ [BGdMT06]. Thus, FT (x) can be interpreted as service
level percentile. Here, we are interested in the opposite, meaning the probability that the
response time is greater than a limit x:
P(T > x) = 1−FT (x) = e−µ(1−ρ)x, (5.6)
As exact values are depending on the specific infrastructure, we evaluate a case study
using x = 1 and µ = 10. The corresponding cost function is visible in Figure 5.3. Of
course, µ is heterogeneous across servers, but service times or rates are unavailable within
SPECpower_ssj2008 results. To generate heterogeneity, µ is multiplied with a factor rela-
tive to the maximum throughput of a SPECpower_ssj2008 system under test.
For each VM hosted on a server with an exceeded threshold, P(T > x) is used to calculate
the cost of overload. The scenario is that the infrastructure is used to earn money, either
directly by an online shop, or indirectly by ads. If the attempt to save energy was too
aggressive or a forecast went wrong, visitors may abstain from placing an order as they
experience a bad QoS. As not the server itself, but its VMs suffer from low QoS, we multiply
P(T > x) with the number of VMs the server was hosting.
Additionally, we consider the amount of time, here the interval length, a VM was hosted
on a server exceeding a utilization threshold. We do not know the exact amount of time a
VM was hosted on an overloaded server, as the interval length determines the granularity
of information. We simply treat the respective server as having exceeded thresholds for the
whole interval length, and for each VM hosted on it, the penalty applies for each minute
of the interval. The idea is to penalize exceeded thresholds in configurations with higher
interval length stronger. Reasons for this are: a) it takes longer then to detect and react to
overloads, and b) it is more probable to be unable to even detect them, when overloads are
averaged out over a long period of time. Finally, the value is multiplied with the configurable
rmUtilizationPenalty.
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Figure 5.3: Non-linear overload cost function.
5.6.5 Utilization Variance
The variance of server utilization is considered to penalize an imbalance of utilization across
servers. This cost category is especially important for the genetic algorithm presented and
evaluated in this work. We use a fitness function, reciprocal to the cost function, to evaluate
population individuals representing possible solutions. Then, penalizing utilization imbal-
ance with a heavy weight leads to a preference of solutions that balance the workload as
much as possible across all available servers. Hence, the GA will effectively do load bal-
ancing using the whole existing infrastructure. Depending on the live migration penalty, in
this case adversary to the variance penalty, the load balancing will be carried out more or
less aggressively.
Load balancing is perhaps the most interesting scenario for comparison with the approach
of this work, as it means to always use all existing resources instead of always use only the
estimated required resources. The sum of CPU utilization variance and memory utilization
variance is multiplied with variancePenalty, representing the utilization variance cost.
It is considered in the fitness evaluation of the individual solutions, but not shown in the
result plots in Section 5.11, as the utilization variance costs are virtual, not real.
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5.7 Virtual Machine Mapping Algorithms
The VMs’ distribution across the servers must be automatically adapted to the workload
forecasts, aiming at consuming the least possible power given the workload intensity and
potential service level constraints. VMs can be live migrated to consolidate a set of idle
servers to a smaller set of well utilized servers, thus saving energy by switching off servers.
On the other hand, VMs can be live migrated from servers which are predicted to be over-
loaded soon to other servers that were automatically booted to scale the infrastructure size
to the resource demand.
Finding an optimal mapping of VMs to servers based on a current mapping is a multi-
objective combinatorial optimization problem. For V VMs and R RMs (physical servers),
there are RV theoretically possible mappings, resulting in a huge search space even for low
V and R. Mappings with at least a single overloaded RM are invalid in the context of this
work. Thus, a vast amount of theoretically possible solutions found are practically irrelevant
and the computation involved was in vain. Additionally, practically possible solutions must
be evaluated for their cost, as described in the previous Section.
An exhaustive search through RV possible mappings is most likely intractable because
of the computational demand involved, given practically interesting values of V and R. We
examine two algorithms to map VMs to servers: A heuristic approach derived from vector
packing (see also Section 4.5), denoted by Balanced-First-Fit (BFF), and a meta-heuristic
genetic algorithm (GA) flexibly adaptable to various scenarios. The adaption is possible by
using a customizable cost model feeding into the GA’s target function.
5.7.1 Balanced First Fit Heuristic
The first mapping algorithm we compare with load balancing is a greedy heuristic origi-
nally used for bin and vector packing tasks. There are several changes necessary to use
such heuristics for mapping VMs to heterogeneous server, considering at least two resource
components, CPU and memory. Probably most important, instead of the items (the VMs),
we have to sort the bins (the servers) by some criteria to decide which of them are to be
filled first. Further, we always want to map all VMs, so sorting VMs is only reasonable
for e.g., balancing the resource utilization of the servers. Additionally, there is a crucial
difference regarding multiple dimensions of items and bins here. In contrast to bin packing
or multidimensional, multiple knapsack problems, items are not to be aligned edge by edge,
but must be aligned corner by corner, best denoted by vector packing.
As our goal is to save energy, we use the SPECpower_ssj2008 benchmark results, de-
noted as specpoints, as an energy efficiency sorting criteria, where higher values represent a
higher efficiency. The SPECpower_ssj2008 benchmark was described in Section 2.2.3, the
specpoints give an overall ratio of throughput per power, measured at CPU utilizations from
10% to 100% in steps of 10. All of these results contribute equally to the final result. The
necessity for this sorting criteria is a specific problem of heuristics. For each definition of
efficiency, we can easily find situations where another definition would be better. E.g., for
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phases of low workload, a definition putting more weight on low CPU utilizations would
be better. The general problem is that the efficiency of a server is depending on its utiliza-
tion, but its utilization must here be determined by having an efficiency metric. These are
just briefly mentioned reasons why we compare a heuristic VM placement algorithm with a
genetic algorithm, which is far more flexible within still reasonable computation time.
We show a detailed description of our implementation in Listing 1 using pseudo-code,
and give a brief picture of its main concepts in the following. We start with the current
mapping to minimize reconfiguration costs. Then, we split the problem into three sub-parts.
1. First, all online servers are examined for utilization levels that are exceeding a thresh-
old. If so, we remove VMs in a resource balanced way until the server is not exceeding
any thresholds, and denote all removed VMs as homeless.
2. Second, we try to map these VMs to other servers, beginning with the most energy
efficient. Again, we try to add VMs in a way that balances CPU and memory utiliza-
tion of a server. During phases of high workload, it is possible that not all VMs have
found a new place, as all servers might have reached their threshold level of utiliza-
tion. Then, we force a mapping by ignoring the threshold, and just consider the actual
resource capacity.
3. Third, we try to consolidate the infrastructure. In a dry-run, we first check if all VMs
of a host could be migrated to other, more energy-efficient, already running hosts.
We only want to a migrate several VMs if as a result, the respective host can be shut
down. A reason for a negative result is, e.g., that the more efficient servers do not
have enough resources left. Additionally, we use a hysteresis parameter denoted by
vmConsolidationInertia, which gives the amount of time a VM should stay
on a server, unless the server is exceeding a utilization threshold. By adjusting the
value, we can consolidate more or less aggressively. If all VMs could be placed on
more efficient server, we implement the results from the dry-run.
Algorithm 1 Balanced First Fit Heuristic Pseudocode
1: map← getCurrentMapping()
2: for all s in map.getOnlineServers() do
3: if s.warningThresholdExceeded() then
4: cpuSortedVMs← sortVMsCpuDescending(s.getVMs())
5: memSortedVMs← sortVMsMemDescending(s.getVMs())
6: while s.warningThresholdExceeded() do

















22: for all v in homelessVMs do
23: for s in serversByDescendingEfficiency do
24: if s.desiredThresholdExceeded() then skip
25: end if
26: if s.hasHigherCpuUtil() then
27: for v in memSortedVMs do








36: for v in cpuSortedVMs do










47: for all v in homelessVMs do
48: forceMapping(v)
49: end for
50: for all s in map.getAllServers() do
51: for all v in map.getVMs(s) do
52: if v.getSameHostTime() < vmConsolidationInertia then break
53: end if
54: for all sDest in map.getMoreEfficientServers(s) do
55: if sDst.canHost(v) then
56: tmpMap.setRunOn(v, sDst);
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61: if tmpMap.getVMs(s).isEmpty() then






The meta-heuristic genetic algorithm is fundamentally different from the heuristic algo-
rithm. Here, we can directly use the cost function configurable by the parameters described
in Section 5.6 to evaluate individual solutions of a population. To be specific, the reciprocal
of the costs, f = 1C , is used as fitness value.
At the end of each generation, individuals are then selected to be part of the next gener-
ation depending on their fitness. We primarily use the elitism selection mode here, where
the best n individuals are selected. Another available option is the so-called roulette wheel
selection, where individuals are selected with a probability in relation to their fitness.
We have implemented a single point crossover operation, where two randomly selected
parent individuals create two offspring, where one offspring gets all “genes“ left of the
cutting point from one parent, and right from the cutting point from the other parent. For
the other offspring, it is vice versa.
XFather =
 1 0 0 10 1 1 0
0 0 0 0
 ; XMother =
 0 1 1 00 0 0 1
1 0 0 0

XSon =
 1 0 1 00 1 0 1
0 0 0 0
 ; XDaughter =
 0 1 0 10 0 1 0
1 0 0 0

There are several mutation operations. The most important is perhaps the migrateVm
mutation, where a VM is set to run on another server:
Xold =
 1 0 0 10 1 0 0
0 0 1 0

Xnew =
 1 1 0 10 0 0 0
0 0 1 0

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Further, a consolidateRm mutation is implemented. Here, all VMs of a server are set to
run on other, already online servers:
Xold =
 1 0 0 10 1 0 0
0 0 1 0

Xnew =
 0 0 0 01 1 0 0
0 0 1 1

Additionally, a swapRm mutation is used, where all VMs of two servers are exchanged:
Xold =
 1 0 0 10 1 0 0
0 0 1 0

Xnew =
 0 1 0 01 0 0 1
0 0 1 0

Finally, a swapVm mutation is available, where two servers each migrate a VM between
them:
Xold =
 1 0 0 10 1 0 0
0 0 1 0

Xnew =
 0 0 1 10 1 0 0
1 0 0 0

The process which servers and/or VMs to take as operands is random for all operations,
which are not carried out if servers would be overloaded. With the parameters listed in
Table 5.1, we can influence the amount of these operations within each generation, the pop-
ulation size and the number of generations. During the evaluations, it was noticed that the
number of generations necessary to create a good mapping depends heavily on the current
mapping and the level of required optimization. If there is only little change in the workload
situation, the fitness of the population reaches a steady state after a few generations. If there
is a drastic change, the fitness increases over more than hundred generations. Hence, we
define a maximum number of generations, and stop early if a better solution was not found
for n consecutive generations.
Several populations, then typically called demes, can be created to allow multi-threaded
computation. Here, an exchange rate can specified, influencing the amount of solutions
that are exchanged between threads after each generation to increase diversity in the ”gene“
pool.
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5.8 Utilization Trace Data
The utilization traces thankfully provided by the University of Vienna’s central IT depart-
ment consist of CPU utilization traces of 33 VMs running in a production system, thus
bearing real workload. The CPU utilization is measured in MHz, giving the amount of CPU
cycles spent by the VMware hypervisor for a specific VM. The traces represent a period
of four weeks, with intervals of two hours, where a utilization sample gives the average
utilization within an interval. The infrastructure is driven by VMware, offering only little
flexibility regarding utilization trace export. Trace length and resolution are not arbitrarily
configurable. Traces representing a period of time longer than four weeks are not possible
with a resolution of two hours. On the other hand, a trace length of four weeks is only
possible with a resolution of two hours. Already, an interval length of two hours is rather
long, thus we will evaluate shorter interval times using interpolation.
Interestingly, the infrastructure’s memory utilization showed little to no variability at all.
We explain this by the memory management behavior of UNIX-like operating systems,
which use otherwise not required memory space for buffering and caching and quickly reach
a steady state. On the other hand, Windows operating systems have the peculiarity to zero-
fill [Wal02] the whole memory during startup, thus effectively prohibiting a hypervisor3
from assigning memory pages to a guest on demand. Hence, we concentrate exclusively
on CPU utilization and assume the VM memory allocation as heterogeneous, but fixed over
time.
Figure 5.4 shows a typical CPU utilization trace and its decomposition into a trend, sea-
sonal and random component. We can clearly see the differences between day times and
night times, as well as between weekdays and weekends. During weekdays, there is al-
most a factor of three between minima and maxima. In Figure 5.5, a diagnostic time series
plot of the same utilization trace is shown. Here, each day is represented by a line, giv-
ing an impression of a possible pattern within days. Note that our time series starts at 9
pm, so in Figure 5.5, midnight is between the second and third tick. We can clearly see
a pattern that during morning hours, utilization rises quickly to stabilize during day hours,
slowly decreases at afternoon until it quickly declines at evening. Comparing Figure 5.4
and Figure 5.5 yields the observation that on weekends, the pattern is qualitatively similar,
but quantitatively weaker.
In Figure 5.6, an autocorrelation plot of the same trace is depicted. A lag of 1.0 represents
1 period of the time series, which is consistently with Figure 5.5 24 hours. As expected,
there is a strong negative autocorrelation at lags around 0.5 (12 hours) and even stronger,
but positive autocorrelation at lags around 1.0. The blue dashed lines in Figure 5.6 mark the
range of statistically significant autocorrelation.
Of course, the trace briefly presented above is just one of over 30 traces, nevertheless it is
a qualitatively typical sample, representing a common pattern within the traces. However,
3http://www.linux-kvm.org/page/FAQ#Is_dynamic_memory_management_for_
guests_supported.3F, last visited on 4.9.2012
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not all of the traces show such a strong negative/positive autocorrelation at 12/24 hour lags.
Figures 5.7 and 5.8 show the autocorrelation of all VMs at a lag of 12 hours and 24 hours,
respectively. Interestingly, although most VMs show strong positive autocorrelation at a lag
of 24 hours, not all of them show a strong negative autocorrelation at a lag of 12 hours. Some
VMs even experience positive autocorrelation at a lag of 12 hours. This gives evidence of
heterogeneity regarding the VMs’ usage patterns, which will be considered in Section 5.9.
Figure 5.4: Decomposition of a typical CPU utilization trace into a trend, seasonal and ran-
dom component.
5.9 VM workload forecasting
As discussed in the previous Section, the VM utilization traces show significant heterogene-
ity, high variability and strong autocorrelation. As a consequence, a mapping that is fine for
a specific interval can lead to overload and severe QoS violations in the following interval.
Hence, mappings should be calculated pro-actively to anticipate overloads. For the problem
at hand, methods from the field of time series analysis are natural candidates for evaluation.
We have evaluated two forecasting methods, the seasonal Holt-Winters method (triple ex-
ponential smoothing considering seasonal patterns) and seasonal auto-regressive integrated
moving-average (SARIMA) methods. For both, we use the implementations of GNU R. We
generate a new model for each VM, to consider the obvious heterogeneity in the traces. We
do this in each interval, as we have seen complete changes in behavior over time.
For both methods, we use the model selection abilities of GNU R to estimate the best
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Figure 5.5: Diagnostic time series plot of the same trace as in Figure 5.4.
Figure 5.6: Autocorrelation plot of the same trace as in Figure 5.4.
parameter values. For Holt-Winters, the α , β and γ parameters and the type of seasonality,
which can be additive or multiplicative, are determined automatically.
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Figure 5.8: Autocorrelation of all VMs at lag 1, meaning 24 hours.
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(d) VM #22, seasonal resource demand with a chang-
ing mean.
Figure 5.9: Several typical examples of VM utilization traces.
For the class of seasonal auto-regressive integrated moving-average methods, we also ap-
ply model selection, but the maximum number of seasonal and non-seasonal auto-regressive
(p,P) and moving-average terms (q,Q) was restricted to 2 in order to avoid extremely long
computation times. The order of first-differencing (d) and seasonal-differencing (D) was
automatically determined by GNU R. A stepwise model selection process was used, again
to speedup computation.
Additionally, we have created linear interpolations of the traces with a resolution of
3600 s, 1800 s, and 900 s, to be able to evaluate more frequent control loop iterations. As
mentioned, the original traces have a resolution of 7200 s due to data export restrictions in
the VMware software. For all of these interpolations, we have created forecasts too.
The traces have a length of four weeks. For evaluating the dynamic consolidation ap-
proach, the last three weeks were used both for simulation runs with and without forecast-
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ing. Generally, the forecasting back window, meaning the period of time used to create the
forecasting model, is seven days. The back window then slides with each interval. Hence,
we use the first week of the trace for building the forecast models for the first measurement
interval, and do not include these costs of learning in the results, as we are interested in the
steady state of the system. For SARIMA at interpolations of 1800 s and 900 s, it had to be
shortened to two days, as otherwise, the computation was not finished after days.
Especially important, we have taken the conservative approach of using the 95th per-
centile upper bound of the confidence interval as actual forecast. Then, the probability that
the observation will be greater than the predicted value, leading to SLA violations, should
be 5% at maximum. From another perspective, the VM should get its required amount of
resources 95% of the time, which easily translates to a simple service level agreement. In
Figure 5.10, several typical forecasting traces are shown. We can see that all example traces
can be forecast well, even for an interval length of 7200 s. However, the number of available
samples is small in this case, and the forecast’s upper bound is generally over-estimating the
demand significantly. Nevertheless, under-estimations are extremely rare. If we had shorter
measurement intervals, e.g., 900 s as also shown in Figure 5.10, and hence more samples
available, the over-estimation is noticeably reduced.
5.10 Evaluation
In order to evaluate the combined potential of both workload forecasting and dynamic con-
solidation regarding energy efficiency, we have developed MetaSim, a simulation mode for
MetaVisor. The simulation uses the MetaVisor control loop, and allows us to use utilization
traces from several data sources, here plain text files, to validate the control loop. Fur-
ther, long time spans and multiple scenarios can be evaluated within comparably short time.
We denote the (simulated) time between control loop iterations as interval length and each
iteration as interval. To create a simulation run, four components are necessary:
1. The simulation input data, comprised of a number of VMs and their resource de-
mands, and a list of servers and their characteristics, e.g., resource capacities, power
consumption etc. The configuration is done using XML, see Appendix B for the base
configuration. Multiple VMs were built from each of the traces to be able to simulate
a larger infrastructure. The amount of VMs built from each trace, a scaling factor and
the amount of main memory were varied to ensure heterogeneity. The CPU resource
demand and capacity time series resulting from this configuration and used in the sim-
ulations is shown in Figure 5.11. As we can see, there is much potential for shifting
the typical operating region of servers closer to the warning level threshold, here 60%
of the nominal capacity.
2. The configuration of the cost model, cf. Section 5.6. The base configuration is visible
in Table 5.1 and also shown in Appendix B.
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(f) VM #8, Holt-Winters, 900 s intervals
Figure 5.10: Several examples for increased forecasting precision when the trace data is
interpolated. Due to using the 95th percentile upper bound as forecast, the de-




3. A VM mapping implementation, denoted as decision module, cf. Section 5.7 .
4. Several, partly optional parameters influencing the simulation itself or its evaluation,
cf. Table 5.1.
In the first interval an initial mapping is created, using the chosen decision module. The
initial mapping is not evaluated, to give each decision module the chance to warm-up by
creating a reasonable initial state according to its algorithm. Subsequently and in each
control loop iteration, the following steps are carried out:
1. VM utilizations are updated, as they will have changed since the last observation.
If forecasting is used, then the forecast utilizations are updated too. Based on the
mapping from the last interval which was not recalculated by a decision module yet,
server utilizations (optionally forecasts too) are updated accordingly. E.g., this can
lead to the detection of server overload if the mapping chosen in the last interval was
too optimistic or aggressive, or forecasting went wrong.
2. Before recalculating the mapping, it is evaluated regarding servers exceeding a thresh-
old, and the utilization cost function is used to determine overload costs.
3. A new mapping is calculated by a chosen decision module, optionally based on fore-

















RM CPU Warning Level Capacity
Figure 5.11: The time series of total VM CPU demand, server capacity and quota capacity
within the warning level used in the simulations.
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servers are powered down or woken up, and related information like energy consump-
tion is updated accordingly.
4. Finally, the new mapping is evaluated considering several aspects, feeding into a cost
function we have elaborated on in Section 5.6 .
5.11 Results
In the following, results are presented for the described cost model driven dynamic consol-
idation. We start evaluation the decision modules in combination with optional forecasting
and more frequent control loop intervals.
5.11.1 Interval Length and Forecasting
As already mentioned, the original trace data has an interval length of two hours, which
is rather long. In a first evaluation, we have linearly interpolated the trace data into reso-
lutions of 3600 s, 1800 s and 900 s, comparing them with the original resolution of 7200 s.
The resulting total weighted costs for all combinations of interpolation, mapping decision
module and optional forecasting method are shown in Figure 5.12, the parameters used to
yield these results are listed in Table 5.1. We demonstrate the performance and flexibil-
ity of our cost model and the described genetic algorithm. A first proof of its flexibility
is that is easily adaptable to carry out load balancing by adjusting a single parameter, the
variancePenalty. In this evaluation, a starting set of parameter values is chosen. The
consequences of changing these parameters are evaluated in several case studies presented
in the successive Subsections.
In the following, the resulting total weighted costs and their inner structure shown in
Figure 5.12 are interpreted. We can see with the parameters used here, the most important
cost categories are energy and overloads. It is also clearly visible that energy costs are
rather independent from the interval length. Load Balancing (LB) performs equally for all
interpolations and is the base of comparison for all other results.
With an interval length of 7200 s, both the genetic algorithm (GA) and the greedy bal-
anced first fit heuristic (BFF) are causing massive overload costs when forecasting is not
used. This is a direct consequence of including the interval length into the overload cost
function, representing that a less frequently iterating control loop takes longer to detect
overload situations, and more damage will be done until detection. However, with forecast-
ing enabled, a significant amount of total costs, approximately 40%, can be saved compared
to LB. Holt-Winters and ARIMA are performing very similar. As the computational effort
for the ARIMA model selection is significantly higher, Holt-Winters should be favored over
ARIMA in comparable scenarios. GA is performing similar to BFF, only the combination























































































































































Figure 5.12: Total weighted costs and their inner structure for all combinations of interpo-
lation, mapping algorithm and forecasting method.
With an interval length of 3600 s, BFF starts to reduce the total cost by a small amount
even without any forecasting done. GA without forecasting is now performing equal to LB.
With forecasting enabled, both BFF and GA benefit compared the 7200 s interval length,
GA is now even performing better than BFF.
At an interval length of 1800 s, the difference between enabled and disabled forecasting is
becoming smaller. GA now saves approximately 40% even without forecasting. However,
both BFF and GA further benefit from forecasting, and GA with forecasting is decreasing
the cost most. Between Holt-Winters and ARIMA, there is no significant difference. At
this interval length, the sample back window for ARIMA had to be shortened to two days
(96 samples), as otherwise, the model selection for the whole trace of three weeks (1008
intervals) was not finished within days of CPU time. For real world scenarios, howsoever
good the quality of the resulting forecasts would be, such run times would render them
irrelevant.
At an interval length of 900 s, the costs of all approaches are further becoming smaller,
however the gain is very little. Again, the back window of ARIMA had to be shortened to
two days, containing 192 samples.
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Optional Forecasting requiredPeriodsForForecasting 3
Table 5.1: Parameters used for yielding results shown in Figure 5.12.
In Figure 5.13, we can see the provisioning efficiency of the BFF heuristic for an interval
length of 3600 s, without forecasting. 0% over-provisioning is the ideal case where the
online quota capacity is exactly fulfilling the demand. 100% over-provisioning represents
that twice the amount of required quota capacity is online. Similarly, -100% denotes that
twice the resources are required than are actually online. It is clearly visible in Figure 5.13
that under-provisioning occurs frequently due to the lack of forecasting. Figure 5.14 shows
the same simulation run, but with Holt-Winters forecasting enabled. Under-provisioning
does not happen at all, however significant over-provisioning is common. If we increase the
control loop frequency by decreasing the interval length to 900 s as shown in Figure 5.15, we
can decrease over-provisioning substantially, without risking under-provisioning. If over-
provisioning occurs, then the impact is also shorter because the control loop can react more
quickly.
As a result, we can see in Figure 5.12 that cost model driven dynamic consolidation
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Figure 5.15: Provisioning efficiency for an interval length of 900 s and the BFF heuristic
with Holt-Winters forecasting.
can easily save 40% of total costs even with infrequent control loop iterations, but with
forecasting enabled. The difference between Holt-Winters and ARIMA models regarding
forecast quality is negligible, although the runtime of ARIMA is significantly longer. The
more frequent control loop iterations are carried out, the smaller the difference between
enabled and disabled forecasting becomes. Generally, BFF and GA are performing equally
in this case scenario. However, in contrast to the GA, the BFF heuristic is unable to react to
changing cost model parameter values. E.g., the BFF will deterministically create the same
solution for a given status quo, independent from energy price.
In the following, the computationally more intensive approach of using a genetic algo-
rithm will be justified by demonstrating its flexibility to adapt to a change in conditions.
For the following parameter influence evaluations, an interval length of 3600 s with Holt-
Winters forecasting was used, as it provides a good trade-off between runtime and quality
of the result. Further, the simulation trace was shortened to one week instead of three weeks
to speed up the computation and to be able to evaluate more parameter values within the
same time.
5.11.2 Overload Cost Parameter Influence
For every infrastructure that should be consolidated dynamically, one of the most important
questions will be how sensitive it is to overload situations. An infrastructure that is serving
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weblogs will most likely lead to a different perspective on overload situations than online
shop operators or even providers of business critical services will have. The genetic algo-
rithm decision module is able to adapt to the specific circumstances of an infrastructure. To
demonstrate this, the influence of changing the overload penalty on the resulting total costs












































































































Figure 5.16: Influence of changing the overload penalty on BFF/GA solution quality.
First, the simulation was done again with the same parameters as in Table 5.1 to have
a proper base of comparison. The trace length was shortened, so the results are not com-
parable in absolute numbers to Figure 5.12. We can clearly see in Figure 5.16 that with
increasing value of the overload penalty, the accumulated sum of overload costs severely
increases for BFF. This is expectable, as it is unable to act based on the cost model, but
is only evaluated with it. On the other hand, GA is able to react to the changed circum-
stances by increasing the amount of energy used, leading to a sum of overload costs that is
growing only very little with the increasing overload penalty. Of course, the results have to
be understood as case studies, the exact values have to determined for each infrastructure.
Furthermore, it is probable that the VMs are heterogeneous in terms of overload sensitivity.
One the one side, there can be technical reasons, e.g., an authentication service that is run-
ning into time-outs if users do not (here: can not) respond within a fixed amount of time.
On the other side, there can be economic reasons, e.g., there are services that make more
revenue and therefore have higher priority, or a customer has paid much money for a better
SLA. This heterogeneity is implementable quite easily into the genetic decision module.
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5.11.3 Migration Cost Parameter Influence
Another aspect to investigate is how the cost of live migrating VMs is contributing to the
total costs and how the genetic algorithm can adapt to changing circumstances. Again, a
base of comparison with the same parameters as in Table 5.1 was simulated first. Then, the





























































Figure 5.17: Influence of changing the migration penalty on BFF/GA solution quality.
Again, we can clearly see that GA is outperforming BFF by adapting to the cost model. It
is never performing worse than BFF, but reacts by increasing the amount of energy spent and
slight overload situations tolerated in order to avoid costly live migrations. For a migration
penalty of 100 units, it is saving approximately 20% compared to BFF. It is important to
note here that the live migration penalty is currently implemented in a simple 0/1 approach,
as each live migration is contributing with a fixed amount of penalty. As shown in Chapter 6
and Chapter 7, this should be changed to a non-linear model consisting of several important
utilization metrics. E.g., a VM that is already suffering from queuing issues, should not
be migrated unless there are no alternatives. Other, less utilized VMs should be quickly
migrated, and the freed resources should be assigned to the overloaded VM. With more and
more variables added to an optimization problem, the design and development of heuristics
becomes increasingly complex, and the solution space is better explored using stochastic
processes. Nevertheless, the heuristic is outperformed by the GA already for a simple 0/1
penalty model. Further, the above mentioned ideas regarding heterogeneity do apply here
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too. A VM providing critical services and thus sensitive to any implementation of live
migration should be migrated with less priority than a VM hosting a blog. Again, the genetic
approach is comparably easily extensible to such demands.
5.11.4 Energy Cost Parameter Influence
As the last parameter case study, the influence of the energy price was evaluated. In addition
to the same value as in Table 5.1, the energy penalty was doubled and quadrupled. We can
see in Figure 5.18 that the GA is also able to react to a changed energy price. For a penalty
per kWh used of 2400 units, the GA can save approximately 10%. It is important to note
here that due to the other parameters and enabled forecasting, energy costs are basically the
only cost category relevant for the total costs. E.g., if there was a significant amount of
costs stemming from live migrations for both decision modules in the base scenario, the GA
could try to migrate more often in order to save energy more aggressively. Again, the BFF


























































Figure 5.18: Influence of changing the energy penalty on BFF/GA solution quality.
5.11.5 VM Consolidation Inertia
After evaluating the influence of the cost model parameter values, the two hysteresis param-
eters of the BFF heuristic are evaluated in the following. They have the purpose of flip-flop
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avoidance. First, the influence of the VM consolidation inertia parameter is investigated. It
is basically a minimum amount of time a VM is guaranteed to run on a specific host after it
was migrated there. As long as neither the host is exceeding the utilization threshold nor the
amount of time was reached, it is not allowed to be migrated again. In Figure 5.19, results
are shown for parameter values ranging from 0 s, effectively deactivating the hysteresis, to
7200 s. The RM Idle Timeout was set to 0 s, meaning servers can be immediately shut down
if they host no VMs. The control loop interval was set to 300 s, and Holt-Winters was used
as forecaster.
Interestingly, there is no significant difference visible. However, this can be explained by
the BFF implementation and by the high accuracy forecasts. During the consolidation phase
of the algorithm, a server is either fully consolidated, meaning that all of its VMs can be run
on other, more energy efficient servers and the respective server can be shut down, or not
at all. Thus, if a single VM has not reached the minimum required time being on the same
host, the server is not consolidated. Due to the forecasting, anticipatory live migrations are
frequently carried out, as also visible as migration costs in Figure 5.19 and indirectly visible
as extremely low overload costs. Hence, the mapping of the servers is frequently changing,
and the chance that at least a single VM has not reached the minimum required time being
on the same host, is high. Only for an inertia setting of 7200 s, there is a small increase of
costs visible, stemming from the energy cost. Hence, increasing the parameter value at some
point leads to increased energy consumption, but if forecasting is done with high accuracy,
overload costs can not be decreased by increasing the parameter value.
The assumption was that if servers are consolidated less aggressively, they have more
resource reserves that help to avoid thresholds being exceeded. However, in the scenario at
hand, this does not further improve the already very high cost saving of 50%. Interestingly,
as shown in Figure 5.20, there is also no clear benefit visible if no forecasting is done.
For consolidation inertia parameters of four and eight hours, the energy consumption is
increased, but neither migration costs nor overload costs are noticeably decreased. We can
conclude that in the investigated scenario, forecasting is a far better approach to minimize
overload costs. An evaluation that is of high interest for future work is if and how this
changes if migration costs are built from using a non-linear model. Then, more aggressive
consolidation could lead to more frequent migrations in costly, high workload intensity
situations, when the intensity is rising again.
5.11.6 RM Idle Timeout
The second parameter relevant for the BFF heuristic is the RM Idle Timeout. Similar as
above, it is a minimum amount of time before an action is allowed to happen. Here, the
action is turning off a server that has not been hosting VMs for the last n seconds. The
VM Consolidation Inertia was set to 0 s to avoid interference between these two parameters.
The control loop interval was set to 300 s, and Holt-Winters was used as forecaster. In
Figure 5.21, results are shown for parameter values ranging from 0 s, effectively allowing
























Figure 5.19: Influence of the VM consolidation inertia parameter on the total weighted costs


















Figure 5.20: Influence of the VM consolidation inertia parameter on the total weighted costs
when no forecasting is done.
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these circumstances, there is no benefit in letting idle servers run longer. Only if boot and






















Figure 5.21: Influence of the RM idle timeout parameter on the total weighted costs.
5.11.7 Performance Evaluation
Finally, runtime performance evaluations were carried out on several hardware platforms,
described in Table 5.2.
Platform: Low Power Desktop Server
CPU AMD E-350 AMD Phenom II X4 955 Intel Xeon E5-2670
CPU Frequency 1.6 GHz 3.2 GHz 2.6 GHz
CPU Cores 2 4 8
CPU L2-Cache 2x512 KiB 4x512 KiB 8x256 KiB
CPU L3-Cache N/A 6 MiB shared 20 MiB shared
CPU TDP 18 W 125 W 115 W
Memory 2 GiB 16 GiB 64 GiB
Table 5.2: Description of platforms used in the performance evaluations.
In Figure 5.22, results are shown for the runtime (wall time) of the BFF heuristic on a
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low power platform and a high end desktop platform. We can clearly see that the heuristic is
very quickly computable even on a low power platform and with activated forecasting. Note
that 26 servers and more than three hundred VMs are simulated, meaning that gathering of
utilization data will most likely take noticeably longer than calculating a new mapping.
Using a high-end desktop CPU offers a speedup of approximately 3. The BFF heuristic is
single-threaded, and is not a candidate for coarse-grained parallelization. The other cores of
the quadcore CPU are left unused, but can nevertheless be important for fetching utilization
data from a database multi-threaded. Furthermore, forecasting can be easily parallelized as
each VM trace represents an isolated problem.
In Figure 5.23, results are shown for the genetic algorithm. Here, activating forecasting
causes only insignificant overhead, as the genetic algorithm dominates the time required
to compute a solution. Again, a speedup of approximately three is visible between the
platforms. Note that these run times have to be interpreted as worst-case scenarios, as
the number of generations was fixed to 100. In most control loop iterations, the current
mapping is generally fine, only a few modifications, e.g. live migrations, are necessary
to optimize it. Then, the population’s fitness reaches a steady state very quickly, as the
distance in the search space between the current solution and a potentially better solution is
comparably small. Hence, we can stop the genetic algorithm if a better solution has not been
found within n consecutive generations. If forecasting however predicts a severe change in
workload intensity, then a viable solution that also anticipates overload takes more time to be
found. Its distance in the search space is comparably big and a lot of mutations, crossovers
etc. are necessary to create it it. Then, a steady state regarding population fitness is typically
reached after dozens of generations. Hence, the number of generations necessary to create
a good solution depends heavily on the status quo, and the process should be run until the
quality of the solution does not increase further for several generations. This avoids both
unnecessary long run times in the first case described above, and far from optimal solutions
in the second case. However, this performance optimization is not deterministic and was
not used in this runtime evaluation in order to ensure comparability.
Furthermore, on both platforms, the evaluation was carried out single-threaded, so a fur-
ther speedup due to parallelization needs to be investigated. Results are shown in Figure 5.24
for the desktop and server platform. Again, the performance optimization described above
was not used for comparability reasons. The quadcore CPU is evaluated with up to four
threads, the dual octocore platform is tested with up to 16 threads and with disabled Hyper-
Threading. On the quadcore CPU, the speedup is stagnating at three threads at a level of
approximately 2.2. On the dual octocore platform, the speedup is stagnating at six threads
at a level of of 2.5. As a result, we see that there is performance potential in parallelizing
the genetic algorithm, however, the results could be better. A further examination is neces-
sary to identify bottlenecks. Natural candidates are increased cache miss rates at the shared
L3-cache due to the increased rate of random accesses to memory, synchronization over-
heads that need to be minimized (e.g., exchange of individual solutions between threads)
and increased logging overhead by more frequent invocation to blocking functions.
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AMD Phenom II X4AMD E-350
Figure 5.22: Runtime per interval of BFF with/without Holt-Winters forecasting on a low

































AMD Phenom II X4AMD E-350
Figure 5.23: Runtime per interval of GA with/without Holt-Winters forecasting on a low

















AMD PhenomII X4 3.2GHz
Dual Xeon E5-2670 2.6GHz
Figure 5.24: Speedup achieved by parallelizing the genetic algorithm.
5.12 Discussion
In this Chapter, we have presented results how dynamic consolidation and workload fore-
casting can be combined to reduce energy consumption of virtualized heterogeneous data
centers, based on real utilization traces. We have investigated a business infrastructure sce-
nario, where the cost of energy is just one of several parts of operational costs. We have
presented a cost model feeding into a meta-heuristic genetic algorithm’s fitness function.
This allows easy adaption by infrastructure operators to specific optimization demands. We
have used a case study set of parameter values to compare the total weighted costs of load
balancing with a greedy heuristic and a genetic algorithm, combined with Holt-Winters and
ARIMA forecasting.
As a result, the total operational costs of an infrastructure can be reduced by 40% to
50%, depending on the configuration and the scenario. The greedy heuristic and the genetic
algorithm deliver similar results for most evaluations of the starting set of cost parameters.
For long interval lengths, i.e., infrequent control loop iterations, forecasting significantly
helps to decrease the costs. It can further increase the provisioning efficiency for shorter in-
terval lengths. Holt-Winters and SARIMA deliver forecasts of similar quality, with SARIMA
being computationally much more demanding.
We have shown the flexibility of the genetic algorithm, which can be turned from dynamic
consolidation to load balancing by simply penalizing utilization variance across the physical
servers. In unison, we have shown the inflexibility of the greedy heuristic, which can not be
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neglected, although its runtime is significantly shorter than those of a genetic algorithm.
Further, the genetic algorithm is easily adaptable to different circumstances, e.g. a differ-
ent energy price, live migration overhead or overload costs. Especially, it offers flexibility
for considering heterogeneous overload costs and live migration overheads. Generally, not
all VMs will be equally sensitive to live migration, and VMs will react differently to over-
load situation depending on the of service they provide.
The genetic algorithm is coarse-grained parallelizable, however the speedups still give
room for improvement. The greedy heuristic is computable within very short time even on
low power CPU platforms, but lacks the flexibility to adapt to changing cost parameters.
5.13 Future Work
An important topic for future work will be to evaluate different cost scenarios. For live
migration penalties, a similar approach to the non-linear overload cost function could be
used. As shown in Chapter 6, the consequences of live migration on QoS heavily depend on
the VM’s utilization while it is migrated. Here, a continuous function defining the penalty
of an migration happening at a specific level of utilization could replace the current, simple
0/1 penalty.
Additionally, the cost function could be extended. Possible extensions are heterogeneous
overload costs for VMs, meaning heterogeneous revenue losses, thus implementing prior-
ities. Furthermore, heavily penalizing the co-existence of two specific VMs on a server,
thus implementing that some VMs should never run on the same host due to performance
reasons, customer isolation, etc., is an interesting part of future work.
The computational demand of the genetic algorithm could be decreased by the storing the
recalculated mappings of all control loop intervals within a sliding back-window. This could
be done with an insignificant amount of required database storage. The length of the back-
window should be configured with respect to the resource demand periodicity, e.g., one
day. In a new interval, all known mappings would be updated with the current or forecast
resource demand, and added to the population of solutions. The idea is that mappings once
found to be optimal could be very close to the optimal solution in an interval of similar
resource demand. Then, adding historic mappings would drastically decrease the amount of
generations and hence time required to reach a high level of fitness.
Finally, an investigation about the feasibility and the potential of using a GPGPU to per-
form and evaluate a large number of mutations concurrently during a genetic algorithm
generation should be carried out.
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Predicting Quality of Service During
Iterative Pre-Copy Live Migration
6.1 Overview of Chapter
The ability to live migrate virtual machines (VMs) between physical servers without any
perceptible service interruption is pivotal for building more energy efficient computing in-
frastructures in the future. Nevertheless, energy efficiency is not worth the effort if quality
metrics (e.g., QoS, QoE) are severely decreased. Dynamic consolidation using live migra-
tion offers a solution to the lacking energy proportionality of today’s server hardware.
In this chapter, we identify the most significant utilization metrics to predict the service
level during live migrations for a web server scenario. We show important correlations, give
reasons and draw conclusions for systems using live migration for yielding higher energy
efficiency. We also give reasons for extending the current hypervisors’ capabilities regarding
VM utilization collection and reporting. We present the effects of live migration on service
levels for different workload scenarios.
In particular, we demonstrate that live migration should be done preventively. This an-
ticipates disproportional high service level degradation due to live migration. We examine
the most important utilization metrics for predicting the service level by both stepwise and
exhaustive regression. As a result, we can explain 90% of the service level variance during
live migration with a single variable, using more variables yields 95%.
6.2 Introduction and Related Work
System virtualization became very popular during the last years. It is now widely adopted
and commonly found within data centers. Interestingly, even modern data centers which
already use system virtualization do not fully profit from the key benefits of virtualization
and dynamic consolidation described in Chapter 4. Common reasons for data centers not
utilizing dynamic resource allocation and live migration are fears concerning the quality of
feasibility and possible side effects, the yet unclear potential of saving energy and money,
and a manifold lack of automation in typical virtualization solutions:
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1. The VMs’ allocations are not automatically adapted to their resource requirements.
2. The VMs’ distribution across the servers is not automatically adapted to the workload.
3. The servers are not automatically powered down and woken up with regard to the
resource demand.
To solve the two latter issues, live migration is an important mechanism: It provides the
possibility to establish a more energy efficient target distribution of virtual machines, as
it can be used for dynamic consolidation (turning off servers) and scaling (using more or
faster servers). Therefore, we consider the ability to live migrate virtual machines between
physical servers without any perceivable service interruption to be pivotal for building more
energy efficient computing infrastructures in the future. It enables us to dynamically shift
workload between servers with regard to a cost model, where energy costs of a computing
infrastructure play an important role (next to, e.g., response times).
However, only little work has been done yet to study the influence of live migration on
service quality. The most related work to the efforts presented in this chapter were done by
Voorsluys et al. [VBVB09] . They have evaluated the cost of virtual machine live migration
for a two-tier Web 2.0 scenario. The objective of their experiments is to quantify the slow-
down and downtime experienced by the application under test during live migrations. While
migrating a virtual machine, they track the HTTP response time SLA (90% and 99% lim-
its). They come to the conclusion that live migration overhead is “acceptable but can not be
disregarded” [VBVB09] , depending on the SLA. The authors only consider a fully loaded
VM. We suggest that different workload situations should be considered, leading to a more
differentiated view. Especially, we need to build models predicting the service level during
live migrations. Furthermore, this thesis considers a different kind of workload, a different
hypervisor and a different type of network storage. These differences in the experiments
could lead to a more general perspective. A broader overview about related work was given
in Section 4.6.2.
6.3 Open Issues and Own Contribution
As mentioned above, only little work has been done yet to study the influence of live migra-
tion on service quality and to build models predicting the service level during live migra-
tions. This is an important field of research, as there is a significant increase of work being
done enhancing energy efficiency of data centers. Using live migration to dynamically con-
solidate workload is an important part of those efforts, so we need to be able to identify and
quantify possible side effects. In this chapter, we present the following contributions:
1. We show the most significant correlations between utilization metrics and the service
level, give reasons and draw conclusions for systems using live migration.
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2. We present the effects of live migration on service levels for different workload sce-
narios (low, medium, high).
3. We demonstrate that live migration should be done preventively, before the VM is
even highly loaded. This anticipates disproportional high service level degradation.
4. We identify the most significant utilization metrics to predict the service level during
live migrations.
5. Using stepwise and exhaustive regression approaches, we can explain 90% of the
service level variance with a single explanatory variable, and 95% using 12 variables.
6. Based on our measurements and analysis, we recommend that more efforts should be
made to export specific VM utilization data by hypervisors. This would ease the task
of building systems using live migration as a mechanism for establishing more energy
efficient VM target distributions in a scenario where response times are critical.
6.4 Experimental Setup
6.4.1 Infrastructure
For carrying out our experiments, we have used the following infrastructure, depicted in
Figure 6.1: A central node is used for sheltering the virtual machine disk images and ex-
porting them over GBit Ethernet by open-iscsi1. Additionally, it acts as a management
node that
• periodically live migrates a virtual machine from server A to server B and vice versa
using libvirt2,
• logs the system utilization of all physical servers and virtual machines involved,
• tracks the HTTP response time of virtual machines,
• logs the power consumption of the servers participating in the live migration and
• logs the time the live migration takes to complete (migration delay).
As operating system, we use Debian Lenny AMD64 for the complete infrastructure.
As virtualization layer, we use qemu-kvm running on Linux 2.6.33.2. VMs with
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and database dumps of the Latin Wikipedia is used as database-tier. For HTTP workload
generation, we have used siege3.
All servers involved have two GBit Ethernet network interfaces plugged into separate
GBit switches. The first one is used exclusively for workload (here, HTTP and SQL traffic),
the second one for storage, management and live migration traffic. The two servers used for
benchmarking the forth- and back-migrations are built with identical components (AMD
Athlon II, DDR3 RAM). The MySQL VM is hosted on an additional server (Phenom II X4
955, 8 GB DDR3) to keep network latencies comparable independent from the server the



























Figure 6.1: Experimental infrastructure setup.
6.4.2 Methodology
The processes described in the following Subsection are executed concurrently.
Workload Generation
After a short cache warm-up phase of several minutes, we increase the workload the VM
has to bear from 50 to 600 concurrent virtual users in steps of 50, using siege. Each
step lasts 120 minutes. Subsequently, we decrease the concurrency from 600 to 50 virtual




distributed between 0 and 120 s. With 600 concurrent users, the virtual machine’s CPU
utilization is hitting 90% and severe queuing issues arise. siege randomly takes URLs
from a text file sheltering 1000 URLs. This way we can assure that a significant amount of
requests can not be completely served from cache, but must be computed.
Service Level Tracking
Every second, the central node mentioned in Section 6.4.1 sends a HTTP request, measures
the response time, the HTTP status code and tracks the SLA satisfaction. The maximum
allowed response time is one second, which is quite low, but resembles the fact that users
are more and more accustomed to very low response times by, e.g., Google. After each
request, the last 300 s of measurements are considered for calculating the service level rate.
Additionally, the service downtime during the live migration process is measured by re-
peatedly trying to establish a TCP connection to port 80 at intervals of 50 ms. In this period
of time, already established connections are stalling, but new connections are not possible.
Utilization Logging
For measuring the utilization of servers and VMs, we use a custom developed software
MetaStat that runs on all servers and VMs. The MetaVisor software on the central node uses
network broadcasts to synchronously trigger all servers and VMs to start a new measurement
interval, here 900 s long. This way, we can fairly assume that all nodes involved measure
the same window of time. In our experiments we have observed that the amount of non-
overlapping regions is less than 0.25 s, resulting in less than 0.03% for a total interval time
of 900 s. To gather utilization data, we use sar for measuring server and VM utilization
and pidstat to measure the individual kvm processes. The results are gathered over
network and written to a database. In summary, we measure more than hundred utilization
metrics, comprised of data about the VM and the two involved servers. To be able to study
the influence of different VM memory assignments on live migration, our custom software
makes sure that the ratio of the VM’s free memory is in the range of 25% as a lower and
50% as an upper limit. On violation, it changes the VM’s memory assignment accordingly
using libvirt.
6.5 Data Overview
After the test run was completed, we have exported the measurement data from our database
to plot the history of basic utilization metrics and our target variables. At first, we were
interested in the effects of our workload generation.
Figure 6.2 shows the history of the VM’s CPU utilization during our experiments. It is
clearly visible that our incremental/decremental approach with equal steps causes a linear
slope regarding VM CPU utilization. To find potential queuing issues, we used the UNIX
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load average as a first meaningful approach. The UNIX load average is the expo-
nentially weighted number of processes in the run queue for the last 1, 5 and 15 minute(s)4.
The run queue consists of running and runnable processes. In general, when the length of
the run queue is greater than the number of CPU cores, runnable processes have to wait
until CPU resources are free again. Figure 6.3 shows the history of the VM’s load5. As
the VM has only a single virtual CPU, queuing issues will start to arise above a load of 1.
Load averages that are multiples of the number of CPU cores are typically a sign for severe
queuing issues and service quality degradation.
Comparing Figure 6.3 and Figure 6.2 results in the assumption that the load5 is getting
too high when the CPU utilization rises above 60-70%. Figure 6.7 shows the correlation
between CPU utilization and load5 and supports the assumption. Furthermore, we can
interpret the UNIX load as approximation to Q, the average number of jobs in a Markovian
M/M/1 queue, and the VM’s CPU utilization as ρ , the system utilization. The theoretical




and we can see in Figure 6.7 that the measured data follow the trend of the theoretical solu-
tion very closely. As the UNIX load is exponentially averaged by definition and the service
times are not necessarily exactly exponentially distributed, a systematic deviation from the








where cB is the coefficient of service time variation. For exponentially distributed service
times we have c2B = 1 and (6.2) degenerates to (6.1). For deterministic service times we have




dividing the mean queue length by two if we have deterministic service times instead of
exponentially distributed service times. As visible in Figure 6.7, the M/M/1 line (c2B = 1) is
too high, the M/D/1 line (c2B = 0) is too low for higher values of utilization. Using simple
linear regression to find the coefficient between our measured values and the theoretical
value of QM/M/1 for a given utilization results in c2B = 0.42. As shown in Figure 6.7, the
M/G/1 line with appropriate c2B fits the measured data best.
To investigate the potential role of queuing issues on the service quality level, we ana-
lyzed the HTTP response time history. Figure 6.5 shows that there is a massive increase of
response times during the test run phases with higher workload. Figure 6.4 shows the HTTP
response time in a service level history representation. It is clearly visible that the service
4a.k.a. load1, load5, load15
107






























Figure 6.4: Service levels decrease significantly during phases of high workload. The max-
























level ratio (the ratio of all HTTP requests within the last 300s that were completed within
1 s) decreases significantly during our experiment and rapidly reaches values that are by all
means unacceptable. Note that our approach of 1 s maximum response time is an extremely
conservative one.
Comparing Figure 6.4 with Figure 6.3 yields the assumption that the service level is
negatively influenced by a rising load average, as queuing issues become important.
Figure 6.8 shows the correlation between the load average and the service level ratio and
supports the assumption. Furthermore it shows that there might be a second, non-linear
correlation factor since we can see a change of tendency at a load average of approximately
4. Therefore, it is reasonable to additionally include the squared value into the pool of
possible explanatory variables. Again, we can interpret the UNIX load as approximation
to QM/M/1 as described above, and the service level ratio as
P(T ≤ x) = FT (x) = 1− e−µ(1−ρ)x, (6.4)
which gives the theoretical probability that the response time T is lower than or equal to a
limit x for a given service rate µ . Figure 6.8 shows that for x = 1s and µ = 13, the em-
pirically determined service rate, the measured data follow the theoretical solution closely
within variance for higher values of load. For lower load values, the theoretical proba-
bility is too high. As described in Section 6.8.1, we have experienced random response time
peaks that are slightly beyond 1 s even for low load, possibly caused by a configuration of
our software stack that needs additional adjustment. Of course, such experimental effects
are not covered by the idealization of a Markovian chain.
Figure 6.9 shows the history of service downtime during live migrations. We can conclude
that there is a positive correlation with the workload the VM has to bear, but we can also
see high variance. It might be necessary for future work to decrease the interval for service
downtime tracking from currently 50 ms to a lower, but still technically practicable value.
We can also see high variance in Figure 6.10, which shows the migration delay history.
During phases of low workload, the variance is small and the delay is positively correlated
with the emerging workload. From interval 40 to 140 the delay varies from approximately
20s to 40s which is astonishing and problematic regarding stepwise regression models as
AIC or LEAPS, as the data are heteroscedastic (i.e., the variance is not constant).
We suspect that the dynamic variance stems from KVM’s live migration implementation.
Dirty memory pages are iteratively transferred over network until the remaining amount
can be transferred within a predefined (but adjustable) time limit. If the page dirtying rate
is too high or the time limit is too low, the migration process would literally take forever
and an administrator or a management application has to increase the time limit or cancel
the process. Compared to Xen, which considers stop conditions, this is a rather suboptimal
implementation. In Chapter 7, we present and evaluate a modified version of KVM, which
includes stop conditions.
Figure 6.11 makes it clearly visible that there is an almost perfect linear correlation be-
tween the time a live migration takes to complete and the energy consumption of the two
servers involved during this time. This can be explained by three circumstances:
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Figure 6.7: Queuing issues are rapidly increasing at 60-70% CPU utilization. The measured































Figure 6.8: Higher load average is an indicator for queuing issues which are causing de-
creased service level ratios. The measured data follow the theoretical solution



















Figure 6.9: The amount of time the VM’s service was not reachable during live migrations
is positively correlated with the amount of workload, but also highly variant.
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Figure 6.10: During phases of higher workload, we can see high variance in the amount of




























Figure 6.11: There is an almost perfect linear correlation between energy consumption and
migration delay due to our experimental setup.
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6.6 Data Analysis
1. Migration delay and energy consumption are both highly positively correlated with
the VM’s utilization.
2. We have not limited the network bandwidth used for live migration. For migrations
with different bandwidth limits, we expect less linearity in the results, as there is a
base amount of energy consumption [BH07] regardless of the utilization. Due to the
non-proportionality of energy consumption, we suggest that live migrations should be
done with no bandwidth limit to be finished as soon as possible [DHKC09].
3. The pair of servers participating in the migration was always the same. For migrations
between different pairs of servers, we expect more variance in the correlation because
of the heterogeneity of pairs regarding energy consumption and efficiency.
6.6 Data Analysis
After we have gained an overview over the measurement data, we analyze them quantita-
tively. We are especially interested in determining the most influencing utilization metrics
to be able to estimate, in this case, the service level during a planned live migration, by using
only a few and therefore the most influencing utilization metrics.
The measured data consists of our response variable slaRatio and 131 explanatory
variables originating from the VM and the two servers involved. There are three additional
response variables (migrationDelay, the time a migration takes to complete; wh, the
energy consumption during a migration; downtime, the service downtime during the final
memory transfer) that are out of the scope of this work. As visible in Figure 6.11, decreasing
the time required for a live migration directly decreases the involved energy consumption
too. Further, a trade-off between migration delay, downtime and service quality is presented
in Chapter 7.
The task of model building is to explain each response as a function of the explanatory
variables. The desired models should be parsimonious (number of explanatory variables
should be low) and, in relation to this number, the model quality should be as good as
possible.
6.6.1 Model Quality
For yielding a high model quality, we took the following approach: After removing incom-
plete measurement data, we removed all explanatory variables with zero variance. E.g.,
the servers involved did not use swap space at any time, therefore including the respective
variable is unnecessary and slows down computations.
An important measure for model quality is R2, the squared correlation coefficient, which
explains how much better our model is with respect to the simple data average, with 0 ≤
R2 ≤ 1, where a larger value is better. We also consider the adjusted squared correlation
coefficient
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R2ad j = R
2− J(1−R
2)
K− J−1 , (6.5)
where J is the number of included explanatory variables, K the number of data sets and
K−J−1 the degrees of freedom. R2ad j is important as it can decrease as a result of including
additional variables. Apart from R2ad j, several statistical requirements and metrics need to
be considered for achieving reliable results:
The model needs to be linear in its regression coefficients, so if there is a non-linear
correlation between an explanatory and a response variable, data must be transformed ac-
cordingly. Studying the raw data, we have seen various samples for possible non-linear
correlations, e.g., as discussed above for Figure 6.8. Therefore, we have additionally in-
cluded the squared values of the explanatory variables (marked by _SQ) so that non-linear
correlations can be detected during model selection.
The residuals have a population mean of zero, follow a normal distribution and are ho-
moscedastic, which means that their variance is constant. To see whether the residuals are
normally distributed, we plotted the data on quantile-quantile-plots (Q-Q-Plots). On such a
plot we put the quantiles of the theoretical normal distribution on the x-axis, and the empir-
ically measured quantiles of the data on the y-axis. If the resulting plot is nearly linear (a
line) then we can conclude that the data follows a normal distribution. The Q-Q-plots of our
residuals indeed mainly follow a straight line, but show deviation at the tails.
There is no significant multicollinearity between explanatory variables. If this assump-
tion does not hold, an explanatory variable X j is a linear combination of other explanatory






is used as an index for detecting severe multicollinearity [Lud07]. R2j is here the squared
correlation coefficient of a regression with X j as response of all other explanatory variables.
As we had collected a lot of related utilization metrics, we had to choose carefully which
explanatory variables to include and which not. E.g., as only two servers and one VM are
involved, the amounts of free server memory are perfectly negatively correlated.
Block device transactions and storage network traffic are highly and positively correlated,
as we use open-iSCSI. Incoming and outgoing workload network traffic are also highly
and positively correlated, as each HTTP request is followed by a response.
Additionally, lots of variables (e.g., CPU, memory, network metrics) have a common rea-
son for their variance, which is the varying workload, causing high correlation. Finally and
due to virtualization, we have measured utilization both from the hypervisor’s perspective
and inside the VM, as it is not guaranteed that these two perspectives necessarily and al-
ways give identical results. In our scenario, with a single VM and no background load, we
experienced highly correlated results.
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As with all experimental measurements, there are data outliers that are seldom but have
large influence on the prediction model, although they are not helping to explain the general
case. To diminish the influence of outliers, we have chosen to remove data with a minimum
distance from the mean of 3σ , which is a typical trade-off between removing too much data
(2σ ) and removing almost no data at all (4σ ).
6.7 Model Selection
We have used two different approaches for model selection, a stepwise (AIC) and an ex-
haustive method (LEAPS).
6.7.1 Akaike Information Criterion (AIC)
The Akaike Information Criterion [Aka74] is defined by
AIC = 2k−2ln(L), (6.7)
where k is the number of independent parameters of a model, L the maximum likelihood, and
lower values of AIC are better. It can be used in a stepwise model selection approach to find
a trade-off between number of parameters (model size) and goodness of fit (model quality),
as it is a mathematical formulation of the principle of parsimony in model building [Aka74] .
We have used the stepwise AIC function of GNU R to build parsimonious models explaining
our response variable. Starting with an empty model, in each step a variable can be both
added or removed, until the AIC can not be decreased further. Of course, this procedure
does not guarantee to find a global optimum, but typically gives a near-optimum result
within reasonable time.
6.7.2 LEAPS
For comparison with the stepwise AIC approach, we have used an exhaustive all-subsets-
regression implemented in the LEAPS package of GNU R to find the best of all possible
models for a given range of model size. Evaluating all possible subsets is a computationally
intensive task even if the number of variables is limited, but we wanted to know if the effort
leads to higher model quality compared to stepwise approaches.
6.8 Qualitative Results
In the following, we present results for three different amounts of workload in a web server
scenario. The Figures 6.12-6.14 show typical traces of the response time before, during and
after several live migrations for the particular load scenario. The solid black line shows the
response time (left y-axis) of an HTTP request which was started at a time depicted by the
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x-axis. The maximum allowed response of 1 s is shown as a pink dashed line. The blue and
green peaks indicate the time a live migration was started respectively finished. The red line
(right y-axis) shows the service level percentile, the amount of all HTTP requests during
the last 300 s that were finished within 1 s, and is computed after each request. The dashed
lines (right y-axis) show SLA ratios that are relevant for the respective SLA trace. As we
had suspected, this produces a more general view than [VBVB09] about the influence of
live migration on service levels. The impact of live migrations on the service level clearly
depends on the amount of workload the respective VM has to bear.
6.8.1 Low Load
When the virtual machine was facing only little load (100 concurrent users), we have expe-
rienced slightly increased response times during live migration, but the maximum response















































Maximum Allowed Response Time
Figure 6.12: Influence of live migration on HTTP response time and service level during
low load.
We can see in Figure 6.12 that the response time is very stable apart from live migrations
and seldom outliers that violate the maximum allowed response time only slightly. We
think that the peaks during this phase of low load are possibly caused by a configuration
of our software stack that needs additional adjustment. Furthermore, cache misses and
Apache/PHP process spawns are still frequent due to our randomized access pattern.
During live migrations, the maximum allowed response time (1 s) is almost always sat-
isfied. After live migrations, the response time decreases quickly to the value before the
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migration. The SLA ratio generally satisfies the 97% limit. With a slightly increased but
still rather low maximum allowed response time of 1.5 s, not a single response time viola-
tion would occur. As a result of live migrations, the service level decreases, if at all, only
little.
6.8.2 Medium Load
Figure 6.13 shows a typical trace for a medium load scenario (300 concurrent users). Apart
from live migrations, the 95% limit is clearly satisfied, and those response times that do
violate the allowed maximum are violating it mostly only slightly. However, during live













































Maximum Allowed Response Time
Figure 6.13: Influence of Live Migration on HTTP Response Time and service level during
medium load.
6.8.3 High Load
Figure 6.14 shows a typical trace for a high load scenario (500 concurrent users). The vari-
ation in the response time apart from live migrations is rising, and response time violations
are more severe in these phases. The 95% limit is only barely satisfied. This is to be ex-
pected as the VM is highly utilized and queuing effects become important. As a result, a
VM with tight response time targets should not be allowed to come this far. It should have
gotten more resources (in this case, virtual CPUs) earlier. From a service quality perspec-
tive, it is better to migrate several low to medium utilized virtual machines, as these VMs
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inhibit a significantly less drastic impact on quality of service during live migration. This is
also clearly visible in Figure 6.6. Subsequently, the freed resources can be assigned to the









































Maximum Allowed Response Time
Figure 6.14: Influence of Live Migration on HTTP Response Time and service level during
high load.
The result of not taking such an dynamic resource assignment is visible in Figure 6.14.
Because of live migrations, the maximum allowed response time is often and heavily vio-
lated, resulting in unacceptable low service levels. The service level typically decreases by
20-25% percentage points. This would be clearly unacceptable for any professional web
service.
6.9 Regression Analysis
6.9.1 Results for AIC
Using the stepwise AIC approach described in Section 6.7.1 we identified the most impor-
tant explanatory variables regarding the service level. The result was a model with twelve
explanatory variables plus the intercept. The most influencing and significant variables are
shown in Table 6.1. We can see that a high number of squared values was selected and take
this as evidence for our assumption of existing non-linear correlations. The selected model
achieves R2ad j = 0.9569 with σ = 0.0130, the residuals’ standard deviation, which are good



















AIC value in current step
Final AIC value
Figure 6.15: The AIC value quickly improves during the first steps and then slowly con-






























Figure 6.16: The residuals’ standard deviation quickly improves during the first steps and
then slowly converges to the final value, when using stepwise AIC.
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Figure 6.17: QQ-Plot of standardized residuals for the model produced by stepwise AIC.




Figure 6.15 shows how the final model results from a process that minimizes the AIC
value. We can see that the AIC value improves quickly during the first steps and then
converges to the final value only slowly. As a consequence, models with less variables than
the final one could suffice, depending on requirements regarding model quality. Possible
solutions are a) limiting AIC to a number of steps, b) fixing the number of variables as it is
possible with LEAPS.
In Figure 6.16, the residuals’ standard deviation after each step is visible. We can see that
the regression’s error is low even during the first steps and is further minimized step by step.
Figure 6.17 clearly shows that the residuals of the selected regression model are following
a normal distribution (depicted by the dotted line) very closely, only in very marginal areas
there are a few outliers.
In Figure 6.18, the residuals are plotted against the measurement index and show that
their variance does not significantly depend on the position in the time series. In order to
examine the generalizability of the models produced, we have performed a leave-one-out
cross-validation. When having n data samples, this procedure creates n different models
with n− 1 training samples and a single test sample, so that each data sample is used as
a test sample for a model that was created without using the respective sample as training
data. Applying this method yields a prediction error of 0.000179. As a consequence, our
approach delivers highly generalizable models.
6.9.2 Results for LEAPS
For comparison with the stepwise AIC approach, we have used an exhaustive all-subsets-
regression (LEAPS) to find the best of all possible models for a maximum number of twelve
explanatory variables (plus the intercept), which is consistent with the final model complex-
ity of stepwise AIC. Evaluating all possible subsets is a computationally intensive task even
if the number of variables is limited, but we wanted to know if the effort leads to higher
model quality compared to our stepwise approach using AIC.
As a result, the LEAPS approach yields a model using only load5 which explains 90%
of the variance (R2ad j = 0.9, σ = 0.0247). Figure 6.19 shows that more complex models with
a higher number of explanatory variables result in better values of R2ad j, but the increase is
rather small as the model with 12 variables yields R2ad j = 0.94 with a residuals’ standard
deviation of σ = 0.0159.
In Figure 6.20, the value of σ for each model size is visible, and gives an impression
similar to Figure 6.16, although the regression’s error does not improve that quickly and only
reaches slightly higher values. Considering the significantly higher computing demands
of an exhaustive approach compared to a stepwise and the slightly better quality of the
stepwise approach, we conclude that the stepwise AIC regression approach is preferred for
the described scenario.
A further, significant utilization metric our results showed is the CPU utilization of the
VM. Figure 6.6 shows the relation between the CPU utilization of the KVM process and
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Figure 6.19: Higher model complexity yields better model quality when using LEAPS, but





































Figure 6.20: Higher model complexity yields better regression error when using LEAPS.
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the service level. Again, there is a clearly visible correlation, although not linear, but poly-
nomial. The explanation is that the higher the CPU utilization gets, the higher the amount
of dirty memory pages per memory transfer iteration typically gets. This assumption will
not hold for extremely CPU intensive computations with very little memory requirements
(e.g., CPU stress tests), but for most types of real life workload it will. We can conclude
that for most scenarios, a pro-active migration (when the CPU utilization has not exceeded,
e.g., 60-70%) will be beneficial if the impact on service level is to be minimized.
Variable Meaning Estimate Std. Error Pr(> |t|)
Intercept 2.395e+00 5.069e-01 3.00e-06
wp01_load5 The UNIX load5 of
the VM.
-1.871e-02 2.627e-03 3.67e-12
wp01_swapUsed The amount of swap
used by the VM.
-7.656e-07 8.809e-08 < 2e-16
wp01_residentSize_SQ The squared amount of
resident memory used
by the qemu-kvm pro-
cess.
-4.652e-14 1.652e-14 0.00506
src_host_cpu_proc_s The number of tasks cre-
ated per second on the
source host.
-2.475e+00 9.166e-01 0.00716
src_host_cpu_proc_s_SQ The squared number of
tasks created per second
on the source host.
1.091e+00 4.133e-01 0.00856








wp01_load5_SQ The squared UNIX
load5 of the VM.
-1.140e-03 1.918e-04 5.22e-09
wp01_freeMemRatio_SQ The squared ratio of free
memory inside the VM.
1.976e-02 9.462e-03 0.03727
Table 6.1: The most influencing and significant variables of the final model produced by
stepwise AIC.
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6.10 Discussion
We draw the following conclusions from our measurements and analysis regarding service
level compliance for a virtualized web server infrastructure:
The impact of live migration on service levels depends not only on the SLA, but also on
the amount of workload the respective VM has to bear. Tighter service level agreements
can be fulfilled for low workload situations. For high workload situations, the service level
decreases massively because of live migrations, therefore such situation should be avoided.
As a consequence, live migrations should be triggered before a virtual machine is heavily
loaded, if service level agreements are to be fulfilled or can not be relaxed generally. For
medium workload situations, the service level typically stays within the 95% limit despite
live migrations. Arguably, the 95% limit could suffice in such situations. It would be only
temporary to avoid further, massive decrease of service levels, by migrating the VM to a
server with more resources.
Multiple live migrations within short time would cause even stronger deviations in the
service level ratio. As a consequence, we recommend that a VM which has been migrated
recently should exhibit an inertia effect, not only to avoid senseless flip-flop migrations, but
to stabilize the service level. Systems and algorithms using live migration to dynamically
shift workload should consider this.
If possible, it is better to migrate several low to medium utilized virtual machines, as these
VMs inhibit a significantly less drastic impact on quality of service during live migration.
Subsequently, the freed resources can be assigned to the high utilized virtual machine.
It is possible to predict the service level variance during a live migration to 90% using
only a single variable, the UNIX load5 average. Extending the model to 12 variables
using LEAPS yields R2ad j = 0.94, the stepwise AIC approach results in a model with 12
variables and R2ad j = 0.95 and a residual standard error of σ = 0.013. The models selected
are of comparable quality and are robust to statistical tests.
As a consequence, systems using live migration as a mechanism to realize a more energy
efficient target distribution need to consider the UNIX load average, if service levels
during live migrations are important. Gathering load information of VMs currently needs
to be done by VM introspection, as typical hypervisors do not collect and export this infor-
mation. There are related efforts by qemu-kvm and libvirt developers to pass-through
the VMs’ memory utilization, as the amount of free memory can not be reliably observed
directly by the hypervisor.
Therefore, we recommend that such efforts should be extended to additionally export
load information. Further utilization metrics can be collected too, but for the described





We plan several extensions to the status quo of our work. In our setup, we had only a single
web server VM that was under load. It would be interesting to investigate the influence of
additional VMs, for an idle, a utilized and a mixed scenario. When hosting more than one
VM on a server, positive and negative effects of Linux’ and qemu-kvm’s kernel samepage
merging (KSM) should be evaluated too. KSM is basically a deduplication mechanism of
identical memory pages across processes with copy-on-write.
Furthermore, an examination of the influence of live migrating to the database VM could
lead to important results, as migrating database VMs is generally seen as a taboo because
failures can affect multiple VMs relying on the database service. We also plan to experiment
with different hypervisors and services to validate our results more generally.
An additional area of future work are the live migration parameters qemu-kvm provides,
e.g., enforcing bandwidth limits on the memory transfer, and increasing the maximum al-
lowed downtime during the final memory transfer.
Finally, we plan to identify the most influencing utilization metrics for the other response
variables we have measured (delay of the live migration, energy consumption during the
live migration and service downtime during the final memory transfer) and to create parsi-




Service Level Management for
Iterative Pre-Copy Live Migration
7.1 Overview of Chapter
In this chapter, we extend the efforts presented in Chapter 6, where we have identified the
most significant utilization metrics to predict the service level during live migrations for
a web server scenario. Considering only the UNIX load average, we were able to
explain 90% of the service level variance during live migration. We have demonstrated
that live migration should be done preventively to anticipate disproportional service level
degradation due to live migration. However, our experiments have focused on the KVM
implementation of iterative pre-copy live migration, and a fixed set of parameters.
In this chapter, we present results for a low level approach by patching KVM to implement
Xen’s live migration stop conditions, and a high level approach by monitoring the progress
and service level state of a live migration and estimating the impact on the service level
during the remaining migration time. We compare these approaches with an unpatched,
vanilla KVM version and different sets of parameters used for live migration.
We show that iterative pre-copy live migration should not be implemented without either
stop conditions at the hypervisor level or a management facility for infrastructures with
QoS targets. Both approaches result in significantly better service levels and prevent the
VM from thrashing and complete service disruption.
7.2 Introduction and Related Work
As further described in Section 3.5.2, iterative pre-copy live migration is depending on the
assumption that the amount of dirty pages quickly converges to a minimum. Then, service
interruptions during the final iteration are imperceptible. If this assumption of convergence
does not hold, the live migration may run indefinitely. A clear case of lacking convergence
is when the page dirtying rate is exceeding the page transfer rate. Another problematic
situation occurs if the page dirtying rate is getting close to the transfer rate, although not
necessarily exceeding it. Then, the migration process will converge only very slowly, caus-
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ing severe service degradation due to the lengthy and resource intensive migration process.
As a consequence, stop conditions are necessary to ensure that the process does finish even-
tually. In Xen, three stop conditions [ASR+10] are defined, as mentioned in Section 3.5.2.
For KVM, the situation is different. In contrast to [KKL+07a], where two stop conditions
are described, the actual current implementation has no stop conditions at all.
Liu et al. [LXJ+11] have presented a model able to predict the time an iterative pre-copy
live migration takes to complete, based on measuring the page transfer rate and the page
dirtying rate. Information about dirty pages is gathered by adapting the Xen hypervisor.
They have evaluated migration delay, downtime, network traffic and energy consumption for
various applications running inside a migrated VM, e.g., SPECweb2005. However, quality
of service metrics, e.g., response times and service levels, are not part of their evaluation.
7.3 Open Issues and Own Contribution
In this chapter, we extend the results discussed in Chapter 6 by evaluating different imple-
mentations of iterative pre-copy live migration and their effects on web service levels. Es-
pecially, we have implemented a low level solution by patching KVM to implement Xen’s
stop conditions, and a high level solution by using a model able to estimate the remaining
migration time and the consequences on the service level.
We evaluate how estimating the remaining migration time can be used to optimize QoS
during migration for a KVM hypervisor and a web server VM, without making changes to
the hypervisor itself. After examining the model presented by Liu et al. [LXJ+11] regarding
validity for our experimental setup, we extend it by a pro-active service level management
component, taking evasive action if a service level target is predicted to be violated due to
the live migration.
We compare these approaches regarding their effects on service levels during live migra-
tion with the current KVM implementation and different migration parameters. Due to an
iterative migration process that is not converging, trying to reach unachievable low down-
times causes unacceptably low service levels, as the migration process itself is increasing
the resource pressure onto the VM for a too long period of time.
We show how to achieve acceptable response times and service levels during live mi-
gration also for higher workload intensities by trading off migration delay and migration
downtime. Both of our approaches result in significantly better service levels and prevent
the VM from thrashing and complete service disruption. As a result, iterative pre-copy
live migration should not be implemented without either stop conditions or a management





For carrying out our experiments, we have used the same infrastructure as described in
Section 6.4.1. However, there were slight modifications:
• Instead of open-iscsi, NFS was used to export the virtual machine disk images over
GBit Ethernet.
• Instead of Debian Lenny AMD64, the newer version Debian Squeeze AMD64 was
used for the complete infrastructure.
• The virtualization layer was updated too, we have used qemu-kvm-1.0 running on
Linux 3.2.0.




























Figure 7.1: Experimental infrastructure setup.
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7.4.2 Methodology
Furthermore, we have employed a methodology similar to Section 6.4.2. The generation
of workload and the logging of utilization data was identical. For the tracking of the ser-
vice level, we have set the maximum allowed response to 1.5 s in order to eliminate seldom
violations probably caused by regular PHP session cleanups. More importantly, we have
increased the measurement resolution of the service downtime during the live migration
process. The service downtime is measured by repeatedly trying to establish a TCP con-
nection to port 80 with a socket timeout of 10 ms, instead of previously 50 ms. During the
downtime, already established connections are stalling and new connections are deferred. If
the downtime is not longer than socket timeouts, clients should just notice a delay during the
connection establishment. The most important methodical change is that we have logged
the progress of the live migration, described in the following.
Migration Progress Logging
During the live migration, we track its progress every second using libvirt, which pro-
vides macroscopic progress information. Most important are 1) the amount of memory
transferred over network, denoted as processed memory, which is not to be mistaken for the
amount of clean memory pages, and 2) the amount of remaining memory, in the following
defined as dirty pages. The iterative pre-copy live migration mechanism copies dirty pages
to the destination host and marks them to be clean, while the VM is still running. Thus,
pages can be written concurrently and become dirty again, therefore they must be copied
over the network again in the next iteration. Based on these two progress metrics, we esti-
mate the dirty page rate, which we define as the amount of memory that changed its status





where pi is the amount of processed memory at the end of interval i, pi−1 the respective
amount at the end of interval i−1, di and di−1 are the respective amounts of dirty memory,
and ti is the length of interval i in seconds. Note that the amount of processed memory is
continuously growing throughout the whole migration with every page that is transferred
over the network. Further, we assume di < di−1, meaning that the process is at least slowly
converging. The basic idea of our approach is to compare the increase of processed memory
with the decrease of dirty pages. If no memory page that was already transferred over the
network would be written again by the VM, then
pi− pi−1 = di−1−di (7.2)
or, equivalently
(pi− pi−1)− (di−1−di) = 0, (7.3)
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as each processed page would perfectly equate to a dirty page less. However, the VM is
active during all but the last pre-copy iteration and can cause memory pages change their
state from clean to dirty. Thus, the increase of processed memory does not equate to the
decrease of dirty memory, yielding
(pi− pi−1)− (di−1−di)> 0, (7.4)
and we use this difference to estimate the amount of memory that changed its state from
clean to dirty in the last interval. The alternative to this estimation would be to modify the
hypervisor to frequently dump a huge bit vector signaling the state of each memory page
and to analyze their development over time. Of course, such efforts would result in a more
detailed progress information, e.g., the set of pages that become dirty again most frequently
would be detectable. However, we use the macroscopic progress information provided by





which is simply the amount memory transferred in the interval i. Naturally, if the page dirty-
ing rate is getting close to the transfer rate, then the live migration process is not progressing,
as the amount of dirty pages is not converging towards zero.
We use the transfer and dirty page rate in Section 7.5.5 to estimate how long a migration
will take to complete and the corresponding impact on the service level. As live migration
is a resource-intensive task, the migrating VM is facing additional resource pressure. If it is
already highly loaded, QoS will severely suffer from a migration converging too slowly or
even not at all.
7.5 Results
7.5.1 Unpatched KVM
In a first experiment, we have evaluated an unpatched default version of KVM. There are no
stop conditions ensuring that the live migration eventually finishes, if the amount of dirty
pages does not converge towards zero. Additionally, there is a hard coded bandwidth throttle
built into KVM’s live migration mechanism. In qemu-kvm-1.0/migration.c, line 42
says:
# d e f i n e MAX_THROTTLE (32 << 20) /∗ M i g r a t i o n speed t h r o t t l i n g ∗ /
MAX_THROTTLE is then used as a hard limit regarding migration speed, its unit is Byte/s.
Thus, KVM limits the migration speed by default to 32 MiB/s, or 256 Mbit/s. On the one
hand, this is far more than 100 Mbit Ethernet is able to transfer, so TCP congestion mech-
anisms will be triggered anyway. On the other hand, Gbit Ethernet offers approximately
four times the bandwidth, so three quarters of its bandwidth are never used. Until recently,
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it was impossible to override this hard coded limit externally, without changing the source
code. In qemu-kvm-1.0/migration.c, line 120, the default value for the maximum
allowed downtime is set:
s t a t i c u i n t 6 4 _ t max_downtime = 30000000;
The value is in nanoseconds, so the maximum allowed downtime during the final iteration
is by default 30 ms. However, we have found in our measurements that the true downtime is
multiple times larger than the value set here. In our previous works, we have observed live
migrations that never finish, when the load becomes too high. To find a remedy, we had to
set MAX_THROTTLE to 1 Gbit/s and to increase the maximum allowed downtime to make
convergence more likely. Here, we compare the default implementation with a patched
version implementing Xen’s stop conditions and a high level approach by monitoring the
progress and service level state of a live migration and estimating the impact on the service


















































Maximum Allowed Response Time
Figure 7.2: Influence of Live Migration on HTTP Response Time and service level during
rising load for unpatched KVM.
In Figure 7.2, the development of the service levels during rising load is shown for KVM’s
default implementation. Due to the limited page transfer rate of 32 MiB/s, the service level
suddenly decreases as the migration does not converge. This happens at a CPU utilization of
approximately 30%, and the experiment was stopped as migrations started to take an hour to
complete. In Figure 7.9, we can see the migration delay increasing exponentially when the
page dirtying rate gets closer to the fixed page transfer rate. Obviously, the migration does
not converge, and is eventually finished only because the VM’s service severely suffers from
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the migration, meaning it can do less and less page dirtying. In a real scenario, users would
quickly stop using the service due to a catastrophic quality of service, as response times
massively increase and network timeouts occur regularly. Having a single, longer downtime
is most likely better than a potentially everlasting unresponsive VM.
7.5.2 Bandwidth Increased KVM
Our first step to change KVM’s clearly improvable default settings was to increase the band-
width used for dirty page copying to 1 Gbit/s in order to actually utilize our network’s avail-
able bandwidth. In Figure 7.3, the result is shown. In contrast to the default bandwidth
setting, the system is able to migrate a higher utilized VM too, but the service level is rather
unstable during migrations and shows random outliers. As visible in Figure 7.10, above a
CPU utilization of approximately 40-50%, the service level starts to decrease below 90%.
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Figure 7.3: Influence of Live Migration on HTTP Response Time and service level during
rising load for unpatched KVM with 1 Gbit/s migration speed.
7.5.3 Bandwidth Increased KVM, Strict Downtime
Next, we were interested in KVM’s migration performance for 1 Gbit/s of bandwidth, but
a strict downtime during the final iteration of 4 ms. Without any stop conditions, the mi-
gration will only complete if the system is able to converge to a point where the remaining
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dirty pages are transferable within 4 ms. In Figure 7.4, the development of HTTP response
time and the service level is shown. We can clearly see how response times suddenly and
massively increase, and the service level drops to zero. With further increased load, our
system is even unable to make any HTTP connections. The situation is so severe that the
VM is not becoming responsive again, even minutes after live migrations. Eventually, the
experiment is aborted as siege is running into regular time-outs when trying to connect
to the VM. Consequently, trying to achieve a low downtime during the final iteration has a
drastically negative impact onto the service level. In the following, we present and evaluate
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Figure 7.4: Influence of Live Migration on HTTP response time and service level during ris-
ing load for unpatched KVM with 1 GBit/s migration speed and strict downtime
target.
7.5.4 Xenalike KVM
In a low level approach, we have patched KVM to implement Xen’s live migration stop
conditions. For the patch, see Appendix C. The final iteration is forced when either
1. the VM’s memory address space was scanned 29 times for dirty pages, meaning 29
iterations were carried out,
2. more than three times of the VM’s allocated memory was transferred.
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Then, independently from the amount of remaining dirty pages, the VM is paused and the
final iteration starts. Subsequently, the VM is unpaused at the destination host. In between,
the VM’s services are of course unavailable, possibly affecting service levels. However, if
a longer downtime prevents that a non-converging migration puts more and more resource
pressure onto the VM, the impact on response times and service levels could be actually
positive. In Figure 7.5, the result is shown for the patched version of KVM. We can clearly
see how to service level is slowly and smoothly decreasing during rising load, as visible
in Figure 7.10. Only at very high CPU utilization of almost 90%, the service level drops
below 90%, meaning that more than 10% of the HTTP requests in the last 300 s could not
be served within 1.5 s. Figure 7.8 shows how the downtime is increased with higher CPU
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Figure 7.5: Influence of Live Migration on HTTP Response Time and service level during
rising load for patched KVM implementing Xen-like stop conditions.
As a result, forcing the final iteration of a non-converging live migration is clearly ben-
eficial for the service level, especially for higher workload intensity. Instead of clinging
firmly to an unachievable low downtime, the downtime target is relaxed in favor of ending
the resource pressure the migration puts on the VM as soon as possible.
7.5.5 Service Level Managed KVM
Although the patch implementing Xen’s stop conditions in KVM is very small, we were fi-
nally interested in evaluating a high level approach. As mentioned above, Liu et al. [LXJ+11]
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have presented a simple model able to predict the amount of time an iterative pre-copy live
migration takes to complete, based on the page transfer and dirtying rates. We have first
tested if the model is valid for our experimental setup, using the unpatched KVM version
with 1 Gbit/s bandwidth and 30 ms downtime target, as it has no stop conditions and is able
to migrate a high utilized VM with a high page dirtying rate, despite significant response
time increase. A comparison of the measured migration delay and the model is visible in
Figure 7.6, showing very small residuals. Hence, it is possible to predict the migration delay

















Page Dirtying Rate [MiB/s]
Measured Model
Figure 7.6: Influence of the rate of page dirtying on the time required to complete a live
migration. Note the logarithmic scaling on the y-axis.
As we were already monitoring the progress of the live migration, we have extended our
monitoring facility by a service level management component. Every second, we were not
only monitoring the VM’s response time and calculating page transfer and dirtying rates,
but also predicting the remaining time the migration will take to complete. We have defined
a service level target of 80% for the migration process, meaning that as a result of the
migration, the service level is not allowed to decrease below 80%. As there are several
possible events that could lead to a violation of this service level target and to be robust
against measurement outliers, we have also defined an action threshold and a corresponding
counter. If the counter reaches the threshold value, here 3, the migration is forced. As the
monitoring facility is active every second, we regard a value of 3 as a trade-off between
robustness and quick action. Events incrementing the counter are:
1. The dirty page rate is greater than the transfer rate, and the remaining time is not
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computable. The migration will not converge, not even slowly.
2. If the current response time is greater than the allowed maximum, we assume it will
not decrease during the rest of the migration, meaning that all requests during the
remaining estimated migration time will violate the maximum allowed response time
too. From that, we calculate the service level at the end of the migration, and if it
is violating the service level target, the action counter is incremented. Here, we also
estimate the time required for the final iteration based on the current amount of dirty
pages and the transfer rate, and consider its negative impact on the service level, as
connections will be stalled or even run into time-outs. Hence, we force the migration
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Figure 7.7: Influence of Live Migration on HTTP Response Time and service level during
rising load for service level managed KVM.
Additionally, if the service level is already violating the target of 80%, we force the
migration immediately, disregarding the action threshold. In Figure 7.7, the influence of
the live migration on the HTTP response time and service level during rising load is shown
when using the described service level management approach. Comparing the result to the
patched version of KVM shown in Figure 7.5 yields the conclusion that both approaches are
of comparable quality, although different in their implementation. A high level monitoring
facility, although more complex, may be preferable over low level efforts such as adapting
and maintaining source code, as it offers higher flexibility.
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7.5.6 Comparison
In Figure 7.8, the development of the HTTP service downtime during the final pre-copy
iteration is visible for all experimental scenarios described above. We can see how the
unpatched, vanilla KVM achieves a downtime of 0.5 s. However, the system was not able
to live migrate the virtual machine during phases of higher workload intensities. It is also
clearly visible that the true downtime is multiple orders greater than the maximum allowed
downtime setting of 30 ms. Here, a factor of up to 20 was observed, although we had
configured very aggressive ARP announce timing settings for the virtual Ethernet bridge



















CPU Utilization (VM normed)
KVM Vanilla, 256Mbps, 30ms downtime
KVM Vanilla, 1Gbps, 30ms downtime
KVM Vanilla, 1Gbps, 4ms downtime
KVM Xenalike, 1Gbps
KVM  SLA Managed, 1Gbps
Figure 7.8: Comparison of the service downtime development with increasing CPU utiliza-
tion.
Decreasing the maximum allowed downtime to 4 ms leads to actual downtimes of approx-
imately 0.3 s, as visible in Figure 7.8. However, even with a migration speed of 1 Gbit/s, the
system is unable to converge to a state where transferring the remaining dirty pages would
take such a short time, even when the VM only has to bear medium workload intensity. Our
patched version of KVM, denoted by Xenalike, is also set to 4 ms of maximum allowed
downtime, again resulting in approximately 0.3 s true service downtime. In contrast to the
experiments described above, the true downtime is increased from approximately 0.3 s to
0.6 s-1 s when the workload intensity, and consequently, the page dirtying rate, rises. Then,
the stop conditions force the migration’s final iteration, causing a slightly higher downtime,
but significantly decreasing the migration delay and its negative impact on response times.
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The SLA managed approach shows downtimes of up to 5 s for very high CPU utilization,
as the service level is already too low and the migration is forced. A small benefit regarding


















Page Dirtying Rate [MiB/s]
KVM Vanilla, 256Mbps, 30ms downtime
KVM Vanilla, 1Gbps, 30ms downtime
KVM Vanilla, 1Gbps, 4ms downtime
KVM Xenalike, 1Gbps
KVM SLA Managed, 1Gbps
Figure 7.9: Influence of the rate of page dirtying on the time required to complete a live
migration.
In Figure 7.9, the time a migration takes to complete, denoted as migration delay, depend-
ing on the page dirtying rate is shown for all experiment scenarios. Note the logarithmic
scaling on the y-axis. We can see how the default, unpatched KVM is unable to migrate
within acceptable time if the page dirtying rate comes close to 32 MiB/s, with catastrophic
impact on the service level as mentioned above. With a migration bandwidth of 1 Gbit/s,
the system’s breaking point is deferred, but the development is similar. Page dirtying rates
closer to 1 Gbit/s or 125 MiB/s would further increase the time required until the migration
has converged to a minimum of dirty pages. The Xenalike stop conditions and the SLA
managed approach both prevent the migration from reaching a state where convergence to
the configured downtime targets would take too long and severely decrease service levels.
A plot showing a direct comparison of the service level during live migration, depend-
ing on the workload intensity, here visualized by the VM’s CPU utilization, is depicted in
Figure 7.10. There, our patched version of KVM is showing a slow and linear decrease of
service levels while the CPU utilization rises until a level of approximately 75%. Subse-
quently, the service level decreases non-linear, but the system is always able to finish the
migration. The service level managed KVM approach achieves similar service levels, for
very high CPU utilization above 90%, sometimes even better than the patched KVM ap-
proach, due to the fact that the service level is already too low and the migration is forced
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CPU Utilization (VM normed)
KVM Vanilla, 256Mbps, 30ms downtime
KVM Vanilla, 1Gbps, 30ms downtime
KVM Vanilla, 1Gbps, 4ms downtime
KVM Xenalike, 1Gbps
KVM  SLA Managed, 1Gbps
Figure 7.10: Comparison of the service level’s development with increasing CPU utiliza-
tion.
without further monitoring. This is also visible in Figure 7.8, where this implementation
shows downtimes of 5 s for CPU utilization higher than 90%. All other approaches eval-
uated show significantly decreased service levels, suddenly beginning at a CPU utilization
of approximately 35%. If the migration bandwidth or the downtime target are too low,
unpatched KVM is even unable to migrate the VM without thrashing its service.
If we compare Figure 7.10 with Figure 7.8, we can clearly see that the overall perfor-
mance of our patched KVM and service level managed KVM approaches are significantly
the best. Instead of clinging firmly to an unachievable low downtime target, resulting in
disproportionally long migration delays and catastrophic service levels, the final pre-copy
iteration is forced if the system does not converge within a reasonable amount of time and
effort. As a consequence, the service downtime, during which existing connections and con-
nection establishments are stalling, increases. Nevertheless, the effects on quality of service
are significantly less severe, as shown in Figure 7.5 and Figure 7.7, where it is clearly visi-
ble that these approaches are able to achieve acceptable service levels for higher workload
intensities than the existing implementations.
7.6 Discussion
In this chapter, we have evaluated the influence of live migration on service levels for a web
server scenario, using the KVM hypervisor. We have shown that the default implementation
140
7.7 Future Work
and settings are clearly giving room for improvement, as migration leads to catastrophic
service levels. Increasing the migration bandwidth just defers the system’s breaking point,
but offers no general solution. Therefore, we have implemented a low level solution by
patching KVM to implement Xen’s stop conditions, and a high level solution by using a
model able to estimate the remaining migration time and the corresponding impact on the
service level due to the resource pressure caused by the dirty page scanning and copying
during the migration. Due to an iterative migration process that is not converging, trying to
reach unachievable low downtimes causes unacceptably low service levels, as the migration
process itself is increasing the resource pressure onto the VM for a too long period of time.
Both of our approaches result in significantly better service levels and prevent the VM
from thrashing and complete service disruption, achieving acceptable service levels during
live migration also for higher workload intensities by trading off migration delay and mi-
gration downtime. Hence, they enable service providers to migrate also during phases of
high workload intensity without causing disproportional high service level degradation. As
a result, we have shown that iterative pre-copy live migration should not be implemented
without either stop conditions or a management facility taking pro-active evasive action for
infrastructures with QoS targets.
7.7 Future Work
For future work, we are especially interested in adapting our experiments regarding web
service QoS to implementations of post-copy live migration. Here, one of several chal-
lenges will be the mechanism pushing memory pages from the source to the destination
host. In addition to on-demand pushing and a background transfer, the quality of detecting
the VM’s working set will be important to minimize service level degradation, as it allows
to prioritize the transfer of those pages which will be demanded by the VM’s applications





Security and Privacy of Energy
Efficient Data Centers
8.1 Overview of Chapter
Virtualized data centers where several virtual machines (VMs) are hosted per server have
become state of the art in data centers. As a consequence of energy efficiency concerns,
the exact combination of VMs running on a specific server will most likely change over
time. Using virtualization often comes with the illusion of perfect isolation and therefore
high privacy and security. There are many examples that such claims are in fact mostly
illusionary.
In this chapter, we present experimental results how to use the energy/power consump-
tion logs of a power monitored server as a side-channel that allows us to recognize the exact
combination of VMs it currently hosts to a high degree. For classification, we use a maxi-
mum log-likelihood approach, which works well for comparably small training and test set
sizes. We also show to which degree a specific VM can be recognized, regardless of other
VMs currently running on the same server, and show false negative/positive rates.
To cross-validate our results, we have used a Kolmogorov-Smirnov test, resulting in com-
parable quality of recognition within shorter time. In order to clarify whether our approach
is generalizable and yields reproducible results, we have set up a second experimental infras-
tructure in Lyon, using a different hardware platform and power measurement device. We
have obtained similar results and have experimented with different CPU frequency scaling
governors, yielding comparable quality of recognition.
As a result, energy consumption data of servers must be protected carefully, as it is po-
tentially valuable information for an attacker trying to track down a VM to mount further
attack steps.
The Chapter is structured as follows: in Section 8.2, we compare our work to related
efforts and give examples for possible combination of approaches in the future. In Sec-
tion 8.4, we describe our experimental platforms and methodology. For reasons of clarity,
there are subsections for each of the two platforms we have carried out our experiments. In
Section 8.5, we explain the methodology of the different evaluations we have conducted. In
Section 8.6, we show and interpret the results we have obtained in our experiments. In order
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to be clear, Section 8.6 is organized in subsections to represent the respective experimental
platforms. Finally, we discuss the results and draw conclusions in Section 8.7.
8.2 Introduction and Related Work
Virtualized data centers where several virtual machines (VMs) are hosted per server are
state of the art. They are expected to become even more popular in the future with the
new Cloud Computing paradigm emerging. At the same time, an increasing number of
new vulnerabilities are discovered, bugs that could not be exploited in the past are suddenly
exploitable, and whole classes of attacks (e.g., timing attacks, power consumption attacks,
etc.) find new scenarios of application [CPK10] .
As a consequence of energy efficiency or load balancing concerns within Cloud Com-
puting infrastructures, the exact combination of VMs running on a specific server will most
likely change over time by using live migration [CFH+05, HLM+09] . Using virtualization
often comes with the illusion of perfect isolation and therefore high privacy and security.
There are many examples that such claims are in fact mostly illusionary.
Garfinkel et al. [GR05] discuss the arising security challenges of virtualized computing
environments in general and propose to move the security tasks from the VMs to a highly
secure hypervisor. The main problem is that virtualization adds a layer of complexity to
computing environments, and the more complex a setup is, the harder it is to secure it.
The addition of the hypervisor layer increases the range of possible attacks compared to
non-virtualized environments [JG11] .
Especially highly dynamic infrastructures, where creating a (virtual) machine is almost
as simple as copying a file, are hard to keep safe with static security architectures. E.g., it
might be hard for intrusion detection systems to notice malicious network anomalies if there
is no stable and trainable network state due to the flexibility virtualization provides.
In contrast to direct attacks aiming at the software stack (e.g., the virtualization layer), this
chapter presents an indirect attack, in this case using energy consumption logs. Such data
is likely to exist in Cloud Computing infrastructures to be able to monitor the infrastructure
state and to compute energy efficient workload mappings. In the future, it could be also
used for accounting, as energy becomes a precious and expensive resource.
Kortchinsky [Kor09] attacks the virtualization layer and describes how a vulnerability
in a graphic driver makes it possible to break out of a VMware guest and become root
at the hypervisor level. The exploit only works on virtualized systems and in way that
may become familiar in the future: The bug allows to access memory beyond the graphic
memory boundary. In a non-virtualized system, this is clearly a bug, but most probable no
vulnerability as physically non-existent memory can not be read or written. In a virtualized
system, graphic memory is just a region of main memory, so access beyond the graphic
memory boundary becomes meaningful and dangerous. Such a kind of attack is a possible
step after a malicious user has found the server a specific VM is hosted on.
Cloud environments should guarantee the security of both user data and application pro-
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cessing [SGR09] . As physical resources are shared between the guest virtual machines,
flaws in the isolation of VMs lead attackers to have access to data and applications belong-
ing to other users. This kind of threat is based on a two-step attack: targeted VM localization
and then the attack itself.
The localization phase has been proved to be feasible by Ristenpart et al. [RTSS09] . They
carry out an attack on an infrastructure level. They are able to get enough information about
the internals of Amazon EC2 to deliberately place a VM on the same host as a target VM.
Additionally, they discuss how this ability can be used to start cross-VM side-channel at-
tacks. The efforts described in this chapter are complementary in a way that the approaches
may be combined to a faster or more accurate attack.
Once the targeted VM is localized, attacks relying on flaws and vulnerabilities are pos-
sible. For example, Ormandy [Orm08] found a bug in the hypervisor code concerning the
emulated I/O ports that allow a malicious user to write to an arbitrary out-of-bounds mem-
ory location. Another vulnerability in the guest virtual device driver allowed a guest VM to
crash the host computer and the VMs hosted by it1. Numerous similar vulnerabilities have
been found [JG11, Orm08].
Xensploit [Jon08] is an implementation of a man-in-the-middle attack on live mi-
gration, targeting Xen and VMware. As the memory pages are transferred without any
encryption, Xensploit is able to change the object code of a running ssh daemon to
allow access without any authentication. Such attacks could be prevented by encrypting the
memory pages network transfer, although this would cause computational overhead on the
nodes involved in the live migration. However, changing memory contents of a VM during
live migration is not the only conceivable attack scenario.
Oberheide et al. [Jon08] differentiate possible attacks into the categories data plane, con-
trol plane and migration module and give example attacks. E.g., a malicious hypervisor
node could make false claims about its available resources, energy efficiency etc. An algo-
rithm trying to balance or consolidate workload would then be triggering the live migration
of a large number of VMs to this malicious node which in turn gains privileged access to
the VMs.
8.3 Open Issues and Own Contribution
In this chapter, we investigate the potential of extracting valuable information from raw
energy consumption logs with impact on user privacy and security. We present experimental
results, showing that it is indeed possible to track down the server hosting a VM in question,
by using the servers power footprint. We regard our work as an additional, indirect attack
vector, to gain more information about a most probably complex computing infrastructure,
usable in a preparation stage before launching actual attack steps. E.g., even if the VM
an attacker is aiming at is highly secured with a packet filter, intrusion detection system
1http://www.vmware.com/security/advisories/VMSA-2009-0006.html
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etc., all of such protection measures are defending the VM against attacks from the network
or Internet uplink. Nevertheless, the VM is still completely dependent on the hypervisor’s
integrity and users have to put trust into the hypervisor not being malicious or compromised.
Technologies like vTPM [PSvD06] are still in its early days, and just encrypting the VM’s
file systems will most probably not be a reliable remedy. The data have to be decrypted at
some point in time for computational tasks. Unless the VM is exclusively used as a storage
server for encrypted data, the decrypted data will reside at least temporarily in the server’s
main memory, accessible by the hypervisor.
As a consequence, if the VM in question is not an adequate or convenient target for di-
rect attacks because of whatever reason, there is still the hypervisor. Once compromised, it
would allow privileged and yet, for the VM’s owner, hardly detectable access to the VM.
The most dangerous attackers are those trying to leave no traces at all and stay undetected,
so if attacking a VM would cause too much attention (e.g., because of an IDS) and the hy-
pervisors in a Cloud infrastructure are insufficiently secured or have known vulnerabilities,
they will be a convenient prey. Nevertheless, the fact that there will be at least dozens of
hypervisors and only one of them is hosting the VM in question is still an open issue. The
more hypervisors are required to be cracked to gain access to the VM, the more likely it
is that the attack is detected even before fully carried out. However, if the attacker can re-
trieve power consumption data, e.g., because of an insufficiently secured SNMP access to a
metered rack PDU, it could be possible to extract information about which server the VM
is running on. The attacker would then concentrate on this single machine to cause only a
minimum of attention.
This chapter presents an approach where attackers can use monitoring data such as power
consumption of physical resources to locate a given VM. To the best of the author’s knowl-
edge, no research work has dealt with the privacy of power monitoring data in Cloud envi-
ronments yet. However, this issue has been studied in the research fields concerning smart
grid [SLP11] and home metering [KFB11]. Customers are indeed aware of what frequent
data collected by home smart meters can reveal about their appliance usage.
8.4 Experimental Details
In the following, we describe our experimental setups and methodology of measurements.
In a first step, we have examined the feasibility of our approach in Vienna. In order to
clarify whether our approach is generalizable and yields reproducible results, we have set
up a second experimental infrastructure in Lyon, using a different hardware platform and
power measurement device. In both of our experimental infrastructures, we have used four
different qemu-kvm/Linux VMs in our experiments:
• A MySQL database VM, denoted by sql, hosting a dump of the Latin Wikipedia for
the following wp VM
• an Apache web server VM with PHP5 and MediaWiki, denoted by wp
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• an FTP server VM, denoted by ftp
• and a VM doing I/O operations using bonnie++, denoted by bonnie.
E.g., the string sql_ftp_bonnie denotes that all VMs except the Apache VM were
running. The string wp denotes that only the Apache VM was running. During the training
phase, we have measured the energy consumption of a server for all 15 possible combina-
tions (one combination of four VMs, four combinations of three VMs, six combinations of
two VMs, and four combinations of a single VM running) of VMs running while a client
sent a fixed trace of workload. The traces for wp and ftp were changing in concurrency
of client requests, sql was acting as a database tier for wp. For bonnie, the number of
benchmark runs within an interval was changed to simulate a varying I/O load.
8.4.1 Experimental Infrastructure in Vienna
In our setup in Vienna, we have run the VMs on an AMD Phenom II X4 955 (3.2 GHz) CPU
with 8 GB RAM. The VM disk images where hosted on an additional node with two SSDs
in software-RAID0, connected over Gbit Ethernet.
To measure the power consumption, we have used a Hioki 3334 wattmeter device that
allows several thousands measurements per second and integrates them to deliver active
power consumption (W) respectively energy consumption (Wh) results. Based on the energy
consumption, we have calculated the average power consumption within an interval of 6 s.
Each combination was traced for 40 minutes of workload, so we have approximately
400 data samples for each combination. During the whole experiment, the ondemand
governor of the Linux CPU frequency system (for AMD platforms, powernow_k8 driver)
was activated to scale the frequency of all cores to the actual demand. The PhenomII X4
CPU is able to scale the frequency on a per-core level, so all of its four cores can be set to
a different frequency. Available frequencies are 800 MHz, 2.1 GHz, 2.5 GHz and of course
3.2 GHz.
8.4.2 Experimental Infrastructure in Lyon
In order to clarify whether our approach is generalizable and yields reproducible results,
we have set up a second experimental infrastructure in Lyon. The hardware platform was
comprised of six identical servers with Dual-Socket Quadcore Intel Xeon E5506 (2.13 GHz)
and 12 GB RAM. On one of these servers, the VM disk images where hosted with five SSDs
in hardware-RAID0, connected over Gbit Ethernet. The remaining five servers, all of them
were identical, were used to run the VM combinations in parallel to speed up measurements.
To measure the power consumption, we have used a OmegaWatt multi-channel energy
consumption logger which was able to measure all of the servers simultaneously and in-
dependently. The OmegaWatt device has no ability to integrate values, so its precision is
not comparable to the Hioki 3334 used in Vienna. On the other hand, devices similar to
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the OmegaWatt logger are much more likely to be found in data centers than high precision
devices intended for lab use, so we consider this as a more realistic attack ground. We have
polled the OmegaWatt device every second, so for approximately 40 minutes of workload,
we have obtained approximately 2400 power consumption samples.
In contrast to the PhenomII X4 CPU that was used in Vienna, the Xeon E5506 CPUs are
not able to scale frequencies on a per-core level. Here, all cores of a CPU (socket) are set
to the same frequency by the driver (acpi_cpufreq). E.g., if the server is only slightly
loaded and only one core is required to run at a higher frequency than the minimum, all of
the socket’s CPU cores (here, four) will be automatically set to the same frequency by the
ondemand governor.
We have carried out our experiments with three different scaling governors:
1. ondemand, to be able to compare the results to those obtained in Vienna,
2. performance, where all cores are fixed to the default frequency and scaling is in
effect deactivated, and
3. powersave, where all cores are fixed to the minimum frequency.
With the powersave and performance governors, the range of possible power con-
sumption should be smaller, which could make a difference for our evaluations. The avail-
able frequencies when using a Xeon E5506 CPU with the ondemand governor are:
2128 MHz, 1995 MHz, 1862 MHz, 1729 MHz and 1596 MHz. Additional to the lack
of per-core scaling support, the Xeon CPU has a much smaller scaling range ( fminfmax = 0.75)
compared to the PhenomII ( fminfmax = 0.25). The total power consumption of a CPU is the sum
of dynamic and static power [KAB+03], and typically denoted by the approximation
P = ACV 2 f +V Ileak,
where A is the fraction of gates actively switching and C the capacitance of all gates. A
smaller range of frequency will therefore possibly lead to smaller range of power consump-
tion. As there are other metrics influencing the power consumption (especially V 2 is con-
tributing heavily) and the CPU is not the only device causing power consumption, we were
interested if a different CPU frequency scaling governor makes a significant difference in
our scenario.
8.5 Evaluation
For evaluation, all consumption traces were split into training and test sample sets, for dif-
ferent test sample set sizes ranging from 5 to 50 in steps of 5. To minimize the effect of
outlier results, the training/test sample set split was randomized and repeated 1000 times for











































Figure 8.2: Vienna: Probability density of power consumption, combinations containing
the Apache VM.
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functions from scratch for each VM combination. To recognize the origin of a test sample
set and therefore the combination of VMs, we used a maximum log-likelihood approach.
For a given test sample set, we computed the log-likelihood for each possible origin to iden-
tify the most probable origin. To consider different perspectives, we have evaluated four
different match conditions:
1. Exact match: The recognized combination is exactly matching the true combination,
so the state of all VMs was correctly recognized.
2. Subset match: The true combination is subset of the recognized combination, so all
running VMs were correctly recognized, but there are false positives, meaning at least
one VM was falsely recognized as running.
3. Set match: This evaluation mode gives the degree of correctness of the classification.
As we have four VMs and each of them can be running or not, we can interpret
both the true and the recognized state as a quadruplet of {yes,no}. The degree of
correctness is then the intersection of both quadruplets and possible values range from
(0 of 4) to (4 of 4). For plotting purposes, we have scaled the range to [0;1].
Based on the set match evaluation, we have calculated the false positive/negative
recognition rates. A false positive in this context is that a VM was recognized running
but is in fact not, and a false negative that a VM that was in fact running was not
recognized so.
4. VM match: The last evaluation mode represents the perspective of an attacker trying
to track down a specific VM. In such a case, false positives/negatives are not important
as long as the true state of a specific VM is recognized correctly to identify the server
a VM is running on quickly. Once this server is found, further attack steps could be
mounted.
8.6 Results
8.6.1 Results of Experiments in Vienna
Figure 8.1 and Figure 8.2 show the power consumption density for each VM combination.
Two plots are used for better visibility. We can see in Figure 8.2 that the power consumption
of all combinations containing the Apache VM (wp) is very similar, and that they differ
heavily from all combinations that do not contain the Apache VM, which are depicted in
Figure 8.1.
Maximum Log-Likelihood
We can see in Figure 8.3 that for comparably small training and test set sizes, a lot of





































Figure 8.3: Vienna, Exact Match Condition: Recognition Rates are very high for combina-



































Figure 8.4: Vienna, Subset Match Condition: Recognition Rates are generally increased.
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Figure 8.7: Vienna, False Positive/Negative Recognition Rates.
likelihood approach. Most of the combinations yielding lower values of recognition rates
have a running wp VM (Apache, PHP) in common.
As visible in Figure 8.2, all combinations containing wp
1. have a very similar power consumption trace and
2. have a higher average power consumption than all combinations not containing wp.
The consequences of these facts are that
1. it is hard to recognize which VMs are running in combination with wp, but
2. it is easy to recognize the state of wp correctly, which is clearly visible in Figure 8.6.
In Figure 8.4, we can see that if we relax the match condition from an exact match to a
subset match, the match rate is increased, as false positives do not decrease the recognition
rate, but only false negatives. For, e.g., the combinations ftp_bonnie and wp_ftp, the
increase is clearly visible.
In Figure 8.5, the average degree of classification correctness is shown. Please note that
the y-axis is scaled differently for better visibility. We see even higher recognition rates and
that on average, the combinations with wp are classified falsely by a single VM that is not
recognized correctly (3 of 4 correct).
Figure 8.6 shows the degree to which our approach is able to recognize the state of a
specific VM correctly, regardless of the combination of VMs it is running with. This is
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perhaps the most interesting evaluation mode considering our scenario of privacy risks in
a Cloud Computing infrastructure. Even for small numbers of test sample sizes, we can a
recognize whether a VM is running or not to a high degree.
In Figure 8.7, false positive and negative rates are visible and show how the respective
gaps to a recognition rate of 1 in Figure 8.6 are composed by false positives and negatives.
E.g., we can see both high false positive and negative rates for sql, which is expectable due
to the fact that sql has a very narrow density peak in a low region of power consumption.
As a consequence, the weak sql signal will be hidden easily by additional, stronger signals,
and it is hard to recognize the presence or absence of sql correctly. On the other hand, wp,
the strongest of all signals, yields almost no false positives/negatives at all, but as mentioned
above, the strong wp signal is hiding the weaker ones and makes it hard to recognize other
VMs running in combination with wp.
Kolmogorov-Smirnov Test
Finally, we wanted to verify the described maximum log-likelihood approach by using a
Kolmogorov-Smirnov test for classification. Figure 8.11 shows the results for recognizing
the state of a specific VM correctly, regardless of the combination of VMs it is running
with. If we compare the results to Figure 8.6, we can see that the Kolmogorov-Smirnov test
yields recognition rates approximately 5-10% lower than the log-likelihood approach. If we
take into account that the log-likelihood approach requires frequent generation of density
functions, which is a computationally highly intensive task and can easily take dozens of
minutes for a fixed test sample set size and a sufficient number of repetitions, the quality of
results obtained by using a much faster Kolmogorov-Smirnov test for classification could
be acceptable too. Especially, if VMs are frequently live-migrated to other servers due to,
e.g., load balancing or energy efficiency concerns, obtained results could be obsolete if the
computation involved takes too long.
8.6.2 Results of Experiments in Lyon
In order to clarify whether our approach is generalizable and yields reproducible results,
we have repeated and extended our experiments on a second infrastructure in Lyon, using a
different hardware platform and power measurement device described in Section 8.4.
In Figure 8.16, we can see the VM recognition rate when using the ondemand governor.
The result should be compared to Figure 8.6, where the ondemand governor was used
too, but on a different hardware platform etc., as described above. We can see that wp
is achieving similarly high recognition rates. Interestingly, ftp is yielding slightly worse
rates, but sql and bonnie significantly higher rates. If we compare the false positive and
negative rates (Figure 8.7 and Figure 8.15), we can see that
• ftp has similar false negative rates, but much higher false positive rates,





































Figure 8.8: Vienna, Exact Match Condition using a Kolmogorov-Smirnov test: Recognition



































Figure 8.9: Vienna, Subset Match Condition using a Kolmogorov-Smirnov test: Recogni-
tion Rates are generally increased.
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Figure 8.10: Vienna, Set Match Condition using a Kolmogorov-Smirnov test: Average de-




























Figure 8.11: Vienna, Per VM Recognition Rates using a Kolmogorov-Smirnov test for val-















































Figure 8.13: Lyon, ondemand governor: Probability density of power consumption, com-
binations not containing the Apache VM.
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Figure 8.14: Lyon, ondemand governor: Probability density of power consumption, com-




























Figure 8.15: Lyon, ondemand governor: False Positive/Negative Recognition Rates.
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8.7 Discussion
• bonnie has much lower both false negative and positive rates.
Looking at the power consumption probability densities when these VMs run alone (cf.
Figure 8.13 and Figure 8.1) reveals that ftp is now the VM with the lowest and most narrow
power footprint, and therefore the weakest signal, easily hidden by stronger ones if running
in combination. The much higher false positive rate of ftp is a direct consequence. Vice
versa, sql is not the weakest signal anymore, resulting in lower false positive rates. Finally,
bonnie has a much more characteristic probability density when running alone, with two
unique peaks. In consequence, all combinations containing bonnie are highly distinctive
from all combinations not containing bonnie.
After we had empirical proof that our approach is generally working on a different hard-
ware platforms too, we have investigated the potential impact of different CPU frequency
scaling governors. In Figure 8.18, which should only be compared to Figure 8.16 and Fig-
ure 8.17, the results for the performance governor, where the frequency is fixed to the
default frequency and scaling is in effect deactivated, are visible. The sql VM is yielding
slightly worse rates compared to Figure 8.16, but despite that, no significant difference can
be extracted.
Finally, in Figure 8.17, the results for a powersave governor scenario, where the fre-
quency is fixed to the minimum frequency, are shown and are not significantly differing
from the performance scenario.
As a consequence, we can conclude that using the mentioned CPU frequency scaling gov-
ernors the Linux kernel provides does not significantly influence the VM recognition rates
and our approach is generalizable, including infrastructures using CPU frequency scaling
due to energy efficiency concerns.
8.7 Discussion
We have presented experimental research on how to use the energy/power consumption
logs of a power monitored server as a side-channel that allows us a) to recognize the exact
combination of VMs it currently hosts to a high degree, and b) to track down the server
hosting a specific VM. The discussed results show that our approach is suitable to reduce
the complexity of attacking a Cloud infrastructure when aiming at a specific VM, allowing
the attacker to avoid being too conspicuous by having knowledge about the hypervisor a
VM is running on.
Using the described maximum log-likelihood approach, a lot of exact combinations can
be recognized correctly. If the match condition is relaxed to a subset match, the recognition
rate is increased. To track down a specific VM, the state of the respective VM needs to be
recognizable regardless of combination of VMs it may run in. Having similar consumption
densities leads to a situation where it is hard to recognize the exact combination, but it is
easy to recognize the VM that is causing the similarity.
We have compared the maximum log-likelihood against Kolmogorov-Smirnov, yielding
recognition rates approximately 5-10% lower than the maximum log-likelihood approach.
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Figure 8.18: VM recognition rates for the performance governor scenario.
Taking into account the much faster runtime of Kolmogorov-Smirnov and the fact that re-
sults can become obsolete due to live migration of VMs, we think that the quality of results
obtained from using Kolmogorov-Smirnov could be acceptable too.
In order to clarify whether our approach is generalizable and yields reproducible results,
we repeated and extended our experiments on a second infrastructure in Lyon, using a dif-
ferent hardware platform and a power measurement device likely to be found in data centers.
We have obtained similar results and have experimented with different CPU frequency scal-
ing governors, yielding comparable quality of recognition.
As a we have shown, power and energy consumption data of servers must be protected
carefully, as it is possible to extract valuable information that an attacker could use to track
down a VM before starting further attack steps. It is especially astonishing how few samples
are required in our scenario for correct classification.
8.8 Future Work
We plan to extend our work by adding random noise activity and therefore power consump-
tion to investigate at which level of noise the recognition rate is suffering significantly. We
also want to add more types of VMs and use different workload patterns too see if there is a
level of complexity which is decreasing the recognition rate respectively increasing the time
required for computing reliable results. Additionally, there could be a point of complexity
where Kolmogorov-Smirnov should be favored due to its lower runtime.
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Finally, we plan to put effort into a more sophisticated attack scenario that does not require
a training phase based on knowledge of the true combination of VMs running, but only
information about the network address and kind of service (e.g., HTTP) of a VM, and access
to an insufficiently secured metered rack PDU (e.g., by SNMP). Then, an attacker could
send workload in varying intensities to the VM to cause changes in the power consumption
of the server the VM is running on, trying to find the highest correlation between his actions
and the consumption reactions. The assumption is that after removing noise, the server with
the highest correlation in power consumption is, with high probability, the server hosting
the VM in question. In such a scenario, the intensity and duration of injecting workload




Conclusions and Future Work
In this thesis, a cost model driven approach to dynamic server consolidation aiming at in-
creasing the energy efficiency of heterogeneous business computing infrastructures was pro-
posed and evaluated. By using virtualization and virtual machine live migration, workload
encapsulated in virtual machines can be rearranged across the infrastructure according to a
cost model. A configurable cost model was defined in order to trade-off energy cost sav-
ings with quality of service. In this cost model, the cost of energy is one of several cost
categories. Especially, overload situations leading to decreased quality of service and man-
agement overheads, e.g., live migration, are important cost categories.
As a result for the investigated scenario, 40%-50% of total operational costs can be saved
by forecasting the resource demand and pro-actively creating a new, optimal mapping of
virtual machines to physical servers. A greedy balanced first fit heuristic and a flexible
meta-heuristic genetic algorithm, directly influencable by a configurable cost model were
evaluated and compared with load-balancing. The greedy heuristic and the genetic algo-
rithm deliver similar results for most evaluations of the starting set of cost parameters.
The flexibility of the genetic algorithm was shown by changing the cost parameters in sev-
eral case studies, resulting in the genetic algorithm’s adaption to the altered circumstances
and definition of “optimal“. Additionally, it can be turned from dynamic consolidation to
load balancing by simply penalizing utilization variance across the physical servers.
Forecasting is essential when control loop iterations are carried out with low frequency,
and can further increase the provisioning efficiency for shorter interval lengths. Holt-
Winters and seasonal ARIMA deliver forecasts of similar quality, with seasonal ARIMA
being computationally much more demanding.
For future work, extending the cost model to support heterogeneous VM overload costs
as well as non-linear and heterogeneous VM live migration cost is especially interesting.
Additionally, a virtual cost category similar to utilization variance could be introduced to
penalize and effectively inhibit the co-existence of pairs of VMs which should not be hosted
on the same server due to performance or security aspects. Further, other approaches in
solving multi-objective combinatorial optimization problems could be investigated, e.g.,
simulated annealing.
Iterative pre-copy live migration is a resource intensive management action due to the
dirty page scanning and copying during the migration. As it is a key mechanism for the
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approach of this thesis, its influence on quality of service was empirically investigated and
models created that allow to predict this influence. It is possible to predict the service level
variance during a live migration to 90% using only a single variable , the UNIX load5
average. Extending the model to 12 variables yields an R2ad j = 0.95.
Qualitatively, tighter SLAs can be fulfilled for low workload situations. For high work-
load situations, the service level decreases massively because of live migrations, therefore
such situation should be avoided. As a consequence, live migrations should be triggered
before a virtual machine is heavily loaded, if SLAs have to be fulfilled and can not be tem-
porarily relaxed. The service level decreases non-linearly with increased utilization, hence
the above mentioned cost model should be extended to capture this relationship. A fur-
ther part of future work is to examine different types of services for their sensitivity to live
migration.
Iterative pre-copy live migration clearly depends on the assumption of dirty page conver-
gence to zero. Currently, not all hypervisors have stop conditions to enforce termination if
this assumption does not hold. Due to an iterative migration process that is not converg-
ing, trying to reach unachievable low downtimes causes unacceptably low service levels, as
the migration process itself is increasing the resource pressure onto the VM for a too long
period of time.
On the one hand, a low level solution by patching KVM to implement Xen’s stop con-
ditions was evaluated. On the other hand, a high level solution by using a model able to
estimate the remaining migration time and the corresponding impact on the service level
was evaluated. Both approaches result in significantly better service levels and prevent the
VM from thrashing and complete service disruption. They achieve acceptable service levels
during live migration also for higher workload intensities by trading off migration delay and
migration downtime.
The most interesting option for future work is to extend the evaluation to post-copy live
migration, which is fundamentally different from iterative pre-copy live migration. An im-
plementation for KVM became publicly available at the end of this thesis.
Finally, an examination was carried out regarding the possible consequences of collect-
ing and storing energy consumption data of servers on security and privacy. Experimental
results were presented how to use the energy consumption logs of a power monitored server
as a side-channel that allows a) to recognize the exact combination of VMs it currently hosts
to a high degree, and b) to track down the server hosting a specific VM.
A maximum log-likelihood approach was compared with a Kolmogorov-Smirnov test.
The latter performs slightly worse than the former, but offers substantially lower runtimes.
Having similar power consumption probability densities leads to a situation where it is hard
to recognize the exact combination, but it is easy to recognize the VM that is causing the
similarity. A verification whether the approach is generalizable was done by repeating and
extended the experiments on a second infrastructure in Lyon. As a result, power and energy
consumption data of servers must be protected carefully, as it is possible to extract valuable
information that an attacker could use to track down a VM before starting further attack
steps.
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For future work, a more sophisticated attack scenario based on a service URI and real-
time access to power logs of a number of servers should be investigated. Then, an attacker
could send workload in varying intensities to the VM to cause changes in the power con-
sumption of the server the VM is running on, trying to find the highest correlation between
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MetaVisor and MetaSim GUI
Figure A.1: MetaVisor GUI showing an empirical test run.
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Appendix A MetaVisor and MetaSim GUI
Figure A.2: MetaSim GUI showing a simulation test run.
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Appendix B
Basic Configuration for the MetaSim
Simulation.
1 <? xml v e r s i o n =" 1 . 0 " e n c o d i n g ="UTF−8" ?>
2 < s i m u l a t i o n >
3 < t y p e > f i l e < / t y p e >
4 < s c e n a r i o i d =" z i d s p e c ">
5 < p l o t > t r u e < / p l o t >
6 <VMs>
7 < sk ipDays >7< / sk ipDays >
8 < readDays >21< / readDays >
9 <vm>
10 <amount>25< / amount>
11 < c p u U t i l i z a t i o n T r a c e F i l e > t r a c e s / z i d / 0 . d a t < / c p u U t i l i z a t i o n T r a c e F i l e >
12 <memory>512< / memory>
13 < s c a l i n g >2< / s c a l i n g >
14 < / vm>
15 <vm>
16 <amount>25< / amount>
17 < c p u U t i l i z a t i o n T r a c e F i l e > t r a c e s / z i d / 1 . d a t < / c p u U t i l i z a t i o n T r a c e F i l e >
18 <memory>1024< / memory>
19 < s c a l i n g >4< / s c a l i n g >
20 < / vm>
21 <vm>
22 <amount>4< / amount>
23 < c p u U t i l i z a t i o n T r a c e F i l e > t r a c e s / z i d / 2 . d a t < / c p u U t i l i z a t i o n T r a c e F i l e >
24 <memory>768< / memory>
25 < s c a l i n g >5< / s c a l i n g >
26 < / vm>
27 <vm>
28 <amount>15< / amount>
29 < c p u U t i l i z a t i o n T r a c e F i l e > t r a c e s / z i d / 3 . d a t < / c p u U t i l i z a t i o n T r a c e F i l e >
30 <memory>512< / memory>
31 < s c a l i n g >2< / s c a l i n g >
32 < / vm>
33 <vm>
34 <amount>20< / amount>
35 < c p u U t i l i z a t i o n T r a c e F i l e > t r a c e s / z i d / 4 . d a t < / c p u U t i l i z a t i o n T r a c e F i l e >
36 <memory>512< / memory>
37 < s c a l i n g >2< / s c a l i n g >
38 < / vm>
39 <vm>
40 <amount>5< / amount>
41 < c p u U t i l i z a t i o n T r a c e F i l e > t r a c e s / z i d / 5 . d a t < / c p u U t i l i z a t i o n T r a c e F i l e >
42 <memory>512< / memory>
43 < s c a l i n g >5< / s c a l i n g >
44 < / vm>
45 <vm>
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46 <amount>10< / amount>
47 < c p u U t i l i z a t i o n T r a c e F i l e > t r a c e s / z i d / 6 . d a t < / c p u U t i l i z a t i o n T r a c e F i l e >
48 <memory>512< / memory>
49 < s c a l i n g >1< / s c a l i n g >
50 < / vm>
51 <vm>
52 <amount>15< / amount>
53 < c p u U t i l i z a t i o n T r a c e F i l e > t r a c e s / z i d / 7 . d a t < / c p u U t i l i z a t i o n T r a c e F i l e >
54 <memory>768< / memory>
55 < s c a l i n g >1< / s c a l i n g >
56 < / vm>
57 <vm>
58 <amount>10< / amount>
59 < c p u U t i l i z a t i o n T r a c e F i l e > t r a c e s / z i d / 8 . d a t < / c p u U t i l i z a t i o n T r a c e F i l e >
60 <memory>768< / memory>
61 < s c a l i n g >3< / s c a l i n g >
62 < / vm>
63 <vm>
64 <amount>5< / amount>
65 < c p u U t i l i z a t i o n T r a c e F i l e > t r a c e s / z i d / 9 . d a t < / c p u U t i l i z a t i o n T r a c e F i l e >
66 <memory>768< / memory>
67 < s c a l i n g >3< / s c a l i n g >
68 < / vm>
69 <vm>
70 <amount>25< / amount>
71 < c p u U t i l i z a t i o n T r a c e F i l e > t r a c e s / z i d / 1 0 . d a t < / c p u U t i l i z a t i o n T r a c e F i l e >
72 <memory>1024< / memory>
73 < s c a l i n g >3< / s c a l i n g >
74 < / vm>
75 <vm>
76 <amount>4< / amount>
77 < c p u U t i l i z a t i o n T r a c e F i l e > t r a c e s / z i d / 1 1 . d a t < / c p u U t i l i z a t i o n T r a c e F i l e >
78 <memory>1024< / memory>
79 < s c a l i n g >2< / s c a l i n g >
80 < / vm>
81 <vm>
82 <amount>8< / amount>
83 < c p u U t i l i z a t i o n T r a c e F i l e > t r a c e s / z i d / 1 2 . d a t < / c p u U t i l i z a t i o n T r a c e F i l e >
84 <memory>768< / memory>
85 < s c a l i n g >2< / s c a l i n g >
86 < / vm>
87 <vm>
88 <amount>5< / amount>
89 < c p u U t i l i z a t i o n T r a c e F i l e > t r a c e s / z i d / 1 3 . d a t < / c p u U t i l i z a t i o n T r a c e F i l e >
90 <memory>384< / memory>
91 < s c a l i n g >1< / s c a l i n g >
92 < / vm>
93 <vm>
94 <amount>15< / amount>
95 < c p u U t i l i z a t i o n T r a c e F i l e > t r a c e s / z i d / 1 4 . d a t < / c p u U t i l i z a t i o n T r a c e F i l e >
96 <memory>768< / memory>
97 < s c a l i n g >5< / s c a l i n g >
98 < / vm>
99 <vm>
100 <amount>4< / amount>
101 < c p u U t i l i z a t i o n T r a c e F i l e > t r a c e s / z i d / 1 5 . d a t < / c p u U t i l i z a t i o n T r a c e F i l e >
102 <memory>768< / memory>
103 < s c a l i n g >2< / s c a l i n g >
104 < / vm>
105 <vm>
106 <amount>8< / amount>
107 < c p u U t i l i z a t i o n T r a c e F i l e > t r a c e s / z i d / 1 6 . d a t < / c p u U t i l i z a t i o n T r a c e F i l e >
108 <memory>512< / memory>
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109 < s c a l i n g >1< / s c a l i n g >
110 < / vm>
111 <vm>
112 <amount>13< / amount>
113 < c p u U t i l i z a t i o n T r a c e F i l e > t r a c e s / z i d / 1 7 . d a t < / c p u U t i l i z a t i o n T r a c e F i l e >
114 <memory>384< / memory>
115 < s c a l i n g >1< / s c a l i n g >
116 < / vm>
117 <vm>
118 <amount>20< / amount>
119 < c p u U t i l i z a t i o n T r a c e F i l e > t r a c e s / z i d / 1 8 . d a t < / c p u U t i l i z a t i o n T r a c e F i l e >
120 <memory>512< / memory>
121 < s c a l i n g >1< / s c a l i n g >
122 < / vm>
123 <vm>
124 <amount>4< / amount>
125 < c p u U t i l i z a t i o n T r a c e F i l e > t r a c e s / z i d / 1 9 . d a t < / c p u U t i l i z a t i o n T r a c e F i l e >
126 <memory>768< / memory>
127 < s c a l i n g >3< / s c a l i n g >
128 < / vm>
129 <vm>
130 <amount>20< / amount>
131 < c p u U t i l i z a t i o n T r a c e F i l e > t r a c e s / z i d / 2 0 . d a t < / c p u U t i l i z a t i o n T r a c e F i l e >
132 <memory>1024< / memory>
133 < s c a l i n g >3< / s c a l i n g >
134 < / vm>
135 <vm>
136 <amount>8< / amount>
137 < c p u U t i l i z a t i o n T r a c e F i l e > t r a c e s / z i d / 2 1 . d a t < / c p u U t i l i z a t i o n T r a c e F i l e >
138 <memory>512< / memory>
139 < s c a l i n g >3< / s c a l i n g >
140 < / vm>
141 <vm>
142 <amount>5< / amount>
143 < c p u U t i l i z a t i o n T r a c e F i l e > t r a c e s / z i d / 2 2 . d a t < / c p u U t i l i z a t i o n T r a c e F i l e >
144 <memory>512< / memory>
145 < s c a l i n g >3< / s c a l i n g >
146 < / vm>
147 <vm>
148 <amount>2< / amount>
149 < c p u U t i l i z a t i o n T r a c e F i l e > t r a c e s / z i d / 2 3 . d a t < / c p u U t i l i z a t i o n T r a c e F i l e >
150 <memory>512< / memory>
151 < s c a l i n g >2< / s c a l i n g >
152 < / vm>
153 <vm>
154 <amount>15< / amount>
155 < c p u U t i l i z a t i o n T r a c e F i l e > t r a c e s / z i d / 2 4 . d a t < / c p u U t i l i z a t i o n T r a c e F i l e >
156 <memory>512< / memory>
157 < s c a l i n g >1< / s c a l i n g >
158 < / vm>
159 <vm>
160 <amount>15< / amount>
161 < c p u U t i l i z a t i o n T r a c e F i l e > t r a c e s / z i d / 2 5 . d a t < / c p u U t i l i z a t i o n T r a c e F i l e >
162 <memory>512< / memory>
163 < s c a l i n g >4< / s c a l i n g >
164 < / vm>
165 <vm>
166 <amount>5< / amount>
167 < c p u U t i l i z a t i o n T r a c e F i l e > t r a c e s / z i d / 2 6 . d a t < / c p u U t i l i z a t i o n T r a c e F i l e >
168 <memory>384< / memory>
169 < s c a l i n g >2< / s c a l i n g >
170 < / vm>
171 <vm>
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172 <amount>3< / amount>
173 < c p u U t i l i z a t i o n T r a c e F i l e > t r a c e s / z i d / 2 7 . d a t < / c p u U t i l i z a t i o n T r a c e F i l e >
174 <memory>384< / memory>
175 < s c a l i n g >2< / s c a l i n g >
176 < / vm>
177 <vm>
178 <amount>15< / amount>
179 < c p u U t i l i z a t i o n T r a c e F i l e > t r a c e s / z i d / 2 8 . d a t < / c p u U t i l i z a t i o n T r a c e F i l e >
180 <memory>512< / memory>
181 < s c a l i n g >3< / s c a l i n g >
182 < / vm>
183 <vm>
184 <amount>6< / amount>
185 < c p u U t i l i z a t i o n T r a c e F i l e > t r a c e s / z i d / 2 9 . d a t < / c p u U t i l i z a t i o n T r a c e F i l e >
186 <memory>768< / memory>
187 < s c a l i n g >3< / s c a l i n g >
188 < / vm>
189 <vm>
190 <amount>12< / amount>
191 < c p u U t i l i z a t i o n T r a c e F i l e > t r a c e s / z i d / 3 0 . d a t < / c p u U t i l i z a t i o n T r a c e F i l e >
192 <memory>1024< / memory>
193 < s c a l i n g >4< / s c a l i n g >
194 < / vm>
195 <vm>
196 <amount>5< / amount>
197 < c p u U t i l i z a t i o n T r a c e F i l e > t r a c e s / z i d / 3 1 . d a t < / c p u U t i l i z a t i o n T r a c e F i l e >
198 <memory>768< / memory>
199 < s c a l i n g >5< / s c a l i n g >
200 < / vm>
201 <vm>
202 <amount>4< / amount>
203 < c p u U t i l i z a t i o n T r a c e F i l e > t r a c e s / z i d / 3 2 . d a t < / c p u U t i l i z a t i o n T r a c e F i l e >
204 <memory>1024< / memory>
205 < s c a l i n g >3< / s c a l i n g >





211 <amount>2< / amount>
212 < cpuPe r fo rmance > 2 .540 < / cpuPe r fo rmance >
213 <cpuMHzPerCore>2600< / cpuMHzPerCore>
214 <numberOfCores>32< / numberOfCores>
215 <memory>49152< / memory>
216 <powerStandby >10< / powerStandby >
217 < p o w e r I d l e >110< / p o w e r I d l e >
218 <powerPeak>446< / powerPeak>
219 < s p e c P o w e r P o i n t s >4894< / s p e c P o w e r P o i n t s >
220 < / rm>
221 <rm>
222 <amount>4< / amount>
223 < cpuPe r fo rmance > 1 .343 < / cpuPe r fo rmance >
224 <cpuMHzPerCore>2200< / cpuMHzPerCore>
225 <numberOfCores>16< / numberOfCores>
226 <memory>32768< / memory>
227 <powerStandby >10< / powerStandby >
228 < p o w e r I d l e >53< / p o w e r I d l e >
229 <powerPeak>245< / powerPeak>
230 < s p e c P o w e r P o i n t s >5032< / s p e c P o w e r P o i n t s >
231 < / rm>
232 <rm>
233 <amount>4< / amount>
234 < cpuPe r fo rmance > 0 .959 < / cpuPe r fo rmance >
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235 <cpuMHzPerCore>1800< / cpuMHzPerCore>
236 <numberOfCores>16< / numberOfCores>
237 <memory>32768< / memory>
238 <powerStandby >10< / powerStandby >
239 < p o w e r I d l e >57< / p o w e r I d l e >
240 <powerPeak>178< / powerPeak>
241 < s p e c P o w e r P o i n t s >4186< / s p e c P o w e r P o i n t s >
242 < / rm>
243 <rm>
244 <amount>2< / amount>
245 < cpuPe r fo rmance > 2 .242 < / cpuPe r fo rmance >
246 <cpuMHzPerCore>2300< / cpuMHzPerCore>
247 <numberOfCores>64< / numberOfCores>
248 <memory>65536< / memory>
249 <powerStandby >10< / powerStandby >
250 < p o w e r I d l e >122< / p o w e r I d l e >
251 <powerPeak>580< / powerPeak>
252 < s p e c P o w e r P o i n t s >2968< / s p e c P o w e r P o i n t s >
253 < / rm>
254 <rm>
255 <amount>4< / amount>
256 < cpuPe r fo rmance > 1 . 2 6 < / cpuPe r fo rmance >
257 <cpuMHzPerCore>2200< / cpuMHzPerCore>
258 <numberOfCores>16< / numberOfCores>
259 <memory>49152< / memory>
260 <powerStandby >10< / powerStandby >
261 < p o w e r I d l e >52< / p o w e r I d l e >
262 <powerPeak>240< / powerPeak>
263 < s p e c P o w e r P o i n t s >4752< / s p e c P o w e r P o i n t s >
264 < / rm>
265 <rm>
266 <amount>4< / amount>
267 < cpuPe r fo rmance > 0 .900 < / cpuPe r fo rmance >
268 <cpuMHzPerCore>2933< / cpuMHzPerCore>
269 <numberOfCores>12< / numberOfCores>
270 <memory>24576< / memory>
271 <powerStandby >10< / powerStandby >
272 < p o w e r I d l e >132< / p o w e r I d l e >
273 <powerPeak>304< / powerPeak>
274 < s p e c P o w e r P o i n t s >2075< / s p e c P o w e r P o i n t s >
275 < / rm>
276 <rm>
277 <amount>2< / amount>
278 < cpuPe r fo rmance > 1 .696 < / cpuPe r fo rmance >
279 <cpuMHzPerCore>2100< / cpuMHzPerCore>
280 <numberOfCores>48< / numberOfCores>
281 <memory>32768< / memory>
282 <powerStandby >10< / powerStandby >
283 < p o w e r I d l e >468< / p o w e r I d l e >
284 <powerPeak>852< / powerPeak>
285 < s p e c P o w e r P o i n t s >1297< / s p e c P o w e r P o i n t s >
286 < / rm>
287 <rm>
288 <amount>4< / amount>
289 < cpuPe r fo rmance > 1 .1231 < / cpuPe r fo rmance >
290 <cpuMHzPerCore>2500< / cpuMHzPerCore>
291 <numberOfCores>32< / numberOfCores>
292 <memory>32768< / memory>
293 <powerStandby >10< / powerStandby >
294 < p o w e r I d l e >418< / p o w e r I d l e >
295 <powerPeak>792< / powerPeak>
296 < s p e c P o w e r P o i n t s >927< / s p e c P o w e r P o i n t s >
297 < / rm>
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298
299 < c p u U t i l i z a t i o n W a r n i n g L e v e l > 0 . 6 < / c p u U t i l i z a t i o n W a r n i n g L e v e l >
300 < m e m o r y U t i l i z a t i o n W a r n i n g L e v e l > 0 . 8 < / m e m o r y U t i l i z a t i o n W a r n i n g L e v e l >
301 < /RMs>
302
303 < i n t e r v a l L e n g t h S e c o n d s >7200< / i n t e r v a l L e n g t h S e c o n d s >
304 < / s c e n a r i o >
305
306 < f o r e c a s t i n g >none< / f o r e c a s t i n g >
307 < !−− < f o r e c a s t i n g >HoWi< / f o r e c a s t i n g > −−>
308 < !−− < f o r e c a s t i n g >ARIMA< / f o r e c a s t i n g > −−>
309
310 < !−− < a l g o r i t h m >BFF< / a l g o r i t h m > −−>
311 < a l g o r i t h m >GA< / a l g o r i t h m >
312
313 < run i d =" 0 ">
314 < rmId l eT imeou tSeconds >900< / rmId l eT imeou tSeconds >
315 < v m C o n s o l i d a t i o n I n e r t i a S e c o n d s >600< / v m C o n s o l i d a t i o n I n e r t i a S e c o n d s >
316
317 < u t i l i z a t i o n C o s t F u n c t i o n M u >10< / u t i l i z a t i o n C o s t F u n c t i o n M u >
318 < u t i l i z a t i o n C o s t F u n c t i o n A l l o w e d R e s p o n s e T i m e >
319 1
320 < / u t i l i z a t i o n C o s t F u n c t i o n A l l o w e d R e s p o n s e T i m e >
321
322 < e n e r g y P e n a l t y >600< / e n e r g y P e n a l t y >
323 < m i g r a t i o n P e n a l t y >1< / m i g r a t i o n P e n a l t y >
324 < r m U t i l i z a t i o n P e n a l t y >10< / r m U t i l i z a t i o n P e n a l t y >
325 < b o o t P e n a l t y >1< / b o o t P e n a l t y >
326 < s h u t d o w n P e n a l t y >5< / s h u t d o w n P e n a l t y >
327 < v a r i a n c e P e n a l t y >0< / v a r i a n c e P e n a l t y >
328
329 <numberOfThreads >4< / numberOfThreads >
330 < numberOfGene ra t ions >200< / numberOfGene ra t i ons >
331 < m a x G e n e r a t i o n s O f F i t n e s s N o t I n c r e a s e d >10< / m a x G e n e r a t i o n s O f F i t n e s s N o t I n c r e a s e d >
332 < s i z e O f P o p u l a t i o n >800< / s i z e O f P o p u l a t i o n >
333 < c r o s s o v e r R a t e > 0 . 1 < / c r o s s o v e r R a t e >
334 < exchangeRa te > 0 . 1 < / exchangeRa te >
335 <migrateVmRate> 0 . 7 < / migrateVmRate>
336 < c o n s o l i d a t e R m R a t e > 0 . 1 < / c o n s o l i d a t e R m R a t e >
337 <swapRmRate> 0 . 1 < / swapRmRate>
338 <swapVmRate> 0 . 1 < / swapVmRate>
339 < e l i t i s m > t r u e < / e l i t i s m >
340 < / run >
341 < / s i m u l a t i o n >
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Patch to Introduce Stop Conditions
to the KVM Live Migration.
1 −−−
2 a r c h _ i n i t . c | 10 +++++++++−
3 1 f i l e s changed , 9 i n s e r t i o n s ( + ) , 1 d e l e t i o n s (−)
4
5 d i f f −−g i t a / a r c h _ i n i t . c b / a r c h _ i n i t . c
6 i n d e x 4 4 8 6 9 2 5 . . 5 7 f c b 1 e 100644
7 −−− a / a r c h _ i n i t . c
8 +++ b / a r c h _ i n i t . c
9 @@ −89 ,6 +89 ,9 @@ c o n s t u i n t 3 2 _ t a r c h _ t y p e = QEMU_ARCH;
10 # d e f i n e RAM_SAVE_FLAG_EOS 0x10
11 # d e f i n e RAM_SAVE_FLAG_CONTINUE 0x20
12
13 +# d e f i n e MAX_MEMORY_ITERATIONS 29
14 +# d e f i n e MAX_TOTAL_MEMORY_TRANSFER_FACTOR 3
15 +
16 s t a t i c i n t i s _ d u p _ p a g e ( u i n t 8 _ t ∗page , u i n t 8 _ t ch )
17 {
18 u i n t 3 2 _ t v a l = ch << 24 | ch << 16 | ch << 8 | ch ;
19 @@ −107 ,6 +110 ,8 @@ s t a t i c i n t i s _ d u p _ p a g e ( u i n t 8 _ t ∗page , u i n t 8 _ t ch )
20 s t a t i c RAMBlock ∗ l a s t _ b l o c k ;
21 s t a t i c r a m _ a d d r _ t l a s t _ o f f s e t ;
22
23 + s t a t i c i n t n u m b e r F u l l M e m o r y I t e r a t i o n s = 0 ;
24 +
25 s t a t i c i n t r am_save_b lock ( QEMUFile ∗ f )
26 {
27 RAMBlock ∗ b l o c k = l a s t _ b l o c k ;
28 @@ −158 ,7 +163 ,10 @@ s t a t i c i n t r am_save_b lock ( QEMUFile ∗ f )
29 o f f s e t = 0 ;
30 b l o c k = QLIST_NEXT ( block , n e x t ) ;
31 i f ( ! b l o c k )
32 + {
33 + n u m b e r F u l l M e m o r y I t e r a t i o n s ++;
34 b l o c k = QLIST_FIRST(& r a m _ l i s t . b l o c k s ) ;
35 + }
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36 }
37
38 c u r r e n t _ a d d r = block−> o f f s e t + o f f s e t ;
39 @@ −295 ,7 +303 ,7 @@ i n t r a m _ s a v e _ l i v e ( Moni to r ∗mon , QEMUFile ∗ f , i n t
s t a g e ,
40 void ∗ opaque )
41
42 e x p e c t e d _ t i m e = r a m _ s a v e _ r e m a i n i n g ( ) ∗ TARGET_PAGE_SIZE / bwid th ;
43
44 − re turn ( s t a g e == 2) && ( e x p e c t e d _ t i m e <= migra te_max_downt ime ( ) ) ;
45 + re turn ( s t a g e == 2) && ( ( e x p e c t e d _ t i m e <= migra te_max_downt ime ( ) | |
46 ( n u m b e r F u l l M e m o r y I t e r a t i o n s == MAX_MEMORY_ITERATIONS) | | (
b y t e s _ t r a n s f e r r e d >
47 (MAX_TOTAL_MEMORY_TRANSFER_FACTOR∗ r a m _ b y t e s _ t o t a l ( ) ) ) ) ) ;
48 }
49
50 s t a t i c i n l i n e void ∗ h o s t _ f r o m _ s t r e a m _ o f f s e t ( QEMUFile ∗ f ,
51 −−
52 1 . 7 . 0 . 4
190
List of Figures
2.1 Idle vs. peak power consumption of single server systems participating in
the SPECpower_ssj2008 benchmark. . . . . . . . . . . . . . . . . . . . . . 12
2.2 Google server utilization as in [BH07]. The typical operating region is be-
tween 15% and 55% utilization. . . . . . . . . . . . . . . . . . . . . . . . 15
2.3 Efficiency profile of a current server, lacking energy proportionality as in
[BH07]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.4 A hypothetical, more energy-proportional server as in [BH07]. . . . . . . . 16
2.5 Shifting the operating region to 40-60% would provide software-managed
energy efficiency. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.6 System power consumption, relative to peak, depending on the CPU utiliza-
tion for almost 300 systems participating in SPECpower_ssj2008. . . . . . 19
3.1 a) Without virtualization; b) With virtualization. . . . . . . . . . . . . . . . 24
3.2 Resource partitioning using virtualization. . . . . . . . . . . . . . . . . . . 25
3.3 Resource aggregation using virtualization. . . . . . . . . . . . . . . . . . . 25
3.4 Operating System Level Virtualization. . . . . . . . . . . . . . . . . . . . . 29
3.5 Type 1 Hypervisor based virtualization. . . . . . . . . . . . . . . . . . . . 31
3.6 The KVM hypervisor architecture. . . . . . . . . . . . . . . . . . . . . . . 31
4.1 Static consolidation to increase the utilization of formerly idle servers. . . . 39
4.2 (a) Static over-provisioning wastes a significant amount of resources. (b)
Provisioning for peak still wastes resources, and additionally risks resource
shortage in case of unpredicted peaks. (c) Under-provisioning leads to loss
of revenue, as QoS/QoE metrics will suffer. (d) Dynamic provisioning tries
to minimize the gap between resource demand and online capacity. Plots
(a), (b) and (c) as in [AFG+09] . . . . . . . . . . . . . . . . . . . . . . . . 42
4.3 Time series of a VM’s CPU utilization operated by the University of Vienna
Central IT Department. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.4 VM mapping, addition of vectors (VMs) until a capacity bound would be
violated. Additionally, servers are heterogeneous regarding their CPU and
memory capacities, and energy consumption. . . . . . . . . . . . . . . . . 49
5.1 Dynamic provisioning for actual load to increase the energy efficiency of a
computing infrastructure. . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
5.2 MetaVisor’s integration into a data center infrastructure. . . . . . . . . . . . 66
191
List of Figures
5.3 Non-linear overload cost function. . . . . . . . . . . . . . . . . . . . . . . 72
5.4 Decomposition of a typical CPU utilization trace into a trend, seasonal and
random component. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
5.5 Diagnostic time series plot of the same trace as in Figure 5.4. . . . . . . . . 80
5.6 Autocorrelation plot of the same trace as in Figure 5.4. . . . . . . . . . . . 80
5.7 Autocorrelation of all VMs at lag 0.5, meaning 12 hours. . . . . . . . . . . 81
5.8 Autocorrelation of all VMs at lag 1, meaning 24 hours. . . . . . . . . . . . 81
5.11 The time series of total VM CPU demand, server capacity and quota capac-
ity within the warning level used in the simulations. . . . . . . . . . . . . . 85
5.12 Total weighted costs and their inner structure for all combinations of inter-
polation, mapping algorithm and forecasting method. . . . . . . . . . . . . 87
5.13 Provisioning efficiency for an interval length of 3600 s and the BFF heuristic
without forecasting. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
5.14 Provisioning efficiency for an interval length of 3600 s and the BFF heuristic
with Holt-Winters forecasting. . . . . . . . . . . . . . . . . . . . . . . . . 88
5.15 Provisioning efficiency for an interval length of 900 s and the BFF heuristic
with Holt-Winters forecasting. . . . . . . . . . . . . . . . . . . . . . . . . 90
5.16 Influence of changing the overload penalty on BFF/GA solution quality. . . 91
5.17 Influence of changing the migration penalty on BFF/GA solution quality. . 92
5.18 Influence of changing the energy penalty on BFF/GA solution quality. . . . 93
5.19 Influence of the VM consolidation inertia parameter on the total weighted
costs when Holt-Winters forecasting used. . . . . . . . . . . . . . . . . . . 95
5.20 Influence of the VM consolidation inertia parameter on the total weighted
costs when no forecasting is done. . . . . . . . . . . . . . . . . . . . . . . 95
5.21 Influence of the RM idle timeout parameter on the total weighted costs. . . 96
5.22 Runtime per interval of BFF with/without Holt-Winters forecasting on a low
power CPU and a high-end desktop CPU. . . . . . . . . . . . . . . . . . . 98
5.23 Runtime per interval of GA with/without Holt-Winters forecasting on a low
power CPU and a high-end desktop CPU. . . . . . . . . . . . . . . . . . . 98
5.24 Speedup achieved by parallelizing the genetic algorithm. . . . . . . . . . . 99
7.2 Influence of Live Migration on HTTP Response Time and service level dur-
ing rising load for unpatched KVM. . . . . . . . . . . . . . . . . . . . . . 132
7.3 Influence of Live Migration on HTTP Response Time and service level dur-
ing rising load for unpatched KVM with 1 Gbit/s migration speed. . . . . . 133
7.4 Influence of Live Migration on HTTP response time and service level during
rising load for unpatched KVM with 1 GBit/s migration speed and strict
downtime target. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
7.5 Influence of Live Migration on HTTP Response Time and service level dur-
ing rising load for patched KVM implementing Xen-like stop conditions. . 135
7.6 Influence of the rate of page dirtying on the time required to complete a live
migration. Note the logarithmic scaling on the y-axis. . . . . . . . . . . . . 136
192
List of Figures
7.7 Influence of Live Migration on HTTP Response Time and service level dur-
ing rising load for service level managed KVM. . . . . . . . . . . . . . . . 137
7.8 Comparison of the service downtime development with increasing CPU uti-
lization. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
7.9 Influence of the rate of page dirtying on the time required to complete a live
migration. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
7.10 Comparison of the service level’s development with increasing CPU utiliza-
tion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
8.1 Vienna: Probability density of power consumption, combinations not con-
taining the Apache VM. . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
8.2 Vienna: Probability density of power consumption, combinations contain-
ing the Apache VM. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
8.3 Vienna, Exact Match Condition: Recognition Rates are very high for com-
binations not containing wp. . . . . . . . . . . . . . . . . . . . . . . . . . 151
8.4 Vienna, Subset Match Condition: Recognition Rates are generally increased. 151
8.5 Vienna, Set Match Condition: Average degree of combination recognition. . 152
8.6 Vienna, Per VM Recognition Rates: wp is extremely well recognizable. . . 152
8.7 Vienna, False Positive/Negative Recognition Rates. . . . . . . . . . . . . . 153
8.8 Vienna, Exact Match Condition using a Kolmogorov-Smirnov test: Recog-
nition Rates are very high for combinations not containing wp. . . . . . . . 155
8.9 Vienna, Subset Match Condition using a Kolmogorov-Smirnov test: Recog-
nition Rates are generally increased. . . . . . . . . . . . . . . . . . . . . . 155
8.10 Vienna, Set Match Condition using a Kolmogorov-Smirnov test: Average
degree of combination recognition. . . . . . . . . . . . . . . . . . . . . . . 156
8.11 Vienna, Per VM Recognition Rates using a Kolmogorov-Smirnov test for
validation purposes, results are of comparable quality to Figure 8.6. . . . . 156
8.12 Vienna, using a Kolmogorov-Smirnov test: False Positive/Negative Recog-
nition Rates. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
8.13 Lyon, ondemand governor: Probability density of power consumption,
combinations not containing the Apache VM. . . . . . . . . . . . . . . . 157
8.14 Lyon, ondemand governor: Probability density of power consumption,
combinations containing the Apache VM. . . . . . . . . . . . . . . . . . 158
8.15 Lyon, ondemand governor: False Positive/Negative Recognition Rates. . . 158
8.16 VM recognition rates for the ondemand governor scenario. . . . . . . . . 160
8.17 VM recognition rates for the powersave governor scenario. . . . . . . . 160
8.18 VM recognition rates for the performance governor scenario. . . . . . . 161
A.1 MetaVisor GUI showing an empirical test run. . . . . . . . . . . . . . . . . 181




2.1 Estimated worldwide energy consumption of data centers , compiled from
[Koo08] and [Koo11] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2 Idle and Peak Power Consumption of typical legacy servers, compiled from
[DHKC09] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
4.1 Compilation of research findings from [BKB07] regarding workload signa-
tures and their benefit from dynamic placement. . . . . . . . . . . . . . . . 41
5.1 Parameters used for yielding results shown in Figure 5.12. . . . . . . . . . 89
5.2 Description of platforms used in the performance evaluations. . . . . . . . 96
6.1 The most influencing and significant variables of the final model produced
by stepwise AIC. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
195
Curriculum Vitae
Personal Mag.rer.nat. Thomas Treutner
Born: 15.3.1984, Krems an der Donau, Austria
Nationality: Austria
Status: Unmarried, no children
Affiliation Research Group Entertainment Computing
Faculty of Computer Science, University of Vienna
Währinger Straße 29/3.42A, 1090 Vienna, Austria
E-Mail: thomas.treutner@univie.ac.at
Phone: +43 1 4277 78720
Academic Education Ongoing Ph.D. in Computer Science, University of Vienna
Anticipated graduation November 2012
Secondary School Teacher Accredidation
Computer Science and Physics, University of Vienna
Diploma Thesis: Virtual Home Environments
Graduated in 2008 with distinction
Professional Experience July 2011:
Guest Researcher
INRIA RESO / LIP Laboratory
Ecole Normale Supérieure de Lyon, France
Since February 2009:
Research and Teaching Associate
Research Group Entertainment Computing




Publications T. Treutner, Virtual Home Environments, Diploma thesis, 2008
H. Hlavacs, R. Weidlich, T. Treutner, Energy Saving in Future Home En-
vironments, 2nd Home Networking Conference at IFIP Wireless Days,
Dubai, Nov. 24-27, 2008.
A. Berl, H. de Meer, H. Hlavacs and T. Treutner, Virtualization in Fu-
ture Home Environments, IEEE Communications Magazine 47-12 (2009),
pp.62-67.
H. Hlavacs, R. Weidlich, T. Treutner, Energy Efficient Peer-to-Peer File
Sharing, accepted at Journal of Supercomputing (Springer), special issue
on Energy-efficient High-Performance Parallel and Distributed Comput-
ing.
H. Hlavacs, T. Treutner, Privacy Risks for Virtual Machines in a Cloud, to
appear in COST Action IC0804 proceedings 2011, ISBN : 978-2-917490-
18-1 - EAN : 9782917490181
M. Niedermayer, N. Ali, H. de Meer, H. Hlavacs, T. Treutner, L. Lefevre,
J.-P. Gelas and I. Koutsopoulos, Energy monitoring and its impact on indi-
vidual user privacy, 4th Future Internet Cluster Workshop, 2011, Budapest.
H. Hlavacs, T. Treutner, Migration of Virtual Machines: Performance and
QoS, to appear in COST Action IC0804 proceedings 2011, ISBN : 978-2-
917490-18-1 - EAN : 9782917490181.
H. Hlavacs, T. Treutner, Predicting Web Service Levels During VM
Live Migrations, 5th International DMTF Academic Alliance Workshop
on Systems and Virtualization Management: Standards and the Cloud
(SVM11), 24th October, 2011, Paris, France.
H. Hlavacs, T. Treutner, J.-P. Gelas, L. Lefèvre and A.-C. Orgerie, Energy
consumption side-channel attack at Virtual Machines in a Cloud, accepted
at International Conference on Cloud and Green Computing (CGC 2011),
Sydney, Australia, Dec. 12-14 2011.
T. Treutner, H. Hlavacs, Service Level Management for Iterative Pre-Copy
Live Migration, accepted at the 8th International Conference on Network
and Service Management (CNSM 2012), 22-26 October, Las Vegas, USA.
H. Hlavacs, T. Treutner, Genetic Algorithms for Energy Efficient Virtual-
ized Data Centers, accepted at 6th International DMTF Academic Alliance
Workshop on Systems and Virtualization Management: Standards and the
Cloud (SVM12), Las Vegas, Oct. 26, 2012.
H. Hlavacs, R. Weidlich, T. Treutner, Load-Dependent Energy Saving in
Future Home Environments, to appear in Telecommunication Systems 51-
4 (Dec. 2012), Springer, 2012.

