Recently, hesitant fuzzy sets perform as an emerging tool in decision making under uncertainty. This paper reviews the main relevant papers, which are published in international academic journals from 2010 to 2016, relating to the interpretations, modellings, and applications of hesitant fuzzy sets. Moreover, some possible future research directions are put forward.
Introduction
To deal with vague or imprecise phenomena in decision making, Zadeh (1965) developed the fuzzy sets (Z-FSs) that have wide applications in various fields (Zimmermann, 2001) . As a new extension, Torra (2010a) proposed the concept of hesitant fuzzy sets (HFSs) to enhance the modelling abilities of Z-FSs. Compared with other extensions of Z-FSs, such as Atanassov's intuitionistic fuzzy sets (Atanassov, 1986 ) (A-IFSs), type-2 fuzzy sets (Dubois, 1980; Zadeh, 1975) (T2FSs) and fuzzy multisets (Yager, 1986 ) (FMSs), the HFS defines the membership degree of an element associated with several possible values. As introduced by Torra (2010a) , the difficulty of establishing the membership degree is not because we have a margin of error (as in A-IFSs), or some possibility distribution (as in T2FSs) on the possible values, but because we have a set of possible values. The typical application of HFSs can arise in uncertain decision making, where the decision makers (DMs) experience hesitancy in providing their judgments.
Ever since Torra (2010a) introduced HFSs, this concept has become a hot topic and received more and more attentions recent years. Numerous relevant papers have published in international journals from 2010 to 2016. We now roughly group these papers, and then give a brief review of them. Torra (2010a) defined the concept of HFS as follows:
Hesitant fuzzy set and several extensions

Hesitant fuzzy set
Definition 1 (Torra, 2010a) . Let X be a fixed set, then a HFS on X is in terms of a function h that returns a subset of [0, 1] .
HFSs have close relationship with the existing fuzzy sets, including Z-FSs, A-IFSs, T2FSs and FMSs. Specifically, HFSs are IFSs when HFSs are nonempty closed intervals, and HFSs can be represented as FMSs or T2FSs. Torra (2010a) considered that a typical HFS is a finite subset of [0, 1] . In particular, the typical HFS ( ) h x represents the possible membership values of the set at x . Based on this assumption, Torra (2010a) developed some basic operations of HFSs, such as the complement, the union, the intersection and the envelope of HFSs.
To further apply HFSs to decision making under uncertainty, Xia and Xu (2011) restated the concept of HFSs and defined hesitant fuzzy elements (HFEs) which are convenient to be used to present the decision makers' (DMs) preferences in decision making.
Furthermore, Verma and Sharma (2013) systematically investigated the properties of the operations of HFEs, which is helpful for the development of HFSs. To make HFSs more important and applicable, Verma and Sharma (2013) then proposed four new operations of HFSs and studied their properties. Liao and Xu (2014b) recently developed the subtraction and division operations over HFSs, which is important in forming the integral theoretical framework of HFSs.
To compare HFEs, Xia and Xu (2011) proposed a score function defined as follows:
Definition 3 (Xia and Xu, 2011 Based on the assumption that two HFEs have the same number of elements and the elements are arranged in an increasing order, Farhadinia (2013b) then developed a new score function that meets some properties shown in Definition 4. Definition 4 (Farhadinia, 2013b) . Let 
The score functions are used to aggregate the elements in the HFE. Xia and Xu (2011) (Yager, 1988) can also be applied to aggregate the elements in the HFE. In addition, the score functions are special cases of the OWA aggregation operators. With different OWA aggregation operators (Yager, 1993) , HFEs can be compared relying on different decision environment. Zhu et al. (2012a) considered the situation where there are several possible values both for the membership degree and the non-membership degree, then defined the dual hesitant fuzzy set (DHFS) in terms of two functions that return two sets of possible values indicating the membership degree and non-membership degree respectively for each element in the domain. As a more comprehensive fuzzy set, DHFSs can encompass A-FSs, A-IFSs, HFSs, and FMSs as special cases with specific conditions.
Dual hesitant fuzzy set
To apply DHFSs to decision making under uncertainty, dual hesitant fuzzy elements (DHFEs) (Zhu et al., 2012a) were developed to present the DMs' preferences. HFFEs are more comprehensive than HFEs due to its consideration of both membership and nonmembership. For example, if 0.1 and 0.2 are considered as the possible values for the membership degree, 0.3, 0.4 and 0.5 are considered as the possible values for the non-membership degree, then a DHFE indicating such a case can be denoted by {{0.1, 0.2}, d = {0.3, 0.4, 0.5}} . Furthermore, to develop basic operations and aggregation operations of DHFSs, Zhu et al. (2012a) developed an extension principle based on the ordered modular average (OMA) (Mesiar and Mesiarová-Zemánková, 2011) . However, since DHFSs can reduce to some existing fuzzy sets with specific conditions, Zhu and Xu (2014) further defined the typical DHFS (T-DHF) to distinguish DHFSs from A-FSs, A-IFSs and HFSs. They also defined typical DHFEs (T-DHFEs) so as to apply T-DHFSs to decision making. Basic operations and their properties of T-DHFEs were studied extensively.
Due to the advantages of DHFSs in presenting hesitant fuzzy information, developed the correlation and correlation coefficient of DHFSs, then investigated the pattern recognition problems about the classification of metal materials based on dual hesitant fuzzy information. Ye (2013) proposed a new correlation coefficient between DHFSs as a new extension of the existing correlation coefficients. Wang et al. (2015) developed some dual hesitant fuzzy aggregation operators, and then used them to multicriteria decision making problems.
Extended hesitant fuzzy set (EHFS)
Torra (2010b) gave an example to show the application of HFSs in decision making: two DMs discuss the membership degree of x into A , one wants to assign 0.5 and the other 0.6 , which can be denoted by a HFE, {0.5, 0.6} h = . However, if the two DMs both assign the value 0.5 , we can only save one value in the h and loss the other one, which appears to be an information loss problem of HFSs. Since the DMs often have different importances in decision making, the loss of information provided by the important DMs may lead to ineffective results. Moreover, the preferences in h can not be distinguished to the two DMs, respectively. Thus HFEs are often used to present preferences provided by the anonymous DMs whose weights are the same. Clearly, different DMs can not be identified in such case. A similar assumption, that is the DMs providing their preferences anonymous, is also in Xu and Xia (2011b) in developing distance measures of HFSs. In addtion, DHFSs also have this problem.
To overcome the information loss problem and identify different DMs in decision making, proposed the concept of extended hesitant fuzzy set (EHFS), where the values provided by the DMs are collected by several possible value-groups. For example, if one DM assigns 0.5 , another assigns 0.5 or 0.6 to the membership degree of x into A , then two possible value-groups are (0.5, 0.5) and (0.5, 0.6) , where the first component of the value-group is provided by the first DM, and the second provided the other. In such a case, all the preferences provided by the DMs are saved and distinguished clearly. further developed extended hesitant fuzzy elements (EHFEs), and some basic operations of EHFEs. So the case mentioned above can be denoted by an EHFE as {(0.5, 0.5), (0.5, 0.6)} H = . Obviously, EHFSs are defined as the Cartesian product of HFSs. This definition implies that HFSs can be used to construct EHFSs. On the contrary, EHFSs can also reduce to HFSs. As a special case of EHFSs, all the operations of HFSs are consistent with the operations of EHFSs. developed a concept of reduced EHFEs to investigate the relationship between HFSs and EHFSs. The relationships among EHFSs, A-IFSs, EHFSs and DHFS have been studied. To show the advantages of EHFSs in overcoming the drawbacks of HFSs, developed some distance measures of EHFEs, and then gave a comparative example in dealing with a multi-criteria decision making problem. These results show that the existing hesitant distance measures can be considered as a particular case of the extended hesitant distance measures. Moreover, Wei (2013) defined a concept called the hesitant interval-valued fuzzy set which is exactly the same as the IVHFS , and then introduced some aggregation operations of hesitant interval-valued fuzzy sets (Wei et al., 2014d) which are also the same as the interval-valued hesitant fuzzy aggregation operators developed by Chen et al. (2012) . Recently, Chen and Xu (2014) derived the properties and relationships of basic operations on IVHFSs, Chen and Xu (2014) (Chen et al., 2012) .
Clearly, IVHFSs and GHFSs are two equivalent extensions of HFSs connected by the envelope operation. The motivation of proposing GHFSs and IVHFSs is to allow the membership degree represented by a margin of error. On the other hand, according to Definition 1, IVHFSs and GFHSs are two special cases of HFSs. All the related operations of IVHFSs and GHFSs are consistent with the corresponding operations of HFSs.
Measures and clustering
Distance and similarity measures
Distance and similarity measures are important in decision making. Motivated by some famous distance and similarity measures, Xu and Xia (2011b) originally developed some distance and similarity measures of HFSs, such as the hesitant normalized Hamming distance, the hesitant normalized Euclidean distance, the generalized hesitant normalized distance and the hesitant normalized Hausdorff distance. Moreover, the computation of distance similarity measures require that the HFEs should have the same number of elements. Since the DMs often provided different number of possible values for the membership degree in most cases, Xu and Xia (2011b) proposed an optimistic and a pessimistic rules to extend HFEs to make them have the same length.
According to the generalized hesitant fuzzy weighted distance measure and the generalized hesitant fuzzy ordered weighted distance measure developed by Xu and Xia (2011b) , Peng et al. (2013) further developed a generalized hesitant fuzzy synergetic weighted distance measure, and then investigated some properties and special cases. Recently, Zhang and Xu (2015b) presented a signed distance-based method to compare HFEs by considering a proposed hesitancy index.
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Correlation, entropy and cross-entropy measures
Correlation can reflect a linear relationship between two variables It is an important measure in data analysis, medical diagnosis, pattern recognition, and particularly decision making. Based on an assumption that the HFEs have the same number of elements, and the values in each HFE are arranged in an increasing order, Xu and Xia (2011a) defined some correlation measures on HFEs, defined some correlation coefficient formulas for HHFs. defined the entropy and crossentropy measures for hesitant fuzzy information, and then discussed their properties. Farhadinia (2013a) investigated the relationship between the entropy, the similarity measure and the distance measure of HFSs. Farhadinia (2013a) introduced some new formulas for the entropy and the similarity measure of HFSs to provide a transformation from entropy measures to similarity measures.
Clustering
Under hesitant fuzzy environment, Zhang and Xu (2015c) proposed a clustering algorithm that has advantages in computation based on Boole matrices and similarity measures of HFSs. Zhang and Xu (2015a) proposed a hesitant fuzzy agglomerative hierarchical clustering algorithm for HFSs, and gave some comparisons between this algorithm and the intuitionistic fuzzy hierarchical clustering algorithm proposed by Xu (2009) . developed some correlation coefficient formulas, and then apply them to clustering analysis. Farhadinia (2013a) developed two clustering algorithms in which new indices of similarity measures for HFSs are applied in data analysis and classification.
Aggregation operators
In decision making, the aggregation operator is the most used technique to obtain the overall performance of alternatives by aggregating individual preference information. Under intuitionistic fuzzy environment, Xu (2007) ; Xu and Yager (2006) developed some intuitionistic fuzzy aggregation operators. Motivated by these operators, Xia and Xu (2011) developed a series of aggregation operators under hesitant fuzzy environment. Based on quasi-arithmetic means (Hardy et al., 1934) , further defined some quasi-hesitant fuzzy aggregation operators which can be considered as the generations of their previous work (Xia and Xu, 2011) . Based on these proposed aggregation operators, Liao and Xu (2014a) defined some hesitant fuzzy hybrid weighted aggregation operators, and then applied them to the multi-criteria decision making problems.
To capture the interrelationship of hesitant fuzzy information, Zhu and Xu (2013b) developed hesitant fuzzy Bonferroni means, and Zhu et al. (2012b) developed hesitant fuzzy geometric Bonferroni means. In aggregating hesitant fuzzy information, hesitant fuzzy Bonferroni means can consider the whole arguments fairly, while hesitant fuzzy geometric Bonferroni means pay attention to some arguments whose values are too high or too low. Motivated by hesitant fuzzy Bonferroni means, further defined generalized hesitant fuzzy Bonferroni means and applied them to decision making. Besides Bonferroni means (Bonferroni, 1950) , power average operators (Yager, 2001) can also reflect the interrelationship of arguments. Under hesitant fuzzy environment, Zhang (2013) defined a wide range of hesitant fuzzy power average aggregation operators, Liu and Sun (2013) developed some generalized hesitant fuzzy power average aggregation operators.
Considering that the criteria often have different priority levels in multi-criteria decision making, Wei (2012); Yu (2012) developed some hesitant fuzzy prioritized operators. Moreover, Wei et al. (2014c) developed a series of hesitant triangular fuzzy aggregation operators.
Hesitant fuzzy set under linguistic environment
The advantages of HFSs of handling the imprecise whereby two or more sources of vagueness appearing simultaneously can also be taken into account under the linguistic environment. To improve the modelling and computational abilities of linguistic approaches, Rodriguez et al. (2012) Zhu and Xu (2013a) developed the hesitant fuzzy linguistic preference relation (HFLPR) as a basic decision making tool under hesitant fuzzy linguistic environment. In order to derive meaningful results in decision making by HFLPRs, Zhu and Xu (2013a) developed the consistency measures of HFLPRs to ensure that the DMs are neither being random nor illogical for their preference information, and then established the consistency thresholds of HFLPRs to measure weather a HFLPR is of acceptable consistency. With respect to the inconsistent HFLPRs, two optimization methods were also proposed by Zhu and Xu (2013a) to improve their consistency until they are acceptable.
Moreover, to compare HFLTSs better, Wei et al. (2014a) gave two possibility degree formulas, and Lee and Chen (2013) developed the concept of likelihoodbased comparison relations. To aggregate hesitant fuzzy linguistic information, Wei et al. (2014a) ; Zhang and Wu (2014) proposed some hesitant fuzzy linguistic aggregation operators. For the applications of HFLTSs in decision making, Lin et al. (2014) developed some models for selecting an ERP system.
Applications of HFSs
To apply HFSs to decision making under uncertainty, Zhu and Xu (2013c) introduced the concept of hesitant fuzzy preference relation (HFPR) to present hesitant fuzzy information, investigated the relationship between HFPRs and fuzzy preference relations (Tanino, 1984) , and developed two regression methods to transform HFPRs into fuzzy preference relations. To extend the traditional multiplicative preference relations (Saaty, 1980) (known as comparison matrixes in Analytic Hierarchy Process), developed the hesitant multiplicative preference relation (HMPR), and then investigated the group decision making problems.
Under hesitant fuzzy environment, some new decision making methods have been developed. Liao and Xu (2013) proposed the hesitant fuzzy-VIKOR method based on several developed measures, such as the hesitant normalized Manhattan -metric, L the hesitant fuzzy group utility measure, the hesitant fuzzy individual regret measure and the hesitant fuzzy compromise measure. Ma et al. (2014) developed a hesitant fuzzy superiority and inferiority ranking method, and then applied it to deal with the multicriteria group decision making problems.
Based on the presentation of the DMs' preferences in hesitant fuzzy information, Zhang and Xu (2014) proposed an interval programming method; Zhang and Wei (2013) extended the VIKOR method and the TOPSIS method to solve the group decision making problems; Xu and Zhang (2013) developed a maximizing deviation method; Wei et al. (2014b) investigated the multi-criteria decision making problems with incomplete weight information; Zhang and Wei (2014) extended the VIKOR method to deal with a correlative multi-criteria decision making problem; Feng et al. (2014) investigated the multi-criteria decision making problems for social network analysis by the TOPSIS method. Xu (2014) systematically summarized the theory of HFSs, and showed the applications of HFSs in practice. Recently, Zhu et al. (2015) developed generalized analytical network process (G-ANP) that takes hesitant fuzzy preferences into account. G-ANP eliminates the drawbacks of the fuzzy analytical network process (F-ANP) (Mikhailov and Singh Madan, 2003) that cannot take consistency into account, and allows multiple forms of preferences, such as crisp (fuzzy) preferences, interval (interval fuzzy) preferences, hesitant (hesitant fuzzy) preferences and stochastic (stochastic fuzzy) preferences. For application, Zhu et al. (2015) applied the G-ANP to a real risk management problem. Moreover, with the idea of hesitancy in decision making, developed the hesitant analytical hierarchy process and then applied it to evaluate the strategic positions of islands and reefs.
Conclusions
In this paper, we have reviewed the developments and applications of hesitant fuzzy sets (HFSs). HFSs have the advantage in representing the decision makers' (DMs) preferences characterized by the hesitance whereby two or more possible values can be considered simultaneously for the membership. We have introduced dual hesitant fuzzy sets (DHFSs), extended hesitant fuzzy sets (EHFSs), interval-valued hesitant fuzzy sets (IVHFSs) and generalized hesitant fuzzy sets (GHFSs), and show their relationship with HFSs. Furthermore, we have divided the relevant papers into four groups: the studies on measures and clustering, aggregation operators, HFSs under the linguistic environment, and decision making methods. The HFS is an emerging uncertain decision making tool with numerous studies in recent years. However, how to use HFSs to deal with real-life decision maker problems such as risk decision making, emergency management and big data-driven decision making, and how to apply HFSs to other fields, such as information retrieval and medical diagnosis, may be the highlights for further research.
