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1. Introduction
In this paper, we are concerned with a special case of the following general problem: Let T : X → X be a bounded
linear operator on a Banach space X which is complete, that is, whose root vectors have dense linear span in X . Under
what conditions will every subspace invariant for T be the closed linear span of the root vectors that it contains? (Recall
that a closed subspace M of X is invariant for T if T (M) ⊆ M, and that a non-zero vector x in X is a root vector for T
if there exist a complex number λ and a positive integer n for which (T − λI)nx = 0.) Invariant subspaces for a complete
operator T which are the closed linear span of the root vectors of T that it contains are called spectral subspaces for T and
any complete operator T all of whose invariant subspaces are spectral is said to admit spectral synthesis or to be synthetic.
In this paper, we take X to be a separable complex Hilbert space and T to be a complete operator whose root space are
pairwise orthogonal. Recall that a bounded linear operator T : H → H is a Jordan cell if there exist a complex number λ
and an orthonormal basis {ei: 1 i m} for H with respect to which T has matrix representation
J (λ,m) ≡
⎛
⎜⎜⎜⎜⎜⎝
λ 1 0 0 . . . 0 0
0 λ 1 0 . . . 0 0
0 . . . 0 λ
⎞
⎟⎟⎟⎟⎟⎠ .
A bounded linear operator J : H → H on a separable complex Hilbert space H is a Jordan operator if there exist a
bounded sequence {λn} of complex numbers, a sequence {mn} of positive integers, and a sequence {Hn} of Hilbert spaces
such that H =⊕Hn and for each positive integer n, the restriction J |Hn of J to Hn is the Jordan cell J (λn,mn) with
respect to some orthonormal basis for Hn . The class of Jordan operators contains, as a special case, the so-called diagonal
operators for which mn ≡ 1 for all n  1. A more general class than the Jordan operators are the so-called Jordan-like
operators J˜ ≡⊕ J ({λn, j: 1 j mn}) on H ≡⊕Hn whose restrictions
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({λn, j: 0 j <mn})≡
⎛
⎜⎜⎜⎝
λn,0 λn,1 λn,2 . . . λn,mn−2 λn,mn−1
0 λn,0 λn,1 . . . λn,mn−3 λn,mn−2
0 . . . 0 λn,0
⎞
⎟⎟⎟⎠
are compressions of co-analytic Toeplitz operators to the ﬁnite-dimensional spaces Hn .
In this paper, we give some necessary conditions for a Jordan-like operator to admit spectral synthesis. In the main
result of this paper, we show that a Jordan-like operator admits spectral synthesis whenever its collection of eigenvalues
{λn,0} is a wedge accessible set; that is, when each λn,0 is connected to the point at inﬁnity by a curve which lies, except
for its endpoint λn,0, in Ω ≡ ({λi,0})c , the compliment of the closure of the eigenvalues, and is the vertex of some triangle
whose interior does not contain any of the eigenvalues. We restrict our attention to Jordan-like operators J˜ ≡⊕ J ({λn, j})
having distinct eigenvalues {λn,0} with non-zero super-diagonal entries {λn,1} and block sizes {mn} which are bounded. The
hypothesis that the eigenvalues be distinct with non-zero super-diagonal entries is not essential and avoids uninteresting
complications (these conditions are known to be equivalent for the operator to be cyclic; that is, for the closed linear span
of the orbit { J˜ nx} of some vector x to be the entire space). However, the hypothesis that supmn < ∞ is imposed in order
that our proofs are valid.
For a survey of the present state of the problem of spectral synthesis, see Nikol’skii˘ [5] and Markus [3].
2. Diagonal operators
In 1921, Wolff [14] gave an example of a bounded sequence {λn: n  1} of distinct complex numbers and a sequence
of complex numbers {wn: n } in 1, not identically zero, for which the Borel series ∑wn/(z − λn) ≡ 0 whenever |z| >
sup |λn|. This condition is known to be equivalent to the diagonal operator ⊕ J (λn,1) on 2 failing spectral synthesis (see,
for instance, [1]). Since then, a signiﬁcant literature on the problem of spectral synthesis of diagonal operators on a Hilbert
space has been generated (see, for instance, Wermer [13], Scroggs [9], Sarason [7] and [8], Sibilev [12], Nikol’skii˘ [4–6], and
Brown, Shields, and Zeller [1], amongst others). A determining factor in the synthesis of diagonal operators appears to be
the thickness of their spectra. For instance, Scroggs [9, Thm. 3, p. 99] showed that a necessary condition for a diagonal
operator D ≡⊕ J (λn,1) to admit spectral synthesis is that there does not exist an increasing sequence of simple closed
rectiﬁable Jordan curves in the spectrum σ(D) = {λn} of D . In particular, the interior of the spectrum of D must be empty.
That is, a necessary condition for a diagonal operator to be admit synthetic is that its collection of eigenvalues be, in some
sense, a thin set. Conversely, Brown, Shields, and Zeller [1, Thm. 3, p. 167] showed that if the eigenvalues {λn} of a diagonal
operator D lie inside the closed unit disc and accumulate only on the unit circle Γ , then the diagonal operator fails spectral
synthesis if and only if the non-tangential cluster set of {λn} is almost all of Γ (with respect to Lebesgue linear measure).
That is, if the collection of eigenvalues is, in some sense, a thick set, then D fails synthesis.
In other investigations, Sibilev [12, Cor. 1, p. 148] has given a deﬁnitive result on the spectral synthesis of diagonal
operators in terms of the growth of its eigenvalues in relation to the decay of the coeﬃcients in the Borel series
∑
wn/(z−
λn) studied by Wolff, and Sarason’s work on normal operators shows that a diagonal operator admits spectral synthesis if
and only if the weakly closed algebra generated by D and the identity operator coincides with the commutant of D (see
[7] and [8]). A synopsis of the relevant results in the literature to the study of diagonal and Jordan operators is provided in
Theorems 1 and 2 of [10] (see pp. 653 and 654).
The purpose of this paper is to explore the relationship between a Jordan-like operator being synthetic and the thickness
of its set of eigenvalues. In Section 3, we show that a necessary condition for a Jordan-like operator J˜ ≡⊕ J ({λn, j}) to
be synthetic is that the associated diagonal operator D ≡ ⊕ J (λn,0,1) be synthetic. An example is given showing that
the converse is false. In Section 4, we show the main result of this paper, namely that a cyclic Jordan-like operator J˜ ≡⊕
J ({λn, j}) admits spectral synthesis whenever its set of eigenvalues {λn,0} is wedge accessible. This result extends and
improves upon the analogous result for Jordan operators obtained in [10, Thm. 5, p. 659] in as much as it applies to a wider
class of operators and has weaker hypotheses.
3. Necessary conditions
In this section, we show that a necessary condition for a Jordan-like operator to admit spectral synthesis is that the
associated diagonal operator admits synthesis. In particular, we have the following stronger result.
Lemma 1. Let J˜ ≡⊕ J ({λn, j: 0 j <mn}) be any cyclic Jordan-like operator on a Hilbert space H ≡⊕Hn for which supmn < ∞.
If J˜ admits spectral synthesis, then so does every Jordan-like operator J˜ ′ ≡ ⊕ J ({λn, j: 0  j < m′n}) on H′ ≡ ⊕H′n for which
dimHn ≡m′n mn for all n 1.
Proof. By means of contradiction, assume that J˜ admits spectral synthesis, but that there exists a Jordan-like operator
J˜ ′ ≡⊕ J ({λn, j: 0 j <m′n}) on H′ ≡⊕H′n for which dimHn ≡m′n mn for all n 1 failing synthesis. So J˜ ′ has a closed
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subspace spanned by all of the root vectors for J˜ ′ contained in M′ . In particular, M′ is a proper subset of N ′ .
Let {e′n, j: 1  j m′n} denote the orthonormal basis for H′n with respect to which J˜ ′|H′n is a Jordan-like cell and let
{en, j: 1  j  mn} denote the orthonormal basis for Hn with respect to which J˜ |Hn is a Jordan-like cell. Let I : H′ →
H denote the isometric embedding of H′ into H determined by I(e′n, j) ≡ en, j for all 1  n and j ∈ {1,2,3, . . . ,m′n}. In
particular, J˜ |I(H′) and J˜ ′ are unitarily equivalent. Moreover, I maps root vectors of J˜ ′ to root vectors of J˜ . It follows that
M ≡ I(M′) is a closed invariant subspace for J˜ which is properly contained in N ≡ I(N ′) and that N is the closed linear
span of the root vectors for J˜ contained in M. Hence M is a closed invariant subspace for J˜ which is not N , the closed
linear span of the root vectors for J˜ contained in M. So J˜ is not synthetic, a contradiction. The result follows. 
The converse of the preceding result is false. For example, there exist non-synthetic cyclic Jordan operators
⊕
J (λn,2)
consisting of two-by-two Jordan cells for which the associated diagonal operator
⊕
J (λn,1) is synthetic (see Sundberg’s
Example [10, p. 663]).
Diagonal operators may also be studied within the context of spaces of analytic functions (see [2], for example, for
details). For 1  p ∞, we let Hp denote the standard Hardy space on the open unit disk. If Θ is any inner function,
then the quotient space Hp/ΘHp is the dual space of Hq/ΘHq for 1 < p ∞ where here 1/p + 1/q = 1 (when p = ∞,
we take q = 1). The space H∞/ΘH∞ may also be viewed as an algebra of operators on H2/ΘH2. In particular, every coset
A+H∞ in H∞/ΘH∞ gives rise to a bounded linear operator T A on H2/ΘH2 deﬁned by T A : F +ΘH2 → AF +ΘH2. When
S(z) = z, the operator T S is the compression of the standard unilateral shift onto H2/ΘH2 whose commutant coincides with
the algebra of operators {T A: A ∈ H∞} on H2/ΘH2. As a consequence of Beurling’s theorem, the lattice of closed invariant
subspaces of T S is precisely {Θ1H2/ΘH2: Θ1 divides Θ}. A fundamental problem is to decide when an operator T A acting
on H2/ΘH2 has the same closed invariant subspaces as T S on H2/ΘH2. Sarason has shown that this occurs exactly when
the cosets {Ak + ΘH∞: k 0} span a weak-star dense subset of H∞/ΘH∞ .
When Θ is an interpolating Blaschke product having zeros {zn}, the operator T A acting on H2/ΘH2 is similar to the
diagonal operator D on 2 having eigenvalues A(zn). In this case, D admits spectral synthesis if and only if the sequences
{(Ak(zn)): k 0} span a weak-star dense subset of ∞ , or equivalently, if and only if the cosets {Ak + ΘH∞: k 0} span a
weak-star dense subset of H∞/ΘH∞ .
In general, when Θ is a Blaschke product with only simple zeros {zn}, then the operator T ∗A acting on H2/ΘH2 is quasi-
similar to the diagonal operator having eigenvalues {A(zn)}, and when Θ is any Blaschke product with potentially repeated
zeros, then T ∗A acting on H2/ΘH2 is complete. In this case, the operator T ∗A , when restricted to each of its root spaces, is a
Jordan-like cell whenever the points {A(zn)} are distinct. However, T ∗A fails to be a Jordan-like operator since its root spaces
are not pairwise orthogonal.
4. Suﬃcient conditions
In this section, we show that a cyclic Jordan-like operator having root spaces whose dimensions are bounded admits
spectral synthesis whenever its set of eigenvalues is wedge accessible. This result extends and improves upon the analogous
result (Theorem 5 of [10, p. 659]) for Jordan operators where the hypothesis is that each eigenvalue be in the unbounded
component of the compliment of the closure of the remaining eigenvalues. It is worth noting that this condition is stronger
than the condition that the set of eigenvalues be wedge accessible since, in this case, each eigenvalue may be in the closure
of the remaining eigenvalues. This occurs, for instance, when the eigenvalues are a countable dense subset of [0,1].
The following technical lemma is used in the proof of the main theorem of this section.
Lemma 2. Let {λn: n 0} be any sequence of complex numbers. For each positive integer R  1, let J˜ R denote the R × R Jordan cell
≡ J ({λn: 0  n < R}). There exist constants p(i,u) such that for each positive integer R and each non-negative integer j, the u-th
diagonal entry pR, j,u of J˜
j
R is given by pR, j,u =
∑u
i=0 j( j − 1)( j − 2) . . . ( j − i + 1)δ(i, j)λ j−i0 p(i,u) whenever 0  u < R where
here δ(i, j) is deﬁned to be 1 if i  j and 0 if i > j. Moreover, the constants p(i,u) depend only on λ1, λ2, . . . , λu for 0 i  u < R,
and p(R − 1, R − 1) = λR−11 for all R  1.
Proof. Let N ≡ J (0, R) denote the R × R nilpotent Jordan cell having zeros along the main diagonal. Then J˜ R =∑R−1i=0 λi Ni
and so the u-th diagonal entry pR, j,u of J˜
j
R is the coeﬃcient of N
u in the expansion of J˜ jR = (
∑R−1
i=0 λi Ni) j = (λ0 I +
λ1N + λ2N2 + · · · + λR−1NR−1) . . . (λ0 I + λ1N + λ2N2 + · · · + λR−1NR−1). Each factorization of Nu = Nr1Nr2 . . .Nrm I j−m,
where 1 ri for all i = 1,2, . . . ,m and r1 + · · · + rm = u, produces a summand of ∏mk=1 λrk · λ j−m0 in the coeﬃcient pR, j,u .
The factor Nr1 may be chosen from any of the j groups of (λ0 I + λ1N + λ2N2 + · · · + λR−1NR−1), while the factor Nr2
may be chosen from any of the remaining j − 1 groups of (λ0 I + λ1N + λ2N2 + · · · + λR−1NR−1), etc. Collecting all the
terms
∏m
k=1 λrk · λ j−m0 for which r1 + r2 + · · · + rm ≡ i as i ranges from 0 to u (and accounting for the fact that each
factorization Nu = Nr1Nr2 . . .Nrm I j−m occurs in multiple ways) yields the result that pR, j,u =∑ui=0 j( j − 1)( j − 2) . . . ( j −
i + 1)δ(i, j)λ j−i p(i,u) where the constants p(i,u) depend only on λ1, λ2, . . . , λu whenever 0 i  u < R .0
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pR,R−1,R−1 of J˜ R−1R = (λ0N0 +λ1N1 +· · ·+λR−1NR−1)R−1 is given by
∑u
i=0(R−1)(R−2) . . . (R− i)δ(i, R−1)λR−1−i0 p(i, R−
1). The constant p(R − 1, R − 1) in question occurs in the term involving i = R − 1, that is, the term (R − 1)(R − 2) . . . (R −
i)δ(i, R −1)λR−1−i0 p(i, R −1) = (R −1)!p(R −1, R −1). The only way for no factors of λ0 to occur in this coeﬃcient is when
NR−1 = Nr1Nr2 . . .Nrm where 1 ri and m = R − 1. In this case, ri ≡ 1 for all i = 1,2, . . . ,m = R − 1, and so the coeﬃcient
corresponding to the factorization NR−1 = Nr1Nr2 . . .Nrm (when accounting for the multiple ways in which this factorization
can be obtained) is λR−11 . That is, p(R − 1, R − 1) = λR−11 . The result follows. 
We now show that a cyclic Jordan-like operator having root spaces whose dimensions are bounded admits spectral
synthesis whenever its set of eigenvalues is wedge accessible.
Theorem 1. Let J˜ ≡⊕ J ({λn, j: 0 j <mn}) be a cyclic Jordan-like operator on a Hilbert space H ≡⊕Hn for which supmn < ∞.
If {λn,0} is a wedge accessible set, then J admits spectral synthesis.
Proof. We proceed by induction on R ≡ supmn . If R = 1, then mn ≡ 1 and so the Jordan-like operator J˜ ≡⊕ J ({λn, j}) =⊕
J (λn,1) is diagonal. In this case, the result follows from Theorem 2 of Scroggs [9, p. 97]. We now assume that the result
holds whenever supmn = R − 1 and show that the result holds whenever supmn = R . To this end, let J˜ ≡⊕ J ({λn, j}) be
any Jordan-like operator whose set of eigenvalues {λn,0} is a wedge accessible set with supmn = R .
By Theorem 2 of [10, p. 654], a necessary and suﬃcient condition that a cyclic Jordan operator admits spectral synthesis
is that every vector x ≡⊕ xn in H =⊕Hn with xn cyclic for J |Hn for all n be cyclic for J . The analogous result holds
for Jordan-like operators (the proof of which, being similar to the proof of Theorem 2, we omit). In view of which, it
suﬃces to show that every vector x ≡⊕ xn in H =⊕Hn where xn ≡ (xn,1, xn,2, . . . , xn,mn ) with xn,mn 	= 0 for all n is cyclic
for J˜ . By means of contradiction, assume that there exists such a vector x which is not cyclic. Hence the closed linear span
of { J˜ j x: j  0} is not all of H and so there exists a non-zero vector y ≡⊕ yn =⊕(yn,1, yn,2, . . . , yn,mn ) in H for which
0 = 〈 J˜ j x, y〉 for all j  0. Let pn, j,u denote the u-th diagonal entry of ( J˜ |Hn ) j and for notational convenience, deﬁne xn,v ≡ 0
whenever v >mn . Since 〈( J˜ |Hn ) j xn; yn〉 =
∑mn−1
u=0
∑mn
s=1 pn, j,uxn,s+u · yn,s , we have by Lemma 2 that for all |z| > sup |λn,0|,
0 =
∞∑
j=0
1
z j
〈
J˜ j x; y〉
=
∞∑
j=0
1
z j
∞∑
n=1
〈
( J˜ |Hn ) j xn; yn
〉
=
∞∑
j=0
1
z j
∞∑
n=1
mn−1∑
u=0
mn∑
s=1
pn, j,uxn,s+u · yn,s
=
∞∑
n=1
∞∑
j=0
1
z j
mn−1∑
u=0
mn∑
s=1
u∑
i=0
j( j − 1) . . . ( j − i + 1)δ(i, j)λ j−in,0 p(i,u)xn,s+u · yn,s
=
∞∑
n=1
∞∑
j=0
1
z j
mn−1∑
i=0
j( j − 1) . . . ( j − i + 1)δ(i, j)λ j−in,0
{
mn−1∑
u=i
mn∑
s=1
p(i,u)xn,s+u · yn,s
}
=
∞∑
n=1
∞∑
j=0
1
z j
mn−1∑
i=0
j( j − 1) . . . ( j − i + 1)δ(i, j)λ j−in,0
1
i!wn,i+1
where wn,i+1 ≡ i!∑mn−1u=i ∑mns=1 p(i,u)xn,s+u · yn,s . Since 1/(1− x)i+1 = 1i! ∑∞j=i j( j − 1)...( j − i + 1)x j−i, we have that
0 ≡
∞∑
n=1
∞∑
j=0
1
z j
mn−1∑
i=0
j( j − 1) . . . ( j − i + 1)δ(i, j)λ j−in,0
1
i!wn,i+1
=
∞∑
n=1
mn−1∑
i=0
1
zi
∞∑
j=i
j( j − 1) . . . ( j − i + 1)
(
λn,0
z
) j−i 1
i!wn,i+1
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∞∑
n=1
mn−1∑
i=0
wn,i+1
zi+1(1− λn,0/z)i+1
= z
∞∑
n=1
mn∑
i=1
wn,i
(z − λn,0)i .
Since x and y are in H and supmn < ∞, it follows that ∑∞n=1∑mnj=1 |wn, j | < ∞.
For notational convenience, deﬁne λn ≡ λn,0. We have that the function g(z) ≡∑∞n=1∑mni=1 wn,i(z−λn)i is analytic, in fact, on
Ω ≡ ({λn})c , the compliment of the closure of the eigenvalues of J˜ . Since {λn} is a wedge accessible set, Ω is connected.
Moreover, g(z) ≡ 0 on the open subset {z: |z| > sup |λn|} of Ω . Hence g(z) ≡ 0 on Ω .
We now show that wnˆ,R = 0 whenever mnˆ = R . To this end, let nˆ be any positive integer for which mnˆ = R = supmn . By
means of contradiction, assume wn˜,R 	= 0. By hypothesis, there exists a triangle T having λnˆ as a vertex whose interior does
not contain any of the eigenvalues {λn} of J˜ . Let θ denote the size of the angle of T at vertex λnˆ . Since
∑∞
n=1
∑mn
j=1 |wn, j | <
∞, there exists an integer N > nˆ such that ∑∞n=N∑mnj=1 |wn, j | < |wnˆ,R |(tan (θ/2))R/2. Observe that
0 ≡ g(z) = ∣∣g(z)∣∣=
∣∣∣∣∣
∞∑
n=1
{
wn,1
z − λn +
wn,2
(z − λn)2 +
wn,3
(z − λn)3 + · · · +
wn,mn
(z − λn)mn
}∣∣∣∣∣

∣∣∣∣∣ |wnˆ,R ||z − λnˆ|R −
{ |wnˆ,1|
|z − λnˆ|
+ |wnˆ,2||z − λnˆ|2
+ · · · + |wnˆ,R−1||z − λnˆ|R−1
}
−
∑
n 	=nˆ
mn∑
j=1
|wn, j|
|z − λn| j
∣∣∣∣∣
=
∣∣∣∣∣
[ 1
2 |wnˆ,R |
|z − λnˆ|R
−
{ |wnˆ,1|
|z − λnˆ|
+ · · · + |wnˆ,R−1||z − λnˆ|R−1
}]
+
[
1
2 |wnˆ,R |
|z − λnˆ|R
−
∑
n 	=nˆ
mn∑
j=1
|wn, j|
|z − λn| j
]∣∣∣∣∣
where
1
2 |wnˆ,R |
|z−λnˆ |R − {
|wnˆ,1|
|z−λnˆ | +
|wnˆ,2|
|z−λnˆ |2 + · · · +
|wnˆ,R−1|
|z−λnˆ |R−1 } → ∞ whenever z → λnˆ . Hence, in order to reach a contradiction upon
letting z → λn˜ and conclude wnˆ,R = 0, it suﬃces to show that the term
1
2 |wnˆ,R |
|z−λnˆ|R −
∑
n 	=nˆ
∑mn
j=1
|wn, j |
|z−λn | j is bounded below for z
near λn˜ .
To this end, observe that
∑
n 	=nˆ
∑mn
j=1
|wn, j |
|z−λn | j =
∑
n∈A
∑mn
j=1
|wn, j |
|z−λn | j +
∑
n∈B
∑mn
j=1
|wn, j |
|z−λn | j +
∑
n∈C
∑mn
j=1
|wn, j |
|z−λn | j where A ≡
{n 	= nˆ: |λn − λnˆ|  1/2}, B ≡ {n 	= nˆ: |λn − λnˆ| < 1/2 and mn = R}, and C ≡ {n 	= nˆ: |λn − λnˆ| < 1/2 and mn < R}. Since
mn  R for all n, we have limz→λnˆ
∑
n∈A
∑mn
j=1
|wn, j |
|z−λn | j  4
R‖{wn, j}‖1. Let L denote any line segment bisecting the angle in
T at vertex λnˆ with endpoint λnˆ and staying inside T . Since none of the points λn are in the interior of T , we have that
|z− λn| tan (θ/2)|z− λnˆ| whenever z is on L. Hence, if z is on L and |z− λnˆ| < 1/4 also, then |z− λn| < 1 whenever n 	= nˆ
and so
∑
n∈C
∑mn
j=1
|wn, j |
|z−λn | j 
∑
n∈C
∑mn
j=1
|wn, j |
|z−λn |R−1 
‖{wn, j}‖1
(tan (θ/2))R−1|z−λnˆ |R−1 .
Finally, we split the set B into the two disjoint subsets B1 ≡ {n ∈ B: n  N} and B2 ≡ {n ∈ B: n > N}. If z → λnˆ
along L, then lim
∑
n∈B2
∑mn
j=1
|wn, j |
|z−λn | j  lim
∑N
n=1
∑mn
j=1
|wn, j |
|z−λn | j 
‖{wn, j}‖1
(min |λnˆ−λn |:nN)R < ∞, and by choice of N , for z on L with
|z− λn˜| < 1/4,
∑
n∈B1
∑mn
j=1
|wn, j |
|z−λn | j 
∑∞
n=N
∑mn
j=1
|wn, j |
(tan (θ/2))R |z−λnˆ |R <
1
2 |wnˆ,R |
|z−λnˆ |R . Hence
1
2 |wnˆ,R |
|z−λnˆ |R −
∑
n 	=nˆ
∑mn
j=1
|wn, j |
|z−λn | j is bounded
below for z near λn˜ . It follows that wnˆ,R = 0 whenever mnˆ = R .
We now show that ynˆ,1 ≡ 0 whenever mnˆ = R . To this end, let nˆ be any positive integer for which mnˆ = R . Since
xnˆ,s+u = 0 whenever s + u > mnˆ , we have by Lemma 2 that 0 = wnˆ,R/(R − 1)! =
∑mnˆ−1
u=R−1
∑mnˆ
s=1 p(R − 1,u)xnˆ,s+u ynˆ,s =
p(R − 1, R − 1)xnˆ,R · ynˆ,1 = λR−1n,1 xnˆ,R · ynˆ,1. Since J˜ is cyclic, λn,1 	= 0 for all n. Moreover, xn is cyclic for J˜ |Hn , and so
xn,mn 	= 0 for all n. Hence ynˆ,1 = 0.
We now appeal to the inductive hypothesis. Deﬁne the Jordan-like operator J ′ to be J ′ ≡⊕ J ({λ′n, j: 0 j <m′n}) where
m′n =mn when mn < R and m′n = R − 1 when mn = R , and λ′n, j ≡ λn, j for 1 n and 1 j m′n . In particular, we have that
supm′n  R −1 and that the set of eigenvalues {λ′n,0} of J ′ is wedge accessible. Hence by the inductive hypothesis, J ′ admits
spectral synthesis.
Deﬁne vectors x′ ≡⊕ x′n and y′ ≡⊕ y′n in H′ ≡⊕H′n where dimH′n = m′n by x′n ≡ xn and y′n ≡ yn whenever mn < R
and x′n ≡ (xn,2, xn,3, . . . , xn,mn ) and y′n ≡ (yn,2, yn,3, . . . , yn,mn ) whenever mn = R, and observe that x′n is a cyclic vector for
J ′|H′n for all n  1 since xn,mn 	= 0 for all n  1. Since J ′ admits spectral synthesis, it follows that the subspace
∨{( J ′) j x′}
must be all of H′ and so x′ is cyclic for J ′ . Since ynˆ,1 = 0 whenever mnˆ = R and y 	= 0, we have that y′ 	= 0. However, since
ynˆ,1 = 0 whenever mnˆ = R, we have that wnˆ,i+1 = i!
∑mnˆ
u=i
∑mnˆ
s=1 p(i,u)xnˆ,s+u ynˆ,s = i!
∑mnˆ
u=i
∑mnˆ
s=2 p(i,u)xnˆ,s+u ynˆ,s . It follows
that 0= 〈 J˜ j x; y〉 =∑∞n=1∑mni=1 C( j, i−1)λ j−i+1n,0 wn,i = 〈( J ′) j x′; y′〉 for all j  0. That is, the non-zero vector y′ is orthogonal
to every vector in the orbit of x′ under J ′ . This contradicts that x′ is cyclic for J ′ . The result follows by induction. 
S.M. Seubert / J. Math. Anal. Appl. 365 (2010) 36–42 41Wermer [13, Thm. 4, p. 272] has shown that a suﬃcient condition for a diagonal operator having eigenvalues {λn} to
admit spectral syntheses is that there does not exist a subsequence {λni } of {λn} with strictly increasing moduli. We now
show that this condition is also suﬃcient for a Jordan-like operator
⊕
J ({λn, j}) to admit synthesis whenever supmn < ∞.
Theorem 2. Let J˜ ≡ ⊕ J ({λn, j}) be a cyclic Jordan-like operator for which supmn < ∞. If there does not exist a subsequence of
eigenvalues of J˜ having strictly increasing moduli, then J˜ admits spectral synthesis.
Proof. By means of contradiction, assume that J˜ fails spectral synthesis. For notational convenience, deﬁne λn ≡ λn,0. As
in the proof of Theorem 1, there exists a nontrivial sequence {wn, j: 1  n;1  j  mn} of complex numbers for which
0<
∑∞
n=1
∑mn
j=1 |wn, j | < ∞ and 0 ≡
∑∞
n=1
∑mn
j=1 C(k, j−1)wn, jλk− j+1n all integers k R (where here C(k, j) ≡ k!/[ j!(k− j)!]
denotes the binomial coeﬃcient).
It follows from the hypothesis that the set {|λn|: wn,R 	= 0} is either empty, or has a maximum value r. If the former
case holds, then 0 ≡∑∞n=1∑mnj=1 C(k, j − 1)wn, jλk− j+1n , and we apply the argument below to this new series. That is, we
may assume, without loss of generality, that {|λn|: wn,R 	= 0} is non-empty, in which case, it has a maximum value r.
Let {ni} denote the subsequence for which |λni | = r. By replacing J by 1r J , which also fails spectral synthesis, we may
assume without loss of generality that r = 1. It again follows from the hypothesis that there exists a real number r′ < r
for which |λn|  r′ whenever |λn| < r. Hence ∑∞i=1 C(k, R)wn,Rλk−Rni = −∑n 	=ni ∑R−1i=0 C(k, i)wn,iλk−in where |λni | = r = 1,
|λn| r′ whenever n 	= ni , and wni ,R 	= 0 for all i. In particular, |
∑∞
i=1 wn,Rλk−Rni | 1C(k,R)
∑
n 	=ni
∑R−1
i=0 C(k, i)|wn,i |(r′)k−i 
R!(k−R)!
k!
∑R−1
i=0 C(k, i)ai(r′)k−i → 0 as k → ∞ since r′ < r = 1 where a j ≡
∑
n 	=ni |wn, j |. Since |λni | = r = 1 for all i, we have
that λn j = e2πθ j for some θ j . By a theorem due to Dirichlet (see [13, p. 272]), we have that for all s, there exist integers
Ns > s and Msj such that |Nsθ j − Msj | < 1/s for all j = 1,2, . . . , s. Given l, deﬁne ms ≡ l + Ns . Then for all i, we have
that lims→∞ λms−lni = 1, and so
∑
n 	=ni wniλ
l
ni =
∑
n 	=ni wniλ
l
ni1 =
∑
n 	=ni wniλ
l
ni lims→∞ λ
ms−l
ni = lims→∞
∑
n 	=ni wniλ
l
niλ
ms−l
ni =
lims→∞
∑
n 	=ni wni ,Rλ
ms
ni = 0. That is, 0 ≡
∑
n 	=ni wni ,Rλ
l
ni for all l  0. Since |λni | = r = 1 for all i  1, it follows from
Theorem 3 of [13, p. 272] that the diagonal operator
⊕
J (λn,1) admits spectral synthesis. Hence by Theorem 1(iii) of [13,
p. 270], wni ,R ≡ 0 for all i, a contradiction. 
Theorem 1 yields suﬃcient conditions for a compressed co-analytic Toeplitz operator T ∗φ acting on a space H2/BH2 to
admit spectral synthesis whenever B(z) = Π(−zn|zn| · z−zn1−znz )mn is a Blaschke product whose zeros are well separated (in a sense
made precise below). In this case, by Vasyunin’s theorem ([6, p. 164]), T ∗φ is similar to
⊕
T ∗φ |(BnH2)⊥ , which is Jordan-like
by Theorem 1 of [10, p. 721].
Theorem 3. Let B be any Blaschke product having distinct zeros {zn} with multiplicities {mn}, respectively, and let φ be any function
in H∞ for which the points φ(zn) are distinct with φ′(zn) 	= 0 whenever mn  2. For each n  1, deﬁne Bn(z) ≡ (−zn|zn| · z−zn1−znz )mn .
If supmn < ∞ and there exists a δ > 0 for which |B(z)|  δ infn |Bn(z)| for all z in the open unit disc, then the co-analytic Toeplitz
operator T ∗φ acting on H2/BH2 is similar to the Jordan-like operator
⊕
T ∗φ |(BnH2)⊥ . In particular, T ∗φ acting on H2/BH2 admits
spectral synthesis whenever {φ(zn)} forms a wedge accessible set.
Proof. Since the points {φ(zn)} are distinct and φ′(zn) 	= 0 whenever mn  2, it follows (see the proof of Theorem 2 of [11,
p. 725]) that the root space of T ∗φ having associated eigenvalue φ(zn) is (BnH2)⊥ for each n  1. Moreover, the restriction
T ∗φ |(BnH2)⊥ of T ∗φ to the root space (BnH2)⊥ is a Jordan-like cell having main diagonal entry φ(zn) with non-zero super-
diagonal entry {1 − |zn|2}(zn/zn)φ′(zn) by Theorem 1 of [11, p. 721]. It follows from Vasyunin’s Theorem (see [6, p. 164])
that there exists an invertible map V from (BH2)⊥ onto the direct sum
⊕
(BnH2)⊥ of the root spaces of T ∗φ |(BH2)⊥ for
which V (T ∗φ|(BH2)⊥ )V−1 =
⊕
(T ∗|(BnH2)⊥ ).
The Jordan-like operator J˜ ≡⊕(T ∗|(BnH2)⊥ ) is cyclic by Theorem 2 of [11, p. 725], and hence admits spectral synthesis
whenever {φ(zn)} is a wedge accessible set by Theorem 1. Since T ∗φ and J˜ are similar, it follows that T ∗φ admits spectral
synthesis since V maps root vectors of J˜ to root vectors of T ∗φ . 
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