Under a stochastic model of molecular sequence evolution the probability of each possible pattern of characters is well defined. The Kimura's three-substitution-types (K3ST) model of evolution allows analytical expression for these probabilities by means of the Hadamard conjugation as a function of the phylogeny T and the substitution probabilities on each edge of T . In this paper, we produce a direct combinatorial proof of these results using path-set distances, which generalize pairwise distances between sequences. This interpretation provides us with tools that have proved useful in related problems in the mathematical analysis of sequence evolution.
A path-set in a phylogenetic tree T is a generalization of the concept of a path. This approach allows the concept of pairwise distances between sequences to be extended to distances connecting larger sets of taxa. It provides properties that can be related to other evolutionary phenomena such as the molecular clock hypothesis. This has, for example, proved pivotal in allowing a simpler analytic expression of the likelihood function, as developed in [5] , leading to an algebraic solution for the maximum likelihood points. We demonstrate this use, as well as the relation to the molecular clock property in our last section describing the application of the Hadamard conjugation, as was used in [5] . It has also proved useful in identifying phylogenetic invariants [15] , [27] , [4] and introducing the projected spectra [30] , which reduces both the variance in the parameter estimates and the computational complexity of the Closest Tree algorithm [11] . All the above examples rely on some relationships between the phylogenetic tree and the probabilities of obtaining sequences evolved under that tree. These relationships were proved in the past by algebraic tools on more general model of evolution. However, on the K3ST, these relationship can be expressed as identities between expressions in the tree parameters and expressions in the sequence probabilities. These relationship were outlined in [26] . Here, we provide a self contained more rigorous proof that bears some resemblance (Section 8) to the sketch in [26] . However, that outline lacks the details of the combinatorial properties of the intermediate variables, which we find to be of interest. Therefore, our proof serves as a more intuitive alternative to the presentations in [16] and [26] .
We model the relationship of the differences of n sequences labeled by elements of ½n ¼ f1; 2; Á Á Á ; ng, from a reference sequence labeled 0 (note that 0 = 2 ½n). Because the models are reversible, the choice of reference sequence is arbitrary. The topology of T and the model parameters are presented in a sparse matrix Q T of 2 n rows and columns, called the edge-length spectrum. The probabilities of each site pattern are presented in a similar sized matrix S T called the sequence probability spectrum. We also define a Hadamard matrix H n of 2 n rows and columns and show that the matrix products: H n Q T H n ; H n S T H n ;
both relate to properties of path sets. We prove the major result by interpreting corresponding components of each entry of these matrices. In particular, we show that the ðE; F Þ entry in both matrices corresponds to certain "evolutionary distances" defined by path sets E and F .
We note that we were motivated to provide this new proof as these variables served as the defining parameters in the likelihood equation in [5] while their biological interpretation has not been elaborated sufficiently. We start by describing the K3ST model over a single edge and then generalizing it to a set of edges in a tree. Next, we introduced the notion of a site pattern and the matrix S T . In Sections 5 and 6, we introduce the Hadamard matrices and path sets and the relationship between them. Section 8 is the main part of the proof, where we show the relationship between corresponding entries of the matrices H n Q T H n and H n S T H n . We end by describing the derivation of the equations used in [5] leading to an analytical solution of the ML problem.
We believe this is an important contribution that can serve in the burgeoning area of algebraic statistics in biology and phylogenetics, in particular (see, e.g., [1] , [2] , [3] , [23] , [24] , and [27] ).
KIMURA'S 3ST MODEL
In this section, we first describe the K3ST model. We then derive identities relating the substitution matrix M, and the matrix of expected numbers of substitution along each edge. Finally, we encode these relationship by means of two simpler matrices P and Q, and the Hadamard matrix H 1 .
K3ST [21] specified independent rates for each of the substitutions between pairs of RNA or DNA nucleotides.
Here, we will refer to Kimura's three substitution rates as , and , and use , , and to refer to the substitution types, as illustrated in Fig. 1 . These are defined formally as . . The substitutions A $ G, UðTÞ $ C (transitions). . . The substitutions A $ UðTÞ, G $ C (transversions type ). . . The substitutions A $ C, UðTÞ $ G (transversions type ).
By including the identity transformation , we find that the set of substitution types:
is a group under composition, acting on the nucleotide set fA; C; G; UðTÞg. Thus, for example, ððCÞÞ ¼ ðGÞ
Consider the maps g 1 , g 2 : T ! C 2 ¼ f1; À1g defined by g 1 : 7 !1; 7 !1; 7 ! À 1; 7 ! À 1;
We find that g 1 and g 2 are both homomorphisms from ðT ; Þ onto the 2-group ðC 2 ; ÂÞ, and the map g : 7 !ðg 1 ðÞ; g 2 ðÞÞ; 2 T ;
is an isomorphism onto the group ðC 2 Â C 2 ; ÂÞ.
In contrast, the set of substitutions of the K2ST model and of the Jukes-Cantor model do not form groups, as products are not well defined (for example, a product of two transversions in K2ST could either be a transition or the identity).
A related, however, different aspect is the property of generalization/specialization between models. For example, we can specialize from K3ST down to each of these models by imposing restrictions on parameters (for example, if the expected numbers of transitions and of transversions of each type are equated, then K3ST specializes to the Jukes-Cantor model). A different restriction on the values of the model parameters is imposed by the Molecular Clock constraint, however, this is beyond the scope of this work (see, e.g., [17] and [6] ).
Kimura modeled the expected differences between two sequences separated by time t. With the three specified rates, the expected numbers of substitutions of each type are therefore qðÞ ¼ t; qðÞ ¼ t; qðÞ ¼ t:
By setting ¼ , this model projects to K2ST, Kimura's better known two substitution type model [20] . Setting ¼ ¼ gives the simple Jukes-Cantor model [19] . The probabilities pðÞ, pðÞ, and pðÞ of observing differences of each type over the time period t underestimate qðÞ, qðÞ, and qðÞ, as multiple changes are not directly observed. Observed frequencies of differences can be taken as estimates of pðÞ for 2 f; ; g.
In [21] , Kimura derived expressions for the expected numbers qðÞ as functions of the probabilities pðÞ. These are equivalent to the standard expression of the stochastic matrix M, derived from the rate matrix Recall the exponential of a matrix is a power series, so
2 RtH 2 Þ is diagonal, so too is H À1 2 expðRtÞH 2 , with entries 1 ¼ e 0 ; e À2ðqðÞþqðÞÞ ; e À2ðqðÞþqðÞÞ ; e À2ðqðÞþqðÞÞ : Now, using (2), we observe These equations can be succinctly expressed (see [12] ) as
where and Exp is the exponential function applied to each entry of the matrix. Equation (3) can be inverted (as the arguments of ln are all positive) to give
where Ln is the natural logarithm applied to each entry of a matrix. The invertibility of (3) and (4) 
SUBSTITUTIONS ACROSS THE EDGES OF A TREE
We now extend the model of the previous section to handle sets of edges. We derive the probability of a substitution of type along a set of edges W and record it in a stochastic matrix M W . We also define the path length matrix Q W and by a similar fashion to that in the previous section, obtain the relationship between M W and Q W . Finally, we define the edge length spectrum that records all the tree parameters. Let ½n ¼ f1; 2; . . . ; ng and ½n 0 ¼ ½n [ f0g. Let T be a tree (phylogeny) with leaf set LðT Þ ¼ ½n 0 and edge set eðT Þ. For each edge e 2 eðT Þ, we can postulate three independent Kimura probability parameters p e ðÞ, p e ðÞ, and p e ðÞ.
These are collected in a stochastic matrix: with eigenvalues 1, expðÀ2ðq e ðÞ þ q e ðÞÞÞ, expðÀ2ðq e ðÞ þ q e ðÞÞÞ, and expðÀ2ðq e ðÞ þ q e ðÞÞÞ. Let (3), we see that the probabilities p e ðÞ, p e ðÞ, and p e ðÞ are related to the three parameters q e ðÞ, q e ðÞ, and q e ðÞ as
As the matrices M e , for e 2 eðT Þ, are each diagonalized by H 2 , they commute. Hence, for any subset of edges W eðT Þ, we can formally define the product: We note that the term p W ðÞ is the probability that the product of the substitutions of all the edges of W is . In particular, if W is a path in T , then p W ðÞ is the probability that the states at the endpoints of the path differ by the substitution . In addition, when W ¼ feg, we see M feg ¼ M e and p feg ðÞ ¼ p e ðÞ. We see that M W is diagonalized by H 2 : as is each factor in (5), so We now define the corresponding P and Q matrices for the edge set W :
The relationships of Observation 3, similar to (3), can now be expressed as
As the Q e matrices are additive over edge sets of T , we refer to the expected numbers q e ðÞ, q e ðÞ, and q e ðÞ as the three edge-length parameters, for each edge e 2 eðT Þ. We can thus specify our model by the set of 3jeðT Þj independent edge-length parameters fq e ðÞ : 2 f; ; g; e 2 eðT Þg:
Given T and the 3jeðT Þj edge length parameters, we can model sequence evolution on T under the K3ST model, if we specify a sequence of nucleotides at one leaf and generate corresponding nucleotides at every other vertex according to the probabilities p e ðÞ. We comment that the K3ST model induces uniform base distribution under equilibrium. However, since our work deals with the probabilities along the edges, our derivation is indifferent to the base distribution.
Edge indexing. The deletion of an edge e 2 eðT Þ induces two subtrees, whose leaf label sets A, A 0 (with 0 2 A 0 ) partition LðT Þ ¼ ½n 0 . Thus, A is the set of leaves of T separated from reference leaf 0 by the edge e. We choose the subset A ½n (the subset not containing 0) to index e as e A . Thus, for e ¼ e A 2 eðT Þ:
where Å 0i is the path (in T ) connecting leaves 0 and i.
A partition of a set X into two subsets fA;
is called a split of X. When X ¼ ½n 0 , we will identify each split fA; A 0 g by the subset A, which does not contain 0 and, hence, we see the set of splits of ½n 0 ¼ f0; 1; . . . ; ng is bijective with the set of subsets of ½n ¼ f1; 2; . . . ; ng.
Now, for each A ½n, we define the three values, ðq Þ A , ðq Þ A , and ðq Þ A , by
. We incorporate these values into three vectors q , q , and q , each of 2 n entries. We order the components of the vectors by the subsets of ½n as follows: ;; f1g; f2g; f1; 2g; f3g; f1; 3g; f2; 3g; f1; 2; 3g; f4g; Á Á Á ; ½n, etc. As ðq Þ ; ¼ ÀK , the sum of the components in each vector is 0. We will also find it convenient to incorporate the vectors into a 2 n Â 2 n matrix:
where
Thus, the leading row of Q T is q , the leading column is q , and the leading diagonal is q , all other entries are 0, apart from Q ;;; ¼ ÀK T (hence, the sum of all entries of Q T is 0). Q T is referred to as the edge length spectrum for T . The positive entries of this spectrum identify the edges of T . Fig. 2 shows an example of the tree T ¼ T 13 on n þ 1 ¼ 4 taxa, and its edge-length spectrum as three vectors, and incorporated in the 8 Â 8 matrix Q T . Corresponding coordinates of the vectors q , q , and q give the three edge length parameters for the corresponding edge. The "0" value indicates that there is no corresponding edge in T . These vectors are placed in the leading row, column, and main diagonal of the matrix Q T . This means that for A, B f1; 2; 3g, q ;;B ¼ q B ðÞ, q A;; ¼ q A ðÞ, q A;A ¼ q A ðÞ, and for all other entries, q A;B ¼ 0, except the first entry q ;;; ¼ ÀK, where K ¼ KðÞ þ KðÞ þ KðÞ. The entries indicated by "." are all zero and are zero for every tree. The entries indicated by "0" are zero for the topology of T , signifying that the splits represented by them are not part of T. Different topologies can have positive values for these entries. The nonzero entries (in the leading row, column, and main diagonal) should each be in the same coordinates as they identify the edge splits of T . For general trees on n þ 1 taxa, the edge length spectra are vectors and square matrices of order 2 n .
SITE PATTERNS
In this section, we introduce the notion of a character . We also define the notion of site pattern and show that each site pattern is identified by an ordered pair of splits, ðC; DÞ, ðC; D ½nÞ, and that every character can be recovered from the site pattern and the state at taxon 0. This leads to the definition of the sequence probability spectrum that records the probability of obtaining every site pattern.
When we propose a sequence of nucleotides 1 at leaf 0, and an edge-length spectrum Q T on a phylogeny T with leaf set L ¼ ½n 0 , we can generate homologous sequences at each of the other leaves of T under this stochastic model. A common position in each of these sequences is called a site. An assignment of nucleotides at a given site is called a character . Specifically, : L ! fA; C; G; Tg assigns a nucleotide to each leaf, with ðiÞ the character state at leaf i. This assignment partitions L into subsets L A , L C , L G , and L T , where for X 2 fA; C; G; Tg L X ¼ fi 2 L : ðiÞ ¼ Xg:
Given the character , we define the character substitution map : L ! T such that The pair of subsets ðC; DÞ ¼ ðCðÞ; DðÞÞ is called the site pattern for . Given the site pattern ðC; DÞ and the character state ð0Þ at the reference leaf 0, we can recover . For example, if i 2 D À C and ð0Þ ¼ G, then ðiÞ ¼ , so
There are four characters (depending on the state of ð0Þ) that correspond to the same site pattern ðC; DÞ. Under equilibrium and by the symmetries of K3ST model, each has the same probability of being generated on T by this model. However, the transition matrices at the tree edges are not dependent on this. Let s C;D be the probability of obtaining the site pattern ðC; DÞ (recall the site pattern ðC; DÞ is obtained from four characters , as ð0Þ takes each character value). We now define the 2 n Â 2 n matrix S T , the sequence probability spectrum, with rows and columns indexed by the subsets of ½n, where 1. The assumption about nonuniform base frequency holds here as well.
The main theorem of this paper (Theorem 10) links between the probability s C;D , for each C, D ½n, and the edge length parameters q e ðÞ : e 2 eðT Þ, 2 T . We will derive explicit formulas for s C;D as a function of edge length parameters.
HADAMARD MATRICES
We define recursively the family fH n : n 2 Z Z þ g, (known as Sylvester matrices), where for n ! 2
is a symmetric Hadamard matrix of order 2 n , with H 1 and H 2 as previously defined. It is easily seen that H À1 n ¼ 2 Àn H n . It is known [10] that if we index the rows and columns of H n by the subsets of ½n, then, for A, B ½n, we have the following observation. Hence, we have the following.
Observation 5.
hðA; ðBÁCÞÞ ¼ hðA; BÞhðA; CÞ:
PATH SETS
In this section, we show how to decompose a set of paths connecting an even number of leaves into a set of edge disjoint paths. We denote the latter as a path set. We then generalize the edge length into path-set distances with respect to each substitution 2 T .
For any i, j 2 LðT Þ ¼ ½n 0 , we define the path Å ij to be the set of edges in T connecting leaves i and j. In particular, we note
Å ij is obtained by deleting the common edges of Å 0i and Å 0j from their union, so
For any E ½n, let
so, in particular, for i, j 2 ½n, we see
Observation 6. In [14] , it is shown that Å E is a collection of edge disjoint paths, with end-point set E or E [ f0g.
Å E is called a path set. Figs. 3a and 3b show the two paths Å 0;2 and Å 3;4 , respectively, while (Fig. 3c) shows the path set induced by the set {0, 2, 3, 4}.
By similar arguments to the discussion above, we find the following.
Observation 7. The set of path sets is a group (under symmetric difference) isomorphic to C n 2 . In particular,
The sum of edge lengths on a path connecting two leaves can naturally be thought of as the distance between the leaves. We extend this distance concept, for each substitution type 2 f; ; g, to path sets. We define the path-set distance of path set Å E to be the sum of the corresponding edge lengths of each edge of the path set, that is,
q A ðÞ:
SITE PATTERNS AND THE HADAMARD MATRIX
Here, for the sake of the explanation, we extend the notion of a character to conceptually assign values to the internal vertices of T . This allows us to extend the notion of the substitution function to the context of edges and, subsequently, to path sets. Suppose we are given ð0Þ, the character state at leaf 0 and assign a transformation ðvÞ 2 T to each vertex v of T , such that the character state at v is ðvÞ ¼ ðvÞðð0ÞÞ. (In particular, note that ð0Þ ¼ , the identity.) If we restrict Fig. 3. (a (as the products at each internal vertex cancel, and À1 ¼ ).
We extend this to any path set Å E (where E ½nÞ) and define
Hence, as in (9), the products at all internal vertices cancel, so we find the following.
Consider now a character , inducing a site pattern ðC; DÞ ¼ ðCðÞ; DðÞÞ. Recall (1) as the homomorphisms g 1 , g 2 : T ! f1; À1g, where g 1 ðÞ ¼ À1 () 2 f; g and g 2 ðÞ ¼ À1 () 2 f; g:
Then, for j ¼ 1; 2
Then, g j ððEÞÞ ¼ 1 exactly when the number of factors g j ððiÞÞ ¼ À1 in the product 11 is even. Now, for i 2 E g 1 ððiÞÞ ¼ À1 () ðiÞ 2 f; g () i 2 C; so g 1 ððEÞÞ ¼ 1 () jC \ Ej 0ðmod 2Þ () hðC; EÞ ¼ 1:
However, as g 1 ððEÞÞ ¼ 1()ðEÞ 2 f; g, we find ðEÞ 2 f; g () hðC; EÞ ¼ 1:
Similarly, we find ðEÞ 2 f; g () g 2 ððEÞÞ ¼ 1 () jD \ Ej 0ðmod 2Þ () hðD; EÞ ¼ 1:
Hence, we have shown the following. 
HADAMARD CONJUGATION
This is the final section in the derivation in which we prove the main theorem of this paper. We start with the righthand side H n Q T H n and show that an entry in that matrix, corresponds to a path-set distance. We decompose these possibly overlapping distances into three disjoint edge sets using previous identities to derive probabilities of substitutions along each of these edge sets and then recombine them to the original path sets. Q T is the matrix containing the edge-length parameters across T . S T is the matrix of probabilities of patterns at the leaves of T . The link between these are the rotations H n S T H n and H n Q T H n . These both relate to path-set properties and enable us to state our major result. Theorem 10.
which, provided the arguments of the logarithm are positive, is invertible and gives
Proof. Hence,
We can partition Å E [ Å F into three parts
as illustrated in Fig. 3c , with the path sets partitioned as
The path-set distances split into corresponding summands, as d U ðÞ ¼ P e2U q e ðÞ, etc., so that
Thus, 
Now, as E and F are partitioned as UÁW , and V ÁW , respectively, then ðEÞ ¼ ðUÞðW Þ and ðF Þ ¼ ðV ÞðW Þ. Hence,
which is the joint probability that the product of substitutions across the edges of ÅðEÞ is , and the product across the edges of ÅðF Þ is . Thus, (23) implies (15) and (16) follow. t u
APPLYING THE HADAMARD CONJUGATION
In this section, we provide an example application of using the Hadamard conjugation in real biological problems. We use the application reported in [5] of obtaining an analytical solution for the maximum likelihood problem of a phylogenetic reconstruction. As was shown above, a tree T uniquely determines the sequence spectrum S ¼ S T . In real life, however, we do not find such a "perfect" S. Given a set of input aligned sequences, every column induces a site pattern. The matrixŜ ¼ ½ŝ C;D , denoted as the observed sequence spectrum records the frequency of each site pattern ðC; DÞ. For a tree T , the likelihood function is defined as
where s C;D comes from (15) . That is, (27) expresses the probability of seeingŜ given T . The maximum likelihood problem is to find a tree such that the probability of obtaining the given dataŜ is maximized. In [5] , the ML problem of a triplet tree under the Jukes-Cantor model and the molecular clock hypothesis was studied (see Fig. 4 ). The Jukes-Cantor model of evolution [19] is the simplest model for four states DNA evolution.
The assumption in this model is that when a base changes, it has equal probabilities to change to each of the other three bases. This model can be derived from the more general K3ST model by setting, for each edge of T , each of the three edge length parameters equal to a common value, namely, setting q e ðÞ ¼ q e ðÞ ¼ q e ðÞ ¼ q e . We now look at a general tree T on three taxa {0, 1, 2} before determining where the root is. The molecular clock hypothesis and determination of the root location are done at a later stage. T has just one topology, the star with the three edges e f1g , e f2g , and e f1;2g (see Fig. 4a ). For simplicity we denote them as e 1 , e 2 and e 1;2 respectively.
The edge-length spectrum of an arbitrary 3-tree can be expressed as Now, we see that and by (20) , these are minus twice the sum of distances induced by every two path sets E, F for every entry ½HQH E;F . For example,
When applying the exponential function to each element of the matrix HQH, we obtain the so called path-set spectrum, R:
The x i values can replace the s C;D values as the defining parameters in the likelihood function (27) . The entries of R relate to the joint probabilities of differences between the end-points of the corresponding path sets in T , as implied by (24) . By using our main Theorem 10, (15), the sequence probability spectrum equals 
where a 0 ¼ ð1 þ 3x 1 x 2 þ 3x 1 x 12 þ 3x 2 x 12 þ 6x 1 x 2 x 12 Þ; a 1 ¼ ð1 À x 1 x 2 À x 1 x 12 þ 3x 2 x 12 À 2x 1 x 2 x 12 Þ; a 2 ¼ ð1 À x 1 x 2 þ 3x 1 x 12 À x 2 x 12 À 2x 1 x 2 x 12 Þ; a 3 ¼ ð1 þ 3x 1 x 2 À x 1 x 12 À x 2 x 12 À 2x 1 x 2 x 12 Þ; a 4 ¼ ð1 À x 1 x 2 À x 1 x 12 À x 2 x 12 þ 2x 1 x 2 x 12 Þ:
Thus, we see that each expected sequence frequency takes one of the above values, which are the functions of the three parameters x 1 , x 2 , and x 12 . We now apply the molecular clock constraint that asserts q 1 ¼ q 2 ) x 1 ¼ x 2 (see Fig. 4b ).
From (32), it can be seen that under this constraint, a 1 ¼ a 2 , so the number of free variables in the likelihood equation reduces to 4, leading to a further simplification. The rest of the ML solution is orthogonal to the material discussed in this paper and can be found in [5] . We remark here that the choice of these parameters was proved crucial in the derivation of the analytical solution. In former works [6] , [7] , [8] , the defining parameters were the sequence probability variables themselves, and additional constraints were required to guarantee that they reside on a tree surface. This approach failed in this case, and as can be seen using the path-set variables, these constraints are removed.
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