For two functions f and g, de ne g f to mean that g satis es every algebraic di erential equation over the constants satis ed by f . The order was introduced in one of a set of problems on algebraic di erential equations given by the late Lee Rubel. Here we characterise the set of g such that g f , when f is a given Liouvillian function.
Introduction
One tiny part of the legacy to Mathematics of the late Lee Rubel is the following problem, which appears as part of Problem 22 in 2].
For two functions g and f, we de ne g f to mean that g satis es every algebraic di erential equation (over C ) which f satis es. Discuss the order ; in particular, do this for the case when f is an exponential polynomial, P n k=1 a k e k x . In order to discuss the order when more general functions are involved, it is necessary to say something about the domains of de nition of the functions to be considered. It is generally too restrictive to require g to have the same domain of de nition as f. On the other hand, one would at least want a non-empty open subset of C on which both functions are de ned. In fact for the functions we shall be considering, we shall generally be able to take that subset to be dense. We shall also want to use a topology on various sets of functions. Since the functions concerned will be Liouvillian, most natural choices of topology are likely to give the same answers. We shall use uniform convergence of the functions and their derivatives on compact subsets. 0 1991 Mathematics Subject Classi cation 34C99, 12H05.
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We begin Section 2 with a purely elementary consideration of the special case in which f is an exponential polynomial. Here we are able to give a completely explicit characterisation of the set of g for which g f. Then we re-frame our results in terminology which is closer to di erential algebra. This leads into Section 3, where we consider the case when f is an arbitrary Liouvillian function. Here we characterise the set of g for which g f as the closure of a set of explicitly given transformations of f. Our argument in this section has some similarities with that of Section 5 of 3]. Indeed it might well be possible to simplify that section of 3] by using some of the variations introduced here.
A major part of the work for this paper was done while the author was visiting the University of Limoges during the summer of 1995. The author would like to thank that University and its Mathematics sta for their splendid hospitality during this period. Special thanks are due to Dominique Duval for having arranged the invitation, and also for some useful comments during an informal seminar on the problem treated here.
Exponential Polynomials
The rst thing to be said is that if f = P n k=1 a k e k x and g f, then g = P n k=1 A k e k x for some A 1 ; : : : ; A n 2 C . This is because f satis es the linear di erential equation Lhyi = f Q n k=1 (d=dx ? k )gy = 0. Here we have used the notation Lhyi to indicate that L is a polynomial in y and its derivatives, where y is an indeterminate. However in many cases, it is not su cient that g be of the form P n k=1 A k e k x . We suppose that the i s are all di erent and that no a i is zero. We write Q 1 ; : : : ; n ] for the Q -linear space generated by 1 ; : : : ; n , and let d be its dimension. Now d is also equal to the degree of transcendence of C (e 1 x ; : : : ; e n x ) over C , and hence f cannot satisfy an algebraic di erential equation of order less than d.
Let g be of the form P n k=1 A k e k x , and suppose rst that d = n. Then we have a linear di erential equation of order d satis ed by f, namely Lhyi = 0. If f satis es another algebraic di erential equation of order n, say Phyi = 0, then L must divide P. For otherwise the resultant, res y (n) (P; L), would be a non-zero di erential polynomial of order less than n annulled by f. Hence g satis es every di erential equation of order n satis ed by f. Let m n and suppose inductively that g satis es every di erential equation of order m satis ed by f. Let Qhyi = 0 be a di erential equation of order m+1 satis ed by f. On di erentiating m?n+1 times the equation Lhfi = 0, we obtain a linear expression for f (m+1) in terms of f; : : : ; f (m) , say f (m+1) = X(f; : : : ; f (m) ); note that g also satis es this equation. On substituting X(y; : : : ; y (m) ) for y (m+1) in Qhyi = 0, we get an equation of order m satis ed by f, and therefore by g. When we replace X(g; : : : ; g (m) ) where it occurs in this last equation by g (m+1)
, we see that also Qhgi = 0. Thus g satis es every equation of order m + 1 which is satis ed by f, and by induction this holds for all m. Hence ); k = 1; : : : ; n: (2) On combining these with (1) and taking suitable powers to remove roots, we obtain, for j = 1; : : : ; n ? d,
where each b j 2 N , each j i is an integer equal to c j i b j , and S j is a rational function over C . If g f then the equations (3) must also be satis ed by g. However if g = P n k=1 A k e k x with all the A k s non-zero, then applying to g the same process of elimination that was applied to f yields A k e k x = R k (g; : : : ; g i ; (4) for j = 1; : : : ; n ? d. So the A k must satisfy these equations in order that g f. It is easy to see that this holds even when some of the A k s are zero provided that negative powers of A k s are removed from (4) by cross multiplication. In fact these conditions are also su cient. Proof of Theorem 1.
We have already established the necessity of the conditions, so suppose that g = P n k=1 A k e k x , with A 1 ; : : : ; A n all non-zero and satisfying (4) . From (1) ) = 0 for j = 1; : : : ; r. Now g, like f, cannot annul two di erential polynomials of order d unless they have a common factor, since otherwise their resultant with respect to y (d) would be a (non-zero) di erential polynomial of order d ? 1 annulled by g, and this is impossible since g has transcendence degree d over C . So we have R j = Q s j E j for j = 1; : : : ; r, where s j 2 N + , the di erential polynomial Q is irreducible of order d and is annulled by g, and E j hgi is non-zero for each j. Since the R j s are independent of the particular values of A 1 ; : : : ; A n , we see that Q is independent of the particular g chosen. Thus Q is the unique non-zero irreducible polynomial of order d annulled by f, and the same is true if f is replaced by g.
An immediate consequence is that neither @Q=@y (d) hfi nor @Q=@y (d) hgi can be zero.
Also if P is any di erential polynomial of degree d annulled by f, then Q must divide P, and hence Phgi = 0 also. Now by di erentiating r times the equation Qhfi = 0 and eliminating f
; : : : ; f (d+r?1)
, we get a rational expression for f (d+r) in terms of f; : : : ; f (d) which has a non-vanishing denominator. Clearly the same relations hold with f replaced by g, and again the denominator does not vanish. to obtain a di erential equation of order d satis ed by f. This must then be satis ed by g, and by reversing the substitutions, we see that g also satis es P 1 hgi = 0. Hence g f, in the case when the equations (4) hold and the A k s are all non-zero.
The case when one or more of the A k s is zero may be handled by multiplying (4) through to eliminate any negative powers and allowing the appropriate A k s to tend to zero. We have therefore proved Theorem 2.
Here is another way of looking at the situation. We have a tower of function rings
with T k = T k?1 e k x ] for k = 1; : : : ; n; the function f belongs to T n . We writeT k for the quotient eld of the integral domain T k . Then the extensionsT k :T k?1 are transcendental for k = 1; : : : ; d and algebraic for k = d + 1; : : : ; n, and the minimal polynomials for the latter are (e
Consider a transformation, T(C 1 ; : : : ; C n ) of T n given by e k x ! C k e k x for k = 1; : : : ; n. Provided the C k are non-zero, such a transformation preserves the di erential structure of the tower (6). As above, let f = P n k=1 a k e k x and g = P n k=1 A k e k x , and suppose that g = T(C 1 ; : : : ; C n )(f). Then for k = 1; : : : ; n,
The transformed minimal polynomials are, for k = d + 1; : : : ; n,
and these will be the same as (7), modulo a multiplying constant for each polynomial, if and only if
On substituting from (8) into (9), we obtain once again (4). So these are the conditions that the minimal polynomials should be the same. However the latter are also the conditions for the transformation T(C 1 ; : : : ; C n ) to be a di erential isomorphism, and this turns out to be the key to the more general case as treated in the next section. If some of the C k s are zero, then as before, the equations (9) and (4) need to be multiplied through to clear negative powers before inserting the values of the C k s and A k s.
Liouvillian Functions
Consider a tower of function rings C = T 0 T 1 T n , as in (6), where T k = T k?1 z k ] for k = 1; : : : ; n, and now z k satis es one of the following three conditions:
i. z k is algebraic over T k?1 with minimal polynomial m k ; ii. z k = exp(w k?1 ) with w k?1 2T k?1 .
iii. z k = R w k?1 with w k?1 2T k?1 .
We assume that the path of integration is arranged so that (iii) makes sense, and that a determination of the constant of integration is standardised in some way. (12) Note that K can be zero. It would be possible to exclude this case and make G k the di erential Galois group of a suitably chosen eld of functions. However there does not seem to be a great deal to be gained from the added complication. We extend the maps Proposition 1 Let f be a Liouvillian function, de ned by a tower (6) with f 2T n . For each k = 0; : : : ; n, there is a set G k with the following properties:
(1). Each 2 G k is a di erential homomorphism from T k into a ring of Liouvillian functions.
(2). Suppose that z k is algebraic over T k?1 and let 2 G k?1 . Then if belongs to the Galois group of the polynomial~ (m k ) (with variable z k ), there exists a 2 G k which agrees with on T k?1 and maps z k to ( (z k )); (3). Now suppose that z k is transcendental overT k?1 . Let 2 G k?1 and suppose that ( k?1 ) 6 = 0. If z k = R w k?1 (respectively exp w k?1 ) and K 2 C , there exists a 2 G k which agrees with on T k?1 and maps z k to K + R (w k?1 ) (respectively K exp (w k?1 )). Our main result is the following. We shall write cl(V ) for the closure of a subset V W in the above topology. The reason why we need to take the closure in Theorem 3 is to accommodate the possibility of mapping both f 1 and f 2 to zero but nonetheless (f 1 =f 2 ) being de nable as a limit. and of course the function 1 does indeed satisfy (13). Theorem 3 shows that it also satis es every other algebraic di erential equation satis ed by f. We now turn our attention to the proof of Theorem 3. In one direction, this is given by the following propostion. ) be a di erential polynomial such that Phfi = 0. Let be an element of G n such that (f 2 ) 6 = 0. Since is a di erential homomorphism on T n , we have Ph (f)i = (P hfi) = 0: Now let g 2 cl( (f)). Then there exists a sequence f i (f)g such that for all i i (f 2 ) 6 = 0 and i (f) ! g. Then for any P as above, Phgi = limfP h i (f)ig = 0:
Example
This completes the proof of Proposition 2.
The converse needs more work! The idea is as follows. Let g be a function such that g and f are both de ned on some open subset of C , and suppose that g does not belong to cl( (f)). Starting from k = n, and working down to k = 0, we construct a nite set, S k , of di erential polynomials over T k with the following properties:
i. For each P in S k , we have Phfi = 0. ii. g does not belong to the set (S k ) = def cl(fh : 8P 2 S k ; 9 2 G k =~ (P )hhi = 0 &~ (P ) 6 0g): (14)
Note that~ (P ) 6 0 means that does not annihilate every coe cient of P.
The initial case is simple enough. If f = f 1 =f 2 with f 1 ; f 2 2 T n?1 z n ], we take S n to be the singleton set whose element is the di erential polynomial of order zero, yf 2 ? f 1 . We note that this means that (S n ) = cl( (f)). It is then a matter of handling the induction step in the various cases.
Proposition 3 Suppose that 1 k n and that z k is algebraic over T k?1 . Let S k be a nite set such that Phfi = 0 for all P 2 S k , but g does not belong to (S k ). Then there exists a nite set S k?1 , of di erential polynomials over T k?1 with similar properties; i.e. Qhfi = 0 for all Q 2 S k?1 , but g 6 2 (S k?1 ).
Proof of Proposition 3.
We regard each P 2 S k as a polynomial in z k with coe cients in T k?1 hyi, and we replace z k by an indeterminate z. Then we de ne S k?1 = fres z fPhyi; m k g : P 2 S k g:
We show that S k?1 has the required properties.
Firstly, let Q 2 S k?1 and suppose that Q = res z fP; m k g. Then Qhfi = 0 because Phfi(z) is zero at a root of m k , namely z = z k . Now suppose that g 2 (S k?1 ). Then there exists a sequence of functions fg i g such that g i ! g and for each i and each Q 2 S k?1 , there exists a i;Q 2 G k?1 such that i;Q (Q) 6 0 but~ i;Q (Q)hg i i = 0. For each g i and each P 2 S k we nd a i;P 2 G k such that~ i;P (P )hg i i = 0, but~ i;P (P ) 6 0. Given g i and P, let Q = res z fP; m k g. Then Q 2 S k?1 and there exists i;Q as above. Now since i;Q is an algebra homomorphism and the resultant is given by the Sylvester determinant, i;Q (Q) = res z f~ i;Q (P );~ i;Q (m k )g = Y~ i;Q (P )( j ); where the j s are the roots of~ i;Q (m k ). So there exists a root such that~ i;Q (P )hg i i( ) = 0. However, by Proposition 1(2), there is then a i;P 2 G k which agrees with i;Q on T k?1 and takes z k to . But then~ i;P (P (z k ))hg i i =~ i;Q (P )( )hg i i = 0. So we have found a suitable i;P and it follows that g 2 (S k ). This is contrary to hypothesis, and so g cannot after all belong to (S k?1 ). Thus we have established Proposition 3.
For the cases when z k is a transcendental extension, we use what is essentially a di erential version of the above. So as to allow the two cases, of an exponential and an integral extension, to be treated together, we let the di erential equation satis ed by z k be z 0 = k (z); ; hereD(P ) denotes the di erential polynomial obtained by di erentiating the coe cients of P (as a polynomial in z k and the derivatives of y). As a function of x, D (P )(z k )hy(x)i is just the derivative of P(z k )hy(x)i. We shall have need of the following lemma, which is a slight adaption of Lemma 11 of 3] to the present set-up. The proof, as in 3], is a straightforward application of the fact that is a di erential homomorphism. The following result is the analogue for transcendental extensions of Proposition 3.
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Proposition 4 Suppose that z k is transcendental overT k?1 , and let S k be a nite set such that Phfi = 0 for all P 2 S k but g 6 2 (S k Now in our present situation~ i;Q (R 1 (P hg i i)) = =~ i;Q (R r (P hg i i)) = 0. We choose i;P to be the element of G k which agrees with i;Q on T k?1 and sends z k to i . Theñ i;P (P (z k ))hg i i =~ i;Q (P )( i )hg i i = 0. This works for all P 2 S k , and hence g 2 (S k ), which is contrary to hypothesis. It follows that g cannot after all belong to (S k?1 ), as required.
Conclusion of the proof of Theorem 3.
Suppose that g 6 2 cl( (f)). As previously indicated, we take S n = ff 2 y ? f 1 g. Then Phfi = 0 for every P 2 S n , but g 6 2 (S n ). By Propositions 3 and 4 we can nd a set, S 0 , of polynomials over C such that P 0 hfi = 0 for all P 0 2 S 0 but g 6 2 (S 0 ). In particular, P 0 hgi is not zero for every P 0 2 S 0 , and so there is a P 0 with P 0 hfi = 0 but P 0 hgi 6 = 0.
Thus we cannot have g f, and we have therefore proved Theorem 3.
The same method can possibly be applied to more general situations. For example, one might allow some of the z k to be given by other rst-order, rst-degree di erential equations. However the eventual result may be of less interest in cases when an explicit description of the relevant di erential Galois groups is not available.
