Abstract-People experience a variety of 3D visual programs, such as 3D cinema, 3D TV and 3D games, making it necessary to deploy reliable methodologies for predicting each viewer's subjective experience. We propose a new methodology that we call multimodal interactive continuous scoring of quality (MICSQ). MICSQ is composed of a device interaction process between the 3D display and a separate device (PC, tablet, etc.) used as an assessment tool, and a human interaction process between the subject(s) and the separate device. The scoring process is multimodal, using aural and tactile cues to help engage and focus the subject(s) on their tasks by enhancing neuroplasticity. Recorded human responses to 3D visualizations obtained via MICSQ correlate highly with measurements of spatial and temporal activity in the 3D video content. We have also found that 3D quality of experience (QoE) assessment results obtained using MICSQ are more reliable over a wide dynamic range of content than obtained by the conventional single stimulus continuous quality evaluation (SSCQE) protocol. Moreover, the wireless device interaction process makes it possible for multiple subjects to assess 3D QoE simultaneously in a large space such as a movie theater, at different viewing angles and distances. We conducted a series of interesting 3D experiments showing the accuracy and versatility of the new system, while yielding new findings on visual comfort in terms of disparity, motion and an interesting relation between the naturalness and depth of field (DOF) of a stereo camera.
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I. INTRODUCTION
high-profile Hollywood 3D cinematic experiences have been produced using sophisticated 3D video capture and stereography techniques [6] , and the first live 3D NFL football game was broadcasted this past year on BSkyB. This has brought to the front issues such as monitoring 3D video quality and acquiring 3D content that is comfortable to view [2] - [4] , [7] , [8] . Unlike 2D video, the ocular adjustment to 3D depth can induce neurological symptoms such as visual fatigue and headache, as well as 3D distortions that cause quality degradation [1] , [2] , [9] . Understanding these problems involves a number of intricate visual factors which can only be probed using a sophisticated subjective testing methodology for measuring the quality of the 3D visual experience [10] .
A significant factor which strongly affects the 3D quality of experience (QoE) is visual comfort. The term visual comfort is used to express the subjective feeling of a physical state of ease (or lack thereof), which can vary over time, associated with the watching of 3D video content [1] , [2] . Conflicts between vergence and accommodation that can occur on stereoscopic video appear to rarely affect our experience when watching the real world of natural disparity fields. Understanding how 3D visual comfort is affected by 3D video is a topic of intense study in engineering [4] , [5] , [11] , ophthalmology [7] , [12] and neurology [9] , [13] .
Because of the complex characteristics of the human visual system and individual differences, human viewers experience 3D QoE in diverse ways [1] , [10] , [14] . It is difficult to design a generic objective metric for 3D QoE prediction. Successful objective 3D image/video quality assessment (I/VQA) methods have not yet been demonstrated, in the sense that none delivers significantly better performance than simply applying monocular IQA algorithms to each image in the stereopair, then combining the results. Subjective interfaces for capturing 3D human quality assessment have largely been inherited from what has traditionally been done in 2D. However, the experimental 3D viewing environment is quite different from that in 2D due to the immersion experience of a user wearing 3D glasses, or the angle-dependent peculiarities currently perceived when viewing autostereoscopic displays.
As early as 1992, the authors of [15] made clear the need for new methods to evaluate 3D content. Since 2000, international standardization activities have accelerated on 3D display, human factors [16] and 3D image safety [17] . Yet, specific subjective 3D QoE assessment environments currently in use have some important drawbacks. To understand this, we will review currently used methods. The important and widely used absolute category rating (ACR) method dictates the collection of perceived quality scores of 3D content on a discrete 5-category rating scale [18] . Continuous assessment methods where the subject rates the 3D video content continuously over time have been widely used because of the strong time-varying characteristics of 3D content [3] , [7] , [14] , [19] - [21] . Single stimulus continuous quality evaluation (SSCQE) protocols to assess such attributes as 3D presence, depth and naturalness in stereoscopic video are also commonly used. SSCQE has also been used to assess visual discomfort levels experienced when viewing 3D videos generated via the 2D-plus-depth format [3] .
The methods used to conduct 3D SSCQE studies have largely migrated intact from 2D. As a consequence, there exist limitations in the direct application of 2D SSCQE methods for assessing 3D video QoE, especially in regards to stably capturing relevant 3D quality attributes. Perhaps more so when viewing 3D than 2D, subjects tend to become deeply absorbed when viewing an ostensibly entertaining 3D video, thereby becoming distracted from the assessment process (commonly referred to as the immersion problem) [22] . This loss of concentration may be amplified during long assessment periods, leading to inaccuracies and asynchrony between the test sequence and the human response. Slowed reaction speeds can also cause degradations in the reliability of the QoE assessments.
Towards addressing these limitations, we propose a new 3D subjective methodology that we term multimodal interactive continuous scoring of quality (MICSQ) for 3D QoE assessment. The goal of MICSQ is to minimize distractions between viewing and assessment. As shown in Fig. 1(a) , current interfaces for 3D SSCQE are 'one-way', since the subject decides and records scores on the same display as the video. MICSQ breaks this process into separate interactions: 1) between the tablet used as an assessment tool and the 3D display (device interaction) using a wireless network protocol, and 2) between the tablet and the subject (human interaction), using haptic and audition cues to enhance the recording of subjective results. It is also possible for multiple users to perform subjective assessment simultaneously.
This flexibility makes it possible to deploy this new subjective methodology in expanded and diverse visual experiments, such as measuring the degree of visual discomfort experienced by multiple simultaneous viewers having different placements relative to the display. The advantages of MICSQ are
• High reliability: Compared to conventional SSCQE, it enables a better, less distracting visual display (as verified by the evaluation of statistical confidence levels) without a distracting visual quality scale.
• Multi-user assessment: Using a wireless protocol and multiple tablets, it is possible to collect simultaneous subjective scores from multiple subjects viewing the same 3D content in a large space such as a movie theater. In addition to validating its reliability, we demonstrate the efficacy and unique strengths of MICSQ in a variety of 3D experiments that address several critical factors relevant to 3D image and video perception:
• Comfortable viewing zone (CVZ): The CVZ shrinks with increased time spent viewing uncomfortable stimuli.
• Speed and direction of depth motion: Visual comfort is affected differently by the speed of motion in depth depending on the (forward or backward) direction, even in the CVZ. • Artificial DOF on naturalness: The naturalness of 3D video is affected by the parameters of the DOF of the camera relative to the diameter of the cornea. The remainder of this paper is organized as follows. In Section II, we describe the design of MICSQ including the geometric parameters involved with single and multiple subjects. In Section III, we measure and compare the achievable accuracy of subjective assessment using MICSQ and SSCQE as a function of the 3D spatial and temporal complexities of the test sequences being viewed. Furthermore, we conduct a number of relevant experiments based on the reliability of MICSQ in Section IV. Finally, concluding remarks are given in Section V. The experimental set-up is summarized in the Appendix.
II. MICSQ METHODOLOGY FOR SUBJECTIVE
3D QOE ASSESSMENT Subjective assessment of 3D video can be viewed as a process of explorative study, involving psychophysical measurement and scaling, and questionnaires. Traditionally, explorative studies on 3D display have been conducted by gathering focus group opinions following the viewing of a test sequence [1] . These methods are broadly the same as methods described in 2D recommendation documents [23] . In the following, we propose a very different approach. MICSQ is a new approach to conducting subjective 3D QoE assessment experiments using interactions between the subject, a quality assessment tool, and the 3D display. By using a wireless connection between the 3D display and the (possibly multiple) quality assessment tool(s), single or multiple subjects can simultaneously participate in the same experiment, assessing the same video in a classroom or movie theater environment.
We propose a real-time device interaction process between the 3D display server and quality assessment tool, which we currently envision as a tablet. The server controls the play and display of each 3D video and storage of the rating scores given by the subjects.
The human interaction process introduces the new idea of a tablet-based multi-subject interface. We also propose multimodal protocols to deal with the aforementioned problems of concentration loss, which may lead to degradation or interruption of a continuous assessment task, and the related immersion problem. To address these problems, the assessment tool delivers audio and tactile cues to the subjects throughout the task; these cues are tabulated in Table I . For example, the tablet may prevent loss of concentration by supplying periodic beeping and vibration reminders until the end of the assessment. A variety of tactile and aural cues have been proposed and discussed in previous studies [24] - [29] . The physical and cognitive interactions between the responses to visual, haptic and aural cues tend to mutually boost the efficacy of each modality [27] . In [28] , the authors created a multimodal device for visually impaired users to explore maps by offering a combination of audio and tactile stimuli. The authors found that users were better able to perform exploration tasks using these cues and assert that the combined use of aural and vibrational cues is crucial for the successful exploration of an image. Tactile and audio cues are particularly effective at enhancing perceptual ability when viewing fully immersive systems using large or head-mount displays [30] .
Thus, to address the immersion problem, the tablet may adjust the timing of the audio and tactile cues randomly, and could periodically announce the rating score during the assessment task. By audibly announcing the score every second, the subjects remain aware of the scores they are delivering, even if they are fully absorbed in watching the video. Evidence for neuroplasticity of the motor system suggests that haptic and aural assistance is a good way to enhance task performance. While much work remains to be done regarding determining the degree to which multimodal cues can enhance subject performance in visual tasks, the available evidence regarding neuroplastic enhancement by multimodal activity suggests that such approaches may prove to be highly effective [24] . In particular, the haptic (tactile) feedback technology between the subject and the tablet has the potential to minimally intrude upon the subject's awareness while supplying cues for guidance, control, and distraction reduction. Multimodal interfaces that incorporate haptic and aural feedback can enhance the user experience by combining multiple synergistic information cues [31] , with the potential to yield subjective task results that are more reliable, complete, and robust as compared to conventional methodologies.
B. Geometry of MICSQ
The proposed geometric layout of subject, display and tablet is depicted in Fig. 2 . The subject views the display at a distance while the tablet is located in front of the subject at a distance . The viewing distance is assumed to be about , where is the height of the stereoscopic display (in agreement with ITU recommendation [23] ). An aim of this environment is to allow the display and tablet screen to simultaneously and comfortably fall within the subject's field of view (FOV).
1) Single-Subject Geometry: Denote the subject's viewing angle in the vertical direction by , and the angle subtended by the subject's eye and the top and bottom of the display by . The line between the center of the display and the subject's eye (optical axis when fixated at screen center) is parallel with the floor at height . The angle between this horizontal line and the top and bottom of the display is (1) As shown in Fig. 2 , the location of an intersecting point between the subject's line of sight and the top of the tablet is . Therefore, where is the height of the tablet and (2) Based on this condition, the distance from subject to tablet is . To find a favorable position of the tablet for a given individual, could be located in the range where is the arm length of the viewer. Then (3) If the subjective assessment is conducted with the tablet oriented perpendicular to the floor, the subjects may not perceive the tablet screen at a uniform angle, thereby producing undesirable foreshortening and display artifacts. Thus, modify the angle of the tablet by the amount , yielding modified coordinates and , respectively. Then the angle satisfies (4) Thus, the position of the tablet may be optimized within the ranges of and , as shown in (3) and (4) . If the conditions above are satisfied, then it is possible to perceive the test sequence and the rating score at the same time.
2) Multiple-Subjects Geometry: One of the merits of MICSQ is that multiple subjects can participate in the assessment task simultaneously in a large space. For multi-view autostereoscopic display experiments, multi-user assessment could be performed by arranging the subjects to sit within a pre-defined viewing zone, while satisfying the conditions in Section IIB.1 above. If the viewing angle is increased, the reduction of luminance may become severe, and other impairments may arise, such as 'shear distortion' [1] , [4] . Moreover, viewers may experience different degrees of motion parallax when watching a multiview autostereoscopic display, depending on the viewing angle. To obtain valid subjective results, it is necessary to establish an appropriate viewing region where no such distortions occur. Fig. 3 depicts two different appearances of the grid with units of 200 mm along the x-and z-axes. In Fig. 3(a) , the grid pattern when the subject is at the center is shown without distortion. When the subject shifts 0.5 m to the left , the viewing angle is changed. In this case, the perceived grid pattern is distorted as shown in Fig. 3(b) . Therefore, the subject will perceive unnatural depth as well as distorted object shapes leading to errors in subjective assessment. Thus, it is necessary to determine optimal viewing positions, where shear distortions are not observed.
We conducted this experiment by having subjects view a 3D test image projected to be seen in front of the center of the stereoscopic display at a viewing distance , as shown in Fig. 4 . Detailed descriptions of the viewing environment and the subjects are given in the Appendix. The test image contained a gray Fig. 4 . Recommended viewing zone for multi-user assessment and experimental environment for measuring left and right horizontal displacements ( and ) using MICSQ. Subjects assess the shape of a square while fixing their eye on the upper surface of a square parallelepiped for a period of 10 seconds. During this time, the screen (stereoscopic display) moves to the right from the center along a rail (for example). The subjects should indicate changes in shape (to a non-square parallelepiped) by decrementing their scores. The value of can then be determined from these recorded scores.
square parallelepiped seen as floating in front of a black background. The screen (stereoscopic display) was moved to the left and right at a constant speed of cm/s ( cm/s) on a rail. We instructed the subjects to fix their eye on the upper surface of the rectangular parallelepiped (square-shaped) during the 10 second display interval. When the subjects began to perceive the shear distortion on the upper surface of the rectangular parallelepiped different from the square, their instruction was to lower their scores. The best viewing region was then obtained in terms of the maximal left and right horizontal displacements in angle of and as shown in Fig. 4 . The subjective results for a stereoscopic display and a polarized projector are shown in Figs. 5(a) and (b). The subject scores were initialized to five at time 0 sec. When the stereoscopic display moves to the right or left from the subject, as shown in Table II , the subjective scores were found to begin falling at and (at around 7 sec.), (likewise, for the polarized projector, and at around 6 sec.).
Subjective quality assessment also relies on viewing position. In order to study this effect, we performed a subjective visual comfort assessment 1 by fixing the screen position (stereoscopic display) and placing 40 subjects at four different viewing positions (position is the center position as shown in Fig. 4 . Subjective scores gradually decrease away from the middle position because the subjects experience visual discomfort due to the rapid variation of disparity, as shown in Figs. 6(a) and (b). Since the initial speed of motion did not appear to noticeably cause visual discomfort, the scores shown in both figures show almost no variation during the first second. The subjective scores at the center (position ) and position decreased from five to zero, while the subjective scores at viewing positions and only decreased to two and three, respectively. Thus, subjects located outside of the optimal viewing zone experience a very different 3D QoE compared to those at the center position. These experiences may increase or decrease with viewing position but the subjective score at the center should be a basis for the assessment result. Therefore, if the subjective scores at one viewing position are very different from the scores at the center, we may presume that the assessment was performed outside of the optimal viewing zone. In order to compare subjective scores at each viewing position and at the center , as shown in Fig. 6 , we denote the magnitude of the variation from the beginning to the end of the subjective score at each viewing position by . We measure similarity between the value of and the other values by computing the ratio between them. As shown in Table III , in both displays, the ratio between the values of and is significantly different (by about 41% and 51% in the left direction and by about 32% and 43% in the right direction). Subjective results not given from within the recommended viewing zone diverge significantly from those obtained within the recommended viewing zone, as shown in Table III .
III. RELIABILITY OF MICSQ BASED ON THE ANALYSIS OF SPATIO-TEMPORAL COMPLEXITY

A. 3D Spatial Complexity
The magnitude and distribution of depth information can be used to characterize 3D spatial complexity. If multiple objects have large disparities, or are distributed throughout an unusually broad disparity range, the stereo fusion process may be rendered incomplete. For example, in Fig. 7(a) , three persons are standing very close to one another within the CVZ, so the fusion process should occur easily. By contrast, in Fig. 7(b) , the three persons are standing further from each other, so the probability of falling outside of the CVZ may increase, leading to difficulty in fusion. The distribution of depth information can be obtained using depth estimation reference software (DERS) [32] , as depicted in Fig. 7(c) . Then, the 3D spatial complexity of the th frame is defined by (5) where the mean and standard deviation (std) are computed over all 2D spatial coordinates in the th frame, is a screen disparity at each location and and weight the relative importance of the mean and variance of the disparity. 2 
B. Temporal Complexity
Temporal complexity also affects visual comfort. It can be quantified by measuring the variability of motion along the -, -, and -axes. If there is a high variability along the direction of multiple moving objects, then viewers may experience increased visual discomfort. Denote a motion vector computed at each location in the th frame by 2 For simplicity, we set . . Then the velocity along the , and -axes is and , respectively. Hence, the temporal complexity can be defined by (6)
C. Stimuli
We conducted subjective visual comfort assessment experiments on two test sequences which are composed of multiple sequences obtained from 3D video databases made available by IEEE [16] and EPFL [21] . Moreover, one short movie named "BLOODROP" was also used. The sequence "SEQ. IEEE" is composed of nine sequences from the IEEE 3D video database having a frame rate of 30 fps and a length 90 seconds, while the sequence "SEQ. EPFL" is composed of eighteen sequences from the EPFL 3D video database at a frame rate of 25 fps and a length 180 seconds. The sequence "BLOODROP" is a 6 minute movie captured at a frame rate of 24 fps. Screenshots from the composed and "BLOODROP" video sequences along with descriptions of the composite sequences "SEQ. IEEE" and "SEQ. EPFL" are described in Fig. 8 .
D. Procedure
The subjective assessment experiments were conducted under constant room and background illumination conditions [23] . Fifty-six subjects were asked to assess the degree of visual comfort experienced when viewing the above three stereoscopic videos using both the MICSQ and SSCQE protocols. SSCQE was conducted using a mouse driving a cursor that each of the 40 subjects used to adjust the rating scale, which was overlaid on the same display as the test sequences [33] . Moreover, a touch-screen slider that was not overlaid on the same display was also used by 16 subjects to record the degree of visual comfort [7] , [14] . A tablet-pc was used for the slider, and multimodal protocols were not utilized in this study.
In addition, we also conducted an ACR procedure and compared the results with those obtained via MICSQ and SSCQE. The subjective visual comfort assessment experiments using MICSQ, SSCQE and ACR were separated by ten day intervals in order to rest the subjects. Furthermore, to familiarize the subjects with each methodology and with the stimuli, two 3D video sequences were displayed before each assessment series. The MPEG 3D TV sequences were captured at a frame rate of 30 fps and are each 10 seconds in length ('Lovebird1' and 'Newspaper' [34] ). After completing each task, each subject was asked to rate their experiences with MICSQ and SSCQE via a questionnaire, as shown in Fig. 12 . Fig. 9 depicts the results of the subjective visual comfort assessment experiments on all sequences plotted against and . Clearly, the subjective scores obtained using MICSQ and SSCQE show a high degree of correlation with the dynamics of and . Note that the subjective scores of "SEQ. IEEE" decrease markedly when exceeds 1, as shown in the 150th-600th and 1300th-1600th frame ranges in Fig. 9(b) . In other words, the subjects feel more visual discomfort during these periods. Likewise, in "SEQ. IEEE" increases dramatically (up to , which is out of the CVZ as a rule-of-thumb ) [1] - [3] , [6] during the 1800th-2100th frames, while the subjective scores noticeably decreased. However, the subjective scores delivered using both MICSQ and SSCQE remained low following the 2100th frame, even when fell to 0 . Because of the dramatic variation in the 3D spatial complexity, the accommodation and vergence processes in the human eye may have struggled to find a new stable state. The subjects may then continue feeling visual discomfort. Alternately, they may have experienced a hysteresis effect of continued dissatisfaction with the QoE even after a return to normal complexity. The subjective scores at times in "SEQ. IEEE", (for example, 900th-1300th frames) are relatively high because both and both fall below 1. On the other hand, the measurements of "SEQ. EPFL" exhibit higher dynamics than that of "SEQ. IEEE" overall, as shown in Fig. 9(c) . The subjective scores obtained using MICSQ and SSCQE decreased in alignment with large values of during the 1000th-1250th, 1500th-1750th, 3000th-3250th, and 4000th-4500th frames, although remained small. The dynamic fluctuation of in "SEQ. EPFL" apparently also influenced the level of reported visual comfort. For example, the reported level of visual comfort decreased during the 2000th-2250th frames where the motion activity was high. Furthermore, the reported visual comfort levels decreased as both and increased during the 250th-500th and 3500th-3750th frame periods.
E. MICSQ v.s. SSCQE
Unlike the above sequences, the measurements of in "BLOODROP" exhibit larger dynamics (in the range ) as shown in Fig. 9 (e). This range satisfies the CVZ, so that subjective scores obtained using both methodologies exhibit almost no variation over the entire duration. Moreover, the largest measurement of on "BLOODROP" was less than 1, with most of the contribution arising from the temporal complexity along the x-and y-axes. Therefore, temporal complexity may not have affected visual discomfort when the subjects viewed "BLOODROP", even if exhibited higher dynamics.
Note that the subjective scores obtained using MICSQ and SSCQE varied similarly against and . The commercial 3D video (e.g., "BLOODROP") was produced with low spatial and temporal complexities to avoid severe visual discomfort [Figs. 9(e) and (f)] [6] . The use of such a monotonous sequence may prove problematic when attempting to capture discomfort-related characteristics of the 3D visual system. Conversely, the sequences "SEQ. IEEE" and "SEQ. EPFL" were designed to provide clear tests of subjective assessment capability; the reliability of the two methods against human responses did indeed diverge, as we show next. 1) Reliability: When conducting subjective assessment using multiple subjects, the mean opinion score (MOS) is computed as (7) where is the number of subjects and is the score delivered by subject on the test sequence . 3 To measure the statistical reliability of the predicted data, we computed confidence intervals (CIs) on the MOS values. Using the MOS of the all subjects, the CI of % was computed using the Student's -distribution (8) where is the std of a single test condition among the subjects, and is the t-value with degrees of freedom. 4 Fig. 10 depicts the CIs of the three subjective methods (MICSQ, conventional SSCQE with a slider (SSCQE-slider) and SSCQE with a mouse (SSCQE-mouse)) at the 300th-600th and 1500th-1800th frames of "SEQ. IEEE" and the 1250th-1500th and 3250th-3500th frames of "SEQ. EPFL". The values of the MOS using SSCQE and MICSQ are quite similar, but the average length of the CI for MICSQ is shorter (approximately 55%) than for SSCQE. However, the difference between the CI of SSCQE-slider and that of SSCQE-mouse is not significant. This means that the subjective scores obtained by SSCQE varied more than those captured using MICSQ. Moreover, this is not due to the change of the assessment tool itself, but mainly due to the multimodal protocols of MICSQ. The scores of the two methods diverged sharply towards the end of the evaluation intervals, as shown in Figs. 10(a) and (c). One possible explanation for this is that decision uncertainty is reduced by neuroplastic adaptation to multimodal information as each video sequence plays out [35] . In addition, to demonstrate the high reliability of MICSQ exhibited on the other sequences, we tabulate the mean length and std of the CIs on 3 for "SEQ. IEEE" and for "SEQ. EPFL". 4 We set in accordance with a significance level of 95% and as the number of subjects. the six sequences ("BLOODROP", "Cafeteria", "Running" and "Street" 5 in [16] and the two "SEQ. IEEE" and "SEQ. EPFL" sequences) in Table IV . The mean length and std of the CIs from MICSQ are smaller than those of SSCQE, implying that subjective assessment using MICSQ is more reliable than using SSCQE.
2) Dynamic Representation of Perception: In the process of deciding a proper 3D QoE score, a large variety of information sources, such as binocular disparity, are used as input to the brain where they are interpreted by perceptual and cognitive processes [35] . However, in general, while visual discomfort often accumulates due to the immersion of the viewer, his/her reactions may also slow in proportion to the accumulated visual discomfort. This may result in less accurate and delayed responses. However, we hypothesize that the availability of multimodal cues may reduce unfamiliarity relative to the subject's assessment task, both in terms of perception and cognition. Generally, when recording judgments using MICSQ, subjects should be better able to concentrate on their 3D task(s) with less distraction from the scoring process.
MICSQ allows for a wider dynamic range of perception, while leading the subjects to concentrate on the assessment task longer, with faster responses. Figs. 11(a) and (b) show the improved, higher dynamics in the perceptual responses reported via MICSQ relative to those using SSCQE. In particular, we can observe that the influences of the multimodal cues on human judgements are very significant by comparing the results between MICSQ and SSCQE-slider. In addition, the scores obtained via SSCQE-slider show a slightly wider range than those obtained via SSCQE-mouse. Therefore, the effect on human judgements varies according to the assessment tool.
In order to quantify how much the subjective score varies as a function of the subject's intention, we also measured the dispersion of the subjective scores by each subjective methodology. 5 These sequences have a frame rate of 30 fps and a length of 30 seconds. The subjective assessment was conducted by 16 subjects as shown in Appendix A Let be the magnitude of the score variation over one second surrounding the scene change frames: (9) (10) where and are the subjective score, the index of a scene change frame and the frame rate of the test sequence respectively. 6 Table V shows the std and for the six test sequences. Apparently, MICSQ delivers a much more dynamic representation of human response as compared to SSCQE.
3) Performance Comparison: In order to determine what the relationship might be between the ACR of each composed sequence and the corresponding assessment results obtained via MICSQ and SSCQE, 16 subjects conducted an ACR on "SEQ. IEEE" and "SEQ. EPFL". Instead of extracting scores over the entire 10 second sequence duration, only the scores over the last 8 seconds of each sequence were sampled, presuming a similar response time to adjust the slider [3] . The correlations were calculated by using the mean value of 16 sampled MICSQ and 6 and for "SEQ. IEEE" and and for "SEQ. EPFL". SSCQE scores (8 seconds sampled at 2 Hz) from each sequence against the ACR scores from 16 subjects. All of the correlations between the ACR and the MICSQ and SSCQE scores are low, as shown in Tables VI and VII. This tendency of low correlation between a single assessment of a short sequence and a continuous assessment of the same sequence was also found in [3] . The correlations are somewhat higher on the fourth sequence of "SEQ. IEEE", since and are static and the scores from both methodologies are almost flat. Subsequently, the MICSQ scores in ' ' and ' ' contain much higher dynamic energy than the SSCQE scores. Hence, the correlations between ACR and MICSQ are markedly higher than between ACR and SSCQE. Although the difference between the average correlations of MICSQ and SSCQE is not significant, the correlation between the ACR and corresponding MICSQ results are higher than between SSCQE and the ACR. This difference is more notable on "SEQ. EPFL" than on "SEQ. IEEE" because "SEQ. EPFL" contains higher dynamics than "SEQ. IEEE", as mentioned in Section III-E.2.
After finishing their assessment tasks, each subject was asked to complete a six item questionnaire in which discomfort and distraction experienced when using MICSQ and SSCQE were probed. Answers were collected using an 11-element Likert Fig. 12 . The mean responses were higher for MICSQ than SSCQE for all questions, as shown in Table VIII . Importantly, subjects using MICSQ found the experience to be comfortable and less distracting to the assessment task as compared to SSCQE, as indicated by the responses to Q.1 and Q.4.
IV. STUDY ON EMPIRICAL 3D DISTORTIONS
The high reliability of MICSQ suggests that we can perform more accurate analyses on empirical 3D distortions. For example, for 3D computer graphics applications, it is possible to control the shooting environment (focal length, CCD width, position of cameras, etc.) with a high degree of freedom as functions of parameters of the assessment (viewing) environment (viewing distance, display size, resolution, etc.). Thus, we constructed several 3D computer graphics sequences to use with the viewing and shooting environment parameters depicted in Fig. 13 .
If the score is lower than the initial score (5), the subject experiences noticeable visual discomfort, but generally feels satisfactory visual comfort when a score is over 8. Thus, we set a score of 8 as a reasonable threshold for comfortable 3D QoE based on the results of the experiment described in Section IV.A. Using the experimental setup depicted, we conducted three experiments: A) dynamic response of the CVZ as a function of the duration of exposure to uncomfortable stimuli; B) the effects of motion in depth on visual comfort; and C) relating the 3D depth of field to the sensation of naturalness. Table IX outlines these TABLE IX  OUTLINE OF THE THREE -inter-ocular distance (IOD).
-viewing distance.
-the distance between the two eyes and the object P. -the distance between the camera and the object P. -the distance between the camera and the zero-parallax position. -the angle between the two eyes and the object P. -the angle between the two eyes and the projection point to the display of the object P.
-the magnification factor. -the length of the width of the CCD sensor. -focal length of the camera.
experiments, the effects of variable parameters on two 3D QoE factors, and a summary of new discoveries. Detailed descriptions of the viewing environment and the subjects are given in the Appendix.
A. Comfortable Viewing Zone (CVZ) 1) Objective:
The stereoscopic fusion process combines the retinal images from the two eyes into a unified percept. This occurs within a short distance from the horopter (Panum's area). It is difficult to fuse objects outside of Panum's area, and attempting to do so may cause visual discomfort. In general, as rule-of-thumb, for clear and single binocular vision, objects need to lie within the Panum's area while the disparity needs to be smaller than 1 . However, this CVZ may decrease with an increasing duration of exposure to an uncomfortable state [2] , [36] . Here, we measure the degree to which the CVZ shrinks as a function of exposure duration when viewing dynamic 3D video.
2) Experimental Set-Up: As shown in Fig. 14 , the subjects watched a preview 3D video of duration ( , 300 and 600) before viewing the test sequence. We denote the three experiments as 'EXP I', 'EXP II' and 'EXP III' respectively. In the preview 3D video, multiple 'meteors' moved continuously through a range of screen disparities of 1.5 to , giving the viewer a sense of flying through space. The initial speed of each meteor was set at 60 cm/s and then increased in increments of 10 cm/s until the speed reached 150 cm/s. When the speed of the multiple meteors was 150 cm/s, it was held constant until the end of the presentation. Subjects viewing this sequence may be expected to experience visual discomfort after approximately 1 second due to the rapid motion in depth, as verified in Fig. 6 . After watching the 3D preview video over time , the subjects immediately watched the test sequences while performing the subjective visual comfort assessment task over a period of 20 seconds. Fig. 15 depicts the shooting environment used to generate the test sequences. A gray rabbit was placed in the center and captured by the stereo camera, while the value of the inter-ocular distance (IOD) was increased according to over a period of 20 seconds at increments of mm/s. Then, the distance between the camera and the zero parallax position (3D focal point) is varied as . It is important that the screen disparity can be decreased without changing the size of the rabbit: (11) where is the magnification factor. Unlike typical experiments for studying the effect of disparity on visual comfort [11] , we can observe the effect of disparity more precisely because the object size remains unchanged and therefore any variation of disparity is thus isolated.
3) Results and Discussion: The CVZ must be determined differently depending on the time spent viewing the preview 3D video, as shown in Fig. 16 . In 'EXP I', the CVZ falls in the range , which is very similar to the rule-of-thumb. However, in 'EXP II', the CVZ occupies the range which is narrower than in 'EXP I'. In addition, the overall subjective score is also lower. However, when the preview 3D video was played for 600 secs., the scores obtained in 'EXP III' monotonically decreased from the beginning of the test sequence. Thus, no CVZ could be found because the score failed to rise above the threshold of eight, which we applied as the guideline for comfortable 3D QoE.
Using MICSQ, the CVZ was accurately determined to be , which differs from the rule-of-thumb . Moreover, as expected, most of the subjects experienced an accumulation of visual discomfort. Table X summarizes the CVZ found in this manner as compared to the conventional rule-of-thumb.
B. Speed and Direction of Depth Motion 1) Objective:
The effect of depth motion on visual comfort varies with the direction and speed of motion [11] . Object motion toward the viewer (looming) is more sensitive than motion away from the viewer [8] , [38] . Nevertheless, a study of depth motion as a function of direction in depth on visual comfort when viewing 3D content remains a topic worthy of inquiry. The goal of our next experiment using MICSQ was to study the way a subject's feelings of visual discomfort vary with the speed and direction of motion in depth. Specifically, we sought to find a threshold for speed in each direction at which subjects began to feel visual discomfort.
2) Experimental Set-Up: We constructed two 3D computer graphic sequences where a gray sphere is presented in the center of the frame which moves either towards or away from the viewer, as shown in Fig. 17 . In order to help the subject accurately perceive the change of depth, a gray ring is positioned at zero disparity surrounding the sphere, all against a black background. Using these two sequences, two experiments 'EXP IV' and 'EXP V' were conducted.
In order to not cause visual discomfort from disparity alone, the object is restricted to movement within the CVZ obtained for 'EXP I' in Table X . First, for the direction towards the viewer ('EXP IV'), the sphere moves from to . For the reverse motion ('EXP V'), the sphere moves from to . In both experiments, after the sphere reached the end position, it began moving again from the start position. The initial speed was set at 15 cm/s and then increased in increments of 10 cm/s each time the sphere returned to the start position during an overall presentation length of 20 seconds. However, unlike the previous experiment (Fig. 15) , the IOD was fixed at . Hence the size of the sphere is gradually increased and decreased in 'EXP IV' and 'EXP V', respectively. 3) Results and Discussion: For both experiments, the initial score began at 5, and rose to around 9. In 'EXP IV', the subjective score decreased as the sphere in the video reached 35 cm/s as shown in Fig. 18 . The scores fell below 8 (our threshold for comfortable 3D QoE), as the speed exceeded 65 cm/s. When the speed exceeded 135 cm/s, the scores fell below the initial score of 5 and most subjects experienced significant visual discomfort. In 'EXP V', the subjective scores began decreasing at a speed of 75 cm/s, falling to around 8 at 135 cm/s, which is twice the speed in the direction towards the viewer. These results strongly suggest that human viewers are more sensitive to looming motion and begin to experience visual discomfort from looming at a lower speed than from motion in the opposite direction. Furthermore, we found that even if the object is displayed within the CVZ, visual discomfort may be induced if the speed in depth is excessive.
C. Relating DOF to Naturalness 1) Objective:
The DOF is the amount of retinal defocus whereby accommodation is accomplished such that a scene appears acceptably sharp in the 3D vicinity of the point of gaze [1] . Generally, the value of the DOF is around the fixation point [8] . In natural viewing, the human eye perceives objects that are located in front of and behind the focal point as blurred. Thus, if all objects outside the DOF are displayed sharply, it is plausible that human viewers may experience an unnatural sense or even annoyance from the excess of sharpness. Thus, automatic generation of artificial blur has been widely discussed for 3D applications [1] . In order to study the relationship between perceived naturalness and the synthetic DOF, we measured subjects' feelings of naturalness as a function of the aperture diameter of the stereo camera.
2) Experimental Set-Up: A gray rabbit was placed in the center with two neighboring checkered 'occluders' imaged by the stereo camera while the aperture diameter was increased. The occluders were placed in front of (behind) the rabbit and presented in the test sequence for 'EXP VI' ('EXP VII') as shown in Fig. 19 . The subjects were instructed to fix their eyes Fig. 19 . Content of the test sequences. The rabbit was positioned at the center of the frame and two checkered 'occluders' were presented in front of ('EXP VI') and behind ('EXP VII') the rabbit. The aperture diameter of the camera was increased from 1 mm to 11 mm in steps of 0.5 mm/s. on the rabbit during the experiments. When the value of the aperture was very small, the minute amount of blurring in front of and behind the rabbit gives rise to unnatural viewing. When the value of the diameter was made very large, too much blur also caused unnatural viewing. Unlike prior experiments where a blurring filter was used [39] , we implemented blurring more naturally and accurately by controlling the degree of blur in proportion to the distance from the rabbit by increasing the aperture diameter as follows.
Denoting the value of the aperture diameter at time as , the f-number of the aperture of the camera is . Then, the hyperfocal distance of the camera is (12) where is the radius of the circle of confusion and is the focal length. 7 The near and far distances of the DOF in the shooting environment are expressed in terms of and , respectively:
Thus, increases and decreases with increases in . In both experiments, was increased from 1 mm to 11 mm in increments of 0.5 mm/s over an interval of 20 seconds.
3) Results and Discussion: Fig. 20 depicts the result of the subjective naturalness assessment study as a function of the variation in the aperture diameter. In 'EXP VI', the subjective score started rising from five at the 64th frame at the value of mm. The score continuously increased until the maximum value of mm, then decreased rapidly to three. Similarly, as shown in Fig. 20 , the subjective score in 'EXP VII' began rising at the value mm, and increasing to around seven until the value mm was reached. Then, the score decreased to 5.5 at a relatively slower rate than in 'EXP VI'. Observe that the obtained value of the aperture diameter when the naturalness was maximum in 'EXP II' was a little larger than in 'EXP VI'. However, when the blur was very significant, the reduced degree of naturalness was very noticeable in 'EXP VI' as compared to 'EXP VII'. This suggests that human viewers are more sensitive to variations in naturalness when foreground objects are present in front of the fixation point, at least as compared to the blurring of background objects.
Although individuals may experience changes in naturalness due to different blurs, our results suggest that a proper degree of blur brings more naturalness to 3D content. In addition, the aperture diameter values of 7.7 mm and 8.05 mm, where the subjective scores were maximized in each experiment, are similar to the diameter of the cornea of the human eye (around 7.8 mm) [40] . Therefore, the effect of artificial blur on naturalness is significant when the diameter of the aperture is similar to the diameter of the cornea. However, when the degree of blur becomes excessive, human viewers begin to feel a sense of unnatural viewing.
V. CONCLUSION
Human subjects experience 3D visualization very deeply. Moreover, they feel visual fatigue due to the accumulation of visual discomfort, complicating the assessment of 3D QoE. Here we proposed a new methodology, named MICSQ, for subjective 3D QoE assessment experiments. Unlike conventional methods, MICSQ utilizes external stimuli such as vibration, flickering and sound to improve human concentration during 3D QoE evaluation. We conducted a number of relevant experiments to verify the utility of the new MICSQ methodology. We also contributed new findings on visual comfort as it relates to disparity and motion, and found an interesting relationship between naturalness and DOF. As advanced techniques for 3D signal processing and demand for 3D content continues to expand, we envision that comprehensive 3D QoE protocols such as MICSQ will prove increasingly valuable. The software of MICSQ can be downloaded from http://insight.yonsei.ac.kr.
APPENDIX EXPERIMENTAL SET-UP
A. Viewing Environment
To perform single-user subjective 3D QoE assessment experiments using MICSQ, a forty-six inch polarized stereoscopic display with resolution 1920 1080 and display height m was used. , following ITU-R Rec. 500-13 [23] . For multi-user subjective assessment, the same viewing environment was used except for an increase in the screen size ( m) and the viewing distance ( m) and a 3D projector (BenQ W710ST: Hz) in Section II.B.2.
B. Subjects
Fifty-six subjects (39 male and 17 female) participated in the assessment study. Fifteen of the subjects are involved in 3D research while the others were naive. The ages of the subjects ranged from 24 to 31 with an average of 27. All subjects were tested and found to have good or corrected visual acuity of greater than 1.25 (the Landolt C-test) and good stereoscopic acuity of less than 60 arc (the RANDOT stereo test). The viewers conducted subjective 3D QoE assessment one hour a day for a month. If the rating score of a subject was found to be much different from the group results, the subject was regarded as an outlier following the rejection procedure in [23] . The number of subjects and the equipment used in the assessment described in each of the preceding sections of this paper are summarized in Table XI . Jiwoo Kang received his B.S. degree in electrical
