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CHAPTER I. INTRODUCTION 
The field experiment has been, for more than a hundred 
years, the basic and most important tool in agronomic re­
search# Identification of factors responsible for major 
yield differences and the development of packages of improved 
crop production practices have been the main objectives of the 
investigations. Despite the early recognition that yield 
depends on the combined effect of plant, soil, climatic and 
management factors, all acting simultaneously, the strategy 
of agronomic research historically has been that of investi­
gating the effect of only one or, at most, a few factors at 
a time while keeping the rest constant at a predetermined 
level. The development of statistical techniques for design 
and analysis of experiments contributed to the consolidation 
of this research strategy. The early statistical methodology 
for design and analysis of experiments was primarily directed 
to isolate the effect of the factor being investigated from 
the effect of those factors not susceptible of being con­
trolled and/or held constant. The effect of nonexperlmental 
factors was considered experimental error. 
A considerable amount of information has been collected 
by using this approach for more than a century. The develop­
ment of more refined statistical techniques has permitted 
acre complex field experiments to be conducted from which the 
simultaneous effect of two or more production practices could 
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be evaluated. The concept of Interaction, complementary to 
that of the main effect of two or more factors, has also been 
taken Into consideration. 
The main limitation of the Information obtained by this 
procedure is that, being dependent upon the value of the rest 
of the production factors at the site of the experiment, it 
has only a limited area of application. Considering that the 
principal objective of the research strategy was to isolate 
the effect of the factor being studied from the rest of the 
production factors, interactions between the factors being 
studied and the environmental factors of the experimental site 
were ignored. Moreover, when experiments at different lo­
calities were conducted, the results were reported as the 
mean effects across experimental sites. 
Aside from practical considerations, today this research 
strategy may be subject to some criticism from the academic 
point of view. A systematic body of knowledge on quantita­
tive crop production relationships, something that perhaps 
may be termed "agronomic theory", still is nonexistent despite 
more than a century of agronomic research. At least part of 
the problem may be the local character of the investigations. 
Lack of identification and explicit evaluation of nonexperl-
mental variables, probably constant at a given experimental 
site, prevent comparisons of the results with those obtained 
from another experiment conducted in a different region. And 
It may be difficult to comprehend the general relationships 
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governing the "behavior of crop yields across agricultural 
regions unless comparison and analogy could be used in the 
scientific inquiry. 
Regarding the application of research results to 
farming, some investigations may produce recommendations that 
are valid across a region, notably the case of variety 
adaptation. Yet the successful application of other research 
findings to individual farms depends on the local conditions 
of the specific field being planted. In particular, this is 
the case of fertilizers and irrigation. For some time the 
use of general recommendations with no consideration given to 
the local conditions was enough to produce large increases 
in yield and production. At present, two issues may be indi­
cating that it is time to move one step further in improving 
the physical efficiency of the crop production operation. 
Efficiency increases of transformation processes in the non-
farm sector of the economy not accompanied by corresponding 
improvements in the farm operation may be one of the prob­
lems that, together with others, is responsible for the 
deterioration of the income of the farm sector. The need for 
increasing the physical efficiency of the crop production 
process seems to be important to both the agriculture of 
developed as well as of underdeveloped countries. In the 
latter group of countries, aside from the need to increase 
the production to satisfy a critical food demand, the 
efficiency factor cannot be ignored today. Increases in the 
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volume of production are going to be achieved only by the 
use of modem farm inputs like chemical fertilizer, weed and 
insect killers, etc., together with improved varieties. And 
the prices the farmer has to pay for the inputs is not 
determined by the efficiency level of the farm operation but 
"by that of the industrial sector. 
Today it may be necessary to increase the efficiency and 
degree of control of the crop production operation for still 
another reason, the need to preserve the quality of the en­
vironment. Increases in mineral content of running waters, 
in particular N compounds, is being traced to the use of high 
rates of N fertilizers on the croplands. General fertilizer 
recommendations that do not consider the local conditions of 
the fields being planted may result in using more fertilizer 
than required. 
To attain the necessary balance between the requirements 
for a maximum farm production and profit, as well as to keep 
the use of chemical fertilizers and other inputs at a minimum, 
a better understanding of the factor yield relationship is 
necessary. As the functional relationships of the biological 
mechanisms are far from being completely understood, models 
are being used to approximate them. Recent developments in 
statistical designs and methods of analysis permit the simul­
taneous field investigation of many of the factors affecting 
yield. The availability of high speed computing facilities 
after the 1950*s has accelerated this kind of study. To a 
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certain extent, the widespread availability of computers is 
permitting today the processing of masses of data regarding 
yield and production factors. For many relationships suffi­
cient theoretical bases, whether agronomic, statistical or 
both, have yet to be completely elaborated. 
There are three main objectives of this dissertation. 
First, a critical review of current procedures being used in 
crop yield model building will be undertaken. The purpose 
is to identify areas where additional theoretical develop­
ments in agronomy, statistics or both may be necessary so as 
to increase the reliability in the methods and results ob­
tained by their application. 
The second objective is to develop the concept of the 
crop production system as a new unit for the study of the 
relationships between yield and all physical production factors 
affecting It, The individual field experiment has tradi­
tionally been the unit of study, the results of several ex­
periments being aggregated when interactions between the 
controlled and environmental variables had to be considered. 
It is contended that a defined region of crop land including 
all the variable factors affecting yield Is a more natural 
and logical unit for studying yield variations as affected by 
controlled production practices, e.g., fertilizers, and their 
interaction with the natural factors. The "experiment" then 
will be all the individual tests and measurements over the 
whole system over a number of years. Field, laboratory and 
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numerical investigations should be considered only as compo­
nents of the experiment to investigate the factor-yield 
relationship. 
The third objective of this dissertation is to develop 
a model for wheat yield, N and P fertilization and soil, 
climatic and management variables for a defined wheat produc­
tion system in Chile, Emphasis will be given to comparing 
alternative functional forms to be used in the model and to 
the procedure for model building. 
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CHAPTER II. DEVELOPMENT OF THE PROBLEM 
Review of Literature 
Crop production function studies 
Before 1950» most of the research in crop response to 
fertilizers was characterized by experimental plans in which 
the level of one nutrient was varied at a time while keeping 
the remainders at a constant level (Hutton, 1955)* As indi­
cated by Ferrari, the main preoccupation was to ascertain 
whether the experimental factor produced a statistically 
significant effect (Ferrari, I966). Even in the case of 
factorial experiments, the objectives were very similar, 
aside from the evaluation of the interaction. For all prac­
tical purposes, the yield of a crop was considered as a dis­
crete function of the production factors. Only a few authors 
considered the yield as a continuous function of the factors 
in their investigations, and even fewer of them considered 
the multifactor case (National Academy of Science—National 
Research Council, I96I). This state of development, both in 
the theoretical and in the applied aspects of the field, was 
consonant with the lack of high speed computing facilities 
required to handle the enormous number of arithmetic calcu­
lations associated with the analysis of multifactor relation­
ships as performed today. 
A definite change in the basic ideas occurred during the 
early 1950*s, and its beginning may be associated with the 
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publication of research done at Iowa State University (Heady, 
Pesek and Brown, 1955)» Yield response to factorial combina­
tions of N, P and K fertilizers was considered as a continu­
ous tri-dimensional phenomenon, and second-degree polynomial 
models, fitted to the data by ordinary least squares proce­
dures, were used to describe the relationship between combina­
tions of fertilizer rates and yield observed in individual 
experiments. Methodological problems were evaluated and the 
contribution of different disciplines, in particular statis­
tics and economics, to agronomic research was considered 
(Baum, Heady and Blackmore, 1956; Baum et al., 1957). 
The need to explain differences In yield response to the 
same combination of fertilizer rates at different locations 
led to the consideration of the levels of other production 
factors at each experimental site. The group of factors con­
sidered included the plant population, crop management prac­
tices, soil properties and the weather during the growing 
season. In the middle 1960*8, Voss and Pesek (I965) suggested 
a method to evaluate the effect of site factors upon the 
parameters of fertilizer-yield equations calculated separately 
for each of a group of experiments. In essence, the method 
consisted of regressing the yield data over fertilizer rates 
at each experiment and correlating the series of values that 
each regression coefficient (RC) takes across the different 
experimental sites with each measured environmental factor. 
A predetermined minimum value for the correlation coefficients 
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may be set as an indicator of a (parameter) x (factor) inter­
action, and those Interactions considered different from zero 
are Included in the model for yield as a function of fertil­
izers and environmental factors. Applying their procedure, 
the authors developed a model relating com yield to fertiliz­
er rates and other production factors with data from a group 
of experiments conducted in the Clarion-Nicollet-Webster soil 
association in Iowa (Voss and Pesek, I967). This work fully 
extended the concept that the yield of a crop may be con­
sidered as a continuous function not only of the fertilizer 
rates but also of the levels of other production factors. 
Three other investigators developed models for corn yield 
in mther areas of the state of Iowa by applying procedures 
similar to those used by Voss and Pesek (I965; 196?), 
Desselle (I967) and Turrent (I968) used data from field ex­
periments conducted at the following Iowa soil associations: 
Downs, Tama-Muscatine, Otley-Mahaska-Taintor, Adair-Seymour-
Edlna, Galva-Prlmghar-Sac and Marshall. Chrlstensen (I968) 
used for his model data from the Galva-Primghar-Sac, Marshall, 
Tama-Muscatine and Otley-Mahaska-Taintor soil associations 
in Iowa. 
A preliminary P-test to assess the effect of environmental 
factors upon the parameters of the fertilizer-yield equation 
has been proposed by Cady and Fuller (I97O). The procedure 
consisted In testing the variation exhibited by a given RC 
from site to site against the pooled variance for the RC 
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across sites. A significant test Is taken as an indication 
that some environmental factors may be responsible for the 
site to site variation of the parameter in question, i.e., 
that a significant (parameter) x (factor) interaction may be 
expected. The problem remains to determine which factor or 
group of factors are responsible for the variation. To single 
them out, the previously mentioned procedure of Voss and Pesek 
(I965) as well as any past experience may be used. After that 
step, two procedures may be used to build the generalized 
yield vs. fertilizers and environmental factors model(Cady and 
Puller, 1970). One way is to regress each parameter of the 
yield vs. fertilizer model on the corresponding predetermined 
group of environmental factors and then substituting the re­
sulting regressions for the parameters in the restricted 
model. Another procedure is to start with a full model which 
includes all the factors and interactions previously detected 
or assumed significant (whether in the statistical, or 
agronomical, or both senses) and use a deletion procedure to 
obtain a reduced model. Working with data from experiments 
conducted on the Monona-Ida-Hamburg and Marshall soil associa­
tion, Voss, Hanway and Puller (1970) produced a generalized 
model for com yields by applying the procedures discussed 
above. 
A different approach has been used by Laird and Cady 
(1969) to evaluate the effect of site factors upon the com 
yield response to different rates of nitrogen fertilizer. Two 
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statistical procedures and a set of restrictive agronomic 
considerations were used to produce three different reduced 
models from a full model initially hypothesized on the basis 
of broad agronomic considerations. The statistical procedures 
used were the stepwise regression and the "teckward elimination, 
both as described by Draper and Smith (I966). None of the 
reduced models completely satisfied the authors, 
Heuss and Gelst (1970) approached, in a somewhat differ­
ent way, the situation of incorporating a measure of avail­
able soil nitrogen into a model for the response of malting 
barley to nitrogen fertilization. It was assumed that all the 
available nitrogen, regardless of the sources, has the same 
effect on the nutrition of the plant. Hence, the initial 
available soil nitrogen plus the fertilizer nitrogen may be 
added together to obtain a figure of the total initially 
available nitrogen. In addition, the contribution of the 
mineralized nitrogen may be accounted for by adding to the 
initial total the product of the organic soil nitrogen present 
times a factor representing the fraction mineralized. The 
numerical value of the factor should be selected as to 
minimize the residual sum of squares of the generalized re-
gressiono A model for barley yield as a function of fer­
tilizer and soil nitrogen was constructed under the above 
procedure, which explained about 65^ of the observed yield 
variation (Gelst et al,, 1970), 
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Statistical model building procedures 
The use of regression to fit equations to data is a well 
known statistical procedure. Yet it is only in recent years 
that the methodology has reached a widespread degree of appli­
cation and increasing degree of complexity. Regression is 
a key part of a more general problem which may be designated 
"statistical model building procedures". A characteristic 
of these procedures is that the exact family of functions to 
which the model belongs is not known and that nontrivial 
error elements are associated with the data, or the model 
or both (Kempthorne and Folks, 1971)» Depending upon the 
structure of the system, one or more algebraic equations may 
be needed to represent the relationships among the variables 
involved (Johnston, 1972). The following discussion will be 
restricted to models requiring one equation. This equation 
includes a dependent variable or predlctand, a group of inde­
pendent variables or predictors and a stochastic term. Many 
different situations may be individualized depending upon the 
nature of the variables or the assumed properties of the 
stochastic term. Appropriate estimation and test procedures 
have been devised for many of them (Puller, 1972a; Kempthome 
and Polks, 1971; Johnston, 1972). As will be seen later, we 
will restrict the discussion to the case of fixed, random, 
or mixed independent variables, measured with negligible 
error and a stochastic term in the model that is NID(0,a^)« 
The model may be linear or nonlinear in the parameters. 
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Assuming that a set of data is available and that it is 
intended to build a model-,..the problem still is not completely 
defined, and may belong to any of the following three differ­
ent cases (Warren, 1971)* In the first case, it is assumed 
that the set of predictor variables in the model is per­
fectly known. The model building process then reduces to 
the estimation of the parameters by least squares. In the 
second case, it is known that a given subset of all possible 
predictors must be included in the model while uncertainty 
exists with respect to the remaining variables. This situa­
tion belongs to the general class of statistical problems 
designated as inferences with Incompletely specified models 
(Bancroft, I965). Estimation procedures and decision rules 
concerning inclusion or deletion of dubious variables in the 
model have been derived (Larson and Bancroft, 1963a; Kennedy 
and Bancroft, 1971) and they will be reviewed elsewhere in 
this dissertation. Finally, the third case corresponds to 
the situation where there is no previous knowledge about 
which predictors should be included in the model, and all 
selection must be done only on the grounds of statistical 
considerations. Pyne (1970) has reviewed the procedures 
available for this situation, and he also made a study of the 
relationship between sets of predictors found when different 
model building procedures are applied to the same data set. 
These procedures are the Forward Selection, the Backward 
Elimination and the Step-Wise (Efroymson) as described by 
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Draper and Smith (I966), and the Cp procedure proposed "by 
Mallows (Gorman and Toman, I966). All. of these use the 
totality of the available data in the process of estimation. 
The decision rules for inclusion or deletion of variables 
are based on sequential fitting of different subsets of pre­
dictors and predetermined decision points for functions of 
the residual sums of squares. Recently, Anderson, Allen 
and Cady (1972) proposed a new procedure based on the use of 
only part of the available data for estimation purposes, 
while the remainder is used to calculate a prediction sum of 
squares (PRESS) based on the difference between Y^, the ob­
served response, and Y(i)» the response predicted from the 
equation estimated using the first part of the data. The 
PRESS decreases to a minimum as additional predictors are 
Included in the model. It selects the subset of predictors 
which brings the value of PRESS to some arbitrary point close 
to the minimum. It is assumed that the predictors left out 
will cause negligible bias as long as PRESS is close to its 
- minimum. 
Agronomic and statistical problems in crop yield model 
building 
Procedures for crop yield model building have followed 
a development path sometimes coincident, sometimes parallel 
to that of procedures developed solely on statistical grounds. 
As a direct consequence the set of assumptions pertaining 
to both disciplines has not always been satisfied in full. 
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For example, the typical agronomic situation does not satis­
fy the statistical assumptions that the X's are fixed variables 
and measured without error. On the agronomic side, it is dif­
ficult to find support for the assumption that the yield curve 
is a parabola having its maximum at the vertex, symmetric in­
creasing and decreasing portions and linear rate of change. 
All these restrictions are implied when using a quadratic 
polynomial. 
Another aspect that deserves consideration is the role 
of previous agronomic knowledge in the model building process. 
If there exists at least some agronomic knowledge which should 
be incorporated into the final model, then the problem is 
restricted to the second of the three cases--that of full, 
partial or no previous knowledge—previously discussed. The 
use of statistical model building procedures developed for 
the case when no knowledge is available—forward selection, 
backward elimination, stepwise, Cp and SPO—is appropriate 
only if one is prepared to accept the fact that previous 
agronomic knowledge is useless. Clearly inferences that 
contradict accepted agronomic facts may be drawn from a model 
derived solely by applying an accept-reject statistical rule. 
The above discussion relates directly to the uses and 
benefits that agronomists intend to obtain from crop yield 
models. For one, models are Intended to predict yield for a 
given set of values of the production factors and in such 
case they are prediction models in the sense described by 
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Draper and Smith (I966) or Anderson, Allen and Cady (1972). 
But models are also used to determine the levels of certain 
inputs subject to the condition that the profit associated 
with producing the corresponding yield be maximized (Heady 
et al,, 1955)* In this respect, the model should be con­
sidered as being a control model (Draper and Smith, I966; 
Anderson, Allen and Cady, 1972)« This double restriction on 
the character of the model may be an important source of 
trouble in the model building process. The model should not 
only meet certain statistical criteria based on functions of 
the data, but should also provide a good approximation to 
the unknown functional relationship. And in doing so, the 
selected set of predictors and their coefficients should 
not disagree with available qualitative or semi-quantitative 
agronomic knowledge. In other words, the model cannot be 
statistically sound unless it Includes as much agronomic 
theory as is available. 
In spite of the massive amounts of information available 
today as a product of agronomic research, it is a fact that 
not very much of the information concerning factor yield re­
lationships Is readily available to be incorporated Into a 
quantitative statistical model (Wright, I97I). Typically 
the agronomic research has been analytical in character 
where the main purpose has been to understand the basic 
mechanisms of the many processes involved in crop production. 
Aside from isolated efforts like those mentioned by Ferrari 
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(1966) there has not been a parallel effort to produce a 
synthesis of the information so far gathered into a struc­
tured body of crop production theory (Army, Isleib and Greer, 
1971), According to Black (I968): 
..e The principal scientific problems in the area 
of soil-plant relationships are those of measurement 
and soil integration.,.. For the present, the major 
concern is measurement. Integration has not pro­
gressed far. 
The work in crop yield model building that began at 
Iowa State University in the 19$0's may be considered as 
pioneer in this respect. Although the Initial objectives 
were oriented towards the solution of farm management prob­
lems, the importance of model building in the understanding 
of the basic factor-yield relationships was soon recognized 
and stressed (Pesek, I966), 
The lack of widespread research efforts needed to build 
an integrated theory of crop production may be partially ex­
plained by the following reasons. First, there was an undue 
influence of the physical sciences methodology upon early 
agronomic research workers like Liebig, Mitscherlich and 
Spillman. Their investigations were oriented to the dis­
covery of "deterministic laws" of crop production (Munson 
and Doll, 1959), in the sense described by Kempthome (1972). 
Lack of success may have reoriented the research priorities 
towards the understanding of the basic processes, probably 
with the assumption that after a clear understanding of them 
the "law" would follow easily. This deterministic view is 
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hardly tenable today, in particular, in relation to bio­
logical or environmental phenomena. And this is so because, 
among other reasons, of recognition of the nonuniformity 
property of biological units, existence of unidentified 
stochastic components and errors of measurements (Kendall, 
1972; Kempthome, 1972). As an alternative, it is Intended 
now to develop models that provide an abstract representation 
of the subject under study. As opposed to a "deterministic 
law*, a "model* is an hypothesized representation of the 
structure of a phenomenon. The quality of the model is judged 
on the basis of the agreement between measurements on the 
phenomenon and the corresponding values derived from the 
model. If the agreement is judged unsatisfactory, the model 
Is rejected and a modified version may be proposed (Kowal, 
1971). Statistics plays a key role in estimating the parame­
ters and testing the model but also may be utilized at the 
early stage of model specification (Bancroft, I965). 
Another possible explanation for the late initiation of 
Integrated studies in crop production is that it was not until 
the 1950*8 that high speed computing facilities became avail­
able, and made possible the multivariate type of studies 
that shortly before that time would have been dismissed as 
unfeasible (Cady and Puller, 1970). 
Problems associated with procedures currently used in 
crop yield model building will be reviewed in the remainder 
of this section. For the purpose of the review, the model 
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building problem will be subdivided into the following 
four components: 
1. Selection of a family of functions to approximate 
the unknown form of the factor-yield relationship. 
2o Identification of a subset within the unknown set of 
factors and interactions functionally related to 
yield, to be used to predict yield. 
3» Estimation and testing of the parameters with avail­
able data. 
4. Validation of the final model. 
Selection of a family of functions The quadratic 
polynomial is today widely accepted as the most expedient 
model to describe the relationship among crop yield, fertiliz­
er rates and environmental factors. Tejeda (1966a) reviewed 
most of the functions proposed for the unl-variate and multi­
variate cases, and the arguments in favor of the quadratic 
were summarized as follows» (a) it produces a fair descrip­
tion of the yield response to the production factors within 
the region of interest, (b) it is easy to estimate and test 
the parameters, and (c) it can be easily manipulated in 
economic analysis. It has been extensively used and, as a 
matter of fact, most of the published models are based on 
this family of functions. 
Despite the above situation, there is some evidence in­
dicating that the quadratic polynomial may be inadequate, in 
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particular when used in economic analysis and management 
decisions* The effect of the mathematical nature of the 
model upon the derived economic quantities was early demon­
strated in a paper by Johnson (1953)» Johnson (1953) and 
Tejeda (1966b) have found cases in which the derived quantity 
of fertilizer(s) that maximizes the profit is greater than 
any rate acceptable under agronomic considerations. These 
rates are sometimes greater than the maximum experimental 
rate, even in cases where the data show that no further yield 
increase may be expected. One author (Tejeda, 1966a; 1966b) 
has advanced the following tentative explanation for this 
erratic behavior. The quadratic polynomial is not flexible 
enough as to approximate the rate of change of the yield 
with respect to the factor(s) within acceptable limits of 
accuracy, even though total yield variation may be well 
described. In fact, whenever the quadratic polynomial is 
used, it is assumed that the rate of change of the yield is 
linear, and such assumption may not be warranted by the data. 
Unpublished information gathered by the author gives support 
to the hypothesis that the rate of change of yield with re­
spect to fertilizer rates is not linear. Earlier, Mitscher-
lich (1909) concluded the same when he established that 
dy/dx = C(A-y), where y is yield, x is the factor and C and 
A are constants. 
If the yield shows a nonlinear rate of change and the 
quadratic polynomial is used, unrealistic solutions may be 
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obtained when the equation 
#=% (2.1) 
Is solved for the optimum amount of X. A good fit, as 
warranted by a small residual sum of squares, still may allow 
for a poor rate of change representation as long as small 
residuals of a given sign cluster at one subregion of the 
factor domain. 
Another possible disturbing consequence derived from a 
poor representation of the yield rate of change by the quad­
ratic polynomial has to do with the selection of the final set 
of linear, quadratic and crossproduct terms of the environ­
mental factors to which the among-site variation of the yield 
response to fertilizers is attributed. For example, in the 
site regression equation 
Y = bg + b^N + bgN^ (2.2) 
it is assumed that 
(2.3) 
N=0 , 
that is, the slope of the response curve at the origin is an 
Indicator of the intensity of the response to N, say, at a 
given site. Similarly, 
(2.4) 
N=0 , 
which may be considered the curvature of the response function 
22 
at the origin, is an indicator of the degree of saturation 
of the response with respect to the factor. In other words, 
bg is an Indicator of a forthcoming negative effect of the 
factor upon yield, as the rate of the factor increases. Now, 
in the procedures used to detect the interactions of fer­
tilizers and site factors so far reviewed (Voss and Pesek, 
1965» Cady and Puller, 1970), statistical inferences regard­
ing the existence of those interactions are drawn on the bases 
of the estimated values b^ and ^>2» Misleading conclusions 
may be drawn if the parameter estimates do not represent the 
true geometric characteristics of the response curve. The 
source of trouble when some expected agronomic Interactions 
fall to appear may have to be traced to an improperly se­
lected functional form being used in the site fertilizer-
yield regression equation. 
Two alternative functional forms have been proposed 
recently to represent the true but unknown yield-factor func­
tion. Nelder (I966) has proposed what he calls the "inverse 
polynomials", which are improper rational fractions in the 
factor X, say. Earlier, Brigps (1925) suggested the use of a 
similar fractional form but having a maximum power of one 
for X of both the numerator and denominator of the fraction. 
The form of the inverse polynomial model for one independent 
variable is: 
Y = +e (2.5) 
3o + -^ + ^2^ 
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where X Is greater than zero. Nelder (I966) describes a 
procedure to handle the situation when an experimental level 
of X takes the value zero, which is a common situation in 
fertilizer response research. It is claimed by Nelder 
that the parameters &]^d @2 control, in a rather indepen­
dent way, the ascendent and descendent part of the response 
curve, respectively. In fact, for small values of X, i.e., 
at the ascending part of the response,the fraction g^/X tends 
to be large and hence becomes the controlling term in the 
denominator. For large values of X, i.e., at the descending 
part of the response, the product @2^ tends to be large, 
thus becoming the controlling term in the denominator. In 
the case of an asymptotic response, the value of 02 would 
be equal to zero and it is clear that = l/pg is the 
maximum possible value for the asymptotic response. Whether 
the response is asymptotic or not, the parameter 0Q is 
related to the maximum value of the response Y. 
Tejeda(1966a) working with one independent variable has 
found that the inverse model produces a better representation 
of the yield rate of change than the quadratic polynomial 
does, while observing no Important differences in R^. Voss 
(1969) has Interpreted this small difference in as an indi­
cation of no difference in behavior between the two models, 
apparently not considering the fact that the representation 
of the rate of change—as well as total yield—was the point 
in question. It should be mentioned that the inverse poly-
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nomlals, being nonlinear In the parameters, are more diffi­
cult to work with than polynomials. Yet, the parameter can 
be estimated using the modified Gauss-Newton procedure for 
nonlinear fitting developed by Hartley (I96I) and Implemented 
by Atkinson (I966) In the TARSIER computer program. Theoreti­
cal developments leading to a test of the hypothesis that the 
estimates of the parameters of a nonlinear regression lies in 
a given region have been published by Hartley (1964). Details 
on the statistical derivation and operation of the test are 
given by Puller (1972b), 
Modifications of the quadratic polynomial have been 
proposed. Heady et al. (1955) used a quadratic, a square 
root and a "1,50* polynomial to regress corn yield on N and 
P treatments. The square root function gave the highest R^ 
value, followed by the *1.50* and the quadratic. Gandarlllas 
(I97O) tried different predetermined pairs of numerical values 
for the exponents h and k when fitting the polynomial model 
Y = Bg + + 02^^ + ® • (2.6) 
The quadratic, square root and "I.5O" polynomials were in­
cluded in the investigation. The experimental data used were 
wheat grain yield from greenhouse experiments and com yield 
from field experiments. The size of the residual sum of 
squares was used as a measure of the goodness of fit. It 
%S2 found that the pair (h; k) = (0.60. 0.75) gave the best 
fit when the observed maximum of the response occurred at low 
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levels of the factor. The pair (h, k) = (1.00, 1.25) gave 
the best fit when the response was more evenly distributed 
through the experimental range of the factor. In both situa­
tions the quadratic produced a poorer fit. 
Prom the expression 
II = b^hX^"^ + , (2.7) 
where b^ and bg are RC of 2.6, it is clear that the estimated 
slope of 2.6 is not linear for either pair of exponents (h, k). 
Yet, one of the pairs of exponents seems to be inappropriate 
for a generalized yield equation. When the pair (h, k) = 
(0*60, 0,75) Is used, the estimated slope 2,7 of model 2,6 
has a point of discontinuity at the origin, because 
§1 = bn(0.60)xO'60-1.00 ^ b2(0,75)X°'?^"^'^° 
dX 
(0.60)bn (0.75)b? 
= x0,40 + xO.25 (2.8) 
The righthand side of equation 2.8 tends to infinity as X 
tends to zero. This result implies that the response at X » 
0 is bg and that the slope at this point is infinitely large, 
a situation that is not tenable under present agronomic 
knowledge, in particular when X represents an applied fertil­
izer rate. Yield at the negative side of the X axis may be 
expected due to the soil supply of the nutrient in question 
(Jensen and Pesek, 1959)» This criticism of infinity slope 
at X *= 0 does not apply to the pair (h, k) = (1,00, 1,25) of 
exponents. Hence the corresponding model may represent a 
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plausible alternative to the quadratic. Being a linear model, 
the least square theory and methods of estimation and testing 
are applicable in a straightforward manner. 
Finally it should be stressed that neither of the two 
possible alternatives to the quadratic polynomial so far dis­
cussed has been tried as generalized models where yield, 
fertilizer rates and environmental factors are jointly 
considered. 
Identification of a subset of predictor variables The 
problem of finding a subset of crop yield predictors from an 
unidentified set of funcationally related agronomic variables 
may be associated with the class of statistical problems 
known as "inference for incompletely specified models" 
(Bancroft, I965). Bancroft describes the leading aspects of 
statistical Inference as follows» 
In statistics, we assume the structure of the system 
and the corresponding model, but no numerical value 
of the parameters, and from the observed outcomes we 
attempt to infer the values of the parameters and/or 
test hypotheses concerning the values of the parameters. 
Now, when the character of the model is brought into con­
sideration it is said that 
If the statistical-mathematical model specification is 
fixed in advance, that is, if no attempt is made to use 
the data from a single sample as an aid in determining 
the statistical-mathematical model specification to be 
used In subsequent inferences, the analysis Is said to 
be determined by a completely specified model. Alterna­
tively, If use is made of the data from a single sample 
to calculate a preliminary test of significance as an 
aid in determining the final statistical-mathematical 
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model to be used in subsequent inferences, the analysis 
' Is said to be determined by an incompletely specified 
model. 
Hence, the leading feature of the statistical analysis with 
Incompletely specified models is the fact that a single 
sample is used for both purposes of determining the final 
form of the model and making subsequent inferences about 
its parameters. In the case of regression analysis, several 
procedures have been recommended to perform the double task 
of finding the final subset of variables for the model and 
making the subsequent inferences (Pyne, 1970)# These proce­
dures are intended to be used when no previous knowledge is 
available concerning the variables in the model and they have 
been selected mainly on the basis of their intuitive appeal. 
Little consideration has been given to the effect of the pre­
liminary test involved upon the subsequent inferences (Kennedy 
and Bancroft, 1971), Some undesirable consequences of such 
procedures will now be discussed. 
First, the final inferences are not independent of the 
preliminary test of significance. Hence, if the effect of 
the preliminary test is not taken into account when making 
the final inferences, then the probability levels used in the 
statements regarding the value of the parameters in the final 
model are not the tabulated ones. Second, the predicted Y is 
no longer unbiased and the mean square error of Y is possibly 
Inflated with respect to the population variance of the Y's 
(Bancroft, I965» Larson and Bancroft, 1963b). 
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Answers to some of the problems Inherent to the proce­
dures that make use of Incompletely specified models have 
been published recently. Larson and Bancroft (1963a) found 
that the bias resulting from testing the deletion of a whole 
group of variables is "middle of the road* with respect to the 
bias corresponding to the extreme procedures of never deleting 
or always deleting the doubtful variables; no definite con­
clusion regarding the mean square error of the predicted Y 
was reached. When working in a sequential analysis, using 
either the Forward or Sequential Deletion procedures, it was 
found that a smaller bias was associated with the Sequential 
Deletion procedure. Only negligible differences were found 
among the corresponding mean square errors (Larson and 
Bancroft, 1963b). Finally, based on the results of Monte 
Carlo studies, Kennedy and Bancroft (1971) confirmed the 
advantage of using the Sequential Deletion procedure over 
the Forward, recommending the use of P = 0.2,5 for the pre­
liminary test of significance. At this probability level, 
the disturbing effect of the preliminary tests upon the 
probability levels of the test of the main hypotheses or upon 
the bias and mean square error of the predicted variable was 
moderate• 
Now we are in a better position to analyze the procedures 
being used in crop yield model building with respect to the 
developments in the analysis with incompletely specified 
models. First, it should be noted that the theory and 
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procedures reviewed above have been developed for Incom­
pletely specified and not for unspecified models. Hence, 
at least some knowledge about which variables should be in 
the model has to be available. This knowledge may come from 
the substantive field theory, results of previous Investiga­
tions or preliminary results from a separate sample. Such 
knowledge should be enough to formulate the following assump­
tions (Kennedy and Bancroft, 1971)s 
lo The model should include at least a "basic subset* 
of r independent variables (r equal or greater than 
zero), 
2. There exists uncertainty as to whether or not some 
or all of the variables from a subset containing 
(k - r) independent variables should be Included in 
the model (k greater than r). 
3. The relative order of importance of the (k - r) 
dubious variables with respect to the dependent 
variable is known. 
Methods for crop yield model building currently being 
used may have not given sufficient consideration to the con­
cepts and procedures for estimation and testing under incom­
pletely specified models. Therefore, no strong statements 
may be made with respect to bias and probability levels of 
the parameters in the respective final models. This seems to 
be especially true when the same data are used (a) first to 
identify the variables in the generalized model using any 
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one of the methods mentioned earlier, (b) then to test whether 
to delete some dubious variables from the full model, and 
(c) in a third step, the data are used to make inferences 
about the final model. 
Another problem associated with the variables in the 
final crop yield model will be discussed now. The generalized 
models so far reviewed include linear, quadratic and cross-
product terms for most of the measured independent variables. 
It is a common empirical feature of these models that regres­
sion coefficients corresponding to important agronomic 
variables may be nonsignificant. Commenting on this observed 
fact. Laird and Cady (I969) stated that, 
... the true effect of a given independent variable 
is accounted for by a group of correlated variables 
and the individual regression coefficients do not 
adequately express the influence that the different 
variables have on yield. 
With respect to the significance of the individual regression 
coefficients, the same authors said that, 
... highly correlated variables may lead to apparent 
large variance of the regression coefficients. Con­
sequently, a variable that is agronomically Important 
may have a large variance of the estimated regression 
coefficient due to correlation problems. 
An enlightening contribution on this matter may be that 
of Gordon (I968). In a Monte Carlo study, he assumed a group 
of factors, each one represented by one or more Independent 
variables. All the independent variables presented (a) the 
same value for the simple correlation coefficient with the 
dependent variable, i.e., r = O.6O, (b) the same high 
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correlation among variables associated with the same factor, 
i.e., r = 0.80, and (c) the same low correlation among vari­
ables associated with different factors, i.e., r = 0.20, 
When the dependent variable was regressed on the different 
factors, the significance ranged from no significance when 
3 variables represented the same factor to significance at P 
less than 0,01 when only one variable was used to represent a 
factor. This variation for the significance of the regression 
coefficients occurred despite the fact that all the variables 
shared the same value for the simple correlation coefficient 
with the dependent variable. The author proceeded then to 
show that only a minor part of the lack of significance was 
due to an enlargement of the standard error of the regression 
coefficient, while most of the effect was due to a decrease 
in the absolute value of the coefficient as more variables per 
factor were present. Then Gordon (I968) stated that 
... it could happen that the regression coefficients 
of the factor having the weaker relationship with the 
dependent variable would attain statistical signifi­
cance when the remainder did not, simply as a result 
of its being less repetitively represented. 
Evidence suggesting that this situation may be present 
in some models relating corn yield to production factors has 
been found. Table 1 Includes some statistics from the regres­
sion of the yield of the control plot on environmental factors, 
taken from Tables 6 snd 7 of Desselle(196?)» Only the factors 
n, ng, p, pg, k, kg, a, y, S and T have been considered for 
illustrating the situation. They represent soil and subsoil 
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Table 1. Simple correlation and regression coefficients and 
significant test for selected terms taken from a 
regression equation of the control plot yield on 
environmental factors (Tables 6 and 7» Desselle, 
1967) 
r® b^ , 
Variable (n=88) (n=88,p=28) t 
n .21* -.4663 -.1372 
ng .11 .4297 .4548 
n2 .19++ .0037 .4699 
np .35** -.0049 -.3789 
nk .01 -.0006 -.3244 
na .44** .2736 .7890 
ny .26* .0257 .0850 
P ,38** 1.7318+ 1.3063 
Pg .23* .1649 .5128 
p2 .36** -.0064 -.5113 
np .35** -.0049 -.3789 
pa .46** -1.1099** -2.6445 
^Simple correlation coefficient. 
^Regression coefficient and corresponding "t" value. 
Overall = 0.7188. 
^Significant at P = 0.20, 
++Signifleant at P = 0.10, 
•Significant at P = 0,05, 
**Signlfleant at P « 0.01, 
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Table 1. (Continued) 
Variable 
r 
(n=88) 
b 
(n=88,ps=28) t 
k -.11 ,5086* 2.5312 
ks -.13 -,1219+ -1.3745 
k2 
-.18 -,0009** -2,7348 
nk .01 —,0006 -.3244 
S .13 45,6670** 3.9435 
S2 ,11 -1.4600** -3.8104 
T .17 1.7164** 3.5788 
test values for nitrogen, phosphorus, potassium and acidity, 
yield potential of the variety, stand density and date of 
planting, respectively. 
In Table 1, none of the regression coefficients corres­
ponding to the seven variables associated with the factor n 
resulted In significance at P = 0,30 or lower, while many of 
these variables did present a significant simple correlation 
with yield at P = 0,05 or even lower. At the other extreme, 
when only one or two variables represented a factor, the 
corresponding regression coefficients resulted in significance 
at P = 0,01 despite the consistent lower values and lack of 
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significance for the simple correlation with yield. An 
intermediate behavior may be observed when 4 or $ variables 
represented a given factor. 
The same behavior for the significance of the regression 
coefficients may be observed when comparing Desselle*s two 
final generalized models, i.e., regression equations 6 and 
12 in Tables 16 and 17 respectively (Desselle, 196?)• In 
regression 6 where the factor N, nitrogen fertilizer rate, is 
included in 21 terms (linear, quadratic or crossproduct), only 
one out of the 21 RC is significant at P = 0.01, one is sig­
nificant at P = 0.10, two are significant at P = 0,20 and two 
are significant at P = 0.30. The remaining I5 terms did not 
show significance at those probability levels. Contrariwise, 
in regression 12 where only 11 terms carrying the factor N are 
Included, 6 out of the 11 RC resulted significant at P = 0.01, 
3 are significant at P = 0.30 and only 2 did not show signifi­
cance at those probability levels. 
The two situations so far discussed represent examples 
of multlcolllnearlty (Johnston, I963) among the independent 
variables. It may be Important to note that in the case of 
Table 1, two different forms of multlcolllnearlty may be dis­
tinguished. . The first kind corresponds to the natural corre­
lation that may occur between the soil and subsoil available 
fractions of a given nutrient, i.e., between n and ng, say. 
In general, correlation may be expected among different vari­
ables conveying information on the same factor. This may be 
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referred to as natural multlcolllnearlty. The second kind 
results from the algebraic manipulation of variables such 
as the creation of quadratic or crossproduct terms. The 
second kind is referred to as induced multicollinearity. In 
the case of linear crop yield models, both kinds are present. 
Natural multicollinearity may not represent an unsolvable 
problem. A deeper understanding: of the interrelationships 
among the variables presenting natural multicollinearity may 
allow the removal of some of them from the model, leaving 
only those carrying most of the information regarding the 
factor. The use of Indexes to represent the combined effect 
of several associated variables may represent an alternative 
solution. 
A different situation is that of induced multicollin­
earity. The problem arises from the fact that quadratic 
and crossproduct terms are included in the model to represent 
curvilinear and interaction effects of the independent vari­
ables. The assumption is made that a better representation 
of the structure of the phenomena will be so attained. If 
such terms present a substantial correlation with the linear 
form of the variables, induced multicollinearity is intro­
duced. Independent and reliable estimates of the coeffi­
cients for the linear, quadratic and interaction terms as 
well as independent tests of significance for each term may 
no longer be obtained (Gordon, 1968; Johnston, I963). A way 
to bypass the problem of induced multicollinearity will be 
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discussed next. 
Let us consider first the case of nonlinear terms In 
linear models. If It were possible to decide the nature of 
the effect of a given factor, say linear or nonlinear, before 
the analysis and solely on the grounds of agronomic knowledge, 
the t-test for the significance of the (correlated) linear 
and quadratic effects is no longer necessary. An F-test for 
the additional regression sum of squares due to the total 
nonlinear effect of the variable may be performed. If addi­
tional information regarding the relative importance of the 
factors is available, a deletion procedure such as that sug­
gested by Kennedy and Bancroft (1971) may be followed. 
In the case of the "inverse polynomial** model applied 
by Nelder (I966), it should be decided before the analysis 
whether the effect of a factor is nonlinear asymptotic or 
nonlinear increasing-decreasing. In the first case, a term 
in 1/X is sufficient. In the latter, a term in 1/X and 
another in X are necessary (see equation 2.5). 
With respect to the interaction terms, an approach 
similar to that for quadratic terms may be followed. In 
this case, it will be necessary to decide before the analysis 
whether the (linear or nonlinear) effect of a factor implies 
interactions with some others. The method of Voss and Pesek 
(1965) may be used to decide on interactions among fertilizer 
and environmental variables. Yet this involves testing 
simple correlation coefficients among RC for site equations 
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and the environmental variables, thus being a preliminary 
test of significance. The use of P = 0.25 to moderate the 
negative effects of the preliminary test of significance has 
intuitive appeal, by analogy with the results of Kennedy and 
Bancroft (1971)# as no basis from statistical theory is avail­
able on this matter. 
Some requirements have to be met by the predictor vari­
ables if it is intended to use the model in crop production 
advisory work. The most obvious restriction is that the 
predictions and other derivations should be made before the 
crop is planted. This implies that variables which are time-
dependent cannot be included as such. This situation has 
been circumvented by the use of indexes which combine the 
value and the effect of the variable upon yield through the 
growing season, as is the case for moisture indexes (Dale and 
Shaw, 1965)• The relative frequency for different values of 
the index through the years may be used in yield prediction 
(Shaw and Pelch, 1972). Another property required is that 
the predictor variables should be such that they may be 
identified and measured at any production site within the 
population of sites. It is undesirable to use dummy 
variables for such items as "site**, "replication", and "year". 
Dummy variables to represent geographical coordinates or 
elevation may be used. They may be related to undetermined 
environmental factors but may take proper values at any pro­
duction site within the population. 
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Estimation and testing of parameters Assuming It Is 
known which variables enter Into the model, different proce­
dures have been developed to estimate the parameters depend­
ing on the linear or nonlinear form of the model, statistical 
nature of the Independent variables and structure of the 
error term. A summary Including the estimation procedure 
and properties of the estimators Is presented In Table 2. 
All estimation procedures Include the computation of an esti­
mated variance in order to perform the appropriate test of 
hypotheses. 
Assuming a linear model for the factor-yield relationship 
and acknowledging that at least some of the environmental 
variables are measured with error, the best choice of estima­
tion method should be that for Errors in Variables models 
(Fuller, 1972a). The practical limitation for its Immediate 
utilization with most of the already collected data is that 
no repeated measures of those variables subject to measure­
ment errors is available to estimate the corresponding second 
moments matrix needed in the estimation procedure. 
If it is assumed that all the variables are fixed and 
measured without error, Ordinary Least Squares should be the 
adequate method for estimation. If the assumption of fixed 
variables measured without error is not true for at least some 
of the variables, the estimates will be biased. Moreover, the 
bias arising from errors of measurements does not disappear 
as the sample size increases and hence for a large sample 
Table P., Summary of estimation procedures and properties of the estimators accord­
ing to form of the model, nature of the independent variables and struc­
ture of model error 
Form Covariance Properties 
of the Nature of model Estimation of 
model of X*s error e procedure estimators Reference 
Fixed, a I, known Ordinary Best Johnston 
measured or estimable Least Linear (1972), 
without by s^i Squares Unbiased pp. 121-175 
error 
V, known Generalized Best Johnston 
symmetric Least Linear (1972), 
positive Squares Unbiased pp. 208-221 
definite 
V, unknown Estimated Unbiased Puller and 
but estimable Generalized Asymptoti­ Battese 
under certain Least cally (1972), 
conditions Squares Best 
Fixed, (e.u) NID(0, Errors-in- Consistent Fuller 
measured Cov( e,u) ), Variable Unbiased (1972b) 
with Gov(e,u) known Estimators 
error u or estimable 
Random, a^I, known Ordinary Consistent Johnston 
independent or estimable Least (1972), 
of e by s^l Squares pp. 274-278 
Table 2, (Continued) 
Form Covarlance Properties 
of the Nature of model Estimation of 
model of X*s error e procedure estimators Reference 
Non­
linear 
Fixed» 
measured 
without 
error 
Random, 
Independent 
of e, with 
nonslngular 
asymptotic 
second 
moment 
matrix 
0^1, known 
or estimable 
by s^I 
a^Ii known 
or estimable 
by s^i 
Modified 
Gauss-
Newton 
One-Step 
Gauss-
Newton 
Consistent 
Asymptoti­
cally 
Best 
Consistent 
Asymptoti­
cally 
Best 
Hartley 
(1961); 
Hartley and 
Booker 
(1965) 
Fuller 
(1972b) 
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size, the ordinary least squares estimator underestimates the 
true value of the parameter (Johnston, 1963). The question 
of "how large** Is the underestimation and whether the correc­
tion of the error Is worth the extra cost associated with 
the (at least) duplicate sampling may deserve being Investi­
gated. If the factors are random variables measured without 
errors, then ordinary least squares should provide consistent 
estimators (Johnston, 1972). No discussion on the nature of 
the variables has been found with the published factor-yield 
models so far reviewed. Yet the differences in the properties 
of the parameter estimates may be sufficiently Important 
to warrant that more consideration be given to the matter. 
In the case of nonlinear models, estimation and testing 
do not present any problem as long as the variables are fixed 
or random, measured without error. The Modified Gauss-Newton 
method, whether one step (Puller, 1972b) or iterative (Hart­
ley, I96I; Hartley and Booker, 196$),for most models provide 
consistent and asymptotically best estimators. The basic 
idea of the Gauss-Newton method is to improve a set of initial 
estimates of the parameters. In both cases, the initial 
estimate should be consistent. 
Validation of the model Validation is the checking 
of the ability of the model to predict the dependent variable 
in a set of new observations obtained In the system. The 
new observations may come from a new set of field experiments, 
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a subset of the initial experiments set aside for the purpose, 
or carefully measured farm yields and data. Measures of the 
association between the yield predicted with the fresh data 
and the corresponding observed yield should be calculated. 
Shaw (1963) used the simple correlation coefficient between 
prediction and observations to test the ability of his method 
to predict moisture levels in soils under com during the 
growing season. No published comparisons of predicted and 
observed yields for the purpose of validation was found in 
the literature. Laird and Cady (I969) compared observed 
yields for a group of experiments with that predicted by using 
a model built using data from another group of experiments. 
But the comparison was part of the model building procedure 
(Anderson, Allen and Cady, 1972) and not for the validation 
of an accepted model. 
The Crop Production System 
Development of the concept 
In the preceding section, the conclusion was almost 
reached that for succesful model building for yield predic­
tion, a certain amount of agronomic theory is needed. Find­
ings from previous similar investigations or results from 
preliminary work done on a separate sample are examples of 
the type of information available to the model builder. In 
the rest of this section, some ideas that may be helpful in 
obtaining an abstract representation of known factor-yield 
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relationships in the field will be presented. One benefit 
is that an analytical representation of existing agronomic 
knowledge may permit taking full advantage of recent statis­
tical developments in model building for incompletely 
specified models. 
The basic idea is the consideration of a crop together 
with all the factors that influence its yield in a given area 
as a production system for that particular crop. The concept 
in itself is not new and it may be traced back to Jenny 
(1941), Jenny said that when comparing yields of crops 
raised in distant areas, the differences should not be 
attributed solely to variations in soil productivity but also 
to changes in the environment and management. Heady (I956), 
without a direct reference to the system's concept, stood 
very close to it when he defined crop yields in terms of the 
function 
Y = f(Pi,F2 V^l'^Z 'Xm//Zl'Z2 *Zp) (2.9) 
where are fertilizer inputs, Xj represent production 
factors susceptible to being controlled by the farm operator 
and Zjj. represent factors beyond the control capability of the 
operator. Heady (I956) envisioned building statistical models 
to approximate 2.9 in terms of the variables Fj^ and X^. The 
variables should be considered as having a random effect 
upon Y, Knowledge about the probability distribution of Z-^ 
would enable attaching probability statements to inferences 
drawn from the model, and such Inferences should be helpful 
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in farm management decision making. 
Laird and Rodriguez (I965) suggested that a production 
system may be characterized by a family of functions of the 
form 2.9, each member of the family corresponding to the 
yield response to a fixed set of fertilizer rates and com­
binations at different sites. They went further to postulate 
that a certain amount of variability and its effect upon yield 
should be allowed for the environmental factors at sites 
within a given system. Larger variation in yield response 
due to greater changes in the levels of the environmental 
factors should be taken as an indication that a different 
production system has been reached. This idea of relating 
the physical boundaries of the system to the magnitude of the 
variation of the environmental factors is basic in our sub­
sequent developments. It should be noted that for Laird and 
Rodriguez (I965) the uncontrolled factors are no longer sup­
posed to have a random effect upon yield as for Heady (1956)i 
but instead they are considered as variables susceptible to 
being identified and measured at each experimental site. Voss 
and Pesek (196?) and subsequent workers not only have measured 
the uncontrolled factors but also have included them as vari­
ables in the model, Hanway (1972) has presented a discussion 
on the current agronomic problems associated with measurement 
and standardization of environmental factors. It should be 
pointed out that the authors did not identify the variables as 
fixed or random. Also no consideration was given to possible 
errors of measurement. No innovation will be introduced in 
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the subsequent developments but the implication of both topics 
has been discussed In the section on estimation and testing. 
Let us, then, consider a crop production system as a 
given geographical area devoted (not exclusively) to the pro­
duction of such crop. Our subsequent task will be to put 
this idea Into an abstract mathematical framework. Also it 
will be indicated how this conceptualization, together with 
existing qualitative or semi-quantitative agronomic knowledge 
may help to answer some unsolved statistical problems In crop 
yield model building, and subsequent utilization of the model 
in advisory work. 
In an abstract conceptualization, it may be stated that 
a crop production system is defined if the following conditions 
are met. 
1. There exists a model for the structure of the system 
representing the relationships among yield and the 
variables Involved, 
2. The parameters of the model are known or estimates 
are available, 
3. The domain of the variables is defined. 
Within the above context consider the yield Y to be a 
function 
Y = f(Xje) (2.10) 
where X is a q-dlmensional vector of the Independent vari­
ables and 9 is a t-dimensional vector of parameters. In this 
notation any site within the production system may be repre­
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sented by a unique vector X. The components of the vector X 
are the values of the production factors at the slte^. An 
explicit knowledge of the function f(X;0) may be obtained by 
exact methods, e.g., by solving a system of differential 
equations or by statistical approximation like regression 
methods. In any case it is necessary to declare upper and 
lower limits for the value of the components of the vector 
X, and these limits represent the domain of definition of 2.10. 
The function is not valid outside its domain of definition. 
In terms of the geographical limits of the land included 
in the system, the boundary of the area should occur at sites 
where the value of at least one component of the site vector 
lies outside the domain of definition of the function. 
The crop production system includes factors arising 
mainly from five different sources: soil, biological com­
munity, plant, climate and man (Hanway, 1972). A drastic 
variation in any factor within these groups may create a new 
boundary between two different systems, e.g.. Irrigation or 
nonlrrigation, deep or shallow soils, flat or hilly topog­
raphy, dairy as compared to cash crop farming, etc. In 
general, aside from clear-cut cases such as irrigation or 
topography, the boundaries are not so neat in nature, giving 
^It should be noted that, depending on the form of 2,10, 
a given production factor may be represented in X by more than 
one component, e.g., linear, quadratic and interaction terms 
in the case of the quadratic polynomial. 
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rather the impression of a continuum. Under these circum­
stances, the boundaries of the system may be defined by using 
previous agronomic knowledge on the production process, such 
as variety adaptation, soil classification units, weather 
pattern, etc. These arbitrary boundaries may not be fixed 
over time but may be changed as new knowledge on the produc­
tion process Is produced. 
Consider now that the geographical extent of the system 
has been defined, for example, as the area of adaptation of a 
group of similar commercial varieties. The performance of a 
variety depends, loosely speaking, on the levels of certain 
climatic blotlc and soil factors. If q Is the totality of 
the variable factors relevant to this specific crop production 
system, any site vector should have the form 
X = (2.11) 
Let us assume now that the last (q - n) variables 
..., Xq are responsible for the adaptation of the commercial 
varieties. Then, according to the criteria of adaptation 
used to define the geographical area of the production systersj 
it may be expected that the levels of these (q - m) variables 
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should not present a meaningful variation, i.e., as to 
••de-adapt" the varieties, within the system. Then if and 
Xg represent the limiting vectors that define the domain of 
the function of the system, they should be equal to 
'l.L 
^2,L 
^,L 
^Sn+l, C 
'l.H 
^2,H 
I • 
XR = 
*m,H 
*m+l,C 
(2.12) 
'q,C ! X q,C 
where the subscripts L, H, C indicate lower limit, upper limit 
and constant across the system, respectively. 
An immediate consequence of the above representation is 
that it should not be necessary to include the factors 
..., Xq as variables in the function associated with the 
system, and thus the dimension of the system can be reduced 
from q to m due to the relative constancy of the (q - m) 
factors controlling varietal adaptation, for example. 
Suppose now that the variability presented by the re­
maining m variables in the system is Investigated, for 
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example, as proposed by McArthur and Spencer (I970), The 
maximum and minimum values for each i.e., x^^^ and x^^ g, 
i = 1, 2, .,,, m, as well as their distribution and inter­
relationships may be determined. With this information and 
previous semiquantitative knowledge on the effect of the 
variables upon yield, it is conceivable that the m variables 
may be sorted into the following groups 
1. (m - k) variables which do not present enough vari­
ability to affect yield by an appreciable amount (k 
smaller than or equal to m). 
2, (k - r) variables whose variability may or may not af­
fect yield appreciably (r smaller than or equal to k). 
3» r variables which present enough variability as to 
affect yield appreciably. 
To facilitate the following discussion, suppose that the 
inequalities between the pairs (k, m) and (r, k) are strict, 
i.e., none of the three groups is empty. After sorting the 
variables, it is clear that the (m - k) variables in the first 
group do not need to be included in the model, as they can be 
considered as constant from the point of view of their effect 
upon yield. This is equivalent to a further decrease in the 
dimension of the system from m to k. Only two groups of 
variables should remain, one of which is known to affect 
yield while uncertainty exists with respect to the other. 
From an agronomic point of view, the following question 
requires further discussion* How can the variables which 
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affect and which do not affect yield be determined without 
performing a statistical analysis? It should be noted that 
the question may leave the feeling that the problem is en­
closed in a circular kind of argumentation. To avoid cir­
cularity it is suggested that previous semiquantitative 
agronomic knowledge on variable factors and crop performance 
be used. As an illustration, consider the case of a soil 
test. Research on plant response to fertilizers in relation 
to soil test levels led to the determination of "critical 
levels* (Pitts and Hanway, I97I). These critical levels 
permit the separation of the soil test results for a given 
nutrient into 2, 3 or more classes depending on whether a 
fertilizer response is certain, a response is uncertain or no 
response may be expected. Suppose that the information 
on critical levels is available. Furthermore, suppose 
that for a given nutrient, e.g., phosphorus, all sites fall 
into the no-response class. Under this circumstance, and 
without resorting to a statistical analysis, it may be 
postulated that the variable phosphorus soil test is not a 
factor responsible for observed yield variation within the 
system. This is not to say that phosphorus is not an im­
portant factor in determining yield. The fact is that though 
a very important nutrient, it need no longer be considered 
as a variable, but may be treated as a constant within the 
particular system under consideration. The constant factors 
may be important in determining the mean yield, but not 
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variability in yield. On the other hand, if the sites fall 
into the three classes of the phosphorus soil test, then it 
may be expected that the variable soil phosphorus will be a 
factor associated with the observed yield variation. The 
whole idea is that a variable should not be expected to ex­
plain yield variations solely because it is agronomically 
important. Beyond being agronomically important a variable 
must show enough variability within the system to produce 
yield differences. 
It is acknowledged that the application of the proposed 
theoretical concepts and procedures is not an easy task. On 
the contrary, work on standardization and systematization of 
the qualitative and semiquantitative agronomic research is a 
prerequisite (Hanway, 1972). The work of Chapman (I966) is 
a valuable contribution, as he has compiled most of the avail­
able semiquantitative information on soil test levels, plant 
analysis and expected yield response by nutrients and crops. 
Moisture indices with their probability of occurrence as pre­
sented by Shaw and Pelch (1972) represent a viable solution 
to the problem of expressing quantitatively plant water needs 
in relation to availability in nonirrigated areas, Haise 
and Hagan (I967) have compiled Information relating pan 
evaporation to évapotranspiration by crops and stages of 
development which may be valuable in predicting irrigation 
needs. 
One of the benefits of the concepts discussed is that 
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they show a way of building a framework—the particular 
system of production for a given crop—to which the results 
of qualitative or semiquantitative production-oriented in­
vestigations may be related. Considering the way many in­
vestigations are reported today, it is often difficult to 
define the geographical region to which the results are 
applicable. From a statistical point of view, it may be 
said that the population to which the inferences are appli­
cable is not always clearly defined. The system as defined 
expresses a natural population of production units for a 
crop. 
Model building for the system 
Another important benefit of the system's concept is 
attained when building a model for the system's crop. In 
this situation the whole system is the unit of study. If the 
variables in the system had been investigated previously as 
indicated in the preceding section, for example, following 
the suggestions of McArthur and Spencer (1970), then most of 
the information to plan an experiment to raise the data for 
the model is available. The experiment consists of all the 
experimental plots, located throughout the region for which 
yield and associated measurements are taken. The data should 
be recorded for a number of years. The model should be built 
on the basis of the data of the system experiment as a whole. 
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When a basic set of factorial treatment combinations 
Is allocated to sites within the system, with replications 
at each site, the preliminary analysis of the site data is 
an important first step in the model building process, A 
common model may be fitted separately to the data from each 
site. The corresponding RC are random variables having a 
multlnormal distribution (Johnston, I963) and represent a 
condensation of the information on the response contained in 
the data. The RC may be tested to assess the variability of 
the components of the response they represent across sites 
(Cady and Puller, 1970), The method of Voss and Pesek (I965) 
may subsequently be used to see what system variables are 
associated with the yield and response to fertilizers across 
sites. It should be noted here that if all the hypotheses 
about the system are correct, those system variables result­
ing in groups two and three in the previous investigations 
should give the highest correlation with the RC of the site 
yield and response. Testing the site RC as well as testing 
the significance of the RC x (system variables) correlations 
represent preliminary tests of significance. Hence, some 
distortion of the probability levels corresponding to in­
ferences from the final model may be expected, analogy 
with other situations of inferences with preliminary tests 
of significance (Bancroft, 196$; Kennedy and Bancroft, 1971)» 
a P level of 0,25 may be suggested to moderate the disturb­
ing effect on the probability levels of the final inferences. 
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After the variables to be included in the model (as 
main effects or as Interaction with fertilizer forms) have 
been selected, two methods may be used to estimate the RC of 
the final model, depending on the structure of the estimated 
covariance matrix of the observations• If, and only if, the 
system variables selected remove all site to site variability 
of the site RC, will the ordinary least squares regression of 
yield upon all the preselected fertilizer and system variables 
provide efficient estimates of the RC of the system model. 
If a site to site component of variance remains in any of the 
site RC, alternative estimation methods are suggested. One is 
to regress the site RC on the system variables and then sub­
stitute these expressions into the within site fertilizer 
response model to obtain the system model. The other is to 
introduce a transformation such as that described in Fuller 
and Battese (1972) to transform the error in the full model to 
uncorrelate random variables. Details of the procedures will 
be reviewed in Chapter III. 
55 
CHAPTER III. METHODS AND PROCEDURES 
The development of statistical models for crop produc­
tion systems requires analysis and integration of research 
work conducted at three different levels, representing the 
field, the analytical laboratory and the statistical and 
computation facilities. The field investigations should 
begin by defining the system in terms of the area to be 
Included, its most important properties in relation to 
the crop to be studied and the crop itself. Field experi­
mentation to assess the response of the crop varieties to 
fertilizers under different levels and combinations of im­
portant soil and climatic characteristics—from now on called 
the system variables—and management practices comprises the 
core of the research in the field. Analytical work at the 
laboratory is basic in estimating the numerical values of the 
system variables under which the field experiments were con­
ducted. Appropriate samples from the experimental sites 
should be analyzed by previously calibrated analytical 
methods. Finally, the statistical analysis and model build­
ing procedure involves lengthy numerical computations requir­
ing some kind of high speed computing facility. The use of 
appropriate statistical methods together with efficient com­
puter programs is basic to the development of a reliable model 
for the crop production system. In the rsnaindsr of this 
chapter details of the methods and procedures used in the 
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field experiments, laboratory determinations and statistical 
analysis and computations will be reviewed. 
Field Investigations 
Definition of the wheat production system 
The natural regions of Chile and their suitability for 
agriculture have been described and classified by Rodriguez 
(i960). Within Rodriguez* classification, the area of the 
western foothills of the Andes Mountains, between the south 
parallel 33°30* and 4l°30*, corresponds to the well defined 
natural subregion IIIc, called the Andean Piedmont or 
Precordlllera. It covers about 1,9 million hectares, most 
of them In classes III and IV of the USDA Land Use Classifi­
cation System (Stallings, 1957)» The soils are derived from 
volcanic ash, belonging to the Andepts suborder of the order 
Inceptisols. In particular, they have been Included in the 
Umbrandepts great soil group of the i960 edition of the 7th 
Approximation to Soil Classification (USDA, I96O), Locally, 
the soils have been given the generic name of Trumaos^. It 
is a characteristic of these soils to have allophane instead 
of crystallzed clay (Besoaln, 1958). Also, the soils have a 
high level of organic matter, 7 to 15 percent, and extractable 
Al, 100 to 700 ppm, and have a low level of available P, 2 to 
7 ppm of P extracted by sodium bicarbonate (Urblnas, 1965)* 
^The word "Trumao" comes from the local Araucanos Indian 
dialect, meaning ash accumulation. 
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The topography is undulating and the elevation above sea level 
varies between 200 and 800 meters. Precipitation ranges from 
500 mm in the northern area to more than 2000 mm in the south. 
The rainfall is concentrated in the fall, winter and spring 
seasons and the length of the dry summer increases northward. 
The average temperature is about 20°C in summer and 10°C in 
winter. Slope and erosion risk being the main limiting fac­
tors for land use, farming in the area is oriented to the 
production of winter wheat followed by 3 to 5 years in pas­
ture. Aside from reasons based upon soil conservation, the 
presence of wheat-foot diseases (Ophiobulus graminis) prevents 
the adoption of more frequent wheat planting. 
The area which is the subject of this study is the 
Precordillera between the south parallels 36°30' and 38°30*, 
being a strip of land of about 250 km long and 20 km wide 
along the 72® meridian of west longitude. It comprises an 
area of about 600,000 hectares devoted almost exclusively to 
winter wheat and pasture production. This area will be de­
fined arbitrarily as a system of winter wheat production for 
the purpose of developing a statistical model relating varia­
tions in wheat yields to variations in the soil, climatic and 
management factors, already being referred to as the system 
variables. The well adapted Capelle Desprez variety is the 
selected crop. The utilization of the information derived 
from the model should be restricted to sites within this 
defined system. As it will be seen later, the limits of the 
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system will be further restricted to the observed domain of 
the system variables. 
Field experiments 
A basic N X P factorial design with two replications was 
established at 3^ locations within the area during the I968 
and 1969 cropping seasons for the purpose of measuring the 
wheat response to different rates and combinations of N and P 
fertilization. Potassium was not included as a variable 
nutrient in the study as previous investigations had indi­
cated that very little or no yield increases to K applications 
may be expected on these soils^ (Letelier, I965). Twenty 
field trials were harvested during the I968 season and 14 
during I969. The rates and combinations of M and P used in 
all the 3^ trials are included in Table 3» On the basis of 
preliminary information on the wheat response to N and P fer­
tilization in the area, the rates were selected so as to ob­
tain the maximum yield increase near the center of the design. 
The design configuration is a modification of the second 
order central composite design in two variables (Cochran 
and Cox, 1957) where (a) all the points along each variable 
axis are equally spaced, and (b) an outer square has been 
added with coordinates (±2, ±2), We will refer to it as 
^As it will be seen later, soil analyses Indicate that 
the level of soil native K is quite high in these soils. 
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Table 3* Rates and combinations of M and P used at each of 
two replications on 3^ wheat field experiments 
Treatment 
number 
Coded 
N 
values 
P 
Actual 
N 
(kg/ha) 
values 
P 
(kg/ha) 
1 -2 -2 0 0 
2 -2 0 0 88 
3 -2 +2 0 176 
4 -1 -1 75 44 
5 -1 +1 75 132 
6 0 -2 150 0 
7 0 0 150 88 
8 0 +2 150 176 
9 +1 -1 225 44 
10 +1 +1 225 132 
11 +2 -2 300 0 
12 +2 0 300 88 
13 +2 +2 300 176 
the Double Square design configuration. Table 4 presents a 
comparison of the relative efficiency with which the regres­
sion coefficients (HC) of model 3*1 are estimated when using 
the Double Square and the Central Composite configurations. 
The comparison has been done according to the procedure sug­
gested by Tramel (1957)* The Double Square has higher 
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Table 4. Relative precision of the double square design rela­
tive to the central composite design to estimate 
the parameters of a quadratic polynomial model 
N % cii element of 
(X'X)" Relative 
Model term 
Coeffi­
cient 
Double 
square 
(N=13) 
Central 
composite 
(N=9) 
efficiency % 
Double Central 
square composite 
Intercept bo 3.545100 5.000400 I4l 100 
Linear bi 0.750030 0.750000 100 100 
Interaction tij 0,498909 2.250000 451 100 
Quadratic til 0.888070 0.703125 79 100 
precision to estimate the intercept and notably the inter­
action term, being equal to the Central Composite when esti­
mating the linear term, and slightly Inferior when estimating 
the quadratic term. 
The outer treatments (±2, ±2) were included in order to 
have a measure of the control or unfertilized yield and 
the yield responses to the maximum rates of each fertilizer 
nutrient In absence of the other and for both maximum rates 
applied together. All the rates were equally spaced along 
each variable axis in order to permit the making of graphical 
comparisons of the fit of different models to the observed 
datum points. The main diagonal of the design matrix in­
cludes the coded points (-2, -2), (-1, -1), (0, 0), (1, 1), 
61 
(2, 2) which permits measuring five yield responses to a 
fertilizer formula that increases at a constant rate. 
At each site the 13 treatments of the design were repli­
cated twice, each time in a randomized complete block con­
figuration. Each block Included 13 plots each of 6.00 x 1.60 
meters. At each plot wheat was seeded in 8 rows 0,20 meters 
apart. The fertilizer corresponding to each plot was weighed 
and bagged previous to distribution. The P, as concentrated 
superphosphate, was distributed evenly by hand in the bottom 
of each seed row previous to the distribution of the seed. 
The N fertilizer, as sodium nitrate, was broadcast over the 
plot, one-half at seedimg time and the rest early in spring, 
shortly after tillering. 
At harvest time, five inner rows were harvested, dis­
carding 0.50 meters at each end making a total area of 5 
square meters harvested. The yield is expressed in metric 
quintals (100 kilos) of wheat per hectare. 
Site measurements 
Before planting, composite soil samples were taken from 
each block to a depth of I5 cm. Cost considerations regarding 
laboratory determinations precluded taking one sample per 
plot. Available N, P and K, as well as pH, organic matter 
content and extractable aluminum, were determined from these 
samples by methods calibrated for the soils, A complete 
reference to the analytical methods will be given in 
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subsequent sections. 
Information on additional soil characteristics at each 
site was obtained by profile examination and description at 
a pit opened between the two replications. 
Two separate moisture measurements were taken at each 
site at two-week intervals to evaluate the availability of 
soil moisture to the crop during the growing season. Rain 
accumulated during the two-week periods was measured by 
using a small rain gauge developed by Gamble and Daniels 
(1967). Also, the soil moisture tensions at two depths, 
15-20 and 45-50 cm, were measured at the plot corresponding 
to the (225-I32-O) treatment by reading the electrical resis­
tance of Boyoucous blocks. The blocks were calibrated at 
the laboratory by constructing a curve of percent soil mois­
ture versus electrical resistance. Field capacity and 
wilting points determined on samples from each site pro­
vided the necessary information to express the bi-weekly 
status of the soil water as percent of the available soil 
moisture. The soil being highly homogenous in physical 
properties across sites, it was assumed that the shape of the 
soil moisture tension versus percent available soil moisture 
curve should be similar over the whole area of the system. 
From this assumption it was inferred that the percent avail­
able soil moisture should provide a good approximation to the 
tension status of the available water in the soil. Yet, a 
preliminary analysis indicated no correlation whatsoever 
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between yield response to fertilizers and the aforementioned 
measurement of soil moisture status, considered either over 
the whole growing season or aggregated for specific growth 
stages of the crop# This behavior may be explained by the 
fact that most of the readings clustered at the high end of 
the scale indicating that, in general, soil moisture was not 
a limiting factor and it will not be considered in the final 
analysis^. 
With respect to management information, previous crop 
and date of planting were recorded, A value of one (unity) 
was assigned to a previous leguminous pasture and zero to a 
previous all grasses pasture. Date of planting was recorded 
as a continuous variable expressing the date of planting as 
days after April 30. This date is considered as the optimum 
for seeding winter wheat in the area. 
Laboratory Determinations 
Two general groups of measurements are generally done 
at the research laboratory. They are determinations of soil 
chemical properties, including available nutrients, and of 
physical constants, 
^This sufficiency of available moisture seems to be 
confirmed in the final analysis, as a quadratic model with 
one of the highest values of r2, does not include rain as 
a variable. 
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Chemical soil properties 
Available N, P and K, pH (soil acidity), organic matter 
content and extractable Al were determined at the laboratory. 
A brief description of the methods and a reference to a full 
description are given in Table 5* These methods have been 
selected on the basis of local screening and calibration work 
done to compare the behavior of alternative methods developed 
for different soil conditions. Tejeda and Gogan (1970) com­
pared methods to estimate available N and Rodriguez and Araos 
(1970) and Araos (1971) evaluated procedures for available P. 
Behn (I965) compared methods for determination of organic 
matter and Baherle (I965) evaluated and studied different 
methods to estimate available Al. This work is very important 
due to the peculiarities of the soils of the system under 
study. 
Physical soil constants 
Field capacity and permanent wilting points for samples 
taken from each site at depths of 15-20 and 4^-50 cm, where 
the Boyoucous blocks were burled, were determined using the 
pressure plate technique (Black, I965). It should be noted 
that no attempt was made to determine the particle size dis­
tribution of the soils because still unsolved problems related 
to the allophane and high organic matter content prevent 
obtaining reliable readIngs^. 
^Espinoza, Waldo, Chilian, Chile, I969, Particle size 
distribution in Trumao soils. Personal communication. 
Table 5* Laboratory methods used to determine chemical soil properties from 
site samples 
Chemical soil 
property Method References 
Available N 
Available P 
Available K 
Soil acidity 
Organic matter 
Extractable A1 
(NO3 + NO2 + NHij.) - N present In dry 
sample, determined by steam distillation 
with Devarda's alloy 
P extracted with 0,5 M NaHCOo, determined 
colorlmetrlcally using the ascorbic acid 
technique 
Potassium extracted with NHi|,Ac, measured 
with the flame photometer 
pH determined in suspension with soil* 
water ratio of 1:2.5 
Digestion with potassium dicromate-sulfuric 
acid mixture and colorlmetrlc determination 
on diluted supernatant 
Extracted with Morgan extractant and 
determined colorlmetrlcally with 
aluminon 
Keeney and 
Bremner, I966 
01 sen et al,195^ 
Murphy and 
Riley, I962 
Pratt, 1965 
Sain and 
Bomemlsza, I962 
Thun, 1955 
Yuan and Piskell, 
1959 
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Statistical Analysis and Model Building 
Preliminary selection of functional forms 
The statistical analysis and model building procedure 
will be performed in two stages. In the first stage, a group 
of 15 sites will be selected so as to represent a wide range 
of differences in the geometry of the N-P response surface. 
The idea is to include responses presenting only an increasing 
surface, asymptotic surfaces, and both Increasing and decreas­
ing regions on the surfaces. The following three models 
will be fitted to the data from each of the I5 selected 
sitest 
Quadratic polynomial, 
Y = pQ + + @2^ + PjNP + + BjpZ + e, (3.1) 
1.25 degree polynomial, 
Y = 3q + + @2^ + 3^NP + 
+ e; (3.2) 
Inverse polynomial, 
Y = 1/(80 + Pl/N + + 03NP + 04N + 85P) + e . (3.3) 
Model (3*3) includes the terms N and P in the denominator of 
a fraction, a situation which precludes these fertilizer 
variables from taking the zero value at the origin of the 
N-P fertilizer space. To avoid the zero division, variables 
M and P represent linear transformations of the original N 
and P variables according to 
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N = N + 
P = P + hg . (3.4) 
Tîie parameters hg) In transformation 3*4 will be ob­
tained by a modification of the procedure suggested by Nelder 
(1966)• This modification permits the specification of h^and 
hg as functions of the chemical test for available N and P in 
the soil, and will be explained in a subsequent section. 
After fitting models 3.1, 3*2 and 3»3 separately to each of 
the 15 different data sets, a "lack of fit" analysis will be 
carried out to evaluate the behavior of the 3 models at each 
site. The experimental error mean square from each site 
analysis of variance will be used as the "pure error" term 
(Draper and Smith, I966). A low proportion of significant 
lack of fit mean square within the group of 15 sites will be 
taken as an indication that the corresponding model ade­
quately describes the observed relationship between yield 
and N-P rates and combinations. 
Determination of (h^, hg) for the inverse model 
The following is quoted almost directly from Tejeda 
(1966a) I 
Consider first an inverse model for a single independent 
variable X, for example, so that 
V -  ! L  + E  I ( 3 . 5 )  
^0 + F ^2^ 
68 
and the transformation 
X = % + h (3 .6 )  
Then 3*5 can be written as 
Y = 1 + e (3 .7 )  
Consider now the Inverse of 3.7 and disregard the error term 
e to write 
When X = -h then (x + h) = 0 in 3.8 and 1/Y tends to infinity. 
This relationship provides the basis for the graphical method 
of calculation suggested by Welder (I966). First plot 1/Y 
against x, where Y is the average Y response for replicated 
x's. Then extrapolate the curved line through the points 
1/Y to the left and upward at the second quadrant of the 
(x, 1/Y) coordinate system. Finally find the asymptotic 
negative value XQ for which 1/Y tends to infinity and make 
h = -XQ. Note that h is expressed in the same units of x. 
For the case of a model in two Independent variables, the 
parameters hj^ and h2 will be calculated as just described, 
except that Y is the average response to N across rates of P 
in calculating h]^ and Y is the average response to P across 
rates of N for calculating h2» 
At this stage it is important to realize that for the 
inverse function in 3*5 
(3.8) 
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11m Y = 11m 
x=0 &0 ^ ^ BgX 
= 11m 2L_ 
X=0 PqX + + #2%^ 
= 0 . (3.9) 
This Is equivalent to saying that the yield Y tends to zero 
whenever X = (x + h) does so. This mathematical property of 
the inverse function may be useful In representing the 
agronomic relationship between yield and the fertilizer and 
soil fractions of a nutrient available to the plant. If 
X in 3.6 is made equal to the fertilizer fraction N of the 
total nitrogen available to the plant and write X = (N + h^), 
then by 3»9 "we have Y = 0 whenever (N + h^) = 0, It is known 
that a zero yield may be expected when no nitrogen is avail­
able to the plant, whether from the soil or fertilizers. If 
hj^ is an estimate of the contribution of soil nitrogen to 
the plant, then N = (N + h^) represents the overall available 
nitrogen and it should be expected that Y = 0 whenever N = 0, 
If h^ is an estimate of the soil N contribution to the 
crop, then it should be a function of the soil analysis for 
available nitrogen. To evaluate it as such, hj^ will be 
determined first by the graphic method for each of 15 
selected sites. Then assuming that hj^ is a linear function 
of the corresponding soil analysis fcr nltrcgsn n, :^ill 
be regressed on n as 
?0 
= cc Q + ct-j^n + e (^*10) 
Finally the predicted values h^ will be used in the trans­
formation 3,6. h^ is a function of the soil analysis n 
expressed in the same units of the applied nutrient N, 
kilos per hectare, say. If it is further assumed that 3,10 
is valid for all pairs (h^, n) that can be evaluated for 
sites within the system, then it is not necessary to use the 
graphic method anymore to estimate h^ as long as estimates 
of ttQ and «2 3.10 are available and the soil available 
nitrogen n is known. This procedure will be used in the 
analysis of data from the 3^ experiments available for the 
system. 
A similar reasoning supports the regression of h2 over 
the soil analysis for available P and the subsequent use of 
hg in 3.4. 
Parameter estimation 
Ordinary least square procedures vrill be used to estimate 
parameters on models 3*1 and 3»2. In both cases the vector 
b' = (bg, b]^; bg, b^s bi|,, b^) of the RC is given by the 
solution of the normal equations 
X'Xb = X'Y (3.11) 
and the variance of each element b^^ in b is given by 
Var (bi) = ciic^, 1=0, 1, 5 (3.12) 
- . A —I 
where is the 1^" element of the main diagonal of (X'X)""" 
and gt^ is the estimated error variance (Johnston, 1963)» The 
computer program Helarctog II (Kennedy, 1971) will be used, 
being particularly well adapted to fit models like 3.1 and 
3»2 because its built-in facility to create different func­
tions out of the columns of the X matrix containing the ob­
served independent variables. All the quantities required 
for the regression analysis may be printed in the computer 
output as options. 
The Modified Gauss-Newton method (Hartley, I96I) will 
be used to estimate the RC in 3»3» This procedure is 
Iterative and requires initial guesses for the coefficients, 
the guesses or starting values being improved at each itera­
tive cycle. Two variants of the method are available. Either 
one or several iterative cycles may be performed, both cases 
providing consistent and fully efficient RC provided that 
consistent Initial estimates are used for all parameters 
(Hartley and Booker, 1965). When applying the Gauss-Newton 
procedure to estimate the RC of a model like 3*3 in this 
dissertation the starting values vrill be obtained "by fitting 
the inverse of 3.3 
1/Y = Po + Pl/N + ^2/^ + P4N + 35? , (3,13) 
which is linear In the parameters, to the data by ordinary 
least squares. The estimates b^'" are consistent provided 
the random variable 1/Y has finite.variance^. This is a 
ÏTejeda (1966a) found that the final RC obtained after 
using bj^^ as starting values provide excellent fit of model 
3»3 to curves with wide differences in geometrical shape. 
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reasonable assumption In agronomic studies. 
The variance of the Iterated estimates of the RC Is 
approximated by 
Var (bi) = [(P'P)ii-l] cy2 (3.14) 
where (j2 is an estimate of the error variance as In 3*12 and 
(P*P)ll"^ Is the 1^^ diagonal element of the Inverse of P*P. 
The matrix P'P contains the sum of squares and cross products 
of the first derivatives of the Inverse function In model 3*13 
with respect to each parameter, evaluated at the estimated 
value of the RC and for all the observed values of the corre­
sponding variable (Puller, 1972b). 
The computer program, Tarsier, (Atkinson, I966) will 
be used to estimate the starting values bj^"*" by fitting 3*13 
to the data. Tarsier computer program (Atkinson, I966) 
and the starting values b]^+ will be used to estimate the 
RC in 3.3. 
Essentially the same estimation procedures outlined 
above will be followed when dealing with models having 
the functional forms 3.1, 3.2, 3.3, but including addition­
al Independent variables and/or functions of them. Vari­
ances for the parameters are obtained in a similar manner. 
Model building for the system 
The two functions providing the best fit in the pre­
liminary analysis will be used to build models for the 
system. The model building procedure described in the next 
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sections will "be followed in parallel for each selected 
function and the final models will be compared. The average 
yield for each treatment over the two replications per site 
will be used in all subsequent calculations. One-half of the 
pooled error variance for the I9 experiments for which the 
error variance can be calculated will be used as an estimate 
of the experimental error variance for the system^. 
Each of the two selected functions will be first fitted 
to each of the 34 site data sets. Each site data set consists 
of 13 N and P treatments. The resulting 3^ sets of RC repre­
sent a condensation of the Information on the yield response 
at each site. Thus when the quadratic model 
is fitted to the data set from site t the random vector 
of RC is a condensation of the information on the response 
to N and P at site t. Consequently, the variability of each 
component of b^ across the 3^ sites provides an indication of 
the variability of the corresponding element of the response. 
The components of the vector b are random variables with 
a conditional multlnormal distribution (Johnston, 1963)1 
^The variance of the mean of n observations is a /n, and 
since the experiments contain two replicates, o^/n is the 
variance of the mean of the two replicates. Replication data 
for only 19 experiments were available at the time of the an­
alysis. Only mean data were available for the remaining I5, 
y « 3q + + e (3.15) 
^'t =(^ot' ^It' *2t' *3t' \t* ^5t^ (3.16) 
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where c^j is the element In the row and column of the 
Inverse of the coefficient matrix X*X of the normal equations 
used in fitting 3,15 to the site data, is the error vari­
ance for site t and the are the population coefficients 
for the response at site t. 
From 3*17 each i = 0, 1, # * # # t * 1, 2$ «*# * 34» 
has a normal distribution with parameters 
bit ®ii^^t^ • (3*18) 
It should be noted that the matrix X'X is the same for all 
sites since the design matrix X in Table 3 is the same for all 
sites. The factor c^^ of the variance of b^^ in 3»18 is con­
stant across sites. Moreover if the error variance is homoge­
neous across sites, ~ then the variance in 3«l8 will 
be constant for any b^^ at any site. Note that it is the 
variation in 3^^ over sites that interests us. 
It can be shown that if the b^^ are normal then the quad-
x'â.tlû l O x m  
k 
(3.X9) 
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_ k 
where b, = g b.^/k Is the average of the estimates for the 
t=l 
I'th ac In 3,16 obtained from the d sites, is distributed as a 
central chi-square random variable with (k-1) degrees of free­
dom (Hogg and Craig, 1970) if there is no site to site vari-
ability in fit, i#e*, p— ^i' ^ ~ 1 * 2, * « #, k* It can 
also be shown that the quantity 
fsZ/jZ , (3.20) 
where s^ is one-half of the pooled error variance for the 
system, is distributed as a chi-square random variable with 
f degrees of freedom and is independent of 3,19, Finally, it 
is known that the quotient of two independent chi-square 
random variables divided by their degrees of freedom is dis­
tributed as an P random variables with parameters n^ and ^2$ 
where n^ and n2 are the degrees of freedom of the chi-squares 
in the numerator and denominator respectively (Hogg and Craig, 
1970). Then 
k 
.^_(bit - ^ i)^/Ciia^ 
t=l 
. (k - 1) 
P TS — 
fsZ/oZ 
k _ _ 
E (b^t - bi)2/(k - 1) 
P = — r . (3.21) 
CiiS^ 
3.21 is the F test presented by Cady and Fuller (1970) to 
assess the variability of site EC across sites. If the test 
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is significant it indicates that the BC in 3,l6 present more 
variation across sites than that which would be expected from 
the experimental' error alone. 
A slight modification of 3,21 is necessary when testing 
the RC of model 
Y = l/(Po + 0i/N + gg/l + + 0^P) . (3.22) 
Because N = N + h^ 
P = P + hg (3.23) 
and the pair (hj^, hg) is different for each site, N and P 
take different sets of values from site to site. Because of 
this difference, the element (P'P)ii"l in the variance 3.14 
for the RC in 3.22 is different for each site and so is Var 
(b^). To take into account this difference the formula for 
the P test in 3.21 is slightly modified to 
E [(bit - (3.24) 
n (k - 1)8% 
where 
J bit [(P'F)ifl]t-^ 
— t=l 
bi . g .1 
Z [(P'P)ii-l]t 
t=l 
and [(P'F)n"^lt is the i^^ diagonal element of the inverse 
of the P'P matrix resulting when fitting 3.22 to the data from 
the t^" site. Because test 3.21 and 3.24 are preliminary 
tests, a significant level of P « 0,25 will be selected as to 
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minimize the effect on inferences for the system model. 
After the F test, the six series of 34 values for each 
RC, resulting from fitting any one of models 3.1, 3*2 or 
3*3 to all sites, will be correlated with pre-selected system 
variables as suggested by Voss and Pesek (1965)» Previous 
agronomic knowledge and the range of the variables within the 
system will be the criteria used to select the system vari­
ables to be included in the model. The correlation matrix 
provides an indicator of the variables associated with the 
site to site variation of the elements in 3*l6. Once the 
preliminary set of variables is selected the vector of 3^ 
site regression coefficients will be regressed on the site 
variables. For example, the regression of the coefficients 
for linear nitrogen on site variables has the effect of 
introducing interaction terms between the nitrogen fertilizer 
response and the variables included into the structure of the 
system model. Thus if 3*15 is the appropriate model for the 
yield response to N and P, the RC in 3*16 will be expressed 
as a function of a set of r variables. This is, each b^^, 
i = 0, 1, ..., 5{ t = 1, 2, ..., k, in 3*16 can be represented 
by the model 
^Ot = «-00 + G01%lt + • • • + «Or^rt + ^ Ot 
^t = <^10 + ®ll^lt + • • • + «ir^rt + ^ It 
^5t ®50 ®51^1t + • • • + ®5r*rt •*" ^5t » 
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where the j = 1, 2, .r; t = 1, 2, .k, were the 
system variables. Some of the may be zero. Substituting 
the 6 equations 3«25 into 3*15 
^gt = ®00 + G01%lt + • • • + Gor^rt + 
ttioN + XiiMXit • • • + "^Ir^^rt + 
(3 .26)  
GgoPZ + + . . . + OjrP^Xyt + ®gt ' 
t = If 2* « # # # kf g = 1| 2f # # # # G 
where G is the number of N and P treatment combinations and 
®gt = ^ ot + Uit% + ^ 2t^ + UjtMP + ' 
Equation 3.26 is a model for the system including the fertil­
izer terms and corresponding interactions with the system 
variables. 
Writing model 3.26 as 
Y = Za + e (3.27) 
it should be noted that the matrix Z contains two kinds of 
elements. One kind is the fertilizer variables which repeat 
themselves as a set at each site. The other kind is the 
system variables which remain constant for all observations 
at each site, but vary across sites. The amount of informa­
tion is not the same for both kinds of variables, since the 
error variance contains a within site component and a between 
site component (Laird and Cady, I969), Under these circum­
stances, direct application of ordinary least squares to 
estimate the RC in 3.26 generally will not produce fully 
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efficient estimates# Further, the estimated standard errors 
obtained from an ordinary least squares regression program 
are badly biased. Estimation of the coefficients in 3*25 
by ordinary least squares and subsequent substitution of the 
estimates in 3,26 has been suggested by Cady and Puller (1970) 
as an alternative estimation procedure. The standard errors 
obtained from the coefficient regressions may be used for 
Inferences, 
If 
cov = [V],j . 1 = 0. 1. .... 5 _ 
where V Isa symmetric positive definite matrix, then the RC in 
3,26 may be estimated by considering 3,25 as a system of 
simultaneous (regression) models and applying Generalized 
Least Squares (Zellner, I962). The model in 3*25 gives rise 
to the following observation equations 
^It = Ho + ®il^lt ^irj^^rj^t + "it » (3.29) 
1 ^ 0 ,  1 |  , , , ,  t  =  1 ,  2 f  , , , ,  k  ,  
where is the number of RC that are different from zero 
for the 1^^ group of observation equations, and k is the 
number of sites. Writing 3*29 as 
bj^^ = + Uj^^ , 1 = 0, 1, ,,,, 5i (3*30) 
the system becomes 
80a 
r 
XQ 0  ... 0  ^0 ^0 
0  . . .  0  ^1. 
# # # t - • e • 
+ 
# * # # # # e 
# • • # # # # 
0  0  • • •  
^5 
(3.31) 
or, more compactly, 
B = Xct + u . (3.32) 
The generalized least square estimate of the EC vector a in 
3.32 is 
(3.33) 
and 
cov(a) = (x'2-lx)"l , (3.34) 
where t " E(uu'). When t is not known, as in the present 
investigation, it can be estimated t^y 2! « V (g) I where V is 
the variance-covariance matrix of the residuals from the 
fitting of model 3.25 "by ordinary least squares. In this 
case, the estimation procedure is designated as Estimated 
Generalized Least Squares (see Table 2). RC in 3.33 are 
efficient estimates of the parameters in the system model 3.26. 
It should be noted that estimation of RC by using 3.33 
is computationally long and involved. However, if the 
matrices in 3«31 are all the same the ordinary least squares 
estimates of 3.25 are the same as generalized least squares 
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and the step 3.33 is unnecessary. Alternatively if V is 
diagonal the ordinary least squares estimates are the same 
as the generalized least squares estimates. 
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CHAPTER IV. RESULTS AND DISCUSSION 
The results of comparing site models based on different 
functional forms with data from 15 selected sites will be 
presented and analyzed first# Then will follow the presenta­
tion and evaluation of results on model building for the 
system using the two functional forms giving the best per­
formance in the site investigation. Finally, the alternative 
models for the system will be compared, including some addi­
tional investigation on polynomial models. 
Comparison of Functional Forms at I5 Selected Sites 
h]^ and h2 values for the inverse model 
Table 6 Includes values for h^ and hg obtained by hand 
extrapolation as suggested by Nelder (I966). Figure 1 de­
scribes the application of the procedure to the data from 
site c68-6. The vertical axis represents 1/Y, The two 
superimposed horizontal axes represent the rates of N and P 
in kg/ha respectively. -50 and -70 are the respective esti­
mated asymptotic values of N and P for which 1/Y tends to 
infinity, and so h^ = 50 and h2 = 70. Similar estimation 
procedures produced the values for the rest of the sites in 
Table 6. They were selected as to provide a wide range in 
n and p. 
Regressing h^ and hg on n and p, respectively, produced 
the regression equations 
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Table 6. Available soil N and P, and h]^ and ho values esti­
mated graphically and estimated as linear functions 
of soil N and P for 15 selected sites 
Site 
number 
Hand 
lated 
extrapo-
value 
Soil available 
nutrient 
Predicted 
value* 
hi ^2 n P hi h2 
c68-6 50 70 30.9 4.8 88 72 
C68-7 35 84 22.2 7.0 52 91 
C68-8 10 62 17.9 5.7 27 80 
C68-10 45 72 26.4 4.9 70 73 
C68-11 75 132 30.9 8.1 88 102 
068-12 130 110 29.3 6.0 81 83 
C68-14 135 110 29.1 5.0 80 74 
068-15 55 52 18.1 3.2 37 58 
068-17 115 90 31.9 7.5 93 96 
068-19 95 66 39.4 6.6 125 88 
068-26 35 52 20.8 5.0 45 74 
069-1 300 96 77.4 6.2 288 76 
069-5 190 96 42.2 4.0 137 66 
069-9 150 52 51.3 5.5 176 78 
069-17 145 48 51.1 5.6 175 79 
^-Values estimated using regression equations 4,1 and 4.2. 
Figure 1. Graphical estimation of h-, and ho. Data from 
site c68-6 
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hi = 43,92304 + 4.28569n (4.1) 
r = 0,902 
and 
= 31.10007 + 8.62662p (4.2) 
r = 0.435 
These equations will be used In the remainder of this 
dissertation whenever h^ and h2 values for the inverse model 
have to be estimated. 
Comparison of functional forms 
The RC for the quadratic, "1,25* and Inverse functional 
forms fitted to the yield response to N and P treatments at 
15 selected sites are in Table 34 of the Appendix, The 
complete analysis of variance for the regressions, including 
the lack of fit (LOP) analysis is presented in Table 35 of 
the Appendix. 
Table 7 presents a summary of the LOP analysis, including 
the LOP mean square and its significance for the three func­
tional forms fitted to the sites. At six out of I5 sites 
the quadratic model presented a LOP mean square significant 
at P K 0,05 or less, while the LOP for the "1,25" and Inverse 
models was significant at five and one sites, respectively. 
Table 8 indicates that in 10 out of I5 cases, the size 
of the lack of fit mean squares for the quadratic model is 
1.35 to 2.97 times greater than that for the inverse. In the 
five remaining cases, it is smaller but never less than O.83 
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Table ?• Lack of fit mean squares for quadratic, "1.25" and 
Inverse regression models at 15 selected Chilian 
sites 
Lack of fit mean squares^ for: 
Site 
number 
Quadratic 
model 
"1.25" 
model 
Inverse 
model 
C68-6 44.019 43.478 19.780 
C68-7 60.863** 67.026** 36.198* 
C68-8 36.681 41.345 • 37.245 
C68-10 32.304 31.881 13.058 
068-11 31.964* 34.356* 16.584 
068-13 24.666 27.957 29.686 
068-14 92.064 83.721 48.248 
068-15 19.061* 22.980* 14.125 
068-17 36.481* 38.353** 12.295 
068-19 59.786 50.436 36.571 
068-20 27.956 25.707 30.397 
068-21 34.353 28.735 36.541 
068-22 29.368 22.387 30.967 
068-26 25.002* 26.787* 13.562 
*The symbols Indicating statistical significance will 
be used hereafter In this dissertation to describe the fol­
lowing probability levels: + = 0.25; ++ = 0.10; * = 0.05; 
** = 0.01. 
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Table 8. Relative size of the lack of fit mean squares of 
the quadratic and **1.25** model with respect to that 
of the inverse model for 15 selected Chilian sites 
Model 
Site 
number Quadratic -1.25" Inverse 
C68-6 2,23 2.20 1.00 
C68-7 1.68 1.85 1.00 
C68-8 .98 1,11 1.00 
C68-10 2.47 2.44 1.00 
C68-11 1.93 2.07 1.00 
068-12 .83 .94 1.00 
063-13 2.77 2.21 1.00 
068-14 1.91 1.74 1.00 
068-15 1.35 1.63 1.00 
068-17 2.97 3.12 1.00 
068-19 1.63 1.38 1.00 
068-20 .92 .85 1.00 
068-21 .94 .79 1.00 
068-22 .95 .72 1.00 
068-26 1.84 1.98 1.00 
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that of the inverse model. In 11 cases the "1.25" model re­
sulted in a LOP mean square 1.11 to 3.12 times greater than 
the LOP mean square of the inverse. In 4 cases the "1.25" 
model had a LOP mean square smaller, "being from 0.72 to 0.9^ 
times the size of the LOP mean square of the inverse, it may 
be inferred that the inverse model provides the best relative 
fit based on the fact that in two-thirds of the cases, it pro­
vides LOP mean square substantially smaller in relation to 
that of the quadratic or "1.25" model. Yet the argument sup­
porting the aforementioned conclusion is moderated when the 
size of the values corresponding to the three models is 
examined in Table 9» In 10 out of 15 cases the for the in­
verse model is greater than that of the other two. The differ­
ence ranges from 0.01 to 0,06, most of the cases being around 
0.04. This may indicate that, while the inverse model produces 
a better fit over two-thirds of the cases examined, the im­
provement represents, at most, an increase of about eight per­
cent in the yield variation explained by the model. On the 
other hand, if it is taken into account that the quadratic 
model, considered as a reference, is explaining a high pro­
portion of the yield variation in most of the cases then small 
improvements may be regarded as important. It should be noted 
that the additional parameters hi and h2 were estimated for 
4-V. o 4 A vw ai 
In figures 2 through l6 the average yield for five treat­
ments where the fertilizer formula increases by equal 
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Table 9. values from quadratic, "1.25" and Inverse re­
gression models for 15 selected Chilian sites 
values for: 
Site Quadratic "1,25* Inverse 
number model model model 
C68-6 .847 .845 .889 
068-7 .895 .887 .926 
c68—8 .875 .868 .873 
068-10 .792 .793 .823 
068-11 .940 .937 .957 
068-12 .884 .877 .873 
068-13 .936 .944 .960 
068-14 .752 .764 .812 
068-15 .926 .916 .938 
068-17 .867 .862 .930 
068-19 
CO 
.846 .869 
068-20 .567 .582 .551 
068-21 .694 .723 .683 
068-22 .812 .830 .808 
068-26 .955 .953 .968 
Figure 2. Wheat yield as affected by N-P levels at site 
c68-6. Solid circles represent mean observed 
yield and the lines represent yield predicted 
by quadratic, inverse and "1.25" models 
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Figure 3» Wheat yield as affected by N-P levels at site 
C68-7. Solid circles represent mean observed 
yield and the lines represent yield predicted 
by quadratic, Inverse and "1.25" models 
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Figure 4, Wheat yield as affected "by N-P levels at site 
C68-8. Solid circles represent mean observed 
yield and the lines represent yield predicted 
by quadratic, inverse and "1,25" models 
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Figure 5» Wheat yield as affected by N-P levels at site 
C68-10. Solid circles represent mean observed 
yield and the lines represent yield predicted 
"by quadratic, Inverse and "1,2$" models 
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Figure 6. Wheat yield as affected by N-P levels at site 
C68-11, Solid circles represent mean observed 
yield and the lines represent yield predicted 
by quadratic, inverse and *'1.25*' models 
99 
C68-n  
Quadrat ic  
Inverse  
"1.25" 
225-132 300-176 0 - 0  75-44 150-88 
N-P Fer t i l i za t ion  (k i logram/hectare )  
Figure 7. Wheat yield as affected by N-P levels at site 
C68-12. Solid circles represent mean observed 
yield and the lines represent yield predicted 
by quadratic. Inverse and "1,25" models 
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Figure 8, Wheat yield as affected by N-P levels at site 
C68-13» Solid circles represent mean observed 
yield and the lines represent yield predicted by 
quadratic, inverse and *1.25" models 
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Figure 9* Wheat yield as affected by N-P levels at site 
C68-14, Solid circles represent mean observed 
yield and the lines represent yield predicted 
by quadratic, inverse and "1.25" models 
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Figure 100 Wheat yield as affected by N-P levels at site 
068-1$, Solid circles represent mean observed 
yield and the lines represent yield predicted 
by quadratic, inverse and "1.25** models 
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Figure 11, Wheat yield as affected by N-P levels at site 
C68-17» Solid circles represent mean observed 
yield and the lines represent yield predicted 
by quadratic, Inverse and "1.25" models 
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Figure 12. Wheat yield as affected by N-P levels at site 
C68-I9. Solid circles represent mean observed 
yield and the lines represent yield predicted 
by quadratic, inverse and "1.25" models 
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Figure 13» Wheat yield as affected by N-P levels at site 
068-20. Solid circles represent mean observed 
yield and the lines represent yield predicted 
by quadraticf inverse and "1.25" models 
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Figure 14. Wheat yield as affected by N-P levels at site 
C68-21. Solid circles represent mean observed 
yield and the lines represent yield predicted 
by quadraticI inverse and "1.25" models 
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150 -88  225 -132  300 -176  0 - 0  75-44  
N-P  Fer t i l i za t ion  (k i logram/hec ta re )  
Figure 15. Wheat yield as affected by N-P levels at site 
068-22. Solid circles represent mean observed 
yield and the lines represent yield predicted 
by quadratic, inverse and **1.25** models 
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Figure 16. Wheat yield as affected by N-P levels at site 
068-26. Solid circles represent mean observed 
yield and the lines represent yield predicted 
by quadratic, inverse and "1,25" models 
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increments is plotted. Also, the predicted yield for the 
same treatments is plotted. Examination of figures 2 through 
16 indicate that (a) the predicted control yield is closest to 
the mean of the observed control yields in the inverse model, 
(b) the inverse model gives an earlier downward bending of the 
curve than the quadratic when the data show that yield de­
creases after a maximum. 
Results are rather inconclusive when the "1.25" model is 
compared to the quadratic. Table 7 shows that while the former 
model resulted in significant LOP sum of squares in five 
cases the latter did it in six. The relative sizes of the LOP 
mean squares remain within similar limits as indicated by the 
p 
information in Table 8, and the same may be said for the R 
values in Table 9« Figures 2 through 16 indicate that the 
"1.25" model has the tendency to give a smaller estimate of 
the control yield than the quadratic. The "1.25" curve tends 
to be above the quadratic in the midrange and finally below 
it at the high range of the data. 
The quadratic and the inverse functional forms will be 
used when building a model for the system. 
Building a Quadratic Model for the System 
Quadratic response on all the sites 
The first step consisted of regressing the average yield 
for the two replications of the I3 N and P treatments at each 
of the 3^ sites on the fertilizer variables. Table 10 
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Table 10. Regression coefficients, F and R values for 
quadratic models fitted to the data from 3^ sites, 
averaged over two replications per site 
Site number 
Regression 
coefficient C68-1 C68-6 068-7 
I (N) (P) iii 18.687 0.03670 0.15810* -0,00003 -0.00004 -0.00039 
6.82* 
0.830 
16.324 
0.213039** 
0.142275+ 
0.000291+ 
-0.000551** 
-0.000616+ 
15.73** 
0.918 
11.336 
0.311919** 
0.213416* 
0.000196 
-0.000823** 
-0,001023++ 
16.13** 
0.920 
c68—8 C68-10 C68-11 
I 
r2 
4.4746 
0.302011** 
0.078834 
0.000284++ 
-0.000807** 
-0.000364 
25.30** 
0.948 
11.928 
0.123853* 
0.158435* 
0.000412* 
-0.000258++ 
-0.000816* 
21.60** 
0.939 
21.072 
0.261709** 
0.155998* 
0.000387* 
-0.000615** 
-0.000849* 
37.09** 
0.964 
I 
r2 
C—68—12 
22.277 
0.118600** 
0.051022 
0.000417* 
-0.000243* 
-0.000323 
23.87** 
0.945 
C68-I3 C68-14 
16.554 
0.235115** 
0.078606+ 
0.000302++ 
-0.000529** 
-0.000373 
35.21** 
0.962 
20.716 
0.253512** 
0.209883++ 
0.000187 
-0.000675** 
-0.001076++ 
7.55** 
0.844 
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Table 10. (Continued) 
Regression 
coefficient C68-I5 
Site number 
c68-l6 C68-17 
I 
F 
r2 
11.999 
0.162232»* 
0.069552+ 
0.000484** 
-0.000483** 
-0.000451+ 
27.50** 
0.952 
14.459 
0.162665** 
0.239527** 
0.000215++ 
-0.000382** 
-0.000975** 
41.33** 
0.967 
11.993 
0.173631** 
0.192553* 
0.000058 
-0.000409* 
-0.000687++ 
12.92** 
0.902 
Pi 
r2 
068-19 
11.866 
0.183461** 
0.253301* 
0.000240 
-0.000468* 
-0,001081* 
11.76** 
0.893 
068-20 
38.289 
0.051959+ 
0.086618+ 
-0.000242+ 
-O.OOO209++ 
-0.000365 
4.33* 
0.756 
C68-21 
33.275 , , 
0.010444 
0.302137** 
-0.000383* 
-0.001055* 
-0.001055* 
5.46* 
0.796 
C68-22 068-23 068-26 
I 
F 
b2 
16.465 
0.040292 
0.328825** 
-0.000049 
-0.000098 
-0.001078** 
15.71** 
0.918 
34.713 
0.121789* 
0.141767++ 
O.OOOO85 
-0.000363* 
-0.000612+ 
4.42* 
0.759 
9.0301 
0.251929** 
0.154019* 
0.000487** 
-0.000687** 
-O.OOO627++ 
46.05** 
0.971 
123 
Table 10. (Continued) 
Site number 
Regression 
coefficient C68-30 C68-3I C69-I 
F 
r2 
19.272 
0.112638++ 
0.292727* 
0.000410+ 
-0.000294+ 
-0.001427* 
9.34** 
0.870 
5.1212 
0.107703* 
0.125954+ 
0.000498* 
-0.000306++ 
-0.000561+ 
13.32** 
0.905 
10.449 
0.020979 
0.1530 9* 
-0.000010 
-0.000022 
-0.000654* 
4.71* 
0.771 
C69-3 C69-4 C69-5 
bo 
r2 
7.8736 
0.093955* 
0.178332* 
0.000219+ 
-0.000241++ 
-0.000761* 
11.88** 
0.895 
8.590 
0.180943** 
0.109566* 
0.000190++ 
-0.000425** 
-O.OOO372++ 
50.06** 
0.973 
14.008 
0.034400+ 
0.192889** 
0,000176+ 
-0.000115+ 
-0.000769** 
14.81** 
0.914 
C69-8 C69-9 C69-IO 
I 
:2 
5.6217 
0.117459* 
0.211578* 
0.000454* 
-0.000328++ 
-0.000909++ 
14.42** 
0.912 
11.029 
0,234952** 
0.467127** 
0.000205 
-0.000626** 
-0.002032** 
34.21** 
0.961 
16.660 
0.052138 
0.425965* 
0.000285+ 
-0.000107 
-0.001824* 
18.30** 
0,929 
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Table 10, (Continued) 
Regression 
coefficient 069-11 
h 
15.836 
0.131906»* 
0.243185** 
0.000164 
-0.000367* 
-0.000945* 
16.28** 
0.921 
C69-I7 
I 
r2 
14.840 
0.080241* 
0.180281** 
0.000314* 
-0.000279** 
-0.000733* 
24.91** 
0.947 
Site number 
069-12 069-15 
11.947 
0.117672** 
0.198548** 
0.000192+ 
-0.000330** 
-0,000780* 
23.82** 
0,944 
9,060 
0.097804++ 
0.125072+ 
0.000237 
-O.OOO3OI++ 
-O.OOOI83 
11.34** 
0.890 
069-18 069-19 
18,191 
0,120811* 
0,357227** 
0,000281+ 
-O.OOO33O++ 
-0.001422* 
17,46** 
0,926 
24.348 
0.031549 
0,397689** 
0,000221 
-0,000130 
-0,001534** 
16,30** 
0,921 
069-20 
bn 9.079 
bY O.O9O873++ 
bp 0.378030** 
bo 0.000048 
br -0.000281++ 
b^ -0.001326** 
P 19.658 
R2 0,934 
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includes the 34 sets of RC for the quadratic model and their 
significance. Table 11 summarizes the number of sites with 
individual RC significant at selected probability levels. 
At two-thirds of the sites the RC of the linear terms for N 
and P were significant at the standard probability level of 
0,05 or less. The RC for the quadratic terms were signifi­
cant at about one-half of the sites. Only at about a fourth 
of the sites were the interaction RC significant at the same 
level of probability. The F-ratio for the regression is sig­
nificant at P = 0.05 or less for all the 34 sites. This is 
an indication that the linear, quadratic and interaction 
effects of N and P fertilizer account for a significant pro­
portion of the observed yield variation within each of the 34 
sites. 
Variation of the response across the system 
The RC for the site models represent random variables 
condensing the information contained in the original data in 
the site response to N and P. To assess the variability of 
the site responses across the system, the F-test described 
by Cady and Fuller (1970) was performed. The test requires 
an estimate of the pooled experimental error variance for all 
the site experiments. This was obtained by pooling the 
error variance of 19 experiments for which replicated data 
were available when carrying out the analysis, and taking 
one-half of the pooled value, as the calculations were based 
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Table 11. Number of sites with significant regression coeffi­
cients of the site quadratic equations 
Regression 
coefficients 
Number of sites with coefficients 
significant at: 
Totals 
Sig. at 
P<.05 NS P=.01 P=.05 P= = .10 P=.25 P>.25 
bl (N) 16 7 3 2 6 23 11 
(N2) 13 5 8 2 6 18 16 
^2 (P) 11 13 2 6 2 24 10 
y (p2) 5 13 7 3 6 18 16 
(NP) 2 7 4 10 11 9 25 
on the average yield for two replications. Unfortunately, the 
19 site variances were nonhomogeneous as indicated by the 
result of the Bartlet test (Snedecor and Cochran, 196?) in 
Table 12. Yet it was decided to carry on the test for the 
variability of the site RC using the pooled variance 
— 2 
s- = 9.789, (a) considering that it was the best estimate 
for the system's experimental error variance and (b) accepting 
that the test may be declaring more significant differences 
than there are in reality (Cochran and Cox, 1957). The 
consequence of this may not be too harmful to the analysis 
as the subsequent step after the P test is to correlate the 
site RC with the site factors. And at this stage, again, only 
significant correlations will be accepted. 
Results in Table I3 indicate that the F test for 
Table ].2« Ghl-square test for heterogeneity of the experimental error variance of 
19 wheat experiments with yield data available from the two replications 
Site 
number 
Error 
sum of 
squares 
(fi Si 2) 
Degrees 
of 
freedom 
(fl) 
Error 
mean 
square 
(si2) log (Si2) 1/fl 
68-1 399.981 11 36.362 1.56064 17.16704 0.0909 
68-6 314.784 12 26,232 1.31883 17.02596 0.0833 
68-7 139.452 12 11.621 1.06525 12,78300 
68-8 360.662 12 30.046 1.47778 17.73336 
68-10 659.556 12 54.962 1.74007 20.88084 0.0833 
68-11 90.780 12 7.565 0.87881 10.54572 
68-12 168.084 12 14.007 1.14635 13.75620 
68-13 88,706 12 7.393 0.86882 10.42584 
68-14 455.472 12 37.956 1.57928 18.95136 
68-15 75.120 12 6.260 0.79657 9.55884 
68-16 261.219 12 21.768 1.33782 16.05384 
68-17 95.652 12 7,971 0.90151 10.81812 
68-19 295.860 12 24.655 1.39190 16.70280 
68-20 149.640 12 12.470 1.09587 13.15044 
68-21 172.260 12 14.355 1.15700 13.88400 
68-22 326.040 12 27.170 1.43409 17.20468 
68-23 77.939 11 7.085 0.85034 9.35374 0.0909 
68-26 87.120 12 7.260 0.86094 10.33128 
68-30 147.400 9 16.378 1.21426 10.92834 0.1111 
n=l9 4365.627 223 267.25980 1.6257 
= 19. 577 Chi-square = 46.494** 
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Table I3. P-test to evaluate the variability of site quad­
ratic regression coefficients across sites 
Model 
term RC 
Deviation 
mean square 
(33 degrees 
of freedom) 
Error 
mean square 
(233 degrees 
of freedom) F-ratio 
to 86.65O8I 9.789 8.852** 
N 73.74488 9.789 7.533** 
P 
^2 41.76415 9.789 4.266** 
NP b 27.89321 9.789 2.849** 
57.56073 9.789 5.880** 
p2 
^5 26.60385 9.789 2.718** 
variability across sites is significant at P = 0,01 for all 
site RC. This indicates that neither the control yield nor 
any one of the components of the response are constant across 
the sites, and a relationship between them and the variables 
in the system may be expected. 
At this stage in the analysis, it is important to note 
that the pairs of RC for the linear and quadratic terms for 
the response to N and P have a very high degree of correla­
tion across the 34 sites. According to Table 14 the correla­
tion coefficient between the linear and quadratic RC is 
r = -0.976 for N and r = -0.951 for P. This piece of in­
formation will be very useful in the next step of the analysis 
when deciding what system variables may be accounting for the 
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Table l4. Correlation matrix of the regression coefficients 
for the quadratic model fitted separately to data 
from 34 sites, averaged over two replications per 
site 
(N) (P) 
^2 
(NP) 
*3 
(N2) 
^4 
(P2) 
^5 
^0 1.0 -0.314 0.048 -0.536 0.331 -0,049 
(N) 1.0 -0.234 0.436 -0.976 0.077 
(P) 
^2 1.0 —0.200 0.221 -0.951 
(NP) 1.0 -0.468 0.030 
(n2) 1.0 -0.068 
(P2) 1.0 
site to site variation of the response to N and P. In this 
respect it will be assumed from now on that for a system 
variable to be considered responsible for the site to site 
variation of the yield response to N, for example, it should 
present significant correlation coefficients of opposite sign 
with both the linear and the quadratic RC for N in the site 
models. If this condition is warranted by the data then an 
interaction term of the variable with each term for the N 
response should be entered into the system model. The 
rationale is that both linear and the quadratic RC for the N 
response need to be corrected by the local value of the inter­
acting variables to properly describe the fertilizer response 
at any given site within the system. 
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Factors affecting; the response and the system model 
The 19 system variables that will be considered as 
potential explanators for the variation of the site yield 
response to N and P across the system are defined in Table 
15» The symbol to be used in the model, the units of mea­
surement, the observed lowest and highest value and the cal­
culated mean for each variable are Included. 
The correlation matrix of the RC and the system variables 
is given in Table 16, To be included in the table, a 
system variable should have a significant correlation of 
P = 0,05 or less for at least one of the six RC of the site 
equations. Consequently, the variables pH, extractable A1 
(l^), log (extractable Al) (I2), depth of the A horizon 
(d^), slope (S) and elevation (L^) were no longer considered 
as they failed to show significant correlation with any of 
the RC. The correlation matrix among the remaining variables 
is in Table 1?. 
Not all variables in Table I6 should be considered 
automatically as interaction terms to be Included in the 
system model. As stated in the previous section, only those 
variables having significant correlations with both the 
linear and the quadratic RC for the response to N or P will 
be considered. This criterion eliminates the variables 
granular structure in the A horizon (g) and rainfall from 
planting to tillering (Rg). 
Additional variables correlating significantly with 
Table I5. System variables to be considered in 
domain through 34 sites 
System variables Unit of 
measured at each site Symbol measurement 
Soil chemical properties 
Available N n ppm 
Available P p ppm 
Available K k ppm 
pH a 
Organic matter m % 
Extractable A1 In ppm 
log (Extractable Al) I2 
Soil physical properties 
Depth of A horizon d-, cm 
Depth of soil dp cm 
Granular structure in A g % 
Extemia.1 site characteristics 
Slope S # 
Elevation m 
Latitude Lg mln 
Longitude L^ mln 
model building and their observed 
Observed domain 
Lowest Mean Maximum 
value value value 
16.6 37.1 77.4 
3.2 5.8 12.5 
203.0 392.4 780.0 
5.5 6.0 6.5 
6.3 11.0 16.2 
256.0 408.0 600.0 
2.408 2.597 2.778 
5.0 12.3 22.0 
12.0 23.6 56.0 
0.0 49.4 100.0 
0.0 3.4 15.0 
230.0 380.0 540.0 
6.45 7.18 8.03 
1.66 1.98 3.06 
-Table 15# (Continued) 
System variables 
measured at each site 
Unit of 
Symbol measurement 
Observed domain 
Lowest 
value 
Mean 
value 
Maximum 
value 
Climatic characteristics 
Rain from planting to 
harvest 
Rain from planting to 
tillering 
Rain from tillering to 
liarvest 
Rr 
R, 
mm 
mm 
mm 
542.0 
118,0 
18.0 
902.2 
525.6 
376.1 
1486.0 
1316.0 
773.0 
Management 
Previous crop 
Seeding date 
C 
T Days after 
April 30 
0 .0  
10.0 
.  0 . 2  
36.6 
1.0 
76.0 
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Table 16. Correlation matrix of the site quadratic model 
regression coefficients and system variables that 
had at least one correlation significant at 
P = 0.05 
to tl *2 *4 ^5 
(N) (P) (NP) (N2) (p2) 
n 0,164 -O.58I** 0.386* -0.500** 0.575** -0.258 
P 0.496** -0.038 -0.088 -0.501** 0.042 0,140 
k 0.675** -0.144 -0.284 -0.360* 0.122 0.259 
m 0.284* -0.280 O.3O8 -0.252 0.279 -0.243 
^2 0.389* -0.357* 0.417* -0.088 0.307 -0.397* 
g 0.249 -0.340* 0.042 0.086 0.297 0.034 
^2 0.290 —0.266 0.336 -0.531** 0.208 -0.121 
y 0.430* -0.177 0.210 0.231 0.115 -0.170 
% -0.080 -0.316 0.182 0.387* 0.299 0.036 
R2 -0.293 -0.374* 0.283 -0.165 0.319 -0.131 
R3 0.348* 0.244 -0.237 -0.124 -0.180 0.222 
C 0.674** -0.471** 0.143 -0.645** 0.457** -0.002 
T -0.135 -0.374* 0.562** 0,067 0.270 -0.506* 
the RC in Table I6 were disregarded in order to keep the 
total nimber of terms in the model around a maximum of 24 or 
10 less than the number of sites. It was thought that any 
variable having significant correlation with more than one RC 
should bear a stronger degree of association with the yield 
Table 1?. Correlation matrlz among selected system variables 
that had at least one correlation significant at 
P = 0.05 with regression coefficients of site 
models 
n P k a m d2 g 
n 1.0 0,110 —0.065 -0.202 0.345 0.348 0.140 
P 1.0 0.337 -0.071 0.263 -0.105 -0.063 
k 1.0 0.158 0.229 0.226 0.204 
a 1.0 -0.191 -O.I83 0.038 
m 1.0 0.556 0.440 
^2 1.0 0.571 
g 1.0 
% 
R2 
R3 
C 
T 
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^2 h . H R2 R3 C T 
0.192 0,004 -0.528 0,608 -0.383 0,273 O.3O8 
0.462 0,131 0.149 -0.090 0.269 0,362 -0.130 
0,123 0,253 -0.156 -0.371 0.390 0,408 -0.270 
-0.133 0,132 -0.146 0.055 -0.215 -0,224 0.070 
0.421 0.372 0.155 -0,226 0.470 0,269 0.039 
0.220 0,472 -0,009 -0,086 0.116 0,373 0.262 
0,216 0,370 0,144 0.063 0.043 0,239 0.220 
1,0 0.531 0.542 O.I83 0.243 0,490 0,199 
1.0 0,115 -0.064 0.200 0,390 0,123 
1,0 -0.724 -0.110 0,179 0,050 
1,0 -0.765 -0,055 0,479 
1,0 0.246 -0,644 
1.0 -0,018 
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response to N and P than a variable that correlates with only 
one. Organic matter (m), latitude (Lg)» longitude (L^) and 
total rain (R^) were eliminated as they have only one signifi­
cant correlation. The variable rainfall from tillering to 
harvest (R^) was not eliminated at this stage despite the fact 
that only one correlation is significant. The positive corre­
lation between R^ and bg is agronomically important. Rains 
late in the season may allow a good "filling" of the grain 
while dry late springs tend to decrease the test weight. 
This leaves the variables soil N (n), soil P (p), soil 
K (k), soil depth (dg), rainfall from tillering to harvest 
(Rg), previous crop (C) and date of planting (T) to be in­
cluded in the model. 
With all the previous restrictions in mind and keeping 
the number of terms in the model equal to 10 less than the 
number of sites, the fertilizer terms, system variables and 
interactions in Table 18 were tentatively selected as compo­
nents of the system quadratic models 1 and 2, As explained 
before, the set of variables considered in the system model 
was restricted to n, p, k, dg, R^, G and T, The rationale 
for including the main factors and interaction terms of these 
variables in the models will be discussed. All the terms 
corresponding to the N and P response were included as a 
sufficient number of them proved to be significant in the 
site to site analyses. Interactions of all these terms with 
some site variables were included as the test in Table 13 
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Table 18, Fertilizer variables, system variables and inter­
actions included in system quadratic models 1 and 2 
System 
Components of the site fertilizer response 
variables 1 N P NP p2 
Terms in quadratic model 1 
1 1 N P NP N2 
n Nn NPn N^n 
P P P^ NPp 
k k k^ NPk 
^2 Pd2 
R3 £3 
C c NO NPC N^C 
Terms in quadratic model 2 
1 1 N P NP n2 
n Nn NPn N^n 
P p P^ NPp 
k k k2 NPk 
d2 ^2 ^ 2^ Pdg 
C C NC NPC N^C 
pdj 
T PT P^T 
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showed that they have significant site to site variation. The 
selection of the interaction terms went as follows (see 
Tables 16 and 18 for the following discussion): 
n: Table l6 shows significant correlation at P = 0,05 
or less with the site RC of the fertilizer terms N, P, NP and 
N^. Interactions for all these terms were included except 
for P because the corresponding correlation between n and b^, 
the RC for P^, was low and nonsignificant. As stated before, 
given the high correlation between the linear and quadratic 
RC for the responses to N and P, a system variable should 
correlate with both RC (with opposite signs) to be considered 
in an interaction, 
£; correlations with bg and b^ are significant at P = 
0,01 and with negative sign, as was the correlation between 
both RC, so interactions with both terms, the intercept and 
NP, were included, 
k: same as for p, except that the correlation with b^ 
is significant at P = 0,05, 
d.21 same reasoning as for n, but in this case the inter­
action with N was discarded, those with P and P^ were included 
as well as that for bg instead of NP, 
R^i interaction with bg was included because of the 
potential effect of late spring rains upon yield just 
discussed. 
C: under the previous set of restrictions, there is no 
reason to discard any of the interactions with bg, N, NP and 
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SO all of them will be included, 
Tj correlation with bg and b^ are significant and with 
opposite sign so corresponding interactions with P and are 
included in the model. No interaction with N was included 
because only the correlation with b^ was significant. Model 
1 Includes variable excluding T while model 2 is the 
oppositei The variables and T where not included simul­
taneously in the same model because their correlation is 
-0.644; significant at P = 0.01. Quadratic terms for all the 
variables correlating with bg were included, assuming a non­
linear relationship. C was excluded because it has only two 
levels (0, 1). 
The terms in the upper section of Table 18 are the terms 
to be included in the regression models 3*25 when regressing 
the site RC on the system variables under model 1. The 
corresponding regression models are 
^ot ~ ^ 00 GoiP GozP^ ^03^ + + Go^t&z) + 
®07^3 "*• GO&Bj^ + G09C + ^ Ot 
^It = °^10 + Gll^t + Giz^t + *lt 
^2t = 0^20 + G2l(&2)t ^2t (4*3) 
^3t = °-30 + °^31^t •*" ®32Pt ^33^t + °^34^t + ^3t 
\t ^-^O *•" G4l*t + + ^ 4t 
^5t = °^50 + 051(^2) t + ^ 5t 
t = 1, 2, • •., 34 
Each model in 4.3 has 34 observational equations, hence there 
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are 204 (6 x 34) observational equations in total. Using 
compact notation to represent the 204 observational equations, 
as in 3*32» the size of the corresponding matrix X is 204 x 
25» including the XQ = 1 column. Assuming a covariance 
structure as in 3*28, the size of t. is 204 x 204, An esti­
mate of i has to be inverted and the matrix products X'2lî"^X 
and X*^"^B has to be formed to obtain the RC as in 3•33* 
This requires a relatively large amount of computing time 
and space as compared with estimating the RC by regressing Y 
on a model like 3*26, Considering this, the following 
strategy will be followed to obtain the EC of the final quad­
ratic model for the system. 
First the RC corresponding to model 1 in Table 18 will 
be estimated by direct application of ordinary least squares 
to an equation having all terms, like 3*26. Secondly the 
regressions of 4.3 will be computed and the covariance matrix 
V (3.28) for the residuals calculated. The same procedure 
will be followed with Model 2. 
Table 19 contains the RC and t-values for models 1 and 
2 calculated by the two procedures mentioned before. The 
t-test for the EC estimated by the second procedure should be 
more realistic, as the standard error is different for each 
group of EC corresponding to each regression equation as in 
4.3. At each regression, the estisiate of the variaiic'=? corre­
sponds to the site to site variation of the site RC that is 
not explained ty the system variables. 
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Table 19. Regression coefficients and t values for quadratic 
models 1, 2 and 3 estimated by regressing yield 
on fertilizer and system variables or by regressing 
site regression coefficients on system variables 
Regression of yield Regression of site RC 
Regression Regression 
No. Term coefficient t-value^ coefficient t-value® 
^0 -43.316 -27.607 
N 0.21417 7.60** 0.25755 8.20** 
P 0.10143 2.03* 0.10594 2.49* 
NP 0.00069 4.70** 0.00072 5.65** 
-0.00053 5.63** -0.00067 7.94** 
p2 
-0.00048 1.78++ -0.00046 2.59* 
P 12.373 7.86** 6.5820 2.22* 
-0.82890 6w60** -0.44722 1.86++ 
k -0.03839 1.33+ -0.03414 0.62 
k2 0.00008 2.30* 0.00009 1.22+ 
d2 1.0017 4.38** 1.2020 2.85** 
d22 -0.01532 4.34** -0.01738 2.57* 
R3 0,01749 2.02* 0.01498 0.99 
R32 -0.00002 I.73++ -0.00002 0.93 
C 9.73998 4.98** 7.1894 3.27** 
Nn -0.00159 2.27* -0.00288 3.51** 
NC -0.09133 3.08** -0.06838 2.42* 
Pdg 0.00448 2.34* 0.00429 2.59* 
NPn -0.000002 0.83 -0.000005 3.06** 
NPp -0.00002 1.03 -0.00003 2.18* 
NPk -0.0000008 3.17** -0.0000002 1.00 
NPC -0.0001 1.16+ -0.00019 2.88** 
N^n 0.000004 1.46+ 0.000008 3.44** 
^•When the significance sign is in parentheses the calcu­
lated t-value is close to the cutting point. 
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Table I9, (Continued) 
Regression of yield Regression of site HC 
Model Regression Regression 
No. Term coefficient t-value coefficient t-value 
N^C 0.00022 2.41* 0.00017 2.29* 
-0.00002 1.53+ -0.00002 2.44* 
R2 = 0.714 
Standard error = 7.51 q/ha 
^0 -48.439 -32.234 
N 0.23246 8.56** 0.25755 8.20** 
P 0.10738 2.02* 0.04698 1.15(+) 
NP 0.00070 4.71** 0.00072 5.65** 
-0.00058 6.20** -0.00067 7.94** 
P2 
-0.00053 1.81++ -0.00024 1.37+ 
P 12.305 7.87** 6.0844 2.14** 
p2 
-0.79440 6.41** -0.38787 I.7I++ 
k -0,01147 0.43 -0.00654 0.14 
k2 0.00005 1,57+ 0,00005 0.87 
^2 1.1112 5.15** 1.3513 3.54** 
-0.01686 5.09** -0.01983 3.26** 
C 9.5703 4.87** 7.1464 3.33** 
Nn -0.00210 3.16** -0.00388 3.51** 
NC -0.08700 2.92** -0.06838 2.42* 
Pdg 0.00469 2.39* 0.00298 2,00++ 
PT -0.00030 0.42 0.00246 3.36** 
NPn -0.000002 C.9I -0.000005 3,06** 
NPp -0.00002 0.99 -0.00003 2.18* 
NFk r»  / >  r »  A 0  —u.uuuuvuo 3.15"" rs — V eVVUVVV6 l.Cl 
NPC -0.00009 1.11 -0.00019 2.88** 
N^n 0.000005 2.03* 0.000008 3.44** 
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Table 19. (Continued) 
Régression of yield Regression of site RC 
— Regression Regression 
No, Term coefficient t-value coefficient t-value 
N^C 0.00021 2.28** 0.00017 2.29* 
pZdg -0.00002 1.62+ -0.00001 1.86++ 
P^T 0.000002 0.51 -0.000009 2.83** 
R^ = 0. 710 
Standard error «= 7.55 q/ha 
^0 -52.461 -36.039 
N 0.22765 8.42** 0.25755 8.20** 
P 0.10512 1.98* 0.04698 1.15(+) 
NP 0.00070 4.69** 0.00072 5.65** 
N2 
-0.00056 6.08** -0.00067 7.94** 
p2 
-0.00052 1.78++ -0.00024 1.38+ 
P 10.597 9.39** 4.3725 2.12** 
p2 
-0.64246 8.25** -0.23473 1.62++ 
k 0,02984 5,30** 0.03399 4.08** 
dg 1.1875 5.64** 1.4259 3.85** 
-O.OI8O7 5.60** -0.02094 3.53** 
C 10.0933 5.20** 7.6234 3.69** 
Nn -0.00197 2.98** -0.00288 3.51** 
NC -O.O883I 2.96** -0.06838 2.42* 
Pd2 0.00462 2.35* o„00298 2.00++ 
PT -0.00019 0.27 0.00246 3.36** 
NPn -0.000002 0.92 -0.000005 3.06** 
NPp -0.00002 1.00 -0.00003 2.18* 
NPk -0.0000008 3.10** -0.0000002 1.00 
WPC -0.00009 1.10 -0.00002 2.88** 
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Table 19» (Continued) 
Model 
No. Term 
Regression of yield 
Regression 
coefficient t-value 
Regression of site RC 
Regression 
coefficient t-value 
N^n 
N^C 
p2d, 
P^T 
1.90 
2.31* 
1.59+ 
0.000004 
0.00022 
-0.00002 
0,000002 0.42 
r2 = 0.709 
Standard error = 7.56 q/ha 
-0.000008 
0.00017 
-0.00001 
-0.000009 
3.44** 
2.29* 
1.86++ 
2.83** 
The information in Table I9 indicates that the RC and 
calculated t-values for the fertilizer terms (N, N^, P, P^, 
NP) in models 1 and 2 differ only slightly when changing 
estimation procedure. Yet the effect of changing the estima­
tion procedure is appreciable for the case of the system 
variables and (fertilizer) x (system variables) interactions. 
The larger t-values for the system variables in the case of 
regressing yield on all model terms results from the failure 
to identify and take into account the two sources of vari­
ability, site to site variability and within site variability. 
The coefficients for terms like N are affected the least by 
the sits tc site variability %hile a term like n is affected 
the most by site to site variability. 
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Results in Table 19 represent an empirical verification 
of the assertion made in the previous chapter that biased 
standard errors are obtained when regressing yield on all 
model terms. Thus all subsequent inferences will be based 
on the regression of the site RC on the system variables. 
The RC of R^ and R^2 iy^ model 1 have t-value s less than 
1.00 while the RC for the alternative terms PT and P^T in 
model 2 are significant at P = 0.01, The rest of the terms 
do not show important differences in their levels of sig­
nificance between the two models. Hence, model 2 will be 
selected over model 1. The terms in k remained nonsignifi­
cant in both regressions. Suspecting that the nonsignificance 
of the terms in k may be due to an improper representation of 
the variable in the model, given the high correlation of the 
site bg with k in Table 16, model 3 was generated by dropping 
the teim k^ from model 2, The RC for k resulted significant 
at P = 0.01 in model 3 (Table 19). All the remaining RC in 
model 3 were significant in the site regressions aside from 
the RC for NPk, which was equal to its standard error. Model 
3 was chosen as the quadratic model for the system. 
The correlation matrix of the residuals after regressing 
the site RC on the system variables in model 3, e.g., residu­
als like Uj^ in 4.3, is given in Table 20. Only the residuals 
for the RC of the linear and quadratic terms for N and P; 
e.g., Uq_ and U2 and u^, respectively, are large correla­
tion coefficients. This effect may be due to the high corre-
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Table 20, Correlation matrix for the residuals after re­
gressing the site regression coefficients for 
response to fertilizers on system variables 
(bo) (b^) ( b2) (bg) (b^) (ty) 
"0 "1 *2 "3 U4 "5 
(bo) ^0 1.0 0.008 0.118 -0,090 0.066 -0.176 
(bl) 
"l 1,0 0,227 0,015 -0.958 -0.272 
(bg) 
"2 1.0 -0,348 -0.135 -0.926 
(bj) 1,0 -0,104 0.205 
i \ )  b4 1,0 0,189 
(b^) 
^5 1,0 
lation between the corresponding b*s in the site regression 
equations (Table 14), Despite this correlation, the ordinary 
least square regressions of site EC on system variables should 
produce nearly fully efficient estimates given that the 
corresponding matrices in 3.31 are the same for the linear 
and quadratic RC for N and P, respectively. On the basis of 
the information in Table 20, it was decided that any informa­
tion on the RC of the system model remaining in the residuals 
after fitting equations like 4,3 was not sufficient to warrant 
the use of estimated generalized least squares (Zellner, 1962), 
The iiiiportanoe of including the system variables in the 
final models may be ascertained by comparing the proportion 
of the observed yield variation that is explained by model 0 
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with that explained by models 1, 2 or 3» Model 0 is a quad­
ratic regression of yield over the N and P treatments for all 
sites and explains 48 percent of the observed yield variation. 
The addition of 19 terms in the variables n, p, k, ^2* ^3 
C increases the proportion of the explained yield variation 
by 50 percent, producing an value of 0.714 for model 1, 
In the case of models 2 and 3 the inclusion of I9 and 18 
terms in the variables (n, p, k, d2, C, T) respectively pro­
duces almost identical results. Despite the important con­
tribution of the system variables, the terms for the N and P 
treatments explain almost one-half of the overall yield 
variation and two-thirds of that explained by the model. 
This is a clear indication that N and P fertilization repre­
sents the single most important cultural practice for raising 
wheat in this natural region of Chile's Precordillera being 
investigated. This result is quite different from that ob­
tained by Voss (1969) for com in some Iowa soils, where the 
regression of yield over N, P and K fertilization across 23 
sites explained less than four percent of the observed varia­
tion. Soil, climatic and management factors were more im­
portant in determining yield levels in Voss' case. 
Model 3 may be very practical to predict yield and make 
fertilizer recommendations. Aside from the N and P levels, 
the variables n, P; k; d.^i C and T maj»- be easily evaluated 
for production sites within the system, n, p and k are given 
by soil test. The average soil depth 6.2 of the field as well 
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as the previous crop C and date of planting T are easy vari­
ables to estimate in the field. The use of the model for 
yield predictions are production recommendations is restricted 
to farm fields that are located within the system, as defined 
by the domain of the system variable in Table 15. 
Building an Inverse Model for the System 
Inverse response of the 34 sites 
Before fitting the inverse model 3,3 to the site data, 
the N and P variables were transformed according to 3*4 to 
avoid the zero division as explained earlier. The parameters 
h^ and h2 for the transformation were estimated from regres­
sion equations 4,1 and 4,2 using the corresponding values for 
available soil N and P, and are listed in Table 21, 
The RC, r2 and P values for the inverse model fitted to 
34 sites are given in Table 22. A summary of the number of 
sites having RC significant at selected probability levels 
is given in Table 23* Nineteen and 21 sites have, respec­
tively, significant RC for 1/N and N, indicating that re­
sponses to N having increasing as well as decreasing sections 
were detected (Nelder, I966), A different trend was found 
for the P response. While the RC for 1/P are significant at 
P = 0,05 at 22 sites, that for P is significant only at 14 
present whenever a significant response to P was detected. 
The RC for the interaction term 1/NP is significant at 
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Table 21. and h2 values, estimated as linear functions 
of soil N and P respectively, used to transform 
the fertilizer N and P scales when fitting the 
Inverse model to data from 34 sites 
Estimated Estimated 
Site 
number 
^1 h2 
site 
number hi ^2 
C68-1 120 98 069-1 288 76 
c68-6 88 72 069-3 104 71 
068-7 52 91 069.4 108 62 
c68—8 27 80 069-5 137 66 
C68-10 70 73 069-8 95 81 
C68-11 88 102 069-9 176 78 
C68-12 81 83 069-10 168 80 
068-13 55 91 069-11 163 77 
068-14 80 74 069-12 137 89 
068-15 37 58 069-15 185 87 
068-I6 26 73 069-17 175 79 
068-17 93 96 069-18 202 77 
068-19 125 88 069-19 99 81 
068-20 132 136 069-20 89 86 
068-21 187 86 
068-22 227 76 
068-23 93 80 
068-26 45 74 
C68-30 94 66 
068-31 45 61 
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Table 22, Regression coefficients, F and R values for the 
inverse model fitted to the average yield response 
to 13 N and P treatments at 3^ sites 
Regression 
coefficient C68-1 
Site number 
C68-6 C68-7 
I (1/N) (1/P) (1/NP) iir" 
r2 
0.01565 
-0.37166 
2.0434 
207.218 
-0.000006 
0.00001 
6.167** 
0.815 
-0.03116* 
5.48741** 
1.9097 * 
•74.073 
0.00006** 
0.00002 
36.746** 
0.963 
-0.04495* 
3.8163 * 
3.3401 * 
.43.092 
0.00007** 
O.OOOO7++ 
28.075** 
0.953 
c68—8 C68-10 C68-11 
I 
R< 
-0.04984 ++ 
6.5427 * 
3.0946 + 
232.192 
0.000116* 
0.000035 
24.148** 
0.945 
-0.03436 
4.7036 
3.8750 
.115.76 
0.00002 
0.00008 
55.531** 
0.975 
* 
** 
** 
-0.03389 ** 
4.4118 ** 
2.7132 ** 
.112.836 
0.00004 ** 
0.00004 ** 
72.818** 
0.981 
I 
R' 
C68-12 C68-13 C68-14 
-0.00009 -0.01224 + -0.03701 * 
3.5330 * 3.1067 ** 3.9391 * 
I.8I99 ++ 1.7422 * 2.4211 * 
156.035 -58.199 -74.112 
0.0000009 0.00003 ** 0.00005 * 
0.00001 0.00002 0.00008 « 
19.593** 101.519** 15.689** 
6.933 0.986 0.918 
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Table 22, (Continued) 
Regression 
coefficient 068-15 
Site number 
C68-16 C68-17 
I -0.03666 * 5.3486 ** 3.5039 ** .226.347 * 0,00007 * 0.00005 + 
37.605** 
0.964 
-0.00423 
0.43231 ++ 
2.3484 ** 
24.542 
0.0000005 
0.00005 ++ 
43.113** 
0.969 
-0.04256 * 
2.9215 ++ 
2.8173 ++ 
412.394 + 
0.00006 ** 
0.00008 * 
41.116** 
0.967 
! 
I 
R': 
068-19 068-20 068-21 
-0.07051 * -0.01780 0.0111 
6,6632 ++ 1.5443 -3.2851 + 
4,6766 « 0,62293 0.54346 
113.625 234.578 456.021 ++ 
0.00006 * 0.00007 * -0.00000 
0.00012 * 0.00004 0.00006 
20.117** 3.854++ 5.040* 
0.935 0.734 0.783 
068-22 068-23 068-26 
-0.02514 -0.00746 -0.02524 * 
-0.06497 1.7673 * 3.3493 ** 
3.5648 + 1.1048 ++ 2.6219 »* 
429.500 12,476 -28.939 
0.00002 0,00003 * 0.00005 ** 
0.00010 ++ 0.00003 + 0.00002 
14.831** 9.499** 86.087** 
0.914 0.872 0.984 
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Table 22. (Continued) 
Regression 
coefficient C68-30 
Site number 
C68-3I G69-I 
I 
R< 
-0.03616 
3.9512 
3.5736 
•156.051 
0,00003 
0.00009 
18.996** 
0.931 
* -0.08566 * 
* 7.1642 * 
** 8.51O8 * 
-298.584 + 
+ 0.00007 ++ 
* 0.00015 ++ 
34.928** 
0.961 
-0.05857 
7.9761 
5.6824 
624.370 
0.00002 
0.00020 + 
4.115* 
0.746 
C69-3 C69-4 C69-5 
a" 
-0.09045 ** 
9.2591 * 
7.0528 * 
-145.863 
0.00009 * 
0.00014 * 
31.542** 
0.958 
-0.03352 
7.8023 
1.0182 
150.001 
0.00007 
0.00001 
30.387** 
0.956 
-0.04469 ++ 
5.2584 ++ 
5.8861 * 
•244.623 
0.00003 
0.00011 ++ 
19.420** 
0.933 
i 
r2 
C69-8 
-0.11946 ** 
7.0900 
9.1859 
338.766 
0.00009 
0.00021 
41.223** 
0.967 
++ 
"069-9 
-0.08179 ** 
8,4043 * 
4.0627 * 
201.686 
0,00007 ** 
0.00013 ** 
33.059** 
0.959 
C69-IO 
-0.05562 * 
4.3413 + 
6.0936 * 
•127.125 
0.00002 
0.00014 * 
21.889** 
0.940 
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Table 22, (Continued) 
Site number 
Regression 
coefficient C69-II C69-14 C69-I5 
I 
F 
r2 
I 
R^ 
I 
-0.05033 * -0,07349 ** -0.10041 ++ 
6.0426 ++ 7.1970 * 15.4142 ++ 
3.3390 ++ 5.6364 * 7.5139 + 
130.909 118.271 -70.9834 
0.00005 ++ 0.00007 * 0.00012 * 
0.00009 ++ 0.00011 * 0.00004 
15.254** 28.971** 20.473** 
0.916 0.954 0.936 
069-17 069-18 069-19 
-0.09429 «* -0.05710 « -0.02558 + 
13.8116 ** 7,7691 * 0.85111 
7.6998 ** 3.8257 * 4.4838 * 
-626.572 + 6.4343 -56.5407 
0.00008 ** 0.00005 * 0.000006 
0.00011 * 0.00008 * 0.00009 ++ 
39.377** 26.493** 14.100** 
0.966 0.950 0.910 
069-20 
R< 
-0,09600 ** 
0,49527 
9.7792 ** 
349.392 
0.00005 * 
0.00024 ** 
30.128** 
0.956 
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Table 23» Number of sites with regression coefficients of 
the inverse model significant at the indicated 
probability level 
Number of sites with regression Total 
Regression 
coefficients 
estimates significant at; 
Sig, at 
,05 P=.01 P=.02 P=,10 P=.25 P>.25 NS 
\ (1/N) 7 12 7 2 6 19 15 
134 (N) 8 13 2 1 10 21 13 
bg (1/P) 8 14 4 3 5 22 12 
^5 (P) 3 11 8 3 9 14 20 
bg (1/NP) - 1 1 3 29 1 33 
P = 0,05 at only one site. This should not be taken as an 
indication that N and P interaction is not present in the 
response. Part of the interaction effect is implicit in the 
inverse model, as the model is nonadditive for the main 
effects. In subsequent analyses the 1/NP interaction term 
will always be considered. Exclusion of this term implies 
that the optimum physical rate of each nutrient is indepen­
dent of the level of the other and this inclusion is not 
supported by current knowledge on the yield response to N 
and P. 
The P test for the overall regression at each site is 
significant at P = 0,05 or less in all but one site where 
the significance level is P = 0,10, This result indicates 
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that the inverse model in the variables N and P accounts 
for a significant proportion of the observed yield variation 
at each experimental site. 
Variation of the response across the system 
The modified form 3.24 of the test by Cady and Fuller 
(1970) was used to test the variability of RC resulting from 
fitting model 3*3 to the data from each site. The estimated 
error variance is the same used when testing the variability 
of the RC for the quadratic model, i.e., s^— = 9*789* The 
same commentaries regarding the effect of the nonhomogeneous 
s^ upon the results of the test for the quadratic RC applies 
to the results in Table 24 for the RC of the inverse model. 
All but the RC for the term 1/NP resulted with an P sig­
nificant at P = 0.01 for variability across sites. The F 
for the RC of 1/NP is also considered significant as this 
is a preliminary test with a probability level of 0.25* 
Correlations among the RC of the inverse regressions 
on site data is presented in Table 25. The correlation be­
tween RC for the inverse and the linear term for N and P are 
0.723 and 0.820 respectively. The degree of association is 
not as close as in the quadratic regressions where the RC 
for P explained 95 percent of the across site variation in the 
RC for P^. The RC for N explained 94 percent of the across 
site variation in the RC for N^, In the inverse regressions, 
the variation of the RC for 1/N explained by that of N is 
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Table 24. P-test to evaluate the variability of the site re­
gression coefficients of the Inverse model across 
sites 
Coeff1-
Variable dent 
Deviation 
mean square 
(33 d.f.) 
Pooled error 
mean square 
(223 d.f.) F-ratio 
^0 37.720035 9.789 3.853** 
1/N bl 51.437704 9.789 5.255** 
1/P 24.695719 9.789 2.523** 
1/NP 
^3 11.410918 9.789 1.166+ 
N 33.603496 9.789 3.433** 
P 19.478561 9.789 1.990** 
Table 25. Correlation matrix of the site inverse model re­
gression coefficients across sites 
^0 
(1/N) (1/P) 
bi bg 
(1/NP) 
^3 
(N) (P) 
b4 b3 
^0 
o
 
1—1 
-0.730 -0,873 0.103 --0.647 -0.725 
(1/N) 1.0 0.505 -0.405 0.723 0.191 
(1/P) 1.0 -0.129 0.366 0.820 
(1/NP) 
^3 1.0 •0.235 0.263 
(N) 1.0 0.122 
(P) 
^5 1.0 
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only 52 percent and the variation of the RC for 1/P ex­
plained tjy that of P is 67 percent. The degree of mutual 
explanation of variation across sites is substantially less 
for the RC in the inverse regressions than it was for the 
quadratic. This is an empirical verification of the asser­
tion made by Nelder (I966) that model terms representing in­
creasing sections of the response curve are more independent 
from terms describing decreasing sections in the inverse model 
than they are in the quadratic. 
Factors affecting the response and the system model 
The correlation matrix among the RC of the site regres­
sion equations and the system variables is presented in Table 
26, Only those variables having at least one correlation 
significant at P = O.O5 or less have been listed. The set 
of variables in Table 26 is different from that for the quad­
ratic regressions in Table I6, It is clear that the RC for 
both models are not associated to the same set of system 
variables. Aside from the soil pH (a), the rest of the 
variables in Table 26, soil N (n), soil K (k), granular 
structure in A (g), total rainfall (R^), rainfall from plant­
ing to tillering (Rg), rainfall from tillering to harvest 
(R^), previous crop (C) and date of planting (T), all of 
which correlate with the RC of the inverse models, also 
correlate with RC of the quadratic. The additional variables 
(p, m, d2, L2, L^) correlate with RC of the quadratic regres-
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Table 26, Correlation matrix of the site inverse model re­
gression coefficients and site variables that had 
at least one correlation significant at P m 0,05 
Regression coefficient 
Site b« bv b^ b^ b^ bg 
vari- u J- ^ J ^ :y 
able (1/N) (1/P) (1/NP) (N) (P) 
n -O.I89 0.227 0.163 0.443** -0,114 0,328 
k 0.449** -0.345* -0.448** -0.101 -0.165 -0,362* 
a —0,262 0.382* 0.114 -0.401 0,407* —0•058 
g 0.099 0.098 0.037 -0.364* -0.167 —0.200 
Hi -0.129 0.127 0.117 0.529** 0.022 0.101 
«2 0.495** -0.482** 0.449** 0,287 0.237 0,397* 
R3 0.590** -0,575** -0.538** 0.080 -0.318 -0.475** 
C 0.488** -0.540** -0.381* 0.346* -0.403* -0.226 
T -0.596** 0,314 0.674** -0.123 0,182 O.58I** 
sion as indicated in Table 16. 
There is no theoretical basis indicating that RC of both 
functional forms should correlate with the same set of system 
variables. The coefficient of the linear term for the fer­
tilizer variable represents the slope of the response at zero 
fertilizer rate, in the case of the quadratic model, while 
the coefficient of the quadratic term is a measure of the 
degree of maturation of the response. System variables 
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correlating with either one or both RC may be considered as 
enhancing or depressing the corresponding segment or affect­
ing the whole response depending on the sign of the correla­
tion coefficient (Voss and Pesek, I965). It is not possible 
to elaborate a similar agronomic interpretation for the inverse 
model, as the algebraic form of the slope with respect to any 
variable is quite more involved. Still other important dif­
ferences should be considered. The quadratic function is 
fitted to the common design matrix X containing the applied 
N and P rates (Table 3). It may be expected that the RC for 
the quadratic regressions have some degree of association with 
the available fraction of the nutrients in the soil and this 
is the case in Table 16. Contrariwise, no association should 
be expected between the soil fractions and the corresponding 
RC for the response in the inverse regressions as the trans­
formed N and P variables already include a component repre­
senting the respective soil fractions. Results in Table 26 
are in line with this hypothesis. The remaining significant 
positive correlation between the available soil N and the NP 
interaction has some theoretical basis as the NP interaction 
effect may be expected to decrease as the soil N supply 
increases^. 
Three inverse models containing fertilizer and system 
^Note that for the inverse model, an increase in the 
value of a RC denotes a negative effect upon yield as the RC 
is part of the denominator of a fraction. 
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variables and interactions were generated. Models 1, 2 and 
3 in Table 2? were generated primarily on a trial-and-error 
basis, considering the information in Tables 24, 25 and 26 on 
variability of RC across sites and correlation with system 
variables. No report was found in the literature regarding 
the use of the inverse model to describe a factor yield rela­
tionship involving so many variables on interactions. The 
number of terms, and standard error values for the regres­
sions are in Table 28, Regression coefficients and t values 
for model 3 estimated by both, regression of yield on the 
model terms and by regression of the site RC on the system 
variables are in Table 29. 
Model 1 has R^ = 0.62?. Model 2 was generated by dis­
carding from model 1 the interactions k/N, a/N, R^/P on C/P, 
adding R^/KP , kP and TP, and substituting R^N for aN. The 
r2 value increased about six percent, from 0.627 to 0.66?. 
Model 3 was generated by discarding from model 1 the inter­
actions R3/P and C/P and the inverse terms 1/k, l/R^ on 1/T. 
The r2 value increased about 10 percent, from 0.627 to 0.684. 
Further attempts to increase the R^ by adding selected terms 
to model 3 proved unsuccessful. 
The difference in R^ value for models 3 and 0 (Table 28) 
provides an estimate of the contribution of the system vari-
TD fy fp ^ 4 '**4 o ^ o ^ m 4" 
for more than 16 percent of the observed yield variation. 
Yet the contribution of the variables N and P, representing 
I6l 
Table 27* Fertilizer terms, system variables and interac­
tions included in inverse models, 1, 2 and 3 for 
the system 
System 
variables 
Components of the site fertilizer response 
1 1/N 1/P l/NP N P 
Terms in inverse model 1 
1 1 1/N 1/P 1/NP N P 
k k k/N k/P 
a a/N aN 
R3 R3/N R3/P 
c C C/N C/P CN 
T T T/P 
Terms in inverse model 2 
1 1 1/N 1/P l/NP N P 
n 
k k k/P kP 
% H^/HP 
H3 R3 R3/N R3N 
c C C/N CN 
T T T/P TP 
Terras in inverse model 3 
1 1 1/N 1/P l/NP N P 
k 1/k k k/N k/P kP 
a a/N aN 
«3 I/R3 ] R3 R3/N 
n n r% 
T 1/T T T/P TP 
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Table 28, values and standard error for four inverse 
models for the system 
Model 
number 
Fertilizer and 
system variables 
Number 
of 
terms R^ 
Standard 
error 
0 (S. E) 5 0,520 9.51 
1 (N, Pf kf a, R^f C| T) 19 0,627 8,52 
2 (M» 2.» ®i» R^i , c. T) 19 0,667 8,04 
3 (N, Pf k, Qf Ro, c, T) 22 0,684 7.87 
the overall effect of the N and P nutrients, is 52 percent. 
This is one-half of the overall observed yield variation and 
three-fourths of that explained by the model. 
Alternative Models for Sites and System 
Quadratic and inverse models for site data 
Table 30 contains the values for the quadratic and 
inverse models fitted separately to the data from 34 sites. 
The values for the inverse regressions are larger than R^ 
values for the quadratic in 23 out of the 3^ cases. The dif­
ference is larger than 0,03 in about one-half of the 23 cases 
as shown in Table 31- The differences were smaller than 0,03 
in all the 11 cases where the R^ values for the quadratic 
were larger. These results indicate that the inverse model 
gives a better representation of the site response to N and 
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Table 29» Regression coefficients and t values for inverse 
model 3 estimated "by regressing: yield on fertilizer 
and system variables or by repressing site repres­
sion coefficients on system variables* 
Model 
Number Term 
Regression of yield Regression of site RC 
Regression 
coefficient t value 
Regression 
coefficient t value 
^0 -0.04702 -0.07363 
1/N 2.8530 0.99 -14.586 1.01 
1/P 5.1810 2.91** 4.3570 2.96** 
1/NP -39.429 0.65 27.568^ 
N 0.00003 0.90 -0.00024 1.72++ 
P 0.00008 1.35+ 0.00008 2.05* 
1/k -0.84919 0.95 -7.5793 0.53 
k 0.00008 2.13* 0.000004 0.04 
I/R3 0.33864 6.67** 0.35961 0.87 
R3 0.000008 2.00* 0.00004 1,41+ 
C 0.01331 2.17* 0.02951 2.63* 
1/T O.O38O5 1.29+ 0.63375 1.48+ 
T -0.00063 2.42* 
-0.00004 0.08 
k/N -0.00199 1.40+ -0.00252 0.47 
a/N 0.36434 0.77 3.9157 1.60+ 
R3/N -0.00194 2.21* -0.00640 2.87** 
C/N -2.0162 2.90** -3.3300 2.46* 
a„ The regression coefficients are valid for estimating 
yield when the independent variables take values within the 
observed domain defined in Table 15• 
^ean of 34 site regression coefficients. 
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Table 29. (Continued) 
Regression of yield Regression of site BC 
Regression Regression 
Number Term coefficient t value coefficient t value 
k/p 
-0.00931 2.74** -0,00665 2.23* 
T/P 0.06395 2.93** 0.06323 3.99** 
aN -0,0000008 0.13 0.00005 2.11* 
CN -0.00002 1.54+ -0,00003 2.09* 
kP -0,0000002 1.96* -0,0000001 1.61+ 
TP 0.000002 2.30* 0.000001 3.56** 
R^ = 0,684 
Standard error = 7.8? q/ha 
P for specific sites In a majority of the sites, let It 
should be noted that h^ and h^ were additional parameters 
estimated for the Inverse model. 
Quadratic and Inverse models for system data 
Models using the quadratic function attained higher R^ 
values than models based on the Inverse function when de­
scribing the yield response to N and P fertilization and 
system variables. The highest value of attained was 0.714 
corresponding to quadratic model 1 (Table 19) with 24 terms 
while 0,684 was the highest value of R^ attained with inverse 
model 3 (Table I9) with 22 terms. Increasing the number of 
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Table 30, values for the quadratic and inverse models 
fitted to the average response to I3 N and P 
treatments over 3^ sites 
Site 
number 
R2 for 
Site 
number 
R2 for 
Quad­
ratic Inverse 
Quad­
ratic Inverse 
C68-1 .830 .815 C69-I .771 .746 
c68-6 .918 .963 C69-3 .895 .958 
C68-7 .920 .953 C69-4 .973 .956 
C68«-8 .948 .945 C69-5 .914 .933 
C68-10 .939 .975 C69-8 .912 .967 
C68-11 .964 .981 C69-9 .961 .959 
068-12 .945 .933 C69-IO .929 .940 
C68-I3 .962 .986 c69-11 .921 .916 
C68-14 .844 .918 069-14 .944 .954 
c68—15 .952 .964 069-15 .890 .936 
C68-I6 .967 .969 069-17 .947 .966 
C68-17 .902 .967 069-18 .926 .950 
C68-I9 .894 .935 069-19 .921 .910 
C68-20 .756 .734 069-20 .934 .956 
C68-21 .796 .783 
C68-22 .918 .914 
C68-23 .759 .872 
C68-26 .971 .984 
C68-3O .870 .931 
C68-3I .905 .961 
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Table 31. Number of sites where the quadratic or the inverse 
model has the highest r2 value, according to the 
size of the difference 
„ - _ ... Number of sites where the _ 
Model with value is larger by a difference of* Total 
largest °" no. of 
r2 value 0.10 0.05 0,03 0,01 0.001 sites 
Inverse 1 6 $ 10 1 23 
Quadratic - - - 7 4 11 
terms in the Inverse model to 24, so as to have the same 
number of terms as in the quadratic, did not improve the R^ 
value. The standard errors for the quadratic and Inverse 
regressions are 7.51 and 7*87 q/ha respectively. These re­
sults indicate that the quadratic model gives a slightly 
better representation of the yield response to fertilizer 
and system variables than the inverse. This is in contradic­
tion with what was expected after performing the preliminary 
goodness of fit analysis on the site data. No explanation 
is available for this behavior of the models. 
Additional investigation on linear models 
Two additional linear models were used to regress the 
yield data on fertilizer and system variables. Both models 
have the Same tei-ms as quadratic model 1, the diffsrsncs 
being that instead of raising the variables to power 2.00, 
powers 1.25 and 1.50, respectively, were used in each one of 
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the two models. The RC, t, and standard error values are 
in Table 32, the estimation being performed by direct re­
gression of yield data on the terms of the respective models. 
Although the values of the RC are different for each model, 
the R2 and standard error values are almost identical for the 
three models, and this is a totally unexpected result. The 
preliminary investigation (Table 9) as well as research re­
sults published by different authors (Gandarillas, 1970; 
Heady, 1956) indicate that linear models differing in the 
power of the independent variables produced different R^ 
values when fitted to the same data set. Yet, all these 
previous results have two characteristics in common which 
are not shared by the models in Table 32. The number of ob­
servations and the number of terms for the models in Table 32 
are about 10 and 5 times larger, respectively, then for models 
in previous Investigations. Suspecting that either one or 
both characteristics may be responsible for erasing the effect 
of the exponent on the fit, the yield data for all the sites 
were regressed on two models similar to quadratic model 3*1• 
Both models have only five fertilizer terms but with powers 
1.25 and I.50 respectively. The RC, R^ and standard error-
values are in Table 33, The results are very similar to those 
in Table 32. Although the RC for a given term changes from 
mrtrl ovi/1 o+:on(^or>f^ o-r>-nrtT troTiioo p>»o T«T»or»_ 
tically the same. It could be possible that the large num­
ber of observations (n = 442) is responsible for nullifying 
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Table 32. Regression coefficients for alternative polynomial 
models for the system, with terms raised to 2.00, 
1.50 and 1.25 power 
Regres-
s ion 
term z = 2.00 z = 1.50 z = 1.25 
^0 -43.315 -54.168 -62.500 
N 0.21417 ** 0.32072 ** 0.52919 ** 
NZ 
-0.00053 ** -0.01522 ** -0.11316 ** 
P 0.10143 * 0.15075 ++ 0.24790 ++ 
pZ 
-0.00048 ++ -0.00998 ++ -0.06289 + 
P 12.373 ** 23.221 ** 44.912 ** 
p2 
-0.82889 ** -5.7188 ** -21.893 ** 
k -0.03839 + -0.10412 ++ -0.23756 * 
kZ 0.00008 * 0.00445 * 0.04778 * 
^2 1.0017 ** 1.8269 
** 3.4909 ** 
d2^ -0.01532 ** -0.21726 ** -1.1862 ** 
R3 0.01749 * 0.03367 * 0.06577 * 
-0.00002 ++ -0.00108 * -0.01164 * 
C 9.7399 ** 9.8271 ** 9.8494 ** 
NP 0.00069 ** 0.00069 ** 0.00069 *« 
NC -0.09133 ** -0.13742 ** -0.22782 ** 
Nn -0.00159 * -0.00221 ++ -0.00344 + 
N^C 0.00022 * 0.00650 * 0.04866 ** 
N^n 0.000004+ 0.00010 + 0.00069 ++ 
Pdg 0.00448 * 0.00683 * 0.01141 * 
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Table 32, (Continued) 
Regres- Polynomial model with terms raised to power 
s ion 
term z — 2.00 z = 1.50 z = 1.25 
pZdg -0.00002 + -0,00039 ++ -0.00265 ++ 
NPn -0.000002 -0.000002 -0.000002 
NPp -0.000016 -0,000016 -0.000016 
NPk -0.000001** -0.000001** -0.000001** 
NPC -0.00010 -0,00010 -0.00010 
R2 0.714 0.715 0.715 
Standard 
error 7.51 q/ha 7,50 q/ha 7.50 q/ha 
the effect of the exponent on the fit, and this result Is 
Independent of the number of terms in the model. Figure 17 
includes predicted yield responses to N at P = 88 kg/ha 
for the three models in Table 33* Predicted yields are very 
similar for all the experimental levels of N, suggesting 
that, for prediction purposes, the three models may give 
similar results when n is large. In some situations, 
particularly for economic analyses, the slope of the curve 
is more important than the curve Itself, The slopes as a 
function of N level corresponding to the three curves In 
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Table 33» Regression coefficients, R and standard error 
values for alternative fertilizer-yield polynomial 
models fitted to the data from all sites 
Regres­
sion 
term 
Polynomial models with terms raised to power 
z = 2.00 z = 1.50 z = 1.25 
^0 15.513 15.167 15.026 
N 0.13655** 0.21034** 0.35483** 
fjZ 
-0.00035** -0.01031** -0.07747** 
P 0.20741** 0.31236** 0.51777** 
pZ 
-0.00085** -0.01991** -0.12566** 
NP 0.00021** 0.00021** 0.00031** 
R^ 0.482 0.484 0.484 
Standard 
error 9.88 q/ha 9.86 q/ha 9.86 q/ha 
Figure 17 are in Figure 18, Although important differences 
in slope are apparent for the three models at low levels of 
W, the differences are rather small for most of the remaining 
N levels. 
Figure 17, Yield responses to N at P = 88 kg/ha predicted 
with three fertilizer-yield linear models dif­
fering in the exponent and fitted to the data 
from all sites 
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Figure 18. Yield rate of change with respect to N at P = 
88 kg/ha for three fertilizer-yield regression 
equations differing in the exponent of the in­
dependent variables. Models fitted to the data 
from all sites 
174 
dy 
dN 
0 . 4 0  
- Quadrat!c 
-  " 1 . 5 0 "  
-  " 1 . 2 5 "  
P= 88 kg/ha 
0 . 3 0  
0 . 2 0  
0.10 
1 5 0  300 0 2 2 5  
N (kilogram/hectare) 
175 
CHAPTER v. SUMMARY AND CONCLUSIONS 
The use of statistical models to describe the relation­
ship between crop yield and production factors is becoming a 
common practice. There is insufficient knowledge about the 
basic mechanisms of the factor-yield relationship to develop 
completely specified functional equations independently of ex­
perimental data. Statistical models permit the description of 
observed yield-factor relationships, prediction of yield on the 
basis of factor levels and economic analysis of the crop pro­
duction operation. 
Statistical model building procedures have been developed 
for idealized situations. The crop-yield relationships in the 
field do not always match the assumptions under which the 
statistical procedures have been developed. Problems related 
to the algebraic form of the function to be used in the 
models, decisions on what factors and interactions to be in­
cluded, methods of estimating the regression coefficients and 
methods of validating the model still have not been completely 
solved. 
The field experiment historically has been the unit of 
agronomic investigations. It is a fact that almost all 
agronomic knowledge presently available has been acquired 
through such experiments. Yet the traditional theory and 
methods of the field experiment may not be adequate when it 
is Intended to study yield variations in the field. This is 
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due to the simultaneous effect of controlled inputs, e.g., 
fertilizers, and uncontrolled soil and climatic factors. A 
new unit of study, the crop production system, is elaborated 
in this dissertation. It consists of a region devoted (not 
exclusively) to the production of a crop and all the factors 
which influence the crop yield within the region. An experi­
ment to study factor-yield relationships for the system will 
consist of all tests and measurements, including yield re­
sponse to a group of fertilizer treatments, at different 
sites within the system. 
An abstract representation of the variables in the system 
is proposed. Also proposed is a procedure to utilize pre­
vious agronomic knowledge, in a manner complementary to 
statistical techniques, when deciding which variables should 
be included in models relating yield to fertilizer, soil, 
climatic and management variables. 
Usually the amount of information is greater on the yield 
response to fertilizers than on the response to the uncon­
trolled system variables. For example, given a number of 
fertilizer experiments located at different sites, a complete 
set of yield response to fertilizer rates is obtained at each 
site, but only one level of rainfall is observable at the site. 
In the past it has been common practice to regress yield on 
isted for all the observations. Such is the assumption when 
the estimated variance from an ordinary least squares analysis 
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is used in the t-test for regression coefficients. An al­
ternative two-step estimation procedure is considered which 
does not«use a common error variance when testing the coeffi­
cients of the terms in the model. The first step consists of 
fitting a common yield-fertilizer model separately to each of 
the site data sets. The second step consists of regressing 
the set of regression coefficients for each fertilizer vari­
able on the system variables. Each coefficient regression 
so obtained is then substituted for the corresponding coeffi­
cient of the yield-fertilizer model to obtain the system 
model. 
A wheat production system was defined within a natural 
agricultural region of the Andes foothills in Chile. A field 
investigation including 34 replicated N and P fertilization 
experiments and laboratory determinations on samples from the 
experimental sites were performed during the I968 and I969 
growing seasons. The objective of the experiments was to 
create the necessary data to build a model for the wheat pro­
duction system. The statistical analysis and model building 
were performed at Iowa state University and the complete 
study is reported in this dissertation. 
A preliminary goodness of fit study was conducted using 
a quadratic, a "1.25** and an inverse model and the replicated 
data from 1< site experiments: Before fitting the inverse 
model, the N and P scales were transformed to avoid division 
by zero. The transformations were done on a site basis, the 
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transformation estimates were then expressed as functions of 
the respective N (n) and P (p) soil test values at each site. 
The quadratic and the *'1.25" polynomial models presented sig­
nificant laok-of-fit mean squares at six and five sites, 
respectively, while the inverse models had a significant lack-
of-fit mean square at only one site. The inverse models have 
larger values than the quadratic and "1,25* models in 10 
out of the 15 sites, the difference ranging from 1 to 8 per­
cent, Graphical representation of the respective response 
curves indicates that the inverse model gives a predicted 
control yield closer to the observed and an earlier bending of 
the curve when the data show that yield decreases after a 
maximum. Results are inconclusive when comparing only the 
quadratic and "1.25" models. The quadratic and the inverse 
models were selected to build alternative models for the 
system. 
To perform the statistical analysis and model building 
for the system, the yield data averaged over two replications 
were used. The pooled error variance for the system was cal­
culated from 19 experiments for which replicated yield data 
were available when carrying out the analysis. Separate pro­
cedures were followed to build the quadratic and inverse 
models for the system data. 
The first step in the quadratic model building procedure 
was to calculate separate regressions for the yield at each 
site using a common quadratic N and P polynomial model. At 
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all sites, the regression sum of squares was significant at 
P « 0,05. The regression coefficients for the linear terms 
N and P, the quadratic terms and p2 and the NP interaction 
were significant at about two-thirds, one-half and one-fourth 
of the sites, respectively. A very high correlation across 
sites between the linear and quadratic terms was observed for 
both fertilizers. The regression coefficients for the fer­
tilizer terms in the site equations were considered as random 
variables representing a first stage of condensation of the 
information on yield response carried by the data. Each re­
gression coefficient was tested to assess the variability 
across sites of the corresponding component of the yield 
response. All regression coefficients in the site fertilizer-
yield equations gave significant tests for variability across 
sites. 
The second step in the analysis was to investigate what 
system variables are associated with the variability across 
sites of the components of the yield response to N and P. 
Thirteen (n, p, k, m, d2, g, L2, L^, R2* C, T) out of 
a preselected group of 19 system variables had significant 
correlations at P « O.O5 with at least one of the regression 
coefficients in the site equations. On the basis of agronomic 
and statistical considerations, the number of system variables 
was reduced to 6 (n; p: k; d2; R-; 0); all of which were in­
cluded in a model for yield. The regression coefficients for 
the model were estimated by two different procedures, direct 
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regression of yield on model terms and regression of each site 
regression coefficient on the set of system variables associ­
ated with it. An value equal to 0,714 resulted when re­
gressing yield directly on all model terms, A final model 
with 23 terms in the variables N, P, n, p, k, d2, C and T 
was selected. Direct fitting of the model to the data gave 
an value of 0,709 and a standard error equal to 7*56 q/ha. 
All but one of the regression coefficients were greater than 
their standard error when estimated by the regression of the 
site coefficients on the corresponding system variables. The 
residuals of the coefficient regressions were examined and 
only the residuals for the linear and quadratic fertilizer 
terms were examined and only the residuals for the linear 
and quadratic fertilizer terms presented important correla­
tions, As the equations for these coefficients crit&ined the 
same variables the use of generalized least squares was 
considered unnecessary. 
An inverse model in the N and P variables was separately 
fitted to the data from all sites. One site had a regression 
significant at P = 0,10 while the regressions were significant 
at P = 0,05 or less for the rest of the sites. Coefficients 
were significant at P = 0,05 or less at about two-thirds of 
the sites for 1/N, 1/P and N, but only for less than one-half 
of the sites for 2= Only one site had a coefficient signifi­
cant at P a 0,01 for 1/NP , The test for variability across 
sites was significant at P = 0,01 for all regression 
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coefficients except that for 1/NP which was significant at 
P « 0.25» Not all 13 system variables that correlated with 
the site quadratic coefficients correlated with the coeffi­
cients of the inverse site regressions. Eight (n, k, g, R^, 
R2» R^» C, T) out of the nine variables correlating with the 
Inverse site coefficients also showed significant correla­
tions with the coefficients of the quadratic site regressions. 
One variable (a) correlated only with the coefficient of the 
inverse site models and five (p, m, d2, L2* correlated 
only with the coefficients of the quadratic. There is no 
basis to expect that the same set of variables should corre­
late to the same extent with the coefficients of different 
models, in particular, if the coefficients have different 
geometrical meaning. Following a trial-and-error procedure 
together with the statistical information previously dis­
cussed, an Inverse model with 22 terms in the variables N, 
P, k, a, R^, C and T was developed. The model had an R^ 
value of 0,684 and a standard error of 7.8? q/ha. Little 
Increase in was achieved when additional terms were in­
cluded in the model. 
As the transformed variables N and P contain information 
on both the fertilizer and the soil fractions of N and P, the 
variables Included in the inverse model for the system are 
 ^ A ID  ^  ^  ^^  4- 4  ^ A 
 ^# 'U.y 4^ U.C»U.J.Cb UXO iilVLiCU.  ^J. V UilG 
highest R^ value (R^ = 0,714) had 24 terms in the same vari­
ables except that d2 substituted for a in the quadratic. 
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Two additional linear models were generated, both in­
cluding the same 24 terms of the quadratic model having the 
highest value. These were models with the powers 1,50 
and 1,25 instead of 2, The corresponding were practically 
identical with the values for the quadratic model. This 
result is at odds with the preliminary investigation and 
published results on the effect of the exponent on the good­
ness of fit. 
The difference in between system models with and 
without the system variables indicates that the fertilizers 
account for about one-half of the observed yield variation 
and two-thirds of that explained by the models. 
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Table 34. Regression coefficients for the quadratic, "1,25", 
and inverse models fitted to the data from 15 
selected sites 
Regression coefficients for 
Site 
number 
Quadratic 
model 
"1.25" 
model 
Inverse 
model 
c68"»6 
1 
16.324943** 
0.213039** 
0.142275* 
0.000291 
-0.000551** 
—0.000616 
15.833740** 
0.558740** 
0.345838 
0.000291 
-0.122037** 
-O.O85137 
-O.O3II6I 
5,487404 
1.909706 
-74.073161 
0.000063 
0.000022 
C68-7 
1 
11.336249** 
0.311919** 
0.213416** 
0.000196 
-0.000823** 
-0,001023** 
10.660999** 
0.813134** 
0.568926** 
0.000196 
-0.178687** 
-0.146145 
«0.044945 
3,816268 
3.340120 
-43.091863 
0.000069 
0.000071 
c68—8 
1 
4,474637 
0,302011** 
0,078834 
0,000284 
-0,000807** 
-0,000364 
4.016770 
0.797874** 
0.182829 
0.000284 
-0.176284** 
-0.045855 
-0.049912 
6.562396 
3.096638 
-233.96368 
0.000116 
0.000035 
C68-10 
1 
11,927884** 
0,123853* 
0,158435 
0,000412* 
-0,000258 
-0.000816 
11.553503* 
0.273009* 
0.467658* 
0.000412* 
-0,054078 
-0,123585* 
-0,034368 
4.703591 
3.874457 
-115.75205 
0,000020 
0,000084 
C68-11 
i 
21.071505** 
0.261709** 
0.155998** 
0.000387** 
-0.000615** 
-0.000849** 
20,460904** 
0,628963** 
0.476184** 
0,000387** 
-0,131745** 
-0,128170** 
-0,033887 
4,811823 
2.271324 
-112,83617 
0,000041 
0,000045 
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Table 34, (Continued) 
Site 
number 
Regression coefficients for 
Quadratic 
model 
"1.25-
model 
Inverse 
model 
068-12 
C68-13 
C68-14 
C68-16 
I 
I 
b: 
S 
I 
068-17 bg 
Pi 
068-19 bg 
b-j 
? 
22.276623** 
0.118600** 
0,051022 
0.000417** 
-0.000243* 
-0.000323 
16.553820** 
0.235115** 
0.078606 
0,000302** 
-0,000529** 
-0,000373 
20,716348** 
0.253512** 
0,209883* 
0,000187 
-0,000675** 
-0,001076* 
11,998587** 
0,162232** 
0,069552 
0,000484** 
-0,000483** 
-0,000451** 
11,992666** 
0,173631** 
0.192553** 
-0,000058 
-0,000409** 
-0,000687* 
11,865661** 
0,183761** 
0,183461** 
0,000240 
-0,000468** 
-0,001081** 
22.232757** 
0.252091** 
0.166093 
0.000417** 
-0.049324* 
-0.046921 
15.953787** 
0.575062** 
0.207340 
0.000302** 
-0.119118** 
-0.053025 
19.733562** 
0.663951** 
0.639854* 
O.OOOI87 
-0.146372** 
-0.169011* 
11,615067** 
0.445326** 
0.246474* 
0.000484** 
-0,102226** 
-0,069982* 
11,667079** 
0.428558** 
0,415685** 
0.000058 
-0.090162** 
-0.093878* 
11.008478** 
0.477569** 
0.669066** 
0.000240 
-0.103747** 
-0,165379** 
-0,000094 
3.533037 
1,819899 
•156,03432 
0,0000009 
0,000011 
-0.012650 
3,173020 
1.741529 
-58.394572 
0,000029 
0.000020 
-0,037008 
3.939066 
2,421103 
-74.111767 
0,000050 
0,000076 
-0,036664 
5.348745 
3.503955 
-226.35389 
0.000066 
0,000054 
-0,042558 
2,921530 
2,817351 
412,39294 
0,000061 
0,000077 
-0,070513 
6,663145 
4,676614 
113.62456 
0,000064 
0,000117 
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Table 34, (Continued) 
Regression coefficients for 
Site Quadratic "1.25" Inverse 
number model model model 
C68-20 38.288999** 38.044225** -O.OI95O8 
0.051959 0.289897* 1.631105 
bg 0.086618 0.169099 0.661619 
-0.000242 -0.000242 261.05517 
-0.000209* -0,052688* 0.000070 
4 
-0,000365 -0.040029 0.000045 
068-21 b. 33.274943** 32.840131** 0.011369 
bj 0.010444 -0.058438 -3.265676 
S 0.302137** 0.724968** 0.522415 
b§ -0.000383** -0.000383** 449.54869 
b^ 0.000106 0.024025 -0.000009 
-0.001055** -0,166073** 0.000058 
068-22 bo 16,465317** 15.777286** -0.025193 
bg 0.040292 0.112543 -O.O57IO8 
bg 0,328825** 0.747058** 3.563068 
b! -0,000049 -0,000049 431.47163 
bj -0.000098 -0.024255 0.000015 
-0,001078** -0.165910** 0.000096 
068-26 bo 9.030061** 8,375803** -0,025236 
0.251929** 0.667555** 3.349286 
bn 0.154019** 0.394003** 2.621944 
bQ 0,000487** 0.000487** -28.938046 
biî -0.000687** -0.148485** 
4 -0.000627** -O.O956O8** 
Table 35* Analysis of variance for quadratic, "1.25" and inverse regression for 
data from I5 selected Chilian sites 
Field 
no. Source of variation D.P. 
Sum of 
squares 
Mean 
squares F-ratio 
c68-6 Replications 1 
Treatments 12 
Quadratic regression 5 
Lack of fit 7 
"1.25" regression 5 
Lack of fit 7 
Inverse regression 5 
Lack of fit 7 
EScperimental error 12 
Total 25 
2.199 
3770.050 
3461.916 
308.134 
3475.702 
304.348 
3531.587 
138.463 
314.790 
4087.039 
314.171 
692.383 
44.019 
693.140 
43.478 
726.217 
19.780 
26.232 
11.977** 
1.678 
1.657 
.754 
C68-7 Replications 
Treatments 
Quadratic regression 
Lack of fit 
"1.25" regression 
Lack of fit 
Inverse regression 
Lack of fit 
I Experimental error 
Total 
1 11.129 
12 5332.742 
5 4906.698 
7 426.044 
5 4863.560 
7 469.182 
5 5079.355 
7 253.387 
12 139.448 
25 5483.318 
444.395 
981.340 
60.863 
972.712 
67.026 
1015.871 
36.198 
11.621 
38.241** 
5.238** 
5,768** 
3.115* 
Table 35* (continued) 
Field 
no. Source of variation D.P. 
C68-8 Replications 1 
!)?reatments 12 
Quadratic regression 5 
Lack of fit 7 
"1.25" regression 5 
Lack of fit 7 
Inverse regression 5 
Lack of fit 7 
ISxperlmental error 12 
Total 25 
C68-10 Replications 1 
Treatments 12 
Quadratic regression 5 
Lack of fit 7 
"1,25" regression 5 
Lack of fit 7 
Inverse regression 5 
Lack of fit 7 
Experimental error 12 
Total 25 
Sum of Mean 
squares squares P-ratlo 
31.703 
4762.753 396.896 13.210** 
4512.985 902.597 
249.768 35.681 1.188 
4473.336 894.667 
289.417 41.345 1.376 
4501.685 900.337 
261.068 37.295 1.241 
360.555 S 
5155.011 
30.184 
3714.289 309.524 12.693** 
3488.162 697.632 
226.127 32.304 .588 
3491.124 698.225 
223.165 31.881 .580 
3622.884 724.576 
91.405 13.058 .238 
659.552 54.963 
4404.025 
Table 35» (Continued) 
Field 
no. Source of variation 
C68-11 Replications 
Treatments 
Quadratic regression 
Lack of fit 
"1,25" regression 
Lack of fit 
Inverse regression 
Lack of fit 
Experimental error 
Total 
068-12 Replicates 
Treatments 
Quadratic regression 
Lack of fit 
"1,25" regression 
Lack of fit 
Inverse regression 
Lack of fit 
iSxperimental error 
Total 
Sum of 
squares 
Mean 
squares P-ratio 
63.418 
6147.648 
5923.902 
223.746 
5907.154 
240-494 
6031.557 
116.091 
90.780 
6301.846 
46.898 
3114.421 
2941.762 
172.659 
2918.725 
195.696 
2906.621 
207.800 
168.081 
3329.400 
512.304 67.720** 
1184.780 
31.964 4.225* 
1181.431 
34.356 4.541* 
1206.311 
16.584 2.192 
7.565 s 
00 
259.535 18.529** 
588.352 
24.666 1.761 
583.745 
27.957 1.996 
581.324 
29.686 2.119 
14.007 
Table 35. (Continued) 
Field 
no. Source of variation 
068-13 Replications 
Treatments 
Quadratic regression 
Lack of fit 
"I.25" regression 
Lack of fit 
Inverse regression 
Lack of fit 
Experimental error 
Total 
C68-14 Replications 
Treatments 
Quadratic regression 
Lack of fit 
"1,25" regression 
Lack of fit 
Inverse regression 
Lack of fit 
Experimental error 
Total 
Sum of 
squares 
Mean 
squares F-ratlo 
43.680 
6836.184 403.015 54.514** 
4651.258 930.252 
184.926 26.418 3.573* 
4688.370 937.674 
147.814 21.116 2.856 
4769.328 953.866 
66.856 9.551 1.292 
88.715 7.393 § 
4968.579 
48.820 
4120,382 343.365 9.046*» 
3475.934 695.187 
644.448 92,864 2.426 
3524.338 706.868 
586.044 83.721 2.206 
3782.645 756.529 
337.737 48,248 1,271 
455.476 37.956 
4624,678 
Table 35, (Continued) 
Field 
no. Source of variation 
C68-I5 Replications 
Treatments 
Quadratic regression 
Lack of fit 
"1.25" regression 
Lack of fit 
Inverse regression 
Lack of fit 
Experimental error 
Total 
068-17 Replications 
Treatments 
Quadratic regression 
Lack of fit 
"1.25" regression 
Lack of fit 
Inverse regression 
Lack of fit 
Experimental Error 
Total 
Sum of 
squares 
Mean 
squares P-ratlo 
1.230 
2753.769 229.481 36.658** 
2620.340 524.068 
133.429 19.061 3.045* 
2592.910 518.582 
160.859 22.980 3.671* 
2654.897 530.979 
98.872 14.125 2.256 
75.122 6.260 
2830.122 
9.522 
2310.171 217.514 27.288** 
2354.804 470.961 
255.366 36.481 
2341.699 468.340 
268.472 38.353 4.811** 
2524,105 504.821 
86.065 12.295 1.502 
95.657 7.971 
2715.351 
(Cable 35. (Continued) 
Field 
no. Source of variation D.P. 
C68-I9 Replications 1 
Treatments 12 
Quadratic regression 5 
Lack of fit 7 
"1.25" regression 5 
Lack of fit 7 
Inverse regression 5 
Lack of fit 7 
Experimental error 12 
Total 25 
068-20 Replications 1 
Treatments 12 
Quadratic regression 5 
Lack of fit 7 
"1.25" regression 5 
Lack of fit 7 
Inverse regression 5 
Lack of fit 7 
Experimental error 12 
Total 25 
Sum of Mean 
squares squares F-ratio 
.559 
3932.757 327.730 13.293** 
3514.257 702.851 
418.500 59.786 2.425 
3579.705 715.941 
353.052 50.436 2.047 
3676.762 735.352 
255.995 36.571 1.483 
295.856 
4229.171 
115.923 
800.574 66.714 5.350** 
604.882 120.976 
195.692 27.956 2.242 
620.625 124.125 
179.949 25.707 2.062 
587.797 117.559 
212.777 30.397 2.438 
149.642 12.470 
1066.139 
Table 35• (Continued) 
Field 
no. Source of variation 
C68-21 Replications 
Treatments 
Quadratic regression 
Lack of fit 
"1,25" regression 
Lack of fit 
Inverse regression 
Lack of fit 
Experimental error 
Total 
068-22 Replications 
Treatments 
Quadratic regression 
Lack of fit 
"1,25" regression 
Lack of fit 
Inverse regression 
Lack of fit 
Experimental error 
ïotal 
Sum of 
squares 
Mean 
squares P-ratio 
1.339 
1178,868 
938,398 
240,470 
977.722 
201,147 
923.081 
255.787 
172.256 
1352,463 
1,080 
2512,095 
2306.523 
205.573 
2355.711 
156,711 
2295.323 
216,772 
326,045 
2839.220 
98.239 6,844** 
187,680 
34.353 2.393 
195.544 
28.616 
184,616 
36,541 2,546 
14.355 g 
IS> 
209.341 7.705** 
461,305 
29.368 1,081 
471.077 
22.387 .908 
459.065 
30 0967 1,140 
27.170 
Table (Continued) 
Field 
no. (Source of variation D.P. 
Sum of 
squares 
Mean 
squares P-ratlo 
068-26 aepllcatlons 1 8.918 
Treatments 12 5929.082 494.090 68.056** 
Quadratic regression 
Lack of fit 
"1.25" regression 
Lack of fit 
Inverse regression 
Lack of fit 
5 
7 
5 
7 
5 
7 
5754.066 
175.016 
5741.571 
187.511 
5834.104 
94.978 
1150.813 
25.002 
1148.314 
26.787 
1166.821 
13.562 
3.444* 
3.690* 
1.869 
Experimental error 12 87.125 7.260 
Total 25 6025.125 
