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ABSTRACT 
IN THE LAST HALF CENTURY, AS THE SCIENCE I,ITERATURE has increased 
dramatically, scientists found it increasingly difficult to locate needed data, 
and it is increasingly difficult for policymakers to understand the complex 
interrelationship of science in order to achieve effective research plan- 
ning. Some quantitative techniques have been developed to ameliorate 
these problems; co-word analysis is one of these techniques. Based on the 
co-occurrence frequency of pairs of words or phrases, co-word analysis is 
used to discover linkages among subjects in a research field and thus to 
trace the development of science. Within the last two decades, this tech- 
nique, implemented by several research groups, has proved to be a power-
ful tool for knowledge discovery in databases. This article reviews the 
development of co-word analysis, summarizes the advantages and disad- 
vantages of this method, and discusses several research issues. 
INTRODUCTION 
Since World War 11, the scope and volume of scientific research have 
increased dramatically. This is well reflected in the growth of the litera- 
ture. In the 1960s, the amount of scientific literature was estimated to be 
doubling approximately every ten years (Price, 1963). Three decades later, 
in the 199Os, along with developments in information technolo<y, espe- 
cially in the area of data storage, the amount of information in the world is 
estimated to be doubling every twenty months (Frdwley et al., 1991). In 
such a situation, it is hard for scientists to detect the subject areas and the 
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linkages among these areas in their research fields, and policy makers have 
difficulties in mapping the dynamics of science to do research planning. 
The traditional way to map the relationships among concepts, ideas, 
and problems in science is to seek the views of a relatively small number of 
experts. Even though such methods are indispensable for some purposes, 
as Law and Whittaker (1992) said, they also have certain drawbacks: 
First, they are extremely expensive unless the survey of experts is 
very small. Second, if the survey is small, then its representativeness 
is open to question. Third, the problem of collating a range of views 
about the way in which science has developed or is developing is 
complex. (pp. 417-418) 
For these reasons, quantitative methods for mapping the structure of sci- 
ence have been developed; they include co-citation analysis, co-nomina- 
tion analysis, and co-word analysis. This article reviews the development 
of the co-word analysis technique. 
Co-word analysis is a content analysis technique that uses patterns of 
co-occurrence of pairs of items (i.e., words or noun phrases) in a corpus 
of texts to identify the relationships between ideas within the subject ar- 
eas presented in these texts. Indexes based on the co-occurrence fre- 
quency of items, such as an inclusion index and a proximity index, are 
used to measure the strength of relationships between items. Based on 
these indexes, items are clustered into groups and displayed in network 
maps. For example, an inclusion map is used to highlight the central 
themes in a domain, and a proximity map is used to reveal the connec- 
tions between minor areas hidden behind the central ones. Some other 
indexes, such as those based on density and centrality, are employed to 
evaluate the shape of each map, which shows the degree to which each 
area is centrally structured and the extent to which each area is central to 
the others. By comparing the network maps for different time periods, 
the dynamic of science can be detected. 
The co-word analysis technique was first developed in collaboration 
between the Centre de Sociologie de 1’Innovation of the Ecole Nationale 
Superieure des Mines of Paris and the CNRS (Centre National de la Re-
cherche Scientifique) of France during the 198Os, and their system was 
called “LEXIMAPPE.” For about twenty years, this technique has been 
employed to map the dynamic development of several research fields. 
One of the early studies was carried out by Serge Bauin (1986) to map the 
dynamics of aquaculture from 1979 to 1981. Based on the inclusion and 
proximity indexes, inclusion and proximity maps were created for 19’19 
and 1981. 
With the decomposition of keywords into central poles and mediator 
words, the inclusion map for 1979 is shown in Figure 1and that for 1981 is 
shown in Figure 2. 
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Figure 1. Main Central and Mediator Words, 1979 (Bauin, 1986, p. 127.) 
Reprinted with kind permission of Macmillan Press, Ltd. 
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Figure 2. Main Central and Mediator Words, 1981 (Bauin, 1986, p. 128.) 
Reprinted with kind permission of Macmillan Press, Ltd. 
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In the map for 1979, “Salmogail-dneri, ” a  fish species which has been 
bred less extensively in Norway’s seas since the 195Os, remained unex- 
pectedly as a high frequency mediator word. However, in the map for 
1981, this term was replaced by “salmonidae.” One of the more signifi- 
cant changes is that the central pole “aquaculture” in the 1979 map has 
disappeared. It has been replaced by two new poles-”aquaculture devel-
opment” and “aquaculture techniques.” In addition, the word “artificial 
feeding” loses its sratus as a central pole in the map for 1979 and appears 
under “fish culture” in the map for 1981. 
The proximity maps for 1979 and 1981 respectively are shown in Fig-
ures 3 and 4. 
feeding & 
nutrition 
brackishwater
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Figure 3. Proximity Map, 1979 (Bauin, 1986, p. 133). Reprinted with kind 
permission of Macmillan Press, 1,td. 
Figure 4. Proximity Map, 1981 (Bauin, 1986, p. 134). Reprinted with kind 
permission of Macmillan Press, Ltd. 
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Comparing the two maps, it is noted that, from 1979 to 1981, some 
clusters, such as “feeding and nutrition,” become extended and more struc- 
tured-i.e., the average number of links per word has increased. Overall, 
the average number of links per word in the complete maps has increased 
from 2.33 to 2.95. This might be an indication of the beginning of the 
integration of the whole field. 
This and other examples (e.g., Turner & Callon, 1986; Callon, 1986; 
Courtial & Law, 1989; Law & Whittaker, 1992; Coulter et al., 1998) reveal 
that co-word analysis is a promising method for discovering associations 
among research areas in science and for revealing significant linkages that 
may otherwise be difficult to detect. It is a powerful tool that makes it 
possible to trace the structure and evolution of a socio-cognitive network 
(Bauin, 1986). As such, it offers a significant approach to knowledge dis- 
covery. 
THEDEVELOPMENT ANALYSISOF CO-WORD 
In 1986, Callon, Law, and Rip (1986) edited a book titled Mupping the 
Dynamics of Science and Technology, This is a milestone work on co-word 
analysis. The first part of the book is an introduction on how to study the 
force of science. The second part is an analysis of the power of texts in 
science and technology, in which the authors have presented the theo- 
retical foundation of co-word analysis, that is, “actor network.” The third 
part is a detailed description of co-word analysis with examples. The last 
part is a conclusion. 
Since publishing this book, co-word analysis has spread to research- 
ers from not only France, but also the United Kingdom, the Netherlands, 
the United States, and some other countries. The process, measurement, 
and interpretation of co-word analysis has been improved to a great ex- 
tent through these subsequent studies. 
Theoretical Foundation-Actor Network 
The co-word analysis technique was first proposed to map the dynam- 
ics of science. The most feasible way to understand the dynamics of sci- 
ence is to take the force of science in present-day societies into account. 
“Actor network is the theoretical foundation for co-word analysis to map 
the dynamics of science (Callon, 1986). 
Laboratories and literatures are considered as two powerful tools for 
scientists to change the world-they build complex worlds in laboratories 
and enforce them on paper (Latour, 1987). This implies that scientists 
attach particular importance to texts. They are not only using texts to 
publish their world built in the lab but also using texts as a way to build a 
world and enroll others. Even though science cannot be reduced to texts 
only, texts are still a prime source for studies on how worlds are created 
and transformed in the laboratory. Therefore, instead of following the 
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actors to see how they change the world, following the texts is another way 
to map the dynamics of science. 
Based on the co-occurrence of pairs of words, co-word analysis seeks 
to extract the themes of science and detect the linkages among these 
themes directly from the subject content of texts. It does not rely on any 
a priori definition of research themes in science. This enables us to fol- 
low actors objectively and detect the dynamics of science without reduc- 
ing them to the extremes of either internalism or externalism (Callon et 
al., 1986b). 
Overall, co-word analysis considers the dynamics of science as a result 
of actor strategies. Changes in the content of a subject area are the com- 
bined effect of a large number of individual strategies. This technique 
should allow us in principle to identi@ the actors and explain the global 
dynamic (Callon et al., 1991). 
Inclusion Index, Proximity Index, and Equiuabnce Coefficient 
The first step of co-word analysis involves extracting keywords from 
records in indexing databases. After keywords are extracted from each 
document, a co-occurrence matrix of keywords can be constructed. Ana- 
lyzing the interesting features of the co-occurrence matrix is the final and 
most important step of co-word analysis. 
As different questions may be asked about the network of science, 
the co-occurrence matrix is subjected to various operations. A general co- 
word analysis is focused on two of these questions: one is to detect the 
hierarchies among the areas of a research problem, and the other is to 
detect the minor but potentially growing areas. In the early studies of co- 
word analysis, two indexes were introduced to address these two questions 
(Callon et al., 1986~).  
The hierarchies of subject areas in a research problem can be de- 
tected by calculating an index, called the inclusion index (Iij): 
I, = C4/ min (Ci,Cj) (1) 
where, 
Cljis the number of documents in which the keyword pair (M, and 
M,) appears; 
Ci is the occurrence frequency of keyword Mi in the set of articles; 
CJis the occurrence frequency of keyword M. in the set of articles; 
niin (Ci,Cj) is the minimum of the two freqdencies C,and Cj. 
I0has a value between 0 and 1, and it can be interpreted as a conditional 
probability. When C, > Ci, that is, Mi is more general than M, and includes 
MJ sometimes, Igmeasures the probability of finding Mi in an article given 
that M, appears in it. An extreme case is that when I, = 1, Mj is fully 
included by Mi, that is, the Mj always co-occurs with Mi in the same article. 
The probability of finding Mi is 1,given M. is found in the same article. 
.I  
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However, sometimes, even though Iqhas a low value, it is still signifi- 
cantly greater than the unconditional probability of finding M, in any one 
of the N articles in the collection. Such a situation implies that there are 
some mediator keywords, which have a relatively low occurrence frequency 
but still have significant relationships with some of the peripheral key- 
words. To bring out such patterns, a proximity index Pgis defined: 
P, = (Cij/ CiCj) N (2) 
C,, C,, and Cghave the same meaning as in formula (1). N is the number 
of articles in the collection. The mediator and peripheral keywords pulled 
out by Pgrepresent minor but potentially growing areas. 
In later co-word studies (e.g., Turner et al., 1988; Whittaker, 1989; 
Law 8c Whittaker, 1992; Coulter et al., 1996; Coulter et al., 1998), another 
index is employed to calculate the association values between word pairs. 
This coefficient is called the equivalence index (e-coefficient) (Callon et 
al., 1991) or strength (Coulter et al., 1998). It is defined as follows, where 
C,, CJ,and Cghave the same meanings as in formula (1): 
Eghas a value between 0 and 1. Similar to (l),Egmeasures the probability 
of word i appearing simultaneously in a document set indexed by word j 
and, inversely, the probability of word j ifword i appears, given the respec- 
tive collection frequencies of the two words. For this reason, Eqis called 
“a coefficient of mutual inclusion” by Turner and his colleagues (Turner 
et al., 1988). 
Inclusion Map, Proximity Map, and Sub-Networks 
After the inclusion and proximity indexes are calculated, inclusion 
and proximity maps are created. The inclusion maps are designed to 
discover the central themes in a domain and depict their relationship to 
keywords that occur less frequently. The proximity maps are designed to 
discover connections between minor ideas hidden behind the central 
themes. These two kinds of maps correspond to two general types of 
studies. The first type of study involves getting more information about a 
certain theme. The second category of study concerns the analysis of the 
links between themes. 
To create inclusion maps, the link that has the highest inclusion in- 
dex value is selected first. These linked nodes become the starting points 
for the first inclusion map (subnetwork). Other links and their corre- 
sponding nodes are then added into the map in the decreasing order of 
their inclusion index until the threshold I, is reached. All nodes con- 
tained in the resulting cluster are removed from consideration as candi- 
dates in subsequent maps. The next map then starts with the link of high- 
est inclusion index value of the remaining links. Keywords that appear on 
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the top level of inclusion maps are called “central poles” of the domain of 
research. Keywords that are included in the central poles, and themselves 
include some other words at lower levels, are called “mediator words” 
(Callon et al., 1986~) .  
The process to create proximity maps is similar to that for inclusion 
maps. The difference is that the proximity index is used instead of the 
inclusion index. If the threshold P, is lowered enough, more proximity 
connections between keywords will appear in the map and, eventually, 
the mediators and central poles found in inclusion maps will reappear. In 
this wdy, the relationship between minor issues and central poles can be 
studied (Callon et al., 1986~) .  
There is another method to construct clusters (orsubnetworks) con- 
sisting of keywords that are more strongly linked internally than with key- 
words external to this sub-network (Callon et al., 1991). Essentially, this is 
similar to the inclusion maps above. The clusters could correspond to 
centers of interest in the research problem that are intensively studied by 
researchers. However, instead of using the inclusion index and threshold 
I,,, an e-coefficient is used in this method to measure the strength be- 
tween keywords, and a threshold of‘ten is used to limit the number of 
words in one subnetwork. The procedure still starts from the link with 
the highest e-coefficient. When a cluster already has 10 words in it, the 
next link will be refused. The value of this link that is first refused is 
called the saturation threshold. After a cluster saturates, a new cluster is 
started. The e-coefficient value of the first link of this new cluster is called 
the “ceiling threshold.” Based on the association value of the inter-cluster 
link and external links and the value of the ceiling threshold and satura- 
tion threshold, three distinct categories of clusters can be identified. The 
first category is isolated clusters, which are characterized by an absence 
(or low intensity) of links with other clusters. The second is secondary 
clusters, whose external links with other clusters above the ceiling thresh- 
old are sufficiently strong that it is legitimate to consider that they are the 
natural extension of one of these. The third is principal clusters, to which 
one or more other (secondary) clusters are associated by links whose value 
is lower than the saturation threshold. 
Coulter et al. (1998) have divided the process of constructing subnet- 
works into two “passes.” During Pass-], the network is constructed similar 
to the process of creating inclusion maps above, but the e-coefficient is 
used to measure the strength of association between two keywords. In 
Pass-2, the network is extended by adding Pass-:! links. To be a Pass-:! link, 
both nodes of the link must be included in some Pass-1 network. 
Density, Cmtrality, and  Strategic Diagram 
An earlier study was carried out to compare citation, co-citation: and 
co-word analyses of the state of five disciplines (Healey et al., 1986). It was 
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found difficult to analyze and accept the preliminary co-word results, and 
some experts doubted the reliability of the findings. The co-word tech- 
nique evaluated in this study is called the “first generation” of co-word 
analysis by Law et al. (1988). A “second generation” analysis is presented 
in the same article to overcome the problems encountered in the com- 
parison study. 
In the “second generation” co-word analysis, a strategic diagram is 
used to illustrate the “local” and “global” contexts of research themes. 
This diagram is created by putting the strength of global context on the X 
axis and putting the strength of local context on the Yaxis. This diagram 
is used in many later co-word studies. Two kinds of indexes (i.e., density 
and centrality) are used to measure the strength of local context and glo- 
bal context respectively. 
Density. Density is used to measure the strength of the links that tie to- 
gether the words making up the cluster; that is the internal strength of a 
cluster. It provides a good representation of the cluster’s capacity to main- 
tain itself and to develop over the course of time in the field under consid- 
eration (Callon et al., 1991). Ranking subject areas (clusters) in terms of 
their internal coherence (density) is designed to provide information for 
systematic discussion of a major policy alternative. Further, sorting the 
keywords by decreasing order of density can provide a precise description 
of the areas (Bauin et al., 1991). 
The value of the density of a given cluster can be measured in several 
ways. Generally, the index value for links between each word pair is calcu- 
lated first. Then, the density value can be the average value (mean) of 
internal links (e.g., Turner et al., 1988; Coulter et al., 1998), the median 
value of internal links (e.g., Courtial et al., 1993), or the sum of the squares 
of the value of internal links (e.g., Bauin et al., 1991). An internal link 
means both of the words linked by it are within the cluster. 
Centrality. Centrality is used to measure the strength of a subject area’s 
interaction with other subject areas. Ranking subject areas (clusters) with 
respect to their centrality shows the extent to which each area is central 
within a global research network. The greater the number and strength 
of a subject area’s connections with other subject areas, the more central 
this subject area will be in the research network (Bauin et al., 1991). 
For a given cluster (area), its centrality can be the sum of all external 
link values (e.g., Turner et al., 1988; Courtial et al., 1993) or the square 
root of the sum of the squares of all external link values (e.g., Coulter et 
al., 1998). More simply, it can be the mean of the values of the first six 
external links (e.g., Callon et al., 1991). An external link is a link that 
goes from a word belonging to a cluster to a word external to the cluster. 
Strategic Diagram. A strategic diagram that offers a global representation 
of the structure of any field or subfield can be created by plotting centrality 
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and density into a two-dimensional diagram (Law et al., 1988). Typically, 
the horizontal axis represents centrality, the vertical axis represents den- 
sity, and the origin of the graph is at the median of the respective axis 
values. This map situates each subject area within a two-dimensional space 
divided into four quadrants. 
The strategic diagram is used in many co-word analysis studies (e.g., 
Turner et al., 1988; Courtial &Law, 1989; Turner Sc Rojouan, 1991; Callon 
et al., 1991; Coulter et al., 1998) and the analysis based on it is similar 
among these studies. Generally, the subject areas in quadrant 1 are both 
internally coherent and central to the research network in question. 
However, those areas in quadrant 4 seem to be of only marginal interest 
to work in the global research network. Coherent subject-specific areas 
always appear in quadrant 3 of the diagram. These areas are internally 
well structured and indicate that a constituted social group is active in 
them. However, they appear to be rather peripheral to the work being 
carried out in the global research network. Weakly structured areas are 
found in quadrant 2. These subjects, individually, are linked strongly to 
specific research interests throughout the network but are only weakly 
linked together. In other words, work in these areas appears to be under- 
developed, but it could potentially be of considerable significance to the 
entire research network. All these characteristics of a strategic diagram 
can be summarized in Figure 5. 
Peripheral and developed Central and developed 
+ 
Centrality 
Peripheral and undeveloped Central and undeveloped 
Quadrant 4 Quadrant 2 
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Comparative Analysis of Networks 
The Stability of Networks. A striking feature of some strategic diagrams is 
the radical change in the configuration of the research network at two 
periods. This reflects the dynamics of science. Based on the strategic 
diagram, we can analyze the stability of the networks and foresee their 
changes in the future. This issue is addressed in many studies, and the 
methods used in these studies fall into two categories. 
The first method used to study the stability of networks is directly 
based on the strategic diagrams (e.g., Callon et al., 1991; Turner & 
Rojouan, 1991). The findings can be summarized as showing that the 
probability for the research content of themes situated in quadrants 2 
and 3 to change over time is significantly higher than it is for themes 
which are situated in quadrant 1. With a low density, the unstructured 
themes in quadrant 2 tend to undergo an internal structuring to im- 
prove their cohesiveness. With a low centrality, the scope of themes in 
quadrant 3 is likely to be extended in order to better articulate what is 
being done in the rest of the network. The reason as well as the goal for 
all these changes is to situate their work at the heart of their research 
network (quadrant 1).This can be done either by enlarging its scope or 
by improving its visibility through conceptual developments in the defi- 
nition of a research program. 
The second method is based on the ratio of centrality to density (c/ 
d) (e.g., Courtial et al., 1993; Turner et al., 1994). The ratio (c/d) is 
considered as a meaningful indicator of the development stage of science 
and technology by many researchers. On the one hand, the findings show 
that, if this ratio tends toward 1, it indicates that this area is serving as a 
mainstream in the research network and is capable of redefining the glo- 
bal configuration of the system. On the other hand, if this ratio tends 
away from 1, it indicates the theme is falling out of favor and could well 
disappear as a subject of interest in the research network. However, 
Leydesdorff (1992a) claims “the c/d ratio is indeed a measure ofthe mutual 
information provided between the word distribution and the document 
distribution in that part of the structure” (p. 310) and cannot be used for 
this purpose. 
Network Comparison. In co-word analysis studies, several subnetworks can 
be constructed concurrently while each network changes over time. To 
detect the difference among subnetworks simultaneously or subnetworks 
at different times is another issue studied by many researchers. 
The comparison of two networks, N, and N,, which might be two net- 
works at different times or two distinct networks at the same time, can be 
done by a three-stage method (Callon et al., 1991). 
The first stage is to compare the clusters. Let Cl,be the set of clusters 
of network N, and C,, be the set of clusters of network N,. A transformation 
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index (also called a dissimilarity index) is defined to measure the degree 
of dissimilarity between two given clusters. This index is defined as: 
t = (Wi + Wj) / Wij (4) 
where, 
WIis the number of words in cluster Ci; 
M'J is the number of words in cluster CI;and 
W, is the number of words common to C, and C,. 
For example, if the cluster Cl is defined by seven words and the cluster CI 
by four words, and if four words among these eleven words are common 
to the two clusters, the transformation index is t = 11 / 4 = 2.8. 
The second stage is to compare the positions in the strategic diagrams 
of those clusters demonstrated to be similar in stage one. This compari- 
son can go beyond a simple enumeration of correspondences between 
clusters and bring out the relative position and degree of development of 
similar clusters within their respective networks. 
The third stage is to create the life cycle curve of clusters in the case 
of dynamic analysis for a research network at times To,TI,T, . .. T,". Sup-
pose a set of similar clusters is identified in a comparative analysis at dif- 
ferent times where C,,, from T,corresponds to C , , from T,; C,, corresponds 
to C, from T,3; and so on. This set of similar clusters is called a series. 
Clearly, the more stable a network is, the more series there are indicating 
the temporal propagation of its clusters. The existence of these series 
provides information about the progressive transforniation of the clusters 
through time. 
The transformation of networks and their intersections with other 
networks across time periods provides insights into the emergence of re-
search themes. The similarity of networks in different time periods is also 
studied by Coulter et al. (1998). In this study, the authors employ the 
similarity index (SI),which comes from Callon's dissimilarity (or transfor- 
mation) index above. It is defined as follows: 
SI = 2 ( Wg / ( wi+ Wj,) ( 5 )  
where, 
W, is the number of descriptors in network N,; 
M: is the number of descriptors in network Ni; and 
WiJis the number of descriptors common to Ni and N,. 
A constant 2 is multiplied to make the maximum value of SI to 1,which 
occurs when N, and NI have identical nodes. SI is used to measure the 
intersection of the descriptors in two networks and to examine the emer- 
gence of a network during a particular period. 
Index ofInJluence and Provenance. Another comparative analysis is done by 
Law and Whittaker (1992) to highlight the overlap between themes on 
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similar subjects in succeeding time periods. Two indexes, the Index of 
Influence (I) and the Index of Provenance (P), are employed to measure 
the degree of continuity between themes in generations. These two in- 
dexes are calculated as follows: 
I..!I = (2.M.. + Ln..) / (2*Ni); 
where, 
M, is the number of words in both theme i and (succeeding) theme 
j; 
Lnij is the number ofwords in both theme i and linked to subsequent 
themej but belonging to no other theme in this generation; and 
Ni is the number of words in theme i. 
P, = ( 2 M, + Ln, ) / Nj; (7) 
where, 
M, is the number of words in both theme j and (preceding) theme i; 
Ln, is the number of words in both theme j and linked to preceding 
theme i but belonging to no other theme in this generation; and 
NJ is the number of words in theme j. 
The index I!i shows the proportion of the words within a theme in one 
generation attached to any given theme in the next generation. A high I, 
means that the ‘‘influence” of a first generation theme on one of the sec- 
ond generation is high. The P, index shows the proportion of words within 
a second generation theme that come from any given theme in the pre- 
ceding generation. A high P, means that the “provenance” of a second 
generation theme primarily lies in a single theme of the first generation. 
Using these two indexes, the authors analyzed the continuities between 
themes and identified the lines of work in the field of acidification re- 
search. They were satisfied that they had detected a number of relatively 
stable themes by means of I and P indexes. 
Frequency Analysis, Proximity Analysis, and Database Tomography 
Database Tomography is a patented system for analyzing large amounts 
of textual computerized material (Kostoff et al., 1995). It can be consid- 
ered as another generation of co-word analysis. Algorithms for extracting 
multi-word phrase frequencies and performing phrase proximity analysis 
are included in this system. Phrase frequency analysis can be used to 
discover the pervasive thcmes of a database while the phrase proximity 
analysis can be used to detect the relationships among these themes and 
between these themes and subthemes (Kostoff et al., 1997a). The in- 
dexes used in Database Tomography are similar to those used by tradi- 
tional co-word analysis, such as the E, equivalence index. But the co- 
occurrence of keywords is limited to k 50 words within the text. 
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Similar to co-word analysis, Database Tomography can identify the 
main intellectual thrust areas and the relationship among these thrust 
areas. It provides a comprehensive overview of a research network and 
allows specific starting points to be chosen rationally for more detailed 
investigations into a topic of interest. Kostoff and his colleagues have 
employed Database Tomography tools to study chemical literature (Kostoff 
et al., 1997a). There are two appendixes in their article that show Data- 
base Tomography can be used for the generation of taxonomies and the 
identification of promising research directions. 
Based on the term co-occurrence information, Database Tomogra- 
phy can also be used to expand the initial query in information retrieval 
(IR) systems and, in turn, allow the retrieval of relevant documents that 
would not have been retrieved with the initial query (Kostoff et al., 1997b). 
Simulated nucleation is the name given to the form of Database Tomogra- 
phy adapted to IR. In simulated nucleation, a core nucleus is developed 
first, and similar material is added as time develops until the desired amount 
of material is obtained. Then the main algorithms of Database Tomogra- 
phy (phrase frequency and phrase proximity analysis) operate on this core 
group of documents to identify patterns of word combinations in existing 
fields and generate new search term combinations that follow the newly 
identified patterns. The process is repeated until convergence is obtained, 
where relatively few new documents are found even though new search 
terms are added. Thus, simulated nucleation is running in a self-correct- 
ing cybernetic homeostatic model. It continually expands the coverage 
and improves the quality of the retrieval results. 
Rotto and Morgan (1997) have employed frequency analysis and 
phrase proximity analysis techniques to study if the work in a dissertation 
abstract is potentially applicable to industry. The study first counts the 
frequency of every single-, double-, and triple-word phrase. Then, using 
the most frequently occurring technology-related word phrases as theme 
words, phrase proximity analysis is applied to construct clusters of word 
phrases that co-occur within abstracts. These clusters are then examined 
to investigate whether research subspecialties or related research focuses 
could be identified. 
THEADVANTAGES OF CO-WORDAND LIMITATIONS ANALYSIS 
Advantages of Co-Word Analysis 
Quantitative Over Qualitative. The drawbacks of qualitative methods have 
already been addressed at the beginning of this discussion. The advan- 
tages of co-word analysis over qualitative analysis were recognized by re- 
searchers from the time of its introduction. In the book by Callon et al. 
(1986a), the advantages of co-word analysis over qualitative methods have 
been shown at several points, for example: 
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The problem of distinguishing between the successful and the less 
successful strategies of translation in qualitative analysis is solved by 
quantitative means: the aggregation of the co-occurrences of signal- 
words across a population of texts and the depiction of significant 
levels of such co-occurrences by graphical methods . . . . Using the 
quantitative in pursuit of the qualitative, we are also able to highlight 
features of scientific fields that have not always been recognized. The 
heterogeneity of scientific world-building is preserved in co-word 
analysis, where experimental findings, research methods, concepts, 
social problems, material artifacts and locations may appear together 
on the maps. (Callon et al., 1986d, pp. 225-26) 
Qualitativists often jump from detailed analyses of scientific controversy 
to general explanations posed in terms of social interests: 
[Qiialititativists] are unable to make the connection in a more de- 
tailed and less perilous manner. By contrast, the co-word approach, 
by summarizing articles in terms of forceful words and counting oc- 
currences and co-occurrences to trace developments at an aggregate 
level, not only allows successful translations to be traced and distin- 
guished from those that quickly disappear; it also makes it possible 
to uncover the many direct and indirect links that exist between trans- 
lations whether or not these lead rapidly to social problems and in- 
terests. (Callon et al., 1986c, p. 108) 
Flexibility. Compared with other methods of analysis that focus on texts, 
co-word analysis is much more flexible in that it shows the research net- 
work with graphs. On the one hand, these graphs can be simplified to 
show the overall structure of the network. On the other hand, one can 
zoom in on certain areas and trace the co-word patterns in as much detail 
as one wishes. 
When Callon (1986) studied a collection of patents using co-word 
analysis, he took the flexibility advantage of co-word analysis and applied 
two techniques to analyze the maps. The first technique was to simplify 
the maps. It was found that certain words unified the whole of the field 
without really adding new information. When theywere deleted, the struc- 
ture of the maps was simplified but not altered. The second technique 
was to zoom in on a pole. The author used zooms as a means to carry out 
a detailed study of why a concept (ie., “enzyme”) totally disappeared from 
the inclusion maps in 1981 after having been a central pole in 1980. This 
zooming technique showed that this abrupt change between the two peri-
ods was more than a simple fluctuation; it was linked to the appearance of 
a small number of patents that introduced new centers of interest and 
reorganized existing relationships. 
The technique of zooming in on certain areas to get more informa- 
tion on a specific word of medium frequency has also been used in other 
studies (e.g., Callon et al., 1986d). In addition, there is a technique pro- 
posed to do variable level clustering, which is another flexible way to show 
the maps of research areas at different levels (Turner et al., 1988). 
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Limitations of Co-MbrdAnalpis 
It is obvious that the quality of results from co-word analysis depends 
on a variety of factors, such as the quality of keywords and index terms, 
the scope of the database, and the adequacy of statistical methods for 
simplifying and representing the findings (Law et al., 1988). Solely mak- 
ing use of keywords and index words was the biggest problem of early co- 
word analysis. It was called “indexer effect” and was addressed by many 
researchers. 
Callon et al. (1986d) mentioned one such problem when dependence 
was on indexing: 
Indexing is an intervention between the text and the co-word analy- 
sis, and the validity of the map will depend, to a certain extent, on 
the nature of the indexing. Yet since indexers try to capture what it 
is about a text that is interesting, they partially reproduce the reatl- 
iiigs that the texts are given within the field itself’. Thus, despite the 
fact that indexing is not entirely reliable, validity is never totally ah- 
sent. (p. 226) 
Turner et al. (1988) questioned the schemes used in co-word analysis as 
follows: 
However, most of the work done in this area has used the classifira- 
tioii schemes o f the  data base producers to draw conclusions. Dc-
signed for document retrieval, these schemes are generally not suited 
for monitoring changes in the state of technological art at any given 
moment in time. (pp. 320-21) 
Whittaker (1989) has pointed out that the results of co-word analysis are 
dependent on how the indexers choose the keywords to conceptualize 
the scientific fields. However, the results from indexing are more akin to 
the conceptualizations of indexers than to those of the scientists whose 
work is being studied. 
In addition to the “indexer effect,” some other limitations of co-word 
analysis are also recognized by researchers, which include, but are not 
limited to, the following: 
1) The representations of the results given by co-word analysis are 
too difficult to read. (Whittaker, 1989) 
2) 	The coverage of database is incomplete. Certain types of literaturc, 
such as patents arid the”grey literature,” lie outside of the 
publication circuit and are not indexed in the database. This 
means that the results from co-word analysis cannot reflect the 
whole picture of thc research field in question. 
3) 	The delay between the writing of a document and the moment 
when it is indexed and entered into a database causes the co- 
word analysis to fail to detect emerging research themes at an 
early stage. (Callon et  al., 1986) 
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SOMEISSUESIN CO-WORDANALYSIS 
Assumptions 
The assumptions of co-word analysis are presented by Whittaker (1989) 
as follows: 
It [co-word analysis] relies upon the argument that (i) authors of 
scientific articles choose their technical terms carefully; (ii) when 
different terms are used in the same articles it is therefore because 
the author is either recognizing or postulating some non-trivial rela- 
tionship between their referents; and (iii) if enough different au- 
thors appear to recognize the same relationship, then that relation- 
ship may be assumed to have some significance within the area of 
science concerned. (p. 473) 
A fourth premise, that the keywords chosen by trained indexers as de-
scriptors of the contents of articles are in fact a reliable indication of the 
scientific concepts referenced in them, makes it possible to use the key- 
words as the basic data for co-word analysis. 
Later, Law and Whittaker (1992) have restated two of the assump- 
tions above. First. co-word analysis assumes that the keywords used by 
indexers to index a paper reflect the present stages of the scientific re- 
search in question. Then, co-word analysis assumes that arguments re- 
ceived by other scientists will lead to the publication of further scientific 
papers that are indexed by similar sets of keywords. 
If all these are reasonable assumptions, it is then possible for co-word 
analysis to make use of the frequencies of word pairs in an article set as a 
way to map the structure of concepts embodied in the articles. 
Indexer Effect 
As noted before, the indexer effect is one serious problem with co- 
word analysis. The main criticism against co-word analysis is also because 
of this. Many researchers tried to address this issue, and some tests have 
been done to overcome this problem. 
One result of the indexer effect is that keywords assigned to the ar- 
ticles by the indexers are out of date. There are three sources contribut- 
ing to this problem: (1)the lexicon used by indexers is itself out of date; 
(2) the indexers may use combinations of keywords that reflect the con- 
ventional views of science as they were previously; and ( 3 ) the inevitable 
delay between the publication of an article and the appearance of an en- 
try in the database causes a problem (Whittaker, 1989). 
In Law and Whittaker’s study (19927, some experts are asked to evalu- 
ate the keywords assigned by indexers in the PASCAL database. Even 
though most comments are positive, three kinds of complaints are posed. 
First, some keywords assigned by indexers are too general. Second, one 
or two specific terms had been omitted from the satisfactory list. Third, 
errors and misplaced specificity are found-i.e., the indexer puts the wrong 
emphasis, or even a mistaken emphasis, in keywording. 
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Some tests have been carried out to overcome the indexer effect of 
co-word analysis. Generally, these tests make use of some mechanism to 
automatically index the database. Two examples are as follows: 
Test with QUESTEI2LUS. QUESTEL-PLUS is a full text information 
retrieval system used by TELESYSTEMES in France. In collaboration 
with TELESYSTEMES, Callon and his colleagues (Callon et al., 1986) 
combined different techniques with QUESTEL-PLUS and ran 
LEXIMAPPE together with them. This established a completely com- 
puterized chain of procedure running from a QUESTEL-PLUS treat- 
ment of full-text literature to the automatic establishment of inclu- 
sion or proximity maps by the LEXIMAPPE. 
The study has tested the chain on a small dietary fiber file. In com- 
parison with the manually indexed file, the results obtained are en- 
couraging in three aspects. First, the general and redundant words, 
which complicate the maps without adding new information, are elimi- 
nated. Second, a much larger number of specific peripheral issues 
appear in the inclusion maps. Third, the structure of the proximity 
maps is much richer and more detailed. 
Test 702th LEXINET. Turner et al. (1988)have carried out a test to over- 
come the limits of manual indexing through the use of a computer- 
assisted indexing system known as LEXINET. The goal of the LEXINET 
system is to help an expert construct an indexing vocabulary suitable 
for a particular area of study by an interactive validation process be- 
tween the expert and the system. 
The study shows that, with LEXINET, the indexing process is con- 
siderably accelerated. Since part of the delay between the writing of a 
document and the moment it is available for analysis is caused by 
manual indexing, using LEXINET can reduce the time lag consider- 
ably. Consequently, it improves the quality of the information avail- 
able for a co-word analysis and essentially reduces the indexer effect. 
During the last two decades, much progress has been made in the 
field of automatic indexing. With the development of automatic index- 
ing, we should be able to considerably reduce, if not eliminate, the “in- 
dexer effect” found in the results of co-word analysis. 
Related Statistical Methock 
The statistical method used in co-word analysis is similar to the single 
linkage cluster algorithm. This method is simple and considered unreli- 
able. Some other statistical methods have been studied to consider the 
possibility of using them in co-word analysis. 
Courtial (1986) has compared correspondence analysis and multidi- 
mensional scaling with co-word analysis and indicated the limitation of 
the first two methods as follows: 
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Since the goal of correspondence analysis is to extract a set of dimen- 
sions of decreasing importance in the same way as principal compo- 
nent analysis does for quantitative characteristics, the representation 
of objects or characteristics is limited to the space created by the first 
two dimensions. Applying this method in a test, the two first dimen- 
sions merely “explain” 11.2percent of the total distances between key- 
words. The reason is that keyword coded scientific articles never have 
the usual features of characteristics attributed to objects. There is an 
inherent difference between keywords and characteristics. Keywords 
cannot be treated as characteristics if the associations between these 
characteristics must be the combinations of a small number of inde- 
pendent dimensions. 
Multidimensional scaling suffers from the same sort of difficulties. The 
goal of this method is to identify a configuration of words such that 
the calculated distances between the words can reflect the geometric 
distances as much as possible. This is done within a space, which is set 
at two or three dimensions beforehand. When applying this method 
in a test, it is possible to find some global properties of the field. But 
the results do not allow any more detailed analysis because the stress 
is far from negligible (pp. 190-92). 
Leydesdorff has employed factor and clustering analysis techniques 
in his co-word analysis. The approach is described as follows: 
Co-word analysis generates a symmetrical matrix with an empty di- 
agonal, i.e. word A AND word B happens as many times as BAND A. 
The matrices are factor-analyzed using both orthogonal and oblique 
rotations (to check for inter-factorial relations). For graphic repre- 
sentation, cluster analysis was pursued using Wards’ mode of analysis 
with the cosine as the similarity coefficient. (as cited in Whittaker, 
1989,p. 489) 
There is an important difference between Leydesdorff‘s co-word analysis 
and the co-word analysis we have described here. The former uses some 
complicated statistical techniques to assign words into clusters while the 
latter does not. The latter rests more upon the assumption that there is a 
cluster-type structure and its algorithm is set to build those clusters link by 
link according to the relative frequencies of words and co-words in the 
document. The goal of the former method is to identiQ, list, and mea- 
sure the distance between classes to create distinction rather than empha- 
sizing connection and continuity. By contrast, the goal of the latter is to 
describe a network of words and explore the qualitative character of the 
links between them by concentrating on, and tracing out, connections 
and crossroads in that network. So, the two methods are actually doing 
differentjobs and are appropriate for different purposes. Whittaker (1989) 
compared these two methods in his study. He thinks that, if one is dealing 
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with a relatively homogeneous set of documents, it may be reasonable to 
assume that all the nontrivial title words should be included in the cluster 
structure. If the task is more complicated and the analysis is on a large 
and heterogeneous set, such an assumption seems unwarranted, and the 
method v7e ha-e described here offers significant. advantages. 
Turner et al. (1994) have studied the co-word analysis techniques in 
connection with the local components analysis ILCA) in the GEODE (La 
Gestion Optimisee des Documents Electroniques) project. LCA is a neu- 
ral algorithm designed to identify “data poles” and their “influence areas” 
in a document set. It can reveal local data structures in a very large data 
set. In this study, LCA was used to produce a data pole map. Each data 
pole is a constructed object in the GEODE system and described in the 
same way as the LEXIMAPPE generated objects-i.e., by a list of keywords. 
However, the LCA technique can supply additional information: it ranks 
the documents in a data flow according to their contribution to defining 
the emergence of a data pole. 
Nederhof and van Wijk (1997) analyzed a co-occurrence matrix of 
the 104 most frequent nontrivial topics and 63 SSCIjournal groups. They 
computed and transformed a discipline by topic correlation matrix into a 
discipline by discipline matrix. Disciplines with high correlation (Pearson 
Y> 0.88) were merged. T h  data sets were analyzed in this study. One set 
consisted of topics on which publication changed greatly, and that gives 
rise to a “dynamic” map. The other set consisted of a matrix of about 100 
nontrivial topics that most frequently occurred in SSCI in 1986-1990, 
through which the “static” map was generated. Both sets of matrices are 
analyzed by means of combined cluster analysis and correspondence analy- 
sis. Both topics and disciplines were clustered separately but analyzed 
jointly in the correspondence analysis. Compared to co-word methods, 
this set mapping method has the important advantage that it related not 
just words to words, but also, in one single map, disciplines to disciplines 
and topics to disciplines. 
Measurements 
In addition to the measurements described in previous sections, re- 
searchers have also studied the probability of making use of some other 
measurements. 
The usability of the Jaccard index and “statistical coefficient” was stud- 
ied by Courtial (1986) as follows: 
The Jaccard index is often used to express the degree of intersection 
between two document sets and it is defined as: 
J, = (C,) / (Ci+ Cj-C..) (8) 
This index can be used to measure the relative degree of overlap be- 
tween “semantic areas” of words within a given database. However, it 
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cannot handle associations be tween low-frequency and high-frequency 
words very well, because it will have low values even when the low- 
frequency word always appears together with the high-frequency word. 
Therefore, the author thinks, this index can only be used to explore 
overlap between medium-frequency words. 
“Statistical coefficient” is similar to the proximity coefficient. It can be 
used to compare the observed frequency (C,J / N) of a pair of words 
with the expected frequency of that pair if the words were indepen- 
dent (Cl / N C,/ N). Compared with the proximity coefficient, this 
coefficient has the advantage of being symmetrical and normalized. 
It is calculated as: 
S, = 1 / S (CU-CiCj/N) (9) 
where S is the standard deviation of the hypergeometrical distribu- 
tion. According to Courtial, this coefficient is not usually used be- 
cause the strength of association is not an important variable in the 
graphs. In addition, the computation of this coefficient takes a long 
time, while the extra information is not essential for interpretation. 
In the study of Coulter et al. (1998), co-word analysis has been used 
to get an evolutionary perspective of software engineering. In order to 
measure the complexity of networks, they use the ratio of links to nodes 
L/N as a measurement. As (N-1)/N L/N (N-1)/2, the minimum value 
for L/N is M. “Percentage of connectivity”is another related and normal- 
ized measure of a network’s complexity. It is based on the ratio of the 
number of links in a network to its maximum possible number of links, 
that is, 2L/(N(N-1)). This value will be greater for simple stand-alone 
networks or subnetworks than that of larger networks because the num- 
bers of nodes and links are fewer. 
How to Interpret the Map 
The maps obtained by co-word analysis are generally considered very 
difficult to understand by themselves. They have to be interpreted with 
caution. It is suggested by Callon et al. (1986) that the interpretation 
must be active and based on the comparison of inclusion and proximity 
maps. In some cases, it is necessary to make use of zooms and examine 
the original documents (or at least their descriptors). Collaborating with 
the experts is another way to improve the interpretation. 
As the goal of co-word analysis is not to photograph a field of knowl-
edge bnt to reveal the strategies by which actors mutually define one an- 
other, Callon and his colleagues (1991) suggest that the maps cannot be 
considered statistically and they must be interpreted dynamically. Atten- 
tion should be paid to not only the internal dynamics of each network but 
also the interactions between networks. For the internal dynamics, we 
need to analyze the appearances, disappearances, transformations, and 
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movements in the series of clusters and the overall life cycles of clusters. 
For the interactions between networks, possible interactions include aca- 
demic networks to general network, applied research to academic research, 
and some other complex interactions. 
Whew Should the Words Comefrom? 
In 1987, Leydesdorff criticized the co-word analysis technique for the 
indexer effect, and his answer to this problem was to use title words in- 
stead of keywords as the basis of co-word analysis (as cited in Whittaker, 
1989). This idea looks attractive because it might allow more direct access 
to the views of authors, and the descriptions can give more confidence to 
those who have doubts about the indexing process. 
However, Whittaker (1989) points out that there are two difficulties 
in using title words. One is that authors might choose their title words 
deliberately in order to address a particular readership and produce an 
“audience effect.” The other concerns the usage of nonstandard titles 
such as those in the form of a rhetorical question. To discover whether 
title words are preferable to keywords for co-word analysis, Whittaker has 
carried out a comparative study. He found that keyword analysis gener- 
ates a picture similar to, but substantially more detailed than, that created 
by title word analysis. It does not show that either form of analysis is 
superior to the other. To some extent, this also proves the indexer effect 
is not a problem, at least in this case. 
A literature review shows that the words used in co-word analysis are 
expanding from keywords in a lexicon to words in the full-text. In early 
studies, only keywords from a lexicon are used (e.g., Bauin, 1986). Later, 
the documents are indexed by title, summary, and a certain number of 
restricted keywords (descriptors) drawn from a lexicon from the study by 
Callon et al. (1991). Recently, Rotto and Morgan (1997) suggested co-word 
analysis could be performed on abstracts using words suggested by industry 
experts to help identify more specific research focuses within the research 
area of need. Finally, in Database Tomography, full-text words are used. 
One of the many advantages of full text over key or index words is the 
ability to retain low frequency but highly important phrases, since the key- 
word approach ignores the low frequency phrases (Kostoff et al., 1997a). 
To What Extent Should the Words be Normalized? 
Even after we have decided where to get the words, we still need to 
“normalize” them before we do a co-word analysis. Normalization has 
been addressed and done in several previous studies. 
Turner et al. (1988) note that databases for information retrieval gen- 
erally have to be “cleaned up”when they are used as a science evaluation 
tool. Strategies have to be devised to normalize institutional addresses, 
and country and author names, overcome the limits of manual indexing, 
and deal with multi-authored papers. 
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In the study by Courtial et al. (1993), the normalized title is used as a 
list of keywords. The WPIL patent database used in their study provides 
a normalized title for each patent family of the database, which is given by 
WPIL editors. These improved titles are based on the whole text of the 
priority documents. In addition, WPIL also makes use of thesaurus terms. 
Word processing is even used to improve the list of uniterms by joining a 
set of two succeeding words, such as joining “ice cream” to make 
“ice*cream.” All these pre-processes on keywords enable the authors to 
obtain meaningful results in the study. 
Nederhof and van Wijk (1997) have studied the association among 
topics in a discipline. The topics in the study are derived from words in 
the title of each article. To exclude idiosyncratic terms, only topics occur- 
ring at least ten times in a five-year period are analyzed. Many words for 
which British and American spellings differ have been standardized to 
the American spelling by the Institute for Scientific Information when 
they are put into the citation index databases. 
Validationof the Method 
Validationof LEXIMPPE. Leydesdorff (1992a) has employed information 
theory to evaluate the LEXIMAPPE method of co-word analysis of scien-
tific texts. LEXIMAPPE is criticized as follows: 
In LEXIMAPPE, only the strength of the association is computed, 
the strength of the association is not tested against an expected value 
for significance in terms of the distribution. As a consequence, two 
words which most strongly differ in terms of “Structural equivalence ” 
may occur in one cluster, and twowords which do correlate signifi- 
cantly in terms of their distribution over the document set may oc- 
cur in different clusters. The basic model is a graph-analytic rela- 
tional model limited to diadic relations only. (p. 297) 
In summary, Leydesdorff has shown that LEXIMAPPE uses rather dif- 
ferent mechanisms to cut the “cake”: on the basis of the comparisons of 
distributions, one finds completely different groupings than those ab- 
stracted on the basis of single co-occurrences. 
In reply to Leydesdorff, Courtial (1992) first questions whether infor- 
mation theory can be used as an evaluation tool. He thinks information 
theory, when dealing with codes in a universe that are infinite, such as 
knowledge, confuses equiprobability and information, thus confusing dis- 
order and information. In general, Courtial thinks Leydesdorff‘s article 
seems to deplore the attention paid by co-word analysis to infrequent but 
strong links to the detriment of global statistics. 
Leydesdorff (1992b) gives the following reply to Courtial’s comments. 
He thinks the relational algorithm (in LEXIMAPPE) informs us only about 
how the system reconstructs the information in the data and nothing about 
what this change means within the network. The relational approach 
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exhibits relations and hierarchies, not position and dimensions. In order 
to assess change and continuity, Leydesdorff thinks, one needs a hypoth- 
esis with respect to dimension (e.g., in order to know how to assess the 
author correlation in the data). 
Reprpsentati-iienp,~.~of Co-Word Analysis. In another article, Leydesdorff (1997) 
questions co-word analysis again. He thinks words and co-words cannot 
map the development of science, because words change position not only 
in terms of the dimensional scheme of “theory,” “methods,” and “observa- 
tion results,” but also change in meaning from one text to another. By 
using the distribution of words over the sections, a clear distinction among 
“theoretical,” “observational,” and “methodological” terminolo<gy can be 
made in individual articles but not at the level of the set. 
Courtial (1998) has given some comments on Leydesdorff‘s article 
above. He claims words are not used as linguistic items to mean some- 
thing in co-word analysis, but as indicators of links between texts, what- 
ever they mean. In co-word analysis, words are chain indexes, allowing 
one to compute translation networks. What is important for co-word analy- 
sis is not the exact meaning or definition of a word, but the fact that this 
word is linked to word Xin one case and word Yin another case. 
Again, Leydesdorff ( 1998) insists relational indexes cannot warrant 
inferences about strategic positions and that information calculus pro- 
vides a useful tool for combining the static and dynamic analysis. 
Selection of ibfpthod 
The appearance of co-word analysis added another choice in the area 
of bibliometrics and provided another way to discover knowledge in data- 
bases. Similar to co-citation analysis, co-word analysis is also a kind of 
relational study based on the idea that publications should not be consid- 
ered as discrete units. Instead, each is built upon others (Turner et al., 
1988). 
Co-citation and co-word analysis are the two most common methods 
used for constructing the thematic and strategic map of a field. Then 
which one should be selected? 
In the study by Bauin et al. (1991),there were two reasons for choos- 
ing the co-word analysis method. The first reason is because they wanted 
to study the knowledge structure of the field rather than the relationship 
between researchers. Co-word analysis is based on  the scientific content 
of publications and it serves their purpose directly. The second reason 
was methodological. They wanted to test the usefulness of co-word analy- 
sis in the process of strategic planning to see if it could be used as a tool in 
science management. 
Callon et al. (1991) have shown why co-word is better than co-citation 
to study interactions between academic and technological research. The 
reason is the indicators used by co-citation only show the existence of a 
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link and cannot give any information on the subject or problem area in 
question. In order to know if it is scientific research or technology that 
has been the prime mover of an invention or an innovation, it is necessary 
to return to the documents themselves and to read the contents of the 
articles and patents identified. As the indicators used in co-word analysis 
can reflect the subject themselves, it is not necessary to go back to the 
original documents in all cases. 
A review of the previous studies on co-word analysis shows the tech- 
nique has been employed in the following types of studies: 
Mapping the dynamics of science (Callon et al., 1986a; Courtial & Law, 
1989; Coulter et al., 1998). 
Mapping the structure of scientific inquiry (Whittaker, 1989). 
Mapping interaction between basic and technological research (Gallon 
et al., 1991). 
Evaluating input/output relationships in a regional research network 
(Turner & Rojouan, 1991). 
In addition, it is suggested by Callon and his colleagues (Callon et al., 
1986) that co-word analysis should also be useful in the documentation 
field. It can be employed as a means to classify documents in terms of 
their evolving centers of interest. From this point of view, it should be 
useful both for retrospective retrieval and the construction and updating 
of thesauri. 
CONCLUSION 
Previous studies have shown co-word analysis to be a powerful tool to 
discover knowledge in databases. It has been used to detect the themes in 
a given research area, the relationship between these themes, the extent 
to which these themes are central to the whole area, and the degree to 
which these themes are internally structured. In the last twenty years, co- 
word analysis has been improved in many aspects. The main progress ran 
be found in two fields: 
1. 	 Source of words. The early tests used the keywords assigned by index- 
ers. Later, words in the title, summary, and abstract are used. Cur-
rently, the technical developments in full-text indexing make it pos- 
sible to use words in full-text to do a co-word analysis. This will reduce 
the indexer effects greatly, 
2. 	 Meusurements. The measurements used in co-word analysis have im- 
proved. The early co-word analysis used the inclusion and proximity 
indexes. A more general index, e-coefficient, was proposed later. 
Density and centrality are two other important measures that enable 
us to draw a strategic diagram. 
158 LIBRARY T R E N D S / S U M M E R  1999 
However, there are still various kinds of problems remaining in the 
use of‘this method. One of the problems is the clustering algorithm. The 
clustering algorithm in current co-word analysis is very simple. Perhaps 
the other statistical clustering algorithms would work better. Another prob- 
lem is the measurements. There are many ways to calculate the value of 
each index or coefficient. Research is needed to determine the relative 
effectiveness of the approaches. In addition, the procedure to select the 
files in the test collection, the elimination of “noise” from the data files, 
and so on also need further study. Improvements in the method will es- 
sentially depend on how it is used. 
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