Abstract. An iterative increment is supposed to give the corresponding vector of identification parameters with physical significance in the current iteration. In order to fulfill this requirement, methodologies for limiting iterative increments were presented as the measure to improve the stability of identification results. A constrained optimization problem was given by the transformation of conditions of limiting iterative increments and Levenberg-Marquardt method was proposed. A numerical example suggested that Levenberg-Marquardt method could not only give the solution of the constrained optimization problem but also obtain stable identification results.
Introduction
Structural identification may be implemented using analytical models with physical parameters describing the mass, stiffness, damping, constraints in boundaries, etc of the structure [1] . When they are considered as the parameters of structural identification, deterministic optimization problems may be given based on the measured data in time domain [2, 3, 4, 5] . Gauss-Newton algorithm is one of tools used extensively and effectively for solving deterministic optimization problems in the domain of structural identification [6] . It searches the space of parametric vectors for solutions minimizing objective functions. And the searching is represented by the iterative increment according to the iterative formulas of Gauss-Newton algorithm. Sequences of parametric vectors are produced with the iterative increments, and the convergent vector of the sequence is the final solution of the structural identification problem. In most cases, the iterative increment needs to be multiplied by a positive decimal referred to as 'step size', in order to produce physical elements for the sequence of parametric vectors.
Therefore, methods of limiting iterative increments to obtain the balance between speed of convergence and stability of identification results are studied in this contribution. The outline of this paper is presented in the next paragraph.
Firstly, the principle of limiting iterative increments is presented. Certain penalty function, which satisfies conditions of limiting iterative increments, is superimposed on the quadratic functional approximating to the objective function of structural identification. Secondly, attentions are paid to the method of limiting iterative increments, i.e., Levenberg-Marquardt method. Finally, the identification results of one numerical example using the method are given.
Problem Statement
Based on the measured data in time domain, the problem of structural identification could be transformed into the following optimization problem ( 2 ) where  is the operator of 2-norm; s[i] is the measured data in time domain at the i th point (i= 0,…,τ-1); z[i; θ ] is the simulated data at the same point with s[i] using analytical models with the parameters consisting in θ ; τ is the number of data points; r is the column vector composed of
θ may be obtained using the following equation   k q δ is introduced as follows [9] :
where T indicates the operation of transposition; δ is an unknown vector of iterative increment;
, G respectively, and
According to the necessary and sufficient condition satisfied with the minimum value of
, is given below:
may have the following disadvantage:
where δGN, i
, θi , θ
respectively. The above case may appear that |δGN, i
, is smaller than 0, which is inconsistent with the fact that identification parameters have physical interpretations only when they are positive values. Therefore, the iterative increment should fulfill the following requirement
where 0< <1.
Combining the condition shown in Eq. (9) with
, produces the constrained optimization problem to be solved with the proposed methods of limiting iterative increments:
where s.t., the abbreviation of 'subject to', indicates the constraint condition.
The following section will discuss the method of gaining
Levenberg-Marquardt Method
In Levenberg-Marquardt method, Eq. (10) is transformed into a minimization problem. Firstly Lagrange multiplier in this problem shown by  is obtained with the bisection method, and then
Simplicity of the Constraint Condition of Iterative Increments
Based on the definition of 2-norm, Eq. (10) is transformed into
denote a diagonal matrix whose elements are the reciprocals of θ1(k-1) ,…,θN 
The Iterative Increment Given by Levenberg-Marquardt Method
The solution of the constrained optimization problem shown in Eq. (12), expressed by LM δ , is
where
is given by Eq. (7); 
Case Study

Four-DOF Spring-mass System
A spring-mass system was taken in the case study to show the effectiveness of the method proposed in this work. The system was indicated in Figure 1 , and F1 ~ F4 represented horizontal excitations excited on each of 4 masses; k1 ~ k4 were horizontal stiffness of the 4 springs. All modal damping ratios of this system were 0.01 and initial conditions . The simulated measured data in time domain was acceleration response of the masses, to which 10% white noise was added in order to simulate errors in measured data. Sampling interval was 0.001s. Figure 1 . Four-DOF spring-mass system. Table 1 . Structural parameters of the spring-mass system shown in Figure 1 . Structural parameters of the spring-mass system were given in Table 1 . Initial values, i.e. the 3 rd column in Table 1 , represented stiffness of springs in certain assumed state of the system, and were regarded as the initial values of iterative calculations using Gauss-Newton algorithm. Accurate values, namely the 4 th column in Table 1 , were those in real state of the system used for producing simulated measured data in time domain.
Work to be done in this case study was to give identification results using Levenberg-Marquardt method. In this case, θ was composed of k1 ~ k4 and   f θ in Eq. (1) constructed based on acceleration responses in m4.
Identification Results given by Levenberg-Marquardt Method
Different identification results from different  were recorded in Table 2 , in which NOI represented number of iterations for convergence. The results given by  = 0.5 were the most stable in Table 2 , and the iterative process was plotted in Figure 2 (b) . The rates of change of the convergent values shown in Figure 2 (b) were -87.48%, 15.46%, -83.80% and -4.86% respectively. Because those for the accurate values in Table 2 were -71%, 0, -71% and 0 respectively, maximum error of the results in Table 2 was 16.48% for k1. Conclusion could be made that the stability of identification results using Levenberg-Marquardt method was good. For further analysis of effects of Levenberg-Marquardt method on the iterative process shown in Figure 2 (b) , the lines in Figure 2 ) as well as ||r||  , and varies inversely with both of them. Figure 2 (a) was consistent with this conclusion.
Summary
In order to ensure the physical significance of θ
, one method of limiting iterative increments used for structural identification were studied in this paper. The case studies showed that the method was not only able to obtain physically significant θ (k)
, but also to improve stability of identification results.
A constrained optimization problem, which was related closely to the proposed method, was given in this work. Its objective function was the quadratic functional approximating to the objective function of the problem of structural identification, and the solution needed to satisfy conditions of limiting iterative increments.
With one spring-mass system taken as the numerical example, the identification results, given by Levenberg-Marquardt method, were rather stable, which demonstrated improvements of Levenberg-Marquardt method on stability of identification results. Number of iterations
