Freedman makes a related distinction between statistical models of associations and the "structural equations" that would support as-if-byexperiment conclusions. My informal use of "scientific model" is a bit broader and is intended to describe serious representations of the substantive (psychological, sociological, etc.) processes that generate the data but are not always intended to support explanatory or as-if-by-experiment conclusions. Building scientific models for the social sciences is very hard work and requires orders of magnitude more thought, preliminary empirical research, careful data analysis, and creativity in statistical modeling than is now evident. My own view is that, at best, the path analysis (causal) models may be useful until a field acquires some insight into what's going on and then moves to appropriate models and methods. Another relevant distinction is that between illustrations of a statistical method (even using actual data) and applications of the statistical model and method. I first came to appreciate that distinction in the context of causal models when I was asked to review the volume of collected papers Advances in Factor Analysis and Structural Equation Models (J6reskog & Sqrbom, 1979). I found the volume loaded with detailed illustrations of LISREL and covariance structure analyses, but found little that went be-yond the illustrations to reveal something important about psychological processes. At the same time I realized that I wasn't aware of any covariance structure analyses that I felt were serious applications. Since then I've come to feel that models for relations among variables are fundamentally off the mark, and almost preclude successful applications. I come back to this idea in my closing section.
My own personal history includes some interest/flirtation with causal models including a chapter (Rogosa, 1979) in the Baltes-Nesselroade volume on longitudinal research. My technical work over the last 7 years on statistical methods for longitudinal research serves as a useful context for explaining in some detail my disillusionment with causal models. Besides being an area I know well, longitudinal panel data are commonly analyzed using path analysis and covariance structure methodologies, and longitudinal data often serve as the basis for expositions of these methods.
Causal Models and Longitudinal Data Analysis
The first part of this section attempts to illustrate, in the context of longitudinal methodology, simple ideas of using statistical models to represent the process generating the data. The basic tools I use are statistical models for individual growth and individual differences in growth. Then I use the growth curve representation to show the unattractiveness of three related causal modeling approaches to the analysis of longitudinal data: path analysis, latent-variable (LISREL) regressions, and simplex models. These three procedures all use the between-wave covariance matrix as the starting point for the statistical analysis. My main message is that the between-wave covariance matrix provides little information about change or growth. Thus, regardless of the sophistication of the modeling of the relations between manifest or latent variables, the causal model analysis is fatally flawed. Finally, I discuss the popular method of cross-lagged correlation which has an even weaker justification than path analysis yet attempts to make as-if-by-experiment inferences from nonexperimental, longitudinal data. Perhaps the best way to think about (4) and the related structural regression models is that these comprise a simple statistical model for reciprocal effects that, however, may be a far-from-satisfactory scientific model of the psychological (etc.) process.
Statistical Models for Longitudinal
The real moral about the analysis of reciprocal effects is that you can't estimate something without first defining it, and statistical models at least allow definition of key parameters. Regrettably, the seductive simplicity of cross-lagged correlation has inhibited serious work on the complex question What can be done with nonexperimental data is to address important research questions that do not require as-if-by-experiment inferences. Investigating carefully the research questions that are appropriate with nonexperimental data seems far superior to the house of cards (or chicken wire) provided by the path analyses. Successful research will be based on substantive insight and careful modeling of the processes generating the data (not path analysis or LISREL). An example from my own research is the question about correlates of change-for example, "What kinds of persons grow (learn) fastest?" (see Rogosa & Willett, 1985a, p. 203 ). Rogosa and Willett (1985a) develop models for systematic individual differences in growth that are based on the individual processes generating the data. Certainly, answers to this question do not provide the prescriptive information that would be provided by a causal explanation of the factors influencing student learning. Yet those answers should provide a basis for knowledge to accumulate, and eventually, causal explanations may be attained by building a dependable base of empirical knowledge. Statisticians can be very productive partners in addressing focused research questions by development and application of a technology for the collection and summary of data.
That is my optimistic closing. My pessimistic closing is that regardless of presentations of the vivid shortcomings of path analysis and related procedures, its proselytizers and practitioners will pay little heed.
