Sea ice thickness distributions display a ubiquitous exponential de-3 crease with thickness. This tail characterises the range of ice thickness produced 4 by mechanical redistribution of ice through the process of ridging, rafting, and 5 shearing. We investigate how well the thickness distribution can be simulated 6 by representing mechanical redistribution as a generalized stacking process. Such 7 processes are naturally described by a well-studied class of models known as 8
Introduction
The sea ice found in the polar oceans plays a major role in the Earth's climate due to its 24 high albedo and insulating properties. Inclusion of a dynamic sea-ice component in General
25
Circulation Models (GCMs) is essential in accurate predictions of climactic behaviour, and the 26 sensitivity of a GCM's output to its sea-ice component has been well studied (e.g., Bitz et al.
27
[2001], Holland et al. [2006] ). Among the most difficult aspects of modelling sea-ice is the 28 inclusion of the processes which create thick ice through the compressive fracture and piling 29 of floes. Due to the complex nature of the interactions between ice floes and the many spatial 30 scales at which this activity occurs, modelling sea-ice dynamics presents many challenges.
Particle masses may be discrete or continuous. The interaction rule states that two particles
141
of mass x and y may interact ('coagulate') to create a single particle of mass x + y. In the case 142 where the particle masses are discrete, they may be enumerated by the natural numbers. We 143 may write a set of functions, u k (t), the k th element of which gives the number of particles of 144 mass k at time t. We may then write the set of coupled differential equations for the discrete 145 SCM:
The k th equation describes the time rate of change of the number of particles of mass k. The 147 first term on the right hand side is a source term, which accounts for all possible ways to make 148 particles of mass k by combining particles of mass j and k − j. The second term on the right is 149 the sink term, covering all of the possible combinations that a particle of mass k may make with 150 other particles.The rate at which interactions occur is determined by a kernel K(x, y), which 151 encodes the detailed physical behaviour of the "particles" in the system. The kernel is a repre-152 sentation of the spatially-averaged microscopic dynamics of the system under study. A detailed 153 example of the derivation of a kernel from specific microscopic physics is found in Hammond 154 et al. [2007] . The kernel K should be symmetric in its arguments, as it is assumed that the only 155 factor which affects the rate at which particle interactions occur (besides the particle number)
156 is their mass. The symmetry of K requires the insertion of a factor of 1/2 before the source
The continuous analogue of Eqn. 1 uses a single function u (x, t) to describe the number density 161 of the population, with dynamics described by the integro-differential equation:
where 163 C(u) = 1 2
As with the discrete equation, the first term on the right hand side is the source term, the second 164 is the sink term, and K(x, x ′ ) is a symmetric rate kernel. 
Analytic Solutions
The appeal of developing a model of sea ice thickness dynamics based on the SCM formula-166 tion is its simplicity and universality. It is a generic representation of a system in which smaller 167 elements combine to form larger ones. A variety of physical systems may be modelled by 168 choosing the appropriate kernel. Although the system is inherently non-linear, there are some 169 kernels for which it admits a simple analytic solution given initial conditions in which all par-170 ticles are of a single mass (u k * (0) = M for k = k * , and zero otherwise in the discrete case; and 171 u(x, 0) = δ(x 0 ) for some x 0 in the continuous case) Aldous [1999] .
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For a range of analytic forms of K(x, y) for which analytic solutions can be determined, these the moments of the distribution of particle masses at time t = t * may be derived, and their
197
asymptotic behaviour analysed Frenklach [1985] . The moments about zero of the probability
with m r (t) = ∑ k k r u k (t). When K = 1 in Eqn.1 the time evolution of the m k (t) is given by:
These equations may be solved given a set of initial conditions {m i,0 }. One may write expressions
201
for the m k (t) in terms of these initial conditions,
The moments about zero, µ ′ k may be then be calculated from the m k (t). From these terms, the 203 moments of the the mass distribution at a particular time may be calculated: the mean is given and in the inclusion of a representation of thermodynamically driven growth and melt.
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Mathematically, Thorndike's system may be written
The first term on the right hand is the annual average thermodynamic growth and ablation rate,
225
given by
where H is the thermodynamic equilibrium thickness and F is a coefficient which determines 227 the rate at which ice approaches the thermodynamic equilibrium thickness. The terms arising 228 from ice-ice interactions are all within the square brackets. The rate of these interactions scaled by a constant r, which is independent of the thickness of the ice involved. 
By including the delta-function, the integral over thickness of the redistribution terms, (i.e., the 238 net effect on g(h) of the redistribution process), is formally zero, viz.,
The thermodynamic term in Eqn. 8 also integrates to zero over h,so there is no difficulty in 240 interpreting g(h) as a normalized probability distribution. As we have remarked, the pure SCM will not normally serve as a model of the dynamic be-
245
haviour of a probability distribution (in this case the of sea ice), as, in Eqn.2 (or Eqn.1 for the 246 discrete case) it does not conserve the integral of Eqn.8 to include an arbitrary rate kernel yields is
where T (g) is a seasonally-dependent thermodynamics function that drives ice towards a cyclo- 
Note that when K(x, y) = 1, the coefficient of δ(h) in Eqn. 13 is equal to 1 (as in Eqn. 12); this
273
follows from the normalisation of g(h, t).
275
In specifying the rate at which the stacking process occurs, the kernel represents both the exter- the ice strength as a function of its thickness is represented. By specifying a kernel which is 284 not a function of time, we assume an external forcing which does not change appreciably on the timescales over which g(h) evolves. In our choice of the kernel, we will consider both the The discrete form of Eqn.13 is the system of equations
where g k (t) is the fraction of the population of thickness class k. The function C(K, t) is the 290 discretised analogue of Eqn.14, and the thermodynamic term U(T (g k )) is an upwind gradient 291 operator acting on T (g k ).
293
As we have already discussed, distributions with exponential tails (at least approximately) occur 294 naturally in coagulation models over a broad range of kernel forms. For numerical implementa-295 tion we will truncate the equations at some maximum thickness category, which we may choose 296 to be sufficiently large that ice of that thickness is never created (in practice). Based on observa-297 tions of thickness distribution, it is reasonable to simulate a population which does not produce 298 ice above 20m and truncate the population at this thickness.
300
We numerically integrate this model using a forward finite difference scheme (Eqn. 15) with 301 200 thickness categories, each representing a 0.1m thickness increment: 
where
where ∆h is the width of each thickness category and
with time t in days. of the thermodynamic forcing is idealised, in line with the rest of the formulation of the model.
314
By varying the strength of the thermodynamic term, the interplay between dynamic and ther-315 modynamic forcing may be explored. For most of the model simulations which we perform, the 316 strength of the thermodynamic term relative to the redistribution terms is small, and the advance 317 and retreat of the tail of the distribution over the course of the seasonal cycle is not large. 
Results
Our analysis of the behaviour of the model within the context of the SCM formulation re-320 lies upon the assumption that the coagulation terms are dominant for ice thicknesses above the We may use the same thermodynamic routine in both the Thorndike model and our model.
350
In contrast with the focus on equilibrium solutions in Thorndike Thorndike [2000] , the time-
351
dependence of the thermodynamic forcing in the present study allows us to consider evolution 352 of the thickness distribution across the seasonal cycle. In the simulations which we perform,
353
using T (g(h)) as defined by Eqn.17, the strength of the thermodynamic growth and melt relative 354 to the redistribution is small, and the advance and retreat of the tail of the population is not large
355
following its initial formation.
357
Simulations suggest that the choice of coagulation kernel has little qualitative effect on the pop-358 ulation (Fig. 4) . The set of kernels considered is presented in 
Although transfer rates of thin ice are enhanced, the quasi-exponential form of the solution is thermodynamic forcing when R(T ) > 1, the slope of the tail decreases. the processes at work in sea ice fragmentation display self-similarity.
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where s is a constant between 1/4 and 1/2 Sanderson [1988] . 
where β(z → x)dx is the probability that a floe of area z produces a floe of area x through 417 fragmentation, and α is the rate at which floes of area x themselves fragment. Lensu assumed 418 that α = 1, and that fragmentation behaviour is area independent. We may then write
so that β(x)dx is a probability distribution defined for x ∈ [0, 1].
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The SCM may be expanded to include the process of spontaneous fragmentation of members 422 of the population into smaller particles. In the continuous case, the equations describing a 423 coagulation-fragmentation system take the form
The second term on the right hand side of Eqn. 22 represents the formation of particles of 425 mass x from larger particles breaking down, and the third term represents the fragmentation
426
loss from the population of members of mass x. The presence of the term
in the final integral ensures that the system conserves mass. The function L(x, x ′ ) is the fragmentation kernel, and is 428 analogous to the coagulation kernel, although it is not symmetric in its arguments (i.e., with x ′ < 429 x, particles of mass x ′ cannot form particles of mass x through fragmentation). For convenience,
430
we write the full equation of a fragmentation-coagulation system in short as
where we now write m(x, t) is the number of floes of area x at time t.
433
The structure of Lensu's model (Eqns. 20, 21) corresponds to a pure fragmentation model with 434 constant kernel L(q, y) = 1. It is shown in Lensu [1997] that this system admits the solution
where G(p) is an integral transform:
Analysis of the solution as t → ∞ reveals that the distribution of fragment sizes, f approaches a 
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and B(·) is (effectively) a probability distribution defined on the interval and the conceptual clarity of the SCM makes it a useful tool in studying sea ice redistribution.
459
The robust presence of exponential and quasi-exponential populations produced by models with While it is beyond the scope of the present work, the models developed in this paper would 503 be of greater utility and practical application with the relation of their components to measur-504 able quantities of the ice pack. While we have shown that the exact specification of the kernel is 505 not of primary importance in determining the shape of the thickness distribution, in order to use the model to predict the behaviour of populations of ice, the approximate maximum magnitude 507 of the kernel must be related to observed redistribution rates in ice. To obtain data-based esti- ice thickness distribution dynamics which treats redistribution in a similar fashion to the mod-533 els explored in this work, but which features redistribution processes directly informed by our 534 understanding of the physical properties of sea ice, and its observed redistribution behaviour.
535

Appendix: Examples of SCMs with Exact Solutions
The existence of analytic solutions to some SCMs increases their appeal as a modelling tool.
536
Study of the analytic solutions of SCMs can yield insight into the behaviour which may be 537 produced in a model which includes an SCM component. When K( j, k) = 1, the discrete SCM
538
(Eqn. 1) has the solution
For the linear rate kernel, K( j, k) = j + k, the solution to the discrete system is of the form
where B(t, x) is the Borel distribution:
When K(k, j) ∝ k j, the solution in the discrete case is given by
where B(t, k) is the Borel distribution again.
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For the constant kernel, the solution to the continuous equations (Eqn. 2) is u(x, t) = 4t
Finally, the continuous system with multiplicative kernel, K(x, y), has the solution
The solution to the SCM with multiplicative kernel (Eqn. 33) can become unbounded in finite 548 time under certain conditions. The solutions to the SCM with constant and additive kernels are 549 bounded for all time, and they conserve the total size of the system ( ∑ ∞ k=0 ku k (t),
for all time viz., Shirvani and Roessel [1992] . 
