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We investigate the effect of mixing assortativity on the occurrence of extreme events in complex networks. The bias random walk model is adopted with a preferential transition probability tuned by a parameter . We derive exact expressions for the stationary distribution probability and for the occurrence probability of extreme events. They reveal that the occurrence of extreme events strongly depends on the mixing assortativity of the network. It is shown that, for non-assortative ( = 0), assortative ( = 0.15) and disassortative ( = −0.15) scale-free networks, the minimal occurrence of extreme events will happen at = −1.0, = −0.6 and = 0.2, respectively. In the past few years, the dynamic processes on complex networks [1−4] have been widely studied, including the phase transition phenomena, [5−8] the scaling of traffic fluctuations [9−12] and the routing strategies. [13−20] The prototypes of network traffic include the transfer of packets in the internet, the flying of airplanes between airports, the motion of vehicles in an urban network, the migration of carbon in bio-systems, and so on. It is widely proved that the topological properties (degree distribution, average path length, clustering, assortative-mixing) of networks have profound effects on the processes taking place in these networks, including traffic. The urban traffic model from a dual perspective is also proposed and analyzed based on complex network theory. [21, 22] Although the traffic dynamics on networks have been widely studied, they were not focused on the analysis of extreme events (EE). In network traffic dynamics, an extreme event is defined as: the number packets in a node larger than the node's service capacity, i.e., the queue of packets on the node exceeds the node's capacity. In contrast to fruitful investigations on other traffic dynamics behaviors, the analysis of EE occurring on complex networks has received little attention. One of the pioneering works by Kishore et al [23] analyzes the occurrence of EE on networks by adopting the random walk model, which is a fundamental model in statistical physics. In the random walk model, the walker at one node hops to one of its neighbors with equal probability. They revealed that the small degree nodes in networks are more likely to encounter EE than the hub nodes. Recently, Ling et al studied the EE occurrence with biased random walk model. [24] During the past decade, the biased random walks process on complex networks has been widely studied, such as the biased diffusion in random networks, [25] information search, [26] the mean first-passage time, [27] the critical scaling. [28] However, studies on the occurrence of EE on networks with different properties are still lacking. A networked system is called to be 'complex' mainly due to the following properties: scale-free property; small-world behavior; clustering, community and hierarchical structure; and assortative mixing. For a non-assortative network, the average degree of every node's neighboring nodes is equal. For an assortative network, the hub nodes are more likely connected to hub nodes, while a disassortative network means that the hub nodes are more likely connected to small degree nodes.
In this Letter, we study the occurrence of EE on scale-free networks with different mixing-assortative properties: non-assortative, assortative and disassortative with a biased random walk model. In the biased random model, the walker at the present node jumps to one of its neighbors depending on the neighbor's degree with a tunable parameter . From the analytical and numerical analysis results, we show that the mixing assortative property of networks will greatly affect the occurrence of EE. There is an optimal value of c that the EE occurring probability is smallest. For non-assortative networks, c = −1.0. For assortative networks, we obtain c ≈ −0.5. For disassortative networks, c is difficult to obtain an exact expression. Simulation results show c = 0.2 for a disassortative network with k = −0.15. Moreover, in non-assortative and assortative networks, lower degree nodes will have more EE probability if > c . However, in disassortative networks, hub nodes will have more EE probability if > c . These behaviors are different from the situation for the normal random walk model.
We consider three different degree-mixing scalefree networks with nodes and links. The links in this network can be conventionally described by an adjacency matrix . If there is a link connecting node and node , = = 1, and = = 0 otherwise. The degree of node is the number of its connected neighbors and can be written as = ∑︀
=1
. Without loss of generality, we first construct the underlying networks with power-law degree distribution by the well-known Barabási-Albert (BA) model. [2] In this model, starting from 0 fully connected nodes, a new node with edges ( ≤ 0 ) is added to the existing graph at each time step according to preferential attachment, i.e., the probability of being connected to the existing node is proportional to the degree of the node. The BA model generates a non-assortative scalefree network. That is, the average degree of every node's neighboring nodes is equal. To generate assortative and disassortative scale-free networks, we employ the Xulvi-Brunet-Sokolov (XS) algorithm proposed in Ref. [29] . In the XS model, to generate an assortative network, at each time step, two edges with four different end-vertices are randomly selected. Then, the edges are rewired so that one edge connects the two vertices with smaller degrees and the other edge connects the two vertices with larger degrees. Multiple connections between the same vertex pairs are forbidden. By repeating this rewiring operation, an assortative network is generated with hub nodes connecting to hub nodes, without changing the vertex degrees of the original network. That is, the degree distribution of the network is unchanged. Similarly, a disassortative network can be produced with the rewiring operation in the mirror method. To measure the degree mixing of a network, Newman defined the assortativity coefficient in terms of the Pearson correlation coefficient as follows:
where and are the remaining degrees at the two ends of an edge and ⟨·⟩ means the average over all edges. This correlation function is zero for no assortative mixing, k > 0 for assortative, and k < 0 for disassortative mixing. We investigate noninteracting walkers on networks performing biased random walks. The bias is induced by the preferential transition probability. At time , a walker jumps from node to node with probability
where the subscripts and denote the neighbors of node , and is a tunable parameter. Obviously, if > 0, the walkers tend to visit neighbors with a larger degree, and they tend to visit smaller degree neighbors if < 0. When = 0, the biased random walk model is reduced to the standard random walk model. In this study, we consider a simplified traffic model without the restraints of node's capacity and link's bandwidth. The capacity and maximum queue length of the node are set to infinity. The same condition is with the bandwidth of the links.
We derive the stationary distribution probability of packets among the nodes. If a walker starts from node at time = 0, the probability of finding the walker at node at time is denoted as ( ). The master equation can then be written as
At infinite time limit, ( ) becomes the stationary distribution probability
To find the exact expression of stationary distribution probability , we express ( ) by iterating Eq. (1) for all paths going from node to node ,
Comparing the expressions for and , one can obtain
It turns out to be
For the stationary solution, Eq. (6) is reduced to
, . Thus we can obtain the exact expression of stationary distribution as follows:
where
, . This equation indicates that the probability of finding a walker on node depends not only on this node's degree but also on the degree of its neighbors.
We first examine the distribution of biased random walkers on Barabási-Albert (BA) networks. Figure 1 068901-2 shows a typical walker's distribution as a function of degree with the tunable parameter = 1 and −1, respectively. We can see that the simulation and analysis results are in good agreement. Moreover, scales as 2 when = 1 ( Fig. 1(a) ), while tend to be constant with when = −1 ( Fig. 1(b) ). This scaling behavior can be understood as follows. Due to the fact that the BA network is non-assortative, the average neighbors' degree of each node is the same. We can obtain
where is a constant. Inserting Eq. (8) to Eq. (7), we obtain
where ⟨ ⟩ is the average degree of the nodes. Therefore it is reasonable ∞ tends to be constant with when = −1, and ∞ ∼ 2 when = 1. The fluctuations in Fig. 1 are due to the typical structure of network realization studied. We should note that Eq. (10) has the same form as Eq. (8) in Ref. [27] . This also confirms the validity of our expression. However, Eq. (7) is more general, and can be used for different network structures. We use ( ) to denote the probability for node to have walkers. Due to the fact that we consider independent walkers, we obtain
Then the mean and variance of are
In the following, [23] we define an extreme event as follows: more than walkers traverse a given node at any time instant, and the threshold = ⟨ ⟩ + , where we set = 4. The probability for an EE occurring on node is
where ⌊ ⌋ is the largest integer not larger than . = 5000, = 15000, = 2 , and = ⟨ ⟩ + 4 . In the inset, the overall occurrence probability of EE for all = 3 node as a function of in a scale-free network.
For the biased random walk model, will take different values for nodes with the same degree, and so is with . Therefore the probability ( ) for an 068901-3 extreme event to occur on nodes with degree should be obtained as follows:
where = 1 when the degree of node is , otherwise = 0. Figure 2 shows ( ) as a function of degree for biased random walks on a BA scale-free network with different values of . One can see that the probability for EE' occurrence depends strongly on the value of . When > −1.0, small degree nodes are more likely to encounter EE than high degree nodes. This covers the result of standard random walk model ( = 0, Fig. 2(b) ). When = −1.0, the occurrence probability is almost constant for all degree nodes. When < −1.0, high degree nodes will have more risk of EE. More simulation and analytical works show similar results for other network realizations.
It is worthwhile investigating the total number of EE that have taken place in a period of time. We note that the overall number of EE can be predicted by · ∑︀
, where is simulation time. Figure 3 shows the overall number of EE for different on a BA scale-free network. One can see that there is an optimal value of = −1.0 where the overall number of EE reaches minimum. Inset of Fig. 3 , we also show the total occurrence probability for all nodes with the smallest degree = 3 in the system. Due to the fact that in a BA scale-free network, more than half of the nodes have the smallest degree, it is important to know the occurrence probability of EE on these nodes. One can see in the inset of Fig. 3 that when = −1.0 this probability also reaches minimum. This behavior is a consequence of the above analysis that = −1 will lead to even distribution of random walkers in the network. With respect to the same extreme event criterion of nodes, this even distribution will result in the least EE occurrence for the system.
For assortative networks, the nodes will be likely linking to its degree peers. One can assume that the average degree of a given node with degree is proportional to , ⟨ , ⟩ ∼ . Then we obtain
where is a constant. From Eq. (16), we can see that when = −0.5, * =
+1
= . Then * reaches the minimum. This indicates that the minimum EE will happen near c ≈ −0.5. Figure 4 shows ( ) as a function of degree for biased random walks on an assortative scale-free network with different values of . One can see that the probability for EE occurrence depends strongly on the value of . It shows that c = −0.6, which is very close to the above postulation of c ≈ −0.5. When > −0.6, small degree nodes are more likely to encounter EE than hub nodes. When < −0.6, hub nodes will have more risk of EE. When = −0.6, the EE occurrence probability is almost constant for all degree nodes. For disassortative networks, the situation is more complicated. Now the hub nodes will probably link to lower degree nodes. One can assume that the average degree of a given node is inversely proportional to its degree, ⟨ , ⟩ ∼ ( max + min − ), where max and min are the maximal and minimal degrees in the network, respectively. Then we can obtain The stationary distribution
This expression shows that the optimal c will not happen near = −1.0 or near = −0.5. Figure 5 shows simulation and exact analytical results of ( ) based on Eqs. (8) and (15) as a function of degree for biased random walks on a disassortative scale-free network. The situation of EE probability is different from the non-assortative and assortative networks. When < 0.2, small degree nodes are more likely to encounter EE than hub nodes, while hub nodes will have more risk of EE with > 0.2. When = 0.2, the EE occurrence probability is almost equal for all degree nodes. We also investigate the overall number of EE that have taken place in a period of time in assortative and disassortative networks respectively. Figure 6(a) shows the overall number of EE for different on an assortative network and Fig. 6(b) shows the results for a disassortative network, respectively. One can see that the optimal value is c = −0.6 for the assortative network and c = 0.2 for the disassortative network. At this point, the overall number of EE reaches the minimum. This behavior is in agreement with the above analysis that = −0.6 and = 0.2 will lead to the even occurrence probability of EE on the nodes in the network.
In summary, we have studied the occurrence of extreme events on assortative, non-assortative and disassortative scale-free networks with biased random walks model. The results show that the occurrence of EE strongly depend on the network's mixing assortativity. When the network is non-assortative, the minimum EE will happen at c = −1.0. When the network is assortative ( k = 0.15), the minimum EE will happen at c = −0.6. When the network is disassortative ( k = −0.15), the minimum EE will happen at c = 0.2. The EE probability on the nodes is also affected by the mixing assortativity of the networks. When the network is assortative and non-assortative, small degree nodes will have more probability of EE when > c . However, when the network is disassortative, hub nodes will have more probability of EE when > c .
This work may be important for the design of modern network traffic systems. The analysis of extreme events can also shed some light on the control and alleviation of traffic jams in related network systems.
