A novel approach to design the feedback control based on past states is proposed for hybrid stochastic differential equations (HSDEs). This new theorem builds up the connection between the delay feedback control and the control function without delay terms, which enables one to construct the delay feedback control using the existing results on stabilities of HSDEs. Methods to find the upper bound of the length of the time delay are also investigated. Numerical simulations are presented to demonstrate the new theorem.
Introduction
Many systems in the real word may experience abrupt changes in their structures and parameters due to sudden changes of system factors, for example, a failure of a power station in a network, a change of interest rate in an economic system, an environmental change in an ecological system. Hybrid systems driven by continuous-time Markov chains have been used widely to model these systems (see, e.g., [2, 4, 7, 18, 20, 21] ).
One important class of hybrid systems is the hybrid stochastic differential equations (SDEs; also known as SDEs with Markovian switching). Hybrid SDEs are in general described by dx(t) = f (x(t), r(t), t)dt + g(x(t), r(t), t)dB(t).
(1.1)
Here the state x(t) takes values in R n and the mode r(t) is described by a Markov chain taking values in a finite space S = {1, 2, · · · , N }, B(t) is a Brownian motion, f and g are referred to as the drift and diffusion coefficient, respectively. (Further details on the notation will be stated in Section 2.) One of the important issues in the study of hybrid SDEs is the analysis of stability. For example, Ji et al. [6] , and Mariton [21] studied the stability of the jump linear systems. Basak et al. [3] discussed the stability of semi-linear hybrid stochastic differential equations (SDEs) while Mao [12] investigated the stability of a nonlinear hybrid SDEs. Shaikhet [24] took the time delay into account and considered the stability of semilinear hybrid SDEs with delay, while Mao et al. [18] investigated the stability of a nonlinear hybrid SDEs with delay. Taking into account of the parameter uncertainty, Mao [14] studied the stability of hybrid stochastic delay interval systems. There is now an intensive literature in the area of hybrid SDEs (for further references see, e.g., [13, 15, 17, 19, 25, 26, 27, 29] ).
Given an n-dimensional unstable hybrid SDE in the form of (1.1), it is classical to find a feedback control u(x(t), r(t), t), based on the current state x(t), for the controlled system dx(t) = [f (x(t), r(t), t) + u(x(t), r(t), t)]dt + g(x(t), r(t), t)dB(t)
( 1.2) to become stable. This stabilisation problem by (non-delay) state feedback controls has been well studied (see, e.g., [19, 20, 28] ).
On the other hand, there is always a time lag between the time when the observation of the state is made and the time when the feedback control reaches the system. (It takes 1.28 seconds for a radio signal from the moon to reach the earth.) Traditionally, we usually assume that the time lag is extremely small (namely the feedback control acts extremely fast). Nevertheless, there is a delay, say ε. So the real controlled system should be in the form of dx(t) = [f (x(t), r(t), t) + u(x(t − ε), r(t), t)]dt + g(x(t), r(t), t)dB(t).
(1.3)
For example, the time unit is of year while the time lag ε is a microsecond (= 3.17 * 10 −14 year) or a nanosecond (= 3.17 * 10 −17 year). It seems that it has been taken as a grant that if the controlled system (1.2) is stable, so is (1.3) provided ε is sufficiently small. However, there is a counter example which shows that the controlled system (1.2) is exponentially stable in pth moment, but the corresponding system (1.3) is NOT no matter how small ε is (please see the Appendix).
More usefully, the time lag may NOT be extremely small. In practice, to reduce the control cost, it may be more implementable to allow the feedback control to act reasonably fast but not necessarily extremely fast. Let τ denote the time lag between the time when the observation of the state is made and the time when the feedback control reaches the system. It is then certainly more realistic that the control should depend on the past state x(t − τ ). Accordingly, the control should be of the form u(x(t − τ ), r(t), t). Consequently, the stabilisation problem becomes to design a delay feedback control u(x(t − τ ), r(t), t) for the controlled system dx(t) = [f (x(t), r(t), t) + u(x(t − τ ), r(t), t)]dt + g(x(t), r(t), t)dB(t) (1.4) to become stable. Mao, Lam and Huang [16] were the first to study this stabilisation problem by the delay feedback control for hybrid SDEs, although the method of delay feedback controls has been well used in the area of ordinary differential equations (see, e.g., [1, 5, 23] ). The main idea in [16] was to use the theory of linear matrix inequalities (LMIs) along with the method of Lyapunov functionals to design the linear delay feedback control in the form of u(x(t − τ ), r(t), t) = F (r(t))G(r(t))x(t − τ ), where F : S → R n×l and G : S → R l×n . They discussed two cases: (i) state feedback, namely design F (·) when G(·) was given; (ii) output injection, namely design G(·) when F (·) was given. The advantage of the results in [16] lies in that either F (·) or G(·) can be solved efficiently by the technique of LMIs. The disadvantage is that the given unstable hybrid SDE should be either linear or nonlinear but dominated by a linear system. Such a limitation is unavoidable due to the key technique of LMIs used.
In this paper we will take a completely new approach in order to avoid this limitation. As we mentioned before, the stabilization by the (non-delay) feedback control (namely, the controlled system (1.2) has been well studied. In other words, there are lots of results on how to design the control function u(x, i, t) to make the controlled system (1.2) stable.
Question: Can we make use of this same control function to make the delay feedback controlled system (1.4) stable?
Should the answer is yes, this would be great as the stabilization problem (1.4) by a delay feedback control could be transferred to the well-known classical stabilization problem (1.2) by a non-delay feedback control. Is this possible? To see the possibility, we rearrange the controlled system (1.4) as
Comparing this with (1.2), we may regard it (i.e., system (1.4)) as the perturbed system of (1.2) with the perturbation −[u(x(t), r(t), t) − u(x(t − τ ), r(t), t)]dt. If the time lag τ (the duration between the time when the state observation is made and the time when the feedback control reaches the system) is sufficiently small (namely, the feedback control acts sufficiently fast) while the control function u(x, i, t) is globally Lipschitz continuous in x, then the perturbation might be sufficiently small so that system (1.5) should perform in a similar way as system (1.2) does (namely, stable). It is this perturbation idea that motivates us to show in this paper the following result:
Answer: Under the global Lipschitz condition on the system coefficients f, g and the control function u, if the control function u makes the controlled system (1.2) to be exponentially stable in the pth moment (p > 0) then there is a positive number τ * , which can be determined numerically, such that the same control function u will also make the controlled system (1.4) to be exponentially stable in the pth moment as long as the delay feedback control u(x(t − τ ), r(t), t) acts sufficiently fast in the sense τ < τ * .
Let us highlight a couple of important features of this new result:
• The result covers a much wider class of nonlinear hybrid SDEs than Mao et al. [16] .
• The delay feedback stabilisation problem (1.4) is transferred to the classical stabilisation problem (1.2) so that many existing results and techniques can be used to design the required control function u(x, i, t).
• The positive number τ * can be determined numerically, which means our theory can be implemented easily.
• More importantly, our new result gives a theoretical support for the general practice of the non-delay state feedback control. In practice, there is always a time lag, though it might be extremely small, from the moment when the state is observed to the time when the state feedback control reaches the system. In other words, the controlled system in practice should be in the form of (1.3). In the past, we have always designed the control function to make the controlled system (1.2) to be stable while required the feedback control to act extremely quickly (like a non-delay though there is a delay), namely ε is extremely small whence less than τ * (it seems that the physical existence of τ * was not known before). Our new theory explains why this general practice has worked for so many years (under the global Lipschitz condition of course).
• Mao et al. [16] only studied the stabilisation in the mean square exponential stability.
We here discuss the stabilisation in more general pth exponential stability (for p > 0). This is particularly significant when p ∈ (0, 1) where the stabilisation effect of Brownian motions could be used (see Example 5.3 for more details please).
Let us begin to establish our new theory. We will state some preliminaries in Section 2 and present a number of lemmas in Section 3. We will prove the main results of this paper in Section 4 while demonstrate how our new results can be implemented easily in Section 5 making use of the existing theory on the non-delay state feedback controls. We will conclude our paper finally in Section 6.
Preliminaries
Throughout this paper, unless otherwise specified, we will use the following notation. If A is a vector or matrix, its transpose is denoted by A T . If x ∈ R n , then |x| is its Euclidean norm. If A is a matrix, we let |A| = trace(A T A) be its trace norm. iIf both a, b are real numbers, then a ∨ b = min{a, b} and a ∧ b = max{a, b}.
Let (Ω, F, {F t } t≥0 , P) be a complete probability space with a filtration {F t } t≥0 satisfying the usual conditions (i.e. it is right continuous and F 0 contains all P-null sets). If A is a subset of Ω, denote by I A its indicator function; that is I A (ω) = 1 when ω ∈ A and 0 otherwise. Let
T be an m-dimensional Brownian motion defined on the probability space. Let r(t), t ≥ 0, be a right-continuous Markov chain on the same probability space taking values in a finite state space S = {1, 2, · · · , N } with its generator Γ = (γ ij ) N ×N given by
where ∆ > 0. Here γ ij ≥ 0 is the transition rate from i to j if i = j while
We assume that the Markov chain r(·) is independent of the Brownian motion B(·). Moreover, denote by M Ft (S) the family of all F t -measurable S-valued random variables.
Let τ be a positive number. Denote by C([−τ, 0]; R n ) the family of continuous functions
Consider the n-dimensional hybrid SDE (1.1) on t ≥ 0, where the coefficients f :
Assuming SDE (1.1) is unstable, our aim here is to design a Borel measurable control function u : R n ×S×R + → R n so that the delay feedback control u(x(t−τ )), r(t), t) will make the controlled hybrid system (1.4) become stable. Noting that (1.4) is a hybrid stochastic differential delay equation (SDDE), we naturally impose the initial data
This means at the current time t = 0 the historical data of the state {x(θ) : −τ ≤ u ≤ 0} and the mode r(0) are available. For the controlled SDDE (1.4) to have a unique solution on t ≥ 0 with the initial data (2.1), we impose the global Lipschitz condition (see, e.g., [9, 10, 11, 22] ).
We see that this assumption implies the linear growth condition
It is known (see, e.g., [20] ) that under Assumption 2.1, the controlled SDDE (1.4)) with the initial data (2.1) has a unique solution x(t) on t ≥ 0 and the solution has the property that E x t q < ∞ for all t ≥ 0 and any q > 0, (2.5) where throughout this paper we use the notation x t = {x(t + u) : −τ ≤ u ≤ 0} which is a C([−τ, 0]; R n )-valued stochastic process on t ≥ 0. To emphasise the role of the initial data at time 0, we will denote the solution by x(t; ϕ, r 0 , 0) and the Markov chain by r(t; r 0 , 0). Let t 0 ≥ 0, x t 0 = {x(t + u; ϕ, r 0 , 0) : −τ ≤ u ≤ 0} and r(t 0 ) = r(t 0 ; r 0 , 0). Moreover, denote the unique solution of the SDDE (1.4) on t ≥ t 0 with the initial data x t 0 and r(t 0 ) at time t 0 by x(t; x t 0 , r(t 0 ), t 0 ) and the corresponding Markov chain by r(t; r(t 0 ), t 0 ). We then see the flow property that x(t; ϕ, r 0 , 0) = x(t; x t 0 , r(t 0 ), t 0 ) and r(t; r 0 , 0) = r(t; r(t 0 ), t 0 ) (2.6) for all t ≥ t 0 .
Let us now return to the (non-delay) controlled hybrid SDE (1.2). Instead of x(t) we will use y(t) for the state to distinguish it from the solution of the SDDE (1.4). That is, we consider the auxiliary controlled hybrid SDE dy(t) = f (y(t), r(t), t) + u(y(t), r(t), t) dt + g(y(t), r(t), t)dB(t).
(2.7)
From now on, we will fix a number p > 0. It is known (see, e.g., [20] ) that under Assumption 2.1, the SDE (2.7) with the initial data y(t 0 ) ∈ L p Ft 0 (R n ) and r(t 0 ) = r 0 ∈ M Ft 0 (S) at time t 0 has a unique solution y(t) on t ≥ t 0 which has the property that E|y(t)| p < ∞ for all t ≥ t 0 . We will denote the solution by y(t; y(t 0 ), r(t 0 ), t 0 ). As we mentioned before, there are already many papers devoted to the designation of the control function u : R n × S × R + → R n for this SDE to be exponentially stable in the pth moment. We can therefore simply assume the exponential stability of this SDE. Assumption 2.2 Let p > 0. Assume that there is a pair of positive constants M and γ such that the solution of the auxiliary controlled hybrid SDE (2.7) satisfies
Our aim in this paper is to show that this same control function also makes the delay controlled system (1.4) to be exponentially stable in the pth moment as long as τ is sufficiently small (namely we make state observations frequently enough). To prove this result, let us present a number of lemmas in the next section.
Lemmas
In this section, we will fix the initial data (2.1) arbitrarily. We will write the solution x(t; ϕ, r 0 , 0) = x(t) of the controlled hybrid SDDE (1.4) with the initial data (2.1) and the Markov chain r(t; r 0 , 0) = r(t) on t ≥ 0. We emphasize that x t ∈ L p Ft (C) and x(t) ∈ L p Ft (R n ) (please recall (2.5)). We also emphasize once again that we fix p > 0 throughout this paper.
Lemma 3.1 Under Assumption, for any t 0 ≥ 0 and T ≥ 0,
where
usually need to choose p, τ, T to fit into the underlying situation.)
Proof. We fix t 0 ≥ 0 and T ≥ 0 arbitrarily. We first prove the first assertion for p ≥ 2. By the Itô formula and Assumption 2.1, it is straightforward to show from (1.
As the last term on the right-hand-side of the inequality above is increasing in t, we must have
An application of the well-known Gronwall inequality yields
This is the required assertion (3.1) when p ≥ 2. When p ∈ (0, 2), we can apply the Itô formula to |x(t)| 2 and then take the conditional expectation given F t 0 to get that
Taking the expectation on both sides gives the required assertion (3.1) when p ∈ (0, 2). In other words, we have shown that (3.1) holds for all p > 0. Let us proceed to prove the second assertion, namely (3.2) for p ≥ 2. It is easy to show from (1.4) that
Substituting (3.7) into the above implies
Taking the expectation on both sides and recalling the definition of K 2 (p, τ, T ), we see that the required assertion (3.2) holds for p ∈ (0, 2) as well. Similarly, we can show the third assertion (3.3). The proof is complete. 2 Lemma 3.2 Let Assumption 2.1 hold. Fix t 0 ≥ τ and T ≥ 0 arbitrarily. Write y(t; x(t 0 ), r(t 0 ), t 0 ) = y(t) for t ≥ t 0 . Then, for t ∈ [t 0 , t 0 + T + τ ],
in which K 3 (p, τ, T ) has been defined in Lemma 3.1.
Proof. We first show the assertion for p ≥ 2. By the Itô formula and Assumption 2.1, it is straightforward to show that for t ∈ [t 0 , t 0 + T + τ ],
An application of the Gronwall inequality gives the assertion for p ≥ 2. Let us now consider the case when p ∈ (0, 2). In a similar way as Lemma 3.1 was proved, we can show that
We can then show that the assertion holds for p ∈ (0, 2) using the technique of conditional expectation as we did in the proof of Lemma 3.1. The proof is therefore complete.
Main Result
We can now form our main theorem in this paper. as long as τ < τ * . In other words, the controlled SDDE (1.4) is exponentially stable in the pth moment as well as with probability one provided τ < τ * .
Before the proof, let us make an important remark on how to determine the value of τ * so that this theorem can be implemented in practice.
Remark 4.2
The use of this theorem in practice depends very much on the value of τ * . We describe a method to determine it. Set p 0 = 0 ∨ (p − 1). Choose a constant ε ∈ (0, 1) and let
Let τ * be the unique positive root to the following equation
of τ , where both K 3 (p, τ, T ) and K 4 (p, τ, T ) have been defined in Section 3. We observe that τ * exists uniquely and is positive as the left-hand-side term of equation (4.4) is an increasing continuous function of τ which starts from 0 when τ = 0 and tends to infinity as τ → ∞.
However, we do not have the explicit formula for the root τ * though it can be solved numerically, for example, by MATHEMATICA. We also observe that it is more desirable in practice if we could find a larger value of τ * . Note that once p, L, M, γ are given, the root τ * depends on the choice of ε. That is, τ * = τ * (ε). It would be useful if we could find the optimalε ∈ (0, 1) in the sense that τ * (ε) = sup
However, this is an open problem.
Proof of Theorem 4.1. To make it clearer, we divide the proof into three steps.
Step 1. We will simply write K 3 (p, τ, T ) = K 3 and K 4 (p, τ, T ) = K 4 . We let τ * be determined in the way as described in Remark 4.2. Fix τ ∈ (0, τ * ) and the initial data (2.1). Write x(t; ϕ, r 0 , 0) = x(t) and r(t; r 0 , 0) = r(t) for t ≥ 0. Let us first consider x(t) on t ∈ [τ, 2τ + T ] which can be regarded as the solution of the SDDE (1.4) with initial data x τ and r(τ ) at time t = τ . Also consider the solution y(t; x(τ ), r(τ ), τ ) of the SDE (2.7) on t ∈ [τ, τ + T ] with initial data x(τ ) and r(τ ) at time t = τ . We simply write y(τ + T ; x(τ ), r(τ ), τ ) = y(τ + T ). By Assumption 2.2,
Moreover, by the elementary inequality (a + b)
which has been defined in Remark 4.2), we have
Using (4.5) and Lemma 3.2, we get
On the other hand, by Lemma 3.1, we have
Substituting (4.6) into (4.7) and noting from (4.3) that
we get
But, as τ < τ * , we see from (4.4) that
We may therefore write ε + 2 p 0 (2
for some λ > 0. It then follows from (4.8) that
Step 2. Let us now consider the solution x(t) on t ∈ [2τ + T, τ + 2(τ + T )]. By property (2.6), this can be regarded as the solution of the SDDE (1.4) with the initial data x 2τ +T and r(2τ + T ) at t = 2τ + T . In the same way as we did in Step 1, we can show
This, together with (4.10), implies
Repeating this procedure, we have
This, together with (4.10), yields
.
This implies lim sup
In other words, we have shown the required assertion (4.1).
Step 3. It now follows from (4.11) that
for all k ≥ 1. By the Borel-Cantelli lemma (see, e.g., [11, Lemma 2.4 on page 7]), we obtain that for almost all ω ∈ Ω, there is an integer k 0 = k 0 (ω) such that sup τ +k(τ +T )≤t≤τ +(k+1)(τ +T )
This implies easily that lim sup
for almost all ω ∈ Ω. The other assertion (4.2) must therefore hold. The proof is hence complete.
Implementation
In this section we will demonstrate how to implement our theory in order to stabilise the given unstable hybrid SDE (1.1) by a delay feedback control u(x(t − τ ), r(t), t) in the drift.
Our new Theorem 4.1 enables us to transfer the stabilisation problem of (1.4) to the classical stabilisation problem of (2.7) where the feedback control u(x(t), r(t), t) is of no-delay. The use of our new Theorem 4.1 depends on the design of the control function u(x, i, t) that makes the controlled SDE (2.7) become exponentially stable in the pth moment as described in Assumption 2.2. There are lots of known criteria on the pth moment exponential stability of hybrid SDEs (see, e.g., [12, 19, 28, 29] ), which can be applied to design the control function. What we are going to demonstrate here is to apply [20, Theorem 5.8 on page 166] to establish a criterion for the control function to satisfy. For this purpose, we will impose a new assumption.
Assumption 5.1 Let p > 0. Assume that there are real numbers α i , i ∈ S, such that
is a non-singular M-matrix.
The following theorem shows that if the control function u(x, t, i) makes Assumption 5.1 to hold, then the controlled SDE (2.7) is exponentially stable in the pth moment. where
Consequently, Theorem 4.1 holds under Assumptions 2.1 and 5.1.
Proof. We observe that all θ i 's are positive as A is a nonsingular M-matrix (see, e.g., [20] ). It follows from (5.4) that
We will apply [20, Theorem 5.8 on page 166] to prove this theorem. We first consider the controlled SDE (2.7) on t ≥ t 0 in the case where the initial data are deterministic, namely y(t 0 ) = y 0 ∈ R n and r(t 0 ) = r 0 ∈ S at time t 0 (≥ 0). We will write the solution y(t; y 0 , r 0 , t 0 ) = x(t) and the Markov chain r(t; r 0 , t 0 ) = r(t). Clearly, the assertion holds if y 0 = 0 so we need to consider y 0 = 0. In this case, x(t) = 0 a.s. for all t ≥ 0 (see, e.g., [20, Lemma 5 
.1 on page 164]). Define the Lyapunov function
where both β 1 and β 2 have been defined in the statement of the theorem. Moreover, the generalised Itô formula (see, e.g., [20, Theorem 1.45 on page 48]) shows
where M (t) is a local Martingale on t ≥ 0 (but its explicit form is of no use here) and
for (x, i, t) ∈ R n − {0}) × S × R + . By (5.1) and (5.5), we then have
An application of [20, Theorem 5.8 on page 166] yields
where both M and γ have been defined in the statement of Theorem 5.2. We now consider the general case, namely the controlled SDE (2.7) on t ≥ t 0 with the initial data y(
(R n ) and r(t 0 ) = r 0 ∈ M Ft 0 (S) at time t 0 . In this case, by the technique of conditional expectation, we derive
for t ≥ t 0 . In other words, we have shown that Assumption 2.2 holds. Consequently, Theorem 4.1 holds under Assumptions 2.1 and 5.1. The proof is complete. Accordingly, we can implement our theory in two steps assuming that the coefficients f and g of the given hybrid SDE (1.1) satisfy Assumption 2.1:
Step 1 Design the control function u(x, i, t) which satisfies Assumptions 2.1 and 5.1. Compute θ i 's by (5.4) and determine both M and γ by (5.3).
Step 2 Choose a constant ε ∈ (0, 1) and compute T by (4.3). Find the unique positive root τ * of equation (4.4) numerically. Make sure the delay feedback control u(x(t − τ ), r(t), t) acts quickly enough in the sense τ < τ * . Then the controlled hybrid SDDE (1.4) is exponentially stable in the pth moment as well as in probability one.
Let us discuss an example to illustrate our theory. This SDE has been used to describe, for example, the nonlinear hybrid stochastic oscillator (see, e.g., [11] ). Introducing x(t) = (x 1 (t), x 2 (t)) T = (z(t),ż(t)) T , we can write the oscillator as the two-dimensional hybrid SDE dx(t) = f (x(t), r(t))dt + g(x(t), r(t))dB(t), (5.6) where
The computer simulation (see Figure 5 .1) shows this given hybrid SDE is unstable. Let us now apply our new theory to design a delay feedback control to stabilise the SDE. To show our theory can be applied to cope with various practical situations, we consider a structure feedback control in this example. Due to the page limit, we only discuss an interesting situation, where
• the state, in both modes, could only be observed in x 1 -component and the control could only be fed into x 1 -component too.
For example, this is the case when x 1 represents the velocity and x 2 the distance in a hybrid stochastic oscillation system while only the velocity is observable and controllable.
To make it simple, we will only seek for a linear control function. In terms of mathematics, our control function has the form
where d 1 and d 2 are both positive numbers to be chosen. It is straightforward to show that Assumption 2.1 is satisfied with
It is also easy to show
for (x, i) ∈ R 2 − {0}) × S, where
and
In this example, we aim to stabilise the SDE in the sense of almost sure exponential stability so it is wise to choose p ∈ (0, 1) to make use of the stabilisation effect of the Brownian motion (see, e.g., [19] ). We choose p = 0. dx(t) = [f (x(t), r(t)) + u(x(t), r(t))]dt + g(x(t), r(t))dB(t) (5.8) with the control function u(x, i) defined by (5.7) is almost surely exponentially stable (please note that the pth moment exponential stability implies the almost sure exponential stability [11] ). The computer simulation (see Figure 5 .2) supports this theoretical result clearly. However, our aim is to use the delay feedback control. For this purpose, we further choose ε = 0.94 and compute T = 0.7994283 by (4.3). Equation which has the unique positive root τ * = 2.93 × 10 −6 (that is about 92 seconds if the time unit is of year). By Theorem 5.2, the delay-feedback controlled system dx(t) = [f (x(t), r(t)) + u(x(t − τ ), r(t))]dt + g(x(t), r(t))dB(t) (5.10) with the control function u(x, i) defined by (5.7) is almost surely exponentially stable as long as τ < 2.93 × 10 −6 . Once again, the computer simulation (see Figure 5. 3) supports this theoretical result clearly.
Remark 5.4 Actually, the τ * obtained in this example is optimal, to a certain degree according to our theory. More precisely, given that all the coefficients and Γ in (5.6) are known, the largest τ * is found by a numerical programme which searches for p ∈ (0, 1) and ∈ (0, 1) to maximise τ * according to Theorem 5.2.
Conclusion
For some unstable hybrid stochastic differential equations, it is much harder to design the feedback control based on past states than current states. However, the feedback control based on past states are more practical than that based on current states. In this paper, we proposed a new theorem to connect the delay feedback control to the feedback control without delays. Such a result makes it possible to construct the delay feedback control u(x(t−τ ), r(t), t), given that the feedback control u(x(t), r(t), t) is known. Therefore, various existing results on the classical stabilisation problem together with the novel theorem proved in this paper enable us to design the delay feedback control much more easily. Numerical simulations were provided to demonstrate the theoretical results as well as the way to find the lower bound of the length of the time delay. In addition, the optimal lower bound (according to our theory) was found numerically for a given unstable hybrid stochastic differential equation and a given format of the control function.
