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Abstract-A MACSYMA program is described which performs symbolic vector algebra and vector 
calcuhrs. The program can combine and simplify symbolic expressions including dot products and cross 
products, together with the gradient, divergence, curl and Laplacian operators. The distribution of these 
operators over sums or products is under user control, as are various other expansions, including expansion 
into components in any specific orthogonal curvilinear co-ordinate system. There is also a capability for 
deriving the scalar or vector potential of a vector field. Examples include derivation of the partial 
differential equations describing fluid flow and magnetohydrodynamics, for 12 different classic orthogonal 
curvilinear co-ordinate systems. 
Keywords and Phrases: computer algebra, curvilinear coordinates, fluid dynamics, magnetohydrodynamics, 
MACSYMA, vectors. 
INTRODUCTION 
Vector algebra and vector calculus enjoy diverse use throughout engineering, science and 
mathematics. Vector analysis lends conciseness that often simplifies the derivation of mathe- 
matical theorems and the statement of physical aws. Vector notation often clearly conveys 
geometric or physical interpretations that greatly facilitate understanding. At one extreme, 
vector analysis provides a systematic method for deriving the mathematical statement of 
physical laws in specific orthogonal curvilinear co-ordinate systems. At another extreme, vector 
analysis provides a means of stating and operating on these physical laws independent of 
co-ordinate system, free from the distracting details of individual components. 
However, many engineers and scientists do not use vector analysis frequently enough to 
remain familiar with many of the special vector identities that are sometimes crucial to 
simplifying vector expressions. Also, though systematic, the expansion of vector expressions 
into specific orthogonal curvilinear components is usually tedious and fraught with oppor- 
tunities for blunders. Other tedious blunder-prone operations include deriving scalar or vector 
potentials from given vector fields. This article describes a computer program which helps 
overcome these human frailties by automating these processes. A preliminary version of this 
article appeared in reference [ I]. 
The next section gives a brief demonstration of the program. Subsequent sections outline 
the underlying mathematical nd programming techniques, then summarize the performance for 
more comprehensive examples. 
A DEMONSTRATION 
A vector analysis package has been written in the computer-algebra language MACSYMA, 
which is described by the Mathlab group[2]. ,The package is available on the public SHARE 
directory at the MIT MACSYMA-Consortium machine and listings are available from the 
author. 
MACSYMA is interactive, prompting the user for each interaction cycle with a unique label 
beginning with the letter C. The user then types an expression terminated by a semicolon or a 
dollar sign. MACSYMA then assigns a simplified version of the expression to a corresponding 
label beginning with the letter D, which is printed if the terminator was a semicolon rather than 
a dollar sign. The user can also make explicit assignments u ing the colon assignment operator. 
tThis work was supported by National Science Foundation grant MCS75-22983. 
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The vector analysis package contains various default and optional simplifications for the 
dot and cross products together with the operators GRAD, DIV, CURL and LAPLACIAN. The 
vector operands can be arbitrary mixtures of similar-length ordered lists, representing the 
specific components, together with indeterminates declared NONSCALAR, representing the 
vectors as abstract entities. 
For example, to establish P, Q, F and G as vector entities, we type 
(C3) DECLARE ([P, Q, F, Gl, NONSCALAR) $ 
Now, let’s attempt o prove the following vector identity, where tilde (-) represents the 
cross product operator: 
(C4) (P-Q).(F-G) + (Q-F)(P-G) + (F-P).(Q-G) = 0: 
(D4) F.(G-Q)-P - F.(G-P)-Q -1 F*G-P-Q = 0 
Evidently the default simplifications are not drastic enough, so we type 
(CS) VECTORSIMP(D4), EXPANDALL; 
(DS) o=o 
Now, let’s determine the expansion of an expression involving vector differential operators, 
where %PI represents TIT: 
(C6) EXAMPLE: LAPLACIAN(%PI*(S + H)) = DIV(3*S*P); 
(W) %PI LAPLACIAN (S + H) = 3 DIV (P S) 
(C7) VECTORSIMP(EXAMPLE), EXPANDALL; 
(D7) %PI LAPLACIAN S + %PI LAPLACIAN H = 3 DIV P S + 3 PaGRAD S 
Suppose that we wish to find the specific representation of this equation in parabolic 
co-ordinates. To avoid having to look up the definition of parabolic co-ordinates, we load the 
batch file of co-ordinate transformations as follows: 
(C9) BATCH(COORDS); 
(ClO) TTYOFF:TRUE $ 
(C13) /* PREDEFINED COORDINATE TRANSFORMATIONS: 
CARTESIAN2D, CARTESIAN3D, 
POLAR, POLARCYLINDRICAL, 
SPHERICAL, OBLATESPHEROIDAL, PROLATESPHEROIDAL, 
OBLATESPHEROIDALSQRT, PROLATESPHEROIDALSQRT, 
ELLIPTIC, ELLIPTICCYLINDRICAL, CONFOCALELLIPTIC, 
CONFOCALELLIPSOIDAL, 
PARABOLIC, PARABOLICCYLINDRICAL, PARABOLOIDAL, 
BIPOLAR, BIPOLARCYLINDRICAL, 
TOROIDAL, 
CONICAL *I 
/* RESERVED COORDINATE VARIABLES AND PARAMETERS: */ 
LISTOFVARS(COORDS); 
(D13) [X, Y, Z, R, THETA, PHI, E, U, V, F, W, Gl 
(D14) BATCH DONE 
In general, coordinates are specified as a list with the first element being a list of the 
transformation to a set of rectangular Cartesian co-ordinates. The remaining elements are the 
ordered curvilinear co-ordinate variables: 
(C 15) PARABOLIC; 
CD19 I ~,uv],u,v] 
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First we use the function SCALEFACTORS to derive a set of global scale factors. Then we 
use the function EXPRESS to express its argument in the corresponding co-ordinate system: 
(C 16) SCALEFACTORS(PARABOLIC) $ 
(C17) EXAMPLE: EXPRESS(EXAMPLE); 
(Dl7) 
) = 3(-&S SQRT(V* + U*)P,) + &(S Pu SQRT(V’ + U’))) 
v*+u* 
Alternatively, the global scale factors can be established or changed by supplying the 
co-ordinate system as a second argument o EXPRESS rather than as an argument o 
scalefactors. 
Suppose that H depends only on U, that P depends only upon V, and that S depends upon 
both U and V. To expand the above derivatives, taking advantage of these simplifications: 
(Cl@ DEPENDS([S,H], U, [S,P], V) $ 
(C 19) EXAMPLE, DIFF; 
(D19) v*+u* = 3(s SQRT(V* + U*)(& P,) + $ SQRT(V* + U*)Pv 
SVPv dS SUP” 
+ SQRT(V* + U2) + dU ” SQRT(V2 + ‘*) + SQRT(V* + U*))/ (V2 + U2) 
Now, suppose that we are given the following parabolic-co-ordinate components of a 
gradient vector, 
(C20) EXAMPLE: [(2*U*V**3 + 3*U**3*V)/(V**2 + U**2), (2*U**2*V**2 + U**4)/(U**2 + 
v**2)]; 
(D20) 
2uv3+3u3v 2u2v2+u4 
v*+u* ’ v*+u* I 
and we wish to determine the corresponding scalar potential relative to the potential at the point 
[O, 01: 
;C2;; POTENTIA;(EXAMPLE); 
U V SQRT(V* + U*) 
There is an analogous function named VECTORPOTENTIAL that computes the vector 
potential associated with a given curl vector. 
TECHNIQUES 
Vector algebra has an intriguing structure. Besides containing the ordinary scalar operations, 
vector algebra has two special products with somewhat bizarre properties. Although the dot and 
cross products are both distributive with respect o vector addition, and although scalar factors in 
either operand can be factored out of the dot and cross product: 
1. Vectors are not closed under the dot operation. (p*q is a scalar.) 
2. Vectors are closed under the cross operation only in three-dimensional space. 
3. The dot product is commutative 
pq = 9'P, 
but the cross product is anticommutative 
(1) 
pxq= -qxp (2) 
4. Neither is associative. (p x (q x r) $ (p X q) X r, whereas p$qr) and (p.q)r are invalid.) 
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5. Neither has a multiplicative unit. (There does not exist a fixed u such that for arbitrary p, 
u X p = p or p X u = p or up = p or p-u = p.) 
6. Both admit zero divisors. (For all nonzero p, 
pxp=o, (3) 
and there exist nonzero q such that p+q = 0). 
7. Both are connected via ordinary scalar multiplication, denoted with *, by the strange side 
relation 
p X (4 x r) = (pr)*q - (p*q)*r (4) 
8. The structure is even more complicated if we consider dyadics, triadics, etc. 
Vector calculus is equally rich in comparison to its scalar counterpart. Besides containing the 
usual derivatives, vector calculus has three special differential operators. Although the gradient, 
divergence, and curl are homogeneous (for example, grad(constant*4) = constant*(grad 4)) and 
additive (for example, grad(+ -I $) = grad 4 + grad I,$): 
1. The gradient and divergence are not closed. (The gradient of a scalar is a vector, and the 
divergence of a vector is scalar.) 
2. Vectors are closed under the curl operation only in three-dimensional space. 
3. Compositions of these operators do not generally commute, but they do satisfy the following 
identities: 
curl(grad 4) = 0, (5) 
div(cur1 p) = 0, (6) 
curl(cur1 p) = grad(div p) - div(grad p). (7) 
Here 4, denotes a scalar, the gradient of a vector is a dyadic, the divergence of a dyadic is 
a vector, and 
div(grad P)= & 3 ek, 
J 
4. 
with ek being the unit co-ordinate vectors. 
When applied to various products, most of these dperators have expansions imilar but 
not identical to the ordinary derivative of an ordinary product: 
grad(4 P) = P grad 4 + 4 grad P, (8) 
div(4 p) = (grad 4)-p + 4 div p, (9) 
curl(# p) = (grad 4) x p + 4 curl p, (10) 
grad(p x q) = (grad P) x q - (grad 4) x P, (11) 
div(p x q) = q*(curl p) - p(curl q), (12) 
curl(p x q) = q.(grad p) - p$grad q) + p div q - q div p, (13) 
grad(p.q) = (grad p).q + (grad q)*p. (14) 
For brevity, the composition div grad is often denoted as the Laplacian operator: 
Laplacian 4 = div grad 4 = V*4. (15) 
The Laplacian inherits the linearity of div and grad, together with the following expan- 
sion for product operands: 
Laplacian(&j) = f#~ Laplacian + + 2(Laplacian ti)(Laplacian 4) + $ Laplacian 4. (16) 
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For many physical problems, symmetries or boundary surfaces encourage the use of 
orthogonal curvilinear co-ordinates that are not rectangular Cartesian. For example, toroidal 
co-ordinates are most appropriate for many controlled fusion problems, and oblate spheroidal 
co-ordinates are most appropriate for some geophysical problems. In such instances, it is often 
necessary to know the specific partial differential representation of the gradient, divergence, 
curl, or Laplacian in order to derive the differential equations pertaining to the desired 
coordinates. 
If the orthogonal curvilinear co-ordinates are denoted by I%, &, . . . , &, and a transformation 
to some rectangular Cartesian co-ordinates x1, x2, . . . , x,,,, with m 2 n, is given by 
then co-ordinate scale factors are defined by 
hk = [g ($)2]“2v 
Moreover 
(j = 1,2,. . . , n), (17) 
(k = 1,2,. . . , n). (18) 
(k# I). (19) 
Otherwise the co-ordinates are nonorthogonal. The function SCALEFACTORS attempts to 
verify equation (19), printing a warning together with the simplified left-hand side when it does 
not succeed in doing so. This precaution revealed an error in the alleged-orthogonal confocal- 
paraboloidal co-ordinates listed in the tables of [3]. Thus, computer algebra is advisable for 
checking even when a published ‘answer’ is available. 
Most of the classic orthogonal co-ordinate-transformation examples of (17), involve tri- 
gonometric functions and/or hyperbolic functions and/or square roots. Thus, there is a vital 
need for effective trigonometric hyperbolic, and fractional-power simplification during the 
evaluation of formulae (18) and (19). The built-in MACSYMA function, RADCAN, provided 
the fractional-power simplification, but it was necessary to develop a new 
trigonometric/hyperbolic s mplifier, different from those built-in. Though crucial to the per- 
formance of this portion of the vector package, a sufficiently thorough discussion of this new 
simplifier would lead us too far astray here, so the simplifier is discussed separately in 
reference 4. 
Let 
H = - hk. P =l 
Then, using ordered lists to represent the components of a vector, the general formulas for the 
gradient, divergence, and Laplacian are 
divP =~&$(~), (22) 
Laplacian r$ = & (23) 
For n = 3, the general formula for the curl is 
(21) 
curlp= [$(&(n3P3) - & (h@z)). +(&Wr) -&W,)), ;(&hgd - &(h,p$j. 
(24 
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The symbolic differentiation and algebra necessary for evaluating formulae (18)-(24) is 
straightforward but tedious-an ideal computer-algebra pplication. In fact, after completing 
this vector analysis package I discovered that an unpublished package similar to this curvil- 
inear-components portion had already been written by Martin S. Cole of Sperry-Univac 
Corporation. 
It is sometimes desired to compute the inverse of these differential operations: Given a 
specific vector field, find a field, if one exists, for which the given field is the gradient or curl. 
If a given vector p is the gradient of an unknown scalar potential 4, then denoting an 
arbitrary point by 6 = (e^,, I$, . . . , in), 
W)=4(~)+h a’plw2,... I I 
02 
, edde~+hz . p2(Bll, e2, e,,...,edde,+ e . a 
4 e2 
+hn 
I 
.” Pnuh, 62, . * . , L 0,) de., (25) 
en 
where +(6) is an undeterminable constant. 
Successful closed-form computation of these integrals may depend upon the chosen e^ and 
the chosen ordering of the components of 8. The validity of this formula depends upon the assum- 
ed existence of a scalar potential. Consequently, the functional POTENTIAL attempts to use 
differentiation and simplification to verify any candidate constructed by this formula. 
If a given vector p is the curl of an unknown three-dimensional vector potential q, then 
q= - [L, Le’ h,h3p2(e,, e2, e,) de3 -+ le2 hlh2p3(eI, e2, &) de2, -i le3 h2h3pl(el, e2, 0,) de3, O] 
3 1 6* -3 
+ grad 4, (26) 
where $ is an arbitrary twice-differentiable scalar potential. Successful closed-form computation 
of these integrals may depend upon the chosen 6, together with a well-chosen cyclic permu- 
tation of 6. The validity of this formula depends upon the assumed existence of a vector 
potential. Consequently, the function VECTORPOTENTIAL attempts to use differentiation 
and simplification to verify any candidate constructed by this formula. Formulae (25) and (26) 
are generalizations of those given in pages 201-212 of [5]. For the program, f in (25) and (26) is 
specified by the global variable POTENTIALZEROLOC, which is initially set to [O, 0, . . . , 01. 
MACSYMA has several built-in features which greatly facilitate the implementation of
extensions uch as this vector package: . 
1. The syntax extension facility makes it easy to introduce new operators, such as X, 
GRAD, DIV, CURL, and LAPLACIAN, together with their parse binding powers and 
restrictions on their valid operand types. However, attempted implementation f GRAD, 
DIV, CURL, and LAPLACIAN respectively as DEL, DEL-, DELx and DEL t 2 caused 
incredible chaos, which should not be surprising to anyone who has written an extensible 
parser. 
2. The declaration facility made it easy to establish the automatic homogeneous and 
optional additive properties of GRAD, DIV, CURL, and LAPLACIAN. The declaration 
facility also made it easy to supplement the algebraic properties of the built-in operator 
‘.’ with commutativity. 
3. A built-in flag permitted efeat of the default associativity property of ‘.‘, and another 
built-in flag provided optional distribution of ‘.’ over +. A built-in flag also permitted the 
automatic factoring of scalars from dot operands. 
4. The pattern-matching automatic-substitution facility made it easy to implement 
simplifications such as transformations (3), (5) and (6). 
5. The procedure-definition facility together with a built-in function for determining the 
parts of expressions made it possible to implement the other expansions and 
simplifications without recourse to the lower-level MACSYMA implementation language. 
Simplifications that are unlikely to enlarge an expression, that do not drastically change the 
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form of an expression, and that are easy to implement via declaration and automatic pattern- 
matching substitutions were made automatic. Examples include the use of transformations (I), 
(3), (5) and (6). 
Other expansions, uch as expansions (2), (4), (7) and (S)-(27), together with the employment 
of additivity or distributivity require a specific request by the user, via the function 
‘VECTORSIMP, together perhaps with the appropriate setting of various global variables. 
It is expected that most users will wish to use the function VECTORSIMP with the flag 
EXPANDALL either set to its default value of FALSE, requesting only the least controversial 
expansions, or set to TRUE, requesting nearly every programmed expansion. However, for 
the user who needs fine control there is a hierarchy of flags permitting individual control over 
each of the programmed expansions or over various logical groupings of these. The flags are 
EXPANDALL, 
EXPANDDOT, 
EXPANDDOTPLUS, 
EXPANDCROSS, 
EXPANDCROSSPLUS, 
EXPANDCROSSCROSS, 
EXPANDGRAD, 
EXPANDGRADPLUS, 
EXPANDGRADPROD, 
EXPANDIV, 
EXPANDDIVPLUS, 
EXPANDDIVPROD, 
EXPANDCURL, 
EXPANDCURLPLUS, 
EXPANDCURLCURL, 
EXPANDLAPLACIAN, 
EXPANDLAPLACIANPLUS, 
EXPANDLAPLACIANPROD. 
The PLUS suffix refers to employing additivity .or distributivity. The PROD suffix refers to 
the expansion for an operand that is any kind of product. EXPANDCROSSCROSS refers to 
expansion (4), and EXPANDCURLCURL refers to expansion (7). EXPANDCROSS = TRUE 
has the same effect as EXPANDCROSSPLUS = EXPANDCROSSCROSS = TRUE, etc. Two 
other hags, EXPANDPLUS AND EXPANDPROD, have the same effect as setting all similarly 
suffixed flags TRUE. When TRUE, another flag named EXPANDLAPLACIANTODIVGRAD, 
replaces the LAPLACIAN operator with the composition DIV GRAD. 
Those who prefer a plethora of functions to plethora of flags are encouraged to define a 
corresponding set of functions which merely locally set the appropriate flag, then use 
VECTORSIMP. 
TEST RESULTS 
A crucial question is: How complicated can problems be, for the various portions of the 
vector package, before exhausting the available memory space or a reasonable amount of 
computing time? Unfortunately, the answer to this question is very problem-dependent, 
dithcult o characterize concisely and objectively. However, to suggest rough indications, this 
section summarizes a variety of test results. 
First, to test the non-component simplifications, default simplification followed by 
VECTORSIMP with EXPANDALL = TRUE, was applied to the expressions in Table 1, taken 
from pages 32-33,60, and 215 of [5]. 
These examples all correctly simplified to zero, with the exception of case 6, which 
simplified to 
-ac x (ash x c*b - a-b x (b x c)) -(a-b x c)~. 
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Table 1. 
Case Input expression 
Computing time, seconds 
Default VECTORSIMP 
1 (d-a)(b-c)+(d-b)$c-a)t(d-+(a-b) 0.02 0.3 
2 (b-a)(b-a)+(c+b).(c-b)t(d-c)$d-c) 
+(a-d)(a-d)-(c-a)+-a)+(d-b)(d-b) 0.04 0.6 
+(atc-b-d).(atc-b-d) 
3 (a-b).(k-a$-b)+(b-c).(k-F) 
+(c-a). k-y 
( > 
0.03 0.3 
4 (atb-c-d)(a+b-c-d)- 
(a-b-c+d)(a-b-c+d)-+a-c)(b-c) 0.02 0.7 
5 (bxc)x(axd)+(cxa)x(bxd)+(axb)x(cxd) 
t2(abxc)+d 1.3 4.8 
6 (a X b) X (b X c).(c X a) - (a$b X c))* 4.0 2.0 
7 (a-d)x(b-c)+(b-d)x(c-a)t(c-d)x(a-b) 
-2(axb+bxc+cxa) 0.5 8.6 
A second application successfully annihilated the term containing bx (b x c), and rearranged the 
first term to give 
a.(ab x c*b) x c - (a-b x c)‘. 
a*b x c could be factored out, clearly revealing that the expression is zero, but the built-in 
scalar-factoring-out mechanism does not recognize that a-b x c is a scalar despite its vector 
components. 
Regarding the orthogonal curvilinear components portion of the package, Table 2 reports the 
times required to compute the scale factors, and express three particular expressions in a 
variety of three-dimensional co-ordinate systems. The first expression is an equation arising in 
magnetohydrodynamics given in 161. 
Laplacian Laplacian W + Curl (7 curl W) = - curl 6 127) 
The second expression is the Navier-Stokes equation of fluid mechanics: 
av grad P - = v Laplacian v - vgrad v + 5 grad div v - - at P * 
The third expression is all but one term of another equation from magnetohydrodynamics, 
given in [7]: 
~=curl(vxB)--&curl 
(curl B) x B) 
N, > 
- -$- (grad NC) x (grad T,). 
e 
Table 2 
Time, seconds 
Co-ordinates Scale factors Equation (27) Equation (28) Equation (29) 
Parabolic ylindrical 0.7 0.4 0.9 0.9 
Rectangular Cartesian 0.8 0.8 0.8 1.2 
Polar cylindrical 1.5 0.3 0.4 0.8 
Paraboloidal 3.4 0.4 0.9 1.3 
Conical 6.9 1.5 1.3 2.1 
Spherical 7.4 0.4 0.8 0.8 
Elliptic cylindrical 9.3 0.4 0.5 1.4 
Confocal ellipsoidal 17.8 1.9 1.1 2.5 
Bipolar cylindrical 20.5 0.4 0.5 1.4 
Oblate spheroidal 21.8 0.5 1.2 1.0 
Prolate spheroidal 35.3 0.5 0.5 1.5 
Toroidal 57.0 0.5 0.5 1.6 
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The omitted term was 
curl ; r.(curl B)) , 
where r is a resistivity dyadic. Although the vector package fortuitously represents the gradient 
of a vector as a list of derivatives of lists, which can be interpreted as a dyadic, the package . 
was not designed to treat dyadics in general. The function EXPRESS expands expressions into 
components from the inside out, and expansion of the curl operator equires an argument that is 
a list of three elements. Thus, EXPRESS halts with an error message when it tries to expand 
the outer curl in expression (30). 
The definitions of the co-ordinate systems are given in [3]. As indicated in Table 2, the 
scale-factor computation depends trongly on the complexity of the coordinate system, whereas 
the time required to express vector expressions does not. 
To test the function named POTENTIAL, the fully-expanded gradient of each of the 
expressions in Table 3 was derived in three-dimensional rectangular Cartesian co-ordinates. 
Then, with POTENTIALZEROLOC set as indicated, POTENTIAL was applied in an attempt 
to generate an expression differing from the original by no more than a constant. 
For case 2, POTENTIAL printed a warning that it could not verify the solution by 
differentiation together with simplification. However, expansion of the trigonometric factor of 
the gradient revealed that the answer was correct. (The integration utilized this expansion, 
whereas the verification simplification did not.) 
In contrast, POTENTIAL was able to verify the solution for the similar case 3, which has no 
angle sum. 
Table 3. 
Case Expression POTENTIALZEROLOC Time, seconds 
1 xy2z + (x3+ 3x)y [x = 0, = 0, z = O] y 1.1 
2 x3 sin (ax + b)e3y+az2 log (1 t z) 11.2 
3 x3 sin (a~)e~~+~z~ log (1 t 2) 
[x = 0, y = 0,z = 01 
[x = 0, y = 0, I = O] 4.2 
4 x/(ytztl) 1.0 
5 (x2 + y2 + *2)-1/Z _ 33”2 
[x = 0, y = 0,z = 01 
[x=l,y=l,z=l] 5.9 
6 log, (x2 t y’) .[x=1,y=0,2=0] 1.1 
CONCLUSIONS 
The examples here demonstrate that vector analysis is a feasible and worthwhile supple- 
mentary program package for a computer-algebra system. 
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