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Abstract
In the customary random matrix model for transport in quantum dots with M internal degrees
of freedom coupled to a chaotic environment via N ≪ M channels, the density of transmission
eigenvalues is computed from a specific invariant ensemble for which explicit formula for the joint
probability density of all eigenvalues is available. We revisit this problem in the regimeM ∼ N ≫ 1,
allowing for general distributions for the matrix elements of the Hamiltonian of the quantum dot
and the coupling matrix. We find that the corresponding densities in the two theories differ, in
particular we prove that forM = N they exhibit different power law singularity near the origin. To
access this level of generality we develop the theory of global and local laws on the spectral density
of a large class of noncommutative rational expressions in large random matrices with i.i.d. entries.
Keywords: Noncommutative rational functions, quantum dot, local law, generalized resolvent, lin-
earization
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1 Introduction and results
Since the pioneering discovery of E. Wigner on the universality of eigenvalue statistics of large random
matrices [29], random matrix theory has become one of the most successful phenomenological theories
to study disordered quantum systems, see [2] for a broad overview. Among many other applications,
it has been used for open quantum systems and quantum transport, in particular to predict the
distribution of transmission eigenvalues of scattering in quantum dots and wires. The theory has been
developed over many excellent works starting with the ground-breaking papers by Mello, Pereyra,
Seligman [24] and by Verbaarschot, Weidenmüller and Zirnbauer [28]; for a complete overview with
extensive references see reviews by Beenakker [5, 6], Fyodorov and Savin [16] and Schomerus [27].
We will focus on quantum dots, i.e. systems without internal structure, coupled to an environment
(electron reservoir) via scattering channels. Quantum wires, with a typically quasi one-dimensional
internal structure, will be left for further works. In the simplest setup the quantum dot is described
by a self-adjoint Hamiltonian (complex Hermitian matrix1) H ∈ CM×M acting on an M dimensional
state space CM . It is coupled to an environment with N0 effective degrees of freedom via an M ×N0
complex coupling matrix W . Following Wigner’s paradigm, both the Hamiltonian H and the coupling
matrix W are drawn from random matrix ensembles respecting the basic symmetries of the model.
Typically the entries ofW are independent, identically distributed (i.i.d.), while H is a Wigner matrix,
i.e. it has i.i.d. entries on and above the diagonal. We allow for general distributions in contrast to
most existing works in the literature that assume H and W have Gaussian entries.
The Hamiltonian of the total system at Fermi energy E ∈ R is given by (see [5, Eq. (80)])
H =
N0∑
a=1
|a〉E〈a| +
M∑
µ,ν=1
|µ〉Hµν〈ν|+
M∑
µ=1
N0∑
a=1
[
|µ〉Wµa〈a|+ |a〉W ∗µa〈µ|
]
.
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1Our method works for the real symmetric case as well but for simplicity we stay in the complex Hermitian symmetry
class.
One common assumption is that the interaction W is independent of the Fermi energy E.
At any fixed energy E ∈ R we define the scattering matrix (see [5, Eq. (81)])
S(E) := I − 2πiW ∗(E · I −H + iπWW ∗)−1W ∈ CN0×N0 . (1.1)
This is the finite dimensional analogue of the Mahaux-Weidenmüller formula in nuclear physics [22]
that can be derived from H in the N0 →∞ limit. The definition (1.1) will be the starting point of our
mathematical analysis. Since H = H∗, one can easily check that S(E) is unitary.
To distinguish between transmission and reflection, we assume that the scattering channels are
split into two groups, left and right channels, with dimensions N1 + N2 = N0 and the interaction
Hamiltonian is also split accordingly; W = (W1,W2) ∈ CM×(N1+N2). Therefore S(E) has a natural
2× 2 block structure and we can write it as (see [5, Eq. (23)])
S(E) =
(
R T ′
T R′
)
, (1.2)
where R ∈ CN1×N1 , R′ ∈ CN2×N2 are the reflection matrices and T ∈ CN2×N1 , T ′ ∈ CN1×N2 are the
transmission matrices.
As a consequence of unitarity, one finds that TT ∗, T ′(T ′)∗, I−RR∗ and I−R′(R′)∗ have the same
set of nonzero eigenvalues. For simplicity, we assume that N1 = N2 = N i.e. generically these four
matrices have no zero eigenvalues. We denote these transmission eigenvalues by λ1, λ2, . . . , λN . They
express the rate of the transmission through each channel. By unitarity of S, clearly λi ∈ [0, 1] for all i;
λi = 0 means the channel is closed, while λi = 1 corresponds to a fully open channel. The transmission
eigenvalues carry important physical properties of the system. For example TrTT ∗ =
∑
i λi gives the
zero temperature conductance (Landauer formula [5, Eq. (33)]), while∑
i
λi(1− λi) = TrTT ∗ − Tr(TT ∗)2 (1.3)
is the shot noise power, giving the zero temperature fluctuation of the current (Büttiker’s formula, [9],
[5, Eq. (35)]). The dimensionless ratio of the shot noise power and the conductance is called the Fano
factor (see [6, Eq. (2.15)])
F :=
∑
i λi(1− λi)∑
i λi
. (1.4)
The current fluctuation is therefore given by a certain linear statistics of the transmission eigenvalues
and thus it can be computed from the density ρ of these eigenvalues. Therefore, determining ρ is a
main task in the theory of quantum dots.
In many physical situations it is found that ρ has a bimodal structure with a peak at zero and a
peak at unit transmission rates. Furthermore, ρ exhibits a power law singularity at the edges of its
support [0, 1]. One main result of the theory in [5] is that in the M ≫ N ≫ 1 regime the density of
transmission eigenvalues for a quantum dot is given by
ρBee(λ) =
1
π
√
λ(1 − λ) , (1.5)
(the answer is different for quantum wires), i.e. it has an inverse square root singularity at both edges,
see [6, Eq. (3.12)]. In this case, the Fano factor is F = 1/4 which fits well the experimental data.
The goal of this paper is to revisit the problem of transmission eigenvalues from a different per-
spective, in a different regime and with very different methods than Beenakker and collaborators used.
While those works used invariant matrix ensembles and relied on explicit computations for the circular
ensemble, we consider very general distributions for the matrix elements of both H and W . In partic-
ular, we prove that in the regime φ := N/M > 1/2, M → ∞, the empirical density of transmission
eigenvalues has a deterministic limit ρ = ρφ and we give a simple algebraic equation to compute it.
We analyse the solution for any fixed φ ∈ (12 , 1] in detail.
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More precisely, we rigorously prove that for any fixed φ ∈ (12 , 1) the density ρφ has an inverse
square root singularity both at 0 and at 1,
ρφ(λ) ∼ λ−1/2, for 0 < λ≪ 1, and ρφ(λ) ∼ (1− λ)−1/2, for 0 < 1− λ≪ 1, (1.6)
qualitatively in line with ρBee from (1.5). However, ρφ is not symmetric around λ =
1
2 and the Fano
factor differs from 14 , although it becomes very close to
1
4 as φ approaches 1. We mention that the
deviation is well below the error bar of the experimental results presented in Fig. 6 of [5] and adapted
from [25].
The value φ = 1 is special, since the singularity at λ ≈ 0 changes to
ρφ=1(λ) ∼ λ−2/3, for 0 < λ≪ 1 (1.7)
from λ−1/2 in (1.6), while the inverse square root singularity at 1 persists. This enhancement of
singularity signals the emergence of a δ-function component at 0 in ρφ as φ becomes larger than 1,
which is a direct consequence of TT ∗ not having full rank when N > M . We remark that this regime
is quite unphysical since it corresponds to more scattering channels than the total number of internal
states of the quantum dot. We therefore do not pursue the detailed analysis of ρφ for φ > 1, although
our method can easily be extended to these φ’s as well.
There are two differences between our model and that of Beenakker et al. that explain the discrep-
ancy between our ρφ and ρBee. First, the distributions imposed on the random matrices H and W are
different. Second, our current method works in the regime φ = N/M > 12 , while Beenakker assumes
M ≫ N , i.e. φ≪ 1. We now explain both differences.
Following Wigner’s original vision, any relevant distribution must respect the basic symmetry of
the model; in our case this demands that H be complex Hermitian, while no symmetry constraint
is imposed on W . Respecting basic symmetries, one may define ensembles essentially in two ways.
Invariant ensembles are defined by imposing that the entire distribution be invariant; it is typically
achieved via a global Gibbs factor times the natural flat measure on the space of matrices satisfying
the basic symmetry. Wigner ensembles and their generalizations impose distributions directly on the
matrix elements and often demand independence (up to the basic symmetry constraint). These two
procedures typically yield different ensembles.
While in the simplest case of random Hermitian matrices both types of ensembles have been actively
investigated, for ensembles with more complicated structure, like our S that is a rational function
of the basic ingredients H and W (1.1), up to recently only the invariant approach was available.
Sophisticated explicit formulas have been developed to find the joint distribution of eigenvalues for more
and more complicated structured ensembles (see [13]), which could then be combined with orthogonal
polynomial methods to obtain local correlation functions. The heavy reliance on explicit formulas,
however, imposes a serious limitation on how complicated functions of random matrices, as well as
how general distributions on these matrices can be considered. For example, the Gibbs factor is often
restricted to Gaussian or closely related ensembles to remain in the realm of explicitly computable
orthogonal polynomials.
There have been considerable development in the other type of ensembles in the recent years. De-
parting from the invariant world, about ten years ago the Wigner-Dyson-Mehta universality of local
eigenvalue statistics has been proven for Wigner matrices with i.i.d. entries, see [12] and references
therein. Later the i.i.d. condition was relaxed and even matrices with quite general correlation struc-
tures among their entries can be handled [11]. One of the key ingredients was to better understand the
Matrix Dyson equation (MDE), the basic equation governing the density of states [1]. Together with
the linearization trick, this allows us to handle arbitrary polynomials in i.i.d. random matrices [10]
and in the current work we extend our method to a large class of rational functions. Note that even
if the building block matrices have independent entries, the linearization of their rational expressions
will have dependence, but the general MDE can handle it (see (2.13)). In our work we deal only with
bounded rational functions, the general theory of unbounded rational functions is still in development,
see [23] and references therein. This is where the restriction N/M > 12 comes from: under this condi-
tionWW ∗ is strictly positive with very high probability, thus the inverse in (1.1) is bounded. We stress
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that the distribution of the matrix elements of H and W can be practically arbitrary. In particular,
our result is not restricted to the Gaussian world.
In comparison, the result of Beenakker et al. [6, Sect. III.B], see also [8, Sect. IV], postulates
that H is GUE and W is the first 2N columns of an Haar unitary matrix U ∈ U(M), in particular
N0 = 2N ≤M , i.e. φ ≤ 12 . In this case S can be written as
S =
I + iπH˜
I − iπH˜
, H˜ := QTU∗(H − E · I)−1UQ,
where Q ∈ CM×2N with Qij = δij . In fact, for the sake of explicit calculations, it is necessary to
replace the GUE by a Lorentzian distribution (irrelevant constants ignored),
P (H) ∼ det[I +H2]−M , (1.8)
since in this way H˜ is also Lorentzian, and argue separately that in the sense of correlation functions
(1.8) is close to a GUE when M is very large [8, Section III]. Under these conditions S becomes Haar
distributed on U(2N) as M → ∞ and N is fixed; this is the step where M ≫ N is necessary. Fur-
thermore, one can verify [5, Section II.A.1] that the transmission eigenvalues of a Haar distributed
scattering matrix follow the circular ensemble on [0, 1]. Therefore λi’s have a well known joint distri-
bution
P
({λi}) ∼∏
i<j
(λj − λi)2 on [0, 1]N ,
and their density can be easily computed, yielding (1.5).
While Beenakker’s result relies on an impressive identity, it allows no flexibility in the inputs: H
needs to be Lorentzian with very large dimension and W = (W1,W2) must basically be columns of a
Haar unitary in U(M), imposingM ≫ N . In contrast, our setup allows for a large freedom in choosing
the distribution of W and H, but we require M < 2N . The scopes of the two results therefore do
not overlap and thus there is no contradiction between (1.6)–(1.7) and (1.5). While the most relevant
regime for scattering on quantum dots is M ≫ N , as scattering involves surface states only, a very
recent work [15] introduces absorbing channels well inside the quantum dot that leads to physical
models with M ∼ N .
The flexibility in our result stems from the fact that our method directly aims at the density of
states via MDE. It seems unnecessarily ambitious, hence requiring too restrictive conditions, to attempt
to find the joint distribution of all eigenvalues. Even for Wigner matrices this is a hopeless task beyond
the Gaussian regime. We remark that the present analysis of the density of transmission eigenvalues
for the quantum dot is only one convenient application of our approach. The MDE is powerful enough
to answer many related questions concerning the density of states such as the analysis of the scattering
poles [14] as well as extensions from quantum dots to quantum wires that we will address in future
work.
1.1 Model and main theorem
We consider the following random matrix model (see (1.1) and (1.2))
TE,φ := TT
∗ = 4π2W ∗2
1
E −H + iπWW ∗W1W
∗
1
1
E −H − iπWW ∗W2, (1.9)
where E ∈ R, and, for M,N ∈ N, φ := N/M , H ∈ CM×M and W1,W2 ∈ CM×N are three independent
random matrix ensembles satisfying the following assumptions
(H1qd) H is a Hermitian random matrix having independent (up to symmetry constraints) centered
entries of variance 1/M ;
(H2qd) W1 andW2 are (non-Hermitian) random matrices having independent centered entries of variance
1/M ;
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(H3qd) entries of H, W1 and W2, denoted by H(i, j), W1(i, j) and W2(i, j) correspondingly, have finite
moments of all orders, i.e., there exist ϕn > 0, n ∈ N, such that
max
1≤i,j≤M
E[|
√
MH(i, j)|n] + max
1≤i≤M
1≤j≤N
(
E[|
√
MW1(i, j)|n + E[|
√
MW2(i, j)|n]
) ≤ ϕn. (1.10)
Remark 1.1 (Constant matrices). In (1.9) and later in the paper, for B ∈ C, n ∈ N and In ∈ Cn×n the
identity matrix of size n, we use the shorthand notation B · In = B. This notation is used only when
the dimension of In can be unambiguously determined from the context.
Denote by µTE,φ(dλ) :=
1
N
∑N
i=1 δλi the empirical spectral measure of TE,φ, where λi are the eigenvalues
of the Hermitian matrix TE,φ. To simplify the presentation, we will assume in this paper that the
dimensions of the matrices H, W1 and W2 grow over a subsequence (N,M) = (kn, ln), n ∈ N, i.e.
N/M = φ is kept fixed. One could easily extend our argument to include the general situation when
one considers two sequences N = Nn and M = Mn tending to infinity such that φn = Nn/Mn → φ.
Here is our main result on the singularity of the density of states at the edges.
Theorem 1.2.
(i) (Global law) For any fixed E ∈ R and any fixed rational φ > 1/2, there exists a deterministic
probability measure ρE,φ(dλ) with supp ρE,φ ⊂ [0, 1] such that µTE,φ(dλ) converges weakly to
ρE,φ(dλ) in probability (and almost surely) as M,N →∞.
(ii) For φ ∈ (1/2, 1] the limiting measure ρE,φ(dλ) is absolutely continuous.
Let ρE,φ(dλ) = ρE,φ(λ)dλ for φ ∈ (1/2, 1].
(iii) If φ = 1, then
(a) for E ∈ R
ρE,1(λ) =
1
π
3
√
1 + E2
4π2
λ−2/3 +O
(
λ−1/3
)
as λ→ 0+, (1.11)
(b) for |E| < 1π
(
2
√
1 + 6π2 + π4 − 2π2 − 2
)1/2
ρE,1(λ) = − 4ξ0
π(ξ20 + π
2E2 + 4)
(1− λ)−1/2 +O (1) as λ→ 1−, (1.12)
where ξ0 = −
√
2
√
1 + 6π2 + π4 − 2π2 − 2− π2E2.
(iv) If φ ∈ (1/2, 1), then
(a) for E ∈ R
ρE,φ(λ) =
4 + π2E2ν20 + π
2ξ20
4π2ξ0
λ−1/2 +O (1) as λ→ 0+, (1.13)
where ν0 > 0 and ξ0 < 0 are given explicitly by
ν0 =
ξ20
ξ20 + 2φ
, ξ0 = −
√
2
√
1 + 2(1 + 2φ)π2 + (2φ − 1)2π4 − 2π2(2φ − 1)− 2− π2E2 ;
(b) for |E| < 1π
(
2
√
1 + 2(1 + 2φ)π2 + (2φ− 1)2π4 − 2π2(2φ− 1)− 2
)1/2
ρE,φ(λ) = − 4ξ0
π(ξ20 + π
2E2 + 4)
(1− λ)−1/2 +O (1) as λ→ 1−. (1.14)
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The density function ρE,φ(λ) will be derived from a deterministic equation, the Dyson equation
of the linearizaton of (1.9) (see equations (2.13) and (2.19) for φ = 1, as well as (3.2) and (3.12) for
φ ∈ (1/2, 1) below).
We formulated part (i) of our main theorem about the specific matrix (1.9). However, our method
works for very general noncommutative (NC) rational expressions in large matrices with i.i.d. entries
(with or without Hermitian symmetry) generalizing our previous work [10] on polynomials. For con-
venience of the readers interested only in the concrete scattering problem we defer the general theory
to Appendix A.
The precise definition of the set of admissible rational expressions requires some technical prepa-
ration, see Section A.1 for details. Roughly speaking, we can consider any rational expression whose
denominators are stably invertible with overwhelming probability. This property clearly holds for (1.9)
since the imaginary part of E −H + iπWW ∗ has a positive lower bound as long as M < 2N = N0.
With this definition at hand, we develop the theory of global and local laws as well as the identification
of the pseudospectrum for such rational expressions in Sections A.6 and A.5, respectively. Readers
interested in the general theory can directly go to Appendix A as it is written in a self-contained form.
The following Sections 2 and 3 contain the proofs of the model specific parts of Theorem 1.2 which
use some key conclusions of the general theory. The φ = 1 case is treated in Section 2 with full details,
while in Section 3 we explain the modifications for the general φ ∈ (1/2, 1) case. Part (i) of Theorem 1.2
is proven in Lemma 2.3 using the general global law from Appendix A. Parts (ii) and (iii) are proven
in Section 2.5 after having established key properties of the solution for the MDE. Section 3 follows
the same structure as Section 2 and proves parts (i), (ii) and (iv) of Theorem 1.2 for the φ ∈ (1/2, 1)
case.
Acknowledgement. The authors are grateful to Yan Fyodorov for discussions on the physical back-
ground and for providing references.
2 Proof of Theorem 1.2 for the special case φ = 1
In this section we study the model (1.9) for φ = 1. This special choice of parameter φ ensures that
the linearization of TE,φ has a fairly simple structure, which makes the proof of Theorem 1.2 more
transparent and streamlined. Generalization to φ ∈ (1/2, 1) is postponed to Section 3. Since the
parameter φ is fixed to be equal to 1, we will omit the dependence on φ throughout the current
section.
The information about linearizations of general rational functions is collected in the Appendix A.1.
Here we often refer to specialization of these results to TE .
2.1 Linearization trick and the Dyson equation for linearization
TE is a self-adjoint rational function of random matrices H, W1 and W2. In order to study its
eigenvalues we introduce the self-adjoint linearization matrix HE ∈ C8N×8N
HE :=

0 0 0 0 0 0 0 W ∗2
0 0 iπ 0 0 0 0 W
∗
2
0 − iπ 0 0 0 0 W ∗2 0
0 0 0 0 0 iπ 0 W
∗
1
0 0 0 0 − 1
4π2
0 W ∗1 0
0 0 0 − iπ 0 0 W ∗1 0
0 0 W2 0 W1 W1 0 E −H
W2 W2 0 W1 0 0 E −H 0

. (2.1)
Denote by Jm ∈ Cm×m, m ∈ N, a matrix whose (1, 1) entry is equal to 1 and all other entries are equal
to 0. For any n ∈ N and R ∈ Cn×n we define ‖R‖ to be the operator norm of R.
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The next lemma is formulated using the notion of asymptotically overwhelming probability.
Definition 2.1. We say that a sequence of events {ΩN}N∈N holds asymptotically with overwhelming
probability (a.w.o.p. for short) if for any D > 0 there exists CD > 0 such that
P[ ΩN ] ≥ 1− CD
ND
. (2.2)
Lemma 2.2 (Basic properties of the generalized resolvent).
(i) For any E ∈ R there exists CE > 0 such that a.w.o.p.∥∥(HE − zJ8 ⊗ IN )−1∥∥ ≤ CE(1 + 1
Im z
)
(2.3)
uniformly for all z ∈ C+ := {z ∈ C : Im z > 0}.
(ii) For all E ∈ R, z ∈ C+ and 1 ≤ i, j ≤ N[
(HE − zJ8 ⊗ IN )−1
]
ij
=
[
(TE − zIN )−1
]
ij
, 1 ≤ i, j ≤ N. (2.4)
Proof. Let H
(init)
E be the linearization matrix obtained via the linearization algorithm described in
Appendix A.2
H
(init)
E =

0 0 0 0 0 2πW2 0 0
0 0 0 0 W ∗1 −(E −H) −
√
πW1 −
√
πW2
0 0 0 0 0 −√πW ∗1 −i 0
0 0 0 0 0 −√πW ∗2 0 −i
0 W1 0 0 −1 0 0 0
2πW ∗2 −(E −H) −
√
πW1 −
√
πW2 0 0 0 0
0 −√πW ∗1 i 0 0 0 0 0
0 −√πW ∗2 0 i 0 0 0 0

.
(2.5)
Then one can easily check that HE in (2.1) can be obtained from H
(init)
E by applying the following
transformation
HE = T˜ P˜78P˜23P˜34P˜67P˜28H
(init)
E P˜28P˜67P˜34P˜23P˜78T˜ (2.6)
with T˜ = diag(1,−2√π, 1
2π3/2
,−2√π,− 12π , 12π3/2 ,−2π, 12π ) ⊗ IN , P˜ij = (Pij ⊗ IN ) and Pij ∈ C8×8
transposition matrices, which leaves the upper-left N × N block intact. Thus (2.4) follows from
the Definition A.5 of linearization and the Schur complement formula (see, e.g., (A.20)) by taking
A = CN×N .
In order to prove the bound (2.3), consider the set
Θ := {‖H‖ ≤ 3, ‖W1‖ ≤ 3, ‖W2‖ ≤ 3, ‖(WW ∗)−1‖ ≤ 4}. (2.7)
Note that WW ∗ is a sample covariance matrix with concentration ratio 1/2, hence its spectrum is
asymptotically supported on [(1 − 1√
2
)2, (1 + 1√
2
)2] with very high probability. From the properties
of classical Wigner, iid and sample covariance ensembles (see, e.g., [4, Section 5]), we obtain for any
D > 0 that there exists CD > 0 such that
P[Θ] ≥ 1− CD
ND
. (2.8)
Now one can see that H
(init)
E satisfies the bound (2.3) by specializing Lemma A.9 for A = CN×N ,
x1 = H, y1 = W1, y2 = W2, C = 4 and the rational expression q being (1.9) on the set Θ, as well
as using the standard relation between the operator and max norms, similarly as in, e.g., (A.47). On
the other hand, H
(init)
E and HE are related by (2.6). Applying P˜ij · P˜ij does not change the norm,
while applying T˜ · T˜ might change the norm by a constant factor only. We thus conclude that HE
also satisfies the bound (2.3) with a constant CE being possibly different than the one for H
(init)
E .
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Define
κ1 =
 0 0 00 0 iπ
0 − iπ 0
 , κ2 =
 0 0 iπ0 − 1
4π2
0
− iπ 0 0
 (2.9)
and
κ3 =
(
0 1
1 0
)
, κ4 =
(
0 1 1
1 0 0
)
, κ5 =
(
0 0 1
1 1 0
)
. (2.10)
With this notation HE can be rewritten as
HE = K0(E)⊗ IN +K1 ⊗H + L1 ⊗W1 + L∗1 ⊗W ∗1 + L2 ⊗W2 + L∗2 ⊗W ∗2 , (2.11)
where K0 = K0(E),K1, L1, L2 ∈ C8×8 are given by their block structures as
K0 =
 κ1 0 00 κ2 0
0 0 Eκ3
 , K1 =
 0 0 00 0 0
0 0 −κ3
 , L1 =
 0 0 00 0 0
0 κ4 0
 , L2 =
 0 0 00 0 0
κ5 0 0
 .
(2.12)
Consider the Dyson equation for linearization (DEL)
− 1
M
= zJ8 −K0 + Γ[M ] (2.13)
with a linear map Γ : C8×8 → C8×8 given by
Γ[R] := K1RK1 + L1RL
∗
1 + L
∗
1RL1 + L2RL
∗
2 + L
∗
2RL2, R ∈ C8×8. (2.14)
By Lemma A.11 there exists an analytic solution Mz,E to (2.13) with positive semidefinite imaginary
part, ImMz,E ≥ 0, given by
Mz,E := (id8⊗τS)
(
(K0(E)− zJ8)⊗ 1S +K1 ⊗ s+ L1 ⊗ c1 + L∗1 ⊗ c∗1 + L2 ⊗ c2 + L∗2 ⊗ c∗2
)−1
, (2.15)
where s, c1, c2 are freely independent semicircular and circular elements and τS is a tracial state on a
properly chosen C∗-probability space (S, τS) with the unit element 1S . Mz,E satisfies the trivial bound
‖Mz,E‖ ≤ CE
(
1 +
1
Im z
)
(2.16)
with the same CE > 0 as in Lemma 2.2. Moreover, from Lemma A.11 we know that Mz,E has the
following representation
Mz,E = M
∞
E +
∫
R
VE(dλ)
λ− z , (2.17)
where VE(dλ) is a matrix-valued measure on R. With DEL (2.13) we associate the corresponding
stability operator Lz,E : C
8×8 → C8×8 given by
Lz,E[R] := R−Mz,E Γ[R]Mz,E, R ∈ C8×8. (2.18)
The following lemma is directly obtained from Corollary A.18 and establishes part (i) of Theorem 1.2.
Lemma 2.3 (Global law for µTE). For E ∈ R the empirical spectral measure µTE (dλ) converges weakly
in probability (and almost surely) to ρE(dλ), where ρE(dλ) := 〈e1, VE(dλ) e1〉 is the (1, 1) component
of the matrix-valued measure VE(dλ) from (2.17).
Note thatMz,E is a matrix-valued Herglotz function. Therefore, from the properties of the (matrix-
valued) Herglotz functions (see, e.g., [17, theorems 2.2 and 5.4]), the absolutely continuous part of
ρE(dλ) is given by the inverse Stieltjes transform of Mz,E(1, 1) (see Lemma A.11)
ρE(λ) := lim
η↓0
1
π
ImMλ+i η,E(1, 1). (2.19)
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We call the function ρE(λ), defined in (2.19), the self-consistent density of states of the solution to
the DEL (2.13). It will be shown in Section 2.5 that ρE(dλ) is in fact purely absolutely continuous,
i.e., ρE(dλ) = ρE(λ)dλ. The properties (ii) and (iii) of Theorem 1.2 will be derived from the study of
Mz,E for the spectral parameter z being close to the real line.
Note that our particular choice of linearization (2.1) allows rewriting the original DEL (2.13) in a
slightly simpler form. More precisely, if
R =
 R11 R12 R13R21 R22 R23
R31 R32 R33
 ∈ C8×8 (2.20)
with R11, R22 ∈ C3×3 and R33 ∈ C2×2, then (2.12) yields
Γ[R] =

κt5R33κ5 0 0
0 κt4R33κ4 0
0 0 κ3R33κ3 + κ4R22κ
t
4 + κ5R11κ
t
5
 , (2.21)
so that the image Γ[R] is a block-diagonal matrix. Together with the definition of K0 in (2.12), this
implies that the right-hand side in (2.13) is a block-diagonal matrix with blocks of sizes 3, 3, and 2
correspondingly. We conclude that any solution to the DEL (2.13) has a block-diagonal form, which,
in particular, allows us to write
Mz,E =
 M1 0 00 M2 0
0 0 M3
 (2.22)
with M1,M2 ∈ C3×3 and M3 ∈ C2×2, where we omit the dependence of the blocks on z and E. Now
DEL (2.13) can be decomposed into a system of three matrix equations of smaller dimensions
− 1
M1
= zJ3 − κ1 + κt5M3κ5, −
1
M2
= −κ2 + κt4M3κ4 (2.23)
and
− 1
M3
= −Eσ1 − 1− 1
2π2z
(I2 + σ3)− 1πσ2 +M3
− 1−2(I2 − σ3)− 1πσ2 +M3
+ σ1M3σ1, (2.24)
where σ1, σ2, σ3 ∈ C2×2 are the usual Pauli matrices. The proof of Theorem 1.2 is based on the study
of matrices M1, M2 and M3.
2.2 Useful identities
In this section we collect several relations between the components of Mz,E.
Lemma 2.4. For all E ∈ R and z ∈ C+
Mz,−E = (Q−Mz,E Q−)t, (2.25)
where Q− = diag(−1,−1, 1,−1, 1, 1,−1, 1) ∈ C8×8. In particular, for all E ∈ R, z ∈ C+ and 1 ≤ k ≤ 8
Mz,E(k, k) = Mz,−E(k, k). (2.26)
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Proof. Let H
(sc)
E ∈ S8×8 be given by
H
(sc)
E :=

0 0 0 0 0 0 0 c∗2
0 0 iπ1S 0 0 0 0 c
∗
2
0 − iπ1S 0 0 0 0 c∗2 0
0 0 0 0 0 iπ1S 0 c
∗
1
0 0 0 0 − 1
4π2
1S 0 c∗1 0
0 0 0 − iπ1S 0 0 c∗1 0
0 0 c2 0 c1 c1 0 E1S − s
c2 c2 0 c1 0 0 E1S − s 0

, (2.27)
where s is a semicircular element, c1, c2 are circular elements, all freely independent in a C
∗-probability
space (S, τS), so that
Mz,E := (id8⊗τS)(H(sc)E − zJ8 ⊗ 1S)−1. (2.28)
Using the fact that −s, −c∗1 and −c∗2 form again a freely independent family of one semicircular and
two circular elements, we can easily check that (here × denotes multiplication in S8×8)
(id8⊗τS)
((
(Q− ⊗ 1S)× (H(sc)−E − zJ8 ⊗ 1S)× (Q− ⊗ 1S)
)t)−1
= Mz,E, (2.29)
from which (2.25) follows after factorizing Q−.
Lemma 2.5. For all E ∈ R and z ∈ C+
Mz,E(8, 8) = 4π
2zMz,E(7, 7). (2.30)
Proof. Using the Schur complement formula, the lower-right 2×2 block of the inverse ofH(sc)E −zJ⊗1S
can be written as (
4π2c1c
∗
1 E1S − s+ πi (c1c∗1 + c2c∗2)
E1S − s− πi (c1c∗1 + c2c∗2) 1z c2c∗2
)−1
. (2.31)
For convenience, change the rows in the above matrix, so that
M3
(
0 1
1 0
)
= (id2⊗τS)
[(
E1S − a 1z c2c∗2
4π2c1c
∗
1 E1S − a∗
)−1]
, (2.32)
where we introduced
a := s+ πi (c1c
∗
1 + c2c
∗
2). (2.33)
Notice, that since c1c
∗
1 + c2c
∗
2 has a free Poisson distribution of rate 2, c1c
∗
1 + c2c
∗
2 ≥ (1− 1√2)21S and
thus both diagonal elements of the matrix on the right-hand side of (2.32) are invertible. Rewrite the
matrix in the square brackets in the following way: for the entries of the first row apply the Schur
complement formula with respect to the (1, 1)-component, and for the second row apply the Schur
complement formula with respect to the (2, 2)-component. This leads to the following expressions for
Mz,E(7, 7) and Mz,E(8, 8)
Mz,E(7, 7) =
1
z
τS
(
− 1
E1S − ac2c
∗
2
1
E1S − a∗ − 4π2z c1c∗1 1E1S−ac2c∗2
)
, (2.34)
Mz,E(8, 8) = 4π
2τS
(
− 1
E1S − a∗ c1c
∗
1
1
E1S − a− 4π2z c2c∗2 1E1S−a∗ c1c∗1
)
. (2.35)
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Under τS we can swap the labels of c1 and c2 and replace a with −a∗ without changing the value in
(2.35). After completing these operations, we obtain
Mz,E(8, 8) = 4π
2τS
(
− 1
E1S + a
c2c
∗
2
1
E1S + a∗ − 4π2z c1c∗1 1E1S+ac2c∗2
)
. (2.36)
Multiplying both fractions under τS in (2.36) by −1, and swapping E to −E by (2.26), a comparison
with (2.34) yields (2.30).
Lemma 2.6. For all E ∈ R and z ∈ C+
Mz,E(8, 7) −Mz,E(7, 8) = i
π
Mz,E(8, 8) (2.37)
Proof. Denote
T1 :=
( − 1
π2z
i
π
− iπ 0
)
+M3, T2 :=
(
0 iπ
− iπ −4
)
+M3, (2.38)
so that (2.24) can be rewritten as
1
M3
−Eσ1 − 1
T1
− 1
T2
+ σ1M3σ1 = 0. (2.39)
Then from (2.30) we have that
detT1 − detT2 = 4Mz,E(7, 7) − 1
π2z
Mz,E(8, 8) = 0 (2.40)
Rewrite (2.39) componentwise using (2.40)( 1
detM3
− 2
detT1
+ 1
)
Mz,E(8, 8) = − 4
detT1
, (2.41)(
− 1
detM3
+
2
detT1
)
Mz,E(7, 8) +Mz,E(8, 7) = E − 2i
π
1
detT1
, (2.42)(
− 1
detM3
+
2
detT1
)
Mz,E(8, 7) +Mz,E(7, 8) = E +
2i
π
1
detT1
, (2.43)( 1
detM3
− 2
detT1
+ 1
)
Mz,E(7, 7) = − 1
π2z detT1
. (2.44)
Subtracting (2.43) from (2.42) gives( 1
detM3
− 2
detT1
+ 1
)
(Mz,E(8, 7) −Mz,E(7, 8)) = − i
π
4
detT1
, (2.45)
which together with (2.41) implies (2.37).
2.3 Boundedness of Mz,E(1, 1) away from 0 and 1
Lemma 2.7 (Boundedness of Mz,E(1, 1)). For any E ∈ R and ε > 0 there exists Cε,E > 0 such that
sup{ |Mz,E(1, 1)| : |Re z| ≥ ε, |1− Re z| ≥ ε, Im z > 0} ≤ Cε,E. (2.46)
Proof. Introduce the following notation for the entries of M3(
m11 m12
m21 m22
)
:=
(
Mz,E(7, 7) Mz,E(7, 8)
Mz,E(8, 7) Mz,E(8, 8)
)
, (2.47)
so that, in particular, (2.30) and (2.37) can be rewritten as
m22 = 4π
2zm11, (2.48)
m21 −m12 = i
π
m22. (2.49)
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Our goal is to show that Mz,E(1, 1) is bounded everywhere if Re z is away from 0 or 1. From (2.23)
we have that
M1 = −
 m22 + z m22 m21m22 m22 m21 − iπ
m12 m12 +
i
π m11
−1 , (2.50)
which after some elementary computations yields
Mz,E(1, 1) = −1
z
− 4m11
z detT1
, (2.51)
where T1 was defined in (2.38). It is thus enough to show that for any fixed z0 with z0 ∈ C+ and
z0 /∈ {0, 1} we have that limz→z0 |m11| <∞ and limz→z0 |detT1| > 0.
We now prove some additional relations that can be obtained from (2.48), (2.49) and (2.41)-(2.44).
Plugging (2.48) and (2.49) into (2.42) (recall that we are using notation (2.47)) gives(
− 1
detM3
+
2
detT1
+ 1
)
m12 + 4πi zm11 − 2i
π detT1
− E = 0, (2.52)
which, after applying (2.44) to the terms in the parenthesis, can be rewritten as( 1
π2zm11 detT1
+ 2
)
m12 = E − 2i
π detT1
− 4πi zm11. (2.53)
From the definitions of T1 and M3 we have
detT1 = detM3 + 4(z − 1)m11 − 1
π2
, (2.54)
while (2.44) gives
1
detT1
(
2− 1
π2zm11
)
=
1
detM3
+ 1. (2.55)
Combining (2.54) and (2.55), we get the following quadratic equation for detM3
(detM3)
2 + detM3
(
4(z − 1)m11 + 1
π2zm11
− (1 + 1
π2
)
)
+
(
4(z − 1)m11 − 1
π2
)
= 0. (2.56)
Solving (2.56) for detM3 allows us to express detM3 in terms of m11
detM3 =
1
2
{
−4(z−1)m11+(1+ 1
π2
)±4(z−1)m11
[
1−1
2
( 1
2(z − 1)(1+
1
π2
)+
1
z − 1
) 1
m11
+O
(
1
|m11|2
)]}
.
(2.57)
Note, that (2.53)-(2.57) hold for all E ∈ R and all z ∈ C+.
Using the above relations, we proceed with a proof by contradiction. Assume that there exists a
sequence (zn)
∞
n=1 ⊂ C+, such that |m(n)11 | → ∞ as n → ∞ (here and below we denote the evaluations
at zn by adding the superscript (n)). By passing to a subsequence, we may assume that the choice of
the ± sign in (2.57) is constant for all n. If we take the − sign in (2.57), then
detM
(n)
3 = −4(zn − 1)m(n)11 +O (1) (2.58)
and by (2.55)
detT
(n)
1 → 2, n→∞. (2.59)
From (2.53), (2.48), (2.49) and (2.59),
m
(n)
12 = −2πi znm(n)11 +O (1) , m(n)21 = 2πi znm(n)11 +O (1) , (2.60)
and therefore
detM
(n)
3 = 4π
2zn(m
(n)
11 )
2 − 4π2z2n(m(n)11 )2 = 4π2zn(1− zn)(m(n)11 )2 +O
(
m
(n)
11
)
, (2.61)
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which contradicts to (2.58) since |zn(1− zn)| is separated away from 0.
If we take + sign in (2.57), then
detM
(n)
3 = −1 +O
(
1
|m(n)11 |
)
, (2.62)
and from (2.54)
detT
(n)
1 = 4(zn − 1)m(n)11 +O (1) . (2.63)
But then again, from (2.53), (2.48), (2.49) and (2.63),
m
(n)
12 = −2πi znm(n)11 +O (1) , m(n)21 = 2πi znm(n)11 +O (1) , (2.64)
so that
detM
(n)
3 = 4π
2zn(1− zn)(m(n)11 )2 +O
(
|m(n)11 |
)
, (2.65)
which contradicts to (2.62). Therefore, we have proven that m11 is bounded everywhere away from
the points z ∈ {0, 1}.
Assume now that there exists a sequence (zn)
∞
n=1 ⊂ C+ such that detT (n)1 → 0 as n → ∞. Then
by (2.53) ( 1
π2znm
(n)
11
+O
(
detT
(n)
1
))
m
(n)
12 = −
2i
π
+O
(
detT1
(n)
)
, (2.66)
which together with the fact that m
(n)
11 is bounded implies that
m
(n)
12 = −2iπznm(n)11 +O
(
detT
(n)
1
)
. (2.67)
Then by (2.48) and (2.49) we find
detM
(n)
3 = 4π
2zn(1− zn)(m(n)11 )2 +O
(
detT
(n)
1
)
, (2.68)
and conclude from (2.68) and (2.54) that detM
(n)
3 does not vanish as n→∞. But then (2.55) implies
m
(n)
11 =
1
2π2zn
+O
(
detT
(n)
1
)
, (2.69)
and thus by (2.54) and (2.69) also
detM
(n)
3 =
1
π2
− 2(zn − 1) 1
π2zn
+O
(
detT
(n)
1
)
, (2.70)
as well as
detM
(n)
3 = 4π
2zn(1− zn) 1
4π4z2n
+O
(
detT
(n)
1
)
= (1− zn) 1
π2zn
+O
(
detT
(n)
1
)
, (2.71)
by (2.68) and (2.69), which contradicts to (2.70) since zn is away from 0. We conclude that |detT1| is
bounded away from 0, which together with (2.51) establishes (a non-effective version of) (2.46).
In order to keep the presentation simple, above we showed that |Mz,E(1, 1)| is bounded for z ∈
C+ \ {0, 1} and E ∈ R without providing an explicit effective bound Cε,E as formulated in (2.46).
Note that the constants hidden in the O (·) terms (for example, in (2.58)-(2.61), (2.62)-(2.65) or
(2.66)-(2.71)) depend only on |zn|, |1 − zn| and E. Therefore, using the assumptions |m(n)11 | ≥ θε,E
and |detT (n)1 | ≤ θ−1ε,E for n large enough and carefully chosen θε,E > 0 instead of |m(n)11 | → ∞ and
|detT (n)1 | → 0 as n → ∞, together with the trivial bound (2.16), eventually leads to the uniform
bound (2.46).
13
2.4 Singularities of Mz,E(1, 1)
Lemma 2.8 (Behavior of Mz,E(1, 1) in the vicinities of 0 and 1).
(a) For all E ∈ R
Mz,E(1, 1) =
3
√
1 + E2
4π2
z−2/3 +O
(
1
|z|1/3
)
as z → 0; (2.72)
(b) for all |E| < 1π
√
2
√
1 + 6π2 + π4 − 2− 2π2
Mz,E(1, 1) = − 16π
2ξ0
π2E2 + 4 + 16π4ξ20
(z − 1)−1/2 +O (1) as z → 1, (2.73)
where the constant ξ0 < 0 is given in (2.86).
The choices of the branches for (·)1/3 and (·)1/2 are specified in the course of the proof below.
Proof. We multiply (2.24) from the left by M3 and from the right by (Z1 +M3)(Z1 −Z2)−1(Z2 +M3)
with the short hand notation
Z1 := − 1
2π2z
(I2 + σ3)− 1
π
σ2 , Z2 := −2(I2 − σ3)− 1
π
σ2 . (2.74)
Subsequently, the equation for M3 takes the form ∆ = 0 with
∆ :=
(
Z1 −M3 +M3σ1(M3σ1 − E)(Z1 +M3)
) 1
Z1 − Z2 (Z2 +M3)−M3 . (2.75)
Using that (Z1−Z2)−1 = −π2z2 (I2 + σ3) + 18(I2− σ3) and performing the matrix products we see that
the entries of ∆ ∈ C2×2 are polynomials in the entries of M3, E and z.
Step 1: Expansion around z = 0. We will now first construct a solution to (2.24) in a vicinity of
z = 0 by asymptotic expansion. Later, in Step 3, we will show that the constructed solution coincides
with M3 defined in (2.15) and (2.22). For this purpose we write t = z
1/3 with an analytic cubic root
on C \ (i (−∞, 0])) such that (−1)1/3 = −1. Then we make the ansatz
M˜3 =
(
ξ11t
−1 4π2ξ12t
4π2ξ21t 4π
2ξ22t
2
)
, (2.76)
where we will determine the unknown functions Ξt := (ξij(t))
2
i,j=1. Plugging (2.76) into (2.75) reveals
that
∆ =
(
4π2(q11 + tp11) 4π
2t(q12 + tp12)
−4π2t(q21 + tp21) −16π4t3(q22 + tp22)
)
, (2.77)
where the entries of P := (pij)
2
i,j=1 are polynomials in t, E, ξij and where Q := (qij)
2
i,j=1 is given by
Q =
(
1
16π4 + ξ
2
11ξ22 − Eξ11ξ12 ξ12 + Eξ11ξ22
ξ21 + Eξ11ξ22 − 116π4 − ξ11ξ222 + Eξ21ξ22
)
. (2.78)
Thus the equation ∆ = 0 is equivalent to Q+ tP = 0. For t = 0 the three possible solutions are
Ξ0 =
(
ζ −Eζ2
−Eζ2 ζ
)
, where (1 + E2)ζ3 = − 1
16π4
. (2.79)
Since det∇ΞQ|t=0 = −3ζ4(1+E2)2 the equation Q+ tP = 0 is linearly stable at t = 0 and can thus be
solved for Ξt in a neighborhood of Ξ0 when t is sufficiently small. Since the equation is polynomial, the
solution Ξt admits a power series expansion in t. Now we define the analytic function M˜3(z) through
(2.76) on a neighborhood of z = 0 in C \ (i (−∞, 0])) with Ξ the solution to Q+ tP = 0 and the choice
ζ < 0 in (2.79).
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We will now check that for any phase eiψ 6= −1 in the complex upper half-plane the imaginary part
of M˜3(θe
iψ) is positive definite in the sense that for any fixed ε > 0 we have
inf
ψ∈[−π+ε,0]
inf
‖u‖2=1
Im〈u, M˜3(θeiψ)u〉 > 0 , (2.80)
for sufficiently small θ > 0. Indeed, for any vector u = (u1, u2) ∈ C2 we find
Im〈u, M˜3u〉 ≥ γ Im(−t−1|u1|2−t2|u2|2)−C|u1||u2||t| ≥ γε
(
1
|t| |u1|
2+|t|2|u2|2
)
−C
R
1
|t| |u1|
2−CR|u2||t|3
(2.81)
for some constants γ,C > 0, small t, an ε-dependent constant γε and any R > 0. For R =
C
2γε
and
sufficiently small t this is still positive.
Step 2: Expansion around z = 1. For the expansion around z = 1 we proceed similarly to the
discussion at z = 0. We set t =
√
z − 1, where the square root has a branch cut at i (−∞, 0] and√
1 = 1. Here we make an ansatz with a reduced number of unknown functions by exploiting the
identities (2.30) and (2.37), namely
M˜3 =
( ξ
4π2t
E
2 − i ξ2π (t−1 + t) + νt4π
E
2 +
i ξ
2π (t
−1 + t) + νt4π ξ(t
−1 + t)
)
. (2.82)
We will determine the unknown functions ξ and ν. Plugging (2.82) into (2.75), multiplying out every-
thing and simplifying afterwards reveals
∆ =
( − 1
64π4
(q1 + tp1) − 132π3 (q2 + tp2)
1
32π3
(q2 + tp2)
1+t2
16π2
(q1 + tp1 − 2i (q2 + tp2))
)
, (2.83)
where p1, p2 are polynomials in t, E, ξ, ν and where
q1 =ξ
4 + (2E2π2 + 4 + 4π2)ξ2 + π2(π2E4 + 4E2(1 + π2)− 16)
− 16iπ3E + iE2π2ξν + 4i ξν + i ξ3ν ,
q2 =ξ
3ν + (4 + π2E2)ξν − 16π3E .
(2.84)
The solution to the system (q1, q2) = 0 at t = 0 has the form
ν0 =
16π3E
ξ(4 + π2E2 + ξ2)
, r := π2E4 +
1
π2
ξ4 +
4
π2
(1 + π2)ξ2 + 4E2(1 + π2 +
1
2
ξ2)− 16 = 0 (2.85)
In r = 0 from (2.85) we choose the unique negative solution (as long as the expression inside the square
root is positive)
ξ0 = −
√
2
√
1 + 6π2 + π4 − 2− 2π2 − π2E2. (2.86)
We compute the Jacobian
det∇ξ,ν(q1, q2) = 4ξ2(8 + 2π2(12 + E2) + π4( 2
π4
ξ2 − 2E2)− 2π2ξ2 + π2r) , (2.87)
and evaluate at t = 0 with ξ = ξ0 to find
det∇ξ0,ν0(q1, q2) = 16ξ20(1 + π4 +
√
1 + 6π2 + π4 − π2(−6 +
√
1 + 6π2 + π4)) < 0 . (2.88)
In particular, ξ and ν admit a power series expansion in t.
Step 3: Coincidence of M˜3 and M3, asymptotic behavior of Mz,E(1, 1). Here we show that the
asymptotic expansion M˜3 around z = 0, 1 coincides with M3 defined in (2.15) and (2.22), the solution
to DEL (2.24) constructed from free probability. For this purpose, for any small δ > 0, we construct a
modification M δz,E of the explicit solution Mz,E (given by (2.28)) as follows
M δz,E := (id8⊗τS)(H(sc),δE − zJ8 ⊗ 1S)−1 , (2.89)
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with
H
(sc),δ
E :=
 κ1 ⊗ 1S 0 κt5 ⊗ c∗20 κ2 ⊗ 1S κt4 ⊗ c∗1
κ5 ⊗ c2 κ4 ⊗ c1 κ3 ⊗ (E · 1S − (1− δ) · s)− δσ1M˜3σ1 ⊗ 1S
 , (2.90)
where ci are circular and s semicircular elements. Since the original generalised resolvent has the bound
‖Mz,E‖ ≤ CE(1 + 1Im z ), we also get
‖M δz,E −Mz,E‖ ≤ CE,zδ . (2.91)
Now, similarly as in (2.23)-(2.24), we derive the DEL corresponding to the generalized resolvent of
H
(sc),δ
E and find
− 1
M δ1
= zJ3 − κ1 + (1− δ)κt5M δ3κ5, −
1
M δ2
= −κ2 + (1− δ)κt4M δ3κ4, (2.92)
− 1
M δ3
= −Eσ1 − 1
Z1 +M
δ
3
− 1
Z2 +M
δ
3
+ (1− δ)σ1M δ3σ1 + δσ1M˜3σ1 , (2.93)
where we exploited the block structure of M δz,E and denoted
M δz,E =
 M δ1 0 00 M δ2 0
0 0 M δ3
 . (2.94)
Inverting both sides of (2.93), we obtain a fixed point equation M δ3 = Φδ(M
δ
3 ) for M
δ
3 , where the map
Φδ can be read off from the inverse of the right-hand side of (2.93). Clearly, Φδ with any δ > 0 is a
contraction with respect to the Carathéodory metric because δσ1M˜3σ1 is strictly positive definite. In
particular, there is a unique solution with positive semidefinite imaginary part and thus M δ3 = M˜3 for
δ > 0. Together with (2.91) and taking the limit δ ↓ 0 we conclude M3 = M˜3. In particular, M3 has a
power law expansion around the singularities at z = 0, 1.
Finally, plugging the expansions (2.76) and (2.82) into (2.51) yields the asymptotics (2.72)-(2.73).
2.5 Proof of (ii) and (iii) of Theorem 1.2
We will need the following classical result from the theory of Herglotz functions (see, e.g., [17, Theo-
rem 2.3])
Lemma 2.9. Let m : C+ → C+ be a Herglotz function with representation
m(z) = m∞ +
∫
R
1
λ− z v(dλ) (2.95)
for m∞ ∈ R and a Borel measure v(dλ) on R. If for some p > 1 and interval I ⊂ R
sup
0<η<1
∫
I
| Imm(λ+ i η)|pdλ <∞, (2.96)
then the measure v(dλ) is absolutely continuous on I.
We know from (2.17) that Mz,E(1, 1) is a Herglotz function admitting the representation (2.95)
with m∞ = M∞E (1, 1) and v(dλ) = 〈e1, VE(dλ) e1〉 = ρE(dλ). Therefore, the absolute continuity of
ρE(dλ) = ρE(λ)dλ is a direct consequence of Lemma 2.9 and Lemmas 2.7 and 2.8 establishing together
the integrability of λ 7→ ImMλ+i η,E(1, 1) in the form (2.96) on the whole real axis for any p < 3/2.
To prove the bound on the support of ρE(dλ) note, that the scattering matrix S(E), related to
TE = TT
∗ via (1.2), is unitary. This implies that all the singular values of T are situated in the interval
[0, 1], thus suppµTE ⊂ [0, 1]. But from Lemma 2.3 we know that the empirical spectral measure of
TT ∗ converges weakly to ρE(dλ), which yields suppρE ⊂ [0, 1].
Finally, the asymptotic behavior of ρE(λ) (1.11)-(1.12) near its singularities at 0 and 1 follows
from Lemma 2.8 and the inverse Stieltjes transform formula (2.19). This, together with the global law
established in Lemma 2.3, finishes the proof of Theorem 1.2.
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3 Proof of Theorem 1.2 for general rational φ ∈ (1/2, 1)
In this section we explain how the techniques described in Section 2 can be used to prove Theorem 1.2
in the case when φ = k/l ∈ (1/2, 1) for fixed k, l ∈ N, i.e. when M = ln and N = kn for some integer
n tending to infinity. The essence of the arguments is the same as in Section 2, the main modification
is notational. We need to tensorize the setup to accommodate for rectangular matrices. For example,
the M × N = ln × kn matrices W1 and W2 will be viewed as l × k rectangular block matrices with
blocks of dimension n× n.
3.1 Linearization trick and the Dyson equation for linearization
First of all, note that for φ = k/l, the matrix TE,φ ∈ Ckn×kn given by (1.9) is well defined and bounded
with very high probability. Indeed, for φ > 1/2, the product WW ∗ is a sample covariance matrix with
concentration ratio 12φ ∈ (0, 1), therefore for any small ε > 0 and big enough n ≥ n0(ε), the spectrum
of WW ∗ is contained inside the interval [(1 − 1√
2φ
)2 − ε, (1 + 1√
2φ
)2 + ε] with very high probability
(see, e.g., [4, Section 5]). Thus, as n tends to infinity, the matrices in the denominator of (1.9) have
positive imaginary part and therefore bounded inverse.
Note that, for φ > 1, Rank(TE,φ) ≤ M and the spectral measure of matrix TE,φ has an atom of
mass 1− 1/2φ at zero, while, as we will show, for φ < 1 the spectral measure µTE,φ does not have the
pure point component. The regime φ = 1, that we studied in Section 2, is borderline: the limiting
spectral measure of TE,φ does not have atom at 0, but its behavior near the origin is different from the
case φ < 1.
In order to apply the linearization trick for φ ∈ (1/2, 1), we split H, W1 and W2 into blocks of size
n× n, so that
H = (Ĥij)i=1...l
j=1...l
, W1 = (Ŵ1,ij) i=1...l
j=1...k
, W2 = (Ŵ2,ij) i=1...l
j=1...k
, (3.1)
with Ĥij , Ŵ1,ij, Ŵ2,ij ∈ Cn×n. Note that for any i ∈ {1, . . . , l},
√
l · Ĥii is a Wigner matrix of size
n, and for any i 6= j, √l · Ĥij is an i.i.d. matrix of size n. Similarly, all the matrices
√
l · Ŵ1,ij and√
l · Ŵ2,ij are also i.i.d. matrices of size n. All these matrices are independent apart from the natural
constraint Ĥij = Ĥ
∗
ji.
Now the linearization matrix HE,φ defined as in (2.1) is a Kronecker random matrix consisting of
(6k + 2l)× (6k + 2l) blocks of size n, and the upper-left kn× kn block of (HE,φ− Jk ⊗ In)−1 is equal
to the resolvent of TE,φ, where we denote Jk :=
∑k
i=1Eii.
From the structure of the linearization, we can derive the DEL corresponding to HE,φ
− 1
M
= zJk −K0(E) + Γφ[M ] (3.2)
for an unknown matrix-valued function M depending on z, E and φ, having the following components:
(i) the expectation matrix is given by
K0(E) :=

κ1 ⊗ Ik
κ2 ⊗ Ik
E · κ3 ⊗ Il

(3.3)
with matrices κi defined in (2.9)-(2.10);
(ii) the operator Γφ : C
(6k+2l)×(6k+2l) → C(6k+2l)×(6k+2l) maps an arbitrary matrix
R =
 R11 R12 R13R21 R22 R23
R31 R32 R33
 ∈ C(6k+2l)×(6k+2l) (3.4)
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with R11, R22 ∈ C3k×3k, R33 ∈ C2l×2l into a block diagonal matrix with the first 3k × 3k block
equal to
κt5
((
id2⊗1
l
Trl
)
R33
)
κ5 ⊗ Ik, (3.5)
the second 3k × 3k diagonal block equal to
κt4
((
id2⊗1
l
Trl
)
R33
)
κ4 ⊗ Ik, (3.6)
and the lower-right 2l × 2l block equal to
κ5
((
id3⊗1
l
Trk
)
R11
)
κt5 ⊗ Il + κ4
((
id3⊗1
l
Trk
)
R22
)
κt4 ⊗ Il + κ3
((
id2⊗1
l
Trl
)
R33
)
κ3 ⊗ Il.
(3.7)
Here, for n ∈ N, we denote by Trn the trace of an n×n matrix. The operator Γφ is the tensorized
analogue of Γ from (2.21).
Now we can proceed similarly as for φ = 1 in Section 2 just the (3+3+2)× (3+3+2) structure of
the linearized matrices is replaced by larger block matrices structured as (3k+3k+2l)× (3k+3k+2l).
By Lemma A.11 there exists an analytic solution Mz,E to (3.2) with positive semidefinite imaginary
part, ImMz,E ≥ 0, given by
Mz,E := (id6k+2l⊗τS)
[(
(K0(E)−zJk)⊗ 1S +K1 ⊗H(sc) + L1 ⊗W (sc)1 (3.8)
+ L∗1 ⊗ (W (sc)1 )∗ + L2 ⊗W (sc)2 + L∗2 ⊗ (W (sc)2 )∗
)−1]
, (3.9)
whereW
(sc)
1 andW
(sc)
2 are l×k matrices consisting of freely independent circular elements multiplied by
1/
√
l, and H(sc) is an l× l self-adjoint matrix with freely independent semicircular elements multiplied
by 1/
√
l on the diagonal and freely independent circulars multiplied by 1/
√
l above the diagonal.
The matrix Mz,E satisfies the trivial bound
‖Mz,E‖ ≤ CE,φ
(
1 +
1
Im z
)
(3.10)
and admits the representation
Mz,E = M
∞
E,φ +
∫
R
VE,φ(dλ)
λ− z (3.11)
with some matrix-valued measure VE,φ(dλ). We omit the dependence of Mz,E on φ for brevity. With
these notations the following global law holds:
Lemma 3.1 (Global law for µTE,φ). For E ∈ R and φ ∈ (1/2, 1) the empirical spectral measure
µTE,φ(dλ) converges weakly in probability (and almost surely) to ρE,φ(dλ), where
ρE,φ(dλ) :=
1
k
Tr(Jk VE,φ(dλ))
is the normalized trace of the upper-left k × k submatrix of the matrix-valued measure VE,φ(dλ) from
(3.11).
The proofs of the above results are identical to the case φ = 1, see Lemma 2.3. Moreover, we can
define the self-consistent density of states
ρE,φ(λ) := lim
η↓0
1
πk
ImTr(JkMλ+i η,E) (3.12)
giving the absolutely continuous part of ρE,φ(dλ). Since supp(ρE,φ) ⊂ [0, 1] by unitarity, Theorem 1.2
can be established for φ ∈ (1/2, 1) by proving the boundedness of the upper-left k×k minor ofMz,E for
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the spectral parameter z bounded away from 0 and 1 (Section 3.3 below), and analyzing the asymptotic
behavior of this upper-left submatrix in the special points z = 0 and z = 1 (Section 3.4 below).
The study of Mz,E is simplified by the particular form of K0(E) and Γφ, which implies that
Mz,E =
 M1 ⊗ Ik M2 ⊗ Ik
M3 ⊗ Il
 (3.13)
with M1,M2 ∈ C3×3 and M3 ∈ C2×2 satisfying
− 1
M1
= zJ3 − κ1 + κt5M3κ5, −
1
M2
= −κ2 + κt4M3κ4 (3.14)
and
− 1
M3
= −Eκ3 + φκ5M1κt5 + φκ4M2κt4 + κ3M3κ3. (3.15)
Similarly as in the case φ = 1, plugging (3.14) into (3.15) leads to the following self-consistent equation
for M3
− 1
M3
= −Eσ1 − φ− 1
2π2z
(I2 + σ3)− 1πσ2 +M3
− φ−2(I2 − σ3)− 1πσ2 +M3
+ σ1M3σ1. (3.16)
3.2 Useful identities
In this section we prove that identities similar to (2.26), (2.30) and (2.37) hold for φ ∈ (1/2, 1).
Lemma 3.2. For all φ ∈ (1/2, 1), E ∈ R and z ∈ C+
(i) Mz,E(i, i) = Mz,−E(i, i) for all 1 ≤ i ≤ 6k + 2l;
(ii) Mz,E(6k + l + 1, 6k + l + 1) = 4π
2zMz,E(6k + 1, 6k + 1);
(iii) Mz,E(6k + l + 1, 6k + 1)−Mz,E(6k + 1, 6k + l + 1) = iπMz,E(6k + l + 1, 6k + l + 1).
In particular, if, using the structure ofMz,E (3.13), we denote the entries ofM3 bymij , 1 ≤ i, j ≤ 2,
then the parts (ii) and (iii) of the above lemma can be rewritten as
m22 = 4π
2zm11, (3.17)
m21 −m12 = i
π
m22. (3.18)
In order to establish Lemma 3.2, we can follow the proofs of Lemmas 2.4-2.6 by applying them to
the matrix
(K0(E)− zJk)⊗ 1S +K1 ⊗H(sc) +L1 ⊗W (sc)1 +L∗1 ⊗ (W (sc)1 )∗ +L2 ⊗W (sc)2 +L∗2 ⊗ (W (sc)2 )∗, (3.19)
which can be obtained from (2.27) by substituting c1, c2 and s with matrices W
(sc)
1 , W
(sc)
1 and H
(sc)
correspondingly, and taking into account the dimensions of these matrices,
For example, if we replace each diagonal entry of the matrix Q− from the proof of Lemma 2.4 by
the tensor product of this entry and a corresponding identity matrix (Ik or Il), we conclude that the
diagonal blocks of Mz,E and Mz,−E coincide.
In order to prove (3.17), similarly as in the proof of Lemma 2.5, use the Schur complement formula
with respect to the invertible upper-left 6k × 6k submatrix of (3.19) to write the 2l × 2l lower-right
submatrix of its inverse as 4π2W (sc)1 (W (sc)1 )∗ E −H(sc) + πi(W (sc)1 (W (sc)1 )∗ +W (sc)2 (W (sc)2 )∗)
E −H(sc) − πi
(
W
(sc)
1 (W
(sc)
1 )
∗ +W (sc)2 (W
(sc)
2 )
∗
)
1
zW
(sc)
2 (W
(sc)
2 )
∗
−1 .
(3.20)
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Then we can switch the blocks of (3.20) as in (2.32) and apply the Schur complement formula with
respect to
E −H(sc) + πi (W (sc)1 (W (sc)1 )∗ +W (sc)2 (W (sc)2 )∗). (3.21)
Note that since the spectrum of W
(sc)
1 (W
(sc)
1 )
∗ +W (sc)2 (W
(sc)
2 )
∗ follows the free Poisson distribution
with rate 2φ ∈ (1, 2), the expression in (3.21) is invertible .
Due to the properties of freely independent circular and semicircular elements, switching the labels
of the pair (W
(sc)
1 ,W
(sc)
2 ) or changing the sign of H
(sc) does not change the value of an expression
involving these matrices after applying id6k+2l⊗τS . Therefore, by proceeding as in (2.34)-(2.36) with
Mz,E(7, 7) and Mz,E(8, 8) replaced by the corresponding l × l blocks of Mz,E, and using the diagonal
structure of these blocks (3.13), we obtain (3.17).
Now it is straightforward to check by plugging (3.17) into (3.16) and following the proof of
Lemma 2.6, that (3.18) holds. This proves Lemma 3.2.
3.3 Boundedness of Mz,E(1, 1) away from 0 and 1
Lemma 3.3 (Boundedness of Mz,E(1, 1)). For any φ ∈ (1/2, 1), E ∈ R and ε > 0 there exists
Cφ,ε,E > 0 such that
sup{ |Mz,E(1, 1)| : |Re z| ≥ ε, |1 − Re z| ≥ ε, Im z > 0} ≤ Cφ,ε,E. (3.22)
The proof of this lemma follows line by line the proof of Lemma 2.7 by applying the identities
(3.17) and (3.18) to the DEL (3.14), (3.16).
3.4 Singularities of Mz,E(1, 1)
In this section we establish the asymptotic behavior ofMz,E(1, 1) near z = 0 and z = 1 for φ ∈ (1/2, 1).
We consider a slightly more general model by introducing an arbitrary coupling constant κ > 0, so
that the scattering matrix (1.1) takes the form
S(E) := I − 2πiκW ∗(E · I −H + πiκWW ∗)−1W . (3.23)
The solution to the Dyson equation for this ensemble still has the block structure (3.13), where M1,M2
are determined by M3 through (3.14) and M3 satisfies
− 1
M3
= −E
κ
σ1 − φ− 12π2z (I2 + σ3)− 1πσ2 +M3
− φ−2(I2 − σ3)− 1πσ2 +M3
+
1
κ2
σ1M3σ1. (3.24)
Lemma 3.4 (Singularities of Mz,E(1, 1) for φ ∈ (1/2, 1)).
(a) For all φ ∈ (1/2, 1), κ > 0 and E ∈ R
Mz,E(1, 1) = i
4 + π2κ2E2ν20 + π
2κ2 ξ20
4πκξ0
z−1/2 +O(1) as z → 0, (3.25)
with constants ξ0 and ν0 given in (3.31) in the proof below;
(b) for all |E| ≤ E0 := E0(φ, κ)
Mz,E(1, 1) =
4ξ0
(ξ20 + π
2κ2E2 + 4)
(z − 1)−1/2 +O (1) as z → 1, (3.26)
with constants E0 and ξ0 < 0 given in (3.34) and (3.36) correspondingly.
The branch of the square root is chosen to be continuous on C \ (i(−∞, 0]) such that √1 = 1.
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Proof. The analysis of (3.24) for φ ∈ (1/2, 1) will follow similar steps as the analysis of (2.24) for the
φ = 1 case as performed in Section 2.4 and we will omit the details of some straightforward albeit
tedious calculations. Using the same procedure that led to (2.75) we rewrite this equation as ∆ = 0
with
∆ :=
(
Z1 + (1− 2φ)M3 + 1
κ2
M3σ1(M3σ1 − κE)(Z1 +M3)
) 1
Z1 − Z2 (Z2 +M3)− φM3 . (3.27)
Step 1: Expansion around z = 0. We construct an expansion of M3 as a power series in t =
√
z
in a neighborhood of z = 0. We make an ansatz compatible with the symmetries (2.37) and (2.30),
namely
M˜3 = κ
( iξ
4πt
νE
2 +
ξ t
2
νE
2 − ξ t2 iπξ t
)
, (3.28)
for the two functions ξ = ξ(t), ν = ν(t) of t to be determined and where the parameters E, κ, φ are
considered fixed. We plug (3.28) into (3.27) and find
∆ =
( − i16πt(κq1 + tp1) E4 (κq2 + tp2)
−E4 (κq2 + tp2) iπ t4 (κq1 + tp1 + 4Et(κq2 + tp2))
)
, (3.29)
where p1, p2 are polynomials in t, E, κ, φ, ξ, ν and q1, q2 are the following explicitly defined functions of
the unknowns (ξ, ν):
q1 = ξ (ξ
2 − E2ν2 + 2E2 ν + 4(φ − 1)) , q2 = ξ2(ν − 1) + 2νφ . (3.30)
The equation ∆ = 0 implies (q1, q2) = 0 in the limit t→ 0, which, in turn, fixes the values for ν0 = ν|t=0
and ξ0 = ξ|t=0 through
ν0 =
ξ20
ξ20 + 2φ
, r := ξ60 + (E
2 + 8φ− 4)ξ40 + 4φ(E2 + 5φ− 4)ξ20 + 16(φ− 1)φ2 = 0 , (3.31)
where we choose the positive solution ξ0 for r = 0. The fact that r = 0 has a unique positive solution
ξ0 > 0 is a tedious but elementary calculation while the positivity of ξ0 comes from the positive
definiteness of Im M˜3 for z ∈ C+.
We compute the Jacobian of the function (q1, q2) from (3.30) as
J(ξ, ν) := det∇ξ,ν(q1, q2) = 3ξ4+(E2(3ν2−6ν+4)+10φ−4)ξ2+2φ(4φ−4+2E2ν−E2ν2) . (3.32)
Using that at t = 0 we have q1 = 0 and ξ0 6= 0, we can eliminate the quadratic terms in ν and obtain
J(ξ0, ν0) = 2ξ
2
0 (3ξ
2
0 + 2E
2 + 10φ− 8) .
Again an elementary calculation using the defining equation r = 0 for ξ0 shows that J(ξ0, ν0) never
vanishes. Thus, the ansatz (3.28) solves the Dyson equation in a small neighbourhood of z = t2 = 0.
Furthermore, for t = ε(1 + iε) with sufficiently small ε > 0 it is easy to see that its imaginary part is
positive definite. By using a regularisation argument analogous to the one from Step 3 of Section 2.4
and combining it with the uniqueness of solutions to the MDE with positive definite imaginary part,
this implies that M˜3(t) = M3(z) for all
√
z = t = ε(1 + iε). Since both functions are analytic this also
implies equality for z = t2 in the complex upper half plane intersected with a neighbourhood of z = 0.
To compute the self-consistent density of states we use (2.23) to find M1 and its upper left corner
element M(1, 1) to get
M(1, 1) = i
4 + π2κ2E2ν20 + π
2κ2 ξ20
4πκξ0 t
+O(1) .
Step 2: Expansion around z = 1. We apply exactly the same procedure as in Step 2 of Lemma 2.8,
just we insert the parameters φ and κ into the identities (2.74) and (2.75) and follow them through
the analysis. We just record the final result of this elementary calculation. Our ansatz is
M˜3 =
( ξ
4π2t
Eκ
2 +
νt
4π − iξ2π (t+ t−1)
Eκ
2 +
νt
4π +
iξ
2π (t+ t
−1) ξ (t+ t−1)
)
. (3.33)
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The expansion in t =
√
z − 1 gives that for all |E| ≤ E0 with
E0 :=
√
2
πκ
(
π2κ2(1− 2φ)− 1 +
√
1 + π4κ4(1− 2φ)2 + 2π2κ2(1 + 2φ)
)1/2
(3.34)
the upper-left component of Mz,E is given by
M(1, 1) =
4ξ0
(ξ20 + π
2κ2E2 + 4)t
+O(1) , (3.35)
where ξ0 is defined by
ξ0 = −πκ
√
E20 − E2. (3.36)
In particular, for small ε > 0 we have
ρ(λ) =
−4ξ0
π(ξ20 + π
2κ2E2 + 4)
(1− λ)−1/2 +O(1) , λ ∈ (1− ε, 1) .
This finishes the proof of the lemma.
3.5 Proof of (ii) and (iv) of Theorem 1.2
Using the results of Lemmas 3.3 and 3.4, we can establish parts (ii) and (iv) of Theorem 1.2 for φ ∈
(1/2, 1) by repeating the argument presented in Section 2.5. This completes the proof of Theorem 1.2.
A Spectral properties for a general class of rational expressions in
random matrices
A.1 Noncommutative (NC) rational expressions and their linearizations
NC rational expressions are formally defined as expressions obtained by applying the four algebraic
operations (including taking inverses) to a tuple of NC variables. A systematic overview of the abstract
theory of NC rational expression and functions (equivalence classes of rational expressions) can be found
in [7]. Note that unlike polynomials, rational expressions do not have a canonical representation, which
may lead to a situation when, after evaluating on some algebra, two rational expressions represent the
same function. In this paper we leave aside the question of identification of rational functions, and will
work instead directly with rational expressions and their evaluations, specifying each time on which
domain the evaluation is taking place. Below we introduce a standard set-up in which we will work and
define recursively the classes of rational expressions, denoted by letter Q, together with corresponding
domains of evaluation denoted by D.
Let H be a Hilbert space, A ⊆ B(H) be a C∗-algebra (of bounded operators on H) with norm ‖·‖A,
and let x1, . . . , xα∗ , y1, . . . , yβ∗ be the NC variables taking values in A with xα = x∗α for 1 ≤ α ≤ α∗.
Denote by Asa ⊂ A the set of self-adjoint elements of A and let C〈x,y,y∗〉 be the set of polynomials
in x := (x1, . . . , xα∗), y := (y1, . . . , yβ∗) and y
∗ := (y∗1 , . . . , y
∗
β∗
). We define the NC rational expressions
recursively on their height using the following procedure:
(i) Let q0 := 1A. The set of rational expressions of height 0 is defined to be the set of polynomials
in x,y,y∗ with the domain of definition Aα∗sa ×Aβ∗
(Qq0 ,Dq0) := (C〈x,y,y∗〉,Aα∗sa ×Aβ∗). (A.1)
(ii) Let q1 := (q1,1, . . . , q1,ℓ1) ∈ (Qq0)ℓ1 , q2 := (q2,1, . . . , q2,ℓ2) ∈ (Qq0,q1)ℓ2 , . . ., qn := (qn,1, . . . , qn,ℓn) ∈
(Qq0,...,qn−1)ℓn , assuming that (Qq0 ,Dq0), . . . , (Qq0,...,qn−1 ,Dq0,...,qn−1) are defined. Then we de-
fine
Qq0,...,qn−1,qn := C
〈
x,y,y∗,
1
q1
,
1
q∗1
, . . . ,
1
qn
,
1
q∗n
〉
, (A.2)
Dq0,...,qn−1,qn :=
{
(x,y) ∈ Dq0,q1,...,qn−1 :
∥∥∥ 1
qn,j(x,y,y∗)
∥∥∥
A
<∞ for 1 ≤ j ≤ ℓn
}
, (A.3)
where 1
qi
:= (q−1i,1 , . . . , q
−1
i,ℓi
) and 1
q∗i
:= ((q∗i,1)
−1, . . . , (q∗i,ℓi)
−1).
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We say that the rational expression q ∈ Qq0,...,qn−1,qn defined on Dq0,...,qn−1,qn has height n.
For any C > 0 and q1 ∈ (Qq0)ℓ1 , q2 ∈ (Qq0,q1)ℓ2 , . . ., qn ∈ (Qq0,...,qn−1)ℓn , define the effective
domain
Dq0,...,qn;C :=
{
(x,y) ∈ Dq0,...,qn−1;C :
∥∥∥ 1
qn,j(x,y,y∗)
∥∥∥
A
≤ C for 1 ≤ j ≤ ℓn
}
⊂ Dq0,...,qn . (A.4)
This domain will allow an effective control of the norm of rational expressions of height n.
Remark A.1. Similar constructions of rational functions/expressions involving their height have been
exploited actively in the literature (see, e.g., [26], [7, Chapter 4], [30]). Note that here we allow the
“denominators” without constant terms, so they cannot be automatically expanded into geometric
series for small x,y. Hence we need to introduce and follow explicit domains.
Remark A.2. In the sequel, the statement “q is a rational expression of height n” will implicitly mean
that there (uniquely) exist q1 ∈ (Qq0)ℓ1 , q2 ∈ (Qq0,q1)ℓ2 , . . ., qn ∈ (Qq0,...,qn−1)ℓn and C > 0 such
that q ∈ Qq0,...,qn and q is evaluated on the effective domain Dq0,...,qn;C . Note that many of the basic
results, in particular about constructing the linearizations, can be formulated in a completely abstract
form or without restriction to effective domains.
Remark A.3. When evaluating a rational expression of height n on different C∗-algebras A1, . . . ,Ak,
we will use the notation Dq0,...,qn(Ai) and Dq0,...,qn;C(Ai) correspondingly.
Definition A.4 (Self-adjoint rational expression). We say that a rational expression q = q(x,y,y∗)
is self-adjoint if q(x,y,y∗) = [q(x,y,y∗)]∗ for all (x,y) ∈ D.
A.2 Linearizations and linearization algorithm
Definition A.5. Let q be a self-adjoint rational expression of height n in NC variables x, y and y∗.
We say that the self-adjoint matrix
L =

λ ℓ∗
ℓ L̂
 ∈ (C〈x,y,y∗〉)m×m (A.5)
with λ ∈ C〈x,y,y∗〉, ℓ ∈ (C〈x,y,y∗〉)(m−1)×1, L̂ ∈ (C〈x,y,y∗〉)(m−1)×(m−1), whose entries are poly-
nomials of degree at most 1, is a (self-adjoint) linearization of q if
(i) the submatrix L̂ ∈ (C〈x,y,y∗〉)(m−1)×(m−1) is invertible, and
(ii) λ− ℓ∗L̂−1ℓ = q
for all (x,y) ∈ Dq0,...,qn .
The linearization of q can be written as
L = K0 ⊗ 1A −
α∗∑
α=1
Kα ⊗ xα −
β∗∑
β=1
(
Lβ ⊗ yβ + L∗β ⊗ y∗β
)
, (A.6)
where K0,Kα, Lβ ∈ Cm×m.
The idea of studying noncommutative rational functions/expressions via linearizations goes back to
Kleene [20]. Since the publication of this work various approaches and algorithms have been developed
for constructing linearizations of general classes of rational functions/expressions (see, e.g., [7] or [19]
for a pedagogical presentation of the subject). For reader’s convenience we provide below a simple
linearization algorithm based on the method described in [10, Section A.1]. We use the following
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observation: for matrices Ai ∈ (C〈x,y,y∗〉)mi×mi and Bj ∈ (C〈x,y,y∗〉)mj×mj+1 , mj ∈ N, the lower
right m1 ×mk submatrix of the inverse of the block matrix
B1 −A1
B2 −A2
. .
.
. .
.
Bk−1 −Ak−1
−Ak
 (A.7)
is equal to
−A−11 B1A−12 B2 · · ·A−1k−1Bk−1A−1k ∈ (C〈x,y,y∗〉)m1×mk . (A.8)
Now, if q1, . . . , qℓ are rational expressions having known linearizations A1, . . . ,Aℓ, then one can easily
check that the linearization of the product w0
1
q1
w1
1
q2
· · · 1qk−1wk−1
1
qk
wk with wj ∈ {1A, xα, yβ , y∗β | 1 ≤
α ≤ α∗, 1 ≤ β ≤ β∗} can be given by
b0
B1 −A1
B2 −A2
. .
.
. .
.
Bk−1 −Ak−1
bk −Ak

(A.9)
with b0 = (w0, 0, . . . , 0) ∈ (C〈x,y,y∗〉)1×m1 , bk = (wk, 0, . . . , 0)t ∈ (C〈x,y,y∗〉)mk×1 and Bj being
matrices of the form
Bj =

wj 0 · · · 0
0 0 · · · 0
...
...
. . .
...
0 0 · · · 0
 ∈ (C〈x,y,y∗〉)mj×mj+1 . (A.10)
Using (A.9), we can construct a linearization of rational expressions using the induction on the height.
In the case of a rational expression of height 0 (polynomial function), linearization can be constructed
using, e.g., the algorithm from [10, Section A.1]. If q1 ∈ (Qq0)ℓ1 and q ∈ Qq0,q1 is a rational expression
of height 1, the linearization can be obtain using the following algorithm:
(B0) write q as a sum of monomials in x, y, y∗, 1
q1
, 1
q∗1
of the form w1
1
q1
w2
1
q2
· · ·wk−1 1qk−1wk with
wj ∈ {1A, xα, yβ, y∗β | 1 ≤ α ≤ α∗, 1 ≤ β ≤ β∗} and qi ∈ {1A, q1,γ , q∗1,γ | 1 ≤ γ ≤ ℓ1} using
1
1A
= 1A if necessary;
(B1) for each polynomial q1,γ1 , q
∗
1,γ1 , 1 ≤ γ1 ≤ ℓ1 construct a linearization (not necessarily self-adjoint)
using the algorithm from [10, Section A.1];
(B2) linearization of a monomial in x, y, y∗, 1
q1
, 1
q∗1
of the form w1
1
q1
w2
1
q2
· · ·wk−1 1qk−1wk is given by
(A.9) with Ai being either linearizations of polynomials qi ∈ {q1,γ1 , q∗1,γ1 | 1 ≤ γ1 ≤ ℓ1}, or 1A
(linearization of 1
1A
= 1A), and wj ∈ {1A, xα, yβ, y∗β | 1 ≤ α ≤ α∗, 1 ≤ β ≤ β∗};
(B3) the (possibly not self-adjoint) linearization of a linear combination of monomials (and thus q) is
constructed by putting the linearizations of monomials obtained at (B2) into a block-diagonal
form using a procedure similar to (R1)-(R2) from [10, Section A.1];
(B4) if after step (B3) the resulting linearization is not self-adjoint, the symmetrized linearization
of q = (q + q∗)/2 can be obtained by putting the linearization obtained at step (B3) and its
conjugate transpose into a block-skew-diagonal form similarly as in (R3) from [10, Section A.1].
Suppose that we know how to construct linearizations for rational expressions of height ≤ n − 1 and
suppose that q ∈ Qq0,...,qn is a rational expression of height n. Then the linearization of q can be
constructed using the following algorithm, that is an adaptation of (B0)-(B4):
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(S0) write q as a sum of monomials in x, y, y∗, 1
q1
, 1
q∗1
, . . . , 1
qn
, 1
q∗n
of the form w1
1
q1
w2
1
q2
· · ·wk−1 1qk−1wk
with wj ∈ {1A, xα, yβ, y∗β | 1 ≤ α ≤ α∗, 1 ≤ β ≤ β∗} and qi ∈ {1A, qt,γt , q∗t,γt | 1 ≤ t ≤ n, 1 ≤ γt ≤
ℓn} using 1
1A
= 1A if necessary;
(S1) construct linearizations (not necessarily self-adjoint) of each rational expression qt,γt for 1 ≤ t ≤ n,
1 ≤ γt ≤ ℓt of height ≤ n− 1 (rational expressions of height ≤ n− 1);
(S2) linearization of a monomial in x, y, y∗, 1
q1
, 1
q∗1
, . . . , 1
qn
, 1
q∗n
of the form w1
1
q1
w2
1
q2
· · ·wk−1 1qk−1wk is
given by (A.9) with Ai being either linearizations of polynomials qi ∈ {qt,γt , q∗t,γt | 1 ≤ t ≤ n, 1 ≤
γt ≤ ℓn}, or 1A, and wj ∈ {1A, xα, yβ , y∗β | 1 ≤ α ≤ α∗, 1 ≤ β ≤ β∗}.
The steps (S3)-(S4) are identical to (B3)-(B4).
Remark A.6. It is always possible to obtain the specific form of monomials required in steps (B0) and
(S0) by adding factors 1A or 1
1A
, as, for example, in
1
(1A − x)2x
2 = 1A
1
1A − x1A
1
1A − xx
1
1A
x. (A.11)
Note that there is some ambiguity at steps (B0) and (S0), representing the fact that we have freedom
to choose the order in which the monomials appear in the sum, as well as freedom to put the product
of the constant terms 1A and 1
1A
between the terms wj and
1
qi
. All the results of Section A hold for
any choice of the representation of q as a sum of monomials, therefore we do not fix any particular
order or other rules to guarantee the uniqueness of the representation in (B0) and (S0).
The condition (ii) in the definition of the linearization is satisfied by construction. The condition
(i) follows from the following lemma, which gives a bound on ‖(L̂(x,y,y∗))−1‖
C(m−1)×(m−1)⊗A, where
for any n ∈ N and R = (Rij)ni,j=1 ∈ Cn×n ⊗A we denote
‖R‖Cn×n⊗A := max
1≤i,j≤n
‖Rij‖A. (A.12)
Lemma A.7 (Invertibility of L̂). Let q be a self-adjoint rational expression of height n and let L ∈
(C〈x,y,y∗〉)m×m be the linearization of q constructed via the above algorithm. Let L̂ be the submatrix
of L defined using the decomposition (A.5). Then there exists ĈLq > 0 and n̂Lq ∈ N such that for any
(x,y) ∈ Dq0,...,qn;C
‖(L̂(x,y,y∗))−1‖
C(m−1)×(m−1)⊗A ≤ ĈLq (1 + C +maxα ‖xα‖A +maxβ ‖yβ‖A)
n̂Lq . (A.13)
Proof. We prove (A.13) by induction on n. For n = 0 (the special case of polynomial functions) (A.13)
follows from, for example, [10, (3.16)]. Suppose (A.13) holds for all rational expressions of height
k ≤ n− 1. Consider q of height n with linearization obtained via (S0)-(S4). Steps (S3) and (S4) of the
linearization algorithm endow L̂ with block-diagonal (S3) or block-skew-diagonal (S4) structure with
blocks being the linearizations of monomials obtained at step (S2). Therefore, in order to obtain the
bound (A.13) it is enough to consider only the inverses of the blocks of the form
B1 −A1
B2 −A2
. .
.
. .
.
Bk−1 −Ak−1
−Ak
 ∈ (C〈x,y,y∗〉)m
′×m′ (A.14)
with Ai being the linearizations of the rational expressions qi ∈ { 1qt,γt ,
1
q∗t,γt
| 0 ≤ t ≤ n, 1 ≤ γt ≤ ℓt},
and Bj being of the form (A.10). One can easily check that the inverse of (A.14) consists of the blocks
of the type A−1i BiA
−1
i+1Bi+1 . . .. The induction step, together with the Schur complement formula for
A−1i and the condition that for (x,y) ∈ Dq0,...,qn;C∥∥∥ 1
qi(x,y,y∗)
∥∥∥
A
≤ C (A.15)
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implies that for each block of type (A.14) there exist C ′ > 0 and n′ ∈ N such that∥∥∥∥∥∥∥∥∥∥∥∥

B1 −A1
B2 −A2
. .
.
. .
.
Bk−1 −Ak−1
−Ak

−1∥∥∥∥∥∥∥∥∥∥∥∥
Cm
′×m′⊗A
≤ C ′(1 + C +max
α
‖xα‖A +max
β
‖yβ‖A)n′ ,
(A.16)
where Ai’s and Bj ’s in the left-hand side are evaluated at (x,y) ∈ D. Taking Ĉq and n̂q being,
respectively, the maximum over all C ′’s and the maximum over all n′’s in the bounds (A.16) running
through all monomials in the representation of q, leads to (A.13)
Remark A.8. Suppose that P ∈ Cm×m is of the form
P =

1 0 · · · 0
0
... Q
0
 (A.17)
with Q ∈ C(m−1)×(m−1) invertible. It is easy to see that if L ∈ (C〈x,y,y∗〉)m×m is a linearization of
a rational expression of height q, then so is (P ⊗ 1A)L(P−1 ⊗ 1A). We will use this freedom to bring
linearizations to more convenient form.
A.3 Trivial bound on generalized resolvents
Lemma A.9. Let q be a self-adjoint rational expression of height n and let L ∈ (C〈x,y,y∗〉)m×m be
the linearization of q constructed using the algorithm from Section A.2. Then there exist CLq > 0 and
nLq ∈ N such that for all C > 1, (x,y) ∈ Dq0,...,qn;C and z ∈ C+
‖(L(x,y,y∗)−zJm⊗1A)−1‖Cm×m⊗A ≤ CLq (1+C+maxα ‖xα‖A+maxβ ‖yβ‖A)
nLq
(
1+
1
Im z
)
. (A.18)
Proof. Rewrite L− zJm ⊗ 1A using the block decomposition from (A.5)
L− zJm ⊗ 1A =

λ− z1A ℓ∗
ℓ L̂
 (A.19)
with L̂ ∈ (C〈x,y,y∗〉)(m−1)×(m−1) . By (ii) in the definition of the linearization and the Schur comple-
ment formula we have
(L − zJm ⊗ 1A)−1 =

(q − z1A)−1 −(q − z1A)−1ℓ∗L̂−1
−L̂−1ℓ(q − z1A)−1 L̂−1 + L̂−1ℓ(q − z1A)−1ℓ∗L̂−1
 . (A.20)
Now (A.18) follows from Lemma A.7 and the trivial bound for resolvents of self-adjoint elements∥∥∥ 1
q − z1A
∥∥∥
A
≤ 1
Im z
uniformly for z ∈ C+. (A.21)
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A.4 Dyson equation for linearizations of NC rational expressions
Let q be a self-adjoint rational expression of height n and let L ∈ (C〈x,y,y∗〉)m×m be its linearization
constructed using the algorithm from Section A.2. Write L as
L = K0 ⊗ 1A −
α∗∑
α=1
Kα ⊗ xα −
β∗∑
β=1
(
Lβ ⊗ yβ + L∗β ⊗ y∗β
)
(A.22)
with K0,Kα, Lβ ∈ Cm×m and K0, Kα self-adjoint. Define the completely positive map Γ : Cm×m →
C
m×m by
Γ[R] =
α∗∑
α=1
KαRKα +
β∗∑
β=1
(
LβRL
∗
β + L
∗
βRLβ
)
, R ∈ Cm×m. (A.23)
Definition A.10 (Dyson equation for linearizations). We call the equation
− 1
M
= zJm −K0 + Γ[M ] (A.24)
the Dyson equation for the linearization (DEL) (of a rational expression).
Lemma A.11 (Solution of DEL: existence and basic properties). Let H be a Hilbert space and let S ⊂
B(H) be a C∗-algebra containing a freely independent family {s1, . . . , sα∗ , c1, . . . , cβ∗} of α∗ semicircular
and β∗ circular elements in a NC probability space (S, τS). Let q ∈ Qq0,...,qn and assume that (s, c) ∈
Dq0,...,qn;C for s = (s1, . . . , sα∗), c := (c1, . . . , cβ∗) and some C > 0. Define
M (sc)z := (idm⊗τS)
([
(K0 − zJ)⊗ 1S −
α∗∑
α=1
Kα ⊗ sα −
β∗∑
β=1
(
Lβ ⊗ cβ + L∗β ⊗ c∗β
)]−1)
. (A.25)
Then
(i) there exists C
(sc)
Lq
> 0 such that
‖M (sc)z ‖Cm×m ≤ C(sc)Lq
(
1 +
1
Im z
)
; (A.26)
(ii) M
(sc)
z satisfies the DEL (A.24);
(iii) M
(sc)
z depends analytically on z;
(iv) ImM
(sc)
z ≥ 0;
(v) there exist a self-adjoint matrix M∞ ∈ Cm×m and a matrix-valued measure V (dλ) such that
M (sc)z = M
∞ +
∫
R
V (dλ)
λ− z ; (A.27)
(vi) for almost every λ ∈ R the limit limη→0 π−1 ImMλ+i η = V (λ) ∈ Cm×m exists; if the limit
is finite on some interval I ⊂ R everywhere, then V (dλ) is absolutely continuous on I and
V (dλ) = V (λ)dλ;
(vii) supp(V11) = supp(TrV ).
Proof. Proof of (i). It follows from Lemma A.9 and the norm bounds for semicircular and circular
operators
‖sα‖S = 2, ‖cβ‖S = 2, 1 ≤ α ≤ α∗, 1 ≤ β ≤ β∗ (A.28)
that∥∥∥((K0 − zJ)⊗ 1S − α∗∑
α=1
Kα −
β∗∑
β=1
(
Lβ ⊗ cβ + L∗β ⊗ c∗β
)⊗ sα)−1∥∥∥
Cm×m⊗S
≤ C(sc)Lq
(
1 +
1
Im z
)
(A.29)
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for C
(sc)
Lq
:= CLq (1 +C + 4)
nLq .
Proof of (ii). First note, that the real and imaginary parts of free circular elements form a freely
independent family of semicirculars. Therefore, by defining for each 1 ≤ β ≤ β∗
sα∗+β :=
√
2Re cβ , sα∗+β∗+β :=
√
2 Im cβ , Kα∗+β :=
√
2ReLβ , Kα∗+β∗+β := −
√
2 ImLβ,
(A.30)
M
(sc)
z can be rewritten as
M (sc)z = (idm⊗τS)
([
(K0 − zJ)⊗ 1S −
α∗+2β∗∑
α=1
Kα ⊗ sα
]−1)
(A.31)
and it will be enough to show thatM
(sc)
z satisfyies the MDE (A.24) with Γ[ · ] =
∑α+2β∗
α=1 Kα ·Kα. This
last fact can be established via the argument similar to the proof of the existence of the solution to the
DEL for the linearizations of polynomials in [10, Lemma 2.6 (iv)]. This proof relies on the results of
[21, Proposition 4.1] and [18, Lemma 5.4] establishing the existence of the solution to a particular class
of matrix Dyson equations (MDE), as well as regularization technique which allows to extend these
results from MDE to DEL. The trivial bound from [10, Lemma 2.5], which justifies the application
of the Schur complement formula and relies on the nilpotency structure of the linearizations, in the
setting of the current paper can be replaced by the bound (A.29) coming from the specific choice of
the domain of evaluation.
Proof of (iii)−(vii). The analyticity ofM (sc)z follows from (A.29) and the positive semidefiniteness
of ImM
(sc)
z is a direct consequence of the representation
ImM (sc)z = η(idm⊗τS)
((
L(sc) − zJm ⊗ 1S
)−1
(Jm ⊗ 1S)
(
L(sc) − zJm ⊗ 1S
)−1)
(A.32)
with L(sc) := K0 ⊗ 1S −
∑α∗+2β∗
α=1 Kα ⊗ sα. Properties (v) − (vii) follow from the general properties
of matrix-valued Herglotz functions, Schur formula (A.20) applied to (L(sc) − zJm ⊗ 1S)−1 and the
bound (A.29) using the similar argument as in the proof of [10, 2.7].
A.5 Convergence of spectrum for the rational expressions in random matrices and
the trivial bound for the generalized resolvent in random matrices
The next two sections are devoted to the study of the eigenvalues of a general class of rational expres-
sions evaluated on random Wigner and iid matrices.
Assumption A.12 (Wigner and iid matrices). Let X1, . . . ,Xα∗ ∈ CN×N and Y1, . . . , Yβ∗ ∈ CN×N be
two independent families of independent random matrices satisfying the following assumptions
(H1) Xα = (Xα(i, j))
N
i,j=1, 1 ≤ α ≤ α∗, are Hermitian random matrices having independent (up to
symmetry constraints) centered entries of variance 1/N ;
(H2) Yβ = (Yβ(i, j))
N
i,j=1, 1 ≤ β ≤ β∗, are (non-Hermitian) random matrices having independent
centered entries of variance 1/N ;
(H3) there exist ϕn > 0, n ∈ N, such that
max
1≤i,j≤N
(
max
1≤α≤α∗
E[|
√
NXα(i, j)|n] + max
1≤β≤β∗
E[|
√
NYβ(i, j)|n]
) ≤ ϕn. (A.33)
We call Xα Wigner matrices and Yβ iid matrices.
Denote X := (X1, . . . ,Xα∗), Y := (Y1, . . . , Yβ∗), Y
∗ := (Y ∗1 , . . . , Y
∗
β∗
) and let q be a (self-adjoint)
rational expression in α∗ self-adjoint and β∗ non self-adjoint noncommutative variables. In order to
prove the local law for q(X,Y ,Y ∗) we will need to show that the spectrum of q(X,Y ,Y ∗) converges
to the spectrum of q(s, c, c∗). To this end, for any ε > 0, m ∈ N and operator R ∈ CmN×mN , denote
by Specε(R) the ε-pseudospectrum of R defined by
Specε(R) = Spec(R) ∪ {z ∈ C : ‖(R − zIm ⊗ IN )−1‖CmN×mN ≥ ε−1}. (A.34)
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It is easy to check that for any R ∈ CmN×mN ∼= Cm×m ⊗ CN×N
‖R‖CmN×mN ≤ m‖R‖Cm×m⊗CN×N . (A.35)
For any (not necessarily self-adjoint) rational expression r(x,y,y∗) in NC variables x,y,y∗, denote
by Lr := Lr(x,y,y
∗) ∈ (C〈x,y,y∗〉)mr×mr its (not necessarily self-adjoint) linearization, which can
be constructed using, for example, the algorithm from Section A.2 omitting steps (B4) and (S4) if r is
not self-adjoint. Define the corresponding Hermitized linearization by
Lr,z(x,y,y∗) :=
(
0 Lr(x,y,y
∗)− zJmr ⊗ 1A(
Lr(x,y,y
∗)
)∗ − zJmr ⊗ 1A 0
)
∈ (C〈x,y,y∗〉)2mr×2mr .
(A.36)
For the Hermitized linearization (A.36) we define (similarly as in (A.23)) the self-energy operator
Γr,z : C2mr×2mr → C2mr×2mr , given by the completely positive map
Γr,z[R] =
α∗∑
α=1
Kr,zα RK
r,z
α +
β∗∑
β=1
(
Lr,zβ R(L
r,z
β )
∗ + (Lr,zβ )
∗RLr,zβ
)
, (A.37)
where Kr,zα and L
r,z
β are the coefficient matrices of L
r,z (see, e.g., (A.6)). Note, that if we evaluate
Lr,z on the tuple of random matrices (X,Y ,Y ∗), then Lr,z(X,Y ,Y ∗) belongs to the class of Kro-
necker random matrices, which were studied in [3]. Therefore, from [3, Lemma 2.2], we have that the
corresponding Matrix Dyson equation
− 1
M r,zω
= ωI2mr −Kr,z0 + Γr,z[M r,zω ], z ∈ C, ω ∈ C+ (A.38)
has a unique solution with positive semidefinite imaginary part ImM r,zω ≥ 0. Moreover, for each z ∈ C,
the solution matrix M r,zω admits the Stieltjes transform representation
M r,zω =
∫
R
V r,z(dλ)
λ− ω , (A.39)
where {V r,z}z∈C is a family of measures taking values in the set of positive definite matrices. In the
limit N → ∞ the solution M r,zω ⊗ IN well approximates (Lr,z(X,Y ,Y ∗) − ωI)−1 in the entrywise
maximum norm (see [3, Lemma B.1]).
Remark A.13. The statement of [3, Lemma 2.2] is formulated in the more general setting of Wigner-
type matrices allowing independent but not necessarily identically distributed entries. This model,
in general, leads to a system of N matrix equations. In our case, the matrices in X and Y have
i.i.d. entries (up to symmetry constraints), which reduces the system of N possibly different matrix
equations (see, e.g., [3, Eq. (2.6)]) to N identical matrix equations of the form (A.38).
The next lemma contains the main result of this section.
Lemma A.14 (Convergence of the (pseudo)spectrum). Suppose that q ∈ Qq0,...,qn is a (not necessarily
self-adjoint) rational expression of height n, and (s, c) ∈ Dq0,...,qn;C(S). Then there exists ĈwLq > 0
such that
‖(L̂q(X,Y ,Y ∗))−1‖C(m−1)×(m−1)⊗CN×N ≤ ĈwLq a.w.o.p., (A.40)
where L̂q is defined as in (A.5). Fix any ε ∈ (0, 1). The rational expression q can be evaluated on
(X,Y ) because
(X,Y ) ∈ Dq0,...,qn;C+ε
(
C
N×N) a.w.o.p. . (A.41)
Moreover, there exists h(ε) ∈ (0, ε) such that
Spech(ε)(q(X,Y ,Y
∗)) ⊂ D˜Lqε a.w.o.p., (A.42)
where D˜
Lq
ε ⊂ C is given by
D˜
Lq
ε =
{
z : lim sup
t↓0
1
t
‖ ImM q,zi t ‖C2m×2m ≥
1
ε
}
. (A.43)
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The set D˜
Lq
ε is called the self-consistent ε-pseudospectrum of q related to its linearization Lq.
Proof. We split the proof of this lemma in two parts. First we show that the condition (A.40) together
with (A.41) implies (A.42) for any, not necessarily self-adjoint, rational expression and its linearization.
After that we prove that (A.40) and (A.41) are satisfied for q if (s, c) ∈ Dq0,...,qn;C(S) using induction
on the height n.
Suppose that we have an arbitrary rational expression r and its linearization Lr of size mr, and
suppose that there exists ĈwLr > 0 such that a.w.o.p.
‖(L̂r(X,Y ,Y ∗))−1‖C(mr−1)×(mr−1)⊗CN×N ≤ ĈwLr , (A.44)
where L̂r is defined similarly as in (A.5). Then from the definition of the linearization (Definition A.5)
and the Schur complement formula (A.20), we can choose C3, C4 > 0 such that
‖r(X,Y ,Y ∗)‖CN×N ≤ C3 (A.45)
and the sequence of inequalities
‖(r(X,Y ,Y ∗)− zIN )−1‖CN×N ≤ ‖(Lr(X,Y ,Y ∗)− zJmr ⊗ IN )−1‖CmrN×mrN (A.46)
≤ mr‖(Lr(X,Y ,Y ∗)− zJmr ⊗ IN )−1‖Cmr×mr⊗CN×N (A.47)
≤ C4‖(r(X,Y ,Y ∗)− zIN )−1‖CN×N (A.48)
hold a.w.o.p. for all z ∈ C. Here the first and third inequalities follow from the Schur complement
formula (A.20) and the norm bounds max1≤α≤α∗ ‖Xα‖CN×N ≤ 3, max1≤β≤β∗ ‖Yβ‖CN×N ≤ 3 holding
a.w.o.p., the second inequality holds deterministically for all realizations of X and Y (see (A.35)),
C3 > 0 depends on Ĉr, mr and the norms of Xα, Yβ, which we bound by 3, and C4 > 1 additionally
depends on C3.
Note again from (A.20) that if L̂r(X,Y ,Y
∗) is invertible, then
Spec(r(X,Y ,Y ∗)) = {z ∈ C : Lr(X,Y ,Y ∗)− zJmr ⊗ IN is not invertible}. (A.49)
On the other hand, using the definition of Lr,z from (A.36), the set on the right-hand side of (A.49)
can be described via the spectrum of Lr,z(X,Y ,Y ∗) as
{z ∈ C : Lr(X,Y ,Y ∗)− zJmr ⊗ IN is not invertible} = {z ∈ C : 0 ∈ Spec(Lr,z(X,Y ,Y ∗))} (A.50)
with the identity (A.50) holding deterministically for all realizations of X and Y .
Under the condition (A.44), the equality (A.49) can be rewritten in terms of the pseudospectrum
using (A.46) as
Specε(r(X,Y ,Y
∗)) ⊂
{
z ∈ C : ‖(Lr(X,Y ,Y ∗)−zJmr⊗IN )−1‖CmrN×mrN ≥
1
ε
}
⊂ SpecC4ε(r(X,Y ,Y ∗))
(A.51)
holding a.w.o.p. At the same time, from the definition (A.36) we have that the set of the singular values
of the Hermitian matrix Lr,z(X,Y ,Y ∗) coincide with the set of the singular values of Lr(X,Y ,Y ∗)−
zJmr ⊗ IN , so that{
z ∈ C : ‖(Lr(X,Y ,Y ∗)−zJmr⊗IN )−1‖CmrN×mrN ≥
1
ε
}
= {z ∈ C : dist(0,Spec(Lr,z(X,Y ,Y ∗)) ≤ ε}.
(A.52)
In order to study the spectrum of Lr,z(X,Y ,Y ∗), we will exploit the fact that Lr(X,Y ,Y ∗) −
zJmr ⊗ IN belongs to the class of Kronecker random matrices and thus we can use the results from
[3]. Define a probability measure ρr,z := TrV r,z with V r,z introduced in (A.39), and a family of sets
D
Lr
δ given by
D
Lr
δ := {z ∈ C : dist(0, supp ρr,z) ≤ δ} (A.53)
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for δ > 0. Note that DLrδ is the analogue of the self-consistent δ-pseudospectrum introduced in [3,
Eq. (2.7)]. By applying part (i) of [3, Theorem 4.7] to Lr,z, we have (similarly as in the proof of [3,
Lemma 6.1] for bounded ζ) that for any z satisfying dist (0, supp ρr,z) ≥ 2ε, a.w.o.p.
Spec(Lr,z(X,Y ,Y ∗)) ∩
[
− 3ε
2
,
3ε
2
]
= ∅. (A.54)
Now we claim that (A.54) holds simultaneously a.w.o.p. for all {z : |z| ≤ 2C3, z /∈ DLr2ε }. To
prove this strengthening, we apply the standard grid argument (again analogously as in the proof of [3,
Lemma 6.1]) together with the Lipschitz continuity of the eigenvalues of Lr,z(X,Y ,Y ∗) in z. Together
with (A.51) and (A.52) this implies that a.w.o.p.
Specε(r(X,Y ,Y
∗)) ⊂ {z ∈ C : dist(0,Spec(Lr,z(X,Y ,Y ∗)) ≤ ε} ⊂
(
D
Lr
2ε ∪ {z : |z| ≥ 2C3}
)
.
(A.55)
We conclude from (A.45) that a.w.o.p.
Specε(r(X,Y ,Y
∗)) ⊂ DLr2ε . (A.56)
Using now the relation between D˜Lr and DLr from [3, Lemma A.1], we have that
D
Lr
θε27
⊂ D˜Lrε , (A.57)
where the constant θ > 0 depends only on Lr. Therefore, by taking h(ε) =
θ
2ε
27 and using (A.56) for
h(ε) instead of ε, we finally obtain that a.w.o.p.
Spech(ε)(r(X,Y ,Y
∗)) ⊂ D˜Lrε . (A.58)
This finishes the first part of the proof by establishing that for any rational expression the conditions
(A.40) and (A.41) imply (A.42).
In order to prove (A.40) and (A.41), we proceed with a proof by induction on the height of q. If
q has height 0 (i.e., if q is a polynomial), then (A.41) is trivially true and (A.40) holds by nilpotency
[10, Lemma 2.5] and the norm bounds
‖Xα‖CN×N ≤ 3, ‖Yβ‖CN×N ≤ 3 a.w.o.p. (A.59)
Suppose that (A.40)-(A.42) hold for all rational expressions of height ≤ n − 1. In particular, this
implies that a.w.o.p. for any r ∈ Tq := {qi,γi : 0 ≤ i ≤ n, 1 ≤ γi ≤ ℓi} with qi,γi as in the definition of
Qq0,...,qn the inequality (A.44) and the inclusion (A.58) are satisfied.
Recall, that from [3, formula (2.14)] and (A.43), the self-consistent pseudospectrum of r related to
its linearization Lr is given by
D˜
Lr
ε =
{
z : lim sup
t↓0
1
t
‖ ImM r,zi t ‖C2mr×2mr ≥
1
ε
}
, (A.60)
for any ε > 0, where the matrices M r,zi t were defined in (A.38). Similarly as in Lemma A.11, for any
r ∈ Tq one can construct a solution to the Matrix Dyson equation (A.38) using the free probability
representation
M r,zi t = (id2mr ⊗τS)
( −i tImr ⊗ 1S Lr(s, c, c∗)− zJmr ⊗ 1S
(Lr(s, c, c
∗)− zJmr ⊗ 1S)∗ −i tImr ⊗ 1S
)−1
(A.61)
= (id2mr ⊗τS)
(
(Lr,z(s, c, c∗)− i tI2mr ⊗ 1S)−1
)
. (A.62)
In the sequel we will be particularly interested in the behavior of M r,zi t for z = 0 and t ↓ 0. From the
definition of Lr,z (see (A.36)), we have that for any r ∈ Tq
‖(Lr,0(s, c, c∗))−1‖C2mr×2mr⊗S = ‖(Lr(s, c, c∗))−1‖Cmr×mr⊗S . (A.63)
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At the same time, replacing (A.21) in the derivation of the trivial bound (A.18) by ‖(r(s, c, c∗))−1‖S ≤
C following from the condition (s, c) ∈ Dq0,...,qn;C , we obtain that there exist γ > 0 such that for any
r ∈ Tq
‖(Lr(s, c, c∗))−1‖Cmr×mr⊗S ≤ γ. (A.64)
From the resolvent identity we have that
(Lr,z(s, c, c∗)− i tI2mr ⊗ 1S)−1
(
I2mr ⊗ 1S − i t (Lr,z(s, c, c∗))−1
)
= (Lr,z(s, c, c∗))−1, (A.65)
which together with (A.64) implies that
‖(Lr,z(s, c, c∗)− i tI2mr ⊗ 1S)−1‖C2mr×2mr⊗S ≤ γ +
ε
2
(A.66)
for any r ∈ Tq, ε > 0 and all t > 0 small enough. Therefore, using (A.64), (A.66) and the representation
(A.61), we conclude that for all r ∈ Tq and all t > 0 small enough
‖M r,0i t −M r,00 ‖C2mr×2mr ≤ (γ + ε)t. (A.67)
Since for all r ∈ Tq matrices M r,00 are self-adjoint, i.e., ImM r,00 = 0, we have from the above inequality
that
lim sup
t↓0
1
t
‖ ImM r,0i t ‖C2mr×2mr ≤ γ + ε, (A.68)
which yields by (A.60) that 0 /∈ D˜Lr
(γ+ε)−1
. From the induction hypothesis (A.58) we conclude that
a.w.o.p. for all 0 ≤ i ≤ n, 1 ≤ γi ≤ ℓi
0 /∈ Specθ(qi,γi(X,Y ,Y ∗)), (A.69)
where θ := (γ + ε)−1. The fact that 0 does not belong to the θ-pseudospectrum of qi,γi(X,Y ,Y
∗)
explicitly means that a.w.o.p. ∥∥∥ 1
qi,γi(X,Y ,Y
∗)
∥∥∥
CN×N
≤ 1
θ
, (A.70)
which together with the Schur complement formula, (A.15)-(A.16) and the special form of the lin-
earization blocks (A.9)-(A.10), yields (A.40) and (A.41). This finishes the proof of the lemma.
The bound (A.40) together with the Schur complement formula (A.20) applied to (Lq(X,Y ,Y
∗)−
zJm⊗IN )−1, the trivial bound (A.21) applied to q(X,Y ,Y ∗) and the norm bounds ‖Xα‖CN×N ≤ 3 and
‖Yβ‖CN×N ≤ 3 holding (similarly as in (2.7)-(2.8)) a.w.o.p., imply the trivial bound for the generalized
resolvent in random matrices.
Corollary A.15. There exists CwLq > 0 depending only on the linearization Lq, such that a.w.o.p.
‖(Lq(X,Y ,Y ∗)− zJm ⊗ IN )−1‖Cm×m⊗CN×N ≤ CwLq
(
1 +
1
Im z
)
. (A.71)
A.6 Local law for rational expressions in random matrices
Denote, as before, by S a C∗-algebra containing a freely independent family {s1, . . . , sα∗ , c1, . . . , cβ∗}
of α∗ semicircular and β∗ circular elements in a NC probability space (S, τS). Let q ∈ Qq0,...,qn
be a rational expression of height n and assume that (s, c) ∈ Dq0,...,qn;C(S) for s = (s1, . . . , sα∗),
c := (c1, . . . , cβ∗) and some C > 0. Let
L = L(x,y,y∗) := K0 ⊗ 1A −
α∗∑
α=1
Kα ⊗ xα −
β∗∑
β=1
(
Lβ ⊗ yβ + L∗β ⊗ y∗β
)
(A.72)
be the linearization of q constructed via the algorithm from Section A.2.
In order to formulate the local law, we need to introduce the notion of the stochastic domination.
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Definition A.16 (Stochastic domination). Let (ΦN )N∈N and (ΨN )N∈N be two sequences of nonneg-
ative random variables. We say that Φ is stochastically dominated by Ψ (denoted Φ ≺ Ψ), if for any
ε,D > 0 there exists C(ε,D) > 0 such that for all N ∈ N
P[ΦN ≥ N εΨN ] ≤ C(ε,D)
ND
. (A.73)
Let q(X,Y ,Y ∗) ∈ CN×N be the evaluation of q on the α∗-tuple of Wigner and β∗-tuple of iid
random matrices satisfying (H1)-(H3), and define the linearization matrix
H := L(X,Y ,Y ∗) = K0 ⊗ IN −
α∗∑
α=1
Kα ⊗Xα −
β∗∑
β=1
(
Lβ ⊗ Yβ + L∗β ⊗ Y ∗β
)
. (A.74)
Let Gz := (H − zJ ⊗ IN )−1 ∈ CmN×mN be the generalized resolvent of H. Note that the generalized
resolvent Gz, when viewed as taking values in C
m×m ⊗ CN×N , can be written as
Gz =
N∑
i,j=1
Gz,ij ⊗ Eij, (A.75)
where the collection of matrices Eij := (δkiδjl)1≤k,l≤N form a standard basis of CN×N and Gz,ij ∈
C
m×m is an m×m matrix for each (i, j) pair. In general, we will follow the convention that for any
A ∈ Cm×m ⊗ CN×N we denote by Akl ∈ CN×N , k, l = 1, 2, . . . ,m the (k, l)-th block according to the
C
m×m factor in the tensor product, while Aij ∈ Cm×m, i, j = 1, 2, . . . , N denotes the (i, j)-th block in
the second factor, i.e.
A =
m∑
k,l=1
Ekl ⊗Akl =
N∑
i,j=1
Aij ⊗ Eij , (A.76)
in particular Aij(k, l) = Akl(i, j).
Let M
(sc)
z : C+ → Cm×m be a matrix valued function given by (A.25). For each z ∈ C+ we define
the stability operator Lz : C
m×m → Cm×m corresponding to M (sc)z by
Lz [R] = R−M (sc)z Γ[R]M (sc)z , R ∈ Cm×m. (A.77)
For n ∈ N and an operator R : Cn×n → Cn×n we denote by ‖R‖Cn×n→Cn×n the operator norm of R
generated by the the operator norm on Cn×n. Then the following holds.
Theorem A.17 (Local law for rational expressions). Let M
(sc)
z be defined as in (A.25) and let Lz be
the stability operator corresponding to M
(sc)
z . If there exist C0 > 0 and I ⊂ R such that for all z with
Re z ∈ I and 0 ≤ Im z <∞
(M1) ‖M (sc)z ‖Cm×m ≤ C0;
(M2) ‖L −1z ‖Cm×m→Cm×m ≤ C0,
then the optimal local law holds for G(z) on the set I, i.e., uniformly for Re z ∈ I
max
1≤i,j≤N
∥∥∥Gz,ij −M (sc)z δij∥∥∥
Cm×m
≺
√
1
N Im z
,
∥∥∥ 1
N
N∑
i=1
Gz,ii −M (sc)z
∥∥∥
Cm×m
≺ 1
N Im z
. (A.78)
In particular, this implies that on the set I the optimal local law holds for the rational expression in
random matrices q(X,Y ,Y ∗), i.e., uniformly for Re z ∈ I
max
1≤i,j≤N
∣∣∣gz,ij −M (sc)z (1, 1)δij ∣∣∣ ≺√ 1N Im z , ∣∣∣ 1N
N∑
i=1
[gz,ii −M (sc)z (1, 1)
∣∣∣ ≺ 1
N Im z
, (A.79)
where gz = (gz,ij)
N
i,j=1 := (q(X,Y ,Y
∗)− zIN )−1 ∈ CN×N .
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Note, that by the definition of the generalized resolvent and (A.20) and the notational conven-
tion (A.76), we have that gz,ij = Gz,ij(1, 1) for all 1 ≤ i, j ≤ N .
Proof. Our proof of the local law for linearizations of rational expressions (A.78) is analogous to the
proof of the corresponding result for linearizations of polynomials in Wigner and iid matrices [10,
Theorem 5.1]. Below we provide a summary of the important steps of that proof and show how these
steps are adjusted to the current setting of rational expressions.
1. Restricting analysis to the set where q(X,Y ,Y ∗) is well defined. In contrast to the case when q is a
polynomial, the evaluation q(X,Y ,Y ∗) may not always be well defined and the generalized resolvent
Gz may not always be bounded, even when z ∈ C+, i.e. the a priori bound analogous to (2.5) in
[10, Lemma 2.5] may not hold. But according to Lemma A.14 and Corollary A.15 this bound can be
replaced by (A.71) and the existence of q(X,Y ,Y ∗) can be guaranteed on an event Θ = ΘN of asymp-
totically overwhelming probability. The entire analysis is then restricted to this set. In particular, the
indicator sets χ(·) in the proof of [10, Theorem 5.1] should be replaced by χ(·) ∩Θ.
2. Exploiting the Kronecker structure of H and regularization of the DEL. Similarly as in the poly-
nomial case, any linearization of a rational expression evaluated on Wigner and iid ensembles belongs
to the class of Kronecker random matrices. Therefore, in order to obtain the initial estimates on the
error term, we use the results of [3, Lemma 4.4]. As in the polynomial setup these results require
introducing a small regularization ω = iu with u > 0 in order to use the stability theory of the MDE
(A.38). The bounds in [10, Lemma 5.2] are uniform in this regularization and are a consequence of the
a priori estimate [10, Lemma 2.5]. In our current setting they remain true when this a priori estimate
is replaced by (A.18).
3. Effective replacement of the Ward identity. Using again the trivial bound (A.18) instead of [10,
Lemma 2.5], one can obtain the Ward identity type estimates (see, e.g., [10, formula (5.13)]) for the
error terms involving the generalized resolvent.
4. Finishing the proof. With the above modifications the proof of Theorem A.17 can be obtained by
following the proof of [10, Theorem 5.1] line by line.
By replacing [10, Lemma 2.5] with the trivial bound (A.18) we also obtain the global law for (the
linearizations of) rational expressions.
Corollary A.18 (Global law). For any z0 ∈ C+∣∣∣ 1
N
Tr gz0 −M (sc)z0 (1, 1)
∣∣∣ ≺z0 1N . (A.80)
From (A.27) the function M
(sc)
z0 (1, 1) is a Stieltjes transform of a probability measure 〈e1, V (dλ)e1〉,
which together with Corollary A.18 implies that in probability (and almost surely) the empirical
spectral measure of q(X,Y ,Y ∗) converges weakly to 〈e1, V (dλ)e1〉 as N →∞.
Remark A.19. Note that in the proof of Corollary A.18 we do not assume the conditions (M1)-(M2).
Remark A.20. In [30] an induction argument on the height of rational functions (similar as in the
proof of Lemma A.14) was used to show, that the rational expression in GUE (or Wigner) matrices
converges in trace and in norm almost surely to the corresponding rational expression in semicircular
elements.
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