Lithium-ion cells currently power almost all electronic devices and power tools; they are a key enabling technology for electric vehicles and are increasingly considered to be the technology of choice for grid storage. In line with this increased applicability, there is also an increase in the development of new commercial lithium-ion cell technologies that incorporate innovative functional components (electrode material compositions and electrolyte formulations) and designs, leading to a diverse range of performance characteristics. The uniqueness of each technology in-turn gives rise to unique evolutions of cell performance as the cell degrades because of usage. Non-destructively measuring and subsequently tracking the evolution of lithium-ion cell characteristics is valuable for both industrial engineers and academic researchers. To proceed in this regard, stakeholders have often devised their own procedures for characterising lithium-ion cells, typically without considering unification, comparability or compatibility. This makes the comparison of technologies complicated. This comprehensive review for the first time has analysed and discusses the various international standards and regulations for the characterisation and electrical testing of lithium-ion cells, specifically for high-power automotive and grid applications.
Introduction
The availability of affordable, cost effective energy and powerdense lithium-ion (Li-ion) cells is changing many industries. In comparison to lead-acid cells which have energy densities in the region of 33-42 Wh/kg and 50-70 Wh/L, power-densities of up to 180 W/kg and lifetimes of between 200 and 300 cycles [1, 2] , modern Li-ion cells have significantly better energy densities up to 250 Wh/kg (450 Wh/L for LiCoO 2 /graphite cells) [2, 3] , power densities up to 30 0 0 W/kg for lithium iron phosphate (LiFePO 4 ) (LFP)/graphite cells [2, 4] and cycle life in excess of 20,0 0 0 cycles for cells with lithium titanate (Li 4 Ti 5 O 12 ) negative electrodes [5, 6] . These features have driven Li-ion batteries to become the preferred solution for electrical energy storage. It is forecasted that across the automotive, consumer electronics and grid storage sectors, the demand for Li-ion batteries will grow from 61 GWh in 2015 to 124 GWh in 2020 [7] .
The continuous advances in Li-ion cell technology, for example, advances in electrode material, electrolyte design and cell design, means that cell characterisation tests are necessary to compare the capability and track the evolution of performance over cell life. Such tests should provide useful and comparative data and be repeatable. In addition, it is just as important to understand their limitations. Typically, three parameters: cell capacity, resistance and open circuit voltage (OCV) are used to define the electrical performance of Li-ion cells. Cell capacity tests are used to define the maximum capacity in applications under a given load, while OCV tests provide key information on the thermodynamic properties of a cell. Resistance tests on the other hand, characterise cell dynamics. These tests are used to both characterise initial cell capabilities and quantify cell degradation through "reference performance tests' (RPT). The vast majority of battery engineers currently quantify ageing via loss of cell capacity (capacity fade) and increased cell resistance (power fade). The methods employed for capacity, resistance and OCV tests are not concurrent, i.e. there are multiple ways to measure capacity, impedance and OCV, and there is no 'one size fits-all' approach. Fundamentally, the appropriateness of a test depends on what the investigator is studying. The aim of this work is to present a comprehensive and critical review of the existing methods for cell characterisation with the objective of empowering the reader to make an informed decision on the most appropriate suite of tests for their application.
Previous works on reviewing characterisation standards, such as the work of Mulder et al. [8] , focussed on the comparability of the results obtained from implementing different testing standards. In this work, the focus is on educating the reader on the subtle differences between the various methods of characterisation and to include tests relevant to commercial cells. We restrict this review to non-invasive dynamic and thermodynamic tests; readers interested in post-mortem tests are directed to the recent reviews by Waldmann et al. [9] and Lu et al. [10] and for in-situ techniques Harks et al. [11] .
Capacity tests
In the simplest terms, capacity is a measure of the total electric charge stored in a cell. This is governed by the amount of active material available for intercalation (electrodes) [12] . As a cell loses lithium inventory and/or active material, the capacity of the cell reduces. In an automotive context, this reduction in cell capacity reflects a reduction in the maximum driving range of an electric vehicle. Cell capacity, therefore, is a convenient metric for defining the state of health (SoH) of a Li-ion cell [5, [13] [14] [15] [16] .
Capacity test methodologies
The established method of measuring a cell's capacity is to first fully charge and then discharge the cell. During the discharge step, the time integration of current in Ah is recorded by Coulomb counting. The most commonly adopted method for charging a battery is via the constant-current constant-voltage profile with a low current cut-off (typically less than 10% of the constant-current value) for the constant-voltage part. Although the continuous discharge of a cell using a constant current is the most common State-of-Health method, methods for discharging a cell can vary widely [17, 18] . Beyond the simplicity of interpreting the results, this method has the advantage of less variability over other methods because: (i) the test is easily repeatable, (ii) the Coulomb counting method is subject to less current measurement errors (over constant power profiles, for example) and (iii) variability in resistive heat losses are better defined.
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The measured capacity of a cell is dependent on the operational conditions under which the cell is tested; namely, the temperature and charge-discharge profile. Within the Butler-Volmer framework of Eq. (1) used to describe the reaction rates in electrodes, a higher discharge rate (which equates to a higher electrode current density, i ) leads to a larger overpotential, i.e. the difference between the electrode potential and equilibrium potential, η, as expressed by
where i 0 is the exchange current density, α a and α c are the anodic and cathodic charge transfer coefficients, respectively, F is the Faraday constant and R is the universal gas constant. Since the equilibrium potential reduces with the state-of-charge (SoC) and internal resistance of the cell increases with the SoC, overpotentials at a low SoC progressively become higher causing a cell's voltage to reach the lower voltage limit before all the stored capacity in the cell is released. Therefore, the accessible capacity of a cell decreases as the current rate increases [19] .
The reaction rate of lithium insertion is believed to have an Arrhenius dependence on temperature ( T ), A re f e E A act R
where A ref is a pre-exponential factor and E A act the activation energy which depends on the SoC as shown by Liaw et al. [20] . Higher temperatures cause both ion mobility and solid-state diffusion to improve, thus reducing a cell's internal impedance and overpotential. This means that a cell can discharge more capacity before the lower voltage limit is reached. The opposite is true for colder temperatures. In addition, at lower temperatures, the electrolyte is more viscous and ion transport properties are reduced [21] , setting a lower limit on performance and consequently a lower capacity.
Because cell capacity is dependent on testing conditions, international cell testing standards suggest testing at different ambient conditions and discharge rates. Although this provides a guideline, the research community has pushed the boundaries of testing further, partly to cater to automotive applications. A review of constant-current capacity tests both within the academic literature and industrial standards is presented in this subsection. Fig. 1 summarises the various continuous discharge currents and temperatures suggested for cell capacity tests. Most test standards, as well as the research community, suggest to perform a 1C or C/3 capacity test at 25 °C. C-rate is defined as the current value which will discharge a battery from a fully charged state to a fully discharged state in 1 h; in battery testing it is commonly defined as the current value equal to the rated capacity (Ah) of a cell, which may not always be true. In reality, the 1C or C/3 rate is arbitrary and has little electrical or electrochemical significance; it has likely been adopted as a baseline test rate relative to which results of other C-rates are often compared. To investigate new electrode designs in novel energy storage material research and similar research, current per unit of electrode surface area (A/cm 2 ) is used, which allows a direct comparison; this cannot be achieved with Crates. However, A/cm 2 cannot be used with most commercial cells as electrode surface areas are not known; therefore, despite its advantages, the C-rate is used.
The IEC 62,660-1 standard [22] employs only one C-rate which differs depending on the application: C/3 for electric vehicles and 1C for hybrid electric vehicles. The International Organization for Standardization (ISO) published a two-part standard: the first part, ISO 12,405-1 [23] for high-power applications and the second part, ISO 12,405-2 [24] for high-energy applications. Although the main scope of these two parts are for battery packs, the ISO has suggested that they can also be used for cell testing. For high-power applications, the ISO 12,405-1 standard suggests using 1C, 10C or the maximum C-rate suggested by the manufacturer. For highenergy applications, the ISO 12,405-2 standard proposes the use of C/3, 1C, 2C or the maximum C-rate for discharge capacity tests. In the FreedomCAR battery test manual [25] prepared for the U.S. Department of Energy, a 1C current is suggested. In contrast, the most recent U.S. Department of Energy standard [26] suggests replacing the 1C-rate with a value relevant to the designed battery pack; the actual value is scaled from 10 kW constant power for a standard pack. This pack-level rate can be scaled down for celllevel testing depending on the number of cells in a pack; therefore, the actual rate is not fixed for all types of cells but depends on the pack requirement. The standard QC/T 743) proposed by the People's Republic of China advises the use of a base C/3 rate and an additional test at 1.5C for high energy and 4C for high power applications [27] .
To contextualise the discharge rates suggested by the six standards, consider that analysis of motorway driving (average 70 mph) for the Tesla Model X electric vehicle (100-kWh battery pack, 295 EPA range) highlights an average discharge rate of around C/4; the corresponding value for the Nissan Leaf (40-kWh battery pack, 151 EPA range) is around C/2. A significant drawback of using C-rates that are different to the C-rates identified through the analysis of the application (by a factor of two or more) is the eventuality of premature/delayed labelling of end of life, even though it may not be fit for purpose. This is because of the convoluted sensitivity of capacity measurements to C-rates through cell impedance and heating [28] . Therefore, a more helpful approach for defining C-rates to be used for capacity measurements is to use the rootmean-square of cell current in an application.
There is a large variation of temperatures suggested for capacity tests in the literature. The IEC 62,660-1 standard suggests the use of 0 °C, 25 °C and 45 °C as representative of low, average and high operating temperatures of a vehicle, respectively. While both the ISO 12,405-1 and ISO 12,405-2 standards suggest measuring capacity from as low as −20 °C to a maximum of 40 °C, the QC/T 743-2006 standard [27] pushes the maximum temperature limit higher to 55 °C. In the context of electric vehicles and hybrid electric vehicles, operational temperatures can range between −30 °C and 55 °C. During operation, most thermal management systems will employ a thermal management strategy which limits the temperature to a value typically between 30 °C and 35 °C, which is assumed for all technologies to be the optimum limiting temperature for performance and lifetime [29, 30] . However, the cells will be exposed to extreme temperatures while parked and not thermally managed. Therefore, testing for capacity at −30 °C and 40 °C is perhaps necessary to understand the operational limits for electric vehicle and hybrid electric vehicle applications.
As previously mentioned, colder temperatures limit ion mobility and the accessible capacity of a cell. An extreme combination of C-rate and temperature is therefore the 10C-rate at −20 °C suggested in Refs. [5, 31, 32] . Under these conditions, most Li-ion cells, with the exception of those containing lithium titanate oxide, Li 4 Ti 5 O 12 , as a negative electrode, are unable to sustain large currents [33, 34] for safety reasons and the risk of dendrite lithium platting at the carbonaceous negative electrode to short circuit a cell [34] . In addition, a capacity value measured with a high discharge rate at a low temperature may not represent the capacity value at that test temperature. The cell temperature will be much higher than the test temperature because of self-heating; for a 10C discharge test at −10 °C, the cell temperature can rise to 45 °C by the end of discharge [35] .
It is worth highlighting that the general envelope of temperatures and currents outlined in cell testing standards coincide with the scientific literature. Key differences are that the scientific literature include tests at higher ( > 1C) charging rates and have a larger concentration of tests at lower ( < C/3) discharge rates. These differences reflect improvements in cell performance and the development of new analysis techniques (as discussed in later sections).
Application of constant-current capacity tests for modelling
Li-ion battery models can be divided into three broad groups: electrochemical models based on underlying electrochemical theory [36] [37] [38] , semi-empirical models which exploit a combination of data and analogies with other physical systems and data-driven approaches which employ statistical techniques to learn from data directly without relying on rules-based programming. A detailed review of each modelling approach is beyond the scope of this work; readers are directed to [39] .
The most established electrochemical battery model is the model proposed by Doyle, Fuller, and Newman (DFN) [36] . The framework is widely used within the battery community and has not been significantly modified in the last two decades. Given the difficulty in measuring some of the fundamental parameters of the model for a commercial cell, many authors use parameter estimation techniques to estimate model parameters using constantcurrent discharge curves [40] [41] [42] . Despite the issues surrounding unique identifiability of model parameters because of the relatively large number of unknown parameters in the model discussed in [43, 44] , fitting data from constant-current load tests to extract model parameters for the DFN model have been effective and can lead to a relative error of < 2% [43] when validating the parametrised model with real usage cycles. It is worth noting that, under constant-current tests, there is a likely impact of 'local (electrode level) SoC' inhomogeneities [45] on identified model parameter values that has not been quantified in the literature. Beyond parametrisation, the authors of [42] claim that identifying and tracking the evolution of model parameters using constant-current capacity data unmasks the underlying mechanisms involved in battery degradation during cycling and storage.
Parametrisation of semi-empirical models by fitting constantcurrent load data is over-simplistic and hinders the accuracy of a model when environmental and load conditions differ from the training data set. The most notable semi-empirical model is the equivalent circuit model (ECM) which employs resistors, capacitors and a voltage source to form a circuit network that analogously describes cell behaviour [46] . Because the resistor and capacitor elements within the ECM are influenced by measurement timescale [47] , using constant-current capacity tests with typical timescales of ∼ 3600 s has limited scope for grid applications or other applications with similar load profiles.
Data-driven approaches have gained attention because of the increasing availability of large quantities of battery data. Datadriven techniques can be applied in various ways, and each amounts to different assumptions about the nature of the underlying processes. The simplest and most common data-driven approach is to use large look-up tables containing charge/discharge capacity measured for different constant-current rates and temperatures [48] [49] [50] which can then be used to directly map voltage to a battery SoC. The principal limitation of such empirical models is the accuracy to which the SoC and by extension, range, can be estimated under dynamic loads as is the case in real-world scenarios. The discrepancy between actual driving range and that estimated by a battery management system (BMS) employing such empirical models can be in the region of 25% [51] [52] [53] .
Within the class of data-driven models are models that use statistical techniques and machine-learning techniques for time-series forecasting. These models have been used to estimate SoC and SoH and include, for example, neural networks [54, 55] , support vector machines [56] [57] [58] , Kalman filters [59, 60] and Gaussian processes [61] . There are two principal limitations to these models. First, the large amount of training data required to generate accurate predictions is often more than six months' worth [61] , and second, the accuracy of the model is poor when environmental and load conditions differ from the training dataset.
Application of constant-current capacity tests for characterising degradation
The ageing of Li-ion cells involves complex electrochemical processes which encompass various ageing mechanisms [5, 32, [62] [63] [64] [65] [66] [67] [68] [69] . The activation of an ageing mechanism depends on the usage conditions. The effect in systems engineering is quantified by the SoH, which is defined as a loss of cell capacity (capacity fade) and an increase in cell resistance (power fade).
To understand the causal relationship between usage profile and capacity and power fade, a number of authors have carried out ageing studies where usage has been categorised as cycling (cycle life test, i.e. long-term ageing tests where current i = 0) [5, 13, 14, [70] [71] [72] [73] [74] or storage (calendar life tests, i.e. long-term ageing storage tests where i = 0) [75] [76] [77] . To characterise the impact of these long-term ageing tests, a plethora of characterisation tests have been performed. Specifically, constant-current capacity tests are used to define capacity fade. For example, Wang et al. [13, 78] used C/20, C/2, 3C, and 6C constant-current capacity tests to characterise the effect of their ageing tests, while Kassem et al. [16] employed C/10, C/5, C/2, 1C, 2C, 3C, and 5C discharge rates. Some researchers, such as Zhang et al. [13, 70] , opted to measure capacity at different temperatures.
There are nuances in employing different C-rates and temperatures in capacity tests to capture degradation. For degradation studies, lower C-rates provide a more accurate valuation of thermodynamic capacity loss through loss of lithium inventory (LLI) and loss of active material (LAM). Lower C-rates ≤ C/10 also facilitate electrochemical voltage spectroscopy analysis [79] which has been employed to derive an understanding of degradation mechanisms involved in the ageing process [49, 80, 81] . At higher Crates ≥ C/10, resistive effects play a more pronounced role and the kinetics can be investigated. Capacity tests employing higher Crates will therefore include a convoluted mixture of both thermodynamically and kinetically induced changes. However, low C-rate tests have their own set of challenges; side reactions can influence the results if a test duration is very long [82] , and high-precision battery cyclers with very low leakage current through voltagesense cables are needed (details explained in Section 6 ). When low C-rate charge-discharge capacity is performed to high precision, the result also can be used to forecast battery life [83, 84] . However, prolonged characterisation profiles introduce another potential source of cell degradation. Every charge-discharge cycle contributes to ageing as was shown by Zhang et al. [13] . In a worstcase scenario, carrying out a set of characterisation tests (capacity pulse power and electrochemical impedance spectroscopy (EIS) tests) at −10 °C, 0 °C, 25 °C and 45 °C can reduce the cell capacity by up to 2.8%.
Discussion
A diverse range of capacity tests exists in the literature employing a wide range of C-rates and temperatures.
A pragmatic approach that yields useful relevant application data is to characterise cell capacity considering C-rates that correspond to the root mean square (RMS) current of typical usage profiles and temperatures. A number of factors should be considered when analysing typical usage profiles. These include: (1) RMS power/current demand, (2) harmonic content of the power/current demands and (3) individual user conditions. In an automotive scenario, the RMS power/current demand is directly related to the speed limit of the road, e.g. highway driving will have a higher average speed than city driving. The type of road will directly impact the variation of power/current demand. For example, while highway driving has higher average demand, it is expected that current/power fluctuations are low. In city driving, however, the average speed is low but there is a more pronounced fluctuating load profile because of frequent stop-starts and accelerations.
A lack of data around usage profiles can be estimated via tools such as AVL CRUISE or the 1-D model proposed by Taylor et al. [85] which are relevant for automotive applications. The proposed model was used to calculate the power/current demand on an individual cell within a battery and considered vehicle parameters such as mass and drag coefficient. An example of the electrical load on a cell generated from the well-established Artemis Motorway drive cycle [86] using the 1-D model presented in [85] which considered a vehicle with a 28-kWh battery pack constructed from 20Ah LFP commercial pouch cells is shown in Fig. 2 . The RMS power for this example was 31.9 kW at pack level.
If further detailed analysis on degradation modes is sought, then low C-rate ( ≤ C/10) capacity tests can be performed which will generate thermodynamic data. In this case, when the appropriate high-precision equipment are employed and side reactions are minimised, a lower rate yields better accuracy.
Open-circuit voltage tests
Open-circuit voltage (OCV) tests refer to the measurement of the equilibrium voltage of a cell as a function of the SoC. At the full-cell level, the OCV vs. SoC curve is defined by the OCV curves of both active electrodes, the positive electrode (PE) and the negative electrode (NE). The specific individual electrode potential is the potential difference between an electrode and a reference, in most cases lithium metal when no external current flows and the electrode potentials are at equilibrium. As such, the electrode potential incorporates thermodynamic information about the electrode such as the number and types of phase transitions undergone by the electrode materials during charge and discharge (most battery electrodes undergo several phase transformations) and the amount of lithium intercalated in any given phase [87] . Mathematically, the potential of an electrode material during a phase transformation can be expressed via the chemical potential, which determines the change in internal energy resulting from a change in the concentration of the ionic species. At equilibrium, and for each phase, this can be calculated using the Nernst equation as [88, 89] 
where E 0 is the standard redox potential, R is the gas constant, T is the temperature, z is the number of electrons exchanged in the redox reaction ( z = 1 for Li-ion systems), e is the elementary charge and a i is the chemical activity of each electrode a + i for positive and a − i for negative electrode. In intercalation reactions, E 0 reflects the energy of intercalated ions in specific sites within the lattice of the host material [90] . The ratio of activities is dependent on the Gibbs free energy of pure reaction of the products and the reactants [91] .
However, there are cases where the electrode potential does not display Nernstian behaviour.
The full electrode thermodynamic potential/voltage signature depends on the number of phase transformations and solid solutions that the active material experiences during lithium intercalation and de-intercalation. Fig. 3 presents an example of a hypothetical material M undergoing lithiation to LiM. The phase diagram of Fig. 3 (a) shows the different stable phases in the system (Greek letters) as well as their domain of stability for both composition and temperature. At a given temperature as depicted by the dotted line, the voltage variation associated with lithiation can be predicted according to the nature of the reaction, solid solution (one phase) or phase transformation (two phases). The associated voltage variation is shown in Fig. 3 (c) . The voltage of solid solutions varies with the composition because the Gibbs free energy of a pure reaction changes with the composition ( Fig. 3 (b) , Region I, III and V). Phase transformations present a voltage plateau because there is a mixture of two phases which convolute, and thus G 0 f remains constant ( Fig. 3 (b) , Region II and IV).
The electrochemical response of an active material is influenced principally by the transition metals that are undergoing oxidation and reduction (e.g. LiFePO [92] [93] [94] [95] .
At the full-cell level, the OCV vs. SoC curve is defined by the OCV curves of both active electrodes and two other significant parameters: the loading ratio that relates the capacity of the PE with respect to the NE and an offset that takes into consideration eventual SoC shifts between the electrodes, i.e. that an electrode might not be full when the other one is empty and vice versa, this is shown in Fig. 4 (a) [96] .
Contrary to the assertion of some authors, the OCV vs. SoC relationship of full cells changes with temperature and aging [97] [98] [99] [100] . This is clearly identified from Nernst Eq. (3) which shows a temperature dependency; nevertheless, such changes are in most cases minimal and hence negligible. Changes in cell-level OCV with temperature can also be induced by changes in the boundaries defining regions corresponding to solid solution and phase transformation as depicted by the dotted lines in Fig. 3 . In most cases, the OCV curve of the individual electrodes will not change with aging because most materials are stable and will to intercalate/deintercalate lithium in the same way close to equilibrium. There are, however exceptions, with the best known being the voltage fade of high-energy Li-rich layered materials [101] . Even with both electrodes having stable OCV curves with aging, the OCV curve of a full cell is likely to evolve significantly upon aging because aging induces changes in the balance between the positive and negative electrodes and thus modifies the loading ratio and the offset as shown in Fig. 4 (a) . Changes in the loading ratio and offset not only affect the voltage response of a full cell but also its capacity retention. Fig. 4 (b) presents an example of the impact of loading ratio and offset variation on capacity loss (contour plot). Further details are discussed in the electrochemical voltage spectroscopy (EVS) section.
It is essential to understand the origin of OCV and how it changes depending on the aging conditions. Of equal importance is a proper definition of SoC, a parameter that is often ill-defined in the literature. The definition of SoC is not straightforward and differs within the published literature. According to the USABC [102] , SoC is defined as "the ratio of the Ampere hours remaining in a cell at a given rate to the rated capacity under the same specified conditions ". This is often misinterpreted in a second definition where the ' rated capacity ' is replaced by the ' nominal capacity '. These definitions differ because the "rated capacity under the same specified conditions " refers to the maximum capacity at the rate that was used under the same environmental conditions and not to nominal conditions. For electrochemists, SoC is a thermodynamic state function that relates to the ratio of the remaining intercalation sites for Li ions divided by the total number of sites. These three definitions are different and should not be confused. To take an analogy of a fuel tank, the true USABC definition refers to the distance that can be covered if the speed is maintained. If the speed is reduced or increased, the scale has changed, and subsequently a new estimation is necessary. The misinterpreted definition using the nominal capacity instead of the rated capacity refers to the distance that can be covered if the speed is set to a predetermined value (the rate at which the nominal capacity was determined). The thermodynamic definition refers to the distance that can be covered if the speed is reduced to the point where the fuel consumption is the lowest possible. As a fuel gauge, the USABC definition is more intuitive; nevertheless, in this case, the SoC scale changes with current and thus provides no reference to thermodynamics. The thermodynamic definition makes the least sense as a fuel gauge but offers in-depth information and thus is easier to use for modelling and degradation analysis. The misinterpreted definition serves no purpose and should never be used. The ambiguity in defining a true accepted SoC measure arises from the fact that both the USABC and thermodynamic definitions are relevant depending on the application. One solution to this problem was proposed by Dubarry et al. who used the USABC definition to calculate the depth of discharge and the thermodynamic definition to calculate the SoC [103] . In this case, depth of discharge was not equal to 1-SoC, however, a convenient fuel gauge was kept while avoiding any ambiguity. More information on SoC can be found in a recent review by Li et al. [104] .
The thermodynamic definition of SoC, i.e. using the number of available intercalation sites, is not adapted to modern Li-ion cells and packs for several reasons. There are two working electrodes and, in most cases, they are each limiting at either end of the charge and discharge boundaries. That is, none of the electrodes utilise their full range of available intercalation sites and therefore their full SoC range. In the majority of cases, the NE is limiting at the end of discharge and the PE at the end of charge; this relates to the solid electrolyte interface (SEI) layer formation and the excess graphite introduced to avoid plating, respectively. This is different than Li 4 Ti 5 O 12 -based cells, where the NE is limiting on both sides, and therefore the cell SoC is the same as that of the NE [105, 106] . Another issue arises with the use of layered oxides such as LiCoO 2 , NCA and LiCo 1/3 Ni 1/3 Mn 1/3 O 2 (NMC), where high voltage reactions are not fully reversible. As a result, such materials are never fully delithiated, and thus, even if the PE is limiting at the end of charge the true SoC of the PE is not 100% at the end of charge. To take all of this into account, an SoC definition based on exchangeable Li ions was proposed in [49] . This definition only considered the maximum number of Li ions that could be exchanged at a really low rate for a given potential window. This definition is universal and applies to half-cells, full cells and battery packs, even if imbalanced.
It is also important to note that, for every SoH, 100% of the SoC is available at low rates. The SoC scale needs to be continually ad- justed with aging so that a 100% SoC corresponds to the maximum available capacity at any given time.
The most common method of measuring the OCV vs. SoC curves is based on the galvanostatic intermittent titration technique (GITT) or pseudo-OCV test. In what follows, the techniques for measuring OCV and the associated hysteresis are discussed.
Galvanostatic intermittent titration technique
Popularised in the late 1970 s [107] [108] [109] [110] , the GITT systematically adjusts a cell's SoC with prolonged relaxation periods in between. The cell voltage changes with time mainly because of the concentration gradient in the electrolyte and solid phase (diffusion) and redistribution in the solid phase. The length and current of the discharge/charge step and the duration of the relaxation is dependent on the cell temperature and the required accuracy. Since kinetic contributions are avoided in this technique, these OCV measurements are believed to be the most accurate. An alternative method to GITT is the potentiostatic intermittent titration technique which employs voltage as a control parameter instead of current to produce similar results. However, GITT has been found to be much more popular than the potentiostatic intermittent titration technique in previous studies reported in literature.
The FreedomCAR standard [25, 26, 111] (now attributed to US-ABC) outlines the measurement of OCV with periods of relaxation between charge/discharge pulses. Although this is not strictly a GITT test, it recommends discharging the cell in 10% steps and subsequently recording the voltage after 1 h of rest. This granularity of data and accuracy (considering the error that arises from assuming that a cell reaches close to thermodynamic equilibrium in 1 h) is considered sufficient for applications such as offline and online battery management system (BMS)-level modelling [112] . This is because the largest error in OCV measurements which employ the FreedomCAR approach (typically < 0.03%) is significantly smaller than the smallest error of typical system-level models (typically > 2%) [113] . To achieve smooth OCV curves in this case, modellers often employ spline functions [114] or other smoothing tools in their models.
More precise measurements of OCV can be informative to the scientific community interested in accurately identifying different electrochemical reactions and phases in both electrodes [115] . The obvious change to the FreedomCAR method is the introduction of more than 11 data points; i.e. to use SoC increments smaller than 10%. The second improvement is the introduction of longer relaxation periods. It has been suggested that a resting period of 1 h is acceptable for LFP batteries [116] , but this is unlikely to be long enough for other Li-ion cell chemistries to reach electrochemical equilibrium [117] [118] [119] , thereby leading to discrepancies between the theoretical OCV and measured OCV. Li et al. [116] showed a cell voltage change of only 2 mV after 1 h of relaxation for an LFP cell. However, in [119] , it was argued that a cell including LFP may not reach electrochemical equilibrium even 40 h after a discharge/charge event. However, [118] suggests that 4 h is sufficient for cells to reach a state close to equilibrium, such that any further changes in voltage typically lower than 1 mV cannot reliably be measured with common cell characterisation equipment. Although long relaxation periods will provide voltage values very close to theoretical, one has to weigh the improvement of the measured values against the possibility of slow chemical reactions in the cell which alter the true equilibrium state.
The authors of [118] argued that the optimal trade-off between accuracy and test duration is to measure OCV for every 1% SoC increment with a rest time of 4 h, which equates to 17 days of test time (101 rest periods, each of 4-h duration ∼17 days). This is prohibitively long for investigators both within academia and industry and may not be economical or possible if time is of importance. As alluded to above, in system-modelling applications, the FreedomCAR approach is sufficient. For example, Zhang et al. [120] measured OCV according to the FreedomCAR standard. These data were then used to develop an SoC estimation algorithm which employed an extended Kalman filter to correct for state estimation errors. Using this extended Kalman filter algorithm, the SoC estimation error was found to be within 5% during the entire process of charging and discharging of a battery, which met the SoC accuracy requirements set out in that study. Furthermore, the error in SoC estimation was negligible related to OCV measurements and was linked more with errors in estimating a battery's dynamic state [120] . For tests aimed at characterising the change in OCV because of Li-ion cell degradation, Baccouche et al. found that using an SoC increment of 2.5% provided sufficient detail to study OCV evolution [121] .
The systematic approach to OCV testing is to first 'weigh-up' the benefit of improved accuracy against the cost of longer rest periods and shorter SoC increments. This will then inform the investigator of the required accuracy and subsequently the SoC increments and rest time needed for their application. It is also worth noting that rather than using equidistant SoC increments, a better approach is to define a bespoke distribution of SoC points based on expected non-linearity as proposed by Nikolian et al. [122] . For regions of high non-linearity in the OCV curve, it is more informative to increase the number of data points in those regions than in regions of relative linearity.
Application of GITT for characterising performance
The OCV of a cell, which is analogous to electromotive force, can be used to define the performance capability of a Li-ion cell. The GITT technique has therefore been used in exploratory research to investigate the performance characteristics of cells [123] [124] [125] . Li et al. employed the GITT technique to calculate the lithium diffusion coefficient for an entire SoC range of cells incorporated with graphene sheets [126] . Their results indicated a two-fold increase in the diffusion coefficient when graphene sheets were used. Ding et al. [124] implemented GITT to measure the Li diffusion coefficient of NMC-based cathode materials coated with AlF 3 . In more recent literature, researchers such as Luo et al. [127] , Zhu et al. [125] and the authors of [90, 128, 129] relied on the GITT technique to study the diffusion coefficient of different electrode materials. Ma et al. [130] employed GITT to compare the rate capabilities of different cathode materials, i.e. Li 4 Ti 5 O 12 , LFP, LiCoO 2 , and NMC.
GITT technique for OCV hysteresis
In some cases, the GITT curves obtained during charge and discharge are slightly different and present a potential hysteresis, even if significant rest is allowed for each step. Srinivasan and Newman [131] explained this phenomenon using a high-level shrinking core model, while Dreyer et al. [132] explained it with a single-particle model. If the voltage differences are restricted to the plateaus in either charge or discharge regimes, the origin of hysteresis is likely to be structural, i.e. a phase transformation occurs either through intercalation rather than deintercalatation or vice-versa. For example, LiMn 2 O 4 presents a 0.6-V structural hysteresis for its reaction from LiMn 2 O 4 to Li 2 Mn 2 O 4 below 3 V [133, 134] . The largest reported structural hysteresis was around 2 V for Li 4 VO(PO 4 ) 2 [135] , although this material is not considered for commercial Li-ion cells. It's noteworthy that studies based on Silicon anodes suggest a correlation between the mechanical stress experienced by electrodes and voltage hysteresis [136, 137] , although any causality is not yet established, however, indicates the requirement of further research.
If, however, most of the voltage curve is affected, a part of the measured hysteresis may be an artefact related to the issues surrounding appropriate SoC referencing. If the author's estimation of SoCs are not properly aligned when the cells are charged and discharged, a false hysteresis might be present as presented in Fig. 4 of Ref. [138] . When 0% SoC is defined as the point when a cell reaches its lowest discharge voltage V min, dis while being discharged, cells can have different relaxation voltages (different lithiated states of electrodes) depending on the discharge profile, even when discharged with the same current and at the same temperature. For example, when discharged to V min, dis with 1C constantcurrent without interruption, cells will have a higher relaxation voltage than when a cell is discharged to V min, dis with 1C pulsed current (as is done in GITT). This simple additional relaxation period allows for solid-state diffusion and reduces the polarisation at the electrodes, thus freeing Li sites at the surface for further intercalation and leading to the removal of a higher amount of Li from the anode before reaching the V min, dis as further explained in [138] .
To eliminate this offset, Barai et al. [138] suggest performing a charge OCV test immediately after the last 4-h rest period of the discharge OCV test; therefore, the last OCV measurement of the discharge OCV test is defined as 0% SoC and becomes the first measurement for the charge OCV test and removes the mismatch at 0% SoC. To remove the mismatch at 100% SoC, it is suggested that the actual capacity data are used instead of the estimated SoC. Further details can be found in Ref [138] .
This technique can provide an accurate estimation of the real OCV hysteresis for different chemistries. Employing this technique, the OCV hysteresis of an LFP cell was found [136] to be much lower than that previously shown [139] [140] [141] . To investigate OCV hysteresis, Roscher et al. [139] employed a GITT test with 5% SoC steps and 3-h intermediate rest periods. They reported an approximate 20-mV hysteresis at 50% SoC when the test was performed with C/2 charge-discharge current pulses. Interestingly, they reported that when the test was performed with a higher current pulse of 10C, the hysteresis effect was not present. This conclusion, however, was recently disputed when pulse rates between C/2 and 3C were employed to show that hysteresis was not significantly affected by charge-discharge pulse rates [142] . In [138] , the authors reported the existence of a slight OCV hysteresis for different Li-ion cell chemistries when the initial conditions were correctly identified.
Beyond thermodynamic entropic effects, materials such as LFP, Li 4 Ti 5 O 12 , and lithiated graphite (LiC 6 ) are subject to pronounced voltage-hysteresis arising from mechanical effects. Within the framework of phase-separation theory, which stipulates that during Li insertion in a delithiated bulk material, a lithiated phase region emerges in juxtaposition to delithiated phase regions, different lattice constants of lithiated and delithiated phases in phase separation materials like LiFePO 4 cause mechanical stress at the phase barrier leading to a drop in the potential inside the individual particles [143] . Moreover, lattice distortions, as a result of doping compounds, hinder the propagation of the phase barrier and thereby intensify the mechanical stress in the bulk material [144] . Accordingly, voltage hysteresis between the charge and discharge curves during galvanostatic testing is non-negligible even at low current rates. At high rates of charge and discharge, voltage hysteresis is expected to be significant. The finding of a di-minishing voltage-hysteresis at 10C is therefore unexpected. Bai, Cogswell and Bazant [145] proposed an alternative phase-field theory. Within this framework, particle filling occurs homogeneously above a critical current density. Above this critical current density, the separation into Li-rich and Li-poor phases is suppressed, and therefore, voltage-hysteresis arising from mechanical stress is reduced.
Application of GITT test for modelling
The usage of GITT-based OCV profiles varies widely depending on the modelling work, from extracting model parameters for electrochemical OCV models to directly using the data in semiempirical equivalent circuit models commonly employed for SoC and SoH estimation.
Birkl et al. [90] developed an OCV estimation model to be integrated as part of a larger cell model in a BMS. In developing their model, they measured the OCV of both half-cells and full cells using the GITT technique. Their model was reported to have an accuracy of better than 5 mV. A significant portion of this small error may be related to the relaxation period applied after each pulse in the GITT. Petzl et al. [141] reported an 8-mV discrepancy in measured OCV arising from changing the post-pulse rest in GITT from 6 min to 5 h. The OCV was found to exponentially stabilise with time. In their study, they also compared GITT test results with lowrate (C/20 and C/40) charge/discharge tests. They reported a 20-mV difference between the C/40 continuous OCV approximation compared with a GITT with 5% SoC increments and 2-h rest period between each pulse. This difference was reduced when shorter rest periods were used in the GITT. It follows that if the cells are still relaxing after 2 h, the 20-mV difference could be higher if a longer rest period was employed.
In another study, Jonghoon et al. [146] performed two GITT tests to measure OCV hysteresis, one with 10% SoC steps and another with 5% SoC steps. The data were then used to develop an online extended Kalman filter-based SoC estimation algorithm. From a comparison between the two datasets, they found that the performance of the algorithm was improved by up to 10 mV when 5% SoC-step test data were used. Similar conclusions were recently made by Mao et al. [147] , who showed that shorter pulses combined with longer relaxation periods improved estimation accuracy.
Furthermore, OCV hysteresis as a function of capacity (and thus SoC), in contrast to the use of a fixed OCV hysteresis value for all SoCs as is often assumed in literature [148, 149] , has been shown to improve the performance of an ECM model [138] typically employed in a BMS.
To support the modelling of a layered transition metal-oxide positive electrode, Dees et al. [150, 151] employed GITT to estimate Li transport within and between individual domains and the Lidiffusion parameter. In another similar study using a Li y FeSO 4 F electrode, Delacourt et al. [152] employed GITT to validate their mathematical single-particle model. The application of GITT in developing models for the electrochemical kinetics of Li ions for different electrode materials has been presented in literature [153, 154] .
GITT results along with OCV hysteresis can significantly improve model performance as reported by researchers. A key barrier to this method of OCV measurement is perhaps the duration of testing, up to two weeks, which is probably tolerated because of the improvement in model performance. Further research is required to reduce the GITT test duration.
Application of GITT tests for characterising ageing
The OCV profile measured by GITT can also provide interesting insights into cell degradation when employed along with other characterisation tests and post-mortem analysis. In a recent study, Shi et al. [129] showed that the change in cell performance characteristics, such as in a cell's polarisation properties and apparent diffusion coefficient, can be captured through a group of nondestructive tests which included GITT. They considered a cell cycled at a high temperature which led to changes in the voltage plateau of the OCV profile captured by GITT ( Fig. 5 ). This confirmed a phase change in the graphite anode. In a similar study by Kleiner et al. [155] , GITT data were used to explain how the degradation of Li-ion cells under storage ageing conditions is related to the change in the kinetics of the diffusion process within the active materials. Application of GITT to quantify ageing mechanisms has also been seen in other research [156, 157] . However, as previously mentioned, the long test duration may act as a barrier for its adoption in many other degradation related research studies [14, 16, 78, 158] where GITT could provide interesting insights for the identification and quantification of degradation mechanisms.
Low-rate cycling and pseudo-OCV test
Test methodology
Depending on the resolution required, deriving an OCV from a GITT experiment can take several weeks. To produce thermodynamic information faster, a cell can be cycled at a low rate to generate a pseudo OCV. The test is similar to a capacity test with a constant low charge/discharge rate, typically C/25 or lower. The low current is used to reduce kinetic contributions, lower the electrode polarisation and reduce ohmic heat generation. When a low driving current is used, the ohmic loss ( IR cell ) contribution to the cell voltage ( V cell ) is low [141] . Furthermore, ohmic heat generation is assumed to be negligible. An example of low-rate cycling is shown in Fig. 6 , which illustrates the ability of low-rate cycling to capture phase information. The simplicity of this approach to capture thermodynamic information has attracted interest from a large number of researchers for both modelling and capturing degradation [13, 16, 49, 75, 78, 81, 98, 100, 141, 159] . Such researchers typically employ this technique at room temperature, although repetition is usually carried out at higher and sub-zero temperatures [98, 100, 159] . There is, however, no standard C-rate employed in the literature for low-rate cycling, although C/25 is evidently the most utilised.
Even with low rates, cell hysteresis is convoluted with the cell overpotential, and the voltage response is different for each rate. Although close, neither the low-rate charge nor discharge curves can qualify as OCV or pseudo OCV. If it is to be used in place of OCV for modelling purposes, the charge and discharge hysteresis needs to be taken into consideration [138, 160] . In low-rate regimes, even where the impact of resistance can be neglected, hysteresis is present in common electrode materials such as graphite [161] [138] , and LiFePO 4 [138] . Hysteresis can also be related to path dependency [131, 132] of lithiation and should not be confused with the structural potential hysteresis mentioned in the previous section. An alternative method to GITT to gather OCV data from lowrate tests is to use an average of the charge and discharge curve. The latter is known as a pseudo-OCV profile. An example of this technique can be found in Truchot et al. [49] which employed a C/25 current to measure charge-discharge voltage. They derived the single-valued OCV from these two datasets by averaging and subsequently employed this OCV for their SoC estimation algorithm. This method of OCV measurement has been adopted in earlier research by the same group of researchers for SoC estimation from voltage relaxation [81, 98, 99, 103, 163, 164] and for ECM modelling [165] . To validate the accuracy of their approach, the authors often compared the SoC estimation from the pseudo-OCV curve to the real SoC obtained from measuring the residual capacity [49, 81] with good results.
Application of low-rate cycling test for characterising performance
While the low-rate cycling test is simple to perform and provides first-hand insight into cell behaviour, it is not widely employed as a quick characterisation test in either literature or industry. The principal reasons identified for this include, first, the long test period associated with this procedure, e.g. a C/25 cycle will take more than 50 h to complete without including rest periods, which is often too long to employ as a quick characterisation tool. Second, unlike capacity tests, which provide a specific value and can be used by anyone, this test generates a voltage profile which requires detailed analysis. Nevertheless, Bloom et al. [79, 166, 167] and Dubarry et al. [81] popularised EVS techniques for analysing degradation mechanisms by investigating incremental changes in voltage owing to infinitesimal changes in capacity. Given the breadth of discussion needed for these techniques, Section 4 is devoted to this.
Application of low-rate tests and pseudo OCV for modelling
The OCV profile is a key parameter of electrical equivalent circuit models, and in this regard, there are two approaches to allow the use of low-rate cycles: the first takes hysteresis into account [138, 160] , while the second uses a pseudo-OCV profile [49, 165] . Zhang et al. [75, 168] used the C/33-rate charge/discharge voltage curves along with a single-particle electrochemical model to study the loss of cyclable Li for cells having undergone calendar ageing. Although this simplistic form is popular, it may lead to high inaccuracy in real applications, especially for cells with flatter OCV vs. voltage curves [49] , where a variation of potential close to or below the resolution of voltage sensors might correspond to a significant change in the SoC. Xing et al. [159] used a C/20 current to measure both charge and discharge voltage curves and averaged these values to calculate the OCV. This OCV was later used for their SoC estimation algorithm. In this procedure, they measured OCV at intervals of 10 °C from 0 °C to 50 °C to capture the variation of OCV at different tem peratures. The measured OCV showed a variation of approximately 20 mV at a particular SoC.
The dependence of OCV on temperature can be explained using the heat flow ( ˙ Q ) within a Li-ion cell, which can be defined as
The first term on the right-hand side of Eq. (4) represents irreversible resistive dissipation caused by the deviation of the surface overpotential volume OCV owing to a resistance of the passage of current ( I ). The second term is the reversible rate of heat generation owing to the electrochemical reactions. For electrochemical reactions under fixed pressure conditions, the equilibrium potential is given by ∂ OCV / ∂ T ∼ = S / F . The ratio of entropy change, S , to the Faraday constant, F, is in the order of 4 × 10 −4 [114] . Uddin et al. [114] showed that T re f ∂OCV ∂T is comparable with the term V -OCV and should therefore not be neglected at small SOC values.
Discussion and future direction
There is no standardised method for performing OCV tests, which limits direct comparison of literature results. Averaging lowrate charge and discharge curves to generate a single OCV vs. SoC curve seems to be the best compromise between time and accuracy, although one has to be careful about potential OCV hysteresis and kinetic limitations which might appear upon aging [169] . Compared with alternative methods to characterise degradation, because of the relatively long test time, low-rate cycling or pseudo-OCV curves are not commonly employed for the characterisation of degradation. However, with the rise in popularity of EVS techniques (cf. Section 4 ), this might change for studies aiming at understanding the cell degradation mechanism.
GITT tests are commonly used to study individual electrodes; however, its use in characterising commercial cells is less common. It has been shown that GITT is a non-destructive approach that can provide beneficial insights into the identification and quantification of ageing mechanisms, yet most cell-ageing work reported in literature does not include a GITT test. Again, the key reason for this may be the long test duration involved. Further reduction of the test duration through the integration of an OCV relaxation model with GITT tests may help reduce test times and thus promote a larger penetration of this technique in the academic literature for full-cell testing.
Electrochemical voltage spectroscopy tests
Tracking the changes in capacity and power retention provides an instant snapshot of the state of the cell, but it does not enable diagnosis because of the lack of accessible information on the actual degradation itself. Similarly, capacity and power tracking are not readily suited for prognosis either. Such knowledge is traditionally gathered via post-mortem analysis [9] , but some authors have proved in recent years that it is also obtainable from data collected during capacity tests. With ageing, the voltage response of a cell changes, because as mentioned in Section 3 , the balance between the PE and NE changes [96, 170] . Voltage changes can also be associated with variations in the electrochemical reactions which occur on either electrode [101] . Therefore, tracking and studying these voltage changes will provide information on a cell's thermodynamic state and on its kinetics and thus enable diagnosis and prognosis.
The voltage changes associated with a change in electrode balance and/or a change in the electrode signature are in most cases minute, a few mV, and are therefore difficult to visualise and quantify on the classic voltage (V) vs. capacity (Q) curve in which the voltage range typically spans approximately 2 V. To enhance these changes, a derivative of the V vs. Q curve is necessary. The incremental capacity (IC), or dQ/dV = ƒ(V), was proposed by Belewski and Brenet in 1967 [171] to study the reactivity of manganese dioxide versus a standard hydrogen electrode for Leclanché battery applications. The method was later used by Clauss and Schweigart for the same application [172, 173] , and Thompson applied it to Li metal cells in the late 1970s [109, 174, 175] . Following these studies, the technique was adopted by other groups and started to become widely used with Dahn et al. [176] [177] [178] and Barker et al. [179, 180] as early adopters. In the 1990s, much attention was given to potential electrodes for Li-ion cells with reports of the IC signature for graphite by several groups [181] [182] [183] and on positive electrode materials notably by Valence Technology Inc. [184] [185] [186] [187] [188] [189] [190] and others [191] [192] [193] . The first reports of the IC signature of full cells date from the early 20 0 0s with work by Barker et al. [194, 195] and the Berkeley National Laboratory [196] [197] [198] [199] [200] . However, the analysis of full-cell signature is complex and only little qualitative or quantitative information was decipherable at the time. To circumvent this issue, Bloom et al. introduced another derivative method, differential voltage analysis (DV) or dV/dQ = ƒ(Q) in 2005 [79, 166, 167] . In the late 20 0 0s, Dubarry et al. proposed a methodology to index IC curves and thus opened the door for the full qualitative and quantitative analysis of ageing on these [81, 99, 163, 164] . Since then, both techniques have been adopted and accepted as valid alternatives to post-mortem techniques to characterise commercial cells [5, 201] . The following section introduces the principles and applicability of these EVS.
EVS principles
Both IC and DV methodologies are based on the study of the changes in the voltage signature of a cell. As mentioned in Section 3 , because of differences in chemical composition and/or crystallographic structure, all active electrode materials have a different thermodynamic voltage signature with a different set of voltage plateaus and regions where the voltage varies with composition. . It can be seen that for the IC curve, more focus is given to the phase transformations as the peaks correspond to the voltage plateaus. The DV curves focus on single-phase regions with peaks for solid solutions. Fig. 8 (b) presents the V vs. Q curve, Fig. 8 (a) the DV curves and Fig. 8 (c) the IC curves associated with a full cell (red curves) and its corresponding positive electrode (PE, blue curves) and negative electrode (NE, black curves). The equations to calculate IC and DV were taken from [79] and are provided in Fig. 8 (d) . In this representation, it can be seen from Fig. 8 (a) that for DV, the signature of the full cell corresponds to the sum of the PE and NE signatures. It can also be seen that the IC curve is much more complex in appearance where no immediate relationship between the full cell, PE, and NE is visible. More details can be found in [202] .
In theory, both IC and DV should provide the same information since they are derived from the same voltage curves. The selection of which one to use is, therefore, a matter of preference. There are, however, small differences between the two which could direct a user towards one or the other:
− DV curves offer the advantage of being more visual for identifying the contribution of the PE and NE at first inspection because of the additive nature of their relationship. However, plotting of DV curves is not ideal for several reasons. The curve has to be zoomed into to significantly see the centre peaks, and therefore the information at the two limits is often lost. Moreover, the abscissa is capacity which changes with ageing; therefore, curves either need to be normalised or be aligned with one end of the capacity scale. This could create confusion when comparing studies using different plotting conventions. To alleviate this issue, Bloom et al. [79] suggested shifting the data relative to the data from the anode half-cell. The active area should also be decreased to ensure consistency. Adopting such a procedure aligns the voltage vs. capacity discharge curves; once these adjustments are made, they should not change. IC curves, however, require in-depth knowledge to derive valuable information from first glance, but the abscissa is voltage and thus a reference. − When composite electrodes are used, i.e. electrodes with several active materials, IC curves might be the better alternative because the signature of both contributions is additive. This is not the case for DV curves, and modelling (next section) will be necessary to analyse the different contributions. − When analysing data far from equilibrium, i.e. at medium to high rates, IC curves may be a better alternative because the changes of resistance can be visualised and quantified. This is not the case for the DV curves. Indeed, a change of resistance will induce a dV but no dQ. Therefore, for IC, the associated dQ/dV will effectively shift the cell response towards lower/higher potentials during a discharge/charge regime. For DV curves, the dV/dQ for that capacity will be 0; therefore, no changes will be induced and some other characterisation tests will be necessary to quantify the changes in ohmic resistance.
Application of EVS for qualitative degradation characterisation
Analysing the variations of IC and DV curves with ageing can be a daunting task and might not be necessary for all studies. Some relevant qualitative information can be gathered by simply plotting the curves. From the literature, there are two examples where it proves especially useful and where the IC or DV curves shall be reported; they are summarised in Fig. 9 . The first example concerns studies where several hypothetic different duty cycles are compared (e.g. A, B, and C on Fig. 9 (a) ). Duty cycles could differ in term of temperature, intensity, depth of discharge or any other parameter. In most cases, authors would conclude that A and B degraded the cell at the same rate and that C accelerated the aging by a factor of 2. This conclusion cannot be made from the capacity vs. cycle curve alone because that only shows that the rate of capacity loss is similar or accelerated. The rate of capacity loss and degradation are two different things and should not be confused. Different degradation mechanisms can lead to the same apparent capacity loss, and degradation can also occur without capacity loss [170, 203] . IC curves can be plotted and compared to reach a stronger conclusion ( Fig. 9 (b) and (c) ). If these curves are similar, then the degradation is the same; if not, the degradation is different. The second example is often seen in the literature and concerns modelling. In many studies, authors compare the experimental and simulated data on a voltage vs. capacity curve while claiming that they are overlapping quite well, and thus that the electrochemical behaviour of the cell was replicated ( Fig. 9 (d) ). As discussed above, the V vs. Q curves lack the resolution needed to make these claims, and the IC or DV curves must be plotted to provide a better comparison of the modelled and experimental curves. If all peaks match, the electrochemical behaviour has indeed been replicated. If not, the model cannot claim replication ( Fig. 9 (e) ). A good example of how an IC curve can help validate a model is provided in [204] .
Application of EVS for quantitative degradation characterisation
In the above section, EVS was used as a qualitative tool to compare results. Some additional analysis is necessary to gather more quantitative information, and the different degradation modes need to be assessed. It is well known that Li-ion cell degradation is complex and that many degradation mechanisms can occur throughout the life of a cell depending on the operating conditions. An abundance of literature describes these mechanisms [32, 42, [63] [64] [65] [67] [68] [69] . Quantifying all of these degradation mechanisms individually requires a plethora of tests and likely some significant post-mortem analyses [9] . EVS methods cannot deliver such accu- racy and details to compare with these tests, but they can be used to gather information on degradation modes. As Dubarry et al. explained in [96, 170] , all degradation mechanisms can be classified into one or several of three categories or degradation modes depending on how they affect cell electrochemical behaviour. Some degradation mechanisms affect the amount of active material available for reaction (e.g. dissolution or grain isolation) and thus can be classified as LAM. Some degradation mechanisms consume Li ions from parasitic reactions (e.g. SEI layer growth and inactive species precipitation) and thus can be classified as LLI. Lastly, some degradation mechanisms change the ohmic resistance of a cell (e.g. corrosion of the current collectors) and alter the kinetics of the cell (e.g. growth of passivation layers). These three degradation modes change the balance between the PE and the NE (which may lead to further LAM [205] ) and can be quantified using EVS. Bloom et al. [79, 166, 167] explained how to interpret DV changes and relate them to the different degradation modes. In the DV representation, the signature of the PE and the NE are added to give the FC signature. In the case of LLI, the electrode signatures are not altered but the overall range of usage decreases [206] . In the case of LAM, the affected electrode signature is contracted compared to the other. Changes of resistance are not visible in the DV representation because they do not involve any change of capacity [79, 96, 207] .
Dubarry et al. attempted the same classification for IC curves [81, 96, 170] by considering a Li-ion cell as a communicating vessel problem ( Fig. 10 (a) ). They realised, with the clepsydra analogy, that the shape of the vessel of a water tank corresponds to the IC curves of the PE and NE and that the voltage of a cell corresponds to the different liquid levels in both vessels. In this analogy, the liquid corresponds to capacity. By changing the size or shape of each vessel or the volume of liquid in each vessel independently, the impact of all three degradation modes can be replicated [96, 170] . In the case of a LAM on the PE, the PE vessel becomes smaller than the NE vessel ( Fig. 10 (b) ), but the voltage of all the peaks on the PE IC curves remain the same. This is because the OCV of the PE does not change, and therefore the voltage of all the peaks does not change. Since the volume of the PE becomes smaller, the same amount of liquid (capacity) inside is going to reach a higher level and thus a higher voltage. This will change how the voltage (the difference in liquid level of both vessels) is fluctuating with time. The change of voltage with a LAM can therefore be predicted from the vessel volume change and how it affects its contents. LLI corresponds to a leak in the clepsydra, both NE and PE remain unchanged but some liquid (capacity) is missing. Therefore, for the same starting point, the level of liquid in the NE is lower than it was initially as shown in Fig. 10 (c) and will change the voltage as the lower vessel is filled with liquid. Changes in resistance do not influence the balance of the electrodes but do affect their voltage, and thus the vessels become closer in discharge and farther away from each other in charge as shown in Fig. 10 (d) . The final degradation mode, an increase of the faradaic resistance as shown in Fig. 10 (e) , can be represented as a stretch of the affected vessel because changes of kinetics are known to broaden the electrochemical peaks while maintaining the same area [208] . Experimental validation supporting both approaches (DV and IC curves) for quantification of LLI and LAM degradation modes has been reported by several groups [65, 209, 210] . In some more complex cases [211] , the active material can gradually change to another electrochemically active phase with a different OCV. This can be mitigated by considering composite electrodes with both the initial and final phases while gradually changing the composition of the electrodes with cycling.
Based on these observations, the experimental variations of DV and IC curves were analysed and associated with different degradation modes.
Application of EVS for modelling performance
Although it is possible to analyse the changes in DV and IC curves 'by hand', the quantification is extremely time consuming. To resolve this issue, several groups proposed to use experimental half-cell data and fitting techniques to compose DV curves [79, [212] [213] [214] [215] [216] . In 2012, both Dahn et al. (DVAP) [207] and Dubarry et al. ('Alawa) [96, 217] proposed freeware tool boxes to simplify the analysis. The toolbox of Dahn et al. focused on DV and low-rate curves. The toolbox of Dubarry et al. was more general and calculated DV and IC curves, among others, and could be used at different rates. Following these publications, many noteworthy studies successfully used these concepts [5, 15, 76, 210, [218] [219] [220] [221] [222] [223] [224] [225] [226] [227] [228] [229] [230] [231] [232] [233] or built new ones upon the proposed framework [5, 65, 90, [234] [235] [236] [237] .
It is important to the point out that many studies showed that the change in IC and DV peaks were electrode specific and that it is not recommended to extrapolate peak movements and their association with a particular degradation mode from chemistry to chemistry. Examples of degradation tables (i.e. variations of IC or DV curves for individual degradation modes) for graphite intercalation compound (GIC)/LFP (IC and DV) [96] , GIC/NCA (IC) [238] , GIC/NMC (IC) [219] and Li 4 Ti 5 O 12 /NMC (IC) [106] cells can be found in the literature.
Pushing towards more automated analysis, some groups proposed methodologies to automatically analyse IC or DV curves for either a large test matrix or BMS applications. Among the proposed methodologies were full fits of the full-cell data [5, 232, [239] [240] [241] [242] [243] [244] , partial fits [245, 246] and peak tracking [227, 232, 240, [247] [248] [249] [250] [251] [252] . Although all of these methods are promising, most authors only considered one degradation path to validate their results. Dubarry et al. [251] showed that peak tracking methods might be far from accurate for all possible degradation modes. They recommended using the information of several features of interest in an nD-space to improve the universality of diagnosis.
Other EVS techniques
Over the years, other EVS have been proposed in the literature. Smith and Dahn studied the derivatives of IC techniques [253] and Goh at al. [232] the derivatives of DV curves. Some researchers used a distribution function [254, 255] or force [256] . More recently, Merla et al. proposed differential thermal voltammetry [257, 258] as a new tool to study Li-ion cell degradation. However, these techniques are still in the very early stages and need to be developed further, and more evidence of the advantages offered are required before they can be widely accepted.
Discussion and future direction
EVS techniques for the analysis of full-cell degradation are only a decade old, but their accuracy and the amount of information which can be deciphered have been demonstrated multiple times. They now appear indispensable for diagnosis studies. They provide nearly analogous information to post-mortem analysis to analyse operando degradation rather than having several cells performing the same function to be able to remove cells periodically for analysis. Moreover, EVS only requires the voltage response of a cell under constant current, so it does not rely on additional equipment or complex protocols and therefore is easy to implement in any study and is potentially embeddable in BMSs.
The analysis of data is still very complex, and more and more studies are trying to automate it. Ultimately, these techniques can be incorporated in BMSs to monitor the SoH of large battery packs. A word of caution from [251] is to ensure that whatever technique is used to automate analysis, a proper sensitivity analysis must be performed beforehand so that all the different degradation paths are tested.
Internal impedance/resistance tests
The power capability of a cell is intrinsically related to its impedance characteristics. In simplistic form, the impedance is the voltage drop of a cell under a given current, which depends on the frequency and duration of the applied current. The impedance will depend on the condition of a cell because a cell is an electrochemical system, namely, the SoC through the over-potential of the paired electrode system [259] , temperature through electrochemical kinetics highlighted by the Butler-Volmer reaction rate equation [260] , current magnitude through diffusion limitation effects [261, 262] and ageing history through degradation of the internal cell structure, SEI and parasitic reactions [32, 263] .
The real part of complex impedance (i.e. the resistive part) is directly responsible for the dissipative heat generation within a cell [38] and thus the temperature rise of a cell while it is being used. The resistive values of impedance have different contributions arising from pure ohmic resistance, charge transfer resistance and entropy change [264] [265] [266] [267] [268] [269] . Therefore, the design of a battery pack cooling/heating system is dependent on the cell impedance.
There are three techniques used for measuring cell impedance, two well established and one relatively recent, i.e. pulse power test, EIS test and pulsed multisine signal test. These techniques are discussed in detail in the following section.
Pulse power tests
Pulse power test procedure
The technique proposed by USABC [270] , known as hybrid pulse power characterisation (HPPC) has been widely adopted in the literature [22, 24, 26, 46, 111, 271] and involves measuring the voltage drop ( V ) resulting from a square-wave current load ( I ) applied to a cell. The resistance ( R pulse ) is then typically defined as the ratio ( V / I ) and involves contributions from: (i) ohmic resistance, R 0 , which comprises all electronic resistances of the cell [114] and is typically responsible for the steep voltage drop instantaneous of applying the current pulse, (ii) charge transfer resistance, R CT , which is attributed to the charge transfer reaction at the electrode/electrolyte interface and typically occurs within the first few seconds of applying the current pulse [272] and (iii) polarisation resistance, R p , which accounts for ionic diffusion in the solid phase and is usually considered to be the rate determining step for Li-ion cells [149, 273] . These resistances are in fact electrical analogues which enable a simpler intuitive understanding of the complex electrochemical processes involved. The authors want to reiterate that the R o , R CT and R p terms are often convoluted; they cannot easily be completely separated in a simple form as shown in Fig.  11 . The ratio of R o , R CT and R p strongly depends on the cell design. For example, R o is expected to be lower for high-power capability cell design compared to high-energy capability cell design, even when both designs share the same Li-ion battery chemistry.
In Fig. 11 , a general square-wave discharge current load with the associated voltage response is shown. As depicted, the voltage response V , which is the entire voltage drop caused by the current load, does not differentiate between the processes that contributed to it, and therefore, R pulse is a bulk parameter that includes multiple dynamics. Moreover, R pulse is sensitive to the length of the pulse (i.e. time). As reported by Schweiger et al. [274] , the resistance R pulse | 1 C 10 second after 10 s is 11 m , while for the same cell, the resistance after 18 s R pulse | 1 C 18 second is 14 m . This is because for a pulse magnitude of 1C for 18 s, the cell may have reached its diffusion limitation.
The aim of pulse tests is to estimate the resistance of a cell at a given temperature, SoC and ageing state. For long-duration current pulses, the cell enters a regime of solid-state diffusion where the surface concentration of Li on active mass particles changes. This change in surface stoichiometry causes the open circuit potential to change and therefore, in such regimes, it is not possible to strictly attribute R pulse to a single SoC. This was investigated in detail by DuBeshter et al. [275, 276] who showed that this effect is much more pronounced for long pulse lengths, high C-rates and low SoCs such as 10% SoC. In line with the results of this work, similar issues are expected at mid-SoC points where a peak in the IC curve exists. However, since the voltage gradient resulting from solid-state diffusion is small, the standard technique of taking the ratio V / I [26] is a good approximation, considering that short pulse lengths are used and high C-rates and low SoC points are avoided. For charge current pulse, voltage response will be inverted compared to Fig. 11 ; however, the above discussion stands, with the exception of a high SoC, e.g. 95% SoC, instead of a low SoC, the R pulse measured from long pulse duration and/or high current cannot be assigned to a single SoC.
Waag et al. [272] attempted to decouple the ohmic and charge transfer contributions to R pulse by linearly interpolating the voltage between 5 and 10 s of a 10 s pulse back to the start of the current pulse. They then defined a direct current voltage drop ( V DCR ) as the voltage difference between the starting voltage and the voltage interpolated to the start; the direct current resistance was then defined as the ratio R DCR ≡ V DCR / I . While the predicted resistance between the two methods differed slightly, the choice of interpolation method in the technique of Waag et al. was arbitrary and had little scientific support. Indeed, 10-s [23] and 18-s [23] pulse lengths have little scientific motivation; nevertheless, they are widely adopted in practice [5, 26, 277] .
In general, the resistance in the low SoC region is higher because of the lower number of available Li sites in the cathode as the cell approaches either extremes of SoC as shown in Fig. 12 . Resistance also increases at high SoC [278, 279] , especially when measured with charge current pulse, however, not to the same extent as at a low SoC [279] . Although cell behaviour is typically nonlinear in extreme SoC regions, pulse power tests have tradition- ally considered 20%, 50%, and 80% SoC as promoted by the current standards [22, 23] . However, valuable information on cell dynamics can be gained by taking pulse measurements at lower and higher SoC points. This is limited at low SoCs and high SoCs by discharge and charge pulses, respectively, which are unable to complete because of the maximum and minimum voltage restrictions on a cell. In those extremes, other techniques such as the tracing of the constant voltage phase during charge as explained by Eddahech et al. [280] can be employed. For the automotive industry investigating these extremes, it is useful for determining the capabilities of cells.
In a system which departs from ohmic behaviour, the resistance R pulse can vary with current load. To account for such nonlinearity, testing procedures such as Refs. [22, 23, 26] suggest multiple pulses spanning various loading currents at the same SoC. The IEC 62,660-1 standard [22] pre-defines pulse magnitudes to be C/3, 1C, 2C, 5C, and maximum C for electric vehicle applications. However, such a method may exceed the operational safety limits of a cell (at a particular SoC and temperature) and therefore provides results that are outside of the usable scope of a cell [274] .
Application of pulse power tests for modelling
Internal resistance is a key parameter for various cell models, from simple empirical cell performance models to complex forms of ECMs [17] . The PNGV cooperative research programme, through the Idaho National Engineering and Environmental Laboratory, first popularised the linear lumped parameter equivalent circuit cell model [281] for offline system modelling and analysis. Subsequent publications from the programme presented methods for estimating the parameters of the model from HPPC test data [282] . Extensions of this class of model for real-time and online applications include the work of Sun et al. [283] who employed pulse power tests to parameterise an ECM used to estimate in real time the peak power of a cell. The model achieved an accuracy of 2%. Use of pulse power tests for the development of SoC estimation models is also well documented in the literature; examples include the work of He et al. [277] and Tang et al. [140] . Both studies show how internal resistance values measured from pulse power tests can be utilised to generate SoC and state of energy estimation algorithms. Pulse power tests are also commonly used to validate newly developed performance models [263] . Hu et al. [149] employed HPPC tests at 10 °C, 22 °C and 35 °C to perform a comparative study of 12 different ECMs of Li-ion cells proposed by other researchers. Considering model complexity and accuracy, they suggested a first-order RC model (model with one parallel RC branch) was best suited for an NMC cell and a first-order RC model with one-state hysteresis for an LFP cell.
Pulse power tests have also been used to develop, parameterise and validate cell thermal models [284] [285] [286] [287] . Ye et al. [287] parametrised their thermal model via pulse power characterisation test results at various temperatures (0 °C, 10 °C, 25 °C, and 55 °C). Employing the results of pulse power tests, they concluded that reversible (entropic) heat generation is dominant during lowrate discharge, while at high rates, irreversible Joule heating dominates. In control applications, thermal management systems typically couple electrical performance models with thermal models as performed by Nieto et al. [288] . In such cases, the electrical model defines the heat generation which then acts as an input to the thermal model. It is noteworthy that an application boundary exists beyond which pulse power tests are not suitable for model development and parameterisation. In these cases, other internal resistance measurement techniques and dynamic profiles to measure resistance may need to be employed.
Application of pulse power tests for characterising degradation
Degradation is quantified by engineers through capacity loss and resistance rise. This is inherently limited as will be discussed in later sections. Still, in this classical quantification approach, internal resistance is often estimated via pulse power tests [13, 14, 289, 290] . The rise in resistance owing to cycling [13, 78] as well as storage [14] was characterised through pulse power tests. These tests combined the effect of various degradation mechanisms and it was next to impossible to de-convolute. As argued in [42] , understanding the precise nature of the resistance rise may provide an avenue for avoiding degradation through effective management and control. In [291] , the authors showed that prognostics models which were able to accurately estimate battery SoH can be used by intelligent virtual power plants participating in vehicle-togrid operations to reduce electric vehicle battery degradation by up to 9%.
When employed with other characterisation techniques, pulse power tests can provide complementary data which are useful for the development and validation of ageing models [291, 292] . For this, a matrix of tests at various temperatures and SoCs at periodic times is useful. 
Electrochemical impedance spectroscopy test
Test procedures
EIS is a relatively specialised but widely applied technique employed to investigate the fundamental electrochemical dynamics which occur at various timescales within a cell. A large number of studies have documented static operational conditions and temperature as variables that affect cell impedance.
Electrochemical impedance measurements are usually obtained by applying a small sinusoidal potential to an electrochemical cell and measuring the current response through the cell (potentiostatic measurement). Conversely, a sinusoidal current may be applied and the subsequent potential response measured (galvanostatic measurement). In an ideal case, both yield the same result. In a linear or pseudo-linear system, the current response to a sinusoidal potential is a sinusoid at the same frequency ( ω) but shifted in phase ( φ) and with a different amplitude. In a pseudo-linear system, the impedance of the cell is calculated as
where φ = φ 2 − φ 1 . In EIS, Z ( ω) is measured over a range of frequencies, commonly between 10 kHz and 10 MHz [118, 270, 291] , the lower limit being defined by the limits of testing time and the upper limit governed by the capture of inductive behaviour (i.e.
Im ( Z ( ω)) > 0). In addition, lower and upper limits are directly linked to the accuracy of the test equipment. The accuracy of a state-of-the-art EIS system can be in the μV and pA range; however, this accuracy reduces with increases in frequency, especially beyond 1 kHz. For lower frequencies, a different source of error exists; the voltage response needs to be purely owing to the current signal. However, at low frequencies, the battery voltage may change within a measurement cycle even though a small current is used; this is dominated by the length of the cycle. For example, at 1 MHz, the current signal will be applied for 10 0 0 s to measure a full cycle even with a small current because the duration voltage may change; therefore, at a low frequency, the accuracy of the EIS measurement will be reduced. The expression for | Z ( ω)| is composed of real and imaginary parts which can be used to characterise a cell and is typically depicted by a Nyquist plot (see Fig.   13 ) which plots the real part of | Z ( ω)| on the x-axis against the negative imaginary part of | Z ( ω)| on the y-axis of the chart for all frequency points. The Nyquist plot as shown in Fig. 13 can be used to characterise the dynamic behaviour of a cell [294, 295] , develop cell models [296, 297] , parameterise cell models [298, 299] and identify degradation mechanisms [300, 301] . This is discussed in the following sections.
Impedance tests for characterising electrochemical dynamics
The impedance spectrum depicted in Fig. 13 has some points which are typically used to characterise a cell. At the point Im ( Z ( ω)) = 0, the cell changes from a capacitive to an inductive behaviour. At this transition point, both capacitive and inductive behaviours are balanced and an almost pure ohmic resistance ( R 0 ) is observed [272] . As a simple estimation, the difference between Re ( Z ( ω )) at min { − Im ( Z ( ω ))} and R 0 is commonly assigned to the charge transfer resistance R CT , which may not be a true representation. The frequency at which − Im ( Z ( ω)) has a local maximum corresponds to the 1/RC characteristic frequency; the lower this frequency, the slower the voltage will change with fast current changes [272] . According to previous studies [72] , cycling a cell at frequencies lower than the 1/RC characteristic frequency will cause the cell to degrade through increased intercalation and deintercalation reactions, which indicates the importance of cell selection for a particular application.
It has been argued that R 0 and R CT estimated by EIS may differ from that measured using pulse tests. According to current understandings [272, 302] , this is because under large current loads the cell, which is a complex electrochemical system, exhibits nonlinear properties (non-linear Butler-Volmer kinetics). With small current perturbations, however, the system behaves in a linear way, and the linear approximation employed to interpret EIS results hold well. It is worth highlighting that in the recent work of Barai et al. [47] , the authors showed that, contrary to the current loads suggested by researchers, the timescales (harmonic content) associated with the applied current govern the apparent difference in measured internal resistance.
In many high-power applications like motorsports and hybrid powertrain battery packs, there are large power demands. In such applications, fast transient response to power demands is crucial. Therefore, R 0 and R CT of the battery cells within the pack are required to be closely matched for optimum performance. In such cases, EIS testing offers a fast and accurate method for deconvoluting these parameters and can be pivotal.
Application of EIS for estimating cell temperature.
Recently researchers have attempted to employ EIS to measure the internal temperature of cells. In 2014, Raijmaker et al. [303] proposed that the frequency of the point where the Nyquist plot crosses the x-axis is related to the temperature of a cell. They showed that the frequency changed from 1600 Hz to 250 Hz when the temperature changed from −20 °C to 50 °C. This trend persisted for 20%-100% of SoC. A similar technique was studied earlier by Schmidt et al. [304] and Srinivasan et al. [305] . Adopting a selection of frequency points, Schmidt et al. investigated the internal temperature of a cell and how measurement was affected by the SoC. As reported, the internal temperature was measured with an accuracy of ± 0.17 K when the SoC was known and ± 2.5 K when the SoC was unknown. Srinivasan et al. employed a similar technique but used phase shift as an analogue of temperature change. They studied three types of commercial cells of capacity 53 Ah, 2.3 Ah and 2.5 Ah and reported a 0%-20 °shift owing to a temperature change from 50 °C to −20 °C of a 40-Hz sine-wave current signal; the phase shift was affected by 1 °with an SoC change from 5% to 95%. Therefore, a very accurate estimation of internal temperature can be achieved when an accurate SoC is known; however, a crude estimation is also possible without knowing the SoC as reported by Schmidt et al. [304] . A more recent study by Zhu et al. [306] and Beelen et al. [307] provided more evidence of measuring internal temperature using EIS. Zhu et al. developed a look-up-table-based methodology where phase shift and impedance changes were both considered at a particular frequency to translate the internal temperature.
However, until now, only the effect of SoC variation on the measurement accuracy has been investigated. There are several other sources which can contribute to the change of frequency point and phase angle such as ageing, cell relaxation. An obvious change of frequency, and thus phase angle, with ageing can be found in the data reported in literature [14, 129] . In addition, under load conditions, a temperature gradient across a cell surface exists [28, 35] , pointing to the fact that the temperature measured in this method might be an average value when the actual temperature might be higher or lower. Further research in this area is essential before this application of EIS can be reliably implemented.
Application of EIS for modelling performance
The Nyquist plot of Fig. 13 depicts a typical new cell at a high SoC. Commercial cells usually go through formation cycles at the end of the manufacturing process and therefore should have an SEI layer formed. For new cells at a high SoC, the semicircles of the SEI and double layer are likely combined as one semicircle. If an EIS test is performed at a low SoC ( < 10% SoC), a second semicircle will be more pronounced [308] because the capacitance and resistance related to the SEI are not expected to change as much as the double-layer capacitance and charge transfer resistance with a change in the SoC. In addition, as a cell ages, the SEI layer will grow and become progressively more pronounced at higher SoCs with ageing [158] . Therefore, in a Nyquist plot, the second semicircle at higher frequencies will progressively become more distinct at higher SoCs. In that case, decoupling the contributions of R 0 , R SEI and R CT become more convoluted. As proposed by Andre et al. [263] , ideally, a second-order ECM as shown in Fig. 14 was fitted to the EIS data to extract the ECM parameters of a cell. The first parallel branches (CPE1, R SEI ) are attributed to the SEI, while the second (CPE2, R CT ) correspond to the charge transfer and the Warburg impedance W represents the finite diffusion [309] . Complex ECMs have been proposed previously to represent individual physical processes within a cell [310, 311] ; however, the simplified ECM shown in Fig. 14 is commonly employed. To reiterate, no ECM should be justified by a good fit without direct relation to the physical processes.
The capacitor in an equivalent circuit is often replaced with a constant phase element (CPE) component (as in Fig. 14 ) as it better describes the inhomogeneity of an electrode surface such as roughness and porosity [312] [313] [314] . The electrodes of Li-ion cells are made up of fine microscopic particles of active materials. The thickness of the active material varies and makes the electrode surface rough. Therefore, the intercalation and de-intercalation of Li is not uniform across an electrode surface. This leads to different reaction resistance and capacitance contributions from different sections of the electrode. Overall, a cell's capacitive behaviour deviates from that of a pure capacitive one, which is represented by the CPE. The impedance of a CPE is represented by
where Q o is the admittance, ω = 2 π f and value of n varies from 0 to 1. When n = 0, the CPE represents a resistor; for n = 1 a capacitor and for n = 0.5 a Warburg impedance [312, 315] .
Higher-order models have been proposed to separate the contribution of individual electrodes [293, 296] . However, the reliable separation of these contributions in a commercial cell is still an open question. Nevertheless, a second-order model provides good approximation of the electrochemical mechanisms within the cell and is commonly employed in literature. As an example, Buller et al. [297] developed ECMs based on EIS results for their simulation work. They validated their ECM-based model using a pulse-current profile which showed good agreement between measured data and model estimation. Andre et al. [263] proposed an ideal ECM of a Liion cell based on the Nyquist plots generated from EIS test results. They proposed a methodology for ECM parameter estimation from the Nyquist plot of a real battery cell. Based on the results, they proposed models to estimate cell voltage depending on the current, SoC and temperature of a cell. Their models were validated using current profiles to provide evidence that accurate cell voltage prediction can be achieved for highly dynamic automotive applications even at low temperatures. Fig.  12 , cell impedance measured by pulse current varies with the SoC, which is also the case for EIS. Therefore, researchers have investigated the use of on-board EIS to estimate the SoC of battery packs. One of the early attempts was made by Rodrigues et al. [312] . They reported that low frequency data from an EIS test is suitable for prediction of the SoC of a cell. In a similar study, Sauvant-Moynot et al. [316] attempted to employ EIS as a diagnostic tool to measure the SoC of a cell. From the measurements on a three-electrode cell, they found that low frequency results could be used for SoC measurement. However, recent studies by Barai et al. [118, 317] and Kindermann et al. [119] showed the potential risk of on-board EIS measurement; EIS measurements are not reliable when a minimum relaxation period is applied following a charge/discharge event. For a reliable measurement, ideally, cells need to reach electrochemical equilibrium. Therefore, implementation of EIS for online SoC measurement may not be viable without further research.
Application of EIS for SoC estimation. As presented in
Application of EIS for characterising degradation
As a cell ages, its impedance changes. Therefore, researchers employ EIS along with other characterisation techniques to quantify ageing. Compared to other characterisation techniques such as capacity and pulse power tests, EIS can provide some insight on ageing. For example, Waag et al. [272] recently employed EIS to investigate the impedance of Li-ion cells at various ageing states. They reported SEI growth as one of the ageing mechanisms from [158, 228, 308] to fit EIS data originally proposed by Andre et al. [263] . their EIS test results. In another ageing study, Shi et al. [129] employed EIS to identify ageing mechanisms owing to the chargedischarge cycling of a cell. From the EIS results, they concluded that Li-ion diffusibility decreases with cycling, which increases the diffusion impedance. Zheng et al. [13] investigated the effect of temperature and charge-discharge rate on cycling ageing using EIS. They identified unstable SEI owing to high current which caused consumption of active Li, impedance rise and capacity fade. Similar mechanisms have been identified by EIS in other ageing studies [13, 14, 16, 75, 318] . Vetter et al. [32] reviewed the ageing mechanisms of Li-ion cells and identified EIS as a powerful tool to study cell ageing.
As impedance changes with ageing, the SoH of a cell can be measured by EIS as attempted by Galeotti et al. [308] . They developed an ECM based on a Nyquist plot to generate a model to estimate the SoH of a cell. Their model estimated the SoH of a cell within 3.73% error and within 8.66% for an anomalous cell. However, this was not the first attempt to measure SoH using EIS; previously, Love et al. [300] , Kassem et al. [16] and Sauvant-Moynot et al. [316] proposed EIS-based SoH estimation of a battery cell and pack. Love et al. [300, 319] showed that single-point EIS measurement is sufficient to identify the SoH of a cell. In their study using a 316-Hz signal, they successfully identified an overcharged cell from a module made of four cells in a series connection.
Pulsed multisine signal tests
Pulsed multisine test procedure
While EIS offers the advantage of a range of frequencies, pulse power square waves benefit from meaningful current amplitudes with the limitation that, in the frequency domain, they only contain predefined perturbations with odd-integer harmonic frequencies, f , of the form 2 π (2 k − 1) f ) where k ∈ Z . The pulsed multisine procedure aims to combine the advantages of multi-frequency measurements with high pulse currents as applied in pulse tests. Fig. 15 shows the basic design of a pulsed multisine profile which involves a base signal and a multisine profile. The base signal is equivalent to a pulse profile defined by maximum charge/discharge currents and pulse lengths. Superpositioned with this base signal is a multisine wave whose bandwidth and harmonic content are determined by the application. The superimposition of these two signals produced a final pulsed multisine current profile. Although the idea of multi-frequency measurements existed before the publication of [320, 321] , its application to characterising Li-ion cell models was novel [320, 321] . In real-world automotive duty cycles, most of the harmonic content lies in the low ( < 10 Hz) to mid ( < 1 kHz) frequency regime, although high frequency content is present during charging and regenerative braking because of power electronics switching [66] . Therefore, the pulsed multisine method can better represent both the frequency bandwidth and the current load in applications.
The method involves two key steps: capturing a cell's voltage response to a pulsed multisine current profile, and fitting the data with an ECM to obtain the model parameters and thus the resistance parameters. The method for parameter estimation is outlined in [112] .
The frequency content of a multisine current profile varies depending on the application requirement. One way to select the frequency content is by analysing the frequency content of a representative duty cycle. The discrete Fourier transform of the representative duty cycle enables the identification of the frequencies carrying most of the current. In a typical automotive duty cycle, most of the current is delivered at frequencies below 10 Hz. Further details of the design of pulsed multisine signals can be found in [320] .
Like pulse and EIS tests, pulsed multisine tests are also typically performed at different SoCs and temperatures. From the voltage response, resistance (as a function of frequency) is estimated by employing an ECM. The resistance Z( ω) at a given angular frequency ω is related to the complex current and voltage signal as
The error can arise owing to the measurement error of the equipment and/or nonlinear response of the cell. To estimate the resistance Z( ω) in Eq. (9) from a known I( ω) and V( ω) requires minimising the measurement error in a least-squares sense. A method known as the local polynomial method [321] is employed to estimate the resistance Z( ω) along with its standard deviation σ Z ( ω ). Once Z( ω ) is estimated, an ECM model is fitted to obtain the internal resistance along with other dynamical parameters. A general m th -order ECM can be employed to calculate the series resistance R 0 and remaining RC parameters. The resistance of this general m th -order ECM is given as
The first term R 0 is the pure resistive resistance, and the remaining m-terms correspond to the resistance of the m RC pairs The first-and second-order ECM parameters estimated from a pulsed multisine test may not be as accurate as those of EIS; however, when an EIS test setup is not available, the multisine test provides more information than performing only a pulse power test, requires no additional equipment and only takes minutes to perform. Even, considering the complex post-processing of data involved for parameter extraction in a pulsed multisine test, the multisine technique offers better separation of the R o , R CT , and R p components than that of a pulse test.
Application of pulsed multisine tests for characterisation, modelling and degradation studies
The work of Widanalage et al. [320, 321] in which the pulsed multisine technique was first described is relatively new, and thus the implementation of this technique for characterisation and degradation studies is still under development. Allafi et al. [112] used pulse multisine data to validate an online scheme for parameter estimation of a nonlinear Li-ion cell EDM. The authors identified a major drawback of the pulsed multisine approach, namely, that R 0 was no longer well defined. The principal component of the driving multisine current load is f = 1 Hz. Thus, the analogy of the ECM components with physico-chemical subprocesses are undermined. Although the authors contend that this issue is not unique to the multisine technique, it is persistent in pulse power experiments (typically f ≤ 0.1 Hz).
Discussion and future direction
It is often model parametrisation requirements that drive the exhaustive testing of impedance. However, as is seen with existing testing standards, the proposed test environments often avoid extremities-whether an extreme in temperature such as T < −20 •C or an extreme in SoC such as SoC < 5% or SoC > 95%-where the behaviour of Li-ion cells are most nonlinear. This can be attributed to the assumption that such conditions do not reflect a true representation of application, specifically because BMSs are designed to avoid such extremes. With the growth of Li-ion battery adoption in grid applications, battery operations in extreme temperatures and SoCs are more readily encountered. As such, for improved model performance, more data points are required at extremities to capture the precise nature of the nonlinear behaviour.
The most widely adopted technique for estimating cell resistance is pulse power testing; the key advantage of this technique is its simplicity which promotes accessibility and the use of high currents which mimic real-world scenarios. The pulsed multisine approach is similar to pulse testing in the sense that it employs high currents; in addition, the technique attempts to capture the harmonic content of real-world usage. The motivation being, if the data used for parametrisation are more representative of realworld applications, model accuracy in real-world simulations will be more accurate. However, this technique causes the analogy of the ECM components with physico-chemical subprocesses to be undermined and as a consequence R 0 is no longer well defined. In addition, the multiple RC pairs employed in the technique lead to a problem of unique identifiability, which means that there will be an ambiguity between the model parameters identified and their actual physical values. The latter is a symptom which is persistent in any model, phenomenological, fundamental or otherwise, which employs optimisation for parameter estimation and has multiple unknown parameters.
When using the pulsed multisine technique, it is worth noting that unless researchers have access to expensive and bespoke testing equipment (such as that employed in [66] ), the bandwidth will be restricted by the capability of commercial battery cyclers (EIS equipment cannot be used to generate high-current pulsed multisine signals). Current cycler capabilities are limited by their respective signal rise and fall times, and therefore there are limits on current switching (i.e. changes in input current signals). Typically, the shortest step-size varies from 0.1 s to 0.01 s. For a cycler with a 0.01 s step-size, the theoretical maximum frequency that can be achieved is 50 Hz, although the actual frequency is much lower because more than two steps are required to reliably define a single period.
Measurement of internal resistance employing a single sine wave, such as the 1 kHz impedance test, can be a viable technique in high-volume manufacturing environments where a cell's internal impedance is required to be closely matched. In such cases, however, the frequency of the single sine wave should be selected based specifically on the cell type, ideally considering the points of interest on a Nyquist plot such as R 0 , R CT or any other point.
EIS can be employed to estimate different cell parameters accurately. To do so, however, necessitates a sophisticated test setup to ensure accuracy and reproducibility. It is known that the highfrequency measurements dominated by inductive behaviour can be affected by differences in the arrangement of the signal and sense cables as part of the EIS test setup [309] . The reproducibility of EIS results is also governed by the relaxation period, i.e. open circuit period after cells are charged/discharged [118, 119] . In certain cases, EIS measurements can be localised as shown by Osswald et al. [322] . In such cases, rather than measuring the impedance of the entire cell, EIS measures a part of the cell. To avoid such localised measurements, attention must be given to the welding quality used to connect multiple layers (electrodes inside pouch and prismatic cells) or tabs (inside cylindrical cells) and the number of layers/tabs. Nevertheless, when EIS tests are performed correctly, it is a powerful technique for characterising Li-ion cells.
Researchers have reported the dependency of internal resistance measurements on the technique used for characterisation. This dependency is governed by the measurement timescales associated with a technique, i.e. internal resistance values measured by different techniques are different because of the measurement timescales involved [47] . Fig. 16 depicts internal resistance values measured with techniques with a range of associated measurement timescales. The internal resistance values were found to be in close agreement when measurement timescales matched [47] . However, the results reported in [47] were limited by the number of SoCs and test temperatures and therefore need to be validated for a wider range of SoC and temperature.
Summary
Test plans are a function of equipment and time availability, data requirements and associated drawbacks. Thus, there is no 'one-size-fits-all' test plan. Practitioners should clearly define their objectives and thus the required data, then identify which characterisation test(s) can best achieve them; this review document facilitates this process. The spectrum of non-destructive test methods which are employed for the characterisation of commercial Liion cells is provided below and tabulated in Table 1 . This table is a summary of the equipment and time requirements of each test. It includes the types of applications for generated data and provides a cursory overview of the main benefits and drawbacks of each test.
A standard capacity test is one of, if not the most, common method of characterisation. The key driving factor for its popularity is simplicity and repeatability, equipment availability and the speed at which tests can be performed. However, high current rates can create a capacity value which is the convoluted mixture of both kinetic-induced and thermodynamic changes. When highcurrent tests are unavoidable, active cooling of a cell surface with strict temperature control (better than ± 1 °C) should be employed rather than performing the test within a thermal chamber which only maintains the desired room temperature and does not actively maintain the temperature of the cell. Unfortunately, there is no standard to perform this operation. On the other side of the spectrum, when low currents are used, the signal-to-noise ratio of standard commercial battery cyclers (typical accuracy of 20 mA, 5 mV) is often not sufficient, and therefore the capacity value recorded can be significantly different. Therefore, in such instances, highprecision battery cyclers, e.g. systems capable of accurately measuring current of 1 mA, a voltage of 1 mV, and an input impedance for voltage measurement higher than 100 M Ω should be employed which will subsequently increase the cost of performing this test.
The OCV and subsequent charge-discharge hysteresis measured in the GITT is particularly important to support the development of electrochemical and ECMs. It can also be employed to investigate cell degradation. Although this test can be performed with standard battery cycler equipment, the long duration (200 + hours) limits wide adoption. This leads to the use of pseudo-OCV tests which are comparatively shorter (50 + hours) and provide a larger number of data points throughout the SoC window. However, this method relies on very small currents with high accuracy, and thus the equipment costs rise considerably. In addition, even at very low currents, the voltage/SoC profiles contain a much larger chargedischarge dependency and introduce false higher levels of OCV hysteresis than those of a pure GITT test. This can introduce errors into the SoC calculations which the BMS or human analysis might make. One major advantage of the pseudo-OCV test is that the same data can be used for EVS analysis to produce IC/DV curves. In contrast, because of the limited number of data points from a GITT test, any IC/DV curve must be calculated separately and thus would increase test time and facility utilisation. As explained in Section 4 , IC/DV curves are powerful non-destructive techniques to identify degradation sources and mechanisms. They provide nearly analogous information to post-mortem analysis and identify LAM and LLI.
Pulse power tests can be used to determine the DC resistance of cells. This is a relatively simple short-duration test that can be performed with standard battery cycling equipment. Although previously pure Ohmic resistance was separated from dynamic parts, typical commercial cell cyclers are usually limited to 10-Hz data acquisition, whereas much faster ( > 100 Hz) data acquisition is required to capture pure Ohmic resistance. Therefore, this separation includes a high level of inaccuracy. Accurate separation can be achieved from EIS test results. EIS allows the separation of capacitive and inductive behaviour and allows for the development of an ECM and parameterisation of the model. This separation also identifies the degradation sources and the contribution of degradation from each source. This makes EIS a powerful technique; however, EIS requires specialised, high-accuracy equipment. In addition, it needs a sophisticated test setup to generate accurate test data with high reliability and reproducibility. If not performed to a high standard, EIS can produce misleading datasets. Every test engineer/researcher may not have access to the equipment and test setup required for an EIS test; therefore, the pulsed multisine test is proposed. This technique can measure impedance with low frequency and high current, and the test can be performed with standard commercial battery cyclers offering the advantages of both the EIS and pulse power technique. Compared to the pulse power technique, pulsed multisine offers an additional dataset at a cost of additional complexity of the test process and data processing. However, when compared to EIS, the accuracy is much lower and, being limited to lower frequency only, pulsed multisine cannot offer separation of all the dynamic parts of internal resistance/impedance.
From the increasing demand and use of Li-ion cells, it is expected that application-specific characterisation tests will progressively become more important for future development. We consider the test procedures reviewed in this review will be of value to the reader to develop their ideal set of characterisation tests. 
Supplementary material
Supplementary material associated with this article can be found, in the online version, at doi: 10.1016/j.pecs.2019.01.001 .
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