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Abstract
In this work we give a thorough study of Hurwitz stacks and associated Hurwitz moduli spaces,
both in Galois and non Galois case. We compare our construction to those proposed by Harris-Mumford,
Abramovich-Corti-Vistoli and Mochizuki-Wewers. We apply our results to revisit some classical exam-
ples, particularly the stacks of stable curves equipped with an arbitrary level-structure, and the stack
of tamely ramified cyclic covers. In a second part we exhibit some tautological bundles and cohomology
classes naturally living on Hurwitz stacks, and give some universal relations, in particular a higher
analogue of the Riemann-Hurwitz formula, between these classes. Applications are given to the stack
of cyclic covers of the projective line, with special attention to Cornalba-Harris type relations and to
Hyperelliptic Hodge integrals.
Subject class: 14D15,14D20,14D22,14H30. Mots cle´s: algebraic stack, covering of curves, formal defor-
mation, group action, moduli of curves.
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1. Introduction.
L’objectif de ce travail est l’e´tude syste´matique des champs de reveˆtements mode´re´ment ramifie´s
entre courbes alge´briques. Rappelons que classiquement [35], par espace de Hurwitz, on entend la
varie´te´ alge´brique Hg,d parame´trant les reveˆtements π : C −→ P1 de degre´ d de la droite projective,
par une courbe lisse de genre g, et de´finis sur un corps alge´briquement clos k. Mode´re´ signifie que
l’ordre du groupe de monodromie, c’est-a`-dire le groupe de Galois de la cloˆture galoisienne, a un
ordre premier a` la caracte´ristique p de k, si p > 0. Ces espaces (ou mieux les champs associe´s Hg,d), et
leurs compactifications naturelles Hg,d et Hg,d, jouent un roˆle significatif dans de nombreuses questions.
Citons comme exemples du coˆte´ arithme´tique, la formulation ge´ome´trique du proble`me de Galois inverse
par Fried [32], Fried-Vo¨lklein [34], mais aussi la ge´ne´ralisation des tours modulaires sugge´re´e par Fried
[33]. Du coˆte´ ge´ome´trique les re´cents et profonds de´veloppements autour de l’e´tude asymptotique des
nombres de Hurwitz, en d’autres termes la the´orie de Gromov-Witten sur P1, de´veloppe´e par Okounkov-
Pandharipande [59], Graber-Vakil [38], et Ekedahl-Lando-Shapiro-Vainshtein [27] ont une expression
en termes de champs de Hurwitz. Signalons aussi l’e´tude paralle`le a` certains e´gards de l’espace des
modules des courbes avec structure de spin (dans un sens ge´ne´ralise´) par Jarvis [43], [44], et Jarvis-
Kimura [45]. Un point de vue diffe´rent, celui des applications stables de Kontsevich C −→ P1 [49], [53],
s’est impose´ comme une approche alternative pour aborder ce genre de questions, du moins lorsque la
base est rigide. Il n’est pas utilise´ dans notre travail.
Les champs de Hurwitz seront essentiellement vus comme correspondances entre espaces de modules
de courbes. C’est cette position qui a e´te´ la motivation principale pour entreprendre le pre´sent travail.
On notera que la construction des espaces modulaires de Hurwitz a e´te´ aborde´e a` plusieurs reprises
dans la litte´rature, mais sous des angles particuliers, le plus souvent pour les reveˆtements de base P1,
et avec un traitement partiel ou imparfait de la compactification stable marque´e. On se reportera au
rapport de De`bes [16], ou a` Wewers [68], [69].
Notre objectif est d’abord de proposer une construction uniforme, puis ensuite une e´tude de´taille´e
des champs Hg,h,d, en corollaire des espaces de modules Hg,h,d, classifiant les reveˆtements π : C −→ D
de´finis sur un corps alge´briquement clos k, de degre´ d, d’une courbe de genre h par une courbe de genre
g, la ramification e´tant suppose´e mode´re´e. Si h = 0, c’est la situation du de´but; si d = 1, Hg,g,d =Mg.
On observera qu’en ge´ne´ral Hg,h,d n’est pas connexe, mais posse`de la proprie´te´ que les composantes
connexes sont irre´ductibles; proprie´te´ partage´e avec tout champ localement noethe´rien et normal. On
se´pare de manie`re grossie`re ces composantes en fixant le type de la ramification, appele´ la donne´e de
Hurwitz, ou la donne´e de ramification, et note´e ξ dans le texte (section 2.2). L’espace de Hurwitz Hg,h,ξ
qui en de´coule n’est en ge´ne´ral pas connexe. Le nombre de composantes connexes (ou irre´ductibles) est
le nombre de Nielsen (De´finition 2.4). La contribution principale du pre´sent travail est la construction,
puis l’e´tude, de la compactification naturelle par adjonction des reveˆtements stables, Hg,h,ξ de Hg,h,ξ.
A ce stade les choses sont plus subtiles, du fait que plusieurs choix naturels sont possibles, marquage
ou pas par le diviseur de ramification.
Il doit eˆtre note´ que des constructions partielles de l’espace de Hurwitz sont pre´sentes dans la
litte´rature, d’abord par Fulton [35] dans le cas des reveˆtements simples de la droite projective, puis
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dans une logique diffe´rente par Fried [32]. On notera cependant que l’espace modulaire conside´re´ par
Fried, et qui concerne la base P1, n’est pas identique au noˆtre, bien que directement lie´; le champ
de Hurwitz est le champ quotient de celui de Fried par PGL(1). La comparaison entre ces deux
constructions, la construction de Fried et la pre´sente construction, est analyse´e par De`bes [16], voir
aussi Emsalem [29],[30]. Une approche plus syste´matique de la construction du sche´ma de Hurwitz,
ainsi que d’une compactification naturelle par adjonction des reveˆtements admissibles, a` sa source dans
le travail de Harris-Mumford [42], et dans les raffinements propose´s par Mochizuki [55], Wewers [68]
[69].
Les champs de Hurwitz sont, comme on va le voir, d’une extreˆme souplesse, du fait qu’il est possi-
ble de jouer avec les parame`tres: groupe, donne´e de ramification et marquage. Le champ Hg,h,ξ (resp.
Hg,G,ξ) est du fait de sa de´finition, la source d’un morphisme naturel et important (le discriminant):
(C → D) 7→ (D, ({Qj}), qui associe a` un reveˆtement sa base marque´e par les points de branchement,
de´finissant, si r est le nombre de points de branchement, un morphisme Hg,h,ξ −→Mh,r. Plus impor-
tant est le fait que ce morphisme se prolonge en Hg,h,ξ −→ Mh,r, c’est a` dire aux compactifications
stables. On observera qu’un reveˆtement stable est essentiellement stable marque´ par les points de
ramification, avec une subtilite´ lie´e a` la coalescence e´ventuelle des points de ramification d’indice deux.
De cette manie`re les champs (espaces) de Hurwitz apparaissent comme des reveˆtements (ramifie´s) de
Mh,r, (resp. Mh,r), l’espace des modules des courbes de genre h avec r points marque´s. On notera
que ces espaces contiennent comme cas particuliers les espaces modulaires de courbes avec structure de
niveau (§ 8). C’est de manie`re simplifie´e, un point de vue finalement assez fructueux, exploite´ dans [3],
de voir un reveˆtement comme la donne´e d’une sorte de structure de niveau (non abe´lien) sur la base,
et re´ciproquement.
La construction de la compactification stable du champ de Hurwitz, modele´e sur celle Mh,r pour
Mh,r, est le sujet de la section 6. L’ide´e, somme toute banale, revient a` ajouter a` Hg,h,ξ les reveˆtements
dits ”stables”, qui doivent eˆtre distingue´s des reveˆtements admissibles introduits dans Harris-Mumford
[40], [42], et des applications stables de Kontsevich [49]. Contrairement aux applications stables, un
reveˆtement stable est un objet qui, dans le cadre des reveˆtements, provient par spe´cialisation d’un
reveˆtement entre courbes lisses, ou d’une autre manie`re est tel que le reveˆtement ge´ne´rique dans sa
de´formation universelle est un reveˆtement entre courbes lisses, i.e. qui est lissifiable. Un point du bord
est repre´sente´, dans le cas galoisien, par une courbe stable marque´e par les points de ramification, ce
qui interdit a` ceux-ci a` se localiser en des points doubles, cela joint a` une condition de stabilite´ de
l’action du groupe de Galois G du reveˆtement. On notera que les points doubles qui peuvent avoir un
stabilisateur non trivial, alors cyclique, ne sont pas conside´re´s comme des points de ramification, par
contre ils interviennent dans la de´formation universelle de C → D (voir la section 5 pour des de´tails).
Il y a une de´finition alternative au concept de stabilite´, qui revient a` ignorer le marquage par le diviseur
de ramification. En effet les points de ramification ne sont pas mobiles, ils sont assigne´s par l’action du
groupe de Galois. Bien que sans importance pour les espaces de modules, les deux de´finitions peuvent
conduire a` des champs distincts (voir §6.4). On notera qu’un mode`le de cette construction e´tait de´ja
visible dans la compactification des reveˆtements doubles utilise´e par Beauville [7].
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Dans le cas non galoisien, un reveˆtement stable sera de´fini (section 6) comme un reveˆtement qui
e´tale-localement admet une cloˆture galoisienne (voir section 6.5). Ces uniformisations galoisiennes
locales doivent satisfaire a` une condition de cohe´rence. Un reveˆtement stable est admissible, mais
la re´ciproque n’est pas vraie : les champs correspondants diffe`rent. Le champ de Hurwitz est de
manie`re pre´cise la normalisation (de´singularisation) du champ de Harris-Mumford. On doit noter qu’on
arrive essentiellement au meˆme re´sultat en enrichissant un reveˆtement admissible d’une log-structure,
construction e´tudie´e par Mochizuki [55], et Wewers [68]. Cette construction diffe`re le´ge`rement de
la notre. C’est d’ailleurs une vertu essentielle des champs de Hurwitz, ou de ceux qui en de´rivent,
que de proposer des compactifications lisses aux divers proble`mes de modules pose´s par les reveˆtements
mode´re´ment ramifie´s. Cela sera ve´rifie´ pour le champMg(G) des structures de niveau G sur les courbes
lisses de genre g (g ≥ 2), i.e. des G-reveˆtements principaux de base une courbe lisse de genre g. Nous
de´crirons (section 8) une compactification lisse Mg(G) de Mg(G), a` la diffe´rence de Deligne-Mumford
[20], mais par contre non repre´sentable, meˆme si le niveau domine le niveau abe´lien (n), n ≥ 3. Les
objets de ce champ seront les G-reveˆtements principaux de´ge´ne´re´s stables. Un objectif similaire au
noˆtre a e´te´ atteint, cependant par des me´thodes et points de vue diffe´rents, par Abramovich-Vistoli
et leurs coauteurs [1], [2], [3]. Les objets qu’ils de´crivent sous le vocable de ”balanced twisted stable
maps”, constituent les points d’un champ de Deligne-Mumford lisse et propre, et qui n’est pas autre
chose que le champ (quotient) (§6.4) :
Mg′,b(BG) =
∐
[ξ]
Hg,G,ξ//Z(G)
la somme e´tant sur les donne´es de Hurwitz, et Z(G) e´tant le centre deG. Le point de vue des reveˆtements
adopte´ ic¸i rend les constructions tre`s naturelles. Cela s’applique a` l’extensionG-e´quivariante des the´ories
topologiques des champs par Turaev, Jarvis at al (voir [45],[46]).
De´crivons brie`vement le contenu du pre´sent travail. Dans le paragraphe 2, on introduit les
de´finitions de base, donne´e de Hurwitz, ou de ramification, ou d’holonomie autour des points de branche-
ment, et les ope´rations naturelles supporte´es par ces donne´es, comme la restriction et l’induction. La
description topologique de l’espace de Hurwitz est pre´sente´e, pour clarification, et conduit a` la de´finition
du nombre de Nielsen, introduit par Fried [32]. Dans le paragraphe 3, nous e´tudions les familles de
courbes lisses munies de l’action d’un groupe fini, a` donne´e de Hurwitz fixe´e, de manie`re e´quivalente
les familles de G-reveˆtements galoisiens.
Le re´sultat principal de cette section est un the´ore`me d’inversion de la formule bien connue de
Chevalley-Weil (The´ore`me 3.1). On montre que la donne´e de Hurwitz est totalement de´termine´e par
la connaissance des repre´sentations de G dans les espaces H0(C, ω⊗mC ), en fait par un nombre fini
d’entre elles. Dans le paragraphe 4, on e´tudie de la meˆme manie`re les familles G-e´quivariantes de
courbes stables marque´es. L’inversion des relations de Chevalley-Weil est l’outil combinatoire crucial
pour analyser le proble`me de la collision des points de ramification, phe´nome`ne qui peut intervenir
dans certains cas, et qui correspond a` la pre´sence de points doubles a` isotropie die´drale (The´ore`me
4.1). L’objectif principal du paragraphe 4 est de clarifier le comportement des points de ramification
par spe´cialisation et de´formation. On montre en particulier qu’une G-courbe stable est essentiellement
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marque´e par les points de ramification, la seule complication venant e´ventuellement des points de
ramification d’indice deux.
Dans le paragraphe 5, nous e´tudions la de´formation verselle d’un reveˆtement galoisien mode´re´ment
ramifie´ π : C −→ D de diviseur de branchement B. Dans le cas lisse il est bien connu que les
de´formations d’un reveˆtement correspondent bijectivement a` celles de la base e´quipe´e du diviseur de
branchement. Dans le cas stable, le re´sultat essentiel (the´ore`me 5.2), de´crit l’e´cart entre d’une part la
de´formation verselle e´quivariante de C, et d’autre part la de´formation verselle de la base D marque´e
par les points de branchement.
Dans le paragraphe 6, on construit les champs (espaces) de Hurwitz et leurs compactifications
stables. On montre, et cette remarque peut avoir une certaine utilite´, que la projectivite´ des espaces
Hg,h,ξ peut s’obtenir par preuve similaire a` celle donne´e par Gieseker et Mumford pour la projectivite´
de Mg. Cette approche permet en fait d’obtenir de manie`re uniforme la projectivite´ des Mg,n, par une
preuve qui re´duit essentiellement tout au cas deMg. La raison est bien suˆr le fait que les points marque´s
sont implicites dans une action, ce sont les points de branchements, ou de ramification. Le the´ore`me
6.2 compare notre construction et celle de Harris-Mumford. On montre d’abord, dans le cas galoisien,
puis dans le cas des reveˆtements non galoisiens, que le champ de Hurwitz (ou l’espace modulaire de
Hurwitz) e´tudie´ dans le pre´sent travail, est la de´singularisation de celui, non normal, introduit dans
[42].
Dans le paragraphe 7 on e´tudie la combinatoire du bord, qui se re´sume a` la version e´quivariante de
la description habituelle du bord deMg,n. Un roˆle cle´ est joue´ dans cette section par la the´orie de Bass
[6] des reveˆtements de graphes ; voir en particulier le the´ore`me 7.2. Dans le paragraphe 8, on applique
en guise de test, la construction des espaces de Hurwitz a` la description modulaire du bord des espaces
de modules de courbes avec structure de niveau G, abe´lien ou non. Rappelons que la construction
usuelle de la compactification Mg(G), qui proce`de de manie`re indirecte, (voir Deligne-Mumford [21]),
ne conduit pas a` une description modulaire pre´cise des points du bord. Ici, ils apparaissent comme
des reveˆtements principaux stablement de´ge´ne´re´s, de groupe G. C’est aussi le point de vue re´cent
de´veloppe´ par Abramovich-Vistoli [2]. On retrouve et on clarifie quelques re´sultats de Boggi-Pikaart
[13], Oort-van Geemen [36].
Dans les paragraphes 9 et 10, on introduit les classes ”tautologiques” qui vivent dans le groupe
de Chow d’un champ de Hurwitz, particulie`rement dans le cas du champ classifiant les reveˆtements
cycliques (voir aussi [5]). On met en e´vidence quelques relations universelles entre ces e´le´ments, de
manie`re analoque au travail de Jarvis sur les courbes a` spin [43]. Ces relations contiennent les relations
de Cornalba-Harris dans le cas hyperelliptique. On observe que la relation de Riemann-Hurwitz s’e´tend
a` un ordre supe´rieur, sous la forme d’un relation simple entre classes kappa. Comme application on
calcule certaines inte´grales de Hodge sur le champ des courbes hyperelliptiques sugge´re´es par le travail
de A. Bene [10].
Les conventions et notations seront rappele´es si ne´cessaire en de´but de chaque section. Les re´sultats
du pre´sent travail ont e´te´ annonce´s en partie, et sous une forme restreinte, dans la note [11]. Ils
s’appuient occasionnellement (§ 6 a` § 8) sur la the`se du second auteur (voir [61]).
Nous remercions les organisateurs de la semaine the´matique ”The´orie de galois et espaces de mod-
ules” au CIRM en Mars 04 durant laquelle plusieurs expose´s furent consacre´s aux espaces de Hurwitz.
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2. Classification des reveˆtements.
Dans ce paragraphe, les de´finitions de base concernant les reveˆtements sont introduites. Nous
de´finissons et e´tudions les invariants fondamentaux, donne´e de Hurwitz, repre´sentations de Hurwitz.
2.1. Actions de groupes et reveˆtements.
Fixons tout d’abord quelques notations et conventions communes a` la totalite´ de l’article, puis
celles particulie`res a` ce paragraphe. Soit un corps k alge´briquement clos, de caracte´ristique arbitraire.
Une courbe, du moins lorsqu’il sera fait allusion a` un corps de de´finition, aura toujours pour sens, une
courbe projective re´duite, connexe, de´finie sur k. On se limitera dans la totalite´ de ce paragraphe,
ainsi que dans le suivant, a` des courbes non singulie`res. Notons cependant que dans la de´finition qui
suit, comme dans d’autres, cette restriction est inutile. Dans les paragraphes ulte´rieurs (§ 4 a` § 8), une
courbe sera de manie`re plus ge´ne´rale une courbe singulie`re connexe, avec pour seules singularite´s des
points doubles ordinaires, donc selon une terminologie bien e´tablie, une courbe nodale ou pre´stable. le
genre d’une telle courbe est g(C) = pa(C). Les de´finitions correspondantes, sous ces hypothe`ses, seront
rappele´es et pre´cise´es dans le paragraphe 4 et les paragraphes ulte´rieurs.
2.1.1. G-reveˆtements
Fixons un groupe fini G. On supposera, et cela de manie`re permanente que si la caracte´ristique
d’un corps k est p > 0, alors p ne divise pas l’ordre de G. De manie`re plus ge´ne´rale, dans les manip-
ulations de familles, on supposera que l’ordre de G est inversible dans les faisceaux structuraux des
sche´mas conside´re´s. Dit d’une autre manie`re, les actions du groupe G seront mode´re´ment ramifie´es.
Nous retenons par ailleurs les conventions suivantes concernant le groupe G. Le groupe des caracte`res
(multiplicatifs), Hom (G, k∗) sera note´ Gˆ. Nous noterons Irrep(G) l’ensemble des repre´sentations (ou
caracte`res) irre´ductibles de G, une meˆme lettre de´signant en ge´ne´ral une repre´sentation V , ou bien sans
pre´cision supple´mentaire son caracte`re χV : G → k. On notera respectivement Aut(G) et Out(G) le
groupe des automorphismes de G, respectivement des automorphismes exte´rieurs. Pour s ∈ G, [[s]]
de´signera la classe de conjugaison de s.
L’objet fondamental e´tudie´ dans de ce travail est une courbe C, munie d’une action du groupe
G, action signifiant toujours une action fide`le. Celle-ci est donc de´crite par un morphisme injectif
φ : G→ Aut(C). On de´signera alors par (C, φ) la donne´e de C munie de l’action de´finie par φ, lorsqu’il
sera utile de pre´ciser celle-ci. La de´finition suivante d’e´quivalence, pour les courbes munies d’une action
de G, est celle qui pre´vaut dans tout ce travail. On notera cependant, et cela justifie qu’elles soient
mises en e´vidence, qu’il y a des variantes a` cette de´finition, que nous allons rappeler, voir aussi par
exemple, Fried [32], De`bes [16], et aussi la section 6.
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De´finition 2.1. Soient deux actions (C, φ) et (C′, φ′) de G sur des courbes C et C′. Ces actions sont
dites G-e´quivalentes, en abre´ge´, e´quivalentes, s’il existe un G-isomorphisme f : C → C′, c’est a` dire un
isomorphisme tel que pour tout x ∈ C et tout s ∈ G, on ait f(φ(s)).x = φ′(s).f(x).
Dans la suite on omettra le plus souvent la lettre φ et on parlera pour simplifier d’une G-courbe;
l’action sera alors note´e de manie`re abre´ge´e (s, x) 7→ sx. Notons que les courbes munies d’une action de
G que nous auront a` conside´rer ve´rifierons en ge´ne´ral la condition que le groupe des automorphismes
Aut(C) est fini; on pourrait remplacer cette hypothe`se par la finitude de AutG(C), groupe des auto-
morphismes G-e´quivariants. C’est le cas par exemple si C est lisse de genre g ≥ 2, ou plus ge´ne´ralement
si C est stable de genre g ≥ 2 (section 3, et [20], [53]). Dans ce paragraphe on se limite de manie`re
exclusive a` la conside´ration de courbes lisses; les re´sultats seront e´tendus au paragraphe suivant aux
courbes nodales stables. Sous les hypothe`ses en vigueur, il est bien connu que la courbe quotient C/G
est de´finie; nous parlerons du morphisme quotient π : C → C/G comme e´tant le reveˆtement (galoisien)
de groupe G de´fini par (C,G).
De manie`re plus ge´ne´rale, un reveˆtement π : C → D, C et D e´tant deux courbes lisses connexes,
est un morphisme fini et ge´ne´riquement e´tale. L’hypothe`se faite sur le cardinal de G, a` savoir que si
la caracte´ristique de k est p > 0, alors p ne divise pas |G| a pour traduction que le reveˆtement associe´
est mode´re´ment ramifie´. En fait le reveˆtement π : C → C/G associe´ a` (C,G) est, en utilisant une
terminologie re´pandue, un G-reveˆtement, ce qui signifie qu’on inclut a` la donne´e de π : C → D, l’action
de G sur C, ou ce qui revient au meˆme, on fixe une identification G ∼= Aut(π).
Dans cette situation, donc pour un reveˆtement galoisien mode´re´ment ramifie´, rappelons qu’un point
de ramification est un point (ferme´) x ∈ C tel que si Gx est le stabilisateur, alors Gx 6= 1. L’orbite
d’un tel point sera souvent appele´e une orbite singulie`re; on parlera aussi par opposition d’orbites
re´gulie`res. Notons que si x est un point de ramification le stabilisateur Gx est cyclique, d’ordre e(x)
l’indice de ramification. Les points images dans C/G des points de ramification sont appele´s les points
de branchement. Ces de´finitions s’e´tendent comme il est bien connu au cas non galoisien. Finalement
la relation de Riemann-Hurwitz pour un reveˆtement non ne´cessairement galoisien π : C → D de degre´
d est
2g(C)− 2 = d(2g(D)− 2) +
∑
x∈C
(e(x)− 1)
2.1.2. Classification des reveˆtements
La classification des couples (C,G), ou ce qui revient au meˆme du G-reveˆtement correspondant
π : C → C/G, introduite ci-dessus, ne doit pas eˆtre confondue avec ce que l’on entend usuellement par
la classification des reveˆtements [17], [32] [55], [67], [68].
A titre de comparaison avec la de´finition initiale, et pour utilisation ulte´rieure, rappelons que
deux reveˆtements, galoisiens ou non, π : C → D et π′ : C′ → D′ sont dits e´quivalents, s’il existe des
isomorphismes f : C
∼
→ C′ et h : D
∼
→ D′ tels que π′f = hπ, soit un diagramme commutatif
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C f - C′
π
?
π′
?
D h -D′
(2.1)
Naturellement si f : (C,G)
∼
→ (C′, G) est une G-e´quivalence, donc si les G-reveˆtements associe´s
sont G-e´quivalents, ils sont alors e´quivalents. La G-e´quivalence exige en plus que l’isomorphisme f soit
un G-isomorphisme. On notera aussi que pour les reveˆtements de base fixe´e D, on peut aussi choisir
comme relation d’e´quivalence, la relation d’e´quivalence G-stricte (resp. stricte). Cela revient a` imposer
h = 1 dans la de´finition de dessus.
Dans le cas galoisien, donc pour des G-reveˆtements, on a notre disposition deux manie`res distinctes
d’identifier deux reveˆtements, selon que l’on exige que f soit G-e´quivariant, c’est dire la G-e´quivalence,
ou pas. Cela correspond classiquement a` la distinction entre les courbes modulaires X0(N) et X1(N).
Notons que si la base est fixe´e, e´gale a` P1 (le sche´ma de Hurwitz classique), la de´finition de l’e´quivalence
retenue par Fried [32], Fulton [35] , est l’e´quivalence stricte (ou rigide), pour laquelle deux reveˆtements
π : C → P1 et π′ : C′ → P1 sont e´quivalents, si et seulement si il existe un isomorphisme e´quivariant
f : C
∼
−→ C′ avec π′f = π; c’est a` dire avec les notations de dessus, h = 1.
Le cas ge´ne´ral des reveˆtements non galoisien sera traite´ dans un paragraphe ulte´rieur (Chap 6, §
6.5). Posons cependant le principe de classification. La classification des reveˆtements non galoisiens est
celle donne´e par un diagramme (2.1). Dans le Chap. 6, elle sera ramene´e au cas galoisien par passage
a` la cloˆture galoisienne.
Dans le reste de ce paragraphe, les reveˆtements seront galoisiens, mieux des G-reveˆtements,
l’e´quivalence sera la G-e´quivalence.
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2.2. Donne´e de Hurwitz.
Dans cette partie, une courbe est une courbe projective connexe, lisse et de´finie sur k, corps
alge´briquement clos. On de´signe par G un groupe fini d’ordre premier a` la caracte´ristique de k.
2.2.1. Donne´e de Hurwitz: De´finition
Soit donc C une courbe munie d’une action, effective rappelons le, du groupe fini G. Si x ∈ C est
un point de ramification, c’est a` dire a` isotropie non triviale Gx 6= 1, il en de´coule une repre´sentation
naturelle
χx : Gx → GL(
Mx
M2x
) = k∗
du groupe cyclique Gx dans l’espace cotangent en x (et en dualisant dans l’espace tangent). Le caracte`re
χx de Gx est primitif, c’est a` dire d’ordre ex = |Gx|. Ceci nous ame`ne a` conside´rer l’ensemble des
couples (H,χ), ou` H est un sous-groupe cyclique et χ un caracte`re primitif de H. Introduisons la
de´finition suivante: nous dirons que les couples (H,χ) et (H ′, χ′) sont conjugue´s, nous e´crirons alors
(H,χ) ∼ (H ′, χ′), s’il existe s ∈ G tel que
H ′ = sHs−1 et χ′(sts−1) = χ(t) pour t ∈ H.
Ou encore χ′ = sχ. Il est manifeste que si y = sx alors (Gy, χy) ∼ (Gx, χx). Ceci permet de de´finir le G-
type d’une orbite singulie`re, disons l’orbite de x, comme e´tant la classe de conjugaison de (Gx, χx), note´e
dans la suite [Gx, χx]. Ainsi nous parlerons d’une orbite de type [H,χ]. D’une manie`re plus pre´cise,
nous dirons qu’un point fixe x est d’holonomie (H,χ) si Gx = H et χx = χ. De´composons l’ensemble
des points de ramification F en une re´union d’orbites (les orbites singulie`res ) F = F1 ∪ · · · ∪ Fb, et
notons [Hi, χi] le type de Fi. La de´finition suivante est sous une forme ou une autre classique [32], [50],
[65]:
De´finition 2.2. La donne´e de Hurwitz (ou de ramification) de l’action de G sur C de´signe l’ensemble
{[Hi, χi]} des types distincts on non, des orbites singulie`res compte´es avec multiplicite´.
Il s’ave`re parfois commode de spe´cifier seulement les types distints [Hi, χi], 1 ≤ i ≤ t, et de pre´ciser
dans ce cas la multiplicite´ de [Hi, χi]. Pour une formulation plus pre´cise formons le groupe abe´lien libre
suivant:
R+(G) =
⊕
[H,χ]
Z[H,χ] (2.2)
la somme directe e´tant indexe´e par les classes de conjugaison de couples [H,χ], ou` rappelons le, H
parcourt les sous groupes cycliques de G et χ : H → k∗ les caracte`res non ne´cessairement primitifs de
H. Ainsi une donne´e de ramification est un e´le´ment ξ de R+(G) qui a ses coordonne´es positives. On
peut donc e´crire une telle donne´e ξ =
∑
bi[Hi, χi], avec pour tout i, bi ≥ 1); l’entier b =
∑
bi est le
degre´ de ξ. Il est clair que la donne´e de Hurwitz ne de´pend que de la classe d’e´quivalence de (C,G).
2.2.2. Ope´rations sur les donne´es de Hurwitz
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Il y a plusieurs ope´rations naturelles sur l’ensemble R+(G) donne´es de Hurwitz. La premie`re est
l’induction. Soit J < G un sous-groupe, alors toute donne´e relative a` J de´finit de manie`re e´vidente une
donne´e de G, soit une application IndGJ : R+(J)→ R+(G):
ξ =
∑
bi[Hi, χi]H 7→ ξ =
∑
bi[Hi, χi]G (2.3)
l’indice pre´cisant le groupe dans lequel la classe de conjugaison est prise. Si J1, J2 sont deux sous-
groupes de G et ξ1, ξ2 des donne´es relatives a` ces deux sous-groupes, on peut ainsi effectuer l’ope´ration
d’induction IndGJ1(ξ1) + Ind
G
J2
(ξ2) conduisant a` un e´le´ment de R+(G).
Il y a deux autres ope´rations naturelles concernant les donne´es de ramification qui seront utilise´es
dans la suite, la restriction et le passage au quotient. Soit J < G un sous groupe; on de´finit le morphisme
de restriction, ResGJ : R+(G)→ R+(J) par
ResGJ ([H,χ]) =
∑
J\G/H
[J ∩ gHg−1, χg |J∩gHg−1 ] (2.4)
ou` la sommation porte sur les classes doubles mod. (J,H), et χg de´signe le caracte`re χg(s) = χ(g−1sg).
Si maintenant J = G /K on de´finit le morphisme de corestriction CoresGJ : R+(G)→ R+(J) par
CoresGJ ([H,χ]) = [H/H ∩K,χ
CardH∩K|] (2.5)
L’interpre´tation de ces deux ope´rations, au niveau des actions, est explique´e dans l’e´nonce´ ci-
dessous, dont la preuve e´le´mentaire est omise. L’indice 1 signifie qu’on prend la projection sur le sous
groupe
∑
H 6=1 Z[H,χ].
Proposition 2.3. Soit ξ la donne´e de Hurwitz de l’action de G sur C; alors i) ResGJ (ξ)1 est la donne´e
associe´e a` la restriction de l’action a` J .
ii) CoresGJ (ξ)1 est la donne´e associe´e a` l’action de J = G /K sur la courbe C/K.
Pour utilisation ulte´rieure, notons qu’il existe une action e´vidente de Out(G) sur R+(G), de´finie
par
θ[H,χ] = [θ(H), χ θ−1] (2.6)
Si on conside`re l’action de G tordue au moyen de θ, alors θ(ξ) n’est autre que la donne´e de ramification
de cette action.
Notons pour finir que le groupe Γ = GalQ/Q agit lui aussi de manie`re naturelle sur le groupe R+(G)
selon la re`gle σ[H,χ] = [H, σ.χ]. On peut d’une autre manie`re interpre´ter la donne´e σ(ξ) comme celle
associe´e a` l’action de G sur la courbe Cσ = C ⊗k k tordue au moyen de σ. Il peut eˆtre utile de signaler
une autre manie`re de de´crire une donne´e de ramification, par exemple voir (Fried [32], Serre [65]).
Supposons avoir fixe´ une racine de l’unite´ ζ ∈ k d’ordre n = CardG, ζ ∈ k. Si χ est un caracte`re
primitif du sous groupe cyclique H, et si CardH = e, il lui correspond un unique ge´ne´rateur s de H
tel que χ(s) = ζn/e. Si s′ correspond de la meˆme manie`re a` (H ′, χ′), alors (H,χ) ∼= (H ′, χ′) e´quivaut
a` s′ est conjugue´ a` s. De cette manie`re la donne´e de Hurwitz devient une somme formelle de classes
de conjugaison
∑
[[s]] b[[s]][[s]]. On notera que le stabilisateur de [H,χ]↔ [[s]], pour l’action adjointe de
G,est le commutant C(s) = CG(H) de s (de H) dans G.
On va e´tendre le formalisme du G-type aux diviseurs G-invariants. Soit D =
∑d
i=1 xi un diviseur
invariant par G, tel que si i 6= j, xi 6= xj . Alors D est une somme d’orbites deux a` deux distinctes ,
et si [Hα, χα] sont les G - types de ces orbites, on appellera l’e´le´ment
∑
α[Hα, χα] le G-type de D. On
prolonge la de´finition en disant qu’une orbite re´gulie`re est de type [1] (holonomie locale triviale).
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De´finition 2.4. Soit une action de G sur la courbe C (lisse ou nodale). On dit que l’action est marque´e
par b+r orbites, dont r re´gulie`res, si on a fait le choix de b+r orbites, contenant les b orbites singulie`res,
augmente´es de r orbites re´gulie`res, les orbites e´tant indexe´es O1, · · · ,Ob+r.
Le cas non indexe´ peut eˆtre conside´re´ de la meˆme manie`re. Il est commode pour la suite d’e´tendre
aux courbes marque´es dans le sens pre´ce´dent, la donne´e de Hurwitz qui est attache´e a` une action de G,
en ajoutant a` la donne´e initialement de´finie le terme r[1]. On voit alors facilement que l’e´nonce´ (2.4)
reste valable, l’indice 1 (c’est a` dire la restriction H 6= 1) e´tant maintenant supprime´.
2.3. Nombre de Nielsen
Dans cette section k = C. Une courbe est identifie´e a` une surface de Riemann compacte et connexe.
2.3.1. Classification topologique
On s’inte´resse a` la classification e´quivariante des actions de groupes finis sur les courbes (G-
reveˆtements), mais maintenant sous le seul aspect topologique. On fixe une surface C∞ compacte
oriente´e C, de genre g ≥ 2, munie d’une action du groupe fini G; on suppose que l’action de G respecte
l’orientation. Nous pouvons reformuler dans le cadre topologique (C∞) l’essentiel de la section 2.3.
La premie`re observation est que la donne´e de Hurwitz, de´finie alge´briquement, est en fait un invariant
topologique de l’action de G sur la surface C. En effet, soit x ∈ C un point fixe de stabilisateur GX = H;
alors il en de´coule une repre´sentation line´aire re´elle de degre´ deux dans l’espace tangent re´el Tx de C en
x. La repre´sentation complexifie´e Tx ⊗ C est alors somme directe de deux repre´sentations conjugue´es
de degre´ un. On choisit celle parmi les deux dont la direction ξ est telle que la R-base (Re(ξ), Im(ξ)
fournit l’orientation de Tx. Alors le caracte`re local χx de la section 2.2 est retrouve´ comme celui qui
de´crit l’action de H sur la droite de direction ξ, soit pour s ∈ H, sξ = χx(s)ξ.
La de´finition de l’e´quivalence de deux G-reveˆtements (De´finition 2.1) prend maintenant la forme
suivante. Soit deux surfaces C et C′ munies d’une action (fide`le) de G.
Les surfaces sont G-e´quivalentes (en bref e´quivalentes), s’il existe un diffe´omorphismeG-e´quivariant
et pre´servant l’orientation f : C
∼
→ C′. La encore cette relation ne doit pas eˆtre confondue avec la
relation d’e´quivalence des reveˆtements, dans la situation pre´sente, le reveˆtement quotient C → C/G.
Comme dans le cadre alge´brique, la relation d’e´quivalence coincide avec l’e´quivalence au sens des G-
reveˆtements. Ceci e´tant, il est de nouveau clair que deux actions e´quivalentes de G sur des surfaces
C et C′ ont des donne´es de Hurwitz identiques. Il est aussi imme´diat que la donne´e de Hurwitz e´tant
fixe´e, ainsi que le genre de C, alors le genre de D = C/G est de fait de´termine´; c’est une conse´quence
directe de la formule de Riemann - Hurwitz.
Notre objectif maintenant est d’identifier les classes d’e´quivalences , en d’autres termes les types
topologiques, d’actions de G, groupe fixe´, sur les surfaces de genre g (g ≥ 2, fixe´); on fixe en plus de g,
le genre g′ de la surface quotient C/G. La proce´dure pour conduire cette classification est la suivante.
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On fixe tout d’abord une surface B, et β ⊂ B un ensemble fini de points (distincts). On suppose
en outre avoir fixe´ une partition β = β1 ⊔ · · · ⊔ βt de β en t - parties. On pose
Diff+(B, β) = {h ∈ Diff+(B), h(βi) = βi (i = 1, · · · , t)}
il est connu que le groupe Diff+(B) agit transitivement sur les parties finies nume´rote´es de cardinal
fixe´, le choix de β est donc sans importance. On suppose enfin avoir fixe´ une donne´e de Hurwitz
ξ =
∑t
i=1 bi[Hi, χi], les classes [Hi, χi] e´tant deux a` deux distinctes. On fait alors l’hypothe`se que
Cardβi = bi. Fixons enfin un point de base ⋆ ∈ U = B − β, et posons π = π1(U, ⋆).
De´finition 2.5. Un marquage d’une action de G sur C consiste en le choix d’un morphisme C∞,
φ : C → B qui identifie B avec la surface quotient C/G, et qui en plus est tel qu’une orbite singulie`re
est du type [Hi, χi] si et seulement si c’est une fibre φ
−1(b) avec b ∈ βi.
Une e´quivalence entre deux actions marque´es (C, φ), (C′, φ′) est par une de´finition identique a`
(2.1) donne´e par un diffe´omorphisme G-e´quivariant f : C
∼
→ C′ tel que φ′ ◦ f = φ (e´quivalence stricte).
Il est clair que Diff+(B, β) agit transitivement sur l’ensemble des classes de marquages de l’action
donne´e de G sur C, mais pas simplement transitivement en ge´ne´ral, du fait de l’existence possible
d’automorphismes de la base B. On associe comme d’habitude a` une action marque´e par φ : C → B
un morphisme de monodromie de π dans le groupe des permutations de la fibre φ−1(⋆), qui correspond
a` une action a` droite de π sur φ−1(⋆). Supposons les points de cette fibre nume´rote´s
φ−1(⋆) = (⋆1, · · · , ⋆n)
C’est un fait bien connu que le groupe de monodromie, c’est a` dire l’image de π → Sφ−1(⋆), s’identifie
graˆce a` la nume´rotation des points de la fibre avec le commutant de G dans le groupe des permutations
Sn = Sφ−1(⋆). De cette construction de´coule un morphisme surjectif ψφ : π → G qui a` conjugaison
pre`s ne de´pend pas de la nume´rotation des points de φ−1(⋆). Rappelons la de´finition explicite de ce
morphisme; on choisit ⋆1 ∈ φ
−1(⋆). L’image par ψφ d’un lacet α base´ en ⋆ s’obtient en relevant dans
φ−1(U ), α en α˜ d’origine ⋆1. Alors
ψφ(〈α〉) = σ ∈ G ⇐⇒ α˜(1) = σ(⋆1) (2.7)
Si on fait le choix d’ un autre point de base ⋆′ ∈ U , et si l est un chemin de U qui joint ⋆ a` ⋆′, alors
l’isomorphisme l⋆ : π1(U, ⋆)→ π1(U, ⋆
′) conduit a` la relation a` conjugaison pre`s ψφ = ψ
′
φ ◦ l⋆.
Dans la suite la surjection caracte´ristique ψφ sera comprise a` conjugaison pre`s dans G, et modulo
un changement e´ventuel du point de base. Le fait suivant qui fait abstraction de la donne´e de Hurwitz
est essentiellement le contenu du re´sultat e´le´mentaire et bien connu sur la classification topologique des
reveˆtements 1:
1
Deux reveˆtements e´tales de degre´ n, π : C → D et π′ : C′ → D, de base fixe´e D, sont topologiquement e´quivalents si
et seulement si les actions de monodromie, φ, φ′ : π1(D, ⋆) → Sn sont conjugue´es (voir par exemple [35], Proposition 1.2).
Le groupe Aut(π) est le commutant dans Sn de l’action de monodromie.
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Lemme 2.6. la correspondance (C, φ) 7→ ψφ e´tablit une bijection entre d’une part les classes d’actions
marque´es de G sur C, et d’autre part les classes de conjugaison de surjections π → G.
2.3.2. Nombre de Nielsen
Pour poursuivre la classification topologique, fixons une pre´sentation de π = π1(U ) (pre´sentation
canonique):
π = 〈A1, · · · , Ag;B1, · · · , Bg; γ1, · · · , γb /
∏
j=1···,g′
[Aj , Bj]γ1 · · · γb = 1〉
Le morphisme ψφ est de´termine´ par les images aj , bj et σk des ge´ne´rateurs Aj , Bj , et γk. Pour abre´ger
nous noterons (a, b, σ) cette donne´e; c’est essentiellement la description du reveˆtement au sens de Fried
[32]. On a donc
G = 〈a, b, σ /
∏
j=1···,g′
[aj , bj ]σ1 · · ·σb = 1〉 (2.8)
Le lien entre la donne´e du (2g′ + b)-uple (a, b, σ) et la donne´e de Hurwitz ξ est le suivant. Soient
C1, · · · , Cr les classes de conjugaison distinctes de´finies par σ1, · · · , σb; on suppose que la multiplicite´
de Ci dans cette liste est bi. Alors la donne´e de Hurwitz dans son interpre´tation au moyen de classes
de conjugaison (§2.2 ) est de´crite comme e´tant ξ =
∑r
i=1 bi[Ci]. D’une autre manie`re, on peut voir la
donne´e des r classes distinctes comme un ensemble de r couleurs; le lacet σj = ψφ(γj) e´tant de couleur
i ssi σj ∈ Ci. En conse´quence le point de branchement Qj appartient a` βj ssi σj = ψφ(γj) est de
couleur i. Dans la suite nous noterons Homβ(π,G) l’ensemble des surjections ψ : π → G qui satisfont
aux conditions ci-dessus, dicte´es par la donne´e de ramification, donc en re´sume´:
Qj ∈ βi ⇐⇒ ψ(γj) ∈ Ci (2.9)
La classification topologique des actions de G sur les surfaces de genre g, a` donne´e fixe´e, s’obtient a`
ce stade par la construction classique suivante. Soit une action de G sur C; on choisit un marquage
(De´finition 2.4) φ : C → B, ce qui produit une surjection ψφ ∈ Homβ(π,G), de´finie a` conjugaison pre`s
(Lemme 2.6). Soit maintenant le mapping class group Mg′,b, qui est, rappelons-le, le sous groupe de
Out(π), compose´ des automorphismes exte´rieurs qui permutent les classes de conjugaison des lacets
〈γj〉 (j = 1, · · · , b). Il y a un morphisme naturel
Diff+(B, β)→ Out(π)
qui factorise par Mg′,b. Un re´sultat fondamental de Nielsen de´crit l’image de ce morphisme, qui
s’identifie a` l’ensemble des automorphismes de π qui permutent les classes de conjugaison des 〈γj〉 a`
l’inte´rieur de chaque partie βi (i = 1, · · · , r). Si on conside`re la surjection canoniqueMg′,b → Sb, l’image
ci-dessus est le groupe note´ dans la suite Mg′,(b1,···,br) image re´ciproque du sous-groupe Sb1 × · · · × Sbr .
Il en re´sulte donc une action de Mg′,(b1,···,br) sur Homβ(π,G)/G. Le re´sultat suivant est bien connu:
14
Proposition 2.7. Fixons une donne´e de Hurwitz. Les classes topologiques d’actions de G sur les
surfaces de genre g a` donne´e fixe´e, sont en correspondance bijective avec les ”classes doubles”
Mg′,(b1,···,br)\ (Homβ(π,G)/G) (2.10)
Preuve: La preuve est claire. Il suffit d’e´liminer le marquage, ce qui compte tenu du lemme 2.6
revient a` effectuer le quotient de Homβ(π,G)/G par l’action de´crite ci-dessus de Mg′,(b1,···,br).
Exemple 2.1 Examinons ce que donne la correspondance ci-dessus dans le cas g′ = 0 (reveˆtements
de la sphe`re). On a dans ce cas B = S2, et le mapping class group est ici le groupe M0,b image du
groupe des tresses a` b brins B(b). Le groupe π est dans ce cas le groupe libre de rang b− 1 de´crit par
la pre´sentation usuelle
〈γ1, · · · , γb, /
∏
γi = 1〉 (2.11)
Une surjection ψ ∈ Homβ(π,G) est de´termine´e par le r - uple σ = (σ1, · · · , σb) avec σi = ψ(γi) (1 ≤ i ≤
b), ces ge´ne´rateurs e´tant soumis a` la relation
∏
σi = 1. Noter queG est engendre´ par les σi (i = 1, · · · , b).
L’action par conjugaison sur les surjections devient dans cette description la conjugaison diagonale
σ 7→ gσg−1 = (gσ1g
−1, · · · , gσbg
−1) (2.12)
Si on fixe une donne´e de Hurwitz, la restriction qui en de´coule, c’est a` dire, la couleur assigne´e aux
points de branchement est: Qj ∈ βi ⇐⇒ σj ∈ Ci. L’action de M0,b sur Homβ(π,G)/G se de´duit de
l’action standard du groupe des tresses de la sphe`re, elle est en particulier engendre´e par les ope´rations
Si(σ) = (σ1, · · · , σi−1, σiσi+1σ
−1
i , σi, σi+2, · · · , σb) (1 ≤ i ≤ b) (2.13)
La condition (2.9) exige de se limiter a` l’action du sous-groupe des tresses partiellement colore´es
B(b1, · · · , br), image re´ciproque de Sb1 × · · · × Sbr par la surjection canonique B(b)→ Sb. ♦
Dans le cas ge´ne´ral, on est conduit a` conside´rer l’ensemble Ni(ξ) des classes de Nielsen relatives a`
une donne´e de Hurwitz ξ fixe´e. La de´finition est la suivante [16],[32]:
Ni(ξ) = {(a, b, σ)} ∈ G2g
′+b/ modulo conjugaison}
les e´le´ments (a, b, σ) e´tant soumis aux conditions explicite´es ci-dessus, a` savoir:
i)
∏g′
i=1[ai, bi]σ1 · · ·σb = 1
ii) G = 〈a, b, σ〉
iii) Qj ∈ βi ⇐⇒ σj ∈ Ci
En conclusion l’ensemble quotient Mg′,(b1,···,br) \Ni(ξ) est le classifiant pour les types topologiques
d’actions de G sur les surfaces de genre g, avec une donne´e de Hurwitz fixe´e ξ; c’est un ensemble fini,
ce qui conduit a` poser [25]:
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De´finition 2.8. Fixons une donne´e de Hurwitz ξ. Le nombre de Nielsen h(ξ) est de´fini comme e´tant
le nombre de types topologiques distincts d’actions de G sur les surfaces de genres g, avec une donne´e
de Hurwitz fixe´e e´gale a` ξ, soit
h(ξ) = CardMg′,(b1,···,br)\Homβ(π,G)/G (2.14)
Le fait le plus important pour la suite est que le nombre de Nielsen2 a une signification ge´ome´trique
pre´cise, il repre´sente le nombre de composantes connexes, ou irre´ductibles, de l’espace des modules des
reveˆtements, espace qui sera construit dans les sections 5 et 6. Pour le prouver, il faut resituer la
classification des reveˆtements dans son contexte analytique, la the´orie de Teichmu¨ller [24], [25]. La
discussion qui suit est succinte, pour plus de de´tails nous renvoyons aux re´fe´rences pre´ce´dentes.
On fixe une surface de re´fe´rence Σg de genre g (g ≥ 2), ainsi qu’une action fide`le du groupe fini G
sur Σg. Le couple (Σg, G) de´finit donc ce qu’on peut appeler pour abre´ger, un type topologique. Soit
Conf(Σg) l’ensemble des structures conformes sur Σg. le groupe Diff
+(Σg) agit naturellement sur
Conf(Σg), et si Diff◦(Σg) de´signe la composante connexe de l’e´le´ment neutre du groupe Diff
+(Σg),
donc le sous-groupe des diffe´omorphismes homotopes (ou isotopes) a` l’identite´, le quotient
Tg = Conf(Σg)/Diff0(Σg)
est une des formes de l’espace de Teichmu¨ller [24]. En suivant la construction de Earle (loc.cit), on est
amene´ a` conside`rer l’ensemble des points fixes de G dans Conf(Σg). Soit Z0(G) le centralisateur de
G dans Diff0(Σg). On peut montrer que, N(G) e´tant le normalisateur de G dans Diff
+(Σg), on a
Conf(Σg)
G = N(G) ∩ Diff0(Σg). L’espace de Teichmu¨ller e´quivariant, c’est a` dire celui qui classifie
les actions a` type topologique fixe´ est Tg,G = Conf(Σg)
G/Z0(G)
On montre sous ces conditions le re´sultat de fondamental suivant loc.cit3:
The´ore`me 2.9. Tg,G est une sous varie´te´ ferme´e et contractile de Tg. En fait Tg,G est diffe´omorphe
a` R6g
′−6+2b. Ce re´sultat donne imme´diatement le re´sultat e´nonce´ au dessus, a` savoir que l’espace de
Teichmu¨ller e´quivariant, classifiant les actions de G sur les surfaces (de Teichmu¨ller) de genre g a` type
topologique fixe´ est connexe; par suite l’espace modulaire classifiant les actions a` type topologique fixe´,
e´tant un quotient du pre´ce´dent, est donc aussi connexe. En conclusion, si on fixe seulement la donne´e
de Hurwitz ξ, l’espace modulaire a exactement h(ξ) composantes connexes.
Remarque 2.2 La de´finition 2.8 du nombre de Nielsen h(ξ) montre imme´diatement que dans
le cas g′ = 0, et le groupe G e´tant suppose´ abe´lien, alors h(ξ) = 1. La de´termination du nombre de
2
Ce nombre ne doit pas eˆtre confondu avec le nombre de Hurwitz [59], qui est hg,G,ξ = #Homβ(π,G)/G. La formule
de sommation de Burnside donne hg,G,ξ =
∑
[π]
1
#Aut(π) , la sommation portant sur les classes d’e´quivalence (strictes) de
G-reveˆtements de donne´e de ramification fixe´e, d’une courbe de genre g′ fixe´e, ainsi que les points de branchement β.
3
Une partie de ce re´sultat est rede´montre´e dans la note de Natazon: ”The topological structure of the space of holomorphic
morphisms of Riemann surfaces”, Comm. of the Moscow Math. Soc.
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Nielsen est, dans le cas ge´ne´ral, une question connue comme difficile, conduisant a` e´tudier l’action d’un
groupe de tresses sur des uplets d’e´le´ments de G; [32],[41] [67]. On sait cependant que h(ξ) = 1 dans
plusieurs situations utiles [25], [32], [35], [67]. Le cas le plus simple, et par ailleurs bien connu, est celui
des reveˆtements simples de degre´ n de P1, avec r-points de branchement [35]. Le re´sultat est e´tendu
dans [41] a` une base de genre g′ arbitraire, sous l’hypothe`se le nombre de points de branchement soit
tel que b ≥ 2n. Il est imme´diat que la cloˆture galoisienne d’un tel reveˆtement a pour groupe de Galois
Sn, la donne´e de ramification e´tant ξ = r(classe de conjugaison des transpositions). On peut prouver
que le nombre de Nielsen est encore e´gal a` un, dans le cas ou` la ramification est simple sauf au plus en
une ou deux fibres, base P1 (Wajnryb [67]).
Un autre cas pour lequel la de´termination de nombre de Nielsen est aise´e, et par ailleurs classique,
et celui des structures de niveau abe´lien n ≥ 3 [20]. Cela signifie que G = Z/nZ)2g
′
, et ξ = ∅. Alors
(voir paragraphe 8), h est dans ce cas l’indice [GL2g′(Z/nZ) : Sp2g′(Z/nZ)].
♦
Supposons maintenant G = Z/nZ et ξ 6= 0 . La surjection ψ : π → G est dans ce cas de´termine´e
par les seules images des lacets d’homologie, du fait que les classes de conjugaison sont re´duites a` un
seul e´le´ment; donc la donne´e de Hurwitz de´termine les e´le´ments σ1, · · · , σb, ceux-ci e´tant soumis a` la
seule relation σ1. · · ·σb = 1. Ne subsiste alors que la condition G = 〈a, b, σ〉, soit pgcd(aj , bk, σl, n) = 1.
Le re´sultat qui suit est bien connu, il remonte a` Nielsen. Un re´sultat plus ge´ne´ral sur le type
topologique dans le cas d’un groupe abe´lien est aussi disponible (Edmonds [25], theorem 3.1)
Proposition 2.10. Si G est cyclique, pour toute donne´e de Hurwitz ξ 6= 0, on a h(ξ) = 1; en d’autres
termes il y a un seul type topologique, et l’espace modulaire correspondant est connexe.
Soit par exemple le cas n = 3, et r = g + 2. La donne´e de ramification s’identifie a` une partition
(non ordonne´e) de [1, g+2] en deux parties Λ1, Λ2, selon que le caracte`re local est σ 7→ j, ou j
2 (j3 = 1).
On a |Λ1| + 2|Λ2| ≡ 0 (mod 3), soit |Λ1| ≡ |Λ2| (mod 3). Le nombre de types topologiques, c’est a`
dire de composantes connexes de l’espace de Hurwitz est donc
1
2
∑
2l≡g−1 (mod 3)
(
g + 2
l
)
3. Familles de G-courbes lisses.
Les notations et conventions de la section 2 sont conserve´es. Dans cette section on s’inte´resse de
manie`re essentielle a` la ge´ome´trie de l’action de G dans une famille de courbes lisses, puis nodales.
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3.1. Ge´ome´trie du diviseur de branchement
3.1.1. Diviseurs de points fixes
La situation ge´ne´rique est la suivante: soit π : C → S une famille de courbes, qu’on suppose
tout d’abord lisse, et avec des fibres de genre g ≥ 2 (restriction superficielle): le morphisme π est
donc projectif, lisse, a` fibres connexes. On supposera en ge´ne´ral la base S est connexe. Il est alors
bien connu que le foncteur en groupes AutC/S : T 7→ AutT (C ×S T ) de´fini sur la cate´gorie des S-
sche´mas, est repre´sentable, en fait repre´sente´ par un S-sche´ma fini et non ramifie´ AutS(C) [20]. Fixons
la convention suivante: une action de G sur C/S est un morphisme injectif de G dans le groupe des
sections de AutS(C). Notons alors que si σ 6= 1 est un S-automorphisme de C, l’automorphisme σs
induit sur une quelconque fibre Cs, est distinct de l’identite´, comme il de´coule de la proprie´te´ de non
ramification. Nous allons tout d’abord rassembler quelques proprie´te´s e´le´mentaires des sous-sche´mas
de points fixes. Rappelons que CardG est inversible dans OS . Comme les stabilisateurs des points dans
les fibres ge´ome´triques sont cycliques, les sous-sche´mas de points fixes non vides sont ceux relatifs aux
sous-groupes cycliques. Notons le fait facile suivant
Proposition 3.1. Pour tout sous-groupe cyclique H ⊂ G, le sous-sche´ma des points fixes CH de H
est un diviseur de Cartier relatif, e´tale sur S.
Preuve: C’est la version relative, pour la proprie´te´ e´tale, du fait bien connu que lorsqu’un groupe
re´ductif ope`re sur une varie´te´ lisse sur un corps, le sous sche´ma des points fixes est lisse. Dit d’une
autre manie`re, si P est un point fixe de H, d’image s ∈ S, on peut alors line´ariser (formellement)
l’action de H en P , donc identifier l’anneau local comple´te´ OˆP a` Oˆs[[T ]], l’action d’un ge´ne´rateur σ
de H e´tant σ(T ) = ζT , pour une racine de l’unite´ convenable ζ. Alors l’e´quation de CH en P est
σ(T )− T = (ζ − 1)T = 0. Le re´sultat est donc visible.
Supposons un instant que S = Spec(k), avec k alge´briquement clos. Si P ∈ C est un point de
ramification, donc qui a un stabilisateur H 6= 1, rappelons (2.2) qu’on attache alors a` H un caracte`re
primitif χP de H.
Lemme 3.2. Soit un sous-groupe H ⊂ G stabilisateur d’un point d’une fibre ge´ome´trique Cs0 , il est
alors le stabilisateur d’un point pour toute fibre ge´ome´trique Cs.
Soit {H1, · · · , Hq} la liste des sous-groupes cycliques de G qui sont les stabilisateurs des points dans
une fibre ge´ome´trique Cs, alors cette liste est inde´pendante de s, de meˆme que le nombre de points de
Cs ayant pour stabilisateur Hi.
Preuve: Il re´sulte imme´diatement de la proposition 3.1 que pour un sous-groupe H de G, le fait
d’avoir un point fixe dans une fibre ge´ome´trique Cs entraˆıne que H a un point fixe dans chaque fibre
ge´ome´trique. De plus le cardinal de CHs , qui est le degre´ de C
H , est constant sur les fibres ge´ome´triques.
Soit {H1, · · · , Hq} la liste des sous-groupes H, tels que C
H 6= ∅, c’est a` dire CHs 6= ∅ pour tout s. Posons
∆i(s) = {x ∈ Cs tel que Hi est le stabilisateur de x}
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et ri(s) = Card(∆i(s)). De´finissons aussi r
∗
i (s) = CardC
Hi
s − ri(s), c’est a` dire le nombre de points
dont le stabilisateur contient strictement Hi. Par la proposition 3.1, la fonction ri + r
∗
i est constante.
Pour prouver que ri est constante, supposons d’abord Hi maximal dans la famille {Hj}; dans ce cas la
conclusion est claire. Si tel n’est plus le cas pour Hi, et si la conclusion est admise pour tout sous-groupe
Hj tel que Hi $ Hj , l’e´galite´ r∗i =
∑
j,Hi$Hj rj , montre que r
∗
i est constante, et donc aussi ri.
Fixons de nouveau une fibre ge´ome´trique Cs0 , et soit {P1, · · · , Pl} la liste des points de Cs0 qui ont
pour stabilisateur H = Hi; le nombre l de ces points est par le Lemme 3.2 inde´pendant de la fibre, ce
qui donne un sens a` la de´finition. On note χj (1 ≤ j ≤ l) le caracte`re de H attache´ a` Pj .
Lemme 3.3. L’ensemble {χ1, · · · , χl} constitue´ de l caracte`res (distincts ou non) de H, c’est a` dire
compte´s avec multiplicite´, est inde´pendant de la fibre.
Preuve: Soient Hi $ Hj deux sous-groupes de la liste du lemme 3.2. Le sche´ma des points fixes
CHj est un sous-sche´ma ferme´ de CHi , et il est e´tale sur S, par la proposition 3.1. L’injection de CHj
dans CHi est e´tale finie sur S∗, et donc ouverte et ferme´e. Si on pose
Zi = C
Hi −
⋃
Hi$Hj
CHj (3.1)
il est clair que Zi est fini e´tale sur S, de degre´ relatif l. Conside´rons sur Zi le faisceau inversible
Li = Ω
1
C/S ⊗OZi ; Li est un (OZi , Hi) module et π∗(Li) est un (OS , Hi)- module localement libre de
rang l. Il admet une de´composition en facteurs isotypiques π∗(Li) =
⊕
χ∈Hˆi
Eχ ⊗ 1χ, 1χ de´signant la
repre´sentation de degre´ un de caracte`re χ, le module Ei e´tant localement libre. Le nombre de fois que
χ apparaˆıt dans la liste {χi} de l’e´nonce´ est e´gal au rang de Eχ; la connexite´ de S entraˆıne le re´sultat.
Il est tre`s utile dans les manipulations de familles de courbes de pouvoir disposer de la famille
quotient. Le re´sultat bien connu, et par ailleurs e´le´mentaire du fait de l’hypothe`se de re´ductivite´,
suivant re´sume les proprie´te´s essentielles de cette ope´ration:
Proposition 3.4. Soit π : C → S une courbe propre et lisse de base S. Soit une action de G sur
C/S. Alors la courbe quotient B = C/G existe, et le morphisme π factorise en π : C → B →
S, le morphisme f : C → B e´tant fini plat de rang n; de plus la formation de B commute aux change-
ments de bases. En particulier, au niveau des fibres on a Bs = Cs/G (s ∈ S).
Une autre construction importante pour la suite est celle du diviseur de ramification (resp. le
diviseur de branchement). Fixons comme ci-dessus une action de G sur la courbe C/S. Dans la liste
du Lemme 3.2, des sous-groupes de G qui sont des stabilisateurs de points dans les fibres ge´ome´triques,
choisissons dans chaque classe de conjugaison un e´le´ment, et notons de nouveau {H1, · · · , Hq} cette
liste. Formons pour chaque indice i le sous sche´ma Zi (Lemme 3.3) forme´ des points de stabilisateur
exactement Hi. Rappelons que Zi est fini et e´ tale sur S. Soit Ni = NG(Hi), le normalisateur de Hi
dans G, et N i = Ni/Hi. Le groupe N i ope`re librement sur Zi, de sorte que Di = Zi/N i est fini e´tale
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sur S. Alors Di ⊂ B est un diviseur de cartier relatif de B dont les points ferme´s correspondent aux
orbites singulie`res de points de C avec isotropie Hi. Cette remarque e´le´mentaire sera souvent utilise´e.
En conclusion, on observe que la donne´e de ramification est invariante par de´formation.
3.1.2. Ramification et branchement
Nous appelerons le diviseur de cartier relatif D =
∑q
i=1Di de B/S le diviseur de branchement
re´duit relatif, de C/S. Le degre´ de D, qui est e´tale sur S, est le nombre d’orbites singulie`res contenues
dans chaque fibre, donc le nombre de points de branchement. Rappelons que le diviseur de branchement
B(π), qui ne doit pas eˆtre confondu avecD, est l’image directe B(π) = π∗(R) du diviseur de ramification.
Ce dernier e´tant de´fini par R = Div(ΩC/D), donc tel que O(R) = Ω
1
C/S ⊗ π
∗(Ω1B/S)
−1. Notant plus
ge´ne´ralement, et pour utilisation ulte´rieure, FH = C
H le diviseur de Cartier relatif des points fixes du
sous-groupe cyclique H, et ∆H la composante de FH forme´e des points de stabilisateur exactement H,
on a l’expression classique du diviseur de ramification Rπ:
Rπ =
∑
H 6=1
ϕ(|H|)FH =
∑
H 6=1
(|H| − 1)∆H (3.2)
ϕ de´signant le fonction d’Euler. Il est facile de relier le diviseur de branchement B(π) aux diviseurs Di
de´finis au dessus. En effet, partant de l’expression de dessus R =
∑
H 6=1 ϕ(|H|)C
H , et prenant l’image
par π de cette relation dans D, on obtient :
B(π) =
q∑
i=1
(
|G| −
|G|
|Hi|
)
Di (3.3)
On peut raffiner la de´composition de D en invoquant le type d’une orbite singulie`re. La donne´e
de Hurwitz e´tant ξ, et notant [H1, χ1], . . . , [Hk, χk] les classes deux a` deux distinctes qui apparaissent
dans ξ, soit ξ =
∑k
i=1 bi[Hi, χi], (bi > 0), on a la de´composition suivante:
Proposition 3.5. Le diviseur de branchement B(π), ou de branchement re´duit D(π), se de´compose
en une somme D(π) =
∑k
i=1 Tα de diviseurs deux a` deux disjoints, et deg(Tα) = bα. Les points de Dα
sont les images des fibres singulie`res de type [Hα, χα].
Preuve: Fixons l’un des sous-groupes H ∈ {Hi}, et conside´rons les diffe´rents caracte`res primitifs
χ1, · · · , χm tels que la classe de (H,χi) apparaˆısse dans la donne´e ξ. Notons que (H ′, χ′) ≡ (H,χ)
e´quivaut (voir 2.2) a` l’existence de t ∈ N = NG(H) tel que χ
′(s) = χ(t−1st), pour tout s ∈ H.
Par re´ciprocite´ de Frobenius cela est aussi e´quivalent a` IndNH(χ)
∼= IndNH(χ
′). La repre´sentation
IndnH(χ) de´signe la repre´sentation obtenue par induction de H a` N de la repre´sentation de degre´ un
de caracte`re χ. Soit Z le sous sche´ma e´tale sur S associe´ a` H comme dans le Lemme 3.3. Le faisceau
conormal N de Z dans C coincide avec Ω1C/S⊗OZ . Il est inversible et muni d’une action de N = N/H.
L’image directe π⋆(N ) est alors un faisceau muni d’une action de N . On peut ainsi le de´composer en
facteurs isotypiques
π∗(N ) =
⊕
v∈Irrep (N)
Lv ⊗ v
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ou` dans cette somme directe, v parcourt les repre´sentations irre´ductibles de N , et Lv est un module
localement libre. Sur les composantes connexes de π(Z), qui sont disjointes deux a` deux, le rang de
chacun de ces faisceaux est constant et de cela de´coule que la repre´sentation π∗(N )y est constante le
long des fibres y ∈ π(Z). Cela prouve le re´sultat.
Remarque 3.1 Soit [H,χ] une classe de conjugaison, et notons ∆(H,χ) (resp. ∆[H,χ]) le diviseur
de C, lieu des points fixes”d’holonomie” exactement (H,χ) (resp. un conjugue´). Soit C(H,χ) le
stabilisateur de (H,χ) pour l’action adjointe de G. On a C(H,χ) = CG(H) le commutant de H dans
G. On note que CG(H)H agit librement sur ∆(H,χ), de quotient la composante B[H,χ] de B(π) (voir
preuve de la Proposition 3.4). Par ailleurs notons la de´composition en une somme disjointe
∆[h,χ] =
∑
g∈G/CG(H)
e∆(H,χ) (3.4)
♦
3.2. Inversion de la formule de Chevalley - Weil
Soit comme dans la section pre´ce´dente, une courbe lisse C de´finie sur le corps k, de genre g ≥ 2,
munie d’une action de G de donne´e de Hurwitz ξ. Le faisceau canonique ωC = ΩC est un G-faisceau
inversible, en particulier les espaces vectoriels H0(C, ω⊗mC ) sont naturellement des repre´sentations de G,
appele´es dans la suite les repre´sentations de Hurwitz associe´es a` la G-courbe C, et note´es Hurwm(C),
ou Hurwm s’il n’y a pas de doute sur C.
3.2.1. Formule de Chevalley-Weil
Il y a une connexion e´troite entre la structure de ces repre´sentations et la donne´e de Hurwitz;
pour l’essentiel elle est donne´e par le the´ore`me de Chevalley - Weil, que nous allons rappeler. Le
re´sultat principal de cette section (The´ore`me 3.6) est une re´ciproque a` ce the´ore`me. Noter que Mor-
rison et Pinkham ont e´tudie´ en de´tail la repre´sentation H0(C, ωC); ils en donnent en particulier une
caracte´risation lorsque G est cyclique [56]. Rappelons tout d’abord la formule de Chevalley-Weil sous
la forme donne´e par Ellingsrud et Lo¨nsted [28] (voir aussi [56] pour le cas cyclique). Soit L un (O, G)
module inversible; la trace de Lefschetz de L est l’e´le´ment de l’anneau des repre´sentations R(G) donne´
par:
LG(L) =
1∑
i=0
(−1)i[Hi(C,L] (3.5)
ou` si v est un kG-module, [v] de´signe sa classe dans R(G). Lorsque l’action de G est libre, on a la
formule bien connue LG(L) =
χ(L)
CardG [k[G]].
Indiquons brie`vement comment s’obtient la formule dans le cas ge´ne´ral. Soit π : C → B le quotient
par G. On conside`re la de´composition du (OB , G)-faisceau π∗(L) en facteurs isotypiques
π∗(L) =
⊕
v∈Gˆ
Ev ⊗ v
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avec Ev = π
G
∗ (L⊗ v
∨), faisceau localement libre de rang dim(v). La relation LG(L) =
∑
v∈G∨ χ(Ev)[v]
montre que pour obtenir la trace de Lefschetz, il suffit d’expliciter χ(Ev), du fait du the´ore`me de
Riemann-Roch qui donne χ(Ev) = deg(Ev) + dim(v)(1− g′).
Notons {y1, · · · , yr} les points de branchements de π. Il est clair que le conoyau Q(L, v) du mor-
phisme canonique π∗(Ev)→ L⊗v∨ a pour support les points de branchement. De plus on a visiblement
en fixant un point xi ∈ π−1(yi) de stabilisateur Hi:
Q(L, v)yi =
⊕
π(x)=yi
Q(L, v)x = Ind
G
Hi
(Q(L, v)xi)
En particulier, si CardHi = ei on a dim Q(L, v)yi =
n
ei
dim Q(L, v)xi . Pour de´crire le kHi-module
Q(L, v)xi on peut noter que si νi ∈ R(Hi) est la repre´sentation de degre´ un de Hi dans la fibre L(xi),
on a (L⊗ v∨)xi = Oxi ⊗ v
∨(νi). Le caracte`re χi de la repre´sentation cotangente au point fixe xi de Hi
e´tant primitif, il vient dans R(Hi) une de´composition
[v∨(νi)|Hi ] =
ei∑
l=1
milχ
l
i
Pour expliciter la contribution de Q(L, v)xi , on est ramene´ a` calculer la dimension du conoyau de(
χli ⊗Oxi
)Hi ⊗OyiOxi → χli⊗Oxi , qui est ei−l. On en tire imme´diatement dimQ(L, v)xi =∑ei−1l=1 (ei−
l)mil, d’ou` le degre´ de Ev
degEv =
dim(v) deg(L)
n
−
r∑
i=1
ei−1∑
l=1
ei − l
ei
mil (3.6)
Cette relation fournit l’essentiel du contenu nume´rique de la formule de Chevalley-Weil.
Exemple 3.2 (Reveˆtements simples de P1) Pour e´clairer la relation (3.6), soit le cas d’un
reveˆtement ”simple” π : C → P1, simple signifiant que le groupe de Galois est le groupe syme´trique
G = Sn, et la donne´e de ramification est r(12), ou` par (12) on de´signe la classe de conjugaison des
transpositions. Un calcul facile conduit pour L = ΩC a`
deg(Ev) = ξv(1)(
r
2
− 2) −
r
4
ξv((12))
et vu que deg(Ev) = χv(1), on trouve χ(Ev) = (
r
4−1) χv(1)−
r
4 χv((12)). Notons que par les relations
d’orthogonalite´s des caracte`res, on a
∑
v∈S\
χv((12))χv(1) = 0, ce qui assure la consistance des relations
de dessus avec le genre donne´ par la relation de Riemann-Hurwitz gC = dimH
0(C,ΩC) = 1+n!(
r
4 − 1)
♦
Spe´cialisons maintenant la relation (3.6), pour utilisation ulte´rieure, dans le cas G cyclique (d’ordre
n) et L = ω⊗mC . Fixons un ge´ne´rateur σ de G, et soit χ la repre´sentation de degre´ un de G donne´e
par χ(σ) = ǫ, ou` ǫ de´signe une racine primitive n-ie`me de l’unite´ fixe´e. Le stabilisateur Hi est alors
engendre´ par σ
n
ei , et le caracte`re local χi est donne´ par χ(σ
n
ei ) = ǫ
nki
ei pour un certain entier ki, avec
0 < ki < ei et (ki, ei) = 1. Soit ηi de´fini par ηiki ≡ 1 (mod ei), alors la restriction de χ
l a` Hi co¨ıncide
avec χlηii .
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Avec le choix L = ωmC (m ≥ 1), les repre´sentations introduites ci-dessus sont νi = χ
m
i , et si v = χ
l,
la multiplicite´ de χji dans la restriction a` Hi de v
∨(νi) est
mij =
{
0 si m− lηi 6≡ j (mod ei)
1 si m− lηi ≡ j (mod ei)
(3.7)
Adoptons pour la suite la notation suivante: si 〈x〉 de´signe la partie fractionnaire de x ∈ R, 〈〈x〉〉 =
1− 〈−x〉 Soit g′ le genre de B; alors avec v = χl et en notant dans ce cas El au lieu de Ev, la relation
(3.6) se spe´cialise en
χ(El) =
m(2g − 2)
n
+ (1− g′)−
r∑
i=1
(
1− 〈〈
m− lηi
ei
〉〉
)
(3.8)
et tenant compte de la formule de Riemann - Roch
χ(El) = (2m− 1)(g
′ − 1) +mr −
r∑
i=1
(
〈
lηi −m
ei
〉+
m
ei
)
(3.9)
On obtient en particulier, si m = 1, que la multiplicite´ µl de χ
l dans H0(C, ωC) est
µl =
{
g′ si l = 0
g′ − 1 + r −
∑r
i=1
(
〈 lηi−1ei 〉+
1
ei
)
si l = 1, · · · , n− 1
(3.10)
Les formules (3.9) et (3.10) forment le contenu de ce qu’on appelle, semble t-il usuellement, les (ou la)
formules de Chevalley-Weil.
3.2.2. Inversion des relations de Chevalley-Weil
Inverser les relations de Chevalley-Weil revient a` montrer que la connaissance des repre´sentations de
Hurwitz H0(C, ω⊗mC ), en fait d’un nombre fini d’entre elles, permet de retrouver la donne´e de Hurwitz.
L’utilite´ d’une telle observation s’explique par le fait que les repre´sentations de Hurwitz se comportent
”bien” dans des familles. De manie`re pre´cise, le re´sultat, qui a` notre connaissance ne semble pas avoir
e´te´ remarque´, est:
The´oreme 3.6. Soit une action du groupe fini G sur la courbe projective lisse C/k. On suppose
l’action mode´re´e, donc que n = CardG est inversible dans k. Les kG-modules H0(C, ω⊗mC )(m ≥ 1)
de´terminent de manie`re unique la donne´e de Hurwitz de l’action (un nombre fini d’entre eux en fait
suffisent).
Preuve: La preuve consiste a` faire l’e´tude d’un point de vue combinatoire de l’action du groupe
G. Elle de´coule plus pre´cise´ment de l’utilisation ite´re´e de la formule d’inversion de Mo¨bius applique´e a`
l’ensemble ordonne´ des sous-groupes cycliques de G. On proce`de par e´tapes:
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Lemme 3.7. Supposons tout d’abord le groupe G cyclique d’ordre n. Soit Nk le nombre d’orbites avec
n/k e´le´ments. Alors les nombres Nk (k > 1, k|n) sont totalement de´termine´s par les repre´sentations de
Hurwitz.
Preuve: Soient e1 ≤ · · · ≤ er les ordres des stabilisateurs des orbites singulie`res range´s dans l’ordre
croissant. Du fait de 3.10, la multiplicite´ de la repre´sentation triviale dans H0(C, ω⊗mC ) est donne´e par{
g′ si m = 1
3g′ − 3 + r si m = 2
Pour m ≥ 3, le re´sultat est, en tenant compte de r = N2 +N3 + · · ·
5(g′ − 1) + 3r −
r∑
i=1
(
〈−
3
ei
〉+
3
ei
)
= 5(g′ − 1) + 3r − (2N2 +N3 + · · ·)
= 5(g′ − 1) + 2r −N2
expression qui visiblement de´termine N2. Supposons maintenant connaˆıtre inductivement N2, · · · , Nk−1
avec k ≥ 3. La multiplicite´ de la repre´sentation triviale dans le kG-module H0(C, ωk+1C ) est, par la
relation (3.9),
(2k + 1)(g′ − 1) + (k + 1)r −
r∑
i=1
(
〈−
k + 1
ei
〉+
k + 1
ei
)
= (2k + 1)(g′ − 1) + (k + 1)r −
∑
2≤d≤k
Nd
(
〈−
k + 1
d
〉+
k + 1
d
)
+ 2Nk +Nk+1 + · · ·
ce qui permet de de´duire la valeur de Nk.
Revenons maintenant au cas ge´ne´ral. Si H est un sous groupe cyclique de G de cardinal h, on
notera pour tout diviseur k de h, Nk(H) le nombre de H-orbites a`
h
k
e´le´ments. Le lemme 3.3 applique´
a` la restriction de l’action a` H, montre que le cardinal Card(CH) = Nh(H) de l’ensemble des points
de C fixe´s par H est de´termine´ par la seule connaissance des repre´sentations de Hurwitz. Notons ∆H
l’ensemble des points de C dont le stabilisateur est exactement H. On a alors (3.1)
∆H = C
H −
⋃
K,H$K
CK (3.11)
Une orbite singulie`re qui contient un point de stabilisateur H coupe ∆H en β = [NG(H) : H] points.
La technique usuelle d’inversion de Mo¨bius, conduit a`:
Lemme 3.8. Conside´rons des ope´rations du groupe G sur les courbes lisses C1 et C2. On suppose
que pour tout m ≥ 1 on a un isomorphisme de kG-modules H0(C1, ω
⊗m
C1
) ∼= H0(C2, ω
⊗m
C2
). Alors un
sous-groupe cyclique H de G est le stabilisateur d’un point de C1 si et seulement si H est le stabilisateur
d’un point de C2.
Preuve: On utilise implicitement un argument bien connu, souvent appele´ le Lemme de Brauer
([65], p 67), qui rappelons le, dit que si X,Y sont deux ensembles finis munis d’une action du groupe fini
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G, alors les repre´sentations par permutations de G de´finies par X et Y sont e´quivalentes si et seulement
si pour tout sous-groupe cyclique H de G on a CardXH = CardY H . Il de´coule tout d’abord du lemme
3.7, que si H est un sous-groupe cyclique de G, alors CardCH1 = CardC
H
2 . Posons si i = 1, 2
fi(H) = CardC
H
i et gi(H) = Card∆i(H)
de sorte que f1(H) = f2(H) pour tout sous-groupe cyclique H de G. L’ensemble C des sous-groupes
cycliques de G e´tant ordonne´ par l’inclusion, on peut de´finir la fonction de Mo¨bius correspondante
µG : C × C → {0,±1}. Si µ repre´sente la fonction de Mo¨bius usuelle, on a pour H,K ∈ C, H ⊂
K, µG(H,K) = µ([K : H]). De (3.11) on tire imme´diatement l’e´galite´
fi(H) =
∑
K,H⊂K
gi(K) (3.12)
La relation d’inversion de Mo¨bius conduit de suite a` la relation gi(H) =
∑
K,H⊂K µG(H,K)fi(K).
Comme f1 = f2, on a bien g1 = g2, ce qui est en substance le re´sultat annonce´.
Preuve du the´ore`me 3.1: On suppose avoir pour tout m ≥ 1 un isomorphisme de kG - modules:
H0(C1, ω
m
C1
) ∼= H0(C2, ω
m
C2
). Il s’agit de prouver que les donne´es de Hurwitz {ξi} (i = 1, 2) attache´es a`
C1 et C2 sont identiques, c’est-a`-dire que la multiplicite´ dans ξ1 et ξ2 d’une quelconque classe [H,χ],
est la meˆme. La premie`re observation, qui de´coule du lemme 3.2, est qu’un sous-groupe cyclique H
stabilise un point de C1 si et seulement si il stabilise un point de C2. Il faut donc maintenant prouver,
en travaillant avec C = C1 ou C2, que la classe de conjugaison de H e´tant fixe´e, on peut extraire des
repre´sentations de Hurwitz de C la multiplicite´ d’une classe (Hi, χi), avec Hi conjugue´ a` H. Ces classes
sont en bijection avec les NG(H)-orbites dans ∆H , ou` NG(H) est comme de´ja indique´ le normalisateur
de H, et rappelons le ∆H = {x ∈ C,Gx = H}. On est ainsi ramene´ par restriction de l’action a` H, au
cas G = H cyclique. Ceci e´tant, notons
2 ≤ e1 ≤ · · · ≤ er ≤ n = CardG (3.13)
les ordres des stabilisateurs des orbites singulie`res, et H1, · · · , Hr ces stabilisateurs. Extraire la donne´e
de Hurwitz revient a` expliciter pour chaque Hi, l’entier νi, 1 ≤ νi < ei, (νi, ei) = 1. La multiplicite´ du
caracte`re χl dans la repre´sentation Hurwm e´tant connue (noter que les entiers g
′ et r sont de´termine´s),
on peut supposer que l’expression
r∑
i=1
(
〈
lνi −m
ei
〉+
m
ei
)
est de´termine´e pour toutm ≥ 1, et tout l. En particulier sim = n, l’expression
∑r
i=1〈
lνi
ei
〉 est de´termine´e
pour tout l. Ainsi l’expression
r∑
i=1
(
〈
lνi −m
ei
〉 − 〈
lνi
ei
〉 − 〈−
m
ei
〉
)
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peut donc eˆtre conside´re´e comme acquise pour tout m ≥ 1 et tout l. Si m = an − 1 (a ≥ 1), cette
dernie`re expression vaut
r∑
i=1
(
〈
lνi + 1
ei
〉 − 〈
lνi
ei
〉 − 〈−
1
ei
〉
)
(3.14)
mais pour tout q ∈ Z, 〈 q+1e 〉 −
1
e −
q
e = −1 si e|q + 1, 0 sinon. On obtient ainsi que l’expression (3.14)
compte le nombre d’indices i ∈ [1, r], tels que lνi ≡ −1 (mod ei). Pour terminer la preuve, notons que
si n = CardG = p est premier, la conclusion est claire, car alors H1 = · · · = Hr = G , et le nombre
des νi tels que νi ≡ q (mod p) pour tout q premier a` p. Si maintenant n est quelconque, on peut
raisonner par induction croissante sur l’ordre des sous-groupes, et supposer que la donne´e relative a`
tout sous-groupe strict H $ G est de´termine´e. Si ∆G 6= ∅, la preuve est termine´e; dans le cas contraire,
il faut pouvoir compter pour tout q premier a` n, le nombre des {νi} e´gaux a` q pour lesquels ei = n.
Supposons que la liste (3.14) soit telle que
e1 ≤ · · · ≤ et < et+1 = · · · = er = n (0 ≤ t < r)
Alors connaissant les entiers ν1, · · · , νt, et pout tout l premier a` n le nombre d’indices i ∈ [1, r] tels que
lνi ≡ −1 (mod ei), on peut finalement obtenir la totalite´ de la donne´e de Hurwitz, ce qui de´montre
le the´ore`me.
Il est maintenant clair que si C/S est une courbe (lisse) sur une base connexe, munie d’une action de
G, alors la donne´e de Hurwitz de l’action de G le long des fibres ge´ome´triques est constante. Cela de´coule
imme´diatement du the´ore`me 3.1 joint au re´sultat suivant, qui est une extension au cas e´quivariant du
re´sultat classique qui e´tablit que sous les hypothe`ses du pre´sent e´nonce´, la caracte´ristique d’Euler-
Poincare´ χ(Ls) est constante. De manie`re pre´cise:
Proposition 3.9. Sous les hypothe`ses ci-dessus, soit L un (OC , G) faisceau localement libre de rang
fini. La trace de Lefschetz LG(Ls) est constante de long des fibres ge´ome´triques. En particulier la
repre´sentation H0(Cs, (ωC/S)s) est inde´pendante de s ∈ S.
4. Familles de G-courbes stables.
Dans cette section on e´tend les re´sultats de la section 3 aux familles de courbes pre´stables. On
introduit la stabilite´ de l’action d’un groupe fini G, sur une courbe pre´stable, et on propose la de´finition
des reveˆtements galoisiens stables, respectivement stables marque´s.
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4.1. Actions stables, reveˆtements stables
4.1.1. Courbes stables et stables marque´es
Les de´finitions ge´ne´rales en ce qui concerne les courbes pre´stables et stables marque´es sont dans
[40], [53], ou dans les articles de Deligne-Mumford [20], et Knudsen [48]. Nous suivrons essentiellement
la terminologie de Manin ([53], Chap.5), en particulier nous utiliserons la terminologie pre´stable, comme
e´quivalente a` celle de courbe nodale ou semi-stable. Les restrictions sur les caracte´ristiques des corps
re´siduels sont identiques a` celles des sections pre´ce´dentes.
De´finition 4.1. 1) Une courbe pre´stable, de base un sche´ma S, est un morphisme propre et plat
π : C → S dont les fibres ge´ome´triques sont des courbes nodales connexes (voir §2.1). Si S est connexe,
le genre (arithme´tique) d’une fibre est constant, c’est le genre de la courbe.
2) Une courbe pre´stable est dite stable si les fibres ge´ome´triques {Cs}sont des courbes stables dans le
sens de Deligne-Mumford, donc si le groupe des automorphismes Aut(Cs) est fini.
On sait que la stabilite´ pour une courbe de´finie sur un corps alge´briquement clos, de genre g ≥ 2,
e´quivaut a` proprie´te´ suivante : Si E est une composante non singulie`re rationnelle de C, alors E
rencontre les autres composantes en au moins trois points. Usuellement cette condition s’exprime de
manie`re particulie`rement agre´able sur le graphe dual classiquement attache´ a` C; cela sera rappele´ dans
la suite (§7.1). Du fait que pour une courbe pre´stable le morphisme π : C → S est un morphisme
localement d’intersection comple`te, le faisceau dualisant relatif, de´fini par ([46], §1)
ωC/S = det(Ω
1
C/S) (4.1)
est localement libre de rang un. On sait que sa formation est compatible avec les changements de base.
Dans loc.cit. il est prouve´ que la courbe pre´stable π : C → S est stable si et seulement si ωC/S est
relativement ample. La de´finition (4.1) se ge´ne´ralise, comme il est bien connu, a` la conside´ration de
courbes stables marque´es (Harris-Morrison [40], Knudsen [48], Manin [53], Wewers [67]):
De´finition 4.2. Soit π : C → S une courbe pre´stable de base S. Soit B ⊂ C un diviseur de Cartier
relatif de degre´ d ≥ 1. i) On dit que B de´finit un marquage de C/S, ou que C/S est marque´e par B,
si B est e´tale sur S, et si de plus le support de B est contenu dans la partie lisse de π, donc si pour
tout point ge´ome´trique s ∈ S, les points de Bs ⊂ Cs sont des points non singuliers. On parlera dans la
suite de (C/S,B) comme d’une courbe marque´e.
ii) La courbe marque´e (C/S,B) est dite stable, ou encore C/S est dite stable marque´e par B, si pour
tout point ge´ome´trique s ∈ S, l’une des proprie´te´s e´quivalentes suivantes est satisfaite:
• Le groupe Aut(Cs, Bs) des automorphismes de Cs pre´servant Bs est fini.
• Toute composante de la normalisation de Cs qui est rationnelle (resp. de genre 1), contient au moins
trois points exceptionnels (resp. un). On appelle point exceptionnel un point qui est soit dans le support
de B, soit l’origine d’une branche issue d’un point double.
Quitte a` effectuer un changement de base e´tale, on peut supposer que B est une somme de sections
disjointes B =
∑
i Pi, avec en tout point ge´ome´trique s ∈ S la condition de stabilite´ satisfaite, Pi(s) est
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un point non singulier, et si i 6= j, Pi(s) 6= Pj(s). On montre alors, et cela sert de de´finition alternative,
qu’une courbe pre´stable marque´e π : C → S est stable si et seulement si le faisceau ωC/S(B) est
relativement ample ([53] Ch 5, §1). Rappelons qu’il importe de distinguer deux situations, dans l’une
la courbe est marque´e par B, et dans l’autre B est une somme de sections disjointes nume´rote´es, la
courbe est alors pique´e.
Dans les deux cas les isomorphismes sont contraints de respecter le marquage, respectivement
les piquˆres. On rencontrera aussi la situation interme´diaire dans laquelle les points marque´s sont
affecte´s d’une couleur, mais pas de manie`re univoque, les isomorphismes devant dans ce cas simplement
respecter la couleur. Cela e´quivaut a` nume´roter les points par paquets. Dans ce cas B = B1+ · · ·+Br
est de´compose´ en une somme de diviseurs disjoints deux a` deux, les points de Bα e´tant vus comme les
points d’une meˆme couleur, disons la couleur α. Posons dα = deg(Bα), et d = deg(B) =
∑
α dα.
On suppose maintenant, comme dans le paragraphe pre´ce´dent dont on conserve les notations, que
le groupe fini G agit fide`lement sur C/S. Sous les hypothe`ses fixe´es au de´but, le groupe G est re´ductif,
ce qui assure que l’ope´ration de passage au quotient se comporte comme dans le cas lisse, en particulier
on a l’analogue de la proposition 3.2:
Proposition 4.3. Soit π : C → S une courbe pre´stable munie d’une action de G. Alors la courbe
quotient D = C/G est pre´stable, et sa formation commute aux changements de bases. En particulier,
pour tout point ge´ome´trique s ∈ S, Ds = Cs/G.
Preuve: Le point essentiel, qui est la commutation du quotient a` tout changement de base est
aise´; voir la proposition 3.2.
4.1.2. Actions stables
Il est maintenant tout a` fait clair que la conclusion de la proposition 3.9 s’applique sans changement
a` la situation de la proposition 4.3, avec dans ce cas pour G-faisceau, le faisceau dualisant relatif
ωC/S [20]. La repre´sentation de G dans H
0(Cs, (ωC/S)s) est inde´pendante de s ∈ S, S e´tant connexe.
Revenons aux conditions de la proposition 4.1. Soit x ∈ Cs un point qui correspond a` un point double
d’une fibre ge´ome´trique, de sorte que OˆCs,x
∼= k[[X,Y ]]/(XY ). Dans l’anneau local comple´te´, X = 0
et Y = 0 de´finissent les branches formelles en x. Supposons que le stabilisateur Gx soit non trivial,
alors Gx ope`re sur l’ensemble a` deux e´le´ments compose´ par les deux branches. Remarquons aussi qu’on
obtient de manie`re analogue au cas lisse une repre´sentation fide`le de Gx dans l’espace cotangent au
point x, soit un morphisme injectif Gx →֒ GL(2, k).
La de´finition suivante trouvera sa motivation ulte´rieurement; elle est re´serve´e pour le moment aux
courbes de´pourvues de marquage, et ne porte que sur l’action de G au voisinage des points doubles:
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De´finition 4.4. L’action de G sur la courbe pre´stable C/S est dite stable (certains disent Kummeri-
enne [63]), si pour tout point double x d’une fibre ge´ome´trique, la repre´sentation de Gx dans l’espace
cotangent de la fibre en x posse`de la proprie´te´ suivante: pour tout σ ∈ Gx: det(σ) = 1 si σ fixe les
branches, et det(σ) = −1 si σ e´change les branches.
Il est clair que la condition de stabilite´ e´quivaut a` dire que le stabilisateur d’un point double est
soit cyclique, soit die´dral, et dans ce dernier cas les e´le´ments de de´terminant -1 dans la repre´sentation
cotangente sont les e´le´ments qui e´changent les branches. Plus pre´cise´ment soit H = G0x ⊳ Gx le sous
groupe d’indice au plus deux forme´ des e´le´ments qui fixent les branches. Ce groupe est cyclique, et
l’action de H sur l’espace cotangent en x sur la branche X = 0 (resp. Y = 0), de´finit un caracte`re
primitif χX (resp. χY ) de H. La condition sur le de´terminant est alors e´quivalente a`
χX .χY = 1 (4.2)
Si Gx est d’ordre deux, et s’il y a e´change des branches, le groupe est die´dral. Soit G agissant stablement
sur la courbe pre´stable C, de´finie sur le corps alge´briquement clos k. Les conside´rations ci-dessous
s’appliqueront donc a` une fibre ge´ome´trique. On peut classer les points a` isotropie non triviale en trois
familles disjointes deux a` deux:
(I) points fixes non singuliers
(II) points doubles a` isotropie cyclique
(III) points doubles a` isotropie die´drale
L’observation suivante, e´le´mentaire, mais ne´anmoins cruciale, revient a` dire que les points de
type II ne doivent pas eˆtre conside´re´s comme des points de ramification. On verra cependant qu’ils
contribuent de manie`re non triviale a` la de´formation universelle du reveˆtement, a` la diffe´rence des
points de ramification. Soit ωC/S la faisceau dualisant de la courbe pre´stable π : C → S. On a
ωC/S = det(Ω
1
C/S) avec la description locale suivante [48],[53]. Supposons que localement (pour la
topologie e´tale) sur U , on re´alise C comme une hypersurface d’e´quation f = 0 dans un sche´ma lisse de
dimension relative 2 sur S. Alors on a une identification canonique, avec I = (f):
ωC/S |U = HomU (I/I
2,∧2Ω1M/S ⊗OC|U ) (4.3)
Il de´coule de la suite exacte (sur U ) O → I/I2 → Ω1M/S⊗OC → Ω
1
C/S → 0 un morphisme canonique
Ω1C/S |U → ωC/S |U qui est un isomorphisme en dehors du lieu singulier [48]. Rappelons que si S =
Spec(k), et si P un point double, on a ω̂C,P = OˆC,P .ω, ou` ω est la forme me´romorphe qui sur la
normalisation de C, vaut dXX sur la branche Y = 0, et −
dY
Y sur la branche X = 0. Dans le cas d’une
base arbitraire, et pour un quotient π : C → D = C/G, d’une courbe pre´stable C par une action
stable de G (De´finition 4.4), on va prouver que le morphisme naturel dπ : π∗(Ω1D/S) → Ω
1
C/S, s’e´tend
canoniquement en un morphisme (note´ encore dπ):
dπ : π∗(ωD/S)→ ωC/S (4.4)
Ce morphisme est un isomorphisme en dehors des points fixes de types I et III. On le construit
d’abord localement, et par naturalite´ on l’e´tend en un morphisme global. On obtient ce morphisme en
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combinant le morphisme dπ : π∗Ω1D/S → Ω
1
C/S avec la fle`che Ω
1
C/S → ωC/S, et la fleˆche analogue. Au
voisinage d’un point double P de type II, d’image s ∈ S, on peut utiliser un syste`me de coordonne´es
locales pour de´crire le morphisme π (par exemple Wewers [67], §2.1, Jarvis [44] §5.1). On peut de la
sorte choisir e´tale-localement des coordonne´es (x, y) en P , telles que C soit sur ces coordonne´es la
courbe relative
(xy − a = 0) ⊂ AS2
et que l’action du stabilisateur GP (d’ordre e ≥ 2) est de´crite par σ(x) = ζx, σ(y) = ζ
−1y, σ e´tant un
ge´ne´rateur de GP
4. On en de´duit imme´diatement une description locale-e´tale de D par l’interme´diaire
des coordonne´es u = xe, v = ye soumises a` l’e´quation uv − ae = 0. Ces descriptions fournissent des
ge´ne´rateurs locaux ω(x, y) et ω(u, v) pour respectivement ωC/S, et ωD/S. Le morphisme local requis est
l’isomorphisme de´fini par π∗(ω(u, v)) 7→ ω(x, y). Il est facile de voir que ce morphisme est canonique,
du fait que tout autre syste`me de coordonne´es locales se de´duit de (x, y) par x′ = αx, y′ = βy, et
a′ = αβa, apre`s localisation e´tale. On peut d’une autre manie`re invoquer l’argument suivant. Le
faisceau ωC/S est le faisceau dualisant, de sorte qu’on a un isomorphisme fonctoriel HomC(F , ωC/S) ∼=
HomS(R
1p∗(F),OS). Si F = π∗(ωD/S), alors le morphisme global cherche´ provient par dualite´ du
morphisme trace
Tr =
1
|G|
∑
g∈G
g : π∗(OC)→ OD
On notera que les faisceaux ωC/S et Ω
1
C/S sont de manie`re naturelle des G-faisceaux, et seront en
permanence pris comme tels. La structure du morphisme 4.4 peut eˆtre pre´cise´e:
Lemme 4.5. Soit p : C → S une courbe pre´stable munie d’une action de G. On suppose que G agit
fide`lement et stablement sur les fibres ge´ome´triques. Soit π : C → B = C/G le morphisme de C sur la
courbe quotient. Pour tout entier l ≥ 1, on a une suite exacte
0 −→ π∗ω⊗lD/S −→ ω
⊗l
C/S −→ Vl −→ 0 (4.5)
ou` Vl est un OS-module cohe´rent plat, dont la formation est compatible avec les changements de base.
Le support de Vl est concentre´ aux points de type (I) et (III).
Preuve: Partant du morphisme π∗(ωD/S)→ ωC/S , par passage a` la puissance tensorielle l-ie`me,
on obtient un morphisme π∗ω⊗lD/S −→ ω
⊗l
C/S . Soit Vl le conoyau. Pour de´crire ce faisceau, supposons
d’abord S = Spec(k), le corps k e´tant alge´briquement clos. Il n’est pas difficile dans ce cas de de´crire
(localement) explicitement le morphisme π∗(ω⊗lD ) −→ ω
⊗l
C , et de la sorte Vl. Traitons d’abord le cas
l = 1. En un point non singulier x ∈ C, d’image y ∈ D, soit t un parame`tre local, tel que le stabilisateur
Gx agisse par σ.t = χ(σ)t, (σ ∈ Gx), ou` χ ∈ Ĝx est un caracte`re primitif. Soit e l’ordre de Gx. Alors
u = te est un parame`tre local en y et le morphisme (4.5) a pour description locale en x
Oxdu −→ Oxdt, avec du = et
e−1dt (4.6)
4
Il est bien connu que ces coordonne´es sont bien de´finies aux changements suivants: image re´ciproque par localisation e´tale,
substitution (x, y, a) 7→ (αx, βy, γa) ou` α, β ∈ O∗P , γ = αβ ∈ O
∗
s [44].
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On trouve ainsi que dim(Vx) = e − 1. Si maintenant x est un point double de type (II), selon la
nomenclature pre´ce´dente, on peut supposer que formellement l’action de Gx sur les branches est donne´e
par l’interme´diaire de deux caracte`res oppose´s, χ et χ−1, d’ordre e > 1 (condition de stabilite´ (1)). On
peut ainsi conside´rer des parame`tres locaux X,Y le long des branches de sorte que
Ôx = k[[X,Y ]]/(XY ) , Ôy = k[[U, V ]]/(UV ), avec U = X
e, V = Y e
ou` U, V de´finissent des parame`tres locaux le long des branches en y. Notons par une lettre minuscule
x, y, u, v, les classes respectives de X,Y, U, V ; alors le morphisme (4.5) a pour description locale au
point x
Ôx(
du
u
,−
dv
v
) −→ Ôx(
dx
x
,−
dy
y
) (4.7)
avec duu = e
dx
x , et
dv
v = e
dy
y . Le morphisme (4.5) est bien en un tel point un isomorphisme, comme
impose´ dans la construction du morphisme 4.4.
Supposons maintenant que x est un point fixe de type (III), et que Gx ∼= De, (e ≥ 1). Dans ce cas
il est clair que y est non singulier, et que les parame`tres le long des branches e´tant choisis comme au
dessus, t = xe + ye est un parame`tre en y. La description locale de (4.5) est dans ce cas:
Ôxdt −→ Ôx(
dx
x
,−
dy
y
), avec dt = (exe,−eye)(
dx
x
,−
dy
y
) (4.8)
En particulier cette description donne Vx 6= 0, en fait le rang est dim(Vx) = 2e − 1. Revenons au
morphisme (4.5); on vient de voir qu’il est injectif sur les fibres, il est donc injectif avec un conoyau
Vl plat sur S, comme il re´sulte du crite`re local de platitude, et donc de formation compatible aux
changements de base. Le support de Vl est concentre´ exclusivement en les points fixes de type (I) ou
(III).
Dans le cas l = 1, on posera dans la suite V = V1. On conserve les notations du Lemme 4.5. La
suite exacte 4.5 justifie la de´finition suivante, dans laquelle Div est le diviseur de cartier construit dans
[58]:
De´finition 4.6. Le diviseur de Cartier relatif Rπ = DivV = Div(π
∗(ωD/S → ωC/S) est appele´ le
diviseur de ramification du morphisme π : C → D.
On notera que le support de Rπ est l’ensemble des points de type I ou de type III. Par ailleurs, de
la de´finition, jointe a` la suite exacte 4.4, il vient l’e´galite´ (formule de ramification)
ωC/S ∼= π
∗(ωD/S)⊗O(Rπ) (4.9)
On souhaite relier le diviseur Rπ aux sous-sche´mas de points fixes des sous-groupes cycliques de G,
comme dans le cas lisse. Soit H un sous-groupe cyclique de G, H 6= 1. Ce qui pre´ce`de justifie la
de´finition d’apparence peu naturelle suivante:
31
De´finition 4.7. Soit une action stable de G sur la courbe pre´stable C de´finie sur k. Soit p ∈ C:
On dit que H fixe strictement p, si p e´tant non singulier, on a Hp = p, et p e´tant un point double, si
on a d’une part Hp = p, et d’autre part tout e´le´ment σ ∈ H, σ 6= 1, inverse les branches.
On observera que si H fixe strictement le point double p, alors H est d’ordre deux, et l’e´le´ment
distinct de l’identite´ de H est une reflexion, i.e. inverse les branches. On e´tend la de´finition au cas
relatif. La proposition suivante pre´cise la structure du sous-sche´ma des points fixes d’un sous-groupe
cyclique en pre´sence de points doubles.
Proposition 4.8. Soit φ : C → S une courbe pre´stable sur laquelle le groupe G agit stablement, et
soit π : C → D = C/G le reveˆtement associe´.
1) Pour tout sous-groupe cyclique H de G, le sous-sche´ma Fix(H) = CH des points fixes de H est
re´union disjointe d’une partie horizontale et d’une partie verticale:
Fix(H) = Fix(H)hor ⊔ Fix(H)ver (4.10)
ou` Fix(H)hor est un diviseur de Cartier relatif qui a pour support les points fixe´s strictement par H.
Le support de Fix(H)ver est inclus dans les points doubles de type (II) de H.
2) Comme dans le cas lisse on a l’e´galite´ de diviseurs, la somme e´tant e´tendue aux sous-groupes cycliques
non triviaux
Rπ =
∑
H
φ(|H|)Fix(H)hor (4.11)
Preuve: Fixons σ un ge´ne´rateur de H, avec CardH = e. Soit x ∈ Fix(H) un point fixe de
type (I), donc non singulier dans sa fibre, et soit φ(x) = s ∈ S. C’est un fait standard, observe´ dans
la proposition 4.4, qu’au point x, F ix(H) est un diviseur de Cartier relatif e´tale sur S. Supposons
maintenant que x soit du type (II). Quitte a` passer aux anneaux locaux comple´te´s, on peut supposer
que Ôx ∼= Ôs[[X,Y ]]/(XY −a), (a ∈ Mˆs), l’action de H e´tant de´crite par σ(X) = ζX, σ(Y ) = ζ−1Y ,
pour une racine primitive d’ordre e convenable de l’unite´. Il est imme´diat que l’ide´al du sous-sche´ma
ferme´ Fix(H) en x est engendre´ par les classes de σ(X)−X et σ(Y )−Y , il est donc e´gal a` (X,Y ). On voit
ainsi qu’en ce point Fix(H) n’est pas un diviseur de Cartier. Supposons maintenant le point x de type
(III), et que x soit un point fixe strict de H; alors avec les notations pre´ce´dentes, σ(X) = Y, σ(Y ) = X,
et dans ce cas H est d’ordre deux. L’ide´al de Fix(H) est engendre´ par la classe de X − Y , en
particulier c’est un diviseur de Cartier en ce point. L’anneau local comple´te´ de Fix(H) en x est
ÔFix(H),x ∼= Ôs[[X]]/(X
2 − a), avec a ∈ Mˆs. Il n’est pas e´tale sur Ôs.
L’ensemble (ouvert) des points de Fix(H) en lesquels Fix(H) est un diviseur de Cartier, est e´gal au
support du diviseur de ramification du morphisme quotient C → D = C/H (de´finition 4.6). Finalement
Fix(H) se de´compose en une somme disjointe
Fix(H) = Fix(H)hor ⊔ Fix(H)ver
ou` Fix(H)hor est un diviseur de Cartier relatif supporte´ par les points fixes stricts de H, et Fix(H)ver
a un support inclus dans l’ensemble des points fixes de type (II) de H, ce qui prouve 1).
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2) L’e´galite´ 4.10 a e´te´ observe´e pre´ce´demment pour les points fixes non singuliers dans leur fibre. Reste
a ve´rifier l’e´galite´ en les points de type III. Soit x un tel point, avec un stabilisateur die´dral d’ordre 2e.
Les notations e´tant comme au-dessus, une e´quation locale de Rπ en x, est X
e − Y e. Si le stabilisateur
Gx a pour ge´ne´rateurs σ et τ , avec σ
e = τ2 = (τσ)2 = 1, alors l’e´quation locale en x de Fix(τσi)hor
est comme obtenu ci-dessus X − ζieY . Le re´sultat se re´duit a` l’e´galite´ X
e − Y e =
∏e−1
i=0 (X − ζ
i
e Y ).
Corollaire 4.9. Sous les hypothe`ses de la proposition 4.2, la base S e´tant suppose´e connexe, notons
d le degre´ de Fix(H)hor relativement a` S. Pour tout point ge´ome´trique s ∈ S, on a
d = #{x ∈ Fix(H)hor(s), x de type (I)}+ 2#{x ∈ Fix(H)hor(s), x de type (III)}
Preuve: On vient de voir que Fix(H)hor est e´tale sur S en les points de type (I), et que si
x ∈ Fix(H)hor est un point de type (III) d’image s, alors dim(ÔFix(H)hor ,x⊗ k(s)) = 2. Le re´sultat en
de´coule.
4.1.3. Ge´ome´trie du quotient par une action stable
Pour utilisation ulte´rieure, la courbe pre´stable C e´tant toujours de´finie sur le corps k, nous allons
comparer les G-faisceaux π∗(Ω1D/k) et Ω
1
C/k. Les notations pre´ce´dentes e´tant toujours en vigueur,
rappelons que le foncteur πG⋆ : (G − CohC) → (CohD) transforme un G-faisceau (cohe´rent) F sur C
en le faisceau sur D des sections G-invariantes π⋆(F)G de π⋆(F). Le premier re´sultat est:
Proposition 4.10. 1) Le morphisme Ω1D/k → π
G
∗ (Ω
1
C/k) est injectif et le conoyau est concentre´ aux
points images des points doubles de type (II).
2) Le morphisme πG∗ (θC) → θD est injectif et le conoyau est concentre´ aux points de B images d’un
point de type (I), donc nonsingulier, ou un point double de type (III); en ces points le conoyau est de
dimension un.
En particulier, s’il n’y a pas de point fixe de type (III), on a πG∗ (θC) = π
G
∗ (θC(−R)) = θD(−∆), ou`
∆ =
∑
j Qj (resp. R =
∑
i Pi) de´signe le diviseur de branchement (resp. de ramification) re´duit.
Preuve: Partons de la suite exacte π∗(Ω1D/k) −→ Ω
1
C/k −→ Ω
1
C/D −→ 0. Appliquant le foncteur
πG∗ , on obtient un morphisme Ω
1
D/k −→ π
G
∗ (Ω
1
C/k) qui est un isomorphisme en dehors des points de
branchement (lisses), et des points doubles. Soit y = π(x) ∈ B un point de branchement non singulier,
et soit e l’indice de ramification correspondant. Si on choisit des parame`tres locaux t et u en x et
y respectivement, comme dans le lemme 4.5, le morphisme (4.11) admet alors la description locale
suivante:
g(u)du ∈ (Ω1B/k)y 7−→ eug(u)
dt
t
(4.12)
Comme il est clair que πG∗ (Ω
1
C/k)y = u
dt
t OD,y, on trouve bien que le morphisme (4.11) est bijectif en un
tel point. Soit maintenant le cas de x point double avec isotropie cyclique, d’ordre e ≥ 2. En utilisant
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les coordonne´es locales le long des branches, introduites dans le lemme 4.5, on obtient la description
suivante pour les deux termes du morphisme (4.11); pour le premier de ces termes:
(Ω1D/k)y =
Ôy du⊕ Ôy dv
(udv + vdu)
et pour l’autre:
(πG∗
̂(Ω1C/k)y =
(
Ôx dx⊕ Ôx dx
(xdy + ydx)
)Gx
Soit σ un ge´ne´rateur de Gx, agissant par σx = ζx, et σy = ζ
−1y. Un calcul e´le´mentaire conduit a`
l’expression suivante d’une forme ω, Gx - invariante:
ω = (
A(u)
x
, by)dx+ (0,
D(v)
y
)dy, (b ∈ k, A(0) = D(0) = 0) (4.13)
On voit alors imme´diatement que le morphisme (4.11) est injectif en x, et que son image est l’ensemble
des 1-formes qui dans l’expression (4.13) ont b = 0. En particulier le conoyau est de dimension un,
comme indique´. Pour la seconde assertion, en dualisant le morphisme 4.11, on obtient un morphisme
πG∗ (θC)→ θD; la conclusion rele`ve des meˆmes calculs locaux que nous omettons.
Remarque 4.1 Si l’action stable du groupe G sur C/S n’a pas de points du type III, alors le
diviseur de ramification est de la forme habituelle. La partie horizontale (Proposition 4.8) de Fix(H),
H sous-groupe cyclique, est une somme de diviseurs de Cartier relatifs a` supports disjoints Fixhor(H) =∑
C⊂H ∆C , en notant ∆C le lieu des points de stabilisateur exactement C. Il est imme´diat de retrouver
l’expression usuelle du diviseur de ramification R =
∑
H (|H| − 1)∆H . ♦
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4.2. Collision des points de ramification
4.2.1. G-type d’un G-diviseur
Soit une action stable de G sur C. On suppose que D ⊂ C est un diviseur de Cartier relatif, e´tale
de degre´ N sur S, de support contenu dans la partie lisse de π : C → S, et G-stable. Cela permet
de parler du G-type de la fibre Ds en un point ge´ome´trique s ∈ S (section 2.1). Tout d’abord une
remarque e´le´mentaire:
Lemme 4.11. Le G-type de Ds en un point ge´ome´trique s ∈ S est constant.
Preuve: Par changement de base e´tale, on peut supposer que D est somme de N sections disjointes
{Pi}, donc D =
∑N
i=1 Pi. Un e´le´ment σ ∈ G agit par permutation sur les {Pi}. Soit pour tout indice
i, Hi le stabilisateur de Pi. Le faisceau conormal le long de la section Pi, N
∨
Pi/S
∼= P ∗i (Ω
1
C/S) est un
G-faisceau inversible sur S. On peut donc l’e´crire N∨Pi/S
∼= Li ⊗ Vi, pour une certaine repre´sentation
Vi de degre´ un de Hi; soit χi le caracte`re de Vi. Alors le type de Ds est
∑N
i=1[Hi, χi], donc constant le
long des fibres.
Notre objectif est maintenant de pre´ciser le comportement des points de ramification lorsqu’un
reveˆtement (galoisien de groupe G) de´ge´ne`re, c’est a` dire lorsque le reveˆtement se de´place dans une
famille de courbes stables. Le re´sultat principal de cette section est l’observation que seuls les points
de type (III) (4.3), donc ceux a` isotropie die´drale, sont responsables de la collision e´ventuelle des points
de ramification. Ce comportement pathologique sera e´limine´ par le marquage a` priori de la courbe au
moyen d’un diviseur contenant les points de ramification.
4.2.2. Chevalley-Weil (bis repetita)
On suppose maintenant que C/S est une courbe stable et que l’action de G sur C est stable. Dans
ce contexte si D marque la courbe, on suppose que D est G-invariant. Si la base est connexe le G-type
de D (Lemme 4.11), ou de (C,D) est de´fini. Si en plus π est ge´ne´riquement lisse, on peut attacher une
donne´e de ramification a` l’action de G, qui est celle attache´e a` la fibre ge´ne´rique. Cette donne´e est
dore´navant fixe´e. Nous allons suivre les caracte´ristiques combinatoires lorsque la fibre Cs de´ge´ne`re. Par
inversion des formules de Chevalley-Weil au point ge´ne´rique, les repre´sentations de Hurwitz (the´ore`me
3.1),
Hurwm = H
0(Cs, ω
⊗m
Cs
) (m ≥ 1, s ∈ S) (4.14)
sont acquises. On fixe une fibre singulie`re, donc une G-courbe stable de´finie sur un corps alge´briquement
clos k. Soit D = C/G la courbe quotient. Les points doubles de D sont donc les images des points
doubles de type (II) de C.
Installons quelques notations et remarques pre´liminaires. Rappelons que la suite exacte (4.4) de´finit
un faisceau Vl concentre´ en les points fixes de types (I) et (III). Pour l ≥ 2, cette suite entraˆıne, par
l’hypothe`se de stabilite´ de C, et par le fait que pour l ≥ 2, H1(C, ω⊗lC ) = 0 ([19] Thm 1.2), donc
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en notant provisoirement B = C/G la courbe quotient, pour e´viter des confusions avec le diviseur de
marquage D, on note que
dim(H0(C, ω⊗lC )
G) = χ(B,ω⊗lB ) + dim(V
G
l ) (4.15)
Si l = 1, des conside´rations similaires conduisent a` H0(B,ωB) = H
0(C, ω)G, en particulier pa(B) = g
′.
Pour l ≥ 2, dim(VGl ) est la contribution significative a` dim(H
0(C, ω⊗lC )
G). Nous sommes maintenant en
mesure de reprendre les calculs a` la Chevalley-Weil de la section 3.2 dans le contexte de cette section,
donc pour une courbe nodale (stable). Rappelons tout d’abord quelques faits e´le´mentaires sur les
repre´sentations irre´ductibles des groupes die´draux.
On identifie le groupe die´dral De (e ≥ 1), d’ordre 2e avec le sous-groupe de GL(2, k) engendre´ par
les matrices
τ =
(
0 1
1 0
)
, σ =
(
ǫ 0
0 ǫ
)
ou` ǫ est une racine primitive e-ie`me de l’unite´. Notons ψ1 et ψ
′
1 les caracte`res de degre´ un de De de´finis
par ψ1 = 1, et ψ
′
1(σ) = 1, ψ
′
1(τ) = −1. Pour tout j ≥ 0, soit le caracte`re φj de degre´ deux donne´
par
φj(τ) = 0, φj(σ) = ǫ
j + ǫ−j (2 cos(
2πj
e
) si k = C)
de sorte que φj est le caracte`re de la repre´sentation de´crite par
τ 7→
(
0 1
1 0
)
, σ 7→
(
ǫj 0
0 ǫ−j
)
On observe les relations de pe´riodicite´ φje = φj , et φj est irre´ductible sauf si j ≡ 0 (mod e) ou bien
e = 2m et j ≡ m (mod e). Dans ces deux cas les repre´sentations se de´composent en
φ0 = ψ1 + ψ
′
1, et si e = 2m, φm = φ
′
m + φ
′′
m (4.16)
φ′m et φ
′′
m e´tant deux caracte`res de degre´ un donne´s par φ
′
m(σ) = φ
′′
m(σ) = −1, et φ
′
m(τ) =
1, φ′′m(τ) = −1.
On suppose maintenant que les orbites singulie`res de l’action de G sur C sont, en dehors des orbites
de type (II), compose´es de b-orbites de type (I) et de s-orbites de type (III). Intuitivement, en un point
double de type (III), si on regarde la courbe comme spe´cialisation e´quivariante d’une courbe lisse, alors
il y a coalescence de deux orbites de points fixes. Cela va eˆtre pre´cise´ sous peu; on va voir que dans
cette hypothe`se le stabilisateur est d’ordre deux, donc die´dral, engendre´ par une reflexion qui e´change
les deux branches.
Rappelons, pour e´viter toute confusion, la terminologie utilise´e (voir en particulier la de´finition
4.7), lorsqu’on a affaire a` un point double a` isotropie non triviale.
Un sous-groupe cyclique H ⊂ G fixe strictement x, si lorsque x est non singulier H ⊂ Gx, et si
x est un point double, H fixe x dans le sens de la de´finition 4.5, donc H est d’ordre deux engendre´
par une re´flexion e´changeant les branches. On dira aussi que H est un stabilisateur de x, si H = Gx
lorsque x est non singulier, et si x est un point double, comme ci-dessus, H fixe strictement x, donc
36
est en particulier ”die´dral d’ordre deux”. Dans ce dernier cas, si Gx = Dl, il y a donc l sous-groupes
de Gx qui sont des stabilisateurs de x !. Si l > 1, Gx tout entier n’est ainsi pas conside´re´ comme un
sous-groupe stabilisateur de x.
Rappelons que dans le proble`me de classification qui nous occupe, on a fixe´ au pre´alable une
donne´e de Hurwitz ξ, qui spe´cifie r classes de conjugaison de caracte` res primitifs de sous-groupes
cycliques, compte´es avec leurs multiplicite´s respectives, donc fournit en particulier une liste de classes
de sous-groupes cycliques, non ne´cessairement distinctes, note´es Γ1, · · · ,Γr. On suppose que les ordres
respectifs sont δ1 ≤ δ2 ≤ · · · ≤ δr. Pour tout e ≥ 2, e | CardG, posons
Ne = Card{i ∈ [1, r] , δi = e} (4.17)
de sorte que Ne repre´sente le nombre d’orbites singulie`res de cardinal
CardG
e dans toute courbe lisse
C supportant une action de G du type spe´cifie´. Les meˆmes conventions de notations s’appliquent a`
un quelconque sous-groupe H de G, et Ne(H) aura donc la signification ci-dessus. Sous les meˆmes
conditions sur e, on notera N ′e le nombre de G-orbites singulie`res de cardinal
CardG
e qui sont contenues
dans la partie lisse de C, donc
r′ =
∑
2≤e,e|CardG
N ′e (4.18)
Pour tout sous-groupe H, on peut aussi de´finir r′(H), s(H), N ′e(H). Le re´sultat qui suit est crucial pour
clarifier la coalescence e´ventuelle des points de ramification:
The´ore`me 4.12. On a les e´galite´s: i) r = r′ + 2s, et ii) Ne = N
′
e si e ≥ 3, et N2 = N
′
2 + 2s.
Preuve: L’assertion (2) est visiblement plus forte que (1) et donc l’implique; on commence cepen-
dant par prouver (1). Choisissons dans chaque orbite singulie`re un point xi (1 ≤ i ≤ r
′), de stabilisateur
Hi = Gxi pour celles forme´es de points non singuliers, et yj, (1 ≤ j ≤ s) avec Kj = Gyj pour celles
forme´es de points doubles. Posons λi = (Vl)xi , µj = (Vl)yj (l = 1, 2, · · ·). On a une de´composition de
G-modules
Γ(C,Vl) =
(⊕
i
IndGHi(λi)
)⊕⊕
j
IndGKj (µj)
 (4.19)
d’ou` par re´ciprocite´ de Frobenius
dimΓ(C,Vl)
G =
∑
dim(λHii ) +
∑
j
dim(µ
Kj
j ) (4.20)
L’analyse de la partie Hi-invariante de λi rele`ve de la description faite dans la section 3.2; on trouve
de manie`re analogue:
dim(λHii ) = l − 1 +
(
〈〈
l
e
〉〉 −
l
e
)
si e = CardHi
Supposons maintenant Kj = De. On peut line´ariser l’action de Kj relativement a` des coordonne´es
x, y le long des branches au point yj, et ainsi supposer que les ge´ne´rateurs σ et τ de Kj agissent
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par σ(x) = ǫx, σ(y) = ǫ−1y; τ(x) = y, τ(y) = x, avec ǫ ∈ k∗ une racine primitive d’ordre e. Le
morphisme quotient a pour forme locale au point yj: (x, y) → u = x
e + ye, de sorte que la 1-forme
ω = (dxx ,−
dy
y ) est une base locale de ωC en yj. On a σ
∗(ω) = ω et τ∗(ω) = −ω. Le module µj admet
la description
µj =
OC,yjω
⊗l
OC,yj (du)
⊗l
∼=
(
OC,yj
(xel, (−1)lyel)
)
ω⊗l (4.21)
du fait que (du)⊗l = (xel, (−1)lyel)ω⊗l.
Il est aise´ de de´composer le Kj-module µj en repre´sentations irre´ductibles du groupe Kj = De. Le
re´sultat est
µj =
{(
2ψ1 +
∑el−1
i=1 φi
)
ψ′1 si l impair
ψ1 + ψ
′
1 +
∑el−1
i=1 φi si l pair
(4.22)
Si l = 2, ceci conduit a` dimVG2 = r
′ + 2s. Du fait que χ(B,ω⊗2B ) = 3g
′ − 3, l’e´galite´ (4.14) entraine
r = r′ + 2s, c’est a` dire l’assertion (1).
Maintenant si l ≥ 2, on a par les meˆmes e´galite´s
dimVGl = (l − 1)r
′ +
r′∑
i=1
(
〈〈
l
ei
〉〉 −
l
ei
)
+
{
s(l − 1) si l impair
sl si l pair
= (l − 1)r′ +
∑
2≤e|CardG
Ne
(
〈〈
l
e
〉〉 −
l
e
)
+
{
s(l − 1) si l impair
sl si l pair
Ces relations pour l = 3 donnent 2r − N2 = 2r
′ − N ′2 + 2s, ce qui tenant compte de l’assertion (1)
conduit a` N2 = N
′
2+2s. Avec l = 4, on obtient de la meˆme manie`re 3r−N2−N3 = 3r
′−N ′2−N
′
3+4s,
d’ou` on tire l’e´galite´ N3 = N
′
3. Si on continue ce raisonnement, on obtient de proche en proche l’e´galite´
Ne = N
′
e pour tout e ≥ 3, c’est a` dire l’assertion (2).
Les arguments combinatoires utilise´s ci-dessus pour relier la donne´e de Hurwitz aux repre´sentations
Hurwm peuvent eˆtre repris sans changement dans le cas stable. Dans cette situation on peut encore
lire la donne´e de Hurwitz.
Proposition 4.13. Sous les hypothe`ses du the´ore`me 4.12, les sous-groupes cycliques de G qui sont des
stabilisateurs stricts de points (re´guliers ou points doubles) de C, sont les conjugue´s des sous-groupes
{Γ1, · · · ,Γr} spe´cifie´s par la donne´e de Hurwitz.
Preuve: On reprend la me´thode de de´nombrement du paragraphe 3.2 (Lemme 3.4). Pour tout
sous-groupe cyclique H ⊂ G,H 6= 1, soit
CH = {x ∈ C,H fixe strictement x} (4.23)
Posons:
f(H) =
{
CardCH si e = CardH ≥ 3
N ′2(H) + 2s(H) si e = 2
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Donc f(H) = CardCH , chaque point double e´tant si e = 2 compte´ deux fois. Il re´sulte du the´ore`me
4.1 que f est totalement de´termine´ par les seules repre´sentations de Hurwitz. Soit encore ∆H = {x ∈
C,H est un stabilisateur de x}. Rappelons que si x est un point double cela signifie que e = CardH =
2, et que H est engendre´ par une reflexion qui e´change les branches en x. Il de´coule des de´finitions que
si H 6= 1, on a:
CH =
⊔
H⊆K
∆K
On peut poser CH = ∆H = ∅ si H n’est pas cyclique. Si x ∈ CH est un point double, alors CardH = 2
et x ∈ ∆H . Si on pose de nouveau g(H) = Card∆H , un point double e´tant toujours compte´ deux fois,
on retrouve avec la convention f(H) = g(H) = 0 si H n’est pas cyclique, la relation familie`re (voir
(3.12)) f(H) =
∑
H⊆K g(K). Par un argument similaire a` celui utilise´ dans le lemme 3.4, on obtient
par inversion de Mo¨bius
g(H) =
∑
H⊆K
µ(H,K)f(K) (4.24)
ou` comme dans le § 3.2, µ(., .) de´signe la fonction de Mo¨bius de l’ensemble ordonne´ des sous-groupes
de G. La preuve se poursuit comme dans la section 3.2; on obtient que Card∆H ne de´pend finalement
que de la donne´e de Hurwitz du proble`me modulaire. Le re´sultat en de´coule.
4.3. Courbes stables marque´es et actions de groupes
Paralle`lement a` la stabilite´ de la courbe C qui supporte l’action de G, on aura a` imposer la stabilite´
de la courbe marque´e par un diviseur G-invariant5 . Le diviseur sera alors contraint de contenir le
diviseur de ramification. Lorsque le diviseur se re´duit au diviseur de ramification, la stabilite´ de la
courbe marque´e sera en fait e´quivalente a` la stabilite´ de la courbe sans le marquage, sauf en pre´sence
d’isotropie die´drale, ce dysfonctionnement pouvant eˆtre e´limine´ par ailleurs. Stabiliser la courbe par
les points de ramification, reviendra de fait a` e´liminer les points fixes de type III.
Dore´navant C/S est une G-courbe stable marque´e par le diviseur G-invariant D (De´finition 4.2).
Pour comple´ter l’e´tude pre´ce´dente limite´e au cas stable non marque´, on doit maintenant faire une e´tude
a` la Chevalley-Weil du G-faisceau ωC/S(D)
⊗m, substitut naturel a` ω⊗mC/S . Il s’agit, s e´tant un point
ge´ome´trique, d’extraire des informations des kG-modules H0(Cs, ωCs(Ds)
⊗m). On sait que le faisceau
dualisant modifie´ ωC/S(D) posse`de la proprie´te´ d’annulation (Knudsen [48]) R
1π⋆(ωC/S(D)
⊗m) = 0 si
m ≥ 2. De plus si m ≥ 1, π⋆(ωC/S(D)
⊗m) est localement libre de rang (2g − 2 + N)m − (g − 1). On
montre aussi que la formation de faisceau ωC/S(D)
⊗m commute aux changements de base. Le lemme
suivant de´coule d’arguments de´ja utilise´s, la preuve ne sera donc pas re´pe´te´e.
5
Dans la section 7, on aura besoin d’un marquage plus pre´cis que le seul marquage par un diviseur G-invariant. On peut
souhaiter nume´roter les points du diviseur, i.e piquer la courbe. Cela doit eˆtre fait en cohe´rence avec l’action de G, donc on doit
prendre en compte l’holonomie en chaque point P du diviseur, i.e le couple (H,χ), forme´ du stabilisateur de P , et du caracte`re
local de l’action de H sur l’espace cotangent en P (§ 2.2.1). Dans une nume´rotation des points de D les points de meˆme rang
doivent avoir une meˆme holonomie.
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Lemme 4.14. Si π : C → S est une courbe stable marque´e par le diviseur G-invariant D =
∑N
i=1 Pi,
avec S connexe. Les kG-modules H0(Cs, ωCs(Ds)
⊗m) sont inde´pendants de la fibre ge´ome´trique Cs,
s ∈ S (m ≥ 1).
Supposons d’abord la fibre Cs lisse. La suite exacte canonique
0 −→ ω⊗mCs −→ ωCs(Ds)
⊗m −→
⊕
i
N⊗m−1Pi(s) −→ 0
avecNPi(s) = T
∗
Cs,Pi(s)
, montre que le G-type (section 2.1) e´tant suppose´ connu, alors les repre´sentations
de HurwitzH0(Cs, ω
⊗m
Cs
) sont elles aussi connues. Il en est donc de meˆme pour la donne´e de ramification,
e´value´e le long des fibres non singulie`res. Pour tout sous-groupe cyclique H de G, conside´rons le diviseur
de Cartier relatif Fix(H)hor (Proposition 4.8). Le corollaire de cette proposition montre que le degre´
d de ce diviseur est e´gal a` d = d1 + 2d2 avec{
d1 = Card (nombre des points fixes de type (I))
d2 = Card (nombre des points fixes de type (III))
(4.25)
Ce degre´ coincide avec f(H), fonction introduite dans la proposition 4.3. De sorte que l’argument
combinatoire invoque´ dans cette proposition conduit clairement a` un re´sultat identique. Pour l’e´noncer,
posons g(H) = g1(H) + 2g2(H), avec{
g1(H) = Card (points fixes de type (I) de stabilisateur H)
g2(H) = Card (points fixes stricts de H de type (III))
(4.26)
de sorte que g(H) est constant le long des fibres ge´ome´triques, qui plus est, totalement de´termine´ par
la donne´e de Hurwitz, conjointement avec le G-type de D.
Introduisons quelques notations. Fixons une fibre ge´ome´trique que nous noterons pour simplifier
C, les points marque´s seront note´s Pi, de sorte que D =
∑
i Pi. Soit b1 le nombre d’orbites singulie`res
(points de type I) contenues dans les points marque´s {Pi} i.e. dans D; noter que ce nombre est fixe´par
le G-type de D, et inde´pendant de la fibre. Soit aussi b2 le nombre d’orbites singulie`res (points de type
(I)) disjointes de D. Ce nombre de´pend de la fibre choisie; on a b = b1+ b2 si la fibre est non singulie`re.
Soit enfin s le nombre d’orbites constitue´es de points de type (III), a` isotropie die´drale.
Le re´sultat suivant e´tend le the´ore`me 4.12 aux courbes stables marque´es, fournissant ainsi une
explication a` la coalescence e´ventuelle des points de ramification, cela en fonction des conditions initiales,
de marquage, et la donne´e de ramification.
Soit π : C → S une courbe de base connexe, le lieu de lissite´ de π e´tant suppose´ partout dense,
de la sorte une quelconque fibre est spe´cialisation d’une fibre non singulie`re. La donne´e de ramification
est ainsi de´finie. Dire que le G-type de D contient la donne´e de ramification a alors un sens.
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Theoreme 4.15. Sous les hypothe`ses pre´ce´dentes, donc le groupe G agissant stablement sur la courbe
stable marque´e π : C → S, on a le long des fibres ge´ome´triques l’e´galite´
b = b1 + b2 + 2s (4.27)
Preuve: Montrons en premier que pour toute fibre, on a l’e´galite´ relative a` la fonction g (4.26):
b =
1
CardG
∑
H 6=1
(CardH) g(H)
La somme est limite´e aux sous-groupes cycliques. Comme g(H) ne de´pend pas de la fibre, il suffit
de ve´rifier cette e´galite´ pour une fibre non singulie`re, dans ce cas b repre´sente le nombre d’orbites
singulie`res de la fibre. On peut alors e´crire b =
∑
H 6=1 bH , avec bH e´gal au nombre de ces orbites telles
que le stabilisateur d’un de ses points est dans la classe de conjugaison de H. Soit ω une telle orbite;
le nombre de points de ω de stabilisateur H est e´gal a` CardNG(H)CardH , d’ou`:
g(H) = Card∆H = bH
CardNG(H)
CardH
On peut ainsi e´crire (4.27), la somme portant maintenant sur les classes de conjugaison, notation 〈−〉
b =
∑
〈H〉6=1
g(H)
CardNG(H)
CardH
=
1
CardG
∑
H 6=1
(CardH)g(H) (4.28)
la dernie`re somme portant elle sur les sous-groupes, et non sur les classes de conjugaison. Supposons
maintenant la fibre singulie`re, avec s-orbites de type (III). En substituant a` g(H) l’expression (4.26),
on trouve
b =
1
CardG
∑
H 6=1
(CardH)g1(H) +
2
CardG
∑
H 6=1
(CardH)g2(H) (4.29)
Il est clair que le premier terme de la somme de droite est e´gal a` b1+ b2. Reste a` prouver que le second,
qui ne fait intervenir que les sous-groupes d’ordre deux, conduit a`:
CardG.s = 2
 ∑
H,CardH=2
g2(H)

Dans ce but, on e´crit s =
∑
m≥1 sm, ou` sm est le nombre d’orbites a` groupe d’isotropie Dm. Soit ω une
orbite a` groupe d’isotropie Dm; notons g2,ω(H) le nombre de points fixes stricts de H contenus dans ω.
Dans la somme
∑
H,CardH=2 g2,ω(H) un point est en fait compte´ m fois, car Dm contient m re´flexions.
Cette somme vaut donc mCardω = mCardG2m =
CardG
2 ; alors∑
H,CardH=2
g2(H) =
∑
H,m≥1
smg2,ωm(H) (4.30)
ωm de´signant une orbite avec isotropie Dm. En reportant (4.30) dans la relation qui pre´ce`de, on obtient
aise´mment le re´sultat.
Corollaire 4.16. Les hypothe`ses du the´ore`me 4.15 e´tant conserve´es, supposons en outre que le G-type
du marquage {Pi} contienne la donne´e de ramification. Alors pour toute fibre ge´ome´trique s = 0. En
d’autres termes, il n’y a pas d’orbite a` isotropie die´drale.
Preuve: En effet on a b = b1.
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5. De´formations des reveˆtements mode´re´ment ramifie´s .
5.1. De´formations e´quivariantes des courbes
5.2.1. La de´formation universelle
On de´crit la de´formation formelle universelle d’un reveˆtement galoisien mode´re´ment ramifie´ π :
C → B = C/G. On notera B la courbe quotient pour e´viter tout conflit avec le diviseur D qui
marque la courbe). Dans ce contexte la the´orie des de´formations se simplifie de manie`re substantielle
(comparer avec [12]). Les seules contributions locales a` la de´formation verselle viennent des points
doubles et des points marque´s, points de ramification excepte´s, car la ramification e´tant mode´re´e, ceux-
ci n’apportent aucune contribution au foncteur des de´formations. On comparera ensuite la de´formation
formelle verselle e´quivariante de la courbe marque´e C, a` la de´formation formelle verselle de la base B
marque´e par les images des points exceptionnels de C.
On fixe une courbe stable marque´e (C, {Pi}i=1,...,N ) munie d’une action du groupe G. Il n’est
pas ne´cessaire a` ce stade de pre´ciser la manie`re dont les points marque´s Pi sont traite´s, c’est-a`-dire,
ordonne´s, ordonne´s par paquets, ou pas. Le diviseur D =
∑
i Pi est suppose´ G-invariant, contenant les
points de ramification. Dans ces conditions on sait qu’une de´formation formelle verselle existe, et qu’elle
est universelle du fait de l’absence d’obstructions. Pour une discussion plus pre´cise voir Bertin-Me´zard
([12],§3).
On peut pre´senter le foncteur des de´formations de la manie`re suivante. Conside´rons un rele`vement
de la courbe marque´e (C, {Pi}), avec oubli de l’action de G, a` une k-alge`bre locale artinienne A de
corps re´siduel k (une W (k)-alge`bre si la caracte´ristique p de k est positive). Cela signifie qu’on a une
courbe C au dessus de A, plate sur A, marque´e par des sections que nous noterons encore {Pi}i=1,...,N .
La donne´e contient aussi un isomorphisme
j : C → C ⊗ k (5.1)
tel que Pi ◦ j soit le point marque´ initial Pi de C, ceci pour tout indice i, 1 ≤ i ≤ N . La courbe C
e´tant suppose´e stable marque´e, et donc sans automorphisme infinite´simal, si l’action de G se rele`ve a`
C, ce rele`vement est alors unique [20]. Deux rele`vements sont dits e´quivalents, s’ils sont isomorphes
par un isomorphisme qui rele`ve l’identite´. On notera finalement D(A) l’ensemble des de´formations,
i.e. des classes de rele`vements de (C, {Pi}) a` A; une classe e´tant note´e [(C, {Pi}, j)]. On e´tend comme
d’habitude le foncteur des de´formations a` tout anneau local noethe´rien complet qui est une k-alge`bre
( resp. une W (k)-alge`bre). Le groupe G ope`re sur le foncteur des de´formations de la manie`re e´vidente
suivante. L’action de σ ∈ G sur [C, {Pi}, j] est
σ[C, {Pi}, j] = [C, {Pi}, j ◦ σ
−1] (5.2)
Avec ces de´finitions, la de´formation [C, {Pi}, j] est un point fixe de l’action de G si et seulement si
il existe un A-automorphisme Σ de la courbe marque´e (C, {Pi}) qui rele`ve σ, c’est a` dire tel que
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Σ ◦ j = j ◦ σ. Ce rele`vement est unique et de´finit ainsi un rele`vement de l’action de G a` (C, {Pi}). On
observe donc que le foncteur des de´formations e´quivariantes DG est exactement le foncteur des points
fixes relativement a` l’action (5.2) de G sur le foncteur des de´formations D. Il est bien connu que le
foncteur des de´formations D de la courbe C est effectivement pro-repre´sentable et formellement lisse
[20], [40]. La de´formation universelle de la courbe pointe´e (C, {Pi}) a donc pour base le spectre d’une
alge`bre de se´ries formelles en 3g − 3 +N variables
Rver =W (k)[[t1, . . . t3g−3+N ]], (g = genre de C) (5.3)
La the´orie cohomologique qui gouverne le foncteur D est Ext•OC (Ω
1
C ,OC(−
∑
i Pi)). On sait que
Ext2OC (Ω
1
C ,OC(−
∑
i Pi)) = 0, et que l’espace tangent s’identifie canoniquement a`
D(k[ǫ]) = Ext1OC (Ω
1
C ,OC(−
∑
i
Pi)) (5.4)
Dans le cas e´quivariant, le foncteur DG des classes de de´formations e´quivariantes e´tant le foncteur
des points fixes, et comme par ailleurs l’ordre de G est inversible dans k, la the´orie cohomologique
qui gouverne DG est particulie`rement simple (comparer avec ([12], §3.1)), c’est le groupe des Ext
e´quivariants
Ext•OC ,G(Ω
1
C ,OC(−
∑
i
Pi)) ∼= Ext
•
OC , (Ω
1
C ,OC(−
∑
i
Pi))
G (5.5)
On a ainsi Ext2OC ,G(Ω
1
C ,OC(−
∑
i Pi)) = 0, il n’y a donc pas d’obstructions au rele`vement infinite´simal,
et l’espace tangent est
DG(k[ǫ]) ∼= Ext
1
OC (Ω
1
C ,OC(−
∑
i
Pi))
G (5.6)
En conse´quence, la de´formation universelle G-e´quivariante se de´duit de la de´formation universelle C →
Spec(R) = B de (C, {Pi}), simplement par restriction au sous sche´ma ferme´ B
G des points fixes, donc
CG = C ×B B
G.
L’absence d’obstruction pour le proble`me e´quivariant signifie que BG est formellement lisse, donc
est aussi le spectre d’une alge`bre de se´ries formelles. Pour eˆtre plus pre´cis, rappelons la forme du
discriminant dans la de´formation universelle C → B de C → B [20]. Notons pour cela x1, . . . , xk les
points doubles de C. Par localisation en xi, on obtient un morphisme
Ext1OC (Ω
1
C ,OC(−
∑
i
Pi)) →
k∏
i=1
Ext1
Ôxi
(Ω̂1C,xi, Ôxi) (5.7)
qui repre´sente l’application line´aire tangent au morphisme de localisation en le k-uplet des points
doubles xi. Cette application est surjective, et pour tout i
dimExt1
Ôxi
(Ω̂1C,xi, Ôxi) = 1 (5.8)
Choisissons des coordonne´es t1, . . . , t3g−3+N sur la base B, nume´rote´es de telle sorte que si 1 ≤ i ≤ k,
ti soit le parame`tre induit par la de´formation verselle du point double xi. Le discriminant de la
de´formation universelle, c’est a` dire le lieu parame´trant les fibres singulie`res, a donc pour e´quation
t1 . . . tk = 0 (5.9)
Si on retourne a` la situation e´quivariante, on voit que l’action de G est lissifiable, si et seulement si la
fibre ge´ne´rique de la de´formation universelle CG → BG est lisse, donc si BG n’est pas inclus dans le lieu
discriminant (5.9). La traduction de cette condition donne le re´sultat suivant (comparer avec Ekedahl
[27]):
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The´ore`me 5.1. L’action de G sur la courbe stable marque´e (C, {Pi}1≤i≤N ) admet une de´formation
e´quivariante non singulie`re si et seulement si l’action de G est stable dans le sens de la de´finition 4.4.
Preuve: Notons que les points marque´s sont sans effet sur la stabilite´ de l’action, vu que celle-ci
ne porte que sur l’isotropie aux points doubles. On peut donc les ignorer de manie`re provisoire. Soit
I l’ide´al de BG dans l’anneau R = k[[t1, . . . , t3b−3+N ]] = OB, et soit M l’ide´al maximal de R. Posons
par ailleurs
Wi = Ext
1
Ôxi
(Ω̂1C,xi , Ôxi)
∗ , V = Ext1OC (Ω
1
C ,OC(−
∑
i
Pi))
∗ (5.10)
L’application (5.7) transpose´e donne un morphisme G-e´quivariant
W =
k∏
i=1
Wi → V (5.11)
De´composons l’ensemble des points doubles en G-orbites {x1, . . . , xk} =
∐s
j=1Gyj, yj = xij de sorte
qu’au niveau des G-modules, on a
⊕
xi∈Gyj
Wi = Ind
G
Hj
(Wij ), (Hj = Gyj ). Soit χj ∈ Hˆj le caracte`re
attache´ a` l’action de Hj sur Wij . Soit la de´composition du G-module V en V = V
G⊕VG, les notations
e´tant les notations usuelles, alors l’ide´al I est engendre´ par VG. De`s lors la condition a` ve´rifier est
la suivante: pour tout indice i, ti 6∈ VG, condition e´quivalente a` Ind
G
Hj
(Wij )
G 6= 0, ou encore par
re´ciprocite´ de Frobenius, W
Hj
ij
6= 0. Finalement la condition s’exprime par χj = 1 pour 1 ≤ j ≤ s.
Pour en faire la traduction, il est commode de passer a` l’anneau local comple´te´ O = Ôyj du point
double yj. On a la re´solution libre de Ω
1
O:
0 −→ I/I2 −→ Odx⊕Ody −→ Ω1O −→ 0
ou` I = (xy)), la fle`che de gauche e´tant de´finie par xy 7→ xdy+ydx (mod I). On en tire l’identification
standard
Ext1O(Ω
1
O,O) = Hom(I/I
2,O)/Hom(Odx⊕Ody,O) (5.12)
L’application φ : I/I2 → O, φ(xy) = 1 est un e´le´ment non nul de cet espace vectoriel. Soit σ ∈ H =
Hj ; si σ fixe les branches, on peut supposer que les coordonne´es sont choisies de telle sorte que
σ(x) = αx+ . . . , σ(y) = βy + . . .
On a σ(φ) = αβφ, de sorte que la condition s’exprime alors par αβ = det(dσ) = 1. S’il y a e´change des
branches, on peut dans ce cas supposer que σ(x) = αy + . . . , σ(y) = βx + . . ., de sorte que dans ce
cas la condition est encore αβ = 1 , soit det(dσ) = −1. On retrouve bien de la sorte la condition de
stabilite´ de la de´finition 4.4.
Dans la suite, nous noterons C → B la de´formation universelle e´quivariante de la courbe stable
marque´e (C, {Pi}), oubliant a` partir de maintenant l’exposant G dans les notations. On pourra supposer
que les points (P1, · · · , Ps), (s ≤ N) sont les points de ramification. La base note´e B est donc le spectre
d’une alge`bre de se´ries formelles sur k, ou W (k) selon les cas. Si le nombre d’orbites de points doubles
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est d, alors on peut choisir des variables t1, . . . , tM , de sorte que t1, . . . , td correspondent aux parame`tres
de de´formation des points doubles. L’e´quation du discriminant est alors t1 . . . td = 0. Il est facile de
voir que l’espace tangent (5.6) s’inse`re dans une suite exacte
0 −→ H1G(C,ΘC(−
∑
j
Pj)) −→ Ext
1
OC ,G(Ω
1
C ,OC(−
∑
j
Pj)) −→
−→
d∏
i=1
Ext1
Ôxi
(Ω̂1C,xi , Ôxi)→ 0
(5.13)
ou` dans cette suite exacte, on a fait le choix d’un point xi dans chaque orbite singulie`re, et H
1
G(−)
de´signe la cohomologie e´quivariante ([12] , §3). On note comme d’habitude πG⋆ le fonteur F 7→ π⋆(F)
G;
on prouve facilement queH1G(C,ΘC(−
∑
j Pj))
∼= H1(C/G, πG⋆ (ΘC(−
∑
Pj))), notant toujours π : C →
B = C/G le morphisme quotient. On observera que dans le terme de droite de la suite exacte (5.13),
le stabilisateur Gxj est omis en exposant, du fait que par la condition de stabilite´, il agit trivialement.
On en tire la dimension 6, soit dim(R) =M = 3g′ − 3 + b+ r, ou` g’ est le genre de C/G, b est le degre´
de la donne´e de ramification (d’une de´formation lisse), et r est le nombre d’orbites de points marque´s
a` isotropie triviale. Si r = 0, donc si le diviseur de marquage est exactement le diviseur de ramification
(re´duit), alors on voit que la dimension de l’espace tangent est identique a` celle correspondante au
proble`me sans marquage. Comme application du the´ore`me 5.1, notons le re´sultat suivant:
Proposition 5.2. Soit A un anneau de valuation discre`te complet de corps re´siduel k alge´briquement
clos, et de corps des fractions K. Soit C → SpecA une courbe stable marque´e par les points {Pi}
N
i=1, de
fibre ge´ne´rique lisse. On suppose la fibre ge´ne´rique CK munie, d’une action du groupe G. Alors l’action
de G s’e´tend de manie`re unique en une action stable sur (C, {Pi}).
Preuve: Du fait de l’unicite´ du mode`le stable marque´ C de CK , l’action de G se prolonge de
manie`re unique, et donc G s’e´tend en un groupe d’automorphismes de C → Spec(A). Le seul point
non e´vident est que l’action de G sur la fibre spe´ciale C = C ⊗ k est stable. Pour le voir, soit Σ →
Spec(R) la de´formation universelle e´quivariante de la courbe marque´e C. L’absence d’automorphismes
infinite´simaux justifie l’existence d’un morphisme unique u : R → A tel que C ∼= Σ ⊗R A. Soit x = xi
un quelconque point double de C, alors l’anneau local comple´te´ de C en x est de la forme
ÔC,x ∼= A[[X,Y ]]/(XY − a), (a ∈ MA) (5.14)
Les hypothe`ses en vigueur i.e. CK lisse en particulier exigent a 6= 0. Il en de´coule que x doit se de´former
dans la de´formation universelle de C, donc que le parame`tre t = ti qui mesure la de´formation de x
6
Une manie`re d’obtenir ce re´sultat est de calculer dimH1(C/G, πG⋆ (ΘC(−
∑
Pj))). Si C est une courbe pre´stable
de composantes normalise´es Cα (1 ≤ α ≤ d), et si iα : Cα → C est le morphisme canonique, on ve´rifie facilement que
θC =
⊕
α iα,∗(θCα(−
∑
pj), les points pj e´tant les origines des branches sur la composante Cα. Cela rame` ne le calcul a`
un simple calcul de dimension sur une courbe lisse. Appelons pour toute composanteDβ de C/G, vβ le nombre des images des
origines des branches de type III, et lβ le nombre de points de branchement situe´s sur Dβ . La conclusion vient de la relation
b =
∑
β vβ +
∑
β lβ , identique a` la relation b = r + 2s (The´ore`me 4.15).
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dans la de´formation universelle non e´quivariante, doit avoir une restriction non nulle a` Spec(R). La
preuve du the´ore`me 5.1 montre que cette condition, exprime´e en chaque point double, revient a` dire
que l’action de G est stable.
5.2.2. Stabilite´ de la courbe quotient
On conserve les notations de la section pre´ce´dente. Soit (C, {Pi}1≤i≤N ) une courbe stable marque´e,
e´quipe´e d’une action stable du groupe G. En particulier le diviseur D =
∑
i Pi est G-invariant. On
suppose que les stabilisateurs des points doubles ne sont pas die´draux, excluant les points fixes du type
(III) (voir 4.3). On verra comment ramener la situation ge´ne´rale a` cette condition. Soit le quotient
π : C → B = C/G, de sorte que B est pre´stable (proposition 4.3), marque´e par les images {Qj}1≤j≤r
des {Pi}. On supposera que les points de ramification, qui sont tous lisses par hypothe`se, sont inclus
dans les points marque´s. Il n’y a aucune perte de ge´ne´ralite´ car les points de ramification sont des
points marque´s d’office. On a donc b ≤ r, b e´tant le nombre de points de branchement. Notons la
remarque e´le´mentaire suivante:
Proposition 5.3.
i) Sous les hypothe`ses pre´ce´dentes, la courbe quotient (B, {Qj}1≤j≤r) est stable marque´e.
ii) Re´ciproquement, si P1, . . . , Pm sont les points de C d’images Q1, . . . , Qr, alors la stabilite´ de
(B, {Qj}1≤j≤r) implique la stabilite´ de (C, {Pi}1≤i≤m).
Preuve: i) Soit E = {Qj}1≤j≤r, l’ensemble des points exceptionnels. On doit ve´rifier la condition
de stabilite´ (de´finition 4.4), donc si ∆ est une composante de B, ∆ ∼= P1, alors
(# points doubles de B ∈ ∆) + #(∆ ∩ E) ≥ 3 (5.15)
Soit Γ une composante de C d’image ∆. Comme l’action de G est suppose´e sans inversion de branches,
Γ est non singulie`re. Notons H le stabilisateur de Γ. Si Q ∈ δ est un point double de Σ, ne´cessairement
Q est l’image d’un point double P ∈ C, situe´ sur Γ. Si P ′ est un second point double d’image Q, il y a
un e´le´ment g ∈ G tel que gP = P ′. Mais ∆ e´tant non singulie`re, on doit avoir g ∈ H et ainsi les points
doubles de Σ situe´s sur Γ correspondent bijectivement aux H-orbites de points doubles de C situe´s sur
Γ. Distinguons plusieurs cas:
i) Le genre h de Γ est non nul. Soit t ≥ 1 le nombre de points de branchement du reveˆtement
Γ → ∆ = Γ/H; notons e1, . . . , et les indices de ramification respectifs. Si CardH = N , la formule de
Riemann-Hurwitz donne 2h−2 = −2N+N
(∑t
i=1(1−
1
ei
)
)
, en particulier 2h−2N = t−2−
∑t
i=1
1
ei
≥ 0,
donc t ≥ 3 et la condition de stabilite´ est satisfaite.
ii) Le genre h est nul. On peut supposer que, avec les notations pre´ce´dentes, t < 3. Si t = 2, alors H est
cyclique et ope`re sur Γ = P1 avec deux points fixes. La courbe C e´tant stable marque´e, Γ contient au
moins un point parmis les points doubles de C, ou parmis les points {Pi} hors les points de ramification.
La condition de stabilite´ est encore satisfaite. Reste pour conclure a` examiner les deux cas: ∆ est une
courbe rationnelle avec un point double, et ∆ est non singulie`re de genre un. Dans ces deux cas, la
46
conclusion, imme´diate, est laisse´e sans ve´rification.
ii) La preuve reprend les meˆmes arguments que i) i), nous l’omettons.
Il est ne´cessaire a` ce stade de clarifier le statut des points de ramification parmi les points marque´s.
Rappelons que par convention (voir section 4.2) la courbe C est marque´e par un diviseur G-invariant,
suppose´ contenir les points de ramification. On peut donc le´gitimement demander de quelle manie`re ces
points participent effectivement a` la stabilisation de la courbe. Dans la suite, on fera syste´matiquement
l’hypothe`se que dans un reveˆtement C → B, la courbe C e´tant marque´e par les points P1, . . . , PN , alors
P1, . . . , Pm sont les points de ramification (donc m ≤ N).
Lemme 5.4. Soit comme ci-dessus une courbe stable marque´e (C, {Pi}1≤i≤N ) supportant une action
stable de G. La courbe (C, {Pi}m+1≤i≤N ) (on omet les points de ramification) est stable marque´e
(stable si N = m) si et seulement si C n’a pas de composante non singulie`re rationnelle Γ telle que,
notant η le nombre des Pi, m + 1 ≤ i ≤ N , situe´s sur Γ, et H le stabilisateur de Γ, alors on n’est pas
dans l’une ou l’autre des situations suivantes:
i) La courbe Γ contient un seul point double de C, H 6= 1 et η = 0. ii) La courbe Γ contient
deux points doubles de C, H 6= 1 est die´dral, et η = 0.
Preuve: Il est clair que la non stabilite´ est conse´quence de l’existence de composantes Γ = P1,
telles que si µ est le nombre de points doubles de C situe´s sur Γ, alors µ + η ≤ 2. On peut exclure le
cas trivial µ = 0, et supposer µ ≥ 1.
Supposons µ = 1. La stabilite´ initiale de la courbe permet d’exclure le cas H = 1, η ≤ 1. Si maintenant
H 6= 1, H est ne´cessairement cyclique et si p ∈ Γ est le seul point double de C sur Γ, on a Hp = p, et
H doit avoir un second point fixe p′ ∈ Γ. La stabilite´ est mise en de´faut que si η = 0 car dans le cas
contraire, H e´tant non trivial, on a η ≥ 2.
Supposons maintenant µ = 2 et η = 0. Soient p, q les deux points doubles de C situe´s sur Γ. Si
p 6∈ Hq, alors Hp = p, et Hq = q, et H est alors cyclique. Ce cas est exclu par la stabilite´ initiale.
Si maintenant q ∈ Hp, le sous-groupe H a une orbite a` deux e´le´ments sur Γ, il est donc en vertu de
la nature des groupes finis de transformations homographiques, cyclique ou die´dral. Si H est cyclique,
alors CardH = 2 par la stabilite´ de l’action, et ce cas rentre dans le cas die´dral. Donc finalement,
le seul cas pour lequel les points de ramification contribuent a` la stabilite´ intiale de la courbe est
H = Dl, l ≥ 1, µ = 2, et η = 0, ce qui prouve le lemme.
Dans le cas N = m, donc si le marquage initial {Pi} est exactement l’ensemble des points de
ramification, alors seul le point 2) du lemme 5.4 peut arriver; dans ce cas, apre`s stabilisation de la
courbe [48],[53], voir aussi §6.4.1, on tombe sur un point double a` isotropie die´drale.
5.2.3. De´formations, versus de´formations du diviseur de branchement
On souhaite comparer les de´formations universelles respectives de la courbe (C, {Pi}1≤i≤N ) mu-
nie de l’action de G, avec celles de la base (B, {Qj}1≤j≤r). Les points doubles de la base B, qui
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correspondent aux G-orbites de points doubles de C, contribuent individuellement par un parame`tre
inde´pendant, cela dans les deux de´formations universelles. Notons {y1, . . . , yd} les points doubles de B;
soit alors ei ≥ 1 l’ordre du stabilisateur, cyclique par hypothe`se, d’un point au-dessus de yi. Le passage
au quotient par G commute avec un changement de base arbitraire (Proposition 4.3), il est alors clair
que le morphisme π : C → B = C/G induit un morphisme entre les foncteurs de de´formations
dπ : D(C,G,{Pi}) −→ D(B,{Qj}) (5.16)
On a finalement le re´sultat important suivant, qui peut eˆtre compare´ avec l’interpre´tation en termes de
log-structures donne´e dans [44], [55], [67]. Il dit en substance que pour avoir un espace de de´formations
formelles d’un reveˆtement non galoisien formellement lisse, il faut de´former simultane´ment la cloˆture
galoisienne.
The´ore`me 5.5. On peut choisir des syste`mes de coordonne´es (t1, . . . , td, . . .
. . . , t3g′−3+r) et (τ1, . . . , τd, . . . , τ3g′−3+r), respectivement sur les bases des de´formations universelles de
(C,G, {Pi}) et (B, {Qj}), de sorte que le morphisme dπ est donne´ relativement a` ces coordonne´es par
dπ∗ :W (k)[[τ1, . . . , τd, . . . , τ3g′−3+r]] −→ W (k)[[t1, . . . , td, . . . , t3g′−3+r)]] (5.17)
avec (dπ)∗(τi) = t
ei si 1 ≤ i ≤ d, et (dπ)∗(τi) = ti si i > d.
Preuve: On sait, voir la suite exacte (5.13), que la base de la de´formation e´quivariante universelle
admet d’une part une contribution venant des de´formations localement triviales autour des points
doubles, c’est-a`-dire au niveau de l’espace tangent le sous-espace vectoriel H1G(C,ΘC(−
∑
i Pi)), et
d’autre part une contribution de dimension un apporte´e par chaque orbite de points doubles. L’action
du groupe e´tant stable et sans isotropie die´drale, la proposition 4.10 montre que la premie`re contribution
apparaˆıt de manie`re identique dans le foncteur des de´formations de (B, {Qj}). Seule la contribution
des points doubles diffe`re dans les deux foncteurs. Au niveau des espaces tangents, cela correspond au
diagramme suivant:
0→H1G(C,ΘC(−
∑
Pi))→Ext
1
OC ,G
(Ω1C ,OC(−
∑
i Pi))→
∏d
i=1 Ext
1
Ôxi
(Ω̂
Ôxi
, Ôxi)
↓ ↓ ↓
0→H1G(B,ΘB(−
∑
Qj))→ Ext
1
OB
(Ω1B ,OB(−
∑
j Qj))→
∏d
j=1Ext
1
Ôyj
(Ω̂
Ôyj
, Ôyi)
Cela rame`ne a` comparer par le principe local-global ([12] thm 3.3.4) les foncteurs de de´formations
locaux, c’est-a`-dire pour un point double. Supposons donc maintenant que x ∈ C un point double
d’image y ∈ B. On suppose que le stabilisateur de x est H ∼= Z/eZ, et que σ en est un ge´ne´rateur, qui
agit le long des branches au point x, relativement a` des parame`tres convenablement choisis, par
σX = ζX , σY = ζ−1Y
ζ e´tant une racine primitive d’ordre e. La de´formation verselle e´quivariante du point x est, du fait
de la stabilite´ de l’action (voir la preuve du the´ore`me 5.1), repre´sente´e par k[[X,Y, λ]]/(XY − λ) (on
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remplace k par l’anneau des vecteurs de WittW (k) dans le cas d’ine´gales caracte´ristiques). De manie`re
analogue, la de´formation universelle du point double y est repre´sente´e par k[[U, V, µ]]/(UV − µ), ou`
U = Xe, V = Y e. Le morphisme dπ correspond alors a`
k[[U, V, µ]]/(UV − λ) −→ k[[X,Y, λ]]/(XY − λ) (5.18)
avec dπ(U ) = Xe, dπ(V ) = Y e, dπ(µ) = λe. Le re´sultat en de´coule.
5.3. Mode`le stable marque´ d’un reveˆtement
Pour un reveˆtement C → B = C/G on a essentiellement deux de´finitions de la stabilite´. La
premie`re de´finition revient a` imposer la stabilite´ de C, jointe a` celle de l’action (De´finition 4.4). La
seconde plus flexible a` certains e´gards, revient a` demander a` coˆte´ de la stabilite´ de l’action, la stabilite´
de C marque´e maintenant par un diviseur G-invariant contenant les points de ramification. Le cas non
galoisien sera traite´ dans la section 6.6.
Avec l’une ou l’autre de ces deux de´finitions, on est en mesure de formuler un the´ore`me de re´duction
stable. Fixons un anneau de valuation discre`te complet R, de corps des fractions K, et de corps re´siduel
k, suppose´ alge´briquement clos. Donnons nous un reveˆtement π : CK → BK , se´parable, les courbes
e´tant suppose´es lisses connexes. Si la caracte´ristique de K est p > 0, on suppose que p ne divise pas
l’ordre du groupe de monodromie. Sous ces conditions on s’attend a` ce que le reveˆtement donne´, de´fini
sur le corps K, se prolonge de manie`re unique, apre`s extension de degre´ fini e´ventuelle de R, en un
reveˆtement stable (resp. stable marque´) π : C → B. On notera cependant, qu’en ge´ne´ral, on ne peut
pas prendre pour C et B les mode`les stables respectifs. La clarification viendra de la remarque que la
seule difficulte´ provient des isotropies die´drales (e´ventuelles) dans la cloˆture galoisienne. La de´finition
suivante est essentiellement la notion de stabilite´ utilise´e par Harris-Mumford pour compactifier le
sche´ma de Hurwitz ”classique” [35], [40], [42].
De´finition 5.6. Soit un reveˆtement entre courbes pre´stables π : C → B = C/G, galoisien de groupe
G, au dessus de la base S. Il est dit stable, mieux stable marque´ (ou HM-stable), si d’une part l’action
de G est stable (De´finition 4.3), et si d’autre part la courbe C/S est stable marque´e par les points de
ramification.
Noter que la courbe e´tant marque´e par les points de ramification, cela signifie en particulier que
les points de ramification sont toujours non singuliers, il n’y a donc pas de points a` isotropie die´drale
(points de type III) (cor 4.16). Sous ces hypothe`ses on sait aussi que la courbe quotient B est stable
marque´e par les points de branchement (Proposition 5.3). La variante du the´ore`me de re´duction stable
s’e´nonce alors, la stabilite´ e´tant prise dans l’un ou l’autre des deux sens (Def 4.4 , Def 5.6):
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Proposition 5.7. Soit S = Spec(R) le spectre d’un anneau de valuation discre`te complet, de corps
des fractions K, et de corps re´siduel k. Soit donne´ un reveˆtement galoisien π : CK → BK entre courbes
lisses connexes de´finies sur K, et de groupe de Galois G. Si CardG est inversible dans R, alors apre`s
extension finie e´ventuelle de R, le reveˆtement admet un mode`le stable unique π : C → B.
Preuve: C’est simplement une reformulation de la proposition 5.2. En effet celle-ci entraˆıne
comme conse´quence directe du the´ore`me de re´duction stable (resp. stable marque´), que si on conside`re
le mode`le stable (resp. stable marque´) C de CK , alors l’action de G s’e´tend stablement a` C.
Remarque 5.1 On notera qu’on ne peut, sauf si la donne´e de Hurwitz l’interdit, exclure a`
priori les points doubles a` isotropie die´drale dans la re´duction stable (non marque´e) C d’un reveˆtement.
Pour e´liminer ces points il faut stabiliser la courbe C au moyen des points de ramification, c’est a` dire
de´ployer ceux qui sont localise´s en les points doubles de type III, et ainsi aboutir au mode`le stable
marque´. Illustrons cette proce´dure bien connue. Soit C = Ck la fibre spe´ciale; soit aussi P ∈ C un
point double de C d’e´paisseur k ≥ 1, donc ÔCP
∼= R[[X,Y ]]/(XY − a), avec a ∈ MR de valuation k.
Si k ≥ 2, P est un point singulier de la surface normale C, de type Ak−1. Il est dans ce cas bien connu
qu’on re´soud cette singularite´ par
[
k
2
]
e´clatements successifs de l’ide´al maximal (par exemple [20]). Le
graphe de la fibre exceptionnelle correspondante e´tant une chaine de (k− 1)-droites projectives, chaque
brin e´tant de self-intersection −2.
           
Pour rendre a` chaque e´tape la proce´dure d’e´clatement e´quivariante on e´clate en fait chacun des
points de l’orbite de P . Soit H ∼= Dm le stabilisateur de P , et supposons ce groupe engendre´ par σ et
τ agissant sur les branches en P par σx = ζx , σy = ζ−1y et τx = y, pour une certaine racine m-ie`me
de l’unite´. Distinguons deux cas selon la parite´ de k.
• k pair
Si k ≥ 4, l’e´clatement des points de l’orbite de P produit au dessus de chacun de ces points, une
paire de courbes rationnelles se coupant en un point de type Ak−3. Il est facile de voir que ce point
reste a` isotropie Dm, les transforme´es strictes des branches en P e´tant par contre se´pare´es et coupant
respectivement les deux composantes du lieu exceptionnel en deux points a` isotropie cyclique. Noter
que la stabilite´ de l’action est pre´serve´e.
  
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Apre`s k2 − 1 e´clatements ponctuels on arrive finalement a` un point d’e´paisseur deux, et d’isotropie
die´drale Dm. Un dernier e´clatement produit une courbe E = P1, et re´soud la singularite´ Ak−1 initiale.
Il est imme´diat a` ce stade que les stabilisateurs sont tous cycliques, l’action de H sur la composante
E, de parame`tre t, e´tant l’action standard σt = ζt , τ t = t−1. Notons que la courbe obtenue n’est pas
stable marque´e; pour obtenir cette condition on doit contracter les deux chaˆınes de longueur k2 − 1 de
part et d’autre de E, conduisant a` la situation
ou` les points P1 et P2 sont des points singuliers de type Ak
2
. Les points fixes de H sur la com-
posante E maintenant stabilisent la courbe.
• k impair
Dans ce cas, on re´soud le point singulier par une suite de [k2 ] e´clatements. On doit noter que le
point d’intersection des deux brins qui proviennent du dernier e´clatement est encore a` isotropie die´drale
H = Dm au contraire du cas k pair.
L’e´clatement de ce dernier point (re´gulier) conduit a` une composante exceptionnelle rationnelle E.
Supposons le point donne´ par l’e´quation xy − z = 0; on peut prendre pour parame`tre sur E, t = xy ,
l’action de H e´tant alors donne´e par σt = ζ2t , τ t = t−1. La stabilite´ de l’action impose m impair, ce qui
nous rame`ne a` une situation identique a` la pre´ce´dente. Par contraction des deux chaˆınes de longueur
[k2 ] de part et d’autre de la courbe centrale, on arrive au mode`le stable marque´. La construction montre
clairement l’unicite´ du mode`le stable marque´. ♦
Remarque 5.2 On conserve les hypothe`ses du the´ore`me 5.7. Soit un reveˆtement galoisien
π : CK → BK , de´fini sur K, de groupe de Galois G.
• Il est facile de voir que si C admet un mode`le stable C sur R, alors B posse`de un mode`le stable
B sur R et π se prolonge en un morphisme, non ne´cessairement fini, C → B. Soit en effet le mode`le
stable C′ → B′ du reveˆtement π : CK → BK (The´ore`me 5.7); la preuve donne´e montre en fait qu’un tel
mode`le existe sur R. La courbe quotient B′ est alors stable marque´e par les points de branchement. Le
proce´de´ de stabilisation de Knudsen [48] conduit a` un morphisme B′ → B, ou` B est le mode`le stable de
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B, donc de´fini sur R. Il est par ailleurs clair que le morphisme compose´ C′ → B′ → B factorise par la
stabilisation C de C′. On notera que meˆme si C′ = C, en ge´ne´ral B′ 6= B; l’e´galite´ n’est re´alise´e que si le
reveˆtement ge´ne´rique est e´tale.
• Sous les meˆmes hypothe`ses, supposons maintenant que BK posse`de un mode`le lisse sur R (BK a
bonne re´duction sur R), et soit D ⊂ B un diviseur de Cartier relatif e´tale sur R. On suppose que DK
est le diviseur de branchement de π : CK → BK . Alors sous ces conditions, CK a bonne re´duction
sur R, plus pre´cise´ment, C e´tant le mode`le lisse de CK sur R, le reveˆtement ge´ne´rique se prolonge en
un reveˆtement π : C → B de lieu de branchement D. On prouve cela de la manie`re suivante: soit une
extension finie galoisienne L/K de groupe de Galois I, relativement a` laquelle CK , e´quipe´e de l’action
de G, acquiert un mode`le stable marque´ C. Alors la courbe quotient B = C/G est le mode`le stable
sur la normalisation de R de la courbe BK marque´e par les points de branchement. La lissite´ de Bk
implique celle de Ck. Reste a` prouver que C est en fait de´finie sur R. Pour cela notons que le the´ore`me
5.5 montre que le foncteur des de´formations G-e´quivariantes infinite´simales de Ck est isomorphe a` celui
de (Bk, Dk). Donc si σ ∈ I, le mode`le tordu C
σ est une de´formation formelle de Ck de quotient B et
de discriminant D. On a donc un isomorphisme unique Cσ ∼= C, donc en fait une donne´e de descente,
ce qui permet de descendre le mode`le C a` R.
On de´duit facilement de cette remarque, par le raisonnement indique´ dans [29], le the´ore`me de
S.Beckmann (loc.cit) qui montre que le corps des modules d’un reveˆtement C → B de´fini sur la cloˆture
alge´brique de K, et dont la base est de´finie sur K, a bonne re´duction sur K, et est non ramifie´ en R si
les points de branchement ne coalescent pas dans la fibre spe´ciale.
6. Champs de Hurwitz .
On de´finit le champ de Hurwitz qui classifie les reveˆtements, galoisiens ou non, entre courbes lisses
de genres fixe´s, et a` monodromie fixe´e. On construit le champ compactifie´ par addition des reveˆtements
stables. Le cas non galoisien est ramene´ au cas galoisien par un argument de cloˆture galoisienne.
Un G-reveˆtement galoisien stable π : C → D peut eˆtre interpre´te´ comme induisant sur D,
courbe stable marque´e par les points de branchement, une structure additionnelle. Dans le langage
de Abramovich,Vistoli, et al [1] cela e´quivaut a` un morphisme D −→ BG, la courbe D e´tant munie
de sa structure d’orbifold, et BG e´tant le champ classifiant de G (§ 6.1). Par passage a` la cloˆture
galoisienne, on re´duit la construction dans le cas ge´ne´ral a` celle classifiant les reveˆtements galoisiens a`
groupe de monodromie G fixe´.
Une difficulte´ courante dans les proble`mes modulaires est que les objets, c’est a` dire dans le cas
pre´sent les reveˆtements, ont en ge´ne´ral des automorphismes permanents, par exemple ceux donne´s par
le centre de G. Il est souhaitable de les e´liminer pour arriver a` une de´finition raisonnable du champ
de Hurwitz. De cette manie`re, le champ de Hurwitz est relie´ au champ Mg′,n(BG) introduit par
Abramovich Corti et Vistoli [1],[2],[3], par 7∐
[ξ]
Hg,G,ξ//Z(G) =Mg′,n(BG)
7
On peut prendre cette description comme une de´finition. Dans ce cas les proprie´te´s de Mg′,n(BG) de´coulent des
proprie´te´s correspondantes du champ de Hurwitz, de´veloppe´es dans cette section.
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Bien que des re´sultats ge´ne´raux assurent l’existence des espaces grossiers de modules, appele´s les espaces
de Hurwitz, nous donnerons une construction projective directe de ces espaces grossiers en suivant la
construction de Mg par Gieseker [37]. La projectivite´ des espaces de Hurwitz conduit, si on le de´sire,
a` une preuve uniforme de la projectivite´ des Mg,n, preuve qui se re´duit essentiellement a` Mg.
6.1. G-champs et champs quotients
Pour la commodite´ du lecteur on rassemble une se´rie de de´finitions et constructions sur les champs
alge´briques utilise´es dans la suite. Les de´tails, ope´rations dans une 2-cate´gorie, sont dans [61]. Un
champ M est un champ de Deligne-Mumford au dessus d’un sche´ma de base S. On rappelle que BG
de´signe le champ classifiant du groupe (fini) G [51].
6.1.1. Quotient d’un champ par un groupe fini
La de´finition d’un G−champ est comme suit [61]. Notons m : G×G→ G la multiplication de G,
et e : Speck → G l’e´le´ment neutre.
De´finition 6.1. i) Une action de G sur M est un morphisme µ : G ×M rendant 2-commutatif le
diagramme
G×G×M m×1 -G×M
1×µ
? ?
µ
G×M µ - M
(6.1)
En d’autres termes il existe un 2-morphisme (isomorphisme fonctoriel) α : µ.(m × 1)
∼
→ µ.(1 × µ),
satisfaisant a` une relation d’associativite´ d’ordre supe´rieur, que nous n’e´crirons pas (voir [61], Definition
1.3 i)). L’action est stricte si α = 1.
ii) Un morphisme de G-champs (M, µ, α) → (M′, µ′, α′) est une paire (f, σ), avec f : M → M′ un
morphisme de champs, et σ : µ′.(1 × f)→ f.µ un 2-morphisme ve´rifiant une relation de compatibilite´
avec α et α′ (loc.cit iii).
On montre que tout G-champ est e´quivalent a` un G-champ ”strict” [61], ce qui permet de se
limiter en principe a` des actions strictes. Dans la suite cependant certaines constructions conduiront a`
des actions non strictes, qui seront rendues strictes par ”strictification” (loc.cit proposition 1.5). Dans
la suite l’indice sera souvent omis, on e´crira si x ∈ M(U ), gx pour l’image µ(g, x), et aussi gf : gx
∼
→ gx′
pour l’image de f : x
∼
→ x′ par g. Noter que par de´finition f∗(gx) = gf∗(x).
De´finition 6.2. Soient M, N deux G-champs. Un G-isomorphisme φ : M −→ N , est un G-
morphisme f : M −→ N qui est un isomorphisme de champs (e´quivalence de cate´gories). Il existe
un quasi-inverse qui est un G-morphisme.
Une action triviale est une action e´quivalente a` l’action strictement triviale µ = pr2. On rencontrera
la situation suivante que nous de´crivons sans de´tail. SoitM un G-champ, et soit H ⊳G un sous-groupe
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distingue´. Si la restriction de l’action a` H est ”triviale”, la trivialisation e´tant compatible a` l’action de
G sur H par automorphismes inte´rieurs, il en de´coule une action de G/H surM. On peut par exemple
passer par une transversale de G modulo H. On notera que l’action construite peut ne pas eˆtre stricte.
De manie`re plus explicite si f : M→ M′ est un morphisme de G-champs, le 2-morphisme σ est
contraint par la relation de compatibilite´ g, g′ ∈ G:
f(αxg,g′).σ
x
g.g′ = σ
g′x
g .gσ
x
g′ .α
′x
g,g′ (6.2)
Si X est un G-sche´ma, un G-morphisme X → M est de´termine´ par un objet x ∈ M(X ) G-line´arise´,
donc e´quipe´ pour tout g ∈ G d’un isomorphisme αg(x) : gx
∼
−→ g∗(x), les αg(x) e´tant contraints par
une relation de cocycle
αhg(x) = g
∗(αh(x)).h(αg(x)) (6.3)
Il est aise´ de voir que si p :M→ Y, ∐ : N → Y sont G-e´quivariants, alors le produit fibre´M×p,Y,q N
supporte une action canonique de G. Les G-champs forment une 2-cate´gorie.
Le champ quotient [M/G] du G-champ M par l’action de G est caracte´rise´ par une proprie´te´
universelle dans la 2-cate´gorie des G-champs ([61], De´finition 2.3).
De´finition 6.3. Le champ quotient [M/G] est caracte´rise´ par le fait qu’il existe un G-morphisme
(pour l’action triviale de G sur [M/G])M→ [M/G] qui au sens des 2-cate´gories est universel pour les
morphismes de but un champ avec action triviale de G. On montre (sous des hypothe`ses plus ge´ne´rales)
que le quotient [M/G] existe en tant que champ alge´brique.
Si on se re´fe`re au casM repre´sentable, on peut interpre´ter [M/G] comme un champ de G-torseurs.
Les sections de [M/G] au dessus de U sont les diagrammes
M fﬀ E p - U (6.4)
ou` p : E → U est un G-torseur, et le morphisme f : E → M est G-e´quivariant (De´finition 6.2).
Les morphismes sont les morphismes de diagrammes, avec comme stipule´, la 2-commutativite´. Un
morphisme est repre´sente´ par un carre´ carte´sien de G-torseurs
E h - E′
p
?
p′
?
U u - U ′
Les G-morphismes companions f : E → M, et f ′ : E′ → M e´tant augmente´s d’un 2-morphisme
Φ : f
∼
−→ f ′h. Les objets qui de´finisent f et f ′ e´tant x ∈ M(E) et x′ ∈ M(E ′), le 2-morphisme Φ est
de´termine´ par φ : x
∼
→ h∗(x′). La compatibilite´ aux actions de G se traduit pour tout g ∈ G, par la
relation de cobord
g∗(φ).αg(x) = h
∗(αg(x
′)).gφ (6.5)
Pour re´sumer ([61] The´ore`me 4.1):
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The´ore`me 6.4. i) La cate´gorie fibre´e en groupo¨ıdes [M/G] est un champ alge´brique, de Deligne-
Mumford si M l’est.
ii) Le morphisme M−→ [M/G] est un G-torseur, qui ge´ne`re un carre´ 2-carte´sien
S - BG
6 6
M - [M/G]
(6.6)
iii) Le morphisme M→ [M/G] est un quotient cate´gorique universel (au sens des 2-cate´gories).
iii) Si M a un espace grossier des modules M , G agit sur M , et l’espace alge´brique M/G est un espace
grossier des modules pour [M/G].
Dans (6.6) le morphisme [M/G] → BG est celui qui a` un objet (E → U, f) du champ [M/G]
associe le G-torseur E → U objet de BG au dessus de U . Par exemple pour l’action triviale de G sur
M, le champ quotient estM×BG. Soit H un sous-groupe distingue´ de G; il y a une action ”naturelle”
non stricte en ge´ne´ral de G/H sur [M/H], d’ou` on tire une e´quivalence [61]
[([M/H]) /(G/H)]
∼
→ [M/G] (6.7)
Du fait de la proprie´te´ universelle dont jouit le quotient, si Φ :M−→ N est un G-morphisme, alors il
induit par passage au quotient, un morphisme Φ : [M/G] −→ N /G, le carre´ suivant e´tant 2-carte´sien
M Φ - N
? ?
[M/G] Φ - [N /G]
(6.8)
Observons d’autre part que si P →M est un atlas, alors le morphisme compose´ P →M→ [M/G]
de´finit un atlas de M/G. En sens inverse si Q → [M/G] est un atlas de [M/G], alors la projection
q : Q ×M/G M → M de´finit un G-atlas, i.e. un atlas muni d’une action libre de G, le morphisme q
e´tant G-e´quivariant.
La cate´gorie des faisceaux cohe´rents sur le champ quotient [M/G] s’identifie canoniquement a` la
cate´gorie des G-faisceaux cohe´rents sur M. Un G-faisceau cohe´rent sur M se de´finit comme la donne´e
pour tout G-atlas P →M, d’un G-faisceau F sur P , avec la compatibilite´ usuelle si P → P ′ →M est
un G-atlas qui domine un autre G-atlas.
Remarque 6.1 Supposons l’action de G sur M libre, c’est a` dire libre sur les objets (gx 6= x si
g 6= 1), et donc sur les fle`ches. Sous cette hypothe`se on de´crit le champ quotient comme suit. Soit le
pre´champ dont les objets sont les classes modulo G d’objets de M. Si x, y sont deux tels objets, un
morphisme x→ y est repre´sente´ par une classe de ⊔s,t∈GHom(sx, ty)/G. La composition se de´finit de
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manie`re e´vidente. Cela de´finit un pre´faiseau, de sorte que le faisceau des morphismes de x vers y est le
faisceau associe´, c’est a` dire le faisceau somme
Hom(x, y) = ⊔s,t∈G hom(sx, ty)/G = ⊔Homs∈GHom(x, sy) (6.9)
Il y a une obstruction a` l’effectivite´ d’une donne´e de descente d’objets au dessus de S, qui re´side dans
H1(S,G). En effet, soit (xi, σi,j) un objet donne´ localement; il en de´coule un e´le´ment θi,j ∈ G tel que
(en notation exponentielle) σj,i : xi
∼
→ xj
θi,j . La condition de cocycle se re´sumant a`
θi,jσk,j .σj,i = σk,i, θi,jθj,k = θi,k (6.10)
La classe d’obstruction est la classe [θi,j ] ∈ H
1(S,G). Le champ quotient [M/G] s’identifie au champ
associe´ a` ce pre´champ [51]. L’identification des deux constructions est imme´diate.
6.1.3. 2-quotient M//G
La seconde ope´ration que nous aurons a` utiliser est le 2-quotient (ou G-rigidification) M//G,
notation distinguant cette ope´ration du 1-quotient de´fini au-dessus [2], [61]. Dans cette construction
on suppose que pour tout objet x de M on a une inclusion (G un groupe fini)
ix : G →֒ Aut(x) (6.11)
ou` par commodite´ on notera g a` la place de ix(g). On impose la relation de compatibilite´ aux di-
agrammes carte´siens f∗(g) = g, cela pour tout morphisme f : T → S, et tout x ∈ M(S). Pour
rendre cette notion ope´rationnelle, on doit exiger que pour tout couple d’objets x, y ∈M(U) l’ensemble
Hom(x, y), sur lequel G ope`re des deux coˆte´s, est un G-bi-ensemble normal, donc si u ∈ Hom(x, y), g ∈
G, u−1Gu = G. Il est alors clair que la composition des morphismes passe au quotient par G. On a
([61], the´ore`me 5.1):
Proposition 6.5. Soit M un S-champ alge´brique, et soit G un groupe fini qui admet un plongement
G →֒ Aut(x) pour tout objet x, avec les conditions de dessus. Alors il existe un champ alge´brique note´
M//G et un morphisme f :M−→M//G, avec la proprie´te´ universelle suivante: tout morphisme de
source M qui envoie les e´le´ments de G sur l’identite´ factorise par M//G .
i) Si M est de Deligne-Mumford, alors M//G l’est aussi, et le morphisme M→M//G est une gerbe
e´tale de lien G, de degre´ 1|G| (M e´tant inte`gre).
ii) Si M est propre, M//G l’est e´galement, et si M est un espace des modules grossier de M, c’est
aussi l’espace des modules de M//G.
Remarque 6.2 On peut penser a` un objet x ∈ (M//G)(S) comme la donne´e d’un recouvrement
(Si → S)i, et pour tout i d’un objet xi ∈ M(Si), avec en sus une donne´e de descente σj,i : xi|Si,j
∼
−→
xj |Si,j a` un e´le´ment de G-pre`s, donc tel que pour tout triplet i, j, k,
σ−1k,iσk,jσj,i|Si,j,k
∈ G (6.12)
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Si G 6= 1, le morphisme M → M//G n’est pas repre´sentable. Par exemple BG//G = Spec k. Soit
H ⊳ G. Si H agit trivialement sur M, alors on peut former d’une part le double quotient [M/G]//H,
et d’autre part [M/(G/H)]. Il n’est pas difficile d’observer l’identification
[M/G]//H ∼= [M/(G/H)] (6.13)
En fait [M/G] = [[M/H]/(G/H)] ([61], remark 2.3), mais [M/H] = M× BH, donc [M/G]//H =
[M/(G/H)]× BH//H = [M/(G/H)].
6.2. Champs de Hurwitz
Un champ de Hurwitz classifie les reveˆtements π : C → D entre courbes projectives lisses de genres
respectifs, g et h fixe´s, et de degre´ fixe´ d. La relation de Riemann-Hurwitz relie g, h et d par
2g − 2 = d(2h− 2) +B (6.14)
ou` B est le degre´ du diviseur de ramification. Si on fixe D, et les b points de branchement, il n’y a
qu’un nombre fini de reveˆtements de degre´ fixe´, donc la dimension du champ de Hurwitz est 3h− 3+ b.
Si B > 0, on voit que cette dimension est maximum lorsque B est minimum, donc si la ramification est
simple. Si h = 0, i.e. D = P1, c’est la situation classique e´tudie´e par Fulton [35], et plus rece´mment
par Harris-Mumford [42], Mochizuki [55] et Wewers [68], [69].
6.2.1. Champs de reveˆtements: cas galoisien
Supposons les reveˆtements galoisiens de groupe G, le cas ge´ne´ral non galoisien sera aborde´ en fin
de paragrahe. Comme cela a e´te´ de´fini dans les sections 2.1 et 2.2, on fixe une donne´e de ramification
ξ =
∑r
i=1 bi[Hi, χi] de degre´ b =
∑
bi, b est le nombre de points de branchement. Le degre´ du diviseur
de branchement est alors
B = CardG
(∑
i
bi
(
1−
1
CardHi
))
(6.15)
Nous allons construire le champ de Hurwitz Hh,G,ξ, puis de´crire sa compactification stable Hh,G,ξ. Le
re´sultat est un champ non connexe en ge´ne´ral, mais lisse sur Z[ 1CardG ]. Il en re´sultera que les com-
posantes connexes sont identiques aux composantes irre´ductibles. Le nombre de composantes connexes
de H〈,G,ξ, qui est aussi celui de Hh,G,ξ, est le nombre de Nielsen h(ξ) introduit dans la de´finition 2.7.
Rappelons que la de´finition retenue pour classifier les reveˆtements en ge´ne´ral (galoisiens ou non),
par opposition avec les G-reveˆtements est l’e´quivalence (2.1). Fixons dore´navant le groupe G, ainsi
qu’une donne´e de Hurwitz affe´rente ξ ∈ R+(G). La de´finition suivante sera ulte´rieurement renforce´e
par le marquage au moyen du diviseur de ramification.
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De´finition 6.7. i) Le champ de Hurwitz Hg,G,ξ a pour objets au dessus de S les G-reveˆtements
π : C → D→ S, S ∈ Sch[ 1CardG ], les courbes C et D e´tant lisses, propres sur S, a` fibres ge´ome´triques
connexes de genre g, et pour morphismes les isomorphismes (f, h) : (C → D) −→ (C′ → D′), i.e. les
diagrammes carte´siens de la de´finition 6.1.
ii) Le champ de Hurwitz Hg,G,ξ a pour objets au dessus de S les G-reveˆtements π : C → D → S, ou`
C → S est une G-courbe stable, donc une courbe stable munie d’une action stable de G (De´finition
4.4); les morphismes e´tant de´finis de la meˆme manie`re que dans 1).
Notons que Hg,G,ξ (resp.Hg,G,ξ) n’est a priori qu’une cate´gorie fibre´e en groupo¨ıdes au dessus de
Sch[ 1CardG ]. Par des arguments standards ce groupo¨ıde est un champ de Deligne-Mumford lisse [19] ,
[54], et que le champHg,G,ξ est un sous champ ouvert de Hg,G,ξ, ce dernier e´tant propre sur Sch[
1
CardG ].
Noter aussi que pour un G-reveˆtement π : C → D, le groupe des automorphismes Aut(π) est e´gal au
centre Z(G). D’une manie`re un peu diffe´rente, on a observe´ que la conside´ration d’un G-reveˆtement
π : C → D, se re´duit a` la seule donne´e de la courbe C munie de l’action de G. En d’autres termes, le
foncteur C 7→ (C → C/G) e´tablit une e´quivalence entre le champ dont les objets au-dessus de S, sont
les S- courbes lisses (resp. stables) munies d’une action de G (resp. action stable) de donne´e ξ le long
des fibre ge´ome´triques, et le champ Hg,G,ξ (resp. Hg,G,ξ). Noter que fixer la donne´e de ramification
e´quivaut, comme cela a e´te´ ve´rifie´ dans le the´ore`me 3.1, a` fixer les repre´sentations de Hurwitz, de´finition
plus commode que la de´finition initiale, du moins dans le cadre des familles de courbes stables. Les
morphismes sont dans cette interpre´tation les isomorphismes G-e´quivariants, et l’isomorphisme inverse
est simplement l’oubli de la base D ∼= C/G. Dans la suite Hg,G,ξ de´signera l’une ou l’autre des deux
de´finitions e´quivalentes pre´ce´dentes.
6.2.2. Fonctorialite´ des champs de Hurwitz
Un champ de Hurwitz est la source, ou le but, de foncteurs naturels que nous allons pre´ciser. Soit
H ⊂ G un sous-groupe de G. Les ope´rations (2.2) et (2.3) sur les donne´es de Hurwitz de´finies dans la
section 2.2 apparaissent dans le pre´sent contexte comme des morphismes de champs. Par exemple, la
restriction de l’action de G au sous-groupe H, soit (C → S,G) 7→ (C → S,H), de´finit un morphisme
Hg,G,ξ −→ Hg,H,ResG
H
(ξ). Un second morphisme correspond au passage au quotient par le sous-groupeH
(si H⊳ G), ope´ration justifie´e par la proposition 3.2, (C,G)→ (C/H,G/H) de´finissant un morphisme
(voir Proposition 2.1)
Hg,G,ξ −→ Hg′,G/H,CoresG
H
(ξ) (6.16)
Il n’y a pas a priori d’extension naturelle directe du morphisme (6.16) a` Hg,G,ξ, car la courbe pre´stable
quotient peut ne pas eˆtre stable. Cela justifie la ne´cessite´ d’un renforcement du concept de stabilite´.
Notons les deux cas particuliers, H = 1, c’est a` dire l’oubli de l’action de G, et G = H. Dans ce second
cas, on associe a` un reveˆtement π : C → D la base D, marque´e par les points de branchement, ou plus
ge´ne´ralement un ensemble de points les contenant.
Remarque 6.3 Le morphisme oubli de l’action de G, Hg,G,ξ −→ Mg, (π : C → D) 7→ C est
repre´sentable, meˆme fini. Notons l’action libre naturelle, par torsion de l’action, du groupe Autξ(G)
(stabilisateur de ξ) sur le champ Hg,G,ξ. ♦
Il est ne´cessaire maintenant d’e´tendre la de´finition 6.2 aux G-courbes stables marque´es, ce qui
conduit a` la de´finition des champs de Hurwitz versus Harris-Mumford:
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De´finition 6.8. Soit η ∈ R+(G) spe´cifiant le G-type d’un diviseur ( § 2.2). On note HMg,G,ξ,η le
champ (de Harris-Mumford) dont les objets sont les courbes munies d’une action stable de G, et qui
sont stables marque´es par un diviseur G-invariant de G-type fixe´ η, la donne´e de ramification e´tant
fixe´e e´gale a` ξ.
Dans la suite on supposera que ξ ≤ η, en d’autres termes que les points de ramification sont
inclus dans les points marque´s. Rappelons que cela implique (corollaire 4.6 du The´ore`me 4.5) que les
stabilisateurs des points doubles sont maintenant cycliques, ces points ne devant pas eˆtre conside´re´s
comme des points de ramification. Si la base est P1, et si la ramification est simple, on retrouve
essentiellement le champ introduit par Harris et Mumford [42]. Pour eˆtre plus pre´cis, HMg,G,ξ,η en est
comme nous le verrons, une de´singularisation.
6.2.3. Compactification stable du champ de Hurwitz (I)
Le re´sultat suivant suivant est bien connu; comparer avec Jarvis [43], [44], ou [1], [59]:
The´ore`me 6.9. Hg,G,ξ (resp. HMg,G,ξ,η) est un champ de Deligne-Mumford lisse et propre sur
Z[ 1CardG ].
Preuve: Rappelons que le contenu de ce re´sultat se re´duit essentiellement a` la ve´rification de deux
choses:
• a) Si C1 et C2 sont deux objets de l’un des champs conside´re´s, au dessus de S ∈ SchZ[ 1
CardG
],
alors le foncteur IsomS,G(C1, C2) qui en T , objet au dessus de S est e´gal a` IsomT,G(C1×S T,C2×S T )
est repre´sentable par un sche´ma fini et non ramifie´ sur S.
• b) Mettre en e´vidence un atlas X → Hg,G,ξ, ce qui signifie un morphisme e´tale surjectif du
champ repre´sente´ par X sur le champ de Hurwitz sus-mentionne´.
La preuve de a) est claire car le foncteur IsomS,G(C1, C2) est visiblement un sous-foncteur ferme´
du foncteur IsomS(C1, C2) (i.e. non e´quivariant); le re´sultat de´coule alors du re´sultat classique ([20],
Theorem 1.11). Avant de proce´der a` une ve´rification plus de´taille´e de l’assertion b), on peut observer
que par le proce´de´ d’adjonction de points marque´s (section 2.3), on peut se limiter sans perte de
ge´ne´ralite´ au cas ξ = η. Dans ce cas, pour simplifier les notations, les champs seront note´s Hg,G,ξ et
HMg,G,ξ (on omet l’indice η). On obtient l’atlas X en associant a` un point de Hg,G,ξ un point de
Hilbert convenable, selon la me´thode de Gieseker-Mumford (Gieseker [36]).
Rappelons les points essentiels de cette construction, en traitant en premier le cas lisse, donc en se
concentrant sur le champ Hg,G,ξ. Fixons un entier m ≥ 3, le choix de m sera pre´cise´ ulte´rieurement,
et fixons le G-module (de Hurwitz) V = Vm = H
0(C, ω⊗mc ); soit dim(V ) = n + 1. Conside´rons le
sche´ma de Hilbert note´ pour abre´ger Hilb, qui classifie les courbes de genre g et de degre´ m(2g − 2)
dans P(V ) = Pn, c’est-a`-dire de polynoˆme de Hilbert P (ν) = (2mν − 1)(g − 1); on peut fixer pour
sche´ma de base Z[ 1CardG , ζ], la racine de l’unite´ ζ convenablement choisie, assurant l’existence de V
comme G-module sur ce sche´ma de base. Il y a une action naturelle du groupe PGL(n) sur Hilb ainsi
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que, par restriction, sur la courbe universelle Z ⊂ Pn × Hilb. Si C est une telle courbe, de´finie par
exemple sur le corps alge´briquement clos k, on a pour ν >> 0, une surjection
H0(Pn,OPn(ν)) −→ H0(C,OC(ν)) (6.17)
de´finissant le νe point de Hilbert, qui est le point de l’espace projectif PN = P
(∧P (ν)
H0(Pn,OPn(ν))
)
fourni par la surjection
P (ν)∧
H0(Pn,OPn(ν)) −→
P (ν)∧
H0(C,OC(ν)) (6.18)
Il y a une version e´quivariante de cette construction, dans laquelle les courbes plonge´esm-canoniquement
dans Pn, non de´ge´ne´re´es i.e H0(Pn,OPn(1)) ∼= H0(C,OC(1)) et invariantes par l’action de G. La courbe
C he´rite alors canoniquement d’une action de G. Ces courbes correspondent dans l’interpre´tation par
les points de Hilbert, aux surjections (6.17) e´quivariantes. Soit π : Σ → K la courbe universelle de
Gieseker-Mumford [37]; le groupe G agit sur Σ et K, soit alors H = KG le sous-sche´ma des points
fixes. Comme K est lisse, il en est de meˆme de H; alors si Γ = π−1(H), le morphisme Γ → H obtenu
par restriction, est la courbe universelle cherche´e. On notera que la lissite´ de H se de´duit aussi des
re´sultats sur la structure des de´formations e´quivariantes du paragraphe 5. En conclusion H conduit
a` un morphisme repre´sentable H → Hg,G,ξ, et qui par la proprie´te´ de lissite´ assure que Hg,G,ξ est un
champ alge´brique de Deligne-Mumford.
Pour terminer la preuve, il suffit de montrer que la proce´dure pre´ce´dente s’e´tend a` Hg,G,ξ, resp. a`
HMg,G,ξ. On donne quelques de´tails pour le premier cas, les modifications de routine pour traiter le
second sont omises; notons pour rassurer le lecteur, qu’en corollaire, les deux champs seront identifie´s.
Soit encore, en conservant les meˆmes notations utilise´es au dessus, V = Vm la repre´sentation de Hurwitz
de degre´ m, de rang n + 1 = (2m − 1)(g − 1), et Pn = P(V ). Maintenant rappelons q’un re´sultat
fondamental de Gieseker et Mumford, assure l’existence d’un m >> 0, puis d’un ν >> 0, de sorte que
le νe point de Hilbert de toute courbe connexe lisse (de´finie sur un corps alge´briquement clos k) soit
G.I.T-stable pour l’action du groupe line´aire. Une fois ν fixe´, on peut conside´rer la courbe universelle
Z → H de base le sche´ma de Hilbert. Soit alors W de´fini comme e´tant l’ensemble des points h ∈ H,
tels que les deux conditions de dessous sont satisfaites:
• i) h ∈ Hss, l’indice supe´rieur signifiant que le νe point de Hilbert est semi-stable,
• ii) La courbe Zh est connexe et plonge´e m-canoniquement dans Pn.
Il est prouve´ dans [37] que W est un sous-sche´ma ferme´ de Hss, et que si h ∈ H, la courbe Zh
est re´duite avec seulement des points doubles ordinaires. Rappelons que l’espace modulaire grossier
classifiant les courbes stables de genre g ≥ 2, s’identifie au quotient ge´ome´trique8 Mg = W//SL(n).
De manie`re identique a ce qui a e´te´ fait au-dessus, on doit traiter la situation e´quivariante, ce qui
ame`ne d’abord a` former le sous-sche´ma des points fixes T = WG; l’action de G est celle naturelle
de´crite dans la section 6.1. Le sche´ma T est lisse, du fait de la lissite´ de W , ou si on pre´fe`re par la
the´orie des de´formations e´quivariantes du paragraphe 5. Les composantes connexes {Tα} de T sont
alors irre´ductibles, et le long d’une telle composante, les repre´sentations de Hurwitz H0(Ch, ω
⊗t
Ch
) sont
8
Ne pas confondre avec le 2-quotient de la section 6.1.
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constantes (Lemme 4.3); noter que pour t = m, cela re´sulte des hypothe`ses. Si on travaille avec les
objets du champ HMg,G,ξ, le meˆme argument que celui utilise´ au-dessus nous assure que le G-type du
diviseur des points marque´s est constant le long des Tα. Parmi les composantes {Tα}, on ne retient
que celles dont le point ge´ne´rique de´finit une courbe lisse, et le long desquelles la donne´e de Hurwitz,
et e´ventuellement le G-type du marquage sont constants e´gaux a` ξ et ν; la re´union de ces composantes
est encore note´e T . La restriction a` T de la famille universelle fournit un morphisme repre´sentable
surjectif T → Hg,G,ξ, prouvant que Hg,G,ξ est un champ alge´brique, de Deligne-Mumford. Notons pour
conclure que la proprete´ dans l’un ou l’autre des deux cas re´sulte du the´ore`me de re´duction stable sous
sa forme e´quivariante (Proposition 5.1).
Remarque 6.4 Si k = C, le type topologique de l’action se´pare les composantes connexes. On
invoque la version e´quivariante de la the´orie de Teichmu¨ller [25], de laquelle on de´duit que deux points
de H qui correspondent a` des actions topologiquement conjugue´es peuvent eˆtre joints par un arc. On
a donc (voir aussi The´ore`me 2.1) Cardπ0(H) = h(ξ) = le nombre de Nielsen.♦
6.3. Compactification du sche´ma de Hurwitz: Gieseker-Mumford
On se concentre dore´navant sur les espaces de modules Hg,G,ξ (resp.HM g,G,ξ) associe´s aux champs
Hg,G,ξ (resp. HMg,G,ξ). La construction G.I.T esquisse´e ci-dessus (§ 6.2) conduit a` la projectivite´
des sche´mas modulaires de Hurwitz, et en corollaire a` la projectivite´ des Mg,n. On remarquera que
finalement tout est re´duit a` une et une seule construction, la projectivite´ de Mg.
Identifions G a` son image dans GL(V ), et notons A (resp. B) le centralisateur (resp. le normal-
isateur) de G. Si V =
⊕
i niVi est la de´composition de V en repre´sentations irre´ductibles deux a` deux
distinctes, alors A ∼=
∏
iGL(ni). Notons que A ope`re sur H en fixant individuellement les composantes
connexes. La construction de Hg,G,ξ (resp. Hg,G,ξ), re´sulte de la proposition suivante:
Proposition 6.10. Si m est assez grand, le quotient ge´ome´trique H/A existe, et
Hg,G,ξ = H/A (resp.Hg,G,ξ = H/A.) (6.19)
Preuve: C’est une simple adaptation a` la situation e´quivariante pre´sente des arguments de Mum-
ford et Gieseker [37]. Traitons en premier, pour plus de lisibilite´, l’espace modulaire Hg,G,ξ. On observe
qu’une courbe C ⊂ Pn,lisse, connexe, de genre g ≥ 2, est Chow-stable ou Hilbert-stable, si son degre´ est
grand par rapport a` g. La stabilite´ d’abord relative au groupe line´aire, entraˆıne a fortiori celle relative
a` A. Pour que la preuve de la proposition soit comple`te, on doit tout d’abord noter la validite´ des
deux points suivants:
• i) Toute action de G sur C, du type indique´, apparaˆıt dans une fibre de la courbe universelle
• ii) Si C1 et C2 sont deux fibres G-isomorphes, alors l’isomorphisme est induit par un e´le´ment
de A. En fait si π : C → S est un objet de Hg,G,ξ, on prouve que localement pour la topologie de Zariski
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sur S, C/S appartient a` Hom(S,H)Hom(S,A) . Pour cela, on conside`re le faisceau E = π∗(ω
⊗m
C/S); on a clairement
R1π∗(ω
⊗m
C/S) = 0, et E est localement libre, muni d’une action de G. On peut alors de´composer E en
facteurs isotypiques
E =
⊕
Vi∈Irrep(G)
Ei ⊗ Vi (6.20)
il suffit alors de noter que les modules de covariants Ei sont localement libres, et que V = ⊕rg(Ei)Vi.
On peut re´aliser de la meˆme manie`re l’espace modulaire grossier Hg,G,ξ, prouvant ainsi que c’est
un sche´ma projectif, et que Hg,G,ξ s’identifie a` un ouvert partout dense de Hg,G,ξ; en particulier les
deux sche´mas ont le meˆme nombre de composantes connexes, nombre e´gal au nombre de Nielsen h(ξ)
(The´ore`me 2.1). Conservant les notations du de´but de section, on prouve comme ci-dessus que le
quotient ge´ome´trique T//A existe et que finalement Hg,G,ξ = T//A. On doit dans une seconde e´tape
s’assurer que toute courbe stable C munie d’une action stable de G de donne´e de ramification prescrite,
apparaˆıt dans le bord. On sait, du fait de la structure de la de´formation universelle de (C,G) (section
5.1) qu’on peut e´tendre de manie`re e´quivariante C en une courbe stable π : X → S = Spec(R),
l’anneau R e´tant de valuation discre`te et complet, de sorte que si on note a le point ferme´ , et b le point
ge´ne´rique, alors π−1(a) ∼= C et la courbe π−1(b) est lisse. Cette courbe de´finit un morphisme classifiant
f : Spec(R) −→ HG avec f(b) ∈ W . L’argument de Gieseker ([36], thm 2.0.2) montre qu’il existe une
courbe appartenant a` la A-orbite de X et qui correspond a` un morphisme classifiant Spec(R)→ ⊔Tα.
Les fibres au dessus du point ferme´ sont ainsi dans une meˆme A-orbite. Cela e´tant, la projectivite´
de Hg,G,ξ de´coule bien e´videmment de la construction de cet espace modulaire comme quotient. On
peut aussi, la proprete´ e´tant conse´quence du the´ore`me de re´duction stable sous sa forme e´quivariante,
s’appuyer sur la projectivite´ connue de Mg et utiliser le morphisme oubli de l’action de G
Hg,G,ξ −→Mg (6.21)
qui est alors propre et quasi-fini, donc fini.
Proposition 6.11. Soit ξ une donne´e de Hurwitz attache´e au groupe G, et soit h(ξ) le nombre de
Nielsen correspondant. Si k est un corps alge´briquement clos de caracte´ristique non facteur de CardG,
alors
h(ξ) = Cardπ0(Hg,G,ξ) = Cardπ0(Hg,G,ξ) (6.22)
Preuve: On reprend la construction de la proposition 6.1, maintenant sur un sche´ma de base S =
Spec(R), ou` R est un anneau de valuation discre`te complet, de corps des fractions K de caracte´ristique
ze´ro, et de corps re´siduel k. Si G agit stablement sur une courbe stable de´finie sur k, on sait qu’on
peut relever la courbe, ainsi que l’action de G, a` R, cela a` donne´e de ramification constante. Notons a
(resp. b) le point ferme´ (resp. le point ge´ne´rique) de S. Conside´rons le morphisme quotient ⊔αTα −→
Hg,G,ξ = (⊔αTα)//A. Rappelons que chaque composante connexe Tα est lisse sur S. Si on prend la
fibre en a (resp. b), on a par un re´sultat de Seshadri (rappele´ dans [35]),
(Tα//A)a = (Tα)a//A (resp.) (Tα//A)b = (Tα)b//A
Le the´ore`me de connexion de Zariski montre que (Tα//A)a est connexe; il s’ensuit que (Tα)a est connexe,
donc irre´ductible, car lisse. On en de´duit que (Tα)a//A = (Hg,G,ξ)α est irre´ductible, d’ou` le re´sultat
annonce´.
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Corollaire 6.12. Sous les conditions pre´ce´dentes, et si maintenant G est un groupe cyclique, alors
pour tout corps alge´briquement clos k de caracte´ristique ne divisant pas CardG, l’espace de Hurwitz
Hg,G,ξ est irre´ductible.
Preuve: On sait en effet que sous ces hypothe`ses que h(ξ) = 1 (Proposition 2.3).
6.4. Compactification stable du champ de Hurwitz (II)
6.4.1. Le champ de Hurwitz versus Harris-Mumford
La construction du sche´ma de Hurwitz au moyen d’un quotient ge´ome´trique conduit avec des
modifications mineures, a` la construction des espaces modulaires HMg,G,ξ (resp. HMg,G,ξ). Rappelons
que dans le cas Harris-Mumford les objets du champ sont les G-courbes stables marque´es par les points
de ramification, ou plus ge´ne´ralement marque´es par un diviseur G-invariant les contenant. On va
prouver ci-apre`s que les espaces de modules Hg,G,ξ et HMg,G,ξ sont en fait isomorphes, meˆme si cela
n’est pas en ge´ne´ral le cas pour les champs. Rappelons au pre´alable les constructions de Knudsen [48],
[53]:
• Soit (C′, {yj}) est une courbe pre´stable marque´e, connexe. Parmi tous les morphismes surjectifs
(C′, {yj}) −→ (C, {xi}) de but une courbe stable marque´e, les (yj) s’envoyant surjectivement sur les
(xi), il y a si l’ensemble des {yj} est non vide un morphisme minimal. Il s’obtient en contractant en un
point les composantes instables (de genre ze´ro) contenues dans C′. On montre que ce morphisme est
de´fini par une puissance convenable du faisceau inversible ωC′(
∑
yj). Il est clair que si G agit sur C
′ en
permutant les yj , alors l’action de G descend a` C, de sorte que le morphisme commute a` l’action de G.
On applique cette proce´dure lorsque l’oubli de certains points marque´s d’une courbe stable (C′, {yj})
de´truit la stabilite´. Les sections oublie´es induisent des sections de C, eventuellement non disjointes et
passant par des points doubles. Important pour la suite est que cette ope´ration de contraction (ou de
stabilisation) est compatible aux changements de base, donc de´finit apre`s oubli du marquage par les
points de ramification, un morphisme
st : HMg,G,ξ −→ Hg,G,ξ (6.23)
• Il y a un foncteur en sens inverse ([46], cor 2.6). Ce morphisme qui revient a` e´clater certains points
doubles, transforme une courbe stable marque´e par un ensemble de n sections, a` laquelle on ajoute une
section supple´mentaire, en une courbe stable marque´e par n+1 sections, la (n+1)-ie`me e´tant la section
additionnelle. Ces deux ope´rations conjointes montrent que le morphismeMg,n+1 →Mg,n, oubli de la
section n+1, repre´sente la courbe universelle n-pique´e. Le re´sultat suivant clarifie en partie la situation.
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Proposition 6.13. Le morphisme (6.23) est un isomorphisme au-dessus du sous-champ ouvert partout
dense HMg,G,ξ sur son image; il induit un isomorphisme d’espaces modulaires grossiers: HMg,G,ξ
∼
−→
Hg,G,ξ.
Preuve: Soit π′ : C′ → S une G-courbe stable marque´e par les points de ramification. Rappelons
que cela impose en particulier que pour tout sous-groupe cyclique H de G, le diviseur de Cartier
relatif Fix(H)hor (Proposition 4.8) est une somme de sections disjointes. Par oubli du marquage, suivi
d’une contraction e´ventuelle des composantes instables, on obtient une G-courbe stable π : C → S.
Le morphisme π′ factorise en π′ = πγ, ou` γ : C′ → C contracte les orbites de composantes lisses
rationnelles a` isotropie die´drale (Lemme 5.4). l’image d’une telle composante E est un point double
a` isotropie die´drale Dm (m ≥ 1), si m est le nombre de sections de points fixes qui rencontrent E.
Ces points sont les points fixes des reflexions de Dm. Notons ainsi que C′ ∼= C sauf si C posse`de des
fibres avec des points doubles a` isotropie die´drale. On peut comme explique´ ci-dessus reconstruire C′
partant de C munie des images des sections de points fixes, en se´parant les sections de points fixes qui
coalescent en les points d’istropie die´drale. Le morphisme st est clairement un isomorphisme au-dessus
du sous-champ ouvert forme´ des reveˆtement de courbes lisses. Ce n’est cependant pas un isomorphisme
en ge´ne´ral. Si C → S = st (C′ → S), et si Q ∈ Cs est un point double a` isotropie die´drale H = Dm,
pour une re´flexion τ ∈ H, on a note´ que le diviseur des points fixes (horizontal) est de manie`re spe´cifique
la re´union de deux sections.
Soit OˆQ = Oˆs[[x, y]]/(xy − a) l’anneau local comple´te´ de C en Q. On suppose que τ(x) = y et
τ(y) = x. Si l’une des sections de points fixes est x = b, y = c, alors b = c et a = b2. Si on se
place sur S = k[ǫ], ǫ2 = 0, on voit que si C′ et C sont de´finies sur un corps alge´briquement clos k,
alors l’application st au niveau des espaces tangents des de´formations universelles respectives n’est pas
surjective. En fait les de´formations qui sont dans l’image sont topologiquement triviales en les points
doubles a` isotropie die´drale.
Si pour tout sous-groupe cyclique H d’ordre deux le diviseur Fix(H)hor est une somme de deux
sections, alors on peut inverser st . L’action de G sur les composantes exceptionnelles se re´duit a` l’action
d’un groupe die´dral Dm. On notera que st est un monomorphisme car il est clair que AutG(C) ∼=
AutG(st(C)). Finalement le fait qu’au niveau des espaces modulaires grossiers st est un isomorphisme
est clair, car il est propre, birationnel et bijectif entre varie´te´s normales.
Dans la suite nous travaillerons avec le champ HMg,G,ξ, qui pour alle´ger les notations sera note´
Hg,G,ξ . Rappelons que si H ⊳G, on peut re´aliser Hg,G,ξ comme une correspondance entre Hg,H,ResG
H
(ξ)
et Hg′,G/H,CoresG
H
(ξ). Si H = 1 et H = G, on obtient les deux morphismes fondamentaux
Mg,r
ı
←− Hg,G,ξ
δ
−→Mg′,b (6.24)
r e´tant le nombre de points de ramification, b le nombre de points de branchement, et g′ le genre de
la base. Le morphisme de gauche est l’oubli de l’action de G, δ est le passage au quotient par G. Le
morphisme δ sera appele´ le morphisme discriminant. Son existence est justifie´e par la Proposition 5.2,
qui assure que si π : C → S est un objet de Hg,G,ξ, alors la courbe quotient C/G→ S, marque´e par le
diviseur des points de branchement (resp. pique´e par les points de branchement) est stable. En re´sume´:
64
Proposition 6.14. 1) Le morphisme Hg,G,ξ
ı
−→Mg,(r) est fini (repre´sentable) non ramifie´; c’est une
immersion re´gulie`re locale dans le sens de Vistoli ([66], 1.20) .
2) Le morphisme discriminant Hg,G,ξ
δ
−→Mg′,b est propre quasi-fini et plat 9.
3) Au niveau des espaces de modules grossiers, le morphisme discriminant δ est fini, surjectif.
Preuve: 1) Si Σ → S est une courbe stable marque´e, la cate´gorie fibre de ı en C/S a pour
objets au-dessus de T → S les plongements G →֒ AutT (Σ×S T ). Ces plongements correspondent aux
T -points de AutS(Σ)×S · · · ×S AutS(Σ) (|G| facteurs), dont l’image est disjointe de la diagonale. Du
fait que AutS(Σ) est fini non ramifie´ sur S, le premier point est clair. Comme les champs sont lisses, ı
est une immersion locale re´gulie`re dans le sens de Vistoli, i.e. repre´sentable non ramifie´ et localement
d’intersection comple`te.
2) La proprete´ de δ de´coule du crite`re de re´duction stable pour les reveˆtements stables (Proposition
5.7). La platitude de´coule du the´ore`me 5.5 donnant la structure locale de π. Le caracte`re e´tale de δ
(au-dessus de Mg′,b) de´coule alors du the´ore`me 5.5. Le dernier point est clair.
Remarque 6.5 La de´finition des reveˆtements stables donne´e ci-dessus permet de retrouver d’une
manie`re uniforme les objets e´tudie´s par Abramovich, Corti et Vistoli [1], [3] sous le terme balanced
twisted stable maps. Les objets e´tudie´s par ces auteurs sont les morphismes π : D −→ BG ou` la source
D, est la courbe D munie de sa structure d’orbifold, i.e. donne´e par D = C/G. Dans cette structure,
on ignore les automorphismes induits par le centre de G. En conse´quence, on a (notation de [3])∐
[ξ]
Hg,G,ξ//Z(G)
∼
−→Mg′,b(BG) (6.25)
♦
6.4.2. Le reveˆtement ”universel”
On continue d’explorer les aspects fonctoriels des champs de Hurwitz. Soit [H,χ] une classe
apparaˆıssant dans la donne´e de ramification ξ. Soit ∆(H,χ) la composante de ∆H , lieu des points
fixes d’holonomie exacte (H,χ). Il y a une action libre de CG(H)/H sur ∆(H,χ), le quotient e´tant la
composante B[H,χ] de B, de´finissant un fibre´ principal ∆(H,χ) −→ B[H,χ]. Supposons que B soit somme
de sections Q1, . . . , Qb (D est pique´e) contenant les points de branchement. Par image re´ciproque, la
section Qi, si d’holonomie (Hi, χi), de´finit un fibre´ principal de base S, et de groupe C(Hi)/Hi. Cela
fournit un foncteur d’e´valuation en Qi [45]:
evQi : Hg,G,ξ −→ B(CG(Hi)/Hi) (6.26)
Soit Speck → B(C(Hi)/Hi) l’atlas correspondant au fibre´ principal trivial, alors le 2-produit fibre´
Hg,G,ξ ×B(C(Hi)/Hi) Speck a pour objets les reveˆtements π : C → D e´quipe´s d’un point P : S → C qui
est un point de ramification d’holonomie (Hi, χi).
9
Non repre´sentable si le centre Z(G) est non trivial.
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Soit ı : Hg,G,ξ →Mg,(r) le morphisme oubli
10de l’action de G, et conside´rons Cg,(r) =Mg,(r),1 →
Mg,(r) la courbe universelle (marque´e) au-dessus de Mg,(r) [48]. Une section de Cg,(r) au-dessus de S
est la donne´e d’une courbe r-marque´e q : C → S e´quipe´e d’une section supple´mentaire P : S → C. Il
n’est pas ne´cessaire d’exiger que cette section soit disjointe des points doubles ou des points marque´s.
Formons le carre´ 2-carte´sien
Cg,(r)
q -Mg,(r)
6
ı
6
Cg,G,ξ
q - Hg,G,ξ
Une section de Cg,G,ξ au-dessus de S est la donne´e d’un G-reveˆtement q : C
π
→ D
p
→ S e´quipe´ d’une
section P : S → C de q. Le groupe G agit (dans le sens de la section 6.1) sur le champ Cg,G,ξ par
g(C
π
→ D,P ) = (C
π
→ D, g ◦ P ). Soit le morphisme S → Hg,G,ξ de´fini par le G-reveˆtement π : C → D
au-dessus de S. Il est clair qu’on a une identification de G-champs Cg,G,ξ ×Hg,G,ξ S
∼= C, justifiant le
fait que Cg,G,ξ −→ Hg,G,ξ est la G-courbe universelle au-dessus de Hg,G,ξ. Le foncteur
∆ : (C
π
→ D,P ) 7→ (D,Q = πP ), Cg,G,ξ −→ Cg′,b
fait office de reveˆtement universel.
Soit A : U → Hg,G,ξ un atlas, et notons π : CU → U le G-reveˆtement de´finissant A. La seconde
projection p2 : CU ×U CU → CU de´finit un G-reveˆtement, le groupe G agissant sur le facteur de
gauche dans le produit fibre´. La diagonale ∆ : CU → CU ×U CU vue comme section de p2, fait de
p2 : CU ×U CU → CU un objet de Cg,G,ξ (on peut stabiliser cette section additionnelle si on veut), donc
conduit a` un morphisme CU →Hg,G,ξ rendant le carre´ suivant
Cg,G,ξ
q -Hg,G,ξ
6
A
6
CU
p2 - U
(6.27)
2-carte´sien. En particulier le morphisme CU → Cg,G,ξ de´finit un atlas de Cg,G,ξ. Pour faire le lien avec
la base, notons le diagramme 2-commutatif
Cg,G,ξ
∆ - Cg′,b
q
?
p
?
Hg,G,ξ
δ -Mg′,b
Le morphisme ∆ n’est cependant pas le quotient de Cg,G,ξ par G. Retenons cependant:
10
Rappelons que dansMg,(r) le marquage est par parquets, de´termine´s par la donne´e ξ.
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Proposition 6.15. Le morphisme ψ : Cg,G,ξ −→ Hg,G,ξ ×Mg′,b
Cg′,b est fini de degre´ |G|.
Preuve: En effet le champ fibre de ψ en le reveˆtement π : C → D de base S, et muni de la section
Q : S → D, est clairement repre´sente´ par le sche´ma π−1(Q) ⊂ C.
Noter que les sections universelles Qα (α = 1, · · · , b) font de Hg,G,ξ ×Mg′,b
Cg′,b une courbe b-
marque´e de base Hg,G,ξ.
6.5. Champs de reveˆtements stables: cas non galoisien
Dans cette section on construit le champ de Hurwitz classifiant les reveˆtements non galoisiens
stables a` monodromie fixe´e. Nous le comparerons au champ des reveˆtements admissibles [40], [42], [55],
[68], [69].
6.5.1. Reveˆtements admissibles
Le point cle´ dans la construction du champ de Hurwitz classifiant les reveˆtements galoisiens est
le fait de conside´rer la base comme une courbe marque´e par les points de branchement (lisses), qui en
conse´quence ne sont pas autorise´s a` se rencontrer spe´cialisation. Les reveˆtements appele´s admissibles
par Harris-Mumford (loc.cit.p 57, et De´finition 6.15) satisfont a` cette condition, mais cependant ont
une mauvaise the´orie des de´formations, en particulier la base de la de´formation verselle n’est en ge´ne´ral
pas lisse, meˆme pas normale. Ce de´faut a e´te´ corrige´ par Mochizuki [55] et Wewers [68], en proposant
d’enrichir un tel reveˆtement d’une log-structure, ce qui a pour effet de re´tablir la lissite´ du foncteur des
de´formations.
Dans la construction qui suit on proce`de en sens inverse. Un reveˆtement stable sera de´crit, du moins
e´tale-localement, comme quotient d’une cloˆture galoisienne, qui est un G-reveˆtement stable marque´ par
les points de branchement. Fixer une collection de cloˆtures galoisiennes locales ajoute une structure
supple´mentaire qui cependant n’est pas e´quivalente a` celle fournie par une log-structure. C’est une
structure plus faible. Rappelons la de´finition des reveˆtements admissibles ([40], [42] p 61, ou [68]):
De´finition 6.16. Soit une courbe stable marque´e D → S, de genre g′, avec S connexe, le marquage
e´tant de´fini par un diviseur de Cartier relatifB/S, e´tale de degre´ b. Un reveˆtement admissible π : C → D
au-dessus de S, de base D/S, est de´fini par:
• i) Une courbe pre´stable C/S, munie de la donne´e d’un morphisme fini surjectif π : C → D, et
d’un diviseur de Cartier relatif R ⊂ C, e´tale sur S, et disjoint du lieu de non lissite´, tel que π(R) = B.
On fait l’hypothe`se que π est (mode´rement) ramifie´ exactement le long de R. On suppose en outre que
la monodromie le long des fibres ge´ome´triques est constante, e´gale a` celle fixe´e initialement.
• ii) (structure locale aux points doubles) Si Q ∈ Ds est un point double d’une fibre ge´ome´trique,
on suppose que localement pour la topologie e´tale la structure du morphisme π en P ∈ π−1(Q) est
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de´crite par11: π∗P : OˆD,Q −→ OˆC,P avec OˆC,P = Os[[x, y]]/(xy − t), OˆD,Q = Oˆs[[u, v]]/(uv − τ), ou`
t ∈ MˆP , τ ∈ MˆQ, et pour un certain d ≥ 1, u = xd, v = yd (donc τ = td).
Etale-localement on peut pre´ciser le sens de l’hypothe`se π est ramifie´ le long de R. On peut en
effet supposer que B =
∑
j Qj est une somme de sections disjointes, et de meˆme R =
∑
i,j Pi,j , ou` les
(Pi,j)i sont les points d’image Qj . On suppose alors que, l’indice de ramification le long de Pi e´tant
ei,j, on a π
−1Qj =
∑
i ei,jPi,j. Il reste a` expliquer la condition sur la monodromie dans la de´finition
6.15, condition qui n’est pas a` priori de´finie le long des fibres singulie`res. On passe par une cloˆture
galoisienne.
6.5.2. Cloˆture galoisienne: cas des courbes lisses
L’ope´ration fondamentale pour la suite est l’ope´ration de cloˆture galoisienne dans le contexte d’une
famille de courbes lisses ou pre´stables. Pour une famille de courbes, meˆme lisses, cette ope´ration exige
quelques pre´cisions. Soit un reveˆtement π : C → D, les courbes C,D e´tant lisses et de´finies sur un
corps alge´briquement clos k, de points de branchement Q1, . . . , Qb.
L’hypothe`se sur la monodromie, assertion (ii) de la de´finition 6.15, revient a` fixer en premier le
groupe de Galois d’une cloˆture galoisienne de π : C → D, c’est a` dire le groupe de Galois G de
l’extension k(C)/k(D). Soit φ : Z → D une G-cloˆture galoisienne de π. Cela signifie d’abord que le
reveˆtement φ : Z → D est galoisien, et que le groupe des automorphismes de π : Z → D est identifie´
a` G. Il y a d’autre part une factorisation (non unique) de φ en φ = πh : Z
h
−→ C
π
−→ D. La classe
de conjugaison du sous-groupe H = Aut(h) ⊂ G est par contre bien de´finie. Comme on a une cloˆture
galoisienne ⋂
s∈G
sHs−1 = 1 (6.28)
Si φ′ : Z ′ → D est une autre cloˆture galoisienne, et si φ′ = πh′, la the´orie de Galois, ou du
groupe fondamental, nous assure qu’il y a un isomorphisme ψ : Z
∼
→ Z ′, pas ne´cessairement un G
isomorphisme, tel que h′ψ = h.
Soit ξ ∈ R+(G) la donne´e de ramification du G-reveˆtement galoisien φ : Z → D. Nous de´finissons
la monodromie de π : C → D de la manie`re suivante:
De´finition 6.17. Un type de monodromie est un triplet m = (G,H, ξ) compose´ de i) un groupe fini G,
ii) un sous-groupe H ⊂ G tel que
⋂
s∈G sHs
−1 = 1 (condition 6.28), et iii) une donne´e de ramification
ξ ∈ R+(G). Le reveˆtement π : C → D de´fini sur k est dit a` monodromie m = (G,H, ξ), s’il existe
une G-cloˆture galoisienne φ = πh : Z → C → D, telle Aut(h) = H, de donne´e de ramification ξ. On
parlera alors de m-cloˆture galoisienne.
Posons (voir § 2.2.2)
Aut(m) = {θ ∈ Aut(G), θ(H) = H, et θ(ξ) = ξ} (6.29)
11 On peut exprimer la structure locale en disant que le syste`me de coordonne´es (u, v) en Q admet
une racine e-ie`me (x, y) dans OˆC,P [69]. On ve´rifie facilement en utilisant le lemme de Hensel que tout
syste`me de coordonne´es en Q admet une racine e-ie`me.
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Soit Z(G) le centre de G. Du fait de (6.28), H ∩Z(G) = 1, de la sorte H se re´alise par automorphismes
inte´rieurs comme sous-groupe distingue´ H ⊳ Aut(m), on posera
∆(m) = Aut(m)/H (6.30)
Noter que NG(H) = NG(H)/Z(G) est un sous-groupe distingue´ de Aut(m) contenant H. Fixons un
type de monodromie m, et soit un reveˆtement π : C → D de´fini sur k (alge´briquement clos).
Deux m-cloˆtures galoisiennes (Z, h, φ) et (Z ′, h′, φ′) sont isomorphes s’il existe un C-isomorphisme
G-e´quivariant f : Z
∼
→ Z ′ qui est l’identite´ sur C. On sait que pour deux telles cloˆtures, il existe un
isomorphisme f : Z
∼
→ Z ′ tel que h′f = h. Cela de´finit un automorphisme θ de G unique tel que
f : Z → Z ′θ est G-e´quivariant. Notons que cela force a` avoir θ ∈ Aut(m).
Soit G(π) le groupo¨ıde des m-cloˆtures galoisiennes de π : C → D. Le groupe Aut(m) agit a` droite
sur G(π) par torsion de l’action. Notons la remarque e´vidente:
Lemme 6.18. G(π) est un groupo¨ıde e´quivalent a` Aut(m).
Preuve: Il suffit de noter que si Z et Z ′ sont deux cloˆtures galoisiennes, il existe un isomorphisme
f : Z → Z ′ tel que h′f = h, et alors un unique θ ∈ Aut(m) tel que f : Zθ
∼
→ Z ′ soit G-e´quivariant.
Pour θ donne´, f est unique car Z(G) ∩H = 1.
Notons que θ ∈ Aut(m) fixe la classe d’e´quivalence du G-reveˆtement galoisien φ : Z → D si et
seulement si θ ∈ NG(H) (automorphisme inte´rieur), conduisant en accord avec la the´orie de Galois au
fait que NG(H)/H s’identifie au groupe des automorphismes de π : C → D.
La de´finition d’une cloˆture galoisienne s’e´tend aux reveˆtements entre courbes lisses, de base quel-
conque. On conserve le triplet m = (G,H, ξ).
De´finition 6.19. Soit π : C → D un reveˆtement entre S− courbes lisses. Une m-cloˆture galoisienne de
π est un G-reveˆtement galoisien φ : Z → D de base S, augmente´ d’une factorisation φ : Z
h
−→ C
π
−→ D.
On demande l’e´galite´ Aut(h) = H, et que la monodromie le long des fibres ge´ome´triques est fixe e´gale
a` m.
Le G-reveˆtement π : C → D est dit a` monodromie m = (G,H, ξ) si la monodromie est con-
stante e´gale a` m le long des fibres ge´ome´triques, par exemple s’il existe une m-cloˆture galoisienne. Les
reveˆtements entre courbes lisses, de genres fixe´s, et a` monodromie m fixe´e forment de manie`re e´vidente
un champ de Deligne-Mumford Hg,g′,m, excepte´ si g = g′ = 0 et b = 2. C’est essentiellement une
conse´quence de la the´orie du groupe fondamental mode´re´, comme note´ dans [42], ou de manie`re plus
de´taille´e dans [69]. Si φ : Z → D = Z/G est un G-reveˆtement galoisien de donne´e de Hurwitz ξ, le
reveˆtement C = Z/H → D est a` monodromie m, et φ en est une m-cloˆture galoisienne. Cela de´finit un
morphisme de champs
ı : Hg,G,ξ −→ Hg′,g,m (6.31)
Le groupe Aut(m) agit sur le champ Hg,G,ξ (de´finition 6.1) par torsion de l’action. Comme l’action du
sous-groupe distingue´ H est triviale dans le sens de la section 6.1.1, il en re´sulte une action de ∆(m),
non stricte.
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The´ore`me 6.20. Le morphisme (6.31) est repre´sentable. Il identifie Hg′,g,m au champ ”quotient”
ı : Hg′,g,m
∼
→ [Hg,G,ξ/∆(m)] ∼= [Hg,G,ξ/Aut(m)]//H.
Preuve: On supprime le pre´fixe m. Montrons d’abord que ı (6.31) est un epimorphisme, i.e.
localement pour la topologie e´tale π admet une cloˆture galoisienne. C’est en fait une conse´quence de
la the´orie du groupe fondamental (voir [20] par exemple). On peut pre´fe`re utiliser un argument de
de´formation, bien qu’essentiellement e´quivalent. Soit π : Cs → Ds une fibre ge´ome´trique de´finie sur
une cloˆture alge´brique de k(s). Soient (Qj)1≤j≤b les points de branchement. Comme les courbes sont
lisses, on sait que le foncteur des de´formations formelles de πs : Cs → Ds est isomorphe a` celui de la
courbe marque´e (Ds, B =
∑
j=1,...,bQj). Soit alors h : Z → Cs une cloˆture galoisienne de π : Cs → Ds.
Conside´rons la de´formation universelle Z → D du G-reveˆtement φ : Z → Ds, et soit B ⊂ D le diviseur
de branchement re´duit. On sait, voir par exemple le the´ore`me 5.5, que (D,B) est la de´formation
universelle de la courbe marque´e (Ds, Bs). On sait que la base de cette de´formation est formellement
lisse. On sait par ailleurs que le foncteur des de´formations du reveˆtement πs peut eˆtre identifie´ a` celui
de la base marque´e par les points de branchements [68]. Donc Z/H → D est la de´formation universelle
de π, et Z → Z/H en est une cloˆture galoisienne. Des arguments classiques d’alge´brisation montrent
que cette cloˆture galoisienne existe sur un voisinage e´tale du point s ∈ S.
Prouvons la repre´sentabilite´ de ı. Il suffit de prouver que le morphisme diagonal est un monomor-
phisme ([51], Prop. 4.4). En d’autres termes si α ∈ Aut(Z) pour un G-reveˆtement galoisien ϕ : Z → D
de base S, et si ı(α) = 1, alors α = 1. Le groupe AutD(Z) des G-automorphismes de Z qui induisent
l’identite´ sur D est le groupe constant G × S. En effet ce groupe est fini non ramifie´ sur S, contient
G×S. Comme sur les fibres ge´ome´triques il y a e´galite´, ces deux groupes sont e´gaux. Donc par ce type
d’argument α ∈ H ∩ Z(G) = 1.
Passons a` la seconde assertion. Du fait de la proprie´te´ universelle du quotient, le morphisme ı
factorise en Hg,G,ξ → [Hg,G,ξ/Aut(m)] → Hg′,g,m. Pour tout objet Z → D ∈ Hg,G,ξ, et tout σ ∈ H,
on a σ : Z ∼= Zσ, on a H ⊂ Aut[Z], en notant [Z] l’image de Z dans le quotient. Il s’ensuit une
factorisation de ı
ı : [Hg,G,ξ/∆(m)] = [Hg,G,ξ/Aut(m)]//H → Hg′,g,m
qui est un epimorphisme. Pour conclure que ı est un isomorphisme, il suffit de prouver que c’est un
monomorphisme. Le champ de gauche tant un quotient, cela se re´duit prouver que π : C → D et
π′ : C′ → D′ sont deux reveˆtement de base connexe S et si φ : Z → C → D, φ′ : Z ′ → C′ → D′ sont
deux cloˆtures galoisiennes, alors on a un isomorphisme de sche´mas∐
θ∈∆(m)
IsomG(Z
θ, Z ′) ∼= Isom((C → D), (C′ → D′))
Dans la somme de gauche θ ∈ ∆(m) signifie un systme de repre´sentants de Aut(m) modulo H. Le
S-sche´ma IsomG,C(Z
θ, Z ′) a pour points IsomG,C(Z
θ, Z ′)(T ) = {f : Zθ ×S T
∼
−→ Z ′ ×S T , h′f = h}.
Il est clair que IsomG(Z
θ, Z ′) qui est un sous-sche´ma ferme´ de Isom(Z,Z ′), est fini et non ramifie´
sur S [20], de sorte que les membres sont finis non ramifie´s sur S. Le lemme 6.18 montre que sur les fibres
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ge´ome´triques le morphisme est bijectif. Pour conclure qu’on a bien un isomorphisme, il suffit de prouver
que si C = C′, le sous-sche´ma fibre au-dessus de l’identite´ de C/S, soit
∐
θ∈∆(m) IsomG,C(Z
θ, Z ′) est
isomorphe a` S. Il est clair qu’il y a un θ unique tel que IsomG,C(Z
θ, Z ′) → S est fini, non ramifie´
bijectif. Il est en fait e´tale, donc un isomorphisme. C’est local sur S, et devient clair si on passe a` la
de´formation universelle comme dans la premie`re partie, car elle est lisse, donc re´duite.
Remarque 6.6 Pour un reveˆtement de base S, l’obstruction a` l’existence d’une G-cloˆture ga-
loisienne dans le sens (6.19), est dans H1(S,∆(m)) (voir section 6.2). ♦
6.5.3. Cloˆture galoisienne: cas des courbes (pre´)stables
La discussion pre´ce´dente sugge`re qu’une de´finition alternative des reveˆtements admissibles, les
reveˆtements stables, est comme suit:
De´finition 6.21. Soit m = (G,H, ξ) un type de monodromie. Un reveˆtement stable de base D
de´fini au dessus du sche´ma de base S, de monodromie m, est un reveˆtement obtenu par factorisation
π : C = Z/H −→ D = Z/G d’un G-reveˆtement galoisien φ : Z → D a` donne´e de ramification ξ.
Le G-reveˆtement galoisien φ : Z → D, cloˆture galoisienne de π : C → D, doit eˆtre vu comme un
e´le´ment structurel du reveˆtement stable π : C → D. Noter que dans cette de´finition Z e´tant stable
marque´e par les points de ramification du reveˆtement Z → Z/G, la courbe D est en conse´quence stable
marque´e par les points de branchement de π : C → D, et C est stable marque´e par les pre´images
des points de branchement de Z → D, ces points pouvant ne pas eˆtre des points de ramification de
π. D’autre part le reveˆtement Z → C est un H-reveˆtement galoisien stable marque´ par un diviseur
H-invariant qui en ge´ne´ral contient strictement les seuls points de ramification de Z → C.
Il est clair qu’un reveˆtement stable est admissible. Du fait de l’imposibilite´ de recoller les uni-
formisations galoisiennes locales un reveˆtement stable ne sera donc en de´finitive que localement pour
la topologie fppf (e´tale suffit) de la forme 6.21.
De´finition 6.22. Soit m = (G,H, ξ) un type de monodromie. Un reveˆtement stable au dessus de la
base S, de monodromie m, est une section au-dessus de S du champ ”quotient”
[Hg,G,ξ/∆(m)] = [Hg,G,ξ/Aut(m)]//H (6.32)
Le champ de Hurwitz compactifie´ Hg,g′,m parame´trant les reveˆtements stables de monodromie m, entre
courbes stables marque´es de genres respectifs g, g′ est par de´finition le champ quotient Hg,g′,m =
[Hg,G,ξ/Aut(m)]//H = [Hg,G,ξ/∆(m)].
Soit un reveˆtement stable π : C → D de´fini sur le corps k. On suppose qu’il de´rive d’un reveˆtement
galoisien stable π˜ : C˜ → D. Nous allons comparer la de´formation formelle verselle du reveˆtement
admissible π : C → D a` la de´formation verselle de sa cloˆture galoisienne φ : C˜ → D, qui est aussi celle
du reveˆtement stable π, c’est a` dire enrichi par l’uniformisation galoisienne
φ : C˜
h
→ C
π
→ D
Notons Q1, . . . , Qr les points doubles de D, et {Qα,j} les points de C au dessus de Qα. Soit Q˜α un
quelconque point de C˜ au dessus de Qα. On notera que par de´finition les Qα,j sont les points doubles
de C. Notons dα l’ordre du stabilisateur de Q˜α, et enfin dα,j l’indice (”de ramification”) de´crivant la
structure locale (de´finition 6.15 (ii)) de π en Qα,j . On a le re´sultat suivant dont la preuve est en tout
point analogue au cas lisse:
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Lemme 6.23. Sous les hypothe`ses qui pre´ce`dent, on a dα = ppcm jdα,j .
Preuve: Le re´sultat de´coule de la cyclicite´ de I = GQ˜α , et de la condition (6.28). On a d’abord
clairement pour tout j, dα,j/qα, donc ppcm{dα,j}j divise dα. Par ailleurs la fibre π˜
−1(Qα) = G.Q˜α ∼=
G/I est une re´union de H-orbites O1, . . . ,Orα , ou` Oj est la H-orbite des points doubles de C˜ qui sont
au dessus de Qα,j . Soit δj ”l’indice de ramification” (l’ordre du stabilisateur) relativement a` H des
points de Oj .; on a donc δj =
dα
dα,j
. Le re´sultat se rame`ne en fait a` prouver que pgcd(δ1, . . . , δrα) = 1.
Notant δ ce pgcd, si K est le sous-groupe de I d’ordre δ, on voit de suite que K ⊂
⋂
s∈G sHs
−1 = 1.
D’ou` la conclusion.
D’apre`s Harris-Mumford la base de la de´formation universelle du reveˆtement admissible π : C → D
est ([42], p 62):
Rπ =W (k)[[τ1, . . . , τr, . . . , τ3g′−3+b, {τα,j}]]/I (6.33)
ou` I de´signe l’ide´al engendre´ par les relations τα = τ
dα,j
α,j , (α = 1, . . . , r; j = 1, . . . , rα). Dans cette
description, τα repre´sente le parame`tre de de´formation du point double Qα ∈ D; on sait par ailleurs que
la base de la de´formation universelle de la courbe marque´e (D, {Qα}) est W (k)[[τ1, . . . , τ3g′−3+b]].
L’anneau Rπ est re´duit, mais en ge´ne´ral pas inte´gralement clos dans son anneau total des fractions. La
structure de Rπ peut eˆtre pre´cise´e comme suit:
Proposition 6.24. Posons N = 3g′ − 3 + b. Pour tout entier d premier a` p, soit µd ⊂ W le groupe
des racines d-ie`me de l’unite´.
i) L’anneau Rπ est re´duit, ses ide´aux premiers minimaux sont les noyaux Pζ des morphismes
ϕζ = Rπ → W [[t1, · · · , tN ]], τi 7→ t
di
i , τi,j 7→ ζi,jt
ri,j
i
ou`, ζ = {ζi,j} ∈
∏
i,j µdi,j , ri,j = di/di,j. On a Pζ = Pζ′ si et seulement si ζ
′
i,j = ǫ
ri,j
i ζi,j pour des
racines de l’unite´ ǫi ∈ µdi . En particulier le nombre des ide´aux premiers minimaux est
Nπ =
∏
i
(∏
j di,j
di
)
(6.34)
ii) La fermeture inte´grale de Rπ dans son anneau total des fractions est le produit de Nπ copies de
W [[t1, · · · , tN ]].
Preuve: Posons R =W [[t1, · · · , tN ]]. Si ζ
′ et ζ sont relie´s comme indique´, il est clair que Pζ = Pζ′
car si ψ est l’automorphisme de R tel que ψ(ti) = ǫiti, alors ϕζ′ = ψϕζ . Montrons que si ϕ =
∏
ϕζ
alors kerϕ = 0. On peut se limiter a` N = 1, ce qui permet de supprimer l’indice i, et de supposer
que 1 ≤ j ≤ m . Posons µ =
∏
µdj , et τ = τ1. L’alge`bre Rπ a pour base sur W [[τ ]] les monoˆmes∏
j τ
αj
j , αj < dj . De la sorte un e´le´ment du noyau est
ξ =
∑
k,α=α1,···,αm
aα,k
∏
j
τ
αj
j
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tel que pour l ≥ 0 ∑
k,α=α1,···,αm
aα,k
∏
j
ζ
αj
j = 0
la somme e´tant e´tendue aux couples (k, α) tels que kd +
∑
j αjrj = l. Si on regarde
∏
j ζ
αj
j comme
de´finissant un caracte`re sur le groupe µ, le the´ore`me d’inde´pendance des caracte`res conduit a` aα,k = 0.
Observons que R est la fermeture inte´grale de l’image de ϕζ . Du fait que pgcd(r1, · · · , rm) = 1,
il existe avec ej ∈ Z, une relation de la forme:
∑
j ejrj = 1, qui entraine la relation t =
∏
j τ
ej
j . Le
re´sultat est alors clair. De cela on tire le fait que si ϕζ et ϕζ′ ont un noyau identique, alors il y a un
W -automorphisme γ de R tel que ϕζ′ = γϕζ . Alors ne´cessairement γ(t) = ǫt pour une certaine racine
d-ie`me de l’unite´. Cela termine la preuve de la proposition
La structure de l’anneau des de´formations Rπ explique la non unicite´ d’une cloˆture galoisienne
pour un reveˆtement stable π : C → D de´fini sur k.
The´ore`me 6.25. Un reveˆtement admissible π : C → D au-dessus de k admet une cloˆture galoisienne,
i.e. peut eˆtre stabilise´. Le nombre de classes de cloˆtures galoisiennes (sous l’action de ∆(m)) de π
est Nπ =
∏
i
(∏
j
di,j
di
)
, c’est a` dire le nombre de facteurs inte`gres de la fermeture inte´grale de Rπ.
Dans cette correspondance, les facteurs (isomorphes a` W [[t1, · · · , tN ]]) correspondent bijectivement aux
anneaux de de´formation des cloˆtures galoisiennes respectives.
Preuve: Admettons d’abord le premier point. Soit une G-cloˆture galoisienne Z → C → D de π,
de de´formation universelle Z → D. On sait (the´ore`me 5.2) que la base de cette de´formation s’identifie
a` Spec(RZ), avec RZ =W (k)[[t1, . . . , tr, . . . , t3g′−3+b]]. Posons N = 3g
′− 3+ b. Si R =W [[τ1, · · · , τN ]]
est la base de la de´formation universelle D de D, on peut supposer que le morphisme discriminant
R→ RZ est donne´ par τα = t
dα
α si α = 1, . . . , r, et τα = tα si α > r.
La conside´ration de la de´formation Z/H de C conduit a` une factorisation R → Rπ
ϕ
→ RZ . On
peut supposer que ϕ est donne´ par
τα,j = t
dα
dα,j
α , (α = 1, . . . , r; j = 1, . . . , rα)
Soit une autre cloˆture galoisienne Z ′ → C → D, telle pour θ ∈ Aut(m), on a un isomorphisme de
cloˆtures f : Z
∼
→ Z ′θ. Si ı′ : Z ′ →֒ Z ′ est le plongemenr canonique de Z ′, la conside´ration de (Z ′ , ı′f)
comme une autre de´formation universelle de Z, permet d’e´tendre f en un isomorphisme de diagrammes
Z f -∼ Z
′θ
? ?
SpecRZ
f -
∼ SpecRZ′
Passant au quotient par H il s’ensuit un diagramme commutatif
SpecRZ
f -
∼ SpecRZ′
? ?
SpecRπ
= - SpecRπ
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Cela montre que les deux cloˆtures galoisiennes conduisent a` la meˆme classe de morphisme Rπ →
W [[t1, · · · , tN ]], donc au meˆme facteur de la fermeture inte´grale.
Prouvons la re´ciproque. Cela revient a` supposer qu’on a en mains les diagrammes commutatifs de
dessus, exepte´ l’isomorphisme f : Z
∼
→ Z ′θ. On peut se ramener a` RZ = RZ′ . De la sorte on a deux
G-reveˆtements Z et Z ′ au-dessus d’une meˆme base RZ , avec Z/H ∼= C ⊗R ∼= Z ′. On sait que pour les
cloˆtures galoisiennes induites au-dessus de la fibre ge´ne´rique ν (lisse) de SpecRZ , il y a θ ∈ Aut(m) tel
que Zν ∼= Z
′
ν
θ
. Les courbes e´tant stables marque´es, cet isomorphisme se prolonge en un isomorphisme
global Z ∼= Z ′
θ
. Par restriction a` la fibre spe´ciale, on a obtient un isomorphisme Z ∼= Z ′
θ
de cloˆtures
galoisiennes de π. Pour terminer la preuve, reste a` prouver que tout reveˆtement admissible π : C → D
admet une cloˆture galoisienne, i.e. peut eˆtre stabilise´.
On peut dans ce but supposer qu’on a une courbe stable marque´e D → S = Spec(R), ou` R
est un anneau de valuation discre`te complet, de corps re´siduel k, le marquage e´tant de´fini par un
diviseur e´tale B → S, et de fibre spe´ciale D. On suppose que la fibre ge´ne´rique est lisse. Il y a des
obstructions a` trouver un reveˆtement admissible C → D, relevant C → D. Par contre on peut trouver
un tel reveˆtement apre`s extension finie de R. Quitte a` agrandir R, faisons le choix d’un tel rele`vement
C → D. Rappelons que si B =
∑
j Qj , cela implique l’existence de points Pi,j au dessus de Qj en
lesquels est concentre´e la ramification. La courbe C n’est pas force´ment stable marque´e par les Pi,j,
mais elle l’est par l’ensemble de toutes les pre´images des Qj . Soit C˜K → CK → DK une cloˆture
galoisienne de CK → DK , les groupes de Galois respectifs e´tant G et H. Quitte a` agrandir si ne´cessaire
R, soit C˜ → D le mode`le stable marque´. Du fait que C˜/H est stable marque´e par les pre´images des
Qj , on a C˜/H = C, il en de´coule une factorisation
C˜ → C → D et C = C˜/H
Si on prend les fibres spe´ciales, ceci montre que C posse`de une cloˆture galoisienne, en d’autres termes,
qu’on peut enrichir le reveˆtement admissible π : C → D en un reveˆtement stable.
Il y a un morphisme naturel de source le champ de Hurwitz Hg,g′,m de but le champ H
adm
g,g′,m des
reveˆtements admissibles au sens de Harris-Mumford [42]. On a le re´sultat (comparer avec l’approche
de [2])
Proposition 6.26. Hg,g′,m est une de´singularisation (normalisation) de H
adm
g,g′,m.
Le champHg,g′,m (classifiant les reveˆtements stables) n’est pas en ge´ne´ral isomorphe au champ, plus
”fin” des reveˆtements log-admissibles (comparer avec Wewers [69]). Si la base S d’un reveˆtement stable
est arbitraire, on ne peut en ge´ne´ral de´crire un tel reveˆtement comme un quotient π : Z/H → Z/G,
partant d’un G-reveˆtement stable. On peut cependant, partant de la de´finition abstraite (6.8), donc d’un
objet de Hg,g′,m(S), donner un contenu plus visible a` la structure d’un tel reveˆtement. Les de´finitions
de la section 6.1 relatives aux quotients, disent qu’un objet de ce champ peut eˆtre de´crit comme d’une
part la donne´e d’un recouvrement (Si → S) de S, et ensuite pour tout i, d’un G-reveˆtement Zi → Zi/G
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de base Si, l’action de G sur Zi e´tant fixe´e a` une torsion pre`s par un e´le´ment Aut(m). L’objet inclut en
plus une donne´e de descente, qui en posant Si,j = Si×S Sj se rame`ne a` une collection d’isomorphismes:
σj,i : Zi|Si,j
∼
→ Zj
θj,i
|Si,j
qui ve´rifient apre`s restriction a` Si,j,k la condition de cocycle
σ
θj,i
k,j ◦ σj,i = σk,i, θk,jθj,i = θk,i (6.35)
L’e´galite´ (6.35) est a` prendre a` un automorphisme interieur pre`s par un e´le´ment hi,j,k ∈ H. En
particulier, passant aux quotients par G et H, et faisant abstraction de la torsion de l’action on obtient
un diagramme
Zi|Si,j/H
σi,j - Zj |Si,j/H
? ?
Zi|Si,j/G
σi,j - Zj |Si,j/G
les isomorphismes horizontaux de´finissant des donne´es de descente sur les courbes de´finies locale-
ment par (Zi/H), et (Zi/G). De la sorte on re´cupe`re par descente a` S un reveˆtement admissible
C → D, et aussi un reveˆtement Z → D, qui est localement un G-reveˆtement galoisien. Pour installer
une action globale de G, il y a lieu de passer a` un recouvrement e´tale de S, alors dans ce cas C = Z/G
et D = Z/G.
6.5.4. Le morphisme discriminant: cas ge´ne´ral
Il a e´te´ observe´ dans la section 3.1 que le discriminant d’un G-reveˆtement galoisien π : C → D,
entre courbes lisses, de base S, pouvait s’exprimer comme une somme avec multiplicite´s de diviseurs
de Cartier relatifs e´tales sur S. Ces diviseurs sont les images des diviseurs (e´tales sur S):
∆H = diviseur des points fixes de stabilisateur e´gal a` H
de sorte que pour tout sous-groupe cyclique K de G, Fix(K) =
∑
K⊂C ∆C . Ce fait s’e´tend a` un
G-reveˆtement galoisien stable (voir remarque section 4.1), en se limitant alors a` la partie horizontale
Fixhor(K) (Proposition 4.8). Dans le cas ge´ne´ral, c’est a` dire des reveˆtements non galoisiens, on a
implicitement suppose´ la validite´ d’une telle description (De´finition 6.21). Nous revenons sur ce point.
Soit un reveˆtement de base S, et degre´ d, qu’on peut sans perte de ge´ne´ralite´ supposer de la forme
φ : Z
p
→ C = Z/H
π
→ D = Z/G, donc de cloˆture galoisienne au-dessus de S, Z
φ
→ D = Z/G. Soit le
diviseur de ramification (§ 4.6) de´fini par
Rπ = Div(π
∗(ωD/S)→ ωC/S) (6.36)
Le diviseur de branchement est Bπ = π∗(Rπ). Notons [K] la H-classe de conjugaison du sous-groupe
cyclique K.
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Proposition 6.27. i) Le diviseur de ramification du reveˆtement π : C → D de base S, a pour
expression
Rπ =
∑
[K]
(
|K|
|H ∩K|
− 1
)
R[K] (6.37)
pour des diviseurs de Cartier relatifs R[K] disjoints et e´tales sur S. Le terme
|K|
|H∩K| repre´sente un indice
de ramification.
ii) Le diviseur de branchement est Bπ =
∑
[K]*H (d − eH,K) B[K], expression dans laquelle eH,K
signifie un indice de ramification, et B[K] un diviseur de Cartier relatif e´tale sur S.
Preuve: Preuve i) On a clairement Rφ = p
∗(Rπ) + Rp. Utilisant l’expression de la section (3.2)
pour le diviseur de ramification dans le cas galoisien, c’est a` dire Rφ =
∑
K (|K| − 1) ∆K , et l’expression
analogue pour Rp, on obtient de suite
p∗(Rπ) = Rφ −Rp =
∑
K,K 6⊂H
(|K| − |H ∩K|)∆K (6.38)
D’autre part les diviseurs ∆K ,∆K′ ont une meˆme image dans C si et seulement si K
′ est conjugue´ a`
K par un e´le´ment de H. Le nombre de ces conjugue´s est [H : NG(K) ∩H], et le degre´ de ∆K sur son
image R[K] est [NG(K) ∩H : K ∩H]. Comme p∗p
∗(Rπ) = |H|Rπ, il vient
|H|Rπ =
∑
K,K*H
(|K| − |H ∩K|) p∗(∆K) = |H|
∑
[K]
(
|K|
|H ∩K|
− 1
)
R[K]
ii) La preuve de 6.37 en tout point analogue est omise.
Exemple 6.7 Soit le cas du champ de Hurwitz, classifiant les reveˆtements simples de degre´
n ≥ 3 de P1, avec b = 2g + 2n − 2 points de branchement. Le groupe de monodromie est G = Sn,
et H = Sn−1. Dans ce cas ∆ se re´duit a` H (automorphismes inte´rieurs). La compactification lisse du
champ de Hurwitz-Fulton est alors Hg,Sn,b(12)/Sn−1.
♦
Soit m = (G,H, ξ) un type de monodromie, et b le degre´ du diviseur de branchement. Le champ
de Hurwitz Hg,g′,m est comme dans le cas galoisien la source du morphisme discriminant:
δ : Hg,g′,m −→Mg′,b (6.39)
explicitement δ(π : C → D) = (D,B =
∑
B[K]). Le morphisme (6.39) est un morphisme plat, propre,
quasi-fini et ge´ne´riquement e´tale, i.e e´tale sur un sous-champ ouvert partout dense. On peut voir δ
comme un reveˆtement entre champs de Deligne-Mumford lisses. Sous ces conditions, il n’est pas difficile
de de´finir le diviseur de ramification de δ.
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Proposition 6.28. Soit un reveˆtement δ : H →M entre champs de Deligne-Mumford lisses sur k (un
morphisme quasi-fini, ge´ne´riquement e´tale). Il existe un diviseur de Cartier effectif R ⊂ H (le diviseur
de ramification), tel que
ωH ∼= δ
∗(ωM)⊗O(R) (6.40)
Preuve: Le champ H (resp. M) e´tant lisse, de dimension N disons, le faisceau localement libre
Ω1H/k (de rang N) est de´fini (resp. Ω
1
M/k). Soit q : V →M un atlas. Formons le 2-produit fibre´
H δ -M
6
q
6
H×M U - V
avec fleˆches verticales e´tales surjectives. Si U → H ×M U est un atlas, de sorte que le morphisme
compose´ p : U → H est un atlas de H, on obtient le carre´ 2-commutatif
H δ -M
p
6
q
6
U σ - V
(6.41)
Le morphisme σ : U → V est quasi-fini, ge´ne´riquement e´tale, par conse´quent le conoyau Ω1U/V de
dσ : σ∗(Ω1V/k)→ Ω
1
U/k est de torsion. Noter que σ
∗ une injection. On peut former R = Div(ω1V/U ), qui
est un diviseur de Cartier effectif de U , de´finissant de manie`re e´vidente un diviseur de cartier R sur
H. Dans la situation de (6.39), si C → D est un reveˆtement, avec r points doubles sur D, on de´crit
la struture locale de R comme suit. Soit k[[t1, · · · , tr, · · · , tN ]] →֒ k[[τ1, · · · , τr, · · · , τN ]] le morphisme
induit entre les bases des de´formations universelles respectives, avec ti = τ
ei si 1 ≤ i ≤ r, et tj = τj si
j > r. Il est clair que l’e´quation locale de R est
∏
i, ei>1
τei−1i .
7. Graphes et reveˆtements.
Dans cette section le champ de Hurwitz Hg,G,ξ, ou l’espace modulaire de Hurwitz Hg,G,ξ, est e´tudie´
d’un point de vue combinatoire. Rappelons (section 6) que les points du bord ∂Hg,G,ξ = Hg,G,ξ−Hg,G,ξ
(resp. ∂Hg,G,ξ) sont repre´sente´s par les courbes stables munies d’une action stable de G (resp. par les
classes a` isomorphisme G-e´quivariant pre`s).
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7.1. Graphes modulaires de Hurwitz
La combinatoire d’une courbe pre´stable se de´crit commode´ment a` l’aide du graphe dual, appele´
aussi graphe modulaire [53]. Fixons les notations utilise´es dans cette section. Dans la suite un graphe
est un graphe fini.
De´finition 7.1. ( [53]) i) Un graphe (fini, combinatoire) Γ est la donne´e de:
i) un ensemble F (de demi-areˆtes) muni d’une involution τ : F → F
ii) un ensemble V de sommets et d’une application bord (ou incidence) : ∂ : F → V. Si e ∈ F , ∂(e)
est le sommet (initial) de e.
Les orbites a` deux e´le´ments de τ constituent les areˆtes ge´ome´triques du graphe, tandis que les points
fixes de τ correspondent aux feuilles (ou pattes) du graphe. En modifiant le´ge`rement la terminologie,
on a ainsi une partition F = E ⊔L, E (resp. L) e´tant l’ensemble des areˆtes oriente´es (resp. des pattes).
La valence d’un sommet c est le nombre v(c) des demi-areˆtes incidentes a` ce sommet. Si on ignore
l’involution τ , on obtient l’ensemble des drapeaux F l(Γ), c’est a` dire des couples (v, e) ∈ V×F , ∂(e) = v.
Un graphe modulaire est un graphe Γ, muni en plus de la donne´e d’une application g : V → Z≥0.
Le graphe modulaire est dit stable si pour tout sommet c tel que g(c) = 0 (resp. g(c) = 1), on v(c) ≥ 3
(resp. v(c) ≥ 1). Le graphe modulaire Γ est marque´ si les pattes sont indexe´es.
Un isomorphisme Γ
∼
→ Γ′ est la donne´e d’un couple de bijections f : F → F ′, h : V → V ′, tel que
h∂ = ∂f , et fτ = τ ′f , pour les graphes, avec en plus la condition g′h = g pour les graphes modulaires
12. Ainsi, si Γ est un graphe (modulaire), on peut de´finir le groupe Aut(Γ), et parler d’une action du
groupe fini G sur le graphe (resp. graphe modulaire) Γ. Sous ces conditions, il n’est pas difficile de
de´finir le graphe (resp. graphe modulaire) quotient Γ/G. Il est de´fini par les ensembles F/G, V/G, et
les applications de´duites de τ, ∂, par passage au quotient. Il y a un morphisme de graphes Γ → Γ/G,
naturellement induit par le passage au quotient dans les ensembles F et V. Dans la suite on notera
par la meˆme lettre, dans la mesure ou` cela n’induit pas de confusion, un graphe modulaire et le graphe
(ordinaire) sous-jacent. La de´finition (7.1) conduit a` la de´finition du graphe modulaire Γ(C) associe´ a`
une courbe pre´stable marque´e (C,P ) [20], [53].
Rappelons cette de´finition. L’ensemble P est dans cette construction l’ensemble des piquˆres, ou
points marque´s de C. Soit {Ci}i∈I l’ensemble des composantes irre´ductibles de C, ou ce qui est la meˆme
chose l’ensemble des composantes {C˜i} de la normalisation C˜ de C. Soit aussi {bα}α∈Λ l’ensemble forme´
des branches (points de C˜) en les diffe´rents points doubles de C, augmente´ des points marque´s. De
manie`re e´quivalente l’ensemble des points de C˜ qui se projettent sur un point double, ou bien un point
marque´. Le graphe (dit dual) Γ(C) est alors de´fini par
i) F = Λ, V = I,
12
Si pour toute demi-areˆte, f(e) 6= τ(e), l’automorphisme f est dit sans inversion. Nous ne conside´rerons dans la suite que
des automorphismes sans inversion. Noter qu’il est possible de de´finir plus ge´ne´ralement un morphisme de graphes Γ → ∆
[6]. C’est encore la donne´e d’un couple d’applications f : FΓ → F∆, h : VΓ → V∆ avec les relations de commutation
analogues.
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ii) τ(bα) = bβ ssi bα 6= bβ sont les deux branches d’un meˆme point double, ou alors τ(bα) = bα, et
dans ce cas bα est un point marque´,
iii) ∂bα = Ci ssi bα est une branche d’un point double, ou bien un point marque´, situe´ sur la
composante Ci,
iv) g(Ci) est le genre ge´ome´trique de Ci (le genre de C˜i).
De manie`re alternative on peut voir les demi-areˆtes comme des areˆtes oriente´es. Ce qui revient
a` dire que les areˆtes ge´ome´triques sont de´double´es, en une areˆte oriente´e et l’areˆte oppose´e (graphes
e´pais13). Dans cette description les piquˆres (les pattes du graphe) sont alors vues comme des areˆtes
oriente´es de´pourvues d’areˆtes opposee´s. L’involution τ , que nous noterons aussi a→ a, renverse de fait
l’orientation des areˆtes, et fixe les pattes. Notons pour une composante Ci, li le nombre des branches
d’origine Ci, et hi le nombre des piquˆres d’origine Ci. De sorte que la condition de stabilite´ s’e´crit de
manie`re e´quivalente, si gi = g(Ci) est le genre :
2gi − 2 + hi + li > 0 (i = 1, . . . , s = CardI) (7.1)
Rappelons aussi la relation bien connue qui donne le genre arithme´tique de la courbe C, suppose´e
connexe, en fonction des parame`tres contenus dans le graphe dual [52], c’est a` dire le nombre d de
points doubles (areˆtes ge´ome´triques), et le nombre de sommets s:
g =
∑
i
gi + dim H1(Γ) =
∑
i
gi + d− s+ 1 (7.2)
Revenons maintenant a` la situation d’origine, donc C est une G-courbe stable. Il est clair que
G agit de manie`re naturelle sur le graphe modulaire Γ = Γ(C). Du fait de la stabilite´ de l’action, G
agit sans inversion, i.e. pour toute branche a, et tout σ ∈ G, σ 6= 1, σ(a) 6= a. Il n’est pas difficile
d’imple´menter sur Γ la donne´e de Hurwitz. Plus pre´cisemment on attache a` chaque e´le´ment de F une
de´coration mate´rialise´e par un couple (H,χ), l’holonomie, H e´tant le stabilisateur (cyclique) soit d’un
point non-singulier, soit d’une branche, et χ e´tant le caracte`re de l’action de H sur l’espace tangent du
point distingue´ . De plus si l’areˆte e est de´core´e par (H,χ), alors l’areˆte oppose´e e 6= e est de´core´e par
(H,χ−1). Si on ne regarde que les classes de conjugaison des de´corations qui de fait sont constantes sur
les G-orbites on obtient en particulier la donne´e de Hurwitz. En re´sume´, appelons graphe modulaire
de Hurwitz, un graphe modulaire muni d’une action sans inversion d’un groupe fini G qui satisfait aux
conditions pre´ce´dentes. Pour une areˆte, ou patte, de´core´e par le couple (H,χ), on parlera de ce couple
comme e´tant l’holonomie. L’holonomie en ge est (gHg−1,g χ) (§ 2.2.1). Ce qu’on doit comprendre
comme isomorphisme de graphes modulaires de Hurwitz est clair.
De´finition 7.2. On appelle graphe modulaire de Hurwitz associe´ au reveˆtement galoisien stable C →
D, le graphe modulaire Γ = Γ(C) muni de l’action de G, et de´core´ par les caracte`res locaux attache´s
aux orbites de points de ramification (points spe´ciaux) et branches de C. Le graphe est marque´ si les
orbites de pattes sont indexe´es.
Soit Γ un graphe modulaire de Hurwitz attache´ a` (g,G, ξ). Un G-reveˆtement π : C → D est dit
de type Γ, si Γ(C) ∼= Γ.
On utilisera une notation identique pour le graphe modulaire de Hurwitz du reveˆtement π : C → D
et le graphe modulaire de la courbe C. Les graphes seront comme les reveˆtements, marque´s.
13
Dans un graphe e´pais, on impose un ordre cyclique sur les areˆtes incidentes en un sommet.
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7.2. Graphes de groupes et reveˆtements de graphes
Notre objectif est de de´crire Γ, partant du graphe quotient, qui est est un graphe ordinaire ∆ =
Γ/G, et d’un morphisme de monodromie, de´fini dans le but d’assurer la validite´ du dictionnaire usuel.
La the´orie de Bass [6] des reveˆtements de graphes, est particulie`rement utile pour mener a` bien ce
programme.
7.2.1. Graphes modulaires quotients
Soit C une courbe stable marque´e de´finie sur k, munie d’une action stable de G, donc C est marque´e
par un diviseur G-invariant contenant le diviseur des points de ramification (§4.3). Soit Γ = Γ(C) le
graphe modulaire de Hurwitz attache´ a` C (De´finition 7.2). Notons pour de´buter la remarque e´le´mentaire
suivante:
Proposition 7.3. Le graphe quotient ∆ = Γ/G posse`de une structure canonique de graphe modulaire
de genre g′, a` b piquˆres. Il s’identifie au graphe modulaire de la courbe stable marque´e D = C/G.
Preuve: Par de´finition du graphe combinatoire quotient [6]
V(∆) = V(Γ)/G et F(∆) = F(Γ)/G (7.3)
L’action de G commute avec l’involution τΓ, celle-ci induit donc une involution sur l’ensemble quotient,
de´finissant ainsi la structure du graphe quotient ∆. Noter aussi que les piquˆres (points fixes de τ∆) du
quotient, sont les images des piquˆres de Γ. Pour finir de de´crire ∆ comme graphe modulaire, il faut
assigner une valeur g′α ponde´rant le sommet v
′
α associe´ a` la composante Dα de D. Par convention, g
′
α
est le genre (ge´ome´trique) de Dα. Il est clair que g
′
α s’exprime en fonction des seules donne´es de Γ.
Soit une composante Ci de C, d’image Dα, et soit Gi le stabilisateur de Ci, i.e. du sommet vi de Γ.
Donc Dα = Ci/Gi. L’expression cherche´e est la formule de Riemann-Hurwitz, applique´e au reveˆtement
C˜i → D˜α:
2gi − 2 = |Gi|(2g
′
α − 2) +
∑
λ
Bλ
ou` les Bλ sont les contribution des points de branchement, contributions de´pendantes de la seule
combinatoire du graphe de modulaire de Hurwitz Γ. Il est facile de prouver que l’on de´finit ainsi une
structure de graphe modulaire (quotient) sur ∆. Le dernier point est clair.
Pour e´viter toute confusion avec d’autres de´finitions de reveˆtements de graphes14, insistons sur le
fait que l’action de G sur les sommets et areˆtes n’est dans cette de´finition pas ne´cessairement libre,
le quotient Γ → Γ/G est donc a` prendre dans le sens d’un reveˆtement ramifie´. Avant de discuter en
de´tail le cas ge´ne´ral, il peut eˆtre utile de traiter deux cas particuliers importants; ce sont les graphes
14
On peut exiger, ce qui n’est pas le cas dans notre de´finition, la proprie´te´ de rele`vement des chemins (reveˆtements non
ramifie´s).
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modulaires de Hurwitz qui sont associe´s aux composantes de codimension un du bord de Hg,G,ξ, ou de
l’espace modulaire grossier de meˆme nom. Ce sont les deux cas pour lesquels ∆ n’a qu’une seule areˆte
ge´ome´trique, ∆ est donc soit un segment, soit une boucle.
• ∆ est un arbre
Du fait de cette hypothe`se, il est bien connu que la projection Γ→ ∆ admet une section [6]; nous
noterons pour simplifier par la meˆme lettre ∆ l’image d’une section suppose´e choisie. Notant toujours
V l’ensemble des sommets, et F l’ensemble des areˆtes oriente´es, nous noterons pour simplifier a ∈ Γ
au lieu de a ∈ F , meˆme chose pour les sommets; la notation est analogue pour ∆. On a alors les
identifications
F =
⊔
a∈∆
G/Ha et V =
⊔
v∈∆
G/Gv (7.4)
On note Gv le stabilisateur du sommet v, et Ha le stabilisateur de l’areˆte (oriente´e, ou ge´ome´trique)
a. De´crivons la relation d’incidence. Si e est une areˆte d’extre´mite´s g1v1 et g2v2, il existe alors a ∈ ∆
tel que e = ga ∈ Ga; alors g−1g1v1 = v1 et g
−1g2v2 = v2. Cela montre que l’ensemble des areˆtes
d’extre´mite´s g1v1 et g2v2 est en bijection naturelle avec les classes gHa, a e´tant l’unique areˆte de ∆
joignant v1 et v2, qui ve´rifient l’inclusion gHa ⊂ g1Gv1 ∩ g2Gv2 .
Exemple 7.1 (Le peigne)
De´taillons le cas particulier ou` Γ est un ”peigne”, ce qui correspond a` choisir ∆ sous la forme d’une
e´toile a` k ≥ 3 branches. Les notations pour ∆ sont:
• v0 est la racine de l’e´toile, qui est un sommet de valence k
• v1, . . . , vk sont les sommets terminaux des k-branches.
On doit installer sur ∆ une structure de graphe modulaire, et imple´menter la donne´e de Hurwitz.
Pour la structure de graphe modulaire, on pose g0 = g1 = . . . = gk = 0. La donne´e de Hurwitz dans
cet exemple est du type ”Harbater-Mumford” [16], [30], c’est a` dire de la forme
ξ =
k∑
i=1
([Hi, χi] + [Hi, χ
−1
i ]) (7.5)
La forme spe´cifique de la donne´e de Hurwitz impose a` chaque sommet v1, . . . , vk d’eˆtre la source de
deux piquˆres. En effet si Ci est une composante de C au-dessus du brin d’indice i de D, alors Ci → P1
est ramifie´ en trois points au plus. La forme de la donne´e de ramification impose que le nombre de
ponts de branchement est deux, le point double e´tant d’isotropie triviale.
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Pour de´crire la structure de graphe de Hurwitz sur Γ, choisissons un sommet si au dessus de vi
(i = 0, . . . , k), et posons Hi = Gsi ; notons que ne´cessairement H0 = 1. Observons aussi que G est en
conse´quence engendre´ par la re´union des Hi. On obtient finalement la description suivante de Γ:
VΓ =
( k⊔
i=1
G/Hi
) ⊔
G, FΓ =
2k⊔
1
G (7.6)
Notons que le genre g de C est donne´ par
g = 1 + kCardG−
k∑
i=1
[G : Hi] (7.7)
Exemple 7.2 (Le segment) Dans cet exemple, ∆ est un segment de sommets v1 et v2, et d’areˆtes
oriente´es e et e, e pointant vers v2.
On rele`ve ∆ en un segment de Γ de sommets s1 et s2, de stabilisateurs respectifs G1 et G2. L’areˆte
oriente´e a rele`ve e: soit H le stabilisateur de a, alors H ⊂ G1 ∩G2, et la connexite´ impose que G1 ∪G2
engendre G. La description du graphe (ordinaire) Γ est aise´e: on a
FΓ = G/H × {±1}, VΓ = G/G1
⊔
G/G2 (7.8)
Une areˆte ge´ome´trique est dans ce mode`le repre´sente´e par un e´le´ment de G/H; l’areˆte gH joint les
sommets g1G1 et g2G2 ssi gH ⊂ g1G1 ∩ g2G2. L’involution est donne´e par τ(gH, ǫ) = (gH,−ǫ). D’une
manie`re plus ge´ome´trique, supposons que les composantes C1 et C2 correspondent a` s1 et s2. Posons
IndGG1(C1) = C1 ×G1 G (7.9)
Cela signifie qu’on effectue le quotient de C1 ×G par l’action de G1 : α(x, g) = (αx, gα−1). Le re´sultat
est une courbe avec [G : G1] composantes irre´ductibles disjointes, toutes identiques a` C1, et munie de
l’action de G donne´e par g[x, h] = [x, gh]. La courbe C est alors de la forme
C = IndGG1(C1)
∨
IndGG2(C2) (7.10)
expression dans laquelle ∨ signifie que l’on recolle les deux facteurs en identifiant des paires de points,
selon la combinatoire des areˆtes de Γ. Les points doubles forment une unique G-orbite; soit p ∈ C1∩C2
l’un d’eux, d’isotropie H. Si H agit sur la branche C1 par le caracte`re χ, et sur la branche C2 par χ
−1
(stabilite´ oblige), alors la donne´e de Hurwitz ξ de l’action de G sur C s’obtient par ξ = ξ1 + ξ2, ou` on
suppose que la donne´e de´finie par l’action de G1 sur C1 est ξ˜1 = ξ1+ [H,χ], et celle de´finie par l’action
de G2 sur C2 est ξ˜2 = ξ2 + [H,χ
−1]. La combinatoire est donc totalement contenue dans la donne´e
(G1, G2, H, χ, ξ1, ξ2). Noter qu’il n’est pas ne´cessaire de s’assurer que le genre g de C est celui fixe´
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initialement. En effet le genre re´sulte de la donne´e du genre g′ = g′1+g
′
2 de la base D = C1/G1∨C2/G2
joint a` la donne´e de Hurwitz. On a donc si gi est le genre de Ci l’e´galite´
g = [G : G1]g1 + [G : G2]g2 + [G : H]− [G : G1]− [G : G2] + 1
Exemple 7.3 (La boucle)
Si ∆ est une boucle, alors G est une ”extension ” HNN. On distingue deux cas selon que Γ a, ou
n’a pas de boucle. Traitons d’abord le second cas:
• On suppose que Γ ne contient pas de boucle, et que ∆ = Γ/G se re´duit a` une boucle. Alors Γ
est de´fini par la donne´e (a` conjugaison pre`s) par un triplet (G0, H, g0) forme´ de deux sous-groupes H
et G0 de G, H e´tant cyclique, et H ⊂ G0 ⊂ G, et d’un e´le´ment g0 ∈ G, g0 6∈ G0. On impose a` cette
donne´e les conditions g0Hg
−1
0 ⊂ G0 et G0 ∪ {g0} engendre G. Il est facile de voir qu’on reconstruit le
graphe Γ en posant:
FΓ = (G/H)× {±1}, VΓ = G/G0 (7.11)
L’involution τ est comme dans l’exemple 7.2 la multiplication par−1 sur le facteur de droite. L’incidence
est donne´e par
(αH,+1)→ (αG0, αg0G0) , (αH,−1)→ (αg0G0, αG0) (7.12)
en particulier dimH1(Γ) = [G : H]− [G : G0]+1. Par exemple, si G0 = 1, alors G est cyclique engendre´
par g0, et Γ est un n-circuit, avec n = CardG. Par construction il y a dans Γ une seule orbite de
sommets, soit v l’un d’entre eux et soit G0 le stabilisateur de v. Si C0 est la composante repre´sente´e
par v, la donne´e de Hurwitz de´finie par l’action de G0 sur C0 est de la forme
ξ˜ = ξ + [H,χ] + [H,χ−1] ∈ R+(G0) (7.13)
L’hypothe`se de stabilite´ de l’action qui impose aux caracte`res locaux en v et g0v d’eˆtre oppose´s, ajoute
une contrainte sur χ, a` savoir χ(g−10 sg0) = χ
−1(s), (s ∈ H).
• Reste le cas ou` Γ contient une boucle; il est facile de voir que dans ce cas Γ n’a qu’un seul
sommet, et que toutes les areˆtes sont des boucles, i.e. Γ est une fleur a` m ≥ 1 pe´tales.
7.2.2. Reveˆtements ramifie´s de graphes (Bass [6])
Pour reconstruire le graphe Γ partant du quotient ∆, et d’une donne´e additionnelle a` de´finir, on
compense le fait que l’action de G n’est pas suppose´e libre, par une structure de graphe de groupes sur
le graphe quotient ∆ (the´orie de Bass-Serre: [6], et les re´fe´rences contenues dedans).
Rappelons qu’un graphe de groupes ∆ (tous les graphes sont finis), est la donne´e d’un graphe ∆,
tel qu’a` chaque sommet v (resp. a` chaque areˆte oriente´e e) est associe´ un groupe (fini) Gv, (resp. un
groupe He); si e pointe vers v, on a un morphisme injectif ∂
1
e : He → Gv, cette donne´e e´tant telle que
He = He. On pose ∂
0
e = ∂
1
e . On de´finit alors le groupe fondamental d’un graphe de groupes ∆ de la
manie`re suivante (loc.cit)
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De´finition 7.4. Soit F∆ le groupe libre de base l’ensemble des areˆtes oriente´es F∆; choisissons aussi
un arbre maximal T ⊂ ∆. Le groupe fondamental π1(∆;T ) est de´fini comme e´tant le quotient du
produit libre F∆ ⋆ (⋆vGv) par le sous-groupe distingue´ engendre´ par les relations
e = 1 si e ∈ T , ee = 1 (e ∈ Γ), et e∂1e (h)e = ∂
0
e (h) (e ∈ ∆, h ∈ He) (7.14)
Le groupe π1(∆;T ) ne de´pend pas, a` isomorphisme pre`s, du choix de T . On a la description
alternative suivante du groupe fondamental [6]; appelons chemin de ∆ une suite
γ = (g0, e1, g1, . . . , en, gn) (7.15)
ou` (e1, . . . , en) est une chemin ”ordinaire”, ai de´signant le sommet terminal de ei (donc aussi le sommet
initial de ei+1 si i < n), a0 e´tant le sommet initial de e1, on a gi ∈ Gai , (0 ≤ i ≤ n). Si a0 = an, γ est
un lacet en v = a0. Ceci e´tant, on forme le groupe des chemins
π(∆) = [(⋆vGv) ⋆ F∆] /R (7.16)
R de´signant le sous-groupe distingue´ engendre´ par les relations
ee = 1 (e ∈ ∆) , e∂1e(h)e = ∂
0
e (h) (e ∈ ∆, h ∈ He) (7.17)
Si γ est le chemin (7.15), on pose
|γ| = g0e1g1 . . . engn ∈ π(∆) (7.18)
Les e´le´ments (7.18), lorsque γ est un lacet en v = a0, forment un sous-groupe note´ π1(∆, v). On montre
alors [6] que la surjection π(∆) → π1(∆, T ), restreinte au sous-groupe π1(∆, v) est un isomorphisme
π1(∆, v) ∼= π1(∆, T ).
Formons ∆ = Γ/G le graphe quotient, et soit p : Γ → ∆ le morphisme quotient. On sait munir
∆ d’une structure de graphe de groupes, structure qui capture les informations sur l’action de G, i.e.
de´finissant sur ∆ une structure ”d’orbifold” [6]. Disons seulement, et cela sera suffisant pour la suite,
que si s est un sommet de ∆, alors le groupe Gs est essentiellement le stabilisateur d’un sommet v ∈ Γ
tel que p(v) = s; de´finition analogue pour He si e est une areˆte de ∆. La construction ne´cessite le choix
de sections de p au niveau des sommets et areˆtes. On notera dans la suite Γ//G le graphe ∆ muni de
la structure de graphe de groupes quotient. On a besoin du re´sultat suivant de Bass-Serre (Bass [6],
Theorem 3.6):
The´ore`me 7.5. Il existe une surjection naturelle ψ : π1(Γ//G) → G, appele´e morphisme de mon-
odromie, telle que kerψ ∼= π1(Γ) (groupe fondamental du graphe ordinaire quotient).
La de´finition de ψ mime la de´finition usuelle de l’action de monodromie. Noter que par simplicite´
on ne fait pas re´fe´rence aux sommets de base. Le the´ore`me 7.5 dit qu’on peut reconstruire le graphe Γ
muni de l’action de G, partant de la structure de graphe de groupes sur ∆ = Γ//G, et du morphisme
de monodromie, comme dans le cas classique. Le graphe Γ apparaˆıt comme le quotient du reveˆtement
universel de Γ//G par π1(Γ).
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De´finition 7.6. Sous les hypothe`ses pre´ce´dentes, notons D le sous-groupe distingue´ de G engendre´ par
les stabilisateurs des sommets (sous-groupe de de´composition) , et notons I le sous-groupe distingue´
engendre´ par les stabilisateurs des areˆtes (sous-groupe d’inertie).
On a donc I ⊳D ⊳G. On peut pre´ciser la structure du groupe fondamental ordinaire de ∆ = Γ/G,
comme suit:
Proposition 7.7. Il y a une surjection naturelle φ : π1(Γ/G)→ G/D, qui conduit a` une suite exacte
π1(Γ)→ π1(Γ/G)→ G/D→ 1 (7.19)
Preuve: De´finissons d’abord le morphisme φ. Soit a0 ∈ Γ un sommet, et posons a0 = p(a0). Si
γ = (e1, . . . , en) repre´sente un lacet de ∆ base´ en a0, on peut le relever en un lacet γ = (e1, . . . , en)
d’origine a0. Soit s le sommet terminal de l’areˆte en; alors p(s) = p(a0). Il y a donc g ∈ G tel que
s = ga0. On doit ve´rifier que la classe de g modulo D ne de´pend pas du rele`vement choisi. Soit en effet
(e′1, . . . , e
′
n) un autre choix de rele`vement; il y a g1 ∈ G, e
′
1 = g1e1. L’action de G e´tant sans inversion,
g1a0 = a0, donc g1 ∈ D. le rele`vement (e1, g1e′2, . . . , g1e
′
n) diffe`re de (e1, . . . , en) par au plus (n − 1)
areˆtes. Par une re´currence imme´diate, on peut supposer que si s′ est le sommet terminal de e′n, alors
pour le sommet terminal de g1e
′
n, on a g1s
′ ∈ gDa0. On en tire imme´diatement que s
′ ∈ gDa0, et
donc g et g′ sont dans la meˆme classe modulo D. Le morphisme φ assigne a` γ, la classe modulo D de
l’e´le´ment g ci-dessus. La ve´rification du fait que le morphisme φ est bien de´fini est e´vidente.
On sait par ailleurs que si R est le sous-groupe distingue´ de G engendre´ par les sous-groupes
Gs, s ∈ Γ//G, alors
π1(Γ//G)/R ∼= π1(Γ/G)
La construction montre qu’en fait φ co¨ıncide avec le morphisme de´duit de ψ par passage au quotient
par les groupes R et D respectivement. Cela a pour traduction un diagramme commutatif:
1 - π1(Γ) - π1(Γ//G)
ψ - G - 1
? ? ?
π1(Γ//G)/R
∼ - π1(Γ/G)
φ -G/D
(7.20)
De ce diagramme on tire un morphisme compose´ θ : π1(Γ)→ π1(Γ/G) qui n’est pas autre chose que le
morphisme canonique de´duit de p, et aussi l’e´galite´ ψ(R) = D. La conclusion vient alors imme´diatement
d’une chasse au diagramme.
Passant a` l’homologie, la suite exacte 7.20, donne imme´diatement comme corollaire:
Corollaire 7.8. Sous les hypothe`ses pre´ce´dentes, on a une suite exacte canonique:
H1(Γ,Z) −→ H1(Γ/G,Z) −→
(
G/D
)
ab
−→ 1. (7.21)
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7.3. Groupe de Picard et reveˆtements
7.3.1. Sous-groupes de de´composition et d’inertie
La proposition 7.2 admet une interpre´tation ge´ome´trique simple lorsque Γ est le graphe dual
(modulaire) d’une courbe pre´stable, sur laquelle le groupe G agit stablement. Soit C une telle courbe
(de´finie sur le corps alge´briquement clos k), de composantes irre´ductibles C1 . . . , Cs, de sorte que s
repre´sente le nombre d’areˆtes ge´ome´triques de Γ. Soit la normalisation C˜ =
⊔
i C˜i −→ C de C. On
conside`re C˜ comme munie de l’action induite de G; meˆme chose pour Γ. On note Gi le stabilisateur de
Ci; si p est un point double, on notera Gp son stabilisateur (cyclique). Soient comme dans la section
pre´ce´dente les sous-groupes distingue´s D et I (de de´composition et d’inertie). On notera pour simplifier
H1(Γ) le groupe H1(Γ,Z). Rappelons tout d’abord la description bien connue du groupe de Picard de
C; on le de´crit au moyen de la suite exacte
1 −→ H1(Γ)⊗ k∗ −→ Pic(C) −→ Pic(C˜) =
∏
i
Pic(C˜i) −→ 1 (7.21)
Conside´rons la courbe quotient D = C/G, qui est pre´stable, et soit π : C → D = C/G le morphisme
quotient. Une suite exacte analogue a` celle utilise´e pour de´crire Pic(C), applique´e a` Pic(C/G), conduit
a` un diagramme commutatif
1 - H1(Γ)⊗ k∗ - Pic(C) -
∏
i Pic(C˜i)
- 1
π∗
6
π∗
6 ∏
π∗i
6
1 -H1(Γ/G)⊗ k∗ - Pic(C/G) -
∏
i Pic(C˜i/Gi)
- 1
(7.22)
dans lequel les fle`ches verticales sont induites par les morphismes quotients respectifs, note´s π. On peut
noter que la fle`che verticale de gauche, c’est a` dire π∗, est celle qui de´rive du morphisme de graphes
π : Γ→ Γ/G.
On va pre´ciser le contenu du diagramme (7.22) en e´tudiant la suite exacte forme´e par les noyaux des
fle`ches verticales. Si A est un groupe fini, on notera Aˆ le groupe des caracte`res, soit Aˆ = Hom(A, k∗),
sous entendu que CardA est premier a` la caracte´ristique de k. Le re´sultat suivant est important pour
la suite:
The´ore`me 7.8. Le sous-groupe d’inertie de (C˜i, Gi) e´tant note´ Ii, la suite exacte des noyaux du
diagramme pre´ce´dent s’identifie canoniquement a`:
1 −→ Ĝ/D −→ Ĝ/I −→
∏
i
Ĝi/Ii (7.23)
Preuve: La preuve utilise la structure naturelle de G-faisceau supporte´e par π∗(OC) sur C/G.
Du fait de la pre´sence de points doubles (e´ventuels) avec un groupe d’isotropie non trivial, ce faisceau
n’est pas en ge´ne´ral localement libre, il est seulement de type fini et sans torsion. Cependant comme la
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ramification est mode´re´e, on a toujours une de´composition en facteurs isotypiques (voir §3.2): π∗(OC) =⊕
χ∈Irrep(G) Lχ⊗Vχ, Vχ de´signant l’espace supportant la repre´sentation irre´ductible χ, et Lχ e´tant un
faisceau sans torsion donne´ par
Lχ = π
G
∗
(
OC ⊗ Vˇχ
)
(7.24)
Analysons plus en de´tail cette de´composition au voisinage d’un point double q = π(p) de D = C/G, le
point double p e´tant de stabilisateur H. Apre`s localisation, et comple´tion, on est amene´ a` de´composer
π∗(ÔC)q en tant que
(
ÔD,q, G
)
- module. La de´composition suivante est imme´diate:
π∗(ÔC)q ∼= Ind
G
H
(
ÔC,p
)
(7.25)
On est de la sorte ramene´ a` supposer que ÔC,p = k[[x, y]]/(xy), et que l’action sur les deux branches
d’un ge´ne´rateur σ ∈ H de H, soit re´duite a` la forme usuelle, σ(x) = ζx , σ(y) = ζ−1y, pour une certaine
racine de l’unite´ d’ordre e = CardH. Ainsi, si on pose u = xe , v = ye, on a ÔD,q = k[[u, v]]/(uv). La
de´composition cherche´e est alors totalement explicite
ÔC,p ∼= ÔD,q
⊕( e−1⊕
j=1
(xj, ye−j)
˜̂OD,q
)
(7.26)
ou` le symbole tilde de´signe la normalisation. Notons µj la repre´sentation de degre´ un de caracte`re
µj(σ) = ζ
j , de sorte que la de´composition (7.26) e´quivaut a`
ÔC,p ∼= ÔD,q
⊕( e−1⊕
j=1
µj ⊗
˜̂OD,q
)
(7.27)
Cela donne finalement
π∗(ÔC)q ∼= ÔD,q ⊗ Ind
G
H(1H)
⊕( e−1⊕
j=1
˜̂OD,q ⊗ IndGH(µj)
)
(7.28)
De cette de´composition on extrait le fait que le facteur Lχ est sans torsion de rang e´gal au degre´
de χ. Par re´ciprocite´ de Frobenius un caracte`re irre´ductible de G apparaˆıt dans IndGH(µj) que si la
restriction de χ a` H contient µj. On voit ainsi que Lχ est localement libre en q = π(p) si et seulement si
la restriction de χ a` H est le caracte`re trivial.15 En particulier, Lχ est localement libre si et seulement
si χ est non ramifie´, signifiant par de´finition χ(I) = 1, i.e. χ est trivial sur le sous-groupe d’inertie.
Pour terminer la preuve, on montre d’abord que le noyau de π∗ : Pic(C/G) −→ Pic(C) s’identifie
canoniquement a` Ĝ/I. C’est un fait bien connu, du moins dans le cas lisse. Adaptons la de´monstration
aux conditions de la pre´sente situation. Soit L un e´le´ment du noyau, de sorte que π∗(L) ∼= OC de´finit
une G-line´arisation de OC . La courbe C e´tant re´duite et connexe, une telle line´arisation est de´finie par
un caracte`re χ de G. Soit alors OC(χ), le faisceau structural de C, ainsi G-line´arise´. On a sous ces
conditions
L ∼= πG∗ π
∗(L) ∼= π∗ (OC(χ)) = Lχ
15
La de´composition 7.28 montre en fait que (Lχ)q ∼= Ô
r
D,q ⊕ (
˜̂
OD,q)
s
, avec r = 〈1, χ〉H .
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Noter qu’alors χ est non ramifie´. Inversement, si χ est un tel caracte`re, on a un morphisme canonique
π∗(Lχ) → OC , entre faisceaux inversibles qui est un isomorphisme sur un ouvert dense, donc un
isomorphisme. Cela prouve que le facteur isotypique Lχ de la de´composition (7.23), dans le cas ou`
c’est un faisceau inversible, c’est a` dire si χ est non ramifie´, est dans le noyau de π∗. L’identification
cherche´e est sous une forme explicite χ ∈ Ĝ/I  Lχ. Le meˆme argument applique´ aux composantes
C˜i de la normalisation donne
kerπ∗ : Pic
(
C˜i/Gi
)
−→ Pic(C˜i) ∼= Ĝi/Ii (7.29)
Le re´sultat de´coule alors, apre`s identification, de la suite exacte des noyaux.
Corollaire 7.9. Le facteur isotypique Lχ de la de´composition (7.23) est localement libre (de rang e´gal
au degre´ de χ) si et seulement si χ est non ramifie´, soit χ(I) = 1.
Remarque 7.4 Le corollaire pre´ce´dent apporte une re´ponse e´quivalente a` l’alternative qu’on
rencontre usuellement lorsque dans une compactification, un faisceau inversible de´ge´ne`re lors d’une
spe´cialisation en un point du bord. Pour comparaison avec l’e´tude du bord de l’espace modulaire des
courbes a` spin, proble`me au paralle´lisme frappant, la correspondance avec la terminologie employe´e par
Jarvis [42],[43] est
χ est
{
non ramifie´ si χ est R-R (Ramond-Ramond)
ramifie´ si χ est N-S (Neveu-Schwarz)
♦
7.3.2. Faisceaux sans torsion de rang un et reveˆtements stables
Soit p : D → S une courbe pre´stable. Un faisceau cohe´rent E sur D est dit sans torsion de
rang n, relativement a` S, si E est plat sur S, et si sur chaque fibre Ds, le faisceau induit Es est sans
torsion de rang n. En particulier E est localement libre sur l’ouvert de lissite´ de p. Un the´ore`me de
Faltings ([31] Theorem 3.5, voir aussi [43]) pre´cise la structure locale de E en un point singulier, point
en lequel E n’est pas libre. Pour de´crire le re´sultat on peut choisir des coordonne´es locales le long des
branches, et supposer que E est un module sans torsion de rang n sur l’anneau local noetherien complet
A = R[[x, y]]/(xy − π), ou` R = Oˆs et π ∈MR. Si A = A⊗ k, alors on sait que
E ⊗ k ∼= A
r
⊕ ˜A
s
(r + s = n) (7.30)
Comme indique´ dans [31], on peut se limiter au cas n = s. La construction d’une de´formation verselle
de
˜
A
n
est comme suit. Noter que seul le cas n = 1 sera en fait utilise´. Supposons que P,Q ∈ Mn(R)
sont deux matrices n×n, telles que P.Q = Q.P = π1n. De´finissons deux matrices 2n×2n, a` coefficients
dans A, par
Φ =
(
x.1 P
Q y.1
)
, Ψ =
(
y.1 −P
−Q x.1
)
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Alors ΦΨ = ΨΦ = 0, et E(P,Q) = kerΨ = ImΦ est sans torsion de rang n, de re´duction
˜
A
n
.
Re´ciproquement, tout module sans torsion de rang n, de re´duction
˜
A
n
, est isomorphe a` un E(P,Q).
On peut prouver (loc.cit) que si P ≡ Q ≡ 0 (mod M)R, alors le couple (P,Q) est de´termine´ a` la
transformation pre`s
P ′ = UPV −1, Q′ = V QU−1 (U, V ∈ GLn(R))
Revenons a` un G-reveˆtement galoisien stable π : C → D au-dessus de la base S = Spec(R), l’anneau
R e´tant local noethe´rien complet. Soit P ∈ C un point double de la fibre spe´ciale, et soit Q = π(P ). Il
s’agit de de´crire selon les termes de la construction de Faltings, le module sans torsion E = ̂(π∗(OC))Q,
de rang n = |G|. Soient x, y des coordonne´es locales le long des branches en P , telles qu’un ge´ne´rateur
τ du stabilisateur H de P agisse par τ(x) = ζx, τ(y) = ζ−1y, pour une certaine racine e-ie`me de l’unite´.
On peut supposer que A = ÔCP = R[[x, y]]/(xy − π) (π ∈ MR), en conse´quence B = A
H = ÔDQ =
R[[u, v]]/(uv − πe), avec u = xe, v = ye. Un e´le´ment ξ ∈ A admet une e´criture unique de la forme
ξ = f(x) + g(y), f(x) ∈ R[[x]], g(y) ∈ yR[[y]]
Il est facile de voir que le facteur isotypique de caracte`re ζα de A, est le sous B-module Lα forme´ par
les e´le´ments de la forme
xαf(u) + ye−αg(v), (f ∈ R[[u]], g ∈ R[[v]])
Il est aise´ d’identifier ce module; on note dans la suite β = e− α.
Lemme 7.10. Le module Lα est le conoyau de l’application B
2 → B2 de´finie par la matrice Φ =(
u πα
πβ v
)
; il est en particulier sans torsion de rang un, et Lα ∼= E(πα, πβ).
Preuve: Soit l’application Ψ : B2 → A de´finie par la matrice ( yβ ,−xα ). On a clairement
Ψ.Φ = 0. Montrons que kerψ = ImΦ. Soit (f, g) ∈ B2 tel que yβf − xαg = 0. Ecrivons f et g sous la
forme {
f = f+(u) + a0 + f−(v)
g = g+(u) + b0 + g−(v)
les se´ries f+, f−, g+, g− e´tant sans terme constant, et a0, b0 ∈ R. Un calcul e´le´mentaire montre que
l’e´quation yβf − xαg = 0 implique les deux e´galite´s:{
g+(u) =
πβ
u f+(u)− b0
f−(v) =
πα
v g−(v)− a0
En posant φ(u) = f+(u)u , ψ(v) =
g−(v)
v , on obtient bien que(
f
g
)
=
(
u πα
πβ v
)(
φ(u)
ψ(v)
)
En utilisant les notations de dessus notons que
ÔC,P = ÔD,Q
⊕(e−1⊕
α=1
E(πα, πβ)⊗Wα
)
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ou` Wα de´signe la repre´sentation de degre´ un de H telle que τ ∈ H agisse par la multiplication par ζα.
D’ou` par induction de H a` G
π̂∗(OC)Q = ÔD,Q ⊗ Ind
G
H(1)
⊕(e−1⊕
α=1
E(πα, πβ)⊗ IndGH(Wα)
)
(7.31)
Soit pour tout caracte`re irre´ductible χ de G, nα,χ la multiplicite´ de Wα dans la restriction de χ a` H.
Le facteur isotypique Lχ admet finalement la structure suivante en le point double Q ∈ D:
Proposition 7.11. La structure du module sans torsion (L̂χ)Q est donne´e par:
(L̂χ)Q ∼=
e−1⊕
α=0
E(πα, πβ)nα,χ (7.32)
On notera que la situation correspond a` une matrice P diagonale. Le cas G abe´lien sera de´taille´
dans le paragraphe 8. Le fait que les faisceaux Lχ peuvent eˆtre sans torsion de rang un, non inversibles,
peut eˆtre contourne´ par la construction suivante, inspire´e par la proce´dure de stabilisation de Knudsen
[48] (voir aussi Jarvis [44] §3.1.2). Soit une courbe pre´stable D → S, et soit L un OD-module sans
torsion de rang un relativement a` S. Soit le D-sche´ma
ρ : D˜ = Proj (Sym•(L)→ D (7.33)
Si L est localement libre, alors D˜ = D. Si L n’est que sans torsion de rang un de lieu singulier Sing(L),
alors le faisceau inversible OD˜(1) sur D˜ re´soud les singularite´s de L dans le sens suivant (Jarvis [44]):
Proposition 7.12. Le sche´ma D˜ est une S-courbe pre´stable.
i) On a ρ∗(OD˜) = OD et ρ∗(OD˜(1)) = L.
ii) Si j > 0 et n ≥ 0, Rjρ∗(O(n)) = 0.
iii) La formation de D˜ ainsi que de ρ∗(OD˜(1)) commute a` tout changement de base. De plus ωD˜/S =
ρ∗(ωD/S), de sorte que la restriction de ωD˜/S a` toute composante exceptionnelle est triviale.
Preuve: La preuve est contenue dans les re´fe´rences pre´ce´dentes, particulie`rement [44], Lemma
3.1.4, [48], Theorem 2.4.
Il est clair que dans cette construction le morphisme ρ est un isomorphisme en dehors du lieu
singulier de L. Il est utile d’avoir une description explicite de D˜ au voisinage d’un point singulier
de L. Soit Q ∈ Ds un tel point, et remplac¸ons D par SpecOˆD,Q et L par LˆD. On suppose que
OˆD,Q = Oˆs[[x, y]]/(xy − π) et que LˆD = E(p, q) avec pq = π, p, q ∈ Mˆs. Du fait de la pre´sentation
Oˆ2D,Q
(
y −p
−q x
)
−→ Oˆ2D,Q −→ E(p, q) −→ 0 (7.34)
on a localement en Q
Sym•Q(E(p, q) = OˆQ[ξ, v]/(yξ − qv,−pξ + xv)
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En particulier D˜ ⊂ P1 ×D est le sous-sche´ma d’e´quations yξ − qv = −pξ + xv = 0. La fibre au-dessus
du point Q est E = P1. Noter que les deux branches du point double Q ont des transforme´es strictes
disjointes. Elles coupent E en deux points qui sont des points doubles de la fibre de D˜, d’e´quations
respectives ys = q et xt = p. Le morphisme ρ est donc une contraction au sens de Knudsen16, D est la
stabilisation de D˜. Il en de´coule aise´ment la relation ωD˜/S = ρ
∗(ωD/S) ([48], Cor 1.5), en particulier
la trivialite´ de ωD˜/S sur chaque composante exceptionnelle, ce qui est ailleurs clair directement. La
de´singularisation de L ainsi construite est unique a` un isomorphisme pre`s [44].
7.4. Stratification canonique du bord
Une proprie´te´ appre´ciable de Mg,n est que le bord admet une stratification naturelle par le type
combinatoire d’une courbe stable marque´e (resp. pique´e) ([53] § 2.7). Fixons un graphe modulaire Γ
de genre g, avec n pattes (De´finition 7.1). Pour fixer les ide´es on suppose le graphe marque´, les pattes
sont alors nume´rote´es de 1 a` n. Soit pour tout sommet v ∈ V , hv (resp. lv) le nombre de pattes (resp.
d’areˆtes) incidentes en v. On de´finit un morphisme
βΓ :
∏
v∈V
Mgv,hv+lv −→Mg,n (7.35)
de la manie`re suivante. On commence par nume´roter l’ensemble V , donc V = {v1, · · · , vc}, et pour tout
sommet v = vi, e
v
1, . . . , e
v
lv
les areˆtes d’origine v. Noter que le graphe e´tant marque´, les pattes incidentes
a` v sont ordonne´es par l’ordre induit de [1, n], soit pv1, . . . , p
v
hv
cette liste ordonne´e. La donne´e d’un
objet ((Ci, x
i
1, . . . x
i
hi+li
)vi∈V ) au-dessus de la base S de
∏
v∈V Mgv,hv+lv peut s’interpreter comme un
”plongement”, ou re´alisation de F l(Γ):
ı : F l(Γ) →֒
⊔
v∈V
Cv =
⊔
vi∈V
Ci (7.36)
Cela signifie que ı identifie les areˆtes de Γ avec l’ensemble des points spe´ciaux de la somme disjointe⊔
v∈V Cv. Par convention les pattes d’origine v ont pour images (ordonne´es) x
v
1, . . . , x
v
hv
, et les areˆtes
d’origine v, ont pour images (ordonne´es) xvhv+1, . . . , x
v
hv+lv
. Re´ciproquement un plongement (7.36)
conduit a` un objet de
∏
vi∈V
Mgv,hv+lv . Par identification des sections x
v
i , x
w
j qui correspondent
a` un couple d’areˆtes oppose´es (clutching morphism 17 de Knudsen [47]), on forme la courbe C =
16
C’est une contraction particulie`re car les courbes exceptionnelles sont relie´es a` deux autres composantes, et donc se con-
tractent en un point double. La fibre au-dessus d’un point singulier de L est donc de la forme E1 ∪ E ∪ E2, E e´tant la
composante exceptionnelle, et E1 ∩E = p, E2 ∩E = q. Il est clair que le faisceau dualisant a une restriction a` E triviale.
17
Rappelons la de´finition de l’ope´ration de recollement (clutching morphism) le long d’une paire de sections (Knudsen [48],
Manin [53] chapter 5). La construction se re´sume par le re´sultat suivant:
Soit C′ une courbe pre´stable de base S, dont on ne suppose pas a` priori les fibres ge´ome´triques connexes. Soient deux sections
s1, s2 : S → C
′
, dont les images sont forme´es de points non singuliers le long des fibres. Il existe une courbe pre´stable C′,
un morphisme fini p : C → C′ tel que ps1 = ps2, le couple (C
′, p) e´tant universel en un sens e´vident. En particulier, il est
de´fini a` un isomorphisme canonique pre`s. Une fibre ge´ome´trique e´tant donne´e, si la fibre image de C′ est connexe, deux cas se
pre´sentent:
• La fibre est irre´ductible, dans ce cas on cre´e dans la fibre correspondante de C′ une boucle, on a: g′ = g + 1.
• La fibre de C est somme disjointe de deux courbes connexes C1 et C2, avec si ∈ Ci(i = 1, 2). Dans ce cas la fibre
(connexe) de C′ a pour genre g′ = g1 + g2.
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⊔
v∈V Cv/Γ ∈ Mg,n(S). Observer qu’il en de´coule une identification bien de´finie Γ = Γ(C). On note
aussi qu’il y a une action e´vidente (a` droite) de Aut(Γ) (en fait de Aut(F l(Γ))) sur de tels plongements,
i.e. σ.({Cv}v, ı) = ({Cv}, ı.σ). Alors le morphisme βΓ est un Aut(Γ)-torseur (dans le sens de la section
6.1) sur son image 18 Mg,n(Γ); qui est en conse´quence le quotient∏
v∈V
Mgv,hv+lv/Aut(Γ) (7.37)
Soit maintenant (Γ, G) un graphe modulaire de Hurwitz (De´finition 7.2). On conside`re le sous champ
localement ferme´ Hg,G,ξ(Γ) de Hg,G,ξ, dont les objets sont les G-courbes stables de type combinatoire
fixe´ Γ, i.e. dont les fibres ge´ome´triques sont de type Γ. Si Γ = ∅,Hg,G,ξ(Γ) = Hg,G,ξ. Les sous-champs
(resp. sous-sche´mas) localement ferme´s Hg,G,ξ(Γ) (resp. les espaces de modules grossiers Hg,G,ξ(Γ))
forment une stratification de Hg,G,ξ (resp. Hg,G,ξ), analogue a` stratification de Mg,n par le type
combinatoire des courbes stables marque´es [53]. On a la de´composition
Hg,G,ξ =
⊔
Γ
Hg,G,ξ(Γ) (7.38)
Le morphisme ”discriminant”, associant a` un reveˆtement sa base marque´e par les points de branchement
δ : Hg,G,ξ −→Mg′,b est visiblement compatible aux stratifications, ce qu’on peut traduire par le fait que
δ induit un morphisme Hg,G,ξ(Γ)→Mg′,b(∆), ∆ = Γ/G. D’une autre manie`re, si r est le nombre de
points de branchement, soit le morphisme (oubli de l’action de G) ı : Hg,G,ξ →Mg,r. On a clairement
Hg,G,ξ(Γ) = ı−1 (Mg,r(Γ)) Dans le terme de droite, Γ est le graphe modulaire, alle´ge´ de la donne´e de
Hurwitz.
Avant de pre´ciser la structure de la strate Hg,G,ξ(Γ) des reveˆtements de type combinatoire Γ,
revenons a` un graphe modulaire de Hurwitz Γ (De´finition 7.2). Soit v ∈ Γ un sommet et notons st(v)
l’e´toile de v. Les areˆtes e´le´ments de st(v), de´core´es par l’holonomie (H,χ), sont de deux sortes. D’une
part les areˆtes oriente´es d’origine un sommet v et d’extre´mite´ w, v = w e´tant possible (boucle), et
d’autre part les areˆtes monovalentes correspondantes aux pattes issues de v. Faisons tout d’abord le
choix d’un syste`me de repre´sentants v1, . . . , vk pour l’action de G sur V, ensemble des sommets de Γ,
i.e une section de V → V/G. Soit Gi le stabilisateur de vi, et notons st i = Ei
⊔
Li l’e´toile de vi, union
de l’ensemble Ei des areˆtes (de´core´es) issues de vi et de l’ensemble Li des pattes d’origine vi. Du point
de vue des G-ensembles, on a si A = L
⊔
E
L =
⋃
i
IndGGi Li, E =
⋃
i
G×Gi Ei
Pour avoir l’analogue e´quivariant de (7.37), il nous faut un plongement e´quivariant F l(Γ) dans ce qui
remplace le second membre de (7.36), c’est a` dire
C˜ =
⊔
1≤i≤k
IndGGiCi
18
Le morphisme βΓ est fini, en particulier repre´sentable [48], de sorte que son image, en tant que sous champ ferme´ de
Mg,n est de´finie.
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Comme seules les orbites de points spe´ciaux sont indexe´es, il est nous faut ce stade choisir un marquage
plus strict pour un reveˆtement galoisien.
Outre un syste`me de repre´sentants des sommets, on va choisir pour chaque classe de conjugai-
son d’holonomie de´corant une Gi-orbite de pattes ou areˆtes d’origine vi, un repre´sentant d’holonomie
(Hi,α, χi,α) pour les areˆtes, et (Hi,λ, χi,λ) pour les orbites de pattes. Ceci e´tant, on fait ensuite le choix
d’un point ei,α (resp. li,λ) dans chaque orbite d’areˆtes qui a pour holonomie le repre´sentant choisi.
D’une autre manie`re on se donne des sections de Ei → Ei/Gi, Li → Li/Gi avec holonomie prescrite.
Soit maintenant un reveˆtement π : C → D de type combinatoire Γ, et C˜ =
⊔
v C˜v la normalisation
de C. La composante C˜v munie de l’action du stabilisateur Gv a pour donne´e de Hurwitz
ξ˜v = ξv + ηv (7.39)
ou` ξv repre´sente la contribution des points de ramification de C, et ηv est la contribution des areˆtes
oriente´es d’origine v, branches des points doubles. Ceci nous conduit a` voir C˜v comme un objet de
Hgv,Gv,ξv,ηv champ classifiant les courbes de genre gv, munies d’une action de Gv de donne´e de Hurwitz
ξ˜v = ξv + ηv. Dans cette de´finition les courbes sont marque´es par un diviseur Gv- invariant, ce qui
signifie que seules les Gv-orbites de points spe´ciaux sont nume´rote´es.
Avec la normalisation fixe´e sur le graphe modulaire de Hurwitz Γ, soit un objet Ci ∈ Hgvi ,Gvi ,ξvi ,ηvi .
Sur cette courbe, seules les orbites de points speciaux sont nume´rote´es. Pour tout i, et dans chaque
orbite de tels points, on fait comme pour le graphe le choix d’un point xi,α (resp. yi,λ) dans chaque
Gi-orbite, dont l’holonomie est celle se´lectionne´e. On a donc pour 1 ≤ α ≤ hi, xi,α d’holonomie
(Hi,α, χi,α), et si 1 ≤ λ ≤ li le point xi,hi+λ = yi,λ d’holonomie (Hi,λ, χi,λ). Notons alors pour tout
1 ≤ i ≤ k, H∗gvi ,Gvi ,ξvi ,ηvi
le champ de Hurwitz modifie´, re´sultat de ce marquage plus strict. Noter que
l’oubli de ce choix supple´mentaire conduit a` un morphisme
H∗gvi ,Gvi ,ξvi ,ηvi →Hgvi ,Gvi ,ξvi ,ηvi
de degre´
∏
α,λ |ZGi(Hi,α)/Hi,α||ZGi(Hi,λ)/Hi,λ| (ZG(H) est le centralisateur de H dans G). Ce mor-
phisme est le quotient par un produit de groupes syme´triques convenables.
On de´finit de meˆme le champ H∗g,G,ξ(Γ), avec le morphisme H
∗
g,G,ξ(Γ) → H
∗
g,G,ξ(Γ) de degre´∏
i,λ |ZGi(Hi,λ)/Hi,λ|. On peut formuler l’analogue de (7.37):
Proposition 7.13. Il y a un morphisme naturel ξΓ :
∏k
i=1 H
∗
gvi ,Gvi ,ξvi ,ηvi
−→ H∗g,G,ξ(Γ) qui identifie
le terme de droite au quotient de la source par le groupe AutG(Γ). Ce morphisme s’inse`re dans un
diagramme
k∏
i=1
Hgvi ,Gvi ,ξvi ,ηvi ←−
k∏
i=1
H∗gvi ,Gvi ,ξvi ,ηvi
ξΓ
−→ H∗g,G,ξ(Γ) −→ Hg,G,ξ(Γ) (7.40)
Preuve: Il faut tout d’abord de´finir le morphisme ξΓ. Cela revient a` pre´ciser la proce´dure
d’identification des branches par paires. Cette proce´dure doit eˆtre G-e´quivariante. Elle revient comme
dans le cas G = 1, a` plonger de manie`re e´quivariante l’ensemble F l(Γ) sur l’ensemble correspondant
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des points spe´ciaux de
⊔
i Ind
G
Gvi
(Ci), puis a` transporter l’involution canonique. Il est clair que les
bijections entre points se´lectionne´s s’e´tendent en un plongement G-e´quivariant
F l(Γ) →֒ C˜ =
⊔
i
IndGGvi
(Ci)
typiquement gei,α → gxi,α . On peut alors transporter l’involution τ : a→ a sur l’image dans le terme
de droite, donnant de la sorte un proce´de´ d’identification par paires des points distingue´s de C˜. Par
recollement le long de ces paires de sections, on obtient une G-courbe stable marque´e connexe de donne´e
de ramification ξ. De manie`re plus concise on peut e´crire:
C =
∨
i
IndGGvi
(Ci) ∈ Hg,G,ξ(Γ) (7.41)
On pose alors ξΓ({Ci}) = C. Cette construction de´finit le foncteur ξΓ. Le reste est conse´quence des
remarques qui pre´ce`dent l’e´nonce´.
Notons que la codimension de Hg,G,ξ(Γ) est Card FΓ/G, et que la construction est de´finie en fait
au niveau des champs compactifie´s.
Les reveˆtements sont marque´s par les points de branchement re´els ou virtuels. Supposons que la
donne´e de ramification ξ soit telle que l’un des sous-groupe Hi soit trivial, par exemple Hb+1 = 1,
signifiant que le point marque´ Qb+1 n’est pas un point de branchement au sens strict. On a donc avec
les notations du §2, ξ = ξ′ + [1]. Par contraction (stabilisation) on peut effacer ce point.
Proposition 7.14. L’effacement du point de ”branchement” d’indice b + 1 de´finit un morphisme de
champs ρ : Hg,G,ξ −→ Hg,G,ξ′ .
Preuve: Soit un reveˆtement stable π : C → D de base S. L’oubli du point de branchement
Qb+1, suivi d’une stabilisation, donne un morphisme ψ : D → D
′. Soit d’autre part l’oubli suivi d’une
stabilisation des points de l’orbite re´gulie` re π−1(Qb+1), conduisant a` un morphisme φ : C → C
′. Par
le caracte` re universel de cette ope´ration, l’action de G se descend a` C′, et le morphisme ψπ factorise
par C′. Soit π′ : C′ → D′ cette factorisation. Le morphisme π′ factorise en C′ → C′/G → D′
et ψ en D = C/G → C′/G → D′. Comme la courbe C′/G est stable marque´e par les images des
points Q1, · · · , Qb, il y a un morphisme D′ → C′/G qui est clairement l’inverse de C′/G → D′. Donc
D′ = C′/G. Le morphisme ρ est ainsi donne´ par ρ(C → D) = (C′ → D′).
On reprend les notations et hypothe`ses de la section 7.2.1. Conside´rons donc Gi ⊂ G (i = 1, 2)
deux sous-groupes, et un sous-groupe cyclique H ⊂ G1 ∩G2. Soit des donne´es de ramification
ξ∗1 = ξ1 + [H,χ] ∈ R+(G1), ξ
∗
2 = ξ2 + [H,χ
−1] ∈ R+(G2)
Posons ξ = IndGG1ξ1 + Ind
G
G2
ξ2 ∈ R+(G). Par recollement le long de deux sections, on obtient:
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Proposition 7.15. Il existe un morphisme de recollement le long de deux sections d’holonomie op-
pose´es:
ρ : Hg1,G1,ξ∗1 ×Hg2,G2,ξ∗2 → Hg1+g2,G,ξ (7.42)
Si G = G1 = G2, et si ξ
∗ = ξ+[H,χ]+[H,χ−1] (Harbater-Mumford), par recollement des deux sections,
on a le morphisme analogue ρ : Hg−1,G,ξ∗ → Hg,G,ξ.
Preuve: Soit Ci → Di (i = 1, 2) un point du terme de gauche, et soient Qi ∈ Di les points de
branchement d’holonomie [H,χ1 = χ] et [H,χ2 = χ
−1]. Soit Pi ∈ Ci un point d’holonomie exacte
(H,χi). Par identification des paires de points (gP1, gP2), on donne un sens au reveˆtement
C = IndGG1C1
∨
IndGG2C2 → D = D1
∨
D2 (7.43)
Cette construction est bien de´finie a` isomorphisme unique pre`s. Elle de´finit le morphisme cherche´. Une
construction similaire fonctionne dans le cas d’une donne´e de ramification du type Harbater-Mumford
ξ∗ = ξ + [H,χ] + [H,χ−1], et donne le second morphisme.
Soit le morphisme discriminant δ : Hg,G,ξ →Mg′,b. C’est un reveˆtement entre champs de Deligne-
Mumford, dont a peut pre´ciser le diviseur de ramification. Le re´sultat est une simple traduction de la
proposition 6.28.
Proposition 7.16. Le diviseur de ramification du discriminant est
R =
∑
∆=NS
(|H| − 1)∆ (7.44)
la somme e´tant e´tendue aux composantes NS du bord, donc celles telles que H 6= 1.
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7.5. Type topologique d’un point du bord
Dans cette section k = C. Soient H1, . . . , Hh(ξ) les composantes irre´ductibles de Hg,G,ξ , h(ξ) e´tant
le nombre de Nielsen (De´finition 2.4). Le sche´ma des modules compactifie´ est somme disjointe des
”compactifications” Hα, (α = 1, . . . , h(ξ)) (§6, Proposition 6.2). Si C → D repre´sente un point du
bord, on peut le´gitimement chercher a` quelle composante ce point appartient, c’est a` dire trouver un
proce´de´ pour lire sur C → D le nom de la composante a` laquelle le point est rattache´. Si C est lisse,
le type topologique qui fixe la composante a` laquelle ce point appartient, est entie`rement donne´ par
le morphisme de monodromie ψ : π1(D − β) → G (Proposition 2.2). En fait une re´ponse similaire
peut eˆtre donne´e dans le cas singulier. Elle de´coule directement des re´sultats de [5]. Supposons donc
la courbe C singulie`re, et conside´rons la de´formation universelle e´quivariante, ici prise dans un sens
analytique
π : C −→ D3g
′−3+b, (D = {z ∈ C, |z| < 1}) (7.45)
avec par conse´quent un isomorphisme (e´quivariant) π−1(0) = C. Si t ∈ D est en dehors du discriminant,
la fibre Ct est non-singulie`re, et indique donc le type topologique de la composante qui contient C. En
fait, et c’est le point que nous allons retenir, le type topologique peut eˆtre lu directement sur C. La
raison est que le morphisme de monodromie associe´ a` la fibre ge´ne´rale Ct, peut eˆtre construit directement
a` partir de donne´es lisibles sur C. C’est essentiellement le re´sultat de ([5], thm 2.1), appele´ the´ore`me de
Seifert-van Kampen. Il est ne´cessaire dans un tel e´nonce´ de remplacer le groupe fondamental ordinaire
par le groupe fondamental d’un graphe de groupes.
Re´sumons la construction de ([5], §2.5). Soit Γ le graphe modulaire de´fini par C, et ∆ = Γ/G le
graphe quotient. Il y a sur ∆ une structure de graphe de groupes plus riche que celle utilise´e dans la
section 7.2 qui permet de reconstruire non seulement Γ mais C (loc.cit. De´finition 2.9).
Notons par Sv, (v ∈ ∆) les composantes irre´ductibles normalise´es de D = C/G, et notons Dv ⊂ Sv
les points qui ont pour images dans D un point double, donc les origines des branches. Notons aussi
βv l’ensemble des points marque´s porte´s par la composante Sv. Ces points contiennent donc l’ensemble
des points de ramification. On note alors πv = π1(Sv − (βv ∪ Dv), ∗v) le groupe fondamental de la
courbe Sv prive´e des points exceptionnels, relativement a` un point de base ∗v. La structure de graphe
de groupes porte´e par ∆ est de´finie ainsi: tout d’abord, on associe a` v le groupe πv. Soit (e, e) une
areˆte qui pointe vers v, et e pointant vers w. On pose alors He = He = Z, en fixant un ge´ne´rateur
privile´gie´ te tel que te + te = 0. On de´finit ensuite
∂0e (1) = α(e) , ∂
1
e (1) = α(e)
expression dans laquelle on note α(e) et α(e), des lacets de ”pointe” autour des origines pv et pw des
branches de´finies par le point double a. La classe de conjugaison d’un tel lacet de pointe est bien de´finie,
ce qui assure que le graphe de groupes est bien de´fini a` isomorphisme pre`s. Notons ∆π ce graphe de
groupes pour e´viter toute confusion avec la de´finition de la section 7.2. Rappelons le re´sultat ([5],
the´ore`me 2.1), de spe´cialisation du groupe fondamental:
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Proposition 7.17. Le groupe fondamental π1(∆π) du graphe de groupes ∆π est isomorphe au groupe
fondamental d’une fibre ge´ne´rique Ct de la de´formation universelle de C; en outre on peut choisir
l’isomorphisme de sorte qu’il pre´serve les classes de lacets autour des piquˆres.
La preuve de la Proposition 7.17 pour laquelle on re´fe`re a` [5], fournit en outre un algorithme pour
expliciter un syste`me de ge´ne´rateurs canoniques de ”groupe de surface” pour le groupe fondamental.
Pour lire directement sur le reveˆtement π : C → D, le nom de la composante qui contient de point du
bord, on voit qu’il suffit de pouvoir reconstruire le morphisme de monodromie, au niveau de D, donc
sous la forme
ψ : π1(∆π) −→ G (7.45)
les images des lacets autour des piquˆres e´tant soumises aux contraintes impose´es par la donne´e de
ramification (§2.4). En re´sume´:
Proposition 7.18. La correspondance explicite´e dans le lemme 2.1 reste valable en les points du bord
de l’espace de Hurwitz. De manie`re pre´cise, le morphisme de monodromie (7.41) permet de reconstruire
le reveˆtement π : C → D. La classe double (voir 2.10) de´finit le type topologique, i.e. le nom de la
composante du sche´ma de Hurwitz qui contient π : C → D.
Preuve: La donne´e de ψ nous permet de contruire le reveˆtement π : C → D. En bref, la
restriction de ψ a` πv donne un G-reveˆtement (non connexe peut eˆtre) Cv → D. Sur la courbe Cv il y a
une collection d’orbites exceptionnelles (les origines des branches) qui autorisent que l’on recolle les Cv
pour obtenir C. Noter que d’une autre manie`re on re´cupe`re le graphe de groupes de la proposition 7.3,
et donc Γ. On prend pour Gv (resp. Ha) l’image par ψ de πv (resp. Ha). utilise alors le the´ore`me 7.1
(the´ore`me de Bass [6]). Ensuite, c’est a` quelques de´tails pre`s la re´pe´tition de la construction utilise´e
dans la proposition 7.3.
8. Structures de niveau sur les courbes stables .
Dans cette section on revisite le champ compactifie´ des courbes de genre g (fixe´) e´quipe´es d’une
structure de niveau G. Le langage des champs de Hurwitz permet donner une de´finition directe du
champ Mg(G) classifiant les courbes stables de genre g, munies d’une structure de niveau G. En
corollaire on obtient une interpre´tation modulaire claire de ses points y compris au bord. Le champ
Mg(G) bien que distinct du champ GMg construit par Deligne-Mumford [18],[19] a le meˆme espace
des modules grossiers. Le premier qui est lisse est la de´singularisation du second. Cette section pre´cise
la section 7 de [61].
La de´finition classique d’une structure de niveau sur une courbe lisse, de´finie par le groupe fini G,
ne s’e´tend pas de manie`re directe au cas singulier (Brylinski [14], voir aussi [20], et Oort-Van Geemen
[36]). Cela explique pourquoi la compactification ”naturelle” GMg de Deligne-Mumford n’est pas de´finie
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comme l’espace des modules grossiers attache´ a` un foncteur contravariant naturel de´fini sur la cate´gorie
des courbes stables. Cela sugge`re qu’il peut eˆtre utile d’attribuer une interpre´tation modulaire aux
points du bord. C’est l’objectif de la pre´sente section. On va observer queMg(G) est ”essentiellement”
le champ des G-reveˆtements principaux, e´ventuellement de´ge´ne´re´s (stables), de base une courbe stable.
Bien que re´dige´e en des termes assez diffe´rents notre approche est e´quivalente a` celle sugge´re´e
re´cemment par Abramovich, Corti et Vistoli [1], [2], [3]. Nous verrons aussi qu’elle permet de retrouver
d’une manie`re simple et directe, comme application des §7.1 et §7.2, quelques re´sultats sur la structure
du bord, essentiellement pour le niveau abe´lien (n), n ≥ 3 (Boggi- Pikaart - De Jong [13], Oort-Van
Geemen [36]).
On fixe un groupe fini G de cardinal |G|. On note pour abre´ger Hg(G) (resp. Hg(G)), le champ
de Hurwitz classifiant les G-reveˆtements stables de base une courbe lisse (resp. stable) de genre g ≥ 2,
de donne´e de ramification ξ = ∅, c’est a` dire Hg,G,∅. Le cas g = 1 peut eˆtre inclus avec quelques
modifications.
8.1. Le champ des courbes stables avec structure de niveau G
8.1.1. Structures de niveau sur les familles de courbes lisses
Soit C une courbe alge´brique projective et lisse de´finie sur le corps alge´briquement clos k. On
rappelle que |G| 6= 0 dans k. Une structure de niveau G sur C est la donne´e d’une surjection exte´rieure
φ : π1(C) −→ G ([14], [20] De´finition 5.6). On suppose que G est quotient du groupe fondamental π1(C)
d’une telle courbe. On supposera en fait un peu plus, a` savoir que G est un quotient caracte´ristique
(quotient par un sous-groupe caracte´ristique). Le niveau G′ est dit dominer le niveau G si la surjection
φ : π1(C) −→ G factorise par G
′. Le niveau abe´lien (n) correspond a` G = (Z/nZ)2g. Une structure de
niveau (n) sur la courbe lisse C revient a` spe´cifier un isomorphisme
α : Pic(C)[n]
∼
→ (Z/nZ)2g (8.1)
ou si k = C, H1(C,Z/nZ) ∼→ (Z/nZ)2g. Un niveau G est ge´ome´trique si notant πg le groupe fonda-
mental d’une surface de Riemann compacte de genre g ≥ 2, le noyau d’une surjection φ : πg → G est
inde´pendant de φ. Les niveaux abe´liens sont ge´ome´triques, ainsi que les niveaux die´draux 19de Brylinski
[14] et Looijenga [52]. On se limite dans la suite aux seuls niveaux ge´ome´triques.
La de´finition d’une structure de niveau s’e´tend avec l’aide de la the´orie du groupe fondamental
de SGA 1, [34]) aux familles de courbes lisses ([13], [14], [20] §5). Soit π : C → S une courbe lisse
au-dessus de la base S, et de genre g ≥ 2. Le cas g = 1 rentre dans ce cadre, mais avec quelques
pre´cautions supple´mentaires. On se limite en conse´quence a` g ≥ 2. Soit une section s : S −→ C (une
telle section existe localement pour la topologie e´tale), alors on peut de´finir, L e´tant un ensemble de
nombres premiers exclus, un groupe fondamental relatif πL1 (C/S, s) [14]. Cela permet de de´finir sur
Set le faisceau localement constant Homext(π1(C/S), G) des homomorphismes ”exte´rieurs”. Alors ([14]
De´finition 2.3.1), [20] De´finition 5.6), la de´finition pre´cise d’une structure de niveau G sur C/S est la
suivante:
19
Le niveau die´dral d’ordre m ≥ 2, est de´fini par G = πg/[π
(2)
g , π
(2)
g ]π
(2m)
g , [−,−] de´signant le sous-groupe des
commutateurs, et π
(k)
g e´tant le sous-groupe engendre´ par les puissances d’ordre k .
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De´finition 8.1. Une G-structure de niveau sur une S-courbe lisse C/S, est la donne´e d’une ”surjection
exte´rieure” φ : πL1 (C/S) −→ G, en des termes plus pre´cis, d’une section globale φ ∈ Γ(S,Hom
ext(πL1 (C/S), G)).
m
Une structure de niveau20 φ n’est donc que localement (pour la topologie e´tale) de´finie par un
homomorphisme du π1 dans G. La cate´gorie des courbes lisses de genre g ≥ 2, e´quipe´es d’une structure
de niveau G, de´finit un champ alge´brique GMg. On a le re´sultat suivant ([14] Theorem 2.3.2, [20]
Lemma 5.7):
The´ore`me 8.2. 1) Le champ GMg est un champ alge´brique de Deligne-Mumford.
2) Le morphisme GMg −→Mg, oubli de la structure de niveau, est fini, e´tale et surjectif.
3) Le nombre de composantes connexes de GMg est inde´pendant de k.
4) Si le niveau G domine le niveau (n), n ≥ 3, alors GMg est repre´sentable (un espace de modules fin).
On a
Mg(G) := Hg(G)//Z(G) =G Mg (8.2)
et le morphisme naturel Mg(G)→Mg est un Out(G)-torseur.
La preuve de 3) ne´cessite une ”compactification” de GMg([20], cor 5.11). Faute d’une de´finition
directe raisonable du champ compactifie´ GMg, la proce´dure usuellement retenue est de prendre pour
de´finition du champ compactifie´ GMg la normalisation de Mg[
1
|G| ] dans GMg (loc.cit. §5). Seul le
point 4) du the´ore`me 8.2 demande une ve´rification. De´butons par un lemme e´le´mentaire:
Lemme 8.3. 1) Soient πi : Σi → C deux G-reveˆtements principaux de C/S, une S-courbe lisse, avec S
connexe. Il existe θ ∈ Aut(G), d’image unique dans Out(G), tel que le morphisme IsomC,G(Σ
θ
1,Σ2)→
S soit un Z(G)-torseur.
2) Si π : Σ→ C est un G-torseur de base S, AutC(Σ) = G, et AutC,G(Σ) = Z(G).
Preuve: Les notations, en particulier la de´finition du foncteur IsomC,G(Σ
θ
1,Σ2) sont celles du
the´ore`me 6.20. Des arguments identiques conduisent au fait que pour un certain θ ∈ Aut(G), le
morphisme IsomC,G(Σ
θ
1,Σ2)→ S est fini, e´tale et surjectif. Notons que Z(G) ope`re naturellement sur
IsomC,G(Σ
θ
1,Σ2). Comme cette action est simplement transitive sur les fibres ge´ome´triques, on conclut
que IsomC,G(Σ
θ
1,Σ2)/Z(G) = S.
Le point 2) se traite de la meˆme manie`re, en observant que la courbe π : Σ → S e´tant lisse, AutC(Σ)
est e´tale sur S, et e´gal a` G sur les fibres ge´ome´triques, donc e´gal a` G. Notons que cela prouve que dans
1), l’automorphisme θ a une image bien de´termine´e dans Out(G), d’ou` le lemme.
Pour terminer la preuve du point 4) de (8.2), on peut invoquer la the´orie du groupe fondamental
comme dans [13], [20]. On peut aussi, et de manie`re plus directe, noter que si on forme le champ
alge´brique NC/S(G) = Hg(G) ×Mg S de´fini par le morphisme S → Mg, i.e. C/S, le groupo¨ıde des
20 Une structure de Teichmu¨ller de niveau G dans [14],[20].
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objets au dessus du S-sche´ma T , sont les G-fibre´s principaux de base C ×S T . Le Lemme 8.3, dit que
le champ NC/S(G)//Z(G) est repre´sentable, et que c’est un Out(G)-torseur de base S. Noter qu’au
sens strict, il n’y a pas d’action de Out(G) sur Mg(G), seulement une action faible (non stricte § 6).
Le lemme 8.3 dit que ce champ est en fait isomorphe au champ forme´ des courbes de genre g, plus une
structure de niveau G, qui lui supporte une action stricte de Out(G).
Le point de vue des sche´mas de Hurwitz (le point 4 de 8.2), conduit de fait a` renverser la De´finition
8.1, et donc a` conside´rer une structure de niveau comme de´rivant d’un G-fibre´ principal de base C.
Cela sugge`re qu’on doit voir le champ GMg comme une sorte de ”compactification” de BG, le champ
classifiant du groupe fini G (on pourra comparer avec le point de vue voisin mais plus sophistique´ de
Abramovich-Corti-Vistoli [2]).
Exemple 8.1 Le niveau e´tant le abe´lien (n), donc G = (Z/nZ)2g, on notera le champ corre-
spondant Mg(n). La correspondance entre les deux de´finitions est aise´e a` expliciter. Si π : Σ −→ C
est un G-reveˆtement principal, l’alge`bre π⋆(OΣ) se de´compose canoniquement en une somme directe de
faisceaux inversibles (sous-faisceaux propres) π⋆(OΣ) =
⊕
χ∈Gˆ Lχ. Le choix d’une racine primitive n-
ie`me permet d’identifier G et Gˆ; par suite les faisceaux Lχ conduisent a` une identification de PicC/S[n]
et (Z/nZ)2g. Un avantage de cette de´finition, est qu’elle garde un sens comme on va le voir, si on
spe´cialise C en un point du bord de Mg. Le nombre de composantes connexes de Mg(n) (le nombre
de Nielsen), est l’indice [GL2g(Z/nZ) : Spg(Z/nZ)] [20]. ♦
8.1.2. Structures de niveau sur les courbes stables
Lorsque C est singulie`re (stable), le the´ore`me 8.2 (4), sugge`re qu’une structure de niveau G sur C,
doit pouvoir se de´finir en termes de G-fibre´s ”principaux” de base C, mais maintenant de´ge´ne´re´s.
De´finition 8.4. Soit C une courbe stable de genre g ≥ 2 de´finie sur k. On de´finit un G- reveˆtement
principal ou torseur, stable (ou de´ge´ne´re´) π : Σ −→ C, comme e´tant un G-reveˆtement stable (dans le
sens de la De´finition 6.7) , a` donne´e de Hurwitz ξ = ∅. Cela signifie (De´finition 4.3) que Σ est une
courbe stable et que l’action de G sur Σ est stable, c’est a` dire libre en dehors des points doubles, et
agissant ”stablement” aux points doubles. Une G-pre´structure de niveau sur C/S, est la donne´e d’une
classe d’e´quivalence (stricte) de G-reveˆtements principaux stables de base C.
Si d’une autre manie`re un G-fibre´ principal de base C lisse, est interpre´te´ comme un morphisme
C −→ BG, de C dans le champ classifiant de G [1], [2], on voit que cette de´finition diffe`re de manie`re
essentielle de la De´finition 8.1 si C de´ge´ne`re.
Soit p : C −→ S une courbe stable de genre g ≥ 2. Pour tout S-sche´ma T , soit FC/S(T ) l’ensemble
des G-pre´structures de niveau sur C×S T . Le pre´faisceau FC/S n’est bien suˆr pas en ge´ne´ral un faisceau
sur Sfppf , meˆme si le centre Z(G) est non trivial. Une des raisons est que le groupe des automorphismes
d’un G-torseur peut contenir strictement Z(G). On de´finit alors NiC/S,G, le faisceau des G-structures
de niveau sur p : C −→ S comme e´tant le faisceau fppf associe´ au pre´faisceau FC/S .
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Na¨ıvement une G-structure de niveau sur C/S est une section α ∈ Γ(S,NiC/S,G). Pour obtenir la
bonne de´finition, on conside`re
Hg(G) := Hh,G,∅
Si le niveau G′ domine le niveau G, signifiant que G est un quotient de G′, il y a un morphisme
naturel de champs Hg(G′) −→ Hg(G), et un morphisme analogue Mg(G′) −→ Mg(G) entre sche´mas
modulaires. Le point 4) du The´ore`me 8.2 sugge`re que la compactification naturelle de GMg =Mg(G) =
Hg(G)//Z(G) est
Mg(G) = Hg(G)//Z(G) (8.3)
Cela est justifie´ par le re´sultat suivant:
The´ore`me 8.5. Soit GMg la normalisation deMg dans GMg =Mg(G) (compactification de Deligne-
Mumford). Il existe un morphisme propre, birationnel
Mg(G) := Hg(G)//Z(G) −→G Mg (8.4)
Les deux champs ont les meˆme espaces grossiers de modules, en particulier si le champ de droite est
repre´sentable, par exemple si G domine le niveau (n), n ≥ 3, c’est l’espace grossier de modules de
Mg(G).
Preuve: Il est clair que le groupe des automorphismes de tout objet de Hg(G) contient Z(G),
ce qui permet de former le 2-quotient Hg(G)//Z(G) =Mg(G) (voir § 6.1). Ce champ est de Deligne-
Mumford et lisse (Proposition 6.5). Il contient comme sous-champ ouvert dense GMg =Mg(G). Il en
re´sulte, suite a` la de´finition de la normalisation (Deligne [19]), qu’il existe bien un morphisme naturel
Hg(G)//Z(G) −→G Mg (8.5)
e´tendant le morphisme GMg →Mg. On peut pre´fe´rer un argument plus direct ([61], Theorem 7.2.3).
Ce morphisme est propre car les champs invoque´s le sont. Reste a` prouver l’e´galite´ des espaces grossiers
de modules. On suppose que GMg est repre´sentable, par exemple si le niveau G domine (n) avec n ≥ 3
(Deligne [19], Proposition 3.5). Si M (resp. N) sont les espaces grossiers de modules respectifs, alors
comme conse´quence directe de la de´finition, on a un morphisme naturelM → N =G Mg. Ce morphisme
est fini, et un isomorphisme sur un sous-sche´ma ouvert partout dense. Comme par construction M est
normal, ainsi que N (par de´finition), on a M = N .
Remarque 8.2 Le morphisme Mg(G) = Hg(G)//Z(G) −→ GMg est un isomorphisme sur les
sous-champs ouverts forme´s par les structures de niveau sur les courbes lisses de genre g. Noter que
le champ de gauche est lisse, mais en ge´ne´ral non repre´sentable, et celui de droite est connu comme
repre´sentable lorsque le niveau domine le niveau (n), n ≥ 3 [19], mais non lisse en ge´ne´ral. Ces deux
champs ont le meˆme espace modulaire grossierMg(G) (fin pour GMg sous les conditions pre´ce´dentes).
♦
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Il est clair que Mg(G) est de´fini sur Z[ 1|G| ]. Comme conse´quence imme´diate de la construction,
chaque point posse`de du champ posse`de une interpre´tation modulaire pre´cise. Si π : Σ → C est un
reveˆtement principal (de´ge´ne´re´) de base la courbe stable C, i.e. de´finissant une ”structure de niveau”
G sur C, le groupe des G-automorphismes du reveˆtement AutG(Σ) gouverne la structure locale de
l’espace des modules. Sa de´termination explicite, en particulier savoir s’il contient strictement ou non
le centre de G, peut s’ave´rer difficile. Le fait que ce groupe puisse eˆtre diffe´rent de Z(G), est le fait
essentiel qui distingue le cas stable du cas lisse. On peut eˆtre un peu plus pre´cis sur ce groupe, lorsque
le niveau G domine le niveau (n), n ≥ 3, comme le montre la proposition suivante, conse´quence facile
du lemme de rigidite´ (par exemple: Brylinski [14], Deligne [19], Oort [36]) :
Proposition 8.6. i) Soit π : Σ −→ C un G-fibre´ principal de base la S-courbe stable C. Si f ∈
AutG(Σ), alors f induit l’automorphisme identite´ de C, i.e. AutG(Σ) ⊂ AutC(Σ).
ii) Soit C/S une courbe stable. Soit un niveau G (|G| ∈ O∗S). Alors C/S a une G-struture de niveau
(na¨ıve) apre`s extension fppf de S.
Preuve: On se rame`ne de suite pour la premie`re assertion a` G = (Z/nZ)2g. On conside`re pour cela
une surjection G→ Z/nZ; soit H le noyau. Le reveˆtement π : Σ→ C factorise en Σ→ Σ/H → C. Un
G-automorphisme de Σ induit un G/H-automorphisme de la courbe quotient Σ→ Σ/H, ce qui justifie
la re´duction annonce´e. Le re´sultat se teste sur les fibres ge´ome´triques, ce qui permet de supposer aussi
S = Spec (k), k corps alge´briquement clos. Le niveau e´tant maintenant le niveau (n), n ≥ 3, notons
h l’automorphisme de π : C → S induit par le passage au quotient de f ; on a donc πf = hπ. En
particulier f de´finit un automorphisme de OC -alge`bre
h⋆(π⋆(OΣ)) −→ π⋆(OΣ) (8.6)
commutant a` l’action de G, et donc un automorphisme qui fixe chaque facteur isotypique. En particulier,
cela entraˆıne que h induit l’identite´ sur Pic0(C)[n], voir Proposition 8.7 ci-dessous. Mais on sait que
sous cette condition le lemme de rigidite´ de Serre entraine h = 1 [19]. Ainsi AutG(Σ) ⊂ AutC(Σ).
Prouvons le point ii). C’est local sur S. Soit un point ge´ome´trique s ∈ S. On montre d’abord que
Cs admet une G-structure de niveau. Soit une de´formation C → SpecR de Cs de base un anneau de
valuation dicre`te complet de corps re´siduel k, de corps des fractions K, a` fibre ge´ne´rique lisse. On peut
e´quiper apre`s extension finie se´parable de K, et remplacement de R par le normalise´, la fibre ge´ne´rique
C∞ d’une G-structure de niveau Σ∞ → C∞. Par re´duction stable on peut meˆme supposer que Σ∞ se
prolonge en une G-courbe stable Σ→ SpecR. Alors il est clair que Σ/G = C (voir §5.3). Pour conclure,
on reprend l’argument utilise´ pour prouver l’existence locale d’une cloˆture galoisienne (The´ore`me 6.21).
Soit une structure de niveau repre´sente´e par un G-torseur stable Σs → Cs. La de´formation universelle
de ce G-torseur existe sur une extension finie plate SpecR∗ → SpecR de la base de la de´formation
universelle de Cs. Ce sont les points doubles de type NS qui sont responsables de la ramification de
cette extension. Quitte a` effectuer une extension e´tale de S en s, on peut supposer que la de´formation
universelle est de´finie sur S. Il suffit alors d’effectuer le changement de base par SpecR∗ → SpecR pour
obtenir une structure de niveau (naˆıve).
Des arguments diffe´rents base´s sur le the´ore`me de de Jong-Pickaart [17], permettent de prouver
qu’une structure de niveau existe apre`s une extension finie fide`lement plate (Romagny [61], Cor 7.2.4).
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8.2 Le niveau abe´lien (n)
8.2.1. Groupes de de´composition et d’inertie
On fixe pour niveau, le niveau abe´lien (n), n ≥ 3, donc G = (Z/nZ)2g. Les re´sultats de la section
7.3 permettent de de´crire la structure combinatoire du bord. Pour cela, nous reprenons les suites exactes
(7.22) et (7.23) de la section 7.3, et les traduisons dans le cas d’un G-fibre´ principal. Soit π : Σ −→
C = Σ/G une structure de niveau (n) sur la courbe stable C, de´finie sur le corps alge´briquement clos
k. La suite exacte (7.22), donne sous les pre´sentes hypothe`ses, et en notant C˜ =
∐
i C˜i la normalisation
de C, et Γ le graphe dual:
1 −→ H1(Γ)⊗
Z
nZ
−→ Pic(C)[n] −→
∏
i
Pic(C˜i)[n] −→ 1 (8.7)
En particulier cela donne Pic(C)[n]
∼
−→ H1et(C,
Z
nZ )
∼
−→ ( ZnZ )
2g−h(Γ). Notons que si ∆ est le graphe
modulaire associe´ a` Σ, on a Γ = ∆/G. On peut peut rendre plus explicite les groupes de de´composition
et d’inertie (De´finition 7.4); pour les notations relatives a` ces groupes, voir la section 7.2:
Proposition 8.7. Pour les groupes introduits ci-dessus, on a:
i) G/D
∼
→ (Z/nZ)h(Γ), G/I ∼→ (Z/nZ)2g−h(Γ) ∼→ Pic (C)[n]
ii) On a pour toute composante irre´ductible Ci de C, Ii = I ∩ Gi, Gi/Ii
∼
→ (Z/nZ)2gi et D ∼→
(Z/nZ)2g−h(Γ)
iii) Si Ci correspond a` un sommet de valence vi de Γ, on a Ii
∼
→ (Z/nZ)vi−1, Gi
∼
→ (Z/nZ)2gi+vi−1.
Preuve: Conside´rons le diagramme suivant a` lignes exactes, et avec les fle`ches verticales injectives
1 -H1(Γ)⊗ Z/nZ - Pic(C)[n] -
∏
i Pic(C˜i)[n]
- 1
? ? ?
1 - Ĝ/D - Ĝ/I -
∏
I Ĝi/Ii
(8.8)
L’exactitude de la suite horizontale du bas est le contenu du The´ore`me 7.2. On montre d’abord
que la fle`che verticale du milieu est une bijection. Cela se rame`ne a` prouver que si L ∈ Pic(C)[n],
alors π∗(L) ∼= OΣ (voir la preuve du The´ore`me 7.2). Supposons L d’ordre d, d/n, et conside´rons le
reveˆtement e´tale connexe de degre´ d, τ : C∗ −→ C de´fini par L, c’est a` dire tel que
τ⋆(OC∗) =
d−1⊕
i=0
Li (8.9)
La courbe C∗ est connexe du fait que L est d’ordre exact d, et par ailleurs certainement stable. Notons
que par construction τ∗(L) ∼= OC∗ . Conside´rons une de´formation du G-reveˆtement π : Σ −→ C de
base Spec(R), ou` R est un anneau de valuation discre`te complet de corps re´siduel k, a` fibre ge´ne´rique
lisse, donc de´crite par un diagramme
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Y -X - Spec (R)
∪ ∪
Σ - C
Du fait que C∗ −→ C est e´tale, on sait qu’il existe une de´formation X ∗ −→ X de ce reveˆtement
de base une quelconque base prescrite, en particulier X ; on peut se re´fe´rer par exemple au The´ore`me
5.2. Notons η le point ge´ne´rique de Spec (R), et Yη (resp. Xη) les fibres ge´ne´riques respectives. Alors
le reveˆtement induit au dessus de η, Yη −→ Xη factorise par X∗η . Cela force π : Y −→ X a` factoriser
par X∗, et au bout du compte π : Σ −→ C factorise par C∗, ce qui entraine bien π∗(L) ∼= OΣ.
Prouvons maintenant les points 1) a` 3). Partant de de l’e´galite´ Ĝ/I = Pic(C)[n], et des identifi-
cations connues
H1(Γ)⊗
Z
nZ
∼= (Z/nZ)h(Γ), et Pic(C˜i)[n] ∼= (Z/nZ)2gi
le diagramme ci-dessus montre que les applications verticales sont des bijections, donc d’une part
Ĝ/D ∼= (Z/nZ)h(Γ), et pour tout indice i, Ĝi/Ii = Pic(C˜i)[n]. Par rapport a` la suite exacte (7.23) on a
maintenant la suite exacte
1 −→ Ĝ/D −→ Ĝ/I −→
∏
i
Ĝi/Ii −→ 1 (8.10)
Par dualite´, on obtient une injection
∏
iGi/Ii 7→ G/I, et donc pour tout indice i, Gi ∩ I = Ii. Comme
Gi/Ii ∼= (Z/nZ)2g−h(Γ), on a finalement I ∼= (Z/nZ)h(Γ), et pour une raison identique, D ∼= (Z/nZ)h(Γ).
Notons maintenant vi la valence du sommet d’indice i du graphe Γ. Le groupe Ii est engendre´ par
vi e´le´ments {σi,α}, (α = 1, . . . , vi), dont l’ordre divise n, et soumis a` une relation
∑
α σi,α = 0. Dans le
groupe I qui est le sous-groupe engendre´ par les Ii, un de´compte naif des ge´ne´rateurs conduit du fait
que chaque σi,α apparaˆıt deux fois, via une areˆte oriente´e et l’areˆte oppose´e, a` une majoration∑
i
vi − A− (S − 1) = h(Γ) (8.11)
Les S relations
∑
α σi,α sont de´pendantes, car lie´es par
∑
i(
∑
α σi,α) = 0, ce qui explique la contribution
S−1. Par ailleurs on sait que I ∼= (Z/nZ)h(Γ), on voit donc ainsi qu’entre les ge´ne´rateurs indique´s, il ne
peut y avoir d’autres relations que les relations impose´es par le graphe (les usuelles relations de courant).
Cela conduit aux e´galite´s Ii,α = Z/nZ, Ii = (Z/nZ)vi−1, donc finalement Gi ∼= (Z/nZ)2gi+vi−1
comme indique´.
8.2.2. Composantes irre´ductibles du bord
La description des composantes irre´ductibles du bord de Mg(n) est aise´e. La description ge´ne´rale
donne´e dans les sections 7.2 et 7.4 montre que les composantes irre´ductibles correspondent au choix
d’un graphe modulaire Γ, qui est soit un segment, soit une boucle.
segment: dans ce cas, l’image de la composante dans Mg est isomorphe au produit Mg1 ×
Mg2 , (g1 + g2 = g). On a visiblement pour les groupes I et D
I = 1, D = G = (Z/nZ)2g (8.12)
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De manie`re plus pre´cise, le groupe G se de´compose en G = G1×G2, Gi ∼= (Z/nZ)2gi , (i = 1, 2). Il en
re´sulte en particulier que la composante irre´ductible correspondante s’identifie a` Mg1,1(n)×Mg2,1(n),
espaces modulaires de structure de niveau (n) avec un point marque´.
boucle: on a (§7.2):
I = Z/nZ, et D = (Z/nZ)2g−1 (8.13)
Avec les notations de la section 7.2 , l’e´le´ment g0 est d’ordre n, et G = D × 〈g0〉. La composante
correspondante du bord s’identifie avec l’espace modulaire classifiant les structures de niveau (n) sur
une courbe de genre g − 1 avec une seule piquˆre, c’est a` dire essentiellement a` un espace de Hurwitz
de´fini par le groupe G = (Z/nZ)2g, et une donne´e de Hurwitz re´duite a` un e´le´ment d’ordre n. L’image
d’une telle composante dans Mg est la strate note´e ∆0 =Mg1,2.
On peut e´tendre la description pre´ce´dente des composantes de codimension un du bord a` un groupe
de niveau arbitraire, c’est a` dire au champ Mg(G). Cela permet par exemple de retrouver de manie`re
naturelle quelques re´sultats de Boggi-Pikaart ([13], §2).
Le niveau e´tant toujours le niveau abe´lien (n), n ≥ 3, on obtient facilement en corollaire des
me´thodes pre´ce´dentes, la structure connue des sous-groupes d’inertie pour les points doubles [36]. On
conserve dans le corollaire suivant les hypothe`ses de la Proposition 8.2:
Corollaire 8.8. Soit Qα un point double de C, et soit Hα le stabilisateur d’un quelconque point double
de Σ au dessus de Qα. Alors Hα = 1 si et seulement si Qα disconnecte C, sinon Hα = Z/nZ.
Preuve: Notons tout d’abord que le resultat est clair si C n’a qu’un seul point double, comme
il re´sulte de la preuve pre´ce´dente. On va ramener le cas ge´ne´ral a` ce cas particulier par un argument
de de´formation. Supposons d’abord que le point double Q = Qα ne disconnecte pas C. Dans ce cas la
normalisation partielle C∗ de C en Q est une courbe stable de genre g− 1 marque´e par deux points Q′
et Q′′, et C se de´duit de C∗ par l’identification Q′ = Q′′. Cette construction, le ”clutching” morphism
de Knudsen [48], s’e´tend a` la de´formation universelle de (C∗, Q′, Q′′), et conduit a` une de´formation
C∗ −→ Spec R∗ de C dans laquelle le point double Q s’e´tend. Comme le clutching morphism est un
morphisme repre´sentable, fini et non ramifie´ (loc.cit. cor 3.9), on voit que cette de´formation n’est pas
autre chose que la de´formation universelle de C qui pre´serve le point double Q. Elle peut se de´crire
comme e´tant la restriction de la de´formation universelle C −→ Spec R de C a` l’hypersurface t1 = 0, si
t1 de´signe le parame`tre de de´formation de Q. On peut donc conclure que la fibre ge´ne´rique de cette
de´formation est une courbe avec un unique point double Q qui reste du type ”boucle”.
Le niveau e´tant toujours le niveau abe´lien (n), n ≥ 3, l’interpre´tation modulaire des points du
bord permet de de´crire en des termes simples la ramification du morphisme Mg(n) −→Mg en d’autres
termes sa structure logarithmique [55]. Fixons C un point de Mg sur le corps alge´briquement clos k,
n e´tant comme toujours inversible dans k. Soit NiG(C) l’ensemble des structures de niveau ”na¨ıves”
G = (Z/nZ)2g sur C (De´finition 8.5). Il y a une action e´vidente de Out(G) = GL2g(Z/nZ) sur NiG(C);
alors:
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Lemme 8.9. L’action de Out(G) = GL2g(Z/nZ) sur NiG(C) est transitive.
Preuve: On suppose d’abord S = Spec k avec k alge´briquement clos. Dans le cas lisse le re´sultat
est clair, du fait qu’une structure de niveau na¨ıve est identique a` une vraie structure de niveau. Si
maintenant C est singulie`re, le corollaire pre´ce´dant montre que les points doubles de C qui sont les
images des points doubles de Σ avec une isotropie non triviale, ne de´pendent en fait que de C, plus
pre´cise´ment du graphe Γ, et pas de la structure de niveau repre´sente´e par π : Σ −→ C. En ces points
l’indice de ramification est e´gal a` n. Soit maintenant X la de´formation universelle e´quivariante de Σ,
de base
Spec k[[t1, . . . , tr, . . . , t3g−3]]
tα e´tant le parame`tre de de´formation de l’orbite de points doubles au dessus du point Qα de C.
La courbe quotient Y = X/G se de´duit de la de´formation universelle C de C, ayant pour base
Spec k[[τ1, . . . , τr, . . . , τ3g−3]], par le changement de base donne´ par τα = t
eα
α (The´ore`me 5.2). Ce
qui vient d’eˆtre dit montre que Y , a` isomorphisme de de´formation pre`s, ne de´pend pas du choix de la
structure de niveau.
Soient maintenant deux structures de niveau (n), πi : Σi −→ C, (i = 1, 2) sur la courbe C;
soient aussi Xi, (i = 1, 2), les de´formations universelles e´quivariantes respectives. On peut ainsi sup-
poser que les de´formations X1/G et X2/G de C sont isomorphes, donc que X1/G ∼= X2/G ∼= Y est
une de´formation donne´e de C de base S = Spec k[[τ1, . . . , τr, . . . , τ3g−3]]. On peut en outre, par une
spe´cialisation convenable, la base e´tant ramene´e a` S = Spec(R), avec R anneau de valuation discre`te
complet de corps re´siduel k, supposer que les fibres ge´ne´riques de Xi, (i = 1, 2) et de Y sont lisses
et de´finissent des structures de niveau situe´es dans une meˆme orbite de GL2g(Z/nZ). De manie`re
e´quivalente, il existe θ ∈ GL2g(Z/nZ) tel que le sche´ma Isom(Xθ1 , X2) classifiant les isomorphismes
e´quivariants au dessus de Y , soit fini, non ramifie´ et surjectif. Il y a donc au moins une composante
connexe de Isomπ(X
θ
1 , X2) qui domine S et qui alors e´tale sur S, donc isomorphe a` S. On en de´duit
un Y -isomorphisme Xθ1
∼
−→ X2, d’ou` finalement un isomorphisme au dessus de C, Σθ1
∼
−→ Σ2, d’ou` la
conclusion.
Il a e´te´ observe´ que le morphisme Mg(G)//Z(G)→Mg est un Out(G)-torseur. Il n’en n’est plus
de meˆme pour le morphisme Mg(G)//Z(G) → Mg. Au niveau des espaces grossiers de modules, le
morphismeMg(n) −→M g est un reveˆtement galoisien de groupe de Galois GL2g(Z/nZ). Pour pre´ciser
cela, soit un point ξ de M g(n) sur le corps k, repre´sente´ par π : Σ −→ C. Le groupe d’inertie Iξ dans
ce reveˆtement a la description suivante:
Iξ = {θ ∈ GL2g(Z/nZ) , Σθ ∼= Σ} (8.14)
Un e´le´ment de Iξ de´termine´ par f : Σ
∼
−→ Σθ de´finit donc un diagramme commutatif
Σ f - Σθ
π
?
π
?
C h - C
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dans lequel l’automorphisme horizontal du bas h : C
∼
−→ C est celui induit par f par passage au
quotient. Notons Îξ le sous-groupe forme´ des couples (f, θ) comme ci-dessus. On a la suite exacte
1 −→ AutG(Σ) −→ Îξ −→ Iξ −→ 1 (8.15)
Conside´rons aussi le groupe Autπ(Σ) des C-automorphismes (non e´quivariants a` priori) de Σ qui com-
mutent avec π, et qui pre´servent globalement G. Du fait que n ≥ 3, le lemme de rigidite´ implique que
AutG(Σ) ⊂ Autπ(Σ). L’application (f, θ) 7→ h est alors bien de´finie; il en re´sulte une suite exacte
1 −→
Autπ(Σ)
AutG(Σ)
−→ Iξ −→ Aut(C) −→ 1 (8.16)
Noter que la surjectivite´ a` droite de´coule du Lemme 8.9. Si C est lisse, on a certainement Autπ(Σ) =
AutG(Σ) = G, et Iξ = Aut(C). Dans le cas ge´ne´ral, on a le re´sultat suivant:
Proposition 8.10. Soit m le nombre de points doubles de C (areˆtes de Γ) qui ne disconnectent pas
Γ, alors
Autπ(Σ)
G
∼
→ (Z/nZ)m (8.17)
Preuve: Soit f ∈ Autπ(Σ), il existe θ ∈ Aut(G) qui rende l’isomorphisme f : Σ
∼
−→ Σθ G-
e´quivariant. SiX est une de´formation infinite´simale e´quivariante de Σ, et si ı : C →֒ X est le plongement
e´quivariant correspondant, le couple (X, ıf−1) de´finit donc une de´formation note´e Xf de Σ
θ. Si X −→
Spec (S) avec S = k[[t1, . . . , t3g−3]] est la de´formation universelle e´quivariante de Σ, alors X
θ −→
Spec (S) est celle de Σθ. Il vient alors de f , un automorphisme fˆ de Spec (S), qui conduit au diagramme
carte´sien
Xf
f - X θ
? ?
Spec (S) fˆ - Spec (S)
(8.18)
ou` h induit f sur les fibres au dessus de l’origine 0 ∈ S. Comme πf = π, les de´formations de C obtenues
par passage au quotient par g sont e´quivalentes, ce qui force fˆ a eˆtre l’identite´ sur Spec (R) base de
la de´formation universelle de C. Ainsi fˆ appartient au groupe de galois du reveˆtement Spec (S) −→
Spec (R), groupe identifie´ a` (Z/nZ)m. Noter que si fˆ = 1, alors par examen au point ge´ne´rique, on
obtient en conse´quence que f est une translation par un e´le´ment de G.
Re´ciproquement partons d’un e´le´ment fˆ du groupe de Galois (Z/nZ)m, et notons Xfˆ la de´formation
de´duite du carre´ carte´sien
Xf
h - X
? ?
Spec (S) fˆ - Spec (S)
Par passage au quotient par G, on obtient un isomorphisme Xfˆ/G
∼
−→ X/G. Par le Lemme 8.9 on
conclut qu’il y a au dessus de Spec (S) un isomorphisme e´quivariant Xfˆ
∼
−→ X θ pour un θ convenable.
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Le diagramme carte´sien qui en de´coule, analogue a` (8.18), assure que tout e´le´ment du groupe de galois
est dans l’image de Autπ (Σ).
En ge´ne´ral pour un reveˆtement principal de´ge´ne´re´, et pour un niveau arbitraire (dominant (n), n ≥
3) l’une des deux inclusions
G ⊂ AutG(Σ) ⊂ Autπ (Σ) (8.19)
peut eˆtre stricte, eventuellement les deux. Notons que l’anneau local comple´te´ deMg(G) au point de´fini
par Σ est OˆΣ ∼= k[[τ1, . . . , τ3g−3]]
AutG(Σ). La singularite´ eventuelle de cet anneau local provient donc
du groupe AutG(Σ)/G et de son action sur l’espace tangent H
1
G(Σ,ΘΣ). Comme application donnons
une preuve diffe´rente du re´sultat connu suivant (Oort-Van Geemen [36]):
Proposition 8.11. Soit un reveˆtement principal de´ge´ne´re´ π : Σ → C de´finissant une structure de
niveau (n), n ≥ 3. On suppose que C a deux composantes irre´ductibles se coupant transversalement
en deux points, alors on a
Autπ (Σ)
G
∼
→ Z/nZ (8.20)
Preuve: On suppose donc C = C′ ∪ C′′, avec C′ (resp. C′′) lisse de genre g′ ≥ 1 (resp g′′ ≥ 1),
et g = g′ + g′′ + 1. Soit C′ ∩ C′′ = {Q′ , Q′′}. Comme h(Γ) = 1, les stabilisateurs des points doubles
de Σ , donc au dessus de Q′ ou Q′′, sont e´gaux disons a` H ∼= Z/nZ. Soit Σ′, resp. Σ′′ une composante
de Γ qui rele`ve C′, resp. C′′, et supposons que P ′ ∈ Σ′ ∩ Σ′′ soit au dessus de Q′. Si f ∈ AutG(Σ),
on a f(P ′) ∈ GP ′, on peut donc se ramener ne modifiant f par un e´le´ment de g ∈ G a` f(P ′) = P ′.
Alors f(Σ′) = Σ′ et f(Σ′′) = Σ′′. La restriction de f a` Σ′ commute a` l’action de G′, donc est de´finie
par un e´le´ment de G′, du fait que Σ′ est lisse. Par une nouvelle re´duction on peut supposer de plus que
f |Σ′ = id. Alors on doit avoir f |Σ′′ ∈ H ∼= Z/nZ. Il est facile de voir qu’inversement un automorphisme
f de Σ de´fini par ces deux conditions centralise l’action de G. Le re´sultat en de´coule.
Si maintenant P ′′ ∈ Σ′′ est un point au dessus de Q′′, il est clair que les actions de f en les espaces
tangents en ces deux points sont de´finies par des racines n-ie`me de l’unite´ oppose´es. Donc l’action de
AutG(Σ)/G sur l’espace de la de´formation e´quivariante universelle de Σ est τ1 7→ ǫτ1, τ2 7→ ǫ
−1τ2, τα 7→
τα (α ≥ 3) D’ou` vient le fait qu’en ce point Mg(n) a une singularite´ An−1×(varie´te´ lisse de codim
2).
Le calcul explicite du groupe AutG(Σ), ge´ne´ralisant le calcul de la proposition 8.11, est possible
avec un niveau ge´ne´ral, et sous une condition de ge´ne´ricite´ de C. La condition requise est celle qui
pour f ∈ AutG(Σ) assure que l’automorphisme induit h de la courbe C, pointe´e par les points de
branchement, est e´gal a` l’identite´. De manie`re ge´ne´rale, apre`s avoir fait le choix d’une orientation du
graphe Γ, on a le re´sultat:
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Proposition 8.12. Soit AutG,π(Σ) = {f ∈ AutG(Σ), πf = π}. On a une suite exacte:
1 −→ AutG,π(Σ)
j
−→
∏
v
G
∂
−→
∏
e
G/(
⋂
ω 7→e
Gω) (8.21)
ou` ∂((σv)v) = (σ
−1
e(1)σe(0))e, et e(0), e(1) e´tant respectivement l’origine et l’extre´mite´ de e.
Preuve: De´finissons l’application j. Par hypothe`se l’automorphisme h de C induit par un e´le´ment
f ∈ AutG,π(Σ) est suppose´ eˆtre l’identite´. De`s lors pour tout sommet v de Γ la courbe Σv = π
−1(Cv)
est fixe´e par f , ce qui entraˆıne que l’automorphisme de´fini par la restriction de f a` cette courbe co¨ıncide
avec la restriction d’un e´le´ment σv ∈ G. En effet, quitte a` modifier f par un e´le´ment de G, on peut
supposer que f fixe une composante irre´ductible ∆v de Σv. Sur cette composante f est alors donne´ par
un e´le´ment de G, en fait du centre du stabilisateur de cette composante, donc est e´gal a` cet e´le´ment
partout. On de´finit alors l’injection j par la collection j(f) = (σv)v.
La condition de cohe´rence qu’on doit exiger d’une collection (σv) pour qu’elle de´finisse un auto-
morphisme de Σ par recollement des σv, est que pour tout point double Q de C, donc toute areˆte e
de Γ, et si a et b sont les extre´mite´s de e, alors σa(P ) = σb(P ) pour tout point double P ∈ Σ d’image
Q. Cette condition qui e´quivaut a` ce que σ−1b σa fixe tout point double au dessus de Q, assure que les
automorphismes σv des Σv se recollent en un G-automorphisme de Σ. Cette condition s’exprime bien
par ∂((σv)) = 1.
9. Reveˆtements cycliques.
Le champ des reveˆtements cycliques admet une description particulie`re.21. Si la base est P1 on
donnera une description tre`s concre`te du sous-champ ouvert classifiant les reveˆtements non de´ge´ne´re´s,
comme champ quotient, ge´ne´ralisant le re´sultat de Arsie-Vistoli [4]. La construction est paralle`le a` celle
de Jarvis [43], [44], qui traite des courbes a` spin.
21
Il est instructif de comparer ce champ avec le champ des courbes a` spin e´tudie´ en de´tail par Jarvis [43], [44].
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9.1. Reveˆtements cycliques versus racines d’un faisceau inversible
9.1.1 Racines et quasi-racines d’un faisceau inversible
On fixe un entier r ≥ 2. Le concept de racine r-ie`me se de´finit en deux temps [43], [44]:
De´finition 9.1. Soit D une courbe pre´stable. Une quasi-racine r-ie`me d’un faisceau inversible κ sur
D est la donne´e d’un couple (L,Φ), ou` L est un faisceau sans torsion de rang un, et Φ un morphisme
Φ : L⊗r −→ κ (9.1)
On demande que Φ soit un isomorphisme en tout point ou` L est libre.
Une quasi-racine est une racine r-ie`me si on a en plus on a:
i) En un point singulier de L, i.e. un point en lequel L n’est pas libre, le conoyau de Φ est de rang r−1.
ii) rdeg L = degκ (deg L = χ(L)− χ(OC)).
Dans le contexte des reveˆtements cycliques on est amene´ a` conside´rer les racines d’ordre r d’un
faisceau inversible OD(−
∑
imiQi). Dans ce cas les conditions ci-dessus e´tant impose´es, en particulier
la condition iii)
deg(L) = 2g − 2−
∑
i
mi (9.2)
Jarvis [43], [44] a montre´ que le champ classifiant les donne´es (D,L, {Qi}) , ou` L est une racine r-ie`me
comme cela vient d’eˆtre de´fini, est un champ de Deligne-Mumford se´pare´ et lisse au dessus de Spec Z[1r ].
Un tel re´sultat exige qu’une de´finition convenable des familles de racines r-ie`me de faisceaux inversibles
soit propose´e. Cette de´finition comme on va le voir est en fait tre`s naturelle dans le cadre des champs de
Hurwitz. Elle utilise au pre´alable la description par Faltings ( §7.3.3, voir [31], [44]) de la de´formation
verselle des modules sans torsion sur l’anneau local d’un point double.
Comme il est explique´ dans [44], la donne´e seule d’une racine r-ie`me de ωD(−
∑n
i=1 biQi), c’est a`
dire la version relative de la de´finition 9.1, de´finit certes un champ alge´brique, mais qui sauf si r est
premier n’est pas lisse. Pour contourner ce de´faut on doit lorsque la courbe stable D est singulie`re
rendre plus pre´cise la structure de Spin en fixant la structure locale du faisceau L au voisinage d’un
point double P . Soit S la base, et s ∈ S l’image de P . Posons R = OˆS,s, et soit x, y : xy = π ∈ MR
un syste`me de coordonne´es en P . On exige de manie`re pre´cise que la structure locale de L, c’est a` dire
apre`s passage a` l’anneau local comple´te´ (ou un voisinage e´tale), soit de la forme22 (voir § 7.3.3 pour les
notations)
LˆQ ∼= E(τ
a, τ b), a+ b = r, π = τ r (τ ∈MR) (9.3)
9.1.2. Description des reveˆtements cycliques
22
Ce sont les pure n roots de [44] Definition 5.1.3. Cette restriction est ne´cessaire pour que le foncteur des de´formations
infinite´simales du triplet (D,L,Φ) soit formellement lisse (loc.cit. Proposition 5.4.4). Cette condition est clarifie´e dans [3].
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Fixons une donne´e de ramification R =
∑s
i=1 bi[Hi, χi] (De´finition 2.1) relative au groupe G =
Z/nZ, et soit b =
∑
i bi. Si on fixe un ge´ne´rateur σ de G, on sait que cela e´quivaut a` spe´cifier l’ordre
ei de Hi, ainsi que les entiers ki, 1 ≤ ki < ei (l’holonomie locale) de´finissant les classes [Hi, χi] par
χi(σ
n/ei
n ) = ζ
kin/ei
n . Fixons une racine primitive n-ie`me de l’unite´.
Soit un G-reveˆtement π : C −→ D ∼= C/G, C et D e´tant lisses. Il n’y a pas lieu de pre´ciser pour le
moment si les points de branchement sont pique´s ou marque´s. Un tel reveˆtement, a` groupe de Galois
cyclique, est totalement de´termine´ par la (OD, G) alge`bre cohe´rente (§ 7.3.3)
π⋆(OC) =
n−1⊕
j=0
Lj (9.4)
ou` la de´composition du membre de droite est la de´composition facteurs isotypiques. On notera Lj
le sous-faisceau propre de l’ope´rateur σ de valeur propre ζjn. Dans la suite , on posera L1 = L. La
multiplication dans π⋆(OC) induit des morphismes Lj ⊗ Lk −→ Lj+k, les indices e´tant pris modulo n.
Il en re´sulte en particulier pour tout j, et d′ | d des morphismes
Φj : L
⊗j → Lj , Φd′,d : L
⊗d/d′
d′ → Ld (9.5)
Ces morphismes de´crivent la structure d’alge`bre sur π⋆(OC). Le morphisme Φ = Φn : Ln → OD
permet d’identifier la donne´e de ramification du reveˆtement π : C → D. Limitons nous pour de´buter
au cas lisse. Soit D une courbe lisse de´finie sur k; rappelons en premier la description classique des
reveˆtements cycliques de base D, en termes du triplet (D,L,⊕):
Proposition 9.2. Si au point Qi ∈ D l’indice de ramification est ei, l’action de σn/ei au dessus de
Qi (l’holonomie locale) est de´crite par ki, 1 ≤ ki < ei, ou` νi est tel que 1 ≤ νi < ei, νiki ≡ 1 (ei)
et mi =
n
ei
, alors Div(Φ) = B, soit Φ(Ln) = OD (−
∑b
i=1mi νiQi). Il y a un unique isomorphisme
d’alge`bre qui est l’identite´ sur L:
π∗(OC) =
n−1⊕
i=0
Li
∼
−→
n−1⊕
i=0
L⊗i
([
iB
n
])
(9.6)
Preuve: Le premier point est classique (voir par exemple [56]). Rappelons brie´vement les argu-
ments. Soient Q un point de branchement, O = OQ l’anneau local de D en Q, v la valuation associe´e.
Soit O =
⋂
P→QOP la cloˆture inte´grale de O dans le corps des fonctions de C. Soit la de´composition
en sous-espaces propres O = ⊕n−1i=0 Oξi; posons ξ := ξ1. Notons que ξ
i = hiξi avec hi ∈ O. Soit par
ailleurs ξni = fi ∈ O. Du fait de la normalite´ de O, il est clair que v(fi) < n. Posons v(f1) = d =
n
e ν,
ou` e = pgcd(n, d), 1 ≤ ν < e. Notons que d > 0 car Q est un point de branchement. Si π ∈ O est une
uniformisante, et si P est un point de C au-dessus de Q, l’e´galite´ evP (ξ) = νvP (π) dit que e/vP (π).
Comme τn/e est une unite´ de O, ou` τ = ξ
e
πν , on voit que le nombre des points de C au-dessus de Q est
au moins ne . Il en de´coule que ce nombre est
n
e , et que l’indice de ramification est e. On a par ailleurs
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ξin = hi
nξi
n donc nv(hi) + v(ξ
n
i ) = nd, et comme v(ξ
n
i ) < n, on en tire v(hi) = [
id
n ] et v(ξ
n
i ) = n〈
id
n 〉.
Il en re´sulte la description:
Li = L
⊗i (
b∑
j=1
[
iνj
ej
]Qj)
∼
→ L⊗i([
iB
n
]) (9.7)
De manie`re plus pre´cise il y a un unique isomorphisme qui est l’identite´ sur Li.
On peut conclure que le reveˆtement π : C → D est de fait totalement de´termine´ par le couple
(L,Φ). Notons d’abord que le terme de droite dans (9.7) est une OD-alge`bre, la multiplication e´tant
donne´e par les applications naturelles
Li[
iB
n
]⊗ Lj [
jB
n
] −→ Li+j[
(i+ j)B
n
] (9.8)
l’indice i+ j e´tant pris modulo n. Il est clair que l’unique isomorphisme qui est l’identite´ sur
⊕n−1
i=0 L
i
est un isomorphisme d’alge`bre.
La description (9.2) d’un reveˆtement cyclique entre courbes lisses s’e´tend facilement a` une famille
de courbes lisses. Il suffit de donner un sens au terme de droite dans (9.6). Supposons que dans la
donne´e de ramification les valeurs distinctes prises par les ni =
n
ei
νi sont p1 < . . . < ps. Il est pre´fe´rable
pour la suite de mettre le diviseur B sous la forme B =
∑s
i=1 piBi, les Bi e´tant maintenant disjoints
deux a` deux. Posons deg(Bi) = ki qui repre´sente le nombre d’occurence de l’holonomie pi, de sorte que∑
i kipi =
∑
j nj = nm, l’entier m e´tant de´fini par cette e´quation.
La base S du reveˆtement est maintenant arbitraire. Pour tout 1 < p = ne ν, 1 ≤ ν < e, pgcd(e, ν) =
1, soit ∆p ⊂ C le sous-sche´ma des points de C d’holonomie p. On sait (section 4) que si p = pi, ∆p
est un diviseur de Cartier relatif e´tale de degre´ ki
n
ei
sur S. Si p = pi, on notera ∆p = ∆i. Le groupe
quotient de Z/nZ par le sous-groupe d’ordre ei, agit librement sur ∆i. Le quotient Bi ⊂ D de ∆i est
donc un diviseur de cartier relatif e´tale de degre´ ki sur S. On a alors:
Proposition 9.3. Soit π : C → D un reveˆtement cyclique entre courbes lisses de base S. Avec les
notations pre´ce´dentes, en particulier L := L1, on a B =
∑s
i=1 piBi, et:
1) Il y a un unique isomorphisme Li
∼
→ L⊗i
[
iB
n
]
qui est l’identite´ sur L⊗i. Mieux il y a un isomorphisme
unique de l’alge`bre ”cyclique” E = π∗(OC) sur
n−1⊕
i=0
L⊗i
[
iB
n
]
(9.9)
2) le champ de Hurwitz Hg,n,ξ dont les objets sont les reveˆtements cycliques de degre´ n, de base une
courbe lisse de genre g, et de donne´e de ramification ξ est isomorphe au champ dont les objets sont les
triplets (D,L,Φ), ou` D est lisse de genre g, et (L,Φ) est une racine d’ordre n de OD(−B), le diviseur
B =
∑s
j=1 pjBj e´tant comme prescrit par la donne´e ξ.
Preuve: Du fait que B =
∑s
j=1 pjBj , avec Bj e´tale de degre´ kj sur la base S, on peut poser[
iB
n
]
=
∑
j
[
ipjBj
n
] (9.10)
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L’assertion 1) ainsi que la premie`re partie de 2) se ve´rifient par un argument local analoque a` celui
utilise´ dans la preuve 9.2 (voir note de bas de page). On peut d’une autre manie`re tout de´duire de la
Proposition 9.2. En effet si la base S est inte`gre, l’e´galite´ de diviseurs de Cartier relatifs Div(Φi) =
[
iB
n
]
de´coule du fait qu’il y a e´galite´ sur toute fibre ge´ome´trique. Comme toutes ces constructions sont
compatibles aux changements de base, le cas ge´ne´ral se de´duit de ce cas particulier par changement de
base a` partir de la de´formation universelle d’une quelconque fibre. Noter que l’isomorphisme invoque´
est unique. Pour finir la preuve de 1), notons que le terme de gauche dans (9.10) posse`de une structure
naturelle de OD-alge`bre, l’identification est alors claire.
Pour 2) on observera d’abord que la cate´gorie forme´e des triplets (D,L,Φ) est fibre´e en groupo¨ıdes,
et en fait est un champ. L’assertion se re´sume donc a` ve´rifier que le foncteur indique´ est a` la fois un
monomorphisme et un e´pimorphisme [51]. Comme monomorphisme signifie que pour deux reve´tements
π : C → D et π′ : C′ → D′ de base S, le morphisme
Hom(π, π′)→ Hom ((D,L,Φ), (D′,L′,Φ′))
est bijectif, il est clair que cela de´coule de 2). Pour ve´rifier que ce foncteur est un e´pimorphisme, il
suffit de noter que si on part d’un objet (D/S,L,Φ) comme il est indique´, alors A =
⊕n−1
i=0 L
⊗i
[
iB
n
]
a
une structure naturelle de OD-alge`bre, il suffit alors de poser C = SpecOD (A).
9.2. Reveˆtements cycliques stables
9.2.1 Reveˆtements cycliques stables et quasi-racines d’un faisceau inversible
Si π : C → D est un reveˆtement stable de´fini sur k, avec D singulie`re, on peut former de nouveau
la de´composition
π⋆(OC) =
n−1⊕
j=0
Lj (9.11)
Le OD module π⋆(OC) n’est plus en ge´ne´ral localement libre de rang n, mais seulement sans torsion
de rang n. Rappelons dans le contexte des reveˆtements cycliques la description pre´cise des singularite´s
des Lj (§ 7.3.3). Conside´rons P ∈ C un point double de stabilisateur d’ordre e|n, et soit Q le point
double image dans D. Si σ est un ge´ne´rateur fixe´ de G, on notera τ = σ
n
e le ge´ne´rateur distingue´
du stabilisateur H = GP . La description locale au point Q de la de´composition 9.11 est comme suit
(§7.3.3).
Choisissons des ”coordonne´es locales” x, y le long des branches telles que
τ(x) = ζke x , τ(y) = ζ
e−k
e y (9.12)
conditions exprimant la stabilite´ de l’action. Notons par un tilde la normalisation k[[x]]× k[[y]] de OˆQ.
Si un caracte`re de H est identifie´ a` sa valeur sur le ge´ne´rateur τ , rappelons la de´composition (7.26):
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Lemme 9.4. La de´composition en H-sous faisceaux propres de OˆP est:
OˆP = OˆQ
⊕ (e−1⊕
α=1
˜ˆ
OQ(x
α, ye−α)
)
(9.13)
En application des re´sultats ge´ne´raux de la section 7.3, on peut de´crire le lieu singulier des faisceaux
Lj (voir en particulier le corollaire 7.9)
23:
Proposition 9.5. Le faisceau Lj est localement libre en un point double Q ∈ D si et seulement si e
e´tant l’ordre du sous-groupe d’isotropie en un point P au dessus de Q, j ≡ 0 (mod e).
Posons L = L1, et analysons maintenant les morphismes (9.5) induits par la multiplication, et plus
particulie`rement les morphismes Φj : L⊗j −→ Lj (1 ≤ j ≤ n).
Proposition 9.6. Si Q ∈ D est du type NS (e > 1), il y a deux cas:
i) Le point Q est une singularite´ de Lj , alors la dimension de la fibre en Q du conoyau de Φj est j − 1,
et l’ide´al de OQ image de (Φj)Q est non principal.
ii) Dans le cas contraire, si e|j, la dimension du conoyau de Φj en Q est encore j − 1, mais l’image de
Φj est alors un ide´al principal, i.e. libre de rang un.
Si j = n, le morphisme Φ : L⊗n −→ OD(−B) induit par la multiplication fait de L une racine n-ie`me
de OD(−B).
Preuve: Cela re´sulte d’un calcul e´le´mentaire (voir la section 7.3.2). Traitons le premier cas,
donc e | j. Il re´sulte de la proposition 9.5 , et avec des notations e´videntes, qu’on peut prendre la
”re´solvante” Xj =
∑n/e
i=1 ζ
−ij
e σ
ij(xjν, ye−jν) comme ge´ne´rateur local du
˜ˆ
OQ module principal (Lˆj)Q.
Le meˆme re´sultat vaut pour j = 1. On voit alors imme´diatement que l’image par Φj de X
⊗j
1 est
(Φj)Q (X
⊗j
1 ) = (u
[ jν
e
] , vj−1−[
jν
e
])Xj
Du fait que la fibre en Q de L⊗j modulo le sous-module de torsion n’est pas libre, car le point est NS,
les deux membres de l’e´galite´ (9.14) sont sans torsion de rang un, non libres, d’ou` le conoyau de Φj en
Q s’identifie a`
k[[u]]× k[[v]]
(u[
jν
e
], vj−1−[
jν
e
])
la dimension de ce conoyau est donc j−1. Pour la dernie´re assertion, la seule chose a` ve´rifier est l’e´galite´
n deg(L) = −deg(B). Comme cette e´galite´ est invariante par de´formation, de meˆme la formation de
L, il suffit de la ve´rifier dans le cas lisse, ce qui est clair.
Il est naturel de demander si le morphisme Φ provient par ρ∗ d’un morphisme analogue Φ˜ :
OD˜(n)→ OD˜ (voir Proposition 7.12 et la construction qui pre´ce`de). La re´ponse est donne´e essentielle-
ment par ([44], Proposition 3.1.5).
23
Noter que Lj et Lk ont meˆme lieu singulier ssi (j, n) = (k, n).
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Proposition 9.7. Sous les conditions pre´ce´dentes il existe un unique morphisme
Φ˜ : OD˜(n)→ OD˜(−B) (9.15)
tel que ρ∗(Φ˜) = Φ.
Preuve: Soit U l’ouvert image re´ciproque du comple´mentaire du lieu singulier de L. Le morphisme
ρ est un isomorphisme sur U . Comme U est sche´matiquement dense, le morphisme Φ˜ s’il existe est
unique. Il suffit donc de le construire au-dessus d’un voisinage d’un point singulier Q, appele´ D pour
simplifier. De la description de D˜ comme sous-sche´ma de P1 ×D donne´par les e´quations
ξy − qv = ξp− xv = 0
on note que D˜ = U1 ∩ U2, avec U1 = Spec(OˆQ[s]/(sy − q, sp− x)), U2 = Spec(OˆQ[t]/(y − qt, p− xt)).
Le cocycle qui de´finit OD˜(n) est s1,2 = t
n ∈ Γ(U1 ∩ U2,OD˜). Il suffit donc de trouver des fonctions
re´gulie`res φi sur Ui (i = 1, 2) avec φ1 = t
nφ2. Mais on a p = π
ν , q = πe−ν . Si a = mν, b = m(e − ν),
alors pb = qa. Il suffit de prendre φ1 = y
b et φ2 = x
a. La ve´rification est imme´diate.
Avec les notations pre´ce´dentes, a` un point de type NS, on attache une paire d’entiers (non ordonne´s)
le symbole (a, b) :
a = mν, b = n−mν, m =
n
e
, a+ b = n (9.16)
On a 1 ≤ ν < e, et pgcd(ν, e) = 1. En particulier pgcd(a, n) = m. Le symbole de´crit l’action du
stabilisateur d’un point P ∈ C au dessus de Q, sur les branches en P . Notons que l’image de Φ en Q
est l’ide´al (non principal) (ua, vb)
˜ˆ
OQ de colongeur n− 1.
Soit maintenant un object π : C → D = C/G du champ de Hurwitz Hg,n,ξ, au dessus du sche´ma de
base S. Dans la notation du champ on omet le genre g (fixe´) de C, ainsi que la donne´e de ramification
ξ. Notons q et p les morphismes structuraux des S-sche´mas C et D. Soit de nouveau la de´composition
en facteurs isotypiques:
π⋆(OC) =
n−1⊕
j=0
Lj (9.17)
les faisceaux Lj e´tant des faisceaux sans torsion de rang un (relatifs) sur S, i.e. plats sur S et les fibres
au-dessus d’un point ge´ome´trique e´tant sans torsion de rang un. La structure locale de L = L1 peut
eˆtre pre´cise´e de la manie`re suivante:
Proposition 9.8. Soit Q ∈ Ds un point de la fibre au dessus du point ge´ome´trique s ∈ S. On suppose
que Q est un point singulier de L, de symbole (a, b); alors LˆQ est un module sans torsion de rang un
au dessus de Oˆs de type E(τ
a, τ b).
Preuve: Il suffit d’appliquer la Proposition 7.11.
On prouve que le champ des reveˆtements cycliques de degre´ n et de donne´e de ramification fixe´e ξ
(note´ Hg,n,ξ), est isomorphe au champ dont les objets sont les courbes stables marque´es (ou pique´es)24
(D,B =
∑s
j=1 pjBj) e´quipe´es d’une racine n-ie`me L du faisceau OD(−B), pi = miνi.
24
la courbe D est marque´e par le diviseur B = B1 + . . .+Bs, le diviseur relatif Bi e´tant e´tale de degre´ ki sur la base
S, et les Bi e´tant disjoints deux a` deux. Rappelons que Bi est le lieu des points de branchement d’holonomie fixe´e pi.
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The´ore`me 9.9. Le foncteur (π : C → D) 7→ (D,L,Φ) e´tablit un isomorphisme de Hg,n,ξ sur le champ
dont les objets sont les triplets (D,L,Φ), ou` D est une courbe stable marque´e par B =
∑s
i=1Bi (voir
note 28), et (L,Φ) est une racine, dans le sens (9.1)n d’ordre n de OD(−
∑s
i=1 piBi).
Preuve: Le fait que la cate´gorie fibre´e en groupo¨ıdes d’objets les triplets (D,L,Φ) soit un champ
alge´brique se´pare´ et lisse est une conse´quence directe des re´sultats de Jarvis ([44], Theorem 5.3.1).
Essentiel est le re´sultat qui de´crit la de´formation universelle d’une racine d’ordre n (loc.cit, et [43]
Theorem 2.3.2). Ce re´sultat dit que si (D,L,Φ) est une courbe stable marque´e par le diviseur B1 +
. . .+Bs, munie d’une racine d’ordre n de O(−B), (B =
∑
i piBi), la base de la de´formation universelle
est une alge`bre de se´ries formelles k[[τ1, . . . , τb, tb+1, . . . , t3g−3+b]], et le morphisme qui a une de´formation
de ce triplet associe la de´formation correspondante de la courbe marque´e D, s’identifie a`
ψ : Speck[[τ1, . . . , τb, τb+1, . . . , τ3g−3+b]] −→ Speck[[t1, . . . , tb, . . . , t3g−3+b]] (9.18)
ou` ψ∗(tj) = τ
ei
j si j ≤ b, et ψ
∗(tj) = τj si b < j ≤ 3g − 3 + b. Si Q est un point singulier de L
de signature (a, b), a + b = n, on pose e = npgcd(a,b) . On notera que ce re´sultat dit que si le triplet
(D,L,Φ) de base Speck de´rive du reveˆtement π : C → D, alors π et (D,L,Φ) ont ”meˆme” the´orie
des de´formations (comparer avec le The´ore`me 5.5). Cela signifie que si π : C → D est la de´formation
universelle du reveˆtement π : C → D, alors le triplet image (D,L,Φ) est la de´formation universelle de
(D,L,Φ). Ceci e´tant, arme´ de cet argument, la preuve est analogue a` celle de la proposition 9.4 (3).
Montrons que le foncteur est un monomorphisme. Cela revient d’abord a` prouver que si un S-
automorphisme f de C induit l’identite´ sur (D,L,Φ), alors f = 1. Comme le groupe Aut(C/S) est
fini non ramifie´, il suffit de le voir sur les fibres, donc si S = Spec k. Il est clair que f est l’identite´ en
dehors des points doubles de C, donc f = 1. On suppose maintenant avoir deux objets π : C → D
et π : C′ → D avec une meˆme image (D,L,Φ), on prouve que les deux reveˆtements sont isomorphes.
Du fait de l’unicite´ de l’isomorphisme, le proble`me est local sur S, on peut donc supposer que tout est
de´fini au-dessus de la base de la de´formation universelle, commune aux trois objets, disons de la fibre
(Ds,Ls,Φs). Cela permet de supposer que S est lisse (connexe), et que les fibres ge´ne´riques des courbes
en jeu sont lisses.
Soit le S-sche´ma ν : Isom(π, π′) −→ S forme´ des isomorphismes induisant l’identite´ sur (D,L,Φ).
On sait que ν est fini non ramifie´ sur S. On sait par ailleurs que ν est un monomorphisme dominant,
c’est donc un isomorphisme.
Reste a` voir que localement sur S tout triplet (D,L,Φ) de base S provient d’un reveˆtement. Il
suffit de relever un triplet de´fini sur la base S = Spec k, ceci du fait que l’identification des foncteurs
de de´formations permet alors de relever localement une famille arbitraire. Dans le cas ponctuel, on
de´forme le triplet (D,L,Φ) a` une base Spec R, ou` R est un anneau de valuation discre`te complet de
corps re´siduel k, de fibre ge´ne´riqueDK lisse. Quitte a` e´paissir R, on peut supposer que la fibre ge´ne´rique
du triplet provient du reveˆtement CK → DK . Le mode`le stable de ce reveˆtement (§ 5.3) re´pond a` la
question.
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9.2.3. Composantes irre´ductibles du bord
La description des composantes irre´ductibles du bord de Hg,n,ξ de´coule directement des re´sultats
de la section 7.2. On doit conside´rer une base qui correspond soit a` un segment, soit une boucle.
Le segment: Il s’agit de de´crire les diviseurs du champ Hg,n,ξ de´termine´s par les graphes modu-
laires de Hurwitz Γ qui recouvrent le segment. De´crire un reveˆtement stable C → Σ de groupeG = Z/nZ
de base Σ = Σ1∪Σ2, courbe avec deux composantes lisses de genres respectifs 1 ≤ g1 ≤ g2, g1+g2 = g,
un seul point double, et de donne´e de ramification ξ, est e´quivalent a` la donne´e d’une racine n-ie`me
du faisceau OΣ(−B), B e´tant le diviseur de branchement. Il s’ave`re cependant beaucoup plus com-
mode dans les descriptions qui suivent de conserver le point de vue des reveˆtements. Dans la suite la
base sera note´e indiffe´remment D ou Σ. Le diviseur de branchement sera note´ de la manie`re suivante
B =
∑b
α=1mαναQα, avec mα =
n
eα
, 1 ≤ να < eα et pgcd(eα, να) = 1. On notera que
∑b
α=1mανα ≡ 0
(mod n).
Le reveˆtement C → Σ = Σ1∪Σ2 comme spe´cifie´ ci-dessus impose a` C a avoir la topologie suivante
(comparer avec la discussion ge´ne´rale de la section 7.4):
C = IndGG1 C1 ∨ Ind
G
G2 C2 (9.19)
pour deux courbes lisses C1 et C2 induisant des reveˆtements C1 → Σ1 et C2 → Σ2 de groupes respectifs
G1 et G2, sous-groupes de G. Le stabilisateur d’un point double P (on suppose que P ∈ C1 ∩ C2) de
C e´tant H ⊂ G1 ∩ G2. Soit ni = #Gi (i = 1, 2), e = #H. Donc e | n1, n2, et du fait de la connexite´
de C, ppcm (n1, n2) = n. Il est aise´ de voir que si le diviseur de branchement B
⋆
i de Ci → Σi est e´crit
sous la forme
B⋆i =
bi∑
α=1
miαν
i
αQ
i
α +
ni
e
νiQi = Bi +
ni
e
νiQi (i = 1, 2) (9.20)
avec miα =
ni
eiα
, les Qiα(resp.Q
i) (i = 1, 2) e´tant les points qui apre`s identification donnent le point
double Qα(resp.Q). Le diviseur de branchement du reveˆtement π : C → Σ est alors
B =
n
n1
(
b1∑
α=1
m1αν
1
αQ
1
α
)
+
n
n2
(
b2∑
α=1
m2αν
2
αQ
2
α
)
=
n
n1
B1 +
n
n2
B2 (9.21)
Notons comme conse´quence de (7.20) les congruences
∑bi
α=1m
i
αν
i
α +
ni
e ν
i ≡ 0 mod ni (i = 1, 2)
qui si Bi est connu, de´terminent de manie`re unique e et les ν
i. Par exemple nie ν
i est le reste modulo
ni de
∑bi
α=1m
i
αν
i
α; notons que ν
1+ ν2 = e. En d’autres termes la signature du point double Q, obtenu
par identification de Q1 et Q2 est donne´e par (9.15)
a =
n
e
ν1, b =
ne
ν2
(9.22)
On a a+ b = n et ne = pgcd(a, b). La partition note´e dans la suite π, du diviseur de branchement (de
manie`re e´quivalente de la donne´e de ramification) en
(π) B =
n
n1
B1 +
n
n2
B2 (9.23)
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de´termine tous les autres parame`tres i.e. m1ν1 = n1e1 ν
1 et m2ν2 = n2e2 ν
2, restes respectifs modulo ni
de
∑bi
α=1m
i
αν
i
α (i = 1, 2). Rappelons que dans l’e´criture pre´ce´dente, 1 ≤ ν
i < ei et (νi, ei) = 1. La
congruence initiale
deg(B) =
n
n1
(
b1∑
α=1
m1αν
1
α
)
+
n
n2
(
b2∑
α=1
m2αν
2
α
)
≡ 0 (mod n) (9.24)
entraˆıne imme´diatement e1 = e2. Notons par ailleurs que la stabilite´ impose 2gi− 2+ bi ≥ 0 (i = 1, 2).
La signature (a, b) du point double est en fait de´termine´e par les seuls supports de la partition π (9.23),
i.e. la partition des points de branchements [1, b] = I1
∐
I2. Nous noterons dans la suite δg1,g2,π ou
δg1,g2,B1,B2 la composante irre´ductible du bord correspondante a` ces choix. Son image dans Mg′,b est
la composante δg1,g2,I1,I2 . Noter que δg1,g2,B1,B2 = δg2,g1,B2,B1 .
La boucle: (g′ ≥ 1) On suppose que la base du reveˆtement est maintenant une courbe
irre´ductible Σ de genre ge´ome´trique g′ − 1, avec un unique point double Q. Notons Σ˜ la normali-
sation de Σ et soient Q1, Q2, les deux points de Σ˜ pre´-images de Q. On sait (§7, 7.13) que pour l’espace
total C du reveˆtement, il y a deux possibilite´s:
i) La courbe C est irre´ductible, disons avec d = ne points doubles. Alors la normalisation C˜ est
irre´ductible, et le reveˆtement cyclique C˜ → Σ˜ est ramifie´ avec b + 2 points de branchement, ceux
provenant des points de branchement de C → Σ et Q1, Q2. Le diviseur de branchement est donne´ par
B˜ = B +m1ν1Q
1 +m2ν2Q
2 (9.25)
B e´tant le diviseur de branchement de Σ→ C. Notons que m1ν1 +m2ν2 = n, en fait
n
e = m1 = m2 et
a = m1ν1, b = m2ν2 est la signature du point double Q. Nous noterons δ0,a,b, la composante de´crite de
cette manie`re.
ii) La courbe C est re´ductible. Alors il y a dans C une seule G-orbite de composantes irre´ductibles,
fixons C0 l’une d’entre elles. Il y a aussi une seule orbite de points doubles, soit P ∈ C0 l’un de ces
points. Notons G0 le stabilisateur de C0 et H celui de P , d’ordres respectifs n0 < n et e, et e|n0. Soit
g0 ∈ G\G0 un e´le´ment tel que P ∈ C0∩g0(C0). On sait que G0∪g0 engendre G du fait de la connexite´
de C (§7.2), et que par ailleurs H ⊂ G0 ∩ g0G0g
−1
0 = G0 puisque le groupe est abe´lien. Notons que
l’e´le´ment g0 est de´termine´ modulo G0, et au changement g0 7→ g
−1
0 pre`s. La courbe C est alors obtenue
par identification des couples de points (gP, gg−10 P ) ∈ Ind
G
G0
(C0). Le diviseur de branchement de
C0 → Σ0 est visiblement de la forme
B0 +
n0
e
ν1Q1 +
n0
e
ν2Q2, ν
1 + ν2 = e (9.26)
avec ne´cessairement la factorisation de B de´signe´e (de nouveau) π:
(π) : B =
n
n0
B0 (9.27)
La signature du point double Q est a = nn0 a0, b =
n
n0
b0, avec a0 =
n0
e ν
1 , b0 =
n0
e ν
2. Noter que ce
choix n’est soumis a` aucune contrainte, i.e. e|n0 e´tant fixe´, on choisit ν1 < e, premier a` e, alors ν2 s’en
de´duit du fait de l’e´galite´ (9.26). En sens inverse, on a e = n0pgcd(n0,a0) .
La notation retenue pour cette composante irre´ductible est δ0,π,a,b. Le cas i) correspond a` n0 = n.
La notation regroupe donc les deux cas.
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9.3. Reveˆtements cycliques de P1
Lorsque la base est P1 on identifie le champ (ouvert) de Hurwitz a` un champ quotient (comparer
avec [4] qui se limite aux reveˆtements uniformes).
9.3.1. Quelques calculs de torseurs
Il est connu que la classification des objets au dessus de la cate´gorie des k-sche´mas (k corps, ou
anneau de base), e´tale-localement (ou fpqc) d’une ”marque” donne´e (terminologie de Demazure-Gabriel
[21]), est e´quivalente a` la donne´e du champ classifiant BG, avec pour groupe structural G, le groupe
des automorphismes de l’objet marque. Une de´finition plus pre´cise est comme suit. Soit M un champ
(alge´brique) au dessus de k. Soit X un k-sche´ma, et soit un objet P ∈ M(X), l’objet ”marque”. Disons
que Q ∈ M(U ) est de marque P , s’il y a un morphisme α : U → X, un recouvrement (e´tale) U ′ → U ,
tels que Q×U U ′ ∼= P ×X U ′, donc si Isom(Q,P ×X U )(U ′) 6= ∅.
On de´finit un champ M(P ), le champ des objets de marque P , dont la cate´gorie des objets au-
dessus de U sont les couples (Q,α : U → X), avec la proprie´te´ de dessus, traduisant le fait que Q
est de marque P , les morphismes e´tant les morphismes e´vidents. Ce champ n’est qu’une pre´sentation
diffe´rente du champ classifiant B(G/X), si G = Aut(P ) est le groupe alge´brique des automorphismes
de P ([51], 2.4.2).
Proposition 9.10. Sous les hypothe`ses qui pre´ce`dent, on a un isomorphisme de champs M(P )
∼
→
B(G/X), G = Autk(P ) e´tant le X-groupe alge´brique des automorphismes de P . En particulier, si G
est lisse de type fini, le champ M(P) est alge´brique.
Preuve: Rappelons brie`vement la de´finition de l’isomorphisme [21]. Si (Q,α) ∈ (P) est un objet de
marque P au-dessus de S, il est clair que le S-sche´ma IsomS(P ×S,Q×X S) est de manie`re naturelle un
G fibre´ principal de base S, de´finissant le foncteur 9.33. En sens inverse si E → S est un AutX(P )×X S
torseur, le produit contracte´
E ×Aut(P )×XS (P ×X S)
fournit un objet de marque P de base S. Ces deux constructions sont inverses l’une de l’autre. D’une
autre manie`re le champM(P ) est visiblement une gerbe sur X, qui est neutre car P en est une section
sur X. Le re´sultat de´coule alors de ([51], Lemme (3.31))
Par exemple on peut prendre la marque kn, avec M le champ des faisceaux localement libres
de rang n sur les k-sche´mas ([51], The´ore`me 4.6.2.1). Alors le principe qui vient d’eˆtre rappele´ dit
que ce champ est isomorphe a` BGL(n). Plus significatif pour la suite est le cas du groupe projectif
line´aire PGL(n) = AutPn. Le champ classifiant BPGL(n) est isomorphe au champ dont les objets
sont les fibrations en Pn au dessus d’un k-sche´ma. Le cas utile pour la suite est un me´lange de ces
exemples. Fixons un faisceau localement libre V de rang r ≥ 1 sur P 1, donc en vertu d’un the´ore`me
de Grothendieck de la forme V = O(n1) ⊕ . . . ⊕ O(nr), avec n1 ≤ . . . ≤ nr. Soit la cate´gorie fibre´e
en groupo¨ıdes P , dont les objets au-dessus de S les couples (D → S,E), avec D → S une fibration
en P1, et E un fibre´ vectoriel sur D de type V le long des fibres, c’est a` dire, localement sur S, de la
forme ⊕ri=1Li, ou` Li est inversible de degre´ relatif ni . Noter que cela a un sens car, localement pour
la topologie e´tale, D = P1S . L’identification des objets est un exercice aise´:
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Lemme 9.11. La cate´gorie fibre´e en groupo¨ıdes P est un champ alge´brique. La marque des objets de
P est (P1, V ).
Le groupe des automorphismes G du mode`le, est le groupe qui line´arise universellement le fibre´ V . Ce
groupe s’inse`re donc dans une suite exacte
1→ H = Aut(V )→ G→ PGL(1)→ 1 (9.28)
Preuve: Le premier point se re´sume essentiellement a` montrer que si (D,E) et (D′, E′) sont deux
objets de P au-dessus du sche´ma S, alors le faisceau sur Set
(T → S) 7→ IsomT ((DT , ET ), (D
′
T , E
′
T ))
est repre´sentable par un S-sche´ma de type fini. On peut proce´der en deux e´tapes. Soit d’abord le
foncteur IsomS(D,D
′) qui est repre´sente´ un torseur I sous le groupe PGL(1). Si Φ : D×S I
∼
→ D′×S I
est l’isomorphisme universel, on est ramene´ visiblement a` prouver que le foncteur de´fini sur la cate´gorie
des I-sche´mas (U → I) 7→ IsomU (EU ,Φ
∗(E′)U ) est repre´sentable, en fait par un I sche´ma affine
sur I. C’est un fait connu. Identifions maintenant la marque des objets de P . Il est clair que toute
fibration en P1 de base S est localement (pour la topologie e´tale) de la forme P1S . Supposons donc
D = P1S . Ceci e´tant, le module localement libre E e´tant de type V , quitte a` localiser si ne´cessaire, on
peut le supposer de la forme E = OP1
S
(n1)⊕ . . .⊕OP1
S
(nr) = p
∗(V ), ou` p : P1S → P
1
k est le morphisme
de changement de base. Ce qui montre que la marque est bien (P1, V ). Pour de´crire le groupe des
automorphismes de l’objet marque, rappelons que si un groupe alge´brique G agit sur une varie´te´ X,
l’action e´tant µ : G × X → X, une G-line´arisation d’un faisceau cohe´rent F , est un isomorphisme
Φ : p∗2(F )
∼
−→ µ∗(F ) ve´rifiant une relation de cocycle bien connue (par exemple [57], voir aussi § 6.1).
En ge´ne´ral un faisceau F localement libre de rang n sur X n’est pas G-line´arisable, cependant il le
devient si le groupe G est agrandi convenablement. De manie`re pre´cise, l’argument rappele´ en de´but
de preuve montre qu’il existe un groupe alge´brique G˜, et un morphisme de groupes G˜→ G, tel que les
G-line´arisations de F correspondent de manie`re bijective aux sections de G˜ → G. En fait on applique
la construction du de´but au couple de faisceaux (µ∗(F ), p∗2(F )), µ et p2 e´tant respectivement l’action
et la projection G×X → X , de sorte que
G˜ = Isom(p∗2(F ), µ
∗(F ))
D’une manie`re simplifie´e, les points de G˜ sont les couples (g, φ), avec g ∈ G, et φ : F
∼
→ g∗(F ). La loi
de composition e´tant
(g, φ)(h, ψ) = (gh, h∗(φ)ψ) (9.29)
Si on a pour tout g ∈ G, g∗(F ) ∼= F , alors ce groupe s’inse`re dans une extension 1→ Aut(F )→ G˜→
G→ 1. Applique´ a` la situation pre´sente, cela donne la seconde partie du lemme.
Noter que l’extension (9.28) n’est en ge´ne´ral pas scinde´e du fait que O(n) est PGL(1)-line´arisable
si et seulement si n est pair; il n’est que GL(2)-line´arisable. Soit αg : O(1)
∼
→ g∗(O(1)) la line´arisation
120
tautologique de O(1) qui induit une line´arisation de V , ⊕ri=1 α
⊗ni
g : V
∼
→ g∗(V ) (g ∈ GL(2)). Noter
que λ12 agit diagonalement sur V par la matrice diagonale diag(λ
n1 , . . . , λnr ) On notera cependant
que la line´arisation tautologique de V sous GL(2) se descend dans tous les cas en une line´arisation
sous GL(2)/µd, si d est le pgcd des ni. Le groupe H est aise´ a` de´crire. Supposons la partition (ni)
de r =
∑r
i=1 ni, prenant p valeurs distinctes k1 < . . . < kp, ki apparaissant αi fois. Alors V a une
filtration canonique
0 6= F p ⊂ . . . ⊂ F 1 = E, F j/F j+1 = OP1
S
(kj)
⊕(αj ) (9.30)
En fait si V = ⊕pj=1OP1(kj)
⊕(αj), on a Fj = ⊕
p
m=jOP1(km)
⊕(αm). En particulier un automorphisme de
E respecte filtration F.. Il est alors imme´diat que H = Aut(E) est le produit semi-direct
H = U ⋊
p∏
j=1
GL(αi)
d’un groupe unipotent U par un produit de groupes line´aires. Dans certains cas, G est en fait un produit
semi-direct. Supposons α1 = . . . αp = 1. Soit une relation de Bezout 1 =
∑
jmj
kj
d . Conside´rons le
caracte`re de H donne´ par χ : H →
∏p
j=1GL(αi)
ψ
→ Gm avec ψ((gj)) =
∏
j det(gj)
mj , et soit K le
noyau de χ. On a la remarque e´vidente:
Lemme 9.12. Sous les conditions indique´es, le groupe H est le produit semi-directH = K⋊GL(2)/µd.
Si de plus d est pair, la suite (9.28) est scinde´e.
Preuve: Notons α : GL(2) → G la section induite par la line´arisation canonique. Alors les
e´le´ments de K qui sont aussi dans l’image de α, sont les diag(λn1 , . . . , λnr), avec λ
∑
mini = λd = 1.
Cette intersection est donc re´duite a` l’identite´. Le reste est clair. Pour le point deux, notons que si
les ni sont tous pairs, alors on obtient une section de G → PGL(1) par factorisation de g ∈ GL(2) 7→
⊕i α⊗nig det(g)
−ni/2.
9.3.2. Interlude: Ge´ome´trie du discriminant des formes binaires
L’espace affine des formes binaires admet une stratification naturelle, dont la ge´ome´trie est intime-
ment lie´e a` celle des sche´mas de Hurwitz classifiant les reveˆtements cycliques de P1. Soit N un entier
fixe´ dans toute cette section, et soit µ = n1 ≤ n2 ≤ . . . ≤ nr une partition (fixe´e) de poids N . Une
forme binaire (non nulle)
a0X
N + a1X
N−1Y + . . .+ aNY
N (9.31)
est repre´sente´e par le point (a0, · · · , aN ) ∈ AN+1∗ . On noteraXµ = X(n1,...,nr) la sous varie´te´ (localement
ferme´e) de l’espace affine AN+1 des formes binaires de degre´ N , forme´e de celles qui sont le produit
de r facteurs line´aires non proportionnels, de multiplicite´s respectives n1 ≤ n2 ≤ . . . ≤ nr. On parlera
de µ comme du type combinatoire de la forme binaire. Il est facile de de´crire Xµ comme un coˆne
au dessus d’un produit d’espaces projectifs. On e´crira pre´fe´rablement la partition µ sous la forme
duale µ = mk11 . . .m
ks
s , signifiant que la fonction i → ni prend les valeurs distinctes m1 < . . . < ms
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respectivement k1, . . . , ks fois. Une forme binaire de type µ peut alors eˆtre e´crite sous la forme plus rigide
F =
∏s
i=1 f
mi
i , (fi, fj) = 1 si i 6= j, deg(fi) = ki , fi e´tant sans facteur multiple. La de´composition
est ge´ne´riquement bien de´finie a` l’action du groupe diagonalisable pre`s
Tµ = {λ = (λ1, . . . , λs),
s∏
i=1
λmii = 1} (9.32)
Pour de´crire avec plus de pre´cision la stratification de AN+1∗ , de strates les sous-sche´mas Xµ , rappelons
(voir par exemple [47]) quelques proprie´te´s du morphisme de Vie`te. Soit ZN = (A2∗)N la varie´te´ des
2N -uples
(u1, v1, . . . , uN , vN ), (ui, vi) 6= (0, 0), 1 ≤ i ≤ N (9.33)
Il y a sur ZN une action e´vidente d’une part du groupe G
N
m, et d’autre part du groupe syme´trique
SN . Il en re´sulte une action du produit semi-direct G
N
m ⋊ SN sur (A2∗)N , telle que ZN/GNm ⋊ SN =
(P1)N/SN = PN . Soit le sous-groupe TN = {(t1, . . . , tN ) ∈ GNm/
∏
i ti = 1}. Les choses s’expriment
mieux en termes de coˆnes au dessus d’une varie´te´. Rappelons que si X est une varie´te´ normale, et si L
est un faisceau inversible ample sur X, alors l’alge`bre
R =
⊕
d≥0
Γ(X,L⊗d) (9.34)
est de type fini, et normale. La varie´te´ affine Spec(R) est le coˆne de base X de´fini par L. Si X est lisse,
le sommet est le seul point singulier, point singulier conique, et il est imme´diat que le fibre´ vectoriel
V (L)→ X, induit une re´solution de la singularite´ conique, via le morphisme naturel V (L)→ Spec(R).
Le diviseur exceptionnel est la section nulle de la fibration, et son comple´mentaire est isomorphe au coˆne
e´pointe´ Spec(R)− 0. Notons par ailleurs que Spec(R)− 0/Gm = X, et Pic(SpecR− 0) = Pic(X)/[L].
Ainsi la varie´te´ note´e AN+1∗ des formes binaires de degre´ N peut eˆtre identifie´e avec le coˆne e´pointe´ de
base PN , relatif a` O(1). Rappelons que le morphisme de Viete (relations coefficients-racines) v : ZN =
(A2∗)N → AN+1∗ est de´fini comme suit:
(u1, v1, . . . , uN , vN ) 7→
N∏
i=1
(uiX − viY ) = a0X
N + . . .+ aNY
N (9.35)
Ce morphisme permet de justifier l’identification classique suivante:
Lemme 9.13. Le quotient XN = ZN/TN est le coˆne e´pointe´ de base (P1)N de´fini par le faisceau
inversible O(1, . . . , 1), de plus ZN/TN ⋊ SN = AN+1∗ .
Pour de´crire Xµ on forme d’abord le plongement ”diagonal” de (A2∗)r dans (A2∗)N i.e.
(u1, v1, . . . , ur, vr) 7→ (
︷ ︸︸ ︷
u1, v1, . . . , u1, v1, u2, v2, . . . ,
︷ ︸︸ ︷
ur, vr, . . . , ur, vr) (9.36)
le premier couple re´pe´te´ n1 fois, etc. On note que l’image de (9.36) est la sous varie´te´ des points fixes
de Sn1 × . . . × Snr . Le sous groupe de TN ⋊ SN qui agit sur cette image, est le normalisateur de
Sn1 × . . .× Snr , donc est le groupe Tµ ⋊NormSN (Sn1 × . . .× Snr ), avec Tµ donne´ par
Tµ = T
Sn1×...×Snr
N = {(t1, . . . t1, t2, . . . , . . . , tr)}, t
n1
1 . . . t
nr
r = 1 (9.37)
Noter que cette action est libre ge´ne´riquement, mais pas libre partout. On a utilise´ en passant le lemme
e´vident suivant:
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Lemme 9.14. Soit un produit semi direct G = H ⋊ K, et soit ∆ ⊂ K un sous-groupe de K. Le
normalisateur de ∆ dans G est H∆ ⋊NK(∆).
Le groupe diagonalisable Tµ n’est connexe que si d = pgcd(n1, . . . , nr) = 1, sinon Tµ/T
◦
µ =
Z/dZ . Noter qu’a` cela correspond une action libre du groupe diagonalisable Tµ ∼= ker(Grm →
Gm), (t1, . . . , tr) 7→ t
n1
1 . . . t
nr
r sur (A2∗)r qui s’exprime par
(t1, . . . , tr).(u1, v1, . . . , ur, vr) = (t1u1, t1v1, . . . , trur, trvr)
et qui rend le plongement (9.36) e´quivariant. Il en de´coule une action re´siduelle du normalisateur
Nµ := NormSN (Sn1 × . . .× Snr ) sur Zµ = (A
2
∗)
r)/Tµ . Rappelons que les valeurs distinctes prises par
les ni sont mi = nk1+...+ki , m1 < . . . < ms. On trouve pour le normalisateur Nµ le wreath product
Nµ = (Sm1 ≀ Sk1)× . . .× (Sms ≀ Sks). En re´sume´ on a le fait connu suivant:
Proposition 9.15. 1) Le quotient Zµ = (A2∗)r)/Tµ s’identifie au coˆne e´pointe´ au dessus de (P1)r relatif
a` L = O(n1, . . . , nr).
2) Le quotient Cµ = Zµ/Nµ s’identifie au coˆne e´pointe´ au dessus de Pk1× . . .×Pks de´fini par le faisceau
inversible O(m1, . . . ,ms). Le morphisme Cµ → AN+1∗ est fini birationnel sur son image, il de´finit la
normalisation de la strate ferme´e Xµ.
3) La varie´te´Xµ est isomorphe au comple´mentaire dans Cµ = Zµ/Nµ de l’hypersurface ∆(f1. . . . .fs) = 0
(∆(−) e´tant le discriminant usuel)
Preuve: Pour 1), on note que les fonctions invariantes sous Tµ sont les fonctions polynomiales
f(u1, v1, . . . , ur, vr) telles que pour t ∈ Tµ:
f(t1u1, t1v1, . . . , trur, trvr) = f(u1, v1, . . . , ur, vr)
si f est multihomoge`ne de multidegre´ (α1, . . . , αr), le poids de f est t 7→ t
α1
1 . . . t
αr
r , donc on doit avoir
(α1, . . . , αr) = e(n1, . . . , nr) pour un e ≥ 1. L’assertion 1) en de´coule. D’une autre manie`re, on peut
noter que la projectivisation du plongement (9.36), est le plongement polydiagonal (P1)r 7→ (P1)N et
que la restriction de O(1, . . . , 1) est O(n1, . . . , nr). L’assertion de´coule alors du lemme 3.
Pour 2), on note que l’action du groupe fini Nµ, se re´duit a` l’action de Sk1 × . . .× Sks , ce qui conduit
au fait que les points de Zµ/Nµ ont pour coordonne´es (multihomoge`nes), les coefficients des produits
partiels
f1(X,Y ) =
k1∏
1
(uiX − viY ) = a
1
0X
k1 + . . . a1k1Y
k1 , . . . (9.38)
On peut identifier un point de ce quotient a` un s-uple de formes [f1, . . . , fs], de degre´s respectifs
k1, . . . , ks. L’identification e´tant
[f1, . . . , fs] = [g1, . . . , gs]⇐⇒ gi = λifi (λi ∈ k
∗),
s∏
i=1
λmii = 1 (9.39)
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Comme dans la description pre´ce´dente, on retrouve bien la description des points du coˆne de base
Pk1×. . .×Pks relatif au faisceauO(m1, . . . ,ms). D’une autre manie`re le quotient Zµ/Nµ est isomorphe a`
Ak1+1∗ ×. . .×Aks+1∗ /T ′, le tore T ′ e´tant le noyau de Gsm → Gm, (λ1, . . . , λs) 7→
∏s
i=1 λ
mi
i ; l’identification
s’obtient en effectuant le quotient partiel de Zµ par le sous tore de Tµ donne´ par les e´quations
∏k1
i=1 ti =
1, . . . ,
∏ks
i=1 ti = 1. Le morphisme Zµ/Nµ → A
N+1
∗ n’e´tant autre que (f1, . . . , fs) 7→ f
m1
1 . . . f
ms
s . Tout
est plus clair sur le diagramme
Zµ = (A2∗)r/Tµ - Zµ/Nµ
Φ -AN+1∗
? ? ?
(P1)r - Pk1 × . . .Pks φ - PN
Les fle`ches Φ, φ sont celles explicite´es lors de la preuve, c’est a` dire
φ(D1, . . . , Ds) =
s∑
i=1
miDi, Φ([f1, . . . , fs]) = [f
m1
1 . . . f
ms
s ] (9.40)
Remarque 9.2 Les relations d’incidence entre les strates Xµ ⊂ AN+1∗ se de´crivent facilement
au moyen d’un ordre entre partitions de poids donne´ N [47]: η = (η1 ≤ . . . ≤ ηl) ≤ µ = (n1 ≤
. . . ≤ nr) ⇐⇒ ηj =
∑
i∈Ij
ni, les Ij formant une partition de [1, r]. L’adhe´rence de la strate Xµ est
Xµ =
⋃
η≤µ Xη. Le morphisme Cµ = Zµ/Nµ → A
N=1
∗ a pour image Xµ, est la de´singularisation
de Xµ. Apre`s projectivisation, ce morphisme se re´duit a` Pk1 × . . . × Pks −→ PN qui est le compose´
d’un plongement de Veronese, suivi d’une projection line´aire; ce morphisme est la normalisation de son
image.
Exemple 9.3 Le cas µ = (1, . . . , 1, 2), soit k1 = N − 2, k2 = 1,m1 = 1,m2 = 2, correspond
a l’hypersurface discriminant (prive´e de l’origine), qui a pour normalisation le coˆne e´pointe´ de base
PN−2 × P1, relativement a` O(1, 2). Le morphisme de normalisation est [f1, f2] 7→ F = f1f22 . Si f1 a un
facteur line´aire multiple, on peut l’e´changer avec f2, ce qui montre que ce morphisme n’est pas bijectif
sur l’image. Regardons comme exemple le cas des formes quartiques (9.31) (N = 4). Le discriminant
∆ caracte´rise les formes avec un facteur line´aire double, donc µ = (1, 1, 2). Pour µ = (1, 3), X1,3 est
le coˆne e´pointe´ au dessus de P1 × P1 de´fini par L = O(1, 3). La the´orie classique donne des e´quations
pour X1,3 : P (F ) = Q(F ) = 0, si on note P et Q les covariants
P =
1
6
(a22 − 3a1a3 + 12a0a4), Q = a0a2a4 −
3
8
a0a
2
3 −
3
8
a21a4 + 18a1a2a3 −
1
36
a32
Dans le cas µ = (2, 2), donc m1 = 2, s = 1, k1 = 2, X2,2 repre´sente les formes quartiques carre´ d’une
forme quadratique; dans ce cas aussi on obtient des e´quations en e´crivant que la forme hessienne H(F )
est proportionnelle a` F . Enfin si µ = (4) qui est le cas des formes avec un seul facteur line´aire, les
e´quations de X4 qui est la strate ferme´e, se re´sument comme on le voit facilement a` H(F ) = 0.
9.3.3. Le champ des reveˆtements cycliques de la droite projective
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On fixe la ramification d’un reveˆtement cyclique de degre´ n (§ 9.1) sous la forme d’une suite de
diviseurs de n, 1 < ei|n (1 ≤ i ≤ r), et pour tout i, un entier 1 ≤ ηi < ei, tel que pgcd(ei, ηi) = 1;
on posera ni =
n
ei
ηi. On supposera que n1 ≤ . . . ≤ nr, de´finissant ainsi une partition µ de poids
N = nm =
∑
i ni.
Soit π : C → D un reveˆtement cyclique a` ramification fixe´e de type µ, de base S, les fibres
ge´ome´triques de D → S e´tant isomorphes a` P1. On sait (Proposition 9.4) que le reveˆtement π : C → D
peut eˆtre reconstruit en partant de la base D, e´quipe´e de la structure additionnelle (L,Φ). Il sera
pre´fe´rable dans la suite de noter la partition µ comme une suite strictement croissante avec re´pe´titions,
donc de conside´rer les entiers mj (1 ≤ j ≤ s) (distincts) de´finis par la partition n1 ≤ . . . ≤ nr comme
cela a e´te´ fait dans la section 9. Cela permet d’e´crire le diviseur B tel que Div(Φ) = B sous la forme
B =
∑s
i=1miBi, les diviseurs Bi e´tant maintenant disjoints deux a` deux. Posons deg(Bi) = ki, de
sorte que
∑
i kimi =
∑
j nj = nm, l’entier m e´tant de´fini par cette e´quation.
Revenons a` la varie´te´ lisse Xµ partie ouverte du coˆne Zµ/Nµ. Le groupe GL(2) agit de manie`re
naturelle sur l’espace vectoriel des formes binaires de degre´ donne´, i.e. g.F (X,Y ) = F (g−1X, g−1Y ),
mais cette action ne se descend pas en ge´ne´ral en une action de PGL(1). L’entier m e´tant comme
introduit au dessus, on notera cependant qu’il y a une action du groupe GL(2)/µm sur le coˆne e´pointe´
Zµ/Nµ, de manie`re explicite
g[f1, . . . , fs] = [g.f1, . . . , g.fs] (9.41)
Cette de´finition est cohe´rente du fait que
∑s
i=1 kimi = nm. De manie`re e´quivalente, le faisceau
O(m1, . . . ,ms) sur Pk1 × . . . × Pks est canoniquement GL(2)/µm-line´arise´. La description qu’on a
en vue du champ Hn,µ des reveˆtements cycliques de degre´ n de P1, a` ramification de type µ, et qui
dans le cas des courbes ge´ne´ralise [4], est:
The´ore`me 9.16. Les points de branchement e´tant marque´s (non indexe´s), on a:
Hn,µ = [Xµ/(GL(2)/µm)] (9.42)
Si les points de branchement sont pique´s (ordonne´s) on a, pour une action de Gm qui sera pre´cise´e dans
la preuve, et Yµ e´tant le comple´mentaire dans Zµde la grosse diagonale Hn,µ = [Yµ/Gm].
Preuve: On commence par de´finir un morphisme Hn,µ → [Xµ/(GL(2)/µm)], qui apre`s ve´rification,
sera un isomorphisme. Soit un reveˆtement p : C → D, de base S. La courbe q : D → S est un fibre´
en coniques, et le sous-faisceau propre L ∈ Pic(D), de π∗(OC), relatif a` valeur propre ζn, est de degre´
−m le long des fibres. Par ailleurs la multiplication de´finit un morphisme injectif Φ : L⊗n → OD, le
diviseur B de Φ ayant par de´finition un type combinatoire fixe´ le long des fibres. Ce qu’on traduit par
B = Div(Φ) =
∑
1<e|n, 1≤η<e
n
e
ηBe,η (9.43)
On re´cupe`re d’une part un torseur P = Isom((P1S , VS), (D → S, L)) sous G = GL(2)/µm, avec
V = O(−m). Du fait de la forme du diviseur de la section Φ, cette section de´finit d’autre part un
morphisme P → Xµ ⊂ AN , qui est par construction clairement G-e´quivariant. Cette construction
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donne donc un foncteur Hn,µ → [Xµ/G] Pour prouver que c’est un isomorphisme, il suffit de voir que
c’est simultane´ment un monomorphisme et un e´pimorphisme [51]. Il est possible en fait d’exhiber un
foncteur quasi-inverse, comme la preuve de dessous le sugge`re. Pour tout sche´ma S, on doit s’assurer
que la restriction de ce foncteur a` la cate´gorie des sections au-dessus de S est pleinement fide`le. Cela
se rame`ne a` voir que tout S-isomorphisme de reveˆtements f : C
∼
→ C′ correspond de manie`re bijective
a` un isomorphisme des objets images par le foncteur conside´re´. Notons h : D
∼
→ D′ le S-isomorphisme
entre les courbes quotients. Il de´finit d’une part un isomorphisme entre les G-torseurs associe´s P
∼
→ P ′,
et un isomorphisme Z/nZ-e´quivariant
ψ : E = ⊕n−1i=0 Li
∼
−→ h∗(E ′ = ⊕n−1i=0 L
′
i) (9.44)
Notons ψi : Li
∼
→ h∗(L′i) sa restriction a` Li. Rappelons la relation Φ
′.ψ⊗n1 = Φ; il s’agit donc de voir
que l’isomorphisme initial f peut eˆtre reconstitue´ demanie`re unique en partant de la donne´e (h, ψ1).
C’est exactement le contenu de la Proposition 9.4.
Dans le cas des points de branchement ordonne´s la donne´e qui se substitue a` (P1,O(−m)) est
(P1, (Q1, . . . , Qb),O(−m)), le groupe G est donc G = Gm = Aut(O(−m)). Il est e´vident que cela
revient dans la preuve pre´ce´dente a` remplacer Xµ par Yµ, dont les points correspondent a` la donne´e de
b points distints Q1, . . . , Qb de P1, et d’une forme binaire f de diviseur des ze´ros Div(f) =
∑
j njQj .
L’action de Gm de´rive de ”l’action” λ[(u1, v1), . . . , (ub, vb)] = [λ
1/m(u1, v1), . . . , λ
1/m(ub, vb)]. Le reste
est clair.
Exemple 9.4 Si n = 3 (voir [4]), reveˆtements galoisiens triples de la droite projective, le diviseur B
est de la formeB = B1+2B2, avecB1 et B2 disjoints et sans multiplicite´s; on a entre les degre´s respectifs
la relation k1 + 2k2 = 3m. On a en fonction de la prescription ge´ne´rale: Div(Φ2) =
[
2B
3
]
= 2B1 + B2.
On voit que Xµ est dans ce cas un ouvert du coˆne de base Pk1 × Pk2 de´fini par O(1, 2). Dans [4] Arsie
et Vistoli ont traite´ le cas ge´ne´rique µ = (1N ); les reveˆtements correspondants sont appele´s par eux
uniformes. Dans cette situation, on a s = 1, et X(1N ) est simplement le coˆne des formes de degre´ N
sans racine multiple.
10. Groupe de Picard et classes tautologiques.
La position du champ de Hurwitz comme e´tablissant une correspondance entre champs de courbes
marque´es (ou pique´es)
Mg,r
ıﬀ Hg,G,ξ
δ -Mg′,b (10.1)
sugge`re l’existence sur ce champ de fibre´s tautologiques lie´s a` la spe´cificite´ des reveˆtements galoisiens.
On notera pour tout groupe fini G, (−,−)|G le produit scalaire de deux caracte`res de G, et R(G)
l’anneau des repre´sentations (ou des caracte`res) de G. Si v ∈ Gˆ, on notera Vv l’espace vectoriel qui
supporte la repre´sentation de caracte`re (irre´ductible) v. Pour tout re´el x, on posera 〈x〉 = x− [x].
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10.1. Fibre´ de Hodge
10.1.1. G-fibre´s vectoriels sur le champ de Hurwitz
Soit le morphisme canonique (repre´sentable) oubli de l’action de G ı : Hg,G,ξ −→Mg,(r) ou` comme
pre´cedemment, r de´signe le nombre de points de ramification, et b le nombre de points de branchement.
Si π : C → D est un reveˆtement on supposera la base pique´e par b-points contenant les points de
branchement. La courbe C est marque´e par les pre´images des points de branchement. Le marquage de
ces points par paquets se de´duisant de la nume´rotation des points de branchement. Rappelons qu’un
faisceau sur Hg,G,ξ est l’assignation pour tout reveˆtement q : C
π
→ D
p
→ S d’un faisceau cohe´rent E(π)
sur la base S, de manie`re compatible avec les morphismes. Soit la remarque:
Lemme 10.1. Soit F un faisceau cohe´rent (resp. un fibre´ vectoriel) sur Mg,r. Le faisceau ı
∗(F ) sur
Hg,G,ξ est un G-faisceau cohe´rent (resp. un G-fibre´ vectoriel), relativement a` l’action triviale de G.
Dans le second cas il se de´compose en la somme directe de ses composants isotypiques
ı∗(F ) =
⊕
χ∈Ĝ
Fχ ⊗ Vχ (10.2)
les Fχ e´tant des faisceaux localement libres sur Hg,G,ξ, et la somme directe e´tant indexe´e par les
repre´sentations irre´ductibles de G.
Preuve: Si F est un faisceau sur Mg,r, donc de´fini par une collection de faisceaux cohe´rents
F (q) = F (C
q
→ S), on a pour tout morphisme de Mg,r, i.e. un carre´ carte´sien
C f - C′
q
?
q′
?
S h - S′
un isomorphisme φf,h : F (q)
∼
−→ h∗(F (q′)), les φf,h e´tant assujettis a` satisfaire a` une relation de
cocycle φf ′f,h′h = h
∗(φf ′,h′).φf,h. Si maintenant q : C → S provient d’un G-reveˆtement π : C → D,
alors tout e´le´ment g ∈ G de´finit un automorphisme de C → S dans Mg,r, mais pas dans le champ de
Hurwitz, sauf si g est dans le centre. Il en re´sulte un isomorphisme φ(g) : F (q)
∼
−→ F (q) qui du fait de
la relation de cocycle repre´sente une G-line´arisation sur le faisceau image re´ciproque ı∗(F ) de´fini par
ı∗(F )(π) = F (q). Si F est de plus localement libre, il se de´compose en facteurs isotypiques
F (q) =
⊕
χ∈Ĝ
Fχ(q)⊗ Vχ (10.3)
avec Fχ(q) = HomG(OS ⊗Vχ,F). Comme les morphismes de Hg,G,ξ sont G-e´quivariants, il en de´coule
une action de G sur ı∗(F ), en d’autres termes les facteurs Fχ(q) de´finissent un fibre´ vectoriel sur le
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champ de Hurwitz. De la sorte la de´composition qui pre´ce`de induit donc la de´composition en sous-
faisceaux propres (10.1).
Un G-fibre´ vectoriel sur le champ de Hurwitz aura pour sens un fibre´ donne´ par une de´composition
(10.2). Un G-morphisme entre deux G-fibre´s vectoriels est un morphisme qui commute aux actions
respectives de G. Soient F et H deux G-fibre´s vectoriels sur le champ de Hurwitz. Nous dirons qu’ils
sont disjoints si une meˆme repre´sentation irre´ductible Vχ n’apparaˆıt pas simultane´ment dans F et dans
H. Notons le fait e´vident suivant:
Lemme 10.2. Supposons avoir une suite exacte 0→ E → F → H → 0, les faisceaux e´tant des G-fibre´s
vectoriels, et les morphismes des G-morphismes. Si E et H sont disjoints, alors F = E ⊕H.
Preuve: L’hypothe`se signifie que pour une repre´sentation irre´ductible Vχ donne´e, on a soit Eχ =
Fχ, soit Hχ = Fχ. Le re´sultat en de´coule.
10.1.2. De´composition du fibre´ de Hodge
Rappelons [40] que le fibre´ de Hodge Eg′,b (resp.Eg,r) sur Mg′,b (resp. Mg,r) est le faisceau dont
les sections sur l’objet p : D → S (resp. q : C → S), courbe stable marque´e de genre g′ (resp. g), est le
faisceau localement libre de rang g′ (resp. g) sur S
E(p) = p∗(ω1D/S) (10.4)
Notons que par dualite´ de Serre ce faisceau est dual de R1q∗(OD), et que le morphisme trace permet une
identification R1q∗(ωD/S) = OS . La classe de Hodge λ ∈ Pic(Mg′,b) est par de´finition λ = det(E) =
c1(E); on de´finit plus ge´ne´ralement λi = ci(E). Pour e´viter toute confusion, on notera dans la suite Ebs
(resp. λbs) le fibre´ vivant sur la base.
Soit un reveˆtement galoisien stable de groupe G, π : C → D de base S, p : D→ S et q : C → S les
morphismes structuraux. Sous ces conditions les faisceaux q∗ωC/S et R
1q∗(OC) sont des G-faisceaux
pour l’action triviale de G, localement libres, et en dualit. Le faisceau localement libre de rang g = gC
(genre de C) q∗ωC/S de´finit un G-faisceau sur le champ H
ξ
g,n que nous noterons dans la suite Etot.
Ce fibre´ vectoriel est exactement l’image re´ciproque du fibre´ de Hodge sur Mg,r, comme explicite´
en (10.1.1). Le fibre´ de Hodge sur Mg′,b e´tant note´ Ebs, on veut comparer Etot et δ∗(Ebs). Soit
de´composition en facteurs isotypiques (10.1):
Etot =
⊕
v∈Gˆ
Ev ⊗ Vv (10.5)
La fibre de cette de´composition en C → D est simplement la de´composition en facteurs irre´ductibles
de H0(C, ωC). La formule de Chevalley-Weil (§ 3.2) permet de pre´ciser le rang de chaque facteur, la
donne´e de ramification ξ =
∑b
i=1[Hi, χi] e´tant fixe´e.
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Proposition 10.3. Soit la de´composition du fibre´ de Hodge Etot en facteurs isotypiques Etot =⊕
v∈Gˆ Ev ⊗ Vv. On a en particulier E1 = δ
∗(Ebs). Le rang de Ev est donne´ si v 6= 1 par la formule de
Chevalley-Weil
rg(Ev) = dim (v)
(
g′ − 1 +
∑
i
(1−
1
ei
)
)
−
∑
i
ei−1∑
l=1
(
ei − l
ei
)(v∨, χl−1i )|Hi (10.6)
Si G est cyclique25 d’ordre n, (10.6) se spe´cialise en (0 ≤ 〈−〉 < 1 de´signant la partie fractionnaire):
rg(Ev) = g′ − 1 +
b∑
i=1
〈
−vνi
ei
〉 (10.7)
Preuve: Il suffit de se placer sur S = Speck. Si π : C → Σ est un reveˆtement du type indique´
de´fini sur k (|G| 6= 0 ∈ k), il suffit, pour avoir l’expression (10.6), d’expliciter pour tout v le rang du
facteur isotypique H0(C,OC)v; de manie`re e´quivalente, trouver la trace de Lefschetz (voir §3.2)
LG(ΩC) = [H
0(C,ΩC)] − [H
1(C,ΩC)] ∈ R(G)
Si π∗(ΩC) =
⊕
v∈Gˆ Ev ⊗ Vv, cette dernie`re s’exprime par LG(ΩC) =
∑
v χ(Ev)[Vv] ∈ R(G). Cette
expression montre qu’il suffit de trouver le degre´ de Ev et d’appliquer alors le the´ore`me de Riemann-
Roch (voir § 3.2). Le degre´ s’obtient facilement au moyen de la suite exacte
0→ π∗(Ev)→ ΩC ⊗ V
∨
v → Qv → 0
Qv e´tant concentre´ sur les orbites de points de ramification, plus pre´cise´mentQv =
⊕
i Ind
G
Hi
((Qv)Pi)
ou` Pi est un quelconque point d’une l’orbite de type [Hi, χi]. De cette observation on tire facilement
(voir § 3.2 pour un calcul analogue)
deg (Ev) =
dim (v) (2gC − 2)
#G
−
b∑
i=1
ei−1∑
l=1
ei − l
ei
(v∨ , χl−1i )|Hi
La formule de Riemann-Hurwitz donne 2g−2#G = 2g
′ − 2 +
∑b
i=1(1 −
1
ei
), d’ou` par substitution dans la
formule de Riemann-Roch
χ(Ev) = dim (v)
(
g′ − 1 +
∑
i
(1−
1
ei
)
)
−
∑
i
ei−1∑
l=1
(
ei − l
ei
)(v∨, χl−1i )|Hi
Si maintenant G est cyclique d’ordre n engendre´ par σ, alors pour tout entier 0 ≤ v < n, v de´signant
la repre´sentation de caracte`re χv(σ) = ζ
v
n, on a (χv
∨, χl−1i )|Hi = 0 sauf si l − 1 est le reste mod-
ulo ei de −vνi. D’ou` le re´sultat. Pour confirmer la validite´ de l’expression (10.7), ve´rifions que
25
Par exemple si v = n−1, on trouve pour le rang de la composante correspondante du fibre´ de Hodge g′−1+
∑b
i=1
νi
ei
=
g′ − 1 +
∑
i
miνi
n .
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∑
v dim(v)rg(Ev) = gC = g. La somme sur les caracte`res irre´ductibles de la partie qui suit le signe
moins, donne∑
i,l
ei − l
ei
(
∑
v
(dimv)v∨, χl−1i )Hi =
∑
i,l
(χC[G], χ
l−1
i )Hi =
∑
i,l
(
ei − l
ei
)
#G
ei
= #G
∑
i
ei(ei − 1)
2
La premie`re somme se simplifie du fait de
∑
v dim(v)
2 = #G; les choses e´tant mises ensemble, la
formule suit.
Exemple 10.1 Soit le cas n = 3, i.e les reveˆtements triples galoisiens de genre g de P1. Dans ce
cas une donne´e de ramification e´quivaut a` une partition des points de branchement [1, g+2] = Λ1⊔Λ2,
avec |Λ1| ≡ |Λ2| (mod 3) (voir § 2.3). Le fibre´ de Hodge est une somme directe E = E1 ⊕ E2 ou`
rg(E1) =
|Λ1|+ 2|Λ2|
3
− 1, rg(E2) =
2|Λ1|+ |Λ2|
3
− 1 (10.8)
♦
Il y a une construction duale. Soit un reveˆtement galoisien stable π : C → D de groupe G. Le
faisceau π∗(OC) est un (OD, G) module sans torsion de rang #G, de formation compatible a` tout
changement de base. Il se de´compose en facteurs isotypiques (section 4)
π∗(OC) =
⊕
v∈Gˆ
Lv ⊗ Vv (10.9)
Il est imme´diat que L1 = π∗(OC)
G = OD, et que le rang de Lv est e´gal a` dim(v).
Proposition 10.4. On a p∗(OC) = OS , et si v 6= 1, on a p∗(Lv) = 0 et
Ev∨ ∼= R1p∗ (Lv)∨ (10.10)
Preuve: Tout est clair, sauf peut-eˆtre le dernier point. Notons que par dualite´ de Grothendieck-
Serre on a un isomorphisme canonique q∗(ωC/S) ∼= R
1q∗(OC)
∨ qui est de manie`re e´vidente un
G-isomorphisme. Par ailleurs
R1q∗(OC) = R
1p∗π∗(OC) =
⊕
v∈Gˆ
R1p∗(Lv ⊗ Vv) =
⊕
v∈Gˆ
R1p∗(Lv)⊗ Vv
Par identification des facteurs isotypiques, on obtient le re´sultat.
On peut moduler cette construction en se reportant a` la section 6.4.2, en particulier en conside´rant
le carre´ 2-carte´sien
Cg′,b
π - Mg′,b
? ?
C π -Hg,G,ξ
(10.11)
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Une section de base S du champ C est un reveˆtement π : C → D de base S, e´quipe´ d’une section
Q : S → D additionnelle. On de´finit un module sans torsion Lv (v ∈ Gˆ) sur C, de rang deg(v), par la
prescription
Lv(π) = Q∗(Lv) (10.12)
Invoquant le morphisme ψ : Cg,r → C = Hg,G,ξ ×Mg′,b
Cg′,b (proposition 6.14), on voit que ψ∗(OCg,r) =⊕
v∈Irrep (G) Lv⊗Vv. Avec cette de´finition il est que E
∨
v∨ = R
1π∗(Lv) = −π!(Lv). Sous les hypothe`ses
de la proposition 10.1 nous poserons pour tout v ∈ Gˆ
λv = det (Ev) ∈ Pic(Hg,G,ξ) (10.13)
On notera par la meˆme lettre la premie`re classe de Chern de Ev. Avec ces notations on a λ1 = δ∗(λbs),
et λ = λtot =
⊗
v∈Gˆ λ
⊗deg(v)
v .
La dualite´ de Serre-Grothendieck donne une autre construction des Ev. Soit un reveˆtement galoisien
stable π : C → D de groupe G. Le faisceau π∗(OC) est un (OD, G) module sans torsion de rang #G,
de formation compatible a` tout changement de base. Il se de´compose en facteurs isotypiques (§ 4)
π∗(OC) =
⊕
v∈Gˆ Lv ⊗ Vv. Il est imme´diat que L1 = π∗(OC)
G = OΣ, et que le rang de Lv est e´gal a`
dim(v).
Proposition 10.5. On a p∗(OC) = OS , et si v 6= 1, on a p∗(Lv) = 0 et
Ev∨ ∼= R1p∗ (Lv)∨ (10.14)
Preuve: Tout est clair, sauf peut-eˆtre le dernier point. Notons que par dualite´ de Grothendieck-
Serre on a un isomorphisme canonique q∗(ωC/S) ∼= R
1q∗(OC)
∨ qui est un G-isomorphisme. Par
ailleurs
R1q∗(OC) = R
1p∗π∗(OC) =
⊕
v∈Gˆ
R1p∗(Lv ⊗ Vv) =
⊕
v∈Gˆ
R1p∗(Lv)⊗ Vv
Par identification des facteurs isotypiques, on obtient le re´sultat.
Rappelons que classiquement on de´finit un faisceau inversible note´ Li ∈ Pic(Mg,n) par
Li(q : D → S) = σ
∗
i (ωD/S) (10.15)
en notant σi la i-e`me section. Pour e´viter toute confusion avec les faisceaux introduits ci-dessus, on
notera par la meˆme lettre ψi le faisceau inversible Li et sa premie`re classe de Chern c1(Li). La meˆme
lettre de´signera aussi pour simplifier a` la fois ψi ∈ Pic(Mg′,b), ainsi que son image re´ciproque dans
Pic(Hg,G,ξ). La structure du groupe Pic(Mg,n) (resp. Pic(Mg,n)) est connue [40], [53]. Si g 6= 1, 2,
ces groupes sont libres de rang fini26. Soit le morphisme de groupes
δ∗ : Pic(Hg,G,ξ) −→ Pic(Mg′,b) (10.16)
26
Si g ≥ 3, les faisceaux inversibles λ, et ψi (1 ≤ i ≤ n) forment une base de Pic(Mg,n); si on ajoute a` ces faisceaux
inversibles ceux associe´s aux composantes du bord (les δ), on obtient une base de Pic(Mg,n), loc.cit. Le groupe Pic(M0,n)
est libre de rang 2n−1 −
(
n
2
)
− 1 (Keel, voir [53])
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Si le groupe de droite est libre (de rang fini), par exemple si g′ = 0, il n’est pas difficile de montrer
que ce morphisme est injectif (voir par exemple [43]). Naturellement le groupe Pic(Hg,G,ξ) est discret
que dans des cas exceptionnels, essentiellement g′ = 0 et G abe´lien. Si g′ = 0 et G abe´lien, un fait
ge´ne´ral qui s’applique aux champs de Deligne-Mumford donne Pic(Hg,G,ξ)⊗Q ∼= Pic(Hg,G,ξ)⊗Q, alors
Pic(Hg,G,ξ) ⊗Q ∼= Pic(M0,b)⊗Q. Le groupe Pic(Hg,G,ξ) ne diffe`re de Pic(M0,b) que par la torsion,
qui est non triviale en ge´ne´ral. Ils ont un meˆme rang 2b−1 −
(
b
2
)
− 1 [53].
10.2. Les fibre´s en droites ψi,χ et µi,v
Examinons les fibre´s tautologiques qui de´rivent des fibres au-dessus de Q1, . . . , Qb, les points
marque´s de la base, et portant l’information sur la ramification. Rappelons que les points de branche-
ment sont inclus dans les Qi. Notons σi : S → D le morphisme de´finissant Qi. Il est clair que
le (OS , G)-faisceau Oπ−1(Qi) est localement libre de rang |G|. On a en tenant compte de (10.9) la
de´composition Oπ−1(Qi)
∼=
⊕
v∈Ĝ
σ∗i (Lv)⊗ Vv. On pose
Li,v(π) = σ
∗
i (Lv) (10.17)
Cette construction de´finit un fibre´ vectoriel Li,v sur Hg,G,ξ de rang deg(χ). Si Qi est un point
de branchement d’holonomie [Hi, χi], il est possible de de´visser les fibre´s Li,v en une somme directe
de sous-fibre´s portant une certaine part de l’information sur la ramification. Fixons un repre´sentant
(Hi, χi) de l’holonomie en le point de branchement d’indice i. Soit alors le diviseur de Cartier relatif ∆i,
fini et e´tale sur S, lieu des points de la fibre π−1(Qi) exactement d’holonomie (Hi, χi). Alors ∆i → S
est un torseur de groupe CG(Hi)/Hi (voir 3.1.2), le diviseur π
−1(Qi) ayant pour expression
π−1(Qi) = ei
(
IndGCG(Hi)∆i
)
(ei = |Hi|)
En particulier Oπ−1(Qi) = Ind
G
CG(Hi)
(Oei∆i). On est ainsi ramene´ a` pre´ciser la structure de (OS , G)-
module de IndGCG(Hi) (Oei∆i), c’est a` dire la structure du (OS , CG(Hi))-module Oei∆i . Pour 0 ≤ k < ei
soit la suite exacte de (OS , CG(Hi))-modules
0→ O∆i(−k∆i)→ O(k+1)∆i → Ok∆i → 0 (10.18)
Soit χ un caracte`re irre´ductible de CG(Hi) avec ρχ : CG(Hi)→ GL(Wχ) la repre´sentation associe´e.
Du fait que Hi est dans le centre de CG(Hi), si h ∈ Hi, la restriction de ρχ(h) a` Hi est une homothe´tie
ρχ(h) = χ
j
i (h), pour un certain j ∈ [0, ei − 1[. Nous parlerons de χ
j
i comme du poids de la restriction
de χ a` Hi. Le groupe Hi agit sur le faisceau conormal O∆i(−∆i) au moyen du caracte`re χi, il est alors
imme´diat de de´duire de la suite exacte (10.18), que les deux faisceaux localement libres O∆i(−k∆i) et
Ok∆i sont ”disjoints”, et donc vus comme (OS , CG(Hi))-modules on a O(k+1)∆i
∼= O∆i(−k∆i)⊕Ok∆i .
L’action de Hi sur O∆i(−k∆i) est donne´e par la caracte`re χ
k
i , il en re´sulte que toute fibre de
O∆i(−k∆i) s’identifie a` la repre´sentation Ind
CG(Hi)
Hi
(χki ), il s’ensuit la de´composition
O∆i(−k∆i) =
⊕
χ∈ĈG(Hi),χ|Hi=χi
k
Ei,χ ⊗Wχ (10.19)
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la somme portant sur les caracte`res irre´ductibles de CG(Hi) de restriction χ
k
i a` Hi. On en de´duit
aise´ment, en mettant bout a` bout les de´compositions (10.18), la de´composition
Ok∆i =
⊕
χ∈ĈG(Hi)
Ei,χ ⊗Wχ (10.20)
ou` la somme directe porte sur les caracte`res irre´ductibles de CG(Hi) dont la restriction a` Hi est le
caracte`re χi
α, avec 0 ≤ α ≤ k − 1. Finalement on a la de´composition
Oei∆i =
ei−1⊕
k=0
O∆i(−k∆i) =
⊕
χ∈ĈG(Hi)
Ei,χ ⊗Wχ (10.21)
Cette construction de´finit pour tout χ ∈ ̂(CG(Hi)) un fibre´ Ei,χ de rang deg(χ). Explicitons les
relations qui relient les fibre´s Li,v et les Ej,χ.
Proposition 10.6. Avec les notations pre´ce´dentes, Ei,χ est un fibre´ vectoriel de rang deg(χ) (χ ∈
̂(CG(Hi)). Le fibre´ vectoriel Li,v est de rang degv, il se de´compose en
Li,v =
⊕
χ∈ĈG(Hi)
E
nv,χ
i,χ ou` nv,χ = (χ, v|CG(Hi)) (10.22)
Preuve: Dans l’anneau des repre´sentations de G soit la de´composition en facteurs irre´ductibles
IndGCG(Hi)(Wχ) =
⊕
v∈Gˆ
V nv,χv
avec nv,χ = 〈IndGCG(Hi)(Wχ), Vv〉|G = 〈Wχ, Vv|CG(Hi)〉|CG(Hi). Par insertion de cette relation dans
(10.21), et induction, on obtient en regroupant les termes exactement (10.22).
Les de´terminants respectifs det(Li,v) et det(Ei,χ) seront note´s µi,v et ψi,χ, ceci pour v ∈ Gˆ, χ ∈
ĈG(Hi).
Dans la suite, on notera par la meˆme lettre un faisceau inversible, et sa premie`re classe de Chern, par
exemple µi,v et ψi,χ. On remarquera que les fibre´s vectoriels donne´s par la de´composition O∆i(−∆i) =⊕
χ∈ĈG(Hi),χ|Hi=χi
Ei,χ ⊗Wχ se substituent aux images re´ciproques des LP ∈ Pic(Mg,r), qui ne sont
pas de´finis car les points de ramification ne sont pas nume´rote´s. Cependant la relation
⊕
P∈∆i
LP =
⊕
χ∈ĈG(Hi),χ|Hi=χi
Ei,χ ⊗Wχ
a un sens. Lorsque G est cyclique (§ 10.4), tout devient plus simple.
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10.3. Relations de Riemann-Hurwitz d’ordre supe´rieur
10.3.1. Calculs dans l’anneau de Chow
Fixons quelques conventions. Si M est un champ de Deligne-Mumford de dimension pure n =
dimM, on notera A•(M) l’anneau de Chow de M a` coefficients rationnels. On retient les notations
de Mumford [58], voir aussi Vistoli [68], en particulier l’identification Ak(M) = An−k(M) (loc. cit.
§ 3). Si Z est un sous-champ ferme´ inte`gre de M de dimension k, on notera [Z] ∈ Ak(M) le cycle
correspondant, et [Z]Q la classe fondamentale de Z. Si e(Z) est l’ordre du groupe des automorphismes
d’un point ge´ne´rique de Z, alors [58], [Z]Q = e(Z)
−1[Z]. L’identite´ de A•(M) est donc [M]Q. Si M
est un espace des modules grossiers le morphisme M→M induit un isomorphisme A•(M)
∼
→ A•(M)
[68]. Dans la suite M =Mg,n.
Soit la courbe universelle q : Cg,n = Mg,n+1 → Mg,n; le morphisme q est le morphisme note´
usuellement πn+1, oubli du n + 1-ie`me point. Posons K = c1(ωq) et soit Di (ou Di,n+1) l’image de
la section universelle d’indice i, (1 ≤ i ≤ n). Il est commode d’utiliser, outre les classes kappa de
Mumford-Morita-Miller [58], les classes kappa de Mumford (Arbarello-Cornalba [4]) κ˜l = q⋆(K
l+1) ∈
Al(Mg,n), resp. κl = q⋆(c1(ωq(
∑
Di))
l+1). Elles sont relie´es par [4]
κa = κ˜a +
n∑
i=1
ψai (10.23)
Les classes κl satisfont relativement au morphisme πn :Mg,n →Mg,n−1, a` la relation simple
κl = π
∗
n(κl) + ψ
l
n (10.24)
Rappelons queDi,n+1 est le diviseur dont les points sont obtenus en collant une ”bulle” au point d’indice
i. Les classes ψi satisfont relativement a` πn+1 a` la relation importante (Lemme de comparaison)
ψi = π
∗
n+1(ψi) +Di,n+1 (1 ≤ i ≤ n) (10.25)
Soit le champ Hg,G,ξ source du reveˆtement universel q : Cg,G,ξ → Hg,G,ξ, et ω = ωq. On de´finit des
classes κl (resp.κ˜l) ∈ A
l(Hg,G,ξ) ⊗ Q. Pour les distinguer des pre´ce´dentes, on notera κ′l (resp. κ˜′l) ∈
Al(Mg′,b) ⊗ Q celles de meˆme nom qui vivent sur la base, c’est a` dire dans Al(Mg′,b). Du fait du
carre´ carte´sien (6.24), on voit que les classes κl et κ˜l proviennent des classes de meˆme nom de Mg,(r).
Le morphisme ı : Hg,G,ξ →Mg,(r) e´tant une immersion locale re´gulie`re (prop. 6.14) on notera que le
morphisme de Gysin ı! est de´fini au niveau des cycles. Au niveau de la premie`re classe de Chern, et
pour prendre en compte les e´le´ments de torsion du groupe de Picard, il est utile d’utiliser le formalisme
du produit d’intersection de Deligne (voir [9], Jarvis [43], § 3).
Rappelons que cette construction associe a` toute courbe prestable q : C → S, et deux faisceaux
inversibles L,M sur C, un faisceau inversible 〈L,M〉 ∈ Pic(S) par
〈L,M〉 = detRq∗(L ⊗M)⊗ (detRq∗L)
−1 ⊗ (detRq∗M)
−1 ⊗ detRq∗OC) (10.26)
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Le de´terminant de la cohomologie detRq∗(−) se re´duit dans (10.27) a` detR0q∗(−)⊗ (detR1q∗(−))−1.
On montre que l’ope´ration 〈L,M〉 est biline´aire (bimultiplicative) syme´trique, et fonctorielle relative-
ment aux isomorphismes ([9],[18]). Si ω = ωC/S est le faisceau dualisant relatif, l’identite´ suivante (en
notation additive) est satisfaite (The´ore`me de Deligne-Riemann-Roch ([18], [43]):
2 detRq∗L = 〈L,L〉 − 〈L, ω〉+ 2detRq∗ω (10.27)
Si D est un diviseur de Cartier relatif, etM = OC(D), il de´coule imme´diatement de la de´finition jointe
a` la suite exacte O → O(−D)→ O → OD → 0 la relation [9]
〈L,M〉 = detOS (q∗(L⊗ OD))⊗ (detOSq∗(OD))
−1 (10.28)
Dans ce contexte la classe κ = κ1 est repre´sente´e par le faisceau inversible de´fini par le produit
d’intersection κ1 = 〈ω, ω〉. D’abord une remarque pre´limiminaire.
Lemme 10.7. Soit q : C
π
→ D
p
→ S un reveˆtement entre S-courbes lisses, de degre´ n. Pour tout
faisceau inversible L ∈ Pic(D), on
〈π∗(L), π∗(L)〉 = n〈L,L〉 (10.29)
Preuve: Du fait que π est fini, on a Rq∗(−) = Rp∗π∗(−), et donc pour tout faisceau inversible
M sur D, Rq∗(π
∗(M) = Rp∗(M⊗ π∗(OC)). L’hypothe`se dit que E = π∗(OS) est localement libre de
rang n. Le probe`me se re´duit a` ve´rifier qu’il y a pour tout fibre´ vectoriel E de rang n, et tous faisceaux
inversibles L,M sur D, un isomorphisme canonique (unique)
n〈L,M〉 = detRp∗(L ⊗M⊗E)− detRp∗(L⊗E)− detRp∗(M⊗E) + detRp∗(E)
En suivant les arguments de ([19], § 9.5), on peut se ramener e´tale-localement au cas ou` E admet une
filtration par des sous-fibre´s, a` quotients successifs de rang un. Supposons que E admette une filtration
0 = E0 ⊂ E1 ⊂ · · · ⊂ En = E, Ej e´tant localement libre de rang j, et Lj = Ej/Ej−1 localement libre
de rang un. On obtient, la notation e´tant additive
〈π∗(L), π∗(M)〉 =
∑
j
detRp∗(L ⊗M⊗Lj)−
∑
j
detRp∗(L ⊗ Lj)
−
∑
j
detRp∗(M⊗Lj) +
∑
j
detRp∗(Lj)
ce qui tenant compte du fait que les Lj sont de rang un, peut s’e´crire
∑
j〈L ⊗ Lj,M〉 −
∑
j〈M,Lj〉.
La conclusion de´coule dans ce cas de la biline´arite´ du produit d’intersection.
10.3.2. Relations de Riemann-Hurwitz d’ordre supe´rieur
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Soit de nouveau la G-courbe universelle π : Cg,G −→ Hg,G,ξ de´finie dans la section 6.4.2. Elle
s’inse`re dans un carre´ 2-commutatif
Cg′,b
p -Mg′,b
∆
6
δ
6
Cg,G,ξ
q -Hg,G,ξ
(10.30)
Notons ω = ωCg,G,ξ/Hg,G,ξ ∈ Pic(Cg,G,ξ) le faisceau inversible dualisant relatif du morphisme q. Ce
faisceau est visible sur un atlas. Soit πU : CU → DU un G-reveˆtement de base U de´finissant un atlas
de Hg,G,ξ. Alors le reveˆtement obtenu par changement de base p2 : C˜U = CU ×U CU → CU , muni de la
section diagonale (il n’est pas ne´cessaire de stabiliser) fait de CU un atlas de Cg,G,ξ. L’incarnation de ω
sur l’atlas CU → Cg,G,ξ est ωCU/U . En notant ω
′ le faisceau ωCg′,b/Mg′,b
, on a ∆∗(ω′)(CU ) = π
∗
U (ωDU/U ).
Pour tout indice i avec 1 ≤ i ≤ b, soit Ri la partie du diviseur de ramification au dessus de la
section Qi. Pour de´finir Ri, il suffit de le re´aliser au niveau de l’atlas CU → Cg,G,ξ. Soit le reveˆtement
p2 : C˜U → CU . Le diviseur relatif R˜i = IndGHi∆i ⊂ C˜U est alors bien de´fini. Rappelons que ce diviseur
est e´tale de degre´ [G : Hi] sur CU . Alors Ri = ∆
∗(R˜i), et R˜i = Ri ×u CU . On peut donc conside´rer Ri
comme un diviseur de Cg,G,ξ, e´tale de degre´ [G : Hi] sur Hg,G,ξ. Le diviseur de ramification est alors
R =
∑
i
(ei − 1)Ri ⊂ Cg,G,ξ (10.31)
Notons Bi ⊂ Mg′,b le diviseur image de la section Qi. La formule de ramification transcrite au
niveau des champs a pour forme:
Proposition 10.8. i) Pour tout 1 ≤ i ≤ b, on a l’e´galite´ de diviseurs de Cartier ∆∗(Bi) = eiRi.
ii) Dans le groupe de Picard de Cg,G,ξ on a la relation (formule de ramification)
ω = ∆∗(ω′)⊗
(
⊗bi=1O(Ri)
⊗ei−1
)
(10.32)
Preuve: Pour le premier point, notons le diagramme commutatif
Cg,G
∆ -Mg′,b
6 6
CU
πU - DU
dans lequel les fleˆches verticales sont repre´sente´es respectivement par p2 : C˜U → CU etDU×UDU → DU
muni de la section diagonale. Pour identifier δ∗(Bi), il suffit d’examiner l’image re´ciproque dans CU ,
qui est π∗U (Bi) = eiRi.
ii) Le faisceau ∆∗(ω′) a pour description relativement a` l’atlas CU l’image re´ciproque π
∗
U (ωDU/U ). De
la sorte la relation (10.32) n’est que la simple traduction de la formule de ramification applique´e a`
π : CU → DU , jointe a` la description du diviseur de ramification (voir remarque 4.1, et § 6.4.2).
Soit τi : Ri →֒ Cg,G,ξ l’inclusion. On peut e´noncer le re´sultat principal de cette section, un analogue
supe´rieur de la formule de Riemann-Hurwitz, relation qui exhibe une proprie´te´ remarquable des classes
kappa27:
27
Le re´sultat est e´nonce´ pour les reveˆtements galoisiens, mais il est facile de valider la preuve dans le cas non galoisien.
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The´ore`me 10.9. Dans Al(Hg,G,ξ) on a pour tout l ≥ 0 (on rappelle que les coefficients sont rationnels)
la relation de Riemann-Hurwitz:
κ˜l = |G|δ
∗(κ˜′l) +
∑
i
(−1)l+1(1− el+1i )τi∗(c1(NRi)
l) (10.33)
d’une autre manie`re κl = |G|δ
∗(κ′l).
Preuve: De la relation de Riemann-Hurwitz (10.32), on tire en prenant la premie`re classe de Chern
des deux membres
K = ∆∗(K′) +
∑
i
(ei − 1)c1(O(Ri))
En particulier en e´levant a` la puissance l+1 des deux membres de cette e´galite´, et tenant compte aussi
du fait que Ri et Rj sont ”disjoints” si i 6= j
Kl+1 = ∆∗(K′
l+1
) +
∑
i
l+1∑
j=1
(
l + 1
j
)
(ei − 1)
j∆∗(K′
l+1−j
)c1(O(Ri))
j
D’une autre manie`re, en inse´rant l’e´galite´ ∆(K′)l+1−j = (K−
∑
i(ei−1)c1(O(Ri)))
l+1−j si 1 ≤ j ≤ l+1
on obtient
∆∗(K′
l+1−j
)c1(O(Ri))
j =
l+1−j∑
k=0
(
l + 1− j
k
)
(1− ei)
kKl+1−j−kc1(O(Ri))
k+j
On a Kl+1−j−kc1(O(Ri))
k+j = τi∗(c1(ωπ |Ri)
l+1−j−kc1(ORi(Ri))
k+j−1, ce qui compte tenu du fait que
ωπ |Ri
∼= ORi(Ri) donne finalement
∆∗(K′
l+1−j
)c1(O(Ri))
j =
l+1−j∑
k=0
(
l + 1− j
k
)
(1− ei)
k(−1)l+1−j−kτi∗c1(ORi(Ri))
l
Le coefficient devant τi∗ c1(ORi(Ri))
l qui en re´sulte est
(−1)l+1−j
l+1−j∑
k=0
(
l + 1− j
k
)
(ei − 1)
k = (−1)l+1−jel+1−ji
En reportant cela dans l’expression 10.26, on obtient que le coefficient devant l’expression τ! c1(ORi(Ri))
l
est
l+1∑
j=1
(
l + 1
j
)
(ei − 1)
j(−ei)
l+1−j = (−1)l+1 − (−ei)
l+1
Appliquons π∗ aux deux membres, on voit alors qu’il suffit alors de prouver que π∗(∆
∗(K′
l+1
)) =
|G|δ∗(κ˜l). Soit le morphisme fini ψ : Cg,G,ξ → Hg,G,ξ ×Mg′,b
Cg′,b. Si p1, p2 sont les projections du
produit carte´sien sur les deux facteurs, on note que
π∗ψ
∗p∗2(K
′l+1) = p1∗ψ∗ψ
∗p2
∗(K′
l+1
)
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Mais par la formule de projection, jointe au fait que ψ est fini de degre´ |G|, on a ψ∗ψ∗(−) = |G|(−) (voir
[58] Prop 3.8). Par ailleurs, du fait de la platitude des morphismes, on a la proprie´te´ de changement
de base ([66], Lemma 3.9)
p1∗p
∗
2(K
′l+1) = δ∗(κ˜′l)
la relation (10.33) en de´coule. On passe facilement de cette relation a` la forme compacte qui relie les
classes κ. Notons d’abord que par de´finition
κl = κ˜l +
∑
i
(q|Ri)∗
(
c1(N
∨
|Ri
)l
)
Comme q∗(N∨Bi) = (N
∨
Ri
)ei , on a
eli(q|Ri)∗
(
N∨|Ri)
l
)
= q|Ri)∗
(
N∨|Bi)
l
)
= miψ
l (mi =
|G|
ei
)
d’ou` finalement κl = |G|δ∗(κ˜′l) +
∑
i e
l+1
i
mi
el
i
δ∗(ψi)
l = |G| δ∗(κ′l).
Si l = 0, la relation se re´duit a` la formule de Riemann-Hurwitz usuelle 2g − 2 = |G|(2g′ − 2) +∑
i(1−
1
ei
), on encore 2g−2+r = |G|(2g′−2+b). En effet on sait que κ˜0 = (2g−2)[Hg,G,ξ], κ˜
′
0 = [Mg′,b]
et comme Ri →Mg′,b est un torseur sous G/Hi, la somme se re´duit a`
∑
i(ei − 1)
|G|
ei
[Mg′,b].
Remarque 10.2 Si l = 1, on peut donner une preuve diffe´rente de (10.34) exploitant l’e´galite´
κ˜1 = 〈ω, ω〉, avec la bimutiplicativite´ du produit d’intersection de Deligne. On e´value 〈ω, ω〉 de deux
manie`res. La premie`re est simplement la formule de Mumford pour la courbe CU → U , et la seconde
revient a` substituer a` ω le second membre de la relation de Riemann-Hurwitz (10.32). On se limite au
cas G cyclique, le cas d’un groupe G arbitraire pouvant se traiter de manie`re analogue, avec quelques
modifications. Un proble`me vient cependant du fait qu’on ne peut appliquer directement le lemme 10.7
a` Pic(Hg,G,ξ) du fait de la non platitude de ∆, i.e de π∗(OC) si C est singulie`re. Pour valider le lemme,
il faut de´finir le produit d’intersection 〈L,M〉 si L ou M de´ge´ne`re en un faisceau sans torsion de rang
un sur la S-courbe C.
Graˆce a` la proposition 7.12, si L est sans torsion de rang un, on sait qu’il y a une de´singularisation
ρ : C˜ → C de L avec un faisceau inversible canonique O(1) tel que L = ρ∗(O(1)). On a Rρ∗(O(1)) = L
(Proposition 7.12). Si q˜ = qρ : C˜ → S est le morphisme compose´, on note que Rq∗(L) = Rq˜∗(O(1))
est un complexe parfait, de sorte que det(Rq∗(O(1)) a un sens, ce qui permet de de´finir 〈L,M〉 comme
e´tant
〈L,M〉 = 〈O(1), ρ∗(M)〉 (10.34)
Avec ces conventions, si P ∈ Pic(C), pour calculer le produit d’intersection 〈L ⊗ P ,M〉, il suffit de
noter que L ⊗ P = ρ∗(O(1)⊗ ρ
∗(P). De`s lors la relation d’additivite´ 〈L ⊗ P ,M〉 = 〈L,M〉+ 〈P ,M〉
est clairement ve´rifie´e. De cette remarque de´coule la validite´ du lemme 10.7 pour un reveˆtement stable,
non ne´cessairement lisse. Si G est cyclique d’ordre n on peut alors justifier comme pre´ce´demment la
relation
〈ω′, ω′〉 = detRq∗(ω
′2 ⊗ Lj)− 2 detRq∗(ω
′ ⊗ Lj) + detRq∗(Lj) (10.35)
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10.4. Reveˆtements cycliques
10.4.1. Relations entre les ψ et les µ
Dans le cas d’un groupe de Galois cyclique les choses se simplifient de manie`re notable. Soit
G = Z/nZ, la classe de 1 correspondant a` l’automorphisme σ, on a donc Ĝ = G. Pour tout j ∈ Z soit
χj le caracte`re tel que χj(σ) = ζ
j
n. L’holonomie en un point de branchement Qi est de´finie par l’entier
ki, 1 ≤ ki < ei, pgcd(ki, ei) = 1; soit 1 ≤ νi < ei tel que kiνi ≡ 1 (mod ei).
Rappelons que µi,α = ψi,α (proposition 10.6). Les faisceaux inversibles ψi,α sont relie´s par des
relations simples:
Proposition 10.10. Soit α = lei + k < n, avec 0 ≤ k < ei. Alors
ψi,α = ψi,k ⊗ ψ
⊗l
i,ei
, ψ⊗mii,ei = 0 (ψ0 = 0) et ψi,α = ψ
α
i,1ψ
−[
ανi
ei
]
i (10.36)
Le morphisme ev∗i : Pic(B(CG(Hi)/Hi))→ Pic(Hg,n,ξ) est injectif.
Preuve: Le morphisme π : ∆i → S est un G/Hi-torseur, il en de´coule imme´diatement que si
α = lei, ψi,α = ψ
⊗l
i,ei
, et ψ⊗mii,ei = 0. En conside´rant la de´composition du faisceau π∗(O∆i(−k∆i)) (voir
10.19), on voit facilement que les facteurs, indexe´s par les j ≡ kki (mod ei), sont ψj+lei = ψi,j⊗ψ
⊗l
i,ei
.
On peut justifier ces relations d’une autre manie`re, en observant qu’au voisinage de la section Qi on
a Lj = L⊗j [
jνi
ei
Qi]. On en tire imme´diatement par image re´ciproque et pour tout indice α la relation
ψi,α = ψ
α
i,1ψ
−[
ανi
ei
]
i .
Prouvons le dernie`re point. Rappelons que evi est l’e´valuation (6.26). On se limite a` g
′ = 0, qui est le
seul cas conside´re´ dans la suite. Il suffit de prouver que ψi,ei est d’ordre mi. On est ramene´ a` exhiber
un reveˆtement π : C → D entre courbes lisses, de base Spec k(∆), ou` ∆ une courbe projective lisse, tel
que le reveˆtement galoisien e´tale ∆i → Spec ∆ soit connexe, avec la ramification indique´e. Choisissons
la courbe ∆ de genre h tel que 2h ≥ b. Comme les ei sont premiers a` la caracte´ristique p si p > 0,
cela ne pose pas de proble`me si ∆ est ge´ne´rique. On prouve l’assertion pour l’indice i = 1. On peut
certainement trouver L1, . . . ,Lb ∈ Pic(∆) d’ordres respectifs e1, . . . , eb, et tels que la somme
∑b
i=1 ZLi
soit directe. Du fait que g′ = 0, ppcm(e1, . . . , eb) = n.
Soit un diviseur Di tel que Li = O(Di). Il y a une fonction rationnelle φi ∈ k(∆)∗ telle que
eiDi = Div(φi). Si D =
∑b
i=1 νiDi, on a nD = Div(
∏b
i=1 φ
miνi
i ), et la classe de D, c’est a` dire
⊗iL
νi
i , est d’ordre n. On observe aussi que la fonction rationnelle ψ =
∏b
i=2 φ
miνi
i est d’ordre m1 dans
k(∆∗)/k(∆∗)m1 . En effet si pour un diviseur strict d de m1, on a ψ
m1
d = γm1 , alors on peut supposer
que ψ = γd. De`s lors
∏b
i=1 φ
miνi
i serait une puissance d-ie`me avec d/m, ce qui a` exclure car D est
d’ordre n. Conside´rons alors le corps de fonctions d’une variable E = k(∆)(t, ξ) ou`
ξn = (t− φ1)
m1ν1
b∏
i=2
(t− φ1 + φi)
miνi
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On va voir qu’il est de degre´ n sur k(∆)(t), et qu’il y a une seule place ℘ au-dessus de t = φ1, d’indice de
ramification e = e1 et de degre´ re´siduel m1. Soit v℘ la valuation normalise´e en ℘. On a nv℘(ξ) = m1ν1e
donc e est un multiple de e1. Il suffit pour conclure de voir que le degre´ re´siduel est au moins e´gal
a` m1. Comme (ξ
e1/(t− φ1)
ν1)
m1 =
∏b
i=2(t − φ1 + φi)
miνi , dans le corps re´siduel k(℘) la classe de
u = ξe1/(t − φ1)
ν1 ve´rifie um1 =
∏b
i=2 φ
miνi
i = ψ. Il en de´coule que son degre´ est ≥ m1, donc e´gal a`
m1. Le re´sultat en de´coule.
Dans la suite, le groupe e´tant toujours cyclique, on posera µi = ψi,1, qui est le faisceau tel que
µi(π) = σ
∗
i (L). On remarque que p∗(L) = 0, plus ge´ne´ralement p∗(Lj) = 0 si 1 ≤ j < n, de sorte que
p!(Lj) = −[R
1p∗(Lj)]. Les classes µi, ψi et ψi,j sont relie´es par des relations universelles simples:
Proposition 10.11. i) On a dans Pic(Hg,n,ξ) les relations
ψi,j = jµi − [
jνi
ei
]ψi, nµi = miνiψi, nµi,ki = miψi, et miψi,ei = 0 (10.37)
Preuve: Notons Qi l’image de la section σi, de sorte que le faisceau conormal a` Qi est OQi(−Qi)
∼=
Ω1D/S ⊗OQi . Comme pour i 6= j, les sections σi et σj sont disjointes, il vient
σ∗i (O(−Qj)) =
{
ψi si i = j
0 si i 6= j
(10.38)
Du fait que L est une racine n-ie`me de OD(−
∑b
j=1 mjνjQj) (De´finition 9.1), il vient par image
re´ciproque, le groupe de Picard e´tant note´ additivement nσ∗i (L)
∼= miνiψi. En utilisant (9.8), on
obtient imme´diatement la relation σ∗i (Lj) = jσ
∗
i (L) − [
jνi
ei
]ψi, c’est a` dire ψi,j = jµi − [
jνi
ei
]ψi comme
indique´. On a alors νiµi,ki = νiki−νi[
kiνi
ei
]ψi = µi. En multipliant les deux membres parmi, la relation
nµi,ki = miψi suit. La dernie`re relation de´coule de la proposition 10.10.
Le the´ore`me de Deligne-Riemann-Roch permet de mettre en e´vidence des relations simples dans
Pic(Hg,G,ξ) entre les classes λj (1 ≤ j ≤ n − 1) et les classes ψi,α, et finalement les classes λi et ψj
seules. Le raisonnement s’inspire de ([43], Theorem 3.3.4). Un raffinement tenant compte du bord sera
explicite´ dans la section suivante. Notons que pour 1 ≤ j ≤ n − 1 (§ 10.1.2) λn−j = det(En−j) =
(detR1p∗(Lj)
−1 = detRp∗(Lj). Le the´ore`me de Deligne-Riemann-Roch permet d’e´valuer le dernier
terme.
Proposition 10.12. Pour tout 1 ≤ j ≤ n− 1, on a dans Pic(Hg,G,ξ) les relations:
2nλn−j − 2nλ
′ = −
b∑
α=1
jn〈
jmανα
n
〉µα +
b∑
α=1
n〈
jmανα
n
〉
(
1 + [
jmανα
n
]
)
ψα (10.39)
Preuve: Partons de l’identite´ valable pour tout j, Lj = L
⊗j [ jBn ]. Supposons d’abord j = n, donc
L⊗n[B] = O. En utilisant la notation additive, on a
0 = 〈nL+O(B), ω′〉 = n〈L, ω′〉+
b∑
α=1
mανα〈Qα, ω
′〉 = n〈L, ω′〉+
∑
α
mαναψα
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De la meˆme manie`re on obtient imme´diatement
0 = 〈nL+B,L〉 = n〈L,L〉+ n〉O(B),L〉 = n〈L,L〉+
∑
α
mαναµα
Le the´ore`me de Deligne-Riemann-Roch donne par ailleurs
2nλn−j = 2n detRp∗(Lj) = n〈Lj ,Lj〉 − n〈Lj , ω
′〉+ 2nλ′
ce qui par substitution de Lj = jL+ [
jB
n ] conduit a`
2nλn−j − 2nλ
′ = n{j2〈L,L〉+ 2j〈L, [
jB
n
]〉+ 〈[
jB
n
], [
jB
n
]〉} − nj〈L, ω′〉 − n2〈[
jB
n
], ω′〉
donc en tenant compte des expressions du de´but 2nλn−j − 2nλ
′ =
−j2
∑
α
mαναµα + 2jn
∑
α
[
jmανα
n
]µα +
(
−n
∑
α
[
jmανα
n
]2 + j
∑
α
mανα −
∑
α
n[
jmανα
n
]
)
ψα
soit finalement, 〈−〉 de´signant la partie fractionnaire, cette somme se re´duit a`
2nλn−j − 2nλ
′ = −
b∑
α=1
jn〈
jmανα
n
〉µα +
b∑
α=1
n〈
jmανα
n
〉
(
1 + [
jmανα
n
]
)
ψα
qui est l’e´galite´ annonce´e.
On peut retrouver la relation de Riemann-Hurwitz a` l’ordre l = 1 (comparer avec le the´ore`me 10.9)
Proposition 10.13. Dans Pic(Hg,G,ξ) on a la relation κ1 = nκ
′
1.
Preuve: Partons de la relation de Riemann-Hurwitz ω = ∆∗(ω′)⊗O(R) (10.32). On a en utilisant
la notation additive
κ˜1 = 〈ω, ω〉 = 〈∆
∗(ω′),∆∗(ω′)〉+ 2〈∆∗(ω′),O(R)〉+ 〈O(R),O(R)〉
puis en tenant compte de la remarque qui pre´ce`de, et du fait que Ri et Rj sont disjoints si i 6= j
κ˜1 = nδ
∗〈ω′, ω′〉+ 2
∑
j
〈 δ∗(ω′),O(Rj)〉 −
∑
j
(ej − 1)
2〈O(−Rj),O(Rj〉
Un de´terminant e´tant pris sur Hg,G,ξ, on a par de´finition et utilisation des relations de la section 10.2,
〈δ∗(ω′),O(Rj)〉 = det
(
ORj ⊗ ω
′
)
− detORj =
∑
jmjψj . Pour l’autre terme on a 〈O(−Rj),O(Rj〉 =
det
(
ORj (−Rj)
)
−detORj =
∑mj−1
l=0 ψj,kj+lej −detORj . Du fait de la proposition 10.10, cette dernie`re
expression se re´duit a`
= mjψj,kj +
mj(mj − 1)
2
ψj,ej − detORj = mjψj,kj
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En sommant sur j on obtient κ1 = 〈ω, ω〉+
∑
jmjψj,kj =
2
∑
j
(ej − 1)mjψj −
∑
j
(ej − 1)
2mjψj,kj +
∑
j
mjψj,kj
et en inse´rant la relation mjψj = nψj,kj , on obtient finalement κ1 = nδ
∗〈ω′, ω′〉+ n
∑
j ψj = nδ
∗(κ′1)
10.4.2. Faisceaux inversibles associe´s aux composantes du bord
Fixons les notations en ce qui concerne le bord de Mg,n [40]. Si 0 ≤ i ≤ [g/2] et A ⊂ [1, n], on
note ∆i,A la composante irre´ductible de ∂Mg,n correspondante a` un segment, l’un des sommets e´tant
ponde´re´ par i, et marque´ par les indices appartenant a` A. L’autre sommet est donc ponde´re´ par g − i,
et marque´ par le comple´mentaire B de A. Si i = g2 , alors ∆ g2 ,A = ∆
g
2
,B , et si i = 0, la stabilite´
impose |A| ≥ 2. La composante associe´e a` la boucle est note´e ∆0. Ces composantes sont des diviseurs
de Cartier, du fait de la lissite´ de Mg,n. Elles de´finissent des faisceaux inversibles qui seront seront
note´s O(∆i, A), ou simplement par la meˆme lettre. Pour e´viter toute confusion, si ∆ est un diviseur de
Cartier effectif dans l’un des champs conside´re´s, on notera [∆] ∈ A1 le cycle (ou classe) associe´.
Rappelons que le bord Hg,G,ξ−Hg,G,ξ admet une stratification (§7.2) compatible avec le morphisme
δ : Hg,G,ξ →Mg′,b . Les strates qui ne sont pas en ge´ne´ral les composantes irre´ductibles, sont indexe´es
par les graphes modulaires de Hurwitz de type (g, n) a` une seule orbite d’areˆtes (§7.2).
A un tel graphe Γ est associe´ un diviseur de Cartier ∆Γ contenu dans le bord du champ de
Hurwitz, et comme le champ de Hurwitz est lisse, un faisceau inversible O(∆Γ). Si G est cyclique, ce
qui simplifie la combinatoire du bord, on va mettre en e´vidence quelques relations universelles simples,
analogues a` celles observe´es par Jarvis pour les courbes a` spin, qui relient les faisceaux inversibles
O(∆) (les notations sont celles de la section 9.2.3). L’argument ge´ne´ral s’applique a` un groupe de
Galois arbitraire, mais avec des notations plus complique´es. Pour un groupe cyclique rappelons que
les graphes de Hurwitz sont indexe´s par des partitions π du diviseur de branchement, et qu’une telle
partition induit une partition (A,B) de l’ensemble des points de branchement. Si n = p est premier, il
y a une unique partition π subordonne´e a` (A,B). La notation retenue pour le diviseur correspondant
est ∆π et O(∆π) de´signe le faisceau inversible associe´. On note aussi eπ l’indice d’inertie d’un point
double d’une courbe ge´ne´rique dans ∆π, et on pose mπ =
|G|
epi
. Dans la proposition suivante le groupe
de Galois est arbitraire.
Proposition 10.14. Dans le groupe Pic(Hg,G,ξ) on a les relations ou` le produit tensoriel porte sur les
partitions subordonne´es a` (A,B){
i) δ∗(O(∆i,A,B)) =
⊗
π O(∆π)
⊗epi
ii) δ∗(O(∆0)) =
⊗
π O(∆0,a,b,π)
⊗epi (10.40)
Preuve: Soit un point π : C → D (ge´ne´rique) dans une composante ou` la base D est sup-
pose´e avoir un seul point double, dans le cas i) deux composantes irre´ductibles, une seule dans le
cas ii). La de´formation e´quivariante universelle de C a pour base une alge`bre de se´ries formelles
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Spec(k[[τ1, . . . , τN ]]), ou` N = 3g−3+b, et τ = τ1 repre´sente le parame`tre de l’orbite des points doubles
(The´ore`me 5.5). Soit la base Spec(k[[t1, . . . , tN ]]) de la de´formation universelle de (D,Q), t = t1 e´tant
le parame`tre de Q, avec les relations t = τe, tj = τj si j ≥ 2. Du fait que les e´quations locales des
diviseurs irre´ductibles mentionne´s dans i) sont dans ces coordonne´es locales, respectivement t = 0 et
τ = 0, la relation en de´coule. La preuve de ii) est analogue.
On peut aussi e´tudier la situation du bord de Hg,n,ξ relativement a` l’immersion locale non ramifie´e
ı : Hg,n,ξ →Mg,r. Rappelons que seules les orbites de points de ramification sont indexe´es, et non les
points eux-meˆmes.
Proposition 10.15. Soit ∆ le diviseur du bord de Mg,r. On a ı
∗(∆) =
∑
πmπ∆π.
Preuve: Soit π : C → D un reveˆtement correspondant a` un point ge´ne´ral de δπ, donc le graphe
modulaire de D est un segment, ou une boucle. Il y a donc dans C une unique orbite de points doubles,
de cardinal m = mπ. Dans la de´formation universelle non e´quivariante de C, soient t1, · · · , tm ∈ R les
parame`tres de de´formation de ces points. Si ti est le parame`tre de Pi, on sait que le stabilisateur H de
P1 laisse invariant t1, et qu’on a ti = g
∗(t1) si g(P1) = Pi. L’e´quation de ∆ dans la carte Spec R est
t1 · · · tm = 0. Mais la carte locale correspondante de C → D dans Hg,n,ξ) est Spec RG, ou` RG = R/J ,
J e´tant l’ide´al engendre´ par les g(a) − a), a ∈ R, g ∈ G. De la sorte l’e´quation locale de ı∗(∆) en
C → D est
∏m
i=1 ti = u
mǫ ou` u est l’image de t1, et ǫ est inversible. Comme u = 0 est l’e´quation locale
au point conside´re´ du diviseur δπ, la conclusion suit.
Faber et Pandharipande [30] ont fait observer que l’utilisation du the´ore`me de Riemann-Roch par
Mumford [58], marche dans un cadre plus ge´ne´ral, en particulier s’applique au reveˆtement universel
π : C = Cg,G,ξ →Hg,G,ξ = H.
Rappelons la formulation de ([30], §1.1). Les notations sont celles de loc.cit, en particulier les Bk
sont les nombres de Bernoulli. Le re´sultat qui donne le caracte`re de Chern de E s’e´nonce dans le pre´sent
contexte:
ch(E) = g +
∞∑
l=0
B2l
(2l)!
(
κ˜2l−1 +
1
2
ı∗
2l−2∑
i=0
(−1)iψiψ
2l−2−i
)
∈ A∗(H) (10.41)
En particulier si l = 1 on obtient la relation importante (voir 10.4.2), dans laquelle δ = j∗([S]Q) est la
classe fondamentale du bord κ˜1 + δ = 12λ.
On peut aussi obtenir ces relations par transfert, simplement en appliquant ı∗ a` la relation corre-
spondante dans le champ Mg,r. Soit le diviseur δ =
∑
πmπ∆π ⊂ Hg,G,ξ, alors de la proposition 10.15
vient
Proposition 10.16. On a dans Pic(Hg,G,ξ) la relation de Mumford
κ˜1 = 〈ω, ω〉 − δ (10.42)
Supposant G cyclique (§ 9). On peut en suivant le raisonnement de ([43], Theorem 4.3.8) mettre
en e´vidence une collection de relations naturelles qui relient les classes tautologiques avec certaines des
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composantes du bord, donc qui vivent dans Pic(Hg,n,ξ). Ces relations traduisent l’anomalie (localise´e
sur le bord du champ de Hurwitz) qui mesure sur un reveˆtement π : C → D de base S, la non trivialite´
de Θ = L⊗n(B).
Reprenons la construction de la section §7.3.3. Elle produit une courbe pre´stable r : D˜ → S et
une factorisation par ρ : D˜ → D. Le morphisme ρ est une contraction au sens de Knudsen, il remplace
tout point singulier de L par une courbe exceptionnelle E = P1. Soit OD˜(1) le faisceau inversible
tautologique sur D˜; rappelons que ρ∗(OD˜(1)) = L.
On notera B l’image inverse ρ∗(B); noter que ce diviseur est disjoint du lieu exceptionnel, la
notation est donc sans conse´quence. Formons le faisceau inversible sur S
〈OD˜(1),OD˜(−n−B)〉 (10.43)
Il est clair que cette construction e´tant compatible aux changements de bases, fournit un faisceau
inversible sur Hg,n,ξ. Si C est lisse il est trivial, de`s lors ce faisceau inversible doit s’exprimer comme
combinaison line´aire des classes des composantes irre´ductibles du bord. Le re´sultat est qui comple`tement
analogue a` ([48], Proposition 4.3.8) reste valide en fait avec des modifications e´videntes pour Lj si
j, (1 ≤ j < n) est premier a` n. Posons Ξ = OD˜(−n − B). On a le re´sultat important (comparer avec
Jarvis [43]:
Proposition 10.17. On a
Ξ = O
( ∑
π=NS
ab
m
∆π
)
et 〈Ξ, ω˜〉 = 0 (10.44)
Preuve: Noter que le terme de gauche ne fait intervenir que les composantes NS du bord. La
preuve reprend exactement les calculs de loc.cit, il n’y a pas lieu de les re´pe´ter. La seconde relation
de´coule du fait que ω˜ = ρ∗(ω), donc ω˜ est trivial sur chaque diviseur exceptionnel.
En e´valuant d’une autre manie`re le produit d’intersection 〈OD˜(1),Ξ〉 on obtient des relations
importantes entre les faisceaux inversibles tautologiques introduits pre´ce´demment. Dans le cas du
champ des courbes hyperelliptiques de genre g ces relations se re´duisent essentiellement comme on va
le voir a` la relation de Cornalba-Harris ([40], § 6).
The´ore`me 10.18. On a dans Pic(Hg,n,ξ), si 1 ≤ j < n, (j, n) = 1, la relation∑
π=NS
a(j)b(j)
m
O(∆π) = (10.45)
2n(λ′ − λn−j)−
b∑
α=1
jn〈
jmανα
n
〉µα +
b∑
α=1
n〈
jmανα
n
〉
(
1 + [
jmανα
n
]
)
ψα
Preuve: Il suffit de prouver le re´sultat pour j = 1; le cas j premier a` n s’en de´duit par des
modifications e´videntes. Evaluons d’abord le produit d’intersection (10.43). On a
〈OD˜(1),OD˜(−n− B)〉〉 = −n〈OD˜(1),OD˜(1)〉 − 〈OD˜(1),OD˜(B)〉 = −n〈OD˜(1),OD˜(1)〉 −
∑
α
mαναψα
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Par le the´ore`me de Deligne-Riemann-Roch n〈OD˜(1),OD˜(1)〉 =
2n detRr∗(L) + 〈OD˜(n+B), ω˜〉 − 〈OD˜(B), ω˜〉 − 2n detRr∗ω˜
Comme 〈OD˜(n+B), ω˜〉 = O on obtient 〈OD˜(B), ω˜〉 =
∑
αmαναψα, et finalement
detRr∗(ω˜) = detRp∗(ω) = λ
′
Tenant compte de la relation nµi = miνiψi, et apre`s multiplication par n, on re´cupe`re bien par
restriction a` Hg,n,ξ les relations (10.38). Soit toujours n = p premier, et de plus g
′ = 0 (reveˆtements de
P1). Par sommation des relations (10.45), on peut exprimer λ comme combinaison line´aire des classes
ψα et δπ. La relation obtenue e´tend la relation de Cornalba-Harris [40] qui correspond a` p = 2.
Corollaire 10.19. On a dans Pic(Hg,p) la relation
p2
(
p2 − 1
6
) ∑
π=NS
δπ = −2p
2λ+ p
(
p2 − 1
6
)∑
α
ψα (10.46)
Preuve: On effectue la somme sur j des relations (10.45), et on multiplie par p les deux membres.
On a λ′ = 0, de sorte que la somme des termes de gauche dans (10.45) se re´duit a` e´valuer la somme∑p−1
j=1 a(j)b(j). Rappelons que a(j) = p〈
ja
p 〉, et b(j) = p− a(j). La somme est visiblement
p(
p−1∑
r=1
r −
p−1∑
r=1
r2) =
p(p2 − 1)
6
Pour le terme de droite, notons que ψα = ναµα. Donc apre`s multiplication par p, la somme des termes
de droite se rame`ne facilement a`
∑
α
ψα
∑
j
p2〈
jνα
p
〉 − (p〈
jνα
p
〉)2
 = p(p2 − 1)
6
∑
α
ψα
Les relations (10.45) et (10.46) deviennent particulie`rement simples dans le cas hyperelliptique. Soit
Hg le champ des courbes hyperelliptiques de genre g ≥ 1, les points de Weierstrass e´tant nume´rote´s de
1 a` 2g + 2. La position remarquable de Hg est re´sume´e par diagramme
Mg,2g+2
ı
←− Hg
δ
−→M0,2g+2 (10.47)
Un principe ge´ne´ral valable pour un champ de Hurwitz avec g′ = 0, est que les relations de Riemann-
Hurwitz supe´rieures jointes aux relations (10.45) et (10.46), rame`nent en principe un calcul dans le
champ Hg a` un calcul dans M0,2g+2.
Illustrons ce principe en montrant comment retrouver la relation de Cornalba-Harris ([40], § 6) qui
exprime dans le lieu hyperelliptique la classe λ comme combinaison line´aire des composantes du bord.
Cette relation de´rive naturellement de la relation (10.46) avec p = 2.
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Proposition 10.20. Dans le groupe Pic(Hg) on a la relation (en notation additive)
8(2g + 1)λ = 4
∑
π=R
α(g + 1− α)∆π
R + 8
∑
π=NS
β(g − β) ∆NSπ (10.48)
Preuve: Pour p = 2 (10.46) devient 2
∑
π=NS ∆π = −8λ +
∑2g+2
α=1 ψα. En multipliant les deux
membres par 2g+1, on peut invoquer la relation connue entre les classes ψ et les composantes du bord
dans M0,n
2(n− 1)
n∑
α=1
ψα =
∑
(I,J),|I|=j
j(n− j)[∆′I,J ] (10.49)
Dans cette relation, les partitions sont ordonne´es. On rame`ne cette relation dans Pic(Hg) par δ
∗, en
tenant compte de la proposition (10.14), qui dit que δ∗(∆′π) = ∆π dans le cas R, et 2∆π dans le cas
NS. Cela conduit apre`s arrangement a`
8(2g + 1)λ = 4
∑
π=R
α(g + 1− α)∆π
R + 2
∑
π=NS
2 [(2β + 1)(2g + 1− 2β)− (2g + 1)] ∆NSπ
expression qui apre`s simplification du coefficient entre crochets est exactement le re´sultat annonce´.
Soit Hg le lieu des courbes hyperelliptiques, i.e le champ quotient [Hg/S2g+2], avec le morphisme
d’oubli de l’involution ı : Hg →Mg. Noter que ı est seulement un plongement au-dessus de Hg, et aux
points ge´ne´riques des composantes du bord. La relation (10.48) pousse´e dans A1(Hg) est exactement
la relation de Cornalba-Harris ([40] , §6).
Proposition 10.21. Dans A1(Hg), on a la relation
(4g + 2)λ =
g
2
[∆R1 ]Q +
[ g+1
2
]∑
α=2
α(g + 1− α)[∆Rα ]Q + 2
[ g
2
]∑
β=1
β(g − β)[∆NSβ ]Q (10.50)
Preuve: Soit ı : Hg → Hg le morphisme quotient par S2g+2. Noter que le fibre´ de Hodge sur Hg
est l’image re´ciproque du fibre´ de meˆme nom sur Hg. Prenons la premie`re classe de Chern des deux
membres de la relation (10.47), on obtient
8(2g + 1)λ = 4
∑
π=R
α(g + 1− α)[∆π]
R
Q + 8
∑
π=NS
β(g − β) [∆π]
NS
Q
= 4
∑
π=R
α(g + 1− α)
2
[∆π]
R + 8
∑
π=NS
β(g − β)
4
[∆π]
NS
Car dans le cas R, le groupe des automorphismes d’un point ge´ne´ral d’une composante est d’ordre deux,
par contre il est d’ordre quatre dans le cas NS. Si π (partition non ordonne´e) est subordonne´e a` la
partition (I, J) de [1, 2g + 2], posons j = |I| ≤ |J |, j = 2α dans le cas pair, et j = 2β + 1 si impair, il
vient par application de ı∗,
(2g + 2)! (16g + 8)λ = 4
∑
π=R
α(g + 1− α)
2
(
2g + 2
j
)
i∗[∆π]
R + 8
∑
π=NS
β(g − β)
4
(
2g + 2
j
)
i∗[∆π]
NS
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Il est clair que le degre´ de ∆Rπ (resp. ∆
NS
π ) sur son image ∆
R
j (resp. ∆
NS
j ) est j!(2g + 2 − j)! sauf si
j = 2, car dans ce cas une courbe hyperelliptique C ∈ ∆Rπ a une composante rationnelle, munie d’une
involution. Les deux points fixes de l’involution sont les points marque´s. Les points d’intersection
P ′, P ′′ avec l’autre composante, de genre g − 1 sont e´change´s par l’involution. Il y a une seconde
involution qui a pour point fixe P ′, P ′′ et qui commute avec la premie`re. Donc l’e´change des deux
points marque´s P ′, P ′′ conduit a` une courbe isomorphe. Il vient finalement en rappelant que le cas R
correspond a` j pair
(2g + 2)! (16g + 8)λ = 4
∑
π=R
α(g + 1− α)
2
(
2g + 2
j
)
i∗[∆π]
R + 8
∑
π=NS
β(g − β)
4
(
2g + 2
j
)
i∗[∆π]
NS
Il est clair que le degre´ de ∆Rπ (resp. ∆
NS
π ) sur son image ∆
R
j (resp. ∆
NS
j ) est j!(2g + 2 − j)! sauf si
j = 2, car dans ce cas une courbe hyperelliptique C ∈ ∆Rπ a une composante rationnelle, munie d’une
involution. Les deux points fixes de l’involution sont les points marque´s. Les points d’intersection
P ′, P ′′ avec l’autre composante, de genre g − 1 sont e´change´s par l’involution. Il y a une seconde
involution qui a pour point fixe P ′, P ′′ et qui commute avec la premie`re. Donc l’e´change des deux
points marque´s P ′, P ′′ conduit a` une courbe isomorphe. Il vient finalement
(2g + 2)! (16g + 8)λ =
4g
(2g + 2)!
4
[∆R1 ] + 4
[ g+1
2
]∑
α=2
α(g + 1− α)
2
(2g + 2)![∆Rα ] + 8
[ g
2
]∑
β=1
β(g − β)
4
(2g + 2)![∆NSβ ]
En revenant aux classes fondamentales des composantes
= 4g
(2g + 2)!
2
[∆R1 Q] + 4
[ g+1
2
]∑
α=2
α(g + 1− α)(2g + 2)![∆Rα ]Q + 8
[ g
2
]∑
β=1
β(g − β)(2g + 2)![∆NSβ ]Q
et finalement en simplifiant par 8(2g + 2)!, on obtient la relation de Cornalba -Harris
(8g + 4)λ = g[∆R1 ]Q +
[ g+1
2
]∑
α=2
2α(g + 1− α)[∆Rα ]Q + 4
[ g
2
]∑
β=1
β(g − β)[∆NSβ ]Q
10.4.3. Inte´grales de Hodge - Hurwitz
On se limite en premier au champ des courbes hyperelliptiques. Une autre illustration du principe
de correspondance utilise´ ci-dessus revient a` observer que des calculs d’intersection avec le lieu hyper-
elliptique Hg ⊂ Mg une fois transporte´s sur le champ hyperelliptique se rame`nent a` des calculs dans
M0,2g+2. Cela montre que l’objet naturel pour les calculs est Hg plutoˆt que Hg. La me´thode utilise´e
est une amplification du calcul de Faber-Pandharipande ([30]). Elle conduit simplement a` l’e´valuation
d’inte´grales ∫
H1g
κ1µ
2g−2
1 =
(2g − 1)2
22g(2g + 1)!
et
∫
H1g
µ2g−11 =
1
22g(2g + 1)!
(10.51)
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en notant H1g le champ des courbes hyperelliptiques avec un point de Weierstrass marque´. Rap-
pelons que le faisceau inversible µi ∈ Pic(Hg) (sa classe de Chern) est l’image re´ciproque du faisceau
Li ∈ Pic(Mg,2g+2) (§ 10.2). On conserve la notation µi pour e´viter toute confusion avec les ψi qui
proviennent du bas. A.J. Bene a obtenu des re´sultats analogues, mais par une approche combinatoire
base´e sur cellulation de Hg au moyen des graphes e´pais, et le sche´ma d’inte´gration de Penner [10].
A la diffe´rence de notre me´thode, il travaille avec les classes combinatoires Wa de Witten, et e´tudie
l’intersection de ces classes avec le lieu hyperelliptique.
Rappelons que dans le champ Hg les points de Weierstrass sont marque´s de 1 a` 2g + 2. Il est
commode de noter H1g le champ dont les objets sont les courbes hyperelliptiques stables marque´es par
un seul point de Weierstrass. Plus ge´ne´ralement on peut conside´rer la champ H
j
g forme´ des courbes
hyperelliptique stables avec j (1 ≤ j ≤ 2g + 2) points de Weierstrass marque´s. Il est aise´ de justifier
son existence en adaptant les arguments de la section 6.2. Noter que si j ≤ 2g il est possible que sur
une courbe hyperelliptique stable appartenant a` H
j
g deux points de Weierstrass libres s’effondrent. Par
oubli du marquage par le point d’indice j on obtient un morphisme πj : H
j
g →H
j−1
g de degre´ 2g+3−j.
On notera aussi Hg ⊂Mg l’image stable non marque´e de Hg, i.e le lieu hyperelliptique. On a donc la
factorisation de ı : Hg →Mg, oubli du marquage par les points de Weirstrass, en
Hg
π
→ H1g → Hg ⊂Mg
Le morphisme π est l’oubli du marquage par les points de nume´ros 2g + 2, · · · , 2 dans l’ordre
indique´, c’est a` dire la composition π2 · · ·π2g+2, son degre´ est (2g + 1)!. Pour ramener par le principe
de correspondance le calcul a` un calcul dans A•(M0,2g+2), on note que∫
H1g
ξ =
1
(2g + 1)!
∫
Hg
π∗(ξ) (10.52)
Il faut expliciter l’image re´ciproque par π des classes µ1 et κa. Par utilisation ite´re´e de la relation
ge´ne´rale π∗n+1(ψ1) = ψ1 − [D1,n+1] (10.25), on trouve que, avec nos notations
π∗j (µ1) = µ1 − [D1,j ] ∩ [H
j
g]
(l’indice j signifie que j points de Weierstrass sont marque´s). Comme D1,j est le lieu des courbes
obtenues en collant une ”bulle” (∼= P1) contenant les points de Weierstrass de nume´ros 1 et j a` une
courbe de genre g marque´e par j−1 points, l’intersection avec le lieu hyperelliptique est vide. On obtient
donc que π∗(µ1) = µ1, ce qui nous autorise a` noter cette classe µ1 sans pre´cision supple´mentaire. Le
meˆme argument montre que pour la classe κa on a
π∗(κa) = κa −
2g+2∑
α=2
µaα (10.53)
Traitons en premier la seconde inte´grale, qui est imme´diate. Elle se rame`ne au calcul de
∫
Hg
µ2g−11 .
Vu que 2µ1 = δ
∗(ψ1), elle s’obtient imme´diatement partant du re´sultat connu∫
M0,n
ψα11 · · ·ψ
αn
n =
(n− 3)!
α1! · · ·αn!
(α1 + · · ·+ αn = n− 3) (10.54)
on trouve en tenant compte du fait que le degre´ de δ est 12∫
H1g
µ2g−11 =
1
22g
∫
M0,2g+2
ψ2g−11 =
1
22g(2g + 1)!
Pour la premie`re inte´grale, on montre qu’on a plus ge´ne´ralement:
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The´ore`me 10.22. Avec les notations pre´ce´dentes, si 0 ≤ a ≤ 2g − 1, on a∫
H1g
κaµ
2g−1−a
1 =
1
22g−1−a(2g + 1)!
((
2g
a+ 1
)
−
2g + 1
2a+1
(
2g − 1
a
))
(10.55)
Preuve: En utilisant la relation (10.52) on voit que l’inte´grale (10.55) se rame`ne a` une inte´grale
sur le champ Hg classifiant les courbes hyperelliptiques avec points de Weierstrass marque´s
(2g + 1)!
∫
H1g
κaµ
2g−1−a
1 =
∫
Hg
(κa −
2g+2∑
2
µaα)µ
2g−1−a
1 =
∫
Hg
κaµ
2g−1−a
1 −
2g+2∑
2
∫
Hg
µaαµ
2g−1−a
1
En tenant compte de la relation de Riemann-Hurwitz a` l’ordre a, qui dans le cas hyperelliptique s’e´crit
sous la forme simple κl = 2δ
∗(κ′l), et de la formule de projection, on a∫
Hg
κaµ1
2g−1−a =
1
22g−2−a
∫
Hg
δ∗(κ′aψ1
2g−1−a) =
1
22g−2−a
∫
M0,2g+2
κ′aψ1
2g−1−aδ∗[1]
Mais δ∗[1] = δ∗([H]Q) =
1
2
δ∗([Hg]) =
1
2
[M0,2g+2], de sorte que l’inte´grale se re´duit a`
1
22g−1−a
∫
M0,2g+2
κ′aψ1
2g−1−a
De la meˆme manie`re on obtient∫
Hg
µaαµ
2g−1−a
1 =
1
22g−1
∫
M0,2g+2
ψaαψ1
2g−1−a =
1
22g
(
2g − 1
a
)
Pour conclure, notons le re´sultat e´le´mentaire suivant, conse´quence facile de l’e´quation des cordes:
Lemme 10.23. Soit pour 4 ≤ a+ 3 ≤ n, τa,n =
∫
M0,n
κaψ
n−3−a
1 . On a τa,n =
(
n−2
a+1
)
.
Preuve: On proce`de par re´currence. Soit le morphisme πn+1 : M0,n+1 → M0,n oubli du point
xn+1. On a π
∗
n+1(κa) = κa − ψ
a
n+1, donc
π∗n+1(κa)ψ
n−a−2
1 = κaψ
n−a−2
1 − ψ
n−a−2
1 ψ
a
n+1
En inte´grant, et par la formule de projection, on obtient∫
M0,n+1
π∗n+1(κa)ψ
n−a−2
1 = τa,n+1 −
∫
M0,n+1
ψn−a−21 ψ
a
n+1 =
∫
M0,n
κaπn+1,∗(ψ
n−a−2
1 )
Mais par utilisation de l’e´quation des cordes [4]
πn∗(ψ
a1
1 · · ·ψ
an−1
n−1 ) =
∑
j,aj>0
ψa11 · · ·ψ
aj−1
j · · ·ψ
an−1
n−1 (10.56)
on a en particulier πn+1,∗(ψ
n−a−2
1 ) = ψ
n−a−3
1 , d’ou` finalement la relation pour a + 3 ≤ n, τa,n+1 =
τa,n +
(
n−2
a
)
, donc finalement τa,n =
(
n−3
a
)
+
(
n−4
a
)
++ · · ·+
(
a
a
)
=
(
n−2
a+1
)
.
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Pour conclure la preuve de (10.55), les re´sultats qui pre´ce`dent donnent apre`s division par le facteur
(2g + 1)! ∫
H1g
κaµ
2g−1−a
1 =
1
(2g + 1)!
(
1
22g−1−a
(
2g
a+ 1
)
−
2g + 1
22g
(
2g − 1
a
))
qui est exactement l’expression (10.55).
Ce calcul pour a = 0, a pour conse´quence (Faber-Pandharipande [30], prop 4) la relation
1 +
∑
g≥0
t2g
∫
Mg,1
(
g∑
i=1
(−1)i+1(2g+1−i − 1)ψg−i1 λi−1
)
ψ2g−11 =
sin(t/2)
t/2
(10.57)
Pour a = 1, A.J. Benne [10] obtient de manie`re analogue, via la relation de Mumford qui de´crit la
classe fondamentale [Hg], une relation (plus complique´e) reliant certaines inte´grales de Hodge∫
Mg,1
(
g∑
i=1
(−1)i+1(2g+1−i − 1)ψg−i1 λi−1
)
κ1ψ
2g−2
1 =
14g2 − 11g + 3
3.22g(2g + 1)!
(10.58)
On peut s’interroger sur la validite´ d’une relation analogue pour a ≥ 2. Si a = 2g−1, un calcul similaire
donne l’inte´grale de κ2g−1 e´value´e sur le lieu hyperelliptique Hg, on trouve∫
Hg
κ2g−1 =
1
(2g + 2)!
−
1
22g(2g + 1)!
(10.59)
Si a = 2, c’est le calcul de Mumford
∫
M2
κ3 =
1
1152 .
Soit maintenantHg,p,ξ le champ des reveˆtements de degre´ p, et de genre g, de P1. On suppose que la
donne´e de ramification, versus le diviseur de branchement, est B =
∑b
i=1 νiQi (1 ≤ νi < p). On a donc
b = 2g−2+2pp−1 . On va observer que la relation (10.46) permet d’e´valuer, au prix de relations compliqe´es,
certaines inte´grales de Hodge sur Hg,p,ξ, celles contenant λ. Le re´sultat sera en ge´ne´ral sensible au choix
de la composante Hg,p,ξ, c’est a` dire de ξ, a` la diffe´rence du calcul par Bryan-Graber-Pandharipande
28
de
∫
Hg,3,ξ
λg−1 le (cas p = 3). Posons
Bg,ξ =
∫
Hg,p,ξ
λb−3
Le cas p = 2 (hyperelliptique) est un calcul de Faber. Pour initialiser cette suite, il faut calculer Bg,ξ
lorsque b = 3, c’est a` dire g = p−12 . Dans ce cas le champ est ponctuel. Soit e = |Aut(Ca,b,c → P
1)|,
ou` Ca,b,c est la courbe y
p = xa(1− x)b, avec 1 ≤ a, b, c < p, a+ b+ c ≡ 0 (mod p), et Ca,b,c → P1, le
reveˆtement (x, y) 7→ x. On trouve imme´diatement
e =
{
p si a, b, c distincts
2p si deux entre les trois sont e´gaux
18 si a = b = c, p = 3
(10.60)
On a a [Hg,p,ξ]Q =
1
e [Hg,p,ξ], et Bg,ξ =
1
e . La relation (10.46) jointe a` (10.49) montre que qu’il
faut au pralable e´valuer les inte´grales du bord
∫
∆pi
λb−4. Il y a deux cas a` conside´rer, selon que l’unique
28
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orbite de point double est du type R, ou NS. Le premier cas correspond a` une partition π de B
en B = B1 + B2, Bi =
∑
i∈Ii
νiQi, et
∑
i∈Ii
≡ 0 (mod p). Avec des notations e´videntes, on a
g = g1 + g2 + p− 1, et la proposition 7.13 dit que la composante ∆π est image du morphisme ı = ξΓ,
de´crit par le diagramme
Hg1,p ×Hg2,p ← Cg1,p × Cg2,p
ı
→ Hg,p (10.61)
dans lequel Cg1,p → Hg1,p de´signe le reveˆtement universel (§ 6.4.2). Le morphisme ı identifie deux par
deux les points des orbites des points se´lectionne´s a` isotropie triviale. Dans le cas NS, on a g = g1+g2+1,
et (10.60) se re´duit a`
Hg1,p ×Hg2,p
ı
→ Hg,p (10.62)
Si π : B = B1 +B2 est une partition de type NS, donc
∑
j∈I1
νj ≡ η (mod p), on notera ξ1 la donne´e
de Hurwitz de´finie par B1 + ηP1, et ξ2 celle de´finie par B2 + (p− η)P2 (voir § 7.4).
Lemme 10.24. On a
∫
∆pi
λb−4 =
{
0 si π est R(
b−4
b1−2
)
Bg1,ξ1Bg2,ξ2 si π est NS
.
Preuve: Dans le cas NS, c’est imme´diat du fait que ı e´tant le ”clutching” morphisme, on sait [48],
qu’avec des notation e´videntes
ı∗(λ) = λ1 + λ2
donc en notant que le b de Hgi,p est bi + 1∫
∆pi
ı∗(λb−4) =
∫
∆pi
(λ1 + λ2)
b−4 =
(
b− 4
b1 − 2
)∫
Hg1,p×Hg2,p
λb1−21 λ
b2−2
2 =
(
b− 4
b1 − 2
)
Bg1,ξ1Bg2,ξ2
Dans le cas R le morphisme ı : Cg1,p × Cg2,p → Hg,p identifie les paires de points (σ
j(x1), σ
j(x2)) si x1
(resp. x2) est la section de p1 : Cg1,p → Hg1,p (resp. p2 : Cg2,p → Hg2,p). Dans ce cas le fibre´ vectoriel
ı∗(E) est de´crit par une extension
0→ p∗1(E1)
⊕
p∗2(E2)→ ı
∗(E) res→ Op−1 → 0 (10.63)
l’application res e´tant induite par le re´sidu. En effet, soit un reveˆtement π : C → D au-dessus de k
dans l’image de ı, avec C = C1 ∪ C2, et une orbite de p points doubles, l’orbite du point x = ı(x1, x2).
Dans la de´composition en sous-espaces propres (proposition 10.3), H0(C, ωC) =
⊕p−1
j=1 H
0(C, ωC)
j , il
est imme´diat de voir qu’on a
dimH0(C, ωC)
j = dimH0(C1, ωC1)
j + dimH0(C2, ωC2)
j + 1
D’autre part le re´sidu en x donne pour tout 1 ≤ j ≤ p− 1 une application resx : H
0(C, ωC)
j → k, qui
conduit a` la suite exacte
0→ H0(C1, ωC1)
j ⊕ H0(C2, ωC2)
j → H0(C, ωC)
j resx→ k → 0 (10.64)
la suite exacte (10.62) en de´coule. On a donc∫
Cg1,p×Cg2,p
ı∗(λb−4) =
∫
Cg1,p×Cg2,p
(λ1 + λ2)
b−4 =
(
b− 4
b1 − 2
)∫
Cg1,p×Cg2,p
λb1−21 λ
b2−2
2
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Mais dans cette configuration les classes λi sur Cgi,p sont les images inverses des classes de meˆme nom
de Hgi,p, donc pour une raison de dimension, l’inte´grale est nulle.
On peut ainsi ne´gliger les composantes de type R. Les relations (10.46) et (10.49) en tenant compte
du lemme 10.24, conduisent facilement a` la relation de re´cursion
24(b− 1)
p2 − 1
Bg,ξ =
∑
π=(I1,I2)
(b1b2 − 2(b− 1))
(
b− 4
b1 − 2
)
Bg1,ξ1Bg2,ξ2 (10.65)
somme portant sur les partitions de type NS.
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