A weighted Hilbert space approach to the study of zero-energy states of supersymmetric matrix models is introduced. Applied to a related but technically simpler model, it is shown that the spectrum of the corresponding weighted Hamiltonian simplifies to become purely discrete for sufficient weights. This follows from a bound for the number of negative eigenvalues of an associated matrix-valued Schrödinger operator.
Introduction
There are many difficulties in the study of zero-energy states of supersymmetric matrix models. Some arise due to the fact that the spectrum of the associated Hamiltonian is continuous 1 , starting at zero. Accordingly, we expect it to be useful to shift to a weighted Hilbert space on which the corresponding operator has a discrete spectrum.
In this work we illustrate the applicability of the technique to a simplified model which, despite its technical simplicity, still shares many of the features (and difficulties) of the original matrix models. The spectral properties of this so-called supermembrane toy model, and its purely bosonic counterpart, has been previously studied in [1, 2, 3, 4, 5, 6, 7] , while the underlying geometry of the model was emphasized in [8] . Our results on the technically much more complicated matrix models will be presented in a forthcoming paper.
In Section 2 we recall the formulation of the original toy model and introduce the weighted Hilbert space approach. In Section 3 and 4 we investigate the spectral properties of the weighted model, and show that, under a certain condition on the parameter of the weight, the spectrum of the weighted model is in fact discrete. This is accomplished using a Cwikel-LiebRozenblum bound for operator-valued potentials which is derived in Section 5 from a result in [9] .
The original and weighted models
The supermembrane toy model, also called the supersymmetric x 2 y 2 potential, is defined by the Hamiltonian operator
(where γ k are Pauli matrices), acting on the Hilbert space
A corresponding hermitian supercharge operator is given by Q = −i(∂ x γ 1 + ∂ y γ 2 ) + xyγ 3 , such that Q 2 = H ≥ 0. The matrix-valued Schrödinger operator H can be formally defined as a self-adjoint operator through the closure of the quadratic form corresponding to the expression (1) on
The spectrum of H is σ(H) = [0, ∞) due to potential valleys along the coordinate axes, where the lower eigenvalue of the matrix potential,
tends to negative infinity -precisely cancelling the localization energy due to the narrowing of the valley. We would like to make the spectrum of the model discrete by introducing a weighted Hilbert space. We define
with α ≥ 0. The inner product on H w is then given by
dxdy.
The corresponding self-adjoint operatorH on H w is defined through the same quadratic form on
Ψ,HΨ w := Ψ, HΨ = QΨ 2 ≥ 0.
It follows that, if we defineQ := ρ 
w . We observe in general that any solution of HΨ = 0 in H is also a solution of HΨ = 0 in the weighted Hilbert space. On the other hand, finding a solution ofHΨ = 0 in H w does yield a (smooth 2 ) solution to the differential equation HΨ = 0, but its decay rate may be insufficient for square-integrability. For this particular model it is known [6] that there is no solution in H.
3 Spectrum ofH for α < 2 Continuity of the spectrum of H can be proved (see [3] ) by, for any µ ≥ 0, finding a Weyl sequence (Ψ t ) in H such that Ψ t = 1 ∀t and
Explicitly (and for µ = 0 for simplicity), we take
xy 2 , and ξ ∈ C 2 is a unit eigenvector, γ 1 ξ = −ξ. One finds that Ψ t 2 = 1 and
2 by elliptic regularity (here, and in the following, c, c 1 , etc. denote some positive constants). Taking the same sequence for the weighted case, we also find
However, the norm is now
so that, for α < 2,
Thus, Ψ t still approximates a zero-energy eigenfunction, but since its support moves out to infinity, this indicates that the spectrum ofH is still continuous for 0 ≤ α < 2.
Spectrum ofH for α > 2
The spectrum ofH is discrete if and only if, for all λ > 0, the rank of the spectral projection ofH on (−∞, λ) is finite. Equivalently, if and only if
Note that (2) is equivalent to
It follows that the spectrum ofH is discrete if and only if the operator H −λρ, on the original Hilbert space H, has finitely many negative eigenvalues for any λ > 0, or more precisely, N(H − λρ) < ∞, where we denote by N(A) the (possibly infinite) rank of the spectral projection on (−∞, 0) of a self-adjoint operator A. We will prove the following theorem.
Theorem 1.
For all λ > 0 and α > 2, the operator
has finitely many negative eigenvalues. Furthermore, the number of negative eigenvalues is bounded by
Our strategy is to prove this by splitting the domain of the operator into different regions -based on the geometry of the potential valleys -and introducing Dirichlet boundary conditions between these regions by means of a partition of unity. The unbounded region along the potential valley is then shown to admit only finitely many negative eigenvalues using a Cwikel-LiebRozenblum bound for operator-valued potentials. In order to illustrate the latter part of this procedure, let us first prove that H λ defined on the region x > 1 and with Dirichlet boundary condition at x = 1 has finitely many eigenvalues below zero when α > 2. However, despite the fact that there is a reflection symmetry between x and y, this result cannot be directly applied to prove Theorem 1 because of inconvenient intersections between regions of this form. Instead, we will introduce a different set of coordinates and define the regions with respect to those.
Cartesian coordinates
In the cartesian coordinates (x, y) we consider the region Ω := (1, ∞) × R and the operator H xy λ defined by closure of the quadratic form corresponding
Choosing the representation γ 2 = diag(1, −1), and making separate coordinate transformationsỹ := y ± 1 2x 2 in the integrals over the corresponding components of Ψ, we find
where the two-dimensional scalar Schrödinger operator on the r.h.s. can be considered as a Schrödinger operator on the interval (1, ∞) with an operator-
. This shifted harmonic oscillator, with the projection onto its k:th eigenvector denoted P k , is bounded below by its negative part
Applying Lemma 7 below (with a factor 2 coming from the trace over C 2 ), we find
which is finite for α > 2.
Parabolic coordinates
Consider the coordinate transformation (cp. [8] )
which is conformal everywhere except at the origin, and maps e.g. the open right half-plane bijectively onto the whole plane with the negative real line removed. We introduce the regions
and the corresponding reflections B 2,3,4 of B 1 in the symmetry lines x = 0 and x = y, together with their union B := ∪ 4 j=1 B j . We will also make use of rescaled versions of these regions, e.g. κA, with a fixed κ > 1.
Take a partition of unity, 1 = χ
where
denotes the corresponding operator restricted to the domain κA resp. B with Dirichlet boundary condition at the boundary |u| = κ 2 M resp. |u| = M. As we will see, the additional negative potential terms in (5), denoted −V χ , will not cause any problems because they are supported on a region κA∩B where the potential tends rapidly to infinity. Using that N(A + B) ≤ N(A) + N(B) for any two self-adjoint operators A, B, we obtain from the quadratic form expression (4) that
Consider first the region B 1 . Under the coordinate transformation, we find (cp. [8] ) ∆ xy = h −2 ∆ uv and dxdy = h 2 dudv, with scale factor h = (x 2 + y 2 )
where γ u := h(xγ 1 − yγ 2 ), so that γ 2 u = 1. We have also used that
which (with a suitably chosen χ A ) is independent of v, bounded by c 1 /M 2 , and supported on M ≤ |u| ≤ κ 2 M. Let us think of the resulting scalar Schrödinger operator in the r.h.s. of (6) 
denote part of the one-dimensional Schrödinger operator acting on h , and observe that
where (A) − denotes the spectral projection on the negative part of the spectrum of A.
First, let us make a rough estimate of the spectrum of H u to prove that this spectral projection is one-dimensional when u is sufficiently large. Splitting H u into three regions (again using a partition of unity), v < −δu, −u < v < u, resp. v > δu, with a fixed 0 < δ < 1 and Dirichlet boundary conditions at v = ±u resp. v = ±δu, we find (with some constant c 2 )
whose spectrum is bounded below by
and similarly for H u | v<−δu , so that 
where P 0 denotes the projection onto the ground state of H u . Applying Lemma 7, we find
which is finite for α > 2. This implies that N(H 
and using that
we have on the region κA
and since the potential of the Schrödinger operator on the right hand side tends to infinity as |x| → ∞ ⇒ |v| → ∞, it follows that the spectrum of H A λ is purely discrete, and N(H A λ ) < ∞. We have proved the first statement of Theorem 1. The second statement follows from (9) with M = (c 1 + c 2 + λ) 
Extending V
A by zero outside κA, it follows that
For large λ, we have on the unbounded region |v| ≥ κ 2 M (similarly to (10) ) that
Hence, the integral reduces to the bounded region |u|, |v| < κ 2 M, i.e.
N(H
where we switched to polar coordinates (r, ϕ). Furthermore, this region increases in size with λ at a faster rate than the geometry of the potential valleys, so we can split the integral into a central part and four narrowing regions along the valleys. We obtain the bound (1 + ln r)r drdϕ, where r λ is the solution to
i.e. r λ ∼ λ 
Summing up, we are left with the bound of the r.h.s. of (9) ,
for some larger constant c 
Asymptotics of H u
We conclude this section with some useful properties of the operator H u in the limit u → ∞ [11] . By the change of variable v = u 1 4 t, we write
, for all ǫ > 0.
Proof. We use that for any f = f (t)
As a first attempt, let
While the r.h.s. is bounded and vanishes as ǫ → 0 pointwise, it does not so uniformly. Consider instead f = f 0 + ǫf 1 , with
.
We so get the bound (12) pushed to O(ǫ):
LetP 0 denote the projection onto the ground state ofĤ 0 :=Ĥ(0), i.e.
where ϕ 0 (t) = ( √ 2π)
2) is its normalized wave function, and let P ⊥ 0 := 1 −P 0 . Note that
(Note: √ 2 is the excitation energy ofĤ 0 .)
Proof. We again use a partition of unity and letf i =f i (s), (i = 1, 2) be smooth functions withf
For large R that error is ≤ √ 2/10 and
have the same bound (for later use). The potential ofĤ(ǫ) in (11), denote it V (ǫ, t), satisfies
and we take ǫ small enough that |O(ǫ)| ≤ √ 2/10. We consider
UsingĤ 0P0 = 0 we havê
for the last term of (14), and similarly for the second. Together with the boundP
Multiplying again withP ⊥ 0 and usinĝ
and
Proof of Proposition 3. We decomposê 
and so for the fourth one. Therefore,
where the second bracket is positive for ǫ small enough.
CLR bound for operator-valued potentials
Given a separable Hilbert space h , we denote by S p (h ) the ideal of compact symmetric operators A on h s.t. tr h |A| p = tr h (A † A) p/2 < ∞. The following theorem is given as Corollary 2.4 in [9] (see also [12] ):
Theorem 5. Let h be some auxiliary Hilbert space and V a potential in
It is also noted in [9] that the operator There is also a 1-to-1 correspondence between linearly independent sets of such u ∈ C ∞ 0 ( (1, ∞) ; h ) and w ∈ C ∞ 0 ((0, ∞); h ). Applying Lemma 6 with the potential W (x) = e 2x V (e x ) we find N(H 2 ) = N −∂ 
