Introduction
This paper provides an empirical analysis of an important element in the theory of strategic tax competition, the reaction of capital tax policy in a given jurisdiction to changes in capital tax policy by a neighboring jurisdiction. The analysis is motivated in part by the the dramatic movements in state capital tax policy in the U.S. over the past four decades.. In 1968, no state had an investment tax credit (ITC). Since then, ITC adoptions have grown steadily; by 2006, 24 states have or have had an ITC and the average rate among states with an ITC has risen considerably ( Figure 1 ). An equally dramatic change is the steep decline in the weight states place on capital in their formulae for apportioning multi-state income. Less dramatic variation has occurred with state corporate income tax (CIT) rates, though these too have fallen since the early 1990s. These aggregate trends can be seen in Figure 2 , which shows nationwide averages of each of these three tax instruments from 1969 to 2006.
These synchronous movements, buttressed with anecdotal observations and past empirical studies, suggest to many observers that states are engaged in a "race to the bottom."
The empirical results in this paper challenge that conclusion. We find that the slope of the reaction function -i.e., the equilibrium response of in-state tax policy to out-of-state tax policyis negative. This result runs contrary to the casual empirical evidence in Figures 1 and 2 , the findings in many prior empirical results, and the implications in most theoretical models. We document that this seeming paradox is due to two critical elements omitted in prior empirical studies. First, aggregate shocks affecting all states create common incentives that lead states to act synchronously. Absent proper conditioning for aggregate shocks, a positive slope of the reaction function is obtained with our data. Second, tax competition is driven by capital mobility among states, but the flow of capital is not instantaneous, instead occuring over several years. A properly specified model needs to allow for a lagged response. Static models also generate a positively sloped reaction function in our data. When we condition on aggregate shocks and allow for delayed responses, we find that the tax reaction function is negatively sloped.
While this result is striking, it is not surprising and are fully consistent with the qualitative and quantitative implications of the theoretical model developed in this paper. Our findings suggest that despite the dramatic declines in state capital taxation in recent decades, the downward pressure is not coming from tax competition -i.e., how states respond to each otherbut rather from aggregate shocks impacting all states in more or less the same way. In other words, rather than states "racing to the bottom," which connotes a competition in which participants respond to each other's movements in the same direction, our findings suggest that state tax competition is better characterized by "riding on a seesaw."
Whether or not states are engaged in a race to the bottom, with states responding in-kind to each other's tax policy changes, is an important issue in current policy debates, both in the U.S. and abroad. As the negative connotation of "race to the bottom" attests, many analysts and policymakers perceive a positive-sloping tax reaction function as evidence that tax rates are, or soon will be, too low. This reasoning is a misperception stemming from the Prisoner's Dilemma logic of the basic strategic tax competition model (Oates (1972) ) which says that, when the tax base is mobile, equilibrium tax rates will be inefficiently low. This statement, however, is about the level of tax rates, not their derivative with respect to the tax rates in competiting states.
Nonetheless, this misperception leads many to point to the secular decline in capital tax rates as proof that states are engaged in a harmful race to the bottom necessitating federal legislative or judicial policy action. For instance, the recent Cuno v. DaimlerChrysler Supreme Court case centered on whether state investment tax credits are a form of harmful tax competition and could run afoul of the Commerce Clause of the U.S. Constitution. The U.S.
Congress in recent years has considered several bills that would either restrict or widen states' current latitude for setting various capital tax policies independently. In addition, states in recent years have joined together to form multi-state tax commissions which have recommended various coordination/harmonization measures aimed at preventing harmful tax competition, though lack of enforcement has hampered their effectiveness.
The empirical phenomena of state business taxes, and their implications for tax competition, are also of relevance for current policy debates in Europe. Similar to the state trends shown in Figure 2 , corporate tax rates among European Union (EU) countries also have declined sharply over the past two or three decades (see Devereux, Rodoano, and Lockwood (2008) , for example). This has led to deliberations among EU officials over whether to impose tax harmonization measures among EU member nations (McLure (2007) ). As inter-member capital mobility rises toward levels approaching the mobility between U.S. states, EU policymakers and analysts increasingly have looked to the evidence of tax competition among states for guidance. Our results based on U.S. states suggest that policies aimed at restricting tax competition as a means of stemming the tide of falling capital taxation are likely to be ineffective. If aggregate shocks, and not tax competition, are driving the secular trends in capital taxation, both in the U.S. and Europe, the elimination of tax competition will do little to stop or reverse these trends.
Our paper proceeds as follows. Section II develops a theoretical model whose key element is the relative preference for private vs. public goods. We show that the sign of the slope of the reaction function of in-state to out-of-state tax policy depends on the income elasticity of preferences for private vs. public goods. To develop intuition for this important result, consider the case when the capital tax rate for a neighboring state rises. As a result, mobile capital (eventually) flows into the state, and the tax base rises. Depending on residents' preferences for public vs. private goods, and how these preferences change with income, residents may prefer to use this "windfall" to finance a tax cut -i.e., a negative or "see-saw" tax reaction -allowing higher private good consumption while still maintaining current levels of public good provision. Alternatively, they may prefer to disproportionately use the windfall to increase public good consumption, necessitating a higher capital tax rate -a positive tax reaction. Apart from the ambiguity of the sign of the slope, the theoretical model has an additional implication that the magnitude of the slope should be increasing in the mobility of capital, and so tax instruments that target new, highly-mobile capital (i.e., the ITC) should have larger reaction function slopes than do instruments targetting old, less mobile capital (i.e., the CIT).
Section III presents the estimating equation. The effects of aggregate shocks prove critical in evaluating the reaction function, and we go beyond the standard time fixed effects estimator that constrains responses to an aggregate shock to be homogeneous across states.
Instead, we employ the Common Correlated Effects Pooled (CCEP) estimator, developed by Pesaran (2006) , that allows for heterogeneous responses across states. The theory of tax competition necessarily implies that there will be an endogeneity problem with estimating the slope of the reaction function. We develop and implement a new procedure for identifying instruments that are both valid and relevant.
Section IV discusses our panel dataset for 48 U.S. states for the period 1965 to 2006.
This dataset has the virtues of a substantial amount of cross-section and time-series variation for an economic environment that is relatively free of impediments to the free flow of capital. We have data on four tax instruments -the ITC, the CIT, the capital apportionment weight, and the average tax rate -and a set of political, demographic, and economic variables to serve as controls and instruments.
Section V presents our empirical results that document the importance of allowing for aggregate shocks and time-lags. When either of these elements are absent, we obtain a positively sloped reaction function, as has been found in most prior work. When we allow for aggregate effects and delayed responses, the reaction function has a negative slope. This result is robust in several dimensions. Moreover, the slope is larger (in absolute value) for the ITC relative to the CIT, which is consistent with a prediction of our model. Section VI offers a brief discussion of some of the relevant literature and highlights why we obtain such contrary results.
Section VII summarizes and speculates about the implications of our "riding on a seesaw" findings.
II. The Tax Reaction Function: Some Theoretical Underpinnings
This section develops a model of strategic competition and extracts implications for the tax reaction function --the equilibrium response of in-state to out-of-state tax policy. We show that the slope of the reaction function can be positive ("racing to the bottom") or negative ("riding on a seesaw") and that the sign of this slope depends on one key parameter: the income elasticity of the relative preference for private vs. public goods.
Our model is based on five relations. First, we define the GDP expenditure identity linking income (y) and expenditures on public (g) and private (c) goods,
Second, income in a given state is measured by production in that state. The latter is determined by a Cobb-Douglas production function that depends on the mobile capital stock (k) and a fixed factor of production. 1 We write the production function ( f[k] ) in the following 1 The Cobb-Douglas assumption allows us to hold the shares of factor incomes constant, which proves convenient in the subsequent analysis. With the more general CES specification, the results presented in this section continue to hold with φ replaced by
, where σ is the elasticity of substitution between capital and labor.
intensive form relative to the fixed factor,
Third, the government's budget constraint (stated per unit of the fixed factor) equates public goods expenditure to an origin-based tax. This tax is defined as the product of the capital income tax rate ( τ ) and capital income, the latter defined as the marginal product of capital
Given the characteristics of the production function, capital income is a fixed proportion ( φ ) of output.
Fourth, we assume that the supply of aggregate capital is not perfectly elastic and, as a result of capital mobility, the capital stock in a given state it sensitive to tax rates prevailing in other states. Consequently, the capital stock in a given state depends negatively on the in-state tax rate and positively on the out-of-state tax rate ( # τ ), as well as on a set of controls reflecting in-state and out-of-state demographic and economic variables ( # k k
x and x , respectively),
It proves expositionally convenient to assume that the derivatives with respect to the tax rates are equal and opposite in sign (
, though the qualitative results do not require this assumption.
Fifth, the preference between private and public goods is a key element in this model and other tax competition models (e.g., Bruecker and Savaadra (2001) , Mintz and Tulkens (1986) , Wilson and Janeba (2005) , and Zodrow and Mieszkowski (1986)), and we parameterize this 2 We focus on the capital income tax as the sole source of fiscal revenue for simplicity of exposition. The model can be expanded to include a wage tax (at rate wage τ ) or a sales tax (at rate sales τ ). In these cases, the parameter Γ appearing in equation (7) below is multiplied by wage ( *( 1 ))/( * ) τ − φ τ φ or sales / ( * ) τ τ φ , respectively, and the qualitative results are unaffected.
preference in a parsimonious manner,
where the preference depends explicitly on income and implicitly on, among other in-state control variables (labeled x ζ ), population size, economic conditions, and voter preferences.
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With equation (5), we do not need to specify a utility function explicitly and thus avoid some analytic complexities and the need to restrict the model to specific functional forms (e.g., log utility or quadratic production functions) in order to obtain analytic results. The derivative of [.] ζ with respect to income will loom large in the results below.
To derive the relation between in-state and out-of-state tax rates, we multiply and divide the right-side of equation (1) by g, use equation (5) to eliminate the c/g ratio and equation (3) to eliminate g. We then recognize the dependence of ζ on income, which depends on the production function (equation (2)), which, in turn, depends on tax rates through the mobility of
Equation (6) implicitly defines a relation between in-state and out-of-state tax rates, and thus can be used to compute the reaction function for τ with respect to changes in
Following the standard Nash assumption used in the literature, we assume residents treat out-ofstate tax policy as given. Differentiating equation (6) with respect to τ and # τ with the chain rule and rearranging yields the following reaction function, This case is consistent with homothetic utility in private and public goods. The reaction function is flat.
Case II:
Under this assumption, the one term in the numerator and the two terms in the denominator of equation (7) are each negative; hence the overall derivative is positive. The negative value for ,y ζ η represents a preference for disproportionately diverting the windfall toward the public good. Since public goods need to be financed by tax revenues, this preference dictates an increase in τ , i.e., a positive-sloping reaction function.
Case III:
Under this assumption, the numerator is unambiguously positive; the slope of the reaction function depends on the relative magnitudes of elasticities in the denominator. A sufficient condition for the denominator to be negative is as follows,
Upper bounds on k, y,k and τ −η η (the two elasticities defining Γ ) are 1.00 (from a CobbDouglas production function) and 0.33 (capital's share in production), respectively. Thus, an income elasticity of the ratio of private to public goods less than 3 implies that the slope of the reaction function is negative. In this case, the windfall is directed toward a relative increase in private goods. For instance, perhaps residents view current levels of public services as satisfactory and would thus rather spend most or all of the windfall on private consumption. The windfall relaxes the budget constraint and allows the state to lower tax rates while maintaining public good consumption, i.e., a negative or "see-saw" tax reaction.
The above analysis highlights that the slope of the reaction function is indeterminate a priori and depends crucially on the elasticity of the preferred private/public good mix with respect to income ( ,y ζ η ). 4 This sensitivity is documented in Figure 3 , which plots the slope of the reaction function (equation (7)) against values of ,y ζ η ranging from -2 to 2 in increments of 0.10. The ζ and ,y ζ η parameters represent residents' preferences if the government is perfectly benevolent, or these parameters might partially reflect the political ideology of government policymakers, as represented by political factors such as the political party of the governor and the majority of the state legislature. Our empirical analysis will include a variety of political variables. These key insights from the theory of strategic tax competition guide our empirical analyses below and will help us interpret the results.
The model developed in this Section has an additional testable implication concerning the investment tax credit and corporate income tax rate. The slope should vary systematically depending on whether the tax instrument applies to highly mobile new capital or less mobile old capital. Intuitively, the more responsive capital is to tax stimuli, the greater should be the response as measured by the slope of the reaction function. Capital mobility is measured by the absolute value of the elasticity of capital with respect to the tax instrument,
Differentiating equation (7) with respect to this elasticity, we obtain the following result,
In the empirical work, we thus expect that the slope of the reaction function will be lower (either less positive or more negative) for the investment tax credit affecting new capital versus the corporate income tax rate that affects both new and old capital.
III. Estimation Issues

A. The Estimating Equation
The objective of our empirical work is to identify the slope of the reaction function for state capital tax policies. We focus primarily on the investment tax credit rate (ITC) and the corporate income tax rate (CIT). (As extensions to these results, we also estimate models for the capital apportionment weight (CAW) and the average tax rate (ATR) as the capital tax variable.)
The strategic tax competition model implies that the reaction function can be represented by a specification of the following form, We extend the basic tax competition specification (equation 10) in two important ways.
First, we allow for the possibility that the impact of the key tax competition variable may be distributed over several time periods. The introduction of time lags of competitive states' tax policy,
τ , recognizes that the driving force behind a non-zero reaction function slope is the mobility of capital. In the strategic tax competition model, a state does not react directly to tax policy changes in competing states, but rather it reacts to changes in the capital and income resulting from the out-of-state tax changes. This reallocation of capital occurs over several years.
Second, our specification of the error term is new to the study of state tax policy (to the best of our knowledge) and has a generalized two-way error component structure that allows for heterogeneous cross-section dependence (CSD) among states,
where i ϕ is a state-specific shock, i,t ε is a state-specific shock that varies over time and is independent of i,t x , t f is an unobserved time-specific shock ( t f may represent a vector of shocks), and i γ is a state-specific aggregate factor loading. The i t f γ term allows for heterogeneous CSD among the states. All states are affected by common aggregate shocks such as energy prices, federal and foreign tax policies, globalization pressures, and U.S. macroeconomic conditions. These aggregate shocks are represented by t f . However, the impact (direction and magnitude) of these aggregate shocks may vary by state. For instance, changes in energy prices may have different effects on New England states than on those states in the "oil patch" (e.g., Oklahoma and Texas). These differential responses are captured by the statespecific factor loadings, i γ . The conventional time fixed effects (TFE) model is a special case of this framework and is obtained from equation (12) when i γ = γ for all i.
These two considerations lead to the following specification of our estimating equation,
For convenience, we will denote the sum of the coefficients on the current and lagged values of the competitive states' tax variable, which represents the long-run slope of the reaction function, simply by α,
The strategic tax competition model necessarily implies that the three shocks -
, and f ϕ ε γ -that affect state i are correlated with tax policy in the competitive states,
We address the resulting estimation problem in the following three ways. First, i ϕ is modeled as a state fixed effect. Second, i t f γ is modeled using the common correlated effects pooled (CCEP) estimator of Pesaran (2006) that captures the effects of t f and will be discussed in Section III.B. Third, the correlation between i,t ε and
τ is accounted for by projecting the latter variable on a set of instruments, i,t z . Our implementation of the instrumental variables estimator is somewhat complicated by the CCEP and is discussed in Section III.C.
B. The Common Correlated Effects Pooled (CCEP) Estimator
The CCEP estimator is an important innovation for analyzing tax competition because it allows states to have heterogeneous responses to aggregate shocks. Such shocks are usually controlled for in panel studies with time fixed effects. As discussed above with respect to energy prices, federal and foreign tax policies, globalization forces, and macroeconomic conditions, the assumption that all states are affected identically by aggregate shocks is restrictive and may bias coefficients. Of particular concern is the possibility that states' responses to aggregate shocks are correlated across space in a similar manner to the spatial pattern of capital mobility and hence tax competition. In other words, the state-specific factor loadings, i γ , may be correlated with current and lagged values of
τ . Heterogeneous responses could be accounted for by Seemingly Unrelated Regression, but this framework is not feasible when the number of crosssection units exceeds 10. The CCEP estimator, on the other hand, is feasible for panels with large number of cross-section units. The CCEP estimator accounts for the unobservable i t f γ by including cross-section averages (CSA) of the dependent and independent variables as additional right-hand side variables,
where the bar above a variables denotes its cross-section average. Note that if the i 's γ in equation (15) are constrained to be 1 for all i, the specification would be equivalent to transforming the data by demeaning each variables with respect to its cross-section average, a standard way of controlling for time fixed effects (the least square dummy variables (LSDV) estimator). In general, the CSA in the CCEP estimator are formed with a set of state weights, j v for j = 1,…,N, (note that these weights are unrelated to the i, j ω state-pair weights used to construct the tax competition variable in Section IV.C), such that,
As shown by Pesaran (2006) , the asymptotic properties of the CCEP estimator are invariant to the choice of the j v weights. The empirical work reported here is based on equal weighting
C. Endogeneity and Instrumental Variables
The use of the CCEP estimator in our context is complicated slightly by the presence of an endogenous variable,
τ . We address this issue via two-stage least squares. In a first stage,
τ is projected on a set of instruments j,t z . The fitted value, A common challenge in the empirical tax competition literature is to identify a set of instruments that are both valid and relevant from the very large pool of feasible instruments. Tax competition theory, as well as spatial-econometric theory (e.g., Kapoor, Kelejian, and Prucha, 2007) , typically suggest that spatial lags of the control variables should be valid instruments.
However, there may be a large number of control variables and, for any given control variable, there may be 1 st or higher-order spatial lag measures. Unfortunately, two-stage least squares is known to be biased in finite samples when a large number of instruments are used (Hansen, Hausman, and Newey, 2008) . Thus, we adopt the following three-step search procedure to obtain an optimal instrument set for each of our dependent variables. For the purposes of obtaining these optimal instrument sets, we focus on the standard two-way (state and time) fixed effects model.
Instrumental variables is one of two approaches typically used to estimate spatially autoregressive models. The other is maximum likelihood (e.g., Case, Hines, and Rosen (1993)), which is far more computationally intensive. See Brueckner (2003) for an extensive discussion of the econometric issues associated with identification of spatially autoregressive models in the context of tax competition and Pesaran (2006, Section 1) for a general review of estimation strategies. 6 Optimal instrument sets are identified separately for models without lags and with three lags of # 2) Second, we form sets corresponding to all possible combinations of the excluded instruments. For each instrument set, we estimate the two-way fixed effects model via GMM/IV and store the minimum eigenvalue statistic (similar to a 1 st -Stage F-statistic) and the p-value of the Hansen J test of overidentifying restrictions. A p-value greater than an arbitrary critical value implies that the null hypothesis is sustained and that the instruments are valid. Admissible instrument sets are identified as those whose p-values exceed a critical value of 0.10.
3) Third, from this admissible set of valid instruments, we then choose the instrument set that is most relevant, as assessed by the minimum eigenvalue statistic. While we are not interested in formal hypothesis testing per se, it is interesting to note that the null hypothesis of instrument irrelevance is assessed in terms of the 5% critical values presented in Table 1 of Stock and Yogo (2005); for seven or fewer excluded instruments and a bias greater than 10%, the critical value is 11.29. The instrument sets we identify exceed this critical value.
The optimal instrument set thus identified is labeled * i,t z . While this procedure does not have a formal statistical basis nor is it based on an explicit metric, it has the virtues of generating a set of instruments that will generate consistent estimates and that are based on a formal, non-discretionary algorithm. To the best of our knowledge, there are no formal statistic tests for choosing instruments (or moment conditions) that satisfy both the validity and relevance criteria. For example, the moment selection procedures of Andrews (1999) and Andrews and Biao (2001) focus on instrument validity and maintain instrument relevance.
Conversely, Donald and Newey (2001) suggest a search criteria for selecting an optimal instrument set based on relevance, but they assume all potential sets are valid. 7 An interesting issue related to the proper choice of instruments for a panel model with two-way fixed effects is the potential "Nickell" bias (Nickell (1981)). As is well known in time-series models, the within IV estimator with predetermined variables (e.g., time-lagged endogenous variables) is biased in finite-T samples because the predetermined variables are correlated with the within-transformed error term. In principle, this suggests that time lags of included instruments are invalid. However, what is not generally recognized is that there also is a parallel (or perhaps "perpendicular") finite-N bias coming from the spatial dimension. The two-way within estimator also transforms the error to sweep out time fixed effects that may be correlated with spatial lags of the included instruments, thus invalidating such spatial lags as instruments. It is important to keep in mind, however, that both biases vanish as T or N gets large and the rate of convergence is rather rapid. Thus, these potential problems do not arise in our dataset with T and N dimensions of 42 and 48, respectively.
D. The General Specification and Implementation
The above considerations lead to the following general specification that is the basis of the estimates reported in Section V,
where relative to equation (15) τ . When responses to aggregate shocks are constrained to be the same for all states, i γ = γ , and this constrained estimator is equivalent to standard time fixed effects. We also will present estimates based on ignoring aggregate shocks. In this case,
The CCEP model, as can be seen in equations (15) or (17), is nonlinear in parameters, which complicates its implementation. There are at least three ways to estimate this model. The first approach ignores the nonlinear restrictions imposed on the model by simply allowing each of the CSA terms (the terms on the second line of equation (17)) to have a separate, state-varying coefficient. This can be implemented by interacting state dummies with each of the CSA terms and including all of these interactions, along with the other variables of the model (those in the first line of equation (17) A third approach, and our preferred one, is to first obtain consistent estimates of i γ ,
impose those on the model, and then estimate the resulting parsimonious model via linear least squares. Specifically, we implement the following 3-step process:
-Step 1: Estimate the linear, unrestricted CCEP estimator to obtain consistent (but inefficient) estimates of α 0 , α k 's, and β. (Number of estimated parameters = 586.) -
Step 2: Use these as initial values for the α 0 , α k 's, and β that pre-multiply the crosssection average (CSA) terms (i.e., those on the second line of equation (17)). Obtain new estimates of the α 0 , α k 's, and β from the main regressors (i.e., those on the first line of equation (17) We refer to this 3-step estimator as the "efficient" or "restricted" CCEP estimator. It should be emphasized that the purpose of imposing the CCEP restrictions is for efficiency. Consistent estimates can be obtained from the "inefficient" or "unrestricted" estimator in step 1. Thus, while most of the results we report below are obtained with the efficient CCEP estimator, we also compare these results to those from the inefficient CCEP estimator. As expected, the point estimates are similar between the two, but the efficient estimator provides much more precise estimates. 
IV. U.S. State-Level Panel Data
A. Capital Tax Policy (τ )
The model developed above, as well as the tax competition literature in general, analyzes the determination of simple, single tax on each unit of capital. In particular, the primary instruments used by U.S. states are investment tax credits (ITC) and the corporate income tax (CIT). These instruments target different types of capital and hence should have different slopes to their reaction functions depending on the degree of mobility of the targeted capital. We explore this hypothesis in the empirical section below.
B. Control Variables (x)
Recall that our model of strategic tax competition implies that variation in state capital tax policy is due to three control variables: population size (POPULATION), local economic conditions measured by the investment/capital ratio (IK), and voters preferences (PREFERENCES). State population size is easily measured with data from the U.S. Census
Bureau. We account for economic conditions with the manufacturing investment rate (i.e., ratio of investment to capital stock). The raw source data used to construct this variable is the Annual Survey of Manufacturers (ASM). The real manufacturing capital stocks is constructed according to the perpetual inventory method. Data outside of manufacturing for the years of our sample are unavailable.
Political preferences of state residents are, of course, unobserved. However, these preferences should, to a large extent, be revealed by electoral outcomes. Thus, the political party affiliations of the governor and state legislators should provide good proxies for preferences.
Specifically, we measure the following two political outcomes as indicator variables:
(a) the governor is Republican (R). (The complementary class of politicians is Democrat (D) or Independent (I). An informal examination of the political landscape suggests that Independents tend to be more closely aligned with the Democratic Party. We thus treat D or I politicians as belonging to the same class, DI);
(b) the majority of both houses of the legislature are R;
The PREFERENCES variable takes on one of three values:
0 if the governor and the majority of both houses of the legislature are not R; 1/2 if the governor is R but the majority of both houses of the legislature are not R or if the governor is not R but the majority of both houses of the legislature are R; 1 if the governor and the majority of both houses of the legislature are R.
C. Out-of-State Variables (
The two-state model developed in Section II is useful for understanding the intuition of strategic tax competition, but its focus on only one competitive state is obviously highly stylized.
In taking a tax competition model to data, however, one must confront the issue of evaluating the model in real-world contexts in which there are many competitive states. It is generally infeasible to allow for a separate slope of the tax reaction function for each and every other possible competitive state. The approach taken in the literature, which we follow in this paper, is to proxy the variable from the "other state" by the 1 st order spatial lag of the own state variablei.e., a weighted-average of all other states. These weighted-averages of out-of-state variables are denoted by a # superscript.
In this paper, we focus on tax competition among the 48 contiguous U.S. states. Equation (12) 
D. Candidate Instrumental Variables (z)
As discussed in Section III.C under instrument selection, we rely on eight voter Census Bureau (Various Years)). Tables 1 through 3 show the core results of the paper. All results reflect standard errors that are robust to heteroskedasticity and clustering by year. The purpose of clustering by year is to allow for contemporaneous correlation of the error terms across states in a very general manner. In particular, the common assumption in spatial econometrics of 1 st order spatial autocorrelation is nested within this general clustering. τ included is 0) and, as has occurred frequently in the literature, the slope of the reaction function is positive and statistically significant at conventional levels. In fact, the point estimate is quite large. A reaction function slope outside the unit circle would be unstable, suggesting a lack of convergence to a steady-state equilibrium set of tax rates across states.
V. Empirical Results
A. Baseline Results
The sign of the reaction function, however, flips to negative when one introduces time lags of the tax competition variable. Column B adds the first time lag, # i,t 1 − τ , to the specification. The sum of the two coefficients on the contemporaneous and once-lagged tax competition variables, which represents an estimate of the long-run slope of the reaction function, is now negative and statistically significant at the 1% level. Table 2 repeats this exercise with the ITC replaced by the corporate income tax (CIT) rate. The qualitative pattern found for the ITC, of a positive slope flipping to a negative slope when one introduces time lags, also holds for the CIT. However, for the CIT, the point estimates of the slope are closer to zero for all of the specifications, and they are insignificantly different from zero for those specifications containing lags.
It is also worth mentioning the coefficients on the control variables in Tables 1 and 2 for the lagged models, which we believe to be correctly specified. Two key methodological findings emerge from Table 3 . First, the inclusion of time lags of the tax competition variable has a large and negative effect on the estimated slope of the reaction function. This finding holds regardless of whether and how one controls for aggregate shocks and for both tax policies. We also find that, conditional on controlling for at least one time lag, the slope estimate is not very sensitive to the exact number of time lags included. For ITC, the slope estimate varies between -0.58 and -0.69. For CIT, the slope varies between 0.00 and -0.14, and in no case is statistically different from zero. For the remainder of the paper, we will treat the 3-lag model as our preferred specification. Aside from these methodological findings, the key economic result from Table 3 is that the slope of the reaction function for ITC is negative and significant, while the slope for CIT is insignificantly different from zero. The larger (in absolute value) slope for ITC confirms one of the implications of the theoretical model. As shown in equation (9), the slope of the reaction function is expected to decline with capital mobility. For the model with three time lags, the estimated slopes are −0.6 and −0.1 for the ITC and CIT models, respectively. These results are consistent with the CIT targeting total (new and old) capital and the ITC targeting only new, more mobile capital.
In sum, our baseline results document that, when we account for time lags and aggregate shocks, the slope of the reaction function is negative. Allowing for both time lags in the tax competition variable and heterogeneous responses to aggregate shocks is crucial for obtaining the true slope of a tax policy's reaction function. In our data, misspecifying the empirical model in either of these dimensions leads to a positive slope estimate. Allowing for time lags is important because capital mobility among states is not instantaneous and occurs over several years. Allowing for aggregate shocks is important because they create common incentives that will lead states to act synchronously. The positive slopes obtained when aggregate shocks are ignored accord with anecdotal evidence of positive reactions among states and the data in Figure   1 . However, in order to properly assess the response of in-state tax policy to out-of-state tax policy, we must condition on aggregate shocks. With proper conditioning, the estimated slope of the reaction function is negative and more responsive for the ITC that targets new capital relative to the CIT that targets both new and old capital.
B. Robustness
In this subsection, we assess the robustness of our slope estimates to (1) our method of implementing the CCEP estimator, (2) the expansion of time lags to include all right-hand side variables and a lagged dependent variable, rather than just time lags of the tax competition variable, and (3) controls for endogeneity of the tax competition variable. 10 In unreported results, we have also analyzed the estimated î γ coefficients from the CCEP estimator. We find considerable variation in î γ ; The null hypothesis of equality of the 48 î γ 's is easily rejected by a Wald test. The rejection of this homogeneity restriction casts doubt on the appropriateness of the standard time fixed effects estimator.
Our first robustness check evaluates whether our 3-step restricted/efficient CCEP estimator yields similar results to the simpler unrestricted CCEP estimator, which is inefficient but consistent. The results for α, the estimated long-run slope of the reaction function, from each estimators, for specifications with varying lag lengths, are shown in Table 4 . For our preferred specification with time lags, the two estimators yield very similar results for ITC and CIT.
Our second robustness check is presented in Table 5 , where we assess whether our main results are robust to including time lags of all independent variables as opposed to just the tax competition variable. Our preferred specification omits these other time lags in order to keep the model as parsimonious as possible, especially considering that each extra right-hand side variable introduces another cross-section average term to be dealt with in the CCEP estimator.
Nonetheless, estimating this full specification is feasible with CCEP as well as the standard twoway and one-way fixed effects estimators, and the results are shown in Table 5 . The exact same patterns, across estimators and across the number of lags, emerge in these "full" specifications as we found above in Table 3 . The only important difference is that the standard errors are somewhat higher, as expected.
An alternative dynamic model would include a lagged dependent variable (LDV) on the right hand side. However, a major drawback of the standard dynamic model that includes one time lag of the dependent variable and no lags of the independent variables is that the sign of the long-run effect on a given independent variable is restricted to be the same as the sign of the short-run effect. This is because the long-run effect is calculated as the coefficient on the independent variable divided by one minus the coefficient on the LDV, which is typically between 0 and 1. It is straightforward to show (a mathematical appendix is available from the authors upon request) that the standard LDV model is nested within the "full" specification described above but with an infinite number of lags. Of course, an infinite-lag model cannot be estimated, but a restricted version, in which the coefficients on the independent variables for the first n time lags are unrestricted and the effects of lags beyond the n+1 period are captured parsimoniously by the dependent variable lagged n+1 periods, can be estimated. (A complete set of results for this specification are available from the authors upon request.) For n = 3, the implied long-run slopes of the reaction function have standard errors that are larger than those for the four lag specification in Table 3 and the dependent variable lagged four periods is always highly statistically significant. The results are qualitatively similar to the baseline results, with the implied long-run slope for the ITC being negative and statistically far from zero, and the slope for the CIT being negative and not significantly different from zero.
Our third robustness check evaluates the extent to which controlling for the potential endogeneity of competitive states' tax policy affects the long-run reaction function slope estimates. Table 6 shows the reaction function slope estimates that result from treating this tax competition variable as exogenous, i.e., estimating by OLS. Two main findings emerge from these results. First, for the specifications that allow for lagged effects of the tax competition variable, the slope point estimate is similar to that obtained by 2SLS (Table 3) for both tax policies and all three estimators. In fact, to the extent there is a difference, the OLS results are more negative than the 2SLS results, suggesting that any OLS-bias on the slope estimate is negative.
C. Extensions
In this subsection, we discuss the results from three extensions of the core analysis. The extensions involve using (1) an average tax rate, (2) the capital apportionment weight, and (3) an alternative weighting matrix based on trade flows for defining competitive states.
Our first extension assesses how the results would differ if one were to use a comprehensive average tax rate measure instead of the two separate statutory tax policies used above. As we argue in more detail in Section VI below, statutory policies are the appropriate variables of interest in tax competition because statutory policies are the tax instruments that policymakers actually control directly. Average tax rates, on the other hand, which are measures of tax revenues divided by a tax base, are largely beyond the control of policymakers. Though policymakers' choices regarding statutory policies should influence both the tax base and tax revenues, exogenous factors, like current economic conditions, likely have a substantial influence. Nonetheless, because average tax rates are commonly used in the empirical tax competition literature, we present results in Panel A of Table 7 based a measure of the average tax rate (ATR) in order to draw comparisons with some of the previous literature. The ATR is measured as state corporate income tax revenues divided by state gross operating surplus, (a measure of business accounting profits).
The ATR results are considerably different than those based on statutory tax instruments.
The estimated slope of the reaction function based on the ATR is positive and generally significant, except in the 1-lag and 2-lag specifications estimated with the CCEP estimator.
Based on the fact that the slope estimate is negative and significant with 1 or 2 lags, but positive and significant with 3 or 4 lags, we conclude that the using an ATR instead of the more theoretically-correct statutory rates makes it very difficult to infer the true reaction function slope.
Our second extension estimates the reaction function for another, lesser known, capital tax policy used by U.S. states, the Capital Apportionment Weight. The CAW is the weight that a state assigns to capital (property) in its formula for allocating a portion of a corporation's national income to that state. 11 Unlike the ITC and CIT, changes in the CAW are somewhat difficult to interpret because an increase in the capital weight necessarily implies a decrease in the weights for the non-capital components in the apportionment formula; the net effect on incentives depends on the relative importance of capital and non-capital items. With this caveat, the results for the capital apportionment weight are shown in Panel B of Table 7 . Again, the introduction of time lags of the tax competition variable results in a sign flip from positive to negative. The absolute value of the slope point estimates for CAW are much larger than those for ITC or CIT and are outside the unit circle. These large values suggest either an unstable system of CAWs among states, or that these estimates are in some way biased away from zero.
Given these possibilities, we do not put much stock in the exact magnitudes of these point estimates. However, these results strongly suggest that the slope of the reaction function for CAW is negative, and that, as with ITC and CIT, including time lags of the tax competition variable flips the slope estimate from positive to negative.
Our third and final extension involves repeating our main regressions using an alternative weighting matrix to form the key tax competition variable, τ was constructed as a spatial lag of i,t τ , 11 In the United States, for the purposes of determining corporate income tax liability in a given state, corporations that do business in multiple states must apportion their national income to each state using formulary apportionment. The apportionment formula is always a weighted average of the company's sales, payroll, and property (with zero weights allowed). However, the weights in this formula vary by state, and there is no coordination among states. As shown in Figure 1 , over the last forty years, states have increasingly moved toward increasing the weight on sales and decreasing the weights on payroll and property as a way to encourage job creation and investment in their state (and "export" the tax burden to out-of-state business owners that sell goods and services in-state but employ workers and capital out-of-state). The capital (property) weight can be thought of as a capital tax instrument with similar effects as the corporate income tax, though it receives relatively much less attention by the public than the CIT.
i.e., a weighted average of other states' tax policies, using geographic proximity weights (inverse of the distance between population centroids). To measure economic closeness, we define the weighting matrix based on commodity trade flows -that is, state j's weight in state i's tax competition variable is proportional to the value of commodity shipments from state i to state j.
The results discussed here are based on the 3-lag specification and the efficient CCEP estimator.
For the ITC, the slope coefficient falls (in absolute value) from -0.588 (0.170) for the baseline results in Table 3 to -0.357 (0.081). A negative slope is also obtained for CIT, as the coefficient estimate rises in absolute value from -0.077 (0.192) to -0.428 (0.172), and the latter estimate based on trade flow weights is statistically significant at conventional levels.
VI. Comparison to Previous Studies
The empirical literature on fiscal competition has grown considerably in recent years, though the policy focus and methodologies used differ widely across studies. Among studies of "horizontal" (same level of government) competition, studies vary in whether they focus on expenditure policy or tax policy, and among tax policy studies, some focus on business taxes and some on consumer/personal taxes. In terms of our policy focus on business taxes, our paper is most closely related to Overesch and Rincke (2009), Devereux, Lockwood, and Redoano (2008) (DLR), and, to a lesser extent, Altschuler and Goodspeed (2002) and Hayashi and Boadway (2001) . All of these papers except Overesch and Rincke estimate a static model for some measure of corporate tax policy. All find that the slope of the reaction function is positive, as do we when we use the static model.
Overesch and Rincke estimate a tax competition model using panel data on corporate income tax rates for E.U. countries. They control for time, as well as country, fixed effects (i.e., the standard two-way fixed effects estimator), though they do not allow for common correlated effects. Similar to our results, they find that the estimated slope of the reaction function is seriously positively biased if one omits time effects. However, while reduced, their estimated slope remains positive after the addition of time fixed effects. A more significant difference in methodology between Overesch and Rincke and the current paper is the manner in which dynamics are modeled. Based on a partial adjustment model, Overesch and Rincke capture dynamics with a lagged dependent variable, which has the feature of restricting the sign of long-run effects to be the same as the sign of short-run effects. 12 Our estimator is more general in that it allows for sign flipping between the various time-lags (including the 0-lag) of the independent variable(s) of interest. This generality proves important because we find that such sign flipping occurs and is important for obtaining consistent estimates of the reaction function slope.
Motivated by a tax competition model in which both capital and corporate income are mobile (the latter via transfer pricing), DLR estimate a two-equation system with the statutory corporate income tax rate and the effective marginal tax rate (EMTR) on capital as dependent variables. As mentioned earlier, the EMTR measure is inappropriate in the context of U.S. states because of interstate differences in income apportionment formulae. 13 Moreover, legislation is usually focused on specific tax rates. Thus, we opt to estimate separate tax reaction functions for two components of EMTR -the ITC and CIT rates -that are directly controlled by policymakers and have clear impacts on economic incentives.
Altschuler and Goodspeed (2002) and Hayashi and Boadway (2001) are somewhat less comparable to our study since they estimate reaction functions for the average effective corporate income tax rate -corporate income tax revenues divided by total corporate income (or GDP in Altschuler and Goodspeed (2002)) -rather than for statutory tax rates. 14 A drawback to using average effective rates is that the ratio of tax revenues to income, especially its year-toyear variation, is not directly under the control of policymakers. Changes in the composition of income (e.g., across industries or business size classes) and shocks to the economy will affect this ratio even if no changes are made to tax policy. Moreover, as emphasized in DLR, it is the marginal, not average, tax rate that affects marginal business decisions, such as whether to continue to invest in a particular location or to invest somewhere else, and the marginal tax rate on income is better measured by the statutory tax rate. Lastly, the presence of income or GDP in the denominator of the dependent variable may lead to biased estimates if variables correlated with income or GDP are included in the regressor set. Our results in Table 7 suggest that there can be a great deal of difference in estimated reaction function slopes when tax policy is measured by marginal and average tax rates, a finding consistent with the evaluation of statutory and average tax rates by Plesko (2003) .
In addition to the studies mentioned above, the papers of Egger, Pfaffermayr, and Winner (EPW, 2005a, b) ; Besley and Case (1995); and Case, Rosen, and Hines (CRH, 1993) Goodspeed, and CRH include both jurisdictional and time fixed effects (DLR uses a linear time trend), both of which we find to be extremely important for estimating the reaction function slope. The main methodological difference between our paper and these other studies using twoway fixed effects is our inclusion of a distributed time-lag of fiscal policy in other jurisdictions, rather than just contemporaneous policy. Though most of these studies look at different measures of fiscal policy than we do, our empirical findings suggest that the positive reaction function slope found in these studies may be upward biased due to the omission of time-lagged tax policy in other jurisdictions.
VII. Summary
This paper estimates a capital tax reaction function motivated by strategic tax competition theory. The finding of a negative-sloping capital tax reaction function has several important implications for the strategic tax competition models. The non-zero slope provides support for the empirical importance of strategic tax competition relative to other factors in tax setting behavior. The finding is a rejection of both the hypothesis that capital is immobile and the hypothesis that the supply of capital to the nation is perfectly elastic; either hypothesis implies a zero slope to the reaction function in equilibrium.
The negative slope also suggests that the theory of yardstick competition, a leading alternative theory of fiscal strategic interaction and one that predicts a positive-sloping reaction function, is either not an important force in the setting of capital tax policy or is dominated by the force of tax competition. Future research in this field might well focus on whether similar methodological improvements as those employed in this paper could unearth evidence of negative sloping reaction functions in other areas of fiscal policy, e.g., areas such as personal taxation in which yardstick competition is likely to be an important factor. PREFERENCES − captures the preferences of the state for the mix of private to public goods; a higher value of i,t 1 PREFERENCES − indicates that the state favors private goods relative to public goods. This variable is the average of three indicator variables, is lagged one period to avoid endogeneity issues, and ranges from 0.0 to 1.0. The three indicator variables are (a) the political party of the governor (1 if Republican; 0 otherwise), (b) the political party controlling both houses of the legislature (1 if Republican; 0 otherwise), and (c) an interaction between the indicator variables defined in (a) and (b).
i,t 1 IK − is the investment to capital ratio, lagged one period to avoid endogeneity issues.
i,t POPULATION is the state population as measured by the U.S. Census Bureau. The CCEP estimator requires cross-section averages of the dependent and independent variables as additional regressors; see Section III for details. To account for the endogeneity of # i,t τ , we project this variable against a set of instruments whose selection is discussed in Section III.C. See Section IV for further details about data sources and construction of the model variables. Instrument validity is assessed in terms of the Hansen J statistic based on the overidentifying restrictions. The null hypothesis of instrument validity is assessed in terms of the p-values presented in the table. A p-value greater than an arbitrary critical value (e.g., 0.10) implies that the null hypothesis is sustained and that the instruments are not invalid. Instrument relevance is assessed in terms of the minimum eigenvalue statistic (similar to a 1 st -Stage Fstatistic) assessing the joint significance of the excluded instruments from the projection of The latter parameter is based on the assumption that the ratio of state & local spending to GDP less state & local spending is 13%, a number in accord with figures presented in the National Income and Product Accounts.
LDV model is nested within a more general model with an infinite number of lags of x. So, in practice, the question of whether our omission of this term from our estimating equation poses any problem depends on how far back lags of x could reasonably be expected to affect tax policy. We look up to T=4 years back in the results presented in the paper. However, we also have estimated a model in which we set T=3 and then include the dependent variable lagged 4 periods, i.e., the term T 1 t T + − ρ τ . These results are described in the paper.
