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Sum m ary
The latter two decades of the last century saw significant improvements in External 
Beam Radiotherapy (EBRT), moved primarily by the advances in imaging modalities 
and computer-based treatment planning. These advances led to introducing the ad­
dition of a fourth dimension, time, to the three-dimensional EBRT arena. Tliis new 
era in EBRT brings with it challenges and opportunities, in particular to compensate 
for the effect of respiratory-induced target motion and enhancing treatment delivery. 
Thus, characterising and modelling respiratory motion is of major importance in this 
research area.
This thesis aims to enhance the understanding and control the effect of respiratory 
motion. As part of this work, the fust principal component analysis (PCA) of respira­
tory motion is presented, as a basis for compactly and visually representing respiratory 
style and variation. These studies can be divided into two main aspects: firstly, under­
standing and characterising respiratory motion as the basis of any further steps towards 
compensating respiratory motion and secondly, utilising tliis knowledge in predicting 
and correlating internal and external respiratory motion in the abdominal thoracic re­
gion. This work has been developed starting with a piecewise sinusoidal model in an 
Eigenspace for modelling, Adaptive kernel density estimation (AKDE) for prediction 
and finally Canonical Correlation Analysis (CCA) for external-internal target corre­
lation. A comparative study between these proposed approaches and state-of-the-art 
prior works showed promising results in terms of accuracy and computational efficiency: 
20% error reduction compared to support vector regression (SVR) and kernel density 
estimation (KDE) and a significant reduction in computation speed during training 
stage.
This journey into modelling and predicting respiratory behaviour has natm ally raised 
questions of how best to track external motion. The need to track the surface with 
more than one marker, established within the aforementioned PCA analysis, motivates 
the desire for markeiless tracking. Therefore, two different markerless systems have 
been studied, as potential solutions for this area, combined with a mesh model of the 
anterior surface. This suggests that the Microsoft Kinect camera is a promising low-cost 
technology for makerless respiratory tracking with less than 3.1 h  0.6 mm accmacy.
K ey words: Respiratory motion. Compensation, Prediction, Correlation, Tracking, 
Adaptation, markerless tracking
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Chapter 1
Introduction
Radiotherapy in cancer treatm ent has become a major tool in the battle against cancer. 
Its significance is marked in several studies that estimate that more than 50% of all 
cancer incidences receive radiotherapy as a treatment method [59]. External Beam Ra­
diotherapy (EBRT) is one of the common forms of radiotherapy treatment. In EBRT, 
cancer cells forming a malignant mass are targeted with precise fields of highly ionising 
radiation from an external source. The main goal of treatm ent planning for radiother­
apy is to facilitate delivery of a lethal radiation dose to the tumour while avoiding or 
minimising radiation-related toxicity to adjacent healthy tissue and organs. The latter 
two decades of the last century saw significant improvements in EBRT, moved prim ar­
ily by the advances in imaging modalities and computer-based treatment planning.
These advancements led to improvements in conventional radiotherapy techniques to 
deliver highly conformed focused radiation while sparing normal adjacent tissue in 
three-dimensional conformai radiotherapy (3D-CRT). Following the introduction of 
the multi-leaf collimator (MLC), EBRT moved to a new era of intensity-modulated 
radiotherapy (IMRT). Further development, by integrating medical imaging modalities 
such as X-ray, computed tomography (CT) or magnetic resonance imaging (MRI) with 
the linear accelerator (LINAC), led to a more advanced treatment procedure known 
as image-guided radiotherapy (IGRT). This treatment procedure motivates a need for 
tracking the internal tumour motion, caused by respiration during treatment, and read­
justing the beam. Currently, researchers are investigating the adoption of the beam 
to follow the tumour during treatment, moving towards introducing four-dimensional 
treatment methods.
The impact of respiration-induced tumour motion on the cumulative dose delivered to 
a clinical target volume (CTV) in EBRT has been highlighted in many studies [226, 
194, 141, 56, 103]. Therefore, much effort has been made to compensate respiration- 
induced organ motion in EBRT. A number of methods have been investigated, some of 
them already clinically approved and some still under either clinical trials or in a much 
earlier stage of development. Several studies investigated adaptive treatm ent methods 
using a dynamic multi-leaf collimator (DMLC) [102, 112, 216, 149], moving the LINAC 
with a robotic arm [135, 126, 81, 136], mounting a LINAC on a gimbaled X-ray head
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with an MLC installed on a ring-shaped gantry or using a robotic couch [62, 221, 48]. 
The common requirement across all of these studies is the ability to predict and then 
readjust the beam dynamically during the treatment time based on the spatial and 
temporal motion of the tumour as a result of respiration. Therefore, understanding, 
characterising and predicting respiratory motion is of major interest in current and 
future work in this area.
1.1 M otivation and O bjective
As technology and methodology in EBRT have evolved and produced ever more de­
tailed planning schemas, the impact of tumour motion on dose delivered to target and 
non-target tissues becomes ever more prominent. In contrast to prior work where mark­
ers and the entire abdominal/ thoracic surface are assumed to move in unison, we start 
with the aim of studying the chest-wall configuration to understand the parameters 
that control the spatio-temporal motion of the chest wall during respiration and to 
then accommodate these parameters in a respiratory motion modelling paradigm.
Despite impressive advances in treatment-delivering technologies, e.g. gating, DMLC, 
robotic LINAC, gimbals or even robotic couch techniques, these systems suffer from an 
intrinsic system latency[101, 90]. The system latency can be defined as the lag between 
locating the tumour and repositioning the beam. This system latency is due to the 
time required to locate the tumour directly or indirectly. Several studies highlighted 
the dosimetric effect [218, 210, 208] of the system latency in external beam dose deliv­
ery, showing that the agreement between the delivered and planned dose was adversely 
affected as system latency increased. Several attempts have been made to overcome 
system latency using different respiratory motion predictors [88, 71, 72, 70, 169]. In 
the search for a more computationally efficient method with minimal errors, a more 
adaptive approach is proposed, in the form of using adaptive kernel density estimation 
(AKDE) as a respiratory signal predictor.
Moreover, predicting the behaviour of the external surface motion is not sufficient in 
itself, but it must be correlated with internal target motion. Several studies focused 
on using the external thoracic/abdominal surface as a surrogate, fully  ^ or partially 
for the internal target motion to avoid excessive dose or the need for invasive methods 
[41, 159, 84]. This motivates the investigation of the correlation between the external 
surface and internal target in more detail.
Finally, the need to track the surface with more than one marker produces the drive 
which motivates the idea to carry out a feasibility study for markerless tracking sys­
tems. In the last few years, there has been an increasing interest in developing mark-
^As a main method of correlating the motion of the external surface with the internal tumour.
^To overcome the low sampling rate of imaging modalities using or minimising excessive dose from 
the medical imaging modality used during the treatment.
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erless tracking systems for accuracy, patient comfort and throughput. The advantage 
of the markerless system is that it is potentially reproducible thus facilitating high 
throughput without the need for marker-based patient set-up time.
In summary, the aim of this thesis can be summarised in the following points; character­
ising, modelling, predicting, correlating and markerless tracking of respiratory motion 
in EBRT.
1.2 Achievem ent and M ajor Contribution
The achievements and major contributions of this thesis can be summarised as follows:
• A development of the first Eigenspace analysis for modelling the respiratory cycle 
[14, 13, 220, 10].
• Building the first respiratory signal predictor algorithm that uses an adaptive 
kernel density estimation (AKDE) with a flexible adaptive training strategy[9,11].
• Building a novel, fast, computationally efficient, integrated prediction-correlation 
algorithm based on AKDE and canonical correlation analysis (CCA) [12].
• The first quantitative assessment of the Kinect Xbox 360^^^ camera for biomedical 
applications and its potential respiratory motion [8] and the use of a spline-based 
model for markerless respiratory motion tracking]?].
1.3 Thesis structure
The overall structure of the thesis takes the form of eight chapters, including this in­
troductory chapter. Chapter Two begins by laying out a general introduction to the 
main concepts of cancer as a disease and the methods used for diagnosis and treatment. 
It gives a general overview of the definition of cancer cells and cancer diagnostic and 
therapeutic methods. The chapter goes on to focus on diagnostic imaging and EBRT, 
where the main aspects of this work are focused.
In Chapter Three, the impact of respiration-induced tumour motion on the cumulative 
dose delivered to a clinical target volume (CTV) in EBRT is highlighted. Therefore, 
much effort has been made to compensate for respiration-induced organ motion in 
EBRT. Several methods have been investigated, some of them already clinically ap­
proved and some still under either a clinical trial or in a much earlier stage. This 
chapter will start by defining the breathing mechanics and the respiration-induced or­
gan motion. Then it will demonstrate some of the approaches and methods used either 
to observe and track or to compensate such behaviour in EBRT.
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Chapter Four presents a study on the external respiratory motion of the anterior ab­
dominal/thoracic surface, investigating inter- and intra-subject variation. The main 
objective of this study is to investigate the variation in the chest-wall configuration 
during respiration and to better understand its temporal motion. In order to investi­
gate these points, twenty subjects (13 male and 7 female) were studied, with respiratory 
motion tracked using a set of 16 infra-red active markers attached to the anterior sur­
face. The breathing pattern and thoracic-abdominal motion were analysed and the 
degiees of synchrony and asynchrony of the two compartments' motion were described 
by measuring the phase shift between the thoracic and abdominal respiratory signal 
which is related back to prior work from the field of respiratory medicine. The respira­
tory motion data were analysed using principal component analysis (PCA) to capture 
the redundancy in the data set. A piecewise sinusoidal-based eigen model for both the 
abdominal surface (AS) and thoracic surface (TS) is proposed to compactly describe 
the temporal variation of the markers on the anterior surface. The results of temporal 
data analysis using PCA were compared using a piecewise sinusoidal description of the 
data with the Lujan model [122].
1er Five investigates use of an adaptive kernel density estimation (AKDE) as a 
respiratory signal predictoi". The performance of the AKDE model was compared with 
several other predictors: kernel density regression (KDR)[169], support vector regres­
sion (SVR) [72], linear regression (LR) and most recent sample (MRS). Several training 
strategies were used in the training stage of each prediction model: static, adaptive and 
flexible adaptive training strategies.
In Chapter Six, 4D CT and ultrasound data were used to investigate the advantages 
of using canonical correlation analysis (CCA) combined with (AKDE) to correlate the 
external surface surrogate with the internal target. CCA is used to parametrise the 
correlation between the external observation surrogate and the target region, which 
in this case is the tum om 's temporal motion. Such an approach, based on external 
surface observation, is non-invasive and non-ionising. Moreover, a combination model 
of AKDE and CCA is presented, for the first time, to predict the future position of 
internal organs using an external smface as a surrogate. A comparative study of the 
proposed model with SVR and polynomial correlation is presented at the end of this 
chapter.
Chapter Seven proposes a markerless tracking for external respiratory motion as an al­
ternative to marker-based tracking in EBRT. Two systems were considered as marker- 
less tracking tools: SdMD^'^^ dynamic video camera and the Xbox 360^^^. In addition, 
a B-spline model is proposed for smoothing and building inter-frame point correspon­
dences of the raw data. Assessment of the markerless approach alongside a conventional 
marker-based system is also presented in each experiment.
The Conclusion and Future Work, Chapter Eight, gives a brief smnmary and critique 
of the results obtained in this study and identifies areas for fiurther research.
Chapter 2
Cancer Diagnostic and 
Therapeutic M ethods
The purpose of this chapter is to give a general introduction to the main concepts of 
cancer as a disease and the methods used either for diagnosis or treatment. The first 
section in this chapter gives a general overview of the definition of cancer cells. In 
addition, some general overviews of the cancer diagnostic and therapeutic methods are 
demonstrated briefly in this section. Then the chapter focuses on diagnostic imaging 
and EBRT in more detail in the following two sections. Since the cancer diagnostic and 
therapeutic field is already too big to be covered completely in one single text, the aim 
here is to give brief background information for the reader about cancer diagnostic and 
therapeutic methods.
2.1 Cancer
In the human body, a growth factor is the key to controlling development, replacement 
of dead cells, and repair of injured cells by controlling cell proliferation. However, 
when there is uncontrolled proliferation and cell multiplication is uncontrolled and 
progressive, an abnormal mass of tissue is generated (neoplasm or tumours) [219]. 
If these abnormal cells start to invade and destroy the surrounding tissue and form 
métastasés^, this is cancer or medically referred to as a malignant neoplasm (malignant 
tumours). In this study malignant tumours will be defined as tumours only. The 
tumour will start spreading to other parts of the body gradually until eventually an 
organ, or organs, start failing and cause the patient’s death.
There are several types of tests used to diagnose cancer such as biopsies, imaging, labo­
ratory tests or genetic testing [219]. Sometimes several tests may be required to confirm 
or eliminate the ambiguity of existence of cancer, as some other healthy conditions may 
imitate the symptoms of cancer. A biopsy can be defined as a process of extracting a 
sample from the target tissue to be examined by a pathologist to confirm the presence 
or extent of a disease. Several types of biopsy exist such as endoscopic biopsy, bone
^The spread of abnormal cells from one part of the body to another.
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marrow biopsy, excisional biopsy and fine needle aspiration (FNA) biopsy. In labora­
tory tests, clinicians measure the levels of chemical components, such as electrolytes, 
enzymes, hormones, lipids (fats),and proteins in body fluids, blood or urine, that may 
indicate how advanced the cancer is. The cancer cells in some cases produced higher 
levels of some chemical components, mostly protein, which can be used to detect the 
presence of cancer. These chemical components are called tumour markers. However, 
tumour markers are mostly used to determine the progress of the treatment or if there 
is a recurrence. In genetic tests, a unique abnormal chromosome indicates the existence 
of cancer. This abnormality in the chromosome such as translocation, inversion, dele­
tion or duplication, helps to identify those types of cancer. Polymerase chain reaction 
(PCR) and fluorescent in situ hybridisation (FISH) are some types of genetic tests. 
However, imaging tests are widely used as a method of detecting and locating tumours. 
Section 2.2 highlights some of the imaging modalities used to detect cancer.
Similar to diagnosis, there are several types of medical approach to treat cancer cells. 
Cancer treatment can vary between a single treatm ent or a combination of surgery, 
radiotherapy, chemotherapy hormone therapy, immunotherapy and gene therapy[219, 
61].
In chemotherapy, a patient receives an antineoplastic^ drug either by injection into 
the bloodstream, capsules or tablets. These drugs will target and kill cells that divide 
rapidly. Thus, it kills cancer cells as well as cells that divide rapidly under normal 
circumstances such as bone marrow and hair follicles.
Hormonal therapies are commonly used to treat breast and prostate cancer. A hormonal 
therapy manipulates the production or activity of hormones influencing the growth and 
activity of cells. Immunotherapy is basically the use of the patient’s immune system to 
destroy cancer cells. This is either directly by immunisation of the patient or indirectly 
by using therapeutic antibodies as drugs [219]. Gene therapy is either still under clinical 
trial or laboratory study. One of the approaches to treating cancer using gene therapy 
is introducing suicide genes into a patient’s cancer cells. These suicide genes in the 
cancer cells are destroyed by pro-drugs[2]. In radiotherapy, cancer cells are targeted 
with a precise high-ionising radiation to kill them either externally as in EBRT or 
internally as in brachytherapy [50]. Brachytherapy is commonly used in treatment for 
cervical, prostate, breast, and skin cancer. In brachytherapy, the radiation source is 
placed inside or next to the cancer cells by using a method such as seed implantation. 
The most common form of radiotherapy is EBRT. In this method the cancer cells 
are targeted by a radiation beam from an external source, outside the patient’s body. 
Section 2.3 illustrates the basic concept of EBRT in more detail.
2.2 D iagnostic Imaging
Several types of imaging modalities are used to detect and locate tumours. These 
modalities can be divided into two major types: modalities that use ionising radia­
tion and modalities that use non-ionising radiation. Ionising radiation means that the
inhib iting or preventing development of neoplasms
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Figure 2.1: The basic structure of a CT scanner [6].
radiation beam has enough energy to release an electron from an atom or molecule, 
producing ions usually in ion pairs. One of the major disadvantages of ionising radia­
tion is that these ions interact with the chemical characteristics of the surrounding area 
or tissue and if this exceeds a certain level of dose, it could lead to a high biological 
damage per unit of energy, radiation toxicity. Some examples of modalities that use 
ionising radiation are computed tomography (CT) and positron emission tomography 
(PET).
Computer tomography (CT) creates a 3D image, or a set of 2D slices at least, of the 
internal body using a linked and opposing X-ray sources and detectors rotating around 
the body. When these paired sonrce-detector arrangements travel across the body it 
creates a number of two-dimensional slices which are then reconstructed to provide a 
3D-view of internal and external structural anatomy.
Figure 2.1 shows the basic structure of a CT scanner. As the figure shows, the X-ray 
tube projects an X-ray beam (Jo) which passes through a filter and collimator before it 
travels through the patient's body and hits the detectors (I). Before the X-ray beam 
hits the detectors its energy is attenuated in different levels depending on the area 
that it passes through. Basically, assuming parallel beam geometry, the X-ray energy 
attenuation will follow the equation:
I  =  I qC [ 2 . 1 )
where j.i is the linear attenuation coefficients, and x  is the depth of the materials it 
passes through. Normalising /.f by the tissue’s density p will generate a mass attenua­
tion coefficient. The variation in the mass attenuation coefficient of the target tissues 
facilitates a method of creating a two-dimensional image of the internal organs. Figure
2.2 shows the mass attenuation coefficients of several materials plotted against X-ray 
energy. In the CT image, the value of each pixel/voxel represents the average linear a t­
tenuation coefficients of the tissue within the pixel. Generally, the CT image is usually 
of size 512 x 512 pixels; however it can reach up to 1024 x 1024 pixels [6].
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Figure 2.2: The mass attenuation coefficients of several materials plotted against X-ray 
energy [175].
The major difference between the X-ray and CT scanner can be illustrated in Figure
2.3. The figures show four different generations of CT scanner. Figure 2.3 (a) shows the 
first generation of CT scanner where a single X-ray source and a detector are rotated 
around the patient taking a series of snapshots with a scanning time around 5 niin per 
slice. In the second generation, the number of detectors increased up to 30 detectors, 
as shown in Figure 2.3 (b). This reduces the scanning time to less than 20 seconds 
per slice. The third generation. Figure 2.3 started with implementing an arc of a large 
number of detectors which were able to cover a whole cross section of the patient. The 
problem of the detectors’ stability leads to introducing the fourth generation of CT 
scanner where a ring of stationary detectors are arranged around the patient while the 
X-ray source is rotating. During the acquisition time the patients are moved slowly 
along the z-axis after each slice, as shown in Figure 2.1. In the current CT scanner, two 
more advanced teclmicpies are used: a helical (spiral) scanner and multi-slice detectors.
The CT scanners are able to create 4D volumetric images of the internal anatomy using 
either a helical mode or cine mode scanning. In the cine mode, at each couch (table) 
position the multi-slice detectors will rotate around the patient for a time ecpial to one 
complete respiratory cycle plus some marginal time. This will create a series of different 
phases of respiratory cycle of each slice. The acquired data will then be collected and 
binned to create ten phases of average respiratory cycle. In a helical scan the patient’s 
couch is moved continuously, see Figure 2.4. This creates a helical X-ray trajectory. 
The ratio between the speed of the table movement and the collimator or multi-slic» 
detectors’ width is called pitch. The pitch value should equal one, as if it is larger or 
smaller than one it will lead to gaps or overlaps between slices respectively. A spatial 
and temporal resolution of a current 4D CT can reach up to 0.5 x 0.5 x 1 ?nni^ for a 
voxel and between 200 to 500 ms respectively [33].
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Figure 2.3: Four different generations of CT scanner start from (a) the earliest to (d) 
the latest [175].
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Figure 2.4: In a helical scan the patient's couch is moved continuously while acquiring 
data. This creates a helical x-ray trajectory [43].
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Figure 2.5: Schematic of the principles and basic components of a PET tomography 
[227].
While in PET imaging, tracer compounds labelled with positron-emitting radionuclide 
are injected into the subject and as a result of positron interaction an annihilation 
occurs: two 511 keV photons are emitted in nearly opposite directions, where a PET 
tomography consists of a set of detectors usually arranged in adjacent rings surrounding 
the held of view (the patient). Figure 2.5 demonstrates a schematic diagram of the 
principles and basic components of a PET tomography.
The LOR indicates the line of response which is the total distance that the annihilation 
photons traverse before they are detected by the detector cells. This distance is the tis­
sue thickness that is equal to the body thickness intersected by the line between the two 
detector cells. Basically, PET acquisitions start after injecting a radio-pharmaceutical 
containing a positron-emitting radioisotope into the patient's bloodstream. In a cancer 
diagnostic study, a glucose-based radiopharmaceutical is used. Since the cancer cells 
are biologically active they absorb the radio-pharmaceutical that is distributed inside 
the body via blood circulation. As the radioisotope decays it emits positrons (e“*^ ). As 
the positrons (e+) propagate through the body tissue they hit nearby electrons (e“ ). 
This collision destroys both the positrons and electrons and annihilation occurs. This 
annihilation process generates two 511-keV gamma rays 180 degrees apart. These two 
gamma rays travel along the line of response towards outside the body until they hit 
the detectors around the patient. As the gamma rays hit the detector their energies 
convert into light photons which are amplihed by the photo-multiplier and converted 
into electronic signals. If these two electronic signals are detected within nanoseconds 
of each other and on the opposite side of the patient's body they form a coincidence 
line. The computer records these coincidences and their time stamp to create a list 
mode data. The list mode data creates a sinogram which is then reconstructed to 
eventually produce two- or three-dimensional images using a reconstruction algorithm 
such as iterative reconstruction. There are about 12000 such scintillation crystals that
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produce scintillating light signals. Initially, scintillator material was constructed from 
bismuth germinate oxide (BGO) and replaced in the late 1990s by lutetium oxyorthosil- 
icate (LSO) [6]. The new materials enhance the PET scanner light output, decay time, 
and density. This new improvement in PET scanner increases the PET scanner spatial 
resolution to less than 2 mm for whole-body imaging to sub-millimetre resolution for 
the female breast [227].
Two totally different modalities that use non-ionising radiation are magnetic resonance 
imaging (MRI) and ultrasound. In 1973 the nuclear magnetic resonance (NMR) was 
used to generate images for the first time [75]. In MRI, the patient lies within a 
large ring of powerful magnetic and radio frequency fields. These magnetic and radio 
frequency fields will align the magnetisation of some atomic nuclei, hydrogen atoms; 
in the body systematically altering this magnetisation alignment. This rotation in the 
magnetic field is detected and recorded to construct an image of the scanned subject [6]. 
Using magnetic field gradients facilitates a method of manipulating the locations and 
rotation speeds that affect the nuclei at different locations. This facilitates a method 
of obtaining two- or three-dimensional images in any arbitrary orientation.
Basically, the hydrogen atoms are lined up as a result of a strong magnetic field. Then 
these hydrogen atoms are hit with short precise radio waves which cause them  to 
flip. As these atoms return to their original orientation they generate radio signals. 
The intensities of these radio signals indicate the number of protons in the target 
tissue. These variations in the detected signals are reconstructed to create a two- 
dimensional image of the target. Figure 2.6 shows a general diagram of the MRI 
scanner components. Since the improvement in the iterative reconstruction algorithm, 
four-dimensional MRI images’ temporal resolution and spatial resolution increased to 
about 20 to 30 ms and 1.5 to 2.0 mm respectively [202].
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Figure 2.6: Schematic of the principles and basic components of the MRI scanner [6].
The ultrasound  ^machine’s basic concept is to transmit high-frequency acoustic energy 
into the human body using a set of transducers attached to the skin and to record the
^Ultrasound is a high-frequency cyclic sound wave. The frequency of this sound wave is greater 
than the upper limit of human hearing.
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echo. The echo is a result of ultrasound waves reflected from boundaries between organs 
and surrounding fluid, and between regions of differing tissue density. The reflection 
occurs as a result of a difference in acoustic impedances (Z) of the materials on each 
side of the boundary. As this difference in acoustic impedances (Z) increases, the 
reflected energy increases. For example the acoustic impedances for muscle and fat 
is about 1.6 x 10® and 1.38 x 10® kgm~^s~^, respectively. The maximum depth that 
can be probed depends on the frequency of the sound waves. However, increasing the 
depth by lowering the frequency will affect the image resolution. A three-dimensional 
ultrasound image can be reconstructed by sending sound waves at different angles 
and recording their echo. A current three-dimensional ultrasound scanner spatial and 
temporal resolution can reach up to 21 Hz and 0.5 mm in all axes [69]. The table in 
Figure 2.7 summarises some of the pros and cons of these medical imaging modalities.
2.3 External Beam  Radiotherapy Treatm ent
The discoveries of X-rays in 1895, radioactivity in 1896 and radium in 1898 drew the 
start line for modern EBRT [77]. Initially, a radium-based machine was used to treat 
cancer. In 1919, the first radium teletherapy machine was introduced in Middlesex 
hospital, London. Since then, there has been a major development in EBRT, leading 
to 1.25 MeV (average) cobalt-60 units and around 4 MV to 25 MV linear accelerators 
(LINACs). These improvements in EBRT modalities enhanced the percentage depth 
dose (FDD) curve and reduced the beam scattering. FDD can be defined as the ratio 
between the absorbed dose from ionising radiation at a given depth within a body to 
the absorbed maximum dose. Figure 2.8 shows an example of FDD distribution for 
various mega-volt age photon beams in 10 x 10 cm? water fields. The figure shows 
tha t the surface dose decreases and the dose depth increases with increasing the beam 
energy. These high-energy beams facilitate irradiating tumours at high depth.
W ithin the LIN AC, an electron gun is used to generate an electron beam with about 
50 keV. This electron beam is accelerated in an accelerator wave guide, which consists 
of a series of cylindrical cavities with a hole through the centre. As the electron beam 
passes through the wave guide it groups and accelerates through interactions with the 
electromagnetic field. This narrow pencil beam can be magnetically bent, for a 90- 
degree or 270-degree angle, and hits a bremsstrahlung target [157]. As a result of this 
collision a bremsstrahlung beam is generated. This bremsstrahlung beam is used for 
treatm ent after it passes through different steps of flattening'^, ionisation chamber ®, 
collimator and wedges ®. Figures 2.9(a) and 2.9(b) show the basic components of a 
typical LIN AC and its treatment head.
One of the major developments in EBRT was introducing a multi-leaf collimator (MLC), 
followed by introducing a dynamic multi-leaf collimator (DMLG). More details about 
MLC and DMLC are described in the next chapter. These improvements facilitated 
matching the shape of the tumour more accurately and moving toward intensity mod­
ulated radiotherapy (IMRT). Current LIN AC machines are combined with an imaging
'^To flatten the angular distribution of the beam 
^For monitoring the intensity of the beam.
®For controlling the rectangular fleld size.
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Figure 2.8: An example of percentage depth dose distribution for various mega-voltage 
I)hoton beams in 10 x 10 cm^ water fields [85].
machine, mostly X-ray and totally new MRI, that can track the internal tnmoiir dining 
the treatm ent and readjustment of the beam. This leads to a new treatment method 
called image-gnided radiotherapy. In the last few years, several researchers have been 
investigating adapting the beam to follow the tnmoin during treatment and moving 
towards introducing four-dimensional treatment methods. More details about these 
methods are illustrated in the next chapter.
As in many therapeutic treatments, the main target in RT is to irradiate only the tu- 
moiu cells and not irradiate the healthy tissue. Thus, the ratio between the probability 
of tumour control (TCP) and the risk of normal tissue complications (NTCP) is used as 
a measure of the therapeutic ratio of the treatment. Figure 2.10 shows that the increase 
in treatm ent complication probabihty is much higher than the benefit gain in tumour 
control probability, as increasing the dose level from 1 to 2 [22]. Thus, improving the 
therapeutic ratio can be achieved by optimising the relationship between maximising 
radiation beam effectiveness, and minimising healthy tissue damage.
Therefore the location and size of the tumour mass must be precisely identified. As 
described in the previous section, different imaging modalities can be used for tu­
mour localisation, such as computed tomography (CT), X-rays, magnetic resonance 
imaging (MRI) and PET. These modalities facilitate locating the tumour in two- to 
four-dimensional images. The main target of the treatment planning for radiotherapy is 
to deliver a lethal dose to the tumour while avoiding healthy tissue and organs. Gener­
ally, two methods are used for treatment planning, either a forward planning or inverse 
planning[157] technique. In the forward planning method, the oncologist or physicist 
defines the number of radiation beams, the beams' angles and the type of wedges or 
the multi-leaf collimator conhguration. Then, they use a treatment-planning system, 
such as a pencil beam, cone beam or Monte-Carlo simulation, to calculate a predicted 
dose to the patient. However, due to the large number of parameters that could affect 
the treatm ent, this method requires a longer time and many trials. As a result, a new
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Figuie 2.10: Increasing in treatment complication probability is much higher than the 
benefit gain in tinnonr control probability, as increasing the dose level from 1 to 2 [22].
method based on a computer-based treatment planning was introduced, called inverse 
planning. In this method, the location and size of the tumour, target doses and some 
other factors such as organs at risk are defined in advance, mostly using CT images, 
while the computer-based treatment-planning program optimises the best treatm ent 
plan based on these factors[157].
The basic idea of treating cancer using EBRT, or other types of radiotheiapy, is based 
on the law of Bergoni and Tribondeau [29]. The law of Bergoni and Tribondeau states 
that the radiosensitivity of cells is directly proportional to their reproductive activity. 
Thus, radiosensitivity is a function of the cell cycle, see appendix A. Therefore, cells 
are most sensitive to radiation dining mitosis (M phase) and R.NA synthesis (G2 phase) 
and are less sensitive during the G1 phase and S phase. This means that cells that 
have a high division rate or metabolic rate are more sensitive to radiation than mature 
cells. As mentioned earher, one of the characteristics of cancer cells is that they have 
a very high metabohc rate. However, some other cells divide rapidly under normal 
circumstances such as bone marrow and hair folhcles. In general, the aim of EBRT is 
to damage the genomic deoxyribonucleic acid (DNA) of the cancer cells either by direct 
ionisation or indirect ionisation via free radicals (hydroxyl radicals) which are generated 
as a result of water ionisation. As a result, the DNA cells may die immediately or lose 
their abihty to chvide and die in the mitosis phase of the cell cycle. To allow healthy cells 
to recover, targeting cancer cells in the most radiosensitive stages of their cell cycle, 
hractionation regimens of the prescribed dose are required. Fractionation regimens 
vary based on different factors such as the resources used for treatment, the position 
of the tumour and the type of treatment: radical or paUiative radiotherapy. Therefore, 
different fractionation, regimens were used such as hypoRactionation and continuous 
hyperhractionated accelerated radiation therapy (CHART). The table in Figure 2.11 
shows the difference between each fractionation regimen for lung cancer [95].
Another m ethod of dose fractioning is stereotactic body radiation therapy (SBRT). 
Some studies describe SBRT as a technique that facihtates using a hypofractionation 
regimen or other regimen by integrating advanced medical imaging modalities in all the
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Schedule Dose per No. fractions Intervals between Total no. Duration of Total dose
fraction (Gy) per week fractions (h) fractions treatment (weeks) (Gy)
Standard 1.8-2.75 4 -6 24 25-40 5-8 55-75
Hypo >3.0 1-4 4 8 -168 ' i NC: or 1 NC or i
I iyper 0.7-1.3 10-25 2-12 Î (!)  NC NC (I )
Rapid >2.5 5 24 i i i
.Accelerated 1.5-2.5 10-21 4-12 i i i i
Numbers or symbols given ussume a dosc-raie of 2.0 6.0 Gy/min
I or i indicate decreases or increases relative to values given for standard fractionation schedule; /VC' indicates no change 
■' Intervals longer than 168 h constitute a "split course "
Figure 2.11: The table in the figure shows an example of the difference between each 
fractionation regimen for lung cancer [951.
treatment process: simulation, planning and treatm ent [170]. However, several studies 
defined it as a method of targeting a tumour with large doses over a few fractions com­
pared to a standard regimen by using the integrating system [26, 95]. The advantages 
of SBRT or a hypofractionation regimen have been highlighted in several studies, wfiiere 
a significant improvement in tumour control probability in lung cancer was illustrated 
[26, 95, 170, 151].
One of the major problems among all of these studies is imderstandiiig and tracking res­
piratory motion externally, abdomen or thoracic, and internally, i.e. the target tumour. 
Several studies have investigated a significant number of technicpies and methods to 
compensate respiratory motion [134, 217, 103]. The next chapter highlights the effect 
of respiratory motion and some of these approaches used to compensate its effect in 
EBRT.
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Chapter 3
Respiration-Induced Organ 
M otion
The impact of respiration-induced tumour motion on the cumulative dose delivered 
to a clinical target volume (CTV) in EBRT has been highlighted in many studies 
[226, 194, 65, 109, 139, 141, 56, 103]. Therefore, much effort has been made to com­
pensate for respiration induced organ motion in EBRT. Several methods have been 
investigated, some of them already clinically approved and some still under either a 
clinical trial or in a much earlier stage. This chapter will start by defining the breath­
ing mechanics and the respiration-induced organ motion. Then it will demonstrate 
some of the approaches and methods used either to observe and track or to compensate 
these motions in EBRT.
In recent years, considerable material has been published on respiratory motion com­
pensation in EBRT. One criticism of much of the literature is that it is either unorga­
nized or provides limited information. A few literature reviews, such as one published 
by Keall et al. [103], Webb [217, 215] and the latest book in adaptive motion compen­
sation in radiotherapy by Murphy [134], provide a strong and comprehensive overview 
about this fast growing area of study. The literature review here will provide a com­
pact summary of these publications and update the information with the most recent 
studies.
3.1 Respiratory m otion
3.1 .1  B r ea th in g  M ech an ics
In a cellular level, creating energy involves using oxygen to oxidise carbohydrates such 
as sugars, fats or protein. This process produces some chemical by-products such as 
carbon dioxide (C02), which is carried by the bloodstream to the lungs, where it is 
exchanged for more oxygen. The process of exchanging the carbon dioxide with oxygen 
can be defined as breathing. The process of breathing occurs via a cyclic motion of
..
20 Chapter 3. Respiration-Induced Organ Motion
M U SCLES O F INHALATION
Slefnoc le idom asto ld  
S e a le rie s
M U SC LES O F EXHALATION
%
Sternum:
Exhalation
Inhalation
D iaphragm
Internal 
Inrercostals
Diaphragm;
Exhalation
Fxternal
oblique
Internai
oblique
Transversus
abdom inis
abdom inis
Inhaîalion
(a) Muscles of inhalation and exhalation and their (b) Diaphragm inhalation and exhala- 
actions. tion.
Figure 3.1: 3.1(a) shows an anatomical structure and action of the muscles around the 
ribcage and lungs. 3.1(b) shows the changes of the thoracic cavity size during inhalation 
and exhalation [200].
two phases or processes, inhalation/ inspiration and exhalation/expiration. These two 
processes are driven by the contraction or relaxation of muscles around the lungs. A 
main muscle that contributes to the breathing process is the diaphragm, which is an 
internal skeletal muscle layer [200] that runs across the bottom of the rib cage. Figure 
3.1(a) shows an anatomical structure and action of the muscles around the ribcage and 
lungs while Figure 3.1(b) shows the changes of the thoracic cavity size during inhalation 
and exhalation.
Contraction of the muscles of inhalation, the diaphragm and intercostal muscles, causes 
an increase in the size of the thoracic cavity and elevates the ribs and sternum. The air 
will then flow into the lungs as a result of a pressure difference, outside (high) and in­
side (low) the lung. In normal situations when both muscles freely relax, the lungs will 
recoil to their original volume due the elastic hbers inside them [200]. This will push 
the air outside the lungs and cause exhalation. When the human body is under stress 
or in need of high rates of oxygen, this process will speed up by using the exhalation 
muscles (the intercostal muscles and the abdominal muscles) to increase exhalation 
speed. A pattern of thoracic (chest) breathing, called costal breathing, is described 
by the thoracic upward and outward movement due to contraction of the external in­
tercostal muscles. Abdominal breathing, called diaphragmatic breathing is described 
by the abdomen surface movement due to the contraction and descent of the diaphragm.
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Table 3.1: The mean and standard deviation in (mm) of the peak-to-peak motion 
of organs across all studies. The last column shows the reference of the maximum 
displacement observed. Data from [103, 115].
Organ Displacement (mm) Maximum Dis. in SI
Mean Standard deviation Magnitude
(mm)
Reference
SI AP L SI AP L
Lung 11.8 4.7 3.2 12.6 2.3 2.1 50 (51)
Liver 25.6 14.5 55 [195]
Kidney 30.0 23.2 86 [131]
Pancreas 40.3 24.9 80 [195]
Diaphragm 35.7 29.5 99 [213]
On average, the respiratory rate  ^ for a healthy adult is about 12 — 18 breaths per 
minute [200, 179]. However, the respiratory rate average varies significantly between 
studies. Moreover, the movement of the diaphragm and ribcage during breathing will 
cause some movement in the internal organs. The next section will present a general 
overview about the respiratory motion and the organs affected.
3.1.2 R esp ira tion -Induced  O rgan M otion
There are a significant number of publications about internal organ motion, with two of 
particular note, by the American Association of Physics in Medicine [103] and Langen 
et al. [115]. Both studies presented expansive coverage not only of one or two organs 
but almost all organs affected by respiratory motion. In 2001, Langen et al. pubhshed 
a collection of 66 studies about respiratory motion for lung, liver, kidney, diaphragm, 
rectum, bladder, prostate, and pancreas. In 2006, the AAPM publication showed tables 
for 50 studies for all the organs mentioned in the Langen study apart from the rectum, 
bladder and prostate. The AAPM publication repeated some of the work already men­
tioned in the Langen paper and added some new material published after the Langen 
study. To summarise the outputs of these two studies and avoid having a excessive 
tables of numbers and references, the mean and standard deviation of the peak-to-peak 
motion of organs across all studies are summarised in Table 3.1.
The table shows a m eanistandard  deviation of about 11.8T2.3 mm and 25.6T 14.5 mm 
for lung tumours and liver in the SI direction respectively. Moreover, the tables show 
about 30 ±  23.2 mm, 40.25 ±  24.9 mm and 35.73 ±  29.5 mm for kidney, pancreas, and 
diaphragm, respectively. One of the major disadvantages of these two comprehensive 
studies is the lack of consistency in measurement methods and conditions [217]. Most 
of the studies used in these two publications are organ-based studies and based on 
cohorts of 10 to 30 subjects.
These studies showed major organs/organ motion in SI direction and slightly less mo­
tion in AP and L direction. They show also that there are no general patterns of
^Respiratory rate or breathing frequency is the number of breathing cycles in a set amount of time, 
typically 60 seconds.
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Figure 3.2: Comparison of uncorrected blurred lung tumour motion in PET image (left) 
and corrected PET image (right) illustrating the effect of motion on the apparent size 
of the tumour [46]
internal organ motion during respiration. Moreover, it shows that many factors could 
affect internal organ motion, such as general health, tumour location and pathology. 
Therefore, it is difficult to make an assumption about a particular subject prior to ob­
servation or treatment [103]. Chapter 4, will demonstrate more detailed investigation 
about the respiratory motion fluctuation.
3.2 Respiratory m otion effects
The previous section focused on presenting evidence that the temporal spatial position 
of an internal organ is affected by respiratory motion. A detailed description of the 
effect of organ respiratory motion is presented in this section. The effects of organs' res­
piratory motion were highlighted in many studies summarised below. Therefore, these 
studies will be divided into three main categories based on the applications affected by 
organ motion during respiration. These categories are diagnostic Imaging, treatment 
planning and treatment delivery.
3.2.1 D iagnostic Im aging
In Nuclear jMedicine (NM) imaging, the image represents the integral of the accumu­
lated activity over the accpiisition period, which in single-photon emission computed 
tomography (SPECT) lasts 5-30 minutes and in positron emission tomography is 5-15 
minutes [228]. In such an image, any object that moves with respect to the imaging 
held of view will appear blurred or smeared along the direction of relative motion, as 
illustrated in Figure 3.2 [46]. Even small amounts of motion can cause signihcant blin- 
ring of images in comparison to the intrinsic resolution of nuclear scanners. Therefore, 
further technological enhancement in the intrinsic spatial resolution of NM imaging 
systems cannot be justihed until an adequate motion correction method is considered, 
in order to recover the true spatial resolution of the scanner.
Within diagnostic imaging, there is signihcant clinical evidence on the effect that respi­
ratory motion has on lesion location, not only in PET but almost in all medical imaging 
modalities [109, 139, 141, 56, 103].
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BTV; Biological tumour volume 
G TV: Gross tumour volume 
CTV: Clinical target volume 
PTV: Planning target volume 
NT: Normal tissue 
OARs: Organs at risk
Figure 3.3: Theoretical image of EBRT planning volumes.
3.2.2 T rea tm en t P lann ing
The aim of radiotherapy is to deliver a prescribed dose of radiation to a tumour without 
irradiating the surrounding normal tissues. However, due to complicated surrounding 
structures, motion and scattered radiation, it is hard not to irradiate the healthy tissue. 
Figure 3.3 shows a theoretical image of EBRT planning volumes, where the biological 
tumour volume (BTV) is dehned using PET or SPECT and a gross tumour volume 
(GTV) is defined using high spatial resolution CT or iMRL Then, to account for mi­
croscopic tumour spread, a clinician defines the clinical target volume (CTV). Finally, 
a physicist dehnes the planning target volume (PTV) to incorporate margins allowing 
for tumour motion and set-up errors. However, the physicist should take into acconnt 
the NT (normal tissue) and the organ at risk(OARs^) when defining the PTV.
The International Commission on Radiation Units and Aleasurements (ICRU) Report 
50 [3] shows the PTV obtained by adding some margin to the CTV to account for 
intra/ inter-fraction motion and set-up error. Although, this additional margin will 
reduce the impact of tumour motion, it will also increase the risk of delivering a high 
dose to NT or OARs. Therefore, researchers have focused on minimising the size of the 
additional margin added to the CTV using different methods [148, 140, 167, 40, 45]. The 
aim of these studies is to minimize the PTV and radiation toxicity risk and facilitate 
dose escalation to achieve a higher tumour control probability [226, 194, 65]. These 
methods will be illustrated in more detail in the next section.
^OARs: volumes of tissues or organ that are highly radio-sensitive and therefore must be saved from 
receiving a radiation dose.
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Figure 3.4: Dose distributions of circular field applied to target moving in two directions 
[112 ].
3.2.3 T rea tm en t Delivery
As stated previously, the aim of radiotherapy is to deliver a prescribed dose of radiation 
to a tumour without significantly irradiating the surrounding normal tissues. However, 
due to complicated surrounding structures, motion and scattered radiation, it is almost- 
impossible not to irradiate some healthy tissue. Therefore, clinician and physicist 
together generate a planning target volume (PTV) as mentioned in the previous section. 
However, the inter^/intra'^-fraction motion of the target area during treatments causes 
an averaging, blurring or shifting of the static dose distribution along the path of the 
motion. These effects have been highlighted in many studies, such as [112, 36, 37, 123,
143].
Figure 3.4 shows an example plot of the blurring of a static reference dose distribution 
[112]. The figure shows two sub-hgures for a circular target dose distribution in two 
cases, static and moving target from left to right, respectively. This study shows that 
the 95% isodose^, red area in the figure, line decreased from 13.8 to 8.1 crn^ and the 
area, green, between 20% and 95% isodose lines increased from 11.7 to 24.6 cin^.
Figure 3.5 shows another example of the blurring of a static reference dose distribution 
[184]. Figure 3.5 (a) illustrates the treatment plan of a lung cancer patient using a CT 
scan where the dotted line represents GTV on the isocenter and the two white circles 
represent 90% and 80% isodose line, respectively. Figure 3.5 (b) and (c) demonstrate the 
shift of the GTV outside the 80% isodose line at the peaks of inhalation or exhalation 
of the respiratory cycle.
^The differences in anatomy and patient position observed between treatment fractions in fraction­
ated radiotherapy.
^The differences in anatomy and patient position observed during a treatment time.
^isodose: The body area that receive a radiation dose of equal intensity.
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Figure 3.5: (a) illustrates the treatment plan of a lung cancer patient using a CT 
scan where the dotted line represents GTV on the isocenter and the two white circles 
represent 90% and 80% isodose line, respectively. Figures (b) and (c) demonstrate the 
shift of the GTV outside the 80% isodose line at inhalation or exhalation peak [184].
3.3 Tracking Respiratory m otion
The previous section has shown the need to find a method for compensating respiratory 
motion during a diagnostic imaging or a therapeutic treatment. However, before hnding 
a method for motion compensation, there is a need to track this motion. Thus, this 
section will present a detailed description of some of the respiratory motion tracking 
teclnhcpies or systems. This section is divided into two subsections: Methods of tracking 
the external surface and Methods of tracking the internal target.
3.3.1 E x te rn a l Surface Tracking
In recent years, there has been a significant research focus on developing new tools to 
monitor and track respiratory and body motion dining diagnostic image acquisition 
and EBRT [161, 142, 141, 41, 40, 222]. A number of external instruments have been 
used to track respiratory motion, such as pneumatic devices [114] and IR tracking of 
the vertical position of external surface by two respective markers [141]. The Real-time 
Position Management (RPAI) system from Varian Medical Systems is widely used in 
clinical environments [76, 214], shown in Figure 3.6.
The RPAI system monitors the motion of an object placed on the patient’s abdomen/ thoracic. 
However, these methods do not adequately describe the variation in the chest wall
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Figure 3.6: GUI from the Real-time Position Management (RPM) system from Varian 
Medical Systems. The system monitors the motion of an object placed on the patient’s 
abdomen/thoracic. Adapted with permission form Varian Medical Systems, Inc.
configuration or differentiate between thoracic or abdominal breathing. Therefore, re­
searchers focused on using more than one marker over the chest to acquire more detailed 
information about the respiratory motion [129, 20]. Others researchers [21, 40, 45] have 
used stereo camera tracking systems with markers in various configurations arranged 
on the subject’s anterior surface. Three optical markers attached to a wearable vest 
are used in Cyberknife Synchrony system [105]. Some researchers focus on develop­
ing a marker-less tracking system, such as a four-dimensional (4D) laser camera[42], 
a 3D-surface imaging system (Galaxy, LAP Laser) [133], and AlignRT (developed for 
radiotherapy patient alignment by Vision RT Ltd.) [31]. More details about the ad­
vantages and disadvantages of these tracking system will be discussed in chapter 7.
3.3.2 Tracking In te rn a l T arget
Three different types of studies may used CT to compensate tumour motion; slow 
CT[205, 113, 206, 204], inhale and exhale breath hold CT [224, 86] and 4D CT [82, 
154, 207]. In the slow CT method, the CT scanner is operated in a slow mode to 
acquire multiple respiration phases per slice. In an inhale and exhale breath hold CT, 
the maximum intensity projection (MIP) is used to define the entire range of tumour 
motion. The major disadvantage of these two methods is that they deliver higher
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doses compared with conventional CT scanning. The third method is 4D CT, which 
is a conventional CT three-dimensional (3D) images with the additional dimension of 
time. This is a promising solution for obtaining high-quality data for internal organs 
or tumour motion. However, using a CT scanner to track respiratory motion is more 
applicable during the treatm ent planning stage but not during EBRT. Other studies 
suggested using PET to define the entire range of tumour motion due the fact the PET 
capturing time is long already [103]. However, using PET in EBRT required more 
investigation [182, 155].
Thus, several researchers are focused on optimising a method to track internal organs 
motion during diagnostic image acquisition or EBRT. An X-ray fluoroscopy with an 
implanted fiducial marker in or near the tumour [183, 137, 181, 177, 178] was used 
to measure internal target motion. Implantable fiducial markers provide a highly ef­
fective method of tracking internal tumours or organs. There is a wide variety of 
fiducials marker for different organs and clinical application such as a 2 mm diameter 
gold sphere. Another tracking system based on using an implanted fiducial markers 
is Electromagnetic Transponder (EMT)® [17, 163]. One of the major advantages of 
EMT system is using non-ionizing radiation to track the implanted markers. However, 
using a fiducial marker in or near the lung tumour is limited due to increased risk of 
pneumothorax [199, 116] and being an invasive method. Moreover, the markers some­
times slightly move during acquisition or between the planning and treatment stages. 
Therefore, some researchers studied methods using X-ray fluoroscopy alone without an 
implanted fiducial marker [128, 117] or combining a fluoroscopic images with CT scan 
[191, 171]. One of the main advantages of using X-ray fluoroscopy is its availability in 
most of the new generation of EBRT treatment system. However, increasing the X-ray 
fluoroscopy dose or sampling rate is still clinically problematic [178]. In addition, track­
ing internal tumour using X-ray fluoroscopy without internal marker is a challenge and 
not possible in all cases [134]. Figure 3.7 shows an example of an anterior-posterior 
and lateral Fluoroscopic images of implanted fiducial markers [93]. Electronic portal 
imaging device (EPID) is technique use the LINAC MV treatment beam which avoid 
additional imaging dose to the patient. However, the image resolution is lower than 
the x-ray fluoroscopy. This m ethod is still under investigation[134]. Another technique 
to track internal tumour motion is based on using multiple implanted positron emis­
sion markers which are detected by a positron detector. This approach is still under 
investigation [54].
Other researchers have studied the feasibility of using ultrasound to track tumours or 
internal organs’ respiratory motion [57, 195, 39, 23, 69]. Using ultrasound to measure 
internal target motion is a promising approach but needs further investigation before 
being implemented in an actual treatm ent trial procedure. However, A study done by 
Artignan et al. [16] showed that the pressure applied by the ultrasound probe to ex­
ternal surface may lead to some deformation or shift of the internal target, highlighted 
in [217]. Magnetic resonance (MRI) was also used to measure internal organs’ motion 
[67, 156, 100]. Using MRI to track internal target motion is a promising approach. The
^Electromagnetic detector array is used an antenna to localize an implanted passive Beacon 
transponders inside the patient.
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Figure 3.7: (a) Anterior-posterior and (b) Lateral Fluoroscopic images of implanted 
fiducial markers
major advantages of this approach are being non-invasive, using non-ionising radiation 
and providing a high soft tissue contrast. However, using MRI during EBRT is still 
under investigation[134].
In summary, all the previous studies track internal organs motion either directly by 
tracking the tumour itself or indirectly by tracking the host organs, with an implanted 
fiducial marker in or near the tumour, or a surrogate organ such as the diaphragm. 
However, some studies have focused on using an external thoracic/abdomen surface as 
a surrogate for the internal target motion to avoid excessive doses or invasive procedures 
[41, 159, 84]. A more detailed descriptions about different approaches used to correlate 
external abdomen/ thoracic surface to internal target motion will be discussed in chapter 
6 .
3.4 H andling Respiratory M otion in External Beam  Ra­
diotherapy
The previous sections have shown several studies and analysis on whether to investi­
gate the effect of respiratory motion or to observe and track this motion internally and 
externally in diagnostic imaging and therapeutic imaging. This section will give a gen­
eral overview of the methods and systems used to handle/compensate for respiratory 
motion in EBRT. Handling respiratory motion in EBRT is a broad area of research. 
There are different ways of categorising these methods, whether by the systems used 
[68] or by the techniques implemented [103, 217]. This section will divide the methods 
of compensating respiratory motion in EBRT according to the techniques used. How­
ever, the system used by any of these studies will be detailed within each approach. 
In general, there are three different approaches to compensate respiratory motion in
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EBRT: gating, breath hold and real-time tracking. The following subsections offer some 
overview of each approach.
3.4 .1  G a tin g
Gating is a process of irradiating a target during a certain phases of the respiratory 
cycle, such as at maximum exhalation. The width and position of the phase of the 
respiratory cycle that is irradiated are manually determined and learned by monitoring 
the respiratory motion externally or internally. Thus, there are several studies to 
optimise gating methods, such as whether gating is based on inhale or exhale respiratory 
signal, and whether to use respiratory signal phase or amplitude for gating [211]. In 
gating-based treatment, the radiation beam is activated when the phase or displacement 
of respiration signal reaches a predefined window or gate. The ratio between the overall 
time and the time the target is irradiated is defined as a duty cycle, where the value 
of the duty cycle indicates the accuracy of the gating techniques investigated. One of 
the disadvantages of a gated treatment is that the treatm ent time could be increased 
by up to twice that of conventional treatment [196, 103].
G ating B ased on External Surface M otion
One the most widely used methods is gating based on external surface motion [144, 196, 
162, 107, 211]. Different instruments to track external surface motion have been used, 
more details in section 3.3.1. One of the most widely used systems for gating-based 
on external respiratory signal is Varian Real-time Position Management (RPM) system 
(Varian Medical Systems, Palo Alto, CA). Another system based on external respiratory 
signal gating is ExacTrac Gating/Novalis Gating by BrainLab (Heimstetten, Germany) 
although this system uses X-ray imaging to support the gating decision. Being a non- 
invasive technique and applicable for almost all patients are the major advantages 
of gating based on external surface motion. However, using external surface motion 
as a surrogate for internal organs or tumour motion is a challenge. More detailed 
descriptions about different approaches used to correlate external abdomen/ thoracic 
surface to an internal target motion will be demonstrated in chapter 6.
G ating Based on Internal Surrogate M otion
Another method for gating respiratory motion is using x-ray fluoroscopy to track im­
planted fiducial marker in or near the tumour [108, 180, 183, 186, 188]. A gantry- 
based system  ^ using up to four room-mounted X-ray detectors developed jointly by 
Hokkaido University and Mitsubishi Real-Time Respiratory Tracking (RTRT) system 
[184, 186, 185] is a common example for gating systems, shown in Figure 3.8.
As mentioned earlier, implantable fiducial markers provide a highly effective method 
of tracking internal tumours or organs. However using a fiducial marker in or near
gantry-based system: The treatment couch can move in many directions. The beam comes out 
of the accelerator (a gantry), which can be rotated around the patient. Radiation can be delivered to  
the tumour from any angle by rotating the gantry and moving the treatment couch.
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Figure 3.8: A gantry-based system using up to four room-mounted X-ray detectors de­
veloped jointly by Hokkaido University and Mitsubishi Real-Time Respiratory Tracking 
(RTRT) system [185].
the lung tumour is limited due to increased risk of pneumothorax [199, 116] and being 
an invasive method. Therefore, some researchers studied a methods of using X-ray 
fluoroscopy alone without an implanted fiducial marker [128, 27].
3.4.2 B rea th  Hold (BH)
Breath hold methods can be defined as a method of irradiating the tumour only during 
a period of time of BE. The major challenge in the BH approach is that it requires more 
understanding of the ability of the patient to hold his/her breath and reproduce the 
same level of breath hold again and again. There are several studies of methods that 
use a BH as an approach for compensating respiratory motion in external beam radio 
therapy. One advantage of breath hold methods is that they significantly reduce internal 
target motion and facilitate protecting critical normal tissues by changing internal 
anatomy structure [103]. For example, cardiac and lung toxicity can be significantly 
reduced in breast cancer treatm ent if treated during maximum inhalation breath hold, 
as it allows the diaphragm to pidl the heart posteriorly and inferiorly away from the 
breast [111, 132]. In general. Breath Hold (BH) methods have been used in lung cancer 
treatment; however, it may have some application in different organs’ treatment.
A D eep -in sp ira tio n  b re a th -h o ld  (D IB H )
A Deep-inspiration breath-hold (DIBH) is a method of coaching the patient to a re­
producible deep inhale breath-hold during simulation and treatment [86, 125, 168]. 
Spirometer-monitored is the most common and widely used system for DIBH, such as 
the VMAX Spectra 20C (VIASYS Healthcare Inc, Yorba Linda, CA) and the Spiro- 
Dyn’RX (Muret, France). Figure 3.10 shows a patient in the treatment position con­
nected to a breathing tube and spirometer while a nose clip is attached to prevent nasal 
breathing.
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Figure 3.9: a Transversal CT-slices with a close distribution illustrations for breast 
cancer treatment (a) end-expiration gating, and (b) deep inspiration breath-hold [111].
p i Hi
Figure 3.10: a patient in the treatment position connected to a breathing tube and 
spirometer while a nose clip is attached to prevent nasal breathing [168].
The patient’s ability to produce DIBH during simulation and treatment is one of the 
major challenges of this method. A study has shown that approximately 60% of the 
lung cancer patients cannot do DIBH [168].
A ctive-Breathing Control (ABC)
In Active Breathing Control (ABC) at a certain time, as a patient exhales, the breath­
ing device will measure the air volume and will prevent the patient from exhaling any 
further once he/she reaches the desired lung volume (around 75% of lung volume) [78, 
164, 193, 148, 152]. The breath-hold duration is patient dependent, on average around 
15 to 30 seconds. Some currently available commercial systems are Active Breathing 
Coordinator by Elekta (Norcross, GA) and Vmax Spectra 20C, is available from VI­
ASYS (Lonia linda, CA). Similar to DIBH, depending on a patient’s ability to produce
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breath-hold during simulation and treatment is one of the disadvantages of ABC [103].
In addition to DIBH and ABC methods, some researchers have investigated a self-held 
breath-hold approach either w ith[30] or without [19, 28] a respiratory monitor. In a 
self-held breath-hold, the patient holds his/her breath at some point in the breathing 
cycle. However, one major disadvantage of these two methods is that they rely heavily 
on the ability of the patient to hold his/her breath independently [103, 134].
3 .4 .3  Forced Shallow  B r e a th in g  (F S B )
This method of motion compensation is achieved by using abdominal compression 
to induce forced shallow breathing [223, 192, 64, 138]. The general concept of this 
strategy is to reduce the diaphragm motion and limit the respiratory motion by applying 
pressure to the abdomen. Figure 3.11 shows an example of a patient under abdominal 
compression.
Adjustable screw
Indexed frame
Compression plate
Figure 3.11: Patient under abdominal compression, taken from [64].
A study by Eccles et al. [64] showed that FSB methods achieved a reduction of a 
respiratory motion of a liver tumour to 9.4 mm (range, 1.6 — 23.4) and 5.0 mm (range, 
0 — 19.3) from 11.7 mm (range, 4.8 -  23.3) and 5.6 mm (range, 1.5 -  15.5) in the 
caudal-cranial, ® and AP directions, respectively. However, accuracy, reproducibility 
and patient discomfort are some of the disadvantage of this approach [103, 134].
^cranial means toward the head or the upper part of a structure and caudal refer to the lower part 
of a structure or away from the head.
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3 .4 .4  D y n a m ic  A d a p tiv e  M o tio n
New technological advancements in both treatment and diagnostic modalities allow a 
dynamic dose delivery to the tumour during respiration. The basic concept behind a 
dynamic motion-adaptive approach is that the radiation beam shape or isocenter ® is 
synchronised with the tumour respiratory motion. Thus, theoretically by synchronising 
the motion of both target and beam together, a static correlation between the two will 
be developed. There are several approaches to create a static correlation between the 
radiation isocenter and tumour respiratory motion. This can be done by either moving 
the beam source, the couch or shaping the beam. As mentioned earlier in section 3.3.2, 
to be able to track the tumour during the treatment time, several approaches have 
been investigated and four have been widely used; on-line imaging of the tumour or 
fiducial markers implanted in or near the tumour, such as using X-ray fluoroscopy; 
using external surface as a surrogate; or using an active or passive implanted markers 
with a non-radiographic tracking system.
A dynamic adaptation of the beam shape during treatm ent can be done using a Dy­
namic Multi-leaf Collimator^® (DMLC), or called Synchronised moving aperture radi­
ation therapy (SMART). A Multi-leaf Collimator (MLC) is used on linear accelerators 
to facilitate a conformai shaping of radiotherapy treatment beams. Figure 3.12 shows 
an example of a Multi-leaf Collimator (MLC) By Varian (Varian Medical Systems, Palo 
Alto, CA). The treatment beam is shaped by the MLC.
Several studies investigated adaptive treatment method using a DMLC, either under an 
assumption of a rigid body motion [163, 102, 112] or elastic tissue movement[216, 149]. 
However, these studies assumed the the respiratory motion is regular and periodic. 
A phantom study done by Ravkilde et al. [163] showed that one advantage of using 
DMLC is that it can provides sub-mm geometrical errors.
Another example of adaptive treatment is moving the LIN AC with a robotic arm 
[135, 126, 81, 136]. The synchrony respiratory tracking system integrated with the 
CyberKnife robotic linear accelerator (Accuracy Incorporated, Sunnyvale, CA) allowed 
monitoring the tumour position and repositioning of the radiation beam, as shown in 
Figure 3.13. Mounting the LIN AC on a six-joint robotic arm allowed greater free­
dom of movement around the patient. The motion of the robotic arm directed by two 
kilo-voltage X-ray scanners and/or infra-red Synchrony camera which monitor external 
respiratory motion via light-emitting diodes.
Mounting a LINAC on a gimbaled X-ray head with an MLC and installed on a ring- 
shaped gantry is another approach for adaptive treatment introduced by [98, 197]. In 
this approach, the X-ray head rotates along the two orthogonal gimbals (pan and tilt 
rotations) allowing the radiation beam to follow the tumour respiratory motion using
^The point in space through which the central beam of radiation passes is known as radiation 
isocenter. Theoretically the isocenter placed in the center of the target/tum our volume
multileaf collimator (MLC) is a made up of a set of individual leaves in average between 80 and 
160 leaves of a high atomic numbered material. These leaves can move independently in and out of the 
path of a radiation beam in order to deform the beam shape and match the three-dimensional (3-D) 
shape of the tumour.
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MS
(a) A Varian Linear accelerator. The treat­
ment beam shape deforms after passing through 
a MLC.
(b) A 120 leaf multileaf collimator.
Figure 3.12: An example of a Dynamic Multi-leaf Collimator (DMLC) By Varian (Var­
ian Medical Systems, Palo Alto, CA). Adapted with permission form Varian Medical 
Systems, Inc.
3.4. Handling Respiratory Motion in External Beam Radiotherapy 35
X-ray Sources 
/
Synchrony
Camera
/
Linear 
Accelerator Robotic
Arm
Robotic
Treatment Couch /
Image Detectors
Figure 3.13: The CyberKnife robotic linear accelerator (Accuracy Incorporated, Sun­
nyvale, CA) allowed monitoring the tumour position and repositioning of the radiation 
beam [126].
X-ray fluoroscopy, shown in Figure 3.14.
A completely different approach is with the use of a robotic couch [62, 221, 48]. The­
oretically, sub-millimeter motion accuracy can be achieved in 3D by synchronising the 
conch movement to the respiratory motion. However, this approach is still under inves­
tigation and did not reach clinical trial. Tomotherapy is a new technique introduced by 
Goddu et al.[83]. In this technique rather than irradiating the entire tumour volume 
during treatm ent the radiation is delivered slice-by-slice in a helical mode. The system 
used a built-in CT scanner to track internal target during the treatment. The system 
is still under clinical investigation.
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Figure 3.14: (a) A gimbaled X-ray head with a MLC attached to the 0-ring with two 
kV X-ray tubes, two fiat panel detectors (FPDs), and an electronic portal imaging 
device (EPID) (b) the X-ray head rotate along the two orthogonal gimbals (pan and 
tilt rotations) allowing the radiation beam to follow the tumour respiratory motion
Chapter 4
Observation and M odelling of 
External Spatial Temporal 
Respiratory M otion
This chapter will demonstrate a study of the external respiratory motion of the ante­
rior abdominal/thoracic surface and investigate inter- and intra-subject variation. The 
main objective of this study is to investigate the variation in the chest wall configura­
tion during respiration and understand its temporal motion. Studying the chest wall 
configuration will facilitate understanding of the parameters that control the temporal 
motion of the chest wall and accommodate these parameters in the target application 
such as modelling or gating respiratory motion. The chapter also proposes a method 
of modelling a respiratory cycle using a piecewise sinusoidal model in an Eigenspace.
4.1 Introduction
Respiratory motion models are widely used in many applications such as dose calcu­
lation in external beam radiotherapy [203, 52, 63], internal organ and external surface 
correlation [177], respiratory motion predication [159, 127, 97, 44] and gating algo­
rithm [92, 130] or building respiratory motion phantom [1 2 1 , 174, 118]. Lujan et al. 
[1 2 2 ] proposed a respiratory motion model which is widely used in many applications 
[159, 127, 97, 177, 63, 6 6 ]. The respiratory motion in the Lujan model is assumed to 
have the form:
f{ t)  = Zo + bcos‘^ ^ { ^ )  (4.1)
Where f{ t)  is the position at time t, Zq is the position at expiration, b is the amplitude 
of motion, — 6  is the position at inspiration, r  is the period of motion, and n  is the 
degree of asymmetry (i.e. the larger the n, the more time spent in exhale than  inhale).
One of the main drawbacks of the Lujan model is the assumption that cycle to  cycle 
amplitude, frequency and phase are constant. However, several studies show that
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respiratory motion varies within a patient and from patient to patient [25, 150, 110]. 
Moreover, most of these studies assumed a one-dimensional (ID) motion where internal 
or external surfaces are a three-dimensional motion (3D) [115, 103]).
This chapter will study external respiratory motion of the anterior abdominal/thoracic 
surface and investigate inter- and intra-subject variation. In addition, it will demon­
strate a study on the variation in breathing pattern and thoracic-abdominal motion 
across cohort. The aim of studying the chest wall configuration is to understand the 
parameters that control the spatial temporal motion of the chest wall during respiration 
and to accommodate these parameters in the target application. Thus, this study will 
investigate six points:
•  Inter- and intra-subject variation in respiratory signal parameters (frequency, 
amplitude and phase)
• A predominance of abdominal/thoracic contribution to respiratory motion
• Inter- and intra- variation in the chest wall configuration during respiration. 
Ribcage-abdominal compartment al excursions
• A three-dimensional motion reduction method for external surface motion during 
respiration
• A compact and generative model for respiratory motion
• W hether the breath-to-breath fiuctuations in respiratory cycle variables occur as 
uncorrelated random variations or as correlated random variations
In order to investigate these points, we have scanned a cohort of volunteers using a 
marker-based infrared camera and undertaken an analysis of inter- and intra-subject 
3D variation in the motion of the anterior surface. Twenty subjects (13 male and 7 
female) were studied, with respiratory motion tracked using a set of 16 infrared active 
markers attached to the anterior surface. The respiratory motion data were analysed 
using Principal Component Analysis (PCA). PGA was used to capture the redundancy 
in the data set. After capturing the redundancy in the data set, a piecewise sinusoidal- 
based eigen model for both the abdominal surface (AS) and thoracic surface (TS) is 
proposed to compactly describe the temporal variation of the markers on the anterior 
surface. The proposed model captures quantitatively the style of respiratory motion 
and the associated motion variation in a compact manner. Moreover, it describes a gen­
erative model that represents the motion of the anterior torso surface and parameterises 
subject-specific patterns of respiration.
The remainder of this chapter is organised as follows: Section (2) describes the acquisi­
tion of marker-based respiratory data from a cohort of healthy volunteers, followed by a 
preliminary observational analysis in Section (3). Section (4) describes the use of PCA 
applied to the data. In Section (5), breathing pattern and thoracic-abdominal motion 
were analysed. The degrees of synchrony and asynchrony of the two compartments’ 
motion are described by measuring the phase shift between the thoracic and abdomi­
nal respiratory signal. In Section (6 ) we present the results of temporal data analysis
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using PCA and compare using a piecewise sinusoidal description of the data with the 
well-known Lujan model. We also present a quantification study of the variation in 
model parameters. The final section draws the study to a conclusion with discussion of 
the work and potential areas of further application and development. An appendix B 
is also included which shows the inter-marker and inter-subject errors associated with 
using the PCA-based Eigen-analysis.
4.2 M ethodology
4.2.1 M otion  C ap tu re
In order to develop a model of respiratory motion of the anterior surface, we have 
acquired marker-based motion capture data from a set of 20 volunteers. Moreover, 
drawing on prior work in thoracic medicine [110, 74, 58], this study was undertaken 
with the hypothesis that the motion of the anterior surface is primarily defined by 
parametrising the motion of two distinct components: the TS and the AS. This is 
detailed below. However, in contrast to prior work, this is the first occasion that a set 
of defined detailed measurements and a surface parametrisation has been undertaken to 
study anterior surface motion associated with respiration and the associated variation 
seen in normal respiration.
4.2.2 Tracking System  Specifications and  C alib ration
A Codamotion 3dMD marker-based system^ was used as a tracking system in this 
study. This is a high-precision marker-based tracking system originally developed for 
general movement analysis. The Codamotion CXI unit (see Figure 4.1) measures the 
3D locations of infrared active markers in real time. The markers which are tracked by 
the Coda scanner units are small infrared light-emitting diodes (LEDs). These LED 
markers are powered from a small drive box. The main function of the drive box is to 
control the flashing sequence of each LED in a time multiplexed sequence. Thus, each 
marker could be defined separately. The LED markers and their associated drive box 
are attached to the subject by double-sided adhesive tape.
The Codamotion CXI unit’s spatial resolution is approximately 3 mrad (0.002°) at 
3m from the camera with a lateral resolution of 0.1 mm and horizontal and vertical 
resolution of 0.6 mm, as claimed by the manufacturer. The viewing angle of one CXI 
unit is approximately 80°. The sampling rate of the system was user-selected set to 10 
Hz for these particular 10-minute motion capture sessions.
The Codamotion CXI unit was attached to a ceiling rail above the subject. The distance 
between the camera and the subject was about 2.5 metres. The CXI unit is connected 
to a PC via a serial port interface. In the host PC, the Codamotion analysis software 
is used as a user-interface to Coda hardware. The software facilitates general motion 
analysis and construction of virtual correction between user-selected groups of markers.
^Charnwood Dynamics Ltd., United Kingdom[4].
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Figure 4.1: The Codamotion CXI unit measures the 3D locations of infrared active 
markers in real time.
d he long axis of the measurement unit defines the direction of the X-axis (normally 
horizontal and parallel to the walkway). Assuming the subject is in a supine position, 
to define the body axes (la tera l (L), Anterior-Posterior® (AP), Inferior-superior (IS), 
an alignment transform (rotation) matrix and calibration of the camera is required, 
d he origin of the coordinate system is offset by the user to any point in the field of 
view using the alignment transform matrix. Three markers are used to define the 
body origin and the IS axis (positive and negative side). Another two markers are 
used to define the lateral axis. These five markers define the body coronal plane. The 
third Anterior-Posterior axis is automatically generated as a line pass by the origin 
and perpendicular to the coronal plane. After defining the body axis, the alignment 
transform matrix can be calculated and used in all subsequent measurements.
4.2.3 S u b jec t P rep a ra tio n  and D a ta  A cquisition
In this study a group of 20 volunteers were recruited: 13 male and 7 female with a 
significant variation in body shape, as presented by their body mass indices (BjMI) 
ranging between 17.9 kg/m^  to 28.2 kg/m^. Subjects then participated in a 10-minute 
motion capture session. Each subject was prepared in advance with a set of 16 infrared 
active markers attached as illustrated in Figure 4.2(b). The markers were arranged on 
the anterior surface in a four-by-four grid (see Figure 4.2(a)) as follows: near the chest 
wall at the level of the third and fifth costal cartilage, section 1 (SI) and section 2 (S2) 
respectively, targeting the lung-apposed ribcage; midway between the xiphoid process 
and the costal margin (S3), targeting the abdomen-apposed ribcage; at the level of the 
umbilicus (S4).
Each subject was positioned supine on a couch with their arms placed above their 
head with hands holding the contralateral forearms. This was to simulate the common 
position during (PET) accpiisition or radiotherapy treatment. Volunteers were asked 
to remain still during the acquisitions. No other particular instruction regarding the 
breathing pattern was given. For a total acquisition period of 10 minutes, each subject 
was then imaged using a Codamotion marker-based system.
^Lateral: from the left to the right side of the body 
'^Anterior-Posterior: from the back toward the front of the body. 
^Inferior-superior: all motion toward the head or the upper part.
4.2. Methodology 41
Abdomen
M iP^M
51
52
53
54
(a) The anterior grid consists of four horizontal rows (b) Sixteen infrared LEDs were placed over 
and four equally spaced vertical columns. the anterior surface of the volunteer.
Figure 4.2: Tracking points arrangement on each volunteer’s anterior surface.
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4.3 Observation A nalysis
In these preliminary analyses, the motion amplitude, i.e. the displacement between 
maximum inhalation and maximum exhalation, was used to evaluate the displacement 
in each marker in the TS and AS marker groups respectively; secondly, the contribution 
of anterior-posterior (AP) (Z direction), lateral (L) (X direction), and superior-inferior 
(SI) (Y direction) motion to the to tal displacement of each marker was analysed. Ta­
ble 4.1 summarises the results obtained from scanning the aforementioned volunteer 
cohort. It shows the surface displacements for both the TS and AS during a breathing 
cycle, where these displacement values describe the average of the total distance each 
marker travels in the TS or AS per respiratory cycle. Individual BMI was recorded only 
to illustrate the range of body types studied in this cohort. This table demonstrates 
a mean displacement (in terms of Euclidean distance) of the TS region of 14.5 ±  7.4 
mm and in the AS region of 22.3 ±  9.3mm. The mean displacement indicates the av­
erage across all markers and across time for each specific region AS or TS. The errors 
indicate the standard deviation across all markers over time for each particular subject.
The relative high variation, compared to the mean, suggests that simplistic/generic 
models of respiration may be inadequate, and moreover, support the notion of using 
subject-specific models (i.e. a generalisable framework with subject-specific parame­
ters) to accurately describe respiratory motion. This idea is developed and assessed in 
further detail in subsequent sections of this paper. In addition, the table indicates that 
across the volunteer cohort the maximum displacement of TS was 30.6 mm and the 
maximum displacement of the AS was 39.8 mm. Moreover, the table shows a variety 
of different breathing styles: for some of the volunteers, the displacement of the AS is 
higher than the displacement of the TS surface such as with volunteers 1 and 2. In 
contrast, other volunteers express higher displacement in the TS compared to the AS 
such as volunteers 3 and 12. Furthermore, volunteers 6  and 13 express almost equal 
displacement of AS and TS. This variation in anterior surface motion during respira­
tion supports the notion that in order to accurately parametrise external respiratory 
motion, both the AS and TS regions are needed.
To analyse the anterior surface motion using the two different components of TS and AS 
motion, the displacement of each marker as a function of time from its mean position 
was plotted. This provided a way to normalise the marker motion. Figure 4.3 shows 
an example of a 1 0 s segment illustrating two different volunteers where, with reference 
to Figure 4.2, M l to M4 (solid line) describes the TS variation, and M13 and M16 
(dashed line) describes the variation of AS. In Figure 4.3(a) it can be seen that the 
displacement of AS and TS markers are in phase, whereas in Figure 4.3(b) markedly 
different breathing patterns are observed, where the AS and TS displacements are out 
of phase. These results are illustrative of the different respiratory motion patterns seen 
across the cohort.
To understand the dominant motion component, the motion of each marker was first 
analysed. A straight line was then fitted through each marker’s recorded position data 
to study the relative contribution of each displacement in SI, AB and L direction to 
the to tal displacement amplitude.
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Table 4.1: Mean experimental surface displacements for both chest and abdominal 
region during a breathing cycle for a group of 13 male and 7 female volunteers.
Displacement (mm)
Volunteer No. Gender BMl (kg/m2) TS AS
1 M 28.2 12.5T5.1 39.84:4.9
2 M 24.3 11.3T2.2 27.94:3.1
3 M 25.2 24.6T2.6 8.54:1.1
4 M 2 1 . 8 18.44:3.1 11.0T2.3
5 M 27.8 6.84:1.4 12.74:2.4
6 M 24.8 10.3T1.2 10.8T.1.9
7 M 21.4 13.64:4.3 25.74:5.6
8 M 17.9 11.34:4.3 28.94:4.5
9 M 2 2 . 2 10.14:1.9 31.1T3.6
1 0 M 24.2 21.84:4.9 31.64:5.9
1 1 M 26.8 18.6T2.5 31.84:4.1
1 2 M 27.2 27.04:4.6 18.0T2.4
13 M 25.4 30.64:4.5 35.14:9.3
14 F 25.2 13.5T1.1 9.6T2.3
15 F 24.6 7.44:1.2 15.64:2.3
16 F 2 2 . 2 7.6T2.1 22.74:2.6
17 F 25.5 7.1T2.4 20.34:2.4
18 F 21.7 5.14:1.4 24.64:2.8
19 F 23.1 10.74:1.9 25.04:3.1
2 0 F 22.5 21.34:2.7 15.7T1.7
Cohort average 24.1 14.5 22.3
Standard deviation 2.5 7.4 9.3
Max 28.2 30.6 39.8
Min 17.9 5.1 8.5
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(b) Time displacement plot showing the AS and TS displacement are out of 
phase.
Figure 4.3: An example of a 1 0 s segment illustrating two different volunteers where, 
with reference to hgnre 4.2(b), M l to M5 (solid line) describes the TS variation, and
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Contribution =  g j2  ^  ^^2 (4-2)
where C  is the Cartesian displacement in SI, AP or L direction. The results show that 
the contribution of AP motion is about 95% ±  3% of the total amplitude of the higher 
breathing pattern (amplitude in the range 27 to 40 mm), falling to less than 40%±10% 
of the tidal breathing pattern (amplitude in the range 7 to 1 2  mm). Conversely, the 
contribution of SI and L motion is less than 5% ±  2 % of the to tal amplitude of the 
largest amplitude, rising to about 50% ±  8 % of the tidal data. Therefore, in deep 
breathing, the contribution of SI and L motion might be considered negligible. This 
may be an important consideration for parametrising anterior surface motion as a 
surrogate lung function test, and might also need to be considered in determining 
the corresponding motion of internal organs for motion correction or motion-tracking 
applications [41, 109].
4.4 Three-Dim ensional M otion R eduction
The need to include the SI, AB and L motion in the respiratory motion model is shown 
in the previous section. However, enclosing the three-dimensional motion directly in the 
model can produce a very lengthy, difficult and overly complex mathematical modelling 
exercise. Thus, eliminating the need to include them directly in the model required 
a method to reduce the data dimension with minimal marginal error. One of the 
widely used methods to reduce data dimensionality is Principal Component Analysis 
(PCA). It computes a compact and optimal description of the data set. The evidence 
of dominant behaviour shown in the previous section suggests tha t PCA might be 
successfully used to compactly describe the anterior surface motion. In this particular 
case we will undertake a PCA of the inter-marker variations in position with respect 
to one another. We will then consider how to parametrise any such temporal motion 
as a separate step.
The main goal of PCA is to reduce the dimensionality of complex data  whilst retaining 
the major aspect of variation originally present within the data[47]. For example, PCA 
has previously been used to analyse and synthesise human motion and facial dynamics 
[145, 201]. In addition, PCA may be used to reduce noise and to discover and summarise 
the pattern of inter-correlations among variables. For example, in Figure 4.4, the blue 
cloud points represent a three-dimensional respiratory motion data set for an external 
surface marker study. The principal direction in which the data varies is shown by the 
PC I axis and the second most important direction is the PC2 axis orthogonal to it. 
These two axes are linearly uncorrelated and called principal components. Representing 
the data in these two new axes PC I and PC2 gives a compact representation for the 
data in Eigenspace. The number of principal components axes is less than or equal to 
the dimension of the original data. Under the assumption that the ratio of the data 
variation in PC I is significantly higher than in PC2, the data can be approximated by 
one dimension (PCI), discarding PC2.
Several authors have used PCA in modelling the respiratory cycle such as [73, 146] 
for motion correction in Nuclear Medicine (NM). However, most of these studies did
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Figure 4.4: Principal Component Analysis (PCA) for data representation and dimen­
sion reduction.
not differentiate between the different respiratory patterns that each subject expresses 
during respiration. This may not fuffy describe the actnaf temporal motion of the 
anterior surface and, common across much of the prior work, is the assumption of 
respiration as a temporal shift-invariant process. In actuality, one might expect there 
to be some statistical variation in a particular subject’s respiratory behaviour, wfiich 
provides the motivation for the subsequent work in this chapter.
4.4 .1  P r in c ip a l C om p on en t A n a ly sis
The aforementioned respiratory motion data were analysed using PCA. PCA is initiated 
for this application by defining the D-dimensional space vectors of the anterior surface 
position with a cohmm matrix F  for the AS and TS components separately as:
f^n — , h n , l ?   , I k , a ;  ^n,s. (4.3)
where n E % is a time index, Yn,i,En,i describe the Cartesian data of each marker 
and 1 through s is the marker index at frame n. As a result, each frame will be repre­
sented by D X 1 vectors, where D is the cardinality for Fn and D = 3 x  s. Therefore, by 
considering the eight markers for the TS and AS separately, the representation of each 
data set is a 24-dimensional vector. The respiratory motion sequence for each volunteer 
is represented by a matrix M .  where each row of the motion matrix corresponds to all 
the motion components of a particular marker, and each column of M  corresponds to a
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set of 3D marker positions for one particular frame. Equation 4.4 illustrates the motion 
matrix of the anterior surface.
M  =  [El, ^ 2 , E3 , ..... , Fn-i,Fn] (4.4)
The mean of each row is subtracted from all the values in the same row to produce 
the average position of variation of that data set Fq. This remaining value ultimately 
produces an adjusted data set rh whose mean is zero. The principal components of the 
adjusted data set can then be given by finding the eigenvectors and eigenvalues of the 
covariance matrix C:
C ^ - Y i i F i - F o ) ( F i - F o f  (4.5)
^  i = l
Thus, by taking the eigenvectors and eigenvalues of the covariance matrix, parameters 
that characterise the data can be extracted. The standard method for finding the 
eigenvectors {ei, 6 2 , 6 3 ,...., e^} and eigenvalues {Ai, A2 , A3 ,,..., A^} for K  eigenvalue 
pairs is to find the values of A which satisfy the characteristic equation of the m atrix 
C:
de((C -  A * 7) =  0 (4.6)
where I  is an identity matrix. After the eigenvalues of a matrix C  have been found, the 
eigenvectors e can be found using Gaussian elimination. Once the eigenpairs (eigenval­
ues, eigenvectors) are determined, these are ranked to give the variational components 
in order of highest significance. The number of eigenpairs that are required to describe 
the original data is dependent on the number of eigenvalues that satisfy the equation:
Y : ^ Y — > T h  (4.7)
where D  is the original dimension of the data set, d is some chosen lower dimension and 
Th is some arbitrary threshold value that represents the percentage of the variation 
of the original data set to be retained. The feature vectors V  of the data set can
then be defined as V  =  [ei, 6 2 , ......e^ ] where ei to is the d dimensional eigenspace
representation. The final (dimensionally-reduced) dominant modes of variation can be 
found by Equation 4.8:
W  = X m  (4.8)
Thus, W  denotes the temporal variation in the eigenvector magnitude for each partic­
ular frame in the eigenspace.
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Figure 4.5; The first seven principal components. The error bars represent the standard 
deviation across the cohort for the 1 0 -minute tracking sessions.
4 .4 .2  D im e n s io n a l R e d u c t io n
PCA analysis was thus undertaken for each subject’s motion data. The mean magnitude 
across the cohort for the first seven principal components for each data set are illustrated 
in Figure 4.5. On average, the first principal component accounts for approximately 
93 ±  3% of the overall variance in both AS and TS data sets. Therefore, the first mode 
contains most of the motion variance, suggesting it may not be necessary to consider 
the subsecpient modes.
Figure 4.6 illustrates an exemplar 10s segment showing the temporal variation in the 
magnitude of the first eigenvectors for one of the volunteers, where Wt s  and Wy\s 
describes the temporal variation in the eigenvector magnitude of the TS and AS regions 
respectively for each particular frame in the eigenspace.
Therefore, each frame within the respiratory motion can be described by Equation E.2;
where and Frsit)  are the vector data for the AS and TS at time t. These are
given by a linear combination of the average frames Eng(O) and Erg(O) respectively 
plus the weighted first eigenvectors eqg(l) (eTs(l)) for each frame as given in Equations
4.10 and 4.11:
F A s { t )  =  eq5f(l)  * W A s { t )  +  F t s {0) (4.10)
Frsit)  =  e rs ( l)  * l'Erg(() + Epg(O) (4.11)
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Figure 4.6: A 10s segment of the temporal evaluation of the first eigenvector’s magni­
tude for Wt s  uud W a s  for the TS and AS respectively following PCA analysis.
where WAs{t) (ITVs(O) describes the temporal variation in the eigenvector magnitude 
(see Figure 4.6) of egg(l) (cTg(l)) at each frame in time t. Thus, this overall PCA 
process can be defined as mapping the 3D respiratory temporal motion X , Y , Z  E % 
into the feature space IF E F.
4.5 Breathing Pattern and Thoracic-abdom inal M otion
As mentioned earlier, the anterior surface represents the thoracic-abdominal area com­
posed of the ribcage and the abdomen, separated by the diaphragm. Respiratory 
motion consists of expansion and retraction of these compartments during inspiration 
and expiration, respectively. Although the ribcage and abdomen move in harmony, 
each of the compartments has independence of movement [150]. A healthy subject 
presents symmetry between the movements on the right and left sides of the chest and 
abdomen [160]. There are several factors that can affect the breathing pattern and 
thoracic-abdominal motion [150]. However, the aim here is to highlight the importance 
of tracking the two compartments during inspiration and expiration. The factors that 
cause a variation in the respiration pattern are not part of this study. The degrees of 
synchrony and asynchrony between the respiratory motion of the two compartments 
are described by measuring the phase shift between the TS and AS respiratory signal. 
This can be visually represented by using a Konno-Mead loop [110]. Figure 4.7 shows 
an example of a Konno-AIead loop where the thoracic and abdominal surface motions 
are plotted against each other. The ordinate axis represents the TS respiratory mo­
tion where the abscissa axis represents AS respiratory motion. The figure shows that 
the degree of synchrony moves from absolute synchrony to absolute asynchrony, with
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Figure 4.7: An example of Koniio-Mead loop where the thoracic and abdominal surface 
motions are plotted against each other. The ordinate axis represents the TS respiratory 
motion where the abscissa axis represents AS respiratory motion. The figure shows that 
the degree of synchrony moves from absolute synchrony to absolute asynchrony, with 
the nnnierical value of phase shift angle increasing from 0 ° to 180°.
the numerical value of the phase shift angle increasing from 0° to 180°. Another way 
of studying the TS and AS respiratory signal synchrony is by summing the two sig­
nals, as the sum channel becomes absolutely flat when the two surfaces are absolute 
asynchronous.
In this study, this can be visually represented by plotting the first eigen components (as 
shown in Figure 4.12) of the TS and AS temporal motion. For the twenty volunteers, 
four are selected to illustrate the variation in respiratory behaviour seen across the 
1 0 -minute accpiisition period (see Figure 4.8).
In Figure 4.8, two different styles of breathing are shown. Figure 4.8(b) shows an in- 
phase temporal motion ’style’, i.e. the frecpiencies of the TS and AS temporal motion 
are in-phase (the phase shift between the AS and TS is about 0 °. The scale in the X 
and Y-axes reflects the amplitude range of the eigenvectors of the AS and TS temporal 
motion. However, Figure 4.8(a) shows an anti-phase temporal motion ’style’, i.e. there 
is a high phase shift between the TS and AS motion during the respiratory cycle. 
Similar to Figure 4.8(b) the scale in the X and Y-axes reflects the variation in the 
eigenvectors’ magnitude of the AS and TS temporal motion. These are illustrative of 
highly compliant regular breathing subjects. In the case of Figures 4.9(a) and 4.9(b), 
broadly similar styles of breathing are seen, but in this case the respiratory motion 
varies significantly within the eigenspace, supporting the notion that although style 
appears to remain consistent, the vector displacement, magnitude, period and phase of 
respiratory motion may change across the observation period, lasting several minutes 
of this particular volunteer data set, we observed volunteers who demonstrated regular 
respiratory behaviour, as shown in Figure 4.8, and volunteers exhibiting the irregular 
more variable style of breathing seen in Figure 4.9.
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Figure 4.8; Visual representation of the temporal variation of the first eigen component 
of the TS against AS obtained across the 10-minute imaging time for regular breathing 
subjects. These are illustrative of highly compliant regular breathing subjects. The 
scale in the X and Y-axes reflects the variation in the eigenvectors’ magnitude of the 
AS and TS temporal motion. Note how subject (b) demonstrates four characteristic 
’axes’ of variation within the 1 0 -minute accpiisition.
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Figure 4.9; Visual representation of the temporal variation of the first Eigen component 
of the TS against AS for volunteers exhibiting the irregular more variable style. Notice 
how (b) exhibits a cyclical or hysteresis-like behaviour.
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Table 4.2: Subjects participated in three tracking sessions as in three different days. 
The first session M OCAP(l) lasted about 10 minutes where the second two sessions 
M0CAP(2) and M 0CAP(3) were about 5 minutes.
Subject ID.
MOCAP(l)
Pattern
M 0CAP(2) M0CAP(3)
1 anti-phase anti-phase anti-phase
2 in-phase in-phase in-phase
3 anti-phase anti-phase anti-phase
4 anti-phase anti-phase anti-phase
5 in-phase in-phase in-phase
6 in-phase in-phase in-phase
7 in-phase in-phase in-phase
8 anti-phase anti-phase anti-phase
9 anti-phase anti-phase anti-phase
1 0 anti-phase anti-phase anti-phase
In te r-su b jec t: The marker motion data from each subject participating in the initial 
10-minute tracking session was analysed as described in the previous section. I n t r a ­
sub jec t: To study intra-subject respiratory pattern  stability and whether change over 
time occurs within subjects, 1 0  subjects participated in a further two motion capture 
sessions. Table 4.2 summarises the overall preliminary result obtained from this study 
which reflects intra-subject stability in the style of respiration over all the subjects in 
the three tracking sessions.
4.6 Lujan’s M odel
As mentioned earlier, the respiratory motion in Lujan model assumed to have the form:
f{ t)  = Zo-\-bcos‘^ ’^ { ^ )  (4.12)
Where f{ t)  is the position at time i, Zo is the position at expiration, b is the amplitude 
of motion, Zq — b is the position at inspiration, r  is the period of motion, and n  is 
the degree of asymmetry (i.e. the larger n the more time spent in exhale than inhale). 
Later, George et al. [80] show that increasing the order of the cosine to more than n = l  
will generate the same correlation coefficient between the modelled and the examined 
respiratory signal. Therefore, George et al. simplified the equation 4.12 to the following 
form:
f{ t)  Do + b cos{2t7T f )  (4.13)
where Do is the mean position, b is the amplitude of motion, /  is the frequency of 
motion. The Lujan model assumed that the respiratory temporal motion’s cycle-to-
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Figure 4.10: An example of one of the volunteer-acquired respiratory signals. The green 
line indicates the respiratory signal generated using the Lujan model where the red line 
indicates the signal generated using a piecewise and the blue line is the captured signal.
cycle amplitude and frequency are constant. Thus, to model the respiratory signal 
using the Lujan model, the mean frequency and amplitude of each cohort is used as 
input parameters.
Figure 4.10 shows an example of one of the volunteer’s respiratory signal. The blue 
dashed line indicates the respiratory signal model using the Lujan model where the red 
line indicates the true captured respiratory signal. Figure 4.11 illustrates the overall 
error histogram across all cohorts. This hgure shows that the assumption that the tem­
poral motion’s cycle-to-cycle amplitude and frequency are constant cannot realistically 
describe the respiratory signal. The high error in the Lujan model here is due to the 
fact that when one of the parameters change that will deteriorate the Lujan model’s 
accuracy, as the Lujan model did not cover the effect of parameter variations. However, 
this error histogram does not show the ability of the Lujan model to fit one particular 
respiratory cycle. As fitting the Lujan model to one particular respiratory cycle will 
generate less error as illustrated in George et al. [80]. The average eiTor across all 
cohorts is about 0.7 ±  14.1 mm. Thus, breath-to-breath fluctuations in the respiratory 
cycle variables suggest using a more flexible model to accurately describe respiratory 
temporal motion.
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Figure 4.11: Overall error liistogranis in nun across all volunteers when using the Lujan 
method of modelling respiratory temporal motion.
4.7 M odelling
Breath-to-breath fluctuations in respiratory cycle variables suggest using a more flexible 
model to accurately describe the respiratory cycle. Moreover, as mentioned earlier, it 
is necessary to include the effect of the three-dimension motion in the model. From the 
previous section, the first principal component accounts for approximately 93 ±  3% of 
the overall 3D variance in both AS and TS data sets. Thus, modelling the respiratory 
motion in the Eigenspace will compactly cover the three-dimensional motion. Ecpiations
4.10 and 4.11 demonstrate the respiratory motion in the Eigenspace. For each subject, 
the only variable parameter in these equations is IF, which describes the temporal 
variation in the eigenvector magnitude. Since the mode of variation W  is cyclic, each 
cycle within the motion sequence might be approximated in piecewise sinusoidal form:
IF = ^ s in ( 2 7 r /  t +  à)) (4.14)
f=0
As a result, the phase of the anterior surface at any particular time during the respi­
ratory cycle can be parametrised using the components of these sinusoidal equations. 
Thus, to fully describe the breathing pattern of an individual, there are five param ­
eters required, the average position F ( 0 ), the first eigenvector e(l), the fundamental 
frequency ( /) , amplitude {amp) and the phase (0 ), which vary for each half-cycle. 
Figure 4.12 shows an exemplar 10s segment of the piecewise sinusoidal fitting. Table 
4.3 illustrates parameters for each half-cycle and the maximum error presented in each 
fitting for the exemplar 10s segment shows in Figure 4.12. This error represents the
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Figure 4.12: Illustration of the dominant modes of variation (the temporal variation of 
the hrst eigenvectors) changing over time for 90 frames for AS and TS. It also illustrates 
the piecewise sinusoidal fitting for each half-cycle Cl,.., C5. The bars illustrate the 
residual error associated with the piecewise sinusoidal. The green dashed-line is an 
illustrative line separating each half cycle used in the model.
Table 4.3: Exemplar variation of sinusoidal fitting parameters for each half-cycle and 
tlie maximum error presented in each httiiig in the 10s episode shown in Figure 4.6.
Half cycle
Frequency
(Hz)
Amplitude
(mm)
Phase
(radians)
Max error 
(mm)
TS AS TS AS TS AS TS AS
Cl 0.35 0.47 -3.5 11.4 -T4 0 . 2 1 0.5 0.5
C2 Oj# 0.19 3.5 -9.5 3.6 0 T 2 0.5 1.4
C3 0.46 0.56 -2.7 1 & 2 -2 ^ -0 . 8 8 0 . 2 0.5
C4 0 .2 1 0.314 3.7 -9.4 3.8 -0.59 0 . 6 1 .1
C5 OTÜ 0.41 -3.1 9.3 - & 6 -0.43 0.4 0.5
difference between the piecewise sinusoidal model and the magnitude of the time vari­
ational behaviour of the fh'st eigen component. The maximum error associated with 
piecewise sinusoidal fitting for the full 1 0 -minute accpiisition data is approximately 1 .8  
mm across the cohort. As will be seen in the next section, some further error is induced 
when we move from the Eigenspace back to the Cartesian marker space.
4.8 A Generative M odel Evaluation
Having acquired respiratory marker-based data and analysed this using PCA with a 
ht ted piecewise sinusoidal model, we now evaluate the quality of this parametrised 
model against the true data. As described in the previous section, the patient-specihc 
parameters for the respiratory motion can be dehned by the following time-dependent
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param eter vector P  = {F{0), e(l), / ,  A, (f)} for each anterior surface compartment repre­
senting the AS and TS regions. As a result, equation 4.15 can generate the 3D Cartesian 
position of marker motion during the breathing cycle at any given time point, t:
M'(t) -  I ^^=1 ^^Ts{Ats sm{27cfTs t + 4>ts)) + Fq,ts ■ for TS;
\  E j= i ei,As{AAs sin{2nfAS t -1- ^ a s )) + To,/is : for  AS.
Using these five parameters, the 3D marker position during the respiratory cycle for 
each frame was modelled using the aforementioned piecewise sinusoidal eigen fitting. 
The error associated with this process was extracted by calculating the magnitude of the 
Euclidean distance between the predicted marker position and the true marker position 
in each frame. Table 4.4 illustrates the mean error (and associated standard deviation 
of the error) generated using the piecewise sinusoidal fitting to the time variation of 
the first eigen component, and the subsequent error generated when the PCA model is 
propagated back to Cartesian space for each volunteer across the complete 10-minute 
tracking session.
Now consider the level of error induced at an individual marker level, Figure 4.13. As 
shown in Figure 4.13 the predicted 3D marker position typically produces an average 
error of approximately 0.5 mm from the true position with a worst-case fit of just over 
1 mm. The errors are of the same magnitude as the intrinsic error associated with the 
Codamotion tracking system, suggesting that the PCA model does not add significant 
error for this particular volunteer. However, there are occasions when the volunteer 
may exhibit highly irregular behaviour, (e.g. coughing bouts) which may generate a 
larger instantaneous error. In order to more fully assess the quality of the eigen model 
compared to the true data, error histograms have been generated on a per volunteer 
and per marker basis and presented in Appendix B).
4.9 Quantification of Variation in M odel Param eters
As mentioned earlier in the previous section, to fully describe the breathing pattern 
of an individual, there are five parameters required, the average position T (0 ), the 
first Eigenvector e(l), the frequency ( /) , amplitude {amp) and the phase {(f). The 
average position F{0) and the eigenvector e is constant across all respiratory cycles 
for each volunteer. Moreover, the phase (0) will be affected by the start point in the 
respiratory signal. However, the frequency ( /)  and amplitude {amp) vary for each half­
cycle. Therefore, in the next section more understanding of the param eter variations 
themselves will be discussed. It will study the breath-to-breath fluctuations in respi­
ratory cycle variables that occur as uncorrelated random variations or as correlated 
random variations. Moreover, the impact of parameter variations on modelling and 
understanding respiratory motion will be observed.
4 .9 .1  In d iv id u a l S tu d y
Figure 4.14 shows a histogram of the amplitude and frequency variation for each data 
set. Figure 4.14(a) illustrates the variation in the piecewise sinusoid amplitude. Figure
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Table 4.4: The average and standard deviation of the errors generated from the piece- 
wise sinusoidal fitting of the temporal variation in the first eigen component, and the 
resulting PCA generated model for each volunteer across the 10-minute tracking session.
Volunteer Fitting (mm) Model (mm)
NO. Mean Std. Mean Std.
1 0.5 0.3 0 . 6 0.3
2 0 . 2 0 . 2 0.4 0.3
3 0 . 2 0 . 2 0.5 0.4
4 0.5 0.3 0 . 6 0.4
5 0 . 6 0.4 0 . 8 0.5
6 0.3 0 . 2 0.3 0 . 2
7 0 . 2 0 . 2 0 . 6 0.4
8 0 . 2 0 . 2 0 . 6 0.3
9 0 . 1 0 . 1 0.3 0.4
1 0 0.5 0.3 0 . 6 0.4
1 1 0 .1 0 .1 0.5 0.3
1 2 0 . 2 0 . 1 0.4 0.4
13 0 . 1 0 . 1 0.4 0.4
14 0.4 0.3 0.5 0 . 2
15 0 . 2 0 . 1 0.3 0.3
16 0.3 0 . 2 0.3 0.4
17 0.3 0 . 2 0.5 0.3
18 0 . 2 0 . 1 0.3 0.3
19 0 . 2 0 . 1 0.4 0.5
2 0 0 . 1 0 . 1 0 . 2 0.4
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Figure 4.13: Exaiiiplar error histograms in mm for each marker from an exemplar 
volunteer. This demonstrates errors of less than limn in almost all markers.
4.14(b) illustrates the variation in respiratory rate. The red and blue bars indicate 
the variation in the average mean of thoracic and abdominal motion respectively. The 
error bars indicate the standard deviation in each bar. These figures illustrate that the 
parameters of the respiratory motion amplitude and frequency change from cycle to 
cycle and across the cohort. Thus, the figures show that in order to model respiration, 
a flexible model is needed to accommodate these fluctuations.
4 .9 .2  A cross  A ll C oh orts
The variation of respiratory parameters across all cohorts is analysed in Figure 4.15(a) 
and 4.15(b) for amplitude and frequency respectively. The data was fitted to common 
probability distributions. More details about the method of choosing the best proba­
bility distributions to ht the data will be illustrated in the next section. Figure 4.15(a) 
shows the variation in the amplitude of the ht ted piecewise sinusoidal for TS and AS 
motion. The red and blue line demonstrates a log-normal distribution htting, where 
Figure 4.15(b) shows the variation in frequency for AS and TS. The red and blue lines 
demonstrate a normal distribution htting. The overall mean and standard deviation 
for amplitude and frequency parameters of the respiratory signal are 13.2 ±  7.4 and 
0.22 ± 0 .1  respectively. These results indicate that to simulate the breath-to-breath 
huctuations in respiratory signal parameters, normal and log-normal distributions for 
frequency and amplitude respectively can be used. However, the result does not rehect 
whether these two distributions (frequency and amplitude) occur as correlated or un- 
correlated random variations. Thus, further analysis of the correlation factor between 
these two distributions is demonstrated in the next section.
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(a) Illustrates the variation in the piecewise sinusoid amplitude across all cohorts 
in this study.
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(b) Illustrates the variation in respiratory rate.
Figure 4.14: A histogram of the amplitude and frequency variation across all cohorts 
in this study.
4.9. Quantification o f Variation in Model Parameters 61
0.14
S as
— - Log-normal distribution fitting for AS 
 Log-normal distribution fitting for TS
0.12
0.1
-  0.08
1°  0.06
0.04
0.02
40 60
Displacement (mm)
(a) Illustrates the variation in the piecewise sinusoid amplitude across all cohorts in 
this study.
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(b) Illustrates the variation in respiratory rate.
Figure 4.15: A histogram of the amplitude and frequency variations across all cohorts 
in this study.
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Table 4.5: The result of normal and log-normal distribution fitting to the amplitude 
param eter of the respiratory. Akaike’s information criterion (AIC) is used for selecting 
the proper distribution model. This demonstrates that the log-normal distribution is 
systematically a better fit than the normal distribution.
Subject AIC AIC
TS Distribution AS Distribution
Log-normal Normal Log-normal Normal
1 0.64 1 . 0 0 0.67 0.95
2 0^3 0.27 0 . 2 1 0.25
3 0.17 R28 OTW 0 . 1 1
4 0.06 0 . 1 1 0.04 0.05
5 0 . 1 2 0.16 0.14 0.19
6 0.18 0.25 0.19 0.29
7 0 . 2 2 R38 0.36 0.53
8 0.17 9.28 0.32 0.50
9 0.16 0.29 0.13 0 . 2 1
1 0 0 . 0 2 0.07 0 . 0 2 0.04
4 .9 .3  P r o b a b ility  D is tr ib u tio n
The previous section suggests that the normal distribution describes the variation in 
the frequency respiratory signal parameter, while the log-normal distribution describes 
the variation in the amplitude. To investigate this, this section aims to study the char­
acteristics of respiratory parameters, using probabihty distribution models. Rather 
than  choosing one particular probability distribution, we propose to fit two probabil­
ity distributions to the observations, normal and log-normal distribution. To select 
a proper distribution model among these two choices, Akaike’s information criterion 
(AIC) is one of the most popular strategies. AIC [119] is used as a measure of the 
relative goodness of fit of a distribution model. In the general case, AIC is:
A IC  = 2K -  2ln{L) (4.16)
where K  is the number of parameters in the statistical model, and L  is the maximised 
value of the likelihood function for the estimated model. The lower the AIC value, the 
better the distribution fitting.
The overall result of this analysis can be summarised in Tables 4.5 and 4.6 for ampli­
tude and frequency respectively. The AIC results agreed with the previous assumption 
that the normal distribution describes frequency fluctuation, while the log-normal dis­
tribution describes the variation in the amplitude. However, the goodness of fitting a 
distribution model to each data set varies, as is demonstrated in the two tables 4.5 and 
4.6.
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Table 4.6: The results of normal and log-normal distribution fitting to the frequency 
parameter of the respiratory. Akaike’s information criterion (AIC) is used for select­
ing the proper distribution model. In the majority of cases, the normal distribution 
represents a better fit than log-normal.
Subject AIC AIC
TS Distribution AS Distribution
Normal Log-normal Normal Log-normal
1 0 . 1 0 1 . 0 0 0 . 2 0 1 . 0 0
2 0.43 0.54 0.43 0.44
3 0.47 0.56 0.39 0.39
4 0.39 0.52 0.37 1 . 0 0
5 0.37 0.51 0.37 1 . 0 0
6 0.41 0.53 0.46 0.47
7 0.35 0.50 0.43 048
8 0.47 0.56 0.43 0.46
9 0.42 0.54 0.33 0.36
1 0 0.30 0.48 0.37 0.38
4 .9 .4  P a ram eter  C orre la tion
The correlation coefficient between two variables frequency and amplitude using Spear­
m an’s rank correlation coefficient  ^ and Pearson’s product-moment correlation coeffi­
cient ® are —0.9751 and —0.7931 respectively. These two figures indicate that the 
variation in these two parameters is correlated. Therefore, we try  to understand the 
relationship between these two variables. Figure 4.16 shows the amplitude against the 
frequency across all cohorts. The figure indicates that the relationship between am­
plitude and frequency can be described by an exponential relationship. These results 
indicate that the change in any of these parameters will affect the other. The average 
error across all cohorts in this exponential fitting is about 0.03 ±  0.02 Hz.
4.10 Discussion
The results shown here present, for the first time, detailed measurements of externally 
observed respiratory motion. The PCA suggests that the marker-based motion can be 
well described with a single eigenvector, and that half-cycles of respiratory motion can 
be successfully described using a simple piecewise sinusoidal model. W ith the exception 
of sudden changes in motion/style (e.g. coughing/sneezing), this approach describes 
> 93% of the variation in the marker-based data, with errors typically in the range of 
l- 2 mm.
non-linear correlation measure, between two variables. 
®A measure of the linear correlation between two variables.
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Figure 4.16: The amplitude against the frequency across all cohorts. The figure indi­
cates that the relationship between amplitude and frequency can be described by an 
exponential relationship.
We have also observed various patterns or ’styles’ of breathing that can be described 
by the first eigenvectors associated with the TS and AS regions. Broadly speaking, 
these styles represent four characteristic behaviours where the magnitude of A S  > T S  
or A S  < TS,  and/or where AS may be in/out of phase with TS. We have also seen in 
repeat studies that the general style of breathing for an individual appears consistent. 
However, within a particular general style of breathing for a particular individual, 
parameters such as amplitude, frequency etc. that describe a particular breathing 
episode can vary significantly over a period of several minutes, as illustrated in the 
eigenvector plots of AS vs TS, and appear to be subject-specific.
These preliminary results obtained from breathing pattern and thoracic-abdominal 
motion analysis during respiration show that the pattern of TS vs AS motion appears 
temporally at a global level stable at least for the volunteers used here. However, we 
observe small, but significant, changes in the amplitude in intra-subject data, although 
the overall patterns were largely consistent. In addition, the result shows that although 
the thoracic and abdominal muscles move in harmony, each surface has an independence 
of movement. These effects become more obvious when the data are divided into small 
( 1 0 s) episodes, wherein the temporal drift of the motion parameters can be clearly seen. 
The results obtained in this study failed to demonstrate any significant correlation 
between breathing style and age, sex or gender and this may be due to the number of 
subjects in this study being insufficient for such statistical analysis.
Exemplar histograms of piecewise frecpiency and amplitude across all cohorts have 
shown meaiiTstandard deviations of 0.29±0.15 Hz and 8.3T3.4 mm respectively. This 
has implications for the effectiveness of motion correction strategies or respiratory track­
ing/prediction applications based on fixed single-cycle respiratory measurements and 
any assumed motion consistency and, further, suggests that subject models should be 
used that can incorporate or adapt to these variations.
Despite the fact that, in this study, the piecewise sinusoidal model is used to model
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the respiratory motion of the external surface, the piecewise sinusoidal model in the 
Eigenspace can be applied potentially to any set of tracked or segmented points whether 
these points covered a closed volume inside the body, described by a segmented organ 
voxel intensity or a set of control points over the surface. The major advantage of 
modelling the respiratory motion using a piecewise sinusoidal model in the Eigenspace 
is that it will compactly cover the realistic behaviour in 3D.
In summary, the study has moved towards enhancing our understanding of respira­
tory motion. The results indicate that the respiratory motion parameters fluctuate in 
a partially correlated way. In addition, at a global level breathing pattern is stable 
for each subject. The effect of thoracic-abdominal breathing pattern variation on the 
internal organ motion is still an open question. Moreover, a more realistic respira­
tory phantom can be build by taken into account the breath-to-breath fluctuations in 
respiratory cycle and thoracic-abdominal breathing pattern variation in the chest-wall 
configuration. In addition, it shows that if the aim is to model a respiratory motion for 
a retrospective application such as a dose calculation, respiratory phantom modelling 
or to be implemented in image motion correction, a piecewise sinusoidal model in an 
Eigenspace will facilitate a compact description of the respiratory signal fluctuation. 
However, in prospective applications such as respiratory motion prediction or inter­
nal/external motion correlation, a more flexible model is required to accommodate the 
higher fluctuation in respiratory signal parameters.
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Respiratory M otion Adaptive 
Prediction Model
5.1 Introduction
As mentioned earher, whether gating, DMLC, robotic LINAC, gimbals or even a robotic 
couch technique is used for respiratory motion compensation, these systems suffer from 
a very high latency. The system latency can be defined as the lag between locating 
the tumour and repositioning the beam. System latency has been quantified in several 
studies: the response time of the DMLC ranges from 160 ±  2 ms [101] to more than 
500 ms [112, 158]. The latency of the robotic treatm ent system is about 192.5 ms [90] 
where in a LIN AC-based gating system ranges from 90 ms [187] to 170 ±  30 [96]. In 
gimbals-based radiation therapy the system latency was about 47.7 ms for panning 
and tilting [60] with about 60 ms for image acquisition[198, 98]. The time delay of 
the couch control technique was over 100 ms [48]. A study by Webb [218] highlighted 
the dosimetric aspects of this issue, demonstrating that the divergence between the 
delivered and planned fluence profiles increases as system latency increases. Several 
studies to overcome system latency using different respiratory motion prediction exist 
[8 8 , 71, 72, 70, 169, 101, 178, 96]. This chapter presents a detailed demonstration of the 
current approaches. Also, it investigates using an Adaptive Kernel Density Estimation 
(AKDE) as a respiratory signal predictor. The performance of the AKDE model is 
compared with two other predictors; Kernel Density Regression (KDR) [169] and the 
Support vector regression (SVR) [72]. The accuracy of each predictor was measured 
using a root mean square error (RMSE).
5.2 Prior Work
Several studies to overcome system latency using different respiratory motion prediction 
models exist. The current prediction models can be divided into two main categories: 
deterministic and stochastic models. Deterministic models represent methods where 
the prediction model is based on a finite number of respiratory signal parameters, i.e.
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those techniques based on modelling the respiratory cycle. Stochastic models refer 
to those methods based on model parameters generated during the training period, 
without any prior assumption of dynamic temporal motion of the external surface. 
Thus, variable states are not described by probability distributions.
5.2.1 D eterm in istic  M odels
These predictors are based on an assumption of a periodic temporal motion of the 
external surface using either historical data of the respiratory motion or some math­
ematical basis. The simplest example of a deterministic model is a sinusoidal model 
[122]. Another more advanced example is using the interacting multiple model (IMM) 
filter [159]. In this approach respiratory motion is captured by a combination of two 
models, constant velocity (CV) and constant acceleration (CA). Each of the local mod­
els is modelled by a Kalman filter. The IMM filter is applied to combine the predictions 
of these Kalman filters for obtaining the predicted position.
Another example is adaptive neuro fuzzy inference system (ANFIS), a combination of 
both a neural network and fuzzy logic [97]. Moreover, a periodic autoregressive moving 
average (ARMA) [127] algorithm was used to define a mathematical model of the peri­
odic and non-periodic components of the respiration motion. The periodic components 
of the motion were found by projecting multiple inhale/exhale cycles onto a common 
subspace. The component of the respiration signal that is left after removing this peri­
odicity is a partially auto-correlated time series and was modelled as an autoregressive 
moving average process. The main drawbacks of the deterministic models are that 
these do not adequately represent the true observed respiratory-motion frequency and 
amplitude, as these are not constant and often change in a pseudo-random or partially 
correlated manner as presented in the previous chapter.
5.2.2 S tochastic  M odels
Being more flexible in approach and not relying on a predefined set of parameters sug­
gests stochastic models may be a better choice for overcoming system latency. This 
flexibility may increase the ability of the prediction algorithm to adapt to high fluctua­
tions in the respiratory signal. These techniques can be divided into two subcategories: 
linear and non-linear regression techniques.
Linear regression (LR) approaches describe those techniques that use a certain method 
of selecting a weight for some linear combination of the signals history to predict a future 
value. Some examples of these techniques are a wavelet-based multi-scale autoregressive 
prediction method (wLMS) [70], a Recursive Least Squares (RLS) algorithm [71] and 
normalised LMS (nLMS) algorithms [8 8 ].
The non-linear regression approaches describe those techniques that use a combination 
of the model parameters and depend non-linearly on one or more independent variables, 
thus potentially increasing the accuracy of the predictor as it does not rely on aver­
aging the historical data. Advanced examples of the non-linear regression approaches 
are Kernel Density Estimation (KDE) [169] and Support Vector Regression (SVR) [72].
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One of the main advantages of using stochastic predictors is that it has an ability to 
overcome the limitation of the deterministic predictors mentioned in the previous sec­
tion. The KDE described in [169] showed promising results. However, several studies 
[189, 38] have also shown that the kernel density estimator performance is primarily 
determined by the associated bandwidth selection method, and only in a minor way 
by the choice of kernel function. A comparative study of the prediction performance 
of AKDE with KDE and SVR is presented at the end of this chapter. An initial com­
parative study of the prediction performance of AKDE, Most Recent Sample (MRS), 
Linear Regression (LR) and KDE was investigated as shown in appendix C.
5.3 Schem atic Overview
To simplify the understanding of the AKDE proposed work in this chapter, a schematic 
diagram of the overall steps is presented in Figure 5.1.
This method is built by tracking the anterior surface temporal motion during respiration 
and extracting the temporal variation in the three-dimensional coordinate {(xi,yi, Zi), 
where x,y and z E % and % is a time index. The next stage is then the process of mapping 
these vectors into a feature space using a PCA as described in Chapter 4. In the feature 
space the data passes through a pre-prediction process where data are separated into an 
Exhalation and Inhalation phase and the velocity of amplitude variation in the feature 
space for each time sample will be extracted.
The next stage is the predictor algorithm used to compensate the system latency. In 
this study three different types of predictor are examined. The first predictor, an 
Adaptive Kernel Density Estimation (AKDE), is proposed here for the first time. For 
comparison purposes, the other two models used are Support Vector Regression [72] 
and Kernel Density Regression (KDR) [169]. After that coordinates of the predicted 
signal ((iCi-t-A^Z/i+Aî i^+A) will be retrieved using an inverse PCA process, where A is 
the look-ahead period and i -f A > i. More details about the training process and 
tracking system sampling rate are described below.
5.4 M ethodology and D ata Processing
5.4.1 V olunteer P rep a ra tio n  and  F ea tu re  E x trac tin g
As mentioned in chapter 4, in this study 2 0  volunteers/ subjects participated: 13 male 
and 7 female. For each subject data set, the capture motion sequences were arranged 
into two 4 x 2  groups of markers referred to as the TS and AS groupings respectively. 
Each data set was arranged as a column vector: Fi = [Viq, Fjp, • • • , Zi^sV
where i E [l,n] is a time index, V%,i, T^,i, describe the Cartesian data of each 
marker and 1 through s is the marker index at frame i. As a result each frame will 
be represented by D x 1 vectors, where D = 3 x s is the dimensional vector for F). 
The respiratory motion sequence for each volunteer is represented by a matrix M  =  
[F i, ,F„] for both AS and TS, where each row of the motion m atrix corresponds
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Figure 5.1: A generic schematic overview of the proposed method. The shaded region 
represents the Eigenspace where the AKDE, as well as comparison prediction methods, 
are inserted.
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to all the motion components of a particular marker, and each column corresponds to 
a set of measurements from one particular frame.
Then, PCA is used to reduce dimensionality of the acquired data and analyse the 
most significant aspect of the temporal variation as described in the previous chapter. 
The dimensional reduction is undertaken by extracting the eigenpair (eigenvalues X i ,  
eigenvectors ) of the data covariance matrix cr = ^  — F){Fi — F )^  where F
is the empirical mean along each dimension.
Once the Eigenpairs are determined, these are ranked to give the variational compo­
nents in order of highest significance. The number of Eigenpairs that are required 
to describe the original data is dependent on how much of the original variation is 
described by the first, or first few, eigenvalues. The dimensionally reduced data  for
the anterior surface will be represented as a temporal vector W  = [wi,W2 , ........... ,
which indicates the magnitude of the data variation in the Eigenspace with time. The
velocity of transition across the W  will be represented by F  =  [ui, t»2 , ........... , Where
V  is the first derivative of the weight multiplied by the sampling rate:
=  (5.1)
R  is the sampling rate of the respiratory tracking system and i G [1, n]. Figure 5.2 shows 
a captured respiratory signal for one of the volunteers. In the figure, as the weight, in 
this case simply the instantaneous value of the first Eigenvector, of the position/state 
in the Eigenspace (blue line with a circle marker) changes across time, the velocity of 
this transition may vary. The red bars extending from the baseline along the x-axis 
represent the transition velocity across the weight variation.
5.4.2 D a ta  P rep rocessing
The main target of this step is to classify the respiratory signal according to its status, 
i.e. whether it is in an inhalation or exhalation signal. This will facilitate adopting 
the model to respiratory motion hysteresis^. The impact of hysteresis in using an 
external surface as a surrogate of an internal target has been highlighted in many 
studies [34, 177, 124].
Thus, to overcome motion non-linearity and hysteresis in the prediction methods used 
in this study a simple data preprocessing step is performed. In the pre-prediction stage 
the output of the PCA is classified according to its status, i.e. whether it is in an in­
halation or exhalation signal. Classifying the respiratory signals into an inhalation and 
exhalation signal was also adopted in [72]. This classification process can be achieved 
by checking the transition signs. The exhalation signal will be ’flipped’ as follows.
i e  Wi ^  Vi = {— ) * R,
CLt i
^Respiratory motion hysteresis: the distance difference between exhalation and inhalation trajecto­
ries. As a result of the hysteresis, the trajectories of a labelled tumours positions in exhalation and 
inhalation can be different.
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Figure 5.2: A captured respiratory signal for one of the volunteers. In the figure, as 
the amplitude in the Eigenspace (blue line) changes across time the velocity of this 
transition varies. The red bars extending from the baseline along the x-axis are the 
transition velocity across the weight variation.
Aj — Wi , Tj — Vi
X; = D — IVi , Yi — V i
: for  Vi < 0  
: fo r  Vi > 0 (5.2)
where D  is the peak to peak displacement of w. Figure 5.3(a) shows a plot of the 
magnitude vector,A*, against the velocity vector, Yi, for one of the volunteers. The red 
dots indicate an inhalation signal while the blue dots indicate an exhalation signal. As 
mentioned, at the inhalation stage the velocity of a point over the chest while travelling 
from one phase to another during a respiration process will be in the positive direction, 
i.e. travelling away from the maximum exhalation. Where positive, the sign indicates 
that a point is in the inhalation stage. Figure 5.3(b) shows the output of the pre- 
prediction stage. The black arrow reflects the direction of the respiratory temporal 
motion.
The following points summarise some of the mathematical meanings of the parameters 
used in the next sections, in order to assist understanding.
•  The observation data sets or the training data set is a dual combination of magni­
tude and velocity in Eigenspace and defined by {{xi, iji) , f =  1 : n, x and y E ift} 
and n is the number of observations. These data sets are used to train the pre­
dictors.
• The target input A*, i.e. the points in respiratory motion that predict the future 
position, is used to predict the future position A j+a ? where A is the look-ahead 
period.
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(a) A plot of the magnitude against the transition vectors for one of the volunteer.
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(b) Shows the output of the preprocessing. The black arrow reflects the direction of 
motion.
Figure 5.3: A plot of the magnitude variation against the velocity vector for one of 
the volunteers before and after the pre-prediction process. The red dots indicate an 
inhalation signal while the blue dots indicate an exhalation signal. The black arrow
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The prediction output f (X i )  = Y  = Xj+A is the output of the prediction algo­
rithm.
5.5 Predictor M odels
Three different methods used for respiratory motion prediction in this study are high­
lighted in this section. The first method is the novel adaptive kernel density estimation 
method proposed in this thesis. The two other methods are used for evaluation and 
comparison, presenting state-of-the art performance. These two models are the Support 
Vector Regression SVR [72] and Gaussian Kernel Density Estimation [169].
5.5.1 A dap tive  K ernel D ensity  E s tim a to r (A K D E)
Kernel density estimation^ is a stochastic model for estimating the probability den­
sity functions. As mentioned earlier in section 5.2, the stochastic techniques cover all 
techniques that do not rely on data belonging to any particular assumed distribution. 
Moreover, KDEs facilitate the ability to build a dynamical model, where the structure 
of the model is not fixed but can vary or adapt in time. The probability density func­
tion (PDF) is a function that describes the relative likelihood for this random variable 
to take on a given value. The probability for the random variable to fall within a 
particular region is given by the integral of this variable’s density over the region.
Consider a two-dimensional vector Z  = [X,Y]'^ , where X  and Y  are observation 
variables. Having a sample of size n means that there are n  observations for each of 
the two variables. Thus, instantaneously Z can be written as:
Zi = 1,2, ...,71  (5.3)
where Z{ indicates the ith observation in the sample series. The probability density 
function (PDF) of Z — [X, V]^ is the joint PDF of the observation variable X  and V,
=  ( & 0
Thus, by using the bivariate Kernel Density Estimator, Equation 5.4 can written as:
    1 ”
f{z) t  = — Zi) (5.5)
^  1= 0
-, n
— — X i , y — Yi) (5.6)
^  i= 0
^Kernel density estimators were first introduced in the scientific literature for univariate data [153, 
190].
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where , f{z)t  is the estimator of the PDF f ( z )  and t is the Gaussian bandwidth matrix. 
Kt{u)  is the generic Gaussian bounded kernel function:
Kt(n)  =  W y )  (5.7)
is transferred to a 2D representation such that Equation 5.5 may now be written as:
(S.G)
i=0
where K  indicates a multivariate kernel function. The multiplicative kernel can be 
written as:
K {x ,y )  =  K{x)  K{y)  (5.10)
Equation 5.9 assumes that the bandwidth is the same for each component. If a dif­
ferent bandwidth is now considered for each observation variable in Z, then f i s  a 
two-dimensional vector t = [tx, ty]. Then, Equation 5.9 can be in the form:
=  M l )
''' i - Q  C y  Ix  l y
However, a fixed bandwidth t may not be optimal for all regions of the domain. In the 
previous equation, a fixed bandwidth may over-smooth the PDF in high-density regions 
and under-smooth regions where few samples are present [106]. Therefore, another 
method is used in the study: the locally adaptive method which allows the bandwidth 
to change across the domain of the PDF. Several researchers have shown the advantage 
of using adaptive kernel density estimation over the fixed approach [106, 38, 5]. In this 
method the bandwidth selection is based on the evaluation point z, i.e. the bandwidth 
size will change according to the evaluation points. Figure 5.4 shows an example plot of 
performances of fixed KDE and Adaptive KDE, where the green curve is a theoretical 
log-normal probability density function and the red and blue curves are the estimation 
results using fixed KDE and Adaptive KDE, respectively. The figure shows that the 
AKDE covers most of the details in the distribution where fixed KDE loses some de­
tails. One of the most advanced methods is an adaptive kernel density estimation via 
diffusion [38].
The Gaussian KDE in this method is represented as the probability density function of 
Wiener process Wf, where f E [0, T]. A standard Wiener process is a random variable 
that depends continuously on f € [0 , T] and satisfies the conditions: wq =  0  and for 
0  <  s <  f < r  the increment Wt — Wg is normally distributed with mean zero and 
variance t — s [89]. Some of the main properties of Wiener process that are being
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Figure 5.4: An example plot of performances of fixed KDE and Adaptive KDE, where 
the green curve is a theoretical log-normal probability density function and the red 
and blue dashed curves are the estimation result using fixed KDE and Adaptive KDE, 
respectively.
Gaussian and Markov^ process. These two properties make the probability density 
function of Wiener process a good choice to describe a Gaussian KDE. In this process, 
each data point/observation Zi, • ■ • , :
^  i = l
(5.12)
(5.13)
Subject to f {Z , t )  satisfying the heat equation'^.
where t > 0, Z  e  U and
(.5.14)
lim f{z)h = 0Ï—>.±oo
'^The future states of the process based totally on its present state.
^The heat equation is a three-variable differential equation, two independent variables, assume x 
and t, and one dependent variable, assume u — u( t ,x) .  If 5  G 3? the equation can be defined as
  o  d ~ u
a t  -
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and initial condition /(Z ;0 )  =  A(Z) ; A(Z) is the empirical density In this 
method instead of computing the Gaussian kernel estimator /(Z ; t) directly, it obtains 
by evolving the solution of the heat equation over a finite domain [0 ,1 ] with an initial 
condition / ( Z ; 0 ) =  A(Z) and Neumann boundary condition :
=  — f{Z-,t)\z=o (5.15)
The analytical solution of the PDE is
n
f{Z]t)  = "^9{z ,Z i )  , z e [ 0 , l ]  (5.16)
i = l
Where the kernel 6 is the theta function [24] :
oo 2 2
9{z, Zi) = 1 + 2 ^  ^^  ^ cos ( j t t z )  c o s  {jnzi) (5.17)
3=1
It follows that for a large sampled PDF (assume the size of the PDF N):
^  N —l  2
/ (Z ; f) =  ^  aje^  ^ ) cos (jVz) (5.18)
j=i
where j  is the size of the PDF domain and t is the smoothing factor for the observation 
variable. The Oj are given by:
A T -l
=  2 ^  cos {j7r^)fj  (5.19)
i=0
where f j  is the number of observations in each domain in z. f j  can be found by 
calculating the number of observations in { j , j  + 1 ). From the previous equations, the 
AKDE of the observation data steps can be summarised in algorithm 1.
For more details about the discrete cosine transform and the inverse process see Ap­
pendix D. The only unknown variable in the previous step is the smoothing factor t. 
In this study, an adaptive plug-in bandwidth selection m ethod [38] is used to calculate 
the smoothing factor components tx and ty. Figures 5.5(b) and 5.5(a) illustrate an 
exemplar plot of the joint PDF for one of the subject respiratory signals. The X-axis 
and Y-axis represent magnitude against the velocity in the Eigenspace respectively.
Subsequently, by learning the PDF of both factors, position and velocity, for all di­
mensionally reduced motion sequences, the highest likelihood movement at the target
®The empirical density function A { Z )  =  ^ Zi i  ~  where S{.) is the cumulative distribution 
of the empirical measure of the observation [166].
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(a) An exemplar plot of the joint PDF. The X-axis and Y-axis represent weight of the  stated 
position and the transition velocity respectively.
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(b) An exemplar 3D plot of the joint PDF. The X-axis and Y-axis represent weight of the stated position 
and the transition velocity respectively.
Figure 5.5: An exemplar plot of the joint PDF for one of the subject respiratory signals.
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A lg o rith m  1 Algorithm of the Bivariate AKDE of the observation data.
1: Identify the size of the PDF (i.e. the number of bins used in the initial step). 
Assumed it is j  x z for a two dimensional observation data set.
2 : Calculate the number of observations that fall in each bin fj,i.{ i.e. the density of 
each bin in two-dimensional histogram of the observation data)
3: Find (as in Equation 5.19) via a fast discrete cosine transform of fj^i, see
appendix D.
4: Smooth the discrete cosine transform of initial data using the smoothing factor t.
g  =  Ef=o'
5: Calculating the f{z) t  via an inverse discrete cosine transform of 5 ’
position Xi  can be found using the combined PDF P(A , Y). Equation 5.20 represents 
a conditional expectation of Y  given the state X  =  as a function of y over the range 
of Y.
E [y |X  =  X ]^ =  /  ^ P(z/|X =  Xi)d%/ (5.20)
J'iyçy
Assuming that P(X ) > 0, V X  =  X*, the conditional density of Y  given the state
X  — Xi is;
and the density of X  given the state X  =  Xj is given by:
P (X  =  X() =  /  P (X  =  X^, 2/)d2/ (5.22)
J^V€Y
Thus, the minimum mean square error (MMSE) of X^+a given the event X% and the 
respiratory signal tracking system sampling rate i? is:
^MMSE ^  ^  E [ r | j r  Xi\  (5.23)
However, a maximum a posteriori probability (MAP) approach to estimate is:
M l " ” =  a rg m a x P ( r |X  =  Xi) (5.24)
Vj/sr
Figure 5.6 shows an example of the 2D posterior probability where the vertical profile
indicates all possible velocities associated with a particular prior prediction position.
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Figure 5.6: Illustrates a graphical example of the prediction method. The X-axis and 
Y-axis represent the transition velocities and posterior probability respectively. The 
red and green bars represent the MAP and MMSE estimation.
It illustrates the probability of each velocity extracted from the joint 2 D PDF. As 
described in Equations 5.23 and 5.24, the estimated value can be measured by using 
either MAP or MMSE value. The figure reflects a marginal difference between the two 
estimations.
5.5.2 P red ic tio n  M ethods U sed for M odel Com parison 
Kernel D ensity  E stim ation (K D E)
Ruan et al. [169] proposed a prediction model based on the conditional probability 
between the distribution of the response variable Y  and the observation X .  This can 
have the form.
E ,™
where wi is the sample weight and defined by:
yj. — {x-Xi)
(5.25)
(5 .26)
wdrile is the covariance of the observation variables.
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=  (5.27)
1=1
W here p x  is the mean of the observation X  and can be found by:
1 ^
(5-28)
7=1
S u p p o r t  V ec to r R egression  (SY R )
In SYR, the training data non-linearly will be mapped into a higher dimensional feature 
space, where a hyperplane with maximum margin will be constructed. This will create 
a non-linear decision boundary in the input space. In the feature space SYR can be 
described as follows:
y ( X ) = < $ ( X ) , w > + 6  (5.29)
where X  —> $(X ) is the mapping of the observation data into the feature space, w  is the 
normal vector to the decision hyperplane, < .,. >  denotes the dot product between w  
and 4>(X). The parameter determines the offset of the hyperplane from the origin 
along the normal vector w.  The function /(X )  can be found by solving an optimisation
problem between a large margin in /(X )  and a small error penalty £ [209]. This can
be described by introducing (non-negative) slack variables ® =  l ,- - -n } , to
measure the deviation of training samples outside s-insensitive zone. Figure 5.7 shows 
an exemplar plot of a SYR process.
The basic aims of the SYR are minimizing the regression error and maximising the 
margin by optimising the hyperplane. This optimization problem can be written as a 
constrained optimisation:
mm { i i j w f - f - C ^ ( ^ i + ^ | ) |  (5.30)
subject to:
V i - > - b < { £  +  ^i )
<  w,  $ ( æi )  > <  (s +  ^f) (5.31)
fi, (T > 0
In order to solve Equation 5.30, Lagrange multipliers are used to transform this opti­
misation problem into its dual formulation:
® Adding slack variables to an inequality expression to transform it into an equality expression. 
Assume S' >  0 is slack variable and E  >  b is an inequality constrain. Then, the inequality constrain 
can be converted into E  =  b +  S  equality constrain.
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C o n s tra in ts“cPd
Figure 5.7: An exemplar plot of a SVR.Tlie basic aims of the SVR are minimising the 
regression error and maximising the margin by optimising the hyperplane.
bj=i
I I
c ^  {Oi +  ft'*) +  ^  (/i(ft; +  Oil)
hj=^ àj=i
where ftp ft* G [0, C] are Lagrange multipliers which satisfy the condition:
I
^ ( f t j  +  ft*) =  0 - 
i = l
From Equation 5.29,
I
w  =  ^ ^ (ftj  +  f t* )# (x ;)  =  0.
Z = 1
The analytical solution of Equation 5.33, is written as:
n
+ c*:!) ar) +  6
i=l
[5.32)
(5.33)
(5.34)
(5.35)
where the kernel function k{xi, x) =:< 0(X ;), 4>(X) >. In this study a Gaussian kernel 
function is selected, see Equation 5.7, and the kernel width parameter is selected using 
an adaptive plug-in bandwidth selection method [38]. One of the major factors in SVR 
accuracy is selecting the SYR parameter C and s especially with a low signal-to-noise 
ratio data set. The SVR parameter C and t  are selected in this study using an error 
optimisation method.
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{C, £) =  a r^ m in ( i  -  f{xi))  (5.36)
5 .5 .3  T rain ing  S tr a te g y
Some studies claim that one of the major factors in prediction of a respiratory cycle 
is the ability to detect amplitude fluctuations that naturally occur during respiration 
[169, 72]. Moreover, any such method also requires an ability to sense any change in 
the mean of the respiratory cycle. As an example of these changes Figure 5.8 shows 
the respiratory signal of three different subjects. All figures represent different types of 
changes that could happen during respiration. Figure 5.8(a)(a) shows a sharp change 
in the respiration amplitude. In the same way. Figure 5.8 (b)shows a drift in the mean 
of the respiratory amplitude and Figure 5.8(c) shows a mix of different effects.
Therefore, in this study three types of training strategies are used in the training stage 
of each prediction model. These are illustrated in Figure 5.9. The three different 
strategies used in this study; static, adaptive and flexible adaptive training strategy, 
where Xi  indicates the target input, i.e. the latest captured signal before the prediction 
starts and is the predictor output. The training data box indicates the data used 
in the training stage where the width of the training data is selected by the window 
width selection steps. The grey box highlighted the cyclic process for all Xj G X  as 
i increased. The static training strategy is illustrated in Figure 5.9(a);in this m ethod 
the training data and its size are independent from the signal stream. Thus, the target 
signal is not part of the training signal and the prediction model is fixed. However, it 
can be subject-specific.
The adaptive training strategy shown in Figure 5.9(b), which reflects an on-line update 
process of the training data via the signal stream. Therefore, the target input X% is 
part of the training data. The parameters of the predictors will vary according to the 
fluctuations in the training data across time. This will facilitate a method of readjusting 
the prediction model for any changes in the respiration pattern and help to overcome 
sharp changes. However, the size of the training window remains fixed and therefore 
a change in the respiratory rate is neglected. This means the number of observation 
samples in the training stage will depend on the respiratory rate.
In the flexible adaptive training strategy, the training data and its size will be affected 
by the fluctuation of the signal stream. Figure 5.9(c). Thus, the window size ç of the 
training data will be proportional to the respiratory rate r  and tracking system sampHng 
rate R. This can be represented by ç =  ^ç*, where ç* is the initial assumption of the 
number of respiratory cycles used in the training stage. Finding ç* is an optimisation 
problem which trades off accuracy against the time required by the predictor to predict 
one value over all data  samples, i.e. the time the predictor takes to be trained and its 
response. This may vary according to the particular predictor algorithm, the program 
language and of course the processor used in the respiratory prediction experiment.
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Tim e (sec)
(a) A sharp change in the respiration amplitude.
Tim e (sec)
(b) A drift in the mean of the respiratory amplitude.
Tim e (sec)
(c) A mix of different effects.
Figure 5.8: An example of three different subjects. All figures represent different types 
of changes that could happen during respiration. 5.8(a) shows a sharp change in the res­
piration amplitude. 5.8(b) shows a drift in the mean of the respiratory amplitude,5.8 (c) 
shows a mix of different effects.
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Window width 
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Figure 5.9: The three different strategies used in this study: 5.9(a) static, 5.9(b) adap­
tive and 5.9(c) flexible adaptive training strategy, where Xi  indicates the target input, 
i.e. the latest captured signal before the prediction starts and Xj+A is the predictor 
output. The training data box indicates the data used in the training stage where the 
width of the training data is selected by the window width selection steps. The grey 
box highlighted the cyclic process for all Xi e X  as i increased.
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5.6 A ccuracy Performance M easures
The relative root mean squared error (rRMSE) is used as a measure of goodness of the 
prediction models. The rRMSE can be defined as the ratio between the RMSE(predictor)^ 
over the RMSE(no predictor)^. This can be defined by the following equation:
“ - jS tS S j I»')
while the RMSE(predictor) and RMSE(no-predictor) are given by:
R M  S E  (predictor) =  
R M  S E  (nopredictor) = ^
\
N
(5.38)
i=0
N
^ ( /(a : i+ A )  -  (5.39)
i=0
where f ( x )  is the predicted value for the true value f (x) .  The value of the rRMSE 
reflects the percentage of the RMSE (no prediction) remaining in the result. Thus, if 
the number rRMSE increased, that means the RMSE of the predictor increased. If 
the r R M S E  > 1 then the predictor algorithm is actually doing worse than using no 
prediction.
5.7 R esult and Prediction Performance
As mentioned earlier in the previous sections, in this study three different prediction 
algorithms, AKDE, KDE and SVR were examined. In addition, four different sampling 
rates for respiratory signal were used: 7, 10, 15 and 30 Hz. The performance of all pre­
dictors using all respiratory signal samples were examined at three different look-ahead 
periods; 0.2, 0.4, and 0.6 s, where the rRMSE is used to measure the performance of the 
predictor. In addition, three different training strategies were examined as mentioned 
earlier. Table 5.1 summarises the characteristics of the evaluation data sets.
Figure 5.10 shows an example of the prediction results of the three predictors used in 
this study. Figures 5.11(a),5.11(b) and 5.11(c) are exemplar plots for AKDE, KDE and 
SVR performance respectively. Figure 5.11 the error bar across time for each predictor 
results in Figure 5.10.
Figure 5.12 shows the rRMSE of all predictors used in this study. In the figure each col­
umn shows the results of a specific predictor, while each row demonstrates 0.2, 0.4, and
^RMSE(predictor): is the RMS difference between values predicted by the model and the true values 
observed.
®RMSE(no predictor); is the RMS difference between values at i and the values at i -f A.
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Table 5.1: Mean experimental surface displacements for both chest and abdominal 
region during a breathing cycle for a  group of 13 male and 7 female volunteers.
Displacement (mm)
Volunteer No. Gender BMI (kg/m2) TS AS
1 M 28.2 12.5T5.1 39.88:4.9
2 M 24.3 11.3T2.2 27.98:3.1
3 M 25.2 24.6T2.6 8.58:1.1
4 M 2 1 . 8 18.4T3.1 11.08:2.3
5 M 27.8 6.8T1.4 12.78:2.4
6 M 24.8 10.3T1.2 10.88:.1.9
7 M 21.4 13.6T4.3 25.7T5.6
8 . M 17.9, 11.3T4.3 28.98:4.5
9 M 2 2 . 2 10.18:1.9 31.18:3.6
1 0 M 24.2 21.8T4.9 31.68:5.9
1 1 M 26.8 18.68:2.5 31.88:4.1
1 2 M 27.2 27.08:4.6 18.08:2.4
13 M 25.4 30.6T4.5 35.1T9.3
14 F 25.2 13.58:1.1 9.68:2.3
15 F 24.6 7.4T1.2 15.68:2.3
16 F 2 2 . 2 7.68:2.1 22.78:2.6
17 F 25.5 7.18:2.4 20.38:2.4
18 F 21.7 5.1T1.4 24.68:2.8
19 F 23.1 10.7T1.9 25.0T3.1
2 0 F 22.5 21.38:2.7 15.78:1.7
Cohort average 24.1 14.5 22.3
Standard deviation 2.5 7.4 9.3
Max 28.2 30.6 39.8
Min 17.9 5.1 8.5
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(a) An exemplar plot for AKDE.
T im e  (s e c )
(b) An exemplar plot for KDE.
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T im e  (s e c )
(c) An exemplar plot for SVR.
Figure 5.10; An example of the prediction results of the three predictors used in this 
study. Figures 5.11 (a),5.11(b) and 5.11(c) are exemplar plots for AKDE, KDE and 
SVR predictors, respectively.
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(a) An error bar for AKDE results.
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(b) An error bar for KDE results.
U
(c) An error bar for SVR results.
Figure 5.11: An error bars of the prediction results of the three predictors used in 
study. Figures 5.11(a),5.11(b) and 5.11(c) are error bars plots for AKDE, KDE 
SVR predictors, respectively.
this
and
90 Chapter 5. Respiratory Motion Adaptive Prediction Model
0 ,8 :
0.6
I 0 ,4  
Ï
0.2
0
0.8
0.6
u
i  0.4
E
0.2
0
- 0 - S ta t ic  T r a i l in g  - &  A d a p t iv e  - B -  F le x ib le  A d a p t iv e
AKDE w ith  0 .2 s  look ah ead  period
 •........... ............r ..........: ........... ............: 0.6
............................................................ 0.4
 <-----'---- i---- '-----'-----' 0
10 15 20 25 30 35 5
S am p lin g  R ate (Hz)
AKDE w ith  0 .4 s  look ah ead  period
0 8
KDR w ith  0 .2 s  lo o k a h e a d  period SVR w ith  0 .2 s  lo o k a h e a d  period
10 15 20 25 30 35 5 10 15 20 25 30 35
S a m p lin g  R a te  (Hz) S am p lin g  R a te  (Hz)
KDR w ith  0 .4 s  lo o k a h e a d  period SVR w ith  0 .4 s  lo o k a h e a d  period
. 0.1
10 15 20 25 30
S am p lin g  R ate (Hz)
AKDE w ith  0 .6 s  look ah ead  period
10 15 20 25 30 35 5
S am p lin g  R ate (Hz)
10 1 5 20 25 30 35 5 10 15 20 25 30 35
S a m p lin g  R a te  (Hz) S am p lin g  R a te  (Hz)
KDR w ith  0 .6 s  lo o k a h e a d  period SVR vn lh  0 .6 s  lo o k a h e a d  period
: 0.8
0 6
; 0.4 
■ 0.2 
0
10 1 5 20 25  30 35 5
S a m p lin g  R a te  (Hz)
10 15 20 25 30 35
S am p lin g  R a te  (Hz)
Figure 5.12: The rRMSE of all predictors used in this study. In the figure each column 
shows the results of a specific predictor, while each row demonstrates 0.2, 0.4, and 0.6 s 
look-ahead periods respectively. The X-axis of each sub-figure demonstrates the change 
in data sampling rate 7, 10, 15 and 30 Hz respectively where the y-axis demonstrates 
the change in the rRMSE value. Moreover, in each sub-figure the variation of the 
rRMSE across different training strategies is plotted.
0 . 6  ms look-ahead periods respectively. The X-axis of each sub-figure demonstrates the 
change in data sampling rate 7, 10, 15 and 30 Hz respectively where the y-axis demon­
strates the change in the rRMSE value. Moreover, in each sub-figure the variation of 
the rRMSE across different training strategies is plotted.
The main aim of this figure is to show the effect that the chosen training strategy made 
in the predictors performance. The figure illustrates that using a flexible-adaptive strat­
egy in the training stage shows more accurate results across all predictors and sampling 
rates. The change in the sampling rate of the external surface tracking machine gen­
erates a small marginal difference in the prediction performance. However, increasing 
the look-ahead period increased the rRAISE of the predictors. Overall, using AKDE 
reflects lower rRMS than SVR and KDE. Although there is not a significant difference 
in rRMSE between predictors, a better result is always preferable, as a small error in
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Figure 5.13: Summarizes the results obtained across all datasets using each predictor. 
From left to right the look-ahead periods are 0.2, 0.4 and 0.6 s respectively.
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Figure 5.14: The average results obtained across all subjects where the bars reflect the 
average across all sampling rate and look-ahead periods using rRAISE.
the external surface can significantly reflect a larger error in internal target motion. 
Figure 5.13 summarises the results obtained across all data sets using each predictor. 
The results presented here were obtained using an adaptive expansive training strategy. 
From left to right the look-ahead periods are 0.2, 0.4 and 0.6 s respectively.
The overall performance of the predictors slightly decreased as a look-ahead period 
increased. The results show that the predictors can be ranked according to their per­
formance as follows: AKDE, SVR and then KDE. The overall result obtained can be 
summarised in Figure 5.14 where the bars reflect the average across all sampling rates 
using rRMSE. Figure 5.15 shows the average error in RMSE (mm) across all sampling 
rate and all subjects.
Table 5.2 shows a table of the overall results obtained in this study across all sampling 
rates and look-ahead periods.
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AKDE 
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Look ahead period (s)
Figure 5.15: The average results obtained across all subjects where the bars reflect the 
average across all sampling rate and look-ahead periods using RAISE (mm).
Table 5.2: The overall results obtained in this study across all sampling rates and 
look-ahead periods.
Model AKDE KDE SVR
Average rRMS 0.36 0.42 0.39
Standard deviation rRMS 0.03 0.05 0.04
Computational expensive No No Yes
Parameters optimisation (required) No No Yes
Sensitivity (to sharp changes) Yes No Yes
standard deviation
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5.8 D iscussion
These results show a promising approach when using an AKDE as a respiratory signal 
predictor. The proposed method improvement upon state-of-the-art prediction models 
(kernel density estimation, SVR) is increasingly significant as the look-ahead period 
increased. It shows a reduction of around 20% in rRMSE. In addition, using flexible- 
adaptive strategies in the training stage shows more accurate results across all predictors 
and sampling rates. The variation in the sampling rate of the external surface tracking 
system reflects a small marginal difference in the prediction performance. However, 
increasing the look-ahead period increased the rRMSE of the predictors as might be 
expected.
The comparative study of the three predictors’ performances AKDE, KDE and SVR 
model shows that the predictors can be ranked according to their performance as fol­
lowing AKDE, SVR and then KDE. The major disadvantages of using SVR are that 
it is computationally expensive and requires more parameter optimisation tools. This 
is due to the fact that during a training stage the number of param eter need to be 
optimised are equal to the number of observations. Therefore, increasing the number 
of observation during training stage will adversely affect the computational speed of 
SVR. However, AKDE and KDE are significantly faster and the kernel parameters are 
driven by the observed data. In AKDE as well as in KDE, the number of parameters 
that need to be optimised equals the dimension of the observations. Thus, increasing 
the number of observation during the training stage will not effect the computational 
speed of both predictors.
In terms of the clinical benefit of this work, first recall that in section 3.4, a study by 
Rosenzweig et al. [168] has shown that approximately 60% of patients were not able 
to control their breathing style during treatment. By contrasts, the results obtained 
in this chapter showed that under free breathing conditions AKDE prediction model 
achieved 0.64:0.1 mm accuracy for 0.2 s lookahead period, i.e. without requiring any 
particular instruction regarding breathing pattern. These achievements eliminate the 
need to train or control the patient’s breathing style, minimize the patient setup time 
and overcome the difficulties that patients otherwise face to control their breathing 
during treatment. Thus, the approach developed here is more patient friendly, and has 
benefits in terms of throughput. The next chapter investigates the advantages of using 
Canonical Correlation Analysis combined with (AKDE) to correlate external surface 
surrogate with internal target.
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Chapter 6
An Integrated  
Prediction-Correlation M odel of 
External and Internal M otion
6.1 Introduction
The previous chapter investigated building a respiratory signal predictor algorithm 
using adaptive kernel density estimation (AKDE) with a flexible adaptive training 
strategy. The results demonstrate this as a potentially promising approach for an 
external respiratory signal predictor. The proposed method’s improvement upon state- 
of-the-art prediction models was highlighted in the previous chapter.
However, predicting the external surface motion is not sufficient unless it can be corre­
lated in some manner with internal target motion. As mentioned earlier, several studies 
focused on using the external thoracic/ abdominal surface as a surrogate for the internal 
target motion to avoid excessive dose and invasiveness [41, 159, 84, 53]. In this chap­
ter, 4D CT data and ultrasound data were used to investigate the advantages of using 
canonical correlation analysis combined with (AKDE) to correlate the external surface 
surrogate with the internal target. Canonical correlation analysis (CCA) is used to 
parametrise the correlation between the external observation surrogate and the target 
region, in this case tumour temporal motion. Such an approach is non-invasive and 
non-ionising, and minimises the patient set-up time. Moreover, a combination model of 
AKDE and CCA are presented to predict the future position of internal organs using 
the external surface as surrogate.
6.2 Prior W ork
As mentioned in section 3.3.2, several researchers focused on optimising a m ethod to  
track internal organs’ motion during external beam radiotherapy. An X-ray fluoroscopy 
with an implanted fiducial marker in or near the tumour [183, 137, 181, 177, 178, 165]
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was used to measure internal target motion. However, using a fiducial marker in or 
near the lung tumour is limited due to an increased risk of pneumothorax [199, 116] 
and it being an invasive method. Therefore, some researchers studied methods of 
using X-ray fluoroscopy alone without an implanted fiducial marker [128] or combining 
fluoroscopic images with a CT scan [191, 171]. One of the main advantages of using 
the X-ray fluoroscopy is its availability in most of the new generation of external beam 
radiotherapy treatment systems. After all, increasing the X-ray fluoroscopy dose or 
sampling rate is still clinically problematic [178]. Other researchers study the feasibility 
of using ultrasound to track tumours or internal organs’ respiratory motion [57, 195, 39, 
23, 69]. Using ultrasound to measure internal target motion is a promising approach 
but needs further investigation before being implemented in an actual treatm ent trial 
procedure. However, some studies show that the pressure applied by the ultrasound 
probe to the external surface may lead to some deformation or shift of the internal 
target [16]. Magnetic resonance was also used to measure internal organs’ motion 
[67, 156, 100]. These studies track internal organs’ motion either directly by tracking 
the tum our or indirectly by tracking the host organs, an implanted fiducial marker in 
or near the tumour, or surrogate organs such as a diaphragm. However, some studies 
focus on using the external thoracic/ abdominal surface as a surrogate for the internal 
target motion to avoid excessive dose and to avoid invasive methods [41, 159, 84]. A 
comparative study of the proposed model with SVR will be represented at the end of 
this chapter.
6.3 M ethodology
The aim of this study is not only to correlate an external surrogate with an internal 
target’s spatio-temporal motion, but also to predict its future spatio-temporal position. 
Thus, the work here can be separated into two steps: a correlation step and a predic­
tion step. The results obtained in the previous chapter show promising methods for 
predicting the external surface’s future spatio-temporal motion. Therefore, minimising 
the error generated from the correlation model will maintain a low marginal error in 
estimating the future position of the internal target. Figure 6.1 shows a schematic 
diagram of the main target of this study. This shows two sets of data: a training 
data set to train the model and an evaluation or test data set to examine the model’s 
performance. The external and internal labels in the figure indicate inside and outside 
the body where the internal hidden state indicates the hidden internal target position 
in the evaluation data. The external observation indicates the external surrogates. As 
the figure shows, our main target is to estimate the future spatio-temporal behaviour 
of the internal hidden target with a specific look-ahead period, using a current external 
observation as a surrogate.
The process of estimating the future position of the internal hidden target can be 
illustrated in more detail in Figure 6 .2 . Assume % E % is a time index, A is the look­
ahead period and Xi  and are the external surrogate and internal hidden target motion 
vectors respectively. If X  and Y  are the estimated internal and external positions at
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Figure 6.1: The process of estimating the future position of an internal hidden target 
using an external observation as a surrogate.
/ + A, then the estimation process in this study can be described by two steps. The 
first step is an external sinrogate prediction process. At time the external surrogate's 
future position is predicted. Then, the output of this prediction process will be
used in a correlation step where the fut me posit ion of the internal target is
estimated.
To build this combined prediction-correlation model, a training stage with suhicient 
data for training external surrogate and intemal target spatio-temporal motion is re­
quired. The previous chapter showed a detailed performance analysis and experimen­
tal results for different prediction methods but they were confined to external marker 
prediction, ignoring the internal prediction problem. This chapter will focus on the 
correlation model and the combination process of the prediction-correlation model. In 
this study, a canonical correlation analysis (CCA) is used to build a correlation model 
between the external smrogate X  and the internal hidden target's T spatio-temporal 
motion. The next sections will cover the CCA and the overall process in more detail.
6.3.1 C anonical C orre la tion  A nalysis (CCA )
A canonical correlation analysis (CCA) [91] is used to build a correlation model be­
tween the positions of the external surrogate A  and the hiternal hidden target T. CCA 
is a method of maximising the linear relationship between two multidimensional vari­
ables. One of the major advantages of using CCA is that it is independent of affine 
transformations of the variables. However, ordinary correlation analysis is dependent 
on the coordinate system of the target variables [35]. A comparative study of CCA and 
ordinary correlation analysis will be presented in the Results section as an illustration 
of the advantages of using CCA.
Assiune that at time index the combined external-internal vectors of the training 
data is =  (a;i,2/%) where z E [l,n] and n are the number of observations. Let
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Figure 6.2: The prediction-correlation model for estimating an internal hidden target's 
future position using an external observation as a surrogate.
U = (;ri, x’2 . • • • , Xn) and V  =  {yi, y2, - ' ■ , î/n.) be a vector of X  and Y  respectively. A 
CCA can be defined as the problem of finding two sets of basis vectors Wx and w>y, such 
that the correlations between the projections of the variables onto these basis vectors 
are mutually maximised. The projection of x  and y  into the new coordinate can be 
defined as^ :
< Wa;, a; >
Thus, the new observation can be represented as:
(6 .1)
(6 .2)
= {< Wx,Xi >,< w^,X2 >,■■■,< m^,x„ >)
V  = (< tUy, VI > ,  <  lOy, % >,  "  , <  Wy, >)
(6.3)
(6.4)
Canonical correlation analysis seeks vectors Wx and Wy such that the variables Uyj  ^ = <  
u’a;, U > and V^y = <  Wy^V > maximise the correlation:
(6.5)
(6 .6 )
>  is a dot, product
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if E[f{x, y)] =  ^ Yh=i Vi) is the expectation of the function f{xi ,  yi) and x'^ means 
the transpose of the matrix x, then the correlation coefficient p can be found by:
— TnaXm^ i^a
— rnaXiuy^^yjy
E [ < W x , x >  < W y , y > ]  
E[< W x , x  >2] E[< W y , y  >2]
E[w'^xy'^Wy]_______
E[w'^xx'^Wx] El'w'^ytj'^Wy] 
'WxE[xy'^]wy_______
w'^E[xx'^]wx w^È[yy'^]wy
(6.7)
(6 .8) 
(6.9)
However, using the fact that
E
Cxx Cxy
= Cyx Cyy (6 .10)
where C is the covariance m atrix denoted either as the within-sets covariance matrices 
Cxx (Cyy), or the between-sets covariance matrices as Cxy {Cyx). Thus the Equation 
6.9 can be rewritten as:
p  — TnaXy]^^wy
'^'x^xyWy
(6 .11)
more
The maximum canonical correlation is the maximum of p with respect to Wx and Wy. 
As described in Hardoon et al. [87], the value of p is not affected by a rescaling of Wx 
and iCy, i.e. a multiplication of Wx and Wy by a scalar does not change the value of 
p. Therefore, as the choice of rescaling is arbitrary, the CCA optimisation problem in 
Equation 6.11 can be described by maximising the numerator subject to the constraints:
'^x ^xx'^x — 1 
Wy CyyWy =  1
The maximisation problem in 6 , 1 1  can be solved by using the method of Lagrange mul­
tipliers^. Thus, by using corresponding Lagrangian conditions the CCA optimisation 
problem in Equation 6.11 can be described as:
^Basically in the Lagrange multipliers method, maximising a function A{g,  h) with condition 
B(g, h) — c can be described by L{g,  h, A) =  A{g,  h) — \ { B { g ,  h) — c) where A E % is a Lagrange 
multiplier.
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L ( W x , W y , X )  — W ^ C x y W y  {Wy.Cxx '^x  1) n i ' ^ y C y y W y  1) (6 .12)
The derivative of the Lagrange function L  with respect to Wx and Wy\
— CxyWy XxCxx'^x — 0 (6.13)
— =  CxyWx XyCyyWy =  0 (6.14)
UWx
Solving Equations 6.13 and 6.14 gives a generalised eigenvalue problem in the form 
Ax  =  XBx.
CxyCyy  CyxWx — X Cxx'^X (6.15)
Wy = (6,16)
Therefore, finding the two sets of basis vectors Wx and Wy that mutually maximise 
the correlations between the projections of the variables onto these basis vectors can 
be achieved by solving Equations 6.15 and 6.16, where solving can be done using the 
method as described in [32]. A singular value decomposition (SVD)[32] can be used to 
solve the generalised eigenvalue problem in Equation 6.15. The solution of the gener­
alised eigenvector problem produces a set of eigenvectors. The number of eigenvectors 
will not exceed the minimum dimension of either of the observation data sets, x  and 
y. Once the eigenpairs (eigenvalues, eigenvectors) are determined, these are ranked 
to give the variational components in order of highest significance. Then, the highest 
eigenvalue gives the corresponding eigenvector gives the highest correlation possible 
between the two data sets x  and y.
6 .3 .2  P r e d ic tio n  a n d  corre la tion  m od el
The correlation process can be described in the following equation:
}q+A =  /(%i+A) (6.17)
Where the external surrogate future position at time i. The correlation Equation 
6.18 can be described as a linear equation between the two sets of basis vectors Uw^ and 
Vyjy that mutually maximise the correlations between the projections of the variables
X and Y in the Eigenspace. As described in the previous chapter, X^+a can be given
by:
Xi+A =  f { X i , ^ )  (6 .18)
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The prediction model f{X i ,  used in this study is an adaptive kernel density es­
timation (AKDE). For more details about AKDE, see section 5.5.1. As mentioned in 
Section 5.4.2, to overcome motion non-linearity and hysteresis, a simple data  prepro­
cessing step is performed. In the preprocessing stage the training data is classified 
according to its status, i.e. whether it is in an inhalation or exhalation signal. This 
classification process can be achieved by checking the transition signs.
6.4 Training and Evaluation D ata
Two groups of training and evaluation data were used in this study. These two groups 
of data can be summarised in Table 6.1. The table shows a clear difference between 
the two groups in imaging modality, duration, size of observation and number of data 
sets.
Table 6.1: Summarise the Training and Evaluation Data.
Data imaging modality Duration Size of observation 
(phases)
No. of 
data sets
Lung Tumour 4D CT image One respiratory Cycle 10 9
Liver 4D ultrasound ~ 6  min -  6000 7
The effect of dissimilarity of these two groups of data sets in the training and evaluation 
scheme will be illustrated later in more detail. The next section will provide detailed 
information about the two data set groups.
6 .4 .1  L u n g T u m our d a ta  se ts
The first group of data sets were a 4D CT image for nine patients with lung cancer. 
The anonymised 4D CT image consists of 10 phases of a 3D CT volume sampling the 
entire respiratory cycle. The 3D volumes are made up of 90-170 shces with different 
slice thicknesses. The parameters of each data set can be summarised in Table 6.2.
It is important to highlight that these data sets where collected from three different 
sources [207, 49]. The data sets 1 to 5 were a helical 4D CT and available from the Lon 
Brard Cancer Centre and CREATIS lab, Lyon, France [207]. Each of the 4D CT data 
sets was represented as 10 3D volumes of 10 different phases of one average breathing 
cycle. They used a 16 Slice Brilliance CT Big Bore Oncology™ configuration (Philips) 
to acquire the images with pneumo chest bellows^^^ (Lafayette Instruments) to track 
the surface. The external respiratory motion tracker data were not available.
The data sets 6  to 8  were a cine 4D-CT and available from the department of radiation 
oncology at the University of Texas MD Anderson Cancer Center [49]. Similar to the 
previous data sets, each of the 4D CT data sets was represented as 10 3D volumes 
for 1 0  different phases of 1 average breathing cycle. The images were acquired by 
using a 2.5 mm slice spacing PE T /C T  scanner (Discovery ST; GE Medical Systems,
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Table 6.2: Shows the characteristics and parameters of all 4D CT data used in this 
study where each data set covers 1 0  phases of respiratory cycle.
Data Data Dimension Voxel Size 
(mm)
No. of Voxels Lesion size 
mm^
1 512X512X141 0.976X0.976X2 4678 8923
2 512X512X169 0.976X0.976X2 1 0 2 0 1946
3 512X512X187 0.782X0.782X2 1272 1553
4 512X512X181 1.172X1.172X2 288 791
5 512X512X161 1.172X1.172X2 2017 5540
6 512X512X128 0.97X0.97X2.5 2785 6551
7 512X512X128 0.97X0.97X2.5 355 835
8 512X512X120 0.97X0.97X2.5 16816 39555
9 512X512X112 0.97X0.97X2.5 17952 42801
Waukesha, WI). The 4D CT acquisition technique was achieved using the respiratory 
signal from the Real-time Position Management Respiratory Gating System (Varian 
Medical Systems, Palo Alto, CA). Again, the external tracker data were not available.
The last data sets were a cine 4D CT and were acquired at the Royal Surrey County 
Hospital. The images were acquired by a 2.5 mm slice spacing CT scanner (Light- 
Speed RT 16; GE Medical Systems). The patient received 4D CT imaging as part 
of the patient’s cancer treatment planning. The respiratory signal was acquired using 
the Real-time Position Management Respiratory Gating System. Again, the external 
tracker data were not available.
Figure 6.3 shows two different 4D CT data slices used in this study where each data 
set covers 10 phases of respiratory cycle. Both sets of 4D CT data are for patients 
with lung cancer. It is worth highlighting that these groups of data sets do not have an 
external signal stream from a separate tracking system or at least some kind of landmark 
over the surface. Therefore, the external surface temporal motion was retrospectively 
extracted from the dynamic CT data to create a set of connected surface and internal 
target/tum our motion from the same data source. This extracted surface from the 4D 
CT data will be used as an external surrogate for internal motion.
External Surface tem poral m otion
Since external surface tracking system data were not available in all data sets, a method 
was developed to extract an external signal surrogate. An intensity threshold method 
with an edge detector algorithm was used to extract the anterior skin surface as de­
scribed below. For each slice in the dynamic CT data set, the following analysis was 
undertaken. First consider a single 2D slice, I  array coordinately (M x N),  which con­
tains pixels of intensity i at location (X, T). A binary threshold operation transforms 
the cropped grey-level image into a binary image, then a connectivity number based 
edge detection is used. Figure 6.4 shows a general block diagram for processes under­
taken to extract the external surface. More detailed description of the connectivity 
number based edge detection are presented in Appendix E.
6.4. Training and Evaluation Data 103
(a) Data set no. 1.
(b) Data set no. 6.
Figure 6.3: Two different 4D CT data slices were used in this study where each data 
set covers 10 phases of respiratory cycle. Both sets of 4D CT data are for patients with 
lung cancer. The red arrow shows tumour location.
These steps will be repeated for all the slices within the target 3D CT volume to form 
a surface. Figure 6.5 shows a trans-axial slice with the detected surface.
Then, the extracted surface was divided into two different compartments: the abdom­
inal and thoracic surfaces. Therefore, two external observation patches were created 
over the surface as illustrated in Figure 6 .6 . The blue and red patches reflect tracking 
over the abdominal and the thoracic surfaces respectively. Tlie correlation of both sig­
nals with the internal target was examined in this study with further analysis reported 
in the results section.
The surface cloud points generated from each volume will be arranged as a cohmm 
matrix F,-:
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 ^ ' Î ' ■ Thresholding Edge detection
Figure 6.4: A general block diagram for processes undertaken to extract the external 
surface.
Figure 6.5: An example of the anterior surface detection method. A trans-axial slice 
with the detected surface.
Ei = Z i j , ................... (6.19)
where X, Y  and Z  describe the Cartesian coordinate of each point over the extracted 
surface and i is the time. In this study i 6  [0,10], there are 10 phases per data set. 
The external respiratory motion sequence for each volunteer is represented by a matrix
4 /  =  [F i,, ..........., Fio]. Each row of the motion m atrix  M  coiTesponds to all the motion
components of a particular point, and each column corresponds to a set of measurements 
from one particular frame. Then, PCA was used to reduce the dimensionality of the 
acquired data M  and extract the most significant aspect of temporal variation. The 
dimensionally reduced external surrogate data will be represented as a vector p. For 
more details about the PCA, see 4.4.1.
T u m o u r T em poral M o tion
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Figure 6 .6 : Two external observation patches created over the surface. The blue and 
red patches reflect tracking over the abdomen and the thoracic surfaces respectively.
In this study the tumour volume in each phase was labelled and semi-automatically 
segmented using ITK-SNAP [225]. The ITK-SNAP segmentation algorithm is based on 
the snake model'h An arbitrary point inside the tumour, the target area, was located 
manually in each phase. Then semi-automatic segmentation tools in the ITK-SNAP 
were used. Figure 6.7 shows an example of the ITK-SNAP interface.
The volume of the tumour was then labelled as shown in Figure 6.7. The red label 
indicates the tumour while the green and blue labels indicate the lung and the trachea 
respectively. After labelling the tumour, the 3D cloud points of the tumour surface 
were extracted.
Figure 6 . 8  illustrates an example of the tumour, lung and trachea segmented volumes 
for one phase of the respiratory cycle. The red volume indicates the tumour.
To assess the accuracy of the correlation model another segmentation process was re­
peated by a different person. Then an analysis of differences between the two segmen­
tations’ results was examined and corrected if needed. Figure 6.9 shows a schematic 
diagram of relative spatial location and the size of the tumours in all the data sets used 
in this study.
The centre of mass (COM)  of the tumour was used as an internal target in this study. 
Therefore, the C O M  for each tumour position across all respiratory phases was cal­
culated and represented by a matrix C O M  =  [ci,C2 ...................Xn]^ where c is a 3D
column vector and represents the AP, L, and SI position of the C O M  of the tumour 
and n is the number of phases extracted from the dynamic CT data. Figure 6.10 illus­
trates the AP (Z direction), L (X direction), and SI (Y direction) temporal motion of 
the C O M  of the tumour.
'^The snake or active contour model can be defined as an energy-minimising spline guided by external 
constraint forces and influenced by image forces [99].
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Figure 6.7: Shows an example of the ITK-SNAP interface.
»
Figure 6 .8 : An example of the tumour, lung and trachea segmented volume for one 
phase of the respiratory cycle. The red volume indicates the tumour.
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Figure 0.9: A schematic diagram of relative spatial location and size of the tumours in 
all the data sets used in this study.
Inferior to Superior
R a sp ira to ry  P h a s e
Figure 6 .1 0 : The anterior-posterior (AP) (Z direction), lateral (L) (X direction) and 
superior-inferior (SI) (Y direction) temporal motion of the C O M  of the tumour.
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Table 6.3: All the observed displacement in the external and internal target motion in 
the 4D CT data sets.
Data Average Amplitude (mm)
#  T S  A S  L AP SI
1 19.6 2 2 . 6 1.5 3.8 9.0
2 35.4 42.0 3.4 6.4 1 0 . 2
3 11.7 15.9 7.6 3.6 9.2
4 9.9 25.7 0.4 2.5 7.6
5 33.0 33.4 0.3 1.7 2 . 0
6 26.9 49.0 1 .1 6 . 2 16.5
7 25.6 55.6 2.5 10.4 1 0 . 0
8 25.8 48.5 2 . 6 5.5 2 0 . 8
9 17.4 34.9 1.4 3.6 14.6
Global m ean= 2 2 . 8 36.4 2.3 4.9 1 1 .1
Standard deviation= 8.4 12.7 2 .1 2.5 5.2
Table 6.3 summarises all the observed displacement in the external and internal target 
motion in the 4D CT data sets. The and A S  demonstrates the temporal variation 
in Eigenspace of the thoracic and abdominal surfaces respectively. The parameters L, 
AP and SI demonstrate the variation in lateral, anterior-posterior and superior-inferior 
respiratory displacement of the internal target respectively. The average internal vari­
ation in the internal target motion is about 2.30 ±  2.11, 4.86 ±  2.47 and 11.07 ±  5.17 
mm in the L, AP and SI direction.
6 .4 .2  L iver D a ta  S e ts
As mentioned earlier, the second data set group is 4D ultrasound images produced as a 
result of tracking vessel bifurcations in the liver. There are seven data sets for six volun­
teers (one volunteer was imaged twice). These data sets were provided by the Institute 
for Robotics and Cognitive Systems, University of Lubeck [6 8 ]. The acquisition time 
ranges from 5.05 to 6.45 min and produced an average external displacement of 18.58 
mm across all volunteers. The external surface spatio- temporal motion of each vol­
unteer was tracked using an IR-LED tracking system. Simultaneously, internal vessel 
bifurcations in the liver were tracked using a 4D ultrasound (US) system. The targets 
were automatically tracked using template matching and normalised cross-correlation 
(NCC) [69]. Table 6.7 summarises all the observed displacement in the external and 
internal target motion as a result of tracking vessel bifurcations. The average internal 
amplitude in internal target motion is about 65.71 ±  25.37 mm direction.
Figure 6.11 shows an example of external surface and internal target motion. Where 
Figure 6 .1 1 (a) shows an example of external surface motion. Figure 6 .1 1 (b) shows an 
example of internal motion.
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(a) Shows an example of external surface motion for data set 1.
(b) Demonstrates an example of internal motion for data set 1.
Figure 6.11: An example of external surface and internal target motion.6.11(a) shows 
an example of external surface motion and 6 .1 1 (b) demonstrates an example of internal 
motion for data set 1 .
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Table 6.4: All the observed displacement in the external and internal target motion as 
a result of tracking vessel bifurcations.
Data Length Average Amplitude
# (minutes) (mm) (mm)
Surface Target
1 6.03 1 1 .6 35.2
2* 5.1 14.8 1 0 2 . 1
3 6 . 2 19.4 71.0
4 5.7 31.6 87.7
5 6.5 27.6 83.3
6 6 . 1 13.5 32.0
7 6 . 1 1 1 . 6 48.8
Global mean= 
Standard deviation^
18.9
7.5
65.7
25.4
*The data set was modified
6.5 Training and Evaluation Strategy
There are many factors tha t can affect the training and evaluation strategy in a given 
study. Some of the main factors that may affect the training strategy are the number of 
observations per data set, the length of the training data set and the sampling rate of 
the external/ internal tracking system. Therefore, the training and evaluation strategies 
in the study were divided into two types according to the data examined as follows:
• In the 4D CT data sets, two types of training and evaluation strategies were used:
— A patient-specific model and leave-one-out cross-validation method: where a 
single observation within a particular data set is used as the validation data, 
and the remaining observations in that data set are used as the training 
data. This is repeated until each observation in the sample is used once for 
validation.
— A Global model and leave-one-out cross-validation method: where a single 
data set drawn from all data sets is used as the validation data^ and the 
remaining data sets are used as the global training data. This is repeated 
until each data set is used for validation.
•  In the 4D ultrasound data sets, the training and evaluation strategy was:
— a patient-specific model and a holdout validation method: where a subset of 
the observation signal, around 2 0  s, is used as the validation data, and the 
remaining observations are retained as the training data.
A holdout validation m ethod is preferable to assessing prediction accuracy. However, 
due to the limited number of observations per sample in the 4D CT data sets, only 1 0  
phases were available per data  set, the leave-one-out cross-validation method was used
6.6. Accuracy Performance Measures 111
to validate the proposed algorithm. This is partially an interpolation problem and the 
results obtained using this validation method may mislead the actual performance of 
the model. Therefore, in 4D CT, a global model was also used to assist the results 
obtained by using a patient-specific model.
6.6 Accuracy Performance M easures
As mentioned in the previous chapter, a relative root mean square error (rRMSE) is 
used as a measure of goodness of the prediction models. The rRMSE can be defined 
as the ratio between the RMSE(predictor)'^ over the RMSE(no predictor)^. This can 
be defined by the following equation:
(•»»
while the RMSE(predictor) and RMSE(no predictor) are given by:
R M  S  E  {predictor) = 
R A I S E  {nopredictor) =  ^
\
N
^ { f { x i )  -  f {xi )) ‘^ (6 .2 1 )
2=0
N
^ { f { x i + A ) - f { x i ) ) ‘^ (6 .2 2 )
2 = 0
where f{x)  is the predicted value for the true value f {x) .  The value of the rRMSE 
reflects the percentage of the RMSE(no prediction) remaining in the result. Thus, if 
the number of rRMSE increases, that means the RMSE of the predictor increases. If 
the r R M S E  > 1, then the predictor algorithm is actually doing worse than using no 
prediction.
6.7 Result and Prediction-Correlation Perform ance
As mentioned earlier in this chapter, two data set groups were examined. Therefore 
the results section will be divided into two subsections accordingly; one for the lung 
tumour data sets and the second for the liver data sets.
^RMSE(predictor): the RMS difference between values predicted by the model and the true values 
observed
^RMSE(no predictor) which is the RMS difference between values at i and the values at 2 -f A.
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Figure 6.12: A histogram of the correlation coefficient between the surface motion in 
Eigenspace and the L, AP and SI motion of the internal target.
6 .7 .1  L ung T um our R esu lts
As mentioned earlier, the first group of data sets was from 9 patients undergoing 4D 
CT imaging with lung cancer. The anonymised 4D CT image consists of 10 phases of a 
3D CT volume sampling the entire respiratory cycle. The tumour volume in each phase 
was labelled and segmented semi-automatically using ITK-SNAP [225]. To understand 
the correlation between the internal target motion and the external surrogate, the 
correlation coefficient between the surface first PC and internal target L, AP and SI 
motion were analysed. A comparative study of CCA and ordinary correlation analysis 
will be presented, although it could be more useful to express this analysis using the 
three-dimension temporal motion of the surface. In this study the 3D motion data 
were not available. Figure 6.12 shows a histogram of the correlation coefficient between 
the surface motion in Eigenspace and the L, AP and SI motion of the internal target. 
The figure shows that the correlation between the external surface temporal motion 
and internal target SI variation is liigher than the L and AP correlation. This is right 
in most of the cases apart from data set 5. Data set 5 reflects a significantly low 
correlation coefficient as represented in Figure 6.12. The main reason for this may need 
more investigation as it may be a result of many biological factors. However, in this 
study there was not any clear evidence of the reason for such behaviour.
Figure 6.13 shows the correlation coefficient between T S  and of the thoracic and 
abdominal surface respectively with a C O M  of the tumour 3D cloud points variation. 
The figure shows that the correlation coefficients between the A S  and tumour C O M  
variation are higher than the correlation coefficient between the thoracic surface and 
tumour COM.  This is right in most of the cases apart from data set 4.
Table 6.5 summarizes the overall correlation analysis results for each data set. It 
shows the correlation coefficient between the abdomen surface and tumour C O M  in
6.7. Result and Prediction-Correlation Performance 113
1
0 .9  
0.8 
S  0 .7  
O 0.6 
§  0.5  
S  0 .4
\p(TS,COM)Mp(AS,COM)i
5
Data
Figure 6.13: A histogram of the correlation coefficient between the AS (TS) motion in 
Eigenspace and the corn motion of the internal target.
the Eigenspace using Canonical variables for both parameters. The result indicates that 
the correlation coefficients between the canonical variables of the abdomen surface and 
COM of the tumour variation (COM, AS)  is higher than the correlation in a physical 
space. The corr{COM, AS)  in average across all data sets is about 0.87 ±  0 .2 1 . In 
addition, the table shows that, in average, the correlation coefficient improved after 
using the C C A  by about 1 1 .1 %.
Figure 6.14 represents the previous table in a histogram for a visual illustration. The 
figure shows that the {COM, AS)  correlations are high in most cases. Despite the fact 
that the correlation coefficients between the SI and surface temporal motion is high 
in most cases, this only reflects the correlation value in one direction of the projected 
dimension.
Figure 6.15 shows the canonical variables of the COM and AS against each other, where 
the x-axis and y-axis represent the surrogate variation and tumour COM variation in 
Eigenspace respectively. In the figure, the red diamond represents the variation in data 
set 5: this shows a higher variation than all the other data sets. This was expected as 
it reflects a significantly low correlation coefficient between the canonical variables of 
the COM and AS as represented in Figure 6.14. The main reason for this is unclear 
and may be a result of many inaccessible biological factors.
Table 6 . 6  summarises the results of the correlation-prediction model. As mentioned 
in section 6.5, two types of model and evaluation methods were used in this study: a 
global and a patient-specific model. The average error across all data sets was about 
0.44 ±  0.89 and 1.4 ±  0.35 mm for a specific and global correlation model respectively. 
The next section demonstrates the performance of the correlation-prediction model for 
liver data sets.
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Figure 6.14: Illustrates the external surrogate phases versus the tumour phases in the 
Eigenspace.
6 .7 .2  L iver B ifu rca tion  R esu lts
The performance of the correlation and prediction model was examined in all data sets. 
As mentioned earlier, the training data of the correlation model was built oidy from 
the first 20 sec of each data set. Then, the accuracy of the correlation was examined 
in the remaining duration of the signal. The results obtained in this study show a 
promising approach in using a canonical correlation analysis to correlate the spatio- 
temporal motion of an external surface with an internal target. Using the simple corre­
lation coefficient, the Pearson correlation coefficient, between the two signals produced 
correlation values of 0.64 ±  0.22 in the initial data. However, these values increased 
to 0.94 ±  0.04 after using CCA. Eigure 6.16, shows an example plot of the external 
surface against the internal target displacements in the Eigenspace. The blue and red 
dots demonstrate the distribution of the PC and CC variables respectively. The fig­
ure reflects that the correlation between the two signals increases when the canonical 
correlation is applied.
Table 6.7 shows a summary of the results obtained in this study and the data sets’ 
characteristics. This shows initial correlation between the two signals and the improve­
ment in the correlation value after using a CCA. The improvement in the correlation 
coefficient in all data sets is clearly significant. Although it is important to clarify that 
all the data sets examined here were used without any modification apart from data 
set 2  as mentioned earlier, some part of the respiratory signal was deleted due to a low 
signal-to-noise ratio. In addition, the RAISE (mm) in the correlation model reflects
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Figure 6.15: Illustrates the clisplaceinent of the external surrogate versus the tumour 
in the Eigenspace.
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Figure 6.16: An example plot of the external surface against the internal target dis­
placements in the Eigenspace. The blue and red dots demonstrate the distribution of 
the PC and CC variables respectively. The figure reflects that the correlation between 
the two signals increases when the canonical correlation is applied.
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Table 6 .6 ; The results of the correlation-prediction model in the 4D CT study. Two 
types of models were used: a global and a patient-specific model.
Data RMSE (mm)
# Specific Global
1 0.50 0.92
2 0.27 1.35
3 0.63 0.81
4 0.28 1.78
5 1.05 1.63
6 0.44 0.89
7 0.27 0.53
8 0 . 2 2 1.54
9 0.30 0 . 8 8
Avrage 0.44 1.08
Std 0.25 0.37
an average of about 1.42T0.36 (mm). A comparison with other correlation algorithms 
will be demonstrated in the next table. The RMSE (mm) of the combined process 
(correlation and prediction) shows an average of 1.69T0.36.
Figure 6.17, shows the RMSE histogram for the best and worst correlation model result. 
Figure 6.17(a), shows the RMSE of the correlation model for data set 6  where Figure 
6.17(b) is for data set 3.
Finally, the RMSE results of the CCA obtained in this study were compared with the 
results obtained by using SVR and a polynomial model [72] using the same data sets. 
Table 6 . 8  suggests that the CCA model in general reflects better performance than the 
polynomial model. Apart from some cases such as data sets 1 , 3 and 6 , the overall 
performance was better. However, using SVR produces better results in four cases. 
The average RMSE across all subjects was 1.44:0.4, 1.74:0.8 and 1.34:0.5 mm for the 
CCA, polynomial and SVR models respectively. Figure 6.18 shows the average RMSE 
for each model, where the error bars demonstrate the standard deviation of the RMSE. 
This shows that on average, using a CCA as a correlation model will generate somewhat 
better results than the polynomial model but possibly slightly less so than the SVR 
model. However, the model’s performance stability of CCA is higher than polynomial 
and SVR, reflected by a lower standard deviation of the error. Moreover, the error bars 
suggest that there is little difference in performance between CCA and SVR for the 
data used in this study.
It is worth highlighting that the coordinate systems of the external observation and the 
internal target were decoupled and therefore, in this case, one can not infer the external 
motion with respect to the conventional anatomical frame of reference (SI, AP, L).
118 Chapter 6.
Motion
An Integrated Prediction-Correlation Model of External and Internal
l |
II
g
0 5 Ü 1 CO to I—‘
O i 0 5 0 5 a t 0 5 a t 0 5
1—‘ & a t0 5 CO ba t bCO
O t
1—»
0 0
1—“ 
I—»
1—‘ 
CO
to CO 
h - ‘
1—1
CO
K-1 1—1
1—1
b b a t b b b o b
to
a t
0 5
a t È
0 0
CO
0 0 - 4 1—1o
CO
a t
C l b o b CO C i b to 
i—1
to
o o o o o o o o o
k k
b
to
a t  
1—‘
b o
CO
b
0 0
b o
t—1io- o
o o o o o o o o o
b
0 5
b
05
b
a t
b
CO
b o
- 4
b
CO §
b
0 5
o 1—1 1—1 o 1—1 1—1 t—1 1—1 1—1
CO Ct bo i—1 b b b
0 5 to o CO 0 0 CO -<t
o 1—1 I—1 t—1 t—1 1—1 to 1—1 1—1
CO b b to CO b i—1 to b
0 5 CO 0 0 to CO CO CO
il
I
j
I
FOu
I
I
I
e-
6.8. Discussion 119
3  300
-0.5 0 0.5
Error (mm)
(a) RMSE of correlation model for data sets 6.
3500
3000
2500
2000
U 1500
1000
500
-10
Error (mm)
(b) RMSE of correlation model for data sets 3.
Figure 6.17: The best and worst RMSE histogram for the correlation model across all 
data sets.
6.8 D iscussion
As mentioned earlier in this chapter, the aim of this study was not only to correlate an 
external surrogate with the internal target’s spatio-temporal motion, but also to predict 
its future spatial position. Thus, the work was separated into two steps: a correlation 
step and a prediction step. The results obtained in the previous chapter suggest AKDE 
as a promising method for predicting the external surface’s future temporal motion. 
Therefore, minimising the error generated from the correlation model will maintain a 
low marginal error in estimating the future position of the internal target.
In this chapter, canonical correlation analysis (CCA) was then used to correlate the 
external surface to the internal target. The results obtained here showed higher corre­
lation coefficients in canonical space than using simple linear correlation. This suggests 
that even if there is a strong linear correlation between the observation signals, this
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Table 6 .8 : The RMSE results of the CCA obtained in this study compared with the 
results obtained by using SVR and polynomial models.
Data RMSE (mm)
# CCA Poly SVR
1 1.7 1 .2 1 .1
2 * 1 .1 1 .2 1 .0
3 2 . 0 1.3 0.9
4 1.4 3.3 1 .8
5 1 .2 2 . 2 1.9
6 0.9 0 . 8 0.5
7 1.7 1 .8 1 .8
average= 1.4 1.7 1.3
Standard deviation= 0.4 0 . 8 0.5
*The data sets was modified
CCA □  poly ■  SVR
Figure 6.18: Shows the average RMSE for each model, where the error bar demonstrates 
the standard deviation of the RMSE.
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correlation may not be distinguishable in an ordinary linear correlation analysis if one 
coordinate system is used, while in canonical space this linear relationship appears to 
demonstrate much higher correlation.
Investigating the performance of the CCA against SVR, and a polynomial correlation 
model is presented at the end of this chapter. The results suggest that the CCA 
model in general rejects better performance than the polynomial model. However, the 
performance of SVR may be shghtly better for the data used in this study, although 
within the limits of the error estimates used here, both methods are largely equivalent. 
One may speculate whether this would be sustained over more comprehensive or larger 
data sets. Despite this fact, there are other factors that support the CCA over the 
SVR.. As mentioned in the previous chapter, SVR requires more sample observations 
and is computationally expensive. In contrast, the CCA model can be trained even 
with a small number of observations such as the 10-phase 3D CT data. Furthermore, 
the model performance stability of CCA is higher than polynomial and SVR, rehected 
by a lower standard deviation of the error. These facts make using CCA more flexible 
compared to SVR.
The study showed that using AKDE combined with CCA for forecasting a hidden in­
ternal target achieved around 1 .1  T 0.4 mm accuracy. As mentioned earlier in Section
3.2 the planning target volume (PTV) is conventionally obtained by adding some mar­
gin, a minimum of 3 mm around the tumor, to the chnical target vohune (CTV) to 
accoimt for intra/inter-hraction motion. However, achieving around 1 mm accuracy in 
this study could facihtate a reduction of tliis margin by at least 50% and thus, dram at­
ically saving significantly larger fraction of healthy tissue from receiving an unwanted 
radiation dose.
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Chapter 7
Feasibility Study for Markerless 
Tracking Systems
The previous chapters demonstrated a need for tracking the external surface with at 
least two markers, for abdominal and thoracic surfaces. The need to track the surface 
with more than one marker produces the drive and desire which motivates the idea 
to carry out a feasibility study for markerless tracking systems. This chapter presents 
a study in developing a method of using a markerless tracking system to analyse the 
natural temporal variations in chest wall configuration during breathing, thus avoiding 
reliance on a limited number of fiducial markers. Two systems were used as markerless 
tracking tools in this study: a 3dMD^^^ dynamic video camera and Microsoft Kinect 
for X-box360™. Initially, a 3dM D^^ dynamic video camera was used as a proposed 
system for this study. In 2010 and after the official release of the Microsoft Kinect for 
X-box360^^'^ and the subsequent release of a generic software development kit (SDK), 
there have been several early adopters of this technology for non-gaming applications. 
These include medical applications for Kinect in therapy centres, surgical rooms or 
doctors’ offices [147, 176, 79, 172]. The compact size of the Kinect and light weight 
and low cost (~  T150) motivated the investigation here as a potential cost-effective 
solution for markerless respiratory motion tracking. The chapter describes the use of 
both systems as a respiratory tracking system. This involves smoothing and building 
inter-frame Point correspondences of the raw captured data using a B-spline model. 
Assessment of the markerless system alongside a conventional marker-based system is 
presented in each experiment.
7.1 IN TR O D U C TIO N
In recent years, there has been a significant research focus on developing new tools to 
monitor and track respiratory and body motion during diagnostic image acquisition and 
during external beam radiotherapy [161, 142, 141, 41, 40, 222, 7j. A number of external 
instruments have been used for tracking respiratory motion such as pneumatic devices 
[114] and IR tracking of the vertical position by two respective markers [141, 14]. The 
Real-time Position Management (RPM) system from Varian Medical Systems is widely
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used in clinical environments [76, 214]. As mentioned earlier, the system monitors the 
motion of an object placed on the patient’s abdomen. However, these methods do 
not adequately describe the variation in the chest wall configuration or differentiate 
between thoracic or abdominal breathing.
This has motivated a researcher focus on using more than one marker over the chest to 
create more detailed information about the respiratory motion [129, 20, 21, 40, 45, 105]. 
Other researchers [21, 40, 45] have used stereo camera tracking systems with markers in 
various configurations arranged on the subject’s anterior surface. Three optical markers 
attached to a wearable vest are used in the Cyberknife Synchrony system [105]. These 
systems are either unreliable or compromise patients throughout because of set-up time 
and may not be repeatable [173]. Therefore, the use of a non-contact method for motion 
tracking is highly attractive.
Thus, there has been an increasing interest in developing a markerless tracking system, 
such as a 4D laser camera[42], a 3D-surface imaging system (Galaxy, LAP Laser) [133], 
and AlignRT (developed for radiotherapy patient alignment by Vision RT Ltd) [31]. 
These systems generate a 3D mesh of the chest wall of the patient as a function of 
time. Despite, the fact that some of these systems can provide an accurate result of the 
patient’s body or respiratory motion, most of these tools are either expensive ( £10k — 
£100k) or large. The advantage of the markerless system is that it is non-invasive 
and non-ionising, thus facilitating high throughput without the need for marker-based 
patient set-up time. This chapter presents preliminary work in developing a method 
of using a markerless tracking system to analyse the natural temporal variations in 
chest wall configuration during breathing, thus avoiding reliance on a limited number 
of fiducial markers.
In this chapter, the next section will illustrate the requirements needed in any tracking 
system to be used as a respiratory motion tracking system. Any markerless tracking 
system should satisfy these requirements before it can be used as a respiratory tracking 
system.
7.2 Tracking System  Requirem ent
The main target of this study as mentioned earlier is to determine whether a mark­
erless system has an ability to track the respiratory cycle. However, tracking ability 
is not enough if the system does not fulfil all the requirements needed in a medical 
environment. These requirements can be summarised in the following points:
• Fast capture rate to allow smooth dynamic capture.
• High geometric accuracy%(Tlmm) to be able to capture individual dynamic char­
acteristics,
• Simultaneous capture of high-quality and high-resolution surface appearance.
• Capture coverage of the entire front torso.
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• Ease of set-up and operation, reliable and mechanical flexibility.
• Fast calibration method and acceptable image processing and registration time.
• Safe to the human subject.
• Viable cost.
As well as the medical environment requirements mentioned above, some additional 
constraints on choosing a tracking system need to be considered. One of the most 
important characteristics of the tracking system is the field of view that it can handle. 
The tracking system should have a vertical and horizontal field of view sufficient to 
capture the entire frontal torso. Moreover, the distances between the patient and the 
tracking system are governed by practical limits in the clinical environment. As an 
example, in P E T / CT the distance should not significantly exceed the distance between 
the patient and the ring detector of the imaging modality; although oblique imaging 
may be possible. In external beam radiotherapy the distance should not be less than 
one metre to allow the treatm ent machine to move freely around the body.
7.3 M arkerless Tracking System s Specification
Two systems were used as a markerless tracking tool in this study: a 3dM D^^ dynamic 
video camera and Microsoft Kinect for X-box360^^. This section demonstrates some 
of the technical properties of these two systems.
7.3.1 A 3 d M D ^ ^  D ynam ic V ideo C am era
The 3dMD video-capture tracking system comprises six synchronised digital video cam­
eras and a standard continuous IR lighting system. The cameras are arranged into two 
banks of three cameras, with each bank comprising two monochrome cameras (top and 
bottom) and one RGB camera (middle). The two banks of cameras are arranged to 
capture the left and right sides of the anterior surface. All cameras are synchronised 
via a common gen-lock^ synchronised pulse. This system projects an infrared speckle 
pattern onto a surface then detects the perturbation of the pattern as motion. The 
system has a geometric accuracy of less than 0.2 mm RMS with 0.5 milliseconds of 
capture speed, generating data at a fixed rate of 60 frame/sec. Figure 7.1 illustrates a 
general structure of the 3D dynamic camera used in this experiment. The m ain target 
of the stereo camera is to find 3D depth measurements using a pair of camera images 
at different viewpoints in the same way that human eyes work [16]. Therefore an accu­
rate calibration of the cameras is needed. After triangulating between corresponding 
points in the two images we can estimate the depth and create a 3D image. An ini­
tial pilot study was undertaken using a set of volunteers, imaged using the 3dM D™  
stereo camera system. Adding the dimension of time to high-precision 3D will enable
gen-lock is the abbreviation of a generator locking device that enables a composite video machine 
to receive two signals simultaneously
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Figure 7.1: A general structure of the 3clMD^^^ dynamic video camera.
a deeper understanding of true temporal motion of the anterior surface during respi­
ration. The dynamic 3D capture is the first system allowing the dynamic capture of 
shape, appearance and audio at a rate equal to the input video rate. Therefore, this 
can potentially be used for recording 3D video sequences of respiratory cycles for this 
particular pro j ect.
7.3.2 M icrosoft K inect for X -box360^^
The Kinect combines a number of different technologies including voice recognition, 
conventional video, skin and face recognition, object tracking and scanning. The prin­
cipal focus of this chapter is to examine the performance of the video and depth ranging 
facility. A general structure of the Alicrosoft Kinect for Xbox360^^^ is shown in Figure 
7.2. The compact size of the Kinect (iT ' x 2.5" x 1.5" (w x h x d)) and light weight 
(3.1 pounds) mean it is portable and easy to mount. The Kinect has a 57 degree 
(horizontal) by 43 degree (vertical) field of view. For estimating depth information, 
the Kinect uses an infrared laser which casts approximately 240,000 points into the 
space immediately in front of the device via a diffraction grating. The Kinect depth 
sensor is specified by the manufacturer as having valid operation from 1 .2  metres to 
3.5 metres. The depth camera’s pixel resolution is 640 x 480 pixels, operating at 30 
frames per second. The depth sensor consists of an infrared laser projector combined 
with a monochrome CMOS sensor, which are used to produce 3D depth data. It is 
claimed that the technology will operate under any ambient light conditions. Depth 
data is calculated using a combination of correlation with the known point pattern and 
triangulation, from which depth is estimated for each pixel. For more details, see [18].
7.4 Sm oothing and Inter-Frame Point Correspondences
One of the major challenges in using a respiratory tracking system without using actual 
physical markers is establishing an inter-frame point correspondence. Unlike prior work 
on facial landmark tracking [15] where landmarks can be relatively easily determined, 
segmentation or identification of a set of reference points on the anterior surface is chal­
lenging since the anterior surface is primarily smooth. Moreover, a markerless system
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IR Emitter Color Sensor
IR Depth Sensor
Tilt Motor
Microphone Array
Figure 7.2; A general structure of the Microsoft Kinect for X-box360^^^
is highly attractive in terms of patient throughput but markerless commercial solutions 
tend to generate gigabytes of data per second of capture, which is cumbersome, at least 
at the initial development stage and impractical for clinical or routine development 
work, with scanning times of potentially up to 30 minutes. Therefore, there is a need 
to represent the surface in a mathematical model. In this study, a B-spline model is 
used. The B-spline is a mathematical model mostly used in computer graphics for gen­
erating and representing surfaces. It offers great flexibility and precision for modelled 
shapes.
7.4 .1  B -sp lin e  M o d el
In general, a B-spline^ surface Q of order k in the u direction and order I in the v 
direction is a bivariate vector-valued piece wise function of the form:
n -t-1 za-t-l
Q{u,v) =  ^  ^  CPijNi^k{'u)Mj^i{v), (7.1)
l ^ l  j = l
where C P ijs  are the vertices (control points) of a polygonal control net. These are a 
set of 771 -f 1 rows and 7i-\-1 columns where 0 < z < rn and 0 < j  < 7i { see figure
7.3).
Furthermore, Ni^k{u) and Mj,i{v) are the B-spline basis function in the biparametric u 
and V directions, respectively. The i — tli B-spline basis function of degiee k, written 
as A'jg.(-u), as well as the j  — th B-spline basis function of degree /, written as M jj{v) 
are defined recursively as follows:
\  (A^,k-i(u)(a-zd) , (A'^+i,k_i(7i)(a;i+jk-u))
1 ; 1 } ;------
[Xi+k - 1 -  Xi  ) [Xi+k  -  ^ i + i  )
spline curve is a single continuous curve of a sequence of interconnected curves. If the degree of 
continuity of this interconnected curves is then it is a B-spline curve, assuming d is the degree of
the curve.
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Figure 7.3: Illustrates CF  ^js  the vertices of a polygonal control net for B-spline siuface 
Q of order A: in the u direction and order f in the u direction
and
(z/j+z-i -  3/j) (z/j+f -  (/,;+! )
(7.4)
1 : %<%; <
0 : ot/^erwise (7.5)
where a;* and are elements of the knot vectors' .^ The only requirements for the knot 
vectors is that they satisfy the relation a:^  < and <  %+i, i.e. the vector is a 
monotonically increasing series of real niunbers. In a uniform knot vector, individual 
knot values are evenly spaced. Open uniform knot vectors have a multiphcity of knot 
values at the end equal to the order A; of the B-spline basis fimction. Formally, an open 
uniform knot vector a;^  is given by:
and
Vi
: 1 < 2 < A :
:A; +  l < 2 < n - t - l  
: n  +  2 < % < n 4 - A : 4 - l
: 1 <  j  <  f
(7.6)
(7.7)
The maximiun possible order (j. A:) of the surface in each parametric direction (u, n) is 
equal to the munber of control polygon vertices in that direction (n, m). The continuity 
of the surface in each parametric direction is two less than the order in each direction. 
The generated surface hes within the convex hull  ^ of the control net formed by the 
union of all the convex hulls of A;, and neighbouring control net vertices.
^The knot vector is a set of parameters that govern the effect of the control points on the NURBS 
curve. Assume the size of the knot vector A; for curve of degree d with n control points then A: =
d  +  {fi  —  1 ) .
^Convex hull means that each pair of points in the set or the line joining these points is contained 
within the set.
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Superior and  inferior
Figure 7.4: An exemplar 3D cloud of Cartesian coordinate data for surface renders at 
one phase of respiration created by a markerless system.
7 .4 .2  C on trol P o in t S e lec tio n
One of the challenges of using a markerless system is establishing an inter-frame to frame 
correlation. Figure 7.4 shows the cloud points created from the markerless tracking 
system. Therefore, to build an inter-frame to frame relationship we need to synchronise 
the cloud points conhguration. In the method proposed here, a two-dimensional base 
grid was defined in the (xi, yi) plane parallel to the anterior surface and in the ground 
level as illustrated in Figure 7.5, where z e 5R is the number of nodes. Then, from 
each node (;r ,^ i/i), perpendicular lines were projected towards a 3D-points cloud of the 
surface generated by the markerless tracking system. The intersection points between 
the perpendicular line and the 3D cloud generate the B-spline control points CP.
Thus, by repeating this process for each frame generated by the tracking system, N set 
of control points will be generated CP^: where n is the number of frames generated by 
the markerless system. These control points CPj\j will be used as the B-spline model 
parameters. The advantages of using the B-spline surface will be highlighted in the 
results section.
7.5 Q uantitative Perform ance Assessm ent
The perforaiance assessment of the 3dMD^^^ dynamic video camera has been high­
lighted in many studies [4]. However, the performance assessment of the Kinect camera 
was not available. In addition, there is a need to map the grey-level depth information 
into distance. Therefore, an initial assessment study was carried out. The aim of this 
study was to investigate the Kinects performance at several different distances and es­
tablish a relationship between the depth image and actual distance. The Kinect unit 
was mounted on an optical rail that included a calibrated millimetre graticule. A test
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Figure 7.5: A two-dimensional base grid was defined in the {x{, yi) plane parallel to the 
anterior surface and in the ground level, where i is the number of nodes. Then, from 
each node (xi,yi), perpendicular lines were projected towards a 3D-points cloud of the 
surface generated by the markerless tracking system.
object consisting of a plain card surface was then mounted at a fixed perpendicular 
distance from the Kinect unit, see Figure 7.6. The Kinect unit was connected, via its 
USB interface, to a laptop running Windows 7, controlled using Microsoft SDK drivers 
and analysed using Matlab. The scene immediately in front of the Kinect unit was 
acquired under normal video conditions with typically 30 image frames acquired for 
analysis at each position.
Initial tests demonstrated a non-linear relationship between true depth and Kinect pixel 
depth intensity, see Figure 7.7, where the red box illustrates a restricted user-selected 
depth field of view. Using a restricted user-selected depth field of view and converting 
the depth data into variable colour intensities allowed a pseudo-linear relationship to 
be established, as shown in Figure 7.8(a). Figure 7.8(b) shows the change in colour 
intensities at 80.0, 80.1, 80.2 and 80.4 cm distances from the camera, demonstrating 
almost linear mm precision.
Although Figure 7.8(b) reflects a distinguishable difference in colour intensity, even at 
less than a 2  mm distance between samples, changing the distance between the object 
and the camera affects the depth resolution. Moreover, the noise in Kinect depth map 
images is an inherent characteristic of the PrinieSense 3D imaging technology that 
powers the Kinect which is an artefact of the depth interpolation algorithm. Therefore, 
the distance of each surface was calculated by averaging the depth information for each 
pixel in the surface.
Furthermore, the test surface distance from the camera was then systematically varied 
from 80 cm to 150 cm in 1 0  cm steps. At each position, the test object was displaced a 
further 1, 2, 5 mm and 10 mm to examine local depth performance. Figure 7.9 illustrates 
the measured error between the calculated distance/depth information produced from
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Figure 7.6: The Kinect unit and a test object consisting of a plain card surface mounted 
on an optical rail that included a calibrated millimetre graticule.
Distance (m)
Figure 7.7: Illustrates a non-linear relationship between true depth and Kinect pixel 
depth intensity. The red box illustrates a restricted user-selected depth field of view.
Kinect depth data and the actual distance. This demonstrates optimal performance at 
1 mm depth, increasing to more than 0.5 cm when less than 85 cm or more than 120 
cm depth.
7.6 Respiratory M otion Tracking
7.6.1 3d M D  S tu d y
As mentioned earlier, 3dMD^^^ dynamic video camera was used at an early stage. 
In this study a set of 7 male and 5 female volunteers were imaged. Volunteers were 
asked to maintain the same overall position during the acquisitions and to breathe 
quietly for 10 s. No other particular instruction regarding the breathing pattern was
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Figure 7.8: Relationship between the distance and the colour intensity.
given. All volunteers were imaged in the supine position. Generally, all male volunteers 
were undressed from the waist up. The reason for this was to avoid any wrinkles that 
could result from the clothes during imaging. The results obtained from this study are 
demonstrated in Appendix F.
7 .6 .2  K in ect
In the Kinect experiment, volunteers were imaged in a supine position. Volunteers 
were asked to maintain the same overall position during the accpiisitions and to breathe 
cpiietly for 10s. No other particular instruction regarding the breathing pattern was 
given. The data obtained from the Kinect camera were then converted into a 3D 
cloud where each point is derived from the colour intensity. The B-spline régularisation 
approach used in the 3d^lD system is actually ideally suited for the 3D cloud points of 
the Kinect depth data. Thus, the 3D cloud points generated from the Kinect camera 
were then used as control points for a B-spline chest surface model described in section 
7.4. This reduces individual frame storage requirements, regularises the number of 
points needed for storage and fits a smoother surface through statistical errors in the 
depth data. By repeating this process for each frame, a smooth interpolated surface 
for each breathing phase was generated.
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Figure 7.9: Illustrates the error in cm between the calculated distance/depth informa­
tion and the actual distance.
Figure 7.10(a) illustrates an exemplar image created by the Kinect camera for one of 
the male volunteers. The colour gradient indicates the depth information where black 
represents a masked background region. Figure 7.10(b) shows the surface created by the 
Kinect camera after eliminating the surrounding area. Figure 7.10(c) shows an example 
of the 3D depth point cloud extracted from the captured data. In Figure 7.10(d), a 
mesh was generated over the surface to choose a set of control points to interpolate the 
surface using a B-spline model. Figure 7.12(c) shows an example of a set of multiple 
mesh layers. Figure 7.10(f) represents an example of a set of interpolated frames from 
the resulting B-spline model overlaid on one another.
The B-spline model serves three main purposes: (i) it reduces the size of the data set 
needed to adecpiately describe a particular observed state of the anterior surface; (ii) it 
regulates the number of data points used so that comparing observation and prediction 
can be easily achieved; (in) the resulting points describing a B-splines surface model for 
each respiratory phase can be used as input points for subsecpient analysis. Moreover, 
it overcomes the change in the geometric representation of the surface changes over 
time, as the light projected on the volunteer is scattered for some time and leads to a 
drop-out patch from the reconstructed surface, as shown in Figure 7.11. In addition, 
the B-spline model facilitates smoothing of the raw 3D surface captured by the kinect 
camera, as shown in Figure 7.12.
K inect Camera Evaluation and Com parison w ith  M arker-based System
In this section a comparison between the Kinect camera and a marker-based system 
was used to evaluate the accuracy of using the Kinect camera as a respiratory tracking 
system. The calibrated marker-based system used to compare the Kinect camera per­
formance in this study was an infrared marker Codarnotion system [1 2 0 ]. Full details 
about using the Codarnotion system in tracking a respiratory motion was represented 
earlier in Chapter 4. However, it is worth noting here that when calibrated, the Co- 
damotion system delivers sub-mm tracking performance. The Kinect camera and the
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(a) Illustrates an exam­
ple of the image created 
by the Kinect camera 
for one of the male vol­
unteers.
(b) Shows the sur­
face created by the 
Kinect camera af­
ter eliminating the 
surrounding area.
(c) Shows an example of 
the 3D cloud points ex­
tracted from the capture 
data.
(d) Illustrates mesh gen­
erated over the 3D cloud 
points to choose a set of 
control points to interpo­
late the chest surface using 
the B-spline model.
(e) Shows a set of mesh frames 
laid over each other.
(f) Shows a set of interpolated 
frames from the resulting B- 
spline model.
Figure 7.10: Illustrates the steps needed to extract the chest wall temporal motion 
during respiration using a Kinect camera.
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Figure 7.11: Shows an example of the light projected on the volunteer being scattered 
and leads to drop-out patches on the reconstructed surface.
(a) An example plot of the raw Kinect image.
(b) Illustrates a B-spline surface over the 3D cloud 
points..
(c) An example plot of the b-spline surface.
Figure 7.12: The b-spline smothing process.
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Codarnotion cam era
Marker based system
'ta ^  -
Kinect cam era
Figure 7.13: Illustrates the experiment set-up, where the Kinect camera placed over 
the volunteer about 1 m away from his chest.
Codamotion system were used simultaneously. A timestamp® was used to make sure 
that both systems would start capturing the respiratory motion at the same time. Four 
volunteers participated, each in a hve-minute acquisition session. Each volunteer was 
placed in a supine position with a set of two markers attached to his thoracic and 
abdominal surface. Figure 7.13 illustrates the experiment set-up, where the Kinect 
camera was placed over the volunteer about 1 m away from his chest.
Figure 7.14 shows an example of the Kinect depth image for a volunteer subject, where 
the black patch illustrates the target area of the chest. The average motion of both 
markers was used to compare with the Kinect output. Although the Codamotion system 
tracks the displacement of the marker in 3D (anterior-posterior, superior-inferior and 
lateral), only the displacement in the anterior-posterior direction will be used in this 
comparison. This is due to the fact that the B-spline approach tracks the motion only 
in one dimension as mentioned earlier.
Figure 7.15 illustrates a respiratory signal captured by both systems for one volunteer. 
A histogram of the difference between the two respiratory signal displacements is illus­
trated in Figure 7.16. The figure reflects an average difference between the two systems 
of the range 1 mm. Pearson’s product-moment coefficient between the two systems 
is 0.97 on average. Pearson’s correlation coefficient reflects a high linear correlation 
relationship between the two systems, see Figure 7.17.
Table 7.1 demonstrates the results obtained by this experiment. This table shows the 
average and standard deviation of the anterior-posterior displacement in both systems. 
The result reflects a high correlation between the Kinect and the marker-based system, 
with a maximum difference of 4 mm.
^The internal clocks of each system were synchronised and the timestamps for both systems were 
recorded.
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Figure 7.14: Shows an example of the Kinect depth image for one of the volunteers, 
where the black patch illustrates the target area in the chest.
E
I
—  Kinect ( Respiratory signai ) 
Codamotion ( respiratory signal^)
Time (s)
Figure 7.15: Illustrates a respiratory signal captured by the Kinect camera and the 
Codamotion system for a volunteer.
o  60
D iffe re n c e  (m m )
Figure 7.16: A histogram of the difference between respiratory signal displacements 
captured by both systems for one volunteer.
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Figure 7.17: Respiratory signal displacements captured by both systems for one volun­
teer plotted against each other.
Table 7.1: The table shows the average and standard deviation of the anterior-posterior 
displacement in both Kinect and Codamotion output.
Volunteer NO.
Codamotion 
Displacment Std 
(mm)
Kinect
Displacment
(mm)
Std
Difference
Displacment
(mm)
Std
1 1&3 3.7 8.5 2 .8 3.8 0.9
2 6.7 1.3 4.7 1 .2 2 .0 0 .1
3 14.7 3.9 124 2.9 2.3 1 .0
4 1&9 3.5 9.9 3.1 4.0 0.4
Average difference 3.1 0 .6
max difference 4.0 1 .0
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w ith o u t m odified lenses w ith  m odified lenses
Figure 7.18: Illustrates the difference between the output of the Kinect camera with 
and without using the zoom lens.
K inect w ith  Zoom  Lenses
The previous results present a remarkable performance and suggest that the Kinect 
is promising low-cost technology that could be used in a variety of further biomedical 
imaging applications. However, the distance betw een  the Kinect camera and the patient 
limits its applications. The distance between the patient and the Kinect camera should 
not exceed 140 cm, otherwise the accuracy will be adversely affected for biomedical 
applications. To improve its use in gaming applications, add-on Kinect optics sets are 
available that modify the light pattern. Figure 7.18 illustrates an example of using such 
an optical lens set in front of the colour CMOS camera in Kinect. It illustrates the 
difference between the output of the Kinect camera with and without using additional 
lenses.
To examine the accuracy of the Kinect camera with the optical lenses, the same ex­
periment mentioned in the previous section was repeated. Table 7.2 demonstrates 
the average and standard deviation of the apparent anterior-posterior displacement in 
both Kinect with a zoom lens and the Codamotion output. The result reflects that 
the Kinect camera accuracy when using the zoom lens is about 5.3 ± 1 .4  mm while in 
the Kinect camera alone, it was about 3.1 ±  0.6 mm. The result in Tables 7.1 and 7.2 
shows that the accuracy of the Kinect camera was adversely affected when the optical 
lens was used.
The results obtained using the zoom lenses did not reflect the assumption about in­
creasing the accuracy of the Kinect camera by using an additional lens set for a larger 
distance. However, more investigation using different types of lenses with a variety 
of focal lengths would maybe show better results. There are two major factors that 
may have negatively affected the accuracy of this approach. Firstly, in the previous 
experiment the additional lenses were attached to the outer case of the Kinect cam­
era creating a gap between the actual lens and the additional lens. This gap causes
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Table 7.2: The table shows the average and standard deviation of the anterior-posterior 
displacement in both modified Kinect and Codamotion output.
Codamotion Modified Kinect Difference
Volunteer NO. Displacement Std Displacement Std Displacement Std
(mm) (mm) (mm)
1 9.9 2.5 3.9 1 .1 6 .0 1.4
2 2 .2 0.4 0 .8 0 .2 1.4 0.3
3 9.5 2 .8 3.2 0 .8 6.3 2 .0
4 13.5 3.8 5.8 1 .8 7.6 2 .0
Average difference 5.3 1.4
max difference 7.6 2
Figure 7.19: An example of the fish-eye effect that occurs as a result of using the zoom 
lenses in the Kinect camera.
some internal reflection and scattering. Therefore, an internal modification is maybe 
required. Secondly, the fish-eye effect that occurs as a result of using the zooni-lenses 
in the Kinect camera gives images a characteristic convex non-rectilinear appearance. 
Figure 7.19 shows an example of the fish-eye effect that occurs. However, these two 
factors are protected by the manufacturer’s rights.
7.7 Discussion
The preliminary results obtained from the dynamic stereo camera show that a B-spline 
model using a uniform control point distribution provides a promising approach to rep­
resent the abdominal chest surface without recourse to physical markers. In addition, 
it will provide a quantitative comparison of the B-spline model with volunteer data 
obtained at different points in the respiratory cycle and using stomach vs. chest para­
metric models of respiratory motion. Assessment of the markerless system alongside a 
conventional marker-based system reflects that the average error associated with this 
model is 0.52 ±0.11 mm. Moreover, using the B-spline model represents a saving of 
more than 90% over storing the raw frame data from 38 GB to about 0.4 MB for one
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tracking session using 3D-MD video-capture technology.
However, the advent of the Kinect in 2010 produced a step change in the price per­
formance of markerless tracking. These results, we believe, are the first attem pt to 
examine the Kinect depth imaging performance of human respiratory motion capture. 
This study shows that placing the patient at a depth distance of 85 to 115 cm will 
maintain mm-level errors suggesting that with further optimisation, it should be highly 
suitable for routine markerless monitoring of motion in diagnostic imaging, and ra­
diotherapy on treatment imaging. Whilst this is inferior to dedicated marker-based 
tracking systems, it represents remarkable price-performance which is adequate for the 
mm-level resolution needed in these applications. This suggests that the Kinect is a 
promising low cost technology tha t could be used in a variety of further biomedical 
imaging applications.
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Chapter 8
Conclusion and Future Work
At the outset of this PhD, there were many questions in the author’s mind: whether 
the breath-to-breath fluctuations in respiratory cycle variables occur as uncorrelated 
random variations or as correlated random variations and how generative models of 
respiratory motion could be developed to adapt to any such fluctuation. Some aspects 
of these have now been answered, at least to some degree. However, as in all research, 
one set of questions leads to another. This chapter gives a brief summary and critique of 
the answers and understanding gained during this study and identifies further questions 
which might be used as areas for further research.
8.1 Conclusion
This thesis work started by disregarding prior assumptions on external respiratory 
behaviour, and sought to model the external anterior surface based on PGA. The PGA 
suggests that the marker-based motion can be well described with a single eigenvector, 
and that half-cycles of respiratory motion can be successfully described using a simple 
piecewise sinusoidal model. W ith the exception of sudden changes in motion/style (e.g. 
coughing/sneezing) then this approach describes > 93% of the variation in the marker- 
based data, with errors typically in the range of 1-2 mm. Various patterns or ’styles’ of 
breathing have been observed that can be described by the first eigenvectors associated 
with the TS and AS regions. Broadly speaking, these styles represent four characteristic 
behaviours where the magnitude of A S  >  T 6 ' or A S  < T S , and/or where AS may be 
in/out of phase with TS. We have also seen in repeat studies that the general style of 
breathing for an individual appears consistent. However, within a particular general 
style of breathing for a particular individual, parameters such as amplitude, frequency 
etc. that describe a particular breathing episode can vary significantly over a period of 
several minutes and appear to be subject-specific.
These preliminary results obtained from breathing patterns and abdominal-thoracic 
motion analysis during respiration show that the pattern  of TS vs AS motion appears 
temporally at a global level stable at least for the volunteers used here. However, we 
observed small, but significant, changes in the amplitude in intra-subject data, although
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the overall patterns were largely consistent. In addition, the results show that although 
the thoracic and abdominal muscles move in harmony, each surface has an independence 
of movement. These effects become more obvious when the data are divided into small 
(10s) episodes, wherein the temporal drift of the motion parameters can be clearly 
seen. Exemplar histograms of piecewise frequency and amplitude across all cohorts 
have shown m eanistandard  deviations of 0.29±0.15 Hz and 8.3±3.4 mm respectively. 
This has implications for the effectiveness of motion-correction strategies or respiratory 
tracking/prediction applications based on fixed single-cycle respiratory measurements 
and any assumed motion consistency and further suggests that subject-specific models 
should be used that can incorporate or adapt to these variations. In summary, the study 
has moved towards better enhancement of understanding respiratory motion. It shows 
that if the aim is to model respiratory motion for a retrospective application such as a 
dose calculation, respiratory phantom modelling or to be implemented in image motion 
correction, a piecewise sinusoidal model in an Eigenspace will facilitate a compact 
description of the respiratory signal fluctuation. However, in prospective applications 
such as respiratory motion prediction or internal/ external motion correlation, a more 
flexible model is required to accommodate fluctuations in respiratory signal parameters.
The next major aspect of this thesis work included finding a new method of predict­
ing external respiratory motion. Being more flexible in approach and not relying on a 
predefined set of parameters suggests that AKDE models may be a better choice for 
overcoming system latency. This flexibility may increase the ability of the prediction 
algorithm to adapt to relatively high fluctuations in respiratory behaviour (observed 
in capture four) in the respiratory signal. The proposed method improved upon state- 
of-the-art prediction models (Kernel density estimation, SVR) and was increasingly 
significant as the look-ahead period increased. It showed a reduction of around 20% in 
rRMSE. In addition, flexible-adaptive strategies were employed for the training stage 
which demonstrated more accurate results across all predictors and sampling rates 
than adaptive or static training schemes. The variation in the sampling rate of the 
external surface tracking system reflected a small marginal difference in the prediction 
performance. However, increasing the look-ahead period increased the rRMSE of the 
predictors as might be expected. The comparative study of the three predictors’ per­
formances with the AKDE, KDE and SVR models shows that the predictors can be 
ranked according to their performance as following AKDE, SVR and then KDE. The 
major disadvantages of using SVR are that it is computationally expensive and requires 
greater effort with parameter optimisation. However, AKDE and KDE are significantly 
faster and the kernel parameters are driven by the observed data.
Following the success of AKDE for prediction of external motion, the problem of in­
ternal tumour motion was considered. The next chapter investigates the advantages of 
using CCA with AKDE to correlate the future position of the external surface surrogate 
with an internal target. The results obtained showed higher correlation coefficients in 
canonical space than when using simple linear correlation. This suggests that even if 
there exists a strong linear correlation between the observation signals, this correlation 
may not be easily observable in an ordinary linear correlation analysis if a single co­
ordinate system is used, while in canonical space (where the coordinate system may 
be decoupled) this linear relationship appears to demonstrate much higher correlation. 
Investigating the performance of the CCA against SVR and a polynomial correlation
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model is presented at the end of this chapter. The results suggest that the CCA model 
in general reflects better performance than the polynomial model. However, the per­
formance of the SVR-based approach may be slightly better for the data used in this 
study, although within the limits of the error estimates used here, both methods ap­
peared to be largely equivalent. One may speculate whether this would be sustained 
over more comprehensive or larger data sets. Despite this fact, there are other fac­
tors that support CCA over SVR: SVR requires more sample observations for training 
and is computationally expensive. In contrast, the CCA model can be trained even 
with a small number of observations such as the 10 phases seen in dynamic CT data. 
Furthermore, the model performance stability of CCA is higher than polynomial and 
SVR approaches, reflected by a lower standard deviation of the error. These facts 
support the notion of using CCA as a more flexible approach compared to SVR and 
polynomial-based models.
The final component of this thesis examines the use of a markerless tracking tool to 
track external surfaces for EBRT. Although the previous chapters referred to marker- 
based tracking, there are a number of factors that motivate moving to a markerless 
approach. Some of these factors facifitate a method to track the surface with more 
than one virtual marker, assisting high throughput without the need for marker-based 
patient set-up time. Therefore, Chapter Seven presents a study in developing a method 
of using a markerless tracking system to analyse the natural temporal variations in 
chest-wall configuration during breathing, thus avoiding reliance on a limited number 
of fiducial markers. Two systems were considered for use as markerless tracking tools 
in this study: a SdMD^'^ dynamic video camera and the Microsoft Kinect for Xbox 
3 6 qTM q’jjjg g^ igo involved smoothing and building inter-frame point correspondences 
of the raw captured data using a B-spline model. Assessment of the markerless system 
alongside a conventional marker-based system reflects that the average error associated 
with this model is 0.52 ±0.11 mm. Moreover, using the B-spline model represents a 
saving of more than 90% over storing the raw frame data from 38 GB to about 0.4 MB 
for one tracking session of the 3dMD system. However, the advent of the Kinect in 2010 
produced a step change in the price performance of markerless tracking. These results, 
we believe, are the first attem pt to examine the Kinect depth imaging performance 
for human respiratory motion capture. This study shows that placing the patient at 
a depth distance of 85 to 115 cm will m aintain mm-level errors, suggesting that with 
further optimisation, it should be highly suitable for routine markerless monitoring of 
motion in diagnostic imaging, and radiotherapy on treatm ent imaging. This suggests 
that the Kinect is a promising low-cost technology that could be used in a variety of 
further biomedical imaging applications.
8.2 Future Work
Following the studies described in this thesis in response to questions raised at the 
outset, there are naturally more questions tha t come to mind as this thesis work ends. 
These might take the form of a number of follow-on projects that could be undertaken. 
The following list summarises some of these which are either proposed or already under 
way:
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The correlation model proposed in this study was based on the assumption that 
the internal target motion can be described with three degrees of freedom (DOF). 
Therefore, investigating the model performance improvement by increasing the 
degrees of freedom is one of the interesting ideas to consider in the future.
An intensity-based affine registration for the internal target may provide more 
detail and enhance performance
The need to facilitate a method to use MRI images directly as an online tracking 
system for an internal target during EBRT.
The respiratory motion prediction model proposed in this study was based on 
using AKDE for EBRT. However, an AKDE model might also be used as a motion 
correction approach for diagnostic imaging. The basic idea is using AKDE to 
predict internal target/organ position rather than predicting the external surface 
future positions.
Using a markerless video system to track the whole body motion and assist patient 
positioning during EBRT.
In the markerless tracking approach, smoothing and building inter-frame point 
correspondences of the raw captured data were based on using a B-spline model. 
However, an iterative closest point (ICP) registration algorithm for 3D point 
clouds may improve the accuracy.
It would be of interest to attem pt to build a more realistic respiratory phantom 
for study applications based on the findings of the observation study carried out 
in the fourth chapter. The main points that must be taken into account are the 
breath-to-breath fluctuations in respiratory cycle and thoracic-abdominal breath­
ing pattern variation in the chest-wall configuration and the combined internal 
organs’ motion pattern.
Furthermore, investigating the effect of thoracic-abdominal breathing pattern 
variation on the internal organ motion is still an open question.
Appendix A
Cell Cycle
The cell cycle is a series of events occurs inside the cell prior to its division and dupli­
cation [55]. Figure A .l shows an illustration diagram of cell cycle.
The phase GO is resting stage where the cell is not active and does not start the 
division process. This stage could last for years depend on the type of the cell. If 
the cell received a signal to reproduce it move to G1 phase where the cell produce 
protein and prepare the chromosomes, a structure of DNA and protein inside the cell, 
for replication. This phase takes about 18 to 30 hours. Then the cell moves to stage S 
phase, synthesis, where the cell chromosomes are replicated and cell have to identical 
chromosomes, takes about 18 to 20 hours. In G2 phase, the cell continues chromosomes 
duplication and prepares for division, takes about 2 to 10 hours. Mitosis (M) phase is 
where the cell division occurs and two identical cells are produced, takes around 30 to 
60 minutes.
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Figure A.l: An illiistartion diagram of cell cycle
A ppendix B
Inter-M arker/Subject Errors 
Associated W ith Using The 
PCA-based Eigen-Analysis.
In order to more fully assess the quality of the eigen model compared to the true data, 
error histograms have been generated on a per volunteer and per marker basis. Figure
B .l shows the error histograms for each volunteer aggregated across all 16 markers. 
The errors are typically within 1-2 mm range, although rare instantaneous errors as 
large as 4 mm are seen. To explain this behaviour, we have attempted to establish 
a correlation between BMl, body mass index, model error and breathing amplitude. 
However, for this cohort at least, there appears to be no significant correlation between 
the observed breathing pattern or model error and BMl.
We also consider the error of the eigen model across the entire cohort as a function 
of the sixteen marker positions (see Figure B .l). These error histograms have been 
aggregated across the 1 0  minute acquisition and across all volunteers, using euclidean 
distance error as in Figure B .l. The resulting histograms again support the notion that 
the model errors are in the range typically of % 1 mm. However, it would also appear 
that overall error tends to increase with distance from the head with higher errors 
generated in the AS region compared to the TS region . This may be attributed to the 
fact that the AS marker motion is possibly subject to greater motion variation due to 
the method of marker attachment comparing to the TS markers which are associated 
with the more rigid ribcage region.
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PCA-based Eigen-Analysis.
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Figure B.l: Error histograms in mm for each volunteer (V=l,...,20) across the 10 
niinntes tracking session, demonstrating the euclidean error between the predicted and 
true position for all markers
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Figure B.2: Overall Error histograms in mm for each marker aggregated across all 
volunteers.
Appendix C
An Initial Comparative Study
C .l Introduction
An Initial Comparative study of the Prediction Performance of AKDE, Most Recent 
Sample (MRS), Linear Regression (LR) and KDE was investigated. In addition to the 
AKDE and KDE model described in Chapter 5, two more prediction model were used 
MRS and LR. In Most Recent Sample, the latest known value is used as a predicted 
value. In LR, given a data set . . .  ^Xip] where i= l:n  and n is the number
of observation. A linear regression model assumes that the relationship between the 
dependent variable yi and Xi is linear. Thus the model takes the form:
=  +  6 (C.l)
where f3 is the regression coefficients and £ is a random error variable. Under the 
assumption that the errors have finite variance and are uncorrelated with x  EfxjSi] =  0 . 
Thus, in the learning stage the regression coefficients can be found by:
3  =  (X ^ X + ) - ix '^ y  (C.2)
C.2 R esult and Prediction Perform ance
The normalized root mean squared error (nRMSE) was used as a measure of goodness 
of the proposed prediction mode. The nRMSE can be defines as a root mean squared 
error (RMSE) divided by the standard deviation of the observation sample. The RMSE 
can be define by the equation:
N
i = 0
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Figure C.l: Illustrates the iiRhlSE of the prediction model for each subject with a 
look a head period of 200 ms. The red and blue indicate the iiRMS in the TS and AS 
components respectively.
where f ( x)  is the predicted value for the true value f (x) .  Therefore, the nRMSE is 
given by:
(C.5)
std{X)
Figure C .l illustrates the nR.MSE of the prediction model for each subject with an 
exemplar look-ahead period of 200 ms. The red and blue indicate the nRMS in the 
TS and AS respectively. The average among all subject were 0.23 and 0.24 for the 
TS and AS respectively. In addition, the performance of the proposed method with 
different lookahead lengths were studied and the outcomes compared with the three 
other methods ( Linear filter, Most Recent Sample,Kernel density estimation). Figure
C .2  illustrates the nRMSE of each model for a lookahead periods of 200 to 1000 ms. 
Finally, the normal probability plot of the residual error was constructed by plotting 
the residuals error against the associated theoretical normal distribution to check that 
the residual error generated from the proposed model are normally distributed and that 
the model fits the data well. Figure C.3 illustrates the normal probability plot of the 
proposed model. It indicates that the residual errors for the proposed model are drawn 
from an approximately normal distributions.
C.3 Conclusion
The AKDE improvement upon prediction models (LR. MRS, KDE) is increasingly sig­
nificant as lookahead period increased. It shows a reduction of 25% to 50% in RMSE. 
The normal probability plot of the proposed model indicates that the residual errors 
for the proposed model are drawn from approximately normal cfistributions.
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Figure C.2: Illustrates the outcomes of the proposed method compared with the three 
other methods ( Liner filter, Alost Recent Sample,Kernel density estimation) for a 
lookahead periods of 200 to 1000 ms
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Figure C.3: Illustrates the normal probability plot of the proposed model. The red line 
indicates perfect normal distribution. The blue dot is the result of the proposed model.
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A ppendix D
Fast Discrete Cosine Transform  
(FDCT)
A Fast Discrete Cosine Transform (FDCT) of data x{K)  with number of sample k =  
0, • • • , AT can be found by three steps [94].
A lg o rith m  2 Algorithm of the Fast Discrete Cosine Transform (FDCT).
First: Genrate a new sequance of y(K) form the orignal seqaunce x(K), subject to:
l/{k) = x{2k)
y { N - l - k ) = x { 2 K  + l) (D.l)
Thus y{k) =  [x{l : 2 : N )',x{N  : —2 : 2)]
2: Calculate the DFT Y(k) using Fast Fourier transform (FFT).
y(A:) =  {{U (#)) (D.2)
3: The DCT can be found by:
X{k)  = R e [ e x p { - ^ ^ y { k ) )  (D.3)
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Appendix E
Connectivity Number Based  
Edge D etection
For each slice in the dynamic CT data set, the following analysis was undertaken. 
First consider a single 2D slice, I  array coordinately {M  x N ), which contains pixels 
of intensity i at location (X, Y). A binary threshold operation transforms the cropped 
grey-level image into a binary image, then a connectivity number based edge detection 
is used. A threshold operation transforms the grey-level image into a binary image 
B { M, N)  where;
1 f or  all I{x,y)  > Thr  
0 f or  all I{x,y)  < Thr (E .l)
Thr  is the threshold value found using Otsu’s method [1]. In this stage a connectivity 
number based edge detection [229] is used. Each pixel in the binary image is mapped 
into an eight connected neighbourhood notation, see Figure E .l.
Pixel 1 Pixel 2 
B(m,n~l)
Pixel 3 
B (m +l,n-l)
Pixel 8 Pixel 0 
B(m,n)
Pixel 4 
B(m+l,n)
Pixel 7 Pixel 6 
B(m,n+1)
Pixel 5  
B(m +l,n+l)
Figure E.l: Each pixel ’0^  in the binary image is mapped into an eight connected 
neighbourhood notation, pixel 1 to 8.
If the examined pixel is 1 and it is connected to at least one zero-valued pixel then a 
pixel is part of an edge. This can be illustrated as:
E ( M  AT) =  I  ^  Ylk=-i:i r i j= - i : i  B{m  + k ,n  + j )  = 0 B{m, n) 
1 0  otherwise (E.2)
157
158 Appendix E. Connectivity Number Based Edge Detection
Appendix F
3dM D ^^ Dynamic Video 
Camera Performance Assessment
F .l  Volunteers Preparation
In this initial study a set of seven male and five female volunteers were imaged. Vol­
unteers were asked to maintain the same overall position during the acquisitions and 
to breathe quietly for 10s. No others particular instruction regarding the breathing 
pattern was given. All volunteers were imaged in the supine position. Generally, all 
male volunteers were undressed from the waist up. The reason for this was to avoid 
any wrinkles that could result from the clothes during imaging.
F.2 M arker-less M otion Capture D ata
Figure F .l (a) shows an example set of surfaces created by the 3D-MD video capture 
system for one of the female volunteers. Each layer represents a surface of the volun­
teer’s thoracic and abdomen at a different phases/states during the breathing cycle. 
The Cartesian coordinate data can be interrogated at different time points up to a 
maximum of 60 frames per second Figure F. 1(b). The size of the raw data generated 
by the 3DMD marker-less system for one frame at time t is more than 45kB. Thus 
for 60 frames per second of capture there will be 38 GB of data generated per second, 
which is impractical for clinical or routine development work, with scanning times of 
potentially up to 30 minutes.
F.3 Tracking System  Results and Evaluation
The B-spline model can be summarized with reference to the Figure F.2. Figure F.2(A) 
shows an example set of surfaces created by the 3D-MD video capture system for one 
of the female volunteers. Each layer represents a surface of the volunteer’s Thoracic 
and Abdomen at a different phases/frame during the breathing cycle.
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Layers
, M axima 
d isp lace
ii,. ......
(a) Exemplar set of surface ren­
ders of female subject at different 
phases of respiration
(b) The Cartesian coordinate 
data for surface renders for male 
subject at one phases of respira­
tion.
Figure F .l: An example set of surfaces created by the 3D-MD video capture system.
In this initial representation, 13*17 sized array was arbitrarily selected, generating a 
set of 221 uniformly distributed control points that were linked to form a mesh over the 
anterior surface. The size of the control points array was determined empirically after 
some initial experimentation with the data. B-splines are then fitted to the high density 
coordinate data. Figure F.2 (B) shows an example plot of the high density Cartesian 
data of a volunteer's anterior surface, obtained from the dynamic stereo camera; it 
also illustrates the mesh created to model this surface. Figure F.2 (E) shows a set of 
interpolated frames from the resulting B spline model overlaid each other; this shows 
excellent visual agreement between the model and data.
The number of initial coordinates points generated by the 3DhID marker-less system 
for one frame at time t is more than 45kB. Thus for 60 frames per second of capture 
there will be 2.7 MB points generated per second. This represent 38 GB of data 
generated per second, which is impractical for clinical or routine development work, 
with scanning times of potentially up to 30 minutes. Moreover, the resulting meshing 
algorithms do not provide inter-frame point correspondence, thus obfuscating tracking 
the displacement of point across a set of frames.
To evaluate tlie performance of the stereo camera, some coloured markers were attached 
to the subject chest during the acquisition period. Figure F.3 illustrates an example of 
a volunteer chest with a set of coloured stickers. The main aim of using these strikers is 
that, it can be used as an actual marker for tracking the respiratory signal. The colour 
of these stickers was chosen to have a high contrast with the skin to ease a subsequent 
colour segmentation. Segmenting these stickers in each respiratory phase allows us to 
use it as an actual marker.
The average error associated with the model is 0.72 ±  O.llnnn. Figure F.4 illustrated
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Figure F.2; Illustrates a method of transforming a large uncorrelated set of layers 
created by the video capture system into a correlated layers. (A) illustrates the data 
set generated to each subjects. (B) Indicates the Cartesian coordinate for one layer 
within the respiration data. (C) A two dimensional base grid defined in the (x, y) 
plane parallel to the anterior surface and in the ground level as illustrated, moreover, 
it illustrates the perpendicular lines projected towards the 3d cloud (D) The control 
points of the B-spline model (E) illustrates all the data frames or phases
. ;
VC
#
Figure F.3: Illustrates an example of one of the volimteer chest with a set of coloured 
stickers. The main aim of using these strikers is that, it can be used as an actual marker 
for tracking the respiratory signal.
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Figure F.4: The error associated with each 13*17 interpolated point in the B-spline 
model
the error associated with each interpolated point. W ith 221 control points, and the 
storage of the B-spline parameters means that each frame now requires 6 kB per frame 
so that for 60 frames per second there would be % 0.4 MB per second, representing a 
saving of more than 90% over storing the raw frame data.
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