Abstract
Introduction
Level 2 and level 3 fusion tasks as defined by the JDL fusion process model [1] focus on inferring the structure, behavior, or intent of a system of interest from observations. Two important-perhaps essential-aspects of any workable solution to such problems are 1) constructing explicit, general models of system structure, behavior, or intent, and 2) exploiting these general models to discover model instances representing specific patterns of interest in observable data. Corresponding to each of these aspects are two hard problems that distinguish higher level fusion from other fusion tasks:
1. Knowledge capture: How can models of the system of interest be easily created and modified? For a system to be maximally useful, it should be possible for users who are not computer programmers or mathematicians to rapidly create and adapt models of interest.
While the problem of knowledge capture is important in its own right, in this paper we focus on hypothesis management and the joint development of good situation hypotheses and data associations.
The data association problem also arises in level 1 fusion. However, inferring situation hypotheses for level 1 fusion tasks is often trivial if the data association problem is already solved. In multi-vehicle tracking, for example, situation hypotheses are sets of kinematic state estimates (one per vehicle per scan). Optimal estimates can be efficiently and unambiguously computed from the data associated to each track. In other words, given a solution to the data association problem, a single best situation hypothesis can be easily constructed. In contrast, for a level 2/3 fusion task, many possible hypotheses regarding a system's structure, behavior, or intent may be consistent with given data, even if it is already known which observations should be associated with which entities in the domain. For example, an observed movement of a vehicle along a road segment may be consistent with many hypotheses regarding the activities and intent of the vehicle's driver. It follows that determining a best situation hypothesis may require choosing between a large number of potential candidates. In practice, high-level fusion algorithms closely interweave a search for situation hypotheses with a search for data associations, as the former can usually only be constructed given the latter. The fact remains, however, that the elaborate nature of situation hypotheses for high-level fusion can greatly increase the complexity of the overall fusion task. New representations and algorithms must be developed to enable high-level fusion systems to efficiently manage large numbers of situation hypotheses to enable solving realistic problems.
The remainder of this paper describes several complementary approaches to addressing the problem of hypothesis management. The discussion proceeds in the context of three high-level fusion systems under development at ALPHATECH. Section 2 introduces the problem domains for each of the three systems and sketches our technical approach for each. Section 3 discusses hypothesis management in detail.
Two Problem Domains

Detecting Time-Critical Targets
Detecting ground time-critical targets (TCTs) such as theater ballistic missiles (TBMs) has been a problem of considerable interest to the U.S. Air Force ever since the Gulf War, when Iraq successfully launched a number of SCUD missiles at Israel and coalition forces in Saudi Arabia. We are developing a tool called the TCT Reasoner to aid in detecting ground TCTs targets from currentgeneration sensor data, with particular attention to the ground vehicles that support TBM operations.
GMTI radars provide a source of potentially relevant evidence regarding such targets, because they can cover a very wide area. However, they have a number of important limitations: they can only detect vehicles within line of sight and with sufficient radial velocity (so, in particular, stationary vehicles are unobserved). They provide only a (noisy) estimate of position and velocity, and no usable information regarding type of vehicle is provided. A GMTI radar will report the presence of large numbers of moving vehicles, including time-critical targets, but also civilian traffic and other military traffic; the latter typically constitute the vast majority. To make matters worse, the vehicles associated with the employment of TBMs are highly mobile and easily concealed, so their prosecution requires the ability to identify potential targets very rapidly (within minutes) and to track them reliably.
Current manual procedures for analyzing GMTI data are insufficiently fast to perform this task reliably. Studies have shown that 80% of the available sensor data never gets examined by the analysts; moreover, much of the data that is analyzed may be examined too late to inform target prosecution.
To help resolve this dilemma, the TCT reasoner automatically brings to bear additional knowledge regarding TBM vehicle behavior and capabilities. This knowledge is presented to the system in accordance with emerging Joint doctrine for Intelligence Preparation of the Battlespace (IPB) for Theater Missile Defense [2] , which reflects the current manual process employed by Air Force intelligence analysts. This process systematically analyzes the battlespace environment, how this environment constrains enemy operations, and how the enemy operates (also referred to as enemy doctrine), and uses this information to drive detection of candidate TBMs.
The TCT Reasoner automatically compiles knowledge representations of these IPB products into detailed probabilistic state transition models, which are automatically matched against tracks derived from GMTI radar data, to identify suspicious patterns of vehicle activity. The resulting "Smart Filter" identifies candidate TBM objects and activity states in near real time, which can then be used to rapidly cue higher resolution sensors, enabling timely target prosecution.
Link Discovery from Relational Evidence
To build models of adversary systems and to detect indications and warning of impending activities of interest, intelligence analysts need to intelligently search through enormous quantities of relational data-both transactional data stored in conventional databases, and written text. We are developing a system called CADRE (Continuous Analysis and Discovery from Relational Evidence) to help automate this task of link discovery. We are currently working with models and data sets for Russian contract killings. In this case, the link discovery task is to automatically hypothesize the structure of the criminal organizations involved and their activities, and ultimately to help predict contract killings before they occur.
To address this task, we are developing new approaches to hypothesis management to scale abductive reasoning technology from artificial intelligence to large data sets. We are also developing algorithms to employ Probabilistic Relational Models for hypothesis evaluation. We make the important simplifying assumption that any textual inputs have already been processed into a moderately expressive formal representation via a suitable process of natural language information extraction. We do not assume information extraction to be error-free, however.
Hypothesis Management
Hypothesis management in the TCT Reasoner
We begin our discussion of hypothesis management with reference to the TCT Reasoner. Although in principle the TCT Reasoner could work directly with raw sensor data, in practice the current implementation takes as input track fragments developed by an existing multi-sensor tracking and fusion system. The TCT Reasoner matches sequences of track fragments to a model of expected TBM behavior, performing "track stitching" as the model directs.
For example, one standard behavior of a transportererector-launcher (TEL) vehicle is to rendezvous with a transloader vehicle and several other support vehicles at a transload site, wait while a missile is moved onto it from the transloader, then move off to a launch site (perhaps detouring to hide at one or more hide sites along the way). In this example, the TCT Reasoner will stitch tracks across a stop (which are unobserved in GMTI data) if the stop plausibly corresponds to a transload or hide activity. When the likelihood that a sequence of track fragments matches a behavior pattern of interest exceeds by a pre-set ratio the likelihood that it matches a default vehicle behavior vehicle, an alert is generated.
More generally, the behavior of TBM vehicles is captured using a hybrid probabilistic state transition modelsome variables are real-valued (e.g. distance traveled since last activity at a key site), while others are discrete (e.g. activity type, vehicle type, nearest node in the transporta-tion network). In practice, for implementation convenience we discretize the real-valued variables.
The TCT Reasoner's task is to detect sequences of track fragments that could correspond to a single vehicle (solve the data association problem) and that conform with high probability to known patterns of TBM behavior (solve the situation hypothesis problem).
To motivate our solution, we first discuss an approach that does not work. Some existing tracking algorithms employ explicit state transition models of vehicle activities to help develop more precise kinematic estimates. For example, multiple Kalman filters can be posited at each scan, one for each of several possible kinematically distinct states of an air vehicle (e.g. maneuver, straight ahead). If we assume a track-oriented multi-hypothesis tracking (MHT) framework [3] the standard hypothesis representation encodes each possible maneuver state on a given scan as a separate extension of a hypothesis tree (see Figure 1 ). The combinatorics of this hypothesis representation is unpromising-the branching factor at each scan is the product of the number of reports associated to the track on that scan and the number of states in the maneuver model. Aggressive pruning is required to keep the number of hypotheses tractable, even if the number of discrete maneuver states is small.
In the case of the TCT Reasoner, this kind of approach is a non-starter: the number of discrete states in a typical TBM vehicle model is large (> 10 7 ), so explicit enumeration of all states is intractable. Two modifications are required. First, to avoid explicitly enumerating all discrete functional states, we must abandon the interleaving of data association hypotheses with hypotheses regarding a vehicle's state. This requires that we impose a kind of Markov condition on state descriptions: given a data association hypothesis (in the TCT reasoner, a particular stitching of track fragments) and a vehicle's state at time t-1, the vehicle's state at time t must be conditionally independent of the state at all times preceding t-1. This condition does not obtain for multiple model filtering of the kind described above; in contrast, it holds by design for the TCT Reasoner, albeit at the cost of a state model containing a very large number of discrete states.
Our second modification is to develop a representation of behavior models that is sufficiently compact to cope with large discrete models. To this end, we represent behavior models as Dynamic Bayesian Networks (DBNs), which support compact representation of probability distributions very large discrete state spaces, using the standard Bayesian network factorization of the joint distribution. We also exploit efficient approximate inference algorithms that operate over these representations [4] .
These two modifications to multiple model filtering, taken together, enable us to employ a straightforward and efficient approach to managing association and situation hypotheses: all temporally and spatially consistent sequences of track fragments belonging to distinct vehicles are generated and stored in a standard collection of trackoriented MHT track trees. The approach is illustrated in Figure 2 , below, which shows a sequence of four track fragments. The track fragments are constructed in sequential order (that is, 1 is formed first, then 2, etc.). As each track comes in, association hypotheses between these tracks are generated. Each node in a tree represents a compound association hypothesis associating all track fragments corresponding to its ancestors in the tree. Each node also represents a (local) situation hypothesis-namely, the probability distribution that results from conditioning a DBN behavior model on evidence variables derived from the associated track fragments (and from the durations of the stops between tracks).
In summary, then, the TCT Reasoner provides a spaceefficient encoding of data association and situation hypotheses based upon three ideas:
1. The use of an MHT-like track forest to compactly encode data association hypotheses. Common prefixes of association hypotheses are factored, achieving significant space economies.
2. Factoring situation hypotheses from data association hypotheses, and only explicitly enumerating the latter.
3. Employing a factored (DBN) representation of situation hypotheses to enable compact representation of a large discrete state space.
This approach appears to work well for tasks like analysis of vehicle behavior, in which 1) most evidence arrives in a particular order, and 2) there is not a lot of missing evidence, so that data associations can be reliably developed in a purely data-driven fashion (here, by "track stitching"). We next discuss early work developing our CADRE system for link discovery, where neither of these assumptions holds.
Hypothesis Management in CADRE
The purpose of CADRE is to generate and evaluate hypotheses concerning adversary activities from highly structured, relational data. The types of hypotheses considered have a much more complicated structure than is the case in the TCT Reasoner. Figure 3 shows a fragment of the relational structure of a pattern describing a certain general type of contract murder scenario. It can be seen that relational structures and constraints on relations are important in the representation of such patterns. For example, the agent of the hit in a contract murder scenario is constrained to be the same person as the hit person in the same scenario. Hypotheses in CADRE are generated by matching data to nodes in a pattern graph in such a way that the constraints implied by links are respected. (For example, if we have matched node D to a murder whose agent is known to be person X, we cannot match node C to a person provably distinct from X.) Because there are typically a very large number of ways of matching data to nodes, an efficient means of representing the different matching hypotheses is required. Techniques analogous to those used in MHT can be used to manage hypotheses in this domain. However, because of the richer structure of hypotheses and the fact that the sequence in which data is matched need not correspond to the temporal ordering of the data, MHT hypothesis management techniques cannot be straightforwardly applied. Our preliminary approach makes use of contexts to encode a large collection of hypotheses. A context is simply a label for a group of related assertions. Contexts form an inheritance hierarchy in which a context C2 inherits from a context C1 (equivalently, C2 is a subcontext of C1) if every assertion true in C1 is true in C2.
The top level context is that in which all the assertions constituting the data hold. When a hypothesis is first created, a new context is created whose parent context is the top level context. Whenever a hypothesis is refined by matching a data item to it, a new context is created whose parent is the previous context. Since the new context inherits from the previous context, only the new information associated with it needs to be represented. To determine whether an assertion holds in a context, the inference mechanism first checks whether it is explicitly asserted to hold in that context; if not, it sees whether the assertion holds in the parent context and so on up the context hierarchy. (The Cyc system also uses a network of contexts, called microtheories, to manage its knowledge base.)
In our knowledge representation framework, we do not allow a context to have more than one parent context. The matching process therefore results in a collection of trees of contexts, where each context in the tree is a sub-context of the ones above it (in a downward-branching tree). A terminal node represents the most specific hypothesis along the branch from the root to that node. This representation of hypotheses is similar to the track-tree representation in MHT, but with three differences: 1. The nodes in the tree correspond, not to an association of a report to a target, but to a match between a data item and a subgraph (possibly a single node) in the graph representing the hypothesized scenario. 2. The order of the nodes in a branch of the tree does not correspond to the temporal ordering of the data but depends upon the order in which we choose to match parts of the scenario graph to the available data. It follows that evidence can be incorporated into hypotheses in any order. 3. Hypothesis development is not solely data-driveninstead, hypotheses are developed in part by searching for data that matches a pattern graph. It follows that hypothesis development can often proceed even if a lot of evidence is missing. contract_killing001 is a contract_killing, the directing agent of contract_killing001 is Vladimir, the hitperson of contract_killing001 is Olga.
A hypothesis corresponding to a node in a hypothesis tree is local in the sense that it concerns a single scenario of interest. Borrowing ideas from track-oriented MHT, we may obtain a more global picture by combining together multiple local hypotheses. (For example, we may be interested in a series of contract killings). We do so by assigning scores to each local hypothesis, taking the highest scoring hypothesis and eliminating all local hypotheses inconsistent with it, and then iterating the process with the remaining local hypotheses. (We will investigate replacing this simple greedy search algorithm with one that is more optimal, exploiting recent work on efficient auction-based solutions to assignment problems.) The result is a consistent global hypothesis that is our best explanation for the totality of the data.
Currently, the score for a hypothesis is determined simply by the number of data items that it assimilates. We are in the process of developing a more principled probabilistic scoring mechanism that integrates the logic-based matching procedure with a probabilistic reasoning module, as described below.
To assign probabilities to the hypotheses generated by the matching process, we make use of Probabilistic Relational Models (PRMs) [5] , an extension of Bayesian networks that allows probabilistic relations to be defined at the class level. The expressive power of Bayesian networks is limited; in particular, they cannot easily express probabilistic dependencies that arise from relations among different objects. PRMs have the ability to reason probabilistically about relational structures within an objectoriented framework. They are therefore well-suited to the sort of data with which we are dealing.
In principle, hypothesis generation and evaluation could be carried out together using a sufficiently elaborated PRM. However, a major advantage of our prior matching stage is that it serves to mitigate the computational complexity of data association, which manifests itself in PRMs as structural uncertainty. Structural uncertainty arises within a PRM when the relational structure of a domain is not completely known.
One particular kind of structural uncertainty is reference uncertainty, which arises when the value of a complex attribute of an object is not known. (A complex attribute is an attribute whose value is an object, not a primitive data type.) Suppose, for example, that the attribute success for an attempted contract killing depends upon the experience attribute of the killer. For a particular attempted contract killing, say hit001, and a particular hit person, say boris, known to be the agent of hit001, we would have a probabilistic dependency between the variable hit001.success (with values {true,false}) and the variable boris.experience (with values measured in years). If, however, we do not know who the killer is in an attempted contract killing, we do not know which experience variable is the parent of the success variable for that contract killing. Figure 5 . We also need as parents of hit001.success all variables agent i .experience, where agent i is a possible value of hit001.agent. Techniques have been developed that allow the computation of the conditional probability distribution of hit001.success in time linear in the number of values of the reference variable ( [5] ,pp. 196). It follows that PRMs provide an efficient factored representation of reference uncertainty, so long as the number of possible values of the hit001.agent variable is not too large.
However, in general there may be a very large number of possible values of the hit001.agent variable. Probabilistic update in the face of reference uncertainty may not be feasible when there are many reference variables each with many possible values. The graph matching phase of our hypothesis generation procedure eliminates all but a small number of possible values for each reference variable, rendering probabilistic updating feasible.
In summary, hypothesis management in CADRE significantly extends the track-oriented MHT approach to hypothesis management to accommodate out-of-order data arrival, missing data, and reference uncertainty in hypotheses. Our current approach exploits five key ideas: 1. Context hierarchies generalize hypothesis trees to accommodate out-of-order arrival of data. Like hypothesis trees, context share common prefixes. However, prefixes correspond to the order in which data happened to be matched to a pattern graph, not to a strict temporal ordering of the data. 2. PRMs, like Bayesian networks, provide a factored representation of model probabilities that supports compact model representation and efficient inference. 3. Graph-matching is employed to control the data association problem, thereby significantly reducing reference uncertainty. 4. Any remaining reference uncertainty may be explicitly encoded using reference variables in a PRM, enabling probabilistic updating to infer good hypotheses in the factored probability representation without necessarily having to enumerate all structural variants. 5. Global hypotheses are not explicitly represented, but instead are rapidly computed from local hypotheses using ideas from track-oriented MHT. This factoring of hypothesis representations exponentially reduces search for good global hypotheses.
Conclusion
Algorithms for high-level data fusion must address difficult challenges of hypothesis management that lower-level fusion algorithms do not, because they must simultaneously 1) develop hypotheses regarding system structure, behavior, or intent, and 2) associate relevant observed evidence to these hypotheses. This paper has explored several ways of addressing these challenges and has discussed the circumstances under which each is appropriate. A common theme has been the development of factored representations that 1) compactly encode multiple hypotheses, and 2) support problem decomposition, enabling more efficient search for good hypotheses.
