Abstract. Discretizations of inverse problems lead to systems of linear equations with a highly ill-conditioned coe cient matrix, and in order to compute stable solutions to these systems it is necessary to apply regularization methods. We show how Tikhonov's regularization method, which in its original formulation involves a least squares problem, can be recast in a total least squares formulation, suited for problems in which both the coe cient matrix and the right-hand side are known only approximately. We analyze the regularizing properties of this method and demonstrate by a numerical example that in certain cases with large perturbations, the new method is superior to standard regularization methods.
1. Introduction. In this paper we study a class of methods for producing an approximate solution to a linear system of equations A x b where A is m n with m n. We assume that the elements of A and those of b are contaminated by some noise. An appropriate statement of the problem in the case of noisy data is the total least squares (TLS) In these problems, the solutions to the two formulations in (1) and (2) can be hopelessly contaminated by the noise in directions corresponding to small singular values of A or (A ; b). Because of this, it is necessary to compute a regularized solution in which the e ect of such noise is ltered out. For least squares problems, the ltering is often done by Tikhonov's regularization method where a damping is added to each SVD component of the solution, thus e ectively ltering out the components corresponding to the small singular values. Alternatively, one can truncate the SVD expansion of the solution, leaving out all the SVD components corresponding to the small singular values.
For the total least squares problem, the truncation approach has already been studied by Fierro, Golub, Hansen, and O' Leary 4] . In the present work we focus on the Tikhonov regularization approach for total least squares. We thus arrive at a new regularization method in which stabilization enters the formulation in a natural way, and that is able to produce regularized solutions with superior properties for certain problems in which the perturbations are large.
Our paper is organized as follows. In x2 we introduce the regularized TLS method, and we study its regularizing properties. Computational aspects are described in x3, and we conclude the paper with a numerical example in x4. A preliminary report on this work appeared as 12].
2. The Regularized TLS Method. Our regularization of the TLS problem is based on Tikhonov regularization. For the linear least squares problem (2), a general version of Tikhonov's method takes the form min kA x ? bk 2 2 + kL xk 2 2 ; (3) where is a positive constant chosen to control the size of the solution vector, and L is a matrix that de nes a (semi)norm on the solution through which the \size" is measured 11]. Often, L represents the rst or second derivative operator. If L is the identity matrix, then the Tikhonov problem is said to be in standard form. The solution x to (3) solves the problem
As increases, the (semi)norm kL xk 2 2 , where x LS is the least squares solution to (2) , then the solution x to (5) is identical to the solution x to (3) for an appropriately chosen , and there is a monotonic relation between the parameters and .
To carry this idea over to the TLS setting, we add an upper bound on the 
where is the Lagrange multiplier, zero if the inequality constraint is inactive. The solution x to this problem is di erent from the solution x TLS to (1) whenever is less than kL x TLS k 2 . The two solutions x and x to the two regularized problems in (5) and (7) have a surprising relationship, explained by the following theorem. Theorem 2.1. The regularized TLS solution x to (7), with the inequality constraint replaced by equality, is a solution to the problem
where the parameters I and L are given by I = ? kb ? A xk 2 2 1 + kxk 2 2 (10)
and where is the Lagrange multiplier in ( and di erentiation with respect to the entries in x yields
Gathering terms, we arrive at ( Inserting (15) and (16) into the above expresion for I , we obtain (10). Equation (12) is proved by multiplying L by 2 and inserting (15) Taking the Frobenius norm and using (15) we obtain (13) . Below, we discuss the implications of this theorem for both the standard-form case L = I n (the identity matrix) and the general-form case L 6 = I n , both of which are important in applications.
2.1. The Standard-Form Case. In the standard-form case, Eq. (9) Proof. We need only determine the sign of IL as a function of , and for this we use the fact that IL and its corresponding x-value are a solution to the Lagrangean formulation(6) of the Tikhonov regularization problem (5). The Lagrange multiplier for this problem is positive if < kx LS k 2 , since the minimum value of the least squares residual can be decreased by relaxing the constraint, and is zero for = kx LS k 2 . The multiplier is negative for > kx LS k 2 , meaning that we can decrease the residual norm by allowing kxk 2 to be less than . If = kx TLS k 2 then = ? 2 n+1 , where n+1 is the smallest singular value of (A ; b) (see 16, Theorem 2.7]), and therefore we have ? 2 n+1 < < 0 in the third case and = ? 2 n+1 in the fourth. We conclude that as long as kx LS k 2 , which is normally the case in regularization problems since kx LS k 2 is very large, then R-TLS produces solutions that are identical to the Tikhonov solutions. In other words, replacing the least squares residual with the TLS residual in the Tikhonov formulation has no e ect when L = I n and kx LS k 2 .
We remark that since kx TLS k 2 kx LS k 2 (see 16, Corollary 6.2]) there is usually a nontrivial set of \large" values of for which the multiplier IL is negative. The corresponding R-TLS solutions x are distinctly di erent from the Tikhonov solutions, and can be expected to be even more dominated by errors than the least squares solution x LS . We illustrate Theorem 2.2 with an example: discretization of a Fredholm integral equation with the second derivative operator as kernel. The implementation is deriv2 from 9], the size of the matrix A is 64 32, and both A and b are perturbed by Gaussian noise with zero mean and standard deviation 10 ?5 . We have 2 n+1 2:38 Table 1 for details. Table 1 The solutions shown in Fig. 1 Figure 1 shows the solutions listed in Table 1 For a given , there are usually several pairs of parameters I and L , and thus several solutions x, that satisfy relations (9){(11), but only one of these solves the optimization problem (7). According to (13) , this is the solution that corresponds to the smallest value of j I j. The following relations hold. 3. Computational Aspects. To compute the R-TLS solutions for L 6 = I n , we have found it most convenient to avoid explicit use of ; instead we use L as the free parameter, xing its value and then computing the value of I that satis es (10) and is smallest in absolute value. The corresponding value of can then easily be computed from the relation (12) . We now discuss how to solve (9) e ciently for many values of I and L . First, we note that the equation is equivalent to the augmented system 0 @ We assume that the matrix L is a banded matrix, which is often the case when L represents a derivative operator. The key to e ciency is then to reduce A to n n bidiagonal form B by means of orthogonal transformations: H T A K = B. The orthogonal right-transformations should also be applied to L, and simultaneously we should apply orthogonal transformations to L from the left in order to maintain its banded form. It is convenient to use sequences of Givens transformations to form J, H and K, since this gives us the most freedom to retain the banded form of C = J T L K.
Once B and C have been computed, we can recast the augmented system in (18) in the following form 0 @
Since I changes more frequently than L in our approach, we will now use Givens rotations to annihilate 1=2 L C using B by means of Elden's algorithm 1, Section 5. Finally, we apply a symmetric perfect shu e reordering n + 1; 1; n + 2; 2; n + 3; 3; : : :; n; 2n
to the rows and columns of the above matrix, to obtain a symmetric, tridiagonal, inde nite matrix of size 2n 2n: It is a generally accepted fact that for small noise levels, we should not expect the ordinary TLS solution to di er much from the ordinary least squares solution; see 14] . The same observation is made in 4] for the T-TLS solution, and the numerical results presented below also support this observation for the R-TLS method. We emphasize that the precise meaning of \small" depends on the particular problem.
The test problem we have chosen to illustrate the R-TLS algorithm is a discretization by means of Gauss-Laguerre quadrature of the inverse Laplace transform where the elements of the perturbations E and e are from a normal distribution with zero mean and unit standard deviation. 8 Figure 2 shows the relative errors kx ? x k 2 =kx k 2 and kx ? x k 2 =kx k 2 in the Tikhonov and R-TLS solutions, respectively, for four values of the noise level: = 0:03; 0:1; 0:3; 1:0: We see that for small values of the two methods lead to almost the same minimum relative error, for almost the same value of L . However, for larger value of , the minimum relative error for the R-TLS method is clearly smaller than that for Tikhonov's method, and it occurs for a larger value of L . This shows the potential advantage of the R-TLS method, provided, of course, that a good estimate of the optimal regularization parameter can be found. This topic is outside the scope of the current paper.
In Fig. 3 we have plotted the \optimal" Tikhonov and R-TLS solutions, de ned as the solutions that correspond to the minima of the curves in Fig. 2 . In addition, we have plotted the exact solution x . Clearly, the addition of the term I I n in (9) introduces a non-constant component in the right part of the plot of the regularized solution, and it is precisely this component that improves the R-TLS error, compared to the Tikhonov error.
Conclusion. We have proved that the R-TLS solution to the regularized form (7) of the TLS problem is closely related to the Tikhonov solution to (3). In the standard form case, L = I n , the two solutions are identical, showing that Tikhonov regularization in this case is also suited for problems with a perturbed coe cient matrix. For general problems with L 6 = I n , the R-TLS solution is di erent from the corresponding Tikhonov solution in that a deregularizing term I I n with a negative parameter I is added to the formulation in (4).
