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1.1 Research Background 
In recently-developed telecommunication networks like the Next Generation Network 
(NGN), the quality of service and the evaluation have been complicated along with the 
diversification of the system. The basic component of telecommunication network 
consists of terminal, node, and channel. Here, the terminal is a computer to generate 
information to be communicated, and to receive information. Terminal does a part of 
communication processing, and is called an end host. Node is a device that exchanges and 
relays information, and the switchboard and the gateway router bridge repeater are 
indicated specifically. Channel is a link that connects nodes and terminals and transmits 
information on a transmission line. The bandwidth is measured with bps, and it is called 
the band in broadband service. 
The response time at the terminal accesses the telecommunication network variables 
stochastically by examining the congestion situation of the network resource. When the 
network resource is mathematically modeled to evaluate the response time that is a 
random variable, it becomes queueing network. It focuses on the node that becomes a 
bottleneck when evaluating the response time, and we usually characterize information 
traffic from another node to a noteworthy node as the probability statistically. The 
analysis of the single node queueing system is all basic and important for the evaluation 
of response time in the information network [1]．That is, the analysis of the single node 
queueing system is first of all basic and important for the evaluation of response time in 
the telecommunication network. 
If the state is appropriately taken, the queuing system becomes a Markov model, and 
then the system performance evaluation is obtained by using a Markov process theory. 
For instance, when the arrival process is the Poisson distribution with independent and 
identically distributed (i.i.d.), and the service time follows general distribution (i.i.d.), a 
single server M/GI/1 system doesn't become a Markov process if we consider only the 
number of customer process at arbitrary time. However, it becomes a Markov process if 
we consider two dimensional vectors as a state, and the unfinished service time besides 
the number of customers. The differential equation is obtained by observing the state at 
time t and t +Δt. In this case, it is essentially assumed that the arrival process is Markov 
and memoryless. When the dimension of the continuous state space becomes two or more, 
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it is difficult to solve the obtained differential equation. Therefore, approximation 
methods become very important. Because the fact that the arrival process doesn't 
necessarily follow Poisson process is seen in the telecommunication network traffic in 
recent years [2][3][4], the present Markov process models are not enough. It is called 
non-Markov model when neither the arrival process nor the service time are Markov. 
There is no best approximation method at present though multiple approximation methods 
to the non-Markov model exist. Some approximation methods had been proposed, but just 
used heuristically according to the characteristics of the queueing system. 
In this thesis, we therefore studied, developed, and proposed diffusion approximation 
methods which is universal in those approximation methods, in order to facilitate the 








1.2 Thesis Contributions 
Based on the telephone switched network analysis, A.K. Erlang developed the traffic 
theory at beginning of this century. After that, it has been developed greatly because the 
performance assessment and the design problem of applications that appeared for about 
100 years in each age are to be solved. Recently, with next generation network (NGN) 
made advances, and the backbone network environment is changing from the circuit 
switched network to the IP network. The quality and the system evaluation of the 
information network become more complicated along with this change. Because the 
arrival process is not necessarily Poisson input in IP-based network traffic  [2][3][4], 
existing Markov process models are not enough. Therefore, usage of the non-Markov 
model had been discussed since both arrival processes and the service time are not 
Markov.  
Formulation of the non-Markov models includes mathematical calculation of times, 
recurrence formula, the procession geometry method, and the algorithm etc. However, 
complicated calculations are not acceptable by any techniques. Then, a parametric 
approximation is necessary. There is no best approximation method at present though 
multiple approximation methods to the non-Markov model exist. Some approximation 
methods had been proposed, but just used heuristically according to the characteristics of 
the queueing system. 
In this thesis, we research, develop, and propose diffusion approximation methods that 
have universality in those approximation methods, in order to facilitate the system 
performance measure consequentially.  
In recent networks, which are composed of the client server system, analytical models 
for both sides of the client (user) and the server (service) are requested. We focus on the 
models of "Time-out scheme" and "Processor sharing discipline" that are important 
factors in this thesis, respectively. 
 
A) Time-out scheme (Service view point) 
 Maintaining all of the generated session exerts a bad influence on the resource of the 
server in the communication network world. It is general in all sessions to use a scheme 
of time-out or a similar system. Moreover, the time-out is introduced without the failure 
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Figure 1.1 GI/GI/1-G queueing systems with time-out scheme 
 
408 (request timeout)" is often shown in a WEB browser due to server overload. 
The previous traffic model which considered the time-out had been actively applied for 
the public switching telephone network conventionally. However, in general in the 
previous model, the Markov process ( the arrival process is Poisson distribution and the 
distribution at the service time is exponential distribution) is assumed. In this thesis, we 
consider more generic arrival process and service time, etc. to be handled by a GI/GI/1 
single server by assuming a queueing model  accommodating the non-Markov process 
(see Figure 1.1). 
 
B) Processor Sharing discipline (User view point) 
 In the telecommunications system, when the resource is shared, a specific job’s 
occupation of processors for a long time exerts a bad influence on the response time of 
other jobs. Therefore, Round Robin (RR) disciplines to limit the processor occupation 
time  to the quantum length are often used. In this RR disciplines, processor processing 
of the job is divided into the quantum. The job stays in a queue in the tail of the queue 
when processor processing doesn't finish. When traffic is modeled, it becomes feedback 
queue (Figure 1.2). In the RR disciplines, the extreme case in which the quantum length 
is assumed to be 0 is called Processor Sharing (PS) discipline, and its performance had 
been actively focused. In the PS system, for the k-th job,  1/k of the service rate is 
allocated at a single job, and service is done at the same time. Robustness  is assured 
because there is no queueing in the PS system; therefore it has been shown that the PS 
 
 
- 10 - 
 
 
system is much easier to execute mathematical analysis compared with the RR system by 
Berg and Boxma [5]. Most previous literatures had assumed, for the RR model and the PS 
model, that the customer arrival process follows Poisson process (in simple, the arrival 
interval is exponential distribution). In this thesis, we develop a mathematical analysis for 
a GI/GI/1 single server queueing model by assuming more generic non-Markov process 











Return to the End
 
Figure 1.2 GI/GI/1 queueing system with feedback 
 
Specifically, we analyze the GI/GI/1 system by the diffusion process approximation. The 
accuracy of the obtained approximate expression is verified by the simulation. In this 
thesis, we propose the diffusion process approximation analysis technique that derives 
several mean performance measures (mean unfinished workload, mean number of 








1.3 Thesis Organization 
In Chapter 2 “Diffusion Approximation for GI/GI/1 Queueing Systems,” we give a 
general view of the Markov process and provide an overview of the existing 
approximation methods of the queueing system assuming the First-In First-Out (FIFO) 
discipline that is a basic rule of the GI/GI/1 system that is focused in this thesis. We 
describe the definition and the diffusion equation of the main notation in the GI/GI/1 
system, and show the decision and the deriving method of the diffusion parameters. Since 
the probability that the number of customers and waiting time become negative is 0, the 
boundary condition at the starting point (x=0) on the space is needed in the diffusion 
approximation. Here, we use the Reflecting Barrier boundary and the Elementary Return 
boundary which are representative boundaries in the diffusion approximation. We also 
point out the mistake of the result of Elementary Return boundary by Gelenbe 
conventionally. Moreover, we are introducing the heuristic approximation formula of 
Kramer Langenbach-Berz whose diffusion approximate accuracy is the best in the 
GI/GI/1 system (K-LB approximate formula).  
 
In Chapter 3 “A Further Remark on Diffusion Approximations with Boundary 
Conditions,” we derive the diffusion approximation about the number of customer process 
with the Reflecting Barrier or the Elementary Return boundary, then, we derive a method 
to approximate the mean waiting time in the system with Little's formulae. We consider 
the accuracy between boundaries that are not compared and examined in the conventional 
researches. Any diffusion approximations reaches a good accuracy in a heavy traffic 
environment, however, the Elementary Return boundary is shown as the steadiest 
boundary for the hyper exponential distribution (Interrupted Poisson Process, IPP) whose 
coefficient of variation of customers at arrival intervals is slightly larger than 1 that like 
the telecommunication network where the overflow packet and the packet retransmission. 
It is enough in electronic telecommunication engineering by the Elementary Return. 
Moreover, by using accuracy characteristics of the diffusion approximation, it is found 
that it has accuracy that is better than the K-LB approximation equation which has 
present approximation equation with the highest accuracy. The approximation equation 
development of an easy equation is possible. We consider the domain of applicability of 
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the proposed approximation and confirm accuracy, then show the effectiveness. 
 
In Chapter 4 “Traffic Performance for a Time-out Scheme Communication System,” we 
focus to server (service) view point of client-server system in recent years. We analyze 
the GI/GI/1 model by which the time-out that is an important factor is considered. We 
propose a simple diffusion approximation formula that uses the diffusion approximation 
technique as mentioned in Chapter 2. It is general in all sessions that it has a scheme of 
time-out or a similarly system in the telecommunication network so that maintaining all 
of the generated session may have a bad influence on the resource of the server. Various 
Markov models are assumed though the previous traffic model by which the time-out is 
considered is actively express applied for the public switching telephone network so far. 
We treat the GI/GI/1 model that the arrival process developed to the general distribution 
model according to the renewal input process in this chapter. Moreover, the server is a 
distributed system and the timer is different depending on the provider. Therefore, the 
timer doesn't necessarily follow the uniform distribution when evaluating it overall. The 
state according to exponential distribution of which the second guest goes out previously 
when assuming it is generated though the time-out is sequentially done by the first guest 
usually. Then, it doesn't become FIFO discipline and it is thought actually that the 
performance decreases. This chapter defines the parameter γ, and the time-out is flexibly 
considered by defining it according to general distribution and we show an extensible 
model. In the decision of the diffusion parameter, we show the validity by the asymptotic 
expansion of the Markov model. We develop the diffusion approximation that uses the 
reflection barrier boundary and the Elementary return boundary in the mean number of 
customers. The accuracy of the obtained approximate formulae is verified by the 
simulation. In the diffusion approximation technique, it is known that the error margin in 
a light traffic comparatively grows, and we propose the approximate formula with high 
accuracy by adding a heuristic correction to the obtained approximate formula further. 
 
In Chapter 5 “A Cost-Equation Analysis of General-Input General-Service Processor 
Sharing System,” we consider the relation of FIFO discipline and processor-sharing (PS) 
discipline in the GI/GI/1 system. We focus to the unfinished workload in the server 
service, and we derive the relational equation in the FIFO discipline and the PS discipline 
at the mean sojourn time mathematically. The conservation law obtained here and the 
deriving method are applied in Chapter 6. 
 
In Chapter 6 “Mean Approximate Formulas for GI/GI/1 Processor-Sharing System,” we 
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focus to the client (user) view point of client-server system in recent years. We analyze 
the GI/GI/1 model by which the processor-sharing that is an important factor is 
considered. We propose a simple diffusion approximation formula that uses the relational 
equation technique as mentioned in Chapter 5. In the telecommunications system, when 
the resource is shared, a specific job occupies the long time processor, and this leads to a 
bad influence on the response time of other jobs. In the RR disciplines, the processor 
processing of the job is divided into the quantum. The job stands in a queue in the tail of 
the queue when processing in the processor doesn't finish. When traffic is modeled, it 
becomes feedback queue. In the RR disciplines, the limit model by which the quantum 
length is assumed to be 0 is called Processor Sharing (PS) discipline, and it is researched 
actively conventionally. The share of resources is important in the service provider, and 
PS discipline shows a performance that is more excellent than FIFO discipline in that 
case. In IPv6, because the pay-as-you-go becomes possible, the importance processed 
anyway can be considered. In the PS system, the job of k in mix is 1/k the service rate at a 
single job, and service is done at the same time. The robustness (The system stationary 
state probability's serving general distribution and serving exponential distribution 
become the same.) exists because there is no queueing in the PS system; therefore it is 
shown that it becomes easy to do a mathematical analysis compared with the RR system 
by Berg and Boxma [5]. Most previous literature handles the RR model and the PS model 
to which customer arrival process follows Poisson process (in simple, the arrival interval 
is exponential distribution). In this chapter, we develop the arrival process and the service 
time, etc. to GI/GI/1 single server queueing model general non-Markov process. The 
waiting time of each customer is expressed by the delay cycle that starts by the unfinished 
workload at the time of the arrival, Laplace steel chess conversion (LST) of the latency 
distribution is derived to the positive, and the mean queuing time formula is found. The 
relation among the mean number of customers, the mean waiting time, and the mean 
unfinished workload that is the system performance evaluation measure in the PS discipline is 
exerted by using Little's formula. In addition, a qualitative character in a GI/GI/1 model is 
considered, and we obtain the characteristic theorem concerning the latency distribution. 
Then, a qualitative character in a GI/GI/1 model is studied, and we obtain the characteristic 
theorem concerning the latency distribution. 
 
We summarize the results of this thesis and future work in Chapter 7. 
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This chapter introduces the main diffusion equation; we approximate the virtual waiting 
time process to the system of the most basic FIFO discipline in the non Markov model. 
We examine the diffusion approximation with the decision method and the Reflecting Barrier 
of the diffusion parameter and the diffusion approximation with the Elementary Return, and, 
also point out the problem in an existing research.   
 
2.1 Diffusion Equation 
To obtain the system performance evaluation measure in non-Markov queue system, the 
formulation where the number of customers process or the virtual waiting time process is 
described by the diffusion equation is called diffusion approximation. Probability density 
function f(x,t) of X(t) corresponds to Markov process {X(t)} with continuous time and the state 
of continuity. That is 
       
It is known to satisfy the following probability partial differential equation, provided that 
there are infinitesimal moment  of n existence and a holomorphy of 
 (It is possible to differentiate it) as a mathematical condition [6].  
 
The 1D partial differential equation when let  it disregarding 
the second infinitesimal moments or more in equation (2.2) right side is called a fluid 
equation. The formulation by the fluid equation is called fluid approximation. The fluid 
flow approximation demonstrates a big effect in the transient analysis of the so-called rush 
hour problem when the system processing performance is exceeded. However, the fluid 
equation solution of the queue system (stationary solution) in the stationary state always 
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becomes empty the system and make nonsense. Then, we think about the second 
infinitesimal moment . That is, when let  disregarding 
the third infinitesimal moments or more in equation (2.2) right side, the Markov process is 
called diffusion process, and calls the 1D partial differential equation diffusion equation 
by the second floor for the spatial variable x for the time variable t. Therefore, when it is 
special, the fundamental diffusion approximation contains the fluid flow approximation. 
The diffusion equation is called Fokker-Plank equation. The diffusion approximation is a 
very excellent approximation technique in the application. The reason includes the feature 
of using only information until the average and the variance, that is, the second moment 
among the statistic of the system. When the system that actually exists is analyzed, the 
average and the variance are information in the statistic obtained as data comparatively 
acquired easily. The diffusion approximation expresses the system of the reality by using 
this truth of two points. If the solution is allowed to have a little complexity because the 
range that can be applied is wide, the point that a very complex model and approximation 
analysis are possible is strong advantages of the diffusion approximation. 
 To obtain the system performance evaluation measure in the non-Markov queueing 
system, the formulation where the number of customers process  or the 
virtual waiting time process  is described by the diffusion equation is called 
diffusion approximation. The former will be called and NDA and the latter be called VDA 
in this thesis. The boundary condition in starting point (x=0) on the space is necessary for 
the diffusion approximation. This boundary condition is the one imposing it in NDA because 
the number of customers and in VDA because the virtual waiting time doesn't become 
negative. Two boundary conditions are used so far. One is Reflecting Barrier boundary, and, on 
the other hand, the Elementary Return boundary.  
Heyman [9], Kobayashi [10], and Newell [11] set reflecting barriers and Fellar [12], Gelenbe 
[13], and Kimura [14] set the Elementary Return. However, whether accuracy that either is 
good is brought is not hardly compared and examined in the Reflecting Barrier and the 
Elementary Return excluding a little literature [15][16][17]. In this thesis, we discuss it 
compared with this Research Question based on the mean system performance evaluation 
measure in basic, single server GI/GI/1 system.  
 
 




2.2 GI/GI/1Queueing System 
We squeeze the object to the most basic GI/GI/1 system of the non Markov model. The 
arrival interval of customer queue length follows independent, and identically distributed. 
At this time, the arrival process of the customer follows renewal process [7]. The service 
time queue length is assumed i.i.d, and, in addition, assumed to be a statistically 
independent with the arrival process. It has the waiting room of infinite capacity with one 
server, and the service discipline is assumed to be First-In-First-Out.  
 
The following notation is prepared in the GI/GI/1 system.   
  : Arrival rate of customers ( , reciprocal at mean arrival intervals) 
 : Coefficient of variation of customers at arrival intervals A( ) 
  : Service rate of customers ( , reciprocal at mean service time)  
 : Coefficient of variation at service time B of customers ( ) 
 
Traffic intensity at this time (number of customers of one person of the average each 
mean service time arrival customers)  agrees to the server operation probability or 
utilization with the infinite capacity waiting room with one server (There is no overflow 
of the customer), and is given by the next equation:  
 
The number of customers in the average server, the server operation probability, and 
availabilities in the stationary state are all ρ according to the Little's formula of the 








2.3 Diffusion Approximation with Reflecting Barrier 
 
The Reflecting Barrier forbids the sample passing ruled considering that the diffusing 
particle draws passing by the diffusion equation to go from starting point ( x=0 ) to a 
negative area. It is used for a mathematical proof of heavy traffic theorem of a lot of 
systems including GI/GI/1. However, because the probability of staying in the starting 
point doesn't exist, it has the weak point with inferior approximate accuracy in a light 
traffic. That is, there is no guarantee that other system performance evaluation measures 
(for instance, mean queuing time) do not become negative (reference the following). 
In this chapter, we handle the diffusion approximation with the Reflecting Barrier. At 
this time, probability density function f(x,t) of the virtual waiting time at time t 
satisfies the next equation. 
  




Because all probabilities are 1 in the normalized condition, it becomes the next equation.  
 
[Infinitesimal moment] Because the arrival interval and the service time of the object 
system are i.i.d., the first and the second infinitesimal moment that appears to VDA are 
shown as follows (Do not depend even on time t and place x).  
 
 





We use mathematical statistics technique (central limit theorem and characteristic 
function) for the calculation of equation (2.7) and equation (2.8). Refer to appendix A 
concretely. It consists only for Poisson arrival because the memoryless property of the 
arrival process is used for the renewal process input in the calculation of the second 
infinitesimal moment of Kleinrock [6]. At renewal process input, equation (2.8) becomes 
a correct equation.  
It should be noted that the point is used to divide the probability behavior in minute 
section  by  and not to calculate the definitional identity of the counted 
infinitesimal moment directly but to divide by T, to count the probability behavior at long 
observation time T, and to take the limit. These both are equal respectively because of the 
stationarity. Here, it considered that the virtual waiting time process of daring not taking 
the boundary condition into consideration (The diffusing particle enters negative area 
 in the long run.), and we derive this infinitesimal moment (A long observational 
result cannot be used oppositely , considering the boundary condition.). Therefore, 
consisting at not only the Reflecting Barrier but also the Elementary Return is a point in 
equation (2.7) and equation (2.8). 
It is easy to analyze it because it doesn't act on the differentiation in VDA in the 
GI/GI/1 queueing system because infinitesimal moment ,  is a 
constant. In VDA with the Reflecting Barrier, a simple transient solution is known [11]. 
The stationary solution can be easily derived. Actually, when  abbreviate 
 in the stationary state, 
 
 




it is given by equation (2.9) [9][11]. 
Mean virtual waiting time  becomes the next equation. 
 
 because of the existence of pdf  of stationary virtual waiting time V obtained 
from VDA with reflecting barriers, the system stationary condition obtained from a strict 
GI/GI/1 analysis is a point 
We can derive the relational equation at the mean virtual waiting time  and the 
mean waiting time  by using the cost equation of Ross, the sample passing 
analysis (formula of Brumelle), or the point process theory (rate conservation law of 
Miyazawa) [7][8][15]. 
The following relational equations consist for the GI/GI/1 system. 
[Relational equation at mean virtual waiting time and mean waiting time ] 
 
 obtained with VDA with the Reflecting Barrier is substituted for Relational 
equation of  and , and we calculate ,  
 
We obtain the mean waiting time by VDA with the Reflecting Barrier formula (2.12). 
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The mean queueing length  becomes the next equation by the Little's formula. 
 
Because the queue length at the time of the arrival and the service interval queue length 
are i.i.d.,  is shown. Mean response time  becomes the next 
equation. 
 









2.4 Diffusion Approximation with Elementary Return 
As for the Elementary Return, the diffusing particle does jump from the starting point 
to starting point  by probability density function  of the service time that the 
arrival customer brings the system immediately after the diffusing particle exists in the 
starting point, and the exponential distribution time passed during according to 
exponential distribution when the diffusing particle reaches starting point ( ) (The 
virtual waiting time process is considered). The diffusing particle starts the movement 
ruled again by the diffusion equation from the place where jump was done.  
Gelenbe considers the case where the starting point stay time is enhanced to general 
distribution of Cox, and calls the generalized boundary instantaneous return boundary. 
However, the starting point stay time distribution shows dependence only on the mean 
value, and becoming the consequent as well as exponential distribution when thinking 
about the correspondence with an existing theory (The starting point stay probability is 
 in G/G/1). Therefore, it is thought that it is possible to express it enough by the 
Elementary Return in electronic telecommunication engineering.  
In this chapter, we handle VDA with the Elementary Return. Then, probability density 
function  of virtual waiting time  at time  satisfies the next equation at 
the sojourn time of the diffusing particle in space starting point ( ) solving according 
to exponential distribution. The infinitesimal moment is the same as the one obtained 
because of the analysis of the Reflecting Barrier. We describe it in the following formula 
to consider constants 
 
[VDA with Elementary Return] 
 
 







where,  is a stay probability in starting point ( ) of the diffusing particle. 
When VDA equation (2.3) right side with reflecting barriers is integrated with , it has 
the same physical meaning in the birth-death process as the probability flow. VDA with 
the Elementary Return is naturally interpreted from this physics implication as well as the 
discussion about the birth-death process. For instance, equation (2.14) puts infinitesimal 
 by time  and , then we observe and express it. After continuously shifting 
 left and dividing both sides in , we take the limit of . Then, we can derive a 
differential equation. 
The normalized condition becomes the next equation. 
 
A simple transient solution has not been known in VDA with the Elementary Return yet 
though a simple transient solution is known in VDA with the Reflecting Barrier [11]. 
Because the stationary solution is different from an unsettled transition solution deriving 
problem, it is possible to derive it easily. Actually, when we abbreviate  in 
the stationary state as ,  of stationary virtual waiting time  is given 
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by the following equation 
 
 
where,  is cumulative distribution function of the service time distribution. This 
equation corresponds when it is special of Takahashi [15]. On the other hand, it is 
necessary to be seen the miscalculation in Gelenbe [13], and to correct the first factor of 
 as not  but .  
The establishment of steady condition  and becoming empty the system of 
obtaining from the diffusion approximation notes the agreement with a strict GI/GI/1 
analysis result. (The probability of the system becoming empty notes no existence for the 
Reflecting Barrier.)  
Mean virtual waiting time  in the stationary state becomes the next equation that 
corresponds when it is special of Takahashi [15].  
 
Equation (2.19) is substituted for mean virtual waiting time  and the relational 
equation at mean waiting time  as well as the analysis at the Reflecting Barrier, 
 
 




We solve , and obtain the next equation. 
 
In VDA with the Elementary Return, equation (2.21) is a mean waiting time formula. 
Mean queueing length E(Q) becomes the next equation by the Little's formula. 
 
Because  is shown because of the queue length at the time of the arrival 
and the service interval follows i.i.d., as well as the deriving method at reflecting barriers, 
mean response time  becomes the next equation.  
 




2.5 Diffusion Approximation to Mean Number Process 
Here, because diffusion approximation (NDA) to this number of customers process is 
already introduced and has been explained [6][11][18], we show only the result.  
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Heyman proposed NDA with reflecting barriers, and gave average queuing time  
[9].  
 
On the network, Kobayashi develops NDA with reflecting barriers [10]. A point 
different from Heyman [9] is a place that is not put reflecting barriers on space starting 
point ( ), put on ( , and given by  from which the starting point stay 




Gelenbe developed NDA with the instantaneous return (The same result as the 
Elementary Return was consequentially given) [13], and obtained the next equation.  
 
Mean queueing length  and mean number of customers  are obtained by 








2.6 Approximation Accuracy Comparison 
In this chapter, we compare the accuracy of the diffusion approximation in single 
server queueing GI/G/1 system of the renewal input general service time by mean waiting 
time . We abbreviate approximation result equation (2.12) of VDA with reflecting 
barriers with VDA(RB). We abbreviate approximation result equation (2.24) of VDA with 
the Elementary Return with VDA(ER). 
It is not compared without publishing VDA(ER) in the existing literature [17] if 
depending on this notation. VDA(ER) is compared, discussed newly, and the most 
excellent in that diffusion approximation clarifies something. Hereafter, the 
approximation result of NDA is shown by the name of a person proposes respectively. 
The result of NDA with reflecting barrier where the mean queuing time is given by 
equation (2.28) is shown when writing as Heyman.  
 
2.6.1 Non-Negativity 
Whitt [17] has enumerated nonnegative as an evident trivial consistency check. That is, 
mean queuing time  by the definition though it is obviously nonnegative, the 
result of the diffusion approximation might be not necessarily nonnegative. In the 
equation of Heyman, VDA(RB), and Gelenbe, it becomes negative for comparatively 
small square change coefficient , . On the other hand, VDA(ER) and Kobayashi are 
nonnegative, and this confirmation requirement is satisfied.   
 
Table 2.1: Mean waiting time in  system 
  = 0.2 = 0.5 = 0.8 
Exact 0.024 0.177 0.923 
VDA(RB) -0.186 0.000  0.750  
VDA(ER) 0.0625 0.250  1.000  
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Gelenbe -0.438 -0.250 0.500  
Heyman -0.688 -0.500 0.250  
Kobayashi 0.000  0.019 0.582 
 
The mean waiting time of the two-stage Erlung distribution input and deterministic 
service  system is indicated in Table 1. The squared coefficient of 
variation at this time is , . The exact in the example of the 
numerical value of this chapter is due to Tijms [19]. The GI/GI/1 system with 
squared coefficient of variation ,  small as shown in Table 2.1 shows the 
accuracy of VDA(ER) is better than the accuracy of Heyman, VDA(RB), Gelenbe, 
and Kobayashi. 
 
2.6.2 M/GI/1 Queueing System 
The none is corresponding to the exact which called Pollaczek-Khinchine (P-K) 
formula to the M/G/1 queueing system that is Poisson arrival (The arrival interval is 
exponential distribution, and ) in Gelenbe, Heyman, and Kobayashi as Whitt [17] 
points it out.  
 
However, it is shown VDA(RB) and VDA(ER) that develops in the foregoing paragraph, 
to agree to the exact (equation (2.31)) in both cases. We indicate the mean waiting time of 
the  system in Table 2.2 as one example. The squared coefficient of variation at 
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Table 2.2: Mean waiting time in  system 
  = 0.2 = 0.5 = 0.8 
Exact 0.188 0.750  3.000  
VDA(RB) 0.188 0.750  3.000  
VDA(ER) 0.188 0.750  3.000  
Gelenbe -0.063 0.500  2.750  
Heyman 1.188 1.000  3.063  
Kobayashi 0.113  0.582 2.779 
 
2.6.3 D/D/1 Queueing System 
In the D/D/1 system to which both arrival intervals and the service time apply 
deterministic ( , the mean waiting time of VDA(ER) and Kobayashi 
approximation equation becomes the next equation and is corresponding to the exact.  
 
However, we cannot substitute  directly in the equation of Kobayashi, and 
the limit consideration is needed. On the other hand, other diffusion approximations are 




Therefore, the accuracy of VDA(ER) is the best in the D/D/1 system.  It is shown that 
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the accuracy of Kobayashi that considers the limit next is better than the accuracy of 
VDA(RB), Gelenbe, Heyman.  
2.6.4 Other Queueing Systems 
We indicate the mean waiting time in the two-stage hyper-exponential distribution arrival 
and the two-stage Erlung distribution service  system in Table 2.3. The 
coefficient of variation of the hyper-exponential distribution differs from exponential 
distribution (M), two-stage Erlung distribution ( ), and deterministic (D), and has degree 
of freedom that takes an arbitrary real number value above one. We assume  in 




Table 2.3: Mean waiting time in  system ( ) 
  = 0.2 = 0.5 = 0.8 
Exact 0.387 1.445 5.281 
VDA(RB) 0.813 1.750  5.500  
VDA(ER) 0.313 1.250  5.000  
Gelenbe 0.063 1.000  4.750  
Heyman 1.813 2.000  5.563  
Kobayashi 0.203  1.005 4.766 
 
VDA(ER) is the steadiest in the  system though it becomes accuracy with a 
good any diffusion approximation in the heavy traffic. Therefore, it is shown to be able to 
use VDA(ER) more safely than NDA(Gelenbe, Heyman, Kobayashi) and VDA(RB) in the 
telecommunication network where the overflow packet according to hyper-exponential 
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distribution (Interrupted Poisson Process, IPP [8]) whose coefficient of variation of the 
customer at arrival intervals is slightly larger than one, the overflow packets that the 
retransmission queue joins, and retransmission queues join. 
 
We indicate the mean waiting time in the two-stage Erlung distribution arrival and the 
two-stage hyper-exponential distribution service  system in Table 2.4. The 
coefficient of variation of the hyper-exponential distribution has degree of freedom that 
takes an arbitrary real number value above one. We assume  in this example. That 
is, the squared coefficient of variation at this time is , . 
 
Table 2.4: Mean waiting time in  system ( ) 
  = 0.2 = 0.5 = 0.8 
Exact 0.203 1.095 4.825 
VDA(RB) 0.063 1.000  4.750  
VDA(ER) 0.313 1.250  5.000  
Gelenbe 0.813 1.750  5.500  
Heyman 5.563 3.500  6.500  
Kobayashi 0.875  1.787 5.514 
 
This example shows that VDA(ER) is the steadiest in the  system though it 
becomes accurate with a good any diffusion approximation within a heavy traffic.  
 
2.6.5 Comparison Result 
Some special queueing systems were considered by current paragraphs. We show that it 
is VDA(ER) that most with stability and accuracy is the best not introduced by the 
technical book that handles the diffusion approximation through these systems. In many 
cases, the exact is in the middle of VDA(ER) and VDA(RB). In a word, it succeeds in our 
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showing the technique's for interpolating VDA(ER) and VDA(RB) bringing better accuracy. 
 
 





The establishment of the evaluation method of the access response time in the 
information network is assumed to be motivation, and diffusion approximation (VDA) to 
the virtual waiting time process has been developed for non-Markov GI/G/1 system which 
is difficult to analyze the Markov. Though diffusion approximation (NDA) to the number 
of customers process was a main current in the existing literature, this chapter shows that 
virtual waiting time process diffusion approximation VDA(ER) with the Elementary 
Return surpasses it most with stability in the point of accuracy compared with other 
diffusion approximations NDA (Virtual waiting time process diffusion approximation 










Appendix A: Deriving of equation (2.9) 
We approximate the queue-length process (the stochastic process generated by 
the number of customers in the system at time t)  by a diffusion 
process with RB (Reflecting Barrier) boundary as in Heyman[9].  To be more 
exact, if we denote by  the probability density function (pdf) of : 
 dxxtNxPdxtxf r  )(),(    (A.1) 















     (A.2) 



















  (A.3) 
Here,  be the infinitesimal mean and variance of the process, called as 
the diffusion parameters in short which will be determined later. 
Assume the steady state from now on. We denote the steady-state pdf by 
 .,lim)( txfxf
t
     (A.4) 
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    (A.8) 
Here, 









dx        (A.9) 
We substitute equation (A.9) for equation (A.8), 
   .)0()(
2
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   (A.10) 
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We integrate both sides,  





   (A.15) 
Here, 
  .)(log)(log Cxfdxxf
dx
d
    (A.16) 
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  (A.18) 
Moreover, 
,),()(log Dexfe Cxf      (A.19) 
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rt   

































  (B.1) 
Here, we take t and limit is taken in infinity, 
 






































   (B.2) 
When M(t) assumes , this is shown according to normal distribution with mean  
t/m and variance V .  










N    (B.3) 
Therefore, 































3 A Further Remark on Diffusion 




3.2 The GI/GI/1 Queueing System 
3.3 Diffusion Approximations for the Unfinished Work Process 
3.4 Three Other Diffusion Approximations 








Diffusion approximations are developed with different ways, yielding different results. 
In this chapter we redevelop the diffusion approximation for the unfinished work process 
in the GI/G/1 system with reflecting barrier and elementary return boundary conditions, 
denoted as DAU(RB) and DAU(ER). The accuracy comparisons are presented among 
DAU(RB), DAU(ER), and the diffusion approximations for the queue-length process by 
Heyman, Kobayashi, and Gelenbe; to answer the question which diffusion approximation 
is the best. Moreover, by using accuracy characteristics of each diffusion approximation 
that clarifies it in this thesis, we show that the approximation equation with accuracy that 
is better than the Kramer Langenbach-Berz approximation equation with the highest 
accuracy can be developed. 
 
3.1 Introduction 
The diffusion approximations are widely used to evaluate the performance measures in a 
renewal input, generally distributed service time queueing system, since the Markovian 
approach sometimes requires an elegant and subtle numerical technique. The queue-length 
process has been mainly approximated by a diffusion process with either reflecting barrier 
(RB) or elementary return (ER) boundary condition. The RB boundary condition has been 
introduced by Heyman [9] and Kobayashi [10], while ER has been considered and 
generalized by Gelenbe [13]. However, there is almost no literature to answer the question 
which diffusion approximation will result in the best accuracy, except for Whitt [17], and 
they are no longer consistent with the exact result for the Poisson-input single-server 
(M/G/1) system, as Whitt has already pointed out. In this chapter, following the effort and 
spirit of Whitt, we redevelop the diffusion approximations for the unfinished work process 
in the GI/G/1 system. Our approach is based on a diffusion process for the 
unfinished-work. Unfortunately, the mean unfinished work is not practical performance 
measure from a customer’s aspect. We consider the relationship between the mean 
unfinished work and the mean waiting time which compensates the pioneering work by 
Gelenbe [13]. The diffusion approximation for the unfinished work with RB or ER 
boundary condition will be denoted as DAU(RB) or DAU(ER), respectively. We present 
the accuracy comparisons among DAU(RB), DAU(ER), and the diffusion approximations 
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by Heyman [9], Kobayashi [10], and Gelenbe [13]; to try to answer the question which 
diffusion approximation is the best. 
3.2 The GI/GI/1 System 
There is a single server, unlimited waiting space. We assume the first-in first-out 
discipline. 
A) The customers arrival process forms a renewal process with independent and 
identically distribute (i.i.d.) inter-arrival time, (A), with arrival rate  and the squared 
coefficient of variation as, 
 
B) The service time (B) is i.i.d. with mean and the squared coefficient variation as, 
 
The cumulative service time distribution, , is defined as . The traffic 
intensity ( ) is them given by . Which is assumed to be less than unity ( ) for 
queueing system stability.  
 
 




3.3 Diffusion Approximation for the Unfinished Work 
Process 
Let V(t) be the unfinished work process and  be the probability density function 
(pdf) of V(t), i.e., . 
When we approximate the unfinished work process, we require a boundary condition. The 
reflecting barrier (RB) and elementary return (ER) boundaries are widely used. Here, we 
consider both boundary conditions as follows, 
A) Diffusion equation with RB [9] [10][11][17] 
If we set the reflecting barrier (RB) at space origin (x=0), the pdf  is assumed to 
be satisfied as 
 
 
Here, the parameters ( ) are called as the infinitesimal mean and variance, and 
obtained by Gelenbe [13] as 
 
The steady-state solution pdf  of the diffusion equations are obtained by Heyman [9] 
under RB, by Gelenbe [13] and corrected by Takahashi [15] under ER as 
(RB solution) 
 









from which we have the mean unfinished work as 
 
The mean unfinished work E(V) is the time average, while the mean waiting time E(W) is 
the customer average. Thus, the Brumelle’s law [21] is applied to find the relationship 
between E(V) and the mean waiting time E(W) as 
 
It should be noted that Gelenbe [13] has not used this relationship but regarded E(W) as 
E(V). Substituting the diffusion parameters ( ) into equations (3.2) and (3.4), we have 
the following explicit formulas from equation (3.5). 
DAU(RB): E(W) under the RB boundary condition is the given by 
 








3.4 Three Other Diffusion Approximations 
Before discussing the DAU(RB) and DAU(ER) accuracy, we introduce the major three 
diffusion approximates for the queue-length process with appropriate boundary conditions. 
Heyman [9] has presented the diffusion approximation for the queue length process with 
reflecting barrier (RB) boundary and obtained the waiting time as  
 
Kobayashi [10] also presented the diffusion approximation for the queue-length process 
with reflecting barrier (RB) boundary, but he has not set at the space-origin (x=0), but 




Gelenbe [13] has presented the diffusion approximation for the queue-length process with 
instantaneous return (IR) boundary. IR is an extension of ER in the sense that the sojourn 
time is generally distributed, but finally, the sojourn time is proved to be one parameter 
(only mean dependent) distribution, and so, ER where the sojourn time distribution is 
assumed to be exponential is enough. Anyway Gelenbe has obtained the following waiting 
time formula. 
 
See also Gelenbe and Mitrani [18] for their heuristic refinement of equation (3.10). 
 
 




3.5 The Accuracy Comparison 
A trivial consistency check mentioned in Whitt [17] is non-negatively. E(W) should be 
non-negative for all parameter values. Note that Heyman, DAU(RB), Gelenbe can be 
negative for small  and . If we assume the M/G/1 system ( ), it is also natural 
that diffusion approximations agree with the Pollaczek-Khinchine (P-K) formula; 
 
However only DAU(RB) and DAU(ER) satisfy this consistency. The queue-length based 
diffusion approximations have not this consistency. In Gelenbe and Mitrani [18], they 
have proposed heuristically a refinement such that this consistency is satisfied. 
On the other hand, if the service time is exponential distributed or geometrically 
distributed ( ), the both equations (3.8) and (3.12), are reduced to 
 
which means DAU(ER) and Gelenbe’s queue-length based diffusion approximation with 








3.6 Comparison with Kramer Langenbach-Berz 
Approximation Equation 
It is thought that the truth and any diffusion approximation are not suitable for a heuristic 
approximation equation of Kraemer and Langenbach-Beltz [20] (K-LB approximation 
equation) of accuracy, when you limit the object only to single server queueing GI/GI/1 
system of the renewal input general service time. However, The approximation equation 
with accuracy that is better than the K-LB approximation equation can be developed by 
applying accuracy characteristics of the diffusion approximation that does whether it is a 
foregoing paragraph and we are discernment. 
For instance, when you use function :  
 
1{S} is indicator function of condition S. If 1 nor S consist if S consists, it is defined as 0. 
When we do the following interpolation (3.14) during VDA(ER) and the VDA(RB),  
 
it is shown that the  system at least has accuracy that is better than the K-LB 
approximation equation from Table 3.1.  
 
Table 3.1: Mean waiting time in  system ( ) 
  = 0.2 = 0.5 = 0.8 
Exact 0.387 1.445 5.281 
Proposed 0.398 1.464  5.366  
K-LB 0.256 1.103  4.756  
 
As follows, we propose a heuristic approximation equation that focuses to the 
 
 










Table 3.2 shows the mean waiting time, E(W), in the  system with exact results 
by Tijms [19]. For other numerical/simulation comparison results in various queueing 
systems, see Hoshi et al. [22]. 
 
Table 3.2: Mean waiting time in  system ( ) 
 = 0.2 = 0.5 = 0.8 

































We have shown the mean waiting time result from the diffusion approximation for 
DAU(ER), cannot be negatively valued unlike those results from the diffusion 
approximation for DAU(RB), and from the diffusion approximations for the queue length 
process by Heyman and Gelenbe. For the GI/M/1 system, we have shown that the mean 
waiting time result from DAU(ER) coincides with the result from the diffusion 
approximation for the queue-length process by Gelenbe. We have also seen through our 
numerical examples, and shown such an appropriate interpolation between DAU(ER) and 
DAU(RB) as proposed in this chapter can yield the best accuracy among all the diffusion 
approximations, which may lead to a future study topic for applying the diffusion 
approximation for a more complicated queueing system. 
Though it was thought that any diffusion approximation was not suitable for a heuristic 
approximation equation of Kraemer and Langenbach-Beltz [20] (K-LB approximation 
equation) in the accuracy if the object is limited only to single server queueing GI/GI/1 
system of the renewal input general service time. It proposes to be able to develop the 
approximation equation with accuracy that is better than the K-LB approximation 
equation by using accuracy characteristics of the diffusion approximation that does they 
whether are this chapters and discernment, and we show, and are proposing a heuristic 
approximation equation. When it is special, this object system contains [1]. 
In the conclusion obtained here, being possible to apply also to the web server system 
performance evaluation at the Next Generation Network is a point. 
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4.3 Tele-Traffic Analysis 
4.3.1 The Probability Density Function 
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Motivated by performance evaluation of a telecommunication network system, we 
consider a renewal input, general service time, single-server, and infinite-capacity 
queuing system with generally distributed time-out threshold. We obtain two moment 
approximate formulas for the mean system performance measures (including the mean 
number of customers in the system and the mean response time) by using the diffusion 
process with the reflecting barrier. Our tele-traffic model includes the standard GI/GI/1 
system without time-out scheme as a special case.  From performance comparisons 




Queueing models with time-out schemes are frequently encountered in computer 
communication systems. By the time-out scheme we mean that a customer arriving at a 
service system has to leave the system when its waiting time reaches a pre-assigned time 
limitation.  This pre-assigned time limitation will be referred to as time-out threshold 
and denoted by . The customer will receive the service if its waiting time is less than . 
The customer will be rejected if its waiting time reaches . For instance, in a telephone 
system we can see a situation where a call whose waiting time reaches the time-out 
threshold  will be rejected by a switching node. In a computer network an incoming 
packet to a processor buffer can be also rejected due to a time out scheme. In a 
recently-developed web service system, a user’s session connection can also be cut off 
due to a time-out scheme; see Sery & Beale [23] for HTTP server operation. 
We use the following queueing notation originally introduced by Kendall: A/B/c-T, 
where A stands for the arrival process, B the service time distribution, c the number of 
servers, and the last (-T) stands for the time-out threshold distribution. For example, 
M/M/1-D signifies a Poisson arrival (exponential inter-arrival time), exponential service 
time, single-server system with deterministic time-out threshold. E2/G/1-M signifies a 
two-stage Erlang arrival, general service time, single-server system with exponential 
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time-out threshold.  
There has been much interest in exact approaches for the queueing models with 
time-out schemes. Barrier [24][25] presented the M/M/1-D system, Finch [26] treated the 
GI/M/1-D system, and Rao[27] analyzed the M/G/1-M system. Stanford [28] formulated 
the GI/G/1-G system. However, these existing results contain complicated numerical 
calculations including integrals, and it is so hard to calculate a performance measure, e.g., 
the mean number of customers in the system via these previous results. 
The goal of this chapter is to present an approximate formula on the mean performance 
measures (including the mean number of customers in the system and the mean waiting 
time) for the GI/GI/1-GI system. 
The rest of this chapter is organized as follows. Section 4.2 describes our queueing 
model in details. We introduce our stochastic assumptions and key notations for the 
GI/GI/1-GI system. In Section 4.3 we approximate the queue-length process by a 
diffusion process with a reflecting barrier (RB) as in Heyman [9] who treated the standard 
GI//GI/1 system without any time-out scheme. We determine the diffusion parameters 
arising out of the diffusion (Fokker-Planck) equation, which is an essential part of this 
chapter. We then derive an easy approximate formula for the mean system performance 
measure. The derived formula thru the diffusion approximation is seen to be positive even 
if the offered traffic is zero (arrival rate = 0). Thus we propose a refined approximate 
formula which is reduced to zero whenever the offered traffic is zero. Section 4.4 verifies 
the accuracy of our proposed formulas with the simulation results. In Section 4.5, we 
summarize our results and mention future works to conclude our remarks. 
 
 




4.2 Our Tele-Traffic Model 
Let X be an independent, and identically distributed (i.i.d.) random variable (rv). The 
mean, variance, and squared coefficient of variation (cv) for rv X are respectively denoted 
by E(X), , and . 








     (4.1) 












Figure 4.1 GI/GI/1 queueing system with time-out scheme. 
 
a) Customers arrive independently each other at a single-server system. 
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b) The inter-arrival time of the customers is an i.i.d. rv,  A. The arrival rate is 





      (4.2) 
c) The service time of a customer is an i.i.d. rv, B. The service rate is denoted by 





      (4.3) 
d) The capacity of the waiting room is infinite. 
e) A customer has to leave the system (or to be rejected) whenever its waiting time 
reaches a time-out threshold which is an i.i.d. rv. The time-out threshold rate is 






     (4.4)  
It should be noted that if we let the time-out threshold be infinity ( ) the time-out 
scheme model is reduced to the standard queueing model without any time-out. In other 
words, the standard model is a very special case of the time-out scheme. 
We define the traffic intensity by 

      (4.5) 
 
 




4.3 Tele-Traffic Analysis 
4.3.1 The probability density function 
We approximate the queue-length process (the stochastic process generated by the 
number of customers in the system at time  by a diffusion process with 
RB (Reflecting Barrier) boundary as in Heyman [9]. To be more exact, if we denote by 
 the probability density function (pdf) of : 
 
the pdf  satisfies the following diffusion (Fokker-Planck) equation: 
 
subject to the RB boundary condition: see figure 4.2, 
 
 































Figure 4.2 Diffusion approximations with Reflecting Barrier 
Here,  and  be the infinitesimal mean and variance of the process, called as the 
diffusion parameters in short which will be determined later. 
Assume the steady state from now on. We denote the steady-state pdf by 
 
The diffusion equation with the RB boundary condition becomes the following equations: 
 
 
Solving the equation (4.10) under the RB condition (4.11) for , we straightforwardly 
 
 





4.3.2 The mean performance measures 





The mean number of customers in the steady state E(N). The mean response time E(R) is 
now obtained by Little’s formula [29][30] which links the mean number of customers in 
the system (time-average) and the mean response time (customer-average):  
 
4.3.3 Diffusion parameters measure 
It remains to decide the diffusion parameters . For our GI/GI/1-GI time-out model, 
we denote by  the number of customers in the system at time t. Similarly, we denote 
by ,  and  the cumulative number of arrivals, the cumulative number 
of reaching time-out thresholds, and the cumulative number of departures during the time 
 
 





We then have 
 
For any renewal process  with mean m and variance V of the inter-event 













,~)(          (4.17) 
where  signifies the normal distribution with mean , variance , and 
signifies the asymptotically equality in distribution as time goes to infinity ( ). See 
Hoshi et.al.[31] for the proof of equation (4.16). 
Thus, we have 
 
 
Since  is a renewal process, we have from equations (4.18) and (4.19) 
 
 






The process  is not always renewal, but, in heavy traffic (  is close to 1), 
the server is expected to be occupied most of the time, so we can regard  as a 
renewal process. Thus, following the argument above, we have 
 
 
Similarly, we have 
 
 













       (4.26) 
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It follows from equations (4.16), (4.18)-(4.26) that 
 
 




In the Markovian M/M/1-M system with exponentially-distributed time-out threshold, the 
Taylor expansion for the Kolmogorov state equation enables one to derive these diffusion 
parameters ( ); see Appendix. It should be noted that this state-equation based 
approach leads to the same parameters as (4.27) and (4.28) for exponential distributions 
( ). 
 
4.3.4 Approximate formula via diffusion process  
Substituting our obtained diffusion parameters (4.27), (4.28) into (4.13) yields an 










NE BADiff          (4.29) 
 
 
- 62 - 
 
 
Similarly, substituting the diffusion parameters (4.27), (4.28) into (4.14), we have an 












        (4.30) 
4.3.5 Refining formula 
Whitt [17] noted that refining the diffusion approximations is necessary, since the diffusion 
approximations do not result in the well-known explicit formulae for special cases.   
However, there are very few explicit formulas for our time-out scheme models.  Therefore, 
as for our refining, we adopt a trivial situation where the mean number of customers E(N) 
should be zero (the system should be idle) when the offered traffic is zero ( ).  






 DiffDifff NENENE       (4.31) 
Our refinement E(NRef) defined by the right-hand side of (4.29) is zero when the offered 
traffic is zero ( ), satisfying the trivial point as mentioned above. The refinement E(NRef) 
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4.4 Numerical Examples 
We compare our approximation (diffusion approximation and refined approximation) 
results with the simulated results. We present the mean number of customers E(N) in the 
system as a function of the traffic intensity ρ. Here, we assume the time is normalized by 




























 Figure 4.3 M/M/1-D system performance. 
 
 

























Figure 4.4 H2/M/1-M system performance. 
 
 























 Figure 4.5 H2/ H2/1-D system performance. 
 
Figure 4.3 considers the M/M/1-D system. We assume μ= 0.5, 0.1, 0.01. Our proposed 
refined approximation is seen to be accurate very well. The diffusion approximation 
accuracy is not bad except for light and moderate traffic. Figure 4.4 considers the 
H2/M/1-M system indicating the 95% confidence interval via Student-t distribution. We 
assume γ =0.01. We see the almost same accuracy of our approximations as in Figure 4.2. 
Figure 4.5 considers the H2/ H2/1-D system. We also assume γ =0.01. We see the almost 
same accuracy of our approximations as in Figures 4.4 and 4.5. 
 
 





A computer communication system performance frequently leads to our general 
(GI/GI/1-GI) time-out model. Our queueing model includes the previously treated 
queueing models [33][18][4][34] as special cases, and it is identical to the one by 
Stanford [28]. However, Stanford’s approach does not enable us to obtain the mean 
system performance measures (the mean number of customers in the system, and the 
mean response time). 
As our analytical approach we have taken the diffusion approximation by Heyman [9] 
who treated the standard G/G/1 model without any time-out scheme. We have continued 
Heyman’s effort, and determined the diffusion parameters for our time-out model.  
Based on the diffusion parameters, we have derived the mean system performance 
measures. We have further refined to propose approximate formulae on the mean 
performance measure for the time-out model. 
It is our main contribution to present very easy two-moment approximate formula on the 
mean performance measure for the (GI/GI/1-GI) time-out model. It is left as a future 
work to seek for a more accurate formula which is consistent to the exact result for a 
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In the computer-communication field, we frequently encounter a situation in which the 
processor sharing (PS) rule is adopted for a time-shared server next to the 
first-come-first-serve (FCFS) rule. There has been much work on the Poisson-input 
general-service M/GI/1 (PS) system. However, there have been few results for a 
general-input general-service GI/GI/1 (PS) system. We deal with this general GI/GI/1 (PS) 
system. We show that the cost-equation analysis enables us to derive the relationship 
between the mean (time-average) unfinished work and the mean (customer-average) 
sojourn time. Our relationship is then applied to extend and generalize the previous results, 
e.g., Brandt et al.’s relationship between the mean (customer-average) sojourn times under 
the FCFS and PS rules, and Kleinrock’s conservation law for the M/GI/1 (PS) system. 
 
5.1 Introduction 
We consider a stochastic service system, assuming the followings. 
(1) There is single server. Customers are served under the processor-sharing (PS) rule. 
Arriving customers do not have to wait for service under the PS rule, because 
customers are served promptly unlike the first-come-first-serve (FCFS) rule, although 
the service rate for an individual customer becomes slow. Indeed, each customer 
receives  of the service capacity if there are  customers in the 
single-server system. 
(2) Customers arrive at the single-server system. The customer inter-arrival times, A, are 
identically distributed with an arrival rate . Here, E0 denotes the 
expectation with respect to the Palm measure P0 for the arrival point process; Our 
system is customer-stationary under P0; see Refs [38], [21], [39].  
(3) The requested service times, B, are independent, and identically distributed (i.i.d.) 
with a mean , and second moment E(B2). Here, E denotes the expectation 
with respect to the probability measure P under which our system is stationary. 
 
 




The traffic intensity  is then given by  
 
 which is assumed to be less than unity ( ) for stability. Using the Kendall’s notation 
our system will be denoted by GI/GI/1 (PS). 
It should be noted that the i.i.d. requested service time sequence yields that a stochastic 
behavior of the requested service time B under the probability P and the corresponding 
stochastic behavior of B under the Palm measure P0 are identical.  




See Takahashi et al. [40] for the proof. 
Next to the first-come-first-serve (FCFS) rule, the PS rule arises as a natural paradigm in 
a variety of practical situations, including a time-shared computer communication system. 
There has been much work on the PS rule, starting with the pioneering work of Kleinrock 
[41]. However, most of work assumed a Poisson input general service M/GI/1 (PS) 
system, or a renewal-input exponential-service GI/M/1 (PS) system [41]. Sengupta [43] 
proposed an approximation for the sojourn time distribution for a renewal-input 
general-service GI/GI/1 (PS) system, but his approximation required a numerical solution 
for the transcendental equation appearing in the GI/M/1 queueing analysis; see also Refs 
[43], [5] and references therein. 
For the general-input general-service GI/GI/1 (PS) system there is only one exception to 
the best of our knowledge. Brandt et al. [44] applied a sample-path analysis to derive the 
relationship between the mean sojourn times under FCFS and PS rules. However, they 
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required additional assumptions on the service time distribution. 
The main purpose of the chapter is to show that the cost-equation approach enables us to 
derive the relationship between the mean unfinished work and sojourn time. The 








5.2 Relationship between Mean Unfinished Work and 
Mean Sojourn Time 
Imagine that entering customers are forced to pay money to the system. According 
to Ross [45], we have the following cost equation for a wide class of stationary 
queueing systems. 
 
5.2.1 Cost Equation 
 
 
where  is the arrival rate of entering customers. To be more exact, Average on the 
left-hand side of equation (5.1) corresponds to the time-average (E), while Average on the 
right-hand side of equation (5.1) corresponds to the customer-average (E0). Cost equation 
links the time-average and customer-average. 
We have to consider an appropriate cost mechanism. For our GI/GI/1 (PS) system, we 
consider the following cost mechanism: Each customer pays at a rate of y (per unit time) 
when his remaining requested service-time is y. Thus, the rate at which the system earns 
is simply the unfinished work in the system. The cost equation (5.1) yields 
 
where E(U) denotes the mean (time-average) unfinished work in the GI/GI/1 system. 
 
5.2.2 Relationship between E(U) and Conditional 
Mean Sojourn Time E0(T|B = x) 
In this subsection we derive the relationship between mean (time-average) unfinished 
work E(U) and E0(T|B=x), where E0(T|B=x) is the conditional mean (customer-average) 
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sojourn time given that the customer’s requested service time is equal to x (sec), and B 
denotes the requested service time random variable. We start with the following lemma. 
[Lemma-1] Suppose that each customer pays at a rate of y (per unit time) when his 
remaining requested service time is y. For discrete random variables, we then have 
 
For continuous random variables, we then have 
 
[Proof of Lemma 1] We will prove equation (5.3) for a discrete-random variable case. 
Without loss of generality, we can assume that time and space are slotted as  
 
 where the adjacent distance is , i.e., 
 
Given that , the average amount paid by a customer is equal to:  
 
By removing the conditions ( ) above, we get  
 
(changing the orders of these two summations) 
 
 




which completes the proof of equation (5.3). By taking the limit as  in equation 
(5.6), we have equation (5.4), assuming the existence of the Riemann integral. This 
completes the proof of Lemma-1.       (q.e.d.) 
 
Substituting Lemma-1 [equations (5.3) and (5.4)] into the cost equation result 
[equation (5.2)] leads the following theorem. 
[Theorem-1] Consider a general-input general service GI/GI/1 (PS) system with 
iid requested service time B. Let E(U) be the mean unfinished work and E0(T|B=x) be 
the conditional mean sojourn time given that the service time requested by a customer is 
equal to x. We then have the following relationship between E(U) and E0(T|B=x): for 
discrete random variables, 
 
and for continuous random variables, 
 
[Remark-1] Note that the relationship developed here treats both discrete- and 
continuous-random variables, unlike the previous work [38], p.165, equation (2.3.12)] 
that treated only continuous random variables. Our proof is different from the previous 
work, since they used Campbell-Little-Mecke formula. 
On the other hand, Kleinrock [6], p.168, equation (4.16)] has shown that the conditional 
mean (customer-average) sojourn time has linear function property even for the 
general-input general-service GI/GI/1 (PS) system with iid requested service time B, i.e., 
 
By using Little’s law [38][41][46][3], [12], [18]. Substituting equation (5.11) into 
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Theorem-1 [equations (5.7) and (8)], we get 
 
from which we get Const as 
 
From equations (5.11) and (5.13) we obtain the next theorem [equation (5.14)]. 
[Theorem-2] Consider a general-input general service GI/GI/1 (PS) system with i.i.d. 
requested service time B. Let E(U) be the mean unfinished work and E0(T|B=x) be the 
conditional mean sojourn time given that the service time requested by a customer is 
equal to x. We then have the following relationship between E(U) and E0(T|B=x): 
 
 
5.2.3 Relationship between E(U) and Mean Sojourn 
Time E(T) 
By removing the condition (B = x) in equation (5.14), we have the following theorem. 
[Theorem-3] Consider a general-input general service GI/GI/1 (PS) system with iid 
requested service time B. Let E(U) be the mean unfinished work and E0(T) be the mean 








5.3 Mean Performance Comparison between FCFS and 
PS System 
So far, we have considered the general-input i.i.d.-service GI/GI/1 (PS) system. In this 
section we compare the mean performance measures between the FCFS and PS systems. 
In the corresponding GI/GI/1 (FCFS) system we assume infinite-capacity waiting room. 
Since the PS and FCFS rules are work-conserving, their resulting unfinished work 
processes, busy periods, and idle periods are identical. However, this identical property is 
not valid for the sojourn times of customers, which are sensitive with respect to the 
service rules. For our comparing purpose, let WFCFS and TFCFS be respectively the waiting 
time and sojourn time for the corresponding GI/GI/1 (FCFS) system. Schrage’s 
conservation law [47] or Brumelle’s formula [21] reads for the GI/GI/1 (FCFS) system: 
 
Here, note that their argument [21], [47] for the renewal-input GI/GI/1 system is seen to 
be still valid for our general-input GI/GI/1 system. Substituting equation (5.17) into our 
Theorem-3 [equation (5.16)], we have 
 
From the definitions of the sojourn time and waiting time, it follows that 
 
Substituting equation (5.19) into equation (5.18), we obtain the next theorem [equation 
(5.20)]. 
[Theorem-4] Consider a general-input general-service GI/GI/1 (PS) system with i.i.d. 
requested service time B. Let T be the sojourn time in the GI/GI/1 (PS) system. 
Let TFCFS be the sojourn time in the corresponding GI/GI/1 (FCFS) system. We then 
have the following relationship: 
 
 




[Remark-2] Using the sample-path analysis, Brandt et al. [44] proved equation (5.20) for 
the Poisson-input general-service M/GI/1 system, and general-input, a special service 
time (mixture of a zero and deterministic services, or mixture of a zero and exponential 
service times) system; see [49], Theorems 3.1 and 3.2]. Our Theorem-4 states that the 
additional assumption on the service time distribution in Brandt et al. [44] is not 
necessary. Equation (5.20) is valid for any generally distributed requested service time. 
 
 





Applying the cost-equation analysis [45], we have derived the relationship between the 
mean (time-average) unfinished work and the mean (customer-average) sojourn time for 
the GI/GI/1 (PS) system. Note that the cost-equation is closely related to  
formula [39], but we cannot straightforwardly apply the  formula. This is 
because under the PS rule, it is hard to evaluate the integral for the kernel function  
associated with the n-th arriving customer due to the complicated PS-service sample-path 
influenced by arriving customers after the n-th arriving customer unlike the FCFS rule. 
Our relationship has been subsequently applied to find the relationship between the mean 
(customer-average) sojourn times under the FCFS and PS rules, generalizing the recent 
results obtained by Brandt et al. [44] via the sample-path analysis. Our cost-equation 
analysis developed here is fairly easy, but it links only the mean (time-average and 
customer-average) performance measures, as in Takahashi [50]. Therefore, it would be 
worthwhile as a future study to derive a higher-order moment relationship, e.g. how the 
second moment of the unfinished work is related to the sojourn time distribution for the 
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The processor-sharing (PS) rule arises as a natural paradigm in a variety of practical 
situations, including time-shared computer systems. Although there has been much work 
on Poisson-input queueing analysis for the PS rule, there have been few results for 
renewal-input GI/G/1 (PS) systems. We consider the GI/G/1 (PS) system to develop a 
two-moment approximation for the mean performance measures. We derive the 
relationship between the mean unfinished work and the conditional mean sojourn time for 
the GI/G/1 (PS) system. Using this relationship, we derive approximate formulas for the 
mean conditional sojourn time, mean sojourn time, and the mean number of customers in 
the GI/G/1 (PS) system. Numerical examples are presented to compare the approximation 




Under the round-robin (RR) rule, a processor allocates to each job a fixed amount of time, 
called a quantum. If a job's service time (the total time required from the processor) is 
completed in less than the quantum, the job leaves; otherwise, the job returns to the end 
of the queue of waiting jobs, waits job’s turn to receive another quantum of service, and 
continues in this fashion until the total service time has been obtained from the processor 
[52]. The processor-sharing (PS) rule is then defined by taking the limit of the RR rule as 
the quantum length tends to zero. 
There has been much work on the PS rule, starting with the pioneering work of 
Kleinrock [5]. To the best of our knowledge, however, most studies assumed a 
Poisson-input M/G/1 (PS) system (Refs [54], [54] and references therein). For the 
general-input general-service-time (PS) system there are only two exceptions known to us. 
First, Sengupta [54] proposed an approximation for the sojourn time distribution for a 
renewal-input GI/G/1 (PS) system, but this approximation required a numerical solution 
for the transcendental equation appearing in the GI/M/1 queueing analysis. Second, 
Brandt et al. [54] presented a sample-path analysis for a general-input G/G/1 (PS) system, 
but for the mean sojourn time relationship between the PS and First-Come-First-Served 
(FCFS) systems they required additional assumption on the service time distribution, e.g., 
deterministic or exponential service time.  
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Here, for the renewal-input GI/G/1 (PS) system we present new two-moment 
approximate formulas for the mean performance measures. Our approximation has 
explicit formulas. We do not require any numerical solution unlike Sengupta [43]. We do 
not require additional assumption on the service time distribution unlike Brandt et al. 
[45]. 
In Section 2, we describe our GI/G/1 (PS) system and introduce our basic notations. 
Section 3 is devoted to the relationship between the mean unfinished work, E(U), and the 
mean conditional sojourn time given that the requested service time of arriving customer 
B is x (sec), E(T|B=x). In Section 4, we use this relationship to derive approximate 
formulas for the mean conditional sojourn time (E(T|B=x)), the mean sojourn time (E(T)), 
and the mean number of customers (E(L)) in the GI/G/1 (PS) system. Due to the 
relationship between E(U) and E(T|B=x), all we need in our approximation for the PS 
system is the mean waiting time approximation in the FCFS system. In Section 5, our 
approximate formulas are shown to be consistent with the exact results obtained by 
Sakata et al. [54] for the Poisson-input M/G/1 (PS) system. We compare the 
approximation with the exact and simulation results. We show that the proposed 
approximate formulas have good accuracy. Section 6 concludes the paper by emphasizing 
the key points with worthwhile future studies. 
 
 




6.2 The GI/GI/1 (PS) System 
There is a single-server. We consider the processor-sharing (PS) rule (as in figure 6.1). 
Note that arriving customers do not have to wait for service under the PS rule, because 
customers are served promptly although the service rate becomes slow. If n ( n > 0 ) 
customers are in the single server, then each customer receives 1/n of the service capacity. 
The customer-arrival process forms a renewal process with independent and identically 
distributed (i.i.d) inter-arrival time A, with an arrival rate , and a squared coefficient of 
variation: 
 








Figure 6.1 The GI/G/1 (PS) system and notations. 
 
The traffic intensity  is then given by  
 
which is assumed to be less than unity ( < 1) for system stability. 
 
 




6.3 Relationship between E(U) and E(T|B=x) 
Imagine that entering customers are forced to pay money to the system. According to 
Ross [9], we have the following basic cost equation for a wide class of stationary 
queueing systems. 
Average rate at which the system earns= ・(average amount paid by a customer). (6.1) 
For our GI/G/1 (PS) system, we consider the following cost rate: each customer pays at a 
rate of y (per unit time) when his remaining requested service time is y. Thus, the rate at 
which the system earns is simply the total workload in the system. If U denotes the 
workload in the GI/G/1 queue, equation (6.1) yields 
,                (6.2) 
where E(U) denotes the average workload in the GI/G/1 queue, namely  
 
and U(t) is defined as the unfinished work at time t ( ). 
Note that E(U) is invariant under the work conserving service disciplines including FCFS 
and PS as illustrated later (in figure 6.3). 
Let T be the system sojourn time. We are now in a position to describe the relationship 
between E(U) and E(T|B=x), where E(T|B=x) is defined as the conditional mean system 
sojourn time given that the customer's requested service time is equal to x (sec), and B 
denotes the requested service time random variable. 
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For continuous random variables, we obtain 
 
We prove Eq. (3) for a discrete-random variable case: without loss of generality, we can 
assume that time and space are slotted as 
 
where the adjacent distance is , i.e., 
.                  (6.5) 
From our cost structure, we see the customer pays the shaded area in Fig. 2. This area 
corresponds to the expected sojourn time given that . Namely, 
given that , the customer pays the average amount, as in Fig. 2: 
 
Taking the expectation and changing the orders of summations, we get 
 
(by changing the order of the summation) 
 
 






completing the proof of Eq. (3). 
 
Figure 6.2 Expected remaining requested service time process, given that . 
By taking the limit as  in equation (6.6), we have equation (6.4), assuming the 
existence of the Riemann integral. Therefore, we obtain the following theorem from 
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equations (6.2), (6.3), and (6.4). 
[Theorem (Hoshi et al. [55])]  
Consider the GI/G/1 (PS) system. Let E(U) be the mean workload and E(T|B=x) be the 
conditional mean system sojourn time given that the service time requested by a customer 
(B) is equal to x.  
We then have the following relationship between E(U) and E(T|B=x): 
for discrete random variables, 
 
and for continuous random variables, 
 
[Remark] 
Note that the previous work [6], p.198, equation (4.56)] assumed the Poisson-input 
M/GI/1 (PS) system. 
[Corollary (Kleinrock's conservation law)]  
Consider the Poisson input M/G/1 (PS) system with continuous requested service time B. 
We have the Kleinrock's conservation law ([6], p.199, equation (4.57) ): 
 
The proof is straightforward from equation (6.8), since we have the PASTA property  
with the Pollaczek-Khintchine formula [6],[7],[56]: 
 
On the other hand, using Little's law [6],[7],[56] of the conditional mean 
(customer-average) sojourn time is seen to be still valid for the general-input 
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general-service G/GI/1 (PS) system with i.i.d. requested service time B, i.e., 
                 (6.9) 
for the GI/G/1 (PS) system.  
Substituting equation (6.9) into our Theorem [equations (6.7) and (6.8)], we get 
 
from which we get Const as 
 








6.4 Proposed Approximation  
In figure 6.3a, we show a sample-path under the PS rule, where two customers appear. By 
the definition of the PS rule, the first customer receives with rate 1 at the beginning; 
however, the first customer receives with rate1/2 when the second customer arrives. The 
service rate changes 1 to 1/2 (slow-down) as seen in figure 6.3a. On the other hands the 
service rate of the second customer receives rate 1/2, but it changes to rate 1 when the 
first customer departs the system (speed-up). In figure 6.3b, we show a sample-path under 
the FCFS rule. The first customer service rate is unchanged. The second customer must 
wait until the departure of the first customer. Then, the second customer service begins 
with unchanged rate 1. It should be noted that the total work in figure 6.3a (PS) and total 
work in figure 6.3b (FCFS) are identical to the figure 6.3c. 













- 90 - 
 
 
Figure 6.3c Total service time process, unfinished work. 
 The key relationship between E(U) and E(T|B=x) presented in Section 3 (equation 
(6.12)) enables us to propose an approximation.  
Recall that the unfinished-work process is invariant under the PS and FCFS rules (see 
figure 6.3).  So, we can approximate the mean unfinished work, E(U), under the FCFS 
rule, although our target is the PS system. The relationship between E(U) and the mean 
waiting time, E(W), is known to be given as６． 
 
under the FCFS rule (See [56] for the proof).  
If we use the mean waiting time E(W) approximation for the GI/G/1 (FCFS) system, we 
approximate the mean unfinished work E(U) via equation (6.13). 
Therefore, we use the approximate formula for the mean waiting time proposed by 
Kraemer et al. [56] for the FCFS system, namely, 
 
 




where is defined as: 
 
Note that the K-LB approximate formula above is reduced to the diffusion approximation 
result for the unfinished-work process with elementary return boundary (see Takahashi 
[56]) if we set . In this sense, the K-LB approximate formula refines the diffusion 
approximation. 
Substituting equation (6.14) into equation (6.13), we get 
 
Finally, substituting equation (6.16) into equation (6.12) under the PS rule, we obtain our 
approximate formula for the mean conditional sojourn time E(T|B=x) in the GI/G/1 (PS) 
system: 
 
Recall that is defined in equation (6.15). 
Taking the expectation of Equation (6.17), we get the mean sojourn time, E(T), in the 

















6.5 Special Systems  
To check the accuracy of approximation for the GI/G/1 (PS) system, we consider some 
special systems in this section. 
 
6.5.1 The M/G/1(PS) system  
If we assume a Poisson input process , we have , so it follows 
from equation (6.17) that 
 
which coincides with the exact result of Sakata et al. [54] for the M/G/1 (PS) system. 
That is, our approximate formulas coincide with their exact results for the Poisson-input 
system. 
 
6.5.2 The E2/H2/1(PS) system  
We consider the two-stage Erlang (  input, two-stage hyper-exponential 
(  requested service time  (PS) system. For the hyper-exponential 
distribution, we assume the balanced means:  
 
(see Fig. 4). 
Namely, we have the four parameters appearing in the hyper-exponential distribution to 
be determined as follows. 
 
 












Figure.6.4 The hyper-exponential distribution. 
The LST (Laplace-Stieltjes transform) of the hyper-exponential distribution, B*(s), is then 
given as 
 
Table 6.1 Mean number of customers in (PS) system. 
 Approximation Simulation 
0.1 0.1051  0.1041 0.0003
0.2 0.2319 0.2264 0.0011
0.3 0.3917 0.3779 0.0008
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0.4 0.6011 0.5751 0.0021
0.5 0.8898 0.8522 0.0013
0.6 1.3174 1.2642 0.0037
0.7 2.0228 1.9544 0.0083
0.8 3.4226 3.3417 0.0354
0.9 7.6002 7.3802 0.1095
Table 6.1 lists our approximation and the simulation results with 95%-confidence 
intervals (using t-distribution) for the mean number of customers, E(L), in the  
(PS) system, as a function of traffic intensity,  Our approximation coincides with 
simulation results having (at least) one significant figure for individual traffic intensity. 
 
6.5.3 H2/E2/ 1(PS) system  
We next consider the two-stage hyper-exponential (  input, two-stage Erlang 
(  requested service time  (PS) system. For the hyper-exponential 
distribution, we again assume the balanced means as in the previous subsection. 
 
In Table 6.2, as did Table 1, lists our approximation and the simulation results with 
95%-confidence intervals for the mean number of customers, E(L), in the  (PS) 
system. Again, our approximation coincides with simulation results having (at least) one 
significant figure for individual traffic intensity.  
 
Table 6.2  Mean number of customers in (PS) system. 
 Approximation Simulation 
0.1  0.1148  0.1153 0.0003 
0.2  0.2682  0.2695 0.0008 
0.3  0.4799  0.4837 0.0022 
0.4  0.7825  0.7947 0.0019 
0.5  1.2354  1.2581 0.0081 
0.6  1.9573  2.0041 0.0067 
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0.7  3.2255  3.3016 0.0127 
0.8  5.8732  5.9613 0.0274 
0.9 14.0668 14.0780 0.1525 
 
6.5.4 Traffic characteristics  
Assuming that the mean requested service time is unity , figures 6.5, 6.6, 
and 6.7 show our approximation and the simulation results for the mean sojourn time in  
























Figure 6.6 Mean sojourn time in the / M /1 (PS) system. 
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the  input,  requested service time PS 
systems. Here, note that the mean waiting time is always zero for our PS systems. The 
95% confidence intervals are included in the dots of simulations (sim.) 
The mean sojourn time increases monotonically with the squared coefficient of variation 
of inter-arrival time , and of requested service time . From these numerical 
examples we can see that the accuracy is sufficient for tele-traffic engineering purposes. 
 
 





For the renewal input GI/G/1 processor-sharing (PS) system, we have presented and 
proven the relationship between the mean unfinished work, E(U), and the conditional 
mean sojourn time, E(T|B=x) in the system. We have considered both the discrete- and 
continuous- random variables, unlike previous work that treated only continuous random 
variables. Based on the relationship between E(U) and E(T|B=x), we have derived 
approximate formulas for the mean conditional sojourn time, mean sojourn time, and 
mean number of customers in the PS system. These formulas have been validated by 
exact and simulation results. Note that our approximation uses only the first two moments 
of the inter-arrival time and requested service time distributions, and is very simple. 
However, the approximation method has restricted to the mean-value analysis. It would 
be worthwhile as a future study to present second- and higher- moments approximate 
formulas of the performance measures for the GI/G/1 (PS) system. It would be also 









7 Conclusion  
 
7.1 Summary 









This thesis has investigated content distribution over the Internet. In this chapter we will 
present a summary of this thesis and outline possible directions for future work. 
 
7.1 Summary 
In this thesis, In Chapters 2 we introduced the diffusion equation that does the main 
role in the diffusion approximation; we approximated the virtual waiting time process to 
the system of the most basic FIFO discipline in the non Markov model that focus in this 
chapter. We examined the diffusion approximation with the decision method and the 
Reflecting Barrier of the diffusion parameter and the diffusion approximation with the 
Elementary Return, and, in addition, mention the problem in an existing research. 
 
In Chapter 3, we redeveloped the diffusion approximation for the unfinished work 
process in the GI/G/1 system with reflecting barrier and elementary return boundary 
conditions, denoted as DAU(RB) and DAU(ER). The accuracy comparisons were 
presented among DAU(RB), DAU(ER), and the diffusion approximations for the 
queue-length process by Heyman, Kobayashi, and Gelenbe; to answer the question which 
diffusion approximation was the best. Moreover, by using accuracy characteristics of each 
diffusion approximation that express it in this thesis, we showed that the approximation 
equation with accuracy that was better than the Kramer Langenbach-Berz approximation 
equation with the highest accuracy could be developed. 
 
In Chapter 4, Motivated by performance evaluation of a telecommunication network 
system, we considered a renewal input, general service time, single-server, and 
infinite-capacity queuing system with generally distributed time-out threshold. We 
obtained two moment approximate formulas for the mean system performance measures 
(including the mean number of customers in the system and the mean response time) by 
using the diffusion process with the reflecting barrier. Our tele-traffic model included the 
standard GI/GI/1 system without time-out scheme as a special case.  From performance 
comparisons between our diffusion approximation and simulation results, we also 
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In Chapter 5, We dealt with this general GI/GI/1 (PS) system. We showed that the 
cost-equation analysis enables us to derive the relationship between the mean 
(time-average) unfinished work and the mean (customer-average) sojourn time. Our 
relationship was then applied to extend and generalize the previous results, e.g., Brandt et 
al.’s relationship between the mean (customer-average) sojourn times under the FCFS and 
PS rules, and Kleinrock’s conservation law for the M/GI/1 (PS) system. 
 
In Chapter 6, we considered the GI/G/1 (PS) system to develop a two-moment 
approximation for the mean performance measures. We derived the relationship between 
the mean unfinished work and the conditional mean sojourn time for the GI/G/1 (PS) 
system. Using this relationship, we derived approximate formulas for the mean 
conditional sojourn time, mean sojourn time, and the mean number of customers in the 
GI/G/1 (PS) system. Numerical examples were presented to compare the approximation 
with exact and simulated results. We showed that the proposed approximate formulas 
have good accuracy. 
 
 




7.2 Future Work 
This Thesis has several possible avenues for future work. Each of the chapters outlines 
ways in which the work presented in that chapter can be extended. In the traffic 
evaluation in the near future, when PS and the time-out, FIFO, RR, FIFO, and PS are 
caused at the same time, various models are regarded. We apply the proposed method for 
analyzing, and derive the evaluation and the predictable easy formula with software that 
doesn't do an analytical specializing.  
Moreover, each node was independent to the network analysis of the past, and the load 
from the node to the server was independent. The network analysis in triggered arrival 
input by the terminal while observing the appearance of the network is difficult for an 
existing Markov model. The diffusion approximation analysis is a method for analyzing 
that can be enhanced to the model of other triggered arrival, and the method for analyzing 
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