Any p, q ∈ R 2 together with the origin determine a pinned triangle. We prove that any finite set S contained in an irreducible algebraic curve C of degree d in R 2 determines Ω d (|S| 4/3 ) distinct pinned triangle areas, unless C is a line, or an ellipse or hyperbola centered at the origin. This improves the bound Ω(|S| 5/4 ) obtained by
Introduction
In [6] Pach and De Zeeuw proved that a set of n points on an irreducible algebraic curve of degree d in R 2 determines Ω d (n 4/3 ) distinct Euclidean distances, unless that curve is a line or a circle. In this paper we prove a similar result for the function A : R 2 × R 2 → R defined by A(p, q) = A(p x , p y , q x , q y ) = p y q x − p x q y .
Given a set S of points in R 2 , we write A(S) = {A(p, q) : p, q ∈ S}.
Geometrically, |A(p, q)|/2 equals the area of the triangle spanned by p, q, and the origin. We will prove that the number of distinct areas of such "pinned triangles" on an algebraic curve is Ω d (n 4/3 ), unless the curve is special. For an arbitrary finite set S in R 2 , Iosevich, Roche-Newton, and Rudnev proved in [3] that |A(S)| = Ω(|S|/ log |S|). For S on an algebraic curve, Charalambides proved in [1] (among other results) that |A(S)| = Ω d (|S| 5/4 ), unless the curve is a line, an ellipse centered at the origin, or a hyperbola centered at the origin. We improve Charalambides's bound to Ω d (|S| 4/3 ), with the same set of exceptions.
Theorem 1.1. Let C be an irreducible algebraic curve in R 2 of degree d and S a finite subset of C. If C is not a line, an ellipse centered at the origin, or a hyperbola centered at the origin, then |A(S)| = Ω d |S| 4/3 .
For the excluded curves, |A(S)| can be linear.
Let us give the relevant definitions. We call a set C ⊂ R 2 an algebraic curve if it is infinite and there is an f ∈ R[x, y]\{0} such that C = {(x, y) ∈ R 2 : f (x, y) = 0}. The degree of C is the degree of a minimum-degree polynomial f that represents C. The curve C is irreducible if a minimum-degree polynomial f representing C is irreducible over R (which is in this case equivalent to it being irreducible over C). We will frequently use Bézout's inequality, which states that the number of intersection points of two distinct irreducible algebraic curves in R 2 is bounded by the product of their degrees (see [6] for comments and references). In the proof, we will also consider algebraic curves in R 4 ; for their definition, we refer to [6] . A crucial role in the proof will be played by linear automorphisms of curves. A linear automorphism of an algebraic curve is an invertible linear transformation T : R 2 → R 2 such that T (C) = C. We will often drop the word "linear". Our proof follows the setup in [6] , which is based on that of [8] . It turns out that, for the function A, this setup leads to a more natural and streamlined proof than that in [6] . This was our main motivation for working out this application in detail, and we hope that it helps to clarify the proof of [6] , and increases the potential for generalization. In fact, our proof generalizes to general bilinear functions of two points (for instance the inner product), but for brevity we will not work this out here. In future work we hope to study more general polynomials, as well as functions on curves in higher dimensions.
We note that, as in [6] , we could prove a more general version of Theorem 1.1, for two point sets of different sizes on two curves, excluding only certain pairs of curves. However, since our main goal is to simplify and smooth out the proof, we will only consider the single-curve version.
In Section 2, we prove the lower bound, except for curves with infinitely many automorphisms of a certain kind; in Section 3, we determine which curves have infinitely many automorphisms in general; and in Section 4, we establish which of those curves have infinitely many automorphisms of the specific form that appeared in Section 2, which tells us exactly which curves should be excluded in Theorem 1.1.
2 Proof of Theorem 1.1 Definition 2.1. Given an algebraic curve C in R 2 , we define the following (rather ad hoc) set of linear transformations:
Our choice of the transformations in T will become clear in the proof of Lemma 2.8.
2. An algebraic curve C in R 2 of degree d is exceptional if it is a line or has more than 4d automorphisms from T .
In this section we prove the following theorem. Theorem 1.1 follows from this theorem combined with Lemma 4.1, which exactly determines the exceptional curves. Theorem 2.3. Let C be an irreducible algebraic curve in R 2 of degree d, and S a finite set on C. If C is not exceptional, then
First we prepare the set S as follows. For any line l through the origin that intersects S, we arbitrarily choose one point of l ∩ S and remove the other points. We call the result S * . Since C is not a line, it contains at most d points on any such l, so |S * | ≥ |S|/d. The rest of the proof considers only the points in S * ; we set n = |S * | and A = A(S * ). Throughout this section we denote points of C with the letter p when used in the first entry of the function A, and with q for the second entry; for points of S * we similarly use either p i , p j , . . . or q s , q t , . . . . To prove the theorem we will find lower and upper bounds on the number of quadruples in the set
The lower bound is easily obtained using the Cauchy-Schwarz inequality.
Lemma 2.4. For A and Q as above we have |Q| ≥ n 4 /|A|.
To obtain an upper bound on |Q| we will relate it to an incidence problem for points and curves. We define algebraic curves C ij and C st in R 4 as follows: For each pair of points p i , p j ∈ S * , we set
and for each pair of points q s , q t ∈ S *
Both sets are algebraic curves. We think of the curve C st as "dual" to the point (q s , q t ), and we think of the point (p i , p j ) as dual to the curve C ij . Let Γ be the set of all curves C ij , and let P = S * × S * . Then a point (q s , q t ) ∈ P lies on C ij ∈ Γ if and only if (p i , p j , q s , q t ) ∈ Q. This implies that
To get an upper bound for these incidences, we use the following corollary of a theorem of Pach and Sharir [4] ; it is deduced from [4] in [6] . We say that points P and curves Γ form a system with two degrees of freedom if there is a multiplicity M such that any two curves in Γ intersect in at most M points of P , and any two points of P belong to at most M curves in Γ.
Theorem 2.5. If a set P of points in R 4 and a set Γ of algebraic curves in R 4 form a system with two degrees of freedom and multiplicity M, then
Although the points P and curves Γ defined above may not quite form a system with two degrees of freedom, we will show that after removing small subsets of points and curves they do form such a system. The most important property that we need is that any two curves have bounded intersection, except possibly for a small subset, and an analogous property for the dual curves.
We let
and Γ 1 = Γ\Γ 0 . Similarly, we let
Lemma 2.6. If C is not exceptional, then for all C ij , C kl ∈ Γ 1 we have
and for all pairs of points in P 1 , there are at most d 2 curves in Γ that contain both points.
The two linear equations define a plane W ⊂ R 4 , because if they were dependent, then p i and p k would lie on the same line through the origin, which is excluded by the definition of S * . We claim that the third and fourth equations each define a curve of degree at most d on W . If, say, f (q) = 0 did not, then f (q) would vanish on all of W . But then f (q) would vanish on any line W q ′ = {q ∈ R 2 : (q, q ′ ) ∈ W }, which would imply that C is a line. Hence, Bézout's inequality applies to these two curves on W , and since we already know their intersection is finite, it follows that they have at most d 2 intersection points. By the same argument we get
. This is the dual statement to (q s , q t ) and (q u , q v ) being contained in at most d 2 curves from Γ.
Lemma 2.7. If C is not exceptional, then we have the incidence bound
Proof. By Lemma 2.6, P 1 and Γ 1 form a system with two degrees of freedom, with multiplicity M = d 2 . Then Lemma 2.5 gives the required bound.
Next we show that Γ 0 and P 0 are relatively small. We do this by showing that if two curves have infinite intersection (or equivalently, share an irreducible component), then this is related to an automorphism of C from T , and because C is not exceptional there are only a few of these.
For a linear transformation T : R 2 → R 2 , we define
It is the intersection of C × C with a plane.
Lemma 2.8. For any two distinct curves C ij , C kl ∈ Γ, there is a linear transformation
T is an automorphism of C. Two curves of the form C ij and C ij ′ (with j = j ′ ) cannot have infinite intersection. The same statements hold for the dual curves C st corresponding to points (q s , q t ) ∈ P .
which we can rewrite as
The matrix M jl is singular if and only if p j and p l lie on the same line through the origin, which is excluded by definition of S * . Hence we can define a linear transformation T by
It is easy to calculate that T has the form in Definition 2.1 of T (and this is of course why we defined T that way). This proves the first statement.
If
Since C and T (C) are irreducible algebraic curves, Bézout's inequality implies that T (C) = C, i.e., T is an automorphism of C.
If there are infinitely many points (q, q ′ ) ∈ C ij ∩ C ij ′ , then they satisfy
Since M ii is singular and its image is the line y = x, the same must be true for M jj ′ . Applying M jj ′ to (1, 0) and (0, 1), we see that b j = b j ′ and a j = a j ′ , a contradiction.
Lemma 2.9. If C is not exceptional, then
Proof. We define a graph with vertices C ij ∈ Γ 0 and an edge between C ij and C kl if |C ij ∩ C kl | = ∞. We color an edge C ij C kl with the transformation T if C ij ∩ C kl = G T ; by Lemma 2.8, this gives every edge a unique color. If two edges of the form C ij C kl and It follows that every color T occurs at most n times, since for each i there is at most one j such that C ij is incident with an edge of color T . By Definition 2.2 there are at most 4d colors, so the graph has at most 4dn edges. Since by definition of Γ 0 there are no isolated vertices, it follows that |Γ 0 | ≤ 8dn.
Lemma 2.10. If C is not exceptional, then
Proof. Any C ij has at most dn incidences with points (q s , q t ) ∈ P . This is because for any of the n choices for q s , the corresponding q t must be an intersection point of C with the line {q ∈ R 2 : A(p j , q) = A(p i , q s )}. Since C is not a line, by Bézout's inequality there are at most d such intersection points.
Since |Γ 0 | ≤ 8dn, this gives I(P, Γ 0 ) ≤ 8d 2 n 2 . The dual argument gives the second bound.
We get the overall incidence bound
Combining this with |I(P, Γ)| = |Q| ≥ n 4 |A(S * )| from Lemma 2.4 gives
which completes the proof of Theorem 2.3.
Linear automorphisms of algebraic curves
In this section we study algebraic curves that have infinitely many linear automorphisms. We were not able to find the exact statement that we need in the literature, so we provide our own proof.
Recall that by a (linear) automorphism of a curve C we mean an invertible linear transformation T such that T (C) = C. Note that in algebraic geometry, "automorphism" often denotes a polynomial transformation (or "morphism") that fixes the curve, or sometimes a projective transformation that fixes the curve. The classic theorem about polynomial automorphisms is Hurwitz's Theorem, which states that a curve of genus g ≥ 2 has at most 84(g − 1) polynomial automorphisms (see for instance [2] , Exercise IV.2.5). This provides a bound in terms of the degree d, but does not give the exact picture for linear automorphisms. For nonsingular curves, it would reduce the question to conics, for which one can easily compute what the linear automorphisms are. However, there are many higher-degree singular curves of genus 0, for which it is harder to determine the linear automorphisms. This is what we do directly with an elementary approach, sidestepping Hurwitz's Theorem (and its difficult proof) altogether.
We prove the following.
Lemma 3.1 (Automorphism Lemma
). An irreducible algebraic curve of degree d has at most 4d linear automorphisms, unless it is a line, central conic, pseudohyperbola, or pseudocusp.
Our names for the classes of curves in the lemma are not standard, but they are convenient for our statements and we think they are appropriate in this context. Definition 3.2. We call a conic central if it is an ellipse centered at the origin, a hyperbola centered at the origin, or (awkwardly) a parabola with its vertex at the origin. A pseudohyperbola is a curve in R 2 that, after a linear transformation, is defined by an equation of the form
with i, j coprime positive integers, not both 1.
A pseudocusp is a curve in R 2 that, after a linear transformation, is defined by an equation of the form
with i, j coprime positive integers, not both less than 3.
We first prove that if the curve has no automorphism of infinite order (in the group of invertible linear transformations), then the desired bound holds. Lemma 3.3. An irreducible algebraic curve C either has an automorphism of infinite order, or it has at most 4d automorphisms.
Proof. Suppose C does not have an automorphism of infinite order. A finite-order linear transformation is either a reflection, or it is similar to a rotation. The orbit of a point under a transformation similar to a rotation is an ellipse centered at the origin; we will therefore call such a transformation an elliptical rotation. Since C is not an ellipse (which has an automorphism of infinite order), it contains at most 2d points from the orbit of an elliptical rotation, which implies that the order of an elliptical rotation is at most 2d.
Suppose we have two elliptical rotations T 1 , T 2 . By changing basis we can assume that T 1 is a rotation, and then by rotating we can assure that T 2 is an elliptical rotation whose axes are the coordinate axes. Then the matrices have the form (possibly after a reflection)
Now it is easy to check that T 1 T 2 has infinite order, unless α or β is a multiple of π, which would mean that T 1 or T 2 is the identity or a reflection; or unless k = ±1, which implies that T 1 and T 2 are both rotations. It follows that C has at most 2d automorphisms that are elliptical rotations. Suppose C has an automorphism which is an elliptical rotation, but not a rotation. Then it has at most two reflections, since the product of two reflections in lines through the origin is a rotation, which by the argument above is only possible if it is a rotation by π (the reflection lines are in fact the orthogonal axes of the elliptical orbit).
If C does have a rotation, then it has at most 2d reflections. Indeed, given two reflections in two lines at angle α, their composition is a rotation by 2α. Since C has at most 2d rotations, we have 2α ≥ 2π/2d, which implies that there are at most 2d reflections.
The more involved part of Automorphism Lemma 3.1 is to prove that, if a curve has an automorphism of infinite order, then it must be one of the given exceptions. The basic idea of our proof of this is the following. If an automorphism T of an irreducible curve C has a real eigenvalue λ = ±1, and p ∈ C lies in the eigenspace of λ, then the orbit
must be contained in C. But this orbit is an infinite set on a line, so by Bézout's inequality and the irreducibility of C, C must be that line. However, this idea is not enough, because T need not have a real eigenvalue, and even if it did, C need not intersect any eigenspace of T . Instead, we will pick an arbitrary point p ∈ C and consider its orbit under T . We will see that, aside from a few exceptions, this infinite orbit is "unalgebraic", in the sense that it does not lie on any algebraic curve.
To prove that an orbit is unalgebraic we use the following lemma about "exponential polynomials". These functions have been studied extensively (see for instance [7] ), but we only need this simple fact. Its proof can be found in [5] , Problem V.75, and we reproduce it here for completeness.
Lemma 3.4 (Exponential Polynomial Lemma). Consider an exponential polynomial of the form
with p i (z) a nontrivial real polynomial of degree at most E 2 − 1 and distinct c i ∈ R. Then P (z) has at most E 1 · E 2 roots.
Proof. Dividing by e c 1 z and differentiating E 2 times gives an exponential polynomial with smaller E 1 and the same E 2 . By induction, this exponential polynomial has at most (E 1 − 1)E 2 roots (the base case of the induction is a nontrivial polynomial, for which the conclusion holds). After each differentiation, there is at most one root less, because by Rolle's theorem there is at least one root of the derivative between any two roots of a differentiable function. Hence P has at most (
Lemma 3.5. If an irreducible algebraic curve C has an automorphism of infinite order, then it is a line, central conic, pseudohyperbola, or pseudocusp.
Proof. Let C be defined by 0 = f (x, y) = a ij x i y j , and let T be an automorphism of C of infinite order. The Jordan normal form of T is one of the following three forms:
with λ, µ, ν, a, b ∈ R. Then λ, µ, ν = 0 since T is invertible, and |λ|, |µ| are not both 1, since T has infinite order. We now treat the three cases one by one.
Case 1: If the Jordan form of T is B 1 , then C is a line, hyperbola, parabola, pseudohyperbola, or pseudocusp. We make a base change so that the matrix of T is B 1 . Without loss of generality |λ| = 1. We choose a point (x 0 , y 0 ) of C with neither x 0 nor y 0 zero, which is possible unless C is the line x = 0 or the line y = 0. Then for all positive integers k
so for even k we have
Hence k is a root of the exponential polynomial P (z) = b ij e c ij z . Aside from two exceptions, P has finitely many roots by Lemma 3.4, which contradicts T having infinite order.
The first exception is if all the exponent coefficients c ij = ln(|λ|)i + ln(|µ|)j are zero whenever a ij = 0, because then we would just have a ij x i 0 y j 0 , which is identically zero. By assumption ln(|λ|) is not zero, so j = 0 only occurs when also i = 0, and we ignore this case. It follows that i/j has the same value whenever a ij = 0, so we can write this value as i 0 /j 0 with i 0 , j 0 coprime. Then every nonzero term of f must be of the form a ij (
for a single-variable polynomial g, and factoring g into linear factors over C gives a factorization of f . Since f is irreducible over C, we must then have The second exception occurs when the c ij are not distinct. More precisely, this is only a problem when the terms of f can be grouped into subsums, each with at least two terms, such that within each subsum the c ij are the same, and the sum of the corresponding coefficients b ij equals 0.
Let I = {(i, j)} be a subset of at least two pairs of exponents of nonzero terms in f , with all c ij the same, and (i,j)∈I b ij = 0. Define g(x, y) = (i,j)∈I a ij x i y j . The fact that c ij = ln(|λ|)i + ln(|µ|)j is the same for all pairs in I means that the pairs (i, j) ∈ I lie on a line. This line must have rational slope because it contains at least two integer points, so we can write it in the form pi + qj = r with p, q coprime integers (which may be negative). We can rewrite g as g(x, y) = If we plug in any point (u, v) = (t p , t q ), we get
This implies that u q − v p divides G(u, v), and consequently
. Doing this for each subset of terms of f as described in the exception, and noting that the slope of the line must be the same in each case, we see that f itself must be divisible by
Since f is irreducible, we must in fact have f (x, y) = ax q − by p , so C is a pseudocusp, a parabola, or a line.
Note that in each of the cases above, reversing the base change does not change the type of curve.
Case 2: If the Jordan form of T is B 2 , then C is a line. We make a base change so that the matrix of T is B 2 . Again we let (x 0 , y 0 ) be a point of C with neither x 0 nor y 0 zero. Then for all k we have
with linear functions b ij (k). Hence k is a root of an exponential polynomial, which, now with only one exception, has finitely many roots, contradicting the infinite order of T . The exception occurs when f can be partitioned into subsets of terms for which the c ij are all equal, and the corresponding b ij sum to zero. By a simpler version of the argument used in Case 1, we get that f (x, y) = ax − by, so C is a line. If |ν| = 1, then C contains the points (x 0 + ky 0 , y 0 ) for all even k. These are distinct points on a line, so C must be a line itself.
Case 3: If the Jordan form of T is B 3 , then C is a line or an ellipse. Suppose T has conjugate complex eigenvalues a ± bi = r · (cos(θ) ± i sin(θ)) with r > 0. We first assume that r = 1. Then
We distinguish two cases. If θ/π ∈ Q, then there is a k 0 such that k 0 θ ∈ 2πZ. So for all
which again has finitely many roots, contradicting the infinite order of T . Similarly to in Case 2, there is an exception when f (x, y) = ax − by.
On the other hand, if θ/π ∈ Q, then the sequence kθ mod 2π is dense in [0, 2π). Consider lines of the form y = cx for c ∈ R. Then the denseness of the sequence implies that for every such line the orbit T (k) (x 0 , y 0 ) has an infinite subsequence that converges to the line as well as infinity or the origin. Clearly algebraic curves cannot do that, so the orbit cannot lie on C. Now suppose r = 1. Then the orbit of T is an infinite set on a circle, so C itself must be a circle. Reversing the base change, we get that C is an ellipse.
The following table displays representatives for all equivalence classes (under linear transformations) of curves that have infinitely many linear automorphisms. The matrices represent the corresponding infinite families of automorphisms. The forms of these matrices mostly follow from the proof above; we omit the details. By Lemma 3.1, the only curves with more than 4d automorphisms are lines, central conics, pseudohyperbolas, or pseudocusps. In the first section below, we prove that parabolas, pseudohyperbolas, and pseudocusps are in fact not exceptional, because their automorphisms are not from T . In the second section, we prove that on every exceptional curve the number of distinct values can be linear.
Lines

Excluding parabolas, pseudohyperbolas, and pseudocusps
Lemma 4.2. Parabolas, pseudohyperbolas, and pseudocusps are not exceptional (i.e., they do not have more than 4d automorphisms from T ).
Proof. Since the equations of all three types of curves can be written as x p y q = 1, for (p, q) = 1 and p > 0 (allowing q to be positive or negative), we will treat the three cases together. We can write the points on x p y q = 1 in the form . If a transformation in T is an automorphism of x p y q = 1, then it must have the form Then the areas are 1 2 sin(2π|i − j|/n), so the number of distinct areas is linear.
Case 3: Hyperbolas centered at the origin Afer rotating and scaling we can assume C is the hyperbola xy = 1. We choose S = {(2 i , 2 −i ) : i = 1, . . . , n}.
Then the areas are 1 2
|2
i−j − 2 j−i |, so again the number of distinct areas is linear.
