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Abstract
Representation stability is a phenomenon whereby the structure of
certain sequences Xn of spaces can be seen to stabilize when viewed
through the lens of representation theory. In this paper I describe this
phenomenon and sketch a framework, the theory of FI-modules, that
explains the mechanism behind it.
1 Introduction
Sequences Vn of representations of the symmetric group Sn occur naturally
in topology, combinatorics, algebraic geometry and elsewhere. Examples
include the cohomology of configuration spaces Confn(M), moduli spaces
of n-pointed Riemann surfaces and congruence subgroups Γn(p); spaces of
polynomials on rank varieties of n × n matrices; and n-variable diagonal
co-invariant algebras.
Any Sn-representation is a direct sum of irreducible representations.
These are parameterized by partitions of n. Following a 1938 paper of Mur-
naghan, one can pad a partition λ =
∑r
i=1 λi of any number d to produce
a partition (n− |λ|) + λ of n for all n ≥ |λ|+ λ1. The decomposition of Vn
into irreducibles thus produces a sequence of multiplicities of partitions λ,
recording how often λ appears in Vn.
A few years ago Thomas Church and I discovered that for many impor-
tant sequences Vn arising in topology, these multiplicities become constant
once n is large enough. With Jordan Ellenberg and Rohit Nagpal, we built a
theory to explain this stability, converting it to a finite generation property
∗The author gratefully acknowledges support from the National Science Foundation.
He would also like to thank his collaborators Thomas Church and Jordan Ellenberg,
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for a single object. We applied this to prove stability in these and many other
examples. As a consequence, the character of Vn is given (for all n  1)
by a single polynomial, called a character polynomial, studied by Frobenius
but not so widely known today. One of the main points of our work is that
the mechanism for this stability comes from a common structure underlying
all of these examples.
After giving an overview of this theory, we explain how it applies and
connects to an array of counting problems for polynomials over finite fields,
and for maximal tori in the finite groups GLn Fq. In particular, the stability
of such counts reflects, and is reflected in, the representation stability of the
cohomology of an associated algebraic variety. We begin with a motivating
example.
2 Configuration spaces and representation theory
Let M be any connected, oriented manifold. For any n ≥ 1 let Confn(M)
be the space of configurations of ordered n-tuples of distinct points in M :
Confn(M) := {(z1, . . . , zn) ∈Mn : zi 6= zj if i 6= j}.
The symmetric group Sn acts freely on Confn(M) by permuting the
coordinates:
σ · (z1, . . . , zn) := (zσ(1), . . . , zσ(n)).
This action induces for each i ≥ 0 an action of Sn on the complex vector
spaceH i(Confn(M);C), makingH i(Confn(M);C) into an Sn-representation.
Here we have chosen C coefficients for simplicity of exposition.
2.1 Cohomology of configuration spaces
The study of configuration spaces and their cohomology is a classical topic.
We concentrate on the following fundamental problem.
Problem 2.1 (Cohomology of configuration spaces). Let M be a con-
nected, oriented manifold. Fix a ring R. Compute H∗(Confn(M);R) as an
Sn-representation.
Problem 2.1 was considered in special cases by Brieskorn, F. Cohen,
Stanley, Orlik, Lehrer-Solomon and many others; see, e.g. [20] and the ref-
erences contained therein.
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What exactly does “compute as an Sn-representation” mean? Well, by
Maschke’s Theorem, any Sn-representation over C is a direct sum of irre-
ducible Sn-representations. In 1900, Alfred Young gave an explicit bijection
between the set of (isomorphism classes of) irreducible Sn-representations
and the set of partitions n = n1 + · · ·+ nr of n with n1 ≥ · · · ≥ nr > 0.
Let λ = (a1, . . . , ar) be an r-tuple of integers with a1 ≥ · · · ≥ ar > 0 and
such that n −∑ ai ≥ a1. We denote by V (λ), or V (λ)n when we want to
emphasize n, the representation in Young’s classification corresponding to
the partition n = (n −∑ri=1 ai) + a1 + · · · + ar. With this terminology we
have, for example, that V (0) is the trivial representation, V (1) is the (n−1)-
dimensional irreducible representation {(z1, . . . , zn) ∈ Cn :
∑
zi = 0}, and
V (1, 1, 1) is the irreducible representation
∧3 V (1). For each n ≥ 1 and each
i ≥ 0 we can write
H i(Confn(M);C) =
⊕
λ
di,n(λ)V (λ)n (1)
for some integers di,n(λ) ≥ 0. The sum on the right-hand side of (1) is
taken over all partitions λ of numbers ≤ n for which V (λ)n is defined. The
coefficient di,n(λ) is called the multiplicity of V (λ) in H
i(Confn(M);C).
Problem 2.1 over C, restated: Compute the multiplicities di,n(λ).
Why should we care about solving this problem? Here are a few reasons:
1. Even the multiplicity di,n(0) of the trivial representation V (0) is inter-
esting: it computes the ith Betti number of the space UConfn(M) :=
Confn(M)/Sn of unordered n-tuples of distinct points in M . In other
words,
dimCH
i(UConfn(M);C) = di,n(0) (2)
by transfer applied to the finite cover Confn(M)→ UConfn(M).
2. More generally, the di,n(λ) for other partitions λ of n compute the Betti
numbers of other (un)labelled configuration spaces. For example, for
fixed a, b, c ≥ 0, consider the space Confn(M)[a, b, c] of configurations
of n distinct labelled points on M where one colors a of the points
blue, b red, and c yellow, and where points of the same color are
indistinguishable from each other. Then Hi(Confn(M)[a, b, c];C) can
be determined from di,n(µ) for certain µ = µ(a, b, c). See [6] for a
discussion, and see [32] for an explanation of how these spaces arise
naturally in algebraic geometry.
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3. The representation theory of Sn provides strong constraints on the pos-
sible values of dimCH
i(Confn(M);C). As a simple example, if the ac-
tion of Sn on H
i(Confn(M);C) is essential in a specific sense (cf. §2.3)
for n  1, then one can conclude for purely representation-theoretic
reasons that limn→∞ dimCH i(Confn(M);C) = ∞. This happens for
example for every i ≥ 1 when M = C. See §2.3 below.
4. For certain special smooth projective varieties M , the multiplicities
di,n(λ) encode and are encoded by delicate information about the com-
binatorial statistics of the Fq-points of M or related varieties; see §5
below for two specific applications.
5. The decomposition (1) can have geometric meaning, and can point
the way for us to guess at meaningful topological invariants. We now
discuss this in a specific example.
2.2 A case study: the invariants of loops of configurations
Consider the special case where M is the complex plane C. Elements
of H1(Confn(C);C) are homomorphisms pi1(Confn(C)) → C. Computing
H1(Confn(C);C) is thus answering the basic question:
What are the ways of attaching a complex number to each loop of con-
figurations of n points in the plane, in a way that is natural (= additive)?
To construct examples, pick 1 ≤ i, j ≤ n with i 6= j. Given any loop
γ(t) = (z1(t), . . . , zn(t)) in Confn(C), we can ignore all points except for
zi(t) and zj(t) and measure how much zj(t) winds around zi(t); namely we
let αij : [0, 1]→ C be the loop αij(t) := zj(t)− zi(t) and set
ωij(γ) :=
1
2pii
∫
αij
dz
z
It is easy to verify that ωij : pi1(Confn(C))→ C is indeed a homomorphism,
that ωij = ωji, and that the set {ωij : i < j} is linearly independent in
H1(Confn(C);C); see Figure 1. Linear combinations of the ωij are in fact
the only natural invariants of loops of configurations in C.
Theorem 2.2 (Artin(1925), Arnol’d(1968) [1]). The set {ωij : 1 ≤ i <
j ≤ n} is a basis for H1(Confn(C);C) for any n ≥ 2. Thus H1(Confn(C);C) ≈
C(
n
2).
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ji
↵
n1
· · · · · · · · ·
!ij(↵) = 1, but !k`(↵) = 0, for all other k, `.
Figure 1: The proof that {ωij : i < j} is linearly independent in
H1(Confn(C);C).
There is more to say. The Sn action on H
1(Confn(C);C) is determined
by its action on the basis via σ · ωij = ωσ(i)σ(j), from which we can deduce
that
H1(Confn(C);C) = V (0)⊕ V (1)⊕ V (2) for n ≥ 4 (3)
using only elementary representation theory. We can see from this algebraic
picture that the subspace of vectors fixed by all of Sn is 1-dimensional,
spanned by the vector
Ω :=
∑
1≤i<j≤n
ωij ∈ H1(Confn(C);C).
This implies the following geometric statement: the only natural invariant
of loops of configurations of n distinct unordered points in C is total winding
number Ω; in particular, H1(Confn(C)/Sn;C) ≈ C.
Looking again at (3) we see a copy of the standard permutation repre-
sentation Cn = V (0)⊕V (1) given by σ ·ui = uσ(i), with ui =
∑
j 6=i ωij . This
indicates that the ui should be geometrically meaningful, which indeed they
are: ui gives the total winding number of all points zj around the point zi.
I hope that even the simple example of Confn(C) convinces the reader
that understanding H i(Confn(M);C) as an Sn-representation and not just
as a naked vector space gives us a much richer geometric picture.
2.3 Homological (in)stability
The above discussion fits in to a broader context. Let Xn be a sequence
of spaces or groups. The classical theory of (co)homological stability (over
a fixed ring R) in topology produces results of the form: the homology
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Hi(Xn;R) (resp. H
i(Xn;R)) does not depend on n for n i. This converts
an a priori infinite computation to a finite one. Examples of such sequences
Xn include symmetric groups Sn (Nakaoka), braid groups Bn (Arnol’d and
F. Cohen), the space UConfn(M) of n-point subsets of the interior of a
compact, connected manifold M with nonempty boundary (McDuff, Segal),
special linear groups SLn Z (Borel and Charney), the moduli space Mn of
genus n ≥ 2 Riemann surfaces (Harer), and automorphism groups of free
groups (Hatcher-Vogtmann-Wahl) ; see [15] for a survey.
For many natural sequences Xn homological stability fails in a strong
way. We saw above that H1(Confn(C);C) ≈ C(
n
2) for all n ≥ 4. In fact, one
can prove for each i ≥ 1 that
lim
n→∞ dimC(H
i(Confn(C);C)) =∞. (4)
The underlying mechanism behind this instability is symmetry. Call a repre-
sentation V of Sn not essential if σ ·v = ±v for each σ ∈ Sn and each v ∈ V .
Basic representation theory of Sn implies that any essential representation
V of Sn, n ≥ 5 satisfies dim(V ) ≥ n − 1. It is not hard to check that the
Sn-representation H
i(Confn(C);C)) is essential, implying the blowup (4).
One hardly needs to know topology to prove (4)! The driving force behind
this is the representation theory of Sn.
More generally, whenever we have a sequence of larger and larger groups
Gn, and a sequence Vn of “essential” Gn-representations, one expects that
dim(Vn) → ∞. The general slogan of representation stability is: in many
situations the names of the representations Vn should stabilize as n → ∞.
The question is, how can we formalize this slogan, and how can we use such
information? We focus on the case Gn = Sn; see §7 for a discussion of other
examples, such as Gn = SLn Fp,GLn Z and Sp2n Z.
3 Representation stability (the Sn case)
With our notation, the description of H1(Confn(C);C) given in (3) does not
depend on n once n ≥ 4. In 2010 Thomas Church and I guessed that such a
phenomenon might be true for cohomology in all degrees. Using an inductive
description of H∗(Confn(C);C) as a sum of induced representations (a weak
form of a theorem of Lehrer-Solomon [20]), one can convert this question
into a purely representation-theoretic one. After doing this, we asked David
Hemmer about the case i = 2. He wrote a computer program that produced
6
the following output; we use the notation Cn for Confn(C) to save space.
H2(C4;C) = V (1)⊕2 ⊕ V (1, 1)⊕ V (2)
H2(C5;C) = V (1)⊕2 ⊕ V (1, 1)⊕2 ⊕ V (2)⊕2 ⊕ V (2, 1)
H2(C6;C) = V (1)⊕2 ⊕ V (1, 1)⊕2 ⊕ V (2)⊕2 ⊕ V (2, 1)⊕2 ⊕ V (3)
H2(C7;C) = V (1)⊕2 ⊕ V (1, 1)⊕2 ⊕ V (2)⊕2 ⊕ V (2, 1)⊕2 ⊕ V (3)⊕ V (3, 1)
H2(C8;C) = V (1)⊕2 ⊕ V (1, 1)⊕2 ⊕ V (2)⊕2 ⊕ V (2, 1)⊕2 ⊕ V (3)⊕ V (3, 1)
H2(C9;C) = V (1)⊕2 ⊕ V (1, 1)⊕2 ⊕ V (2)⊕2 ⊕ V (2, 1)⊕2 ⊕ V (3)⊕ V (3, 1)
H2(C10;C) = V (1)⊕2 ⊕ V (1, 1)⊕2 ⊕ V (2)⊕2 ⊕ V (2, 1)⊕2 ⊕ V (3)⊕ V (3, 1)
(5)
This was compelling. Indeed, it turns out that this decomposition holds
for H2(Cn;C) for all n ≥ 7, so the decomposition of H2(Confn(C);C) into
irreducible Sn-representations stabilizes. The most useful way we found to
encode this type of behavior was via the notion of a representation stable
sequence, which we now explain.
3.1 Representation stability and H i(Confn(M);C)
Let Vn be a sequence of Sn–representations equipped with linear maps
φn : Vn → Vn+1 so that following diagram commutes for each g ∈ Sn:
Vn
φn //
g

Vn+1
g

Vn
φn
// Vn+1
Here g acts on Vn+1 by its image under the standard inclusion Sn ↪→ Sn+1.
We call such a sequence of representations consistent. We made the following
definition in [11].
Definition 3.1 (Representation stability for Sn-representations). A
consistent sequence {Vn} of Sn–representations is representation stable if
there exists N > 0 so that for all n ≥ N , each of the following conditions
holds:
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1. Injectivity: The maps φn : Vn → Vn+1 are injective.
2. Surjectivity: The span of the Sn+1–orbit of φn(Vn) is all of Vn+1.
3. Multiplicities: Decompose Vn into irreducible Sn–representations as
Vn =
⊕
λ
cn(λ)V (λ)n
with multiplicities 0 ≤ cn(λ) ≤ ∞. Then cn(λ) does not depend on n.
The number N is called the stable range. The sequence Vn := ∧∗Cn of
exterior algebras is an example of a consistent sequence of Sn-representations
that is not representation stable.
It is not hard to check that, given Condition 1 for φn, Condition 2 for
φn is equivalent to the following : φn is a composition of the inclusion Vn ↪→
Ind
Sn+1
Sn
Vn with a surjective Sn+1–module homomorphism Ind
Sn+1
Sn
Vn →
Vn+1. This point of view leads to the stronger condition central stability,
a very useful concept invented by Putman [26] at around the same time,
which he applied in his study of the cohomology of congruence subgroups.
There are variations on Definition 3.1. For example one can allow the
stable range N to depend on the partition λ. In [11] we define representation
stability for other sequencesGn of groups, with a definition analogous to Def-
inition 3.1 with Gn = Sn replaced by Gn = GLn Z, Sp2g Z,GLn Fq, Sp2g Fq,
and hyperoctahedral groups Wn; see §7 below. In each case one needs a
coherent naming system for representations of Gn as n varies.
Remark 3.2. We originally stumbled onto representation stability in [12]
while making some computations in the homology of the Torelli group Ig. In
this situation the homology Hi(Ig;C) is a representation of the integral sym-
plectic group Sp2g Z. We found some Sp2g Z-submodules of Hi(Ig;C) whose
names did not depend on g for g  1. Representation stability (for se-
quences of Sp2g Z-representations) arose from our attempt to formalize this.
See [12]. After [11, 12] appeared, Richard Hain kindly shared with us some
of his unpublished notes from the early 1990s, where he also developed a con-
jectural picture of the homology Hi(Ig;C) as an Sp2g Z-representation that
is similar to the idea of representation stability for Sp2g Z-representations
presented in [11].
Using in a crucial way a result of Hemmer [16], we proved in [11] the
following.
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Theorem 3.3 (Representation stability for Confn(C)). For any fixed
i ≥ 0, the sequence {H i(Confn(C);C)} is representation stable with stable
range n ≥ 4i.
The stable range n ≥ 4i given in Theorem 3.3 predicts thatH2(Confn(C);C)
will stabilize once n = 8; in truth it stabilizes starting at n = 7.
The problem of computing all of the stable multiplicities di,n(λ) in the
decomposition of H i(Confn(C);C) is thus converted to a problem which is
finite and in principle solvable by a computer. However, putting this into
practice is a delicate matter, and the actual answers can be quite compli-
cated. For example, for n ≥ 16:
H4(Confn(C);C) =
V (1)⊕2 ⊕ V (2)⊕6 ⊕ V (1, 1)⊕6 ⊕ V (3)⊕8 ⊕ V (1, 1, 1)⊕9 ⊕ V (2, 1)⊕16
⊕V (4)⊕6 ⊕ V (1, 1, 1, 1)⊕5 ⊕ V (5)⊕2 ⊕ V (2, 2)⊕12 ⊕ V (3, 1)⊕19
⊕V (2, 1, 1)⊕17 ⊕ V (4, 1)⊕12 ⊕ V (2, 1, 1, 1)⊕7 ⊕ V (3, 2)⊕14 ⊕ V (2, 2, 1)⊕10
⊕V (5, 1)⊕3 ⊕ V (3, 3)⊕4 ⊕ V (3, 1, 1)⊕16 ⊕ V (2, 2, 2)⊕2 ⊕ V (4, 2)⊕7
⊕V (4, 1, 1)⊕8 ⊕ V (5, 2)⊕ V (2, 2, 1, 1)⊕2 ⊕ V (3, 1, 1, 1)⊕5 ⊕ V (5, 1, 1)⊕2
⊕V (4, 3)⊕2 ⊕ V (3, 2, 1)⊕9 ⊕ V (4, 1, 1, 1)⊕2 ⊕ V (3, 3, 1)⊕2 ⊕ V (3, 2, 2)
⊕V (4, 2, 1)⊕3 ⊕ V (3, 2, 1, 1)⊕ V (5, 1, 1, 1)⊕ V (4, 3, 1)
Theorem 3.3 was greatly extended by Church in [6] from M = C to M
any connected, oriented manifold, as follows.
Theorem 3.4 (Representation stability for configuration spaces).
Let M be any connected, oriented manifold with dim(M) ≥ 2 and with
dimCH
∗(M ;C) <∞. Fix i ≥ 0. Then the sequence {H i(Confn(M);C)} is
representation stable with stable range n ≥ 2i if dim(M) ≥ 3 and n ≥ 4i if
dim(M) = 2.
This of course leaves open the following.
Problem 3.5 (Computing stable multiplicities). Given a connected,
oriented manifold M , compute explicitly the stable multiplicities di,n(λ) for
the decomposition of H i(Confn(M);C) into irreducibles. Give geometric in-
terpretations of these numbers, as in the case of H1(Confn(C);C) discussed
in §2 above.
The problem of computing the di,n(λ) seems to have been solved in very
few cases. For example, I do not know the answer even for M a closed
surface of genus g ≥ 1.
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The paper [11] gives many other examples of representation stable se-
quences Vn that arise naturally in mathematics, from the cohomology of
Schubert varieties to composition of Schur functors to many of the exam-
ples given in §4.3 below.
3.2 An application to classical homological stability
Consider the space UConfn(M) := Confn(M)/Sn of unordered n-tuples of
distinct points in M . As mentioned above, when M is the interior of a
compact manifold with nonempty boundary, classical homological stability
for Hi(UConfn(M);Z) was proved by McDuff and Segal, generalizing earlier
work of Arnol’d and F. Cohen. The reason that the assumption ∂M 6= ∅ is
needed is that in this case one has a map ψn : Confn(M) → Confn+1(M)
for each n ≥ 0 given by “injecting a point at infinity” (see Proposition 4.6
of [8] for details). While ψn is really just defined up to homotopy, it induces
for each i ≥ 0 a well-defined homomorphism
(ψn)∗ : Hi(UConfn(M);Z)→ Hi(UConfn+1(M);Z) (6)
which McDuff and Segal prove is an isomorphism for n ≥ 2i+ 2. This is the
typical way one proves classical homological stability for a sequence of spaces
Xn, namely one finds maps Xn → Xn+1 and proves that they eventually
induce isomorphisms on homology.
What about the case when M is closed? In this case there are no natural
maps between UConfn(M) and UConfn+1(M). A natural thing to do would
be to consider the Sn-cover Confn(M)→ UConfn(M), where there are maps
(in fact n+ 1 of them) φn : Confn+1(M)→ Confn(M) given by “forget the
point labeled i”, where 1 ≤ i ≤ n+ 1. The problem is, as we’ve seen above,
the maps φn typically do not induce isomorphisms on homology. What to
do?
Representation stability allowed Church to analyze this situation. It
provided him with a language so that he could prove (Theorem 3.4) that the
maps φn stabilize. The power of this point of view can be seen by applying
Church’s theorem (Theorem 3.4) to the trivial representation V (0), which
gives (for dim(M) ≥ 3) that di,n(0) is constant for n ≥ 2i. Transfer implies
(see (2) above) that dimCHi(UConfn(M);C) is constant for n ≥ 2i, giving
classical stability without maps between the spaces! Church actually obtains
the better stable range of n > i by a more careful analysis.
One might notice that Church only obtains homological stability over Q,
while McDuff and Segal’s theorem works over Z. One crucial place where
Q is needed is the use of transfer. However, this is not just an artifact
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of Church’s proof, it is a feature of the situation: classical homological
stability for UConfn(M) with M closed is false for general closed manifolds
M ! For example, H1(UConfn(S
2);Z) = Z/(2n− 2)Z. After Church’s paper
appeared, other proofs of homological stability over for Hi(UConfn(M);Q)
were given by Randal-Williams [27] and then by Bendersky-Miller [2].
By plugging other representations into Theorem 3.4, Church deduces
classical homological stability for a number of other colored configuration
spaces. The above discussion illustrates how representation stability can be
used as a useful method to discover and prove classical homological stability
theorems.
3.3 Murnaghan’s Theorem
The stabilization of names of natural sequences of representations is not
new. The notation V (λ) that we gave in §2 above goes back at least to the
1938 paper [24] of Murnaghan, where he discovered the following theorem,
first proved by Littlewood [21] in 1957.
Theorem 3.6 (Murnaghan’s Theorem). For any two partitions λ, µ
there is a finite set P of partitions so that for all sufficiently large n:
V (λ)n ⊗ V (µ)n =
⊕
ν∈P
dλ,µ(ν)V (ν)n (7)
for some non-negative integers dλµ(ν).
The integers dλµ(ν) are called Kronecker coefficients. In his original pa-
per [24] Murnaghan computes the dλµ(ν) explicitly for 58 of the simplest
pairs µ, ν. The study of Kronecker coefficients remains an active direction
for research. It is central to combinatorial representation theory and geo-
metric complexity theory, among other areas. See, for example, [3] and the
references contained therein.
One can deduce from Murnaghan’s Theorem that the sequence V (λ)n⊗
V (µ)n is multiplicity stable in the sense of Definition 3.1; see [11]. In the
following section we will describe a theory where Murnaghan’s Theorem
pops out as a structural feature of the theory.
4 FI-modules
Representation stability for symmetric groups Sn grew in power and appli-
cability in [8], where Thomas Church, Jordan Ellenberg and I developed a
theory of FI-modules.
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When looking at the sequence H i(Confn(M);C), we broke symmetry by
only considering the map Confn+1(M) → Confn(M) given by “forget the
(n + 1)st point”. Of course there are really n + 1 equally natural maps,
given by “forget the jth point” for 1 ≤ j ≤ n + 1. Taking cohomol-
ogy switches the direction of arrows, and we have n + 1 homomorphisms
H i(Confn(M);C)→ H i(Confn+1(M);C), each one corresponding to an in-
jective map {1, . . . , n} → {1, . . . , n + 1}; namely, the injective map whose
image misses j. It is useful to consider all of these maps at once. This is
the starting point for the study of FI-modules.
4.1 FI-module basics
An FI-module V is a functor from the category FI of finite sets and injections
to the category of modules over a fixed Noetherian ring k. Thus to each
set n := {1, . . . , n} with n elements the functor V associates a k-module
Vn := V (n), and to each injection m→ n the functor V associates a linear
map Vm → Vn. The set of self-injections n → n is the symmetric group
Sn. Thus an FI-module gives a sequence of Sn-representations Vn and linear
maps between them, one for each injection of finite sets:
{1} −→ {1, 2} −→ {1, 2, 3} −→ · · · −→ {1, . . . , n} −→ · · ·
	 	 	 	
S1 S2 S3 Sn
V ↓
V1 −→ V2 −→ V3 −→ · · · −→ Vn −→ · · ·
	 	 	 	
S1 S2 S3 Sn
Of course each single horizontal arrow really represents many arrows,
one for each injection between the corresponding finite sets. Using functors
from the category FI to study sequences of objects is not new: FI-spaces
were known long ago (under different names) to homotopy theorists.
A crucial observation is that one should think of an FI-module as a
module in the classical sense. Many of the familiar notions from the theory of
modules, such as submodule and quotient module, carry over to FI-modules
in the obvious way: one performs the operations pointwise. So, for example,
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W is an FI-submodule of V if Wn ⊂ Vn for each n ≥ 1. One theme of [8]
is that there is conceptual power in the encoding of this large amount of
(potentially complicated) data into a single object V .
The property of being an FI-module itself does not guarantee much struc-
ture. One of the main insights in [8] was to find a finite generation condition
that has strong implications but that one can also prove to hold in many
examples.
Definition 4.1 (Finite generation). An FI-module V is finitely generated
if there is a finite set S of elements in
∐
i Vi so that no proper sub-FI-module
of V contains S.
Example 4.2. Let k[x1, . . . , xn](3) denote the vector space of homogeneous
polynomials of degree 3 in n variables over a field k. It is not hard to
check that {1, . . . , n} 7→ k[x1, . . . , xn](3) is an FI-module. We claim that
this FI-module is finitely generated by the elements x31, x
2
1x2 and x1x2x3:
k[x1](3) −→ k[x1, x2](3) −→ k[x1, x2, x3](3) −→ k[x1, x2, x3, x4](3) −→ · · ·
x31 x
3
1, x
3
2 x
3
1, x
3
2, x
3
3 x
3
1, x
3
2, x
3
3, x
3
4
x21x2 , x
2
2x1 x
2
1x2, x
2
1x3, x
2
2x1
...
x22x3, x
2
3x1, x
2
3x2
x1x2x3
Here we have written below each k[x1, . . . , xn](3) its basis as a vector
space. Finite generation of the FI-module k[x1, . . . , xn](3) is simply the fact
that every vector in every k[x1, . . . , xn](3) lies in the k-span of the set of
vectors that can be obtained from the three boxed vectors by performing all
possible morphisms, i.e. by changing the labels of the xi. In other words,
there are, up to labeling and taking linear combinations, only three homoge-
neous degree three polynomials in any number n ≥ 3 of variables: x31, x21x2
and x1x2x3. Note that we need n ≥ 3 to obtain all of the generators.
Similarly, k[x1, . . . , xn](87) is finitely generated, but the full generating set
appears only for n ≥ 87.
The connection of FI-modules with representation stability is the follow-
ing, proved in [8].
Theorem 4.3 (Finite generation vs. representation stable). Let V be
an FI-module over a field k of characteristic 0. Then V is finitely generated
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if and only if {Vn} is a representation stable sequence of Sn-representations
with dimk Vn <∞ for all n.
Theorem 4.3 thus converts a somewhat complicated property about a
sequence Vn of representations into a single property – finite generation –
of a single object V . One example of the power of this viewpoint is the
following.
Proof of Murnaghan’s Theorem (Theorem 3.6): Since V (λ) and
V (µ) are finitely generated FI-modules [8, §2.8], so is V (λ) ⊗ V (µ). The-
orem 4.3 implies that V (λ)n ⊗ V (µ)n is representation stable, and so the
theorem follows.
Thus a combinatorial theorem about an infinite list of numbers falls out
of a basic structural property of FI-modules.
4.2 Character polynomials
One of the main discoveries of [8] is that character polynomials, studied
by Frobenius but not so widely known today, are ubiquitous, and are an
incredibly concise way to encode stability phenomena for sequences of Sn-
representations.
Fix the ground field C. Recall that the character of a representation
ρ : G → GL(V ) of a finite group G over C is defined to be the function
χV : G→ C given by
χV (g) := Trace(ρ(g)).
We view χV as an element of the vector space C(G) of class functions on
G; that is, those functions that are constant on each conjugacy class in G.
A fundamental theorem in the representation theory of finite groups is that
any G-representation is determined by its character:
χV = χW in C(G) if and only if V ≈W as G-representations.
For each i ≥ 1 let Xi :
∐
n Sn → N be the class function defined by
Xi(σ) = number of i-cycles in the cycle decomposition of σ.
A character polynomial is any polynomial P ∈ Q[X1, X2, . . .]. Such a poly-
nomial gives a class function on all the Sn at once. The study of character
polynomials goes back to work of Frobenius, Murnaghan, Specht, and Mac-
donald; see, e.g. [23, Example I.7.14]).
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It is easy to see for any fixed n ≥ 1 that C(Sn) is spanned by character
polynomials, so the character of any representation can be described by such
a polynomial. For example, if Cn is the standard permutation representation
of Sn then the character χCn(σ) is the number of fixed points of σ, so χCn =
X1 for any n ≥ 1. As another example, consider the Sn-representation∧2Cn. Since σ · (ei ∧ ej) = ±ei ∧ ej according to whether σ contains (i)(j)
or (ij), respectively, it follows that
χ∧2 Cn =
(
X1
2
)
−X2 = 1
2
X21 −
1
2
X1 −X2
for any n ≥ 1. These descriptions of characters are uniform in n. On
the other hand, if one fixes r then for n  r it is incredibly rare for an
Sn-representation to be given by a character polynomial P (X1, . . . , Xr) de-
pending only on cycles of length at most r. A simple example is the sign
representation: for n  r one cannot determine the sign of an arbitrary
σ ∈ Sn just by looking at cycles in σ of length at most r.
One of the main discoveries in [8] is that finitely-generated FI-modules
in characteristic 0 admit such a uniform description.
Theorem 4.4 (Polynomiality of characters). Let V be a finitely-generated
FI-module over a field k of characteristic 0. Then the sequence of charac-
ters χVn of the Sn-representations Vn is eventually polynomial: there exists
N ≥ 0 and a polynomial P (X1, . . . , Xr) for some r > 0 so that
χVn = P (X1, . . . , Xr) for all n ≥ N
In particular dimk(Vn) is a polynomial in n for n ≥ N .
The claim on dimk(Vn) is obtained by noting that
dimk(Vn) = χVn(Id) = P (n, 0, . . . , 0).
The fact that dimk(Vn) is eventually a polynomial was was extended to the
case char(k) > 0 in [10]. In situations of interest one can often give explicit
bounds on r and N . This converts the problem of finding all the characters
χVn into a concrete finite computation. In some cases one can even get
N = 0.
We again emphasize that the impact of Theorem 4.4 comes not just from
the fact that a single polynomial gives all characters of all Vn with n 1 at
the same time, but it gives an extremely strong constraint on each individual
Vn for n  r, since χVn = P (X1, . . . , Xr) depends only on cycles of length
at most r.
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4.3 Examples/Applications
Part of the usefulness of finitely generated FI-modules is that they are com-
mon. This is illustrated in Table 1. We define only a few of these examples
here; see [8] for a detailed discussion.
FI-module V = {Vn} Description
1. H i(Confn(M);Q) Confn(M) = configuration space of n distinct ordered points
on a connected, oriented manifold M , dim(M) > 1
2. R
(r)
J (n) J = (j1, . . . jr), R
(r)(n) =
⊕
J R
(r)
J (n)= r-diagonal
coinvariant algebra on r sets of n variables
3. H i(Mg,n;Q) Mg,n = moduli space of n-pointed genus g ≥ 2 curves
4. Ri(Mg,n) ith graded piece of the tautological ring of Mg,n
5. O(XP,r(n))i space of degree i polynomials on the rank variety
XP,r(n) of n× n matrices of P -rank ≤ r
6. G(An/Q)i degree i part of the Bhargava–Satriano Galois closure
of An = Q[x1, . . . , xn]/(x1, . . . , xn)2
7. 〈H1(In;Q)〉(i) degree i part of the subalgebra of H∗(In;Q) generated by
H1(In;Q), where In = genus n Torelli group
8. H i(BDiffn(M);Q) BDiffn(M) = Classifying space of diffeos leaving a given set
of n points invariant, for many manifolds M (see [18])
9. gr(Γn)i ith graded piece of associated graded Lie algebra of many
groups Γn, including In, IAn and the pure braid group Pn
Table 1: Some examples of finitely generated FI-modules. Any parameter
not equal to n should be considered fixed and nonnegative.
Theorem 4.5 (Finite generation). Each of the FI-modules (1)-(9) given
in Table 1 is finitely generated.
Items 3 and 8 of Theorem 4.5 are due to Jimenez Rolland [17, 18]; the
other items are due to Church-Farb-Ellenberg [8].
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That each of (1)-(9) in Table 1 is an FI-module is not difficult to prove.
More substantial is proving finite generation. To do this one of course needs
detailed information about the specific example. In some of the cases this
involves significant (but known) results; see below.
Except for a few special (e.g. M = Rd) and low-complexity (i.e. small
i, d, g, J , etc.) cases, explicit formulas for the characters (or even the
dimensions) of the vector spaces (1)-(9) of Table 1 do not seem to be known,
or even conjectured. Exact computations may be quite difficult. Applying
Theorem 4.4 and Theorem 4.5 to these examples gives us an answer, albeit
a non-explicit one, in all cases.
Theorem 4.6 (Ubiquity of character polynomials). For each of the
sequences Vn in Table 1 there are numbers N ≥ 0, r ≥ 1 and a polynomial
P (X1, . . . , Xr) so that
χVn = P (X1, . . . , Xr) for all n ≥ N
In particular dim(Vn) is a polynomial in n for n ≥ N .
We emphasize that we are claiming eventual equality to a polynomial, not
just polynomial growth. As a contrasting example, if Mg,n is the Deligne-
Mumford compactification of the moduli space of n-pointed genus g curves,
the dimension of H2(Mg,n;Q) grows exponentially with n; in particular the
character of H2(Mg,n;Q) is not given by a character polynomial. Although
Vn := H
2(Mg,n;Q) is an FI-module, this FI-module is not finitely generated.
As an explicit example of Theorem 4.6, the character of the Sn-representation
H2(Confn(C);Q) is given for all n ≥ 0 by the character polynomial
χ
H2(Confn(R2);C)
= 2
(
X1
3
)
+3
(
X1
4
)
+
(
X1
2
)
X2−
(
X2
2
)
−X3−X4. (8)
Note that for general finitely-generated FI-modules we only know such
information for n  1. Recall from (5) of §3 how decomposition into irre-
ducibles of H2(Confn(R2);C) was shown to change with n, only to stabilize
once n ≥ 7. I encourage the reader to try to see this via (8), which holds
for all n ≥ 0.
Although we can sometimes give explicit upper bounds on their degree,
the polynomials produced by Theorem 4.6 are known explicitly in only a
few special cases. Thus the following is one of the main open problems in
this direction.
Problem 4.7. Compute the polynomials P (X1, . . . , Xr) produced by Theo-
rem 4.6.
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One difficulty in solving this problem is that, in many examples, the
proof of finite generation of the corresponding FI-module uses a Noetherian
property (see below), and the proof of this property is not effective.
4.4 The Noetherian property
The following theorem, joint work with Thomas Church, Jordan Ellenberg,
and Rohit Nagpal, is central to the theory of FI-modules; it is perhaps
the most useful general tool for proving that a given FI-module is finitely
generated.
Theorem 4.8 (Noetherian property). Let V be a finitely-generated FI-
module over a Noetherian ring k. Then any sub-FI-module of V is finitely
generated.
Theorem 4.8 was proved in this generality by Church-Ellenberg-Farb-
Nagpal [10]. For fields k of characteristic 0 it was proved earlier by Church-
Ellenberg-Farb [8, Theorem 2.60] and by Snowden [29, Theorem 2.3], who
actually proved a version (in a different language) for modules for many
twisted commutative algebras, of which FI-modules are an example. The
Noetherian property for FI-modules over fields k of positive characteristic is
crucial for the study of the cohomology of congruence subgroups from this
point of view; see §6 below. Lu¨ck proved a version of Theorem 4.8 for finite
categories in [22], but since FI is infinite these do not occur in our context.
One can see how Theorem 4.8 is used in practice via the following.
Theorem 4.9. Suppose Ep,q∗ is a first-quadrant spectral sequence of FI-
modules over a Noetherian ring k, and that Ep,q∗ converges to an FI-module
Hp+q(X; k). If the FI-module Ep,q2 is finitely generated for each p, q ≥ 0,
then the FI-module H i(X; k) is finitely generated for each fixed i ≥ 0.
See [6] and [8] for earlier versions of Theorem 4.9, and the paper [18],
where Jimenez Rolland gives explicit bounds on the stability degree, etc.
Spectral sequences as in Theorem 4.9 arise in many computations. For
example, following Cohen-Taylor [14] and Totaro [31], one computesH i(Confn(M); k)
by using the Leray spectral sequence for the natural inclusion Confn(M)→
Mn. As n varies we obtain a sequence of spectral sequences, one for each
n. In fact this gives a spectral sequence of FI-modules. Another example is
the computation of the homology of congruence subgroups (see §6 below).
The proof of Theorem 4.9 is that, while we have no idea what the dif-
ferentials might be, or at which page the spectral sequence stabilizes (and
this may depend on n), the terms Ep,q∞ are obtained from the Ep,q2 terms by
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repeatedly taking submodules and quotient modules. Since the property of
finite generation for an FI-module is preserved by taking submodules (by
the Noetherian property Theorem 4.8) and quotients, then if Ep,q2 is finitely
generated so is Ep,qj for every j ≥ 2.
4.5 Some remarks on the general theory
There are many other aspects of the general theory of FI-modules that I
am not describing due to lack of space. This includes a more quantitative
version of the theory, with notions such as stability degree and weight of an
FI-module, allowing for explicit estimates on stable ranges and degrees of
character polynomials. Co-FI-modules are useful when one has maps going
the wrong way. Also useful are FI-spaces, FI-varieties, and FI-hyperplane
arrangements (see [9] for the latter); these give FI-modules by applying the
(co)homology functor. Church-Putman [13] have developed the theory of
FI-groups in order to prove a kind of relative finite generation theorem in
group theory; they apply this in [13] to certain subgroups of Torelli groups.
Sam and Snowden have given in [28] a more detailed analysis of the algebraic
structure of the category of FI-modules in characteristic 0.
5 Combinatorial statistics for varieties over finite
fields
In [9] we exposed a close connection between representation stability in coho-
mology and the stability of various combinatorial statistics for polynomials
over finite fields and for maximal tori in GLn(Fq). We now give a brief
sketch of how this works.
5.1 The space of polynomials over Fq
Consider the following basic questions: how many square-free (i.e. having
no repeated roots), degree n monic polynomials in Fq[T ] are there? How
many linear factors does one expect such a polynomial to have? factors of
degree d? What is the variance of this expectation?
If one fixes q and allows n to increase, something interesting happens. A
good example of what I’d like to describe is the expected quadratic excess
of a polynomial in Fq[T ]; that is, the expected difference of the number of
reducible quadratic factors and the number of irreducible quadratic factors.
This number can be computed by adding up the quadratic excess of each
degree n, monic square-free polynomial in Fq[T ] and then dividing by the
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total number qn− qn−1 of such polynomials. Here are some values for small
n:
total: expectation:
n = 3 : q2 − q 1
q
n = 4 : q3 − 3q2 + 2q 1
q
− 2
q2
n = 5 : q4 − 4q3 + 5q2 − 2q 1
q
− 3
q2
+
2
q3
n = 6 : q5 − 4q4 + 7q3 − 7q2 + 3q 1
q
− 3
q2
+
4
q3
− 3
q4
n = 7 : q6 − 4q5 + 7q4 − 8q3 + 8q2 − 4q 1
q
− 3
q2
+
4
q3
− 4
q4
+
4
q5
n = 8 : q7 − 4q6 + 7q5 − 8q4 + 9q3 − 10q2 + 4q 1
q
− 3
q2
+
4
q3
− 4
q4
+
5
q5
− 5
q6
Notice that in each column in the counts above, the coefficient changes
as n increases, until n is sufficiently large, and then this coefficient stabilizes.
For example the third column gives coefficients 0, 2, 5, 7, 7, 7, . . . Theorem 5.2
below implies that these formulas must converge term-by-term to a limit.
A somewhat involved computation (see below) allowed us in [9] to compute
this limit as:
qn−1−4qn−2+7qn−3−8qn−4+· · · and 1
q
− 3
q2
+
4
q3
− 4
q4
+· · · , (9)
This numerical stabilization is a reflection of something deeper. To ex-
plain, consider the space Zn of all monic, square-free, degree n polyno-
mials with coefficients in the finite field Fq. Recall that the discriminant
∆n ∈ Z[x1, . . . , xn−1] is a polynomial with the property that an arbitrary
monic polynomial f(z) = zn+an−1zn−1+· · ·+a1z1+a0 ∈ C[z] is square-free
if and only if ∆n(a0, . . . an−1) 6= 0. Thus Zn is a complex algebraic variety.
For example
Z2 = {z2 + bz + c ∈ C[z] : b2 − 4c 6= 0}
and
Z3 = {z3 + bz2 + cz + d ∈ C[z] : b2c2 − 4c3 − 4b3d− 27d2 + 18bcd 6= 0}.
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The complex variety Zn is also an algebraic variety over the finite field
Fq for any prime power q. The set of Fq-points Zn(Fq) is exactly the set
of monic, square-free, degree n polynomials in Fq[T ]. From this point of
view we should think of the original complex algebraic variety as the com-
plex points Zn(C). There is a remarkable relationship between Zn(C) and
Zn(Fq), given by the Grothendieck–Lefschetz fixed point theorem in e´tale
cohomology, which we now explain.
5.2 The Grothendieck-Lefschetz formula
It is a fundamental observation of Weil that for an algebraic variety Z defined
over Fq, one can realize Z(Fq) as the fixed points of a dynamical system, as
follows. Denote by Fq the algebraic closure of Fq. The geometric Frobenius
morphism Frobq : Z(Fq)→ Z(Fq) acts (in an affine chart) on the coordinates
of Z by x 7→ xq. Fermat’s Little Theorem implies that
Z(Fq) = Fix[(Frobq : Z(Fq)→ Z(Fq)].
In the case of the varieties Zn that we are considering, the Grothendieck-
Lefschetz fixed point theorem takes the form:
|Zn(Fq)| =
∑
f∈Fix(Frobq)
1 =
∑
i
(−1)iqn−i dimCH i(Zn(C);C) = qn− qn−1 (10)
where the last equality comes from the theorem of Arnol’d thatH i(Zn(C);C) =
0 unless i = 0, 1, in which case it is C.
We want to compute more subtle counts than just |Zn(Fq)|. To this
end, we can weight the points of Zn(Fq) = Fix(Frobq), as follows. For each
f ∈ Fix(Frobq) = Zn(Fq) the map Frobq permutes the set
Roots(f) := {y ∈ Fq : f(y) = 0}
giving a conjugacy class σf in Sn. Thus Xi(σf ) is well defined. Let di(f)
denote the number of irreducible (over Fq) degree i factors of f . A crucial
observation is that for any i ≥ 1:
Xi(σf ) = di(f). (11)
Any P ∈ C[x1, . . . , xr] (here r ≥ 1 is arbitrary) determines a character
polynomial P (X1, . . . , Xr) (cf. §4.2 above). The polynomial P gives a way
to weight points f ∈ Zn(Fq) via
P (f) := P (d1(f), . . . , dr(f)) = P (X1(σf ), . . . , Xr(σf )).
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So for example P (f) = d1(f) counts the number of linear factors of f
(i.e. the number of roots of f that lie in Fq), and P (f) = d2(f) − d1(f)2
counts the quadratic excess of f . In general we call such a P a polyno-
mial statistic. The expected value of P (f) for f ∈ Zn(Fq) is then given by
[
∑
f∈Zn(Fq) P (f)]/(q
n − qn−1).
Hi(Confn(C);C) enters the picture. Computing this expectation for a
given P is where H i(Confn(C);C) comes in. We can identify Zn(C) with the
space UConfn(C) = Confn(C)/Sn of unordered n-tuples of distinct points
in C via the bijection that sends f ∈ Zn(C) to its set of roots. We thus have
a covering Confn(C)→ Zn(C) of algebraic varieties, with deck group Sn.
Now, it’s something of a long story, and there are a number of tech-
nical details to worry about, but the theory of e´tale cohomology and the
twisted Grothendieck-Lefschetz formula, together with work of Lehrer [19],
who proved that this machinery can be applied in this case, can be used to
give the following theorem of [9]. Let 〈φ, ψ〉Sn :=
∑
σ∈Sn φ(σ)ψ(σ) be the
standard inner product on the space of C-valued functions on Sn.
Theorem 5.1 (Twisted Grothendieck–Lefschetz for Zn). For each
prime power q, each positive integer n, and each character polynomial P ,
we have ∑
f ∈ Zn(Fq)
P (f) =
n∑
i=0
(−1)iqn−i〈P, χ
H i(Confn(C);C)
〉
Sn
. (12)
For example, when P = 1 the inner product 〈P,H i(Confn(C);C)〉 is the
multiplicity of the trivial Sn-representation in H
i(Confn(C);C), which by
transfer is the dimension of H i(Zn(C);C), giving the formula (10) above.
Theorem 5.1 tells us that we can compute various weighted point counts on
Zn(Fq) if we understand the cohomology of the Sn-cover Confn(C) of Zn(C)
as an Sn-representation.
5.3 Representation stability and Grothendieck-Lefschetz
Now we can bring representation stability into the picture. According to
Theorem 4.6, for each i ≥ 0 the character of H i(Confn(C);C) is given by
a character polynomial for n  1 (actually in this case it holds for all
n ≥ 1). The inner product of two character polynomials is, for n  1,
constant. Keeping track of stable ranges, and defining degP as usual but
with deg xk = k, we deduce in [10] the following.
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Theorem 5.2 (Stability of polynomial statistics). For any polynomial
P ∈ Q[x1, x2, . . .], the limit〈
P,H i(Conf•(C);C)
〉
:= lim
n→∞
〈
P, χ
H i(Confn(C);C)
〉
Sn
exists; in fact, this sequence is constant for n ≥ 2i + degP . Furthermore,
for each prime power q:
lim
n→∞ q
−n ∑
f∈Zn(Fq)
P (f) =
∞∑
i=0
(−1)i〈P, χ
H i(Conf•(C);C)
〉
q−i (13)
In particular, both the limit on the left and the series on the right in (13)
converge, and they converge to the same limit.
Plugging P =
(
X1
2
) −X2 into Theorem 5.2 gives the stable formula (9)
for quadratic excess of a square-free degree n polynomial in Fq[T ]. The
limiting values of other polynomial statistics P are computed in [9]; some of
these are given in Table 2 below. One can actually apply Equation (13) of
Theorem 5.2 in reverse, using number theory to compute the left-hand side
in order to determine the right-hand side, as we do in §4.3 of [9].
The above method is applied in [9] in the same way to a different counting
problem. Consider the complex algebraic variety of ordered n-frames in Cn:
Zn(C) =
{
(L1, . . . , Ln)
∣∣Li a line in Cn, L1, . . . , Ln linearly independent}.
The group Sn acts on Zn(C) via σ · Li = Lσ(i). The quotient Zn(C)/Sn is
also an algebraic variety, and its Fq-points parametrize the set of maximal
tori in the finite group GLn Fq. In analogy with the case of square-free
polynomials, each P ∈ C[X1, . . . , Xr] counts maximal tori in GLn Fq with
different weights. Since H i(Zn(C);C) is known to be representation stable
(essentially by a theorem of Kraskiewicz-Weyman, Lustig, and Stanley - see
§7.1 of [11]), we can apply an analogue of Theorem 5.2 in this context to
compute this weighted point count.
Table 2 lists some examples of specific asymptotics that are computed
in [9] using this method. The formulas in each column are obtained from
Theorem 5.2 (and its analogue for Zn(C)) with P = 1, P = X1, P =
(
X1
2
)−
X22 , the character χsign of the sign representation, and the characteristic
function χncyc of the n-cycle, respectively. Note that the latter two are not
character polynomials.
The formulas for square-free polynomials in Table 2 can be proved by
direct means, for example using analytic number theory (e.g. weighted L-
functions). In contrast, the formulas for maximal tori in GLn Fq may be
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Counting theorem for Counting theorem for
P squarefree polys in Fq[T ] maximal tori in GLn Fq
1 # of degree n squarefree # of maximal tori in GLn Fq
polynomials = qn − qn−1 (both split and non-split) = qn2−n
x1 expected # of linear factors expected # of eigenvectors in Fnq
= 1− 1q + 1q2 − 1q3 + · · · ± 1qn−2 = 1 + 1q + 1q2 + · · ·+ 1qn−1(
x1
2
)− x22 expected excess of reducible expected excess of reducible
vs. irreducible quadratic factors vs. irreducible dim-2 subtori
→ 1q − 3q2 + 4q3 − 4q4 → 1q + 1q2 + 2q3 + 2q4
+ 5
q5
− 7
q6
+ 8
q7
− 8
q8
+ · · · + 3
q5
+ 3
q6
+ 4
q7
+ 4
q8
+ · · ·
as n→∞ as n→∞
χsign discriminant of random squarefree # of irreducible factors is more
polynomial is equidistributed in F×q likely to be ≡ n mod 2 than not,
between residues and nonresidues with bias
√
# of tori
χncyc Prime Number Theorem for Fq[T ]: # of irreducible maximal tori
# of irreducible polynomials = q
(n2)
n (q − 1)(q2 − 1) · · · (qn−1 − 1)
=
∑
d|n
µ(n/d)
n q
d ∼ qnn ∼ c · q
n2−n
n
Table 2: Some asymptotics from [9], computed using Theorem 5.2 and its
Zn(C) analogue.
known but are not so easy to prove. For example, the formula for the
number of maximal tori in GLn Fq is a well-known theorem of Steinberg;
proofs using the Grothendieck–Lefschetz formula have been given by Lehrer
and Srinivasan (see e.g. [30]). Regardless, a central message of [9] is that
representation stability provides a single underlying mechanism for all such
formulas.
Remark 5.3 (Stable range vs. rate of convergence). The dictionary
between representation stability and stability of point-counts goes one level
deeper. One can of course ask how the formulas in Table 2 converge. As
discussed in [9], the speed of convergence of any such formula depends on
the stable range of the corresponding representation stability problem. For
example, let L denote the limit of each side of Equation (13). The fact that
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〈χP , H i(Confn(C))〉Sn is stable with stable range n ≥ 2i+degP can be used
to deduce that
q−n
∑
f(T )∈Zn(Fq)
P (f) = L+O(q(degP−n)/2) = L+O(q−n/2).
We thus have a power-saving bound on the error term. See [9] for more
details.
6 FI-modules in characteristic p
The Noetherian property for FI-modules was extended from fields of char-
acteristic 0 to arbitrary Noetherian rings by Church-Ellenberg-Farb-Nagpal
[10]. The proof is significantly more difficult in this case, and new ideas were
needed. Indeed, [10] brought in more categorical and homological methods
into the theory, for example with a homological reformulation of finite gener-
ation, and a certain shift functor that plays a crucial role. This line of ideas
has culminated in the recent theory of FI-homology of Church-Ellenberg [7],
which is an exciting and powerful new tool.
One reason that we care about characteristic p > 0 is that in some
examples this case contains most of the information. As an example, let K
be a number field with ring of integers OK , and let p ⊂ OK be any proper
ideal. Define the congruence subgroup Γn(p) ⊂ GLn(Ok) to be
Γn(p) := kernel[GLn(Ok)→ GLn(Ok/p)].
As shown by Charney [5], when one considers coefficients localized at
p then Γn(p) and GLn(OK) have the same homology. Thus the interesting
new information about Γn(p) comes via coefficients k with char(k) = p > 0.
While Hi(Γn(p); k) is most naturally a representation of SLn(Ok/p), one
can restrict this action to a copy of Sn, and show that Hi(Γn(p); k) is an FI-
module. The Noetherian condition is crucial for proving that this FI-module
is finitely generated, since the proof uses a spectral sequence argument (see
below).
The proof of Theorem 4.4, that for a finitely-generated FI-module V the
character χVn is a character polynomial for n  1, works only over a field
k with char(k) = 0. However, for fields k with char(k) > 0, we were still
able to prove [10, Theorem B] that there is a polynomial P ∈ Q[T ] so that
dimk(Vn) = P (n) for all n 1. Following the approach of Putman [26], we
were able to apply this to Hi(Γn(p); k), giving the following theorem, first
proved by Putman [26] for fields of large characteristic.
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Theorem 6.1 (mod p Betti numbers of congruence subgroups). Let
K be a number field, OK its ring of integers, and p ( OK any proper ideal.
For any i ≥ 0 and any field k, there exists a polynomial P (T ) = Pp,i,k(T ) ∈
Q[T ] so that for all sufficiently large n,
dimkHi(Γn(p); k) = P (n).
The exact numbers dimkHi(Γn(p); k) for i > 1 are known in very few
cases, even for the simplest case K = Q, p = (p), k = Fp. Frank Calegari [4]
has recently determined the rate of growth of the mod p Betti numbers of
the level pd congruence subgroup of SLn(OK). He proves for example in [4,
Lemma 3.5] that for p ≥ 5, d ≥ 1:
dimFp Hi(Γn(p
d);Fp) =
(
n2 − 1
i
)
+O(n2i−4).
Calegari’s result tells us the leading term of the polynomial guaranteed by
Theorem 6.1. It should be noted that Calegari’s proof uses (Putman’s ver-
sion of) Theorem 6.1.
Problem 6.2 ([10]). Compute the polynomials Pp,i,k ∈ Q[T ] given by Theo-
rem 6.1. Do the Brauer characters of Hi(Γn(p); k), or indeed of an arbitrary
finitely-generated FI-module over a finite field k with char(k) > 0, exhibit
polynomial behavior in n for n 1?
The more categorical setup in [10] allowed us to find an inductive de-
scription for any finitely generated FI-module.
Theorem 6.3 (Inductive description of f.g. FI-modules). Let V be
a finitely-generated FI-module over a Noetherian ring R. Then there ex-
ists some N ≥ 0 such that for all n ∈ N, there is an isomorphism of Sn-
representations:
Vn ≈ lim−→V (S) (14)
where the direct limit is taken over the poset of subsets S ⊂ {1, . . . , n} with
|S| ≤ N .
The condition (14) in Theorem 6.3 can be viewed as a reformulation of
Putman’s central stability condition [26, §1].
Since we proved in [10] that Hm(Γn(p); k) is a finitely generated FI-
module, Theorem 6.3 thus gives the following inductive presentation of
Hm(Γn(p);Z). Let Γ
(i)
n−1(p) with 1 ≤ i ≤ n denote the n standard sub-
groups of Γn(p) isomorphic to Γn−1(p). Let Γ
(i,j)
n−2(p) := Γ
(i)
n−1(p) ∩ Γ(j)n−1(p).
26
As the notation suggests, each Γ
(i,j)
n−2(p) is isomorphic to Γn−2(p). As with
the Mayer-Vietoris sequence, the difference of the two inclusions gives a map
Hm(Γ
(i,j)
n−2(p))→ Hm(Γ(i)n−1(p))⊕Hm(Γ(j)n−1(p))
whose image vanishes in Hm(Γn(p)). A version of the following theorem for
coefficients in a sufficiently large finite field was first proved by Putman [26].
Theorem 6.4 (A presentation for Hm(Γn(p);Z)). Let K be a number
field, let OK be its ring of integers, and let p be a proper ideal in OK . Fix
m ≥ 0. Then for all sufficiently large n,
Hm(Γn(p);Z) '
⊕n
i=1Hm(Γ
(i)
n−1(p);Z)
im
⊕
i<j Hm(Γ
(i,j)
n−2(p);Z)
.
We think of Theorem 6.4 as giving a presentation for Hm(Γn(p);Z),
with copies of Hm(Γn−1(p);Z) as generators and copies of Hm(Γn−2(p);Z)
as relations. Theorem 6.3 is applied in [10] to give a similar description for
Hm(Confn(M);Z) and for graded pieces of diagonal coinvariant algebras.
Nagpal [25] has recently extended this point of view considerably, and has
applied it to prove that the groups Hm(UConfn(M);Fp) are periodic in n.
7 Representation stability for other sequences of
representations
In this paper we focused our attention on sequences Vn of Sn-representations.
This is just one of the examples from [11], where we introduced and stud-
ied representation stability (and variations) for other families Gn of groups
whose representation theory has a consistent naming system. Examples
include Gn = GLnQ, Sp2g Q and the hyperoctahedral groups. We also ex-
plored the case of modular representations of algebraic groups over finite
fields, where instead of stability we found representation periodicity. The
reader is referred to [11] for precise definitions and many examples.
I would like to illustrate here how these kinds of examples arise. For
brevity let’s stick to the calculation of group homology. Here is the general
setup. Let Γ be a group with normal subgroup N and quotient A := Γ/N .
The conjugation action of Γ on N induces a Γ–action on Hi(N ;R) for any
coefficient ring R. This action factors through an A–action on Hi(N,R),
making Hi(N,R) into an A–module.
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The structure of Hi(N,R) as an A–module encodes fine information. For
example, the transfer isomorphism shows that when A is finite and R = Q,
the space Hi(Γ;Q) appears precisely as the subspace of A–fixed vectors in
Hi(N ;Q). But there are typically many other summands, and knowing the
representation theory of A (over R) gives us a language with which to access
these.
There are many natural examples of families Γn of this type, with normal
subgroups Nn and quotients An. Table 7 summarizes some examples that
fit into this framework.
kernel Nn group Γn acts on quotient An H1(N,R) for big n
pure braid group Pn braid group Bn {1, . . . , n} Sn Sym2Vn/Vn
Torelli group In mapping class H1(Σn,Z) Sp2n Z
∧3Vn/Vn
group Modn
IAut(Fn) Aut(Fn) H1(Fn,Z) GLn Z V ∗n ⊗
∧2Vn
congruence SLn Z Fnp SLn Fp sln Fp
subgroup Γn(p)
level p subgroup Modn H1(Σn;Fp) Sp2n Fp
∧3Vn/Vn ⊕ sp2n Fp
Modn(p)
Table 3: Some natural sequences of representations.
In each case the group Nn arises as the kernel of a natural Γn-action.
Each example is explained in detail in [11]. Here R = Q in the first three
examples, R = Fp in the fourth and fifth, and Vn stands in each case for the
“standard representation” of An. In the last example p is an odd prime.
In each of the examples in Table 7, the groups Γ are known to satisfy
classical homological stability. In contrast, the rightmost column of Table 7
shows that none of the groups N satisfies homological stability, even in
dimension 1. In fact, except for the example of Pn, very little is known
about the An–module Hi(Nn, R) for i > 1, and indeed it is not clear if there
is a nice closed form description of these homology groups. However, the
appearance of some kind of stability can already be seen in the rightmost
column, as the names of the irreducible composition factors of these An–
modules are constant for large enough n; this is discussed in detail in [11].
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A crucial common property of the examples in Table 7 is that each of
the sequences An has an inherent stability in the naming of its irreducible
algebraic representations over R. For example, an irreducible algebraic rep-
resentation of SLnQ is determined by its highest weight vector, and these
vectors may be described uniformly without reference to n. For example, for
SLnQ the irreducible representation V (L1 + L2 + L3) with highest weight
L1 +L2 +L3 is isomorphic to
∧3 V regardless of n, where V is the standard
representation of SLn.
In [11] we defined a notion of representation stability for each of the
sequences of groups An given in Table 7. We gave some examples, gave
some conjectures using this language, and worked out some of the basic
theory. The powerful FI-module point of view was only developed in the
special case of An = Sn. This is completely missing in general.
Problem 7.1 (FI-theory for other sequences of groups). For each
of the sequences An = Sp2n Z,GLn Z, SLn Fp,Sp2n Fp, work out a theory of
FIA-modules, where:
1. Finite generation (perhaps with an additional condition) is equivalent
to representation stability for An-represntations, as defined in [11].
2. The theory gives uniform descriptions (uniform in n) of the characters
of the examples in Table 7.
3. FIA-modules satisfy a Noetherian property.
In [34] J. Wilson extended the theory of FI-modules from the case of
Sn to the other two sequences of classical Weyl groups (of type B/C and
D); this includes the hyperoctahedral groups. New phenomena occur here.
For example, character polynomials must be given with two distinct sets
{Xi}, {Yi} of variables. Wilson applies this theory to a number of examples,
including the cohomology of the pure string motion groups (see also [33]), the
cohomology of various hyperplane arrangements, and diagonal co-invariant
algebras for Weyl groups.
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