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Abstract While the phrase “six degrees of separa-
tion” is widely used to characterize a variety of human-
derived networks, in this study we show that in patent
citation network, related patents are connected with an
average distance of 6, whereas an average distance for
a random pair of nodes in the graph is approximately
15. We use this information to improve the recall level
in prior-art retrieval in the setting of blind relevance
feedback without any textual knowledge.
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1 Introduction
Many human-derived network is characterized by the
so-called “six degrees of separation” popularized by
Milgram’s small world experiment [6]. While most
instances involve connecting two human beings directly
such as sending letters in the case of Milgram, some
find applications that indirectly involve human beings.
For example, Elmacioglu [2] showed that the six-degree
rule also applies in the co-authorship relationships in
computer science academic publications.
Finding prior arts for a patent application is a time
consuming process. A standard search engine with key-
word matching oftentimes does not work well because
of the applicants’ attempt to obfuscate the application to
increase the chance of acceptance. One of CLEF 2010
IP1 tasks is to retrieve prior art for a patent application.
The multi-lingual nature of the patent corpus makes it
more difficult to find a language-independent method.
Even if the overall strategy is the same, there is still a
need to come up with language-specific rules.
The contribution of this paper is to study the patent-
citation network and use the citation-link information
alone to create a good working set of patents with a high
recall value. Returning all patents in the corpus will
achieve the recall rate of 100%, however, we achieve
the recall rate of 75% by returning only those patents
within the distance of 12. From here, we can utilize
other meta-information and contextual information to
1http://www.ir-facility.org/clef-ip
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narrow down the final set of relevant patents. We ad-
ditionally found that unlike the co-authorship graph of
Elmacioglu, a random pairs of patents are connected
15 degrees apart, if ever, while prior-arts patents are
connected 6 degrees apart.
2 Previous Works
In CLEF 2009 and 2010, few participants exploited
citation networks to improve the performance of their
prior art retrieval system. Magdy and Jones [5] used
citation network to retrieve relevant patents and found
that even though MAP is increased dramatically, recall
was very low. Lopez and Romary [3, 4] limited the
search space by using in-text citations extracted using
manual rules combined with other meta-data. Their
final working set has 75% recall. Outside of the
CLEF campaign, Tiwana and Horowtz [8] used cation
network to retrieve prior arts but the experimental
results are not reported. Breschi and Lissoni [1]
computed the probability of a patent citation based on
co-citation networks of patent applicants. Our method
achieves a high recall of 75% to extract citations
without the hassle of parsing the context of patent
documents.
3 Experiments
In CLEF 2010 IP, we were provided with a corpus,
topics, training topics and the corresponding qrels.
The corpus contains 3,118,088 patent documents of
size 117GB in total. The corpus is of multi-lingual
nature 2, but since our study focuses on links alone, the
multilingual nature is irrelevant. Patent documents are
marked up into different fields. In this paper, we only
use citation and priority claim fields noted by patcit
and priority-claim. Citation information can also
be found in the main context of patent documents;
however, it needs to go through extensive parsing
such as done by Lopez and Romary [3, 4] in order to
be extracted because of the lack of formatting unlike
academic papers. More information of the dataset can
be found at CLEF 2010 IP overview paper [7].
We built a citation network by extracting all patents
that appear in the citation and priority claim fields. We
ignored the direction of the graph. There are 6,526,748
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Figure 1: Distribution of Distances Between Relevant
Patents
nodes in total, much of them not appearing in the cor-
pus. The average distance between any pair of nodes
was estimated as follows. We randomly picked 1,000
nodes, and for each node, we computed the average
path length by breadth-first traversal. An average of
the 1,000 average path lengths was 14.52. We call this
average path length of the graph. Note that the average
length ignores the case when there is no path.
The qrels provided contained 1,768 relevant patents
(prior arts candidate) in total for 300 topics. Thus an
average topic contains only 5.89 relevant patents. Be-
cause the qrels were automatically created based on the
citation fields in the topic patents [7], those fields were
removed when provided to participants. Thus there is
no link in the citation graph from a topic patent to any
relevant patent in the qrels.
Next, we computed the average distance between
any pairs of relevant patents for each topic. Figure 1
shows the distribution of distance between relevant
patents. The length of -1 shows that there is no path,
and included in the computation of the average length
as the distance of -1. This happens in 2.41% of the
cases. The average path length is 6.19 with a median of
6.
In order to take advantage of the knowledge of an
average distance between relevant nodes, we use the
scenario of a link-based relevance feedback. Suppose
that we have one patent that we think is highly relevant.
Our goal is to extract connected patents to improve a
recall level. Our extraction mechanism is purely link-
based and does not involve text parsing.
For each topic, and for each relevant patent, we ex-
tracted all patents that are connected to it with varying
distance thresholds. Due to time constraint, our data
set is limited to 8 topics with 59 relevant patents. Fig-
ure 2 shows that the recall level plateaus around 80%
at a threshold of 15, which is close to the average path
length of the graph at 14.52. However, at this threshold,
almost all patents in the corpus was retreived, and it
seems that the threshold of 12 still gives a high recall
rate of 75% while returning 26.8% of the patents in the
corpus. Thus using the knowledge of average distance,
we can achieve the same recall rate as that of Lopez and
Romary [3, 4], without the hassle of in-context parsing.
Since the corpus is multi-lingual, in-context parsing re-
Figure 2: Recalls for Varying Distance Threshold
quires multi-lingual knowledge. In addition, their cita-
tion network would be much larger than ours given the
same corpus because of additional in-context citations,
in addition to the citation fields we employed. From
this working set, we can use textual information to rank
the relevant patents.
4 Conclusions
We showed that relevant patents are connected with an
average distance of 6, mostly ranging from 1 to 13. This
is slightly less than half of the average path length of
a connected pairs of random patents, relevant or not.
These numbers can be used to create a threshold to
retrieve additional patents in the case of blind-relevance
feedback. We achieve the same recall rate as that of
Lopez and Romary [3, 4], with much simpler method,
however, our scenario assumes that we have already
retrieved one relevant patent. Both Lopez and Romary
and our work require filtering process after retrieving
this initial set of candidates.
Future work involves clustering all patents such that
they are within the distance of 1 to 13 of each other,
naming each cluster with the most popular category,
and then matching the topic category against the clus-
ters. Eventually, it would require some form of text
processing, but we hope our method reduces its need
because unlike in the case of this experiment which
involved only three languages, patents are written by
many other languages.
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