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Generation of topological phases of matter with SU(3) symmetry in a condensed matter setup is challenging
due to the lack of an intrinsic three-fold chirality of quasiparticles. We uncover two salient ingredients required
to express a three-component lattice Hamiltonian in a SU(3) format with non-trivial topological invariant. We
find that all three SU(3) components must be entangled via a gauge field, with opposite chirality between any two
components, and there must be band inversions between all three components in a given eigenstate. For spinless
particles, we show that such chiral states can be obtained in a tripartite lattice with three inequivalent lattice sites
in which the Bloch phase associated with the nearest neighbor hopping acts as k-space gauge field. The second
and a more crucial criterion is that there must also be an odd-parity Zeeman-like term, i.e. sin(k)σz term where
σz is the third Pauli matrix defined in any two components of the SU(3) basis. Solving the electron-photon
interaction term in a periodic potential with a modified tight-binding model, we show that such a term can be
engineered with site-selective photon polarization. Such site selective polarization can be obtained in multiple
ways, such as using Sisyphus cooling technique, polarizer plates, etc. With the k-resolved Berry curvature
formalism, we delineate the relationship between the SU(3) chirality, band inversion, and k-space monopoles,
governing finite Chern number without breaking the time-reversal symmetry. The topological phase is affirmed
by edge state calculation, obeying the bulk-boundary correspondence.
PACS numbers: 67.85.–d, 03.75.–b, 37.10.Gh, 71.70.Ej
I. INTRODUCTION
The discovery of quantum Hall effect in 19801 has ush-
ered in a new era of quantum states of non-interacting elec-
trons, distinguished by non-trivial topological invariant. Sub-
sequently, Haldane’s proposal2 of quantum Hall effect with
synthetic gauge field in a honeycomb lattice gave an impor-
tant clue on how a specific lattice structure can give rise to
non-trivial band topologies. There are various mechanism by
which the momentum-space mapping of the Hamiltonian with
specific crystal symmetry, orbital symmetry, and/or spin-orbit
coupling (SOC) results in an irreducible SU(2) representa-
tion of the Dirac or Weyl Hamiltonian, garnering a large class
of Dirac and Weyl materials.3–10 In bipartite lattices, such as
in the so-called Su-Schrieffer-Heeger model,3 or in honey-
comb lattice,7 the hopping between inequivalent lattice sites
carries a net Bloch phase eik·r. This acts as a momentum-
space gauge field, in analogy with the Wilson loop formula
for a magnetic field which, in special cases, is associated with
an integer phase winding number − a non-trivial topologi-
cal invariant. Again, electron hopping between even and odd
parity orbitals (such as s- and p-orbitals) often results in a
net hopping ∝ eik·r − e−ik·r = 2i sink · r, giving a linear
orbital-momentum locking.11 As orbital texture inversion oc-
curs at discrete k-points, these points act as monopoles in the
momentum-space, giving rise to Dirac or Weyl cones. Fur-
thermore, SOC provides a common origin to a variety of quan-
tum Hall and topological classes of materials.4–6 In all these
examples, the spinor of the SU(2) representation (or its gen-
eration to a SU(2N ) version, where N is integer) comprises
of two chiral species originating from the momentum locking
with two sublattices, or two orbitals, or spin-1/2 particles. As
a chiral object forms an orbit, surrounding an external mag-
netic field, or momentum space Berry curvature, it produces a
non-zero flux, which is quantified by the winding number or
Chern number (topological invariants).
Encouraged by the tremendous success of material re-
alization and engineering of the SU(2) based topological
materials,4,9,12 we explore the possibility of designing a lat-
tice model with SU(3) symmetry. SU(3) flavor symmetry was
originally proposed in the quantum chromodynamics (QCD)
field for systems with three basis vectors (namely, colors)
which can be expanded in the basis of eight 3 × 3 Gell-
Mann matrices λˆ.13–15 The non-Abelian theory of the SU(3)
groups predicts several elementary excitations such as quark,
and gluons. Prediction of emergent SU(3) symmetry in con-
densed matter systems is rather limited,16,17 and no physical
system or optical lattice is realized to date with such proper-
ties. In a recent work, it is shown that a SOC generated in a
square optical lattice in the presence of a spatially homoge-
neous SU(3) gauge field can give rise to non-trivial topologi-
cal characteristics 16. This can be experimentally realized with
ultra-cold atoms having internal spin degrees of freedom or
any such three component Hamiltonian. An explicit topology-
engineering scheme in a three band model has been discussed
in another recent work17, where the generation of arbitrary
Chern number is based on the equivalence of the topological
number of a given band on the monopole charge, and can be
extended to higher Chern number derivatives. The feasibility
of the materials realization of the corresponding models has
not been discussed in these papers.
The basic principles for SU(3) symmetric TI follows that
of the SU(2) counterpart. A momentum representation of the
SU(3) Hamiltonian incipiently demands the entanglement of
a three components quantum state via some sort of intrinsic
gauge field. We start with a generalized form of the SU(3)
Hamiltonian Hˆ(k) = b(k) · λˆ, where b(k) is the eight com-
ponents vector made of electron hoppings in a lattice. The
momentum-space magnetic field (Berry curvature) can thus
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2be expressed in (2+1) dimension,16
Ωmn(k) =
1
2|b|3 
µνρbµ∂mbν∂nbρ, (1)
where indices m, n = kx, ky , and µ, ν, ρ give the compo-
nents of the b-vector. µνρ is the usual Levi-Civita tensor.
Eq. (1) implies that chiral orbits or vortices are formed in all
three bands, with their centers located at |b(k∗)| = 0, where
the Berry curvature Ω obtains singularity. The flux of Ω(k∗)
through the first Brillouin zone for each band is quantized,
and is quantified by the associated Chern number. Therefore,
the Chern number essentially dictates the number of orbit cen-
ters, while its sign corresponds to the direction of associated
phase winding or chirality. Without any external magnetic
field, the total Chern number for all bands must vanish. This
implies that the chirality of one of the SU(3) component must
be opposite to the other two components, and also the asso-
ciated Chern number (or k−space monopoles), say, C1 must
be equal to the total Chern number from the other two chiral
states, i.e. C1 = C2+C3. In the case ofC1 = 0, the other two
bands give C2 = −C3 which mimics the quantum spin-Hall
system for spinful systems.5,6
The above-mentioned features can also be understood sim-
ply by the corresponding band topology. The center of orbits
at k∗-points are those discrete points where band degeneracy
occurs. Therefore, the number of vortices dictate the number
of band inversions in two dimensions (2D). In SU(2) topolog-
ical systems, the odd number of band inversions (at the time-
reversal momenta, if this symmetry is present) between two
basis components gives a finite Chern number or Z2 invariant.
For SU(3) systems, the band inversion must happen between
all three bands, or at least, the band with the highest Chern
number (C1) must undergo inversion with both the other two
bands. The other two bands do not necessarily undergo a band
inversion between them unless their Chern numbers are also
different. This is an important distinction of the SU(3) frame-
work. Another unique requirement of the SU(3) topological
state is that here not only a gauge field is required to be present
in the off-diagonal term of the Hamiltonian (as in SU(2) case),
but an odd parity Zeeman-like term, i.e. sin kσz term must
also be present between any two basis. Such an odd parity
onsite Zeeman-like term does not arise naturally from Bloch
phase or from conventional SOC.
A focal point of our work is to construct a lattice model
which inherits the required suitable gauge fields, and odd-
parity Zeeman term, and thus intrinsically performs as topo-
logical material distinguished by finite Chern number. We
present a model Hamiltonian of a spinless SU(3) topologi-
cal system in a tripartite lattice with three inequivalent lat-
tice sites. Each sublattice is sitting in distinct 1D chains, and
they are coupled by nearest-neighbor quantum tunneling, as
shown in Fig. 1 . This would naturally give an uncompen-
sated Bloch phase for all three inter-site hoppings as: eik.r12 ,
eik.r23 , while the third one is naturally reversed to e−ik.r13 ,
where rij are distances between i and j sublattice. This nat-
urally enforces opposite chirality between any two band in a
given parameter space. Finally, for the generation of the odd
parity ‘onsite’ matrix-element, we propose to utilize the light-
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FIG. 1. (Color online) Schematic drawing of the proposed setup. The
different coloured spheres denote three different basis of the Hamil-
tonian, which can be three different atomic species or orbitals, ψ1,
ψ2 and ψ3. E denotes the direction of the vector potential of the
electromagnetic (EM) wave, which causes the different Peierls phase
coupling for the different orbitals. The hopping amplitudes are mul-
tiples of tx and ty , and are different for the different components
(orbitals). Also, b = 2a in the present model.
matter interaction with site-selective photon polarization. We
show with a modified tight-binding model in a tripartite lattice
that the dipole interaction term∝ k ·A, where A is the vector
potential of the photon, naturally leads to a± sin (βk · ˆ) term
(where ˆ is the unit vector along the polarization direction, and
β is a tunable parameter). Then by tuning the direction of the
polarization parallel or orthogonal to k (or with other methods
as discussed later), one can selectively generate, reverse, and
destroy this term in different sublattices. This way, we can
generate odd-parity Zeeman term by using opposite polariza-
tion in lattice sites 1 and 2, while it is destroyed in the 3rd
site, as shown in Fig. 1. This generates our SU(3) topological
system, which we characterize by the detailed analysis of the
Berry curvature, Chern number, and edge states. We also dis-
cuss two realizable setup to obtain site-selective polarization
with existing tools.
The rest of the paper is arranged as follows. In Sec. II,
we describe the general characteristics that the SU(3) Hamil-
tonian should possess to obtain non-zero Chern number. In
Sec. II B we discuss the setup. Derivation of the odd-
parity Zeeman term with site-selective EM fields is given in
Sec. II B 1. The tight-binding model for a triparticle lattice is
discussed in Sec. II B 2. Design principles for such lattice with
Sisyphus cooling technique or with polarizer plate are given in
Sec. II B 3. In Sec. III we elaborate on the geometrical method
for calculating the Berry curvature and Chern number. We
detail the calculation of edge states using the strip geometry
approach in Sec. IV. In Sec. V we discuss the robustness of
the spinless SU(3) topological phases to spinful perturbations.
We also discussed a possible model of engineering SU(3) by
suitably combining SU(2) and U(1) species. We end the paper
with discussions and conclusions in Sec. VI.
3II. MODEL
A. General characteristics of SU(3) TI Hamiltonians
We design a SU(3) Hamiltonian with on eye on finite Chern
number in a bottom-up approach. A generic Hamiltonian,
obeying the SU(3) decomposition, can be written as,
Hˆ(k) = a(k)Iˆ3 + b(k) · λˆ , (2)
where Iˆ3 is a 3×3 identity matrix, λˆi are the SU(3) generators
(Gell-Mann matrices), and a(k), bi(k) are the corresponding
coefficients. The explicit matrix form of the Hamiltonian (the
k- dependencies in a and bi are implied) is,
Hˆ(k) =
a+ b3 +
b8√
3
b1 − ib2 b4 − ib5
b1 + ib2 a− b3 + b8√3 b6 − ib7
b4 + ib5 b6 + ib7 a− 2b8√3
 . (3)
We work with a three component spinor Ψ†k =(
ψ†1(k), ψ
†
2(k), ψ
†
3(k)
)T
, where ψi(k) are the basis rep-
resenting different orbitals, or sublattices, and so on (but we
do not consider spin here). Each bi term requires special
treatment such that opposite chirality, and odd-parity Zeeman
term can be simultaneously achieved in such a way that Berry
curvature singularities at discrete k-points can be attained.
1. Diagonal terms
We start with the diagonal terms of Eq. (3). We denote
the three onsite, intra-basis, dispersions as ξi(k) where i =
1, 2, 3. In general tight-binding Hamiltonians, diagonal terms
comprise of cosine functions of momentum, and chemical po-
tential. The sine term of the Bloch phase is associated with
imaginary ‘i’ which cannot appear in the diagonal term for it
to be a Hermitian one. It drops out even in centrosymmetric
lattices as the same hopping on both positive and negative di-
rections are added. With the analysis of Berry curvature and
SU(3) symmetry, we recognize that an essential requirement
for non-zero Chern number in this case is that the diagonal
terms ξ1 and ξ3 must contain± sin(ky) terms, which is equiv-
alent to having odd-parity Zeeman term. Without specifying
the origin at this point, we start with a combination of three
diagonal terms in a 1D lattice:
ξi(k) = ti cos (αky) +mi sin (βky)− µ, (4)
where ti, mi are the expansion parameters, and µ is the chem-
ical potential. α and β are arbitrary parameters depending on
the crystal structure and lattice constants. Finite Chern num-
ber arises for a set of parameters as t1 = −2ty , t2 = 32 ty ,
t3 = −ty , and m1 = −m3, and m2 = 0. The cosine terms
arise from the nearest neighbor hopping along the y-direction.
In Sec. II B 1 below, we discuss how to obtain mi sin ky term
with the help of light-matter interaction in which we find that
mi depends on both ti as well as the vector potential A. Thus
its sign can be simultaneously reversed by using antiparallel
photon polarization. We notice that all three diagonal terms
are taken to depend only on ky which is consistent with the
setup drawn in Fig. 1. By comparing Eqs. (4) and (3), we
obtain
a(k) =
ξ1 + ξ2 + ξ3
3
=
1
6
(− 3 cosαky + 2(m1 +m3) sinβky),
b3(k) =
ξ1 − ξ2
2
=
1
4
(−7 cosαky + 2m1 sinβky),
b8(k) =
2ξ3 − ξ1 − ξ2
2
√
3
=
1
4
√
3
(3 cosαky + 2(m1 − 2m3) sinβky), (5)
Looking at the Hamiltonian in Eq. (3), we notice that a(k)
gives a overall shift to all the bands and thus does not play any
specific role on the topology. b3(k) gives an anisotropic Zee-
man splitting between 1st and 2nd basis in the Hamiltonian,
while b8(k) gives a similar splitting of the 3rd basis from the
other two ones. It is easy to see that the band inversion along
the ky direction is driven by b3 and b8 terms. And also, since
the eigenvalues are proportional to b3 and b8, we see that the
bands become anisotropic between ±ky . On the other hand,
along the kx direction they are symmetric, since the eigenval-
ues depend on the absolute value of the other bm terms. This
asymmetry also reflects in the Berry curvature maps shown in
Fig. 3.
2. Off-diagonal terms
Next we consider the three off-diagonal terms which follow
a general form bν(k)± ibσ(k), where ν = 1, 4, 6, σ = 2, 5, 7.
In condensed matter systems, such a complex term usually
has two origins: (1) Rashba- or Dresselhaus-type spin-orbit
coupling (SOC), (2) Bloch phase from nearest neighbor elec-
tron’s hopping. (1) Rashba and Dressenhaus SOC yields
bν(k) = αR sin kx, and bσ(k) = αR sin ky (where αR is
the SOC strength). SOC is however difficult to achieve for
all three SU(3) spins in both condensed matter and optical lat-
tice setups. More importantly, we find that the computation of
Chern number with SOC in the off-diagonal terms often gives
zero Chern number. Therefore, we focus on the possibility (2).
Assigning bν(k) = tx cos kx, and bσ(k) = tx sin kx (where
tx is a parameter which can be different for different ν and
σ), we see that this term simplifies to ∼ tx exp(ikx). This is
just a Bloch phase associated with the nearest-neighbor hop-
ping between different sublattices (since it appears in the off-
diagonal term in the Hamiltonian). We also find that for finite
Chern number, the Bloch phase must be reversed in at least
one of the off-diagonal terms, compared to the other two.
3. Full Hamiltonian
Based on the constraints for both diagonal and off-diagonal
terms, we now seek a minimal model for the realization of
4SU(3) Chern insulator in the spinless basis:
H(k) =
 ξ1(ky) −txeikx −txe−ikx−txe−ikx ξ2(ky) − 12 tx eikx−txeikx − 12 tx e−ikx ξ3(ky)
 , (6)
where tx is the nearest neighbor tight-binding hopping param-
eter between different basis. Without loosing generality, we
set tx = ty=1. This gives all eight components of the b vec-
tor to be:
b(k) =
[− cos kx,− sin kx, 1
4
(−7 cosαky + 2m1 sinβky),
− cos kx, sin kx,−1
2
cos kx,−1
2
sin kx,
1
4
√
3
(3 cosαky + 2(m1 + 2m3) sinβky)
]
.
(7)
B. Setup
Next we discuss how to obtain such a Hamiltonian with
realistic crystal structure and orbital symmetry. The phase
dependent off-diagonal term e±ikx , and the Zeeman term
sin(βky)σz term can be simultaneously obtained in a tripartite
lattice by applying linearly polarized light on each sublattices.
At the end of this section, we discuss how to design such a lat-
tice.
1. Tight-binding (TB) model for electron-photon coupling induced
sin (βky) term
The motivation for the origin of sinβky term can be drawn
from the fact that the dipole interaction between an electron
with momentum p = ~k and an EM wave with potential
A = Aˆ (ˆ is the light polarization) is Hint = − emp · A =
− e~Am k · ˆ. We choose a linearly polarized light with its
polarization oriented along the y-direction. We take a sin-
gle electron Hamiltonian under the periodic potential U(r) of
the lattice as H = p
2
2m∗ + U(r). The corresponding Bloch
wavefunction is ηk = 1√N
∑
n e
ik·Rnun(r), where N is the
total number of unit cells, un(r) is the Wannier state at the
nth site located at Rn. In the presence of vector poten-
tial A, the Hamiltonian becomes H ′ = (p−eA)
2
2m∗ + U(r).
For the EM wave, the spatial dependence of A can be ne-
glected, and thus, the translational symmetry of the lattice
remains the same. Therefore, the new Bloch wavecfunc-
tion simply changes to η′k =
1√
N
∑
n e
ik·Rnu′n(r), where
u′n(r) = un(r)e
i e~
∫ r
Rn
A·dl = un(r)eiφn(r). φn(r) is called
the Peierls phase at r acquired by the charged particle in
traversing from the nth lattice site. It can be shown that
H ′|u′n(r)〉 = eiφn(r)H|un(r)〉. Using these ingredients, we
can now derive the tight-binding dispersion as
ξ(k) = 〈η′k|H ′|η′k〉
=
1
N
∑
n,n′
eik·(Rn−Rn′ )
∫
dr〈u′n′ |H ′|u′n〉
=
1
N
∑
n,n′
eik·(Rn−Rn′ )ei(φn−φn′ )
∫
dr〈un′ |H|un〉
=
∑
n,n′
tnn′e
ik·(Rn−Rn′ )ei(φn−φn′ ). (8)
Here tnn′ = 1N
∫
dr〈un′ |H|un〉 is the TB hopping amplitude
between n and n′ sites without the vector potential. We here
restrict ourselves to the nearest neighbor hopping, i.e., n′ =
n ± 1. Let the lattice constant along the y-direction be b. By
setting tn(n±1) = ty , and ±φ = φn − φn±1 = ± e~Ab =
e
~Abyˆ · ˆ, we obtain,
ε(k) = ty
[
ei(kyb+φ) + e−i(kyb+φ)
]
.
= 2ty [cos (kyb) cosφ− sin (kyb) sinφ] . (9)
We absorb cosφ in to the TB term as ty(φ) = 2ty(0) cosφ,
and define m(φ) = −2ty sinφ. Then we see that Eq. (9) is
the same as Eq. (4). From this definition, it is easy to see
that as the direction of polarization is reversed, φ→ −φ, and
thus m→ −m, ty → ty while the perpendicular polarization
yields m(φ = 0) = 0, and ty remains the same.
2. Tripartite lattice
For the SU(2) case, the phase dependent hopping term ∼
t exp(ikx) is obtained in bipartite lattice (c.f. Su-Schrieffer-
Heeger model in 1D,3 or honeycomb lattice7 in 2D) or for
hopping between even and odd-parity orbitals.11 Similarly,
for the SU(3) case, we need the same term for all three off-
diagonal terms. Therefore, we propose a tripartite lattice as
depicted in Fig. 1. Also note that, the complex hopping term
only includes kx terms, implying that different basis elements
should be aligned along the x-direction only. Therefore, we
consider three chains of different species which are connected
via quantum tunneling in both directions. We assume periodic
boundary conditions along both directions.
The nearest neighbor hoppings along the x−direction be-
tween basis 1 → 2, and 2 → 3 give the same momentum
dependence eikx , while that for 1 → 3 is e−ikx (we set the
corresponding hopping amplitudes as t12x = −tx, t13x = −tx
and t23x = − 12 tx). This reversal of Bloch phase serves the pur-
pose of chirality inversion along this direction. Caution should
be taken when the next-nearest hopping term becomes turned
on, whose k-dependence is given by −2t2y cos kye±ikx , re-
spectively. Such term adiabatically destroys the integer Chern
number. Therefore, to avoid it we propose to increase the
inter-atomic distance between adjacent chains to be as large
as possible so that the hopping term t2y → 0. This setup
simultaneously produces a cos kx term for the intra-basis dis-
persions in Eq. (4) due to nearest neighbor hopping.
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FIG. 2. (Color online) Schematic diagram of a possible experimental
set-ups to realize a site-selective polarization. (a) Sisyphus cooling
technique gives polarization gradient in a 1D lattice, when counter-
propagating circularly polarized waves σ± are used. This creates
a linear polarization that rotates in space (at x = 0 polarization is
along ˆy , at x = λ/4 and λ/2 polarization along ˆz and−ˆy , respec-
tively). Atoms are trapped at these x-values to create the necessary
odd parity Zeeman term. b) A linearly polarized EM wave along ˆy
is incident on the atom trapped in the 1st atomic chain. A polarizer
plate, placed between the 1st and 2nd wires, rotates the polarization
vector by pi/2. The EM wave in the 2nd wire is then polarized along
ˆz . Another polarizer plate, between the wires with the 2nd and the
3rd atom, rotates the incident polarization vector ˆz by pi/2 again,
and the polarization vector along the 3rd wire is along −ˆy . Two
quarter-wave polarizer or one half-wave polarizer plates are need to
be placed between the 3rd and 4th wire (site index 1 as periodicity is
imposed) to rotate the polarization vector from −ˆy to ˆy . This gen-
erates the desired polarization gradient in our lattice grid structure.
3. Design principles
For all the above terms, no constraint arose about the
specific parity (or orbital symmetry) of each basis. There-
fore, coupled chain structure can be engineered with ultra-
cold fermionic or bosonic atoms in optical lattice setup, or
with quasi-1D quantum wires of electrons with lithography or
pulse laser deposition method. However, for the generation of
site-selective sinβky term with light-matter interaction, spe-
cific structure or tuning is required. We suggest two practical
experimental setups for the engineering of this phenomenon.
Of course, the possibilities are abundance.
(a) Sisyphus Cooling:- Sisyhus cooling technique provides
a spatial modulation of the static polarization.18,19 In this tech-
nique, two counter-propagating laser beams with orthogonal
polarization are used to create standing wave with a polar-
ization gradient that alternates between circular and/or linear
polarization with right and left handedness. Atoms trapped by
the laser can acquire different polarization according to their
positions with respect to the wavelength of the lasers. By tun-
ing the laser wavelength with respect to lattice constant of the
tripartite lattice, we can construct the desired site-selective po-
larization as follows.
In Fig. 2(a), we demonstrate the setup. We take two
counter-propagating, oppositely oriented circularly polarized
(σ±) EM fields (ˆy + iˆz)eiq.x and (ˆy − iˆz)e−iq.x to
trap atoms along the x-direction. q = 2pi/λ is the light’s
wavevector and λ is its corresponding wavelength (the fre-
quency dependence of the field do not make any contribution
to our analysis and thus not discussed). The resultant field
2[ˆy cos (qx) − ˆz sin (qx)] has a spatially dependent polar-
ization. At x = 0, it starts off with a linear polarization along
the ˆy-direction, at x = λ/4 the polarization is along the ˆz-
direction, and at x = λ/2 it is rotated along the−ˆy-direction.
In Fig. 1, we assume sites 1 and 3 have opposite polarization
along the y-direction, while site 2 has orthogonal polariza-
tion. Therefore, to implement the Sisyphus technique, site 1
sits at x = 0, while site 3 resides at x = a = λ/2. Then the
distance of site 2 from 1 and 3 is a/2 to gain the orthogonal
polarization (ˆz). Since the system is confined in 2D, it has
no momentum along the z-direction and thus no dipole term
arises for site 2. With this atomic position, the corresponding
Bloch phases for hopping 1 → 2 and 2 → 3 is eikx/2, while
that for 1 → 3, and e−ikx . This gives the Chern number (see
calculations in Sec. III as (−2, 4,−2).
Discussions of the advantage and limitation of using this
technique are in order. In this specific Sisyphus technique,
the resulting EM field has only linear polarization along the
chains where the atoms are placed18. In the ground state,
atoms have hyperfine levels gs = ±1/2. For this two states,
the light shift caused by the interaction between the atoms and
EM field is exactly equal, and also it does not vary with the
direction of propagation (here x-direction). This is a great ad-
vantage to our setup where we do not have to deal with the
light-shift splitting of the hyperfine levels coming from the in-
teraction with the EM field. However, this technique has a
limitation. The lowest temperature that can be attained by this
cooling is set by the recoil energy ~2q2/2m, which is the ki-
netic energy an atom gains after absorbing a photon. In most
alkali atoms, this temperature is below 1µK. At such low tem-
peratures, the atomic de Broglie wavelength becomes compa-
rable to the cooling laser wavelength (though still shorter than
is required for the BEC phase transition) and hence to the ex-
tent of the potential wells. It is therefore no longer possible
to localize the atomic wave packet in the potential wells, even
if they were deeper than the photon recoil energy. However,
this limitation has been successfully overcome, and there are
numerous usage of this technique in the literature (see e.g.
Refs.20,21).
(b) Using polarizer plates: Another simpler setup can
be made using polarizer plates between consecutive atomic
chains, which rotates the polarization of the incident em field
by pi/2, as illustrated in Fig. 2(b). This can be repeated pe-
riodically along the x-direction (propagation direction of the
incident EM field) to achieve the desired polarization reversal
along each chain. We start with a linearly polarized light (ˆy),
incident on site 1. A quarter-wave polarizer between site 1 and
2, rotates the polarization to ˆz , having no dipole interaction
here. Again another quarter-wave polarizer between site 2 and
63, rotates the polarization along the −ˆy . To achieve periodic
boundary conditions, the next site 4 (which should be equal to
site 1), we need the polarization to be along ˆy , which can be
achieved by either 2 quarter-wave or one half-wave polarizer.
This configuration is repeated along the x-direction. Polarizer
plates, like half-wave and quarter-wave plates, are associated
with intensity losses, which can be encountered by replacing
them with birefringent filter plates. Polarizer plates may at-
tenuate the hopping amplitudes between the atoms. However,
since the value of the Chern number does not depend on the
hopping amplitudes, the system will remain topologically in-
variant as long as the tunneling is finite.
(c) Other possible condensed matter setups: Few other
possible engineering principles can be envisioned using con-
densed matter setups. A site-selective electric field grid can
be created in 1D lattices. (i) Alternatively, it is shown recently
that high-energy photons can be used to selectively photonize
the valence electrons of hydrogen chloride by using the ro-
tational dependence of the photonization profiles.22 (ii) One
can also pursue a possibility of using ferroelectric substrate
in which due to in-plane inversion symmetry breaking, elec-
tric field polarization in different layer or chain can induce
site-selective polarization via proximity effect to the top lat-
tice of our interests. (iii) We can also use orbital-selective
chains. Recalling that the sin ky term is absent in the second
diagonal term (Eq. (4)), we can think of an orbital symmetry
for the second basis which is orthogonal to the direction of
light’s polarization. Corresponding choices of orbitals are px-
or dxz orbitals for which Hint = 0 with polarization along
the y-direction. For the other two orbitals, we can consider
combinations such as s- and py orbitals, etc.
III. BAND TOPOLOGY AND BERRY CURVATURE
In Fig. 3, we plot the band structure in the momentum-
space for the parameter values of m1 = −m3 =
√
3t and
α = β = 2, and tx = ty . The electronic structure consists
of three well separated bands, with only Dirac-like nodes at
various discrete non-high symmetric k-points (see Fig. 3(a)).
Therefore, a topological invariant can be separately assigned
for each band. However, projecting the orbital character onto
each band, we observe that substantial exchange of orbital
character occurs in each band. We visualize the three orbital
characters (in different row) for three different bands (in dif-
ferent column) in the entire 2D k-space in Fig. 4.
As discussed in the introduction section, band inversion is
an important criterion for both the SU(2) and SU(3) topo-
logical classes. In time-reversal invariant SU(2) topological
classes, bands are only required to be inverted at the time-
reversal invariant k-points. This makes it easier to define the
band inversion strength simply by defining the band gap be-
tween the two bands at the time-reversal invariant k-points.4,23
Such simple definition becomes difficult to implement for
SU(3) materials. On the other hand, we recognize that the
Berry curvature acquires spike at the discrete band degenerate
k-points (k-space monopoles) across which bands are inverted
in two orthogonal directions (the two orthogonal directions do
(a) 
(b) (c) 
FIG. 3. (Color online) Bands demonstrating the energy dispersion for
the proposed model are shown. (a) Surface plot with both kx (−pi to
pi) and ky(−pi2 to pi2 ), (b) Keeping ky = 0, dispersion plot along kx,
from −pi to pi, and (c) Keeping kx = 0, dispersion plot along ky ,
from −pi
2
to pi
2
. All quantities are measured in units tx = ty = 1,
and |m1| = |m3| =
√
3ty .
not necessarily have to be along the kx- and ky-directions). In
this spirit we can define a band inversion strength via occupa-
tion number or the ‘orbital weight’ (here orbital refers to the
SU(3) components) of the band at each k-points. Another in-
teresting feature of the monopole is that it represents a saddle
point in the orbital weight (see Fig. 4), in the sense that if an
orbital character obtains a maximum along the kx direction, it
obtains a minimum in the ky direction. The rightmost column
of Fig. 4 refers to the k-resolved Berry curvature. We see that
at all the k∗-points where Ω(k∗) diverges in a given band, the
corresponding orbital weight profile exhibits a saddle point.
Let us define a quantity κνkl =
sgn
[
|γνi (kl)|2 − |γνj 6=i(kl)|2
]
, where γνi is the eigenfunction
of the Hamiltonian in Eq. (6) corresponding to νth band and
ith SU(3) spinor component. In the νthband, if the ith orbital
obtains a maximum (and jth orbital then obtains a minima)
along, say kx-direction, then κνkx = +1. On the other hand,
its minimum would corresponds to κνkx = −1. Therefore, the
locus of the monopole is defined by the discrete points which
satisfy κνkxκ
ν
ky
= −1. This is of course an indication of the
location of finite Berry curvature. A singularity in Ω(k) is
obtained where the bands are fully degenerate.
For the higher energy band, among the six visible saddle-
points, three of them reside in the −ky region. They give
three negative spikes in the Berry curvatures, as shown in the
corresponding rightmost column of Fig. 2. (The two extreme
peaks occurring at the zone boundary are related by reciprocal
lattice vectors). This gives the corresponding Chern number
Cn =
∑
k Ωn(k) (where n stands for bands) to be -3. In this
band, inversion occurs between orbitals 1 and 3 across the
three saddle points. In the lowest band, the Berry curvature
peaks occur in the corresponding +ky side due to the band
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FIG. 4. (Color online) First three columns: The orbital weights of the basis states ψj (j = 1, 2, 3) are shown for each energy bands E1, E2
and E3 respectively. The arrow in the figure corresponding to the third column shows the position of one minima which is corresponding to
the gapless point of one of the edge states in the system. Fourth column: The berry curvature Ωi(i = 1, 2, 3) corresponding to each energy
band is shown in the fourth column. The berry curvatures show a sharp peak at the corresponding gapless points of the edge states, indicative
of a band inversion and a topological phase transition at the respective k-points.
inversions between orbitals 2 and 3. The Chern number of
this band comes out to be the same as -3. The middle band
shows band inversions between all three orbitals at the same
locations in both ±ky sides, with positive Berry curvatures
and thus obtains a Chern number of +6.
It can also be shown that the Chern number does not depend
if the strength of the Pierels’ phase is different in the different
orbitals. As long as the sinβky terms have opposite signs in
the diagonal terms (i.e. mimicking a Zeeman-like term), the
model is topologically non-trivial. Changing the off-diagonal
elements, say from eikx to e2ikx , we find higher Chern number
(−4, 8,−4). In the Appendix below, we discuss several other
parameter sets where Chern number can be tuned by different
values of α, β, and other terms in the Hamiltonian.
IV. CALCULATION OF EDGE STATES
Non-trivial topological character can be observed
from the edge state dispersion and non-local electrical
measurements.4–6 We study the characteristics of the edge
state parallel to the y-direction for the above parameter set
 
FIG. 5. (Color online) Edge state structure for N = 30, with α =
β = 2 and |m1| = |m3| =
√
3ty . Also, tx = ty = 1. There are
six gapless points within the first Brillouin zone, as indicated by the
chern numbers being {−3, 6,−3}.
8which gives Chern numbers (−3, 6,−3). Therefore, we solve
the Hamiltonian in Eq. 6 with periodic boundary conditions
in the y-direction, and open boundary condition in the
x-direction with a finite size lattice of N atoms. Considering
Φi(ky) as the Wannier state localized on the ith atom we can
now expand the Hamiltonian in a N ×N matrix as
H(k) = −
∑
i
[
Φ†i (ky)Bi,i(ky)Φi(ky)
+Φ†i (ky)Ai,i+1Φi+1(ky)
]
+ h.c., (10)
where, B(ky) = cosαky
−2ty 0 00 32 ty 0
0 0 −ty

+ sinβky
− 2m1−m33 0 00 m1+m33 0
0 0 m1−2m33
 ,
(11)
and,
A = tx
 0 0 −1−1 0 0
0 −1/2 0
 . (12)
Eigenvalues of the Eq. (10) are plotted in Fig. 5 with the same
parameter set. The essence of the topological edge state is
that it must adiabatically connect to the bulk states which is
clearly observed in the present case. Owing to the maximum
Chern number of 6, there are 6 edge states also (red lines).
Edge states with opposite dispersion, connecting to different
bulk bands with opposite sign of the Chern number, meet at
discrete k∗-points where the Berry curvature obtained singu-
larities in Fig. 4. Consistently, there are total of 6 such band
touching points for the edge states.
We see that B term is diagonal in this basis which gives
the dispersion along the ky direction. These states become
gapped by A. However as the number of lattice site is in-
creased, the gap at the edge state vanishes at the ky-points
where Berry phase acquires divergence. Therefore, expanding
the edge state near these points, we find that three eigenstates
up to linear-in-ky as (substituting |m1| = |m3| = m)
E1(ky) = −ty
(
2 +
m
ty
ky
)
E2(ky) =
3
2
ty
E3(ky) = −ty
(
1− m
ty
ky
)
. (13)
We notice that the second term represents a localized bound
state (soliton), while the other two bands are linear with ky
in the low-energy region. As A term is turned on, these three
states spit into six states, in accordance with the higher Chern
number in the bulk state.
V. EXTENSION TO SPINFUL CASE
In our model, SU(3) symmetry is obtained for spinless
fermions, in which spin of the particles is a dummy vari-
able. This Hamiltonian respects the spin-rotational sym-
metry. Therefore, as long as this symmetry is held (in
the absence of spin orbit coupling or magnetic moment),
the topological invariant remains the same for all values of
spin in a given system, that means for both fermionic and
bosonic systems. We now discuss how the result changes
when the spin rotational symmetry is broken. For gener-
ality, we assume the atoms/electrons have a spin value S,
which splits into 2S+1 multiplets once the rotational sym-
metry is lifted. In this case, our starting SU(3) spinor
has the dimension of 3(2S+1). For illustration we take
S = 1/2, while the obtained conclusions below remain the
same for any other values of S. In this case, the spinor is
Ψ†k =
(
ψ†1↑(k), ψ
†
2↑(k), ψ
†
3↑(k), ψ
†
1↓(k), ψ
†
2↓(k), ψ
†
3↓(k)
)T
,
in which the Hamiltonian becomes a 6×6 matrix. The Hamil-
tonian can be split into two 3× 3 diagonal blocks as H↑↑, and
H↓↓, and off diagonal blocks H↑↓, and H
†
↑↓. In the absence of
the spin-flip terms, i.e., when H↑↓ = 0 at all momentum, the
Hamiltonian breaks into a block diagonal one. As the time-
reversal symmetry is broken by introducing an exchange term
Ez , the block diagonal terms becomeH↑↑/↓↓ = H±EzI3×3,
where H is given in Eq. (6) above. Note that Chern num-
ber does not depend on an overall energy shift (a(k) term
in Eq. 2). Therefore, the system remains topologically non-
trivial. If the exchange energy Ez is increased beyond the
band gap (determined by b3 and b8 terms), it can introduce
new band inversion. Depending on the nature of the band in-
version, the system can obtain either higher or lower Chern
number (a topological phase transition).
In what follows, as long as a simple exchange field is
present to split the spin states, such as magnetic field or Ising
like ferromagnetic state, the system maintains its topological
property. We have also checked that when the exchange en-
ergy is taken to be orbital dependent (breaking parity), the
system continues to obtain the same Chern number untill a
new band inversion occurs. When the spin-flip term H↑↓ is
introduced for the case of spin-orbit coupling or antiferromag-
netism, spin is no longer a good quantum number. In this case,
Chern number cannot be defined for each spin state of band.
Therefore, there will be a topological phase transition into ei-
ther a trivial case, or to another topological class, such as Z2
family for fermions. We discuss one such possibility using
Ising spin-orbit coupling.
Recently, there is a number of transitional metal dichalco-
genide materials synthesized in isolated monolayers which
have buckled honeycomb lattice structure. The buckled struc-
ture looses inversion symmetry in all three directions. This
causes a large out-of-plane spin polarization, similar to Ising
spin which then becomes locked to the only one momentum
component via SOC. The corresponding SOC component, as
known by Ising SOC, is expressed by HISOC = αIdz(k)σz ,
where αI is the SOC strength and z-axis is chosen as the easy
axis of the Ising spins. For a buckled honeycomb lattice, it
9is shown that the momentum dependent term comes out to
be42 dz(k) = sin (ky) − 2 cos (
√
3/2kx) sin (ky/2). This
term essentially gives an odd-parity (along ky) Zeeman-like
term. To go from a SU(2) system to SU(3), one requires
another spinless (or singlet) U(1) basis. One possible way
to obtain such a Hamiltonian is to introduce a spin-singlet
Kondo impurity as new basis in each unit cell. Solving a
Kondo lattice model, one can obtain the reqired Bloch phase
eikx for the hopping between SU(2) species to the Kondo
impurity. Finally, the Rashba-SOC between the SU(2) basis
provides the chirality between them. In this way, an effective
SU(3) topological Hamiltonian can be constructed which can
be written in terms of λˆ-matrices. The corresponding results
will be published elsewhere39.
VI. DISCUSSION AND CONCLUSION
The paper delivers the following messages. We showed
that for the SU(3) topological phase, two of the basis com-
ponents must contain counter-propagating chiral phase. The
third component can take any of the chirality and/or may be
chiral-free. This situation is analogous to a SU(2) topological
insulator in which chirality inversion is also an important cri-
terion. One way to obtain chirality inversion in SU(2) systems
is through reversing the SOC, either intrinsically in layered
materials,4 or in engineered heterostructures in which adja-
cent layers are assumed to have opposite SOC,12,24 or even
through Fermi surface nesting between spin-orbit coupled ob-
jects which in special cases can render chirality reversal.25
We engineered the complex phase dependent off-diagonal
terms in a tripartite lattice through uncompensated Bloch
phase. The chirality inversion is naturally obtained between
the sublattices 1 & 3, which is reversed from that between 1
& 2 and 2 & 3. The multi-channel set-up of one-dimensional
atomic chains suggested in our model can be visualized as
an array of quantum wires, hosting different types of orbitals,
being subjected to a linearly polarized static electromagnetic
field. Quantum wires are being studied extensively to de-
scribe varied topological phenomena theoretically26–29. Frac-
tional topological phases are being studied in weakly coupled
quantum wires, in both two and three dimensions.30–33 Peri-
odically driven systems can also show interesting non-trivial
topological effects in spinless systems 34–38 and can also be
extended to SU(3) systems. Furthermore, Fermi surface nest-
ing in quantum wires with SOC can also lead to chirality in-
version between different sublattices through the formation of
an exotic spin-orbit density wave, as predicted40 and subse-
quently realized41 in Pb-, and Bi-based quantum wires. Quan-
tum wires can be grown on electric field grid or on ferroelec-
tric subtracts which can be tailored to obtain chirality inver-
sion in the off-diagonal and diagonal terms.
The second criterion for the SU(3) topological Hamiltonian
is unique to this system. Here, two of the diagonal terms
in the Hamiltonian must contain an odd parity term, such as
a sinusoidal function of the momentum. This poses an im-
portant bottleneck to engineer SU(3) topological phase in a
condensed matter setup. Here we mainly focused on design-
ing such term through electromagnetic wave by generalizing
the tight-binding Hamiltonian with an applied vector poten-
tial. This gives a spinless SU(3) topological material. We
proposed two realistic techniques, using either the Sisyphus
cooling technique or polarizer plates to obtain the desired site-
selective polarization.
Robustness of the spinless SU(3) topological phase when
spin is introduced is also discussed. We showed that as long
as there is only a magnetic exchange term present without any
spin-flip term, the topological invariant is robust upto a new
band inversion. As the exchange energy surpass the band gap,
a topological phase transition occurs, reducing or increasing
the Chern number by an integer value. When a spin-flip term
is introduced (such as spin orbit coupling or antiferromag-
netic like term), spin is no longer a good quantum number,
and Chern number can no longer be defined for each spin or
band. So our formalism does not hold any more.
The presence of edge states can be detected by using non-
local electrical measurements43,44, where a current applied
between two probes creates a net current along the edge. This
current is then measured by a pair of voltage probes which
is placed away from the bulk current path to avoid dissipation.
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Appendix A: Other forms of Hamiltonians
So far, we had considered a specific form of the most gen-
eral Hamiltonian given in Eq. (3). This model Eq. (6) is re-
alized in a tripartite lattice with site-selective electromagnetic
field. With respect to the structure of our model, the Hamilto-
nian can be rewritten in a more generalized form by express-
ing the off-diagonal terms as,
H12 = t
12
x e
−ikx ;H13 = t13x e
−ikx ;H23 = t23x e
−ikx .(A1)
Where the tij provide the inter-basis hopping strengths
between nearest neighbour sites. The diagonal terms are
kept in the same form as in Eq. (4) with various choice of
ti and mi. Here we discuss various other combinations of
the diagonal and off-diagonal terms which give finite Chern
number, some of which may require different lattice structure
than the triparticle lattice discussed in the main text. It should
be noted that the following list is not necessarily exhaustive,
and more combinations can be derived based on the basic
principles deduced in the main text. In all combinations,
the Hamiltonian must respect the SU(3) symmetry and is
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represented by the eight Gell-Mann matrices.
Case I: α = β = 1
1. With t1 = t3 = −ty , t2 = 2ty,m1 = −m3 = −
√
3ty ,
m2 = 0, t12x = t
13
x = t
23
x = −tx, this Hamiltonian
provides integer Chern number set (−3, 6,−3).
2. Same as (1) but with t12x = −tx cos ky . This Hamilto-
nian provides Chern numbers (−1, 2,−1).
3. With t2 = m2 = 0 i.e. ξ2(k) = 0, and t3 = ty/2 with
rest of the coefficients as in 2. This Hamiltonian again,
gives Chern numbers (−3, 6,−3).
Case II: α = β = 2
1. With t2 = m2 = 0 and t3 = ty/2, as in point 3 of
Case I, replace t12x = −tx, t13x = 2tx cos 2kx and t23x =
−tx sin(ky −
√
3), keeping the rest of the coefficients
same as in point 1 in Case I. This Hamiltonian gives the
Chern numbers (4, 0,−4).
2. The almost similar configuration as in point 1 in Case
II, only changing t12x as t
12
x = ±tx(cos ky +
√
3 sin ky)
and using the same sign (either + or −) for tijx i.e with
t13x = ±tx cos kx and t23x = ±tx sin(ky −
√
3) the
Chern number for this hamiltonian is (−3, 0,−3).
In all the above calculations, ty = tx = 1.
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