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Abst rac t - - In  this paper, the behaviour of iterative methods of Weierstrass' type with acceleration 
parameter h E (0, 1) is considered. The main result is concerned with initial conditions under which 
these methods fail. It is shown that for a given polynomial and acceleration parameter h < 1, there 
exists the unique divergent point from C n. 
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Let f be a monic polynomial of degree n, 
f ( z )  = z n -b an- lZ  n- I  + ""  -b a lz  Jr ao 
with simple roots. The Weierstrass method, given by the iterative formula 
zk+l=z~ f (zk i )  i= l , . . . ,n ,  k = 0 ,1 , . . . ,  
fi 
(1) 
j=l 
j~l  
is one of the most efficient methods for the simultaneous approximation of the roots of a poly- 
nomial f .  Formula (1) was applied for the first time by Weierstrass in 1891 [1, p. 258] and later 
recovered by many authors. More details about Weierstrass' method (1) and its modifications 
may be found in [2-5]. 
The choice of initial approximations plays a crucial role in the applications of iterative meth- 
ods for the simultaneous determination of the polynomial roots (for more details and history 
see [3,5-12]. It  seems that  Weierstrass' method (1) converges for almost all distinct initial values 
z° , . . . ,  z °. This was proved for n -- 2 (el. [13,14]) and n = 3 [15], but this is an open problem 
yet for a general n > 3. 
In this paper, we are concerned with the successive over-relaxation (SOR) Weierstrass method 
+l=z  hkf(z ) i=l,...,n, k--0,1,..., (2) 
j=l  
j~l  
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where hk E (0, 1] is an acceleration parameter. SOR-like acceleration of the iterative method (2) 
(Gauss-Seidel version) was given in [6]. It should be noted that the SOR Weierstrass method (2) 
has a form of prediction-correction method and converges uperlinearly for hk < 1. This method 
is an obvious generalization of Weierstrass' method which is obtained from (2) for hk = 1. The 
optimal value of hk in the sense of a guaranteed convergence is not known. Let us note that for 
the iteration index k = 0, 1 , . . . ,  Wang and Zhao [17] defined the acceleration parameter hk by 
( n f(z-; k) l) -1) where dk=min[zk - - zk  I ha = rain 1,0.204378dk i=l l-lj#, (zi - z~) ' ,#j ' 
which is of a practical importance. 
Many authors have observed that the SOR method (2) possesses a global convergence in prac- 
tice for almost all starting vectors z ° = (z° , . . . , zn  °) assuming that the components of z ° are 
disjoint. Concerning Wang-Zhao's acceleration parameter ha, at each iteration of the prediction- 
correction method (2) a new value of hk can be evaluated taking into account he new information. 
As approximations approach to the zeros, hk becomes larger and larger, until it gets one defining 
Weierstrass' method in the continuation of the iterative procedure. 
In the recent paper [7] (see, also, [5]), it was proved that for any monic polynomial f (z)  
of degree n there exists a set Gf C C n such that the Weierstrass method fails starting from 
z (°) = z E G I. The aim of this paper is to prove similar assertion in the case of SOR method (2). 
First, we have Theorem 1. 
THEOREM 1. Let Z k+l  be determined by (2) for i = 1, . . . ,  n and k = O, 1,. . .  , then the following 
relations are valid: 
~k i= 1 ~i = --  1 z .  - an - l ,  
1 ~ z.k+ 1~ I¢ 2 
: - -  ZvZ s + an-2 ,  -~k Z_, , z'j 1 k k 
i = 1  " ' v<s (3) 
1 ~Zk+l f I  kzj = (~- - l )  i l  kz) +(--1)nao. 
~k i=1 j=1 j= l  
j~ l  
The proof of this theorem is based on the idea given in [7] and, for this reason, will be omitted. 
Now we are in the possibility to prove the following assertion in Theorem 2. 
o be initial approximations and 0 < hk < 1. Then the SOR iterative THEOREM 2. Let z° , . . . , z  n
method (2) will fail if these approximations satisfy the system 
1-1  o, 
i----1 
1) 0 
V<8 (4) 
, -o0 0 
3=1 
PROOF. The system of equations (3) may be written in the matrix-vector form for k -- 0 as 
Lz 1 = r, (5) 
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ho 
1 o Z--~-~zj 
L = "0  j# l  
where z I = (z11,..., z~) is the vector of approximations obtained in the first iterative step by (2), 
r is the vector whose components are the terms on the left-hand side of (4) and 
1 1 1 
h0 h0 
1) -~ o 1 o 
ho j#2 z~ h--o j~n zj 
1•  0±H 1 0 
.ho zj h0 ¢ ho 
is the matrix of the system (3)• It is easy to find 
1 f i ( zOs_zO)#o.  det L = ~-~ 8<m 
Hence, and from (5), having in mind that r = 0 due to (4), we obtain 
z 1 -~ (z l , . . • , z  1) -~ (0 , . . . ,0 ) ,  
and the method (2) cannot be defined at the 2 nd step. 
Investigations of divergent starting points for Weierstrass' method (see [5, Theorem 3.3.3,7]) 
and Euler-Chebyshev's type methods [9,17] show that for any monic polynomial f (z)  of degree n 
there exists a set G I c C n such that these methods, starting from z ° -- z E G I do not converge 
to the roots of f.  This set yielding divergent starting points and obtained as the set of solutions of 
non l inear  sys tems of n equations will be called NS-divergent set. The study of the distribution 
and measure of NS-divergent sets is very complicated and did not carry out in this literature. It 
is only certainly that for the considered methods the NS-divergent sets consist of infinite number 
of divergent starting vectors but have the measure zero in C n. Furthermore, divergent sets of 
NS' type are not the only ones in general• For instance, solving polynomial equations with real 
coefficients having conjugate complex roots, any method will not converge in complex arithmetic 
if all starting approximations are real numbers (assuming that "parasite digits" at imaginary part 
are not involved due to rounding-off) or if real arithmetic is employed. However, this problem 
restricted to NS-divergent sets is easy to solve for the SOR method (2) taking 0 < h < 1, thus, 
excluding Weierstrass' method (1) (hk = 1). Actually, we have Theorem 3. 
THEOREM 3. Let f be a monic polynomial of degree n with simple roots. There is only one 
NS-divergent starting vector G f = z = (z l , . . . ,  zn) E C ~ for the SOR method (2) of Weierstrass' 
type, not counting the permutations of the components of z, and it is given by the set of roots 
of the algebraic polynomial 
F(z) = z n+ h°a--n-lzn-l + h°an-2zn-2 + .. . + hoak zk + .. . + hoao 
1 - h0 2 - h0 n - k - h0 n - h-----~" (6) 
The proof of this theorem is obvious because a simple rearrangement of the system (4) gives 
Vi~ta's formulas for the polynomial F(z) given by (6). 
EXAMPLE• For illustration, we consider NS-divergent starting vector in the example of the famous 
Newton's equation 
z 3 -  2z -  5 = 0 (7) 
(I. Newton: De Analysis Per/Equationes Infinitas, 1669), which was taken for Newton's demon- 
stration of his original method. The corresponding NS-polynomial F(z) of the form (6) is given 
by 
2h 5h 
F(z) = z3 1 _-~z 3 -  h" (8) 
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Figurel. Re~-valued ~artingpoint ~ a ~nctionof~celer~ionparameter. 
We found the roots of the polynomial (8) for various acceleration parameters h E [0.5, 1). 
According to Theorem 3, these roots are divergent starting points for the SOR Weierstrass 
method (2) applied to the equation (7). 
The polynomial (8) with real coefficients has one real root x = x (h)  displayed in Figure 1 in 
dependence on the acceleration parameter h and a pair of conjugate-complex roots which are 
obtained from the quadratic equation F(z ) / ( z  - x)  = O. 
REMARK. The SOR Weierstrass method (2) has only one NS-divergent starting point compared 
with some other methods where the number of these points is infinite. This is a small advantage, 
but from a practical point of view, only a slight one. Namely, we tested several methods of 
Weierstrass' type in the very close vicinity of divergent starting points and obtained convergent 
sequences of approximations. Furthermore, since initial approximations are usually relatively 
rough in practice, we can expect that divergent starting points will not be guessed. Many 
examples howed that  even rounding errors in divergent starting points ("parasite digits") can 
cause the convergence of the applied method. In every case, since the NS-divergent set has the 
measure  zero in C n, the probabil ity that some divergent starting points be guessed is zero. 
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