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Abstract
The purpose of this paper is to investigate the effect of nonnormality upon the nonnull distributions
of some MANOVA test statistics under normality. It is shown that whatever the underlying distributions,
the difference of the local powers up to order N−1 (N is the total number of observations) after either
Bartlett’s type adjustment or Cornish–Fisher’s type adjustment under nonnormality coincides with that in
Anderson [An Introduction to Multivariate Statistical Analysis, second ed., 1984 and third ed., 2003, Wiley,
New York] under normality. The performance of higher-order results in finite samples is examined using
simulation studies.
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1. Introduction
Let y(a)1 , . . . , y
(a)
Na
(a = 1, . . . , q) be q independent samples from p-variate distributions with
mean vector μ(a) and common covariance matrix  which is assumed to be positive definite. Let
N = ∑qa=1 Nap + q be the total number of observations. Define
WY =
q∑
a=1
Na∑
i=1
(y(a)i − y(a))(y(a)i − y(a))′, BY =
q∑
a=1
Na(y(a) − y)(y(a) − y)′,
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where y(a) = N−1a
∑Na
i=1 y
(a)
i (a = 1, . . . , q) and y = N−1
∑q
a=1 Nay
(a)
. The following three
criteria for testing H : μ(1) = · · · = μ(q) vs A : μ(a) = μ(a′) for some a, a′ ∈ {1, . . . , q} have
been used under normality:
(i) Likelihood ratio (or Wilks’ ) TLR = −(N − q) log(|WY |/|WY + BY |),
(ii) Lawley–Hotelling’s trace (T 20 ) TLH = (N − q) tr(BY W−1Y ), and
(iii) Bartlett–Nanda–Pillai’s trace TBNP = (N − q) tr[BY (WY + BY )−1].
It is obvious that the above three criteria TLHTLRTBNP (e.g. [1, p. 337]) are special cases of
the generalized test statistic (see [11])
T = (N − q)
p∑
j=1
(Y,j )
by letting (x) = log(1 + x), x, 1 − 1/(1 + x), respectively, where Y,1, . . . , Y,p0 are
eigenvalues of BY W−1Y .
Under general distributions with common population cumulants (1)j1,...,jv = · · · = 
(q)
j1,...,jv(v3), Fujikoshi [13,14] gave an asymptotic expansion for the null distribution of T = TLR, TLH,
TBNP up to order N−1, by following Kano [19] and Fujikoshi [12] (see also [15,32]). The purpose
of this paper is to obtain an asymptotic expansion for the nonnull distribution of T up to order
N−1 without assuming the equality of the cumulants (1)j1,...,jv = · · · = 
(q)
j1,...,jv
(v3), and
then compare the third-order local powers of a class of one-way MANOVA tests. Unlike Kano
[19] and Fujikoshi [12–14], our approach for obtaining an asymptotic expansion is based on the
differential operator developed by Kakizawa and Iwashita [18] under nonnormality (see also [17]).
Generalization to other problems on mean vectors, including GMANOVA model, will appear in
a future work.
We end this section by giving a comment on the problem of testing the linear hypothesis
C′μ(1) = · · · = C′μ(q), where C′ is an s × p known matrix of rank s (p). No special
treatment for this problem, especially, for the profile analysis (e.g. [28, Section 6.8]), is needed
since it reduces to the null hypothesis μ˜(1) = · · · = μ˜(q) on the transformed data y˜(a)i = C′y(a)i
(i = 1, . . . , Na), where μ˜(a) = C′μ(a).
2. Preliminary results
We consider a multivariate one-way classification model
y(a)i = μ(a) + u(a)i (a = 1, . . . , q; i = 1, . . . , Na).
Throughout this paper we assume that:
(C1) u(1)1 , . . . ,u
(1)
N1
, . . . ,u
(q)
1 , . . . ,u
(q)
Nq
are independent, and for every a, u(a)1 , . . . ,u
(a)
Na
are iden-
tically distributed according to a p-variate distribution u(a) = (u(a)1 , . . . , u(a)p )′ with mean
vector 0, positive definite covariance matrix  = (jk) ( is common for each group
a = 1, . . . , q), and vth order cumulant Cum(u(a)j1 , . . . , u
(a)
jv
) = (a)j1,...,jv (v3). Here and
subsequently we use j, k, without or with suffixes, to denote indices, each such index
running from 1 to p unless explicitly stated otherwise.
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Denote the sample mean vector and covariance matrix of the sample y(a)1 , . . . , y
(a)
Na
by
y(a) = 1
Na
Na∑
i=1
y(a)i and ̂
(a)
Y =
1
Na − 1
Na∑
i=1
(y(a)i − y(a))(y(a)i − y(a))′,
respectively. We will use the same notation for the (unobservable) sample u(a)1 , . . . ,u(a)Na .
2.1. Asymptotic distributions of TLR, TLH and TBNP
Let (Na/N)1/2 = ˙a (a = 1, . . . , q) and ˙ = (˙1, . . . , ˙q)′, where ˙2a’s, which may depend
on N , are positive rational numbers satisfying ˙21 + · · · + ˙2q = 1 (of course, N ˙2a = Na ∈ N).
Then, P˙ = Iq − ˙˙′ is an idempotent matrix of q × q, whose spectral decomposition is
P˙ = V˙ diag(1, . . . , 1, 0)V˙′ = V˙(1:q−1)(V˙(1:q−1))′, (1)
where V˙ = [V˙(1:q−1), ˙] is an orthogonal matrix of q×q (for any matrix A, A(1:r) is a matrix which
consists of the first r columns of A; we shall sometimes use the notation a(1:r) = [a(1), . . . , a(r)]
for simplicity). Under a local alternative
AN : μ(a) = μ + 
(a)
N
1/2
a
(a = 1, . . . , q), (2)
with (a′)N−1/2
a′ = (a
′′)N−1/2
a′′ for some a
′, a′′ (we always assume that (1:q) is a p × q matrix,
independent of N ), we rewrite the between-groups sum of squares matrix as
BY = [N1/21 (y(1) − μ), . . . , N1/2q (y(q) − μ)]P˙[N1/21 (y(1) − μ), . . . , N1/2q (y(q) − μ)]′
= [N1/21 u(1) + (1), . . . , N1/2q u(q) + (q)]P˙[N1/21 u(1) + (1), . . . , N1/2q u(q) + (q)]′
= B˜U (say). (3)
We notice that WY /(N−q) = ̂Y (say) is the pooled estimator of the assumed common covariance
matrix , where
̂Y =
q∑
a=1
Na − 1
N − q ̂
(a)
Y =
q∑
a=1
Na − 1
N − q ̂
(a)
U = ̂U
may be positive definite with probability one if N − qp, provided that under each distribution
of u(a) ∈ Rp (a = 1, . . . , q), every flat of dimension p − 1 has probability zero (see [9]), but
such a nonasymptotic result can be replaced by a higher-order one (see Claim 1 in Section 4.2).
Using these expressions and noting tr(A′BCD′) = {vec(A)}′(D ⊗ B) vec(C), Lawley–
Hotelling’s trace criterion is written as TLH = tr(BY ̂−1Y ) = b˜′U(P˙ ⊗ ̂
−1
U )˜bU , where
b˜U =
⎛⎜⎝ N
1/2
1 u
(1) + (1)
...
N
1/2
q u
(q) + (q)
⎞⎟⎠
is asymptotically normal Npq( vec((1:q)), Iq ⊗). It is easy to see that if the limit of limN→∞ P˙
exists (limN→∞ is the limit when all Na’s are large, in such a way that the total number N
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of observations goes to infinity), with P = limN→∞ P˙, the limiting nonnull distribution of
T = TLR, TLH, TBNP under (2) is the same as that of b˜′U(P ⊗ −1)˜bU , which is asymptotically
the noncentral chi-square distribution with f = p(q − 1) degrees of freedom and noncentrality
parameter
2 = {vec((1:q))}′(P ⊗ −1) vec((1:q)) = tr{−1(1:q)P((1:q))′}.
Remark 1. (i) Define the p × q matrix  = (ab) = −1(1:q)P. Then, using the fact that P is
idempotent, we have 2 = tr(), where  = ′ (p × p).
(ii) Suppose that ˙ →  as N → ∞, where  = (1, . . . , q)′ is a vector of positive real
numbers satisfying 21 + · · · + 2q = 1. Then, we have P = Iq − ′ (q × q idempotent matrix),
whose spectral decomposition is P = V diag(1, . . . , 1, 0)V′ = V(1:q−1)(V(1:q−1))′, where V =
[V(1:q−1), ] is an orthogonal matrix of q × q.
2.2. Asymptotic expansion for the distribution of T
From now on, we consider a situation where:
(C2) ˙2a = 2a +N−1a (a = 1, . . . , q), with (1, . . . , q)′ and (1, . . . , q)′ being, respectively,
a vector of positive rational numbers and a vector of integers, independent of N , satisfying
21 + · · · + 2q = 1 and 1 + · · · + q = 0 (of course, N2a + a = Na ∈ N).
Using a Taylor expansion ˙a = a + (2N)−1a/a + O(N−2), we have
P˙ = Iq − ˙˙′ = P − 12N (˜
′
 + ˜′) + O(N−2),
where  = (1, . . . , q)′ and ˜ = (1/1, . . . , q/q)′. Then, the following asymptotic repre-
sentation of V˙ in (1) is easily obtained by means of the so-called perturbation method (e.g. [31,
Section 4.6]): There exists a q × q matrix V1 such that
V˙ = V + N−1V1 + o(N−1), (4)
where V is given in Remark 1(ii).
In order to assure the validity (e.g. [3,5]) of the following asymptotic expansion for the nonnull
distribution of T up to order N−1, we also assume that:
(C3) for every fixed a, the class of distributions of u(a) = (u(a)1 , . . . , u(a)p )′ is restricted to the
distributions such that u˜(a) = (u(a)′, {vech(u(a)u(a)′ − )}′)′ satisfies Cramér’s condition
lim sup‖	‖→∞ |E[exp(i′˜u(a))]| < 1 (write i =
√−1;  ∈ Rp+p(p+1)/2) with a finite 8th
absolute moment E(‖u(a)‖8) < ∞;
(C4) the third order derivative ′′′(x) of a nonnegative function (x) is continuous in a neigh-
borhood N of x = 0 (we assume (0) = 0 and ′(0) = 1). Write ′′ = ′′(0).
Fujikoshi [13,14] considered a special case where u(1)1 , . . . ,u(1)N1 , . . . ,u
(q)
1 , . . . ,u
(q)
Nq
are inde-
pendent and identically distributed according to a p-variate distribution of u = (u1, . . . , up)′ with
mean vector 0, positive definite covariance matrix and vth order cumulantCum(uj1 , . . . , ujv ) =
j1,...,jv (v3), and then showed that the asymptotic expansion for the null distribution of
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T = TLR, TLH, TBNP up to order N−1 depends on three summarized cumulants
K4 =
p∑
j1j2j3j4=1
j1,j2,j3,j4
j1j2j3j4 , (5)
K33,1 =
p∑
j1j2j3j4j5j6=1
j1,j2,j3j4,j5,j6
j1j4j2j5j3j6 , (6)
K33,2 =
p∑
j1j2j3j4j5j6=1
j1,j2,j3j4,j5,j6
j1j2j3j4j5j6 (7)
(jk is the (j, k)th element of −1), together with three coefficients
A˙0 =
q∑
a=1
1
˙2a
− q2 − 2q + 2 →
q∑
a=1
1
2a
− q2 − 2q + 2 = A0,
A˙1 =
q∑
a=1
1
˙2a
− 3q + 2 →
q∑
a=1
1
2a
− 3q + 2 = A1,
A˙2 =
q∑
a=1
1
˙2a
− q2 →
q∑
a=1
1
2a
− q2 = A2
as N → ∞ (note that A˙ = A + O(N−1) for  = 0, 1, 2).
However, we do not assume the equality of the third and fourth-order cumulants. Thus, we use
the following notation for the null distribution up to order N−1
K
(a)
4 =
p∑
j1j2j3j4=1
(a)j1,j2,j3,j4
j1j2j3j4 , (8)
K
(aa′)
33,1 =
p∑
j1j2j3j4j5j6=1
(a)j1,j2,j3
(a′)
j4,j5,j6
j1j4j2j5j3j6 , (9)
K
(aa′)
33,2 =
p∑
j1j2j3j4j5j6=1
(a)j1,j2,j3
(a′)
j4,j5,j6
j1j2j3j4j5j6 , (10)
where a, a′ ∈ {1, . . . , q}, and define
K˜4 =
q∑
a=1
P 2aa
2a
K
(a)
4 , K˜
†
4 =
q∑
a=1
PaaK
(a)
4 , K˜
‡
4 =
q∑
a=1
2aK
(a)
4 ,
K˜33,1 =
q∑
aa′=1
P 3
aa′
aa′
K
(aa′)
33,1 , K˜33,2 =
q∑
aa′=1
PaaPaa′Pa′a′
aa′
K
(aa′)
33,2 ,
K˜
o†
33,1 =
q∑
aa′=1
a
a′
Paa′Pa′a′K
(aa′)
33,1 , K˜
o†
33,2 =
q∑
aa′=1
a
a′
Paa′Pa′a′K
(aa′)
33,2 ,
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K˜
o‡
33,1 =
q∑
aa′=1
aa′Paa′K
(aa′)
33,1 , K˜
o‡
33,2 =
q∑
aa′=1
aa′Paa′K
(aa′)
33,2 ,
where Paa′ = 
aa′ − aa′ , with 
aa′ being the Kronecker delta.
Theorem 1. Suppose that (C1)–(C4) hold. Then,
Pr(Tx|H) = Gf (x) + 1
N
[
[0]2,0Gf (x) +
{
[0]2,1 −
f (p + q)′′
4
}
Gf+2(x)
+
{
[0]2,2 +
f (p + q)′′
4
}
Gf+4(x) + [0]2,3Gf+6(x)
]
+ o(N−1),
whereGn(x) denotes the distribution function of the central chi-square distribution with n degrees
of freedom, and
[0]2,0 = −(p − q + 2)
f
4
+
[
K˜4
8
+ (q − 1)
{
− K˜
†
4
4
+ (q − 3) K˜
‡
4
8
}]
+
[
−
(
K˜33,1
12
+ K˜33,2
8
)
+ (q − 1)
{
K˜
o†
33,2
4
+ K˜
o‡
33,1
4
− (q − 1) K˜
o‡
33,2
8
}]
,
[0]2,1 = −(q − 1)
f
2
+
{
− K˜4
4
+ q K˜
†
4
2
− (q − 1)2 K˜
‡
4
4
}
+
[
3
(
K˜33,1
12
+ K˜33,2
8
)
− K˜
o†
33,1
2
− (3q − 1) K˜
o†
33,2
4
+ (q − 1)
{
− K˜
o‡
33,1
4
+ (3q + 1) K˜
o‡
33,2
8
}]
,
[0]2,2 = (p + q)
f
4
+
[
K˜4
8
+ (q + 1)
{
− K˜
†
4
4
+ (q − 1) K˜
‡
4
8
}]
+
[
−3
(
K˜33,1
12
+ K˜33,2
8
)
+K˜o†33,1 + (3q + 1)
K˜
o†
33,2
4
− (q + 1)
{
K˜
o‡
33,1
4
+ (3q − 1) K˜
o‡
33,2
8
}]
,
[0]2,3 =
[(
K˜33,1
12
+ K˜33,2
8
)
− K˜
o†
33,1
2
+ (q + 1)
{
− K˜
o†
33,2
4
+ K˜
o‡
33,1
4
+ (q + 1) K˜
o‡
33,2
8
}]
.
Further, under the local alternative (2), one has
Pr(Tx) = Gf (x;2) + tr(1)2N {Gf+2(x;
2) − Gf (x;2)}
+
2∑
=1
1
N/2
3∑
=0
, Gf+2(x;2) + 
′′
4N
4∑
=1
 Gf+2(x;2)
+o(N−1), (11)
where
1 = −1(1:q)
{
−1
2
(˜′ + ˜′)
}
((1:q))′, 1 = −f (p + q),
2 = f (p + q) − 2(p + q) tr(), 3 = 2(p + q) tr() − tr(2), 4 = tr(2),
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and Gn(x;2) denotes the distribution function of the noncentral chi-square distribution with
n degrees of freedom and noncentrality parameter 2 = tr(). Here, the coefficients ,’s,
independent of , can be decomposed into the sums of homogeneous polynomials of degree d =
0, 1, 2, 3, 4, 6 in (1:q) = [(1), . . . , (q)]; that is, 1, = [1]1, + [3]1, ( = 0, 1, 2), 1,3 = [3]1,3,
2, = [0]2, + [2]2, + [4]2, + [6]2, ( = 0, 1, 2, 3), 2,4 = [2]2,4 + [4]2,4 + [6]2,4, 2,5 = [4]2,5 + [6]2,5,
2,6 = [6]2,6 (see also (A.1) and (A.2)).
3. Third-order power comparison
3.1. Bartlett’s type adjustment
It is known that Bartlett’s type adjustment due to Cordeiro and Ferrari [7]
Bc(T) = T
⎧⎨⎩1 − 2N
3∑
j=1
cj (T)
j−1
⎫⎬⎭
enables us to improve the chi-square approximation of the null distribution of T to order N−1,
provided that c = (c1, c2, c3) = (ϑ1,ϑ2(′′),ϑ3) = ϑ(′′) (say), where
ϑ1 = −
[0]2,0
f
, ϑ2(
′′) = −
[0]
2,0 + [0]2,1
f (f + 2) +
(p + q)′′
4(f + 2) , ϑ3 = −
[0]2,0 + [0]2,1 + [0]2,2
f (f + 2)(f + 4) .
That is,
Pr[Bϑ(′′)(T)x|H ] = Gf (x) + o(N−1).
However, recall that ϑ(′′) linearly depend on summarized cumulants K(a)4 ,K
(aa′)
33,1 ,K
(aa′)
33,2
(a, a′ = 1, . . . , q), given by (8)–(10). So, we take appropriate location invariant estimators
K̂
(a)
4 , K̂
(aa′)
33,1 , K̂
(aa′)
33,2 and then replace ϑ(
′′) by ϑ̂(′′) = (̂ϑ1, ϑ̂2(′′), ϑ̂3). For example,
K̂
(a)
4 =
1
Na
Na∑
i=1
(M
(aa)
ii )
2 − p(p + 2), K̂(aa′)33,1 =
1
NaNa′
Na∑
i=1
Na′∑
i′=1
(M
(aa′)
ii′ )
3,
K̂
(aa′)
33,2 =
1
NaNa′
Na∑
i=1
Na′∑
i′=1
M
(aa)
ii M
(aa′)
ii′ M
(a′a′)
i′i′
(e.g. [22,23, p. 107] and [1, p. 103]), where M(aa′)
ii′ = (y(a)i − y(a))′̂
−1
Y (y
(a′)
i′ − y(a
′)).
Theorem 2. Suppose that estimators K̂(a)4 , K̂
(aa′)
33,1 , K̂
(aa′)
33,2 (1aa′q) are location invariant
and satisfy
(K̂
(a)
4 , K̂
(aa′)
33,1 , K̂
(aa′)
33,2 ) = (K(a)4 ,K(aa
′)
33,1 ,K
(aa′)
33,2 ) + Op(N−) (12)
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for some  ∈ (0, 1/2]. Then, under the local alternative (2), one has
Pr[Bϑ̂(′′)(T)x] = Pr[Bϑ(′′)(T)x] + o(N−1) (13)
= Gf (x;2) +
2∑
=1
1
N/2
3∑
=0
P, Gf+2(x;2) + o(N−1), (14)
where P1, = [1]1, + [3]1, ( = 0, 1, 2), P1,3 = [3]1,3,
P2,0 =
[
[2]2,0 −
tr(1)
2
]
+ [4]2,0 + [6]2,0,
P2,1 =
[
[2]2,1 + ϑ1 tr() +
tr(1)
2
]
+ [4]2,1 + [6]2,1,
P2,2 = [[2]2,2 + {−ϑ1 + 2(f + 2)ϑ2(0)} tr()] + [4]2,2 + [6]2,2,
P2,3 = [[2]2,3 + {−2(f + 2)ϑ2(0) + 3(f + 2)(f + 4)ϑ3} tr()]
+
[
[4]2,3 −
′′
4
tr(2) + ϑ2(′′){tr()}2
]
+ [6]2,3,
P2,4 = [[2]2,4 − 3(f + 2)(f + 4)ϑ3 tr()]
+
[
[4]2,4 +
′′
4
tr(2) + {−ϑ2(′′) + 3(f + 4)ϑ3}{tr()}2
]
+ [6]2,4,
P2,5 = [[4]2,5 − 3(f + 4)ϑ3{tr()}2] + [[6]2,5 + ϑ3{tr()}3],
P2,6 = [[6]2,6 − ϑ3{tr()}3].
3.2. Cornish–Fisher’s type adjustment
Instead of correcting the test statistics, it is possible to correct the critical values by means of
the so-called Cornish–Fisher expansion
CFϑ(′′)(
2
f,) = 2f, +
2
N
3∑
j=1
ϑj (
′′)(2f,)j ,
where 2f, is the upper  percentile of the central chi-square distribution with f degrees of
freedom. It immediately follows from Theorem 1 that
Pr[TCFϑ(′′)(2f,)]
= Gf (2f,;2) +
2∑
=1
1
N/2
3∑
=0
P, Gf+2(2f,;2) + o(N−1), (15)
using the relations xgf (x;2)=fgf+2(x;2)+2gf+4(x;2) andGf (x;2)−Gf+2(x;2) =
2gf+2(x;2). Here gn(x;2) is the probability density function of the noncentral chi-square
distribution with n degrees of freedom and noncentrality parameter 2.
1136 Y. Kakizawa, T. Iwashita / Journal of Multivariate Analysis 99 (2008) 1128–1153
Theorem 3. If location invariant estimators K̂(a)4 , K̂(aa
′)
33,1 , K̂
(aa′)
33,2 (1aa′q) satisfy
Pr[|K̂(a)4 − K(a)4 | + |K̂(aa
′)
33,1 − K(aa
′)
33,1 | + |K̂(aa
′)
33,2 − K(aa
′)
33,2 |(aa
′)
N ] = o(N−1) (16)
for some sequence (aa′)N → 0, then
Pr[TCFϑ̂(′′)(2f,)] = Pr[TCFϑ(′′)(2f,)] + o(N−1). (17)
3.3. Implication of asymptotic expansions
For testing H : μ(1) = · · · = μ(q) vs A : μ(a) = μ(a′) for some a, a′ ∈ {1, . . . , q}, there
are two approaches: One is the test procedure that if Bartlett’s type adjusted criterion Bϑ̂(′′)(T)
exceeds 2f,, then reject the null hypothesis H (we call B test). The other is the test based on
the Cornish–Fisher expansion that if T exceeds the size corrected critical value CFϑ̂(′′)(
2
f,),
then reject the null hypothesis H (we call CF test). Theorems 2 and 3 (see also (15)) shows
that given two -functions 1 and 2, the difference of the powers for 1 and 2 tests (more
precisely, Bj or CFj tests (j = 1, 2)) under the local alternative (2) is given by
lim
N→∞ {N(Pr[Bϑ̂(2 ′′)(T2) > 
2
f,] − Pr[Bϑ̂(1 ′′)(T1) > 
2
f,])}
= lim
N→∞ {N(Pr[T2 > CFϑ̂(2 ′′)(
2
f,)] − Pr[T1 > CFϑ̂(1 ′′)(
2
f,)])}
= 2
′′ − 1′′
2
Dp,q−1()gf+8(2f,;2),
where
Dp,m() = tr(2) − p + m + 1
pm + 2 {tr()}
2 = p
{
2 −
(p − 1)(p + 2)
pm + 2 
2
}
.
Here,  = ∑pi=1 i/p and  = {∑pi=1(i − )2/p}1/2, with 1, . . . , p0 being eigenvalues
of. Thus, the conclusion stated in Anderson [1, p. 336; he cited an unpublished working paper
[29], who considered T = TLR, TLH and TBNP only] for the normal case (see also [10,11])
can be extended even for the general distributions as follows: For the case p > 1 (otherwise,
D1,q−1() ≡ 0), as long as 2′′ −1′′ is positive, 2 test is superior (inferior) to 1 test if /
is greater (less) than or equal to [(p−1)(p+2)/{p(q −1)+2}]1/2 (when 2′′ −1′′ is negative,
the ordering of power is reversed). We emphasize that our analysis is done without assumption
of normality.
Remark 2. The fact that B test and CF test have the identical third-order local power (the
same phenomenon was found in the econometric paper [21]) is not surprising. The reason is stated
as follows: Introducing
MBϑ(′′)(T) = Bϑ(′′)(T) + 1
N2
3∑
j1j2=1
j1j2ϑj1(
′′)ϑj2(′′)
j1 + j2 − 1 (T)
j1+j2−1
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(see [16]), Theorem 2 remains valid for MBϑ(′′)(T) instead of Bϑ(′′)(T). Then, the mono-
tonicity of MBϑ(′′)(·), together with MB−1ϑ(′′)(x) = CFϑ(′′)(x) + O(N−2), implies
Pr[Bϑ(′′)(T)2f,] = Pr[MBϑ(′′)(T)2f,] + o(N−1)
= Pr[TMB−1ϑ(′′)(2f,)] + o(N−1)
= Pr[TCFϑ(′′)(2f,)] + o(N−1).
A similar interpretation is possible by using a monotone adjusted critical value [8].
Remark 3. As a criterion of higher-order local power comparison of several tests in a general
parametric model for a multiparameter setting without nuisance parameter (the MANOVA prob-
lem we considered here is not suitable in this framework since the model depends on a possible
infinite dimensional nuisance parameter), Mukerjee [24–26, references therein] discussed the av-
eraged power. His results are: (i) the second-order averaged local power are identical in a large
class of tests including the LR, Rao and Wald tests, (ii) the third-order term of the averaged local
power of a test T has a derivative at zero, denoted by U(T ), and (iii) the Rao test has the index
U(Rao) = 0, so that the sign of U(T ) determines the superiority (inferiority) of the Rao test over
T with regard to the third-order local averaged power. To the best of our knowledge, it seems that
there is, at present, no satisfactory third-order analyses under an existence of the nuisance param-
eter, although Mukerjee [24, Section 2.1] made conjectural comments. Interestingly, Rothenberg
[30] showed that the third-order averaged powers of the LR, Wald and LM tests for the linear
hypothesis are the same in (univariate) linear models when the error covariance matrix of the
normal disturbance is nonscalar.
3.4. Special case
In the special case where we assume the equality of the third and fourth-order cumulants
(a)j1,j2,j3 = j1,j2,j3 and 
(a)
j1,j2,j3,j4
= j1,j2,j3,j4 (j1, j2, j3, j4 = 1, . . . , p and a = 1, . . . , q), the
coefficients 1,’s and [d]2,’s given in Theorem 1 are simplified as follows:
∗
1,0 = K˜
[1]
3
2
− K˜
[3]
3
6
,
∗
1,1 = −K˜[1]3 +
K˜[3]3
2
,
∗
1,2 = K˜
[1]
3
2
− K˜
[3]
3
2
,
∗
1,3 = K˜
[3]
3
6
,
∗

[0]
2,0 = −(p − q + 2)
f
4
+ A0
8
K4 −
(
A1
12
K33,1 + A28 K33,2
)
,
∗

[2]
2,0 = q
K[2]4
4
− K˜
[2]
4
4
+
{
(K˜[1]3 )2
8
+ K˜
[2]
33,1
4
+ K˜
[2]
33,2
4
}
,
∗

[4]
2,0 =
K˜[4]4
24
−
(
K˜[1]3 K˜[3]3
12
+ K˜
[4]
33
8
)
,
∗

[6]
2,0 =
(K˜[3]3 )2
72
,
∗

[0]
2,1 = −(q − 1)
f
2
− A0
4
K4 + 3
(
A1
12
K33,1 + A28 K33,2
)
,
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∗

[2]
2,1 = (q − 1)
tr()
2
− (3q + 4)K
[2]
4
4
+ 3 K˜
[2]
4
4
−
{
(K˜[1]3 )2
2
+ K˜[2]33,1 + K˜[2]33,2
}
,
∗

[4]
2,1 =
K[4]4
4
− K˜
[4]
4
6
+ 5
(
K˜[1]3 K˜[3]3
12
+ K˜
[4]
33
8
)
,
∗

[6]
2,1 = −
(K˜[3]3 )2
12
,
∗

[0]
2,2 = (p + q)
f
4
+ A0
8
K4 − 3
(
A1
12
K33,1 + A28 K33,2
)
,
∗

[2]
2,2 = −(p + 2q − 1)
tr()
2
+ 3(q + 2)K
[2]
4
4
− 3 K˜
[2]
4
4
+ 3
{
(K˜[1]3 )2
4
+ K˜
[2]
33,1
2
+ K˜
[2]
33,2
2
}
,
∗

[4]
2,2 =
tr(2)
4
− 5K
[4]
4
8
+ K˜
[4]
4
4
− 5
(
K˜[1]3 K˜[3]3
6
+ K˜
[4]
33
4
)
,
∗

[6]
2,2 = 5
(K˜[3]3 )2
24
,
∗

[0]
2,3 =
(
A1
12
K33,1 + A28 K33,2
)
,
∗

[2]
2,3 = (p + q)
tr()
2
− (q + 2)K
[2]
4
4
+ K˜
[2]
4
4
−
{
(K˜[1]3 )2
2
+ K˜[2]33,1 + K˜[2]33,2
}
,
∗

[4]
2,3 = −
tr(2)
2
+ K
[4]
4
2
− K˜
[4]
4
6
+ 5
(
K˜[1]3 K˜[3]3
6
+ K˜
[4]
33
4
)
,
∗

[6]
2,3 = −5
(K˜[3]3 )2
18
,
∗

[2]
2,4 =
{
(K˜[1]3 )2
8
+ K˜
[2]
33,1
4
+ K˜
[2]
33,2
4
}
,
∗

[4]
2,4 =
tr(2)
4
− K
[4]
4
8
+ K˜
[4]
4
24
− 5
(
K˜[1]3 K˜[3]3
12
+ K˜
[4]
33
8
)
,
∗

[6]
2,4 = 5
(K˜[3]3 )2
24
,
∗

[4]
2,5 =
(
K˜[1]3 K˜[3]3
12
+ K˜
[4]
33
8
)
,
∗

[6]
2,5 = −
(K˜[3]3 )2
12
,
∗

[6]
2,6 =
(K˜[3]3 )2
72
,
where
K˜[1]3 =
q∑
a=1
(
1
a
− a
)
K3[a], K˜[3]3 =
q∑
a=1
1
a
K3[aaa], K[2]4 =
q∑
a=1
K4[aa],
K˜[2]4 =
q∑
a=1
1
2a
K4[aa], K[4]4 =
q∑
aa′=1
K4[a′a′aa], K˜[4]4 =
q∑
a=1
1
2a
K4[aaaa],
K˜[2]33,1 =
q∑
a=1
(
1
2a
− 2
)
K33,1[a, a] +
q∑
aa′=1
aa′K33,1[a, a′],
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K˜[2]33,2 =
q∑
a=1
(
1
2a
− q
)
K33,2[, aa], K˜[4]33 =
q∑
a=1
1
2a
K33[aa, aa] −
q∑
aa′=1
K33[aa, a′a′],
with K3[a], . . . ,K33[aa, a′a′] being defined similarly as K(a1)3 [a], . . . , K(a1a2)33 [aa, a′a′] (see
(A.3)–(A.9)). Then, the coefficient vector ϑ∗(′′) for the adjusted statistic Bϑ∗(′′)(T) and
Cornish–Fisher’s expansion CFϑ∗(′′)(2f,) is given by ϑ
∗(′′) = (ϑ∗1,ϑ∗2(′′),ϑ∗3), where
ϑ∗1 = −
∗[0]2,0
f
, ϑ∗2(′′) = −
∗[0]2,0 + ∗[0]2,1
f (f + 2) +
(p + q)′′
4(f + 2) ,
ϑ∗3 = −
∗[0]2,0 + ∗[0]2,1 + ∗[0]2,2
f (f + 2)(f + 4) .
It may be noted that
∗

[0]
2,0 = −(p − q + 2)
f
4
+ A0
8
K4 −
(
A1
12
K33,1 + A28 K33,2
)
,
∗

[0]
2,0 + ∗
[0]
2,1 = −(p + q)
f
4
− A0
8
K4 +
(
A1
6
K33,1 + A24 K33,2
)
,
∗

[0]
2,0 + ∗
[0]
2,1 + ∗
[0]
2,2 = −
(
A1
12
K33,1 + A28 K33,2
)
depend on unknown three summarized cumulants (5)–(7), for which we have estimators
K̂4 = 1
N
q∑
a=1
Na∑
i=1
(M
(aa)
ii )
2 − p(p + 2), K̂33,1 = 1
N2
q∑
aa′=1
Na∑
i=1
Na′∑
i′=1
(M
(aa′)
ii′ )
3,
K̂33,2 = 1
N2
q∑
aa′=1
Na∑
i=1
Na′∑
i′=1
M
(aa)
ii M
(aa′)
ii′ M
(a′a′)
i′i′ .
4. Derivation of asymptotic expansion
In this section, we present some lemmas and sketch the proofs of Theorems. The technical
details required in the proofs are separated as lemmas and presented in Appendix A.
We start with some notation. Let
z
(b)
U = [N1/21 u(1), . . . , N1/2q u(q)]v˙(b) =
q∑
a=1
v˙(b)a N
1/2
a u
(a),
˙
(b)
E = [(1), . . . , (q)]v˙(b) =
q∑
a=1
v˙(b)a 
(a) (b = 1, . . . , q − 1),
where v˙(b) = (v˙(b)a ) is the bth column vector of V˙(1:q−1) (see (1)). We then have from (1) and
(3), B˜U = (z(1:q−1)U + ˙
(1:q−1)
E )(z
(1:q−1)
U + ˙
(1:q−1)
E )′. As in Kakizawa and Iwashita [18], we also
define the (infeasible) studentized p × (q − 1) matrix
s
(1:q−1)
E = [s(1)E , . . . , s(q−1)E ] =
(
Ip − 12 ˜U +
3
8
˜
2
U
)
−1/2(z(1:q−1)U + ˙
(1:q−1)
E ),
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where ˜U = −1/2(̂U −)−1/2 with −1/2 being the inverse matrix of the symmetric square
root matrix 1/2 of .
To study the asymptotic expansion for T, it is convenient to consider not only
T˜ = tr(B˜U ̂−1U ) +
′′
2N
tr[(B˜U ̂−1U )2]
(this is motivated by the two-term Taylor series of (x) ≈ x around x = 0) but also
T˜ W = tr(W) +
′′
2N
tr(W2) + (
′′)2
16N2
tr(W3),
where
W = B˜U−1/2
(
Ip − 12 ˜U +
3
8
˜
2
U
)2
−1/2
(this is motivated by the fact that (Ip + ˜)−1 ≈ Ip − ˜ + ˜2 ≈ {Ip − (1/2)˜ + (3/8)˜2}2,
provided that ˜ is a p × p symmetric matrix and tr(˜2) is sufficiently small). Obviously, the last
N−2 term yields the decomposition T˜ W = tr(s(1:q−1),E s(1:q−1),E
′
), where
s
(1:q−1)
,E = s(1:q−1)E +
′′
4N
(s
(1:q−1)
E s
(1:q−1)
E
′
)s
(1:q−1)
E .
Similarly, for the adjusted statistic Bc(T) due to Cordeiro and Ferrari [7], let us define
T˜ W,c = tr(W) +
′′
2N
tr(W2) − 2
N
3∑
j=1
cj {tr(W)}j + (
′′)2
16N2
tr(W3)
− 
′′
2N2
tr(W2)
3∑
j=1
cj {tr(W)}j−1 + 1
N2
3∑
j1j2=1
cj1cj2{tr(W)}j1+j2−1
= tr(s(1:q−1),c,E s(1:q−1),c,E
′
),
where
s
(1:q−1)
,c,E = s(1:q−1),E −
1
N
⎡⎣ 3∑
j=1
cj {tr(s(1:q−1)E s(1:q−1)E
′
)}j−1
⎤⎦ s(1:q−1)E . (18)
4.1. Differential operator approach for characteristic function
As pointed out in Fujikoshi [14] for multivariate test statistics on mean vectors, it is crucial to find
a convenient device for giving an asymptotic expansion of the characteristic function according
to situations under consideration. In our case, we want to compute an asymptotic expansion of
E[exp(it T˜ W,c)], which is the expectation of a certain functional of z(1:q−1)U and ̂U , depending on
the sums
∑Na
i=1 u˜
(a)
i of a sequence of iid random vectors
u˜
(a)
i = (u(a)i
′
, {vech(u(a)i u(a)i
′ − )}′)′ (a = 1, . . . , q ; i = 1, . . . , Na). (19)
Unlike Kano [19] and Fujikoshi [12–14], our approach is based on the differential operator
developed by Kakizawa and Iwashita [18], as follows:
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Notation. Let (b) = ((b)j ) (b = 1, . . . , q − 1) be p × 1 vectors of variables and  = (jk) be a
p × p symmetric matrix of variables. Define vectors of differential operators by
T(b) = ((b)j ) =
(

(b)j
)
(b = 1, . . . , q − 1)
and a matrix of differential operators by
T = (jk) =
(
1
2
(1 + 
jk) jk
)
applied to any analytic function of (1:q−1) and .
Lemma 4. Let h((1:q−1),) be an arbitrary multivariate polynomial of finite degree with coef-
ficients in R, which may depend on N but are of order O(1). Define
T[a] = ([a]j ) =
q−1∑
b=1
v(b)a T
(b) (a = 1, . . . , q),
where v(b) = (v(b)a ) is the bth column vector of V(1:q−1), given in Remark 1(ii). Under (C1) and
(C2) with E(‖u(a)‖4) < ∞, we have
E exp{ih(z(1:q−1)U , ̂U)} =  exp{ih((1:q−1),)}|(1:q−1)=Op,q−1,= + o(N−1)
(the zero matrix of p × (q − 1) is denoted by Op,q−1), where
 = 0
[
1 + 1
N1/2
+ 1
N
{
tr(TT) + 2 + 
2
1
2
}]
,
with
0 = exp
⎛⎝1
2
q−1∑
b=1
T(b)
′
T(b)
⎞⎠ ,
1 =
q∑
a=1
p∑
j1j2j3=1
(a)j1,j2,j3
(
aj1j2
[a]
j3 +
1
6a
[a]j1 
[a]
j2 
[a]
j3
)
,
2 =
q∑
a=1
1
2
p∑
j1j2j3j4=1
(a)j1,j2,j3,j4
(
2aj1j2j3j4 + j1j2[a]j3 
[a]
j4 +
1
122a
[a]j1 
[a]
j2 
[a]
j3 
[a]
j4
)
.
Remark 4. In case we assume that (a)j1,j2,j3 = j1,j2,j3 and 
(a)
j1,j2,j3,j4
= j1,j2,j3,j4 for all
j1, j2, j3, j4 = 1, . . . , p and a = 1, . . . , q, we have
1 = 16
p∑
j1j2j3=1
j1,j2,j3
q−1∑
b1b2b3=1
(
q∑
a=1
1
a
v(b1)a v
(b2)
a v
(b3)
a
)
(b1)j1 
(b2)
j2
(b3)j3 ,
2 = 12
p∑
j1j2j3j4=1
j1,j2,j3,j4
⎧⎨⎩j1j2j3j4 +
q−1∑
b=1
j1j2
(b)
j3
(b)j4
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+ 1
12
q−1∑
b1b2b3b4=1
(
q∑
a=1
1
2a
v(b1)a v
(b2)
a v
(b3)
a v
(b4)
a
)
(b1)j1 
(b2)
j2
(b3)j3 
(b4)
j4
⎫⎬⎭ .
Proof. In line with Kakizawa and Iwashita [18], we have
E exp{ih(z(1:q−1)U , ̂U)} = E exp{ih(z(1:q−1)U† , ̂U†)} + o(N−1),
where
u
†(a)
i =
{
u
(a)
i , ‖u(a)i ‖N1/2a
0, ‖u(a)i ‖ > N1/2a
(a = 1, . . . , q; i = 1, 2, . . . , Na)
are truncated random vectors. Let T˙[a] = (˙[a]j ) =
∑q−1
b=1 v˙
(b)
a T(b) (a = 1, . . . , q). Using the
independence of u†(a)i and u
†(a′)
i′ for a = a′ or i = i′, we obtain
E exp{ih(z(1:q−1)
U† , ̂U†)} =  exp{ih((1:q−1),)}|(1:q−1)=Op,q−1,=,
where
= E exp
⎡⎣q−1∑
b=1
z
(b)
U†
′
T(b) +
q∑
a=1
Na − 1
N − q tr{(̂
(a)
U† − )T}
⎤⎦
=
q∏
a=1
E exp
[
N
1/2
a u
†(a)′T˙[a] + ˙
2
a − 1/N
1 − q/N tr{(̂
(a)
U† − )T}
]
=
q∏
a=1
(a)(T˙[a], ˙2aT;Na) + o(N−1),
with (a)(T(a),T;N) being the differential operator given by Kakizawa and Iwashita [18];
(a)(T(a),T;N) = 0
[
1 + 
(a)
1
N1/2
+ 1
N
{
tr(TT) +(a)2 +
((a)1 )
2
2
}]
,
where
0 = exp( 12 T(a)
′
T(a)), (a)1 =
p∑
j1j2j3=1
(a)j1,j2,j3
(
j1j2
(a)
j3
+ 1
6
(a)j1 
(a)
j2
(a)j3
)
,
(a)2 =
1
2
p∑
j1j2j3j4=1
(a)j1,j2,j3,j4
(
j1j2j3j4 + j1j2(a)j3 
(a)
j4
+ 1
12
(a)j1 
(a)
j2
(a)j3 
(a)
j4
)
. 
Now, let H be a p × p matrix-valued function defined by
H = −1 +
4∑
=1

−1{(− )−1},
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where (1, 2, 3, 4) = (−1, 1,−3/8, 9/64). Let F((1:q−1),) =
∑2
=0 N−F((1:q−1),)
with F1((1:q−1),) = (′′/2)F1,1((1:q−1),) − 2F1,2((1:q−1),), where
F0(
(1:q−1),) =
q−1∑
b=1
(b)
′H(b),
F1,1(
(1:q−1),) =
q−1∑
b1b2=1
((b1)
′H(b2))((b2)
′H(b1)),
F1,2(
(1:q−1),) =
3∑
j=1
cj {F0((1:q−1),)}j ,
F2(
(1:q−1),) = (
′′)2
16
q−1∑
b1b2b3=1
((b1)
′H(b2))((b2)
′H(b3))((b3)
′H(b1))
−
′′
2
F1,1(
(1:q−1),)
3∑
j=1
cj {F0((1:q−1),)}j−1
+
3∑
j1j2=1
cj1cj2{F0((1:q−1),)}j1+j2−1.
As a special case of exp{itF ((1:q−1) + ˙(1:q−1)E ,)} = e˙(itF ) (say), Lemma 4 yields
Corollary 5. Writing chf (t;2) = (1 − 2it)−f/2 exp{it2/(1 − 2it)} and  = (1 − 2it)−1, one
has
E[exp(it T˜ W,c)] =e˙(itF )|(1:q−1)=Op,q−1,= + o(N−1) (20)
=
[
1 + − 1
2N
tr(1) +
2∑
=1
1
N/2
3∑
=0
, 

+ 
′′
4N
4∑
=1
 
 + 1
N
6∑
=0
c 

]
chf (t;2) + o(N−1), (21)
where , ( = 0, 1, . . . , 3;  = 1, 2) and  ( = 1, 2, 3, 4) are given in Theorem 1,
c0 = f c1, c1 = −f c1 + f (f + 2)c2 + c12,
c2 = −f (f + 2)c2 + f (f + 2)(f + 4)c3 + {−c1 + 2(f + 2)c2}2,
c3 = −f (f + 2)(f + 4)c3 + {−2(f + 2)c2 + 3(f + 2)(f + 4)c3}2 + c24,
c4 = −3(f + 2)(f + 4)c32 + {−c2 + 3(f + 4)c3}4,
c5 = −3(f + 4)c34 + c36, c6 = −c36.
Proof. We will evaluate (20) for t = 0 (the final results show that the formula remains valid even
if t = 0). Recall that (4) implies ˙(1:q−1)E = (1:q−1)E + O(N−1), where

(1:q−1)
E ≡ [(1)E , . . . , (q−1)E ] = (1:q)V(1:q−1).
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By the same argument as in Kakizawa and Iwashita [18] and Kakizawa [17], writing
e(itF0) = exp{itF0((1:q−1) + (1:q−1)E ,)},
e˙(itH) = exp{itH((1:q−1) + ˙(1:q−1)E )} with H((1:q−1)) =
q−1∑
b=1
(b)
′
−1(b),
we have
e˙(itF )|(1:q−1)=Op,q−1,=
= 0e˙(itH)|(1:q−1)=Op,q−1 +
it
N
EX[F1(x(1:q−1),) exp{itH(x(1:q−1))}]
+0
[
1
N1/2
+ 1
N
{
tr(TT) + 2 + 
2
1
2
}]
e(itF0)
∣∣∣∣∣
(1:q−1)=Op,q−1,=
+o(N−1). (22)
Here, EX[·] denotes the expectation with respect to independent normal distributions x(b) ∼
Np(
(b)
E ,) (b = 1, . . . , q − 1).
By Lemma A.1, the first term of (22) is equal to chf {t; tr(˙)}, where
˙ ≡ −1˙(1:q−1)E (˙(1:q−1)E )′ = −1(1:q)P˙((1:q))′ = +
1
N
+ o(N−1).
Hence
0e˙(itH)|(1:q−1)=Op,q−1 = chf (t;2)
[
1 + − 1
2N
tr(1)
]
+ o(N−1).
The third term of (22) is separately considered in Appendix A. Finally, the second term of (22) can
be computed by interchanging the order of the integral and the derivative (the integral is nothing
but the characteristic function of quadratic forms in q−1 independent normal distributions x(b)’s).
That is,
EX[F1,1(x(1:q−1),) exp{itH(x(1:q−1))}]
= EX
⎡⎣ p∑
j1j2j3j4=1
j2j3j4j1j1j2j3j4
⎧⎨⎩ 1(it)2
q−1∏
b=1
exp(itx(b)′x(b))
∣∣∣∣∣∣
=−1
⎫⎬⎭
⎤⎦
= chf (t;2){2p(q − 1)(p + q) + 23(p + q) tr() + 4 tr(2)} (23)
(we used the differential formulae on the inverse and the determinant of −1 − 2it (e.g. [31,
Appendix B])) and
EX[F1,2(x(1:q−1),) exp{itH(x(1:q−1))}]
= EX
⎡⎣ 3∑
j=1
cj (−i)j
(
d
dt
)j ⎧⎨⎩
q−1∏
b=1
exp(itx(b)′−1x(b))
⎫⎬⎭
⎤⎦
= chf (t;2)[c1(f + 22) + c2{2f (f + 2) + 23(f + 2)2 + 44}
+c3{3f (f + 2)(f + 4) + 34(f + 2)(f + 4)2 + 35(f + 4)4 + 66}]. (24)
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Multiplying (23) and (24) by 2it′′/(4N) = (−1)′′/(4N) and −2it/N = (1−)/(N),
respectively, we have the last line of (21), which completes the proof. 
4.2. Outline of the proofs of theorems
As illustrated in the top of this section, since Bc(T) ≈ T˜ W,c = tr(s(1:q−1),c,E s(1:q−1),c,E
′
), one has an
asymptotic expansion of the distribution of Bc(T) by inverting (21). But, such a formal method
needs to be validated by combination of Bhattacharya and Rao’s [4, Theorem 20.1] theory with
the transformation argument (e.g. [3,2, Section 2 in Part I]) as well as a kind of (higher-order)
delta method due to Chibisov [6] and Magdalinos [20].
Lemma 6. Under (C1)–(C4), the random variable  = N3/2{Bc(T) − T˜ W,c} satisfies
Pr(|| > N1/2N) = o(N−1) for some sequence N → 0.
Proof. We decompose  into
= N3/2{Bc(T) − Bc(T˜)} + N3/2{Bc(T˜) − T˜,c} + N3/2(T˜,c − T˜ W,c)
= 1 + 2 + 3 (say),
where we define T˜,c by T˜ W,c with W replaced by B˜U ̂
−1
U . Let 2(a) be the largest eigenvalue of
covariance matrix of p(p + 3)/2-variate random vector u˜(a) for every a = 1, . . . , q. We now
state several claims without proof.
Claim 1. We have Pr[‖N−1/2a ∑Nai=1 u˜(a)i ‖ > (32(a) logNa)1/2] = o(N−1a ) for every fixed a (use
[4, Corollary 17.12] for the normalized sum of a sequence of iid random vectors (19)).
Claim 2. On the set UN = {‖N−1/2a ∑Nai=1 u˜(a)i ‖(32(a) logNa)1/2 (a = 1, . . . , q)}, (I) the
spectral norm of ˜U is bounded by 1/2 (with Q = ∑q−1b=1(z(b)U + ˙(b)E )′−1(z(b)U + ˙(b)E ), we then
have TLH2Q) and (II) all eigenvalues Y,1, . . . , Y,p0 of BY W−1Y are inN for all sufficiently
large N (for statement (II), we used the inequality
p∑
j=1
Y,j = tr[(BY W−1Y )] =
tr[(B˜U ̂−1U )]
(N − q) 
(
TLH
N − q
)
( ∈ N)
and statement (I)).
Claim 3. By (C4), |(x) − x − (′′/2)x2|(m1/6)x3 (x0 and x ∈ N), where m1 =
maxx∈N |′′′(x)|. Then, there exists a sequence ˜N → 0 such that
Pr[{N3/2|T − T˜| > N1/2˜N } ∩UN ] = o(N−1) (use Claims 1 and 2).
Claim 4. For J = 1, 2, 3, there exists a sequence J,N → 0 such that
Pr[{|J | > N1/2J,N } ∩UN ] = o(N−1) (use Claims 1 and 3).
Therefore, letting N =
∑3
J=1 J,N , the result follows from Claims 1 and 4. 
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Lemma 7. Under (C1)–(C3), one has
Pr(T˜ W,cx) = Gf (x;2) +
tr(1)
2N
{Gf+2(x;2) − Gf (x;2)}
+
2∑
=1
1
N/2
3∑
=0
, Gf+2(x;2)
+ 
′′
4N
4∑
=1
 Gf+2(x;2) + 1
N
6∑
=0
c Gf+2(x;2) + o(N−1).
Proof. A technical observation perhaps worth emphasizing is that (18) is a function of s(1:q−1)E ,
which consist of elements of
diag(V˙ ⊗ −1/2, Iqp(p+1)/2)
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
N
1/2
1 u
(1)
...
N
1/2
q u
(q)
N
−1/2
1
∑N1
i=1 vech(u(1)u(1)
′ − )
...
N
−1/2
q
∑Nq
i=1 vech(u(q)u(q)
′ − )
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(this is a nonsingular transformation of N−1/2a
∑Na
i=1 u˜
(a)
i (a = 1, . . . , q)). Then, in view of (4),
the existence of a valid asymptotic expansion of vec(s(1:q−1),c,E ) up to order N
−1 is guaranteed
by Bhattacharya and Ghosh’s [3] transformation argument (see also [2, Section 2 in Part I]).
That is, based on the product of the Edgeworth expansions up to order N−1a of the normalized
sums N
−1/2
a
∑Na
i=1 u˜
(a)
i (a = 1, . . . , q) of a sequence of iid random vectors (19) (this step is a
consequence of [4, Theorem 20.1] for the equal sample size case; otherwise it is a modification
of [4, Theorem 20.6]), there exist polynomials q(yf ) in f = p(q − 1) variables of yf =
vec(y(1:q−1)) with y(1:q−1) = [y(1), . . . , y(q−1)] (p× (q −1) matrix), independent of N , such that
sup
h∈G
∣∣∣∣∣E[h{vec(s(1:q−1),c,E )}]
−
∫
Rf
h(yf )
q−1∏
b=1
Ip (y
(b) − −1/2(b)E )
{
1 +
2∑
=1
q(yf )
N/2
}
dyf
∣∣∣∣∣∣ = o(N−1)
for a particular large set G of (complex-valued) Borel-measurable functions h on Rf . In fact,
choosing h(yf ) = Ax (yf ), which is the indicator function of the convex set
Ax = {yf ∈ Rf : y′f yf x} (x > 0)
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or h(yf ) = exp(ity′f yf ) (|t |K for any K > 0), not only the above error estimate holds, but
also there exist, in principle, coefficients ˜,, independent of N , such that∫
Ax
q−1∏
b=1
Ip (y
(b) − −1/2(b)E )
{
1 +
2∑
=1
q(yf )
N/2
}
dyf
= Gf (x;2) +
2∑
=1
1
N/2
deg(q)∑
=0
˜, Gf+2(x;2)
and ∫
Rf
exp(ity′f yf )
q−1∏
b=1
Ip (y
(b) − −1/2(b)E )
{
1 +
2∑
=1
q(yf )
N/2
}
dyf
=
∫
R
exp(itx)
⎧⎨⎩gf (x;2) +
2∑
=1
1
N/2
deg(q)∑
=0
˜, gf+2(x;2)
⎫⎬⎭ dx.
On the other hand, by means of the differential operator, we obtained an asymptotic expan-
sion (21) explicitly. The unicity property of the Fourier–Stieltjes transform implies that a formal
inversion of (21), hence, Lemma 7, must be valid. 
Proof of Theorem 1. Lemma 6 supports that with c1 = c2 = c3 = 0, an asymptotic expansion
of the distribution Pr(Tx), x > 0, of T up to order N−1 is the same as that of T˜ W (see [6,20]).
So, (11) follows from Lemma 7 with c1 = c2 = c3 = 0. 
Proof of Theorem 2. With (c1, c2, c3) = ϑ(′′), (14) follows from Lemmas 6 and 7, by virtue
of Chibisov [6] and Magdalinos [20]. Also, to prove (13), it suffices to prove that
Pr[N3/2|T ϑ̂(′′) − T ϑ(
′′)
 | > N1/2∗N ] = o(N−1)
for some sequence ∗N → 0 under (12). 
Proof of Theorem 3. The left-hand side of (17) can be seen as the distribution function F(x) =
Pr[T − {CFϑ̂(′′)(2f,) − CFϑ(′′)(2f,)}x] at x = CFϑ(′′)(2f,). We note that (16) implies
F(y) = Pr[Ty] + o(N−1) for y > 0 (see [6,20]). 
5. Simulation study
In this section, we present some results of simulation studies examining finite sample perfor-
mance of original or Bartlett’s type adjusted or Cornish–Fisher’s type adjusted MANOVA three
tests for the equality of p-dimensional mean vectors μ(1), . . . ,μ(q). Based on the asymptotic
theory, the original LR, LH, BNP tests have the rejection region
TLR > 
2
f,, TLH > 
2
f, and TBNP > 
2
f,,
respectively. On the other hand, based on the higher-order asymptotic theory described in Section
3.4, Bartlett’s type adjusted (for shortly, B-adjusted) or Cornish–Fisher’s type adjusted (for shortly,
CF-adjusted) LR, LH, BNP tests have the rejection region
B
ϑ̂
∗
(−1)(TLR) > 
2
f,, Bϑ̂
∗
(0)(TLH) > 
2
f, and Bϑ̂∗(−2)(TBNP) > 
2
f,
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or
TLR > CFϑ̂∗(−1)(
2
f,), TLH > CFϑ̂∗(0)(
2
f,) and TBNP > CFϑ̂∗(−2)(
2
f,),
respectively.
We took p = 4, q = 3 and the equal sample sizes N1 = N2 = N3 = N0 (say), where
N0 = 10, 30, 50. We generated y(a)i = μ(a) + u(a)i , where u(a)i (a = 1, 2, 3; i = 1, . . . , Na) were
assumed to be independent and identically distributed according to the contaminated normal
distribution 0.8N4(0, I4) + 0.2N4(0, 4I4). The parameters μ(1),μ(2) and μ(3) were choosen as
follows: Under the null hypothesis H : μ(1) = μ(2) = μ(3), we took μ(1) = μ(2) = μ(3) =
(0, 0, 0, 0)′ due to the location invariance of the proposed tests. Under the alternative hypothesis,
we considered the following two different types of the parameter vectors (e.g. [27, (b) and (c) in
pp. 896 and 897])
(A) μ(1) = N−1/21 c(1, 0, 0, 0)′, μ(2) = μ(3) = (0, 0, 0, 0)′,
(B) μ(1) = N−1/21 c(1, 0, 0, 0)′, μ(2) = N−1/22 c(0, 1, 0, 0)′, μ(3) = N−1/23 c(0, 0, 1, 0)′,
where the positive constant c was determined so that the noncentrality parameter tr() is equal
to 5, 10, 15, 20, respectively, where = −1B with  being the population covariance matrix,
B = ∑3a=1 Na(μ(a) −μ)(μ(a) −μ)′ and μ = ∑3a=1 μ(a)/3. The number of repetitions was set
to be 1,000,000.
We first study the empirical sizes of nine tests (original or B-adjusted or CF-adjusted LR, LH
and BNP) at significance level  = 0.05. Table 1 shows that: (i) all empirical sizes improve with
increasing the sample sizeN0(= N1 = N2 = N3) and (ii) the empirical sizes (×100) of B-adjusted
or CF-adjusted tests are closer to 100 than those of original tests, which supports the higher-order
improvements Pr[B
ϑ̂
∗
(′′)(T) > 
2
f,|H ] =  + o(N−1) and Pr[T > CFϑ̂∗(′′)(2f,)|H ] =
+ o(N−1) to Pr[T > 2f,|H ] = + O(N−1).
We next study the empirical power of six tests (B-adjusted or CF-adjusted LR, LH and BNP). In
view of Table 1, we considered the case N1 = N2 = N3 = 50 only, in which their empirical sizes
(×100) are almost identical to the first decimal place. Strictly speaking, since their empirical sizes
are slightly different, we cannot, of course, make a definitive conclusion on the power comparison
among three tests. However, we can see from Table 2 that under the alternative hypothesis of type
A, the power of B-adjusted LH test is greater than that of B-adjusted LR test, and that the power of
CF-adjusted LR test is greater than that of CF-adjusted BNP test. Under the alternative hypothesis
of type B, B-adjusted or CF-adjusted BNP test has a greater power than B-adjusted or CF-adjusted
LH or LR test for many cases (especially when the noncentrality parameter tr() is large). Another
interesting feature is that despite of the fact that the empirical size of CF-adjusted LH test tends
to be overestimated, the result of type B when tr() = 10, 15, 20 shows that CF-adjusted LH
test has a worst power among three tests.
We finally study the empirical power of six tests (original or B-adjusted LR, LH and BNP) that
exceed their empirical upper 5% critical values. This enables us to make a fair power comparison
of different tests, although such critical values cannot be evaluated exactly in applications where
the information on the error disturbances is absent. As expected in the higher-order power analysis
of Section 3.3, Table 3 shows that: (iii) the power of B-adjusted test is almost identical to that of
original test and (iv) the ordering of the power depends of the sign of the factor D4,2(), that
is, since D4,2() > 0 for the type A, the power of B-adjusted LH test is greater than that of
B-adjusted LR test, which in turn is greater than that of B-adjusted BNP test (this ordering is
reversed for the type B in which D4,2() < 0 holds).
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Table 1
Empirical sizes (×100) of tests, with N1 = N2 = N3 = N0
N0 Original B-adjusted CF-adjusted
LR LH BNP LR LH BNP LR LH BNP
50 5.12 6.14 4.18 4.97 4.95 4.91 4.97 5.02 4.97
30 5.21 7.02 3.65 4.89 4.81 4.74 4.89 5.04 4.89
10 6.14 13.33 1.53 4.49 2.13 3.48 4.61 6.08 4.25
Significance level (×100) was 100 = 5.
Table 2
Empirical sizes and powers (×100) of tests
tr() B-adjusted CF-adjusted
LR LH BNP LR LH BNP
0 4.97 4.95 4.91 4.97 5.02 4.97
Type A
5 29.39 29.45 29.06 29.39 29.68 29.24
10 57.93 58.11 57.42 57.93 58.37 57.62
15 78.69 78.89 78.24 78.69 79.07 78.39
20 90.43 90.58 90.13 90.43 90.68 90.22
Type B
5 29.74 29.58 29.64 29.74 29.81 29.83
10 58.58 58.31 58.55 58.58 58.56 58.75
15 79.47 79.24 79.50 79.47 79.42 79.65
20 91.08 90.93 91.11 91.08 91.03 91.19
Significance level (×100) was 100 = 5. Sample sizes were N1 = N2 = N3 = 50.
Table 3
Empirical powers (×100) of tests using their empirical 5% critical values
tr() Original B-adjusted
LR LH BNP LR LH BNP
Type A
5 29.47 29.61 29.35 29.47 29.61 29.35
10 58.01 58.29 57.74 58.02 58.28 57.74
15 78.75 79.00 78.47 78.76 79.01 78.48
20 90.46 90.64 90.27 90.47 90.65 90.27
Type B
5 29.82 29.74 29.94 29.83 29.73 29.94
10 58.66 58.48 58.87 58.68 58.48 58.86
15 79.53 79.35 79.72 79.54 79.36 79.73
20 91.11 90.99 91.23 91.12 91.00 91.24
Sample sizes were N1 = N2 = N3 = 50.
Our simulation experiments above show that both correction methods (B-adjusted and CF-
adjusted tests) with estimated cumulants work well in finite sample sizes.
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Appendix A. Technical lemmas
The following lemma is a modification of Kakizawa and Iwashita [18].
Lemma A.1. Let H((1:q−1)) = tr{−1(1:q−1)((1:q−1))′}, where  is positive definite. For any
(1:q−1) = [(1), . . . , (q−1)] ∈ Rp×(q−1) and t ∈ R, one has
exp
⎛⎝1
2
q−1∑
b=1
T(b)′T(b)
⎞⎠ exp{itH((1:q−1) + (1:q−1))}
∣∣∣∣∣∣
(1:q−1)=Op,q−1
= (1 − 2it)−f/2 exp
[
it
1 − 2itH(
(1:q−1))
]
and
exp
⎛⎝1
2
q−1∑
b=1
T(b)′T(b)
⎞⎠ (b1)j1 · · · (bv)jv exp{itH((1:q−1) + (1:q−1))}
∣∣∣∣∣∣
(1:q−1)=Op,q−1
= (1 − 2it)−f/2 exp
[
it
1 − 2it H(
(1:q−1))
]
Q
b1...bv
j1...jv
(
(1:q−1); it
1 − 2it
)
(v ∈ N; b1, . . . , bv ∈ {1, . . . , q − 1}),
where Qb1...bvj1...jv (y
(1:q−1); ) is the polynomial in y(1:q−1) = [y(1), . . . , y(q−1)] and  ∈ C, defined
via the derivatives of the exponential function of a quadratic forms (e.g. [33]);

y(b1)j1
· · · 
y(bv)jv
exp{H(y(1:q−1))} = Qb1...bvj1...jv (y(1:q−1); ) exp{H(y(1:q−1))}.
Remark A.1. Let j1j2b1b2 = j1j2
b1b2 , which is the (j1, j2)th element of the (b1, b2)th block
of Iq−1 ⊗ −1. With −1(b) = (˜
(b)1 , . . . , 
˜(b)p )′ (b = 1, . . . , q − 1), the general formula for
Q
b1...bv
j1...jv
{(1:q−1); it/(1 − 2it)} is given by
Q
b1...bv
j1...jv
() =
∑
h=0
(− 1)v−h
〈
v!
2hh!(v − 2h)!
〉
2h|1v−2h
j1j2b1b2 · · · 
j2h−1j2h
b2h−1b2h 
˜
(b2h+1)
j2h+1 · · · 
˜
(bv)
jv
for v = 2(= 0) or 2+1 ( ∈ N0; the nonnegative integers), where 〈n〉2h|1v−2h before terms with
indices means a sum of n similar terms. Here v!/{2hh!(v − 2h)!} is the number of the partitions
of {1, . . . , v} into h pairs and v − 2h singletons.
Although the differential operator  contains j1j2 and j1j2j3j4 , the following useful two
formulae, which can be easily verified, support that our routine for computing the third term of
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(22) is to collect some patterned Q-polynomials (see Remark A.1) according to Lemma A.1 with
(1:q−1) = (1:q−1)E .
Lemma A.2. With e(itH) = exp{itH((1:q−1) + (1:q−1)E )},
j1j2e(itF0)
∣∣
= =
⎧⎪⎨⎪⎩
1
2
q−1∑
b=1
(
j1j2 − 
(b)
j1
(b)j2
2it
)
e(itH), t = 0,
0, t = 0
and
j1j2j3j4e(itF0)
∣∣
=
=
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
1
4
[
− (q − 1)(j1j3j2j4 + j1j4j2j3)
+
q−1∑
bb′=1
(
j1j2 − 
(b)
j1
(b)j2
2it
)⎛⎝j3j4 − (b′)j3 (b′)j4
2it
⎞⎠⎤⎦ e(itH), t = 0
0, t = 0.
By making use of Lemmas A.1 and A.2, computation of
C1(t) = 01e(itF0)|(1:q−1)=Op,q−1,= ,
C2(t) = 0
{
tr() + 2 + 
2
1
2
}
e(itF0)
∣∣∣∣∣
(1:q−1)=Op,q−1,=
(the explicit expressions are not reported here to preserve space) is a direct consequence of the
arrangement of
Q
b1
j1
= chf (t;2)(− 1)˜
(b1)j1 ,
Q
b1b2
j1j2
= chf (t;2){(− 1)j1j2b1b2 + (− 1)2˜

(b1)
j1 
˜
(b2)
j2 },
Q
b1b2b3
j1j2j3
= chf (t;2){(− 1)2〈3〉21|11j1j2b1b2 
˜
(b3)
j3 + (− 1)3˜

(b1)
j1 
˜
(b2)
j2 
˜
(b3)
j3 },
Q
b1b2b3b4
j1j2j3j4
= chf (t;2){(− 1)2〈3〉22j1j2b1b2
j3j4
b3b4
+(− 1)3〈6〉21|12j1j2b1b2 
˜
(b3)
j3 
˜
(b4)
j4 + (− 1)4˜

(b1)
j1 
˜
(b2)
j2 
˜
(b3)
j3 
˜
(b4)
j4 },
Q
b1b2b3b4b5b6
j1j2j3j4j5j6
= chf (t;2){(− 1)3〈15〉23j1j2b1b2
j3j4
b3b4
j5j6b5b6
+(− 1)4〈45〉22|12j1j2b1b2
j3j4
b3b4

˜
(b5)
j5 
˜
(b6)
j6
+(− 1)5〈15〉21|14j1j2b1b2 
˜
(b3)
j3 
˜
(b4)
j4 
˜
(b5)
j5 
˜
(b6)
j6
+(− 1)6˜
(b1)j1 
˜
(b2)
j2 
˜
(b3)
j3 
˜
(b4)
j4 
˜
(b5)
j5 
˜
(b6)
j6 },
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together with the relations
∑q−1
b=1 v
(b)
a v
(b)
a′ = Paa′ and (1a, . . . ,pa)′ =
∑q−1
b=1 v
(b)
a (
−1(b)E )
(a, a′ = 1, . . . , q). We finally obtain
C1(t) =
3∑
=0
1, 
chf (t;2), (A.1)
C2(t) =
⎧⎨⎩
5∑
=0
b2, 
 + 1
2
( 3∑
=0
1, 

)2⎫⎬⎭ chf (t;2)
=
6∑
=0
2, 
chf (t;2) (say), (A.2)
with 1, = [1]1, + [3]1, ( = 0, 1, 2), 1,3 = [3]1,3, b2, = [0]2, + b[2]2, + b[4]2, ( = 0, 1, 2, 3),
b2,4 = b[2]2,4 + b[4]2,4, b2,5 = b[4]2,5, depending on (8)–(10) and
K
(a)
3 [a3] =
p∑
j1j2j3=1
(a)j1,j2,j3
j1j2j3a3 , (A.3)
K
(a)
3 [a1a2a3] =
p∑
j1j2j3=1
(a)j1,j2,j3j1a1j2a2j3a3 , (A.4)
K
(a)
4 [a3a4] =
p∑
j1j2j3j4=1
(a)j1,j2,j3,j4
j1j2j3a3j4a4 , (A.5)
K
(a)
4 [a1a2a3a4] =
p∑
j1j2j3j4=1
(a)j1,j2,j3,j4j1a1j2a2j3a3j4a4 , (A.6)
K
(aa′)
33,1 [a3, a6] =
p∑
j1j2j3j4j5j6=1
(a)j1,j2,j3
(a′)
j4,j5,j6
j1j4j2j5j3a3j6a6 , (A.7)
K
(aa′)
33,2 [, a5a6] =
p∑
j1j2j3j4j5j6=1
(a)j1,j2,j3
(a′)
j4,j5,j6
j1j2j3j4j5a5j6a6 , (A.8)
K
(aa′)
33 [a2a3, a5a6] =
p∑
j1j2j3j4j5j6=1
(a)j1,j2,j3
(a′)
j4,j5,j6
j1j4j2a2j3a3j5a5j6a6 (A.9)
for a, a′, a1, . . . , a6 ∈ {1, . . . , q}.
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