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Abstract
We find a novel tachyon condensation which provides a D-brane system with spherical world-
volume in the flat spacetime. The tachyon profile is a deformation of a known D0-brane solution
on non-BPS D3-branes in type IIA superstring theory, which realizes a bound state of a spherical
D2-brane and a D0-brane. The D0-brane is resolved into the sphere as a U(1) monopole flux
of the unit magnetic charge. We show that the system has the correct tension and the RR-
coupling. Although the low energy effective action of the system is the same as that of the dual
description of the fuzzy sphere solution of multiple D0-branes, our system cannot be equivalent
to the fuzzy sphere. We argue that the sphere can be stable in a certain RR-flux background.
The use of projective modules in describing the tachyon condensation is emphasized.
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1 Introduction
The spectrum of superstring theory includes not only the BPS D-branes but also unstable
D-brane systems such as non-BPS D-branes and D-brane-anti-D-brane systems of various
dimensions. Their instability is controlled by the presence of tachyon fields on them. The
system decays into the vacuum when the tachyon field acquires a vacuum expectation
value on the whole unstable D-brane system. If the tachyon has a solitonic profile, on the
other hand, the system reduces to lower dimensional BPS D-brane(s) (D-brane descent
relation) [1], which leads to the beautiful theory of the classification of the RR-charges for
BPS D-branes by K-theory [2, 3].1 Although it is sufficient for the classification problem
to consider the representatives, such as the Atiyah-Bott-Shapiro (ABS) construction [8],
there are indeed various possible profiles which carry the same RR-charges. In this paper,
we study the tachyon condensation of unstable D-branes which descends to a D-brane with
spherical worldvolume (spherical D-brane) in the Minkowski spacetime as an example of
a compact worldvolume in non-compact spacetime. There is no such construction before
in the literature as far as the authors know.
The dielectric D-brane [9] is known as in a class of spherical D-branes. In a certain
RR-background, the effective theory on multiple D0-branes is accompanied with the so-
called Myers term, which makes it possible to exist a stable fuzzy sphere solution. It
is interpreted as a noncommutative D2-brane and is called dielectric because it couples
to the RR-field through its field strength. This construction requires at least two D0-
branes (k = 2) and it reduces to a commutative sphere with k magnetic flux by taking an
appropriate continuum (large k) limit. Our construction is somehow complementary to
this construction, that is, we obtain a commutative sphere with the unit (k = 1) magnetic
flux without taking any continuum limit.
To be specific, we consider an effective theory on two non-BPS D3-branes with spatial
worldvolume R3 and give a tachyon profile corresponding to a spherical D2-brane. Our
profile is just a constant shift of the known single D0-brane solution. It is remarkable that
this shift changes the spatial worldvolume of the system from a point to S2. We see that
the profile behaves more like a kink in the radial direction different from the D0-brane as
a soliton. On S2, there is also a unit magnetic flux carrying a D0-brane charge, which
is the same U(1) flux as a Wu-Yang monopole [10] sitting at the origin in R3. Thus the
1 There is also an opposite direction (D-brane ascent relation) where a higher dimensional D-brane are
constructed by lower dimensional unstable D-brane systems [4]. In this setting, compact worldvolumes
are treated rather easier because a D-brane corresponds to a spectral triple in noncommutative geometry
[5]. See [6, 7] for a spherical D-brane in this setting.
1
resulting system is in fact a D2-D0 bound state.
The tachyon condensation for BPS bound states is studied already in [11] and [12],
where the Nahm construction of monopoles [13] and the ADHM construction of gauge
instantons [14], respectively, are realized by tachyon condensation in unstable D-brane
systems. Our analysis is in the same spirit with these works. We show that the effective
action of the spherical D2-brane is reproduced by inserting the tachyon profile into the
effective theory of non-BPS D3-branes, together with the correct tension and the RR-
coupling for a D2-D0 bound state. An analysis on the stability of the spherical D2-brane
is also given by using the method developed in [9, 15, 16]. As shown in these papers, the
size of the sphere can be stable in the constant RR-flux background but in a delicate way.
In our case this size of the sphere is in the string scale in a constant flux background.
However, we will show that the sphere can have a stable macroscopic radius by considering
another RR-background of radially graduating flux.
The organization of the paper is as follows. In the section 2, we review the construction
of a BPS D0-branes from non-BPS D3-branes by the tachyon condensation. Then, we
construct a spherical D2-brane with a monopole flux by deforming the tachyon profile of
the single D0-brane solution. The mechanism to appear the non-trivial gauge potential
can be clearly understood by using the language of the projective module. In the section
3, we obtain the effective action of the spherical D2-brane from that of non-BPS D3-
branes, which shows that the system indeed possesses the correct RR-charges and tension
of a D2-D0 bound state. We examine the stability of the sphere in two different RR-
flux backgrounds. The section 4 is devoted to the conclusion and the discussion. In the
appendix A, we summarize the properties of radial delta function. In the appendix B, we
summarize the construction of the spherical D2-brane based on the boundary string field
theory (BSFT).
2 Spherical D-brane via tachyon condensation
2.1 Non-BPS D3-branes and D0-brane solution
Let us start with recalling the construction of a BPS D0-brane in order to fix our setup and
notations. We consider two non-BPS D3-branes in Type IIA theory. The worldvolume of
the non-BPS D3-branes is R4 and the low energy effective theory is a U(2) gauge theory
with gauge fields, transverse scalar fields, a real tachyon field and fermions which belong
to the adjoint representation of U(2). Throughout of this paper, we do not consider the
scalar fields and the fermions for simplicity. In addition, we do not consider the gauge
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field in the first setup and focus only on static configurations for the tachyon field. With
this restriction, the relevant field is a tachyon field T (x) which is a 2×2 hermitian matrix-
valued function on the spatial worldvolume R3. Note also that the Chan-Paton bundle
R3 × C2 is trivial.
For the effective action of the non-BPS D3-branes, we adopt the BSFT action which
has the form,
S[T ] = SNSNS[T ] + SRR[T ], (2.1)
with roughly
SNSNS[T ] =
√
2T3
∫
R4
d4x Tr2
(
e−T
2F(∂T )
)
,
SRR[T ] =
√
2µ3
∫
R4
C ∧ Str2
(
e−T
2+dT
)
,
(2.2)
where each term is obtained by the disc amplitude in the NSNS- and RR-sector, respec-
tively, T3 = µ3 is the tension for a BPS D3-brane, F(∂T ) is some polynomial in the
derivative of T and Str2 stands for the trace but is taken only for odd wedge powers of
dT . The detail of this action is summarized in the Appendix B. The following argument
can be applied to any other effective actions obtained by field redefinitions of T .
Here we focus on the tachyon potential e−T
2
in order to capture the essence of our
construction2. It shows the instability of the system of non-BPS D3-branes. At the true
vacuum T (x) = u diag(±1,±1) (u → ∞), the system annihilates to the closed string
vacuum [1].
Next, recall that the tachyon profile of the codimension three soliton,
T (x) = uσix
i (2.3)
with the Pauli matrices σi (i = 1, 2, 3) represents a BPS D0-brane sitting at the origin of
the R3 in the limit of u→∞, which is know as the ABS construction [8]. This is roughly
seen by the tachyon potential,
e−T
2
= e−u
2|x|212
u→∞−−−→
(√
π
u
)3
δ(3)(x)12, (2.4)
where 12 denotes the unit matrix
3 and δ(3)(x) = limu→∞( u√pi )
3e−u
2|x|2 is used. The ap-
pearance of the Dirac delta function on R3 shows that the remnant after the condensation
2The potential is usually Tr 2e
−T 2 but we use the same terminology for the expression without the
trace.
3In the following, we sometimes omit 12 for notational simplicity.
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is left at the origin, which corresponds to the zero of T 2 (i.e., false vacuum). In general,
condensation defects correspond to the zeros of the tachyon profile.
This profile is indeed a classical solution of the effective action in the u → ∞ limit,
which reproduces the correct tension and RR-charge for a BPS D0-brane when inserting
(2.3) to the action (2.1) [17, 18]. The u-dependent factor in (2.4) is important to obtain
the tension. On the other hand, due to its topological nature, the Chern-Simons (CS)
term is independent of u.
2.2 Construction of spherical D2-brane
In this paper, we propose that a single spherical D2-brane is given by shifting the D0-brane
solution (2.3) by a constant R > 0 as
T (x) = u
(
σix
i − R) . (2.5)
Although the modification is quite simple, it causes two effects: the profile represents a
two dimensional spatial worldvolume S2 with radius R and a monopole gauge flux appears
on the S2, as we will show. Note that this deformation is not regarded as a fluctuation
around the D0-brane solution (2.3). In fact, the fluctuation corresponding to scalar fields
Φi on a D0-brane is incorporated as T = uσi(x
i − Φi).
In order to see how a spherical object appears by the tachyon condensation, it is worth
looking at the tachyon potential e−T
2
closely. To this end, it is convenient to diagonalize
the square of the profile (2.5),
T 2 = u2
(|x|2 +R2 − 2Rσixi) , (2.6)
where |x| ≡
√
x21 + x
2
2 + x
2
3. Since the eigenvalues of T
2 are u2(|x| ± R)2, the tachyon
potential can be transformed by a suitable SU(2) gauge transformation U(x) as
U †(x)e−T
2
U(x) =
(
e−u
2(|x|−R)2 0
0 e−u
2(|x|+R)2
)
u→∞−−−→
( √
pi
u
δ(r −R) 0
0 0
)
, (2.7)
where δ(r − R) with r = |x| denotes the radial delta function defined by
lim
u→∞
u√
π
e−u
2(r−R)2 = δ(r − R). (2.8)
The detail of the radial delta-function is summarized in Appendix A. Since the radial delta
function has support at r = R, we observe that a non-BPS D3-brane corresponding to a
upper component produces a spherical object, while the lower component disappears after
the tachyon condensation. Let us make this rough sketch more concrete in the following.
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2.2.1 Diagonalizing the tachyon potential
Next let us specify the gauge transformation that diagonalizes T 2 at each point x in R3.
Instead of T 2, it is easier to find the two eigenvectors v and w of T itself corresponding
to eigenvalues u(|x| − R) and −u(|x|+R), respectively.
Such vectors cannot be defined on the whole R3 but exist only locally. More precisely,
we should consider two regions in R3: UN = R3\{r = −x3} and US = R3\{r = x3}. At
each point x( 6= 0) ∈ R3, the tachyon profile (2.5) can be diagonalized as
UN/S(x)
†T (x)UN/S(x) = u
(
r − R 0
0 −r − R
)
, (2.9)
by using either of
UN(x) ≡ (vN ,wN) = 1√
2r(r + x3)
(
r + x3 −z¯
z r + x3
)
for x ∈ UN ,
US(x) ≡ (vS,wS) = 1√
2r(r − x3)
(
z¯ −r + x3
r − x3 z
)
for x ∈ US,
(2.10)
where z = x1+ ix2 and z¯ = x1− ix2. For each suffix N and S, v and w are orthonormal,
v†v = 1 = w†w, w†v = 0, and complete, vv† + ww† = 12. Since detUN/S = 1,
UN(x)(US(x)) is an element of SU(2) at each point x. Note that UN (x) (US(x)) is well-
defined in UN (US) so that we need a patch-wise diagonalization, but the r.h.s. of (2.9)
is globally well-defined on whole R3 including the origin4. We point out that UN/S are
independent of the both parameters u and R.
In the overlapping region UN ∩US (other than the x3-axis), these two unitary matrices
are related by the transition function,
U †NUS =
(
v
†
N
w
†
N
)
(vS,wS) =
1
|z|
(
z¯ 0
0 z
)
, (2.11)
which lies in a subgroup U(1) of SU(2).
The tachyon potential is now written as
e−T
2
= UN/S(x)
(
e−u
2(r−R)2 0
0 e−u
2(r+R)2
)
U †N/S(x)
u→∞−−−→
√
π
u
δ(r −R)PN/S(x), (2.12)
4Note that UN ∪ US = R3\{r = 0} excludes the origin r = 0, but (2.5) is diagonal there.
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Here PN and PS are defined by
PN/S(x) = UN/S(x)P0U
†
N/S(x) with P0 =
(
1 0
0 0
)
. (2.13)
The operators PN/S(x) are projection operators acting on the Chan-Paton space at each
point x, which are unitary equivalent to the matrix P0. This shows the structure of the
tachyon condensation: The matrix P0 represents that one of the D3-branes annihilates
into the vacuum and the delta function causes the localization of the spatial worldvolume
of another D3-brane from R3 to S2. As we will see soon below, the gauge transformations
UN/S , or more precisely PN/S, induce the U(1) monopole gauge flux on S
2.
2.2.2 Monopole flux
Although the appearance of a non-trivial gauge flux after a gauge transformation sounds
odd in ordinary gauge theory, it happens in tachyonic theory. The mechanism in our
present setting is as follows [19]: Since the unitary transformation by UN (x) is a local
gauge transformation, it acts not only on the tachyon field but also on the U(2) gauge field
on non-BPS D3-branes. Since there is no gauge field in the beginning, there appears the
pure gauge −iU †NdUN on R3. Note that there is no u dependence in the gauge field. Here
it is important that the tachyon potential (after diagonalization) with the form δ(r−R)P0
acts on this pure gauge potential. Since the projection operator P0 picks up the upper-left
component AN = −iv†NdvN from −iU †NdUN and δ(r−R) restricts the domain to UN ∩S2,
a non-trivial gauge potential remains after taking the limit of u→∞. The case of US is
similar.
As a result of this mechanism, the tachyon condensation produces a non-trivial U(1)
gauge potential,
AN = −iv†NdvN =
x1dx2 − x2dx1
2r(r + x3)
=
1
2
(1− cos θ)dφ,
AS = −iv†SdvS =
x2dx1 − x1dx2
2r(r − x3) = −
1
2
(1 + cos θ)dφ,
(2.14)
on the open set UN and US, respectively, where we have used the polar coordinates in R3
in the last expressions. They are the same as the Wu-Yang magnetic monopole of the
unit magnetic charge sitting at the origin of R3 where the excluded region in each open
set UN/S is nothing but the Dirac-string singularity. They are related with each other
by the U(1) transition function e−iφ (upper-left part of (2.11)) in the overlapping region
UN ∩ US. The corresponding U(1) field strength,
F =
1
2
sin θdθ ∧ dφ, (2.15)
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is globally defined on R3\{0}. In our case, because of the delta function, (2.14) and (2.15)
are restricted on S2 and the flux is a uniform magnetic flux on S2, which represents the
unit D0-brane on the spherical D2-brane according to the brane within brane mechanism
[20]. We thus expect that the system after the tachyon condensation is a bound state of
a spherical D2-brane and a resolved D0-brane on it. We will confirm this by evaluating
the tension and the RR couplings of this system in the proceeding section.
2.2.3 Projective module
We can describe the above mechanism by using the full use of BSFT or boundary states
[19], which is provided in Appendix B. Instead, we here give another explanation with
the same conclusion in terms of projective modules in order to avoid the unnecessary
complication. For the sake of simplicity, let us first focus on the projection operator
PN/S(x) in (2.12) in a more general context. The effect of the delta function is taken into
account afterward.
The Chan-Paton bundle on N non-BPS D3-branes is a complex vector bundle E over
R4, whose typical fiber CN is a Hilbert space. Let us write the orthonormal basis of CN
as | a 〉 (a = 0, 1, 2, . . . , N − 1) such that 〈 a | b 〉 = δab. Let A = C∞(R4) be an algebra of
smooth functions and AN be a free module of rank N , which is the space of sections of
the trivial vector bundle R4 × CN . An element of this module is written as
|ψ 〉 =
N−1∑
a=0
ψa(x) | a 〉 , ψa(x) ∈ A. (2.16)
We next consider a projection operator P ∈ MN(A), that is, P † = P and P 2 = P . It
picks up a subspace at each fiber. This defines a projective module PAN , which is a right
A-module. In general, the space of section of any vector bundle E over R4 is constructed
in this manner. An element of PAN (i.e., a local section of E) is written by |ψ 〉 as
| ξ 〉 = P |ψ 〉 =
∑
a,b
| a 〉P ab(x) 〈 b |ψ 〉 =
∑
a,b
| a 〉P ab(x)ψb(x). (2.17)
Since P depends on x in general, the exterior derivative d does not preserve the module
PAN . This leads to the notion of connections. A connection on PAN is a linear map
∇ : PAN → PAN ⊗A Ω1(A) such that ∇(| ξ 〉 f) = ∇ | ξ 〉 f + | ξ 〉 ⊗ df for all | ξ 〉 and
f ∈ A. A natural connection on PAN , called the Grassmannian connection, is defined by
∇ = P ◦ d,
∇ | ξ 〉 = Pd | ξ 〉 = Pd(P |ψ 〉) = P | dψ 〉+ (PdP ) |ψ 〉 , (2.18)
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where | dψ 〉 = ∑a(dψa) | a 〉. The last term PdP plays the role of a gauge field5. The
curvature of this connection is given by
∇2 | ξ 〉 = Pd (P | dψ 〉+ PdP |ψ 〉)
= PdP | dψ 〉+ PdPdP |ψ 〉 − PdP | dψ 〉
= PdPdP |ψ 〉
= −(dPdP ) | ξ 〉 , (2.19)
where we used an identity PdPP = 0 follows from differentiating P 2 = P .
To be more specific, we assume that the projection operator is rank 1 having the form
P (x) = U(x) | 0 〉 〈 0 |U †(x), (2.20)
which is unitary equivalent to | 0 〉 〈 0 |. Here the x-dependence is only in the unitary
operator U(x). This means that P (x) picks up a 1-dimensional subspace U(x) | 0 〉 of each
fiber CN at x. Since U is a unitary operator, the set {U(x) | a 〉} forms an orthonormal
basis. We may then write a generic element of the free module AN in this new basis as
|ψ 〉 =
∑
a
ψa(x)U(x) | a 〉 . (2.21)
An element of the projective module PAN is then given by
P |ψ 〉 =
∑
a
ψa(x)PU(x) | a 〉 =
∑
a
ψa(x)U(x) | 0 〉 〈 0 | a 〉 = ψ0(x)U(x) | 0 〉 . (2.22)
Since only the a = 0 component appears, this module PAN is a line bundle. This bundle
is in general nontrivial because of the x-dependence of U(x), which is indicated by the
Grassmannian connection:
Pd(P |ψ 〉) = Pd(ψ0U | 0 〉)
= P (dψ0U | 0 〉+ ψ0dU | 0 〉)
= dψ0U | 0 〉+ ψ0U | 0 〉 〈 0 |U †dU | 0 〉
=
(
dψ0 + iAψ0
)
U | 0 〉 , (2.23)
where we have defined
iA(x) = 〈 0 |U †dU | 0 〉 . (2.24)
5 More generally, any connection on a projective module PAN has the form ∇ = Pd + ω, where
ω ∈ EndA(PAN ) ⊗ Ω1(A), which satisfies PωP = ω. The curvature in this case is ∇2 | ξ 〉 =(
PdPdP + P (dω + ω2)P
) |ψ 〉.
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Thus, in components, we obtain the covariant exterior derivative ψ0 → dψ0 + iAψ0 on
the line bundle with a U(1) gauge potential A.
Next, we consider the effect of the delta function. We denote δ(M) as a delta-function
distribution whose support is a submanifold M ⊂ R4. When acting on A = C∞(R4), it
confines A to C∞(M). Then a projective module of the form PANδ(M) becomes a vector
bundle over M . In this case, the Grassmannian connection is modified schematically as
d(P |ψ 〉 δ(M)) = d(P |ψ 〉)δ(M) + P |ψ 〉 dNδ(M)
= (dM + dN)(P |ψ 〉)δ(M)− dN(P |ψ 〉)δ(M)
= dM(P |ψ 〉)δ(M), (2.25)
where the exterior derivative d has been divided into the longitudinal and transverse
components along M as d = dM +dN . Since d(δ(M)) = dN(δ(M)), the exterior derivative
is consistently restricted to dM . It guarantees that the gauge potential in this case is just
the restriction of the domain of (2.24) to M as a local 1-form on M .
Coming back to our present case, the trivial Chan-Paton bundle R3×C2 corresponds
to a free module A2. The projection operator PN/S(x) in (2.13) picks up a 1-dimensional
subspace generated by UN/S(x) | 0 〉 = vN/S at each fiber C2 within the open set UN/S. Of
course, (2.24) reduces the monopole potential (2.14) in this case. In addition, the delta
function in (2.12) restricts the base space R3 to S2, and the projective module means a
non-trivial Chan-Paton bundle for a single spherical D2-brane. As argued around (2.25),
the potential (2.14) is obtained directly by using the exterior derivative dS2. In fact, by
writing vN in (2.10) in the polar coordinate as
vN =
1√
2(1 + cos θ)
(
1 + cos θ
sin θeiφ
)
, (2.26)
we can explicitly check that the quantity v†NdS2vN with dS2 = dθ∂θ+dφ∂φ coincides with
AN in (2.14).
2.2.4 Remarks
Before closing this section, let us make some remarks.
U(1) gauge symmetry To diagonalize the tachyon profile, we have used an SU(2)
gauge transformation UN/S in (2.10). But any other eigenvectors v
α
N/S = e
iαvN/S and
wαN/S = e
iαwN/S multiplied by an arbitrary phases α(x) can also be used to diagonalize
T . Then, the induced gauge potential is modified to v†αdvα = v
†dv+ dα by a pure gauge
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factor. Thus there is a spectator U(1) degrees of freedom, which becomes a U(1) gauge
symmetry on a spherical D2-brane.
Equation of motion Our profile (2.5) is indeed a solution of the equation of motion
in the limit u→∞. To see this, recall that the action (2.1) has the structure,
SNSNS ∼
∫
Tr2 V (T )F(∂T ), (2.27)
where V (T ) = e−T
2
is the tachyon potential and F(∂T ) is the kinetic term, which is a
specific functional of the first order derivative of T , but we do not need its precise form.
Under any variation δT , the variation of the action is written, ignoring the operator
ordering, as
δSNSNS ∼
∫
Tr2 [δTV
′(T )F(∂T ) + V (T )∂(δT )F ′(∂T )]
=
∫
Tr2δT
[
V ′(T )F(∂T )− V ′(T )∂TF ′(∂T )− V (T )∂2TF ′′(∂T )] . (2.28)
The point is that the equation of motion for T contains either ∂2T or V ′(T ). The former
vanishes obviously for our linear tachyon profile, while the latter vanishes because V ′(T ) =
−2Te−T 2 and e−T 2 picks up the kernel of T in the limit u → ∞. The operator ordering
does not affect this statement.
Topological soliton Let us discuss our tachyon profile in the context of topological
soliton. First we focus on the upper-left part t(x) = u(r−R) of the diagonalized tachyon
profile (2.9). We argue that this profile becomes a kink type soliton in the radial direction
in the limit u→∞.
To see this, let us briefly recall a kink in the 1 + 1 dimensional real scalar field theory
L = 1
2
∂µφ∂
µφ − V (φ) with a potential V (φ) = e−φ2. Since it has minima at φ = ±∞,
a kink should satisfy the boundary condition φ(−∞) = −∞ and φ(∞) = ∞. A typical
solution is given by φ(x) = ux (u → ∞). In this case, the topological sector is indeed
unaffected by the value of the parameter u, but the condition u→∞ is needed in order
to satisfy the equation of motion. Any other profile by deforming this profile continuously
with keeping the same boundary condition lies in the same topological sector. However,
when considering a scalar field in a box x ∈ [−L, L], the boundary condition for a kink will
be changed to φ(−L) = −∞ and φ(L) =∞, and thus the profile φ(x) = ux satisfies this
condition only in the limit u→∞. In the latter case, another profile φ(x) = u tan ( pi
2L
x
)
would be a better one as a representative, since u is irrelevant for specifying the topological
sector.
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With this in mind, it is now obvious that the condition u → ∞ is essential in order
that t(x) = u(r−R) satisfies the boundary condition t(r = 0) = −∞ and t(r =∞) =∞
for a radial kink, where the boundary r = 0 plays the same role as a finite box. In other
words, u < ∞ and u =∞ can be two distinct topological sectors. We will come back to
this point when considering the RR-coupling of the system.
The original tachyon profile (2.5) is matrix valued, and its asymptotic behavior at
r → ∞ is the same as that of the single D0-brane solution (2.3), a codimension three
soliton in R3. However, the behaviors at r = 0 are different: T = −uR12 in (2.5) and
T = 0 in (2.3). They can be again in different topological sectors in the limit u =∞. At
the origin, the non-BPS D3-branes annihilate in the former case, while they stay in the
false vacuum in the latter case. This observation suggests that it is possible to distinguish
the spherical D2-brane from the single D0-brane by their topological sectors.
3 Effective theory on a spherical D2-brane
In this section, we read off the energy (tension) and the RR-coupling of the system by
inserting the tachyon profile (2.5) into the effective action for 2 non-BPS D3-branes (2.1).
The result shows that our system is a bound state of aD2-brane and a D0-brane. We then
obtain the effective action for a spherical D2-brane and give an analysis on the stability
of the system in some RR-backgrounds.
3.1 RR-sector
The RR-coupling of N non-BPS D3-branes in type IIA theory is described by the CS-term
[17] (but here we adopt the convention used in [9]),
SCS =
√
2µ3
∫
R4
P
[∑
C(n)
]
∧ TrN eλ(−T 2+DT+F ), (3.1)
where µ3 =
2pi
gs(2pi
√
α′)4
, λ = 2πα′, F = 1
2
Fµνdx
µ ∧ dxν is a U(N) field strength with
Fµν = ∂µAν − ∂νAµ + i[Aµ, Aν ], DT = dT + i[A, T ] is the covariant derivative of the
tachyon field, C(n) is a RR n-form (n: odd) in the spacetime and P [C] is its pullback to
the worldvolume R4. For D3-branes, it is sufficient to consider the 1-form C(1) = Cµdx
µ
and the 3-form C(3) = 1
3!
Cµνρdx
µ ∧ dxν ∧ dxρ. Note that only the odd numbers of DT
contribute to the integral.
Our case in (2.1) is N = 2 with the vanishing gauge field A = 0 and the trivial pull-
back P . Then the regular way to evaluate the CS-term is to insert the tachyon profile
(2.5) into (3.1). Equivalently, we can insert the profile (2.9) after the SU(2) gauge
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transformation by UN/S given in (2.10) since the CS-term is gauge invariant. However we
already know that the tachyon condensation picks up the upper-left component and that
the monopole gauge flux appears from (2.12) and the subsequent arguments. Therefore,
a quick way to achieve the result is to consider effectively a single non-BPS D3-brane and
to insert a tachyon profile and the U(1) monopole flux,
T = u(r −R), F = 1
2
sin θdθ ∧ dφ, (3.2)
into the action (3.1) with N = 1:
SCS =
√
2µ3
∫
R4
P [C(1) + C(3)] ∧ eλ(−T 2+dT+F ). (3.3)
Although the gauge transformation is well-defined only locally, this expression is valid
globally. Since the theory is abelian, no trace is needed and DT = dT .
Recalling that the term with dT ∧ dT ∧ dT vanishes because dT = udr, the CS-term
is expressed as
SCS =
√
2µ3
∫
R4
(
P [C(1)] ∧ λF ∧ λdTe−λT 2 + P [C(3)] ∧ λdTe−λT 2
)
. (3.4)
Since the term including the tachyon reduces to the radial delta function,
lim
u→∞
λdTe−λT
2
=
√
λπdrδ(r − R), (3.5)
the worldvolume after the integration over the radial direction becomes R× S2:
lim
u→∞
SCS =
√
2πλµ3
∫
R×S2
P [C(1)] ∧ λF + P [C(3)]
= µ2
∫
R×S2
P [C(1) + C(3)] ∧ eλF , (3.6)
where µ2 =
√
2πλµ3 has been used. Notice that P means now the pull-back to R × S2.
Therefore, the tachyon condensation produces the CS-term for a spherical D2-brane with
a unit magnetic flux F on it. Here the electric coupling to C(3) shows that the system
has the unit D2-brane charge with respect to the component C
(3)
0θφ. On the other hand,
the coupling to C(1) shows the system carries the unit D0-brane charge. Indeed, if C(1) is
constant along S2, we have
µ2
∫
R×S2
P [C(1)] ∧ λF = µ0
∫
R
C
(1)
0 dt, (3.7)
where µ0 = 2πλµ2.
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3.1.1 Direct computation
It is of course possible to evaluate (3.1) for N = 2 honestly, by inserting the profile (2.9)
after the SU(2) gauge transformation UN/S (2.10)
6. The price to pay is that the pure
gauge potential iA = U †dU enters in the covariant derivative DT in (3.1), which can be
written as
DT = u
(
dr −2rv†dw
2rw†dv −dr
)
. (3.8)
Note that field strength F is still absent in (3.1) due to the pure gauge connection. By
using the formula,
eA+B = eA Pe
∫ 1
0
dsB(s), B(s) ≡ e−sABesA, (3.9)
we can expand the exponential in (3.1) in powers of DT , where P stands for the path
ordered symbol. Then, (3.1) can be written as
SCS =
√
2µ3
∫
R4
{
λC(3) ∧ Tr2
(∫ 1
0
dsDT (s) e−λT
2
)
+ λ3C(1) ∧ Tr2
(∫ 1
0
ds1
∫ s1
0
ds2
∫ s2
0
ds3DT (s1) ∧DT (s2) ∧DT (s3) e−λT 2
)}
,
(3.10)
with
DT (s) = u
(
dr −2re−4λu2Rrs v†dw
2re4λu
2Rrsw†dv −dr
)
. (3.11)
We can easily see that this expression gives the same results (3.6) and (3.7) in the limit
u→∞. In particular, the monopole flux comes from the cubic term of DT (s) in (3.10).
3.1.2 D-brane density in the spacetime
In the above computations of the RR-coupling, we assume the limit u → ∞. However,
in the familiar examples of the tachyon condensations, the CS-term is independent of
the condensation parameter u. This is accordance with the well-known result that the D-
brane charge is topological and must be an integer [2]. Here we examine the u-dependence
of our result (3.10) more closely.
6 We write formulae in the open set UN without subscript N , but the computations in US is completely
parallel.
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Recall that a D-brane system can in general couple to multiple RR potentials and the
couplings are expressed in the form of the space-time integral as
SRR =
∫
R10
∑
p
C(p+1)(x) ∧ ρ(9−p)(x), (3.12)
where p runs even(odd) numbers for the Type IIA(IIB) superstring theory and C(p+1) is
the RR (p+ 1)-form potential. The (9− p)-form ρ(9−p) expresses the “Dp-brane density”
of the system, which acts as a source in the equation of motion of the RR (p + 1)-form
potential,
d ∗ dC(p+1)(x) = ρ(9−p)(x). (3.13)
For example, a BPS Dp-brane sitting at the origin in its transverse R9−p corresponds to
ρ(9−p) = µpδp+1(xp+1, · · · , x9)dxp+1 ∧ · · · ∧ dx9. We do not solve this equation of motion
explicitly since we need to solve simultaneously with the Einstein equation in general. We
instead focus on the Dp-brane density of our system.
The D2-brane density coupling to C(3) can be read off from the first line of (3.10) as
ρ(7) =
√
2µ3λu
(
e−λu
2(r−R)2 − e−λu2(r+R)2
)
δ(6)(x4, · · · , x9)dr ∧ dx4 ∧ · · · ∧ dx9, (3.14)
which is distributed along a spherical thick shell in R3 which has a peak at r = R and
vanishes at the origin r = 0. It reduces to the delta-function distribution in the limit
u→∞,
lim
u→∞
ρ(7) = µ2 δ(r −R) δ(6)(x4, · · · , x9) dr ∧ dx4 ∧ · · · ∧ dx9, (3.15)
which is localized at r = R and x4 = · · · = x9 = 0. Thus, by integrating the latter over
R
+ × R6 given by fixing t, θ and φ, we obtain the unit D2-brane charge µ2 in this limit.
This is nothing but the Gauss law for RR 3-form potential C(3). For a finite u, on the
other hand, the same integral gives∫
R+×R6
ρ(7) =
√
2µ3λu
∫ ∞
0
(
e−λu
2(r−R)2 − e−λu2(r+R)2
)
dr
= µ2 erf(
√
λuR), (3.16)
where erf(x) = 2√
pi
∫ x
0
dte−t
2
is the error function. It depends continuously on uR, and
reduces to µ2 only in the limit of u → ∞. It shows that the tachyon condensation in
our case is not a familiar type mentioned above. However, it is in accordance with the
charge quantization since our tachyon profile can be regarded as a topological soliton in
the region 0 ≤ r <∞ only in the limit of u→∞ as argued in the previous section.
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Similarly, the D0-brane density coupling to C(1), which can be read off from the second
line of (3.10), is
ρ(9) =
√
2µ3λ
2u
2R
e−λu
2(r−R)2 − e−λu2(r+R)2
r
δ(6)(x4, · · · , x9) dx1 ∧ · · · ∧ dx9. (3.17)
This distribution is slightly different from that of D2-brane density (3.14). In particular,
ρ(9) 6= 0 at r = 0. However, (3.17) also approaches to the radial delta-function distribution
in the limit u→∞. This shows that a single D0-brane is resolved into S2. It is compared
to the D0-brane density ρ
(9)
D0 coming from the D0-brane solution (2.3),
ρ
(9)
D0 =
√
2µ32(λu)
3e−λu
2|x|2δ(6)(x4, · · · , x9) dx1 ∧ · · · ∧ dx9
u→∞−−−→ µ0δ(9)(x1, · · · , x9) dx1 ∧ · · · ∧ dx9, (3.18)
which approaches to the delta-function distribution at the origin. Integrating ρ(9) over
the space R9, we have∫
R9
ρ(9) =
√
2µ3λ
2u
2R
∫
R3
e−λu
2(r−R)2 − e−λu2(r+R)2
r
dx1dx2dx3
= µ0, (3.19)
which is the same as the integration of ρ
(9)
D0. Therefore, this system has a unit D0-brane
charge irrespective of the values of u and R.
3.2 NSNS-sector
In order to identify the energy of the system, we insert the tachyon profile (2.5) into
the NSNS-part of the effective action for 2 non-BPS D3-branes. Apart from the BSFT
action (2.1), there are many different forms of the action related with each other by field
redefinitions. We here adopt a Dirac-Born-Infeld (DBI) like action among them. By the
same reasoning in the RR-sector, it is sufficient effectively to insert (3.2) into the action
for a single non-BPS D3-brane (in the static gauge),
SDBI = −
√
2T3
∫
R4
d4xe−λT
2
√
det
µ,ν
(−ηµν + λFµν + λ2∂µT ∂νT ). (3.20)
In the polar coordinates xµ = (t, r, θ, φ), ηµν corresponds to the line element ds
2 =
−dt2 + dr2 + r2(dθ2 + sin2 θdφ2). For the profile (3.2), the non-vanishing components are
Fθφ and ∂rT∂rT = λ
2u2, respectively. Thus, the determinant factor can be written as
det
µ,ν
(−ηµν + λFµν + λ2∂µT ∂νT ) = (1 + λ2u2) det
a,b
(gab + λFab), (3.21)
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where xa = (θ, φ) is the angular part and gab corresponding to ds
2 = r2(dθ2+sin2 θdφ2) is
the metric on S2 with radius r. By using this, the DBI-like action reduces in the u→∞
limit to
lim
u→∞
SDBI = − lim
u→∞
√
2T3
∫
R4
dtdrdθdφ e−λu
2(r−R)2√1 + λ2u2
√
det
a,b
(gab + λFab)
= − lim
u→∞
(√
2T3
1
u
√
π
λ
√
1 + λ2u2
)∫
R×S2
dtdθdφ
√
det
a,b
(gab + λFab), (3.22)
where we have used limu→∞ e−λu
2(r−R)2 = 1
u
√
pi
λ
δ(r − R) in integrating over r. Thus, S2
above is now a sphere with the radius R. The factor in front of the integral reduces to
the D2-brane tension:
lim
u→∞
√
2T3
1
u
√
π
λ
√
1 + λ2u2 = lim
u→∞
T2
√
1 +
1
λ2u2
= T2, (3.23)
where the relation T2 =
√
2πλT3 has been used. Therefore, by recovering the time com-
ponent in the determinant, (3.22) can be written as
lim
u→∞
SDBI = −T2
∫
R×S2
d3ξ
√
det
α,β
(−gαβ + λFαβ), (3.24)
where ξα = (t, θ, φ) and the metric gαβ on R× S2 corresponds to ds2 = −dt2 +R2(dθ2 +
sin2 θdφ2). This is nothing but the DBI action.
Note that Fθφ is arbitrary in the above computation. For the monopole flux Fθφ =
1
2
sin θ, we can evaluate the rest energy of this system E by integrating over (θ, φ) as
lim
u→∞
SDBI = −E
∫
R
dt, E = 4πT2
√
R4 +
λ2
4
, (3.25)
which has a typical form of the tension of a BPS bound state. In fact, when the flux
is absent (λ = 0 in (3.25)), it reduces to the rest energy E → T2vol(S2) for a D2-
brane wrapping a sphere with radius R, while if the D2-brane is absent (set R = 0
formally in (3.25)), it reduces to the D0-brane tension E → 2πλT2 = T0. The inequality
E < T2vol(S
2) + T0 shows that the system is more stable than the individual system of a
D2-brane and a D0-brane.
3.3 Effective action for a spherical D2-brane
The results above indicate that the low energy effective action of our system is given by
the DBI-action and the CS-term action on S2:
S = SDBI + SCS,
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SDBI = −T2
∫
R×S2
d3ξ
√
− det(g + λF ),
SCS = µ2
∫
R×S2
P [C(1) + C(3)] ∧ eλF . (3.26)
Here the dynamical variables of this theory are a U(1) gauge field and scalar fields which
are transverse to S2. It means that we just regard F in (3.26) as dynamical degrees of
freedom7. This is possible because the derivation of this form (3.26) do not use the explicit
form of the monopole potential. On the other hand, the scalar fields can be incorporated
in the induced metric gαβ of the target spacetime
8.
Here we should note that the action (3.26) has the same form as that of the dual
D2-brane description of the fuzzy sphere solution of multiple D0-branes (the dielectric
D0-branes) constructed in [9]. There are however two important differences between our
system and the dielectric D0-branes. One difference is the number of the monopoles.
Since a fuzzy sphere corresponds to an su(2) representation and the size of the repre-
sentation equal to the monopole charge, the construction in [9] requires a k-monopole
flux (k ≥ 2) in (3.26) while our monopole has a unit magnetic charge k = 1. Another
difference is the existence of the dual D0-brane description. The original system of the
dielectric D0-branes is made of k D0-branes and the D2-brane by the action (3.26) is
the dual picture corresponding to the case where the scalar fields on them have a fuzzy
sphere configuration. Since the equivalence between these pictures is based on the matrix
regularization of D2-branes, (3.26) is supposed to be valid only in the large k limit. This
is in contract to the fact that our tachyon profile (2.5) directly describes the bound state
of a spherical D2-brane and a D0-brane.
3.4 Analysis on stability
Let us now consider the stability of the system with respect to the radius of S2. Despite
of the differences mentioned in the previous subsection we can examine the stability of
the system in the same way argued in [9]9.
In the low energy effective action (3.26), we consider the scalar field in the radial
direction as a dynamical variable and assume that it is constant R(ξ) = R. Plugging the
metric of S2 given below (3.24) and the monopole field strength (3.2) into SDBI in (3.26),
7More precisely, the sum of the monopole flux and a fluctuation.
8In principle, these fields should be added to the original tachyon profile (2.5) as fluctuations, but the
result is the same.
9See also [15] and [16] for a similar stability analysis.
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we obtain
SDBI(R) = −4πT2
√
R4 +
λ2
4
∫
R
dt, (3.27)
which is of course identical to (3.25), but is now considered to be a function of R.
The CS-term depends on the value of the background RR fields. Since the coupling to
the RR 1-form potential (3.7) is independent of R, it is nothing to do with the stability
of the system with respect to R. We then set C(1) = 0 and consider only a background of
the RR 3-form potential.
We first consider a constant RR 4-form field strength background,{
F
(4)
0ijk = −2fǫijk i, j, k ∈ {1, 2, 3}
0 otherwise
. (3.28)
Since the corresponding RR 3-form potential can be written as C
(3)
tθφ =
2
3
fr3 sin θ in the
polar coordinate, we can evaluate the CS-term as
SCS(R) = µ2
∫
R×S2
P [C(3)] = µ2
8π
3
fR3
∫
R
dt, (3.29)
in the background of (3.28).
Figure 1: The shape of the effective potential (3.30) in the constant RR 4-form field
strength background (3.28) for λf 2 < 1 (left) and λf 2 ≥ 1 (right). R− in the left panel is
the local minimum of V (R) and is given by (3.32).
Combining (3.27) and (3.29), we obtain the effective potential for the transverse scalar
field in the radial direction R in the constant RR 4-form field strength:
V (R) = 4π
√
R4 +
λ2
4
T2 − µ28π
3
fR3 = 4πT2
(√
R4 +
λ2
4
− 2
3
fR3
)
, (3.30)
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whose shape is drawn in the Fig.1. When f satisfies
λf 2 < 1, (3.31)
V (R) has a local minimum at
R = R− ≡
√
1−
√
1− λ2f 4
√
2f
, (3.32)
while there is no local minimum for λf 2 ≥ 1. In particular, if λf 2 ≪ 1, the local minimum
R− and its energy is given approximately as
R− ∼ λ
2
f, V (R−) ∼ T0
(
1− λ
2f 4
24
)
. (3.33)
This means that the spherical D2-brane is stabilized at a very small radius with the size
of the string length. It is more stable than a single D0-brane (R = 0) but the difference
of the energy is small.
One way to stabilize the spherical D2-brane in a macroscopic radius is to construct a
bound state of a D2-brane and a large number k of D0-branes as discussed in [9]. In fact,
when the U(1) gauge flux is F = k
2
sin θ, the effective potential for R becomes
Vk(R) = 4πT2
(√
R4 +
λ2k2
4
− 2
3
fR3
)
. (3.34)
In [9] it is assumed that
R2
λk
≪ 1, (3.35)
and the Taylor expansion of the effective potential is performed . Then, there is a local
minimum at R− = λ2fk in the potential (3.34). It implies λf
2k ≪ 1, in order that R− is
in the range of (3.35). If we further impose R− to be much larger than the string scale,
1≪ R−√
λ
=
√
λf 2 k
2
, k must be in the range
λf 2 ≪ 1
k
≪
√
λf 2, (3.36)
which is possible for sufficiently large k under the condition λf 2 ≪ 1. Thus a macroscopic
spherical D2-brane in the background of a constant RR 4-form field strength is possible
but in a delicate way. Our case k = 1 is of course out of this range.
Another way to stabilize a macroscopic spherical D2-brane is to consider a background
of the RR 3-form potential which gives weaker force than the constant flux (3.28) in the
large r region. One example is
C
(3)
0θφ = Cr
2 sin θ, (3.37)
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Figure 2: The shape of the effective potential (3.38) in the background of the constant
RR 3-form potential (3.37) with 0 < C < 1. Rc is the local minimum of V (R) and is
given by (3.39).
where C > 0 is a positive constant parameter. As in the previous discussion, we obtain
the effective potential for R as
V (R) = 4πT2
(√
R4 +
λ2
4
− CR2
)
. (3.38)
Here we assume C < 1 then the shape of the potential can be drawn as in Fig.2. There
is a global minimum at Rc given by
R2c =
λ
2
√
C2
1− C2 . (3.39)
In particular, if C satisfies
C2 = 1− ǫ2 (ǫ≪ 1), (3.40)
then the radius Rc and the value of the potential becomes
Rc ∼ λ
2ǫ
, V (Rc) ∼ 4πT2λ
2
ǫ = T0ǫ. (3.41)
Therefore, the spherical D2-brane is stable at the macroscopic radius much larger than
the string scale, even if k = 1, and the energy of the system is much smaller than that of
the single D0-brane.
4 Conclusion and discussion
In this paper, we constructed a bound state of a spherical D2-brane and a D0-brane from
non-BPS D3-branes via tachyon condensation. The tachyon profile T = u(σ · x − R) is
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a simple deformation of the single BPS D0-brane solution T = uσ · x, which realizes the
spherical worldvolume of D2-brane with the radius R and a D0-brane is resolved into S2
as a U(1) monopole flux. We checked that this system has the correct tension and the
RR-coupling. We argued that the size of S2 can be macroscopic in an appropriate RR
3-form potential background.
There are several issues that we did not touch upon in this paper. First, we should
understand the dynamical properties of this system more closely. Although we exam-
ined the stability of our system, the spherical D2-brane is treated as a probe in a fixed
background and we did not consider the backreaction to the bulk supergravity. The first
step would be to find a classical solution of the bulk supergravity corresponding to the
spherical D2-brane with fluctuations if possible. Some care is needed in treating fluc-
tuations. For example, if the size of the spherical D2-brane is of the string scale, extra
tachyonic modes coming from open strings stretching between mutually antipodal points
on S2 would be admitted, as same as a system of D-brane and anti-D-brane where a
tachyonic mode arises when the distance of the two branes is in the string scale. If it is
the case, a small spherical D2-brane would annihilate into the vacuum. This would be
related to the classification of D-branes in terms of K-homology (see [4] and references
therein), where the vector bundle modification seems to correspond to this process. To
study such open strings, it is useful to construct the boundary state of this system [21].
As argued in the main text, this system is complementary to the dielectric D2-brane
considered in [9] and there are two differences in the monopole flux and the existence of
the dual D0-brane picture. It is thus interesting to study the dielectric D-branes through
our method. One can consider higher monopole flux k ≥ 2 in our setting. A quick way
is starting with the non-BPS D3-branes with (k − 1) monopole flux. The remaining 1
monopole flux arises from the rank 1 projection as described in this paper. Of course, a
more systematic construction with the rank k projection would also be possible. To move
to the dual D0-brane picture, it is further needed to consider the matrix regularization of
S2, which will be studied in a future publication.
In this paper, we concentrated on the construction of a spherical D2-brane, but it is
also interesting to generalize it to construct other D-brane bound states with curved world-
volumes through tachyon condensation. A generalization to higher dimensional spheres is
rather straightforward: We can consider the same deformation of the ABS construction,
which will give a bound state of spherical D-brane(s) and a D0-brane. In any case, infor-
mation of the resulting system is encoded in the tachyon profile. The description given in
this paper in terms of projective modules (with delta distribution) is quite general and is
applicable to other situations. Here the projection carries the information on a non-trivial
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gauge connection and the delta distribution represents a curved worldvolume. We hope
to report other examples along this description in the near future.
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A Radial δ-function
In the following, we show that the function,
δ(r − R) ≡ lim
u→∞
u2m+1
Γ(m+ 1/2)
(r − R)2me−u2(r−R)2 (A.1)
satisfies ∫ ∞
0
drδ(r − R)f(r) = f(R), (A.2)
for an arbitrary function f(r) and a non-negative integer m.
To show it, let us consider the integration,
I(R, u) ≡
∫ ∞
0
dr
u2m+1
Γ(m+ 1/2)
(r − R)2me−u2(r−R)2f(r). (A.3)
By defining
t ≡ u(r − R), (A.4)
we can evaluate the integration I(R, u) as
I(R, u) =
1
Γ(m+ 1/2)
∫ ∞
−uR
dt t2me−t
2
f(R + t/u)
=
1
Γ(m+ 1/2)
∫ ∞
−uR
dt
∞∑
n=0
t2m+n
un
e−t
2
f (n)(R)
=
1
Γ(m+ 1/2)
∞∑
n=0
f (n)(R)
un
=
1
Γ(m+ 1/2)
∞∑
n=0
f (n)(R)
2un
(
Γ(m+ (n+ 1)/2) + γ(m+ (n + 1)/2, u2R2)
)
,
(A.5)
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where γ(s, x) ≡ ∫ x
0
ts−1e−t is the lower incomplete gamma function. From this expression,
it is easy to see that only the contribution from n = 0 survives and
lim
u→∞
I(R, u) = f(R) (A.6)
which is nothing but the relation (A.2).
B BSFT analysis
B.1 Review of BSFT description of tachyon condensation
Let us start with a brief review of the tachyon condensation via the boundary string field
theory (BSFT) in Type II superstring theory [22, 23, 24, 25]. We here consider only the
excitation of the tachyon field T (x) and the gauge fields Aµ(x), which are both N × N
hermitian matrices, and do not consider the massless scalar fields and the massive modes
for simplicity.
The BSFT action and the CS-term for this system are given as a disk partition function
with a boundary interaction Sb[T,Aµ] [17, 18] acting on the boundary state of the NSNS
sector10,
S(T,Aµ) =
2π
√
2
gs
〈0|e−Sb[T,Aµ]|Bp〉NS, (B.1)
and the RR sector,
SCS(C, T, Aµ) =
√
2µp〈C|e−Sb[T,Aµ]|Bp〉RR, (B.2)
respectively, where gs is the string coupling constant, |0〉 is the vacuum state of the NSNS
sector, µp is the RR (p+1)-form charge of a single BPS Dp-brane, |C〉 is the state coupling
to a RR field [26, 17, 18], and |Bp〉NS(RR) are the boundary states given by
|Bp〉 ≡NS(RR)
∫
[dXµ]|Xµ,Xa = 0〉NS(RR). (µ = 0, · · · , p, a = p+ 1, · · · , 9) (B.3)
Note that |XM〉NS(RR) (M = (µ, a)) are the eigenstates of the closed string superfields
restricted on the boundary,
XM(σˆ) = XM(σ) + iθΨM(σ), (0 ≤ σ < 2π) (B.4)
10 The normalization factor is determined from 2pi
√
2
gs
∫
[dXµ]〈0|Xµ〉NS =
√
2Tp
∫
dp+1x, where Tp =
[(2pi)pα′
p+1
2 gs]
−1 is the tension of a single BPS Dp-brane. The factor
√
2 is necessary to reproduce the
tension of a non-BPS Dp-brane. See [4] for detail.
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in the NSNS(RR) sector, and σˆ is the boundary super-coordinate σˆ = (σ, θ). Here we
have set α′ = 1 and omitted the ghost contribution and the sign ± for the spin structure,
which is irrelevant in the following discussion.
The boundary interaction is given by
e−Sb =


1√
2
TrPˆ e
∫
dσˆM(σˆ), (NSNS sector)
StrPˆ e
∫
dσˆM(σˆ), (RR sector)
(B.5)
with
M =
(
−iAµ(X)DXµ T (X)
T (X) −iAµ(X)DXµ
)
, (B.6)
where Str denotes the supertrace, D ≡ ∂θ+θ∂σ is the covariant derivative with respect to
the supercoordinate σˆ, and Pˆ denotes the supersymmetric path-ordered product defined
by
Pˆ e
∫
dσˆM(σˆ) ≡ 1+
∞∑
n=1
dσˆ1 · · · dσˆnM(σˆn)Θ(σˆn− σˆn−1)M(σˆn−1) · · ·Θ(σˆ2− σˆ1)M(σˆ1). (B.7)
It is sometimes convenient to expand M(σˆ) by θ as
M(σˆ) = M0(σ) + θM1(σ). (B.8)
Then the supersymmetric path ordered product in (B.5) is rewritten with respect to the
standard path-ordered product as
Pˆ e
∫
dσˆM(σˆ) = Pe
∫
dσM(σ), (B.9)
with
M(σ) =M1(σ)−M0(σ)2. (B.10)
Here we should note that the rule for matrix multiplication in M20 has extra sings as(
A B
C D
)(
A′ B′
C ′ D′
)
=
(
AA′ + (−1)c′BC ′ AB′ + (−1)d′BD′
DC ′ + (−1)a′CA′ DD′ + (−1)b′CB′
)
, (B.11)
where a′, b′, c′, d′ are 0 (1) when A′, B′, C ′, D′ are Grassmann even (odd), respectively.
In particular, for M given by (B.6), M(σ) is written as [17]
M =
(
−iAµ∂σXµ + i2ΨµΨνFµν − T 2 iΨµDµT
iΨµDµT −iAµ∂σXµ + i2ΨµΨνFµν − T 2
)
, (B.12)
24
where Fµν = ∂µAν − ∂νAµ + i[Aµ, Aν ] is the field strength and DµT = ∂µT + i[Aµ, T ] is
the covariant derivative of the tachyon field. For more detail, see, eg, [4].
One of the most important feature is that the BSFT action (B.1) and the CS-term
(B.2) are invariant under the gauge transformation,
M→M′ = −Uˆ(X)†DUˆ(X) + Uˆ(X)†MUˆ(X), (B.13)
with
Uˆ(X) =
(
U(X) 0
0 U(X)
)
, U(x) ∈ U(N). (B.14)
For the tachyon and gauge fields, it turns out to be
Aµ(x)→ A′µ(x) = U(x)†Aµ(x)U(x) + iU(x)†∂µU(x),
T (x)→ T ′(x) = U(x)†T (x)U(x),
(B.15)
which is nothing but the gauge transformations of the gauge field and the tachyon field
in the adjoint representation.
B.2 Boundary interaction for spherical D2-brane
For the tachyon profile (2.5) and Aµ = 0, the matrix (B.6) can be written as
M =
(
0 u(σiX
i − R)
u(σiX
i −R) 0
)
. (B.16)
Performing the gauge transformation (B.13) with U = U(N/S) in (2.10), M transforms
into M′ as (B.13), which is explicitly written as
M′ = uB+A
≡ u σ1 ⊗ λ(X) + 12 ⊗ (−U(X)†DU(X)), (B.17)
with
λ(X) =
(
|X| − R 0
0 −|X| −R
)
≡
(
t(X) 0
0 s(X)
)
. (B.18)
Here we note that the (super) path-order product Pˆ e
∫
dσˆM′(σˆ) appearing in (B.7) can be
expanded as
Pˆ e
∫
dσˆ(uB+A) = Pˆ eu
∫
dσˆB
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+
∞∑
n=1
∫
dσˆ1 · · · dσˆnTˆB(2ˆπ, σˆn)A(σˆn)TˆB(σˆn, σˆn−1) · · · TˆB(σˆ2, σˆ1)A(σˆn)TˆB(σˆ1, 0ˆ),
(B.19)
where
TˆB(σˆf , σˆi) ≡ Pˆ eu
∫ σˆf
σˆi
dτˆB(τˆ)
. (B.20)
The “transfer matrix” TˆB(σˆf , σˆi) can also be expanded as
TˆB(σˆf , σˆi) = T−B2
0
(σf , σi)
+
∞∑
n=1
un
∫
dσ1 · · · dσn
(
T−B2
0
(σf , σn)B1(σn)T−B2
0
(σn, σn−1)
· · ·T−B2
0
(σ2, σ1)B1(σ1)T−B2
0
(σ1, σi)
)
, (B.21)
where
B(σˆ) ≡ B0(σ) + θB1(σ), (B.22)
and
T−B2
0
(σf , σi) ≡ Pe−u2
∫ σf
σi
dτB0(τ)2 . (B.23)
Since λ(x) is diagonal, T−B2
0
(σf , σi) and B1(σ) can be written as
T−B2
0
(σf , σi) = 12 ⊗
(
Pe−u
2
∫ σf
σi
dτt(X(τ))2 0
0 Pe−u
2
∫ σf
σi
dτs(X(τ))2
)
, (B.24)
B1(σ) = σ1 ⊗
(
uψµ∂µt(X) 0
0 uψµ∂µs(X)
)
. (B.25)
The element Pe−u
2
∫ σf
σi
dτs(X(τ))2 vanishes in the limit of u → ∞ because s(x) 6= 0 for
∀x ∈ R3. Therefore, if we are interested only in this limit, we can regard T−B2
0
(σf , σi) as
T−B2
0
(σf , σi) ∼
u→∞
12 ⊗ Pe−u2
∫ σf
σi
dτt(X(τ))2 P0, (B.26)
where P0 ≡
(
1 0
0 0
)
is the projection operator to a one-dimensional subspace of the two-
dimensional Chan-Paton space and the symbol ” ∼
u→∞
” used here expresses that the both
hand sides are identical in the limit of u→∞.
Since the matrices B1 in (B.21) are sandwiched by the operators T−B2
0
, which is pro-
portional to the projection operator in the limit of u→∞, B1(σ) can be regarded as
B1(σ) ∼
u→∞
σ1 ⊗ ψµ(σ)∂µt(X(σ))P0, (B.27)
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and thus the transfer operator TˆB(σˆf , σˆi) in the expansion (B.19) can also be regarded to
be proportional to the projection operator P0. This means that the tachyon profile after
the gauge transformation is equivalent to
T (X) ∼
u→∞
u
(
t(X) 0
0 1
)
= u
(√∑3
i=1X
2
i − R 0
0 1
)
, (B.28)
in the limit of u → ∞ and the gauge connection can be regarded as the projection of
the pure gauge connection U †DU to the one-dimensional subspace of the two-dimensional
Chan-Paton space by the projection operator P0,
A(x) ∼
u→∞
P0
(−iU(x)†dU(x))P0, (B.29)
which gives a non-trivial gauge connection (2.14).
B.3 D2-brane tension
The tension is evaluated also from the BSFT action (B.1). To this end, we ignore the
gauge potential (B.29) and only consider the tachyon profile (B.28) for simplicity.
Let us first separate X i(σ) (i = 1, 2, 3) into the zero-mode xi and the nonzero-modes
Xˆ i(σ) and expand t(X(σ)) =
√∑3
i=1Xi(σ)
2 − R as
t(X(σ)) = t(x) +
3∑
i=1
∂it(x)Xˆ
i(σ) +O(Xˆ(σ)2)
= r − R +
3∑
i=1
xi
r
Xˆ i(σ) +O(Xˆ(σ)2). (B.30)
In performing the functional integral over Xˆ i(σ), the contribution from the O(Xˆ(σ)2)
terms can be regarded as perturbations whose coupling constants are of the order of
O(u−1), which vanishes in the limit of u→∞. Therefore, by repeating the computation
in [17, 18], the BSFT action can be evaluated as
S(T ) =
√
2T3
∫
d4xe−2piu
2t(x)2
(
F (4πu2(∂it(x))
2) +O(u−1)
)
= 2πT3
∫
d4x
u√
π
e−2piu
2(r−R)2(1 +O(u−1)), (B.31)
where the function F (y) ≡ 4yyΓ(y)2
2Γ(2y)
∼ √πy (y ≫ 1) comes from the linear term in the
expansion (B.30). As shown in the appendix A, the u → ∞ limit of the leading term of
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the u-expansion of the integrand is a radial delta-function,
lim
µ→∞
u√
π
e−2piu
2(r−R)2 = δ(r − R), (B.32)
with the property (A.2). Recalling the tensions of Dp-brane and D(p−1)-brane are related
as 2πTp = Tp−1, we see
S(T ) →
u→∞
T2vol(S
2
R)
∫
dt (B.33)
where vol(S2R) is the volume of the 2-sphere with the radius R. It shows that the tension
of this spherical object is that of the D2-brane.
We can repeat the same analysis for the RR sector. However, since the contributions
from the non-zero modes of the bosons XM(σ) and the fermions ΨM(σ) cancel with other,
we have only to consider the integration over the zero modes in the evaluation [17, 18].
Therefore the analysis is identical to that we have done in the section 3.1.1.
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