In this work, we propose an algorithmic approach to improve mixed-integer models that are originally formulated as convex Generalized Disjunctive Programs (GDP). The algorithm seeks to obtain an improved continuous relaxation of the MILP/MINLP reformulation of the GDP, while limiting the growth in the problem size. There are three main stages that form the basis of the algorithm. The first one is a pre-solve, consequence of the logic nature of GDP, which allows us to reduce the problem size, find good relaxation bounds and identify properties that help us determine where to apply a basic step. The second stage is the iterative application of basic steps, selecting where to apply them, and monitoring the improvement of the formulation. Finally, we use a hybrid reformulation of GDP that seeks to exploit both of the advantages attributed to the two common GDP-to-MILP/MINLP transformations, the Big-M and Hull reformulation. We illustrate the application of this algorithm with several examples. The results show the improvement in the problem formulations by generating models with improved relaxed solutions and relatively small growth in the number of continuous variables and constraints. The algorithm generally leads to reduction in the solution times.
GDP formulation
The general GDP formulation can be represented as follows:
As shown in GDP, the objective is a function of the continuous variables x. The global constraints g(x) must hold true regardless of the discrete decisions. Each of the disjunctions k ∈ K contains disjunctive terms i ∈ D k that are linked together by an OR operator (∨). For each disjunctive term in each disjunction, a Boolean variable Y ki is assigned with a corresponding set of inequalities r ki (x) ≤ 0. Only one term in each disjunction can be selected and r ki (x) are convex the problem becomes a convex GDP.
MINLP reformulation of GDP
In order to take full advantage of existing solvers [16] , GDP problems are normally reformulated as MILP/MINLP by using either the Big-M [9] (BM) or Hull Reformulation [8] 
(HR). (BM) generates a smaller MILP/MINLP, while (HR) generates a
tighter one at the expense of larger number of variables and constraints [19] [20] . The (BM) reformulation is given as follows:
In (BM) the Boolean variables Y ki are transformed to binary variables y ki with a one-to-one correspondence (i.e. Y ki = T rue is equivalent to y ki = 1, while Y ki = F alse is equivalent to y ki = 0). The transformation of logic relations (Ω(Y ) = T rue) to integer linear constraints (Hy ≥ h) can be easily obtained [27] [28] [29] . The equation i∈D k y ki = 1 guarantees that only one disjunctive term is selected per disjunction. For a selected term (y ki = 1) the corresponding constraints r ki (x) ≤ 0 are enforced. For a term not selected (y ki = 0) and a large enough M ki the corresponding constraint r ki (x) ≤ M ki becomes redundant.
The (HR) formulation is given as follows:
In (HR), the Boolean variables Y ki are also transformed into binary variables y ki , and the logic relations (Ω(Y ) = T rue)
into integer linear constraints (Hy ≥ h). Here, the continuous variables x are disaggregated into variables ν ki , i ∈ D k (x = i∈D k ν ki ) for each of the disjunctions k ∈ K. The constraints in each term i ∈ D k of a disjunction k ∈ K are represented by the perspective function y ki r ki (ν ki /y ki ). The constraint x lo y ki ≤ ν ki ≤ x up y ki enforces that if a disjunction is selected (y ki = 1), then its corresponding variables have to lie within the limits of x (x lo ≤ ν ki ≤ x up ), and they have to satisfy their corresponding constraints (r ki (ν ki ) ≤ 0). If it is not selected (y ki = 0), then its variables ν ki = 0, and their corresponding constraints are trivially satisfied (0 ≤ 0). Note that when the constraints in the disjunction are linear (A ki x ≤ a ki ), then y ki r ki (ν ki /y ki ) ≤ 0 becomes A ki ν ki ≤ a ki y ki . For the nonlinear case, to avoid singularities, the following approximation can be used for the perspective function [4] :
where is a small finite number (e.g. 10 −5 ). This approximation yields an exact value at y ki = 0 and y ki = 1, and it is convex if r ki is convex. In some cases, particularly for linear constraints, algebraic manipulation of the problem allows the elimination of some disaggregated variables, reducing the size of the problem [6] . An example of GDP reformulation can be found in Appendix 1.
It is clear that formulation (HR) involves more variables and constraints than (BM), but it provides a tighter relaxation [19] [20] .
The (HR) reformulation represents the intersection of the convex hulls of each disjunction, and it is consistent with the MINLP representations of disjunctive convex sets previously characterized [30] [5] . Figure 2 illustrates, for both reformulations, the projection over x1 and x2 of the feasible region defined by two disjunctions.
The first disjunction represents the selection of rectangle A1 or rectangle A2, and the second one the selection of circle B1 or circle B2. The dashed region defines the feasible region, and the shaded area represents the continuous relaxation of the (BM) and
(HR). It is clear that the (HR) has a tighter relaxation than the (BM).
It is important to note that even though the (HR) is the intersection of the convex hulls of the individual disjunctions, this in general does not mean that it is the convex hull of the feasible region as can be seen in Figure 2 . In order to further improve Figure 2 : Illustration of (BM) and (HR) reformulations the tightness of the (HR) we will make use of the logic operation called basic step.
Basic Steps
Basic step is a logic operation that allows the tightening in the formulation of disjunctive programming. It is important to review some of the basic definitions in disjunctive convex programming before describing this operation.
Disjunctive convex sets and equivalent forms
Disjunctive convex programming can be defined as the optimization over a disjunctive convex set. A disjunctive set can be described as the union (∪) and intersection (∩) of a collection of inequalities. Consider the following definitions [31] [32]:
Convex inequality (Half space in linear case): C = {x ∈ R n |Φ(x) ≤ 0}, where Φ(x) : R n → R 1 is a convex function.
Convex set (Polyhedron in linear case):
Any disjunctive convex set can be expressed in many logically equivalent forms. There are three forms of particular interest:
CNF and DNF are the two extremes of a disjunctive set in regular form. Note that any GDP is in regular form [32] , where the global constraints are improper disjunctions.
Hierarchy of relaxations and basic steps
A basic step is a logic operation that brings any disjunctive set in regular form closer to its DNF. Theorem 2.1, which is stated and proved in Balas [31] for the linear case, and extended by Ruiz and Grossmann [32] for the general nonlinear convex case, defines a basic step.
Theorem 2.1 Let F be a disjunctive set in regular form. Then F can be brought to DNF by |K| − 1 recursive applications of the following basic step which preserves regularity:
For some k, l ∈ K, bring S k ∩ S l to DNF by replacing it with:
Ruiz and Grossmann [32] prove that any convex GDP is equivalent to a disjunctive convex program, so it is possible to use the rich theory behind disjunctive programming (including basic steps) to convex GDP. In particular, there are two main consequences of the basic steps [31] [32]: a) The continuous relaxation of the (HR) of a disjunctive set after a basic step is at least as tight, and generally tighter, than the one of the previous formulation; b) The (HR) of the DNF is the convex hull of the disjunctive convex set.
The first results indicates that we can obtain formulations with tighter continuous relaxations through basic steps. However, the problem grows exponentially in the number of constraints with the application of basic steps. It is therefore important to consider the tradeoff of tightening the problem formulation versus growing the problem size. An important consequence of the second result is that if the objective function is linear, then the solution to the relaxed (HR) of the DNF is the same as the solution to the original GDP. Note that if the objective function is nonlinear, but it is convex in a minimization problem (or concave in a maximization problem), then it can be easily transformed into a constraint by adding a single variable in the objective (i.e. min f (x) is transformed as min α and f (x) ≤ α becomes a constraint). This final remark indicates that in the extreme case of DNF, it is possible to solve a continuous nonlinear program instead of a mixed-integer one [32] .
Proper basic steps generate exponential growth in disjunctive terms. This would lead to an exponential growth in the number of binary variable if the (BM) or (HR) reformulations were directly performed. However, Balas [31] shows that we can obtain an equivalent formulation by including additional constraints, and representing the new terms with continuous variables between 0 and 1. These constraints relate the original binary variables to the new continuous ones, as shown in the following Theorem.
Theorem 2.2 Consider MILP/MINLP representation of two disjunctions k, l ∈ K, whose disjunctive terms are represented by the 0-1 variables y ki , y lj , i ∈ D k , j ∈ D l . If a basic step is applied between disjunction k and disjunction l, the variables representing the disjunctive terms of the resulting disjunctionŷ ij ∈ {0, 1} can be equivalently represented by:
Proof. The proof follows from Theorem 4.4 of Balas work [31] . 
The illustration to the right shows that, after a basic step, the two disjunctions are intersected to form a new single disjunction
. Thus, we illustrate here not only that the basic step improves the tightness of the relaxation, but that it brings the problem to DNF. The (HR) of the DNF, as expressed earlier, describes the convex hull of the feasible region, as this can also be seen in the right figure. Finally, it is important to note that some of the resulting terms after the application of a basic step might become infeasible. In this example, since A1 and B2, and A2 and B1 do not intersect, the corresponding new terms are not feasible.
Therefore, the application of a basic step has the tradeoff of improving the tightness of the formulation but increasing the problem size. There has been some work to identify when is convenient or not to apply a basic step [31] [33] [32] . However, previous work provides mainly guidelines and case by case selection of disjunctions for basic steps, while the exponential growth of the formulation is a major issue. In this paper we propose an algorithmic approach on selecting which basic steps to apply, while combining a pre-processing and a hybrid reformulation that allow us to keep the problem formulation relatively small.
Algorithm to improve GDP formulations
In order to improve GDP formulations, we iteratively apply basic steps. In this section we first describe the algorithm, and afterwards we explain in detail each of its steps. Figure 4 provides an outline of the algorithm, where the main idea is to first perform a preanalysis for pre-solving, then repeatedly apply basic steps over one single disjunction, and finally use the (HR) in that disjunction and (BM) in all the remaining ones. 
Algorithm
For the description of the algorithm, we will define the global constraints as individual inequalities, such that g(x) ≤ 0 is represented with g e (x) ≤ 0, e ∈ E.
Step 1. Initialize z * , GDP * and z lo from pre-solve. Set iter = 1.
Goal. Use pre-solve to initialize the algorithm; improving (GDP), finding better bounds, and providing a value that will characterize each disjunction.
Step 2.
Goal. Select the first disjunction to which basic steps will be applied, and set this disjunction as the "key disjunction".
Step 3.
Goal. Select the next disjunction and apply basic step between this disjunction and the "key disjunction". Set the resulting disjunction of this basic step as "key disjunction".
Step 4 (Optional). For allî, such that:
Goal. Identify which terms in the "key disjunction" are infeasible.
Step 5. Select global equations to which apply a basic stepÊ ∈ E.
Step 6. Solve the continuous relaxation of (GDPH).
Step 7. If relaxed (GDP H) > z * , set z * = relaxation(GDP H), GDP * = GDP H. If the relaxation has not improved after a specific maximum number of iterations, or the GDPH problem size is greater than specified limit, solve GDP * . Else go back to step 3.
(GDPH) is a hybrid reformulation in which the objective function f (x) is the same as in the original formulation. The global constraints that were not selected for the application of a basic step (e ∈ E\Ê) remain unchanged. The disjunctions that were not selected to apply basic steps are reformulated using (BM) (r ki (x) ≤ M ki (1 − y ki )). The disjunctions that were intersected with basic steps now form a single disjunction, which we will denote "key disjunction", and that contains all termsî. The corresponding variable to this new terms isŷî. Note that |î| = |D k1 | * ... * |D kiter |, which indicates an exponential growth of the disjunction with the number of iterations. The "key disjunction" is reformulated using (HR). The equation x = î νî relates the continuous variables x, to the disaggregated variables in all terms νî. The constraintŷîg e (νî/ŷî) is the (HR) reformulation of the global constraints that were intersected with the "key disjunction" e ∈Ê. Note that these constraints are present in all terms of the "key disjunction" (î). Equationŷĩ relates the original binary variables y ki to the new variablesŷî, and it allows the new variablesŷî to be continuous while enforcing them to always take a {0, 1} value [32] .
Section 4 provides an illustration of each of the steps in the algorithm. The remaining of this section describes each of the steps of the algorithm with detail.
Step 1: Pre-solve
The pre-solve has three purposes: eliminate infeasible terms, find better bounds, and provide a value that will characterize each disjunction. This pre-solve can be performed due to the logic nature of GDP formulations.
The pre-solve procedure is as follows:
0. Set k = 1 and i = 1
Proof. Trivially follows from 3.2 .
It is important to note that this process requires the evaluation of k∈K |D k | LP/NLP problems. Though this preprocessing might be expensive for only eliminating terms and finding good bounds for the problem, the characteristic value of the disjunctions has a major role in the algorithm as will be described in section 3.3. Additionally, since most of the structure of the problem does not change while evaluating every term, it might be possible to solve the many LP/NLP problems in a more efficient manner. This issue is not addressed in this paper.
The resulting (GDP ) after eliminating infeasible terms is set as (GDP * ), and its continuous relaxation z * .
Illustration of pre-solve
In order to illustrate the pre-solve procedure, consider the formulation shown in (1) .
Problem (1) has an optimal solution of z = 11, in which Y 12 = T rue and Y 21 = T rue. The (BM) provides a relaxation of z BM = 3, and the (HR) a relaxation of z HR = 9.16. Following the pre-solve procedure described in 3.2, we first set Y 11 = T rue, Y 12 = F alse, Y 13 = F alse, and then perform the (HR) reformulation of the remaining of the problem. Relaxing the integrality constraints, this yields the LP shown in (2) .
Problem (2) 
With these two characteristic values, it is possible to set the new lower bound: z lo = max{charv 1 , charv 2 } = 10.6. Also, since z 11 = inf eas, the term associated with Y 11 can be eliminated from the original (GDP) formulation. Therefore, problem
(1) after the pre-solve becomes (3).
It is clear that (3) is a smaller problem than the original problem (1), and a new lower bound of z lo = 10.6 has been found.
Note that the solution to the problem is z = 11, and the (HR) of (1) provides a lower bound of z HR = 9.16, so the new lower bound z lo = 10.6 is stronger.
Step 2, 3: Selection of k *
The algorithm selects over which disjunctions to apply basic steps (k * ). As described by Balas [31] there are heuristics to estimate which basic step will generate the best improvement on a formulation. Furthermore, even if the best first basic step were selected, this does not necessarily imply that after a sequence of basic steps this first one is the best choice. Sawaya and Grossmann [33] and Ruiz and Grossmann [32] propose some heuristics as to when to apply basic steps. For the algorithm proposed in this paper, we consider three main factors for the selection of these disjunctions:
1) A consequence of basic steps described in Balas' work [31] : A basic step between two disjunctions that do not share variables in common will not improve the tightness of the formulation.
2) The number of terms in the new disjunction increases exponentially with the number of terms of the selected disjunctions
Since the algorithm applies basic steps iteratively over the same disjunction, it is desired to keep the problem size as small as possible.
3) The characteristic value of the disjunctions, obtained in the first step of the algorithm, provides a heuristic on the "tightness" associated which each disjunction. Therefore, disjunctions with higher characteristic values are preferred.
There are several heuristics that can be used for the selection of k * . In our experience, the best performance was achieved by applying many basic steps with small growth in size. Therefore, the heuristic we found to work the best was to select disjunctions with fewest terms that share variables in common with many other disjunctions (preferably also small ones). This evaluation is done as follows:
If disjunction m shares a variable in common with
2. Set n = n + 1. If n ≤ |K| go back to 1, else go to 3. Note that this algorithm gives priority to the number of basic steps that can be applied to a certain disjunction, giving more weight to the basic steps with smaller increase in number of disjunctive terms. If there is a tie with this parameter, it selects the one with highest charv k .
The method for the selection of k * in step 3 is almost the same as the one for the selection of k * in step 2. The difference is that a basic step will be applied between this disjunction k * and "key disjunction". Therefore, if a disjunction m does not share a variable in common with anyk s ∈K then W m = 0.
Step 4: Analyze and eliminate resulting disjunctive terms
As shown in Section 3.1, the basic steps will be applied iteratively over the same disjunction. This means that the number of terms of such a disjunction will grow exponentially after each basic step. Eliminating terms after each basic step helps to maintain small formulations. However, there are two things to consider: first is that this step can become computationally expensive as the algorithm iterates, and second is that eliminating terms has less impact after each iteration. There are two methods that the algorithm uses to eliminate infeasible terms.
First, the terms that result from intersecting a term that was infeasible in the previous iteration, will be infeasible.
Second, in order to eliminate resulting disjunctive terms, one LP/NLP is solved for each term in the new disjunction, similarly to the pre-solve. In the initial iterations,î is small, so the "key disjunction" has a small number of terms. Furthermore, every term that is eliminated reduces the exponential growth of the problem size in the subsequent iterations. As the algorithm iterates andî becomes larger, the number of LP/NLP evaluation increases, each LP/NLP becomes more expensive, and there will not be many more basic steps, so its impact is limited. For these reasons, step 4 is only applied to the initial iterations, but dropped as the algorithm progresses.
In addition to this, a third method that identifies infeasibility implied by the logic expressions when two of the disjunctive terms are intersected can be used. Such cases are computationally cheap, but there are not necessarily many terms that can be eliminated in this way. Tools such as constraint programming can further improve the performance of this method [34] . This third method is not addressed in this paper.
Step 5
In step 5 an improper basic step is applied between the "key disjunction" and the global constraints. Using the same concepts described in 3.3, the improper basic step is only applied with the global constraints that share at least one variable in common with anyk s ∈K.
3.6
Step 6: Hybrid reformulation of (GDP)
In 2.1.2 the MILP/MINLP reformulation of the (GDP) is described through either (BM) or (HR). The reformulation, however, needs not to be strictly one of these; some disjunctions can be reformulated through (BM) while others (HR). The advantage of doing this is that, if the correct disjunctions are selected for the different reformulations, we can obtain a tight relaxation but with a smaller problem size than (HR). Note that in the hybrid reformulation the smallest possible MILP/MINLP is the complete (BM), while the tightest continuous relaxation is achieved through the (HR). Any hybrid lies between the two formulations, both in size of problem and tightness of continuous relaxation.
For the algorithm, we apply convex hull to the "key disjunction" (i.e. we formulate it using (HR)) since the tightness improvement of the basic steps does not hold true for the (BM). The rest of the disjunctions are formulated through (BM), considering that the tightness improvement comes from the basic steps applied in disjunctionsk s ∈K. Figure 5 illustrates the idea of the hybrid reformulation. In the (BM) reformulation the problem size is small, but the continuous relaxation (represented by the shaded region) provides a solution Z BM that is far from the optimal solution Z * . The (HR) provides a tighter continuous relaxation, therefore the solution to the relaxation Z HR is closer to the optimal solution. As expected, the problem size is considerably larger than (BM). Lastly, in the hybrid reformulation the continuous relaxation is not as tight as the (HR). However, its relaxation provides the same optimal solution as the relaxation of the (HR)
This hybrid reformulation is larger than the (BM), but not as large as (HR).
Step 7: Rule for iterating
Many different rules can be applied to decide whether or not the algorithm keeps iterating. The most intuitive rules are size of the problem and value of continuous relaxation, since these are the two properties we are trying to improve. The last formulation that was considered to improve the GDP (GDP * ), is the one that is then solved as an MILP/MINLP. It is also important to note that, in order to identify if the relaxation is improving or not, we check the relaxation of (GDP H) and (GDP * ) without using the lower bound found in the pre-solve z lo . This lower bound is added in the last iteration, when (GDP * ) is solved as an MILP/MINLP
Illustration of algorithm
In this section we provide an illustration of the algorithm with a simple example. Consider the linear (GDP) in (4) that corresponds to a strip packing problem (see (10) ): Step 1. After applying the pre-solve as described in 3.2, the terms {13, 14, 23, 24, 43, 44} are found to be inf easible, so they are removed from the original (GDP) formulation. GDP * is then (4) without terms {13, 14, 23, 24, 43, 44}. Also, the characteristic values of the disjunctions k = 1, ..., 6 are, respectively: charv k = (11, 10, 8.3, 9.6, 8.3, 8.3) . A new lower bound z lo is also found, since max(charv k ) = 11, which is larger than the relaxation of the (HR) z * = 8.3. Set iter = 1.
Step 2. The selection of k * is performed by assigning a weight to each disjunction as described in 3.3. In this case W = (0.75, 0.75, 0.38, 0.75, 0.38, 0.38). Table1 shows the iterations to obtain W , following the procedure described in section 3.3. Disjunctions 1, 2 and 4 have the same weighting value, but the first disjunction has the highest charv k . Therefore, disjunction 1 is chosen as k * .k 1 = 1;K = {1};D 1 = {1, 2}.
Step 3. iter = 2. To find new k * , weighting factors W k for k = 1 are also assigned W = (1, 0.5, 1, 0.5, 0). Disjunction 2 and 4 have the same W k , but since charv 2 > charv 4 , disjunction 2 is selected as k * . Also note that W 6 = 0 since disjunction 6 and disjunction 1 do not share variables in common.
For this step, it is possible to represent the "key disjunction" as follows: 
From Theorem 2.2, the additional constraints that are added so that the new disjunctive variablesŷî can be continuous are shown in (6): 
Step 4. All the resulting terms in disjunction (5) are feasible, so IN F EAS 2 = ∅.
Step 5. Select global equations to which apply a basic stepÊ ∈ E. In the example, the first three global constraints share a variable in common with the "key disjunction". It is possible to represent the resulting disjunction after the application of the improper basic step as shown in (7).
Step 6. The hybrid reformulation of this example is performed by applying (HR) to the "key disjunction" and (BM) in the remaining disjunctions. This MILP is shown in Appendix 2 in equation (20) .
Step 7. The relaxed solution of (20) 
Since it improved, the algorithm proceeds to the next iteration.
In the next iteration, a basic step between the "key disjunction" and disjunction 4 is applied. The resulting disjunction is illustrated in (8) .
In this case, the term associated withŶ 1,2,1 andŶ 2,1,2 are infeasible, so IN F EAS 2 = {(1, 2, 1), (2, 1, 2)}.
Also, additional constraints need to be added in the MILP reformulation to avoid the increase in binary variables, as described in earlier. These constraints (after settingŷ 1,2,1 =ŷ 2,1,2 = 0;) are shown in (9). 
The continuous relaxation of the hybrid MILP reformulation of this iteration is z iter=2 = 15. Since it improved, the algorithm proceeds to another iteration.
The third iteration involves a basic step between the "key disjunction" and disjunction 5. This results in a disjunction with 32
terms, of which 8 of them are infeasible (the 8 terms that result from intersecting terms {(1, 2, 1), (2, 1, 2)} with the 4 terms of disjunction 5). This (GDP H) also has a relaxation of z iter=3 = 15. Since there is no improvement, the formulation obtained in iteration 2 is selected as GDP * and solved as MILP. Note that the continuous relaxation of this formulation provides a lower bound that has the same value as the optimal solution of the problem z iter=2 = z * = 15. However, the values for y ki are not integer, so the MILP solver requires to evaluate some nodes to find the integer solution. 
Examples
The algorithm was tested with 30 instances of five problems: strip packing, process flowsheet, farm layout, constrained layout and design of a multi-product batch plant. The first problem is a linear GDP, while all the others are convex nonlinear GDP.
This section describes the problems and provides the GDP formulation.
Strip Packing (S-Pck)
In the strip packing problem a set of rectangles and a strip with fixed width are given. The objective is to pack these rectangles, without rotation and overlap, within the strip minimizing its length. Figure 6 illustrates this problem. The linear GDP formulation is as follows [33] :
In (10) x i and y i represent the coordinates of the upper-left corner of each of the i ∈ N rectangles. The global constraints indicate that the total length lt is larger than the x i coordinate of all the rectangles plus their length L i . There is a disjunction for each pair of rectangles (i.e. if there are three rectangles there will be three disjunctions representing the pairs: (1,2), (1, 3) and (2,3)). Each term in this disjunctions represent the possible relation between two rectangles: rectangle i is either to the left, to the right, above or below rectangle j. These disjunctions ensure that there is no overlap.
Design of Nontransitive Dice (Dice)
For the design of nontransitive dice problem a number of dice are given (n ∈ N ), each with the same number of faces (f ∈ F ).
The objective is to design a set of dice that maximizes the probability of dice n beating dice n + 1, and the last dice (n = |N |)
beating the first one (n = 1). For simplicity in the cyclic representation and description of the problem, we will consider the dice |N | + 1 = 1. Each dice n must have the same probability of beating dice n + 1 [35] . More specifically, there are |F | * |F | possible outcomes between each pair of dice n and n + 1. The problem seeks to maximize the number of outcomes in which dice n beats dice n + 1 (or equivalently, minimize the number of outcomes in which dice n + 1 beats dice n). Additionally, in this problem we enforce that each face in each dice has a different integer value [36] [37]. (14, 13) ). This means that dice n = 1 has has 58.3% (21/36) probability of beating the second dice. The second one has also 58.3% probability of beating the third dice. Finally, the third dice has also 58.3% probability of beating the first one. The linear GDP formulation of this problem is shown in (11) , and it is formulated as minimization of the number of outcomes in which dice n + 1 beats dice n (instead of maximizing the number of outcomes in which dice n beats dice n + 1).
In (11), variable w lose n,f,f represents face f of dice n loosing to facef of dice n + 1. Variable x n,f represents the integer value assigned to face f of dice n (though we represent it with a continuous variable, the second disjunction enforces that x n,f is integer). Problem (11) seeks to minimize the number outcomes in which a dice n loses to dice n + 1. The first global constraint ensures that all dice n have the same number of losses to dice n + 1. The second constraint breaks symmetry by assigning the numbers of the faces of a dice in increasing order to the face number. The first disjunction defines if a face f of a dice n wins or looses against a facef of the dice n + 1. The second disjunction enforces that each face in each dice is assigned an integer number. The first two logic constraints correspond to the disjunctions of the GDP formulation. The third one enforces that each number is assigned only once. 
Design of Nontransitive Dice Hybrid GDP-MINLP (DiceH)
Problem "DiceH" is the same problem as "Dice", but using a hybrid MINLP-GDP formulation. In this hybrid reformulation, the disjunctions that assign one number to each face of each dice are formulated as (HR). After a couple of algebraic steps, the number of continuous variables and constraints can be greatly reduced. The hybrid GDP-MINLP formulation is shown in (12).
min lost
Problem (12) has two main difference with (11) . The first one is that the second disjunction of (11) is formulated as an MILP constraint, the third global constraint in (12) . The second important difference is that the logic constraint that corresponds to the second disjunction in (11) is removed. Note that in (11) 
Process Network (Process)
The process network problem "Process" is a classic optimization problem in process design. The model seeks to maximize the profit of selling a set of products taking into account the cost of raw materials and equipment. Figure 8 illustrates the superstructure for a process with potentially 8 units. The model that describes the performance of each unit is normally large and quite complex. In this example, however, the process is simplified to single input-output relations that give rise to a convex GDP [32] . The GDP problem formulation is as follows:
In (13) c i is the cost associated to each equipment i ∈ I. x j represents each of the flows j ∈ J, and p j the profit or cost associated to each one. The global constraints represent the mass balance in each of the n ∈ N nodes, where r jn is the coefficient of the mass balance for flow j. There is a disjunction for each unit i. If a unit is selected (Y i = T rue) then the corresponding mass balance has to be satisfied, and the cost of the unit c i takes the value associated to that equipment γ i . If it is not selected (Y i = F alse or, equivalently, ¬Y i = T rue), then all the flows j ∈ J i in and out that equipment become 0, and the cost c i also becomes 0. Finally Ω(Y ) = T rue represents the topology of the superstructure.
Farm Layout (F-Lay)
In the farm layout problem the objective is to determine the width and length of a number of rectangles with fixed area in order to minimize the total perimeter. Figure 9 illustrates this problem, which can be formulated as the following convex GDP[4]: 
In formulation (14) 
Constrained Layout (C-Lay)
The constrained layout problem is similar to the strip packing problem, but the rectangles in this case have to be packed inside a set of fixed circles. The objective function is to minimize the distance in x and y axis, with a cost associated to every pair of rectangles. Figure 10 illustrates the constrained layout problem. It can be formulated as the following convex GDP [4] : Figure 10 : Illustration of constrained layout problem
In formulation (15) x i and y i represent the coordinates of the centre of the rectangles i ∈ N . delx ij and dely ij represent the distance between two rectangles i, j ∈ N, i < j, and c ij is the cost associated with these. The first disjunctions, similarly to strip packing and farm layout problems, ensures that there is no overlap by expressing the possible relative position between rectangles i and j. The second set of disjunctions ensure that every rectangle i is inside one of the t ∈ T circles. For a circle t, its coordinates (xc t ,yc t ) and its radius r t are given.
Design of multi-product batch plant (Batch)
This problem seeks to minimize the investment cost in the design of a plant with multiple units in parallel and intermediate storage tanks [38] . The design involves selecting the number of parallel units, volume of the equipment, and volume and location of the intermediate storage tanks. This problem can be convexified [39] , and the formulation is as follows:
The nomenclature of this problem is shown in Appendix 3.
Results
In this section we present the computational results of applying the algorithm described in section 3 to different instances of the examples presented in 5. The algorithm uses the heuristics for selecting k * described in 3.3. There are many rules that could be set for deciding if the algorithm moves to the next iteration or not. In this study the rule that was used is as follows. If the continuous relaxation does not improve after 3 iterations, or the number of constraints is more than double than the original, or the number of disjunctive terms in D k is larger than half of the number of original disjunctive terms, then proceed to solve GDP * ; else keep iterating. Note that a formulation can in fact more than double its size, but that can occur only in the last iteration. Afterwards the algorithm proceeds to the next step.
Thirty six instances were solved. The instances were generated by defining problem size and randomly generating the parameters of the problems (e.g. in Stpck the number of rectangles was set, but width and length of the rectangles was randomly generated). The has a value of 10 −4 , and the Big M parameter was estimated using the most basic solution for the given data (e.g. in the strip packing problem the most basic solution is to pack one rectangle after the other, though is not the optimal). The only exception are Batch instances, where the "optimal" Big M was used, and which can be found in the CMU-IBM MINLP library[40]. The instances are solved using branch and bound methods, Gurobi 5.5 for the linear GDP problems and SBB for the convex GDP. Cuts and presolve were deactivated in Gurobi for all linear instances. The algorithm and models were implemented in GAMS [41] and solved in an Intel(R) Core(TM) i7 CPU 2.93 GHz and 4 GB of RAM.
We first present and discuss the general performance of the algorithm shown in Figures 11, 12 , 13 and 14. We then discuss in more detail some characteristics of the different instances presented in Tables 2 and 3 . Figure 11 shows the percentage of problems solved vs. time for the (BM), (HR) and the algorithm. The time for the algorithm includes the preprocessing, the steps for improving the formulation, and the solution to the MINLP. The figure shows that the algorithm performs in general better than the (BM) and (HR) reformulations. In the smaller instances this is not true, and one of the main reasons for this is that the algorithm is programmed with a high level language (GAMS). Thus, if the algorithm is implemented in a lower lever programming language its performance is expected to improve. Other improvements to the algorithm, such as the ones mentioned earlier in the paper (taking advantage of problem structure to reduce presolving time, using constraint programming and logic concepts to eliminate infeasible terms, and improving heuristics for iterating rule and selection of basic steps) might further improve the algorithm's performance. Figure 12 shows the number of nodes that where evaluated to find and prove optimality (within 0.1 % gap) for the three formulations. As expected the (HR) requires fewer nodes than the (BM) to achieve optimality. It is interesting to note that the algorithm needs fewer number of nodes than the (HR) in the larger instances. One of the possible reasons for this is that the algorithm provides a better continuous relaxation in all instances as shown in Figure 13 . Figure 13 shows the continuous relaxation gap of the three formulations as percentage of the optimal solution vs. the % of problems that lie in that gap. For the formulations where the optimal solution was not found, the best solution was used to calculate this percentage. This figure shows, as expected, that the (HR) in general has a relaxation that is stronger than the (BM). It also shows that the relaxation of the formulation obtained with the algorithm is stronger than (BM) and (HR). Table 2 shows the continuous relaxation, the number of constraints, and the number of variables for the different instances, comparing the (BM) and (HR) formulations of the original problem with the formulation obtained with the proposed algorithm.
It can be seen from Table 2 The algorithm produces the largest number of variables and constraints in 10 out of the 36 instances, and the size of these problems is not much larger than that of the (HR). The (HR) produces the largest formulations in the rest of the instances. The number of binary variables in (HR) and (BM) is the same as expected. However, there are fewer binary variables in some of the formulations derived from the algorithm. In these cases, the algorithm is able to eliminate some disjunctive terms during the first pre-solving step, so that the binary variables associated with these terms are removed from the formulation. Table 3 the smaller instances (C-Lay-3-2 to C-Lay-4-3). In the larger instances the algorithm performs much better than the (BM) and (HR). In Dice and DiceH the algorithm performs the best, while the (HR) performs the worst. For the F-Lay problem the (BM) performs the best, while the (HR) performs the worst. For Process (HR) is the best formulation, and the algorithm the worst, but note that the time to solve is very fast, so the presolve and rest of the algorithm takes much more time than actually solving the MINLP. For the S-Pck problems the (BM) performs the best, then the algorithm, and the (HR) the worst. Note that in C-Lay-6-2, C-Lay-6-3, C-Lay-6-4, and the larger instances of Dice and DiceH the (BM) and (HR) reformulations do not solve to optimality within two hours while the algorithm does. It is also important to note that in the examples related to process design (Process and Batch) the (HR) performs much better than the (BM), while in the packing (C-Lay, F-Lay and S-Pck) and
Dice the (BM) is much better than the (HR). 
Conclusion
In this paper, we have proposed an automated algorithm that improves the relaxation of GDP formulations compared to the common (BM) and (HR) reformulations. We have developed a pre-solve procedure that reduces problem formulations, generates stronger bounds, and provides a value that helps in the selection of disjunctions to which apply basic steps. We have presented an iterative procedure in which basic steps are applied over the same disjunction in order to improve the continuous relaxation of the problem. In this step of the algorithm, we have also proposed some heuristics on the selection of these disjunctions. We show that a hybrid reformulation can provide some of the advantages of both (BM) and (HR), and that the selection of disjunctions reformulated through (BM) or (HR) is simple and clear for the proposed algorithm. Finally, we have applied the proposed method to improve the formulation of different numerical examples of Generalized Disjunctive Programs.
These results show that the algorithm provides better formulations, in the sense that they yield strong lower bounds without an excessive increase in problem size. Furthermore, solution times for large instances are reduced by using the algorithm.
Finally, even though the algorithm shows promising results, further research in the selection of key and secondary disjunctions, as well as improvements in the presolve and infeasible term detection, is needed to achieve faster performance. Particularly, in problems with a large number of disjunctive terms the pre-solve may not be a good option. For these cases different rules for the selection of disjunctions would have to be derived.
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In ( and the reactor cost takes a value that corresponds to that selection. When R 2 is selected, F 5 becomes proportional to F 4 , the flows associated with rector 1 (F 2 , F 3 ) become 0, and C R takes a value that corresponds to the cost of reactor 2. The second disjunction represents the selection of either one of the two separation processes or no separation process (when reactor 2 is not selected). The flows after the separation process and the cost of separation unit are associated with this decision. The logic constraint forces that if and only if Y R2 is selected then either Y S1 or Y S2 has to be selected. Note that this constraint implies
The (BM) and (HR) reformulations of this example are shown in (18) and (19) respectively. Note that in (18) we are additionally relaxing some of the equality constraints as inequalities, in order to avoid additional constraints. It is easy to show that the problem with inequality relaxations is equivalent to the original problem.
max z = P 11 F 11 − P 1 F 1 − C R − C S s.t.
F 5 = F 6 + F 7 F 10 = F 8 + F 9 
y R11 + y R12 + y R13 + y R2 = 1 y S1 + y S2 + y notR2 = 1 y R2 = y S1 + y S2 0 ≤ F i ≤ F .., 11, k ∈ {R11, R12, R13, R2, S1, S2, notR2} 0 ≤ C k R,S ≤ C up * y k k ∈ {R11, R12, R13, R2, S1, S2, notR2} y k ∈ {0, 1} k ∈ {R11, R12, R13, R2, S1, S2, notR2} i ∈ I: products. j ∈ J: stages.
H: horizon time.
Q i : production rate of product i.
T ij : processing time of product i at stage j.
S ij : size factor of product i at stage j. In order to convexify the problem, the following variables are introduced:
