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Abstract—Recently, nonnegative matrix factorization (NMF) 
attracts more and more attentions for the promising of wide 
applications. A problem that still remains is that, however, the 
factors resulted from it may not necessarily be realistically 
interpretable. Some constraints are usually added to the 
standard NMF to generate such interpretive results. In this 
paper, a minimum-volume constrained NMF is proposed and an 
efficient multiplicative update algorithm is developed based on 
the natural gradient optimization. The proposed method can be 
applied to the blind source separation (BSS) problem, a hot 
topic with many potential applications, especially if the sources 
are mutually dependent. Simulation results of BSS for images 
show the superiority of the proposed method. 
I. INTRODUCTION 
OW to find informative decompositions from the 
observations arises frequently in many data analysis 
tasks. Very often, the involved data are nonnegative, for 
example, image signals, text, remote sensing data, etc. 
Recently, the amazing nonnegative matrix factorization 
(NMF) attracts more and more attentions [1], [2]. It aims at 
decomposing a nonnegative matrix into the product of a 
feature matrix and a coefficient matrix both of which are 
nonnegative. Due to its powerfulness, NMF can be exploited 
in many areas, such as signal processing, machine learning, 
etc. 
Generally speaking, NMF itself does not generate desired 
results necessarily. To get a useful solution, some 
application-dependent constraints were usually added to the 
standard NMF. In [3], the sparseness constraint was added to 
NMF to obtain a sparse coding of source. Also, the explicitly 
sparseness constraint was used to obtain a parts-based result 
in [4]. Furthermore, in order to enhance the sparseness of the 
two factors, the non-smoothness constraint was introduced in 
[5]. Ref. [6] showed some other constraints. 
On the other hand, blind source separation (BSS) is an 
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important problem in signal processing; but it is difficult for 
that both of the mixing matrix and the sources are completely 
unknown [7]. Although independent component analysis 
(ICA) based methods can solve BSS in some senses, it is still 
a challenge problem when the sources are mutually 
dependent. In this paper, a volume-constraint based NMF 
method is proposed. It keeps the advantage of NMF which 
may process the dependent sources [8]. Remarkably, due to 
the volume constraint which is applied to spectral unmixing 
successfully [9], the identifiability of the sources is enhanced. 
The rest of this paper is organized as follows. In Section II, 
the general NMF model and the new volume based model are 
introduced. Section III is devoted to the optimization of the 
new model. Simulations are presented in Section IV. Finally, 
conclusions are made in Section V. 
II. NMF WITH MINIMUM-VOLUME CONSTRAINT 
For solving NMF, Lee and Seung proposed the following 
objective function [1]: 
min : ( )
s.t. ,M r r N
D
× ×
+ +∈ ∈
V WH
W H\ \
               (1) 
where M N×+∈V \  denotes the nonnegative observation 
matrix, W and H  are nonnegative, and r M N≤  . 
( )D V WH  can be the Euclidian distance or the 
Kullback-Leibler divergence. To fix the indeterminacy of the 
scale of columns of W  (accordingly the rows ofH ), the 
length of columns of W is assumed to be unitary, i.e., 
1
1
M
ij
i
w
=
=∑ , j∀  [1], [2]. 
As NMF itself does not necessarily generate useful factors, 
some constraints are often added to the standard NMF to get 
desired results. General constrained NMF is given below [6]: 
( )min : ( ) ( )
s.t.  ,M r r N
J D J Jα α
× ×
+ +
= + +
∈ ∈
W W H HV WH W H
W H\ \
      (2) 
where , 0α α ≥W H are parameters for balancing, ,J JW H are 
application dependent functions. 
In this paper, in order to separate the dependent sources 
which may be sparse, JW  is emphasized so that 
0, 0α α> =W H . Without loss of generality, we assume that 
V  does not contain zero vectors in columns (otherwise, 
those zero vectors could be removed in advance). 
Let =V VD , =H HD , where N N×D  is a diagonal matrix 
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whose diagonal entries are 
1
1
M
tt it
i
d v
=
= ∑ , thus the perfect 
decomposition =V WH  can be rewritten as: 
=V WH                                          (3) 
By the assumption 
1
1
M
ij
i
w
=
=∑ , it holds that 
 
1 1 1 1
1
r r M M
jt jt itij
j j i i
h w h v
= = = =
= = =∑ ∑ ∑ ∑  . From this fact and 
1
r
t j jt
j
h
=
= ∑v w  (  0jth ≥ ), each observation point  tv  is a 
convex combination of jw ,  and  jth  is the associated 
coefficient. Note that all the points  tv  and the vertices jw  
lie on the hyperplane 
1
1
M
k
k
x
=
=∑ , due to 
1
1
M
kt
k
v
=
=∑   and 
1
1
M
kj
k
w
=
=∑ . 
Therefore, when r M= , any point  tv  lies in the simplex 
( )Ω W  whose vertices corresponds to columns of W . As 
the points on the boundary of ( )Ω W  correspond to sparser 
coefficient (i.e., the columns of H ) than the inner points, it is 
expected to get a W  with less volume such that the implicitly 
sources can be separated (this idea is motivated by that many 
real-world sources show the sparse characteristics). Note that 
the volume of ( )Ω W  is 1 det
( 1)!M − W . To simplify the 
involved optimization, det W  is replaced by TdetW W . 
Hence a minimum-volume constrained NMF (MVC_NMF) 
model is proposed as follows: 
i i i( )

Tmin : ( , ) det
2
s.t. 0, 0jtij
J D
w h
α= +
≥ ≥
W H V WH W W
      (4) 
where 0α >  is a balancing parameter. 
If r<M, the columns of W form an r-parallelogram in 
geometry, and the volume of the r-parallelogram can still be 
calculated by Tdet W W  (it is the so-called Gram 
determinant) [10]. Therefore, (4) is also valid for r<M. 
III. ALGORITHM 
Due to the possible advantages for applications involving 
larger databases [1], [3], the generalized Kullback-Leibler 
divergence is proposed to measure the fitting error: 
( ) ( )( )
,
logij ij ijij ij
i j
D v v y v y= − +∑V WH                (5) 
where Y= iWH . Substitute (5) to (4), then the partial 
derivatives of the function J with respect to H  and W  are: 
i( )T TJ∂ = − +∂ W V Y W 1H                        (6) 
i( )i i ( ) 1T T TJ αβ −∂ = − + +∂ V Y H 1H W W WW          (7) 
where ( )Tdetβ = W W , 1  is a M N×  matrix whose entries 
are 1. H  is updated by 
i( )( )T Tnew Jη η∂= − = − − +∂H HH H H W V Y W 1H   : :    (8) 
where : is the component-wise multiplication. Let 
( )Tη = =H H W 1 H   , we obtain 
i i iTnew
δ
⎛ ⎞= ⎜ ⎟+⎝ ⎠
VH H W
Y
:                      (9) 
where δ is a small positive constant to avoid numerical 
instabilities [2]. 
For the optimization of W, the natural gradient (NG) based 
updating is adopted (it is proved to be the steepest descend 
direction in Riemann manifold [11]): 
i( )i i( )( )
T
T T T
new Jη
η αβ
∂= − ∂
= − − + +
W
W
W W W W
W
W V Y H 1H W W W
:
:
   (10) 
where TJ∂∂ W WW  is the natural gradient [11]. Note that the 
potential inverse operation (see (7)) that may destroy the 
nonnegative updating is also avoided due to the usage of NG. 
Then by setting iT Tη αβ= +W
W
1H W W W
, we have 
i( )iT T
T T
new
αβ δ= + +
V Y H W W
W W
1H W W W
:            (11) 
Interestingly, this is a multiplicative updating rule. 
According to the analysis above, the proposed BSS 
algorithm, NG based MVC_NMF (NG_MVC_NMF), is 
summarized as follows: 
 
1) Let i =V VD , give initial values for W and iH . 
2) Update H , W  by using rules (9) and (11). 
3) Normalize the sum of each column of W  to one, and 
adjust the row norm of iH  accordingly. 
4) Stopping: if a termination criterion is satisfied, the 
algorithm stops and i 1−=H HD ; else, goes to step 2). 
IV. SIMULATIONS 
Simulation for BSS is performed to evaluate the proposed 
method, where 0.01α = , and the maximal iteration number 
is 2000. Signal-to-noise ratio (SNR) is utilized to evaluate the 
recovery accuracy of the sources (defined as: 
2
2
[ ]SNR 10log
[ ]
E s
E s s
= −  ，where s
  is an estimation of s, and 
s , s are normalized to with unit variance and with zero mean. 
[ ]E i  denotes the statistical expectation). 
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Three natural image signals are used for the sources, and 
the proposed NG_MVC_NMF is compared with the VCA 
algorithm [12], FastICA [13] and sNMF [3]. In each run, the 
mixing matrix is generated so that each component is 
uniformly distributed over [0 1]. In a typical run, the 
separation results are shown in Fig.1, from which we can 
observe that the extracted signals by NG_MVC_NMF match 
the sources better than the others. FastICA does not give 
desirable results because the sources are correlated. The 
reason that VCA fails to separate the sources possibly is that 
it is a lack of pure samples in the sources. Table I shows the 
averaged SNR values over 100 Monte Carlo runs. From the 
table, it can be concluded that NG_MVC_NMF achieves the 
highest separation accuracy. 
 
 
V. CONCLUSION 
A minimum-volume constrained NMF was proposed in 
this paper. Based on the natural gradient, an efficient 
multiplicative update algorithm NG_MVC_NMF was 
developed. It can even separate the dependent and sparse 
sources. Remarkably, the over-determined mixing matrix can 
be fully recovered, as there is no need for the rank-reduction 
in prior. Due to these advantages, it is promisingly applied for 
feature extraction, spectral unmixing in hyper-spectral image 
processing, etc. 
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TABLE I 
AVERAGED SNRS BETWEEN THREE NATURAL IMAGES AND THEIR 
ESTIMATES USING FOUR ALGORITHMS OVER 100 MONTE CARLO RUNS
Method SNR(dB) 
VCA 2.4413    4.3662    7.0462 
sNMF 6.6270  11.9845  17.8215 
FastICA 3.9706   8.9403   18.8814 
NG_MVC_NMF 38.5961  51.1625  59.7851 
 
Fig. 1.  Illustration of the mixing and separation of three natural image 
signals. (a) the sources; (b) the mixtures; and the separated sources 
obtained by (c) VCA; (d) sNMF; (e) NG_MVC_NMF; (f) FastICA. 
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