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Abstract
Interoperability of tools usually refers to a combination of methods and techniques
that address the problem of making a collection of tools to work together. In this study
we survey different notions that are used in this context: interoperability, interaction
and integration. We point out relation between these notions, and how it maps to the
interoperability problem.
We narrow the problem area to the tools development in academia. Tools developed in
such environment have a small basis for development, documentation and maintenance. We
scrutinise some of the problems and potential solutions related with tools interoperability
in such environment. Moreover, we look at two tools developed in the Formal Methods and
Tools group1, and analyse the use of different integration techniques.
1 Introduction
In this investigation we tackle the interoperability problem (see Section 2 for terminology
explanation) in academic context (see Section 1.1). It is a part of the bigger tools interoperability
project LIST [39].
The interest to a (small) tools2 interoperability originates from the specifics of academic
projects (Section 1.1) and wish to improve reuse, a better accessibility and a longer lifespan of
such tools. We believe that it is not realistic or desirable to change such working style. However,
we feel that small improvements of the design and development process can increase a short
life-span and reuse of the small tools.
Rensink [39] proposes to increase life span by integrating the small tools in a more compre-
hensive framework. Consequently, interoperability (integration, interaction) of tools acquires a
lot bigger importance. Tools should be built in such a way that its integration would not require
to much effort and resources.
Our investigation is based on several different sources: publications on the accomplished
research in the area, reports on the existing tools (or rather tool sets) and an experience inside
the Formal Methods and Tools group1.
There is a long history of the small tools development in the FMT group. It is very common
that a theory developed during PhD or other research project is validate by a prototype. We
∗Supported by funding from the CTIT for LIST (Laboratory for the Interoperability of Small Tools)
1Formal Methods and Tools group, University of Twente, http://fmt.cs.utwente.nl.
2A term small tools is used in Rensink [39] to denote the small scale of the tool development and the small
basis for their maintenance.
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look at the a new tool based on the new theory (Bhave toolset [24] and Behavioural Hybrid
Process Calculus [8])3. It is a prototype toolset developed as a part of the PhD project and two
master projects.
In this work we investigate several diverse aspects of interoperability:
• Terminology, i.e., interoperability and related notions are examined.
• Several classifications of interoperability are inspected.
• Advantages and disadvantages of different interaction categories are surveyed.
• Guideliness for better interoperability are given.
The results are presented in a mixed survey and cookbook format, because one of the main
reasons is to propose a collection of methods to improve software interoperability. Moreover, we
would like to note that the context is very important, that is, the development is done in the
academic environment, therefore the resources are limited and often the tools are prototypes
(proof-of-concept), developed by PhD or master students. Consequently, the methods for the
development of easy-to-integrate software should be realistic and avoid adding a big overhead
(if any), or try to introduce industry oriented procedures that are not suitable for academical
environment.
1.1 Tools development in an academic context
Often tools in academia are developed as a proof of a new theory, technique or method. Usually
they follow a typical life-cycle (extended version of Rensink [39]):
1. A new research project is started.
2. Research is started and yields some (preliminary) results or requires some software to to
continue investigation of data.
3. A small tool is created to validate the results on dedicated examples. Or a tool is developed
to investigate and experiment with data.
4. Research results are published, describing the techniques, the experiments and analysis
results, achieved by using the tools.
5. The project ends; the researchers (the research team) move to other topics. The tool is
not maintained and has no users.
Often items 2 and 3 are iterated. In some cases 2 build on an existing theory and 3 extends
an existing tool.
Moreover, often master or PhD students are involved in the tools development. As soon as
they leave, it turns out that documentation of the tool is incomplete, sources organisation is
unclear (maybe some parts are lost), and it is not easy (if possible at all) to access the chief
creator.
3Our initial plan was to compare it with a major long term project (TorX [2]), that is a project with a chief
developer implementing research results produced over a prolonged period of time by a constantly changing
group of researchers of diverse qualification. However, time restrictions did not allow to complete TorX analysis.
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2 Interoperability, integration and interaction
In this section we investigate a terminology mix in the interoperability related literature. Several
notions are used to refer to the diverse aspects of this or related problems: interoperability,
integration and interaction. Different sources offer more or less similar definitions of these three
notions. We compare some of them and define their use in this paper.
2.1 Interoperability
Definition 2.1 (Interoperability). Ability of a system (as a weapons system) to use the parts
or equipment of another system [54]. 
Definition 2.2 (Interoperability). Interoperability is the ability of products, systems, or busi-
ness processes to work together to accomplish a common task. The term can be defined in
a technical way or in a broad way, taking into account social, political and organisational
factors [57]. 
Definition 2.3 (Interoperability). The ability of software and hardware on multiple machines
from multiple vendors to communicate [13]. 
Definition 2.4 (Interoperability). The ability of people, procedures, and equipment to operate
together effectively and efficiently under all conditions of battle [20]. 
Definition 2.5 (Interoperability). Interoperability is the ability of two or more software compo-
nents to cooperate despite differences in language, interface, and execution platform [55]. 
Definitions 2.1– 2.5 give diverse views on interoperability, ranging from the specialised
(military in 2.1 and 2.4, software/hardware in 2.3 and 2.5) to a general (Definition 2.2). But all
these definitions emphasise two basic factors:
1. diversity of components and/or systems,
2. and operation of these systems and components together, or at least reuse of parts of each
other, despite differences amongst them.
We base our investigation on Definitions 2.3 and 2.5, because they convey the meaning of
interoperability in the sense of our research, i.e., interoperability in the context of the (small)
tools.
2.1.1 Classifications of interoperability
Despite the choice of interoperability definition (Definitions 2.3 and 2.5) we look at the general
classifications of interoperability to provide a wider context and increase understanding of the
notion.
UK Office for Library networking [48] provides an extensive classification of interoperability.
In our case only some aspects of technical and semantical interoperability are of interest.
Although, a wider research would consider aspects of human/political, inter-community and
international interoperability (e.g., the decision to make resources more widely available, a loss
of control or/and ownership).
• Technical Interoperability. Technical issues: communication, transport, storage and repre-
sentation standards.
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• Semantic Interoperability. Semantical consistency of concepts in different areas (thesauri,
ontologies).
• Political/Human Interoperability. Choices on policy makers level: the decision to make
resources more widely available, a loss of control or ownership, etc.
• Inter-community Interoperability. Information access via boundaries between institutions
and disciplines.
• International Interoperability. Each of the key issues identified, above, is magnified when
considered on an international scale, where differences in technical approach, working
practice, and organisation have been enshrined over many years.
C. T. Howie and Law [9] provide a more relevant classification of interoperability. Despite
the strong connection to certain technologies, this classification gives an interesting layering of
interoperability.
• Physical interoperability. Different media, e.g., physical media, as paper, cd, dvd and
tapes.
• Data-type interoperability. Generic data-types, e.g., representation differences (byte
ordering, floating point format).
• Specification-level interoperability. Knowledge representation at the level of abstract
data-types, e.g., table stored as an array or a list.
• Semantic interoperability is characterised as logic and rules, and described as “function”
(design intent) and predicted “behaviour” as well as “form” (structured description).
More formal view on different types and aspects of interoperability is presented in Heiler
[16], where the notion of semantical interoperability is (re)introduced. It is defined as an
information exchange between requesters and providers in (distributed) systems, ensuring
common understanding.
Vallecillo et al. [51] follows such separation of syntactic(signature) and semantic interop-
erability. However, an intermediate type of interoperability is introduced, namely, a protocol
level interoperability. It abstracts from the certain behavioural details, while emphasising
communication order.
• Signature level (syntactic level). It is based on the signature of the operations offered by a
component: the names and profiles (parameter types and return values). Two properties
are emphasised:
◦ compatibility, the ability of two objects to work properly together if connected, i.e.,
all exchanged messages and data are understood;
◦ substitutability (specification matching [63, 64]).
• Protocol interoperability [62]. (Relative) Order of communication amongst components.
• Semantic level (taken from Heiler [16]). Behavioural and full semantic interoperability.
Remark 2.6 (Protocol level). Protocol level is an intermediate interoperability type. Usually it
is a simplified version of semantic interoperability, i.e., it abstracts from data, while concentrating
on communication and control. 
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Wileden et al. [58] adopts data-types oriented view on interoperability by discerning repre-
sentation and specification level interoperability.
• Representation level interoperability (RLI). Correspondence of (simple) data-types at the
representation level. It deals with differences between diverse machines, programming
languages and simple types (float, int).
• Specification level interoperability (SLI). SLI focusses on support for common definitions
of types properties, abstract data-types support. It extends SLI to include abstract
data-types as arrays, stacks, etc.
So far we have discussed several different views of interoperability classifications:
• a very general view (e.g., UKOLN [48]);
• an abstract, implementation independent, but software related, view [58, 16, 9, 51].
Braun et al. [7] separates four interoperability (or integration, see Section 2.2) layers. It gives
a different view on the interoperability and integration, while retaining semantic and syntactic
(also referred to as technical or tool) levels (however, it this case semantic integration refers
to formal specifications of the systems, and technical (syntactic, tool) integration discusses
implementation related problems).
• Conceptual integration: meta-models of description formalisms combined with hard and
soft constraints.
• Semantic integration: common semantic models.
• Methodical integration: embedding it into the development process.
• Technical integration: APIs and tool interfaces.
Rensink [39] proposes an implementation oriented view on the software interoperability.
Three different scenarios (or categories) based on communication implementation are described.
Run-time communication. It occurs when the interoperating tools run in parallel and inter-
change information, usually bidirectionally, and possibly over more than one channel.
Passing command-line arguments is considered as a special case of run-time communication
that occurs at invocation time.
Run-time communication works on the basis of protocols for interaction.
File interchange. It is a very popular method that occurs when the output of one tool is used
by another after it was produced completely, i.e., after the first tool has finished it. Often
the tools are invoked in sequential order. Sometimes the distinction between run-time
communication and file interchange is blurred, since consumption and production of data
may interlap.
The case of tools working on the basis of a common, shared database is considered as a
special case of the above. See Section 3.1.
File interchange works on the basis of file formats.
Program-level integration. It occurs when a tool is developed as an extension of another.
The existing tools typically has a documented application level interface (API) that is
used by the new tool to accomplish its functionality. Sometimes the new tool actually
implements a pre-defined interface that the existing tool can process.
Program-level interaction works on the basis of well-documented, explicitly exposed APIs.
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In some cases difference amongst these categories can be very vague. For example, an API
can be provided for a run-time communication (OpenMaple [29] API for communication with
Maple), i.e., two types of communication are merged. Therefore, the difference can be more
visible from an intention side that from the implementation. Nevertheless, future changes and
evolution of the software can be influenced by these choices.
We have surveyed several interoperability classification attempts. Different aspects of
interoperability are considered in these classifications, and correspondingly they are relevant
while trying to answer to different questions. In our case we are interested in a practical view of
interoperability, therefore the classification by Rensink [39] seems to be most relevant. However,
we should not completely discard syntactic/semantic separation (sometimes, with a protocol
level in the middle), and the more general view by UKOLN [48]. Later on (Section 4.1.1) we
will see that most of these aspects are important in software life-cycle.
2.2 Integration
So far we have discussed interoperability notion and several classification attempts. However,
there exist more related notions that in some cases substitute the term interoperability. One of
such notions is integration.
Definition 2.7 (Integration [54]). The act or process or an instance of integrating as
• incorporation as equals into society or an organisation of individuals of different groups
(as races);
• coordination of mental processes into a normal effective personality or with the individual’s
environment.

Definition 2.8 ((Digital) integration). Digital integration is the idea that data or information
on any given electronic device can be read or manipulated by another device using a standard
format [57]. 
Definition 2.9 (Integration). Combining software or hardware components or both into an
overall system [13]. 
Definition 2.7 gives very general explanation of integration, tuned to reflect a social aspects
of human integration. While Definitions 2.8 and 2.9 provide a software/hardware oriented
definitions. We adopt Definition 2.9, because it is the most relevant to our investigation, i.e.,
an interoperability in the small tools context. Moreover, it defines an interaction as a certain
aspect of interoperability, i.e., the process that allows to achieve it.
2.3 Interaction
Interaction is yet another notion related to interoperability. We provide two general definitions
of interaction.
Definition 2.10 (Interaction). Mutual or reciprocal action or influence [54]. 
Definition 2.11 (Interaction). Interaction is a kind of action which occurs as two or more
objects have an effect upon one another. The idea of a two-way effect is essential in the concept
of interaction instead of a one-way causal effect. Combinations of many simple interactions can
lead to surprising emergent phenomena. It has different tailored meanings in various sciences.
Casual examples of interaction outside of science include:
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• communication of any sort, for example two or more people talking to each other, or
communication among groups, organisations, nations or states: trade, migration, foreign
relations, transportation; etc.
• the feedback during operation of a machines such as a computer or a tool, for example the
interaction between a driver and the position of his or her car on the road: by steering
the driver influences this position, by looking this information returns to the driver.

In our case interaction refers to a part of interoperability that deals with components
(systems) communication and joint operation.
2.4 Verdict: interoperability
All three notions are related, but can not really substitute each other. Furthermore, often the
use of these notions causes quite a lot of inconvenience, because usually only one of them is
used in the paper, therefore a researcher has to investigate the literature related to all three
keywords.
We prefer to use the notion of interoperability, as a basis notion, because it provides the
most general definition, and at the same time it’s meaning is sufficiently clear. Moreover, we
narrow it to Definitions 2.3 an 2.54.
Two other notions, namely interaction and integration, we use to describe the corresponding
ideas. We use term interaction in the sense of Definition 2.11. For integration we adopt
Definition 2.9.
We adopt the classification proposed by Rensink [39] (see Section 2.1), because it categorises
interoperability according to aspects that interest us, i.e., its manifestation in software.
3 Interoperability: categories, problems and solutions
3.1 Interoperability categories
In Section 2.1 we presented several interoperability classifications. Now we will look at the
different interoperability categories proposed by Rensink [39] and discuss advantages and disad-
vantages of different approaches.
Often borders between different approaches become vague, and the difference can be more
conceptual than practical. However, the available integration technique influences chosen
solutions, and may influence future choices.
Run-time communication. Run-time communication occurs when the interoperating tools
run in parallel and interchange information, usually bidirectionally, and possibly over more than
one channel.
Passing command-line arguments is considered as a special case of run-time communication
that occurs at invocation time.
Run-time communication works on the basis of protocols for interaction.
Advantages of run-time communication.
• Seamless integration.
• User communicates only with an umbrella software/interface.
4In Wikipedia [57] this is called software interoperability.
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• Well defined communication protocols (more reliable).
• One of the classical techniques in Unix [50] based systems.
• Easy to replace components.
Disadvantages of run-time communication.
• Higher complexity of software, i.e., all dangers and complexities of concurrent software
(deadlocks, livelocks, etc.).
• Need for well defined communication protocols (takes more time, hard to design).
• Communication over pipes my be platform dependent, e.g., portability from Unix [50] to
Windows [59] can be quite complicated.
File interchange. File interchange is a very popular method that occurs when the output of
one tool is used by another after it was produced completely, i.e., after the first tool has finished
it. Often the tools are invoked in sequential order. Sometimes the distinction between run-time
communication and file interchange is blurred, since consumption and production of data may
interlap.
The case of tools working on the basis of a common, shared database is considered as a
special case of the above.
File interchange works on the basis of file formats.
Advantages of file interchange.
• Easy to separate components.
• Possible to reuse some of existing file interchange formats.
• One of the classical techniques in Unix [50] based systems.
• Easy to replace components.
Disadvantages of file interchange.
• Every component needs a parser to read the data.
• Handling of the intermediate files.
• Longer tool chains may require complex scripts for automatisation.
Program-level integration. Program-level integration occurs when a tool is developed as an
extension of another. The existing tools typically has a documented application level interface
(API) that is used by the new tool to accomplish its functionality. Sometimes the new tool
actually implements a pre-defined interface that the existing tool can process.
Program-level interaction works on the basis of well-documented, explicitly exposed APIs.
Advantages of program-level.
• Seamless integration.
• If well documented, easier to integrate.
• Some problems from file interchange and run-time integration are solved and hidden under
API.
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Disadvantages of program-level.
• It may be expensive to maintain multi-platform and/or multi-language versions.
• Interface changes can be very painful, i.e., to adopt newer versions it may be necessary
even to change architecture (depends on the changes type and size).
• Differences in the treatment of “standard” libraries, see Henry [17, p.254] for an example
of different STL [43] treatment by different compilers.
• Hard to replace components.
• Some problems from file interchange and run-time integration are inherited and hidden
under API, but not completely solved. In such a case it can be hard to detect them.
Special case: databases. Databases combine all three categories. Usually, databases are
integrated at the program-level, i.e., via API. However, API provides a protocol to communicate
with database server, or, in some cases, direct access to database file. In the case of server, the
server itself accesses and manages database file, but direct access to the database file remains
possible (unwanted and unadvisable most of the time).
“Cultural” differences and categories. Choice and treatment of different interoperability
categories is strongly influenced by the “cultural” factors, or in other words, chosen OS platform.
Usually, Unix [50]/Linux [26] enthusiasts advocate file interchange and run-time communication
combination, while program level integration is more common in Windows [59]. Mostly, these
tastes are inherited from the choices made in the early days of the respective operating systems.
Moreover, discussions on the best choice [36] of approach quite well exemplify that there are
many different factors that influence an acceptance of one or another category.
3.2 Categories versus software quality aspects
We discuss influence of different interoperability categories to software quality aspects. We base
our choice of the software quality aspects on ISO/IEC 9126 [21], but choose only aspects which
are of interest to us, and add some additional aspect (or subaspects) as primary objects of our
investigation.
Configurability. Configurability property describes complexity of achieving a proper (optimal)
tool configuration. It can be seen as a sub-quality of usability.
Installability. Installability describes complexity of installing a tool (toolset). It is a sub-quality
of portability (or sometimes usability).
Maintainability. Maintainability refers to many different qualities of software as analysability,
changeability, stability, testability.
Portability. Portability focusses on reuse of components in the different environments. It
is orthogonal to the run-time, program level and files interchange categories, i.e., differ-
ent categories can have positive or negative impact on portability (or some aspects of
portability). We separate several different classes of portability.
• Operating systems (complete and partial portability). It defines the complexity
of porting tool from one operating system to another. In some cases it may be
easier, e.g., porting amongst Unix [50] and Linux [26], or porting software written
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in Java [19]. However, porting Windows [59] C++ software that extensively uses
Microsoft Foundation Classes (MFC) [33] to FreeBSD [14] can be very complicated
and tedious.
• Programming languages. Sometimes it is necessary to rewrite a piece of software in
another programming language. Complexity of such task can vary a lot depending
on the programming languages concerned as well as the size of the software to be
rewritten. Porting piece of code from C++ [44, 56] to Java [19] can be comparatively
easy, while porting from Lisp [27] to C++ can be a lot more involved.
• Libraries. The choice of libraries used in the tool can influence its portability later
on. See Henry [17, p.254] for an example of different STL [43] treatment by different
compilers.
• Related tools. If a tool communicates with an external tool, the portability of the
tool in question may depend on the portability of the external tool.
Significance of different portability issues depends a lot on the future plans of the tool. If
it is just a simple prototype, then the operating system portability is not so important.
However, in such a case a programming languages and external tools portability can be
of importance, if at some moment the choice is made to extend it to a more mature tool
with a wider user group.
We present Table 1 that compares the listed qualities.
Program-level integrations makes installability and configurability easiers, but it can be harder
to incorporate changes. File interchange and run-time integration provides good facilities for
components replacement and reuse, especially file interchange. But installation and configuration
process gets very complex.
It seems that preferences depend a lot on the “culture” and platform history:
• Unix systems traditionally are big computer networks with relatively good administrators
support. Software is installed and configured once, by professionals, and then used by
simple users.
• Windows systems are still more oriented to personal users, quite often it is still very
convenient to have administrator rights to be able to use certain groups of software. Often
installation is made by non-professionals.
Control over the code/design Control over the code/design more focusses on the issues of
control over design and implementation changes in the related software.
This issue becomes very important, when the choice to use external components or develop
them internally, should be made. Both choices have some advantages and disadvantages.
Internal. All software is designed and developed locally.
• Advantages
◦ Easy to keep control of diverse changes: protocols, formats, interfaces.
◦ Easy to influence improvements.
• Disadvantages
◦ Expensive and time consuming.
◦ May require a professional knowledge that is not available.
◦ Low maturity level.
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Aspect versus
category
Run-time
communication
File interchange Program level
integration
Configurability Complex, if a big
number of software
packages should be
configured.
Complex, if a big
number of software
packages should be
configured.
Relatively simple,
because a uniform
front-end for
configuration can be
easily provided.
Installability Complex, if
communication with a
big number of diverse
software packages
should be established.
Complex, if an
exchange with a big
number of diverse
software packages
should be established.
Simple, because
usually all required
software can be
distributed as a
bundle.
Maintainability It is very easy to
introduce some
mistakes, if a new
protocol description
uses different
assumptions than the
old one (see Ariadne
case)
Standard file formats
are very stable.
Change of the format,
especially well
established one, can
be very slow, because
many diverse tools
can use old version.
An intermediate
translator can be used
to soften the
transformation.
Changes of API can
have very heavy
consequences, if
architecture of the
software is built
arround it, and
changes are
substantial. One of
the common ways to
dampen the changes
is legacy support and
gradual obsoletion of
old interfaces.
Portability: OS In different operating
systems different
facilities can be
available, therefore it
can be complicated
Simple (problems, as
different
representation of
EOL, are well known).
Moreover, in
databases cases it can
be almost trivial (if
SQL is used)
It may be quite hard
to define general API
that is not influenced
to much by OS
differences
Portability:
Programming
languages
In different languages
different facilities can
be available, therefore
it can be complicated
indirect It may be necessary
to develop a new API
Table 1: Categories comparison
External. Parts or all software is designed and developed by external developers, e.g., a lot of
external libraries and tools are reused.
• Advantages
◦ Often can be cheaper, especially in the case of open source or free software.
◦ Often design and implementation are more professional and mature.
• Disadvantages
◦ Hard or impossible to predict changes in protocols, formats, interfaces.
◦ Hard or impossible to influence future developments.
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3.3 Systematic approach to interoperability
Several theoretical and practical approaches to interoperability are available.
Tool integration environments. Tool integration environments provide architectural and
code-base for integration of diverse tools.
Toolsets. Toolsets are collections of different tools that interact using different means as file in-
terchange (especially tool-chains), run-time communication and program-level integration.
Often ad-hoc solutions are used to integrate the tools, they are added on-demand.
3.3.1 Tool integration environments
Several attempts were taken to develop a tool integration environment. We list some of them.
• The Discrete Time ToolBus [3] is a generic architecture for coordination of large
heterogeneous distributed systems. It uses messages and notes for interprocess communi-
cation, where processes indirectly5 represent tools hidden under adaptors.
• PCTE (Portable Common Tool Environment) [28] is a framework for software engi-
neering environment. It started as an effort to produce a public tool interface specification,
that would make sharing of results of different projects (especially ESPRIT) easier. It
includes object management, processes and concurrency control, and other facilities. Pact
environment [46] is built on top of the PCTE.
• jETI [30] is an online platform for the distributed use and experimentation with tool over
the Internet. It is a successor of the ETI (Electronic Tool Integration platform) [41] that
succeeded MetaFrame [42].
• The FMI toolkit [34] is an environment for integrating formal methods tools. It is
proposed as a solution for researcher and tool isolation, user interface inadequacies,
industry resistance and investment problems. A vision, how to provide adequate engineer-
tool, interoperability (interworking in the paper) and tool-project environment interfaces,
is presented. It boils down to a toolkit consisting of the encapsulation and and active
document toolkits. The encapsulation toolkit provides the means for interoperability,
while the active document toolkit supplies functionality for building a GUI.
• AutoFocus [7] is a formal methods tool with different levels of integrations. It provides
a framework for a multi-level integration of software using formal techniques.
Advantages of tool integration environments.
• Systematic, well defined approach.
• Uniform interface(s).
Disadvantages of tool integration environments.
• Software adaption to an environment can be relatively expensive.
• Professional software developers or an extensive knowledge and practice of software devel-
opment may be necessary.
5A tool can be controlled by more than one process as well as clusters of tools can be controlled by a single
process
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• Usually, such systems easily grow very big and unwieldy, and make support (error patches)
expensive.
• Often such systems (implementations) contain a big code-base and are built following at
the time popular software development methodologies and technologies. Newer tools can
use newer approaches that include new developments which were not considered in the
older methodologies and techniques. Consequently, adapting tools and/or an integration
environment to each other can be tedious and complicated.
3.3.2 Toolsets
Toolsets are quite common technique for the development of tools in the scientific environment.
They provide facilities to reuse existing tools, and often use ad-hoc techniques to integrate them.
For example, some scripts can be used to connect several components just for a particular use
(uses), without providing safeguards for an unintended use of such chain.
µCRL. The µCRL toolset [60] is a collection of tools for analysis of specifications in µCRL.
E.g., mcrl tool can check µCRL specification well formedness, msmim allows an interactive
simulation, instantiator generates a finite transition system from a linearised µCRL
specification, etc.
CADP. The Cæsar/Alde´baran Development Package [15] is a toolbox for protocol engi-
neering that offers a wide range of services as simulation and verification. The pack-
age contains several tools, e.g., the Alde´baran tool for computing bisimulations, the
Cæsar,Cæsar.adt compilers, the XTL model-checker and others.
Two Towers. Two Towers [4] is a software tool for the functional verification, security analysis,
and performance evaluation of computer, communication and software systems modelled in
the architectural description language Æmilia, based on the stochastic process algebra EM-
PAgr (Extended Markovian Process Algebra with generative-reactive synchronisations) [5].
It consists of the Æmilia compiler, the equivalence verifier, model checker, security analyser
and performance evaluator. A simple Tcl/Tk [45] based GUI is provided that allows the
user to invoke the analysis routines.
TorX tool is a prototype testing tool for conformance testing of reactive software. TorXviz is
a collection of visualisation components for TorX that can be reused in other software too.
See Belinfante [2] for details.
Advantages of toolsets.
• Components to perform certain tasks can be developed. Such an approach is very useful in
an academic context, because usually a researcher is only interested in solving a particular
problem and validating it on a small prototype.
• Components can be relatively easy reused in different toolsets.
• Externally developed components can be used for certain tasks.
Disadvantages of toolsets.
• Installation and configuration of many components can be complicated. It may be non-
trivial to provide an installer, and to complex for a simple user to do it herself.
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Group Take over the
World
Small community Proof of concept
Life-span long medium/long short (project
duration)
User base medium/big small–big small (developer)
Size any any small (may be a part
of bigger tool)
Effort medium/big medium/big small/medium
Maturity medium/high medium/high low
Support medium/high low/medium/high no/low
Interoperability
req.
high high low/medium
Table 2: Properties of goal groups
• If a user interface (GUI, set of scripts, command line user interface) is not provided, it may
be a non-trivial task to build proper tool-chains. Moreover, it may require an extensive
knowledge of scripting languages or command line syntax (CLI).
Lessons. Several lessons can be extracted from the toolsets’ overview.
• Works in practice (with certain disadvantages).
• Usually, such toolsets work well on UNIX [50] and Linux [26] like systems, where it is
common to deal with a big collection of small tools and CLI ideology is well supported.
When it comes to MS Windows [59], quite a few problems may arise, because it focusses
on GUI, and CLI or scripting languages are not so standard and well supported.
• File interchange and run-time communication are used more often, while APIs are not so
common.
• Installation process usually is quite complex, but on UNIX [50] the problem is solved by
transferring it to an administrator.
3.4 Goals classification
We add a tools classification with respect to tool builder(s) goals, because different future plans
may require different approaches to the tool building process as well, as different design choices,
requirements, etc.
We define three different groups of tools, and later on add one group that is slightly orthogonal
to these goal groups.
Take over the World. Industrial strength tools.
Small community. Tools intended to be used by a small, closed community member, e.g.,
group members only.
Proof-of-concept (prototype). Tools intended to show that certain theoretical results work
in practice, are implementable, etc.
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We provide a comparison of these groups in Table 2. According to the goals group different
requirements can be applied for different tools. We will discuss some differences between
requirements in Section 5.
Legacy tools is an orthogonal group of tools: tools that were developed some time ago, and
now are maintained (supported) by the group to the certain extent. They may have properties of
other tool classes, but the main difference is that nobody is really working on them or supporting
them any more.
4 FMT tools: problems, choices and solutions
4.1 Interoperability in FMT tools
In this section we look over several tools (mainly Bhave toolset and TorX), with an emphasis
on interoperability.
4.1.1 Bhave toolset
Bhave toolset is a collection of tools for Behavioural Hybrid Process Calculus [8]. BHPC is
a process calculus for modelling and analysis of hybrid systems. It combines the behavioural
approach for dynamical systems [37] and classical process algebraic techniques [18, 31, 6, 1]. It
consists of several tools.
• BHPCC [53] is a parser of BHPC specifications provided in BHPC ASCII version. It
reads file containing BHPC specification, parses it, in case of mistakes informs user, and if
the specification is syntactically correct, writes it down in the BHPC internal format [53].
• Bhave prototype is a prototype of Behavioural Hybrid Process Calculus simulation tool.
It was developed to test BHPC simulation techniques [22]. It is not intended for critical
case studies, but to be used for further language and algorithms developments. It supports
a restricted set of BHPC operators. Moreover, it should be used with BHPCC. The tool
does not provide any visualisation facilities, however tools like Microsoft Excel can be
employed to generate various plots form the simulation results.
• BHPC2Mod [53] takes BHPC specification (only for a subset of language) in the internal
format, and translates it to the ModelicaTM [32] specification that can be simulated using
Dymola tool [12].
• Discrete Bhave [40] is a tool for discrete simulation of BHPC. It accepts BHPC
specification in the internal format [53], abstracts from continuous behaviour, and allows
to simulate it in an interactive fashion.
Interoperability Bhave toolset interoperability is depicted in Figure 1. We use an adapted
version of UML [49] component and deployment diagrams combination. We use several stereo-
types (denoted to define different types of interfaces and components
API stereotype defines program-level interoperability.
run-time stereotype defines run-time interoperability.
file stereotype defines file interchange interoperability.
tool stereotype defines tool component.
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Figure 1: Bhave toolset interoperability scheme
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The following program level integration manifestations in Bhave toolset can be separated.
• Three different XML parsers are used
◦ Xerces-C++ [61] Xerces-C++ is a validating XML parser. It is used to handle
internal BHPC representation [53].
◦ Qt V4.1 (Open Source Edition) [38] XML parser.
◦ TinyXML parser [47].
• Qt V4.1 (Open Source Edition) [38] libraries are used in BHPCC and BHPC2Mod.
• ANTLR [35] parser generator is used to generate BHPC ASCII parser.
• C++ STL (The Standard Template Library) [43] is a C++ library of container classes,
algorithms, and iterators; it provides many of the basic algorithms and data structures of
computer science. It is used to represent diverse data structures.
• OpenMaple [29] API provides access to Maple algorithms and structures. It is used to
solve differential equations and inequalities in Bhave prototype used.
File interchange based integration occurs in the following cases:
• BHPCC produces an BHPC specification in the internal format [53] that can be read by
Bhave prototype, Discrete Bhave and BHPC2Mod.
• Bhave prototype simulation results are written to a file (or screen) in a comma-separated
format [10]. See Krilavicˇius [23] for details. Later it can be used by some visualisation
tool, e.g., MS Excel6.
• Discrete Bhave produces a simulation log in text file [40].
• BHPC2Mod output is a specification translated to ModelicaTM. See van Putten [53] for
more information.
Problems Certain problems were encountered in Bhave toolset development.
• Problem. Interchange format was not completely fixed and worked out, consequently the
following problems occured:
◦ Different tools use slightly different versions, and consequently components can not
interact automatically, i.e., some details in the translated files should be changed by
hand.
◦ Some tools use only subsets of the full interchange format, and their reaction to the
complete version is not always defined.
Solution. In the Bhave toolset case solution would have been to define and fix it early
in the development phase and to reuse constants (defines) files (because all current
components are developed in C++). Right now it is not completely consistent, and
consequently some things in the generated internal format files should be changed by hand.
We expect that most of these discrepancies will be removed (because currently BHPCC
and Discrete Bhave are still under construction, as master projects).
6See http://office.microsoft.com/en-us/FX010858001033.aspx for more information.
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• Problem. Complications rising from the work with students:
◦ Students usually have a low or medium expertise in formal methods, and can easily
make wrong design decisions based on the small misunderstandings that may take a
considerable effort to correct later on. In Bhave there were some problems related
with naming, and some counter-intuitive choices in the interchange format.
◦ Lack of time (both students and master projects leaders), because the development
of a toolset usually is not the top priority.
Solution. Would be useful to learn a bit more how to work with students (especially in
the case of different cultures). Potential ways to learn it: (informal) discussions with more
experienced collegues, feedback from (former) master students, courses, a cookbook.
• Problem. Design mistakes can be very expensive. It is related with inexperience in
developing software, or at least a particular type of software.
Solution. Better application of common software development practices, etc.
• Problem. Communication with collaborators. It was not easy to establish common
repository to communicate with students/students software.
Solution. Some standard framework for such projects could be useful, e.g., some collabo-
ration environment as described in Krilavicˇius and Rensink [25].
Tips Bhave toolset “successes”:
• Doxygen [52] was used to generate documentation, and it worked quite well.
• Comments in the source code is almost a classical requirement for software, and it proved
its usefulness in the development of Bhave prototype.
• Use of the concurrent versioning system (CVS)[11] was very useful in development of
Bhave prototype.
5 Feasible solutions
Depends a lot on the intended use of software. However, it seems that building toolsets is one of
the the easiest and more general techniques to separate software into small and interchangeable
blocks. A file interchange can be used for a communication between separate tools. Such an
approach has the following advantages that are important in an academic environment:
• A component to perform a certain task can be developed. Such an approach is very useful
in academia, because it is very common that a researcher is only interested in validating
an algorithm or a technique, not developing a whole system. In such a way an existing
system can be extended with new results without too much effort.
• External components for visualisation or other tasks can be used.
• Different components can be replaced without changing or recompiling the whole toolset.
Unfortunately, this approach has some drawbacks.
• Interchange formats should be defined early in the development stage. Moreover, it may
be hard to introduce changes into these formats.
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• If GUI is not provided, use of such system may require more knowledge about command
line from a user.
• Installation of many small components requires a lot of book-keeping and configuration.
For certain developments that are intended to be used as libraries, program level integration
may be more beneficial. Main advantages of this approach are
• Well defined, stable interfaces.
• Easy integration into bigger software (for the supported programming languages and
operating systems).
6 Conclusions
In this work we have carried out a short study of software tools interoperability. We have
surveyed the use of several different notions, namely interoperability, interaction and integration,
and their inter-relations. We have chosen interoperability as the most general notion, however
in some specific cases integration or interaction are more precise.
Moreover, we have investigated several classifications of interoperability, and have chosen one
of them [39] as the most relevant for this work. We have investigated and compared different
interoperability categories, and it has lead us to the conclusion that each category has certain ad-
vantages and disadvantages that can be useful in the different contexts. Moreover, certain choices
can be driven by the “culture”, i.e., preferred operating systems. E.g., Unix [50]/Linux [26]
enthusiasts usually advocate a combination of file interchange and run-time communication,
while program level integration is more common in Windows [59].
We have discussed interoperability categories influence to some software quality aspects. We
have found out that different interoperability categories can influence software configurability,
installability and maintainability. E.g., it is easier to install and configure software that uses
program level integration, because most of the components are part of the installation package,
while file interchange and run-time communication based software may require to install some
external packages and libraries. Some of such choices shift responsibility among people who
develop, install, maintain and use software. Therefore, again the choices should be based on the
intended user base, etc.
Furthermore, we have discussed interoperability categories impact on the software portability.
Again, different categories can make software more or less portable.
Moreover, we categorisied tools according to their intended use, and discussed some require-
ments that are important for the different categories of tools, e.g., the “take over the world”
tools have a long life-span and have high support, maturity, interoperability requirements, while
prototypes are just expected to work with some examples.
Of course, interoperability and tools integration problems are not new, and several different
solutions were taken to tackle them. We have surveyed several systematic approaches to
this problem, i.e., tool integration environments and toolsets. They represent quite different
approaches to the interoperability. Tool integrations environments try to provide a unified well
defined and specified environment for the integration of wide variety of tools. Toolsets are
developed in more ad-hoc manner, i.e., most of things are done on demand. Consequently well
developed tool integration environments can be more stable and reliable, but its development
and support are very costly. Moreover, integration of certain tools can be quite complicated. In
contrast, for toolsets only necessary components are developed or connected. Therefore, they
may easily get very complex, with plenty of not-so-well defined communication, etc.. However,
tools in academia usually are developed at a prototype level with minimal resources, therefore
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toolsets tend to be more practical choice in the long-run. However, complexity of the toolsets
sometimes drives back unexperienced users.
We applied our investigation to one case study, a prototype Bhave toolset [24]. We provide
some success and failure analysis, and give some tips, how to improve development of such
systems. Moreover, we propose some general solutions for the tools development in academia.
In this work we just make the first steps to tackle a (small) tools interoperability problem.
It can be continued in several interesting directions:
• More existing tools should be investigated, the choices of interoperability categories
analysed, and the advantages and disadvantages explored. Such analysis would give more
information for perspective tools designers and developers.
• Results of this and others works analysing tools interoperability should be applied in a
new project (probably, involving master and/or bachelor students), and the project should
be used as a case study for interoperability application.
We believe that research of interoperability, and especially practical part of it, is going to
gain more momentum and interest, because there are more and more interesting and useful
tools around, and it is getting more common to finalise a theoretical research with a prototype.
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