Due to their ever-growing success in the development of distributed applications, today's multithreaded environments have to be highly portable and efficient on a large variety of hardware. Most of these environments have an implementation built on top of standard communication interfaces such as PVM or MPI, which are widely available on existing architectures. Obviously, this approach ensures a high level of portability. However, we show in this paper that these communication interfaces do not meet the needs of RPC-based multithreaded environments as far as efficiency is concerned. We propose a new portable and efficient communication interface, called MADELEINE, that is especially designed for such multithreaded environments. We report on several implementations of MADELEINE on top of various network protocols that demonstrate the efficiency of our approach.
Introduction
Distributed multithreading is currently a very popular technique to support the execution of parallel applications on MIMD machines [6, 17, 1] . This is mainly due to the emergence of distributed multithreaded environments [9, 11, 16] and to their availability on a wide range of architectures. For portability reasons, multithreaded environments are often implemented on top of highlevel standard communication interfaces such as PVM or MPI. A large subset of these environments are RPCbased environments because the provided functionalities rely implicitly or explicitly on a mechanism able to invoque remote services as in Nexus [9] or in PM2 [16] .
In this article, we show that existing communication
What Communication Interface do RPCbased Multithreaded Environments Need?
A multithreaded environment is called "RPC-based" if most communications take place by means of remote invocations of services (also called Remote Procedure Calls). In this scheme, a client (usually a thread) sends a request to a server (usually a process) which executes a specified function (a service) to serve the re-quest. Many kinds of remote operations actually conform to this communication scheme and we observe that most existing multithreaded environments provide RPCbased mechanisms [9, 11, 3, 4] . For instance, remoteread and remote-write functionalities that are provided by some distributed environments [8] are RPC operations. Thread migration [16] is another example.
Zero-copy data transmissions
On a high speed network providing very low transmission latency (e.g. Myrinet [2] ), any extra message copy introduced at some software level has a tremendous impact on performance [13] . Therefore, it is crucial that the underlying communication layer be able to ensure the delivery of messages with no intermediate extra copy of data. Many existing communication libraries actually provide such a functionality [20, 14, 18, 19] .
However, the problem of realizing an RPC operation without any extra copy of data is more complex than realizing a zero-copy message transmission. Actually, when a RPC request is sent to a server, the server does not know the location where the data should be placed until it extracts preliminary information from the message. Typically, an RPC operation takes place in the following steps on the server side. First, the request type is identified and some information is extracted from the network. Then, actions are taken (for instance dynamic memory allocations) to prepare for the receipt of the data. Finally, the data are extracted from the network and stored directly at the right location in memory.
As a result, implementing this scheme while avoiding extra copies of messages will require the client to send two messages 1 : the first one to carry the "header" of the request and the second one to carry the regular data (the "body"). However, this approach does not yield good results if the underlying communication software is still buffering data on the receiving side. In this case, a single message would probably have been sufficient to carry all the information (header + body), since it could have been extracted in several steps.
Communication scheduling
Multithreaded applications are often very sensitive to the policy used to schedule communication operations, especially if the network is accessed in user-level space [18, 19] . In this case, the application is neither signaled by the system nor by the hardware when a network event (such as the receipt of a packet) occurs. Instead, the application has to explicitly poll the network for incoming 1 With a classical message passing interface. events. As there is a tradeoff between the application responsiveness and the overhead of useless polling actions [9] , a multithreaded environment should be able to tune its polling frequency.
Furthermore, a thread waiting for the completion of a network operation (by polling for the appropriate event) should block and yield the processor to another thread to overlap communication with computation. This is only possible at the multithreaded environment level, since communication layers are usually not thread aware. A communication interface for multithreaded environments should therefore provide explicit polling operations.
Portability
Roughly speaking, the implementation of a distributed multithreaded environment essentially realizes the complex integration of a thread package and communication software. To be portable on a wide range of architectures, these two components must themselves be portable. As far as threads are concerned, the problem is not so critical since almost all thread packages provide approximately the same functionalities. This makes it easy to build a common interface (actually similar to the POSIX-thread interface [12] ) which can be adapted to the targeted thread package in a straightforward manner.
In contrast, the situation is much more complex as far as communication is concerned. Due to the variety of today's networking technologies (Ethernet, ATM, Myrinet, SCI), efficient communication libraries often provide low-level interfaces focusing on a particular network technology. As a result, their implementations are highly optimized for the underlying network hardware (BIP, SBP, FM). However, building complex applications (such as multithreaded environments) directly on top of such an interface would lead to rewriting large parts of them when porting to other network hardware. This is the reason why many people got involved in the design of portable communication interfaces (PVM [10] , MPI [15] ) that hide the network dependent features by providing a high level of abstraction for the network.
What Do Existing Communication Interfaces provide?
Many communication libraries have been recently designed to provide portable interfaces and/or efficient implementations to build distributed applications. They essentially fall into two classes. High-level communication libraries hide all underlying network features and provide advanced facilities for the exchange of data between computers. Low-level communication libraries aim at getting the maximum performance out of the underlying hardware.
High-level Interfaces
PVM (Parallel Virtual Machine) is certainly one of the most popular "de facto standard" high-level communication libraries of the last decade. Some multithreaded environments were implemented on top of PVM (PM2 [16] , DTS [4] and TPVM [8] ), but their performance on high-speed networks was often poor 2 because of the numerous extra copies of messages made by the library.
MPI (Message Passing Interface), which is the standard communication interface proposed by the MPI Forum, is not subject to several PVM limitations. Its implementations usually ensure the transmitting of messages without extra copies. However, this implies that the receiver knows (in advance) the type and size of the data it will get. This is clearly not the case in RPC-based environments, as we discussed in Section 2.1. Chant [11] and Athapascan [3] , two multithreaded environments built on top of MPI, suffer from this drawback.
Low-level Interfaces
Because high-level interfaces are not always able to meet the needs of time-critical applications, several research teams have designed low-level communication interfaces that can deliver much of the underlying hardware's performance. These libraries provide different interfaces and various levels of quality of service. For instance, the BIP (Basic Interface for Parallelism [18] ) interface to Myrinet allows arbitrarily long messages to be sent but does not provide reliability or flow-control. SBP (Streamlined Buffer Protocol [19] ), which is a highly optimized communication layer for Fast-Ethernet networks, provide reliability and flow-control but force the upper layers to deal with preallocated fixed-sized buffers for messages.
The FM (Illinois Fast Messages) communication interface [14] could be considered as a "medium-level" communication layer. Its interface provides a simple mechanism to send data to a process that is notified upon arrival by the activation of a handler. The FM 2:0 interface provides the concept of "streaming messages" which allows the sending and the receiving of data in several (not necessarily equal) pieces. However, this streaming functionality is too general and its efficiency can not be as efficient as our MADELEINE interface in several situations, as we will discuss in the next section. In addition, the FM interface is only thread-safe, not 2 Except for vendor versions such as PVMe on the Cray T3D.
thread-aware. Thus, it can not be used "as is" for the building of multithreaded environments.
The MADELEINE Interface
To meet the needs discussed in the previous sections, we propose a new communication interfacecalled MADELEINE -especially designed for RPCbased multithreaded environments. MADELEINE provides reliable and in-order delivery of data, and flow control. The main characteristic of this interface is that it is based on dynamic cooperation with the upper software layers (i.e. the multithreaded environment) to avoid extra copies of transmitted data. At the lowest level, this cooperation is realized using up-calls on the receiving side to allow upper layers to interactively participate in data extraction. At the highest level (i.e. above MADELEINE), this cooperation is elegantly accomplished through the use of simple buffer management primitives.
The structure of MADELEINE is composed of two layers: a low-level portability interface and a high-level generic programming interface, as shown in Figure 1 . 
Programming Interface

Portability Interface
The Portability Layer
The Portability Layer of MADELEINE is intended to provide a common interface to the various communication subsystems on which it may be ported. The design of this interface is very critical because it has to be independent of any particular protocol while staying efficiently portable on top of any of them.
The execution model chosen is inspired by the Active Messages model [20] , with some extensions that probably make it closer to Fast Messages [14] . Thus, our model is essentially a message-passing protocol where exchanges are done between traditional processes at this level. Note however that the portability interface is thread-aware and allows multiple threads to use communication facilities simultaneously.
Messages consist of a set of one or more vectors. Each vector is a contiguous area of memory and is defined by a pair (address, size) where the size is expressed in bytes. The first vector of a message has particular semantics with respect to the receive operation: this vector contains the data that must be extracted prior to the rest of the message (i.e. the "header"). Once extracted, these data are immediately made available to the upper layers so that some application-level actions may be executed before the rest of the message (i.e. the "body") is extracted in a single operation. The Figure 2 sketches a situation where process A is sending a message to process B. First, the message header (i.e. the first vector) is sent to process B. On its receipt, a handler is executed with the header as a parameter. This handler can inspect the header and take appropriate actions to prepare for full message extraction. Typically, the handler may compute the locations where data should be placed (step 3 in Figure 2 ). Process A is allowed to send the vectors of remaining data (ı.e. the body) when the handler has completed. Consequently, these data are directly stored at the right memory locations on their receipt. Unlike what happens with FM [14] , which allows the delivery of data segments in an arbitrary number of steps, the whole message body is delivered in a single logical operation. Thus, an implementation of MADELEINE can avoid applying flow control to each body vector, especially for zero-copy transmissions.
We emphasize that this scenario is a conceptual description of the protocol. In fact, specific implementations may not strictly follow this communication scheme. We discuss more precisely the implementation issues in Section 5.
The Portability Interface
The portability interface we propose is composed of only 8 function prototypes (Table 1) Only the last 6 ones really deal with communications. 
Message sending
As MADELEINE is intended to be used in a multithreaded context, operations that would ordinarily block the calling process (e.g. the sending of a message) should only block the calling thread. However, MADELEINE has no knowledge about the thread package which is actually used in the upper layers. Furthermore, the control over thread scheduling be done by these upper layers to better meet the application needs.
Therefore, a sending operation is done in two steps. A call to the send_post primitive initiates the sending of a message and returns without blocking. The destination process and the message (an array of Unix standard iovec structures) are given as parameters. Then, further calls to send_poll have to be made until the primitive returns TRUE, which means that message transmission has completed on the sending side.
Message receiving
During the receipt of a message, the first step is to receive the message header, which is done by a call to recv_header_post(handler) followed by one or more calls to recv_header_poll(). As soon as the header is completely received, the call-back function "handler" gets executed. Thus, the execution flow returns temporarily back to the upper layers.
The idea is that the handler has to inspect the header, to prepare for the receipt of the message body and to actually extract the data from the network. The second step typically leads to building an appropriate array of vectors. The last step is realized by making a call to recv_body_post (followed by subsequent calls to recv_body_poll) with the array as a parameter.
The Programming Interface
Although the portability layer offers a networkindependent communication interface, it is still too rudimentary to be accessed "as is" by the upper layers, i.e. by a multithreaded environment. In particular, the management of the arrays of vectors that are needed by several primitives is a low-level job that should be kept inside MADELEINE.
The goal of the Programming Interface is to provide a set of convenient primitives for the management of messages. Basically, this interface provides packing and unpacking primitives that allow the upper layer to specify how data should be inserted in/extracted from messages. Of course, this interface must clearly provide a way to distinguish between header data and regular data, because the associated semantics are completely different.
In addition, these facilities have to be available at multiple levels of the upper software, to allow the use of piggybacking techniques without losing efficiency. The following example illustrates this need. Consider a remote procedure call which takes an unbounded array as a parameter. When the request reaches the destination node, the header is examined both by the multithreaded runtime (to allocate the appropriate thread stack and then to spawn the server thread) and by the user application (to allocate the memory where the array should be stored). This shows that several software layers may participate in the packing/unpacking of message data.
The MADELEINE programming interface is essentially composed of a set of packing and unpacking primitives. A packing primitive simply appends some data to a message under construction. An unpacking primitive does the dual operation by extracting some data from a given message. The prototypes of these functions are very similar to the buffer management primitives provided by the PVM interface (e.g. pvm_pkint, etc.). For instance, the function used to append one or more integers to the current message has the following prototype: void pack int(int mode, int *elts, int nb).
The mode parameter plays an important role in the MADELEINE interface, because it determines the semantics of the operation. It can be assigned three different values. A packing operation may behave differently according to this mode. The IN_HEADER mode forces MADELEINE to put the data into the "header" of the message, so that they are guaranteed to be available as soon as the message reaches the destination node.
The IN_PLACE specifies that MADELEINE should do its best to transmit the corresponding data without using extra-copies. Furthermore, the data will be actually read from memory when the send operation is executed. This means that any modification of these data between their packing and their sending will actually update the message contents. Finally, the BY_COPY mode should be used to allow further modifications to the data without impacting on the message contents. It is provided for convenience only, since it is always possible for an application to deal with the appropriate data copies and to use the IN_PLACE mode.
On the receiving side, unpacking operations should specify the same mode as the corresponding packing one. As discussed above, IN_HEADER ensures that data is immediately readable after the unpacking. On the contrary, the user should consider that data extracted either IN_PLACE or BY_COPY is only readable after the receipt of the message is completed. In MADELEINE, this takes place on the return of the handler (Figure 2 ).
Implementation and Performance
As described above, the MADELEINE interface has been ported on a variety of low-level communication layers including BIP/Myrinet [18] , SBP/Fast-Ethernet [19] , Dolphin-SCI-driver/SCI [7] and TCP/IP. It has also been ported on top of PVM [10] and MPI [15] , since some vendors implementations of these libraries are very efficient (e.g. MPI-F or PVMe). Among this set of low-level communication layers, we distinguish two categories: those which do provide buffering (such as TCP) and those which do not (such as BIP).
MADELEINE over buffering protocols: TCP
We call buffering protocols the protocols which store data in a temporary place on the destination side of a message transmission. Thus, effective receipt of these data can be deferred, and messages can be read in several steps. Of course, strict zero-copy data transmissions are not possible with these protocols. The TCP/IP transport protocol belongs to this category, as well as protocols such as SBP/Fast-Ethernet.
The implementation of MADELEINE over TCP, which provides flow control, is straightforward. The sending primitives of the portability layer (see Table  1 ) are just implemented by calls to the non-blocking writev Unix primitive. The message (header + body) is thus simply sent as a stream of bytes which is regulated by the internal TCP flow control algorithm.
On the receiving side, the detection of the message availability (recv_header_poll) is realized through a call to the Unix select primitive. Then, the message header is extracted by means of a read operation. Finally, the message body can be extracted with a readv operation.
Performance
We have measured the performance of processing remote procedure calls respectively over MADELEINE and over MPI. The parameter of the procedure call is an array of bytes which is transmitted without any extra copy. This experiment has been done on a pile of PCs (Intel PentiumPro 200MHz running Linux) interconnected by a Myrinet network.
As discussed previously (Section 2.1), the only way of realizing such a remote invocation with MPI is to send two messages. The first one carries the header (containing the procedure Id and the array size) and the second one transports the array itself. With MADELEINE, we used the IN_HEADER mode to pack the array size and the IN_PLACE mode to pack the array itself. Figure  3 reports the times measured from the initialization of the communication on the source machine to the effective beginning of procedure execution on the destination machine. These times correspond to various array sizes as indicated on the abscissa. As one can see, the gap in performance between MADELEINE and MPI is huge and proportional to message size (times obtained with MPI are approximately twice the times obtained with MADELEINE). This shows the better adequacy of the MADELEINE interface to support RPC operations on buffering protocols. Here, the gap is due to the number of TCP messages exchanged with the MPI version. It is important to note that this gap is not in any way due to the "quality" of the MPI implementation. It simply reveals that the MPI interface lacks functionalities as far as RPC operations are concerned. Of course, experiments featuring other buffering protocols, such as SBP [19] , lead to similar results.
Overhead
Although the advantage of using MADELEINE to build RPC-based multithreaded environment is obvious, it is important to verify that the overhead introduced by MADELEINE is small and independent of the message length. In particular, this property guarantees that the maximum communication bandwith reached by MADELEINE is close to that of the underlying hardware. Although the comparison between remote procedure calls and raw message transfer is not really fair (see Section 2.1), we measured it and it appears that the overhead is actually constant and small (30s). Since only one TCP message is involved during a MADELEINE remote procedure call, this overhead is attributable to the few additional data added into the header and obviously to the software overhead of MADELEINE.
MADELEINE over zero-copy protocols: BIP
Communication protocols which can realize zerocopy transmissions obviously do not provide internal buffering of data. This means that a message should be sent only when the destination node is ready to receive it. Thus, a flow-control mechanism has to be set up between the sender and the receiver. Some communication protocols leave this responsibility to upper layers.
BIP (Basic Interface for Parallelism [18] ) is a lowlevel communication interface dedicated to the Myrinet network. BIP allows zero-copy message transmission between end-point processes by providing access to the Network Interface Card (NIC) in user space. Thus, the operating system is not involved in communications and the performance of this layer is really impressive (latency of 4:4s, bandwidth of 126 MB/s).
BIP provides no flow-control for messages. Thus, a MADELEINE message transmission usually requires three BIP messages, as sketched in Figure 2 . The first BIP message carries the header, the second informs the sender that the receiver is ready, and the last one carries the data. Since the BIP interface does not yet allow the sending of non-contiguous data in a single message, more than three messages will be sent if the MADELEINE message is composed of several data vectors. To avoid buffer overflow when sending messages carrying the header, a credit-based flow-control algorithm was implemented.
All the primitives of the portability layer interface are directly implemented on top of BIP asynchronous operations, which fit exactly the semantics of MADELEINE's post/poll operations. Furthermore, because BIP uses the DMA engine of the Myrinet card to do the transfers between the computer's main memory and the NIC, send and receive operations can be highly overlapped.
Performance
We have done the same experiment as the one presented in Section 5.1.1 to evaluate the gain of using MADELEINE for the implementation of RPC operations in a multithreaded context. In fact, the MADELEINE and the MPI test programs remain unchanged. Only the MADELEINE and the MPI implementations were changed. As far as MPI is concerned, we used an optimized implementation of MPICH over BIP that was realized by the BIP research team. The results are shown in Figure 4 . The gap between MADELEINE and MPI is constant and not so large. This was expected because the MADELEINE implementation on top of BIP does approximately the same job as the implementation of MPICH: three BIP messages are used to accomplish a single remote procedure call (as described above). Nevertheless, MADELEINE is noticeably better than MPI. In fact, the small overhead of the MPI application is due to the implementation of MPICH itself whose layered design introduces a considerable software overhead compared to MADELEINE.
Overhead
Unlike the TCP implementation, the BIP implementation of MADELEINE introduces an overhead due to several factors. First, some additional data are transmitted, such as the tag of the request or some piggybacked flowcontrol fields (four or five 32-bit words in practice). Second, additional messages may be transmitted either to carry the previously mentioned data or to ensure flow control. Last, MADELEINE obviously introduces some software overhead to manage messages and handlers.
In fact, this overhead is independant of the size of the data. Furthermore, it is less than 15s on our pile of PCs. Note however that small messages avoid much of this overhead, because MADELEINE is usually able to save two messages (out of three) by putting all the data (header + body) into a single message. Of course, the size of these messages is limited to a fixed number of bytes in order to fit into preallocated buffers on the receiving side. Under these conditions, the overhead of MADELEINE becomes very low, and the latency measured for a null-RPC (i.e. with no argument) using MADELEINE is only 8s on top of BIP. This is even better than raw message sending on top of MPICH/BIP.
Discussion
The previous experiments illustrate that the implementation of a RPC-based environment should not rely on traditional message-passing communication layers. Indeed, their interface is not adequate for this purpose. Thus, even if their implementation is very efficient for a given network technology, applications that need RPC facilities may not be able to achieve much of the underlying hardware's performance.
Our experiments have demonstrated the adequacy of MADELEINE for RPC-based environments as far as efficiency is concerned. In particular, the overhead introduced by MADELEINE over the underlying communication subsystem is small and constant. This means that the maximum network bandwidth achieved with MADELEINE is very close to that of the underlying layer. Over BIP, for instance, MADELEINE achieves more than 99 of the underlying layer's bandwidth when the amount of data transmitted exceeds 200 KBytes.
Conclusion and future work
Most existing multithreaded environments provide RPC-based functionalities such as invocation of remote services, remote memory accesses or thread migration. However, their implementation is based on messagepassing communication interfaces such as PVM or MPI for portability reasons. We have shown that this approach is not efficient on several network protocols because a classical message passing interface lacks expressiveness as far as RPC operations are concerned.
We have proposed a new portable communication interface which better meets the needs of these environments. We have described the two layers that compose MADELEINE. A programming interface provides highlevel functionalities to upper-level software, and this layer is based on a portability interface which hides the network specifics. Both these layers consider messages as two-part entities, and attribute different semantics to each part. We have explained how this structure allows efficient data transmissions during RPC operations.
We have implemented MADELEINE on top of several low-level network interfaces and have reported its performance on top of TCP/IP and BIP. These experiments have demonstrated the superiority of MADELEINE over classical message-passing interfaces. They also have proved that MADELEINE can be easily implemented on low-level protocols while achieving much of the underlying hardware's performance. MADELEINE is currently available on top of the following network interfaces : TCP, BIP, SBP, Dolphin-SCI, PVM and MPI. The implementation of an existing multithreaded environment (PM 2 ) has been successfully ported on top of MADELEINE. The performance of PM 2 on top of MADELEINE validates our work: with a BIP-based implementation on a Myrinet cluster, a null RPC takes 11s and a thread migration takes 80s.
In the near future, we intend to port MADELEINE on CRAY's SHMEM [5] and on the IBM SP2 interconnection network. We also plan to extend the MADELEINE portability interface in order to optimally exploit network protocols providing fixed-size preallocated buffers, such as SBP [19] . Finally, we are currently working on a multi-protocol extension of MADELEINE which will allow the management of heterogeneous network configurations.
