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Abstract
Robotic manipulators and Unmanned Aerial Vehicles (UAVs) have been used to
execute some repeatable assignments, due to the advantage of safety, convenience
and flexibility. Iterative learning control (ILC) is an approach to eliminate some
repeatable disturbance which may come from unknown parameters, dynamic uncer-
tainties or the surroundings. Therefore, this research aims to present two types of
iterative learning controllers, PD-type and adaptive-type, to implement on robotic
manipulators and UAVs, which would complete the given repetitive missions and
achieve the expected specifications. PD-type and adaptive-type ILC are tested on
SRV02 equipment with a rigid manipulator, to eliminate the repetitive unknown
disturbance. Meanwhile, a dead zone inverse model is proposed to solve the actua-
tor dead zone problem, which is verified using the same equipment with a flexible
manipulator. Compares with PD-type test on manipulator, adaptive-type ILC is
decided to implement on UAVs in this research. The traditional hierarchical control
ii
method for UAVs is adopted. Attitude and position control systems are designed
based on the same adaptive-type ILC algorithm, however, the experimental test are
finished separately. The inner loop control performance are verified using Gimbal
which is a frame that UAVs can be setup on it with two degrees of freedom, in-
cluding roll and yaw angles. The free flight experimental test is completed with the
purpose of certifying the proposed out loop control strategy. In addition, theoreti-
cal proof and simulation results are also presented to demonstrate the effectiveness
of the proposed controllers.
iii
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Robotic manipulator is a instrument, an arm-like mechanism which includes a series
of parts that can be moved with a number of degrees of freedom, used to operate
materials without direct physical contact by the operator [5]. Initially, they were
used in inaccessible places. In recent decades, there has been increased interests in
the development of robotic manipulators, including rigid and flexible manipulators
[6]. Robotic manipulators are employed to implement in wide range of applications,
such as robotic surgery [7], space [8] (Fig. 1.1(a)) and manufacturing tasks [9]
(Fig. 1.1), i.e, transporting [10] and assembling [11].
In industrial environment, manipulator usually performs the transporting and as-
sembling missions, which are repetitive. Furthermore, the rigid or flexible manipu-
lators usually operate with uncertain parameters in real engineering. In this case,
1
there are some unknown repetitive disturbance [12, 13, 14, 15, 16], such as the pay-
load, frictional force, and vibration and dead-zone problems [17, 18, 19, 20, 21, 22].
Many research use different approaches to solve the problem, including neural-
network control [23] and sliding-mode control [24]. Generally, the aforementioned
literature can eliminate these kinds of disturbance, however, these methods do not
take advantage of repetitive missions and characteristic of repetitive disturbance.
This research tries to present control algorithms, which can remove the repetitive
disturbance and dead-zone based on the characteristic of repetitive missions.
2
(a) Canadarm during Soace Shuttle Mission STS-72 [1]
(b) robotic manipulator [25] (c) 6-DOF robotic manipulator arm [26]
Figure 1.1: Example of robotic manipulators
3
Unmanned Aerial Vehicles (UAVs) have been gained much attention and been the
subject of significant study for decades, which can perform operations that could
be harmful to humans or that would require more invest of resources if done by
humans, it would require fewer resources to use an UAV to check up the condition
of machinery, structures or infrastructures located on remote areas [27, 28, 29, 30].
Additionally, UAVs are also appealing for civilian [31, 32] use like aerial photo
[33], transport [34, 35], terrain detection [36, 37], deliveries [38, 39] and even data
collection [40, 41].
Figure 1.2: Food drone delivery [2]
Quadrotors use varying rotor speeds to maneuver [42], which are widely used in
aerial tasks, since the capability of vertical take-off and land, high agility [43]. The
dynamic model of quadrotors is nonlinear and under-actuated, since there are less
actuators than the degrees of freedom. Similarly, the quadrotors can execute the
repetitive missions [44], and most of research relied on complicated dynamic model
4
which causes intense computation. Hence, this research is focusing on the linearized
dynamic model of quadrotors, and using the same control algorithms as in robotic
manipulators to track repetitive trajectories with unknown repetitive disturbance.
Iterative learning control (ILC) algorithms are designed to improve the present
control performance of a system by learning from the past perform experience,
which is widely used in industrial applications [45, 46]. The advantage of ILC
algorithms is dealing with tasks performed repeatedly. They have the robustness
to eliminate the system uncertainties and unknown disturbance and the simplicities
to apply a system. Motivated by the aforementioned superiority of ILC algorithms,
this research is focusing on apply ILC algorithms to robotic manipulators and UAVs
to perform repetitive missions, respectively.
1.2 Objectives and Methodology
The goal of this research is to take superiority of ILC algorithms and use two types
of ILC algorithms, PD-type ILC and adaptive-type ILC, to present the learning
control systems for both robotic manipulators [47, 48, 49] and UAVs [50, 51, 52] to
improve the trajectory tracking performance.
Usually, for the robotic manipulators, when driven it to complete some repetitive
tasks, there are some unknown disturbance. This research aims to use the present
5
ILC controllers to compensate the effect of dead-zone and some unknown distur-
bance. Dead-zone is a phenomenon that happens during an interval where the
output of the control system is zero. For robotic manipulators, it happens during
the manipulator changes the rotation direction, such as from clockwise to counter
clockwise. To remove the effect of it, this research will add a dead-zone inverse,
which is designed to convert the auxiliary control input to control input. Then
this research will compare these two ILC controllers to determine the advantages
and disadvantages. In order to verify the theoretical analysis, Simulink model is
used, and the experimental test is finished by using Quanser SRV02 equipment
which is from Quanser company. The robotic manipulator is assembled on SRV02
equipment.
The UAV equipment is also from Quanser company which is called QDrone. First,
implement the ILC controllers, which are verified on robotic manipulator, on the
UAV attached to the Gimbal to track the desired repetitive time-varying attitude.
After that, implement the ILC controllers on UAV to track the desired repetitive
time-varying trajectory on different directions, respectively, as well as focusing on
the performance of the position and the attitude stabilization at the same time.
Meanwhile, as the number of iteration increases, the tracking performance could
be improved.
6
The simulation of the previously mentioned objectives can be achieved using Mat-
lab & Simulink. The test of UAVs can be finished in York University Autonomous
Unmanned Vehicle (YU-UAV) facility in Spacecraft Dynamics Control and Naviga-
tion Laboratory (SDCNLab). There are 5 markers on the top of the QDrone with
a unique shape, and there are 16 cameras on the wall to locate the position of the
QDrone.
1.3 Organization of Thesis
The contents in this thesis are organized as follows:
Chapter 2: Iterative Learning Control - to provide basic information about iterative
learning control method including its history, advantages and two types of iterative
learning control algorithms which are used in this research.
Chapter 3: Application of Iterative Learning Control (ILC) to Robotic Manipula-
tors - to present the dynamic model of both rigid and flexible manipulator, and the
implementation of ILCs to them, finally, the correlative simulation and experimen-
tal results are attached.
Chapter 4: Application of Iterative Learning Control (ILC) to UAVs - to describe
the dynamic model of a UAV, including the general translation of a UAV, and
7
provide the controller design based on attitude and position separately. To demon-
strate the performance, simulation and experimental results are provided.
Chapter 5: Conclusion and Future Work - to provide general reviews of this thesis
and to have a discussion on the possible future development.
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2 Iterative Learning Control
This chapter is devoted to describe and summarized past studies and some inves-
tigation in Iterative learning control method. Firstly, a brief introduction of ILC
is proposed in Section 2.1. Two different types of ILC algorithms for two types of
systems are shown in Section 2.2 and 2.3, respectively. Finally, conclusion of this
chapter are summarized in Section 2.4.
2.1 Introduction of Iterative Learning Control (ILC)
Iterative learning control is different from most other control methods, because
this algorithm uses the past control experience, such as control input signals and
tracking errors, to improve the current control performance [53]. It is same as the
human learning behavior by repeating or practicing same tasks for many times, the
performance of human behavior would be better as one learns each time. In this
case, ILC is widely used in systems that operate some specific tasks, repeatedly,
9
such as robot manipulators for transporting and assembling, quadrotors for data
collection and delivery, etc. There are two phases in iterative learning control:
first the long term memory components are used to store past control information,
then the stored control information is fused in certain manner so as to ensure that
the system meets control specifications such as convergence, robustness, etc [54].
ILC was first proposed by [55] in 1984. It should be noted that, ILC does not
require full information about the dynamic model of the system to generate the
desired dynamic behaviors. Due to the mentioned advantages, many researchers
paid much attention to it [56].
In the past decades, researchers found that the combination of ILC and other con-
trol techniques may generate better controllers that meet the desired control per-
formance which is impossible for any individual approach. Integration of classical
PD, adaptive, newton-method or other learning algorithms into ILC to eliminate
various control problems has been reported. Since both robotic manipulators and
quadrotors are considered to operate some repetitive missions, ILC is considered to
be the control algorithm in this research. As mentioned before, there are various
types of ILC algorithms. This research selects two types as the desired controller,
which are PD-type ILC and adaptive-type ILC.
10
Figure 2.1: Structure of iterative learning control [57]
2.2 A Simplest ILC Example
A simplest ILC example is proposed here to describe the fundamental principles
and concepts of ILC [57]. For a known process,
y(t) = g(t)u(t) (2.1)
where g(t) 6= 0 is bounded defined over a period [0, T ], the objective is to get the
control input, u(t), which ensures that the desired bounded trajectory yd(t)∀t ∈
[0, T ] can be tracked and the tracking error e(t) decreases.
If g(t) is given, so that the desired control input can be calculated directly by




∀t ∈ [0, T ] (2.2)
However, the open-loop control scheme is sensitive to the plant modeling error and
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any other uncertainties. So that assume g(t) is unknown and bounded with
0 < α1 ≤ g(t) ≤ α2 <∞ (2.3)
where α1 and α2 are known lower and upper bounds. When the the desired tra-
jectory yd(t) is repeated, the control input can be calculated iteratively by the
following simple iterative learning control algorithm,
ui+1 = ui + pei(t) ∀t ∈ [0, T ] (2.4)
where i presents the ith iteration, u0(t) is set zero. p is a positive constant learning
gain, and ei(t) = yd(t)− yi(t) is the defined tracking error. It should be noted that,
once the desired trajectory yd(t) is given, the desired control input ud(t) is fixed. In
order to prove the convergence of the proposed ILC algorithm, as i→∞, ei(t)→ 0
or ∆ui(t) = ud(t)− ui(t)→ 0, there are two methods.
Method 1. Output Tracking
ei+1 = yd − yi+1 = yd − g(ui + pei) = (1− pg)ei (2.5)
So that
| ei+1 |≤| 1− pg || ei | (2.6)
Method 2. Control Input
∆ui+1 = ud − ui+1 = ud − (ui + pei) = ∆ui − pei (2.7)
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And
ei = yd − yi = gud − gui = g∆ui (2.8)
By substituting ei into Eq. (2.7)
∆ui+1 = (1− pg)∆ui (2.9)
So that
| ∆ui+1 |≤| 1− pg || ∆ui | (2.10)
The above two proof approaches illustrate the proposed ILC algorithm works, which
makes the convergence of ui to ud (or yi to yd) as i→∞. And describes the basic
information about ILC. However, for more complicated situations such as multi-
input and multi-output (MIMO) case, dynamic models or some uncertainties, more
complex controller should be applied.
2.3 PD-Type Iterative Learning Control (ILC)
PD control is a classical control method, which is widely used in applications, due
to its simple structure and easy to tune the control gains. The integration of PD
control and ILC control remains the advantages of both algorithm [54].
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2.3.1 Problem Formulation
Consider the linear time invariant system described by
ẋ(t) = Ax(t) +Bu(t)
y(t) = Cx(t)
(2.11)
where x(t) ∈ Rn, u(t) ∈ Rl and y(t) ∈ Rr denote the state, input and output, re-
spectively. A, B and C are matrices with appropriate dimensions and it is assumed
that CB is nonsingular.
Denote xd(t) is the desired state trajectory which is continuously differentiable on
[0, T ]. The objective is to find the desired control input ud(t), which makes the
tracking error ei(t) = yd(t) − yi(t) converges to zero, where i presents the ith-
iteration. The following PD-type iterative learning control algorithm is adopted,
ui+1(t) = ui + Γ(ėi(t)−Rei(t)) (2.12)
The initial condition at each iteration remains the same, i.e., xi(0) = x0.
2.3.2 Convergence of PD-Type ILC in the Sense of Sup-norm
Theorem Suppose that the PD-type ILC control law is applied to the system
with Γ such that the convergence condition holds, that is ρ =‖ I − ΓCB ‖∞< 1.
Also assume that the initial error is zero at each iteration. If the desired trajectory
14









a =‖ A ‖∞, b =‖ B ‖∞, h =‖ Γ(CA−RC) ‖∞ (2.14)
then, there exists ρ0 < 1 such that
‖ ei+1(t) ‖m≤ ρ0 ‖ ei(t) ‖m (2.15)
where
‖ ei(t) ‖m= max
t∈[0,Tsup]
‖ ei(t) ‖∞ (2.16)
Proof. From the control law and system,




By taking the ‖ · ‖∞-norm on both side,










eA(t−τ)dτ ‖∞‖ B ‖∞‖ ei(t) ‖m












‖ ei(t) ‖m (2.19)
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From the above equation, the exponential convergence will be guaranteed with



























If Tsup is bounded by assumption, so that the condition holds. This completes the
proof.
2.4 Adaptive-Type Iterative Learning Control (ILC)
Adaptive control [58, 59, 60, 61, 62] is a control method which is used to adapt the
parameters of the system, the parameters can be unknown or vary. In this section,
an adaptive-type ILC is shown for robotic systems [54].
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2.4.1 Problem Formulation
Consider a robot system with n rigid links, the mathematical model of which is
D(q(t))q̈(t) +B(q(t), q̇(t))q̇(t) + F (q(t), q̇(t)) + Ta(t) = T (t) (2.22)
where q(t) ∈ Rn is the generalized joint coordinate vector, D(q(t)) ∈ Rn×n is
the inertia matrix, B(q(t), q̇(t)) ∈ Rn is the centripetal plus Coriolis force matrix,
F (q(t), q̇(t)) ∈ Rn is the gravitational plus frictional forces, T (t) ∈ Rn is the joint
torque vector, and Ta(t) ∈ Rn is the unknown disturbance vector which is assumed
to be bounded and periodic. The symmetric inertia matrix D(q(t)) ∈ Rn×n is
assumed to be positive definite and bounded as
0 ≤ λ1I ≤ D(q(t)) ≤ λ2I ∀t ∈ [0, tf ] (2.23)
where λ1, λ2 > 0 and I is an n × n identity matrix. The matrix Ḋ(q(t)) −
2B(q(t), q̇(t)) is assumed to be skew-symmetric as
zT (Ḋ − 2B)z = 0 ∀z ∈ Rn and z 6= 0 (2.24)
When the desired trajectory qd(t) ∈ Rn is specified as a reference input for system
Eq. (2.22), the fundamental control problem is to find a control input T (t) with
which the system output q(t) follows qd(t) ∀t ∈ [0, tf ] as close as possible. In the
framework of learning control, this objective can be stated as follows:
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Problem Statement. Suppose that qd(t) ∈ [0, tf ], the trajectory vector of sys-
tem Eq. (2.22), is in the interior of a domain Q which is a closed, bounded, and
simply connected subset of Rn. Then, find a sequence of piecewise continuous con-
trol input T j(t) ∈ Rn (t ∈ [0, tf ]) for uncertain system Eq. (2.22) with which the
system trajectory qi(t) follows qd(t) with a given accuracy ε. In other words for a
given ε > 0, there exists a positive integer N such that
| qd(t)− qj(t) |≤ ε, ∀t ∈ [0, tf ], j ≥ N (2.25)
where j denotes the jth-iteration. This means that qj converges uniformly to qd.
In the following, the uncertain system Eq. (2.22) is assumed to be repetitive for
all t ∈ [0, tf ] and the operating conditions such as sampling frequency, payloads
scheduling, and initial configuration etc. are all assumed to be prespecified. The
desired joint position, velocity, acceleration and control input vectors are denoted
as qd(t), q̇d(t), q̈d(t) and Td(t), respectively, and the actual joint position, velocity,
acceleration and control input vectors at the jth iteration are denoted as qj(t),
q̇j(t), q̈j(t) and T j(t), respectively. For notational brevity, the time argument t will
be omitted in the sequel.
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2.4.2 Learning Control without Parameter Adaptation
In the learning control scheme, the control input T j for the jth iteration consists
of three input components:
T j = Ej + Cj +Hj (2.26)
where Ei is the feedback control input, C
j is the nonlinear compensation term
that generates computed torque error, and Hj is the learning control input. The
feedback control input Ej is computed from the conventional proportional plus
derivative (PD) type control algorithm
Ej = βL(ėj + αej) (2.27)
where ej = qd−qj, β is a positive constant, L is a symmetric positive definite matrix
and α is a positive scale factor. The nonlinear compensation term Cj compensates
for the nonlinear part of the robotic system and helps keep the feedback gain of
Ej reasonably small. The learning control input Hj drives the system to track the
reference trajectory over the sequence of iterations and converges to the desired
input trajectory function Td(t). When the system parameters of Eq. (2.22) are
completely known, the nonlinear compensation term Cj is of the form
Cj = De(q
j)q̈d +Be(q
j, q̇j)q̇d + Fe(q
j, q̇j) + α(D(qj)ėj +B(qj, q̇j)ej) (2.28)
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where De(q
j) = D(qj) − D(qd), Be(qj, q̇j) = B(qj, q̇j) − B(qd, q̇d) and Fe(qj, q̇j) =
F (qj, q̇j)− F (qd, q̇d).
Substituting the torque input Eq. (2.26) into Eq. (2.22), and applying Eq. (2.27)
and Eq. (2.28), it can be obtained that
D(qj)żj +B(qj, q̇j)zj + βLzj = Td −Hj = Ũ j (2.29)
where zj = ėj + αej, Td = D(qd)q̈d + B(qd, q̇d) + F (qd, q̇d) + Ta.For the subsequent
development of the learning controller, the following assumption is listed
Assumption The desired control input Td is piecewise continuous on [0, tf ] and
each element Ti of Td is bounded with known bound T
b
i . This means that | Ti |≤ T bi
for all i = 1, 2, 3, · · ·n, where n is the number of elements of Td.
As a motivation to generate a learning algorithm, a Lyapunov function candidate




D(qj)zj. Then the derivative of W (zj) along the error
trajectory is







Ḋ(qj)zj = −βzjTLzj + zjT Ũ j (2.30)
Integrating both sides of the above equation












Therefore, the learning algorithm is proposed as
Hj+1 = Proj{H̄j+1} = {Proj{H̄j+11 }, ..., P roj{H̄j+1n }} (2.32)
where H̄j+1 = Hj + βLzj and
Proj{H̄j+1i } =

T bi if H̄
i+1
i ≥ T bi
−T bi if H̄
j+1
i ≤ −T bi
H̄j+1i otherwise
(2.33)
As an initial condition, zj(0) is set to 0 (i.e., ej(0) = 0 and ėj(0) = 0).
Theroem The control law with the learning rule converges as
(1) lim
j→∞
V j(t) = V (t)
(2) lim
j→∞
zj(t) = 0, for all t ∈ [0, tf ]







Proof. From the definition of Ũ j and the learning rule
∆Ũ j = ˜̄U
j+1
− Ũ j = −βLzj (2.35)
where ˜̄U
j
= Td − H̄i. Since | Ũ j |≤| ˜̄U
j
|
V j+1 − V j ≤ V̄ j+1 − V j (2.36)
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Since V j is positive definite and monotonically decreasing, V j converges to some
function V [63]. Hence, V j+1 − V j converges to zero. Therefore, zj converges to
zero.
2.4.3 Adaptive Learning Control
When the system parameters are not completely known, then rearrange the dy-
namic Eq. (2.22) in terms of a set of system parameters, the following algebraic
description of the system is obtained,
Y (q(t), q̇(t), q̈(t))Θ = T (t)− Ta(t) (2.38)
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where Y (q(t), q̇(t), q̈(t)) ∈ Rn×l is the regression matrix and Θ ∈ Rl is a suitably
chosen parameter vector. The following assumption is proposed
Assumption Each element Θi of the parameter vector Θ is bounded with known
bound Θbi . This means that | Θi |≤ Θbi for all i = 1, 2, · · ·, l, where l is the number
of elements of Θ.
Compared with the previously developed learning controller without parameter
adaptation, the current learning controller system uses the feedback input




The additional term helps to eliminate the constraints that was imposed on L
and β in [64]. Next, since the system parameters Θ are not known, the nonlinear
compensation input term Cj depends on the estimated parameter vector Θ̂j as
Cj = D̂e(q
j)q̈d + B̂e(q
j, q̇j)q̇d + F̂e(q
j, q̇j) + α(D̂(qj)ėj + B̂(qj, q̇j)ej) (2.40)
where D̂e(q
j) = D̂(qj) − D̂(qd), B̂e(qj, q̇j) = B̂(qj, q̇j) − B̂(qd, q̇d), F̂e(qj, q̇j) =
F̂ (qj, q̇j) − F̂ (qd, q̇d). Note that .̂ denotes the estimated variables. Substituting
Eq. (2.39) and Eq. (2.40) into Eq. (2.22), and rearrange the equation




zj = Y je θ̃
j + Ũ j (2.41)
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(Ũ j+Y je θ̃
j)dτ (2.42)



























The adaptive-type ILC controller could be:
T j = Ej +Hj + Y je Θ̂
j (2.45)




V ja (t) = Va(t)
(2) lim
j→∞
zj(t) = 0, for all t ∈ [0, tf ]
where









Proof. Since | ˜̄U
j
≥| Ũ j | and | ˜̄Θ
j
|≥| Θ̃j |,






















− Θ̃j = Θ̂j − ˆ̄Θ
j+1
= −βY je zj (2.50)
and

















Integrating the first term by part and exploiting the fact that Ḋ − 2B is skew-
symmetric, the following equation can be obtained,
V j+1a (t)− V ja (t) ≤ βzj
T
D(qj)zj (2.52)
since V j is positive definite and monotonically decreasing, V j converges to some
function Va [63]. Then z
j also converges to zero as in the proof of Theorem.
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2.5 Conclusions
This chapter illustrates a brief introduction of ILC and the reason why in this
research ILC is adopted. And given an simple example to determine the basic
principle of ILC. Two types of ILc are shown as the potential method to solve the
problems in this research for robotic manipulators and quadrotor.
PD-type ILC is using for the linear time invariant system, which can be described
as state-space form. Due to its simple structure and easy to tune the control gains,
this method is used for robotic manipulators to operate some specific repetitive
missions, like transporting and assembling.
Adaptive-type ILC is using for some more complex systems which can be described
as Lagrange equations, including dynamic uncertainties, parameters uncertainties,
and etc. This method may also be used into robotic manipulators to verify the
control performance and be familiar with it. Additionally, because of the widely use
of Lagrange equations, this method is selected as a method to apply on quadrotor
to accomplish some tasks which need to repeat many times.
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3 Application of ILC to Robotic Manipulators
In this chapter, two kinds of manipulators are introduced, which are rigid manip-
ulator and flexible manipulator. The dynamic model of rigid manipulator and two
types of ILC algorithm are illustrated in Section 3.1. Similarly, Section 3.2 presents
the model of flexible manipulator based an Euler-Lagrange equation, and describes
a new ILC controller to eliminate the effect of uncertain parameters, dead-zone
and unknown repetitive disturbance. The simulation and experimental results are
provided in Section 3.3 and 3.4, respectively. Finally, concluding remarks of this
chapter are summarized in Section 3.5
3.1 Rigid Manipulator
3.1.1 Dynamic Modeling
The dynamic model of one rigid manipulator is considered to be the DC motor
model, as shown in Fig. 3.1,
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Figure 3.1: SRV02 DC motor armature circuit and gear train [3]
3.1.1.1 Electrical Model
The DC motor system is shown in Fig. 3.1. Denote that Rm is the motor resistance,
Lm is the inductance, and km is the back-emf constant. The back-emf voltage eb(t)
depends on the motor shaft,wm, and the back-emf constant of the motor, km. It
opposes the current flow. The back emf voltage is given by [3]:
eb(t) = kmwm(t) (3.1)




− kmwm(t) = 0 (3.2)
where Im(t) is the current cross the circuit. Since the motor inductance Lm is much
less than its resistance, it can be ignored. Then, the equation can be rewritten as
Vm(t)−RmIm(t)− kmwm(t) = 0 (3.3)
28






In this section the motion speed wl of the rigid manipulator will be described, with
respect to the applied motor torque, τm, is developed. According to the Newton’s
Second Law of Motion and since the SRV02 with rigid manipulator is a one degree-
of-freedom rotary system, the follow equation can be obtained,
J · α = τ (3.5)
where J is the moment of inertia of the system, α is the angular acceleration of the
system, and τ is the sum of the torques being applied to it. As shown in Fig. 3.1,
the SRV02 gear train along with the viscous friction acting on the motor shaft, Bm,




+Blwl(t) = τl(t) (3.6)
where Jl is the moment of inertia of the load and τl is the total torque applied on
the load. The load inertia includes the inertia from the gear train and the attached




+Bmwm(t) + τml(t) = τm(t) (3.7)
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where Jm is the motor shaft moment of inertia and τml is the resulting torque
acting on the motor shaft from the load torque. The torque at the load shaft from
an applied motor torque can be written as,
τl(t) = ηgKgτml(t) (3.8)
where Kg is the gear ratio and ηg is the gearbox efficiency. The planetary gearbox
that is directly mounted on the SRV02 motor is represented by the N1 and N2 gears





This is the internal gear box ratio. The motor gear N3 and the load gear N4 are
directly meshed together and are visible from the outside. These gears comprise





The gear ratio of the SRV02 gear train is given as
Kg = KgeKgi (3.11)






The motor should shaft Kg times for the output shaft to rotate one revolution.
θm(t) = Kgθl(t) (3.13)
By taking the time derivative, the relationship between the angular speed of the
motor shaft, wm, and the angular speed of the load shaft, wl.
wm(t) = Kgwl(t) (3.14)


















gBm +Bl)wl(t) = ηgKgτm(t) (3.16)
Defining the following terms,
Jeq = ηgK
2








+Beqwl(t) = ηgKgτm(t) (3.19)
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3.1.1.3 Dynamic Model
The motor torque is proportional to the voltage applied and is described as
τm(t) = ηmktIm(t) (3.20)
where kt is the current-torque constant, ηm is the motor efficiency. By substituting
Eq. (3.4) into Eq. (3.20), here comes the relation among motor torque, input voltage







































Jeq +Beq,vwl(t) = AmVm (3.25)
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3.1.2 Control System Design
3.1.2.1 PD-Type ILC Controller Design
Based on the above section, the dynamic model of a rigid manipulator can be
written into State-Space form, which is described as,
ẋ(t) = Ax(t) +Bu(t)
y(t) = Cx(t)
(3.28)
where x(t) ∈ Rn, u(t) ∈ Rr and y(t) ∈ Rr denote the position of the manipulator,
input voltage and the actual position of the manipulator, respectively. A, B and C
are matrices with appropriate dimensions and CB is nonsingular.
Denote xd(t) be the desired state trajectory which is continuously differentiable on
[0, T ]. The following PD-type learning control law is used,
ui+1 = ui + Γ(ėi(t)−Rei(t)) (3.29)
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where ui(t) and ei(t) = yi(t)−yd(t) are the control input and tracking error between
actual output and the desired trajectory, respectively, at the i− th iteration.
Theorem 3.1.1 Suppose that the control law is applied to the system and the
initial condition at each iteration remains the same, i.e., xi(0) = x0, i = 0, 1, 2, ....
If




yi = yd + e
RtC{x0 − xd(0)} (3.31)
uniformly on t ∈ [0, T ].
Proof Let ua(t) be a control input such that
yd(t) + e





∆ui(t) = ua(t)− ui(t) (3.33)
so that
∆ui+1(t) = ua(t)− ui(t)− Γ(ẏd(t)− ẏi(t)) (3.34)





Taking the norm ‖ · ‖∞ on both side of equation and multiplying both side by e−λt
and taking the norm ‖ · ‖λ, so that
‖∆ui+1(t)‖∞ = max0≤t≤T e−λt‖∆ui+1(t)‖∞ (3.36)
and
max0≤t≤T e




where h = ‖Γ(CA − RC)Γ‖∞ · ‖B‖∞, and a = ‖A‖∞. Since 0 ≤ ρ < 1 by
assumption, it is possible to choose λ sufficiently large so that







‖∆ui(t)‖λ = 0 (3.39)
It is clear by definition of the norm ‖ · ‖λ that these convergence are uniform on
t ∈ [0, T ]. Therefore, limk−→∞ ui(t) = ua(t) uniformly on [0, T ]. Then,
lim
i−→∞
yi = yd + e
RtC{x0 − xd(0)} (3.40)
uniformly on t ∈ [0, T ]. This completes the proof.
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3.1.2.2 Adaptive Type ILC Controller Design
Based on section 3.1.1, the dynamic model of the system can be described as fol-
lowed Lagrange-system,
D(q(t))q̈(t) +B(q(t), q̇(t))q̇(t) + Ta(t) = τ(t) (3.41)
where q(t) ∈ Rn is the generalized joint coordinate vector, D(q(t)) ∈ Rn×n is the
inertia matrix, B(q(t), q̇(t))q(t) ∈ Rn is the centripetal plus Coriolis force vector,
τ(t) ∈ Rn is the joint torque vector, and Ta(t) ∈ Rn is the unknown disturbance
vector which is assumed to be bounded and periodic. And n presents the number
of rigid manipulators. The symmetric inertia matrix D(q(t)) ∈ Rn×n is assumed to
be positive definite and bounded as
0 < λ1I ≤ D(q(t)) ≤ λ2I for all t ∈ [0, tf ] (3.42)
where λl, λ2 > 0 and I is an nxn identity matrix. The matrix Ḋ(q(t))−2B(q(t), q̇(t))
is assumed to be skew-symmetric as
zT (Ḋ − 2B)z = 0 for all z ∈ Rn and z 6= 0. (3.43)
Denote the desired trajectory qd(t) ∈ Rn is specified as a reference input for the
system. The error ei is defined as
ei = qd − qi (3.44)
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The control law is designed as,
τi = Ei +Hi + Y (q(t), q̇(t), q̈(t))Θ̂ (3.45)
where Ei is the feedback input, designed as
Ei = βL(ėi + αei) (3.46)
where β is a positive constant, L is a symmetric positive definite matrix and α is a
positive scale factor.
Define a sliding surface which obtained as
si = ėi + αei (3.47)
The initial condition, si(0) is set to 0, since ei(0) = 0 and ėi(0) = 0. Hi is the
learning law which is proposed as,
Hi+1 = Hi + βLsi (3.48)
Y (q(t), q̇(t), q̈(t)) ∈ Rn×l is the regression matrix and Θ ∈ Rl is a suitably chosen
parameter vector. Θ̂ is the estimates of the system parameters.The updating law
is defined as,
Θ̂i+1 = Θ̂i + βY si (3.49)
Theorem 3.1.2 The adaptive learning controller for the uncertain dynamic sys-














i (τ)Θ̃i(τ))dτ for all t ∈ [0, tf ] and for all
i ≥ 1.
Proof Since ‖ ˜̄U i‖ ≥ ‖Ũi‖ and ‖ ˜̄Θi‖ ≥ ‖Θ̃i‖, and














˜̄Θi = Θ− ˆ̄Θi (3.52)
And define ∆Θ̃i as
˜̄Θi+1 − Θ̃i, so that
∆Θ̃i =
˜̄Θi+1 − Θ̃i = Θ̂i − ˆ̄Θi+1 = −βYisi (3.53)
and












Integrating the first term by part and exploiting the fact that Ḋ − 2B is skew-
symmetric, so that,
Vi+1,a(t)− Vi,a(t) ≤ −βsTi D(qi)si (3.55)
where has defined si(0) = 0. This completes the proof.
3.2 Flexible Manipulator
In recent decades, flexible manipulators are widely used in the industrial field to
complete some assembling and transporting tasks. The flexible manipulators can
be modeled as Lagrange equation system [65], which is used to describe mechanical
and electrical systems. Therefore, solving Lagrange system problems becomes series
of hot research topics. At the same time, some space and undersea tasks require
the manipulators to be faster rotation speed and less weight with high accuracy.
The flexible manipulators get attention because of the lower energy consumption,
cost, and higher flexibility than the rigid ones [66]. Because the control input is
less than the degrees of freedom of the flexible manipulator, normally, it is treated
as under-actuated.
This section aims to develop an adaptive ILC to compensate the effect of dead-
zone, which compensates the repetitive disturbance for an under-actuated flexible
manipulator. And the flexible manipulator is under-actuated because it is driven
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by the torque only at the joint. To compensate the effect of dead-zone, a smooth
inverse of dead-zone is used in controller design. The adaptive scheme is used to
estimate dead-zone parameters.
3.2.1 Dynamic Modeling
Figure 3.2: Flexible manipulator
As shown in Fig. 3.2. A load is assembled at the tip of a flexible manipulator, and
the flexible manipulator can be driven to rotate by connecting to the motor. When
the flexible manipulator is rotated, to control the vibration of it directly cannot
be achieved. The flexible manipulator can be treated as Euler-Bernoulli beam to
simplify the analysis. The kinetic energy and potential energy of this manipulator
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where rA and rt illustrate the position vector of random point on the manipulator
and the load, respectively, u is the deformation of the random point on the manip-
ulator, mt signifies the mass of the load, θ represents the angular position of the
manipulator when it rotates, as shown in Fig. 3.2. In the above equations, l, ρ and
EI declare the length, density and bending stiffness of the manipulator.
According to the Lagrange equation, the dynamic model of the manipulator
shown in Fig. 3.2 can be described as followed
Mi(xi)ẍi + Ci(ẋi, xi)ẋi + Ci,d(ẋi, xi)ẋi + gi(xi) = τi + w (3.58)
where i expresses the number of iterations. Since the dimension of the control
input is less than the degrees of freedom of the system, the system is treated as
under-actuated. Some basic properties of the under-actuated Lagrange system are
listed below [65]
Property 1 Mi =
 Mi,θθ Mi,θp
Mi,pθ Mi,pp
 ∈ R2×2 is the inertia matrix, which is positive
definite and bounded.
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Property 2 Ci =
 Ci,θθ Ci,θp
Ci,pθ Ci,pp
 ∈ R2×2 is the Coriolis and centrifugal matrix
and selected by skew-symmetric matrix Ṁi − 2Ci.
Property 3 Ci,d =
 0 0
0 Ci,d,p
 ∈ R2×2 is the damping matrix, where Ci,d,p =
η1 > 0.
Property 4 gi = [ 0 gi,p ]
T ∈ R2×1 is the stiffness term, τi = [ ud 0 ]
T ∈ R2×1
is the control input vector and w = [ wθ wp ]
T ∈ R2×1 represents the modeling
errors and some repetitive disturbances.
Property 5 xi = [ θi pi ]
T ∈ R2×1 is the generalized coordinate vector.
Property 6 ρ, mt, EI and η1 are treated as uncertain parameters. There-
fore, the dynamic equation is linear with respect to the parameter vector Θi =
[ ρ mt EI η1 ]
T [67, 68].
The dynamic equation can be rewritten as
Mi,θθθ̈i +Mi,θpp̈i + Ci,θpṗi = ud + w + θ
Mi,pθθ̈i +Mi,ppp̈i + Ci,pθθ̇i + (Ci,pp + Ci,d,pṗi) + gi,p = wp
(3.59)
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According to property, the dynamic equation can be rearranged as
Mi,θθθ̈i +Mi,θpp̈i + Ci,θpθ̇i + Ci,θpṗi = Yi,θ(xi, ẋi, θ̈i, p̈i, θ̇i, ṗi)Θi
Mi,pθθ̈i +Mi,ppp̈i + Ci,pθθ̇i + (Ci,pp + Ci,d,pṗi) + gi,p = Yi,p(xi, ẋi, θ̈i, p̈i, θ̇i, ṗi)Θi
(3.60)
where Yi = [ Y Ti,θ Y
T
i,p
]T is called the regression matrix.
3.2.2 Dead-zone and Dead-zone inverse
Dead-zone is a phenomenon, which happens during an interval where the output
of the control system is zero, while the input of the control system is not zero. In
this case, it appears during the flexible manipulator changes the rotation direction,
such as from clockwise to counterclockwise. The dead-zone model can be described
as [4]
u(t) = DZ(v(t)) =

mr(v(t)− br) v(t) ≥ br
0 bl ≤ v(t) ≤ br
ml(v(t)− bl) v(t) ≤ bl
(3.61)
where br, bl, mr and ml are the breakpoints and slope of dead-zone, respectively.
br ≥ 0, bl ≥ 0, mr ≥ 0, ml ≥ 0 are unknown constants, u(t) is the control output
and v(t) is the control input, as shown in Fig. 3.3.
It should be noted that the magnitudes of br and bl are not required to be equal,
and the slope mr and ml are not required to be the same.
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Figure 3.3: Dead-zone model [4]
To remove the effect of dead-zone, the solution in this paper is to place a dead-zone
inverse. It is designed to convert the input ud into control input v. The unknown
dead-zone inverse parameters are estimated by the adaptive control scheme and
changed follow the number of iterations. Because the dead-zone is unknown, the
dead-zone inverse can only be complied with the estimation of dead-zone parame-
ters. The dead-zone inverse is described as




, if ud ≥ 0
ud(t)+m̂lbl
m̂lbl
, if ud ≥ 0
(3.62)
where m̂r 6= 0, m̂rbr 6= 0, m̂l 6= 0, m̂lbl 6= 0 are estimates of the dead-zone parame-
ters mr, mrbr, ml, mlbl, respectively.
The described dead-zone inverse is a relay-type discontinuity when the parameters
for dead-zone inverse is correct, it works and counteracts the effect of dead-zone.
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However, when the estimates parameters b̂r, b̂l are different from the true values br,
bl of dead-zone, this discontinuity appears and may cause control chattering.
In order to avoid this possible problem, an improved approach which is the smooth
inverse of the dead-zone is claimed to compensate for the effect of the dead-zone in
controller design. The smooth inverse for the dead-zone is described as















where ε0 is a free parameter, which can be chosen in any values, but needs to be
satisfied greater than 0. The structure of the controller with dead-zone is revealed
in Fig. 3.4.
Figure 3.4: Structure of the controller with dead-zone
The error between u(t) and ud(t) is calculated. The output of the dead-zone u(t)
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is parameterized as




ψ = [−σr(t)v(t), σr(t),−σl(t)v(t), σl(t)]T (3.67)
σr(t)






1 if u(t) ≤ 0
0 otherwise
(3.69)




where ξ̂ denotes estimate of ξ as given below,
ξ̂ = [m̂r, m̂rbr, m̂l, m̂lbl]
T (3.71)
ψ = [−φr(t)v(t), φr(t),−φl(t)v(t), φl(t)]T (3.72)
Additionally, ξ̂ is obtained by the following equation
˙̂
ξ = −ΓψT s (3.73)
where Γ is a positive constant.
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3.2.3 Control System Design
The control objective is to drive an under-actuated flexible manipulator with uncer-
tain parameters, repeatable disturbance and dead-zone to track a desired trajectory.
Some assumptions are imposed [65].
Assumption 1. The desired angular trajectory is defined by θd(t) and gets 2
requirements.
(1) θd(t) is a bounded continuously differentiable function of time t.
(2) The speed and acceleration are bounded, which means θ̇d(t) and θ̈d(t) are
bounded.
Assumption 2. The initial values of the angular position θd(t) and angular ve-
locity θ̇d(t) of the flexible manipulator are the same as the desired initial state at
the beginning of each iteration, which means θi(0) = θd(0) and θ̇i(0) = θ̇d(0). Fur-
thermore, the unknown variable pi has the same initial value during each iteration,
which is named as the Iterative Learning Control [69].
Assumption 3. The modeling errors and repetitive disturbance are bounded.
Determine ei = θi − θd presents the tracking error. The initial velocities of θi and
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pi are θ̇(i,r) and ṗ(i,r), which are obtained from
θ̇i,r = λei (3.74)
Yi,p(xi, ẋi, θ̈i, p̈i, θ̇i, ṗi)Θ̂i = α tanh(ṗi − ṗi,r) + ŵi,p (3.75)
where λ and α are positive constant, Θ̂i and ŵi,p are the estimates of Θi and wi,p.
Here defined two auxiliary variables, which are called sliding surfaces. The starting
value ṗ(i,r) is set as ṗi(0). Based on the Assumption 2 and the meaning of ṗi,
initially, si and ri are zero.Two variables are defined as
si = θ̇i − θ̇i,r (3.76)
ri = ṗi − ṗi,r (3.77)
so that it can be obtained as
Mi,θθṡi +Mi,θpṙi + Ci,θpsi + Ci,θprk = τi,θ + wθ − Yi,θ(xi, ẋi, θ̈i,r, p̈i,r, θ̇i,r, ṗi,r)Θi
Mi,pθṡi +Mi,ppṙi + Ci,pθsi + (Ci,pp + Ci,d,pri) = wp − Yi,p(xi, ẋi, θ̈i,r, p̈i,r, θ̇i,r, ṗi,r)Θi
(3.78)
The tracking controller is designed as follows
τi,θ = −µ tanh(βsi) + Yi,θ(xi, ẋi, θ̈i,r, p̈i,r, θ̇i,r, ṗi,r)Θ̂i − ŵi,θ (3.79)
where µ and β are positive constant, ŵi,θ is the estimates value of w(i, θ). ŵ(i,p) and
ŵ(i,θ) are obtained from the following learning lows and the initial value of ŵ(i,p)
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and ŵ(i,θ) are both equal to zero
ŵ(i,θ) = ŵ(i−1,θ) + ξsi (3.80)
ŵ(i,p) = ŵ(i−1,p) + ξri (3.81)
where ξ is a positive constant learning gain.





γΘi,u,j ifΘ̂i,j ≥ ε
γ
√
Θ2i,u,j + ε1 ifΘ̂i,j < ε
(3.82)
where Θi,u,j is the j − th element of Θi,u, both ε and ε1 are small positive numbers
and γ is a positive constant gain. ε is chosen very small so that it is less then every
entry of Θi,j. The initial condition and iteration initial guess of Θ̂i are
Θ̂i(0) = Θ̂i−1(T ), Θ̂1(0) = δ (3.83)
where δ is a positive number and T is a finite large number.
3.3 Simulation Results
This section mainly presents some simulation results for trajectory tracking of a
rigid manipulator, using PD-type and adaptive-type ILCs. All the simulation re-
sults are obtained solely using MATLAB & Simulink programming.
49
3.3.1 PD-Type ILC








where t = 8 s is the iteration time. And the learning control gain Γ and R are
chosen as
Γ = 0.8 (3.85)
R = −0.12 (3.86)
Because u0(t), e0(t) and ė0(t) are set as 0, there is no response at the first iteration,
and the results are shown as Fig. 3.5. After the first iteration, u1(t), e1(t) and ė1(t)








































Figure 3.5: PD-type ILC simulation results : trajectory tracking at the 1st iteration
are updated, then the results in the second iteration is as followed Fig. 3.6.
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Figure 3.6: PD-type ILC simulation results : trajectory tracking at the 2nd iteration
After taking 9 iterations, the desired trajectory gradually converges to the desired
trajectory, and the tracking error is less than ±0.6 deg of the desired trajectory, as
shown in Fig. 3.7. Therefore, according to the shown simulation results, the rigid
manipulator tracks the desired trajectory after 10 iterations by using PD-type ILC
algorithm.
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Figure 3.7: PD-type ILC simulation results : trajectory tracking at the 10th itera-
tion
3.3.2 Adaptive-Type ILC








where t = 8 s is the iteration time. And the learning control gain β, L and α are
chosen as
β = 1 (3.88)






The initial learning control input H1(t), sliding surface s1(t), Y1(t) and estimated
parameters Θ̂1(t) are all chosen as 0. As seen in Fig. 3.8, the trajectory tracking
at the first iteration including tracking response (Fig. 3.8(a)) and tracking error
(Fig. 3.8(b)). The difference between PD-Type and Adaptive-Type is there is con-
trol response at the first iteration, due to the feedback term in adaptive-Type ILC
controller.










































Figure 3.8: Adaptive-type ILC simulation results : trajectory tracking at the 1st
iteration
Then, from Fig. 3.9, the actual trajectory gives the trend to converge to the desired
trajectory, the tracking error decreased as well.
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Figure 3.9: Adaptive-type ILC simulation results : trajectory tracking at the 2nd
iteration
At the 9th iteration, the tracking error has decreased to between −0.35 deg and
0.05 deg. According to the given simulation results, adaptive-type ILC controller
drive the rigid manipulator tracks the desired trajectory using 9 iterations.
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Rigid manipulator experimental results are presented in this section. As shown
in Fig. 3.11, the experimental system consists of a Q2-USB acquisition device, an
amplifier device, a computer, and a Quanser SRV02 rotary servo plant. A rigid
link is mounted on the top of Quanser SRV02 rotary servo plant [70]. The angular
position is detected by encoder sensor.
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Figure 3.11: Rigid manipulator experimental system
3.4.1.1 PD-Type ILC
In each iteration process, the experiment time, T , is set as 8 seconds. Fig. 3.12
shows the desired trajectory (solid line) and actual trajectory (dash line) at the 1st
iterations. It is clear to see that the gap between the desired trajectory and actual
trajectory at the 1st iteration. Then, at the 2nd iteration, ei and ė1 are updated, in
this case, there is a response that the rigid manipulator start to track the desired
trajectory, as shown in Fig. 3.13. Finally, actual trajectory converges to the desired
trajectory at the 14th iteration. And Fig. 3.14 presents the tracking error at the 14th
iteration, which obviously tells the tracking performances are improved as iteration
time increased.
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Figure 3.12: PD-type ILC experimental results : trajectory tracking at the 1st
iteration








































Figure 3.13: PD-type ILC experimental results : trajectory tracking at the 2nd
iteration
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Figure 3.14: PD-type ILC experimental results : trajectory tracking at the 14th
iteration
3.4.1.2 Adaptive-Type ILC
In each iteration process, the experiment time, T , is set as 8 seconds. Fig. 3.15 shows
the trajectory and tracking error at the 1st iterations. And the given trajectory is
the same as simulation.
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Figure 3.15: Adaptive-type ILC experimental results : trajectory tracking at the
1st iteration
Then the 2nd iteration is shown as Fig. 3.16.









































Figure 3.16: Adaptive-type ILC experimental results : trajectory tracking at the
2nd iteration
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Finally, at the 8th iteration, the tracking error is within 0.5 deg, as shown in
Fig. 3.17.










































Figure 3.17: Adaptive-type ILC experimental results : trajectory tracking at the
8th iteration
3.4.2 Flexible Manipulator
Flexible manipulator experimental results are presented in this section. As shown in
Fig. 3.18, the experimental system has four parts, including a Q2-USB acquisition
device, an amplifier device, a computer, and a Quanser SRV02 rotary servo plant.
A flexible link with a tip mass is assembled on the top of Quanser SRV02 rotary
servo plant. The angular position is detected by encoder sensor and deformation
is detected by a strain gage connected to the tachometer sensor. The parameters
of the flexible manipulator, control system and dead-zone are shown in Table 3.1
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[71]. In each iteration process, the experiment time, T , is set as 40 seconds.
Figure 3.18: Flexible manipulator experimental system





) − 1. In the actuated channel,
manually subjoin a 0.1 sin(1.5T ) disturbance to demonstrate the performance of
the designed controller. Fig. 3.19 shows the s at the 1st and 10th iterations. It is
clear to see that s gradually reduce to almost zero as iteration time increasing. The
trajectories of the flexible manipulator at 1st and 10th iterations are illustrated in
Fig. 3.20. And Fig. 3.21 presents the tracking error at the 1st and 10th iterations,
which obviously tell the tracking performances are promoted from time by time.
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Table 3.1: Parameters of system, controller and deadzone
Parameters Value Unit
Linear density of flexible link ρ 0.1354 kg/m
Length of flexible link l 0.435 m
Bending stiffness of flexible link EI 0.181 N·m2


















Figure 3.19: The sliding variable s at the 1st and 10th iteration
Figure 3.20: The trajectory tracking of the flexible manipulator at the 1st and the
10th iteration with dead-zone inverse
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Figure 3.21: The tracking error at the 1st and the 10th iteration with dead-zone
inverse
Figure 3.22: The trajectory tracking of the flexible manipulator at the 1st and the
10th iteration without dead-zone inverse
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Figure 3.23: The tracking error at the 1st and the 10th iteration without dead-zone
inverse
All above results contain the smooth inverse of dead-zone. Moreover, Fig. 3.22
clarifies the trajectories of the flexible manipulator at 1st and 10th iterations, which
do not have dead-zone inverse. Additionally, Fig. 3.23 indicates the tracking error
at the 1st and 10th iterations. By comparing with Fig. 3.20, Fig. 3.21, Fig. 3.22
and Fig. 3.23, it is should be noted that placing the smooth inverse of dead-zone
in controller design can successfully compensate the effect of dead-zone.
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3.5 Conclusions
Table 3.2: Comparison of PD-type ILC and adaptive-type ILC
PD-Type ILC Adaptive-Type ILC
Simulation tracing error (deg) | ei |≤ 0.6 | ei |< 0.35
Simulation converge speed 10 iterations 9 iterations
Experimental tracking error (deg) | ei |< 1.5 | ei |< 1
Experimental converge speed 14 iterations 8 iterations
First iteration no response tracking
In this chapter, dynamic model of both rigid and flexible manipulator are presented,
and based on these two dynamic models, two types of ILC algorithm are designed
to ensure the manipulator tracks the desired trajectories, and compensates repet-
itive disturbance. As shown in simulation and experimental results, the proposed
PD-type ILC and adaptive-type ILC meet the requirements, which is the tracking
error is less than 1% of the maximum value of the desired trajectory. By compared
with these two controllers, PD-type has the lower convergence speed, and at the
first iteration, there is no response which causes some misunderstanding in appli-
cations, such as the operator may think the instrument is broken and waste 1 time
to manipulate the materials. For the Adaptive-type ILC, tracking error at the 1st
iteration is acceptable, and it took 8 iterations to converge to the required speci-
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fications. And from Table 3.2, it can be seen the tracking error for adaptive-type
ILC is less than that for PD-type ILC in both simulation and experimental results.
The problem of a flexible manipulator with uncertain parameters, dead-zone, and
unknown disturbance is addressed using the designed iterative learning controller
with placing a smooth inverse of the dead-zone. An adaptive sliding-mode con-
troller keeps the system on the designed sliding variables during the experimental
time interval as iteration time goes up. The smooth inverse of the dead-zone is de-
signed to compensate the effect of the dead-zone. Experimental results show that
the proposed controller can drive the flexible manipulator tracking the designed
trajectory and compensate the effect of the dead-zone.
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4 Application of ILC to UAVs
In this chapter, detailed discussions of a quadrotor UAV are presented. The or-
ganization of this chapter is as follows: the dynamic model of the UAV, the basic
concepts and the assumptions used in this chapter are introduced in Section 4.1.
The controller design based on the attitude and the position control is explained in
4.2. The simulation of the quadrotor is discussed in Section 4.3. The experimental
results using gimbal and QDrone are shown in section 4.4 and finally concluding
remarks of this chapter are included in Section 4.5.
4.1 Dynamic Modeling
The UAV configuration [72] used in this model is illustrated in Fig. 4.1. As seen
in the figure, based on the right hand rule, the three rotations Roll (φ), Pitch (θ)
and Yaw (ψ) present the rotation about X-axis, Y -axis and Z-axis, respectively.
Propellers 1 and 2 rotate in clockwise, meanwhile generate the torques 1 and 2.
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Similarly, propellers 3 and 4 rotate in counter-clockwise and generate torques 3 and














Figure 4.1: UAV schematic
The dynamic model fo a UAV with respect to the Earth-fixed coordinate system
can be expressed as [73]










z̈ = (cosφ cos θ)U1
m





















U1 = F1 + F2 + F3 + F4
U2 = L(F3 − F4)
U3 = L(F1 − F2)
U4 = Ky(F1 + F2 − F3 − F4)
(4.2)
where, x, y, and z represent the coordinates in the inertial frame, φ, θ, and ψ
illustrate roll, pitch, and yaw angles, ki represents the drag coefficients, m, g, Fi,
and Ky are the mass of the UAV, acceleration of gravity, thrust generated be the
ith motor and thrust-to-moment scalling factor, respectively, and U1, U2, U3, U4,
and L illustrate the total lift force, the moments about x, y, and z axes, and the
distance between the center of the UAV and the rotor.
To simplify the nonlinear model shown above, the linear model of a UAV can be
expressed with an assumption:
Assumption It is assumed that the UAV operates in a hovering condition (U1 ≈
mg). The pitch and roll motions are small such that sin θ ≈ θ and sinφ ≈ φ. There
is no yaw motion (ψ = 0) during the whole flight. Furthermore, the UAV moves
extremely slow, so the drag force can be neglected [73].















The mathematical model of UAV with unknown disturbance could be expressed as
Dq̈ + Ua = U (4.4)
where Ua = [Ua1, Ua2, Ua3, Ua4]
T is the unknown disturbance vector.Denote qi =
[xi, yi, zi, φi, θi, ψi]
T as the actual output, and qd = [xd, yd, zd, φd, θd, ψd]
T is
specified as a reference input for system, ei is the tracking error, which is defined
as ei = qi − qd, and ėi = q̇i − q̇d.
Z-direction Translation
Taking off and raising the height for a quadrotor can be done by increasing the
rotors’ speeds equally, and vice versa for landing and reducing the height. The
change in the torque in each pair is equal and thus be canceled out. Fig. 4.2








Figure 4.2: Z-direction translation schematic
X-direction Translation and Pitch Rotation
Since the quadrotor dynamic is highly coupled, the motion in one direction depends
on a rotation with a certain angle, which is the fundamental of how the quadrotor
moves in each direction. Therefore, starting from hovering, increasing the speed of
rotor 1 and decreasing the speed of rotor 2, while maintaining speeds of rotor 3 and
4 result in rotation in the pitch(θ) angle and motion in the X-direction and vice
versa. Note that at this point the UAV tilts with a small angle and the thrust is









Figure 4.3: X-direction translation and pitch rotation schematic
Y-direction Translation and Roll Rotation
Similar to the pitch motion, the roll motion is coupled with the Y-direction motion.
In this case, increasing the rotors’ speed of rotor 3 and decreasing it of rotor 4, while
maintaining the speeds of rotors 1 and 2 result in rotation in the roll(φ) angle and








Figure 4.4: Y-direction translation and roll rotation schematic
Yaw-direction Rotation
The yaw motion is not coupled. Instead of canceling out the torques, the thrust
is balanced to maintain the altitude in this case. To perform a pure yaw motion,
starting from hovering, equally increase the speed in a pair of rotors with the same
direction of propeller rotation, and decrease the other pair. Increasing the speed
of rotors 1 and 2, while decreasing the speed of rotor 3 and 4 result in rotation in








Figure 4.5: Yaw-direction rotation schematic
4.2 Control System Design
4.2.1 Controller Design Based on the Attitude Control
The attitude control considers the attitude of UAV, which are ψ, θ and ψ, Z direc-
tion still be considered in this part. Therefore, attitude equations are used as the
dynamic model.
4.2.1.1 Learning control without parameter adaptation
U = [U1, U2, U3, U4]
T is the control input, which can be expressed as follows
U = Ei + Ci + Hi, (4.5)
75
where, Ei = −βLS is the feedback control input, Ci = Dėi is the nonlinear
compensation term. The four sliding surfaces [74] are defined as
s1 = (zi − zd) + (żi − żd)
s2 = (yi − yd) + (ẏi − ẏd)
s3 = (xi − xd) + (ẋi − ẋd)
s4 = (ψi − ψd) + (ψ̇i − ψ̇d)
(4.6)
Based on Eq. 4.6, can define S = [s1, s2, s3, s4]
T and Ṡ = [ṡ1, ṡ2, ṡ3, ṡ4]
T , Ṡ
expressed as 
ṡ1 = (żi − żd) + (z̈i − z̈d)
ṡ2 = (ẏi − ẏd) + (ÿi − ÿd)
ṡ3 = (ẋi − ẋd) + (ẍi − ẍd)
ṡ4 = (ψ̇i − ψ̇d) + (ψ̈i − ψ̈d)
(4.7)
Substitute Eq. (4.5) into Eq. (4.4), could have
Dq̈i + Ua = Ei + Ci + Hi (4.8)
D(ëi + q̈d) + Ua = −βLS + Dėi + Hi (4.9)
therefore,
DṠ+βLS = −(Dq̈d+Ua−Hi) = −(U∗d +Ua−Hi) = −(Ud−Hi) = Ũi (4.10)
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To generate the learning algorithm, define a Lyapunov function candidate W (Si) =
1
2
STi DSi, then, the derivative of W (Si) along the error trajectory is





STi ḊSi = −βSTi LSi + STi Ũi (4.11)
Integrating both sides of Eq. (4.11), results in







which indicates that the error dynamics is strictly passive with respect to the pair
{Ũi/Si}. Due to the unknown disturbance vector Ua, proposed a physically real-
izable control algorithm,
Hi+1 = Proj{H̄i+1} = Proj{H̄1i+1, ..., H̄ni+1}, (4.13)
where H̄i+1 = Hi − βLSi and
Proj{H̄i+1} =

Unb if H̄ni+1 ≥ Unb
−Unb if H̄ni+1 ≤ −Unb
H̄ni+1 otherwise
(4.14)















Proof From the definition of Ũi and the learning rule,
∆Ũi = Ũi+1 − Ũi = −βLSi (4.16)
Therefore,




−1Ũi+1 − ŨTi L−1Ũi) (4.17)
Vi+1 − Vi ≤
∫ t
0
(−2βSTi DṠi − β2STi LSi)dτ (4.18)
Vi+1 − Vi ≤ −2βSTi DSi (4.19)
Because Si(0) = 0. Hence, Vi+1 − Vi converges to zero, and Si converges to zero.
4.2.1.2 Adaptive ILC with parameter learning
Y (q(t), q̇(t), q̈(t))Θ = U −Ua (4.20)
In order to prove the convergence of the parameter estimator, impose the following
assumption on the system.
Assumption Each element Θn of the parameter vector Θ is bounded with known
bound Θnb. This means that |Θn| ≤ Θnb for all n = 1, 2, ..., l, where l is the number
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of elements of Θ.
Ei = −βYiY Ti Si − βLSi (4.21)
the additional term βYiY
T
i Si helps to eliminate the constrains that was imposed
on β and L.
Ci = −D̂ėi (4.22)
where D̂ denotes the estimated variables. Substitute Eq. (4.21) and (4.22) into
Eq. (4.4),
DṠi + βLSi + βYiY
T
i Si = YiΘ̃ + Ũi (4.23)
Θ̃i = Θ− Θ̂i (4.24)
In order to construct good learning rules, define W (Si) =
1
2
STi DSi So that,








STi (Ũi +YiŨi)dτ (4.25)
Proposing an adaptive learning controller with following parameter learning rule:




















The designed adaptive learning controller is composed of the feedback controller,
the learning control rule and the parameter leaning rule, which is shown below,
U = Ei + Hi + YiΘ̂i; (4.28)
Theorem The adaptive learning controller for the uncertain dynamic system con-
verges uniformly as follows
(1) lim
i→∞












Proof Since | ˜̄U i |≥| Ũi | and | ˜̄Θi |≥| Θ̃i | so that














ˆ̄Θi+1 − Θ̂i = −βYiSi (4.32)
and
Vi+1(t)− Vi(t) ≤ −2β
∫ t
0







Vi+1(t)− Vi(t) ≤ −βSTi DSi (4.34)
Because Si(0) = 0, Hence, Vi+1 − Vi converges to zero, and Si converges to zero.
4.2.2 Controller Design Based on the Position Control
The position control considers the position of the UAV, which is Z, X and Y,
meanwhile, keeps yaw direction the same as the previous one. In this case, φ and
θ are considered to be U2 and U3, which are the control input.
4.2.2.1 Learning control without parameter adaptation
U = [U1 φ θ U4]
′ is the control input.
U = Ei + Ci +Hi (4.35)
where Ei = −βLS is the feedback control input, Ci = Dėi is the nonlinear com-
pensation term. Defined four sliding surfaces shown as
s1 = (zi − zd) + (żi − żd) (4.36)
s2 = (yi − yd) + (ẏi − ẏd) (4.37)
s3 = (xi − xd) + (ẋi − ẋd) (4.38)
s4 = (ψi − ψd) + (ψ̇i − ψ̇d) (4.39)
81
Based on Eqs. (4.36)-(4.39), could have S = [s1 s2 s3 s4]
′ and Ṡ = [ṡ1 ṡ2 ṡ3 ṡ4]
′, Ṡ
expressed as
ṡ1 = (żi − żd) + (z̈i − z̈d) (4.40)
ṡ2 = (ẏi − ẏd) + (ÿi − ÿd) (4.41)
ṡ3 = (ẋi − ẋd) + (ẍi − ẍd) (4.42)
ṡ4 = (ψ̇i − ψ̇d) + (ψ̈i − ψ̈d) (4.43)
Substitute Eq.(4.35) into Eq.(4.4), could have
Dq̈i + Ua = Ei + Ci +Hi (4.44)
D(ëi + q̈d) + Ua = −βLS +Dėi +Hi (4.45)
Therefore,
Dṡ+ βLS = −(Dq̈d + Ua −Hi) = −(U∗d + Ua −Hi) = −(Ud −Hi) = Ũi (4.46)
To generate the learning algorithm, define a Lyapunov function candidate W (Si) =
1
2
STi DSi, then, the derivative of W (Si) along the error trajectory is





STi ḊSi = −βSTi LSi + STi Ũi (4.47)
Integrating both sides of the above equation, could obtain








which indicates that the error dynamics is strictly passive with respect to the pair
{Ũi/Si}. Due to unknown disturbance vector Ud, proposed a physically realizable
control algorithm,
Hi+1 = Proj{H̄i+1} = Proj{H̄1i+1, ..., H̄ni+1}, (4.49)
where H̄i+1 = Hi − βLSi and
Proj{H̄i+1} =

Unb if H̄ni+1 ≥ Unb
−Unb if H̄ni+1 ≤ −Unb
H̄ni+1 otherwise
(4.50)














Proof From the definition of Ũi and the learning rule,
∆Ũi = Ũi+1 − Ũi = −βLSi (4.52)
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Therefore,




−1Ũi+1 − ŨTi L−1Ũi) (4.53)
Vi+1 − Vi ≤
∫ t
0
(−2βSTi DṠi − β2STi LSi)dτ (4.54)
Vi+1 − Vi ≤ −2βSTi DSi (4.55)
Because Si(0) = 0. Hence, Vi+1 − Vi converges to zero, and Si converges to zero.
4.2.2.2 Adaptive ILC with parameter learning
Y (q(t), q̇(t), q̈(t))Θ = U − Ua (4.56)
In order to prove the convergence of the parameter estimator, impose the following
assumption on system.
Assumption Each element Θn of the parameter vector Θ is bounded with known
bound Θnb. This means that |Θi| ≤ Θnb for all n = 1, 2, · · ·, l, where l is the number
of elements of Θ.
Ei = −βYiY Ti Si − βLSi (4.57)
The additional term βYiY
T
i Si helps to eliminate the constrains that was imposed
on β and L.
Ci = −D̂ėi (4.58)
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where .̂ denotes the estimated variables. Substitute Eq. (4.57) and (4.58) into Eq.
(4.4),
DṠi + βLSi + βYiY
T
i Si = YiΘ̃ + Ũi (4.59)
Θ̃i = Θ− Θ̂i (4.60)
In order to construct good learning rules, define W (Si) =
1
2
STi DSi So that,








STi (Ũi + YiŨi)dτ (4.61)
Proposed an adaptive learning controller with following parameter learning rule:
Θ̂i+1 = Proj{ ˆ̄Θi+1} = Proj{ ˆ̄Θ
1
i+1, · · ·, ˆ̄Θ
n
i+1}, (4.62)













The designed adaptive learning controller be composed of the feedback controller,
the learning control rule and parameter leaning rule, which is shown below,
U = Ei +Hi + YiΘ̂i; (4.64)
Theorem The adaptive learning controller for the uncertain dynamic system con-
















Proof Since | ˜̄U i |≥| Ũi | and | ˜̄Θi |≥| Θ̃i | so that














ˆ̄Θi+1 − Θ̂i = −βYiSi (4.68)
and
Vi+1(t)− Vi(t) ≤ −2β
∫ t
0






Vi+1(t)− Vi(t) ≤ −βSTi DSi (4.70)
Because Si(0) = 0, Hence, Vi+1 − Vi converges to zero, and Si converges to zero.
4.3 Simulation Results
This section presents the trajectory tracking simulation results of the UAV, using
the proposed adaptive-type ILCs. All the simulation results are obtained solely
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using MATLAB & Simulink programming.
Translation in Z-axis Direction
Throughout the simulation, the iteration time is 20 seconds and desired trajectory
in Z is given as
zd =

1 if 0 ≤ T ≤ 10
0.3 sin(π
5
T )− 1 if 10 < T ≤ 20
(4.71)
where, T ∈ (0, 20] is the time in each iteration, the mass of the UAV used in
the simulation is m = 1.12 kg and the acceleration of gravity is g = 9.81 m/s2.
The initial parameters for the proposed controller are estimated as sz1(T ) = 0,
Hz1(T ) = 0, Θ̂z1(T ) = 1.1 and Yz1(T ) = 0. As shown in Fig. 4.6, the actual
trajectory gradually tracks the desired trajectory and the tracking error decreases.




































Figure 4.6: QDrone simulation results : trajectory tracking in Z-axis direction
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Translation in X-axis Direction
The desired trajectory on X direction used in the simulation is
xd = RT
5e(−2T ) (4.72)
where, R = 2, and T is the time in each iteration. The proposed controller drives
the UAV to track the desired trajectory in X-axis direction, and the tracking error
shows the learning performance iteration by iteration, which is described as Fig. 4.7.








































Figure 4.7: QDrone simulation results : trajectory tracking in X-axis direction
Translation in Y-axis Direction
The desired trajectory and all parameters are setting as in the translation in X-axis
direction. The tracking performance is illustrated as Fig. 4.8.
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Figure 4.8: QDrone simulation results : trajectory tracking in Y-axis direction
Rotation in Yaw Direction
The given trajectory is the same as the trajectory in Z-axis direction, and Iz = 0.002
kg/m2. From Fig. 4.9, it can be seen that the tracking performance is promoted as
the number of iterations increased.














































Figure 4.9: QDrone simulation results : trajectory tracking in Yaw direction
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4.4 Experimental Results
This section presents the experimental results by using the QDrone [75], with the
proposed adaptive-type ILCs. The experimental results are divided into two parts:
the test with the gimbal and the free flight test.
(a) The gimbal and the QDrone (b) The QDrone in flying space
Figure 4.10: QDrone experimental system
4.4.1 Experimental Results with Gimbal
The gimbal is a frame that the QDrone can be mounted on it. In this case, there
are two degrees of freedom, i.e, roll and yaw. Fig. 4.10(a) shows the QDrone with
gimbal. To do the test, first, mount the QDrone on the gimbal, then give the
desired trajectory in directions such as roll or yaw. While the QDrone is mounted
on the gimbal, the dynamic model of the QDrone is considered to be the same as
in free flight test, since the motion is equivalent to an attitude motion of a QDrone
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in hovering. It is worth nothing that the gimbal has no actuators and the QDrone
is actuated only by the four propellers.
Rotation in the Roll Direction





T ) if 0 < T ≤ 10
0 if 10 ≤ T ≤ 20
(4.73)
where, T ∈ (0, 20] is time for each iteration. The yaw angle is set to zero. As
shown in Fig. 4.11, the tracking performance is promoted as the time increases,
meanwhile, the yaw direction is stable.
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Figure 4.11: Experimental results with the Gimbal : rotation in the roll angle &
yaw angle maintains stable
Rotation in the Yaw Direction





T ) if 0 < T ≤ 10
0 if 10 ≤ T ≤ 20
(4.74)
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where, T ∈ (0, 20] is time for each iteration, conversely, the roll angel is set to zero.
As shown in Fig. 4.12, the tracking performance is promoted as the time increases,
meanwhile, the roll direction is stable.

























































































Figure 4.12: Experimental results with the Gimbal : rotation in the yaw angle &
roll angle maintains stable
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4.4.2 Free Flight Test
The tests have been run in the York University Autonomous Unmanned Vehicle
(YU-AUV) facility in the Spacecraft Dynamics Control and Navigation Lab (SDC-
NLab). The QDrone has 5 markers on the top of it with a unique shape, and there
are 16 cameras on the wall to recognize the real-time position of the QDrone, as the
shown in Fig. 4.10(b). For all the tests, the desired trajectories are given after the
QDrone takes off. But before that, the system considers the initial position of the
QDrone on the map is the desired one, therefore, the tracking error is zero during
that period. And the precision of this experimental system is 0.05 m.
Translation in the X-axis Direction
First, the motion is only in the X-axis direction, and the motion in the other
directions are set to zero. The desired trajectory is




where, T ∈ (0, 20] is time for each iteration. As shown in Fig. 4.13, the tracking
performance is promoted as the time increases. At the 1st iteration, the tracking
error is 0.15 m, but at the 6th iteration it drops to 0.05 m. From Fig. 4.14, it can
be seen that the QDrone is stable in the Y-axis direction since the tracking error
is within ±0.05 m. Also, in the Z-axis direction, the learning effect is shown from
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Fig. 4.15. Meanwhile, the tracking error in the Yaw-axis direction is around ±0.04
rad as shown in Fig. 4.16.
































Figure 4.13: Free flight test - translation in the X-axis direction only : results in
the X-axis direction































Figure 4.14: Free flight test - translation in the X-axis direction only : results in
the Y-axis direction
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Figure 4.15: Free flight test - translation in the X-axis direction only : results in
the Z-axis direction






































Figure 4.16: Free flight test - translation in the X-axis direction only : results in
the Yaw angle
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Translation in the Y-axis Direction
The trajectory in the Y-axis direction is the same as in the X-axis direction, as
shown below,




where, T ∈ (0, 20] is time for each iteration. In this test, there is no desired motion
in the X-axis direction. According to Fig. 4.17, the QDrone is stable in the X-axis
direction since the tracking error is between −0.02 m and 0.06 m. At the same
time, Fig. 4.18 illustrates the learning performance in the Y-axis direction, since
the tracking error declines from more than 0.1 m to ±0.05 m as iteration time
added. Similarly, Fig. 4.19 shows the learning performance in the Z-axis direction.
The actual altitude converges to the desired one, which is 1 m, and the error in the
Yaw-axis direction is around ±0.05 rad.
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Figure 4.17: Free flight test - translation in the Y-axis direction only : results in
the X-axis direction
































Figure 4.18: Free flight test - translation in the Y-axis direction only : results in
the Y-axis direction
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Figure 4.19: Free flight test - translation in the Y-axis direction only : results in
the Z-axis direction


































Figure 4.20: Free flight test - translation in the Y-axis direction only : results in
the Yaw angle
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Translation in the Z-axis Direction
In this test, there are three different desired trajectory in the Z-axis direction,
which are used to verify the present controller drive the QDrone to track a variety
of trajectories. The attached experimental results are all illustrate the QDrone
improves the flying behavior in the Z-axis direction, and maintain no motion in the
other directions.
Test 1
The trajectory in the Z-axis direction is
zd =

0.8 + 0.3 sin( π
10
T ) if 0 < T ≤ 10
0.8 if 10 ≤ T ≤ 20
(4.77)
where T ∈ (0, 20] is time for each iteration. Figs. 4.21 and 4.22 describe the QDrone
maintains no motion, since the tracking error are all acceptable. Meanwhile, the
actual trajectory of the QDrone converges to the desired one as time increases, and
the tracking error converge to around 0 m, as shown in Fig. 4.23. Fig. 4.24 shows
the tracking error in the Yaw angle is between 0.06 rad and −0.08 rad.
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Figure 4.21: Free flight test - translation in the Z-axis direction only : results in
the X-axis direction - test 1

































Figure 4.22: Free flight test - translation in the Z-axis direction only : results in
the Y-axis direction - test 1
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Figure 4.23: Free flight test - translation in the Z-axis direction only : results in
the Z-axis direction - test 1










































Figure 4.24: Free flight test - translation in the Z-axis direction only : results in
the Yaw angle - test 1
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Test 2
The trajectory in the Z-axis direction is




where, T ∈ (0, 20] is time for each iteration. According to Fig. 4.25, the QDrone
improves the tracking behavior in the X-axis direction, the tracking error reduced
from more than ±0.2 m to 0.1 m. At the same time, Fig. 4.26 shows the QDrone is
stable In the Y-axis direction. Fig. 4.27 provides the learning performance in the
Z-axis direction, since there is a tendency that the tracking error goes to 0 m, and
the error in the Yaw angle is within ±0.1 rad.































Figure 4.25: Free flight test - translation in the Z-axis direction only : results in
the X-axis direction - test 2
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Figure 4.26: Free flight test - translation in the Z-axis direction only : results in
the Y-axis direction - test 2






































Figure 4.27: Free flight test - translation in the Z-axis direction only : results in
the Z-axis direction - test 2
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Figure 4.28: Free flight test - translation in the Z-axis direction only : results in
the Yaw angle - test 2
Test 3
The trajectory in the Z-axis direction is




where, T ∈ (0, 10] is time for each iteration. Similarly, Figs. 4.29 and 4.30 describe
the QDrone is stable in both X and Y axes directions. In the Z-axis direction, the
QDrone improves the tracking behavior, since the tracking error converges to 0 m,
as shown in Fig. 4.31. At the same time, the tracking error in the Yaw angle is
within ±0.1 rad.
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Figure 4.29: Free flight test - translation in the Z-axis direction only : results in
the X-axis direction - test 3





































Figure 4.30: Free flight test - translation in the Z-axis direction only : results in
the Y-axis direction - test 3
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Figure 4.31: Free flight test - translation in the Z-axis direction only : results in
the Z-axis direction - test 3




































Figure 4.32: Free flight test - translation in the Z-axis direction only : results in
the Yaw angle - test 3
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Translation in the X+Y-axes Direction
In this test, the QDrone translates in both the X-axis and the Y-axis directions at
the same time, and the desired trajectories are the same as the previous individual
tests, which are









where, T ∈ (0, 20] is time for each iteration. According to Figs. 4.33 and 4.34,
the learning performance in both the X-axis and the Y-axis can be shown, while
the tracking error is reduced from around 0.1 m to ±0.05 m. Also, from Fig. 4.35,
the learning result in the Z-axis direction can be seen. Fig. 4.36 shows the flying
behavior in the Yaw-axis direction is stable and the tracking error is around ±0.05
rad.






























Figure 4.33: Free flight test - translation in the X+Y-axes direction : results in the
X-axis direction
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Figure 4.34: Free flight test - translation in the X+Y-axes direction : results in the
Y-axis direction





































Figure 4.35: Free flight test - translation in the X+Y-axes direction : results in the
Z-axis direction
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Figure 4.36: Free flight test - translation in the X+Y-axes direction : results in the
Yaw angle
Translation in the X+Y+Z-axes Direction
In this test, the proposed adaptive-type ILC is verified to be working in the three
directions at the same time, which are X-axis, Y-axis and Z-axis. The desired
trajectories are













where, T ∈ (0, 20] is time for each iteration. As shown in Figs. 4.37 and 4.38,
the tracking error in the X-axis and the Y-axis directions decreased as iteration
time increased and finally are around ±0.05 m. Meanwhile, the tracking behavior
improves in the Z-axis direction, which is shown in Fig. 4.39, since the tracking
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error converges to zero. The behavior in the Yaw-axis direction shows the similar
performance as the previous test, which is tracking error around ±0.05 rad.































Figure 4.37: Free flight test - translation in the X+Y+Z-axes direction : results in
the X-axis direction































Figure 4.38: Free flight test - translation in the X+Y+Z-axes direction : results in
the Y-axis direction
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Figure 4.39: Free flight test - translation in the X+Y+Z-axes direction : results in
the Z-axis direction








































Table 4.1: Conclusion of free flight test - QDrone
Free flight test Desired trajectory Tracking error (m)
Translation in the X-axis direction Eq. (4.75) | exi |≤ 0.05
Translation in the Y-axis direction Eq. (4.76) | eyi |≤ 0.05
Translation in the Z-axis direction test 1 Eq. (4.77) | ezi |≤ 0.05
Translation in the Z-axis direction test 2 Eq. (4.78) | ezi |≤ 0.05
Translation in the Z-axis direction test 3 Eq. (4.79) | ezi |≤ 0.05
Translation in the X+Y-axes direction Eq. (4.80)
| exi |≤ 0.05
| eyi |≤ 0.05
Translation in the X+Y+Z-axes direction Eq. (4.81)
| exi |≤ 0.05
| eyi |≤ 0.05
| ezi |≤ 0.05
In this chapter, the dynamic model of the UAV is presented, and the adaptive-
type iterative learning controller is designed based on the attitude and the position
separately. The simulation results suggested the possibility of conducting the ex-
periments, and the experimental tests are divided into two parts. First, the test
on the Gimbal to verity the proposed attitude controller on the QDrone. Accord-
ing to the results, the proposed controller, successfully drove the QDrone to track
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the desired trajectory in the roll and yaw directions, and the learning performance
was shown. Second, the tests were run in the flying space, where the QDrone can
take-off, then perform the given task. Initially, the QDrone took-off, then the de-
sired trajectory in the X-axis, Y-axis and Z-axis were given separately to verify
that each controller matches the desired performance. There were three tests in
the Z-axis direction to show the proposed controller fits for different types of de-
sired trajectories. Test 1 verified the desired trajectory can be discontinuous, so
that the QDrone can hover for 10s after executing one tracking mission. Test 2
and 3 illustrated the iteration time can be different for the desired trajectory. Af-
ter that combine trajectories from different directions were considered to test the
whole performance. The experimental results clearly demonstrated the proposed
adaptive-type iterative learning controller ensure that the QDrone can track all the
trajectories, including attitude, position, simple trajectory and complex trajectory.
And Table 4.1 shows the tracking error in each test achieves the best accurate of
the experimental system, which is the tracking error no larger than 0.05 m.
114
5 Conclusions and Future Work
This chapter simply summarized and generalized concepts, research, simulation and
experimental results. This chapter is organized as beginning with general review
of this thesis in Section 5.1, followed by the discussion about future work, which
could possibly be further investigated, in Section 5.2.
5.1 General Review
This thesis aims to present two different types of iterative learning control algo-
rithms, and apply them into different areas to verify the capability of them. The
first one is PD-type iterative learning controller, which combines the classical PD
control approach and the iterative learning technique. The second one is adaptive-
type iterative learning controller, which is suitable for the dynamic model with
unknown parameters. The general concepts of ILC are included in Chapter 2.
By considering the one rigid manipulator, both controllers are used for simulation
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and experimental test, which are described in Chapter 3. The given results shows
PD-type iterative learning controller has less parameters to tune and more conve-
nient to employ, however, the convergence speed is less then the adaptive-type one,
and there is no response in the first iteration that may cause misunderstanding
or risk in real application for factory. Adaptive-type iterative learning controller
achieves the objective by using less iteration time, but the degree of difficulty also
increased. An adaptive-type iterative learning controller also be used in flexible ma-
nipulator with considering to deal with dead-zone problem. An dead-zone inverse
was added in the controller to eliminated the effect of dead-zone. The provided
experimental results verify the proposed controller remove the dead-zone and other
repetitive disturbances successfully.
According to the conclusion of previous chapter, this research was focus on applying
adaptive-type iterative learning controller on UAV. The general dynamic model of
UAV, control system design, simulation and experimental results are concluded in
Chapter 4. The dynamic model could be two parts, one is the attitude, another
one is the position. This research uses the traditional inner loop and out loop
method to control the UAV. In this case, the control system is designed in two
parts, the attitude one and the position one. To verify the performance of the
proposed controller, simulation are finished by using Matlab & Simulink and the
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experimental tests are done by using the Gimbal and the QDrone. First, mount the
QDrone on the Gimbal to test the attitude control involving roll and yaw directions,
because there are two degree of freedom when using the Gimabl to do the test. The
attached results clearly show the learning process in both roll and yaw directions.
Then, the test were run after the QDrone took-off, the test includes X-axis, Y-axis,
Z-axis, X+Y-axis and X+Y+Z-axis, all the mentioned test results illustrate the
learning performance when the QDrone executed the given missions, and the final
results are all achieved the expected requirement which are within 0.05 m.
5.2 Future Work
The work finished in this thesis is preliminary step on the applications of iterative
learning control algorithms, which illustrates the proposed two types of iterative
learning controller have the capability on dealing with repetitive disturbance both
on robotic manipulators and UAVs. However, there are still some issues for the
future development.
This research tested one manipulator without any attachments or more links. If
there are some attachments on the flexible manipulator, the vibration problem need
to be considered [76, 77]. Also, the dynamic model could be more complex, if there
are more than one link, and the system becomes the under-actuated one, but the
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degrees of freedom increased which makes the manipulator to be agile [78, 79].
This research did not consider the actuator fault, which means the actuator can
not provide the desired input, that causes the control performance can not achieve
the excepted requirements. Fault tolerant can be an valuable part to be considered
in designing the iterative learning algorithm, since fault tolerant control is capable
of maintaining the performance of the closed-loop system at an acceptable level
in the presence of faults. The actuator fault has been solved in many research
[80, 81, 82, 83, 84, 85], but there is a challenge to combine the iterative learning
algorithm and the fault tolerant. Therefore, flexible manipulator with attachments,
more links dynamic system and actuator fault can be the future work in designing
the new iterative learning controllers.
This research still used the traditional control method for the UAV, which is inner
loop (attitude control) and out loop (position control). This method has the ad-
vantage to tune the gains expediently for each loop. However, the control of the
UAV can be done in one loop based on the dynamic model, which means control
the attitude and the position at the same time, but the requirement of tuning the
gains and the desired trajectory is more strict. This can be a challenge work for
the future, to design an iterative learning controller based on differential flatness
[86, 87], and how to balance the weights of gains on attitude and position part
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can be a research direction in the future work. Meanwhile, quadrotor-manipulator
system control can be an interesting topic [88, 89, 90], since it offers a feasible
and attractive possibility to pick up and transport desired objects from inaccessible
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