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SWEEPING AT THE MARTIN BOUNDARY OF A FINE
DOMAIN
MOHAMED EL KADIRI AND BENT FUGLEDE
Abstract. We study sweeping on a subset of the Riesz-Martin space of a
fine domain in Rn (n ≥ 2), both with respect to the natural topology and
the minimal-fine topology, and show that the two notions of sweeping are
identical.
1. Introduction
The fine topology on an open set Ω ⊂ Rn was introduced by H. Cartan in
classical potential theory. It is defined as the smallest topology on Ω in which
every superharmonic function on Ω is continuous. Potential theory on a finely
open set, for example in Rn, was introduced and studied in the 1970’s by the
second named author [8]. The harmonic and superharmonic functions and the
potentials in this theory are termed finely [super]harmonic functions and fine
potentials. Generally one distinguishes by the prefix ‘fine(ly)’ notions in fine
potential theory from those in classical potential theory on a usual (Euclidean)
open set. Large parts of classical potential theory have been extended to fine
potential theory.
The integral representation of positive finely superharmonic (=nonnegative)
functions by using Choquet’s method of extreme points was studied by the
first named author in [5], where it was shown that the cone of positive super-
harmonic functions equipped with the natural topology has a compact base.
This allowed the present authors in [6] to define the Martin compactification
and the Martin boundary of a fine domain U in Rn. The Martin compactifica-
tion U of U was defined by injection of U in a compact base of the cone S(U)
of positive finely superharmonic functions on U . While the Martin bound-
ary of a usual domain is closed and hence compact, all we can say in the
present setup is that the Martin boundary ∆(U) of U is a Gδ subset of the
compact Riesz-Martin space U = U ∪∆(U) endowed with the natural topol-
ogy. Nevertheless we can define a suitably measurable Riesz-Martin kernel
K : U × U −→ [0,+∞]. Every function u ∈ S(U) has an integral represen-
tation u(x) =
∫
U
K(x, Y )dµ(Y ) in terms of a Radon measure µ on U . This
representation is unique if it is required that µ be carried by U ∪∆1(U), where
∆1(U) denotes the minimal Martin boundary of U , which likewise is a Gδ in
U . In this case of uniqueness we write µ = µu. We show that u is a fine
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potential, resp. an invariant function, if and only if µu is carried by U , resp.
by ∆(U). The invariant functions, likewise studied in [6], generalize the posi-
tive harmonic functions in the classical Riesz decomposition theorem. Finite
valued invariant functions are the same as positive finely harmonic functions.
There is a notion of minimal thinness of a set E ⊂ U at a point Y ∈ ∆1(U),
and an associated minimal-fine filter F(Y ), which allowed the authors in [6]
to obtain a generalization of the classical Fatou-Na¨ım-Doob theorem. We
showed that, for any finely superharmonic function u ≥ 0 on U and for µ1-
almost every point Y ∈ ∆1(U), u(x) has the limit (dµu/dµ1)(Y ) as x → Y
along the minimal-fine filter F(Y ). Here dµu/dµ1 denotes the Radon-Nikody´m
derivative of the absolutely continuous component of µu with respect to the
absolutely continuous component of the measure µ1 representing the constant
function 1, which is finely harmonic and hence invariant.
In the present continuation of [6] we study sweeping on a subset of the
Riesz-Martin space, and the Dirichlet problem at the Martin boundary of U .
An important integral representation of swept functions (Theorem 3.10) seems
to be new even in the case where U is a Euclidean domain. Furthermore we
define the notion of minimal thinness of a subset of U at a point of ∆1(U),
and the associated minimal-fine topology on U . This mf-topology is finer than
the natural topology on U , and induces on U the fine topology there.
In a further continuation [7] of [6] we adapt the PWB method to the study
of the Dirichlet problem at the Martin boundary of the fine domain U .
Notations: For a Green domain Ω in Rn, n ≥ 2, we denote by GΩ the
Green kernel for Ω. If U is a fine domain in Ω we denote by S(U) the convex
cone of positive finely superharmonic functions on U in the sense of [8]. The
convex cone of fine potentials on U (that is, the functions in S(U) for which
every finely subharmonic minorant is ≤ 0) is denoted by P(U). The cone of
invariant functions on U is denoted by Hi(U); it is the orthogonal band to
P(U) relative to S(U). By GU we denote the (fine) Green kernel for U , cf. [9],
[10]. If A ⊂ U and f : A −→ [0,+∞] one denotes by RAf , resp. R̂
A
f , the reduced
function, resp. the swept function, of f on A relative to U , cf. [8, Section 11].
If u ∈ S(U) and A ⊂ U we may write R̂Au for R̂f with f := 1Au. For any set
A ⊂ Ω we denote by A˜ the fine closure of A in Ω, and by b(A) the base of A
in Ω, that is, the set of points of Ω at which A is not thin, in other words the
set of all fine limit points of A in Ω.
2. Sweeping on subsets of U
We shall need an ad hoc concept of a (fine) Perron family. Recall from [6,
Section 3] the continuous affine form Φ ≥ 0 on S(U) such that the chosen
compact base B of the cone S(U) consists of all u ∈ S(U) with Φ(u) = 1.
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Cover Ω by a sequence of Euclidean open balls Bk with closures Bk contained
in Ω. We refer to [6, Lemma 3.14] for the proof of the following lemma:
Lemma 2.1. (a) The mapping U ∋ y 7−→ GU(., y) ∈ S(U) is continuous from
U with the fine topology into S(U) with the natural topology.
(b) The function U ∋ y 7−→ Φ(GU(., y)) ∈ ]0,+∞[ is finely continuous on
U .
(c) The sets
Vk = {y ∈ U : Φ(GU (., y)) > 1/k} ∩ Bk
form a countable cover of U by finely open sets which are relatively naturally
compact in U .
Definition 2.2. A nonvoid lower directed family F ⊂ S(U) is called a (fine)
Perron family if R̂
U\Vk
u ∈ F for every k and every u ∈ F .
Theorem 2.3. If F ⊂ S(U) is a Perron family then înf F is an invariant
function, and înf F = inf F on {inf F < +∞}.
Proof. Fix k. Clearly
înf F = înf{R̂U\Vku : u ∈ F},
and the family {R̂
U\Vk
u : u ∈ F} is lower directed in U . By [6, Lemma 2.4] each
R̂
U\Vk
u is invariant in Vk, and so is therefore înf F|Vk according to [6, Theorem
2.6 (c)]. Consequently, înf F is likewise invariant, by [6, Theorem 2.6 (b)].
For given x ∈ {inf F < +∞} (if any), choose u ∈ F with u(x) < +∞ and
an index k so that x ∈ Vk. Then R̂
U\Vk
u ∈ F . The restriction of R̂
U\Vk
u to the
relatively open and hence finely open subset U \V k of U (cf. [6, Corollary 3.15])
is invariant according to [6, Lemma 2.4]. We have R̂
U\V k
u = u on U \ V k by [8,
Lemma 11.10] because finely open sets are subbasic. It follows that R̂
U\Vk
u = u,
and so u is invariant on Vk, as noted above. So is therefore every minorant of
u in F , and we conclude from [8, c), p. 132] that indeed înf F = inf F at the
given point x. 
We are now prepared to study sweeping on U , following in part the classical
procedure, cf. [4], [2, Section 8.2], the main deviations being caused by the
non-compactness of ∆(U). See also Definition 3.14 and Theorem 3.17 below
for the analogous and actually equivalent notion of sweeping relative to the
minimal-fine topology on U .
Definition 2.4. Let A ⊂ U . For any function u ∈ S(U) the reduction of u on
A is defined by
RAu = inf{v ∈ S(U) : v ≥ u on A ∩ U and on W ∩ U for some W ∈ W(A)},
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where W(A) denotes the family of all open sets W ⊂ U with the natural
topology such that W ⊃ A ∩∆(U). The sweeping R̂Au of u on A is defined as
the regularization of RAu , that is, the greatest finely l.s.c. minorant of R
A
u .
Thus R̂Au is of class S(U). It is convenient to express R
A
u and R̂
A
u in terms
of reduction and sweeping on subsets of U , cf. [4, 1.III.5]:
RAu = inf{R
(A∪W )∩U
u : W ∈ W(A)},
R̂Au = înf {R̂
(A∪W )∩U
u :W ∈ W(A)}.
In particular, for any subset A of U , the present reduction RAu and sweeping
R̂Au relative to U reduce to the similarly denoted usual reduction and sweeping
on A relative to U . Note that if A ⊂ ∆(U) we may replace A ∪W by W in
the above expressions for RAu and R̂
A
u .
By the fundamental convergence theorem [8, Theorem 11.8] and the quasi-
Lindelo¨f property for finely u.s.c. functions (cf. [8, §3.9] for finely l.s.c. func-
tions), there is a decreasing sequence (Wj) of sets Wj ∈ W(A) (depending on
u) such that it suffices to take for W the sets Wj, in the above definitions and
alternative expressions.
Remark 2.5. If A ⊂ ∆(U) then W(A) is the family of all open sets W ⊂ U
containing A, and it then suffices to take for W a decreasing sequence of open
sets Wj ⊃ A (depending on u) such that
⋂
jW j ⊂ A. In fact, A is the
intersection of a decreasing sequence of open sets Vj ⊂ U , and we merely have
to replace the above (Wj) by the decreasing sequence of open sets Wj ∩ Vj ∈
W(A) whose intersection clearly is contained in A. If A is a compact subset
of ∆(U) we may therefore take Wj = Vj (independently of u).
Proposition 2.6. Let A and B be two subsets of U and let u, v ∈ S(U) and
0 < α < +∞. Then
1. R̂A∪Bu ≤ R̂
A
u + R̂
B
u .
2. If A ⊂ B then R̂Au ≤ R̂
B
u .
3. If 0 times +∞ is defined to be 0 then R̂Aαu = αR̂
A
u .
4. R̂Au+v = R̂
A
u + R̂
A
v .
5. For any decreasing sequence of functions uj ∈ S(U) we have înfj R̂
A
uj
=
R̂A
înfj uj
.
6. If A ⊂ B then R̂B
R̂Au
= R̂A
R̂Bu
= R̂Au .
Proof. Property 1. is established just as in [4, (4.1), p. 39] (with v = 0): For
uA ∈ S(U) with uA ≥ u on A ∪ WA for some WA ∈ W(A) and analogous
uB,WB we have uA + uB ∈ S(U) and uA + uB ≥ u on A ∪ B ∪ WA ∪ WB
with WA ∪WB ∈ W(A ∪ B). This implies R
A∪B
u ≤ R
A
u + R
B
u . The asserted
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inequality therefore holds quasieverywhere and hence everywhere on U , by fine
continuity. Property 2. follows from W(A) ⊃ W(B). Property 3. follows from
R̂
(A∪W )∩U
αu = αR̂
(A∪W )∩U
u by taking înf over W ∈ W(A). As to 4. we have
for any W ∈ W(A) R̂
(A∪W )∩U
u+v = R̂
(A∪W )∩U
u + R̂
(A∪W )∩U
v , whence the asserted
equation by taking the natural limits of the decreasing nets on S(U) in question
as the index W ranges over the lower directed family W(A), cf. [6, Theorem
2.9].
Concerning 5., according to [6, Lemmas 2.1 and 2.3], uj is Euclidean Borel
measurable and
R(A∪W )∩Uuj (x) =
∫
U
uj dε
∁(U\(A∪W ))
x ≤ uj(x) ≤ u1(x)
(complements relative to Ω). For given x ∈ U with u1(x) < +∞ and W ∈
W(A) consider the equalities
inf
j
R(A∪W )∩Uuj (x) = infj
∫
U
uj dε
∁(U\(A∪W ))
x =
∫
U
inf
j
uj dε
∁(U\(A∪W ))
x
=
∫
U
înf
j
uj dε
∁(U\(A∪W ))
x = R
(A∪W )∩U
înfjuj
(x).
The first and the last equalities hold by [6, Lemma 2.3]. The second equality is
obvious (Lebesgue), the integrals being finite by hypothesis. The third equality
holds if înfjuj(x) = infj uj(x), for either x ∈ U ∩ b((A ∪W ) ∩ U), and then
ε
∁(U\(A∪W ))
x = εx; or else x ∈ U \ b((A∪W )∩U), and then ε
∁(U\(A∪W ))
x does not
charge the polar set {infj uj 6= înfj uj}. The resulting equality in the above
display thus holds q.e. for x ∈ U , and hence also everywhere on U after finely
l.s.c. regularization of both members.
Property 6. is known for A,B ⊂ U . For general A,B ⊂ U , say with A ⊂ B,
the first and the second member of the equalities in 6. lie between R̂A
R̂Au
and
R̂Au in view of 2., and it therefore suffices to consider the case where A = B.
For given W ∈ W(A) consider a decreasing sequence (Wj) ⊂ W(A) such that
R̂Au = înfj R̂
(A∪Wj)∩U
u . Replacing Wj by Wj ∩W we achieve that Wj ⊂W , and
hence
R̂
(A∪W )∩U
R̂
(A∪Wj)∩U
u
= R̂(A∪Wj)∩Uu .
According to 5. this implies 6. by taking înfj and next taking înfW∈W(A). 
Proposition 2.7. Let u ∈ S(U). For any subset A of ∆(U) the function R̂Au
is invariant, and we have R̂Au 4 u.
Proof. Consider the family
F := {R̂W∩Uu : W ∈ W(A)}.
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Clearly, F is lower directed. Consider the compact sets Akl ⊂ U in the proof of
[6, Proposition 3.10]. Fix k and Vk from Lemma 2.1. In view of that lemma and
the text preceding it, U \Akk is open in U and contains ∆(U). In Definition 2.4
of R̂Au it therefore suffices to consider open sets W ⊃ A such thatW ⊂ U \Akk,
whereby W ∩ U ⊂ U \ Akk ⊂ U \ Vk. By 6. in Proposition 2.6 we then have
R̂
U\Vk
R̂W∩Uu
= R̂W∩Uu . The lower directed family F := {R̂
W∩U
u : W ∈ W(A)} is
therefore a Perron family in the sense of Definition 2.2. By Definition 2.4 we
have R̂Au = înf F , and it therefore follows by Theorem 2.3 that R̂
A
u indeed is
invariant. Consequently, R̂Au 4 u in view of [6, Lemma 2.2]. 
Proposition 2.8. Let u ∈ S(U). (a) For any increasing sequence (Aj) of
subsets of U we have R̂
⋃
j Aj
u = supj R̂
Aj
u .
(b) For any sequence (Aj) of subsets of U we have R̂
⋃
j Aj
u ≤
∑
j R̂
Aj
u .
Proof. For (a) we proceed much as in [4, p. 74, Proof of (e)] (where U is a
Euclidean Green domain). Writing A =
⋃
j Aj and v = supj R̂
Aj
u the inequality
v ≤ R̂Au is obvious. For the opposite inequality we shall also consider R̂
Aj∩∆(U)
u .
Consider a point x ∈ U for which u(x) < +∞ and R̂
Aj∩∆(U)
u (x) = R
Aj∩∆(U)
u (x).
For any integer j > 0 there existsWj ∈ W(Aj∩∆(U)) =W(Aj) and vj ∈ S(U)
such that vj ≥ u on Wj ∩ U and
vj(x) ≤ R
Aj∩∆(U)
u (x) + 2
−j = R̂Aj∩∆(U)u (x) + 2
−j.
The swept function R̂
Aj∩∆(U)
u is invariant by Proposition 2.7, and R̂
Aj∩∆(U)
u ≤
R̂
Wj∩U
u ≤ R
Wj∩U
u ≤ vj . Hence R̂
Aj∩∆(U)
u 4 vj . We show that for any integer
k > 0 the function
u′k := v +
∑
j≥k
(vj − R̂
Aj∩∆(U)
u )(2.1)
is of class S(U). In the first place, each term in the sum is of class S(U).
Because vj is finely continuous and R
Aj∩∆(U)
u is finely u.s.c. there is a fine
neighborhood V of x with Euclidean compact closure V in Ω contained in U
and such that vj ≤ R
Aj∩∆(U)
u + 21−j on V and hence on V , by fine contimuity.
We may further arrange that u is bounded on V and that R̂
Aj∩∆(U)
u = R̂
Wj∩U
u
on V . Then∫
(vj − R̂
Aj∩∆(U)
u )dε
Ω\V
x ≤ vj(x)− R̂
Aj∩∆(U)
u (x) ≤ 2
1−j ,
since ε
Ω\V
x is carried by V and does not charge any polar set. See also[8, Section
8.4]. It follows that the finely hyperharmonic sum in (2.1) is of class S(U),
having a finite integral with respect to ε
Ω\V
x . For any W ∈ W(Aj) we have
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R̂
(Aj∪W )∩U
u = u q.e. on (Aj∪W )∩U , in particular q.e. on Aj∩U . By Definition
2.4 we have R̂
Aj
u = u q.e. on Aj ∩ U (because it suffices to consider a suitable
sequence of sets W ). It follows that v = u q.e. on each Aj ∩ U and hence
also q.e. on A ∩ U . Choose a superharmonic function s > 0 on Ω such that
s(y) = +∞ for every y in the polar set {y ∈ A ∩ U : v(y) 6= u(y)} ∪
⋃
j>0{y ∈
A∩U : R̂
Aj∩∆(U)
u 6= R
Aj∩∆(U)
u . For any δ > 0 we then have u′k+δs ≥ v+δs ≥ u
on A ∩ U . Because v ≥ R̂
Aj
u ≥ R̂
Aj∩∆(U)
u we obtain for j ≥ k
u′k ≥ R̂
Aj∩∆(U)
u + (vj − R̂
Aj∩∆(U)
u ) = vj,
and hence u′k ≥ vj ≥ u on Wj ∩U for j ≥ k. Altogether, u
′
k+ δs ≥ u on A∩U
and on Wj ∩ U . It follows by Definition 2.4 that u
′
k + δs ≥ R̂
A
u , and hence
for δ → 0 that u′k ≥ R̂
A
u q.e. and actually everywhere on U . But u
′
k ց v q.e.
(namely at each point where u′1 is finite). Consequently v ≥ R̂
A
u q.e. on U and
so indeed everywhere on U .
(b) is easily deduced from (a) applied with Aj replaced by A1 ∪ . . . ∪Aj, in
view of 1. in Proposition 2.6 (extended to finite unions). There is also a simple
direct proof, cf. [2, Lemma 8.2.2 (i)] for the case of a Euclidean Green domain
U . 
Proposition 2.9. For any A ⊂ U we have R̂Au = R̂
A∩∆(U)
u + R̂A∩Uv , where
v := u− R̂
A∩∆(U)
u .
Proof. Let s ∈ S(U), s ≥ u on A ∩ U and on a neighborhood of A ∩ ∆(U).
Then s ≥ R̂
A∩∆(U)
u , which is invariant by Proposition 2.7, and so R̂
A∩∆(U)
u 4 s.
Furthermore, s − R̂
A∩∆(U)
u ≥ u − R̂
A∩∆(U)
u = v on A ∩ U , It follows that
s − R̂
A∩∆(U)
u ≥ R̂A∩Uv , and so s ≥ R̂
A∩∆(U)
u + R̂A∩Uv . This shows that R̂
A
u ≥
R̂
A∩∆(U)
u +R̂A∩Uv . For the opposite inequality let w ∈ S(U), w ≥ u on A∩U and
on a neighborhood of A∩∆(U). Then w ≥ R̂
A∩∆(U)
u onA∩U , and since R̂
A∩∆(U)
u
is invariant as noted above, we have w − R̂
A∩∆(U)
u ∈ S(U). By hypothesis this
function majorizes v on A∩U , and we therefore get w ≥ R̂
A∩∆(U)
u + R̂A∩Uv . By
varying w this leads to the remaining inequality R̂Au ≥ R̂
A∩∆(U)
u + R̂A∩Uv . 
For any (positive Radon) measure µ on U we write for brevity Kµ =∫
U
K(., Y )dµ(Y ). We say that a measure µ represents a function u ∈ S(U) if
u = Kµ.
Corollary 2.10. Let H be a compact subset of U and µ a Radon measure on
U carried by H. Then Kµ is invariant on U \H.
Proof. By Proposition 2.9 there is a function v ∈ S(U) such that R̂HKµ =
R̂
H∩∆(U)
Kµ + R̂
H∩U
v . By Proposition 2.7 the former term on the right is invariant,
and the latter term is invariant on U \H according to [6, Lemma 2.4]. 
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Corollary 2.11. Let A ⊂ U and u ∈ S(U). Then R̂Au from Definition 2.4 is
invariant on U \ A.
Proof. For A ⊂ U this follows from [6, Lemma 2.4], and for A ⊂ ∆(U) it
follows from Proposition 2.7. For general A ⊂ U it therefore follows right
away by application of Proposition 2.9. 
For a (positive) Borel measure µ on U we denote by µ. and µ
. the inner and
the outer µ-measure, respectively .
Proposition 2.12. Let p = GUµ be a fine potential on U and let V be a finely
open subset of U . Then we have the bi-implications
p|V invariant ⇐⇒ µ.(V ) = 0 ⇐⇒ µ
.(V ) = 0.
Proof. Suppose first that µ.(V ) = 0. For any regular finely open set W with
W˜ ⊂ V the part of µ on the Kσ set W equals 0, and hence GWµ ≡ 0. It
follows by [10, Lemma 2.6] that
p =
∫
p dεΩ\Wx
on U , in particular on V . Fix a point x0 ∈ V . The finely open sets Wj :=
{x ∈ V : GU(x, x0) >
1
j
} form a countable cover of V such that W˜ j ⊂ V . It
therefore follows by [10, Theorem 4.4] (with U replaced by V and s by p|V )
that p|V indeed is invariant.
Conversely, suppose that pV is invariant, and let us prove that µ
.(V ) = 0.
Under the extra hypothesis that V˜ ⊂ U it now follows by [10, Lemma 2.6] that
p = GV µ+ R̂
U\V
p
on U . By [10, Lemma 2.4] the latter term on the right is invariant on V , and
so is therefore the difference p = GV µ, which however is a fine potential on V ,
and so GV µ = 0 on V , that is, µ(r(V )) = 0, whence µ
.(V ) = 0. Without the
above extra hypothesis that V˜ ⊂ U we cover V by a sequence of finely open
sets
Wj := {x ∈ V : Gr(V )(x, x0) >
1
j
} ⊂ {x ∈ r(V ) : Gr(V )(x, x0) ≥
1
j
}.
The last set is finely closed subset of U , and so W˜ j ⊂ U . As shown above, it
follows that µ.(Wj) = 0, and hence indeed µ
.(V ) = 0. 
Proposition 2.13. Let A ⊂ U and u ∈ S(U). Then there exists a measure
on U representing R̂Au and carried by A.
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Proof. We may suppose that R̂Au 6= 0, in particular u > 0, the case R̂
A
u = 0
being trivial. For any probability measure ν on B we denote in this proof by
b(ν) the barycenter of ν.
Suppose first that A ⊂ U . Let p be a fine potential > 0 on U . For any
natural number k there exists a non-zero Radon measure σk on U representing
the fine potential R̂Au∧kp > 0 on U , and σk is carried by U according to [6,
Corollary 3.25]. In view of the first paragraph of [6, Section 3] we have
R̂Au∧kp = Kσk =
∫
U
K(., y)dσk(y) =
∫
U
GU(., y)dτk(y)
with dτk(y) = Φ(GU (., y))
−1dσk(y). Here we use that the finite non-zero func-
tion y 7−→ Φ(GU(., y)) on U is finely continuous by Lemma 2.1 (b) and hence
Borel measurable by [6, Lemma 2.1]. Thus there is indeed a non-zero Borel
measure τk on U as stated. By Corollary 2.11 R̂
A
u∧kp is invariant on U \ A,
and hence τk is carried by A according to Proposition 2.12. It follows that σk
likewise is carried by A.
Consider for each k the probability measure νk on the chosen compact base
B of the cone S(U), defined by νk(E) = σk(E∩U)/σk(U) for any Borel subset
E of U . Clearly, νk is carried by A along with σk. The sequence (νk) has
a subsequence (νkj) which converges vaguely to a probability measure ν on
U , necessarily carried by A. On the other hand, R̂Au∧kp → R̂
A
u pointwise and
increasingly for k → +∞. It follows by [6, Theorem 2.10] that R̂Au∧kp → R̂
A
u in
the natural topology on S(U) as k → +∞, and hence Φ(R̂Au∧kp) → Φ(R̂
A
u ) ∈
]0,+∞[ because Φ is naturally continuous on S(U). Identifying as usual νk
and ν with probability measures on B we infer that
1
Φ(R̂Au )
R̂Au = lim
j→∞
1
Φ(R̂Au∧kjp)
R̂Au∧kjp = limj→∞
b(νkj ) = b(ν) = Kν.
Hence R̂Au = Kµ, where µ := Φ(R̂
A
u )ν (now again considered as a measure on
U) is carried by A along with ν.
Next, let A ⊂ ∆(U). According to Remark 2.5 there is a decreasing sequence
of open sets Wj (depending on u) such that A ⊂
⋂
j Wj ⊂
⋂
j W j ⊂ A and
R̂Au = înfjR̂
Wj∩U
u = limj R̂
Wj∩U
u (natural limit, again by [6, Theorem 2.10]).
There is a sequence of reals αj > 0 and a real α > 0 such that αjR̂
Wj∩U
u ∈
B and αR̂Au ∈ B. The sequence (αj) converges to α because the sequence
(R̂
Wj∩U
u ) converges naturally to R̂Au . For any index j there exists, as shown in
the preceding paragraph, a probability measure µj on B with the barycenter
αjR̂
Wj∩U
u such that µj (when viewed as a measure on U) is carried byW j. After
passing to a subsequence we may suppose that µj converges to a probability
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measure µ on B which (again when viewed as a measure on U) necessarily is
carried by
⋂
jW j ⊂ A. The sequence (b(µj)) = (αjR̂
Wj
u ) of barycenters of the
µj therefore converges to the barycenter b(µ) of µ, whence Kµ = b(µ) = αR̂
A
u ,
and R̂Au is represented by the measure
1
α
µ carried by A.
In the general case where just A ⊂ U we have by Proposition 2.9 R̂Au =
R̂
A∩∆(U)
u + R̂A∩Uv , where v ∈ S(U). As shown in the third paragraph of the
present proof there exists a measure µ1 on U representing R̂
A∩U
v and carried
by A. And as shown in the preceding paragraph there exists a measure µ2 on
U representing R̂
A∩∆(U)
u and likewise carried by A. The measure µ = µ1 + µ2
therefore represents R̂Au and is carried by A. 
Proposition 2.14. Let A ⊂ U . Then
(i) If A ⊂ ∆(U) then R̂Ap = 0 for any p ∈ P(U).
(ii) If A ⊂ ∆(U) and Y ∈ U ∪∆1(U) then either R̂
A
K(.,Y ) = 0 or R̂
A
K(.,Y ) =
K(., Y ). If moreover Y /∈ A then R̂AK(.,Y ) = 0.
(iii) If Y ∈ ∆1(U) \ A then R̂
A
K(.,Y ) 6= K(., Y ).
Proof. It follows from Proposition 2.7 that R̂Ap and R̂
A
K(.,Y ) are invariant. This
establishes (i) because R̂Ap is also a fine potential (along with p).
For the former assertion (ii) we have R̂AK(.,Y ) 4 K(., Y ), again by Proposition
2.7, and since K(., Y ) is extreme there is a constant c ≥ 0 such that R̂AK(.,Y ) =
cK(., Y ). Hence it follows from 6. in Proposition 2.6 with A = B that c = 0
or c = 1.
For the latter assertion (ii) suppose first that Y /∈ A (the natural closure
of A in U). Suppose by contradiction that R̂AK(.,Y ) = K(., Y ). According to
Proposition 2.13 there exists a measure λ on U carried by A such that
R̂AK(.,Y ) =
∫
U
K(., Z)dλ(Z).(2.2)
It follows that K(., Y ) =
∫
U
K(., Z)dλ(Z), and so λ is a probability measure.
Denote µ the probability measure on B corresponding to λ under the identifi-
cation of B with {K(., Z) : Z ∈ U}. Then µ has the barycenter K(., Y ). Since
K(., Y ) is an extreme point of B we infer by [1, Corollary I.2.4, p.15] that
µ = εY , and hence Y ∈ A, which is contradictory. Thus R̂
A
K(.,Y ) 6= K(., Y ),
and consequently R̂AK(.,Y ) = 0 according to the former assertion (ii) above.
It remains to consider the case where we just have Y /∈ A. In this case A
may be written as the union of an increasing sequence of subsets Aj of A with
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Y /∈ Aj for any j. By Proposition 2.8 (b) we then have R̂
A
K(.,Y ) ≤
∑
j R̂
Aj
K(.,Y ) =
0, and hence R̂AK(.,Y ) = 0, as claimed.
For (iii), suppose by contradiction that R̂AK(.,Y ) = K(., Y ). Again, there
exists by Proposition 2.13 a probability measure λ on U carried by A such
that (2.2) holds, and hence Y ∈ A, which is contradictory. 
Actually, in Proposition 2.14 (ii), if Y ∈ A and hence Y /∈ U then Y ∈
∆1(U), and it follows that R̂
A
K(.,Y ) = K(., Y ), see Proposition 3.9 below.
The following result extends 4. in Proposition 2.6 to infinite sums.
Proposition 2.15. Let A ⊂ U . Let (µj) be a sequence of measures on U such
that
∑
j
∫
dµj < +∞, and let µ =
∑
j µj. Then
R̂AKµ =
∑
j
R̂AKµj .
Proof. If A ⊂ U we have indeed by [6, Lemma 2.3] for x ∈ U
RAKµ(x) =
∫
KµdεA∪(Ω\U)x =
∫ (∫
K(., Y ) dεA∪(Ω\U)x
)
dµ(Y )
=
∑
j
∫ (∫
K(., Y ) dεA∪(Ω\U)x
)
dµj(Y ) =
∑
j
∫
Kµj dε
A∪(Ω\U)
x
=
∑
j
RAKµj (x),
the applications of Fubini’s theorem being justified by the conclusion of [6, Re-
mark 3.4]. It only remains to perform the l.s.c. regularization of both members
of the resulting equation.
Next, let A ⊂ ∆(U). The inequality ‘≥’ being trivial we may suppose that
the finely hyperharmonic function given by the right hand side of the asserted
equation is of class S(U), viz. 6≡ +∞. Suppose first that R̂AKµ = Kµ. For
integers k > 0 we have by 4. in Proposition 2.6 (extended to sums of finitely
many measures)
R̂AKµ =
∑
j≤k
R̂AKµj + R̂
A
K(
∑
j>k µj)
.
Since
∑
j Kµj = Kµ < +∞ q.e. we have
R̂AK(∑j>k µj) ≤ K
∑
j>k
µj =
∑
j>k
Kµj ց 0
q.e. as k →∞. We thus have R̂AKµ ≥
∑
j>0 R̂
A
Kµj
with equality q.e., and indeed
everywhere, both members of the inequality being of class S(U).
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Without the temporary hypothesis R̂AKµ = Kµ we have R̂
A
Kµ 4 Kµ because
R̂AKµ is invariant according to Proposition 2.7. Thus there exists a measure ν
on U with ν ≤ µ and hence Kν ∈ S(U) such that Kµ = R̂AKµ + Kν. After
sweeping on A while invoking 6. in Proposition 2.6 we obtain R̂AKν = 0. Thus
K(µ− ν) = R̂AK(µ−ν) = R̂
A
Kµ . Similarly, Kµj = R̂
A
Kµj
+Kνj with νj ≤ µj and
K(µj − νj) = R̂
A
Kµj
. As shown above it follows that R̂AK(µ−ν) =
∑
j R̂
A
K(µj−νj)
and hence
R̂AKµ = R̂
A
Kν +
∑
j
R̂AKµj =
∑
j
R̂AKµj
because R̂AKν = 0. The general case A ⊂ U follows immediately by application
of Proposition 2.9. 
Remark 2.16. Even in the classical case U = Ω, sweeping (and reduction) of
a function u ∈ S(U) on an arbitrary set A ⊂ ∆(U) lacks the following two
properties, valid when A ⊂ U . Fix a point Y ∈ A ∩ ∆1(U) and note that
R̂AK(.,Y ) = K(., Y ) by Proposition 3.9 below. In the classical case, K(., Y ) ∧ c
is a potential (hence a fine potential) for any constant c > 0, as noted in [4,
Observation, p. 74] for the purpose of showing that the following Property 1.
fails when A = ∆(U):
1. For any increasing sequence of functions uj ∈ S(U) with pointwise supre-
mum u ∈ S(U), we should have R̂Au = supj R̂
A
uj
. This holds when A ⊂ U , by
[8, Theorem 11.12], but fails (classically) for A = ∆(U) and uj = K(., Y ) ∧ j
in view of the above. It does hold, however, for any sequence (uj) ⊂ S(U)
which is increasing in the specific order; this is a reformulation of Proposition
2.15 above.
2. For any x ∈ U , the affine function u 7−→ R̂Au (x) on S(U) should be
(naturally) l.s.c. For the proof that this holds for A ⊂ U we may assume that
A is a base relative to U , and hence R̂Au = R
A
u and ε
A
x is carried by A for any
u ∈ S(U). Consider a sequence of functions uj ∈ S(U) converging (naturally)
to u ∈ S(U). Then
RAu (x) =
∫
U
u dεA∪(Ω\U)x =
∫
U
lim înf
j
uj dε
A∪(Ω\U)
x
≤
∫
U
lim inf
j
uj dε
A∪(Ω\U)
x ≤ lim inf
j
∫
U
uj dε
A∪(Ω\U)
x = lim inf
j
RAuj(x)
by [6, Lemmas 2.1 and 2.3, and Theorem 2.10], using Fatou’s lemma; and it
only remains to regularize. But Property 2. fails (classically) for A = ∆(U)
and uj = K(., Y ) ∧ j, hence u = K(., Y ), in view of the above.
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3. Minimal thinness and the minimal-fine topology
The following lemma extends [6, Lemma 4.2], in which E ⊂ U .
Lemma 3.1. For any set E ⊂ U and any point Y ∈ ∆1(U) we have R̂
E
K(.,Y ) 6=
K(., Y ) if and only if R̂EK(.,Y ) ∈ P(U) (the fine potentials on U).
Proof. If R̂EK(.,Y ) is a fine potential then R̂
E
K(.,Y ) 6= K(., Y ) because K(., Y ) is
invariant. Conversely, suppose that R̂EK(.,Y ) 6= K(., Y ), and write R̂
E
K(.,Y ) =
p + h with p a fine potential and h invariant. Then h ≤ R̂EK(.,Y ) ≤ K(., Y )
and hence by [6, Lemma 2.2] h 4 K(., Y ), which shows that h = αK(., Y ) for
some α ∈ [0, 1]. Here α 6= 1, for otherwise (h =) R̂EK(.,Y ) = K(., Y ) contrary
to hypothesis. On the other hand it follows by 6. (with A = B) and 4. in
Proposition 2.6 that
R̂EK(.,Y ) = R̂
E
R̂E
K(.,Y )
= R̂Ep+h = R̂
E
p + R̂
E
h = p+ h,
whence R̂Ep = p and R̂
E
h = h. If h 6= 0 then α 6= 0 because h = αK(., Y ).
Since h = R̂Eh = αR̂
E
K(.,Y ) = αp + αh we would obtain (1 − α)h = αp with
0 < α < 1, which is impossible. Thus actually h = 0, and so indeed R̂EK(.,Y ) =
p ∈ P(U). 
Definition 3.2. A set E ⊂ U is said to be minimal-thin at a point Y ∈ ∆1(U)
if R̂EK(.,Y ) 6= K(., Y ), or equivalently if R
E
K(.,Y ) 6= K(., Y ), that is (by the
preceding lemma) if R̂EK(.,Y ) ∈ P(U).
Corollary 3.3. For any Y ∈ ∆1(U) the sets E ⊂ U which are minimal-thin
at Y form a filter F(Y ) on U .
This follows from Lemma 3.1 which easily implies that for any E1, E2 ⊂ U
such that R̂
U\Ei
K(.,Y ) 6= K(., Y ) for i = 1, 2, we have R̂
U\(E1∪E2)
K(.,Y ) 6= K(., Y ).
Like in classical potential theory we define the minimal-fine (mf) topology
on U as follows:
Definition 3.4. A set W ⊂ U is said to be a minimal-fine neighborhood of a
point Y ∈ U if
(a) W ∩ U is a fine neighborhood of Y in the usual sense, in case Y ∈ U ,
(b) W contains the point Y and U \W is minimal-thin at Y , in case Y ∈
∆1(U),
(c) W contains the point Y , in case Y ∈ ∆(U) \∆1(U).
In the sequel we will denote by mf-lim and mf-lim inf the limit and the
lim inf in the sense of the mf-topology.
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According to (a) above, the mf-topology on U induces on U the fine topology
there, and U is mf-open in U , that is, ∆(U) is mf-closed in U (since ∅ is
minimal-thin at any point Y ∈ ∆1(U)). According to (c), the mf-topology on
U induces the discrete topology on ∆(U) \ ∆1(U). In view of (c), (b), and
Definition 3.2, ∆1(U) is the set of mf-limit points of U in U .
Proposition 3.5. The mf-topology on U is finer than the natural topology
(and is therefore Hausdorff).
Proof. Let W be a natural neighborhood of a point Y ∈ U . If Y ∈ U then
W ∩ U is a usual fine neighborhood of Y in U according to Lemma 2.1 (c),
and hence an mf-neighborhood of Y in U by Definition 3.4 (a) above. If
Y ∈ ∆(U) \∆1(U) there is nothing to prove in view of (c) in that definition.
In the remaining case where Y ∈ ∆1(U) we show that U \W is minimal-thin at
Y , cf. Definition 3.4 (b), which by Lemma 3.1 means that R̂
U\W
K(.,Y ) 6= K(., Y ).
Suppose that, on the contrary, R̂
U\W
K(.,Y ) = K(., Y ). Writing U \W = A we have
Y ∈ W ⊂ ∁A (complement relative to U) because W is open. It follows by
Proposition 2.14 (iii) that R̂AK(.,Y ) 6= K(., Y ), which is contradictory. 
Definition 3.6. Let h be a non-zero minimal invariant function. A point
Y ∈ U is termed a pole of h if R̂
{Y }
h = h.
Remark 3.7. Any pole Y of h belongs to ∆(U), for if Y ∈ U then R̂
{Y }
h = 0
because {Y } is polar.
Theorem 3.8. Every non-zero minimal invariant function on U has precisely
one pole. For any Y ∈ ∆1(U) the pole of K(., Y ) is Y .
Proof. Recall from [6, Proposition 3.6] (and the beginning of [6, Section 3])
that the non-zero minimal invariant functions on U are precisely the functions
of the form K(., Y ) for a (unique) Y ∈ ∆1(U). Consider the family C of all
(necessarily nonvoid) compact subsets C of A such that R̂CK(.,Y ) = K(., Y ),
and note that C is nonvoid, for U ∈ C because R̂UK(.,Y ) = K(., Y ) according
to Proposition 2.14 (ii), (iii). Equip C with the order defined by the inverse
inclusion ‘⊃’. For any totally ordered subfamily C′ of C the intersection C ′ of
C′ satisfies R̂C
′
K(.,Y ) = K(., Y ) in view of the fundamental convergence theorem,
and hence C has a minimal element C0 according to Zorn’s lemma. The natural
topology is Hausdorff, so if C0 contains two distinct points Z1 and Z2 then there
are compact subsets C1 and C2 of C0 such that C0 = C1∪C2, Z1 ∈ C0 \C2 and
Z2 ∈ C0 \C1. Since K(., Y ) is extreme it then follows by Riesz decomposition
that either R̂C1
K(.,Y ) = K(., Y ) or R̂
C2
K(.,Y ) = K(., Y ). In other words, either
C1 or C2 belongs to C, say C1 ∈ C. By minimality of C0 we would then have
C1 = C0 which contradicts Z2 ∈ C0\C1. This shows that indeed C0 = {Z} ∈ C
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for a certain Z ∈ U , that is R̂
{Z}
K(.,Y ) = K(., Y ). Thus Z is a pole of K(., Y ).
Since {Z} is a closed set it follows by Proposition 2.13 and Choquet’s theorem
that R̂
{Z}
K(.,Y ) = Kµ for some probability measure µ on the compact base B
of the cone S(U) such that µ is carried by {Z}, that is, for µ = εZ . Thus
K(., Y ) = Kµ = K(., Z), and so indeed Y = Z. 
Proposition 3.9. Let h be a non-zero minimal invariant function on U with
pole Y ∈ ∆1(U) and let A ⊂ ∆(U). Then R̂
A
h = h or 0 if Y ∈ A or Y /∈ A,
respectively.
Proof. By Proposition 2.7 the function R̂Ah is invariant and 4 K(., Y ), hence
of the form cK(., Y ) for some constant c. It follows by 6. in Proposition 2.6
with A = B that c = 0 or c = 1. If A ⊂ ∆(U) contains the pole Y of h then
h ≥ R̂Ah ≥ R̂
{Y }
h = h, and so R̂
A
h = h. The rest follows from Proposition 2.14
(ii). 
The following integral representation of the sweeping of a function of class
S(U) on arbitrary sets A ⊂ U is based on Proposition 3.9, which in turn
depended on Proposition 2.7.
Theorem 3.10. For any set A ⊂ U and any Radon measure µ on U carried
by U ∪∆1(U) we have
R̂AKµ =
∫ ∗
R̂AK(.,Y )dµ(Y ).(3.1)
If A is µ-measurable then the upper integral becomes a true integral.
Proof. For any subset A of U this integral representation was established in [6,
Lemma 3.21] with the upper integral replaced by the integral. For A ⊂ ∆(U)
it suffices to consider the case where µ is carried by ∆1(U), for if ν denotes
the restriction of µ to U then Kν and K(., Y ) (for Y ∈ U) are fine potentials
according to [6, Corollary 3.25], and so R̂AKν = R̂
A
K(.,Y ) = 0 by Proposition 2.14
(i).
Proof that the inequality ‘≥’ holds in(3.1) for A ⊂ ∆(U). We may assume
that R̂AKµ 6≡ +∞, that is R̂
A
Kµ ∈ S(U). By Remark 2.5 there is a decreasing
sequence (Wj) of sets of class W(A) such that it suffices in Definition 2.4 to
take for W ∈ W(A) the sets Wj . We show that the following equations and
inequality hold quasieverywhere on U :
R̂AKµ =
1
înf
j
R̂
Wj∩U
Kµ =2
inf
j
R̂
Wj∩U
Kµ =3
inf
j
∫
R̂
Wj∩U
K(.,Y )dµ(Y )
=
4
∫
inf
j
R̂
Wj∩U
K(.,Y )dµ(Y ) =5
∫
înf
j
R̂
Wj∩U
K(.,Y )dµ(Y ) ≥
6
∫ ∗
R̂AK(.,Y )dµ(Y ).
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When these relations have been established quasieverywhere on U , the desired
resulting inequality holds everywhere on U . In fact, R̂AKµ ∈ S(U) along with
Kµ; and by Proposition 3.9 we have since µ is carried by ∆1(U)∫ ∗
R̂AK(.,Y )dµ(Y ) =
∫ ∗
K(., Y )1A(Y )dµ(Y )
=
∫
K(., Y )1A∗(Y )dµ(Y ) = K(1A∗µ) ∈ S(U),
where A∗ ⊂ U denotes a Gδ set containing A such that µ
∗(A∗ \ A) = 0,
cf. [6, Theorem 3.20]. Equation 1 and inequality 6 hold everywhere on U
by Definition 2.4. Eq. 2 holds quasieverywhere by the fundamental conver-
gence theorem [8, Theorem 11.8]. Eq. 3 holds at any point x ∈ U at which
Kµ(x) < +∞ and hence R̂AKµ(x) < +∞, for there we have by [6, Lemma 3.21]
R̂
Wj∩U
Kµ (x) =
∫
R̂
Wj∩U
K(.,Y )(x)dµ(Y ), which is finite for large j (depending on x).
Eq. 4 is obvious (Lebesgue) at points x as stated for eq. 3. In the first place,
R̂
Wj∩U
K(.,Y ) is of class S(U) for each Y ∈ ∆1(U), hence finely continuous and in
particular Borel measurable on U according to [6, Lemma 2.1]. Secondly, the
integrals are finite, being majorized by
∫
K(., Y )dµ(Y ) = Kµ < +∞ at points
x as stated. Concerning the remaining eq. 5, note that for each k the function
R̂Wk∩U
K(.,Y ) is invariant on U \ W˜ k according to [6, Lemma 2.4]. For any j and any
k ≥ j we have Wk ⊂ Wj , and R̂
Wk∩U
K(.,Y ) is therefore invariant on each U \ W˜ j ,
and hence on their union according to [6, Theorem 2.6 (a), (b)]. It follows by
[6, Theorem 2.6 (c)] that R̂
Wj∩U
K(.,Y ) is invariant on the finely open set U . For any
point x ∈ U such that Kµ(x) < +∞ the set
Ex : {Y ∈ U : R̂
A
K(.,Y )(x) = +∞}
is µ-null. According to[6, Theorem 2.6 (c)] we obtain
înf
j
R̂
Wj∩U
K(.,Y )(x) = infj
R̂
Wj∩U
K(.,Y )(x) µ-a.e. for Y ∈ U,
which implies eq. 5 at points x ∈ U with Kµ(x) < ∞. We have thus shown
that R̂AKµ ≥
∫ ∗
R̂K(.,Y )dµ(Y ) also for A ⊂ ∆(U).
The asserted equality in case A ⊂ ∆(U). Recall from Lemma 2.1 (c) the
countable cover (Vk) of U by finely open sets with natural closures V k in U
contained in U . The complements Dk := ∁V k (relative to U) form a decreasing
sequence of open subsets of U with the intersection ∆(U), and such that the
mf-closures D˜k likewise have the intersection ∆(U). Consider first the case
where A = C ∩∆(U), C compact in U . Choose a decreasing sequence of open
subsets Ck of U containing C such that
⋂
k Ck = C. Suppose to begin with
that µ is carried by some compact set E ⊂ ∆(U) \ A = ∆(U) \ C. We may
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assume that E ∩Ck = ∅. The decreasing open sets Wk := Ck ∩Dk ⊃ A are of
class W(A) and hence
R̂AKµ ≤ R̂
Wk∩U
Kµ =
∫
E
R̂Wk∩U
K(.,Y )dµ(Y ).(3.2)
For each Y ∈ E the functions pk := R̂
Wk∩U
K(.,Y ) are fine potentials on U according
to Lemma 3.1 because the mf-closure W˜ k of Wk is contained in C˜k ∩ D˜k ⊂
Ck ∩ D˜k according to Proposition 3.5, and hence does not meet E and in
particular does not contain Y . It follows that p := înfkpk is a fine potential
on U . By [6, Lemma 2.4] the restriction of pk to the finely open set U \ W˜ k is
invariant. By [6, Theorem 2.5] (b) it follows that so is the restriction of pk to⋃
l≥k
U \ W˜ l = U \
⋂
l≥k
W˜ l ⊃ U \
⋂
l≥k
C l ∩ D˜l = U \ A = U.
By [6, Theorem 2.6] (c) we infer that p is itself invariant on U , and being
also a fine potential p must be 0. It therefore follows by (3.2) that R̂AKµ ≤∫
E
R̂Wk∩U
K(.,Y )dµ(Y ) ց 0 pointwise on U , and hence R̂
A
Kµ = 0 ≤
∫
R̂AK(.,Y )dµ(Y ).
In combination with the opposite inequality in (3.1) obtained above (now with
a true integral) this establishes equality in (3.1) in the present case where A =
C∩∆(U) with C compact in U and µ carried by a compact set E ⊂ ∆(U)\A.
Next, replace the latter assumption on µ by the weaker temporary as-
sumption that µ(A) = 0. Choose an increasing sequence of compact sets
Ej ⊂ ∆(U) \ A such that µ(Ej) ր µ(A), and denote by µj the part of µ on
Ej. By Proposition 2.15 it follows that
R̂AKµ = sup
j
R̂AKµj = sup
j
∫
R̂AK(.,Y )dµj =
∫
R̂AK(.,Y )dµ(Y ) = 0
according to Proposition 2.14 (ii).
Without any such temporary assumption on µ we denote by µA and µ
′ the
parts of µ on A and on U \ A, respectively. Then µ′(A) = 0 and hence
R̂AKµ = R̂
A
KµA
+ R̂AKµ′ ≤ KµA +
∫
R̂AK(.,Y )dµ
′(Y ) =
∫
R̂AK(.,Y )dµ(Y ).
When combined with the inequality ‘≥’ in (3.1) obtained above (with an upper
integral) this leads to equality in (3.1) (with a true integral) for arbitrary µ
when A = C ∩∆(U) with C compact.
More generally, if A = C ∩∆(U) and if C is just the union of an increasing
sequence of compact sets Cj ⊂ U , then
R̂
Cj∩∆(U)
Kµ =
∫
R̂
Cj∩∆(U)
K(.,Y ) dµ(Y ) ≤
∫
R̂AK(.,Y )dµ(Y ).
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For j → ∞ it follows by (a) in Proposition 2.8 that R̂AKµ ≤
∫
R̂AK(.,Y )dµ(Y ).
Together with the opposite inequality obtained above this leads to (3.1) (with
a true integral) for any set A = C ∩ ∆(U) with C a Kσ subset of U . This
applies in particular to A = C ∩∆(U) with C open in U .
Next, let A be any Gδ subset of ∆(U). Since ∆(U) is itself a Gδ in U
this means that A = C ∩ ∆(U) for some Gδ subset C of U . Thus C is the
intersection of a decreasing sequence of open sets Cj ⊂ U . Denote by µj the
part of µ on ∆(U) \ Aj. Then µj(Aj) = 0, and again, since Aj is a Kσ subset
of ∆(U),
R̂AKµj ≤ R̂
Aj
Kµj
=
∫
R̂
Aj
K(.,Y )dµj(Y ) = 0
according to Proposition 2.14 (ii). But R̂AKµj ր R̂
A
Kµ = 0 in the specific order
by Proposition 2.15, whence the assertion.
Finally, let A be an arbitrary subset of ∆(U). Then A can be extended by
a µ-nullset to a Gδ set A
∗ ⊂ ∆(U) because ∆(U) is itself a Gδ. We obtain the
missing inequality ‘≤’ as follows:
R̂AKµ ≤ R̂
A∗
Kµ =
∫
R̂A
∗
K(.,Y )dµ(Y ) =
∫
K(., Y )1A∗(Y )dµ(Y )
=
∫ ∗
K(., Y )1A(Y )dµ(Y ) =
∫ ∗
R̂AK(.,Y )dµ(Y )
according to Proposition 3.9. We have thus shown that (3.1) holds for any
set A ⊂ ∆(U). According to the last equality the upper integral in the above
display becomes a true integral if the subset A of ∆(U) is µ-measurable.
The general case of the theorem. By Propositions 2.9 and 3.9 we have
R̂AKµ = R̂
A∩∆(U)
Kµ + R̂
A∩U
v =
∫ ∗
R̂
A∩∆(U)
K(.,Y ) dµ(Y ) + R̂
A∩U
v ,
where
v : = Kµ− R̂
A∩∆(U)
Kµ =
∫
K(., Y )dµ(Y )−
∫ ∗
R̂
A∩∆(U)
K(.,Y ) dµ(Y )
=
∫
∗
K(., Y )(1− 1A∗∩∆1(U)(Y ))dµ(Y ) = Kλ,
with λ := (1−1A∗∩∆1(U))µ, A
∗ denoting again a Gδ set containing A such that
µ∗(A∗ \ A) = 0. Since λ ≤ µ, λ is carried by ∆1(U). It follows that
R̂A∩Uv =
∫
R̂A∩UK(.,Y )dλ(Y ) =
∫
R̂A∩UK(.,Y )(1− 1A∗∩∆1(U)(Y ))dµ(Y ),
R̂AKµ =
∫ (
K(., Y )1A∗∩∆1(U)(Y ) + R̂
A∩U
K(.,Y )(1−1A∗∩∆1(U)(Y ))
)
dµ(Y ).(3.3)
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Similarly, for any Y ∈ ∆1(U),
R̂AK(.,Y ) = R̂
A∩∆(U)
K(.,Y ) + R̂
A∩U
vY
= 1A∩∆1(U)(Y )K(., Y ) + R̂
A∩U
vY
,
vY := K(., Y )− R̂
A∩∆(U)
K(.,Y ) = (1− 1A∩∆1(U)(Y ))K(., Y ) = KλY
with λY := (1− 1A∗∩∆1(U)(Y ))µ carried by ∆1(U). It follows that
R̂A∩UvY =
∫
R̂A∩UK(.,Z)dλY (Z) = (1− 1A∩∆1(U)(Y ))R̂
A∩U
Kµ ,
R̂AK(.,Y ) = 1A∩∆1(U)(Y )K(., Y ) + (1− 1A∩∆1(U)(Y ))R̂
A∩U
K(.,Y ).
The upper integral of this expression for R̂AK(.,Y ) with respect to dµ(Y ) is just
the right hand member of (3.3) because 1A∩∆1(U) = 1A∗∩∆1(U) µ-a.e. This
proves that indeed R̂AKµ =
∫ ∗
R̂AK(.,Y )dµ(Y ). 
Corollary 3.11. Let u ∈ S(U), let A ⊂ ∆(U), and let µ denote the (unique)
representing measure for the invariant function R̂Au carried by ∆1(U). Then µ
is carried by A (in the sense that µ∗(∁A) = 0) if and only if R̂Au = u.
Proof. By the above theorem together with Proposition 3.9 we have
R̂Au =
∫ ∗
R̂AK(.,Y )dµ(Y ) =
∫
1A∗(Y )K(., Y )dµ(Y ) = K(1A∗µ),
and by uniqueness this equals u = Kµ if and only if 1A∗µ = µ, which means
that µ shall be carried by A. 
The above corollary, sharpening Proposition 2.13 (in the present setting), is
an analogue of [6, Proposition 3.13], where µ is carried only by the closure A
of A, A supposed to be contained in U .
In the following minimal-fine boundary minimum property the requirement
Y ∈ ∆1(U) (rather than Y ∈ ∆(U)) is motivated by the fact that ∆1(U) is
the set of all mf-limit points of U in U , as noted after Definition 3.4, and so
the stated mf-lim infx→Y is defined for Y ∈ ∆1(U) only.
Proposition 3.12. Let u be finely superharmonic on U , and suppose that
mf-lim inf
x→Y, x∈U
u(x) ≥ 0 for every Y ∈ ∆1(U).
If moreover u ≥ −s on U for some s ∈ S(U) then u ≥ 0 on U .
Proof. For given ε > 0 and Y ∈ ∆(U) there exists by the assumed boundary
inequality an mf-fine open mf-neighborhood WY ⊂ U of Y such that u > −ε
onWY ∩U . (Take for example WY = {Y } for Y ∈ ∆(U)\∆1(U), cf. Definition
3.4 (c).) In terms of the mf-open set W :=
⋃
{WY : Y ∈ ∆(U)} containing
∆(U) we infer that u > −ε on W ∩ U =
⋃
{WY ∩ U : Y ∈ ∆(U)}. The set
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E := U \ W is mf-closed and contained in U , and so E is finely closed, as
noted before Proposition 3.5. Furthermore, E is minimal-thin at Y in view of
Definition 3.4 (b), and hence R̂EK(.,Y ) is a fine potential on U for each Y ∈ ∆(U).
It follows that R̂Es likewise is a fine potential. To see this, write s = Kσ and
R̂EK(.,Y ) = KλY with unique representing measures σ on U ∪∆(U) and λY on
U , respectively, cf. [6, Corollary 3.25]. By Lemma [6, Lemma 3.21] we have
R̂Es =
∫
U∪∆1(U)
R̂EK(.,Y )dσ(Y ) =
∫
U∪∆1(U)
KλY dσ(Y )
=
∫
U∪∆1(U)
(∫
U
K(., z)dλY (z)
)
dσ(Y ) =
∫
U
K(., z)dν(z),
where the measure ν =
∫
U∪∆1(U)
λY dσ(Y ) on U is the integral with respect to
σ of the family (λY )Y ∈U∪∆1(U) of measures on U , cf. [3, 3, proposition 1]. In
particular, ν is carried by U along with each λY . Hence R̂
E
s is indeed a fine
potential according to [6, Corollary 3.26]. The (possibly empty) fine interior V
of E has relative fine boundary U ∩∂fV ⊂ U \V ⊂ U ∩W˜ . We have u+ ε ≥ 0
on U ∩W and hence by fine continuity on U ∩ W˜ ⊃ U ∩ ∂fV . Furthermore,
u + R̂Es = u + s on U ∩ b(E) ⊃ V , where b(E) denotes the base of E in Ω;
and so u+ ε ≥ −R̂Es on V . Altogether, it follows by the relative fine boundary
minimum property [8, Theorem 10.8] applied to the fine potential p = R̂Es that
u+ ε ≥ 0 on V . As noted above, the same inequality holds on U ∩ W˜ ⊃ U \V
and thus on all of U . By varying ε we conclude that indeed u ≥ 0 on all of
U . 
In view of Proposition 3.5 we have the following weaker Martin boundary
minimum property relative to the natural topology on U . Both properties are
used in [7].
Corollary 3.13. Let u be finely superharmonic on U , and suppose that
lim inf
x→Y, x∈U
u(x) ≥ 0 for any Y ∈ ∆(U).
If moreover u is lower bounded then u ≥ 0 on U .
We proceed to define sweeping on subsets of U relative to the minimal-fine
topology, and to show that sweeping on A relative to the mf-topology coincides
with sweeping on A relative to the natural topology as defined in Definition
2.4.
Definition 3.14. Let A ⊂ U . For any function u ∈ S(U) the reduction of u
on A relative to the mf-topology is defined by
1RAu = inf{v ∈ S(U) : v ≥ u on A ∩ U and on W ∩ U for some W ∈
1W(A)},
SWEEPING AT THE MARTIN BOUNDARY 21
where 1W(A) denotes the family of all mf-open sets W ⊂ U such that W ⊃
A ∩ ∆(U). The sweeping of u on A is defined as the greatest finely l.s.c.
minorant of 1RAu and is denoted by
1R̂Au .
The function 1R̂Au is of class S(U). Similarly to reduction and sweeping
relative to the natural topology we have
1RAu = inf{R
(A∪W )∩U
u : W ∈
1W(A)},
1R̂Au = înf{R̂
(A∪W )∩U
u : W ∈
1W(A)}.
Furthermore, there is a decreasing sequence (Wj) of sets Wj ∈
1W(A) (de-
pending on u) such that it suffices to take for W the sets Wj , in the above
definitions and alternative expressions (this is shown in the same way as in the
case of sweeping relative to the natural topology by application of the funda-
mental convergence theorem and the quasi-Lindelo¨f property for finely u.s.c.
functions). For any subset A of U , the present reduction 1RAu and sweeping
1R̂Au on A relative to U clearly reduce to the usual reduction and sweeping
on A relative to U . Since the mf-topology is finer than the natural topology
(Proposition 3.5), we clearly have 1RAu ≤ R
A
u and
1R̂Au ≤ R̂
A
u .
As in the Euclidean case [2, Theorem 8.3.1] we have the following
Corollary 3.15. For any u ∈ S(U) we have 1R̂
∆(U)\∆1(U)
u = 0.
Proof. According to Definition 3.4 (c) the set A := ∆(U) \∆1(U) belongs to
1W(A), and A ∩ U = ∅, whence 1R̂Au = 0. 
We shall need the following analogue of Proposition 3.9:
Lemma 3.16. For any A ⊂ ∆(U) and Y ∈ U ∪ ∆1(U) we have
1R̂AK(.,Y ) =
K(., Y ) if Y ∈ A, and 1R̂AK(.,Y ) = 0 if Y /∈ A.
Proof. If Y /∈ A then 1R̂AK(.,Y ) ≤ R̂
A
K(.,Y ) = 0 by Proposition 2.14 (ii). If Y ∈ A
and hence Y /∈ U , then Y ∈ ∆1(U), and
1R̂AK(.,Y ) = K(., Y ) because we even
have 1R̂
{Y }
K(.,Y ) = K(., Y ). In fact, for any W ∈
1W({Y }),
K(., Y ) = R̂UK(.,Y ) ≤ R̂
U∩W
K(.,Y ) + R̂
U\W
K(.,Y ),
where the latter term on the right is a fine potential on U by Definition 3.2,
U \W being minimal-thin at Y in view of Definition 3.4 (b). By the Riesz
decomposition property we obtain K(., Y ) = u + v with u ≤ R̂U∩WK(.,Y ) and
v ≤ R̂
U\W
K(.,Y ). This shows that v 4 K(., Y ) and hence v = 0, v being a fine
potential along with R̂
U\W
K(.,Y ), and K(., Y ) being invariant since Y ∈ ∆1(U).
Thus K(., Y ) = u ≤ R̂U∩WK(.,Y ), obviously with equality. By varying W we infer
by Definition 3.14 that indeed 1R̂
{Y }
K(.,Y ) = K(., Y ). 
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The six assertions of Proposition 2.6 carry over along with their proofs when
reductions and sweepings are taken with respect to the minimal-fine topology
on U instead of the smaller natural topology, and of course W(A) is replaced
by 1W(A) for any A ⊂ U . The same applies to Propositions 2.7, 2.8, and 2.9.
Theorem 3.17. Let A ⊂ U and u ∈ S(U). Then 1R̂Au = R̂
A
u .
Proof. This is obvious if A ⊂ U . Next, for A ⊂ ∆(U), write u = Kµ with µ
carried by U ∪∆1(U). For any W ∈
1W(A) we have by [6, Lemma 3.21]
R̂W∩UKµ =
∫
R̂W∩UK(.,Y )dµ(Y ) ≥
∫ ∗
1R̂AK(.,Y )dµ(Y )
=
∫ ∗
R̂AK(.,Y )dµ(Y ) = R̂
A
Kµ,
the second equality because 1R̂AK(.,Y ) = R̂
A
K(.,Y ) = 1A(Y )K(., Y ) for Y ∈ U ∪
∆1(U) according to Lemma 3.16 and Proposition 3.9, respectively; and the
third equality follows by Theorem 3.10. By varying W ∈ 1W(A) this yields
1R̂AKµ ≥ R̂
A
Kµ, actually with equality. It follows by Proposition 2.9 and its
mf version that indeed 1R̂Au = R̂
A
u for any A ⊂ U because v is the same in
either case (by what has just been shown), and hence 1R̂A∩Uv = R̂
A∩U
v since
A ∩ U ⊂ U . 
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