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Introduction
During the last two decades, numerous important results on feed-forward artifi-
cial neural networks (ANN) have been developed (see White-Hornik and Stinch-
combe [1988]: a, b), Caroll and Dickinson [1989], Funahaschi [1989]). Beyond
the important fact that the output functions of feed-forward ANN help to build
non-parametric approximates for arbitrary measurable functions, the theory of
ANN also provides a broad range of financial applications more specifically in
market risk quantification, portfolio optimisation (see Franke [1998]) and finan-
cial forecasting.
A highly comprehensive market risk measures is the so-called Value-at-Risk(VaR).
VaR summarizes throughout one single quantitative parameter the whole mar-
ket risk exposure. VaR approaches might be named differently e.g. Bankers
Trusts Capital at Risk (CaR), J.P Morgan’s Value-at-Risk, Daily Earning at
Risk (DEaR), Dollar at Risk (DaR), Money at Risk (MaR)). Its technical imple-
mentations differ among the financial institution where it is used. But there is
some convergence in terms of high-level approaches for measuring aggregate mar-
ket risk exposure (see Alexander [1999]). This is one of the main reason why on
April 1995, the B.I.S 1 recommended its use and consider the VaR as a standard
risk-controlling tool for aggregating market risk exposure.
Most of the widely used VaR methods and their underlying financial returns mod-
els, from Monte Carlo Algorithm, Delta Normal, Delta Gamma VaR, Variance-
Covariance, all display some fundamental weaknesses by assuming that the dy-
namics of portfolio changes and the absolute or logarithmic returns of financial
assets are described using the following questionable assumptions and drawbacks:
• Distributions of security returns assumed to be multivariate normal;
• Constant volatility of the financial returns;
• Linear or quadratic assumptions of portfolio pricing functions;
• Disability to handle or control extreme market events.
1B.I.S=Bank of International Settlement
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Despite its conceptual simplicity, the measurement of the VaR is a very chal-
lenging statistical problem and none of the methodologies developed so far give
satisfactory solutions. In reality, logarithmic returns and the market values of
portfolio changes usually display some patterns of:
• Heavy tailedness;
• Skewness;
• Heteroscedasticity;
• Strong Non-Linearity.
Therefore the classical normality assumptions with constant volatility or the lin-
ear and quadratic hypothesis are not appropriate for modelling the financial re-
turns that requires the VaR calculation. The payoff profile of portfolios containing
complex derivatives such as barrier options or digital ones do not usually cope
with the quadratic assumption of the portfolio values. The constant volatility as-
sumption usually made by most of the existing financial returns model and VaR
methodologies do not really provide a fair description of the stochastic behaviour
of the underlying risk elements. Therefore they cannot be used for a precise
valuation of contigent claims like interest rate derivatives such as American-style
swap options, callable bonds or structured notes.
In practical applications, focus is frequently on higher-order statistics such as
the skewness2 and the kurtosis3 and the stochastic volatility of financial returns
that serve as the basis for hedging strategies or risk control. The increasing
globalization and complexity of capital markets and the expanding range of ex-
otic financial instruments have made trading-risk management more difficult to
accomplish and evaluate. Therefore risk management systems need to be more
and more sophisticated due the complexity of certain range of non-linear traded
contingents claims, special methods such ANN combined with Extreme Value
Theory(EVT) can provide considerable insights in order to correct the funda-
mental weaknesses of existing financial returns models and VaR methodologies.
Throughout this thesis, the main focus consists of correcting such drawbacks by
using ANN combined with EVT. A new VaR methodology that overcomes sev-
eral well-known deficiencies of existing VaR approaches will be the main focus.
Such a methodology enables to avoid potentially disastrous clustering in pre-
dicted tail events by accurately estimating the conditional distribution of asset
2Skew(X):= E
[
X −E(X)
σ(X)
]3
is the skewness of the random variable X. Skew(X) says how
symmetric is X.
3Kurtosis(X):=E
[
X −E(X)
σ(X)
]4
is the tail measure of the random variable X.
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returns by using ANN and EVT. To correct the normality assumption as well
as the constant volatility hypothesis, one can model the changes of the market
values of financial assets and their corresponding unexpected returns using heavy
tailed autoregressive and conditionally heteroskedastic time series. The models
used for the innovation of such models can be either Cauchy, Pareto, Weibull,
Student, Log-gamma or Frechet distributions. The heavy tailedness imposed on
the innovations of such autoregressive financial time series represents also another
form of correction of the classical unwarrant normality assumptions usually made
for getting a quick and easy computable form of the VaR. In order to estimate
the future market value of a given financial instrument using such heavy tailed,
heteroskedastic and autoregressive models, one needs to quantify the expected
return, the conditional stochastic volatility of the market value of the instrument
and the conditional quantile of the corresponding innovations that can also be
equated as the unexpected returns (see Engles, EGARCH4[1982]). As stated in
Franke [1999], when the autoregressive order of such a model is very high, the
use of non-linear regression likes the kernel estimation procedure can lead to un-
derestimation. An alternative consists of making use of the theory of ANN for
non-parametric regression analysis purposes combined with EVT.
White [1981] did solve such regression problems by applying some denseness
results of neural network outputs functions but restricted to bounded random
variables. Such denseness properties become no longer applicable when dealing
with heavy tailed stochastic processes, which are unbounded. The boundedness
that requires White’s results is not plausible for financial time series as one of the
well known stylized facts implies that heavy-tailedness which strongly contradicts
any boundedness.
Therefore, in the first chapter an extension of White’s denseness results will
be given. A new result will be proved in order to derive new denseness and
approximation properties, which uses the Sobolev space Lm(µ) for some m ≥ 1
and some probability measure and which holds for a certain subclass of square
integrable functions. The main idea is to use the Fourier transform in a similar
manner as Barron [1993]. Two others new results will also be proved, consist-
ing of an extension of the Bernstein inequality for unbounded random variables
from stationary α-mixing processes and a generalization of a result of White and
Wooldrige[1990] theorem 3.5, which assumes that the tails of the stationary dis-
tribution decrease to 0 faster than exponential function. We require only that
they decrease like b0 exp(−b1xα) for x → ∞ for some α > 0 (not α > 1 like in
White and Wooldrige). Based on the autoregressive models, one can use the new
denseness result to build some ANN estimate of the conditional mean of heavy
4EGARCH= Exponential, Generalised Autoregressive and Condiditonaly Heteroskedastic.
6
tailed stochastic processes. In the same manner, this new approximation property
also provides an algorithm for estimating conditional stochastic volatilities. To
measure the accuracy of the estimation procedures, the consistency of the ANN
estimates of the conditional expectations will be analysed. Within such models,
to estimate the VaR or the Expected Shortfall(ES5; See Delbaen [1998]), one has
to combine ANN functions and EVT (see Embrechts [1997], Mc-Neil [1999-2000]).
EVT will be used for estimating the tails and the quantiles of the unexpected
returns, which is needed in the final VaR estimation formula. For the assessment
of the quantile of the unexpected returns, the use of some results based on Ex-
treme Value Distributions(EVD) and Generalised Pareto Distributions (GPD)
will provide the accurate estimates for the quantiles of heavy tailed stochastic
processes (See Smith [1987], Embrechts [1997] or Alexander Mc Neil [1999]). The
last section of the first chapter deals with numerical simulations using real fi-
nancial data in the aim to illustrate the accuracy of the VaR methodology via
the computation of the daily Value-at-Risk of one share of COMMERZBANK.
As explanatory variables, we use daily closing prices of DEUTSCHE Bank, the
ones of BASF, SIEMENS and the DAX30 index all traded in the Frankfurt stock
exchange.
The purpose of the second chapter is to implement a forecasting ARMA6-GARCH
algorithm that enables to predict future stock prices of a given security by esti-
mating the conditional expected returns while taking into account the stochastic
features of the volatility of financial instruments. Throughout this chapter, after
specifying the financial returns model, the first section deals with the estimation
of the conditional expected returns and the conditional stochastic volatility by
means of ANN output functions and using the new denseness result previously
established in the first chapter. The non-parametric ARMA-GARCH algorithm
of Mc-Neil and Buehlmann [2000] will be combined with the new denseness re-
sults to derive the stochastic volatility estimates. Instead of using the contraction
assumptions as implemented in Mc-Neil and Buehlmann [2000], the convergence
results of Corradi and White based on Regularized ANN [1995] will be used.
Corradi and White have shown that Regularized ANN are capable of learning
and approximating (on compacta) elements of certain Sobolev Spaces. The third
section is dedicated to the consistency and the convergence of the resulting es-
timators. In the last section, based on some regularity assumptions imposed on
the volatility regression function, a powerful financial forecasting algorithm will
be designed. Beside the correction of the constant volatility assumption, the al-
gorithm also enables to make some financial pricing. To illustrate such capability,
5ES=Expected Shortfall
6ARMA=Autoregressive and Moving Average Processes.
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some options pricing formula based on the new non-parametric AR-GARCH and
using ANN and EVT under a stochastic volatility framework is implemented. In
this subsection, Bootstrapping algorithms are used in order to compare the option
pricing methodology of the non-parametric ARMA-GARCH algorithm and the
well known Black-Scholes option pricing formula which assumes constant volatil-
ity and normality assumptions. One Call option on a SIEMENS share will be
computed.
Based on the new approximation and denseness results established in the first
and second chapters, one can also derive some straightforward estimates of the
conditional quantile of the financial returns using the quantile characterisation
of Bassett and Koenker [1978]. The third chapter is making use of the quantile
characterisation of Bassett and Koenker while correcting the normality assump-
tions, the constant volatility and the skewness of financial time series. The third
chapter is structured in the following manner. After presenting the existence and
convergence results and exhibiting the qualitative features of the nonparamet-
ric neural network quantile estimates, follows the analysis of the goodness and
the accuracy of the Value-at-Risk methodology based on such a neural network
estimates of the conditional quantile of the distributions of the market value of
the considered instruments. The goodness and the accuracy of the Value-at-Risk
methodology based on such a neural network estimates of the conditional quantile
is illustrated throughout the computation of the daily VaR of a holding consisting
of one share of DEUTSCHE Bank. As explanatory variables, we use the daily
closing prices of BASF, SIEMENS, COMMERZBANK and DAX30 traded on the
stock exchange of Frankfurt.
The last chapter is mainly dealing with some theoretical results under a con-
tinuous time setting of financial returns. It also attempts to correct the constant
volatility assumption usually made when stochastic differential equations and
Diffusion Itoˆ processes are used to describe the dynamics of the market value of
financial assets. It can be equated as the completion and the continuous time
extension of the financial returns model of the three first chapters. Markovian
diffusion neural network theory combined with stochastic calculus will be the
main tool. Active modern research based on methods of Markovian diffusion
theory and diffusion neural networks have shown that, using contrastive Heb-
bian learning rules (CHL), one can formalize the activation dynamics of diffusion
neural networks in order to reproduce the entire multivariate probability distri-
butions of a given financial instrument (see Movellan and Clelland [1993]). The
CHL have some appealing features that enable to capture differences between
desired and obtained continuous probability distributions. Diffusions Networks
are type of recurrent neural network with probabilistic dynamics, as models for
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learning natural signals that are continuous in time and space. Since the solu-
tions for many decision theoretic problems of interest are naturally formulated
using probability distributions, it would be desirable to design flexible neural net-
works frameworks for approximating probability distributions on continuous path
spaces. Instead of using ordinary differential equations for describing the evolu-
tion of stock prices or portfolio values, diffusion networks are described by a set of
stochastic differential equations. Diffusion neural networks are an extension of re-
current neural networks in which the dynamics are probabilistic. They have been
found very useful in stock price prediction (see Mineiro, Movellan and Williams
[1997], Kamijo and Tanigawa [1990], Kimoto and Asakawa [1990], Refenes et
al [1993]), Movellan [1997]). The main advantages of Diffusion Networks over
conventional forecasting methods include simplicity of implementation and good
approximation properties (see Warwick et al [1992]). In this chapter, we present
some theoretical results illustrating the use of Diffusion Networks for financial
prediction. We show that, under the general regularity conditions allowing exis-
tence and uniqueness of solutions of stochastic differential equations, under some
appropriate settings, one can approximate the transition probabilities and the
log-likelihood functions and derive consistent non-biased predicting algorithm of
future values of a considered stock.
Combining the ideas of learning probability distributions with symmetric dif-
fusion networks( see Mineiro, Javier Movellan and Williams [1997] or Movellan
[1997]) with the Maximum Likelihood estimation algorithm developed Pedersen
[1993], which is based on incomplete observations of stochastic processes, one
can build a forecasting tool providing consistent and unbiased estimates of the
futures values of stock prices. In the first section of the chapter, the definition of
the log-likelihood function, the concept of transition probabilities and their den-
sity functions will be defined. Up to some regularity conditions, it will be shown
that the approximate probability density functions of the transition probabilities
converge in law to the underlying ones. The analysis of the qualitative features
and the study of the convergence properties, such consistency and asymptotic
normality will also be illustrated (see Pedersen [1994], Dachunha and Zmirou
[1989]).
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Frequently Used Notation
< Set of Real Values
N Set of Integer Values
β Input weights from input to hidden layers
γ Input weights from hidden layers to output layers
H Number of hidden nodes
fH(x, β, γ) Neural output function
Lind Set of linear combinaisons of indicators functions of finite interval
α Confidence level, either 0,95 or 0,99
T Risk Horizon: One day, one week or 10 days
V aRTα Value-at-Risk for a confidence α within a risk horizon equal to T
ESTα Expected Shortfall for a confidence α within a risk horizon equal to T
var(X) Variance of the random variable X
Cov Covariance operator
Pr(A) Probability that event A occurs
Hψ,µ,σ Generalized Extreme Value Distribution
Gψ,β Generalized Pareto Distributions
ANN(Ψ, qn,∆n) Neural output functions with some growth conditions on the weights
St Returns or daily closing price of the considered asset
Xt Explanatory variable used in the prediction of St
r Dimension of the explanatory variable Xt
L2(µ) Set of µ-square integrable functions
xT Transpose of x
u Threshold level used for estimationg tails of heavy tailed distributions
Nu Number of excesses above the threshold level u
Fu Excess distibution function
ANN Artificial Neural Network
EVT Extreme Value Theory
VaR Value-at-Risk
(<N ,BN) The Borel space of <N
MN Set of measurable functions in <N
|| ||m ||x||m :=
∫
<r
||x||mµ(dx)
Dl The differential operator D applied l times.
∇ The gradient operator
∂
∂wi
The partial derivative with respect the ANN weight wi
N(θα)  neighbourhood of θα
|A| Determinant of the matrix A.
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Chapter 1
Value-at-Risk and Expected
Shortfall Estimation Using
Artificial Neural Networks and
Extreme Value Theory
1.1 Introduction
Numerous hard statistical and scientific studies have indicated that the stock
market, as well as other financial markets, are, like other complex natural phe-
nomena, to a certain degree predictable by means of newly developing methods
and tools. Movements of the stock prices, as well as price movements of other
financial instruments, generally present a deterministic trend, on which are su-
perimposed some ”noise” signals, in turn composed of truly random and chaotic
signals. Deterministic trends can be detected and assessed by some maximum-
likelihood methods. Although a truly random signal, often represented by a
Brownian motion, is unpredictable, it can be estimated by its mean and standard
deviation. The chaotic signal, seemingly random but with deterministic nature,
proves predictable to some degree by means of several analysis techniques, among
which the Artificial Neural Network (ANN) techniques have proven most effective
over the widest range of predictive variables. Artificial Neural Network (ANN)
is an important branch of Artificial Intelligence. Motivated in its design by the
human nervous system, ANN mimics the human nervous system in its operations.
At this extraordinary interface between natural human systems and created elec-
tronic ones, ANN is capable of learning by training to generalize from special cases
just like human beings can. Beyond the fact that neural network output functions
are dense in the huge set of measurable functions, the theory of artificial neural
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networks also provides a broad range of financial applications more specifically in
market risk quantification and portfolio optimisation (see Franke [1998]). Neural
networks have been applied to a variety of financial prediction and risk manage-
ment tasks. In practical applications, focus is frequently on higher-order statistics
such as the variance, skewness, and kurtosis of financial returns that serve as the
basis for hedging or risk-control strategies. In this chapter, the main focus con-
sists of correcting the classical questionable assumptions of existing Value-at-Risk
methodologies. Value at Risk (VaR) has become the standard measure of market
risk employed by financial institutions for both internal and regulatory purposes.
VaR is defined as the value that a portfolio might lose with a given probability,
over a certain time horizon (usually one or ten days). Despite its conceptual sim-
plicity, its measurement is a very challenging statistical problem and none of the
methodologies developed so far give satisfactory solutions. For example, the delta
normal method is based on a linearization of the portfolio, and thus can perform
poorly with portfolios that include large positions in options or instruments with
option like payoffs. The Monte Carlo or the Delta Gamma Approach are both
based on normality assumptions that also contradict the skewness, the heavy
tailedness that logarithmic returns of financial instruments are usually display-
ing. Interpreting the VaR as the quantile of future portfolio values conditional
on current information, this chapter is mainly dealing with a new approach to
quantile estimation which does not require any of the questionable assumption
invoked by existing methodologies. This chapter is dedicated to the development
of efficient methods for computing portfolio VaR where the underlying risk fac-
tors can be drawn from heavy tailed and heteroskesdastic distributions. This new
methodology overcomes several well-known deficiencies of existing Value at Risk
approaches. It enables to avoid potentially disastrous clustering in predicted tail
events by accurately estimating the conditional distribution of asset returns by
using artificial neural networks and extreme value theory. Autoregressive models
will be used; therefore market risk measures have to be computed conditionally
to the whole market information up to trading days. Hence the conditional VaR
has to be considered. The mathematical schematisation, which enables to take
into account, all these considerations can be described by modelling the portfo-
lio returns as an autoregressive and conditionally heteroskedastic financial time
series e.g.
St = m (St−1, St−2, ...., St−τ , Xt−1) + σ (St−1, St−2, ...., St−τ , Xt−1) Et (1.1)
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Where:

• The autoregressive order τ is a given integer.
• St represents the financial return of the portfolio at the t-th trading day.
• Xt−1 is an <d random variable and can be interpreted as current market information.
• The Predictor function m is the conditional expected return .
• σ represents the conditional volatility of the portfolio changes.
Et are iid1 random variables such that
E(Et) = 0 and V ar(Et) = 1.
The stochastic process St is called an AR-ARCH
2 process and is heteroskedastic
(time changing volatility). One can also assume that the innovations are heavy
tailed. Such an assumption copes with a lot of financial applications due to
the fact that errors (or unexpected returns) resulting from financial returns are
usually displaying some patterns of heavy tailedness. Its the case when inno-
vations are Cauchy, Pareto, Student, Log-gamma or Frechet distributed. The
heavy tailedness imposed on the innovations also corrects the classical unwarrant
normality or linearity assumptions usually made for getting a quick and easy
computable form of the Value-at-Risk.
For estimating the future market value of a given portfolio, one needs to quantify
the expected return m, the volatility σ of the portfolio values and the conditional
quantile of the innovations Et that can be equated as the unexpected returns (see
Engles, EGARCH [1982]). As stated in Franke [1999], when the autoregressive
order τ and the dimension d of the fixing space Rd are very high, the use of
localized nonlinear regression like the kernel estimation procedure or local poly-
nomials cannot be applied due to the cause of dimensionality, i.e even for large
sample sizes, there are too few observations in local neighbourhoods of <τ+d to
estimate m and σ reliably by local smoothing . An alternative consists of making
use of the theory of ANN for non-parametric regression analysis purposes com-
bined with EVT.
To forecast the VaR or the Expected Shortfall, ANN and EVT (see Embrechts
[1997], A.Mc-Neil [1999-2000]) are combined. Based on autoregressive models,
White did solve the regression problem by applying some denseness results valid
only for bounded random variables. Such denseness properties become no longer
applicable when dealing with heavy tailed stochastic processes such as finan-
cial returns or portfolio changes. Therefore, later in this chapter the extension of
White’s denseness results is necessary in order to derive a suitable neural network
estimate of the conditional expectation for unbounded random variables. The
1iid=independent and identically distributed.
2AR-ARCH=Autoregressive-Autoregressive and Conditionally Heteroskedastic.
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boundedness that requires White’s results is not applicable for unbounded finan-
cial time series as one of the well-known stylised facts implies that heavy tailed-
ness which strongly contradicts any boundedness. The extension of H.White’s
denseness results will be done via some Sobolev Spaces and the use of the Fourier
transform algorithm. The metric Sobolev Space Lm(µ) for some m ≥ 1 and some
probability measure µ are used. The main idea is to use the Fourier transform
based on assumptions in a similar manner as Barron [1993].
For the assessment of the quantile of the unexpected returns, we make use of
some results based on Extreme Value Theory and providing an estimator for
the quantiles of generalized Pareto Distribution (See Smith [1987], Embrechts
[1997] or Alexander Mc Neil [1999]). This section is mainly dealing with the
estimation of the tail of Generalized Pareto Distribution above some appropriate
threshold. The section related to Artificial Neural Network is used for estimating
the expected return and the conditional volatility, while the part dealing with
EVT will be used for estimating the quantile of the unexpected returns sup-
posed to be heavy tailed and following some generalized Pareto Distributions
over some appropriate threshold. The asymptotic properties such as consistency
and asymptotic normality of the resulting dynamic Value-at-Risk measure will
be analysed. The last section is dedicated to the performance results and the
goodness and the level of accuracy via some numerical simulation with real fi-
nancial data. Throughout the numerical simulation, the daily Value-at-Risk of a
one COMMMERZBANK share will be computed. As explanatory variables, the
DEUTSCHE Bank daily closing prices, the ones of BASF, SIEMENS and the
DAX30 stock index traded in the Frankfurt stock exchange will be used.
1.2 Market Risk Assessment
Market Risk is the risk that a position will not be as profitable as an investor
expected because of fluctuations in market prices or rates (e.g. equity prices,
interest rates, currency rates or commodity prices). Market Risk can be de-
fined as the uncertainty of the future market values of the portfolio’s profits and
losses resulting from adverse market movements of the market-risk factors. The
market-risk factors help to compute the whole market risk using the Value-at-
Risk for aggregating the whole market risk exposure. Although several types of
approaches are available for measuring market risk, institutions have increasingly
adopted the Value-at-Risk approach for their trading operations.
Given some confidence levelα ∈ (0, 1) and a risk horizon T , the Value-at-
Risk(V aR(α, T )) of a portfolio at the confidence level α within the risk horizon
[0, T ] is defined by the smallest real value l such that, the probability that the
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portfolio changes(P&L3) exceeds l is not larger than 1− α. Formally
V aR(α, T ) := inf {l ∈ < such that Pr (P&L > l ) ≤ 1− α} (1.2)
1.2.1 Definition: Value-at-Risk
The definition of the Value-at-Risk in (1.2) can also be viewed quantitatively
as an α quantile of the P&L distribution in terms of generalised inverse of the
distribution function FP&L e.g.
V aR(α, T ) : = inf {l ∈ < such that 1− FP&L(l) ≤ 1− α} (1.3)
= inf {l ∈ < such that FP&L(l) ≥ α} (1.4)
where the function FP&L represents the distribution function of the P&L dis-
tribution. To correct the non-subadditivity of the Value-at-Risk, the Expected
Shortfall is also used as a market risk measure.
1.2.2 Definition: Expected Shortfall
The Expected is defined as the expected return given that returns are greater
than the Value-at-Risk, i.e
ESαT : = E (P&L|P&L ≥ V aR(α, T )) (1.5)
1.2.2.1 Remarks
Remark
The first important comment regarding the computational aspect of the Value-
at-Risk, lies on its different technical implementations that varies closely with
respect to the assumptions made on the probability distribution of the portfolio
returns. In practice, some linear or quadratic and normality assumptions are
usually made on the distribution function driving the portfolio returns, in order
to get an easy and direct computable form of the Value-at-Risk. In such cases, the
VaR derives from the standard deviation of the portfolio changes, the α quantile
Qα of the standard normal distribution adjusted by the square root of the risk
horizon e.g
V aR(α, T ) := Qα ∗ σportfolio ∗
√
T , (1.6)
where 

σportfolio : =
√
Π′ΓΠ,
Π : = Portfolio Weights,
Γ : = Covariance Matrix.
3P&L=Profits and Losses.
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As stated in Jorion [1997], the greatest advantage of the VaR lies on the fact
that the Value-at-Risk summarizes throughout one single quantitative parameter
the whole market risk aversion. In practice, in financial corporations that are
managing large portfolios like commercial or investment banks and some large
credit institutions; the financial reserves or economic capital effectively used as
a cushion, is the so-called “Safe Value-at-Risk” computed as K*VaR. Where K
represents some safety multiplicative factor, depending on the number of times
the VaR was violated during the Back-testing of the Internal Risk Model of the
given institution. Note that, the choices of the confidence level α, the risk hori-
zon T and the multiplicative factor K are not uniform and depend mainly on the
size of the financial institution where the Value-at-Risk is implemented. Another
important remark is about the normality assumption of the portfolio returns. In
practice financial portfolio returns usually display some patterns of heteroscedas-
ticity (time changing variance). Therefore the classical normality assumptions do
not fully cope with the reality. An alternative consists on modelling the portfolio
absolute or logarithmic returns using autoregressive processes as in (1.1) with
ARCH innovations. To correct the drawbacks of existing Value-at-Risk method-
ologies, we estimate the corresponding quantile leading to the Value-at-Risk by
using some non-parametric regression methods such as ANN and combine it with
EVT. This can be done in the following manner:
1.2.2.2 Proposition
Under the model(1.1), the Conditional Value-at-Risk V aRtα is related to the
expected return m, the time dependent volatility σ and the α-quantile of the
innovations qα by the following relation:
V aRtα = m (St−1, St−2, ...., St−τ , Xt−1) + qα ∗ σ (St−1, St−2, ...., St−τ , Xt−1) . (1.7)
Proof:
This can be proved by the following reasoning :
∀x ∈ < and ∀α ∈ [0, 1]:
P|Ft−1 (St ≤ x) = P|Ft−1
(
Et ≤ x−m (St−1, St−2, ...., St−τ , Xt−1)
σ (St−1, St−2, ...., St−τ , Xt−1)
)
. (1.8)
Using the assumption that the innovations are independent, identically distributed
and in particular Et is independent of Ft−1 , we have that:
P|Ft−1 (St ≤ x) = PE
(
Et ≤ x−m (St−1, St−2...., St−τ , Xt−1)
σ (St−1, St−2, ...., St−τ , Xt−1)
)
. (1.9)
Therefore by the definition of V aRtα and of the α quantile of the innovations, we
have:
qα =
V aRtα −m (St−1, St−2...., St−τ , Xt−1)
σ (St−1, St−2...., St−τ , Xt−1)
. (1.10)
Consequently the Value-at-Risk is given by:
V aRtα = m (St−1, St−2, ...., St−τ , Xt−1) + qα ∗ σ (St−1, St−2, ...., St−τ , Xt−1) .♦
To estimate the Value-at-Risk, one can use a method based on the theory of
Artificial Neural Networks for estimating the conditional expectation m and the
stochastic volatility of the portfolio changes σ (see H.White [1990]). The esti-
mation of the quantile qα will be done by using Extreme Value Theory, more
exactly by the approximation of the tail of probability distribution developed by
L.Smith [1987]. This leads to an invertible form of the distribution function of
the innovations that help to get easily the estimator of the required quantile with
appealing asymptotic properties.
In the same manner, the relationship between the expected shortfall, the volatil-
ity, the expected return and the innovations is given by the following formula:
EStα = m (St−1, St−2, ...., St−τ , Xt−1) + σ (St−1, St−2, ...., St−τ , Xt−1) ∗ E (Et | Et > qα) .(1.11)
The expression E (Et | Et > qα) written in the following form:
E (Et | Et > qα) = E (Et − qα | Et > qα) + qα (1.12)
becomes a quite instructive expression, as the first term of its right hand side
represents the mean excess function of the innovations evaluated at qα. Some
nice results presented in Embrechts[1997] or Alexander Mc.Neil[1999] enable to
estimate E (Et − qα | Et > qα) using Maximum Likelihood Estimators for appro-
priate classes of distributions.
1.3 Non-parametric Regression Analysis Using
Artificial Neural Network
Non-parametric artificial neural network estimators are generally Sieve estimators
(see: Grenader [1981], White [1981], White-Hornik- Stinchcombe [1984], Chen
and Schen [1996] or Shen [1997]). White proved the existence of consistent and
asymptotically normal ANN estimators with an initial convergence rate of order
o( n
logn
− 1
4 ) for sigmoid activation function with independent data or with time se-
ries having some mixing properties. The convergence rate has been progressively
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shaped by Barron [1994], Modha and Masry [1996], by Shen and Chen [1996] and
by Xiahong Chen and White [1997]. ANN represent one the most powerful tools
for non-parametric regression analysis due to their flexibility and high capacity
of approximating unknown functions assisted by the increasing computational
power of new computers and numerical optimisation software.
An ANN model is a computerized processing method for analysing data based
on historical information by mimicking the human brain’s ability of classifying
patterns or making decisions based on past experiences. A neural network is a
system composed of many simple processing elements operating in parallel, whose
function is determined by network structure, connection strengths, and the pro-
cessing performed at computing elements or nodes.
Feed-forward networks with a single hidden layer are statistically consistent esti-
mators of arbitrary square integrable regression functions under certain practically-
satisfiable assumptions regarding sampling, target noise, number of hidden units,
size of weights, and form of hidden-unit activation function (White [1990]). Such
networks can also be trained as statistically consistent estimators of derivatives of
regression functions (White and Gallant [1992]) and quantiles of the conditional
noise distribution (White [1992a]). Feed-forward ANN with a single hidden layer
using threshold or sigmoid activation functions can be equated as universal ap-
proximators.
The mathematical description of such a model is generally presented as a triplet
(Ψ, H,W ) and can be represented as in picture1:
( Insert Page )
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where the input variable x = (x1, x2, ..., xr)
′ ∈ <r sends signals of intensity γij
to the hidden layer ( processing unit ) that provides via βi and the activation
function Ψ the so called artificial neural network output function fH(x, w) defined
by:
fH(x, w) := β0 +
H∑
j=1
βjΨ(x˜
′
.γj) (1.13)
Where

• H ∈ N is the number of neurons in the hidden layer, i.e the network complexity.
• x˜′ ∈ <r+1denotes the Input Variable (1, x′)′ augmented by a constant.
• w := (β0, β1, ..., βr; γij), j = 1, 2, ..., H and i = 0, 1, , ..., r are the Network Weights .
• Ψ is called the learning or activation function of the Network.
• γji, signal intensity from input node i to hidden node j and γj = (γj0, γj1, ..., γjr)′.
• βj signal strength from hidden node j to the output.
1.3.1 Denseness Properties of Artificial Neural Network
Output Functions
1.3.1.1 Neural Activation Function
A real valued measurable function Ψ is called a Neural Activation Function (or
a squashing function in Neural Network parlance) if the following properties are
fulfilled: 

lim
x→+∞Ψ(x) = Ψ(+∞) < +∞
lim
x→−∞Ψ(x) = Ψ(−∞) > −∞
Ψ is monotonically increasing.
(1.14)
Later on, we will add some extra requirements such as Lipschitz continuity or
l-finiteness.
Examples of Activation Function
The Squasher Tangent Hyperbolic Function:
Ψ(λ) =
1
2
[1 + tanh(x)] (1.15)
Exponential, Antisymmetric Sigmoid:
Ψ(u) =
2
1 + exp (−u) − 1 (1.16)
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1.3.1.2 Definition: Uniform Denseness on Compacta
Let (X, || ||X) be a complete metric space of real valued continuous functions
defined on <n . A subset S of X is said to be uniformly dense on Compacta in X
if and only if:
For all compact subset K of <n, ∀f ∈ X, ∀ > 0, ∃g ∈ S such that
sup
x∈K
| f(x)− g(x) | < . (1.17)
A sequence of scalar continuous function (fn) ⊂ X converges uniformly on Com-
pacta to f if:
For all compact K subset of <n,
lim
n→+∞
[
sup
x∈K
|fn(x)− f(x)|
]
= 0. (1.18)
The following denseness results have been proved by White,Hornik and Stinch-
combe [1989].
1.3.2 Theorem: ANN as Universal Approximators
Given a Lipschitz continuous activation function Ψ, the set of Artificial Neural
Network Output Functions with one hidden layer defined by:
ANN (Ψ) :=

 f ∈ CN such that f(x) = βf0 +
Hf∑
j=1
β
f
j Ψ(x˜.γ
f
j )

 (1.19)
is uniformly dense on Compacta in CN , the set of real valued continuous function
on <N , and dense in the whole set of measurable function MN in the following
manner:
Given a probability measure µ on the Borel space (<N ,BN ),
∀f ∈ MN , there exists a sequence of neural output functions (fn)n∈N such that:

(fn)n∈N ⊂ ANN(Ψ)
||f − fn||µ := inf { > 0 such that µ ({x : |f(x)− fn(x)| > }) ≤ } → 0.
(1.20)
White [1981] applied this denseness results and proved the existence of consistent
and asymptotically normal estimators for conditional expectation for bounded
stochastic processes. To estimate the conditional expectations for heavy tailed
distributions, the denseness of ANN(Ψ) in the set of continuous functions with re-
spect to the supremum norm on compacts sets is too restrictive. This assumption
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is not plausible for financial time series as one of the well known stylized facts im-
plies that heavy tailedness which strongly contradicts any boundedness. White’s
approximation (1.20) is too weak and technically complicated when dealing with
unbounded stochastic processes. Therefore, after presenting White’s results, we
will prove a new approximation and denseness result which uses a Lm(µ) metric
for some m ≥ 1 and some probability measure and which holds for a certain sub-
class of square integrable functions. The main idea is to use the Fourier transform
in a similar manner as Barron [1993]. We first prove two auxiliary results, which,
together, almost immediately provide the desired result.
1.3.3 Extensions of White’s Neural Network Denseness
Results
1.3.3.1 Lemma:
Given an activation function Ψ satisfying (1.14). Let ANN(Ψ) be defined by
(1.19). Let µ be an absolute continuous probability measure on <r and m ∈ N .
For any w ∈ <r, b ∈ < , the function
g(x) = cos(wTx + b), ∀x ∈ <r, (1.21)
may be arbitrary well approximated by functions in ANN(Ψ) in the following
sense:
For any  > 0, there exists a function f ∈ ANN(Ψ) such that∫
<r
|g(x)− f(x)|m dx ≤ . (1.22)
(1.22) states that ANN(Ψ) is dense the set G consisting of all functions
g(w,b)(x) := cos(w
Tx + b)
with respect to the norm || ||m defined by:
||x||m =
∫
<r
||x||mµ(dx) (1.23)
Proof
Let w = (w1, w2, ..., wr)
T ∈ <r. If wk = 0, then g(x) does not depend on xk,
and is essentially a function of <r−1 only. This means that one can transform
a network function f on <r−1 to one on <r, which does not depend on xk, by
augmenting connections of the kth input to all neurons in the hidden layer and
setting the weights to 0. Therefore, the approximation problem in <r with wk = 0
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is equivalent to the approximation problem in <r−1. Therefore without loss of
generality, one can assume that
∀k = 1, 2, ..., r wk 6= 0. (1.24)
It suffices to consider the case w1, ..., wr > 0. If an approximating network
function for |w1|, |w2|, ..., |wr| is available, then one can derive the same result
for arbitrary w1, ..., wd ∈ <d by multiplying the weights of the input xk with
sign(xk) for k = 1, 2, .., r where
sign(xk) =


1 if xk > 0
−1 if xk < 0
i) As a first step, we show that g(x) may be approximated by a linear combina-
tions of indicator functions of finite interval, i.e. by functions in the set:
Lind = { f ; f(x) =
H∑
j=1
βj1[uj , vj ]
(
wTx + b
)
;
−∞ < uj < vj <∞, |vj − uj| = δ, δ > 0, ∀j. (1.25)
The interval (−pi , pi) is partioned into intervals [zj−1 , zj] , j = 1, 2, .., N , with
−pi = z0 < z1 < ... < zN = pi and |zj − zj−1| = 2pi
N
. (1.26)
We set
C0(z) =
H∑
j=1
cos(zj) ∗ 1[zj−1 , zj ](z). (1.27)
As the derivative of cos(z) is uniformly bounded by 1, by using the mean-value
theorem, one can derive that:
|cos(zj)− cos(z)| ≤ |zj − z| ≤ |zj − zj−1| = 2pi
N
for zj−1 ≤ z ≤ zj (1.28)
and therefore,
|cos(z)− C0(z)| ≤ 2pi
N
∀ − pi < z < pi. (1.29)
By the periodicity of cos(z), we have analogously that:

Ck(z) :=
H∑
j=1
cos(zj) ∗ 1[2kpi+zj−1 , 2kpi+ zj ](z) for −∞ < k <∞
|cos(z)− Ck(z)| ≤ 2piN ∀(2k − 1)pi < z ≤ (2k + 1)pi.
(1.30)
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For any given integer K ≥ 1, we consider
f(x) =
k=K∑
k=−K
Ck(w
Tx + b) ∈ Lind (1.31)
and we have with M = 2K + 1,
|g(z)− f(z)| = |cos(wTx + b)− f(x)| ≤ 2pi
N
∀ |wTx + b| ≤Mpi. (1.32)
Now we select M large enough such that
µ
({
x; |wTx + b| > Mpi
})
≤ 
2
(1.33)
and we get∫
<r
|g(x)− f(x)|mµ(dx) =
∫
|wTx+ b|≤Mpi
|g − f |mµ(dx) + (1.34)∫
|wT x+ b|>Mpi
|g − f |mµ(dx) (1.35)
≤
(
2pi
N
)m
+

2
≤  (1.36)
if N is chosen large enough.
Here, we have used that:{ |g(z)| ≤ 1
f(z) = 0 on
{
x; |wTx + b| > Mpi
}
.
(1.37)
ii) For sigmoid activation functions Ψ satisfying (1.14), we have
Ψ(cz) → 1(0,∞)(z) for c→∞ ∀z 6= 0. (1.38)
Therefore, we have for arbitrary −∞ < u < v < ∞, c→∞∣∣∣1[u,v](z) − {Ψ(c(z − u)) − Ψ(c(z − v))}∣∣∣→ 0 for z 6= u, v. (1.39)
By the Lebesgue’s theorem of dominated convergence, we get for c→ 0∫ ∣∣∣1[u,v](wTx + b) − {Ψ(c(wTx + b− u))−
Ψ(c(wTx + b− v))
}∣∣∣m µ(dx) → 0, (1.40)
where we use that µ is absolutely continuous and, therefore,
µ
({
x; wTx + b 6= u, v
})
= 1. (1.41)
Therefore any function of Lind may be arbitrarily well approximated by a neural
network output function in ANN(Ψ).
Together with i), this implies the assertion of the Lemma 1.3.3.1.♦.
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1.3.3.2 Lemma
Let g ∈ L2(<r) be a square integrable real-valued function on <r with Fourier
transform
g˜(w) =
1
(2pi)r
∫
e−iw
T xg(x)dx = |g˜(w)|eiΦ(w). (1.42)
Assume that |g˜(w)| is bounded and integrable over <r and that |g˜(w)| , Φ(w)
are Lipschitz continuous on any compact subset of <r. Let µ be an arbitrary
probability measure on <r for which the mth moment exists:∫
||x||mµ(dx) < ∞ for some m ≥ 1. (1.43)
Then, g may be arbitrarily well approximated by functions of the form:
f(x) =
N∑
j=1
βjcos(w
T
j x+ Φj) βj,Φj ∈ <, wj ∈ <r, j = 1, 2, .., N (1.44)
in the sense that, for any  > 0, there exists a function f such that:∫
<r
|g(x)− f(x)|m µ(dx) ≤  (1.45)
(1.45) represents also a new approximation result stating that the function set
consisting of the finite sums of functions g defined by (1.44) is dense in the set
of bounded square integrable functions having a Fourier transform defined by
(1.42).
Proof:
As g is real-valued, by the Fourier inversion, one can derive that:∫
<r
eiw
T xg˜(x)dx =
∫
<r
cos(wTx+ Φ(w))|g˜(w)|dw. (1.46)
As g˜(w) is integrable and cos(z) is bounded, there exists a positive real valued
M > 0 and a hypercube IM with side length M such that∣∣∣∣∣
∫
Ic
M
cos(wTx+ Φ(w))|g˜(w)|dw
∣∣∣∣∣ ≤
∫
Ic
M
|g˜(w)|dw ≤ 
2
. (1.47)
Let make a partition of each side of IM in n subintervals of length
M
n
. This
corresponds to a partition of IM into N = n
r small hypercubes i1, i2, ..., iN .
∀j = 1, 2, ..., N, ∀w ∈ ij, ∀wj ∈ ij, a straightforward calculation shows that:
||w − wj|| ≤
√
r ∗ M
n
. (1.48)
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As Φ(w), |g˜(w)| are Lipschitz continuous on IM with constants, say, LΦ, Lg, and
as the cosine function is uniformly Lipschitz on < with constant 1, we have:
∀j = 1, 2, ..., N ∀w ∈ ij,
L(g,Φ) : =
∣∣∣cos(wTj x + Φ(wj))|g˜(wj)| − cos(wTx + Φ(w))|g˜(w)|∣∣∣ (1.49)
≤ |g˜(wj)− g˜(w)| +∣∣∣cos(wTj x + Φ(wj))− cos(wTx + Φ(w))∣∣∣ |g˜(w)| (1.50)
≤ Lg||wj − w|| + (||wj − w|||x|| + LΦ||wj − w||)Cg (1.51)
= (Lg + Cg.LΦ + Cg||x||) ||wj − w|| (1.52)
≤ (CL + Cg||x||)
√
r ∗ M
n
. (1.53)
Here Cg is an upper bound for |g˜(w)| and CL = Lg + CgLΦ.
Using the approximation of integrals by the corresponding Riemann sums and
setting 

βj = |g˜(wj)|
Φj = Φ(wj) ∀j = 1, 2, ..., N.
(1.54)
it derived that
S : =
∣∣∣∣∣∣
∫
IM
cos(wTx + Φ(w))|g˜(w)|dw −
N∑
j=1
βjcos(w
T
j x+ Φj ∗
M r
N
∣∣∣∣∣∣(1.55)
≤
N∑
j=1
∫
ij
∣∣∣cos(wTx + Φ(w))|g˜(w)| − βjcos(wTj x + Φj)∣∣∣ dw (1.56)
≤
N∑
j=1
(CL + Cg ∗ ||x||) ∗
√
r
M
N
∗
∫
ij
dw (1.57)
= (CL + Cg ∗ ||x||) ∗
√
r
M r+1
n
. (1.58)
Setting
f(x) =
N∑
j=1
βjcos(w
T
j x+ Φj) ∗
M r
N
, (1.59)
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we derive by combining (1.45) and (1.57) that:
||g(x) − f(x)||Lm(µ) ≤ 
2
+ (CL + Cg.||x||)
√
d
Md+1
n
. (1.60)
Then, as
∫
||x||mµ(dx) <∞, we can achieve (1.45) by choosing n large enough.♦.
Both Lemmas together imply that the class of neural networks output functions
ANN(Ψ) is dense with respect to Lm(µ) norm in the class G of functions defined
in the following manner.
1.3.3.3 Definition
Let G ⊂ L2(<r) be the class of real-valued functions of g(x) with Fourier trans-
form
g˜(w) = |g˜(w)|eiΦ(w) (1.61)
satisfying

a) g˜(w) is integrable over <r.
b) |g˜(w)| , Φ(w) are Lipschitz continuous on any compact subset of <r.
G includes the Schwartz space of infinitely often continuously differentiable func-
tions which decrease rapidly in the sense that all derivatives are converging faster
to 0 for ||x|| → ∞ than ||x||−p for all p ≥ 1. This follows from the fact that the
Fourier transform is a bijection on that space (see Theorem 10.3 of Weidmann,
1976). Barron [1993] has studied a similar, but more restrictive function class in
relation to neural networks where he did not only show a universal approximation
property but derived also rates for the approximation depending on the size of
the network.
1.3.3.4 Theorem: Uniform Approximation Property of ANN in Lm(µ)-
sense
Let Ψ be a sigmoid function satisfying(1.14). Let µ be any absolutely continuous
probability measure on <r satisfying:∫
<d
||x||mµ(dx) <∞ for some m ≥ 1. (1.62)
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Then, ANN(Ψ) is dense in the function class G in the Lm(µ)-sense, i.e.
∀g ∈ G, ∀  > 0, ∃f ∈ ANN(Ψ) such that∫
<d
|f(x)− g(x)|mµ(dx) < E . (1.63)
Proof: First, we remark that, for ∀g ∈ G,
|g(x)| =
∣∣∣∣
∫
<r
e−iw
T xg˜(w)dw
∣∣∣∣ ≤
∫
|g˜(w)|dw, (1.64)
i.e. g is uniformly bounded and, therefore, in Lm(µ). As functions in ANN(Ψ)
are also bounded, they are in Lm(µ) too.
By Lemma 1.3.3.2, g may be approximated by a function of the form
∑
j
βjcos(w
T
j x + Φj).
By Lemma 1.3.3.1, each cosine function cos(wTj x+ Φj) may be approximated by
a function of the form
∑
k
bjkΨ(γj
T
k x + djk).
Therefore combining both results, g(x) may be approximated by
∑
j,k
βjkΨ(γ
T
jkx+ djk) ∈ ANN(Ψ)♦ (1.65)
1.4 Extension of White’s Results to Unbounded
Stochastic Processes: ANN Estimates of Con-
ditional Expectations
In this section we discuss the consistency of neural network estimators for condi-
tional means and volatility. First, we refer White’s results for bounded stochastic
processes. Then, extend them to unbounded random stochastic processes in order
to be able to cover the case of financial time series where boundedness assump-
tions would be questionable and counterintuitive.
Extending White’s results was not too easy and we had to prove also several
auxiliary new results, among them a sort of Bernstein inequality for unbounded
stochastic processes. To avoid the flow of argument we put these results in an
own section at the end of this chapter.
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1.4.1 White’s ANN Estimates of Conditional Expecta-
tions
Let Ψ a l-finite activation function as defined in (1.14) satisfying∫ ∣∣∣DlΨ(x)∣∣∣ dx < +∞ (1.66)
and two increasing and unbounded sequences qn and ∆n such that:

1◦) (qn) ⊂ N ,
2◦) (∆n) ⊂ <+,
3◦) ∆n = o(n
1
4 ) e.g lim
n→+∞
∆n
n
1
4
= 0,
4◦)qn∆n2 log(qn∆n) = o(n
1
2 )
(1.67)
then
∪+∞n=1ANN(Ψ, qn,∆n) is dense in Mr. (1.68)
where, as aboveMr represents the set of real valued measurable functions defined
on <r and ANN (Ψ, qn,∆n) , also called the connectionist sieve, is defined by:
ANN (Ψ, qn,∆n) :=

f ; s.t f(x) = βf0 +
qn∑
j=1
β
f
j ψ(x˜
′
.γ
f
j ) satisfies (1.70)

(1.69)
with (1.70) defined by the following growth conditions:

qn∑
j=0
|βfj | ≤ ∆n,
∑
j,i
|γfji| ≤ qn∆n.
(1.70)
To introduce the estimation of the conditional autoregression function m of the
model (1.1), let Ft be the σ-algebra generated by
{Zs for s ≤ t}
where
Zs := (Ss, ..., Ss−τ+1, Xs) (1.71)
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is representing the most recent returns or portfolio changes combined with some
latest market information available at the current trading period. Based on these
information, one can estimate the expected conditional return
m(Zt−1) = E (St|Ft−1) . (1.72)
The following theorem states that connectionist sieves provides consistent esti-
mators of expected conditional returns. For sake of illustration, we consider the
case where (St, Zt−1) are arbitrary random variables satisfying a model like(1.1).
1.4.1.1 Theorem: H.White’s Conditional Mean Approximation for
Bounded Stochastic Processes
Let (St, Zt−1)t∈Z be some bounded random variables with St ∈ <, Zt−1 ∈ <s
satisfying
St = m(Zt−1) + σ(Zt−1)t (1.73)
where t are independent and identically distributed.
Given Ψ , qn and ∆n satisfying (1.14), (1.66), (1.67),and (1.70).
Consider θˆn, any optimal solution of the following minimization problem:
min
θ∈ANN (Ψ,qn,∆n)
1
n
n∑
t=1
[St − θ (Zt−1)]2 (1.74)
a) When (Zt)t∈Z is a sequence of independent and identically distributed bounded
random variables and
qn∆n
4 log(qn∆n) = o(n) (1.75)
then θˆn is a consistent estimator of the expected return m := E(St|Ft−1).
b) If we assume that (Zt)t∈Z is a bounded, stationary and strongly mixing pro-
cess with mixing coefficients α(k) satisfying:
α(k) = α0ρ0
k (1.76)
for some constant α0 and 0 < ρ0 < 1; and let
qn∆n
2 log(qn∆n) = o(n
1
2 ) (1.77)
then the conditional expectation can also be estimated consistently by θˆn.
c) In both of the precedent cases, up to some regularity conditions, θˆn is generally
asymptotically normally distributed if qn is kept fixed.
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White’s result becomes no longer applicable when dealing with unbounded stochas-
tic processes. Therefore, later in this chapter we are going to extend such an
approximation result to heavy tailed, unbounded stochastic processes in order to
derive a neural nerwork estimates for conditional expectation.
Proof
The theorem may be derived from general results in the literature. For later
reference, we present the details here.
Before starting the proof, let us recall briefly the concept of mixing processes.
1.4.1.2 Definition: Mixing Processes
A stochastic process (Zt)t∈Z is said to be a mixing process when (Zt)t∈Z exhibits
considerable short-run dependence but displays a form of asymptotic indepen-
dence, in that events involving elements of (Zt)t∈Z separated by increasingly
greater time intervals are increasingly closer to independence. There are two
common types of mixing processes:
(Zt)t∈Z isφ-mixing or uniformly mixing if:
lim
k→+∞
φ(k) = sup
t
sup{
A ∈ F t1 , B ∈ F+∞t+k : P (A) > 0
} [P (B|A) − P (B)] = 0(1.78)
with 

F t1 := σ(Z1, Z2, ..., Zt)
F+∞t+k := σ(Zt+k, Zt+k+1, ...).
(1.79)
(Zt)t∈Z is α-mixing or strongly mixing if:
lim
k→+∞
α(k) := sup
t
sup{
A ∈ F t1 , B ∈ F+∞t+k
} | P (B ∩ A) − P (A)P (B) | = 0. (1.80)
φ-mixing is the stronger assumption and implies α-mixing. Therefore, we mainly
consider α-mixing processes.
Now, let us begin with the proof of the theorem.
In fact the proof is essentially based on the theorems 4.1 and 4.2 in White[1990],
pages 182,183. To apply theorem 4.1, set:
(Θ, ρ) :=
(
L2(Ir, µ), ρ2 := || ||L2
)
. (1.81)
Where Ir represents the bounded support of the stochastic process Zt. We have
that (Θ, ρ) is a complete separable metric space (e.g. Kolmogorov and Fomin,
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1970,theorem 37.5,problem 37.4).
Define
Θˆn :=
{
(βf0 , β
f
1 , ..., β
f
qn, γ
f
1 , γ
f
1 , ..., γ
f
qn) satisfying (1.70)
}
⊂ <Mn . (1.82)
as the set of parameters defining uniquely the functions of ANN(Ψ, qn,∆n) with
Mn = 1 + qn + (1 + r)qn. (1.83)
The set of parameter vectors is a nonempty, closed and bounded subset of the
finite dimensional space <Mn and therefore compact. Θˆn is the image of the
compact set of parameters under a continuous mapping, and therefore compact
too. ANN(Ψ, qn,∆n) is a nonempty, compact set and ∪+∞n=1ANN(Ψ, qn,∆n) is
dense in M r using the theorem 1.4.1.
Consider
Qn(w, θ) :=
1
n
n∑
t=1
(St(w)− θ(Zt−1(w)))2. (1.84)
As a consequence of Lemma 2.2 of Stinchcombe and White [1989,b], Qn(w, θ)
is measurable, because for every w ∈ Ω, Qn(w, .) is continuous and ∀θ in the
separable metric space Θ, Qn(., θ) is measurable. The continuity of Qn(w, .) im-
plies lower semi continuity. The existence of θˆn follows from theorem 4.1(a) of
White[1990]. For sake of simplicity, we write θ for the parameter vector in Θˆn as
well as for the corresponding function in ANN(Ψ, qn,∆n).
Based on the network growth complexity assumptions and the regularity condi-
tions imposed on the activation function we derive also that:
∪+∞n=1ANN(Ψ, qn,∆n) is dense in L2(Ir, µ), .
Setting for arbitrary function θ, the function Q¯ defined below is well defined:
Q¯(θ) := E
(
[St − θ(Zt−1)]2
)
, (1.85)
using Lemma 4.3, 4.4 and applying 4.2 in White[1990], page 183, we derive that:
∀ > 0,.
P
({
w ∈ Ω : sup
θ∈ANN(...)
∣∣∣Qn(w, θ)− Q¯(θ)∣∣∣ > 
})
→ 0. (1.86)
Using the characterization of the conditional expectation as being the measurable
function of θ(Zt) that minimizes the mean square error, we get that:
Q¯(θ)− Q¯(m) = E (θ(Zt−1)−m(Zt−1))2 = ρ(θ,m)2. (1.87)
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Therefore with, B (θ, ) denoting the -ball around θ,
inf
θ∈B(θ,)c
Q¯(θ)− Q¯(m) = inf
θ∈B(θ,)c
ρ(θ,m)2 ≥ 2 > 0 (1.88)
and
Q¯(θ)− Q¯(m) = E (θ(Zt−1)−m(Zt−1))2 = ρ(θ,m)2 + Q¯(m) (1.89)
is continuous at m, hence using Theorem 4.1(b) of White[1990], we derive that:
ρ(θˆn, m) → 0 in probability (1.90)
which means that the conditional expectation m(Zt) can be estimated consis-
tently by θˆn(Zt−1).♦
Therefore, the conditional expectation function
m(z) = E (St | Zt−1 = z) (1.91)
can be estimated consistently by the network output function θˆn(z) defined by
the weights wˆn :=
(
βˆf , γˆf
)
.
One has still to discuss how to determine numerically θˆn(z) as the solution of the
following constrained and global optimization problem:
min
w=(β,γ)∈Θˆn
1
n
n∑
t=1

St − βf0 − qn∑
j=1
β
f
j ψ(x˜
′
t.γ
f
j )

2 (1.92)
with
x˜t := (1, Zt−1) . (1.93)
Θˆn is defined by the following constraints:
qn∑
j=0
|βfj | ≤ ∆n and
∑
i,j
|γfij| ≤ qn∆n. (1.94)
To find an efficient and accurate estimator of the optimal weights with sufficiently
appealing asymptotic properties we use the following stochastic approximation
results.
In the following, let M be the dimension of wˆn. We write shorthand
Yt := (St, Zt−1)
′ ∈ <µ with µ = r + 1 (1.95)
and we consider an arbitrary loss function l(Yt, w) instead of the square loss as
defined in (1.92). We replace the constraint θ ∈ Θˆn, with w ∈ W , where W is a
compact subset of <M . Note that, the domain of minimization no longer depends
on the sample size n. The new setting consists of taking a network of given size
and study the behavior of θˆn as n→ +∞.
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1.4.1.3 Theorem: Stochastic Approximation of Optimal Minima
Assume there exists l : Rµ ∗RM → R a continuously differentiable function that
can be interpreted as a penalty function e.g the one that measures the accuracy
of the estimation, and W be the connectionist sieve that can also be equated as
a compact subset of RM defined by the network growth complexity inequalities.
If there exists an integrable function d, that dominates l e.g:

1◦) |l(z, w)| ≤ d(z) ∀w ∈ W, z ∈ <µ
2◦) E (d(Yt)) < +∞,
(1.96)
then, for each n=1, 2, 3,....there exists an optimal solution wˆn to the problem
min
w∈W
λˆn(w) :=
1
n
n∑
t=1
l(Yt, w) (1.97)
and
wˆn → W ∗ a.s, (1.98)
where

W ∗ := {w∗ such that λ(w) ≥ λ(w∗) } ,
λ(w) = E (l(Yt, w)) is called the expected penalty ,
wˆn → W ∗ means that inf
w∗∈W ∗
||wˆn − w∗|| → 0 as n→ +∞.
(1.99)
Proof
The existence of wˆn, is justified by the compactness of the weight subset W and
the continuity of the objective function λˆn which follows from the continuity of l.
For independent and identically distributed random variables, it follows from
Theorem2 of Jennrich [1969] which is usually interpreted as the uniform law of
large numbers that:
sup
w∈W
∣∣∣λˆn(w)− λ(w)∣∣∣ → 0 a.s.♦ (1.100)
which also proves the consistency of λˆn toward λ with respect to the supremum
norm. To derive the same convergence result for mixing processes, one can also
use the result of Stout[1994].
Therefore λˆn converges uniformly on W towards λ.
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Let wˆn, be a sequence of minimizers of λˆn. Because W is compact, there exists a
limit point w0, a subsequence wˆnk such that:
wˆnk → w0 (1.101)
Claim: w0 belongs to W ∗ and
λˆnk(wˆnk) → λ(w0) as k → +∞. (1.102)
The claim can be established in the following manner:
It follows from the triangle inequality that:∣∣∣λˆnk(wˆnk)− λ(w0)∣∣∣ ≤ ∣∣∣λˆnk(wˆnk) − λ(wˆnk)∣∣∣ + ∣∣∣λ(wˆnk)− λ(w0)∣∣∣ < 2(1.103)
for any positive real number  and sufficiently large natural number nk, given the
the uniform convergence and the continuity already established.
Now for arbitrary w ∈ W
λ(w0)− λ(w) =
[
λ(w0)− λˆnk(wˆnk)
]
+
[
λˆnk(wˆnk)− λˆnk(w)
]
+
[
λˆnk(w)− λ(w)
]
≤ 3,
for any  > 0 and all sufficiently large nk, because
|λ(w0)− λˆnk(wˆnk)| ≤ 2 (1.104)
as just established and λˆnk(wˆnk) − λˆnk(w) ≤ 0 by the definition of wˆnk , and
λˆnk(w)− λ(w) <  by the uniform convergence.
Because  is arbitrary,
λ(w0) ≤ λ(w) and w0 ∈ W ∗.
Now suppose that
inf
w∗∈W ∗
||wˆn − w∗|| 6→ 0. (1.105)
Then there exists  > 0 and a subsequence (nk)k∈N such that
||wˆnk − w∗|| ≥  ∀nk and w∗ ∈ W ∗. (1.106)
But wˆnk has a limit point that, by the preceding argument, must belong to W
∗.
This is a contradiction to ||wˆnk − w∗|| ≥  ∀nk, so
inf
w∗∈W ∗
||wˆn − w∗|| → 0.♦ (1.107)
The following result also proved by White and Gallant[1988], provides the asymp-
totic behaviour of the estimator wˆn. A simpler proof is also given by Franke and
Neumann[1998], with some stronger assumptions.
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1.4.1.4 Theorem: Asymptotic Properties of wˆn
Let (Ω,F , P), (Yt), W and l as previously defined in Theorem 1.4.1.3, and sup-
pose that
wˆn → w∗ with probability one, (1.108)
where w∗ is an isolated element of W int; the interior of W.
Suppose in addition that for each z
′ ∈ Rµ, l(z, .) is twice continuously differen-
tiable, such that
E
(
[∇l(Yt, w∗)]
′
[∇l(Yt, w∗)]
)
< +∞; (1.109)
and each element of ∇2l is dominated on W by an integrable function ; and
that A∗ := E(∇l2(Yt, w∗)) and B∗ := E
(
∇l(Yt, w∗)[∇(Yt, w∗)]
′
)
are nonsingular,
where ∇ and ∇2 represent the gradient and the Hessian matrices with respect to
the weight vector w.
Then
√
n (wˆn − w∗) →N (0, C∗) in distribution, (1.110)
where
C∗ := A∗−1B∗A∗−1. (1.111)
If, in addition each element of ∇l∇l′ is dominated on W by an integrable func-
tion, then
Cˆn → C∗ almost surely, (1.112)
with 

Cˆn := Aˆ
−1
n BˆnAˆ
−1
n ,
Aˆn :=
1
n
n∑
t=1
∇2l(Yt, wˆn),
Bˆn :=
1
n
n∑
t=1
∇l(Yt, wˆn)∇l(Zt, wˆn)
′
.
(1.113)
Proof See White[1989].
Although wˆn has considerable appeal and quite elegant asymptotic properties, when
qn and∆n are large, it is computationally demanding to solve the Non-linear
Global Optimisation Problem (1.74), which is extremely time consuming and
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difficult for practical numerical implementation. Therefore, in a practical frame-
work two alternatives are chosen by fixing the network complexity and looking for
numerical approximation of wˆn which preserve the good asymptotic properties
such as consistency and asymptotic normality.
The first alternative focuses, on some generalization of the Nonparametric Back-
Propagation Algorithm, while the second lies essentially on purely non-linear
global optimisation algorithms such as the Performed Version of Random Opti-
misation Method of Matyas [1965] developed by Nario Baba [1981] or the method
of Simulated Annealing.
To establish the asymptotic properties of the resulting estimators, we recall first
the concept of Stochastic Recursive m-Estimators that can be equated as a gen-
eralisation of the nonparametric back-propagation method and also a powerful
tool for estimating local minima of continuously differentiable functions up to
some regularity conditions. In this framework, to correct some eventual deficien-
cies of the resulting nonparametric estimators that may diverge or get stuck in
local minima, we implement the algorithm using many different initial values and
select the one providing the more accurate result. This usually yields a consis-
tent estimate and furnishes quite acceptable outputs in a practical point of view,
but nothing guarantees that one get close to global minima. There exists also a
version of the nonparametric back-propagation estimators due to Kuschner, that
provides a nonparametric consistent estimator converging to the global optimum,
but this one has a very slow convergence rate.
1.4.1.5 Theorem: Stochastic Recursive m-Estimator
Let (Zn) be a stochastic process consisting of either independent and identically
distributed RM random variables or a stationary mixing process .
Let m1 be a continuously differentiable function on <M ∗ <l with values in <l
such that:
∀w ∈ <l:
M(w) := E (m1(Zn, w)) exists. (1.114)
Consider ηn ⊂ R+, a decreasing sequence satisfying:

1◦)
∑+∞
n=0
ηn = +∞,
2◦) lim
n→+∞ sup
[
1
ηn
− 1
ηn−1
]
= 0,
3◦) Σ+∞n=0η
d
n < +∞ for some d > 1.
(1.115)
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The stochastic recursive m-estimator is defined by:

w˜n := w˜n−1 + ηnm1 (Zn, w˜n−1) ,
w˜0 arbitrarily chosen.
(1.116)
Before stating the proposition that provides the asymptotic properties of the
stochastic recursive m-estimator, we need to set up some assumptions.
Assumption1
There exists a function Q : Rl → R , twice continuously differentiable such
that:
∀w ∈ Rl:
∇Q(w)′.M(w) ≤ 0. (1.117)
Assumption2
There exists w∗ ∈ Rl such that:
∀ > 0 and ∀n ≥ n:
||w˜n − w∗|| ≤  (1.118)
Assumption3
Assumption1 holds and Assumption2 is fulfilled for all elements w∗ ∈ W ∗ defined
by:
W ∗ := {w such that ∇Q(w) = 0}
1.4.1.6 Proposition
Let (Zn) be the stochastic process consisting of either independent and identically
distributed random variables or stationary strongly mixing processes, defined in
a complete probability space (Ω,F ,P).
If Assumption1 Holds then: with probability 1,
either
w˜n → W ∗ := {w such that ∇Q(w) = 0} (1.119)
in the sense that inf
w∈W ∗
||w˜n − w|| → 0, or
w˜n → +∞. (1.120)
If Assumption2 Holds then: M(w∗) = 0.
If Assumption3 Holds then, with probability 1:
either
w˜n converges to a local minimum of Q(w) (1.121)
37
or
w˜n → +∞. (1.122)
The proof of this proposition follows from corollary1, theorem2, and corollary2,
respectively of Ljung [1977] . For more details, see White [1990].
1.4.1.7 Theorem & Definition: Nonparametric Stochastic Estima-
tors
We now return to our original problem of estimating the autoregressive function
m of the model (1.1) nonparametrically using neural networks.
Consider a stochastic process (St, Xt)t∈Z satisfying (1.1), let Zt−1 be defined as in
(1.71), let (ηn) be a real valued decreasing sequence such that (1.115) is fulfilled, a
non parametric Stochastic Estimator under an ANN model withH a fixed number
of hidden nodes is the specific stochastic recursive m-estimator w˜n defined by:

w˜n := w˜n−1 + ηn ∗m1 (Sn, Zn−1, w˜n−1)
w˜0 is a given arbitrary initial weight.
(1.123)
where:
m1 (Sn, Zn−1, w˜n−1) = ∇fH (Zn−1, w˜n−1) . (Sn − fH(Zn−1, w˜n−1)) . (1.124)
For any network weight vector w, define
Q(w) : = E(qn(w)) (1.125)
= E
(
1
2
[Sn − fH(Sn−1, ..., Sn−τ , Xn−1, w)]2
)
(1.126)
We assume that E(S2t ) <∞ and E(X2t,k) <∞ for all components of the exoge-
nous time series Xt. Moreover, the activation function Ψ(x) of the network has
a bounded derivative.
If m1 is satisfying assumption 1, 2, 3 of the proposition 1.4.1.5 and if (1.114),
(1.115) and (1.116) hold, then with probability 1:
either
w˜n → Θ∗ :=
{
w ∈ Rl such that E (∇qn(w)) = 0
}
(1.127)
or
w˜n → +∞. (1.128)
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If, in addition, ∃w∗ such that
J∗ := E
(
∇qn(w∗)
′∇qn(w∗)
)
(1.129)
is positive definite then, with probabiliy 1:
either
w˜n converges to a local minimum of Q(w)
or
w˜n → +∞.
Therefore the non-parametric Stochastic Estimator, either diverges or converges
to a local minimum of Q almost surely.
Proof:
Setting x = (y, z) and
m1(x, w) := −∇q(y, z, w) = ∇fH(z, w)(y − fH(z, w)) (1.130)
and using Assumption3, one can derive that m1 is continuously differentiable.
Therefore,
M(w) = E [−∇q(St, Zt−1, w)] . (1.131)
M(w) is finite for any given weight w as, due to the following argument:
fH(z, w) is uniformly bounded in z, as Ψ is bounded.
∂
∂wi
fH(z, w) =


1 if wi = β0,
Ψ(z˜
′
.γi) wi = βh for h = 1, ..., H,
zjΨ
′
(..) if wi = γhj ( where z0 = 1).
(1.132)
Hence M(w) is finite if:
For all coordinates of Zt−1, let say Zt−1,j :

E
(
|Zt−1,jΨ′(..)|)
)
< ∞ and E
(
St ∗ |Zt−1,jΨ′(..))|
)
< ∞
E (|Zt−1,j|) < ∞ and E (St ∗ |Zt−1,j|)) < ∞.
(1.133)
This holds if
E
(
|S2t |)
)
< ∞ and E
(
|X2t,k|)
)
< ∞ ∀ k (1.134)
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and Ψ
′
bounded which is true e.g. for the activation function Ψ defined in (1.115)
e.g
Ψ
′
(u) =
2
(1 + e−u)(1 + eu)
≤ 2. (1.135)
M(w) is finite for any given weights w, as, due to the assumptions on Ψ, fH(z, w)
is bounded in z and ∀i ∣∣∣∣∣ ∂∂wi fH(z, w)
∣∣∣∣∣ ≤ C1 + C2.|zj| (1.136)
for some appropriate constants and an appropriate coordinate zj of z depending
on i. As the second moments of the processes Stand Xt,k are finite, we have that,
∀i:
E
∣∣∣∣∣ ∂∂wi fH(Zt−1, w)
∣∣∣∣∣ < ∞ and E
∣∣∣∣∣St ∂∂wi fH(Zt−1, w)
∣∣∣∣∣ < ∞. (1.137)
Now, consider
Q(w) :=
1
2
E
[
(St − fH(Zt−1, w))2
]
. (1.138)
Given Assumption 1 and 2 and applying the localized version of theorem 16.8(ii)of
Billingsley[1979], we have:
∇Q(w) = −E [(St − fH(Zt−1, w)∇fH(St − fH(Zt−1, w)] . (1.139)
Hence ∇Q(w) = −M(w), which implies that:
∇Q(w)′ .M(w) = −||M(w)||2 ≤ 0 ∀w. (1.140)
Therefore the condition (1.117) underlying the Theorem 1.4.1.5 holds, hence with
probability 1:
either
w˜n → W ∗ (1.141)
or
w˜n → +∞. (1.142)
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1.4.1.8 Conclusion
For the tth trading period, the portfolio expected return can be estimated consis-
tently with asymptotic normality by using:
Either the Nonlinear Least Square Estimator mˆNLSn defined as any optimal solu-
tion of the following minimization problem:
min
(fG,w)∈ANN(Ψ,H)
1
n
n∑
t=1
[St − fH (Zt−1, w)]2 (1.143)
or using the non-parametric Stochastic Estimator e.g
fH(Zt−1, wˆN).
1.4.1.9 Consistency of the ANN Estimators for the Conditional Ex-
pectation of Unbounded Random Variables
We now return to the original problem of estimating conditional means by neural
output functions. Let again (St, Zt−1)t∈Z be a stationary stochastic process de-
fined on the probability space (Ω,F ,P). We asssume that (Ω,F ,P) is a complete
probability space. We want to estimate
θ0(z) = m(z) = E (St|Zt−1 = z) , ∀z ∈ <r, (1.144)
by solving the nonlinear least-square problem
min
θ∈ANN(Ψ,qn,∆n)
1
n
n∑
t=1
[St − θ(Zt−1)]2 := min
θ∈ANN(Ψ,qn,∆n)
QN(θ). (1.145)
We assume that the activation function Ψ is bounded, continuous and strictly
increasing.
Let Θˆn = ANN(Ψ, qn,∆n), and let Θ be the closure of ∪+∞n=1Θˆn in the space L2(µ)
where the probability measure µ on <r denotes the stationary distribution of Zt−1.
If µ has finite second moment, then (by Theorem 1.3.3.4) the function class G
in the definition 1.3.3.3 is contained in Θ which, therefore contains functions of
interest.
Θ is a subspace of the Hilbert space L2(µ); therefore, it is automatically complete
and separable ( compare, e.g., Weidmann[1976], page33). The subsets Θˆn are
compact, as the set of weights of the network functions in Θˆn is closed and
bounded, therefore compact in a space <M of appropriate finite dimension M :=
1 + qn + (1 + r)qn, and as the mapping from the weights in <M to the functions
in L2(µ) is continuous. We use the well-known fact that the continuous image of
a compact set is compact(e.g, Theorem 5.1.7 of Ljusternik and Sobolev,[1968]).
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Using again the correspondance between network functions and their weights and
the special form of the functions in Θˆn, we get that
θnk → θ ∈ L2(µ) (1.146)
with θk, θ ∈ Θˆ implies θk(z) → θ(z) for all z provided that µ is absolutely contin-
uous. As an immediate consequence, Qn(θ) is continuous in θ for any realization
(St, Zt−1)t=1,2,...n, and, moreover, it is measurable with respect to F for given θ.
It follows that the conditions of theorem 2.2 of White and Wooldride[1990] are
satisfied. As an immediate consequence, there exist measurable functions θˆn such
that
Qn(θˆn) = min
θ∈ANN(Ψ,qn,∆n)
Qn(θ). (1.147)
for any realization of (St, Zt−1)t=1,2,...n . That result is not surprising as Qn(θ) can
be interpreted as a rather simple function of the network weights i.e a function
on <r. Now, we consider
Q¯(θ) = E [Qn] = E (St − θ(Zt−1)]2 . (1.148)
As, by our assumptions, the functions θ ∈ Θˆn are uniformly bounded over <M ,
we get from Lebesgue’s theorem of dominated convergence and from the remark
above that Q¯(θ) is also continuous on Θˆn. Now, we consider θ = θ0.
As θ0(Zt−1) = E (St|Zt−1) , Q¯(θ0) is finite and we have
Q¯(θ) = E (St − θ0(Zt−1))2 + E (θ0(Zt−1)− θ(Zt−1))2 (1.149)
for all θ ∈ Θ. It follows immediately that θ → θ0 ∈ L2(µ) implies Q¯(θ) → Q¯(θ0),
i.e continuity of Q¯ at θ0. We assume that θ0 ∈ Θ. Then, Corrolary 2.6 of White
and Wooldridge[1990] implies consistency of the neural network estimators θˆn in
the following sense ∫ (
θˆn(z)− θ0(z)
)2
dµ(z)
prob→ 0 (1.150)
provided that the following two conditions are satisfied:
sup
θ∈Θˆn
∣∣∣Q(θ)− Q¯(θ)∣∣∣ prob→ 0 (1.151)
and
inf
θ∈N c (θ0)
Q¯(θ)− Q¯(θ0) > 0 (1.152)
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for arbitrary -neighbourhood of θ0 defined by:
N(θ0) :=
{
θ ∈ Θ;
∫
(θ(z)− θ0(z))2 dµ(z) < 2, ∀ > 0
}
The latter condition is an immediate consequence of (1.149) as
Q¯(θ) − Q¯(θ0) = E (θ0(Zt−1) − θ(Zt−1)2 =
∫
(θ0(z)− θ(z))2 dµ(z). (1.153)
Therefore, we only have to verify (1.151).
For that purpose, we use Theorem 1.6.2 where the crucial assumption (1.277)
follows from an application of the Bernstein inequality Theorem 1.6.1.3. We
follow basically the arguments of chapter4 in White and Wooldridge[1990] who
considered not neural networks but a kind of series expansions as nonparametric
regression estimates.
First we remark that by definition of ANN(Ψ, qn,∆n) we immediately have
|θ(x)| ≤ ∆n ∀x, θ ∈ Θn. (1.154)
The existence of an open covering (Uni)i=1,2,...,k(dn), follows from lemma 1.6.2.1.
To simplify notation, we choose η = 2× δn in that lemma and set C0 = 2L1 such
that we get as upper bound for K(δn)
K(δn) ≤ 4
(
∆n
δn
)qn(r+2)+1
qqn(r+1)n . (1.155)
We use the notation
St(θ) = g (θ, St, Zt−1) := (St − θ(Zt−1)2 . (1.156)
The measurability condition of Theorem 1.6.2 on g is obviously satisfied as it
depends continuously on θ, St, Zt−1. Mark that all network functions in Θˆn are
continous if Ψ is continuous, and we even assume Lipschitz continuity. Condition
(1.278) of Theorem 1.6.2 is satisfied as for θ, θ∗ ∈ Θˆn
|St(θ)− St(θ∗)| =
∣∣∣[St − θ(Zt−1)]2 − [St − θ∗(Zt−1)]2∣∣∣ (1.157)
≤ |[St − θ(Zt−1)] +
[St − θ∗(Zt−1)]| |θ∗(Zt−1)− θ(Zt−1)| (1.158)
≤ 2 (|St|+ ∆n)× |θ(Zt−1)− θ∗(Zt−1)| (1.159)
43
if we choose
Mnt := 2 (|St|+ ∆n) .
Then we have
µ2n = E (Mnt)
2 ≤ 8
(
E(S2t ) + ∆
2
n
)
. (1.160)
As (St, Zt−1) is α-mixing with geometrically decreasing mixing coefficients, the
same mixing behaviour is shared by St(θ) due to, e.g., Theorem 3.49 of White[1984].
Now, we assume that the stationary distribution of St has exponential decreasing
tails, i.e. for some ao, a1 and α > 0,
Pr (|St| > x) ≤ a0 exp {−a1xα} ∀x ≥ 0. (1.161)
We conclude immediately
Pr (|St(θ)− E(St(θ))| > x) ≤ Pr (|St(θ)| >
x− E(St(θ)) (1.162)
= Pr
(
[St − θ(Zt−1)]2 >
x− E(St − θ(Zt−1)2
)
(1.163)
≤ Pr
(
[St − θ(Zt−1)]2 >
x− 2E(S2t )− 2∆2n
)
(1.164)
≤ Pr (|St| >{
x− 2E(S2t )− 2∆2n
} 1
2 −∆n
)
(1.165)
≤ a0 exp (−fn(x)) (1.166)
∀x > 3∆2n + 2E(S2t ) with
fn(x) = a1
({
x− 2E(S2t )− 2∆2n
} 1
2 −∆n
)α
. (1.167)
Therefore, the Bernstein inequality of Theorem 1.6.1.3 is applicable to
t(n) = St(θ)− E(St(θ)).
Choosing Mn = 8∆
2
n in that inequality, we get fn(Mn) ≥ a1∆αn for ∆2n ≥ E(S2t ),
and we have
Pr
(∣∣∣∣∣
n∑
t=1
(St(θ)− E(St(θ))
∣∣∣∣∣ > ∆n
)
≤ C1 exp
{
−C2
8
∆n√
n∆2n
}
+
na0 exp {−a1∆αn} (1.168)
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provided that nE(8∆2n) = o(∆n). The first term on the right hand side of the
last equation coincides with the corresponding term for results of White and
Wooldrige[1990] for bounded random variables. Therefore, condition (1.277) of
theorem 1.6.2 is satisfied if ∆n → +∞ fast enough if we choose
γn() := C1 exp
{
−C2
8
√
n∆2n
}
+ nao exp {−a1∆αn} . (1.169)
We conclude that the assumptions of Theorem 1.6.2 are satisfied if we additionally
assume that the stationary distribution µ of Zt−1 also decays exponentially, i.e
for some β0, β1, τ > 0
Pr (||Zt−1 > x| |) ≤ β0 exp {−β1||x||τ} ∀x. (1.170)
Now, we apply Theorem 1.6.2 for Sn(θ) = nQn(θ) and an = n, and we get
Pr
(
sup
θ∈Θˆn
∣∣∣Qn(θ)− Q¯(θ)∣∣∣ > 
)
= Pr
(
sup
θ∈Θˆn
|Sn(θ)− E(Sn(θ)| > n
)
P→ 0(1.171)
if for any arbitrary δn, ρn
K(δn)γn(n) → 0, K(δn)nµn
n
(1 + ∆nρn) δn → 0 (1.172)
with
K(δn)
nµn
n
∆n exp
{
−β1
2
δ2n
}
→ 0. (1.173)
To finalize the proof of (1.151) above, we have to show (1.173). There, we replace
K(δn) by the upper bound from (1.155). For the first term of (1.173), we need,
using the abbreviation pn = qn(r + 1),
K(δn)γn(n) ≤ 4
(
∆n
δn
)pn+qn+1
qpnn
{
C1 exp
{
C2
8
√
n∆2n
}
+ nao exp {−a1∆αn}
}
→ 0 for n→ +∞.
For that, it sufficies that
exp
{
(qn + pn + 1)log(
∆n
δn
) + pnlog(qn)− C2
8
× 
√
n
∆2n
}
→ 0 (1.174)
exp
{
(qn + pn + 1) log(
∆n
δn
) + pnlog(qn)− a1∆αn + log(n)
}
→ 0.(1.175)
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As pn is a constant multiple of qn, and if we assume log(n) = o(∆
α
n), these two
assertions hold in particular if
qnlog
(
∆nqn
δn
)
= o
(√
n
∆2n
)
(1.176)
qnlog
(
∆nqn
δn
)
= o (∆αn) . (1.177)
Using the upper bound for µ2n, derived above, the second term of (1.173) is
bounded by
(
∆n
δn
)pn+qn+1
qpnn
√
8
(
E(S2t ) + ∆
2
n
) 1
2

C0 (1 + ∆nρn) δn. (1.178)
Neglecting constants and using that E(S2t ) + ∆
2
n behaves like ∆
2
n for →∞, and
assuming that ∆nρn →∞ for →∞, that term converges to 0 if
(
∆nqn
δn
)pn (∆n
δn
)qn+1
∆2nρnδn → 0. (1.179)
Analogously, the last term of (1.173) converges to 0 if
(
∆nqn
δn
)pn (∆n
δn
)qn+1
∆2n exp
{
−β1
2
ρ2n
}
→ 0. (1.180)
Now, we choose ρn = n
δ and δn = n
γ∆nqn for some ρ, γ > 0. As qn,∆n → ∞,
(1.176) implies necessarily
√
n
∆2n
→ 0 i.e
∆n = o(n
1
4 ). (1.181)
This is the same condition as for bounded random variables(compare Theorem
3.3 of White[1990]). (1.177) and (1.179) hold if
−qn∆2nγlog(n) = o(n
1
2 ) and − qn∆2nγlog(n) = o(∆2+αn ).
or neglecting the constant γ,
qn∆
2
nlog(n) = o(n
1
2 ) and qn∆
2
nlog(n) = o(∆
2+α
n )
Mark that the second assertion implies the assumption log(n) = o(∆αn) which we
have made above. Also, we have now
δn = n
γ∆nqn = o(n
1
2
+γ). (1.182)
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Together with ρn = n
ρ, we see immediately that (1.180) is implied by (1.179),
and it remains to consider the latter condition. As ∆n ≤ qn∆n, (1.179) is implied
by
(∆nqn)
pn+qn+3
δn
qn+pn
ρn =
(∆nqn)
3
nδ
nγ(pn+qn)
→ 0 (1.183)
as ∆nqn = o(n
1
2 ) and pn + qn →∞ for n→∞.
It remains to discuss the condition nEn
(
8∆2n
)
= o(∆n) which we have assumed
above. As we have chosen now ∆n = n, we need
En
(
8∆2n
)
= o(1). (1.184)
But for x ≥ 8∆2n, we have
x
2
≥ 2E
(
S2t
)
+ 2∆2n (1.185)
for sufficiently large n and 1
2
√
x
2
≥ ∆n such that
√
x− 2E
(
S2t
)
− 2∆2n −∆n ≥
1
2
√
x
2
for x ≥ 8∆2n. (1.186)
This implies immediately
En
(
8∆2n
)
=
∫ ∞
8∆2n
e
−a1
(√
x− 2E(S2t )− 2∆2n −∆n
)α
dx (1.187)
≤
∫ ∞
8∆2n
e−a1(
1
2
√
x
2 )
α
dx→ 0 (1.188)
as ∆n for n→∞. Therefore, we finally have shown the following result.
1.4.2 Consistency of the ANN Estimators for the Condi-
tional Mean of Unbounded Stochastic processes
1.4.2.1 Theorem
Let (Ω,F ,P) be a complete probability space, and let (St, Zt−1) be a stationary
stochastic process satisfying an α-mixing condition with exponentially decreasing
mixing coefficients, where St is real valued and Zt−1 ∈ <r. Let the stationary
distribution of St be absolutely continuous and satisfy
P (|St| > x) ≤ a0 exp {a1xα} for all x ≥ 0 (1.189)
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for some a0, a1 and α > 0. Let the stationary distribution µ of Zt be absolutely
continuous and satisfy
P (|Zt| > x) ≤ β0 exp {β1xτ} for all x ≥ 0 (1.190)
for some β0, β1 and τ > 0.
Let m(z) denote the best forecast of St given Zt−1 = z:
m(z) = E (St|Zt−1 = z) . (1.191)
Let Ψ be bounded in absolute value by 1 and satisfy a Lipschitz condition:
|Ψ(x)− Ψ(y)| ≤ L.|u− v| ∀u, v ∈ <. (1.192)
Let Θˆn := ANN(Ψ, qn,∆n) be the usual set of neural network functions of r input
variables with qn neurons in the hidden layer where the sum of absolute values of
the weights from hidden to output layer is bounded by ∆n, and the sum of all ab-
solute wieghts from input to hidden layers is bounded by qn∆n. Let Θ denote the
closure of ∪∞n=1Θˆn in L2(µ). Let θˆn ∈ Θˆn be the network function which provides
the best nonlinear least-square fit to the data (S1, Z0), (S2, Z1), ..., (Sn, Zn−1):
θˆn = argminθ∈Θˆn
1
n
Σnt=1 [St − θ(Zt−1)]2 . (1.193)
Assume m ∈ Θ. Then, θˆn is a consistent estimate ofm for n→∞ in the following
L2(µ) sense ∫ (
m(z)− θˆn(z)
)2
dµ(z)
p→ 0 (1.194)
provided that for n→∞:
qn,∆n → ∞, (1.195)
∆n = o(n
1
4 ) and (1.196)
qn∆
2
nlog(n) = o
(
min(
√
n,∆2+αn )
)
. (1.197)
For bounded random variables St, Zt−1, we have from theorem 1.4.2.1 that∫
I
(
m(z) − θˆn(z)
)2
µ(dz)
p→ 0 (1.198)
where I denotes the bounded support of Zt−1 and m is assumed to be continous,
provided that
∆n = o(n
1
4 ) and (1.199)
qn∆
2
nlog(n) = o
(
min(
√
n,∆2+αn )
)
. (1.200)
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The difference between log(qn∆n) and log(n) in (1.197) is of minor impact. The
main difference between the bounded and unbounded case is the additional re-
quirement that
qn∆
2
nlog(n) = o
(
∆2∗αn
)
. (1.201)
To get an intuition, look at the special case
∆n := bn
β for some 0 < β <
1
4
. (1.202)
Then, the
√
n term on the right hand side of (1.197) is the more severe one if
√
n = O
(
∆(2+α)n
)
= O
(
n(2+α)β
)
, i.e β ≥ 1
2(2 + α)
. (1.203)
So, if β is close enough to its upper bound 1
4
, i.e if ∆n grows rather fast, the
unboundedness of the random variables has practically no influence on the series
of qn as a function of ∆n. Of course, the larger α is, which determines the
probability of large values of St, the smaller β may be to end up in that case. If,
on the other hand, β < 1
2(2+α)
, then the rate of qn is determined by
qn∆
2
nlog(n) = o
(
∆2+αn
)
(1.204)
instead of o
(√
n
)
, i.e the number of hidden neurons has to be smaller than for
bounded St. Here, we have consistency of θˆn(z) if
∆n = bn
β for 0 < β <
1
4
, b > 0, (1.205)
and either
β ≥ 1
2(2 + α)
for qn = o

 n 12−2β
log(n)

 (1.206)
or
β <
1
2(2 + α)
for qn = o
(
nαβ
log(n)
)
(1.207)
We also apply this consistent method of approximating the conditional expected
returns by means of neural output functions to forecast the unknown conditional
volatilities of the market value of a given financial instrument.
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1.4.3 Neural Network Estimate of the Conditional Stochas-
tic Volatility
As in the case of the expected return, one can use Artificial Neural Network for
estimating conditional stochastic volatilities. This can be done in the following
manner:
Consider the stochastic process that describes the portfolio returns dynamics
under the model defined in (1.1).
σ2(Zt−1) =
(
St −m(Zt−1)
Et
)2
(1.208)
= E
(
S2t |Ft−1
)
− [E (St|Ft−1)]2 (1.209)
= E
(
S2t |Ft−1
)
−m2(Zt−1). (1.210)
Therefore, one could estimate the stochastic volatility σ2 by estimating the con-
ditional second moment and, subtracting the squared neural network estimate
fH(Zt, wˆN) of the conditional expected return E
(
S2t |Ft−1
)
.
The result of the previous sections are immediately applicable to
(
S2t , Zt−1
)
in-
stead of (St, Zt−1). The only additional assumption which have to made is that:
E
(
S4t
)
< +∞ (1.211)
Then, the volatility estimate
σ˜2t (z) = fG(z, w¯N ) − [fG(z, wˆN)]2 (1.212)
for σ˜2t (z) = var (Sn|Zn−1 = z) has the same asymptotic behavior as fH(z, wˆN) as
an estimate of m(z) = E (St|Zn−1 = z). However, that estimate has two slight
drawbacks. First, if G 6= H, it may happen with small, but positive probability
that σ˜2(z) < 0 for some z which is of course not desirable. Moreover, the
analogous procedure using kernel estimates has a an additional bias as an estimate
of σ2(z) which is caused by the bias in f 2H(z, wˆN) as estimate of m
2(z)(see Franke,
Neumann and Stockis [2001]). Therefore we consider the following alternative as
developed in Franke[1999] by treating σ(Zt)Et as one special innovation It and
set:
It := σ(Zt)Et. (1.213)
Hence It can be initially estimated by Iˆt defined as follow:
Iˆt := St − fH(Zt, wˆN) (1.214)
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Therefore one can fit this dependence using a new Artificial Neural Network with
G hidden nodes by noting that:
σ2(Zt) = E(I
2
t |Ft−1) (1.215)
Hence σ2(Zt) can be estimated by solving the following minimization problem:
min
(fG,w¯)∈ANN(Ψ,G)
1
N
N∑
t=1
[
Iˆ2t − fG (Zt, w¯)
]2
. (1.216)
providing us with σˆ2(z) = fG(z, wˆN ) as an alternative estimate for σ
2(z). σˆ2(z)
will always be positive.
Remark:
The theory of the estimate based on Iˆt is technically more demanding as Iˆt 6= It.
A work has been started dealing with such difficulties(see Franke, Stockis and
Dimitroff[2002]).
1.5 Quantile Estimation Using Extreme Value
Theory
The quantile estimation procedure that is presented throughout this section is
making use of EVT and is relying essentially on the papers of Smith [1987] and
the one of Mc-Neil [1999] dealing with the approximation of the tail of prob-
ability distributions .The initial ideas of this estimation procedure can also be
found in Hosking [1987], where the author is presenting some results concerning
the estimation of the parameters and quantile for the Generalized Pareto Dis-
tributions(GPD). This approach leads to an invertible form of the distribution
function of the innovations which help to get easily the estimator of the required
quantile with appealing asymptotic properties. The use of EVT and GPD as
a tool in financial risk management is also developed in Mc-Neil [1999] or Em-
brechts [1997]. This approach consists of an appropriate choice of a threshold
level u and estimating the distribution function F , by its sample version below
the threshold and some GPD over the chosen threshold. For that, the concept of
Excess Distribution will be defined and some fundamental results of the theory
of extreme value will be recalled. Such results, due to Pickand [1975] and Fis-
cher enable to approximate accurately the Excess Distribution over the threshold
level.
51
1.5.1 Excess Distribution Function Estimation
1.5.1.1 Definition: Excess Distribution
Given an appropriately high threshold u and a strictly white noise Et supposed to
be heavy tailed with unknown distribution function F , the Excess Distribution
Function over the threshold u , is defined by:
Fu(x) : = P (E ≤ u+ x |E > u) (1.217)
=
F (u+ x)− F (u)
1− F (u) . (1.218)
Hence
1− F (x) = [1− F (u)] ∗ [1− Fu(x− u)] . (1.219)
F (u) is estimated by the sample distribution function evaluated at u e.g
Fˆn(u) :=
1
n
n∑
t=1
1{Et ≤ u }. (1.220)
This is equivalent to suppose the existence of N excesses (Yi = Eti − u ) over
the threshold that are independent and identically distributed conditionally to
N . The use of Extreme Value Theory leads to the estimation of the distribution
function of these excesses and the related mean excess function.
The estimation of Fu(x − u) will be done by using the theorem of Pickands-
Balkema-de Hann [1974/1975]. For that one needs to recall the two important
classes composed by Generalized Extreme Value and Generalized Pareto Distribu-
tions and the theorems of Fischer-Tippett and the one of Pickands-Balkema-de
Haan. The two theorems can be considered as the bedrock of Extreme Value
Theory.
1.5.1.2 Definition: Generalized Distribution Functions
Generalized Extreme and Pareto Distribution functions play a crucial role in the
study of financial market extreme events more specifically in financial market-
crashes or extreme loss quantification in insurance mainly during earthquake or
hurricane.
The Generalized Extreme Value Distribution Hψ,µ,σ is defined by:
Hψ,µ,σ(x) :=


exp
{
−
[
1 + ψ
x− µ
σ
]− 1
ψ
}
if ψ 6= 0
exp
(
− exp
[
−x− µ
σ
])
if ψ = 0
(1.221)
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and the Generalized Pareto Distribution Gψ,β is given as:
Gψ,β(x) :=


1−
(
1 +
ψx
β
)−1
ψ
if ψ 6= 0,
1− exp (− x
β
) if ψ = 0.
(1.222)
The Generalized Pareto Distribution is defined under the following conditions:


1◦) β > 0,
2◦) x ∈ [0 , − β
ψ
] if ψ < 0,
3◦) x ≥ 0 if ψ ≥ 0.
(1.223)
Beyond the important fact that Generalized Distributions help to estimate tails
of distributions, they also provide accurate estimation tools that can be used to
construct quantile estimation of heavy tailed distributions like the innovations
resulting from model (1.1). Before starting the estimation procedure, some fun-
damental results of EVT need to be introduced.
1.5.2 Fundamental Results of Extreme Value Theory
1.5.2.1 Fischer-Tippett Theorem
let (Et) be independent identically distributed random variables with distribution
function FE . Let Mn be the random variable defined by:
Mn := max
1≤t≤n
Et. (1.224)
If there exist two real valued sequences an > 0 and bn ∈ R and a distribution
function H such that:
Mn − bn
an
→ H in distribution , (1.225)
then there exist ψ , µ, and σ such that:
H = Hψ,µ,σ almost surely. (1.226)
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1.5.2.2 Definition: Maximum Domain of Attraction (MDA)
If (1.224), (1.225) and (1.226) hold, we say that FE belongs to the Maximum
Domain of Attraction of Hψ,µ,σ.
The Fischer-Tippett Theorem is stating that the distribution function describing
the dynamic of extreme events belongs to Maximum Domain of Attraction of a
Generalized Extreme Value Distribution.
Gnedenko accomplished an important excursion related to this result in 1943. He
proved that The Fischer-Tippett theorem is applicable for heavy tailed distribu-
tions functions. More precisely, he shown that heavy tailed distribution functions
belong to the Maximum Domain of Attraction of the Frechet Distribution e.g.
Hψ,0,1 with ψ > 0.
1.5.2.3 Theorem of Pickands-Balkema-Gnedenko-de Haan
Under the same condition as the theorem of Fischer-Tippett, given an appropri-
ately high threshold u, there exits a measurable function σ(u) such that:
F ∈ (MDA)(Hψ,0,1) ⇐⇒ lim
u→x0
{
sup
0≤x≤x0−u
|Fu(x)−Gψ,β(u)(x)|
}
= 0 (1.227)
Where x0 is defined by:
x0 := sup {x ∈ Rr such that F (x) < 1} (1.228)
In other word, it means that:
Once a reasonably high threshold is fixed, the excess distribution Fu can be ap-
proximated by a Generalized Pareto Distribution Gψˆ,βˆ(u) ( see Embrechts, Resnick
and Samorodnisky[ 1997]). Where ψˆ and βˆ(u) denotes the corresponding Maxi-
mum Likelihood Estimators of ψ and β.
1.5.2.4 Theorem
Let (Et) be a heavy tailed strictly white noise with unknown distribution function
F . Then given an appropriately high threshold level u, there exits a natural
number Nu , a positive real scalar ψˆN and a positive measurable function βˆN (u)
such that:
1− FE(x) '
[
1− Nu
n
]
∗
[
1 + ψˆ
x− u
βˆ(u)
]−1
ψˆ
. (1.229)
Proof:
Using the fact that
1− FE(x) = [ 1− F (u) ] ∗ [ 1− Fu(x− u)] (1.230)
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and approximating:
•F (u) using the sample distribution function evaluated at u, this means that we
can suppose that there exists Nu excesses (Y1, Y2, ..., YNu) over the threshold u.
•Fu(x−u) byGψˆN ,βˆN (u)(x−u) using the theorem of Pickand-Balkema-Gnedenko-
de Haan .
To construct GψˆN ,βˆN (u), one can assume that the excesses are exactly ( or even
approximately ) identically Generalized Pareto distributed and use the fact that
they are independent conditionally to Nu.
1.5.3 Quantile Estimation Formula for Heavy Tailed Dis-
tributions
Based on the Maximum Likelihood estimators ψˆN and βˆN (u) of ψ and β(u) fitted
with the residual excess sample Eˆt defined by:
Eˆt : = St − mˆ(Zt)
σˆ(Zt)
(1.231)
=
St − fH(Zt, wˆN)
fG(Zt, w¯N)
, (1.232)
if the model (1.1) is tenable, the Eˆt must be iid and:
FE(x) ' Fˆ uN (x) := 1−
Nu
N
(
1 +
ψˆN
βˆN(u)
(x− u)
) 1
ψˆN
. (1.233)
The unknown heavy tailed distribution function FE , estimated as in
(1.229) becomes invertible and
x ' βˆN(u)
ψˆN


[
N
Nu
(1− Fˆ uN (x))
]ψˆN
− 1

+ u. (1.234)
Therefore the α quantile qα of the unexpected returns Et can be estimated by
qˆαN(u) defined by:
qˆαN (u) :=
βˆN(u)
ψˆN


[
N
Nu
(1− α)
]ψˆN
− 1

+ u. (1.235)
Under some general conditions, Smith [1987] has proved that σˆN and ψˆN are
consistent and asymptotically normal. Hence qˆαn(N, u) is consistent and asymp-
totically normal distributed.
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1.5.3.1 VaR Estimation Formula
The Conditional VaR can finally be estimated consistently in the following man-
ner:
ˆV aR
t
α (u,N) = fH(Zt, wˆN) + [qˆ
α
N (u)] ∗ [fG(Zt, w¯N)] (1.236)
where 

fH(Zt, wˆN) = βˆ
N
0 +
H∑
j=1
βˆNj ψ(x˜t.γˆ
N
j ),
fG(Zt, w¯N) = νˆ
N
0 +
G∑
j=1
νˆNj ψ(x˜t.λˆ
N
j ),
qˆαN(u) :=
βˆN(u)
ψˆN


[
N
Nu
(1− α)
]ψˆN
− 1

+ u
(1.237)
with 

wˆN =
(
σˆN0 , σˆ
N
1 , ..., σˆ
N
H , γˆ
N
j , j = 1, 2...H
)
,
w¯N =
(
νˆN0 , νˆ
N
1 , ..., νˆ
N
G , λˆ
N
j , j = 1, 2...G
)
.
(1.238)
1.5.4 Expected Shortfall Estimation
1.5.4.1 Proposition
Under the same previous assumptions of the model (1.1), the Expected Shortfall
EStα is given by the following expression:
EStα = m(Zt) + σ(Zt) ∗ qα ∗
[
1
1− ψ +
β − ψu
(1− ψ) ∗ qα
]
Proof:
EStα : = Et−1
(
St|St > V aRtα
)
= Et−1 (m(..) + σ(..)Et|m(..) + σ(..)Et > m(..) + σ(..) ∗ qα)
= m(..) + σ(..)E (Et|Et > qα) .
(1.239)
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Therefore estimating EStα requires the valuation of the unconditional expected
shortfall of the innovations.
Given the assumption that Et − u|Et > u follows a GPD, it follows that:
Et − qα|Et > qα = [(Et − u) + (qα − u) |Et − u > qα − u] . (1.240)
The right hand side of the previous equation follows a Generalized Pareto Dis-
tributed with parameter ψ and σ + ψ(qα − u).
Using the fact that, if a random variable E follows a GPD GPD(ψ, β), then:
E (E|E > x) = x+ β
1− ψ , (1.241)
one has:
E (Et|Et > qα) = qα
[
1
1− ψ +
β − ψu
1− ψqα
]
. (1.242)
Therefore the Expected Shortfall of the innovation is given by:
EStα = m(Zt) + β(Zt) ∗ qα ∗
[
1
1− ψ +
β − ψu
(1− ψ) ∗ qα
]
. (1.243)
For more details about (1.241) and (1.242), we refer to the paper of Mc-Neil
[2000], page 11, formula (14).
1.5.5 Expected Shortfall Estimation Formula
Finally the Expected Shortfall can be estimated by:
EˆS
t
α := fH(Zt, wˆN)+
fG(Zt, w¯N) ∗ qˆαN (u)
[
1
1− ψˆ +
βˆ − ψˆu
(1− ψˆ) ∗ (qˆ
α
N(u))
]
.
(1.244)
1.6 Some technical Results
1.6.1 A Bernstein Inequality for Unbounded Stochastic
Processes
In this section we prove some auxiliary results needed to prove the main theorem
1.4.2.1. The following result is a Bernstein inequality for unbounded random
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variables from stationary α-mixing processes. It generalizes a result of White
and Wooldrige[1990] theorem 3.5, which assumes that the tails of the stationary
distribution decrease to 0 faster than exponential function. We only require that
they decrease like b0 exp(−b1xα) for x → ∞ for some α > 0 (not α > 1 like
in White and Wooldrige). The second new result reprensents a variation of the
theorem of White and Wooldridge[1990].
1.6.1.1 Theorem: Generalization of the Bernstein Inequality to Un-
bounded Random Variables
Let (Et)−∞<t<+∞, be a stationary stochastic process with zero mean,
E (Et) = 0, and satisfying an α-mixing condition with exponentially decreasing
mixing coefficients. Suppose
Pr (|Et| > x) ≤ b0 exp(−b1xα) for all x (1.245)
for some b0, b1 and α > 0. Then, there exist some constant d1, d2 such that for
all sufficiently large N,C and δ > 0
Pr
(∣∣∣ΣNt=1Et∣∣∣ > CN 12+δ) ≤ d1 exp
(
−d2N
δα
(1+α)
)
. (1.246)
The constant d1, d2 are not depending on N .
Proof
We truncate Et at some bound MN > 0 that will be specified later, and set
E¯t,N = Et − min (Et,MN) , E˜t,N = max (Et,−MN ) , (1.247)
Et,N = max (min [Et,MN)] ,−MN ) = Et − E¯t,N − E˜t,N . (1.248)
a) The Et,N are bounded by MN in absolute value. As functions of finitely many
observations from a stationary mixing process, they also form a stationary pro-
cess with the same type of mixing behaviour (compare, e.g., theorem 3.4.a of
White, [1984). Therefore the Et,N represent a stationary process with exponen-
tially decreasing α-mixing coefficients too. If we center them around 0, we may
apply Bosq´ s [1975] Bernstein inequality for bounded mixing time series in the
version of theorem 3.3 of White and Wooldrige [1990], and we get
Pr
(∣∣∣ΣNt=1 (Et,N − E(Et,N))∣∣∣ > ∆) ≤ C1 exp
(
−C2 ∆√
NMN
)
(1.249)
for all ∆ > 0 with constants C1, C2 not depending on N .
b) By definiton, E¯t,N ≥ 0, and E¯t,N > 0 iff4 Et > MN .
4iff=if and only if.
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Therefore, for all ∆ > 0,
Pr
(
|ΣNt=1E¯t,N | > ∆
)
≤ Pr
(
ΣNt=1E¯t,N > 0
)
(1.250)
≤ Pr
(
E¯t,N > 0 at least for one t = 1, 2, .., N
)
(1.251)
≤ ΣNt=1P
(
E¯t,N > 0
)
= NP¯N (1.252)
as the E¯t,N are identically distrbuted, where
P¯N = Pr
(
E¯1,N > 0
)
= Pr (E1 > MN) ≤ b0 exp (−b1MαN) . (1.253)
Together, we have
Pr
(∣∣∣ΣNt=1E¯t,N ∣∣∣ > ∆) ≤ b0N exp (−b1MαN ) . (1.254)
Analogously, it can proved that
Pr
(∣∣∣ΣNt=1E˜t,N ∣∣∣ > ∆) ≤ Np˜N ≤ b0N exp (−b1MαN) (1.255)
where
p˜N := Pr
(
|E˜1,N | > 0
)
= Pr
(
E˜1 < −MN
)
. (1.256)
c) As E(Et) = 0, we have
E(Et,N) = −E(E¯t,N)− E(E˜t,N) = −E(E¯1,N)− E(E˜1,N)
by stationarity. As Et,N ≥ 0, we have
E(E¯t,N) =
∫ +∞
0
P (E¯t,N > x)dx =
∫ +∞
0
Pr(Et −MN > x)dx (1.257)
=
∫ +∞
MN
Pr(Et > x)dx ≤ b0
∫ +∞
MN
exp(−b1xα)dx (1.258)
= o
(
exp(−b1MβN )
)
(1.259)
for all 0 < β < α, where the latter relation follows easily from de l’Hospital’s
rule. A similar argument applies to E(E˜t,N), and we get∣∣∣ΣNt=1E(Et,N)∣∣∣ = N |E(E1,N)| = o (N exp [−b1MβN]) . (1.260)
59
d) Now we choose ∆ = CN
1
2
+δ and MN = N
γ for some δ > 0 with
γ =
δ
1 + α
< δ. (1.261)
From (1.260), we have that
∣∣∣ΣNt=1E (Et,N)∣∣∣ decreases faster to 0 than the multiple
of exp
(
−b1MβN
)
for all 0 < β < α. Therefore, it is negligeable compared to ∆,
and we get from (1.249) for suitable constants C1, C2 (not necessarily the same
as in (1.249):
P
(∣∣∣ΣNt=1Et,N ∣∣∣ > CN 12+δ) ≤ C1 exp (−C2N δ−γ) . (1.262)
By (1.254) and (1.255), the large deviations of ΣNt=1E¯t,N and ΣNt=1E˜t,N have prob-
abilities of order exp (−b1Nγα) which is of the same order as (1.262) as by our
choice of γ, we have
δ − γ = δ − δ
1 + α
= δ
α
1 + α
= γα. (1.263)
Here, we use that
N exp
(
−bNβ
)
= O
(
exp
[
−b′Nβ
])
∀β > 0, 0 < b′ < b. (1.264)
Therefore, (1.254), (1.255) and (1.262) together imply
P
(∣∣∣ΣNt=1Et∣∣∣ > CN 12+δ) ≤ d1exp (−d2N δ−γ) (1.265)
≤ d1exp
(
−d2N
δγ
(1+α)
)
(1.266)
for appropriately chosen constants d1, d2 depending on b0, b1 but not on N.♦
1.6.1.2 Corollary
Under the condition of the theorem 1.6.1.1, we have for ∆N ,MN → +∞
Pr
(∣∣∣ΣNt=1Et∣∣∣ > ∆N) ≤ C1 exp
(
−C2 ∆N√
NMN
)
+ b0N exp (−b1MαN ) (1.267)
for some constant C1, C2 independent of MN provided that
N exp
(
−b1MβN
)
= o(∆N) for some 0 < β < α. (1.268)
Proof:
The result follows from the proof of the theorem, relation (1.249), (1.254) and
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(1.255) with ∆ = ∆N where we take into account that either E¯t,N = 0 or E˜t,N = 0.
The last assumption guaranties that
∣∣∣ΣNt=1E(Et,N)∣∣∣ is negligeable compared to ∆N .
Mark that by theorem 3.3 of White and Wooldridge[1990], C1, C2 do not depend
on N even for MN → +∞ ♦.
For the intended application, we need a more general version of the corollary
(1.6.1.2), which, however, is proved exactly along the same lines of arguments.
1.6.1.3 Theorem
For each N = 1, 2, ..., let {Et(N)} be a stationary stochastic process with zero
mean, E (Et(N)) = 0, satisfying an α-mixing condition with exponential decreas-
ing mixing coefficients. Suppose for all N = 1, 2, ..., that
Pr (Et(N) > x) ≤ b0 exp (−fN (x)) ∀x ≥MN (1.269)
for some sequence MN → +∞ and functions fN(x) ≥ 0, x ≥ MN which are
increasing and fN (x) → +∞ for x→ +∞.
Then, there are some constant C1, C2 not depending on N , such that for all large
enough N
Pr
(∣∣∣ΣNt=1Et(N)∣∣∣ > ∆N) ≤ C1 exp
(
−C2 ∆N√
NMN
)
+Nb0 exp (fN(MN )) .(1.270)
where ∆N → +∞ such that NEN (MN ) = o(∆N) for N → +∞ where
EN (v) =
∫ +∞
v
exp (−fN (u))du (1.271)
Proof:
The proof follows exactly as the proof of the Theorem (1.6.1.1) and we use the
notation of that proof. The crucial Theorem 3.3 of White and Wooldrige[1990]
holds also for a sequence of bounded stochastic processes. Therefore, the right
hand side of (1.249), remains unchanged. The analogous results to (1.254) and
(1.255) follow exactly as in part b) of the proof of Theorem (1.6.1.1), using the
more general tail condition(1.269). Finally, as in part c) of that proof
E
(
E¯t,N(N)
)
≤ b0
∫ +∞
MN
exp (−fN (u)) du = b0EN(MN ), (1.272)
and, therefore, our last assumption guaranties that ΣNt=1Et,N(N) is negligeable
compared to ∆N♦.
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1.6.2 Theorem: Variation of a Theorem by White and
Wooldridge
Let (St, Zt−1)−∞<t<+∞, be a stationary stochastic process, St ∈ <, Zt−1 ∈ <d.
Let µ denote the stationary distribution of Zt−1.
Suppose
Pr (||Zt−1|| > x) ≤ β0 exp (−β1||x||τ ) ∀x (1.273)
for some β0, β1 and τ > 0.
Let Θn be a compact set of continuous functions in L
2(µ) satisfying for some
∆n > 0
|θ(x)| ≤ ∆n ∀x, ∀θ ∈ Θn. (1.274)
Assume further that for all δn there exist open subsets Oni for i = 1, 2, ..., K(δn),
of Θn and θ
∗
in ∈ Oni
Θn = On1 ∪On2 ∪ ... ∪OnK(δn)
and such that for some constant C0 and all ρ we have
sup
||x||≤ρ
|θ(x)− θ∗in(x)| ≤ C0 (1 + ∆nρ) δn ∀θ ∈ Oni. (1.275)
Let g : Θn × <r+1 be a measurable function, and denote
Sn(θ) =
n∑
t=1
g(θ, St, Zt−1). (1.276)
Assume that there are functions γn() such that
Pr (|Sn(θ)− E(Sn(θ))| ≥ ) ≤ γn() ∀θ ∈ Θn,  > 0, (1.277)
and random variables Mnt with µ
2
n := E(M
2
nt) <∞ such that:
∀ θ; θ∗ ∈ Θn,
|g(θ, St, Zt−1)− g(θ∗, St, Zt−1)| ≤ Mnt |θ(Zt−1)− θ∗(Zt−1)| . (1.278)
Then, for all , ρ > 0 and all n sufficiently large,
Pr
(
sup
θ∈Θn
|Sn(θ)− E(Sn(θ))| > 
)
≤ k(δn)γn()
+ k(δn)
4nµn

C0(1 + ∆nρ)δn
+ k(δn)
4nµn

√
2β0∆nexp
(
−β1
2
δn
2
)
.
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If for some sequences an, δn we have for n→∞

K(δn)γn(an) → 0,
K(δn)
nµn
an
(1 + ∆nδn) → 0,
K(δn)
nµn
an
∆nexp
(
−β1
2
δ2
)
→ 0
then
Pr
(
sup
θ∈Θn
|Sn(θ)− E(Sn(θ))| > an
)
→ 0 for n→∞ ∀ > 0. (1.279)
Proof:
For θ, θ∗ ∈ Θn, we use the abbreviations
Gt = g(θ, St, Zt−1) (1.280)
G∗t = g(θ
∗, St, Zt−1). (1.281)
For any  we have
Pr
(
sup
θ∈Θn
|Sn(θ)− E(Sn(θ))| > 
)
≤ Pr
(
max
1≤i≤K(δn)
sup
θ∈Oni
P |Sn(θ)− E(Sn(θ))| ≥ 
)
.
As
Pr
(
sup
θ∈Oni
|Sn(θ)− E(Sn(θ))| ≥  for some i ≤ K(δn)
)
≤
K(δn)∑
i=1
P
(
sup
θ∈Oni
|Sn(θ)− E(Sn(θ))| ≥ 
)
(1.282)
we have
|Sn(θ)− E(Sn(θ))| =
∣∣∣∣∣
n∑
i=1
(Gt − E(Gt))
∣∣∣∣∣ ≤ (1.283)
n∑
i=1
|Gt −G∗t − E(Gt −G∗t )| +∣∣∣∣∣
n∑
i=1
(G∗t − E(G∗t )).
∣∣∣∣∣ (1.284)
63
The second term does not depend on θ such that for i fixed, θ∗ = θ∗in
Pr
(
sup
θ∈Oni
|Sn(θ)− E(Sn(θ))| > 
)
≤ (1.285)
Pr
(∣∣∣∣∣ supθ∈Oni
n∑
t=1
|Gt −G∗t − E(Gt −G∗t )
∣∣∣∣∣ > 
)
+
Pr
(∣∣∣∣∣
n∑
t=1
(G∗t − E(G∗t )
∣∣∣∣∣ > 
)
. (1.286)
Using Markov’s inequality, we have that the first term on the right hand side of
(1.286) is bounded by
1

E
(
sup
θ∈Oni
n∑
i=1
|Gt −G∗t − E(Gt −G∗t )|
)
≤ 1

n∑
t=1
E
(
sup
θ∈Oni
|Gt −G∗t − E(Gt −G∗t )|
)
=
n

E
(
sup
θ∈Oni
|Gt −G∗t − E(Gt −G∗t )|
)
=
2n

E
(
sup
θ∈Oni
|Gt −G∗t |
)
where we have used the stationary of (St, Zt−1) for the second line. By assump-
tion(1.277) and the Cauchy-Schwarz inequality we finally get
Pr

 sup
θ∈Oni
n)∑
t=1
|Gt −G∗t − E(Gt −G∗t )| > 

 ≤
2n

E
(
Mnt sup
θ∈Oni
|θ(Zt−1 − θ∗(Zt−1|
)
(1.287)
≤ 2n

E
(
M2nt
)1/2(
E sup
θ∈Oni
|θ(Zt−1 − θ∗(Zt−1|2
)1/2
. (1.288)
Let ρ > 0. Using the boundeness of all θ ∈ Θn and a truncation argument
E
(
sup
θ∈Oni
|θ(Zt−1)− θ∗(Zt−1)|2
)
≤ sup
θ∈Oni
sup
||x||≤δ
|θ(x)− θ∗(x)|2 + 2∆2nPr (||zT−1|| ≥ ρ)
≤ C20(1 + ∆2ρ)2δn2 + 2∆2nβ0 exp(−β1ρ2)
by assumptions. Putting(1.286) and (1.289) together and using assumption
(1.277) we get
Pr
(
sup
θ∈Oni
|Sn(θ)− E(Sn(θ))| ≥ 
)
≤ 4n

µn
(
C0(1 + ∆nρ)δn + 2
√
2β0∆n exp(−β1
2
ρ2)
)
+ γ().
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As the right-hand side does not depend on i, we finally get from (1.277)
Pr
(
sup
θ∈Oni
|Sn(θ)− E(Sn(θ))| ≥ 
)
≤ K(δn)γn()
+ K(δn)
4nµn

(
C0(1 + 1 + ∆nρ)δn + 2
√
2β0∆n exp(−β1
2
ρ2)
)
+ γ()♦
The following lemma guaranties that the set Θn = ANN(Ψ, qn,∆n) of neural
network functions satisfies the compactness assumptions of theorem 1.6.2.
It is a variation of lemma 4.3 of White[1990] which provides an upper bound for
the metric entropy of Θn with respect to the supremum norm over a compact set.
1.6.2.1 Lemma
Let Ψ be bounded in absolute value by 1 and satisfy a Lipschitz condition i.e
|Ψ(u)− Ψ(v)| ≤ L|u− v| ∀u, v ∈ <. (1.289)
Consider Θn = ANN(Ψ, qn,∆n) as a subset of L
2(µ) for some probability measure
µ on <r. Then, there exists for all η > 0 open subsets Oi, i = 1, 2, ..., k(η), of Θ
covering Θ, i.e.
Θ = O1 ∪ O2 ∪ ... ∪ Ok(η),
and there are θ∗i ∈ Oi such that for all ρ ≥ 1 and with L1 = max(L, 1)
sup
||X||≤ρ
|θ(x)− θ∗i (x)| ≤ L1(1 + ∆ρ).η ∀θ ∈ Oi. (1.290)
Moreover, we have
K(η) ≤ 4
(
2∆
η
)q(r+2)+1
qq(r+1) (1.291)
Proof: Let
V =
{
v ∈ <r+1;
q∑
i=0
|vi| ≤ ∆
}
and
W =
{
w ∈ <q(r+1);
q∑
k=1
r∑
i=0
|wki| ≤ ∆
}
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be the set of weight vectors of network functions in Θ and let V ×W the network
parameter set corresponding to functions in Θ. For η > 0, let Vη be an η-net for
V with respect to the l1-norm, i.e a subset
Vη =
{
v∗1, v
∗
2, ..., v
∗
q
}
⊂ V
such that for any v ∈ V there is a v∗i ∈ Vη with
||v − v∗i ||1 =
q∑
k=0
|vk − v∗ik| < η. (1.292)
Let
Wη = {w∗1, w∗2, ..., w∗M}
be a corresponding defined η-net for Wη, and, the Vη×Wη is an η-net for V ×W .
Consider θ ∈ Θ with weight vectors u, w. There are v∗ ∈ Vη, w∗ ∈ Wη such that
q∑
k=0
|vk − v∗k| < η ,
q∑
k=0
r∑
i=0
|wki − w∗ki| < η. (1.293)
Let θ∗ ∈ Θ be the network function with weights v∗, w∗. Then,
|θ(x)− θ∗(x)| ≤ |v0 − v∗0|+
q∑
k=1
|vk − v∗k|+
q∑
k=1
|v∗k||Ψ(x˜Twk)− Ψ(x˜Tw∗k) (1.294)
≤ η + ∆
q∑
k=1
|Ψ(x˜Twk)− Ψ(x˜Tw∗k)| (1.295)
≤ η + ∆L
q∑
k=1
|x˜.(wk − w∗k)| (1.296)
≤ η + ∆L
q∑
k=1
(
r∑
i=1
|xi||x˜|wk0 − w∗k0|
)
(1.297)
≤ η + ∆Lηρ = (1 + L∆ρ) ρ ≤ L1(1 + ∆ρ)η (1.298)
for all x ∈ <r with ||x|| ≤ ρ.
Let {(
v∗(j), w∗1(j), w
∗
1(2), ..., w
∗
q(j)
)
, j = 1, 2, ..., k(η)
}
= Vη ×Wη
be an enumeration of the weight vectors in the η-net Vη ×Wη. Let θ∗1, θ∗2, ..., θ∗k(η)
be the network function with weights in Vη ×Wη, and let
Oj =
{
θ ∈ Θ;
q∑
i=0
|vi − v∗i (j)| < η ,
q∑
k=1
r∑
i=0
|wki − w∗ki(j)| < η.
}
(1.299)
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As Vη ×Wη is an η-net for the set of weight vectors V ×W is an η-net of the
functions in Θ, we have
O1 ∪ O2 ∪ ... ∪ OK(η) = Θ,
and we have just shown that
sup
||x||≤ρ
|θ(x)− θ∗i (x)| ≤ L1(1 + ∆ρ)η ∀θ ∈ Oi. (1.300)
Now K(η) is the number of elements in Vη ×Wη. For this, we can use the upper
bound derived in the proof 4.3 of White[1990] and get
K(η) ≤ 4
(
2∆
η
)q(r+2)+1
qq(r+1) ♦ (1.301)
1.7 Financial Applications
Throughout this section, the simulations have been done with real financial data
and illustrate the goodness and accuracy of the proposed Value-at-Risk method-
ology via the computation of the daily VaR of a one COMMERZBANK share.
As explanatory variables, the daily closing prices of DEUTSCHE Bank, the ones
of BASF, SIEMENS and the DAX30 (all traded on the Frankfurt stock exchange)
have been used. The back testing results are quite successful. Therefore follows
the conclusion that ANN and EVT represent extremely powerful tools to the spe-
cial task of daily market risk measurement without the need on making any of
the questionnable assumptions underlying current Value-at-Risk methodologies.
At the closing day of each considered period, the method is applied using the
255 previous closing prices and setting the threshold level u of the innovation as
the 90th sample percentile of the fitted residual Eˆ . τ is equal to 5 which means
that we use the 5 previous closing price to forecast the future market value. The
Value-at-Risk estimation is then back tested by comparing the estimates with
the actual losses observed on the next day. The goodness of the estimation pro-
cedure is then measured by computing the number of violation throughout the
back testing. Only 3 violations have been observed for a period of 577 trading
days.
67
Chapter 2
Financial Forecasting via
Non-parametric AR-GARCH
and Artificial Neural Networks
2.1 Introduction
Forecasting financial stock prices, predicting daily returns or modelling stochastic
volatilities have been a very active area of research in recent years. Several finan-
cial, statistical and econometrical theories attempting to explain the features, the
patterns and the dynamics of stock prices have been largely elaborated by traders,
academic and market makers. Due to the huge and complex sets of random tech-
nical indicators that are driving the dynamics of stock prices, modelling or fore-
casting financial markets behaviours still remain a very difficult task. From the
point of view of market makers or traders, the returns distribution through a day
is a very important statistic not solely for the information contents it might carry
but also because it might help him to anticipate the market trends and execute
orders at some better prices. For hedging against risk, efficient portfolio manage-
ment via accurate forecast of conditional returns and reliable volatility estimates
are crucial for adopting optimal trading strategies with increasing margins. The
stylised facts (non-linearity, skewness, fat tails, volatility clustering, leverages ef-
fects, co-movements in volatility) of the existing financial returns models, from
the Integrated Autoregressive Moving Average models (ARIMA) to the General
Autoregressive and Conditionally Heteroskedastic (GARCH) and others stochas-
tic volatility models including those by Bera and Higgins [1995], Bollerslev, Chou
and Kroner [1992], Engle and Nelson [1994], Ghysels, Harvey and Renault [1996]
provide serious reasons for thinking about elaborating alternative forecasting sta-
tistical methods. Non-parametric AR-GARCH, combined with ANN enable to
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correct some of these stylised facts. To overcome the non-linearity, the skewness
or the heteroscedasticity that financial time series are usually displaying, one
can use of the theory of ANN, and take profit of the universal approximating
power and denseness properties of neural output functions. Neural output func-
tions represent a powerful tool for estimating conditional expected returns and
the stochastic volatilities of financial securities while using a fully non-parametric
model. ANN can be equated as a black box consisting of some computing systems
containing many simple non-linear processing units or nodes interconnected by
synaptic links. ANN is a well-tested method for financial analysis on the stock
market (see Franke [1999], White [1989,1990], Jingtao and Poh [1998], Chap-
man [1994]). During the last decades, ANN have been actively used for financial
stock trading: forecasting stock prices (see Freisleben: Stock Market Prediction
with back-propagation networks [1992]), trading patterns recognitions (see Tani-
gawa: Stock Price Pattern matching system, [1992]), rating of corporate bonds
(see Dutta and Shekar: Bond Rating, [1990]) or hedging and trading derivative
products (see Hutchinson, Poggion: A non-parametric approach to pricing and
hedging derivative securities via learning networks [1994]). The research fund for
ANN applications from financial institutions is the second largest (see Trippie
and Turban [1996]: Neural Network in Finance and Investing). For example,
the American defence department invests $400 millions in a six-year project, and
Japan has $250 millions ten-year-neural-computing project (see The Economist,
April 1995: More in a Cockroach’s brain than your computers dreams).
The purpose of this chapter is to implement a forecasting algorithm that en-
ables to predict future stock prices of a given security by estimating the condi-
tional expected returns while taking into account the stochastic feature of the
conditional volatility of the considered financial instrument. Under the same
setting, the associated market risk exposure will also be computed via the cal-
culation of the conditional VaR without making any normality assumptions and
also without referring to any linear dependence of the portfolio values with re-
spect the underlying risk elements. After the description of the financial returns
model, the first section consists on estimating the conditional expected returns by
means of neural output functions as in the previous chapter. The non-parametric
ARMA-GARCH algorithm of Mc-Neil and Buehlmann [2000] will implemented
in order to derive the corresponding estimates of the time dependent conditional
volatilities. For matter of consistency, some smoothing regularity or contraction
properties can be imposed on the volatility regression function. Instead of using
the contraction assumptions as implemented in Mc-Neil and Buehlmann[2000],
we use the convergence results of Corradi and White dealing with Regularized
ANN [1995]. Corradi and White have shown that Regularized ANN are capable
of learning and approximating (on compacta) elements of certain Sobolev space
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at a non-parametric rate that optimally exploits the smoothness properties of
the unknown mapping. If the unknown mapping has an order of differentiability
equal to m, the mean square error of the estimation procedure reaches zero at the
rate of n
−2m
2m+1 . Therefore such regularity assumptions enable to build consistent
volatility estimates.
The market settings that will be imposed on the unexpected returns that are
underlying the financial returns model, justify the existence of some additive
volatility noise and lead to the estimation of the stochastic volatility as a regres-
sion function of the squared conditional returns centred with the ANN estimates
of the conditional expected returns. To build sufficiently accurate estimates of
the volatility regression function, on can use of the standard GARCH volatility
estimation procedure (see Tim Bollerslev [1992]) to provide the starting volatil-
ity parametric estimates used for the initialisation of the non-parametric ARMA-
GARCH algorithm. In the second section, we recall the standard ARMA-GARCH
forecasting algorithm that will provide the starting estimates. The third section
is dealing with the consistency of the resulting estimators. In this section, based
on some regularity assumptions imposed on the volatility regression function, we
combine the use of Regularized ANN and apply Luka’s theorem (see Corradi and
White [1995]) to derive the convergence rate of our estimation procedure. We also
provide some aggregate market risk analysis by estimating the VaR under the as-
sumptions that the unexpected returns are heavy tailed and heteroskedastic and
follow some GPD above a specific threshold. Beside this aggregate market risk
analysis, we also provide some options pricing formula based on non-parametric
AR-GARCH and ANN. In this subsection, it will be shown how one can use
Bootstrapping Algorithms for comparing the ANN based option pricing method-
ologies and the well known Black-Scholes option pricing formula. The goodness
of the ANN based daily VaR methodology will be illustrated via the computation
of the daily VaR of a position on the DAX30 stock index traded on the Frank-
furt stock exchange. As explanatory variables, the Deutsche Bank daily closing
prices, the ones of Commerzbank , BASF and SIEMENS will be used.
2.1.1 Security Price Model


St = µt + σtEt
µt := µ (St−1, ..., St−τ , Xt−1)
σ2t := σ
(
St−1 − µt−1, ..., St−p − µt−p, σ2t−1, σ2t−2, ..., σ2t−q
)
(2.1)
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where {
µt = E (St|Ft−1)
σ2t = V ar (St|Ft−1) (2.2)
and
• St:= Financial return1of the tth trading period
• Xt−1:= Available market information for the considered trading period
• Ft:= Set of all market information up to the tth trading period.
The model (2.1)-(2.2) is known as a non-parametric AR-GARCH, where the con-
ditional expected return µ is modelled as a nonparametric autoregressive process
of order τ whose dynamic is governed by an unspecified non-linear functional of
some lagged returns of the stock, while the conditional stochastic volatility regres-
sion function σ is assumed to be sufficiently smooth to enable the application
of Luka’s theorem (see Corradi and White [1995] about Regularized ANN). In-
stead of assuming such regularity conditions, one can also impose (see Mc-Neil
and Buehlmann [2000]) some contraction properties on the volatility regression
function. under the following market assumptions:
The unexpected returns (Et)t∈Z that are driving the market randomness are
drawn from a time series consisting of iid random variables verifying:

1◦) E(Et) = 0,
2◦) V ar(Et) = 1,
3◦) E(E4t ) < ∞,
4◦) ∀t ∈ Z, Et is independent to Ft−1.
(2.3)
In the aim to predict the most accurately the future market value St of a given
holding at the tth trading period, the theory of ANN as used in the previous and
described in Franke [1999] and suggested in White [1990], Hornick [1989] or Tan
and Poh [1998] for estimating consistently and non parametrically the regression
function µ and the conditional volatility function σ will be used.
After training the resulting networks e.g. estimating the regression function µ ,
follows the forecast of the associated conditional stochastic volatility. The fore-
casting will be done using the conditional centred lagged returns St−1 − µt−1
1St = log
(
Pricet
Pricet−1
)
or St =
(
Pricet − Pricet−1
Pricet−1
)
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St−2−µt−2, ..., St−p−µt−p and the unobservable conditional volatilities σ2t−1, σ2t−2
..., andσ2t−q. The Nonparametric ARMA-GARCH algorithm, due to Mc-Neil and
Buehlmann [2000], that will be described in the following sections, overcomes the
difficulties resulting from the non observability of (µt)t∈Z and
(
σ2t
)
t∈Z and
helps to estimate consistently and non-parametrically the two regression func-
tions µ and σ.
First, one can start estimating the conditional mean in the line of the previous
chapter. This step provides consistent estimates of the regression function µ
e.g (µˆt)t=1,2,...n. After getting sufficiently accurate estimates for the conditional
expected returns, on can then use the centred returns St − µˆt, to implement
the nonparametric GARCH estimation procedure (see Mc-Neil and Buehlmann
[2000]) and derive the corresponding stochastic volatility estimates.
Due to the importance of the accuracy of the starting estimates in the algorithm,
to initialise it, we choose the best estimators between some optimal neural output
functions and the one provided by some standard linear and parametric GARCH
(see T.Bollersev and R.Baillie [1992]) or the GARCH predictor of John Knight
and Stephen.E.Satchell [1998].
Under the market settings (2.1), (2.2) and (2.3), the stochastic process (Vt)t∈Z
defined by:
Vt := σ
2
(
St−1 − µt−1, ..., St−p − µt−p, σ2t−1, σ2t−2, ..., σ2t−q
)
×
[
E2t − 1
]
(2.4)
can be equated as the random noise driving the uncertainty of the volatility.This
statement can be proved by the following proposition:
2.1.1.1 Proposition
Under (2.1) , (2.2) and (2.3), the process (Vt)t∈Z can be equated as a martingale
difference and:

E (Vt) = 0,
Cov (Vt, Vs) = 0 ∀(t, s) such that t < s.
(2.5)
Proof
∀t ∈ Z ,
E (Vt) = E [E (Vt|Ft−1)] . (2.6)
Since σ
(
St−1 − µt−1, ..., St−p − µt−p, σ2t−1, σ2t−2, ..., σ2t−q
)
is Ft−1 measurable, it
can be derived that:
E (Vt|Ft−1) = σ2
(
St−1 − µt−1, ..., St−p − µt−p, σ2t−1, σ2t−2, ..., σ2t−q
)
× E
(
E2t − 1
)
.(2.7)
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Therefore using (2.3), the right hand side of (2.7) is equal to zero.
To see that the (Vt)t∈Z are uncorrelated, we use the fact that:
∀(s, t) ∈ Z2 with t < s,
Cov (Vt, Vs) = Cov [Cov (Vt, Vs|Fs−1)] (2.8)
and
Cov (Vt, Vs|Fs−1) = E
(
σ2t σ
2
s × (E2t − 1)(E2s − 1)|Fs−1
)
(2.9)
where 

σ2s := σ
(
Ss−1 − µs−1, ..., Ss−p − µs−p, σ2s−1, σ2s−2, ..., σ2s−q
)
σ2t := σ
(
St−1 − µt−1, ..., St−p − µt−p, σ2t−1, σ2t−2, ..., σ2t−q
)
.
(2.10)
Since
σ2s is Fs−1meas
σ2t (E2t − 1) is Ftmeas with Ft ⊂ Fs−1

⇒ σ2sσ2t (E2t − 1) is Fs−1meas.(2.11)
The abbreviation σ2s is Fs−1meas just denotes that σ2s is Fs−1 measurable.
Therefore (2.9) becomes:
Cov (Vt, Vs|Fs−1) = σsσt(E2t − 1)× E
(
E2s − 1)|Fs−1
)
= 0. (2.12)
Hence the process (Vt)t∈Z can effectively be seen as a real volatility noise.
Therefore, after estimating the conditional return regression functionµ, the volatil-
ity regression function can be estimated in the following manner:
From(2.1), we see that the squared centered conditional returns
[St − µ (St−1, ..., St−p1, µt−1, , µt−q1) ]2 (2.13)
drives the conditional stochastic volatility up to the additional volatility noiseVt e.g:
[St − µt]2 = σ2t × E2t (2.14)
= σ2t
(
E2t − 1
)
+ σ2t (2.15)
= σ2
(
St−1 − µt−1, ..., St−p − µt−p, σ2t−1, ..., σ2t−q
)
+ Vt (2.16)
This suggest to regress the squared centered conditional returns
(
[St − µt]2
)
t=2,3,...n
against (St−1 − µt−1, .., St−p − µt−p)t=2,...n and the unobservable volatilities σ2t−1,
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σ2t−2, ..., σ
2
t−q for estimating the conditional stochastic volatility function σ.
During the estimation process of the regression function µ the neural activation
function that will be used throughout the whole training steps, is assumed to
be continuously lipchits, l-finite and having all the universal approximating and
denseness properties. This means

1◦)Ψ is Lipschitz
2◦) |Ψ(x)| ≤ 1,
3◦)Ψ is monotonically increasing and l-finite,
(2.17)
for example
Ψ(x) =
1 − exp(−x)
1 + exp(−x) . (2.18)
The non-parametric ARMA-GARCH algorithm, due to Mc-Neil and Buehlmann
[2000] that will be described throughout the coming sections overcomes the dif-
ficulties resulting from the non observability of σ2t , σ
2
t−1, ..., σ
2
t−q and helps to
estimate consistently and non-parametrically the corresponding volatility func-
tion.
In every step of the conditional expected returns estimation procedure, the two
approaches of White [1990] and Mc-Neil [2000] will be combined in order to up-
date the approximate regression function µˆm of the conditional expected return.
This will be done by using the optimal solution of the following minimisation
problem:
min
θ∈ANN (Ψ,H)
1
N
N∑
t=2
L (St, θ (Zt−1, µˆt−1,m−1, µˆt−2,m−1, ..., µˆt−τ,m−1)) (2.19)
for some arbitrary loss function L. The neural output function θ is defined by
θ(x) := β0 +
H∑
j=1
βjΨ
(
γ0,j +
∑
i
γijxi
)
. (2.20)
and the initial estimate µˆt,0 of the regression function µˆ is given exactly in the
line of the previous chapter e.g.
min
θ∈ANN (Ψ,H)
1
N
N∑
t=2
[St − θ (Zt−1)]2 . (2.21)
In fact, (2.19), (2.20) state that, at the tth trading period, the most recent daily
returns St−1, St−2..., and St−τ combined with some important trading informa-
tionXt−1 and the corresponding conditional market expectation µˆt,m−1, µˆt−1,m−1, ...,
µˆt−τ,m−1 are used as ANN inputs for predicting the target valueSt.
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2.1.2 Mc-Neil and Buehlmann Nonparametric ARMA-
GARCH Algorithm
The algorithm can be subdivided into five basic steps that can be described in
the following manner:
Parameter Settings
• Specify the n-forecasting sample consisting of some historical daily re-
turns and market performances of the stock e.g specify (St)t=1,2,...,n and
(Xt)t=1,2,...,n.
• Choose M and K, the maximum number of iteration and a final smoothing
coefficient.
Initialization
• Provide some initial neural network estimates µˆt,0 of the conditional ex-
pected returns µˆt and some initial parametric GARCH estimates σˆt,0 of
the conditional volatilitiesσt and set m=1 ( iteration counter).
Estimation Updating Phase
• Conditional Expected Returns re-estimation
Regress St against Zt−1, µˆt−1,m−1, , µˆt−p1,m−1. By means of θˆ
µ
m the neural
output function defined as the optimal solution of following minimization
problem.
min
β,γ
1
n
n∑
t=2
[St − θ (Zt−1, µˆt−1,m−1, , µˆt−p1,m−1)]2 , (2.22)
and derive the new and updated estimates µˆt,m of the conditional returns
as follow:
∀t = 2, 3, ...,
µˆt,m : = µˆ
µ
m (Zt−1, µˆt−1,m−1, , µt−q1,m−1) = βˆ0 + (2.23)
H∑
j=1
βˆ
µ
j Ψ
(
γˆ
µ
0j + γˆ
µ
XjXt−1 +
p1∑
i=1
γˆ
µ
ijSt−i
q1∑
l=1
γˆ
µ
ljµˆt−l,m−1
)
.(2.24)
• Updating the Conditional Stochastic Volatility Estimates
Regress (St − µˆt,m)2 against (St−1 − µˆt−1,m) , (St−2 − µˆt−2,m), ...,
(St−p − µˆt−p,m) and σˆ2t−1,m−1, σˆ2t−2,m−1, ...., σˆ2t−q,m−1.
This consists on solving the following optimisation problem:
min
(β,γ) s.t θ(β,γ)∈ANN (Ψ,qN ,∆N )
1
N
N∑
t=2
[
(St − µˆt,m)2 − θ
(
a(S, t, µˆm, σˆ
2
.,m−1)
)]2
,(2.25)
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where a(S, t, µˆm, σˆ
2
.,m−1) represents the neural network input defined by
a(S, t, µˆ.,m, σˆ
2
.,m−1) =
(
St−1 − µˆt−1,m, .., St−p − µˆt−p,m, σˆ2t−1,m−1, .., σˆ2t−q,m−1
)
.(2.26)
This provide the updated forecasted conditional stochastic volatility σˆ2t,m defined
by:
∀t = 2, 3, ...,
σˆ2t,m = θˆ
σ
m
(
St−1 − µˆt−1,m, .., St−p − µˆt−p,m, σˆ2t−1,m−1, .., σˆ2t−q,m−1
)
(2.27)
= βˆσ0 +
Hσ∑
j=1
βˆσj ψ
(
γˆσ0 +
p∑
i=1
γˆσij(St−i − µˆt−i,m) +
q∑
l=1
γˆσljσˆ
2
t−l,m−1
)
(2.28)
where θˆσm represents the neural output function defined by any optimal
solution of the optimisation problem (2.22).
• Set m=m+1, and chek if m=M, otherwise update the estimates.
Final Averaging Step
The algorithm terminates by averaging over theK final estimates
(
σˆ2t,m
)
M−K+1≤m≤ M
e.g.
σˆ2t,∗ :=
1
K
M∑
m=M−K+1
σˆ2t,m (2.29)
and regressing (St − µˆt,M)2 against (St−1−µˆt−1,∗) (St−2−µˆt−2,∗), ..., (St−p−µˆt−p,∗)
and σˆ2t−1,∗, σˆ
2
t−2,∗, ...., σˆ
2
t−q,∗.
This final averaging step helps to increase the efficiency of the algorithm (see
Mc-Neil and Buehlmann [2000].)
Due the importance of the qualitative properties of the starting initial estimates,
in this following section, some basic results about the classical ARMA-GARCH
forecasting methodology that will be used to initialise the stochastic volatility
estimate of the algorithm are needed.
2.2 Conditional Stochastic Volatility Estimates
of GARCH Models
In order to implement the nonparametric estimation algorithm that has been
announced in the previous sections, one needs to recall the classical GARCH
methodology due to Bollerslev and Baillie [1992] that will provide the starting
initial estimator of the algorithm. For a stochastic volatility forecast of one or
two days ahead, a non-linear recursive formula and the characteristic function of
the corresponding Mean Square Error of the volatility estimates will be derived.
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2.2.1 Classical ARMA-GARCH Predicting Methods
2.2.1.1 Definition: Autoregressive and Moving Average Processes
A stochastic process (yt)t∈Z is said to be a linear autoregressive and moving av-
erage process of order (p,q) if:
yt =
p∑
k=1
φk yt−k +
q∑
k=1
θkEt−k + Et (2.30)
with 

Et independent to Ft−1
E(Et|Ft−1) = 0 ∀t.
(2.31)
2.2.1.2 Mean Square Error for The s-step-ahead Predictor in ARMA
Models
Before providing the recursive formula leading to the MSE2 for the s-step-predictor,
let recall first the matrix representation of ARMA models, that helps to handle
more easily the following computation in a more compact framework.The matrix
form of (2.30) is given by:
Yt =


yt
yt−1
...
yt−p+1
Et
Et−1
...
Et−q+1


=


φ1 φ2 . . . φp−1 φp θ1 . . . θq−1 θq
1 0 . . . 0 0 . . . 0 0
. . . . . . . .
0 . . . . 1 0 0 . . . . 0
0 . . . . . 0 0 . . . . 0
0 . . . . . 0 1 . . . 0 0
. . . . . . . .
0 . . . . . 0 . . . . 1 0


︸ ︷︷ ︸
Φ


yt−1
yt−2
...
yt−p
Et−1
Et−2
...
Et−q


︸ ︷︷ ︸
Yt−1
+


Et
0
.
0
Et
0
.
0


(2.32)
This means,
Yt = Φ.Yt−1 + (e1 + ep+l)× Et, (2.33)
where ei denotes the i
th unit vector. At the (t + s)th trading period, the corre-
sponding asset price or the expected market value of the portfolio yt+s can be
forecasted using Et(yt+s) defined in the following manner.
2MSE=Mean Square Error
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2.2.1.3 Proposition
Using an ARMA model, the portfolio returns or the expected market values of a
given instrument are forecasted as follow:
Et(yt+s) =
p−1∑
i=0
τi,syt−i +
q−1∑
i=0
λi,sEt−i (2.34)
with 

τi,s = e
′
1Φ
sei+1 i = 0, ..., p− 1,
λi,s = e
′
1Φ
sep+i+1 i = 0, ..., q − 1.
(2.35)
Proof: See T.Bollerslev and R.Baillie[1992]
Therefore the s-step error et,s defined by
et,s := yt+s − Et(yt+s) =
s∑
i=1
Ψs−iEt+i (2.36)
with
Ψi := e
′
1Φ
i (e1 + ep+1) i = 0, ..., p− 1. (2.37)
Hence the conditional Mean Square Error Et(e
2
t,s) is given by:
Et(e
2
t,s) := V art(yt+s) =
s∑
i=1
Ψs−i2Et(σ2t+i) (2.38)
2.2.2 Mean Square Error for The s-step-ahead Predictor
in GARCH Models
2.2.2.1 Definition: LINEAR ARMA-GARCH
A stochastic process (yt)t∈Z is said to be a linear ARMA(p1, q1)−GARCH(p, q) if:

yt =
p1∑
k=1
φk yt−k +
q1∑
k=1
θt−kEt−k + Et
σ2t := V ar (Et|Ft−1)) = α0 +
p∑
k=1
αk σ
2
t−k +
q∑
k=1
βkE2t−k
(2.39)
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with 

Et independent to Ft−1
E(Et|Ft−1) = 0 ∀t.
(2.40)
Based on the ARMA representation of GARCH models, the squared innovation
E2t issued from a linear GARCH(p,q) can conveniently be rewritten as:
E2t = ω +
max(p,q)∑
i=1
(αi + βi) E2t−i −
p∑
i=1
βiνt−i + νt (2.41)
where (νt)t∈Z are the serially uncorrelated random variables defined by.
νt := E2t − σ2t . (2.42)
Therefore setting m = max(p, q):

α1 + β1 α2 + β2 . . . αm−1 + βm−1 αm + βm −β1 . . . βq−1 βq
1 0 . . . 0 0 . . . 0 0
. . . . . . . .
0 . . . . 1 0 0 . . . . 0
0 . . . . . 0 0 . . . . 0
0 . . . . . 0 1 . . . 0 0
. . . . . . . .
0 . . . . . 0 . . . . 1 0


︸ ︷︷ ︸
Γ
,(2.43)
we derive the compact version of (2.41)-(2.42):
V 2t = we1 + ΓV
2
t−1 + (e1 + em+1) νt (2.44)
where
V 2t :=


E2t
E2t−1
.
.
Et−m+1
νt
.
νt−q+1


(2.45)
Therefore, computing (2.44) s-steps more implies that:
V 2t+s =
s−1∑
i=0
Γi ((e1 + em+1)νt+s−i + we1) + ΓsV 2t . (2.46)
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2.2.2.2 Proposition
Under the previous setup, the minimum MSE s-step-ahead predictor for the con-
ditional variance from the GARCH(p,q) model is given by:
Et(E2t+s) : = E
(
σ2t+s |Ft
)
(2.47)
= ωs +
q−1∑
i=0
δi,sσ
2
t−i +
m−1∑
i=0
ρi,sE2t−i (2.48)
where: 

ωs := e1
′
(
s−1∑
i=1
Γi
)
e1ω,
δi,s := −e1 ′Γsem+i+1 i = 0, 1, ..., p− 1,
ρi,s := −e1′Γs (ei+1 + em+i+1) i = 0, 1, ..., p− 1,
ρi,s := −e1′Γsei+1 i = 0, 1, ..., m− 1.
(2.49)
2.2.3 Mean Square Error for The s-step-ahead Predictor
in ARMA-GARCH Models
Combining (2.36) and (2.46) provide the total mean square error in the s-step
prediction of the ARMA-GARCH model.
V ar(yt+s|Ft) =
s∑
i=1
Ψ2s−iωi +
s∑
i=1
Ψ2s−i

p−1∑
i=1
δj,iσ
2
t−j +
m−1∑
i=1
ρj,iE2t−j

 (2.50)
Now, we come into the section dealing with the consistency of the resulting non-
parametric neural network estimates.
2.3 Consistency
To study the consistency of the neural network estimates of the stochastic volatil-
ity σˆ2t,m, we consider the estimated squared centered returns (St − µˆt,m)2, use
the volatility noise Vt defined in (2.4) and apply some convergences results of
Regularized ANN(see Corradi and White[1995]).
Based on (2.16), (2.4) can be seen as a regression problem for estimating σ2,
where (St − µˆt,m)2 represents the output variable, at,m defined by
at,m :=
(
St−1 − µˆt−1,m, .., St−p − µˆt−p,m, σˆ2t−1,m−1, .., σˆ2t−q,m−1
)
(2.51)
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the input or explanatory variable and Vt the additional noise. The resulting
regression problem is given as follow:
ot,m := σ
2(at,m) + Vt. (2.52)
We make use of the concept of Kernel Hilbert spaces and the general result on
convergence rate for Regularized ANN: Luka’s Theorem, see Corradi and Halbert
White[1995]:
The Regularized solution βn is defined as the minimizer with respect
to β ∈ L2(<r) of:
min
β∈L2(<r)
1
n− 1
n∑
t=2
[ot,m − Kβ (at,m)]2 + αn||β|| (2.53)
where:
• αn is a scalar regularization factor such that:
αn → 0 as n→ +∞,
• ||β||2 =
∫ 1
0
β2(x)dx
• K is defined as an operator on the space of integrable functions. For example
if K represents the Green function, K can be defined by
K(β(x)) :=
∫
K(x, y)β(y)dy ∀β. (2.54)
Based on predefined unit activation function Ψ, an explicit solution of the
previous minimization problem is given by Wahba[1977] as:
βn(.) = η(.) (Qn + αn.nI)
−1
ot,m (2.55)
where the output vector ot,m and the input based vector ηt,m are given by:
ot,m = (o2, o3..., on)
η =
(
ηa1,m , ηa2,m , ..., ηan,m
)
with 

ηai,m := Ψ(ai,m, γ)
Ψ(x, γ) :=
{
x(1− γ) if 0 ≤ γ ≤ x ≤ 1
γ(1− x) if 0 ≤ x ≤ γ ≤ 1
Qn(i, j) =
(
ηai,m , ηaj,m
)
Kβn(.) = Q(.) (Qn + αn.I)−1 ot,n
(2.56)
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where
Q(.) =
[
Qa1,m(.), ..., Qan,m(.)
]
(2.57)
and
Qxj =
∫ 1
0
Ψ(xj, s)Ψ(s, .)ds (2.58)
The term αn.nI in (2.55) is used for increasing the convergence speed in case αn
do not approach 0 very fast.
This approach has connections to a procedure known in the statistics literature
as Adaptive Ridge Regression see Judge et al.1985,ch22. When:

β(γ) := β
Ψ(x, γ) := x ∀γ ∈ [0, 1],
(2.59)
then the optimal solution of the previous minimization problem is the adaptive
ridge estimator β˜n defined by:
β˜n =
(
n∑
1
ai,m
2 − αn.n
)−1 n∑
1
ai,moi,m (2.60)
To study the asymptotic behavior of the Regularized Solution, we impose the
following assumptions, which rely on the paper of Corradi and White[1995] and
some theory of reproducing kernel Hilbert spaces.
Assumption1:
The volatility regression function σ2 belongs to the Sobolev Hs for
some s ∈ [0, 1], where Hs is a reproducing Kernel Hilbert space(see Defini-
tion.A16, page 1242, Neural Computation 7,1225-1244[1995],MIT) and
σ2 = Kβ0(x) (2.61)
with
β0 ∈ N (K)⊥ ⊂ L2 (2.62)
where N (K)⊥ represents the orthogonal complement of N (K) defined by
N (K) =
{
β ∈ L2 such that K(β) = 0
}
. (2.63)
Assumption2:
The volatility noise Vt are assumed to be iid with zero mean and finite variance.
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This assumption is a natural extension of the fact that the Vt are uncorrelated
random variable having a zero conditional mean and unit finite conditional vari-
ance as illustrated in (2.4) and (2.5).
Assumption3
Let Q(., .) be the reproducing kernel (RK) of Hs, for some s ≥ 1.The eigenvalues
of the associated operator Q(., .) satisfy:
a1j
−2p ≤ λj ≤ a2j−2p (2.64)
for some constants 0 < a1 ≤ a2 <∞ and p > 12 .
This assumption requires that the eigenvalues of Q(., .), say λj declines to zero
as j → +∞. Therefore such an assumption imposes rectriction on the choice of
activation function.
Assumption4
Let p be as in Assumption3, there exist a constant 0 < ν < 1− 1
4p
depending also
on the input vector at,m and a sequence kn → 0 such that:
∀f, g ∈ Hs, s ≥ 1 we have:∣∣∣∣∣
∫ 1
0
fgdF − 1
N
N∑
i=n
f(ai,m)(g(ai,m)
∣∣∣∣∣ ≤ kn||f ||ν||g||ν. (2.65)
For the definition of ||f ||ν and ||g||ν, see Definition:A16 in Valentina Corradi and
Halbert Whites[1995].
This assumption specifies some goodness requirements of the input data.
Assumption5
There exist two sequences αn and kn such that: If s ≥ max(ν, µ),µ < 2− ν − 14p
then
kn ∗ α−
ν
2
−µ
2
− 1
4p
n → 0 (2.66)
2.3.1 Theorem: Luka’s Theorem[1988]
Under the 5 previous assumptions, the volatility regression function σ˜, can be
consistently estimated in the following manner:
-If s ≥ µ + 2, then αn is optimal, in the sense of guaranteeing that the squared
bias and the variance of the estimate of the volatility regression function σ2 have
the same order of magnitude, if and only if:
αn ∼ [ 1
n
]
2p
(4p+2pµ+1) . (2.67)
With this choice of αn, it follows that:
E||βn −K+σ2||2Hµ = E||Kβn − σ2||2Hµ ∼ [
1
n
]
4p
(4p+2pµ+1) (2.68)
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-If µ < s ≤ µ+ 2, then αn is optimal if and only if:
αn ∼ [ 1
n
]
2p
(2ps+1) . (2.69)
and with this choice of αn:
E||βn − K+σ2||2Hµ = E||Kβn − σ2||2Hµ ∼ [
1
n
]
2p(s−µ)
2ps+1 (2.70)
Proof:See Valentina Corradi and Halbert White[1995]♦
Hence, based on (2.70), we derive that Kβn represent consistent ANN estimates
of the conditional stochastic volatility σ2.
We remark that this result holds for bounded random variables only due to the
considering only βs which should be normally be defined on compact set. But
our extension of consistency results for neural network estimators for unbounded
stochastic processes in chapter 1 and 3, however suggest that theorem 2.3.1 can
also be extended to a more general setting which applies to financial applications.
2.4 Financial Applications
2.4.1 Financial Valuation on a Risk Adjusted Basis
2.4.1.1 Forecasting Stock Price Conditional Expected Returns
Optimal forecasts must have the features to minimize the Mean Square Error,
therefore accordingly to (2.24) and (2.28), at the tth trading day, the daily ex-
pected return µt can be forecasted using:
µˆt,m : = µˆ
µ
m (St−1, ..., St−p1 , µˆt−1,m−1, , µt−q1,m−1) (2.71)
= βˆ0 +
H∑
j=1
βˆ
µ
j Ψ
(
γˆ
µ
0 +
p1∑
i=1
γˆ
µ
i St−i +
q1∑
l=1
γˆ
µ
l µˆt−l,m−1
)
. (2.72)
where µˆt,0 represents some initial estimates of the conditional expected returns.
To determine µˆt,0, unwarrant classical normality assumptions are usually initially
imposed on the unexpected return generating process (Et)t∈Z and finding µˆt,0 by
means of some maximum likelihood estimation procedures under some linear
models like the ARMA ones.
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2.4.2 Value-at-Risk Quantification
Defined as the conditional quantile of the daily returns, accordingly to the model
(2.1) and (2.2), the daily value-at-risk V artα defined by:
P (St ≤ V aRtα|Ft−1) = α (2.73)
is given as follow:
V aRtα := µt + σt × qα. (2.74)
Therefore, at the tth trading period, the maximum amount of P&L that might
occur for the given holding can be estimated by:
ˆV ar
t
α := µˆt,mopt + σˆt,mopt × qα. (2.75)
where qα represents the quantile of the unexpected returns (Et)t∈Z .
To overcome the difficulties resulting from the non observability of (Et)t∈Z , one
can replace (Et)t∈Z by the fitted residuals defined by:
Eˆt := St − µˆt,mopt
σˆt,mopt
(2.76)
and use if necessary the same machinery based on ANN, EVT and GPD for
estimating the conditional expected return, the conditional stochastic volatiliy
and the quantile of the heavy tailed distribution. This can be done exactly in
the same manner as the results of the previous chapter. In such framework, qα
is estimated by:
qˆαn(N, u) :=
σˆN (u)
ψˆN
{[
n
N
(1− α)
]ψˆN
− 1
}
+ u. (2.77)
Therefore the daily Value-at-Risk is estimated by:
ˆV aR
t
α := µˆt,mopt +
[
σˆN(u)
ψˆN
{[
n
N
(1− α)
]ψˆN
− 1
}
+ u
]
× σˆt,mopt (2.78)
2.4.3 Applications in Option Pricing
This section outlines the uses of non-parametric ARMA-GARCH in option pric-
ing. Similarly to the two factor volatility model of Hull-White[1987], an Autoregressive-
Sieve Bootstrapping or Monte Carlo Simulation method can also be combined
with the non-parametric ARMA-GARCH algorithm for pricing a European Call
option whose underlying security has a price given by an ARMA-GARCH process.
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2.4.3.1 Bootstrapping Fitted Unexpected Returns For Pricing Euro-
pean Style Options.
Similarly to the Historical Simulation approach, one can estimate the empirical
distribution of the unexpected returns (Et)t∈Z using the Bootstrap methodology.
The method was initially proposed by Efron [1979], as a non-parametric randomi-
sation technique that draws from the observed distribution of the data to model
the distribution of a statistic of interest. The AR-Sieve Bootstrapping method
that will be used throughout this section can be fundamentally equated as a hy-
brid between the original Sieve estimation procedures of Grenander [1981] and
the classical bootstrap method (see Efron [1979], Freedman [1984], Bose [1988],
Franke and Kreiss [1992], Buehlmann [1999]).
As the sample size tends to infinity, AR-Sieve Bootstraps provide correct non-
parametric model-specification (see P.Buehlmann, page 4). Therefore, AR-Sieve
Bootstraps are robust against model-misspecification.
Under our market settings, the AR-Sieve Bootstrapping method is carried out by
considering the fitted residuals Eˆt defined by:
Eˆt := St − µˆt,mopt
σˆt,mopt
(2.79)
and define FˆE e.g the empirical distribution function of the innovation (Et)t∈Z by:
FˆE(x) :=
1
N − p
N∑
t=p+1
1[Eˆt − E¯t ≤ x] (2.80)
where
E¯t := 1
N − p
N∑
t=p+1
Eˆt. (2.81)
Now, we consider the AR-Sieve Bootstrap model defined by:
S∗t+1 := µˆt,mopt + σˆt,mopt × E∗t (2.82)
where
E∗t are iid and drawn from FˆE . (2.83)
To construct some artificial market scenarios, we consider a large bootstrap sam-
ple [(
E∗t,p
)]
t=1,2,...,N ;p=1,2,...,P=10.000
(2.84)
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generated from FˆE or the fitted residuals Eˆt.
At each trading period, P bootstrap artificial market scenarios representing some
admissible market values of the underlying stock prices are given by:
∀t = 1, 2, ...N, and ∀p = 1, 2, ..., P = 10.000
S∗t+1,p = µˆt,mopt + σˆt,mopt × E∗t,p. (2.85)
Assuming that the option expires at the T th trading period with a strike price K
and a current price S0 under a risk free interest rate equal to r, we derive the the-
oretical market value of a European Call Option by discounting the expectation
of the option’s payoff e.g:
Cˆ(S0, T,K, r) := exp(−rT )

 1
P
P∑
p=1
max{S∗T,p − K, 0}

 = (2.86)
exp(−rT )

 1
P
P∑
p=1
max{µˆT,mopt + σˆT,mopt × E∗t,p − K, 0}

 . (2.87)
Using the Put-Call Parity, one can derive similar results for pricing European
Put options.
2.4.3.2 Combining Monte Carlo Simulation and Non-parametric ARMA-
GARCH For Pricing European Options
In this subsection, after specifying some underlying models of the unexpected
returns(E)t∈Z , we combine the use of Non-parametric ARMA-GARCH and some
independent series of Monte Carlo Simulated values of the unexpected returns for
pricing European Style Options. We implement the three most frequently used
models for approximating underlying stock price innovations.
• I:(Et∈Z) iid Student distributed ( for capturing the heavy tailedness)
• II:(Et∈Z) iid Generalized Pareto distributed ( for extreme market events ).
In each case, independent series consisting of Monte Carlo Simulated values drawn
from the underlying models help to generate large set of simulated terminal prices
(ST,i)i=1,2,...,N given by:
ST,i := µˆT + σˆTET,i. (2.88)
Therefore the discounted expectation of the option payoff defined by:
Cˆ(S0, T,K, r) := exp(−rT ])
(
1
N
N∑
i=1
max{ST,i − K, 0}
)
(2.89)
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can be used for estimating the theoretical market value of the European call op-
tion C(S0, T,K, r).
To test the goodness and efficiency of these option-pricing methodologies, we
recall the famous Black-Scholes pricing formula and compare it with the non-
parametric ARMA-GARCH based methods while assuming that at the initial
trading period, we have a known initial unconditional volatility of the underlying
security denoted by σˆ20.
2.4.3.3 Recall: Black-Scholes Option Pricing Formula.
If the underlying asset price of a given option is modelled by geometric Brownian
motions e.g.
dS(t) = S(t) [µdt + σdW (t)] , (2.90)
then it is log-normally distributed and:
ln(St) ∼ N
(
ln(S0) +
[
µ − σ
2
2
t
]
, σt
)
. (2.91)
Using the Itoˆ Formula, the price f(S, t) of a European call option is given by the
following stochastic differential equation:
df(S, t) =
(
∂f
∂S
µS +
∂f
∂t
+
1
2
∂2f
∂S2
σ2S2
)
dt +
∂f
∂S
σSdW. (2.92)
Therefore, under the Black-Scholes market settings (see Hull-White[1997]), one
can build a risk-less portfolio by shorting one share of option and longing ∂f
∂S
of
the underlying stock. Due to the absence of arbitrage opportunities underlying
the Black-Scholes model, such portfolio must provide the same expected return
as a risk-free bond. This leads to the Black-Scholes-Merton partial differential
equation
∂f
∂t
+ rS
∂f
∂S
+
1
2
σ2S2
∂2f
∂S2
= rf (2.93)
subject to the initial boundary conditions
f = max(S −K, 0) For a European Call Option , (2.94)
f = max(K − S, 0) For a European Put Option . (2.95)
The solutions of these partial differential equations, known as the Black-Scholes
option pricing formula provide at time zero, the theoretical market value of a
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European Call option on a non-dividend paying stock and the corresponding
price for a European Put Option e.g:
C(S0, T,K, r, µ, σ) = S0N (d1) − K exp(−rT )N (d2) (2.96)
and
P (S0, T,K, r, µ, σ) = K exp(−rT )N (−d2) − S0N (−d1) (2.97)
where
d1 : =
ln(S0) − ln(K) + (r + σ22 )T
σ
√
T
(2.98)
(2.99)
d2 : =
ln(S0) − ln(K) + (r − σ22 )T
σ
√
T
= d1 − σ
√
T (2.100)
2.4.3.4 ANN; EVT and ARMA-GARCH versus Black Scholes
We illustrate the goodness and the accuracy of the ANN; EVT and ARMA-
GARCH based daily Value-at-Risk methodology via the computation of the
daily VaR of a holding consisting of one European Call Option on one share
of SIEMENS as the underlying asset. As explanatory variables, we use the daily
closing prices of BASF, DAX30 and COMMERZBANK traded on the stock ex-
change of Frankfurt. We have assumed a flat term structure. The simulation
results fit with the current market practices and expectation. The correction
made by the ANN; EVT and ARMA-GARCH based discounted payoff is illus-
trated by some additional payoff above the black scholes payoff. The ANN; EVT
and ARMA-GARCH based discounted payoff is slightly greater than the market
value of the considered Black Scholes European Call. The difference between the
two payoffs can be equated as the added value provided by the ANN; EVT and
ARMA-GARCH based approach.
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Chapter 3
Market Risk Controlling Based
on Artificial Neural Networks
Neural Networks is now a vibrant and mature subject. It began over 50 years
ago, based on very simple models of the real neurons of the brain. It had great
acceptance initially but was oversold as being able to solve all problems of infor-
mation processing up to consciousness itself. This hubris caused a reduction of
support for the subject, but more recent work has led to deeper foundations as
well as increasingly powerful ability to simulate large networks of neurons. The
areas of industrial applications of neural networks are now very broad, they be-
ing important components in power distribution and control systems in numerous
chemical and engineering plants, as well as leading to efficient pattern recognisers
such as the IRIS scan system recently launched on the NY Stock Exchange. They
also play an important role as predictors in the financial markets. At the same
time the increased understanding of the powers of neural networks has allowed
an ever deeper understanding of the nature of the processing in various parts of
the brain. There is now a strong move to broaden this to the global brain and
to its greatest subtlety, that of consciousness. There are now numerous groups
dedicated to understanding this last great bastion of the scientific unknown; the
neural correlates of consciousness are being carefully tracked down and the un-
derlying neural mechanisms being exposed.
The major criticism of many market risk measurement models is the need of nor-
mality settings. Cleary, for some assets such as options and short-term securities
(bonds), normality assumptions are highly questionable. For example, the most
an investor can lose if he or she buys a call option on equity is the call premium;
however, the investor’s potential upside returns are unlimited. In a statistical
sense, the returns on call options are nonnormal since they exhibit positive skew.
To overcome the normality assumptions, consider (St)t∈Z the stochastic process
driving the returns (Profits and Losses) of a given financial portfolio. Beside the
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use of the conditional volatility as a market risk measure, the Value-at-Risk is
nowadays widely adopted for aggregating market risk exposures, estimating the
riskyness of trading strategies or determining the economic capital for fulfilling
financial regulators risk capital standards (see Bank of International Settlement,
[1996]).
There are various ways of defining the Value-at-Risk, there exist also different
technical approaches for its implementation, but the crucial quantity is always
the conditional quantile of the Profits and Losses (P&L) within a certain con-
fidence level over some liquidation or holding period. For estimating easily the
daily Value-at-Risk or forecasting the future market values of financial assets,
some unwarranted normality assumptions are usually made (see Variance Co-
variance; Delta-Gamma, Monte Carlo Simulation). The normality settings of
financial assets hide a lot of drawbacks due to the fact that financial returns usu-
ally display some patterns of skewsness or heavy tailedness. Consequently the
normality assumptions become no longer appropriate for describing the dynam-
ics of the marked-to-market values of financial stocks. An alternative consists on
making use of the theory of ANN by applying the new denseness results estab-
lished in chapter one that extends White’s neural network denseness results to
heavy tailed, unbounded stochastic processes. Based on the new approximation
results establisched in the first chapter, one can derive the conditional quantile of
the stochastic process of the financial returns of a given position. For that, we do
combine, Bassett and Koenker [1978] conditional quantile estimation algorithm
and our new ANN denseness results. This enables to estimate the VaR without
the need to estimate the conditional means or stochastic volatility or assuming
any of the questionable hypothesis except that financial returns are either inde-
pendent identically distributed or are mixing stochastic processes.
Given α ∈ [0 , 1], generally chosen in [0.95 , 0.99], the daily α-conditional Value-
at-Risk V aRtα, is defined as the α-conditional quantile of the financial return St
given trading information and financial fixings of the portfolio up to time t − 1
e.g.:
P
(
St ≤ V aRtα|St−1, St−2, ..., St−τ , Xt−1
)
= α. (3.1)
Using the new approximation properties of neural output functions, their flexible
learning capacities, combined with the characterization of conditional quantiles
due to Bassett and Koenker [1978], one can derive a consistent neural network es-
timator for the conditional daily VaR V aRtα by solving the following optimisation
problem:
min
θ∈ANN(Ψ,qn,∆n)
1
N
N∑
t=1
L (St, θ(Zt−1)) (3.2)
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where
Zt−1 := (St−1, St−2, ..., St−τ , Xt−1) ∈ <r.
θ(z) := β0 +
H∑
j=1
βjΨ(z˜.γj).
(3.3)
with
z˜ := (1, z1, z2, ..., zr)
T . (3.4)
and
L (St, θ(Zt−1)) := |St − θ(Zt−1)|
[
α1[0,+∞[ (St − θ(Zt−1)) + (1− α)1]−∞,0] (St − θ(Zt−1))
]
Let θˆn denote any optimal solution of (3.2). Up to some regularity conditions on
Ψ, qn and ∆n where, as in the first chapter qn and ∆n determine the connectionist
sieve controlling the complexicity of the network for increasing sample size n.
θˆn can be used for estimating consistently and non-parametrically the daily Value-
at-Risk V aRtα.
The first section of the chapter is dealing with general results on the existence and
consistency of the neural network estimators θˆn. The second section is specifying
the underlying assumptions that enable the estimation of the conditional quantile
of the returns using ANN and leading to the daily VaR estimates. We illustrate
the goodness and the accuracy of the VaR methodology via the computation
of the daily VaR of a holding consisting of one share of DEUTSCHE Bank.
As explanatory variables, we use the daily closing prices of BASF, DAX30 and
COMMERZBANK traded on the stock exchange of Frankfurt.
3.1 Consistent and Nonparametric Conditional
Quantile Estimation Using ANN
Before the statement of the main theorem leading to the consistent neural network
estimator of the daily VaR, we refer to the basic existence and consistency result
of White [1990] which we already applied in chapter 1.
Theorem: Existence and Consistency defined as Solutions
of a Minimization Problem
Let (Ω,F ,P) be a complete probability space, and (Θ, || ||Θ) a separable normed
space. For n=1, 2, 3,..., consider Θn,⊂ ΘandQn : Ω×Θ → <¯ such that:
1◦) (Θn)n∈N is an increasing sequence of compact subsets ofΘ such that
∪+∞n=1Θn is dense in Θ (3.5)
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2◦) Qn(ω, θ) is measurable in ω for any θ and continuous in θ for any ω. Then,
there exists measurable mappings θˆn : Ω → Θn such that:
Qn(w, θˆn) := min
θ∈Θn
Qn(w, θ). (3.6)
If additionally, there exists a continuous function Q¯ : Θ → <¯ such that for some
θ0 ∈ Θ :
3◦)
sup
θ∈Θˆn
∣∣∣Qn(ω, θ) − Q¯(θ0)∣∣∣ p→ 0 for n→∞, (3.7)
4◦)
inf
θ∈Θ ; ||θ−θ0||≥
{
Q¯(θ) − Q¯(θ0)
}
> 0 for all > 0, (3.8)
then θˆn is a consistent estimator of θ0, i.e.
||θˆn − θ0||Θ p→ 0 for n→∞. (3.9)
Proof:
The theorem is a direct consequence of Theorem 2.2 and corollary 2.6 of White
and Wooldridge [1990]. We only have to strengthened some of the assumptions a
bit, e.g. assuming continuity instead of lower semi continuity of Qn or a normed
space instead of a metric space, to simplify formulations .♦
3.2 Theorem: Consistent and Nonparamet-
ric Estimator for the daily Value-at-Risk
3.2.1 Consistent Neural Network Conditional Quantile Es-
timator
Let qn , ∆n and Ψ be chosen as in (1.14) and (1.67) , and (St)t∈Z be the stochas-
tic process describing the dynamics of the financial returns of a given portfolio.
Let Xt represent some exogenous information on the market, and set as before
Zt−1 := (St−1, St−2, ..., St−τ , Xt−1) . (3.10)
In contract to chapter1, we do not assume that an AR-ARCH-model like (1.1),
but allow (St, Zt−1) to be rather arbitrary stationary time series. Our goal is to
estimate the α-quantile of St given Zt−1 = z.
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We consider neural networks with inputs Zt−1, i.e. the corresponding output
functions are defined on <l, where l = τ + dim(Xt). We fit the neural networks
to the data by minimizing
Qn(θ) :=
1
n
n∑
t=1
L (St, θ(Zt−1)) (3.11)
where
L (St, θ(Zt−1)) = |St − θ(Zt−1)|
[
α1[0,+∞[ (St − θ(Zt−1)) + (1− α)1]−∞,0] (St − θ(Zt−1))
]
.
The resulting network function is called θˆn:
Qn(θˆn) := min
θ∈ANN(...)
Qn(θ). (3.12)
We prove that the conditional α-quantile of St given Zt−1 = z which we call
θα(z), can be estimated nonparametrically and consistently using the neural out-
put function θˆn(z) under appropriate assumptions on the growth of the network
complexicity.
Our arguments follow closely those in section 1.4.2 where we discussed the esti-
mation of conditional means. We, therefore, assume the assumptions of theorem
1.4.2.1 are fulfilled. Write again
Θˆn = ANN(Ψ, qn,∆n), (3.13)
and Θ be the closure of ∪+∞n=1Θˆn in L2(µ), where µ is the stationary distribution
of Zt−1. We remark that the summands
L (St, θ(Zt−1)) = α (St − θ)+ + (1− α) (St − θ)− ,
where u+, u− defined as the positive and negative part of u ∈ <, are also contin-
uous in θ. Moreover
Q¯ = E (Qn) = E
[
α(St − θ(Zt−1))+ + (1− α)(St − θ(Zt−1))−
]
(3.14)
is continuous on Θˆn by the same arguments as in section 1.4.2. Now we consider
θ = θα. Let
q(s, y) = α(S − y)+ + (1− α)(S − y)−. (3.15)
Then, θα(z) minimizes by definition E (q(St, θα)|Zt−1 = z). Therefore, for all z,
E (q(St, θα)|Zt−1 = z) ≤ E (q(St, 0)|Zt−1 = z) (3.16)
= E
(
αS+t + (1− α)S−t |Zt−1 = z
)
(3.17)
= E (|St| |Zt−1 = z) . (3.18)
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The right-hand side is integrable with respect to µ, giving as result just
E(|St|) <∞, and, therefore
Q¯(θα) = E {E(q(St, θα(Zt−1)|Zt−1))} ≤ E(|St|) <∞. (3.19)
Moreover, Lemma 3.2.1.2 stated below, implies that∣∣∣Q¯(θ)− Q¯(θα)∣∣∣ ≤ E |q(St, θ(Zt−1))− q(St, θα(Zt−1)| (3.20)
≤ E |θ(Zt−1)− θα(Zt−1)| (3.21)
≤
{∫
(θ(z)− θα(z))2 dµ(z)
} 1
2
(3.22)
where we use Jensen’s inequality for the last line. Therefore, Q¯ is continuous
w.r.t L2(µ)-norm in θα. We assume θα ∈ Θ. Then, Theorem 3.1 implies that
there exist θˆn ∈ Θˆn such that
Qn(θˆn) = min
θ∈Θˆn
Qn(θ) (3.23)
which estimate θα consistently, i.e∫ (
θˆn(z)− θα(z)
)2
dµ(z)
p→ 0 (3.24)
provided that
sup
θ∈Θˆn
∣∣∣Qn(θ) − Q¯(θ)∣∣∣ p→ 0 (3.25)
inf
θ∈N c (θα)
Q¯(θ) − Q¯(θα) > 0 (3.26)
for arbitrary -neighbourhoods N(θα) of θα. For the latter condition, consider θ
with ||θ − θα|| ≥ . Then, we have for arbitrary δ > 0,
Q¯(θ) − Q¯(θα) = E (q(St, θ(Zt−1)− q(St, θα(Zt−1))) =∫
E {q(St, θ(Zt−1)− q(St, θα(Zt−1)) | Zt−1 = z} dµ(z)
=
∫
E {..| Zt−1 = z} 1(δ,∞)(|θ(z)− θα(z)|)dµ(z) +∫
E {..| Zt−1 = z} 1[0,δ](|θ(z)− θα(z)|)dµ(z)
≥
∫
E {..| Zt−1 = z} 1(δ,∞)(|θ(z)− θα(z)|)dµ(z)−
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∫
|θ(z)− θα(z)|.1[0,δ](|θ(z)− θα(z)|)dµ(z)
≥
∫
Cδ(z, θα(z))
1
2
|θ(z)− θα(z)|21(δ,∞)(|θ(z)− θα(z)|)dµ(z)−∫
|θ(z)− θα(z)|1[0,δ](|θ(z)− θα(z)|)dµ(z)
where we have used Lemma 3.2.1.2 for the first inequality and Lemma 3.2.1.3.
for the second one. Cδ(z, θα) denotes the lower bound for the conditional density
fs(y|z) of St given Zt−1 = z on the interval θα − δ ≤ y ≤ θα + δ.
Now for δ ↘ 0,
u21(δ,∞)(u) ↗ u2 ∀u ≥ 0 (3.27)
u1[0,δ](u) ↘ 0 ∀u ≥ 0 (3.28)
and, using the continuity of fs(y|z) in a neighbourdhood of θα for all z
Cδ(z, θα(z)) = inf|y−θα(z)|≤δ
fs(y|z) ↗ fs(θα(z)|z) (3.29)
as soon as δ is small enough. By the monotone convergence theorem we may
exchange the limit operator lim↘0 and the integration
∫
..dµ(z) and get
Q¯(θ) − Q¯(θα) ≥ 1
2
∫
fs(θα(z)|z).|θ(z)− θα(z)|2dµ(z) (3.30)
≥ C
2
||θ − θα||2 ≥ C
2
2 > 0. (3.31)
We have to assume that for some C, δ, fs(y|z) is continuous in
y ∈ (θα(z)− δ , θα(z)+ δ) and fs(θα(z)|z) ≥ C for almost all (w.r.t measure µ) z.
So, we have proven (3.26), and it remains to prove (3.25).
For that purpose, we follow the proof of theorem 1.4.2.1. First, we consider the
same open covering Uni , i = 1, 2, ..., K(δn), of the compact set Θˆn, and we again
remark
K(δn) ≤ 4
(
∆n
δn
)qn(r+2)+1)
qqn(r+1)n (3.32)
by lemma 1.6.2.1. Now, we use the notation
St(θ) = g(θ, St, Zt−1) = α(St − θ(Zt−1))+ + (1− α)(St − θ(Zt−1))−. (3.33)
By continuity of y, the measurability condition of Theorem 1.6.2 is satifsfied.
Condition of Theorem 1.6.2 is satisfied with Mn,t ≡ 1 as for θ, θ∗ ∈ Θˆn
|St(θ)− St(θ∗)| ≤ |θ(Zt−1)− θ∗(Zt−1)| (3.34)
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by lemma 3.2.1.2. The α-mixing property of (St, Zt−1) is again inherited by St(θ).
Assuming an exponentially decreasing tail of the law of St, i.e.
P (|St(θ)− E(St(θ))| > x) ≤ P (|St(θ)| > x− E(St(θ)))
= P
(
α(St − θ(Zt−1)+ + (1− α)(St − θ(Zt−1)− > x− E(St(θ))
)
≤ P (|St − θ(Zt−1)| > x− E(|St − θ(Zt−1)|))
≤ P (|St| > x− E(|St|)− E(|θ(Zt−1)|)− |θ(Zt−1)|))
≤ P (|St| > x− E(|St|)− 2∆n)
≤ a0 exp {−fn(x)}
for all x > E(|St|) + 2∆n with
fn(x) = a1(x− |St|)− 2∆n)β. (3.35)
Therefore, the Bernstein inequality of Theorem 1.6.1.3 is applicable to
t(n) = St(n)− E(St(n)). Choosing Mn = 4∆n in that inequality, we have
fn(Mn) ≥ a1∆βn for ∆n ≥ E(|St|), (3.36)
and, then
P
(∣∣∣∣∣
n∑
t=1
|St| − E(|St|)
∣∣∣∣∣ > ∆n
)
≤ C1 exp
{
−C2
2
∆n√
n∆n
}
+ na0 exp{a1∆βn} (3.37)
provided that nEn(4∆n) = o(∆n). We postpone discussion of that property, and
we remark that, then, condition (1.277) of Theorem 1.6.2 is satisfied if ∆n →∞
fast enough for the choice
γn() = C1 exp{−C2
4
√
n∆n
}+ na0 exp{−a1∆βn}. (3.38)
We conclude that the assumptions of Theorem 1.6.2 are satisfied if we additionally
assume that the stationary distribution of Zt−1 aslo decays exponentially, i.e. for
some β0, β1, τ > 0
P (||Zt−1|| > x) ≤ β0 exp{−β1||x||2} for all x. (3.39)
Now, we can apply Theorem 1.6.2. for some Sn(θ) = nQn(θ) and an = n, and
get
P
(
sup
θ∈Θˆn
∣∣∣Qn(θ)− Q¯(θ)∣∣∣ > 
)
= P
(
sup
θ∈Θˆn
|Sn(θ)− E(Sn(θ)| > n
)
p→ 0 (3.40)
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if for yet arbitrary δn, ρn
K(δn)γn(n)→0, K(δn) n
n
(1 + ∆nρn)δn→0, (3.41)
K(δn)
n
n
∆n exp{−β1
2
ρ2n}→0. (3.42)
To show the previous equation(3.42), we replace K(δn) by the upper bound given
above. For, the first term, we need, using pn ≡ qn(r + 1),
K(δn)γn(n) ≤ 4
(
∆n
δn
)qn+pn+1
∗
qpnn
{
C1 exp
(
−C2
4

√
n
∆n
)
+ na0 exp
(
−a1∆βn
)}
→ 0 for n→∞. (3.43)
For that it sufficies
exp
{
(pn + qn + 1)log(
∆n
δn
) + pnlog(qn)− C2
4

√
n
∆n
}
→0, (3.44)
exp
{
(pn + qn + 1)log(
∆n
δn
) + pnlog(qn)− a1∆βn + log(n)
}
→0. (3.45)
Assuming log(n) = o(∆βn), then (3.44) and (3.45) hold if
qnlog (∆nqnδn) = o
(√
n
∆n
)
, (3.46)
qnlog (∆nqnδn) = o
(
∆βn
)
. (3.47)
The left term of (3.42) is bounded by(
∆n
δn
)qn+pn+1
qpnn (1 + ∆nρn) δn. (3.48)
Assuming that ∆nρn→∞, that term converges to 0 if(
∆nqn
δn
)qn (∆n
δn
)qn+1
∆nδnρn→0. (3.49)
Therefore, the left term of (3.42) converges to 0 if(
∆nqn
δn
)pn (∆n
δn
)qn+1
∆n exp
{
−β1
2
ρ2n
}
→0. (3.50)
Now we choose ρn = n
ρ, δn = n
γ∆nqn for some ρ, γ > 0.
As qn,∆n→∞ (3.46) implies necessarily
∆n = o(n
1
2 ). (3.51)
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(3.46), (3.47) hold if, neglecting the constant factor γ,
∆nqnlog(n) = o(n
1
2 ) and ∆nqnlog(n) = o
(
∆(1+β)n
)
. (3.52)
The second assertion implies the assumption log(n) = o
(
∆βn
)
made above. Also,
we have now
δn = ∆nq
γ
n = o
(
n
1
2
+γ
)
. (3.53)
Therefore, together with ρn = n
ρ, (3.50) is implied by (3.49). The latter condition
is implied by, using ∆n ≤ qn∆n,
(∆nqn)
pn+qn+2
δn
pn+qn
nρ =
(qn∆n)
2
nρ
nγ(pn+qn)
→0, (3.54)
as
qn∆n = o
(
n
1
2
)
and pn + qn→∞ for n→∞.
It remains to discuss the condition nEn (4∆n) = o(∆n) which we have assumed
above. We have chosen ∆n = n and, therefore, need En (4∆n) = o(1). Let n be
large enough such that ∆n ≥ E (|St|), then for x ≥ 4∆n, we have
x− E (|St|)− 2∆n ≥ x
4
, (3.55)
and therefore
En (4∆n) =
∫ ∞
4∆n
e−a1 (x− E (|St|)− 2∆n)
β
dx (3.56)
≤
∫ ∞
4∆n
e−a1(
x
4
)βdx →0 as ∆n→∞. (3.57)
Therefore, we have finally proven the following result.
3.2.1.1 Theorem
Let (Ω,F , P ) be a complete probability space, and let (St, Zt−1) be a stationary
stochastic process satisfying an α-mixing condition with exponentially decreasing
mixing coefficients, where St is real valued and Zt−1 ∈ <r. Let the stationary
distribution of St be absolutely continous and satisfy
P (|St| > x) ≤ β0 exp {−β1xτ} for x ≥ 0 (3.58)
for some β0, β1, τ > 0. Let qα denote the conditional α-quantile of St given
Zt−1 = z, i.e,
P (St ≤ qα|Zt−1 = z) = α for µ− almost all z. (3.59)
Let fs (x|z) denote the conditional density function of St given Zt−1 = z, and
assume that there are some C, δ > 0 such that for µ-almost all z, fs (x|z) is
continuous in x ∈ (qα(z)− δ, qα(z) + δ) and
fs (qα(z)|z) ≥ C > 0. (3.60)
Let Ψ be bounded in absolute value by 1 and satisfy the Lipschitz condition:
|Ψ(u)−Ψ(v)| ≤ L. |u− v| for u, v ∈ <. (3.61)
Let Θˆ = ANN (Ψ, qn,∆n) be the usual set of neural network output functions of
r variables with qn neurons in the hidden layer where the sum of absolute values
of the weights from the hidden layer to the output layer is bounded by ∆n, and
the sum of all absolute values of the weights from the from input to hidden layer
is bounded by qn∆n. Let Θ denote the closure of Θˆ in L
2(µ). Let θˆn(z) ∈ Θˆ be
the neural network estimate given by
θˆn = argminθ∈Θˆ
1
n
n∑
t=1
{
α (St − θ(Zt−1))+ + (1− α) (St − θ(Zt−1))−
}
. (3.62)
Assume qα ∈ Θˆ. Then, θˆn is a consistent estimate of qα for n→∞ in L2(µ)-sense∫ (
qα(z)− θˆn(z)
)2
dµ
p→ 0 (3.63)
provided that for n→∞:

qn,∆n →∞
∆n = o(n
1
2 ) and
qn∆nlog(n) = o
(
min
(√
n,∆(1+β)n
))
.
White[1992] has proven a similar result for bounded random variables. In that
case, the growth conditions are

qn,∆n →∞
∆n = o(n
1
2 ) and
qn∆nlog(qn∆nqn) = o
(
n
1
2
)
, i.e.
(3.64)
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the unboundedness essentially introduces the additional condition
qn∆nlog(n) = o
(
∆(1+β)n
)
. (3.65)
compare also the discussion after Theorem 1.4.2.1: Our growth conditions are
e.g., satisfied if
∆n = bn
γ for 0 < γ <
1
2
, b > 0, (3.66)
and either
γ ≥ 1
2(1 + β)
, qn = o

 n 12−γ
log(n)

 , (3.67)
or
γ <
1
2(1 + β)
, qn = o
(
nβγ
log(n)
)
. (3.68)
To guarantee the uniqueness property (3.26) for θα(≡ qα) White [1992] directly
assumed that:
For all small  > 0, ∃δ > 0 such that E |θ(Zt−1)− θα(Zt−1)| >  implies
p
({
θ(Zt−1) + θα(Zt−1)
2
}
≤ St < θα(Zt−1)|θ(Zt−1) < θα(Zt−1))
)
> δ
p
(
θ(Zt−1) ≤ St <
{
θ(Zt−1) + θα(Zt−1)
2
}
|θ(Zt−1) ≥ θα(Zt−1)
)
> δ
(compare Assumption A.3 of White[1992]). We have replaced this technical as-
sumption which exclude certain degenerate non-uniqueness of the quantiles by
the somewhat stronger, but more easily verified assumptions on the conditional
density fs(x|z) in a neibourghood of the quantile qα(z). Our type of assump-
tions are rather standard in the context of studying quantile estimators. For the
AR-ARCH model (1.1), we have, e.g.,
fs(x|z) = f
(
s−m(z)
σ(z)
)
(3.69)
where f denotes the density of the innovations t. Therefore, the assumption on
fs(x|z) is satisfied if f(u) is continuous in a neighbourdhood of the α-quantile
Qα of the innovation distribution and if f(Qα) > 0.
We conclude this section by adding two technical Lemmas used above.
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3.2.1.2 Lemma
For real-valued s, y let
q(s, y) = |s− y|
{
α1[0,∞)(s− y) + (1− α)1(−∞,0)(s− y)
}
(3.70)
= α(s− y)+(1− α)(s− y)−. (3.71)
Then, for all y, y¯, s
|q(s, y)− q(s, y¯)| ≤ max(α, 1− α).|y − y¯| ≤ |y − y¯| (3.72)
Proof:
For y ≤ y¯ ≤ s, we have
α(y − y¯)− (y¯ − s) = q(s, y)− q(s, y¯)
= (s− y)− (1− α)(y¯ − y) (3.73)
which implies, as (y¯ − s), (s− y) ≥ 0,
α(y − y¯) ≥ q(s, y)− q(s, y¯)
≥ −(1− α)(y¯ − y), (3.74)
and, therefore, |q(s, y) − q(s, y¯)| is bounded from above by at least one of the
terms α(y¯ − y) and (1− α)(y¯ − y). For other choices
y ≤ y¯ < s and s < y ≤ y¯ (3.75)
we have
q(s, y)− q(s, y¯) = α(y¯ − y) resp q(s, y)− q(s, y¯) = (1− α)(y − y¯) (3.76)
which immediately implies the assertion (3.73).♦
3.2.1.3 Lemma
Let q(s, y) be defined as in the Lemma 3.2.1.3. Let S be a real random variable
with density f(x). Let η be the α-quantile of S, i.e. α = P (S ≤ η).
a)
E (q(S, y)− E (q(S, η) =


E (S − y) 1[y,η](S) ∀y ≤ η
E (y − S) 1[η,y](S) ∀y ≥ η
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b) Let |y − η| ≥ δ > 0. Then, for any lower bounded C of f(x) on [η − δ, η + δ],
E (q(S, y))− E (q(S, η)) ≥ C.δ
2
2
. (3.77)
Proof:
a) If y ≤ η, we have
q(s, y)− q(s, η) = α(η − y)1[η,∞)(S) + (1− α)(y − η)1(−∞,y)(S) +
(S − αy − (1− α)η) 1[y,η](S)
= α(y − η)1[η,∞)(S)− (1− α)(η − y)1(−∞,η)(S) +
(S − αy − (1− α)η + (1− α)(η − y)) 1[y,η](S).
The expectation of the first term is 0, as
E
(
1[η,∞)(S)
)
= P (S > η) = 1− α (3.78)
and
E
(
1(−∞,η)(S)
)
= P (S < η) = α. (3.79)
The second term is just (S − y)1[y,η](S), and the assertion follows for y ≤ η.
The statement for η ≥ y follows completely anagously.
b) If y ≤ η, we have even y ≤ η − δ by assumption.
Using a)
E (q(S, y)− E (q(S, η) =
∫ η
y
(u− y)f(u)du (3.80)
≥
∫ η
η−δ
(u− y)f(u)du (3.81)
≥ C
∫ η
η−δ
(u− y)du (3.82)
= Cδ
(
η − y − δ
2
)
≥ C.δ
2
2
(3.83)
where for the first inequality we use that the integrand is nonnegative, for the
second one that
f(u) ≥ C > 0 for |u− η| ≤ δ (3.84)
and for the third one η − y ≥ δ. The case y ≥ η dealt with analogously.♦
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3.3 Financial Application
The goodness and the accuracy of this Value-at-Risk methodology based solely on
the neural network estimates of the conditional quantile is illustrated through-
out the computation of the daily VaR of a holding consisting of one share of
DEUTSCHE Bank. As explanatory variables, we use the daily closing prices of
BASF, SIEMENS, COMMERZBANK and DAX30 traded on the stock exchange
of Frankfurt. Beside the fact, the simulation takes relatively longer time before
delivering the ANN VaR estimate, the proposed method provides better back
testing results compared to the historical simulation VaR approach or the ANN-
EVT-AR-GARCH based VaR.
After a good fitting of the historical daily closing prices on one period, a VaR
validation and back testing period consisting of 255 trading days is used. The
ANN based VaR displays only 4 exceeds against 6 for the historical simulation
based VaR and 4 for the ANN-EVT-AR-GARCH based VaR implemented in the
first chapter.
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Chapter 4
Financial Predictions using
Diffusion Networks
4.1 Introduction
Markovian Diffusion Theory combined with Stochastic Calculus has always been
a fundamental concept in the analysis of the daily returns, closing prices or market
performances of financial instruments. Active modern research based on methods
of Markovian Diffusion Theory and Diffusion Neural Networks have shown that,
using Contrastive Hebbian Learning rules (CHL), one can formalize the activa-
tion dynamics of diffusion neural networks in the aim to reproduce the entire
multivariate probability distributions of a given financial portfolio (see Movellan
and Clelland [1993]) up to an acceptable level of accuracy. The Contrastive Heb-
bian Learning rules (CHL) have some appealing features that enable to capture
differences between desired and obtained continuous probability distributions.
Diffusions Networks are type of recurrent neural network with probabilistic dy-
namics, as models for learning natural signals that are continuous in time and
space. Since the solutions for many decision theoretic problems of interest are nat-
urally formulated using probability distributions, it would be desirable to design
flexible neural networks frameworks for approximating probability distributions
on continuous path spaces. Instead of using ordinary differential equations for
describing the evolution of stock prices or portfolio values, diffusion networks
are described by a set of stochastic differential equations. Diffusion Neural Net-
works are an extension of recurrent neural networks in which the dynamics are
probabilistic. They have been found very useful in stock price prediction (see
Mineiro, Movellan and Williams [1997], Kamijo and Tanigawa [1990], Kimoto
and Asakawa [1990], Refenes et al [1993]), Movellan [1997]).
The main advantages of Diffusion Networks over conventional forecasting meth-
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ods include simplicity of implementation and good approximation properties (see
Warwick et al [1992]). The notion of state plays a vital role in the mathematical
formulation of the dynamical system used for describing the changes of the val-
ues of financial instruments. The state of such a dynamical system is formally
defined as a set of quantities that summarizes all the information about the past
behaviour of the system that is needed to uniquely describe its future behaviour.
Such approach usually called Contingency can be seen as a class of functions map-
ping the space of inputs onto the space of possible probability distributions of the
outputs. In this chapter, some theoretical results illustrating the use of Diffusion
Networks for financial prediction will be the main focus. It will be shown that,
under some general regularity conditions allowing existence and uniqueness of
solutions of stochastic differential equations, one can approximate the transition
probabilities and the log-likelihood functions and derive consistent non-biased
predicting algorithm of future values of a considered financial instrument.
The ideas of learning probability distributions with Symmetric Diffusion Net-
works of Mineiro, Movellan and Williams [1997] and Movellan [1997] combined
with the Maximum Likelihood estimation and forecasting algorithm developed
in Pedersen [1993], which is based on incomplete observations of stochastic pro-
cesses, will be combined in order to build consistent estimates of the future market
values of a given position. In the first section, the log-likelihood function is will
be defined; the concept of transition probabilities will be specified. The first
section ends with some general results dealing with the existence and uniqueness
of solutions of stochastic differential equations (see Oksendal[1995]). The second
section of mainly dedicated to the approximation of the log-likelihood function.
Up to some regularity conditions, it will be shown that the approximate prob-
ability density functions of the transition probabilities converge in law to the
underlying ones. The analysis of the qualitative features and the study of the
convergence properties, such consistency and asymptotic normality will also be
illustrated (see Pedersen [1994], Dacunha-Castelle and Zmirou [1989]).
Security Price Model in a Continuous Time Set-
ting


dX(t) = b (t, X(t), θ) dt + σ (t, X(t), θ) dW (t)
X(0) = x0
(4.1)
Where:
W denotes a n-dimensional Brownian Motion.
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The drift terms b = (b1, b2, ..., bn) and the dispersion matrix, i.e. the volatility
matrix σ, are modelled as some neural output functions given by:
For a given synaptic weights θ = (β, γ) ∀i, j = 1, 2, .., n, , ∀t ∈ <+ , ∀x ∈ <
bi (t, x, θ) = β
0
i (t) +
qNi∑
j=1
β
j
i (t)ψi(x˜
T .γ
j
i ). (4.2)
and
σij (t, x, θ) = β
0
ij(t) +
qNij∑
k=1
βlij(k)ψij(x˜.γ
k
ij). (4.3)
verifying the following regularity conditions:
Market Coefficients Regularity Conditions
∀N ∈ N ,∀ L = ij or l = i for i, j = 1, 2, ..., n, there exist a sufficiently large
scalar qNL and some positive real numbers ∆
N
L , such that:


1◦) (qNL ) ⊂ N ,
2◦) (∆NL ) ⊂ R+,
3◦) ∆NL = o(N
1
4 )
4◦)qNL
(
∆NL
)4
log(qNij∆
N
L )) = o(N
1
4 )
(4.4)
and for any trading interval [0, T ] , ∀i, j = 1, 2, ... , βl(t) and γl(t) are con-
tinuous and uniformly bounded functions of the variable t such that:


qN
L∑
h=0
||βh||∞ ≤ ∆LN ,
qN
L∑
h,e=1
||γhe||∞ ≤ qNL ∆NL .
(4.5)
where
||βh||∞ = maxt∈[0, T ]||βh(t)|| (4.6)
The neural activation functions ψi and ψij are assumed to be monotonically in-
creasing, continuously Lipschitz, bounded, l-finite, twice continously differen-
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tiable and verifying: 

lim
x→+∞Ψ(x) < +∞,
lim
x→−∞Ψ(x) > −∞.
(4.7)
In fact the drift term and the dispersion matrix are some neural output functions
as defined in the previous chapters, with the suitable universal approximating
growth conditions. The regularity conditions (4.4), (4.5) and (4.7) justify the
financial returns model (4.1) because of the fact that connectionist sieve as de-
scribed in White [1989] and extended to unbounded random variables in the first
chapter do have some universal approximation properties. They are in some
sense, dense in the huge set of continuous functions (denseness on compacta) or
dense in some rich subset of square integrable functions (denseness with respect
to Lm norm). Consequently the neural output functions as chosen in the model
(4.1) can be used to approximate accurately, consistently and non-parametrically
the mean rate of returns of the portfolio that can be equated as the drift term
and the corresponding volatility. We remark that the difference to the set up of
the previous chapters is the fact that we consider a multivariate input Xt instead
of a univariate one, which complicates notation, but under appropriate regularity
conditions; share the same properties with the univariate case. Moreover, we
allow for a dynamic feature by letting the weights from hidden to output layer
to be stochastic in a continuous time setting.
Question:
Given some historical trading performances of a portfolio, how to train the net-
work to match some desired trading strategies . In others words, given
0 = t0 < t1 < t2 < ... < tk = T
some historical trading days and the corresponding financial returns or daily
closing P&L of the portfolio
(X(t0)X(t1) ... X(tk)) ,
how to train the network e.g how to choose and update the time depending
synaptic weights θ such that the resulting optimal weights maximizes the log-
likelihood function for θ defined by:
lK(θ) =
K∑
i=1
log p (ti−1, X(ti−1), ti, X(ti); θ) (4.8)
where
p (ti−1, X(ti−1), ti, X(ti); θ) (4.9)
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represents the probability that the network generates a continuous trading path
realizing the market value X(ti−1) at time ti−1 and X(ti) at the tith correspond-
ing trading period. p (ti−1, X(ti−1), ti, X(ti); θ) are called the transition probabil-
ities. When they are explicitly known, Billingsley [1961]; Dacunha-Castelle and
Florence-Zmirou [1986] have shown that the maximum likelihood estimators θˆK
which maximizes the likelihood function lk(θ) defined in (4.8) are in many cases
consistent and asymptotically normally distributed (see Pedersen [1994]). Unfor-
tunately transition densities are usually unknown.
Before starting the heavy artillery leading to a consistent maximum likelihood
approximation of the desired synaptic weights with other appealing properties
(such as asymptotic normality and consistency), we need to recall first, some
fundamental results dealing with the existence and uniqueness of solutions of
stochastic differential equations (see Karatzas and Shreves [1991]).
4.2 Existence and Uniqueness for Stochastic Dif-
ferential Equations
4.2.1 Definitions
4.2.1.1 Strong Solutions of Stochastic Differential Equations
A strong solution of a stochastic differential equation as the one of the considered
model, on the given probability space (Ω,F ,P) with respect to the Brownian Mo-
tion W and the initial conditionX(0) = x0, is a process
X = {Xt , 0 ≤ t < +∞}with continuous path and verifying:
1◦) P {X(0) = x0 } = 1,
2◦) ∀i = 1, 2, .., n , ∀j; , 0 ≤ t < +∞ ;
Pr
({∫ t
0
{|bi(s,Xs)|+ σij(s,Xs)} ds < ∞
})
= 1, (4.10)
3◦) ∀ 0 ≤ t < +∞ , Xt is given almost surely by:
Xt = X0 +
∫ t
0
b(s,Xs)ds + σ(s,Xs)dW (s) (4.11)
This strong solution can be viewed as the output of a dynamical system described
by the pair of coefficients (b, σ), whose inputs are the initial value x0, and the
Brownian motion W . According to the model (4.1), such output is given as a
neural output function of the time depending synaptic weights (β, γ) , adjusted
by the time depending bias β0.
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4.2.1.2 Weak Solutions of Stochastic Differential Equations
A weak solution of the stochastic differential equation (4.1) is a triple (X,W ) , (Ω,F ,P),
and a filtration {Ft} such that:
The process Xt is adapted
1 to {Ft} and 2◦) and 3◦) of the definition of strong
solutions are verified.
4.2.1.3 Theorem: Karatzas and Shreve[1999] or Yatanabe[1971]
Suppose that the coefficients b(t, Xt) and σ satisfy the global Lipschitz and linear
growth conditions e.g:
for every 0 ≤ t < +∞, (x, y) ∈ <n × <n and some positive constant K
Assumption1 Global Lipschitz Conditions
||b(t, x)− b(t, y)||+ ||σ(t, y)− σ(t, y)|| ≤ K × ||x− y||,
Assumption2 Linear Growth Bound
||b(t, x)||2 + ||σ(t, x)||2 ≤ K × (1 + ||x||2)
Assumption3 Measureability
Both b(t, x) and σ(t, y) are progressively measurable functions.
If A1-A3 are fulfilled, then there exists a uniquely defined stochastic process,
which is a strong solution of the stochastic differential equation (4.1).
Consequently we have also existence and uniqueness of a weak solution. In fact
the regularity conditions can be weaker to get only the existence and a uniqueness
of the weak solution that we need in the coming sections for a proper character-
isation of the transition probabilities.
Beyond the three previous conditions, we add a fourth one such that, the mar-
tingale problem problem for, b = (b1, b2, ..., bn) and a = σσ
T is well posed (see
Oksendal).
As stated in Pedersen [1994], to ensure that the stochastic differential equation
(4.1), has a weak solution, it is sufficient to require that for ∀θ, the martingale
problem for the drift term b = (b1, b2, ..., bn) and a = σσ
T is well posed (see Rogers
and Williams [1987] or Strook and Varadhan [1979] ).
Assumption.4 Coercivess
a(t, x) = σσT is positive definite.
1Xt is adapted to Ft if ∀t, Xt is Ft measurable
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4.3 Approximates Log-likelihood Function
This section represents the core of this chapter. It will shown that, under some
general conditions, one can accurately estimate the future financial returns of the
portfolio (Xt), by generating some artificial market scenarios leading to some
consistent estimate to the future financial returns. It will be shown that, the
expected returns corresponding to the generated artificial market scenarios con-
verge to the true underlying ones (convergence in L1 ). The regularity conditions
imposed on the market coefficients are sufficient to provide an explicit formula of
the continuous density of the stochastic process driving the approximate returns.
It will be shown that the approximate probability density functions of the tran-
sition probabilities converge in law to underlying ones. The second part of this
section is dealing with the qualitative features and the study of some convergence
properties, such consistency and asymptotic normality of the resulting estima-
tors (see Pedersen [1994], Dacunha-Castelle and Zmirou [1989]). The appealing
characteristics of the approximate financial returns and the approximate log-
likelihood estimators for the synaptic weights justify the choice of neural output
functions for drawing the portfolio market values dynamics.
4.3.1 Transition Probabilities
4.3.1.1 Definition
For a given synaptic weight θ and a pair (x, y) consisting of two admissible market
values, the corresponding transition probabilities denoted by
(Ps,x,t,y;θ)(0≤s≤ t<+∞;x,y;θ)
represents the probability that the network generates a continuous trading path
realizing the market values y at the trading time t while providing the valuex at
the previous trading step s. In order to approximate the transition probabilities
(usually unknown), one can make use of the following theorem that provides an
alternative way for describing the randomness of the dynamic of the returns. In
others words, it helps to replace the initial Brownian motion W , by a new one
that enables to derive more easily the probability distribution of the returns.
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4.3.1.2 Theorem
Under the assumptions A1-A4, one has:
1◦) The process
(
W θt
)
t≥0 defined by:

W θt =
∫ t
0
σ(s,Xs; θ)
−1d
[
Xs − xo −
∫ s
0
b(u,Xu; θ)du
]
t ≥ 0.
(4.12)
is a d-dimensional Brownian Motion.
2◦) Any solution of (4.1) is also solution of the following stochastic differential
equation 

dXt = b(t, Xt; θ)dt + σ(t, Xt; θ)dW
θ
t
X0 = x0
(4.13)
3◦) Using the Brownian Motion
(
W θs
)
s≥0 , ∀t ≥ 0 and ∀ x0 ∈ <
d , one has:
Xt = x0 +
∫ t
0
b(s,Xs; θ)ds +
∫ t
0
σ(u,Xu; θ)
−1d[W θs ]u
where [W θs ]u is given by:
[W θs ]u :=
∫ u
s
σ(u,Xt; θ)
−1d
[
Xt − x −
∫ t
s
b(v,Xv; θ)dv
]
(4.14)
Proof: See Friedman [1975]; Strook and Varadhan[1979].♦
4.3.1.3 Corollary: Forecasted Market Values
Using the third part of the previous theorem; if at a given time s , the portfolio
or the stock prices achieved a market value equal to x, then the future market
values are given by:
∀ θ , ∀x ∈ <d , ∀s ≥ 0 such that: Xs = x then,

Xt = x +
∫ t
s
b(u,Xu; θ)du +
∫ t
s
σ(u,Xu; θ)d[W
θ
s ]u
t ≥ s.
(4.15)
Due to the existence and the uniqueness of a weak solutionXt of (4.1) verifying
Xs = x , there exist a unique probability measure induced by Xt, . This probabil-
ity measure, denoted by Pθ;s,x , is defined on the sets of the Borel-sigma algebra
by: ∀A ∈ B(<d)
Pθ;s,x(A) := Pr ({Xt ∈ A}) .
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For any Borel set A, Pθ;s,x {Xt ∈ A} , represents the probability that the diffu-
sion network generates a trading strategy realizing at a future time t, a portfolio
market value belonging to the set A, provided that it equals x at the previous
trading time s.
Before starting the approximation procedure leading to the approximate log-
likelihood function or providing the approximate transition probabilities, we need
to recall some results due to Kloeden and Platen [1991] and dealing with the ap-
proximation of solutions of stochastic differential equations. This results can
also be equated as the forecasting tool helping to approximate the future market
values of the portfolio or the future stock prices.
4.3.2 Proposition: Approximated Financial Returns
Based on the discrete version of (4.15), one can define the approximate financial
returns of the given portfolio as follow:
For N ≥ 1 , ∀ (s, t) ∈ [0 tn]2 ; ∀ (x, y) ∈ <d × <d, let
(
Y Nl
)
l∈[s , t] be the
stochastic process defined by:

Y Ns = x
Y Nτk = Y
N
τk−1
+ t−s
N
b(τk−1, Y Nτk−1; θ) +
a(τk−1, Y Nτk−1; θ)
1
2 .
(
[W θs ]τk − [W θs]τk−1
)
τk = s+ k × t−sN
(4.16)
Under the Assumptions A1-A4, one has:
Y NτN = Y
N
t → Xt in L1(Pθ,s,x) (4.17)
Proof: see Kloeden and Platen[1991].♦
4.3.3 Approximate Likelihood Function
In the cases where the transition probabilities are explicitly known or the volatility
term is not depending on θ as in the case of constant volatility like the Black-
Scholes world, Liptser and Shiryayev [1977] have shown that, in a continuous
time setting, the likelihood function LK(θ) can be defined as follow:
Observing continuously the realizations of the stochastic processXt driving the
portfolio market values or the joint stock prices over some trading interval [0 , tn];
the continuous likelihood function for the synaptic weights θ is given by:
Lctn(θ) : =
∫ tn
0
[b(s,Xs; θ)]
T
a(s,Xs)
−1
dXs (4.18)
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− 1
2
∫ tn
0
[b(s,Xs; θ)]
T
a(s,Xs)
−1[b(s,Xs; θ)]ds (4.19)
where
a(s,Xs) = σ(s,Xs)σ(s,Xs)
T .
Therefore using the Euler approximation (see Kloeden and Platen [1991]) of Rie-
mann and stochastic integrals and discretizing the interval [0 , tn] into
0 = t0 < t1 < t2 <, ... < tn−1 < tn
leads to the discrete version of the likelihood function defined by:
L˜dn(θ) : =
n∑
i=1
b(ti−1, Xti−1)
T
(
a(ti−1, Xti−1)
)−1
(Xti −Xti−1)
− 1
2
n∑
i=1
[
b(ti−1, Xti−1 ; θ)
]T (
a(ti−1, Xti−1)
)−1 [
b(ti−1, Xti−1 ; θ)
]
(ti − ti−1).
Unfortunately, unless the sampling step
∆ := max1≤ i ≤n |ti − ti−1|
is constant or sufficiently small, the Discrete Maximum Likelihood Estima-
tors of θmaximizing L˜dn are usually strongly biased or inconsistent(see Florens-
Zimiou[1989]). Seeking for better alternatives, Pedersen[1994,1999] proposes a
sequence of Approximate Likelihood Functions
(
LNn (θ)
)
N ≥ 1 replacing L˜
d
n(θ).
The basic ideas underlying Pedersen’s likelihood approximation approach consists
on approximating the transition probabilities p(s, x, t, y; θ) of the stochastic pro-
cess X by a sequence of continuous transition densities pN (s, x, t, y; θ) consisting
of approximating processes that converge to p(s, x, t, y; θ) in L1Pθ;s,x.
4.3.4 Approximate Transition Probabilities
4.3.4.1 Definition:
For N = 1: ∀ (s, t) ∈ [0 tn]2 , ∀ (x, y) ∈ <d ×<d;
p1(s, x, t, y; θ) =
1√
2pi(t− s)d
|σ(s, x, θ)|−1 ∗ (4.20)
exp
{
− 1
2(t− s) ∗ [g(x, y, θ)]
T |a(s, x, θ)|−1 [g(x, y, θ)]
}
(4.21)
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where
g(x, y, θ) := y − x− (t− s)b(s, x; θ)
and |a| denotes the determinant of a.
For N ≥ 2,
pN(s, x, t, y; θ) = EPθ,s,x
(
p(1)(τN−1, Y
(N)
τN−1,t,y;θ
)
)
(4.22)
(4.23)
=
∫
<d×N−1
N∏
k=1
p1(τk−1, ζk−1, τk, ζk)dζ1dζ2...dζN−1 (4.24)
where the sequence τk=0,1,2,... is defined by:
τk = s+ k × t− s
N
(4.25)
and {
ζ0 = x
ζN = y
(4.26)
Now we have all the tools, to prove the result stating that the density of the
approximates financial returns Y Nτk can be effectively used as the approximate
transition densities.
4.3.4.2 Theorem
For some fixed trading periods 0 ≤ s < t , and some admissible market value
x ∈ <d , ∀ N ∈ N the distribution of the approximate return Y Nt under the
probability measure Pθ,s,x has a density p
N(s, x, t, y; θ) with respect to the d-
dimensional Lebesgue measure λd, and :
For N = 1 : ∀ (s, t) ∈ [0 , tn]2 ; ∀ (x, y) ∈ <d ×<d,
p1(s, x, t, y; θ) =
1√
2pi(t− s)d
|a(s, x, θ)|− 12 ×
exp
{
− 1
2(t− s) × [y − x− (t− s)b(s, x; θ)]
T |a(s, x, θ)|−1 [y − x− (t− s)b(s, x; θ)]
}
For N ≥ 2,
pN(s, x, t, y; θ) =
∫
<d×N−1
N∏
k=1
p1(τk−1, ζk−1, τk, ζk)dζ1dζ2...dζN−1 (4.27)
= EPθ,s,x
(
p1(τN−1, Y
(N)
τN−1,t,y;θ
)
)
(4.28)
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with ζ0 = x ζN = y
Proof:
Based on the equality (4.16) of the proposition 4.3.2, we derive that:
∀0 ≤ s ≤ t with X0 = x
Y 1t = x+ (t− s)× b(s, x; θ) + σ(s, x; θ)
(
[W θs ]t − [W θs ]s
)
. (4.29)
Therefore, Y 1t , can be seen as an invertible affine transformation of the multi-
normal random variable
(
[W θs ]t − [W θs ]s
)
. Using the regularity condition of
positive definitness imposed on the diffusion matrix a(s, x, θ) = [σ(s, x; θ)] ×
[σ(s, x; θ)]T we have that:
Y 1t ∼ Nd (x + (t− s)b(s, x; θ), (t− s)a(s, x; θ)) . (4.30)
Therefore, under the probability measure Pθ;s,x the approximate return Y
1
t , has
a density given by:
p1(s, x, t, y; θ) =
1√
2pi(t− s)d
|a(s, x, θ)|− 12 ×
exp
{
− 1
2(t− s) × [y − x− (t− s)b(s, x; θ)]
T |a(s, x, θ)|−1 [y − x− (t− s)b(s, x; θ)] .
}(4.31)
Based on the Markov Property of
{
Y Nτk
}N
k=0
under the probability measure
Pθ;s,x, the multivariate distribution Y
N defined by:(
Y Nτ1 , Y
N
τ2
, ..., Y NτN = Y
N
t
)
(4.32)
is absolutely continuous with respect to the Nd-dimensional Lebesgue measure.
Consequently, the corresponding Radon Nykodim derivative provides its density
e.g
dY N
dλNd
(y1, y2, ..., yN) =
N∏
k=1
p1 (τk−1, yk−1, τk, yk; θ) (4.33)
Hence, its N th component which is equal to Y Nt , is absolutely continous with
respect the d-dimensinal Lebesgue measure, and has the following density:
PN(s, t, y, x; θ) =
∫
<d(N−1)
N∏
k=1
p1 (τk−1, ζk−1, τk, ζk; θ) dζ1...ζN−1 (4.34)
where ζ0 and ζN are given as in (4.26).
In fact (see Pedersen[1993]), the previous equality, can be equated as the Chapman-
Kolmogorov equations for the Markov chain
{
Y Nτk
}
k=0
N under the probability
measure Pθ;s,x.Therefore,
EPθ,s,x
(
p1(τN−1, Y NτN−1,t,y;θ)
)
= PN(s, x, t, y; θ) (4.35)
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4.3.5 Approximate log-Likelihood Functions for the Synap-
tic Weights
Having the approximate transition probabilities, we derive the approximate log-
likelihood function LNn (θ) in the following manner:
For N=1; L1n(θ) is given by:
L1n(θ) = −nd2 log(2pi) − d2
n∑
i=1
log(ti − ti−1) − 1
2
n∑
i=1
log
(
|a(ti−1, Xti−1 ; θ)|
)
−
1
2
n∑
i=1
(Xti −Xti−1)Ta(ti−1, Xti−1 ; θ)−1(Xti −Xti−1)+
n∑
i=1
b(ti−1, Xti−1 ; θ)
Ta(ti−1, Xti−1 ; θ)
−1(Xti −Xti−1)−
1
2
n∑
i=1
(ti − ti−1)× b(ti−1, Xti−1 ; θ)Ta(ti−1, Xti−1 ; θ)−1b(ti−1, Xti−1 ; θ)
(4.36)
For N ≥ 2; considering any n-tuples N¯ = (N1, N2, ..., Nn) sufficiently large and
dividing each of the trading subinterval [ti−1 ti] into a subdivision consisting of
Ni parts (non necesssarily equidistant ), we obtain the approximate log-likelihood
functions LN¯n defined by:
LN¯n (θ) =
n∑
i=1
log
[
pNi (ti−1, X(ti−1), ti, X(ti); θ)
]
. (4.37)
One important feature about the approximate log-likelihood function L1n(θ) is
the fact that, when the volatility term is not explicitely depending on θ, L1n(θ)
can be equated as the generalisation of the discrete version L1n(θ) of the under-
lying log-likelihood function defined in (4.20) because of the fact that:
L1n(θ) = Constant + Ldn(θ) (4.38)
4.4 Consistency and Asymptotic Normality of
the Maximum Likelihood Estimators of the
Synaptic Weights
After choosing the n-tuple N¯ = (N1, N2, ..., Nn) , finding the corresponding max-
imum likelihood estimator consists on maximizing the approximate log-likelihood
LN¯n e.g:
θˆN¯n := max
θ
LN¯n (θ) :=
n∑
i=1
log
[
pNi (ti−1, X(ti−1), ti, X(ti); θ)
]
. (4.39)
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Before studying the qualitative features of such sequence of estimators, we present
first the limiting properties of the transition probabilities in order to derive con-
sequently the convergence (in probability) of the approximate log-likelihood func-
tions LNn (θ) toward the true underlying one Ln(θ). In fact, this convergence,
will be used for establishing that the approximate maximum log-likelihood es-
timator θˆN¯n converges in probability toward the true maximum log-likelihood
estimator θˆn . Therefore, the usual appealing properties such as consistency or
asymptotic normality of the classical maximum likelihood estimator will induce
to θˆN¯n the same appealing properties.
4.4.1 Theorem: Limit of the transition densities
Under the regularity conditions and the existence/uniqueness assumptions im-
posed on the market coefficients b and σ , the approximate transition proba-
bilites pN(s, x, t, y; θ) converge toward the true underlying ones e.g.
pN(s, x, t, y; θ) → p(s, x, t, y; θ) in L1(λd) (4.40)
Proof: The proof of this theorem will be structured into three main steps:
First Step
In this first step, we are showing that, for a vanishing drift term ( b=0 ), the family
qθ;s,x of probabilitiy measures induced by the weak solutions of the corresponding
stochastic differential equations e.g

dX(t) = σ (t, X(t), θ) dW (t)
X(s) = x
(4.41)
are equivalent to the probability measures pθ;s,x corresponding to the non van-
ishing drift terms verifying the regularity conditions.
The discrete version corresponding for the vanishing drift term is given by
Xτk = Xτk−1 + a
1
2
(
[W˜ θs ]tk − [W˜ θs ]tk−1
)
(4.42)
When the drift term is assumed to be identically zero, all the regularity conditions
and the assumptions of existence and uniqueness are trivially fulfilled, this implies
the existence of a family of probability measures qθ;s,x induced by the weak
solutions of the corresponding equations. Using the same arguments as in the
proof of the theorem (4.3.4.2), one can derive the Radon Nykodim derivative
of qθ;s,x with respect to the d-dimensional Lebesgue measure in the following
manner:
dqθ;s,x.X
(N)
dλNd
(x1, x2, ..., xn) =
N∏
k=1
φd
(
xk, xk−1,
t− s
N
a(θ)
)
(4.43)
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where: 

N ≥ 0,
Xtk = Xtk−1 + a
1
2
(
[W˜ θs ]tk − [W˜ θs ]tk−1
)
[W˜ θs ]t := a
− 1
2 (Xt − x) for t ≥ s
(4.44)
For the same reasons, for a non vanishing drift term fulfilling the regularity
conditions, one has:
dpθ;s,x.X
(N)
dλNd
(x1, x2, .., xn) =
N∏
k=1
φd (u(xk, xk−1, t, s, θ, N)) (4.45)
where
u(xk, xk−1, t, s, θ, N) :=
(
xk, xk−1 +
t− s
N
b(τk−1, xk−1),
t− s
N
a(θ)
)
and φd denotes the density function of the d-dimensional normal distribution.
From (4.43), (4.44) and (4.45), we derive that
dpθ;s,x
dqθ;s,x
is equal to:
exp
(
N∑
k=1
vk(θ)
Ta(θ)−1(xk − xk−1)− (t− s)
2N
N∑
k=1
b(τk−1, xk−1; θ)Ta(θ)
−1
vk(θ)
)
(4.46)
where
vk(θ) := b(τk−1, xk−1; θ).
Therefore qθ;s,x|Ft ∼ pθ;s,x|Ft and
S :=
dpθ;s,x
dqθ;s,x
|Ft (4.47)
is given by:
S = exp
(∫ t
s
b(u,Xu; θ)
Ta(θ)−1dXu − 1
2
∫ t
s
b(u,Xu; θ)
Ta(θ)−1b(u,Xu; θ)du
)
(4.48)
Second Step
This step consists on proving that:
∀N = 1, 2, ..., the process defined by:
SN :=
dpθ;s,x.Y
(N)
dqθ;s,x.X(N)
(X(N)) (4.49)
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converges in L1 toward S defined in (4.47) and

1◦) E(SN) → E(S)
2◦) SN → S in probability.
(4.50)
This first claim of (4.50) derives from the use of the regularity conditions and the
application of some results in Jacob&Shiryaev[1987], chapter4; Revuz&Yor[1991].
For more details, see Pedersen[1993].
Furthermore,
Eqθ;s,x(SN ) = Eqθ;s,x(S) = 1, (4.51)
therefore the second claim of (4.50) also holds.
Finally, to prove the convergence of SN we apply Lemma 1 and Lemma2 in Ped-
ersen[1993].
From Lemma2 we derive that:
Eqθ;s,x(SN |Xt)φ(.; x, (t− s)a(θ)) → Eqθ;s,x(S|Xt)φ(.; x, (t− s)a(θ)) in L1.(4.52)
Final Step
The computation of the Radon Nykodim derivatives of pθ;s,x.Xt with respect to
the d-dimensional Lebesgue measure gives:
p(s, x, t, y; θ) =
dpθ,s,x.Xt
dλNd
(y)
= Eqθ;s,x
(
dpθ;s,x
dqθ;s,x
|Ft|Xt = y
)
× dqθ;s,x.Xt
dλd
(y)
= Eqθ;s,x (S|Xt = y)φd(y; x, (t− s)a(θ))
(4.53)
and
Eqθ;s,x (SN |Xt = y) = Eqθ;s,x
(
dpθ;s,x.Y
(N)
dqθ;s,x.X(N)
(
Xτ1 , ..., XτN−1 , y
)
|Xt = y
)
=
∫
Rd(n−1)
dpθ;s,x.Y
(N)
dqθ;s,x.X(N)
(ξ1, ..., ξN−1, y)×
dqθ;s,x.X
(N)
dλNd
(ξ1, ..., ξN−1, y).
(
dqθ;s,x.Xt
dλd
(y)
)−1
dξ1...dξN−1
= φd(y; x, (t− s)a(θ))−1p(N)(s, x, t, y; θ).
(4.54)
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Therefore, using the convergence established in (4.50) and the equality (4.51), we
derive that:
p(N)(s, x, t, y; θ) = Eqθ;s,x (SN |Xt = y)× φd(y; x, (t− s)a(θ)) (4.55)
→ Eqθ;s,x(S|Xt = y)φ(.; x, (t− s)a(θ)) = p(s, x, t, y; θ)(4.56)
One important consequence of the fact that p(N)(s, x, t, y; θ) → p(s, x, t, y; θ) ,
that can also be used for justifying the use of the approximate log-likelihood
function for determining the optimal weights is given by the following result:
4.4.1.1 Proposition:
Since p(N)(s, x, t, .; θ) → p(s, x, t, .; θ) then:
∀ 0 ≤ s < t x ∈ Rd and θ
LNn → Ln in probability under Pθ0 (4.57)
where θ0 denotes the true synaptic weights.
Proof: Pedersen[1993]♦.
Therefore the neural network based approximate transition probabilities converge
in law toward the true underlying ones.
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Conclusion
In the present work, we investigated how to correct the questionable normality,
linear and quadratic assumptions underlying existing Value-at-Risk methodolo-
gies. In order to take also into account the skewness, the heavy tailedness and
the stochastic feature of the volatility of the market values of financial instru-
ments, the constant volatility hypothesis widely used by existing Value-at-Risk
appproches has also been investigated and corrected and the tails of the finan-
cial returns distributions have been handled via Generalized Pareto or Extreme
Value Distributions. Artificial Neural Networks have been combined by Extreme
Value Theory in order to build consistent and nonparametric Value-at-Risk mea-
sures without the need to make any of the questionable assumption specified
above. For that, either autoregressive models (AR-GARCH) have been used or
the direct characterization of conditional quantiles due to Bassett, Koenker [1978]
and Smith [1987]. In order to build consistent and nonparametric Value-at-Risk
estimates, we have proved some new results extending White Artificial Neural
Network denseness results to unbounded random variables and provide a gener-
alisation of the Bernstein inequality, which is needed to establish the consistency
of our new Value-at-Risk estimates. For an accurate estimation of the quantile
of the unexpected returns, Generalized Pareto and Extreme Value Distributions
have been used. The new Artificial Neural Networks denseness results enable to
build consistent, asymptotically normal and nonparametric estimates of condi-
tional means and stochastic volatilities. The denseness results uses the Sobolev
metric space Lm(µ) for some m ≥ 1 and some probability measure µ and which
holds for a certain subclass of square integrable functions. The Fourier transform,
the new extension of the Bernstein inequality for unbounded random variables
from stationary α-mixing processes combined with the new generalization of a
result of White and Wooldrige[1990] have been the main tool to establich the
extension of White’s neural network denseness results. To illustrate the goodness
and level of accuracy of the new denseness results, we were able to demonstrate
the applicability of the new Value-at-Risk approaches by means of three examples
with real financial data mainly from the banking sector traded on the Frankfort
Stock Exchange.
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