Spiral ganglion neurons (SGNs) exhibit a wide range in their strength of intrinsic adaptation on a timescale of 10s to 100s of milliseconds in response to electrical stimulation from a cochlear implant (CI). The purpose of this study was to determine how much of that variability could be caused by the heterogeneity in halfmaximal activation potentials of hyperpolarizationactivated cyclic nucleotide-gated cation (HCN) channels, which are known to produce intrinsic adaptation. In this study, a computational membrane model of cat type I SGN was developed based on the Hodgkin-Huxley model plus HCN and low-threshold potassium (KLT) conductances in which the half-maximal activation potential of the HCN channel was varied and the response of the SGN to pulse train and paired-pulse stimulation was simulated. Physiologically plausible variation of HCN half-maximal activation potentials could indeed determine the range of adaptation on the timescale of 10s to 100s of milliseconds and recovery from adaptation seen in the physiological data while maintaining refractoriness within physiological bounds. This computational model demonstrates that HCN channels may play an important role in regulating the degree of adaptation in response to pulse train stimulation and therefore contribute to variable constraints on acoustic information coding by CIs. This finding has broad implications for CI stimulation paradigms in that cell-to-cell variation of HCN channel properties are likely to significantly alter SGN excitability and therefore auditory perception.
INTRODUCTION
Upon receiving auditory information from inner hair cells (IHCs) in the cochlea, spiral ganglion neurons (SGNs) initiate spiking neural activity, which is then transmitted to neurons of the cochlear nucleus. If IHCs are damaged or dead, cochlear implants (CIs) provide a prosthetic solution for delivering a functional sense of hearing to individuals by electrically stimulating SGNs with patterned pulses. Studies such as the work by Arora et al. (2009) have demonstrated that speech perception is not necessarily improved by increasing the stimulation rate above 900 pulses/s/ electrode (for a more comprehensive list of studies exploring the effect of pulse rate on speech perception performance refer to Boulet et al. 2016 , and references therein). Adaptation may be partially responsible for the variability in speech perception by diminishing the SGN response for high-rate stimulation. A computational model that can accurately describe how SGNs respond to electrical stimulation may provide an important tool for understanding the underlying electrophysiology of the SGN and for developing CI stimulation paradigms that take into account the operating limits and spatiotemporal interactions of SGNs (Boulet et al. 2016; Miller et al. 2003) .
Adaptation can be observed in post-stimulus time histograms (PSTHs) as an ongoing decay in a neuron's firing rate. In SGN responses to CI stimulation, this phenomenon typically occurs on the order of 10 to 100 ms or more and is prevalent for a wide range of stimulation pulse rates and current levels (Heffer et al. 2010; Litvak et al. 2003; Miller et al. 2011; Zhang et al. 2007 ). In particular, Zhang et al. (2007) found a range of adaptation strengths in response to stimulating SGNs with high-rate pulse trains. Another study by Miller et al. (2011) showed that SGNs slowly recovered on a timescale of 10 to 100 ms after adapting to trains of high-rate stimulation. It is notable that this adaptation appears to consist of both suprathreshold adaptation, i.e., spikedependent spike rate adaptation, and accommodation, i.e., a subthreshold stimulus-dependent drop in excitability (Boulet et al. 2016; Miller et al. 2011; Negm and Bruce 2014) .
Since the Hodgkin-Huxley (HH) model (1952) does not predict spike rate adaptation, Woo et al. (2009a Woo et al. ( , b, 2010 proposed a Hodgkin-Huxley model augmented with a spike-dependent extracellular potassium accumulation mechanism that is endogenous to leech central nervous system (Baylor and Nicholls 1969) . This model was extended by Miller et al. (2011) to explain accommodation (subthreshold adaptation) by including low-threshold potassium (KLT) channels characterized by two-state activation. Unfortunately, the adjustment of the nodal KLT channel densities responsible for producing realistically strong adaptation led to unrealistically long absolute refractory period (ARP) durations (Miller et al. 2011) .
However, type I SGNs are endowed with a remarkable diversity of voltage-gated ion channel types that allow for various modes of excitation, including adaptation/accommodation to constant current injection (see Table 1 and Fig. 3 of Davis and Crozier 2015) . Of these many channel types, the hyperpolarizationactivated cyclic nucleotide-gated cation (HCN) channel has been characterized as being partially open at rest and has gating dynamics with time constants in the range of 10s to 100s of milliseconds at mammalian body temperature (Benarroch 2013; Biel et al. 2009; Howells et al. 2012; Robinson and Siegelbaum 2003) . These characteristics led Bruce (2008, 2014) to propose an alternative SGN model that was capable of producing spike rate adaptation and accommodation while also generating accurate ARP values in response to CI stimulation. In their model, Negm and Bruce (2008, 2014) added HCN channels (Hugenard and McCormick 1992; Rothman and Manis 2003b) and KLT channels with activation and partial inactivation particles (or channel gating variables) that were characterized from neurons found in murine ventral cochlear nucleus (VCN) (Rothman and Manis 2003a) to the standard Hodgkin-Huxley model. Despite varying HCN and KLT channel densities, the model could only produce either no adaptation or strong adaptation, not the continuum of strengths of adaptation, i.e., from none to full strength, that is observed experimentally.
HCN channel subunits are prevalent in neurons of the lower auditory system where they function by activating under membrane hyperpolarization, being restored towards its depolarized reversal potential and deactivating under membrane depolarization, thus regulating the effective resting membrane potential (Cao and Oertel 2011; Kim and Holt 2013; Liu et al. 2014a, b; Rothman and Manis 2003a; Rusznák and Szűcs 2008) . The half-maximal activation potential (V 1/2 ) is a parameter involved in determining a channel's voltage-dependent gating and has known heterogeneity in HCN channels. In guinea pig SGN, V 1/2 was reported as −104 mV in the afferent dendrites (Yi et al. 2010 ) and −101 mV at the soma (Chen 1997) . The V 1/2 values reported in murinae expressed the wide range of −115 to −87 mV in the apex and −110 to −92 mV in the middle and base of the cochlea (Liu et al. 2014b , see Table 2 ), whereas cell-to-cell variation within a cochlear region showed a similar range (−122 to −78 mV) (Mo and Davis 1997) . Finally, in neonatal mice, the half-maximal activation potential was reported in the range of −106 to −91 mV (Kim and Holt 2013) .
This study sought to test the hypothesis that varying the half-maximal activation potential of the HCN model taken from murine VCN (Rothman and Manis 2003b) or a newer HCN model obtained from basal SGN (Liu et al. 2014b ) impacts the strength of spike rate adaptation and accommodation in a membrane model of type I SGN. The effects of V 1/2 on refractoriness were also investigated to determine whether strong adaptation could be produced while keeping refractory behavior within the experimentally observed bounds.
METHODS

Membrane Model
The membrane potential (V m ) of a single node of Ranvier for a type I SGN was modeled in the same fashion as Bruce (2008, 2014) . This model builds on the Hodgkin-Huxley-type (1952) voltagegated fast sodium Na v and delayed-rectifier potassium K v channels that were modified for 37°C (Mino et al. 2002) , plus additional ionic currents described below, a leakage current I leak , and the injected stimulation current I Inj . In total, the four ionic currents were characterized by the fast sodium (I Na ) (Mino et al. 2002 (Mino et al. , 2004 , delayed-rectifier potassium (I K ) (Mino et al. 2002 (Mino et al. , 2004 , low-threshold potassium (I KLT ) (Rothman and Manis 2003a), and either one of two hyperpolarization-activated currents: I h,r (Rothman and Manis 2003b) or I h,(q, s) (Liu et al. 2014b) . The I h currents were modeled from HCN channels, where I h,r refers to the current generated by the HCN(r) channel model. Governed by the HCN(q, s) channel model, I h,(q, s) contains the two currents I h,q and I h,s (refer to (10)) that operate independently with separate activation particles and time constants (see Fig. 1a, b) . The dual nature of the HCN(q,s) channel model is likely the result of HCN1 and HCN4 subunit expression in heteromeric channels or a mix of homomeric channels in one SGN (Liu et al. 2014b; Yi et al. 2010) . The reversal potential of the leakage current was configured to ensure a baseline resting membrane potential of −78 mV (Mino et al. 2002; Bruce 2008, 2014) across all model variants. The dynamics of the membrane potential V m obey the first-order differential equation
where C m is the membrane capacitance. The current dynamics of I h are given in the Appendix. Experimentally derived single-channel conductance values for the I KLT and I h currents, temperature-scaling coefficients, as well as nodal densities for the corresponding channels are unknown. These values used in this study were chosen based on the modeling studies performed by Bruce (2008, 2014 The effect of voltage-gated ion channel stochasticity on the membrane potential is inversely related to the neuron's diameter (Verveen 1962; Verveen and Derksen 1968) and since type I SGN axons are relatively small, the fluctuations contribute to the total membrane response in a significant way (Imennov and Rubinstein 2009; Rubinstein 1995) . The effects of single-cell stochasticity also provide better predictions than deterministic models of some psychophysical (Bruce et al. 1999a) . Therefore, it is important to accurately model the stochastic nature of voltage-gated ion channels since the resulting membrane fluctuations are one of the main sources of spike timing variability (Schneidman et al. 1998) .
Voltage-gated ion channel states were simulated with an efficient and exact version of Gillespie's direct method (Gillespie 1977) for Markov chains known as the channel number tracking procedure (Mino et al. and HCN(q, s) channel models as a function of the relative membrane potential V. Several curves are shown for each HCN model, including one bold line that represents the non-shifted model and two thinner lines that indicate the minimum and maximum of the explored ranges. Numbers shown beside the curves indicate how many V 1/2 standard deviations the functions have been shifted by. Refer to (8, 9) , and (12-17) for more details.
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2002). Over a simulation interval or time step, the channel number tracking procedure performs stochastic updates of the number of channels in each channel state such that the probability of transitioning between adjacent channel states is dependent on the transition rate of that state transition and the number of channels in that state. All channel models were first initialized at resting membrane potential in order to randomize channel states over a period long enough (300 ms, see Fig. 1b ) to capture the kinetics of even the slowest model, where the maximum τ r is 140.8 ms.
Next, the membrane model was initialized for 300 ms with I inj = 0 pA, allowing the membrane potential to fluctuate naturally prior to the membrane model being exposed to stimulation paradigms. The simulation of the membrane model (1) was solved by the explicit Euler method using time steps of 1 μs. Code for the simulation and analysis of the membrane models may be found at ModelDB.
Modifications to Kinetic HCN Channel Models
In this study, the half-maximal activation potential (V 1/2 ) of the two HCN kinetic models were varied to determine the operational range of the channel in terms of its ability to slowly modulate the voltage response of the neural membrane. Following Negm and Bruce (2014), the HCN(r) model was first adjusted to account for the difference in the resting membrane potential of the VCN cell model of Rothman and Manis (2003b) and that of the SGN cell model. Since the HCN(q,s) model was already characterized from murine SGN, the assumption was made that the resting membrane potential is similar between murine and feline SGNs. Figure 1 shows the activation functions and time constants (as a function of the relative membrane potential V, which is the membrane potential V m relative to the resting membrane potential V rest , or V = V m − V rest ) at their mean V 1/2 HCN models (bold curves). The basal cochlear HCN(q,s) channel model contains two parallel conductances that operate at distinct timescales. The Bquick^q particle's V 1/2 standard deviation is 3.20 mV (Liu et al. 2014b) . The activation of the Bslow^s particle (s ∞ ) is described by two Boltzmann equations (refer to (13) and (14) in the Appendix) and is characterized by the V 1/2 standard deviations: 4.34 and 8.40 mV (Liu et al. 2014b) . In order to simplify shifts in s ∞ and τ s without distorting the shape of the activation functions, both of the s particle's components were shifted by integer multiples of the mean value, 6.37 mV instead of shifting each component by their separate values. As for the HCN(r) channel description, its activation function r ∞ and time constant τ r were shifted by the same value (6.37 mV) in order to simplify the comparison of the relative effects of HCN channel type.
A range of V 1/2 shifts were systematically applied to the HCN kinetic models. These shifts were Figure 1 shows the shifts applied to both the activation functions and the time constants as a function of the relative membrane potential. The activation function is defined as the steady-state probability of a channel activation or inactivation particle being open as a function of the (relative) membrane potential. The activation function of each particle is shown in Figure 1a and is shifted by specific integer multiples (shown beside the curves) of the V 1/2 standard deviation. Figure 1b 
Stimuli
In this simulation study, the pulse amplitude of the adaptation, masker-probe train recovery, and refractoriness stimulation paradigms was quantified in terms of the firing efficiencies (FEs) specific to each neuron model. The FE corresponds to the probability that the neuron will spike due to being driven by a single pulse at a specific current level. A firing efficiency of 50 % corresponds to the average single-pulse threshold current. The stimulation parameters varied somewhat across the studies from which the data were taken to evaluate the modeling results. In order to reduce the number of simulations required, a consistent set of stimulation parameters were chosen that are close to, but do not all exactly match, the parameters used in the experimental studies. In contrast to studies that use CI stimulation, where current is applied in the extracellular space of SGNs; in this study, all stimulation was provided by intracellular current injection with the intention of efficiently initiating responses at the membrane. A 200-ms train of high-rate pulses was initially used by Miller et al. (2011) as a forward masker to determine its effect on the subsequent neural recovery in response to a 250-ms low-frequency probe pulse train. Two types of stimuli trains were generated: (1) probe-alone and (2) masker-probe, where the probe-alone case represented the maskerfree control condition. In this study, each masker and probe train lasted for 300 ms, held a fixed pulse current level, and directly followed each other. For the probe-alone train, the masker train was delivered at I inj = 0 pA. In these simulations, the masker-probe train began with a masker train and was delivered at a variety of first-pulse FEs (1, 10, 20, 50, 80, 99, 99.99, and 99.9999 %) and pulse rates (200, 800, 2000 , and 5000 pulses/s) (Miller et al. 2008 (Miller et al. , 2011 Bruce 2008, 2014; Zhang et al. 2007 ). The high FEs, i.e., 99.99 and 99.9999 % were chosen to emulate the highest current levels of Miller et al. (2011) , which, respectively, were approximately 0.9 and 1.3 dB greater than the lowest current level to elicit at least one spike in response to the masker pulse train interval. In all cases, the probe train was delivered at the single-pulse threshold current level and 100 pulses/s (Miller et al. 2011) . Each pulse was a biphasic, symmetric, depolarizing-phase-leading pulse that lasted 50 μs/phase without an interphase gap (Negm and Bruce 2014). The durations of the 200-ms masker train and the 250-ms probe train from the Miller et al. (2011) study are different from the 300-ms masker and probe train durations used in this study. The reason for these differences was to compare pulse train response from the Zhang et al. (2007) study (300-ms pulse train durations) by analyzing the masker train responses from this study. Essentially, the stimuli for studying onset adaptation were just the initial masker portion of the maskerprobe pulse trains, without the probe.
In order to determine the refractory behavior, a paired-pulse paradigm (Cartee et al. , 2006 Dynes 1996; Miller et al. 2001 ) was adopted that was designed to establish the current amplitude of a second pulse required to elicit a spike, given that the neuron always spiked in response to the first pulse. More specifically, the pulses were separated in time by an interpulse interval (IPI) (Cartee et al. , 2006 Dynes 1996; Miller et al. 2001; Negm and Bruce 2014) . The first-pulse I inj amplitude was set to a value equivalent to an FE of 99.9 %, where only cases that elicited a spike in response to the first pulse were collected. The second pulse was separated from the first pulse by a range of IPIs, each with various current levels to determine the operational range of FEs as a function of the IPI. Similarly to Miller et al. (2001) , each pulse was monophasic, but with a 50-μs duration.
Analysis
Since the model neurons are stochastic, their probability of firing for any given stimulation current level can be predicted by a cumulative distribution function. Studies have shown that the Gaussian cumulative distribution (Φ), as a function of the injected current (I inj ) (Bruce et al. 1999b; Verveen and Derksen 1968) can accurately predict the probability of firing or the firing efficiency
where θ is the threshold current and σ determines the dynamic range. Typically, the neuron's dynamic range is reported in a normalized fashion as the relative spread (RS) = σ/θ (Verveen and Derksen 1968). Since the threshold current and relative spread is sensitive to the exact mixture of voltage-gated ion channels, they help define a stimulus current scale that is calibrated to each model neuron variant. For each such model neuron variant, the single-pulse threshold (θ SP ) and single-pulse relative spread (RS SP ) was estimated. This was done by fitting the outcomes of 1000 simulation trials across a range of injected current levels to (2), where the current waveforms consisted of 50-μs duration monophasic and biphasic pulses. Due to the discrete, binary nature of whether a neuron spikes or not, the quality of all fits (2) to the spike data were evaluated by the R 2 count measure (Long 1997).
Post-stimulus time histograms were calculated over 500 simulation trials for the masker-probe train responses and for the adaptation responses. The response rate (or spike rate), captured by the PSTHs was computed as the number of spike occurrences within a given time bin, divided by the bin interval and the number of trials. PSTHs were evaluated for narrow bins of 1 ms and a wide interval axis where the bins are 0-4, 4-12, 12-24, 24-36, 36-48, 48-100, 100-200, and 200-300 ms, as in Zhang et al. (2007) . Several features were extracted from the response rate as a function of time:
(1) onset rate, (2) normalized spike rate decrement (NSRD), (3) adaptation time constant (τ adapt ), (4) probe response recovery ratio (PRRR), and (5) the mean response rate to the masker. The onset rate is just the response rate over the 0-12-ms interval (Zhang et al. 2007 ). The NSRD is the spike rate decrement divided by the onset rate where the spike rate decrement is the onset rate subtracted by the final rate (or the rate corresponding to the 200-300-ms bin) (Zhang et al. 2007) . One adaptation time constant τ adapt was extracted by fitting the PSTH simulation results to ρ(t), a decaying exponential function
where A ss and A dec are estimates of the steady-state rate and the spike rate decrement, respectively.
Whereas Zhang et al. (2007) tested decaying exponential fits with both one and two time constants, it was found that one time constant was sufficient, as reported by an R 2 value. Note that τ adapt refers to the overall time-course of the drop in spike rate and is influenced by refractoriness, facilitation, and accommodation (subthreshold adaptation) in addition to spike-dependent spike rate adaptation (Boulet et al. 2016 ). The PRRR is the ratio of probe response spikes in the masker-probe condition to the probe-alone condition (Miller et al. 2011) . Finally, the mean response rate to the masker was calculated simply as the time-averaged response rate over the entire masker train interval of 300 ms.
In the refractory function analysis, the ratio of the masked (second) pulse threshold (θ ref ) to the unmasked or single-pulse threshold (θ SP ) was reported as a function of the interpulse interval. The number of trials varied as a function of the interpulse interval such that at the minimum IPI there were 500, whereas at the maximum IPI, there were 100. This procedure was carried out to obtain better estimates of the absolute refractory period and the relative refractoriness immediately following the absolute refractory period. Miller et al. (2001) found that a significant proportion of SGNs exhibited an extended relative refractory period in their refractory threshold ratio data. In order to address this need to capture more than one timescale in the refractory response, the approach introduced by Negm and Bruce (2014) was adopted that generalizes the refractory threshold ratio function to two time constants
where Δt abs is the ARP, τ 1 and τ 2 are the relative refractory period (RRP) time constants, and A 1 and A 2 are corresponding strengths.
Spike Detection
The detection of spikes by comparing the relative membrane potential to a sufficiently elevated fixed relative membrane potential crossing level of say 100 mV may be adequate in response to single-pulse stimulation. In multi-compartmental models of a full neuron, any impulse that propagates to the end of the axon is recognized as a spike and thus spike detection is a trivial task. However, high-rate (short IPI) and large-amplitude (beyond the neuron's dynamic range) multiple stimuli present unique challenges for spike detection for non-spatially distributed neural models.
Passive charging of the membrane potential in response to large-amplitude pulses may visually appear to be artifacts, yet may still cross an arbitrary threshold, resulting in the false classification of spiking. This scenario is common with refractory stimuli in response to the second (or probe) pulse (refer to the amplitude/unmasked amplitude or bottom panel of Fig. 6 in Miller et al. 2001) due to the depletion of open sodium channels in response to a spike driven by the first (or masker) pulse. At the onset of the second pulse, few sodium channels are ready for voltage-dependent activation which results in a major capacitive current (thus, large passive charging, or fixed-point dynamics) and a minor sodium current. In contrast, if the sodium current participates in a positive feedback loop with the membrane potential, a limit cycle forms (Guevara 2003) , which is the hallmark of Hodgkin-Huxley action potential (AP) generation. Thus, the sodium activation may result in a relatively long-lasting, selfsustaining event known as a spike (or AP), or may create a passive response that is pulse-widthdependent in duration.
Therefore, it was hypothesized that spikes could be accurately predicted by some value of λ, the sodium conduction duration, defined as the period of time for which the proportion of open sodium channels is greater than 0. Where N m 3 h 1 t ð Þ is the number of Na channels in the open or conducting state (m 3 h 1 , in the Hodgkin-Huxley channel formalism) at time t, the set of λs (collected over multiple trials and current levels) occurring over the interval 0 ≤ t ≤ T stim can be written as
where N max Na is the number of Na v channels and T stim is the stimulus interval. Figure 2b shows examples of the sodium conductance duration λ for the HH and +HCN(q, s,4) + KLT model variants. In this scenario, when stimulated with a 50-μs monophasic single-pulse set to a FE of 99.9 %, the +HCN(q, s, 4) + KLT model achieves a lower median value of λ. When stimulated over a wide range of current levels, Figure 2c shows that a bimodal distribution of λ emerges, suggesting that a threshold θ λ can be determined such that values which are greater may be classified as action potentials instead of smaller sodium fluctuations.
In order to determine θ λ , the neural response was first simulated with independent single pulses at 200 linearly spaced current levels spanning the range 0 to 150 pA. Each stimulus was presented for a total of 1000 trials per current level. For every trial, the maximum λ was collected. The set of all λs, {λ} was then aggregated over all current levels and trials. Next, {λ} was clustered into two groups: {λ 1 } containing small values and {λ 2 } composed of all values greater than those in {λ 1 }. This was performed by a method known as Jenks natural breaks optimization (Jenks 1967) , which is equivalent to k-means clustering for 1-dimensional data. Following this, θ λ was defined as a value in {λ 2 } equal to the 0.1 percentile of {λ 2 }. This step was performed to minimize false spike detection due to possible crossover of the tails of the λ 1 and λ 2 distributions since those distributions were not known a priori. For all single-pulse, adaptation, masker-probe train, and refractory simulations, action potentials were identified if λ ≥ θ λ .
RESULTS
Single Pulse
Simulation results shown in Figure 3 establish the monophasic and biphasic single-pulse statistics for all neuron model variants as a function of the shift in HCN half-maximal activation potential (Fig. 3a sodium conductance duration threshold, Fig. 3b AP threshold current, and Fig. 3c relative spread) . Results for the HH and +KLT models appear constant as a function of c since no HCN channels are included in those models. However, all models that do contain HCN display a deceasing θ λ as a function of c. This is due to (1) an increased total resting membrane conductance and (2) an increased rate of repolarization produced by HCN deactivation following depolarization.
Due to the increased total resting membrane conductance, the single-pulse threshold currents increase with respect to c for models with HCN channels. Just as previously reported (Liu et al. 2014a; Bruce 2008, 2014) , KLT shows an increase of θ SP relative to HH in the +KLT model and an additive effect to θ SP in models with HCN. Whereas Negm and Bruce (2014) used a threshold-crossing value of 80 mV relative to rest; in this study, θ λ was used to detect action potentials. For the models HH, +HCN(r, 0), +KLT, and +HCN(r, 0) + KLT models, Negm and Bruce (2014) For both monophasic and biphasic stimulation, the +KLT model shows a greater relative spread than the HH model, indicating a greater dynamic range in response to single pulses, consistent with Negm and Bruce (2008) . The +HCN(r) and +HCN(q, s) models maximize the RS SP at c = 0. In contrast, the +HCN(r) + KLT and +HCN(q,s) + KLT models show a constant tance duration, or the median duration over which N m3h1 /N max Na 9 0 given a stimulus FE of 99.9 %. c Empirical probability density of λ marginalized over all stimulus current levels. Values to the left of θ λ represent sodium conductances that are either failed action potentials or short-lived sodium fluctuations whereas the distribution that lies to the right of θ λ represents values of λ which were sufficient to generate a spike. Thus, the threshold θ λ is said to be the minimum value of λ required to generate an action potential. 
Adaptation
Changes in the excitability of feline SGNs driven by ongoing electrical pulsatile stimulation come in a few forms that often overlap temporally (for a review, refer to Boulet et al. 2016) . Examples of the decay in the response rate are illustrated by the white line-dot curves in Fig. 4 . Here, feline SGNs respond to the various stimulation rates and each to a variety of pulse current levels. This phenomenon is typically referred to as having arisen due to spike rate adaptation, which has a spike-dependent nature. Upon closer examination, Figure 4c (middle row) shows that a neuron firing in response to a 5000 pulses/s pulse train also shows the effects of refractoriness, which can be observed by the oscillatory response in the PSTH for the first few pulses at least. This can be explained by a strong spiking response at the onset of the pulse train putting the neuron in a refractory state for the next pulse in most trials, such that it does not often respond to that second pulse. Subsequently, the spike rate is large again for the third pulse but reduced for the fourth pulse, and so on. An increase in the spike rate produced by facilitation is also apparent when comparing Figure 4c to Figure 4a , b, and d. Finally, clear evidence of accommodation or subthreshold adaptation is apparent in Figure 4d during the interval in which the SGN is not spiking. Since the neuron ceases spiking in the presence of ongoing pulse train stimulation, spike rate adaptation cannot be responsible for this type of drop in excitability. Therefore, accommodation must be a contributing process. However, the question remains as to what is the primary biophysical contributor to reducing electrical excitability in SGNs.
Changing the HCN half-maximal activation potential affects the pulse train response in terms of varying neuronal excitability or the strength of adaptation. train stimulation. Figure 6a shows the responses to the +KLT + HCN(q, s, 0) SGN model and Figure 6b exhibits the responses to the stronger-adapting +KLT + HCN(q, s,4) model. It is clear that since q^and ŝ are more open at rest (from 0 to 10 ms) when c = 4 relative to c = 0, the +KLT + HCN(q,s,4) is capable of progressive membrane hyperpolarization, which gradually drives the neuron to adapt over the duration of the stimulation (cf. Fig. 5 of Negm and Bruce 2014). Due to its low-threshold regime, the stochastic activation particle of the KLT channel, w^undergoes an HCN-c-dependent drop in activation over the stimulation interval (in Fig. 6b compared to Fig. 6a) . In a similar fashion, the inactivation particle of the KLT channel, ẑslowly inactivates. Figure 7 shows the PSTH responses for the six membrane models over the 20, 50, and 80 % FEs and all stimulation rates. The +HCN(r,3), +HCN(q,s,4), +HCN(r,3) + KLT, and +HCN(q,s, 4) +KLT kinetic variants in Figure 7 are the strongest-adapting models with HCN channels (see Fig. 8b, NSRD) . Overall, the PSTHs display a relatively high onset rate that is followed by a gradual drop down to a lower steadystate response rate. On aggregate, both onset and final spike rates are higher as a function of the firing efficiency. However, the final spike rates are not linearly predicted by pulse rate, which can be seen by the wide bin dots.
Across all firing efficiencies for models without HCN channels, the final spike rate is maximized at 800 pulses/s and decreases in response to greater stimulation rates with the exception of the HH model. Models with HCN channels show a maximum final response rate for stimulation at 200 pulses/s, which then decreases monotonically with the pulse rate. The drop in the response rate for the HH model at stimulation rates including and above 800 pulses/s occurs immediately after 1 ms and thus is not representative of adaptation but rather refractoriness. The +KLT model behaves similarly to the HH model at the 200 and 800 pulses/s stimulation rates. However, at 2000 pulses/s, the response rate is lower, and at 5000 pulses/s, the neuron does not respond except to the first pulse, indicating accommodation (subthreshold adaptation). Models containing HCN channels respond similarly to the +KLT model in terms of onset and final response rates but appear to display adaptation behavior across a broad set of stimulation rates exhibited by the relatively slower decay in the PSTH. Overall, wide bin response rates were well predicted by (3) since the worst fit was model variant +HCN(r,−4) + KLT (R 2 = 0.819) and the best fit was model variant +HCN(r, 3) (R 2 = 0.980). Figure 8 contains simulation results that summarize the pulse train responses over the range of HCN halfmaximal activation potentials (varied by c). Figure 8 also shows simulation results from this study and experimental results from Zhang et al. (2007) of the normalized spike rate decrement (NSRD) versus the onset response rate. Figure 8a shows the onset rate, Figure 8b displays the normalized spike rate decrement (NSRD), and Figure 8c reports the adaptation time constant (τ adapt ). Simulation results in Figure 8a c (onset rate, NSRD, and adaptation time constant) were averaged over all FEs (1, 10, 20, 50, 80, 99, 99.99, and 99 .9999 %) and the pulse rates (200, 800, 2000 , and 5000 pulses/s). BStrong-adapters^were defined as the neurons with NSRD greater than 0.75, just as in Negm and Bruce (2014) , and can be seen in the light gray zone (in Fig. 8b ). Out of all membrane models and their respective shifted V 1/2 HCN variants, the following are classified as strong adapters : +HCN(r,1),  +HCN(r, 2), +HCN(r, 3), +HCN(r, 4), +HCN(q, s, 4) , +HCN(r, 2) +KLT, +HCN(r, 3) +KLT, +HCN(r, 4) +KLT, and +HCN(q,s,4) +KLT. Notably absent from the list of strongly adapting neurons are the HH and +KLT models, indicating that HCN channels are required to produce strong adaptation.
All models containing the KLT channels have a distinctly lower onset response rate in Figure 8a than those without, and thus KLT appears to be a strong regulator of the onset response rate. Since the onset response rate is calculated over 0-12 ms and the drop in the firing rate occurs 1 ms after the onset of the pulse train (see Fig. 7 ), this could be related to processes other than spike rate adaptation, such as refractoriness. However, as seen in Figure 7 , the HH and +KLT models have a relatively high final response rate, with the HH response being the highest. This may help explain the disparity in the NSRD between the HH and KLT-containing models. Models with HCN but without KLT channels cover a wide set of onset response rates ranging from approximately 190 to 310 spikes/s near the HH response. Onset response rates of the HCN models that are near the HH response can be explained by the HCN channels being closed at (and somewhat below) the resting membrane potential, specifically the r ∞ and the slow s ∞ component (see Fig. 1a ). In terms of the positively shifted V 1/2 HCN model variants, the r and s particles are at least half open at the resting membrane potential and are in a position to strongly restore the membrane potential towards E h . For example, the s particle of the +HCN(q, s, 4) model undergoes maximum activation near the resting membrane potential. This leads to maximizing the NSRD, produced by a maximal contribution to the ionic current I h in cases of hyperpolarization and towards V rest for cases of depolarization. However, the main differential activity between the HCN(r) and HCN(q, s) channels is the quick q particle remaining partially open for all explored values of c. In terms of the negatively shifted model variants, this provides a higher baseline NSRD for the +HCN(q, s) compared to the +HCN(r) model variants. The relatively short adaptation time constants (τ adapt ) of the HH and +KLT models seen in Figure 8c can be clearly interpreted from the PSTHs of those models in Figure 7 that show a sharp decrease in the spike rate following the onset response for stimulation rates above 200 pulses/s. In the same manner, compared to the weakly adapting models, the strongly adapting models clearly boast larger adaptation time constants, which are in the range of 8.5-11 ms. In summary, the shifted V 1/2 HCN value appears to be the main modulator of the adaptation time constant.
The next portions of Figure 8 plot the NSRD against the onset response rate. Simulation results were provided over all model variants and FEs where Figure 8d -f correspond to the respective stimulation rates: 200, 800, and 5000 pulses/s. The remaining panels, namely Figure 8g -i show experimental data from feline SGN (Zhang et al. 2007 ) that responded to 250, 1000, and 5000 pulses/s pulse train stimulation. The proportion of strong adapters increases with the pulse rate for both simulation results from this study and those of Zhang et al. (2007) . The fact that the NSRD is dependent on pulse rate indicates that accommodation is largely responsible for the occurrence of strongly adapting neurons. The reasoning is that spike rate adaptation should only be dependent on the onset spike rate, not the spike rate decrement, nor the pulse rate. Therefore, if spike rate adaptation were the only contribution to the spike rate, NSRD would not be a function of pulse rate. If spike rate adaptation were the only process responsible for reducing the response rate, all points in Figure 8d -i would lie on a line with positive slope extending from the bottom-left to the top-right corners, suggesting that an increase in onset response rate produces a proportional decrement in activity. Instead, one observes a negative relationship between NSRD and the onset response rate grows stronger with increasing pulse rate, further suggesting that accommodation is at play. It is also worth noting a small discrepancy in NSRD between model simulations in response to a 200 pulses/s stimulation (Fig. 8d) and data from experiment in response to a 250 pulses/s pulse train (Fig. 8i) . Specifically, a subset of fibers in the data appears to be strong adapters, whereas the model simulations do not produce strong adapters at this low pulse rate. The strong adapters appear to be independent of the onset response rate, shown in Figure 8i and to a lesser extent in Figure 8h , suggesting that the response of this small subset of neurons may have been subject to fluctuations in excitability in addition to those that are present in models from this study.
Recovery from Masker Train
As seen in Figures 5 and 7 , spike rates eventually adapt to a constant steady-state in response to a fixed stimulation rate and current level. Figure 9 shows data from Miller et al. (2011) where low-rate probe train responses of feline SGNs undergo an initial period of reduced excitability after stimulation from either suprathreshold (Fig. 9a, b) or subthreshold (Fig. 9d) high-rate masker trains. Likewise, this study investigated how the masker response history that was driven by a high-rate pulse train contributed to the dynamics of the low-rate probe response. Figure 10 shows the masker and probe response to pulse trains for the same set of model variants as in Figure 7 , but for the (a) 1 %, (b) 50 %, (c) 99.99 %, and (d) 99.9999 % FEs at the 5000 pulses/s masker pulse train rate.
Given that the current level was set to a FE = 50 % (or the single-pulse threshold) in the probe-alone condition (i.e., when there was no masker train), a constant response rate was expected similarly to the results of Miller et al. (2011) , represented by the gray bars in Figure 9 . This would equate to approximately 500 spikes/s within a 1-ms time bin in response to each pulse in the probe train. Over the entire stimulus duration, this produces an average response rate of 50 spikes/s. Figure 10 (thick, lightly colored bars) shows that this was indeed the case and was largely independent of the model. The reasons for this behavior can be summarized by the following points: (1) there was no masker stimulus that could pre-condition the probe response and (2) the probe train IPI had a relatively large value of 10 ms (minimizing probe train pulse interactions). The exception to this constant response rate was for the +HCN(r, 3), +HCN(q, s, 4), and to a lesser extent, the +HCN(r,3) +KLT, +HCN(q, s, 4) +KLT models where the probe-alone response displayed adaptation.
In contrast to the probe-alone response, in the masker-probe condition, a flat probe train response due to the pre-conditioning imposed by the masker train on the membrane potential was not expected. Figure 10 superimposes the results of the maskerprobe train response (thin dark bars, followed by thick dark bars) over the probe-alone response. Each model's gross probe recovery pattern in the maskerprobe condition was such that a gradual increase in the response was observed. This pattern was consistent for masker train pulse current levels that were either greater or less than θ SP , similarly to the experimental results reported by Miller et al. (2011) . The only difference between the masker-probe and probealone conditions for models HH and +KLT were the weak first probe pulse responses. However, all +HCN model variants shown in Figure 10 , namely, +HCN(r,3), +HCN(q, s,4), +HCN(r,3) + KLT, and +HCN(q,s, 4) + KLT displayed a longer probe recovery time course than the HH and +KLT models. In particular, model variants +HCN(q, s, 4) and +HCN(q,s, 4) + KLT had the slowest masker-probe recovery.
Simulation results in Figure 11 show the effect of the HCN V 1/2 shift (c) on the probe response recovery This figure shows cases with masker followed by probe train responses (black bars) and probe train alone responses (gray bars). All probe train responses are shown with thicker bars for visual aid only and were calculated over 1-ms intervals. All masker trains were delivered at rate of 5000 pulses/s over a 200-ms interval. Every probe train was delivered at 100 pulses/s for 250 ms with a pulse current level approximately equivalent to the SPT. a-f Going from top to bottom portray responses to decreasing masker pulse levels (shown). Asterisks correspond to cases when the first probe response was greater than the second. All panels were adapted with kind permission of Springer Science and Business Media: Figure 1 from Miller et al. (2011 Miller et al. ( ), © 2011 ratio (PRRR). Figure 11 also shows the PRRR versus the mean response rate to the masker for simulation results (Figure 11b , c) and experimental results (Fig. 11d, e) from Miller et al. (2011) . Similarly to the results in Fig. 8a -c, the PRRR shown in Fig. 11a has also been averaged over all FEs (1, 10, 20, 50, 80, 99, 99.99, and 99.9999 %) and the 200, 800, 2000, and 5000 pulses/s stimulation rates. As shown in Fig. 11 , the PRRR appears to decrease as a function of the HCN V 1/2 . Comparing this finding to the one in Fig. 8b , this translates to strongly adapting neurons exhibiting a relatively low PRRR, given their differing activation characteristics relative to the weakly adapting HCN variants, which show near complete recovery in their probe response. Figure 11 shows that the negatively shifted HCN model variants have a similarly large PRRR to the HH model of just under 1. Overall, the +HCN model variants show a relatively large PRRR range, with model variants containing the HCN(q, s) channel having the largest range, specifically +HCN(q, s,4) achieving an average PRRR of less than 0.7. The channel mechanisms that can explain the change in NSRD as a function of c, may also be used to understand the occurrence of values of PRRR near 1 at smaller values of c. That is, that HCN will not contribute to the total membrane conductance with such V 1/2 shifts (see Fig. 1 ). Therefore, the r and s Zhang et al. 2007) . Note that the thicker bars shown in the probe response panels are for visual aid only and were calculated over 1-ms intervals. The spike rates reported in each masker subpanel were calculated over the 0-300 ms interval.
channel particles cannot contribute to the afterhyperpolarization phase, nor can they regulate the resting membrane potential. These channel particles are responsible for reducing excitability on the timescale of approximately 100 ms which may partially explain the probe recovery in response to pulse train stimulation at 100 pulses/s, in contrast to the quickerresponding q particle (see τ q in Fig. 1 ).
There are similar trends in the PRRR versus the mean response rate to the masker as a function of the pulse rate. That is, whereas the 5000 pulses/s case (Fig. 11b, d ) shows a shallow negative slope, the slower pulse rates (Fig. 11c = 200 pulses/s; Fig. 11e = 250 pulses/s) express a steeper one. However, the full range of experimental PRRR values reported from Miller et al. (2011) cannot be matched by the simulation results of this study and therefore cannot be explained. Particularly, the recovery of the response to the 100 pulses/s probe train is poor (low PRRR) in a subset of neurons when preconditioned with a 5000 pulses/s masker train. This phenomena was conserved for the entire range of mean response rates to the masker (see Fig. 11d ) whereas the simulation results of any model SGNs could not produce this activity (see Fig. 11c ). This behavior may indicate a low absolute PRRR in a subset of neurons. This could correspond to a subset of neurons that were subject to fluctuations in excitability in addition to those that are present in this study's models, such as was the case for Figure 8 . Alternatively, given that a probe train interval of 300 ms was used in this study that is somewhat longer than the probe train interval of 250 ms used by Miller et al. (2011) , the model SGN may have been capable of more recovery, thus increasing the PRRR. Figure 12 shows the threshold recovery data as a function of the IPI for simulation results and those from experimental feline SGN recordings (Miller et al. 2001) . Figure 12a presents the threshold recovery ratio for the strongest-adapting model variants. The corresponding parameter estimates have been extracted from the fit to (4) and are given in Table 2 . By comparing HH, +HCN(r, 3), and +HCN(q, s,4) to +KLT, +HCN(r,3) +KLT, and +HCN(q,s,4) +KLT in Fig. 12 , KLT appears to be responsible for increasing the ARP (Δt abs ) and the RRP time course. Table 2 lists the values of Δt abs and the larger of the two time constants τ 2 where the effect of KLT appears to be an additive one. In contrast, the presence of KLT reduces τ 1 . Nevertheless, the addition Simulation results across all HCN V 1/2 levels (−4 to 4) and FEs (1, 10, 20, 50, 80, 99, 99.99, and 99.9999 %) . The remaining panels correspond to the same PRRR versus mean response rate to the masker simulation results plot, but for feline SGN recordings responding to d 5000 pulses/s and e 250 pulses/s masker-probe pulse train stimulation, where the mean response rate to the masker was calculated over the entire 0-200 ms masker train interval. and Miller et al. (2001) , this can be attributed to several factors. One reason could be due to the ability of the spike detection algorithm used in this study to discriminate spikes when the sodium conductance duration is greater than θ λ even if V(t) is less than an arbitrary spike detection threshold, especially for small IPIs (e.g., response to the second pulse for the refractory simulation). Another reason may be due to stimulus duration-dependent refractoriness, in which stimulation delivered during the absolute refractory period effectively prolongs the absolute refractory period (Morse et al. 2015) . Whereas Negm and Bruce (2014) used biphasic pulses with 75-μs duration and 75-μs interphase gap, 50-μs duration monophasic pulses were used in this study in order to be more consistent with the Miller et al. (2001) stimulation paradigm.
Refractoriness
Finally, unlike the extracellular stimulation used by Miller et al. (2001) , this study used a single-node SGN model with Bintracellular^stimulation, which would not be subject to conduction block imposed by the absolute refractory period at neighboring nodes of Ranvier. With the exception of the +KLT model, all models shown in Table 2 exhibit a greater effect of the short time constant τ 1 on the RRP (A 1 9 A 2 ). The effect of HCN on the refractory response of the membrane models becomes more apparent in Figure 13 as the ARP is plotted against the HCN V 1/2 shift c. The Δt abs is approximately constant for values of c G 0. However, beyond that, Δt abs increases as a function of c. The additive effect of KLT is invariant for all values of c when comparing +HCN(r) and +HCN(q,s) to +HCN(r) +KLT and +HCN(q,s) +KLT. Miller et al. (2011) showed that the addition of a KLT channel in concert with the K + accumulation mechanism was capable of explaining accommodation (or subthreshold adaptation) in response to pulse train stimulation. They also proposed variation in axonal diameter as a potential factor in determining the degree of SGN adaptation (Woo et al. 2010) . However, the relatively large ARP values reported by Miller et al. (2011) were not representative of the ARP values collected experimentally from feline SGNs (Miller et al. 2001 ). This suggests that alternative mechanisms may be necessary to holistically explain the SGN response to high-rate electrical stimulation.
This study has established that HCN channels may be responsible for strong adaptation in response to pulsatile stimulation through the combination of both spike rate adaptation and the buildup of accommodation that is observed in SGNs. For strongly adapting SGN models, all of which contain HCN channels, this study has shown that the time course over which adaptation acts (8.5-11 ms) qualitatively agrees with the mean rapid adaptation time constant values in feline SGNs (8.2-11.8 ms) (Zhang et al. 2007 ) across a range of pulse train rates (250, 1000, and 5000 pulses/s). Although a greater number of the +HCN(r) than the +HCN(q, s) model variants exhibit strong adaptation, the +HCN(q, s) model has benefits of (1) having the largest range in PRRR which is similar to the results found by Miller et al. (2011) and (2) the HCN(q, s) channel model is representative of channels found in the SGN (Liu et al. 2014b) . Additionally, the +HCN(q, s) model variants display less adaptation to the low-frequency probe-alone pulse train than +HCN(r) model variants (recall Fig. 10 ).
This study has also ascertained that HCN may contribute towards determining the absolute refractory period in SGNs.
The simulation results of this study are dependent on the configuration of the HCN channel activation characteristics (Chen 1997; Kim and Holt 2013; Liu et al. 2014b; Mo and Davis 1997; Yi et al. 2010) . The ranges of explored HCN V 1/2 values was extended by doubling the ranges estimated by Liu et al. (2014b) in neonatal murinae, i.e., ±4 standard deviations rather than ±2 standard deviations around the mean. This wider range was motivated by the lack of knowledge about the precise range of values for feline SGNs and possible differences in the resting membrane potential of murinae and adult feline SGNs. However, a change of approximately four standard deviations in HCN V 1/2 was sufficient to almost completely account for the variability in degree of spike rate adaptation, accommodation, and refractoriness observed in response to CI stimulation (see Figs. 8b and 11a ). For the older HCN(r) model, the range of values over which the model changed from being non-adapting to strongly adapting was centered around the mean HCN V 1/2 , i.e., for shift values of c between approximately −2 and +2. For the newer HCN(q,s) channel model, the effective range for c to modulate the strength of adaptation was between +1 and +4, suggesting that the mean HCN V 1/2 for adult feline SGNs may be at more positive values than was estimated for neonatal murinae by Liu et al. (2014b) . It has been noted by Davis and Crozier (2015) that adult SGNs have the capability to regulate their strength of adaptation, so the difference in the range of effective V 1/2 in the +HCN(q, s) model of adult feline SGNs compared to the range measured by Liu et al. (2014b) may be due to both species and age differences. Shifting the value of V 1/2 of a channel model changes the operating range as a function of the membrane potential of that channel (Krouchev et al. 2015) . This can amount to a voltage-dependent Bthresholding^effect on the channel's activity and as such, was deemed an appropriate HCN model parameter to vary as a first step towards explaining the variability of SGN excitability. Other channel parameters can play a role in regulating channel activity other than V 1/2 such as the slope factor, reversal potential, activation minimum, and activation maximum. These values may be explored in future studies to further fine-tune the SGN response, given supporting experimental evidence of the variation in these parameters. Together with the refractory behavior reported by Negm and Bruce (2014) , the results of this study have shown that KLT can increase the ARP and RRP time constants within physiological bounds, compared to the HH model. However, despite the qualitative increase in the RRP time constant, the models cannot predict the extended relative refractoriness observed in a subset of SGNs, as previously reported (Botros and Psarros 2010; Cartee et al. 2000; Cohen 2009; Miller et al. 2001) . The same Na v and K v ion channels used in the alternative model of Woo et al. (Miller et al. 2011; Woo et al. 2009a Woo et al. ,b, 2010 were kept in order to directly compare the results of this study with theirs, the only difference being in the adaptation mechanisms. However, the model's AP duration is somewhat shorter than the value of 330 μs recently estimated for adult SGNs (Rattay and Danner 2014). This possible inaccuracy, along with the discrepancy in refractory properties for some SGNs, suggests that further refinement of the types and characteristics of ion channels included in SGN models is warranted. A number of different Na v and K v channel descriptions have been explored in previous SGN models (see O'Brien and Rubinstein 2016, for a recent review), but none of these models have incorporated HCN channels. The emerging extended relative refractoriness shown in models with KLT is motivation for experimentally determining the channel's kinetics and the possible nodal and juxtaparanodal distribution (Lai and Jan 2006; Rasband and Shrager 2000) that are specific to feline SGN. Exploring different channel types and configurations found in SGNs such as different Na v , high-threshold K, and other K channels (recall Davis and Crozier 2015) should be a step in a positive direction, as this study has shown that more accurate characterizations of HCN channels endogenous to SGNs can better explain in vivo responses to CI stimulation on the order of 10 to 100 ms. These different channels may shed light on the differences in action potential duration and refractoriness, as well as the very slow (91 s) adaptation observed in some SGNs (Litvak et al. 2003) . However, as demonstrated in this study, there is a significant scope for heterogeneity of channel properties alone to account for variability in stimulusresponse statistics.
CONCLUSION
This study has shown that heterogeneity in the halfmaximal activation potential of HCN channels can explain the variability of adaptation in SGNs responding to pulsatile CI stimulation while maintaining a physiologically realistic absolute refractory period. A better understanding of the mechanisms behind intrinsic adaptation of SGNs is important for determining how different SGNs in the auditory nerve might respond differently to the same electrical stimulus. In addition, the degree of adaptation may also vary with the site of action potential initiation, because of differential expression of ion channel types at different locations along the neuron. Finally, a more accurate computational model of SGNs that can incorporate the range of adaptation strengths observed in vivo should provide an invaluable tool for evaluating CI stimulating strategies in present clinical use, as well as for the development of novel stimulation approaches.
