Eliminating negative end-use or appliance consumption estimates and incorporating direct metering information into the process of generating these estimates; these are two important aspects, of conditional demand analysis (CDA) that will be the focus of this raper. In both cases a Bayesian approach seems a natural way of proceeding. What needs to be investigated is whether it is also a viable and effective approach. In addition, such a framework naturally lends itself to prediction. Our application involves the estimation of electrical appliance consumptions for a sample of Australian households. This application is designed to illustrate the viability of a full Bayesian analysis of the problem.
Eliminating negative end-use or appliance consumption estimates and incorporating direct metering information into the process of generating these estimates; these are two important aspects of conditional demand analysis (COA) that will be the focus of this paper.
In both cases a Bayesian approach seems a natural way of proceeding. What needs to be investigated is whether it is also a viable and effective approach.
COA is designed to disaggregate total energy demand into specific end-use components. For example the household demand for electricity or gas could be disaggregated into demands associated with the different appliances held by the household. Naturally each of these components of total demand should be positive. However, existing COA -studies prOVide numerous examples where these natural restrictions are violated. Notably, in a study of residential electricity demand the results of Aigner, Sorooshian and Kerwin (1984) included many negative load estimates prompting the comment:
"While our results show well defined load shapes for many appliances, the load levels often seem questionable", Aigner et al. (1984, p. 97) .
Also in a recent COA study of residential electricity deman.d, Fiebig, Bartels and Aigner (1991) used the infrequent occurence (but not elimination) of negative estimates as one measure of the success of their estimators.
COA relies on heterogeneous household appliance portfolios; essentially end-use demands are estimated by comparing total demand of households with .and without a particular appliance. Unfortunately it is sometimes the case that there are high saturation appliances or there is a "bundling" of certain types of appliances each of which gives rise to multicollinearity problems. It is also possible that weak data can arise because of large disturbance variances and/or relatively small sample sizes. Consequently negative estimates in COA studies can often occur because data are weak or uninformative. One response to this problem is to exploit available prior information; in this case the non-negativity of the end-use demands. We demonstrate how a Bayesian approach can provide a complete solution, guaranteeing nonnegative estimates of the end-use consumptions. Geweke (986) has argued forcefully in favour of the Bayesian approach to the problem of inequality constrained linear regression. He contends that it:
n... leads to practical methods for exact inference that are impossible to treat using a sampling-theoretic approach", Geweke (1986, p.128) .
One procedure that provides accurate estimates of end-use consumptions and automatically overcomes the nonnegativity problem is to abandon the CDA approach and to attach meters to individual end-uses enabling the direct r \..., measurement of the associated consumption. While this is a conceptually straightforward method it is unfortunately not practical because the cost associated with extensive direct metering would be prohibitive.
Moreover it ignores the information that is provided by CDA studies using data that is C i often readily available.
The compromise situation where some direct metering information is available and is combined with the CDA information seems to be the appropriate way to proceed.
c Typically direct metering information will be available for only a subset of end-uses and/or a small number of households. A natural way to utilize these data is to view it as prior information on the specific appliance I consumptions and proceed in a Bayesian framework. Such an approach has been C taken by Hsiao, Mountain and Ho (1990) who present three alternative Bayesian methods that share the following general characteristics:
(i) Priors are specified as being multivariate normal.
(ii)
Parameters of the priors are "estimated" on the basis of c independent direct metering information where the direct metering is assumed to come from some previous sample or from a sample of customers that is different from that used in the CDA.
OH) The Specifically the posterior mean is actually that of the distribution that is suggested to approximate the actual posterior distribution. Secondly, the importance of the nonnegativity issue is recognized.
As an extension to their main analysis, Caves et al. (1987) admit the inappropriateness of their prior distribution and briefly comment on the use of a truncated normal prior.
)
There are several important aspects that differentiate our approach from the previous Bayesian analyses of Hsiao et al. (1990) and Caves et al. (1987) .
In particular:
(i) Unlike Caves et al. the nonnegativity issue is addressed directly by initially incorporating this restriction into our basic specification of the model.
(H) Allowance is made for different forms and sources of direct metering information. In particular, we explicitly address the situation of . )
having partial direct metering for the same time period and group of households as is to be used for the CDA. The analysis is usefully viewed as a three stage process starting with relatively diffuse priors which are then updated by two sources of data corresponding to direct metering and CDA.
(IH) The underlying data processes associated with the direct metering information and the CDA data are taken to be elliptical and hence are both more general than the assumption of normality.
(Iv) A more complete description and analysis of the posterior distribution than simply the calculation of posterior means is provided and no recourse is made to approximations.
(v) The analysis is extended to prediction on the basis of a complete characterization of the predictive density. Assuming these relationships are linear we obtain a general CDA model which
Following the basic CDA model specification we assume that appliance ownership is exogenous. This is somewhat contentious because it is quite reasonable to argue that some of the factors affecting appliance utilization also affect decisions to acquire appliances. However, in the short run appliance stocks are fixed and existing evidence suggests that the bias from ignoring possible endogeneity may be qualitatively small; see Sebold and Parris (1989) .
There are several reasons for dividing the regressors of (2.2) into two groups. Importantly it highlights the parameters of most interest, namely the elements of r. By carefully defining the individual columns of Z a c useful interpretation is provided for r. Because of (2.1) the columns of Z c will be in the form of interactions of demographic variables with appliance dummies. Consider a particular interaction. The appliance dummy is multiplied by the associated demographic variable which is defined in terms of deviations from its mean where the mean is calculated over those households possessing the appliance in question.
The jth element of r can now be interpreted as the energy consumption of the jth appliance for the "average household" possessing that appliance.
This interpretation highlights the fact that r should clearly never be negative. Such prior information is important and should be incorporated into the estimation of CDA models such as (2.2).
Notice that in moving from (2.1l to (2.2) the disturbance terms have been differentiated.
Typically one would expect a heteroskedastic u . Alternatively it could have been collected in conjunction with the CDA data.
Because of the costs involved in metering individual appliances, the typical situation will be one where there is limited direct metering information covering only a subset of appliances and a sample of households probably smaller than that available for CDA analysis. Moreover, Bartels and Fiebig (1990) argue that if one has the opportunity to choose where to place meters then it is preferable in terms of the precision gains for estimation to spread the meters over a number of appliances rather than to concentrate on a particular appliance.
Following Fiebig et al. (1991) and Hsiao et al. (1990) , the direct metering information will be combined with CDA to provide improved estimates of end-use consumptions. The only restriction to be imposed on the direct metering information is that its sampling process should have the same structure as the CDA model of (2.2) with the same coefficients, but possibly different covariance structure. Engle et al. (1983) .
CDA for
In the case where both sources of information pertain to the same sample of households for the same period, some care needs to be taken in specifying (2.2).
In particular the availability of direct metering of appliance j for household i implies that y will refer to total consumption net of the le direct metering consumption. In addition, the ith rows of Z and 0 will be c e modified so as to indicate the absence of appliance j. This avoids using the same information twice.
III Bayesian conditional demand analysis
Three Bayesian CDA models are developed that differ in the specification of the stochastic component of the model. Each one has distinctive features that make them attractive potential models.
In practice this provides a selection of alternatives that should cover a wide range of applications.
\ I
The common preci.si.on modeL As already explained, there are two distinct sources of data information pertaining to our problem and we use the same regression models for both, differing only in the covariance structure. The common precision (CP) model entails the stacking of these data as represented by (2.2) and (2.3) to yield:
where y' = (y' y'), X' = (X' X') and u' = (u' u'). The stochastic
structure on u is taken to be multivariate elliptical (or ellipsoidal).
• Provided symmetry around zero is a reasonable assumption, this provides considerable flexibility. In particular, we assume
where 6 is a positive scalar precision parameter assumed to be common to (1970) . Dickey and Chen (1985) and Johnson (1987) for details.
Apart from the possible dependencies allowed for by the assumption of an elliptical distribution for u. the CP model can accommodate a range of s correlation and heteroskedastic structures through the specification of V.
s However the constraint is that V must be known or that we are willing to The CP model is now completed by assuming a prior density on the parameters
For the precision parameter we shall specify the usual improper s prior structure:
where functional independence between t:f and the precision parameter is assumed. Such a reference prior is shown by Osiewalski and Steel (1992) to result in exactly the same posterior and predictive results for any choice of g (.) in (3.2). The analysis is then fuHy robust with respect to any
• departures from normality in the entire class of multivariate elliptical data densities. These results hold irrespective of the specification of
In this framework it follows directly that the marginal posterior for 13 is given by: 
Specifying a conventional (unrestricted uniform) noninformative prior for {3 means that the posterior for {3 given in (3.4) is a multivariate Student t density.
However the prior on (3 should reflect the nonnegativity of the direct appliance consumptions in '1 which is firmly based on their technical interpretation.
Assuming the prior mass is spread evenly over the positive orthant leads to a prior given by It may be the case that prior information is available on the other elements of {3, say on the basis of economic theory. However, for the .), present discussion such extensions will not be pursued and a restricted uniform prior on (3 will be maintained.
Often one is interested in conducting conditional predictions of the total load for households with certain characteristics and certain appliance holdings. The CDA sampling model is extended to incorporate, say, Nr observations to be forecasted, denoted by y, conditional on an N xm design r r ) matrix X . r Equations (3.1l and (3.2) are modified to yield (3.8) and Iv e 1-
X e e with T = N + N / ' = (y' y') , = (X ' X ') u , = (u' u ') and the r ' .
• r ' .
• r e..
Appendix I briefly indicates how (3.13) was obtained.
)
The 2-stage independent modeL
The most attractive feature of the CP model is that analytical results for posterior and predictive analyses are available. However this comes at the expense of the potentially restrictive assumption of assuming a common precision parameter for both the CDA and direct metering data. The 2-stage independent (2SI) model relaxes this assumption. In treating the CDA and direct metering data separately it needs to be
recognized that individually these data may not relate directly to all regression coefficients. Zero columns occur in (2.2) if say one or more appliances are fully metered while they occur in (2.3) when direct metering information is not available for the full set of k appliances under study.
Thus, full-rank versions of (2.2) and (2.3) are written as follows:
(3.14) Again a multivariate elliptical assumption is made for the stochastic structure on both u and u so that 
Note that the prior information on ~ is multiplied by the Student kernel in 
CDA data will then update the prior in densities of all elements of (3 will be influenced by the direct metering information, even if the latter only applies to one or a few appliances.
The Student kernel in the first-stage posterior (3.18) is well-defined if
However, formally these conditions are not required if our interest focuses on the second-stage posterior in (3.22). Drawings from the latter will be conducted as in Bauwens and Richard (1982) and truncation will be performed by a simple rejection approach. Apart from this truncation, (3.22) is a well-defined 2-0 poly-t density on the m-dimensional vector (3 if for i = c,d:
X 'V-IX is positive semi-definite symmetric (PSDS), and
where the latter condition implies that every element of (3 should appear in either (3 or (3. Posterior moments of (3 will exist at least up to order p < Conditions on gee) e are as they were for ge(. ).
• ~)
As before cS e is integrated out and we condition on f3, y , X given all available sample information, Le. the second-stage posterior given by (3.22), in order to obtain the post-sample predictive density:
Clearly, those elements of {3 that are not truncated and only appear in the CDA sample can be integrated out analytically in (3.26), given the rest of {3.
Only if there is no direct metering and we do not impose the non-negativity constraints on r, do we obtain a fUlly analytical solution to (3.26) in a Student t form. For the more general case Monte Carlo integration is required in order to determine (marginall density plots and quantiles of l given X f and the observed sample, and could be useful in e e practice for moments of order three and higher.
However, as with the CP model the first two moments of y: can easily be computed analytically from only the first two posterior moments of (3 if they exist, using for N > 1 confined to JulyI the winter month of peak demand. Notice that the workday consumption has lower mean and variance than weekend consumption. Our analysis is designed to make similar comparisons between the end-use consumptions rather than their totals and to identify the source of the differences in total consumption levels.
For three of the end-uses the UEC's of (2.0 are assumed to vary with household characteristics.
In particular the UEC's of HWPK and HWOP are assumed to be linearly related to PEOPLE while that of HEAT is assumed to be a linear function of SIZE. This implies inclusion of the following interaction variables into our CDA specification: SIZE-HEAT, PEOPLE-HWPK and PEOPLE-HWOP. PEOPLE, SIZE, INCOME, INCMSG and MJROTH are also included in the specification: they can be thought of as interactions with the INTERCEPT which is interpreted as the consumption for the average household of all common end-uses such as lighting, washing machines, etc. This interpretation derives from the measurement of all demographic variables in terms of deviations from the mean. The UEC's of all other appliances are taken to be constant over households.
Complete specifications of the regression models are provided in Table 2 where initial OLS regression estimates are given. Incorporating the available metering information requires separating the direct metering consumptions from total consumptions. The first set of results represent the estimated version of equation (2.2) which has as its dependent variable total consumption net of direct metering. Because HWOP is totally metered this dummy and the associated interaction do not appear in this equation.
The second set of results are for the estimated version of equation (2.3) where direct metering consumptions are regressed on the two HWPK and HWOP dummies and the associated interactions.
These models and their associated estimates are provided for the purposes of illustration and to highlight a number of deficiencies that need to be addressed. Available direct metering information is not fully utilized as the commonality of coefficients in (2.2) and (2.3) has been ignored. There is nothing here to ensure the non-negativity of the estimated end-use consumptions (see FREEZ and POOLPUMP) nor will conventional confidence intervals for positive estimated end-uses necessarily have positive lower limits (see FRIGAUT, DRYER and MWAVE, and to a lesser extent DSH), Our
proposed Bayesian models provide a framework for resolving these problems.
Furthermore, heteroskedasticity in the disturbances will be accounted for within this framework.
Bayesian results
The choice between the alternative Bayesian models will depend primarily on how appropriate their different stochastic structures are for the particular problem being investigated. Disturbances associated with the CDA data for non-metered households are expected to be independent of all other disturbances. Moreover, using directly metered households only, simple correlations are small between the OLS residuals from the CDA and direct metering regressions; -0.046 for workday data and -0.006 for weekend data.
This suggests that an assumption of independent disturbances may be satisfactory for these data. Consequently the extra computational effort required for the 2SS model does not seem warranted and our attention will be confined to the CP and 2S1 models.
Recall that with the CP model any heteroskedasticity, which does seem to be a problem here, needs to be modelled in terms of a known V matrix.
• Alternatively we must be willing to condition on any unknown parameters in
V .
A convenient and reasonable assumption to make here is that s heteroskedasticity is proportional to the household's appliance holdings.
More appliances imply greater consumption and hence greater variability in electricity demand. Thus V is specified as a diagonal matrix with diagonal s elements proportional to the number of appliances held by the particular household. This parameterization of heteroskedasticity is retained for the 2S1 model. However recall that the 2S1 specification involves relaxing the potentially restrictive assumption made in the CP model that there is a
common precision parameter for both the CDA and direct metering data.
As mentioned previously an attractive feature of the CP model is the availability of analytical results for posterior and predictive analyses.
For applied work this feature translates into computational convenience. In particular the CP model is readily accessible to the practitioner because the popular econometric software package SHAZAM, (see White (978) ), can be used for calculations. Unfortunately the capabilities of SHAZAM do not extend to the estimation of the 2SI model. Consequently, the reported CP results were generated by SHAZAM while the 2SI results were generated by a computer program for Monte Carlo integration described in the computational appendix. Table 3 reports posterior means and standard deviations for the CP and 2SI models.
Results that do not incorporate the non-negativity constraint were also produced but for most coefficients the effect of truncation is minor.
As an example consider 2SI estimation of the COOK parameter for workdays. is also clear from both densities is that there is considerable dispersion in the predicted consumption of our typical electric household.
Because our typical electric household includes end-use estimates that , )
individually were not overly affected by whether estimates were truncated or not, one would not expect substantial differences between the densities in I predictive densities confirmed this but it is noteworthy that the truncated densities were shifted to the left and they exhibited less dispersion.
V Conclusion
Estimates that fail to satisfy strongly held a priori restrictions are difficult to justify. Negative estimates of electricity end-use or appliance demand are a good example of this. Estimating these consumptions by direct metering methods solves the problem but at a large cost.
Moreover. such methods ignore readily available information from billing records and appliance-holding surveys. We have demonstrated how these two aspects of estimating end-use demand can be readily integrated into a Bayesian framework. Our discussion has also targetted two potential extensions to the Bayesian models that have been developed. A richer class of heteroskedasticity or ,cpr:,relation between disturbances would require the ---"/ v~ matrix to depend on"":ft"ke-'~n "parameters. This extension requires an added computational burden but little in the way of analytical development. The second extension involves the relaxation of the assumption that appliance ownership is exogenously determined. This represents a more challenging task that must be left for future work. 10,000 drawings from the truncated posterior density.
In our application, the rejection rate was about 16 to I, Le. 160,000 drawings from the untruncated density were generated, out of which 150,000 had to be discarded. • Numbers I n brackets are standard deviations. 
