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1 Introduction
Orientifolds and orbifolds with D-branes (see e.g. [1, 2] for reviews) are valuable theoretical
laboratories for understanding string models of phenomenological relevance. They are the
simplest nontrivial string models, in the sense that the worldsheet theories are free, but the
symmetry is reduced compared to the simplest possible models. At the phenomenological
level, too much symmetry can prevent a given string model from accommodating existing
and future data, but too little symmetry makes direct computations exceedingly difficult.
For example, if we orientifold Type IIB string theory to produce Type I string theory in
10 dimensions, then compactify on an orbifold that is a limit of the six-dimensional space
K3 × T 2, we are left with extended N = 2 supersymmetry in four dimensions. In N = 2
supersymmetric models it is typically relatively straightforward to compute string effective
actions from worldsheet conformal field theory including the first quantum corrections, in
the approximation of one string loop. This is because only zero modes contribute to the
string effective actions, as heavy string states do not preserve enough supersymmetry, which
effectively means that all dependence on worldsheet moduli cancels out of the integrands
of string S-matrix elements, an enormous technical simplification. However, these models
are not terribly attractive for phenomenology.
Instead one usually wants to compactify string theory on an orientifold that is a limit of
a true Calabi-Yau manifold, to obtain minimal N = 1 supersymmetry in four dimensions.
In these more generic models, the amount of supersymmetry is not enough to make the
worldsheet conformal field theory calculations trivial. There remain integrals over both
moduli of the worldsheet metric itself, and over the positions of vertex operators. (For
example, for a cylinder amplitude, the worldsheet moduli are the length of the cylinder
and all vertex positions. At tree level, one would fix some positions by conformal symmetry,
but at one-loop this is not as helpful and vertex operators are often left unfixed.) In simple
terms, there is no reason for N = 1 contributions to simplify like N = 2 sectors do.
On the good side, there is an extensive literature where somewhat related calculations
have been performed; minimally supersymmetric string effective actions for the heterotic
string from the 1980s, and some later developments. It would not be useful or feasible to
cite them all here, but we wish to highlight papers by Lerche, Schellekens, Nilsson and
Warner from 1987 [3] and by Stieberger and Taylor from 2002 [4]. In these papers, very
impressive calculations of torus integrals are performed, where the integrands are highly
nontrivial functions of both positions and worldsheet metric moduli. For orientifolds with
D-branes, such calculations would need to be generalized to other worldsheet surfaces at
Euler characteristic zero, with worldsheet boundaries and/or crosscaps (annulus, Mo¨bius
strip, and Klein bottle, that we collectively denote by σ). At first sight this generalization
seems impossible, since important details of torus integrals were used that simply do not
apply in orientifolds with D-branes.
In this paper, we will emphasize the existence of a natural mapping between gravity-like
amplitudes (closed strings) and gauge-theory-like amplitudes (open and unoriented strings)
at one loop. The three worldsheet surfaces σ with boundaries and crosscaps are themselves
defined as involutions of a covering torus. This means that one can use the “doubling trick”,
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i.e. extend worldsheet fields to unphysical regions of the worldsheet surface (“unphysical”
in the sense of the method of images). Including these unphysical regions reconstitutes the
covering torus. It is then in principle possible to use methods similar to those of closed
strings, but it is not completely trivial. For example, the alert reader will have noted that
this could at most be possible for open and/or unoriented string amplitudes where certain
factors (such as Chan-Paton traces) have been stripped off.
We will be interested in one-loop corrections to the Ka¨hler metric of closed string
moduli in N = 1 supersymmetry. In [5] we studied the one-loop correction to the Ka¨hler
metric of open string scalars for D-branes intersecting at angles, and found that it van-
ishes in one special case. This is not guaranteed by supersymmetric effective field theory,
and more generally, one does not expect it to vanish. In this paper we take a step back
from [5] in the sense that we do not allow nontrivial intersection angles between the D-
branes, or D-brane worldvolume fluxes. This means that the moduli dependence will be
simple and the essential output of our calculation can be reduced to a single computable
finite constant for each given model. This may be relevant for the phenomenology of these
models, for example in determining the Ka¨hler metrics for the moduli fields. We empha-
sized “finite” constant, since in analogous open-string calculations (e.g. [6]), there can be
infrared-divergent field theory contributions that produce anomalous dimensions for the
effective fields below the string scale, which introduces possibly interesting renormaliza-
tion group evolution. In the current setting with closed string moduli, there are no such
infrared-divergent contributions. Provided the consistency conditions from tadpole cancel-
lation are fulfilled, ultraviolet divergences in the string amplitude of interest also cancel
between the various diagrams, so there are no divergences at all.
Other work that is relevant to this general kind of calculation include [7–9]. We keep
the general outline as generic as possible throughout this paper, but for concreteness we
occasionally focus on a particular Ka¨hler modulus for a particular orientifold. As example
we use the Ka¨hler modulus of the third two-torus in the Z′6 orientifold, whose orbifold
generator is defined by the twist vector ~v = (16 ,−12 , 13). This minimally supersymmetric
four-dimensional orientifold contains D9-branes as well as D5-branes wrapped around the
third torus. Without fluxes or angles, T-duality in all six internal directions exchanges the
D-brane configuration for one with D3-branes and D7-branes, respectively.
2 String effective action
The moduli space of closed and open string moduli is of great interest, both in its own
right and in applications. Typically in Type IIB orientifolds, the moduli are Ka¨hler moduli
T , complex structure moduli U , the complexified dilaton S, and D-brane moduli ϕ. After
moduli stabilization such as in flux compactifications, most of these fields will be heavy and
should better be called “would-be moduli”. Here, we will not incorporate any direct effects
of moduli stabilization. In fact, experience shows that minimization of the effective moduli
potential should be attempted after the string effective action is understood at least at the
one-loop level. Perhaps surprisingly, certain questions may even require understanding of
the string effective action at higher-loop level, as we argue below.
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The string effective Lagrangian at low energy α′E2 ≪ 1, in the Einstein frame, will
contain the moduli metric of the Ka¨hler moduli:
Leff ⊃ GT T¯ ∂µT∂µT¯ . (2.1)
In the following, we are going to focus on the metric for T3, the Ka¨hler modulus of the
3rd two-torus of the orientifold under consideration. If T does not carry a subscript, we
always implicitly mean this modulus. Before we begin, a few comments about eq. (2.1).
We employ “moduli space power counting”.1 That is, we assign dimension zero to all
classical field expectation values, as opposed to the canonical dimensions dictated by the
quantum fields (fluctuations). This means we can keep all powers of e.g. T in GT T¯ without
any tension with the low-energy truncation of the α′ expansion, as long as we view the
T in GT T¯ as being the classical expectation value. With this understanding, one may be
misled to believe that we can always set GT T¯ → δT T¯ by canonically normalizing T . The
metric can indeed be transformed to the flat metric at a point, but not when we probe
the neighborhood of a point. For example, the Kaplunovsky-Louis soft terms in gravity
mediated supersymmetry breaking [11] involve curvature tensors in field space. In general,
we would like to know the moduli space metric GT T¯ , including quantum corrections.
In minimal supersymmetry, the moduli space metric GT T¯ is Ka¨hler, but it is not pro-
tected from renormalization. We remark that if we instead had considered the more sym-
metric models with extended N = 2 supersymmetry (or more), the Ka¨hler metric would
have been given in terms of a prepotential, which is holomorphic and obeys nonrenormaliza-
tion theorems analogous to those of the gauge kinetic function in minimal supersymmetry.
With enough Ka¨hler metric components computed, one can hope to “integrate” the
Ka¨hler metric to obtain the Ka¨hler potential from which all Ka¨hler metric components are
derived, as in [12]. We will not solve this problem in the present paper, but rather focus
on a single metric component.
To compute a one-loop correction to GT T¯ , we need to calculate a two-point function
of closed string vertex operators representing the volume of the 3rd torus measured in the
string frame. This is the objective of this paper. However, our result is not quite sufficient to
construct the one-loop correction to the moduli metric of T in the Einstein frame. We would
also need to take into account the perturbative correction to the Einstein-Hilbert term. To
see that this will have an influence on the moduli metric in the four-dimensional Einstein
frame, let us consider the analogous N = 2 supersymmetric model discussed in [13]. (To
be precise, those authors only considered Ka¨hler moduli that are transverse to the overall
volume, which would not include the Ka¨hler modulus T3 that we are considering in this
paper. The following discussion is only meant to illustrate possible effects of corrections
to the Einstein-Hilbert term.) To one-loop order, the corrections to the Einstein-Hilbert
term and the moduli metric are found to be
S4 =
1
2κ24
∫
d4x
√−g
[
e−2Φ4 +
χ
(2π)3
(
2ζ(3)
e−2Φ4
V +
2π2
3
)]
R
+
1
κ24
∫
d4x
√−g
[
e−2Φ4− χ
(2π)3
(
2ζ(3)
e−2Φ4
V +
2π2
3
)]
G
(0)
qq¯ ∂µq∂
µq¯ + . . . , (2.2)
1See e.g. [10], appendix B.
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where V is the volume of the Calabi-Yau measured in string frame and, following [13], we
used the notation q for the Ka¨hler moduli, that sit in hypermultiplets in type IIB theory
compactified on a Calabi-Yau manifold. All the corrections are proportional to the Euler
number χ of the Calabi-Yau. The corrections proportional to ζ(3) arise from α′ corrections
at sphere level, whereas the other correction terms arise at 1-loop (i.e. from the torus
diagram). Going to the four dimensional Einstein frame produces
S
(E)
4 =
1
κ24
∫
d4x
√−g
{
1
2
R+
[
1− 2χ
(2π)3
(
2
ζ(3)
V + e
2Φ4
2π2
3
)]
G
(0)
qq¯ ∂µq∂
µq¯
}
+ . . . (2.3)
to leading order. Here “leading order” means that only the leading corrections in the small
parameters 1/V and e2Φ4 are kept. Thus, when writing down eq. (2.3), we consider 1/V and
e2Φ4 to be of similar size. For example, terms proportional to e2Φ4/V , which also arise from
the Weyl rescaling, count as doubly suppressed and are neglected, even though counting
just the order in the dilaton, they would have been of the same order as the second term
in the round brackets of (2.3).
Now we see why to determine the one-loop correction to the metric in the Einstein
frame, it is not enough to calculate the one-loop correction in the string frame to one-
loop order (given in the second line of (2.2)). The correction to the Einstein-Hilbert
term, multiplied by the zeroth order contribution to the moduli metric, gives an additional
contribution to the correction to the moduli metric in Einstein frame to one loop order
(again, neglecting doubly suppressed terms).
We also need to deal with another complication: the definitions of the Ka¨hler moduli
suffer modifications at one loop order, in general. This was shown in [15] for type I
orientifolds, but it also holds in type II compactifications if one considers the mixing of the
overall volume modulus with the dilaton, cf. [16], an effect which was circumvented by [13]
by only considering Ka¨hler moduli orthogonal to the overall volume. For the following
discussion we assume that the imaginary part of the T -modulus (which contains the actual
volume of the 3rd torus and, thus, is the field that we are actually calculating a 2-point
function of) takes the form
τ = τ (0) + δτ (2.4)
with a one loop correction δτ that depends on the moduli fields. In general there could also
be corrections from disk level, cf. [15, 17–19], but in the absence of fluxes and neglecting
open string scalars for the moment, we do not expect such corrections to arise.2 As we will
show now, the precise knowledge of δτ is also necessary in order to read off the complete
one-loop correction to the moduli metric of T .
2The corrections found in [19] do not obviously seem to require any non-vanishing background values
for the open string fields and also do not depend on any fluxes. However, here we assume that they do not
arise in our toroidal orientifold example, since otherwise they should have been observed in the disk level
calculations of the closed string Ka¨hler metric in [24] or in the one loop calculation of the gauge couplings
in [25]. It would be interesting to check more directly if the corrections of [19] really evaluate to zero for
toroidal orientifolds. We thank T. Grimm for discussions on this point.
For related work on higher order redefinition of the moduli fields in heterotic M-theory, see e.g. [20, 21].
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For N = 1 supersymmetry, the effective action analogous to (2.2) would be
S4 =
1
κ24
∫
d4x
√−g
[(
e−2Φ4 + δE
) 1
2
R+
(
G˜(0) + G˜(1)
)
∂µτ
(0)∂µτ (0)
]
+ . . . , (2.5)
where δE contains both the sphere-level α′ correction as well as the one-loop gs correction,
possibly including contributions from all one-loop amplitudes (torus, annulus, Mo¨bius and
Klein bottle, see figure 1 below), cf. [15, 22, 23]. On the other hand, G˜(0) stands for the
tree-level (sphere) contributions to the metric in the string frame (including α′ corrections),
while G˜(1) contains all the one-loop contributions. There are no contributions from disk
level here, cf. [24]. It is G˜(1) that we are going to calculate in this paper, or rather the
contribution to G˜(1) arising from N = 1 sectors. Note that G˜(0) and G˜(1) are not quite
the tree level and 1-loop contributions to the T T¯ -component of the Ka¨hler metric in (2.1),
but they are related as discussed below. Also note that both of them only depend on the
imaginary parts of the Ka¨hler moduli ImTi = τi given that the real parts of Ti enjoy shift
symmetries in string perturbation theory. They can of course also depend on the other
moduli, like the complex structure and the dilaton. Moreover, the four-dimensional dilaton
e−2Φ4 has to be understood as a function of the complex dilaton (or rather of the imaginary
part of its tree level form σ(0)) and the Ka¨hler moduli (or rather the imaginary parts of
their tree-level form τ
(0)
i ), i.e.
e−2Φ4 ≡ e−2Φ10t1t2t3 =
√
σ(0)τ
(0)
1 τ
(0)
2 τ
(0)
3 , (2.6)
where e−2Φ10 is the ten-dimensional dilaton and
σ(0) = e−Φ10t1t2t3 , τ
(0)
i = e
−Φ10ti (2.7)
and the ti are 2-cycle volumes measured in the string frame metric, i.e. ti ∼
√
Gi with Gi
the determinant of the metric of the i-th torus.3
In the N = 2 case considered in [15], δτ of (2.4) was not independent of δE, cf. the
formula between their (4.12) and (4.13). If something analogous happens in our case, one
would expect
τ
(0)
i → τ (0)i +
ti
2σ(0)
δE = τ
(0)
i +
1
2
(
τ
(0)
i
τ
(0)
j τ
(0)
k
)1/2
1√
σ(0)
δE
∣∣∣∣∣∣
i 6=j 6=k
. (2.8)
Of course, this expectation would have to be confirmed via an explicit calculation. One
might attempt to check the redefinition (2.8) for τ3 by calculating the quantum corrected
gauge coupling of the 5-brane gauge group, as this is given by τ
(0)
3 at lowest order in
3Note that we did not include any mixed terms in the kinetic terms in (2.5), even though they could
in principle contribute to the diagonal part of the kinetic terms of τ3. That is, they could contribute to
the coefficient of ∂µτ3∂
µτ3, once the one-loop correction to the definition of the Ka¨hler moduli, eq. (2.4),
is taken into account. However, due to the fact that to zeroth order (in α′ and gs) the moduli metric of
the Ka¨hler moduli is diagonal, this effect would necessarily be doubly suppressed (in V−1 and/or gs). This
justifies restricting to the diagonal part in (2.5).
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perturbation theory, i.e. at disk level. This should be completed by quantum corrections to
make a term linear in the corrected τ3. However, note that the correction in (2.8) is of order
e2Φ10 relative to the leading disk level term. Thus, it would only arise from a genus-3/2
contribution to the gauge coupling. It would be interesting to calculate this higher-loop
contribution along the lines of [26].
Now, introducing
e−2Φ˜4 ≡ e−2Φ4 + δE (2.9)
and performing the Weyl rescaling to go to the four dimensional Einstein frame via
gµν → e2Φ˜4gµν (2.10)
we end up with
S
(E)
4 =
1
κ24
∫
d4x
√−g
[
1
2
R+
(
e2Φ4G˜(0) − δEe4Φ4G˜(0) + e2Φ4G˜(1)
)
∂µτ
(0)∂µτ (0)
− 6∂µΦ˜4∂µΦ˜4
]
+ . . . , (2.11)
where the dots contain again doubly suppressed terms. Expanding the second row to one
loop order
∂µΦ˜4∂
µΦ˜4 = ∂µΦ4∂
µΦ4(1− 2δEe2Φ4)− ∂µΦ4∂µδEe2Φ4 + . . . (2.12)
we obtain the kinetic term[
G(0) − δEe4Φ4G˜(0) + e2Φ4G˜(1) (2.13)
−6
(
∂Φ4
∂τ (0)
)2
(−2δEe2Φ4) + 6 ∂Φ4
∂τ (0)
∂δE
∂τ (0)
e2Φ4
]
∂µτ
(0)∂µτ (0) + . . .
≡
[
G(0) +G
(1)
]
∂µτ
(0)∂µτ (0) + . . . . (2.14)
Here G(0) is the tree level metric of the Ka¨hler modulus T3, i.e.
G(0) = G
(0)
T T¯
(T (0)) =
1
4(τ (0))2
(
1 + χ ζ(3)
(σ(0))3/2
V + . . .
)
, (2.15)
which follows from [27]. Note that this is not the same as G˜(0). For instance, the tree level
∂µΦ4∂
µΦ4 term is absorbed here in order to get from G˜
(0) to G(0).
Finally we obtain to one-loop order (making the dependence on (τ (0)) explicit for
clarity) [
G(0)(τ (0)) +G
(1)
(τ (0))
]
∂µ(τ − δτ)∂µ(τ − δτ)
=
[
G(0)(τ) +G
(1)
(τ) +
1
2τ3
δτ
]
∂µτ∂
µτ − 2G(0)(τ)∂µτ∂µδτ + . . .
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Figure 1. The one-loop two-point function on all four worldsheets of Euler character zero.
=
[
G(0)(τ) +G
(1)
(τ) +
1
2τ3
δτ − 2G(0)(τ)∂δτ
∂τ
]
∂µτ∂
µτ + . . .
≡
[
G(0)(τ) +G(1)(τ)
]
∂µτ∂
µτ + . . . , (2.16)
where we neglected doubly suppressed terms and the dots in the third row also include po-
tential off-diagonal kinetic terms mixing different τi-moduli, resulting from the fact that δτ
probably depends on all the τi, cf. (2.8). In the present discussion we focus on the diagonal
kinetic term for τ = τ3. Of course, in the term proportional to G
(0)(τ)∂δτ/∂τ one could
neglect the α′-correction to G(0) given that it would be doubly suppressed. From (2.16)
we can read off the one-loop correction to the T T¯ component of the moduli metric
G
(1)
T T¯
(T ) = G(1)(τ) = G
(1)
(τ) +
1
2τ3
δτ − 1
2τ2
∂δτ
∂τ
+ . . . (2.17)
= e2Φ4G˜(1)(τ) + 12
(
∂Φ4
∂τ (0)
)2
δEe2Φ4 + 6
∂Φ4
∂τ (0)
∂δE
∂τ (0)
e2Φ4
−δEe4Φ4G˜(0)(τ) + 1
2τ3
δτ − 1
2τ2
∂δτ
∂τ
+ . . . (2.18)
≡ e2Φ4G˜(1)(τ) + ∆ . (2.19)
We see that to find the complete one-loop correction to the metric of the Ka¨hler modulus
T , we need not only the direct one-loop correction G˜
(1)
T T¯
(T ) (whose determination is the
focus of this paper) but also the additional correction ∆, which requires knowledge of δE
and δτ to one-loop order. If the expectation (2.8) for δτ indeed bears out, it would remain
to calculate the N = 1 one-loop correction to the Einstein-Hilbert term δE. We leave this
for future research.
3 Two-point function of closed strings
To obtain G˜
(1)
T T¯
(T ) of the previous section, we would like to compute the string amplitudes
of figure 1, where the external states are closed-string moduli. Now, generic moduli are
not independent, for example a fluctuation in a D-brane scalar can cause a fluctuation in a
complex structure modulus. Since the power of the string coupling is higher for lowest-order
open strings (disk) than for lowest-order closed strings (sphere), this could cause a technical
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complication by mixing different orders of string perturbation theory. In [12] we dealt with
this using “Ka¨hler adapted vertex operators”, that automatically capture the corrections
of interest at the desired order of perturbation theory. The strategy is quite simple: rewrite
the string worldsheet action in terms of the (complex) moduli, in which the moduli space
is actually Ka¨hler, and vary the worldsheet action with respect to these spacetime moduli.
This produces combinations where the usual open and closed string vertex operators are
used as “building blocks”. For the imaginary part τ of the Ka¨hler modulus T , however,
we showed that only a single building block contributes to its vertex operator:4
Vτ = φ
gc(α
′)−2
2τ (0)
VZZ¯ , (3.1)
with the vertex operator (eq. (2.32) of [12])
VZZ¯(p) =−
2
α′
∫
d2ν eip ·X
[
i∂Z¯ +
α′
2
(p · ψ)Ψ¯
] [
i∂¯Z +
α′
2
(p · ψ˜)Ψ˜
]
− 2
α′
∫
d2ν eip ·X
[
i∂Z +
α′
2
(p · ψ)Ψ
] [
i∂¯Z¯ +
α′
2
(p · ψ˜) ˜¯Ψ
]
, (3.2)
where
Z =
G1/4
(2 ImU)1/2
(X1 + U¯X2) , Z¯ =
G1/4
(2 ImU)1/2
(X1 + UX2) ,
Ψ =
G1/4
(2 ImU)1/2
(ψ1 + U¯ψ2) , Ψ¯ =
G1/4
(2 ImU)1/2
(ψ1 + Uψ2) (3.3)
are the complexified coordinates of [24]. Here X1 and X2 are the real coordinates and
√
G
and U the volume and the complex structure of the torus whose Ka¨hler modulus is under
consideration (we will always consider the 3rd torus). Also, φ is the polarization of the
scalar vertex operator. As mentioned above, the vertex operator is found from varying the
worldsheet action expressed in the relevant spacetime moduli, producing
Vτ = − δSws
δτ (0)
δτ (0) = − 1
4π
VZZ¯
1
2τ (0)
δτ (0) , (3.4)
and comparison with (3.1) reveals the relation
δτ (0) = −4πgc(α′)−2φ , (3.5)
(cf. (3.7.11c) in [28], where the factor of (α′)−2 was absorbed in φ). Note that δτ (0) denotes
the fluctuation of τ (0) about its background value, and not the one-loop correction (2.4)
which we will not discuss further in this paper. Also, the second equality in (3.4) follows
like (2.31) in [12]. The relation (3.5) will be important later on when we read off the
one-loop correction to the metric from the 2-point function that we are going to calculate.
4The α′−2 is to cancel the string length squared contained in the closed string coupling gc and make the
forefactor dimensionless.
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The two-point string S-matrix for σ = A,M,K in a T 6/ZN orientifold is
〈
Vτ (p1)Vτ (p2)
〉
σ
=
1
8N
iV4
(4π2α′)2
φ2g2c (α
′)−4
4(τ (0))2
∫ ∞
0
dt
t3
N−1∑
k=0
∑
s even
Zs
〈
VZZ¯(p1)VZZ¯(p2)
〉s
σ
, (3.6)
where V4 is the regularized external volume, Zs stands for the partition function without the
factor (4π2α′t)−2, which we made explicit, (but including the Chan-Paton trace for annulus
and Mo¨bius) and s ≡ {α, β} is the spin structure of the worldsheet fermions, cf. table 2
in appendix D. Finally,
〈
VZZ¯(p1)VZZ¯(p2)
〉s
σ
is the conformal field theory correlator on the
worldsheet σ. For the torus one has a very similar formula, except that the integral over the
worldsheet parameter involves the complex modulus of the torus, there are two independent
spin structures for the left and the right movers and both the even-even and the odd-odd
combinations can in principle contribute.
For most of this paper we will focus on the worldsheet conformal field theory correlator
and only later on reinstate the remaining ingredients in eq. (3.6). The contraction with
only bosons vanishes by supersymmetry, cross terms with single normal-ordered operators
automatically vanish, and the remaining contributions to the two point function are given
by one piece with four worldsheet fermions and one piece with eight worldsheet fermions:〈
VZZ¯(p1)VZZ¯(p2)
〉s
σ
=
〈
VZZ¯(p1)VZZ¯(p2)
〉s
σ
∣∣
Four
fermions
+
〈
VZZ¯(p1)VZZ¯(p2)
〉s
σ
∣∣
Eight
fermions
. (3.7)
The latter can only contribute if there is a pole from vertex collisions, as we will see below.
We begin with the four-fermion contributions:
〈
VZZ¯(p1)VZZ¯(p2)
〉s
σ
∣∣
Four
fermions
= −2(p1 · p2)
∫
σ
d2ν1
∫
σ
d2ν2 e
−(p1· p2) 〈X1X2〉σ
×
{
〈∂¯Z1∂¯Z¯2〉σ〈Ψ2Ψ¯1〉sσ〈ψ2ψ1〉sσ + 〈∂Z1∂¯Z¯2〉σ〈Ψ2 ˜¯Ψ1〉sσ〈ψ2ψ˜1〉sσ
+ 〈∂¯Z1∂Z¯2〉σ〈Ψ˜2Ψ¯1〉sσ〈ψ˜2ψ1〉sσ + 〈∂Z1∂Z¯2〉σ〈Ψ˜2 ˜¯Ψ1〉sσ〈ψ˜2ψ˜1〉sσ
}
. (3.8)
Using the worldsheet correlators of appendices C and D we have for the torus amplitude
σ = T :
〈VZZ¯(p1)VZZ¯(p2)〉s,s˜T
∣∣
Four
fermions
= −2 δ
∫
T
d2ν1
∫
T
d2ν2 e
−δGTB(ν1, ν2)
×
{[
(∂1∂2G
−~γ
B )(ν1, ν2)
]∗
G~γF (s; ν2, ν1)GF (s; ν2, ν1)
+ (∂1∂2G
~γ
B)(ν1, ν2)
[
G−~γF (s˜; ν2, ν1)
]∗ [
GF (s˜; ν2, ν1)
]∗}
, (3.9)
where we introduced the dimensionless momentum-squared invariant δ as5
δ ≡ α
′
2
(p1 · p2) (3.10)
5With strict momentum conservation this would vanish on-shell, but we relax overall momentum con-
servation as in [29], see p. 19 of [12] for more discussion.
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Figure 2. The standard way to make the worldsheet surfaces with crosscaps and boundaries,
and their Green’s functions, from that of the worldsheet torus is by identifying under a certain
involution.
and ~γ is the twist (quasiperiodicity) of the worldsheet correlator, see appendices C and D for
details. For the annulus, Mo¨bius strip and Klein bottle amplitudes (σ = A,M,K) we have:〈
VZZ¯(p1)VZZ¯(p2)
〉s
σ
∣∣
Four
fermions
= −2δ
∫
σ
d2ν1
∫
σ
d2ν2 e
−δGσB(ν1, ν2)
×
{
(∂¯1∂¯2G
γ
B)(Iσ(ν1), Iσ(ν2))G
γ
F (s; ν2, ν1)GF (s; ν2, ν1)
− (∂1∂¯2GγB)(ν1, Iσ(ν2))GγF (s; ν2, Iσ(ν1))GF (s; ν2, Iσ(ν1))
− (∂¯1∂2GγB)(Iσ(ν1), ν2)GγF (s; Iσ(ν2), ν1)GF (s; Iσ(ν2), ν1)
+ (∂1∂2G
γ
B)(ν1, ν2)G
γ
F (s, Iσ(ν2), Iσ(ν1))GF (s; Iσ(ν2), Iσ(ν1))
}
, (3.11)
where there is only a single real twist γ (related to the orbifold twist, as in table 1 in
section 3.8) and the definition of the involutions Iσ can be found in the appendix, cf. (B.3),
and see figure 2. The slightly surprising choice of ordering of arguments in eq. (3.11) is
convenient to absorb some phases that would appear for the more obvious ordering. Note
that although most of the correlators refer to the covering torus, at this point the integrals
are still performed over each worldsheet surface σ = A,M,K. We now proceed to lift the
world sheet integrals to the covering torus (see figure 3), using the results of appendix B.1:〈
VZZ¯(p1)VZZ¯(p2)
〉s
σ
∣∣
Four
fermions
= −2δ
∫
T
d2ν1
∫
T
d2ν2 e
−δGσB(ν1, ν2)
× (∂¯1∂¯2GγB)(Iσ(ν1), Iσ(ν2))GγF (s; ν2, ν1)GF (s; ν2, ν1) . (3.12)
As promised, the integration domains with boundaries and crosscaps have been replaced
by purely torus integrals, and now most Green’s functions in the integrand also refer to
the covering torus. The only remaining Green’s functions on the surface σ is the GσB in the
exponent, and since this has a forefactor that carries momenta, we will be able to treat it
separately from the others in the low-energy limit.
In all, what we have done is to provide a simple prescription to compute open and
unoriented string (gauge theory-like) loop amplitudes from closed string (gravity-like) loop
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Figure 3. A lifting that gives amplitudes for open and unoriented strings from closed strings.
amplitudes. This is backwards compared to what is done in recent work on field theory am-
plitude calculations, where one derives gravity amplitudes from gauge theory amplitudes!
(See for example one of the original papers [30], and the more recent string theory work
in [31].) The lifting procedure is convenient because it allows us to systematize the calcu-
lation and make use of known results for torus amplitudes. Note also that the Chan-Paton
states are traced over, otherwise this lifting would clearly have been impossible.
Now we go through similar steps for the eight-fermion contributions, which read〈
VZZ¯(p1)VZZ¯(p2)
〉s
σ
∣∣
Eight
fermions
= −
(
α′
2
)2
(p1 · p2)2
∫
σ
d2ν1
∫
σ
d2ν2 e
−(p1· p2) 〈X1X2〉σ
×
{
〈ψ1ψ2〉sσ〈ψ˜1ψ˜2〉sσ − 〈ψ1ψ˜2〉sσ〈ψ˜1ψ2〉sσ
}
×
{
〈Ψ1Ψ¯2〉sσ〈Ψ˜2 ˜¯Ψ1〉sσ − 〈Ψ˜1Ψ¯2〉sσ〈Ψ˜2Ψ¯1〉sσ
− 〈Ψ1 ˜¯Ψ2〉sσ〈Ψ2 ˜¯Ψ1〉sσ + 〈Ψ˜1 ˜¯Ψ2〉sσ〈Ψ2Ψ¯1〉sσ
}
. (3.13)
Again with the worldsheet correlators of appendices C and D we have for σ = T〈
VZZ¯(p1)VZZ¯(p2)
〉s,s˜
T
∣∣
Eight
fermions
= −2δ2
∫
T
d2ν1
∫
T
d2ν2 e
−δGTB(ν1,ν2) (3.14)
×GF (s; ν1, ν2) [GF (s˜; ν1, ν2)]∗G~γF (s; ν1, ν2) [G−~γF (s˜; ν2, ν1)]∗ ,
and for σ = A,M,K〈
VZZ¯(p1)VZZ¯(p2)
〉s
σ
∣∣
Eight
fermions
= −δ2
∫
σ
d2ν1
∫
σ
d2ν2 e
−δGσB(ν1, ν2)
×
{
GF (s; ν1, ν2)GF (s; Iσ(ν1), Iσ(ν2))−GF (s; ν1, Iσ(ν2))GF (s; Iσ(ν1), ν2)
}
×
{
GγF (s; ν1, ν2)G
γ
F (s; Iσ(ν2), Iσ(ν1))
−GγF (s; Iσ(ν1), ν2)GγF (s; Iσ(ν2), ν1) e2πiγδσK
−GγF (s; ν1, Iσ(ν2))GγF (s; ν2, Iσ(ν1)) e−2πiγδσK
+GγF (s; Iσ(ν1), Iσ(ν2))GF (s; ν2, ν1)
}
. (3.15)
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Now we can use the results of appendix B.1 again to lift the world sheet integrals to the
covering torus:〈
VZZ¯(p1)VZZ¯(p2)
〉s
σ
∣∣
Eight
fermions
= −δ2
∫
T
d2ν1
∫
T
d2ν2 e
−δGσB(ν1, ν2)
×
{
GF (s; ν1, ν2)GF (s; Iσ(ν1), Iσ(ν2)) −GF (s; ν1, Iσ(ν2))GF (s; Iσ(ν1), ν2)
}
× GγF (s; ν1, ν2)GγF (s; Iσ(ν2), Iσ(ν1)) . (3.16)
3.1 Four fermions
Let us start with the four-fermion terms. We first note that the torus amplitude (3.9)
does not contribute. This is due to the fact that the two contributions from the Green’s
functions only depend either exclusively on the left moving spin structure or the right
moving spin structure. Then, multiplying (3.9) with the partition functions and summing
over both the left and the right moving spin structures produces zero.
Thus, we are left with the four-fermion terms in eq. (3.12). We consider the untwisted
Ka¨hler modulus of the third torus. Then all the relevant correlators have Neumann-
Neumann boundary conditions, no matter what surface we consider. Let us concentrate
on the spin structure dependent terms, i.e. the partition function and the two fermion
Green’s functions. It is useful to define Zϑs , the part of the partition function that contains
the Jacobi theta functions, which we give explicitly in eq. (G.1). With this notation, we
perform the spin structure sum and obtain just a single Green’s function:∑
s
ηsZ
ϑ
sG
γ
F (s; ν2, ν1)GF (s; ν2, ν1) = G
γ
F (ν2, ν1) . (3.17)
Here we use the following convention: if we do not indicate explicitly over which spin struc-
ture s to sum, it is over even spin structures (s = 2, 3, 4). We show (3.17) in appendix G.1.
The GSO sign ηs is given in table 2 in appendix D. What happened is that (non-manifest)
supersymmetry reduced the number of Green’s functions in the integrand. We introduced
a new convention on the right hand side: if we do not indicate the spin structure s explicitly
for a fermion Green’s function, it is s = 1 (odd). Now we can calculate∑
s
ηsZ
ϑ
s
〈
VZZ¯(p1)VZZ¯(p2)
〉s
σ
∣∣
Four
fermions
= −2δ
∫
T
d2ν1
∫
T
d2ν2 e
−δGσB(ν1, ν2)GγF (ν2, ν1)∂¯2G
γ
F (Iσ(ν1), Iσ(ν2)) , (3.18)
where we used the identity ∂¯1∂¯2G
γ
B(Iσ(ν1), Iσ(ν2)) = ∂¯2G
γ
F (Iσ(ν1), Iσ(ν2)) to replace a
boson Green’s function with a fermion Green’s function. (Note that before differentiation,
the boson propagator depends on both ν and ν¯ = Iσ(ν1) − Iσ(ν2). We only display the
dependence on one of them in the argument, and choose freely which one to display. The
fermion propagator of course only depends on either ν or ν¯. )
3.2 Evaluation by analytic continuation
In the limit δ → 0 the integrand in eq. (3.18) is a function of the relative coordinates
ν ≡ ν2 − ν1 and ν¯ ≡ Iσ(ν1)− Iσ(ν2) only. We change variables and trivially integrate over
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Figure 4. The integrand is not invariant under a half-integer shift, but the integral over the
fundamental domain is. In this figure, each quarter-piece of integration domain is mapped by an
integer lattice shift.
the “center-of-mass” coordinate. Setting GγF (ν, 0) ≡ GγF (ν) we obtain∑
s
ηsZ
ϑ
s
〈
VZZ¯(p1)VZZ¯(p2)
〉s
σ
∣∣
Four
fermions
= −4τ2δ
∫
T
d2ν GγF (ν)∂¯G
γ
F (ν¯) +O(δ2) , (3.19)
where the 2τ2 is from the trivial integral.
Naively, the integral in eq. (3.19) appears divergent since the integrand is singular at
the lattice points ν = Z+τZ. However, when adding the contributions from the four corner
points 0, 1, τ and 1+ τ we find that the divergences cancel. To see this, since the integrand
in eq. (3.19) is doubly periodic we can shift the integration region such that the only en-
closed lattice point is the origin ν = 0, as in figure 4. Close to ν = 0 the integrand behaves as
GγF (ν)∂¯G
γ
F (ν¯) = −
1
νν¯2
− c0 1
ν¯2
− c1 ν
ν¯2
+ c1
1
ν
+ finite , (3.20)
where c0 and c1 are the first two coefficients from the expansion G
γ
F (ν) =
1
ν + c0 + c1ν +
O(ν2). Because the same number of powers of ν and ν¯ never occur together, the integral
of eq. (3.20) over an infinitesimal disk centered at ν = 0 must vanish:
lim
ε→0
∫
|ν|≤ε
d2ν GγF (ν)∂¯G
γ
F (ν¯)
= 2 lim
ε→0
∫ ε
0
dr r
∫ 2π
0
dθ
[
−e
iθ
r3
− c0 e
2iθ
r2
− c1 e
3iθ
r
+ c1
e−iθ
r
+ finite
]
= 0 , (3.21)
where the factor of 2 in the second row arises from d2ν = 2d(Re ν) d(Im ν). We changed
to polar coordinates via ν = reiθ and used
∫ 2π
0 dθ e
imθ = 0 for all m ∈ Z\{0}.
We have argued that the integral in eq. (3.19) is finite, but finiteness is not manifest.
To calculate the finite value explicitly we will use analytic continuation: we introduce a
complex parameter s (not to be confused with the spin structure, which is also denoted
s) and define a meromorphic function F (s) whose value at s = 1 is the desired integral.
This may seem roundabout for calculating a finite value, but we will find that evaluation in
some other region of the complex s plane is quite simple, and we believe that some of the
intermediate steps could be of general interest. For completeness, we rederive the result
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by two alternative approaches in the appendix: partial integration and point splitting, in
appendices H and I, respectively.
In section E.1 we identify the Green’s functions of bosons and fermions on the torus
in terms of Eisenstein-Kronecker functions E1:
GγB(ν) = E1(γ, ν) + const. , (3.22)
GγF (ν) = −∂νE1(γ, ν) . (3.23)
The Eisenstein-Kronecker functions (see e.g. Ch. 8 of [32]) are defined for any complex
numbers w and z and for Re s > 1 by
Es(w, z) =
(τ2
π
)s∑
m,n
′ exp(2πiτ2 Im[(w +m+ nτ)z¯])
|w +m+ nτ |2s , (3.24)
where by
∑′
m,n we intend the sum over all m,n ∈ Z such that w + m + nτ 6= 0. For
Re s > 12 the series converges almost everywhere, i.e. away from z ∈ Z + τZ, and in
particular for s = 1 the series converges to the boson Green’s function. For other values of
s the Eisenstein-Kronecker function is defined by analytic continuation.
Now, we define a new function F = F (s) of the complex parameter s, whose value at
s = 1 gives the desired worldsheet integral
F (s) :=
∫
T
d2ν ∂Es(γ, ν)∂¯
2Es(γ, ν¯) , F (1) =
∫
T
d2ν GγF (ν)∂¯G
γ
F (ν¯) . (3.25)
The motivation for studying F (s) rather than F (1) directly is that by taking Re s large
enough, the integrand becomes manifestly finite everywhere in the integration region. Now,
we have
F (s) = (−1)3
∫
d2ν
(τ2
π
)s−1∑
k,ℓ
γ + k + ℓτ¯
|γ + k + ℓτ |2s e
2πi
τ2
Im[(γ+k+ℓτ)ν¯]
×
(τ2
π
)s−2∑
m,n
(γ +m+ nτ¯)2
|γ +m+ nτ |2s e
2πi
τ2
Im[(γ+m+nτ)ν]
. (3.26)
Using the orthogonality relation∫
d2ν e
2πi
τ2
Im[(γ+k+ℓτ)ν¯]
e
2πi
τ2
Im[(γ+m+nτ)ν]
= 2τ2 δℓ,−n δk,m+nδσM , (3.27)
which follows from τ¯ = −τ + δσM, we arrive at
F (s) = −2π
(τ2
π
)2s−2∑
m,n
(γ +m+ nδσM − nτ¯)(γ +m+ nτ¯)2
|γ +m+ nδσM − nτ |2s|γ +m+ nτ |2s , (3.28)
= −2π
(τ2
π
)2s−2∑
m,n
γ +m+ nτ¯
|γ +m+ nτ |2(2s−1) . (3.29)
We now temporarily (eq. (3.30) through eq. (3.32)) treat γ and γ¯ as independent variables
and only in the end we specify to real γ. Then we can write eq. (3.29) as
F (s) = 2π
∂
∂γ
[
1
2s− 2
(τ2
π
)2s−2∑
m,n
1
|γ +m+ nτ |2(2s−2)
]∣∣∣∣
γ real
= 2π
∂
∂γ
[
E2s−2(γ, 0)
2s− 2
]∣∣∣∣
γ real
.
(3.30)
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The right-hand side defines the analytic continuation of F (s) to the whole complex plane.
In the limit s→ 1 we have
E2s−2(γ, 0)
2s− 2 =
E0(γ, 0)
2s− 2 + E
′
0(γ, 0) + . . . (3.31)
and E0(γ, 0) = 0, E
′
0(γ, 0) = E1(0, γ), which is given by Kronecker’s second limit formula
E1(0, γ) = − ln
∣∣∣∣ϑ1(γ, τ)η(τ)
∣∣∣∣2 + 2πτ2 (Im γ)2 , (3.32)
as we show in section E.1 for completeness. When evaluating ∂γE1|γ real the second term
vanishes and we conclude for F (s) at s = 1:
F (1) = −2πϑ
′
1(γ, τσ)
ϑ1(γ, τσ)
. (3.33)
Thus we find the four-fermion term∑
s
ηsZ
ϑ
s 〈VZZ¯(p1)VZZ¯(p2)〉σ = 8πτ2δ
ϑ′1(γ, τ)
ϑ1(γ, τ)
, (3.34)
which agrees with the alternative calculations in appendices H and I.
3.3 Eight-fermion term: general arguments
Let us now move on to the eight-fermion term (3.16). We first focus on σ = A,M,K and
come back to the torus contribution in section 3.7. For N = 4 sectors, the eight-fermion
term gave the full result for higher-curvature corrections [33]. Since the eight-fermion term
has four explicit momentum factors in front, it can only contribute at order α′p2 if there
is a pole 1/δ = 2/(α′p1 · p2) from vertex collisions. For N = 2 sectors, there is no pole,
so this term does not contribute at all to renormalization at order α′p2 . We will see this
below, and we will also see that for N = 1 sectors there is a pole. A more efficient way to
compute it might be to first change the superghost picture, which can reduce the number
of explicit factors of momentum so that one does not have to extract a pole, but we will
not attempt that possibly instructive calculation in this paper.
Although the present calculation will be longer than the one for the four-fermion term
in the previous section, we will find that it reduces to an expression that is very similar
to eq. (3.34). Probably there is a more direct way to see this, perhaps by worldsheet
supersymmetry.
We now return to the lifted eight-fermion term of eq. (3.16):
S ≡ −δ2
∫
T
d2ν1
∫
T
d2ν2 e
−δ GσB(ν1, ν2) f(ν1, ν2), (3.35)
where f is
f(ν1, ν2) =
{
GF
(
s; ν1, ν2
)
GF
(
s; Iσ(ν1), Iσ(ν2)
) −GF (s; ν1, Iσ(ν2))GF (s; Iσ(ν1), ν2)}
× GγF
(
s; ν1, ν2
)
GγF
(
s; Iσ(ν2), Iσ(ν1)
)
. (3.36)
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One can check that f as a whole is doubly periodic on the covering torus, i.e.
f(ν1, ν2) = f(ν1 + 1, ν2) = f(ν1, ν2 + 1) = f(ν1 + τ, ν2) = f(ν1, ν2 + τ) (3.37)
using:
Iσ(ν + 1) = Iσ(ν)− 1, Iσ(ν + τ) = Iσ(ν)− τ¯ = Iσ(ν) + τ − δσM . (3.38)
The cancellation of phases that ensures double periodicity as in (3.37) is fairly nontrivial
for the Mo¨bius strip, but it works. We are interested in terms in S of order δ. In other
words, since S has an overall factor δ2, we want to compute
F =
S
δ
∣∣∣∣
δ→0
=
{
−δ
∫
T
d2ν2
∫
T
d2ν1 e
−δ GσB(ν1, ν2) f(ν1, ν2)
}
δ→0
. (3.39)
In the limit δ → 0 the only contribution to the integral on the right hand side arises from
vertex operator collisions, i.e. from the integration regions with ν1 → ν2 or ν1 → Iσ(ν2).
This can lead to an additional factor 1/δ, which then cancels the explicit factor of δ and
leads to a finite result. In principle, a similar factor of 1/δ could also arise from integrating
F over the world-sheet modulus t, but we will argue in a moment that this does not occur.
Thus, the range of integration in (3.39) can effectively be restricted to the fundamental
domain for one of the vertex operator positions (let us choose ν2) and disks of infinitesimal
radius for ν1 around ν2 and Iσ(ν2). Therefore, schematically we need to calculate (and
sum) integrals of the form
F = lim
ε→0
{
−δ
∫
T
d2ν2
∫
Dε
d2ν1 e
−δ GσB(ν1, ν2) f(ν1, ν2)
}
δ→0
, (3.40)
where Dε is a disk of radius ε around ν2 or Iσ(ν2) (whose dependence on ν2 we keep
implicit). We can now expand f around poles and isolate the terms which survive the
δ → 0 limit. At this point it is useful to separate f as
f = f1 − f2, (3.41)
where
f1 = GF
(
s; ν1, ν2
)
GF
(
s; Iσ(ν1), Iσ(ν2)
)
GγF
(
s; ν1, ν2
)
GγF
(
s; Iσ(ν2), Iσ(ν1)
)
, (3.42)
f2 = GF
(
s; ν1, Iσ(ν2)
)
GF
(
s; Iσ(ν1), ν2
)
GγF
(
s; ν1, ν2
)
GγF
(
s; Iσ(ν2), Iσ(ν1)
)
. (3.43)
Here f1 has a pole at ν1 = ν2, while in addition to this pole f2 has one more pole at
ν1 = Iσ(ν2) unless ν2 = Iσ(ν2) modulo torus periodicity. This region is a fixed line under
involution and it is the boundary of annulus and Mo¨bius strip worldsheets.
Before we continue with the calculation, a comment about factorization. As stated
above, the eight-fermion terms are of order δ2 to start with (recall δ ∼ α′p2). In order to
contribute to the spacetime kinetic term we are interested in, the integral of (3.35) over
the worldsheet modulus t would have to provide a factor of δ−1. As just mentioned this
could in principle either arise from a vertex collision, i.e. from a pole in the integral over
ν ≡ ν1 − ν2 (or ν ≡ ν1 − Iσ(ν2)), or from the UV region of the t integral (i.e. from t→ 0),
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ℓ→∞
ν → 0
ℓ→∞
Figure 5. One possible factorization of the one-loop two-point function on the annulus.
as in eq. (A.6) of [34]. We will see in the following that there are indeed contributions
from vertex collisions. However, we do not expect any additional contributions from the t
integral. The reason can be understood from figure 5. For ν 6= 0 and t→ 0 (or equivalently
ℓ→∞), the amplitude factorizes as in the lower part of that figure. There are also similar
factorization limits of the Mo¨bius and Klein bottle amplitudes that add to the annulus
of figure 5. For the amplitude not to vanish in this factorization limit, there would need to
exist a disk coupling (or projective plane coupling, for the unoriented worldsheets) between
the modulus T and some massless closed string state C (which could be T itself). In order
for this coupling to lead to the δ2 factor in the numerator of the amplitude, the coupling
should arise at second order in derivatives, with the δ−1 factor resulting from the exchange
of C. Thus, for the amplitude not to vanish in this factorization limit, there should be a
coupling proportional to ∂µT∂
µC at the level of the disk or projective plane. However, it
is known that there is no contribution to the kinetic term of the closed string moduli at
disk level [24], and similarly we do not expect any contribution from the projective plane.
Thus, in the following we will single out vertex collision as the only possible source for a
δ−1 pole in the eight-fermion terms for this amplitude.6
The expert reader may have realized that in the well-known calculation of mass terms
for anomalous U(1) gauge fields [34], the analogous argument must fail. There the fac-
torization limit of (the analog of the lower panel of) figure 5 does lead to a non-vanishing
contribution at order δ0 to the 2-point function of the gauge fields, signaling a mass term
for the naively anomalous U(1) gauge fields. In their case, the amplitude is of order δ to
start with, but a δ−1 pole arises from the UV-region of the t integral due to mixing between
the anomalous U(1) gauge field Aµ and the RR axion a at disk level, i.e. a coupling Aµ∂µa.
This involves only one derivative, in accordance with the factor δ in the numerator of the
2-point function of gauge fields. The δ−1 pole results from the exchange of the massless
RR axion, in a process similar to the lower part of figure 5 but with the vertex operators
of the vectors inserted at the boundaries. So there is no contradiction.
Finally, for completeness we mention that [34] also have scale-dependent wave function
renormalization terms like δ log δ. Generic complete factorization of diagrams such as those
6A similar argument applied to the four-fermion terms shows the absence of a mass term for the
modulus T .
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in figure 5 would also include field theory limits of the tree-level string diagrams on each
side, for example the closed string vertices could a priori collide on a sphere factorized
away from the worldsheet, see e.g. [35], but note that our spacetime momenta are much
less generic than in that paper: our polarizations are never parallel to any of the momenta.
Finally we mention [36] for an example of a somewhat analogous discussion for a four-point
one-loop open string diagram.
3.4 First piece of eight-fermion term
Consider f1 from eq. (3.40). This depends only on ν = ν1 − ν2, so the pole comes from
direct vertex collision (i.e. not collision with an image). The relevant local disk Dε is
|ν| < ε, and we have
f1=GF
(
s; ν
)
GF
(
s;−ν¯)GγF (s; ν)GγF (s; ν¯)=−GF (s; ν)GF (s; ν¯)GγF (s; ν)GγF (s; ν¯).
(3.44)
In the second equality we assumed even spin structure. A non-vanishing contribution can
only arise from a term precisely at order |ν|−(2−2δ). To isolate this term, let us write generic
terms of the untwisted correlator as bm,nν
mν¯n and generic terms of the twisted correlator
as cm,nν
mν¯n, then
− δ e−δGB f1 |ν|→0−→
δ · |ν|2δ
(
1
ν
+ b1,0ν + . . .
)(
1
ν¯
+ b1,0ν¯ + . . .
)(
1
ν
+ c0,0 + c1,0ν + . . .
)(
1
ν¯
+ c0,0 + c1,0ν¯ + . . .
)
,
where we used that b0,0 = 0 for the untwisted correlator. The most divergent term will
be cancelled by spin structure summation. This also shows that for N = 2, when all
correlators are untwisted and hence also c0,0 = 0, the relevant pole is absent and the eight-
fermion term cannot contribute. For the next term we obtain (see appendix H for the
computation of c0,0)
δ · (c0,0)2 1|ν|2−2δ =
(
ϑ′s(γ3)
ϑs(γ3)
)2 δ
|ν|2−2δ . (3.45)
Note that there are no τ -dependent pieces from the untwisted correlators here since they
only supplied the 1/|ν|2 (whose residue 1 is determined by the OPE).
Thus, integration over the disk for ν gives
lim
δ→0
∫
|ν|<ε
d2ν (c0,0)
2 δ
|ν|2−2δ = limδ→0 4π
∫ ε
0
d|ν| (c0,0)2 δ|ν|1−2δ = 2π(c0,0)
2. (3.46)
So the final result for this piece is
lim
ε→0
{
−δ
∫
T
d2ν2
∫
Dε
d2ν1 e
−δ GσB(ν1, ν2) f1(ν1, ν2)
}
δ→0
= 2π
(
ϑ′s(γ3)
ϑs(γ3)
)2 ∫
T
d2ν2 . (3.47)
3.4.1 Spin structure sum
We would like to compute ∑
even
ηs Z
ϑ
s
(
ϑ′s(γ3)
ϑs(γ3)
)2
. (3.48)
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In appendix G we obtain
∑
even
ηs Z
ϑ
s
(
ϑ′s(γ3)
ϑs(γ3)
)2
= −ϑ
′
1(γ3)
ϑ1(γ3)
+
ϑ′1(g1 + h1τ + γ1)
ϑ1(g1 + h1τ + γ1)
+
ϑ′1(−g1 − h1τ + γ2)
ϑ1(−g1 − h1τ + γ2) + 2
ϑ′1(2γ3)
ϑ1(2γ3)
= −3
ϑ′
[
1/2
1/2+γ3
]
(0)
ϑ
[
1/2
1/2+γ3
]
(0)
+
ϑ′
[
1/2+h1
1/2+g1+γ1
]
(0)
ϑ
[
1/2+h1
1/2+g1+γ1
]
(0)
+
ϑ′
[
1/2−h1
1/2−g1+γ2
]
(0)
ϑ
[
1/2−h1
1/2−g1+γ2
]
(0)
, (3.49)
see table 1 for gi and hi. In the last equality we used 2γ3 = n− γ3 (with some integer n)
for Z′6, which is our main example, so that
ϑ′
[
1/2
1/2+2γ3
]
(0)
ϑ
[
1/2
1/2+2γ3
]
(0)
= −
ϑ′
[
1/2
1/2+γ3
]
(0)
ϑ
[
1/2
1/2+γ3
]
(0)
. (3.50)
Note that when moving variables in the argument into the characteristics for the second
and third term in the first line of (3.49) they generate additional constants proportional
to h, but they add up to zero in this case. Now we turn to the f2 part.
3.5 Second piece of eight-fermion term
Unlike the first piece f1, the second piece f2 of the eight-fermion term has two poles:
ν1 = ν2 coming from twisted correlators and ν1 = Iσ(ν2) from untwisted ones. We will
compute them separately. Note that the two poles coincide if ν2 = Iσ(ν2) (these are the
fixed points under the involution of ν2, i.e. the open string boundaries). One might be
worried about overcounting, but the integration region ν2 = Iσ(ν2) does not contribute,
since it is a region of measure zero. Thus, we may in fact include it in both terms for
convenience. We will come back to this at the end of this subsection.
3.5.1 Pole ν1 = ν2 from twisted correlators
Let us write ν = ν1 − ν2 so the pole of twisted correlators is at ν = 0. Then
f2
|ν|→0−→ GF
(
s; ν2, Iσ(ν2)
)
GF
(
s; Iσ(ν2), ν2
)
|ν|2 = −
GF
(
s; ν˜2
)2
|ν|2 , (3.51)
where ν˜2 ≡ Iσ(ν2)−ν2 and in the equality we assumed even spin structure for s. Therefore
the ν-integral for small ε gives{
−δ
∫
ν≤ε
d2νRδ f2
}
δ=0
= GF
(
s; ν˜2
)2{
δ
∫
ν≤ε
d2ν
|ν|2δ
|ν|2
}
δ=0
= 2πGF
(
s; ν˜2
)2
. (3.52)
Now we need to compute the ν2 integral together with the spin structure summation. We
use the well-known identity for the square of the fermion propagator (e.g. (3.6) in [4])
(GF (s; ν˜2))
2 = ∂2ν lnϑs(0) + g(ν˜2) , (3.53)
where g(ν˜2) depends on ν˜2, but is independent of the spin structure. So it cannot survive
spin structure summation and can be discarded. On the other hand the first term on the
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right hand side depends only on the spin structure, not on ν2. This means that the integral
becomes trivial after spin structure summation:∑
even
ηs Z
ϑ
s
∫
T
d2ν2GF (s; ν˜2)
2 =
∫
T
d2ν2
∑
even
ηs Z
ϑ
s GF (s; ν˜2)
2 =
(∑
even
ηs Z
ϑ
s ∂
2
ν lnϑs(0)
)∫
T
d2ν2 .
(3.54)
The spin structure sum in the bracket is computed in the appendix in eq. (G.8). Thus we
obtain ∑
s
ηs Z
ϑ
s lim
ε→0
{
δ
∫
T
d2ν2
∫
|ν|<ε
d2ν1 e
−δ GσB(ν1, ν2) f2(ν1, ν2)
}
δ→0
= −2π
3∑
i=1
ϑ′
[
1/2+hi
1/2+gi+γi
]
(0)
ϑ
[
1/2+hi
1/2+gi+γi
]
(0)
∫
T
d2ν2. (3.55)
3.5.2 Pole ν1 = Iσ(ν2) from untwisted correlators
Now we consider the pole ν1 = Iσ(ν2) from untwisted correlators. There is a minor compli-
cation for the Klein bottle amplitude, where points that are mapped outside the original
torus by the involution should in principle be mapped back. This introduces a step func-
tion for the involution (see (J.1) in appendix J), but due to the fact that the integrand as
a whole is doubly periodic on the torus, this actually leads to the same result as without
the step function, as we show in appendix J. So, in order not to overload the notation, we
neglect the step function in the following calculations.
By introducing ν ≡ ν1 − Iσ(ν2) and ν˜2 ≡ Iσ(ν2) − ν2, one can rewrite the arguments
of the correlators as follows:
ν1−Iσ(ν2) = ν, Iσ(ν1)−ν2 = −ν¯+τδσK, ν1−ν2 = ν+ν˜2, Iσ(ν2)−Iσ(ν1) = ν¯+ν˜2−τδσK .
(3.56)
Then near the pole, we have (cf. (C.6))
f2
|ν|→0−→ −e2πiγδσK G
γ
F
(
s; ν˜2
)2
|ν|2 , (3.57)
GσB(ν1, ν2) = G
σ
B(ν1, Iσ(ν2))
|ν|→0−→ − ln |ν|2 (3.58)
and the ν-integral over the disk |ν1 − Iσ(ν2)| ≤ ε for small ε gives{
−δ
∫
ν≤ε
d2ν e−δ G
σ
B f2
}
δ=0
= e2πiγδσK GγF
(
s; ν˜2
)2{
δ
∫
ν≤ε
d2ν
|ν|2δ
|ν|2
}
δ=0
= 2π e2πiγδσK GγF
(
s; ν˜2
)2
. (3.59)
Now let us perform the spin structure summation including the partition function before ν2
integration. This differs from (3.17) in that both correlators are twisted. In appendix G.2
we give the details, leading to (cf. eq. (G.19))∑
even
ηs Z
ϑ
s (G
γ
F (s; ν˜2))
2 = 2G2γF (ν˜2) . (3.60)
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Now let us consider the ν2 integration, namely we have to compute∫
T
d2ν2 4π e
2πiγδσK G2γF (ν˜2) . (3.61)
At first sight one might think that this integral is ambiguous, since the integrand is a
twisted correlator, i.e. the value of the integral could depend on the choice of fundamental
region. But the original integrand was doubly periodic, so that cannot be. Indeed the twist
does not affect the ν → ν + τ direction due to the combination ν˜2 = 1 − 2Re ν2 + τ2 δσK
appearing in the argument. Also, it has no twist in the upper characteristic and is therefore
periodic in the horizontal direction ν → ν + 1.
For the measure, we can write d2 ν2 = 2d(Im ν2)d (Re ν2). For the Mo¨bius strip it
is possible to map the tilted covering torus to a rectangular torus. This can be done by
cutting out the triangle in the Mo¨bius fundamental region that lies to the right of the line
ν2 = 1, and shifting this triangle by one horizontal lattice shift to the left. The resulting
region is square, as that for the annulus and the Klein bottle, and the integral over this
region is the same as the integral over the original covering torus. This is because the
correlator is periodic in the horizontal direction, as noted above. Thus we have∫
T
d2ν2 4πe
2πiγδσK G2γF (ν˜2) = 8π
∫ τ2
0
d Im ν2
∫ 1
0
dRe ν2 e
2πiγδσK G2γF
(
− 2Re ν2 + τ
2
δσK
)
= 8π τ2 e
2πiγδσK
∫ 1
0
dx G2γF
(
− 2x+ τ
2
δσK
)
. (3.62)
Using the following well-known representation for GF (see e.g. the appendix of [5]):
GyF (z) =
ϑ1(y + z)ϑ
′
1(0)
ϑ1(y)ϑ1(z)
= π cot(πy) + π cot(πz) + 4π
∞∑
m=1
∞∑
n=1
qmn sin(2πmy + 2πnz),
(3.63)
we end up with
8π2 τ2 e
2πiγδσK
∫ 1
0
dx
[
cot(2πγ) + cot
(
π
(
− 2x+ τ
2
δσK
))]
. (3.64)
The other pieces integrate to zero, as happened in [5]. Using∫ 1
0
dx cot
(
π
(
− 2x+ τ
2
δσK
))
= −i δσK sgn (Imτ) , (3.65)
we get ∫
T
d2ν2 4π e
2πiγδσK G2γF (ν˜2) = 8π
2 τ2 e
2πiγδσK
[
cot(2πγ)− i δσK
]
(3.66)
= 8π2 τ2
cot(2πγ)
cos(2πγ δσK)
(3.67)
and thus for all surfaces∑
s
ηs Z
ϑ
s lim
ε→0
{
δ
∫
T
d2ν2
∫
|ν1−Iσ(ν2)|≤ε
d2ν1 e
−δ GσB(ν1, ν2) f2(ν1, ν2)
}
δ=0
= −8π2 τ2 cot(2πγ)
cos(2πγ δσK)
. (3.68)
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Let us come back to the issue raised at the beginning of this subsection, concerning the
potential overcounting of the boundary contributions. In section 3.5.1 we calculated the
contributions from poles at ν1 = ν2. The contribution from the pole is still integrated
over ν2, including the boundary region. However, as discussed below eq. (3.53), the inte-
grand after spin structure summation does not depend on ν2 at all. Since the boundary
contribution corresponds to a region of measure zero, it vanishes.
Similarly, in section 3.5.2 we integrated Re(ν2) ≡ x from 0 to 1 which includes the
boundary regions for A and M. However, as in section 3.5.1, these regions turn out
not to contribute at all. This is because the (in principle divergent) contributions from
x = 0, x = 1/2 and x = 1 cancel each other by periodicity of cot(−2πx) and for the integral
of cot(2πγ), which is independent of x, the boundary contribution vanishes again because
the boundary is of measure zero.
3.6 Adding up eight-fermion: σ = A,M,K
It is useful to add up contributions from f1 and f2 before t-integration:
F = lim
ε→0
{
−δ
∫
T
d2ν2
∫
Dε
d2ν1 e
−δ GσB(ν1, ν2) f(ν1, ν2)
}
δ=0
(3.69)
= lim
ε→0
{
−δ
∫
T
d2ν2
∫
Dε
d2ν1 e
−δ GσB(ν1, ν2) [f1(ν1, ν2)− f2(ν1, ν2)]
}
δ=0
. (3.70)
From the results obtained above we have
∑
even
ηsZ
ϑ
s F = −16π τ2
ϑ′
[
1/2
1/2+γ3
]
(0)
ϑ
[
1/2
1/2+γ3
]
(0)
− 8π2 τ2 cot(2πγ)
cos(2πγ δσK)
(3.71)
= −8π τ2
2 ϑ′
[
1/2
1/2+γ3
]
(0)
ϑ
[
1/2
1/2+γ3
]
(0)
+
π cot(2πγ)
cos(2πγ δσK)
 . (3.72)
Note that the factor τ2 comes from
∫
T d
2ν2 = 2τ2. This was also the case for the 4-fermion
integral. So in both cases we arrive at the following t integral:
I =
∫ ∞
0
dt
t2
ϑ′1(γ, τ)
ϑ1(γ, τ)
. (3.73)
3.7 Eight-fermion term: torus
For the torus the spin structure s for left-movers and the spin structure s˜ for right-movers
are a priori independent. The sum over even-even spin structures gives∑
s,s˜
ηsη˜s˜ Z
ϑ
s Z˜
ϑ
s˜ GF (s; ν1, ν2)
[
GF (s˜; ν1, ν2)
]∗
G~γF (s; ν1, ν2)
[
G−~γF (s˜; ν2, ν1)
]∗
(3.74)
= −G~γF (ν1, ν2)
[
G~γF (ν1, ν2)
]∗
, (3.75)
where we used G−~γF (s˜; ν2, ν1) = −G~γF (s˜; ν1, ν2) before performing the spin structure sum.
Note that the spin structure summation is the same as in the analogous calculation for
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open-string external states, cf. [5], but now for left-movers and right-movers separately.
Focusing on the |ν|−2+2δ term as above, we have, using the same expansion around ν = 0
as above,
δ2 · |ν|2δ
(
1
ν
+ c0,0 + c1,0ν + . . .
)(
1
ν¯
+ c˜0,0 + c˜1,0ν + . . .
)
= δ2 · |ν|2δ 1
ν
1
ν¯
+ . . . , (3.76)
i.e. there is indeed a contribution to linear order in δ, as the ν-integral of (3.76) will give a
factor of δ−1. This even-even 8-fermion term should reproduce the known one-loop correc-
tion from the torus that is proportional to the Euler number, as calculated in a different
way in [13] for Type II strings on a general Calabi-Yau manifold. The torus amplitude
is inherited from the N = 2 parent theory (i.e. before orientifolding), and it would be
interesting to check agreement with [13] in more detail. Finally, the odd-odd amplitude
does not contribute to the 2-point function of the Ka¨hler modulus, as there are not enough
external worldsheet fermions ψµ to cancel the zero modes. This is consistent with the
calculation in [13]. The odd-odd 8-fermion term is relevant when calculating the one-loop
correction to the Einstein-Hilbert term via scattering of two (external) gravitons, cf. [22].
3.8 Adding up orbifold k sectors
Let us summarize what we have obtained. For the 4-fermion term (see eq. (3.34)) we have∑
s
ηsZ
ϑ
s
〈
VZZ¯(p1)VZZ¯(p2)
〉s
σ
∣∣
Four
Fermions
= δ · 8π τ2 ϑ
′
1(γ3, τ)
ϑ1(γ3, τ)
(3.77)
and for the 8-fermion term (see eq. (3.72))
∑
s
ηsZ
ϑ
s
〈
VZZ¯(p1)VZZ¯(p2)
〉s
σ
∣∣
Eight
Fermions
=δ · (−8π) τ2
2 ϑ′
[
1/2
1/2+γ3
]
(0)
ϑ
[
1/2
1/2+γ3
]
(0)
+
π cot(2πγ3)
cos(2πγ3 δσK)
 .
(3.78)
Thus altogether∑
s
ηsZ
ϑ
s
[〈
VZZ¯(p1)VZZ¯(p2)
〉s
σ
∣∣
Four
fermions
+
〈
VZZ¯(p1)VZZ¯(p2)
〉s
σ
∣∣
Eight
fermions
]
= δ · (−8π) τ2
ϑ′
[
1/2
1/2+γ3
]
(0)
ϑ
[
1/2
1/2+γ3
]
(0)
+
π cot(2πγ3)
cos(2πγ3 δσK)

≡ δ · C(k)σ , (3.79)
where we defined the t-dependent function
C(k)σ ≡ −8π τ2
ϑ′
[
1/2
1/2+γ3
]
(0)
ϑ
[
1/2
1/2+γ3
]
(0)
+
π cot(2πγ3)
cos(2πγ3 δσK)
 . (3.80)
Here γ3 = k v3 for annulus and Mo¨bius, whereas γ3 = 2k v3 for Klein bottle. It is convenient
to add up orbifold sectors for each surface before performing the integral over worldsheet
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σ k χ˜ γi f(γi) h1 h2 g1 g2
K 1, 2, 4, 5 χ˜(Θ3,Θk) 2kvi 1 12 −12 0 0
A95 2, 4 2 kvi 1 12 −12 0 0
M9 1, 5 −1 kvi −2 sin(πγi) 0 0 0 0
M5 2, 4 −1 kvi 2 cos(πγi) 0 0 12 −12
Table 1. Constants associated with partition functions.
moduli (t or ℓ). To be explicit, we focus on a particular orientifold, the N = 1 sectors of the
Z
′
6 orientifold, though our results should generalize straightforwardly to other examples. In
the notation of [12] (section 4 and appendix A.1) we compute the following combination:∑
k=1,2,4,5
K(k)
Θ3
+
∑
k=2,4
[
(trγk9 )(trγ
k
5 )A(k)95
]
+
∑
k=1,5
(trγ2k9 )M(k)9 +
∑
k=2,4
(trγ2k5 )M(k)5
+
∑
k=1,5
[
(trγk9 )(trγ
k
5 )A(k)95
]
+
∑
k=1,5
[
(trγk9 )
2A(k)99 + (trγk5 )2A(k)55
]
. (3.81)
Note that these are not partition (zero-point) functions but two-point functions, i.e.
〈VZZ¯VZZ¯〉σ for surfaces indicated above. There should be no confusion as we will always
use Z for the partition function here in the main text. Also, we separated CP factors ex-
plicitly from the amplitudes. Due to the tadpole condition tr(γk9 ) = 0 = tr(γ
k
5 ) for k = 1, 5,
the second line in the above expression vanishes. For N = 1 sectors, the internal partition
function of any surface σ can be put in the following form (cf. appendix A.1 of [12] and
also [37] and appendix N below):
Z intσ,k
[
α
β
]
= ηαβ χ˜σ (−2 sin(πγ3))
ϑ
[
α
β+γ3
]
(0, τ)
ϑ
[
1
2
1
2
+γ3
]
(0, τ)
2∏
i=1
f(γi)ϑ
[
α+hi
β+γi+gi
]
(0, τ)
ϑ
[
1
2
+hi
1
2
+γi+gi
]
(0, τ)
. (3.82)
The details are given in table 1. We can immediately write down
A(k)95 = −4 sin(π k v3)C(k)A , (3.83)
M(k)9 = 8 sin(π k v3) sin(π k v1) sin(π k v2)C(k)M , (3.84)
M(k)5 = 8 sin(π k v3) cos(π k v1) cos(π k v2)C(k)M , (3.85)
K(k)
Θ3
= −2 χ˜(Θ3,Θk) sin(2π k v3)C(k)K , (3.86)
where we have suppressed an overall surface- and k-independent constant factor coming
from the universal external partition function, that we will reinstate at the end of the
calculation, cf. (3.6). Here vi =
1
6(1,−3, 2). For Z′6 with v3 = 1/3 we observe that
C(3N±k)σ = ±C(k)σ , (3.87)
which will be very useful in the following. We will also need the following Chan-Paton
traces that follow from tadpole cancellation (see appendix N): trγk9 = trγ
k
5 = −8 (for
k = 2), trγk9 = trγ
k
5 = 8 (for k = 4) and γ
6
9 = γ
6
5 = −1.
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Now we perform the orbifold sector sum. Let us start with the D9-D5 annulus:∑
k=2,4
(tr γk9 )(tr γ
k
5 )A(k)95 = 64(A(2)95 +A(4)95 ) = 512 sin(πv3)C(1)A . (3.88)
For the D9-O9 Mo¨bius strip:∑
k=1,5
(tr γ2k9 )M(k)(9) = −8(M
(1)
9 +M(5)9 ) = −128 sin(πv1) sin(πv2) sin(πv3)C(1)M , (3.89)
and for the D5-O5 Mo¨bius strip:∑
k=2,4
(tr γ2k5 )M(k)5 = 8(M(2)5 +M(4)5 ) = −128 sin(πv1) sin(πv2) sin(πv3)C(1)M . (3.90)
In the last equality we used cos(2πv1) = sin(πv1) and cos(2πv2) = sin(πv2).
For the Klein bottle (χ˜(Θ3,Θk) = 4 for k = 1, 2, 4, 5, see (A.4) of [38]7) using eq. (3.87)∑
k=1,2,4,5
K(k)
Θ3
= −8
∑
k=1,2,4,5
sin(2π k v3)C
(k)
σ = −32 sin(πv3)C(1)K . (3.91)
Thus altogether we have∑
k=1,2,4,5
K(k)
Θ3
+
∑
k=2,4
[
(trγk9 )(trγ
k
5 )A(k)95
]
+
∑
k=1,5
(trγ2k9 )M(k)9 +
∑
k=2,4
(trγ2k5 )M(k)5
= 32 sin(πv3)
[
−C(1)K + 16C(1)A − 8 sin(πv1) sin(πv2)C(1)M
]
= 32 sin(πv3)
[
−C(1)K + 16C(1)A + 4C(1)M
]
. (3.92)
To finish the calculation of the one-loop two-point function of closed strings, we should
perform the t integral.
3.9 Computing the t integral
We want to calculate the t integral of C
(1)
σ (t), defined in eq. (3.80). The non-trivial integral
we need to evaluate takes the form
Iσ(γ) =
∫ ∞
0
dt
t2
ϑ′1(γ, τσ)
ϑ1(γ, τσ)
, (3.93)
where τσ = τσ(t) is given in eq. (B.2). Here we present the results, which are obtained
using the generalized Mellin transform discussed in appendix L. Moreover, in appendix M
a more direct version of the same calculation is given, that is justified by producing the
same results as using the generalized Mellin transform.
The integral in eq. (3.93) is not well-defined since the integrand is singular in the
limit t→ 0:
ϑ′1(γ, τσ)
ϑ1(γ, τσ)
=
aσ
t
+ rapid decay , aσ(γ) =

2π(1− 2γ) for A
π(1− 4γ) for M
π
2 (1− 2γ) for K
, (3.94)
7Note that there is a mistake in eq. (A.6) of [12].
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where we have assumed 0 < γ < 1 for A,K and 0 < γ < 12 for M. We introduce a small
t cutoff and separate the integral into one divergent and one regular part by subtracting
off the asymptotic behavior of the integrand:∫ ∞
1
eσΛ
dt
t2
ϑ′1(γ, τσ)
ϑ1(γ, τσ)
=
1
2
aσe
2
σΛ
2+
∫ ∞
0
dt
t2
[
ϑ′1(γ, τσ)
ϑ1(γ, τσ)
− aσ
t
]
, eσ =
{
1 for A
4 for M,K
, (3.95)
where we have taken the limit Λ→∞ in the second term of the right-hand side. Note that
the t integrals of A on the one hand andM and K on the other hand have different cutoffs
in order to ensure that the cutoff in the closed string channel (i.e. on ℓ) is the same for all
world sheets, cf. [2]. The finite part of eq. (3.95) is identified with a so-called generalized
Mellin transform and it is analyzed in detail in appendix L. Using eqs. (L.22)–(L.23) with
n = 1 and taking into account τσ = τσ(t) in eq. (B.2) we find (still assuming 0 < γ < 1 for
A,K and 0 < γ < 12 for M)
IA =
∫ ∞
1
Λ
dt
t2
ϑ′1(γ,
it
2 )
ϑ1(γ,
it
2 )
= π(1− 2γ)Λ2 + π
24
[
ψ′(γ)− ψ′(1− γ)] , (3.96)
IM=
∫ ∞
1
4Λ
dt
t2
ϑ′1(γ,
1
2+
it
2 )
ϑ1(γ,
1
2+
it
2 )
= 8π(1−4γ)Λ2
+
π
12
[
ψ′(γ)−ψ′(1−γ)− 1
2
ψ′
(
1
2
+γ
)
+
1
2
ψ′
(
1
2
−γ
)]
, (3.97)
IK =
∫ ∞
1
4Λ
dt
t2
ϑ′1(γ, 2it)
ϑ1(γ, 2it)
= 4π(1− 2γ)Λ2 + π
6
[
ψ′(γ)− ψ′(1− γ)] , (3.98)
for A,M and K, respectively. Here ψ′(x) denotes the trigamma function, i.e. the derivative
of the digamma function ψ(x) = Γ′(x)/Γ(x).
3.10 Cancellation of UV divergences
Using the above results for t integrals, we will now combine them as in eq. (3.92). We
will check the cancellation of UV divergences between diagrams. There are two kinds of
divergence, linear and quadratic in the cutoff Λ, that must cancel separately. The linear
divergences come from the cot(2πγ3) in C
(1)
σ in eq. (3.92), after t integration. The quadratic
divergences are evident in the t integrals. Let
∫ ∞
0
dt
t3
∑
k=2,4
(tr γk9 )(tr γ
k
5 )A(k)95 +
∑
k=1,5
(tr γ2k9 )M(k)9 +
∑
k=2,4
(tr γ2k5 )M(k)5 +
∑
k=1,2,4,5
K(k)
Θ3

= 16a
∫ ∞
1
Λ
dt
t3
C
(1)
A + 4b
∫ ∞
1
4Λ
dt
t3
C
(1)
M − c
∫ ∞
1
4Λ
dt
t3
C
(1)
K
= 8a
∫ ∞
1
Λ
dt
t2
C
(1)
A
τ2
+ 2b
∫ ∞
1
4Λ
dt
t2
C
(1)
M
τ2
− 2c
∫ ∞
1
4Λ
dt
t2
C
(1)
K
τ2
, (3.99)
where c = 32 sin(πv3), and we introduced coefficients a, b that keep track of the different
contributions arising from the different worldsheets, where a = b = c corresponds to the
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actual calculation at hand. Up to an overall factor, the cot(2πγ3) terms in C
(k)
σ give
Λ
(
−a
2
− b
2
+ c
)
, (3.100)
using γ3 = 2v3 for Klein bottle and
∫∞
1/Λ dt/t
2 =
∫ Λ
0 dℓ. On the other hand, using the
results of section 3.9, the theta parts in C
(1)
σ give for eq. (3.99) up to an overall factor
8 a IA+2 b IM−2 cIK ∝
[
8 a (1− 2v3) + 16 b (1− 4v3)− 8 c(1− 4v3)
]
Λ2 + finite constants
= Λ2
8(a− 2 b+ c)
3
+ finite constants . (3.101)
We see that for all linear and quadratic UV divergences to cancel we need:
−a
2
− b
2
+ c = 0 from Λ , (3.102)
a− 2 b+ c = 0 from Λ2 . (3.103)
Thus, all UV divergences cancel for a = b = c, as required.8
3.11 Finite result
We would now like to compute the finite terms of eq. (3.99). To this end we first consider
4IA
(
1
3
)
+ IM
(
1
3
)
− IK
(
2
3
)
=
π
3
[
ψ′
(
1
3
)
− ψ′
(
2
3
)]
+
π
12
[
ψ′
(
1
3
)
− ψ′
(
2
3
)
− 1
2
ψ′
(
5
6
)
+
1
2
ψ′
(
1
6
)]
, (3.104)
where Iσ was defined in eq. (3.93) and we noticed that IK(
2
3) = −4IA(13). The different
terms can be expressed in terms of ψ′(13) using the reflection and duplication formulas for
the trigamma function.9 The value of ψ′(13) is itself conveniently expressed in terms of the
second Clausen function (cf. appendix L.2)
ψ′
(
1
3
)
= 4 sin
(π
3
)
Cl2
(π
3
)
+
2π2
3
, (3.105)
see for instance eq. (12) in [39]. Taking the above into account we get
4IA
(
1
3
)
+ IM
(
1
3
)
− IK
(
2
3
)
= 5π sin
(π
3
)
Cl2
(π
3
)
. (3.106)
8We are not aware of other calculations of divergences in open and unoriented diagrams where two
different powers of the cutoff appear. On the technical level this is due to the contribution of the eight-
fermion term (which is absent in other related calculations in the literature, such as partition functions,
open string two-point functions, and the N = 2 contribution to a closed string two-point function). It
would be interesting to have better physical understanding of the appearance of the different powers.
9In particular, we have ψ′
(
2
3
)
= −ψ′ ( 1
3
)
+ 4π
2
3
, ψ′
(
5
6
)
= −5ψ′ ( 1
3
)
+ 16π
2
3
and ψ′
(
1
6
)
= 5ψ′
(
1
3
)− 4π2
3
.
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Taking into account the overall factors given in (3.6) (for N = 6), reinstating the factors
of (3.99) that are suppressed in (3.104) and making the substitution (cf. (3.5))
V4 → d4x
√−g , i(p1 · p2)g2c (α′)−4φ2 → −
1
16π2
· 1
2
· ∂µτ (0)∂µτ (0) , (3.107)
where the 1/2 is for identical fields, we finally obtain
1
48
iV4
(4π2α′)2
φ2g2c (α
′)−4
4(τ (0))2
· δ · (−8π) · 32 sin
(π
3
)
· 2
[
4IA
(
1
3
)
+ IM
(
1
3
)
− IK
(
2
3
)]
→ d4x√−g (α′)−1
(
5
29π4
Cl2
(π
3
)) 1
(τ (0))2
∂µτ
(0)∂µτ (0) . (3.108)
Comparing with (2.5) (where there is an explicit factor of κ−24 = (2π
√
α′)6κ−210 = (πα
′)−1
in front), we can read off the N = 1 sector one-loop contribution to the metric of τ (0) (in
the string frame)
G˜
(1)
N=1 ∂µτ
(0)∂µτ (0) =
(
5
29π3
Cl2
(π
3
)) 1
(τ (0))2
∂µτ
(0)∂µτ (0) . (3.109)
The number in parenthesis is about 0.0003197. In the Einstein frame this expression
is multiplied with e2Φ4 due to Weyl rescaling, cf. eq. (2.18). This gives the expected
suppression in the string coupling compared to the tree level term (2.15), as appropriate
for a one-loop contribution. Note that, even though the string amplitude produced a finite
real constant, the final result (3.109) is in fact moduli dependent, due to the normalization
of the vertex operators (3.4) and the Weyl-rescaling. Note also that in the Z′6 orientifold (in
contrast to for example Z3) there are also N = 2 sectors, whose contribution was already
calculated in [12]. The total G˜(1) is the sum of those contributions and the N = 1 sector
contribution (3.109) that we computed in this paper.
4 Conclusions and outlook
We have computed one-loop contributions to the Ka¨hler metric of closed string moduli in
minimal supersymmetry in four dimensions. This was a necessary step towards completing
the moduli dependent one-loop string effective action of minimally supersymmetric
toroidal orientifolds. As discussed in section 2, to complete the one-loop metric of the
Ka¨hler modulus under consideration in this paper, one would also need to know the
correction to the Einstein-Hilbert term in the Z′6 orientifold (which is work in progress) as
well as the corrected definitions of the Ka¨hler variables. Moreover, we only discussed the
contribution of N = 1 sectors in this paper, to which one would add known contributions
from N = 2 sectors, cf. [12].
In this paper we developed a few necessary techniques to calculate one-loop terms in
the string effective action with minimal supersymmetry in four dimensions. We would
like to highlight three aspects of this development. We derived the boson and fermion
correlators for twisted fields, that contain new phases for the Klein bottle, cf. (C.14)–
(C.17) and (D.14)–(D.17). We clarified the relation between the (un)twisted correlators
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and generalized Eisenstein series, cf. (E.17)–(E.22). Finally, we introduced the method of
generalized Mellin transforms for calculation of integrals over the open string world-sheet
parameter t, cf. appendix L. We hope that these methods will find further applications in
orientifold loop calculations.
There are many areas of techniques that need development to make further progress
here, but luckily similar techniques are well established in mathematics. We have seen
that the integrals require some understanding of the theory of nonholomorpic automor-
phic forms. A complementary direction is the recent substantial progress on the use
of automorphic forms in related closed string calculations with more supersymmetry
(e.g. [43–45]), where it is noted that various recent generalizations of classical results in
mathematics (somewhat reminiscient of the generalizations we discuss in appendix L) are
very useful for application to these kinds of string calculations. It would be very useful to
connect those techniques to ours.
As noted earlier, there has been impressive development in field theory amplitude cal-
culations in recent years, and some of the driving forces have been the string theory KLT
relations at tree level and the field theory BCJ relations, i.e. “gravity is the square of gauge
theory” [30]. How and whether KLT-type relations can be systematized for string loops
is not well understood at the moment. This becomes particularly nontrivial when massive
string states enter the game, as they do here, unlike what often happens in extended su-
persymmetry, as emphasized in the introduction. It is also of special interest in orientifolds
where open string amplitudes are not obviously just “square roots” of closed string am-
plitudes, as emphasized in [24] for string tree-level. But with lifting to the covering torus,
perhaps one could find a square-root structure at least for individual terms of the amplitude.
For phenomenology, moduli stabilization is needed and one is typically not too inter-
ested in orbifold limits of Calabi-Yau manifolds per se, but rather the smooth (blown-up)
points of Calabi-Yau moduli space. With this in mind, it would be very interesting to
attempt to generalize some of these calculations to blown-up orbifolds and orientifolds.
In general, there are many phenomenological applications that require understanding
the effective action at least at the one-loop level. For example, there is an ongoing discussion
in the literature of how to incorporate so-called “anomaly mediation” in string theory, i.e.
calculating one-loop contributions to the effective action of models that have been arranged
to solve phenomenological problems with flavor-changing neutral currents at tree-level (see
e.g. [41]). Ultimately the safest way to perform these computations would be in string
theory — see e.g. [42] for comments on this.
Another obvious avenue of interest would be to use true flux compactifications in curved
space as background, rather than toroidal orientifolds that are almost everywhere flat. A
good start would be AdS compactifications. String loop calculations in AdS quickly become
technically challenging, for example in the pure spinor formalism, see for instance [47].
There is also interesting recent work in this direction using integrability (see for exam-
ple [46]). With the confluence of new methods, perhaps this kind of calculation will become
more feasible in the future.
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A Useful formulas
The η and ϑ functions are
η(τ) = q1/24
∞∏
n=1
(1− qn) ,
ϑ
[
~α
~β
]
(~ν,G) =
∑
~n∈ZN
eiπ(~n+~α)
TG(~n+~α)e2πi(~ν+
~β)T(~n+~α) . (A.1)
Modular transformation:
ϑ
[
~α
~0
]
(0, itG−1) =
√
Gt−N/2 ϑ
[
~0
~0
]
(~α, it−1G) . (A.2)
Modular transformation for annulus and Klein bottle:
η(τ) = (−iτ)−1/2η(−1/τ) ,
ϑ
[
α
β
]
(ν, τ) = (−iτ)−1/2e2πiαβ−πiν2/τϑ
[
−β
α
]
(ν/τ,−1/τ) . (A.3)
Modular transformation for the Mo¨bius strip:10
η(τ) = e−
πi
6 (1− 2τ)−1/2η
(
τ
1− 2τ
)
,
ϑ
[
α
β
]
(ν, τ) = (1− 2τ)−1/2e−2πiβ2e−πiν2/(τ−1/2)ϑ
[
α+2β
β
]( ν
1− 2τ ,
τ
1− 2τ
)
. (A.4)
Shifts in characteristics:
ϑ
[
α+1
β
]
(ν, τ) = ϑ
[
α
β
]
(ν, τ) ,
10Note that there is a typo in formula (122) of [48].
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ϑ
[
α
β+1
]
(ν, τ) = e2πiαϑ
[
α
β
]
(ν, τ) . (A.5)
ν-periodicity formula:
ϑ
[
α
β
]
(ν + aτ + b, τ) = e−2πiabe−πia
2τe−2πia(ν+β)ϑ
[
α+a
β+b
]
(ν, τ) . (A.6)
For −1/2 < α < 1/2 (and arbitrary β) one has the q → 0 limits (with q = e2πiτ )
lim
q→0
ϑ
[
α
β
]
(ν, τ) = e2πiα(ν+β)qα
2/2 ,
lim
q→0
ϑ
[
1/2
β
]
(ν, τ) = 2 cos[π(ν + β)]q1/8 ,
lim
q→0
GF
[
α
β
]
(ν, τ) = π
e2πiαν
sin(πν)
,
lim
q→0
GF
[
1/2
β
]
(ν, τ) =
cos[π(ν + β)]
cos(πβ)
π
sin(πν)
,
lim
q→0
η(τ) = q1/24 . (A.7)
A single transformation S and the sequence of transformations ST 2S give respectively
ϑ′1(γ, it)
ϑ1(γ, it)
= −2πγ
t
− i
t
ϑ′1(− iγt , it)
ϑ1(− iγt , it)
, (A.8)
ϑ′1(γ,
1
2 + it)
ϑ1(γ,
1
2 + it)
= −2πγ
t
− i
2t
ϑ′1(− iγ2t ,−12 + i4t)
ϑ1(− iγ2t ,−12 + i4t)
. (A.9)
Exercise 12 on p. 489 of [49] (or [50])
∂ν lnϑ1(ν, τ) = π cotπν + 4π
∞∑
n=1
qn
1− qn sin 2πnν , |Im ν| < Im τ . (A.10)
B The geometry of one-loop surfaces
The torus T , with modulus τ = τ1+ iτ2, is obtained by identifying points ν ∈ C under the
translations
ν → ν + 1 , ν → ν + τ . (B.1)
As a fundamental domain we can take the parallelogram spanned by the points 0, 1, τ, 1+τ .
With the natural line element ds2 = |dν|2 on C, the area of the parallelogram is τ2. The
annulus A, Mo¨bius strip M and Klein bottle K, collectively denoted by σ = A,M,K, can
be obtained from tori Tσ, with moduli
τA =
it
2
, τM =
1
2
+
it
2
, τK = 2it , (B.2)
by dividing out by the involutions
IA(ν) = 1− ν¯ , IM(ν) = 1− ν¯ , IK(ν) = 1− ν¯ + τK
2
, (B.3)
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•
0
•
1
•
it
2
•
1 +
it
2
P P
(a) Annulus.
•
0
•
1
•
1
2 +
it
2
•
3
2 +
it
2
PP
(b) Mo¨bius strip.
•
0
•
1
•
2it
•
1 + 2it
P
P
(c) Klein bottle.
Figure 6. In 6a, 6b and 6c we illustrate how the worldsheets A,M and K (depicted in gray)
are constructed from their respective covering tori (bounded by thin black lines). The action of
ν → Iσ(ν) on the point P is given as illustration. The thick black lines denote fixed lines of the
involution Iσ and correspond to boundaries of the worldsheet.
cf. the appendix of [15]. The construction is illustrated in figure 6. This allows us to
construct the worldsheet propagators on σ = A,M,K from those on Tσ using the method
of images as explained in section C and section D.
B.1 Lifting to the covering torus
The covering torus Tσ can be recovered from the surface σ and its image Iσ(σ) as Tσ =
σ ∪ Iσ(σ). Using the following equation backwards [15]∫
Tσ
d2ν f(ν) =
[ ∫
σ
d2ν +
∫
Iσ(σ)
d2ν
]
f(ν) =
∫
σ
d2ν
[
f(ν) + f(Iσ(ν))
]
, (B.4)
integrals involving ν and Iσ(ν) can be “lifted” from σ to Tσ. For example in section 3 we
make use of ∫
σ
d2ν
[
∂f(ν)− ∂¯f(Iσ(ν))
]
=
∫
Tσ
d2ν ∂f(ν) , (B.5)
since ∂/∂ν¯ = −∂/∂Iσ(ν).
C Boson correlation functions
Some of the material in this and the next appendix is contained in the literature ([12, 15]
and references therein), some of it is new.
C.1 Scalar correlation functions on σ = T ,A,M,K
On the torus, the scalar correlation function is given by
〈X(ν1)X(ν2)〉T = α
′
2
GB(ν1, ν2) , GB(ν1, ν2) = − ln
∣∣∣∣ϑ1(ν12)ϑ′1(0)
∣∣∣∣2 + 2πτ2 (Im ν12)2 , (C.1)
where ν12 = ν1 − ν2. Since each surface σ = A,M,K is obtained from the appropriate
covering torus Tσ, the correlation functions are simply obtained by symmetrizing under the
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action of Iσ as
〈X(ν1)X(ν2)〉σ = 1
2
[〈X(ν1)X(ν2)〉Tσ + 〈X(Iσ(ν1))X(ν2)〉Tσ (C.2)
+ 〈X(ν1)X(Iσ(ν2))〉Tσ + 〈X(Iσ(ν1))X(Iσ(ν2))〉Tσ
]
.
C.2 (Doubly) twisted current correlation functions on T
On the torus, the (doubly) twisted current correlation functions are given by11
〈∂Z(ν1)∂Z¯(ν2)〉T = α
′
2
(∂1∂2G
~γ
B)(ν1, ν2) , 〈∂¯Z(ν¯1)∂¯Z¯(ν¯2)〉T =
α′
2
[(∂1∂2G
−~γ
B )(ν1, ν2)]
∗ ,
(C.3)
where ~γ = (δ, γ) (do not confuse this δ with the momentum-squared invariant defined
in (3.10)) and
(∂1∂2G
~γ
B)(ν1, ν2)=∂1G
~γ
F (ν1, ν2)=−∂2G~γF (ν1, ν2) , G~γF (ν1, ν2)=
ϑ
[
1/2+δ
1/2+γ
]
(ν12)ϑ
′
1(0)
ϑ
[
1/2+δ
1/2+γ
]
(0)ϑ1(ν12)
,
(C.4)
with the transformation properties
G~γF (ν1 + 1, ν2) = e
+2πiδG~γF (ν1, ν2) , (C.5)
G~γF (ν1 + τ, ν2) = e
−2πiγG~γF (ν1, ν2) . (C.6)
C.3 Twisted current correlation functions on σ = A,M,K
In the following we use the method of images to determine the twisted current correlation
function
〈J(ν1)J¯T (ν2)〉σ , J(ν) =
√
2
α′
(
∂Z(ν)
∂¯Z(ν¯)
)
, J¯(ν) =
√
2
α′
(
∂Z¯(ν)
∂¯Z¯(ν¯)
)
. (C.7)
On σ = A,M,K we only have twist along the cycle ν → ν+ τ thus the relevant correlation
function is the one with δ = 0. Using
[GγF (ν1, ν2)]
∗ = −G−γF (Iσ(ν1), Iσ(ν2)) , GγF (ν1, ν2) =
ϑ1(ν12 + γ)ϑ
′
1(0)
ϑ1(γ)ϑ(ν12)
(C.8)
the twisted current correlation function on the covering torus Tσ of σ = A,M,K takes the
form
〈J(ν1)J¯T (ν2)〉Tσ =
(
(∂1∂2G
γ
B)(ν1, ν2) 0
0 (∂¯1∂¯2G
γ
B)(Iσ(ν1), Iσ(ν2))
)
, (C.9)
where
(∂1∂2G
γ
B)(ν1, ν2) = ∂1G
γ
F (ν1, ν2) = −∂2GγF (ν1, ν2) , (C.10)
11For short expressions we use a bar to indicate complex conjugation but for longer expressions we prefer
to use a star instead.
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(∂¯1∂¯2G
γ
B)(Iσ(ν1), Iσ(ν2)) = −∂¯1GγF (Iσ(ν1), Iσ(ν2)) = ∂¯2GγF (Iσ(ν1), Iσ(ν2)) . (C.11)
Note that for the twisted correlation function on the torus, eq. (C.9), there are no off-
diagonal terms in contrast to the corresponding untwisted one. This is due to the absence
of zero modes.
Now, the twisted current correlation function on σ = A,M,K is obtained by sym-
metrizing under the action of Iσ
〈J(ν1)J¯T (ν2)〉σ = 1
2
[〈J(ν1)J¯T (ν2)〉Tσ + e+πiγδσKP〈J(Iσ(ν1))J¯T (ν2)〉Tσ (C.12)
+ e−πiγδσK〈J(ν1)J¯T (Iσ(ν2))〉TσPT +P〈J(Iσ(ν1))J¯T (Iσ(ν2))〉TσPT
]
.
Here 〈J(Iσ(ν1))J¯T (ν2)〉Tσ , for instance, has to be understood as (C.9) with arguments
Iσ(ν1) and ν2. Compared to the scalar correlation function the twisted current correlation
function offers two novelties: first, since J and J¯ transform as vectors under the involution
we must include factors of P in the symmetrization, where P denotes the vector repre-
sentation of Iσ, i.e. Iσ(∂) = P∂ for ∂ = (∂, ∂¯)
T and P = −σ1. Second, since J and J¯ are
twisted and I2A(ν) = I2M(ν) = ν but I2K(ν) = ν+ τ we must include phases e±πiγδσK in the
symmetrization such that appropriate phases are produced when applying the involution
twice. More precisely, these phases ensure that 〈J(I2K(ν1))J¯T (ν2)〉K = 〈J(ν1 + τ)J¯T (ν2)〉K
comes out to be equal to e−2πiγ〈J(ν1)J¯T (ν2)〉K, as it should. Taking the above into
account we conclude for σ = A,M,K
〈J(ν1)J¯T (ν2)〉σ =
(
(∂1∂2G
γ
B)(ν1, ν2) e
−πiγδσK(∂1∂¯2G
γ
B)(ν1, Iσ(ν2))
e+πiγδσK(∂¯1∂2G
γ
B)(Iσ(ν1), ν2) (∂¯1∂¯2G
γ
B)(Iσ(ν1), Iσ(ν2))
)
.
(C.13)
In terms of the components of J and J¯ we have for σ = A,M,K
〈∂Z(ν1)∂Z¯(ν2)〉σ = α
′
2
(∂1∂2G
γ
B)(ν1, ν2) , (C.14)
〈∂Z(ν1)∂¯Z¯(ν¯2)〉σ = α
′
2
(∂1∂¯2G
γ
B)(ν1, Iσ(ν2)) e
−πiγδσK , (C.15)
〈∂¯Z(ν¯1)∂Z¯(ν2)〉σ = α
′
2
(∂¯1∂2G
γ
B)(Iσ(ν1), ν2) e
+πiγδσK , (C.16)
〈∂¯Z(ν¯1)∂¯Z¯(ν¯2)〉σ = α
′
2
(∂¯1∂¯2G
γ
B)(Iσ(ν1), Iσ(ν2)) , (C.17)
where
(∂1∂2G
γ
B)(ν1, ν2) = ∂1G
γ
F (ν1, ν2) = −∂2GγF (ν1, ν2) , (C.18)
(∂1∂¯2G
γ
B)(ν1, Iσ(ν2)) = −∂1GγF (ν1, Iσ(ν2)) = −∂¯2GγF (ν1, Iσ(ν2)) , (C.19)
(∂¯1∂2G
γ
B)(Iσ(ν1), ν2) = ∂¯1G
γ
F (Iσ(ν1), ν2) = ∂2G
γ
F (Iσ(ν1), ν2) , (C.20)
(∂¯1∂¯2G
γ
B)(Iσ(ν1), Iσ(ν2)) = −∂¯1GγF (Iσ(ν1), Iσ(ν2)) = ∂¯2GγF (Iσ(ν1), Iσ(ν2)) , (C.21)
and
GγF (ν1, ν2) =
ϑ1(ν12 + γ)ϑ
′
1(0)
ϑ1(γ)ϑ1(ν12)
. (C.22)
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s 1 2 3 4[
α
β
] [
1/2
1/2
] [
1/2
0
] [
0
0
] [
0
1/2
]
ηs −1 −1 +1 −1
Table 2. Spin structures can be expressed in (α, β) or s.
D Fermion propagators
D.1 (Doubly) twisted and untwisted fermion correlation functions on T
On the torus, the correlation functions of the untwisted holomorphic and anti-holomorphic
fermions, with spin structures s and s˜ respectively, are given by
〈ψ(ν1)ψ(ν2)〉sT = GF (s; ν1, ν2) , 〈ψ˜(ν¯1)ψ˜(ν¯2)〉s˜T = [GF (s˜; ν1, ν2)]∗ , (D.1)
where (using the labels s and (α, β) interchangeably, according to table 2)
GF (s; ν1, ν2) =
ϑs(ν12)ϑ
′
1(0)
ϑs(0)ϑ1(ν12)
=
ϑ
[
α
β
]
(ν12)ϑ
′
1(0)
ϑ
[
α
β
]
(0)ϑ1(ν12)
, s = 2, 3, 4 . (D.2)
The untwisted fermion correlation functions satisfy
GF (s; ν1 + 1, ν2) = −e+2πiαGF (s; ν1, ν2) , (D.3)
GF (s; ν1 + τ, ν2) = −e−2πiβGF (s; ν1, ν2) . (D.4)
On the torus, the correlation functions of the twisted holomorphic and twisted anti-
holomorphic fermions, with twist ~γ = (δ, γ), and spin structures s and s˜ respectively,
are given by
〈Ψ(ν1)Ψ¯(ν2)〉sT = G~γF (s; ν1, ν2) , 〈Ψ˜(ν¯1) ˜¯Ψ(ν¯2)〉s˜T = [G−~γF (s˜; ν1, ν2)]∗ , (D.5)
where
G~γF (s; ν1, ν2) =
ϑ
[
α+δ
β+γ
]
(ν12)ϑ
′
1(0)
ϑ
[
α+δ
β+γ
]
(0)ϑ1(ν12)
, s = 2, 3, 4 . (D.6)
The twisted fermion correlation functions satisfy
G~γF (s; ν1 + 1, ν2) = −e+2πi(α+δ)G~γF (s; ν1, ν2) , (D.7)
G~γF (s; ν1 + τ, ν2) = −e−2πi(β+γ)G~γF (s; ν1, ν2) . (D.8)
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D.2 Twisted and untwisted fermion propagators on σ = A,M,K
In the following we use the method of images to determine the twisted and untwisted
fermion correlation functions on σ = A,M,K. Let us first consider the twisted correlation
function, since the untwisted is simply obtained by putting γ = 0:
〈Ψ(ν1)Ψ¯T (ν1)〉sσ , Ψ(ν) =
(
Ψ(ν)
Ψ˜(ν¯)
)
, Ψ¯(ν) =
(
Ψ¯(ν)
˜¯Ψ(ν¯)
)
. (D.9)
First, the boundary conditions on σ = A,M,K relate the holomorphic and anti-
holomorphic spin structures s and s˜. On the annulus and Klein bottle the two are the
same, i.e. s = s˜ on σ = A,K. However on the Mo¨bius strip, σ =M, we have 1˜ = 1, 2˜ = 2,
3˜ = 4 and 4˜ = 3. Taking this into account we have for the relevant correlation function
[GγF (s; ν1, ν2)]
∗=−G−γF (s˜; Iσ(ν1), Iσ(ν2)) , GγF (s; ν1, ν2)=
ϑs(ν12 + γ)ϑ
′
1(0)
ϑs(γ)ϑ1(ν12)
, s=2, 3, 4 .
(D.10)
Thus, for the propagator on the covering torus of each surface we have
〈Ψ(ν1)Ψ¯T (ν2)〉Tσ =
(
GγF (s; ν1, ν2) 0
0 −GγF (s; Iσ(ν1), Iσ(ν2))
)
. (D.11)
The correlation function on σ = A,M,K is then obtained by symmetrizing under the
involution Iσ
〈Ψ(ν1)Ψ¯T (ν2)〉σ = 1
2
[〈Ψ(ν1)Ψ¯T (ν2)〉T + e+πiγδσKγ2 〈Ψ(Iσ(ν1))Ψ¯T (ν2)〉T (D.12)
+ e−πiγδσK〈Ψ(ν1)Ψ¯T (Iσ(ν2))〉T γT2 + γ2〈Ψ(Iσ(ν1))Ψ¯T (Iσ(ν2))〉T γT2
]
.
Here the gamma matrix γ2, with γ
−1
2 γ
bγ2 = γ
aP ba , forms the spinorial representation of
Iσ, that takes into account the transformation properties of Ψ and Ψ¯ under the involution.
(P is the same matrix as before, just in real coordinates now instead of complex; thus, it
is given by −σ3 instead of −σ1). For the annulus and the Mo¨bius strip, the sign of the
Dirac algebra on the covering torus is determined by the requirement (γ2)
2 = 1, since
I2A(ν) = I
2
M(ν) = ν. Thus a consistent choice for σ = A,M is γ1 = σ1, γ2 = σ2, with
{γa,γb} = 2δab. For the Klein bottle, the sign of the Dirac algebra on the covering torus
is determined by the requirement (γ2)
2 = −e−2πiβ1, since I2K(ν) = ν + τ . Thus, for σ = K
and s = 4, a consistent choice is γ1 = σ1, γ2 = σ2, with {γa,γb} = 2δab and for σ = K
and s = 2, 3, a consistent choice is γ1 = −iσ2, γ2 = iσ1, with {γa,γb} = −2δab . With the
above choices we find for σ = A,M,K and s = 2, 3, 4
〈Ψ(ν1, ν¯1)Ψ¯T (ν2, ν¯2)〉sσ=
(
GγF (s; ν1, ν2) ie
−πiγδσKGγF (s; ν1, Iσ(ν2))
ie+πiγδσKGγF (s; Iσ(ν1), ν2) −GγF (s; Iσ(ν1), Iσ(ν2))
)
.
(D.13)
Thus, the twisted fermion correlation functions are
〈Ψ(ν1)Ψ¯(ν2)〉sσ = GγF (s; ν1, ν2) , (D.14)
〈Ψ˜(ν¯1)Ψ¯(ν2)〉sσ = ie+πiγδσK GγF (s; Iσ(ν1), ν2) , (D.15)
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〈Ψ(ν1) ˜¯Ψ(ν¯2)〉sσ = ie−πiγδσK GγF (s; ν1, Iσ(ν2)) , (D.16)
〈Ψ˜(ν¯1) ˜¯Ψ(ν¯2)〉sσ = −GγF (s; Iσ(ν1), Iσ(ν2)) , (D.17)
where
GγF (s; ν1, ν2) =
ϑs(ν12 + γ)ϑ
′
1(0)
ϑs(γ)ϑ1(ν12)
, s = 2, 3, 4 . (D.18)
The untwisted correlation functions are simply obtained by putting γ = 0
〈ψ(ν1)ψ(ν2)〉sσ = GF (s; ν1, ν2) , (D.19)
〈ψ˜(ν¯1)ψ(ν2)〉sσ = iGF (s; Iσ(ν1), ν2) , (D.20)
〈ψ(ν1)ψ˜(ν¯2)〉sσ = iGF (s; ν1, Iσ(ν2)) , (D.21)
〈ψ˜(ν¯1)ψ˜(ν¯2)〉sσ = −GF (s; Iσ(ν1), Iσ(ν2)) , (D.22)
where
GF (s; ν1, ν2) =
ϑs(ν12)ϑ
′
1(0)
ϑs(0)ϑ1(ν12)
, s = 2, 3, 4 . (D.23)
E The generalized Eisenstein series
Let w, z be two arbitrary complex numbers and define the following generalized Eisenstein
series, or Eisenstein-Kronecker function:
Es(w, z) =
(τ2
π
)s∑
m,n
′ e
2πi
τ2
Im[(w+m+nτ)z¯]
|w +m+ nτ |2s , Re s > 1 , (E.1)
where the prime on the sum indicates that the sum runs over all m,n ∈ Z such that
w +m + nτ 6= 0. (Note that this s is not the spin structure. Since they never occur in
the same place, hopefully there will be no confusion.) In section E.2 we give the analytic
continuation of eq. (E.1) to the whole complex s-plane:
• For z 6∈ Z + τZ the analytic continuation defines an entire function in the whole
complex s-plane.
• For z ∈ Z+τZ the analytic continuation defines a meromorphic function in the whole
complex s-plane, with a single pole at s = 1 and residue e
2πi
τ2
Imwz¯
.
In both cases the analytic continuations satisfy the reflection formula
Γ(s)Es(w, z) = e
2πi
τ2
Imwz¯
Γ(1− s)E1−s(z, w) . (E.2)
The reflection formula can be used to prove the more general reflection formula
Γ
(
s+
k
2
)
E(k)s (w, z) = e
2πi
τ2
Imwz¯
Γ
(
1− s+ k
2
)
E
(k)
1−s(z, w) , (E.3)
where E
(k)
s is essentially the kth derivative of Es+ k
2
with respect to z
E(k)s (w, z) =
(τ2
π
)s+ k
2
∑
m,n
′ (w¯ +m+ nτ¯)ke
2πi
τ2
Im[(w+m+nτ)z¯]
|w +m+ nτ |2s+k , Re s > 1 . (E.4)
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The first reflection formula can also be used to prove the following useful limit formula
E0(w, z) = 0 , E
′
0(w, z) = e
2πi
τ2
Imwz¯
E1(z, w) , w 6∈ Z+ τZ , (E.5)
where E′s =
d
dsEs. We can for example use this limit formula to calculate functional
determinants. In section E.1 we identify E1(w, z) with the twisted scalar Green’s function.
Using eq. (E.16) in section E.1 gives
e−E
′
0(β−
1
2
+τ(α− 1
2
),0) = e−2π(α−
1
2
)2τ2
∣∣∣∣∣ϑ1(β − 12 + (α− 12)τ)η(τ)
∣∣∣∣∣
2
=
∣∣∣∣∣∣
ϑ
[
α
β
]
(0, τ)
η(τ)
∣∣∣∣∣∣
2
, (E.6)
where we invoked the definition of ϑ
[
α
β
]
in terms of ϑ1 in the last equality.
E.1 Relation to Green’s functions
To relate the generalized Eisenstein series to various Green’s functions it is useful to intro-
duce real coordinates u, v and x, y for w and z through
w = u+ τv : u = Rew − τ1
τ2
Imw , v =
1
τ2
Imw , (E.7)
z = x+ τy : x = Re z − τ1
τ2
Im z , y =
1
τ2
Im z . (E.8)
In terms of the real coordinates eq. (E.1) takes the form
Es(w, z) =
(τ2
π
)s∑
m,n
′ e2πi(n+v)xe−2πi(m+u)y
|m+ u+ (n+ v)τ |2s . (E.9)
From eq. (E.1) it is clear that
∂z∂z¯E1(w, z) =
−2πδ
2(z) +
π
τ2
w ∈ Z+ τZ
−2πe 2πiτ2 Imwz¯ δ2(z) w 6∈ Z+ τZ
, (E.10)
where δ2(z) denotes the periodic delta function
δ2(z) =
1
2τ2
δ(x)δ(y) =
1
2τ2
∑
m
e2πimx
∑
n
e2πiny . (E.11)
At first glance one might think that the phase in the second equation of eq. (E.10) is
unimportant since it evaluates to 1 at z = 0, but because δ2(z) is the periodic delta
function, the phase can be nontrivial elsewhere.
From eq. (E.9) it is clear that
Es(w + 1, z) = Es(w, z) , (E.12)
Es(w + τ, z) = Es(w, z) , (E.13)
Es(w, z + 1) = e
+2πivEs(w, z) , (E.14)
Es(w, z + τ) = e
−2πiuEs(w, z) . (E.15)
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Eq. (E.10) and eqs. (E.14)–(E.15) establishes E1(0, z) (E1(w, z)) as the periodic
(twisted) scalar Green’s function on the torus. E.g. for w = 0 we have the familiar result
E1(0, z) = − ln
∣∣∣∣ϑ1(z, τ)η(τ)
∣∣∣∣2 + 2πτ2 (Im z)2 . (E.16)
Thus we conclude
GB(ν) = E1(0, ν) + ln(4π
2|η|4) , (E.17)
GγB(ν) = E1(γ, ν) , (E.18)
GF (ν) = −∂νE1(0, ν) = π
τ2
E
(1)
1
2
(0, ν) , (E.19)
GγF (ν) = −∂νE1(γ, ν) =
π
τ2
E
(1)
1
2
(γ, ν) , (E.20)
GF (s; ν) = −∂νE1
(
β − 1
2
+
(
α− 1
2
)
τ, ν
)
=
π
τ2
E
(1)
1
2
(
β − 1
2
+
(
α− 1
2
)
τ, ν
)
, (E.21)
GγF (s; ν) = −∂νE1
(
β− 1
2
+γ+
(
α− 1
2
)
τ, ν
)
=
π
τ2
E
(1)
1
2
(
β− 1
2
+γ+
(
α− 1
2
)
τ, ν
)
, (E.22)
where ν is the worldsheet coordinate, γ ∈ R\Z denotes the twist and s labels the spin
structures (α, β), according to table 2. The GF without the twist γ is the odd spin structure
((α, β) = (1/2, 1/2)). Note that it has a linear nonholomorphic term due to the zero mode
in this spin structure. (cf. eq. (3.266) in [51]). The zero mode is absent for arbitrarily small
twist. In eq. (E.21) and (E.22) we intend even spin structures s = 2, 3, 4.
E.2 Proof of the reflection formula eq. (E.2)
If we define the following two-component vectors and matrices
m =
(
m
n
)
, w =
(
u
v
)
, z =
(
x
y
)
, G =
1
τ2
(
1 τ1
τ1 |τ |2
)
, Ω =
(
0 −1
1 0
)
, (E.23)
we can write eq. (E.1) as
Es(w, z) =
1
πs
∑
m
′ e2πi(m+w)
TΩz[
(m+w)TG(m+w)
]s , (E.24)
where by
∑′
m
we denote the sum over all m ∈ Z2 such that m+w 6= 0.
Now, assuming Re s > 1, we have
Γ(s)Es(w, z) =
∫ ∞
0
dt ts−1
∑
m
′
e−πt(m+w)
TG(m+w)+2πi(m+w)TΩz (E.25)
=
∫ ∞
0
dt ts−1
∑
m
′
f(t,m,w, z) , (E.26)
where we have defined
f(t,m,w, z) = e−πt(m+w)
TG(m+w)+2πi(m+w)TΩz . (E.27)
– 40 –
J
H
E
P
1
2
(
2
0
1
4
)
0
7
7
Let us now analyze the [0, 1] integral in eq. (E.26). If w ∈ Z2 we add the term m = −w
to the sum∫ 1
0
dt ts−1
∑
m
′
f(t,m,w, z) = −̺(w)
s
+
∫ 1
0
dt ts−1
∑
m
f(t,m,w, z) , (E.28)
where ̺(w) = 1 if w ∈ Z2 and ̺(w) = 0 if w 6∈ Z2.
We now make a Poisson resummation (S modular transformation)∑
m
f(t,m,w, z) = e2πiw
TΩz
∑
m
t−1f(t−1,m, z,w) , (E.29)
which allows us to write the [0, 1] integral as∫ 1
0
dt ts−1
∑
m
′
f(t,m,w, z)=−̺(w)
s
+ e2πiw
TΩz
∫ 1
0
dt ts−2
∑
m
f(t−1,m, z,w) (E.30)
=−̺(w)
s
+e2πiw
TΩz
[
̺(z)
s−1+
∫ ∞
1
dt t−s
∑
m
′
f(t,m, z,w)
]
, (E.31)
where in the last line by
∑′
m
we denote the sum over all m ∈ Z such that m+ z 6= 0.
Thus we conclude
Γ(s)Es(w, z) = −̺(w)
s
+
∫ ∞
1
dt ts−1
∑
m
′
f(t,m,w, z)
+ e2πiw
TΩz
[
̺(z)
s− 1 +
∫ ∞
1
dt t−s
∑
m
′
f(t,m, z,w)
]
, (E.32)
where by
∑′
m
we denote the sum over all m ∈ Z such that m+w 6= 0 (m+ z 6= 0) in the
first (second) line. Eq. (E.32) gives the desired analytic continuation of eq. (E.24) to the
whole complex s-plane. The sums and integrals define entire functions of s, and the only
poles are those of
1
Γ(s)
[
−̺(w)
s
+
̺(z)
s− 1e
2πiwTΩz
]
. (E.33)
In fact, the singular behavior of 1/s at s = 0 is cancelled by that of 1/Γ(s), so s = 0 is a
smooth point. Thus the only pole of Es(w, z) is s = 1 and it is only present for z ∈ Z+ τZ
with residue e2πiw
TΩz.
Finally we observe from eq. (E.32)
Γ(s)Es(w, z) = e
2πiwTΩz Γ(1− s)E1−s(z,w) , (E.34)
or in complex notation
Γ(s)Es(w, z) = e
2πi
τ2
Imwz¯
Γ(1− s)E1−s(z, w) . (E.35)
This is the reflection formula we wanted to prove.
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E.3 Relation to Epstein zeta functions
The Epstein zeta function in n dimensions is defined as [52]
ζ(s,u,v,Q,Pg) =
∑
m
′ Pg[m+ v]e
2πimTu
Q[m+ v]s+
g
2
. (E.36)
Here u,v ∈ Rn and m ∈ Zn with m+v 6= 0. By Q[x] = xTQx, with x ∈ Rn, we denote a
positive definite quadratic form and by Pg[x] we denote a spherical function (from German
Kugelfunktion) of degree g with respect to Q, i.e. Pg[x] denotes a homogenous polynomial
of degree g solving Laplace’s equation (Q−1)ab∂a∂bP[x] = 0. All such functions can be
written as Pg[x] =
∑
i
(
xTQwi
)g
, where {wi ∈ Cn} comprise a finite collection of isotropic
vectors of Q, i.e. vectors w ∈ Cn with Q[w] = wTQw = 0.
The Epstein zeta function satisfies the following reflection formula [52]
π−s Γ
(
s+
g
2
)
ζ(s,u,v,Q,Pg)=
e−2πiu
Tv
ig
√
detQ
π−(
n
2
−s)Γ
(
n
2
− s+ g
2
)
ζ
(
n
2
− s,v,−u,Q−1,P−1g
)
,
(E.37)
where P−1g [x] ≡ Pg[Q−1x] defines a spherical function of degree g with respect to Q−1.
On the two-torus, i.e. n = 2, and with the choice of quadratic form Q = G, with G as
in eq. (E.23), there are two isotropic vectors w1 = (−τ¯ , 1) and w2 = (−τ, 1), and we can
identify the generalized Eisenstein series of the above with Epstein zeta functions as
Es(w, z) = π
−se2πiw
TΩzζ(s,Ωz,w,G, 1) (E.38)
E(k)s (w, z) = i
−kπ−s−
k
2 e2πiw
TΩzζ(s,Ωz,w,G,Pk) , (E.39)
where Pk[x] = (x
TGw1)
k = ik(x1 + x2τ¯)
k for x = (x1, x2), with w1 = (−τ¯ , 1) and G,Ω
as in eq. (E.23).
F Twisted five-theta identity
We want to generalize the five-theta identity [53]12
∑
α,β
η˜αβ
ϑ
[
α
β
]
(z1)ϑ
[
α
β
]
(z2)ϑ
[
α
β
]
(z3)ϑ
[
α
β
]
(z4)ϑ
[
α
β
]
(z5)
ϑ
[
α
β
]
(
∑
zi)
= −2 ϑ1(z
′
1)ϑ1(z
′
2)ϑ1(z
′
3)ϑ1(z
′
4)ϑ1(z
′
5)
ϑ1(
1
2
∑
z′i)
, (F.1)
where η˜00 = η˜1/2,1/2 = 1 and η˜0,1/2 = η˜1/2,0 = −1, with
z′1 = z1 + z2 + z3 + z4 ,
z′2 = z2 + z3 + z4 + z5 ,
12Note that in some ways this is simpler than the four-theta identity! Note also that the sum in (F.1)
is over all spin structures, even and odd; on the other hand, in (G.9), in view of the factor ϑ[
α
β
](0) we can
either sum over all spin structures or just over the even ones. Finally, note that due to the same factor and,
thus, due to the absence of the odd spin structure in the sum, we could equally well use η˜αβ in (G.9).
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z′3 = z1 + z3 + z4 + z5 ,
z′4 = z1 + z2 + z4 + z5 ,
z′5 = z1 + z2 + z3 + z5
to shifted characteristics, a “twisted” five-theta identity. One can certainly rederive this
using similar arguments as [53]. However, since the arguments zi are general, the identity
is already equivalent to a twisted one, using
ϑ
[
α
β
]
(ν + aτ + b, τ) = e−2πiabe−πia
2τe−2πia(ν+β)ϑ
[
α+a
β+b
]
(ν, τ) (F.2)
(which is e.g. (C.13) of [59] in our conventions). Using this, the left hand side of (F.1)
(with appropriately shifted arguments) is
lhs = C
∑
α,β
η˜αβ
ϑ
[
α
β
]
(z1)ϑ
[
α+h1
β+g1
]
(z2)ϑ
[
α+h2
β+g2
]
(z3)ϑ
[
α+h3
β+h3
]
(z4)ϑ
[
α−h3
β−g3
]
(z5)
ϑ
[
α−h3
β−g3
]
(
∑
zi)
(F.3)
with the forefactor
C = e−2πi(h1g1+h2g2+h3g3)e−πi(h
2
1+h
2
2+h
2
3)τe−2πi(h1z2+h2z3+h3z4−h3z5+h3
∑
zi)
using h1 + h2 + h3 = 0. The important thing is that the dependence on the spin structure
label β cancelled in this phase (the spin structure label α never appeared at all in (A.6)). If
this had not happened we could not have hoped to obtain a simple generalization. Similarly
for the right hand side, we have an analogous forefactor
C ′ = e−2πi(h1g1+h2g2+h3g3)e−πi(h
2
1+h
2
2+h
2
3)τe−2πi(−h3z
′
2+h2z
′
3+h1z
′
4−2h3z
′
5+h3
∑
z′
i
)e−2πi(h1+h2−h3)·1/2
but in fact
C ′
C
= e2πih3 (F.4)
and we obtain the desired twisted five-theta identity
∑
α,β
η˜αβ
ϑ
[
α
β
]
(z1)ϑ
[
α+h1
β+g1
]
(z2)ϑ
[
α+h2
β+g2
]
(z3)ϑ
[
α+h3
β+g3
]
(z4)ϑ
[
α−h3
β−g3
]
(z5)
ϑ
[
α−h3
β−g3
]
(
∑
zi)
(F.5)
= −2 · e2πih3 ·
ϑ
[
1/2
1/2
]
(z′1)ϑ
[
1/2−h3
1/2−g3
]
(z′2)ϑ
[
1/2+h2
1/2+g2
]
(z′3)ϑ
[
1/2+h1
1/2+g1
]
(z′4)ϑ
[
1/2−2h3
1/2−2g3
]
(z′5)
ϑ
[
1/2−2h3
1/2−2g3
]
(12
∑
z′i)
.
G Spin structure sums
In this appendix we explicitly calculate the spin structure sums appearing in the main text.
It would be interesting to use the techniques of [54] to systematize the spin structure sums.
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G.1 Four-fermion
We define
Zϑs =
ϑ
[
α
β
]
ϑ
[
α+h1
β+γ1+g1
]
ϑ
[
α+h2
β+γ2+g2
]
ϑ
[
α
β+γ3
]
ϑ′
[
1
2
1
2
]
ϑ
[
1
2
+h1
1
2
+γ1+g1
]
ϑ
[
1
2
+h2
1
2
+γ2+g2
]
ϑ
[
1
2
1
2
+γ3
] . (G.1)
We perform the spin structure sum (3.17) explicitly:∑
even
ηsZ
ϑ
sG
γ3
F (s; ν)GF (s; ν)
=
∑
even
ηαβ
ϑ
[
α
β
]
ϑ
[
α+h1
β+γ1+g1
]
ϑ
[
α+h2
β+γ2+g2
]
ϑ
[
α
β+γ3
]
ϑ
[
α
β+γ3+ν
]
ϑ′
[
1
2
1
2
]
ϑ
[
α
β+ν
]
ϑ′
[
1
2
1
2
]
ϑ′
[
1
2
1
2
]
ϑ
[
1
2
+h1
1
2
+γ1+g1
]
ϑ
[
1
2
+h2
1
2
+γ2+g2
]
ϑ
[
1
2
1
2
+γ3
]
ϑ
[
α
β+γ3
]
ϑ
[
1
2
1
2
+ν
]
ϑ
[
α
β
]
ϑ
[
1
2
1
2
+ν
]
(G.2)
=
∑
even
ηαβ
ϑ
[
α+h1
β+γ1+g1
]
ϑ
[
α+h2
β+γ2+g2
]
ϑ
[
α
β+γ3+ν
]
ϑ
[
α
β+ν
]
ϑ′
[
1
2
1
2
]
ϑ
[
1
2
+h1
1
2
+γ1+g1
]
ϑ
[
1
2
+h2
1
2
+γ2+g2
]
ϑ
[
1
2
1
2
+γ3
]
ϑ
[
1
2
1
2
+ν
]
ϑ
[
1
2
1
2
+ν
] (G.3)
=
ϑ
[
1
2
1
2
+γ3+ν
]
ϑ′
[
1
2
1
2
]
ϑ
[
1
2
1
2
+γ3
]
ϑ
[
1
2
1
2
+ν
] (G.4)
= Gγ3F (ν) . (G.5)
G.2 Eight-fermion
Simpler spin structure sum. Note that ϑ′s(0) = 0 for even s, so
∂2ν lnϑs(0) =
ϑ′′s(0)
ϑs(0)
− ϑ
′
s(0)
2
ϑs(0)2
=
ϑ′′s(0)
ϑs(0)
. (G.6)
Then one can use a general four-theta identity with shifts in both characteristics (for
example eq. (130) of [48]) in order to obtain
∑
even
ηαβ
ϑ[
α
β
]′′(0)
ϑ′
[
1/2
1/2
]
(0)
∏3
i=1 ϑ[
α + hi
β + gi + γi
](0)∏3
i=1 ϑ[
1/2 + hi
1/2 + gi + γi
](0)
=
3∑
i=1
ϑ′
[
1/2+hi
1/2+gi+γi
]
(0)
ϑ[
1/2 + hi
1/2 + gi + γi
](0)
, (G.7)
so ∑
even
ηs Z
ϑ
s ∂
2
ν lnϑs(0) =
3∑
i=1
ϑ′
[
1/2+hi
1/2+gi+γi
]
(0)
ϑ[
1/2 + hi
1/2 + gi + γi
](0)
. (G.8)
More complicated spin structure sum. Now, using (for even spin structures)
ϑ[
α
β
](ν, τ) = ϑ[
α
β
](−ν, τ) and ϑ′
[
α
β
]
(ν, τ) = −ϑ′
[
α
β
]
(−ν, τ), one spin structure sum of interest
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is ∑
even
ηs Z
ϑ
s
(
ϑ′s(γ3)
ϑs(γ3)
)2
= (G.9)
= −
∑
even
ηαβ ϑ
[
α
β
]
(0)ϑ
[
α+h1
β+g1+γ1
]
(0)ϑ
[
α−h1
β−g1+γ2
]
(0)ϑ
[
α
β+γ3
]
(0)
ϑ′
[
1/2
1/2
]
(0)ϑ
[
1/2+h1
1/2+g1+γ1
]
(0)ϑ
[
1/2−h1
1/2−g1+γ2
]
(0)ϑ
[
1/2
1/2+γ3
]
(0)
ϑ′
[
α
β+γ3
]
(0)
ϑ
[
α
β+γ3
]
(0)
ϑ′
[
α
β−γ3
]
(0)
ϑ
[
α
β−γ3
]
(0)
= −
∑
even
ηαβ ϑ
[
α
β
]
(0)ϑ
[
α+h1
β+g1+γ1
]
(0)ϑ
[
α−h1
β−g1+γ2
]
(0)
ϑ′
[
1/2
1/2
]
(0, τ)ϑ
[
1/2+h1
1/2+g1+γ1
]
(0)ϑ
[
1/2−h1
1/2−g1+γ2
]
(0)ϑ
[
1/2
1/2+γ3
]
(0)
ϑ′
[
α
β+γ3
]
(0)ϑ′
[
α
β−γ3
]
(0)
ϑ
[
α
β−γ3
]
(0)
.
We have the twisted five-theta identity of appendix F with a ϑ in the denominator, but
no derivatives. In order to apply this identity we can rewrite the spin structure dependent
part of (G.9) as
= −1
2
∂2ν
∣∣∣
ν=0
∑
α,β
η˜αβϑ[
α
β
](0)ϑ[
α + h1
β + g1 + γ1
](0)ϑ[
α− h1
β − g1 + γ2
](0)
ϑ[
α
β + γ3
](ν)ϑ[
α
β − γ3
](−ν)
ϑ[
α
β − γ3
](0)
(G.10)
+
1
2
∑
α,β
η˜αβϑ[
α
β
](0)ϑ[
α + h1
β + g1 + γ1
](0)ϑ[
α− h1
β − g1 + γ2
](0)
ϑ[
α
β + γ3
]′′(0)ϑ[
α
β − γ3
](0) + ϑ[
α
β + γ3
](0)ϑ[
α
β − γ3
]′′(0)
ϑ[
α
β − γ3
](0)
= −1
2
∂2ν
∣∣∣
ν=0
∑
α,β
η˜αβϑ[
α
β
](0)ϑ[
α + h1
β + g1 + γ1
](0)ϑ[
α− h1
β − g1 + γ2
](0)
ϑ[
α
β + γ3
](ν)ϑ[
α
β − γ3
](−ν)
ϑ[
α
β − γ3
](0)
(G.11)
+
∑
α,β
η˜αβϑ[
α
β
](0)ϑ[
α + h1
β + g1 + γ1
](0)ϑ[
α− h1
β − g1 + γ2
](0)ϑ[
α
β + γ3
]′′(0) ≡ L1 + L2 . (G.12)
In the equality, we rewrote the second line by simplifying the fraction, using that the sum is
effectively only over even spin structures. Now we can treat the two terms in (G.12) sepa-
rately. Denoting them by L1 and L2 and using (F.1) (which applies in the supersymmetric
case with γ1 + γ2 + γ3 = 0), we obtain
ξ−1L1 =−1
2
∂2ν
∣∣∣
ν=0
[
−2ϑ1(ν)ϑ1(−γ3)ϑ1(−g1−h1τ+γ2)ϑ1(g1+h1τ+γ1)ϑ1(−ν−2γ3)
ϑ1(−2γ3)
]
=−2ϑ
′
1(0)ϑ1(−γ3)ϑ1(−g1 − h1τ + γ2)ϑ1(g1 + h1τ + γ1)ϑ′1(−2γ3)
ϑ1(−2γ3) , (G.13)
where ξ is a phase that arises from moving the shifts in the characteristics into the
arguments, using (A.6). It is analogous to the phase C of the previous appendix,
appendix F. The same phase also arises for L2 and for the denominator of (G.9), so that
it drops out in the final result, eq. (3.49). The cancellation of the phases of the numerator
and denominator of (G.9) can be checked with a calculation very analogous to the one we
performed in appendix F.
In order to evaluate L2 we can make use of the formula (see for instance appendix A
of [4]) ∑
α,β
η˜αβϑ[
α
β
](z1)ϑ[
α
β
](z2)ϑ[
α
β
](z3)ϑ[
α
β
](z4) = 2ϑ1(z
′
1)ϑ1(z
′
2)ϑ1(z
′
3)ϑ1(z
′
4) , (G.14)
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where the sum is over all spin structures and we have
z′1
z′2
z′3
z′4
 =
1
2

1 1 1 1
1 −1 −1 1
1 −1 1 −1
1 1 −1 −1


z1
z2
z3
z4
 . (G.15)
We obtain
ξ−1L2 = ∂
2
z
∣∣∣
z=0
∑
α,β
η˜αβϑ[
α
β
](0)ϑ[
α
β
](g1 + h1τ + γ1)ϑ[
α
β
](−g1 − h1τ + γ2)ϑ[α
β
](z + γ3) (G.16)
= 2 ∂2z
∣∣∣
z=0
ϑ1
(
1
2
z
)
ϑ1
(
1
2
z + γ3
)
ϑ1
(
− 1
2
z − g1 − h1τ + γ2
)
ϑ1
(
− 1
2
z + g1 + h1τ + γ1
)
(G.17)
= ϑ′1(0)
[
ϑ′1(γ3)ϑ1(−g1−h1τ+γ2)ϑ1(g1+h1τ+γ1)−ϑ1(γ3)ϑ′1(−g1−h1τ+γ2)ϑ1(g1+h1τ+γ1)−
−ϑ1(γ3)ϑ1(−g1 − h1τ + γ2)ϑ′1(g1 + h1τ + γ1)
]
,
so we have
ξ−1(L1 + L2) = ϑ
′
1(0)
[
ϑ′1(γ3)ϑ1(−g1 − h1τ + γ2)ϑ1(g1 + h1τ + γ1)
−ϑ1(γ3)ϑ′1(−g1 − h1τ + γ2)ϑ1(g1 + h1τ + γ1)
−ϑ1(γ3)ϑ1(−g1 − h1τ + γ2)ϑ′1(g1 + h1τ + γ1)
−2ϑ1(γ3)ϑ1(−g1−h1τ+γ2)ϑ1(g1+h1τ+γ1)ϑ
′
1(2γ3)
ϑ1(2γ3)
]
, (G.18)
which, when taking into account also the denominator of (G.9), is the result claimed in
the main text, cf. eq. (3.49).
Yet another spin structure sum. Finally we address the sum in (3.59). We have
−
∑
even
ηαβϑ
[
α
β
]
(0, τ)ϑ
[
α+h1
β+g1+γ1
]
(0, τ)ϑ
[
α−h1
β−g1+γ2
]
(0, τ)ϑ
[
α
β+γ3
]
(0, τ)
ϑ′
[
1/2
1/2
]
(0, τ)ϑ
[
1/2+h1
1/2+g1+γ1
]
(0, τ)ϑ
[
1/2−h1
1/2−g1+γ2
]
(0, τ)ϑ
[
1/2
1/2+γ3
]
(0, τ)
ϑ
[
α
β+γ3
]
(ν˜2, τ)ϑ
′
[
1/2
1/2
]
(0, τ)
ϑ
[
α
β+γ3
]
(0, τ)ϑ
[
1/2
1/2
]
(ν˜2, τ)
×
×
ϑ
[
α
β−γ3
]
(−ν˜2, τ)ϑ′
[
1/2
1/2
]
(0, τ)
ϑ
[
α
β−γ3
]
(0, τ)ϑ
[
1/2
1/2
]
(−ν˜, τ)
= −
∑
even
ηαβϑ
[
α
β
]
(0, τ)ϑ
[
α+h1
β+g1+γ1
]
(0, τ)ϑ
[
α−h1
β−g1+γ2
]
(0, τ)
ϑ
[
1/2+h1
1/2+g1+γ1
]
(0, τ)ϑ
[
1/2−h1
1/2−g1+γ2
]
(0, τ)ϑ
[
1/2
1/2+γ3
]
(0, τ)
ϑ
[
α
β+γ3
]
(ν˜2, τ)
ϑ
[
1/2
1/2
]
(ν˜2, τ)
ϑ
[
α
β−γ3
]
(−ν˜2, τ)ϑ′
[
1/2
1/2
]
(0, τ)
ϑ
[
α
β−γ3
]
(0, τ)ϑ
[
1/2
1/2
]
(−ν˜2, τ)
=−
∑
even
ηαβϑ
[
α
β
]
(0, τ)ϑ
[
α
β+g1+γ1
]
(h1τ, τ)ϑ
[
α
β−g1+γ2
]
(−h1τ, τ)
ϑ
[
1/2
1/2+g1+γ1
]
(h1τ, τ)ϑ
[
1/2
1/2−g1+γ2
]
(−h1τ, τ)ϑ
[
1/2
1/2+γ3
]
(0, τ)
ϑ
[
α
β+γ3
]
(ν˜2, τ)
ϑ
[
1/2
1/2
]
(ν˜2, τ)
ϑ
[
α
β−γ3
]
(−ν˜2, τ)ϑ′
[
1/2
1/2
]
(0, τ)
ϑ
[
α
β−γ3
]
(0, τ)ϑ
[
1/2
1/2
]
(−ν˜2, τ)
= 2
ϑ
[
1/2
1/2+2γ3
]
(ν˜2, τ)ϑ
′
[
1/2
1/2
]
(0, τ)
ϑ
[
1/2
1/2+2γ3
]
(0, τ)ϑ
[
1/2
1/2
]
(ν˜2, τ)
= 2G2γ3F (ν˜2). (G.19)
At the beginning we reversed the sign of ν˜2 together with γ3 for one correlator (this is why
there is an overall minus sign), in the second equality we moved the shift hi in the upper
characteristic into the argument using (A.6) (note that in this case the phase factors cancel
due to the denominator) and we used the five-theta identity in appendix F in the third
equality (note that in this case one can include the odd spin structure, which vanishes).
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H Regularization by partial integration
Let us adopt the following general strategy. Let us write the integrand in (3.18) as (ν =
ν2 − ν1)
− 2δ Rδ GγF (ν) ∂¯GγF (ν¯) , Rδ = e−δG
σ
B(ν1,ν2) . (H.1)
We partially integrate the integrand:
− 2δ Rδ GγF (ν) ∂¯GγF (ν¯)→ +2δ ∂¯Rδ GγF (ν)GγF (ν¯) + 2δ Rδ ∂¯GγF (ν)GγF (ν¯) . (H.2)
Note that the total derivative could be discarded given that we are working on the covering
torus which does not have any boundary. The ∂¯GF in the second term yields a delta
function. The second term in fact vanishes when δ is made large, and therefore by analytic
continuation vanishes in general. This is due to the Rδ factor which behaves as Rδ → |ν|2δ
when |ν| → 0. Let us now focus on the first term, 2δ ∂¯Rδ GγF (ν)GγF (ν¯). We first note that
the ∂¯ brings down a factor of δ. Therefore, the remaining terms must contribute a pole in
δ to survive the δ → 0 limit. Now one can focus on an infinitesimally small disk around
ν = 0 for the same reason as in the 8-fermion case. To search for such poles, we focus on
the ν integration in (3.18) over the small disk |ν| < ε. In this region we have
∂¯Rδ → δ |ν|
2δ
ν¯
, when |ν| → 0 (H.3)
so in the limit |ν| → 0
+ 2δ ∂¯Rδ G
γ
F (ν)G
γ
F (ν¯)
|ν|→0−→ +2δ2 |ν|
2δ
ν¯
(
1
ν
+ c0,0 + . . .
)(
1
ν¯
+ c0,0 + . . .
)
. (H.4)
Then we use the fact that for positive powers m and n, the surface integral in polar
coordinates is ∫ ǫ
0
d|ν| |ν|
∫ 2π
0
dθ νmν¯n ∝ 2πδmn . (H.5)
Note that to have the full 2π angle integral we need to go through all four adjacent fun-
damental regions, as shown in figure 4. Unless we have equal powers of ν and ν¯ i.e. unless
the integrand can be expressed entirely in |ν|, the angle integration makes all the other
singular terms vanish. We can then focus on∫
|ν|<ε
d2ν 2 δ ∂¯Rδ G
γ
F (ν)G
γ
F (ν¯) = 4δ
2
∫ 2π
0
dθ
∫ ε
0
d|ν| |ν|2δ−1c0,0 = 4πδc0,0ε2δ δ→0→ 4πδc0,0 ,
(H.6)
where c0,0 is now the residue of G
γ
F (ν)G
γ
F (ν¯) at ν = 0. Using that
GγF (ν) =
ϑ1(ν + γ)ϑ
′
1(0)
ϑ1(γ)ϑ1(ν)
=
1
ν
+
ϑ′1(γ)
ϑ1(γ)
+ . . . , (H.7)
we find
c0,0 =
ϑ′1(γ)
ϑ1(γ)
= ∂ lnϑ1(γ) . (H.8)
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So the result for the integration over vertex positions is a derivative of the twisted boson
propagator. Compare also e.g. eq. (56) in [42].
Thus from (3.18) we have (up to first order in δ)
∑
s
ηsZ
ϑ
s
〈
VZZ¯(p1)VZZ¯(p2)
〉s
σ
∣∣
Four
Fermions
= δ · 8πτ2 ϑ
′
1(γ, τσ)
ϑ1(γ, τσ)
. (H.9)
The factor 2τ2 comes from the ν2 integral.
I Point splitting
Here we give another approach using point splitting. The starting expression is the same
as in regularization by partial integration, but now we shift the ν-argument of GF by ǫ,
which we are going to choose real for simplicity, and then take the |ǫ| → 0 limit at the end:
2δ ∂¯Rδ G
γ
F (ν − ǫ)GγF (ν¯) + 2δ Rδ ∂¯GγF (ν − ǫ)GγF (ν¯) . (I.1)
Let us first look at the first term. Since this is proportional to δ2, in order to get 1/δ
upon |ν|-integration one would have to identify a pole like |ν|−2 from the integrand as done
in regularization by partial integration. But once we have shifted ν as above, the pole |ν|−2
is absent since point splitting lowers the order of divergence by one:
1
|ν|2 →
1
ν¯ (ν − ǫ) ≈
{
1
ǫ¯ · 1ν−ǫ for ν → ǫ
− 1ν¯ · 1ǫ for ν → 0
(I.2)
Thus one cannot obtain a 1/δ contribution, so we can discard this term.
Therefore let us focus on the second term with ∂¯GγF , which yields a delta function,
i.e. ∂¯GγF (ν) = 2π exp[−2πiγ Im ντ2 ]δ2(ν, ν¯). Note that in contrast to regularization by partial
integration, here this term does not vanish as we will see now. Since GγF (ν¯) is non-singular
at ν = ǫ, we can safely set δ = 0 for Rδ (i.e Rδ = 1), so ǫ is now the regularization
parameter instead of δ. Thus we obtain
lim
ǫ→0
2δ
∫
T
d2ν ∂¯GγF (ν − ǫ)GγF (ν¯) = 4πδ limǫ→0G
γ
F (ǫ)
= 4πδ
(
1
ǫ
+
ϑ′1(γ, τ)
ϑ1(γ, τ)
)
. (I.3)
Note that the first (divergent) term cancels out upon adding sectors for each surface because
it is sector (γ or k)-independent, so we can discard it.
Thus from (3.18) we get (up to first order in δ)
∑
s
ηsZ
ϑ
s
〈
VZZ¯(p1)VZZ¯(p2)
〉s
σ
∣∣
Four
Fermions
= δ · 8π τ2
[
ϑ′1(γ, τ)
ϑ1(γ, τ)
]
. (I.4)
Again, the additional factor 2 τ2 comes from the ν2 integral. The result above agrees with
analytic continuation and with regularization by partial integration.
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J Eight-fermion: poles of untwisted correlators for Klein bottle
Here we recalculate the 8-fermion contribution coming from poles of untwisted correlators
for the Klein bottle as a check on the calculations in the main text. For Klein bottle, the
untwisted correlator of f2 on the covering torus (i.e. ν1, ν2 ∈ TK) has a pole at
ν1 = IK(ν2)− τ θ
(
Im ν2 − τ2
2
)
, (J.1)
where θ is the (Heaviside) step function. The reason for the additional term compared to
other surfaces is as follows: when Im ν2 >
τ2
2 , the point ν1 = IK(ν2) is outside the given
domain of covering torus since Im ν1 > τ2, but this point is equivalent to ν1− τ up to twist
by the periodicity of the torus, so IK(ν2)−τ is the pole that we see within the torus. Below
we suppress the argument of θ
(
Im ν2 − τ22
)
.
It is convenient to introduce
ν ≡ ν1 − IK(ν2) + τ θ, (J.2)
ν˜2 ≡ IK(ν2)− ν2 − τ θ = 1− 2Re ν2 + τ
2
(1− 2θ). (J.3)
One can express the arguments of the correlators as follows:
ν1 − IK(ν2) = ν − τ θ, (J.4)
IK(ν1)− ν2 = −ν¯ + τ(1− θ), (J.5)
ν1 − ν2 = ν + ν˜2, (J.6)
IK(ν2)− IK(ν1) = ν¯ + ν˜2 − τ(1− 2θ) . (J.7)
Then using perodicity of the propagator along τ we see
f2 = GF (s; ν − τ θ)GF (s;−ν¯ + τ(1− θ)) GγF (s; ν + ν˜2)GγF (s; ν¯ + ν˜2 − τ(1− 2θ))
= e2πiγ(1−2θ) GF (s; ν)GF (s;−ν¯)GγF (s; ν + ν˜2)GγF (s; ν¯ + ν˜2). (J.8)
Therefore near the pole |ν| → 0, we have
f2
|ν|→0−→ − e2πiγ(1−2θ) G
γ
F
(
s; ν˜2
)2
|ν|2 , (J.9)
GKB(ν1, ν2) = G
K
B(ν1, IK(ν2))
|ν|→0−→ |ν|2δ (J.10)
and the ν-integral over the disk |ν1 − Iσ(ν2)| ≤ ε for small ε gives{
−δ
∫
ν≤ε
d2ν e−δ G
σ
B f2
}
δ=0
= e2πiγ(1−2θ)GγF
(
s; ν˜2
)2{
δ
∫
ν≤ε
d2ν
|ν|2δ
|ν|2
}
δ=0
= 2π e2πiγ(1−2θ)GγF
(
s; ν˜2
)2
. (J.11)
The spin structure sum, including the partition function, is the same as in (3.48) with the
result ∑
even
ηs Z
ϑ
s G
γ
F (s, ν˜2)
2 = 2G2γF (ν˜2) , (J.12)
cf. appendix G.
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ν2-integral. Now we have to compute∫
TK
d2ν2 2 e
2πiγ(1−2θ)G2γF (ν˜2) . (J.13)
This can be done in analogy with annulus and Mo¨bius (here GF also has no twist in upper
characteristic and is therefore periodic in the horizontal direction), but with small changes
due to the presence of θ, which depends on Im ν2:∫
T
d2ν2 2 e
2πiγ(1−2θ)G2γF (ν˜2) =
= 4
∫ τ2
0
d Im ν2
∫ 1
0
dRe ν2 e
2πiγ(1−2θ)G2γF
(
− 2Re ν2 + τ
2
(1− 2θ)
)
(J.14)
= 4
∫ τ2
0
d Im ν2 e
2πiγ(1−2θ)
∫ 1
0
dRe ν2G
2γ
F
(
− 2Re ν2 + τ
2
(1− 2θ)
)
(J.15)
= 4
(∫ τ2/2
0
+
∫ τ2
τ2/2
)
d Im ν2 e
2πiγ(1−2θ)
∫ 1
0
dxG2γF
(
− 2x+ τ
2
(1−2θ)
)
(J.16)
= 4
(∫ τ2/2
0
+
∫ τ2
τ2/2
)
d Im ν2 e
2πiγ
(
1−2θ) ∫ 1
0
dxG2γF
(
− 2x+ τ
2
− τθ
)
(J.17)
= 4
(∫ τ2/2
0
+
∫ τ2
τ2/2
)
d Im ν2 e
2πiγ(1−2θ)
∫ 1
0
dxG2γF
(
− 2x+ τ
2
)
e4πiγθ (J.18)
= 4
(∫ τ2/2
0
+
∫ τ2
τ2/2
)
d Im ν2 e
2πiγ
∫ 1
0
dxG2γF
(
− 2x+ τ
2
)
(J.19)
= 4 τ2 e
2πiγ
∫ 1
0
dxG2γF
(
− 2x+ τ
2
)
(J.20)
= 4 τ2 e
2πiγ
[
π cot(2πγ)− πi] (J.21)
= 4π τ2 sin(2πγ)
−1 . (J.22)
Here we used the series expansion for GF as before and∫ 1
0
dx cot (π(−2x± i t)) = ∓i, for any non-zero positive real number t. (J.23)
Thus for Klein bottle we get (in agreement with (3.68))
∑
s
ηs Z
ϑ
s lim
ε→0
{
−δ
∫
TK
d2ν2
∫
|ν|≤ε
d2ν1 e
−δ GKB(ν1, ν2) f2(ν1, ν2)
}
δ=0
= 8π2 τ2 sin(2πγ)
−1.
(J.24)
K 4 and 8 fermions without lifting
Here we perform the calculation without using the lifting trick. The purpose is to check the
reliability of the lifting trick used in the main text. The main issue has to do with emergence
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of poles of type ν1 = Iσ(ν2) after lifting (in particular for 8 fermions). This type of poles was
absent before lifting. This is because before lifting the integration is performed over funda-
mental region (both for ν1 and ν2) and the involution maps a fundamental domain (integra-
tion region before lifting) to another one. Therefore when calculating without lifting there
is no issue with poles of type ν1 = Iσ(ν2). However we will see the calculation without lift-
ing gives the same results as for lifting, which confirms the reliability of the lifting trick. We
will use regularization by partial integration for the 4-fermion term, and thus we will have to
be careful with total derivatives. For 8 fermions we use the same approach as in section 3.3.
K.1 4 fermions
Let us now consider the four fermion term without lifting to the covering torus. After spin
structure summation eq. (3.11) takes the form∑
s
ηsZ
ϑ
s
〈
VZZ¯(p1)VZZ¯(p2)
〉s
σ
∣∣
Four
fermions
= −2δ
∫
σ
d2ν1
∫
σ
d2ν2 e
−δGσB(ν1, ν2)
×
{
(∂¯1∂¯2G
γ
B)(Iσ(ν1), Iσ(ν2))G
γ
F
(
ν2, ν1
)− (∂1∂¯2GγB)(ν1, Iσ(ν2))GγF (ν2, Iσ(ν1))
− (∂¯1∂2GγB)(Iσ(ν1), ν2)GγF (Iσ(ν2), ν1) + (∂1∂2GγB)(ν1, ν2)GγF (Iσ(ν2), Iσ(ν1))
}
. (K.1)
As we will see, the second and third terms do not contribute due to the fact that ν1 and
Iσ(ν2) do not lie in the same fundamental domain, except if Iσ(ν2) = ν2, i.e. if ν2 lies on
the boundary. Using the arguments of the main text, one sees that these boundary terms
do not contribute. Using the results of appendix C.3 we can write∑
s
ηsZ
ϑ
s
〈
VZZ¯(p1)VZZ¯(p2)
〉s
σ
∣∣
Four
fermions
= −2δ
∫
σ
d2ν1
∫
σ
d2ν2 e
−δGσB(ν1, ν2)
×
{
∂¯2G
γ
F (Iσ(ν1), Iσ(ν2))G
γ
F
(
ν2, ν1
)
+ ∂¯2G
γ
F (ν1, Iσ(ν2))G
γ
F (ν2, Iσ(ν1))
− ∂2GγF (Iσ(ν1), ν2)GγF (Iσ(ν2), ν1)− ∂2GγF (ν1, ν2)GγF (Iσ(ν2), Iσ(ν1))
}
. (K.2)
Now let us first perform the ν2 integration using δ-regularization. First partially integrate,
this produces a total derivative and a delta function term. Then use the divergence theorem
to convert the total derivative to a contour integral along the boundary, which vanishes
when the integrand is made non-singular by letting δ become sufficiently large.13 The delta
function term also drops out. Then we are left with∑
s
ηsZ
ϑ
s
〈
VZZ¯(p1)VZZ¯(p2)
〉s
σ
∣∣
Four
fermions
= +2δ
∫
σ
d2ν1
∫
σ
d2ν2
×
{
∂¯2Rδ(ν1, ν2)G
γ
F (Iσ(ν1), Iσ(ν2))G
γ
F
(
ν2, ν1
)
+ ∂¯2Rδ(ν1, ν2)G
γ
F (ν1, Iσ(ν2))G
γ
F (ν2, Iσ(ν1))
− ∂2Rδ(ν1, ν2)GγF (Iσ(ν1), ν2)GγF (Iσ(ν2), ν1)−∂2Rδ(ν1, ν2)GγF (ν1, ν2)GγF (Iσ(ν2), Iσ(ν1))
}
.
13Note that in the main text and in appendix H, we could immediately discard the total derivative due
to double periodicity on the covering torus, but this does not apply here since this integral is over the
fundamental domain of the actual worldsheet surface, not the covering torus.
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where Rδ was defined in (H.1). When the derivative acts on Rδ we pick up an additional
power of δ resulting in an overall δ2 factor. To get a contribution proportional to δ out of
these terms there must be poles. Inside the fundamental domain under consideration, the
second and third terms above do not have poles so they do not contribute. Therefore only
the first and last terms contribute. The first term is what we considered in appendix H,
however, with one change: after the ν2-integration we multiply the result by the area of the
fundamental domain of ν1, which is half the area of the covering torus. The fourth term
gives an identical contribution and so in the end we find the same result as in the main text.
K.2 8 fermions
Let us now consider (3.15):
〈
VZZ¯(p1)VZZ¯(p2)
〉s
σ
∣∣
Eight
fermions
= −δ2
∫
σ
d2ν1
∫
σ
d2ν2 e
−δ GσB(ν1, ν2)
×
{
GF
(
s; ν1, ν2
)
GF
(
s; Iσ(ν1), Iσ(ν2)
)−GF (s; ν1, Iσ(ν2))GF (s; Iσ(ν1), ν2)}
×
{
GγF
(
s; ν1, ν2
)
GγF
(
s; Iσ(ν2), Iσ(ν1)
)
−GγF
(
s; Iσ(ν1), ν2
)
GγF
(
s; Iσ(ν2), ν1
)
e2πiγδσK
−GγF
(
s; ν1, Iσ(ν2)
)
GγF
(
s; ν2, Iσ(ν1)
)
e−2πiγδσK
+GγF
(
s; Iσ(ν1), Iσ(ν2)
)
GγF
(
s; ν2, ν1
)}
. (K.3)
For later comparison with the lifted case we reorganize this as〈
VZZ¯(p1)VZZ¯(p2)
〉s
σ
∣∣
Eight
fermions
= −δ2
∫
σ
d2ν1
∫
σ
d2ν2 e
−δ GσB(ν1, ν2)
{
g1 − g2 − g3 + g4
}
, (K.4)
where
g1 = GF
(
s; ν1, ν2
)
GF
(
s; Iσ(ν1), Iσ(ν2)
)×
×
[
GγF
(
s; ν1, ν2
)
GγF
(
s; Iσ(ν2), Iσ(ν1)
)
+GγF
(
s; Iσ(ν1), Iσ(ν2)
)
GF
(
s; ν2, ν1
)]
, (K.5)
g2 = GF
(
s; ν1, Iσ(ν2)
)
GF
(
s; Iσ(ν1), ν2
)×
×
[
GγF
(
s; ν1, ν2
)
GγF
(
s; Iσ(ν2), Iσ(ν1)
)
+GγF
(
s; Iσ(ν1), Iσ(ν2)
)
GF
(
s; ν2, ν1
)]
, (K.6)
g3 = GF
(
s; ν1, ν2
)
GF
(
s; Iσ(ν1), Iσ(ν2)
)×
×
[
GγF
(
s; Iσ(ν1), ν2
)
GγF
(
s; Iσ(ν2), ν1
)
e2πiγδσK+
+GγF
(
s; ν1, Iσ(ν2)
)
GγF
(
s; ν2, Iσ(ν1)
)
e−2πiγδσK
]
, (K.7)
g4 = GF
(
s; ν1, Iσ(ν2)
)
GF
(
s; Iσ(ν1), ν2
)×
× [GγF (s; Iσ(ν1), ν2)GγF (s; Iσ(ν2), ν1) e2πiγδσK+
+GγF
(
s; ν1, Iσ(ν2)
)
GγF
(
s; ν2, Iσ(ν1)
)
e−2πiγδσK
]
. (K.8)
From now on we use the same approach as in section 3.3: because of the overall factor
δ2 in front of the integral only poles of the integrand can contribute, so we focus on the
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infinitesimally small disk around poles. Since our current integration region is a funda-
mental domain, not a covering torus, we have only poles of type ν1 = ν2 on this region
because the involution maps a fundamental domain to another one. This means g4 does not
contribute and can be discarded. Thus we focus on g1, g2 and g3 in turn. We will clarify
the relationship to the lifted case by comparing with f1 and f2 (see (3.42) and (3.43)).
K.2.1 g1 versus f1
Compare g1 with f1 given in (3.42). It is easy to see that g1 is f1 plus its image by
ν1 → Iσ(ν1) and ν2 → Iσ(ν2):
g1 = f1(ν1, ν2) + f1
(
Iσ(ν1), Iσ(ν2)
)
. (K.9)
Now we can expand about ν1 − ν2 = ν = 0, pick up |ν|−(2−2δ), integrate over a small disk
around ν = 0 and then spin structure sum. But we have to take into account two changes:
1) we have an extra term f1
(
Iσ(ν1), Iσ(ν2)
)
, which turns out to give the same result as
f1(ν1, ν2), 2) the integral over ν2, being over the fundamental domain instead of over the
covering torus, gives a factor of 1/2 relative to the calculation in the main text. Again
these two changes cancel each other and we recover the result of section 3.4.
K.2.2 g2 versus f2
Note that g2 also can be written as
g2 = f2(ν1, ν2) + f2
(
Iσ(ν1), Iσ(ν2)
)
. (K.10)
Therefore we can adopt the arguments of section 3.5.1: expand about ν1−ν2 = ν = 0, pick
up |ν|−(2−2δ), integrate over a small disk around ν = 0 and then spin structure sum. By
an argument completely analogous to that of the previous subsection, these two changes
cancel each other and we recover the result of section 3.5.1.
K.2.3 g3 versus f2
To see to what g3 corresponds to in the lifted case, we note that
g3 = g2
(
ν2 → Iσ(ν2)
)
= f2
(
ν1, Iσ(ν2)
)
+ f2
(
Iσ(ν1), I
2
σ(ν2)
)
, (K.11)
so g3 also has to do with f2 as g2 does. Furthermore from the above expression we suspect
that g3 should correspond to what we got in section 3.5.2 from the pole ν1 = Iσ(ν2) of f2,
which is the core issue concerning the lifting trick. So we will pay careful attention to this.
In the same way as g1 and g2 we expand g3 about ν ≡ ν1 − ν2 = 0 and pick up terms
with |ν|−2. Using ν˜2 ≡ Iσ(ν2)− ν2 this amounts to picking up
lim
ν→0
g3 = − 1|ν|2 ×
[
GγF (s; ν˜2)
2 e2πiγδσK +GγF (s;−ν˜2)2 e−2πiγδσK
]
. (K.12)
After the spin structure sum, one gets (see (3.60))∑
even
ηs Z
ϑ
s lim
ν→0
g3 = − 2|ν|2 ×
[
G2γF (ν˜2) e
2πiγδσK +G2γF (−ν˜2) e−2πiγδσK
]
. (K.13)
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By performing the integral over ν1 (or equivalently ν) using{
δ
∫
|ν|≤ε
d2ν
|ν|2δ
|ν|2
}
δ=0
= 2π (K.14)
we get (ν2 = ν
R
2 + i ν
I
2 , ν˜2 = 1− 2νR2 + τ δσK/2)
∑
s
ηs Z
ϑ
s lim
ε→0
{
δ
∫
σ
d2ν2
∫
|ν|<ε
d2ν e−δ G
σ
B(ν1, ν2) g3
}
δ=0
=
= −4π
∫
σ
d2ν2
[
G2γF (ν˜2) e
2πiγδσK +G2γF (−ν˜2) e−2πiγδσK
]
= −8π
∫
σ
dνR2 dν
I
2
[
G2γF
(
1− 2νR2 +
τ
2
δσK
)
e2πiγδσK +G2γF
(
1 + 2νR2 −
τ
2
δσK
)
e−2πiγδσK
]
= −8π τσ2
∫
σR
dνR2
[
G2γF
(
− 2νR2 +
τ
2
δσK
)
e2πiγδσK+G2γF
(
2νR2 −
τ
2
δσK
)
e−2πiγδσK
]
, (K.15)
where τσ2 is the imaginary part of the modulus of the fundamental domain, not the cov-
ering torus, in particular τK2 = τ2/2 (see figure 6, but note that in this figure, the Klein
bottle’s fundamental domain has an imaginary part νI that runs from 0 to τ2/2, not to
τ2). Moreover, σ
R is Re(σ), for instance (0, 1/2) for annulus, (1/2, 1) for Mo¨bius and (0, 1)
for Klein bottle. Now, we use the expansion
ϑ1(y + z)ϑ
′
1(0)
ϑ1(y)ϑ1(z)
= π cot(πy) + π cot(πz) + 4π
∞∑
m=1
∞∑
n=1
qmn sin(2πmy + 2πnz), (K.16)
and ∫ 1
0
dx cot
(
π
(
± 2x+ τ
2
δσK
))
= −i δσK sign(Im(τ)). (K.17)
So for annulus and Mo¨bius we get∫
σR
dνR2
[
G2γF (−2νR2 ) +G2γF (2νR2 )
]
= π cot(2πγ) (K.18)
and for Klein bottle∫
σR
dνR2
[
G2γF
(
− 2νR2 +
τ
2
)
e2πiγ +G2γF
(
2νR2 −
τ
2
)
e−2πiγ
]
=
= π
[
cot(2πγ)− i]e2πiγ + π[ cot(2πγ) + i]e−2πiγ (K.19)
= 2π sin(2πγ)−1 . (K.20)
Thus we have
(K.15) = −8π2τ2 cot(2πγ) for annulus and Mo¨bius (K.21)
= −8π2τ2 sin(2πγ)−1 for Klein bottle, (K.22)
in agreement with the main text (see (3.68)).
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L The generalized Mellin transform
L.1 General considerations
Let ϕ(t; γ) be any of the two functions
ϕ0(t; γ) := ∂γ lnϑ1(γ, it) , 0 < γ < 1 , (L.1)
ϕ1/2(t; γ) := ∂γ lnϑ1
(
γ,
1
2
+ it
)
, 0 < γ <
1
2
. (L.2)
Since the two functions are both periodic with period 1 and odd in γ we can, without loss
of generality, restrict our attention to 0 < γ < 12 . This choice will be found useful when
studying ϕ1/2. When studying ϕ0 we will find the choice 0 < γ < 1 to do just fine. Now,
consider the Mellin transform ∫ ∞
0
dt ts−1ϕ(t; γ) . (L.3)
The naive Mellin transform is not well-defined for any value of s, since the integrand has
power law tails at both ends of the integration region
t→ 0 : ϕ(t; γ) = a(γ)t−1 + rapid decay , (L.4)
t→∞ : ϕ(t; γ) = b(γ) + rapid decay , (L.5)
where a0(γ) = π(1− 2γ) and b0(γ) = π cotπγ for ϕ0 (assuming 0 < γ < 1) and a1/2(γ) =
π
2 (1 − 4γ) and b1/2(γ) = π cotπγ for ϕ1/2 (assuming 0 < γ < 12), see also figure 7a
and figure 7b. To remedy the situation we pick an arbitrary T ∈ (0,∞) and define
ϕ˜≤T (s; γ) :=
∫ T
0
dt ts−1
[
ϕ(t; γ)− a(γ)t−1]+ a(γ)T s−1
s− 1 , s ∈ C\{1} , (L.6)
ϕ˜≥T (s; γ) :=
∫ ∞
T
dt ts−1
[
ϕ(t; γ)− b(γ)]− b(γ)T s
s
, s ∈ C\{0} . (L.7)
Having subtracted off the tails, the above integrals are perfectly finite for any value of
s ∈ C. The point of the above definition is that
ϕ˜≤T (s; γ) =
∫ T
0
dt ts−1ϕ(t; γ) , Re s > 1 , (L.8)
ϕ˜≥T (s; γ) =
∫ ∞
T
dt ts−1ϕ(t; γ) , Re s < 0 . (L.9)
This observation leads us, following Zagier [55], to define the generalized Mellin transform
of ϕ(t; γ) in eqs. (L.1)–(L.2) as
ϕ˜(s; γ) := ϕ˜≤T (s; γ) + ϕ˜≥T (s; γ) , s ∈ C\{0, 1} . (L.10)
The generalized Mellin transform is a meromorphic function on the whole complex s-plane
with single poles at s = 1 and s = 0, with residues Ress=1 ϕ˜ = a and Ress=0 ϕ˜ = −b,
respectively. Furthermore, even though the individual terms ϕ˜≤T and ϕ˜≥T depend on T ,
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their sum defining ϕ˜ is independent of T .14 E.g. taking the limit T → 0, for Re s > 1, and
T →∞, for Re s < 0, we have, see also figure 7c and figure 7d,
ϕ˜(s; γ) =
∫ ∞
0
dt ts−1
[
ϕ(t; γ)− b(γ)] , Re s > 1 , (L.11)
ϕ˜(s; γ) =
∫ ∞
0
dt ts−1
[
ϕ(t; γ)− a(γ)t−1] , Re s < 0 . (L.12)
These equations identify the generalized Mellin transform with the finite part obtained
using a cut-off. Indeed, in the limits Λ→∞ and λ→ 0 we have∫ Λ
0
dt ts−1 ϕ(t; γ) = ϕ˜(s; γ) +
b(γ)Λs
s
, Re s > 1 , (L.13)∫ ∞
λ
dt ts−1 ϕ(t; γ) = ϕ˜(s; γ)− a(γ)
(s− 1)λ1−s , Re s < 0 . (L.14)
Furthermore, the infinities obtained using a cut-off are determined by the residues of the
generalized Mellin transform a = Ress=1 ϕ˜ and b = −Ress=0 ϕ˜.
L.2 General results
In sections L.4–L.5 we evaluate the generalized Mellin transforms in terms of generalized
Clausen functions and Hurwitz zeta functions, which are defined as the analytic continua-
tions of the (for Re s > 1) absolutely convergent series15
Sis(2πa) =
∞∑
n=1
sin 2πna
ns
, Re s > 1 , (L.15)
ζ(s, a) =
∞∑
n=0
1
(n+ a)s
, Re s > 1 , a 6= −1,−2, . . . . (L.16)
For Re s > 1 we obtain (see eq. (L.28) and eq. (L.41))
ϕ˜0(s; γ) = 2(2π)
1−sΓ(s)ζ(s) Sis(2πγ) , (L.17)
ϕ˜1/2(s; γ) = (4π)
1−sΓ(s)ζ(s)
[
Sis(2πγ) + (2
s − 1) Sis(2πγ + π)
]
. (L.18)
For Re s < 0, with 0 < γ < 1 for ϕ˜0 and 0 < γ <
1
2 for ϕ˜1/2, we obtain (see eq. (L.35)
and eq. (L.50))
ϕ˜0(s; γ) = (2π)
sΓ(1− s)ζ(1− s)[ζ(1− s, γ)− ζ(1− s, 1− γ)] , (L.19)
ϕ˜1/2(s; γ) = π
sΓ(1− s)ζ(1− s)
[
ζ(1− s, γ)− ζ(1− s, 1− γ) (L.20)
+ (2s − 1)
[
ζ
(
1− s, 1
2
+ γ
)
− ζ
(
1− s, 1
2
− γ
)]]
.
14A change T → T + δT results in a change δϕ˜≤T (s) = δT T s−1ϕ(T ) and δϕ˜≥T (s) = −δT T s−1ϕ(T ),
thus δϕ˜(s) = 0.
15Note that we used a different symbol in the main text for the Clausen function with s = 2, i.e.
Cl2, eq. (3.105). It is common to use different symbols depending on whether s is an integer or not, cf.
http://en.wikipedia.org/wiki/Clausen_function.
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t
Φ1/2
s > 1
0 < s < 1
s < 0
(d)
Figure 7. In 7a and 7b we plot ϕ0 = ∂γ lnϑ1(γ, it) and ϕ1/2 = ∂γ lnϑ1(γ,
1
2 + it), respectively,
as functions of γ for varying t. For t large ϕ0 ∼ π cotπγ and ϕ1/2 ∼ π cotπγ while for t small
ϕ0 ∼ π(1− 2γ)t−1 (with 0 < γ < 12 ) and ϕ1/2 ∼ π2 (1− 4γ)t−1, assuming 0 < γ < 1 and 0 < γ < 12
respectively. In 7c and 7d we plot Φ0(t) = t
s[ϕ0(t) − θ(s)π cotπγ − θ(1 − s)π(1 − 2γ)t−1] and
Φ1/2(t) = t
s[ϕ1/2(t)− θ(s)π cotπγ − θ(1− s)π2 (1− 4γ)t−1], respectively, (i.e. the integrands of the
generalized Mellin transform) as functions of t for varying real values of s and γ = 1/3 fixed. The
solid lines correspond to three representative choices of s (= 32 ,
1
2 ,− 12 for △,♦,©) for which the
integrand decays in both limits t→ 0 and t→∞. The dotted lines correspond to the four singular
choices s = 0, 1 (from either above or below) for which the integrands fail to decay rapidly enough
to define the generalized Mellin transform.
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Through analytic continuation, any of the two sets of equations, eqs. (L.17)–(L.18)
or eqs. (L.19)–(L.20), determines the generalized Mellin transforms on all of C\{0, 1}. So, it
is reassuring to notice that eqs. (L.17)–(L.18) and eqs. (L.19)–(L.20) are completely equiv-
alent. Indeed, the generalized Clausen function can be expressed in terms of Hurwitz zeta
function through the following reflection formula
Γ(s)ζ(s)
(2π)s
Sis(2πa) =
Γ(1− s)ζ(1− s)
2(2π)1−s
[
ζ(1− s, a)− ζ(1− s, 1− a)] , (L.21)
for Re s > 1 and 0 < a < 1 (using NIST (25.11.9)). Furthermore, the pole structures
of eqs. (L.17)–(L.18) and eqs. (L.19)–(L.20) agree with those of eq. (L.10): finiteness at
s = 2, 3, 4, . . . is clear from eqs. (L.17)–(L.18) and finiteness at s = −1,−2,−3, . . . is clear
from eqs. (L.19)–(L.20). Using ζ(0, γ) = 12 − γ we reproduce the correct residue at s = 1
and using ζ(1 − s, γ) = −s−1 − ψ(γ) +O(s), together with ψ(γ) − ψ(1 − γ) = −π cotπγ,
we reproduce the correct residue at s = 0.16
L.3 Special results
For all negative integers s = −n, with n = 1, 2, 3, . . ., the result can be expressed in terms of
polygamma functions ψ(n)(γ). Using ζ(1+n, γ) = (−1)
n+1
n! ψ
(n)(γ) we have, with 0 < γ < 1
for ϕ˜0 and 0 < γ <
1
2 for ϕ˜1/2,
ϕ˜0(−n; γ)=(−1)n+1 ζ(1 + n)
(2π)n
[
ψ(n)(γ)− ψ(n)(1− γ)] , (L.22)
ϕ˜1/2(−n; γ)=(−1)n+1 ζ(1+n)
πn
[
ψ(n)(γ)−ψ(n)(1−γ)− 2
n − 1
2n
[
ψ(n)
(
1
2
+γ
)
−ψ(n)
(
1
2
−γ
)]]
. (L.23)
For positive odd ( 6= 1) integers s = 2n+1, with n = 1, 2, 3, . . ., the result can be expressed
in terms of Bernoulli polynomials B2n+1(γ). Using ζ(−2n, γ) = −B2n+1(γ)2n+1 , with B2n+1(1−
γ) = −B2n+1(γ), together with the limiting value lims→2n+1 Γ(1 − s)ζ(1 − s) = ζ
′(−2n)
(2n)! =
π(−1)n ζ(2n+1)
(2π)2n+1
we have
ϕ˜0(2n+ 1; γ) = 2π(−1)n+1 ζ(2n+ 1)
2n+ 1
B2n+1(γ) , (L.24)
ϕ˜1/2(2n+ 1; γ) = 2π(−1)n+1 ζ(2n+ 1)
22n+1(2n+ 1)
[
B2n+1(γ) + (2
2n+1 − 1)B2n+1
(
γ +
1
2
)]
. (L.25)
L.4 The generalized Mellin transform of ϕ0(t; γ) = ∂γ lnϑ1(γ, it)
L.4.1 Case Re s > 1
For Re s > 1 the generalized Mellin transform of ϕ0(t; γ) = ∂γ lnϑ1(γ, it) takes the form
ϕ˜0(s; γ) =
∫ ∞
0
dt ts−1 [ϕ0(t; γ)− π cotπγ] . (L.26)
16Furthermore, for s = 1 + ǫ and using (L.15) and (L.17) we have − 1
π21+ǫ
ϕ˜0(1 + ǫ, γ) =
− 1
π
∑∞
n=1
sin 2πnγ
n(4πn)ǫ
Γ(1 + ǫ)ζ(1 + ǫ) in agreement with (3.5) of [56].
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Series expanding the integrand as ϕ0(t; γ) − π cotπγ = 4π
∑∞
n=1
sin 2πnγ
e2πnt−1 and changing
variables x = 2πnt, for each term in the sum, we obtain
ϕ˜0(s; γ) = 4π(2π)
−s
∞∑
n=1
sin 2πnγ
ns
∫ ∞
0
dxxs−1
ex − 1 . (L.27)
The sum is identified with the generalized Clausen function Sis(2πγ), defined in eq. (L.15),
while the integral is identified with Γ(s)ζ(s), using the integral representation of Riemann’s
zeta function ζ(s) = 1Γ(s)
∫∞
0
dxxs−1
ex−1 , for Re s > 1. Thus we conclude
ϕ˜0(s; γ) = 2(2π)
1−sΓ(s)ζ(s) Sis(2πγ) , Re s > 1 . (L.28)
L.4.2 Case Re s < 0
For Re s < 0 the generalized Mellin transform of ϕ0(t; γ) = ∂γ lnϑ1(γ, it) takes the form
ϕ˜0(s; γ) =
∫ ∞
0
dt ts−1
[
ϕ0(t; γ)− π(1− 2γ)t−1
]
, 0 < γ < 1 . (L.29)
By first modular transforming the integrand t→ 1/t = ℓ
ϑ′1(γ, it)
ϑ1(γ, it)
= −2πγℓ− iℓϑ
′
1(−iγℓ, iℓ)
ϑ1(−iγℓ, iℓ) , (L.30)
and then series expanding
ϑ′1(−iγℓ, iℓ)
ϑ1(−iγℓ, iℓ) = πi cothπγℓ− 4πi
∞∑
n=1
sinh 2πγℓ
e2πnℓ − 1 , (L.31)
we have
ϕ˜0(s; γ) =
∫ ∞
0
dℓ ℓ−s
[
π(cothπγℓ− 1)− 4π
∞∑
n=1
sinh 2πnγℓ
e2πnℓ − 1
]
. (L.32)
The change of variables x = 2πγℓ (γ > 0) for the first term and x = 2πnℓ for the second
term give
ϕ˜0(s; γ) = (2π)
s
∫ ∞
0
dxx−s
[
γs−1
2
(
coth
x
2
− 1
)
− ζ(1− s)2 sinh γx
ex − 1
]
. (L.33)
Using 12(coth
x
2 − 1) = 1ex−1 , the first integral gives
∫∞
0
dxx−s
ex−1 = Γ(1− s)ζ(1− s), valid for
Re s < 0. The second integral can be evaluated in terms of Hurwitz zeta function, using
NIST (25.11.25)∫ ∞
0
dxx−s
2 sinh γx
ex − 1 = Γ(1− s)
[
ζ(1− s, 1−γ)− ζ(1− s, 1+γ)] , Re s < 0 , 0 < γ < 1 .
(L.34)
Using the recurrence relation ζ(1 − s, 1 + γ) = ζ(1 − s, γ) − γs−1 when adding up, we
conclude
ϕ˜0(s; γ) = (2π)
sΓ(1− s)ζ(1− s)[ζ(1− s, γ)− ζ(1− s, 1− γ)] , Re s < 0 , 0 < γ < 1 .
(L.35)
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L.5 The generalized Mellin transform of ϕ1/2(t; γ) = ∂γ lnϑ1(γ,
1
2
+ it)
L.5.1 Case Re s > 1
For Re s > 1 the generalized Mellin transform of ϕ1/2(t; γ) = ∂γ lnϑ1(γ,
1
2 + it) takes the
form
ϕ˜1/2(t; γ) =
∫ ∞
0
dt ts−1
[
ϕ1/2(t; γ)− π cotπγ
]
. (L.36)
Series expand the integrand
ϕ1/2(t; γ)−π cotπγ=4π
∞∑
n=1
sin 2πnγ
(−1)ne2πnt−1 =4π
[
∞∑
m=1
sin 4πmγ
e4πmt−1 −
∞∑
m=0
sin 2π(2m+1)γ
e2π(2m+1)t+1
]
.
(L.37)
Make the change of variables x = 4πmt for the even sum and x = 4π(m+12)t for the odd sum
ϕ˜1/2(t; γ) = (4π)
1−s
[
∞∑
m=1
sin 4πmγ
ms
∫ ∞
0
dxxs−1
ex − 1 −
∞∑
m=0
sin 4π(m+ 12)γ
(m+ 12)
s
∫ ∞
0
dxxs−1
ex + 1
]
.
(L.38)
The integrals contribute as
∫∞
0
dxxs−1
ex−1 = Γ(s)ζ(s) and
∫∞
0
dxxs−1
ex+1 = Γ(s)η(s),
where the Dirichlet eta function is related to the Riemann zeta function as
η(s) = 21−s(2s−1 − 1)ζ(s). The sums are identified with generalized Clausen func-
tions, using sin(x+ nπ) = (−1)n sin(x),
∞∑
m=1
sin 4πmγ
ms
= 2s−1[Sis(2πγ) + Sis(2πγ + π)] , (L.39)
∞∑
m=0
sin 4π(m+ 12)γ
(m+ 12)
s
= 2s−1[Sis(2πγ)− Sis(2πγ + π)] . (L.40)
Collecting terms we conclude
ϕ˜1/2(t; γ) = (4π)
1−sΓ(s)ζ(s)
[
Sis(2πγ) + (2
s − 1) Sis(2πγ + π)
]
, Re s > 1. (L.41)
L.5.2 Case Re s < 0
For Re s < 0 the generalized Mellin transform of ϕ0(t; γ) = ∂γ lnϑ1(γ,
1
2+it) takes the form
ϕ˜1/2(s; γ) =
∫ ∞
0
dt ts−1
[
ϕ1/2(t; γ)−
π
2
(1− 4γ)t−1
]
, 0 < γ <
1
2
. (L.42)
The sequence of modular transformations ST 2S gives for ℓ = 1/t
ϑ′1(γ,
1
2 + it)
ϑ1(γ,
1
2 + it)
= −2πγℓ− iℓ
2
ϑ′1(− iγℓ2 ,−12 + iℓ4 )
ϑ1(− iγℓ2 ,−12 + iℓ4 )
. (L.43)
Series expanding
ϑ′1(− iγℓ2 ,−12 + iℓ4 )
ϑ1(− iγℓ2 ,−12 + iℓ4 )
= iπ coth
πγℓ
2
− 4πi
∞∑
n=1
sinhπnγℓ
(−1)neπnℓ2 − 1
, (L.44)
– 60 –
J
H
E
P
1
2
(
2
0
1
4
)
0
7
7
and splitting the sum into even and odd terms give
ϕ˜1/2(s; γ)=
∫ ∞
0
dℓ ℓ−s
[
π
2
(
coth
πγℓ
2
−1
)
−2π
∞∑
n=1
sinh 2πnγℓ
eπnℓ−1 +2π
∞∑
n=0
sinh 2π(n+ 12)γℓ
eπ(n+
1
2
)ℓ+1
]
.
(L.45)
Make the change of variables x = πγℓ (γ > 0) in the first term, x = πnℓ in the second,
and x = π(n+ 12)ℓ in the third, and identify the appropriate zeta functions
ϕ˜1/2(s; γ)=π
s
∫ ∞
0
dxx−s
[
γs−1
2
(
coth
x
2
−1
)
−ζ(1−s)2 sinh 2γx
ex−1 +ζ
(
1−s, 1
2
)
2 sinh 2γx
ex+1
]
.
(L.46)
Just as earlier, the first integral gives
∫∞
0 dx
x−s
2
(
coth x2 − 1
)
= Γ(1−s)ζ(1−s). The second
integral is evaluated using NIST (25.11.25) and NIST (25.11.15) for Re s < 0 and |Re γ| < 12
−
∫ ∞
0
dxx−s
2 sinh 2γx
ex − 1 (L.47)
= Γ(1− s)[ζ(1− s, 1 + 2γ)− ζ(1− s, 1− 2γ)] ,
= 2s−1Γ(1−s)
[
ζ(1−s, γ)−ζ(1−s, 1−γ)+ζ
(
1−s, 1
2
+γ
)
−ζ
(
1−s, 1
2
−γ
)
−γs−1
]
.
The third integral is evaluated using NIST (25.11.35) for Re s < 0 and |Re γ| < 12∫ ∞
0
dxx−s
2 sinh 2γx
ex + 1
(L.48)
= 2s−1Γ(1−s)
[
ζ(1−s, γ)−ζ(1−s, 1−γ)−ζ
(
1−s, 1
2
+γ
)
+ζ
(
1−s, 1
2
−γ
)
−γs−1
]
.
Putting together the results, using ζ(1− s, 12) = (21−s − 1)ζ(1− s), we have
−
∫ ∞
0
dxx−s
2 sinh 2γx
ex − 1 + (2
1−s − 1)
∫ ∞
0
dxx−s
2 sinh 2γx
ex + 1
(L.49)
= Γ(1−s)
[
ζ(1−s, γ)−ζ(1−s, 1−γ)+(2s−1)
[
ζ
(
1−s, 1
2
+γ
)
−ζ
(
1−s, 1
2
−γ
)]
−γs−1
]
.
When combining the above results the γs−1 terms cancel and we conclude
ϕ˜1/2(s; γ) = π
sΓ(1− s)ζ(1− s)
[
ζ(1− s, γ)− ζ(1− s, 1− γ) (L.50)
+ (2s−1)
[
ζ
(
1−s, 1
2
+γ
)
−ζ
(
1−s, 1
2
−γ
)]]
, Re s < 0 , 0 < γ <
1
2
.
L.6 The case Re s < 0 using the methods of Lu¨st and Stieberger
In this section we revisit the calculation of ϕ˜0(s) for Re s < 0 using the powerful techniques
developed in [57]. Starting with the expansion for |Im ν| < Im τ (with τ = it) and Taylor
expanding the sine function we have (cf. eq. (A.10))
∂ν lnϑ1(ν, τ)− π cotπν = 4π
∞∑
n=1
qn
1− qn sin 2πnν = −
∞∑
k=1
ν2k−1
[
2(2πi)2k
(2k − 1)!
∞∑
n=1
n2k−1qn
1− qn
]
.
(L.51)
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Rearranging the last sum as
∑∞
n=1
n2k−1qn
1−qn =
∑∞
n=1 σ2k−1(n)q
n, where σ2k−1(n) =∑
d|n d
2k−1 is the divisor function, gives the starting point of [57] (cf. their formula (3.7))
∂ν lnϑ1(ν, τ)− π cotπν = −
∞∑
k=1
ν2k−1[G2k(τ)− 2ζ(2k)] . (L.52)
Here G2k(τ) denotes the Eisenstein series, see for example [58]
G2k(τ) = 2ζ(2k) +
2(2πi)2k
(2k − 1)!
∞∑
n=1
σ2k−1(n)q
n , k = 1, 2, . . . (L.53)
For k = 2, 3, . . . the G2k are modular forms of weight 2k but for k = 1 the G2 transforms
anomalously
G2k(−1/τ) =
{
τ2kG2k(τ) k = 2, 3, . . .
τ2G2(τ)− 2πiτ k = 1 .
(L.54)
Now, modular transforming the integrand t → 1/t = ℓ, and using the series expan-
sion eq. (L.52), the generalized Mellin transform for Re s < 0 and |γ| < 1 takes the form
ϕ˜0(s; γ) =
∫ ∞
0
dℓ ℓ−s
[
π(cothπγℓ− 1)−
∞∑
k=1
(−i)2kγ2k−1ℓ2k−1[G2k(iℓ)− 2ζ(2k)]
]
.
(L.55)
The first integral gives (after a change of variables x = 2πγℓ and assuming Re s < 0 and
0 < γ < 1)∫ ∞
0
dℓ ℓ−sπ(cothπγℓ−1)=(2π)sγs−1
∫ ∞
0
dx
x−s
2
(
coth
x
2
−1
)
=(2π)sΓ(1−s)ζ(1−s)γs−1 .
(L.56)
Let us analyze the second integral. Using the modular properties of G2k, for k = 1, 2, 3, . . .,
we have
ℓ→ 0 : G2k(iℓ)− 2ζ(2k) = 2ζ(2k)ℓ−2k + . . . , (L.57)
ℓ→∞ : G2k(iℓ)− 2ζ(2k) = e−2πℓ + . . . . (L.58)
Thus each term ℓ2k−s−1[G2k(iℓ)−2ζ(2k)] in the sum can be integrated under the assumption
Re s < 0. Below we show that the resulting series is absolutely convergent for Re s < 0,
thus we can safely interchange sum and integral. Notice how the modular transformation
t→ 1/t = ℓ brought us just the appropriate factor of ℓ2k−1, for each k = 1, 2, 3, . . ., to make
the integral finite for fixed Re s < 0. This is to be contrasted with [57] where a different
Re s would need to be chosen for each term in the sum.
We now show that∫ ∞
0
dℓ ℓ2k−s−1 [G2k(iℓ)− 2ζ(2k)] = (2π)s−2kΓ(2k − s)G˜2k(2k − s) , (L.59)
where G˜2k(ς) is the Dirichlet series associated with G2k(τ) defined as, see for example [58]
G˜2k(ς) =
2(2πi)2k
(2k − 1)!
∞∑
n=1
σ2k−1(n)
nς
, Re ς > 2k . (L.60)
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Since σ2k−1(n) = O(n2k−1) the series converges absolutely for Re ς > 2k and in fact
evaluates to, using Prob. 13 Ch. 6 of [58],
∞∑
n=1
σ2k−1(n)
nς
= ζ(ς)ζ(ς − 2k + 1) , Re ς > 2k . (L.61)
In our case ς = 2k − s, so as promised, the sum converges absolutely for Re s < 0∫ ∞
0
dℓ ℓ2k−s−1 [G2k(iℓ)− 2ζ(2k)] = 2(2πi)
2k
(2k − 1)!
∞∑
n=1
σ2k−1(n)
∫ ∞
0
dℓ ℓ2k−s−1e−2πnℓ (L.62)
= (2π)s−2kΓ(2k − s) 2(2πi)
2k
(2k − 1)!
∞∑
n=1
σ2k−1(n)
n2k−s
, (L.63)
which gives the sought result. Using (L.61) we have (in agreement with (A.14) of [57])∫ ∞
0
dℓ ℓ2k−s−1 [G2k(iℓ)− 2ζ(2k)] = (2π)sζ(1− s) 2i
2k
(2k − 1)!Γ(2k − s)ζ(2k − s) . (L.64)
Thus we conclude for Re s < 0 and 0 < γ < 1
ϕ˜0(s; γ) = (2π)
sζ(1− s)Γ(1− s)
[
γs−1 − 1
Γ(1− s)
∞∑
k=1
2γ2k−1
(2k − 1)!Γ(2k − s)ζ(2k − s)
]
.
(L.65)
Even though this was derived assuming Re s < 0 the sum converges for all s 6= 0 and
|γ| < 1 using NIST (25.11.10), with the result
ϕ˜0(s; γ) = (2π)
sζ(1− s)Γ(1− s) [γs−1 + ζ(1− s, 1 + γ)− ζ(1− s, 1− γ)] . (L.66)
Using the recurrence relation for Hurwitz zeta function we conclude
ϕ˜0(s; γ) = (2π)
sζ(1− s)Γ(1− s) [ζ(1− s, γ)− ζ(1− s, 1− γ)] , Re s < 0 , 0 < γ < 1 .
(L.67)
As a consistency check we notice how the result ϕ˜0(s; γ) vanishes at γ =
1
2 , just as the
integrand ϕ0(t, γ) and the counter terms a0(γ) = π(1− 2γ), b0(γ) = π cothπγ do.
M Direct computation of the t integral
In this appendix we give a direct version of computing the integral (3.93), that produces
the same results as in section 3.9 using the generalized Mellin transform.
M.1 Annuls and Klein bottle
We first compute the following t integral for the annulus:
I =
∫ ∞
0
dt
t2
ϑ′1(γ, it/2)
ϑ1(γ, it/2)
. (M.1)
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By modular transformation of the Jacobi theta function, it is easy to see that
ϑ′1(γ, it/2)
ϑ1(γ, it/2)
= −4πγl − 2ilϑ
′
1(−2iγl, 2il)
ϑ1(−2iγl, 2il) , (M.2)
where l ≡ 1t . Using the representation
ϑ′1(z)
ϑ1(z)
= π cotπz + 4π
∞∑
n=1
qn
1− qn sin 2πnz (M.3)
= π cotπz + 4π
∞∑
n,m=1
qnm sin 2πnz, (M.4)
we arrive at
I = 2π
∫ ∞
0
dl l
−2γ + coth(2πγl)− 4 ∞∑
n,m=1
e−4πlnm sinh(4πnγl)
 . (M.5)
Clearly there is no IR divergence (i.e. at l = 0). The first two terms in the bracket do
contribute a UV divergence as l → ∞ (so one should cut off the l-integral at an upper
bound Λ), whereas the last one does not (so one can interchange the order of summation
and integration). Let us first focus on the last term:
I1 = −8π
∞∑
n,m=1
∫ ∞
0
dl l e−4πlnm sinh(4πnγl) = −π
∞∑
n,m=1
γm
(γ2 −m2)2n2π2
=
π
24
[ψ′(1 + γ)− ψ′(1− γ)] = π
24
[
ψ′(γ)− ψ′(1− γ)− 1
γ2
]
. (M.6)
Here ψ′(x) denotes the trigamma function and in the last line we used ψ′(1 + γ) =
ψ′(γ)− 1/γ2.
Now let us look at the first and second term in (M.5):
I2 = 2π
∫ Λ
0
dl (−2γl) = −2πγΛ2 , (M.7)
I3 = 2π
∫ Λ
0
dl l coth(2πγl) =
π
24γ2
+ πΛ2 +
Λ log(1− e−4γΛπ)
γ
− Li2(e
−4γΛπ)
4γ2π
Λ→∞
=
π
24γ2
+ πΛ2. (M.8)
Here Li2(z) is a polylogarithm function. In the second equality it has been used that the
third and last term go to zero as Λ→∞.
In total (I = I1 + I2 + I3) we have
IA(γ) =
∫ ∞
1
Λ
dt
t2
ϑ′1(γ, it/2)
ϑ1(γ, it/2)
= π(1− 2γ)Λ2 + π
24
[
ψ′(γ)− ψ′(1− γ)] . (M.9)
In the same way we get for the Klein bottle
IK(γ) =
∫ ∞
1
4Λ
dt
t2
ϑ′1(γ, 2it)
ϑ1(γ, 2it)
= 4π(1− 2γ)Λ2 + π
6
[
ψ′(γ)− ψ′(1− γ)] . (M.10)
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M.2 t-integral for Mo¨bius
Now let us consider the Mo¨bius integral, i.e.
I =
∫ ∞
0
dt
t2
ϑ′1(γ, τM)
ϑ1(γ, τM)
. (M.11)
Here τM =
it
2 +
1
2 . Then we perform the sequence ST
2S of modular transformations:
τM =
it
2
+
1
2
→ − 1
τM
→ − 1
τM
+ 2 →
(
1
τM
− 2
)−1
= 2il − 1
2
=: lM . (M.12)
Here l = 14t . The S transformation reads
ϑ′1(γ, τ)
ϑ1(γ, τ)
= −2πγi
τ
+
1
τ
ϑ′1(γ/τ,−1/τ)
ϑ1(γ/τ,−1/τ) . (M.13)
The result of ST 2S modular transformations is
ϑ′1(γ, τM)
ϑ1(γ, τM)
l= 1
4t= −16πγl − 4ilϑ
′
1(−4iγl, 2il − 12)
ϑ1(−4iγl, 2il − 12)
. (M.14)
Using the representation
ϑ′1(z)
ϑ1(z)
= π cotπz + 4π
∞∑
n=1
qn
1− qn sin 2πnz (M.15)
= π cotπz + 4π
∞∑
n,m=1
qnm sin 2πnz , (M.16)
we get (assuming γ < 1/2)
I = 16π
∫ ∞
0
dl l
−4γ + coth(4πγl)− 4 ∞∑
n,m=1
(−1)nme−4πlnm sinh(8πnγl)
 . (M.17)
Clearly there is no IR divergence (i.e. at l = 0). The first two terms in the bracket
contribute a UV divergnce as l → ∞ (requiring a cut off Λ on l again as above), whereas
the last one doesn’t (so one can interchange the order of summation and integration).
Let us look at the first and second term:
I2 = 16π
∫ Λ
0
dl (−4γl) = −32πγΛ2 , (M.18)
I3 = 16π
∫ Λ
0
dl l coth(4πγl) =
π
12γ2
+ 8πΛ2 + 4
Λ log(1− e−8γΛπ)
γ
− Li2(e
−8γΛπ)
2γ2π
Λ→∞
=
π
12γ2
+ 8πΛ2. (M.19)
In the second equality it has been used that the third and fourth term go to zero as Λ→∞
assuming γ > 0.
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Now let us look at the last term and we get
I1 = −64π
∞∑
n,m=1
∫ ∞
0
dl l (−1)nme−4πlnm sinh(8πnγl) = −
∞∑
n,m=1
(−1)nm 16γm
(4γ2 −m2)2n2π
= −
∞∑
m=1
16γmLi2 ((−1)m)
(4γ2 −m2)2π . (M.20)
Note that the integral converges provided that 2|γ| ≤ m. Now we split the sum into sums
over even and odd m:
I1 = −
∞∑
k=1
[
16γ(2k)Li2(1)
(4γ2 − (2k)2)2π
]
−
∞∑
k=0
[
16γ(2k + 1)Li2(−1)
(4γ2 − (2k + 1)2)2π
]
=
π
12
[ψ′(1 + γ)− ψ′(1− γ)]
− π
48γ
[
(1− 2γ)ψ′
(
1
2
− γ
)
+ (1 + 2γ)ψ′
(
1
2
+ γ
)
− π
2
cos2(πγ)
]
=
π
12
[
ψ′(γ)− ψ′(1− γ)− 1
γ2
− 1
2
ψ′
(
1
2
+ γ
)
+
1
2
ψ′
(
1
2
− γ
)]
. (M.21)
In the third equality we used ψ′(1+γ) = ψ′(γ)−1/γ2 and ψ′(1−z) = −ψ′(z)+π2/ sin2(πz)
with z = 12 + γ.
Altogether
I=I1+I2+I3=8π(1−4γ)Λ2+ π
12
[
ψ′(γ)−ψ′(1−γ)− 1
2
ψ′
(
1
2
+γ
)
+
1
2
ψ′
(
1
2
−γ
)]
. (M.22)
Note that the above result is valid for 0 < γ < 12 .
Thus we have
IM(γ) =
∫ ∞
1
4Λ
dt
t2
ϑ′1(γ,
it
2 +
1
2)
ϑ1(γ,
it
2 +
1
2)
(M.23)
= 8π(1− 4γ)Λ2 + π
12
[
ψ′(γ)− ψ′(1− γ)− 1
2
ψ′
(
1
2
+ γ
)
+
1
2
ψ′
(
1
2
− γ
)]
.
N Tadpoles
In Z′6 the tadpoles arise from the vacuum amplitudes summarized in table 3, cf. [37].
In this appendix we verify those N = 2 tadpoles that involve the Klein bottle, in order
to determine the relative sign between annulus and Mo¨bius strip that we will also need
for the N = 1 sectors of the two-point function discussed in the main text. One word of
warning: compared to section 3.8, we use a slightly different notation here in that we do
not separate CP factors from the amplitudes and also include the overall factor (4π2α′t)−2.
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SUSY Amplitudes Volume factors Conditions
N = 4 K(0)
Θ0
+M(0)9 +A(0)99 V4V1V2V3 γTΩ,9 = γΩ,9, n9 = 32
K(3)
Θ0
+M(3)5 +A(0)55 V4V3/V1V2 γTΩ3,5 = γΩ3,5, n5 = 32
γTΩ3,9 = −γΩ3,9, γ
(6)
9 = −1 = γ(6)5
N = 2 A(3)99 +A(3)55 +A(3)59 V4V3 Tr γ(3)9 = 0 = Tr γ(3)5
K(4)
Θ0
+M(4)9 +A(2)99 V4V2 Tr γ(2)9 = −8
K(2)
Θ0
+M(2)9 +A(4)99 V4V2 Tr γ(4)9 = 8
K(1)
Θ0
+M(1)5 +A(2)55 V4/V2 Tr γ(2)5 = −8
K(5)
Θ0
+M(5)5 +A(4)55 V4/V2 Tr γ(4)5 = 8
N = 1 A(k)99 +A(k)55 +A(k)59 , k = 1, 5 V4 Tr γ(k)9 = 0 = Trγ(k)5 , k = 1, 5
Table 3. Tadpoles when all D5-branes are at the origin. V4 stands for a regularizing volume of
the external space-time (which one would have to take to infinity for a non-compact space-time)
and V1 − V3 stand for the volumes to the three internal complex dimensions.
N.1 Annulus amplitudes
For k = 2, 4 we have [25]
A(k=2,4)99 =
1
(4π2α′t)2
∑
α,β
ηαβ
ϑ
[
α
β
]
η3
ϑ
[
α
β+kv2
]
η3
∏
i=1,3
(2 sin(πkvi))
ϑ
[
α
β+kvi
]
ϑ
[
1
2
1
2
+kvi
](trγ(k)9 )2ϑ[~0~0
]
(0, it(G(2))−1) ,
(N.1)
where G(2) is the metric on the second torus. Now we use (A.2), (A.3), t−1 = ℓ (i.e.
−1/τ = 2iℓ) and v1 + v2 + v3 = 0 to obtain
A(k=2,4)99 =
√
G(2)ℓ
(4π2α′)2
sin(πkv1) sin(πkv3)
(
trγ
(k)
9
)2
ϑ
[
~0
~0
]
(0, iℓG(2))
∑
α,β
ηαβ
e8πiαβ
eπi(1−kv2)
ϑ
[
β
α
]
(2iℓ)
∏3
i=1 ϑ
[
β−kvi
α
]
(2iℓ)
η6(2iℓ)ϑ
[
1/2−kv1
1/2
]
(2iℓ)ϑ
[
1/2−kv3
1/2
]
(2iℓ)
, (N.2)
where we also used that (A.5) implies
ϑ
[
−β−kvi
α
]
= ϑ
[
β−kvi
α
]
, for β = 0, 1/2 . (N.3)
For α, β ∈ {0, 1/2} one has e8πiαβ = 1. Now we would like to obtain the contribution to
the tadpole by expanding (N.2) for large ℓ, using (A.5) and (A.7). Moreover, we facilitate
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the extraction of the tadpole by only looking at the R-sector, as the NS-sector is related
to the R-sector by supersymmetry. For the different worldsheets the R-sector is given by
(R− sector) : A,K → (α, β) = (0, 1/2) , M→ (α, β) = (1/2, 0) . (N.4)
Thus we specialize to (α, β) = (0, 1/2) in (N.2) and use
ηαβ = (−1)2(α+β+2αβ) , (v1, v2, v3) = (1/6,−1/2, 1/3) (N.5)
and the notation
q˜ = e−4πℓ (N.6)
to obtain
A(2)99 ℓ→∞−→ −
√
G(2)ℓ
(4π2α′)2
sin(π/3) sin(2π/3)
(
trγ
(2)
9
)2 1
e2πi
2q˜1/8q˜1/722q˜1/8q˜1/72
q˜1/4q˜1/72eπi/6q˜1/72e−πi/6
= −
√
G(2)ℓ
(4π2α′)2
3
4
(
trγ
(2)
9
)2
4 = −3
√
G(2)ℓ
(4π2α′)2
(
trγ
(2)
9
)2
,
A(4)99 ℓ→∞−→ −
√
G(2)ℓ
(4π2α′)2
(−3
4
)
(
trγ
(4)
9
)2
(−4) = −3
√
G(2)ℓ
(4π2α′)2
(
trγ
(4)
9
)2
. (N.7)
The 55-annulus works very similarly. The starting point, eq. (N.1), is almost the same
as it does not matter for the oscillator contributions whether the boundary conditions are
NN or DD. The only difference is that the momentum modes are replaced by winding
modes, i.e.
√
G(2) is replaced by
√
G(2)
−1
. Thus
A(2)55 ℓ→∞−→ −3
ℓ
(4π2α′)2
√
G(2)
(
trγ
(2)
5
)2
,
A(4)55 ℓ→∞−→ −3
ℓ
(4π2α′)2
√
G(2)
(
trγ
(4)
5
)2
. (N.8)
N.2 Mo¨bius amplitudes
For k = 2, 4 we have [25]
M(k=2,4)9 = −
1
(4π2α′t)2
∑
α,β
ηαβ
ϑ
[
α
β
]
η3
ϑ
[
α
β+kv2
]
η3
∏
i=1,3
(2 sin(πkvi))
ϑ
[
α
β+kvi
]
ϑ
[
1
2
1
2
+kvi
]trγ(2k)9 ϑ[~0~0
]
(0, it(G(2))−1) .
(N.9)
This looks formaly very similar to (N.1) (up to the overall sign and the CP-trace), but
one has to remember that the theta functions in (N.1) depend on τA = it/2 whereas those
in (N.9) depend on τM = 1/2 + it/2.
Similar to above, we use (A.2), (A.4), t−1 = 4ℓ (i.e. τ1−2τ = 2iℓ − 12 ≡ iℓM) and
v1 + v2 + v3 = 0 to obtain
M(k=2,4)9 =
16
√
G(2)ℓ
(4π2α′)2
sin(πkv1) sin(πkv3)trγ
(2k)
9 ϑ
[
~0
~0
]
(0, 4iℓG(2))e−2πikv2(1+kv2)
∑
α,β
ηαβ
ϑ
[
α
β
]
(iℓM)
∏3
i=1 ϑ
[
α+2kvi
β+kvi
]
(iℓM)
η6(iℓM)ϑ
[
1/2+2kv1
1/2+kv1
]
(iℓM)ϑ
[
1/2+2kv3
1/2+kv3
]
(iℓM)
. (N.10)
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Specializing to (α, β) = (1/2, 0) (cf. (N.4)), we get
M(2)9 ℓ→∞−→ −
16
√
G(2)ℓ
(4π2α′)2
sin(π/3) sin(2π/3)trγ
(4)
9
2(−q˜)1/8(−q˜)1/72eπi/92(−q˜)1/8 cos(π)(−q˜)1/72e−2πi/9
(−q˜)1/4(−q˜)1/72e5πi/18(−q˜)1/72e−7πi/18
= −16
√
G(2)ℓ
(4π2α′)2
3
4
trγ
(4)
9 (−4) = 3
16
√
G(2)ℓ
(4π2α′)2
trγ
(4)
9 ,
M(4)9 ℓ→∞−→ −
16
√
G(2)ℓ
(4π2α′)2
(
− 3
4
)
trγ
(8)
9 4 = −3
16
√
G(2)ℓ
(4π2α′)2
trγ
(2)
9 , (N.11)
where we used γ
(6)
9 = −1 in the last step.
The M5 amplitudes are related to the M9 amplitudes in a simple manner. The D5-
branes are wrapped around the third torus and, thus, the 5-5 strings have DD-boundary
conditions along the first and second torus. This leads to an extra minus sign (relative to
M9) in the action of Ω on the oscillators in those directions, cf. (7.3.5) and (7.3.6) of [59].
This extra minus sign leads to the fact that the lower characteristic in the contribution to
the partition function of the oscillators from the first and second torus is shifted by +1/2
or −1/2, respectively, relative to the corresponding M9-amplitude.17 Thus, we have for
k = 1, 5 (cf. (B.3) in [25] with the above modification)
M(k=1,5)5 =
1
(4π2α′t)2
∑
α,β
ηαβ
ϑ
[
α
β
]
η3
(
− 2 sin
(
π
(
kv1+
1
2
)))ϑ[ α
β+kv1+
1
2
]
ϑ
[
1
2
1
2
+kv1+
1
2
](− 2 sin(π(kv2− 1
2
))) ϑ[ α
β+kv2−
1
2
]
ϑ
[
1
2
1
2
+kv2−
1
2
]
(
− 2 sin(πkv3)
) ϑ[ α
β+kv3
]
ϑ
[
1
2
1
2
+kv3
]trγ(2k)5 ϑ
[
~0
~0
]
(0, itG(2)) , (N.12)
where we used that the winding mode sum survives in the k = 1, 5 sectors of M5 (cf.
(9.14.48) in [59]) and the different overall sign compared to M9 arises from [37]
tr(γ−1Ωk+3,9γ
T
Ωk+3,9
) = tr γ
(2k)
9 , tr(γ
−1
Ωk,5
γTΩk,5) = − tr γ
(2k)
5 . (N.13)
Note that (N.12) is not well defined for k = 1, 5 as it is written, given that v2 = −1/2.
Rather we have to take the limit
k = 1, 5 : lim
ǫ→0
(
− 2 sin
(
π
(
kv2− 1
2
+ǫ
)))
1
ϑ
[
1
2
1
2
+kv2−
1
2
+ǫ
] = lim
ǫ→0
(
− 2 sin(π(−1 + ǫ))
) 1
ϑ
[
1
2
− 1
2
+ǫ
]
= lim
ǫ→0
(
2 sin(π(−1 + ǫ))
) 1
ϑ
[
1
2
1
2
+ǫ
]
= lim
ǫ→0
(
− 2 sin(πǫ)
) 1
ϑ
[
1
2
1
2
+ǫ
]= 1
η3
(N.14)
Moreover, using sin(a+ π/2) = cos(a), we end up with
M(k=1,5)5 =
1
(4π2α′t)2
∑
α,β
ηαβ
ϑ
[
α
β
]
η3
(
− 2 cos(πkv1)
) ϑ[ αβ+kv1+ 12]
ϑ
[
1
2
1
2
+kv1+
1
2
]ϑ
[
α
β+kv2−
1
2
]
η3
17Which one is shifted by +1/2 and which one by −1/2 is a matter of convention, but the shifts have
to have opposite sign so that shifting does not introduce an unwanted relative sign between the α = 0 and
α = 1/2 terms, cf. eq. (112) in [2].
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(
− 2 sin(πkv3)
) ϑ[ αβ+kv3]
ϑ
[
1
2
1
2
+kv3
]trγ(2k)5 ϑ[~0~0
]
(0, itG(2)) . (N.15)
This leads to
M(1)5 ℓ→∞−→ −3
16ℓ
(4π2α′)2
√
G(2)
trγ
(2)
5 ,
M(5)5 ℓ→∞−→ 3
16ℓ
(4π2α′)2
√
G(2)
trγ
(4)
5 . (N.16)
Together with the results for annulus and Klein bottle, these results reproduce the tadpole
conditions in table 3, which indicates that our rule to obtain M5 from M9 is correct.
Before proceeding with the Klein bottle, we would like to use this prescription to deter-
mine the form ofM(k=2,4)5 which will be needed for theN = 1 amplitudes. Note that (N.12)
would still hold for k = 2, 4 and, thus we obtain (using also sin(a− π/2) = − cos(a))
M(k=2,4)5 = −
1
(4π2α′t)2
∑
α,β
ηαβ
ϑ
[
α
β
]
η3
(
2 cos(πkv1)
) ϑ[ αβ+kv1+ 12]
ϑ
[
1
2
1
2
+kv1+
1
2
](2 cos(πkv2)) ϑ
[
α
β+kv2−
1
2
]
ϑ
[
1
2
1
2
+kv2−
1
2
]
(
− 2 sin(πkv3)
) ϑ[ αβ+kv3]
ϑ
[
1
2
1
2
+kv3
]trγ(2k)5 , (N.17)
which confirms the factor χ˜ = −1 for both M9 and M5 in the main text.
N.3 Klein bottle amplitudes
The Klein bottle amplitude can be read off from (7.3) in [37] and it reads
K(k=2,4)
Θ0
=
1
(4π2α′t)2
∑
α,β
ηαβ
ϑ
[
α
β
]
η3
ϑ
[
α
β+2kv2
]
η3
∏
i=1,3
(2 sin(2πkvi))
ϑ
[
α
β+2kvi
]
ϑ
[
1
2
1
2
+2kvi
]ϑ[~0
~0
]
(0, it(G(2))−1)
(N.18)
and the same for k = 1, 5 with the KK-momentum sum replaced by a winding sum, cf. the
discussion in section 9.14.2 of [59]. Here, τK = 2it. Now we use (A.2), (A.3), t
−1 = 4ℓ (i.e.
−1/τ = 2iℓ) and v1 + v2 + v3 = 0 to obtain
K(k=2,4)
Θ0
=
64
√
G(2)ℓ
(4π2α′)2
sin(2πkv1) sin(2πkv3)ϑ
[
~0
~0
]
(0, 4iℓG(2))
∑
α,β
ηαβ
1
eπi(1−2kv2)
ϑ
[
β
α
]
(2iℓ)
∏3
i=1 ϑ
[
β−2kvi
α
]
(2iℓ)
η6(2iℓ)ϑ
[
1/2−2kv1
1/2
]
(2iℓ)ϑ
[
1/2−2kv3
1/2
]
(2iℓ)
. (N.19)
Specializing to (α, β) = (0, 1/2) (cf. (N.4)), we get
K(k=2,4)
Θ0
ℓ→∞−→ −64
√
G(2)ℓ
(4π2α′)2
(
− 3
4
)
(−4) = −364
√
G(2)ℓ
(4π2α′)2
, (N.20)
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and similarly
K(k=1,5)
Θ0
ℓ→∞−→ − 64ℓ
(4π2α′)2
√
G(2)
3
4
4 = −3 64ℓ
(4π2α′)2
√
G(2)
. (N.21)
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