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Abstract
We consider relative widths characterizing the best approximation of a fixed set by its sections of given
dimension. For Sobolev classes W 1p on [0, 1] with restriction f (0) = 0, we determine the exact orders of
such widths in the spaces Lq for 1 ≤ q ≤ p ≤ ∞. We also obtain the exact values of the corresponding
relative widths for p = q = 1, 1 ≤ q ≤ p = 2 and p = q = ∞.
c© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
One of the central problems in approximation theory is the problem of estimating the widths
of function classes or sets. Various aspects of best approximation, reconstruction or coding are
described by widths in the sense of Kolmogorov, Gel’fand, Aleksandrov, Bernstein, as well
as absolute, linear, trigonometric, projective, entropy and other widths. Kolmogorov width,
introduced in 1936 [1], is most closely related to the main direction of classical approximation
theory. Various problems involving widths are described in the monographs [2,4,5,11] and the
survey [10].
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In this paper, we study the behavior of relative widths characterizing the best approximation
of function classes by their finite-dimensional sections. We shall need the following definitions
in our brief bibliographic survey.
Suppose that X is the real linear space of vectors x with the norm ‖x‖X , while W and V are
fixed nonempty subsets of X . Suppose that Ln is an arbitrary subspace of X whose dimension is
dim Ln ≤ n, n ∈ N0, and Mn(x0, Ln) := x0 + Ln is the translation of Ln by an arbitrary vector
x0 ∈ X. LetMn :=Mn(V ) denote the set of all linear manifolds Mn := Mn(x0, Ln) such that
Mn ∩ V 6= ∅. The quantity
dn(W, V )X := inf
Mn∈Mn
sup
x∈W
inf
y∈Mn∩V ‖x − y‖X
is called the relative n-width of W with constraint V in X . The notion of a relative width was
introduced in [16]. Obviously, for V = X the relative n-width coincides with the Kolmogorov
n-width
dn(W )X := inf
Mn∈Mn
sup
x∈W
inf
y∈Mn ‖x − y‖X .
It is also obvious that dn(W, V )X ≥ dn(W )X for any V ⊂ X . If the sets W and V are centrally
symmetric, then in the definitions of the corresponding widths we can restrict ourselves to the
case Mn = Ln .
Let r ∈ N and 1 ≤ p ≤ ∞. By W rp[a, b], we denote the classes of functions on [a, b]
possessing an (r − 1)th absolutely continuous derivative x (r−1) on the closed interval [a, b]
and satisfying
∥∥x (r)∥∥p ≤ 1. We denote by MW rp[a, b] the classes of functions x such that∥∥x (r)∥∥p ≤ M , setting MW rp[a, b] = W rp[a, b] for M = 1. For 2pi -periodic function classes
we omit the corresponding [0, 2pi ].
A. N. Kolmogorov [1] proved that d2n−1
(
W r2
)
2 = d2n
(
W r2
)
2 = n−r . V. M. Tikhomirov [12,
13] determined the exact values of the widths d2n−1
(
W r1
)
1 = d2n
(
W r1
)
1 = d2n−1
(
W r∞
)
∞ =
d2n
(
W r∞
)
∞ = Kr n−r , where Kr is the well-known Favard constant. The behavior of the relative
widths dn
(
W r∞,W r∞
)
∞ for r ≥ 3 is different. In [16] it was established that
dn
(
W r∞,W r∞
)
∞  n−2, if r ≥ 3.
Here the notation an  bn for sequences {an} and {bn} of positive numbers means the existence
of constants 0 < c1 ≤ c2 such that c1an ≤ bn ≤ c2an for all n ∈ N.
This difference in the behavior of Kolmogorov widths and relative widths evoked a
considerable interest in the problem of the behavior of widths dn
(
W rp,MW
r
p
)
q
, where the
parameter M can take different values. For 2pi -periodic function classes, we refer to [7–9,14,
15,19,20] for further results.
In this paper, we study relative widths of Sobolev classes W 1p[0, 1] with restrictions f (0) = 0.
We denote
B1p =
{
f : f ∈ W 1p[0, 1], f (0) = 0
}
.
For 1 ≤ q ≤ p ≤ ∞, we define
C(p, q) := sup
{
‖ f ‖q [0, 1] : f ∈ B1p
}
.
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Theorem 1. (1). For p = q = 1, p = q = ∞ and 1 ≤ q ≤ p = 2,
dn
(
B1p, B
1
p
)
q
= C(p, q)
2n
, n ∈ N,
and the space of continuous piecewise linear polynomials vanishing at 0 on [0, 1] with
breakpoints (k/n)n−1k=1 is an optimal n-dimensional subspace, and the operator Vn of piecewise
linear interpolation at the points (k/n)nk=0 is an optimal linear operator of rank n.
(2). For 1 ≤ q ≤ p ≤ ∞,
C(p, q)
2n
≤ dn
(
B1p, B
1
p
)
q
≤ C(p, q)(1+ C p)
2n
, n ∈ N,
where C p is defined by
C p = sup
∣∣∣B f − ∫ 10 f (x) dx∣∣∣
‖ f ‖p ,
with the supremum taken over all f ∈ L p[0, 1], f 6= 0, and B f be the best approximation
constant of f in the L p-norm.
It is obvious C p ≤ 1. Furthermore, we have
Theorem 2. Let f ∈ L p[0, 1], B f be the best approximation constant of f in the L p-norm.
Then
C p =

1, p = 1,∞;
0, p = 2;
max
0<x≤ 12
(
x
2−p
1−p − (1− x) 2−p1−p
)(
x
1
1−p + (1− x) 11−p
)− 1p
, 1 < p < 2;
max
1
2≤x<1
(
x
2−p
1−p − (1− x) 2−p1−p
)(
x
1
1−p + (1− x) 11−p
)− 1p
, 2 < p <∞.
Besides, let x∗ be the unique maximum point of
g(x) =
(
x
2−p
1−p − (1− x) 2−p1−p
)(
x
1
1−p + (1− x) 11−p
)− 1p
on
(
0, 12
]
for 1 < p < 2 (or on
[
1
2 , 1
)
for 2 < p < ∞). Then for any measurable set E with
m E = 1− x∗ for 1 < p < 2 (or m E = x∗ for 2 < p <∞), the function
f (x) =

−
(
x
1
1−p∗ + (1− x∗)
1
1−p
)− 1p
(1− x∗)
1
p−1
, x ∈ E;
1−
(
x
1
1−p∗ + (1− x∗)
1
1−p
)−1
(1− x∗)
1
1−p
(
x
1
1−p∗ + (1− x∗)
1
1−p
) 1−p
p
, x ∈ E,
(1.1)
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for 1 < p < 2 (or the function
f (x) =

(
x
1
1−p∗ + (1− x∗)
1
1−p
)− 1p
x
1
p−1∗
, x ∈ E;(
x
1
1−p∗ + (1− x∗)
1
1−p
)−1
x
1
1−p∗ − 1(
x
1
1−p∗ + (1− x∗)
1
1−p
) 1−p
p
, x ∈ E,
(1.1′)
for 2 < p <∞) satisfies∣∣∣B f − ∫ 10 f (x) dx∣∣∣
‖ f ‖p = C p. (1.2)
2. The Proof of Theorem 1
From B1p ⊂ W 1p[0, 1] and the method of obtaining the lower estimate of dn
(
W 1p[0, 1]
)
q
for
1 ≤ q ≤ p ≤ ∞ (see [3, p. 422] or [18]) we obtain
Lemma 1. For 1 ≤ q ≤ p ≤ ∞,
dn
(
B1p
)
q
= C(p, q)
2n
, n ∈ N.
The Proof of Theorem 1. The lower estimate can be obtained by dn(W, V )X ≥ dn(W )X and
Lemma 1. In the following we will consider the upper estimate. Let Un denote the space of
continuous piecewise linear polynomials vanishing at 0 on [0, 1] with breakpoints (k/n)n−1k=1 . It
is easy to see that
dim Un = n. (2.1)
For f ∈ B1p, let Vn( f, x) denote the piecewise linear interpolation of f at the points (k/n)nk=0.
Then Vn( f, x) ∈ Un and for 1 ≤ p <∞,∫ 1
0
|V ′n( f, x)|p dx =
n−1∑
k=0
∫ k+1
n
k
n
|V ′n( f, x)|p dx =
n−1∑
k=0
n p−1
∣∣∣∣ f (k + 1n
)
− f
(
k
n
)∣∣∣∣p
= n p−1
n−1∑
k=0
∣∣∣∣∣
∫ k+1
n
k
n
f ′(x) dx
∣∣∣∣∣
p
≤
n−1∑
k=0
∫ k+1
n
k
n
| f ′(x)|p dx
=
∫ 1
0
| f ′(x)|p dx ≤ 1.
Hence Vn( f, x) ∈ B1p. For p = ∞, it is easy to see that f ∈ B1∞ implies Vn( f, x) ∈ B1∞.
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We will prove the upper estimate. For p = q = 1, it is easy to see that C(1, 1) = 1. Hence
we will prove that for any f ∈ B11 ,∫ 1
0
| f (x)− Vn( f, x)| dx ≤ 12n . (2.2)
Let Ak = n
(
f
(
k+1
n
)
− f ( kn )) , k = 0, . . . , n − 1. Then∫ 1
0
| f (x)− Vn( f, x)| dx =
n−1∑
k=0
∫ k+1
n
k
n
∣∣∣∣∣
∫ x
k
n
[
f ′(t)− Ak
]
dt
∣∣∣∣∣ dx . (2.3)
For an arbitrary 0 ≤ k ≤ n − 1, it is obvious that the subset
Mk =
{
x :
∫ x
k
n
[ f ′(t)− Ak] dt 6= 0, x ∈
[
k
n
,
k + 1
n
]}
is an open subset. Therefore Mk = ∪s (as, bs), where the number of the disjoint open intervals
is at most countable and∫ as
k
n
[
f ′(t)− Ak
]
dt =
∫ bs
k
n
[
f ′(t)− Ak
]
dt = 0. (2.4)
Obviously, for each k (for example, k = 0),∫ 1
n
0
∣∣∣∣∫ x
0
[
f ′(t)− A0
]
dt
∣∣∣∣ dx =∑
s
∣∣∣∣∫ bs
as
∫ x
as
[
f ′(t)− A0
]
dt dx
∣∣∣∣ . (2.5)
By (2.4) we know that for each s,
A0 =
∫ bs
as
f ′(t) dt
bs − as .
Exchanging the integral order, we obtain that for each s,∣∣∣∣∫ bs
as
∫ x
as
[
f ′(t)− A0
]
dt dx
∣∣∣∣ = ∣∣∣∣∫ bs
as
∫ bs
t
[
f ′(t)− A0
]
dx dt
∣∣∣∣
=
∣∣∣∣∫ bs
as
[bs − t]
[
f ′(t)− A0
]
dt
∣∣∣∣
=
∣∣∣∣∫ bs
as
[bs − t] f ′(t) dt − bs − as2
∫ bs
as
f ′(t) dt
∣∣∣∣
= bs − as
2
∣∣∣∣∫ bs
as
f ′(t)
[
1− 2(bs − t)
bs − as
]
dt
∣∣∣∣ .
By |bs − as | ≤ 1n and 0 ≤ 2(bs−t)bs−as ≤ 2, ∀t ∈ [as, bs] we obtain∣∣∣∣∫ bs
as
∫ x
as
[
f ′(t)− A0
]
dt dx
∣∣∣∣ ≤ 12n
∫ bs
as
∣∣ f ′(t)∣∣ dt. (2.6)
By (2.3), (2.5) and (2.6) we obtain (2.2).
24 G. Xu / Journal of Approximation Theory 157 (2009) 19–31
For p = q = ∞, it is easy to see that C(∞,∞) = 1. Hence we will prove that for any
f ∈ B1∞,
‖ f − Vn f ‖∞ ≤
1
2n
. (2.7)
Let M = ‖ f − Vn f ‖∞ and F(x) = f (x) − Vn( f, x). From the continuity of F(x) and
F(0) = F(1) = 0 we know that there exists a ξ ∈ (0, 1) such that M = |F(ξ)|. If ξ ∈
[
k
n ,
k+1
n
]
,
then
Vn( f, ξ) = f
(
k
n
)
+ Ak
(
ξ − k
n
)
. (2.8)
By ‖ f ′‖∞ ≤ 1 we know that |Ak | ≤ 1. For |Ak | = 1, we can verify that f ′(x) a.e.= Ak on(
k
n ,
k+1
n
)
. Hence we obtain
M =
∣∣∣∣ f (ξ)− f ( kn
)
+ Ak
(
ξ − k
n
)∣∣∣∣ =
∣∣∣∣∣
∫ ξ
k
n
f ′(x) dx − Ak
(
ξ − k
n
)∣∣∣∣∣ = 0. (2.9)
For |Ak | < 1, if M = f (ξ)− Vn( f, ξ), then we get
M =
∫ ξ
k
n
f ′(t) dt − Ak
(
ξ − k
n
)
≤ (1− Ak)
(
ξ − k
n
)
. (2.10)
By F
(
k+1
n
)
= 0 and F ′(x) = f ′(x)− Ak we obtain
M = −
∫ k+1
n
ξ
[
f ′(t)− Ak
]
dt ≤ [1+ Ak]
[
k + 1
n
− ξ
]
. (2.11)
By (2.10) and (2.11) we obtain
M
1− Ak +
M
1+ Ak ≤
(
ξ − k
n
)
+
(
k + 1
n
− ξ
)
= 1
n
.
Hence we obtain
M ≤ 1− A
2
k
2n
≤ 1
2n
. (2.12)
Similarly, if M = −[ f (ξ)− Vn( f, ξ)], then we can prove that (2.12) is also valid. By (2.9) and
(2.12) we obtain (2.7).
Remark. (2.7) can be obtained by (1) in [17] and a simple computation.
For 1 ≤ q ≤ p <∞, from the definition of C(p, q) we have, by a linear change of variable,
sup
{
‖ f ‖q [a, b] : f ∈ W 1p[a, b], f (a) = 0
}
= C(p, q)(b − a)1− 1p+ 1q . (2.13)
Similarly,
sup
{
‖ f ‖q [a, b] : f ∈ W 1p[a, b], f (b) = 0
}
= C(p, q)(b − a)1− 1p+ 1q . (2.14)
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If f ∈ B1p, then by f
( k
n
) − Vn ( f, kn ) = 0, k = 0, . . . , n, (2.13) and (2.14) and the inequality
between means(
1
2n
2n∑
k=1
aqk
) 1
q
≤
(
1
2n
2n∑
k=1
a pk
) 1
p
we obtain
‖ f − Vn f ‖q =
(
2n−1∑
k=0
∫ k+1
2n
k
2n
| f (x)− Vn( f, x)|q dx
) 1
q
≤ C(p, q)(2n)−1+ 1p− 1q
2n−1∑
k=0
(∫ k+1
2n
k
2n
∣∣ f ′(x)− V ′n( f, x)∣∣p dx
) q
p

1
q
≤ C(p, q)
2n
(
2n−1∑
k=0
∫ k+1
2n
k
2n
∣∣ f ′(x)− V ′n( f, x)∣∣p dx
) 1
p
= C(p, q)
2n
(
n−1∑
k=0
∫ k+1
n
k
n
∣∣ f ′(x)− Ak∣∣p dx)
1
p
. (2.15)
Let Dk be the best approximation constant of f ′(x) on
[
k
n ,
k+1
n
]
in the L p-norm. By the
definition of C p and a linear change of variable, we obtain
|Dk − Ak | ≤ n
1
p C p
(∫ k+1
n
k
n
∣∣ f ′(x)∣∣p dx) 1p . (2.16)
By (2.16) and the Minkowski inequality(∫ k+1
n
k
n
∣∣ f ′(x)− Ak∣∣p dx)
1
p
≤
(∫ k+1
n
k
n
∣∣ f ′(x)− Dk∣∣p dx)
1
p
+
(∫ k+1
n
k
n
|Dk − Ak |p dx
) 1
p
≤ (1+ C p)
(∫ k+1
n
k
n
∣∣ f ′(x)∣∣p dx) 1p . (2.17)
From (2.15) and (2.17) and ‖ f ′‖p ≤ 1 it follows that
‖ f − Vn f ‖q ≤
C(p, q)(1+ C p)
2n
.
The proof for 1 ≤ q < p = ∞ is similar. The upper estimate is completed. Specially, for p = 2,
by C p = 0 we obtain that for 1 ≤ q ≤ 2,
dn
(
B12 , B
1
2
)
q
= C(2, q)
2n
, n ∈ N.
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3. The Proof of Theorem 2
Proof. From
∣∣∣B f − ∫ 10 f (x) dx∣∣∣ = ∣∣∣∫ 10 [ f (x)− B f ] dx∣∣∣ and ∥∥ f − B f ∥∥p ≤ ‖ f ‖p we know
that we need to consider the case ‖ f ‖p = 1 and B f = 0 only. The results for p = 1, p = 2 and
p = ∞ are obvious, we omit their proofs. To prove the results for 1 < p < ∞, we give some
simple facts.
Fact 1. Let E be a measurable subset of [0, 1], E = [0, 1] − E . If ∫E | f (x)|p−1 dx =∫
E | f (x)|p−1 dx = A and ‖ f ‖p = 1, then we have
(m E)
1
1−p + (m E) 11−p ≤ A p1−p . (3.1)
Furthermore, for arbitrary E, A satisfying (3.1), there exists a function f ∈ L p[0, 1] such that∫
E | f (x)|p−1 dx =
∫
E | f (x)|p−1 dx = A and ‖ f ‖p = 1.
In fact, if
∫
E | f (x)|p−1 dx = A, then by Ho¨lder inequality
A =
∫
E
| f (x)|p−1 dx ≤ (m E) 1p
(∫
E
| f (x)|p dx
)1− 1p
.
Therefore
(m E)
1
1−p ≤ A p1−p
∫
E
| f (x)|p dx . (3.2)
Similarly(
m E
) 1
1−p ≤ A p1−p
∫
E
| f (x)|p dx . (3.3)
From (3.2) and (3.3) and ‖ f ‖p = 1 we obtain (3.1).
On the other hand, it is easy to know that s
1
1−p + (m E) 11−p = A p1−p implies s ≤ m E . Let S
be a measurable subset of E with mS = s and
f (x) =

(
A
s
) 1
p−1
, x ∈ S;
0, x ∈ E − S;(
A
m E
) 1
p−1
, x ∈ E .
It is easy to verify that
∫
E | f (x)|p−1 dx =
∫
E | f (x)|p−1 dx = A and ‖ f ‖p = 1.
Fact 2. Let 1 < p < 2,
∫
E | f (x)|p−1 dx =
∫
E | f (x)|p−1 dx = A (where and in the following
E = {x : f (x) ≥ 0}) and ‖ f ‖p = 1. Without loss of generality, we can assume that∫
E | f (x)| dx ≥
∫
E | f (x)| dx . Then∣∣∣∣∣
∫ 1
0
f (x) dx
∣∣∣∣∣ ≤ Ap−1
(
1− A pp−1 (m E) 11−p)2−p − A 1p−1 (m E) p−2p−1 . (3.4)
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In fact, by Ho¨lder inequality
A =
∫
E
| f (x)|p−1 dx ≤ (m E) 1p (∫
E
| f (x)|p dx
) p−1
p
.
Hence∫
E
| f (x)|p dx ≥ A pp−1 (m E) 11−p . (3.5)
By (3.5) and
∫ 1
0 | f (x)|p dx = 1 we obtain∫
E
| f (x)|p dx ≤ 1− A pp−1 (m E) 11−p . (3.6)
By Ho¨lder inequality and (3.6) we know∫
E
| f (x)| dx =
∫
E
(
| f (x)|p−1
)p−1 (| f (x)|p)2−p dx
≤ Ap−1
(
1− A pp−1 (m E) 11−p)2−p . (3.7)
By Ho¨lder inequality
A =
∫
E
| f (x)|p−1 dx ≤
(∫
E
| f (x)| dx
)p−1 (
m E
)2−p
.
Hence we have∫
E
| f (x)| dx ≥ A 1p−1 (m E) p−2p−1 . (3.8)
(3.7) and (3.8) and
∣∣∣∫ 10 f (x) dx∣∣∣ = ∫E | f (x)| dx − ∫E | f (x)| dx imply (3.4).
On the other hand, for arbitrary E, A satisfying (3.1), let S be a measurable subset of E with
mS = s and s 11−p + (m E) 11−p = A p1−p . We define
f (x) =

1− A pp−1 (m E) 11−p
A
, x ∈ S;
0, x ∈ E − S;
−
(
A
m E
) 1
p−1
, x ∈ E .
It is easy to verify that
∫
E | f (x)|p−1 dx =
∫
E | f (x)|p−1 dx = A, ‖ f ‖p = 1 and∣∣∣∣∣
∫ 1
0
f (x) dx
∣∣∣∣∣ = Ap−1
(
1− A pp−1 (m E) 11−p)2−p − A 1p−1 (m E) p−2p−1 .
Fact 3. Let p > 2,
∫
E | f (x)|p−1 dx =
∫
E | f (x)|p−1 dx = A and ‖ f ‖p = 1. If
∫
E | f (x)| dx ≥∫
E | f (x)| dx , then we have∣∣∣∣∣
∫ 1
0
f (x) dx
∣∣∣∣∣ ≤ A 1p−1 (m E) p−2p−1 − Ap−1 (1− A pp−1 (m E) 11−p )2−p . (3.9)
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In fact, by Ho¨lder inequality∫
E
| f (x)| dx =
∫
E
(
| f (x)|p−1
) 1
p−1 · 1 p−2p−1 dx ≤ A 1p−1 (m E) p−2p−1 . (3.10)
By
A =
∫
E
| f (x)|p−1 dx ≤
(∫
E
| f (x)| dx
) 1
p−1 (∫
E
| f (x)|p dx
) p−2
p−1
we obtain∫
E
| f (x)| dx ≥ Ap−1
(∫
E
| f (x)|p dx
)2−p
. (3.11)
From
A =
∫
E
| f (x)|p−1 dx ≤
(∫
E
| f (x)|p dx
) p−1
p
(m E)
1
p
it follows that∫
E
| f (x)|p dx ≥ A pp−1 (m E) 11−p . (3.12)
By ‖ f ‖p = 1 and (3.12) we obtain∫
E
| f (x)|p dx ≤ 1− A pp−1 (m E) 11−p . (3.13)
(3.10), (3.11) and (3.13) imply (3.9).
On the other hand, for arbitrary E, A satisfying (3.1), let S be a measurable subset of E with
mS = s and (m E) 11−p + s 11−p = A p1−p . We define
f (x) =

(
A
m E
) 1
p−1
, x ∈ E;
0, x ∈ E − S;
A
p
p−1 (m E)
1
1−p − 1
A
, x ∈ E .
It is easy to verify that
∫
E | f (x)|p−1 dx =
∫
E | f (x)|p−1 dx = A, ‖ f ‖p = 1 and∣∣∣∣∣
∫ 1
0
f (x) dx
∣∣∣∣∣ = A 1p−1 (m E) p−2p−1 − Ap−1 (1− A pp−1 (m E) 11−p )2−p .
Now we will prove Theorem 2. From [6, p. 83] we know: if the best approximation constant
of f in L p is 0 and ‖ f ‖p = 1, then we get∫ 1
0
| f (x)|p−1sign f (x) dx = 0.
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Hence, if A = ∫E | f (x)|p−1 dx , then we have A = ∫E | f (x)|p−1 dx and
0 < A = 1
2
∫ 1
0
| f (x)|p−1 dx ≤ 1
2
(∫ 1
0
| f (x)|p dx
) p−1
p
= 1
2
.
For 1 < p < 2, if 0 < t < 1, 0 < A ≤ 12 satisfy t
1
1−p + (1− t) 11−p ≤ A p1−p , then we set
D(t, A) =
{
f : m E = t, A =
∫
E
| f (x)|p−1 dx =
∫
E
| f (x)|p−1 dx, ‖ f ‖p = 1
}
.
By Fact 2
F(t, A) = sup
f ∈D(t,A)
∣∣∣∣∣
∫ 1
0
f (x) dx
∣∣∣∣∣
= Ap−1
(
1− A pp−1 (1− t) 11−p
)2−p
− A 1p−1 (1− t) p−2p−1 . (3.14)
From (3.14) we know that for an arbitrary fixed A, F(t, A) is a decreasing function on t . Let
D(A) =
{
f : A =
∫
E
| f (x)|p−1 dx =
∫
E
| f (x)|p−1 dx, ‖ f ‖p = 1
}
.
It is obvious
F(A) = sup
f ∈D(A)
∣∣∣∣∣
∫ 1
0
f (x) dx
∣∣∣∣∣
= Ap−1
(
1− A pp−1 (1− yA)
1
1−p
)2−p
− A 1p−1 (1− yA)
p−2
p−1 , (3.15)
where yA = inf
{
t : t 11−p + (1− t) 11−p ≤ A p1−p
}
. Obviously, yA is the unique solution of the
equation
y
1
1−p + (1− y) 11−p = A p1−p (3.16)
on
(
0, 12
]
. From (3.15) and (3.16) it follows that
F(A) =
(
y
2−p
1−p
A − (1− yA)
2−p
1−p
)(
y
1
1−p
A + (1− yA)
1
1−p
)− 1p
. (3.17)
It is easy to verify that the mapping A→ yA is a surjection from
(
0, 12
]
to
(
0, 12
]
. Hence
sup
‖ f ‖p=1, B f=0
∣∣∣∣∣
∫ 1
0
f (x) dx
∣∣∣∣∣ = sup
0<A≤ 12
F(A)
= sup
0<yA≤ 12
(
y
2−p
1−p
A − (1− yA)
2−p
1−p
)(
y
1
1−p
A + (1− yA)
1
1−p
)− 1p
30 G. Xu / Journal of Approximation Theory 157 (2009) 19–31
= sup
0<x≤ 12
(
x
2−p
1−p − (1− x) 2−p1−p
)(
x
1
1−p + (1− x) 11−p
)− 1p
.
(3.18)
Let
F(x) =
(
x
2−p
1−p − (1− x) 2−p1−p
)(
x
1
1−p + (1− x) 11−p
)− 1p
.
It is easy to verify that F(x) is differentiable on
(
0, 12
]
and
lim
x→0+ F(x) = F
(
1
2
)
= 0.
Hence F(x) has a maximum point (we denote it by x∗) on
(
0, 12
)
with F ′(x∗) = 0. By a simple
computation we obtain
F ′(x) = −1
p(p − 1)
(
x
1
1−p + (1− x) 11−p
)− p+1p
x
2
1−p H(t), (3.19)
where t =
(
x
1−x
) 1
p−1
and H(t) = p(2− p)(1+ t)2 − (1− t2−p)(1− t p). It is obvious that the
number of the zero points of F ′(x) on
(
0, 12
)
coincides with the number of the zero points of
H(t) on (0, 1). By
H ′(t) = 2p(2− p)(1+ t)+ pt p−1 + (2− p)t1−p − 2t > 2p(2− p)(1+ t) > 0,
∀t ∈ (0, 1)
we obtain that there is at most one x∗ ∈
(
0, 12
)
such that F ′(x∗) = 0. Hence
sup
‖ f ‖p=1, B f=0
∣∣∣∣∣
∫ 1
0
f (x) dx
∣∣∣∣∣ =
(
x
2−p
1−p∗ − (1− x∗)
2−p
1−p
)(
x
1
1−p∗ + (1− x∗)
1
1−p
)− 1p
= max
0<x≤ 12
(
x
2−p
1−p − (1− x) 2−p1−p
)(
x
1
1−p + (1− x) 11−p
)− 1p
.
The proof for 1 < p < 2 is finished. The proof for p > 2 is similar, we omit the details. By a
simple computation we can verify that the functions defined by (1.1) (or (1.1
′
)) have the extremal
property (1.2).
References
[1] A.N. Kolmogorov, U¨ber die beste Anna¨herung von Funktionen einer gegebenen Funktionen Klasse, Ann. Math. 37
(1) (1936) 107–110.
[2] A. Pinkus, n-Widths in Approximation Theory, Springer-Verlag, Berlin, 1985.
[3] George G. Lorentz, Manfred v. Golitschek, Yuly Makovoz, Constructive Approximation, Springer, Berlin,
Heidelberg, New York, 1996.
[4] N.P. Korneichuk, Extremal Problems of Approximation Theory, Nauka, Moscow, 1976 (in Russian).
[5] N.P. Korneichuk, Sharp Constants in Approximation Theory, Nauka, Moscow, 1987 (in Russian).
G. Xu / Journal of Approximation Theory 157 (2009) 19–31 31
[6] Ronald A. DeVore, George G. Lorentz, Constructive Approximation, Springer-Verlag, Berlin, Heidelberg, New
York, 1993.
[7] V.F. Babenko, On best L1-approximations by splines in the presence of constraints on their derivatives, Mat.
Zametki 51 (5) (1992) 12–19.
[8] V.F. Babenko, On best uniform approximations by splines in the presence of constraints on their derivatives, Mat.
Zametki 50 (6) (1991) 24–30.
[9] V.F. Babenko, On the relative widths of function classes with bounded mixed derivative, East J. Approx. 2 (3)
(1996) 319–330.
[10] V.M. Tikhomirov, Approximation Theory, in: VINITI Series in Contemporary Problems of Mathematics.
Fundamental Trends, vol. 14, VINITI, Moscow, 1987, pp. 103–260 (in Russian).
[11] V.M. Tikhomirov, Some Problems of Approximation Theory, Izd. Moskov. Univ., Moscow, 1976 (in Russian).
[12] V.M. Tikhomirov, The best methods of approximation and interpolation of differentiable functions in C[0, 1], Mat.
Sb. 80 (2) (1969) 290–304.
[13] V.M. Tikhomirov, Widths of sets in function spaces and the theory of best approximations, Uspekhi Mat. Nauk 15
(3) (1960) 81–120.
[14] V.N. Konovalov, Approximation of Sobolev classes by their finite-dimensional sections, Mat. Zametki 72 (3) (2002)
370–382.
[15] V.N. Konovalov, Approximation of Sobolev classes by their sections of finite dimension, Ukrainian Math. J. 54 (5)
(2002) 795–805.
[16] V.N. Konovalov, Estimates of Kolmogorov-type widths for classes of differentiable periodic functions, Mat.
Zametki 35 (3) (1984) 369–380.
[17] V.F. Storchai, On deviation of piecewise linear functions in the metric L p , Mat. Zametki 5 (3) (1969) 31–37.
[18] Y. Makovoz, On a method for estimation from below of diameters of sets in Banach spaces, Mat. Sb. 87 (1972)
136–142. see also Math. USSR Sb. 16 (1972), 139–146.
[19] Yu.N. Subbotin, S.A. Telyakovskii, Exact values of relative widths of classes of differentiable functions, Mat.
Zametki 65 (6) (1999) 871–879.
[20] Yu.N. Subbotin, S.A. Telyakovskii, Relative widths of classes of differentiable functions in the metric L2, Uspekhi
Mat. Nauk 56 (4) (2001) 159–160.
