Speech production requires the precise control of vocal tract movements to generate individual speech sounds (phonemes) which, in turn, are rapidly organized into complex sequences. Multiple productions of the same phoneme can exhibit substantial variability, some of which is inherent to control of the vocal tract and its biomechanics, and some of which reflects the contextual effects of surrounding phonemes ("coarticulation"). The role of the CNS in these aspects of speech motor control is not well understood. To address these issues, we recorded multielectrode cortical activity directly from human ventral sensory-motor cortex (vSMC) during the production of consonant-vowel syllables. We analyzed the relationship between the acoustic parameters of vowels (pitch and formants) and cortical activity on a single-trial level. We found that vSMC activity robustly predicted acoustic parameters across vowel categories (up to 80% of variance), as well as different renditions of the same vowel (up to 25% of variance). Furthermore, we observed significant contextual effects on vSMC representations of produced phonemes that suggest active control of coarticulation: vSMC representations for vowels were biased toward the representations of the preceding consonant, and conversely, representations for consonants were biased toward upcoming vowels. These results reveal that vSMC activity for phonemes are not invariant and provide insight into the cortical mechanisms of coarticulation.
Introduction
Communication through spoken language relies on a speaker's ability to articulate sounds that are identifiable to a listener as the meaningful units-consonants and vowels-of a language (Levelt, 1999; MacNeilage, 2011) . To maximize clarity in vocal communication, a speaker presumably generates motor commands that differ greatly across distinct phonemes but differ little within repeated renditions of a single phoneme. Indeed, the pattern of acoustic parameters of vowels is more distinct across different vowels than within the same vowel (Maddieson and Disner, 1984) . In fluent speakers, the ventral half of the sensory-motor cortex (vSMC) is thought to exert precise control of the vocal tract-control that has likely been optimized through evolution, learning, and extensive practice (Levelt, 1999; Brown et al., 2009; Takai et al., 2010; MacNeilage, 2011; Bouchard et al., 2013) . Despite this, multiple utterances of a given phoneme by the same speaker are not identical (Maddieson and Disner, 1984; Perkell and Nelson, 1985; Gracco and Abbs, 1986) . Some variability in the production of the same phoneme is likely inherent to repeated production of any behavior, but speech variability also reflects the surrounding phonetic context (Lindblom, 1963; Hillenbrand et al., 1995) . To what degree different kinds of speech variability are generated in vSMC is poorly understood.
Addressing this issue is important for understanding speech motor control, but requires analysis of vSMC activity and speech production on a trial-by-trial basis (Churchland et al., 2006a; Sober et al., 2008) , which can be difficult to achieve with traditional noninvasive human imaging. However, direct cortical recordings through electrocorticography (ECoG) have sufficient signal-to-noise properties to resolve single-trial activity (Edwards et al., 2010; Leuthardt et al., 2011; Pei et al., 2011) . Furthermore, although previous studies have shown that vSMC represents vocal tract articulators (e.g., lips, tongue, jaw, larynx), the internal location of the vocal tract makes it difficult to directly measure its movements (Brown et al., 2009; Bouchard et al., 2013) . However, the vocal tract shape is directly reflected by the produced acoustics, especially vowel formants, which are easily studied (Ladefoged and Johnson, 2011). Therefore, we used ECoG to study the relationship between vSMC cortical activity and speech acoustics on a trial-by-trial basis.
Our goals were to determine which acoustic features in vowel production are most tightly controlled by vSMC activity, and how surrounding phonemes influenced this control. We examined the degree to which vSMC activity was predictive of acoustics across the production of different vowels ("across-vowel") , as well as the utterance-to-utterance variability in the production of the same vowel ("within-vowel") . Furthermore, because phonemes are rarely produced in isolation, but rather in the context of phoneme sequences, we then focused on an important source of speech variability that arises from the influence of surrounding phonemes, known as "coarticulation" (Hardcastle and Hewlett, 2006) . The role of cortex in coarticulation is a central question because it directly addresses the representational nature of phonemes in speech production (Fowler, 1980; Whalen, 1990; Guenther, 1995; Ostry et al., 1996; Guenther et al., 2006; Hardcastle and Hewlett, 2006; Golfinopoulos et al., 2010) .
Materials and Methods
The experimental protocol was approved by the Human Research Protection Program at the University of California, San Francisco.
Subjects and experimental task. Three native English-speaking human participants underwent chronic implantation of a high-density, subdural electrocortigraphic (ECoG) array. Our recordings were from the language dominant hemisphere in each patient (as determined with the Wada carotid intra-arterial amybarbital injection). The language dominant hemisphere was left in two subjects and right in one subject, and we did not find clear left/right differences. Participants gave their written informed consent before the day of surgery. Each participant read aloud consonant-vowel syllables (CVs) composed of 18 -19 consonants (19 consonants for two participants, 18 consonants for one participant), followed by one of three vowels. Each CV was produced between 15 and 100 times total.
Anatomical location of vSMC. We focused our analysis on the vSMC (the "speech" portion of the sensory-motor cortex). vSMC is anatomically defined as the ventral portions of the precentral and postcentral gyri, as well as the gyral formation at the ventral termination of the central sulcus, known as the subcentral gyrus. Visual examination of coregistered CT and MR scans indicate that the ECoG grid in each patient covered the spatial extent of vSMC of each patient (Figs. 1c, 2) . The precentral gyrus is thought to be functionally subdivided into a "premotor" and a "primary motor" cortex. However, our task (CV list reading) and the spatial resolution of our ECoG recordings do not allow sufficient sample size or task parameters to meaningfully investigate functional differences between the two. No obvious differences were observed based on hemisphere, perhaps reflecting the language dominance of the grid placements in each subject.
Data acquisition and signal processing. Cortical-surface field potentials were recorded with ECoG arrays and a multichannel amplifier optically connected to a digital signal processor [Tucker-Davis Technologies (TDT)]. The spoken syllables were recorded with a microphone, digitally amplified, and recorded in-line with the ECoG data. ECoG signals were acquired at 3052 Hz. The microphone audio signal was acquired at 22 kHz.
The time series from each channel was visually and quantitatively inspected for artifacts or excessive noise (typically 60 Hz line noise). Artifactual recordings were excluded from analysis, and the raw recorded ECoG signals of the remaining channels were then common average referenced. For each channel, the time-varying analytic amplitude was extracted from eight bandpass filters [Gaussian filters, logarithmically increasing center frequencies , and semilogarithmically increasing bandwidths] with the Hilbert transform. The high-gamma (High-␥) power was then calculated by averaging the analytic amplitude across these eight bands, and then this signal was down-sampled to 200 Hz. High-␥ power was z-scored relative to the mean and SD of baseline data for each channel. Throughout, when we speak of High-␥ power, we refer to this z-scored measure, denoted below as H␥.
Acoustic feature extraction. The recorded speech signal was transcribed off-line using WaveSurfer (http://www.speech.kth.se/wavesurfer/). We measured the vowel pitch (F 0 ) and formants, F 1 -F 4 , as a function of time for each utterance of a vowel using an inverse filter method (Watanabe, 2001; Hamakawa et al., 2007) . Briefly, the signal is inverse filtered with an initial estimate of F 2 and then the dominant frequency in the filtered signal is used as an estimate of F 1 . The signal is then inverse filtered again, this time with an inverse of the estimate of F 1 , and the output is used to refine the estimate of F 2 . This procedure is repeated until convergence and is also used to find F 3 and F 4 . The inverse filter method converges on very accurate estimates of the vowel formants, without making assumptions inherent in the more widely used linear predictive coding method. For the extraction of F 0 (pitch), we used standard autocorrelation methods.
Correlation coefficient. We used the Pearson product-moment correlation coefficient ( R) to quantify the linear relationship between two variables (x and y):
where x and y are the sample SDs of x and y, respectively. Acoustic analysis. The mean acoustic feature values were extracted from the central 20% of each vowel utterance, and log 10 of these values was used for subsequent analysis. We quantified the discriminability of the cardinal vowels (V ʦ [/a/, /i/, /u/]) based on individual features and feature ratios (F i , i ʦ [0 1 2 3 4 1/0 2/1 3/2]) using the dЈ metric. dЈ is the difference between the mean of two distributions divided by the square root of the product of their SDs:
Here, F i V , F i VЈ denote the values of feature i for vowel V and VЈ. To summarize the discriminability of a feature, we calculated dЈ for the three vowel comparisons (e.g., /a/ vs /i/), and averaged these values across comparisons.
Principal components analysis and cortical features. Principal components analysis (PCA) was performed on the set of all vSMC electrodes for dimensionality reduction and orthogonalization. This also ensures that the matrices in the calculation of least mean squared error estimators (from regressions below) were well scaled. PCA was performed independently for each nonoverlapping 10 ms window preceding the acoustic measurement window. First, for each electrode (e j of which there are n) and syllable utterance (s, of which there are m), we calculated the mean high-gamma activity in 10 ms windows with a nonoverlapping twosample moving average of the H␥ with time lag . The H␥ j (, s) values were used as entries in the n ϫ m data matrix D, with rows corresponding to channels (of which there are n) and columns corresponding to the number of utterances within a recording block (of which there are m). Each electrode's activity was z-scored across utterances to normalize neural variability across electrodes. PCA was performed on the n ϫ n covariance matrix Z derived from D. The singular-value decomposition of Z was used to find the eigenvector matrix M and associated eigenvalues . The principal components (PCs) derived in this way serve as a spatial filter of the electrodes, with each electrode e j receiving a weighting in PC i equal to m ij , the i-jth element of M, the matrix of eigenvectors. Because we were interested in examining whether vSMC activity could be used to predict both large acoustic variability (across-vowel variability) and smaller acoustic variability (within-vowel variability), we included the leading 40 eigenvectors in our analysis. For each utterance (s), we projected the vector H␥(,s) of high-gamma activity across electrodes into the leading 40 eigenvectors (M  40 ) :
It is important to emphasize that the approach described above identifies principal components (spatial filters) derived only from the spatial structure of the data (structure of H␥ across electrodes); the temporal structure of the H␥ population does not enter into M in any way. Thus, the PCs are completely local in time. Across the three subjects, 40 PCs accounted for ϳ90% of the variance. We observed that increasing the number of PCs from 20 to 40 resulted in increased decoding performance, particularly for the within-vowel analysis. This can be understood because PCA was performed on the data across all vowels, and the variability across vowels is larger than the variability within a vowel. Since PCA organizes eigenvectors according to decreasing amount z of variance accounted for in the data, intuitively, structure in the neural data Figure 1 . Single-utterance vowel acoustics and vSMC neural activity. a, Schematic vocal tracts (top) and measured formant traces (bottom; F 0 :F 4 ) from Ͼ100 utterances each of /a/ (left), /i/ (center), and /u/ (right) from one recording session. Formant values were extracted from the central one-fifth of each vowel utterance. Time point 0 is the acoustic onset of the consonant-to-vowel transition. b, Scatter plot of the vowels in the space formed by F 1 ,F 2 ,F 3 (log 10 scale) extracted from the traces in a. The vowels /a/ (black), /i/ (gray), and /u/ (red) occupy distinct regions of the formant space. c, Lateral view of the left hemisphere from the same participant with location of electrodes over the ventral half of the sensory-motor cortex highlighted by gray dots. Yellow dots correspond to electrodes in d-i. d-i, Neural activity (high-gamma amplitude, z-scored) versus time from the electrodes demarcated in c during speech production. Heat maps in d, f, and h display single-trial activity during multiple productions of /ja/ (left), /ji/ (center), and /ju/ (right), while plots in e, g, and i overlay the across-trial mean Ϯ SE for /ja/ (black), /ji/ (gray), and /ju/ (red). Dashed vertical lines in d-i demarcate the 500 ms time window displayed in a. Yellow points in e, g, and i demarcate times at which there is a difference between vowels (rank-sum test, p Ͻ 10 Ϫ3 ).
associated with the within-vowel variability will be captured by eigenvectors with smaller eigenvalues. Acoustic feature decoding model. For each nonoverlapping 10 ms time window () preceding the behavioral measurement, the ⌿(,s) (Eq. 3) served as the basis for training and testing optimal linear predictors of single-trial vowel acoustic features using a fivefold cross-validation procedure (described below). We used a simple linear model to predict the acoustic features (F i (s)) for a syllable (s) from ⌿(, s):
where F i (s) is the best linear estimate of F i (s) based on the cortical features. The vector of weights ␤ that minimized the mean squared error between F i (s) and F i (s) was found through multilinear regression and cross-validation with regularization (see below).
Cross-validation and regularization procedure. A cross-validation procedure was used to train and test separate decoding models for withinand across-vowel acoustic features. Separate models were trained/tested for each time point (dt ϭ 10 ms) and recording block. The procedure is as follows. First, to derive null distributions of weights (␤* rnd ) and model performance (R rnd 2 ), we randomly permuted (200 times) each vowel feature independently relative to H␥ on a trial-by-trial basis, and used an 80/20 cross-validation procedure to derive model weights from training data and model performance on test data. Second, within a 200 iteration bootstrap procedure, random 80% subsets of the data were used to derive linear weights for the models (Eq. 4). From this, we arrived at an estimate of weights (␤* obs ) for each cortical feature predicting acoustic features. We then reduced the dimensionality of the cortical features (⌿) by comparing the model weights between the observed and randomized datasets to identify cortical features (i.e., PC projections) with weights that were different between the two conditions. Specifically, cortical features (⌿ j ) were retained if the weight magnitudes (͉␤ j * obs ͉) was greater than the mean ϩ 1 SD of the distribution of weight magnitudes derived from the randomization procedure (͉␤ j * rnd ͉). Finally, we retrained decoders on the training data based only on this reduced set of cortical features to arrive at optimal weights (␤* reg ) and determined decoding performance (R reg 2 ) on test data not used in training. This "regularization" resulted in improved decoding performance (up to ϳ10%) on test data. The choice of threshold (mean ϩ 1 SD of the null distribution) was chosen by visual examination of the weight distributions. An optimization of this threshold may have resulted in better model performance; however, because the chosen threshold resulted in good decoding performance, this optimization was not performed to reduce computational run-time.
The decoding performance for each block and decoding condition was taken as the mean of R reg 2 values across bootstrap test samples. This quantifies the expected value of predictive decoding performance across randomly selected training and test samples. The scatter plots shown later in Figures 3a and 4a were constructed by taking the expected predicted formant values for a given data point from all validation sets that contained that data point (i.e., the average predicted value across different cross-validation randomizations).
We confirmed that the expected value of R 2 under the null hypothesis for our data and procedure was 0 by examining the distributions of R rnd 2 . As described above, to derive null distributions of weights (␤* rnd ) and model performance (R rnd 2 ), we randomly permuted (200 times) each vowel feature independently relative to H␥ on a trial-by-trial basis, and used an 80/20 cross-validation procedure to derive model weights from training data and model performance on test data. Across all blocks, times, and conditions, R rnd 2 had a median very close to 0 (median Ͻ0.001 for all). We note that, as there are more cortical features in the model used to derive R rnd 2 than R reg 2 , comparing R reg 2 to R rnd 2 is a conservative approach for statistical testing. Therefore, we gauged the significance of the across-block distributions of R reg 2 for each feature and time window by performing t tests against the null hypothesis of 0. The conclusions of significance were insensitive to different statistical tests.
Analysis of perseverative coarticulation of vowel acoustics. We used a linear model to account for the coarticulation effect of the preceding consonant on the formants of vowels. In agreement with previous studies, we observed that perseverative coarticulation was determined in part by which one of three major oral articulators (lips, coronal tongue, and dorsal tongue) is required for production of the preceding consonant. Therefore, we modeled the effect of perseverative coarticulation for all of the acoustic features of each vowel with a linear model based on a 3 ϫ 1 binary vector indicating which articulator was engaged by the preceding consonant:
This model was fit separately for each vowel, feature, and time during the vowel; performance was quantified by Equation 1:
We used a randomization procedure to gauge the expected R 2 values under the null hypothesis. Specifically, we randomly permuted (200 times) each vowel feature independently relative to the articulator vector (A(s)) on a trial-by-trial basis, and used an 80/20 cross-validation procedure to derive null model weights from training data and null model performance on test data.
We removed the linear effects of perseverative coarticulation by calculating the residual formant features:
Hence, F i res (s) is the best estimate of the formant features unaffected by (the linear effect of) perseverative coarticulation. Linear decoders to predict F i res (s) from the cortical features (⌿) were trained and tested as described above.
Dimensionality reduction. The objective of our dimensionality reduction was to derive a "cortical state-space" to investigate the organization of the vSMC network associated with different consonant-vowel syllables through time. In particular, we wanted to test two related, but not redundant, hypotheses: (1) the identity of adjacent phonemes imparts structure to the state-space representation of activity generating individual phonemes, and (2) that the relative location of single-trial trajectories during one phoneme decays smoothly and overlaps in time with statespace representations of other phonemes. We used specific CV contrasts for this analysis. The state-spaces for specific syllable contrasts designed to test the above hypothesis were derived independently. For the examination of perseverative coarticulation, we contrasted consonants with differing major oral articulators but with the same constriction degree
transitioning to the different cardinal vowels (e.g., /bu/ vs /du/ vs /gu/). Analogously, for anticipatory coarticulation, we contrasted the different cardinal vowels following each of the consonants (e.g., /ga/ vs /gi/ vs /gu/). Across the three subjects examined here, this resulted in a total of N ϭ 162 syllable contrasts for anticipatory coarticulation and N ϭ 78 syllable contrasts for perseverative coarticulation.
Specifically, then, the goal of our dimensionality reduction scheme was to find a low-dimensional space derived from single-trial cortical activity that maximized the separability of specific CV contrasts through time. To this end, we devised a two-step dimensionality reduction scheme, in which Gaussian process factor analysis (GPFA; Yu et al., 2009) was followed by linear discriminant analysis (LDA). This approach is similar to that used in previous studies of population neural activity aiming to identify specific axes in state-space (Briggman and Kristan, 2006; Mante et al., 2013) . Following dimensionality reduction, we re- moved DC offsets and differences in scaling across time by z-scoring the single-trial distribution of state-space locations across CV contrasts locally at each point in time. This allowed us to examine the temporal profile with which the relative state-space locations at a given time point were correlated with the relative locations at other times. The local z-scoring procedure, which is a simple translation and scaling, did not change the qualitative structure of the data, but made the quantification of the conservation of relative state-space locations across time more straightforward.
GPFA is an unsupervised dimensionality reduction algorithm designed to simultaneously perform temporal smoothing (under the assumption of Gaussian process dynamics) and dimensionality reduction (with the factor analysis model). First, because GPFA assumes nonnegative values, we added the across-time minimum to the z-scored high-gamma activity for each electrode and trial. Data from all blocks within a participant were combined for this analysis. GPFA was then performed on activity across electrodes and time for specific CV contrasts. Across all CV contrasts, optimal smoothing had a SD of 25 ms and we kept the first 10 latent dimensions for further analysis (G 10 ). We retained the first 10 latent dimensions from the initial round of dimensionality reduction from GPFA. We chose to keep the first 10 dimensions because this occurred at the approximate "elbow" of the percentage variance accounted for curve and cumulatively accounted for ϳ65% of the variance, and visual examination of the projection time courses confirmed that the lower dimensions contained little structure. The projection of the neural data into these 10 latent dimensions was then subjected to LDA, with three classes.
We observed that the different CV contrasts examined were separable across several latent dimensions from GPFA, and so we applied LDA at consonant and vowel time points, using contrasting phonemes as class identifiers. LDA is a supervised dimensionality reduction algorithm that finds the projection that maximizes the linear discriminability of the (user-defined) clusters. LDA can be thought of as a discrete version of the general linear model decoders we used in the decoding results. Multiclass LDA was performed on the GPFA representation (G 10 ) by computing the matrix L* ϭ L⌺ Ϫ1/2 , where L and ⌺ are the class centroids and common within-class covariance matrices, respectively. Classes were determined by the specific phoneme contrasts examined. We then took the singular-value decomposition of the covariance matrix of L*, and projected G 9 into the nine dimensions of the corresponding eigenspace (LDA necessarily results in an n-1 dimensional space). As shown later in Figure 9a , we choose the first latent dimension from LDA because, by definition, it is the dimension for which the contrasting phonemes are most separable. We used the first two latent dimensions from LDA (L 2 ) for the final state-space. The first two LDA dimensions (L 2 ) were used because we had three categories for each contrast (three vowels for each consonant in the anticipatory coarticulation analysis and three consonants for perseverative coarticulation). Mathematically, an n-1 dimensional space is sufficient to linearly separate n categories. We therefore performed our quantification in L 2 . Quantification of state-space organization. The main thrust of our arguments regarding context dependence in the dynamic state-space organization was that the identity of surrounding phoneme contrasts imparted structure to the state-space during the production of individual phonemes, and that the trajectories for an individual phoneme were biased toward the state-space location for surrounding phonemes. We reasoned that these phenomena would be evidenced as some degree of "clustering" of single-trial state-space trajectories during individual phonemes according to surrounding phoneme contrasts, and an autocorrelation of single-trial state-space trajectories across syllable contrasts that extended through the times for adjacent phoneme segments. Therefore, the goal of our analysis of state-space structure was to derive metrics that quantified these phenomena.
First, we examined the time course of cross-trial phoneme separability (Bouchard et al., 2013) of different consonants and vowels transitioning to/from individual phonemes. This quantifies the difference in the average distance between phonemes and the average distance within a phoneme, so that larger values correspond to tighter distributions within a phoneme and larger distances between phonemes. This measures the degree to which phoneme contrasts imparted categorical structure as a function of time. The empirical null distribution for this metric was found by randomly permuting trial identity 200 times. This distribution was tightly centered on 0, as expected.
Second, we examined the time course with which the exact relative locations of single-trial trajectories during consonants and vowels were correlated while transitioning to a single adjacent phoneme. Here, we averaged the state-space trajectories for single trials over a 25 ms window centered on the times of average peak cluster separability for consonants (Tc) and vowels (Tv). This served as the estimate of state-space region in L 2 for particular consonant (L 2 Tc ) and vowel (L 2 Tv ) contrasts. The vector of these values across trials associated with the syllable contrasts described above was then correlated through time using Equation 1 (e.g.,
Tc (t Ϫ )); i.e., the state-space autocorrelation function. The empirical null distribution for this metric was found by randomly permuting trial identity across contrasts 200 times. The null distribution was tightly centered on 0, as expected.
Additionally we examined the organization of state-space dynamics by calculating correlation coefficients as described above after randomizing within and across syllables in a given contrast. To examine the time course of single-trial autocorrelations resulting purely from being part of a specific consonant-vowel syllable, we randomized trials (200 times) strictly within a given consonant-vowel syllable, and calculated the statespace autocorrelation function as described above. To examine the time course of correlations between the state-space location for a consonant and the other consonants, and for a given vowel with the other vowels, we randomized trials strictly across the syllables for a given contrast. The correlation for a contrast was taken as the average across randomizations.
Statistical testing. Time points with statistically significant differences in H␥ across vowel comparisons in Figure 1 (e.g., in Fig. 1i ) were those in which any of three rank-sum tests on pairwise comparisons resulted in a p-value of Ͻ10
Ϫ3 . Statistical significance of the across-block distribution of model performance (R 2 , Figs. 3, 4; 8; see Figs. 5, 7) was performed against the null hypothesis of 0 with t tests (see Cross-validation and regularization procedure). Comparisons between distributions of different R 2 distributions (Fig. 4, 8) were performed with the Wilcoxon signed rank test. Statistical significance of phoneme separability (see Fig. 9c ) was determined with t tests against the expected value of 0 under the null hypothesis (see Quantification of state-space organization). Unless stated otherwise, the results of statistical tests were deemed significant if the Bonferroni-corrected probability of incorrectly rejecting the null hypothesis was Ͻ0.05.
Results
Intracranial cortical recordings from language dominant hemispheres were synchronized with microphone recordings as participants read aloud consonant-vowel syllables (CVs) commonly used in American English (19 consonants followed by either /a/, /u/, or /i/; Bouchard et al., 2013) . This task was designed to sample across a broad range of phonetic features for both consonants and vowels (Jakobson et al., 1951; Chomsky and Halle, 1968) . In particular, /a/, /i/, and /u/ are considered "cardinal" vowels, because they span the articulatory and acoustic space of all vowels, and are the most conserved in the languages of the world (Jakobson et al., 1951; Maddieson and Disner, 1984; Hillenbrand et al., 1995; Ladefoged and Johnson, 2011) . The cardinal vowels were chosen to examine key questions about covariation between cortical activity and vowel production in the context of simple consonant-vowel syllables, not the general encoding/decoding of all vowels.
Single-utterance acoustics of vowels and cortical activity
We focused on determining the role of the ventral sensory-motor cortex (vSMC) in vowel production. vSMC is anatomically defined as the ventral portions of the precentral and postcentral gyri, as well as the gyral formation at the ventral termination of the central sulcus that connects the two, known as the subcentral gyrus (Bouchard et al., 2013) . To better understand the relationship between vSMC activity and speech production, we examined the magnitude and dynamics with which the acoustic parameters of cardinal vowels covaried with cortical activity on a singleutterance basis. We extracted the fundamental frequency (F 0 ) and the first four vowel formants (F 1 -F 4 ) as a function of time (see Materials and Methods), and calculated feature ratios. The bottom row of Figure 1a plots single-trial feature traces versus time (individual black lines) from Ͼ100 syllables containing -/a/, -/i/, and -/u/ from a male participant during one recording session. Here, acoustic features are aligned to the acoustic onset of the consonant-to-vowel transition (t ϭ 0). Vowel acoustics have an extended duration and reach an acoustic steady state, allowing for accurate measurement. The fundamental frequency (F 0 ) is determined by the vibration frequency of the glottis, whereas the formants F 1 and F 2 and ratios F 1 /F 0 and F 2 /F 1 are directly related to the physical shape of the vocal tract, which is itself determined by the configuration of the tongue, lips, and jaw (Ladefoged and Johnson, 2011) . Specifically, the production of /a/ is accomplished by depressing the tongue toward the bottom of the mouth (Fig. 1a, top left) ; production of /i/ is accomplished by raising the front of the tongue toward the soft palate and is optionally accompanied by narrowing of space between the lips (Fig. 1a, top  center) ; production of /u/ is accomplished by raising the back of the tongue toward the soft palate and protruding/rounding the lips (to lengthen the vocal tract; Fig. 1a , top right; (Ladefoged and Johnson, 2011) . These different vocal tract configurations give rise to formant structures for /a/, /i/, and /u/ that are quite distinct (Fig. 1a) and can be visualized by extracting the formant values from the midpoint (average of middle one-fifth) of each vowel utterance (Fig. 1b) . Across utterances, variability in the acoustics was observed with multiple productions of the different vowels (Fig. 1a,b) , although the means for each feature were generally stable across utterances of a vowel within a recording session.
We recorded neural activity from 80 -90 electrodes located directly on the surface of vSMC ( Fig. 1c ; Bouchard et al., 2013) . We focused on the high-gamma frequency component of cortical field potentials (70 -150 Hz), which correlates well with multiunit firing rates (Crone et al., 1998; Edwards et al., 2010; Ray and Maunsell, 2011; Bouchard et al., 2013) . For each electrode, we normalized the time-varying high-gamma amplitude to baseline statistics by transforming to z-scores. These direct cortical recordings yielded robust high-gamma activity that differed between the cardinal vowels on single trials. In Figure 1 , d-i, we present single-trial high-gamma activity recorded from an electrode in the area primarily associated with the lips (e124) and two electrodes in an area primarily associated with the tongue (e119 and e135) during the production of /ja/, /ji/, and /ju/ (/j/ is the American English sound "y"), and the corresponding averages (here, data were temporally aligned to the acoustic onset of the consonant-to-vowel transition). We found that electrode 124 was selectively active during /u/, the production of which involves lip rounding ( Fig.  1d,e ; yellow dots demarcate times with p Ͻ 10 Ϫ3 from rank-sum tests between vowels). In contrast, although both electrode 119 and electrode 135 are active during all three cardinal vowels, the relative magnitude of activity differentiates one of the vowels from the others. For example, the activity of electrode 119 (Fig.  1f,g ) differed significantly between the vowels at various times, whereas activity of electrode 135 (Fig. 1h,i ) is consistently greater for /i/ and /u/ (both "high-tongue" vowels) than for /a/ (a "lowtongue" vowel), suggesting that e135 is involved in raising the tongue. Together, these examples illustrate that the activity of individual electrodes differentially contributes to vowel production, and emphasize that the vowels are produced by the pattern of activation across multiple cortical sites.
Neural decoding of across-vowel acoustics
To quantify how well vowel formant features could be predicted from the population of recorded vSMC activity, we used crossvalidation to train and evaluate regularized linear decoders. The cortical features used for decoding were spatial principal components derived independently at each point in time (see Materials and Methods). We found that such decoders were able to predict single-trial acoustics with high accuracy. In Figure 3a , we plot the F 2 /F 1 ratio predicted by the decoder versus the actual values for one participant. The predicted values are in good agreement with the actual values; for this participant, 81% of the variability in F 2 /F 1 across the cardinal vowels could be accurately predicted from the vSMC population neural activity. Also note that the best-fit lines of predicted versus actual F 2 /F 1 within vowels had very shallow slopes ( Fig. 3a; light gray, red, and black dashed lines correspond to regression within /i/, /u/, and /a/, respectively). This suggests that decoders trained to predict across-vowel acoustic variability do a poor job at predicting within-vowel variability.
We examined the time course of decoding performance by training separate decoders on cortical data at different lag times relative to the measured acoustics (Fig. 3b) . At each point in time preceding the onset of acoustic measurement (acoustic measurements were taken as the mean values from the central one-fifth of each vowel utterance; onset of the central one-fifth is denoted here as t ϭ 0), we quantified decoding performance by calculating the percentage of acoustic variance (R 2 ) predicted by the optimal decoder for that time. We restricted our decoding analysis to the time before the onset of acoustic measurement to focus on vSMC cortical activity preceding the acoustics. The red trace in Figure 3b summarizes decoding accuracy for F 2 /F 1 (mean Ϯ SE; N ϭ 24 recordings sessions from three participants) as a function of the lag time in cortical data relative to the measured acoustics (t ϭ 0). The decoding time course revealed three epochs, with highest decoding during vowel times (i.e., the time when vowel features are represented; t ϭ 0:Ϫ280, yellow marks along x-axis), high decoding performance during consonant times (i.e., when consonant features are represented; t ϭ Ϫ290: Ϫ500, light orange marks), and a sharp drop in decoding performance during prevocal times (t ϭ Ϫ510: Ϫ650, dark orange marks; Bouchard et al., 2013) . Note that the very early significant decoding performance may in part reflect the self-paced, listreading nature of the task. Together, these results demonstrate that the acoustics of cardinal vowels can be predicted with high accuracy from the population of vSMC activity, and highaccuracy decoding extends into consonant times. Different acoustic features have very different within-vowel versus across-vowel statistics. For example, F 2 /F 1 was an acoustic feature which discriminated /a/, /i/, and /u/ from one another and was also among the most variable within individual vowels. Therefore, we examined how decoding performance varied as a function of vowel discriminability. For example, we found that the third formant (F 3 ; Fig. 3b , black trace) had smaller withinvowel variability but reduced cross-vowel discriminability relative to F 2 /F 1 . F 3 was decoded with less accuracy across all times, although the temporal structure of decoding performance was similar to that of F 2 /F 1 . In contrast, fundamental frequency (F 0 ) varies little across vowels and within vowels, and had significantly reduced decoding performance across all times (although still greater than chance). Across features, we found that during peak vowel decoding times (t ϭ Ϫ80: Ϫ180 ms; Fig. 3b, shaded gray) , predictive performance varied widely across acoustic features (R 2 range: [0.15 0.80]). In Figure 3c we plot the average decoding performance for each acoustic feature as a function of how discriminable the vowels are based on that feature (quantified with the discriminability metric dЈ, N ϭ 24 blocks; dashed line is from linear regression). We found that decoding performance of vowel features was well predicted by the discriminability of the feature, with 93% of the decoding performance across features being explained by vowel discriminability. In particular, ϳ75% of the variance of those features associated with F 1 could be decoded from vSMC activity. From an articulatory standpoint, modulations of F 1 are related to both the height of the tongue in the mouth and the area between the lips (Ladefoged and Johnson, 2011) .
Neural decoding of within-vowel acoustics
We found that decoders trained to predict the across-vowel variability did a poor job at predicting within-vowel variability (Fig.  3a) . For each acoustic feature, the within-vowel variability describes the single-utterance deviations from the mean of each vowel. Therefore, unlike the across-vowel variability, which must be used to acoustically discriminate one vowel from the others, the within-vowel variability is often considered "noise" that interferes with vowel identification (Perkell and Nelson, 1985; Hillenbrand et al., 1995) . For speech production, the observed poor performance of cross-vowel decoders to predict withinvowel variability raises the question: is the within-vowel variability related to variability in vSMC during individual vowels, or is it due to peripheral noise (e.g., noisy transmission at the neuromuscular junction) or to variability that arises in the nervous system independently of vSMC (e.g., the cerebellum)? If the vSMC activity generating a vowel is invariant (i.e., categorical), there should be no relationship between the within-vowel acoustic variations and the utterance-by-utterance fluctuations in cortical activity, and so decoding performance during the vowel epoch should be at chance levels (i.e., R 2 ϳ 0). We trained different decoders for each vowel and acoustic feature separately and found that even the within-vowel variability can be predicted from vSMC activity, albeit to a lesser extent than the across-vowel acoustics. For example, Figure 4a plots the predicted values of F 2 /F 1 versus the actual values for the same data in Figure 3a , and shows that within-vowel regression lines (dashed light-gray, red, and black lines for /i/, /u/, and /a/, respectively) had slopes near unity (yellow dashed line). Across acoustic features, within-vowel decoders (red, mean Ϯ SE; N ϭ 24) for /u/ (Fig. 4b) , /a/ (Fig. 4c) , and /i/ (Fig. 4d) predicted significantly larger amounts of acoustic variability than expected by chance ( p Ͻ 10 Ϫ10 for all, t test). Within-vowel decoders also outperformed the across-vowel decoders (black; mean Ϯ SE; N ϭ 24; p Ͻ 10 Ϫ10 for all, Wilcoxon sign-rank test), which were near chance levels for most features. Across the cardinal vowels, we found that decoding performance was generally largest for /u/ and smallest for /i/. This could reflect the highly configurable nature of articulations involved in /u/, and the reduced articulatory control involved in /i/, which could result in increased controlled variability for /u/ relative to /i/ (Fujimura and Kakita, 1975; Ladefoged and Johnson, 2011) . We found that within the cardinal vowels, some features were more accurately decoded than others. In particular, the features associated with F 2 were much more accurately predicted than other features within the vowel /u/, whereas the differentiation of decoding performance across features was less pronounced for /a/ and /i/ (Fig. 4b-d) . As with F 1 , F 2 is also tightly associated with the position of the articulators in the vocal tract. Interestingly, previous linguistic studies have observed that F 2 is also the acoustic feature that is most heavily influenced by surrounding phonemes (Hardcastle and Hewlett, 2006) .
Comparison of structure of different decoders
To gain further insight into our decoding models and, thus, the spatial organization of cortical activity, we compared decoders trained to predict different subsets of the data that emphasize different sources of variability in the behavior. We measured the correlation coefficient between the vectors of optimal decoding weights from the time of peak decoding performance. Strong correlations could indicate relationships between the cortical features used to decode different data subsets and, therefore, that similar cortical features were tied to different sources of variability in the acoustics. Conversely, low correlations would indicate that different cortical features are associated with different acoustic features. Note that there are some intrinsic correlations between several of the acoustic features (e.g., F 1 and F 1 /F 0 , F 2 /F 1 , etc.).
The plots in Figure 5a display average correlation coefficient (averaged across N ϭ 24 blocks) between the optimal decoding weights during the times of peak cross-vowel decoding (t ϭ Ϫ180: Ϫ80). Asterisks denote significant correlations at p Ͻ 10 Ϫ4 . Generally speaking, there is little correlation between decoders trained on different formant features. The pattern of significant correlations between the decoders largely reflects the correlations in the features themselves (e.g., F 2 decoders are correlated with F 2 /F 1 decoders). We additionally compared the structure of decoders trained on vowel subsets (i.e., across all vowels or within a particular vowel) for a given acoustic feature (Fig. 5b) . This analysis revealed that correlations between decoders trained on the same acoustic features across different vowel comparisons were generally very low (no significant correlations at p Ͻ 10 Ϫ3 ). However, a few exceptions are noteworthy: (1) across all vowel set comparisons, correlations were modest for F 0 and F 4 ; (2) modest correlations were observed for F 2 and F 3 /F 2 between the across-vowel decoder and the /u/ decoder; and (3) modest correlations were observed for F 3 between the acrossvowel decoder and the /a/ decoder. Across features, the pattern of correlations between the cross-vowel decoders and the singlevowel decoders reflects the degree to which the cross-vowel decoder predicted single-vowel acoustics (Fig. 4b-d) . Together, these results demonstrate that the weightings of cortical features underlying subtle acoustic variability within a vowel are generally different across the cardinal vowels tested here. This finding is in line with the distinctiveness of articulations involved in their production (Ladefoged and Johnson, 2011) and could reflect precisely tuned control for different cardinal vowels (Todorov and Jordan, 2002) . Note that because cortical features correspond to spatial patterns of activity across electrodes, this observation does not imply distinct electrodes for acoustic different features (Bouchard et al., 2013) .
Coarticulation in vowel acoustics and vSMC activity
During natural speech, vowels are rarely produced in isolation, but are instead produced in the context of sequences of other phonemes. Previous linguistic studies have shown that vowel formants can differ depending on which articulator is engaged in the production of preceding consonants (Kozhevnikov and Chistovich, 1965; Bell-Berti and Harris, 1975; Hardcastle and Hewlett, 2006) . We therefore looked for evidence of perseveratory (i.e., carryover) coarticulation in the vowel formants and corresponding vSMC activity. In Figure 6a , we plot the single-trial F 2 /F 1 traces from one recording session (same as in Fig. 1a,b) for /u/, /a/, and /i/, with each trace colored according to the major articulator of the preceding consonant [red: labials (e.g., /b/, /p/); green: dorsal tongue (e.g., /g/, /k/); blue: coronal tongue (e.g., /d/, /t/)]. This revealed clear evidence of perseveratory coarticulation in the vowel acoustics attributable to the articulators used by preceding consonants, especially for /u/. For example, F 2 /F 1 for /u/ is higher than average when preceded by dorsal tongue consonants, and lower than average when preceded by labial consonants. At each moment in time during the vowel, we estimated the magnitude of perseveratory coarticulation by determining how much of the variability in formant features could be explained by an optimal linear weighting of the major articulator engaged by the preceding consonants (e.g., lips, coronal tongue, dorsal tongue, Fig. 6b ).
Across /u/, /a/, and /i/, this analysis revealed that the ability to predict acoustic variability in vowels based on the articulator of the preceding consonant peaked 75-125 ms after the consonantto-vowel transition. During the central one-fifth of each vowel (Fig. 6b, gray shaded region) , we found that the perseveratory coarticulation effect on F 2 /F 1 was large for /u/ (ϳ38%), modest for /a/ (ϳ12%), and minimal for /i/ (ϳ6%). Across vowels and acoustic features, we found a large range of perseveratory coarticulation magnitudes: 3-40% for /u/, 3-17% for /a/, and 3-9% for /i/ ( Fig. 6c; chance is ϳ2%) . The observed pattern of perseveratory coarticulation in the produced vowel acoustics (Fig. 6c) qualitatively resembles the pattern of within-vowel decoding performance across features and vowels (Fig. 4b-d) . This suggests that a portion of the explained acoustic variability may be due to a systematic relationship between cortical activity and perseveratory coarticulation in vowel acoustics.
We observed qualitative evidence of perseveratory coarticulation in the vSMC activity by visually comparing the high-gamma activity during the production of /a/, /i/, and /u/ when preceded by the consonants /b/ (Fig. 7a) , /d/ (Fig. 7b) , and /g/ (Fig. 7c) . The stop-plosive consonants /b/, /d/, and /g/ are produced by the formation and release of complete occlusion of the vocal tract by the lips, coronal tongue, and dorsal tongue, respectively. The plots in Figure 7a -c show the average high-gamma activity of four electrodes distributed along the dorsal-ventral axis of vSMC (burgundy-to-black with increasing distance from the sylvian fissure). Examination of cortical activity during the production of the vowels revealed qualitative differences across electrodes reflecting a preceding articulator engagement. For example, during /u/ (yellow arrows), electrodes in an area primarily associated with the tongue (bright red and gray traces) were more active when preceded by /d/ relative to /b/ and /g/. Analogously, we can examine whether the cortical activity generating consonants de- pends on the upcoming vowel. During /b/ (Fig. 7a , orange arrows), the electrodes in an area primarily associated with the tongue (bright red and gray traces) are more active when the upcoming vowel is /i/ compared with /a/ and /u/. Furthermore, an electrode in an area primarily associated with the lips is more active during /d/ when the upcoming vowel is /u/ relative to /a/ and /i/ (Fig. 7b, orange arrows) . This last example may reflect anticipatory lip rounding for the vowel /u/ during the lip-neutral consonant /d/ (Daniloff and Moll, 1968; Noiray et al., 2011) . Interestingly, we did not observe activity of these electrodes during the lip-neutral /g/. This lack of activity may reflect coarticulatory strategies specific to this individual that deviate from models that attempt to generalize across all speakers (Hardcastle and Hewlett, 2006) . Together, these results suggest that the multielectrode patterns of vSMC activity generating individual phonemes can depend on both the preceding and following phonemic context.
A cortical source for coarticulation
We next quantitatively determined whether the preceding consonant affects the cortical activity generating an individual vowel. We reasoned that if the effects of perseveratory coarticulation observed in vowel formants are mediated purely by the passive dynamical properties (i.e., inertia) of the vocal tract, then these contextual variations in acoustics would not covary with vSMC activity. This premise predicts that removing the effects of perseveratory coarticulation on formant features would increase decoding performance by "de-noising" the acoustics. Conversely, if the vSMC activity for vowels depends on the preceding consonant, then removing perseveratory coarticulatory effects from the acoustics should reduce decoding performance during vowel times by removing a controlled source of variation. Additionally, significant decoding performance during vowel times that persists after accounting for the acoustic consequences of the preceding consonant would imply that the ability to decode within-vowel fluctuations is not purely due to coarticulatory effects. We therefore compared the performance between decoders trained on original acoustic feature values and decoders trained on residual acoustic feature values after removing the effects of perseveratory coarticulation (i.e., the residuals from the linear model described in Fig. 6 ).
In Figure 8a , we plot the time course of within-vowel (/u/, top; /a/, upper middle; /i/, lower middle) R 2 values for decoders trained to predict the original F 2 /F 1 values (black), and for decoders trained to predict the residual F 2 /F 1 values after subtracting the (linear) effects of the preceding consonant articulator (red). The average decoding performance for all features during the vowel phase ( Fig. 8b ; Tv, yellow shaded regions in Fig. 8a ) and during the consonant phase ( Fig. 8c ; Tc, orange shaded regions in Fig. 8a ) are also plotted. Focusing on /u/ (Fig. 8a-c, top row) , for which perseveratory coarticulation was largest, during the consonant phase (Fig. 8a , Tc, orange shading), removing the effect of preceding articulators on acoustic features resulted in significant reduction in decoding performance for features associated with F 2 [Fig. 8c , *p Ͻ 10 Ϫ3 , Wilcoxon's sign-rank test (WSRT)], as expected methodologically. Crucially, decoding performance was also significantly reduced during the vowel phase ( Fig. 8a ; Tv, yellow shading) for features associated with F 2 and F 3 (Fig. 8b , *p Ͻ 10 Ϫ3 , WSRT). Qualitatively similar results were observed for /a/ (Fig. 8a-c) , although with greatly reduced magnitude, whereas no significant effects were found for /i/ (Fig. 8a-c) . Across vowels and features, decoding performance changes resulting from removal of perseveratory coarticulation were largest for features that were most coarticulated (e.g., F 2 for /u/ and /a/), and smaller for those that were less coarticulated (e.g., F 0 ). This finding emphasizes that the ability to decode within-vowel feature variability was influenced by the degree to which that feature was coarticulated. These analyses demonstrate that the activity generating a vowel can depend on the preceding consonant.
We found that removing the effects of perseveratory coarticulation equalized decoding performance across features and across vowels, although small differences remained (e.g., F 2 vs F 4 for /u/ during vowel times). Nonetheless, we found that a modest, but significant amount of residual within-vowel acoustic variability (9 -15%) could be accurately predicted from vSMC activity (distributions of cross-validated R 2 were all significantly Ͼ0). This implies that, after controlling for coarticulation, some of the variability within the production of a vowel has a source in vSMC. However, it is important to keep in mind that our method for quantifying and removing coarticulation is based on a linear model, which likely does not completely remove all such effects.
The high-decoding performance of across-vowel formant features observed during consonant times is strongly suggestive of anticipatory coarticulation in vSMC activity. However, the early decoding performance could reflect perseveratory coarticulation, as observed for within-vowel decoders above (Fig. 8c) . We reasoned that if vSMC activity during consonant times depends on the identity of upcoming vowels, then removing perseveratory coarticulation from the acoustics should minimally affect cross-vowel decoding performance during consonant times. In the bottom row of Figure 8a -c, we compare the acrossvowel R 2 values for decoders trained on acoustic features (black) and decoders trained on residual acoustic features after removing perseveratory coarticulation (red). We found that removing the effects of perseveratory coarticulation on vowel acoustic features minimally affected across-vowel decoding performance during vowel times (Fig. 8a , Tv, yellow shading; Fig. 8b ) and consonant times (Fig. 8a , Tv, orange shading; Fig. 8c ). However, across-vowel decoding of the residuals of F 2 -associated features resulted in subtle, but consistent (and therefore statistically significant), increases in decoding performance across vowels (Fig. 8b,c , bottom, *p Ͻ 10 Ϫ3 , WSRT). F 2 is tightly associated with the position of the articulators in the vocal tract (Ladefoged and Johnson, 2011 ). These analyses demonstrate that the cortical activity generating consonants can be highly influenced by the upcoming vowel.
Anticipatory and perseveratory dynamics across the vSMC network
The decoding results described above, which used data analysis methods that were methodology that was local in time, demonstrates that there is structure in the vSMC network during consonants and vowels that depends on the upcoming/preceding phoneme. However, because of the temporal locality, the network dynamics generating consonant-vowel syllables cannot be uniquely determined from this analysis. Indeed, the observed time courses of decoding performance are consistent with several different dynamic network organizations. To gain insight into network dynamics, we used a combination of unsupervised (GPFA of single-utterance cortical activity) and supervised (LDA projection for specific syllable contrasts) dimensionality reduction techniques (see Materials and Methods) to find a lowdimensional cortical state-space corresponding to spatial activity patterns across the vSMC network (Briggman et al., 2005; Mazor and Laurent, 2005; Afshar et al., 2011; Bouchard et al., 2013; Mante et al., 2013; . We examined how surrounding phonemes affect network trajectories for individual phonemes to gain a more mechanistic understanding into coarticulation using specific syllable contrasts (see Materials and Methods).
To understand how the network dynamics for consonants were affected by the identity of the upcoming vowel, we first examined trajectories of individual consonants transitioning to the vowels /a/, /i/, and /u/. Figure 9a displays the average (mean Ϯ SE) trajectories derived from single-trial vSMC network activity associated with /ga/ (red), /gi/ (gray), and /gu/ (black). We observed clear separability of the state-space trajectories reflecting the upcoming vowel identity during the latter portion of the /g/- Figure 8 . A cortical source for coarticulation. a, Time courses of decoding performance (% Explained Variance, mean Ϯ SE) for raw log(F 2 /F 1 ; black) and residual log(F 2 /F 1 ; red) after removing the effects of perseverative coarticulation that occurs because of the articulator engaged by the preceding consonant. Colored tick marks on the ordinate correspond to distinct temporal epochs in the structure of the underlying cortical data. Colored shaded region corresponds to time points at which decoding performance was calculated for vowel times (Tv, yellow) and consonant times (Tc, light orange). Time point 0 corresponds to the beginning of the acoustic measurement window. b, Decoding performance (mean Ϯ SE) during vowel times (Tv) for raw formant features (black) and the feature residuals after removing the effects of perseveratory coarticulation (red). *p Ͻ 10 Ϫ3 between decoding performance of raw formants and residual formants, Wilcoxon signed-rank test, N ϭ 24. c, Decoding performance (mean Ϯ SE) during consonant times (Tc) for raw formant features (black) and the feature residuals after removing the effects of perseveratory coarticulation (red). *p Ͻ 10 Ϫ3 between decoding performance of raw formants and residual formants, Wilcoxon signed-rank test, N ϭ 24.
consonant phase (orange box) as well as earlier times. Furthermore, the relative positions of trajectories during different vowels are preserved through the transition from the preceding consonant. That is, the state-space trajectories through the /g/ "subspace" are biased toward the statespace location of the upcoming vowel. Analogously, to understand how the network dynamics for individual vowels depends on the preceding consonant, we examined trajectories of labial, coronal tongue, and dorsal tongue consonants transitioning to /a/, /i/, or /u/. Figure 9b displays average trajectories derived from single-trial cortical activity associated with /bu/ (red), /du/ (gray), and /gu/ (black). During the early vowel time (Tv, yellow box), there is clear separability of state-space trajectories according to the preceding consonant identity, and the relative positions during consonants is preserved through the transition to the upcoming vowel. Across the three subjects examined here, we had a total of N ϭ 162 syllable contrasts for anticipatory coarticulation and N ϭ 78 syllable contrasts for perseverative coarticulation (including, but not limited to, the examples above; see Materials and Methods). The main thrust of our arguments regarding context dependence in the dynamic state-space organization was that the identity of surrounding phoneme contrasts imparted structure to the state-space during the production of individual phonemes, and that the trajectories for an individual phoneme were biased toward the state-space location for surrounding phonemes. The first two LDA dimensions were used because we had three categories for each contrast (three vowels for each consonant in the anticipatory coarticulation analysis and three consonants for perseverative coarticulation).
We quantified the dynamic organization of the vSMC statespace using two complementary metrics. First, we examined the time course of cross-trial phoneme separability (see Materials and Methods) for individual labial, coronal tongue, and dorsal tongue consonants transitioning to a single vowel (e.g., [/bu/ /du/ /gu/]; Fig. 9c , black, mean Ϯ SE, N ϭ 78 syllable contrasts), as well the vowels /a/, /i/, and /u/ when transitioning from individual consonants (e.g., [/ga/ /gi/ /gu/]; Fig. 9c , red, mean Ϯ SE, N ϭ 162 syllable contrasts). This metric quantifies the difference between within-phoneme distances and across-phoneme distances in the cortical state-space for a given contrast, with larger values corresponding to more separable state-space trajectories for an individual phoneme. This analysis showed that the identity of adjacent phonemes imparts significant structure during both the peak consonant times (separability Ͼ 0, p Ͻ 10 Ϫ5 , N ϭ 162, t test) and peak vowel times ( p Ͻ 10 Ϫ7 , N ϭ 78, t test). Furthermore, significant separability for consonants and vowels extended across multiple production epochs (Fig. 9c , ***p Ͻ 10 Ϫ5 , **p Ͻ 0.01, *p Ͻ 0.05, t test). This demonstrates that the vSMC network organization for a given phoneme can be structured by the identity of upcoming phonemes (anticipatory coarticulation) and preceding phonemes (perseveratory coarticulation).
We further examined how single-trial state-space locations associated with different consonants/vowels persisted through the transition to/from a single adjacent phoneme. We autocorrelated the vector of single-trial state-space locations for different phoneme contrasts transitioning to/from an adjacent phoneme at different lag times. For example, the vector for consonants could correspond to the location of all single-trial trajectories associated with /bu/, /du/, and /gu/ for a given participant. This analysis tests for systematic biases of single-trial state-space trajectories during a phoneme that reflect the state-space location of adjacent phonemes. The black trace in Figure 9d shows the average state-space autocorrelation function derived from single-trial trajectories centered in consonant times (average state across five time points, centered at black triangle) for labial, coronal tongue, and dorsal tongue consonants transitioning to individual vowels (mean Ϯ SE, N ϭ 78, Fig. 9b) . Likewise, the red trace in Figure 9d is the average state-space autocorrelation function derived from single-trial trajectories centered in vowel times (average state determined at red triangle) for /a/, /i/, and /u/ transitioning from individual consonants (mean Ϯ SE, N ϭ 162, Fig. 9a ). The average state-space autocorrelations for both consonants and vowels exhibited an initial rapid decay followed by a slower decline. These correlation functions extended through the adjacent phonological segment and beyond.
Finally, we measured the time course of correlations resulting from randomizing single trials across different levels of sequence structure to provide further understanding into the dynamic organization of the vSMC network during CV sequences. We ex- Figure 9 . Anticipatory and perseveratory vSMC network dynamics during speech. a, Average (mean Ϯ SE) consonant-vowel trajectories in the single dimension that best separates the vowels derived from dimensionality-reduction of single-trial cortical activity associated with /ga/ (red), /gi/ (gray), and /gu/ (black). Orange box depicts the consonant time. Time point 0 is the acoustic onset of the consonant-to-vowel transition in all plots. b, Average (mean Ϯ SE) consonant-vowel trajectories in the single dimension that best separates the consonants derived from dimensionality-reduction of single-trial cortical activity associated with /bu/ (red), /du/ (gray), and /gu/ (black). Yellow box depicts the vowel time. c, Average (mean Ϯ SE) time course of phoneme separability. Black, Phoneme separability of the labial, coronal tongue, and dorsal tongue consonants transitioning to individual vowels (n ϭ 78). Red, Phoneme separability of the vowels /a/, /i/, and /u/ transitioning from individual consonants (n ϭ 162). d, Average (mean Ϯ SE) state-space autocorrelations for consonant-vowel syllables. Black, Correlation coefficients for consonant states (black triangle) during the production of individual vowels (n ϭ 78). Red, State-space autocorrelation for vowel states (red triangle) during the production of individual consonants (n ϭ 162). Also plotted are the correlation for within-syllable randomizations (light gray and light pink), as well as the results of the across-syllable randomizations (dark gray and dark pink).
amined the dynamics of correlations attributable only to being associated with a specific consonant-vowel syllable by randomizing trials strictly within a syllable (see Materials and Methods), which removes single-trial autocorrelations but preserves the mean structure associated with the syllable. The correlations from being in a syllable were much smaller than the observed correlations of single-trial trajectories (Fig. 9d , light gray and pink traces). This demonstrates that long-time organization observed in the state-space autocorrelations corresponds to structure above and beyond that attributable to simply being associated with a specific syllable. To examine the correlation between trajectories for a given consonant and the other consonants, and for a given vowel with the other vowels, we randomized trials strictly across the different phonemes for a given contrast (see Materials and Methods). The correlations strictly across phonemes were negative on average and generally small (Fig. 9d, dark gray and pink traces) . Together, these results demonstrate that the trajectories through phoneme subspaces are biased toward surrounding phoneme subspaces, and that these biases reflect long-time correlations on the level of single trials that are preserved across the consonant-vowel transition.
Discussion vSMC control of vowels
The cardinal vowels /a/, /i/, and /u/ are important phonemes in speech, as they are found in most human languages and outline the acoustic and articulatory space of all vowels (Jakobson et al., 1951; Maddieson and Disner, 1984; Hillenbrand et al., 1995; Ladefoged and Johnson, 2011) . To better understand the cortical processes generating vowel acoustics, we examined the covariation between vSMC neural activity and the acoustics of these vowels on a single-trial basis. Examining the relationship between vSMC and speech on a single-trial basis critically relies on the high spatio-temporal resolution of our ECoG grids, the high signal-to-noise ratio of high-gamma band activity, and the large number of trials in our dataset.
We found that vSMC population activity preceding measured vocalizations could predict large amounts (upwards of 75%) of across-vowel acoustic structure between /a/, /i/, and /u/ (Fig. 3) . Performance in predicting different acoustic features was well predicted by the degree to which those features could statistically discriminate the vowels. For example, the produced variability in F 1 and F 2 (which are determined by vocal tract shape through positioning the tongue, lips, and jaw) was well predicted by vSMC activity; F 1 and F 2 are also critical for determining vowel identity (Jakobson et al., 1951; Hillenbrand et al., 1995) . In contrast, the variability in pitch (F 0 , which is controlled by the larynx) was only modestly predicted by vSMC activity during our particular task in which pitch change or prosodic voice modulation is not an important articulatory goal (Hillenbrand et al., 1995; Ladefoged and Johnson, 2011) . This suggests that, during speech production, vSMC is exerting precise control for the generation of taskrelevant parameters, while relaxing control for the generation of task irrelevant parameters (Lindblom, 1983; Guenther, 1995; Todorov and Jordan, 2002) .
