Climate model development, testing, and analysis involve running the model extensively to tune the subgridscale parameters that provide closure to the system. This process demands substantial time and computational resources even for typical spatial resolutions and becomes in feasibly expensive for high-resolution studies. This paper presents alternative, computationally feasible methods to emulate the simulations within acceptable error bounds. This strategy can be easily implemented to obtain an ensemble of model runs. The paper outlines three approximation strategies: (1) interpolation with Lagrange basis functions, (2) least-squares (LS) approximation, and (3) interpolation with radial basis functions. As a proof of concept, a suite of relevant physical quantities are evaluated at unknown grid points of parameters, space, and time. The values obtained by emulation are compared against the simulated values to check the feasibility of the method. The advantages and shortcomings of the above-mentioned approximation schemes are discussed, including the savings of time and computational resources.
Introduction
Traditional climate model development and evaluation is an extensive, community-wide process and involves performing many runs with a range of configuration states and parameter values to assess model quality and sensitivity. Even at low resolution this process is logistically complex, computationally expensive, and time consuming, and there is no quantitative measure to determine whether the model quality is optimal [9] . At high resolution, this process is so expensive that the procedure is reduced to running the model with several most likely settings to produce a good climate based on results at lower resolution, and move forward with a set of model parameters that produce a reasonable climate.
Presently, we outline a strategy to build an emulator that can be used to simulate the values of physical quantities of interest to climate modellers at unknown grid points within a certain error bound. As a proof of concept, we present the results obtained with a 2 degree resolution data set from atmospheric simulations using the Community Atmosphere Model (CAM), version 4, within the Community Earth System Model (CESM) [11] . The CESM is a fully coupled global climate model of the land, atmosphere, sea-ice, and ocean and can be configured for global simulations of past, present, and future climate states. The code, a reference manual and a user's guide for each component, input data sets, and outputs from some basic models are freely available. A detailed overview of the CESM version used here is described in [5] .
To characterize the uncertainties in the prediction of Earth's climate using the CESM, solutions to the governing partial differential equations in stochastic form (stochastic partial differential equations (SPDE)) need to be obtained. The traditional Monte Carlo-type methods for solving SPDE are still widely used because of the simplicity and robust nature of the method regardless of the slow convergence rates. Stochastic collocation (SC) methods were first introduced in [6, 14] and were refined to effectively approximate high-dimensional spaces in [2, 17] , and can have exponential convergence rates while maintaining the decoupled nature of Monte Carlo techniques. The purpose of SC methods is to capture the whole solution probability space of the SPDE. With regards to the CESM, if we consider the parameters of the model as random variables, then any method that approximates the solution probability space of this system is an emulator of the CESM. This study explores the effectiveness of using SC methods as emulators of the CESM. We compare the accuracy and computational cost of using SC methods on approximations to the solution probability space as compared with approximation statistics of the solution probability space.
This work is related to [12] where polynomial approximation methods are used to perform multimodal parameter optimization of a reduced order ICTPhysics climate model [8, 10] and to the work in [1] which used SC methods to approximate the statistics of the solution probability space.
Emulation using SC
In this section we describe the SC method that we use to build a emulator for the CESM that can estimate state variables and statistics of the state variables across a range of parameter choices. Specifically, assuming that the parameters in the CESM have an acceptable range of values, then the SC expansion (5) can be used as an emulator in place of direct simulation of the CESM.
SC Method
The SC method uses global polynomials [7, 16, 18] to approximate the solutions of SPDEs, and we briefly introduce them in this section. Let D ⊂ R , = 1, 2, 3, be a physical domain with boundary ∂D and coordinates x = (x (1) , . . . , x ( ) ) and let T > 0 be a real number. We consider the following general (scalar) stochastic partial differential equation:
where L is a (nonlinear) differential operator, B is the boundary condition operator, u 0 is the initial condition, and y = (y (1) , . . . , y (d) ) ∈ R d , d ≥ 1, are a set of independent random variables characterizing the random inputs to the governing equation from various sources, e.g. boundary condition, system parameters, etc. The solution is therefore a stochastic quantity,
Let us assume that the random variables y (i) are continuous for all i = 1, . . . , d, with probability density functions (PDF) ρ i :
Then the random vector y = (y (1) , . . . , y (d) ) has a joint PDF
In the following we adopt the multi-index notation: Let i = (i 1 , . . . , i d ) ∈ N d 0 be a multi-index, with |i| = d k=1 i k , and i = j iff. i k = j k , ∀k = 1, . . . , d. We also define an index set
for a given integer N ≥ 0. An Nth-order SC expansion to the solution of Equation (1) takes the form
where for the SC method, the expansion coefficients are determined by solving
where it is assumed that we know the stochastic solution at the set of points {y k : k ∈ J N }. Thus, the SC approximation is determined by having knowledge of the solution of Equation (1) for each independent realization, y k , of the random inputs. Following classical approximation theory, the SC expansion (5) converges when u is square integrable with respect to ρ(y), that is for any
where the domain of the parameters in Equation (5) are assumed to be bounded [3] . The convergence of the SC approximation is directly related to the smoothness of the stochastic solution u. To solve for the coefficients, we are required to have the values of the physical quantities for different parameter settings, each of which requires a separate simulation. To avoid this expense, we use the techniques of multi-dimensional functional approximation, one-and two-dimensional interpolation as given in [17] .
Emulation using other interpolation methods
In the following sub-sections we condense the notation used in the previous sub-section, u(x, t, y k ) → u(y k ) that represents the known or sampled stochastic solution at the set of points {y k : k ∈ I N }, and we make the connection here that collocation points in Section 2.1 are the same as samples in Section 2.2.1 which are the same as centres in Section 2.2.2. They are also the same as the data points in Section 2.2.3. The basis used in Equation (1) is flexible. In this section we explain interpolation and approximation methods that can be used in Equation (1) and compare the accuracy and efficiency of their use in emulation. Specifically, we use a traditional multi-dimensional linear LS and radial basis functions (RBFs) which emerged from pattern recognition, function approximation, and neural network research in the eighties [13, 15] . These approximation methods are used to perform emulation of a physical quantity as a function of multiple parameters. Together, these approximation methods represent a good sampling of interpolation methods which span both global and local regions of influence and linear and nonlinear approximation efficiency. We also perform simple 1-D Lagrange interpolation in the parameter dimension. In the next two sub-sections, we briefly outline multi-dimensional linear LS and RBFs as an alternative to approximation of the basis used in Equation (1) . We also give the Lagrange interpolation formula used for interpolation in the parameter space in Section 2.2.3.
Least squares
LS methods is a global approximation method that can be evaluated for scattered data. The LS methods seek to minimize the sum of the residuals, which can be expressed in matrix form as
. . , u(y N )] T represent the vector of N scalar samples of u, and entries of the matrix B are given by B i,j = i (y j ) for some basis that span the space of all polynomials of degree less than or equal to order m. The solution to Equation (8) is found by solving the linear system
We use 3D linear basis functions for coming up with the approximations. The basis function is given by
The polynomial basis matrix B is created by stacking all of the polynomial m basis functions:
We know the matrix B and the vector u, hence we can compute the vector c by solving Equation (9). These coefficients can be used to estimate the value of the function (say,û) at any parameter coordinate (say, (α, β, γ )).
Radial basis functions
RBFs consist of a finite linear combination of translated basis functions. These basis functions are radially symmetric functions of the form ψ( · ), where · is the Euclidean norm. The general form of u is
where λ k ∈ R are the coefficients of the basis functions and y k ∈ R d are known as the centres. For approximating functions, the centres are optimized to minimize the residual. Different basis functions can be used, namely, bi-harmonic, multiquadrics, etc. For our experiments we use linear basis functions.
1-D Lagrange interpolation
Let y's denote the parameter space. Suppose we have n + 1 data points (y 0 , u(y 0 )), (y 1 , u(y 1 )), . . . , (y n , u(y n )). Now to estimate the value of u(y), we have the following expression:
where j are Lagrange basis functions. The expression for the basis functions are given by
We also use bilinear interpolation to interpolate in two dimensions. Bilinear interpolation is just an extension of Equation (10). The approximation methods mentioned in this section essentially are the emulators. So in cases, where the parameters are to be tuned to match the observed data or to roughly predict the data, instead of running the model multiple times with different parameter settings, one can perform the model runs a few times, use the above-mentioned methods to obtain the approximations and predictions. In the subsequent sections, we discuss about the experimental set-up and the effectiveness of these emulators.
Experimental set-up
The CESM has been developed to produce coupled, multiscale simulations of the atmosphere, ocean, land, land-ice and sea-ice, using parallel computations and a flux coupler to exchange boundary fluxes. The CAM is the atmospheric component within the CESM and contains a fluid dynamics 'core', with subgrid scale physics, radiation, and chemistry diagnostic packages. The model configuration uses CAM4 physics and a T42 horizontal resolution for the atmosphere and land model, whereby '42' refers to the truncation of the spectral basis and corresponds to about 2 degrees spacing around the globe. The specifics of this configuration of the CESM can be found in Neale et al. [11] and Evans et al. [4] . This configuration of the model has been studied extensively by the climate community and is one of the supported configurations of the CESM. We used pre-industrial forcings and prescribed sea surface temperatures and sea-ice extent (F1850 compset). The dynamical core is Eulerian and the vertical discretization contains 26 levels.
For our experiments, physical quantities (e.g. temperature) are treated as functions of parameters. The parameter space is spanned by cmftau (time scale for consumption rate of shallow CAPE), rhminl (minimum relative humidity for low stable cloud formation), and zmconv_c 0 (environmental air entrainment rate). The experimental data are obtained by running the models for different values of parameters. Figure 1 shows the range of values for each of the parameters. It should be noted that two parameters are kept constant and one of the parameter is varied to perform the experimental runs. A total of 13 samples were used to build the emulator. In Figure 1 blue dots indicate the parameter coordinates which are used to build the emulator.
Results
To explore the idea that emulation can provide a picture of the range of parameter space in a relatively inexpensive manner, a comparison of the two methods described above, multi-dimensional LS and approximation using RBFs in Section 2.2.1 and 2.2.2, are presented and evaluated for a set of full but lower resolution CESM simulations as described in Section 3. Using available data, we compared the accuracy of output from actual simulations and those that were found using these methods. Here, we present the emulation results for the following experiments:
• Interpolation:
(1) 1D interpolation in the parameter space (one for each of CMFTAU, RHMINL and ZMCONV). (2) 2D interpolation for temperature (the two dimensions being CMFTAU and time). • Functional approximation:
(1) Multi-dimensional LS (specifically, the approximation is performed in the 3D parameter space). (2) Multi-dimensional RBF approximation (specifically, the approximation is performed in the 3D parameter space).
We use the following relative error as a metric for comparison:
where Y actual i represents the actual value at the ith grid point and Y eval i represents the interpolated or the approximated value at the ith grid point. Also, N is the number of grid points. The values reported in all the tables are obtained by using Equation (12) . To compare the statistics, the same equation is used except that N = 1. The results for 1D interpolation in the parameter space are tabulated in Table 1 . The three different values (for both statistics + interpolation and vice versa) correspond to values obtained by 1D interpolation in different parameter spaces, namely, CMFTAU, RHMINL and ZMCONV. We see that a physical quantity can be estimated with reasonable accuracy by interpolating in the parameter space. The results are most accurate for the temperature field. Figure 2(a) shows that the interpolation of temperature in the CMFTAU dimension produces a temperature field which is very similar to the simulated field. The temperatures at CMFTAU = 1000, CMFTAU = 1400, CMFTAU = 2200, and CMFTAU = 2600 were used to interpolate for the value of temperature at CMFTAU = 1800. It should be noted that the time for the 1D interpolation is kept constant (T = 303). We also tried to perform bilinear interpolation in the parameter space and time dimension. The best results were obtained when we treated the temperature as a function of time and CMFTAU. The resulting temperature field from the bilinear interpolation is shown in Figure 2(a) . Bilinear interpolation was performed as follows: given the temperature (T ) at (242 (time), 1000 (CMFTAU)), (242, 1800), (365, 1000), and (365, 1800), we perform a bilinear interpolation to obtain the temperature at (303, 1400). We also tried to perform multidimensional interpolation in the parameter space, but the results were not particularly encouraging, hence they are not presented here. The results of multidimensional approximation using LS and RBF are tabulated in Tables 3 and 4 (there is just one value each for LS and RBF in each of approximation + statistics and vice versa, because of 3D approximation). From the results, we see that the LS approximation performs marginally better than the approximation by RBF. Certain physical quantities (example: temp, Q) are approximated extremely accurately. This indicates the strong dependence of the physical quantity on the parameters. Emulation by interpolation can be used for tuning one parameter at a time, whereas LS and RBFs can be used in situations where multiple parameters have to be tuned together. Notes: Both LS and radial basis (RB) functions are used to perform the approximation (the meanings of the symbols are given in Table 2 ). The errors in this table correspond to the red dot in Figure 1 . Notes: Both LS and RB functions are used to perform the approximation (the meanings of the symbols are given in Table 2 ). The errors in this table correspond to the green dot in the Figure 1 .
Apart from being interested in the value of the physical quantity, the climate modellers are very interested in the statistics associated with the field (for example: time average, spatial average, etc.). Approximating or interpolating with statistics offers the advantage of lesser computations, but they retain much lesser information. It is necessary to check the feasibility of working with statistics because some applications require only the statistics and not the full information associated with the field. For such applications, approximating or interpolating with statistics could be a very viable choice. However, more information can be retained by constructing an emulator to estimate the physical quantity at every point on the grid. In the case of interpolation, this would mean more number of interpolations and in the case of LS, this implies a different set of coefficients (c of Equation (9)) for every point in the grid. We interchange the order of performing the interpolation/ approximation and collecting the statistics (here, spatial mean) to see if changing the order has any effect on the relative error. From Table 1 , it is clear that the order of interpolation and collecting the statistics do not make much of a difference to the relative errors in the case of 1D interpolation in the parameter space. As seen from Tables 3 and 4 , for the case of LS approximation and interpolation using RBFs, working with the entire data set results in more accurate approximations. Working with statistics does give acceptable results. For some physical quantities performing approximation after collecting the statistics performs better than the other way round. This can be attributed to error cancellations due to averaging. Therefore, either of them can be used to generate the ensembles based on the needs of the investigator. It is also interesting to note that some of the physical quantities such as zonal wind (U) exhibit large error percentages. One possible explanation is that yearly variation in the zonal wind field prevents a linear temporal relationship. Figure 3 shows the relative errors between the approximated and simulated physical quantity. The physical quantity is treated as a function of RHMINL,CMFTAU, and ZMCONV_C0. The approximation is performed using LS and RBFs. Figure 1 shows the sampling of parameters. The values of the physical quantities at the blue dots are used to estimate the values of the values' physical quantities at the red and green dots. The temperature is very well approximated. For other physical quantities, it appears from the color bar as though the errors are very large. But that is not the case, there are certain points which are not very well approximated. At grid points where the physical quantity is extremely small, even a small deviation would result in large relative errors. We observed that for at least 90% of the grid points, the relative error is less than 1% for both the approximation methods. This is reflected in the average relative errors reported in Tables 3 and 4 .
Conclusions and future work
Presently, an emulation strategy is presented to simulate the values of physical quantities of interest to climate modellers at unknown grid points within a certain error bound. We have applied and assessed different interpolation methods to evaluate the physical quantity, and the accuracy of the evaluation depends on how well the interpolation strategy captures the dependence of physical quantity on the parameter space. Interchanging the order of interpolation and the collection of statistics do not affect the accuracy of the solution in the case of Lagrange interpolation. Interpolating with the statistics is simpler and much more cost effective than interpolating with the whole data set. Hence, based on the needs, one could use this strategy and save a large amount of compute power and memory. LS approximation and interpolation with RB functions perform much better with the whole data set than with the statistics alone. Hence, these techniques are more useful in cases where the majority of information needs to be retained.
The emulation strategy needs some more tuning in certain areas. Though the average errors for all the cases are within acceptable bounds (<3%), at certain grid points, as can be seen from the error contours, the emulation does not perform well (for SWCF, LWCF, and U). This is because the interpolation technique does not capture the dependence of the physical quantity on the parameters accurately. The emulation does not work particularly well if the points at which the physical quantities are estimated are exceedingly far from the sampling points. Further research is needed to incorporate the physics and into the emulation strategy. Also improved approximation techniques need to be employed to estimate the physical quantities accurately at points which are far away from the sampling points. However, the initial assessment of the overall approach of emulation to simulate the physical quantities shows the potential to save time, compute power, and memory.
