We consider a single-link multi-source network with FAST TCP sources. We adopt a continuous-time dynamic model for FAST TCP sources, and propose a static model to adequately describe the queuing delay dynamics at the link. The proposed model turns out to have a structure that reveals the time-varying network feedback delay, which allows us to analyze FAST TCP with due consideration of the time-varying network feedback delay. Based on the proposed model, we establish sufficient conditions for the boundedness of congestion window of each source and for the global asymptotic stability. The asymptotic stability condition shows that the stability property of each source is affected by all other sources sharing the link. Simulation results illustrate the validity of the sufficient condition for the global asymptotic stability.
Introduction
Internet congestion control is a distributed feedback control algorithm to allocate network capacity among competing users according to a specified strategy. Internet congestion control has been commonly implemented by TCP Reno and its variants, which control their congestion window based on the well-known additive increase multiplicative decrease (AIMD) mechanism [1] , [2] . It has been, however, shown that these algorithms are not scalable as the bandwidth-delay product of the network becomes larger because additive increasing is too slow and multiplicative decreasing is too severe in the large bandwidth-delay product network [3] - [5] .
To cope with this problem, several congestion control algorithms have been proposed for high speed networks with large bandwidth-delay products: HSTCP [6] , STCP [7] , FAST TCP [5] , and BIC TCP [8] . Among them, FAST TCP has a feature that the queuing delay is used as a congestion measure. While the packet loss that is used as a congestion measure in TCP Reno has only binary information about the congestion, the queuing delay indicates a level of congestion, which means how far the current state is from the equilibrium. Accordingly, the congestion control mechanism using the queuing delay as a congestion measure is more responsive to the network congestion and makes the network state be always around the equilibrium as long as the algorithm is stable [5] .
Even though extensive experiments have been conducted on FAST TCP and the results are promising [5] , the stability property of FAST TCP has not been sufficiently studied yet. Regarding the local stability of FAST TCP, it was shown in [5] that FAST TCP in a single-link network is locally asymptotically stable neglecting the network feedback delay. A sufficient condition for the local asymptotic stability of FAST TCP in the homogeneous multi-source network was identified considering the network feedback delay in [9] . With a new accurate link model, the local stability of FAST TCP was analyzed for a single-link network in [10] . On the other hand, regarding the global stability of FAST TCP, in [11] , a sufficient condition for the global asymptotic stability of FAST TCP in a single-link singlesource network was established in the presence of the network feedback delay. The validity of the sufficient condition was verified by making a change of variable with respect to the congestion window and constructing a LyapunovKrasovskii functional [11] . Unfortunately, the LyapunovKrasovskii functional cannot be extended to cover multisource FAST TCP networks because of the high nonlinearity of FAST TCP.
In this paper, we analyze the global stability property of a single-link multi-source network with FAST TCP sources in the presence of the time-varying network feedback delay. We employ a continuous-time model for the FAST TCP source proposed in [9] and propose a new static model for the queuing delay dynamics. The whole closed-loop model turns out to adequately describe the time-varying feedback delay between the congestion window of each source and the queuing delay measured at the source. Based on the continuous-time model, we establish a sufficient condition for the global asymptotic stability. In order to prove the validity of the sufficient condition, we construct two sequences that represent the lower and upper bound variations of each source's congestion window along the current of time, and show that the two sequences converge to an identical point, which is the equilibrium point of each source's congestion window.
This paper is organized as follows. Section 2 describes the single-link multi-source network model of FAST TCP. Section 3 analyzes the global boundedness property Copyright c 2010 The Institute of Electronics, Information and Communication Engineers of FAST TCP. Section 4 presents a sufficient condition for the global asymptotic stability of FAST TCP. Section 5 provides simulation results and discussions. Section 6 makes conclusions.
Network Model
In this section, we develop a network model to describe the behavior of FAST TCP. We construct the network model by employing the basic structure of the fluid flow model, where the feedback loop consists of the source's sending rate, forward delay, link's congestion measure, and backward delay [4] , [12] - [14] . In our model, however, the congestion window is chosen as the state variable at the source in place of the sending rate. The network model based on the source's congestion window has the advantage that it properly describes the window-based operation of FAST TCP. At the link, the queuing delay is chosen as the state variable to indicate the congestion measure.
We consider a single-link multi-source network, where a single communication link is shared by N FAST TCP sources. The link has a finite transmission capacity c and is assumed to have infinite buffering storage. Each source is indexed by i(1 ≤ i ≤ N). Associated with the link is the queuing delay p(t) and with the source i is the congestion window w i (t). We assume that the source i observes the queuing delay q i (t) as a feedback signal in its path:
where τ b i denotes the backward delay in the feedback path from link to source i, and the link observes the aggregated congestion window
where τ propagation delays among the multiple sources are enough to represent the heterogeneous feedback delays as in [15] .
We adopt the following model proposed in [9] as the continuous-time model for FAST TCP sources:
where w i (t) is the congestion window size of the source i, α i > 0 and γ i ∈ (0, 1] are the congestion control parameters, and the time is measured in the unit of update period during the FAST TCP operation. Now, we develop a static model to describe the queuing delay behavior at the link. For this purpose, we define a sending rate of each source in order to calculate the total capacity consumed by all the sources. Emphasizing that the queuing delay is generated at the link in itself, we propose the following definition of source i's sending rate:
which is not estimated at the source i but observed at the link at time t. Based on the newly defined sending rate and the self-clocking property of TCP [2] , and ignoring the fast dynamics at the link [9] , we propose a static model for the queuing delay dynamics:
which means that the sum of all the source's sending rates must be equal to or less than the capacity of the link. The static model (5) can be interpreted as the queuing delay at the link is algebraically determined by the delayed congestion windows of the sources sharing the link. In other words, all the source's congestion windows and queuing delay can be regarded as the inputs and output of the link system respectively, and p(t) is determined by
is always nonnegative by the definition of (5), and the condition j
> c means that the network congestion occurs.
In addition, the static model (5) adequately describes the feedback delay T i between the congestion window of each source and queuing delay measured at the source. This property is shown by substituting t − τ b i for t in (5):
which explicitly indicates the feedback delay T i between w i (t) and q i (t) at the source i.
The whole closed-loop system under the congestion consists of the congestion window adjustment rule from (3) and the queuing delay from (5):
with the initial condition
where η i is a continuous function such that
. In order to reflect that the congestion window is always non-negative in physical networks, we assume in (8) that the initial condition of w i (t) is nonnegative, which will be justified in Lemma 1 in Sect. 3. As shown in (6), the dynamic system for the congestion window adjustment is represented by N number of highly nonlinear delay differential equations in a distributed manner. The corresponding equilibrium points w * i and p * of (6) and (7) are uniquely computed as
Boundedness
In the following lemmas, we show the boundedness properties of w i (t) and p(t) described by (6) and (7) with respect to time t.
Lemma 1: w i (t) described by (6) and (7) with the initial condition (8) is bounded below as
proof: See Appendix. Note that Lemma 1 justifies selecting the initial condition of w i (t) in (8) as nonnegative values, and we can state that the congestion window model (6) adequately describes the physical networks.
Lemma 2: w i (t) described by (6) and (7) is ultimately bounded below as w i (t) ≥ α i for all sufficiently large t.
proof: From Lemma 1 and the positive definition of p(t)
in (5), we have
w i (t) > 0 for all t > t 0 . Applying this inequality to (6), we obtain the inequalityẇ i (t) > γ i (α i − w i (t)), from which we have w i (t) ≥ α i for all sufficiently large t becauseẇ i (t) > 0 as long as w i (t) ≤ α i .
Lemma 3:
The queuing delay p(t) in (5) is bounded above and below in terms of the congestion windows as proof: Since w i (t) ≥ 0 for all t > −T M from the initial condition (8) and Lemma 1, we have
which can be rearranged by using (5) and the positive definition of p(t) as
there exists a positive constant such that p(t) ≥ > 0 for all sufficiently large t, (ii) the network congestion occurs for all sufficiently large t, and (iii) w i (t) is bounded above.
proof: See Appendix.
The following lemma presents a sufficient condition under which p(t) is bounded above and w i (t) is bounded below by an improved bound.
is bounded above, and (ii) there exists a positive constant δ such that w i (t) ≥ α i + δ for all sufficiently large t.
proof: From Lemma 4, it follows that, if j α j > cd M , w i (t) is bounded above. Therefore, it is obvious from Lemma 3 that, if j α j > cd M , p(t) is bounded above, which implies that there exists a positive constant δ such that
and it is proved that w i (t) ≥ (α i + δ) for all sufficiently large t becauseẇ i (t) > 0 as long as w i (t) ≤ α i + δ.
In the subsequent analysis, we assume that γ i = 1 for all 1 ≤ i ≤ N in (6) for the brevity of expression, and note that this assumption dose not affect any result of this paper.
Global Asymptotic Stability
In this section, we establish a sufficient condition for the global asymptotic stability of (6) and (7) . A common approach to analyzing the stability of nonlinear time delay systems is to use the Krasovskii stability theory or the Razumikhin stability theory [16] - [18] . In order to apply those theories, it is first needed to construct or find LyapunovKrasovskii functionals or Lyapunov-Razumikhin functions that are specific to the considered nonlinear time delay systems. However, the nonlinear time delay system (6) and (7) has high nonlinearity and various amounts of time-varying time delays, which makes it excessively difficult to obtain Lyapunov-Krasovskii functionals or Lyapunov-Razumikhin functions for the stability analysis.
In order to deal with this problem, we refrain from applying the Krasovskii or Razumikhin stability theory. Instead, we construct two sequences that represent the lower and upper bound variations of the system trajectory along the current of time, and show that the two sequences converge to an identical point, which is the equilibrium point of the trajectory. Before proceeding to the main theorem, we present the following lemmas, which will be used in establishing a sufficient condition for the global asymptotic stability. 
Lemma 7:
Let N be an arbitrary natural number, and p, φ j , and d j be positive real constants for all 1 ≤ j ≤ N. Then, the following inequality holds:
proof: This inequality can be proved by applying the mathematical induction with respect to the natural number N. In order to avoid digressing from the main subject of this paper, we omit the detailed proof.
Lemma 8:
If j α j > cd M and w i (t) > φ i for all sufficiently large t in (6), where
where a constant p φ can be uniquely calculated by
Lemma 9:
If j α j > cd M and w i (t) < Φ i for all sufficiently large t in (6), where
where a constant p Φ can be uniquely calculated by
proof: In the same way as in the proof of Lemma 8, we can easily prove this lemma, and omit the detailed proof. Now, we construct two sequences {φ i is guaranteed by Lemma 5, and we obtain from Lemma 8 that
where p 
where p (17) and (18), we derive the recurrence formula for {φ k i }:
where 
proof: See Appendix. Note that, in the subsequent analysis, we consider only the lower bound sequence {φ k i }, but the subsequent results are also applied to the case of the upper bound sequence {Φ k i }. In the following theorem, we present a sufficient condition for the global asymptotic stability of (6) and (7).
Theorem 1: FAST TCP described by (6) and (7) is globally asymptotically stable provided that
proof: See Appendix. It is worth commenting on the condition (21) in Theorem 1. As shown in (21), a single-link multi-source network with FAST TCP sources is globally asymptotically stable when the sum of each source's control parameter α i is larger than a constant determined in terms of the link capacity c and propagation delay d i of each source. This condition can be satisfied in a decentralized way because each source can independently tune its own parameter α i based on its link status.
Moreover, it is remarkable that the asymptotic stability of the source i is influenced by not only the source i's own parameter α i but also all other source's parameters. As an extreme example, a single-link multi-source network with the FAST TCP sources can be made asymptotically stable by sufficiently increasing only one source's parameter α i among the sources sharing the single-link. In addition, the more sources share the single-link, the smaller value of each source's parameter α i is enough to make FAST TCP asymptotically stable.
On the other hand, even though a sufficiently large α i makes the network asymptotically stable, too large α i gives rise to negative effects on the performance of the FAST TCP network. In view of the equilibrium point of queuing delay p * = j α j c , too large α i induces a large queuing delay, which causes a large feedback delay and requires a large amount of buffer storage in the network router. In this sense, the sufficient condition (21) can provide a guideline to choose an adequate congestion control parameter α i that achieves the global asymptotic stability and a suitable steady state queuing delay, and saves the buffer storage in the network router.
A practical point to be addressed is the case when FAST TCP shares a bottleneck link with other TCP variants. In particular, when FAST TCP, a delay-based algorithm, shares a bottleneck link with NewReno, a loss-based algorithm, it is known that the equilibrium state of each FAST TCP source comes to change. For the detailed analysis and in-depth discussion, refer to [20] , [21] .
Next, we take a close look at how the sufficient condition for the global asymptotic stability is changed for a homogeneous single-link multi-source network.
Corollary 1:
Consider a homogeneous single-link multisource network with FAST TCP sources such that
Then, the FAST TCP described by (6) and (7) is globally asymptotically stable provided that
proof: (21) (22) that the value of α to make the network asymptotically stable decreases as the number of sources sharing the single-link increases.
Simulation
We present a set of MATLAB and ns-2 [22] simulation results to illustrate the validity of the sufficient condition for the global asymptotic stability of FAST TCP presented in Theorem 1. We simulate the dynamic model of FAST TCP (6) and (7) by MATLAB while we simulate the real implementation code of FAST TCP by ns-2 simulator. We adopt the code of [23] for the simulation of FAST TCP but slightly modify it to disable some ad-hoc features such as filter dynamics, pacing, and MI, which are not considered in constructing the FAST TCP model. The network used in the simulation consists of a single bottleneck link utilized by five sources as shown in Fig. 2 . We set the congestion control parameter γ i as γ i = 1 for all 1 ≤ i ≤ N for both MATLAB and ns-2 simulations. In ns-2 simulations, we set the update period of FAST TCP sources as 5msec, and the queue at link as a Drop Tail queue with a sufficiently large size in order not to cause any packet loss.
We conduct the simulation for two cases of networks, Fig. 2 Network topology. which are a homogeneous and heterogeneous network. Fig. 5 with 6 , it is shown that there exist differences between the MATLAB and ns-2 simulation results. The causes of differences can be explained as follows. We ignore the fast link dynamics in MATLAB model while FAST TCP in ns-2 simulator still includes the fast link dynamics; a continuous-time simulation is conducted in MATLAB while a discrete-time simulation is conducted in ns-2; all of the variables and parameters are computed as real numbers in MATLAB while some of the variables and parameters are declared as integers in ns-2 code, which causes round-off errors during the simulation.
In order to show that FAST TCP satisfying the sufficient condition (21) is still stable in various network environments, we conduct three more scenarios of ns-2 simulations. In the first scenario, we simulate a homogeneous network with five FAST TCP sources in the presence of a noise traffic that is implemented as a random on/off traffic with exponential distribution. We set the network parameters as c = 10 pkts/ms, d i = 50 ms, and α i = 100, which implies that the network is globally asymptotically stable according to Theorem 1, and we set the noise traffic to be 12.5%, 25%, and 50% of link capacity. As shown in Fig. 7 , FAST TCP keeps the stability even in the presence of noise traffic as long as the sufficient condition of Theorem 1 is satisfied.
In the second scenario, we simulate a homogeneous network with five FAST TCP sources in the presence of packet loss that occurs with the probability 10 −4 . We set the network parameters as c = 10 pkts/ms, d i = 50 ms, and α i = 100, which implies that the network is globally asymptotically stable according to Theorem 1. The simulation results are shown in Fig. 8 , and Fig. 8 shows that FAST TCP immediately recovers the equilibrium state after each occurrence of packet loss as long as the sufficient condition of Theorem 1 is satisfied.
In the third scenario, we simulate a homogeneous network with three FAST TCP sources, where we set the network parameters as c = 30 pkts/ms, d i = 100 ms, and α i = 1001. In the simulation, the source 1 is active from the beginning of the simulation test, and the source 2 and 3 are activated after 20 seconds. After 40 seconds, the source 2 becomes inactive. In this operation of network, since the sufficient condition of Theorem 1 is satisfied during the period from 20 to 40 seconds, the network is globally asymptotically stable during the period from 20 to 40 seconds, which is illustrated by Fig. 9 . The asymptotic stability after 40 seconds under no satisfaction of the condition (22) is due to the fact that the condition (22) is not a necessary and sufficient condition but a sufficient condition.
Consequently, all of the ns-2 simulation results exemplify a practical usefulness of the sufficient condition (21) in Theorem 1, and the sufficient condition (21) can be a guideline to choose an adequate congestion control parameter α i for the stable operation of FAST TCP.
Conclusions
In this paper, we analyze the global asymptotic stability of FAST TCP in a single-link multi-source network in the presence of time-varying network feedback delay. We adopt a continuous-time model for the FAST TCP source and propose a static model for the link. The proposed model turns out to satisfy the self-clocking property of TCP and include the time-varying network feedback delay explicitly. Based on this network model, we show that FAST TCP is globally asymptotically stable under the condition that the sum of each source's control parameter α i is greater than a positive constant determined in terms of the link capacity and propagation delay of each source.
It is implied from the sufficient condition that the asymptotic stability of the source i is influenced by not only the source i's own parameter α i but also all other source's parameters. In addition, it is shown that the more sources share the single-link, the smaller value of each source's parameter α i is enough to make FAST TCP asymptotically stable. The smaller value of α i saves the buffer storage of the router because the equilibrium queuing delay depends on α i of each source.
As as a future work, we intend to extend the mathematical model of FAST TCP and the sufficient condition for the global asymptotic stability to cover FAST TCP operated in the general multi-link multi-source network. 
