Sentence ordering is a general and critical task for natural language generation applications. Previous works have focused on improving its performance in an external, downstream task, such as multi-document summarization. Given its importance, we propose to study it as an isolated task. We collect a large corpus of academic texts, and derive a data driven approach to learn pairwise ordering of sentences, and validate the efficacy with extensive experiments. Source codes 1 and dataset 2 of this paper will be made publicly available.
Introduction
The goal of sentence ordering is to arrange a set of sentences into a coherent text in a clear and consistent manner (Grosz et al., 1995; Van Berkum et al., 1999; Barzilay and Lapata, 2008) . The task is general and yet challenging, and is especially important for natural language generation (Reiter and Dale, 1997) . Its applications include multidocument summarization, question answering, and concept-to-text generation. Improper ordering of sentences can generate confusing texts, degrading readability.
A text should be organized according to it discourse coherence of the following properties: rhetorical (Mann and Thompson, 1988) coherence (Hobbs, 1990) , topical relevancy, chronological sequence, and cause-effect (Hume, 1750; Okazaki et al., 2004) . These properties intertwine with each 1 https://github.com/fudannlp 2 http://nlp.fudan.edu.cn/data/ (1) He liked music when he was a boy.
(2) People are shocked by his potential. (3) Chopin is a great musician in Poland. (4) When he was 15, he finished his first waltz. Gold: (3) (1) (4) (2) Table 1 : Illustration of sentence ordering task. Multiple discourse coherence relations might appear in a single text. First sentence (3) declares a topic. Sentences (1) (4) are in chronological sequence. However, sentence (2) is a result, so it should be the last sentence so as to abide to a cause-effect relation.
other, and can be quite subtle, as shown in the example in Table 1 .
Most of previous researches of sentence ordering were integrated into an external and downstream task, such as multi-document summarization (Barzilay and Elhadad, 2002; Lapata, 2003; Bollegala et al., 2010) . The input sentences are extracted from multiple sources, therefore their intrinsic coherence is relatively weak. Consequently, it is somewhat difficult to judge of the order of given sentences. Moreover, these methods addressed the ordering problem of newspaper articles. Ordering criteria include majority ordering, chronological ordering, topical-closeness, precedence, and succession. Among them, chronological ordering (i.e. orders sentence by the publication date) can produce satisfactory orderings (Barzilay and Elhadad, 2002; Okazaki et al., 2004) . Obviously, this is a natural result for ordering sentences extracted from newspaper articles, since the task is to arrange a large number of time-series events concerning several topics. Besides, all these criteria can be considered as reasonable hand-engineered features. Nevertheless, they cannot be adapted to other tasks or domains, as our example shows.
In this paper, we stage this problem as a standalone task, and adopt a data driven approach. We first derive neural model to encode each sentence into distributed representation (dense vector), then predict the pairwise ordering of sentences. Next, to avoid brute-force rearrangement, we use a beam search to determine the most probable permutation.
For this purpose, we collect about a million abstracts of research papers from arXiv website 3 . These abstracts are well designed coherent texts, and each of them involves several different criteria, including chronological ordering, topical-closeness, etc. For instance, abstracts might first declare the shortcomings of previous methods, leading to the reason why they propose the new one. That is causeeffect relation. Chronological sequences (marked by keywords "first", "then", etc.) might appear when they describe their models.
The contributions of this paper can be summarized as follows:
1. We frame sentence ordering as an isolated task, and collected a large corpus whose correct ordering goes beyond conventional criteria. 2. Instead of relying on hand-designed features, we explore a fully data-driven approach to learn the order of a set of sentences. 3. We perform extensive empirical studies and demonstrate the efficacy of our approach.
2 Sentence Ordering
Task Description
Sentence ordering task takes a text s that is possibly out-of-order sentences,
and finds the gold order. A good model must has the ability to capture the logic of a text. That is, the goal is to discover an order o, which is equal to the gold order o * of these sentences: 
Ranking Model
Sentence ordering task can be viewed as a ranking problem. In this paper, we adopt the prevalent pairwise ranking model (Schapire and Singer, 1998; Fürnkranz and Hüllermeier, 2003; Zheng et al., 2007) . That is, the goal is to predict the order of any two sentences pair (s i , s j ) as shown in Figure 1 . Formally, given representations of sentences e 1 , . . . , e ns , embeddings from a sentence encoder (Section 3), we model the probability p ij that sentence s i precedes s j as:
where
The score of sentences in order o can be calculated as a log-likelihood maximization problem ): beam.append(item) 5: end for 6: # n + 1 elements have been generated 7: for n = 0; n < n s − 1; n + + do for all item ∈ beam do 10:
for j = 1; j <= n s ; j + + do 
Order Prediction
The order prediction phase aims to figure out the predicted sentence orderô which maximizes Score(s, o):ô
Search all valid permutations by brute force to discover the optimalô is computationally expensive and fundamentally non-scalable. Therefore, we use the beam-search strategy to find a sub-optimal order. The details are show in Algorithm 1.
Sentence Encoding
To figure out the impacts of various sentence representations, we employ three different sentence encoders to model sentences: continuous bag of words (CBoW), convolutional neural networks (CNN) and long short-term (LSTM) neural networks. All these models map words into a embedded space by looking up a embedding table.
Continues Bag of Words
Continues bag of words (CBoW) model (Mikolov et al., 2013) simply averages the embeddings of words of a sentence. Formally, given the embeddings of n w words of a sentence e 1 , . . . , e nw , we can get sentence embedding e by an average operation:
where e ∈ R ds and e k ∈ R d , and d s = d are dimensionalities of sentence embedding and word embeddings respectively.
Convolutional Neural Networks
Convolutional neural networks (CNNs) (Simard et al., 2003) extract local features and gain the global prominent features by a max-pooling operation over sentence. Formally, we represent sentence as:
where W cov ∈ R (d×l f )×d f and b cov ∈ R d f are trainable parameters, and φ(·) is tanh function. Here, k = 1, . . . , n w − l f + 1, and l f and d f are hyper-parameters indicating the filter length and number of feature maps respectively. Notably, max operation in Eq (10) is a element-wise operation.
Long Short-term Neural Networks
Long short-term (LSTM) neural networks (Hochreiter and Schmidhuber, 1997) aim to maintain the crucial information through time. LSTM is an advanced recurrent neural network (RNN), which alleviates the problem of gradient vanishment and explosion. Formally, LSTM has memory cells c ∈ R dr controlled by three kinds of gates: input gate i ∈ R dr , forget gate f ∈ R dr and output gate o ∈ R dr : Table 2 : Details of arXiv datasets.
where W g ∈ R (d+dr)×4dr and b g ∈ R 4dr are trainable parameters. d r is a hyper-parameter indicating the cell unit size as well as gate unit size. σ(·) is sigmoid function and φ(·) is tanh function. Here, t = 1, . . . , n w . Thus, we would represent sentence as:
4 Training
In this paper, we use pairwise ranking model. Thus, we extract m gold sentence pairs
as positive samples from the whole corpus. Meanwhile, we construct m negative samples by reversing the gold sentence pairs {x i+m = (s i sec , s i f ir ), y i+m = 0} m i=1 . The objective is to minimize the loss function J(θ):
where p x i is the probability that sentence pair x i is in correct order as Eq (4). Here, parameter set θ indicates all trainable parameters of our model.
We use shuffled mini-batch stochastic gradient descent (SGD) algorithm together with adadelta (Zeiler, 2012) to train our model.
Experiments

Dataset
Since abstracts of paper are always well written and have strong logic clues, we evaluate our models on all abstracts on arXiv website up to date 4 . Abstracts from arXiv can be mainly classified into 7 categories: statistics, quantitative biology, physics, computer science, nonlinear sciences, quantitative 4 We collect all abstracts of paper before 2016-5-25. finance and mathematics. The development set and test set are the first and last 10% abstracts from shuffled data, and the training set consists of the remains. The detailed information of arXiv dataset is shown in Table 2 and Table 3 . We use NLTK toolkit (Bird, 2006) to break paragraph into sentences. Table 4 gives the details of hyper-parameter configurations. Regularization term with coefficient λ = 10 −4 is omitted in Eq (15) for simplicity. Besides, we set number of feature maps d f of CNN and cell unit size d r of LSTM as same as word embedding dimensionality d.
Hyper-parameters
Evaluation Metrics
To evaluation the results (predicted orders), we use three types of metrics: Rouge-S, Rouge-N (Lin, 2004) and P-all. Unlike summarization task, the precision and recall rates are always the same in sentence ordering task. Thus, Rouge-S, Rouge-N could be introduced in a simpler way. Moreover, we also introduce P-all metric to calculate the ratio of exact matching orders. 
Rouge-S
Rouge-S = 1 M M m=1 |S(s m ,ô m ) S(s m , o m * )| |S(s m , o m * )| ,(16)
Rouge-N
Rouge-N is n-gram co-occurrence statistics which could be formalized as:
where N(·) is the set of all N consecutive sentences in a given order.
P-all
P-all aims to calculate the radio of exact matching orders which could be formalized as:
where 1{·} is indicator function.
Results
We use Rouge-S, Rouge-2, Rouge-3 and P-all metrics to evaluate our model with different sentence encoders. We also vary dimensionality of word embeddings, as shown in Table 5 . Line "random" means we randomly generate the orders for texts. According to the results, we find the performances of CNN and LSTM increase with larger word embedding size, whereas the performance of CBoW peaks at 50. Among 3 sentence encoders, LSTM outperforms others in any case, which is much more effective than random baseline. Especially, LSTM achieves 0.3343 on P-all metric, which means more than one third texts could be ranked correctly (exactly matched), whereas random baseline only achieves 0.0807 on P-all metric. Rouge-S is much higher than other metrics, since any correct pair of sentences with arbitrary gaps contributes to Rouge-S score. In general, P-all is harder than Rouge-3, then Rouge-2 and Rouge-S. However, we find P-all scores are always higher than Rouge-3 scores here. The reason is that the texts with 2 sentences contribute to P-all score, and their Rouge-3 scores are always 0 as shown in Figure 2c . Figure 2 summarizes our performance on different text sizes, with the embedding dimension as 200. The x-axis of each sub figure indicates number of sentences. Results show that performances drop rapidly when texts scale up (number of sentences increases). Generally speaking, texts with more sentences are more difficult to rank correctly. Specifically, on P-all metric, CBoW, CNN and LSTM could achieve 0.8898, 0.9174 and 0.9272 with 2 sentences respectively, whereas random baseline only makes it at 0.4977. However, the performance drops rapidly. LSTM only achieves 0.0015 on P-all with 10 sentences to rank. Notably, Rouge-3 score of texts with 2 sentences is 0 (Figure 2c) , since there is no 3-grams in this case.
Detailed Results
In addition, we investigate the performance on different categories as shown in Figure 3 . Interestingly, according to the category analysis results, we find that mathematics and nonlinear sciences are easier than other categories. Specifically, LSTM could achieves 0.4585 on P-all metric, which means nearly one half math texts could be predicted exactly. Table 7 : The performance of discerning the beginning and the ending sentences of proposed models on test set of arXiv dataset.
Moreover, we observed that the beginning and the ending sentences are easier to discern (Mostafazadeh et al., 2016) as shown in Table 7 . P Begin and P End indicate the ratio of correct beginning and ending cases respectively. P Mean indicates the ratio of correct positions. Notably, results on Table 7 are based on models with 200 dimensional embeddings.
Case Study
To gain further insight, we pick the abstract of the paper "On approximate decidability of minimal programs" (Teutsch and Zimand, 2015) for case study. First, we visualize which the key words in abstract are important in order prediction. Then, we visualize the importance of words in scoring a given sentence pair. All visualizations are based on model using 25 dimensional word embeddings trained on computer science data, and the selected abstract is from test set of computer science category.
Text Level Visualization
We choose the last three sentences of the abstract for visualization, as shown in Table 6 . The texts in displayed orders are predicted by CBoW, CNN and LSTM respectively, and the sequence numbers in front of sentences indicate gold orders. Color indicates importance of words in order prediction. The more important the words are, the darker they are coloured.
How to calculate the importance of words (color)? Inspired by the back-propagation strategy (Erhan et al., 2009; Simonyan et al., 2013; Li et al., 2015) , which measures how much each input unit contributes to the final decision, we can approximate the importance of words by their first derivatives. Given a text s 1 , . . . , s n , the embedding of k-th word w i k in i-th sentence s i is e i k . Then, we define A ij (w i k ) as the importance of word w i k in predicting the order of sentence pair (s i , s j ):
where p ij ∈ R is described in Eq (4). Thus, we could define the importance of a word A(w i k ) in whole text as:
where | · | is the norm of vector, and we use second order norm here.
Discussion According to the result, words such as "first" and "second" are indicative, as they imply logic clues. Also, since we only take the last three sentences of the abstract, it is quite reasonable that the word "results" appears in the last one or two sentences. We also find CBoW makes mistake in predicting the order of sentence pair (1, 2). Specifically, if score p CBoW
indicates the reward of placing sentence 2 in front of sentence 1, we could list the detailed score information of sentence pair (1, 2) and its reverse: Table 8 : Detailed score information of sentence pair (1, 2) and its reverse.
As shown in Table 8 , CBoW believes the sentence order (2, 1) gets higher score than the reverse. CNN and LSTM correctly predict the order, and LSTM does so predict with high confidence, with scores of orders (1, 2) and (2, 1) as 0.8744 and 0.1110, respectively.
Sentence Level Visualization
To visualize the importance of words in predicting order of sentence pair explicitly, we print the word information A ij (w i k ) of sentence 1 and sentence 2 in Figure 4 . Since CBoW only takes a simple average operation, word information A ij (w i k ) in a sentence is the same. Thus, we only plot the results of CNN and LSTM.
Discussion As shown in Figure 4 , both CNN and LSTM notice the key words "first" and "seconde". However, CNN also concentrates on other words like "algorithm", "one" which may not be useful in deciding the order. As the result in Table 8 , LSTM is more confident than CNN to rank the sentence 1 in front of sentence 2. In another word, LSTM may clearly capture more important clues or logical information than CNN.
Related Work
A fundamental problem in text generation is information ordering, including word and sentence ordering. Comparing with word ordering (Tillmann and Ney, 2000; Zhang et al., 2012; Zhang and Clark, 2015; Schmaltz et al., 2016) , sentence ordering is still less studied. Existing works of sentence ordering focus to improve the external and downstream applications, such as multi-document summarization and discourse coherence (Van Dijk, 1985; Grosz et al., 1995; Van Berkum et al., 1999; Elsner et al., 2007; Barzilay and Lapata, 2008) . There is also a lack of intrinsic evaluation for sentence ordering. Barzilay and Elhadad (2002) proposed two naive sentence ordering techniques, such as majority ordering and chronological ordering, in the context of multi-document summarization. Lapata (2003) proposed a probabilistic model that assumes the probability of any given sentence is determined by its adjacent sentence and learns constraints on sentence order from a corpus of domain specific texts. Okazaki et al. (2004) improved chronological ordering by resolving antecedent sentences of arranged sentences and combining topical segmentation. Bollegala et al. (2010) presented a bottom-up approach to arrange sentences extracted for multi-document summarization. To capture the association and order of two textual segments (e.g. sentences), they defined four criteria: chronology, topical-closeness, precedence, and succession.
Unlike these existing works, we propose a datadriven method to learn the order of sentences. We use neural models to encode sentences and learn the pairwise orders. The text order can be further found by a beam search process.
Although sentence ordering is an important factor in natural language generation, it still lacks of intrinsic evaluation for sentence ordering task. To address this, this paper introduces a new large corpus for evaluation of sentence ordering task. The corpus is a collection of abstracts of academic papers. We use this corpus to evaluate a range of neural models. These neural models perform well for judging the order of sentence pair, but perform relatively poor on the whole abstract. Therefore, sentence ordering is still a challenging problem. We hope that our corpus provides valuable training data and a testbed for sentence ordering task.
In the future, we would like to integrate other ranking models like list-wise model for sentence ordering task.
