The goal of super-resolution is to fuse several low-resolution images of the same scene into a single one with increased resolution. The classical formulation assumes that the super-resolved image is related to the low-resolution frames by warping, convolution and subsampling. Algorithms divide into those using explicit registration and those avoiding it. The first ones combine for each pixel the information in its estimated trajectory. The second ones exploit both spatial and temporal redundancy. We propose to combine both ideas, making use of optical flow and exploiting spatio-temporal redundancy with patch-based techniques. The proposed non-linear filtering takes into account patch similarities, automatically correcting the flow inaccuracies and avoiding the need of occlusion detection. Total variation and nonlocal regularization are used for the deconvolution stage. The experimental results demonstrate the state-of-the-art performance of the proposed approach.
Introduction
The goal of super-resolution is to fuse several low-resolution images of the same scene into a single one with increased resolution. In general, one assumes that all images are similar up to changes due to the motion of the camera or the objects in the scene. That is, we suppose the amount of blur and exposure of all images is the same. This is the case when taking several photographs at the same moment or recording a video. The information provided by successive frames can thus be used to increase the resolution and quality of one of them.
Classical super-resolution methods assume that the low-resolution frames { f n } N n=1 are related to the sought high-resolution image u by warping, convolution, subsampling and probably noise. In this regard, each frame from the sequence is generated by means of the following model:
f n = D n B n W n u + ε n ,
where D n is a decimation operator, B n a space-variant blur operator, W n a backward warping operator and ε n the realization of i.i.d. zero-mean noise. Furthermore, blurring and subsampling are usually assumed to be the same for all observed frames. In order to compute u from (1), super-resolution methods need to establish a correspondence of the reference image with each of the low-resolution frames, remove the aliasing and perform a deconvolution in addition to the upsampling process. Mathematically, this is an ill-posed inverse problem.
The estimation of the warping operators is an important issue. The continuity in motion and exposure permits the use of dense optical flow methods [23, 32, 33] , which do not assume any particular parametric model. None of these techniques give in general a perfect solution and have trouble in identifying occlusions. Inaccuracies in the flow reduce the performance of most super-resolution techniques. Alternative methods [10, 24, 27] include non-linear filtering and variational formulations without explicit motion estimation.
In this paper, we present a two-step method for multi-frame super-resolution. We focus on the estimation of a high-resolution image from a low-resolution sequence. The extension to video is straightforward by applying the proposed method to each frame.
In the first stage, we propose a non-linear filtering approach to build an upsampled, but still blurry, image. This filter combines patches from several frames, not necessarily belonging to the same pixel trajectory. Similar to what was done in [4] for video denoising, the selection of candidate patches depends on a motion-compensated 3D distance, which is robust to noise and aliasing. Although a 3D volumetric approach is used for selecting appropriate candidates, 2D image patches are finally averaged depending on its Euclidean distance to the reference patch. This allows avoiding occlusion artifacts. An additional weight term depending on the sampling grid permits to combine only original low resolution pixel values.
In the second stage, we propose a new variational formulation for single-image deblurring. The main novelty here is the combination of total variation (TV) and nonlocal regularization, the latter always favouring a more visually pleasing result. While TV is able to remove artifacts like zipper, nonlocal regularizers better preserve textures and avoid cartoonlike solutions. The use of TV ensures the removal of any grid/zipper effect which might be reproduced by the nonlocal regularizer.
The rest of the paper is organized as follows. In Section 2, we review the state of the art in super-resolution. Section 3 introduces in detail the proposed two-step method, the performance of which is evaluated in Section 4. Finally, conclusions are drawn in Section 5.
State of the Art
In this section, we outline some of the most relevant and recent methods for multi-frame super-resolution, with particular attention to those which are related to our proposal. For an extensive and detailed survey, we refer the reader to [13, 22] .
Variational methods. Generally, the solution of the super-resolution problem writes as the minimizer of the following energy:
where R(u) denotes the regularization term that tackles the ill-posed nature of the problem and promotes spatial smoothness. The second energy term ensures consistency along the sequence and is responsible for fusing the available spatio-temporal information. Elad and Feuer [11] pioneered a least squares formulation that adapts in time. Farsiu et al. [13] introduced an L 1 -norm minimization and a robust bilateral TV regularization to overcome the staircasing effect induced by classical TV. In these two works, the authors solved the optimization problem by decoupling upsampling and deblurring stages. More recent variational techniques solve (2) at once. In this setting, the use of the TV as regularization was proposed for super-resolution by Marquina and Osher [20] . Subsequently, Mitzel et al. [21] introduced the L 1 norm also in the fidelity term. The authors solved the resulting minimization problem by gradient descent but used a regularized differentiable approximation of the L 1 norm to avoid numerical intricacies. Unger et al. [29] replaced in both regularization and fidelity terms the L 1 norm by the Huber norm, which has the advantage of smoothing small gradients while preserving strong edges. They used the primal-dual algorithm [12] to compute the solution.
The formulation described in (2) assumes the knowledge of the warping operators W n that compensate the motion from the n-th frame to the low-resolution counterpart of u. Since they are not available in a real scenario, the variational super-resolution methods described previously first estimate the displacement fields using optical flow techniques [23, 32, 33] .
Other methods estimate the motion and the super-resolved image simultaneously. In this regard, Liu and Sun [18] presented a Bayesian formulation in which the motion, blurring kernel, noise level and u are estimated by alternating minimizations. In addition, they introduced a spatially global weight for each frame in the fidelity term to control the outliers when u is warped. Ma et al. [19] used a nonconvex truncated quadratic regularization and replaced the global weights in [18] for pixel dependent variants in the framework of an expectation maximization algorithm. Recently, Burger et al. [5] added an optical flow energy term in (2) as temporal regularization.
Avoiding explicit motion estimation. Non-linear filters and variational formulations exploiting spatio-temporal redundancy have been designed to avoid explicit motion estimation.
Ebrahimi and Vrscay [10] proposed to filter the upsampled counterparts of the lowresolution data frames with a spatio-temporal extension of the nonlocal-means (NL-means) denoising algorithm [3] . Similarly, Danielyan et al. [8] extended the block-matching 3D (BM3D) denoising filter [7] to video super-resolution. In both papers, the deconvolution is postponed to a second stage, but the authors did not provide an specific strategy to solve it.
Protter et al. [24] proposed a variational generalization of the NL-means by comparing subsampled patches of the sought high-resolution image to patches of the low-resolution data frames. For simplicity, the patch in u is compared to a single pixel in the low-resolution ones. Once an upsampled imageû has been computed, the deconvolution is performed with a variational minimization with the TV as regularization term. Similarly, Takeda et al. [28] performed upsampling by means of a 3D steer kernel regression and deconvolution using a bilateral TV regularization. All these methods are valid only for relatively small displacements.
Learning-based methods. With the increasing prominence of deep learning and convolutional neural networks (CNN) in computer vision, learning-based methods have recently been proposed for super-resolution. These algorithms either learn representations from large external databases or exploit self-similarities within the video at hand. Wang et al. [31] combined both techniques and proposed to learn jointly from external and internal examples. The contribution of each category is balanced according to their reconstruction errors.
Liao et al. [17] proposed a deep draft-ensemble learning approach. The super-resolution drafts used to estimate the high-resolution image are obtained through simple feedforward reconstruction procedures by varying the motion estimation strategy. Then, the reconstruction and deconvolution stages are integrated using CNN. Kappeler et al. [15] proposed a CNN that is trained on both the spatial and the temporal dimensions of videos, in which con-secutive frames are motion compensated. While Liao et al. and Kappeler et al. used motion correction and required optical flow estimations, Huang et al. [14] proposed bidirectional recurrent and conditional spatio-temporal CNN to model temporal dependency and achieved faster speed than motion-based methods.
Proposed Super-Resolution Method
In this section, we describe the method to obtain u from a sequence of low-resolution images f 1 , . . . , f N . These low-resolution images are first up-sampled by standard bicubic interpolation and denoted asf 1 , . . . ,f N . These are used for computing the optical flow between the reference and the rest of the frames.
The proposed method first estimates an upsampled, but still blurry, imageû through nonlinear filtering of the initially interpolated data,f 1 , . . . ,f N . We robustly combine similar patches, not necessarily belonging to the same pixel trajectory. The flow permits to make patch selection robust by means of a three-dimensional motion-compensated patch distance, as detailed in Subsection 3.2. Since motion plays a key role in the proposed method, we first describe in Subsection 3.1 the optical flow algorithm used in our implementation. Oncê u is obtained, we are left with a single-image deconvolution problem. We describe a novel variational formulation to solve it in Subsection 3.3.
Optical Flow Estimation
We compute the optical flow between the reference upsampled image, denoted byf n u , and each of the other framesf n , n = n u , applying the algorithm proposed by Brox et al. [1] and Bruhn and Weickert [2] . Brox et al. [1] pioneered the gradient constancy assumption in order to gain robustness w.r.t. additive illumination changes. This was combined with the classical brightness constancy assumption to take advantage of their complementary invariance properties, leading to better flow estimations than if one of both is solely imposed.
In the continuous setting, the model writes as
where Ω denotes the high-resolution domain, v n is the 2D flow map between imagesf n u andf n , and Ψ(s 2 ) = √ s 2 + ε 2 is a differentiable approximation of the L 1 norm that avoids complexities in the optimization. Therefore, the last term in (3) is a differentiable approximation of the TV regularization, which was introduced in variational optical flow by Zach et al. [33] . Note that the proposed energy is a slight variation of the original one proposed by Brox et al. [1] , who included both brightness and gradient constraints in the same function Ψ. However, as pointed out by Bruhn and Weickert [2] , the separation of the two constraints like in (3) is better justified. We use the implementation proposed by Sánchez et al. [26] , which is available online.
Super-Resolution: Upsampling
The goal is to remove the aliasing and increase the quality of the initially interpolated images f 1 , . . . ,f N by weighted averaging. The algorithm proceeds patch per patch of the reference interpolated framef n u (P) by computinĝ
being D the decimation mask associated to the sampling operator and w(f n u (P),f n (P n )) a real number measuring the similarity between patchesf n u (P) andf n (P n ). In this setting, C n is a normalization factor and the operator · denotes the product element by element of each patch. The division by the normalization patch C n is also made element by element:
The use of the decimation mask D, which is assumed to be the same for the sake of simplicity (the algorithm performs in a similar manner if the downsampling operator differs for each frame), makes the algorithm average only values from the original low-resolution images, since D(P n ) equals one for pixels positions (sM 1 , sM 2 ) and zero elsewhere, being s the sampling rate and
The selection of candidate patches in N P actually depends on a 3D distance taking into account motion estimation. This makes the selection procedure more robust to noise and aliasing artifacts. For each reference patchf n u (P), we denote as P its motion-compensated extension to the temporal dimension, having N times more pixels than the original one:
where W n is a motion shift for patch P and n-th frame. In practice, we take this shift to be the estimated forward flow between imagesf n u andf n at the pixel in the centre of patch P. The algorithm looks for the K extended patches closest to P minimizing the distance
As each extended patch contains N 2D patches, the selected group contains K · N patches,
For simplicity, we denote each of these patches asf n (P n ) and compute the similarity as
The value of h depends on the degree of aliasing and the noise statistics. The preselection procedure using motion compensation makes this value less critical than in other patchbased regularization techniques [10, 24] . Finally, each pixel is estimated by aggregating all the values obtained by all patches containing it. Importantly, no occlusion detection is performed on the estimated flow. In addition, as occlusion regions might be different from one frame to the other, it makes no sense to use the distance d(P, Q) for computing the final weight. The comparison between patchesf n u (P) andf n (P n ) acts as a validation stage and avoids averaging very different patches.
Super-Resolution: Deconvolution
In the final stage, we perform single-image deconvolution ofû through a variational formulation. We combine the classical TV [25] and non local regularization [3, 16] . The TV regularizer correctly models images consisting of connected smooth regions (objects) surrounded by sharp contours (edges), but fails to preserve fine structures and texture, which are better recovered by nonlocal regularization.
We propose to minimize the following energy in order to deconvolveû:
where ∇u 1 is the TV regularization and λ ≥ 0 and µ ≥ 0 are trade-off parameters that balance the contribution of each term to the energy. The nonlocal gradient operator connects a fixed pixel i with any other pixel j in the whole domain by (∇ ω u i ) j = √ ω i, j (u j − u i ), where ω i, j is a weight distribution that computes the similarity between pixels i and j. Specifically, we define the weights ω i, j based on spatial closeness and intensity patch similarity inû, i.e.,
if i − j ∞ ≤ ν r and zero otherwise. The filtering parameters h c and h s measure how fast the weights decay with increasing spatial distance and dissimilarity of patches, respectively, and ϒ i is the normalization factor. The parameter ν r > 0 determines the size of the research window while ν c > 0, the size of the patches used to compute the similarity in the second exponential function. In practice, we fix ν c = 1, ν r = 3, h c = 2.5 and h s = 1 in (11). The proposed optimization problem (10) is convex but non smooth. To find a fast, global optimal solution we use the first-order primal-dual algorithm [6, 12] . For this purpose, we rewrite (10) as the following convex-concave saddle-point problem:
where p and q are the dual variables related to TV and nonlocal regularization, with δ P and δ Q denoting the indicator functions of the convex sets P = p :
The proximity operator of the function F * (p, q) = δ P + δ Q reduces to pointwise Euclidean projections onto L 2 balls. Since we assume that B is a convolution, the proximity operator of the fidelity term G(u) = can be computed efficiently using FFT as explained in [6] . The final algorithm is
where τ and σ are step-size parameters, while div and div ω denote the divergence operators chosen to be adjoint to the local and nonlocal gradients, respectively. Bicubic Upsampled Super-resolved Figure 1 : Illustration of the different parts of our method on city sequence with s = 4 and 15 frames. The upsampling method eliminates the aliasing but does not revert the blur. The deconvolution part produces a sharp image with enhanced details and free of artifacts. Table 1 : RMSE and SSIM values for the tested color videos with sampling s = 2. The reported results were determined for the eighth frame of the sequence. For all cases, the method we propose outperforms all the others in terms of both RMSE and SSIM.
Experimental Results
This section illustrates the performance of the proposed super-resolution method on several video sequences. We use calendar, city, foliage and walk sequences from [18] and temple from [17] . We simulate the low-resolution frames by Gaussian convolution of s.d. ρ followed by subsampling of factor s and adding white Gaussian noise of s.d. 2, for an intensity range [0, 255]. The downsampling consists in taking every s-th pixel in each direction. Therefore, we assume that the sampling and blurring operators are identical for all frames. We report experiments for sampling s = 2 with s.d. ρ = 0.75 and for s = 4 with s.d. ρ = 1.6. Since the ground-truths are available, we evaluate numerically the results in terms of the RMSE and the structural similarity index (SSIM) [30] . Figure 1 shows how each stage of the proposed method works. Aliasing artifacts are removed by the upsampling process thanks to the robust motion-compensated patch comparison and the use of the sampling mask ensuring that only original values are averaged. However, the image is still blurry and some zipper prevails. In the final super-resolved image, spatial details have been enhanced and zipper artifacts have been removed.
In order to process color sequences, we transform all frames from RGB to YCbCr and apply super-resolution only to the luminance component Y, on which the flow is also estimated. The chrominance channels Cb and Cr are upsampled using bicubic interpolation. This is a common procedure in most state-of-the-art techniques [15] and is based on the assumption that humans are more sensitive to changes in the luminance than in the chrominance. Since these latter components are not processed at all, residual color correlated noise can be observed in Figure 1 . We compare our results with bicubic interpolation, the single-image deep learning method by Dong et al. [9] , the multi-frame variational approach by Unger et al. [29] and the learningbased super-resolution video technique by Liao et al. [17] . We optimize the trade-off parameters of the method in [29] in terms of the lowest RMSE, just as done with ours.
The RMSE and SSIM values obtained for all methods on each sequence are displayed in Tables 1 and 2 . For both sampling factors s = 2 and s = 4, we tested sequences with 15 frames and the reported indexes correspond to the eighth frame. For s = 4 we also used a set of 30 frames in order to analyze the impact of this parameter on the methods performance. The RMSE and SSIM have been calculated after removing a boundary of 20 pixels. As one can see, the proposed approach outperforms all the others in terms of both metrics, including the learning methods [9, 17] that make use of a large learning set. Furthermore, our method is stable when increasing the number of available frames. This is not the case for [17, 29] , for which the error increases with the number of frames. Figures 2-4 compare the visual quality of all methods. Figure 2 illustrates the aliasing effect with s = 2 on the temple sequence. Only the proposed method is able to correct the aliasing of the green curtains. Figure 3 displays the outputs for the walk sequence with 15 frames and s = 4. We show a part containing faces, for which the human eye is very sensitive in detecting artifacts. Figure 4 exhibits the results on the foliage sequence with 30 frames and s = 4. It illustrates how video super-resolution methods, except ours, are not able to deal with occlusions. The technique proposed in [29] is the most affected by this increase in the number of used frames. Occlusions become larger when taking into account far away frames and should to Original Bicubic Dong et al. [9] Unger et al. [29] Liao et al. [17] Ours Figure 2 : Visual comparison on temple sequence with s = 2. Only the proposed method is able to recover the correct direction of the curtains, modified by the aliasing.
Original
Bicubic Dong et al. [9] Unger et al. [29] Liao et al. be included in their model. Our method averages the selected 2D patch candidates depending on its distance to the reference patch, thus eliminating patches affected by occlusions.
Conclusion
We have proposed a super-resolution algorithm making use of optical flow and patch similarity. The flow permits to robustly select similar patches across the sequence using a motioncompensated 3D strategy. A 2D comparison among selected patches validates the procedure, making the method robust to flow inaccuracies and occlusions. A weighted average of these patches is used to obtain an upsampled, but still blurry, image in the first stage.
We have also introduced a new variational formulation for single-image deconvolution, Original Bicubic Dong et al. [9] Unger et al. [29] Liao et al. which is used after the upsampling step. This method is based on the combination of total variation and nonlocal regularization to deal with artifacts removal while preserving fine structures and texture. The experiments have shown the superiority of the proposed approach compared to state-of-the-art super-resolution methods.
