Abstract. Let M be a smoothly bounded orientable pseudoconvex CR manifold of finite type with at most one degenerate eigenvalue. Then we extend the given CR structure on M to an integrable almost complex structure on the concave side of M . Therefore we may regard M as the boundary of a complex manifold.
Introduction
Suppose that M is an abstract smoothly bounded orientable CR manifold of dimension 2n − 1 with a given integrable CR structure S of dimension n − 1. Since M is orientable, there are a smooth real nonvanishing 1-form η and a smooth real vector field X 0 on M so that η(X) = 0 for all X ∈ S and η(X 0 ) = 1. We define the Levi form of S on M by iη([X , X ]), X , X ∈ S. We may assume that M ⊂ M , in C ∞ sense, where M is a smooth manifold. In [5] , Catlin has studied an extension problem of a given CR structure on M to an integrable almost complex structure on a 2n-dimensional manifold Ω with boundary, bΩ, so that the extension is smooth up to the boundary and so M lies in bΩ. Under certain conditions on the Levi form (cf. [5, Theorem 1.1, Theorem 1.3]), this shows that an abstract CR manifold can be locally embedded in C n [1, 13, 16] . In this paper, we study an extension problem of a given CR structure on M when M is a pseudoconvex CR manifold of finite type with one degenerate eigenvalue and dim R M = 2n − 1. For a given positive continuous function g on M , where g = 0 on bM , the boundary of M , we define S
}. Then our main result is the following theorem: Note that we extend the given CR structure on M to the concave side (instead of convex side) of M . When dim R M = 3, the author proved the same result when M is a pseudoconvex CR manifold of finite type [8] . We also note that if M is strongly pseudoconvex, this case was handled in [5, Theorem 1.1] .
In general, Theorem 1.1 does not imply that the given CR structure can be locally embedded in C n [12] . On the other hand, a theorem of Newlander-Nirenberg [14] shows that an integrable almost complex manifold is a complex manifold. Therefore if we let (M, S) be as in Theorem 1.1, then we have the following corollaries. Remark 1.4 . In [6] , the author showed that any smooth compact pseudoconvex complex manifold D of finite type with dim C D = n, n ≥ 2, can be embeded into a larger complex manifold Ω. Corollary 1.3 is a generalization of this result to some special non-compact complex manifolds.
Remark 1.5. If (M, S)
has at least three positive eigenvalues, Catlin [5] has extended the given CR-structure of S to the pseudoconvex side of M [5, Theorem 1.1]. If M is also pseudoconvex, this result implies the local embedding of CR-structures in C n . In [5] , Catlin has introduced certain nonlinear equations which stem from deformation theory of an almost complex structure (Section 2). The linearized forms of these equations are simply the ∂-operator from Λ in strongly pseudoconvex tangential holomorphic directions, and of size τ (x 0 , δ) in the weakly pseudoconvex tangential holomorphic direction. We choose the metric so that the unit ball about x 0 ∈ M corresponds to the above noneuclidean ball with δ = g(x 0 ).
To show that τ (x 0 , δ) is invariantly defined (i.e., independent of coordinate functions), we choose special coordinates defined near x 0 ∈ M (Proposition 3.1). These change of coordinates shall have an independent interest in studying weakly pseudoconvex CR manifolds of finite type. In terms of these special coordinates, the weakly pseudoconvex tangential holomorphic vector field L 1 has a special representation so that we can define another quantity µ(x, δ), which is a smooth function of δ and x and it is obtained by taking sucessive brackets of L 1 and L 1 and hence defined invariantly. A technical difficulty is to show that the brackets mixed with L 1 and the strongly pseudoconvex tangential vector fields are not major terms in determining µ(x, δ). Then we show that τ (x, δ) ≈ µ(x, δ) (Proposition 3.5), and hence τ (x, δ) is defined invariantly. To get an 0 < ε ≤ 1/2 subelliptic estimates (other than 1/2 estimates of Catlin [5] ), we also need some precise estimates for η([L 1 , L k ]), 2 ≤ k ≤ n. This difficulty comes from the fact that we have a Dirichlet condition on M 0 and hence we need to control the boundary integral terms, which were not occured in dimension three case, on M 0 (In usual ∂-estimates we deal with forms which vanish on M 0 and hence there are no boundary integral terms). Section 3, 4 and 5 contain these estimates in detail.
After this, we technically construct a family of plurisubharmonic functions with large Hessian using the properties of τ (x, δ) and µ (x, δ) . In performing the subelliptic estimates, we use (n − 2)-positive eigenvalue conditions on M σ to handle the boundary integral terms on M σ , and we use the existance of a family of plurisubharmonic functions with large Hessian to handle the components vanishing on M σ . This will give us uniform 1/m subelliptic estimates for ∂ on each non-euclidean ball. Then we get the estimates, so-called "tame estimates", which are required in the Nash-Moser theorem [14] for the approximate solution to the linearized equation.
Deformation of almost complex structures
Let (M, S) be a CR manifold as in Section 1 and set Ω = M × (−1, 1). In this section we extend the given CR structure S on M to an almost complex manifold (Ω, L), and study a deformation problem of the almost complex structure L on Ω so that the new (deformed) amost complex structure is integrable (or close to be integrable).
Assume that L is an almost complex structure on Ω. Let A be a smooth section of Γ (L) and is defined by
for all L ∈ L and ω ∈ Λ 1,0
. We want to choose A so that
By linearizing, i.e., by ignoring terms where A or A * appear more than once, we obtain
Note that this definition is linear in L 1 and L 2 , and hence
(L)⊗L. It follows from (2.1) and (2.3) that (2.2) is equivalent to the equation
where F is a section of Γ 2 defined by
Note that F measures to what extent L fails to be integrable. If L defines a CR structure on M and if we want L A to define the same CR structure on M , then this means that A must satisfy A(L ) = 0 on M whenever L is a section of L that is tangent to M . This is a Dirichlet condition on some of the components of the solution (2.4). If we define on Ω, that is integrable to infinite order along M 0 = {(x, 0) ; x ∈ M }. Let η be a smooth non-vanishing one form on M that satisfies η(L) = 0 for all L ∈ S x , x ∈ M , and that defines the Levi form of M as in Section 1. We can clearly extend η to all of Ω so that it still annihilates S (x,t) for all (x, t) ∈ Ω, where S (x,t) now denotes the space of vectors in L * (x,t) that are tangent to the level set of the auxiliary coordinate t. Then we have the following theorem which is a formal solution of local embedding problem. One can refer a proof to, for example, [3, Proposition 3] . 
(F x 0 (M )) by a vector field which vanishes to infinite order at 0. Therefore the image F x 0 (M ) is a smooth real hypersurface in C n with defining function given by r(w) = t • F −1 x 0 (w). In order to define the type of x 0 ∈ M , we use the (almost) holomorphic function F x constructed in Theorem 2.3: Definition 2.5. Let (x 0 , U, F x 0 ) be as in Theorem 2.3. Then we define the type of x 0 is equal to the type of F x 0 (x 0 ) = 0 ∈ C n in the sense of D'Angelo [9] .
Set T (x 0 ) = the type of x 0 ∈ M , and set
Under the assumption that the Levi-form of M has (n−2)-positive eigenvalues, we may assume that m is an even integer.
Let us take (Ω, L * ) constructed in Theorem 2.1. Choose a smooth real vector field X 0 on Ω that satisfies X 0 t ≡ 0 and
We write Z = X + g(x, t)∂/∂t where Xt ≡ 0, and set
Z. Then L n = ∂/∂t + X, where Xt ≡ 0. We fix a smooth metric , 0 that is Hermitian with respect to the structure L
for all X 1 , X 2 ∈ S (x,t) , along M .
Construction of plurisubharmonic functions
Let M , Ω, X 0 and L 0 be as in Section 2. In this section, we will construct a family of plurisubharmonic functions with large Hessian (Theorem 3.6). For this purpose, we first construct special coordinate functions defined in a neighborhood of x 0 ∈ M so that the coefficients of the weakly pseudoconvex tangential holomorphic vector fields satisfy some necessary estimates in new coordinates (Lemma 3.7 and Proposition 3.8).
Assume that x 0 ∈ M . Then there are coordinate functions x 1 , . . . x 2n defined on a neighborhood U of x 0 with the property that x 2n = t and that
for (x , t) ∈ U , and that
is a suitably chosen unitary matrix so that
There is an affine transformation
are the coordinates of x ∈ M , then
where the (2n − 1) × (2n − 1) constant matrix P x 0 is chosen so that in terms of u-coordinates,
Note that the second equality of (3.2) actually implies that X 0 | (x ,0) = −∂/∂u 2n−1 at all points of M ∩ U , and hence that
We also note that the matrix P x 0 is uniquely determined by the condition (3.2) and uniformly non-singular on U , and depends smoothly for all x 0 ∈ M ∩ U . In terms of u-coordinates, the vector fields L k , 1 ≤ k ≤ n − 1, can be written as
k are smooth real valued functions which vanish at 0. In the sequal we let ∂ l , 1 ≤ l ≤ n, denote the holomorphic partial derivatives in the l-th variable of local complex valued coordinates. When we change the local coordinate functions, this partial derivative operator will be written in new coordinates. We also let ∂ β denotes ∂ β or ∂ β . 
where 2 ≤ α ≤ n − 1. Also, the coordinate functions satisfy
Proof. Let us take the vector fields L 1 , . . . , L n and smooth coordinates u defined near x 0 so that the vector fields L k , 1 ≤ k ≤ n − 1, have the representation as in (3.3). Therefore (3.4) and (3.5) hold for m = p = 0. Assume by induction that there are smooth complex valued coordinates ζ = (ζ 1 , . . . , ζ n ) defined near x 0 ∈ M so that in terms of ζ-coordinates, we can write the vector fields L ν , 1 ≤ ν ≤ n − 1, as in (3.4) where the coefficients satisfy the estimates in (3.5) for m replaced by p ≥ 0. Set
and set
for l = 3, . . . , 2n − 2, and set
If we set
can be written as
where for 2 ≤ l, α, β ≤ n − 1, we have
We perform the following change of coordinates:
Then in terms of ζ-coordinates, we may write the vector fields L 1 , . . . , L n−1 as in (3.4) and the coefficients of L α , 1 ≤ α ≤ n − 1, satisfy (3.5) where m is replaced by p + 1. If we proceed up to m-steps, we will get a proof of the proposition.
For each x 0 ∈ M ∩ U and δ > 0, we want to define a quantity τ (x 0 , δ) in such a way that the sucessive derivatives of the coefficients of L k , 1 ≤ k ≤ n − 1, up to a certain order (less than or equal to m), change by no more than δ on a nonisotropic ball about x 0 . We use the special coordinates ζ = (ζ 1 , ζ 2 , . . . , ζ n ) defined near x 0 as in Proposition 3.1.
Assume .4) such that the coefficient functions satisfy the estimates in (3.5) . Note that we may assume that m is an even integer. Let b(ζ) = e(ζ) + id(ζ) be the coefficient function of ∂/∂x 2n−1 in L 1 , and set
Then, by virtue of the estimates in (3.5), we may write:
where a ν 's are coordinate functions of ∂/∂ζ ν in L 1 . Let x = (x 1 , . . . , x 2n−1 , t) be the real coordinates of ζ and set
Note that −ib m−1 (ζ) is a smooth real valued function which is an (m−1)-th order polynomial in ζ 1 and ζ 1 . We let a(ζ) be a real valued function defined by
Using the coefficient functions b
and for each δ > 0 we define
Set τ (x 0 , δ) = τ for a convenience. Then it follows from (3.9) that (3.10) |∂
and for 2 ≤ β, ν ≤ n − 1, we have
If we combine the estimates in (3.10) with the fact that D
From the estimates in (3.10)-(3.13) together with the fact that η(L 1 ) ≡ 0 it follows, by induction, that (3.14)
|∂
Combining the estimates in (3.5), (3.10)-(3.15) with the fact that
and hence that |∂
If we use again the estimates in (3.5), (3.10)-(3.15) together with the fact that η(L α ) ≡ 0, 1 ≤ α ≤ n − 1, we obtain, by induction, that
To obtain the estimates for the derivatives of the form ∂ l 1 for l ≥ 2, we note, from the estimates in (3.5), that
Since we can write
where c j,s 's are integers, we conclude, from the estimates in (3.16)-(3.18), that
By virtue of the estimates in (3.11)-(3.13) together with (3.19) and (3.20), we obtain by induction that
These estimates are essential ingredients to obtain a uniform subelliptic estimates for ∂ in dilated coordinates. Set τ (x 0 , δ) = τ for convenience and let
and define a dilation map
,
. Recall the expression of B(w) defined in (3.6). So we can write:
Then as in Section 2 of [7] , the non-negative condition
. Therefore the b β j,k 's, in the Taylor expansion of b(ζ), are not the major terms in the definition of τ (x 0 , δ) in (3.9), and the estimates in (3.22) show that
By using the estimates in (3.5), (3.14), (3.15), (3.22) and (3.23) together with the fact that
we can also show, by the method leading to (3.19) and (3.20) , that
Using the estimates in (3.5) and (3.23)-(3.25), we can also show that
Now we want to show that the coefficients a ν (ζ) of L 1 satisfy the estimates similar to those in (3.26) . Recalling the expression of L 1 in ζ coordinates as in (3.4), we set
Then L 1 can be written as:
where, from the estimates in (3.5), (3.11) and (3.23)-(3.26), we have
If we combine the estimates in (3.27)-(3.29) and apply the methods leading to the estimates in (3.26), we obtain that
together with the estimates in (3.11) and (3.26)-(3.30), we obtain that
Then from the estimates of a 2n−1 in (3.5), and of a l , 3 ≤ l ≤ 2n − 2, in (3.31), it follows that
From (3.31), we conclude that the functions a ν (ζ) are also not the major terms in the definition of τ (x 0 , δ) in (3.9). Therefore we conclude from (3.23) and (3.32) that
and hence it follows that δ
, and if δ < δ , then
In order to study how τ (x 0 , δ) depends on x 0 , it is convenient to introduce an analogous quantity µ(x, δ) that is defined more intrinsically. Let us cover M by a finite number of neighborhoods U ν , ν = 1, . . . , N , in Ω so that in each U ν , Proposition 3.1 holds. Let {χ ν } be a partion of unity subordinated to the coordinate neighborhoods {U ν } of Ω, and let m be a given positive integer.
For
and
Set M = (m + 1)!, and for each δ > 0, define 
, 3 ≤ k ≤ 2n − 2, and define
Without loss of generality we may assume that there is
where, from the estimates in (3.5), (3.23) and (3.31), we have
Therefore may write
where E j,k satisfies, from the estimates in (3.37), that
, for i = 0, 1, and i · m/2 + j + k + l 1 + l 2 ≤ m − 1. By (3.39), (3.40) combined with a simple Taylor's theorem argument, we then have
By virtue of the definition of µ(x, δ) in (3.35), (3.41) implies that
Therefore there must exist integers j 0 , k 0 with (
Assuming that χ ν 0 ≥ 1/N , we obtain from the estimates in (3.38), (3.39) and (3.44) that
provided that δ is sufficiently small. Again, by using the estimates in (3.38)-(3.44) and the Taylor series method, we obtain that
If we combine (3.45) and the definition of µ(x, δ), we obtain that
Combining (3.42) and (3.46), we have proved the following proposition.
That is, it does not depend on the choice of a specific coordinates. Propositions 3.2 and Corollary 3.3 show that the quantity τ (x, δ) is also defined invariantly, up to a universal constant, with respect to the coordinate functions.
Now we want to construct a family of plurisubharmonic functions with large Hessian. The existence of these functions will be a crucial ingredient in the subelliptic estimates for ∂-type equation. Note that we are free to choose x 0 ∈ M and δ > 0. Now assume that x ν ∈ M . Let us take the special coordinates ζ = (ζ 1 , . . . ζ n ) defined near x ν and write the vector fields L 1 , . . . , L n as in (3.4) satisfying (3.5). Also, let T (x 0 , δ) be defined in (3.43) . Let x = (x , t) be the real coordinates for ζ, where (x
, 2 ≤ β ≤ n − 1, and τ n = δ, and put α = (α 1 , . . . α n ). 
, |t| ≤ aδ, and if the inequality
. Then the proof of (i)-(v) follow the same lines as in the proof of Proposition 3.1 in [7] .
For each ε > 0, we set Ω ε = M × (−1, ε) and S(ε) = M × (−ε, ε). By adding up the functions h x ν ,δ constructed in Proposition 3.5, we can construct bounded plurisubharmonic weight functions so that the Hessian of these functions satisfy certain essentially maximal bounds in a thin strip S(ε) of M 0 . The heart of these construction is the so-called "doubling property" of P δ (x 0 ), which comes from the relation in (3.48). For a detailed proof of the following theorem, one can refer to Section 3 of [4] . For each small δ > 0, we set τ 1 
and τ n (x) = δ as before.
, and
In D 2 -equation, we will assign a Dirichlet condition on one side of bS + g , and the Neumann condition on the other side of bS + g . This fact leads us to another difficulty which was not occurred in 1/2 -subelliptic estimates of Catlin in [5] . To overcome this difficulty, we need the following Lemma 3.7 and Proposition 3.8 which will be used in the proof of subelliptic estimates for D 2 -equation in Section 5.
where γ = (10 × (m/2)!)
Combining (3.53) and (3.54), we obtain that
Therefore it folows that
and this proves (3.51) for k = n. When 2 ≤ k ≤ n − 1, we use the estimates in (3.26).
For each δ > 0, let ψ δ be the function constructed in Theorem 3.6. We need the following proposition which will be used to prove Lemma 5.6 that is necessary for the estimates of (5.39) and (5.40) in the subelliptic estimates of D 2 operator in Section 5. 
Proof. Note that the functions ψ δ in Theorem 3.6 were constructed by adding up functions
. By virtue of (3.48), there is a small c > 0, independent of δ > 0, so that we can arrange points
Then, as in the proof of Lemma 3.3 in [4] , there is a fixed integer N (independent of δ) such that any (N + 1) intersection of
By virtue of (3.48) again, it follows that
independent of δ. If we express the vector fields L 1 , . . . , L n in terms of the special coordinates in each neighborhood of x ν i , i = 1, . . . , l, then (3.54) and (3.55) follow from (3.50) and (3.51), respectively.
Special frames for almost complex structures
Assume M ⊂ M and let ϕ ∈ C ∞ (M ) be a smooth real-valued function such that ϕ(x) > 0 for x ∈ M , and ϕ(x) = 0, dϕ(x) = 0 for x ∈ bM . We can extend ϕ to Ω by requiring that it be independent of t. Let us denote by T p the type at a point p ∈ M and define
Since the type condition is an open condition, it follows that T (M ) is well-defined and is finite. In the sequal, we assume that
and for any ε, σ, 0 < ε ≤ σ ≤ 1, define
Remark 4.1. The quantities ε and σ will be fixed later. If we set g(
, then g is the required positive function in the definition of S + g in Section 1 and S ε,σ equals to S
. We define a weighted metric , on L 0 by the relations:
where
is a smooth function of x and δ, it follows that , is a smooth Hermitian metric on L
0
. Now, using Proposition 3.1, we shall cover S ε,σ by special (dialated) coordinate neighborhoods such that on each of them, there is a frame L that satisfying required good estimates. 
Proof. We first cover M by a finite number of neighborhoods V ν , ν = 1, . . . , N , in Ω such that in each V ν there exist coordinates (u 1 , . . . , u 2n ) with the property that u 2n = t and that , and let us write b(ζ) = e 1 (ζ) + id 1 (ζ), where e 1 (ζ) and d 1 (ζ) are smooth real valued functions. Recall the Taylor expansion of b(ζ) at x 0 (i.e., at ζ = 0) in (3.6). We then take the quantity τ (x 0 , δ) and the corresponding quantity µ(x, δ) defined in (3.9) and (3.35), respectively. By Proposition 3.5, it follows that µ(x 0 , δ) ≈ τ (x 0 , δ), and hence the estimates in (3.37) imply that 
ϕ(x)
−2m
where ϕ(x) is the function ϕ expressed in the x-coordinates of x 0 . In terms of the y-coordinates
Note that in W b (x 0 ), y 2n = 0 and y 2n = σ 2m coincide with r = 0 and r = εσ 2m , respectively, on the boundaries of S ε,σ . We define a frame
In terms of dilated coordinates y in
ε,x 0 . By a direct calculation, one obtains that
, |α| ≤ k}, and extend this norm to vector fields and 1-forms by using the coefficients of ∂/∂y j or dy j . By virtue of Proposition 3.2, it follows that for all x ∈ W b (x 0 ), we have
Combining (4.10) with (4.11), we conclude that for each s ≥ 0 there are C s independent of x 0 and δ such that (4.12) |δ
Therefore L 1 can be written, in y-coordinates, as
and E satisfies, from the estimates in (4.12), that
for an independent constannt C > 0. By virtue of the estimates in (3.31), we also have
Observe that the diameter in the x-coordinates of 
Now set 
Setting W (x 0 ) = W σ (x 0 ) for sufficiently small σ, we obtain (i) and (iii).
To prove (iv), we recall that L n = ∂/∂y 2n − i∂/∂y 2n−1 + y 2n T , where T y 2n ≡ 0, and that L is integrable to infinite order along M 0 . Hence
Combining 
Now we assume that ε ≤ σ
.2) follows from (4.21) and (4.22). By Proposition 3.5, it follows that
. . , L n } is orthonormal with respect to , , we conclude that (4.3) and (4.4) hold if σ is sufficiently small.
Using the special coordinates y 1 , . . . , y 2n and the special frames L 1 , . . . L n defined in (4.9), we want to define L 2 -operators with mixed boundary conditions. In the process of subelliptic estimates for D 2 -operator, we will see that certain boundary integral terms on M 0 occur. To handle these boundary integral terms, we need the following lemma. 
Since the Levi-form of L 2 , . . . , L n−1 is always positive definite, (4.24) is solvable on W (x 0 ). Set
Then its dual frames η k , k = 1, . . . , n, are given by
In terms of the new frames it follows from (4.24) that
on W (x 0 ) and
Therefore (4.23) follows from (4.25) and (4.2).
Recall that a deformation of L 
We suppose that A satisfies
for a sufficiently small ε 0 > 0. We define A(S ε,σ ) to be the space of sections A ∈ Γ 0,1
In terms of the frames X 1 , . . . , X n , and its dual frames η
and let η j A be the dual frames. Set
Obviously, the frames ω 
where the constant C > 0 is independent of x 0 , σ and ε.
In order to measure how L A j , j = 1, 2, . . . , n, depend on A, we define
In the sequel, we assume that A satisfies (4.26) for sufficiently small ε 0 .
Lemma 4.4.. For y ∈ W (x 0 ), the following pointwise estimates hold : For the subelliptic estimates on the non-euclidean balls W (x 0 ), we still have to construct a family of plurisubharmonic functions with maximal Hessian in dilated coordinates y defined in (4.7). By virtue of Theorem 3.6 there is a family of plurisubharmonic functions {ψ δ (x)} δ>0 defined on Ω δ ∩ U = {(x , t) ; t ≤ δ} ∩ U . We may assume that there is an open set W (
Proof. From the expression of L
, provided σ is sufficiently small. We define
For any ρ > 0 we set 
From the expression of r k (x) in (4.10) and (4.12) it follows that
If we combine (4.36) with the properties (ii) and (iii) of Theorem 3.6, we conclude that
Note that the vector fields L 
Recall that A = 0 along M and satisfies (4.26). Hence |A| 0 ε 0 ρ 2 provided |y 2n | ≤ ρ. Therefore it follows from (4.37) and (4.38) that
This proves (ii). (iii) follows from the estimate
(iv) follows from the property (iii) of Theorem 3.6.
Next, we show that there exists a smooth Hermitian metric on S ε,σ such that for all
Note that L A n is actually globally defined, so that the above conditions determine a metric on L
Let dV denote the volume form associated with the Riemannian metric , . In the coordinates (y 1 , . . . , y 2n ) in W (x 0 ) we can write dV = V (y)dy, where dy = dy 1 . . . dy 2n , and where
where c is independent of σ, ε, and x 0 . We will define the inner product for two functions g, 
where dV is the volume form given by the metric of L
. . , L
A n } is an orthonormal frame, the quantity in (4.39) is independent of the frame neighborhood W (x 0 ). Thus, by using a partition of unity, it follows that the norm in (4.39) extends to all of Γ 0,q 
where ( , ) corresponds to the norm in (4.39). By combining (2.3) with (2.6) together with integration by parts, it follows that
We now extend the definition of the operator
A ) be the Hilbert space adjoints of T and S, respectively. It follows that if U ∈ Dom(T * ) and V ∈ Dom(S * ), then
as in the sense of distributions. Therefore it follows that
Finally, suppose that we have proved the estimate
Then Lemma 4.6 shows that (4.43) holds for all U ∈ Dom T * ∩ Dom S. Then from the usual ∂-Neumann theory it follows that for all
We will call N the Neumann operator associated with D q .
The Subelliptic Estimate for D q
In this section we prove a subelliptic estimate for the D q -Neumann problem with almost complex structure L A . We set q = 2 in this section. We first define tangential norms that will be used in the estimates. For any s ∈ R, set |||f |||
f (y , y 2n )dy . For any integer k ≥ 0 and any s ∈ R, set
Then, for any integer m ≥ 0 and
By using the coefficients of U , we can easily define all of the above norms for any section U of Γ 0,q . We recall that A(S ε,σ ) is the space of sections A ∈ Γ 0,1
∩ CT M 0 . We let C > 1 and 0 < c ≤ 1 be independent constants which may vary in various estimations. Then the goal of this section is to prove the following subelliptic estimate: 
We first state some necessary lemmas for the proof of 
For convenience, in what that follows we omit the notation A from the frames L 
To handle the commutator terms, we need the following lemma.
Lemma 5.5. Assume that n ≥ 3. Let U ∈ B q (S ε,σ ; A) be compactly supported in W (x 0 ) and assume that |K| = q − 1 with n / ∈ K and that
Proof. Note that U 
By integration by parts we get, from the estimates in (5.8) , that
Using the fact that χ = 0 on M 0 , U nK l = 0 on M σ , and (5.9), we can perform integration by parts for the function χL n U nK l 2 in a standard way. Then we get
Combining (5.10) and (5.11), we get
Similarly, we can estimate (c
). This proves (5.6). The proof of (5.7) is similar For each small ρ > 0, we set 
Let µ k (x) be defined as in (4.33). Then, by functoriality, it follows that
where we have used the notation in (4.9) and the expression of r k in (4.10).
Note -coordinates) , it follows from Proposition 3.8 and the property (iii) of Theorem 3.6 that (set δ = ρδ 0 there)
and for 2 ≤ k ≤ n − 1, we have
Assuming that A satisfies (4.26), it follows that |A| 1 ≤ ε 0 ρ 2 if y ∈ S ρ . Also, it follows from the property (iii) of Theorem 3.6 that
Also, (2.6) shows that
Combining (5.18)-(5.20), we see that
Let us write U = U + U , where
Then we can write
where E(U , U ) denotes the (sum of) inner products (AU , AU ) and (BU , BU ). Note that the Levi-form of M σ has at least (n − 2)-positive eigenvalues and U = 0 along M 0 . Therefore we may proceed in the standard way as in [10, 11] for U and we get
. By the standard integration by parts method, we obtain that
As in (5.24), we can write, for 1 ≤ j, k ≤ n − 1, as
By integration by parts, if necessary, the second and third terms of (5.31) are bounded by
. By integration by parts, we can write
. By integration by parts again, we can write
Combining (5.28)-(5.34), we obtain that
With the notation
the first sum of the right hand side of (5.35) is equal to
, and we get
Since M 0 is pseudoconvex and d
provided that σ is sufficiently small. Thus, if we replace λ by φ, then we conclude from (5.36) and (5.37) that
Now we take the family {λ ρ } ρ>0 of plurisubharmonic functions with maximal Hessian constructed in Theorem 4.5, and replace λ in (5.38) by these functions. By Lemma 5.6 and the fact that
Also, it follows from (4.27) and (4.28) that
By virtue of Theorem 4.5 it follows that (assuming that we first take ρ 0 ≤ σ 2m for sufficiently small σ) there is, for each 0 < ρ ≤ σ
where µ k (x) and µ ρ k (x) are defined in (4.33) and (4.34), respectively.
Combining (5.38)-(5.42), we then have that
by (3.34). Then, by the theorem of Catlin [2] , the subelliptic estimates of order 1/m holds for U and hence we get
Combining (5.21), (5.27) and (5.43), we conclude that
If n = 2, then U = 0 on M σ , and if n ≥ 3, then we have at least one positive eigenvalue. In this case, we apply Lemma 5.3 for f replaced by U and get
Combining (5.4), (5.44) and (5.45), we conclude that
for all U ∈ B q (S ε,σ ; A), provided σ is sufficiently small. For the estimates of the non-tangential derivatives of U , we note that L A n = ∂/∂y 2n + X, where X = 2n−1 j=1 b j (y)∂/∂y j . Therefore a standard argument yields the inequality
). This inequality can be applied with f = U 
and F = 
Extension of CR structures
In this section we will prove Theorem 1.1 and Theorem 1.4, using the estimates in Section 5. First, we describe the nonlinear extension operator. For details, one can refer to Section 11 of [5] .
If Note that properties (6.3) and (6.4) of the nonlinear operator Φ are the crucial ingredients in the application of simplified Nash-Moser iteration process [15] .
We recall that F A vanishes to infinite order along M 0 ( in x-coordinates !). This can be stated in y-coordinates as follows. The proof is similar to that of Lemma 6.2 in [5] . We can now prove the main theorems of this paper:
Proof of Theorem 1.1. We will show that Φ(0) D < b for the small b > 0 and the integer D, which are appeared in the variant of Nash-Moser theorem [15] . The rest properties for the Φ(A) in the hypothesis of Nash-Moser theorem can be proved using the relations in (6.3) and (6.4), and the estimates for operator in Section 5.
Note that (5.48) and (6.5) imply that for each i ∈ I, .
Thus (6.6) and (6.7) imply that if N = 2m (n + 1) + 1, then
for sufficiently small ε. In particular, if we set k = D and choose ε to be sufficiently small, then it follow that Φ(A) D < b.
Proof of Corollary 1.3. Clearly, M ⊂ bD is a CR manifold satisfying all the conditions of Theorem 1.1. Therefore we can extend the given CR structure on M to the outside of D by Theorem 1.1. Then, by virtue of Theorem 2.2, the extended CR structure can be patched smoothly with the given complex structure on D. Therefore Corollary 1.3 follows from the Newlander-Nirenberg theorem.
