Sharing of social media datasets presents the caveat that they are not always completely replicable. Having to adhere to requirements of platforms like Twitter, researchers cannot release the raw data and instead have to release a list of unique identifiers, which others can then use to recollect the data from the platform themselves. This leads to the problem that subsets of the data may no longer be available, as content can be deleted or user accounts deactivated. To quantify the impact of content deletion in the validity of datasets in a long term, we perform a longitudinal analysis of the persistence of 30 Twitter datasets, which include over 147 million tweets. Having the original datasets collected between 2012 and 2016, and recollecting them later by using the tweet IDs, we look at four different factors that quantify the extent to which recollected datasets resemble original ones: completeness, representativity, similarity and changingness. Even though the ratio of available tweets keeps decreasing as the dataset gets older, we find that the textual content of the recollected subset is still largely representative of the whole dataset that was originally collected. The representativity of the metadata, however, keeps decreasing over time, both because the dataset shrinks and because certain metadata, such as the users' number of followers, keeps changing. Our study has important implications for researchers sharing and using publicly shared Twitter datasets in their research.
INTRODUCTION
Archiving and sharing data for future use is a key requirement to enable reproducibility of scientific research [6, 20, 22] . In recent years, the use of large-scale datasets for research has increased with the emergence of the Web and social media [14, 25, 30] . Despite the increasing interest in sharing social media datasets, there is also concern about the persistence of these data [34] . The long-term persistence of datasets can be impeded by different circumstances. One reason is that some datasets become unavailable short after publication due to the lack of stability of the hosting servers [19] ; proper use of data repositories such as Figshare.com and Dataverse.org can help mitigate this issue [3] . Another important reason is that datasets gathered from third party services, such as social media data [7, 10, 11] , cannot always be shared in its final form owing to restrictions in the terms and conditions of the data provider. To circumvent these restrictions, researchers can share unique identifiers of individual posts, which then enable recollection of the data, as is the case with Twitter; recollecting social media datasets from unique identifiers, however, leads to the collection of a dataset that differs from the original, as part of the data may no longer be available [18, 34] , e.g. because user accounts may have been deleted or suspended [17] . Moreover, the metadata of social media posts can also change over time as their authors update their profile, their number of followers or friends keeps changing and/or the number of shares/likes of posts is altered [9] . Consequently, the dataset collected from a publicly shared list of unique identifiers such as tweet IDs will often lead to a subset of the original dataset, with the additional caveat that the metadata of the collected posts may have changed. However, the researcher recollecting the dataset cannot estimate whether the recollected dataset resembles the data compiled by the original authors; this study makes a longitudinal assessment of the extent to which datasets recollected from tweet IDs resemble original datasets.
Previous work has looked into the predictability of tweets being deleted short after being posted, for instance for regretting their content or for having made spelling mistakes. Work has also looked at the probability of a Twitter account being suspended for being offensive or spammer. While all of these affect the persistence of a Twitter dataset in a long term, no study has looked at the effect of the disappearance of tweets in the persistence 1 arXiv:1709.09186v1 [cs.DL] 26 Sep 2017 of historical Twitter datasets and there is no assessment of the validity of recollected datasets. Our ultimate goal is to determine how comparable the recollected dataset is. To tackle this, our study sets forth the following four research questions:
RQ1 How complete is a dataset recollected from lists of publicly available tweet IDs? (completeness) RQ2 How representative is the recollected dataset? (representativity) RQ3 How similar is the recollected subset to a randomly sampled subset? (similarity) RQ4 How has the metadata associated with the successfully recollected subset changed? (changingness)
We perform a large-scale, longitudinal analysis of 30 Twitter datasets associated with real world events between 2012 and 2016, which include over 147 million tweets. In May 2016, we simulated the scenario in which a researcher wants to reuse these datasets; we recollected all these datasets using the underlying Twitter IDs, which enabled us to have two versions of all 30 datasets: the dataset originally collected through the streaming API in real-time while the event was happening, and the dataset recollected later on. The study of datasets that had been collected between days earlier and up to four years earlier enables us to analyse the effect of recollecting tweets after different periods of time. This in turn enables us to assess whether and the extent to which the persistence of a Twitter dataset fades. Our analysis shows that the ratio of available tweets keeps decreasing as the dataset gets older; still, interestingly we find that the textual content of the recollected subset is largely representative of the original dataset, irrespective of the dataset's age, which is positive for research that focuses on the textual content of tweets. Results are not as good when we analyse metadata of the recollected datasets; we observe that most of the metadata of the recollected subsets are no longer representative of the original data, in part because some of these metadata have changed over time. However, metadata are found to be to some extent similar to a randomly sampled subset of the original dataset, and therefore it should be carefully used by acknowledging that it is a subset of the original data. Our study has important implications for the practice of sharing and archiving Twitter datasets, as well as for researchers reusing publicly shared Twitter datasets in their research.
LIMITATIONS OF SHARING TWITTER DATASETS
With the increasing use of social media data for research purposes [13] , the concerns for making sure that datasets used in these works are released are growing [34] . Sharing data is crucial for many reasons, including the ability to reproduce results from existing research, as well as to extend existing work with new analyses and findings by using common datasets [6] . Results of Twitter experiments can often be largely dependent on the datasets being used. In a study trying to replicate 10 Twitter experiments using newly collected datasets, [16] were unable to reproduce the findings of six of them. Hence, an ability to reuse existing datasets is key to enable reproducibility and build on existing work. The sharing of Twitter datasets is however hindered by the need to comply with the platform's Terms of Service 1 (TOS). As part of Twitter's TOS, using its API to retrieve data from Twitter requires agreeing with its developer policy 2 . The clause F.2 of this policy states that "If you provide Content to third parties, including downloadable datasets of Content or an API that returns Content, you will only distribute or allow download of Tweet IDs and/or User IDs". An exception to that clause is that it is allowed to "provide export via non-automated means of up to 50,000 public Tweets and/or User Objects per user of your Service, per day". While the latter has enabled distribution of small Twitter datasets (e.g. [39] ), it is generally not a viable solution to release large-scale datasets, e.g. those associated with major events and breaking news, which clearly exceed the 50,000 tweet limit. Beyond the scientific community, there have been multiple attempts to build permanent archives of deleted tweets, including Undetweetable, Tweleted, Deadbird and PostGhost; however, these have been discontinued following requests from Twitter to take down their service. The only such service that exists today is Politwoops 3 , which is however limited as it is only allowed to store deleted tweets by politicians.
Given this restriction as per the Twitter's TOS, the workaround that enables researchers to share a large-scale Twitter dataset is hence to share the IDs of all the tweets in the dataset. Having those tweet IDs, a researcher can then go back to Twitter's REST API to retrieve the tweets by using those IDs; the API's statuses/lookup 4 method returns the content and metadata of the tweets, with the exception of those that are no longer available. The TREC 2011 Twitter dataset [21] was the first to be released in this way, sharing only the tweet IDs. This methodology was later documented in [18] , finding that within a period of 6 months, 27,3% of the tweets conforming the dataset had become unavailable. Similarly, others have reused existing datasets for their research, for which tweet IDs had been published; they then used those tweet IDs to reconstruct the datasets for their work. For instance, [8] found that around 30% of the tweets from an old Twitter dataset were unavailable by the time they collected it; they were, however, unable to determine how comparable the remainder 70% of the dataset was. This issue also affects the organisation of shared tasks, as the organisers release the dataset to be used in the challenge through tweet IDs. In recent shared tasks, [12] found that participants could not retrieve between 10% and 15% of the tweets, which in the shared task by [1] was slightly lower, 9.4%. The common practice for making sure that all participants are evaluated against the same set of tweets, organisers tend to rely on the subset of tweets available after the evaluation period comes to an end. These datasets are generally publicly released after the shared task finishes and, while it is expected that tweets will continue disappearing, the utility of these datasets as time goes on is uncertain.
There has been research looking into the deletion of social media posts and more specifically tweets [2] . Some of this work has conducted exploratory research, such as [5] analysing linguistic characteristics of deleted tweets as well as personality traits of authors who delete tweets, and [2] analysing the types of tweets that get deleted, looking at different aspects such as the client used for tweeting, sentiment and days of the week. Others tried to predict what tweets would be eventually deleted; prediction of deleted tweets has proven challenging, with performance scores roughly reaching 0.2 in terms of F1 score [4, 23] . [24] achieved higher performance scores around 0.45 F1 score, however as the authors acknowledge their dataset had a significantly higher rate of deleted tweets (23% over 3% in previous work). Others have analysed suspension [28] , deletion [31] and hijacking [29] of Twitter accounts. Research in this direction can be informative for instance for: (1) understanding and predicting tweets that are likely to be deleted, to inform users in advance that they may regret posting a tweet [27, 32, [35] [36] [37] , (2) identifying content and behaviour that leads to account suspension, so that users can avoid it in the future, and (3) identifying malicious accounts to flag them as such.
Despite the evidence of tweets being deleted, previous work has not quantified the impact of these deleted tweets on existing datasets and hence has not assessed quantitatively the extent to which a reconstructed dataset resembles the original dataset. The present work advances research in this direction by looking at 30 large-scale Twitter datasets collected between 2012 and 2016, comparing datasets collected originally in real-time as well as at a later stage.
EXPERIMENT DESIGN
Our experiments for assessing the persistence of Twitter datasets consist of three steps: (1) real-time collection of Twitter datasets between 2012 and 2016, (2) recollection of datasets in May 2016, and (3) analysis and quantification of differences.
Original Datasets
Between February 2012 and May 2016, we collected 30 Twitter datasets associated with different real-world events. These include a range of different types of events such as breaking news stories, emergencies, elections and sporting events. The tweets for all these datasets were collected using the same methodology; we employed Twitter's streaming API with a set of relevant keywords and hashtags associated with each event. The use of the streaming API is the most widely used approach for Twitter data collection [38] , which enables collection of data in real-time as tweets are posted and hence unaffected by later deletions of tweets.
A summary of these datasets is shown in Table 1 , with the time frame and number of tweets in each case. The tweet IDs conforming all these datasets are publicly available 5 .
Recollection of Datasets
The next step consisted in simulating the scenario of the researcher who would be using the tweet IDs to recollect the datasets. In May 7th, 2016, we used Twitter's API to recollect the 30 aforementioned datasets. Having the over 147 million tweet IDs as input, we used the API's statuses/lookup method 6 to retrieve tweets by ID. To make sure that our recollection methodology did not benefit any of the datasets, we collected all of them in parallel. The parallelisation of the tweet recollection enabled us to complete the task within three weeks by May 28th. At this point, we have two versions of each dataset: D o , the dataset originally collected while the event was occurring, and D r , the dataset recollected in May 2016.
Assessing the Persistence of Datasets
With the two versions we collected for each of the 30 datasets, D o {1..30} and D r {1..30} , we use four different metrics to measure the extent to which recollected datasets retain their original characteristics. These four metrics enable us to measure the completeness, representativity, similarity and representativity of each of the recollected datasets D r i with respect to the original D oi , where i ∈ [1, 30] . In the next section we describe the approach we followed to measure each of the four characteristics and present the analysis of results.
ANALYSIS
This section is organised by research question in four parts: completeness, representativity, similarity and changingness.
Completeness
With the completeness we measure the extent to which the recollected datasets resemble the original ones in size. That is, how many of the elements in the original dataset can still be found in the recollected dataset. We look at six different types of elements: (1) tweets, (2) unique hashtags, (3) unique user mentions, (4) unique tokens found in the tweets' contents, (5) unique URLs and (6) unique tweet authors.
A first look at the total number of successfully recollected tweets shows that 119,752,714 tweets (81.4% of the whole) were still available. These percentages are more favourable for the majority of the elements, with 86.8% of the hashtags available, 84.5% of the user mentions, 86.5% of the tokens and 89.8% of the URLs. The exception is the percentage of unique users found in the recollected datasets, which is 80.0%. This indicates that many of the tweets likely disappeared because of the removal of the user accounts, yet not having such a big impact in the elements contained in the tweet content, such as hashtags or URLs, as some of the textual content can be redundant across tweets.
Event
Year A detailed analysis of the available elements broken down by dataset is shown in Figure 1 . The availability of all elements differs substantially when we look at different events, with older events having fewer elements available, as initially expected. They all show a similar, however with the completeness of tweets and users deteriorating to a greater extent, in some cases even dropping below 70% of completeness. It is better for the rest of the elements, rarely falling below 80%, showing again that the different elements that are part of tweet content have higher degree of completeness thanks to the redundant content that can be found across different tweets. This leads to content disappearing from unavailable tweets being still accessible through other tweets with similar content. 
Representativity
Despite the shortage of completeness, as we have observed, we want to measure if the data that is still available is representative of the original dataset. With the representativity we measure the extent to which the different features of a recollected dataset have a similar distribution to those of the original dataset. For instance, we have lost some of the tweets, but is the remaining content still representative of the whole? Likewise, some users have disappeared, and the number of followers of the users that are still available may have changed; is the distribution of new follower counts still representative of the original distribution? To measure this, we rely on Welch's t-test [33] to measure if there is a statistically significant difference between two different populations, i.e. recollected features and original features. We do so for a range of 22 different features that are part of each tweet, and we group the datasets by year, hence having four different groups: 2012, 2013/2014, 2015 and 2016. Since Welch's t-test can only handle categorical values, we transform ordinal features into categorical by grouping its values by percentile, i.e. counting the number of occurrences in each percentile for a particular feature. for a certain feature in datasets of a certain year. We observe that there is a big difference here across features, with some features showing statistically significant differences and hence lack of representativity; these include four types of features: (1) profile settings such as the user name, user profile image and screen name, which shows that users are likely to change those settings, (2) statistics associated with users, including tweet counts, number of followers and number of users they are following, which is expected to change as the users are active and keep tweeting and getting more followers, (3) statistics associated with tweets, where tweets' favourite and retweet counts change and are not representative of the original, and (4) tweet metadata, as the timestamps of the recollected tweets as well as the tweet authors are not representative. On the other hand, there is a range of features which are representative of the original dataset, including user metadata such as the user's description, interface language, profile URL, UTC offset, or whether the account is verified are representative of the original dataset. Likewise, the content of the tweets is largely representative of the original, with the text and hashtags, some of the most used features for content-based research, being representative. It is worth noting, however, that with the representativity we are measuring if the recollected features have the same distribution (i.e. average and standard deviation) as the original dataset. The lack of representativity does not imply that the recollected dataset does not show a similar trend as in the original data. For instance, the follower counts are expected to change and hence not be representative over time, however follower counts may keep growing proportionally for all users, leading to new follower counts that are not representative of the original, but still show a similar trend to that of the original. In the following section we look at the similarity of features to further explore this.
Similarity
With the similarity we aim to measure the extent to which different features of the recollected dataset resemble the original dataset. Since the size of the recollected dataset is different, we achieve this by creating random samples of the original dataset of the size of the recollected dataset. We create 100 different random samples of the original dataset, and we compare each of them with the recollected dataset using the cosine similarity [26] . We then average the cosine similarities obtained for all 100 random subsets. The cosine similarity measures the extent to which two different sets of values are comparable, and it ranges from 0 (dissimilar) to 1 (similar). Table 3 shows the cosine similarities for the 22 features, again grouped into 4 different years. This shows encouraging results compared to those obtained above for representativity. A look at the similarity values instead shows that most of the features are similar to the original dataset. This is the case with most of the features having similarity values above 0.9 consistently across all years. There are four exceptions, all of which are associated with the users' profile settings: the user profile image, the user screen name, the users' UTC offset and the user location.
Our results suggest that the recollected datasets are rather similar to randomly sampled subsets of the original datasets, however the distributions of values of some of the features are not representative of the whole, which suggests that feature values are changing. Given the divergence of results when we look at the representativity and the similarity, we further look into the changingness of features in the next section.
Changingness
To further understand the results obtained by looking at the representativity and similarity of the datasets, we look at the changingness of features, i.e. the extent to which the values of different features change from the original to the recollected dataset. The feature that never changes is the text of the tweet, as the text of a tweet remains the same as long as it is still available and can be recollected; it cannot be edited. Therefore we exclude the text and associated features such as hashtags or user mentions from this analysis. In this analysis of changingness, we look at two different factors. On the one hand, we quantify the ratio of cases in which the value of a feature has changed. On the other hand, we further dig into those changes, which we analyse in three different ways depending on the type of feature:
• Ordinal features: for ordinal features, we quantify the average increase of the feature values. For instance, for follower counts, we quantify, on average, how many new followers each user has gained. • Categorical features: for categorical features, we list two values: the value that most frequently has changed from the original dataset, and the value that most frequently has been changed to in the recollected dataset. • Textual features: in the case of textual features, we display the average Levenshtein distance [15] of the changes, which measures the number of characters that have changed from the original value to the recollected value, on average. Table 4 shows the results of the analysis of the changingness of features. We can observe that ordinal features are very likely to change, especially users' tweet counts, number of followers and followees, which is expected for user accounts that are active. They actually vary substantially irrespective of the dataset being older or newer. The favourite and retweet counts of tweets also keep varying, although it is less common for the number of favourites, with fewer than 10% of the tweets changing.
Among the categorical features, we observe that most of them are affected as the dataset gets older. Features like a user's profile image or a user's UTC offset are very likely to change for old datasets in more than 60% of 8 the cases. Other features, such as a user's interface language and whether users are verified, are very unlikely to change.
In the case of the textual features, all of which are related to users' profile settings, we observe that they are increasingly likely to be modified as the datasets get older. The users' screen names (i.e. the Twitter handles) are the least likely to change, still more than 22% of the users changed it since 2012. The rest of the features, which include the users' website/URL, the users' real name, their location and description, are very likely to change, with variability values between 39% and 75%.
DISCUSSION
We have looked at 30 Twitter large-scale, longitudinal datasets originally collected over the course of four years (2012-2016), and compared them with datasets recollected in 2016. This analysis is important as researchers aiming to recollect datasets shared by others through tweet IDs end up collecting a reduced subset of the original dataset, whose metadata may have changed. Our longitudinal study of the completeness, representativity, similarity and changingness of recollected datasets has enabled us to quantify the extent to which recollected datasets resemble the original ones.
To tackle this analysis, we set forth four research questions, as follows:
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RQ1 How complete is a dataset recollected from lists of publicly available tweet IDs? (completeness) Our analysis buttresses the expected tendency that tweets keep disappearing over time, with older datasets having fewer tweets available than newer ones. The ratio of tweets and unique users available in the recollected dataset can drop below 70% within four years. However, this is less dramatic for other elements found in tweets, such as hashtags or URLs, whose availability is around 80% after the same time period. The redundancy of textual content across tweets makes it possible for more unique hashtags and URLs to be available after a long period of time. RQ2 How representative is the recollected dataset? (representativity)
The textual content of the recollected datasets has been found to be largely representative of the original datasets, despite being a reduced subset. We have found that the difference between the textual content of the recollected subsets and that of the original datasets is not statistically significant. However, we found statistically significant differences for most of the tweets' metadata, showing that the recollected metadata is no longer representative of the original. RQ3 How similar is the recollected subset to a randomly sampled subset? (similarity)
Given that the recollected datasets are smaller, we have created 100 random subsets of the original datasets, whose size matches that of the recollected datasets. With these 100 random samples, we have computed the similarity of the different features with respect to the recollected dataset. In this case, we have found substantial similarities for the majority of the features, which shows that despite being reduced subsets of the whole, they are still largely similar to a random subset of the original data. RQ4 How has the metadata associated with the successfully recollected subset changed? (changingness)
We have looked at the ratio of cases in which the different metadata conforming the tweets have changed.
We have observed big differences in the case of the most of the features, including the majority of features associated with the users' profile settings. There are only a few exceptions of features that are less likely to vary over time, which include the users' interface language, whether the users are verified and the tweets' favorite counts. The features that are most likely to change over time include the users' followeer and followee counts, the users' tweet counts and the users' descriptions.
Summary. Our analysis shows that datasets gradually keep shrinking as tweets become unavailable over time, showing that up to 30% of the tweets can disappear within four years. This is however not as dramatic when it comes to the diversity of elements that we observe, such as the set of unique URLs or hashtags, thanks to those elements being redundant across tweets and being less affected by the deletion of a subset of the tweets. Our analysis comparing the characteristics of original and recollected datasets shows encouraging conclusions especially when it comes to the textual content of tweets, as the textual content that remains available over time is still largely representative of and similar to the original dataset. This is positive for all the research that relies mainly on the tweets' textual content. Results are not as positive when we look at other tweet and user metadata. Our analysis suggests that most metadata are similar to that of a randomly sampled subset of the original dataset, however metadata tend to change and they are no longer representative of the original dataset. It should therefore be expected that the metadata of the recollected dataset resembles that of a randomly sampled subset but does not represent the metadata of the original dataset. This should be taken into account as it may have a significant impact on the outcome of a research study, depending on the objectives and how the data is looked at. Studies looking at the metadata of recollected Twitter datasets should take into consideration the effect that the change of metadata may have had in their analysis.
This study shows the extent to which researchers can rely on newly recollected datasets from publicly shared tweet IDs. It has focused particularly on Twitter datasets associated with real world events. An aspect that has not been covered in this study is the replicability of datasets built from user profiles, e.g. including timelines of tweets for a set of users. A longitudinal study of the persistence of Twitter datasets built from user timelines would be an interesting complementary analysis that we leave for future work.
