In this work the goal is to develop a distributed system for sensing, interpreting and visualizing the real-time dynamics of urban life within the 3D context of a city focusing on typical, useful dynamic information such as walking pedestrians and moving vehicles captured by pan-tilt-zoom (PTZ) video cameras. Threedimensionalization of the data extracted from video cameras is achieved by an algorithm that uses the Manhattan structure of the urban scene to automatically estimate the camera pose. Thus, if the pose of the video camera changes, our system will automatically update the corresponding projection matrix to maintain accurate geo-location of the scene dynamics.
INTRODUCTION
During the recent years tools such as Google Earth and Microsoft Virtual Earth have become essential for street finding and visualization. However, these tools provide a stationary virtual world which limits their use in surveillance applications where object dynamics is important. On the other hand, the number of surveillance video cameras installed in urban areas such as universities, airports and shopping malls grows every year as cameras become less expensive and as the demand for security and monitoring systems grows. With the availability of large sets of video images comes the problem of viewing and analyzing the image data, which is traditionally done by teams of human camera operators that switch and control the cameras remotely in order to view the separate images on a grid of 2D displays. This problem has been addressed in the past by researchers [10, 14, 15, 11, 8] in different ways by means of the introduction of cooperative multi-sensor video surveillance and monitoring systems that map the dynamics from different videos of a scene onto the appropriate areas of a common static 3D model of the corresponding scene, by performing texture mapping 3D model areas with the projected live video images from the cameras, and by * e-mail: ecorral@cse.yorku.ca † e-mail: rontal@cse.yorku.ca ‡ e-mail: wanglangyue@gmail.com § e-mail: ravi071@yorku.ca ¶ e-mail: cluo@yorku.ca e-mail: solomonchan.is@gmail.com * * e-mail: yhou@yorku.ca † † e-mail: gsohn@yorku.ca ‡ ‡ e-mail: jelder@yorku.ca detecting and tracking moving objects in the scene, thus allowing the user to have a broad overview and awareness of the current situation by looking at the projected scene dynamics simultaneously on the 3D model. In our work the goal is to develop a distributed system for sensing, interpreting and visualizing the real-time dynamics of urban life within the 3D context of a city focusing on typical, useful dynamic information such as walking pedestrians and moving vehicles captured by pan-tilt-zoom (PTZ) video cameras, and environmental signals provided by temperature sensors. To this end we have created a system called 3DTown which is composed of the following discrete modules: 1) A 3D modeling module that allows for the efficient reconstruction of building models and integration with indoor architectural plans; 2) A GeoWeb server that indexes a 3D urban database to render perspective views of both outdoor and indoor environments from any requested vantage; 3) Sensor modules that receive and cache real-time data; 4) Tracking modules that detect and track pedestrians and vehicles, in urban spaces and access highways; 5) Camera pose modules that automatically estimate camera pose relative to the urban environment; 6) Threedimensionalization modules that receive information from the GeoWeb server, tracking and camera pose modules in order to backproject image tracks to geolocate pedestrians and vehicles within the 3D model; 7) An animation module that represents geo-located dynamic agents as sprites; and 8) A web-based visualization module that allows a user to explore the resulting dynamic 3D visualization in a number of interesting ways.
3DTOWN SYSTEM DESCRIPTION
We construct our 3D virtual world by augmenting Google Earth 3D maps with photorealistic prismatic 3D building models from a university campus which we created from LIDAR data and optical images using standard methods described in [12, 13] . In our tracking algorithm, which is based on [9] and [6] , we model the colour of each image pixel as a mixture of two Gaussians each corresponding to background and foreground where the parameters of the Gaussians and the weights are re-estimated for each incoming image by means of the incremental version of the Expectation Maximization (EM) algorithm used in [9] . In order to discard persistent backgroung responses (e.g. slow-moving trees), we take the temporal differences of the foreground posterior probability maps and apply a sensitivity threshold. The result is filtered to produce smooth Gaussian-like blobs that are easy to track by means of a simple peak detection algorithm. We perform the mapping of the tracked image locations to the corresponding 3D points in the virtual world by finding the intersection of the back-projected ray with the known 3D ground plane provided by Google Earth. The main novelty in our work, which is explained in the next section of this document, is the introduction of an automatic on-line method for updating the rotation matrix component of our virtual camera for the cases when the operator changes the pose of the video camera. We have also developed a friendly and intuitive web-based graphical user interface that allows the user to select a real-time surveillance video camera located in the 3D model, activate the 3D visualization of tracked pedestrians and vehicles, change the 3D view of the scene, and perform indoor temperatures monitoring. In our system the tracked IEEE Virtual Reality 2012 4-8 March, Orange County, CA, USA 978-1-4673-1246-2/12/$31.00 ©2012 IEEE objects are presented as sprites in the case of pedestrians, and as simple 3D car models in the case of vehicles.
Estimating the Camera Pose via Manhattan Frames
In order to compute the rotation matrix R component of our camera we employ a model-free method that estimates the rotation independently for every frame by considering R as the product of two matrices
where R M defines the rotation of the camera relative to the Manhattan frame (the canonical coordinate system defined by the orthogonal man-made structures in the scene) and R M→UT M defines the orientation of man-made structures with respect to the Universal Transverse Mercator (UTM) coordinate system. Since buildings are static in general, R M→UT M need only be computed once.
We estimate the pose of the camera with respect to the 3D scene structure R M at every frame by exploiting the inherent geometrical structure of urban environments [3, 4] . The principle behind such methods is to optimize for the parameter that defines the rotation between the camera and the Manhattan frame of reference Ψ by maximizing its likelihood function over a set of linear perspective cues E = { E 1 , . . . , E N }, where in our case N is the number of lines detected in an image:
The association of observations with the Manhattan directions is expressed through a mixture model:
where m i is the 'Manhattan cause' of the line (vertical, horizontal(1), horizontal(2), background) and p(m i ) is the prior over causes. In our method edge locations and gradients are first estimated to sub-pixel accuracy using the Elder-Zucker method [7] and then grouped into lines using a Hough transform based technique [5] that uses a kernel-based voting scheme which propagates the uncertainty of edge observations onto the parameter domain as proposed by [16] . False detections are avoided by employing a soft voting scheme that probabilistically subtracts the contributions of edge observations that correspond to previously detected lines. The set of 2D detected lines can be used to recover R M by considering the Gauss sphere representation of the problem [2] . A detected line in the image plane, along with the optical centre of the camera define an interpretation plane. The space formed by the normal vectors of all possible interpretation planes is called the Gauss sphere. Under perspective projection, the interpretation plane normals of world parallel lines are coplanar. The normal vector to this plane is parallel to the direction of the lines in 3D. Thus, p( E i |Ψ, m i ) is modeled using the angular error formed between the line segment's interpretation plane and the 3D orientation vector in the Gauss sphere. The values of the priors p(m i ) and the parameters of the distribution of the error functions are learned using a ground-truth database [4] . The optimal solution is found using a gradient-descent algorithm [1] that uses the Euler angles that define the valid Manhattan frame as a search space. The output of the algorithm is the rotation matrix that defines the pose of the camera with respect to the Manhattan frame, and its inverse is the matrix R M which defines the transformation from the camera coordinate system to the Manhattan coordinate system.
PRELIMINARY EVALUATIONS AND CONCLUSIONS
Related systems that have been reported in the past have generally not been systematically and quantitatively evaluated, and there is no standard method for such an evaluation at this point. Ultimately, we intend to conduct a human-in-the-loop usability study within the context of a specific set of tasks. At this point, however, we can report some specific quantitative performance parameters for specific modules of our system. The accuracy of our 3D building models is on the order of 5cm. The average error of our automatic camera pose estimation module, measured on a standard public dataset (YorkUrbanDB) is 2.5deg, which compares favourably with other published single-frame approaches [4] . While our tracking module operates at 4 frames per second on a standard PC, our camera pose algorithm takes about 14 seconds to estimate the camera pose from a single frame: thus it is useful for intermittent pan/tilt operation, but not for continuous smooth pursuit. Demonstrations of our 3DTown system for hundreds of people have yielded substantial feedback that has been helpful in planning future work, which will include expanding the system to include more cameras, improvements to our tracker and minimization of rendering delay, introduction of full-articulated avatars, and incorporation of automatic action labelling, and code optimizations.
