Abstract| We propose a new de nition of the total variation norm for vector valued functions which can be applied to restore color and other vector valued images. The new TV norm has the desirable properties of (i) not penalizing discontinuities (edges) in the image, (ii) rotationally invariant in the image space, and (iii) reduces to the usual TV norm in the scalar case. Some numerical experiments on denoising simple color images in RGB color space are presented.
I. Introduction
Several reconstruction methods based on the total variation (TV) norm introduced in 1] have been proposed and studied for restoration of intensity images, see also 2], 3], 4], 5].
Since these methods have been successful in reducing noise and blur without smearing sharp edges for intensity images, it is natural to extend the TV norm to handle color and other vector valued images.
In applications where images are to be viewed by, or interpreted for, a human, color is an integral factor. Hence color processing is important for recognition, segmentation, etc. Also, intensity based processing fails to detect iso-luminance edges, i.e. edges where there is a \jump" in color, but not in intensity. Incidentally, humans are not very good at detecting such edges.
Any attempt to extend the scalar TV norm to the vector valued case should at least preserve two of the basic advantages of TV; namely (i) not penalize against edges, and (ii) be rotationally invariant in image space. Moreover, it is also desirable to have the extension reduce to the usual TV norm in the scalar case. There have been several attempts to extend TV related restoration techniques and edge detection to vector valued images; see 6] , 7], 8], 9], 10]. Most of these, however, do not satisfy all of the above criteria. Our approach is most closely related to that of Sapiro's 9], 10], 11], who proposed an anisotropic di usion model for vector valued images.
In section II, we extend the TV norm to vector valued functions. Some numerical results are presented in section III. We compare our approach to that of Sapiro's in section IV, and in section V, we compare our de nition to some other possible extensions. is preferred over another, so edges will not be smoothed. However, the contrast will be reduced. Even though the norm preserves edges, it is not biased in favor of edges. It will not introduce arti cial jumps in the function .
Property2 (Rotational Invariance)
The TV n,1 norm is rotationally invariant in image space.
B. De nition of the TV-norm for Vector Valued Functions
We want an extension of the TV norm which is rotationally invariant, allows discontinuities, and which satis es a modi cation of Property 1: the norm should be invariant for functions with monotone components, and xed end points. With this in mind, we de ne the TV norm for vector valued functions:
De nition2 (The Multi Dimensional TV n,m ( ) Norm) For any function : R n ! R m , we de ne the multi dimensional TV norm to be:
The invariance for functions with monotone components is easily veri ed; the TV of such a function is the Euclidean distance between (a) and (b), see gure 2. As in the gray scale case, this de nition of TV n,m ( ) allows discontinuities in each channel. It preserves edges in the sense that no component-monotone function is preferred over another in the minimization problem (1), with k k g TV = TV n,m ( ). We notice that if m = 1, TV n,m ( ) TV n,1 ( 1 ) i.e. we recover the TV norm for a scalar valued function. (Same data as in gure 3.)
The solutions were computed using an explicit time marching scheme, a slight modi cation of the one introduced in 1], applied to the system of equations:
where is a small regularization parameter, introduced to avoid division by zero. In all the computations, is determined by a gradient projection method, cf. 12], 1].
The numerical experiments were all performed in Euclidean spaces, which for color images represent the linear RGB space. This is not an optimal space for perceptual uniformity, but the results are of interest anyway. For discussion about alternative color spaces, see 13]. Example 1. Denoising of a Space Curve (Fig. 3{4) We de ne a curve (with several discontinuities) embedded in R 3 by de ning a mapping : 0; 1] R ! R 2 . We add Gaussian noise (SNR = 4:62 dB) to the data, and apply the TV-denoising to the noisy curve. The time step was dt = 7:75 10 ?6 . The process was stopped after 7290 iterations when the l 2 -norm of the correction was less than 1:5 10 ?5 .
As can be seen, the sharp edges are indeed recovered, and the reconstruction is remarkably good.
Example 2. Denoising of a 1D Color Image (Fig. 5{6) A 1D image was created in RGB space, i.e. : R 1 ! R 3 where each channel represents a color intensity. Gaussian noise (SNR = ?3:01 dB) was added.
The images are visualized by extending the one dimensional lines into two dimensional strips. Again the reconstruction is good, with sharp edges.
Example 3. Denoising of a 2D Color Image (Fig. 7) We created a 2D test image in RGB space, i.e. : R 2 ! R 3 ; Gaussian noise was added (SNR = 3:98 dB), and we ran the explicit time marching (dt = 1:0 10 ?6 ) with the regularizing parameter = 1:0 10 ?9 . As in the 1D case, the reconstruction is good, with sharp edges retained in the correct locations. Example 4. Denoising of the Lena Image (Fig. 8) We denoise (SNR = 3.01 dB) a 128 128 color \Lena" image. We used the parameters dt = 10 ?6 , and = 10 ?10 .
We observe, in all examples, that the reconstruction does not smear edges. The quality increases as the regularization parameter and the time step dt shrink. It is well known that the explicit time marching approach we are using here has less than optimal convergence properties. It is straight-forward to implement more e cient numerical methods, e.g. xed point (cf. Vogel 14] , 5]) and primaldual (cf. Chan-Golub-Mulet 2]). Notice that solving the nonlinear system of equations (6) is a form of anisotropic di usion. Before comparing TV n,m and the anisotropic di usion approach, we explore the relationship between TV n,m and the simplest extension of the TV approach to the vector valued case | channel-by-channel TV restoration.
A. TV n,m and Channel-By-Channel TV A commonbelief in the image processing community is that when processing vector valued images, there should be a coupling between the channels. In general, however, it is not clear what the correct coupling is. Here we describe the nature of the coupling of the channels in the TV n,m norm and give an indication of how the performance of this norm is di erent from direct application of TV n,1 separately to the channels.
Consider the two denoising approaches: 
Color TV Comparing (7) and (8), we see that the TV n,m coupling takes the form of a global channel-wise scaling of the di usion coe cient by the factor TV n,1 ( i )=TV n,m ( ) Thus, a channel with larger TV will be smoothed more than a channel with smaller TV. Consider the example, with m = 2; n = 1, as depicted in gure 9. For the same , the Channel-By-Channel TV almost completely wipe out the weaker of the channels, whereas the TV n,m regularization maintains a balance of how much each channel is smoothed. Figure 10 shows reconstruction from a noisy signal. Notice how the TV n,m approach retains more detail in the weaker channel.
In cases where we have separate noise measures for the separate channels (multiple constraints), the channel-bychannel approach may be more successful. For a discussion of how the choice of regularization parameter a ects the scale of TV smoothing, see Strong-Chan 4]. 
B. Anisotropic Di usion Based on Riemannian Geometry
The Riemannian geometry framework for edge detection in vector valued images was rst suggested (9) is the squared norm of the arc element d . Here,
The idea is to preserve edges by smoothing in the direction of minimal change, ? , parallel to the edge. The anisotropic di usion model is described by the evolution equation = r r kr k = 0 is exactly the Euler-Lagrange equations for the TV norm. In addition the TV norm can can be written as:
Thus, in the gray scale case, this approach is strongly related to the TV regularization. An alternative, but equivalent, formulation is given by Chambolle in 26], who suggests using the di usion equation (11) with the directions: (15) and ? ? + . It is straight forward to show that equations (9) and (15) to de ne a norm. Our experiments indicate that norms of this form do not work well within the variational framework of (1), therefore we do not discuss these norms in this paper. We restrict our attention to the norm generated by f( ) = p + + ? . We shall show, however, that this de nition of the norm has a tendency to smooth colors.
We can give an intuitive explanation for the smoothing caused by this de nition of the norm: a function f( + ; ? ), non-decreasing in both arguments, is essentially f(d 2 ) since f yields a di erent metric G 0 which is a rescaling of G in (9) . Since d is the arc element in -space, the norm R f(d 2 ) dx is a measure of the arc length. Therefore minimizing this norm will give a preference to curves with shorter arc length in -space, which leads to a smoothing of edges. The key di erence between our approach and the \Riemannian Geometry" approach is that our de nition is not concerned with the arc length. We now give some simple examples to illustrate this di erence. Thus this norm \prefers" solutions with a smaller , corresponding to small gradients in . Since the components are monotone, our extension of the TV norm would yield the same value independent of . We next compare the numerical restorations using the TV n,m and p + + ? norms. We choose the functions 1;2 (x) as described, with = 0:5. We solve the minimization problem (1) with the additional conditions i (0) = 0, i (1) = 1. Figure 11 shows the restorations visualized in -space, and gure 12 shows the visualization in RGBspace, where (R; G; B) = ( 1 ; 2 ; 2 ). We notice that, as expected, the p + + ? norm has a tendency to smooth the kink in the curve much more than the TV n,m norm does, especially for small (more regularization). The de nition of the TV n,m -norm as the l 2 -norm of the TVnorm of the separate channels may seem arbitrary. In this section we will show that our de nition is the most natural within a quite general class of norms, derived from compositions of p-norms. Thus, alternative vector-TV extensions should be sought elsewhere, e.g. in the R f( + ; ? ) framework of Sapiro.
First, we write the TV n,m -norm as a composition of l 2 , and L 1 -norms:
In this framework, the six permutations of compositions of the norms l pm (i) L p ( ) l pn (j) de ne six three-parameter families of norms. Composition of any two p-norms commute if an only if the corresponding p's are equal. Using this general characterization, we argue as follows: a necessary, but not su cient, condition for rotational invariance in physical space is p n = 2; for rotational invariance in image space, we need p m = 2 y ; for any choice p 6 = 1 there is no hope of obtaining a norm which is unbiased with respect to discontinuous functions. That leaves us with the following four possibilities: y This property is not crucial, since vision, and hence color-spaces are non-linear; i.e rotationalinvariancein color space has no meaning.
De nitions 3 and 4 are not rotationally invariant in physical space.
Notice that when m = 1, the rst two reduce to (L 1 ( ) l 2 (j))( ), which is the \classical" gray scale TVnorm, and the last two reduce to (l 2 (j) L 1 ( ))( ) q ?R j x j 2 + ?R j y j 2 , which is an alternate de nition for the gray scale TV-norm.
Our choice of de nition is based on the two requirements that the norm should reduce to the gray scale TV-norm for m = 1 and monotonicity invariance for n = 1.
In this framework (L 1 ( ) l 1 (j))( ), is the \taxi," or \Manhattan-distance" TV-norm of .
In Table I , we summarize the properties of the di erent de nitions of vector TV-norms. 
