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We consider the regression problem by learning with a regularization scheme in a data
dependent hypothesis space and 1-regularizer. The data dependence nature of the kernel-
based hypothesis space provides ﬂexibility for the learning algorithm. The regularization
scheme is essentially different from the standard one in a reproducing kernel Hilbert space:
the kernel is not necessarily symmetric or positive semi-deﬁnite and the regularizer is
the 1-norm of a function expansion involving samples. The differences lead to additional
diﬃculty in the error analysis. In this paper we apply concentration techniques with 2-
empirical covering numbers to improve the learning rates for the algorithm. Sparsity of
the algorithm is studied based on our error analysis. We also show that a function space
involved in the error analysis induced by the 1-regularizer and non-symmetric kernel has
nice behaviors in terms of the 2-empirical covering numbers of its unit ball.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
In this paper we consider a learning algorithm for regression generated by a regularization scheme with 1-regularizer
and data dependent hypothesis spaces.
In our setting, functions are deﬁned on a compact subset X of Rn and take values in Y = R. To allow noise for sampling,
we assume a Borel probability measure on Z := X × Y and deﬁne a target function to be the regression function given by
fρ(x) =
∫
Y
y dρ(y|x), x ∈ X, (1.1)
where ρ(·|x) is the conditional probability measure induced by ρ at x.
Since ρ is unknown, fρ cannot be obtained directly. The regression problem aims at learning the regression function
from a sample z = {(xi, yi)}mi=1 ∈ Zm which is assumed throughout the paper to be drawn independently according to the
measure ρ .
We use the least-square loss and deﬁne the generalization error for f : X → Y as
E( f ) =
∫
Z
(
f (x)− y)2 dρ. (1.2)
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tion of ρ on X . So the learning ability or statistical performance of an algorithm for regression, producing an approximation
fz from the sample z, can be measured by the excess generalization error ‖ fz − fρ‖2L2ρX = E( fz) − E( fρ).
Replacing the integral by a sample average, for a ﬁxed function f , the generalization error E( f ) can be approximated by
the empirical error
Ez( f ) = 1
m
m∑
i=1
(
f (xi) − yi
)2
.
Hence it is expected to learn the minimizer fρ of E( f ) by minimizing Ez( f ) in a suitable way. This leads to various learning
algorithms for regression.
A family of learning algorithms for regression take the form of regularization schemes [7] in a reproducing kernel Hilbert
space (RKHS) [2] associated with a Mercer kernel. Such a kernel K is a continuous and symmetric function on X × X such
that the matrix (K (xi, x j))i, j=1 is positive semi-deﬁnite for any {xi}i=1 ⊂ X . It deﬁnes the RKHS HK with norm ‖ · ‖K and
an associated regularization scheme for regression is given by
fz = arg min
f ∈HK
{Ez( f ) + λ‖ f ‖2K }, λ > 0. (1.3)
Its error analysis has been well developed with various techniques in the extensive literature (e.g. [5,25,19,9,4,13,24]).
Here we are interested in a learning algorithm for regression stated as a regularization scheme in a hypothesis space
Hz depending on the data z. The hypothesis space is based on a continuous function K : X × X → R and deﬁned with the
sample z by
HK ,z =
{
m∑
i=1
αi Kxi : αi ∈ R
}
, (1.4)
where Kt(·) = K (·, t).
The kernel K here is not necessarily symmetric or positive semi-deﬁnite, which leads to much ﬂexibility. For exam-
ple, we may choose kernels to be those arising from bi-orthogonal systems in wavelet analysis in the form K (x,u) =∑
j λ jϕ j(x)ϕ˜ j(u). The system {ϕ j} j may have nice regularity (but probably unsatisfactory approximation ability) such as
Gaussians while the dual system {ϕ˜ j} j may have good approximation ability (but probably unsatisfactory regularity) such
as piecewise constant functions. Such a choice yields the advantage of having both strong approximation power and smooth
representations.
The data dependence nature of the hypothesis space HK ,z provides adaptivity of the algorithm [21]. The learning algo-
rithm we study in this paper takes a regularization form with 1-regularizer as
fz,λ = arg min
f ∈HK ,z
{Ez( f )+ λΩz( f )}, (1.5)
where λ = λ(m) > 0 is a regularization parameter and Ωz( f ) is the 1-regularizer
Ωz( f ) =
m∑
i=1
|αi| for f =
m∑
i=1
αi Kxi ∈ HK ,z.
The 1-regularizer often leads to sparsity of the regression coeﬃcients {αi} with properly chosen regularization parameter λ.
This phenomenon has been observed in the LASSO algorithm [15,26,27] and in the literature of compressed sensing [3].
Besides the ﬂexibility imposed by removing the symmetry for the kernel, this is another motivation for us to study algorithm
(1.5), though its convergence is slower than that of algorithm (1.3), to be described in Section 2.2 below. We shall investigate
sparsity of algorithm (1.5) in detail in Section 7 based on our error analysis. The sparsity here means the vanishing of some
coeﬃcients in the expression
fz,λ =
m∑
k=1
αzλ,kKxk , (1.6)
where the coeﬃcient vector αzλ = (αzλ,1, . . . ,αzλ,m) is given with ‖α‖1 =
∑m
i=1 |αi| as
αzλ = arg min
α∈Rm
{
1
m
m∑
i=1
(
m∑
k=1
αkK (xi, xk) − yi
)2
+ λ‖α‖1
}
. (1.7)
Here we mention a simple example to be proved in Section 7 (where the constant c,d,n will be given explicitly). Throughout
the paper we assume that for some constant M  1, there holds |y| M almost surely.
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K (x, y) = (x · y)d of degree d  11n32 . Assume fρ ∈ HK . Take λ =m−
1
8 . Let 0 < δ < 1. If m c,d,n(log(24/δ) + log(m + 1))68
with a constant c,d,n (depending on ,d,n), then with conﬁdence 1− δ, the number of zero coeﬃcients in expression (1.6)
is at least m1− .
Some error analysis has been done for algorithm (1.5) in [21,22,17]. Let LK be the integral operator on L2ρX deﬁned by
LK f =
∫
X Ku f (u)dρX (u) and denote its adjoint as L
T
K . It was proved in [22] that if K is Lipschitz continuous, then with
conﬁdence 1− δ,
‖ fz,λ − fρ‖2L2ρX = O
((
log
4
δ
+ log(m + 1)
)
m−
1
3(n+1)
)
, (1.8)
when fρ lies in the range of LK LTK , and ρX satisﬁes condition Lτ with τ = n.
Deﬁnition 1. A probability measure ρX on X is said to satisfy condition Lτ with τ > 0 if there exists some Cτ > 0 such that
ρX
({
u ∈ X: |u − x| r}) Cτ rτ , ∀x ∈ X, 0< r  1. (1.9)
The convergence rate (1.8) is low and depends on the dimension n of the input space X which is often large for learning
problems. When K ∈ C∞(X × X), under the same condition, the learning rate was improved in [17] to the form
‖ fz,λ − fρ‖2L2ρX = O
(
log
2
δ
m−
1
3
)
, (1.10)
with an arbitrarily small (but ﬁxed)  > 0. This was achieved by making full use of the regularity of K and approximation
theory techniques (local polynomial reproduction formula and norming set condition).
The ﬁrst purpose of this paper is to improve learning rates further by applying concentration techniques involving the
2-empirical covering numbers which often lead to sharp error estimates [16,13]. Our learning rates are stated in terms
of properties of the input space X , the measure ρ and the kernel K . The following result with C∞ kernels illustrates our
general error analysis described in Section 3.
Theorem 1. Assume that X is a compact convex subset of Rn with Lipschitz boundary, ρX satisﬁes condition Lτ with some τ > 0,
K ∈ C∞(X × X), fρ = LK LTK (gρ) for some gρ ∈ L2ρX . Let 0 < δ < 1, 0 <   n2n+2max{τ ,2} and λ =m−1/2 . With conﬁdence 1 − δ,
we have
‖ fz,λ − fρ‖2L2ρX  CX,ρ,K
(
log(8/δ) + log(m + 1) + log log(1+
1
 )
log2
)1+ n
τ2
m−
1
2 ,
where CX,ρ,K is a constant independent of m, δ or  .
Theorem 1 improves the learning rate (1.10) obtained in [17]. It is the best among the literature on error analysis for
algorithm (1.5). We will prove Theorem 1 in Section 6 with the constant CX,ρ,K given explicitly.
Our concentration estimates are conducted based on 2-empirical covering numbers [1]. The second purpose of this
paper is to show a nice feature of the 1-regularizer on tight bounds for 2-empirical covering numbers of a related function
space H1. This function space contains all possible data dependent hypothesis spaces HK ,z in (1.4).
Deﬁnition 2. Deﬁne a Banach space H1 = { f : f =∑∞j=1 α j Ku j , {α j} ∈ 1, {u j} ⊂ X} with the norm
‖ f ‖ = inf
{ ∞∑
j=1
|α j|: f =
∞∑
j=1
α j Ku j
}
.
The continuity of K ensures us that H1 consists of continuous functions. Denote the ball of radius R > 0 as BR = { f ∈
H1: ‖ f ‖  R}. Here we show a nice feature for the capacity of the function space H1 when the 2-empirical covering
number is used. As an important measurement of the capacity of a function set, covering numbers have been well studied
in the literature [16,28,29,1,23].
Deﬁnition 3. Let (M ,d) be a pseudo-metric space and S ⊂M a subset. For every  > 0, the covering number N (S, ,d)
of S with respect to  and d is deﬁned as the minimal number of balls of radius  whose union covers S , that is,
N (S, ,d) = min
{
 ∈ N: S ⊂
⋃
j=1
B(s j, ) for some {s j}j=1 ⊂M
}
,
where B(s j, ) = {s ∈M : d(s, s j) } is a ball inM .
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space Rk given by
d2(a,b) =
(
1
k
k∑
i=1
|ai − bi|2
)1/2
for a= (ai)ki=1, b= (bi)ki=1 ∈ Rk.
Deﬁnition 4. Let F be a set of functions on X , x = (xi)ki=1 ⊂ Xk and F |x = {( f (xi))ki=1: f ∈ F} ⊂ Rk . Set N2,x(F , ) =
N (F |x, ,d2). The 2-empirical covering number of F is deﬁned by
N2(F, ) = sup
k∈N
sup
x∈Xk
N2,x(F, ),  > 0.
Our main result for the second purpose, Theorem 2 to be proved in Section 2, asserts that for a Cs kernel, the logarithmic
2-empirical covering numbers of the unit ball B1 of H1 grow at most of order (1/)2n/(n+2s) .
Theorem 2. If K is C s with some 0< s 1 satisfying∣∣K (t, x) − K (t, x′)∣∣ cs∣∣x− x′∣∣s, ∀t, x, x′ ∈ X (1.11)
for some constant cs > 0, then
logN2(B1, ) C˜1κ
2n
n+2s
(
1

)2n/(n+2s)
, ∀ > 0, (1.12)
where C˜1 is a constant depending on s, cs , κ and X.
The power index 2n/(n+2s) in Theorem 2 is less than 2, which is required by our concentration estimates in Theorem 3
below. We conjecture that bound (1.12) still holds when s > 1.
2. Bounding 2-empirical covering numbers
Before proving Theorem 2, let us compare its stated bound for the 2-empirical covering numbers with those for classical
function spaces Cs(X), and compare learning rates for algorithm (1.5) with those for algorithm (1.3).
2.1. Comparison of covering numbers
Recall that for s ∈ N, the space Cs(X) consists of functions f whose partial derivative Dα f is continuous for every α =
(α1, . . . ,αn) ∈ Zn+ with |α| := α1 + · · · +αn  s, and ‖ f ‖Cs(X) =
∑
|α|s ‖Dα f ‖C(X) denotes the norm. When s = s0 + s′ with
s0 ∈ Z+ and 0 s′ < 1, the space Cs(X) consists of functions f ∈ Cs0 (X) whose partial derivative Dα f has ﬁnite Lipschitz
s′ seminorm |Dα f |Cs′ := supx
=u∈X |D
α f (x)−Dα f (u)|
|x−u|s′ for every α ∈ Zn+ with |α| = s0, and the norm is given by ‖ f ‖Cs(X) =
‖ f ‖Cs0 (X) +
∑
|α|=s ‖Dα f ‖Cs′ .
We assume throughout the paper that K ∈ Cs(X × X) with s  0, and denote κ = ‖K‖Cs(X×X). Since X is compact, the
space H1 can be regarded as a subspace of Cs(X) with the inclusion map I : H1 → Cs(X) bounded as
‖ f ‖Cs(X)  κ‖ f ‖, ∀ f ∈ H1. (2.1)
Note that N2(F , )N (F , ,‖ · ‖∞), i.e., the 2-empirical covering number is bounded by the uniform covering numbers
N (F , ,‖ · ‖∞) deﬁned with respect to the L∞-metric. Thus a natural bound for covering numbers of balls of H1 follows
from those of the function space Cs(X). In fact, a classical result in function spaces [6] asserts that for X = [0,1]n and s > 0,
the unit ball B1(Cs(X)) of the function space Cs(X) satisﬁes
cs
(
1

)n/s
 logN (B1(Cs(X)), ,‖ · ‖∞) c′s
(
1

)n/s
, ∀ > 0. (2.2)
It follows that for K ∈ Cs(X × X), we have
logN2(B1, ) c′sκn/s
(
1

)n/s
, ∀ > 0. (2.3)
This bound is improved to (1.12) given in Theorem 2 when s 1, because the power index 2n/(n+2s) is smaller and always
less than 2.
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The classical regularization scheme in RKHSs stated by (1.3) has been well analyzed where K needs to be a Mercer
kernel. For example, in [19], it was shown that when K ∈ C∞(X × X) and fρ ∈ HK , with conﬁdence 1− δ,
‖ fz − fρ‖2L2ρX = O
(
log
2
δ
m−1
)
. (2.4)
This convergence is much faster than that of algorithm (1.5) stated in Theorem 1. Let us provide a geometric explanation
here.
Observe that ‖∑kj=1 c j Ku j‖2K =∑ki, j=1 ci K (ui,u j)c j  κ(∑kj=1 |c j|)2. It follows that the unit ball B1 of H1 is a sub-
set of the ball B√κ (HK ) of the RKHS. On the other hand, if we denote v( j) as a normalized eigenvector of the matrix
(K (ui,u j))ki, j=1 associated with the j-th eigenvalue λ
( j) , we see that ‖∑ki=1(v( j))i Kui‖K = √λ( j) while ‖v( j)‖1  1. It fol-
lows that we have functions from B√κ (HK ) which are not contained in B√κ/λ( j) . Note that when we take {ui}i = x, the
eigenvalue λ( j) tends to the j-th eigenvalue of the integral operator LK which decays fast as j increases. The above dis-
cussion tells us that the unit ball B1 of H1 is much smaller than the ball B√κ (HK ) of the RKHS. So we could expect,
in addition to the advantages of sparsity and ﬂexibility, the disadvantage that the convergence of regularized regression
schemes associated with the hypothesis space H1 is slower than that of schemes associated with the RKHS.
2.3. Proving bounds for 2-empirical covering numbers
We are in a position to prove the bound for the 2-empirical covering numbers for the unit ball of the function space
H1 induced by the 1-regularizer. To this end, we need the following result which can be found in [16].
An envelope function of a class F of functions on X is a function F on X satisfying | f (x)|  F (x) for every x ∈ X and
f ∈ F . Denote convF as the convex hull of F deﬁned as
convF =
{
k∑
i=1
αi f i
∣∣∣ f i ∈ F, αi ∈ R, αi  0, k∑
i=1
αi = 1, k ∈ N
}
and convF its closure with respect to L2Q where Q is a probability measure on X .
Lemma 1. Let Q be a probability measure on X andF be a class of measurable functions with ameasurable square integrable envelope
F such that
N (F, ‖F‖L2Q , L2Q ) C
(
1

)V
, 0<  < 1.
Then there exists a constant AC,V that depends on C and V only such that
logN (convF, ‖F‖L2Q , L2Q ) AC,V
(
1

)2V /(V+2)
.
Proof of Theorem 2. We set F = {Kx: x ∈ X} ∪ {0} ∪ {−Kx: x ∈ X}. Note that B1 is in the L∞-closure of the set G =
{∑∞i=1 αi Kxi : {xi} ⊂ X, ∑∞i=1 |αi | 1}. Recall ‖ f ‖ = inf{∑∞j=1 |α j|: f =∑∞j=1 α j Kx j }. For any f ∈ B1 and ∀0<  < 1, there
exist a sequence {αi } ∈ 1 and points {xi } ⊂ X such that
f =
∞∑
i=1
αi Kxi and
∞∑
i=1
|αi | 1+ .
Set g = 11+ f . Then g ∈ G and ‖ f − g‖∞ = 1+ ‖ f ‖∞  2κ . Hence B1 ⊂ convF . By condition (1.11), if {x j}Nj=1 is an
(/cs)1/s-net of X , then {Kx j }Nj=1 is an -net of {Kx: x ∈ X} in C(X). Hence {Kx j }Nj=1 ∪ {0} ∪ {−Kx j }Nj=1 is an -net of F in
C(X). Together with the inequality ‖ f − g‖L2Q  ‖ f − g‖∞ , this implies that
N (F, , L2Q )N (F, ,‖ · ‖∞) 2N (X, (/cs)1/s)+ 1,
where N (X, ) is the covering number of X with respect to the Euclidean distance. Hence
N (F, , L2Q ) 2c nss (2Diam(X))n
(
1
) n
s
+ 1,

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N (F, ‖F‖L2Q , L2Q ) 2c
n
s
s
(
2Diam(X)
)n( 1
κ
) n
s
+ 1.
Hence the condition of Lemma 1 is satisﬁed with V = ns and C = 2c
n
s
s (2Diam(X))
n( 1κ )
n
s + 1 depending on κ , n, s, cs and
Diam(X). So applying Lemma 1, we get
logN (B1, , L2Q ) logN (convF, , L2Q ) AC,V
(
κ

) 2n/s
n/s+2
.
Finally, for any sample x= {xi}i=1 ∈ X with  ∈ N, the above estimate holds true for Q = 1
∑
i=1 δxi . So we have
log sup
x∈X
Ns,x(B1, ) AC,V κ
2n
n+2s
(
1

) 2n
n+2s
.
This yields the desired bound with C˜1 = AC,V κ 2nn+2s depending on n, s, cs , κ and Diam(X). The proof of Theorem 2 is
complete. 
3. Key error analysis
An essential difference between algorithm (1.5) and the well-studied scheme (1.3) in an RKHS is the dependence of the
hypothesis space on the data or sample. It raises a need of different methods for analyzing algorithm (1.5).
3.1. Review on error decomposition techniques
A useful approach for regularization schemes with sample independent hypothesis spaces such as RKHSs is an error
decomposition [19] which decomposes the total error ‖ fz − fρ‖2L2ρX = E( fz) − E( fρ) into the sum of a sample error and
an approximation error. The main diﬃculty with algorithm (1.5) is the dependence of the hypothesis space HK ,z on z, so
the usual error decomposition technique does not apply. This was pointed out in [21] where a new error decomposition
technique was introduced by means of an extra hypothesis error. Let us review this error decomposition here.
We introduce a regularizing function as
fλ = arg min
f ∈H1
{E( f ) + λ‖ f ‖}. (3.1)
The following error decomposition process was given in [22,17].
Proposition 1. Let fz,λ be deﬁned by (1.5) with λ > 0. Then
E( fz,λ) − E( fρ) + λΩz( fz,λ) S(z, λ) + H(z, λ) + D(λ), (3.2)
where
S(z, λ) = E( fz,λ) − Ez( fz,λ) + Ez( fλ) − E( fλ),
H(z, λ) = {Ez( fz,λ) + λΩz( fz,λ)}− {Ez( fλ) + λ‖ fλ‖},
D(λ) = E( fλ) − E( fρ) + λ‖ fλ‖.
The above ﬁrst term S(z, λ) is called the sample error. The second item H(z, λ) is called the hypothesis error, caused by
the sample dependence of the hypothesis space HK ,z which need not contain the regularizing function fλ ∈ H1. The last
item D(λ) is called the approximation error.
3.2. Known bounds for approximation and hypothesis errors
The approximation error can be expressed as [11,10,12]
D(λ) = inf
f ∈H1
{‖ f − fρ‖2L2ρX + λ‖ f ‖
}
.
The decay of D(λ) as λ → 0 measures the approximation ability of the function space H1. We shall assume that for some
constants q ∈ (0,1] and cq  1,
D(λ) cqλq, ∀λ > 0. (3.3)
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K˜ (x, y) = ∫X K (x,u)K (y,u)dρX (u). It is a Mercer kernel and deﬁnes an integral operator L K˜ : L2ρX → L2ρX by L K˜ f =∫
X K˜ (·, t) f (t)dρX (t). The integral operator L K˜ is a compact positive operator and its positive powers are well deﬁned.
Proposition 2. If fρ = Lr/2K˜ g for some 0< r  2 and g ∈ L2ρX , then
D(λ) (‖g‖2
L2ρX
+ ‖K‖C(X×X)‖g‖L2ρX
)
λ
2r
r+2 , ∀λ > 0. (3.4)
The hypothesis error H(z, λ) was estimated in [22] when the kernel is Lipschitz. The bound was improved in [17] to the
form in Proposition 3 below when high order regularity of the kernel and a local polynomial reproduction formula from the
literature of multivariate approximation [18,8] are used. This bound holds for a general class of input spaces satisfying an
interior cone condition.
Deﬁnition 5. A subset X of Rn is said to satisfy an interior cone condition if there exist an angle θ ∈ (0,π/2), a radius
rX > 0, and a unit vector ξ(x) for every x ∈ X such that the cone
C
(
x, ξ(x), θ, rX
)= {x+ ty: y ∈ Rn, |y| = 1, yT ξ(x) cos θ, 0 t  rX}
is contained in X .
Remark 1. The interior cone condition excludes those sets X with cusps. It is valid for any convex subset of Rn with
Lipschitz boundary, as required in Theorem 1.
When X satisﬁes an interior cone condition and ρX is the uniform distribution on X , condition Lτ holds with τ = n.
Proposition 3. Assume X satisﬁes an interior cone condition. If ρX satisﬁes condition Lτ with some τ > 0, K ∈ Cs(X × X)with s 2,
and (3.3) is valid, then for 0< δ < 1, 0< λ 1 and m satisfying
m C˜0
(
log(2/δ) + log(m+ 1)), (3.5)
with conﬁdence 1− δ2 ,
H(z, λ) cqλq + c2q(κ + M)2C˜2λ2(q−1)
(
log(2/δ) + log(m+ 1)
m
)s/τ
, (3.6)
where C˜0 and C˜2 are constants depending on X, s, τ and cτ , but independent of m, δ, λ, κ or cq.
3.3. Statement of key error analysis
The major improvement we make in this paper for the error analysis of algorithm (1.5) is on the sample error S(z, λ).
The quantity E( fz,λ) − Ez( fz,λ) needs to be estimated by some uniform law of large numbers. We do so by concentration
estimates based on the following bound for the 2-empirical covering numbers derived from (1.12) and (2.3)
logN2(B1, ) cp,K
(
1

)p
, ∀ > 0, (3.7)
where cp,K > 0 is a constant independent of  > 0, and p is a power index 0< p < 2 deﬁned by
p =
⎧⎨
⎩
2n/(n + 2s), when 0< s 1,
2n/(n + 2), when 1< s 1+ n/2,
n/s, when s > 1+ n/2.
(3.8)
Theorem 3. Suppose that X satisﬁes an interior cone condition, ρX satisﬁes condition Lτ with some τ > 0, K ∈ Cs(X × X)with s 2,
and approximation error condition (3.3) is valid with some 0< q 1. If 0< δ < 1, m satisﬁes (3.5), and λ =m−γ with⎧⎨
⎩γ =
2
2+p + sτ
4−2q , when
s
τ <
2−2q
2+p ,
0< γ < 12+p , when
s
τ 
2−2q
2+p ,
(3.9)
then with conﬁdence 1− δ, we have
‖ fz,λ − fρ‖2L2  C˜
(
log(8/δ) + log(m + 1) + log J˜)1+2max{ sτ ,1}2 J˜ m−Θ, (3.10)ρX
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Θ = min
{
2
2+ p − 2(1− q)γ ,γ q,
s
τ
− 2(1− q)γ
}
, (3.11)
α˜ = max
{
(1− q)γ , (3− 2q)γ − s
τ
}
, (3.12)
J˜ = max
{
2,
{
log
(
2
2+ p − α˜ − γ
)
− log
(
1
2+ p − γ
)}
/ log2
}
, (3.13)
and C˜ is a constant independent of δ or m.
The proof of Theorem 3 will be given in Section 6 where the constant C˜ will be provided explicitly.
When the smoothness parameter s for K is large enough, the following learning rate follows.
Corollary 1. Under the assumption of Theorem 3, if s 2−q2+p τ and 0< q < 1, then by taking λ =m−γ with γ = 2(2+p)(3−q) , we have
with conﬁdence 1− δ,
‖ fz,λ − fρ‖2L2ρX  C˜
(
log
8
δ
+ log(m+ 1) + log log 2
1− q
)1+ 81−q max{ sτ ,1}
m−
2q
(2+p)(3−q) . (3.14)
4. Estimates for the sample error
Rewrite the sample error S(z, λ) as
S(z, λ) = S1(z, λ) + S2(z, λ)
where
S1(z, λ) =
{Ez( fλ) − Ez( fρ)}− {E( fλ) − E( fρ)}
and
S2(z, λ) =
{E( fz,λ) − E( fρ)}− {Ez( fz,λ) − Ez( fρ)}.
The ﬁrst term can be estimated by using the one-side Bernstein inequality as follows.
Lemma 2. Let ξ be a random variable on a probability space Z with variance σ 2 satisfying |ξ −Eξ | Mξ for some constant Mξ . Then
for any 0< δ < 1, with conﬁdence 1− δ, we have
1
m
m∑
i=1
ξ(zi) − Eξ  2Mξ log
1
δ
3m
+
√
2σ 2 log 1
δ
m
. (4.1)
Proposition 4. For any 0< δ < 1, with conﬁdence 1− δ/4,
S1(z, λ)
7(3M + κD(λ)/λ)2 log 4
δ
3m
+ 1
2
D(λ). (4.2)
Proof. Form the deﬁnition of D(λ), we know that
λ‖ fλ‖ E( fλ) − E( fρ) + λ‖ fλ‖ = D(λ).
It follows from (2.1) that
‖ fλ‖∞  κ‖ fλ‖ κD(λ)/λ.
Set a random variable ξ on Z by ξ(z) = (y − fλ(x))2 − (y − fρ(x))2 where z = (x, y) ∈ Z . Since | fρ(x)| M almost every-
where, we have∣∣ξ(z)∣∣ (3M + ‖ fλ‖∞)(M + ‖ fλ‖∞) c := (3M + κD(λ)/λ)2
and almost surely
|ξ − Eξ | 2c.
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E
(
ξ2
)= ∫
Z
{
fλ(x) + fρ(x) − 2y
}2{
fλ(x) − fρ(x)
}2
dρ 
(
3M + ‖ fλ‖∞
)2‖ fλ − fρ‖2L2ρX
which implies that the variance σ 2 of ξ can be bounded as σ 2  E(ξ2) cD(λ). Now applying Lemma 2, with conﬁdence
1− δ/4, we have
S1(z, λ) = 1
m
m∑
i=1
ξ(zi) − E(ξ) 4c log
4
δ
3m
+
√
2cD(λ) log 4
δ
m

7c log 4
δ
3m
+ 1
2
D(λ).
In the last bound we have used the inequality ab 12a2 + 12b2. 
Our concentration estimate for the sample error dealing with S2(z, λ) is based on the following concentration inequality
which can be found in [20].
Lemma 3. Let F be a class of measurable functions on Z . Assume that there are constants B, c > 0 and α ∈ [0,1] such that ‖ f ‖∞  B
and E f 2  c(E f )α for every f ∈ F . If for some a > 0 and p ∈ (0,2),
logN2(F, ) a−p, ∀ > 0, (4.3)
then there exists a constant c′p depending only on p such that for any t > 0, with probability at least 1− e−t , there holds
E f − 1
m
m∑
i=1
f (zi)
1
2
η1−α(E f )α + c′pη + 2
(
ct
m
) 1
2−α
+ 18Bt
m
, ∀ f ∈ F, (4.4)
where
η := max
{
c
2−p
4−2α+pα
(
a
m
) 2
4−2α+pα
, B
2−p
2+p
(
a
m
) 2
2+p }
.
We apply Lemma 3 to a set of function FR with R > 0, where
FR =
{(
y − f (x))2 − (y − fρ(x))2: f ∈ BR}. (4.5)
Proposition 5. If B1 satisﬁes the capacity condition (3.7), then for any δ ∈ (0,1), with conﬁdence 1− δ/4, we have{E( f )− E( fρ)}− {Ez( f )− Ez( fρ)}
 1
2
{E( f ) − E( fρ)}+ 4(c′p + 5)(3+ κ)2(cp,K + 1) 22+p log(4/δ)m− 22+p max{R2,M2}, ∀ f ∈ BR . (4.6)
Proof. Consider the set FR of functions on Z . Each function g ∈ FR has the form g(z) = (y − f (x))2 − (y − fρ(x))2 with
f ∈ BR . Hence Eg = E( f )− E( fρ) = ‖ f − fρ‖2L2ρX and
1
m
∑m
i=1 g(zi) = Ez( f ) − Ez( fρ).
Observe that
g(z) = ( f (x) − fρ(x)){( f (x) − y)+ ( fρ(x) − y)}.
Since ‖ f ‖∞  κ‖ f ‖ κR and | fρ(x)| M , we ﬁnd that∣∣g(z)∣∣ (κR + M)(κR + 3M) (3M + κR)2
and
Eg2 =
∫
Z
(
2y − f (x) − fρ(x)
)2(
f (x) − fρ(x)
)2
dρ  (3M + κR)2Eg.
For g1, g2 ∈ FR , we have∣∣g1(z) − g2(z)∣∣= ∣∣(y − f1(x))2 − (y − f2(x))2∣∣ (2M + 2κR)∣∣ f1(x) − f2(x)∣∣.
It follows that
N2,z(FR , )N2,x
(
BR ,

)
N2,x
(
B1,

)2M + 2κR R(2M + 2κR)
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logN2(FR , ) cp,K Rp(2M + 2κR)p−p .
Applying Lemma 3 with B = c = (3M + κR)2, α = 1 and a = cp,K Rp(2M + 2κR)p , we know that for any δ ∈ (0,1), with
conﬁdence 1− δ/4, there holds
Eg − 1
m
m∑
i=1
g(zi)
1
2
Eg + c′pη + 20(3M + κR)2
log(4/δ)
m
, ∀g ∈ FR .
Here
η = {(3M + κR)2} 2−p2+p ( cp,K Rp(2M + 2κR)p
m
) 2
2+p
.
We observe that
c′pη + 20(3M + κR)2
log(4/δ)
m
 c′p(3+ κ)
4−2p
2+p
(
cp,K (2+ 2κ)p
) 2
2+p m−
2
2+p max
{
R2,M2
}
+ 20(3+ κ)
2 log(4/δ)
m
max
{
R2,M2
}
 4
(
c′p + 5
)
(3+ κ)2(cp,K + 1)
2
2+p log(4/δ)m−
2
2+p max
{
R2,M2
}
.
Then our desired bound follows. 
Propositions 4 and 5 yield a bound for the sample error. This bound together with decays for the hypothesis and approx-
imation errors provides an estimate for the total error as follows.
For R > 0, denote
W(R) = {z ∈ Zm: ‖ fz,λ‖ R}. (4.7)
Proposition 6. Under the assumption of Theorem 3, if 0< λ 1, 0< δ < 1, R > 0, and m satisﬁes (3.5), then there is a subset V R of
Zm with measure at most δ such that
E( fz,λ) − E( fρ) + λΩz( fz,λ) 1
2
Cκ,p,K log(4/δ)m
− 22+p max
{
R2,M2
}+ 5cqλq
+ C1
(
log(4/δ) + log(m + 1))max{ sτ ,1}λ2(q−1)m−min{ sτ ,1}, ∀z ∈ W(R) \ V R ,
where
Cκ,p,K := 16
(
c′p + 5
)
(3+ κ)2(cp,K + 1)
2
2+p , C1 := 2c2q(κ + M)2C˜2 + 5(3M + cqκ)2. (4.8)
Proof. When m satisﬁes (3.5), Proposition 3 ensures the existence of a subset U1 of Zm with measure at most δ/2 such
that
H(z, λ) cqλq + c2q(κ + M)2C˜2λ2(q−1)
(
log(2/δ) + log(m+ 1)) sτ m− sτ , ∀z ∈ Zm \ U1.
Proposition 4 tells us that there exists a subset U2 of Zm with measure at most δ/4 such that
S1(z, λ)
7(3M + cqκ)2 log(4/δ)
3
λ2(q−1) 1
m
+ 1
2
cqλ
q, ∀z ∈ Zm \ U2.
By Proposition 5, we know that there exists a subset UR of Zm with measure at most δ/4 such that for each z ∈ W(R) \UR ,
S2(z, λ)
1
2
{E( fz,λ) − E( fρ)}+ 4(c′p + 5)(3+ κ)2(cp,K + 1) 22+p log(4/δ)m− 22+p max{R2,M2}.
Finally, we combine the above three bounds with (3.2) to estimate E( fz,λ) − E( fρ) + λΩz( fz,λ)H(z, λ) + S(z, λ) + D(λ),
and get our desired result by taking V R = U1 ∪ U2 ∪ UR . 
Proposition 6 immediately yields a (weak) learning rate when we use a rough bound for the estimator fz,λ and set
R = max{M,M2}/λ.
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‖ fz,λ‖ M
2
λ
.
Hence W(R) = Zm for 0< λ 1 and R = max{M,M2}/λ.
Proof. The deﬁnition of fz,λ tells us that
λ‖ fz,λ‖ λΩz( fz,λ) Ez( fz,λ) + λΩz( fz,λ) Ez(0) + 0 1
m
m∑
i=1
(yi − 0)2  M2.
So ‖ fz,λ‖ M2/λ almost surely. 
5. Bounding the estimator by iteration
To get better error estimates, we shall apply an iteration technique to improve the rough bound for ‖ fz,λ‖ given in
Lemma 4. This technique can be found in [14,19]. It is motivated by the bound ‖ fλ‖D(λ)/λ cqλq−1 for fλ . Since fz,λ
is a good approximation of fλ , for ‖ fz,λ‖ one would expect a tighter bound, better than that in Lemma 4 and similar to the
order O (λq−1). We can do so here by applying Proposition 6 iteratively. Recall the set W(R) deﬁned by (4.7).
Lemma 5.Under the assumption of Theorem 3, if 0< δ < 1, m satisﬁes (3.5), and λ =m−γ with γ given by (3.9), then with conﬁdence
1− δ, there holds
‖ fz,λ‖Ωz( fz,λ) C˜γ
(
log(4/δ) + log(m+ 1) + log J˜)max{ sτ ,1}2 J˜ mα˜, (5.1)
where α˜ and J˜ are given by (3.12) and (3.13) respectively, and the constant C˜γ is given by
C˜γ =
(
Cκ,p,K
(
10cq + M + 2C1 + M2 + 1
))2 J˜
. (5.2)
Proof. Let 0 < λ  1, 0 < δ < 1, and m satisfy (3.5). By Proposition 6, we know that there exists a subset V R of Zm with
measure at most δ such that
‖ fz,λ‖Ωz( fz,λ)max
{
a˜m,λmax
{
R2,M2
}
, b˜m,λ
}
, ∀z ∈ W(R) \ V R ,
where
a˜m,λ = Cκ,p,K log(4/δ)
λ
m−
2
2+p ,
b˜m,λ = (10cq + M)λq−1 + 2C1
(
log(4/δ) + log(m+ 1))max{ sτ ,1}λ2(q−1)−1m−min{ sτ ,1}.
It follows that
W(R) ⊂ W(max{a˜m,λmax{R2,M2}, b˜m,λ})∪ V R . (5.3)
Let us apply the inclusion (5.3) for a sequence of radii {R( j)} j∈N deﬁned by R(0) = max{M,M2}/λ and
R( j) = max{a˜m,λmax{(R( j−1))2,M2}, b˜m,λ}, j ∈ N.
Lemma 4 gives the identity W(R(0)) = Zm .
Note that b˜m,λ  Mλq−1  M . So R( j)  M and we see that
max
{(
R( j−1)
)2
,M2
}= (R( j−1))2 and R( j) = max{a˜m,λ(R( j−1))2, b˜m,λ}. (5.4)
Since (5.3) holds for each R( j) , we have W(R( j−1)) ⊆ W(R( j)) ∪ V R( j−1) with ρ(V R( j−1) )  δ. Apply this inclusion for
j = 1,2, . . . , J with J to be determined later. We see that
Zm = W(R(0))⊆ W(R1)∪ V R(0) ⊆ · · · ⊆ W(R( J ))∪
( J−1⋃
j=0
V R( j)
)
.
But ρ(
⋃ J−1 V R( j) ) Jδ. So the measure of the set W(R( J )) is at least 1− Jδ.j=0
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R( J ) = max{(a˜m,λ)1+2+22+···+2 J−1(R(0))2 J , (a˜m,λ)1+2+22+···+2 J−2(b˜m,λ)2 J−1 , . . . , a˜m,λb˜2m,λ, b˜m,λ}.
The ﬁrst term on the right-hand side can be bounded as
(a˜m,λ)
1+2+22+···+2 J−1(R(0))2 J  (Cκ,p,K log(4/δ))2 J−1(max{M,M2})2 J λ1−2 J+1m− 22+p (2 J−1).
For the remaining terms, we take out a common factor b˜m,λ and ﬁnd
max
{
(a˜m,λ)
1+2+22+···+2 J−2(b˜m,λ)2
J−1
, . . . , a˜m,λb˜
2
m,λ, b˜m,λ
}
= b˜m,λmax
{
(a˜m,λb˜m,λ)
1+2+22+···+2 J−2 , . . . , a˜m,λb˜m,λ,1
}
= b˜m,λmax
{
1, (a˜m,λb˜m,λ)
2 J−1−1}.
It follows that
R( J ) max
{
A2
J−1
δ
(
max
{
M,M2
})2 J
λ1−2 J+1m−
2
2+p (2 J−1),
b˜m,λ, b˜m,λ
(
AδBδλ
−1m−
2
2+p max
{
λq−1, λ2(q−1)−1m−min{
s
τ ,1}})2 J−1−1},
where Aδ = Cκ,p,K log(4/δ) and
Bδ = 10cq + M + 2C1
(
log(4/δ) + log(m + 1))max{ sτ ,1}.
When λ =m−γ˜ with γ˜ > 0, we have
R( J ) max
{
A2
J−1
δ
(
max
{
M,M2
})2 J
, Bδ, Bδ(AδBδ)
2 J−1−1}mθ˜ ,
where with α˜ := max{(1− q)γ˜ , (3− 2q)γ˜ −min{ sτ ,1}}, the power index θ˜ is given by
θ˜ = max
{(
2 J+1 − 1)γ˜ − 2
2+ p
(
2 J − 1), α˜, α˜ + (2 J−1 − 1)(α˜ + γ˜ − 2
2+ p
)}
.
Now we choose γ˜ > 0 by restricting
α˜ + γ˜ − 2
2+ p  0 and 2γ˜ −
2
2+ p < 0. (5.5)
Under this restriction, we can determine J as the smallest positive integer satisfying(
2 J+1 − 1)γ˜ − 2
2+ p
(
2 J − 1) α˜.
That is, J is the smallest integer satisfying
J max
{(
log
(
2
2+ p − α˜ − γ˜
)
− log
(
2
2+ p − 2γ˜
))
/ log2,1
}
. (5.6)
This integer satisﬁes
max
{
4,
2− (2+ p)(α˜ + γ˜ )
1− (2+ p)γ˜
}
 2 J max
{
2,
2− (2+ p)(α˜ + γ˜ )
2− 2(2+ p)γ˜
}
.
With this choice of J , we see that θ˜ = α˜ and
R( J ) max
{
A2
J−1
δ
(
max
{
M,M2
})2 J
, Bδ, Bδ(AδBδ)
2 J−1−1}mα˜ .
Since the measure of the set W(R( J )) is at least 1− Jδ, we know that with conﬁdence at least 1− Jδ, we have
Ωz( fz,λ) R( J ) max
{
A2
J−1
δ
(
max
{
M,M2
})2 J
, Bδ, Bδ(AδBδ)
2 J−1−1}mα˜ .
Finally we need to check the restriction (5.5) for γ˜ > 0. The second part of this restriction is γ˜ < 12+p . When this
requirement is valid, we have α˜ =max{(1− q)γ˜ , (3− 2q)γ˜ − sτ } and the ﬁrst part of (5.5) is equivalent to (4− 2q)γ˜ − sτ 
2
2+p . Then we know that the restriction (5.5) for γ˜ > 0 is valid and J  J˜ if we choose γ˜ = γ as (3.9) and J˜ as (3.13). Then
our conclusion follows by scaling J˜δ to δ. 
298 L. Shi et al. / Appl. Comput. Harmon. Anal. 31 (2011) 286–3026. Proof of main results on error analysis
We are in a position to prove our main results on key error analysis.
Proof of Theorem 3. Let R be the right-hand side of (5.1). Then Lemma 5 tells us that the measure of the subset W(R) of
Zm is at least 1− δ. Applying Proposition 6, we see that there is a subset V R of Zm with measure at most δ such that
E( fz,λ) − E( fρ) 1
2
Cκ,p,K log(4/δ)m
− 22+p max
{
R2,M2
}+ 5cqm−γ q
+ C1
(
log(4/δ) + log(m + 1))max{ sτ ,1}m2(1−q)γ−min{ sτ ,1}, ∀z ∈ W(R) \ V R .
But the measure of the set W(R) \ V R is at least 1− 2δ. So we know that with conﬁdence at least 1− 2δ, we have
E( fz,λ) − E( fρ) C˜
(
log(4/δ) + log(m + 1) + log J˜)1+2max{ sτ ,1}2 J˜ m−Θ,
where Θ is given by (3.11) and
C˜ = 1
2
Cκ,p,K C˜
2
γ + 5cq + C1. (6.1)
Then our conclusion follows by scaling 2δ to δ and the identity E( fz,λ) − E( fρ) = ‖ fz,λ − fρ‖2L2ρX . 
Next we prove Theorem 1 stated in the introduction.
Proof of Theorem 1. The assumption fρ = LK LTK (gρ) with gρ ∈ L2ρX is the same as fρ = L K˜ gρ . So the condition in Proposi-
tion 2 is valid with r = 2, and bound (3.4) holds true, which implies condition (3.3) with q = 1.
The assumption K ∈ C∞(X × X) yields the regularity condition K ∈ Cs(X × X) with s = n(1−2)2 . Then p  ns = 21−2 < 2
and 12+p >
1
2 −  .
Let us consider the case when m satisﬁes (3.5).
Since   n2n+2max{τ ,2} , we have s 2 and s τ . Take γ = 12 −  < 12+p in (3.9). Then by Theorem 3, we know that with
conﬁdence 1− δ, error bound (3.10) holds. Let us now determine the parameters.
First, since q = 1 and s τ , we have Θ = min{ 22+p , γ } = γ = 12 −  .
Second, α˜ = max{(1− q)γ , (3− 2q)γ − sτ } = 0.
Third, J˜  (log 1+ )/ log2. Hence 2 J˜ 
1+
 .
Putting all the above bounds for the parameters into (3.10), we conclude that with conﬁdence 1− δ,
‖ fz,λ − fρ‖2L2ρX  C˜
(
log(8/δ) + log(m+ 1) + log log(1+
1
 )
log2
)1+ n
τ2
m−
1
2 .
This proves the desired error bound with the constant CX,ρ,K = C˜ in the case that m satisﬁes (3.5).
When m does not satisfy (3.5), we apply Lemma 4 and bound the error as
‖ fz,λ − fρ‖2L2ρX 
(
κ
M2
λ
+ M
)2

(
κM2 + M)2m1−2  (κM2 + M)2m 32−3m− 12 .
But (3.5) is not satisﬁed, we have
m < C˜0
(
log(2/δ) + log(m+ 1)).
It follows that
‖ fz,λ − fρ‖2L2ρX 
(
κM2 + M)2C˜ 32−30 (log(2/δ) + log(m + 1)) 32−3m− 12 .
Then the desired error bound holds again with the constant
CX,ρ,K =
(
κM2 + M)2(C˜0 + 1)2.
The proof of Theorem 1 is complete. 
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Our main results on error analysis and bounds for Ωz( fz,λ) can be applied to study of sparsity of algorithm (1.5).
Let us ﬁrst give a general result for the vanishing of a coeﬃcient.
Proposition 7. Let j ∈ {1, . . . ,m} and αzλ be given by (1.7). If
∣∣αzλ, j∣∣< λ2κ2 (7.1)
and ∣∣∣∣∣ 1m
m∑
i=1
K (xi, x j)
(
yi − fz,λ(xi)
)∣∣∣∣∣< λ4 , (7.2)
then we have αz
λ, j = 0.
Proof. The functional in (1.7) to be optimized with α = (α1, . . . ,αm) ∈ Rm is given by
F (α) =
m∑
k=1
{
m∑
l=1
αkαl
1
m
m∑
i=1
K (xi, xk)K (xi, xl) − 2m
m∑
i=1
K (xi, xk)yiαk + λ|αk|
}
+ 1
m
m∑
i=1
y2i .
Set a new vector αˆzλ by replacing the j-th component of α
z
λ by zero as
αˆzλ =
(
αzλ,1, . . . ,α
z
λ, j−1,0,α
z
λ, j+1, . . . ,α
z
λ,m
)
.
We compare F (αzλ) with F (αˆ
z
λ) and ﬁnd
F
(
αzλ
)− F (αˆzλ)= − 1m
m∑
i=1
(
K (xi, x j)
)2(
αzλ, j
)2 + λ∣∣αzλ, j∣∣−
{
2
m
m∑
i=1
K (xi, x j)yi
}
αzλ, j
+
{
2
m
m∑
i=1
fz,λ(xi)K (xi, x j)
}
αzλ, j.
Since (K (xi, x j))2  κ2, it follows that
F
(
αzλ
)− F (αˆzλ)
{
λ − κ2∣∣αzλ, j∣∣−
∣∣∣∣∣ 2m
m∑
i=1
K (xi, x j)
(
yi − fz,λ(xi)
)∣∣∣∣∣
}∣∣αzλ, j∣∣.
Thus, if (7.1) and (7.2) hold true, we see from F (αzλ) − F (αˆzλ)  0 that we must have αzλ, j = 0. This proves the desired
conclusion. 
We can apply our bound (5.1) in Lemma 5 for Ωz( fz,λ) = ‖αzλ‖1 to check condition (7.1) for most j. Let us demonstrate
the idea with kernels of high smoothness. The following result shows in the case s 2−q2+p τ that with conﬁdence, the number
of coeﬃcients failing to satisfy condition (7.1) is at most O (m
2−q
2+p ) m, so most indices j satisfy (7.1).
Proposition 8. Under the assumption of Theorem 3, if s  2−q2+p τ and 0 < δ < 1, m satisﬁes (3.5), and λ =m−γ with 0 < γ < 12+p ,
then with conﬁdence 1− δ, there holds
#
{
j ∈ {1, . . . ,m}: ∣∣αzλ, j∣∣ λ2κ2
}
 C˜γ ,q
(
log(4/δ) + log(m + 1)) J s,τ ,qm(2−q)γ , (7.3)
where J s,τ ,q := max{ sτ ,1}max{4, 2−γ (2+p)(2−q)1−γ (2+p) } and C˜γ ,q is a constant independent of m or δ.
Proof. By Lemma 5 and the restriction s 2−q2+p τ , we know that for any 0< δ < 1, with conﬁdence 1− δ, there holds
‖ fz,λ‖Ωz( fz,λ) C˜ ′γ ,q
(
log(4/δ) + log(m + 1)) J s,τ ,qm(1−q)γ , (7.4)
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the inequality
#
{
j ∈ {1, . . . ,m}: ∣∣αzλ, j∣∣ λ2κ2
}
 2κ
2‖αzλ‖1
λ
by setting C˜γ ,q = 2κ2C˜ ′γ ,q . 
Finally we analyze condition (7.2). This is conducted by applying the concentration inequality stated in Lemma 3 to the
function set (with R  1)
F = {Ku(x)(g(x) − y): u ∈ X, g ∈ BR}. (7.5)
Recall that LK ( f − fρ)(u) =
∫
X K (x,u)( f (x) − fρ(x))dρX (x).
Lemma 6. If K ∈ Cs(X × X) for some s > 0 and R  1, then there exists a constant Cκ,M,p,K depending on κ , M, p, K such that for
any 0< δ < 1, with conﬁdence 1− δ, there holds∣∣∣∣∣ 1m
m∑
i=1
K (xi,u)
(
yi − f (xi)
)∣∣∣∣∣ ∣∣LK ( f − fρ)(u)∣∣+ Cκ,M,p,K R
1+2p log(2/δ)√
m
, ∀u ∈ X, f ∈ BR . (7.6)
Proof. The function set (7.5) satisﬁes all the conditions in Lemma 3 with B = κ(M+κR), c = B2, α = 0, and a = ap,K Rp(κ +
M + κR)p . So by Lemma 3, we know that with conﬁdence 1− δ/2, we have
E f − 1
m
m∑
i=1
f (zi) (B + 1)(a+ 1)
(
21+ c′p
) log(2/δ)√
m
, ∀ f ∈ F .
The same bound holds for 1m
∑m
i=1 f (zi)− E f . So with conﬁdence δ,∣∣∣∣∣ 1m
m∑
i=1
f (zi)
∣∣∣∣∣ |E f | + (B + 1)(a + 1)(21+ c′p) log(2/δ)√m , ∀ f ∈ F .
Then the desired bound follows with the constant Cκ,M,p,K depending on κ , M , p, K given by Cκ,M,p,K = (κM + κ2 +
1)(ap,K (2κ + M + 1) + 1)(21+ c′p). 
Now we apply Lemma 6 to the output function fz,λ .
Proposition 9. Under the assumption of Theorem 3, if s  2−q2+p τ and 0 < δ < 1, m satisﬁes (3.5), and λ =m−γ with 0 < γ < 12+p ,
then with conﬁdence 1− δ, we have∣∣∣∣∣ 1m
m∑
i=1
K (xi,u)
(
yi − fz,λ(xi)
)∣∣∣∣∣

∣∣LK ( fz,λ − fρ)(u)∣∣+ C˜s,q,K (log(8/δ) + log(m + 1))(1+2p) J s,τ ,q+1m(1+2p)(1−q)γ− 12 , ∀u ∈ X, (7.7)
where C˜s,q,K is a constant independent of m or δ.
Proof. Take R to be the bound on the right-hand side of (7.4). Then we know from (7.4) that there is a subset Zδ,1 of Zm
with measure at least 1− δ such that fz,λ ∈ BR for every z ∈ Zδ,1. It follows from Lemma 6 that there is another subset Zδ,2
of Zm with measure at least 1− δ such that for every z ∈ Zδ,2 and every f ∈ BR ,∣∣∣∣∣ 1m
m∑
i=1
K (xi,u)
(
yi − f (xi)
)∣∣∣∣∣ ∣∣LK ( f − fρ)(u)∣∣+ Cκ,M,p,K R
1+2p log(2/δ)√
m
, ∀u ∈ X .
Observe that
Cκ,M,p,K R
1+2p = C˜s,q,K
(
log(4/δ) + log(m+ 1))(1+2p) J s,τ ,qm(1+2p)(1−q)γ ,
where
C˜s,q,K = Cκ,M,p,K
(
C˜ ′γ ,q
)1+2p
.
For z ∈ Zδ,1∩ ∈ Zδ,2 our desired bound is obtained after scaling 2δ to δ. 
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part for checking condition (7.2) is to bound |LK ( fz,λ − fρ)(u)| for u lying in some regions. In addition to bounds for the
error fz,λ − fρ , functional analysis information about (K ,ρX ) is required such as decays of the eigenvalues of the integral
operator LK and vanishing of eigenfunctions over certain regions. Let us illustrate this by proving the example we stated in
the introduction.
Proof of Example 1. The input space X = [0,1]n is convex with Lipschitz boundary, so it satisﬁes an interior cone condition.
Since ρX is the Lebesgue measure, condition Lτ holds with τ = n. The kernel K (x, y) = (x · y)d is C∞ , so K ∈ Cs(X × X) for
s = 2n and p = 1/2. The condition fρ ∈ HK implies (3.3) with q = 12 . Now we apply Theorem 3 with γ = 18 and know that
when 0< δ < 1, and m satisﬁes (3.5), there exists a subset Zδ,3 of Zm with measure at least 1− δ such that
‖ fz,λ − fρ‖2L2ρX  C˜
(
log(8/δ) + log(m + 1) + 1)18m− 116 , ∀z ∈ Zδ,3. (7.8)
It follows from the Schwartz inequality that for z ∈ Zδ,3 and u ∈ X ,
∣∣LK ( fz,λ − fρ)(u)∣∣
{∫
X
(
K (x,u)
)2
dx
} 1
2√
C˜
(
log(8/δ) + log(m+ 1) + 1)9m− 132 .
By Proposition 9, there exists another subset Zδ,4 of Zm with measure at least 1 − δ such that (7.7) holds for z ∈ Zδ,4. It
follows that for z ∈ Zδ,3 ∩ Zδ,4, there holds∣∣∣∣∣ 1m
m∑
i=1
K (xi,u)
(
yi − fz,λ(xi)
)∣∣∣∣∣ C˜s,q,K (log(8/δ) + log(m + 1))17m− 38
+
{∫
X
(
K (x,u)
)2
dx
} 1
2√
C˜
(
log(8/δ) + log(m + 1) + 1)9m− 132 , ∀u ∈ X .
Now we restrict u onto the set Xm := [0, (2m−) 1n ]n . Then∫
X
(
K (x,u)
)2
dx 22d/nn2dm−2d/n, ∀u ∈ Xm. (7.9)
Thus, ∣∣∣∣∣ 1m
m∑
i=1
K (xi,u)
(
yi − fz,λ(xi)
)∣∣∣∣∣

(
C˜s,q,K + 2d/nnd
√
C˜
)(
log(8/δ) + log(m+ 1))17m−min{ 38 , dn + 132 }, ∀z ∈ Zδ,3 ∩ Zδ,4, u ∈ Xm.
Since d 11n32 , it follows that when
4
(
C˜s,q,K + 2d/nnd
√
C˜
)(
log(8/δ) + log(m+ 1))17 m 14 , (7.10)
for z ∈ Zδ,3 ∩ Zδ,4, condition (7.2) is valid for j ∈ Jm , where
Jm :=
{
j ∈ {1, . . . ,m}: x j ∈ Xm
}
. (7.11)
Let us estimate the size of the index set Jm . This can be done by applying the one-side Bernstein inequality stated as
Lemma 2 to the random variable ξ which is the characteristic function of the set Xm . Since ξ satisﬁes 0  ξ  1 and its
variance is bounded by E(ξ2) = 2m− , we know that with conﬁdence 1− δ/2,
E(ξ) − 1
m
m∑
i=1
ξ(xi) 3 log
2
δ
m−
1+
2 .
So there exists another subset Zδ,5 of Zm with measure at least 1− δ/2 such that
#( Jm)
m
= 1
m
m∑
ξ(xi) 2m− − 3 log 2
δ
m−
1+
2 , ∀z ∈ Zδ,5.i=1
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1− δ/2 such that
#
(
J ′m
)
 C˜γ ,q
(
log(8/δ) + log(m + 1))8m 316 , (7.12)
where
J ′m :=
{
j ∈ {1, . . . ,m}: ∣∣αzλ, j∣∣ λ2κ2
}
.
Combining all the above discussion, we see that for m satisfying (7.10), when z ∈ Z˜δ :=⋂6i=3 Zδ,i and j ∈ Jm \ J ′m , both
conditions (7.1) and (7.2) hold true, which implies αz
λ, j = 0. Observe that
#
(
Jm \ J ′m
)
 2m1− − 3 log 2
δ
m
1−
2 − C˜γ ,q
(
log(8/δ) + log(m + 1))8m 316 m1−,
provided that
3 log(2/δ) + C˜γ ,q
(
log(8/δ) + log(m + 1))8 m 14 . (7.13)
If we take
c,d,n := (3+ C˜γ ,q)4 + 44
(
C˜s,q,K + 2d/nnd
√
C˜
)4 + C˜0,
we know that for m c,d,n(log(8/δ) + log(m + 1))68, all (7.10), (7.13) and (3.5) are satisﬁed and there holds
Jm \ J ′m ⊆
{
j ∈ {1, . . . ,m}: αzλ, j = 0
}
, ∀z ∈ Z˜δ.
Since the measure of the set Z˜δ is at least 1− 3δ, our conclusion of Example 1 is veriﬁed after scaling δ to δ/3. 
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