An open quantum system (i.e., one that interacts with its environment) is almost always entangled with its environment; it is therefore usually not attributed a wave function but only a reduced density matrix ρ. Nevertheless, there is a precise way of attributing to it a wave function ψ 1 , called its conditional wave function, which is a random wave function of the system whose probability distribution µ 1 depends on the entangled wave function ψ ∈ H 1 ⊗ H 2 in the Hilbert space of system and environment together. We prove several universality (or typicality) results about µ 1 ; they show that if the environment is sufficiently large then µ 1 does not depend much on the details of ψ and is approximately given by one of the so-called GAP measures. Specifically, for most entangled states ψ with given reduced density matrix ρ 1 , µ 1 is close to GAP (ρ 1 ). We also show that, if the coupling between the system and the environment is weak, then for most entangled states ψ from a microcanonical subspace corresponding to energies in a narrow interval [E, E + δE] (and most bases of H 2 ), µ 1 is close to GAP (ρ β ) with ρ β the canonical density matrix on H 1 at inverse temperature β = β(E). This provides the mathematical justification of the claim that GAP (ρ β ) is the thermal equilibrium distribution of ψ 1 .
Introduction
In this paper we establish the universality of certain probability distributions on Hilbert spaces known as GAP measures [8, 19] . This makes precise some statements and mathematical considerations outlined in our earlier paper [8] on the thermal equilibrium distribution of the wave function of an open quantum system. By saying that GAP measures are universal we mean that the distributions µ 1 (described below) are typically close to a GAP measure,
when the system's environment is sufficiently large. To illustrate the terminology of universality, one can say that the central limit theorem conveys a sense in which the Gaussian probability distribution on the real line is universal: many physically relevant probability distributions are approximately Gaussian. Instead of universality, one also often speaks of typicality; we use these two terms more or less interchangeably. The family of GAP measures is a family of probability measures on Hilbert spaces. There is one GAP measure for every density matrix ρ in a Hilbert space H , denoted GAP (ρ); it is concentrated on the unit sphere in H , S(H ) = {ψ ∈ H : ψ = 1} .
The density matrix of GAP (ρ) is ρ, in the usual sense that, for any probability measure µ on S(H ), its density matrix is
which is also the covariance matrix of µ provided µ has mean zero. The GAP measures relevant to thermal equilibrium are those associated with canonical density matrices
where Z = tr e −βH is the normalization constant, β the inverse temperature and H the Hamiltonian. Detailed discussions of GAP measures and their physical applications can be found in [8, 19] . See [22] for a study about the support of GAP measures, that is, about what GAP (ρ β )-distributed wave functions typically look like.
The main application of GAP measures is the characterization of the wave functions of systems we encounter in nature. In most cases we do not know a system's wave function, for example because it is a photon coming from the sun (or another star, or the cosmic microwave background, or a lamp), or because it is an electron that has escaped from a piece of metal. But in many cases the system is more or less in thermal equilibrium, and then, according to the considerations presented in [8] and here, its wave function should be GAP distributed.
Conditional Wave Function
Consider a composite quantum system consisting of two subsystems, system 1 and system 2, with associated Hilbert spaces H 1 and H 2 . Suppose that the system is in a pure state ψ ∈ H total = H 1 ⊗ H 2 . We ask what might be meant by the wave function of system 1. An answer is provided by the notion of conditional wave function, defined as follows [8] :
1 Let b = {b j } be an orthonormal basis of H 2 . For each choice of j, the partial inner product b j |ψ , taken in H 2 , is a vector belonging to H 1 . Regarding j as random (and therefore writing J), we are led to consider the random vector ψ 1 ∈ H 1 given by
where b J is a random element of the basis {b j }, chosen with the quantum distribution
We refer to ψ 1 as the conditional wave function of system 1.
2
The distribution of ψ 1 corresponding to (6) and (7) is given by the following probability measure on S(H 1 ): The probability that ψ 1 ∈ A ⊆ S(H 1 ) is
where δ φ denotes the Dirac "delta" measure (a point mass) concentrated at φ and 1 A denotes the characteristic function of the set A. While the density matrix ρ µ 1 associated with µ 1 always equals the reduced density matrix ρ ψ 1 of system 1, given by
the measure µ 1 itself usually depends on the choice of the basis b, so µ 1 = µ ψ,b
1 .
Summary of Results
In this paper, we prove several universality theorems about GAP measures, Theorems 1-4, formulated in Section 2. These are statements to the effect that for most wave functions ψ from relevant subsets of H 1 ⊗ H 2 and/or most orthonormal bases b of H 2 , ψ 1 is approximately GAP-distributed. Here, "most" means that the set of exceptions is small with respect to the appropriate natural uniform measure. The basic universality property is expressed in Theorem 1, which asserts that for sufficiently large dim H 2 , for any orthonormal basis b of H 2 , and for any density matrix ρ 1 on H 1 , most ψ in S(H 1 ⊗ H 2 ) with the reduced density matrix tr 2 |ψ ψ| = ρ 1 are such that the distribution µ ψ,b 1 of ψ 1 is arbitrarily close to GAP (ρ 1 ),
This fact was derived (but not rigorously proven) in Section 5.1.3 of [8] . The rigorous proof of Theorem 1 is based on the fact, found independently by several authors [24, 2 The conditional wave function can be regarded as a precise version of the "collapsed" wave function in the standard quantum formalism: Suppose that system 1 has interacted with system 2, and their joint wave function, as produced by the appropriate Schrödinger evolution, is now j c j ψ
where the c j are complex coefficients and all ψs are normalized. If system 2 is a macroscopic system and the ψ
j s are macroscopically different states then in the standard formalism one regards j as random with distribution |c j | 2 , and says accordingly that system 1 can be attributed the "collapsed"
wave function ψ
(1) j with probability |c j | 2 . The conditional wave function of system 1, according to the above definition in the case that the ψ
j s are among the {b j }, is indeed ψ
(1) j with probability |c j | 2 .
23, 3, 2, 15] (see also [14, 25, 10, 13] ), that for a random n × n unitary matrix with distribution given by the Haar measure on the unitary group U(n), the upper left (or any other) k ×k submatrix, multiplied by a normalization factor √ n, converges as n → ∞ to a matrix of independent complex Gaussian random variables with mean 0 and variance 1. (To understand the factor √ n, note that a column of a unitary n × n matrix is a unit vector, and thus a single entry should be of order 1/ √ n.)
Theorem 2 asserts that the conclusion of Theorem 1-that (12) holds with arbitrary accuracy for sufficiently large dim H 2 -is also true for every ψ with tr 2 |ψ ψ| = ρ 1 for most b (instead of for every b for most ψ).
Theorems 3 and 4 justify the physical conclusion that, if a system (system 1) is weakly coupled to a very large (but finite) second system (the "heat bath," system 2) then, for most wave functions of the composite system with energy in a given narrow energy range [E, E + δE], the conditional wave function of the system is approximately GAP-distributed for most orthonormal bases of the heat bath. In more detail, let the interaction between the two systems be negligible so that the Hamiltonian can be taken to be
(with I 1/2 the identity operator on H 1/2 ), and let H R ⊂ H 1 ⊗ H 2 be a micro-canonical energy shell of the composite system, i.e., the subspace spanned by the eigenstates of the total energy with eigenvalues in [E, E + δE]. Assume that the eigenvalues of H 2 are sufficiently dense and that the dimensions of H 2 and H R are sufficiently large. Then,
for most bases b of H 2 ; here, ρ β is the canonical density matrix (4) and β = β(E) . In Theorems 3 and 4 we relax the condition that ψ have a prescribed reduced density matrix, and exploit instead canonical typicality. This is the fact, found independently by several groups [5, 9, 16, 17] and anticipated long before by Schrödinger [21] , that for most ψ ∈ S(H R ), the reduced density matrix tr 2 |ψ ψ| is approximately of the canonical form (4). More generally, in Theorems 3 and 4 we may regard H R as any subspace of H 1 ⊗ H 2 of sufficiently high dimension. Canonical typicality then refers to the fact that for most ψ ∈ S(H R ), tr 2 |ψ ψ| is close to tr 2 ρ R , where ρ R denotes 1/ dim H R times the projection to H R ; the precise version of canonical typicality that we use in the proof of our Theorems 3 and 4 is due to Popescu, Short, and Winter [16, 17] . Theorem 3 asserts that for most ψ ∈ S(H R ), µ
with ρ
(1) R = tr 2 ρ R , for most bases b of H 2 . Theorem 4 is a very similar statement but differs in the detailed meaning of "≈" and refers to a fixed density matrix, such as ρ β , in place of ρ (1) R in (15).
Remarks
• Time evolution. It may be interesting to consider how µ 
In a situation in which most ψ ∈ S(H R ) have µ
R ), we may expect that even for ψ 0 ∈ S(H R ) with µ R ) most of the time (though not forever, as follows from the recurrence property (almost-periodicity) of the Schrödinger evolution in a finite-dimensional Hilbert space). We leave this problem open but briefly remark that one can already conclude by interchanging the time average and the average over ψ 0 that whenever it is true for most ψ ∈ S(H R ) that µ
R ) for most times t; the open problem is to prove a statement that concerns all, rather than most, ψ 0 .
• The role of interaction. Another remark concerns the role of interaction (between the system and the heat bath) for obtaining the distribution GAP (ρ β ). The nature of the interaction is relevant to our discussion in two places-although our theorems do not depend on it, as they do not mention the Hamiltonian at all. First, interaction is relevant for creating typical wave functions, as it helps evolve atypical wave functions into typical ones. This is closely related to the fact that a system coupled to a heat bath (i.e., a big second system) will typically go from non-equilibrium to thermal equilibrium only in the presence of interaction; see Section 4 of [7] for further discussion and examples. Second, it depends on the interaction which subspace of H 1 ⊗ H 2 is the micro-canonical energy shell that we want H R to be, and thus also which density matrix tr 2 ρ R is. In the limit of negligible interaction, tr 2 ρ R has the canonical form ρ β = (1/Z)e −βH , while interaction makes it deviate from this form. As a consequence of these two roles, when we want to obtain from non-equilibrium a wave function ψ ∈ H 1 ⊗ H 2 such that the distribution of the conditional wave function ψ 1 is close to GAP (ρ β ), we may want that the interaction be not too large (or else there will be deviations from ρ β ) and that the interaction be not too small (or else it may take too long, say longer than the present age of the universe, to reach thermal equilibrium).
Definition of the GAP Measure
For any density matrix ρ on H , the measure GAP (ρ) on (the Borel σ-algebra of) S(H ) is built by starting from the measure G(ρ), which is the Gaussian measure on H with mean 0 and covariance matrix ρ. In this paper, we are interested only in the case dim H < ∞. Then G(ρ) can be explicitly defined as follows: Let S be the subspace of H on which ρ is supported, i.e., its positive spectral subspace, or equivalently the orthogonal complement of its kernel, or equivalently its range; let d ′ = dim S and ρ + the restriction of ρ to S; then G(ρ) is the measure on H supported on S with the following density relative to the Lebesgue measure λ on S:
Equivalently, a G(ρ)-distributed random vector ψ is one whose coefficients χ i |ψ relative to an eigenbasis {χ i } of ρ (i.e., ρχ i = p i χ i with 0 ≤ p i ≤ 1) are independent complex Gaussian random variables with mean 0 and variances E| χ i |ψ | 2 = p i ; by a complex Gaussian random variable we mean one whose real and imaginary parts are independent real Gaussian random variables with equal variances.
Noting that
we now define the adjusted Gaussian measure GA(ρ) on H as:
If ψ GA is a GA(ρ)-distributed vector, then GAP (ρ) is the distribution of this vector projected on the unit sphere; that is, GAP (ρ) is the distribution of
Like G(ρ) and unlike GA(ρ), GAP (ρ) has covariance matrix ρ. More generally, one can define for any measure µ on H the "adjust-and-project" procedure. We denote by Aµ the adjusted measure
The projection on the unit sphere is defined as:
Then the adjusted-and-projected measure is P * (Aµ) = Aµ • P −1 , where P * denotes the action of P on measures, thus defining a mapping P * • A from the measures on H with µ(dψ) ψ 2 = 1 to the probability measures on S(H ).
Results

GAP Measure From a Typical Wave Function of a Large
System, Given the Reduced Density Matrix 
be the set of all normalized wave functions in H total with reduced density matrix ρ ψ 1 = ρ 1 . We will see that R(ρ 1 ) is always non-empty. Theorem 1 below concerns typical wave functions in R(ρ 1 ), i.e., typical wave functions with fixed reduced density matrix. The concept of "typical" refers to the uniform distribution u ρ 1 on R(ρ 1 ); an explicit definition of this distribution will be given in Section 3.1.
Before we formulate Theorem 1, we introduce some notation. First, for any Hilbert space H , let D(H ) denote the set of all density operators on H , i.e., of all positive operators on H with trace 1. Second, when µ is a measure on H or S(H ) and f (ψ) is a measurable function on H or S(H ) then we use the notation
Third, let f ∞ = sup x |f (x)|.
, and for every bounded measurable function f :
We give the proof, as well as those of Theorems 2-4, in Section 3. It follows from Theorem 1 that, for every sequence (H 2,n ) n∈N of Hilbert spaces with d 2,n = dim H 2,n → ∞ as n → ∞ and every sequence (b n ) n∈N of orthonormal bases b n = {b 1,n , . . . , b d 2,n ,n } of H 2,n , for every ρ 1 ∈ D(H 1 ), and for every bounded measurable function f : S(H 1 ) → R, the sequence of random variables µ Ψn,bn 1 (f ), where Ψ n has distribution u ρ 1 on S(H 1 ⊗ H 2,n ), converges in distribution, as n → ∞, to the constant GAP (ρ 1 )(f ), in fact uniformly in ρ 1 , b n and those f with f ∞ ≤ 1. Because of the convergence for every f , we can say that the sequence of random measures µ Ψn,bn 1 converges "weakly in distribution" to the fixed measure GAP (ρ 1 ).
A few comments about notation. In [8] , d 1 was called k, d 2 was called m, and the notation for the basis {b 1 , . . . , b d 2 } was {|1 , . . . , |m }. For enumerating the basis, we will use the letter j, and thus write b j ; in [8] , the notation was q 2 for j (subscript 2 because it refers to H 2 ). For a random choice of j, we write J; the corresponding notation in [8] was Q 2 .
GAP Measure From a Typical Basis of a Large System
As already explained in [8] , instead of considering a typical wave function and a fixed basis one can consider a fixed wave function and a typical basis. Let ONB(H 2 ) be the set of all orthonormal bases of H 2 , and recall the notation ρ
, and every bounded measurable function f : S(H 1 ) → R,
where u ON B is the uniform probability measure on ONB(H 2 ), corresponding to the Haar measure on the unitary group U(H 2 ).
GAP Measure From a Typical Basis and a Typical Wave
Function in a Large Subspace
In our main physical application, the reduced density matrix ρ ψ 1 is not fixed, althoughby a fact known as canonical typicality-most of the relevant ψs have a reduced density matrix ρ ψ 1 that is close to a certain fixed density matrix, for example to the canonical density matrix ρ β = (1/Z)e −βH . In this section, we present two further universality theorems that are appropriate for such situations, in which the relevant set of ψs is a subspace of H 1 ⊗ H 2 that will be denoted H R .
The physical setting to have in mind is this. A system with Hilbert space H 1 is entangled with a large system whose Hilbert space is H 2 . The Hamiltonian H is thus defined on H total = H 1 ⊗ H 2 ; suppose the total system is confined to a finite volume, so that H has pure point spectrum. Let [E, E + δE] be a narrow energy window, located at a suitable energy E such as one corresponding to a more or less fixed energy per particle or per volume. Then the micro-canonical energy shell is the spectral subspace of H associated with this interval, i.e., the subspace spanned by the eigenvectors with eigenvalues between E and E + δE, and this is our subspace H R . The micro-canonical density matrix ρ R is the density matrix associated with H R , i.e., 1/ dim H R times the projection to H R . Canonical typicality then asserts that for most wave functions in S(H R ), the reduced density matrix is approximately ρ β for an appropriate value of β.
For more general H R , canonical typicality means that for most ψ ∈ S(H R ), the reduced density matrix ρ ψ 1 is close to tr 2 ρ R . The precise statement that we make use of is Theorem 1 of [16] or the "main theorem" of [17] , which asserts, in a somewhat specialized and simplified form that suffices for our purposes:
Here, the trace norm is defined by
By the uniform distribution u R we mean the (2d R −1)-dimensional surface area measure on S(H R ), normalized so that u R (S(H R )) = 1.
and every continuous function
as in Theorem 1, and for every H 2 and
It follows that, for every sequence (H 2,n ) n∈N of Hilbert spaces with d 2,n = dim H 2,n → ∞ as n → ∞, every sequence (H R,n ) n∈N of subspaces of H 1 ⊗ H 2,n with d R,n = dim H R,n → ∞ as n → ∞, and every continuous function f : S(H 1 ) → R, the sequence of random variables
where (Ψ n , B n ) has distribution u R,n × u ON B,n on S(H R,n ) × ONB(H 2,n ), converges to zero in distribution as n → ∞. We say that the sequence of random signed measures µ Ψn,Bn 1 − GAP (tr 2 ρ R,n ) converges "weakly in distribution" to zero.
For 0 < γ < 1/ dim H let D ≥γ (H ) denote the set of density matrices ρ ∈ D(H ) whose eigenvalues are all greater than or equal to γ (so that, in particular, zero is not an eigenvalue of ρ).
and for every bounded measurable function f :
If we want to consider just one particular density matrix Ω (of which zero is not an eigenvalue) then we can set γ equal to the smallest eigenvalue of Ω. It then follows that, for every sequence (H 2,n ) n∈N of Hilbert spaces with d 2,n = dim H 2,n → ∞ as n → ∞, and every sequence (H R,n ) n∈N of subspaces of H 1 ⊗ H 2,n with d R,n = dim H R,n → ∞ and tr 2 ρ R,n → Ω as n → ∞, the sequence of random measures µ Ψn,Bn 1 converges weakly in distribution to the fixed measure GAP (Ω). In short,
Of the two theorems above, Theorem 3 is the simpler and perhaps more natural mathematical statement: it does not even mention any other density matrix than tr 2 ρ R ; its structure is to ask first that ε, δ, and f be specified, which define the accuracy of the desired approximations; 3 and it applies to all subspaces H R of sufficient dimension. For the physical application, though, we often want to compare µ ψ 1 to GAP (Ω) rather than GAP (tr 2 ρ R ), for example because Ω is the thermal density matrix ρ β = (1/Z)e −βH while tr 2 ρ R is something complicated; we usually do not need that the estimate applies uniformly to all spaces H R of sufficient dimension, but instead consider only one fixed H R ; and in that situation we can, in fact, obtain an estimate, the one provided by Theorem 4, that is uniform in f .
GAP Measure as the Thermal Equilibrium Distribution
Theorem 4 justifies regarding GAP (ρ β ) as the thermal equilibrium distribution of the wave functions of the system 1 in the following way. Let H R be the microcanonical subspace, i.e., the spectral subspace of H associated with the interval [E, E + δE]. It is a standard fact (e.g., [6, 12] ) that when the interaction energy between system 1 and system 2 is sufficiently small, i.e., when we may set
on H total = H 1 ⊗ H 2 , and when system 2 is a large heat bath, i.e., when the eigenvalues of H 2 are sufficiently dense, then tr 2 ρ R is approximately of the exponential form Z −1 exp(−βH 1 ) with Z = tr exp(−βH 1 ) for suitable β > 0, i.e., is approximately the canonical density matrix ρ β . Then by Theorem 4 in this special case of negligible interaction we have that for most wave functions ψ ∈ S(H R ),
for most orthonormal bases b of H 2 .
Proofs
Definition of u ρ 1
According to the Schmidt decomposition [20] , every ψ ∈ H total can be written in the form
where {χ i } is an orthonormal basis in H 1 , {φ i } is an orthonormal system in H 2 (i.e., a set of orthonormal vectors that is not necessarily complete), and the c i are coefficients which can be chosen to be real and non-negative. If ψ = 1, the reduced density matrix of the system 1 is then
Thus
with some orthonormal system {φ i } in H 2 . Indeed, we know it has a Schmidt decomposition (36) in which {χ i } is an eigenbasis of ρ 1 , and c 
Setting
we obtain (38), and that {φ i } is an orthonormal system. Conversely, every orthonormal system {φ i } in H 2 defines, by (38), a ψ ∈ R(ρ 1 ). Thus, (38) defines a bijection F ρ 1 ,{χ i } : ONS(H 2 , d 1 ) → R(ρ 1 ). The Haar measure on the unitary group of H 2 defines the uniform distribution on the set of orthonormal bases of H 2 , of which the uniform distribution on ONS(H 2 , d 1 ) is a marginal; let u ρ 1 ,{χ i } be its image under F ρ 1 ,{χ i } .
We note that u ρ 1 ,{χ i } actually does not depend on the choice of the eigenbasis {χ i }. Indeed, if {χ i } is any other eigenbasis of ρ 1 (without loss of generality numbered in such a way that the eigenvalue ofχ i is p i ) then, as explained above, it is related to {χ i } by a block unitary d 1 × d 1 matrix U consisting of the blocks (U (p) ij ). Let U be the matrix whose entries are the complex conjugates of the entries of U, and letÛ denote the action of U on ONS(H 2 , d 1 ) given bŷ
Then
Since the Haar measure is invariant under left multiplication, its marginal on ONS(H 2 , d 1 ) is invariant underÛ . We thus define u ρ 1 to be u ρ 1 ,{χ i } for any eigenbasis {χ i }.
Proof of Theorem 1
We will obtain Theorem 1 from the corresponding statement about the Gaussian measures G(ρ 1 ):
Lemma 2. For every 0 <ε < 1, 0 <δ < 1, and 
We now collect the tools needed for the proof of Lemma 2. We note thatμ ψ 1 is the sum of d 2 delta measures with equal weights,
located at the points
Let ρ 1 ∈ D(H 1 ), let {χ i } be an eigenbasis of ρ 1 with eigenvalues p i , and let ψ ∈ R(ρ 1 ). According to (38),
with c i = √ p i . Now we regard ψ as random with distribution u ρ 1 ; then the ψ 1 (j) are d 2 random vectors, andμ ψ 1 is their empirical distribution. As noted above, {φ i } is a random orthonormal system distributed according to a marginal of the Haar measure; in other words, the expansion coefficients b j |φ i of [3] ). To formulate this result, we use the following terminology. Recall that a complex Gaussian random variable is one whose real and imaginary parts are independent real Gaussian random variables with equal variances. The variation distance of two measures µ, ν on the same σ-algebra A is defined to be
In case µ and ν possess densities f and g relative to some measure λ on A , this coincides with the L 1 norm of f − g,
Lemma 3. For k, n ∈ N with k ≤ n, let the random matrix (U ij ) be Haar(U(n)) distributed, and let X be the upper left k × k submatrix multiplied by the normalization factor √ n, X ij = √ nU ij for 1 ≤ i, j ≤ k. Let G a random k ×k matrix whose entries G ij are independent complex Gaussian random variables with mean 0 and variance E|G ij | 2 = 1. Let µ k,n denote the distribution of X and µ k that of G. Then µ k,n converges, as n → ∞, to µ k in the variation distance. In fact, as soon as n ≥ 2k, µ k,n and µ k possess densities f k,n and f k relative to the Lebesgue measure in C k×k given by
(50) (where N k,n is the appropriate normalization factor, X ∞ = sup
|Xv|/|v|, and I denotes the k × k unit matrix) and
and
A random matrix such as G is √ k times what is sometimes called a "standard nonselfadjoint Gaussian matrix." We will use only the following consequence of Lemma 3, concerning the convergence of the upper left k × 2 entries of (U ij ) to a matrix of independent complex Gaussian random variables: Corollary 1. For every 0 < ε < 1 and k ∈ N there is n 0 = n 0 (ε, k) > 0 such that for every n ∈ N with n > n 0 and every bounded measurable function g :
where (U ij ) is Haar distributed in U(n), and G ij (i = 1, . . . , k; j = 1, 2) are independent complex Gaussian random variables with mean 0 and variance E|G ij | 2 = 1.
This is possible by Lemma 3. Then (53) and (54) follow.
Proof of Lemma 2. Set
Let us first introduce some abbreviations and notation. We write n for d 2 and k for d 1 . Let G 11 , . . . , G k1 , G 12 , . . . , G k2 again be independent complex Gaussian random variables with mean 0 and variance E|G ij | 2 = 1. We use the basis {χ i } to identify H 1 with C k . Letf : C k → R be a bounded measurable function, and let c i ≥ 0 be as before (the square roots of the eigenvalues of ρ 1 ). Set
Then g, too, is measurable and bounded with bound g ∞ = f ∞ . As we said above, the distribution of the b j |φ i is the same as that of U ij with j ∈ {1, . . . , n}, that is, the first k rows of a Haar distributed unitary n × n matrix. We thus write U ij instead of b j |φ i , and obtainμ
We write X for √ n times the upper left k × n submatrix of (U ij ), X j for the j-th column of X, i.e.,
and G i for (G 1i , . . . , G ki ) (i = 1, 2). In this notation,
The expression to be estimated is
for which we have by the triangle inequality that
Note that the second contribution in (62) is nonrandom. We first show that
if n is sufficiently large: By (59),
because each X j has the same distribution-because the columns of (U ij ) are exchangeable due to the invariance of the Haar measure. By (53) in Corollary 1, if n > n 0 (ε/2, k) then the absolute difference between (60) and (64) 
where P is the Haar measure for U ij and var(Y ) is the variance of the random variable Y . Now Lemma 2 follows if we can show that
for sufficiently large n. We find that
Since the X j are exchangeable, the joint distribution of X j and X j ′ for j = j ′ is the same as the joint distribution of X 1 and X 2 , so that all summands with j = j ′ are equal (and all summands with j = j ′ are equal), and we can write
for n > n 0 (δε 2 /16, k) by Corollary 1. If in addition n > 32/δε 2 , we thus have that
Thus, for d 2 = n >D 2 in (55), both (63) and (66) hold; Lemma 2 follows using (62) and (65).
We now collect the tools needed for the proof of Theorem 1.
Lemma 5. µ
Lemma 6. For every 0 < ε < 1 and d ∈ N, there is R = R(ε, d) > 0 such that, for every H with dim H = d and every ρ ∈ D(H ),
Proof. Let X 1 , . . . , X d be independent complex Gaussian random variables with mean 0 and variance 1. Then X = (X 1 , . . . , X d ) has Gaussian distribution G(I) with covariance matrix I, the identity matrix; note that
Thus, there is R > 0 with
For any H with dim H = d and ρ ∈ D(H ), choose an eigenbasis of ρ to identify H with
As an abbreviation, we write M(H 1 , H 2 , ρ 1 , b, f, ε) or shorter M(f, ε) for the set considered in (25) , andM (H 1 , H 2 , ρ 1 , b,f ,ε) or shorterM (f ,ε) for the set considered in (43). 
where P denotes the projection to the unit sphere as defined in (22) and N(ψ 1 ) = ψ 1 on H 1 .
Note that while f • P is not defined at 0 ∈ H 1 , (f • P )N 2 is-as 0.
Proof of Lemma 7.
If we want to show of a particular ψ ∈ R(ρ 1 ) that ψ ∈ M(f, ε) then, by Lemma 5, we need to show that
We note that, for any probability measureμ on H 1 withμ(N 2 ) = 1 (in particular, by Lemma 4, forμ =μ ψ,b 1 ), writing g = f • P , we obtain that
Now suppose ψ ∈M g1 N <R N 2 , ε/4R 2 , which means that ψ ∈ R(ρ 1 ) and
Since g1 N <R N 2 is a bounded function with
it follows from (91) that forμ =μ
the term (88) is less than f ∞ ε/4. The term (89) is less than or equal to
where we have used Lemma 4. By Lemma 6,
so the term (89) is less than or equal to
Now suppose that also ψ ∈M 1 N <R N 2 , ε/4R 2 , which means that ψ ∈ R(ρ 1 ) and
It follows from (98) and (99) that forμ =μ
1 , the term (89) is less than f ∞ ε/2. The term (90) is less than or equal to
where we have used G(ρ 1 )(N 2 ) = 1 and (97). Putting together the above bounds for the terms (88), (89), and (90), we obtain that their sum is bounded by ε f ∞ ( (86) is satisfied and ψ ∈ M(f, ε).
Proof of Theorem 1. Suppose we are given 0 < ε < 1, 0 < δ < 1, and 
Therefore, u ρ 1 of the intersection of these sets is greater than or equal to 1 − δ. By Lemma 7, this intersection is contained in M(f, ε). Thus, u ρ 1 (M(f, ε)) ≥ 1 − δ, which is what we wanted to show.
Proof of Theorem 2
Proof. Note that for any unitary U on H 2
From this fact and the fact that the Haar measure is invariant under U → U −1 it follows that the distribution of µ 
Continuity of GAP
For the proofs of Theorems 3 and 4, we will exploit canonical typicality, i.e., the fact that for most ψ ∈ S(H R ), the reduced density matrix ρ ψ 1 is close to tr 2 ρ R . Theorems 3 and 4 then follow from Theorem 2 via suitable continuity of the mapping ρ → GAP (ρ). The following two lemmas provide somewhat different statements about continuity: Recall that D ≥γ (H ) is the set of density matrices with all eigenvalues greater than or equal to γ. Lemma 9 asserts that GAP (ρ)(f ) depends in a uniformly continuous way on both ρ and f when we restrict ρ to D γ (H ) for arbitrarily small γ > 0; continuity is not uniform without this restriction. However, Lemma 8 asserts that for any fixed and continuous test function f , continuity is uniform in ρ without restrictions.
Lemma 8. For every 0 < ε < 1, every d ∈ N, every Hilbert space H with dim H = d, and every continuous function f :
While all norms on D(H ) are equivalent for dim H < ∞, we use the trace norm · tr here because in this norm the continuity extends to dim H = ∞ and because it is used in Lemma 1.
To formulate the other continuity statement, let u S(H ) denote the normalized uniform measure on the unit sphere in H . For any density matrix ρ ∈ D(H ) of which zero is not an eigenvalue, GAP (ρ) possesses a density relative to u S(H ) [8] .
Lemma 9. For every 0 < ε < 1, every d ∈ N, every Hilbert space H with dim H = d, and every 0 < γ < 1/d, there is r = r(ε, d, γ) > 0 such that for all ρ, Ω ∈ D ≥γ (H ),
As a consequence, for such ρ and Ω,
It follows in particular that for any fixed density matrix Ω of which zero is not an eigenvalue and any sequence (ρ n ) of density matrices with ρ n → Ω, the density of GAP (ρ n ) converges to that of GAP (Ω) in the · ∞ norm: Take γ > 0 to be less than the smallest eigenvalue of Ω and note that only finitely many ρ n can lie outside D ≥γ (H ).
To see that in Lemma 9 D ≥γ (H ) cannot be replaced by D(H ) (i.e., that continuity is not uniform without restrictions), note that, when 0 is an eigenvalue of Ω, GAP (Ω) does not have a density with respect to u S(H ) , so that at such an Ω, ρ → GAP (ρ) is certainly not continuous in L ∞ S(H ), u S(H ) or in the variation distance (48). To see that in Lemma 8 one cannot drop the assumption that f is continuous, consider an Ω that has zero as an eigenvalue and a ρ that does not. Then GAP (Ω) is concentrated on a subspace of dimension less than d while GAP (ρ) has a density on the sphere and lies near (rather than in) that subspace. Thus, for a test function f that is bounded measurable but not continuous, GAP (ρ)(f ) does not have to be close to GAP (Ω)(f ).
As part of the proof of Lemma 8, we will need the continuity property of Gaussian measures expressed in the next lemma. When µ n , µ are measures on a topological space X, we write µ n ⇒ µ to denote that the sequence of measures µ n converges weakly to µ. This means that µ n (f ) → µ(f ) for every bounded continuous function f : X → R and implies that the same thing is true for every bounded measurable function f : X → R such that µ(D(f )) = 0, where D(f ) is the set of discontinuities of f .
Lemma 10. The mapping ρ → G(ρ) is continuous in the weak topology on measures:
Proof. We use characteristic functions; as usual, the characteristic functionμ : R 2d → C of a probability measure µ on R 2d is defined bŷ
or, in our notation on
where Re denotes the real part. We write µ n = G(ρ n ) and µ = G(ρ); their characteristic functions are:μ
If ρ n → ρ then ψ|ρ n |ψ → ψ|ρ|ψ for every ψ and thusμ n →μ pointwise. Since (e.g., [1] ) pointwise convergence of the characteristic functions is equivalent (in finite dimension) to weak convergence of the associated measures, it follows that G(ρ n ) ⇒ G(ρ), which is what we wanted to show.
Proof of Lemma 8. Since D(H ) is compact, uniform continuity follows from continuity. That is, it suffices to show that, assuming ρ n ∈ D(H ) for every n ∈ N,
This follows from Lemma 10, the continuity of the adjustment mapping A defined in (21) in Section 1.4, and the continuity of the projection P : H \ {0} → S(H ). Our first step is to establish the continuity of A on the set of probability measures µ on H such that µ(dψ) ψ 2 = 1: If, for every n ∈ N, µ n is a probability measure on the Borel σ-algebra of H such that µ n (dψ) ψ 2 = 1, then if µ n ⇒ µ and µ(dψ) ψ 2 = 1 then Aµ n ⇒ Aµ .
Fix ε > 0 and an arbitrary non-zero, bounded, continuous function f : H → R. As before, we use the notation N(ψ) = ψ . Since, by hypothesis, µ(N 2 ) = 1, there exists R > 0 so large that
Let the "cut-off function" χ 0 : [0, ∞) → [0, 1] be any continuous function such that χ 0 (x) = 1 for x ≤ R and χ 0 (x) = 0 for x ≥ 2R; set χ(ψ) = χ 0 ( ψ ). Because χN 2 and f χN 2 are bounded continuous functions, and because µ n ⇒ µ, we have that
; that is, there is an n 1 ∈ N such that, for all n > n 1 ,
Thus, for all n > n 1 , we have that
This proves (114). 4 We are now ready to establish (113). Suppose ρ n → ρ. We have that GAP (ρ n ) = P * A(G(ρ n )) and that (AG(ρ)) (0) = 0. Since ψ → P ψ is continuous for ψ = 0, (113) follows from (114) and Lemma 10. This completes the proof of Lemma 8.
Proof of Lemma 9. We first note that, for any self-adjoint d×d matrix A and ψ ∈ S(C d ), 4 We remark that the hypothesis µ(dψ) ψ 2 = 1 cannot be dropped, that is, does not follow from µ n (dψ) ψ 2 = 1. An example is µ n = (1−1/n)δ 0 +(1/n)δ ψn , where δ φ means the Dirac delta measure at φ and ψ n is any vector with ψ n 2 = n; then µ n is a probability measure with µ n (dψ) ψ 2 = 1 but µ n ⇒ δ 0 , which has δ 0 (dψ) ψ 2 = 0.
For any density matrix ρ ∈ D(H ) of which zero is not an eigenvalue, the density of GAP (ρ) relative to u S(H ) is given by [8] dGAP ( 
Using the last expression, we will now show that (108) holds when ρ is sufficiently close to Ω. This follows from the facts (i) that, on D ≥γ (H ), the functions ρ → 1/ det ρ and ρ → ρ −1 are uniformly continuous, (ii) that
for all ψ ∈ S(H ), (iii) that the function x → x −d−1 is uniformly continuous on the interval [1, ∞), and (iv) that ψ|ρ −1 |ψ ≥ 1, ψ|Ω −1 |ψ ≥ 1. This establishes the existence of r(ε, d, γ) > 0 as described in Lemma 9. Now (109) follows from (108) according to
Proof of Theorem 3
Proof of Theorem 3. Suppose we are given 0 < ε < 1, 0 < δ < 1, 
Then, by Lemma 8,
Theorem 2 yields, using our assumption d 2 > D 2 (ε/2 f ∞ , δ/2, d 1 ), that for every ψ ∈ S(H R ),
Thus, averaging over ψ ∈ S(H R ) according to u R ,
Lemma 1 with η = r/2 for r = r(ε/2, d 1 , f ) yields, using our assumption d R > 4d 2 1 /r 2 , which implies that
Using our assumption d R > 18π 3 4 log(8/δ)/r 2 , the right hand side is greater than or equal to 1 − δ/2, and thus
From (136), (138), and (134) together we have that
which is what we wanted to show.
Proof of Theorem 4
Proof of Theorem 4. Suppose we are given 0 < ε < 1, 0 < δ < 1, 
