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Abstract
We consider the discrete time stopping problem
V (t, x) = sup
τ
E(t,x)[g(τ,Xτ )],
where X is a random walk. It is well known that the value function V
is in general not smooth on the boundary of the continuation set ∂C.
We show that under some conditions V is not smooth in the interior
of C either. More precisely we show that V is not differentiable in the
x component on a dense subset of C. As an example we consider the
Chow-Robbins game. We give evidence that as well ∂C is not smooth
and that C is not convex, even if g(t, ·) is for every t.
Keywords: optimal stopping, discrete time stopping problem, random walk,
smoothness, continuation set, Chow-Robbins game, value function
1 Motivation
Let X be a Markov process and
V (t, x) = sup
τ
E(t,x)[g(τ,Xτ )] (1)
a stopping problem, where the supremum is taken over a.s. finite stopping
times τ . If X is time continuous we usually want to find V on R+ × R or a
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sub region. If X is time discrete V is often defined on N×R or N×Z, but for
many problems it seems natural that the process can be started in any point
(t, x) ∈ R+×R. In the continuous setting, V is smooth under some conditions
if the smooth fit principle holds, see e.g. [SS15]. But even if smooth fit does
not hold we can hope to find a solution, using the associated free boundary
problem, that will be smooth on the continuation set C, see e.g. [PS06].
In the discrete setting this is however not the case. Let X = (Xn)n∈N =
(∑ni=1 ξi)n∈N be a random walk, where the ξi are iid. and take discrete values
with positive probability. We show in Section 2 that, under some conditions
on g, the value function (1) is not smooth on C. More precisely we can show
that for every t there is a dense subset of C ∩ {t}×R on which V (t, ·) is not
differentiable, see Theorem 1. As an example we consider the Chow-Robbins
game in Section 3. These results lead to the conjecture that the stopping
boundary ∂C is not smooth on a dense set either. We will not prove this in
general, but give numerical examples in Section 3.
These results are interesting for different reasons. They show that we can
not hope to find a closed form solution for these problems. On the other
hand, they give an interesting qualitative characterization of V and b and
show that discrete time problems behave quite differently from their time
continuous counterparts.
2 Results
For simplicity we will assume that the gain function g is continuous and
partially differentiable in x. This condition is not entirely necessary, and
could be relaxed. Let ξi be iid. real random variables, such that there exist
x1 < 0 < x2 with P (ξ1 = x1) > 0 and P (ξ = x2) > 0 and let Xn =
∑n
i=1 ξi.
We assume that the stopping problem (1) is solved by an a.s. finite stopping
time τ∗, i.e.
V (t, x) = E[g(t+ τ∗, x+Xτ∗)]. (2)
We denote the continuation set with C and the stopping set with D. We
furthermore assume that the boundary of the continuation set ∂C is the
graph of a function b : R+ → R. W.l.o.g. we assume that the stopping set
lies above b, i.e. (t, x) ∈ D if x ≥ b(t). Before we state our main result, we
need the following lemma.
Lemma 1. Let Xn =
∑n
i=1 ξi and ξ∗ be the maximal upward jump size of
X (possibly ξ∗ = ∞). If there exists an ε > 0 such that g(t, ·) is convex on
[b(t)− ε, b(t) + ξ∗ + ε] for all t, then V (t, ·) is convex on (−∞, b(t) + ξ∗ + ε]
for all t.
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Proof. Let (t, x) be fixed with x ≤ b(t) + ξ∗ + ε2 and I := [x− ε2 , x+ ε2 ]. For
y, z ∈ I we define
τy := inf{n | y +Xn ≥ b(t+ n)}
and
Vy(z) := E[g(t+ τy, z +Xτy)].
If y ≥ b(t), then τy = 0 and Vy(z) = g(t, z). Since z + Xτy ∈ [b(t + τy) −
ε, b(t + τy) + ξ∗ + ε], Vy(z) is convex on I. We have Vy(z) ≤ V (t, z) for all
y, z ∈ I, and Vy(y) = V (t, y), therefore
V (t, z) = sup
y∈I
Vy(z).
As the supremum over convex functions V (t, ·) is convex on I. Since this
construction, particularly ε, does not depend on x and t, V (t, ·) is convex on
(−∞, b(t) + ξ∗ + ε] for all t.
Remark 1. For more general processes X a convex gain function g(t, ·) does
not always yield a convex value function. In [Vil07] an example for a diffusion
X with linear gain function, is given, that has a non-convex value function,
see also [AES17].
Theorem 1. Let X, V and b be as defined above. We assume that:
• V does not follow the smooth fit principle, i.e. for every point (t, x) on
∂C, the partial derivative ∂
∂x
V (t.x) does not exist,
• There exists an ε such that g(t, ·) is convex on [b(t) − ε, b(t) + ξ∗ + ε]
for every t,
• b is monotonic,
• b is unbounded,
• (b(t+ 1)− b(t))→ 0, as t→∞,
then for every t there is a dense subset of C ∩{t}×R on which V (t, ·) is not
differentiable.
Proof. We split the proof into two parts:
1. We show that if we start in (t, x) and we hit ∂C with positive probabil-
ity, i.e. there existsm ∈ N such that P (x+Xm = b(t+m), τ∗ ≥ m) > 0,
then V (t, ·) is not differentiable in (t, x).
3
2. These points are dense in C ∩ {t} × R, for every t > 0.
1. Let (t, x) ∈ C and m ∈ N, such that
P (x+Xm = b(t+m), τ∗ = m) =: p > 0,
then
V (t, x) =p · g(t+m, b(t+m)) + E[g(t+ τ∗, x+Xτ∗)I{τ∗ < m}]
+ E[g(t+m,x+Xm)I{τ∗ = m,x+Xm > b(t+m)}]
+ E[V (t+m,x+Xm)I{τ∗ > m}],
where I{} denotes the indicator function. We take the right and the left
derivative in x, should one of these not exist we are already done. We write
g′ for ∂
∂x
g:
a := lim
h↓0
Vn(x+ h)− Vn(x)
h
= p · g′(m+ n, b(m+ n))︸ ︷︷ ︸
a1
+ E[g′(t+ τ∗, x+Xτ∗)I{τ∗ < m}]︸ ︷︷ ︸
a2
+ E[g′(t+m,x+Xm)I{τ∗ = m,x+Xm > b(t+m)}]︸ ︷︷ ︸
a3
+ lim
h↓0
1
h
E[(V (t+m,x+Xm + h)− V (t+m,x+Xm))I{τ∗ > m}]︸ ︷︷ ︸
a4
,
b := lim
h↓0
V (t+m,x)− V (t+m,x− h)
h
=
p · lim
h↓0
1
h
(
g(t+m, b(t+m))− V (t+m, b(t+m)− h)
)
︸ ︷︷ ︸
b1
+ E[g′(t+ τ∗, x+Xτ∗)I{τ∗ < m, x+Xτ∗ > b(t+ τ∗)}]︸ ︷︷ ︸
b2
+ lim
h↓0
E[(g(t+ τ∗, x+Xτ∗)− V (t+ τ∗, x+Xτ∗ − h))I{τ∗ < m, x+Xτ∗ = b(t+ τ∗)}]︸ ︷︷ ︸
b′2
+ E[g′(t+m,x+Xm)I{τ∗ = m,x+Xm > b(t+m)}]︸ ︷︷ ︸
b3
+ lim
h↓0
1
h
E[(V (t+m,x+Xm)− V (t+m,x+Xm − h))I{τ∗ > m}]︸ ︷︷ ︸
b4
.
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We see that a1 > b1 since smooth fit does not hold by assumption, a2 ≥ b2+b′2
since V (t, ·) is convex by Lemma 1, a3 = b3 and a4 ≥ b4 again since V (t, ·) is
convex. It follows that a > b and thereby claim 1.
2. Given (t, x) ∈ C and ε > 0, we show that there is an x′ ∈ (x − ε, x + ε),
such that (t, x′) fulfills the assumptions of proof part 1, i.e. there exists a
m ∈ N, such that P (x′ + Sm = b(t + m)′, τ∗ = m) > 0. We distinguish two
cases.
Case 1. The upward jump sizes and the downward jump sizes with posi-
tive probability have a common multiple. Then there exists a m∗ ∈ N with
P (Sm∗ = 0) > 0. There exists a series increments λ1, . . . , λm∗ such that∑m∗
i=1 λi = 0 and P (ξ1 = λ1, . . . , ξm∗ = λm∗) > 0. Changing the order of the
increments does not change the probability, i.e. we have a series of incre-
ments Λm∗ = (λk1 , . . . , λkm∗ ) with the above properties and λki ≤ λki+1 for
all i ≤ m∗ − 1.
We choose N such that b(s + m∗) − b(s) < ε for all s ≥ N . We choose m
such that t + m ≥ N and y ≥ b(t + m) with P (x + Sm = y) > 0. Again
we find a series of increments Λy = (λy1, . . . , λym), with x +
∑m
i=1 λ
y
i = y,
P (ξ1 = λ11, . . . , ξm = λym) > 0 and λ
y
i ≤ λyi+1. An illustration of the construc-
tion in this part is shown in Figure 1.
Let k∗ = min{k | b(t+m+km∗) ≥ y}, then b(t+m+k∗m∗)−y =: ε′ ≤ ε. Now
x′ := x+ε′ is our candidate starting point, and we need to show that there is
a path from (t, x′) to (t+m+ km∗, b(t+m+ km∗)), that has positive prob-
ability and lies in C. We take the path with the increments Λm∗ . . .Λm∗︸ ︷︷ ︸
k∗ times
Λy,
this clearly has positive probability. The first k∗m∗ steps clearly lie in C, but
the last part might not, since we can not assume C to be convex. If it does
not lie in C we start the same procedure with (t+ km, k(y− x) + x) instead
of (t+m, y) and since b(t) grows slower with increasing t, but the jump sizes
in Λy does not change, the claim will hold for some k.
Case 2. The upward jump sizes and the downward jump sizes with posi-
tive probability have no common multiple.
We find a m∗, a − ε2 < x˜ ≤ 0 and N such that P (Sm∗ = x˜) > 0 and
b(s + m∗) − b(s) < ε2 for all s ≥ N . Now the rest follows analogous to case
1.
Remark 2. The first part of the proof stays true for almost any discrete
stopping problem, that does not have smooth fit. Most of the assumptions
were needed to prove that the points lie dense.
Remark 3. X does not need to be a random walk. The proof works the same
way, if X is a discrete time Markov process, such that there exist x1 < 0 < x2
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Figure 1: Possible paths from (t, x) to (t+m+ k∗m∗, y)
with P (Xn+1 −Xn = x1 | Fn) > 0 and P (Xn+1 −Xn = x2 | Fn) > 0 a.s. for
all n ∈ N, where Fn is the natural filtration.
Remark 4. The non smoothness of V suggests that in the setting of Theorem
1 the stopping boundary b(t) is not smooth either. In points (t, b(t)) on the
boundary from which we could jump exactly onto the boundary again we
would expect that if existent
lim
h↑0
1
h
(b(t+ h)− b(t)) < lim
h↓0
1
h
(b(t+ h)− b(t)).
These points lie dense on ∂C. This means in particular that the continuation
set C is not convex. We will not prove this conjecture in general, but study
examples in the next section.
3 Examples
The assumptions in Theorem 1 may seem a bit arbitrary at first sight, but
they hold for many stopping problems. The slow growth condition for b,
(b(n+ 1)− b(n))→ 0, follows from the law of the iterated logarithm if the ξi
have second moments, the monotonicity can often be deduced directly from
g, e.g. if g(·, x) is non increasing on D. That V has no smooth fit can be
assumed in most cases, and can be shown as in Example 1.
As an explicit example we want to mention the Chow-Robbins game.
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Example 1. Let ξ1, ξ2 . . . be iid. random variables with P (ξi = −1) =
P (ξi = 1) = 12 , Xn =
∑n
i=1 ξi and g(t, x) = xt . The stopping problem
V (t, x) = sup
τ
E
[
x+Xτ
t+ τ
]
. (3)
is called Chow-Robbins game. It was introduced in 1965 in [CR65]. In [CF19]
the authors recently showed how to calculate a good approximation for (3).
The stopping problem (3) fulfills the conditions of Theorem 1. g(t, ·) = ·
t
is
convex for all t, hence so is V (t, ·). To see that smooth fit does not hold we
calculate the left and right derivative, we write g′ for ∂
∂x
g:
lim
h↓0
V (t, b(t) + h)− V (t, b(t))
h
= g′(t, x) = 1
t
lim
h↑0
V (t, b(t) + h)− V (t, b(t))
h
= lim
h↑0
1
2h
(
g
(
t+ 1, b(t) + h+ 1
)
− g
(
t+ 1, b(t) + 1
)
︸ ︷︷ ︸
=g′(t+1,b(t)+1)
+ V
(
t+ 1, b(t) + h− 1
)
− V
(
t+ 1, b(t)− 1
))
︸ ︷︷ ︸
≤g′(t+1,b(t)−1) since V is convex
≤ 12(t+ 1) +
1
2(t+ 1) =
1
t+ 1 <
1
t
.
For the properties of b(t) see [CR65, CF19, LLY05]. With Theorem 1 we
see that the value function V is not differentiable on a dense subset of the
continuation set C. Figure 2 shows V for the fixed time t = 1. Some non
smooth points can be seen in the plot:
• x0 = 0.46 is the smallest value of x for which it is optimal to stop. We
see that V does not follow the smooth fit principle.
• x1 = −0.22 is the smallest value for which (2, x+ 1) is in the stopping
set D.
• x2 = −0.97 is the smallest value for which (3, x+ 2) ∈ D.
In Figure 3 V is given for t = 5.
No one found a closed form for V so far. The fact that V is not dif-
ferentiable on a dense set shows, that it is highly unlikely that this is even
possible.
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Figure 2: The value function of Example 1 V (1, ·) (blue) and the gain function
g(1, ·) (orange). Some non smooth points can be seen.
Example 2 (C is not convex). The continuation set of the previous example
is not convex and the stopping boundary most likely not differentiable in t,
see Figure 4. We change the setting slightly, in order to make the effect
stronger and more visible.
Let ξ1, ξ2 . . . be iid. random variables with P (ξi = −1.5) = 2485 , P (ξi =
0.2) = 2568 , P (ξi + 1) =
7
20 , Xn =
∑n
i=1 ξi, g(t, x) = xt and V (t, x) =
supτ E
[
x+Xτ
t+τ
]
. The ξi are centered, have unit variance and the value func-
tion V has the upper bound given in [CF19]. We numerically calculate an
estimation of V and with that the stopping boundary b(t), the absolute error
of our calculation is approximately 10−6. In Figure 5 we see the stopping
boundary b(t). It looks smooth and concave, only if we zoom in and tilt it
for better visibility, we see that this conception is misleading.
The point (3.697, 1.089) lies on the boundary ∂C and (3.697 + 1, 1.089 + 0.2)
again lies on ∂C, hence we expect b(t) to be non smooth in t = 3.697. In
Figure 6 we see a plot of b(t) − 0.2085t. The effect is small, but we can
see clearly, that C is not convex. If we zoom in further, we can see more
non-smooth points, see Figure 7.
To conclude this section we give some examples, why some assumptions
for Theorem 1 are necessary.
Example 3. Smooth fit holds: Let g be smooth with g(t, x) = 0 for x ≥ √t,
8
-3 -2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5
-0.1
0
0.1
0.2
0.3
0.4
V(5,x)
g(5,x)
Figure 3: The value function of Example 1 V (5, ·) (blue) and the gain function
g(5, ·) (orange).
g(t, x) < 0 for x <
√
t and X a random walk. Then the problem fulfills
all assumptions but the no smooth fit one and V ≡ 0, hence V is smooth
everywhere.
Example 4. b is bounded: Let X be a Bernoulli random walk P (ξi =
−1) = P (ξi = 1) = 12 and g(t, x) =
−x2 x ≤ 0−min{dxe − x, x− bxc}2 x > 0.
Then b(t) = −12 and V (t, x) = −min{dxe − x, x − bxc}2 is differentiable ifdxe − x 6= 12 , see Figure 8.
4 Conclusion
We have shown that the value functions of the analyzed stopping problems is
not differentiable on a dense subset of C. We have shown the non-smoothness
in the x component, but the value function will not be differentiable in t in
the critical points either. Furthermore, it seems likely that the stopping
boundary b(t) is not smooth on a dense set as well. This shows that it is
highly unlikely to find a closed form for V or b. Although we can use discrete
time stopping problems to approximate continuous time problems and vice
versa, their solutions may have different analytical properties. This shows,
that we need to be careful with assumptions about the solutions of discrete
time problems, because our intuition might be misleading. We restricted our
9
0.093 0.094 0.095 0.096 0.097 0.098 0.099
1.682
1.684
1.686
1.688
1.69
1.692
1.694
1.696
10 -3
b(t)-0.55t
Figure 4: The tilted stopping boundary b(t) − 0.55t of the Chow-Robbins
game in Example 1
proof to specific cases, but the described phenomena seem to be typical for
discrete time stopping problems.
Examples of functions that are continuous but not differentiable on a dense
subset can be found in [KK02].
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Figure 5: The stopping boundary b(t) of the stopping problem in Example
2. The boxed part is shown in Figure 6.
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Figure 6: The tilted stopping boundary b(t)−0.2085t of the stopping problem
in Example 2. The boxed part is shown in Figure 7.
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Figure 8: The value function of Example 4
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