In this paper we present a new algorithm for extracting sparse factors from multivariate integral polynomials. The method hinges on a new type of substitution, which reduces multivariate integral polynomials to bivariate polynomials over finite fields and keeps the sparsity of the polynomial. We retrieve the multivariate sparse factors, term by term, using discrete logarithms. We show that our method is really effective when used for factoring multivariate polynomials that have only sparse factors and when used to extract sparse factors of multivariate polynomials that may also have dense factors.
a 1 , . . . , a n−1 in a finite subset of Q, the two polynomials F (x 1 , . . . , x n ) and F (a 1 , . . . , a n−1 , x n ) have the same factorization pattern. Such a bound would give a randomized polynomial time algorithm for factoring multivariate polynomials, as univariate polynomials over Q can be factored in polynomial time by the lattice reduction method of Lenstra et al. (1982) (for more efficient algorithms, see van Hoeij, 2002 and Hart et al., 2011) .
Among reduction methods that preserve factorization patterns, a geometric approach seems more . . , a n x + b n y + c n ).
(1)
Von zur Gathen (1985) and Kaltofen (1985) proved explicit lower bounds on the probability that F (x 1 , . . . , x n ) and f (x, y) have the same factorization pattern when a i , b i , c i take random values from a finite subset of F. A better bound was proved by Gao (2003) , where a practical algorithm is presented for factoring bivariate polynomials. The best bound known to the authors is due to Lecerf (2007) . For more recent factoring multivariate polynomials algorithms, see Chèze and Lecerf (2007) and Lecerf (2007 Lecerf ( , 2010 . These algorithms are the most practical algorithms known so far for factoring dense polynomials. The goal of this paper is to present a new method for finding sparse factors of multivariate polynomials that may also have dense factors. Suppose that F can be computed by a straightline program of length . It would be ideal to find an algorithm to factor F in time polynomial in . However, even in the case of univariate polynomials over a finite field F, it is NP-hard to decide if a sparse polynomial has a root in F (Ding et al., 2006) . We ask instead if there is an algorithm that runs in time polynomial in d where d is an upper bound on the degree of each variable in F . Note that, in general, d could be exponential in , but in many applications d is less than . For example, if F is the determinant of an m × m matrix whose entries are linear functions in the x i 's, then F has degree at most m but any straightline program computing it may have length = O (m 3.5 ) (e.g. the determinant can be computed without division following Urbańska, 2010) . Hence it is important to study algorithms that have time complexity polynomial in d . Kaltofen and Trager (1990) showed how, given a blackbox for a polynomial F ∈ F[x 1 , . . . , x n ], to produce a blackbox for each irreducible factor of F . More precisely, if h ∈ F[x 1 , . . . , x n ] is an irreducible factor of F , then the blackbox for h produced by their algorithm can compute h(P ) for any point P ∈ F n . Their algorithm used the reduction in (1) to reduce F to bivariate polynomials and Bertini irreducibility theorems. Their algorithm calls the blackbox for F a polynomial number of times together with a polynomial number of operations in F, all in terms of nd. In their paper, Kaltofen and Trager did not show how to recover the actual polynomial h, but one can use sparse interpolation algorithms to do it. There are several sparse interpolation algorithms in the literature, see for examples Ben-Or and Tiwari (1988) , Zippel (1990) , Huang and Rao (1996) , Kaltofen and Lee (2003) , and Garg and Schost (2009) . If h has t terms then these algorithms have polynomial time in terms of nd and t. Hence, in terms of nd, we have a polynomial time algorithm for finding sparse factors of n-variate polynomials of degree d. The main disadvantage of this approach is that one has to factor too many bivariate polynomials, hence it is not efficient in practice.
In this paper we will present a new reduction, whose main feature is to maintain the sparsity of polynomials so that irreducible factors can be lifted directly and quickly from bivariate factors. erties, and the parameters a i 's and b i 's are chosen at random. The main advantage of this reduction is that it keeps the sparsity of the factors. In fact, the number of terms will never increase and we want to make sure that no two terms collapse into one term. Our computational experiments indicate that irreducibility is preserved with high probability, but we cannot prove it in theory. Indeed, throughout the experiments, working with random polynomials, we never found a polynomial whose irreducibility was not preserved.
To get a glimpse of our results we present the following This paper is organized as follows. In Section 2 we define the monomial orders that will be used in our algorithms, we introduce our reductions from multivariate to bivariate polynomials and we show how to recover the multivariate factors from the bivariate factors. In Section 3, we develop our algorithms. For completeness, in Section 4, we give a presentation of the generalized Garner's algorithm. In Section 5, we give a complexity analysis of our algorithms. In Section 6, we finish showing computational experiments comparing our algorithm for extracting sparse factors from multivariate polynomials with the routines available in the computer program Maple.
Reductions and Factor Recovering

Preliminaries and notation
Throughout this paper we will always work with a squarefree multivariate polynomial F ∈ Z[x 1 , . . . , x n ]. That is, we may assume that
where the polynomials G i ∈ Z[x 1 , . . . , x n ] have positive degree, are distinct and irreducible over Z. If a given multivariate polynomial F ∈ Z[x 1 , . . . , x n ] is not squarefree, i.e. if it has repeated factors, we can always reduce the problem of factoring F to the case where F is squarefree (Gao, 2003; Wang, 1978) .
We denote by N = {0, 1, 2, . . .} and N n the set of all n-tuples with entries in N. For 
n , and call it a monomial. Recall that a monomial order n terms, and a polynomial whose number of nonzero terms in that order will be called dense. Sparse polynomials are those with few nonzero terms when compared with this maximum. For more general concepts of sparsity in terms of lengths of straightline programs see Kaltofen and Trager (1990) .
Reduction
The reduction that we present in this paper will transform multivariate polynomials in Z[x 1 , . . . , x n ] with n 3 into bivariate polynomials over finite fields. An important feature of our method is that our reductions never increase the number of terms. Let S be a finite subset of N, p a prime, s a generator for the multiplicative group F * p and d > 1 an integer. Our reductions are defined as follows: choose a i and b i ∈ S randomly for 1 i n and define
Applying reduction (3) to a typical term cx α where α = (i 1 , . . . , i n ) ∈ N n and c ∈ Z is nonzero and
where the coefficient cs
Similarly, when we apply reduction (4) to the same term we get
In our procedure, it will be crucial to perform an "inverse reduction", that is, it will be crucial to find a multivariate polynomial whose reductions yield some given bivariate polynomials. Suppose that we
By computing discrete logarithms, we can find the unique integer t with 0 t p − 1 so that
As the multiplicative order of s modulo p is p − 1, we have
It should be observed that computing discrete logarithms in finite fields is a notoriously difficult problem. In fact, it is the security foundation for several public-key cryptosystems. However, computing discrete logarithms is easy in certain cases, for example when p is small, or p is large but all prime factors of p − 1 are small (Menezes et al., 1993; Pohlig and Hellman, 1978) . We shall use large primes as well as collections of small primes.
Now consider an arbitrary multivariate polynomial F ∈ Z[x 1 , . . . , x n ] (with the gcd of its coefficients equal to 1). Let
is an irreducible factor of F . Applying the above reductions to F and G, we get
We shall discuss the size of p later, but at the moment let us assume that p is sufficiently large. We show how to recover G if the following two conditions are satisfied: for i ∈ {1, 2},
has the same number of terms as G (i.e. no terms in G collapse under the reduction).
For (a), we do not have an effective irreducibility theorem that tells us how likely
Theorems of this type may be found in the context of Gao (2003) ; von zur Gathen (1985) ; Kaltofen (1985) . In practice, however, irreducibility seems to be preserved with high probability. For instance, in our experiments with randomly chosen polynomials, irreducibility was always preserved. On the other hand, the condition (b) 
Proof. We observe that, for
Now, we use the separation probability lemma from Gao (2003) . We observe that one of the hypotheses of this lemma is that the columns of A are distinct, and this holds trivially in our case because the columns of the matrix A are the exponent vectors β i . So
It follows from (6) that, when G is a sparse multivariate polynomial, it holds with high probability that G and R a,b,p 1 (G) have the same number of terms.
Monomial order and Factor Recovering
Next we have to match the terms in R 1 (G) and R 2 (G) corresponding to the terms in G. Here we assume that they both have the same number terms as G. 
where the variables are ordered with
same number of terms as G, then for terms in G the case (iii) never happens (which would mean that x α and x β reduce to the same term (up to coefficients) in F p [X, Y ]). By this ordering, one can see that the ordering of the terms in G is preserved in R 1 (G) (and R 2 (G) ). In particular, we have
that is, the leading terms of R 1 (G) and R 2 (G) come from the leading term of G.
We are ready to describe how to recover G if the two conditions (a) and (b) are satisfied. Suppose
and the terms in each polynomial are in decreasing order. Then
We may choose g 1 , g 2 irreducible factors of R 1 (F ) and R 2 (F ), respectively, that correspond to R 1 (G) and R 2 (G) up to monomial factors. Notice that g 1 and g 2 have the same support set and they can be made monic under lex-order X > Y . As a consequence, we may assume that
We observe that to perform a recovery step based on the discrete logarithm as in Eq. (5), we would need (β i ) − (β 1 ) 0 for every i, which is not guaranteed to hold. To fix this, we define the following auxiliary polynomials
Now, this ensures that the exponent of s in each term is nonnegative, as required. We know that g 1 and g 2 have the same support set, and as discussed in the previous subsection, we use them 
and
Step 1. Suppose
where u i and v i are nonzero modulo p.
Step 2.
Compute discrete logarithms: For each 1 i m, find the unique integer 0
Step 3.
Step 4.
Return the list ([e 1 , 1 ] , . . . , [e m , m ]). to recover the multivariate polynomial G = e 1 x α 1 G ∈ Z[x 1 , . . . , x n ] term by term. This procedure is summarized in Fig. 1 .
How to find the right pair g 1 and g 2 from the irreducible factors of R 1 (F ) and R 2 (F ), respectively?
We do not have any criterion that tells us if they are the right choice. Our idea is to try all pairs of g 1 and g 2 that have the same support and test if the resulted G corresponds to a factor G of F .
Algorithms
In this section, we present two algorithms. The first one uses a single large prime for the reductions, and the second one uses several reductions based on a collection of small primes. We shall need a bound on the coefficient sizes of factors. Let F ∈ Z[x 1 , . . . , x n ] be any polynomial with degree at most M in each variable. Define |F | ∞ to be the maximum absolute value of the coefficients of F . By Gel'Fond (1960) we know that, for any factor G ∈ Z[x 1 , . . . , x n ] of F , we have
where c 0 is a constant with c 0 < √ 6. Define
For any integers N > 1 and a, we let a mod N denote the unique remainder r of a modulo
Using large primes
We shall pick a prime p so that p > B(F ). To be able to compute discrete logarithms efficiently, we need p − 1 to be smooth, that is, p − 1 has only small prime factors. In our algorithm, we just let p = 2 m i + 1 where m = log 2 (B) and i to be smallest so that p is a prime. As is well-known (Crandall and Pomerance, 2001) such an integer i is usually small, even though it is not proved in theory. A primitive element mod p is found by randomly picking an integer s and test if it has order p − 1. Since we know the complete factorization of p − 1, the order of s mod p can be computed easily. We note that, for a general prime p, it is a notorious difficult open problem whether there is a polynomial time algorithm for computing order of s modulo p. We are ready to state our first algorithm, depicted in Fig. 2 , whose correctness has been discussed in the previous paragraphs. More precisely, we have proved the following result.
Algorithm: Factoring via large primes
Input:
A multivariate polynomial F ∈ Z[x 1 , . . . , x n ] degree at most M for each variable and an integer t > 1 (sparsity).
Output:
A list SF of sparse factors of F , each with at most t terms.
Step 1. Step 2.
Pick a prime p so that p > B(F ) and p − 1 is smooth and find an integer s that has order p − 1 modulo p.
Step 3 Step 5. For 1 j m, convert j in base d = 2M + 1:
And form the polynomial
Step 6.
View G ∈ Z[x 1 , . . . , x n ] and remove its monomial factor and its content to get
If yes, add it to SF.
Step 7.
Return the list SF.
Fig. 2.
Factoring via large primes. 
Using small primes
In the above algorithm, we choose a large prime p and hope to recover a factor over Z from a factor modulo p. However, such a prime p has to be really large and factoring a bivariate polynomial modulo p may take too much time. To solve this problem we will present in this section an algorithm that works with some relatively small prime numbers and then uses a generalization of Garner's algorithm with the coefficients of the bivariate factors and then reconstructs the multivariate factors via discrete logarithm, retrieving the true integral sparse factors of the multivariate polynomial. A detailed algorithm is presented in Fig. 3 . Its correctness follows from Theorem 1. 
(F ). Then the factors in
Step 6 may not be irreducible but still a sparse factor of F . We also observe that if, in Step 4.2, Garner's algorithm returns Failure, then we ignore this prime and pick another one.
The next property shows that if G is a sparse polynomial, then a given prime p does not divide any coefficient of G with a good probability.
Property 2. Given a multivariate polynomial G ∈ Z[x 1 , . . . , x n ] with t terms and P ⊆ N a finite set of prime numbers with B 0 = min(P ) and |P | t · log B 0 |G| ∞ , if p is chosen from P randomly, then A multivariate polynomial F ∈ Z[x 1 , . . . , x n ] degree at most M for each variable and an integer t > 1 (sparsity).
Output:
Pick small primes p 1 , . . . , p r so that each p i − 1 is smooth, P = lcm(p 1 − 1, . . . , p r − 1) > B(F ), and, for each 1 i r, find an integer s i that has order p i − 1 modulo p i .
, where monomial factors will be ignored and all other irreducible factors are made monic in their leading term (under the lex order with Y < X). Find all supports of these factors that have at most t monomials.
For each support S from Step 4 do the following:
Step 4. ([e i1 , i1 ] , . . . , [e im , im ])).
Step 4.2.
For each 1 j m, use Garner's algorithm to find e j and j so that
Step 5. For 1
View G ∈ Z[x 1 , . . . , x n ] and remove its monomial factor and its content to get G 1 . Check if
Step 7. Return the list SF. Proof. For simplicity, we prove this property for t = 2. The proof of the general case is analogous.
. This is because at most log B 0 |G| ∞ of the elements of P are factors of d 1 , and at most log B 0 |G| ∞ of the remaining elements in |P | are factors of d 2 . Then
Observing Properties 1 and 2 we can conclude that if G is a sparse factor of F then
happens with high probability provided that P is large.
Generalized Garner's algorithm
In this section we present the generalized Garner's algorithm that is used in algorithm of Fig. 3 We represent an element in R in a mixed radix form:
where a i ∈ R, is a residue module m i+1 , 0 i t − 1, called mixed radix representative. We compute a i , iteratively starting at a 0 . First a ≡ r 1 (mod m 1 ) and a ≡ a 0 (mod m 1 ) . Then we set a 0 = r 1 mod m 1 .
To find a 1 notice that a ≡ r 2 (mod m 2 ) and a
and we set 
and we set (9) does not have solution and we stop the procedure. The algorithm is summarized in Fig. 4 .
Analysis
In this section we measure the complexity of the algorithms by the number of operations executed in F p . Given a, n ∈ Z we can compute a n mod p via repeated squaring (von zur Gathen and Gerhard, 2003, p. 73), using O (log(n) (Pohlig and Hellman, 1978 
Computational experiments
In this section we present some of our computational experiments. First of all, a word about the validity of conditions:
Every single sparse factor of the polynomials we have generated for the experiments satisfied both conditions. It is plausible to conjecture that this happened because we generated polynomials at random with sparse factors. In other words, our algorithm always succeeded in finding the sparse factors. It might be possible to construct examples for which the conditions fail.
In the following tables we compare our factorization algorithm Factoring via small primes with the factorization algorithm used in the mathematical software Maple. We will outline the main steps used in the process of factorization multivariate used in Maple, for further details see the article Bernardin and Monagan (1997) . Given F (x 1 , . . . , x n ) ∈ F[x 1 , . . . , x n ], they reduce F to the bivariate polynomial F (x 1 , x 2 , a 3 , . . . , a n ) with a 3 , . . . , a n ∈ F because this substitution will produce the correct pattern factorization in most cases. Then the bivariate factors of F (x 1 , x 2 , a 3 , . . . , a n ) are lifted using Hensel lifting to construct the true multivariate factors of F (x 1 , . . . , x n ).
For each line of the next tables we randomly generate 10 polynomials with the specified constraints. Then, the polynomials are factored and we compute the average time.
Sparse factor polynomials In the next tables we factored multivariate polynomials that have only sparse factors. In column Sparse we put the number of sparse factors of the polynomials used. In column time(Maple) we put the time spent by software Maple to factor the polynomials and in column time(algorithm 3) we put the time spent by the algorithm of Fig. 3 to factor the same polynomials.
The parameter t = 20 was used, what is to say that we search for factors with up to 20 terms.
In the following Sparse and dense factor polynomials In the next tables we factored multivariate polynomials that have sparse and dense factors. In the experiments we present below we proceeded in the following way: given a multivariate polynomial, first we use the algorithm of Fig. 3 to extract the sparse factors. Then we use the program Maple to factor the dense factors. The time spent by this method is denoted by time(hybrid) which means time(Alg. Fig. 3 
