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Povzetek
Naslov: Napovedovanje vzporednih casovnih vrst s strojnim ucenjem
Magistrsko delo obravnava napovedovanje vzporednih casovnih vrst s
strojnim ucenjem. Vzporedne casovne vrste so casovne vrste, katerih vre-
dnosti se spreminjajo v casu ob enakih casovnih intervalih, kot je npr. ura
ali dan istocasno za vse casovne vrste. Primer take casovne vrste so bor-
zni tecaji, kjer se za vsak vrednostni papir posebej tvori ena casovna vrsta
vzporedno s casovnimi vrstami ostalih vrednostnih papirjev.
Doprinos magistrske naloge je v novem kombiniranem algoritmu za napo-
vedovanje vzporednih casovnih vrst, ki vsebuje genetski algoritem in neline-
arno regresijo. Genetski algoritem je uporabljen za iskanje sita in nelinearne
funkcije, ki opisujeta model. Za izracunanje neznanih koecientov funkcije
se uporablja numericna metoda nelinearne regresije.
Novo predlagani algoritem je primerljiv glede tocnosti in mere dobicka z
obstojecimi algoritma strojnega ucenja. Prednost je da za vhodne podatke
ne rabi posebnih predobdelav podatkov, dokler so le ti polni. Druga pred-
nost je tudi, da ponuja razlago, kako so podatki odvisni med sabo. Slabost
algoritma pa je njegova casovna potratnost, ki smo se ji v delu delno izognili
s paralelizacijo.
Kljucne besede
genetski algoritmi, nelinearna regresija, predobdelava podatkov, konstrukcija
atributov, vzporedne casovne vrste

Abstract
Title: Prediction of Parallel Time Series with Machine Learning
This master's thesis deals with the prediction of parallel time series with
the use of machine learning. Parallel time series are time series whose values
change over time at equal time intervals, such as hour or day simultaneously
for all time series. An example of this type of time series are stock exchange
rates, where for each security a single time series is created parallel to the
time series of other securities.
The contribution of this master's thesis is a new combined algorithm for
predicting parallel time series that includes a genetic algorithm and non-
linear regression. The genetic algorithm is used to nd the sieve and for non-
linear functions that describe the model. The numerical method of nonlinear
regression is used to calculate unknown function coecients.
The new proposed algorithm is comparable in terms of accuracy and
prot margin with existing machine learning algorithms. The advantage of
the algorithm is that it does not need specic data preprocessing for input
data as long as data are complete. Another advantage is that it oers an
explanation on how data depend on one another. The downside is that the
algorithm is time consuming, which was partly avoided with parallelism.
Keywords
genetic algorithms, nonlinear regression, data prepocessing, attribute con-
structions, parallel time series

Poglavje 1
Uvod
Magistrsko delo obravnava mozno izboljsavo napovedovanja vzporednih ca-
sovnih vrst s strojnim ucenjem. Vzporedne casovne vrste so casovne vrste,
katerih vrednosti se spreminjajo v casu ob enakih casovnih intervalih, kot je
na primer ura ali dan, istocasno za vse casovne vrste. Primer take casovne
vrste so borzni tecaji, kjer se za vsak vrednostni papir posebej tvori ena
casovna vrsta vzporedno s casovnimi vrstami ostalih vrednostnih papirjev.
Borza je organizirana gospodarska druzba, ki predstavlja organiziran kraj,
kjer se srecujeta ponudba in povprasevanje po vrednostnih papirjih. Osnovni
namen borze vrednostnih papirjev je omogociti organizirano, transparentno,
likvidno in ucinkovito poslovanje z vrednostnimi papirji in drugimi nancnimi
instrumenti v skladu z zakoni in predpisi.
Stevilne raziskave s podrocja napovedovanja nancnih casovnih vrst so
bile narejene z razlicnimi algoritmi strojnega ucenja. Napovedovanje takih
sistemov je pogojeno s sumom, intenzivnostjo, nestacionarnostjo, negotovo-
stjo in stevilnimi skritimi relacijami. Vsekakor gre za zelo izzivalno razisko-
valno podrocje, ki so ga obravnavali stevilni raziskovalci [12].
Od ustanovitve borze so ljudje zasluzili velike dobicke in po drugi strani
prav tako tudi velike izgube. Posledicno so razni investitorji iskali orodja in
tehnike napovedovanja cen vrednostnih papirjev. Izkaze se, da metode, za
katere bi lahko rekli, da so optimalne, ne obstajajo. Prostor casovnih vrst je
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namrec se vedno prevelik, da bi lahko uporabili vse mozne kombinacije, ki bi
jih uporabili za napovedovanje [12].
1.1 Cilji in namen
Magistrska naloga skusa odgovoriti na naslednja vprasanja:
1. Ali je mogoce napovedovati vzporedne casovne vrste (vrednostni pa-
pirji)?
2. Katere metode strojnega ucenja so boljse po tocnosti in katere po
casovni potratnosti?
3. Katera metodologija primerjanja algoritmov je najboljsa?
4. Kako dober je novo predlagani kombiniran algoritem, ki je sestavljen
iz genetskega algoritma in nelinearne regresije?
5. Na kaksen nacin lahko pohitrimo kombiniran algoritem?
Glavni cilj magistrske naloge je odgovoriti na zgoraj omenjena vprasanja.
Vsekakor pa je namen naloge preizkusiti dobljene resitve na realnih podatkih
in z realnimi vlozki v trgovanju z vrednostnimi papirji.
1.2 Pregled strukture magistrskega dela
 V 2. poglavju je podan kratek pregled najbolj tipicnih metod stroj-
nega ucenja za napovedovanje casovnih vrst in pregled opravljenega
raziskovalnega dela na podrocju napovedovanja casovnih vrst.
 Poglavje 3 je namenjeno razlagi novo predlaganega kombiniranega al-
goritma, ki je sestavljen iz genetskega algoritma in nelinearne regresije.
 V poglavju 4 je opisana metodologija za primerjanje algoritmov po
tocnosti in po casovni potratnosti, ki se uporablja v magistrski nalogi.
1.2. PREGLED STRUKTURE MAGISTRSKEGA DELA 3
 Primerjava in analiza dobljenih podatkov sta opisani v poglavju 5.
 Sklepne ugotovitve so predstavljene v poglavju 6.
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Poglavje 2
Pregled podrocja
Strojno ucenje lahko kot del umetne inteligence deniramo kot ucenje stroja
iz podatkov [4]. Vcasih ne moremo izlusciti informacije ali vzorca iz podat-
kov. V teh primerih je strojno ucenje nepogresljiva metoda, ki nam lahko
pomaga pri napovedovanju ali klasikaciji [4].
Ucenju zivih sistemov pravimo naravno ucenje, ce pa je ucenec stroj {
racunalnik, recemo taksnemu ucenju avtomatsko ali strojno ucenje [7]. Po
sirsi deniciji strojno ucenje vkljucuje vsak racunalniski program, ki izboljsa
svojo izvedbo dolocene naloge na podlagi izkusenj [7].
Osnovni princip strojnega ucenja je avtomatsko opisovanje (modeliranje)
pojavov iz podatkov. Rezultati ucenja iz podatkov so lahko na primer pravila,
funkcije, relacije, sistemi enacb in verjetnostne porazdelitve. Nauceni modeli
skusajo razlagati podatke, iz katerih so bili modeli narejeni, in lahko jih
uporabijo za odlocanje pri opazovanju modeliranega procesa v prihodnosti
(napovedovanje) [4, 7].
Glede na vrste ucenja strojno ucenje razvrstimo na [7]:
 Nadzorovano ucenje (ang. Supervised Learning): Algoritem uci
stroj s podanimi pari vhodnih in zelenih izhodnih podatkov. Pri tem
zelene izhode vrednosti doloca ucitelj oz. clovek { nadzornik.
 Nenadzorovano ucenje (ang. Unsupervised Learning): Algori-
tem razdeli dane vhodne podatke po svojih kriterijih v vec kategorij, ki
5
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imajo svojo znacilnosti. Taksen pristop se imenuje rojenje (ang. cluste-
ring). Pri tem stevilo kategorij in njihove znacilnosti algoritem izlusci
iz vhodnih podatkov, brez nadzora ucitelja.
 Delno nadzorovano ucenje (ang. Semi-Supervised Learning):
Algoritem zdruzi tako nadzorovano kot nenadzorovano ucenje [4], pri
cemer so neoznaceni podatki prisotni, za oznacevanje podatkov pa je
proces dolgotrajen.
 Spodbujevalno ucenje (ang. Reinforcement Learning): Algori-
tem uci z nagrajevanjem in kaznovanjem. To je taktika za maksimiranje
uporabnosti agenta.
 Vecopravilno ucenje (ang. Multitask Learning): To je ucenje,
pri cemer je preprost cilj pomagati ostalim ucencem do boljsih rezulta-
tov [4].
 Ansambelsko ucenje (ang. Ensemble Learning): Je ucenje, kjer
so stevilni individualni ucenci kombinirani v nov algoritem [4].
 Nevronske mreze (ang. Neural Network Learning): Je biolosko
navdihnjen algoritem, ki posnema nevrone v mozganih.
 Ucenje na podlagi primera (ang. Instance-Based Learning):
Ucitelj nauci poseben tip vzorca in ob novem podatku poskusa izracunati
prilagajanje vzorcu.
V nadaljevanju so opisane nekatere metode strojnega ucenja, ki jih zasledimo
v literaturi za napovedovanje nancnih casovnih vrst.
2.1 Naivni bajes (ang. Naive Bayes)
Algoritem naivni bajes spada v skupino nadzorovanega ucenja in je klasi-
kacijski algoritem. Temelji na verjetnostnem pristopu Bayesovega teorema,
pri cemer predpostavlja, da so vsi atributi neodvisni pri danem razredu [14].
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V clanku [13] sta avtorja zgradila model za avtomatsko kupovanje in pro-
dajo vrednostnih papirjev na podlagi napovedovanja z naivnim bajesom in
nakljucnimi gozdovi. Za vhode v model sta uporabila tehnicne indikatorje,
kot so relativno mocnostni indeks (ang. Relative Strength Index { RSI),
premicno povprecje konvergence divergence (ang. Moving Average Conver-
gence Divergence { MACD), stohasticni oscilator (ang. Stochastic Oscil-
lator), Williams %R indikator, denarni tokovni indeks (ang. Money Flow
Index { MFI), Bollingerjev trak (ang. Bollinger Band), blagovni kanalni
indeks (ang. Commodity Channel Index { CCI), stopnja spreminjanja cen
(ang. Price Rate of Change { PRoC) in indikator ravnovesnim obsegom (ang.
On-balance Volume { OBV). Za podatke sta uporabila desetletno zgodovino
cen vrednostnih papirjev indijske borze. Za nekaj izbranih vrednostnih pa-
pirjev sta izracunala omenjene indikatorje. Zgrajeni model je uposteval se
uporabniske zahteve, kot so investicijska vsota, casovni interval investicije,
minimalni dobicek in maksimalna izguba. Za primerjanje algoritmov sta
uporabila mere klasikacijsko tocnost, preklic in preciznost. Iz rezultatov je
razvidno, da je metoda nakljucni gozdovi boljsa od naivnega bajesa.
2.2 K najblizjih sosedov
Metoda K najblizjih sosedov (ang. K Nearest Neighbours) ali na kratko k-NN
je klasikacijska metoda, ki temelji na najblizjih ucnih primerkov v prostoru
znacilk [5]. Gre za tako imenovano leno ucenje (ang. Lazy Learning), kjer je
glavno procesiranje odlozeno na klasiciranje novega primera.
Avtorji so v clanku [5] za sest vrednostnih papirjev iz Jordanske borze
uporabili algoritem k-NN in nelinearen regresor. Za vhodne podatke za algo-
ritem so uporabili ceno delnice ob zaprtju borze (ang. Closing Price), dnevno
najnizjo vrednost (ang. Low Price) in dnevno najvisjo vrednost (ang. High
Price) za tisoc delovnih dni v preteklost. Pri tem so dolocili stevilo sosedov
na 5. Za primerjavo rezultatov so uporabili mere: srednje kvadratna napaka
(ang. Root Mean Square Error { RMSE), vsota kvadratov (ang. Sum of
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Squares { ESS) in povprecna pricakovana napaka (ang. Average Estimated
Error { AEE). Avtorji navajajo, da je RMSE v povprecju 0,263, ESS 0,0378
in AEE 5,434E-9.
2.3 Odlocitvena drevesa
Odlocitvena drevesa (ang. Decision Trees) so metode, ki rekurzivno razdelijo
nabor podatkov, pri cemer uporabljajo pozresen algoritem iskanja v globino.
Ta postopek se ponavlja, dokler vsi podatki ne pripadajo dolocenemu parci-
alnemu razredu [17].
V clanku [17] sta avtorja zgradila hibridni model, sestavljen iz metode
odlocitvena drevesa in metode nevronska mreza. S to kombinacijo sta dosegla
77-odstotno natancnost napovedovanja na Tajvanski borzi. Uporabila sta
osnovne, tehnoloske in makroekonomske indikatorje, skupaj 53 atributov. Za
primerjanje algoritmov sta uporabila konfuzijsko matriko. Ugotovila sta, da
je metoda odlocitvena drevesa nekoliko boljsa kot metoda nevronska mreza
in da kombinirana metoda doseze vecjo natancnost.
2.4 Metoda podpornih vektorjev
Metoda podpornih vektorjev (ang. Support Vector Machine) temelji na sta-
tisticni teoriji in spada med algoritme nadzorovanega ucenja. Glavna ideja
algoritma je, da zgradi najbolj optimalno hiperravnino, ki locuje primere
med posameznimi razredi, v implicitno spremenjenem prostoru atributov s
pomocjo izbrane jedrne funkcije. Pri tem algoritem maksimira razdaljo med
razredi [11].
Avtor dela [11] je uporabil 34 tehnoloskih vrednostnih papirjev borze
S&P500 za napovedovanje z metodo podpornih vektorjev. Za podatke je
uporabil cene vrednostnih papirjev med letoma 2007 in 2014, pri tem je
uporabil 70 % zapisov za ucenje in 30 % za testiranje. Pri napovedovanju se je
odlocal med kratkorocno napovedjo (napoved za en dan naprej) in dolgorocno
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napovedjo (do 270 dni vnaprej). Ugotovil je, da je metoda najucinkovitejsa,
ce napoveduje za 5, 10 in 20 dni vnaprej.
2.5 Nevronska mreza
Nevronska mreza (ang. Neural Network) je nastala na podlagi posnemanja
naravnih nevronov v mozganih. Glavni element je nevron ali vozlisce. Vec
nevronov, povezanih med sabo z utezmi, sestavlja plast (ang. layer). V
nevronu se nahaja odzivna funkcija, ki poda vrednost naslednjemu nevronu
ali pa izhodu [10].
Avtorji v clanku [10] so uporabili nevronsko mrezo na bangladeski borzi.
Za vhodne atribute so izbrali pet indikatorjev: splosni indeks (ang. General
Index { GI), cista vrednost sredstev (ang. Net Asset Value { NAV), razmerje
P/E (ang. P/E Ratio), zasluzek na delnico (ang. Earnings per Share { EPS)
in obseg vseh delnic (ang. Share Volume). Nevronska mreza je bila sesta-
vljena iz petih vhodnih nevronov, nato je sledila skrita plast petih nevronov
in na koncu izhodni nevron. V nevronih so uporabili sigmoidno odzivno
funkcijo. Ugotovili so, da vecje stevilo vhodov v nevronsko mrezo proizvede
vecjo napako.
2.6 Nakljucni gozdovi
Nakljucni gozdovi (ang. Random Forest) je zelo popularen in ucinkovit algo-
ritem, ki temelji na zdruzevanju predikcij vecjega stevila modelov. Nakljucni
gozdovi so sestavljeni iz mnozice odlocitvenih dreves, ki jih zgradimo z na-
kljucno izbranimi ucnimi podmnozicami [9].
V clanku [9] za vhodne atribute v algoritem nakljucni gozdovi so av-
torji uporabili enake tehnoloske indikatorje kot v clanku [13], ki je opisan v
razdelku 2.1. Preden so podatke uporabili, so jih ltrirali z eksponentnim
glajenjem. Algoritem so uporabili na samo treh vrednostnih papirjih: Apple,
Amazon in Microsoft. Tako sestavljen model je imel tocnost med 85 % in 95
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%.
2.7 Genetski algoritem
Genetski algoritem (ang. Genetic Algorithm) je nastal podobno kot nevron-
ska mreza na podlagi posnemanja bioloskih procesov, kot so selekcija, krizanje
in mutacija. Algoritem temelji na osebkih, ki imajo genski zapis, ki pred-
stavlja lastnosti dolocenega osebka. Za vsak osebek obstaja t. i. funkcija
tness, ki meri, kako dober je osebek glede na druge osebke [2].
Avtorja v clanku [2] uporabita sest atributov za napovedovanje osmih
vrednostnih papirjev, s katerim dosezeta 70-odsotno natancnost. Za podatke
sta vzela vrednosti vrednostnih papirjev za pet let. Za funkcijo tnes sta
uporabila vsoto pravilnih napovedi.
Poglavje 3
Opis novega kombiniranega
algoritma za napovedovanje
vzporednih casovnih vrst
Pri pregledu literature se je pokazalo, da so v veliki meri osnovni algoritmi
strojnega ucenja narejeni samo za eno casovno vrsto. V poglavju 4 je opisano,
kako prilagoditi algoritme, da uporabijo vec casovnih vrst za napovedovanje.
Prvotna ideja, kako uporabiti vec vzporednih casovnih vrst, je bila line-
arna regresija. Predpostavka je temeljila na tem, da so vrednosti vrednostnih
papirjev odvisne med seboj. To pomeni, da obstajajo neke skrite korelacije
med njimi. Torej, ce en vrednostni papir zacne rasti, lahko drugi vrednostni
papir zacne tudi rasti ali pa padati.
Primer take relacije je lahko podjetje A, ki proizvaja papir, in podjetje
B, ki predeluje lesno maso. Ce vrednosti vrednostnih papirjev podjetja A
zacnejo rasti, je velika verjetnost, da bodo vrednostni papirji podjetja B tudi
zaceli rasti.
Zato je izpeljana predpostavka, da so vrednosti vrednostnih papirjev od-
visne od vrednostih drugih vrednostnih papirjev. Cena je torej lahko utezena
vsota vrednostnih papirjev.
Iz Slike 3.1 lahko izpeljemo enacbo (3.1), ki ima w  d neznanih spremen-
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POGLAVJE 3. OPIS NOVEGA KOMBINIRANEGA ALGORITMA ZA
NAPOVEDOVANJE VZPOREDNIH CASOVNIH VRST
Slika 3.1: Matrika cen vrednostnih papirjev in okvir.
3.1. METODA NAJMANJSIH KVADRATOV 13
ljivk. Da bi poiskali resitev za tak sistem, potrebujemo vec takih enacb. To
pa dobimo tako, da okvir premaknemo za eno vrstico po matriki bolj dol, in
dobimo enacbo (3.2).
a11v21 + a12v22 + :::+ a1wv2w + a21v31 + a22v32 + :::+ a2wv3w + ::: = v12
(3.1)
a11v31 + a12v32 + :::+ a1wv3w + a21v41 + a22v42 + :::+ a2wv4w + ::: = v22
(3.2)
:::
Ta postopek ponavljamo, dokler imamo podatke. Poudariti moramo, da
bo sistem enacb napovedoval casovno vrsto stevilka 2.
V bolj kompaktni obliki lahko zapisemo enacbe kot:
vi2 =
wX
k=1
dX
h=1
ak;hvk+i+o;h (3.3)
V enacbi (3.3) predstavlja w stevilo casovnih vrst, spremenljivka d predsta-
vlja globino okvirja in spremenljivka o stevilo dni, kolikor jih napovedujemo
vnaprej. Neznane spremenljivke so utezi ak;h, ki jih lahko izracunamo z me-
todo najmanjsih kvadratov [3].
3.1 Metoda najmanjsih kvadratov
Metoda najmanjsih kvadratov je metoda, ki resuje sisteme linearnih enacb.
Enacbe so oblike:
y = a0z0 + a1z1 + a2z2 + :::+ amzm + e (3.4)
Enacbo (3.4) lahko zapisemo v matricni obliki:
fY g = [Z]fAg+ fEg (3.5)
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V enacbi (3.5) nastopa matrika [Z], kjer so zi;j vrednosti vrednostnih papir-
jev. Tako dobimo matriko [Z]:
[Z] =
2666664
z01 z11 : : : zm1
z02 z12 : : : zm2
...
...
. . .
...
x0n x1n : : : zmn
3777775 (3.6)
Resitev dobljenega sistema dobimo z naslednjo izpeljavo:
[[Z]>[Z]]fAg = f[Z]>fY gg (3.7)
A = [[Z]>[Z]] 1f[Z]>fY gg (3.8)
Z enacbo (3.8) lahko izracunamo utezi A.
Tak sistem enacb je zelo velik in za uporabo skoraj neuporaben zaradi po-
rabe prostora v pomnilniku in casovne potratnosti. Tako je nastala ideja, da
ga nekoliko zmanjsamo na nacin, da ima algoritem manj neznank. Zato smo
namesto okvirja uporabili sito, gl. Sliko 3.2. Oznaceni kvadrati oznacujejo,
katere spremenljivke bomo uporabili v sistemu linearnih enacb. Vendar so
nastale naslednje tezave, in sicer kako denirati sito, koliko spremenljivk
uporabiti in na kateri poziciji v situ naj nastopajo.
Resitev problema se je nasla v genetskem algoritmu, ki je opisan v raz-
delku 2.7. Genetski algoritem je bil modiciran tako, da isce najbolj opti-
malno sito. Funkcija tnes je zgrajena tako, da opazuje naklon med dvema
zaporednima napovedima; ce je bil naklon navzgor, je pomenilo, da je pri-
porocljivo kupiti vrednostni papir, in obratno, ce je bil naklon negativen.
Na zacetku je algoritem imel doloceno vsoto denarja, ki jo je uporabil za
nakup vrednostnih papirjev za sto dni v preteklosti. Geni so predstavljali
konkretno sito, ki je na zacetku bilo nakljucno generirano. Nato je za vsak
gen/sito algoritem izracunal funkcijo tnes in gen/sito razvrstil po najbolj
ugodni funkciji tnes. Ko je algoritem izracunal vse funkcije tnes, je nato
prvo tretjino genov/sit prestavil v drugo iteracijo. Drugo tretjino genov/sit
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Slika 3.2: Matrika cen vrednostnih papirjev in sito.
je nato krizal med seboj, in na koncu se nad tretjo tretjino izvrsil mutacijo.
Nato je sel na naslednjo iteracijo in ponovil postopek.
Dobljena resitev je predpostavila, da so relacije med vrstami linearne;
da se je izboljsala napoved, je bilo potrebno poiskati resitve z nelinearnimi
sistemi.
3.2 Nelinearna regresija
Iz numericne matematike lahko za resevanje nelinearnih sistemov uporabimo
nelinearno regresijo. Ta metoda resuje naslednje sisteme enacb:
yi = f(xi; a0; a1; :::; am) + ei (3.9)
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Pri tem je funkcija f nelinearna funkcija neodvisne spremenljivke xi in od-
visnih parametrov a0; a1; :::; am. Enacbo (3.9) lahko zapisemo krajse:
yi = f(xi) + ei (3.10)
Dobljeni sistem lahko s Taylorjevo vrsto razvijemo okoli tocke x in dobimo:
y(xi)j+1 = f(xi)j +
@f(xi)j
@a0
a0 +
@f(xi)j
@a1
a1 + :::+
@f(xi)j
@am
am (3.11)
V enacbi (3.11) je f(xi)j zacetna vrednost funkcije s parametri a0; a1; :::; am in
y(xi)j+1 je predvidena nova vrednost funkcije. Enacbo (3.10) lahko vstavimo
v enacbo (3.11) in dobimo:
yi   f(xi)j = @f(xi)j
@a0
a0 +
@f(xi)j
@a1
a1 + :::+
@f(xi)j
@am
am + ei (3.12)
V kompaktnejsi matricni obliki dobimo:
fDg = [Zj]fAg+ fEg; (3.13)
pri cemer je matrika [Zj] Jakobijeva matrika in ima naslednjo obliko:
[Zj] =
2666666664
@f1
@a0
@f1
@a1
: : :
@f1
@am
@f2
@a0
@f2
@a1
: : :
@f2
@am
...
...
. . .
...
@fn
@a0
@fn
@a1
: : :
@fn
@am
3777777775
(3.14)
Pri tem je n stevilo podatkov, m stevilo parametrov in
@fi
@ak
je parcialni
diferencial funkcije v k-tem parametru. Vektor fDg vsebuje diference med
pravo vrednostjo in izracunano vrednostjo funkcije:
fDg =
8>>>>>>>>>><>>>>>>>>>>:
y1   f(x1)
y2   f(x2)
:
:
:
yn   f(xn)
9>>>>>>>>>>=>>>>>>>>>>;
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Vektor fAg je sledec:
fAg =
8>>>>>>>>>><>>>>>>>>>>:
a0
a1
:
:
:
am
9>>>>>>>>>>=>>>>>>>>>>;
Tak sistem lahko resimo z naslednjo enacbo:
[[Zj]
>[Zj]]fAg = f[Zj]>fDgg (3.15)
Sedaj lahko nastavimo vrednosti atributov fAg:
a0;j+1 = a0;j + a0 (3.16)
a1;j+1 = a1;j + a1
:::
Pri dobljenem sistemu je torej prvotno potrebno nastaviti vrednosti parame-
trov A. V nasem primeru smo nastavili zacetne vrednosti parametrov na 1.
Omenjena metoda je iterativna, kar pomeni, da algoritem veckrat pozenemo,
in po vsaki iteraciji se spremenijo vrednosti parametrov A.
Algoritem lahko ustavimo na vec nacinov; prvi je, da omejimo stevilo
iteracij, drugi pa, da pogledamo, kako se vrednosti parametrov spreminjajo:
jajk=
ak;j+1   ak;jak;j+1
100% (3.17)
Ce dolocimo neko vrednost, do katere se bodo vrednosti parametrov A spre-
minjali, lahko ustavimo izvajanje algoritma, ko doseze to vrednost.
3.3 Uporaba predlaganega kombiniranega al-
goritma
Sedaj ko imamo razlozene osnovne gradnike novo predlaganega algoritma,
je potrebno razloziti, kako so ti gradniki povezani med seboj. Zacne se z
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matriko (3.6), kjer so zij vrednosti vrednostnih papirjev, in vecji kot je j,
starejsi so podatki; i predstavlja, za kateri vrednostni papir gre. Prav tako
tudi predpostavimo, da so zij vecji od nic, torej nenegativna stevila. Stevilo
m prestavlja stevilo vseh vkljucenih vrednostnih papirjev, n pa pove, koliko
podatkov imamo v zgodovini. V nasem primeru se stevilo podatkov giblje
okoli 4000 delovnih dni v preteklost (to je priblizno 16 let) za 1500 vredno-
stnih papirjev.
Podatke smo dobili na spletni strani www.quandl.com. Na tem mestu je
treba poudariti, kaj storiti z neveljavnimi oz. nepopolnimi podatki, ki jih
internetna baza na zalost vsebuje. Najbolj preprosta resitev je bila, da se
uporabijo samo tisti vrednostni papirji, ki imajo vse veljavne podatke.
Nato se je izbral nek vrednostni papir s stevilko, ki se je skupaj z matriko
[Z] poslal v algoritem. Naslednji korak algoritma je, da zgradi genome.
Genomi so v tem primeru sito, ki jih zgradi nakljucno; prav tako zgradi
nakljucno pripadajoce nelinearne funkcije. Funkcije so naslednje oblike:
f(xt) = a1xt+o + a2 (3.18)
Funkcija (3.18) je linearna funkcija, ki ima za parameter eno casovno vrsto
(vrednostni papirji) xt, o predstavlja odmik v situ te casovne vrste. Atributa
a1 in a2 sta neodvisna parametra, ki se pri nelinearni regresiji izracunata.
Naslednja funkcija je:
f(xt) = sin(a3xt+o + a4) + a5 (3.19)
Funkcija (3.19) je nelinearna in ima neodvisne parametre a3,a4 in a5, ki
se prav tako kot (3.18) izracuna pri nelinearni regresiji.
Naslednja funkcija je:
f(xt; xt1) = sin(a6xt+o + a7) sin(a8xt1+o1 + a9) + a10 (3.20)
Funkcija (3.20) je nelinearna funkcija, ki je odvisna od dveh razlicnih vredno-
stnih papirjev, in ima 5 neodvisnih parametrov. Na enak nacin smo uporabili
tudi preostale funkcije (sinh, cosh itd.).
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Algoritem iz predlaganih funkcij sestavi eno \dolgo" funkcijo, nakljucno
namrec izbira med tremi omenjenimi funkcijami in jih sesteje, istocasno pa
se nakljucno doloci, za katere casovne vrste gre in njihove odmike v situ. Tu
smo omejili dolzino funkcije na sedem (sedem nakljucno izbranih omenjenih
funkcij). Tako dobimo en set nelinearnih funkcij, nato pa se sito premakne
za eno vrstico nizje, in dobimo drug set nelinearnih funkcij. To pocnemo,
dokler imamo podatke. Medtem ko premikamo sito navzdol, moramo sesta-
viti se Jakobijevo matriko (3.14) iz \dolge" funkcije. To pa storimo tako,
da poiscemo odvod funkcije po vseh a-jih in izracunamo po pripadajocih
vrednostih casovne vrste. Tu omenimo, da se da algoritem zelo pospesiti z
uporabo vmesnika OpenGL.
Ko izracunamo Jakobijevo matriko, moramo nato nastaviti zacetne vre-
dnosti za vse a-je. V nasem primeru smo jih nastavili na zacetno vrednost 1.
Nato lahko z enacbo (3.15) izracunamo prvih nekaj priblizkov a-ja. Tu smo
omejili stevilo iteracij na deset ali ce je vrednost funkcije (3.17) padla pod
5 %.
Ko imamo izracunane a-je, lahko dejansko iz modela izracunamo napoved,
tako da v \dolgi" funkciji vnesemo a-je in pripadajoce vrednosti casovnih
vrst. Na ta nacin smo, odvisno od spremenljivke o v enacbi (3.3), napovedali
vrednosti za o dni naprej. Dobljene napovedi niso natancne in odstopajo
od realnih podatkov. Da lahko uporabimo omenjene napovedi, uporabimo
naklone grafov napovedi. To pomeni, da moramo izracunati napoved za dva
dni v prihodnost in iz naklona razbrati, ali bo casovna vrsta rasla ali padala.
3.4 Pohitritev predlaganega algoritma z vme-
snikom OpenGl
V prejsnjem razdelku je bilo omenjeno, da lahko algoritem pohitrimo z upo-
rabo programskega vmesnika OpenGL. Da lahko razlozimo, na kaksen nacin
to izvedemo, je potrebno razloziti, kako deluje OpenGL.
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Slika 3.3: Primerjava CPU in GPU arhitekture.
3.4.1 Primerjava GPU in CPU arhitekture
Na Sliki 3.3 je prikazana razlika med CPU in GPU arhitekturo. CPU arhi-
tektura je sestavljena iz nekaj velikih jeder aritmeticnih enot (ALU), ki so
namenjena za obdelavo splosnih operacij z velikim zacasnim pomnilnikom in
enim velikim krmilnim modulom. CPU je optimiziran za serijske operacije,
medtem ko ima GPU veliko malih ALU-jev, majhnih kontrolnih modulov in
majhen predpolnilnik, zato je optimiziran za vzporedne operacije.
3.4.2 Predstavitev vmesnika OpenGL
OpenGL je aplikacijski programski vmesnik (ang. Application Programming
Interface { API), ki lahko prikazuje gracne primitivne elemente, transfor-
macije matrik, sledenje svetlobnim zarkom itd. OpenGL je nastal leta 1992
ter se od takrat veckrat spremenil in posodobil. Trenutna verzija vmesnika
OpenGL je 4.5.
GLSL ali ang. OpenGL Shading Language je programski jezik, ki
omogoca pisanje lastnih algoritmov za sencenje:
 vertex shaders,
 fragment shaders,
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 geometry shaders in
 teselation shaders.
GLSL je podoben programskemu jeziku C z zelo omejenim naborom tipov
in funkcij, a omogoca hitrejse izrisovanje, saj resuje problem ozkega grla
pri komunikaciji med CPU in GPU. V nasem primeru se bomo podrobneje
posvetili algoritmu vertex shader.
V vertex shader ponavadi podamo 3D- ali 4D-vektorje (vertexe) in na njih
lahko izvajamo razlicne operacije. Predlagan shader je prilagojen, da dobi
samo zaporedno stevilko, ki predstavlja, za kateri element v SSBO (ang.
Shader Storage Buer Object) mora racunati. Seveda se racunanje dogaja
paralelno, zato je treba paziti, da v SSBO ne pisemo hkrati v isto lokacijo iz
drugih paralelnih procesov. Hkrati obstajajo (uniformni) atributi v shaderju,
ki so enaki za vse paralelne procese. S temi atributi je mozno opisati, kaj
mora vsak program delati. Ti atributi lahko kazejo tudi na funkcije in so
podobni kazalcem na funkcije v programskem jeziku C.
3.4.3 Prilagoditve vertex shaderja
Pri pregledu delovanja vmesnika OpenGl je logicna resitev za pohitritev pre-
dlaganega algoritma racunanje Jakobijeve matrike s sitom za vsako vrstico
paralelno. Elementi Jakobijeve matrike so neodvisni drug od drugega in se
jih lahko preprosto izracuna.
Glavni problem tega pristopa je bil, da je OpenGL GS zelo omejen, in
posledicno je bilo treba implementirati preproste linearne algebraicne opera-
cije, kot so mnozenje in sestevanje med vektorji in matrikami.
V zakljucku poglavja je treba omeniti, da je predlagani algoritem se vedno
casovno dokaj potraten. V naslednjem poglavju je opisano, kako primerjati
razlicne algoritme med seboj, cemur sledi opis prilagoditev obstojecih algo-
ritmov za napovedovanje casovnih vrst.
22
POGLAVJE 3. OPIS NOVEGA KOMBINIRANEGA ALGORITMA ZA
NAPOVEDOVANJE VZPOREDNIH CASOVNIH VRST
Poglavje 4
Izdelava metodologije za
primerjanje algoritmov in
njihove prilagoditve
V poglavjih 2 in 3 so opisani algoritmi, ki so primerni za napovedovanje
casovnih vrst. Za uporabo vzporednih casovnih vrst je potrebno te algo-
ritme spremeniti oziroma pripraviti podatke v ustrezno obliko. Vsi omenjeni
algoritmi spadajo v skupino nadzorovanega ucenja, kar pomeni, da imajo vsi
podatki deniran razred, v katerega spadajo.
Kako dolociti razrede in kako denirati atribute?
Osnovna ideja za deniranje atributov je, da poleg izbrane napovedne
casovne vrste izberemo se nekaj vzporednih casovnih vrst in jih poravnamo
po casu. Razred dolocimo tako, da iz napovedne casovne vrste vzamemo
prvi (najnovejsi) element in ga deniramo kot razred, tako da pogledamo,
ce raste ali pada. Ostalim izbranim casovnim vrstam pa odrezemo prve
elemente. Tako dobimo par razred in mnozico atributov. Atributov je v tem
primeru vec, in zato je potrebno razsiriti osnovne algoritme, da uporabijo
taksno stevilo atributov.
Za ucenje je potrebno vec podatkov. Dobimo jih tako, da se po podatkih
premikamo navzdol in vsakic iz napovedane casovne vrste vzamemo prvi
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element, ki je razred, ostalim vzporednim casovnim vrstam pa odrezemo
prve podatke. To je podobno kot pri premikanju okvirja (gl. Sliko 3.1).
Podatki, ki jih imamo, so nenegativna stevila, in zal jih ne moremo upo-
rabiti direktno v omenjenih osnovnih algoritmih. Prednost novega predlaga-
nega algoritma je tudi to, da deluje na nespremenjenih podatkih, dokler je
matrika podatkov polna. Da bomo lahko primerjali algoritme med seboj, bo
potrebno podatke transformirati.
Prva transformacija je normiranje casovnih vrst, ki preslika vrednosti
casovnih vrst med 0 in 1. To stori tako, da poisce minimalno in maksimalno
vrednost casovne vrste in preslika vse vrednosti po naslednji formuli (4.1):
vnova =
vstara  min
max min (4.1)
S to preslikavo smo ohranili predvsem obliko casovne vrste.
Druga transformacija preslika casovno vrsto v nicle in enke; nicla pomeni,
da casovna vrsta pada, enka pa da casovna vrsta narasca. Ta transformacija
je primerna za vse omenjene algoritme, to pomeni, da algoritmi konvergirajo,
seveda pa se pri tem postopku izgubljajo informacije.
Tretja transformacija je diskretizacija, ki doloci meje med intervali dis-
kretnih vrednosti. Primer intervala je [-1.0, -0.8, -0.6, -0.4, -0.2, 0.0, 0.2, 0.4,
0.6, 0.8, 1.0]. Ce razlika pade med -0.8 in -0.6, je to 2. interval, ce je razlika
0.1, je to 6. interval itn. Ta transformacija zmanjsa prostor zaloge vrednosti
atributov.
4.1 Metodologija primerjanja algoritmov
Algoritme strojnega ucenja in predlagan algoritem smo testirali na istih po-
datkih z istimi transformacijami. Tako dobimo primerljive rezultate, ki smo
jih v poglavju 5 analizirali.
Se preden se lotimo analize, je potrebno podatke razdeliti na ucne in
testne mnozice. Za ucne mnozice smo izbrali okoli 1500 casovnih vrst, ki
imajo 4000 delovnih dni zgodovine. Matrika podatkov je velika 1500x4000
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(6.000.000 podatkov). Ucni mnozici smo odstranili prvih 30 zapisov, ki smo
si jih shranili za primerjavo. Nato smo pognali izbrani algoritem in napove-
dali, ali bo casovna vrsta narascala ali ne, in s shranjenimi zapisi smo lahko
primerjali, ce je algoritem pravilno napovedal. Ko smo dobili primerjavo,
smo matriki podatkov dodali najstarejso shranjeno vrstico (da smo ohranili
zaporedje). Nato pa smo pognali novo iteracijo na novih podatkih (shranjena
vrstica + stari podatki). Tako dobljeni podatki za 30 delovnih dni so bili
primerni za analizo.
4.2 Mere za ocenjevanje ucenja
Za primerjavo algoritmov so v literaturi [6] opisane najpogostejse mere. V
magistrski nalogi so uporabljene naslednje mere:
4.2.1 Klasikacijska tocnost (ang. Classication Accu-
racy)
Klasikacijsko tocnost ocenjujemo na neodvisni testni mnozici, to je na 30
delovnih dni, kot je omenjeno v zacetnem odstavku tega poglavja.
4.2.2 Senzitivnost in specicnost
Ker imamo dvorazredni problem, saj nas zanima, ali bo vrednost vredno-
stnega papirja rasla ali padala, sta primerni dve meri: senzitivnost (ang.
sensitivity) in specicnost (ang. specicity). Ti meri sta izpeljani iz stirih
osnovnih kolicin, razvidnih iz tabele [6].
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napovedani razred
pravi razred P N vsota
P TP FN POS=TP+FN
N FP TN NEG=FP+TN
vsota PP=TP+FP PN=FN+TN n = TP+FP+FN+TN
Tabela 4.1: Stevila napacnih klasikacij za dvorazredni problem.
Pri tem so pomeni oznak naslednji:
P { Pozitivni razred.
N { Negativni razred.
n { Stevilo vseh primerov.
TP (ang. True Positives) { Stevilo pravilno klasiciranih pozitivnih prime-
rov.
FP (ang. False Positives) { Stevilo laznih pozitivnih primerov, torej stevilo
negativnih primerov, ki jih je klasikator zmotno uvrstil med pozitivne.
TN (ang. True Negatives) { Stevilo pravilno klasiciranih negativnih pri-
merov.
FN (ang. False Negatives) { Stevilo laznih negativnih primerov, torej stevilo
pozitivnih primerov, ki jih je klasikator zmotno uvrstil med negativne.
POS { Stevilo pozitivnih primerov.
NEG { Stevilo negativnih primerov.
PP (ang. Predicted Positives) { Stevilo primerov, klasiciranih kot pozitiv-
nih.
PN (ang. Predicted Negatives) { Stevilo primerov, klasiciranih kot nega-
tivnih.
Senzitivnost ali obcutljivost je verjetnost, da klasikator zazna pozitivni pri-
mer, torej ocenjuje odstotek pravilno klasiciranih pozitivnih primerov:
Senz =
TP
TP + FN
=
TP
POS
(4.2)
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Specicnost ocenjuje odstotek pravilno klasiciranih negativnih primerov:
Spec =
TN
TN + FP
=
TN
NEG
(4.3)
Klasikacijska tocnost je:
T =
TP + TN
TN + FP + FN + TN
=
TP + TN
n
(4.4)
4.2.3 Mera \dobicka"
Mera \dobicka"je mera, ki kaze, koliko je klasikator pridobil dobicka glede
na zacetni vlozek. V nasem primeru smo dolocili zacetni vlozek na 10.000.
Dobicek smo racunali na podlagi naslednje strategije trgovanja: ce je klasi-
kator napovedal, da bo vrednostni papir rasel, smo za vso vsoto, ki nam je
bila na razpolago, kupili delnice, in obratno, ce je napovedal, da bo padel,
smo prodali vse delnice.
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ALGORITMOV IN NJIHOVE PRILAGODITVE
Poglavje 5
Primerjava in analiza
algoritmov za napovedovanje
vzporednih casovnih vrst
Primerjava in analiza algoritmov je potekala v dveh fazah. Prva faza je vse-
bovala analizo in primerjavo na umetno generiranih podatkih, druga faza je
vsebovala realne podatke iz vrednostnih papirjev. Izracun je potekal na pro-
cesorju i7-6700HQ CPU @ 2.60GHz s 16GB rama in z gracnim procesorjem
GeForce GTX 960M s 4GB rama.
Za analizo obstojecih algoritmov se je uporabilo obstojece implementacije
v R-u, ki so imele sledece parametre:
 Naivni bajes ni potreboval nobenih dodatnih nastavitev parametrov.
 Metoda najblizjih sosedov je za k imela nastavljeno vrednost 20, kar
pomeni, da je iskala vecinski razred 20-ih najbolj podobnih vzorcev.
 Metoda odlocitvena drevesa ni potrebovala dodatnih nastavitev para-
metrov.
 Metoda podpornih vektorjev je za nastavitev klasikacijske napovedi
imela nastavljeno vrednost parametra \C-classication".
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 Metoda nakljucni gozdovi ni potrebovala dodatnih nastavitev parame-
trov.
 Pri metodi nevronska mreza se je uporabilo tri skrite plasti s po 10
nevroni na plast in z enim izhodnim nevronom. Pri tej metodi je bilo
potrebno se nastaviti maksimalno stevilo iteracij na 10e8 in odzivno
funkcijo v nevronu na tanh.
Pri kombiniranem algoritmu se je nastavilo globino sita na 100 in stevilo
generacij na 8.
5.1 Umetno generirani podatki
Umetno generirane podatke se je v prvi fazi pridobilo na vec nacinov. Prva
podatkovna zbirka je bila sestavljena iz petih casovnih vrst.
Prva casovna vrsta, ki je bila izbrana za napovedovanje, je bila alterni-
rajoca casovna vrsta, v kateri sta se izmenjavali vrednosti 0,01 in 1,0. Ce
bi se izbralo vrednost nic, bi bila mera dobicka vedno nic. To bi pomenilo,
da kupujemo delnice, ki imajo vrednost nic. Vzporedne stiri casovne vrste
so bile generirane z nakljucnimi vrednostmi med 0,01 in 1,0. Vse casovne
vrste so bile dolge 4.000 zapisov. Namen tega testa je, da se preizkusijo al-
goritmi na preprostem problemu, kjer tudi ni odvisnosti med vzporednimi
casovnimi vrstami. Tako dobljene casovne vrste se je razdelilo na ucno in
testno mnozico, tako da se je vzelo prvih d zapisov za testne podatke. V tem
primeru so vsi algoritmi, vkljucno z kombiniranim algoritmom, napovedali s
klasikacijsko tocnostjo 100 %, in mera dobicka je bila 2=(0:01)d. Pri tem
se je uporabil vlozek vrednosti dveh denarnih enot. Podobno se je algoritem
obnasal ob spremembi alternirajoce funkcije, kot je prikazano na grafu 5.1.
Tudi v tem preprostem problemu ni odvisnosti med vzporednimi casovnimi
vrstami. V tem primeru se je uporabila mera dobicka tako, da se je vsem
vrednostim casovne vrste pristelo 0,6, in zato ni bilo negativnih stevil.
Druga podatkovna zbirka je vsebovala pet casovnih vrst, sestavljenih iz
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Slika 5.1: Graf spremenjene alternirajoce funkcije in predikcije za d = 12.
sinusnih funkcij naslednje oblike:
TS(t) = sin(!t+ d) + rand()stsum   stsum=2 + 0:6 (5.1)
stsum predstavlja stopnjo suma, ki se je spreminjal od 0 do 0,40 s korakom
0,10. ! je bil nastavljen v prvi casovni vrsti na 0,25, v drugi na 0,15, v tretji
na 0,5, v cetrti na 0,7 in v peti casovni vrsti na 1,2. d je bil nastavljen
v prvi casovni vrsti na 0,0, v drugi na 0,5, v tretji na 0,6, v cetrti na 1,5
in v peti casovni vrsti na 0,3. Dobljene casovne vrste se je sestelo v novo
vrsto, ki jo je bilo potrebno napovedati. Odvisnost ciljne casovne vrste od
vzporednih casovnih vrst je torej podana z vsoto teh casovnih vrst. Tako
dobljene casovne vrste se je razdelilo na testne in ucne primere, kakor v
prejsnjem razdelku, samo da je je bil d nastavljen na 25. To je pomenilo, da se
je napovedovalo za 25 dni. Iz Slike 5.2, kjer je prikazana klasikacijska tocnost
glede na stopnjo suma, je razvidno, da je kombinirani algoritem primerljiv z
obstojecimi algoritmi. Podobno lahko sklepamo iz Slike 5.3, kjer je prikazana
mera dobicka glede na stopnjo suma. V tem primeru lahko recemo, da je
kombinirani algoritem ob nizji stopnji suma boljsi od obstojecih algoritmov.
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Slika 5.2: Graf klasikacijske tocnosti glede na stopnjo suma za vsoto petih
casovnih vrst.
Slika 5.3: Graf dobicka glede na stopnjo suma za vsoto petih casovnih vrst.
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Slika 5.4: Graf klasikacijske tocnosti glede na stopnjo suma casovne vrste
s sinusno funkcijo, 5 casovnih vrst.
Naslednja podatkovna zbirka je sestavljena podobno kot prejsnja, le da
je odvisnost ciljne casovne vrste od stirih vzporednih casovnih vrst bolj za-
pletena in je podana z:
TS0(t) = sin(TS1(t)) sin(TS2(t)) + sin(TS3(t)) sin(TS4(t))
Indeksi ob casovni vrsti predstavljajo, za katero casovno vrsto gre. Iz Slike 5.4
in Slike 5.5 je razvidno, da je kombinirani algoritem primerljiv z obstojecimi
algoritmi. Zanimiv je potek grafa dobicek (gl. Sliko 5.3), ki kljub padanju
klasikacijske tocnosti narasca ob sumu stopnje 0,40. Pri tem je potrebno
omeniti, da mera dobicka in klasikacijska tocnost nista nujno kolerirani.
To pomeni, da imamo lahko ob visji klasikacijski tocnosti nizji dobicek ali
obratno. Razlaga je v tem, da je algoritem pravilneje napovedal za visje
skoke casovne vrste, kar pomeni, da je dobicek zaradi tega pozitiven.
Naslednja umetna podatkovna zbirka je sestavljena iz 100 vzporednih
casovnih vrst oblik iz funkcije (5.1). Pri tem se je za ciljno casovno vrsto
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Slika 5.5: Graf dobicka glede na stopnjo suma casovne vrste s sinusno
funkcijo, 5 casovnih vrst.
TS0 vzelo sestevek 10., 20., 30., 40. in 50. casovne vrste.
TS0(t) = TS10(t) + TS20(t) + TS30(t) + TS40(t) + TS50(t)
Rezultate algoritmov na tej podatkovni zbirki prikazujeta grafa 5.6 in 5.7.
Pri tem smo analizirali tudi algoritme na binarno transformiranih podatkih
{ gl. Sliko 5.8 in Sliko 5.9, kjer je razvidno, da je kombinirani algoritem slab,
saj je klasikacijska tocnost okoli tocnosti vecinskega razreda. Prav tako je
dobicek skoraj povsod pod ostalimi algoritmi.
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Slika 5.6: Graf klasikacijske tocnosti glede na stopnjo suma casovne vrste
s sinusno funkcijo, 100 casovnih vrst.
Slika 5.7: Graf dobicka glede na stopnjo suma casovne vrste s sinusno
funkcijo, 100 casovnih vrst.
Rezultati na umetno generiranih podatkih kazejo, da je kombiniran algo-
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Slika 5.8: Graf klasikacijske tocnosti glede na stopnjo suma casovne vrste
s sinusno funkcijo, 100 casovnih vrst, binarna transformacija.
Slika 5.9: Graf dobicka glede na stopnjo suma casovne vrste s sinusno
funkcijo, 100 casovnih vrst, binarna transformacija.
ritem dober za zvezne in ne prevec zasumljene podatke, saj v teh primerih
napoveduje bolje kot obstojeci algoritmi. Omeniti je potrebno, da algoritem
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ni preiskal vseh moznih kombinacij funkcij in sit. To je tudi logicno, saj so
bili umetno generirani podatki na tej podatkovni zbirki oblike sinus in je
linearna regresija hitro nasla prave koeciente funkcij.
5.2 Realni podatki
Realne podatke se je pridobilo na internetni strani www.quandl.com, kjer so
podatki o vrednostnih papirjih. Podatke se je zajelo od leta 1980 do leta 2017
za priblizno 3.600 papirjev. Iz podatkovne zbirke se je izbrisalo tiste papirje,
ki niso imeli popolnih podatkov za 4.000 delovnih dni v preteklost. Slabost
kombiniranega algoritma je namrec v tem, da potrebuje popolne podatke v
tabeli. Na ta nacin se je pridobilo 1.600 vrednostnih papirjev, ki jih je bilo
potrebno razvrstiti po datumu. Nato se je izbralo devet vrednostnih papirjev,
za katere se je napovedovalo za en dan naprej, kako se bodo gibale njihove
vrednosti. Za d se je vzelo 30 dni. Podobno kot pri umetnih podatkovnih
zbirkah se je izracunala tocnost in mera dobicka glede na vlozek 10.000 de-
narnih enot. Vrednostni papirji, ki se jih je uporabilo za napovedovanje, so
bili naslednji:
 GS { \Goldman Sachs Group Inc."
 HPQ { \HP Inc."
 WETF { \Wisdom Tree Investments Inc."
 LCUT { \Lifetime Brands Inc."
 HP { \Helmerich & Payne, Inc."
 OKE { \ONEOK, Inc."
 KLAC { \KLA-Tencor Corp."
 ZION { \Zions Bancorp"
 JBHT { \J B Hunt Transport Services Inc."
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Vrednostni papir Vecinski razred Klasikacijska tocnost
GS 0/1 0.5
HPQ 0 0.61
WETF 1 0.55
LCUT 0 0.55
HP 1 0.53
OKE 0 0.52
KLAC 0 0.55
ZION 1 0.55
JBHT 1 0.58
Povprecje 0.55
Standardna deviacija 0.031
Standardna deviacija v % 5.59 %
Tabela 5.1: Klasikacijska tocnost vecinskega razreda
Vecinski razred za te vrednostne papirje prikazuje tabela 5.1. Algoritme
smo poganjali na dveh razlicicah podatkov: na originalnih in na binarnih, kjer
sta podani samo vrednosti -1 v primeru, da vrednost delnice pada, oziroma 1
v primeru, da vrednost delnice raste. Rezultate napovedi si lahko ogledamo
na grah 5.10, 5.11, 5.12 in 5.13. Iz grafov lahko sklepamo, da so rezultati
slabi. Vsi algoritmi imajo namrec klasikacijske tocnosti okoli klasikacijske
tocnosti vecinskega razreda na binarnih in originalnih podatkih. Kombinirani
algoritem je tudi v tem primeru primerljiv z obstojecimi algoritmi.
V fazi primerjanja algoritmov na realnih podatkih smo za primerjavo
uporabili tudi preprost algoritem, ki je napovedoval na podlagi prejsnjega
gibanja vrednosti vrednostnih papirjev; ce je prejsnji dan papir rastel, je
napovedal, da bo v prihodnosti rastel, in obratno, ce je prejsnji dan padal, je
napovedal, da bo v prihodnosti padal. Rezultate v primerjavi z kombiniranim
algoritmov prikazujeta grafa 5.14 in 5.15, kjer je razvidno, da je preprost
algoritem po klasikacijski tocnosti slabsi od kombiniranega algoritma. Pri
primerjavi po meri dobicka preprosti algoritem ne presega crte vlozka, kar
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Slika 5.10: Graf klasikacijske tocnosti napovedovanja vrednostnih papir-
jev, binarna transformacija.
Slika 5.11: Graf mere dobicka napovedovanja vrednostnih papirjev, binarna
transformacija.
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Slika 5.12: Graf klasikacijske tocnosti napovedovanja vrednostnih papir-
jev, originalni podatki.
Slika 5.13: Graf mere dobicka napovedovanja vrednostnih papirjev, origi-
nalni podatki.
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pomeni, da prinasa izgubo.
Slika 5.14: Graf klasikacijske tocnosti napovedovanja vrednostnih papir-
jev, preprosti algoritem.
Slika 5.15: Graf mere dobicka napovedovanja vrednostnih papirjev, prepro-
sti algoritem.
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Pri analizi se je pokazalo, da je nevronska mreza nekoliko slabse napove-
dovala. Zato je nastala ideja, da bi nevronsko mrezo sestavili z vec izhodi,
ki predstavljajo devet napovednih vrednostnih papirjev. Na ta nacin bi se
ena mreza lahko naucila napovedovati gibanja cen za vse vrednostne papirje
naenkrat, ce obstajajo zakonitosti, ki povezujejo te vrednostne papirje med
seboj. Rezultate primerjave prikazujeta grafa 5.16 in 5.17. V tem primeru,
je klasikacijska tocnost za nevronsko mrezo z vec izhodi nekoliko boljsa od
nevronske mreze z enim izhodom. Toda po meri dobicka nevronska mreza z
vec izhodi ni bistveno izboljsala napovedi.
Slika 5.16: Graf klasikacijske tocnosti napovedovanja vrednostnih papir-
jev, nevronska mreza z vec izhodi.
5.3 Casovna primerjava algoritmov
Algoritme smo primerjali tudi po casu, ki ga porabijo skupaj za ucenje in na-
povedovanje. Rezultati meritev so na grafu 5.18, ki ima logaritmicno casovno
os. Za izvajanje kombiniranega algoritma na CPU se je uporabila ocena, ki
je predvidevala, da je izvajanje na GPU 640=2 = 320-krat hitrejsa. GPU, na
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Slika 5.17: Graf mere dobicka napovedovanja vrednostnih papirjev, nevron-
ska mreza z vec izhodi.
katerem se je primerjalo algoritme, ima 640 jeder pri 1096 MHz, pri cemer je
imel CPU 2.60GHz. Pri tem je potrebno se vsteti prenos podatkov iz in na
GPU. Iz grafa je razvidno, da je kombinirani algoritem kljub pohitritvi zelo
pocasen.
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Slika 5.18: Graf casovne potratnosti algoritmov, CPU cas je v logaritemski
skali. Zadnja, crna vrednost, je samo ocenjena in ne dejansko izmerjena.
Poglavje 6
Sklepne ugotovitve
Novo predlagani kombinirani algoritem, ki je sestavljen iz genetskega algo-
ritma in nelinearne regresije, je primerljiv glede tocnosti in mere dobicka
z obstojecimi algoritmi strojnega ucenja, v nekaterih primerih celo boljsi.
Prednost je v tem, da za vhodne podatke ne rabi posebnih predobdelav po-
datkov, dokler so ti polni (tabela nima manjkajocih podatkov). Prednost
je tudi v tem, da ponuja razlago, kako so podatki odvisni drug od drugega.
Funkcija, ki jo najde, se namrec prilagaja podatkom in kaze na odvisnost
med vzporednimi casovnimi vrstami. Slabost algoritma je v casovni potra-
tnosti, saj je v primerjavi z ostalimi algoritmi pocasen. Prav tako je slabost
v tem, da ne zna obravnavati manjkajocih vrednosti.
Sledijo odgovori na zastavljena vprasanja iz razdelka 1.1.
1. Ali je mogoce napovedovati vzporedne casovne vrste (vrednostni pa-
pirji)?
Z obstojecimi algoritmi in s kombiniranim algoritmom je napovedovanje
zelo tezavno. Dobljeni rezultati kazejo nato, da na realnih vrednostih
vrednostnih papirjev vsi algoritmi slabo napovedujejo novo vrednost.
Poleg tega se nakazuje, da vrednostni papirji niso toliko odvisni drug
od drugega ali pa je bil vzorec, na katerem se je kombinirani algoritem
ucil, premajhen. Samo z vecjim vzorcem bi za iskanje optimalnega sita
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potrebovali mocnejse racunalnike, ki bi bili povezani med sabo.
2. Katere metode strojnega ucenja so boljse po tocnosti in po casovni
potratnosti?
Na to vprasanje je tezko odgovoriti, saj pri analizi po tocnosti ni iz-
stopal nobeden algoritem. Po casovni potratnosti je kombinirani algo-
ritem, da je dosegel vsaj osem generacij, kljub pohitritvi zelo pocasen.
Vsekakor pa je kombiniran algoritem primerljiv z obstojecimi algoritmi.
Tukaj je potrebno ponoviti, da je kombinirani algoritem deloval slabse
na binarnih podatkih kot na originalnih. To si lahko razlagamo tako,
da so bili vhodni podatki prevec diskretni za nelinearno regresijo.
3. Katera metodologija primerjanja algoritmov je najboljsa?
V magistrski nalogi sta uporabljeni dve metodi za primerjanje algo-
ritmov: mera klasikacijska tocnost in mera \dobicka", ki nista cisto
korelirani. Ti meri imata eno skupno tocko, in sicer ce je klasikacijska
tocnost 100-odstotna, je mera dobicka v tem primeru maksimalna. De-
nirana mera \dobicek"ima slabost, da ne deluje na negativnih stevilih.
Drug problem je v tem, da ce algoritem napove, da bodo vse vredno-
sti casovne vrste padale, se vrednost dobicka ne spreminja, ker v tem
primeru strategija vlaganja nikoli ne kupuje. Zaradi tega tudi ni bilo
mozno izracunati dobicka napovedi vecinskega razreda.
4. Kako dober je novo predlagan kombiniran algoritem, ki je sestavljen iz
genetskega algoritma in nelinearne regresije?
Novo predlagani kombiniran algoritem je vsekakor primerljiv z ob-
stojecimi algoritmi, saj dosega podobne rezultate na istih podatkih
kot ostali, dokler so podatki zvezni.
5. Na kaksen nacin lahko pohitrimo kombiniran algoritem?
V osnovi je bil algoritem razvit z visoko stopnjo paralelnosti na gracnem
procesorju. Toda kljub temu je za izracun osmih generacij v kombini-
ranem algoritmu potreboval vsaj tri ure. Ce bi se algoritem izvajal na
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centralnem procesorju, bi se izvajal vsaj nekaj 100-krat dlje. Mozna
dodatna pohitritev bi lahko bila uporaba vec racunalnikov, povezanih
med seboj.
6.1 Bodoce delo
V bodocem delu bi bilo dobro poleg pohitritve izboljsati algoritem se v smislu,
da bi genomom in funkcijam dodali hevristicno oceno, ki bi usmerjala prei-
skovanje, kajti prostor funkcij in sita je se vedno ogromen. Druga zanimiva
resitev, ki bi potrebovala veliko casa, je modeliranje s pomocjo parcialnih
diferencialnih enacb z robnimi pogoji. Za ta problem bi lahko vzeli podatke
iz CERNa o trkih osnovnih delcev. Trki osnovnih delcev in njihova traj-
ektorija namrec pripadajo neki parcialni diferencialni enacbi, ki jih opisuje
zikalni model. Algoritem bi se lahko prilagodil tako, da bi namesto iskanja
optimalne funkcije iskal optimalno diferencialno enacbo.
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