We derive an algorithm that requires uniformly bounded time to generate the sum of II iid uniform [O,l] random variables. The expected time spent on the computation of the density of the sum per generated random variate tends to zero as n +-.
ftx) = &ifiCx) * i=l
where the fi 'S are uniform densities on intervals [Qi,bi] . The sum S,, of n iid random variables with density f can be generated out as follows.
Generate a multinomial (n,pl,p2,...) random sequence NpNN,,...
(note that the N;'s sum to n). Let K be the index of the largest nonzero Ni . X4 FOR i:=l TO K DO Generate S, the sum of Ni iid random variables with common density f i. xtx+s RETURNX
The validity of the algorithm is obvious. The algorithm is put in its most general form, allowing for infinite mixtures. A multinomial random sequence is of course defined in the standard way: imagine that we have an infinite number of urns, and that n balls are independently thrown in the urns. Each ball lands with probability pi in the i-th urn. The sequence of cardinalities of the urns is a multinomial (n,p1,p2,...) random sequence. To simulate such a sequence, note that N, is binomial @Pi), and that given Nt, N2 is binomial (n--N1,pzI(l-PI)), etcetera. If K is the index of the last occupied urn, then it is easy to see that the multinomial sequence can be generated in expected time 0 (E (K )).
Note that there is no special reason why the fi 's have to be uniform densities. However, uniform densities are convenient in many cases, especially when f is unimodal.
In section 14.4.6 of , we pinpoint the difficulties in developing a uniformly fast generator for the sum of uniform [-l,l] random variables. These are related to the fact that the density f, of S,, can only be computed at Q(n) time cost. This is best s characteristic function [ T n by noting first that S,, has sin(t) n -. For all nS2, the density t f, can be obtained by the inversion formula "cos(rx) dr .
This yields
We know that a uniform [OJ] random variable U has a binary expansion whose bits are iid Bernoulli random variables with parameter l/2. Thus, the sum S, of n iid uniform [O,l] random variables can be written as where the yj's are iid binomial (n, random variables.
There are several algorithms now available for generating such random variates in expected time uniformly bounded over n (see , Fishman (1979) , Ahrens and Dieter (1980), and Kachitvichyanukul (1982) ). Thus, if one desires S, with a fixed number (d) of accurate bits, it suffices basically to consider a sum truncated to its first d + logzn terms. This time grows with n, and the resulting S, is only an approximation! THE GENERAL STRATEGY.
We have seen above that the evaluation of the density f, of S, takes time proportional to n. Let us formalize this, and assume that the algorithm has a random integer cost associated with it, consisting of the number of uniform random variates needed before the algorithm halts, and of n times the number of evaluations off, (thus, reflecting the fact that each evaluation takes time proportional to R ). These two components will be ca.lled R and N respectively. The algorithm we are after has the following desirable properties: A. Uniformly over all n, E (R )Q <w for some constant c .
This means that the contribution from the evaluation off, is asymptotically negligible. In other words, one could be rather sloppy in the implementation of these evaluations, and barely notice any impact on the expected time per random variate. Furthermore, the overall expected time is uniformly bounded over R. To be able to avoid the evaluations off, nearly all the time means that we must in fact derive a relatively accurate expression for the actual density of S,. The problem we are trying to solve can be tackled as suggested in exercise 14.4.6, based upon the Gram-Charlier series (see e.g. Ord, 1972, p. 26) . The truncated Gram-Charlier series leads to the function e-x'R g,w=Jz;; (I+ 6x2-3-x4 20 n 1, which approximates the density f n (x) of the normalized sum GS,,. This xmrmalization will be assumed throughout the remainder of this note. We need to know how good the . approxrmatron is. Thus, we need something like the following Lemma:
where A = 3.9608280445.. is equal to 27& z=+ 27R 57~ iFe5R + 43x e210g22 +
48000~
This bound leads to a uniform local limit theorem (see Petrov, 1975) . For nonuniform bounds, see e.g. Maejima (1980) . Our bound serves two purposes. First, we could try to use it to derive a dominating CUIW for use in the rejection -method. Indeed, we know that 43/nS, has support on [-<5;;&] .
Thus, we have on this support set, maximizing the quartic polynomial in the definition of g, with respect to X, f.(x)<&e -x2/2 (1 + y&1+$.
The dominating curve has integral not exceeding 6 2AdT 1 1+-+-=l+U(-).
20 n nDJ2 n This is good enough for us. Next, we need to look at how Lemma 1 can be used. This is done through a squeeze step, both for rejection and acceptance. An evaluation off, is only necessary when both squeeze tests fail. It is known that the expected number of evaluations off, is the the area between the squeeze curves (Devroye, 1986, p.54 ). In our case, this yields a value not exceeding 4Afi n3/2.
Hence, E(N), which equals n times this value, is 0(1/G). We have thus achieved our goals A and B stated at the outset of this section.
In an additional section, we will improve the latter result by an additional tail bound, to obtain E(N) = 0 (e/n).
THE ALGORTTHM.
The inequalities of the previous section allow us to use the rejection method in a straightforward manner:
Rejection method.
[ As mentioned above, f, is the density of the normalized sum d%S,, , and g,,(x) is the approximation of f,,(x) given by y+ccr2+pX4 where y= I-$--, 6 a=20n and .
p=-&.
If I$,, and v, are the respective characteristic functions (or rather, Fourier transforms), then we have To corn ute this bound, we split the integral over two sets, D = [-2n/3,6%?], and its complement, DC. The bound Fnow reduces to some simple but tedious computations. We start with the easiest ones. Also, v,,(r) = .c-*"~ (y + a(l-t2) + p(3-6t2+r4)), which can be simplified to e-t%? (1 -A) .
Thus, Proof of Lemma 2. If q(r) =e -IV2 is the normal characteristic function, then it is easy to check that 4c2) = (r2-1)4
and that +c4) = (3-6t2+t4)4. Let f be the normal density. Lemma 2 now follows from the facts that and x2f&, = -& jJ~'~'(r) cos cx dt x4f(x)= & J4c4)(t ) cos tx dt n where we used the simple inequality t4e"'4 < 64 ee2. If g is a nonnegative function with nonnegative nondecreasing first m derivative, then le-g(') dt C: e-g(u) /g'(u ). This can be used u on both integrals in the last sum. We obtain the further upper bound In this proof, the letters Q&p,x.k,o and 5 are used to denote numbers in [O,l] Finally, we are in a position to combine all the bounds into one, and prove Lemma 1.
Proof of Lemma 1.
We will repeatedly use the fact that xc.?-' I (c/e)' for all positive c and X. The bounds of Lemmas 3 and 4 can be added together to get a general bound, provided that we SUCcessfully bound the exponential terms. Indeed, the fact that n13 implies that the first bound of Lemma 3 can be estimated from above as follows: 2 6 2-n/2
Next, the value of the second bound of Lemma 3 is 233R (n/3)3" eenn + 64a &% ewnf6 We can obtain a messier but better inequality if the estimates from Lemmas 3 and 4 are directly used in Lemma 1.
However, doing so would make the presentation too heavy, and in any case, not much is lost in the simplified version.
AN IMPROVEMENT
VIA TAIL BOUNDS. Improvements in E(N) can be obtained in several manners, such as (i) approximations based upon GramCharlier or Edgeworth series with extra terms added in; (ii) bounds in the local central limit theorem that are a function of x and n (see Devroye (1986, pp. 720-731) for a worked out example); (iii) additional quick rejection steps that are effective in the tails of the distribution. The first two approaches are straightforward but very tedious and spaceconsuming. Interestingly, the third approach is both simple and effective. Note however that by introducing an extra squeeze step, we don't change the expected number of iterations in the rejection algorithm. The only quantity that is affected is E(N). Suppose for example that we can show that for some symmetric bounding function Jr, and some sequence of constants a,. Then, obviously,
E(N) In
We will see that we can take a, proportional to find a function h, such that, in fact, E(N) = 0( n considerable improvement over the 0(1/G) rate obtained without the modification.
The modification in the algorithm.
After the quick rejection step, inlmduce another rejection step: "ELSE IF (X \>a, AND T&(X) THEN Accept c False".
We will see that we can take a,=1 and h,(x ) as defined in Lemma 7 below. The derivation of useful bounds rests upon the combination of two techniques, a monotonicity argument extending the methodology of chapter VII.3 of Devroye (19X6), and Chemoff s exponential bounding technique for sums of independent random variables (see Chernoff (1952) or Petrov (1975) ).
Lemma 5.
Let Y be a random variable with symmetric unimodal density f . Then, for all t>O, t E(efy) f(y) s &lY I _ 1 .
For rll/ ly 1, we have fOl) If+ i E(dY) e-tlyl .
Proof of Lemma 5. Observe that Lemma 6. Let S,, be the sum of n iid uniform r-1,1] random variables. Then P(S" 1 XG) s e-rxG E(P") ) I where r>O is arbitrary, and Proof of Lemma 6.
The tirst inequality is the cornerstone of Chemoff's bounding method. The second inequality can be obtained as follows: we have The Lemma follows from this and the inequality l+u%", provided that we can show that (e'--e-')/(2t) I 1 + r2efq2'/6. This is most easily achieved by expanding both sides into their Taylor series, and comparing all terms pairwise: the expansions are e'-e-' $i -= 2t g-9 j=o (2j+l)! and 1 + rtz ,r920 = 1 -t2j+2 6 +c----. jd6 2d j!
The ratio of the first over the second coefficient of t2i 0'21) is
For j=l, we have equality. Increasing j by one makes the numerator jump by a factor of 2Oj, while the denominator jumps by a factor of (2j+3)(2j+2). The latter jump equals 6+10j+4jz, which is >20j for all integer j. This concludes the proof of Lemma 6. m
This is what. we had to show.
Lemma 7 The evaluation of f,, however rare, may cause some numerical worries for large values of n. Here it would help if we could avoid evaluating f, altogether, and replace the rejection algorithm by a series-type rejection method based upon a converging series off,.
Such series can be obtained in many ways. Firstly, we could mimick the development found on pages 698-700 of which applies to all densities f with symmetric, absolutely integrable, nonnegative characteristic function Cp (which is the case for S2n for all n). Then f,(x) is sandwiched between consecutive partial sums in the series where There exists a simple recursive formula for the matrix of coefficients V2j.n) so that all the coefficients can be computed on-line provided that the column of coefficients ~0,~ is known.
In a second approach, we could follow section XIV.3 of , in which better and better approximations for f,, are obtained by finer and tier numerical inversions of the characteristic function &.
