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Abstract
We clarify that the Gibbs sampler and coordinate ascent variational inference can be explained
more generally in a set-theoretical point of view. This is an immediate consequence of a duality
formula for variational inference.
KEYWORDS: Duality formula;Gibbs sampler ; Coordinate ascent variational inference.
1. INTRODUCTION
Let Θ is a set endowed with an appropriate σ-field F , and two probability measures P and Q,
which formulates two probability spaces, (Θ,F , P ) and (Θ,F , Q). We use notation Q  P
to indicate that Q is absolutely continuous with respect to P (that is, Q(A) = 0 holds for any
measurable set A ∈ F with P (A) = 0). Let notation EP [·] denotes integration with respect to
the probability measure P . Given any real-valued random variable g defined on the probability
space (Θ,F , P ), notation g ∈ L1(P ) represents that the random variable g is integrable with
respect to measure P , that is, EP [|g|] =
∫ |g|dP < ∞. The notation KL(Q‖P ) represents the
Kullback-Leibler divergence from P to Q, KL(Q‖P ) = ∫
Θ
Q(θ) log{Q(θ)/P (θ)}dθ [9].
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We state a duality formula for variational inference [12]:
Theorem 1.1 (Duality formula). Consider two probability spaces (Θ,F , P ) and (Θ,F , Q) with
Q  P . Assume that there is a common dominating probability measure λ such that P  λ and
Q λ. Let h denotes any real-valued random variable on (Θ,F , P ) that satisfies exph ∈ L1(P ).
Then the following equality holds
logEP [exph] = supQP{EQ[h]− KL(Q‖P )}.
Further, the supremum on the right-hand side is attained when
q(θ)
p(θ)
=
exph(θ)
EP [exph]
,
where p(θ) = dP/dλ and q(θ) = dQ/dλ denote the Radon-Nikodym derivatives of the probability
measures P and Q with respect to λ, respectively.
In practice, a common dominating measure λ for P and Q is usually either Lebesgue or count-
ing measure. The former situation leads to
logEp(θ)[exph(θ)] = supqp{Eq(θ)[h(θ)]− KL(q‖p)}, (1)
where p(θ) = dP/dλ and q(θ) = dQ/dλ are probability density functions corresponding to the
probability measures P and Q, respectively. Expectations in (1) are taken with respect to densities
on the subscript. In what follows, we articulate paper by dealing with the continuous version of
the duality formula (1), but logic can similarly be argued in its discrete counterpart.
2. A REVIEW FOR BAYESIAN INFERENCE
Bayesian inference is conducted as follows [11]. Let y denotes observations generated by a like-
lihood function p(y|θ) indexed by a parameter θ ∈ Θ. The set Θ is the entire parameter space.
On top of that, Bayesian inference needs a prior information on the parameter θ, which is proba-
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bilistically described by a prior density pi(θ) supported on the spaceΘ. Collection {p(y|θ), pi(θ)}
is referred to as a Bayesian model. If evidence m(y) =
∫
p(y|θ) · pi(θ)dθ is finite for all y, the
Bayes’ theorem states that the following posterior density is well-defined [10]
pi(θ|y) = p(y|θ) · pi(θ)
m(y)
. (2)
One of the central goals of Bayesian inference is to approximate the joint posterior density pi(θ|y)
(2). To that end, one may resort to either stochastic [4] or deterministic approximations [3].
We further assume that the entire parameter spaceΘ is decomposed as
Θ = Θ1 ⊗ · · · ⊗Θi ⊗ · · · ⊗ΘK , some integer K > 1, (3)
where each of the component parameter spaces Θi (i = 1, · · · , K) is allowed to be multidimen-
sional. The notation ⊗ denotes the Caresian product. Under the partition (3), elements of the set
Θ can be expressed as θ = (θ1, · · · , θi, · · · , θK) ∈ Θ where θi ∈ Θi (i = 1, · · · , K). How to
configure a partition on the space Θ is at the discretion of a statistician. For instance, when a
Bayesian model possesses a certain hierarchical structure, she may assume the configuration of the
partition based on the conditional independences induced by hierarchical formulation among the
latent variables θi’s.
We define fundamental sets of densities ((i) – (v)) that will be used throughout the paper.
Notation −θi = θ − {θi} = (θ1, · · · , θi−1, θi+1, · · · , θK) represents all the parameters except for
the θi:
(i) the set Qθ is the collection of all the densities supported on the entire parameter space Θ
either a priori or posteriori, while the set Qθ|y is the collection for the only posterior den-
sities. By definitions, it holds a subset inclusion, Qθ|y ⊂ Qθ. For instance, the poste-
rior density pi(θ|y) (2) belongs to the set Qθ|y. The prior density pi(θ) belongs to the set
Qθ −Qθ|y = Qθ ∩ (Qθ|y)c.
(ii) for each i (i = 1, · · · , K), the set Qθi is the collections of all the densities supported on
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Figure 1: Venn diagram that overlappingly describes two set-inclusion relationships: (1) QMFθ|y ⊂
Qθ|y ⊂ Qθ, and (2) Qmθi|y ⊂ Qθi|y ⊂ Qθi for each component index i (i = 1, · · · , K). Symbols •
indicates elements for the sets.
the i-th component parameter space Θi either a priori or a posteriori, while the set Qθi|y
denotes the collection for the only posterior densities. This implies that a subset inclusion,
Qθi|y ⊂ Qθi holds for each i. For each i, full conditional posterior density pi(θi| − θi, y) and
marginal posterior density pi(θi|y) are typical elements of the set Qθi|y.
(iii) for each i (i = 1, · · · , K), the setQmθi is the collections of all the marginal densities supported
on the i-th component parameter space Θi either a priori or a posteriori, while the set Qmθi|y
denotes the collection for the only posterior densities. (The superscript ‘m’ represents the
‘marginal’.) For each i, the marginal posterior density pi(θi|y) belongs to Qmθi|y: however,
the full conditional posterior density pi(θi| − θi, y) may not since it is conditioned on the
−θi = (θ1, · · · , θi−1, θi+1, · · · , θK).
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(iv) Cartesian product of the sets {Qmθi}Ki=1 (defined in (iii)) defines a set
QMFθ := Qmθ1 ⊗ · · · ⊗ QmθK (4)
= {q(θ)|q(θ) = q(θ1) · · · q(θi) · · · q(θK), q(θi) ∈ Qmθi}.
The set QMFθ (4) is referred to as the mean-field variational family [8], whose root can be
found in statistical physics literature [5]. (The superscript ‘MF ’ represents the ‘mean-field’.)
Note that an element of the set QMFθ is a product-form distribution. Likewisely, we define a
setQMFθ|y via Cartesian product of the setsQmθi|y (i = 1, · · · , K),QMFθ|y := Qmθ1|y⊗· · ·⊗QmθK |y.
(v) for each i (i = 1, · · · , K), Cartesian product of the sets {Qmθi}Ki=1 − {Qmθi} (defined in (iii))
defines a set
Qm−θi := Qmθ1 ⊗ · · · ⊗ Qmθi−1 ⊗Qmθi+1 ⊗ · · · ⊗ QmθK (5)
= {q(−θi)|q(−θi) = q(θ1) · · · q(θi−1) · q(θi+1) · · · q(θK), q(θi) ∈ Qmθi}
Similarly, we define Qm−θi|y := Qmθ1|y ⊗ · · · ⊗ Qmθi−1|y ⊗Qmθi+1|y ⊗ · · · ⊗ QmθK |y
Figure 1 describes a Venn diagram which illustrates the set-inclusion relationship among sets de-
fined in (i) − (v) along with key elements in Bayesian inference. As seen from the Venn diagram,
by notational definition, two chains of subset-inclusion hold: (1) densities supported on the en-
tire parameter space Θ, QMFθ|y ⊂ Qθ|y ⊂ Qθ; and (2) densities supported on the i-th component
parameter space Θi (i = 1, · · · , K), Qmθi|y ⊂ Qθi|y ⊂ Qθi .
Because the Venn diagram overlaid the above two inclusion relationships in a single plot for
visualization purpose, it should not be interpreted that subset-inclusions Qmθi|y ⊂ QMFθ|y , Qθi|y ⊂
Qθ|y, andQθi ⊂ Qθ hold for each i (i = 1, · · · , K). Rather, it is should be interpreted that each of
the sets Qmθi|y, Qθi|y, and Qθi participate to each of the sets QMFθ|y , Qθ|y, and Qθ, respectively, as a
component set as defined through Cartesian product.
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3. A REVIEW FOR GIBBS SAMPLER AND CAVI ALGORITHM
Gibbs sampler [4] is a Markov chain Monte Carlo (MCMC) sampling scheme to approximate the
target density pi(θ|y) ∈ Qθ|y (2). In practice, the Gibbs sampler is executed by realizing a sample
iteratively from each of the full conditional posteriors
pi(θi| − θi, y) ∈ Qθi|y, (i = 1, · · · , K), (6)
while fixing other full conditional posteriors. In implementing the sampling algorithm, latent vari-
ables conditioned on the density (6) (that is,−θi) are updated by the most recently realized samples
throughout the iterations.
Variational inference is a functional optimization method to approximate the target density
pi(θ|y) ∈ Qθ|y (2). Mean-field variational inference (MFVI) is a special kind of variational infer-
ence, which is principled on mean-field theory [5]. MFVI is operated by minimizing the Kullback-
Leibler divergence over a mean-field variational family QMFθ (4) as follows:
q∗(θ) = argminq(θ)∈QMFθ KL(q(θ)||pi(θ|y)) (7)
= q∗(θ1) · · · q∗(θi) · · · q∗(θK) ∈ QMFθ|y . (8)
The superscripts ∗ on each of the densities in (7) and (8) are marked to emphasize that the
corresponding density has been optimized though an appropriate algorithm. An optimized full
joint variational density q∗(θ) (7) is referred to as variational Bayes (VB) posterior [16], and each
of the optimized marginal variational densities q∗(θi) (i = 1, · · · , K) (8) is referred to as the
variational factor [3].
Coordinate ascent variational inference (CAVI) algorithm [2, 3], in short CAVI, is an algorithm
to induce the functional minimization (7). To implement CAVI, one iteratively updates each of the
variational factors
q∗(θi) =
exp Eq(−θi)[log pi(θi| − θi, y)]∫
exp Eq(−θi)[log pi(θi| − θi, y)]dθi
∈ Qmθi|y, (i = 1, · · · , K), (9)
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while fixing other variational factors. In implementing the algorithm, expectation Eq(−θi)[·] in (9)
is taken with respect to the most recently updated variational density q(−θi) ∈ Qm−θi|y throughout
the iterations. For a derivation for (9), refer to [13].
We convey two key messages. First, the full conditional posterior pi(θi| − θi, y) ∈ Qθi|y (6)
plays a central role in the updating procedures not only for the Gibbs sampler but also in the
CAVI algorithm [13]. Second, although the Gibbs sampler eventually leads to the exact target
density pi(θ|y) ∈ Qθ|y (2) when the number of iterations is large, the property is not guaranteed
for the CAVI. The later is because there exists a distributional gap (represented via Kullback-
Leibler divergence) between the target pi(θ|y) (2) and VB posterior q∗(θ) (7) regardless of number
of iterations. Set-theoretically, this is obvious because the two elements q∗(θ) and pi(θ|y) (can)
belong to different sets [3] (refer to Figure 1).
4. GIBBS SAMPLER REVISITED BY THE DUALITY FORMULA
The duality formula (1) provides an alternative view of the Gibbs sampler from the perspective of
functional optimization:
Corollary 4.1. Consider a Bayesian model {p(y|θ), pi(θ)} with entire parameter space Θ parti-
tioned as (3). Assume that the Gibbs sampler is used to approximate the target density pi(θ|y) (2).
Define a functional Fi : Qθi → R induced by the duality formula for each i (i = 1, · · · , K) as
follow:
Fi{q(θi)} = Eq(θi)[log pi(−θi|θi, y)]− KL(q(θi)||pi(θi|y)). (10)
Then, the followings hold for each i (i = 1, · · · , K):
(a) the functional Fi is concave over Qθi;
(b) for all densities q(θi) ∈ Qθi|y, Fi{q(θi)} ≤ log pi(−θi|y);
(c) the functional Fi attains the maximum value (that is, log pi(−θi|y)) at the full conditional
posterior q(θi) = pi(θi| − θi, y) (6).
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Corollary 4.1 states that for each i (i = 1, · · · , K) the full conditional posterior pi(θi|− θi, y) ∈
Qθi|y ⊂ Qθi (6) is a global maximum for the functional Fi : Qθi → R (10). See panel (a) in the
Figure 2 for a pictorial description.
Prob.
(a) A Gibbs Sampler (b) A CAVI algorithm
Figure 2: Pictorial illustrations for (a) Gibbs sampler and (b) CAVI algorithm. For each i (i =
1, · · · , K), the panel (a) shows that the full conditional posterior pi(θi| − θi, y) (6) is a global
maximum for the functional Fi (10): and the panel (b) shows that optimized variational factor
q∗(θi) (9) can be squashed by a constant R−i{q∗(−θi)} with respect to q∗(θi) so that the byproduct
R−i{q∗(−θi)} · q∗(θi) is kept below the marginal target density pi(θi|y) on the i-th component
parameter space Θi.
5. CAVI ALGORITHM REVISITED BY THE DUALITY FORMULA
Under MFVI assumption, for each i (i = 1, · · · , K) we can regard that an optimized i-th variational
factor q∗(θi) (9) is a surrogate for the marginal target density pi(θi|y). Note that the two densities
belong to the same set Qmθi|y; refer to the Venn diagram in Figure 1. This suggests that an intrinsic
approximation quality of the MFVI can be explained by the Kullback-Leibler divergence between
the densities, KL(q∗(θi)||pi(θi|y)) or its lower bound.
In practice, although it is possible to sample from marginal posterior density pi(θi|y) (i =
1, · · · , K) through MCMC techniques [7], but it is challenging to obtain an analytic expression
for the density pi(θi|y), thereby, obtaining an analytic expression for the KL(q∗(θi)||pi(θi|y)) is
difficult. On top of that, it is also nontrivial to acquire a lower bound for KL(q∗(θi)||pi(θi|y))
8
through information inequalities (for example, Pinsker’s inequality [12]) as such inequalities again
require a closed form expression for the density pi(θi|y).
The duality formula (1) provides an alternative view for the MFVI and an algorithmic-based
lower bound for the KL(q∗(θi)||pi(θi|y)):
Corollary 5.1. Consider a Bayesian model {p(y|θ), pi(θ)} with entire parameter space Θ parti-
tioned as (3). Assume the CAVI algorithm is used to approximate the target density pi(θ|y) (2)
through a variational density q(θ) that belongs to mean-field family (4). Define a functional
R−i : Qm−θi → (0,∞) for each i (i = 1, · · · , K):
R−i{q(−θi)} =
∫
expEq(−θi)[log pi(θi| − θi, y)]dθi
exp KL(q(−θi)||pi(−θi|y)) .
Let q∗(−θi) ∈ Qm−θi|y represents an optimized variational density for −θi:
q∗(−θi) = q∗(θ1) · · · q∗(θi−1) · q∗(θi+1) · · · q∗(θK),
where each variational factor on the right hand side has been optimized through the formula (9).
Then, the followings hold for each i (i = 1, · · · , K):
(a) variational factor q∗(θi) is squashed by the constant R−i{q∗(−θi)} ∈ (0, 1]:
R−i{q∗(−θi)} · q∗(θi) ≤ pi(θi|y) for all θi ∈ Θi; (11)
(b) Kullback-Leibler divergence between q∗(θi) and pi(θi|y) is lower bounded by
KL(q∗(θi)||pi(θi|y)) ≥ max
{
0, log
(∫
exp Eq∗(θi)[log pi(−θi|θi, y)]d(−θi)
)}
. (12)
Corollary 5.1 (a) states that for each i (i = 1, · · · , K), there is a constant which presses the
surrogate q∗(θi) on the i-th component parameter space Θi so that the inequality (11) holds: refer
to the panel (b) in the Figure 2 for a pictorial description. Corollary 5.1 (b) suggests a lower bound
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of the distance KL(q∗(θi)||pi(θi|y)), where the integrand on the right-hand side is associated with
the denominator in the CAVI formula (9). The lower bound in (12) can be derived though a Monte
Carlo algorithm.
APPENDIX: PROOFS OF THEOREMS
A.1 Proof– Theorem 1.1
We prove the theorem by using measurement theory [15]. (See [12] for an alternative proof by
using a property of entropy.) By the Radon-Nikodym theorem (Theorem 32.1 of [1]), because
P  λ and Q  λ, there exist Radon-Nikodym derivatives (also called generalized probability
densities [9]) p(θ) = dP/dλ and q(θ) = dQ/dλ unique up to sets of measure (probability) zero
in λ corresponding to measure P and Q, respectively. On the other hand, because of Q  P ,
there exists Radon-Nikodym derivative dQ/dP , hence, Kullback-Leibler divergence KL(Q‖P ) =∫
log (dQ/dP )dQ is well-defined and finite. By using conventional measure-theoretic notation,
we can also write dP (θ) = p(θ)dλ(θ) and dQ(θ) = q(θ)dλ(θ), and
∫
gdP =
∫
g(θ)dP (θ) for any
g ∈ L1(P ) [9, 14].
Now, it is straightforward to prove the equilibrium of the duality formula:
EQ[h]− KL(Q‖P ) =
∫
hdQ−
∫
log
(
dQ
dP
)
dQ =
∫
h(θ)dQ(θ)−
∫
log
(
dQ(θ)
dP (θ)
)
dQ(θ)
=
∫
h(θ)q(θ)dλ(θ)−
∫
log
(
q(θ)
p(θ)
)
q(θ)dλ(θ) =
∫
log
(
eh(θ)p(θ)
q(θ)
)
q(θ)dλ(θ)
≤ log
(∫ (
eh(θ)p(θ)
q(θ)
)
q(θ)dλ(θ)
)
= log
(∫
eh(θ)p(θ)dλ(θ)
)
(A.1)
= log
(∫
eh(θ)dP (θ)
)
= log
(∫
ehdP
)
= logEP [exph].
Note the Jensen’s inequality is used to derive the inequality in (A.1): further, the inequality be-
comes the equality when eh(θ)p(θ)/q(θ) is constant with respect to θ.
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A.2 Proof– Corollary 4.1
(a) Let p(θi) and q(θi) are elements of the set Qθi . For any 0 ≤ a ≤ 1, start with
Fi{ap(θi) + (1− a)q(θi)} =
∫
log pi(−θi|θi, y){ap(θi) + (1− a)q(θi)}dθi (A.2)
− KL(ap(θi) + (1− a)q(θi)||pi(θi|y)). (A.3)
The first term on the right-hand side (A.2) can be re-written as:
aEp(θi)[log pi(−θi|θi, y)] + (1− a)Eq(θi)[log pi(−θi|θi, y)], (A.4)
where the expectation Ep(θi)[·] and Eq(θi)[·] are taken with respect to the densities p(θi) and q(θi),
respectively.
The (negative of) second term on the right-hand side (A.3) satisfies the following inequality
KL(ap(θi) + (1− a)q(θi)||pi(θi|y)) ≤ aKL(p(θi)||pi(θi|y)) + (1− a)KL(q(θi)||pi(θi|y)) (A.5)
(The inequality (A.5) generally holds due to the joint convexity of the f -divergence; see Lemma
4.1 of [6].)
Now, use the expression (A.4) and inequality (A.5) to finish the proof:
Fi{ap(θi) + (1− a)q(θi)} ≥ a{Ep(θi)[log pi(−θi|θi, y)]− KL(p(θi)||pi(θi|y))}
+ (1− a){Eq(θi)[log pi(−θi|θi, y)]− KL(p(θi)||pi(θi|y))}
= aFi{p(θi)}+ (1− a)Fi{q(θi)}.
(b) and (c) For each i = 1, · · · , K, use the duality formula (1) where the q(θ), p(θ), and
h(θ) in the formula are replaced by q(θi) ∈ Qθi , pi(θi|y) ∈ Qθi , and log pi(−θi|θi, y) ∈ Q−θi ,
11
respectively: then we have
logEpi(θi|y)[pi(−θi|θi, y)] = supq(θi)pi(θi|y){Eq(θi)[log pi(−θi|θi, y)]− KL(q(θi)‖pi(θi|y))}, (A.6)
where the supremum on the right-hand side of (A.6) is attained when
q(θi) = pi(θi|y) · pi(−θi|θi, y)Epi(θi|y)[pi(−θi|θi, y)]
= pi(θi| − θi, y) ∈ Qθi|y.
Note that the left hand side of (A.6) can be simplified to log pi(−θi|y).
Now, we can replace supq(θi)pi(θi|y){·} in (A.6) with supq(θi)∈Qθi|y{·} due to two notations
defined in the main paper. (I) Recall the notations defined in the Introduction in the main paper:
the notation q(θi)  pi(θi|y) implies Q(·)  Π(·|y) where Q(·) is a probability measure and
Π(·|y) is a posterior probability measure supported on the i-th component parameter space Θi. (II)
Recall that the set Qθi|y ((ii) in the main paper) represents the collection of all posterior densities
supported on the i-th component parameter space Θi.
To summarize, for any q(θi) ∈ Qθi|y, it holds
Fi{q(θi)} = Eq(θi)[log pi(−θi|θi, y)]− KL(q(θi)‖pi(θi|y)) ≤ log pi(−θi|y),
where the equality holds if q(θi) = pi(θi| − θi, y) ∈ Qθi|y.
A.3 Proof– Corollary 5.1
(a) To start with, for each i (i = 1, · · · , K), define a functional F−i : Q−θi → R which comple-
ments the functional Fi (10)
F−i{q(−θi)} = Eq(−θi)[log pi(θi| − θi, y)]− KL(q(−θi)||pi(−θi|y)). (A.7)
For each i = 1, · · · , K, use the duality formula (1) where the q(θ), p(θ), and h(θ) in the formula
are replaced by q(−θi) ∈ Q−θi , pi(−θi|y) ∈ Q−θi , and log pi(θi| − θi, y) ∈ Qθi , respectively: then
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the following equality holds
log pi(θi|y) = supq(−θi)pi(−θi|y)F{q(−θi)}. (A.8)
Now, take the exp(·) to the both sides of (A.8), and then change the exp(·) and sup(·) to get
pi(θi|y) = exp [supq(−θi)pi(−θi|y)F{q(−θi)}]
= supq(−θi)pi(−θi|y)[exp F{q(−θi)}]
= supq(−θi)pi(−θi|y)
[
expEq(−θi)[log pi(θi| − θi, y)]
exp KL(q(−θi)||pi(−θi|y)
]
≥ supq(−θi)pi(−θi|y), q(−θi)∈Qm−θi
[
expEq(−θi)[log pi(θi| − θi, y)]
exp KL(q(−θi)||pi(−θi|y)
]
. (A.9)
The last inequality holds because of a general property of supremum: it holds supA(·) ≥ supB(·)
if B ⊂ A.
On the other hand, recall that an optimized variational factor for −θi, q∗(−θi), can be repre-
sented by
q∗(−θi) = q∗(θ1) · · · q∗(θi−1) · q∗(θi+1) · · · q∗(θK) ∈ Qm−θi|y, (A.10)
where each of the components on the right hand side has been optimized through the CAVI opti-
mization formula (9). Clearly, the q∗(−θi) (A.10) belongs to the set
{q : Θ−i → [0,∞)|q is a density supported on Θ−i, q(−θi) pi(−θi|y), q(−θi) ∈ Qm−θi}
which is the set considered in the sup(·) (A.9). Because of the definition of supremum, we have
the following inequality
pi(θi|y) ≥ expEq
∗(−θi)[log pi(θi| − θi, y)]
exp KL(q∗(−θi)||pi(−θi|y) = R−i{q
∗(−θi)} · q∗(θi) on Θi, (A.11)
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where
R−i{q(−θi)} =
∫
expEq(−θi)[log pi(θi| − θi, y)dθi
exp KL(q(−θi)||pi(−θi|y) : Q
m
−θi → (0,∞)
and q∗(θi) ∈ Qmθi|y (9).
Finally, because pi(θi|y) and q∗(θi) are densities, by taking
∫ ·dθi on the both sides of (A.11),
we have 0 < R−i{q∗(−θi)} ≤ 1.
(b) For each i (i = 1, · · · , K), take the same procedure implemented in (a) to get the following
inequality
pi(−θi|y) ≥ expEq
∗(θi)[log pi(−θi|θi, y)]
exp KL(q∗(θi)||pi(θi|y) = Ri{q
∗(θi)} · q∗(−θi) on −Θi, (A.12)
where
Ri{q∗(θi)} =
∫
expEq∗(θi)[log pi(−θi|θi, y)d(−θi)
exp KL(q∗(θi)||pi(θi|y) : Q
m
θi
→ (0,∞)
and q∗(−θi) ∈ Qm−θi|y is given by (A.10).
Because pi(−θi|y) and q∗(−θi) are densities, by taking
∫ ·d(−θi) on the both sides of (A.12),
we have 0 < Ri{q∗(θi)} ≤ 1.
Finally, as Kullback-Leibler divergence is non-negative, we conclude the proof:
KL(q∗(θi)||pi(θi|y)) ≥ max
{
0, log
(∫
exp Eq∗(θi)[log pi(−θi|θi, y)]d(−θi)
)}
.
A.4 An importance sampler to approximate a lower bound for KL(q∗(θi)||pi(θi|y))
We suggest an importance sampler to approximate a lower bound of the KL(q∗(θi)||pi(θi|y)) (refer
to the (12) in the main paper). Our goal is to approximate
∫
exp Eq∗(θi)[log pi(−θi|θi, y)]d(−θi), (i = 1, · · · , K).
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Algorithm 1 describes steps to implement an importance sampler explained with an equivalent
form:
Algorithm 1: An importance sampler
Goal: Monte-Carlo approximation of the integral of the form
∫
expEq(β)[log p(α|β)]dα. (A.13)
Assumptions:
A 1. It is possible to sample from the density q(β).
A 2. It is possible to sample from a proposal density q(α) and evaluate the density q(α) at α.
A 3. It is possible to evaluate the conditional density p(α|β) at a pair (α, β).
Input: Densities q(β), q(α), and p(α|β) that satisfies assumption A 1, A 2, and A 3,
respectively.
Output: An approximation for the integral (A.13).
Step 1: Sample independently from each of the densities, q(α) and q(β):
{α(s)}Ss=1 ∼ q(α) and {β(t)}Tt=1 ∼ q(β).
Step 2: For each s-th realization α(s) (s = 1, · · · , S), obtain
h(α(s)) :=
1
T
T∑
t=1
log p(α(s)|β(t)). (A.14)
Step 3: Obtain
1
S
S∑
s=1
exph(α(s))
q(α(s))
. (A.15)
Note that each of the summations (A.14) and (A.15) approximates
Eq(β)[log p(α(s)|β)] (s = 1, · · · , S) and
∫
expEq(β)[log p(α|β)]
q(α)
· q(α)dα,
respectively. (The later one is our target.)
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