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mines—and even in tissues like liver, which is not
known for Ca2+-triggered exocytosis (Speidel et al.,
2003).
Can a unifying hypothesis of CAPS function that sat-
isfies all available data be postulated? A general role in
the stabilization of exocytic compartments seems im-
probable because one would then expect that the num-
ber and/or shape of secretory vesicles should be al-
tered. However, it is possible that CAPS functions in
maintaining the pH gradient across the membrane of
secretory vesicles as they wait to be exocytosed. An-
other possibility is that CAPS is important for stabilizing
the phospholipid bilayers of secretory vesicles, al-
though in such a case a change in the ultrastructure
of chromaffin cells would have been expected. A third
possibility is that CAPS functions in the trafficking of
secretory vesicles that have undergone endocytosis
and are being recycled for exocytosis. For example,
empty chromaffin granules may accumulate if vesicles
are not properly prepared for refilling after endocytosis.
Solving CAPS function will remain a major challenge
that is certain to generate many additional surprises
and important new insights.
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Timing and Prediction:
The Code from Basal
Ganglia to Thalamus
When is an inhibitory synapse not inhibitory? In this
issue of Neuron, Person and Perkel demonstrate that
thalamic neurons can translate extrinsic GABAergic
input from the basal ganglia into highly precise pat-
terns of sustained spiking in a circuit that is essential
for vocal learning in songbirds. Postinhibitory rebound
serves as a mechanism that preserves precise spike
timing information, enabling reliable propagation of
activity throughout this pathway. The results have
broad implications for basic mechanisms of func-
tional processing in both thalamus and basal ganglia
and serve to increase our understanding of how
acoustic units of vocal sounds are transformed into
motor gestures during the sensitive period for song
learning.
Vocal learning in songbirds provides an animal model
for physiological studies of the neural and behavioral
mechanisms by which organisms acquire the ability to
perceive and produce vocal sounds during develop-
ment. The question of how acoustic units of a specific
vocal pattern are translated into respiratory and vocal
motor gestures that produce an imitation of that pattern
can be investigated at different levels of analysis, in-
cluding the cellular and circuit properties that are re-
sponsible for processing auditory- and motor-related
aspects of song information. In this issue of Neuron,
Person and Perkel (2005) provide an important contri-
bution to our understanding of how neural activity is
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5transmitted through a circuit that is required for plastic-
ity in vocal behavior. Simply put, they demonstrate that
an inhibitory projection from the basal ganglia to the
thalamus utilizes a mechanism of postinhibitory re-
bound firing to elicit precise spike timing information
in the postsynaptic thalamic neurons. The finding that
extrathalamic GABAergic inputs are translated into
sustained, precisely timed patterns of spikes in thala-
mic neurons will be of broad interest to neuroscientists
interested in mechanisms of the functional circuitry of
the thalamus and basal ganglia, as well as in the gener-
ation of temporal precision in the generation of action
potentials.
Person and Perkel focused on the projection from the
song-control nucleus Area X in basal ganglia to nucleus
DLM in the dorsal thalamus. This projection is part of a
circuit that is necessary for normal vocal development
in juvenile birds as well as plasticity in vocal behavior of
adult birds (Figure 1, orange regions; Troyer and Bottjer,
2001; Kao et al., 2005). One hypothesis is that this cir-
cuit compares song-related feedback to the target
sound being learned and generates an error signal that
is conveyed to song-nucleus RA in motor cortex. Such
an error signal could modify vocal motor output to pro-
mote a closer match to the song sound that the bird
is trying to imitate. Neural activity propagates reliably
through this circuit, as shown by the finding that neu-
rons in HVC and LMAN show highly correlated patterns
of activity, despite being separated by several syn-
apses (Kimpo et al., 2003).
Area X constitutes a specialized region within song-
bird basal ganglia and is thought to contain both striatal
and pallidal neurons (Farries and Perkel, 2002; Farries
et al., 2005; Reiner et al., 2004). Axons of individual pal-
lidal projection neurons in Area X form calyx-like GA-
BAergic synapses on single postsynaptic DLM neurons
that generate strong, all-or-none IPSPs (Perkel, 2004).Figure 1. A Highly Simplified Schematic of the Neural Song-Con-
trol System
The HVC/RA pathway regulates production of song behavior. A
separate population of neurons in HVC projects to Area X. Area X,
DLM, and LMAN form a topographic loop required for experience-
dependent modification of learned vocal behavior. LMAN, lateral
magnocellular nucleus of the anterior nidopallium; X, Area X of the
striatum; HVC, high vocal center; RA, robust nucleus of the archi-
pallium; DLM, medial dorsolateral nucleus of the thalamus.Concordant firing in HVC and LMAN seems difficult to
reconcile with the strong inhibitory connection from X
to DLM at first glance, assuming that increased firing
in DLM-projecting neurons in Area X causes decreased
firing in both DLM and LMAN. However, it has not been
known how X/DLM synapses act to transmit informa-
tion, including whether Area X inputs act to drive or
inhibit spiking in DLM. The work by Person and Perkel
demonstrates that activating Area X inputs to induce
high-frequency trains of unitary IPSPs in thalamic DLM
neurons reliably drives sustained spiking activity in
those same neurons, even when excitatory synapses
are blocked. DLM neurons spike via postinhibitory re-
bound at time points corresponding to longer intervals
between stimuli applied to the Area X afferents. The
characteristics of such rebound spiking add to our un-
derstanding of how song-related activity is propagated
through the X-DLM-LMAN circuit, including the ten-
dency of neurons in HVC and LMAN to respond with net
excitation (an increase in firing rate) both during song
production and during playback of the bird’s own song
(Mooney et al., 2002).
A fascinating aspect of the results is the highly repro-
ducible translation of complex IPSP patterns into a
temporally precise pattern of rebound spikes. Postin-
hibitory rebound has not traditionally been thought of
as a mechanism to encode spike timing information.
However, Person and Perkel demonstrate that stimulat-
ing Area X presynaptic axons with high-frequency Pois-
son trains for 3 s produces a highly similar pattern of
both sub- and suprathreshold responses in single DLM
neurons across repeated train presentations. Further-
more, responses to Poisson trains were highly similar
even across neurons from different birds, with rebound
spike times aligning with remarkable precision (less
than a few milliseconds in most cases and frequently
with zero offset). Temporally precise rebound spiking is
likely to obtain in vivo, as evidenced by the finding that
natural spike trains recorded from Area X neurons of
birds listening to playback of their own song also elic-
ited precisely timed rebound spikes in DLM neurons.
What mechanisms give rise to the precision of re-
bound spiking in DLM neurons? The rebound spike
burst typically included a broad calcium spike with one
or more sodium spikes superimposed. Analysis of the
pattern of stimuli applied to Area X axons that pre-
ceded each rebound spike was used to calculate a re-
bound spike-triggered average, which showed that a
gap of 20–80 ms between stimuli in a train was neces-
sary to induce a spike. Thus, DLM neurons act as fea-
ture detectors by filtering the input rate, giving a disin-
hibitory response during a brief pause following a high
rate of stimulation. The rebound spike rate was far
lower than the overall rate of stimuli applied to the in-
hibitory afferents, even for “optimized” stimulus trains,
due primarily to the filtering capacity of DLM neurons
and presumably also to the long refractory period of
the low-threshold spikes that underlie the rebound re-
sponse. Varying the duration of trains showed that re-
bound latency was shorter following longer trains and
that the amplitude of the depolarizing sag during the
IPSP train was the best predictor of spike latency.
Despite the fact that only brief pauses in ongoing
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6trains of IPSPs are required to elicit rebound, moder-
ate-frequency stimulation trains (20–50 Hz) did not elicit
rebound spikes (i.e., until their termination). However,
higher-frequency “priming” trains preceding a 50 Hz
train did elicit rebound spikes at the transition between
the high and moderate stimulation frequencies. This
ability to respond to the pattern of IPSPs depending on
context suggests a complex regulation of rebound
spike timing, which could be helpful in distinguishing
the complex acoustic dynamics of zebra finch song
sounds. Overall, the intrinsic membrane properties of
DLM neurons play a key role in determining their spik-
ing response to inhibitory inputs from Area X, and it
F
will be interesting to thoroughly characterize time- and o
voltage-dependent conductances (such as IT and Ih) P
that regulate the complex patterns of rebound spiking a
in DLM. h
These results expand our knowledge of the func- n
tional circuit properties underlying projections from
basal ganglia to thalamus. With regard to basic ideas g
concerning the organization of basal ganglia pathways, r
the question arises as to whether similar rebound spik- c
ing occurs in pallido-thalamic GABAergic connections t
of mammals. If so, the exact pattern of pallidal outputs (
would have important functional implications for the r
“sign” of activity (e.g., net excitation versus net inhibi- m
tion) as it propagates through the so-called direct and p
indirect pathways of the basal ganglia. Perhaps more t
importantly, the traditional idea that entire basal ganglia A
pathways are either facilitating or suppressing se-
quences of movements may need to be revised. Rather, r
timing within a particular pathway may be everything t
(i.e., it may be the temporal sequence of spikes that o
modulates motor performance and cognition). t
What do these results tell us regarding circuits for c
song learning and behavior? Activity of neurons in HVC,
n
Area X, and LMAN show precisely timed patterns of
n
activity during both playback of song and motor prod-
T
uction of song (Mooney et al., 2002). The present re-
esults make clear that such temporal precision of spike
opatterns is maintained in part by the ability of DLM neu-
hrons to decode the extended pattern of action poten-
ptials coming from Area X, using the resultant pattern of
TIPSPs. Area X contains a large population of medium
bspiny neurons that make inhibitory connections onto
uan intermixed population of pallidal projection neurons,
fcausing pauses in the high spontaneous rates of the
epallidal neurons (Perkel, 2004). Thus, the pattern of ac-
otivity in medium spiny neurons indirectly sets the tem-
gporal code of IPSPs being read by DLM neurons.
pIn turn, one principal source of afferents to medium
ospiny neurons in X is provided by direct excitatory in-
sputs from HVC (Farries et al., 2005). Furthermore, the
pintrinsic circuitry of HVC during singing may be a key
mfactor in determining the output to Area X. RA-pro-
fjecting neurons in HVC (HVC/RA) produce a song-
slocked pattern of activity in RA by firing in an
w“ultrasparse” code, such that individual RA projection
mneurons fire a short burst during only one brief segment
sof an entire song (Hahnloser et al., 2002). These RA-
projecting neurons make collateral projections to inter-
cneurons that inhibit X-projecting HVC neurons (HVC/X)
b(Mooney and Prather, 2005). Thus, when individual
HVC neurons fire during their one brief moment of s/RAlory in each song motif, they presumably induce a cor-
esponding inhibition in HVC/X neurons, which may
ause depressed firing in medium spiny neurons and
hereby disinhibit the pallidal projection neurons in X
Figure 2). In addition, collaterals of RA-projecting neu-
ons in LMAN also provide direct excitatory inputs to
edium spiny neurons in Area X, raising the intriguing
ossibility that LMAN and HVC collaborate in regulating
he code of presynaptic activity being conveyed from
rea X to DLM.
What is the function of DLM? Is it merely a thalamic
elay, destined to labor in the shadow of its “smarter”
elencephalic relatives? This seems unlikely. The output
f DLM goes directly to LMAN, which latter provides
he output of processing in this basal-ganglia-thalamo
ircuit to RA and has recently been discovered to be
ecessary for variability of vocal motor output in juve-
ile birds (Ölveczky et al., 2005; cf. Kao et al., 2005).
he projection of LMAN to RA undergoes substantial
xperience-dependent remodeling during early phases
f the sensitive period for song learning: birds need to
ear songs in order to form an adult-like pattern of to-
ographic connectivity (Iyengar and Bottjer, 2002).
hus, the ability of DLM to decode the output of the
asal ganglia may be necessary for LMAN’s role in reg-
lating and modifying vocal motor output, as well as
or sculpting the specificity of neural connections nec-
ssary for song learning. The current data do not rule
ut the possibility that inhibitory inputs from Area X
ate extrinsic excitatory inputs to DLM, as the authors
oint out. DLM has been suggested to constitute part
f a dorsal thalamic zone that receives song-related
ignals from RA and related areas of motor cortex and
otentially serves as a nexus for the integration of infor-
ation as well as a source of both feedback and feed-
orward pathways (Bottjer, 2004). In this regard, it
eems particularly interesting that one such feedfor-
ard pathway could be directed toward HVC (via the
edial component of MAN) and thereby serve as a
ource of instruction during vocal learning.
These advances in understanding of the functional
ircuitry underlying learned vocal behavior in adult
irds are exciting. They illustrate the advantages of
ongbird vocal learning in providing an animal modeligure 2. Summary Diagram of Some of the known Microcircuitry
f Song-Control Pathways
rojection neurons are shown in gray; intrinsic inhibitory neurons
nd long-range GABAergic projections are shown in black. The in-
ibitory neurons within Area X correspond to medium spiny
eurons.
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7for physiological studies of vocal learning and behavior.
Ultimately, they will help us to understand how such
circuitry helps to specify precise patterns of neural ac-
tivity (e.g., used by HVC and RA) to encode specific
vocal patterns and sculpt their corresponding neural
circuits.
Sarah W. Bottjer
Department of Biology
University of Southern California
3641 Watt Way
Los Angeles, California 90089
Selected Reading
Bottjer, S.W. (2004). Ann. N.Y. Acad. Sci. 1016, 395–415.
Farries, M.A., Ding, L., and Perkel, D.J. (2005). J. Comp. Neurol.
484, 93–104.
Farries, M.A., and Perkel, D.J. (2002). J. Neurosci. 22, 3776–3787.
Hahnloser, R.H., Kozhevnikov, A.A., and Fee, M.S. (2002). Nature
419, 65–70.
Iyengar, S., and Bottjer, S.W. (2002). J. Neurosci. 22, 946–958.
Kao, M.H., Doupe, A.J., and Brainard, M.S. (2005). Nature 433,
638–643.
Kimpo, R.R., Theunissen, F.E., and Doupe, A.J. (2003). J. Neurosci.
23, 5750–5761.
Mooney, R., and Prather, J.F. (2005). J. Neurosci. 25, 1952–1964.
Mooney, R., Rosen, M.J., and Sturdy, C.B. (2002). J. Comp. Physiol.
A Neuroethol. Sens. Neural. Behav. Physiol. 188, 879–895.
Ölveczky, B.P., Andalman, A.A., Fee, M.S. (2005). PLoS Biol., in
press.
Perkel, D.J. (2004). Ann. N.Y. Acad. Sci. 1016, 736–748.
Person, A.L., and Perkel, D.J. (2005). Neuron 45, this issue, 129–
140.
Reiner, A., Laverghetta, A.V., Meade, C.A., Cuthbertson, S.L., and
Bottjer, S.W. (2004). J. Comp. Neurol. 469, 239–261.
Troyer, T.W., and Bottjer, S.W. (2001). Curr. Opin. Neurobiol. 11,
721–726.
DOI 10.1016/j.neuron.2005.03.020
