In this paper, the stabilizability of discrete-time switched linear systems subject to constraints on the switching law is considered. The admissible switching sequences are given by the language generated by a nondeterministic finite state automaton. Constructive necessary and sufficient conditions for recurrent stabilizability are given and the exact relations with the existence of control Lyapunov functions and with general stabilizability are provided. The dependence of stabilizability on the automaton initial state is also proved.
Introduction
Switched systems are systems whose behavior evolves among a finite class of different dynamics, [15] . Every behavior is characterized by the active mode that is selected by a function of time, the switching law. The interest in switched systems increased in the last decades due to their capability of modelling complex systems, such as embedded and networked systems. On the other hand, the analysis and control design for switched system might be rather involved, also for linear switched systems, [15, 22] . Concerning the problem of stabilizability of switched system, it is known that convex Lyapunov functions lead to conservative results, and nonconvex ones must be considered, see [6] . Nonconvex Lyapunov functions induced by the union of ellipsoids are employed in [7, 11, 26, 12, 8] , while more general homogeneous functions have been considered in [9] .
In this paper, whose preliminary version is [10] , we are considering the problem of stabilizability of switched linear systems subject to constraints on the switching law. In many practical cases, indeed, the mode sequence might be required to satisfy some conditions. Consider for instance the prob-Corresponding author M. Fiacchini. Tel: 33 (0)4 76 82 62 25, fax : 33 (0)4 76 82 63 88, email: mirko.fiacchini@gipsa-lab.fr. lems of safety specifications, the tasks scheduling, the interaction between control and software implementation and the constraints on dwell-time switching. Several kinds of these constraints may be modeled by a nondeterministic finite automaton, see [3] , by imposing that the switching law belongs to the language generated by such an automaton. The idea of employing regular languages and automata to impose constraints on the switching law has been recently applied to the problem of stability analysis for switched linear systems. The problem of stability of constrained switched linear system is addressed in [25, 20, 24] using automata properties while converse Lyapunov theorems, based on the joint spectral radius approach, are provided in [18] . Graph Lyapunov functions and spectral radius are employed in [1] and in [14] directed graphs are used to determine the switching sequences under which the system is stable. Lyapunov-Metzler conditions are considered in [13] and invariance in [2] for constrained switched systems.
The problem of determining stabilizing feedback control policies satisfying language constraints, dealt with in this paper, has not been treated, in the authors knowledge. For this purpose, we consider nonconvex star-shaped sets, see [19] , and their gauge functions as Lyapunov candidates, as in [9] , to provide an algorithm leading to constructive conditions for stabilizability. The concepts of recurrent exponential stabilizability and recurrent control Lyapunov func-tions are introduced. The finite termination of the algorithm is proved to be necessary and sufficient, not only for the existence of a recurrent Lyapunov function, as proved in [10] , but also of general Lyapunov functions and for recurrent stabilizability. Moreover we prove that recurrent stabilizability is only sufficient for stabilizability. Finally, the dependence of stabilizability on the automaton initial state is analyzed.
Notations Denote with R + the set on nonnegative real numbers. Given n ∈ N, define N n = { j ∈ N : 1 ≤ j ≤ n}.
Given Ω ⊆ R n define the interior of Ω as int(Ω), its closure as cl (Ω) and its boundary as ∂ Ω. The Euclidean norm in R n is x and the unit ball is denoted B n . The i-th element of a finite set of matrices is denoted as A i . Given a finite set I and N, M ∈ N with 0 < N ≤ M, all the possible sequences of length N of elements of I is I N = ∏ N j=1 I; define also I [N,M] = M k=N I k and |σ | = N if σ ∈ I N . The i-th element of a sequence σ is σ i . Given y ∈ Y and z ∈ Z, the vector [y T , z T ] T ∈ Y × Z is also denoted (y, z). Given a matrix A ∈ R n×m we use A −1 to denote, with slight abuse of notation, both its inverse matrix, if A is invertible, and the preimage of
for θ ∈ R.
Problem Formulation

Language constrained switched systems
Consider the discrete-time switched linear system
with x k ∈ R n the state at time k ∈ N; the set of q switching modes is I = N q ; σ : N → I the switching law and {A i } i∈I , with A i ∈ R n×n for all i ∈ I .
Assumption 1
The matrices A i , with i ∈ I , are nonsingular.
Assumption 1, although not necessary, is supposed to hold on the most part of the paper to maintain the results presentation simple. The proofs for the more general case of singular matrices requires the modification of some definitions, in particular concerning the Lyapunov functions, but are substantially analogous to those presented in the paper. Some considerations regarding the case of singular matrices are provided in Section 3.3.
We impose the constraint that σ has to belong to the language specified by a nondeterministic finite automaton.
Definition 1 A nondeterministic finite automaton is a tuple A = (S , I , δ , S 0 ) where S is a finite set of states, I = N q is a finite alphabet, δ : S × I → 2 S is a set-valued transition map, and S 0 ⊆ S is a subset of initial states.
A state s ∈ S is non-blocking if there is i ∈ I such that δ (s, i) = / 0, it is blocking otherwise. A switching law σ : N → I belongs to the language of A , denoted L(A ), if there is a sequence s σ : N → S , referred to as automaton trajectory generating σ , such that s σ 0 ∈ S 0 and s σ k+1 ∈ δ (s σ k , σ k ) for all k ∈ N. A state b ∈ S is reachable from a ∈ S if there exists an automaton trajectory s σ and N, M ∈ N, with N ≤ M, such that s N = a and s M = b. Given Ω ⊆ R n and s ∈ S , we denote the set Ω ×{s} as Ω × s to simplify the notation.
In the paper, we make the following assumptions on A :
Assumption 2 For all s ∈ S , s is non-blocking and there exists s 0 ∈ S 0 such that s is reachable from s 0 .
The assumption above is not restrictive since it is always possible to build from A an automaton A satisfying Assumption 2 and such that L(A ) = L(A ). Indeed, A is obtained firstly by removing all the states not reachable from an initial state and secondly by removing iteratively all blocking states. Remark also that, rigorously speaking, Definition 1 is not the classical definition of nondeterministic finite automaton since we do not define a set of final states, as we consider infinite sequences. Definition 1 actually defines a subclass of nondeterministic Büchi automaton, see [3] .
Remark 1 Given A , consider the automaton (S , I , δ , S ), i.e. the automaton A with initial states S 0 = S . From Assumption 2, they have the same trajectories and languages, except an initial finite transient required to s 0 ∈ S 0 to reach any s ∈ S . In the first part of the paper we will implicitly consider that S 0 = S to analyze the stabilizability and the existence of control Lyapunov functions for the system (1) subject to L(A ). The dependence on the set of the automaton initial states will be analyzed in Section 5.
Notions of stabilizability
A control policy ν : R n × S → I × S , is such that
Then, ν associates to the state (x, r) a switching mode and an admissible successor of r. Note that every mode sequence σ generated by ν is in L(A ), then we denote, with slight abuse of notation, ν ∈ L(A ). Moreover we denote with (x ν N (x 0 , r 0 ), r ν N (x 0 , r 0 )) ∈ R n × S the state of the system (1) and automaton A at time N starting from (x 0 , r 0 ) by applying the control policy ν. Thus, (x ν 0 (x 0 , r 0 ), r ν 0 (x 0 , r 0 )) = (x 0 , r 0 ). Analogously, given σ ∈ L(A ) we denote with x σ N (x 0 ) the state of (1) at time N starting at x 0 under the switching sequence σ . To simplify the notation, the dependence of x ν N , r ν N and x σ N on the initial 2 conditions may be dropped and we denote x + = x ν 1 and r + = r ν 1 . Finally σ ∈ I N belongs to L(A ) if it is the prefix of an element of L(A ).
We consider here the following notion of stabilizability:
The system (1) is globally exponentially stabilizable (GES) relatively to the language L(A ) if there are c ≥ 1 and λ ∈ [0, 1) and, for all x ∈ R n , there exists a switching law σ ∈ L(A ), such that
We also give below the definition of exponentially stabilizing control Lyapunov function (ECLF) for switched systems, adapted from that one formulated in [26] .
control policy ν(x, r) as in (2) and such that m(x, r) ∈ R.
The existence of an ECLF implies exponential stabilizability of the system (1) relatively to the language L(A ).
Remark 2 Note that it is sufficient that the ECLF as well as the control policy ν were defined on a subset of the automaton states R, since every state is assumed in the set of initial states, see Assumption 1 and Remark 1, provided the automaton state is maintained in R under ν.
We consider the particular case when the stabilizing switching law is such that the automaton reaches one state s ∈ S every N steps at most. We will refer to this class of switching sequences as recurrent.
Definition 4
The automaton trajectory r σ : N → S , generating the switching sequence σ ∈ L(A ), is ultimately recurrent in s ∈ S under σ if there exist m ∈ N, N ∈ N and a sequence l k : N → N such that l 0 = m and r σ l k = s, and 1 ≤ l k+1 − l k ≤ N for all k ∈ N. It is recurrent in s under σ if it is ultimately recurrent with m = 0. The recurrence length is N.
The concepts of recurrent stabilizability and recurrent ECLF are defined. Control policies that generate recurrent trajectories can be defined.
Definition 6 Given s ∈ S and N ∈ N positive, a control policy ν s : R n → (I × S ) [1, N] recurrent in s ∈ S , with recurrence length N, is such that
Thus, a recurrent control policy, related to the automaton state s, associates to every system state x a sequence of control actions (composed by switching mode and admissible successor, see (2) ) that generates automaton trajectories recurrent in s. Note that the switching sequences generated by ν s belong to L(A ), by construction, and then we write ν s ∈ L(A ).
Definition 7 A nonnegative continuous function V s : R n → R + is a recurrent exponentially stabilizing control Lyapunov function of system (1) in s ∈ S with recurrence length N ∈ N if for every x ∈ R n , we have
x for some constant κ 3 > 0 and control policy ν s recurrent in s with recurrence length N.
From Definition 7, a recurrent ECLF is defined only on the system state space and is such that a control policy, recurrent in s, exists that makes it decrease every time the automaton state reaches s, for every x ∈ R n . The existence of a recurrent ECLF is sufficient for systems (1) to be GES, as proved below.
Theorem 1 If a recurrent exponentially stabilizing control Lyapunov function in s ∈ S exists for system (1), then the system is globally exponentially stabilizable relatively to the language L(A ).
Proof: First note that, from the Definition 7, if a recurrent ECLF exists then there is a recurrent control policy ν s such that
for all x ∈ R n , where µ is smaller than one and can be made positive by appropriately choosing κ 3 , small enough, and κ 2 , big enough, if necessary. Since ν s generates recurrent trajectories r ν s , see Definitions 4 and 6, a sequence of instants l k exists where r ν s l k = s, with k ∈ N, such that 1 ≤ l k+1 − l k ≤ N, with recurrence length N and l 0 = 0. From (4) it follows
and then, denoting L = max{1, max i∈I { A i }}, for every j ∈ N positive there exists k ∈ N such that l k < j ≤ l k+1 and
Finally, from j ≤ l k+1 and l k+1 ≤ N + l k ≤ (k + 1)N, it follows that k ≥ j/N − 1 and then
and thus the system (1) is GES.
Necessary and Sufficient Condition with Recurrence
The main results of the paper, concerning the constructive conditions for the existence of an ECLF and the relations with recurrent GES, are presented in this section.
Geometric condition
The C-sets, i.e. compact, convex sets containing the origin in their interior, and the induced gauge functions are widely employed for robust stability and stabilizability of parametric uncertain linear systems, [4, 5] . In this paper we employ analogous geometrical concepts.
Notice that every C * -set is star-convex, i.e. there is z ∈ Ω such that every convex combination of x and z belongs to Ω for all x ∈ Ω, but the converse is not true in general. Some basic properties of the C * -sets and their gauge functions are listed below, see also [19] .
Property 1 Every C-set is a C * -set. Given a C * -set Ω ⊆ R n , we have that αΩ ⊆ Ω for all α ∈ [0, 1], and the gauge function Ψ Ω (x) is continuous; homogeneous of degree one, i.e. Ψ Ω (αx) = αΨ Ω (x) for all α ≥ 0 and x ∈ R n ; positive definite; defined on R n and radially unbounded. For every family of C * -sets Ω i with i ∈ N I , also the sets Ω = i∈I Ω i and Ω = i∈I Ω i are C * -sets and Ψ Ω (x) = min
for all x ∈ R n . Finally, for every nonsingular matrix A ∈ R n×n and C * -set Ω ⊆ R n , also AΩ is a C * -set in R n and Ψ AΩ (x) = Ψ Ω (A −1 x).
The gauge functions induced by C-sets have been used in literature as Lyapunov functions candidates, for linear parametric uncertain systems, [17, 4] , and switched systems with arbitrary switching, [16] . On the other hand, the gauge functions of C * -sets are proved to be a universal class of Lyapunov functions for switched systems with switching control law, see [9, 8] . We will be searching, then, for contractive C * -sets such that the related gauge functions could result to be recurrent ECLF for the switched systems subject to the language constraints induced by A .
For every set Ω ⊆ R n , state s ∈ S and mode i ∈ I , define the one-step operator for the switched system (1) whose switching law is specified by A as
Namely, given a set Ω, a state of the automaton s and a mode i, the operator Q s i (Ω) gives
where γ(s, i) is the backward operator for the automaton, i.e.
that is the set of the preimages of the set Ω × s through all the modes i ∈ I . Consider the Algorithm 1 below (which is a semi-algorithm, to be exact), where index s denotes the initial automaton state.
Algorithm 1 Computation of a contractive C * -set for the system (1), satisfying Assumption 1, recurrent in s.
• Initialization: given the C * -set Ω 0 ⊆ R n and a state s ∈ S , define Λ s 0 = Ω 0 × s and k = 0;
• Iteration for k ≥ 0:
,
•
If Algorithm 1 terminates, the following sets
are defined for all r ∈ S . Note that Ω s,s j = Ω s j .
The geometrical interpretations of the sets Λ s j and Ω r,s j , with r ∈ S , follow, their dependence on Ω 0 is left implicit. Given Λ s k ⊆ R n × S , the points in R n × S that can be steered in one step in Λ s k , by means of an admissible mode, are the set Λ s k+1 . Thus, Λ s j is the set of (x, r) ∈ R n × S that can be steered in Ω 0 ×s by means of admissible sequences of modes of length j. The set Ω r,s j is, then, the set of states x ∈ R n such that, if the automaton state is r, a switching sequence exists that steers x in Ω 0 in j steps, with the automaton state reaching s.
In particular Ω r,s j is the union of the preimages of sets Ω t,s j−1 , for some t ∈ S and through admissible modes i. In fact, an alternative, constructive, definition of Ω r,s j is obtained by defining
for s, r ∈ S and j ∈ N N s . In practice, Γ j (r, s) characterizes the first element of all the admissible switching sequences driving the system state from Ω r,s to Ω 0 and the automaton state from r to s in j steps. Then, for every r ∈ S and j ∈ N N s , the sets Ω r,s j can be recursively determined as
starting with Ω s,s 0 = Ω 0 .
Lemma 1 If Assumption 1 holds, the sets Ω r,s j are C * -sets or empty, for all j ∈ N N s and r ∈ S .
Proof: The result comes directly from the properties of C * -sets, see Property 1.
A first main result, providing a constructive method for determining whether the system (1) can be stabilized by means of a switching sequence in L(A ), is now presented. The Assumption 1 is supposed to hold, the case of singular matrices A i is treated in Section 3.3. Proof: First we prove sufficiency, that is the fact that the finite termination of the algorithm implies the existence of a recurrent ECLF in s. Suppose that the algorithm terminates with finite N s ∈ N. From the geometrical meaning, Ω s is the set of x ∈ R n that can be driven to Ω 0 , with the automaton initial and final states equal to s, by means of an admissible switching sequence of length p(x) smaller than or equal to N s , that is through a recurrent control policy ν s as in Definition 6. Moreover, since Ω 0 and Ω s are C * -sets, then there exists ρ ∈ (0, 1) such that
from Ω 0 ⊆ int Ω s . Consider the function
that is continuous, positive definite and homogeneous of order one, from Property 1 and Lemma 1, and then satisfies (i) of Definition 7. From the properties of the gauge function we have that
that implies satisfaction of (ii) in Definition 7. Then, V s (x) defined in (13) is a recurrent ECLF.
Concerning necessity, suppose that a recurrent ECLF in s ∈ S exists. This implies that the system is exponentially stabilizable under a control policy ν s recurrent in s, from Theorem 1. Then ν s generates trajectories r ν s recurrent in s, with recurrence length N ∈ N, and such that x ν s k ≤ cλ k x for all x ∈ R n , with λ ∈ [0, 1). Given the initial C * -set Ω 0 , fix τ ∈ (0, 1) and define
and β = α s m /α s M . Note that β ∈ (0, 1). Defining also K = min k∈N {k ≥ 1 : cλ k ≤ β }, it follows that for all x ∈ R n one has
with r 0 = s and r ν s K+k = s for at least a k ∈ N N , from recurrence. This implies that
that is equivalent, from homogeneity, to
Initializing Algorithm 1 with Ω 0 , which is such that α s m B n ⊆ Ω 0 , and iterating K + N steps one obtains a set that contains all the points (x, r) that can be steered in α s m B n × s in K + N steps or less. Therefore, from (14), we have
Theorem 2 establishes the equivalence between the existence of a recurrent ECLF and the finite termination of Algorithm 1. The relations with recurrent stabilizability and with general ECLFs are dealt with in the next section.
Remark 3 If the Algorithm 1 terminates in finite time then every initial state x ∈ R n can be exponentially stabilized. In fact, by Assumption 2 and Remark 1, the automaton state s can be considered as an initial state and the recurrent ECLF, being the gauge function of a C * -set, is defined on the whole R n , see Property 1.
Recurrent stabilizability and existence of ECLF
The existence of a recurrent ECLF is proved in Theorem 1 to be sufficient for stabilizability and can be obtained in finite time if it exists, see Theorem 2. Recurrent stabilizability can be proved to be also sufficient for the existence of a recurrent ECLF.
Proposition 1 Let Assumption 1 hold. The system (1) is recurrently globally exponentially stabilizable if and only if there exists a recurrent ECLF.
Proof: The fact that the existence of a recurrent ECLF implies recurrent GES follows directly from Theorem 1. We have to prove that if system (1) is recurrently GES then a recurrent ECLF exists. From recurrent GES there exist s ∈ S , N ∈ N, c ≥ 1 and λ ∈ [0, 1) such that, given µ ∈ [0, 1), for every (
x 0 ∈ B n , r 0 = s}, the Algorithm 1 with Ω 0 = µB n terminates after K steps at most. This implies the existence of a recurrent ECLF, from Theorem 2.
Then, the finite termination of Algorithm 1 is equivalent to the existence of a recurrent ECLF and to recurrent GES. We analyze hereafter the generality of recurrent ECLF, that is their relation with general ECLF defined in Definition 3.
Proposition 2
Let Assumption 1 hold. If Algorithm 1 terminates in finite time for a state s ∈ S then there exist a non-empty set R ⊆ S and an exponential control Lyapunov function in R.
Proof: Given ρ as in (12) , define µ = ρ 1/N s and notice that µ ∈ (0, 1). The proof is analogous to the one in [8] with
continuous positive definite function. Defining
from (10) and (11) and then the following control policy r) is an ECLF on R given by the automaton states r for which Ω r,s = / 0.
Note that the control policy (18) does not ensure, in general, recurrence of the automaton trajectories.
Above we proved that the existence of a recurrent ECLF, equivalent to the finite termination of Algorithm 1, is sufficient for the existence of an ECLF. Hereafter we analyze several aspects on necessity for stabilizability and on the relations with general ECLF.
The first issue is to prove, or exclude, that the recurrent ECLF are not conservative with respect to the generic ECLF.
That is, we want to prove that the existence of a recurrent 6 ECLF is necessary, as well as sufficient, for the existence of an ECLF as defined in Definition 3. For this, some concept related to the theory of graphs are to be introduced.
With the automaton A , it is possible to associate the finite directed graph or digraph G = (V , E ), for which the set of nodes is the finite set of states V = S and the set of edges is related to the transitions map δ : E = {(s, r) ∈ S 2 : ∃ ∈ I , r ∈ δ (s, )}.
Some definitions and properties related to the digraph G and its Strongly Connected Components (SCC) are given in Appendix A. Using Proposition 5 in appendix, the equivalence between the existence of ECLF and recurrent ECLF can be proved. Proof: Proposition 2 proves sufficiency. We prove necessity, that is the fact that the existence of an ECLF in R implies the existence of a recurrent one, in s ∈ S . Suppose that V (x, r) is an ECLF defined in R n × R. From Proposition 5 in appendix, the set R must contain at least one node belonging to a nontrivial SCC. Denote withC one nontrivial SCC such that there is not another SCC C i containing a node in R andC C i .C exists since the condensation is acyclic. Select one nodes ∈C ∩ R and denotep = |C |. From the definition ofC all the trajectories starting with automaton state ins exponentially converge to the origin while the automaton state remains inC under the control policy (2) . Moreover, sinceC is a SCC, every node inC is strongly connected tos. For every r ∈C with r =s define 
that is the set of switching sequences in L(A ) that generate the shortest paths inC between r ands, and
Thus, every (x, r) ∈ B n ×C can be steered in ρB n ×s through an admissible sequence σ (x, r) ∈ L(A ). From the existence of the ECLF, defined ins by hypothesis, every (x, r) ∈ B n ×s can be driven in finite time in ε ρ B n ×C , for every ε ∈ (0, 1), by means of the control policy ν(x, r) related to the ECLF.
Then, from what said above, (x, r) ∈ B n ×s can be steered in εB n ×s by a sequence in L(A ), which implies that the Algorithm 1 initialized with s =s and Ω 0 = εB n would end in finite time. Hence, from Theorem 2, a recurrent ECLF exists.
Above we proved that the existence of a recurrent ECLF defined in an automaton state s is necessary and sufficient for the existence of an ECLF. This means that the attention could be restricted to recurrent ECLFs. Moreover, its existence has been proved to be equivalent to the finite termination of Algorithm 1, leading to a constructive necessary and sufficient condition for the existence of an ECLF.
Nonsingular matrices
As noted above, imposing the nonsingularity of matrices A i is not necessary for the definition of Algorithm 1. Indeed, the preimage of a set A −1 Ω, is well-defined, even if A is singular. Then the operator Q s i (Ω), as in (5) and (6), is welldefined also for singular matrices, although, in this case, it provides unbounded closed sets instead of compact ones. Thus, if some A i are singular, some of the sets Ω s j might be unbounded, but the stop condition would still imply that the states in Ω s can be steered in Ω 0 in N s steps at most. The main issue is that, in case of singular matrices, the sets Ω r,s j might be unbounded, for some r ∈ S , from definition (9), see the example below. Starting with Ω 0 = B 2 and s = a, Algorithm 1 ends in two steps with Ω a 1 = / 0 and Ω a 2 = {x ∈ R 2 : |x 1 | ≤ 2}, unbounded. Moreover, from (9), we have Ω b,a 1 = {x ∈ R 2 : |x 1 | ≤ 1}, unbounded.
Roughly speaking, the unbounded sets are due to the preimage operator employed in generating the sets Ω r,s j . Since the Lyapunov functions considered must be positive for every x = 0, see Definitions 3 and 7, the gauge function of unbounded sets should not be employed. Notice that boundedness has been imposed above through Definition 8 of C * -sets and Lemma 1.
Lyapunov functions that are positive for all x ∈ R n , except in the origin, can be obtained by modifying the definition of sets Ω r,s j , for all r ∈ S . If the Algorithm 1 terminates after N s steps with some unbounded Ω r,s j , an alternative sequence of bounded sets can be defined to induce control Lyapunov functions analogous to those valid under Assumption 1.
Starting from j = 1 andΩ s,s 0 = Ω 0 , bounded since C * -set, define iteratively, for every r ∈ S , the set Ω r,s j = (i,t)∈Γ j (r,s) 20) which is bounded, for every ρ r > 0. The dependence on the value of ρ r are left implicit for notational reasons. Clearlȳ Ω r,s j ⊆ Ω r,s j for all j ∈ N N s and r ∈ S .
Lemma 2 For every j ∈ N N s and every r ∈ S , the setsΩ r,s j given by (20) with initializationΩ s,s 0 = Ω 0 are such that if x ∈Ω r,s j then there are i ∈ I and t ∈ S such that t ∈ δ (r, i) and A i x ∈Ω t,s j−1 .
Proof: Since x ∈Ω r,s j then there are i ∈ I and t ∈ S such that x ∈ A −1 iΩ t,s j−1 ∩ ρ r B n and t ∈ δ (r, i), from the definition (10). Thus,
Lemma 2 implies that, by construction, every element ofΩ r,s j can be steered in Ω 0 in j steps by an admissible switching sequence driving r to s and then
is a set of states that can reach Ω 0 in N s steps at most through a switching sequence generating an automaton trajectory starting in r and ending in s, for all r ∈ S . Thus, if Ω 0 ⊆ int(Ω s,s ) then the gauge functions ofΩ s,s j andΩ r,s j can be used to determine a recurrent ECLF, as showed in Theorem 2, and an ECLF, as in Proposition 2, the proofs would be substantially the same as for the case of nonsingular matrices.
What is left to prove is the fact that, if Algorithm 1 terminates, then Ω 0 ⊆ int(Ω s,s ) holds for sufficiently big values of ρ r , with r ∈ S . Proof: We proceed by contradiction, supposing that there is x ∈ Ω s,s ∩ ρB n that does not belong toΩ s,s for every finite ρ r with r ∈ S . From the definition of Ω s,s , there exists an admissible switching sequence σ , generating an automaton trajectory of length p ≤ N s , denoted r σ , starting and terminating in s and such that x σ p (x) ∈ Ω 0 and then
from (10) . Take ρ r ∈ R such that
for all r ∈ S . By definition, σ and r σ are such that r σ p = s and Proposition 3 implies that, by fixing ρ such that Ω 0 ⊆ int(ρB n ) and by appropriately choosing the bounding parameters ρ r with r ∈ S , the condition Ω 0 ⊆ int(Ω s,s ) is satisfied, since finite termination of Algorithm 1 ensures Ω 0 ⊆ int(Ω s,s ).
Summarizing, even if Assumption 1 does not hold and Algorithm 1 terminates with Ω r,s unbounded, C * -setsΩ r,s exist that can be used to determine recurrent ECLFs and ECLFs, as in the proof of Theorem 3 and Proposition 2.
Stabilizability without ECLF
We are now concerned with the problem of analyzing whether the existence of an ECLF is necessary, as well as sufficient, for exponential stabilizability of a switched system (1) subject to language constraints. A counterexample is given which proves that necessity does not hold. 
Both matrices have eigenvalues 0.5 and 1.2; the eigenvector of 0.5 for A 1 is (2, 1) whereas for A 2 is (2, −1); the eigenvectors of 1.2 are (−1, 2) and (−1, −2) for A 1 and A 2 , respectively. If we apply the Algorithm 1 with Ω 0 = B 2 and no constraint on the switches (or, equivalently, with automaton that generates a language formed by every possible sequence) we obtain the set in Figure 2 . It can be noticed that the set Ω 0 is not contained in the union of preimages, neither for higher horizons. Moreover, it could be inferred 
defined in S. Thus every trajectory starting in S under control law (26) remains in S and converges exponentially to the origin. This is also proved by the following inequalities: Therefore, summarizing, all the trajectories starting in S exponentially converge to the origin under the switching law (26) , but the switched system is not globally exponentially stabilizable. On the other hand, appropriate initial switching sequences can be designed such that every initial state can be steered in finite time in the sector S. Consider for instance the additional modes A 3 = λ R(π/4), A 4 = λ R(π/2) and A 5 = λ R(3π/4) and the automaton in if the initial state is not in S, an appropriate rotation can be performed through A 3 , A 4 or A 5 to steer the state in S. Then the control switching law can be applied to generate an exponentially convergent trajectory, with decay rate λ . Thus, the system is GES but it does not admit any ECLF as in Definition 3.
The counterexample above implies that recurrent ECLF are only sufficient for GES. The relations between the different stabilizability properties are summarized in Figure 5 . In the previous sections we implicitly considered that the stabilizability of switched systems subject to language constraints does not depend on the set S 0 of automaton initial conditions, see Remark 1. Hereafter, the dependence on S 0 of the existence of an ECLF and of the stabilizability are analyzed.
GE Stabilizability
Recurrent ECLF
First we prove that the existence of an ECLF does not depend on S 0 , provided Assumption 2 is satisfied.
Proposition 4 Let Assumption 1 hold. An exponential control Lyapunov function for the system (1) under language constraint L(A ) exists with S 0 = S if and only if it exists with S 0 ⊆ S satisfying Assumption 2.
Proof: About sufficiency, note that an ECLF for a particular set of initial automaton states S 0 ⊆ S , is an ECLF also for initial state set S . To prove necessity, suppose that an ECLF in a non-empty R ⊆ S exists. From Theorems 2 and 3 we can suppose that the Lyapunov function V (x, r) is defined as (15) in R. For every S 0 ⊆ S such that Assumption 2 holds, we prove that there exists also an ECLF in R 0 ⊆ S such that R 0 ∩ S 0 = / 0. Consider a node s 0 ∈ S 0 such that R is reachable from s 0 , that exists from Assumption 2. Denote with s r one node in R reachable through the shortest path from s 0 and R and σ 0 the switching sequence generated by such path. Thus, the path from s 0 and s r does not contain any node in R except s r . Denote p = |σ 0 | and define m ∈ S p+1 such that m 1 = s 0 , m p+1 = s r and m k+1 ∈ δ (m k , σ 0 k ) for all k ∈ N p , i.e. m is the automaton trajectory starting in s 0 terminating in s r and generating σ 0 . Since the path is the shortest, then m j = m k for all j, k ∈ N p such that j = k. Given the set Ω s r ,s that determines V (x, s r ), define the sets Proposition 4 implies that the existence of an ECLF for the system (1) satisfying Assumptions 1 and 2 under language constraint L(A ) does not depend on the initial state of the automaton.
Recurrent stabilizability
In this section we prove that, although from Assumption 2 every mode is reachable from an initial automaton state, stabilizability depends on S 0 . . The automaton determining the language constraints is depicted in Figure 6 . Every node is reachable from every other node but the global stabilizability of the system depends on the initial state of the automaton. Indeed, if S 0 = {d}, therefore the system is not stabilizable since if the initial state is in the sector I, then it cannot be steered in S. In fact the rotations related to modes 3, 4 and 5 would be preceded by the inverse rotations, i.e. 6, 7 and 8 respectively, leading to a null effect. On the other hand if S 0 = S then the appropriate initial rotation could be performed to steer the state in S, if necessary, and thus the system would be stabilizable. No recurrent ECLF has been obtained after 5 steps, but for N s = 6 the stop condition holds for three automaton states, i.e. for a, c and d. The resulting sets are drawn in Figure 8 . The control policy related to the mode s = d has been applied, resulting in the state and automaton trajectories shown in Figure 9 . Note that, since we applied a minswitching control strategy, given in the proof of Proposition 2, the recurrence in d is not assured every 6 steps or less, see the instants between 17 and 24. Fig. 8 . Sets Ω r,s for all r, s ∈ I and N s = 6. The set Ω r,s is depicted in the line s column r. In blue the sets related to recurrent ECLF. to whose switching we impose the constraints given by the automaton in Figure 10 . This means that, in practice, the sequential repetition of mode 2 is forbidden. The Algorithm 1 applied with s = b and Ω 0 = B 2 , generates the sequence of Ω s j depicted in Figure 11 and then stops after 4 iteration, while the analogous algorithm without any constraint terminates in 3 steps, see [9] . 
Conclusions
In this paper we presented a constructive approach to characterize stabilizability and recurrent stabilizability for switched linear systems subject to constraints on the switching law. An algorithm is proposed whose finite termination provides a necessary and sufficient condition for the existence of an ECLF. Moreover, the exact relations between stabilizability, recurrent stabilizability and existence of ECLF are provided. The dependence of stabilizability on the automaton initial state is also proved.
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Directed Acyclic Graph (DAG), because it does not contain any cycle. We can define a relation between the SCCs as C i C j if there exists a path between one node in C i and a node in C j . This is a partial relation order between the SCCs because it is reflexive (C i C i ), antisymmetric (C i C j and C j C i imply C i = C j ) and transitive (C i C j and C j C imply C i C ).
Computing the condensation of a digraph is a standard task and several dedicated algorithms are available in the literature. Among them, one can cite the Kosaraju's algorithm [21] or the Tarjan's algorithm [23] .
Proposition 5 Let G be the digraph associated with the automaton A and its condensation G SCC . Every trajectory of the constrained switched system subject to the language constraint L(A ), has a projection on the automaton state space that ultimately enters and does not exit a nontrivial SCC.
Proof: The result is due to the fact that the condensation is a directed acyclic graph.
