On a new method for finding generalized equivalence transformations for differential equations involving arbitrary functions  by Bîlaˇ, Nicoleta
Journal of Symbolic Computation 46 (2011) 659–671
Contents lists available at ScienceDirect
Journal of Symbolic Computation
journal homepage: www.elsevier.com/locate/jsc
On a new method for finding generalized equivalence
transformations for differential equations involving
arbitrary functions
Nicoleta Bîlaˇ 1
Department of Mathematics and Computer Science, Fayetteville State University, Fayetteville, NC 28301, USA
a r t i c l e i n f o
Article history:
Received 24 July 2010
Accepted 1 December 2010
Available online 3 February 2011
Keywords:
Lie groups of transformations
Classical Lie symmetries
Equivalence transformations
Differential equations
Symbolic computation
a b s t r a c t
A new efficient method for finding generalized equivalence trans-
formations for a class of differential equation systems via its re-
lated extended classical symmetries is presented. This technique
can be further adapted to find the equivalence transformations
for the mathematical model. It applies to classes of differential
systems whose arbitrary functions involve all equations’ indepen-
dent variables. As a consequence, any symbolic manipulation pro-
gram designed to find classical Lie symmetries can also be used
to determine generalized equivalence transformations and equiv-
alence transformations, respectively, without any modification of
the program. The method has been implemented as the maple
routine gendefget and is based on the maple package desolv
(by Carminati and Vu). The nonlinear stationary heat conduction
parameter identification problem is considered as an example.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
In the last decades, differential equation (DE) systems involving arbitrary functions have received
an increased interest, especially due to their frequent occurrences in various research fields, such as
industrial mathematics, mathematical biology, mathematical finance, and fluid mechanics (see, for
instance, Gambino et al. (2004), Ibragimov and Säfström (2004), Ibragimov et al. (2008), Meleshko
(1996), Romano and Torrisi (1999), and Torrisi and Tracina (1998)). The model’s arbitrary functions
are called arbitrary elements in group analysis theory (Ovsyannikov, 1982), while in inverse problems
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theory they are referred to as data or parameters, depending on the context of the studied equations
(Engl et al., 1996). The behavior of a mathematical model described by such a DE system is crucially
influenced by the arbitrary functions describing specific elements of the analyzed problem. For
instance, for ill-posed parameter identification problems, arbitrary small changes in the data may
lead to arbitrary large changes in the solution. On the other hand, group analysis theory represents
a modern framework for obtaining specific information on a model (i.e., group invariance, symmetry
reductions, dimensionless related models, and group-invariant solutions) that is encapsulated in the
nonlinearity of its equations. Briefly, one can explore various types of transformations associatedwith
the model’s equations: classical Lie symmetries (introduced by Lie (1929)), nonclassical symmetries
(due to Bluman and Cole (1969)), equivalence transformations (introduced by Ovsyannikov (1982)) or
generalized equivalence transformations (due to Meleshko (1994); see also Meleshko (1996)). While
the classical and nonclassical symmetries have been intensively studied for a remarkable number
of mathematical models (see, for instance, Ames et al. (1994), Ibragimov et al. (1995), Olver and
Vorob’ev (1996), and references within), the equivalence transformations have been less popular and
used mainly for classifying classes of DEs with arbitrary functions. Recent advances in the theory
of equivalence transformations have been presented by Lisle (1992), Popovych and Ivanova (2004),
and Popovych et al. (2010). In past years, the (generalized) equivalence transformations have also
been discussed in connection with their differential invariants for particular applied DEs (see, for
instance, Ibragimov et al. (2008), Ibragimov and Säfström (2004), and Tsaousia and Sophocleous
(2008)). Beginning with the first implementation of the classical Lie method — due to Katkov and
Kostyukova (see Ovsyannikov (1982)) — a large number of computer programs have been designed
with the aim of finding specific symmetry reductions related to DEs (see, for instance, Butcher et al.
(2003), Clarkson and Mansfield (1994), Hereman (1996), and Hereman (1997)). For example, for the
symbolic manipulation programmaple, the package desolv (by Carminati and Vu (2000)) determines
classical Lie symmetries for a DE system and the subroutine gendefnc (Bîlă and Niesen, 2004) can
be used to obtain the nonlinear system of the determining equations of the nonclassical symmetries
for a partial differential equation (PDE) system. For reduce, Meleshko (2005) presents specific codes
for finding certain symmetry reductions. However, it is worth mentioning that at the moment, there
are no such programs implementing the equivalence transformation method (or the generalized
equivalence transformation method) available for maple.
Among the DE systems involving arbitrary elements, one can distinguish a class of systems whose
arbitrary functions involve all equations’ independent variables. For these types of models, recently,
Bîlă and Niesen (2009) have discussed two new classes of Lie groups of transformations that can
also furnish important information on a studied model. These groups of transformations have been
named extended classical symmetries and extended nonclassical symmetries, respectively, and have
been analyzed in the context of certain mathematical models arising in car windshield design (Bîlă,
2004) and in heat conductivity (Bîlă and Niesen, 2009). Following this new approach, the space of
the dependent variables of a DE system is augmented with the space of its arbitrary functions, and,
consequently, in the resulting system, both sets of arbitrary functions andoriginal dependent variables
are regarded as unknowns. It has been shown that this technique leads to new symmetry reductions
that cannot be obtained by using other known methods. One of the main advantages of using these
new symmetry reductions is the possibility of predicting for which classes of arbitrary functions the
model’s dimension can be reduced. Surprisingly, although the idea of including the arbitrary functions
in the set of the dependent variables (or in the set of the independent variables if themodel’s equations
involve arbitrary constants) has appeared in the literature (see Burde (2002), Fushchych and Symenoh
(1997), Fushchych et al. (1998), and Symenoh and Tsyfra (1997)), it has not been explored extensively
in the context of the symmetry reduction methods. Therefore, in this paper we will emphasize the
relationship between extended classical symmetries and other types of groups of transformations,
such as generalized equivalence transformations and equivalence transformations.
The goal of this paper is to introduce an efficient method for determining the generalized
equivalence transformations and the equivalence transformations, respectively, related to a class
of DE systems whose arbitrary functions involve all the model’s independent variables. It is shown
that the determining equations of the generalized equivalence transformations can be retrieved
from the determining equations of the extended classical symmetries if the latter system is further
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augmented with specific PDEs related to the auxiliary conditions imposed on the arbitrary functions.
This method may be adapted to equivalence transformations as well. Since the extended classical
symmetries can be found by using any symbolic manipulation program designed to determine
classical Lie symmetries, it follows that the same programs (without any modification) can also be
applied to obtain the generalized equivalence transformations and, respectively, the equivalence
transformations of a class of DE systems.
The paper is structured as follows: Section 2 contains a brief overview of the extended classical
symmetries, the generalized equivalence transformations, and the equivalence transformations
associated with a class of DE systems. Section 3 contains the proposed method (Section 3.1), the
maple subroutine gendefget (Section 3.2), and an example arising in heat conduction (Section 3.3).
The conclusions of this work are presented in Section 4.
2. Brief review of the extended classical symmetries, equivalence transformations, and
generalized equivalence transformations
2.1. Extended classical symmetries
Initiated by Sophus Lie (1842–1899), symmetry analysis provides the most powerful tools for
obtaining closed-form exact solutions for nonlinear PDEs via specific symmetry reductions (Lie, 1929).
Modern presentations of Lie’s theory can be found in the works by Ovsyannikov (1982), Ames et al.
(1994), and Olver (1986). Symmetry analysis theory is based on the applications of the continuous
transformation groups (named today Lie groups of transformations) to DE systems. By definition, the
(classical) Lie symmetry group related to a DE system is a (local) Lie group of transformations that acts
on the space of the independent and dependent variables of the systemwith the property it leaves the
set of its solutions invariant. Moreover, the form of the DE system remains invariant under the action
of this group of transformations (see Ames et al. (1994, p. 14)). Based on the criterion for infinitesimal
invariance, the technique of finding the symmetry group related to a DE system is known today as the
classical Lie method.
Consider the DE system
F (x, u(n), φ(m)) = 0, (1)
with p independent variables x = (x1, . . . , xp) ∈ X ⊂ Rp, q dependent variables u = (u1, . . . , uq) ∈
U ⊂ Rq, and r arbitrary functions φ = (φ1, . . . , φr) ∈ W ⊂ Rr , where φ = φ(x). Observe that
the arbitrary functions φ in (1) depend on all system’s independent variables. Here u(n) denotes the
function u together with its partial derivatives up to order n; likewise φ(m) represents the function
φ along with its partial derivatives up to order m, and F = (F1, . . . ,Fl) is the function defining
the equations (1). Assume that the system is locally solvable and defines a regular submanifold (with
respect to u).
To introduce the extended classical symmetries for (1), the spaceU of the dependent variables u
is augmented with the spaceW of the arbitrary functions φ and, subsequently,U ×W becomes the
space of the new dependent variables u and φ of the system — for more details see Bîlă and Niesen
(2009). In other words, both functions u and φ are regarded as unknowns in (1). Note that the system
(1) remains locally solvable and ofmaximal rank after these changes. Similar to the case of the classical
Lie symmetries (see, e.g., Olver (1986)), let us consider the one-parameter Lie group of transformations
xk = f k(x, u, φ; ε) = xk + εζ k(x, u, φ)+ O(ε2), k = 1, . . . , p,us = g s(x, u, φ; ε) = us + ελs(x, u, φ)+ O(ε2), s = 1, . . . , q,φα = hα(x, u, φ; ε) = φα + εθα(x, u, φ)+ O(ε2), α = 1, . . . , r
acting on an open set D ⊂ X × U × W (here ε is the group parameter) and its associated general
infinitesimal generator (or extended classical symmetry operator) given by
X =
p−
k=1
ζ k
∂
∂xk
+
q−
s=1
λs
∂
∂us
+
r−
α=1
θα
∂
∂φα
,
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whose coefficients (or infinitesimals) ζ k, λs, and θα depend on x, u, and φ. The above Lie group of
transformations is an extended classical symmetry for (1) if it leaves the form of the DE system (1)
invariant, i.e.,
F (x,u(n),φ(m)) = 0.
Observe that the set of all analytical solutions also remains invariant under the action of this group.
Similar to the case of the classical Lie symmetries, the extended classical symmetries can be found by
applying the criterion for infinitesimal invariance (more details can be found in Olver (1986)) which
rewrites as
pr(N)X(F )|F=0 = 0,
where N = max(n,m) is the order of the highest leading derivative in (1) and pr(N)X is the Nth order
prolongation of X defined as
pr(N)X = X +
q−
s=1
−
J
ΛsJ
∂
∂usJ
+
r−
α=1
−
J
ΘαJ
∂
∂φαJ
, (2)
with the coefficients given by
ΛsJ = DJ

λs −
p−
k=1
ζ kusk

+
p−
k=1
ζ kusJ,k,
ΘαJ = DJ

θα −
p−
k=1
ζ kφαk

+
p−
k=1
ζ kφαJ,k,
(3)
where DJ denotes the total derivatives for the multi-indices J = (j1, . . . , jk), 1 ≤ ji ≤ N , that are
obtained from the following total derivative operators with respect to xi
Di = ∂
∂xi
+
q−
m=1
umi
∂
∂um
+
r−
β=1
φ
β
i
∂
∂φβ
, i = 1, . . . , p, (4)
with umi = ∂um/∂xi and φβi = ∂φβ/∂xi. Observe that pr(N)X is determined by taking into account
that u and φ are both dependent variables, exactly as one would proceed in finding the classical Lie
symmetries for a DE systemwithout arbitrary functions. Next, the substitution of (2) into the criterion
for infinitesimal invariance yields the relation
p−
k=1
ζ k
∂F
∂xk
+
q−
s=1
λs
∂F
∂us
+
r−
α=1
θα
∂F
∂φα
+
q−
s=1
−
J
ΛsJ
∂F
∂usJ
+
r−
α=1
−
J
ΘαJ
∂F
∂φαJ
= 0 (5)
whichmust be identically satisfiedwheneverF = 0. Fromhere, it results that the infinitesimals ζ k,λs,
and θα satisfy an over-determined linear PDE system named the determining equations of the extended
classical symmetries of the DE system (1). This system is found by applying the following three-step
procedure: first, solve the DE system (1) with respect to the highest order partial derivatives; second,
eliminate any dependence occurring between the partial derivatives of u and φ by substituting the
highest order partial derivatives in (1) into (5); third, set to zero all coefficients of the remaining
partial derivatives in (5). Note that the determining equations of the extended classical symmetries
do not contain the arbitrary functions φ or their partial derivatives as opposed to the classical Lie
symmetries approach (in which the determining equations involve the arbitrary functions and their
partial derivatives). Recall that the classical Lie symmetries of the DE system (1) are found by seeking
a one-parameter Lie group of transformations that acts only on the space of the independent and
dependent variables of the system (1). The coefficients of its associated infinitesimal generator depend
on x and u only, and, consequently, the determining equations of the classical Lie symmetries are given
by an over-determined linear PDE system which involves the arbitrary functions φα along with their
partial derivatives.
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2.2. Equivalence transformations and their generalizations
Consider the following DE system
G(x, u(n),Φ(m)) = 0, (6)
with p independent variables x = (x1, . . . , xp) ∈ X ⊂ Rp, q dependent variables u = (u1, . . . , uq) ∈
U ⊂ Rq, and r arbitrary functions Φ = (Φ1, . . . ,Φr) ∈ W ⊂ Rr , where Φ = Φ(x, u). Here u(n)
denotes the function u together with its partial derivatives up to order n,Φ(m) represents the function
Φ along with its partial derivatives up to order m, and G = (G1, . . . ,Gl) is the function defining (6).
Assume that the system is locally solvable and defines a regular submanifold (with respect to u). In
this section, we discuss the case when the arbitrary functionΦ involve all the systems’s independent
variables x and dependent variables u. Later, in Section 3, we will consider Φ(x, u) = φ(x), i.e., the
arbitrary functionsΦ involve all system’s independent variables only.
The equivalence transformationshave been introduced byOvsyannikov (1982) and generalized later
by Meleshko (1996). These classes of transformations are discussed in the context of DEs involving
arbitrary functions. For instance, (6) may be regarded as belonging to a family T of DE systems —
each function Φ is related to a system of such form. Two systems of the family T may have the
same differential structure — here the differential structure is considered with respect to the partial
derivatives of the dependent variables u — but differ from one another through the functions, say
Φ1 and Φ2. The two DE systems with the same differential structure that correspond to Φ1 and Φ2
are called equivalent. In this context, the system associated with Φ1, for instance, may be named
a representative of its corresponding equivalence class. By definition, an equivalence transformation
related to the family T (6) is a non-degenerate change of the independent variables x and the
dependent variables uwith the property that it leaves T invariant. It maps a system of T into another
system belonging to T . An equivalence transformation is given in its finite form, i.e., x = P(x˜, u˜)
and u = Q (x˜, u˜) or, as we will see in what follows, through its related Lie group of transformations.
The equivalence relation defined on T divides this family into disjoint classes of equivalent systems
and, therefore, the systems of the family T are permuted among themselves via distinct equivalence
transformations (Ibragimov et al., 1995). The equivalence group of (6) consists in all equivalence
transformations of this system.
To determine the equivalence transformation related to a family of DEs, Ovsyannikov introduced
a method based on the criterion for infinitesimal invariance which consists in seeking a Lie group of
transformations of the formx = F(x, u; ε), u = G(x, u; ε), Φ = H(x, u,Φ; ε),
where ε is the group parameter, that acts on the space of the independent and dependent variables
of the system and the set of the arbitrary functionsΦ with the property that it leaves the differential
structure of (6) invariant except for its arbitrary function. Meleshko (1996) generalized the notion of
equivalence transformations by requesting that the above one-parameter Lie groupof transformations
has the formx = f (x, u,Φ; ε), u = g(x, u,Φ; ε), Φ = h(x, u,Φ; ε),
where ε is the group parameter, and, therefore, bothx andu are sought as functions ofΦ . Throughout
this paper, we will refer to the equivalence transformations in sense of Meleshko as generalized
equivalence transformations. Therefore, a generalized equivalence transformation is a non-degenerate
change of the dependent variables, independent variables, and arbitrary functions of the above
form which transforms a DE system of a given class to a system of equations of the same class
(see also Meleshko, 2005, p. 193). Let us discuss the method of finding the generalized equivalence
transformations related to a class of DE systems (for more details, see Meleshko, 1996). Consider
Y =
p−
k=1
ξ k
∂
∂xk
+
q−
s=1
ηs
∂
∂us
+
r−
α=1
µα
∂
∂Φα
,
the general infinitesimal generator (or the generalized equivalence transformation operator) of (6),whose
coefficients are functions of x, u, and Φ . Denote Φαi = ∂Φα/∂xi and Φαus = ∂Φα/∂us. The extension
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(or specialization) of the operator Y is defined by
Y ∗ = Y +
q−
s=1
−
J
AsJ
∂
∂usJ
+
r−
α=1
p−
i=1
Bαi
∂
∂Φαi
+
r−
α=1
q−
s=1
Cαs
∂
∂Φαus
+ · · · , (7)
with the coefficients expressed as follows
Asj1 = Dj1(ηs)−
p−
k=1
uskDj1(ξ
k), s = 1, . . . , q, j1 = 1, . . . , p, (8)
AsJ = Dji(Asj1...ji−1)−
p−
k=1
usj1...ji−1kDji(ξ
k), s = 1, . . . , q, (9)
where J = (j1, . . . , ji) is a multi-index of order iwith 1 ≤ i ≤ n and 1 ≤ jl ≤ p, 1 ≤ l ≤ i,
Bαi =Di(µα)− p−
k=1
Φαk
Di(ξ k)− q−
m=1
Φαum
Di(ηm), i = 1, . . . , p, α = 1, . . . , r, (10)
Cαs =Dus(µα)− p−
k=1
Φαk
Dus(ξ k)− q−
m=1
Φαum
Dus(ηm), α = 1, . . . , r, s = 1, . . . , q, (11)
for which the total derivative operators are
Di = ∂
∂xi
+
q−
m=1
umi
∂
∂um
+
r−
β=1

Φ
β
i +
q−
m=1
umi Φ
β
um

∂
∂Φβ
, i = 1, . . . , p, (12)
Di = ∂
∂xi
+
r−
β=1
Φ
β
i
∂
∂Φβ
, i = 1, . . . , p, (13)
and
Dus = ∂
∂us
+
r−
β=1
Φ
β
us
∂
∂Φβ
, s = 1, . . . , q. (14)
Similar to Ovsyannikov’s method for equivalence transformations, the generalized equivalence
transformations are found from the next criterion for infinitesimal invariance
Y ∗(G)|G=0 = 0.
In particular, if the DE system (6) involves only the functionsΦ and their first order partial derivatives,
the substitution of the extension (7) into the above criterion implies
p−
k=1
ξ k
∂G
∂xk
+
q−
s=1
ηs
∂G
∂us
+
r−
α=1
µα
∂G
∂Φα
+
q−
s=1
−
J
AsJ
∂G
∂usJ
+
r−
α=1
p−
i=1
Bαi
∂G
∂Φαi
+
r−
α=1
q−
s=1
Cαs
∂G
∂Φαus
= 0 (15)
and this relationmust be satisfiedwhenever (6) holds. Hence, the coefficients ξ k,ηs, andµα of Y satisfy
a linear PDE system called the determining equations of the generalized equivalence transformations
related to (6). This system is determined by applying a technique similar to that for finding extended
classical symmetries: once any dependence occurring between the partial derivatives of u andΦ has
been eliminated (by substituting the highest order partial derivatives occurring in (6) into (15)), the
coefficients of the remaining partial derivatives in (15) are set to zero.
Remarks. (1) If the arbitrary functionsΦ do not involve all the system’s independent and dependent
variables, the Eqs. (6) are augmented with specific auxiliary conditions. For instance, as shown in the
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next section, ifΦ(x, u) = φ(x), the auxiliary conditions imposed on the arbitrary functions are (22). In
this case, the criterion for infinitesimal invariance rewrites as (23) and, thus, it imposes the invariance
of the auxiliary conditions under the extension of the operator Y .
(2) The coefficients of the equivalence transformations may be derived from the coefficients of the
generalized equivalence transformation operator Y under the assumptions
∂ξ k
∂Φα
= 0 and ∂η
s
∂Φα
= 0, k = 1, . . . , p, s = 1, . . . , q, α = 1, . . . , r. (16)
Therefore, the determining equations of the equivalence transformations can be obtained from the
determining equations of the generalized equivalence transformations if the latter equations are
augmented with the PDEs (16).
3. Newmethod for finding generalized equivalence transformations
3.1. Theoretical approach
In this section, we discuss the method of obtaining the generalized equivalence transformations
of a class of DE systems via its associated extended classical symmetries. This technique applies
to DE systems whose arbitrary functions involve all system’s independent variables only, that is
Φ(x, u) = φ(x). Although our proof is restricted for clarity to the case when the DE system (6)
contains the arbitrary functions along with their first order partial derivatives, the maple subroutine
gendefget is designed for the general case when the system’s equations also involve higher order
partial derivatives of the arbitrary functions. Consider the following DE system
H(x, u(n), φ(1)) = 0, (17)
whereH = (H1, . . . ,Hl) is the function defining the above equations and φ = (φ1, . . . φr) are the
system’s arbitrary functionsφ = φ(x). Assume that the system is locally solvable and defines a regular
submanifold (with respect to u). Let
V =
p−
k=1
ζ k
∂
∂xk
+
q−
s=1
λs
∂
∂us
+
r−
α=1
θα
∂
∂φα
(18)
and
W =
p−
k=1
ξ k
∂
∂xk
+
q−
s=1
ηs
∂
∂us
+
r−
α=1
µα
∂
∂φα
(19)
be the extended classical symmetry operator and, respectively, the generalized equivalence
transformation operator related to (17). Here the coefficients ζ k, λs, θα and, respectively, ξ k, ηs,
µα depend on x, u, and φ. While the nth order prolongation of V is given by (2), the extension
of W is expressed by (7). Next, let us compare how the determining equations of the extended
classical symmetries and, respectively, the determining equations of the generalized equivalence
transformations of (17) are obtained.
The substitution of the nth order prolongation of V into the criterion for infinitesimal invariance
(5) yields the following relation
p−
k=1
ζ k
∂H
∂xk
+
q−
s=1
λs
∂H
∂us
+
r−
α=1
θα
∂H
∂φα
+
q−
s=1
−
J
ΛsJ
∂H
∂usJ
+
r−
α=1
p−
i=1
Θαi
∂H
∂φαi
= 0 (20)
whichmust be identically satisfied wheneverH = 0. The summation over J in (20) is carried out over
all multi-indices J = (j1, . . . , jk) of order k (with 1 ≤ ji ≤ n and 1 ≤ k ≤ n). Since the coefficientsΛsJ
andΘαi are given by (3), we obtain
Θαi = Di

θα −
p−
k=1
ζ kφαk

+
p−
k=1
ζ kφαik = Di (θα)−
p−
k=1
φαk Di

ζ k

, (21)
where the operator of the total derivative Di is given by (4).
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To determine the generalized equivalence transformations related to (17), we augment the original
system with the following auxiliary conditions
Vαs := φαus = 0, α = 1, . . . , r, s = 1, . . . , q. (22)
In this case, the criterion for infinitesimal invariance becomes
W ∗ (H) |H=0,V=0 = 0,
W ∗ (V) |H=0,V=0 = 0,
(23)
where V = (Vαs )α,s andW ∗ is the extension of the generalized equivalence transformation operator
W . The substitution ofW ∗ into the first relation of (23) implies
p−
k=1
ξ k
∂H
∂xk
+
q−
s=1
ηs
∂H
∂us
+
r−
α=1
µα
∂H
∂φα
+
q−
s=1
−
J
AsJ |φ=φ(x)
∂H
∂usJ
+
r−
α=1
p−
i=1
Bαi |φ=φ(x)
∂H
∂φαi
= 0
(24)
and this relation must be identically satisfied wheneverH = 0 and V = 0. The summation over J in
(24) is carried out over all multi-indices J = (j1, . . . , jk) or order k (with 1 ≤ ji ≤ n and 1 ≤ k ≤ n).
Since the coefficients AsJ and B
α
i are expressed in terms of the total derivative operators (12)–(14), we
will examine how these operators change under the restriction φ = φ(x). Indeed, for Di we get
Di|φ=φ(x) = ∂
∂xi
+
q−
m=1
umi
∂
∂um
+
r−
β=1
φ
β
i
∂
∂φβ
, i = 1, . . . , p.
Comparing the above relation to (4), it follows that
Di|φ=φ(x) = Di, i = 1, . . . , p. (25)
On the other hand, we haveDi|φ=φ(x) =Di, i = 1, . . . , p (26)
and Dus |φ=φ(x) = ∂
∂us
, s = 1, . . . , q. (27)
After substituting (25) into (8) and (9), we obtain
Asj1 |φ=φ(x) = Dj1(ηs)−
p−
k=1
uskDj1(ξ
k), s = 1, . . . , q, j1 = 1, . . . , p, (28)
AsJ |φ=φ(x) = Dji(Asj1...ji−1)−
p−
k=1
usj1...ji−1kDji(ξ
k), s = 1, . . . , q, (29)
for all multi-indices J = (j1, . . . , ji) of order i (with 1 ≤ i ≤ n, 1 ≤ jl ≤ p, and 1 ≤ l ≤ i). Observe
that the total derivative operator (26) can be rewritten as
Di|φ=φ(x) = Di − q−
m=1
umi
∂
∂um
, i = 1, . . . p. (30)
The above relations allow us to express the coefficients (10) as follows
Bαi |φ=φ(x) = Lαi − Tαi , i = 1, . . . p,
where we denote
Lαi = Di(µα)−
p−
k=1
φαk Di(ξ
k) and Tαi =
q−
m=1
umi

∂µα
∂um
−
p−
k=1
φαk
∂ξ k
∂um

(31)
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for i = 1, . . . p. Under these new considerations, the condition (24) becomes
p−
k=1
ξ k
∂H
∂xk
+
q−
s=1
ηs
∂H
∂us
+
r−
α=1
µα
∂H
∂φα
+
q−
s=1
−
J
AsJ |φ=φ(x)
∂H
∂usJ
+
r−
α=1
p−
i=1
Lαi
∂H
∂φαi
=
r−
α=1
p−
i=1
Tαi
∂H
∂φαi
(32)
which must be identically satisfied wheneverH = 0 and V = 0. Next, the substitution ofW ∗ in the
second condition in the criterion for infinitesimal invariance (23) implies
r−
α=1
q−
s=1
Cαs |φ=φ(x)
∂S
β
m
∂φαus
= 0.
Since ∂Sβm/∂φαus = δαβδsm,where δαβ is the Kronecker delta symbol, it follows
Cαs |φ=φ(x) = 0, s = 1, . . . , q, α = 1, . . . , r.
Consequently, by using (11) and (27) in the above relations, we get
∂µα
∂us
−
p−
k=1
φαk
∂ξ k
∂us
= 0, s = 1, . . . , q, α = 1, . . . , r. (33)
The determining equations of the generalized equivalence transformations can be viewed as two sets
of PDEs that are obtained from (32) and (33), respectively, after eliminating any dependence occurring
between usJ and φ
α
i in the relations (17), (22), (32), and (33). For this purpose, the following three-step
procedure may be applied. Step 1: Solve (17) with respect to the highest order partial derivatives —
recall that (17) is a PDE system ofmaximal rank in the unknown functions u. Note that the system (22)
is already solved with respect to the partial derivatives φαus and does not contain partial derivatives of
the form uαJ . Moreover, φ
α
us do not appear in (17). Step 2: Replace the highest order partial derivatives
found at Step 1 into (32). Observe that (33) does not contain derivatives of the form uαJ . Here φ
α
us arise
neither in (32) nor in (33). At this step, any dependence occurring between usJ andφ
α
i in (17), (22), (32),
and (33) has been eliminated. Step 3: Set to zero the coefficients of the remaining partial derivatives
in (32) and (33). It yields two sets of PDE systems for ξ k, ηs, and µα . The equations arising from (33)
are
∂µα
∂us
= 0, ∂ξ
k
∂us
= 0, α = 1, . . . , r, s = 1, . . . , q (34)
and admit the solutions ξ k = ξ k(x, φ) andµα = µα(x, φ). Replacing (34) in (31) implies Tαi = 0 and,
in this case, the right-hand side of (32) becomes zero. Indeed, we get
p−
k=1
ξ k
∂H
∂xk
+
q−
s=1
ηs
∂H
∂us
+
r−
α=1
µα
∂H
∂φα
+
q−
s=1
−
J
AsJ |φ=φ(x)
∂H
∂usJ
+
r−
α=1
p−
i=1
Lαi
∂H
∂φαi
= 0 (35)
which must be identically satisfied forH = 0, V = 0, and (34). The system resulting from (34) and
(35) represents the determining equations of the generalized equivalence transformations of (17). Let
us now examine the relations (24) together with (34) and (35), respectively, from which one obtains
the determining equations for the extended classical symmetries and the generalized equivalence
transformations, respectively. Under the change of notation ζ k = ξ k, λs = ηs, and θα = µα , we
notice the following: firstly, the relations (28), (29), and (3) implyΛsJ = AsJ |φ=φ(x) and, secondly, (21)
and (31) yieldΘαi = Lαi . Therefore, the coupled PDE system (35) and (34) is the same the system (24)
augmented with (34). Consequently, we have proven the following theorem.
Theorem 1. The determining equations of the generalized equivalence transformations of the class of DE
systems (17) are given by a coupled system consisting in the determining equations of the extended classical
symmetries related to (17) and the PDE system (34). 
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The previous result can be summarized as the following three-step procedure:
Step 1. Find the determining equations of the extended classical symmetries related to the system (17)
— the resulting equations represent an over-determined linear PDE system.
Step 2. Augment the system from Step 1 with the PDEs given by (34) — recall that the latter set of
equations are derived from the invariance of the auxiliary conditions (22).
Step 3. Solve the over-determined linear PDE system found at the previous step.
Remark. The same procedure may be applied to find the equivalence transformations related to (17)
iff Step 2 is replaced with
Step 2’. Augment the system from Step 1 with the PDEs (34) and
∂ξ k
∂φα
= 0 ∂η
s
∂φα
= 0, k = 1, . . . , p, s = 1, . . . , q, α = 1, . . . , r. (36)
3.2. The MAPLE subroutine gendefget
The new method presented in Section 3.1 has been implemented in maple as the routine
gendefget. It uses the gendef routine that is part of the maple package desolv (by Carminati and
Vu (2000)) which is designed to find the classical Lie symmetries for systems of DEs. The routine
gendefget may output the coefficients of the generalized equivalence transformation operator or
the coefficients of the equivalence transformation operator. It applies to DE systems whose arbitrary
functions involve all equations’ independent variables. Note that the order of the arbitrary functions
occurring in the systemmaybe arbitrary. Thegendefgetprocedure requires five input arguments. The
first four arguments must be entered as lists: the DE system, the dependent variables, the arbitrary
functions, and the independent variables. The fifth argument is 1 in the case of the generalized
equivalence transformations and, respectively, 2 for equivalence transformations. If the input for the
fifth argument is neither 1 nor 2, the user is prompted to input one of the above options. Briefly, the
routine is designed as follows:
(1) Generalized equivalence transformations. First, the DE system is passed to desolv’s routine
gendef which outputs the determining equations of the extended classical symmetries of the
original DE system. Second, the system is augmented with the PDEs (34) resulting from the
invariance of the auxiliary conditions (22). Third, the resulting over-determined linear PDE system
is returned to desolv’s routine pdesolvwhich outputs the coefficients of the generalized equivalence
transformation operator.
(2) Equivalence transformations. In this case, the determining equations of the extended classical
symmetries are augmented not only with the PDEs (34), but also with (36). Similarly, the resulting
over-determined linear PDE system is solved by using pdesolv which returns the coefficients of the
equivalence transformation operator.
3.3. Example
To illustrate how the routine gendefget works, we discuss an example arising in parameter
identificationproblems. Consider the stationaryheat conduction PDEwith constant heat sources given
by
uxφx + uyφy + (uxx + uyy)φ = −1, (37)
where φ(x, y) represents the heat conductivity and u(x, y) is the temperature distribution. In 3D,
the above problem is related to the heat conduction in a material occupying a domain Ω whose
temperature is kept zero at the boundary. For a given function φ, the forward (or direct) problem is to
find the temperature distribution u that satisfies (37) and is zero at the boundary ofΩ , i.e., u|∂Ω = 0.
Conversely, for a known function u satisfying u|∂Ω = 0, the inverse problem is to determine the heat
conductivity φ that satisfies (37). While the direct problem is a second order linear elliptic PDE for
u on the set {(x, y) ∈ Ω | φ(x, y) ≠ 0}, the inverse problem is a first order linear PDE for φ on the
set {(x, y) ∈ Ω | ∇u(x, y) ≠ 0} (in both cases, the equations have variable coefficients). However,
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the PDE (37) is a nonlinear parameter identification problem in a functional-analytic setup: in the
inverse problems approach, if the solution of the forward problem is unique for each parameter φ,
the parameter-to-solution map associates with each parameter φ the forward problem solution u.
Since for the above problem the parameter-to-output map is nonlinear, (37) together with u|∂Ω = 0
becomes a nonlinear parameter identification problem (see Engl et al., 1996). In this section, we
are interesting in finding the generalized equivalence transformation operator and, respectively,
the equivalence transformation operator related to the direct problem (37) by using the method in
Section 3.1.
(1) Extended classical symmetries. Let
V = ζ 1 ∂
∂x
+ ζ 2 ∂
∂y
+ λ ∂
∂u
+ θ ∂
∂φ
be the extended classical symmetry operator associatedwith (37), where ζ 1, ζ 2, λ, and θ are functions
of x, y, u and φ. By the virtue of the method discussed in Section 2.1, the determining equations of the
extended classical symmetries are the following
ζ 1u = 0, ζ 1φ = 0, ζ 2u = 0, ζ 2φ = 0, λx = 0, λy = 0, λφ = 0,
ζ 1y + ζ 2x = 0, ζ 1x − ζ 2y = 0, θ − φθφ = 0, 2ζ 1x = λu + θφ,
θx = (ζ 1xx + ζ 1yy)φ, θy = (ζ 2xx + ζ 2yy)φ.
(38)
The solution of the above system is
ζ 1 = k1 + k4x− k3y, ζ 2 = k2 + k3x+ k4y, λ = f (u), θ = (2k4 − f ′(u))φ, (39)
where ki, i = 1, . . . , 4 are real constants and f = f (u) is an arbitrary function. It follows that the
infinitesimal generator V can be written as V =∑4i=1 kiVi + Vf ,where
V1 = ∂x, V2 = ∂y, V3 = −y∂x + x∂y,
V4 = x∂x + y∂y + 2φ∂φ, Vf = f (u)∂u − φf ′(u)∂φ . (40)
Thus, the Eq. (37) admits an infinite-dimensional Lie algebra of extended classical symmetries spanned
by the operators (40). On the other hand, the followingmaple and gendefget commands can be used
to obtain the previous result
>PDE:=diff(u(x,y),x)*diff(phi(x,y),x)+diff(u(x,y),y)*diff(phi(x,y),y)
+phi(x,y)*diff(u(x,y),x,x)+phi(x,y)*diff(u(x,y),y,y)=-1;
>gendef([PDE],[u,phi],[x,y]);
(2) Generalized equivalence transformations. Next, consider
W = ξ 1 ∂
∂x
+ ξ 2 ∂
∂y
+ η ∂
∂u
+ µ ∂
∂φ
the generalized equivalence transformation operator associated with (37), where its coefficients ξ 1,
ξ 2, η, and µ are functions of x, y, u, and φ. As is proved in Section 3.1, the coefficients ofW satisfy the
same system (38) as ζ 1, ζ 2, λ and θ , respectively. That is
ξ 1u = 0, ξ 1φ = 0, ξ 2u = 0, ξ 2φ = 0, ηx = 0, ηy = 0, ηφ = 0,
ξ 1y + ξ 2x = 0, ξ 1x − ξ 2y = 0, µ− φµφ = 0, 2ξ 1x = ηu + µφ,
µx = (ξ 1xx + ξ 1yy)φ, µy = (ξ 2xx + ξ 2yy)φ.
(41)
Since in this case the Eq. (37) is augmented with the auxiliary condition φu = 0, it follows that,
according to (36), the system (41) is coupled with
ξ 1u = 0, ξ 2u = 0 µu = 0. (42)
The solution of (41) and (42) is given by
ξ 1 = k1 + k4x− k3y, ξ 2 = k2 + k3x+ k4y, η = k5 + k6u, µ = (2k4 − k6)φ, (43)
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where ki, i = 1, . . . , 6 are real constants. Thus, we haveW =∑6i=1 kiWi,with
W1 = ∂x, W2 = ∂y, W3 = −y∂x + x∂y,
W4 = x∂x + y∂y + 2φ∂φ, W5 = ∂u, W6 = u∂u − φ∂φ . (44)
Hence, the PDE (37) has a six-dimensional Lie algebra of generalized equivalence transformations
spanned by the operators (44). Note that the restrictions (42) imposed on the coefficients of the
extended classical symmetry operators imply that the coefficients of the generalized equivalence
transformation operator (43) can be obtained from the coefficients of the extended classical symmetry
operator (39) for f (u) = k5 + k6u. By using the following maple and gendefget commands, one can
obtain the previous result
>PDE:=diff(u(x,y),x)*diff(phi(x,y),x)+diff(u(x,y),y)*diff(phi(x,y),y)
+phi(x,y)*diff(u(x,y),x,x)+phi(x,y)*diff(u(x,y),y,y)=-1;
>gendefget([PDE],[u],[phi],[x,y],1);
(3) Equivalence transformations. The determining equations of the equivalence transformations for (37)
are given by a coupled system consisting in the PDEs (38), (42), and
ξ 1φ = 0, ξ 2φ = 0, ηφ = 0. (45)
Its solution is given by (43). Thus, the equivalence transformations and the generalized equivalence
transformations associated with (37) coincide and are generated by (44). This result can also be
obtained by using the following maple and gendefget commands
>PDE:=diff(u(x,y),x)*diff(phi(x,y),x)+diff(u(x,y),y)*diff(phi(x,y),y)
+phi(x,y)*diff(u(x,y),x,x)+phi(x,y)*diff(u(x,y),y,y)=-1;
>gendefget([PDE],[u],[phi],[x,y],2);
4. Conclusion
The generalized equivalence transformations related to classes of large DE systemsmay be difficult
to find, especially without using a symbolic manipulation program — that is due to the large amount
of calculations required to find the extension of the generalized equivalence transformation operator
and the over-determined linear PDE system of the determining equations. The same statement is
true for finding equivalence transformations. Although the equivalence transformations and their
generalizations have consistently occurred throughout the literature on this topic, especially for
applied DEs, there are still no published maple symbolic manipulation programs designed for this
purpose. In this paper, we propose an alternative method for obtaining generalized equivalence
transformations by using the determining equations of the extended classical symmetries associated
with the studied DE system. This method not only provides interesting connections among these
classes of groups of transformations but is more effective due to the small amount of calculations
involved. Indeed, instead of computing the extension of the generalized equivalence transformation
operator, we first find the determining equations of the extended classical symmetries — this requires
fewer computations (see Section 3.1 for more details). Next, the previous determining equations
are augmented with specific PDEs resulting from the conditions imposed on the system’s arbitrary
functions. The samemethod can be adapted to equivalence transformations as well. In the latter case,
the previous system is further coupled with additional PDEs resulting from specific requirements
on the coefficients of the equivalence transformation operator (see Section 3.1). As described in
Section 3.2, the proposed method has been implemented in maple as the gendefget routine and
uses the package desolv (Carminati and Vu, 2000). The maple routine gendefget can be used for DE
systemswhose arbitrary functions contain all the equations’ independent variables, such as parameter
identification problems described by PDEs for which the data is available on the whole domain.
The routine gendefget along with certain examples (the example presented in Section 3.3 and the
parameter identification problem discussed in Bîlă (2004)) are available from the author’s website
at http://faculty.uncfsu.edu/nbila. It would be of further interest to generalize the proposed method
to other classes of DE systems whose arbitrary functions involve some of the equations’ dependent
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and independent variables. The results presented in this paper represent a continuation of author’s
research work on applying the symmetry reduction theory to parameter identification problems (for
more details, see Bîlă (2004) and Bîlă and Niesen (2009)).
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