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Abstract 
The magnetic behavior of bcc iron nanoclusters, with diameters between 2 and 8 nm, is investigated via 
spin dynamics (SD) simulations coupled to molecular dynamics (MD), using a distance-dependent 
exchange interaction. Finite-size effects in the total magnetization as well as the influence of the free 
surface and the surface/core proportion of the nanoclusters are analyzed in detail for a wide temperature 
range, reaching the Curie temperature. Comparisons with experimental data and theoretical models 
based on the mean-field Ising model are also presented, including one adapted to small clusters, and 
another developed to take into account the influence of low coordinated spins at free surfaces. 
Magnetization results show excellent agreement with experimental measurements for small Fe 
nanoclusters. Large differences are found with frozen-atom simulations. Finite-size effects on the thermal 
behavior of the magnetization increase as the size of the clusters is reduced, especially near the Curie 
temperature, 𝑇𝐶. Analytical approximations to the magnetization as a function of temperature and size 
are proposed. 
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I. Introduction 
At the nanoscale, finite-size effects play a major role in materials magnetic properties, for example, it has 
been shown that for Fe clusters smaller than 500 atoms a variation of the magnetic moment per atom 
may be observed [Pierron-Bohnes2012] . For technological applications, an important model in the 
magnetic clusters community is the Stoner-Wohlfarth (SW) model [Stoner1948], which allows to 
determine the switching field of a magnetic particle. In its simplest form, this switching field depends on 
the total magnetization of the particle. Therefore, it is important to know how this magnetization is 
affected by temperature and particle size. 
 
Quantum mechanical-based simulations are possible for small systems, typically with few atoms [López-
Urías2009] and up to up to a few hundred atoms [Körmann2009]. Atomistic Spin dynamics (ASD) are spin-
lattice simulations widely used to model nanoscale magnetic systems, assuming atomic positions are 
fixed. This allows the simulations of complex structures [Vansteenkiste2014, Fu2015, Müller2019], but 
with many limitations [Leliaert2019].  Spin Dynamics (SD) can also consider blocks of the system having 
many atoms with some effective magnetization and calculating their evolution, allowing the simulation of 
micron-sized systems of technological relevance [Evans2014, Hahn2019, Westmoreland2018, Suess2019]. 
SLD has been recently applied to Fe oxide nanoparticles (NPs), using a triangular lattice [Alkadour2019]. 
 
Dudarev and Derlet, using a combination of the Stoner model of ferromagnetism and the Ginzburg–
Landau model, developed a “magnetic” potential for ⍺ iron in order to take into account some effects of 
magnetism in MD simulations, including the energetics of point defects [Dudarev2005, Derlet2007]. Later, 
a model considering separate atomic and spin degrees of freedom and their coupling was presented 
[Ma2008], allowing the coupling of MD with spin-lattice dynamics (SLD). During the last few years, a large 
number of investigations have been carried out applying Molecular Dynamics coupled to Spin Dynamics 
simulations (MD-SD), focused on the explanation of experiments of magnetic instability [Shimada2015], 
demagnetization, impact of temperature on magneto-mechanical properties and phase transitions 
[Ma2017, Wu2018], and including the development of a new software for the implementation of the 
model, SPILADY [Ma2016]. Perera et al. have carried out studies of magnetic Fe using MD-SD [Perera2014] 
including also spin orbit coupling [Perera2017]. Other recent studies incorporate additional exchange 
parameters, obtained from ab-initio methods but, given the high computational cost, a few atoms can be 
simulated [Hellsvik2019]. 
 
Here we use Spin Dynamics coupled to classical molecular dynamics simulations [Tranchida 2018], to 
incorporate thermal and mechanical effects which are difficult to include in ASD simulations. We apply 
the method to Fe nanoclusters and obtain magnetization versus size and temperature. We compare our 
results to semi-analytical models. 
 
II. Methods 
A. Framework 
In this work we perform MD-SD, where the spin degrees of freedom are coupled to the lattice vibrations. 
For this purpose, we run our simulations under the SPIN package recently added to the software LAMMPS 
[Tranchida 2018]. Under this framework one is able to introduce magnetic effects over a classical MD 
simulation through a generalized Hamiltonian, 
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The second term is the kinetic energy of atoms and the last term is a mechanical potential, a classical 
interatomic potential describing the interaction between atoms. The first term 𝐻𝑚𝑎𝑔is a magnetic 
hamiltonian given by, 
 
𝐻𝑚𝑎𝑔 =  − ∑ 𝐽(𝑟𝑖𝑗)𝒔𝒊 . 𝒔𝒋
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This Hamiltonian term represents the pair interaction between spins, where 𝑠𝑖  is the normalized spin 
vector of spin i, and 𝐽(𝑟𝑖𝑗) the Heisenberg magnetic coupling exchange constant and it is considered to be 
dependent on the pair separation distance between neighboring atoms. Other terms, including anisotropy 
and dipolar terms, can be added to the Hamiltonian. The interatomic distance dependence of the 
exchange constant 𝐽(𝑟𝑖𝑗) is the key aspect that mediates the spin and lattice coupling. Furthermore, 𝐽(𝑟𝑖𝑗) 
is modelled as a function based on the Bethe-Slater curve [Kaneyoshi1992, Yosida1996], parameterized 
using three coefficients that must be fitted from ab-initio calculations: 
 
𝐽(𝑟𝑖𝑗) =  4𝛼 (
𝑟𝑖𝑗
𝛿
)
2
 (1 − 𝛾 (
𝑟𝑖𝑗
𝛿
)
2
) 𝑒−(
𝑟𝑖𝑗
𝛿
)
2
𝛩(𝑅𝑐  − 𝑟𝑖𝑗) ,      (3) 
 
where  𝛩(𝑅𝑐  − 𝑟𝑖𝑗) is the Heaviside step function and 𝑅𝑐 is the cutoff distance. In the present work we 
have used the parametrization for bcc iron described in previous works [Tranchida2018, Zhou2020] from 
ab-initio calculations reported by Pajda et al. [Pajda2001]. In particular, the values of the fitting 
parameters used are 𝛼 = 25.498 𝑚𝑒𝑉, 𝛾 = 0.281 and 𝛿 = 1.999 Å. The spin-spin interaction cutoff 
distance 𝑅𝑐 was set to 0.34 nm and we have considered the same 𝐽(𝑟𝑖𝑗) functionality for all atoms in the 
NPs. There is no general agreement about the exact value of the coupling exchange constant for different 
interatomic distances for bcc Fe,  and the reported values of 𝐽(𝑟𝑖𝑗) from ab-initio calculations found in the 
literature show large discrepancies [Moran2003, Sabiryanov1999, Pajda2001].  
 
Temperature in other simulation schemes, such as micromagnetic simulations, is not uniquely defined 
and it has to be rescaled in order to compare with experiments [Hahn2019]. In our simulations lattice 
temperature has a clear definition, and magnetic temperature is defined as in [Tranchida2018]. In 
addition,  in these Spin-Lattice simulations the effect of temperature in lattice expansion is more realistic 
(due to the spin-lattice coupling) than in previous approaches that consider for example an homogeneous 
linear thermal expansion of the lattice, but fixed atoms [Garibay-Alonso2006]. 
 
The interaction between atoms is modeled using an EAM interatomic potential [Chamati2006] which 
describes reasonably well several Fe properties, including the thermal expansion, phonon dispersion 
curves, mean-square displacements and surface relaxations. The interatomic cutoff distance for this 
potential was set to 0.35 nm. 
 
We are simulating our systems using classical atomic dynamics and classical spin dynamics, without 
considering quantum-mechanical effects, in line with the adiabatic approximation. This means that the 
behavior at cryogenic temperatures might not be well described, and other behavior resulting from 
electron-phonon and electron-spin coupling is not included. There are studies which include electrons 
within a “classical” two-temperature model (TTM) approach for electrons and atoms, leading to a 3-
temperature model when spins are also included [Ma2016]. 
 
Spin dynamics is calculated using a Landau-Lifshitz-Gilbert (LLG) approach [Antropov1996], integrated 
with a Suzuki-Trotter integrator. Details can be found in [Tranchida2018]. 
B. Simulation details 
 
Bcc iron NPs are simulated ranging their diameter and temperature from 2 to 8 nm and from 10 to 1300 
K, respectively. In addition, “bulk” simulations were run in order to address the finite-size effects study. 
In these cases, we have modeled cubic simulation boxes with linear sizes of 10 𝑎0, 20 𝑎0 and 30 𝑎0 (𝑎0 =
2.8665 Å is the bcc Fe lattice parameter) containing 2000, 16000 and 54000 atoms respectively, 
considering periodic boundary conditions in the three directions. The magnetization values for the bulk 
systems were obtained from linear finite size scaling analysis. As shown in Figure 1, the magnetization 
values for the systems with L=10𝑎0, 20𝑎0 and 30𝑎0 are plotted as a function of 1/L, and then the bulk 
magnetization is determined as the intercept of a linear fit for those points. 
  
 All systems were simulated for more than 0.5 ns, without external magnetic field, and considering cubic 
magnetic anisotropy along the 3 main axis of the bcc lattice (details of how the anisotropy is included in 
the simulations are given in [Tranchida 2018]). The anisotropy constants were set to 𝐾1 = 3.5 𝜇𝑒𝑉/𝑎𝑡𝑜𝑚 
and 𝐾2 = 0.36 𝜇𝑒𝑉/𝑎𝑡𝑜𝑚 [Cullity2011]. It has been argued that anisotropy values vary near the surface 
of nanoparticles due to the reduction of coordination [Nowak2005]. Nevertheless, as shown by Ellis et al. 
[Ellis2015] , for example, the overall effect in FePt nanoparticles of  4.632 nm and 2.316 nm is a change of 
about 10% in the anisotropy constant. In this work, we adopt the  approximation of considering that the 
anisotropy constant is the same for all nanoparticles despite that the surface proportion is clearly different 
for the sizes studied here.  
 
It is known that the magnetic moment in metals is sensitive to the cluster size, typically it takes higher 
values for smaller clusters. As it can be seen from figure 3 in [Billas1993], for clusters typically bigger than 
400 atoms the magnetic moment takes the bulk value, 2.2𝜇𝐵. In our simulations the smallest nanoparticle 
is a sphere with a diameter of 2 nm containing 339 atoms, so for the sake of simplicity we have assumed 
a constant magnetic moment of 2.2 𝜇𝐵for all atoms. In addition, the same J(rij) is used for all atoms in the 
NP, i.e. without distinction between surface and bulk atoms. This is a commonly used approximation, for 
example, in simulations of finite size monolayers, and the results usually agree with the experiments. 
Future studies might consider surface variations.   
 
 
Initially, all atomic spins were oriented along the z axis ([001] direction), this initial configuration was 
chosen since the magnetization reaches an equilibrium value faster than when the spins start from a 
random configuration, as can be seen in Figure S1. For all the simulations we have used a timestep of 1.0 
fs and all samples were initially thermalized to equilibrium using a Langevin thermostat applied to the 
lattice and another thermostat applied to the spins in order to ensure fast thermal equilibrium. In all cases 
we have used a damping factor of 𝜆𝐿 = 1.0 for the lattice thermostat and a transverse damping 𝜆𝑆 = 0.1 
for the spin system. Before the thermostat was applied, velocities were set so as to obtain an initial 
temperature of 300 K (or 10 K in the cases of the simulations with 𝑇 <  300 𝐾). Applying the thermostat, 
thermal equilibrium was reached in all cases in a time between 2ps and 10ps with some fluctuations  
round the set temperature. Similarly, the resulting magnetization quickly reaches a stable value and 
remains stable during the simulation although its components may fluctuate, as shown in Fig. 2. 
Once the simulation results were obtained, we conducted post-processing analyses using the free 
software Ovito [Stukowski2009]. In particular, we employed the coordination analysis tool to distinguish 
between atoms in the outer layer of the sphere (“shell” or “surface”) and the inner ones (“core”), in order 
to obtain the magnetization curves of these two different regions. In all cases a single layer of atoms was 
selected within the surface group, as shown in Figure 3. Details of the number of atoms contained in each 
NP and the ones belonging to the surface and the core regions are presented in Table 1. 
We have calculated total magnetization values averaging over the last 300000 steps of the simulation. 
Core and shell magnetization (𝑀𝑐 and 𝑀𝑠 respectively) results were obtained averaging over the last 100 
ps of the simulation, for computational cost.  
  
III. Mean-Field Ising models 
 
It is possible to qualitatively verify the results found in the numerical simulations, using two variants of 
the mean-field Ising model. 
 
A. Spin model including surface effects 
 
We will compare our results with a theoretical model that includes surface effects on the magnetization. 
This model, originally proposed by Mills [Mills1971], is known as semi-infinite Ising model with a free 
surface and it is basically a mean field Ising model of a ferromagnet with a free surface. It is assumed that 
the spins are arranged in a lattice (bcc in this case) and that the spins in all lattice sites are given by 𝑆𝑖 =
±1where 𝑆𝑖 = +1 means that spin i is pointing in the positive z direction and 𝑆𝑖 = −1 means that spin i 
is pointing in the opposite direction. In this model the exchange coupling constant J is the same for all 
nearest neighbor pairs, but it takes a different value 𝐽𝑠 for pairs at the surface of the ferromagnet. A 
layered structure is then considered, and the Hamiltonian of the system is written as, 
 
𝐻 = −𝐽 ∑ 𝜇𝑖𝜇𝑗<𝑖𝑗>∉𝑆 − 𝐽𝑆 ∑ 𝜇𝑖𝜇𝑗<𝑖𝑗>∈𝑆     (4)   
 
Following the mean field approach, the magnetization for the surface 𝑚𝑆 and for each successive layer 
𝑚1, 𝑚2, . . . , 𝑚𝑛 are given by, 
 
𝑚𝑆 = < 𝜇𝑖∈𝑆 > = 𝑡𝑎𝑛ℎ(4𝐾𝑆𝑚𝑆 + 𝐾𝑚1)                                                   (5) 
𝑚1 = < 𝜇𝑖∈1 > = 𝑡𝑎𝑛ℎ(4𝐾𝑚1 + 𝐾𝑚𝑆 + 𝐾𝑚2)                                       (6) 
𝑚𝑛 = < 𝜇𝑖∈𝑛 > = 𝑡𝑎𝑛ℎ(4𝐾𝑚𝑛 + 𝐾𝑚𝑛−1 + 𝐾𝑚𝑛+1)    𝑓𝑜𝑟  𝑛 ≥ 2,    (7) 
 
where  𝐾𝑆 = 𝛽𝐽𝑆     and    𝐾 = 𝛽𝐽 , with 𝛽 = 1/𝑘𝐵𝑇 and 𝑘𝐵 the Boltzmann constant. In this work we have 
adopted a two-layer approximation, meaning that we have considered that the system ś magnetization is 
unaltered after the 1st layer (the one after the surface), 𝑚1 = 𝑚2 . . . = 𝑚𝑛 = 𝑚𝑏𝑢𝑙𝑘. Therefore, 
𝑚1represents the bulk magnetization and, in addition we have set 𝐽𝑠 = 𝐽. Therefore, the summation on 
the first term of the right-hand side of the hamiltonian (eq. 4), runs over the 8 first neighbours (bulk) and 
the one on the second therm runs over 4 first neighbours (surface). Similar models have been used to 
obtain the magnetization of Fe thin films [Garibay-Alonso2006]. 
 
B. Spin model including finite-size effects  
 
A previously developed theoretical model by [Bertoldi 2012] is summarized below. The model is based on 
the mean field approximation for the Ising model, adapted to statistics of few particles systems. The mean 
field approach is well known and does not need explanation. However, if a few-particle system is analyzed 
we should be careful with the approximations that are used when obtaining the fundamental equations 
in the microcanonical formalism [Bertoldi 2011]. In particular the Stirling approximation (𝑙𝑛 𝑥!  ≃
𝑥 𝑙𝑛 𝑥 −  𝑥) cannot be applied, and the factorial must be written in terms of the Gamma function: 𝛤(𝑥) =
(𝑥 + 1)!. This implies working with the derivative of this function, known as the digamma function: 
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Taking this into account, a self-consistent equation for the magnetization M is found. If there are N atoms 
in the system and the coordination number between them is z, the magnetization is given by the solution 
of the following equation: 
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As usual, 𝑘𝐵 is the Boltzmann constant and J is the magnetic coupling between spins. Naturally, this model 
does not allow us to make a precise quantitative prediction due to the coarseness of the mean field 
approach, but we can expect a qualitative coincidence with the results of the simulations. Eq. (9) has to 
be solved numerically for the conditions in each simulation. 
 
IV. Results and discussion 
 
A. Simulation Results 
 
Iron NPs of 2, 3, 4, 5, 6 and 8 nm in diameter were simulated in a broad temperature range. Typical initial 
atomic and spin configurations and its evolution after 500 ps of simulation can be seen in Figure 4 and 
Figure 5 for different NPs at different temperatures. For more insight about the individual atomic spins 
dynamic the reader is referred to supplementary movies in the supplementary material, SM1 and SM2, 
where we show the evolution of the simulation for a group of spins belonging to a slab at the center of 
the sphere (SM1) and also for the spins of the surface of the NP (SM2).  
 
The temperature dependence of the total magnetization is shown in Figure 6 for NPs of 2, 4 and 8 nm in 
diameter, along with the bulk system. We have not included the results for all simulated clusters in this 
graph to avoid cluttering; a graph with the complete set of the simulated NPs is included in the 
supplementary material in Figure S2.  
At the low temperature regime, as the size of the spheres is reduced, the magnetization takes lower values 
than the bulk ones for all sizes, although the  difference is larger as the temperature is increased (up to 
about 550-600K). This is the expected behavior since smaller NPs experience more surface contribution 
to its total magnetization due to its surface/bulk proportion (see Table 1). When the temperature is raised, 
(up to about 𝑇 ≈ 500 𝐾) surface magnetization decreases faster than the core contribution since the 
spins on the outer layer are disordered more easily (see Fig. 10). For temperatures higher than 500𝐾, the 
bulk magnetization is the one that decreases faster, i.e changing to the opposite behavior. This is 
evidenced in the interception of the curves around 𝑇 ≈ 550𝐾 in Fig 6. This crossover has been seen in 
other studies of magnetic nanoparticles [Ellis2015, Hovorka2012].  
 
We can compare our simulation results with findings for static atoms. In Figure 7 we have compared the 
magnetization curves with the ones corresponding to nanoparticles with frozen, fixed, atomic positions. 
At low temperatures, below 400 K, there is no significant difference. For the 8 nm case, magnetization 
goes to zero at lower temperatures for the moving atoms, as expected since temperature increases 
randomness. For the 2 nm case, the moving atoms lead to a minor decrease in magnetization, since the 
nanoparticle is already quite “disordered” due to the large fraction of surface atoms as shown in Table I. 
 
We can also compare our simulation results with findings for static spins [Stanley1971]. Assume only 
nearest neighbor interactions, and J=15meV, similar to the value in our simulations for distances between 
1st and 2nd neighbors. The Ising model in 3D gives 𝑇𝑐 = 𝑧𝐽/𝑘𝐵 for the mean field approximation, where 
z is the coordination number (8 for bcc), and 𝑘𝐵 is Boltzmann's constant, resulting in 𝑇𝑐 = 1393 𝐾. 
However, the Bethe solution gives 𝑇𝑐 ≃ 2𝐽/𝑘𝐵 𝑙𝑛(𝑧/(𝑧 − 2))  ≈ 1200 𝐾.  The classical Heisenberg model 
gives𝑇𝑐 ≃ 4𝑧𝐽/3𝑘𝐵=1857 K, using the mean field approximation. Using a high temperature expansion, 
this changes to (105/96)(𝑧 − 1) 𝐽/𝑘𝐵 = 1333 𝐾 [Stanley1971]. As expected, the mean-field 
approximation overestimates the Curie temperature compared to exact analytical solutions or to 
numerical solutions. 
 
Our NPs magnetization results are consistent, and show really good agreement, with the experimental 
magnetization curves for Fe nanoclusters reported by Billas et al. [Billas1993], Fig. 8(a) where it can be 
seen that both, the shape of the curves and the estimated Curie temperature for the iron nanoclusters 
are well reproduced. To compare with experimental results we have assumed a constant magnetic 
moment of 2.2 𝜇𝐵. 
 
While our simulation results match with experiments for small clusters, our bulk simulations yield an 
estimated Curie temperature around 𝑇𝑐 ≈  650 𝐾, far below the experimental value of 1043 K. The main 
reason for this discrepancy is the exchange coupling function used in this work. When 𝐽(𝑟𝑖𝑗) is replaced, 
for example, by the one used by Ma et. al [Ma2008] (note the large discrepancies found in the literature 
for 𝐽(𝑟)  reported in Fig.1 of [Ma2008]) our simulations show similar results regarding the experimental 
Fe Curie temperature, as the results reported in that paper (Figure 8(b)). 
 
It is known that SD simulations tend to smooth the ferromagnetic-paramagnetic transition near the Curie 
temperature [Zhou2020] since quantum effects are not taken into account. Nevertheless, adding a 
quantum mechanical treatment does not guarantee a correct determination of the Curie temperature 
[Bergqvist2018]. The discrepancy between the Curie temperature obtained in our simulations and the 
experimental one could also be partly related to our magnetic exchange parameter 𝐽(𝑟𝑖𝑗) not being 
temperature sensitive. Modeling an exchange parameter that is function of T may lead to a more precise 
estimation of 𝑇𝑐 [Böttcher2012, Zhou2020].  
 
In Figure 9, the size dependence of the normalized magnetization is presented. In this figure the 
magnetization is plotted as a function of the inverse diameter in order to show the bulk magnetization 
values (as corresponding to 
1
𝑑
= 0). At low temperatures, the size dependence is very weak, but this 
tendency is reversed as the temperature is raised, showing that for higher temperatures the 
magnetization is size-dependent. These results show great similarity with the ones reported by Iglesias et. 
al in figure 6 of [Iglesias2001], where the authors studied the size effects of maghemite nanoparticles via 
Monte Carlo simulations. It is notable how our results clearly show two different regimes for low (𝑇 <
600 𝐾) and high (𝑇 > 600 𝐾) temperatures, separated by the 600 K curve. 
 
For temperatures below 600 K we find that the magnetization behavior is almost linear with the inverse 
diameter, showing higher values for larger nanoparticles. In addition, this linear size-dependence is 
stronger when the temperature is increased. In this direction, we have proposed a functional with only 2 
free parameters for the magnetization as a function of temperature and cluster size. This approximation 
manages to reproduce qualitatively and quantitatively the size dependence of the magnetization very well 
for temperatures below 600 K, as it can be seen from the dashed lines in Fig. 9. This function is 𝑀 = 𝑎(1 −
𝑏𝑇)(1/𝑑) + (
𝑇𝑐−𝑇
𝑇𝑐
)1/3 , where 𝑎 = 0.1, 𝑏 = 1.003, and 𝑇𝑐 = 650 K.   
 
For temperatures above 600 K, the linear dependence of the magnetization to the inverse diameter is 
reversed, that is, larger clusters retain less magnetization than smaller ones, but the trend remains almost 
linear. This tendency shift is reflected in the intersection of the magnetization curves in Fig. 6.  
 
The different behavior of the curves observed in Figure 9 may be explained in the following way: below 
600 K the system is clearly ferromagnetic, hence this phase is more stable as the size of the system is 
increased (M increases with size). On the other hand, at 700 K the system is clearly paramagnetic and the 
same argument about phase stabilization with size can be applied, resulting in lower values of M as the 
nanoparticle is enlarged. These two different regimes are separated from each other by the 600 K curve 
where we find a different behavior compared to other two tendencies. This may be due to fluctuations of 
the system since we are close to the critical temperature. 
 
Behavior of the magnetization with varying size is governed by finite-size scaling laws. According to finite-
size scaling theory [Fisher1971, Privman1990], magnetization near the critical point should scale with size 
as 𝑀 ∼ 𝐿 (𝛽/𝜈) where 𝛽 and 𝜈 are the critical exponents related to the order parameter and correlation 
length respectively. This means that the value of the magnetization for the bulk, near the critical point 
would be lower than the simple extrapolation from a linear fit, as the one shown in Figure 1. 
Magnetization near the critical temperature is expected to scale as 𝑀 ∼ (1/𝐿)(𝛽/𝜈) = (1/𝐿)0.514, where 
𝛽/𝜈 = 0.514 is the estimated value for the critical exponents of the 3D Heisenberg model [Holm1992, 
Brézin1985, Le-Guillou1980, Le-Guillou1985], and, therefore, the bulk value might be closer to the values 
for finite size nanoparticles, as also shown in that figure. In addition we see that the behavior of the 600 
K curve for clusters is also consistent with these arguments, as shown by the dashed-dotted line in Fig. 9, 
corresponding to 𝑀 = 0.35 (1/𝑑)0.514. 
 
These two different regimes observed in Fig. 9 may also be explained assuming distinct core and surface 
magnetization. Total magnetization could be written as   𝑀 (𝑇) = 𝑀𝐶(𝑇) − [𝑀𝐶(𝑇) − 𝑀𝑆(𝑇)] 
1
𝑑
 , where 
𝑀𝐶(𝑇) and 𝑀𝑆(𝑇) represents the core and shell magnetization contributions respectively for a NP of 
diameter d. In this way, the total magnetization is closer to the bulk magnetization as the size of the 
spheres is increased. In this line, if 𝑀𝑆(𝑇) decreases faster than 𝑀𝐶(𝑇) as the temperature is increased, 
and the slope of M vs. (1/d) becomes steeper, ([𝑀𝐶(𝑇) − 𝑀𝑆(𝑇)] becomes larger), which is the case 
observed in Fig. 9 until 𝑇 = 500 𝐾. At 600 K, for the smaller NPs (
1
𝑑
≥ 0.33), both the interior and surface 
spins are disordered, that is,  𝑀𝐶(𝑇) ≈ 𝑀𝑆(𝑇) and the curve is flatter, i.e. practically does not depend on 
1/𝑑. For larger nanoclusters, both shell and core spins are disordered, resulting in a small global 
magnetization.  
 
Having a free surface on the NPs naturally introduces finite-size effects on the thermal behavior of the 
magnetization. The effects of the free surface were studied for different NPs and results are shown in 
Figure 10. We have calculated the surface (red dots) and core (blue triangles) contributions to the total 
magnetization (black squares) and plotted them along with the bulk magnetization results (dashed line). 
The surface magnetization is calculated averaging over the atoms belonging to a 1 atom wide spherical 
shell composed of the outer layer of atoms as described in sub-section (II-B) (see Fig. 3). The width of the 
surface is held constant for all spheres. The overall result is that the NPs retain less magnetization than 
the bulk system and this difference in magnetization is enlarged as the particle size decreases. This is 
related to the low coordination of the spins at the surface, the surface-bulk proportion of each sphere 
and their individual contributions to the total magnetization. In this way, it is clear that for the 2 nm sphere 
the surface contribution is as relevant as the core one and therefore, the three curves (MT, Ms and Mc) are 
far apart from the bulk values. As the particle diameter increases, the surface contribution to the total 
magnetization diminishes and two main features can be seen: the total magnetization is more and more 
similar to the core magnetization and, straightforwardly, the core magnetization approaches more and 
more the bulk magnetization values. This tendency of the core magnetization to approach to the bulk 
values is stronger at low temperatures, while near 𝑇𝐶  there is a clear departure from this behavior. 
 
We have observed that there is a temperature range where the magnetization behavior (specially the 
surface magnetization) displays a roughly linear behavior, as it has been previously reported by Iglesias 
et. al [Iglesias2001] and that this temperature range is larger for smaller particles. In the mentioned work, 
it is argued that this linear behavior is related to an effective 3D-2D dimensional reduction of the surface 
shell, and that it has been observed in  thin film systems and in simulations of rough ferromagnetic 
surfaces [Martinez1992, Xiao1987, Corciove1963, Park1953, Zhao2000]. 
 
As a first attempt of an analytical model that relates the surface, core and total magnetization, one can 
follow the 2-component approach of Iglesias et. al [Iglesias2001] writing the following relationship 
between the surface and bulk contributions, 
 
𝑀𝑇 = 𝑝𝑀𝑆 + (1 − 𝑝)𝑀𝐶       (10) 
 
where 𝑝 =
𝑁𝑆
𝑁𝑇
 is the shell fraction, 𝑁𝑆 and 𝑁𝑇  being the number of atoms in the shell region and the total 
number of atoms respectively. After assuming a shell much thinner than the nanoparticle radius one can 
arrive to the following approximate expression 
 
𝑀𝑇(𝑑) = 𝑀𝐶 − 𝛥𝑀
𝛥𝑟𝑆
𝑉
= 𝑀𝐶 − 𝛥𝑀
6𝛥𝑟
𝐷
     (11) 
 
where S and V are the surface and volume of the particle respectively, 𝛥𝑟 is the thickness of the surface 
layer, D is the diameter of the spheres and 𝛥𝑀 = 𝑀𝐶 − 𝑀𝑆. 
 
In Figure 11 results from this model are compared with the simulations for different NPs. As it can be seen, 
the results of this analytical approximation are quite good, even for the smaller systems. It is notable how 
it manages to reproduce the intersection of the different curves at high temperatures, related to the 
surface/core fraction as discussed above. 
 
 
B. Evaluation of possible pre-melting 
 
The EAM potential used in the previously mentioned study has a bulk melting temperature close to 2000 
K [Pártay2018]. However, small clusters are expected to have much lower melting temperatures 
[Ding2004], in particular, in the mentioned reference, the authors found a reduction of about 30% in the 
melting of 2 nm Fe clusters. Assuming the same reduction for the EAM potential used here would give a 
melting temperature close to 1350 K. We have analyzed the structure and diffusivity of core and shell 
atoms at different temperatures, to evaluate possible premelting of the nanoclusters studied here. The 
pair correlation function, 𝑔(𝑟), for the whole nanocluster is shown in Fig. 12.  There are broad but well-
defined peaks for 2nd and 3rd nearest neighbors at high temperatures, as expected from a crystalline 
solid.  
 
We note that at 1200 K, the nearest-neighbor distance for bulk Fe gives 0.245 nm, while for the smallest 
NPs this distance is closer to 0.25 nm, giving a change of only 2%. The effect of large changes in neighbor 
distance for Fe films was evaluated by Garibay-Alonso et al [Garibay-Alonso2006], which also observed a 
nearly linear decrease of layer magnetization with temperature, as in Fig. 10. It can be seen from the radial 
distribution functions that there are non-negligible fluctuations on the first and second-neighbor 
separation distance as the size of the system is diminished at 𝑇 = 600 𝐾. These fluctuations may result 
in values of 𝐽(𝑟𝑖𝑗)  (see parametrization of 𝐽(𝑟𝑖𝑗) in [Tranchida2018]) that could drive the systems into an 
antiferromagnetic phase for the smallest clusters at 600 K, as it is shown in [Ghosh2019]. 
 
Fig. 13 differentiates shell and core region near the Curie temperature. From the peaks in g(r) there is no 
evidence of surface premelting at this temperature, even for the smallest NP. To further elucidate this, 
we have also carried out diffusivity calculations. At 600 and 1200 K, diffusivity calculations for the core 
atoms give a value close to zero, but the shell gives values of the order of 𝐷 = 4.0 × 10−10 𝑚2/𝑠, as seen 
in Figure 14. For reference, the bulk self-diffusion coefficients values are around 𝐷 = 1.0 × 10−15 𝑚2/𝑠 
for 1000 K as reported in [Jang2010].  The diffusivity for molten Fe has been typically calculated above 
1500 K. For instance, in reference [Gosh2013] using the EAM parameters of [Bhuiyan1996], they obtain 
values which extrapolated down to 1230 K would give D close to 1.5 × 10−9 𝑚2/𝑠. Given that our shell 
region at 1200 K has a diffusivity similar to extrapolated molten bulk values, one could argue that the shell 
region is molten or partially molten at 1200 K while at 600 K it remains unmolten. However, we note that 
the shell region contains mostly surface atoms, and that surface diffusion is complex at high temperatures 
[Chamati2006], and further studies would be needed to elucidate this point. 
 
 
C. Comparison with theoretical models 
 
We have compared our simulation results with the semi-infinite Ising model, an analytical model that 
includes surface effects and is described in section III-A. In Figure 15, we have compared the bulk and shell 
magnetizations obtained from the model with the ones from MD simulations for different values of the 
exchange constant J. As it can be seen, the model is highly sensitive to the value J but the qualitative 
behavior of the system is well reproduced for the three values considered. The most striking feature of 
this model is that the analytical surface magnetization thermal behavior notably reproduces the shape of 
the corresponding MD curve, also displaying an inflexion point at high temperatures. The rapid decrease 
of surface magnetization is also observed for the surface magnetization of thin films [Garibay-
Alonso2006]. 
 
Figure 16 shows the analytical results of the model presented in section III-B and the computational results 
for different NPs, showing a good qualitative agreement. It can be seen, that the behavior of the different 
magnetizations is well reproduced.  
 
Quantitative agreement is difficult to achieve using mean-field models like the ones in Figs. 15 and 16. As 
expected, any mean-field model requires an effective J much lower than the used in our spin Hamiltonian 
to adjust the critical temperature, and both models show good agreement with our results for J=6.5 meV. 
In addition, there are non-negligible differences between Ising and Heisenberg models, as expanded 
below. Nevertheless, these results are of great importance to test and support the MD results. It is notable 
how the model manages to reproduce very well the behavior of the different magnetizations as the size 
of the nanoparticle is enlarged. It shows, as well as the MD simulations, that an 8 nm diameter nano 
sphere behaves closely to a bulk system.  
 
The Ising model variations shown above do not offer an accurate quantitative prediction of our 
magnetization curves. All of them use the mean field approximation, and only up/down spin states. This 
is because solving the Heisenberg model in 3D is not trivial, even for periodic boundary conditions. Recent 
work shows the “phase diagram” for different values of J at first, second and third nearest neighbors (𝐽1, 
𝐽2, 𝐽3)  [Ghosh 2019]. The frontier for the (𝜋,𝜋,𝜋) antiferromagnetic phase appears at  𝐽2/𝐽1 = 2/3 (0.67). 
In our case, for the chosen 𝐽(𝑟𝑖𝑗), this ratio changes with temperature, and it is also affected by strain in 
the nanoparticle, but is is close to 𝐽2/𝐽1 = 0.6, and 𝐽3/𝐽1 = 0, which puts our system in the ferromagnetic 
state, and therefore close to the frontier between the (0,0,0) ferromagnetic and (𝜋,𝜋,𝜋) phases. The 
(q,q,q) spiral phase is close, but 𝐽3 > 0 would be needed to reach that region of the phase diagram. At 10 
K, the separation distance between nearest neighbor spins (𝑑𝑛𝑛) is around 𝑑𝑛𝑛 = 0.245 𝑛𝑚, and the 
distance between second nearest neighbor (𝑑2𝑛𝑑) is about 𝑑2𝑛𝑑 = 0.285 𝑛𝑚, resulting in 𝐽1 = 19.5 𝑚𝑒𝑉 
and 𝐽2 = 12.12 𝑚𝑒𝑉, 𝐽3 = 0, giving 𝐽2/𝐽1 = 0.62. At 1000K, 𝑑𝑛𝑛 = 0.25 𝑛𝑚, 𝑑2𝑛𝑑 = 0.29 𝑛𝑚, 𝐽1 =
19 𝑚𝑒𝑉, 𝐽2 = 11 𝑚𝑒𝑉, 𝐽3 = 0, giving 𝐽2/𝐽1 = 0.58. 
 
As an alternative simple model for magnetization vs temperature, Figure S3 shows the curve for the 
“shape” model by Kurzmin [Kuzmin2005]. The comparison of the model with our bulk results shows 
reasonable agreement if one sets the Critical temperature to 𝑇𝑐 = 650 𝐾 in the model. 
 
 
V. Conclusions 
We have simulated isolated bcc Fe spherical nanoclusters and studied its magnetic properties as a function 
of temperature and cluster size, in the absence of external magnetic fields. We have used a classical spin 
Hamiltonian coupled to classical molecular dynamics. The effect of anisotropy is also considered. Our 
results naturally include lattice expansion, surface stress, and other factors which are difficult to include 
in spin lattice models. Our simulations include nanoclusters with up to 23000 atoms, and bulk simulations 
with up to 250,000 atoms. The temperature of the lattice and the spins can be defined without any 
additional scaling factors [Tranchida 2018], as usually required in SLD simulations [Hahn2019]. 
 
Given the complexity of solving 3D magnetic models, simulations including thermal lattice effects like 
thermal expansion and lattice strain due to surface effects, can be valuable tools in understanding and 
predicting the behavior of nanoscale magnetic systems. We find significant differences between our 
simulations with moving atoms, and simulations with frozen atoms as in most atomistic spin-dynamics 
simulations, specially at temperatures above ⅔ of the critical temperature. 
 
Our results show excellent agreement with experimental measurements of Fe nanoclusters [Billas1993]. 
The magnetization thermal behavior of small clusters is well reproduced, and the estimated Curie 
temperature is also very similar. Total magnetization decreases with increasing temperature and 
decreasing size and, therefore, the decrease of magnetization with temperature is faster for the smallest 
clusters. Qualitatively, these results are expected, but they are quantitatively different from the ones in 
simple semi-analytical mean field Ising models, even when size and surface effects are considered. 
 
Regarding our bulk simulations, we obtain an estimated Curie temperature close to 𝑇𝑐 = 650 𝐾 for bulk 
systems.  The discrepancy with the experimental value is attributed to the exchange coupling 𝐽(𝑟𝑖𝑗). Large 
differences of the reported values of J as a function of pair separation distance are found in the literature 
and therefore fitting the function 𝐽(𝑟𝑖𝑗) with a different set of ab-initio calculations results in different 
magnetization curves. This statement is clearly verified in Fig. 8 where the bulk Curie temperature is well 
reproduced if a different set of ab-initio data is used to fit the 𝐽(𝑟𝑖𝑗) function.   
 
Total magnetization can be considered a result of an ordered core plus a less ordered shell, and simple 
composite models provide a reasonable fit to our results. Core magnetization resembles bulk 
magnetization and, as cluster size increases, dominates the overall magnetization. Shell magnetization is 
significantly lower than bulk magnetization, as expected. For temperatures above 1000 K, we observe 
evidence of possible melting of the shell region, as shown by both diffusivity and radial coordination 
studies. This is consistent with melting temperature reduction due to finite size and surface effects in 
nanoclusters. 
 
We propose a functional form for the magnetization as a function of size and temperature, which has only 
2 free parameters and works extremely well for temperatures below 𝑇𝑐, and for the range of sizes studied, 
from 2 nm cluster diameter up to bulk conditions. 
 
The classical simulations presented here have several limitations, as assuming 𝐽(𝑟𝑖𝑗) the same for surface 
and core atoms, and classical continuous spin variables, but they contribute to the understanding of 
magnetism in nanoscale systems, providing quantitative values to compare with experiments for 
nanocluster magnetization. 
 
Future studies will consider the effect of defects in the clusters, such as vacancies, impurities, dislocations 
and grain boundaries, together with the role of an external magnetic field and dipolar interactions with 
other nanoclusters. 
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Tables 
 
 
Table I. Total number of atoms, surface atoms, core atoms, and percentage of surface and core atoms for 
each nanocluster.  
 
 
 
FIGURES 
 
 
 
Figure 1 Finite-size scaling for bulk magnetization simulations, using periodic boundary conditions. The 
data correspond to simulations run at 300 K and error bars show standard deviation resulting from 
averaging magnetization over the final 0.5 ns. 
Diameter (nm) N° of atoms Surface atoms Core atoms % Surface % Core 
2 339 177 162 52.21 47.79 
3 1243 528 715 42.48 57.52 
4 2741 808 1933 29.48 70.52 
5 5601 1480 4121 26.42 73.58 
6 9577 2054 7523 21.45 78.55 
8 22659 3695 18964 16.31 83.69 
  
 
 
 
Figure 2. Behavior of the components of the magnetization along the x, y and z axes (𝑚𝑥 , 𝑚𝑦, 𝑚𝑧) and the 
total magnetization (M) during a typical simulation. The results correspond to simulations of a 2nm wide 
sphere at 400 K. 
 
 
 
Figure 3. Snapshot of one half of a 6 nm diameter Fe NP, obtained with OVITO, inscribed in a cubic region 
with periodic boundary conditions. The shell and core regions are clearly specified. Each small sphere 
represents an atom. 
 
 
 
 
Figure 4. Snapshots of a simulation of a NP with a diameter of 6 nm. Initial condition was 𝑚𝑧 = 1(all spins 
pointing towards +z axis). (a) Atomic spins are displayed as arrows, with color indicating z-component 
magnitude, at 600 K. (b) Same as (a) for thin slab at the center of the nanoparticle. See also Supplementary 
movies SM1 and SM2. 
 
   
 
Figure 5. Snapshots from the simulations showing the z-component of the atomic magnetization for 
nanoparticles of (a) 2 nm and 300 K, (b) 2 nm and 1200 K, (c) 6 nm and 300 K and (d) 6 nm and 1200 K. 
Spheres are sliced in half and small spheres represent atoms. White indicates that the spins point towards 
the ‘+z’ axis while black indicates pointing towards the ‘-z’ axis. The z axis is vertical and points upward in 
the figures. 
 
Figure 6. Total normalized magnetization as a function of temperature for different NPs compared to the 
bulk values. The symbology is indicated in the figure. 
 
 
 
Figure 7: Magnetization using MD-ASD, for two nanoparticle sizes and comparing moving and frozen 
atomic degrees of freedom.   
 
Figure 8. (a) Experimental results for a Fe nanocluster of about 500-600 atoms as reported by Billas et al. 
[Billas1993] compared to the results of our simulations of a Fe NP composed of 533 atoms using two 
different exchange functions J(rij) . The exchange function J(rij) fitted from the data of Pajda et al. 
[Pajda2001] is the one used in this work and it manages to closely reproduce the experimental results. 
The open circles curve corresponds to the simulation results using the same exchange function used by 
Ma et al. [Ma2008]. (b) Magnetization of a Fe Bulk system (cell size 20x20x20𝑎0
3) obtained using the 
exchange function fitted from Ma et al. [Ma2008] (full circles) compared to experimental data (triangles) 
and the results reported by Ma et al. (empty circles). 
 
Figure 9. Size dependence of the total magnetization at different temperatures. The normalized 
magnetization is plotted as a function of the inverse diameter (
1
𝑑
). The bulk values, estimated as it was 
detailed in the text, correspond to 
1
𝑑
= 0. Symbol and full line curves correspond to the simulation results, 
whereas the dashed lines represent the fitted curves and error bars show standard deviation resulting 
from averaging over the last 0.3 ns. For the fitted curves, the function is 𝑀 = 𝑎(1 − 𝑏𝑇)(1/𝑑) +
(
𝑇𝑐−𝑇
𝑇𝑐
)1/3 , where 𝑎 = 0.1, 𝑏 = 1.003, and 𝑇𝑐 = 650 𝐾.  The black dash-dotted line correspond to 𝑀 =
0.35 (1/𝑑)0.514 and is related to the magnetization scaling behaviour near the critical temperature in the 
3D Heisenberg model  as detailed in the text. 
 
Figure 10. Total normalized magnetization (𝑀𝑇), Core magnetization (𝑀𝑐𝑜𝑟𝑒) and Shell magnetization 
(𝑀𝑠ℎ𝑒𝑙𝑙) plotted as a function of  temperature for NPs of different diameters. Bulk magnetization is also 
shown. 
 
 
Figure 11. Total normalized magnetization vs temperature as obtained from [Iglesias2001] for different 
NPs, 8 nm (solid line), 4 nm (dashed lines) and 2 nm (dotted line) compared with the result of Molecular 
Dynamics simulations (symbols). 
 
Figure 12. Coordination analysis for spheres with diameters of 2 nm and 6 nm at different temperatures. 
The data is taken from the last configuration of the system. This supports lack of melting, even for the 
smallest nanocluster considered here. 
 
Figure 13. Coordination analysis for the core and shell regions of a NP with a diameter of 2 nm at a 
temperature of 1200 K.  
 
 
 
Figure 14. Mean-square displacement of the shell atoms at 600 and 1200 K, obtained directly from the 
simulations for a 4 nm wide NP. The straight dashed line represents a linear fit of the 1200 K results, giving 
a diffusion coefficient 𝐷 = 4.0 × 10−10 𝑚2/𝑠. Note that this simulation is 10 times longer (5 ns) than 
those for the magnetization calculation. 
 
Figure 15. Thermal behavior of the core and shell magnetizations as obtained from the semi-infinite Ising 
model with a free surface (section III.A) compared with MD simulations results for different values of the 
exchange constant J. The curves are obtained for a NP with a diameter of 6 nm. 
 
 
Figure 16. Comparison of the total (𝑀𝑇), core (𝑀𝑐) and shell (𝑀𝑠) magnetization curves, between the 
model presented in section III.B (dashed lines) [Bertoldi2012] and MD simulation results (lines and 
symbols) for NPs of different diameters. 
 
 
 
Supplementary Material 
 
 
Supplementary Movies 
https://drive.google.com/file/d/1JrVomlP501zZRX7B9Jxd5oHEeiUkatT8/view 
SM1 Spin dynamics for a slice at the center of the 4 nm wide sphere held at 600 K. Small spheres represent 
atoms and arrows indicate spin orientation. Both are color coded according to the z component of the 
atomic spin.. 
 
https://drive.google.com/file/d/17pS-dUA6Ey9EA4Oxci8AV4-zmGMm5o-a/view 
SM2: Spin dynamics for the outer shell of the 4 nm wide sphere held at 600 K showing half of the sphere. 
Small spheres represent atoms and arrows indicate spin orientation. Both are color coded according to 
the z component of the atomic spin 
 
 
 
Supplementary Figures 
 
 
Fig. S1. Normalized magnetization at 1100 K as a function of simulation time for different initial simulation 
setups: All spins initially oriented along the z axis (red), and spins oriented randomly (black).  
 
 
Fig. S2. Total normalized magnetization as a function of temperature. Same as Fig. 7, but  for all the 
different NPs compared to the bulk values.  
 
 
Figure S3. Bulk magnetization obtained from MD simulations compared to the semi-empirical model 
developed in [Kuz’min2005]. The parameters of the model curve are taken from the mentioned paper as 
well. 
