The one-dimensional nearest-neighbor totally asymmetric simple exclusion process can be constructed in the same space as a lastpassage percolation model in Z 2 . We show that the trajectory of a second class particle in the exclusion process can be linearly mapped into the competition interface between two growing clusters in the lastpassage percolation model. Using technology built up for geodesics in percolation, we show that the competition interface converges almost surely to an asymptotic random direction. As a consequence we get a new proof for the strong law of large numbers for the second class particle in the rarefaction fan and describe the distribution of the asymptotic angle of the competition interface.
1. Introduction. The relation between the totally asymmetric nearestneighbor simple exclusion process in dimension one and two-dimensional last-passage percolation models is well known since the seminal work of Rost [19] . The macroscopic behavior of the density profile of the exclusion process is governed by the Burgers equation [1, 17] . This corresponds to the "shape theorem" in last-passage percolation [19, 20] . An important property of the exclusion process is that the so-called second class particles (that follow roughly the behavior of a perturbation of the system) are asymptotically governed by the characteristics of the Burgers equation. When there is only one characteristic, the second class particle follows it [5, 18, 21] ; when there are infinitely many, the particle chooses one of them at random to follow [6] . These results hold when the initial distribution is a product measure with densities λ ∈ (0, 1], ρ ∈ [0, 1), to the left and right of the origin, respectively. The existence of infinitely many characteristics occurs at points where the solution of the Burgers equation is a rarefaction front. The rescaled position of the second class particle converges almost surely to a random variable with G(i, j) = 0 if either i = 0 or j = 0. We say that a point z is infected at time t if z ∈ G t , where
is called the infected region. Let Q(i, j) := (i − 1, i] × (j − 1, j] be the unit square having (i, j) as north-east vertex. The set G t := z∈Gt Q(z) describes the subset of (R + ) 2 attained by the infection at time t. The random process G t is called a spatial growth model and describes a growing Young tableau.
The growth interface is defined by γ t := {(i, j) ∈ (Z + ) 2 : G(i, j) ≤ t and G(i + 1, j + 1) > t}.
The polygonal curve interpolating the points of γ t that are at distance 1 separates the infected region G t and its complement.
Rost [19] proved a "shape theorem" for G t : with P probability 1, for all ε > 0 there exists a t 0 such that for all t > t 0 ,
where M := {(u, v) ∈ (R + ) 2 : µ(u, v) ≤ 1} and
The interface γ t converges to {(u, v) : µ(u, v) = 1} in the same sense: with P probability 1, for all ε > 0 there exists a t 0 such that for all t > t 0 , The process (G 21 t , G 12 t ) describes a competing spatial growth model between two different infections (see Figure 1) . For related models in first-passage percolation see [3, 8, 16] . One can see that the regions G 21 t , G 12 t are connected,
∞ and G 12 ∞ can be defined inductively as follows: ϕ 0 = (1, 1) and for n ≥ 0,
So that, if we paint blue the squares Q(z) with z ∈ G 21 ∞ and red the squares Q(z) with z ∈ G 12 ∞ , the line obtained by linear interpolation of ϕ 0 , ϕ 1 , . . . separates the blue and red regions. The square Q(1, 1) gets no color. Definition (7) is equivalent to ϕ n+1 = arg min{G(ϕ n + (1, 0)), G(ϕ n + (0, 1))}, n ≥ 0. (8) Note that given G(z) for all z, the interface ϕ chooses locally the shorter step to go up or right. We prove that ϕ has an asymptotic (random) direction and compute the law of the direction:
Second class particles in simple exclusion. The one-dimensional nearestneighbor totally asymmetric simple exclusion process is a Markov process (η t , t ≥ 0) in the state space {0, 1} Z . η t (x) indicates if there is a particle at site x at time t; only one particle is allowed at each site. At rate 1, if there is a particle at site x ∈ Z, it attempts to jump to x+1; if there is no particle in x+ 1 the jump occurs, otherwise nothing happens. To construct a realization of this processà la Harris, one considers independent one-dimensional Poisson processes N = (N x (·), x ∈ Z) of intensity 1; let Q be the law of N . The process (η t , t ≥ 0) can be constructed as a deterministic function of the initial configuration η and the Poisson processes N as follows: if s is a Poisson epoch of N x and there is a particle at x and no particle at x + 1 in the configuration η s− , then at time s the new configuration is obtained by making the particle jump from x to x + 1. This construction is well defined; see [4] , for instance. Let Φ be the function that takes η and N to (η t , t ≥ 0). Let η 0 and η 1 be two arbitrary configurations. The basic coupling between two exclusion processes with initial configurations η 0 and η 1 respectively is the joint realization (Φ(η 0 , N ), Φ(η 1 , N )) = ((η 0 t , η 1 t ), t ≥ 0) obtained by using the same Poisson epochs for the two different initial conditions. Liggett [11, 12] are the default references for the exclusion process.
Let η 0 and η 1 be two configurations defined by
These configurations are full to the left of the origin and empty to the right of it and differ only at the origin (see Figure 2 ). Call X(0) = 0 the site where both configurations differ at time zero. With the basic coupling, the configurations at time t differ only at the site X(t) defined by
(X(t), t ≥ 0) is the trajectory of a "second class particle." The process ((η 0 t , X(t)), t ≥ 0) is Markovian but the process (X(t), t ≥ 0) is not. The motion of X(t) depends on the configuration of η 1 t in its neighboring sites. The second class particle jumps one unit to the right at rate 1 if there is no η 1 particle in its right nearest neighbor and it jumps one unit to the left at rate 1 if there is an η 1 particle in its left nearest-neighbor site, interchanging positions with it. Ferrari and Kipnis [6] proved that X(t)/t converges in distribution to a uniform random variable as t → ∞ for initial configurations distributed according to product measures with densities λ > ρ to the left and right of the origin, respectively. In these cases, Mountford and Guiol [14] proved almost sure convergence. Our approach gives an alternative proof to Mountford and Guiol in the case λ = 1 and ρ = 0: Theorem 2. Let (X(t), t ≥ 0) be the trajectory of a second class particle put initially at the origin in the one-dimensional totally asymmetric nearestneighbor simple exclusion process starting with the configuration η 1 defined Pair representation of the second class particle. It is convenient to represent the second class particle with a pair hole-particle. For that we consider the initial configuration η 01 defined by
This configuration has a particle at site 1 called *particle and a hole at site 0 called *hole. The pair *hole-*particle is called *pair (see the configuration before jump in Figure 3 ). The process η 01 t is constructed using the Poisson marks as before; ignoring the *pair, the process is just the exclusion process starting with the configuration η 01 . On top of it we define the evolution of the *pair as follows: when a particle (from the left) jumps over the *hole, the *pair moves one unit to the left (giving rise to the configuration after the jump in Figure 3 ); when the *particle jumps to the right (over a hole), the *pair moves one unit to the right. This is the same behavior as that of the second class particle; the difference is that the second class particle occupies only one site while the *pair occupies two sites. Call P * (t) and H * (t) the position of the *particle and *hole respectively at time t; clearly P * (t) = H * (t) + 1 for all times. If we collapse again the *pair to one site by definingη t (x) = η 01 t (x) for x < H * (t),η t (x) = η 01 t (x + 1) for x ≥ P * (t), then the process (η t , H * (t), t ≥ 0) has the same law as (η 1 t , X(t), t ≥ 0). (14) In Lemma 6 we give an explicit construction which maps these processes for almost all realizations.
Growth model and simple exclusion. Rost [19] showed that the simple exclusion process can be constructed in the probability space induced by W, where the oriented percolation model is defined. This can be done for any initial configuration; we do it for the process with initial configuration η 01 as follows. Let be the positions of the particles of η 01 0 labeled from right to left and the positions of the holes, labeled from left to right. We construct P i (t) and H i (t), the position of the ith particle, respectively ith hole, at time t as a function of the random variables G 01 (z) := G(z) − w(1, 1). The rule is: at time G 01 (i, j) the jth particle and the ith hole interchange positions. (16) The initial ordered labels of the holes and particles make that after the (j − 1)st particle has interchanged positions with the ith hole and the jth particle has interchanged positions with the (i − 1)st hole, the jth particle must wait an exponential time of parameter 1 to interchange positions with the ith hole. This is the particle-hole interpretation of the recurrence relation (2) .
Rule (16) is well defined in this case because only a finite number of exponential random variables is involved in the definition of each next move. Indeed, the variables G 01 (z) are well ordered, inducing a (random) order on the sites of (Z + ) 2 , say z 1 , z 2 , . . . with G 01 (z k ) < G 01 (z k+1 ). In particular z 1 ∈ {(1, 2), (2, 1)}, for example. Starting with the minimum between G(1, 2) and G(2, 1), say G(1, 2) < G(2, 1), then z 1 = (1, 2) and at time G 01 (z 2 ) the second particle and the first hole interchange positions (see Figure 4 ignoring the parentheses and the stars). Inductively, if z n = (i, j), then at time G 01 (z n ), the jth particle and the ith hole interchange positions. Call P i (G 01 (z n )) and H i (G 01 (z n )) the positions at time G 01 (z n ) of the ith particle and hole, respectively. For i ≥ 1 define
The resulting process ((P i (t), H i (t)), i ≥ 1, t ≥ 0) is the exclusion process in the sense that, if one disregards the labels, the process (ζ 01 t , t ≥ 0) defined by
A. FERRARI AND L. P. R. PIMENTEL Fig. 4 . Labels of particles, holes and *pair. The particle configuration and the jump are the same as in Figure 3 .
has the same law as the process (η 01 t , t ≥ 0) = Φ(η 01 , N ), defined with the Poisson processes. We call Υ(η 01 , W) = (ζ 01 t , t ≥ 0) the deterministic function that constructs ζ 01 t using W.
The second class particle in the competition model. In the previous paragraph we have constructed a simple exclusion process starting with a particle at site 1 and a hole at site 0. In this construction we keep track of the position of each particle and hole. We now want to track the *pair, the *hole and *particle initially at sites 0 and 1, respectively, whose evolution is described after Theorem 2. The labels of the *particle and *hole change with time. At time 0 the *particle has label 1 and so does the *hole: P * (0) = P 1 (0) and H * (0) = H 1 (0) and hence the labels of the *pair are represented by the point ϕ 0 = (1, 1), the initial value of the competition interface. Suppose in the next step, say G(1, 2) < G(2, 1), the second particle jumps over the *hole before the *particle jumps over the second hole (see Figure 4) . In this case, the labels of the *pair at time G(1, 2) are (1, 2), which is exactly the argument that minimizes {G(2, 1), G(1, 2)}, so that, after the first jump of the *pair, its labels are given by ϕ 1 [recall (8) ]. By recurrence, ϕ n gives exactly the labels of the *pair after its nth jump. More precisely, let τ 0 := 0 and define
where (ϕ n , n ≥ 0) is the competition interface defined in (7) . The labels of the *pair are given by the coordinates of the competition interface: (20) where i n and j n are the coordinates of ϕ n : (i n , j n ) := ϕ n . Define the process (ψ t , t ≥ 0) = (I(t), J(t), t ≥ 0) ∈ (Z + ) 2 by
By definition (3) of γ t , it is clear that ψ t belongs to both the growth interface and the competition interface (see Figure 1 ): (1, 1) and (H * (t), P * (t)) = (H I(t) (t), P J(t) (t)). (22) On the other hand, when the *pair jumps to the right the *hole increments its label by one, and when the *pair jumps to the left, the *particle increments its label by one. Hence, (H * (t), P * (t)) = (I(t) − J(t), I(t) − J(t) + 1). (23) Combining (23) with (14), we get the following result.
Proposition 3. The processes ((η t , I(t)−J(t)), t ≥ 0) and ((η 1 t , X(t)), t ≥ 0) are identically distributed.
We construct simultaneously both processes in such a way that they are identical almost surely. See Lemma 6.
Using the technology of geodesics and the ergodicity of the last-passage percolation model we prove in Section 3 the following proposition (this is Theorem 1 without identifying the limit).
Propositions 3 and 4 and (22) are the keys to characterize the long time behavior of (ψ t , t ≥ 0) as a line with a random angle and identify the distribution of the limiting angle:
Proposition 5. The following limits hold P-a.s.:
Proof. Since ψ t ∈ γ t+w(1,1) and by (6) inf{|z| : z ∈ γ t } is of the order of t [indeed, this infimum divided by t converges to 1/ √ 8, the distance between the origin and the curve {µ(u, v) = 1}], |ψ t | → ∞ as t → ∞ and (25) follows from (24).
The limit (26) follows from (25), (22) , the shape theorem (6) and (5). Indeed, the shape theorem (6) and the limit (25) imply that ψ t /t converges P-almost surely to g(θ)e iθ , where g(θ) is the distance from the origin to the intersection of the limiting curve M = {(u, v) ∈ (R + ) 2 : µ(u, v) = 1} with the line {(u, v) ∈ (R + ) 2 : tan θ = u/v} (the line with inclination θ). Hence by the definition (5) of µ, g(θ) cos θ + g(θ) sin θ = 1, from where (26) is derived.
The limit in (27) is an immediate consequence of (25) and (26). It is a uniform random variable as consequence of Proposition 3-that identifies the difference between the coordinates of the interface with the second class particle-and Ferrari and Kipnis [6] , who proved that the asymptotic law of the second class particle is uniform in [−1, 1].
We finish this section by proving Theorems 1 and 2.
Proof of Theorem 1. The P-a.s. convergence follows from Proposition 4. Since by (29) f (θ) is uniformly distributed in [−1, 1] and f (α) is decreasing in α,
The proof of Theorem 2 requires the following lemma.
Lemma 6. There exists a map R : N → W such that if the trajectory of the second class particle (X(t), t ≥ 0) as a function of N is well defined, then it is identical to the trajectory of (I(t) − J(t), t ≥ 0) as a function of R(N ). Furthermore, if N has law Q, then R(N ) has law P.
Proof. Let N be a family of Poisson processes. Let ((η 1 t , X(t)) : t ≥ 0) be the exclusion process starting with the configuration full of particles to the left of the origin, empty to the right of the origin and with one second class particle in the origin constructed using N .
Let N be a Poisson process independent of N . Let τ n (N ) be the times of jumps of the second class particle X(t) with τ 0 = 0. Then define N ′ = (N ′ x (t) : t ≥ 0) as a function of N and N as follows:
Here N x (s, t] is the Poisson process N x in the interval (s, t] (as a counting measure), and analogously for N . By the strong Markov property, N ′ has the same law as N . Let η 01 be the configuration defined in (13) . Label its particles as in (15) . Let the *pair be the *hole and the *particle initially at sites 0 and 1, respectively. Realize the process η 01 t as a function of N ′ . For this evolution track the position of the labeled particles P i (t) and holes H i (t) and the *pair (H * (t), P * (t)) as a function of the particle jumps as described after display (13) . In this way we construct the processes (η 01 t ; P i (t), H i (t), i ≥ 1; H * (t), P * (t); t ≥ 0) as a function of N ′ . Call (I(t), J(t)) the labels of the *hole-*particle at time t, so that (H * (t), P * (t)) = (H I(t) (t), P J(t) (t)); of course these are also function of N ′ .
Then, for all t:
that is, the second class particle in the system governed by N is in the same place as the *hole in the system governed by N ′ . Collapsing the *hole-*particle in the system governed by N ′ , one obtains the particle configuration of the system governed by N :
Define G ′ (1, 1) = 0 and for i, j ≥ 1 let G ′ (i, j) = G ′ (N ′ )(i, j) be the time the jth η 01 particle jumps over the ith hole. Define w ′ (N ′ )(1, 1) as an exponential random variable independent of N ′ and j) is the time the ith particle waits to jump over the jth hole when they are neighbors, w ′ (i, j) are independent and identically distributed exponential of rate 1 (again strong Markov property). Hence R(N ) := W ′ = (w ′ (N ′ )(i, j) : {(i, j) ∈ N 2 }) has the same law as W.
It is immediate to check that
That is, the *pair evolution described after (22) using the exponential times W ′ is exactly the same as the *pair evolution constructed as a function of the Poisson processes N ′ . Notice that the auxiliary Poisson process N used in the definition (31) of N ′ as a function of N plays no role in the *pair evolution. This is also true for w ′ (1, 1).
Proof of Theorem 2. The convergence P-a.s. is established in Proposition 5. The convergence Q-a.s. is a consequence of Lemma 6.
Geodesics.
In this section we prove Proposition 4. We introduce the notion of geodesics in last-passage percolation and explore its connection with the competition interface. Let π = (z k ; k = 1, . . . , n) be an up/right path from z to z ′ . We say that π is a geodesic from z to z ′ if
Of course this is not a "geodesic" in the sense that it is the shortest way between two points. Indeed our geodesic is the longest oriented path between two points. For all z, z ′ ∈ Z there exists P-a.s. a unique geodesic from z to z ′ which is denoted by π(z, z ′ ). If u = (u 1 , u 2 ) and v = (v 1 , v 2 ) belongs to R 2 and u k ≤ v k for k = 1, 2, then we define G(u, v) = G(z u , z v ) where u ∈ Q(z u ) and v ∈ Q(z v ), where we recall Q(z) is the unit square with north-east point z. Analogously, we define π(u, v) = π(z u , z v ). Let π z = (z k ; k = 1, . . .) be an up/right semi-infinite path starting at z = z 1 . For each α ∈ [0, 90 • ] we say that π z has direction α if
We say that π z is a uni-geodesic if for all i < j the geodesic from z i to z j is exactly (z i , . . . , z j ). For each α ∈ [0, 90 • ] we say that π z is an α-geodesic if it is a uni-geodesic and has direction α. Proposition 4 is a consequence of the following propositions concerning geodesics. The proofs follow Newman [15] , Licea and Newman [10] and Howard and Newman [9] who proved analogous results for two-dimensions first-passage percolation models. Martin [13] has independently proved these results for the model under consideration.
. Since P-a.s. finite geodesics do exist and are unique, R(z) can be seen as a tree spanning all N 2 z . The set of vertices of the tree is N 2 z and the set of edges is {(z ′′ , z ′ ) : z ′′ − z ′ = 1 and z ′′ ∈ π(z, z ′ )}. We recall that D does not depend on the realization of the exponential times W. Indeed, a stronger version of Proposition 8 holds: for every α ∈ (0, 90 • ) there is only one α-geodesic in R(z) with probability 1 [13] . On
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the other hand, with probability 1 there are directions with more than one geodesic: P( α∈(0,90 • ) Ω 2 (z, α)) = 0.
For α ∈ D let π z (α) be the unique α-geodesic starting at z. This is P-a.s. well defined by Propositions 7 and 8.
As a consequence of the above propositions we get that for all α ∈ D, Pa.s. for all z, z ′ ∈ Z 2 , z = z ′ , there exists a random c α = c(α, z, z ′ ) and r 0 > 0 such that for all r > r 0
Indeed, from Propositions 7 and 8, if we fix α ∈ D, then P-a.s. for all z ∈ Z 2 lim r→∞ π(z, re iα ) = π z (α). This means that for allz ∈ π z (α) there exists r 0 > 0 such that for all r > r 0 , π(z,z) ⊆ π(z, re iα ). This together with Proposition 9 implies that for all z, z ′ ∈ Z 2 there exists c α ∈ Z 2 and r 0 > 0 such that for all r > r 0 , π(z, re iα ) = π(z, re iα ) ∪ π(c α , re iα ) and π(z ′ , re iα ) = π(z ′ , re iα ) ∪ π(c α , re iα ), which yields (36). ((2, 1) ,
Notice also that if α ∈ I, then lim inf r→∞ (G ((2, 1) ,
because the line l α 0 alternates infinitely often its color and this implies (39). Thus (38) and (39) imply that
Now, (40) implies that P-a.s. I has empty topological interior and this together with (37) implies that (θ n ) n∈N converges.
The following lemma, proven in the end of this section, is the main ingredient to prove Proposition 7. It gives an upper bound for the fluctuations of the geodesics. Let d(z, A) be the Euclidean distance between z ∈ R 2 and the set A ⊂ R 2 .
Lemma 10. There exists ε 0 > 0 such that for all ε ∈ (0, ε 0 ), there exist constants C 1 , C 2 , C 3 > 0 and δ > 0 such that for all z ∈ N 2 with |z| > C 1 ,
Proof of Proposition 7. By translation invariance we can assume z = (0, 0). Forz, z ′ ∈ N 2 \ {(0, 0)}, denote by ang(z, z ′ ) the angle in [0, 90 • ] betweenz and z ′ and let C(z, ε) = {z ′ ; ang(z, z ′ ) ≤ ε}. Let R be an infinite connected tree with vertices in N 2 and nearest-neighbor oriented edges. Assume also that (0, 0) andz ∈ N 2 are vertices of R. We denote by R out [z] the set of vertices z ′ of R such that the path in R between (0, 0) and z ′ touchesz. Let h : R + → R + . We say that R is h-straight if for all but finitely many verticesz of R, R out [z] ⊆ C(z, h(|z|)). By Proposition 2.8 of [9] , if R is h-straight with h satisfying lim L→∞ h(L) = 0, then every semi-infinite path in R starting from (0, 0) has a direction α ∈ [0, 90 • ] and for every α ∈ [0, 90 • ] there exists at least one semi-infinite path in R starting from (0, 0) and with direction α. Let δ ∈ (0, 1) and set h δ (L) = L −δ . By Lemma 2.7 of [9] , to prove that for all δ ∈ (0, 1/4), R((0, 0)) is h δ -straight it is sufficient to prove that for all sufficiently small ε > 0, the number of z ∈ N 2 such that sup z ′ ∈π(0,z) d(z ′ , [0, z]) ≥ |z| 3/4+ε is P-a.s. finite. Therefore, by Borel-Cantelli, Proposition 7 is a consequence of Lemma 10.
Proof of Proposition 8. Again we can assume that z = (0, 0). Let e = (z, z + (1, 0)) be an edge of the tree R((0, 0)) such that z + (1, 0) has infinitely many descendants. We inductively define a uni-geodesic π e in R((0, 0)) as follows. Put z 0 = z and z 1 = z + (1, 0). For each n ≥ 1, if z n has exactly one child, say z ′ n , with infinitely many descendants, then put z n+1 = z ′ n ; otherwise put z n+1 = z n + (0, 1). If there are two distinct α-geodesics starting from (0, 0), say π 1 and π 2 , then they have to bifurcate at some z ∈ R((0, 0)) going, respectively, to z + (1, 0) and z + (0, 1) in their next steps. In this case, π e with e = (z, z + (1, 0)) is caught between π 1 and π 2 . Hence π e is an α-geodesic because we are in two dimensions. Therefore, Ω 2 ((0, 0), α) must occur unless the event B(e, α) := [π e is an α-geodesic] occurs for some e = (z, z + (1, 0)). Thus
For each e = (z, z + (1, 0)), π e cannot be an α-geodesic for more than one α, and so ½ B(e,α) ℓ(dα) = 0 for each realization of the exponential times. By Integrating (41) with respect to ℓ(dα) and using (42) completes the proof of Lemma 8.
Proof of Proposition 9. By Proposition 8, for fixed α ∈ D P-a.s., if π z (α) and π z ′ (α) are not site disjoint, then they must coalesce. Therefore we must show that there is zero probability that there exist disjoint α-geodesics. Let S(α) = z∈Z 2 π z (α) be the set of α-geodesics emanating from z ∈ Z 2 . Then S(α) is a forest composed by a random number N (α) ∈ {1, . . . , +∞} of connected trees. The event "there are not disjoint α-geodesics" is equivalent to the event "N (α) = 1" and with this formulation we can apply the Burton and Keane [2] argument. This argument is based on a local modification idea that is formalized as follows. Let y 1 < · · · < y k be points in Z, and let A(y 1 , . . . , y k ) be the event "π (0,y 1 ) (α), . . . , π (0,y k ) (α) are disjoint and every site touched by π (0,y j ) after its initial site at (0, y j ) has strictly positive first coordinate" (see Figure 5) . We claim that if P(N (α) ≥ 2) > 0 =⇒ ∃ y 1 , y 2 , y 3 ; P(A(y 1 , y 2 , y 3 )) > 0. (43) Indeed, if the right-hand side of (43) holds, then there exist y 1 , y 2 such that the probability of A(y 1 , y 2 ) is positive. For i = 1, 2 and l ∈ Z let y l i = y i + l(y 1 − y 2 ). By translation invariance, the probability of A(y l 1 , y l 2 ) does not depend on l. This together with Fatou implies that for some l 1 < l 2 the probability of A(y
2 ) is also positive, although π y
because otherwise it must intersect π y 
Heuristically, Φ alters each ω ∈ B into an ω ′ ∈ Φ(B) by changing each w(z) > δ with z ∈ Λ to some value w ′ (z) ∈ (0, δ) [it may happen that Φ(B) is nonmeasurable]. Since the w(z)'s with z ∈ π (0,y 1 ) (α), or z ∈ π (0,y 3 ) (α), or z ∈ π z 2 (α), were unchanged while the others decreased or stayed as before, it follows that each one of the paths π (0,y 1 ) (α), π (0,y 3 ) (α) and π z 2 (α) continues to be an α-geodesic for ω ′ ∈ Φ(A). Similarly, ω ′ continues to belong to B δ . Although, since for each z ∈ Λ we have w ′ (z) < δ and for each z ∈ [(−1, y 1 ), (−1, The proof of Lemma 10 is based on the following lemma that provides an upper bound for moderate deviations of G(0, z) from its asymptotic value µ(z).
Lemma 11. There exists ε 0 > 0 such that for all ε ∈ (0, ε 0 ), there exist constants C 4 , C 5 , C 6 > 0 such that for all z ∈ N 2 with |z| > C 4 , for any r ∈ [|z| 1/2+ε , |z| 3/2−ε ] P(|G(0, z) − µ(z)| ≥ r) ≤ C 5 exp(−C 6 r/|z| 1/2 ).
We prove this lemma after the proof of Lemma 10. to show that when the point is asymptotically beyond the corresponding characteristic the "point to semi-line" geodesic is realized in the limit by a random location in the semi-line. More precisely, let L ρ be a random semiline starting at (0, 0) doing independent steps at right with probability 1 − ρ and down with probability ρ. This interface corresponds to the right initial configuration for the simple exclusion process chosen with the product measure with density ρ. Let z n = (x n , y n ) be a sequence of points in N 2 such that x n , y n → ∞ and xn yn → ( ρ 1−ρ ) 2 − ε for some ε > 0, as n → ∞. Let g n be the location in L ρ that realizes the z n to L ρ geodesic. Then one needs to show that as n → ∞, g n → g, a random location, almost surely. The inclination ( ρ 1−ρ ) 2 corresponds to the asymptotic behavior of the second class particle under this initial measure:
t → (1 − 2ρ) = (1 − ρ) 2 − ρ 2 , as t → ∞. An anonymous referee and Christoffe Bahadoran asked the authors about the resemblance between our Proposition 3 which identifies the second class particle and the competition interface determined by looking, in the lastpassage picture, from which side of point (1, 1) the maximizing paths of different points emanate. The referee says: "This bears a curious resemblance to Proposition 4.1 in [21] : that result also identifies the position X(t) of the second class particle by looking at which side of the initial position X(0) come the maximizers in the variational formula of the process. One wonders whether these two representations are two sides of the same coin." We leave this investigation for future work.
