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Abstract 
A simulation study of the static and dynamic critical behavior of a symmetric binary 
Lennard-Jones mixture is briefly reviewed. Using a combination of semi-grand-canonical 
Monte Carlo (SGMC) and molecular dynamics (MD) methods near the critical 
temperature of liquid-liquid unmixing, the correlation length and “susceptibility” related 
to the critical concentration fluctuations are estimated, as well as the self- and 
interdiffusion coefficients. While the self-diffusion coefficient does not show a detectable 
critical anomaly, the interdiffusion coefficient is found to vanish when one approaches 
the critical temperature at fixed critical concentration. It is shown that in the 
corresponding Onsager coefficient both a divergent singular part and a nonsingular 
background term need to be taken into account. With appropriate finite-size scaling 
analysis (the particle numbers studied for the dynamics lie only in the range from N = 
400 to 6400), the critical behavior of the interdiffusion coefficient is found to be 
compatible both with the theoretically predicted behavior and with corresponding 
experimental evidence. 
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1. Introduction 
 The interplay of static structure and transport coefficients in fluid and solid binary 
mixtures has been a topic of longstanding interest [1-6]. Understanding this problem is 
crucial for ionic conductors [1], disordered metallic alloys [2,5] and the phase separation 
processes [5] that these systems may undergo, dynamics of glassforming fluids [6], 
ordering phenomena occurring in monolayers adsorbed on surfaces affected by surface 
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diffusion [3,7], etc. A particularly popular concept (e.g., [2]) is the idea to find simple 
relations between self-diffusion coefficients, which characterize the diffusive motion of 
“tagged” particles in a mixture, and the interdiffusion coefficient, which describes how 
concentration gradients spread out. However, even for simple lattice-gas type models this 
idea is still subject to controversy (e.g. [8,9]). 
 
 Fluid binary mixtures near the critical point of a miscibility gap in their phase 
diagram are clearly an example where a simple relation between self-diffusion and 
interdiffusion coefficients does not exist. According to the conventional van Hove theory 
of critical slowing down [10,11] the interdiffusion constant DAB of a binary (A,B) mixture 
would have the same singularity as the inverse of the susceptibility χ describing the 
concentration fluctuations in the mixture. In terms of the well-known partial structure 
factors Sαβ (q) [6] of binary systems (α,β = A,B; q is the wave number), χ is defined by  
       (1) ,]1/[)( 22 …++= ξχ qTkqS Bcc
       (2) 
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Here kB is Boltzmann’s constant, T the absolute temperature, and ξ is the correlation 
length of the concentration fluctuations, while xA (xB = 1 − xA) are the relative 
concentrations of A (B) particles in the mixture. The interdiffusion coefficient then can be 
written as 
    ,/)( χTDAB Λ=      (3) 
where according to the van Hove conventional theory the Onsager coefficient  is 
finite at the critical temperature T
)(TΛ
c of the mixture. The interdiffusion coefficient vanishes 
since χ diverges according to a power law (as well as ξ), for xA = xB = 1/2 being the 
critical concentration of a symmetric binary mixture, 
      (4) ./)(,, 0 cc TTT −==Γ= −− εεξξεχ νγ
Here Γ, ξ0 are critical amplitudes, and γ,ν the associated critical exponents [12]. Binary 
mixtures belong to the Ising universality class [12], for which, in d = 3 dimensions 
[13,14] 
    .629.0,239.1 ≈≈ νγ     (5) 
While the van Hove conventional theory is believed to hold for solid binary mixtures 
[10,11,15], both mode coupling theory [16-20] and renormalization group theory 
[10,21,22] imply that it fails for fluid binary mixtures near their critical point. In 
particular, it was found that  contains a singular part )(TΛ )(TΔΛ  in addition to a non-
critical background term , )(TbΛ
      (6) ,)(),()()( 0 λ
νε −=ΔΛΔΛ+Λ=Λ LTTTT b
L0 being a critical amplitude, and the exponent νλ is related to the exponent η = 2 - γ/ν 
describing the decay of critical correlations [12] and the exponent xη describing the 
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critical divergence of the shear viscosity η*, which exhibits a so-called multiplicative 
anomaly [10,11,19] 
    ,νν λλ x=  with ,1 ηλ η xx −−=    (7) 
        (8) ,068.0,* 0 ≈= − ην ηεηη xx
η0 being a critical amplitude prefactor. Since η ≈ 0.03 one predicts νλ = 0.567. In fact, 
precise experimental data consistent with these results have existed for a long time [23]! 
 
However, no experiments exist where both self-diffusion and interdiffusion coefficients 
are available near the critical point of a fluid binary mixture. In fact, no pronounced 
critical anomaly is expected theoretically for the self-diffusion constants DA, DB, and this 
expectation is consistent with simulation studies of lattice-gas models [24]. Nevertheless 
it is interesting to reconsider the problem of interdiffusion and self-diffusion in critical 
binary mixtures via computer simulation again in view, in particular, of recent results 
[25] claiming that the vanishing of DAB is inconsistent with Eqs. (6-8). 
 
In the present paper, we hence review a recent study [26,27] where a symmetric binary 
Lennard-Jones mixture near its critical point has been extensively studied: combining 
semi-grand-canonical Monte Carlo (SGMC) methods [28-30] with microcanonical 
molecular dynamics (MD) runs [31] one can study transport phenomena in model 
systems in which long-wavelength concentration fluctuations are well equilibrated [32]. 
In this way, reliable information both on static critical properties {Eqs. (1), (4)} and the 
transport properties (interdiffusion coefficient {Eq.(3)}, shear viscosity {Eq.(8)}, and the 
self-diffusion coefficients) can be obtained for the model system studied. Of course, 
simulations always deal with systems of finite size (particle numbers 400 ≤ N ≤ 12800 
were studied [26,27]) and hence a careful assessment of finite-size effects near the critical 
point is necessary, applying finite-size scaling concepts [33-35]. 
 
2. Model and Simulation Techniques 
We consider a binary fluid of point particles with pair-wise interactions in a box of 
volume V = L3 with periodic boundary conditions. The Lennard-Jones potential 
      (9) 
is truncated at r
])/()/[(4)( 612 ijijijLJ rrr αβαβαβ σσεφ −=
ij = rc and modified there to create a potential that is everywhere 
continuous and also has a continuous first derivative, 
  
cij rr
ijLJcijcLJijLJij drdrrrrru =
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for rij < rc while u (rij ≥ rc) ≡ 0. The range parameters in Eq. (9) were chosen as σAA = σBB 
= σAB = σ, while the cutoff was set at rc = 2.5 σ. The particle number N = NA + NB and 
the volume are chosen to yield a reduced density ρ* = ρσ3 = Nσ3/V = 1. Then neither 
crystallization nor the liquid-vapor transition is a problem, at the temperatures of interest. 
Finally, the reduced temperature T* = kBT/ε0 and energy parameters are chosen as 
[26,27,32] εAA = εBB = 2 εAB = ε0. For equilibration, first a MC run is carried out in the 
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canonical ensemble (NA = NB, V, T) starting from particles at random positions. The MC 
moves tried are random displacements of randomly chosen single particles, applying the 
standard Metropolis method [31,36]. After about 104 Monte Carlo steps (MCS) per 
particle, the equilibration is continued by the SGMC method [26-30,32]: after 10 
displacement steps per particle N/10 particles are randomly chosen successively, and an 
identity switch in general is controlled both by the energy change, Δ E, and the chemical 
potential difference, Δμ, between the particles. However, since we wish to simulate states 
with an average concentration 2/1== BA xx  (with xα = Nα/N) for T >Tc, we chose 
Δμ = 0. For T < Tc, this choice yields states either along the A-rich or the B-rich branch 
of the coexistence curve in the (T,xA)-plane. 
 
 
Fig.1: Probability distribution P(xA) of the relative concentration xA = NA/N of A-particles for N = 6400, 
Δμ = 0, at several temperatures (a) below Tc and (b) above Tc. From S. K. Das et al. [27]. 
 
 
In the SGMC method the concentration xA is a fluctuating variable, and hence the 
probability distribution P(xA) is straightforwardly sampled. Since P(xA) = P(1−xA) for Δμ 
= 0, the coexistence curve (for T < Tc) is obtained as  
   ,),1( )2()1( A
coex
AA
coex
A xxxx =−=  (11) 
where moments kAx  are defined by 
   kAx  = 2    (12) 
The concentration susceptibility χ is then obtained from the second moment via 
.)(
1
2/1
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For the accurate location of the critical temperature, it is useful to record the fourth-order 
cumulant UL [34] 
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Fig. 1 shows “raw data” of the simulation for P(xA) for various temperatures T*, while 
Fig. 2 illustrates the estimation of the critical temperatures from intersections of 
cumulants for different sizes N [27]. Note that in the finite-size scaling limit (L → ∞, ξ → 
∞, L/ξ finite) these cumulants should intersect at Tc in a value, which (for a given 
universality class and type of system shape and boundary conditions) is universal [34]. 
The data indeed are consistent with a unique intersection point at 
 with the predicted value [37]  for the 
Ising universality class. 
0005.04230.1* ±=cT 6236.0)( * ≈cL TU
 
Fig. 2: The fourth-order cumulant UL(T) plotted vs. T* for N = 1600 (circles), 3200 (squares) and 6400 
(diamonds). The vertical straight line indicates the resulting estimate for , while the horizontal broken 
straight line indicates the theoretical value that  should take, for the Ising universality class. From 
Das et al. [27]. 
*
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The advantage of the SGMC method is not only the relative ease with which P(xA) 
and its moments are obtained, allowing then a reliable estimation of Tc, the coexistence 
curve {Eq. (11)} and χ {Eq. (13)}; a crucial further advantage is that long wavelength 
concentration fluctuations are rather well equilibrated, since critical slowing down near Tc 
is somewhat less of a problem than it would be for other simulation methods. The critical 
divergence of the largest relaxation time τmax is, of course, always rounded off in a 
simulation due to finite system size and one expects 
       (15) 
where the dynamic exponent z depends on the “dynamic universality class” [10].  
,,max c
z TTL =∝τ
 
For a MC simulation in the canonical ensemble the critical unmixing transition falls 
into “class D” of the Hohenberg-Halperin classification [10], for which z = 4 – η, while 
for the SGMC we have “class C” [10] for which z ≈ 2. Clearly the numerical effort for 
equilibrating the system in the canonical ensemble would be prohibitively large, since the 
time over which averages are taken should exceed τmax by several orders of magnitude. 
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Also using MD exclusively (both for equilibration and for a study of the critical 
dynamics) is problematic, since the predicted dynamic exponent is [10] z ≈ 3. Note that 
MD realizes the microcanonical NVE ensemble (internal energy E being strictly 
conserved) and then it is difficult to fine-tune the temperature (which would be a 
fluctuating observable of the simulation [31]). Using the standard recipe of isothermal 
MD simulations via the coupling of the system to suitable “thermostats” [31] slightly 
disturbs the (otherwise Newtonian) equations of motions and hence leads to some 
systematic errors, when dynamic correlations are recorded. Such errors are likely to be 
significant near criticality. 
 
All these problems are avoided by the present technique where an ensemble of initial 
states at the desired temperature is created by SGMC methods, and starting MD runs in 
the NVE ensemble from these initial states enables well-defined canonical averages of 
time-displaced correlation functions to be computed [26,27,32]. We choose the masses of 
the particles identical (mA = mB = m), apply the velocity Verlet algorithm [31] with a time 
step 48/01.0* =tδ  where t*=t/t0 with the MD time scale t0 being set by t0 = (m 
σ2/ε0)1/2. We used about 106 MD steps for T* = 1.5 and higher, and up to 2.8 x 106 MD 
steps for T closer to Tc. Within this time scale, no systematic temperature drift occurs, 
and we think that discretization errors are still well under control. 
 
Self-diffusion constants DA, DB are then extracted simply from the mean-square 
displacements of tagged particles 
 
   [ ] 2)()0()( trrtg iAiAA GG −=    (16) 
by applying the Einstein relation 
 
     (17) 
and similarly for . Note that for the computation of Eq. (16), a second set of 
coordinates (with no periodic boundary conditions) is used, so the displacements are not 
restricted by the size of the simulation box, and can grow without limit. For T > T
,]6/)([lim)/( 20
* ttgtD A
t
A ∞→
= σ
*
BD
c and 
Δμ = 0 we have 2/1== BA xx , of course, and then the symmetry of the model 
requires gA(t) = gB(t) and . To gain statistics, the average in Eq. (16) thus 
includes an average over all the particles. 
**
BA DD =
 
The interdiffusion constant is estimated from Eq. (3) and the Green-Kubo relation 
[38] 
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in which the current vector ABJ
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where )(, tvi α
G
 denotes the velocity of particle i of type α at time t. The shear viscosity is 
also obtained from a corresponding relation [26,27,32,38]. 
 
 
 
 
 
 
 
 
Fig 3: Log-log plot of (a) the reduced susceptibility 
χ* = ε0χ and (b) the reduced correlation length 
ξ(T)/σ vs. ε. The lines represent fits using the  
anticipated Ising exponents. All data refer to 
systems of N = 6400 particles. From Das et al. [27]. 
Fig. 4: Variation of the reduced self-
diffusion coefficient with temperature, 
using data for N = 6400 at xA = xB = ½. 
From Das et al. [27]. 
B
3. Results for Static and Dynamic Critical Properties 
From the distribution P(xA) the “concentration susceptibility” χ has been extracted 
[26,27], paying careful attention to finite-size effects via a finite-size scaling analysis. 
From the partial structure factors, using Eqs. (1), (2), and the known χ, estimates for ξ 
have also been extracted. Fig. 3 shows the final results of this analysis. It is seen that both 
χ and ξ (and also the order parameter  [27]) are very well compatible )1()2( coexAcoexA xx −
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with the expected Ising critical behavior, although due to finite-size effects only data for 
ε ≥ 0.02 are available. 
 
Fig. 4 shows results for the self-diffusion coefficient: it decreases weakly and linear 
with temperature as the critical point is approached. No detectable sign of a critical 
anomaly can be seen. Similarly, a study of self-diffusion near the vapor-liquid critical 
point of a lattice-gas model did not find a critical anomaly either [24] (although this 
model belongs to “class B” in the Hohenberg-Halperin classification [10]). 
 
The Onsager coefficient  for interdiffusion is shown in Fig. 5. While far above 
T
)(TΛ
c the Onsager coefficient has only a very weak temperature dependence, there occurs a 
sharp rise when Tc is approached. These data clearly demonstrate that the simple van 
Hove description (implying a finite nonsingular )( cTΛ ) is invalid: )(TΛ  must contain 
both a critical part and a non-critical background term [which dominates far above Tc], as 
specified in Eq. (6). 
 
  Fig. 5: Onsager coefficient Λ(T) for interdiffusion plotted vs. temperature, 
  for a system of N = 6400 particles. From Das et al. [27]. 
 
However, most of our simulation results are in a temperature regime where the effect 
of the non-singular background is by no means negligible. As a result, when one analyzes 
directly the critical behavior of DAB in a naïve way, e.g. by a log-log plot of DAB versus ε, 
one expects to see a crossover from an exponent γ = 1.239 for ε ≥ 0.4 [where Λ(T) in Fig. 
5 is almost constant] to the exponent γ − νλ  ≈ 0.672 for ε → 0. For a restricted range of ε, 
such as 0.02 ≤ ε ≤ 0.1, this crossover may show up as an effective exponent in between 
these values, and indeed, such an effective exponent (namely ≈ 1.0) is observed [27]. 
However, in view of Fig. 5 it would be clearly wrong to take such an effective exponent 
as the asymptotic result, as done in [25]. 
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It turns out that for an analysis of the critical behavior of )(TΛ  as displayed in Fig. 5 
both the non-critical background )(TbΛ  in Eq. (6) needs to be estimated, and the finite-
size rounding of the singularity of )(TΔΛ  needs to be taken into account. In view of 
this difficulty Das et al. [26,27] tested the consistency of the simulation results with the 
following finite-size scaling description 
  ,  (20) 
where Q is a universal amplitude, also predicted from the theories [16-22,39], namely Q 
= (2.8 ± 0.4) x 10
ξε λν /,)(*)( LyyWQTT ==ΔΛ −
-3 [27], and W(y) is a scaling function with the limiting properties W(y 
→ ∞) = 1 and W(y → 0) ≈ , with WλxyW0 0 an amplitude factor while ννλλ /=x . 
 
To test for the validity of Eq. (20), it is convenient to assume various trial values for 
 and plot the resulting estimates for the scaled part 
 versus y. When one achieves optimal data collapse, for 
small y a power law proportional to  should emerge, while for large y a crossover 
towards a constant should be visible, from which an estimate for the amplitude Q could 
be extracted. 
)( cb
eff
b TΛ=Λ
)(*)( yWQTT =ΔΛλνε
λxy
 
This strategy is tried in Fig. 6. For convenience of plotting, we choose y/(y0  + y) with 
y0 = 7 rather than y as an abscissa variable (since this variable approaches unity when y 
→ ∞), and display four possible assignments of . The filled symbols represent the 
data at T* = 1.48 for systems sizes L/σ = 7.37, 11.70, 14.74 and 18.57: their reasonably 
good collapse onto the remaining data (all for L/σ = 18.57, for different T*) and their 
approach to zero for small y, serve to justify the estimate ; 
furthermore, the flat part for large y is indeed close to the theoretical value for Q, quoted 
above, and highlighted by arrows in Fig. 6. From the simulation alone, one would arrive 
at an estimate Q = (2.7 ± 0.4) × 10
eff
bΛ
210)8.03.3( −×±=Λeffb
-3, in almost perfect coincidence with the theoretical 
value! 
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Fig. 6: Finite-size scaling plots of 103 ΔΛ (T) /T*, the critical part of the reduced interdiffusional Onsager 
coefficient, versus y/(y
λνε
0 + y) where y = L / ξ(T) and y0 = 7. The exponent estimate νλ = 0.567 has been adopted. 
The solid arrows on the right-hand axis indicate the theoretical estimate for the amplitude Q; see text. From Das 
et al. [27]. 
 
More recently, Das et al. [40] analyzed a theoretical prediction [39] of the background 
term and found that the value obtained from the above fit is nicely compatible with 
this analysis [39,40]. Thus, both the constants Q and  deduced from this fit appear to 
be physically significant. 
eff
bΛ
eff
bΛ
4. Conclusions and Discussions 
In this paper a comprehensive simulation study of a model for a fluid binary mixture 
with a critical point of fluid-fluid demixing was described. It was shown that 
methodological advances, such as combination of SGMC and MD, and analysis 
techniques based on finite-size scaling, allow a rather complete analysis of both static and 
dynamic critical properties of the model. While the self-diffusion coefficient is 
nonsingular at the critical point, the behavior of the interdiffusion coefficient is more 
subtle: the critical vanishing is less strong than expected from the van Hove conventional 
theory, due to a diverging Onsager coefficient. Far away from Tc, this behavior is masked 
by a nonsingular background term in the Onsager coefficient. In this way, theoretical 
predictions, experiments, and simulation results can be reconciled with one another. 
 
This work also shows that MD techniques are now available that can explore the 
critical dynamics of simple model systems. We expect that in the future it will become 
possible to carry out analogous studies for chemically realistic models of simple 
materials, as well as to extend our approach to critical behavior in complex fluids. But 
10
one has to be aware of the fact that finite-size effects turn out to be much more 
pronounced in simulating dynamic critical behavior than for static critical properties 
[26,27,40]. 
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