Control of autonomous helicopters in the presence of environmental and system uncertainties is a challenging task. These uncertainties not only change the dynamics of the system but the trim inputs themselves. In this paper, a viable multivariable adaptive control methodology is proposed that is applicable for general maneuvers with arbitrary speeds and high bandwidth requirements. The control design methodology achieves global stability, and is tested on a high fidelity simulation of a real life autonomous helicopter. The results indicate a satisfactory tracking performance even as the speeds and bandwidth requirements are increased well beyond hover, and as the parametric uncertainties were increased by about 20% of their nominal values.
Introduction
The control problem of high-performance helicopters is a challenging task since the vehicle dynamics are highly nonlinear and fully-coupled (Figure 1 ), 1 and subject to parametric uncertainties.
Often, during complex maneuvers, the thrust is a function of roll, pitch and heading angles. Control inputs are invariably limited to variations in pitch of main rotor and tail rotor blades and the throttle. In addition, the tail rotor needs to exactly cancel out the rotational torque due to the main rotor in order for the helicopter to maintain steady yaw angle. Some of the system parameters can change with the environment (e.g. the aerodynamic constants) or with the helicopter (e.g. lift curve slopes). The unknown system parameters also cause the trim conditions for the helicopter to be unknown. The complexity of this problem remains just as high in the case of both unmanned helicopters where remote communications with the ground are used for control as well as autonomous helicopters where it is expected that little or no information from the ground is utilized for control.
In this paper, our focus is on the latter for which we develop an adaptive multivariable controller that is capable of simultaneously accommodating all coupling features, parametric uncertainties, and the trim error, and as a result executes complex maneuvers autonomously.
Great strides have been made in unmanned helicopter technology in the past few decades. Controller designs for these vehicles have involved highly augmented controller structures. The new control design structure, together with a trim error estimate, controller parameter update laws and system augmentation for stable adaptation leads to a stable robust system with enhanced performance, thereby resulting in a viable multivariable adaptive controller for helicopters.
Overall, the suggested design methodology reduces the gap between state of the art adaptive control theory and design for non-full-state feedback systems and the needs of realistic applications such as autonomous helicopters.
The paper is organized as follows. In section 2 the problem is stated and a brief description of the nonlinear model of the helicopter dynamics used in section 3 is presented. In section 3 the adaptive control design methodology is presented. Section 4 compares the performance of the adaptive controller with that of other controllers using different scenarios, while Section 5 offers conclusions.
Statement of the Problem
In this section, a statement of the problem and the helicopter model used for the design of the adaptive controller is described in Section 2.1. The unknown trim conditions are described in Section 2.2 and the effect of using a nominal trim is described in Section 2.3.
The Control Problem
Our goal is to design controllers for autonomous helicopters so that accurate command following is achieved. A helicopter dynamics model developed at Draper Laboratory, 1, [19] [20] [21] is used to develop the control design. This model is obtained by considering the fuselage of the helicopter as a rigid body attached to the main rotor and tail rotor. The 6-DOF equations of the fuselage are derived from Newton's second law.
The system can be expressed as an equivalent block, , in the following manner.
For the helicopter,
Of the state variables in , ½ ½ ½ ½ , and are difficult and expensive to measure and are therefore not available in most cases. Similarly, an exact measure of is also usually not available. Therefore, the system output is given by
In terms of the vehicle model described in Equations (1)- (5) the problem under consideration can therefore be stated as follows. For the system given by Equations (1)- (5), the objective is to find Í such that while all other signals remain bounded in the presence of uncertainties in the helicopter and environment, for any given operating condition.
Effect of Unknown Trim Conditions
One of the most common methods of controlling the nonlinear system in (1) is through linearization. The linearized model corresponding to (1) is given by
where
Suppose the goal is to carry out a forward flight or a vertical climb. Í must satisfy the equation
The determination of trim conditions for a given maneuver is tantamount to finding solutions of a set of nonlinear equations as in (8) . This determination becomes even more complex in the presence of uncertainties. This is because of the fact that ¢ in (8) is unknown and therefore the trim conditions Í which are obtained as solutions of (8) are unknown as well. As a result, Ü Ô , Ù Ô , and Ý Ô in Eq. (7) are not measurable. Therefore even the very first step in the control design cannot be taken due to the presence of uncertainties.
One possible approach for overcoming this difficulty is to estimate ¢ at a simple maneuver, such as the hover, using parameter identification methods, and proceed to determine Í and therefore the linear controller using (6) . However, as environmental and system conditions change during the vehicle maneuvers, new changes in ¢ can occur. These in turn necessitate continued estimation of either ¢, or its effects on the trim conditions. We adopt such an approach in this paper of an adaptive control design where the unknown trim condition is estimated on-line in addition to the estimation of the control parameters, to generate the desired control input.
Nominal Trim Condition
Since pilot action to achieve the trim conditions in flight, ´¢µ Í ´¢µ, is not available in the case of an autonomous helicopter, we choose a pseudo-trim condition,
Linearizing the plant in equation (1) about ¼ Í ¼ , for simple maneuvers that satisfy (8) we obtain
It can be seen from this equation
that an unknown constant disturbances Ü´¢ µ Ý´¢ µ is now added because of the unknown trim conditions. The matrices Ô´¢ µ Ô´¢ µ are also affected by parametric uncertainties. An adaptive controller, to accommodate the parametric uncertainties and compensate for the unknown trim, is therefore considered for control of this system. The objective is to design a Ù Ô such that Ý Ô follows Ý where
The above problem statement becomes more complex in the context of a complex maneuver.
In such a case, unlike (8), given , ¼ Í ¼ satisfy the equation
where, is not only nonzero but only partially specified. For example, in a coordinated turn, for a specified Ù and ©, Ô is known to be zero, but is to be determined; is zero (or a small value)
but Õ needs to be calculated. In such cases, the solutions and Í need to be found using the following procedure: Let
½ and ¿ are specified by the maneuver. ¼ , ¼ and Í ¼ can now be calculated using (7), (8) and (15) . Linearizing the plant as before about ¼ Í ¼ we obtain the same plant description as in (11) but with Ü´¢ µ given by
and Ý´¢ µ as in (12) .
Adaptive Control Design
The problem that we address in this section is the control of the plant in (11) where Ô , Ô , Ü , and Ý are unknown, such that Ý Ô follows Ý defined in equation (13) . The plant can be represented in an input-output form given by
¼ is the effective input disturbance and is, therefore, canceled out using a trim error estimate added to Ù Ô .
In section 3.1 the controller structure is described after which the specific components required for its implementation on the helicopter are described in section 3.2. The adaptive control laws are described in section 3.3.
Controller Structure
We use a model-reference approach to determine the adaptive rules for adjusting the controllers.
This requires the choice of a reference model specified by the input-output relation
One convenient and simple choice of the transfer function matrix Ï Ñ´× µ is given by
where Ê Ñ´× µ is a polynomial matrix whose entries are monic Hurwitz polynomials. The controller structure can be described as follows:
and are chosen such that the closed-loop system has poles at desired locations. The wellknown Bezout Identity can be used to be determine the appropriate values of and , as follows:
where Ô´× µ and Ê Ô´× µ are in right coprime form. For the closed-loop transfer function matrix to match Ï Ñ´× µ, we need (a) Ã ¼ to be nonsingular, and (b) Ô´× µ to be stably invertible. For known values ¢, the pole-placement controller is completely specified by the equations (22)- (25) .
It should be noted that in many applications, the plant description is not readily available in the form of coprime matrices.
Pole Placement Control Design
As mentioned in the introduction, the dynamic model of autonomous helicopters is given by equations (1)-(5). These equations can then be linearized as in (11) where the nominal trim values ¼ and Í ¼ are to be computed for each maneuver. The controller for the plant in (11) is specified by equations (22), (25) , and (23). The complete control design requires the following steps to be executed: (1) Determine the nominal trim conditions ¼ and Í ¼ which are the solutions of (8) when ¢ ¢ ¼ . (2) Determine the coprime matrices Ô and Ê Ô from the linearized plant parameters respectively. An additional property of the relative degree of the plant model of a helicopter is outlined in section 3.2.5 which leads to a simple adaptive control design.
Determination of Nominal Trim Values ¼ Í ¼
In order to find the trim conditions ¼ and Í ¼ that are the solutions of (8) The above two-step procedure has the potential to converge to the global minimum mainly because of the prior information available about the trim values of a sub-component of the state variables and inputs. This information is most likely available even in the most complex maneuvers, and therefore the above procedure is a valuable step in the control design.
Coprime Matrix Fraction Decomposition
The next step in the control design is to find coprime matrices, Ô´× µ and Ê Ô´× µ, starting from time-domain matrices Ô , Ô , and , as in equations (11) . Diagonalizing the numerator matrix of Ï Ô´× µ and separating out the poles from the transmission zeros is very sensitive to numerical errors. For the helicopter, therefore, the algorithm suggested in Bigulac and Vanlandingham 25 for right coprime matrix fraction decomposition is used. The algorithm is briefly outlined below.
1. Form Selector matrices Ë Ë Ð Ë Ð using pseudo-controllability indices.
2. With ´¢µ, the controllable canonical form of Ô´¢ µ, get Ê ÔÖ , using the equations
3. Find Ô´× µ using the following equations
This algorithm is found to give a reasonably accurate representation Ô´× µ and Ê Ô´× µ.
Non-singular High Frequency Gain
The next step is to find ´×µ and ´×µ, using Ô´× µ and Ê Ô´× µ, and equation (23) . We note that a necessary requirement for finding ´×µ and ´×µ is the nonsingularity of Ã Ô . In the case of the helicopter, the relative degree of some columns of Ï Ô´× µ is higher than others. That is, there are some elements of the input vector Ù which have lower relative degree transfer functions to all outputs when compared to the other transfer functions. This results in the high frequency gain matrix Ã Ô to have the columns corresponding to these input elements to be identically zero.
Therefore, Ã Ô is not invertible. This problem can be resolved by filtering these input elements through stable filters of appropriate degree. A pre-compensator of the form
is selected, where are equal to the maximum of the minimum column relative degree of the matrix minus the minimum column relative degree of the column . The new input to the system Ú Ô is given by
This changes the new transfer function of the plant to the following:
We note that Ï Ô´× µ has a high frequency gain Ã Ô which is obviously different from Ã Ô , and nonsingular. This enables us to find Ã ¼ Ã ½ Ô in the Bezout Identity equation (23) corresponding to Ï Ô´× µ. Ã ¼ is also non-singular which is needed for stable adaptation.
Minimum Phase Plant
In order to solve (23) 
Helicopter Relative Degree
For the helicopter model, it is seen that the relative degree Ò £ of the individual elements of Ï Ô´× µ is 1 or 2. This is because the relative degree of the transfer function from the thrust force to the velocity is ½ from Newton's second law. The thrust forces in turn are dependent upon the angular displacement of the rotor blades. These angular displacements ½ and ½ are described by a relative degree ½ transfer function from the inputs Í Ô Ý , Í Ö Ý .
If the relative degree Ò £ is unity the adaptive controller requires Ñ ¢´¾Ñ · ½ µ controller parameters, and ¾Ñ states as can be seen in equations (22) The complete system is now represented by the following equation:
Here Ô´× µ Ê ½ Ô´× µ is the coprime matrix fraction decomposition of the state space model in equation (11) . The output in equation (5) is assumed to have all available states.
Adaptive Pole-Placement Control
The adaptive controller is now designed for the partial state feedback case of the helicopter. The system is described by equations (11), and with the addition of the precompensator and postcompensator, the transfer function changes to the representation in equation (33). An adaptive controller structure based on the structure in pole-placement controller described before is now chosen for the helicopter. In order to compensate for ¼ in (18) , and ¢ are augmented as 
We define ¢ £ as the constant value of the controller parameters for which the closed loop transfer function satisfies Ï Ð´× µ À Ô´× µ. À Ô´× µ is the hermite normal form of the plant in equation (33) and is diagonal. 26 The error, ½´Ø µ Þ Ô´Ø µ Þ Ñ´Ø µ, is derived as
whereØµ ¢ ´Øµ ¢ £ and Þ Ñ is the output of the reference plant
For stable adaptation the transfer function À Ô´× µ needs to be Strictly Positive Real (SPR). If the elements of À Ô´× µ are of relative degree ¾ the input and error equations are modified as Ù´Øµ ¢ ´Øµ Ï ´×µ ´Øµ · ¢ ´Øµ ´Øµ
and chosen such that À Ô´× µ Ï ´×µ is SPR. 26 The following adaptation law is now chosen for chosen for stable adaptation:
Ö is chosen for robustness of the design to the trim disturbance ½´¢ µ, nonlinearities, noise, and other disturbances. The reader is referred to Narendra and Annaswamy 26 for the proof.
Numerical Studies
The controller presented in the previous section is simulated for the nonlinear dynamics presented in section 2. The results can be summarized in Table 1 .
The simulations use a high-fidelity model of the helicopter including aerodynamics and thrust calculations as described in Johnson et al. 21 However, for tasks 1 and 2 the model is simplified to only the longitudinal dynamics and with the actuator dynamics neglected. The complete model with actuator dynamics is used for tasks 3 and 4. Since this study represents a first step in the design of a truly autonomous helicopter, the saturation constraints on the inputs have not been incorporated. The proposed controller is demonstrated in comparison with other existing controllers designed with the same assumptions.
Controllers for Comparison
We use three fixed controllers based on linear LQ method, 9 dynamic inversion (DI), 12 and integrator based design, 9 whose performances will be compared to the adaptive controller presented in this paper.
Task 1: Track Step Changes in Forward Flight Velocity
The 
was used, whose details can be found in Krupadanam. 22 The LQ-controller has the same structure as in Eq. (44) where É and Ã are fixed at values that minimize a suitable quadratic cost function £ Higher speeds can be achieved with this controller by gain-scheduling. We also note that tasks 3 and 4 address more complex maneuvers where gain-scheduling was used successfully. For ease of exposition, the speed was limited to ¼ Ø × It should be noted that this speed is significantly larger than what was previously studied in the Draper simulation studies 21 and set to zero. (44)- (47), but with fixed as zero, and with the starting values for Ã and É as those for the LQ-controller. As shown in figure 3 , the steady-state bias is reduced by as much as ± in the adaptive case. As shown in figure 3 , even though adaptation was stopped at ¿¾¼ seconds, the adaptive controller continues to outperform the LQ-controller.
In order to address the issue of steady state bias an integral action was added to the DIcontroller, and the term was adjusted as in equation (47) This shows that the controller gains and trim error estimate learned in the initial series of constant steps is sufficient to provide good performance for maneuvers of similar frequency content. This is because the adaptation enables the controller to minimize the state error for the particular maneuver. The controller gains are therefore values that make the adapted system similar to the reference model for these frequencies.
The main rotor pitch flapping angle, ½ , is shown in figure 6 for the first ½ ¼ seconds which correspond to three initial steps in forward veloicty. It is seen that the bandwidth requirements are similar for the adaptive and DI-controller in the first two steps. The maximum required magnitude and angular rates for ½ are around and seconds for the DI-controller and adaptive controller respectively. From the third step onwards the bandwidth requirements are lower for both cases as seen from the transients. The maximum main rotor flapping angular rate is less than ½¼ ¼ × for both the adaptive and DI-controller. Thus the adaptive controller achieves better performance in the long run without any greater bandwidth requirements on the inputs.
Task 2: Complex Maneuver in Forward and Vertical Velocities
We now a consider a maneuver that is to jump over hurdles, i.e., to track a circle in the Í Ï plane. Since the commanded velocities vary significantly, a gain-scheduled approach is used with 12 distinct operating points along the maneuver, both for the adaptive and the DI-controller. The DI controller is designed as in task 1, with integrators. The adaptive controller as in equations (44)- (47) in task 1 is used. The resulting performances are shown in figures 7 and 8. The DI-controller is seen to have very large initial transients, and with time, the integral action reduces the tracking error. In contrast, the adaptive controller results in smaller transients (see Figure 7 ) and in an even smaller tracking error (see Figure 8 ).
Task 3: Vertical Flight with Partial State Access
The controller presented in the section 3 is now simulated for the full helicopter dynamics pre- 
Task 4: Coordinated Turn
In this maneuver, the helicopter moves from a coordinated turn of ¾ AE × to AE × with a forward velocity of Ø × . A ¾¼± uncertainty in the mass is added to the system. The requisite controller in this case has 200 parameters. As in task 4, we compare the performance of the adaptive controller with a pole-placement controller of a similar structure. In this case too, the adaptive controller is seen to outperform the pole-placement controller (see Figure 11 ). In this maneuver, over a period of 30 seconds the linear controller is seen to result in a 6.5 feet error in the displacement of the helicopter from the nominal designed model. The helicopter travels about 45 feet in the -direction during this period. The adaptive controller reduces the error to less than 3 feet in the first cycle and to around 2 feet in the second cycle. In addition to the reduction in the steady state error, the transients are reduced with time. Moreover, after stoppage of adaptation, it was observed the learned values of controller parameters continue to show good performance for the maneuver (see Figure 12 ).
Conclusions
This paper provides a design procedure for the multivariable adaptive control of an autonomous 
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