We study a new simple quadrature rule based on integrating a C 1 quadratic spline quasi-interpolant on a bounded interval. We give nodes and weights for uniform and non-uniform partitions. We also give error estimates for smooth functions and we compare this formula with Simpson's rule.
Introduction 2 Univariate quadratic splines and discrete quasi-interpolants
Let X = X n = {x 0 , x 1 , . . . , x n } be a partition of a bounded interval I = [a, b] , with x 0 = a and x n = b. For 1 ≤ i ≤ n, let h i = x i − x i−1 be the length of the subinterval I i = [x i−1 , x i ] and let Γ = Γ n = {0, 1, . . . , n + 1}. We denote by S 2 (X) the n + 2-dimensional space of C 1 quadratic splines on the partition X. A basis of this space is formed by the family of quadratic B-splines B = {B i , i ∈ Γ}, with triple knots a = x −2 = x −1 = x 0 and b = x n = x n+1 = x n+2 . With these notations, the support of B i is [x i−2 , x i+1 ] for all i ∈ Γ. Define the set of data sites (or Greville points):
Note that θ 0 = x 0 and θ n+1 = x n . In [16] [17], we have proved the existence of a unique discrete quasi-interpolant (abbrev. dQI) of type
whose discrete coefficient functionals are respectively µ 0 (f ) = f (x 0 ), µ n+1 (f ) = f (x n ) and, for 1 ≤ i ≤ n :
which is exact on the space Π 2 of quadratic polynomials. Using the B-spline expansion of monomials and setting e k (x) = x k for k ≥ 0, we get (see e.g. [1] , [12] , [20] ) :
and writing the equations Qe k = e k for 0 ≤ k ≤ 2, we obtain:
,
We can now define the fundamental functions of S 2 (X n ) associated with the quasiinterpolant Q:B
They allow to express Qf in the following shorter form:
and to show that the infinity norm of Q is equal to the Chebyshev norm of its Lebesgue function:
In [20] , Marsden proved the existence of a unique Lagrange interpolant v ∈ S 2 (X) satisfying v(θ i ) = f (θ i ) for 0 ≤ i ≤ n + 1. He also proved the following interesting result:
Theorem 1. The infinity norm of the Lagrange operator is uniformly bounded by 2, for any partition X of I.
There exists a similar result for the dQI Q defined above :
Theorem 2. For any partition X of I, the infinity norm of Q is uniformly bounded by 3. If the partition is uniform, one has Q ∞ = 305 207 ≈ 1.4734.
proof : For the uniform case, see e.g. [17] . The first part of the proof is easy because we have
therefore, by summing on all indices, as B-splines sum to one :
Remark. The results of this section are also valid when X contains some knots of multiplicity 2 or 3. Assume first that ξ = x p = x p+1 is a double knot, then Qf is only continuous at that point. Moreover as h p+1 = 0, we have supp(
Similarly, as σ p+1 = 0, we have a p+1 = c p+1 = 0 and b p+1 = 1, hence:
Now, if η = x q−1 = x q = x q+1 is a triple knot, then Q 2 f has a discontinuity at this point. Assume that f is itself discontinuous and admits left and right limits
, with B q+1 (η − ) = 0 and B q+1 (η + ) = 1. As σ q = σ q+1 = 0, we get a q = a q+1 = c q = c q+1 = 0 and b q = b q+1 = 1, hence:
Finally, from theorem 2 and standard arguments in approximation theory (see [5] ) we deduce :
Theorem 3. There exists a constant 0 < C < 1 such that for all f ∈ W 3,∞ (I) and for all partitions of I, with h = max h i ,
3 Quadrature formula associated with Q
In this section, we compute the weights of the quadrature formula (abbr. QF) associated with the dQI Q, in the general case (non-uniform partition of the interval) and in the interesting particular case of a uniform partition.
Case of a non uniform partition
The QF associated with Q is of course obtained by integrating Qf :
We know that
(h i−1 + 4h i + h i+1 ) for 2 ≤ i ≤ n − 1 and
Finally, we get the following QF:
which can also be expressed in the classical form:
withw 0 = w 0 + a 1 w 1 ,w n+1 = c n w n + w n+1 , and for 1 ≤ i ≤ n :
The explicit expression of these weights is rather complicated. We only prove the following result :
Theorem 4. 1) For all partitions, the weightsw i satisfy i∈Γ |w i | ≤ 3(b − a).
2)
proof :
and
2 , whence the result Remark 1. As Q is exact on Π 2 , we have E Q (f, I) = I(f, I) − I Q (f, I) = 0 for all f ∈ Π 2 , therefore we can deduce that E Q (f, I) = O(h 3 ), with h = max h i for smooth functions f (see section 5 below, theorem 5). However, when the partition X satisfy the symmetry property We observe that the weightsw 3 andw 5 are negative : however, their absolute values are small. Moreover, we have i∈Γ |w i | = 2.17 < 5.06.
Case of a uniform partition
Assume that n ≥ 5 (in order to avoid boundary effects) and that the partition X n is uniform: h i = h = b−a n for 1 ≤ i ≤ n. In that case, the weights can be computed once for all and we obtain, by setting f j = f (θ j ), j ∈ Γ (see e.g. [16] [17] [18] ):
As for some Newton-Cotes QF, this QF has a better degree of precision:
Theorem 4. The QF associated with the dQI Q on a uniform partition of I is exact on the space Π 3 of cubic polynomials. Therefore E(f, I) = O(h 4 ) for f smooth enough.
proof : This is due to the symmetry of weights and nodes with respect to the midpoint of I.
Error estimate on a non-uniform partition
As we have already seen in section 4,
is non-uniform, with h = max 1≤i≤n h i . In this section, we give more specific results when f ∈ W 3,∞ (I). From theorem 3, we immediately deduce:
Theorem 5. There exists a constant 0 < C 3 < b − a such that for all f ∈ W 3,∞ (I) and for all partitions X of I, with h = max 1≤i≤n h i :
proof : we know (theorem 3) that there exists a constant 0 < C < 1 such that
, we can write:
Therefore we get the result with C 3 = (b − a)C.
Error estimate on a uniform partition
Assume that the partition X n is uniform (h i = h = b−a n for 1 ≤ i ≤ n) and that f ∈ W 4,∞ (I). As I Q (f, I) is exact on Π 3 , the Peano kernel theorem (se e.g. [2] , chapter III) gives:
where
(b − t) 4 , we obtain:
We see immediately that ) h for 1 ≤ i ≤ n, with θ 0 = 0 and θ n+1 = 1. Therefore we have:
Sign structure of the Peano kernel
It is not difficult to prove that K(1 − t) = K(t). Actually, setting
and using the symmetry of nodes and weights, we get
Now, we observe that (θ i − t)
3 is exactly integrated by the QF, hence:
The above properties imply that ], we have:
Therefore, it is clear that K 1 has a minimum K 1 (
, that K 1 ( ], we have:
, we see that K ′ 2 (θ 2 ) = 0, therefore we can factorize: h ≈ 1.036h. Therefore K 2 has a maximum at the latter point and
