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ABSTRACT
Thomas Osburn: Extreme-mass-ratio inspirals into a black hole
(Under the direction of Charles R. Evans)
The inspiral of a compact stellar-mass object (black hole, neutron star, or white dwarf) into a super-
massive black hole is modeled perturbatively. All dissipative and conservative effects on the orbital motion
are included up to first-order in the mass-ratio via the gravitational self-force. To calculate the self-force, a
number of advanced numerical tools were developed. These tools are able to describe the complete range of
astrophysically relevant orbital configurations for the first time (for non-rotating binary components), and
at an accuracy never before achieved. The accuracy is high enough to aid in the detection of gravitational
waves while correctly determining the physical parameters of the source.
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CHAPTER 1: Introduction
Section 1.1: Motivation
The era of gravitational wave astronomy has dawned, and relativistic compact binary systems are one
important class of emitters [1]. Current and future gravitational wave experiments include the Laser Inter-
ferometer Gravitational-wave Observatory (LIGO) [2], which made the pioneering laboratory gravitational
wave detection [1], the Virgo interferometer [3], the Kamioka Gravitational Wave Detector (KAGRA) [4],
and the Evolved Laser Interferometer Space Antenna (eLISA) [5], which is a planned space mission by the
European Space Agency. Accurate theoretical models are vital to the detection of gravitational waves [1, 6]
and, upon detection, determining the physical systems that emitted them. Observation of gravitational wave
sources will inform population studies of compact objects and will allow further precision tests of general
relativity in the strong-field regime.
Producing accurate theoretical models requires solving the two body problem of general relativity, which,
unlike its Newtonian counterpart, does not have a known solution in closed form. A number of different
techniques exist to approximate solutions to this problem, each applicable to a different class of system
depending upon the orbital separation or the mass-ratio of the two bodies. When the two bodies are widely
separated, the post-Newtonian expansion can be employed [7]. This expansion performs well in the slow
adiabatic phase of the inspiral but becomes less accurate as the orbital separation decreases. Once the
strong-field regime is entered, for comparable-mass systems, no analytic approximations can be made and
the full non-linear Einstein equations must be solved on a supercomputer through numerical relativity [8, 9].
The discovery of gravitational waves by Advanced LIGO was facilitated by numerical relativity simulations of
comparable mass black holes [1]. More extreme-mass-ratio systems are beyond the current reach of numerical
relativity due to the high resolution requirements around the smaller body and the wide separation of time
scales in the problem. In this regime one turns to black hole perturbation theory and self-force calculations
[10–12]. In addition there is effective-one-body theory [13–15], which incorporates elements from all three
of the aforementioned schemes. This work advances state-of-the-art black hole perturbation theory and
self-force calculations to improve modeling of small-mass-ratio binary systems relevant to gravitational wave
observations.
Section 1.2: Astrophysical considerations
Extreme-mass-ratio inspirals (EMRIs) consist of a super-massive (M ∼ 105–107M) black hole and a
stellar-mass (µ ∼ 1–10M) compact object such as a black hole, neutron star, or white dwarf. As such,
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Figure 1.1: The probability distribution function of a compact object entering an eLISA-like passband vs.
eccentricity. The mass of the super-massive black hole is taken to be M = 3×106M. Image credit: Hopman
and Alexander [18].
EMRIs have a mass-ratio of  = 10−4–10−7. Super-massive black holes are found in the center of most galaxies
[16] and are expected to be rotating rapidly [17] (with |angular momentum| ∼ M2). Stellar remnants form
the smaller compact objects. When a small compact object encounters other bodies in the galactic nucleus it
can be scattered into a nearly radial trajectory (bound but extremely eccentric). If the compact object avoids
additional encounters for a long enough duration then the orbit will tighten due to radiative (gravitational)
losses until it enters the eLISA passband. The eccentricity distribution of compact objects entering the
eLISA passband through this mechanism is thought to be peaked around e ' 0.6 − 0.8 (see Fig. 1.1 and
Ref. [18]). Past attempts to model EMRIs (beyond the adiabatic approximation) have been limited to small
eccentricities (e ≤ 0.2) for technical reasons [19]. Therefore, a primary goal of this work is to overcome the
problems associated with high eccentricity and model inspirals up to e ' 0.8. EMRIs are expected to provide
clean tests of general relativity in the strong-field regime [20–23] (unspoiled by environmental effects [24]).
Intermediate-mass-ratio inspirals (IMRIs) are those with a mass ratio of  = 10−1–10−4. For IMRIs
to occur, intermediate-mass black holes must exist with masses M ∼ 102–104M. The presence of ultra-
luminous X-ray sources (that are not associated with active galactic nuclei) and the distribution of stars in
core-collapse globular clusters provide evidence for the existence of intermediate-mass black holes [25]. An
IMRI, then, could consist of an intermediate-mass black hole with a stellar-mass compact object in orbit
about it. Alternatively, another type of IMRI could involve an intermediate-mass black hole in orbit about
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a super-massive black hole. The latter configuration would produce a very strong gravitational wave signal
in the eLISA passband [26]. The former configuration could produce a signal in the passband of Advanced
LIGO.
Section 1.3: Modeling EMRIs and IMRIs
Modeling EMRIs and IMRIs is achieved by perturbatively expanding the Einstein field equations in
powers of the (small) mass-ratio . Typically, the smaller body is modeled as a point particle and the
particle’s interaction with its metric perturbation (MP) gives rise (after regularization) to a self-force that
drives the inspiral [27–32]. Calculating this self-force has been a major research effort for the past 15 years
that has met with great success, both in computing the gravitational self-force [33–38] and conservative
gauge-invariant quantities [39–42], which have been compared with results from other approaches to the
two-body problem [43–54].
This work considers perturbative solutions to the Einstein equations through first-order in 
Gαβ
[
gµν + pµν +O(2)
]
= 8piTαβ , (1.1)
where Gαβ is the Einstein tensor as a function of the spacetime metric, gµν is the spacetime metric of the
large black hole, pµν is the MP induced by the small compact object, and Tαβ is the stress-energy tensor
of the small compact object. Units are adopted in which c = G = 1 (the speed of light and Newton’s
gravitational constant are unity), and the sign conventions of Misner, Thorne, and Wheeler [55] are followed
throughout. It is convenient to introduce the trace-reversed MP p¯µν
p¯µν = pµν − 12gµν(pαβ gαβ) (1.2)
and adopt the Lorenz gauge condition
∇µ p¯µν = 0, (1.3)
where indices are raised and lowered with gµν , and ∇µ is the covariant derivative compatible with gµν . Eqns.
(1.1) and (1.3) imply the following field equations for p¯µν [56]
42p¯µν + 2R
α β
µ ν p¯αβ = −16piTµν , (1.4)
where 42 = gµν∇µ∇ν is the wave operator of the background spacetime and Rα βµ ν is the Riemann tensor
compatible with gµν .
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In principle, the small object’s motion is geodesic in the spacetime with metric gµν + pµν . An equivalent
interpretation is that of forced motion in the background spacetime (with metric gµν). In either interpreta-
tion, the small object’s trajectory evolves according to
µuβ∇βuα = Fα +O(3), (1.5)
where uβ is the small object’s four-velocity and Fα is the first-order gravitational self-force [11]
Fα = −µ
2
(
gαβ + uαuβ
)
(2∇µ pνβ −∇β pµν)uµuν . (1.6)
However, pµν diverges at the position of the small object (Coulomb-like divergence), so Eqn. (1.6) does
not result in a physically reasonable force. This divergence is a consequence of treating the small object
as a point-particle. A realistic description of the small object as an extended (but compact) body or black
hole provides the solution. The metric in the neighborhood of the small object is taken to be that of a
compact physical body in the tidal field of the large black hole. By matching this metric to the background
spacetime (perturbed by the moving body) and requiring that the configuration satisfy Einstein’s equations,
the correct self-force is obtained [11, 27, 28]. One elegant interpretation is to decompose the (retarded) MP
into a regular part, pRµν , that is responsible for the self-force and a singular part, p
S
µν , that diverges but
formally does not contribute to the force [30]
pµν = p
R
µν + p
S
µν . (1.7)
The correct self-force is given by using pRµν with (1.6)
Fα = −µ
2
(
gαβ + uαuβ
) (
2∇µ pRνβ −∇β pRµν
)
uµuν . (1.8)
In this work, the self-force is calculated by assuming the small object has followed a background geodesic
for its entire history. This introduces an approximation because its actual inspiral trajectory differs from
a geodesic in the distant past. There is ongoing work to quantify the error induced by making this ap-
proximation [57–59]. In the geodesic self-force scheme the force can be split into a conservative part Fαcons,
attributed to the time-symmetric part of the gravitational field, and a dissipative part Fαdiss, due to the
time-antisymmetric part of the gravitational field
Fα = Fαdiss + F
α
cons. (1.9)
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The dissipative part is responsible for radiation reaction effects such as decay of the orbital energy and
angular momentum. The conservative part perturbs the orbital parameters, but does not cause a secular
decay of the orbit. The dissipative self-force can be further split into two parts: an adiabatic part Fαad, whose
components vary slowly over an inspiral on the radiation reaction timescale and represents some average over
the orbital timescale, and an oscillating part F
α(diss)
osc , whose components oscillate on the orbital timescale.
Thus, the full self-force can be written as
Fα = Fαad + F
α
osc, (1.10)
Fαosc ≡ Fα(diss)osc + Fαcons. (1.11)
A rigorous discussion of how the different parts of the self-force influence the inspiral phase is given by
Hinderer and Flanagan [60], and the following section reviews some key results.
Section 1.4: Accuracy requirements for inspirals into a Schwarzschild black hole
With an E/IMRI there is a large accumulation of orbital phase from the point when the binary enters
the eLISA passband until merger. The leading-order part of the orbital phase enters at O(−1) and is driven
by the abovementioned adiabatic, first-order-in-the-mass-ratio, dissipative self-force Fαad. Conveniently, this
component of the self-force can be related to the orbit-averaged asymptotic fluxes (and rate of change of
the Carter constant [61]), which sidesteps the need for a more complicated, local calculation of the self-force
from the metric perturbation at the particle. A number of authors have used this adiabatic approach to
calculate the leading-order phase evolution of generic inspirals into Kerr black holes [62, 63], though at the
cost of missing some effects available within the first-order perturbation.
In a regular perturbation calculation, the next effects in the cumulative phase would be atO(0). However,
it is known that for generic inspirals in Kerr spacetime (rotating black hole), certain transient-resonant
configurations will occur that contribute to the cumulative orbital phase at O(−1/2) [64]. Resonances will
not be considered here because this work concentrates primarily on inspirals in Schwarzschild spacetime (non-
rotating black hole). The O(0) contributions include the conservative part of the first-order self-force, the
oscillatory part of the dissipative first-order self-force, and the adiabatic part of the dissipative second-order
self-force. The first two contributions require a local calculation of the self-force and in recent years there
has been great progress evaluating these quantities [33–36, 38, 65]. As yet there have been no calculations of
the second-order-in-the-mass-ratio self-force, but the appropriate formalism and calculation techniques are
emerging [66–71].
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To summarize, the influence of each component of the self-force on the phase of the waveform φ is
φ = κ0 
−1︸ ︷︷ ︸
adiabatic: Fαad
+ κ1/2 
−1/2︸ ︷︷ ︸
resonances (Kerr only)
+ κ1 
0︸ ︷︷ ︸
post-1-adiabatic:
Fαosc + 2
nd order avg.
+ · · · , (1.12)
where the κ coefficients are dimensionless, of order unity, and do not depend on the mass ratio . The
adiabatic part of the self-force comes in at lower order than the remaining parts of the self-force, and
accordingly must be computed with greater accuracy in order to affect the phase error at the same level.
In order to aid in the detection of gravitational waves from an EMRI while correctly determining the
configuration of their source, φ will need to be calculated to within ∼ 0.1 radians. To achieve this goal for
an  = 10−5 inspiral into a Schwarzschild black hole, Fαad will need be accurate to at least ∼ 7 digits and
Fαosc will need to be accurate to at least ∼ 2 digits. One challenge faced when calculating Fα is that Fαad
and Fαosc are obtained simultaneously, so it is non-trivial to take advantage of this separation of accuracy
requirements.
Section 1.5: Organization of this work
Chapter 2 introduces the formalism used to calculate Schwarzschild metric perturbations. A simple
gauge choice is made (Regge-Wheeler gauge) to demonstrate a novel technique by Hopper, Forseth, Osburn,
and Evans [72] for calculating Schwarzschild black hole perturbations at spectral accuracy (exponential
convergence of numerical calculations) that was developed as a part of this work. This technique is used
here to calculate (from fluxes) the leading contribution to the self-force, Fαad, with the required high accuracy
(7+ digits).
Chapters 3-4 report new results from Osburn, Forseth, Evans, and Hopper [65] that apply Lorenz gauge
metric perturbations to calculate Fαosc. A series of novel techniques, including a pre-conditioning technique
for initial data (for numerical integrations), are introduced to overcome an inherent ill-conditioning problem.
These techniques allow Fαosc to be calculated at orbital eccentricities and separations never before achieved.
Chapter 5 reports new results from Osburn, Warburton, and Evans [73] that apply techniques described
in Chapters 2-4 to drive the evolution of small mass-ratio inspirals. It is demonstrated that a hybrid method,
where Fαad and F
α
osc are calculated separately (and each to their own required tolerance), and other novel
optimizations make it possible to monitor the waveform phase at observationally-motivated accuracies never
achieved before and to do so for observationally-motivated orbital configurations.
Chapter 6 reports preliminary results focused on generalizing the techniques developed in Chapter 2 to
the more astrophysically relevant case of rotating black holes. Here the geodesic and inhomogeneous field
equations are solved in Kerr spacetime with spectral methods for the first time.
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Finally, Chapter 7 summarizes the scientific achievements of this work and discusses future directions.
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CHAPTER 2: Perturbations of a Schwarzschild black hole
The work discussed in this chapter is largely drawn from Refs. [72, 74].
Section 2.1: Bound geodesic motion in Schwarzschild spacetime
The MP will be sourced by a point mass in geodesic motion around a Schwarzschild black hole. Schwarzschild
coordinates xα = (t, r, θ, ϕ) are adopted, in which the line element takes the standard form
ds2 = −f dt2 + f−1dr2 + r2 (dθ2 + sin2 θ dϕ2) , (2.1)
where f(r) = 1−2M/r. The geodesic worldline is given by a set of functions zαG(τ) = [tp(τ), rp(τ), θp(τ), ϕp(τ)],
parameterized by (for example) proper time τ . Without loss of generality the motion is confined to the equa-
torial plane, θp = pi/2. The geodesic four-velocity u
α is given by
uα =
( E
fp
, ur, 0,
L
r2p
)
, (2.2)
where fp ≡ f(rp) and E and L are the specific energy and angular momentum, respectively. The constraint
on the four-velocity uαuα = −1 yields an expression for ur:
(ur)
2
= E2 − fp
(
1 +
L2
r2p
)
. (2.3)
The geodesic is parameterized with the eccentricity, e, and dimensionless semi-latus rectum, p, which are
related to the radial turning points rmin and rmax via
p =
2rmaxrmin
M(rmax + rmin)
, (2.4)
e =
rmax − rmin
rmax + rmin
.
Eqn. (2.4) and the roots of Eqn. (2.3) give the relationship between (p,e) and (E ,L):
E =
√
(p− 2)2 − 4e2
p(p− 3− e2) , (2.5)
L = pM√
p− 3− e2 .
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Orbits are bound when e < 1 and are stable when p > 6 + 2e.
In self-force calculations it is convenient to reparameterize the orbital motion (i.e., all the curve functions)
with the relativistic anomaly χ [75], defined so that
rp(χ) =
pM
1 + e cos [χ− χ0] . (2.6)
The parameter χ0 specifies the value of χ at pericentric passage.
Eqn. (2.6) can be used with Eqns. (2.2) and (2.5) to derive the following initial value equations for the
development of the orbit
dτp
dχ
=
Mp3/2
(1 + e cos v)2
√
p− 3− e2
p− 6− 2e cos v , (2.7)
dtp
dχ
=
r2p
M(p− 2− 2e cos v)
√
(p− 2)2 − 4e2
p− 6− 2e cos v , (2.8)
dϕp
dχ
=
√
p
p− 6− 2e cos v , (2.9)
where v ≡ χ − χ0. Without loss of generality the following initial conditions can be chosen: ϕp|χ=0 = 0,
tp|χ=0 = 0, τp|χ=0 = 0, in which case χ0 serves to orient the orbit.
The periods of one radial libration measured in t and τ are denoted by Tr and Tr, respectively. They are
given by
Tr =
∫ 2pi
0
dtp
dχ
dχ, Tr =
∫ 2pi
0
dτp
dχ
dχ. (2.10)
The amount of azimuthal angle accumulated in one radial period, Tr, is given by
∆ϕ =
∫ 2pi
0
dϕp
dχ
dχ. (2.11)
Each orbit has associated with it two fundamental frequencies. One is a libration-type frequency associated
with the radial motion and the other is a rotation-type frequency associated with the average rate at which
the orbital azimuthal angle accumulates. These two frequencies are defined by
Ωr ≡ 2pi
Tr
, Ωϕ ≡ ∆ϕ
Tr
. (2.12)
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Section 2.2: Field equations and tensor-spherical-harmonic decomposition
The finite mass of the small body induces a first-order perturbation pµν in the background metric gµν
Gαβ
[
gµν + pµν +O(2)
]
= 8piTαβ . (2.13)
This reduces to a system of 10 coupled linear hyperbolic partial differential equations for the components of
pµν [56, 76]
42(pµν − pαβ gαβ) +∇µ∇ν(pαβ gαβ) + 2Rα βµ ν pαβ −∇ν∇αpµα −∇µ∇αpνα + gµν(∇α∇βpαβ) = −16piTµν .
(2.14)
The stress energy tensor is
Tµν (xα) = µ
∫
uµuν√−det(gαβ) δ(t− tp)δ(r − rp)δ(θ − θp)δ(ϕ− ϕp)dτ, (2.15)
where det(gαβ) is the determinant of gαβ and δ is the Dirac delta function.
In Schwarzschild spacetime, this system is separable into tensor-spherical-harmonic modes. The notation
of Martel and Poisson [77] is followed, a modification of the original notation of Regge and Wheeler [78] (an
alternative notation is found in [33, 36, 56]). This convention leaves all tensor-spherical-harmonics orthogonal
and clarifies the distinction between even-parity and odd-parity amplitudes. Odd-parity perturbations are
expanded in terms of X lmA and X
lm
AB , while even-parity perturbations use Y
lm, Y lmA , and Y
lm
AB
pab =
∑
lm
hlmab (t, r) Y
lm(θ, ϕ),
paB =
∑
lm
(
jlma (t, r) Y
lm
B (θ, ϕ) + h
lm
a (t, r) X
lm
B (θ, ϕ)
)
, (2.16)
pAB =
∑
lm
[
r2
(
Klm(t, r) ΩABY
lm(θ, ϕ) +Glm(t, r) Y lmAB(θ, ϕ)
)
+ hlm2 (t, r) X
lm
AB(θ, ϕ)
]
.
Lowercase Latin subscripts and superscripts (a, b) run over t and r while uppercase Latin subscripts and
superscripts (A,B) run over θ and ϕ. The seven even-parity tensor-spherical-harmonic amplitudes are
hlmtt , h
lm
tr , h
lm
rr ,K
lm, jlmt , j
lm
r , andG
lm. The three odd-parity tensor-spherical-harmonic amplitudes are hlmt , h
lm
r ,
and hlm2 . The metric on the unit two-sphere is ΩAB . The stress-energy tensor is also decomposed following
[77] and has even-parity projections
Qablm(t, r) = 8pi
∫
T abY¯ lm dΩ,
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Qalm(t, r) =
8pir2
λ+ 1
∫
T aBY¯ lmB dΩ, (2.17)
Q[lm(t, r) = 8pir
2
∫
TABΩABY¯
lm dΩ,
Q]lm(t, r) =
8pir4
λ(λ+ 1)
∫
TABY¯ lmAB dΩ,
and odd-parity projections
P alm(t, r) =
8pir2
λ+ 1
∫
T aBX¯ lmB dΩ,
Plm(t, r) =
4pir4
λ(λ+ 1)
∫
TABX¯ lmAB dΩ. (2.18)
The overbar here indicates the complex conjugate and λ ≡ (l + 2)(l − 1)/2. The sharp (]) and flat ([)
superscripts merely distinguish two distinct projections. These source terms are given explicitly in Sec. V of
[74]. The projections of (2.14) are given by [77].
Section 2.3: Gauge transformations
In general relativity, gauge transformations are equivalent to a change of coordinate system. In this work,
coordinate transformations will be treated perturbatively
xµ → xµ + Ξµ +O(2). (2.19)
The gauge vector Ξµ can be decomposed into vector-spherical-harmonics with four amplitudes
Ξa =
∑
lm
ξlma (t, r) Y
lm(θ, ϕ), (2.20)
ΞA =
∑
lm
(
ξlm(t, r) Y lmA (θ, ϕ) + ξ
lm
2 (t, r) X
lm
A (θ, ϕ)
)
.
Unless otherwise noted, further l and m indices will be suppressed. Eqns. (2.14) and (2.19) imply the
following transformation equations for the (l,m) amplitudes of pµν
htt → htt − 2 ∂tξt + 2Mf
r2
ξr,
htr → htr − ∂rξt + 2M
r2
ξt − ∂tξr,
hrr → hrr − ∂rξr − 2M
r2f
ξr,
K → K − 2f
r
ξr +
l(l + 1)
r2
ξ,
jt → jt − ξt − ∂tξ, (2.21)
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jr → jr − ξr − ∂rξ + 2
r
ξ,
G→ G− 2
r2
ξ,
ht → ht − ∂tξ2,
hr → hr − ∂rξ2 + 2
r
ξ2,
h2 → −2ξ2.
To calculate the gravitational self-force, ξa, ξ, and ξ2 are fixed such that the Lorenz gauge condition, Eqn.
(1.3), is satisfied. Lorenz gauge is convenient because it is straightforward to regularize the self-force in that
gauge. Another convenient gauge is Regge-Wheeler (RW) gauge, which satisfies the following conditions
jRWt = j
RW
r = G
RW = hRW2 = 0. (2.22)
It is clear that ξa, ξ, and ξ2 can be chosen such that the RW gauge condition is satisfied. RW gauge is
convenient because the field equations for each parity and multipole mode reduce to a single hyperbolic
equation for a master function. The master function is used to construct the MP and calculate the energy
and angular momentum fluxes.
Section 2.4: RW gauge metric perturbations
Applying the tensor-spherical-harmonic projections of Eqn. (2.16) to Eqn. (2.14) and enforcing the RW
gauge condition yields coupled sets of field equations in t and r for the MP amplitudes [77]
Qtt = −∂2rKRW −
3r − 5M
r2f
∂rK
RW +
f
r
∂rh
RW
rr +
(λ+ 2)r + 2M
r3
hRWrr +
λ
r2f
KRW,
Qtr = ∂t∂rK
RW +
r − 3M
r2f
∂tK
RW − f
r
∂th
RW
rr −
λ+ 1
r2
hRWtr ,
Qrr = −∂2tKRW +
(r −M)f
r2
∂rK
RW +
2f
r
∂th
RW
tr −
f
r
∂rh
RW
tt +
(λ+ 1)r + 2M
r3
hRWtt −
f2
r2
hRWrr −
λf
r2
KRW,
Q[ = −∂2t hRWrr + 2∂t∂rhRWtr − ∂2rhRWtt −
1
f
∂2tK
RW + f∂2rK
RW
+
2(r −M)
r2f
∂th
RW
tr −
r − 3M
r2f
∂rh
RW
tt +
2(r −M)
r2
∂rK
RW − (r −M)f
r2
∂rh
RW
rr (2.23)
+
(λ+ 1)r2 − 2(λ+ 2)Mr + 2M2
r4f2
hRWtt −
(λ+ 1)r2 − 2λMr − 2M2
r4
hRWrr ,
P t = −∂t∂rhRWr + ∂2rhRWt −
2
r
∂th
RW
r −
2(λ+ 1)r − 4M
r3f
hRWt ,
P r = ∂2t h
RW
r − ∂t∂rhRWt +
2
r
∂th
RW
t +
2λf
r2
hRWr .
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It can be shown using Eqn. (2.23) and the Bianchi identities [77] that it is possible to construct the MP from
a single master function (for each parity). The even-parity MP can be constructed from the Zerilli-Moncrief
master function Ψeven [79]
Ψeven =
r
λ+ 1
[
KRW +
f
Λ
(
fhRWrr − r∂rKRW
)]
, (2.24)
KRW = f∂rΨeven +
1
rΛ
[
λ(λ+ 1) +
3M
r
(
λ+
2M
r
)]
Ψeven − r
2f2
(λ+ 1)Λ
Qtt, (2.25)
hRWrr =
Λ
f2
[
λ+ 1
r
Ψeven −KRW
]
+
r
f
∂rK
RW, (2.26)
hRWtr = r∂t∂rΨeven +
1
fΛ
[
λ
(
1− 3M
r
)
− 3M
2
r2
]
∂tΨeven − r
2
λ+ 1
[
Qtr +
rf
Λ
∂tQ
tt
]
, (2.27)
hRWtt = f
2hRWrr + fQ
], (2.28)
where Λ = λ + 3M/r, and the odd-parity MP can be constructed from the Cunningham-Price-Moncrief
master function Ψodd [80]
Ψodd =
r
λ
(
∂rh
RW
t − ∂thRWr −
2
r
hRWt
)
, (2.29)
hRWt =
f
2
∂r (rΨodd)− r
2f
2λ
P t, (2.30)
hRWr =
r
2f
∂tΨodd +
r2
2λf
P r. (2.31)
Unless otherwise noted, “even” and “odd” subscripts will be further suppressed. The master functions satisfy
a hyperbolic partial differential equation, and the principal part of the wave operator can be compactly
expressed using the 1+1 dimensional d’Alembertian 2
[
2− V (r)]Ψ(t, r) = S(t, r), (2.32)
2 = −∂2t + f∂r (f∂r) , (2.33)
= −∂2t + ∂2r∗ ,
Veven =
f
r2Λ2
[
2λ2
(
λ+ 1 +
3M
r
)
+
18M2
r2
(
λ+
M
r
)]
, (2.34)
Vodd =
f
r2
(
l(l + 1)− 6M
r
)
, (2.35)
S(t, r) = G(t)δ[r − rp(t)] + F (t)δ′[r − rp(t)], (2.36)
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where the “prime” (δ′) indicates an r derivative and r∗ is the tortoise coordinate
r∗ = r + 2M ln
( r
2M
− 1
)
. (2.37)
The fully-evaluated even- or odd-parity source amplitudes F and G are given by [74]. In the source-free case,
the odd-parity form of Eqn. (2.32) is the homogeneous RW equation [78], and the even-parity form of Eqn.
(2.32) is the homogeneous Zerilli equation [76].
Section 2.5: Fourier decomposition
As explained in Sec. 2.1, two fundamental frequencies, Ωr and Ωϕ, exist in the eccentric-orbit Schwarzschild
E/IMRI problem. In the frame that rotates at the mean azimuthal rate (ϕ′ = ϕ − Ωϕt) the MP appears
non-sinusoidal but periodic in t. It can be represented in a Fourier series in harmonics nΩr. In the inertial
frame, the phase of each multipole with m 6= 0 advances linearly, giving the Fourier-harmonic modes a
spectrum
ωmn = mΩϕ + nΩr. (2.38)
Each MP and source amplitude is replaced by a Fourier series (with a tilde denoting a frequency-domain
amplitude). For the master function Ψ, the decomposition takes the following form
Ψ˜lmn(r) =
1
Tr
∫ Tr
0
Ψlm(t, r)e
iωmnt dt, (2.39)
Ψlm(t, r) =
∞∑
n=−∞
Ψ˜lmn(r)e
−iωmnt. (2.40)
The hyperbolic partial differential equation for Ψlm reduces to an ordinary differential equation (ODE)
for every frequency ωmn
d2Ψ˜lmn
dr2∗
+
[
ω2mn − V (r)
]
Ψ˜lmn = S˜lmn(r). (2.41)
Henceforth, not only will indices l and m be suppressed but so will n (unless otherwise noted). Eqn. (2.41)
has two independent homogeneous solutions, Ψ˜+(r) and Ψ˜−(r), with the following asymptotic behavior
Ψ˜±(r∗ → ±∞) ∼ e±iωr∗ . (2.42)
Initial conditions for Ψ˜± are given near r∗ = ±∞ using a power series expansion and the method of Frobenius.
Then numerical integration is used to determine the global homogeneous solutions. See [74] for more details.
Alternatively the global homogeneous solutions can be expanded analytically in a series of special functions
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[81, 82].
Section 2.6: Variation of parameters and extended homogeneous solutions
The method of variation of parameters can be used to construct the particular solution. A Green’s
function is formed from the two linearly independent solutions (Ψ˜+ and Ψ˜−) and integrated over the source
function S˜(r) to obtain the particular solution of (2.41)
Ψ˜(r) = c+(r) Ψ˜+(r) + c−(r) Ψ˜−(r), (2.43)
where the normalization functions in the source region are given by the integrals
c+(r) =
1
W
∫ r
rmin
Ψ˜−(r′) S˜(r′)
f(r′)
dr′,
c−(r) =
1
W
∫ rmax
r
Ψ˜+(r′) S˜(r′)
f(r′)
dr′.
(2.44)
Here W is the determinant of the Wronskian matrix
W =
(
Ψ˜−
dΨ˜+
dr∗
− Ψ˜+ dΨ˜
−
dr∗
)
. (2.45)
While the expression in Eqn. (2.43) is indeed a solution to Eqn. (2.41), it is not ideal. The singular nature of
the time-domain source (2.36) results in Gibbs behavior in the Fourier synthesis (2.40) of Ψ at and near the
particle location, leading to slow algebraic convergence. Exponential convergence can be restored by using
the method of extended homogeneous solutions (EHS), originally developed by Barack, Ori, and Sago [83].
The first step in EHS is to extend the limits of integration in (2.44) to include the full source region and
obtain the normalization coefficients
C± =
1
W
∫ rmax
rmin
Ψ˜∓(r)S˜(r)
f(r)
dr. (2.46)
These complex constants are used to normalize the mode functions, which collectively encode all the infor-
mation about the source motion and are used to define the EHS
Ψ±lm(t, r) ≡
∑
n
C±lmnΨ˜
±
lmn(r) e
−iωmnt. (2.47)
As the mode functions are each C∞, these Fourier sums converge exponentially for all r > 2M . The sums
are formally infinite in number, but in practice they are truncated once a specified accuracy is reached. The
desired inhomogeneous time-domain solution to Eqn. (2.32) is then obtained by joining the outer and inner
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EHS
Ψ(t, r) = Ψ+(t, r) Θ [r − rp(t)] + Ψ−(t, r) Θ [rp(t)− r] , (2.48)
where Θ is the Heaviside step function. This weak solution can be computed everywhere, including the
particle location, and it allows the metric and local gravitational self-force to be accurately determined [74].
There remains the practical issue of computing the C±. For the RW problem, the source S(r) in
Eqn. (2.46) is poorly behaved at the turning points because of the presence of the δ′ term in (2.36) [74]. It
was shown in that paper that the problem could be circumvented by reversing the order of integration (see
related examples in [83, 84]). To see this, substitute the Fourier transform integral for S˜(r) into (2.46)
C± =
1
W
∫ rmax
rmin
Ψ˜∓(r)
f(r)
(
1
Tr
∫ Tr
0
S(t, r)eiωtdt
)
dr. (2.49)
Then substitute for the time-domain source S(t, r) its singular form (2.36), exchange the order of integration,
and integrate in r over the delta function terms. What remains of the calculation of C± is an integral over
time
C± =
1
WTr
∫ Tr
0
[
1
fp
Ψ˜∓G+
(
2M
r2pf
2
p
Ψ˜∓ − 1
fp
dΨ˜∓
dr
)
F
]
eiωt dt. (2.50)
The integrand is composed of obvious functions of time, such as G(t) and F (t). However, all of the other
terms inside the square braces are now also functions of time, since the delta function maps r → rp(t) [e.g.,
fp ≡ f(rp(t)), Ψ˜∓(r)→ Ψ˜∓(rp(t))].
In summary, the RW black hole perturbation problem is solved by computing, for a sufficient range of l,
m, and n, the inner and outer mode functions Ψ˜±(r) and computing the integrals (2.50) for the normalization
coefficients C± (using either ODE integration [74] or a numerical quadrature routine [84]).
Section 2.7: Fast spectral source integration
2.7.1: Spectral source integration: general considerations
Fast spectral source integration (SSI) is an exponentially convergent technique developed as a part of this
work for computing the integral in Eqn. (2.50) [72]. Previous methods converge only algebraically [36, 65,
74, 83, 84]. SSI borrows concepts from discrete-time signal processing to achieve exponential convergence.
Let dI/dχ = g(χ) with g(χ) (the source) being both a periodic and a smooth function. The goal is to
integrate g to find I(χ). It can be assumed that g(χ) is complex, but in orbital motion applications the
functions will be real. The periodicity of g suggests utilizing a Fourier series expansion and then calculating
the integral for I(χ) term by term. At first glance this approach is not very helpful since, even if the Fourier
series is truncated, the expression for I(χ) would require computing a large number of definite integrals
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numerically for the Fourier series coefficients. Fortunately, the smoothness of g(χ) helps in several ways.
In many cases, the Fourier series amplitudes G˜n will fall in magnitude exponentially. Even in calculations
with hundreds of decimal places of accuracy, the Fourier series can then be truncated to a modest number
of terms. At whatever adopted level of accuracy, replacing g(χ) with a truncated Fourier series introduces
an approximation that is bandlimited.
Recall that bandlimited signals play a key role in the Nyquist-Shannon sampling theorem: a function that
contains only frequencies ν with |ν| ≤ B is completely determined by its discrete (equally-spaced) samples
(in this case in χ) occurring at the Nyquist rate 2B (i.e., with spacing ∆χ = 12B
−1). When discrete sampling
is combined with the periodicity of radial motion, then only a finite total number N of samples in χ need
be considered. Therefore, g(χ) is replaced again–this time with its finite sampling gj = g(χj) = g(j∆χ),
where j = 0, . . . , N − 1. This new representation of the source has its own discrete Fourier transform
(DFT) spectrum Gn (with n = −N/2, . . . , N/2− 1), which can be computed with the fast Fourier transform
(FFT) algorithm [85]. For an accuracy goal that is sufficiently high (i.e., high enough N , found iteratively),
the DFT spectrum Gn is virtually indistinguishable from the Fourier series spectrum G˜n. Using the DFT
representation, it is then possible to compute g(χ) at any location via Fourier interpolation. Furthermore,
the source can be integrated or differentiated term by term to accuracies comparable to the initial goal.
To summarize:
• The (perhaps complex) function g(χ) is periodic and C∞.
• It can be represented as a Fourier series with spectrum G˜n with n→ ±∞.
• The Fourier series spectrum can be truncated to some nmin ≤ n ≤ nmax subject to an accuracy goal.
• The approximate, but very accurate, truncated Fourier series is a bandlimited function.
• The Nyquist-Shannon sampling theorem implies the truncated Fourier series representation can itself
be replaced in the time-domain with discrete sampling.
• Sampling plus periodicity implies a discrete representation of finite length N .
• Finite sampling representation in the time-domain implies one-to-one correspondence via the DFT
with a frequency-domain periodic spectrum Gn.
• The DFT spectrum within the Nyquist range approximates well the original Fourier series spectrum if
N is sufficiently large, allowing G˜n → Gn.
• The DFT representation in the time-domain can be integrated and interpolated to spectral accuracy.
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2.7.2: SSI for RW normalization constants
The key first step in developing SSI was actually the reversal in the order of integration described in
Eqns. (2.49) and (2.50). The second essential step involves recognizing the periodic nature of the integrand
in (2.50). The functions F (t) and G(t), which contribute to the source S(t, r), have complex time dependence
because of the biperiodic motion and (typically) incommensurate frequencies Ωr and Ωϕ. The motion in ϕ
can be split into
ϕp(t) = Ωϕt+ ∆ϕ(t), (2.51)
where the mean azimuthal advance is modulated by ∆ϕ(t), which is periodic in the radial motion. This ϕp(t)
enters source terms only through the spherical harmonic factor e−imϕp(t), which factors into: e−imΩϕt e−im∆ϕ(t).
It is the mean azimuthal phase advance, at angular rate Ωϕ, that makes source terms biperiodic. However,
functions G¯ and F¯ can be defined
G¯(t) ≡ G(t) eimΩϕt,
F¯ (t) ≡ F (t) eimΩϕt,
(2.52)
that are strictly Tr-periodic. Returning to Eqn. (2.50), the factor e
−imΩϕt, which is responsible for biperiod-
icity, cancels with a corresponding factor from the Fourier transform kernel. The integrand can be expressed
as
C± =
1
WTr
∫ Tr
0
E¯±(t) einΩrt dt. (2.53)
where E¯±(t) are strictly Tr-periodic functions
E¯±(t) ≡ 1
fp
Ψ˜∓G¯+
(
2M
r2pf
2
p
Ψ˜∓ − 1
fp
dΨ˜∓
dr
)
F¯ . (2.54)
The third, and most important, step toward SSI harks back to the discussion in Sec. 2.7.1. Due to
the C∞ smoothness of (for example) g(χ) = dI/dχ, g(χ) can be replaced with an equally-spaced sampling
gj = g(j∆χ) of modest total number of samples N and achieve high-accuracy interpolation and integration.
For source integration, the equivalent step (to be justified momentarily) is to replace (2.53) with
C± =
1
NW
N−1∑
j=0
E¯±(tj) einΩrtj , (2.55)
where the time samples are tj = jTr/N , with j = 0, . . . , N − 1. This remarkably simple sum is the heart of
SSI. By replacing the integral in (2.53) with the sum in (2.55), ODE integration is avoided and the calculation
18
of the normalization coefficients is vastly sped up, opening the door to much higher accuracy applications
[86].
2.7.3: Justification of SSI
Here (2.55) is justified as an appropriate replacement for (2.53). The argument starts by noting the
expected smoothness of the functions E¯±(t) that enter (2.53). The contributing elements F¯ (t) and G¯(t)
are smooth C∞ functions of the orbital motion. Similarly, the modes Ψ˜∓(r) are smooth functions of r, and
hence become smooth functions of time under the replacement r → rp(t). Thus, for every lmn, the integrand
in (2.53) is smooth and periodic. These properties suggest, just as they did in Sec. 2.7, use of Fourier series
expansion. Indeed, the integral in Eqn. (2.53) looks like, under a cursory glance, the calculation of a set of
Fourier series coefficients. However, it is clear that C± is not a spectrum of coefficients (in n) derived from
a single function of time, but is instead calculated from a whole set (in n) of time-domain functions E¯±(t).
Nevertheless, the Fourier series can be put to investigative use
E¯±(t) =
∞∑
n′=−∞
E˜±n′ e−in
′Ωrt, (2.56)
with the coefficients given by
E˜±n′ =
1
Tr
∫ Tr
0
E¯±(t) ein
′Ωrtdt. (2.57)
If (2.56) is substituted in (2.53), and sum and integral are exchanged, the normalization coefficients
C± =
1
W
E˜±n , (2.58)
are proportional to the diagonal elements (n′ = n) of the superset (over n and n′) of Fourier series coefficients
E˜±n′ . The result is understandable: the integral in (2.53) simply picks out the nth harmonic in the nth function
E¯±lmn(t).
To complete the argument, it can be assumed (and numerically verified) that the smoothness of a source
function E¯±(t) implies a rapidly falling (likely geometric) spectrum for E˜±n′ as n′ → ±∞. As argued in
Sec. 2.7.1, for any given accuracy goal, this implies the spectrum can be truncated at some sufficiently
negative and positive values of n′. Truncation, in turn, means that the original source function has been
replaced with a bandlimited approximation. Bandlimiting then argues for replacing the source function (yet
again), this time with a set of discrete, equally-spaced samples E¯±lmn(tk). Because the source function is
periodic, the discrete sampling is finite in number (say N). The DFT can then be used to relate the discrete
sampling representation of the source to a discrete, finite spectrum (and vice versa)
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E¯±(tj) =
N−1∑
n′=0
E±n′ e−in
′Ωrtj , (2.59)
E±n′ =
1
N
N−1∑
j=0
E¯±(tj) ein
′Ωrtj . (2.60)
The DFT spectrum E±n′ is distinct from the Fourier series spectrum E˜±n′ , and the former will display periodicity
in the frequency-domain, E±n′+jN = E±n′ . However, for sufficiently large N and between the negative and
positive Nyquist frequencies, the two spectra can be made nearly indistinguishable. By setting n′ = n,
replacing E˜±n in (2.58) with the DFT spectral component E±n , and substituting into the the DFT equation
(2.60), the SSI formula, Eqn. (2.55), is derived.
A summary of this discussion and derivation is provided through a sequence of replacements:
C± =
1
WTr
∫ Tr
0
E¯±(t) einΩrtdt (2.61)
=
1
WTr
∫ Tr
0
( ∞∑
n′=−∞
E˜±n′ e−in
′Ωrt
)
einΩrtdt
' 1
WTr
∫ Tr
0
 n′max∑
n′=n′min
E˜±n′ e−in
′Ωrt
 einΩrtdt
' 1
WTr
∫ Tr
0
 n′max∑
n′=n′min
E±n′ e−in
′Ωrt
 einΩrtdt
=
1
WTr
∫ Tr
0
 n′max∑
n′=n′min
 1
N
N−1∑
j=0
E¯±(tj) ein
′Ωrtj
 e−in′Ωrt
 einΩrtdt
=
1
NW
n′max∑
n′=n′min
N−1∑
j=0
E¯±(tj) ein
′Ωrtj δnn′
=
1
NW
N−1∑
j=0
E¯±(tj) einΩrtj .
The two approximate (but spectrally accurate) steps are indicated.
Section 2.8: RW results and applications
SSI is exponentially convergent because the periodic functions, E¯±lmn(t), being sampled are C
∞. However,
there is no requirement that the periodic motion be described by t. Any C∞ reparametrization t → λ(t)
should be expected to also give rapidly convergent sums. This is true, for example, in switching from t to
the relativistic anomaly χ [36, 65, 74, 87]. Use of χ as the curve parameter substantially improves the rate
of exponential convergence.
This modification is achieved by rewriting Eqn. (2.53) with χ as the independent variable. Then the
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Figure 2.1: Efficiency of spectral source integration in comparison to ODE integration. The convergence
of normalization constants C+ with l = 2, m = 2, n = 0 is shown for various eccentricities in orbits
with p = 10. The ODE integration uses the Runge-Kutta-Prince-Dormand 7(8) routine rk8pd of the GNU
Scientific Library (GSL) [97].
periodic motion is divided into equally spaced steps ∆χ = 2pi/N , the integrand is discretely sampled, and
the integral is replaced with the sum
C± =
Ωr
NW
N−1∑
j=0
dtp
dχ
E¯±[t(χj)] einΩrt(χj). (2.62)
It is an open question whether there is another parametrization of the orbit that yields even faster conver-
gence.
The benefit of SSI is shown clearly in Fig. 2.1, which describes the accuracy reached in computing a
normalization coefficient (C+220) as a function of the number of source term evaluations, which serves as a
proxy for computational load. SSI is compared to an ODE integration using an 8th order Runge-Kutta
routine. SSI has exponentially converging accuracy with increases in function calls (i.e., increases in N). In
contrast, the Runge-Kutta routine, with its algebraic convergence, struggles to reach high accuracies.
One application of RW gauge perturbations is calculating the rate at which energy and angular momen-
tum are carried away by gravitational waves, or the fluxes. These fluxes facilitate a leading-order inspiral
calculation where the orbital energy and angular momentum are evolved accordingly. In this work, high ac-
curacy flux calulations are used to complement self-force data in a hybrid scheme, see Chapter 5. To measure
the fluxes from the metric perturbation the Isaacson stress-energy tensor [88] is utilized. After an appropri-
ate time-average, and assuming that the homogeneous solutions are unit-normalized (|Ψ˜±(r∗ = ±∞)| = 1),
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the energy flux 〈E˙〉 and angular momentum flux 〈L˙〉 are given by [74]
〈E˙〉 =
∑
lmn
ω2mn
64pi
(l + 2)!
(l − 2)!
(|C+lmn|2 + |C−lmn|2) , (2.63)
〈L˙〉 =
∑
lmn
mωmn
64pi
(l + 2)!
(l − 2)!
(|C+lmn|2 + |C−lmn|2) . (2.64)
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CHAPTER 3: Lorenz gauge metric perturbations
The work discussed in this chapter is largely drawn from Refs. [65, 72, 73].
Section 3.1: Tensor-spherical-harmonic modes in Lorenz gauge
To calculate the gravitational self-force, the MP will be calculated in Lorenz gauge because regularization
of the retarded field is straightforward in this gauge. As mentioned, the Lorenz gauge metric perturbation
satisfies the following condition
∇µ p¯µν = 0. (3.1)
This condition simplifies Eqn. (2.14) to the following [56]
42p¯µν + 2R
α β
µ ν p¯αβ = −16piTµν . (3.2)
This is a system of 10 coupled linear hyperbolic partial differential equations for the components of p¯µν .
Applying the tensor-spherical-harmonic projections of Eqn. (2.16) to Eqn. (3.2) yields coupled sets of
field equations in t and r for the MP amplitudes. Eqn. (3.1) provides a set of Lorenz gauge conditions
on the amplitudes. The seven even-parity and three odd-parity Lorenz gauge field equations are well-posed
hyperbolic systems, but the Lorenz gauge conditions (three even parity and one odd-parity) force constraints
on the initial data. These unconstrained field equations, along with the Bianchi identities, ensure that the
gauge conditions, if fixed initially, are satisfied subsequently. The unconstrained equations are presented first,
and then modified constrained systems are introduced. Equations in this subsection are in time-domain form.
In what follows all l and m indices on MP and source amplitudes are suppressed for brevity unless otherwise
noted.
The seven even-parity unconstrained Lorenz gauge equations are
2htt +
2(r − 4M)f
r2
∂rhtt +
4Mf
r2
∂thtr +
2M(3M − 2r)f2
r4
hrr
+
4Mf2
r3
K +
2(M2 − r2f)− 2λr2f
r4
htt = −fQrr − f2Q[ − f3Qtt,
2htr +
2f2
r
∂rhtr +
2Mf
r2
∂thrr +
2M
r2f
∂thtt +
4(λ+ 1)f
r3
jt − 4(M − r)
2 + 2λr2f
r4
htr = 2fQ
tr,
2hrr +
2f
r
∂rhrr +
4M
r2f
∂thtr +
2M(3M − 2r)
r4f2
htt +
4(r − 3M)
r3
K
+
8(λ+ 1)f
r3
jr +
2(r −M)(7M − 3r)− 2λr2f
r4
hrr = Q
[ − 1
f
Qrr − fQtt,
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2jt − 2Mf
r2
∂rjt +
2Mf
r2
∂tjr +
2f2
r
htr − 2f
2 + 2λf
r2
jt = f
2Qt,
2jr +
2Mf
r2
∂rjr +
2M
r2f
∂tjt +
2f2
r
hrr − 2f
r
K +
2λf
r
G− 4f
2 + 2(λ+ 1)f
r2
jr = −Qr,
2K +
2f2
r
∂rK − 2(3M − r)f
2
r3
hrr +
2M
r3
htt − 4(λ+ 1)f
2
r3
jr − 4f
2 + 2λf
r2
K = Qrr − f2Qtt,
2G+
2f2
r
∂rG+
4f2
r3
jr − 2λf
r2
G = − f
r2
Q],
(3.3)
(recall that 2 = f∂r(f∂r)− ∂2t ). The three odd-parity parts of the field satisfy a separate unconstrained set
of equations in Lorenz gauge
2ht − 2Mf
r2
∂rht +
2Mf
r2
∂thr − 2f
2 + 2λf
r2
ht = f
2P t,
2hr +
2Mf
r2
∂rhr +
2M
r2f
∂tht +
2λf
r3
h2 +
2(4M − 3r)f − 2λrf
r3
hr = −P r,
2h2 − 2f
2
r
∂rh2 +
4f2
r
hr +
2f(r − 4M)− 2λrf
r3
h2 = −2fP.
(3.4)
The Lorenz gauge conditions (3.1) separate into even- and odd-parity equations when expanded in spher-
ical harmonics. For even-parity there are three coupled gauge conditions
f∂rhtr − f
2
∂thrr − ∂tK − 1
2f
∂thtt +
2(r −M)
r2
htr − 2(λ+ 1)
r2
jt = 0,
− 1
f
∂thtr +
f
2
∂rhrr − ∂rK + 1
2f
∂rhtt +
2(r −M)
r2
hrr − 2
r
K − 2(λ+ 1)
r2
jr = 0,
f∂rjr − 1
f
∂tjt − f
2
hrr +
1
2f
htt +
2(r −M)
r2
jr − λG = 0,
(3.5)
while in odd-parity there is just one condition
f∂rhr − 1
f
∂tht +
2(r −M)
r2
hr − λ
r2
h2 = 0. (3.6)
While the unconstrained equations (3.3) and (3.4) might be solved numerically, in practice it is more
efficient and accurate to use the gauge conditions (3.5) and (3.6) to produce reduced-order systems of
constrained equations. To do this the gauge conditions (3.5) and (3.6) are rewritten as expressions for
the four amplitudes jt, jr, G, and h2. These are used, as necessary, to eliminate the appearance of these
amplitudes in six of the equations in the sets (3.3) and (3.4)–specifically those equations with wave operators
acting on htt, htr, hrr, K, ht, and hr. These six equations, four even-parity and two odd-parity, once modified
only reference these remaining six amplitudes. Once the constrained equations are solved, the previously
eliminated fields, jt, jr, G, and h2, are recovered via the gauge conditions.
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The following system of four constrained equations describes the even-parity MP
2htt +
2(r − 4M)f
r2
∂rhtt +
4Mf
r2
∂thtr +
2M(3M − 2r)f2
r4
hrr
+
4Mf2
r3
K +
2(M2 − r2f)− 2λr2f
r4
htt = −fQrr − f2Q[ − f3Qtt,
2htr +
4f2
r
∂rhtr +
4M − r
r2f
∂thtt +
(4M − r)f
r2
∂thrr − 2f
r
∂tK +
4M(M − r)− 2λr2f
r4
htr = 2fQ
tr,
2hrr +
4(r −M)f
r2
∂rhrr +
2
r
∂rhtt − 4f
r
∂rK +
4(3M − r)
r2f
∂thtr +
2M(3M − 2r)
r4f2
htt
+
4(M − r)
r3
K +
2(M − r)2 − 2λr2f
r4
hrr = − 1
f
Qrr +Q[ − fQtt,
2K +
4f2
r
∂rK − f
r
∂rhtt − f
3
r
∂rhrr +
2f
r
∂thtr +
2M
r3
htt − 2(r +M)f
2
r3
hrr − 2λf
r2
K = −f2Qtt +Qrr,
(3.7)
and the following system of two constrained odd-parity equations describes the odd-parity MP
2ht − 2Mf
r2
∂rht +
2Mf
r2
∂thr − 2f
2 + 2λf
r2
ht = f
2P t,
2hr +
2(r −M)f
r2
∂rhr − 2(r − 3M)
r2f
∂tht − 2f
2 + 2λf
r2
hr = −P r.
(3.8)
These six equations, supplemented with the gauge conditions (3.5) and (3.6), are satisfied by the MPs in
Lorenz gauge. This work introduces the fully constrained system for the first time. In certain special cases,
such as low-multipole (l = 0, 1) modes, some MP amplitudes cease to be defined or the systems of equations
reduce further in size, or both.
Section 3.2: Fourier decomposition of Lorenz gauge equations
As before in Sec. 2.5, it will be convenient to transform into the frequency domain. For example,
hlmtt (t, r) =
∑
n
h˜lmntt (r) e
−iωmnt, (3.9)
h˜lmntt (r) =
1
Tr
∫ Tr
0
hlmtt (t, r) e
iωmntdt. (3.10)
It is convenient to place the coupled frequency-domain equations in matrix form. For even- and odd-parities,
respectively, the fields appearing in the constrained systems are assembled into the vectors
B˜(r) =
 h˜t
fh˜r
 .
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E˜(r) = r

h˜tt
fh˜tr
f2h˜rr
K˜

, (3.11)
With this notation the even- and odd-parity frequency-domain equations are compactly expressed in matrix
form
d2E˜
dr2∗
+ A
dE˜
dr∗
+ B E˜ = U˜ , (3.12)
d2B˜
dr2∗
+ C
dB˜
dr∗
+ D B˜ = V˜ ,
where the solution vectors and source vectors have dimension k = 4 or k = 2 for even- or odd-parity,
respectively. In the general case the matrices that couple the amplitudes and their first derivatives are
A =
1
r2

−4M 0 0 0
0 2(r − 4M) 0 0
2rf 0 2(r − 4M) −4rf2
−r 0 −r 2rf

, (3.13)
B =
(
ω2 − 2(λ+ 1)f
r2
)
I +
1
r4

2M(r −M) −4iωMr2 −2M(2r − 3M) 4Mrf2
iωr2(r − 4M) −2fMr iωr2(r − 4M) 2iωr3f2
−2(r −M)2 4iωr2(r − 3M) 2(r2 − 3Mr + 3M2) −4Mrf2
r2 −2iωr3 −r2 2fMr

,
C =
2
r2
 −M 0
0 r − 3M
 , (3.14)
D =
(
ω2 − 2f
2 + 2λf
r2
)
I +
2iω
r2
 0 −M
r − 3M 0
 .
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where the I’s are relevant-sized identity matrices (k × k = 4× 4 or 2× 2). The source vectors are
U˜ = r

−fQ˜rr − f2Q˜[ − f3Q˜tt
2f2Q˜tr
−fQ˜rr + f2Q˜[ − f3Q˜tt
Q˜rr − f2Q˜tt

,
V˜ =
 f
2P˜ t
−fP˜ r
 . (3.15)
In certain special cases (low-multipole modes or static modes) some components of the vectors E˜ and B˜
identically vanish, effectively reducing the order of the system, with concomitant reduction in the source
components and elements of A, . . . ,D.
Section 3.3: Linearly independent sets of homogeneous solutions
The constrained even-parity equations are a set of four, coupled, second-order ordinary differential equa-
tions. As such, they have eight linearly independent homogeneous solutions. These are divided into four
solutions E˜+i (with i = 0, 1, 2, 3) that have causal, running-wave dependence eiωr∗ at r∗ = +∞ and four
solutions E˜−i that are downgoing, e−iωr∗ , at the horizon (r∗ = −∞). For odd-parity, where the system is
a set of two, coupled, second-order ODEs, there are four linearly independent homogeneous solutions. In
parallel these are denoted by B˜±i with i = 0, 1. A complete basis of linearly independent homogeneous
solutions is of dimension 2k.
Upon examining the asymptotic limits of Eqn. (3.12) as r∗ → ±∞, the following is one possible repre-
sentation of the leading-order behavior of the even-parity homogeneous solutions
(
E˜−0
)>
∼ (1, 1, 1, 0) e−iωr∗ ,(
E˜−1
)>
∼ (1, 0,−1,−2(1− 4iωM)−1) fe−iωr∗ ,(
E˜−2
)>
∼ (1,−1, 1, 1) f2e−iωr∗ ,(
E˜−3
)>
∼ (0, 0, 0, 1) e−iωr∗ , (3.16)(
E˜+0
)>
∼ (1, 0,−1, 0) eiωr∗ ,(
E˜+1
)>
∼ (0, 1,−2, 0) eiωr∗ ,
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(
E˜+2
)>
∼ (0, 1,−2, 1) r−1eiωr∗ ,(
E˜+3
)>
∼ (0, 0,−2, 1) r−2eiωr∗ ,
where > indicates transpose. These vectors are linearly independent, but the MP amplitudes (components)
do not decouple asymptotically. Likewise the asymptotic limits of the odd-parity equations allow the following
representation of the leading-order behavior of odd-parity homogeneous solutions
(
B˜−0
)>
∼ (1, 1) e−iωr∗ ,(
B˜−1
)>
∼ (1,−1) fe−iωr∗ , (3.17)(
B˜+0
)>
∼ (1,−1) eiωr∗ ,(
B˜+1
)>
∼ (0, 1) r−1eiωr∗ .
Here again, while the odd-parity vectors are linearly independent, the MP amplitudes are still mixed between
them asymptotically.
The limiting behavior for E˜±i and B˜
±
i displayed in (3.16) and (3.17) is merely one possible choice, which
will be referred to as the simple bases. It is possible to perform linear transformations on these sets of eight
and four homogeneous solutions, and later a specific transformation will be introduced.
The following two sub-sections give the recurrence relations for asymptotic and Taylor expansions that
provide boundary conditions for mode integrations. Expansions about r∗ = ±∞ for homogeneous Lorenz
gauge solutions were first given by Akcay [35] but with a different initial basis and for a larger, partially-
constrained even-parity system. The fully constrained even-parity system used here makes the generic
recurrence relations valid for l = 0, 1 modes when ω 6= 0.
3.3.1: Near-horizon series expansions of homogeneous solutions
The even-parity homogeneous solutions can be expanded around r = 2M in a Taylor series in powers of
f(r)
E˜−i = r

h˜tt
fh˜tr
f2h˜rr
K˜

= Me−iωr∗
∞∑
s=0

a
(tt)
s
a
(tr)
s
a
(rr)
s
a
(K)
s

fs. (3.18)
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Recurrence relations for the coefficients can be found via the method of Frobenius

1 + 8iσ + 2s(s− 2− 4iσ) −8iσ −1 0
−2iσ s(s− 2)− 4iσ(s− 1) −2iσ 0
−1 −8iσ 1 + 8iσ + 2s(s− 2− 4iσ) 0
−s+ 1 + 2iσ −4iσ −s− 1 + 2iσ s(s− 4iσ)


a
(tt)
s
a
(tr)
s
a
(rr)
s
a
(K)
s

=

A
(tt)
s
A
(tr)
s
A
(rr)
s
A
(K)
s

,
(3.19)
where σ = Mω. The right-hand-side contains only lower order coefficients in the expansion
A(tt)s ≡[−4i(s− 4)σ + 2s(5s− 34) + 3l(l + 1) + 113]2a(tt)s−3 − 2[2s(5s− 6iσ − 26) + 3l(l + 1) + 36iσ + 65]a(tt)s−2
+ [2s(5s− 12iσ − 18) + 2l(l + 1) + 48iσ + 29]a(tt)s−1 + [2(42− 5s)s− 2l(l + 1)− 173]a(tt)s−4 − 8iσa(tr)s−3
+ 24iσa
(tr)
s−2 − 24iσa(tr)s−1 + (2(s− 5)2 − 1)a(tt)s−5 + 3a(rr)s−5 − 11a(rr)s−4 + 14a(rr)s−3 − 6a(rr)s−2 − a(rr)s−1 − 4a(K)s−6
+ 16a
(K)
s−5 − 24a(K)s−4 + 16a(K)s−3 − 4a(K)s−2,
A(tr)s ≡[5s2 − 4i(3s− 7)σ − 20s+ l2 + l + 16]a(tr)s−1 + [2s(5s− 2iσ − 40) + 3(l2 + l + 52) + 20iσ]a(tr)s−3
+ [2s(−5s+ 6iσ + 30)− 3l(l + 1)− 44iσ − 84]a(tr)s−2 + [−5(s− 10)s− l(l + 1)− 124]a(tr)s−4 − 4iσa(tt)s−3
+ 10iσa
(tt)
s−2 − 8iσa(tt)s−1 − 4iσa(rr)s−3 + 10iσa(rr)s−2 − 8iσa(rr)s−1 − 4iσa(K)s−4 + 8iσa(K)s−3 − 4iσa(K)s−2 + (s− 6)2a(tr)s−5,
A(rr)s ≡2[−4i(s− 5)σ + 10(s− 8)s+ 3l(l + 1) + 155]a(rr)s−3 − 2[2s(5s− 6iσ − 30) + 3l(l + 1) + 44iσ + 83]a(rr)s−2
+ [2s(5s− 12iσ − 20) + 2l(l + 1) + 56iσ + 33]a(rr)s−1 + [−10(s− 10)s− 2l(l + 1)− 249]a(rr)s−4
+ (−24s+ 8iσ + 74)a(tt)s−3 + 2(8s− 8iσ − 17)a(tt)s−2 + (−4s+ 8iσ + 3)a(tt)s−1 − 24iσa(tr)s−3 + 56iσa(tr)s−2
− 40iσa(tr)s−1 + 8(6s− 2iσ − 21)a(K)s−4 + (−32s+ 32iσ + 80)a(K)s−3 + 4(2s− 4iσ − 3)a(K)s−2 + (19− 4s)a(tt)s−5
+ (16s− 63)a(tt)s−4 + (2(s− 12)s+ 73)a(rr)s−5 + (8s− 44)a(K)s−6 + (144− 32s)a(K)s−5,
A(K)s ≡[5s2 − 2s(5 + 6iσ) + l2 + l + 16iσ + 4]a(K)s−1 + [2s(−5s+ 6iσ + 20)− 3(l2 + l + 12)− 32iσ]a(K)s−2
+ [2s(5s− 2iσ − 30) + 3l(l + 1) + 16iσ + 84]a(K)s−3 + [−5(s− 8)s− l(l + 1)− 76]a(K)s−4
+ (6s− 2iσ − 15)a(tt)s−2 + (−4s+ 4iσ + 7)a(tt)s−1 + 4iσa(tr)s−2 − 8iσa(tr)s−1 + (6s− 2iσ − 9)a(rr)s−2
+ (4iσ − 4s+ 1)a(rr)s−1 + (s− 4)a(tt)s−4 + (13− 4s)a(tt)s−3 + (s− 4)a(rr)s−4 + (11− 4s)a(rr)s−3 + (s− 6)(s− 4)a(K)s−5.
(3.20)
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In these recurrence relations, a coefficient vanishes anytime a negative index appears. Because the matrix is
singular when s ≤ 2 the first few terms are evaluated separately
a
(tr)
0 = a
(tt)
0 ,
a
(rr)
0 = a
(tt)
0 ,
a
(tr)
1 = −
l(l + 1) + 1
1 + 4iσ
a
(tt)
0 ,
a
(rr)
1 = −
2(l(l + 1) + 1)
1 + 4iσ
a
(tt)
0 − a(tt)1 ,
a
(K)
1 = −
4(l(l + 1) + 1)
1 + 16σ2
a
(tt)
0 +
(
l(l + 1)
1− 4iσ − 1
)
a
(K)
0 −
2
1− 4iσ a
(tt)
1 , (3.21)
a
(tr)
2 =
l2(l + 1)2 − 8iσ(l(l + 1) + 1) + 16σ2
4iσ(1 + 16σ2)
a
(tt)
0 −
1
1− 4iσ a
(K)
0 +
l(l + 1)− 1
1− 4iσ a
(tt)
1 − a(tt)2 ,
a
(rr)
2 = −
2(l(l + 1) + 1)(l(l + 1)− 3)
1 + 16σ2
a
(tt)
0 + 2
(
1 +
1
1− 4iσ
)
a
(K)
0 −
2(l(l + 1)− 1)
1− 4iσ a
(tt)
1 + a
(tt)
2 ,
a
(K)
2 =
−4(l(l + 1)− 11)(l(l + 1) + 1)σ − i(3l(l(3l(l + 2) + 1)− 2)− 16) + 16iσ2
8σ(1 + 8σ(2σ + i)) + 4i
a
(tt)
0
− (l(l + 1) + 4iσ)
2 − 36iσ + 12
4(8σ2 + 6iσ − 1) a
(K)
0 +
2l(l + 1)(1− iσ) + 4iσ − 1
8σ2 + 6iσ − 1 a
(tt)
1 + a
(tt)
2 .
The freely chosen coefficients a
(tt)
0 , a
(tt)
1 , a
(tt)
2 , and a
(K)
0 control the boundary conditions. For example, at
leading order the simple basis can be chosen
(
a
(tt)
0 , a
(tt)
1 , a
(tt)
2 , a
(K)
0
)
= (1, 0, 0, 0) →
(
E˜−0
)>
∼ (1, 1, 1, 0) e−iωr∗(
a
(tt)
0 , a
(tt)
1 , a
(tt)
2 , a
(K)
0
)
= (0, 1, 0, 0) →
(
E˜−1
)>
∼ (1, 0,−1,−2(1− 4iσ)−1) fe−iωr∗ ,(
a
(tt)
0 , a
(tt)
1 , a
(tt)
2 , a
(K)
0
)
= (0, 0, 1, 0) →
(
E˜−2
)>
∼ (1,−1, 1, 1) f2e−iωr∗ ,(
a
(tt)
0 , a
(tt)
1 , a
(tt)
2 , a
(K)
0
)
= (0, 0, 0, 1) →
(
E˜−3
)>
∼ (0, 0, 0, 1) e−iωr∗ .
(3.22)
The odd-parity homogeneous solutions can also be expanded around r = 2M in powers of f(r)
B˜−i =
 h˜t
fh˜r
 = Me−iωr∗
∞∑
s=0
 a
(t)
s
a
(r)
s
 fs. (3.23)
Recurrence relations for the coefficients are again found via the method of Frobenius
 s(s− 1− 4iσ) + 2iσ −2iσ
−2iσ s(s− 1− 4iσ) + 2iσ

 a
(t)
s
a
(r)
s
 =
 A
(t)
s
A
(r)
s
 . (3.24)
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Once again these result in a linear system to be solved and the right-hand-side has only lower order coefficients
A(t)s ≡(4s2 − 22s+ l2 + l + 24)a(t)s−3 − 2[s(3s− 2iσ − 12) + l2 + l + 5iσ + 9]a(t)s−2 (3.25)
+ [2s(2s− 4iσ − 5) + l2 + l + 12iσ + 4]a(t)s−1 + 2iσa(r)s−2 − 4iσa(r)s−1 − (s− 5)(s− 2)a(t)s−4,
(3.26)
A(r)s ≡− 2[s(3s− 2iσ − 15) + l2 + l + 7iσ + 15]a(r)s−2 + [4s(s− 2iσ − 3) + l2 + l + 16iσ + 6]a(r)s−1 (3.27)
+ [4(s− 7)s+ l2 + l + 42]a(r)s−3 + 6iσa(t)s−2 − 8iσa(t)s−1 − (s− 6)(s− 3)a(r)s−4. (3.28)
Any negative-index coefficients vanish. This linear system is singular for s ≤ 1 and starting conditions for
the recursion are calculated separately
a
(r)
0 = a
(t)
0 , (3.29)
a
(r)
1 = −
(l + 2)(l − 1)
2iσ
a
(t)
0 − a(t)1 .
The freely chosen coefficients a
(t)
0 and a
(t)
1 control the boundary conditions. The simple basis can be chosen,
which at leading order has the form
(
a
(t)
0 , a
(t)
1
)
= (1, 0) →
(
B˜−0
)>
∼ (1, 1) e−iωr∗ ,(
a
(t)
0 , a
(t)
1
)
= (0, 1) →
(
B˜−1
)>
∼ (1,−1) fe−iωr∗ .
(3.30)
In practical applications, these expansions are evaluated at r∗ = −6M and terms are added to the series
until the relative size of the last term drops below machine precision.
3.3.2: Near-infinity series expansions of homogeneous solutions
The even-parity homogeneous solutions can be expanded about r =∞ as
E˜+i = r

h˜tt
fh˜tr
f2h˜rr
K˜

= Meiωr∗
smax∑
s=0

b
(tt)
s
b
(tr)
s
b
(rr)
s
b
(K)
s

ρ−s, (3.31)
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where ρ = r/M Recurrence relations for the coefficients are a linear system of equations

−2iσs 0 0 0
−iσ 2iσ(s− 1) −iσ −2iσ
2iσ 4iσ −2iσ(s− 1) −4iσ
−iσ −2iσ −iσ −2iσ(s− 1)


b
(tt)
s
b
(tr)
s
b
(rr)
s
b
(K)
s

=

B
(tt)
s
B
(tr)
s
B
(rr)
s
B
(K)
s

. (3.32)
As with the horizon-side expansions, the right-hand-side groups all of the lower order coefficients
B(tt)s ≡[−s2 − 4i(s− 2)σ + s+ l2 + l]b(tt)s−1 − 2[(7− 2s)s+ l2 + l − 5]b(tt)s−2 + 4iσb(tr)s−1
− 2[2(s− 6)s+ 17]b(tt)s−3 − 6b(rr)s−3 + 4b(rr)s−2 − 16b(K)s−4 + 16b(K)s−3 − 4b(K)s−2,
B(tr)s ≡2[(11− 2s)s+ l2 + l − 15]b(tr)s−2 + [s(s+ 4iσ − 3)− l(l + 1)− 12iσ + 2]b(tr)s−1
− 4iσb(tt)s−1 − 4iσb(rr)s−1 + 8iσb(K)s−2 − 8iσb(K)s−1 + 4(s− 4)2b(tr)s−3,
B(rr)s ≡[−s2 − 4i(s− 3)σ + 3s+ l2 + l − 4]b(rr)s−1 − 2[(11− 2s)s+ l2 + l − 17]b(rr)s−2
+ 2(s+ 2iσ)b
(tt)
s−1 + 12iσb
(tr)
s−1 + 4(6s+ 4iσ − 11)b(K)s−2 − 4(s+ 4iσ − 1)b(K)s−1 + (8s− 22)b(tt)s−3
+ (12− 8s)b(tt)s−2 + (−4(s− 8)s− 66)b(rr)s−3 + 16(2s− 7)b(K)s−4 + (128− 48s)b(K)s−3,
B(K)s ≡[−s(s+ 4iσ − 3) + l2 + l + 8iσ − 2]b(K)s−1 − 2[(9− 2s)s+ l2 + l − 9]b(K)s−2
+ 2(s− 2)b(tt)s−2 − sb(tt)s−1 + 2(s− 2)b(rr)s−2 + (2− s)b(rr)s−1 − 4(s− 4)(s− 2)b(K)s−3.
(3.33)
All appearances of a negative index imply a vanishing coefficient. The linear system is singular here when
s ≤ 2 and starting coefficients are obtained from the reduced equations
b
(rr)
0 = −b(tt)0 − 2b(tr)0 ,
b
(K)
0 = 0,
b
(tt)
1 = −
l(l + 1) + 4iσ
2iσ
b
(tt)
0 − 2b(tr)0 ,
b
(rr)
1 =
l(l + 1) + 4(1 + iσ)
2iσ
b
(tt)
0 + 2
(
1 +
1
iσ
)
b
(tr)
0 − 2b(tr)1 , (3.34)
b
(K)
1 = −
1
iσ
b
(tt)
0 +
(l + 2)(l − 1)
2iσ
b
(tr)
0 + b
(tr)
1 ,
b
(tt)
2 = −
l(l + 1)((l + 2)(l − 1) + 8iσ) + 4iσ
8σ2
b
(tt)
0 +
l(l + 1) + 2
2iσ
b
(tr)
0 − b(tr)1 ,
b
(tr)
2 = −
1
iσ
b
(tt)
0 +
l(l + 1)(l + 2)(l − 1) + 4iσ(l(l + 1) + 3)
8σ2
b
(tr)
0 −
(
1 +
l(l + 1)
2iσ
)
b
(tr)
1 ,
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b
(rr)
2 =
l(l + 1)((l + 2)(l − 1) + 8iσ) + 20iσ
8σ2
b
(tt)
0 +
l(l + 1)((l + 2)(l − 1)− 2iσ) + 8iσ
4σ2
b
(tr)
0 + 3b
(tr)
1 − 2b(K)2 .
The freely chosen coefficients b
(tt)
0 , b
(tr)
0 , b
(tr)
1 , and b
(K)
2 control the boundary conditions. The simple basis
can be chosen, which at leading order has the form
(
b
(tt)
0 , b
(tr)
0 , b
(tr)
1 , b
(K)
2
)
= (1, 0, 0, 0) →
(
E˜+0
)>
∼ (1, 0,−1, 0) eiωr∗ ,(
b
(tt)
0 , b
(tr)
0 , b
(tr)
1 , b
(K)
2
)
= (0, 1, 0, 0) →
(
E˜+1
)>
∼ (0, 1,−2, 0) eiωr∗ ,(
b
(tt)
0 , b
(tr)
0 , b
(tr)
1 , b
(K)
2
)
= (0, 0, 1, 0) →
(
E˜+2
)>
∼ (0, 1,−2, 1) r−1eiωr∗ ,(
b
(tt)
0 , b
(tr)
0 , b
(tr)
1 , b
(K)
2
)
= (0, 0, 0, 1) →
(
E˜+3
)>
∼ (0, 0,−2, 1) r−2eiωr∗ .
(3.35)
The odd-parity homogeneous solutions can be expanded about r =∞ as
B˜+i =
 h˜t
fh˜r
 = Meiωr∗
smax∑
s=0
 b
(t)
s
b
(r)
s
 ρ−s. (3.36)
Again, the recurrence relations are found to satisfy a linear system
 −2isσ 0
−2iσ 2iσ(s− 1)

 b
(t)
s
b
(r)
s
 =
 B
(t)
s
B
(r)
s
 , (3.37)
where again the right-hand-side contains all lower order coefficients
B(t)s ≡[l(l + 1)− s(s+ 4iσ − 1) + 6iσ]b(t)s−1 − 2[l(l + 1)− 2(s− 3)s− 2]b(t)s−2 + 2iσb(r)s−1 − 4(s− 4)(s− 1)b(t)s−3,
B(r)s ≡[s(s+ 4iσ − 3)− l(l + 1)− 10iσ + 2]b(r)s−1 − 2[2(s− 5)s− l(l + 1) + 10]b(r)s−2
− 6iσb(t)s−1 + 4(s− 5)(s− 2)b(r)s−3,
(3.38)
and any negative index that appears implies a vanishing coefficient. This linear system is singular for s ≤ 1
and starting conditions are evaluated individually
b
(r)
0 = −b(t)0 , (3.39)
b
(t)
1 = −
l(l + 1)
2iσ
b
(t)
0 .
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The freely chosen coefficients b
(t)
0 and b
(r)
1 determine the boundary conditions and the simple choice of basis
yields the following lowest-order form
(
b
(t)
0 , b
(r)
1
)
= (1, 0) →
(
B˜+0
)>
∼ (1,−1) eiωr∗(
b
(t)
0 , b
(r)
1
)
= (0, 1) →
(
B˜+1
)>
∼ (0, 1) r−1eiωr∗ .
(3.40)
With these asymptotic series care must be exercised with the number of terms and the starting radius
r∞∗ . The test for convergence is whether a numerical integration through a distance ∼ ω−1 starting with an
initial evaluation of the asymptotic expansion agrees with a second evaluation of the expansion at the end
point of the trial. If the test fails, r∞∗ is increased by some factor (say ∼ 1.5) and the procedure is repeated.
3.3.3: Pade approximant method for near-infinity expansions
When the frequency ω becomes small, the integration from the wave-zone to the source region becomes
very long. As will be discussed later, these long integrations contribute to an ill-conditioning problem faced
when calculating the inhomogeneous solution. To reduce the length of this integration a novel technique is
employed [73] using the diagonal Pade approximant (DPA). The odd-parity case is given as an example, but
the same techniques apply to the even-parity case.
The DPA has the following form
B˜+i = M eiωr∗
 α
(t)(r)
α(r)(r)
 , (3.41)
α(a)(r) ≡
smax/2∑
s=0
β(a)s ρ
−s
1 +
smax/2∑
s=1
γ(a)s ρ
−s
, (3.42)
where smax is assumed to be even. It is straightforward to compute the DPA coefficients β
(a)
s and γ
(a)
s from
the asymptotic expansion coefficients b
(a)
s (see for example Ref. [85]).
There is no a priori guarantee that the DPA will be an improvement over the standard asymptotic
expansion, but it can be tested numerically with the same test used for the asymptotic expansion. Fig. 3.1
shows that the DPA allows initial conditions to be given at approximately a factor of 10 closer to the source
region than the standard asymptotic expansion.
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Figure 3.1: The effectiveness of the diagonal Pade approximant (DPA) method for constructing boundary
conditions to the homogeneous Lorenz-gauge field equations compared to the standard asymptotic expansion.
The relative error for each basis of homogeneous solutions is calculated with both methods and the worst
case is reported. The contours are of constant relative error with log10 scaling, and are given as a function
of the number of expansion terms smax and the location of r∗. The larger plot shows the relative error of
the DPA while the inset shows the relative error of the asymptotic expansion. It is apparent that the DPA
allows initial conditions to be given at approximately a factor of 10 closer to the source region than the
asymptotic expansion. The odd-parity case of (l, ω) = (2, 10−4M−1) is shown. Similar results are observed
for the even-parity sector.
Section 3.4: Inhomogeneous solution
With the assumption that sets of homogeneous solutions E˜±i and B˜
±
i have been obtained by integrating
Eqns. (3.12) (subject to the boundary conditions of the previous section or other equivalently-independent
ones), it is straightforward to construct solutions to the inhomogeneous equations using variation of param-
eters. Introducing a set of 2k variable coefficients c
e/o,±
i (r) that multiply the homogeneous basis elements,
the particular solutions are assumed to have the forms
E˜(r) =
3∑
i=0
(
E˜−i ce,−i (r) + E˜
+
i c
e,+
i (r)
)
, (3.43)
B˜(r) =
1∑
i=0
(
B˜−i co,−i (r) + B˜
+
i c
o,+
i (r)
)
.
Variation of parameters then assumes that the first derivative of (3.43) also depends only on the coefficients
c
e/o,±
i (r), and not their derivatives, by placing a set of k conditions on ∂r∗c
e/o,±
i (r). Differentiating again
and substituting into Eqns. (3.12) yields a second set of k conditions on ∂r∗c
e/o,±
i (r). Taken together these
conditions form a linear system with a 2k× 2k matrix M, formed from the homogeneous basis elements and
their first derivative, that acts on the vector made up of the first derivative of the coefficients c
e/o,±
i (r). The
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matrix M is the Wronksian matrix. In odd-parity (k = 2) these equations have the form
M

∂r∗c
o,−
0
∂r∗c
o,−
1
∂r∗c
o,+
0
∂r∗c
o,+
1

=
 B˜
−
0 B˜
−
1 B˜
+
0 B˜
+
1
∂r∗B˜
−
0 ∂r∗B˜
−
1 ∂r∗B˜
+
0 ∂r∗B˜
+
1


∂r∗c
o,−
0
∂r∗c
o,−
1
∂r∗c
o,+
0
∂r∗c
o,+
1

=
 0
V˜
 , (3.44)
where bold entries are 2× 1 column vectors (0 is the zero vector).
The normalization functions are then found by matrix inversion followed by integration over the source
region
c
e/o,+
i (r) =
∫ r
rmin
1
f
W
e/o,+
i
W e/o
dr′, (3.45)
c
e/o,−
i (r) = −
∫ rmax
r
1
f
W
e/o,−
i
W e/o
dr′.
In these integrals W e/o is the determinant of the Wronskian matrix (even- or odd-parity). The determinants
W
e/o,±
i are formed by replacing the column in the Wronskian corresponding to the ith homogeneous solution
with the column vector
(
0, U˜)> or (0, V˜)> (even- or odd-parity) in accordance with Cramer’s rule. Again,
for odd-parity, the Wronskian and one of the modified Wronskians are
W o =
∣∣∣∣∣∣∣∣∣
B˜−0 B˜
−
1 B˜
+
0 B˜
+
1
∂r∗B˜
−
0 ∂r∗B˜
−
1 ∂r∗B˜
+
0 ∂r∗B˜
+
1
∣∣∣∣∣∣∣∣∣ , (3.46)
W o,−0 =
∣∣∣∣∣∣∣∣∣
0 B˜−1 B˜
+
0 B˜
+
1
V˜ ∂r∗B˜
−
1 ∂r∗B˜
+
0 ∂r∗B˜
+
1
∣∣∣∣∣∣∣∣∣ .
Thus, both W o and W o,−0 are determinants of 4× 4 matrices. In even-parity the matrices are 8× 8 and in
special cases other matrix ranks occur. In this section Cramer’s rule for matrix inversion has been sketched
merely to provide a compact discussion. In reality the lower-upper (LU) decomposition is used in the code
to provide the numerical inversion.
Once the normalization functions c
e/o,±
i (r) are known, the particular solutions (3.43) can be computed.
However, since the source in the time-domain problem is distributional, this standard procedure is fraught
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with the appearance of Gibbs behavior in the MP (and self-force) upon returning to the time-domain (see
Chapter 2). Its use is now supplanted by the method of EHS, though the EHS method uses key parts of the
standard-approach machinery.
As mentioned in Chapter 2, Barack, Ori, and Sago [83] developed the EHS method and applied it in
computing the scalar field of a charge in eccentric orbit about a Schwarzschild black hole. Subsequently,
Hopper and Evans [74] employed EHS to compute the MPs of a small mass in eccentric orbit on Schwarzschild
in the RW formalism (see Chapter 2). EHS was also used [34, 89] to compute the low-order (l = 0, 1) modes
in Lorenz gauge, which marked its first use for a coupled system. EHS then found use in modeling the
scalar self-force on a particle in eccentric equatorial orbit on a Kerr black hole [84]. In addition, a variant
called the method of extended particular solutions was developed [90] that is useful for certain problems
with non-compact source terms. It was employed to compute the gauge vector that generates the odd-parity
transformation of the MP from Regge-Wheeler to Lorenz gauge.
The application of EHS to general MPs derived here [65] in Lorenz gauge for eccentric orbital motion
on Schwarzschild was developed contemporaneously with Akcay, Warburton, and Barack (see talks at the
2012 Capra meeting [91–93]). Their code was applied [19] to long term inspiral and their full method was
published in [36].
EHS uses the matrix inversion and integration involved in computing the normalization functions, but
extends the integration over the entire source region to obtain a set of complex constants. In practice, the
integration is done with respect to χ
C
e/o,±
i = ±
∫ pi
0
1
f(rp(χ))
W
e/o,±
i (rp(χ))
W e/o(rp(χ))
drp
dχ
dχ, (3.47)
providing better numerical behavior at the turning points. These constants are used to normalize the basis
vectors and to assemble specific linear combinations, referred to as frequency-domain extended homogeneous
solutions. They are smooth functions everywhere outside the horizon (r > 2M),
E˜±(r) =
3∑
i=0
Ce,±i E˜
±
i , (3.48)
B˜±(r) =
1∑
i=0
Co,±i B˜
±
i .
Using these functions, exponentially-convergent Fourier sums then provide the time-domain extended homo-
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geneous solutions
E±(t, r) =
∞∑
n=−∞
E˜±(r) e−iωt, (3.49)
B±(t, r) =
∞∑
n=−∞
B˜±(r) e−iωt,
which likewise hold for all r > 2M and are smooth in r and t. The solutions to Eqn. (3.7) and (3.8) then
follow by abutting the + and − time-domain EHS at the location of the particle,
E(t, r) = E+Θ [r − rp(t)] + E−Θ [rp(t)− r] , (3.50)
B(t, r) = B+Θ [r − rp(t)] +B−Θ [rp(t)− r] .
In Lorenz gauge all of the MP amplitudes are C0 at r = rp(t). The discontinuity in the derivative is encoded
by the presence of the step functions (Θ). While the Lorenz gauge MP amplitudes must analytically satisfy
E+(t, rp(t)) = E−(t, rp(t)) and B+(t, rp(t)) = B−(t, rp(t)), the degree to which this equality is satisfied
numerically is a measure of convergence.
Section 3.5: SSI for Lorenz gauge normalization constants
The Lorenz gauge normalization constants are also amenable to calculation via SSI [72]. The odd-parity
case is demonstrated, but the same concepts apply to the even-parity case. Eqn. (3.44) can be integrated
to obtain the following equation

Co,+0
Co,+1
−Co,−0
−Co,−1

=
∫ rmax
rmin
1
f
M−1
 0
V˜
 dr. (3.51)
It is useful to express V˜ as the Fourier transform of a Dirac delta function source
V˜(r) = 1
Tr
∫ Tr
0
v˜(t)δ(r − rp(t))eiωtdt, (3.52)
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and substitute this form into (3.51)

Co,+0
Co,+1
−Co,−0
−Co,−1

=
∫ rmax
rmin
1
f
M−1
 1Tr
∫ Tr
0
 0
v˜(t)
 δ(r − rp(t))eiωtdt
 dr. (3.53)
By reversing the order of integration, the r integral is evaluated using the Dirac delta function

Co,+0
Co,+1
−Co,−0
−Co,−1

=
1
Tr
∫ Tr
0

∫ rmax
rmin
1
f
M−1
 0
v˜(t)
 δ(r − rp(t))eiωtdr
 dt,
=
1
Tr
∫ Tr
0
1
fp
M−1p
 0
v˜(t)
 eiωtdt. (3.54)
Unfortunately, the integrand of (3.54) does not appear to meet the requirements of spectral integration
because v˜ is not strictly periodic. In fact, it has two fundamental frequencies, as does the Fourier kernel
(recall that ω = mΩϕ + nΩr). However, Eqns. (2.18) and (3.15) reveal that the azimuthal dependence of v˜
consists only of spherical harmonics evaluated at the particle location. Therefore, v˜ can be expressed as
v˜(t) = v(t) e−imϕp ,
= v(t) e−im∆ϕpe−imΩϕt, (3.55)
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where v and ∆ϕp consist of strictly periodic functions with fundamental frequency Ωr. By substituting this
form into Eqn. (3.54), the periodicity of this integrand is apparent

Co,+0
Co,+1
−Co,−0
−Co,−1

=
1
Tr
∫ Tr
0
1
fp
M−1p
 0
v(t)
 e−im∆ϕpe−imΩϕtei(mΩϕ+nΩr)tdt,
=
1
Tr
∫ Tr
0
1
fp
M−1p
 0
v(t)
 e−im∆ϕpeinΩrtdt. (3.56)
It is convenient to express this integral in terms of χ

Co,+0
Co,+1
−Co,−0
−Co,−1

=
1
Tr
∫ 2pi
0
1
fp
M−1p
 0
v
 e−im∆ϕpeinΩrtp(χ)
(
dtp
dχ
)
dχ. (3.57)
Because this integrand is C∞ in addition to periodic, the SSI method should converge exponentially. To
facilitate a compact description of the discrete version of (3.57), the following definition is applied
E¯(χ) ≡ 1
fp
M−1p
 0
v
 e−im∆ϕp dtpdχ , (3.58)

Co,+0
Co,+1
−Co,−0
−Co,−1

=
1
Tr
∫ 2pi
0
E¯(χ)einΩrtp(χ)dχ. (3.59)
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Now χ is discretized between 0 and 2pi and the integral is converted to a DFT-like sum
χj ≡ 2pij
N
, (3.60)
Co,+0
Co,+1
−Co,−0
−Co,−1

=
Ωr
N
N−1∑
j=0
E¯(χj)e
inΩrtp(χj). (3.61)
Fig. 2.1 demonstrates the advantage of using SSI instead of a more conventional integration scheme.
Section 3.6: Numerical algorithm overview
In this section an overview of the numerical algorithm is provided. For a geodesic specified by p and e,
the MP is computed to a target accuracy as a function of time around the orbit. First, the principal steps
are itemized.
1. Orbital parameters: For a given p and e, integrate the orbit equations to find the period of radial
motion Tr, and fundamental frequencies Ωr and Ωϕ. Determine also E , L, rmin, and rmax (Sec. 2.1).
2. Mode characterization: Fourier-harmonic modes divide into classes according to l,m, n. Low-multipole
modes l = 0, 1 are handled separately from l ≥ 2 radiative modes. Modes are further divided into static
(m = n = 0), near-static (0 < |ωM | < 10−5), or general cases. See Table 3.1 for overlapping breakdown
of modes.
3. Linearly independent, causal homogeneous bases: For every l,m, n mode find or compute a complete
set of 2k independent homogeneous solutions. In general, the solution process begins with providing
causal initial conditions at the boundaries using Taylor series or DPAs and performing numerical
ODE integrations (Sec. 3.3) into the source region. On the horizon side, boundary conditions are
set at r∗ = −6M and sufficient Taylor expansion terms are included to reach a fractional error of
∼ 10−15. At large radius, the starting location depends on mode and frequency. Large enough
starting radius is taken and short integrations are used to confirm the DPAs have errors of order
10−14. All of the homogeneous solutions are then integrated to r∗ = rmin∗ (i.e. the value of r∗ when
r = rmin). Orthogonality of the initial vectors is carefully considered to minimize ill-conditioning of
matrix inversion (Sec. 3.7). For near-static (0 < |ωM | < 10−5) modes special techniques are employed
to overcome strong ill-conditioning (Secs. 3.7, 3.8). Static (zero frequency) modes have exact analytic
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Table 3.1: Classification of frequency-domain modes as functions of lmω. Most modes (i.e., general case)
are found by solving the complete fully-constrained systems (3.7) and (3.8) and deriving the remaining
fields using the gauge conditions (3.5) and (3.6). Special cases include static, near-static, and low-multipole
(l = 0, 1) modes. For static and low-multipole modes the system size reduces and some MP amplitudes
identically vanish. Special cases are discussed in separate sections as noted.
l Parity Frequency No. Eqns. No. Constrs. Field Vars. Constr. Vars. Section
l ≥ 2
Even
General 7 3 h˜tt, h˜tr, h˜rr, K˜ j˜t, j˜r, G˜ 3.7
Near-static 7 3 h˜tt, h˜tr, h˜rr, K˜ j˜t, j˜r, G˜ 3.8
Static 5 2 h˜tt, h˜rr, K˜ j˜r, G˜ 3.9
Odd
General 3 1 h˜t, h˜r h˜2 3.7
Near-static 3 1 h˜t, h˜r h˜2 3.8
Static 1 0 h˜t - 3.9
l = 1
Even
General 6 3 h˜tt, h˜tr, h˜rr, K˜ j˜t, j˜r 3.7
Near-static 6 3 h˜tt, h˜tr, h˜rr, K˜ j˜t, j˜r 3.8
Odd
General 2 1 h˜t, h˜r - 3.7
Static 1 0 h˜t - 3.10
l = 0 Even
General 4 2 h˜tt, h˜tr, h˜rr, K˜ - 3.7
Static 3 1 h˜tt, h˜rr, K˜ - 3.10
homogeneous solutions (Sec. 3.9). The systems of equations change character or reduce in size for
low-multipole modes (Sec. 3.10).
4. Frequency-domain extended homogeneous solutions: For each l,m, n the homogeneous solutions are in-
tegrated over the source using SSI (Sec. 3.5) to find normalization constants and the linear combinations
that represent the frequency-domain EHS (Sec. 3.4). Again, for near-static (0 < |ωM | < 10−5) modes
special techniques are employed to overcome strong ill-conditioning (Sec. 3.8). Special consideration
occurs again for low-multipole modes.
5. Time-domain extended homogeneous solutions: For every l,m construct the time-domain EHS (Sec. 3.4)
by summing over sufficient positive and negative n until the Fourier series on each side converge to a
relative error of ∼ 10−10. Not only can convergence of the EHS on each side of rp(t) be monitored,
but each l,m mode should approach becoming C0 at the particle and the derivative in r there should
satisfy a jump condition.
The remainder of this chapter is devoted to describing all of the algorithm steps and special cases in detail.
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Section 3.7: General modes
First, the general case will be considered, encompassing all modes with l ≥ 2 that are neither static
nor near-static. The expressions (3.16) and (3.17) provide leading-order behavior for the MP amplitudes as
r∗ → ±∞. In practice boundary conditions are set at finite radii and require expansions with numerous
terms beyond just this leading order. Unique numerical issues are encountered on both the near-horizon and
near-infinity sides.
3.7.1: Boundary conditions near the horizon and subdominance instability
On the near-horizon side, using the simple bases of (3.16) and (3.17) at large negative r∗ generates
a subdominance instability. There is an undesired, acausal (up-going) homogeneous solution that can be
excited by roundoff errors in the numerical boundary condition that grows exponentially relative to a desired
(subdominant) causal solution. Fig. 3.2 shows the effect of starting the integration at various initial rH∗ and
integrating to r∗ = 10M . Setting the boundary at rH∗ < −10M generates substantial growth of this acausal
mode. The following explains briefly why this occurs. Odd-parity will be used as the example, with even-
parity following a similar analysis.
A complete set of odd-parity independent homogeneous solutions at the event horizon has leading behavior
(
B˜−0
)>
∼ (1, 1) e−iωr∗ ,(
B˜−1
)>
∼ (1,−1) fe−iωr∗ , (3.62)(
B˜−2
)>
∼ (1, 1) fe+iωr∗ ,(
B˜−3
)>
∼ (1,−1) e+iωr∗ .
B˜−0 and B˜
−
1 are the desired causal solutions of Eqn. (3.17), representing downgoing modes, while B˜
−
2 and B˜
−
3
are acausal, representing radiation coming up from the black hole. When boundary conditions are set for B˜−0
and B˜−1 , the inherent limitations of the double precision routines produce instead numerical superpositions
B˜−,N0 = B˜
−
0 + α1B˜
−
1 + α2B˜
−
2 + α3B˜
−
3 , (3.63)
B˜−,N1 = B˜
−
1 + β0B˜
−
0 + β2B˜
−
2 + β3B˜
−
3 ,
where all the terms αjB˜−j and βjB˜
−
j are of order ∼ 10−16 (roundoff) times the desired dependence. Any of
these roundoff terms that are acausal and grow relative to the causal terms when integrating are of concern.
Near the horizon f ∼ er∗/2M , which means that α2B˜−2 , an acausal contribution to B˜
−,N
0 , has precisely this
exponential growth relative to B˜−0 . This prediction is confirmed numerically, as shown in the left panel of
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Figure 3.2: Subdominance instability and growth of roundoff errors with starting location. The effects
of a subdominance instability are demonstrated by comparing results of numerical integrations begun at
different initial radii rH∗ near the horizon and ending at r∗ = 10M . The chosen modes have l = 2 and
Mω = 1 (odd-parity on the left; even-parity on the right). The fiducial, accurate solution is obtained from
a high-order Taylor expansion, with sufficient terms that residuals are at or below roundoff even at a radius
of rH∗ = 0. Using the Taylor expansion at any −6M < rH∗ < 0 to begin an integration that then ends at
r∗ = 10M gives results that are consistent with each other. However, as smaller initial radii are chosen
(rH∗ < −10M), exponentially greater errors are found in comparing at r∗ = 10M the integrated mode and
the fiducial Taylor expansion. The instability is avoided by beginning all integrations at rH∗ = −6M with
initial conditions from the high-order Taylor expansion.
Fig. 3.2. On the other hand, B˜−1 itself grows like er∗/2M , and none of the other roundoff terms grow relative
to it. As such, this solution does not display a subdominance instability.
In the case of even-parity, the worst acausal mode has an f2 radial dependence. Accordingly, its relative
growth is even worse, i.e. ∼ er∗/M . This is shown in the right panel of Fig. 3.2. The figure merely
demonstrates the instabilities. In practice, the boundary conditions are set at rH∗ = −6M using Taylor
series with sufficient terms to reach roundoff. While this approach overcomes the problem, it is worth
mentioning that the instability discussed here may be a result of the particular set of MP variables, and
therefore the form of the Lorenz gauge equations, chosen here.
3.7.2: Boundary conditions at large radius and thin-QR pre-conditioning
On the near-infinity side the expansions are asymptotic and require a large starting radius r∞∗ , with the
radius being roughly inversely related to mode frequency ω. In what follows, the odd-parity equations are
used as an example. Even-parity follows similar analysis. After long inward integration to rmin∗ the outer
solutions B˜+i can be combined with the inner solutions B˜
−
i to form the Wronskian matrix M [see Eqn. (3.44)].
Unfortunately, especially at low frequency, the Wronskian matrix is typically ill-conditioned. Generally one
can define a condition number of the matrix as κ(M) = |λmax/λmin|, where λmax and λmin are the maximal
and minimal eigenvalues of M. Alternatively and conveniently, it can be defined as κ(M) = σmax/σmin, in
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terms of the singular values σi of M in a singular value decomposition (SVD). For a discussion of the SVD
see, for example, Ref. [85]. The condition number is important since one loses roughly log10(κ) digits of
accuracy in operations like matrix inversion [94]. Starting with the leading-order, near-infinity behavior of
the simple basis in Eqn. (3.17) leads to condition numbers as large as κ ∼ 1012 in some cases.
Fortunately, it is possible to use a linear transformation on the simple basis B˜+i to find a new one B˜
+
i′ .
Unfortunately, long integration of the altered set of homogeneous solutions to rmin∗ is required in order to
combine them with the inner solutions and calculate κ, making this a hit-or-miss procedure.
Instead a novel means for determining a good linear transformation (at r∞∗ ) has been developed that
reduces κ by many orders of magnitude. While the method is most effective in handling near-static modes
(discussed below in Sec. 3.8), it is nevertheless used in this work for all modes and, therefore, discussed here.
The technique involves using just half the information (outer solutions only) that goes into the Wronskian
and calculating a “semi-condition number” η. It begins by picking a basis (e.g., the simple one), taking the
right half of the matrix M, and forming the 4× 2 matrix
V ≡
 B˜
+
0 B˜
+
1
∂r∗B˜
+
0 ∂r∗B˜
+
1
 . (3.64)
While V is a non-square matrix, it nonetheless still has a SVD and yields a set of non-negative, real singular
values σi. In this example there are two singular values; for even-parity there are four. The ratio of the largest
to smallest, η(V) = σmax/σmin, is called the semi-condition number. An advantage of η(V) is that it can be
computed immediately once an outer basis is chosen. However, η is not the same as the full condition number
κ, which can only be computed once the complete set of (inner as well as outer) homogeneous solutions are
compared. Empirically, though, η is typically large to begin with (∼ 107) and grows by multiple orders of
magnitude as the outer solutions are integrated inward (see Fig. 3.3), and that its value at rmin∗ tends to be
within an order of magnitude of κ. This strongly suggested that, if η could be minimized at the starting
radius, then κ might be greatly reduced in the source region. This guess turned out to be correct.
A linear transformation on the outer boundary conditions can be used to mitigate the ill-conditioning
[i.e., the starting b’s in (3.36) can be chosen freely to begin solving the recurrence relations]. To see how a
choice might be made, the simple basis of (3.17) is first chosen to form V [see also Eqn. (3.40)] and perform
a thin-QR decomposition [95]. The matrix is numerically split into a product V = QR, where Q is a 4× 2
unitary matrix and R is a 2 × 2 square, upper-triangular matrix. Computed at an initial location r∞∗ , the
columns of Q are an alternative, and in this case orthogonal, basis for beginning an integration for the
homogeneous solutions. In other words, η(Q) = 1. The square matrix R multiplies Q from the right to give
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Figure 3.3: Semi-condition number growth of outgoing homogeneous solutions and effect of thin-QR pre-
conditioning. The left panel uses the even-parity mode (l, ω) = (5, 5 × 10−3M−1) and plots as a function
of r∗ the semi-condition number η of the matrix V, which is comprised of (the outer solution) half of the
Wronskian matrix. Two initial conditions are compared: the simple basis in red (dotted) and the thin-QR
pre-conditioned basis in blue (solid). Orthogonalization with the thin-QR pre-conditioner makes a more
than five orders of magnitude improvement. The right panel uses an l = 16 even-parity mode and shows the
growth of η in solutions that start with thin-QR orthogonalized initial conditions, as functions of frequency.
Once the frequency reaches |ωM | ≤ 10−5, thin-QR pre-conditioning is no longer sufficient to control the
condition number in the source region and still allow double precision computations, and other techniques
are applied.
V and R−1 multiplies V from the right to give Q.
In principle, while the columns of Q (evaluated from V at finite radius r∞∗ ) do indeed give a new
orthogonal basis with unit semi-condition number, in practice the use of this basis for boundary conditions
on the homogeneous solutions (i.e., replacing V→ V′ = Q) leads to a separate, serious numerical problem.
Because V is ill-conditioned, the numerical construction of Q at finite radius r∞∗ will be accompanied by
phase and amplitude errors that are well above roundoff, some of which will be consistent with undesired
acausal modes (see the similar discussion in the previous subsection). In effect, the numerically derived new
basis could not be obtained (to machine accuracy) from an integration of purely outgoing wave solutions at
infinity.
Nevertheless, the thin-QR decomposition provides the route forward. The idea is to use the initial
choice for V at r∞∗ afforded by the simple basis and its related DPA. Then the thin-QR decomposition is
computed numerically. With this done, the inverse of R is also computed numerically. After that, these
values of R−1 at r∞∗ are used to transform the initial conditions for solving the recurrence relations, and the
relations are solved again. The resulting set of new DPAs have built into them proper causal behavior and
also have η(V′) = 1. In effect, R−1 serves as a pre-conditioner on the linear system. By this procedure,
inward integrations are started with ideal linear independence (by this measure), which results in greatly
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reduced ill-conditioning (also by this measure) once the source region is reached (see Fig. 3.3 and six orders of
magnitude improvement). Empirically, the full condition number, κ, is also improved by orders of magnitude.
It is believed that this thin-QR pre-conditioning technique was discovered for the first time in this work [65].
3.7.3: Numerical integration
Having set the boundary conditions, the C code uses the Runge-Kutta-Prince-Dormand 7(8) [96] routine
rk8pd of the GNU Scientific Library (GSL) [97] to obtain the homogeneous solutions (note that GSL doc-
umentation incorrectly labels rk8pd a 8(9) method). The outer homogeneous solutions are first integrated
from r∞∗ inward and then through the source region to r
min
∗ . Then the inner homogeneous solutions are
integrated from rH∗ to r
min
∗ . Next, the code switches to χ integration to compute Eqns. (3.47) and acquire
C
e/o,±
i . In practice it is more efficient to determine the integrands of Eqn. (3.47) using an LU decomposition
of the Wronskian matrix. Finally, the time-domain EHS is formed as described in Sec. 3.4.
A final comment is warranted on the integration over the source region and the relative accuracies of
various quantities. In the sweep back over the source region, the Wronskian matrix elements are recomputed
step-by-step alongside the normalization functions c
e/o
i (r) within a broadened system of ODEs. When the
Wronskian matrix is mildly ill-conditioned it becomes impractical to enforce the same accuracy criterion
on the normalization coefficients as the one on the homogeneous solutions that make up the elements of
the Wronskian. Instead the adaptive step size routine is modified to demand high accuracy ∼ 10−15 for
the Wronskian elements while ignoring the fractional errors in the normalization coefficients unless they
exceed ∼ 10−12. This criterion does not really diminish the achievable accuracy in the coefficients, since
the condition number of the Wronskian may reach or exceed 103 near the low frequency limit of this double
precision code (however see Sec. 3.8 for use of quad precision). It does, though, prevent the step-size from
being driven unreasonably small and halting the integration.
Section 3.8: Near-static modes
As mentioned in the step-by-step procedure, near-static modes (|ωM | < 10−5) are a special case subject
to separate numerical handling. This problem has also been discussed in [36]. The ill-conditioning associated
with the outer homogeneous solutions continues to grow as ω → 0, despite the application of the orthogonal-
ization technique described in the previous section. To compute modes with |ωM | . 10−5, three procedures
are used. Firstly, the thin-QR pre-conditioning discussed in Sec. 3.7, which is used for all modes, helps to
minimize the semi-condition number as much as possible. Secondly, when a mode with frequency as low
as this is encountered, quad-precision routines are used to handle integration of the homogeneous solutions
and source integrations (i.e., steps 3 and 4). Thirdly, for a given l,m, the lowest frequency mode n = n′
is identified and for it the source integration is bypassed and the jump conditions are instead used for its
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Figure 3.4: Plots of CPU time for self-force calculations as a function of orbital parameter space location.
In the left panel labels give the log10 of CPU time in seconds for each contour. The crosses indicate where
models were computed. Every orbit on the right of the solid curve utilizes quad precision. Some orbits on the
left lie near resonances, as indicated by local peaks in the contour plot caused by quad precision computing.
Slices of CPU time versus e are shown in the right panel. self-force models require single-processor CPU
times that range from 4 minutes to 1 day.
normalization.
The semi-condition number scales roughly as η ∼ 102 (Mω)−2, as can be seen in Fig. 3.3. Once the
condition number of the Wronskian matrix reaches ∼ 1010, too many digits (∼ 10) are being lost to make
double precision calculations viable. Resorting to 128-bit floating point arithmetic is a computationally
costly but effective way of proceeding. At quad precision, much higher condition numbers (. 1022) can be
tolerated. The quad-precision implementation is based on modified Numerical Recipes in C [85] routines.
The Runge-Kutta-Cash-Karp 4(5) method is used for these calculations. While C compiler support for quad
precision is available, its use is computationally costly on 64-bit hardware. Fortunately, for broad regions of
orbital parameter space these modes are few enough that growth in CPU time is manageable (see Fig. 3.4).
The third element of the procedure focuses on the fact that for a given l,m there is always one n = n′
that gives the lowest magnitude frequency, ω′. If ω′ is small enough (and there are others like it for enough
other l and m), the quad precision integrations over the source might overly dominate the runtime of the
code. This is particularly a concern for wide separations and large eccentricities. Fortunately, for each l and
m there is a way of bypassing the source integration for this one n′ mode and obtaining its normalization
coefficients more efficiently.
Odd-parity is used to illustrate the method. For a given l,m, the jump conditions in the time-domain
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for the MP amplitudes and their derivatives can be written in vector form
JBKp (t) ≡ B+(t, rp)−B−(t, rp) =
 JhtKpJfhrKp
 , (3.65)
J∂rBKp (t) ≡ ∂rB+(t, rp)− ∂rB−(t, rp) =
 J∂rhtKpJ∂r (fhr)Kp
 .
These jump conditions can be obtained analytically from the field equations and the projections of the
stress-energy tensor. They are known to imply that the MP is C0 and the radial derivative jump is some
function of time, J (t). The jump conditions can be written as the difference between the time-domain EHS
or using Eqn. (3.49) as the difference of the Fourier sums over frequency-domain EHS
 0
J (t)
 =
 JBKp (t)J∂rBKp (t)
 = ∑
ω

 B˜
+
(rp)
∂rB˜+(rp)
−
 B˜
−
(rp)
∂rB˜−(rp)

 e
−iωt. (3.66)
Normally these conditions are used to check the convergence of the Fourier sums. In the case of a near-static
mode all of the other n 6= n′ modes are first normalized in the usual way. Then the near-static mode is split
out of the sum in (3.66) and written explicitly in terms of its individual homogeneous solutions and their
normalization coefficients
e−iω
′t
 B˜
+
0 B˜
+
1 −B˜
−
0 −B˜
−
1
∂rB˜+0 ∂rB˜
+
1 −∂rB˜
−
0 −∂rB˜
−
1


Co,+0
Co,+1
Co,−0
Co,−1

=
 0
J (t)
− ∑
ω 6=ω′

 B˜
+
∂rB˜+
−
 B˜
−
∂rB˜−

 e
−iωt.
(3.67)
In this expression, the function J (t) is known analytically and all of the terms in the sum on the right have
been computed by the standard procedure. On the left, the homogeneous solutions for ω′ that make up
the matrix are computed with quad precision and what remains are the four unknowns Co,±0/1 . This matrix
equation is solved at an arbitrary time t and in doing so the normalization coefficients for the troublesome
mode are obtained without integrating over the source region. It can be applied for frequencies as small as
49
|ω| ∼ 10−7M−1.
An objection might be raised that this “spends” the ability to use the jump conditions as a convergence
check. But in fact it remains possible to check the jumps at any other time within the radial period Tr.
Ultimately, the techniques presented in this section can be overwhelmed, since as Tr becomes large the
frequency Ωr can become smaller than 10
−5M−1, which results in numerous near-static modes per multipole
(see Fig. 3.4).
Section 3.9: Static modes with l ≥ 2
Static modes are another special case and occur when m = n = 0. At zero frequency, some of the field
amplitudes vanish identically, and spur a reduction of order in the constrained field equations and gauge
equations. Odd- and even-parity are discussed in turn.
3.9.1: Odd-parity static modes
Analytic homogeneous solutions to the static odd-parity Lorenz gauge field equations were first derived
by Barack and Lousto [56]. They showed that h˜r = h˜2 = 0 and wrote down the inner and outer solutions
for h˜t in terms of finite power series. Here the solution is expressed in slightly different form
h˜−t =
r2
M
l−1∑
s=0
aodds ρ
s, (3.68)
h˜+t = h˜
−
t ln f +
M2
r
l+2∑
s=0
bodds ρ
s,
(recall that ρ = r/M). The coefficients in these sums are
aodds =
3(−1)s21−s(l + s+ 1)!
l(l + 1)s!(s+ 3)!(l − s− 1)! , (3.69)
bodd0 =
96
l2(l + 1)2(l + 2)(l − 1) ,
bodd1 =
24
l2(l + 1)2
,
bodd2 =
6
l(l + 1)
, (3.70)
bodd3 =
1
l(l + 1)
+
11
6
− 2Hl,
bodds =
1
−4s(s− 3)
[
4(s− 3)aodds−4 + (12− 8s)aodds−3
+ (12− 7s+ s2 − l(l + 1))bodds−2 + 2(10s− 2s2 − 10 + l(l + 1))bodds−1
]
,
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where Hs is the s
th harmonic number defined as
Hs ≡

0 , s = 0
∑s
j=1 j
−1 , s ≥ 1
(3.71)
The expression for h˜+t in Eqn. (3.68) is impractical to use numerically for large r because of a large number
of cancellations between the two sums. The solution is instead re-expanded as an infinite series
h˜+t =
M
ρl
∞∑
s=0
dodds
ρs
, (3.72)
dodds =
22l+s+1(l + s+ 1)!(l + s− 2)!Γ(l + 3/2)
s!(l + 1)(l − 2)!(2l + s+ 1)!√pi ,
which agrees with the expression in Eqn. (3.68) up to a constant factor. Here Γ is the Gamma function.
This is a convergent Taylor series when ρ > 2.
3.9.2: Even-parity static modes
As a part of this project, analytic solutions for static even-parity modes in Lorenz gauge were discovered
for the first time. For static modes in even-parity the reduction h˜tr = j˜t = 0 occurs. The reduced constrained
equations are sixth order and involve h˜tt, h˜rr, and K˜. The route to describing these analytic solutions is
presented step-by-step.
1. Even-l solution to odd-parity equations: For static modes m = n = 0, Eqns. (3.68) are used with odd
l to provide a necessary part of the MP. It is also possible to use an even l in Eqns. (3.68); these too
are solutions to the odd-parity Lorenz gauge equations even if they serve no purpose in decomposing
the MP.
2. Solution to the RW equation: Armed with this “even-l solution to the odd-parity Lorenz gauge equa-
tions,” the static Cunningham-Price-Moncrief master function is formed
Ψ˜odd(r) =
r
λ
(
dh˜t
dr
− 2
r
h˜t
)
. (3.73)
Recall that λ = (l + 2)(l − 1)/2. This master function satisfies the homogeneous RW equation.
3. RW master function to Zerilli master function: Next use the Detweiler-Chandrasekhar transformation
[98–100] to obtain from the Cunningham-Price-Moncrief function a solution to the homogeneous Zerilli
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equation
Ψ˜even(r) =
1
λ(λ+ 1)
[(
λ(λ+ 1) +
9M2f
3Mr + λr2
)
Ψ˜odd + 3Mf
dΨ˜odd
dr
]
. (3.74)
4. MP amplitudes in RW gauge: Use Ψ˜even to reconstruct the non-zero even-parity MP amplitudes in
RW gauge. For purposes of presentation, the expressions (see e.g. [74]) simplify greatly by using
Eqns. (3.73) and (3.74) to write the MP amplitudes in terms of h˜t,
K˜RW =
2M
r2λ
h˜t +
(
1 +
2M
rλ
)
dh˜t
dr
,
h˜RWrr = −
2M
r2f2
h˜t +
1
f
dh˜t
dr
, (3.75)
h˜RWtt = −
2M
r2
h˜t + f
dh˜t
dr
,
where the homogeneous field equations have been used to remove higher derivatives of h˜t. Given
analytic expressions for the even-l solutions for h˜t in step 1, even-l static solutions for the MP in RW
gauge have been obtained.
5. Gauge vector for RW to Lorenz transformation: A gauge vector is sought to map the even-parity static
MPs from RW to Lorenz gauge. The gauge vector will satisfy the wave equation
∇ν∇νΞµ = ∇ν p¯RWµν . (3.76)
The generator Ξµ is decomposed according to Eqn. (2.20). The even-parity vector-spherical-harmonic
and Fourier amplitudes of Ξµ (ξ˜a and ξ˜) are inserted into Eqn. (3.76). Then the static case is considered
(where ξ˜t = 0), and two coupled equations remain
d2ξ˜
dr2
+
2M
r2f
dξ˜
dr
− 2(λ+ 1)
r2f
ξ˜ +
2
r
ξ˜r = 0, (3.77)
d2ξ˜r
dr2
+
2
rf
dξ˜r
dr
− 2(λ+ 1) + 2f
r2f
ξ˜r +
4(λ+ 1)
r3f
ξ˜ =
2
rf
h˜RWrr −
2
rf
K˜RW +
dh˜RWrr
dr
− 1
f
dK˜RW
dr
, (3.78)
where the homogeneous relation h˜RWtt = f
2h˜RWrr has been used. Solving Eqn. (3.77) for ξ˜r and inserting
into Eqn. (3.78) yields a single fourth-order equation. Further, Eqn. (3.75) and the h˜t field equation
are used to write the source term as a function of h˜t and its first derivative
d4ξ˜
dr4
+
4r − 2M
r2f
d3ξ˜
dr3
− 4r(λ+ 1)− 4M
r3f
d2ξ˜
dr2
+
8M2 − 4rM(λ+ 2)
r5f2
dξ˜
dr
+
4(λ+ 1)(2M + rλ)
r5f2
ξ˜ = Sξ,
Sξ ≡8M(λ+ f)
λf2r4
h˜t +
8M
λfr3
dh˜t
dr
. (3.79)
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Eqn. (3.79) has four independent homogeneous solutions denoted by ξ˜±H0 and ξ˜
±
H1 and two independent
inhomogeneous solutions (since the source has inner and outer instances) denoted by ξ˜±I . Here the
superscript ± indicates the solution that is regular at r =∞ (+) or the horizon (−).
6. Transformation to six independent Lorenz gauge homogeneous solutions: Once the six solutions for the
gauge generator have been obtained, they are used to transform the even-parity static MP to Lorenz
gauge and derive a complete set of homogeneous solutions. The transformation is given by Eqn. (2.21)
h˜tt = h˜
RW
tt +
2Mf
r2
ξ˜r,
h˜rr = h˜
RW
rr −
2M
r2f
ξ˜r − 2dξ˜r
dr
, (3.80)
K˜ = K˜RW − 2f
r
ξ˜r +
2(λ+ 1)
r2
ξ˜.
Note that ξ˜r is recovered using Eqn. (3.77). Now the vector notation of Sec. 3.3 is used to write the
Lorenz gauge solutions
E˜ = E˜RW + ∆ξ˜, (3.81)
with components
E˜ = r

h˜tt
0
f2h˜rr
K˜

, (3.82)
∆ξ˜ ≡

2Mf
r
ξ˜r
0
−2Mf
r
ξ˜r − 2rf2 dξ˜r
dr
−2f ξ˜r + 2(λ+ 1)
r
ξ˜

,
and with E˜RW being obvious. The zeros in the second row follow from h˜tr vanishing in both Lorenz
and RW gauges when ω = 0. The six Lorenz gauge homogeneous solutions are denoted by E˜±0 , E˜
±
1 , and
E˜±2 (recall Sec. 3.3). The first four Lorenz gauge homogeneous solutions derive from the homogeneous
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solutions to Eqn. (3.79),
E˜±0 = ∆ξ˜±H0, (3.83)
E˜±1 = ∆ξ˜±H1.
The final two are found by transforming from the RW gauge MP amplitudes of step 4 with the
inhomogeneous solutions to Eqn. (3.79),
E˜±2 = E˜
RW,±
+ ∆ξ˜±I . (3.84)
The extensive expressions for ξ˜±H0, ξ˜
±
H1, and ξ˜
±
I follow. The variables ξ˜
±
H0 are found from the finite
sums
ξ˜−H0 = M
2
l∑
s=0
aH0s ρ
s, (3.85)
ξ˜+H0 = ξ˜
−
H0 ln f +M
2
l−1∑
s=0
bH0s ρ
s,
where the coefficients aH0s and b
H0
s are given by the closed-form expressions
aH0s =
(−1)s(l + s)!
2s(s!)2(l − s)! , (3.86)
bH0s = 2a
H0
s (Hs −Hl).
In practice the above expression for ξ˜+H0 is impractical to use numerically at large radius due to a high
number of cancellations between the two sums. Instead the following equivalent Taylor series is used,
which converges for all ρ > 2
ξ˜+H0 =
M2
ρl+1
∞∑
s=0
dH0s
ρs
, (3.87)
dH0s =
(−1)l+12l+s+1[(l + s)!]2
s!(2l + s+ 1)!
.
The variables ξ˜±H1 are given by
ξ˜−H1 = ξ˜
−
H0 ln ρ+M
2
l+2∑
s=0
aH1s ρ
s,
54
ξ˜+H1 = ξ˜
−
H0
[
Li2(f)− 1
2
ln
(ρ
4
)
ln f − pi
2
6
− a
H1
l+2 + a
H1
l+1 + b
H1
l
aH0l
]
(3.88)
+
1
2
ξ˜+H0 ln ρ−
1
2
ξ˜−H1 ln f +M
2
l+1∑
s=0
bH1s ρ
s,
where the dilogarithm function (or polylog function of order two) has been introduced Li2(f) ≡
− ∫ f
0
x−1 ln(1− x)dx, and the coefficients follow from the recurrences
aH10 = 0,
aH11 = l(l + 1) +
1
2
,
aH12 =
1
16
(2− l(−2 + l(1 + 3l(2 + l)))),
aH13 = −
1
8
− 1
12
l +
539
864
l2 +
91
288
l3 − 7
216
l4 +
11
288
l5 +
11
864
l6,
8(−3 + s)(−2 + s)s2aH1s =
2(−7 + 2s)(11 + (−7 + s)s− l(1 + l))aH0s−3 (3.89)
− 2(−99s2 + 12s3 − 4s(−65 + 2l(1 + l)) + 3(−72 + 7l(1 + l)))aH0s−2
+ 4(−68 + 2s(65 + 6(−6 + s)s) + 7l − 4sl + (7− 4s)l2)aH0s−1
− 8s(12 + s(−15 + 4s))aH0s + (−5 + s− l)(−3 + s− l)(−4 + s+ l)(−2 + s+ l)aH1s−3
− 2(128− 33s3 + 3s4 + (−5 + l)l(1 + l)(6 + l)− 2s2(−65 + 2l(1 + l)) + 3s(−72 + 7l(1 + l)))aH1s−2
+ 4(24 + (−4 + s)s(17 + 3(−4 + s)s)− 7l + (7− 2s)sl + (−7 + (7− 2s)s)l2)aH1s−1,
bH10 = 0,
bH11 = −
1
2
(1 +Hl(2 l(l + 1) + 1)) ,
bH12 =
1
16
(
6 + l − 27l2 − 16l3
l(l + 1)
+Hl(−2 + l(−2 + l(1 + 3 l(2 + l))))
)
,
bH13 =
216 + l(216 + l(−656 + l(−1229 + l(−1279 + l(−463 + 27 l)))))
1728 l(l + 1)
+
Hl
864
(−180 + l(−120 + l(613 + l(495 + l(28− 11 l(3 + l)))))),
8(−3 + s)(−2 + s)s2bH1s =
− 4(−3 + s)aH0s−2 + 2(−7 + 4s)aH0s−1 − 4(−3 + s)(8 + (−6 + s)s− l(1 + l))aH1s−2 (3.90)
+ 2(−51s2 + 8s3 + 7(−8 + l + l2) + s(99− 4l(1 + l)))aH1s−1 − 4s(12 + s(−15 + 4s))aH1s
+ (−7 + 2s)(11 + (−7 + s)s− l(1 + l))bH0s−3
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+ (99s2 − 12s3 + 4s(−65 + 2l(1 + l))− 3(−72 + 7l(1 + l)))bH0s−2
+ 2(−68 + 2s(65 + 6(−6 + s)s) + 7l − 4sl + (7− 4s)l2)bH0s−1 − 4s(12 + s(−15 + 4s))bH0s
+ (−5 + s− l)(−3 + s− l)(−4 + s+ l)(−2 + s+ l)bH1s−3
− 2(128− 33s3 + 3s4 + (−5 + l)l(1 + l)(6 + l)− 2s2(−65 + 2l(1 + l)) + 3s(−72 + 7l(1 + l)))bH1s−2
+ 4(24 + (−4 + s)s(17 + 3(−4 + s)s)− 7l + (7− 2s)sl + (−7 + (7− 2s)s)l2)bH1s−1.
As with ξ˜+H0, the expression for ξ˜
+
H1 is impractical for numerical use at large radius and it is replaced
with a convergent Taylor series (this expression for ξ˜+H1 is equivalent to that in Eqn. (3.88) up to a
linear combination with ξ˜+H0)
ξ˜+H1 =
1
2
ξ˜+H0 ln ρ+
M2
ρl−1
∞∑
s=0
dH1s
ρs
,
dH10 =
3 + 8l + 4l2
4l
dH00 ,
dH11 =
l2 + l − 1
l
dH10 ,
dH12 = 0,
(−2 + s)s(−1 + s+ 2l)(1 + s+ 2l)dH1s = (3.91)
2(−3 + s+ l)(3 + 4s2 + l(−9 + 4l) + s(−9 + 8l))dH0s−4
− (−2 + 8s3 + 3s2(−9 + 8l) + l(27− 26l + 4l2) + s(22− 58l + 20l2))dH0s−3
+ (−1 + 2s+ 2l)(−1− 2l + s(−1 + s+ 2l))dH0s−2 − 4(−3 + s+ l)2(−1 + s+ l)(s+ l)dH1s−2
+ 2((s− 2)s(1 + s(2s− 5))− 6l + s(27 + s(8s− 29))l + 2(s− 2)(5s− 3)l2 + 2(2s− 3)l3)dH1s−1.
The remaining unknown gauge variables are ξ˜±I , which satisfy the inhomogeneous ODE in Eqn. (3.79).
In order to find expressions for them the source term of that equation must be written as a power
series. The source term that is regular at the horizon is
S−ξ =
1
M2ρ3f2
l∑
s=0
y−s ρ
s, (3.92)
y−s =

− 96
(l + 2)(l − 1) s = 0
8aodds−1(2(s+ 1) + l(l + 1))− 32(s+ 3)aodds
(l + 2)(l − 1) 0 < s < l
8(l + 1)
l − 1 a
odd
l−1 s = l
.
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The corresponding term that is regular at infinity is
S+ξ = S
−
ξ ln f +
1
M2ρ5f2
l+2∑
s=0
y+s ρ
s, (3.93)
y+s =

8(l(l + 1) + 2(s− 1))bodds − 32(s+ 1)bodds+1
(l + 2)(l − 1) s = 0, 1
8(l(l + 1) + 2(s− 1))bodds − 32(s+ 1)bodds+1 + 32aodds−2
(l + 2)(l − 1) 1 < s < l + 2
8(l + 1)
l − 1 b
odd
l+2 s = l + 2
.
With these in hand, the power series for ξ˜±I can be written.
ξ˜−I = M
2ρ2
l∑
s=0
aIsρ
s, (3.94)
ξ˜+I = ξ˜
−
I ln f + βξ˜
−
H0 ln f +M
2
l+1∑
s=0
bIsρ
s,
where β ≡ −3072(l(l+1)−7)/[l4(l+1)4(l+7)(l+2)(l−1)]. The coefficients follow from the recurrences
aI0 = −
12
(l + 2)(l + 1)l(l − 1) ,
aI1 = −
2
l(l + 1)
, (3.95)
4s(s− 1)(s+ 2)2aIs = y−s−1 − (s− l − 2)(s− l)(s+ l − 1)(s+ l + 1)aIs−2
− 2(l + l2 − 2− s3 − 2s4 + s(1 + l + l2) + 2s2(2 + l + l2))aIs−1,
bI0 =
l∑
s=0
2s+2
s+ 2
aIs + β
l∑
s=1
2s
s
aH0s ,
bI1 =
1
4
(−3l(l + 1)β + 2βaH01 − 2l(l + 1)bI0) +
1
8
y+0 ,
bI2 =
3β
32
(2− 3l − 2l2 + 2l3 + l4) + β
2l(l + 1)
(2 + 5l + 5l2
2
aH02 + 9a
H0
3 −
2− 3l − 2l2 + 2l3 + l4
8
aH01
)
+
1
2l(l + 1)
(2 + 5l + 5l2
2
aI0 + 9a
I
1 −
2− 3l − 2l2 + 2l3 + l4
32
y+0 −
1
8
y+1 +
1
4
y+2
)
+
l(l + 1)(l + 2)(l − 1)
16
bI0,
bI3 =
l∑
s=2
2s−1
s− 1a
I
s + β
l∑
s=4
2s−3
s− 3a
H0
s ,
8s2(s− 2)(s− 3)bIs =
2y+s−1 − y+s−2 + 8(−3 + s)[8 + (−6 + s)s− l(1 + l)]aIs−4 (3.96)
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+ 4[51s2 − 8s3 − 7(−8 + l + l2) + s(−99 + 4l(1 + l))]aIs−3 + 8s[−4 + 4(−2 + s)2 + s]aIs−2
− 2[128− 33s3 + 3s4 + (−5 + l)l(1 + l)(6 + l)− 2s2(−65 + 2l(1 + l)) + 3s(−72 + 7l(1 + l))]bIs−2
+ 4[24 + (−4 + s)s(17 + 3(−4 + s)s)− 7l + (7− 2s)sl + (−7 + (7− 2s)s)l2]bIs−1
+ (−5 + s− l)(−3 + s− l)(−4 + s+ l)(−2 + s+ l)bIs−3 + 8β(−3 + s)[8 + (−6 + s)s− l(1 + l)]aH0s−2
+ 4β[51s2 − 8s3 − 7(−8 + l + l2) + s(−99 + 4l(1 + l))]aH0s−1 + 8βs[12 + s(−15 + 4s)]aH0s .
The expressions for S+ξ and ξ˜
+
I in Eqns. (3.93) and (3.94) are also impractical for numerical use at
large r. Again, they are replaced with infinite series. The source term is
S+ξ =
1
M2ρl+4f2
∞∑
s=0
vs
ρs
, (3.97)
vs =
22l+s+4l(l + s)[(l + s− 1)!]2Γ(l + 3/2)
(l + 2)s!(l − 1)!(2l + s+ 1)!√pi ,
while ξ˜+I is
ξ˜+I =
M2
ρl−1
∞∑
s=0
dIs
1
ρs
,
dI0 =
2− l2
4l(l + 1)
v0 +
1
4l
v1,
dI1 = −
l3 − 3l + 2
4l2
v0 +
l(l + 1)− 1
4l2
v1,
dI2 = 0, (3.98)
s(s− 2)(−1 + s+ 2l)(1 + s+ 2l)dIs =
+ 2[(s− 2)s(1 + s(2s− 5)) + (−1 + s)(6 + s(−21 + 8s))l + 2(−2 + s)(−3 + 5s)l2 + 2(−3 + 2s)l3]dIs−1
+ vs−1 − 4(−3 + s+ l)2(−1 + s+ l)(s+ l)dIs−2,
which agrees with (3.94) up to a constant factor and linear combination with ξ˜+H0. It is important when
constructing the “plus-side” solutions to use either Eqns. (3.68), (3.88), and (3.94) or Eqns. (3.72),
(3.91), and (3.98). Mixing these sets of equations will introduce an inconsistency.
Section 3.10: Low-multipole modes
The low-multipole (l = 0, 1) components of the MP are as essential to the self-force as the radiative
modes. Solutions were first given by Zerilli [76]. These solutions, specialized to circular orbits, were then
transformed to Lorenz gauge by Detweiler and Poisson [101]. Low-multipole mode calculations for circular
orbits were considered in [33, 56]. Their solution was extended to eccentric orbits in [34, 36] using the method
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of EHS.
3.10.1: Dipole modes
In the case of the even-parity dipole mode l = 1, m = 1, the amplitude G˜ is not defined (see Eqn. (2.16)
and note that YAB is not defined for l < 2). The fully constrained field equations (3.12) are unaffected
however. The vanishing of G˜ does add the subtlety that the individual homogeneous solutions to Eqn. (3.12)
will not, in general, satisfy the Lorenz gauge conditions, Eqn. (3.5).
Numerically, the even-parity dipole mode requires no special treatment. As usual, Eqn. (3.47) is used to
integrate through the source region and find Ce,±i . The solution that results from linear superposition of the
normalized modes in Eqn. (3.48) does satisfy the gauge conditions, a byproduct of the source terms being
consistent with the Bianchi identities.
In the case of the odd-parity dipole mode l = 1, m = 0, the amplitude h˜2 is not defined (see Eqn. (2.16)
and note that XAB is not defined for l < 2). As with the even-parity case, this does not affect the fully
constrained field equations. When ω 6= 0, this mode requires no special treatment. After normalization and
superposition, the solution does satisfy the gauge condition.
The static mode, l = 1, m = 0, n = 0, must be handled separately. In this case analytic homogeneous
solutions [101] are used
h˜−t =
r2
M
, (3.99)
h˜+t =
M2
r
, (3.100)
and the usual procedure gives the frequency-domain EHS.
3.10.2: Monopole mode
In the case of the monopole mode, l = m = 0, the amplitudes j˜t, j˜r, and G˜ are not defined (see
Eqn. (2.16) and note that YA and YAB are not defined for l = 0). Again, the fully constrained field equations
are unaffected and no special treatment is required to obtain the particular solution as long as n 6= 0.
However, the monopole static mode l = m = n = 0 is exceptional. The system has four independent
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homogeneous solutions [102] that also satisfy the Lorenz gauge conditions
E˜−0 =
1
r3

−Mf(r2 + 2Mr + 4M2)
0
f(r3 −Mr2 − 2M2r + 12M3)
fr(r2 + 2Mr + 4M2)

, (3.101)
E˜+0 =
1
r

3M − r
0
M
0

, (3.102)
E˜+1 =
1
r4

M4
0
M3(2r − 3M)
−rM3

, (3.103)
E˜+2 =
1
r4

M
[
r(4M − 3r)(M + r) + (8M3 − r3) ln f + 8M3 ln
( r
M
)]
0
fr(r3 −Mr2 − 2M2r + 12M3) ln f + 8M3(2r − 3M) ln
( r
M
)
−Mr(r2 − 5Mr + 12M2)
r
[
(r3 − 8M3) ln f − 8M3 ln
( r
M
)
−Mr(r + 4M)
]

.
(3.104)
Recall from Sec. 3.9 that h˜tr vanishes for static modes, as indicated by the zeros in the second rows of these
expressions.
This basis is a very specific choice. The solutions E˜+1 and E˜
+
2 are the only independent ones that are
regular at r =∞. Then, E˜−0 is the only solution that is regular at the horizon and does not perturb the mass-
energy of the black hole [37] (at the horizon). This leaves E˜+0 . Ordinarily, there would be two homogeneous
solutions on the horizon side and two on the infinity side. But all that is really required are four independent
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solutions and regularity. This last solution is independent and its only irregularity at r = ∞ is the well-
known property of Lorenz gauge that h˜tt approaches a constant as r → ∞ [56]. This behavior leads to a
required rescaling of the time coordinate [34, 36, 37, 103]. It is precisely what is necessary that the solution
perturb the mass M → M + µE of the spacetime in the region exterior to the particle orbit [101]. With
this complete set of homogeneous solutions, the frequency-domain EHS is formed. Rather than using the
expression in Eqn. (3.48), for this special case the normalization is
E˜−(r) = Ce,−0 E˜
−
0 , (3.105)
E˜+(r) =
2∑
i=0
Ce,+i E˜
+
i . (3.106)
This route to the solution for this mode differs from that of Akcay et al. [36] but of course the two approaches
are ultimately equivalent.
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CHAPTER 4: Gravitational self-force
The work discussed in this chapter is largely drawn from Refs. [65, 73]. Once the Lorenz gauge equations
in the preceding chapter are solved using causal boundary conditions (i.e., outgoing waves at infinity and
downgoing waves at the horizon), the MP amplitudes are used to reassemble the retarded field pµν . The full
retarded field is divergent at the location of the point mass, precisely where its action back on the particle’s
motion must be determined. Regularization is required, and the mode-sum regularization procedure of
Barack and Ori [29] is commonly used (see e.g., early use [104] with a scalar field and for the gravitational
self-force in Lorenz gauge [10, 33, 34, 36, 65]).
Section 4.1: Detweiler-Whiting decomposition
To discuss mode-sum regularization it is useful to consider the decomposition discovered by Detweiler
and Whiting [30] that splits the retarded MP within a normal neighborhood of the particle [11] into regular
(R) and singular (S) parts
pµν = p
R
µν + p
S
µν . (4.1)
The singular part has a divergence that captures the singular behavior of the retarded field and satisfies
the same inhomogeneous field equations (3.2), but through design (i.e., appropriate boundary conditions)
does not contribute at all to the self-force. The regular part, in contrast, is a solution to the homogeneous
first-order field equations and is entirely responsible for the self-force. Applying the self-force, the corrected
motion can be regarded as forced, non-geodesic motion in the background spacetime. With the Detweiler
and Whiting split, the motion can also be viewed as geodesic in the corrected metric gµν + p
R
µν . In either
viewpoint the self-force becomes a term in the equations of motion. It is convenient to recast Eqn. (1.8) in
terms of p¯Rµν
Fα = µkαβγδ∇δp¯Rβγ , (4.2)
which is evaluated at the particle, xα = zαG(τ). Here the trace-reversed MP is used and the projection
operator is
kαβγδ (xp) =
1
2
gαδuβuγ − gαβuγuδ − 1
2
uαuβuγuδ +
1
4
uαgβγuδ +
1
4
gαδgβγ . (4.3)
At this point, kαβγδ is defined only at the particle’s location (though it will become convenient to broaden
its definition so it can be evaluated off the worldline). Its form ensures orthogonality Fαuα = 0. The same
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operator may be applied to pµν and p
S
µν to define the retarded and singular self-forces,
Fαret = µk
αβγδ∇δp¯βγ , (4.4)
FαS = µk
αβγδ∇δp¯Sβγ ,
both of which diverge at xα = zαG(τ). Formally, the regular part is formed through the subtraction F
α =
Fαret − FαS . However, since both Fαret and FαS are infinite at the location of interest, a straightforward
subtraction is not possible.
Section 4.2: Mode-sum regularization
The central idea of mode-sum regularization is to decompose the components of Fαret and F
α
S into sums
over scalar-spherical-harmonic modes Fαl
′
ret and F
αl′
S , with every mode being finite at the location of the
particle (l′ is used to distinguish from the l of the tensor-spherical-harmonic decomposition). Then the
subtraction can be made mode-by-mode before summing. There is a subtlety in the decomposition, however,
since the operator kαβγδ (and therefore the self-force) is only defined at this stage at the location of the
particle. To generate a spherical harmonic decomposition, kαβγδ must be extended off of the worldline in
order to integrate over the two-sphere and calculate spherical harmonic amplitudes. Following Ref. [34],
kαβγδ(xµ; zµG) is defined at field point x
µ, when the particle is at zµG, to have the value given from Eqn. (4.3)
with gµν evaluated at xµ and uα evaluated at zµG. Later, in Eqn. (4.8), when the tensor-spherical-harmonics
are re-expanded as sums of scalar-spherical-harmonics, this choice ensures a finite coupling of l modes for
each l′.
The mode-sum expansion for FαS can written in the form
FαS =
∞∑
l′=0
[(
l′ +
1
2
)
Fα[−1] + F
α
[0] +
Fα[2](
l′ − 12
) (
l′ + 32
) + Fα[4](
l′ − 32
) (
l′ − 12
) (
l′ + 32
) (
l′ + 52
) + · · ·], (4.5)
where the coefficients Fα[−1], F
α
[0], F
α
[2], . . . are the l
′-independent regularization parameters, which depend only
upon position in the eccentric orbit. The notation of Heffernan et al. [105] is used for the regularization
parameters. Then, the mode-sum formula
Fα =
∞∑
l′=0
[
Fαl
′
ret −
(
l′ +
1
2
)
Fα[−1]−Fα[0]−
Fα[2](
l′ − 12
) (
l′ + 32
) − Fα[4](
l′ − 32
) (
l′ − 12
) (
l′ + 32
) (
l′ + 52
) − · · ·], (4.6)
determines the regularized self-force. The first two regularization parameters, Fα[−1] and F
α
[0], for the gravi-
tational self-force on a Schwarzschild background were originally given by Barack et al. [106]. Indeed, only
these first two parameters are needed to obtain convergence. From the structure of the l′-dependent denom-
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inator terms, all of the succeeding terms each converge to zero as l′ → ∞. However, since the series with
only Fα[−1] and F
α
[0] converges slowly (∼ 1/l′max), higher-order regularization parameters are important for
hastening convergence when the sum is truncated at some finite l′max. Heffernan et al. [105] have calculated
the higher-order coefficients Fα[2] and F
α
[4] for the gravitational self-force, and their use (along with numerically
fitting to even higher order) greatly improves convergence.
As described above, mode-sum regularization requires an expansion of the full retarded self-force Fαret as a
sum over scalar-spherical-harmonic modes Fαl
′
ret . In contrast, the Lorenz gauge calculation yields a set of MP
amplitudes for each l and m in a tensor-spherical-harmonic expansion. The former can be derived from the
latter by re-expanding each tensor-spherical-harmonic in the expression for Fαret as a sum of scalar-spherical-
harmonics. To that end, kαβγδ(xµ; zµG) is taken, along with the tensor-spherical-harmonic expansion of
the retarded MP given in Eqn. (2.16), and substituted into Eqn. (4.4). Taking the limit r → rp(t) while
maintaining θ and ϕ dependence leaves [34]
[Fαret(t, rp(t), θ, ϕ)]± =
µ
r2p
∞∑
l=0
l∑
m=−l
[
fαlm0 Y
lm + fαlm1 sin
2 θ Y lm + fαlm2 sin θ cos θ ∂θY
lm (4.7)
+ fαlm3 sin
2 θ ∂θθY
lm + fαlm4
(
cos θ Y lm − sin θ ∂θY lm
)
+ fαlm5 sin θ ∂θY
lm + fαlm6 sin
3 θ ∂θY
lm + fαlm7 sin
2 θ cos θ ∂θθY
lm
]
±
,
where the vectors fαlm0 . . . f
αlm
7 are functions of the MP amplitudes and their first t and r derivatives.
This tensor-spherical-harmonic decomposition of the MP differs from [34] and so the detailed form of these
functions is provided at the end of this section. The MP amplitudes are O(µ), which makes the self-force
of order O(µ2). Each of the functions fαlm0 . . . fαlm7 , as well as Fαret, takes on a pair of values (±) since the
limit r → rp(t) can be applied from the outside or inside of the particle radius rp(t). Differing limits on the
two sides also appear in the regularization parameter Fα[−1] and therefore in F
α
S . The regularized self-force
itself, is single-valued though.
Finally, Fαl
′
ret is obtained by expanding the θ-dependent terms in (4.7) as sums of scalar spherical har-
monics. This yields the following expression
[
Fαl
′
ret
]
±
=
µ
r2p
l′∑
m=−l′
Y l
′m
[
Fαl′−3,m(−3) + Fαl
′−2,m
(−2) + Fαl
′−1,m
(−1) + Fαl
′,m
(0) + Fαl
′+1,m
(+1) + Fαl
′+2,m
(+2) + Fαl
′+3,m
(+3)
]
±
.
(4.8)
The functions Fαl,m(j) , given in [34], are found to each be a linear combination of the fαlmn of the same l and
m. Accordingly, a mode-sum regularization formula couples only to tensor spherical harmonic amplitudes
in the range l′ − 3 ≤ l ≤ l′ + 3.
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The following gives the form of the vectors fαlm0 . . . f
αlm
7 in the notation used in this work. Only the t
and r components are necessary. The θ component vanishes and the ϕ component can be derived from the
other two. There is implied dependence on l and m
f t0 =
[
imEL (3fp + U2p − 2E2)
4f3p
− ME
2
(
3fp + U
2
p − 4E2
)
r˙p
2f5p
]
htt
+
r2p
(
fp
(
U2p + E2
)− f2p + E2 (U2p − 2E2))
4f4p
∂thtt
+
r2pE2
(
3fp + U
2
p − 2E2
)
r˙p
4f4p
∂rhtt +
[
imEL (fp + U2p − 2E2)
4fp
+
ME2 (fp + U2p ) r˙p
2f3p
]
hrr
+
r2p
(
fp + E2
) (
fp + U
2
p − 2E2
)
4f2p
∂thrr +
r2pE2
(
fp + U
2
p − 2E2
)
r˙p
4f2p
∂rhrr +
r2p
(
fp − E2
) (E2 − U2p )
f2p
∂rhtr
+
[
−M
(
fpU
2
p + E2U2p − 2E4
)
f3p
+
imEL (fp − E2) r˙p
f3p
]
htr −
r2pE4r˙p
f4p
∂thtr (4.9)
+
[
−m
2L2 (fp − E2)
r2pf
2
p
+
imEL (E2fp − 2f2p + E2) r˙p
rpf4p
]
jt − imE
3L
f3p
∂tjt +
imEL (fp − E2) r˙p
f3p
∂rjt
+
[
imEL (−5fpU2p + 4E2fp + U2p )
2rpf2p
+
m2E2L2r˙p
r2pf
2
p
]
jr −
imEL (fp + E2) r˙p
f3p
∂tjr −
imEL (E2 − U2p )
fp
∂rjr
+
imEL (fp − U2p )
2f2p
K +
r2p
(
fp − U2p
) (
fp + E2
)
2f3p
∂tK +
r2pE2
(
fp − U2p
)
r˙p
2f3p
∂rK
+
[
im
(
m2 + 4
) EL3
4r2pfp
− m
2E2L2r˙p
rpf2p
]
G+
m2L2 (fp + E2)
4f2p
∂tG+
m2E2L2r˙p
4f2p
∂rG,
f t1 =
[
− imEL
3
4r2pf
2
p
+
ME2L2r˙p
2r2pf
4
p
]
htt −
L2 (fp + E2)
4f3p
∂thtt − E
2L2r˙p
4f3p
∂rhtt
+
[
imEL3
4r2p
+
E2L2 (1− 5fp) r˙p
4rpf2p
]
hrr +
L2 (fp + E2)
4fp
∂thrr +
E2L2r˙p
4fp
∂rhrr (4.10)
+
L2 (fp − E2)
rpfp
htr − imEL
3
r3p
jr +
E2L2r˙p
rpf2p
K +
[
− imEL
3
r2pfp
+
l(l + 1)E2L2r˙p
2rpf2p
]
G,
f t2 =
L2 (fp − E2)
r2pf
2
p
jt − E
2L2r˙p
r2pf
2
p
jr +
[
−5imEL
3
4r2pfp
+
E2L2r˙p
rpf2p
]
G− L
2
(
fp + E2
)
4f2p
∂tG− E
2L2r˙p
4f2p
∂rG, (4.11)
f t3 =
imEL3
4r2pfp
G+
L2 (fp + E2)
4f2p
∂tG+
E2L2r˙p
4f2p
∂rG, (4.12)
f t4 =
imL2 (E2 − fp)
r2pf
2
p
ht +
imE2L2r˙p
r2pf
2
p
hr −
[
m2EL3
r4pfp
+
2imE2L2r˙p
r3pf
2
p
]
h2 (4.13)
+
imL2 (fp + E2)
2r2pf
2
p
∂th2 +
imE2L2r˙p
2r2pf
2
p
∂rh2,
f t5 =
EL (E2fp − 2f2p + E2) r˙p
rpf4p
ht − E
3L
f3p
∂tht +
EL (fp − E2) r˙p
f3p
∂rht +
EL (−5fpU2p + 4E2fp + U2p )
2rpf2p
hr
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− EL
(
fp + E2
)
r˙p
f3p
∂thr +
EL (U2p − E2)
fp
∂rhr −
(
m2 − 1) EL3
2r4pfp
h2, (4.14)
f t6 = −
EL3
r3p
hr − EL
3
2r4pfp
h2, (4.15)
f t7 = −
EL3
2r4pfp
h2, (4.16)
fr0 =
[
M
(E2fp − f2p − (5E2 − U2p )U2p + 4E4)
2f3p
− imEL
(
fp − U2p + 2E2
)
r˙p
4f3p
]
htt
− r
2
pE2
(
fp − U2p + 2E2
)
r˙p
4f4p
∂thtt +
r2p
(E2fp + f2p + (3E2 − U2p )U2p − 2E4)
4f2p
∂rhtt
+
[
−M
(−fp (2U2p + E2)+ f2p + (U2p − E2)U2p )
2fp
− imEL
(
3fp − U2p + 2E2
)
r˙p
4fp
]
hrr
− r
2
pE2
(
3fp − U2p + 2E2
)
r˙p
4f2p
∂thrr +
r2p
(
2fpU
2
p − E2fp − f2p +
(
3E2 − U2p
)
U2p − 2E4
)
4
∂rhrr
+
[
imEL (U2p − E2 − fp)
fp
+
ME2 (2fp − U2p + 2E2) r˙p
f3p
]
htr −
r2pE2
(
fp − U2p + E2
)
f2p
∂thtr (4.17)
+
r2pE2
(
U2p − E2
)
r˙p
f2p
∂rhtr +
[
imEL (fp + 1)
(E2 − U2p )
rpf2p
+
m2E2L2r˙p
r2pf
2
p
]
jt − imE
3Lr˙p
f3p
∂tjt
+
imEL (fp + U2p − E2)
fp
∂rjt +
[
m2L2 (fp − U2p + E2)
r2p
+
imEL (−5fpU2p + 4E2fp + 4f2p + U2p ) r˙p
2rpf2p
]
jr
− imEL
(
fp − U2p + E2
)
fp
∂tjr −
imEL (E2 − U2p ) r˙p
fp
∂rjr +
imEL (fp − U2p ) r˙p
2f2p
K +
r2pE2
(
fp − U2p
)
r˙p
2f3p
∂tK
− r
2
p
(
fp − U2p
) (
fp + U
2
p − E2
)
2fp
∂rK +
[
−m
2L2 (fp − U2p + E2)
rp
+
im
(
m2 + 4
) EL3r˙p
4r2pfp
]
G
+
m2E2L2r˙p
4f2p
∂tG−
m2L2 (fp + U2p − E2)
4
∂rG,
fr1 =
[
−ML
2
(
fp + U
2
p − E2
)
2r2pf
2
p
− imEL
3r˙p
4r2pf
2
p
]
htt − E
2L2r˙p
4f3p
∂thtt +
L2 (fp + U2p − E2)
4fp
∂rhtt
+
[
L2 (5fp (U2p − E2)− 3f2p − fp − U2p + E2)
4rp
+
imEL3r˙p
4r2p
]
hrr +
E2L2r˙p
4fp
∂thrr (4.18)
− L
2fp
(
fp + U
2
p − E2
)
4
∂rhrr − E
2L2r˙p
rpfp
htr − imEL
3r˙p
r3p
jr +
L2 (fp − U2p + E2)
rp
K
+
[
l(l + 1)L2 (fp − U2p + E2)
2rp
− imEL
3r˙p
r2pfp
]
G,
fr2 = −
E2L2r˙p
r2pf
2
p
jt −
L2 (fp − U2p + E2)
r2p
jr +
[
L2 (fp − U2p + E2)
rp
− 5imEL
3r˙p
4r2pfp
]
G− E
2L2r˙p
4f2p
∂tG
+
L2 (fp + U2p − E2)
4
∂rG,
(4.19)
fr3 =
imEL3r˙p
4r2pfp
G+
E2L2r˙p
4f2p
∂tG−
L2 (fp + U2p − E2)
4
∂rG, (4.20)
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fr4 =
imE2L2r˙p
r2pf
2
p
ht +
imL2 (fp − U2p + E2)
r2p
hr +
[
2imL2 (U2p − E2)
r3p
− m
2EL3r˙p
r4pfp
]
h2 +
imE2L2r˙p
2r2pf
2
p
∂th2
− imL
2
(
fp + U
2
p − E2
)
2r2p
∂rh2, (4.21)
fr5 =
EL (fp + 1)
(E2 − U2p )
rpf2p
ht − E
3Lr˙p
f3p
∂tht −
EL (5fpU2p − 4E2fp − 4f2p − U2p ) r˙p
2rpf2p
hr (4.22)
+
EL (fp + U2p − E2)
fp
∂rht −
EL (fp − U2p + E2)
fp
∂thr +
EL (U2p − E2) r˙p
fp
∂rhr −
(
m2 − 1) EL3r˙p
2r4pfp
h2,
fr6 = −
EL3r˙p
r3p
hr − EL
3r˙p
2r4pfp
h2, (4.23)
fr7 = −
EL3r˙p
2r4pfp
h2, (4.24)
where Up = fp(1 + L2/r2p).
Section 4.3: Conservative and dissipative parts of the self-force
The procedure described in the previous section takes the retarded field and produces the regular (R)
force (i.e., the self-force). To make the notation clear, the self-force can be written as Fα = FαR,ret. It is also
conceivable to calculate the advanced self-force FαR,adv, which is obtained by precisely the same procedure
except in replacing p¯µν with p¯
adv
µν . The singular field F
α
S is time symmetric, so the regularization parameters
are unaffected in swapping ‘ret’ for ‘adv’. Hinderer and Flanagan [60] show that it is convenient to split the
retarded and advanced self-force into conservative and dissipative parts
FαR,ret = F
α
cons + F
α
diss, (4.25)
FαR,adv = F
α
cons − Fαdiss,
where
Fαcons =
1
2
(
FαR,ret + F
α
R,adv
)
, (4.26)
Fαdiss =
1
2
(
FαR,ret − FαR,adv
)
.
See also [61]. Furthermore, because of the symmetry, the conservative part actually requires regularization
Fαcons =
∞∑
l′=0
[
1
2
(
Fαl
′
ret + F
αl′
adv
)
− Fαl′S
]
, (4.27)
while the dissipative part does not
Fαdiss =
1
2
∞∑
l′=0
(
Fαl
′
ret − Fαl
′
adv
)
. (4.28)
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Conveniently, for geodesic motion in Schwarzschild spacetime, the advanced self-force can be obtained from
the retarded self-force using time reversal and symmetry
FαR,adv(τ) = (α) F
α
R,ret(−τ), (4.29)
where τ = 0 corresponds to periastron passage, and the Schwarzschild components change sign (or not)
according to (α) = (−1, 1, 1,−1), with no implied sum in the equation above.
Section 4.4: Hybrid self-force
Ideally, a Lorenz gauge self-force code would be used to pre-compute forces that would drive the inspiral
(see Chapter 5). Unfortunately, and despite best efforts, the present numerical implementations in Lorenz
gauge fail to attain the required accuracy in all parts of the self-force (∼7 digits). The drop in accuracy,
which occurs for orbits with e & 0.5, stems from the need to compute and sum over many tens of thousands
of Fourier-harmonic modes.
Fortunately, it is not necessary to know all parts of the self-force with equal accuracy, see Sec. 1.4.
The most critical accuracy requirement is on the adiabatic, orbit-averaged part of the dissipative self-force.
This part of the self-force can be determined from energy and angular momentum fluxes at infinity and the
horizon, and does not require a local calculation. The fluxes can be obtained from a Lorenz gauge code or
from a separate RW code. This is the basis of the hybrid scheme, which augments Lorenz gauge results
with highly accurate flux data from a RW code. In this section, a procedure for constructing such a “hybrid
self-force” is given. The hybrid self-force is sufficiently accurate (in this implementation) to compute inspirals
with phase error less than 0.1 radians.
Note that, for a background geodesic, ut = −E and uϕ = L are constants of the motion, and thus the
covariant form of Eqn. (1.5) for the t and ϕ components will determine gradual changes in the particle’s
specific energy and angular momentum. Rates of change with respect to proper time of the particle’s energy
and angular momentum are obtained through multiplication by µ. Integrating these over proper time to
find averages, the orbit-averaged rate of gain (or loss) of energy and angular momentum with respect to
coordinate time due to the self-force is
µ〈E˙〉 = − 1
Tr
∫ Tr
0
Ft dτ = −Tr
Tr
〈Ft〉τ , (4.30)
µ〈L˙〉 = 1
Tr
∫ Tr
0
Fϕ dτ =
Tr
Tr
〈Fϕ〉τ .
In these expressions the overdot indicates differentiation with respect to coordinate time, t, angle brackets
with a τ subscript indicate a proper-time average, and angle brackets with no subscript indicate a coordinate
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time average. The rate at which the particle loses energy and angular momentum must be balanced by the
averaged asymptotic fluxes. This balance gives
µ〈E˙〉 = −〈E˙〉, (4.31)
µ〈L˙〉 = −〈L˙〉,
where 〈E˙〉 and 〈L˙〉 are the average rates at which energy and angular momentum are radiated, respectively.
These balance formulas can then be related to the adiabatic self-force components via
F adt = 〈Ft〉τ =
Tr
Tr 〈E˙〉, F
ad
ϕ = 〈Fϕ〉τ = −
Tr
Tr 〈L˙〉. (4.32)
This hybrid method settles on adopting the average over proper time to define the adiabatic part of the
self-force.
The object then is to remove F adt/ϕ from the Lorenz-gauge self-force and replace it with the values computed
at much higher accuracy with a RW code. The adiabatic component of the self-force can be separated from
the numerical Lorenz-gauge results by noting that the oscillatory part of the self-force averages to zero over
an orbital period. This motives a Fourier decomposition of the self-force in proper time,
Fα = a˜
(α)
0 +
∞∑
n=1
[
a˜(α)n cos(2pinτ/Tr) + b˜(α)n sin(2pinτ/Tr)
]
, (4.33)
where α = {t, ϕ} (the radial component of the self-force will be addressed momentarily). Comparing to
Eqn. (1.10), it can be seen that
F adα = a˜
(α)
0 (4.34)
F oscα =
∞∑
n=1
[
a˜(α)n cos(2pinτ/Tr) + b˜(α)n sin(2pinτ/Tr)
]
. (4.35)
The ingredients are now at hand and the hybrid self-force is constructed via
F hybα (p, e, v) = F
ad(RW)
α (p, e) + F
osc(Lorenz)
α (p, e, v), (4.36)
with explicit dependence on orbital parameters indicated.
In computing F
ad(RW)
α a RW code based on Chapter 2 and Refs. [72, 74] is used. In constructing
F
osc(Lorenz)
α the discrete Fourier transform is applied to compute the amplitudes in Eqn. (4.33). The algo-
rithmic roadmap for constructing F hybα for a given (p, e) is then the following:
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1. Compute Lorenz gauge self-force: The code used here is configured to return the contravariant com-
ponents of the self-force, Fα, at a large number of time samples equally spaced in v. The covariant
self-force is constructed at the same v samples by lowering the index using the background metric.
2. Interpolate Fα(v) using DFT: Compute the coefficients g˜
(α)
n and h˜
(α)
n of the Fourier series expansion
Fα =
N∑
n=0
[
g˜(α)n cos(nv) + h˜
(α)
n sin(nv)
]
(4.37)
using a DFT applied to the equally-spaced-in-v numerical data. Eqn. (4.37) can then be used to
construct Fα(v) at arbitrary values of v.
3. Compute list of v values consistent with equal τ spacing: Special functions [107] or root finding of the
Fourier representation of τ(v) [72] can be used to choose a list of equally spaced τ values and find the
corresponding list of v values. The root finding method is used here.
4. Compute τ -Fourier series of Fα: Construct the equally-spaced-in-τ values of Fα using the v values
from the previous step and interpolating using Eqn. (4.37). The DFT of this data gives the desired
Fourier amplitudes a˜
(t/ϕ)
n and b˜
(t/ϕ)
n in Eqn. (4.33). A strong check is to compare a˜
(t)
0 with 〈E˙〉RWTr/Tr
and a˜
(ϕ)
0 with −〈L˙〉RWTr/Tr. These should agree to as many digits as are attainable from the Lorenz
gauge results (see, for example, Table V of Ref. [65]).
5. Construct hybrid force: The hybrid force is constructed using Eqn. (4.36). The adiabatic piece is
computed with the RW fluxes using Eqn. (4.32). The oscillatory part is computed using the Fourier
coefficients from the previous step with Eqn. (4.34).
6. Construct contravariant hybrid force with equal v spacing: This osculating elements scheme is for-
mulated with the contravariant components Fα. Therefore, the index is raised with the background
metric. Note that this causes Fαad to vary over an orbit. It is convenient to re-sample F
α
hyb with equal
v spacing.
Hybridization of the r component of the self-force has been ignored so far. In principle F rhyb could
be constructed from the orthogonality condition Fαhybuα = 0. Instead of doing so, the e and p evolution
equations are expressed in terms of only F thyb and F
ϕ
hyb, eliminating need of the r component of the self-force
in those two equations, see Chapter 5.
70
CHAPTER 5: Long-term inspiral evolution
The work discussed in this chapter is largely drawn from Ref. [73].
Section 5.1: Osculating elements
This chapter describes how the small body’s motion can be corrected by the self-force away from the
geodesic approximation. The approach used here is to solve Eqn. (1.5) using the geodesic self-force as the
forcing term. Similar to Newtonian celestial mechanics calculations, the equation of motion is re-cast into one
for the evolution of osculating elements of the inspiral. The resulting inspiral can be immediately interpreted
in a geometric manner and the numerical output from the self-force codes can be more easily linked to the
long-term evolution code.
In the osculating element approach the true (accelerated) worldline, z(τ), is taken to be tangent to
a background geodesic worldline zG(τ) at each time τ . As the true worldline advances, the parameters
of the background geodesic smoothly evolve. At each instance the tangent (or “osculating”) geodesic is
characterized [108] by a set of orbital elements Ij , with the true worldline represented by a continuous
sequence of elements Ij(τ)
zα(τ) = zαG(I
j , τ), (5.1)
uα(τ) = ∂τz
α
G(I
j , τ).
Next, equations of motion for the set of osculating elements are found. This procedure was first outlined by
Pound and Poisson [108] for motion about a Schwarzschild black hole. Extension of the idea to motion in
Kerr spacetime was given by Gair et al. [109]. The resulting equations of motion take the form
∂zαG
∂Ij
∂Ij
∂τ
= 0, (5.2)
µ
∂2zαG
∂τ∂Ij
∂Ij
∂τ
= Fα.
It is important to note that the osculating element approach is simply a recasting of Eqn. (1.5) and is valid
for any forcing term.
The set of orbital elements to be evolved are
Ij = (p, e, χ0, tp, ϕp). (5.3)
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The elements (p, e) are “principal elements” that describe the spatial shape of the tangent geodesic but not
its orientation. The orientation of the orbit is set by the “positional element” χ0. The last two elements
(tp, ϕp) track the evolution of the time and angular coordinate of the orbit. The radius is determined by
Eqn. (2.6).
The evolution of Ij follows from Eqns. (5.2), (2.7), (2.8), and (2.9). Also, the orthogonality between the
self-force and the four-velocity, Fαuα = 0, is used to manipulate which components of F
α appear in the
equations. The following is one formulation of the evolution equations for e, p, and χ0
de
dχ
=
a(t)(e, p, v)F
t + a(ϕ)(e, p, v)F
ϕ
µ q(e, p, v)
, (5.4)
dp
dχ
=
b(t)(e, p, v)F
t + b(ϕ)(e, p, v)F
ϕ
µ q(e, p, v)
, (5.5)
dχ0
dχ
=
c(r)(e, p, v)F
r + c(ϕ)(e, p, v)F
ϕ
µ q(e, p, v)
, (5.6)
a(t) ≡Mp(p− 3− e2)(6 + 2e2 − p)(1 + e cos v)2(2− p+ 2e cos v)
√
(p− 2)2 − 4e2, (5.7)
a(ϕ) ≡M2p5/2(1− e2)(3 + e2 − p)
[
4e2 + (p− 6)(p− 2)], (5.8)
b(t) ≡ 2M ep2(3 + e2 − p)(p− 2− 2e cos v)(1 + e cos v)2
√
(p− 2)2 − 4e2, (5.9)
b(ϕ) ≡ 2M2e p7/2(p− 4)2(p− 3− e2), (5.10)
c(r) ≡Mp2(3 + e2 − p)(2e+ (p− 6) cos v)(1 + e cos v)2
√
p− 6− 2e cos v, (5.11)
c(ϕ) ≡M2p5/2 sin v(3 + e2 − p)
(
2(p− 6)(3− p) + e cos v[(4e2 − (p− 6)2) + 2e(p− 6) cos v]), (5.12)
q ≡ e(p− 6− 2e)(p− 6 + 2e)(1 + e cos v)4
√
p− 6− 2e cos v, (5.13)
(recall that v = χ−χ0). The equations for tp and ϕp are unchanged from Eqns. (2.8) and (2.9). See Ref. [108]
for the detailed derivation of an equivalent set of evolution equations for the osculating elements.
Specifying the initial values of the elements Ij is equivalent to specifying the initial position and velocity
on Eqn. (1.5). For motion in a plane there are three initial positions and two initial velocities (three minus
the one for the normalization condition uαuα = −1), which matches the number of initial values specified
for Ij .
For a long-term evolution, all of the differential equations (5.4), (5.5), (5.6), (2.8), and (2.9) are integrated
simultaneously (along with (2.7) if desired), while continually updating the self-force components as derived
from the instantaneous background geodesic.
Section 5.2: Interpolation of the hybrid self-force across the (p, e) parameter space
In order to numerically integrate the osculating element equations (5.4)-(5.6) the self-force must be
supplied at arbitrary values of (p, e, v). While the Lorenz-gauge code is capable of rapidly computing the
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self-force, it is not sufficiently quick to allow it to be directly coupled to the integration of the osculating
elements. Instead, the relevant portion of the (p, e) parameter space is populated with a few thousand data
points and interpolated to the intervening values. This section describes the interpolation procedure used in
this work.
5.2.1: Sampling the hybrid self-force
Equally sampling the hybrid self-force in (p, e) space is not optimal, especially near the separatrix (p =
2e + 6) where small changes in p can lead to large changes in the value of the self-force. The behavior
of the radiated fluxes near the separatrix [110] suggests that a good parameterization in this region is
y(x) ∼ −1/ lnx, where x ≡ p − 2e − 6. However, this choice is not well suited to points away from the
separatrix, so a function that smoothly transitions y(x) to be proportional to x away from the separatrix is
constructed
y(x) ≡
{
(x+ 8)w(x, 6)− 35[1− w(x, 6)]
ln (x/80)
, x < 6
x+ 8, x ≥ 6
, (5.14)
where w(x, d) is a smooth transition function of width d given by
w(x, d) ≡ 1
2
+
1
2
tanh
[
tan
(pix
2d
)
− cot
(pix
2d
)]
. (5.15)
The adiabatic part of the self-force was computed using a RW gauge code on a grid with ∆y = 0.1,
ymin = 4, ymax = 59, ∆e = 0.01, emin = 0.01, and emax = 0.83. The oscillatory part of the self-force (and the
full self-force Fα) was computed using a Lorenz gauge code on a grid with ∆y = 0.2, ymin = 4.4, ymax = 59,
∆e = 0.02, emin = 0.02, and emax = 0.82 (see Fig. 5.1). There are some gaps in the data, especially in the
oscillatory part where orbits with non-zero frequencies ω smaller than 10−5M−1 are avoided.
For the adiabatic self-force, data was computed for 43,875 unique orbits at a cost of 2,054 CPU hours.
For the oscillatory, Lorenz-gauge self-force, data was computed for 9,602 unique orbits at a cost of 2,308 CPU
hours. This work also explored spacing the data using a reduced order model [111]. Initial tests suggested
this would be a promising method to reduce the computational burden, but it was not pursued further. Such
methods might be important though when interpolating the self-force over the larger parameter space of
geodesics in Kerr spacetime.
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Figure 5.1: Data used for interpolation of the oscillatory self-force. Data was computed for 9,602 unique
orbits at a cost of 2,308 CPU hours. Most of the gaps in the dataset correspond to orbital resonances where
small (non-zero) Fourier-mode frequencies are encountered (these modes are difficult for the Lorenz-gauge
code to compute [65]). The adiabatic data is computed over approximately the same domain, but with four
times the density and no gaps due to orbital resonances. Explicitly, adiabatic data was computed for 43,875
unique orbits at a cost of 2,054 CPU hours.
5.2.2: Interpolation of the self-force
The periodicity of the geodesic self-force suggests using a Fourier series for interpolation in time [19]
Fα = µ2
nmax∑
n=0
[aαn(e, y) cos(nv) + b
α
n(e, y) sin(nv)] . (5.16)
The Fourier coefficients aαn(e, y) and b
α
n(e, y) can then be interpolated across orbital parameter space (e and
y). The Fourier series is truncated at nmax = 13 because that has been found to be a sufficient number of
harmonics to represent the force at the required accuracy goals. The self-force codes used here output the
Fourier amplitudes aαn and b
α
n directly by computing the DFT of data with a large number of equally spaced
v samples. As an example, the interpolation of aαn will be considered, but the same techniques apply to b
α
n.
The Fourier amplitudes of the adiabatic, oscillatory, and non-hybrid parts of the self-force are interpolated
separately.
A similar method was used by Ref. [19] to interpolate the (non-hybrid) self-force. In that work they
interpolated over a parameter space spanning 6 + 2e < p < 12 and 0 ≤ e ≤ 0.2 by performing global fits to
power series in p and e. Global fits are challenging to use as the fit has to incorporate the post-Newtonian-like
behavior of the self-force in the weak field as well as the behavior in the strong-field using a small set of
parameters. As such the fidelity of the global interpolation model is reduced. In this work, a local fitting
procedure is used. This results in a great deal more parameters that describe how the self-force varies over
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Figure 5.2: The local discretization used for interpolation over the (e, y) parameter space (see Eqn. (5.14)
for the defintion of y). The blue line represents the inspiral trajectory with a point at the current position.
The yellow zone is the inspiral’s current sub-domain. The interpolation is performed with data (gray dots)
from the yellow and green zones.
the parameter space, but in exchange the fidelity of the interpolation model is greatly improved. In fact, the
accuracy of this interpolation model is within an order of magnitude of the underlying data.
The local interpolation scheme used in this work begins by subdividing the domain into a grid of smaller
rectangular zones. To obtain the self-force in a particular zone (with domain e1 ≤ e < e2, y1 ≤ y < y2)
data is interpolated from the nearest 9 zones (all the surrounding rectangles including the current one; see
Fig. 5.2). The orbital parameters e and y are re-scaled into new variables ze and zy that equal −1 at the
leading edge of the interpolation region and +1 at the trailing edge of the interpolation region. Then a
Chebyshev interpolation of the data is performed
ze ≡ 2e− e2 − e1
3(e2 − e1) , (5.17)
zy ≡ 2y − y2 − y1
3(y2 − y1) , (5.18)
aαn =
imax∑
i=0
jmax∑
j=0
σαnijTi(ze)Tj(zy), (5.19)
where Ti(z) is the Chebyshev polynomial of the first kind. To ensure the correct units, σ
t
nij and σ
r
nij are
implied to have overall factors of M−2 while σϕnij is implied to have an overall factor of M
−3. Eqn. (5.19) is
evaluated for every data point in the interpolation region, which is a linear system for the unknown coefficients
σαnij . The number of equations is fixed to be greater than the number of unknowns, or equivalently the
number of data points is required to be greater than (imax + 1) × (jmax + 1). Least-squares fitting is used
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Figure 5.3: Estimates of interpolation error in the adiabatic part of self-force. The interpolation error of
F tad is estimated by computing orbits independent of those used for fitting interpolation coefficients and
comparing with interpolated self-force values. The interpolation model recovers F tad across parameter space
with an error no worse than ∼ 10−8 (better for lower eccentricities and away from the separatrix). Similar
results are observed for the other components of the self-force.
to compute σαnij . This fit is pre-computed for every sub-domain to facilitate rapid numerical evaluation.
Once the interpolation coefficients σαnij are known for each sub-domain Eqns. (5.16) and (5.19) give the
interpolated self-force.
For the adiabatic self-force interpolation, 145 y-zones and 20 e-zones are used, and imax and jmax are set
equal to 12. For the oscillatory (and non-hybrid) self-force interpolation, 72 y-zones and 10 e-zones are used,
and imax and jmax are set equal to 10. To check the accuracy of the interpolation, the self-force is computed
for orbits not used in the fit for interpolation coefficients and compared with the interpolated result (see
Figs. 5.3 and 5.4).
Section 5.3: Highly-eccentric inspiral results
In this section the main results are presented–a sample of inspirals computed using the hybrid geodesic
self-force inspiral model. The physical results for extreme- and intermediate-mass-ratio inspirals are presented
in Sec. 5.3.2. First, though, the performance of the hybrid self-force method is quantified.
5.3.1: Performance of the hybrid self-force method
The hybrid scheme aims to produce a self-force that is sufficiently accurate to capture the leading and
sub-leading contributions to the inspiral phase from the first-order-in-the-mass-ratio self-force. As discussed
earlier, the raw self-force output from the Lorenz-gauge code does not meet this requirement for all eccen-
tricities, and so those results are supplemented with high-accuracy flux data from a RW code (see Sec. 4.4).
To test whether the hybrid method allows the accumulated phase of an inspiral to be tracked to within
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Figure 5.4: Estimates of interpolation error in oscillatory part of self-force. The interpolation error of F tosc is
estimated by computing orbits independent of those used for fitting interpolation coefficients and comparing
with interpolated self-force values. The interpolation model recovers F tosc across parameter space with an
error no worse than ∼ 10−3 (better for lower eccentricities and away from the separatrix). The larger error
at high eccentricity is a limitation of the underlying data from the Lorenz-gauge code and motivates the
hybrid scheme. Similar results are observed for the other components of the self-force.
∼ 0.1 radians, several sensitivity tests are performed. The sensitivity of the inspiral phase to a relative
error ∆ in the oscillatory part of the self-force is tested by computing two inspirals, one where a uniform
positive perturbation (trial error) is introduced Fαosc → (1 + ∆)Fαosc and another where a uniform negative
perturbation Fαosc → (1 − ∆)Fαosc is introduced. The absolute response in the orbital elements to these
introduced errors is estimated by calculating the half-difference between the two perturbed inspirals. With
the sensitivity to errors in the oscillatory part of the self-force tested, an equivalent test on the adiabatic
part, Fαad, is made.
Figs. 5.3 and 5.4 showed previously that the adiabatic and oscillatory parts of the self-force in the hybrid
scheme are accurate to at least 10−8 and 10−3, respectively, and to much higher accuracy over most of
orbital parameter space. The issue then is whether these error levels translate into requisite bounds on
phase error. To determine this, the error sensitivity tests were performed with error injections at these
levels. In Fig. 5.5, the adiabatic and oscillatory components of the self-force were perturbed with relative
errors of ±10−8 (yellow) and ±10−3 (red), respectively. Then the relative drift in the cumulative azimuthal
phase was tracked during the inspiral. For  = 10−5, a ∆ = 10−8 perturbation in Fαad induces a ∼ 10−3
radian error in ϕp. For F
α
osc, a perturbation of ∆ = 10
−3 causes an absolute error of ∼ 0.1 radians in ϕp. The
numerical accuracy of the hybrid self-force model is sufficient to hold phase errors to less than 0.1 radians
at the highest eccentricities e ∼ 0.7. At lower eccentricities the inspiral phase error is smaller by orders of
77
10−8
10−6
10−4
10−2
100
102
0 100 200 300 400 500
|ϕ
p
er
ro
r|
(r
ad
ia
n
s)
t (days)
|adiabatic error|=10−3
|oscillatory error|=10−3
|adiabatic error|=10−8
Figure 5.5: Sensitivity of inspiral phase to error in the self-force. The sensitivity of the inspiral phase, ϕp, to
errors in Fαad and F
α
osc is tested by independently perturbing each part of the self-force with uniform errors
of the indicated relative size, ∆. At a relative size of ∆, the expectation is that trial errors introduced in the
adiabatic part of the self-force should have an effect that is a factor −1 larger than the effect of comparable
errors injected in the oscillatory part of the self-force. The observed ratio is less dramatic but nevertheless
indicates that computing the adiabatic part more accurately by orders of magnitude is crucial. The inspiral
parameters were set to be e0 = 0.7, p0 = 10, χ00 = 0, and  = 10
−5. The timescale is set by assuming
M = 106M.
magnitude. Also indicated in the plot (blue) is the phase drift that would result for a e = 0.7 inspiral if only
the Lorenz-gauge self-force had been used, demonstrating clearly the need to isolate the adiabatic part and
compute it to higher accuracy (i.e., use the hybrid model).
As discussed in Sec. 4.4, within this scheme self-force values for F t and Fϕ are hybridized, but F r is
not hybridized. In principle F rhyb could be computed using F
α
hybuα = 0 but such a construction involves
dividing by ur, which vanishes at the radial turning points. Instead, the Lorenz-gauge (non-hybrid) F r is
used when computing the evolution of χ0 (F
r is not directly required to evolve p and e as their evolution
equations are written in terms of F t and Fϕ only). To ensure that using the non-hybrid result for F r does
not adversely affect the results, a sensitivity test was performed on the evolution of χ0. As Fig. 5.6 indicates,
the dissipative part of F r, which is the element that would be affected by hybridization, has little influence
on the evolution of χ0. Instead, as the figure shows, it is the conservative part of F
α that dominates the
evolution of χ0, and this scheme is accurate enough to hold errors in χ0 to 0.01 radians.
5.3.2: EMRI and IMRI results
Using the interpolated hybrid self-force, a set of trajectories of extreme-mass-ratio-inspirals were com-
puted using the osculating element equations. In Fig. 5.7 snapshots of a sample high-eccentricity inspiral are
shown with M = 106M,  = 10−5 and (p0, e0) = (12, 0.81). For a sense of scale, at the initial configuration
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Figure 5.6: Sensitivity in the evolution of χ0 to self-force errors. To test the propagation of errors into χ0, the
force components in the χ0 evolution equation are perturbed while leaving the e and p evolution equations
unaffected. Furthermore, errors are independently introduced into Fcons and Fdiss in the χ0 equation. At
the worst case error level, the dissipative self-force clearly has little influence on the evolution of χ0. Since
only the dissipative part is affected by hybridization, the hybrid force is not essential in the evolution of χ0.
At this same error level, the conservative part is accurate enough to hold errors in χ0 to 0.01 radians or less.
The inspiral parameters were e0 = 0.7, p0 = 10, χ00 = 0, and  = 10
−5. The timescale is set by assuming
again M = 106M.
the inspiral’s apastron is at ∼ 0.623 AU and its periastron is at ∼ 0.0654 AU; the entire inspiral occurs in
the strong-field regime. In this example the EMRI takes 2,115.45 days to evolve to plunge, during which
it undergoes ∼ 50, 132 periastron passages. Computing this particular inspiral took a few minutes on a
standard 3GHz laptop.
Over an inspiral the values of p and e generally decrease (with the possible exception of a small increase
in eccentricity close to plunge [110]). This behaviour is best seen in a (p, e) plot of the inspirals such as the
one shown in Fig. 5.8. In this figure the tracks (in p, e-space) of a number of inspirals are shown from the
point when they enter the observable band of a LISA-like spacecraft until plunge. In addition, the evolution
of χ0 is shown overlaid as a contour plot. As χ0 is predominantly affected by the conservative self-force, it is
used to gauge the influence of the conservative self-force on an inspiral’s phase. The conservative self-force
adds somewhere between 10 and 70 radians of phase for an inspiral that starts with p > 14. Note that
although the tracks in Fig. 5.8 look very smooth, each track has many thousands of oscillations on the
orbital timescale that are too small to appear on the plot.
The time to compute the tracks shown in Fig. 5.8 varies greatly, with the shortest being a few minutes
and the longest being tens of hours on a standard 3GHz laptop. The reason for this large variation in
computation time is that the self-force for orbits with a large value of p is much smaller (e.g., for circular
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Figure 5.7: Sample snapshots of an inspiral with M = 106M and  = 10−5. The inspiral is plotted in Boyer-
Lindquist coordinates with x = (rp/M) cos(ϕp), y = (rp/M) sin(ϕp). Each snapshot shows three periastron
passages of the (counter-clockwise moving) inspiral and the central black hole is drawn to scale. The initial
configuration is ∼ 2, 115.5 days from plunge and is shown in the top left panel. The initial parameters are
p = 12, e = 0.81 (this corresponds to pM = 0.1183 AU). The other panels show 500 days until plunge (top
right), 100 days to plunge (bottom left) and 1 day until plunge (bottom right). The inspiral depicted here
corresponds to the second-from-the-left black curve in the Fig. 5.8.
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Figure 5.8: Sample inspirals for µ/M = 10−5 and M = 106M. Solid black curves show the evolution
of (p, e) from entering the LISA-like passband (marked with the blue curve). This curve is truncated to a
constant in e for p . 16 because it is predicted that the initial eccentricity of EMRIs will not be above ∼ 0.81
[18]. Generally, as each inspiral progresses, both p and e decrease (with the exception of an increase in e
near the separatrix [110]). The dashed lines are contours that mark the number of radians χ0 will evolve
from a given point until plunge (this number is negative as the conservative self-force, and hence evolution
of χ0, acts against the usual periastron advance [112]).
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orbits F t scales as r−5p for large rp [33]). Consequently, inspirals evolve much more slowly in this regime.
For example, the bottom most track in Fig. 5.8 starts with parameters (p0, e0) = (46, 0.152822) and goes
through over 6 × 106 periastron passages before plunge. In contrast, the left-most track only goes through
∼ 103 periastron passages before plunge. The latter takes minutes to compute whereas the former takes
many hours.
In addition to computing inspirals for EMRIs, results can also be considered for IMRIs. For this evolution
scheme to be valid, the inspiral must evolve adiabatically, which will not be the case when  is large and
the particle is in the strong-field. Ref. [110] quantified the allowed range of mass-ratios and found that so
long as  (p− 6− 2e)2 the inspiral will evolve adiabatically (near the ISCO this condition is modified to
 (p− 6)5/2). Thus, even quite close to the separatrix these inspirals should be valid. In addition, recent
work has shown that the domain of validity of the conservative sector of perturbation theory likely includes
IMRIs [44]. For these reasons IMRIs are modeled as well. As IMRIs evolve much faster than EMRIs, this
provides an opportunity to showcase the effects of the self-force on the inspiral on the orbital timescale. Also,
an inspiral computed using the full self-force is compared to one computed using an adiabatic approximation
and a dissipative-only approximation (matching the initial frequencies as outlined in [73]).
The main features of IMRIs are presented in Fig. 5.9, which shows the evolution of the orbital frequencies
for an inspiral computed with  = 5×10−3 and initial conditions p0 = 10, e0 = 0.4. Fig. 5.9 also demonstrates
the effect of making the adiabatic and dissipative approximations. When the initial frequencies are matched,
the full self-force inspiral, dissipative-only inspiral, and adiabatic inspiral initially evolve together. The
conservative self-force induces large oscillations in the orbital frequencies on the orbital timescale, whereas
the dissipative only inspiral has smaller oscillations and the adiabatic inspiral exhibits no oscillations. Even
in this short inspiral, which lasts just 8 minutes, excluding the conservative self-force causes the inspiral to
dephase by 2 radians.
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Figure 5.9: Sample IMRI evolution. The evolution of the orbital frequencies for inspirals computed using
the full self-force Fα (red curve), the dissipative self-force Fαdiss (blue curve), and the adiabatic self-force F
α
ad
(non-oscillatory, purple curve). The mass ratio is  = 5× 10−3. The full self-force evolution is started with
(p, e) = (10, 0.4) and the initial frequencies of the other inspirals are matched using the procedure outlined
by Osburn, Warburton, and Evans [73]. The upper inset shows the initial period of the evolutions where
the different inspirals are in phase. The lower inset shows the inspirals close to plunge, where now the full
and dissipative inspirals are starting to dephase. At plunge the total discrepancy of the accumulated phase
between the full and dissipative only inspirals is ∼ 2 radians.
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CHAPTER 6: Perturbations of rotating black holes
The results presented to this point have been focused on inspirals into a Schwarzschild (non-rotating)
black hole. However, it is expected that astrophysical black holes will be rotating. Rotating black holes are
described by the Kerr metric. Many of the techniques developed above are applicable to Kerr spacetime,
but some are not. This chapter reports preliminary results of a project that generalizes the SSI method of
Sec. 2.7 to generic bound orbits in Kerr spacetime.
Section 6.1: Bound orbits in Kerr spacetime
The first step in developing the SSI technique for Schwarzschild spacetime was spectral integration of the
orbit equations using the DFT [72]. This section generalizes spectral orbit integration to Kerr spacetime for
the first time. Geodesic motion in Kerr spacetime can be described using Boyer-Lindquist coordinates and
writing zµG(τ) = [tp(τ), rp(τ), θp(τ), ϕp(τ)]. Boyer-Lindquist coordinates reduce to Schwarzschild coordinates
in the non-rotating limit. Kerr spacetime is challenging compared to Schwarzschild spacetime because the
orbital motion is not necessarily confined to a plane. The geodesic equations are often written in the following
form [55, 113]
ρ2p
drp
dτ
=
√
R(rp), (6.1)
ρ2p
dθp
dτ
=
√
Θ(θp), (6.2)
ρ2p
dϕp
dτ
= Φ(rp, θp), (6.3)
ρ2p
dtp
dτ
= T(rp, θp), (6.4)
R(rp) ≡
[E(r2p + a2)− aLz]2 −∆p [r2p + (Lz − aE)2 +Q] , (6.5)
Θ(θp) ≡ Q− L2z cot2 θp − a2(1− E2) cos2 θp, (6.6)
Φ(rp, θp) ≡ Lz csc2 θp + aE
(
r2p + a
2
∆p
− 1
)
− a
2Lz
∆p
, (6.7)
T(rp, θp) ≡ E
[
(r2p + a
2)2
∆p
− a2 sin2 θp
]
+ aLz
(
1− r
2
p + a
2
∆p
)
, (6.8)
where a is the specific angular momentum of the Kerr black hole, ρ2 = r2 +a2 cos2 θ, ∆ = r2−2Mr+a2 and
the constants of motion (E ,Lz,Q) are the specific energy, z-component of angular momentum, and Carter
constant, respectively. Eqn. (6.5) has four roots which can be ordered as r1 ≥ r2 ≥ r3 ≥ r4. The two largest
roots, r1 and r2, are extrema of the radial motion and are used to define the eccentricity and semi-latus
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rectum
rmax = r1 ≡ pM
1− e , (6.9)
rmin = r2 ≡ pM
1 + e
. (6.10)
It is also useful to define the quantities p3 and p4 from the other two roots
r3 ≡ p3M
1− e , (6.11)
r4 ≡ p4M
1 + e
, (6.12)
as well as the “inclination angle” ι [114]
cos ι ≡ Lz√L2z +Q. (6.13)
In practice it is straightforward to choose e, p, and ι then solve a quartic system for E , Lz, and Q [115, 116].
By parameterizing the motion using Mino time [61], λ, the rp and θp motions separate
dλ ≡ ρ−2dτ (6.14)
drp
dλ
=
√
R(rp), (6.15)
dθp
dλ
=
√
Θ(θp).
New parameters χ and ψ are introduced to improve the behavior of these equations at the turning points
[115–117]
rp(χ) =
pM
1 + e cosχ
, (6.16)
cos θp(ψ) =
√
z− cosψ, (6.17)
z± ≡ L
2
z +Q+ β ±
√
(L2z +Q+ β)2 − 4Qβ
2β
, (6.18)
β ≡ a2(1− E2). (6.19)
It will be useful to describe λ in terms of χ and ψ with functions λ(r) and λ(θ), which is done by combining
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Eqns. (6.15) and (6.16)
dλ(r)
dχ
= M−1a(1− e2) [(p− p3)− e(p+ p3 cosχ)]−1/2 β−1/2 [(p− p4) + e(p− p4 cosχ)]−1/2 ≡ P (r)(χ)
(6.20)
dλ(θ)
dψ
=
[
β(z+ − z− cos2 ψ)
]−1/2 ≡ P (θ)(ψ), (6.21)
where (r) and (θ) superscripts distinguish functions of χ and ψ respectively. Eqns. (6.20) and (6.21) have
actual analytic solutions in terms of elliptic integrals [116][107].
Here a spectral integration of Eqns. (6.20) and (6.21) will be demonstrated for the first time. The
integration for λ(r) is given as an example, but the same techniques apply to λ(θ). P (r) can be written as a
cosine series because it is periodic and even
P (r)(χ) =
∞∑
j=0
P(r)j cos(j χ). (6.22)
Because P (r) is smooth (C∞) Eqn. (6.22) converges exponentially with the number of harmonics. It would
be straightforward to calculate the Fourier series coefficients P(r)j by directly computing the integral Fourier
transform. However, that method would be computationally expensive at machine precision and impractical
at abitrary precision. Instead note that P (r) is effectively bandlimited. Effectively bandlimited functions
are those which can be represented perfectly with a finite number of harmonics (for a given accuacy goal).
According to the Nyquist-Shannon sampling theorem, the DFT coefficients of a bandlimited function will
converge to the Fourier series coefficients with a finite number of samples N . This convergence with increasing
N is as rapid as the convergence of the Fourier series with increasing number of harmonics (exponential).
The discrete Fourier representation of P (r) is given using the type-I discrete cosine transform (DCT-I)
χi ≡ ipi
N − 1 , i ∈ 0, 1, . . . , N − 1, (6.23)
P(r)j '
√
2
N − 1
[
1
2
P (r)(0) +
1
2
(−1)jP (r)(pi) +
N−2∑
i=1
P (r)(χi) cos (jχi)
]
, (6.24)
P (r)(χ) '
√
2
N − 1
[
1
2
P(r)0 +
1
2
P(r)N−1 cos ((N − 1)χ) +
N−2∑
j=1
P(r)j cos (jχ)
]
. (6.25)
The FFT is used to compute the Fourier coefficients P(r)j . One notable difference when considering P (θ) is
that the Fourier coefficients P(θ)j vanish when j is odd. λ(r) is found by substituting (6.25) into (6.20) and
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integrating term-by-term
λ(r)(χ) '
√
2
N − 1
[
χP(r)0
2
+
P(r)N−1
2(N − 1) sin ((N − 1)χ) +
N−2∑
j=1
P(r)j
j
sin (jχ)
]
. (6.26)
The r and θ periods measured in Mino time are Λr and Λθ
Λr = piP(r)0 , (6.27)
Λθ = piP(θ)0 , (6.28)
and the r and θ frequencies measured in Mino time are Υr and Υθ
Υr =
2pi
Λr
, (6.29)
Υθ =
2pi
Λθ
. (6.30)
It is likewise convenient to describe tp and ϕp in terms of λ. This can be done with a Fourier decomposition
of T(rp, θp) and Φ(rp, θp)
dtp
dλ
= T(rp, θp) =
∑
kn
P(t)kne−i(kΥθ+nΥr)λ, (6.31)
dϕp
dλ
= Φ(tp, θp) =
∑
kn
P(ϕ)kn e−i(kΥθ+nΥr)λ. (6.32)
Because T and Φ can be expressed in the following form
T(rp, θp) = T
(r)(rp) + T
(θ)(θp), (6.33)
Φ(rp, θp) = Φ
(r)(rp) + Φ
(θ)(θp), (6.34)
the Fourier coefficients P(t/ϕ)kn vanish when k 6= 0 and n 6= 0. For this reason T (r) and T (θ) (also Φ(r) and
Φ(θ)) are decomposed separately
T (r)(rp) =
∑
n
T (r)n e−inΥrλ, (6.35)
T (θ)(θp) =
∑
k
T (θ)k e−ikΥθλ, (6.36)
Φ(r)(rp) =
∑
n
℘(r)n e
−inΥrλ, (6.37)
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Φ(θ)(θp) =
∑
k
℘
(θ)
k e
−ikΥθλ, (6.38)
where the relations T (θ)k = P(t)k0 , T (r)n = P(t)0n , ℘(θ)k = P(ϕ)k0 , ℘(r)n = P(ϕ)0n are implied (when k and n are not
simultaneously zero). If calculating rp and θp (or equivalently χ and ψ) from a choice of λ
(r) and λ(θ) was
convenient then the path forward might be to compute T (r/θ)n/k and ℘(r/θ)n/k using the FFT. Instead this work
expresses the integral Fourier transforms in terms of χ and ψ
T (r)n =
1
Λr
∫ Λr
0
T (r)einΥrλdλ =
1
Λr
∫ 2pi
0
T (r)
P (r)
einΥrλ
(r)(χ)dχ, (6.39)
T (θ)k =
1
Λθ
∫ Λθ
0
T (θ)eikΥθλdλ =
1
Λθ
∫ 2pi
0
T (θ)
P (θ)
eikΥθλ
(θ)(ψ)dψ, (6.40)
(and similar for ℘
(r/θ)
n/k ). These integrands are smooth (C
∞) and periodic, therefore, a discrete representation
of these Fourier amplitudes will converge exponentially with the number of samples Nr/θ
χi ≡ 2ipi
Nr
, i ∈ 0, 1, . . . , Nr − 1, (6.41)
T (r)n '
Υr
Nr
Nr−1∑
i=0
T (r)(rp(χi))
P (r)(χi)
einΥrλ
(r)(χi), (6.42)
ψj ≡ 2jpi
Nθ
, j ∈ 0, 1, . . . , Nθ − 1, (6.43)
T (θ)k '
Υθ
Nθ
Nθ−1∑
j=0
T (θ)(θ(ψj))
P (θp)(ψj)
eikΥθλ
(θ)(ψj), (6.44)
(and similar for ℘
(r/θ)
n/k ). It should be noted that this method is not well suited for an FFT algorithm, and
therefore, the set of Fourier coefficients costs O(N2r/θ) operations to compute.
The average rates at which tp and ϕp accumulate with λ are given by Γ and Υϕ
Γ = T (r)0 + T (θ)0 , (6.45)
Υϕ = ℘
(r)
0 + ℘
(θ)
0 . (6.46)
Now tp and ϕp can be expressed in terms of λ by integrating Eqns. (6.31) and (6.32) term-by-term
tp(λ) = Γλ+ ∆t
(r)(λ) + ∆t(θ)(λ), (6.47)
∆t(r)(λ) ' 2 Re
Nr/2∑
n=1
iT (r)n
nΥr
e−inΥrλ
 , (6.48)
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∆t(θ)(λ) ' 2 Re
Nθ/2∑
k=1
iT (θ)k
kΥθ
e−ikΥθλ
 , (6.49)
ϕp(λ) = Υϕλ+ ∆ϕ
(r)(λ) + ∆ϕ(θ)(λ), (6.50)
∆ϕ(r)(λ) ' 2 Re
Nr/2∑
n=1
i℘
(r)
n
nΥr
e−inΥrλ
 , (6.51)
∆ϕ(θ)(λ) ' 2 Re
Nθ/2∑
k=1
i℘
(θ)
k
kΥθ
e−ikΥθλ
 . (6.52)
The fundamental frequencies according to t are given by
Ωr =
Υr
Γ
, Ωθ =
Υθ
Γ
, Ωϕ =
Υϕ
Γ
. (6.53)
Section 6.2: Scalar Teukolsky formalism
The previous section shows that a spectral integration of the geodesic equations is feasible for generic
bound orbits in Kerr spacetime. Next it will be demonstrated that the Kerr perturbation problem can be
solved using a generalization of SSI. As an example the scalar field is considered because it is similar to the
gravitational perturbation problem (but simpler). This toy model is described by the scalar (spin-weight
zero) Teukolsky equation, or equivalently the massless Klein-Gordon equation in the Kerr geometry
∇µ∇µΦ(t, r, θ, ϕ) = −4piT (t, r, θ, ϕ). (6.54)
Here T is the scalar charge density of a point charge q
T (t, r, θ, ϕ) =
q
utρ2 sin θ
δ(r − rp)δ(θ − θp)δ(ϕ− ϕp), (6.55)
ut =
T(rp, θp)
r2p + a
2 cos2 θp
. (6.56)
Eqn. (6.54) is separable into spheroidal harmonics [118]
Φ(t, r, θ, ϕ) =
1√
r2 + a2
∑
lmkn
Xlmkn(r)Slmkn(θ)e
imϕe−iωmknt, (6.57)
T (t, r, θ, ϕ) = − (a
2 + r2)3/2
4piρ2∆
∑
lmkn
T˜lmkn(r)Slmkn(θ)e
imϕe−iωmknt, (6.58)
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where ωmkn = mΩϕ+kΩθ +nΩr and Slmkn(θ) is the spheroidal Legendre function. The functions Xlmkn(r)
and Slmkn(θ) are governed by separate ordinary differential equations
d2Slmkn
dθ2
−m2 cos θ
sin3 θ
dSlmkn
dθ
+ a2ω2mkn cos
2 θSlmkn + [λlmkn + aωmkn(2m− aωmkn)]Slmkn = 0, (6.59)
d2Xlmkn
dr2∗
− Ulmkn(r)Xlmkn = T˜lmkn(r), (6.60)
Ulmkn(r) = (r
2 + a2)−4
[
a2(r2 + a2)2(1−m2)− 6Ma4r − 4Ma2r3 + 2amωmkn(a2 + r2)3
+ λlmkn∆(a
2 + r2)2 − ω2mkn(a2 + r2)4 + 8M2a2r2 − 4M2r4 + 2Mr5
]
, (6.61)
dr
dr∗
=
∆
r2 + a2
, (6.62)
where λlmkn is the angular eigenvalue (separation constant) and r∗ is the tortoise coordinate generalized to
Kerr spacetime. Eqn. (6.60) is a generalized Sasaki-Nakamura equation [118–120]. The orthogonality of the
separation functions can be used to calculate T˜lmkn(r)
A˜lmkn(rp, θp, r)δ(r − rp) ≡ eimϕp
∫ −4pi∆T (t, r, θ, ϕ)
ρ−2(a2 + r2)3/2
Slmkn(θ)e
−imϕdΩ, (6.63)
A˜lmkn(rp, θp, r) = −
4pi∆(r2p + a
2 cos2 θp)Slmkn(θp)
T(rp, θp) sin θp(a2 + r2)3/2
, (6.64)
T˜lmkn(r) = lim
t′→∞
1
t′
∫ t′
0
A˜lmkn(rp, θp, r)δ(r − rp)e−imϕpeiωmkntdt, (6.65)
where the Dirac delta functions δ(θ − θp) and δ(ϕ − ϕp) which are a part of T (t, r, θ, ϕ) cause all angular
dependent functions to be evaluated at the particle location upon integration. When convenient the l, m, k,
and n subscripts will be suppressed.
Calculating the inhomogeneous solution to the Teukolsky equation closely resembles the discussion in
Chapter 2. Eqn. (6.60) has two independent homogeneous solutions, X±, which satisfy the following
conditions
X+(r∗ =∞) ∼ eiωr∗ , (6.66)
X−(r∗ = −∞) ∼ e−iγr∗ . (6.67)
Note that γ, the wavenumber of X−, is not equal to ω. This more complicated dispersion relation is typical
of Kerr spacetime. The inhomogeneous (retarded) solution is given by variation of parameters
X(r) = c+(r)X+(r) + c−(r)X−(r), (6.68)
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c+(r) =
1
W
∫ r
rmin
X−(r′)T˜ (r′)
(r′ 2 + a2)−1∆(r′)
dr′, (6.69)
c−(r) =
1
W
∫ rmax
r
X+(r′)T˜ (r′)
(r′ 2 + a2)−1∆(r′)
dr′, (6.70)
W = X−
dX+
dr∗
−X+ dX
−
dr∗
. (6.71)
The EHS method requires the limiting values of c±, namely C±
C+ = c+(rmax), (6.72)
C− = c−(rmin), (6.73)
C± =
1
W
∫ rmax
rmin
X∓(r)T˜ (r)
(r2 + a2)−1∆
dr. (6.74)
Now the EHS can be constructed
Φ(t, r, θ, ϕ) =
(
1√
r2 + a2
∑
lmkn
C−lmknX
−
lmkn(r)Slmkn(θ)e
imϕe−iωmknt
)
Θ(rp(t)− r) (6.75)
+
(
1√
r2 + a2
∑
lmkn
C+lmknX
+
lmkn(r)Slmkn(θ)e
imϕe−iωmknt
)
Θ(r − rp(t)).
Section 6.3: Scalar source integration
As discussed in the preceding section, the retarded field is constructed globally using the homogeneous
radial solutions X±(r) and the normalization constants C± through the EHS method. The equation for C±,
Eqn. (6.74), depends on the Fourier series amplitude of the source, T˜ (r). In Eqn. (6.65) this amplitude is
given as a Fourier transform in the limit where the integration time t′ is much larger than the fundamental
periods
T˜ (r) = lim
t′→∞
1
t′
∫ t′
0
A˜(rp, θp, r)δ(r − rp)e−imϕpeiωtdt,
= lim
t′→∞
1
t′
∫ t′
0
A˜(rp, θp, r)δ(r − rp)eim(Ωϕt−ϕp)ei(kΩθ+nΩr)tdt. (6.76)
The integrand of Eqn. (6.76) is bi-periodic in rp and θp because of a cancellation involving ϕp in the first
complex exponential
eim(Ωϕt−ϕp) =eim(Ωϕ(Γλ+∆t
(r)+∆t(θ))−Υϕλ−∆ϕ(r)−∆ϕ(θ)),
=eim(Ωϕ(∆t
(r)+∆t(θ))−∆ϕ(r)−∆ϕ(θ)), (6.77)
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B˜(rp, θp, r) ≡A˜(rp, θp, r)eim(Ωϕ(∆t(r)+∆t(θ))−∆ϕ(r)−∆ϕ(θ)), (6.78)
T˜ (r) ≡ lim
t′→∞
1
t′
∫ t′
0
B˜(rp, θp, r)δ(r − rp)ei(kΩθ+nΩr)tdt. (6.79)
It is convenient to express this as a Mino time Fourier series amplitude [116]
T˜ (r) =
1
ΛrΛθ
∫ Λθ
0
∫ Λr
0
C˜(rp, θp, r)δ(r − rp)eikΥθλ(θ)einΥrλ(r)dλ(r)dλ(θ), (6.80)
C˜(rp, θp, r) ≡ B˜(rp, θp, r)T(rp, θp)e
i(kΩθ+nΩr)(∆t
(r)+∆t(θ))
Γ
. (6.81)
Eqn. (6.80) is inserted into Eqn. (6.74) and the order of integration is reversed
C± =
1
WΛrΛθ
∫ rmax
rmin
[
X∓(r)
(r2 + a2)−1∆
∫ Λθ
0
∫ Λr
0
(
C˜(rp, θp, r)δ(r − rp)eikΥθλ(θ)einΥrλ(r)
)
dλ(r)dλ(θ)
]
dr,
=
1
WΛrΛθ
∫ Λθ
0
∫ Λr
0
[∫ rmax
rmin
(
X∓(r)C˜(rp, θp, r)
(r2 + a2)−1∆
δ(r − rp)eikΥθλ(θ)einΥrλ(r)
)
dr
]
dλ(r)dλ(θ). (6.82)
The Dirac delta function, δ(r − rp), facilitates a straightforward r integral
C± =
1
ΛrΛθ
∫ Λθ
0
∫ Λr
0
D˜±(rp, θp)eikΥθλ
(θ)
einΥrλ
(r)
dλ(r)dλ(θ), (6.83)
D˜±(rp, θp) ≡ X
∓(rp)C˜(rp, θp, rp)
(r2p + a
2)−1∆pW
. (6.84)
It is standard to use χ and ψ as the integration variables
C± =
1
ΛrΛθ
∫ 2pi
0
∫ 2pi
0
D˜±(rp(χ), θp(ψ))
P (r)(χ)P (θ)(ψ)
einΥrλ
(r)(χ)eikΥθλ
(θ)(ψ)dχdψ. (6.85)
Section 6.4: Generalization of SSI to Kerr
Eqn. (6.85) is often evaluated with a numerically expensive double integral that converges slowly (alge-
braically). Here an exponentially convergent integration scheme is given for the first time. Such a spectral
integration is possible because the integrand of Eqn. (6.85) is smooth (C∞) and bi-periodic. In fact, the same
conditions are satisfied at other spin-weights including the gravitational case (spin-weight ±2). Therefore,
this spectral method should translate to the more astrophysically relevant case of gravitational perturba-
tions of a Kerr black hole. In the SSI scheme used here, Eqn. (6.85) is rewritten in a form that resembles a
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two-dimensional DFT
χi ≡ 2ipi
Nr
, i ∈ 0, 1, . . . , Nr − 1, (6.86)
ψj ≡ 2jpi
Nθ
, j ∈ 0, 1, . . . , Nθ − 1, (6.87)
C± ' ΥrΥθ
NrNθ
Nr−1∑
i=0
Nθ−1∑
j=0
D˜±(rp(χi), θp(ψj))
P (r)(χi)P (θ)(ψj)
einΥrλ
(r)(χi)eikΥθλ
(θ)(ψj). (6.88)
Eqn. (6.88) has the virtues of converging exponentially being applicable to higher spin-weights. However,
it still requires a numerical double integral. It would be better still if Eqn. (6.85) reduced to single integrals.
Here it is shown for the first time that this single integral reduction is possible (in the scalar case). It is
convenient to express D˜±(rp, θp) in a more explicit form
D˜±(rp, θp) = (r2p + a
2 cos2 θp)K˜
±(rp)J˜(θp), (6.89)
K˜±(rp) ≡ X
∓(rp)ei(ω∆t
(r)−m∆ϕ(r))
W
√
r2p + a
2
, (6.90)
J˜(θp) ≡ −4piS(θp)e
i(ω∆t(θ)−m∆ϕ(θ))
Γ sin θp
. (6.91)
Because the resulting integrand has the following form
C± =
1
ΛrΛθ
∫ 2pi
0
∫ 2pi
0
[r2p(χ) + a
2 cos2 θp(ψ)]K˜
±(rp(χ))J˜(θp(ψ))
P (r)(χ)P (θ)(ψ)
einΥrλ
(r)(χ)eikΥθλ
(θ)(ψ)dχdψ, (6.92)
it is apparent that a set of single integrals
I±1 ≡
1
Λr
∫ 2pi
0
rp(χ)
2K˜±(rp(χ))
P (r)(χ)
einΥrλ
(r)(χ)dχ, (6.93)
I2 ≡ 1
Λθ
∫ 2pi
0
J˜(θp(ψ))
P (θ)(ψ)
eikΥθλ
(θ)(ψ)dψ, (6.94)
I±3 ≡
1
Λr
∫ 2pi
0
K˜±(rp(χ))
P (r)(χ)
einΥrλ
(r)(χ)dχ, (6.95)
I4 ≡ 1
Λθ
∫ 2pi
0
a2 cos2 θp(ψ)J˜(θp(ψ))
P (θ)(ψ)
eikΥθλ
(θ)(ψ)dψ, (6.96)
can be used to express C±
C± = I±1 I2 + I
±
3 I4. (6.97)
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Each of these integrals is smooth and periodic, therefore, a carefully chosen discrete representation will
converge exponentially
χi ≡ 2ipi
N1,3
, i ∈ 0, 1, . . . , N1,3 − 1, (6.98)
ψj ≡ 2jpi
N2,4
, j ∈ 0, 1, . . . , N2,4 − 1, (6.99)
I±1 '
Υr
N1
N1−1∑
i=0
rp(χi)
2K˜±(rp(χi))
P (r)(χi)
einΥrλ
(r)(χi), (6.100)
I2 ' Υθ
N2
N2−1∑
j=0
J˜(θp(ψj))
P (θ)(ψj)
eikΥθλ
(θ)(ψj), (6.101)
I±3 '
Υr
N3
N3−1∑
i=0
K˜±(rp(χi))
P (r)(χi)
einΥrλ
(r)(χi), (6.102)
I4 ' Υθ
N4
N4−1∑
j=0
a2 cos2 θp(ψj)J˜(θp(ψj))
P (θ)(ψj)
eikΥθλ
(θ)(ψj). (6.103)
As of this writing it is unclear whether the integrands for higher spin-weights will also be of a form amenable
to solution via successive single-integrals. This question is left for future work.
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CHAPTER 7: Concluding remarks
Section 7.1: Scientific achievements
This thesis has centered on high-eccentricity inspirals of a stellar-mass compact object into a Schwarzschild
black hole of mass 102-107M while including all first-order-in-the-mass-ratio effects. A key feature of this
work over previous efforts is that here inspirals can be modeled with initially high eccentricity and separation
as they enter the detection band of a LISA-like spacecraft (previous work concentrated on the low-eccentricity
and small separation case [19, 121]). This result is important because the expectation is that most EMRIs
will initially be highly-eccentric [18].
In calculating inspirals, a new code to compute the local Lorenz-gauge self-force acting on the particle was
developed [65, 72, 73]. This code advances the cutting-edge with the following new techniques: use of fully
constrained Lorenz gauge equations for both odd- and even-parity (Sec. 3.1); discovery of analytic solutions
for arbitrary-l even-parity static modes (Sec. 3.9); development of the fast SSI technique for computing
the inhomogeneous solution (Secs. 2.7 and 3.5); development of a thin-QR pre-conditioning technique for
orthogonalizing outer homogeneous solutions and reducing condition number (Sec. 3.7); use of the Pade
approximant to further reduce the condition number by decreasing the length of outer numerical integrations
(Sec. 3.3); and adaptive use of quad-precision arithmetic (and application of the jump conditions to avoid
source integration) to maintain accuracy of near-static modes (Sec. 3.8).
Although this code is a marked improvement on previous codes [34, 36] in terms of speed and accuracy,
the raw output of the Lorenz gauge code is not sufficiently accurate across the whole orbital parameter space
to allow for inspiral computation with a phase error of less than 0.1 radians. This shortcoming is overcome
by taking advantage of the fact that the leading-order phase evolution is driven by the orbit-averaged fluxes
radiated from the particle [65, 73]. This realization inspired a novel hybrid scheme (Sec. 4.4) that combines
Lorenz gauge self-force results with fluxes calculated from a highly-accurate RW code (Sec. 2.8). The hybrid
self-force is then pre-computed to densely (more so than past work [19]) cover a wide region of orbital
parameter space, and a novel parameterization and local interpolation scheme is implemented for the self-
force to rapidly and accurately compute extreme and intermediate-mass-ratio inspirals (Sec. 5.2). Typically,
an inspiral starting in the strong field will take a few minutes on a standard 3GHz laptop to evolve to plunge.
The main results are presented in Sec. 5.3.2.
Finally, novel spectral integration methods for rotating black hole perturbations are presented in Chapter
6. The geodesic equations are solved with spectral methods (Sec. 6.1). Then the scalar field is used as an
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example for generalizing SSI techniques to perturbation problems on Kerr spacetime (Sec. 6.3). Some of the
exponentially convergent source integration results should be applicable to other spin-weights such as the
gravitational cases.
Section 7.2: Future directions
Looking to the future, there are a number of open questions remaining. First, in order to complete the
inspiral model, accurate to less than order unity in the phase evolution, it will be necessary to include the
dissipative part of the second-order-in-the-mass-ratio perturbations [60]. Currently there are no calculations
of the second-order self-force, but the necessary formalism has been laid out [66] and computational tech-
niques are emerging [70, 71]. Once the second-order orbit-averaged dissipative self-force can be computed,
the results are easily added to this self-force interpolation scheme and inspiral model.
It will also be important to quantify the effects of the “geodesic self-force approximation.” The true
self-force is a functional of the entire past history of the particle’s motion but in this work the self-force
is taken at each instance to be that of a particle whose past history is motion along the tangent geodesic
to the inspiralling worldline. This approximation introduces a small error which is important to quantify.
Initial investigations made by comparing a self-consistent evolution with a geodesic self-force evolution in
the scalar field case suggest this error is very small (with the phase error smaller than the error-bars from
either evolution [57–59]). Once self-consistent evolutions can be made in the gravitational case the results
of this work can be used for comparison to quantify the error from the geodesic self-force approximation.
This work concentrates primarily on inspirals into a Schwarzschild black hole, but it is expected that
astrophysical black holes will generally be rotating. Thus it is important to extend inspiral models to motion
around a Kerr black hole. There has been much progress recently on computing self-forces in Kerr spacetime
[38, 54, 122, 123] and these results can be used to compute inspirals in much the same way as done here.
The techniques developed in Chapter 6 of this work may be a key first step to computing the self-force for
generic bound orbits in Kerr spacetime. The self-force in Kerr spacetime is generally computed in a radiation
gauge. Thus, even in Schwarzschild spacetime, it would be interesting to compare an evolution computed
using a radiation gauge self-force with these evolutions computed using a Lorenz-gauge self-force. Whilst
the coordinate descriptions of the two evolutions might differ, the gauge invariant evolution of the waveform
phase should be the same.
Finally, although inspirals can be rapidly computed in a matter of minutes, this is probably still not quick
enough for use in practical matched filtering searches. A similar problem is encountered when evaluating
the time-domain effective-one-body models for use in gravitational-wave searches with LIGO data. One
successful technique that has been applied in that case is the use of Reduced Order Modeling [111] that allows
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for interpolation and rapid evaluation of the effective-one-body waveforms. No doubt a similar approach
would be beneficial for more extreme mass ratios as well.
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