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06 MINKOWSKI TYPE PROBLEMS FOR CONVEXHYPERSURFACES IN HYPERBOLIC SPACE
CLAUS GERHARDT
Abstract. We consider the problem F = f(ν) for strictly convex,
closed hypersurfaces in Hn+1 and solve it for curvature functions F
the inverses of which are of class (K∗).
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0. Introduction
In the classical Minkowski problem in Rn+1 one wants to find a strictly
convex closed hypersurfaceM ⊂ Rn+1 such that its Gauß curvatureK equals
a given function f defined in the normal space of M or equivalently defined
on Sn
(0.1) K |M = f(ν).
The problem has been partially solved by Minkowski [12], Alexandrov [1],
Lewy [11], Nirenberg [13], and Pogorelov [15], and in full generality by Cheng
and Yau [2].
Instead of prescribing the Gaussian curvature other curvature functions F
can be considered, i.e., one studies the problem
(0.2) F |M = f(ν).
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If F is one of the symmetric polynomials Hk, 1 ≤ k ≤ n, this problem has
been solved by Guan and Guan [9]. They proved that (0.2) has a solution, if
f is invariant with respect to a fixed point free group of isometries of Sn.
In a previous work [8] we solved the problem (0.2) for strictly convex
hypersurfacesM ⊂ Sn+1 and for curvature functions F the inverses of which
are of class (K), see [6, Definition 1.3]. These F include all Hk, 1 ≤ k ≤ n,
|A|2, and also any symmetric, convex curvature function homogeneous of
degree 1, cf. [5, Lemma 1.6].
In the present paper we consider the problem (0.2) for strictly convex
hypersurfaces in Hn+1 and for curvature functions F the inverses of which
belong to a subclass of (K), the so-called class (K∗), cf. [6, Definition 1.6].
Among the curvature functions F that satisfy this requirement are the
Gausssian curvature F = K = Hn, and all curvature functions that can be
written as
(0.3) F = HkK
a, 1 ≤ k ≤ n,
where a > 0 is a constant, as well as positive powers of those functions.
The Minkowski space Rn+1,1 contains two spaces of constant curvature as
hypersurfaces, namely, Hn+1 which is defined as
(0.4) Hn+1 = { x ∈ Rn+1,1 : 〈x, x〉 = −1, x0 > 0 }
and the de Sitter space-time N , a Lorentzian manifold of constant curvature
KN = 1
(0.5) N = { x ∈ Rn+1,1 : 〈x, x〉 = 1 }.
We shall show in Section 4 that for any closed strictly convex hypersurface
M ⊂ Hn+1 there exists a Gauß map
(0.6) x ∈M → x˜ ∈M∗ ⊂ N,
where M∗ is the polar set of M . M∗ is spacelike, also strictly convex, as
smooth as M , and the Gauß map is a diffeomorphism.
On the other hand, for any given closed, spacelike, connected, strictly
convex hypersurface M ⊂ N there also exists a Gauß map
(0.7) x ∈M → x˜ ∈M∗ ⊂ Hn+1
which mapsM onto a closed, strictly convex hypersurface in hyperbolic space.
These Gauß maps are inverse to each other.
If we consider M ⊂ Hn+1 as an embedding in Rn+1,1 of codimension 2, so
that the tangent spaces Tx(M) and Tx(H
n+1) can be identified with subspaces
of Tx(R
n+1,1), then the image of the point x under the Gauß map is exactly
the normal vector ν ∈ Tx(Hn+1)
(0.8) x˜ = ν ∈ Tx(Hn+1) ⊂ Tx(Rn+1,1).
Thus, the equation (0.2) can also be written in the form
(0.9) F |M = f(x˜) ∀x ∈M,
where f is given as a function defined in N .
MINKOWSKI TYPE PROBLEMS IN HYPERBOLIC SPACE 3
Using (0.6) we shall prove that (0.9) has a dual problem, namely,
(0.10) F˜ |M∗ = f
−1(x˜) ∀ x˜ ∈M∗,
where F˜ is the inverse of F
(0.11) F˜ (κi) =
1
F (κ−1i )
.
In the dual problem the curvature is not prescribed by a function defined
in the normal space, but by a function defined on the hypersurface.
Both problems are equivalent, solving one also leads to a solution of the
dual one; notice also that
(0.12) M∗∗ =M ∧ ˜˜x = x.
To find a solution we assume that (F˜ , f−1) satisfy barrier conditions, cf.
Definition 5.3 for details.
Then we shall prove
0.1. Theorem. Let F ∈ Cm,α(Γ+), 2 ≤ m, 0 < α < 1, be a symmet-
ric, positively homogeneous and monotone curvature function such that its
inverse F˜ is of class (K∗), let 0 < f ∈ Cm,α(N) and assume that the barrier
conditions for (F˜ , f−1) are satisfied, then the dual problems
(0.13) F |M = f(x˜)
and
(0.14) F˜ |M∗ = f
−1(x˜)
have strictly convex solutions M resp. M∗ of class Cm+2,α, where M∗ is
spacelike.
The paper is organized as follows: Section 1 gives an overview of the
definitions and conventions we rely on. In Section 2 we define the Beltrami
map fromHn+1 to Rn+1 with the help of which we prove Hadamard’s theorem
for strictly convex hypersurfaces in Hn+1 in Section 3.
The Gauß maps and their properties are treated in Section 4. In the last
three sections we prove the existence of a solution in N using a curvature
flow method.
1. Notations and definitions
The main objective of this section is to state the equations of Gauß, Co-
dazzi, and Weingarten for hypersurfaces. Since we are dealing with hyper-
surfaces in a Riemannian space as well as in a Lorenztian space, we shall
formulate the governing equations of a hypersurfaceM in a semi-riemannian
(n+1)-dimensional manifold N , which is either Riemannian or Lorentzian.
Geometric quantities in N will be denoted by (g¯αβ), (R¯αβγδ), etc., and those
in M by (gij), (Rijkl), etc. Greek indices range from 0 to n and Latin from 1
to n; the summation convention is always used. Generic coordinate systems
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in N resp. M will be denoted by (xα) resp. (ξi). Covariant differentiation
will simply be indicated by indices, only in case of possible ambiguity they
will be preceded by a semicolon, i.e., for a function u in N , (uα) will be
the gradient and (uαβ) the Hessian, but e.g., the covariant derivative of the
curvature tensor will be abbreviated by R¯αβγδ;ǫ. We also point out that
(1.1) R¯αβγδ;i = R¯αβγδ;ǫx
ǫ
i
with obvious generalizations to other quantities.
Let M be a spacelike hypersurface, i.e. the induced metric is Riemannian,
with a differentiable normal ν. We define the signature of ν, σ = σ(ν), by
(1.2) σ = g¯αβν
ανβ = 〈ν, ν〉.
In case N is Lorentzian, σ = −1, and ν is time-like.
In local coordinates, (xα) and (ξi), the geometric quantities of the spacelike
hypersurface M are connected through the following equations
(1.3) xαij = −σhijνα
the so-called Gauß formula. Here, and also in the sequel, a covariant deriva-
tive is always a full tensor, i.e.
(1.4) xαij = x
α
,ij − Γ kijxαk + Γ¯αβγxβi xγj .
The comma indicates ordinary partial derivatives.
In this implicit definition the second fundamental form (hij) is taken with
respect to −σν.
The second equation is the Weingarten equation
(1.5) ναi = h
k
i x
α
k ,
where we remember that ναi is a full tensor.
Finally, we have the Codazzi equation
(1.6) hij;k − hik;j = R¯αβγδναxβi xγj xδk
and the Gauß equation
(1.7) Rijkl = σ{hikhjl − hilhjk}+ R¯αβγδxαi xβj xγkxδl .
Here, the signature of ν comes into play.
Now, let us assume that N is a globally hyperbolic Lorentzian manifold
with a compact Cauchy surface. Then N is a topological product R × S0,
where S0 is a compact Riemannian manifold, and there exists a Gaussian
coordinate system (xα), such that the metric in N has the form
(1.8) ds¯2N = e
2ψ{−dx02 + σij(x0, x)dxidxj},
where σij is a Riemannian metric, ψ a function on N , and x an abbreviation
for the spacelike components (xi),
We also assume that the coordinate system is future oriented, i.e. the time
coordinate x0 increases on future directed curves. Hence, the contravariant
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time-like vector (ξα) = (1, 0, . . . , 0) is future directed as is its covariant ver-
sion (ξα) = e
2ψ(−1, 0, . . . , 0).
Let M = graphu|S0 be a spacelike hypersurface
(1.9) M = { (x0, x) : x0 = u(x), x ∈ S0 },
then the induced metric has the form
(1.10) gij = e
2ψ{−uiuj + σij}
where σij is evaluated at (u, x), and its inverse (g
ij) = (gij)
−1 can be ex-
pressed as
(1.11) gij = e−2ψ{σij + u
i
v
uj
v
},
where (σij) = (σij)
−1 and
(1.12)
ui = σijuj
v2 = 1− σijuiuj ≡ 1− |Du|2.
Hence, graphu is spacelike if and only if |Du| < 1.
The covariant form of a normal vector of a graph looks like
(1.13) (να) = ±v−1eψ(1,−ui).
and the contravariant version is
(1.14) (να) = ∓v−1e−ψ(1, ui).
Thus, we have
1.1. Remark. Let M be spacelike graph in a future oriented coordinate
system. Then, the contravariant future directed normal vector has the form
(1.15) (να) = v−1e−ψ(1, ui)
and the past directed
(1.16) (να) = −v−1e−ψ(1, ui).
In the Gauß formula (1.3) we are free to choose the future or past directed
normal, but we stipulate that in general we use the past directed normal
unless otherwise stated.
Look at the component α = 0 in (1.3), then we obtain in view of (1.16)
(1.17) e−ψv−1hij = −uij − Γ¯ 000uiuj − Γ¯ 00iuj − Γ¯ 00jui − Γ¯ 0ij .
Here, the covariant derivatives a taken with respect to the induced metric of
M , and
(1.18) −Γ¯ 0ij = e−ψh¯ij ,
where (h¯ij) is the second fundamental form of the hypersurfaces {x0 = const}.
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2. The Beltrami map
Let Rn+1,1 be the (n + 2)-dimensional Minkowski space with points x =
(xa), 0 ≤ a ≤ n+ 1, where x0 is the time function.
The submanifolds
(2.1) Hn+1 = { x ∈ Rn+1,1 : 〈x, x〉 = −1, x0 > 0 }
and
(2.2) N = { x ∈ Rn+1,1 : 〈x, x〉 = 1 }
are spaces of constant curvature. Hn+1 is the (n+1)-dimensional hyperbolic
space with constant curvature K = −1, and N is a Lorentzian manifold with
constant curvature KN = 1, the de Sitter space-time.
N is globally hyperbolic, as can be seen by introducing polar coordinates
in the Euclidean part of the Minkowski space such that the metric in Rn+1,1
is expressed as
(2.3) ds¯2 = −dx02 + dr2 + r2σijdξidξj ,
where σij is the metric in S
n.
Then N is the embedding
(2.4) N = { (x0, r, ξi) : r =
√
1 + |x0|2, x0 ∈ R, ξ ∈ Sn },
i.e., N = R × Sn topologically and
(2.5) ds2N = e
2ψ{−dτ2 + σijdξidξj},
where
(2.6) τ =
∫ x0
0
1
1 + t2
∧ ψ = 12 log(1 + |x0|2).
Notice that N is simply connected, since n ≥ 2.
Let us analyze a special representation of Hn+1 over the unit ball B1(0) ⊂
R
n+1 in some detail.
2.1. Lemma. Let π be the so-called Beltrami map
(2.7)
π : Hn+1 → B1(0) ⊂ Rn+1
(x0, xi)→ y = ( xix0
)
.
Then π is a diffeomorphism such that, after introducing Euclidean polar co-
ordinates (r, ξ) in B1(0), the hyperbolic metric can be expressed as
(2.8) ds¯2 =
r2
1− r2 {
1
r2(1− r2)dr
2 + σijdξ
idξj}
or, if we define τ by
(2.9) dτ =
1
r
√
1− r2 dr,
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(2.10)
ds¯2 =
r2
1− r2 {dτ
2 + σijdξ
idξj}
≡ e2ψ{dτ2 + σijdξidξj};
τ is uniquely determined up to an integration constant.
Proof. Writing the points in Hn+1 in the form (x0, z) such that
(2.11) −|x0|2 + |z|2 = −1
we deduce
(2.12) x0 =
1√
1− |y|2 , y =
z
x0
,
hence
(2.13) π−1(y) =
( 1√
1− |y|2 ,
y√
1− |y|2
)
is a bijective mapping from B1(0) onto H
n+1.
In polar coordinates (yα) = (r, ξi), 1 ≤ α ≤ n+ 1,
(2.14) x = π−1(y) =
( 1√
1− r2 ,
rξ√
1− r2
)
, |ξ| = 1,
and the form (2.8) of the hyperbolic metric can be deduced from
(2.15) g¯αβ = 〈xα, xβ〉, 1 ≤ α, β ≤ n+ 1.
Now, let us denote the coordinates (τ, ξi) as usual by (xα), 0 ≤ α ≤ n,
τ = x0, and let (g¯αβ) be the metric in (2.10).
Let (g˜αβ) be the Euclidean metric in B1(0) in the coordinate system (x˜
α) =
(τ˜ , xi), such that
(2.16)
ds˜2 = g˜αβdx˜
αdx˜β = r2{dτ˜2 + σijdξidξj}
≡ e2ψ˜{dτ˜2 + σijdξidξj},
where
(2.17) dτ˜ = r−1dr.
Writing τ˜ = ϕ(τ) we deduce
(2.18)
dτ˜
dτ
=
dτ˜
dr
dr
dτ
= ϕ˙ =
√
1− r2.
Let M ⊂ Hn+1 be an arbitrary closed, connected, strictly convex embed-
ded hypersurface, then M is the boundary of a convex body Mˆ . Without
loss of generality we may assume that x0 = (1, 0) = π
−1(0) is an interior
point of Mˆ . Then M can be written as a graph in geodesic polar coordinates
centered at x0, cf., e.g., [3, Section 4], or equivalently, as a graph over S
n in
the coordinates (τ, xi)
(2.19) M = graphu = { τ = u(x) : x ∈ Sn }.
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Because of (2.18)M can also be viewed as a graph M˜ in B1(0) with respect
to the Euclidean metric
(2.20) M˜ = graph u˜ = { τ˜ = u˜(x) : x ∈ Sn }.
Then we derive
(2.21) u˜ = ϕ(u).
Denote by (gij , hij) resp. (gˆij , hˆij) the metric and second fundamental
form of M with respect to the ambient metrics (g¯αβ) resp. (e
−2ψ g¯αβ), and
similarly let (g˜ij , h˜ij) resp. (ˆ˜gij ,
ˆ˜
hij) be the geometric quantities of M˜ with
respect to the ambient metrics (g˜αβ) resp. (e
−2ψ˜ g˜αβ).
Then we have
(2.22) hije
−ψ = hˆij +
dψ
dτ
v−1gˆij
and
(2.23) h˜ije
−ψ˜ =
ˆ˜
hij +
dψ˜
dτ˜
v˜−1 ˆ˜gij ,
where
(2.24) v2 = 1 + σijuiuj
(2.25) v˜2 = 1 + σij u˜iu˜j,
see e.g., [7, Prop. 12.2.11].
Moreover, there holds
(2.26) gˆij = uiuj + σij
and
(2.27) hˆij = −uijv−1,
where (uij) is the Hessian of u with respect to the metric (σij). Analogue
formulas are valid for ˆ˜gij and
ˆ˜
hij .
Hence we deduce
(2.28) hije
−ψ = −uijv−1 + dψ
dτ
v−1gˆij
and
(2.29) h˜ije
−ψ˜ = −u˜ij v˜−1 + dψ˜
dτ˜
v˜−1 ˆ˜gij .
Using the relations
(2.30) u˜i = ϕ˙ui,
and
(2.31) u˜ij = ϕ˙uij + ϕ¨uiuj,
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where
(2.32) ϕ˙ =
√
1− r2, ϕ¨ = −r2,
we obtain after some elementary calculations
(2.33) h˜ij v˜ = (1− r2)hijv,
i.e., M˜ is also strictly convex.
Moreover, let ui = σijuj, then
(2.34)
g˜ij = r−2{σij − ϕ˙
2
v˜2
uiuj}
≥ r−2{σij − 1
v2
uiuj},
since
(2.35) ϕ˙2 = 1− r2 < 1
and we conclude
(2.36) h˜ji v˜ ≥ hjiv,
hence,
(2.37) h˜ji ≥ hji
v
v˜
≥ hji .
Note also, that in points where Du = 0 there holds
(2.38) h˜ji = h
j
i ,
i.e., the principal curvatures are then identical.
Thus, we have proved
2.2. Lemma. Let M ⊂ Hn+1 be a closed, connected, strictly convex hy-
persurface, then the Beltrami map π maps M onto a closed strictly convex
hypersurface M˜ ⊂ B1(0). Moreover, expressing the normal vectors ν resp. ν˜
of M resp. M˜ in the common coordinate system (τ, ξi) yields that they are
collinear.
Proof. Only the last statement needs a verification. Up to a positive factor
the covariant normal vector (να) has the form
(2.39) (να) = (1,−ui)
and (ν˜α), in the coordinate system (τ, ξ
i),
(2.40) (ν˜α) = (
dτ˜
dτ
,−u˜i) = (ϕ˙,−ϕ˙ui) = ϕ˙(1,−ui). 
2.3. Remark. The results of the preceding lemma can also be applied to a
local embedding of a strictly convex hypersurfaceM that can be represented
as a graph in geodesic polar coordinates centered in the Beltrami point (1, 0)
regardless which side of M the Beltrami point is facing.
10 CLAUS GERHARDT
3. Hadamard’s theorem in hyperbolic space
3.1. Theorem. Let M0 be a compact, connected n-dimensional manifold
and
(3.1) x :M0 → Hn+1
a strictly convex immersion of class C2, i.e., the second fundamental form
with respect to any normal is always (locally) invertible, then the immersion
is actually an embedding and M = x(M0) a strictly convex hypersurface
that bounds a strictly convex body Mˆ ⊂ Hn+1. M and M0 are moreover
diffeomorphic to Sn and orientable.
Proof. Since we shall again employ the Beltrami map, we consider Hn+1 as
a hypersurface in Rn+1,1 and M as a codimension 2 immersed submanifold
in Rn+1,1, i.e.,
(3.2) x :M0 → Rn+1,1.
The Gaussian formula for M then looks like
(3.3) xij = gijx− hij x˜,
where gij is the induced metric, hij the second fundamental form ofM consid-
ered as a hypersurface in Hn+1, and x˜ is the representation of the (exterior1)
normal vector ν = (να) of M in T (Hn+1) as a vector in T (Rn+1,1).
Without loss of generality we may assume that the Beltrami point (1, 0)
does not belong to M , since the isometries of Hn+1 act transitively. Let π be
the Beltrami map such that
(3.4) π(1, 0) = 0 ∈ Rn+1
and denote by ϕ its inverse
(3.5) ϕ = π−1 : Rn+1 → Hn+1 ⊂ Rn+1,1.
Corresponding to the immersion x = x(ξ) we then have an immersion
y = π ◦ x
(3.6) y :M0 → Rn+1.
Let M˜ ⊂ Rn+1 be its image and g˜ij h˜ij , ν˜ = (ν˜α) its geometric quantities.
We shall prove that M˜ is an immersed, closed strictly convex hypersurface
and hence an embedded hypersurface, due to Hadamard’s theorem, cf. [16].
In view of the relation
(3.7) x = ϕ ◦ y
we shall then deduce that x = x(ξ) is an embedding.
1Notice that for any closed, connected immersed hypersurface in Hn+1 an exterior
normal vector can be unambiguously defined.
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The inverse Beltrami map ϕ provides an embedding of Hn+1 in Rn+1,1,
i.e., we have the Gaussian formula
(3.8) ϕαβ = g¯αβϕ,
where g¯αβ is the induced metric
(3.9) g¯αβ = 〈ϕα, ϕβ〉.
Differentiating (3.7) covariantly with respect to the metric gij of M we
obtain
(3.10)
xij = ϕαy
α
ij + ϕαβy
α
i y
β
j
= ϕαy
α
ij + g¯αβy
α
i y
β
j ϕ,
in view of (3.8).
Indicate covariant derivatives with respect to the metric g˜ij by a preceding
semicolon such that
(3.11) y;ij = −h˜ij ν˜,
then
(3.12) yij = y;ij − {Γ kij − Γ˜ kij}yk,
hence, we derive from (3.10)
(3.13) xij = ϕαy
α
;ij − {Γ kij − Γ˜ kij}yαkϕα + g¯αβyαi yβj ϕ.
Let ν = (να) be the exterior normal of M expressed in the coordinates
(yα) of Rn+1, then the representation x˜ of ν in T (Rn+1,1)is given by
(3.14) x˜ = ϕαν
α
as can be easily checked.
From (3.3) and (3.13) we then deduce
(3.15) hij = −〈xij , ϕγνγ〉 = h˜ij g¯αβναν˜β ,
where we used
(3.16) xk = ϕαy
α
k
and
(3.17) 〈xk, x˜〉 = 0.
Thus, it remains to prove that
(3.18) g¯αβν
αν˜β 6= 0 inM0.
So far we haven’t used the fact 0 /∈ M˜ , or equivalently, (1, 0) /∈M , but now
we introduce polar coordinates (yα) in Rn+1 such that y0 = r and distinguish
two cases
(3.19) 〈 ∂
∂r
, ν〉 = 0
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and
(3.20) 〈 ∂
∂r
, ν〉 6= 0,
where the metric is the one in Hn+1.
In Euclidean polar coordinates (yα) = (r, ξi) the hyperbolic metric (g¯αβ)
has been expressed in (2.8). Hence, if (3.19) is valid, we deduce
(3.21) ν0 = 0,
and infer further, in view of (3.17),
(3.22)
0 = 〈xi, x˜〉 = 〈ϕα, ϕβ〉yαi νβ
= g¯αβy
α
i ν
β =
r2
1− r2 σkjy
k
i ν
j ,
from which we conclude that
(3.23) g˜αβy
α
i ν
β = 0,
where g˜αβ is the Euclidean metric expressed in polar coordinates.
Thus, ν and ν˜ are collinear, if (3.19) is valid.
On the other hand, if the assumption (3.20) is satisfied, then M , or more
precisely, a local embedding of M0 can be written as a graph in polar coor-
dinates, i.e., we are in the situation where the results of Lemma 2.2 and the
equations (2.39), (2.40) can be applied locally, cf. Remark 2.3, and we deduce
again that ν, ν˜ are collinear.
Therefore, Hadamard’s theorem yields that the immersion is actually an
embedding and that M0, and hence M , is diffeomorphic to S
n. 
4. The Gauß maps
Let M ⊂ Hn+1 be a closed, connected, strictly convex hypersurface given
by an embedding
(4.1) x :M0 →M.
Considering M as a codimension 2 submanifold of Rn+1,1 such that
(4.2) xij = gijx− hij x˜,
where x˜ ∈ Tx(Rn+1,1) represents the exterior normal vector ν ∈ Tx(Hn+1),
we want to prove that the mapping
(4.3) x˜ :M0 → N
is an embedding of a strictly convex, closed, spacelike hypersurface M˜ . We
call this mapping the Gauß map of M .
First, we shall show that the Gauß map is injective. To prove this result
we need the following lemma.
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4.1. Lemma. Let M ⊂ Hn+1 be a closed, connected, strictly convex hy-
persurface and denote by Mˆ its (closed) convex body. Let x ∈M be fixed and
x˜ be the corresponding outward normal vector, then
(4.4) 〈y, x˜〉 ≤ 0 ∀ y ∈ Mˆ
and also strictly less than 0 unless y = x.
The preceding inequality also characterizes the points in Mˆ , namely, let
y ∈ Hn+1 be such that
(4.5) 〈y, x˜〉 ≤ 0 ∀x ∈M,
then y ∈ Mˆ .
Proof.
”
(4.4)“ Let y ∈ int Mˆ be arbitrary and let z = z(t), 0 ≤ t ≤ d be
the unique geodesic in Hn+1 connecting y and x such that
(4.6) z(0) = x ∧ z(d) = y
parametrized by arc length.
Viewing z as a curve in Rn+1,1 the geodesic equation has the form
(4.7) z¨ ≡ Ddt z˙ = z.
If the coordinate system in Rn+1,1 is Euclidean, the covariant derivatives are
just ordinary derivatives.
It is well-known that the geodesic z is contained in Mˆ and that
(4.8) 〈z˙(0), x˜〉 < 0;
notice that, after introducing geodesic polar coordinates in Hn+1 centered in
y, we have
(4.9) 〈z˙(0), x˜〉 = −〈 ∂
∂r
, ν〉
and hence is strictly negative, cf. [3, Section 4].
Thus, ϕ(t) = 〈z(t), x˜〉 satisfies the initial value problem
(4.10) ϕ¨ = ϕ, ϕ(0) = 0, ϕ˙(0) < 0,
and is therefore equal to
(4.11) ϕ(t) = −λ sinh t, λ > 0,
i.e.,
(4.12) ϕ(t) < 0 ∀ t > 0.
Now, let y ∈ M , y 6= x, be arbitrary, and consider a sequence zk of
geodesics parametrized in the interval 0 ≤ t ≤ 1, such that
(4.13) z(0) = x ∧ zk(1)→ y,
where zk(1) ∈ int Mˆ .
The geodesics zk converge to a geodesic z connecting x and y. If
(4.14) 〈z˙(0), x˜〉 < 0,
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then the previous arguments are valid yielding
(4.15) 〈y, x˜〉 < 0.
On the other hand, the alternative
(4.16) 〈y, x˜〉 = 0
leads to a contradiction, since then the geodesic z would be part of the
tangent space Tx(M) which is impossible, cf. the considerations in [3] after
the equation (4.17).
”
y ∈ Mˆ“ Suppose now that y ∈ Hn+1 satisfies (4.5), and assume by
contradiction that y ∈ ∁Mˆ . Pick an arbitrary x0 ∈ intMˆ and let z = z(t),
0 ≤ t ≤ d, be the geodesic joining x0 and y parameterized by arc length, such
that z(0) = x0 and z(d) = y. The geodesic intersects M in a unique point x,
x = z(t1), 0 < t1 < d.
Define
(4.17) ϕ(t) = 〈z(t), x˜〉
and let 0 ≤ t0 ≤ d be such that
(4.18) ϕ(t0) = sup{ϕ(t) : 0 ≤ t ≤ d }.
We now distinguish two cases. First, we assume ϕ(t0) > 0, then there must
hold 0 < t0 < d and ϕ˙(t0) = 0. Thus ϕ satisfies the initial value problem
(4.19) ϕ¨ = ϕ, ϕ(t0) > 0, ϕ˙(t0) = 0,
and must therefore be equal to
(4.20) ϕ(t) = λ cosh(t− t0), λ > 0,
which is a contradiction, since ϕ(0) < 0.
Hence, we must have ϕ(t0) = 0 and we may choose t0 = t1, i.e., there
holds ϕ˙(t1) = 0, which is a contradiction too, because of the inequality (4.8),
which now reads ϕ˙(t1) > 0.
Therefore we have proved y ∈ Mˆ . 
4.2. Theorem. Let x : M0 → M ⊂ Hn+1 be the embedding of a closed,
connected, strictly convex hypersurface, then the Gauß map defined in (4.3)
is injective, where we identify Rn+1,1 with its individual tangent spaces.
Proof. We again assume M to be a codimension 2 submanifold in Rn+1,1.
Suppose there would be two points p1 6= p2 in M0 such that
(4.21) x˜(p1) = x˜(p2),
then the function
(4.22) ϕ(y) = 〈y, x˜(p1)〉
would vanish in the points x(p1) as well as x(p2) contrary to the results of
Lemma 4.1. 
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4.3. Lemma. As a submanifold of codimension 2 M satisfies the Wein-
garten equations
(4.23) x˜i = g
k
i xk
for the normal x˜ and also
(4.24) xi = g
k
i xk
for the normal x.
Proof. We only have to prove the non-trivial Weingarten equation.
First we infer from
(4.25) 〈x, x˜〉 = 0
that
(4.26) 0 = 〈xi, x˜〉+ 〈x, x˜i〉 = 〈x, x˜i〉.
Furthermore, there holds
(4.27) 0 = 〈x˜, x˜i〉,
since 〈x˜, x˜〉 = 1. Hence, we deduce
(4.28) x˜i = a
k
i xk.
Differentiating the relation 〈xj , x˜〉 = 0 covariantly we obtain
(4.29) 〈x˜j , xi〉 = hij
and we infer (4.23) in view of (4.28). 
We can now prove
4.4. Theorem. Let x : M0 → M ⊂ Hn+1 be a closed, connected, strictly
convex hypersurface of class Cm, m ≥ 3, then the Gauß map x˜ in (4.3) is
the embedding of a closed, spacelike, achronal, strictly convex hypersurface
M˜ ⊂ N of class Cm−1.
Viewing M˜ as a codimension 2 submanifold in Rn+1,1, its Gaussian for-
mula is
(4.30) x˜ij = −g˜ij x˜+ h˜ijx,
where g˜ij, h˜ij are the metric and second fundamental form of the hypersurface
M˜ ⊂ N , and x = x(ξ) is the embedding of M which also represents the future
directed normal vector of M˜ . The second fundamental form h˜ij is defined with
respect to the future directed normal vector, where the time orientation of N
is inherited from Rn+1,1.
The second fundamental forms of M , M˜ and the corresponding principal
curvatures κi, κ˜i satisfy
(4.31) hij = h˜ij = 〈x˜i, xj〉
and
(4.32) κ˜i = κ
−1
i .
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Proof. (i) From the Weingarten equation (4.23) we infer
(4.33) g˜ij = 〈x˜i, x˜j〉 = hki hkj
is positive definite, hence x˜ = x˜(ξ) is an embedding of a closed, connected
spacelike hypersurface, where we also used Theorem 4.2.
Since N is simply connected, we conclude further that M˜ is achronal and
thus can be written as a graph over the Cauchy hypersurface {0}×Sn which
we identify with Sn
(4.34) M˜ = graph u˜|Sn ⊂ N,
cf. [14, p. 427] and [6, Prop. 2.5].
(ii) The pair (x, x˜) satisfies
(4.35) 〈x, x˜〉 = 0
and we claim that x is the future directed normal vector of M˜ in x˜, where as
usual we identify the normal vector ν˜ = (ν˜α) ∈ Tx˜(N) with its embedding in
Tx˜(R
n+1,1).
Differentiating (4.35) covariantly and using the fact that x˜ is a normal
vector for M we deduce
(4.36) 0 = 〈x, x˜i〉,
i.e., x˜ and x span the normal space of the codimension 2 submanifold M˜ . By
the very definition of Hn+1 x is a future directed vector in Rn+1,1.
Let us define the second fundamental form h˜ij of M˜ ⊂ N with respect
to the future directed normal vector ν˜ ∈ Tx˜(N), then the codimension 2
Gaussian formula is exactly (4.30) because of (4.36).
Differentiating the Weingarten equation (4.23) covariantly with respect to
the metric g˜ij and indicating the covariant derivatives with respect to g˜ij by
a semi-colon and those with respect to gij simply by indices, we obtain
(4.37) x˜;ij = h
k
i;jxk + h
k
i x;kj
and we deduce further
(4.38) h˜ij = −〈x˜;ij , x〉 = −hki 〈xkj , x〉 = hki gkj = hij .
On the other hand, we infer from (4.36)
(4.39) h˜ij = −〈x˜;ij , x〉 = 〈x˜i, xj〉
which proves (4.31).
The last relation (4.32) follows from (4.38) and (4.33). 
We can also define a Gauß map from strictly convex, connected, spacelike
hypersurfaces M˜ ⊂ N into Hn+1 such that the two Gauß maps are inverse
to each other.
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4.5. Theorem. Let M˜ ⊂ N be a closed, connected, spacelike, strictly
convex, embedded hypersurface of class Cm, m ≥ 3, such that, when viewed
as a codimension 2 submanifold in Rn+1,1, its Gaussian formula is
(4.40) x˜ij = −g˜ij x˜+ h˜ijx,
where x˜ = x˜(ξ) is the embedding, x the future directed normal vector, and g˜ij,
h˜ij the induced metric and the second fundamental form of the hypersurface
in N . Then we define the Gauß map as x = x(ξ)
(4.41) x : M˜ → Hn+1 ⊂ Rn+1,1.
The Gauß map is the embedding of a closed, connected, strictly convex hy-
persurface M in Hn+1.
Let gij, hij be the induced metric and second fundamental form of M ,
then, when viewed as a codimension 2 submanifold, M satisfies the relations
(4.42) xij = gijx− hij x˜,
(4.43) hij = h˜ij = 〈xi, x˜j〉,
and
(4.44) κi = κ˜
−1
i ,
where κi, κ˜i are the corresponding principal curvatures.
Proof. The fact that x = x(ξ) is the immersion of a closed, connected, strictly
convex hypersurface M satisfying the relations (4.42), (4.43), and (4.44) fol-
lows along the lines of the proof of the previous theorem.
Using Theorem 3.1 we then deduce that the immersion is an embedding.

Combining the two theorems, looking especially at the Gaussian formulas
(4.30) and (4.42), we immediately conclude that the Gauß maps are inverse
to each other, i.e., if we start with a closed, strictly convex hypersurfaceM ⊂
H
n+1, apply the Gauß map to obtain a spacelike, strictly convex hypersurface
M˜ ⊂ N , and then apply the second Gauß map, then we return to M with a
pointwise equality.
Denoting the two Gauß maps simply by a tilde, this can be expressed in
the form
(4.45) x = ˜˜x,
or, equivalently, in the form of a commutative diagram
(4.46)
M M˜
M
✲˜
❅
❅❘id
 
 ✠˜
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Before we give an equivalent characterization of the images of the Gauß
maps, let us show that the images of strictly convex hypersurfaces by the
Gauß maps are as smooth as the original hypersurfaces.
4.6. Theorem. Let M ⊂ Hn+1 be a closed, connected, strictly convex
hypersurface of class Cm,α, m ≥ 2, 0 ≤ α ≤ 1, then M˜ ⊂ N , its image under
the Gauß map is also of class Cm,α.
The corresponding regularity result is also valid, if we start with a closed,
spacelike, connected, strictly convex hypersurface in N and use the Gauß map
to embed it into Hn+1.
Proof. We only consider the case when we apply the Gauß map toM ⊂ Hn+1.
Moreover, without loss of generality we shall also assume that the Beltrami
point (1, 0) is not part of M .
(i) First, let us assume that m ≥ 3 and 0 ≤ α ≤ 1. The Gauß map is then
of class Cm−1,α, i.e., M˜ is of class Cm−1,α. Here, we use the coordinates (ξi)
for M also as coordinates for M˜ . The metric g˜ij and the Christoffel symbols
of M˜ are then of class Cm−2,α resp. Cm−3,α, while the second fundamental
form h˜ij is of class C
m−2,α, in view of (4.31).
Representing now M˜ as a graph over Sn,
(4.47) M˜ = graphu|Sn
in conformal coordinates, i.e., we use the coordinates defined in the formulas
(2.3) to (2.6) denoting them this time, however, by (τ, xi) instead of (τ, ξi),
since (ξi) are supposed to be given coordinates for M .
Notice that the transformation (xi(ξk)) is a diffeomorphism of class
Cm−1,α, since the underlying polar coordinates (x0, r, xi), defined in (2.3),
also cover that part of Rn+1,1 that contains M , due to our assumption at
the beginning of the proof. Hence, expressing the Gauß map in this ambient
coordinate system
(4.48) x˜(ξ) = (x0(ξ), r(ξ), xi(ξ)),
where
(4.49) r =
√
1 + |x0|2,
we deduce
(4.50)
g˜ij = 〈x˜i, x˜j〉 = −x0ix0j + rirj + r2σklxki xlj
= − 1
1 + |x0|2 x
0
ix
0
j + (1 + |x0|2)σklxki xkj
in view of (2.3), proving that the Jacobian (xki ) is invertible.
Thus, we conclude that the second fundamental form h˜ij expressed in the
new coordinates (xi) is still of class Cm−2,α.
We want to express the covariant derivatives uij of u with respect to the
metric σij in terms of h˜ij to deduce that uij is of class C
m−1,α, and hence
u ∈ Cm,α(Sn).
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To achieve this we define a new metric gˆαβ in the ambient space
(4.51) gˆαβ = e
−2ψ g˜αβ ,
where g˜αβ is the metric in (2.5). Let gˆij , hˆij and νˆ be the obvious geometric
quantities of M˜ with respect to the new metric, then there holds
(4.52) hije
−ψ = hˆij + ψανˆ
αgˆij
cf. (2.23), where we already used this formula.
On the other hand, hˆij can be expressed in terms of the Hessian u;ij of u
with respect to the metric σij , namely,
(4.53) hˆij = u;ijv
−1,
i.e.,
(4.54) hije
−ψ = u;ij + ψανˆ
α(−uiuj + σij),
hence, u;ij is of class C
m−2,α.
(ii) The case m = 2 and 0 ≤ α ≤ 1 follows by approximation and the
uniform C2,α-estimates. Notice that the approximating second fundamental
forms will converge in C0. 
4.7. Definition. (i) LetM ⊂ Hn+1 be a closed, connected, strictly convex
hypersurface, then we define its polar set M∗ ⊂ N by
(4.55) M∗ = { y ∈ N : sup
x∈M
〈x, y〉 = 0 },
where the scalar product is the scalar product in Rn+1,1 and x, y are Eu-
clidean coordinates.
(ii) A similar definition holds, if M ⊂ N is a spacelike, closed, connected,
strictly convex hypersurface M ⊂ N , then
(4.56) M∗ = { y ∈ Hn+1 : sup
x∈M
〈x, y〉 = 0 }.
4.8. Theorem. The polar sets agree with the images of the Gauß maps.
Proof. Again we only consider the case M ⊂ Hn+1.
In view of Lemma 4.1 there holds
(4.57) M˜ ⊂M∗.
On the other hand, let y ∈M∗ and x ∈M be such that
(4.58) 〈x, y〉 = 0.
Then we deduce, after introducing local coordinates in M ,
(4.59) 〈xi, y〉 = 0
and
(4.60) 〈xij , y〉 ≤ 0,
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where the derivatives are covariant derivatives with respect to the induced
metric gij of M being viewed as a codimension 2 submanifold.
Combining (4.58) and (4.59) we infer
(4.61) y = ±x˜,
but because of (4.42) and (4.60) we deduce y = x˜. 
Let us conclude the section with
4.9. Theorem. The Gauß maps provide a bijective relation between the
connected, closed, strictly convex hypersurfaces M ⊂ Hn+1 having the Bel-
trami point in the interior of their convex bodies and the spacelike, closed,
connected, strictly convex hypersurfaces M˜ ⊂ N+, where
(4.62) N+ = { x ∈ N : x0 > 0 }.
The geodesic spheres with center in the Beltrami point are mapped onto the
coordinate slices {x0 = const}.
Proof. (i) Let M ⊂ Hn+1 be closed, strictly convex such that p0 ∈ intMˆ ,
where p0 = (1, 0, . . . , 0) ∈ Rn+1,1. According to Lemma 2.1, Hn+1 ⊂ Rn+1,1
can be written as the embedding of Rn+1 via the inverse ϕ = π−1 of the
Beltrami map π, and M can be represented as M = graphu|Sn in geodesic
polar coordinates centered in p0, or more precisely, in the coordinates (τ, ξ
i).
A moment’s reflection reveals that the Gauß map of M is given by
(4.63) x˜ = ϕαν
α, ν ∈ Tx(Hn+1),
where ν is the exterior normal. In geodesic polar coordinates the normal ν
is given by
(4.64) (να) = v˜e−ψ(1,−ui),
where v˜ = v−1 and ui = σijuj ; notice that the metric in H
n+1 is expressed
as in (2.10).
Hence, we deduce from (2.14)
(4.65) x˜0 =
r2
(1 − r2)3/2 v˜e
−ψ =
r√
1− r2 v˜ > 0,
i.e., M˜ ⊂ N+.
If M is a geodesic sphere, then we deduce from (4.63) and (4.64) that it
is mapped onto a coordinate slice in N+.
(ii) To prove the inverse relation, consider a spacelike, closed, connected,
strictly convex hypersurface M ⊂ N+. Assuming the coordinate system in
(2.4), (2.5), N+ can be viewed as the embedding of R
n+1\B¯1(0) in R
n+1,1
via the map
(4.66) x = ϕ(r, ξ) = (
√
r2 − 1, rξ), ξ ∈ Sn.
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The Gauß map from M into Hn+1 can then be expressed as
(4.67) x˜ = ϕαν
α,
where
(4.68) ν = v˜e−ψ(1, ui)
is the future directed normal vector in x ∈ M . Let M˜ ⊂ Hn+1 be its image.
Then we have to show that the Beltrami point p0 is an interior point of the
corresponding convex body, or equivalently, that
(4.69) 〈p0, x〉 < 0 ∀x ∈M,
in view of the second part of Lemma 4.1. But we immediately deduce
(4.70) 〈p0, x〉 = −
√
r2 − 1,
in view of (4.66).
Again we conclude from (4.67) that coordinate slices are mapped onto
geodesic spheres. 
5. Curvature flow
Let us now consider the problem of finding a solution of
(5.1) F |M = f(ν),
where F is a curvature function defined in the open positive cone Γ+ ⊂ Rn,
0 < f is a function defined in the normal space of M , and M ⊂ Hn+1 is a
closed, connected, strictly convex hypersurface yet to be determined.
Using the results of the previous section, especially Theorem 4.4 and The-
orem 4.5, we can reformulate the problem equivalently by assuming that
0 < f ∈ C2,α(N), 0 < α < 1, is given and a closed, strictly convex hypersur-
face M ⊂ Hn+1 is to be found satisfying
(5.2) F |M = f(x˜) ∀x ∈M,
where x→ x˜ is the Gauß map corresponding to M .
Let M˜ ⊂ N be the image of M under the Gauß map, which is identical
with the polar M∗ of M , and let F˜ be the inverse of F , i.e.,
(5.3) F˜ (κi) =
1
F (κ−1i )
,
then the equation (5.2) is equivalent to
(5.4) F˜ |M˜ = f
−1(x˜) ∀ x˜ ∈ M˜,
in view of (4.32), where now the right-hand side depends on the points x˜ ∈ M˜ ,
and M˜ ⊂ N is a closed, spacelike, connected strictly convex hypersurface in
the de Sitter space N with curvature KN = 1.
We solved problems of this kind in [6, Theorem 0.2] assuming barrier
conditions and some additional hypotheses. In that paper we denoted the
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curvature function, the right-hand side and the hypersurface by F , f , and
M , which would correspond to the present notation F˜ , f−1, M˜ .
Let us stick to the last notation just long enough to formulate the condition
for F˜ , namely, we assume that F˜ is of class (K∗), where the class (K∗) is
defined in [6, Definition 1.6] as
5.1. Definition. A symmetric curvature function F ∈ C2.α(Γ+)∩C0(Γ¯+)
of class (K)2 is said to be of class (K∗), if there exists 0 < ǫ0 = ǫ0(F ) such
that
(5.5) ǫ0FH ≤ F ijhikhkj
for any positive symmetric tensor (hij). Here (hij) and a Riemannian metric
(gij) should be defined in a given tensor space T
0,2, and H stands for the
trace of (hij)
(5.6) H = gijhij .
5.2. Remark. Functions F that can be written as
(5.7) F = GKa, a > 0,
where K is the Gaussian curvature and G an arbitrary function of class (K),
including the case G = 1, which doesn’t belong to (K), are of class (K∗), cf.
[6, Proposition 1.9].
Thus, we shall solve the original problem (5.2) for curvature functions F
satisfying the requirement that their inverses F˜ ∈ (K∗).
Notice that in case F = K there holds
(5.8) F = F˜ ∈ (K∗).
We shall also assume without loss of generality that F is homogeneous of
degree 1, and hence concave, cf. [8, Lemma 1.2].
Now that we have formulated the condition for F˜ , let us switch notations
to enhance the readability of the text and to simplify the comparison with
former results, and let us rewrite the equation (5.4) in the form
(5.9) F |M = f(x) ∀x ∈M,
where F ∈ (K∗), 0 < f is defined in N and M ⊂ N is a closed, spacelike,
connected, strictly convex hypersurface, where its second fundamental form is
defined with respect to the future directed normal, in contrast to our default
convention to consider the past directed normal.
In order to make the comparison with former results and techniques easier,
we therefore switch the light cone, so that the future directed normal is now
2For a definition of the class (K) see [6, Definition 1.1].
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past directed, and replace the time function τ in (2.6) by−τ without changing
the notation, i.e., x0 is still the time function inherited from Rn+1,1, but
(5.10)
dx0
dτ
= −(1 + |x0|2),
and the coordinate slices with positive curvature are now contained in {τ <
0}.
We want to solve equation (5.9). For technical reasons, it is convenient to
solve instead the equivalent equation
(5.11) Φ(F )|M = Φ(f),
where Φ is a real function defined on R+ such that
(5.12) Φ˙ > 0 and Φ¨ ≤ 0.
For notational reasons, let us abbreviate
(5.13) f˜ = Φ(f).
We also point out that we may—and shall—assume without loss of gener-
ality that F is homogeneous of degree 1.
To solve (5.11) we look at the evolution problem
(5.14)
x˙ = (Φ − f˜)ν,
x(0) = x0,
where x0 is an embedding of an initial strictly convex, compact, space-like
hypersurfaceM0, Φ = Φ(F ), and F is evaluated at the principal curvatures of
the flow hypersurfacesM(t), or, equivalently, we may assume that F depends
on the second fundamental form (hij) and the metric (gij) of M(t); x(t)
is the embedding of M(t), and ν is the past directed normal of the flow
hypersurfaces M(t).
This is a parabolic problem, so short-time existence is guaranteed—the
proof in the Lorentzian case is identical to that in the Riemannian case,
cf. [3, p. 622]—, and under suitable assumptions, which we are going to
formulate in a moment, we shall be able to prove that the solution exists for
all time and converges to a stationary solution if t goes to infinity.
In N we consider an open, connected, precompact set Ω that is bounded
by two achronal, connected, spacelike hypersurfaces M1 and M2, where M1
is supposed to lie in the past of M2.
We assume that 0 < f ∈ C2,α(Ω¯), 0 < α < 1, and that the boundary
components Mi act as barriers for (F, f).
5.3. Definition. M2 is an upper barrier for (F, f), ifM2 is strictly convex
and satisfies
(5.15) F|M2 ≥ f,
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and M1 is a lower barrier for (F, f), if at the points Σ ⊂ M1, where M1 is
strictly convex, there holds
(5.16) F |Σ ≤ f.
Σ may be empty.
To simplify some calculations that are to follow, we introduce an eigen
time coordinate system in N , i.e., we write the metric in the form
(5.17) ds¯2 = −dτ2 + cosh2 τσijdξidξj ,
where σij is the standard metric of S
n. The time function τ is globally
defined, and due to our convention the uniform convex slices are contained
in {τ < 0}.
This preceding relation can be immediately deduced from (2.5) and (2.6).
The special form of the metric with cosh2 τ is of no importance. The crucial
facts are that N has constant curvature, ∂∂τ is a timelike unit vector field,
and the coordinate slices {τ = const} are totally umbilic.
Notice also that, ifM = graphu is a spacelike hypersurface, the previously
defined quantities v and v˜ are identical to those defined in the new coordinate
system
(5.18) v2 = 1− g¯ijuiuj , g¯ij = cosh2 τσij .
However, when applying the formulas in Section 1 one should observe that
in the present coordinate system the terms in equation (1.8) should read
(5.19) ψ = 0 ∧ σij = g¯ij .
We now consider the evolution problem (5.14) with M0 = M2. Then the
flow exists in a maximal time interval I = [0, T ∗), 0 < T ∗ ≤ ∞, and, as we
have proved in [6, Section 4], there holds
5.4. Lemma. During the evolution the flow hypersurfaces stay inside Ω¯.
The hypersurfaces M(t) can be written as graphs over Sn
(5.20) M(t) = graphu(t, ·),
such that, if the barriers are expressed as Mi = graphui, i = 1, 2, we have
(5.21) u1 ≤ u ≤ u2
and the quantity
(5.22) v˜ =
1√
1− |Du|2
is uniformly bounded for all t ∈ I.
Moreover, the initial inequality F ≥ f is valid throughout the evolution,
which can be equivalently formulated as
(5.23) Φ ≥ f˜ .
Let us now look at the evolution equations satisfied by u, v˜, and hji .
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5.5. Lemma. Let M(t) = graphu(t, ·)|Sn be the flow hypersurfaces, then
u satisfies the parabolic equation
(5.24) u˙− Φ˙F ijuij = −v˜(Φ− f˜) + v˜Φ˙F − Φ˙F ij h¯ij ,
where
(5.25) Φ˙ =
dΦ(r)
dr
∧ u˙ = dudt .
Proof. These equations immediately follow from the relations (1.17), (1.18)
and (5.14) by observing that
(5.26) u˙ = x˙0.
Notice that u˙ is the total time derivative, where
”
time“ is just the usual
name for the flow parameter. 
5.6. Lemma. The quantity v˜ satisfies the evolution equation
(5.27)
˙˜v − Φ˙F ij v˜ij = −Φ˙F ijhikhkj v˜ − [(Φ− f˜)− Φ˙F ]h¯ij uˇiuˇj v˜2
+ 2Φ˙F ijhki h¯ki − κ¯2Φ˙F ij g¯ij v˜ − 2κ¯2Φ˙F ijuiuj v˜
+KN Φ˙F
ijuiuj v˜ + fβx
β
i u
i,
where κ¯ is the principal curvature of the slices {τ = const},
(5.28) uˇi = g¯ijuj
and KN = 1 for the de Sitter space-time.
Proof. Let (ηα) = (−1, 0, . . . , 0) be the covariant vector field representing
− ∂∂τ . Differentiating v˜ = ηανα covariantly with respect to the induced metric
of M , where (να) is the past directed normal, we obtain
(5.29)
˙˜v − Φ˙F ij v˜ij =− Φ˙F ijhikhkj v˜ + [(Φ− f˜)− Φ˙F ]ηαβνανβ
− 2Φ˙F ijhkjxαi xβkηαβ − Φ˙F ijηαβγxβi xγj να
− Φ˙F ijR¯αβγδναxβi xγkxδjηǫxǫlgkl
− f˜βxβi xαk ηαgik,
where the ambient space can be a general Lorentzian manifold, cf. [6, Lemma
4.4]; however, in the general case the definition of η has to be adjusted, since
it has to be a unit vector field.
Now, if the ambient space is a space of constant curvature KN , the term
containing the Riemannian curvature tensor vanishes, and we shall show that
the crucial term
(5.30) −F ijηαβγxβi xγj να
can be expressed as claimed.
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First we observe that the second fundamental form h¯ij of the coordinate
slices {τ = const} is given by
(5.31) h¯ij = − 12 ˙¯gij .
Secondly, the vector field (ηα) is a gradient field, namely,
(5.32) (ηα) = gradϕ
with
(5.33) ϕ(τ, xi) = −τ.
Since Dϕ is a unit vector field, we have
(5.34) ϕαβϕ
α = ϕβαϕ
α = 0.
The restriction of ϕ to a coordinate slice is constant, hence, differentiating
ϕ covariantly with respect to the induced metric g¯ij , we deduce
(5.35)
0 = ϕij = ϕαx¯
α
ij + ϕαβ x¯
α
i x¯
β
j
= ϕαν¯
αh¯ij + ϕαβ x¯
α
i x¯
β
j ,
where
(5.36) x¯ = (τ, xi, . . . , xn), τ = const,
is the embedding of the coordinate slice, and we conclude
(5.37) ϕαβ x¯
α
i x¯
β
j = −ϕαν¯αh¯ij = −h¯ij
as well as
(5.38) ϕαβ ν¯
β = 0.
Differentiating (5.37) covariantly with respect to the induced metric of the
coordinate slices, we infer
(5.39) ϕαβγ x¯
α
i x¯
β
j x¯
γ
k = −h¯ij;k = 0,
in view of (5.31), where we also used (5.38).
Finally, differentiating (5.34) covariantly, we conclude
(5.40) 0 = ϕαβγϕ
α + ϕαβϕ
α
γ .
We can now evaluate the term
(5.41) −ηαβγναxβi xγj = −ϕαβγναxβi xγj
with the help of the relations (5.39) and (5.40) yielding
(5.42)
−ϕαβγναxβi xγj = −ϕ0ijν0 + v˜ϕk0j uˇkui + v˜ϕki0uˇkuj
= −v˜h¯ki h¯kj − v˜h¯mk h¯miuˇkuj − v˜h¯mk h¯mj uˇkui
+KN v˜uiuj,
where we applied the Ricci identities.
The indices of h¯ij are raised with the help of the metric g¯ij .
Taking then (5.31) into account completes the proof of the lemma. 
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The equation (5.27) can be even simplified further by using the same
argument as in the case of its Riemannian analogue, cf. [4, Lemma 5.8].
Let η = η(τ) be a positive solution of the ordinary differential equation
(5.43) η˙ = − H¯n η = −κ¯η,
notice that η is defined for all τ ∈ R, and set
(5.44) χ = v˜η.
Then we can prove
5.7. Lemma. The function χ satisfies the evolution equation
(5.45) χ˙− Φ˙F ijχij = −Φ˙F ijhkihkjχ+ [(Φ− f˜) + Φ˙F ]vκ¯χ+ fαxαi uivχ,
for any value of KN .
Proof. Differentiating (5.44) we deduce
(5.46)
χ˙− Φ˙F ijχij = { ˙˜v − Φ˙F ij v˜ij}η + {u˙− Φ˙F ijuij}v˜η˙
− 2η˙Φ˙F ij v˜iuj − v˜η¨Φ˙F ijuiuj .
Now we first observe
(5.47) η¨ = −
˙¯H
n
η − H¯
n
η˙ = − 1n{|A¯|2 + R¯αβ ν¯αν¯β}η + κ¯2η
= KNη.
Secondly, from
(5.48) v˜2 = 1 + ‖Du‖2
we derive
(5.49)
v˜i = vuiju
j = −hijuj + h¯ijujv
= −hijuj + κ¯uiv˜,
hence we obtain
(5.50) −2η˙Φ˙F ij v˜iuj = −2κ¯ηΦ˙F ijhikukuj + 2κ¯2F˙ ijuiuj v˜η.
Inserting (5.47) and (5.50) in (5.46) we conclude
(5.51)
χ˙− Φ˙F ijχij = { ˙˜v − Φ˙F ij v˜ij}η − κ¯{u˙− Φ˙F ijuij}v˜η
− 2κ¯Φ˙F ijhikukujη + 2κ¯2Φ˙F ijuiuj v˜η
−KN Φ˙F ijuiuj v˜η,
from which the result immediately follows, in view of (5.24) and (5.27). 
5.8. Remark. Since the flow stays in a compact subset and the hypersur-
faces M(t) are uniformly convex, there exist positive constants c1, c2 such
that
(5.52) 0 < c1 ≤ χ ≤ c2.
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This follows immediately from the observation that in a point, whereDχ = 0,
there holds
(5.53) hiju
j = 0,
hence Du = 0, and thus χ = η.
In case of a Lorentzian space form the evolution equation for the second
fundamental form is a rather simple expression.
5.9. Lemma. The second fundamental form (hji ) satisfies the differential
equation
(5.54)
h˙ji − Φ˙F klhji;kl = −Φ˙F klhrkhrl hji + Φ˙Fhrihrj − (Φ− f˜)hki hjk
− f˜αβxαi xβkgkj − f˜αναhji + Φ˙F kl,rshkl;ih jrs;
+ Φ¨FiF
j
+KN{(Φ− f˜) + Φ˙F δji − Φ˙F klgklhji}.
Proof. The evolution equation for hji in a semi-Riemannian manifold has been
derived in [6, Lemma 3.5].
If the ambient space is a Lorentzian space form N with curvature KN ,
and if M is a spacelike hypersurface with normal ν, then the former equation
reduces to (5.54).
For Riemannian space forms, this equation has already been established
in [4, Corollary 5.4]. Of course, in the stationary case, this identity was first
proved by J. Simons in [17]. 
6. Curvature estimates
We are now able to prove the a priori estimate for the principal curvatures
of the M(t).
6.1. Lemma. Consider the flow in a maximal interval I = [0, T ∗), choose
Φ = log, and assume that the initial hypersurface M2 is of of class C
4,α,
where F ∈ (K∗) and 0 < f ∈ C2,α(Ω¯). Then there are positive constants
k1, k2, depending only on F , f and Ω, such that the principal curvatures κi
are estimated by
(6.1) 0 < k1 ≤ κi ≤ k2.
Proof. It suffices to prove an upper estimate for κi, since F |∂Γ+ = 0.
We observe that u, v˜ and χ are already uniformly bounded, and that χ is
also uniformly positive, cf. Remark 5.8.
Let ϕ and w be defined respectively by
ϕ = sup{ hijηiηj : ‖η‖ = 1 },(6.2)
w = logϕ+ λχ,(6.3)
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where λ is a large positive parameter to be specified later. We claim that w
is bounded for a suitable choice of λ.
Let 0 < T < T ∗, and x0 = x0(t0), with 0 < t0 ≤ T , be a point in M(t0)
such that
(6.4) sup
M0
w < sup{ sup
M(t)
w : 0 < t ≤ T } = w(x0).
We then introduce a Riemannian normal coordinate system (ξi) at x0 ∈
M(t0) such that at x0 = x(t0, ξ0) we have
(6.5) gij = δij and ϕ = h
n
n.
Let η˜ = (η˜i) be the contravariant vector field defined by
(6.6) η˜ = (0, . . . , 0, 1),
and set
(6.7) ϕ˜ =
hij η˜
iη˜j
gij η˜iη˜j
.
ϕ˜ is well defined in neighbourhood of (t0, ξ0).
Now, define w˜ by replacing ϕ by ϕ˜ in (6.3); then, w˜ assumes its maximum
at (t0, ξ0). Moreover, at (t0, ξ0) we have
(6.8) ˙˜ϕ = h˙nn,
and the spatial derivatives do also coincide; in short, at (t0, ξ0) ϕ˜ satisfies the
same differential equation (5.54) as hnn. For the sake of greater clarity, let us
therefore treat hnn like a scalar and pretend that w is defined by
(6.9) w = log hnn + λχ.
At (t0, ξ0) we have w˙ ≥ 0, and, in view of the maximum principle, we
deduce from (5.5), (5.54), and (5.45)
(6.10)
0 ≤ Φ˙Fhnn − (Φ− f˜)hnn + λc1 − λǫ0Φ˙FHχ
+ λc1[(Φ− f˜) + Φ˙F ]
+ Φ˙F ij(log hnn)i(log h
n
n)j
+ {Φ¨FnFn + Φ˙F kl,rshkl;nh nrs; }(hnn)−1,
where we have estimated bounded terms by a constant c1, assumed that h
n
n, λ
are larger than 1, and used (5.5) as well as the simple observation
(6.11) |F ijhkj ηik| ≤ ‖η‖F
valid for any tensor field (ηik).
Now, the last term in (6.10) is estimated from above by
(6.12) {Φ¨FnFn + Φ˙F−1FnFn}(hnn)−1 − Φ˙F ijhin;nh njn; (hnn)−2,
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cf. [6, Lemma 1.5], where the sum in the braces vanishes, due to the choice
of Φ. Moreover, because of the Codazzi equation, we have
(6.13) hin;n = hnn;i,
and hence, we conclude that (6.12) is bounded from above by
(6.14) −(hnn)−2Φ˙F ijhnn;ihnn;j .
Thus, the terms in (6.10) containing the derivatives of hnn sum up to some-
thing non-positive.
Choosing then in (6.10) λ such that
(6.15) 2 ≤ λǫ0χ
we derive
(6.16)
0 ≤ − Φ˙FH − (Φ− f˜)hnn
+ λc1[(Φ− f˜) + Φ˙F ] + λc1.
We now observe that Φ˙F = 1, and deduce in view of (5.23) that hnn is a
priori bounded at (t0, ξ0). 
The result of the preceding lemma can be restated as a uniform estimate
for the functions u(t) ∈ C2(Sn). Since, moreover, the principal curvatures
of the flow hypersurfaces are not only bounded, but also uniformly bounded
away from zero, in view of (5.23) and the assumption that F vanishes on
∂Γ+, we conclude that F is uniformly elliptic on M(t).
7. Convergence to a stationary solution
We are now ready to prove Theorem 0.1. Let M(t) be the flow with initial
hypersurface M0 =M2. Let us look at the scalar version of the flow
(7.1)
∂u
∂t
= −v(Φ− f˜),
cf. [6, equ. (3.5)].
This is a scalar parabolic differential equation defined on the cylinder
(7.2) QT∗ = [0, T
∗)× Sn
with initial value u(0) = u2 ∈ C4,α(Sn). In view of the a priori estimates,
which we have established in the preceding sections, we know that
(7.3) |u|
2,0,Sn
≤ c
and
(7.4) Φ(F ) is uniformly elliptic inu
independent of t. Moreover, Φ(F ) is concave, and thus, we can apply the
regularity results of [10, Chapter 5.5] to conclude that uniform C2,α-estimates
are valid, leading further to uniform C4,α-estimates due to the regularity
results for linear operators.
Therefore, the maximal time interval is unbounded, i.e. T ∗ =∞.
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Now, integrating (7.1) with respect to t, and observing that the right-hand
side is non-positive, yields
(7.5) u(0, x)− u(t, x) =
∫ t
0
v(Φ− f˜) ≥ c
∫ t
0
(Φ− f˜),
i.e.,
(7.6)
∫ ∞
0
|Φ− f˜ | <∞ ∀x ∈ Sn
Hence, for any x ∈ Sn there is a sequence tk →∞ such that (Φ− f˜)→ 0.
On the other hand, u(·, x) is monotone decreasing and therefore
(7.7) lim
t→∞
u(t, x) = u˜(x)
exists and is of class C4,α(Sn) in view of the a priori estimates. We, finally,
conclude that u˜ is a stationary solution of our problem, and that
(7.8) lim
t→∞
(Φ− f˜) = 0.
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