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1. Project Period: 
October 1, 1983 to September 30, 1986 
2 .  Personnel: 
Principal Investigators: 
C. Bennet Setzer (Oct. 1, 1983 to Sept. 30, 1985) 
N. A. Warsi (Oct. 1, 1983 to Sept. 30, 1986) 
Graduate Students: 
I. O'Nour, P. Sparrow, F. Brown, Linda Adams and E. Placide 
The first three have finished their graduate theses and the 
last two are in the process of doing so. 
3. Summary of Completed Work 
This report contains the work accomplished through three 
main prject. 
finish shortly. 
that of the second project. 
Two more projects started during this period will 
The corresponding report will be included in 
(a) A Survey of Pattern Recognition: An Annotated Bibliography 
(See Appendix I) 
The work consisted of a wide-ranging search for articles 
and books concerned with fuzzy automata and syntactic pattern re- 
cognition. Also, a number of survey articles on image processing 
and feature detection have been collected. 
basically survey, it lays down the foundation of further work 
through its annotated bibliography. The complete work is in- 
cluded as Appendix I. 
Although the work is 
(b) Edqe Detection and Imaqe Processing Usins a Gradient and 





















Hough's algorithm illustrates one way in which knowledge 
about the image can be used to interpret the details of the 
image. Since the used syntactic methods are more local, the per- 
formance of standard local techniques are studied. To this end, 
an edge following algorithm based on comparison of the gradients 
at adjacent pixels is implemented. In general, the closest 
match is considered an extension of an edge element. 
found that in hand generated pictures, the algorithm worked well 
on following straight lines, but had great difficulty turning 
corners. The connectivity of polygons was not evident in the 
resulting global edge trace. This experimental work although, 
poor in performance has helped other related efforts. If an 
edge is being followed stepwise, some history would be useful 
It was 
in picking a continuation. The goal would be to be able to con- 
tinue across apparent gaps in edges, given that the algorithm 
was already following a "strong edge". For details see Appendix 
11. 
(c) Minimal Finite Automata From Finite Traininq Sets 
The basic result of this research is an algorithm which pro- 
duces a minimal finite automaton recognizing a given finite set 
of strings. Minimality is in the number of states and compared 
among those automata that recgonizes the given string and no 
other up to a given length. One difficulty of the construction 
is that, in some cases, this minimal automaton is not unique 
for a given set of strings and a given maximum length. Numerous 
examples show that it c'orrectly deduces the "correct" automaton 








these examples show that non-unicity of the minimal automaton 
disappears for large samples. However, the convergence of the 
algorithm in the limit has not been demonstrated. 
This algorithm compares favorably with other inference 
algorithms. It seems to produce smaller automata than other 
methods (e.g. [l]). It produces a deterministic automaton dir- 
ectly comparing with [l]. More importantly, the algorithm pro- 
duces an automaton with a rigorously described relationship to 
the original set of strings that does not depend on the al- 
gorithm itself. In general, the study of abstract objects is 
more tractable if they have invariant relationships among them- 
selves. See Appendix I11 for details). 
[l] Vernadat, F and R. Rives, "Regular Grammatical Inference by 
a Successor Method", 6th International Conference on Pattern 
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CHAPTER O N E  
INTRODUCTION 
t 
A most s i g n i f i c a n t  branch of r e c o g n i t i o n  t echno logy  i s  
"image p r o c e s s i n g " .  I t  invo lves  t r a n s f o r m i n g  p i c t u r e s  i n t o  
forms t h a t  f a c i l i t a t e  a n a l y s i s  by machines a n d / o r  humans. 
Edge d e t e c t i o n  i s  g e n e r a l l y  a n  i m p o r t a n t  s t e p  i n  
a u t o m a t i c  image p rocess ing .  For t h e  most par t ,  edge 
d e t e c t i o n  i s  a two-step process .  The i n i t i a l  s t e p  c o n s i s t s  
o f  d e t e r m i n i n g  t h e  l o c a l  edges  ( e . g . ,  g r a y  l e v e l  
d i s c o n t i n u i t i e s )  of a n  image. The second s t e p  i n  t h i s  
p r o c e s s  i n v o l v e s  a method of c o n n e c t i n g  l o c a l  edges  i n t o  
g l o b a l  e d g e s .  To a c c o m p l i s h  t h i s ,  w e  shall use a n  edge 
f o l l o w i n g  - t e c h n i q u e .  
T h i s  p a p e r  i s  a n  i n v e s t i g a t i o n  o f  one method o f  edge 
d e t e c t i o n .  Programs a r e  provided  which i l l u s t r a t e  t h e  two 
s t e p  p r o c e s s  i n v o l v e d  i n  t h e  problem of  edge  d e t e c t i o n .  
G e n e r a l l y ,  t h e  d e t e c t i o n  o f  edges i s  s t a r t e d  by pe r fo rming  
l o c a l  o p e r a t i o n s  on pic ture  ne ighborhoods  th rough  t h e  use of  
a n  edge  o p e r a t o r .  These  o p e r a t i o n s ,  sometimes r e g a r d e d  as 
l o c a l  edge  o p e r a t i o n s  compare i n t e n s i t y  v a l u e s  w i t h i n  small 






















may b e  used f o r  d e t e c t i n g  edges ,  t h e  g r a d i e n t  w i l l  b e  used 
i n  t h i s  p a p e r .  I t  i s  one of the most commonly used edge  
o p e r a t o r s .  The r e su l t  of the grad ien t?  i s  a v e c t o r  a t t a c h e d  
t o  e a c h  p i c t u r e  p o i n t  i n d i c a t i n g  t h e  d i r e c t i o n  o f  maximum 
h 
g r a y  l e v e l  change.  The p i c t u r e  i s  similar  t o  t h e  magnet ic  
f i e l d  i n  t h e  space around a magnet ic  b a r  where l i n e s  of  
f o r c e  a re  used t o  show t h e  d i r e c t i o n  a par t ic le  would tend 
t o  move. The l i n e s  o f  f o r c e ,  l i k e  t h e  o r i e n t a t i o n s  from t h e  
g r a d i e n t ,  form a c o n v e n i e n t  way t o  create a v i s u a l  image of  
the s i t u a t i o n .  
The g r a d i e n t  o p e r a t o r  i s  a p p l i e d  t o  e a c h  p i x e l  o r  
e l e m e n t  in t h e  i n p u t  p i c t u r e ,  t h u s  t r a n s f o r m i n g  t h e  p i c t u r e  
i n t o  a n  a r r a y  o f  g r a d i e n t  v e c t o r s .  Each g r a d i e n t  magni tude  
t h a n  t h e  t h r e s h o l d  v a l u e  a r e ,  for a l l  p rac t ica l  p u r p o s e s ,  
d i s r e g a r d e d  as  edges .  G r a d i e n t  magni tudes  g r e a t e r  t h a n  or 
e q u a l  t o  t h e  t h r e s h o l d  v a l u e s  r e p r e s e n t  s i g n i f i c a n t  edges  i n  
t h e  image. The t e c h n i q u e  o f  t h r e s h o l d i n g  i s  a way o f  
s egmen t ing  o r  s e p a r a t i n g  t h e  o b j e c t  i n  a p i c t u r e  f rom i t s  
background,  assuming t h a t  t h e  picture  i s  s imply  a n  
objec t -background image. The p r o c e s s  d e s c r i b e d  above  i s  
g e n e r a l l y  r e f e r r e d  t o  as a p r e p r o c e s s i n g  or e a r l y  p r o c e s s i n g  





















A method f o r  edge fo l lowing  w i l l  also b e  p r e s e n t e d  i n  
t h i s  p a p e r .  The edge fo l lowing  t e c h n i q u e  computes a 
"goodness of f i t "  measurement f o r  e a c h  p a i r  o f  a d j a c e n t  
p i x e l s .  The goodness  measure i s  based on t h e  g r a d i e n t  of 
e a c h  of t h e  two pixe ls .  Combining pairs  o f  p i x e l s  that f i t  
w e l l  p roduces  l o n g e r  e d g e s .  The outcome of t h i s  method i s  
i n  t h e  form of  a chain-coded r e p r e s e n t a t i o n  which 























DESCRIPTION O F  THE PROBLEM 
b 
T h i s  pape r  f o c u s e s  upon two t y p e s  of  image p r o c e s s i n g  
problems.  The f i r s t ,  r e f e r r e d  t o  as l o c a l  edge  d e t e c t i o n ,  
b a s i c a l l y  i n v o l v e s  l o c a t i n g  d i s c o n t i n u i t i e s  o f  g r a y  l e v e l s  
i n  a g i v e n  picture.  The second problem, edge  f o l l o w i n g ,  
i n v o l v e s  l i n k i n g  l o c a l  edges  to form g l o b a l  edges .  The 
f o l l o w i n g  p a r a g r a p h s  w i l l  b e  a d i s c u s s i o n  o f  t h e s e  c o n c e r n s .  
2.1 THE EDGE DETECTION PROBLEM 
C e n t r a l  t o  work invo lv ing  p ic ture  p r o c e s s i n g  by a 
computer  i s  r e p r e s e n t a t i o n  o f  the picture .  S i n c e  t h e  ac tua l  
o b j e c t  c a n n o t  be man ipu la t ed  in  t h e  computer ,  a model which 
c a n  b e  used i s  g e n e r a l l y  c o n s t r u c t e d  t o  r e p r e s e n t  t h e  real  
o b j e c t .  
A p i c t u r e  i s  t y p i c a l l y  recorded  a s  a v e c t o r  or a r r a y  o f  
f i x e d  d imens ions .  I t  c o n s i s t s  of components which may b e  
a c c e s s e d  a r b i t r a r i l y  by s p e c i f y i n g  a n  i n d e x  which g i v e s  t h e  
p o s i t i o n  o f  t h e  component w i th in  t h e  a r r a y .  For example, 
t h e  p i c t u r e  may be g i v e n  a s  a r e c t a n g u l a r  a r r a y  o f  Y x N 


















Before  a p i c t u r e  can b e  a n a l y z e d  by t h e  d i g i t a l  
computer ,  i t  m u s t  b e  conver ted  t o  a d i s c r e t e  form o r  b i n a r y  
t 
image. T h i s  i s  u s u a l l y  ach ieved  by r e c o r d i n g  t h e  p i c t u r e  
p h o t o g r a p h i c a l l y  and then  t r ans fo rming  i t  based  on i n t e n s i t y  
v a l u e s  w i t h i n  l o c a l  r e g i o n s  of t h e  p ic ture .  In t h e  c a s e  of  
t h e  b l a c k  and w h i t e  p i c tu re ,  t h e s e  v a l u e s  a r e  r e f e r r e d  t o  as 
g r a y  l e v e l s .  
A p o i n t ,  ( x , y > ,  in the  d i g i t i z e d  p i c t u r e  i s  r e f e r r e d  t o  
as a p i x e l .  Each  p i x e l  can b e  s a id  t o  r e p r e s e n t  a square, 
w i t h  t h e  h o r i z o n t a l  and  v e r t i c a l  n e i g h b o r s  of  ( x , y )  s h a r i n g  
a common boundary ,  and  its d i a g o n a l  n e i g h b o r s  touch ing  i t  
o n l y  a t  a c o r n e r .  (See  f i g .  1) 
f i g .  1. R e p r e s e n t a t i o n  of a p i x e l  on a 3 x 3 
























Except f o r  t h o s e  p ixe l s  i n  t h e  f i r s t  o r  l a s t  row o r  column, 
e a c h  p i x e l  i n  a r e c t a n g u l a r  g r i d  r e p r e s e n t a t i o n  has  e i g h t  
immediate  n e i g h b o r s  a s s o c i a t e d  w i t h  i t  a s  shown i n  f i g .  1. 
1 
The n e i g h b o r s  a r e  i d e n t i f i e d  a s  
An edge  e l emen t  ( x , y >  d e f i n e s  t h e  common boundary between 
two a d j a c e n t  e l e m e n t s .  An edge is  a sequence  o f  edge 
e l e m e n t s  ( x  ,y ), ( x  ,y  ) . . . ( x  , y  ) ,  such  that t h e  sequence  
o f  boundary segments  t hey  d e f i n e  on tile r e c t a n g u l a r  g r i d  is  
1 1  2 2  n n  
connec ted .  The d i r e c t i o n  of a segment  i s  de te rmined  by 
moving c l o c k w i s e  a round  the boundar ies  of the  edge  e l emen t .  
Each p i x e l  has a g r a y  l e v e l  v a l u e  which c a n  be modi f i ed  
by a p p l y i n g  a n  o p e r a t i o n  t o  i t .  The re  shou ld  b e  a n  a b r u p t  
change  ( e d g e )  i n  g r a y  l e v e l  a t  the  boundary between b l a c k  
areas and w h i t e  areas. For i n s t a n c e ,  by a p p l y i n g  a n  edge 
d e t e c t i n g  o p e r a t o r  t o  a b l a c k  and w h i t e  p i c t u r e ,  edges  can  
b e  d e t e c t e d .  A s i m p l e  o p e r a t o r  f o r  d e t e c t i n g  edges  i s  t h e  
g r a d i e n t .  T h i s  o p e r a t i o n  on a p i c t u r e  computes a v a l u e  
( g r a d i e n t  magni tude)  which r e f l e c t s  t h e  amount of  v a r i a t i o n  
i n  g r a y  l e v e l  a t  a p ixe l .  T h a t  i s ,  h i g h  v a l u e s  a r e  i n  areas 
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where edges  are l o c a t e d  and low v a l u e s  elsewhere. X t  a l s o  
computes a d i r e c t i o n  which cor responds  w i , t h  t h e  d i r e c t i o n  of 
maximum change i n  g r a y  l e v e l .  t 
T h r e s h o l d i n g  these magnitudes i s  a way of  segment ing  
t h e  p i c t u r e  i n t o  two r e g i o n s  of g r a y  l e v e l s .  P o i n t s  where 
t h e  g r a d i e n t  magni tude i s  g r e a t e r  t h a n  or e q u a l  t o  a c e r t a i n  
t h r e s h o l d  is de te rmined  t o  b e  an  edge  e l emen t  c a n d i d a t e  and 
is set  t o  t h e  number 1, 0's a r e  a s s i g n e d  e l s e w h e r e .  T h i s  
new image i s  3 two-valued image sometimes r e f e r r e d  t o  as  a 
b i n a r y  image o r  d i s c r e t e  v a l u e s .  
2 . 2  THE EDGE FOLLOWING PROBLEM 
Edge f o l l o w i n g  i s  implemented a f t e r  t h e  s e t  of edge  
e l e m e n t  c a n d i d a t e s  have been i s o l a t e d .  The f o c u s  of t h e  
edge  f o l l o w i n g  t e c h n i q u e  is the l o c a t i o n  of  connec ted  edge 
. e l e m e n t s  and a p r o c e s s  for l i n k i n g  t h e s e  components as  a n  
i n d i c a t i o n  of t h e  "goodness"  of  a n  edge .  Goodness h e r e  
refers t o  a measure  of how well two a d j a c e n t  edge  e l e m e n t s  
" f i t  t o g e t h e r " .  A l o c a l  neighborhood o f  a p i x e l  i s  d e f i n e d  
as t h e  p i x e l  and  i t s  e i g h t  a d j a c e n t  n e i g h b o r s  on a 3 x 3 
g r i d .  A check  i n  t h e  d i r e c t i o n  of  e a c h  a d j a c e n t  n e i g h b o r  
f o r  one  which has  t h e  l a r g e s t  "goodness" i n  r e l a t i o n  t o  t h e  





















c a n d i d a t e s  ( t h o s e  p i x e l s  marked w i t h  t h e  number 1) would be  
p r o c e s s e d  i n  t h e  same manner. The goodness  o p e r a t o r ,  a 
l o c a l l y  a p p l i e d  ope ra  t o r ,  computes a goodneds of  f i t  measure 
i n  t h e  l o c a l  neighborhood of e a c h  c e n t r a l  p i x e l ,  which 
a l l o w s  t h e s e  compar isons  w i t h i n  t h e  neighborhood t o  b e  
s u c c e s s f u l l y  implemented. 
As a f o r e m e n t i o n e d ,  when we view a p i x e l  as a square on 
a r e c t a n g u l a r  g r i d ,  i t  can  have e i g h t  a d j a c e n t  n e i g h b o r s .  
To d e t e r m i n e  which n e i g h b o r  has been  chosen  t o  have t h e  b e s t  
f i t  t o  t h e  c e n t r a l  p i x e l  i n  a l o c a l  ne ighborhood,  a 
d i r e c t i o n  code  r e p r e s e n t e d  by t h e  numbers { 1 , 2 , 3 ,  ... 8 )  i s  
a s s i g n e d  t o  e a c h  o f  t h e  e i g h t  n e i g h b o r i n g  p o s i t i o n s .  The 
cod ing  p rocedure  used t o  i d e n t i f y  a n e i g h b o r  i s  
s t r a i g h t f o r w a r d ,  i t  a s s i g n s  the  a d j a c e n t  p i x e l  v e r t i c a l l y  
upward from t h e  c e n t r a l  p i x e l  t h e  code 1, and  o t h e r  codes  
can b e  de t e rmined  by making a s s ignmen t s  p r o g r e s s i v e l y  w h i l e  
moving i n  a c l o c k w i s e  d i r e c t i o n .  An i l l u s t r a t i o n  of t h e  





















f i g .  2 .  Coding scheme used i n  t h e  
a s s ignnen t  c f  d i r e c t i o n  codes.  
I n  g e n e r a l l y ,  we can say t h a t  the codes r e p r e s e n t  arrows o r  
o r i e n t a t i o n s  a s  i n d i c a t e d  by the coding  scherne. As the  
p i c t u r e  i s  scanned ,  a d i r e c t i o n  code i s  .Issigned which 
co r re sponds  w i t h  t h e  ne ighbor  havine the  "bes t  € i t "  t o  t he  
c e n t r a l  p i x e l .  The . codes  genera ted  from t h i s  can be s a i d  t o  
r e p r e s e n t  a "coded p i c t u r e "  when d i s p l a y e d  i n  the  f o r m  of a 





















0 0 0 0 0 0  
0 0 3 3 7 0 .  
0 1 0 0 7 0  
t 
0 1 0 0 7 0  
0 1 3 3 7 0  
0 0 0 0 0 0  
Chain-codes: 3 3 7 1 7 1 7 1 3 3 7 
f i g .  3. r h e  matrix of  cha incodes .  
Here, t h e  coded p i c t u r e  i l l c s t r a t e s  t h e  d i r e c t i o n  in which 























IMPLEMENTATION NOTES ' 
The t h r u s t  o f  t h i s  s t u d y  is edge  d e t e c t i o n  and  edge 
f o l l o w i n g .  The p roceed ing  i s  a n  e x p l a n a t i o n  of s e v e r a l  
programming c o n s i d e r a t i o n s .  The program was implemen t e d  i n  
s t a n d a r d  PASCAL on t h e  V A X  11/780. 
3.1 INPUT DATA 
The p i c t u r e  w i l l  be  in t h e  form of a b l a c k  and  w h i t e  
r e p r e s e n t a t i o n .  Each p i x e l  i n  t h e  p i c t u r e  p r o v i d e  some 
d e t a i l  a b o u t  t h e  picture.  I n  t h i s  case, a d e s c r i p t i o n  i s  
needed which r e p r e s e n t s  bo th  t h e  image ( b l a c k  area)  and t h e  
background ( w h i t e  a r e a )  of t h e  p i c t u r e .  By u s i n g  a n  
a s t e r i s k  (*) a t  e a c h  p i x e l  where t h e  image i s  l o c a t e d ,  
r e p r e s e n t a t i o n  o f  t h e  d e s i r e d  image is g e n e r a t e d .  The 
background i s  made up o f  any  o t h e r  character. Using t h i s  
a r r a n g e m e n t ,  a number of  d i f f e r e n t  images may be  c r e a t e d  and 
p r o c e s s e d ,  r e s p e c t i v e l y .  This p i c t u r e  w i l l  r e p r e s e n t  t h e  








b b b b b b  
b * b b * b  
b b b b b b  
fig. 4 .  A r e p r e s e n t a t i o n  of  t h e  i n p u t  p i c t u r e .  
The picture i s  p l a c e d  i n t o  a d a t a  f i l e  which i s  a way 
of a s s u r i n g  that i t  w i l l  n o t  be d e s t r o y e d  o r  a l t e r e d  in a n y  
. WaJ. .- .- Ur... . . .rr r u r s s L ,  f o r  thc purpese cf analysis, the  p i r - r n r e  is 
c o p i e d  i n t o  a n  a r r a y ,  of a s i z e  e q u a l  t o  t h e  d a t a  f i l e .  
3 . 2  INTERNAL CODE 
I n  o r d e r  t o  f u r t h e r  process t h e  p ic ture  i t  is n e c e s s a r y  
t o  encode  t h e  i n p u t  p i c t u r e  n u m e r i c a l l y .  For  t h i s  pu rpose ,  
d e s c r i p t i v e  v a l u e s  a r e  a s s i g n e d  t o  e a c h  p i x e l  of t h e  
picture.  T h i s  i s  accomplished by s c a n n i n g  t h e  p . i c t u r e  from. 
l e f t  t o  r i g h t ,  t op  t o  bottom, whenever an a s t e r i s k  is  
e n c o u n t e r e d  t h e  number 10 i s  a s s i g n e d  t o  t h a t  p i x e l ,  





















t h e  d a t a  l o c a t e d  a t  each p i x e l .  I n  t h i s  c a s e ,  t h e  v a l u e s  
r e p r e s e n t  t h e  two r e g i o n s  of g r a y  l e v e l s .  The number 10 
r e p r e s e n t s  t h e  b l a c k  area and 0 i s  f o r  &he w h i t e  area.  The 
c h o i c e  of t h e  numbers i s  a r b i t r a r y ,  b u t  must b e  d i f f e r e n t  
enough t o  d i s t i n q u i s h  the  two r e g i o n s .  T h i s  numer i ca l  
d e s c r i p t i o n  o f  t h e  p ic ture  is s t o r e d  i n  t h e  new a r r a y ,  
NUMPIC[x,y]. I t  i s  obvious t h a t  b e f o r e  t h e  p ic ture  i s  
c o m p l e t e l y  a n a l y z e d ,  i t  w i l l  undergo a number of 
t r a n s f o r m a t i o n s .  I n  f a c t  NUMPIC[x,y] w i l l  b e  used i n  
s u b s e q u e n t  a l g o r i t h m s  f o r  f u r t h e r  m a n i p u l a t i o n  and  g r a y  
l e v e l  i n t e r p r e t a t i o n s .  Using t h e  i n p u t  p ic ture  i n  f i g .  4 ,  
t h e  d a t a  i n  t h e  new a r r a y  would be  r e p r e s e n t e d  as  shown i n  
f i g .  5 .  
0 0 0 0 0 0  
0 10 10 10 10 0 
0 1 0  0 0 1 0  0 
0 1 0  0 0 1 0  0 
0 10 10 10  10 0 
0 0 0 0 0 0  
























4.1 EDGE DETECTION TECHNIQUE 
I t  is  known, i n  g e n e r a l ,  t h a t  a n  edge  r e p r e s e n t s  a 
l o c a t i o n  i n  t h e  p i c t u r e  where a n  a b r u p t  change o c c u r s .  To 
d e t e r m i n e  where t h e s e  changes a r e  o c c u r r i n g ,  a g r a d i e n t  
o p e r a t o r  i s  a p p l i e d  t o  the p i c t u r e .  S i n c e  t h e  g r a d i e n t  
o p e r a t o r  i s  a c o n t i n u o u s  o p e r a t o r ,  i t  must b e  c o n v e r t e d  t o  a 
d i f f e r e n c e  o p e r a t i o n  for use on a d i s c r e t e  picture.  
We use : 
D i f f x  = Numpic[x,y] - Numpic[x+l,y] 
D i f f y  = Numpic[x,y] - Numpic[x,y+l] 
Using d a t a  from t h e  n u m e r i c a l l y  encoded p i c t u r e ,  t h i s  
p r o c e s s  would g e n e r a t e  d a t a  similar t o  t h a t  shown i n  f i g s .  
6a a n d  6b. 
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f ig .  6 .  
t 
( a )  Diffx 
0 -5 -5 -5 -5 0 
0 5 1 0 1 0  5 (3 
0 5 0 0 5 0  
0 5 - 5 - 5  5 0 
0 5 0 0 5 0  
0 1 0  10 10 13 u 
(b) Diffy 
0 0 0 0 0 0  
-5 10 0 -5 10 0 
-5 5 5 5 1 0  0 
0 0 0 0 0 0  
-5 5 5 5 1 0  0 
-5 10 0 -5 10 0 
f i g .  6 .  (a)  and (b) Represent data in the 























Using D i f f x  and D i f f y  a s  components of t h e  g r a d i e n t ,  t h i s  
o p e r a t o r  i s  now r e p r e s e n t e d  a s :  
t 
2 2 
G r a d i e n t  = S q r b ( D i f f x I x , y ]  + D i f f y [ x , y ]  ) 
Grad ien t  msgni t udes  a r e  g e n e r a t e d  by a p p l y i n g  t h e  
o p e r a t o r  t o  e a c h  e l e m e n t  i n  t h e  numeric  p i c t u r e  s t a r t i n g  i n  
t h e  f i r s t  row and end ing  i n  t h e  l a s t  one. (See  f i g .  7 a )  With 
t h i s  d a t a ,  edges  c a n  be l o c a t e d  by t h r e s h o l d i n g  the  
magnitudes.  The t h r e s h o l d  is s u p p l i e d  a t  run t ime.  
The magnitudes genera ted  from t h i s  o p e r a t i o n  which a r e  
g r e a t e r  than  t h e  t h r e s h o l d  va lue  a r e  recorded  a s  edge  d a t a ,  
and a r e  marked w i t h  t h e  number 1 ,  o t h e r w i s e  a v a l u e  o f  0 i s  
assigned. .  The 1’s and 0’s a r e  s t o r e d  i n t o  a n  a r r a y  which 





















f i g .  7 .  
b 
0 5 5 5 5 0  
5 7 11 11 11 0 
5 1 1  0 5 1 1  0 
5 1 1  5 7 1 1  0 
5 11 11 11 14 0 
0 0 0 0 0 0  
( a )  P i c t u r e  of g r a d i e n t  magn i tudes .  
u o o o o o  
0 0 1 1 1 0  
0 1 0 0 1 0  
0 1 0 0 1 0  
0 1 1 1 1 0  
0 0 0 0 0 0  





















4 . 2  EDGE FOLLOWING YETHOD 
Given t h e  l o c a l  edges found i n  t h e  p roceed ing  
o p e r a t i o n ,  we use t h e  goodness o p e r a t o r  t o  d e t e r m i n e  how 
-1 
well a d j a c e n t  p i x e l s  are  connec ted  t o  t h e  c e n t r a l  p i x e l .  
The goodness  ope ra  t o r  uses g r a d i e n t  magni tudes  and 
i n f o r m a t i o n  from t h e  two d i f f e r e n c e d  ma t r ices ,  
(Oiffx[x,y],Diffy[x,y]). The goodness  o p e r a t o r  i s  d e f i n e d  
as  : 
I n  t h i s  fo rmula ,  ( x  , y  ) locates da ta  a t  t h e  p o s i t i o n  o f  a n  
a d j a c e n t  n e i g h b o r  and  ( x , y )  l o c a t e s  d a t a  a t  t h e  c e n t r a l  
n n  
p i x e l  i n  a l o c a l  neighborhood.  Using t h i s  e q u a t i o n ,  a 
goodness  measure is computed for e a c h  of t h e  n e i g h b o r s  i n  
t h e  l o c a l  ne ighborhood of  t h e  c e n t r a l  p i x e l .  The goodness  
v a l u e  f o r  t h e  e i g h t  ne ighbors  are compared t o  e a c h  o t h e r .  
The " b e s t  goodness"  i s  recorded  t o g e t h e r  w i t h  t h e  p o s i t i o n  
of t he  a d j a c e n t  p i x e l  w i t h  the  best f i t ,  t h e  p o s i t i o n  of  t h e  





















Recall, t h e  g r a d i e n t  computes a n  o r i e n t a t i o n  of 
d i s c o n t i n u i t y ,  which a r e  b a s i c a l l y  d i r e c t e d  l i n e s  i n d i c a t i n g  
t h e  d i r e c t i o n  o f  maximum change i n  the picture .  3y knowing 
t h e  o r i e n t a t i o n  of the  l i n e  formed from t h e  x and y 
t 
c o o r d i n a t e s  o f  t h e  c e n t r a l  p i x e l  i n  terms o f  i t s  g r a d i e n t  
(Diffx,Diffy) and that of its a d j a c e n t  n e i g h b o r  of best f i t  
w i t h i n  t h e  l o c a l  neighborhood,  an  a n g l e  can b e  formed. The 
a n g l e  i s  formed when a n  a d j a c e n t  p o i n t  i s  p r o j e c t e d  o n t o  t h e  
c e n t r a l  p o i n t .  The two v e c t o r s  can  be  used t o  r e f l e c t  how 
p a r a l l e l  o r  p e r p e n d i c u l a r  the g r a d i e n t s  of two p i x e l s  a r e  to  
e a c h  o t h e r .  The more p a r a l l e l  t h e  g r a d i e n t s  a r e ,  t h e  
smaller t h e  goodness  measure. The more p e r p e n d i c u l a r  t he  
g r a d i e n t s  a re ,  t h e  l a r g e r  t h e  goodness  measure. More 
c o n t i n u a  t i o n  of a n  edge .  
Each of t h e  e i g h t  n e i g b o r s  i n  t h e  r e g i o n  i s  a s s i g n e d  a 
code  {1,2, ..., a }  moving i n  a c l o c k w i s e  f a s h i o n .  The code 
r e p r e s e n t s  t h e  d i r e c t i o n  i n  which t h e  edge is moving. I t  is 
a l s o  r e c o r d e d  as d a t a  from t h i s  p rocedure .  Here t h e  edge  
p i x e l  r e p r e s e n t s  t h e  c e n t r a l  p i x e l  i n  t h e  l o c a l  ne ighborhood 
and  t h e  n e i g h b o r  w i t h  t h e  best  goodness  r e f l e c t s  the  
a d j a c e n t  n e i g h b o r  w i t h  a magni tude  most r e l a t e d  t o  t h e  





















by a p p l y i n g  t h e  goodness  opera t o r  t o  each  l o c a l  ne ighborhood 
where a p i x e l  a t  an edge e x i s t s .  
The edge f o l l o w i n g  method is cont:olled by a p r o c e d u r e  
which produces  a r eco rd  of l o c a l  'edges,  a g r a d i e n t  
magni tude,  a goodness  measure,  and  a chain-coded d i r e c t i o n .  
An i l l u s t r a t i o n  of  a chain-coded edge image f o r  o u r  example 
is shown i n  f i g .  8. 
0 0 0 0 0 0  
0 0 3 7 1 0  
0 1 0 0 1 0  
0 5 0 0 5 0  
0 3 3 7 5 0  
0 0 0 0 0 0  
f i g .  8. r h e  chain-coded image f o r  sample i n p u t  p ic ture .  
In t h i s  way, t h e  c h a i n  codes  can be used to  link t h e  l o c a l  
edges  t o g e t h e r  t o  form a g l o b a l  edge .  
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P ROGRAWI NG STRATJGY 
t 
A method for edge  d e t e c t i o n  is d i s c u s s e d  i n  t h i s  
s e c t i o n  which a l l o w s  f o r  simple patterns t o  be c o n v e n i e n t l y  
r e p r e s e n t e d  and  a n a l y z e d  f o r  image p r o c e s s i n g .  The s t r a t e g y  
used in s o l v i n g  t h e  edge  d e t e c t i o n l e d g e  f o l l o w i n g  problem i s  
o u t l i n e d  below. 
5.1 MAJOR DATA STRUCTURES 
RSIZE : rou  s i ze  
CSIZE : column size 
UBORDERX and LBORDERX : u p p e r  and lower  
boundar i e s  o f  t h e  x 
c o o r d i n a  te 
UBORDERY and  LBORDERY : upper  and lower  
boundar i e s  of  t h e  y 
c o o r d i n a t e  
DIFFX and DIFFY : components of t h e  g r a d i e n t  
GRADIENT : l e n g t h  of t h e  g r a d i e n t  






















CTX,CTY : t he  c e n t r a l  p i x e l  of  t h e  l o c a l  
neighborhood 
ORIGPIC[c tx ,c ty]  : a s t o r a g e  l o c a t i o n  f o r  t h e  
p i c t u r e  
t 
NUMPIC[ctx,cty] : a n  a r r a y  ho ld ing  t h e  numer ic  
p i c t u r e  
ADJPTARY : a n  a r r a y  o f  a d j a c e n t  n e i g h b o r s  
A D J X , A D J Y  : t h e  a d j a c e n t  p i x e l  w i t h  t h e  
best  f i t  
GOODN : a measure of  how well a n  a d j a c e n t  p i x e l  
f i t s  t o g e t h e r  w i t h  a c e n t r a l  p i x e l  
BESTGOODN : t h e  goodness measure o f  t h e  
a d j a c e n t  p i x e l  w i t h  t h e  best  
f i t  to  t h e  c e n t r a l  p i x e l  
CODE[ctx,cty] : a r r a y  o f  d i r e c t i o n  codes  
RESULT[ctx,cty] : a r r a y  of 1’s and  0’s 
5 . 2  INPUT FILE DESCRIPTION 
PICTURE i s  a t e x t  f i l e  where t h e  i n p u t  p i c t u r e  i s  
s t o r e d .  Using a s t e r i s k s  (*) t o  o u t l i n e  t h e  image ( b l a c k  
a r e a )  and  a n y  o t h e r  c h a r a c t e r  t o  r e p r e s e n t  t h e  background 





















t o  b e - p r o c e s s e d ,  t h e  e x i s t i n g  i n p u t  p i c t u r e  would need t o  be  
d i s c a r d e d  i n  o r d e r  t o  c r e a t e  a new one i n  t h e  f i l e .  
5.3 MAJOR PROCEDURES 
I 
t 
A. M A I N  PROGRAM 
1. Read t h e  picture i n t o  a r r a y  O R I G P I C .  
(PICMATRX) 
2. Encode t h e  p i c t u r e  n u m e r i c a l l y ,  by s c a n n i n g  
t h e  p i c t u r e  and r e p l a c i n g  t h e  a s t e r i s k s  
encoun te red  w i t h  the number 10,  o t h e r w i s e  
a s s i g n  0.  S t o r e  the new image in a r r a y  
NUMPIC. (CHANGEPIC) 
3 .  Develop t h e  components (DZFFx and DIFFy) of 
t h e  g r a d i e n t  opera  t o r .  (DIFFERENCE) 
4. Appiy t h e  g r a d i e n t  ope ra  t o r  t o  t h e  p i c t u r e .  
Compare t h e  g r a d i e n t  magni t udes  t o  t h e  
t h r e s h o l d ;  i f  t h e  g r a d i e n t [ c t x , c t y ]  i s  g r e a t e r  
t h e  than o r  e q u a l  to t h e  t h r e s h o l d  a s s i g n  a 1 
to p i x e l ,  o t h e r w i s e  a s s i g n  a v a l u e  of 0. 
Store t h i s  data i n  a r r a y  RESULT. (GRADTHRSHLD) 
5 .  S e a r c h  and  produce  t h e  c h a i n c o d e s .  S t o r e  t h e  
codes  i n t o  a r r a y  CODE. (NEXTSEARCH) 
6. D i s p l a y  a r r a y  CODE. (FINALMTRX) . 

















For e a c h  pixel  w i t h  a g r a d i e n t  magni tude 
g r e a t e r  t han  t h e  t h r e s h o l d  do t h e  f o l l o w i n g :  
1. Find t h e  a d j a c e n t  n e i g h b o r s  ‘of t h e  p i x e l  
and  s t o r e  t h i s  d a t a  i n  a r r a y  ADJPTARY. 
( FINDADJACENT) 
2. Compute a goodness o f  € i t  measure f o r  e a c h  
a d j a c e n t  ne ighbor  i n  t h e  l o c a l  ne ighborhood 
of t h e  c e n t r a l  p i x e l .  Compare t h e  v a l u e s  
wl t h i n  t h e  l o c a l  ne ighborhood t o  d e t e r m i n e  
which has t h e  l a r g e s  t “goodness”  r e l a t i v e  
t h e  c e n t r a l  p i x e l .  Ou tpu t  t h e  c o o r d i n a t e s  
of  t h e  c e n t r a l  p i x e l ,  t h e  c o o r d i n a t e s  o f  t h e  
a d j a c e n t  ne ighbor  w i t h  t h e  b e s t  goodness ,  t h e  
g r a d i e n t  magnitude of t h e  c e n t r a l  p i x e l  and  
t h e  goodness  measure. (GOODNESS ) 
3 .  D i r e c t i o n  code i s  computed and  s t o r e d  i n  
a r r a y  CODE. 
C. FINALMTRX 























T h i s  p a p e r  p r o v i d e s  a system o f  picture  p r o c e s s i n g  for 
t h e  d e t e c t i o n  of edges  in g r a y  l e v e l  p i c t u r e s .  To 
i l l u s t r a t e  t h e  e f f e c t i v e n e s s  o f  program EDGEDETCT s e v e r a l  
images have been p r o c e s s e d .  Images t e s t e d  i n  t h i s  s t u d y  are  
s i z e  10 x 10. In  t h i s  program, t h e  user m u s t  create  t h e  
i n p u t  p i c t u r e  i n  a t e x t  f i l e  b e f o r e  t h e  p r o c e s s i n g  b e g i n s  
and m u s t  a l s o  s u p p l y  a t h r e s h o l d  v a l u e  a t  run  time. By 
e n t e r i n g  t h e  t h r e s h o l d  i n t e r a c t i v e l y ,  i t  has  been de te rmined  
that f o r  t h e  examples used,  t h r e s h o l d  v a l u e s  between 8 and 
14 are c o n s i d e r e d  a p p r o p r i a t e .  T h a t  i s ,  a n y  number g r e a t e r  
than 14 w i i i  cause a ioss of r e l e v a n t  edge d a t a  a n a  v a i u e s  
less than 8 w i l l  p i ckup  u n d e r s i r a b l e  d a t a .  
An edge  f o l l o w i n g  t e c h n i q u e  i s  a l s o  p r e s e n t e d  which 
i l l u s t r a t e s  t h e  c o n c e p t  of  edge  "goodness" .  The edge 
following t e c h n i q u e  uses a 3x3 g r i d  r e p r e s e n t a t i o n ,  which 
i n c l u d e s  a central  p i x e l  and i t s  e i g h t  immediate n e i g h b o r s .  
Using a l o c a l  goodness  o p e r a t o r  i n  l o c a l  ne ighborhoods  of 
t h e  p i c t u r e ,  y i e l d s  a l i s ts  of connec ted  e l e m e n t s .  A coded 





















i n  a chain-coded m a t r i x .  The coded p i c t u r e  may be 
i n t e r p r e t e d  as  a d i r e c t i o n  m a t r i x  where t h e  codes  r e p r e s e n t  
o r i e n t a  t i o n s  of d i r e c t i o n a l i t y .  
t 
B a s i c a l l y ,  t h e  mechanisms invo lved  i n  t h e  edge 
d e t e c t i o n l e d g e  f o l l o w i n g  t echn ique  i n c l u d e  a series of  
t r a n s f o r m a t i o n s  of  a n  i n p u t  picture .  S t a r t i n g  w i t h  a n  
o r i g i n a l  image, a new image is produced.  I n  a s e n s e ,  o u r  
beforehand knowledge of  t h e  o r i g i n a l  p ic ture  is l i m i  t e d ,  we 
know more a b o u t  t h e  new image s i n c e  each  t r a n s f o r m a t i o n  
p r o v i d e s  a d d i t i o n a l  informa t i o n  which can  b e  b e t t e r  
i n t e r p r e t e d  by us. For  example, t h e  compar ison  between t h e  
o r i g i n a l  p i c t u r e  ( f i g s .  4 and 5) and t h e  chain-coded image 
(fig. 8)  prx!ucee knovledge about  the o r i g i n z l  p i c t u r e  =?.it 
we can  b e t t e r  unde r s tood .  In  t h e  i n s t a n c e  of  o u r  example ,  
we can  i n t e r p r e t  t h e  codes t o  p r e s e n t  t h e  d i r e c t i o n  of  
maximum change  in t h e  p i c t u r e .  
One o f  t h e  d i f f i c u l t i e s  w i t h  t h e  program d e s c r i b e d  in 
i ts  p r e s e n t  form is t h e  problem i t  has i n  i n t e r p r e t i n g  t h e  
c o r n e r s  o f  a n  o b j e c t  d u r i n g  t h e  s c a n n i n g  o f  t h e  pictures t o  
l o c a t e  l o c a l  edges .  There was a l s o  a 1 i m i t a . t i o n  i n  the  
t y p e s  o f  p i c t u r e s  which could b e  c r e a t e d .  S imple  patterns 
were p r i m a r i l y  used in t h i s  i n v e s t i g a t i o n .  
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D e s p i t e  t h e s e  drawbacks,  t h e  p i c t u r e s  sampled i n d i c a t e d  
that program EDGEDETCT was e f f e c t i v e  i n  t h e  e x t r a c t i o n  of  
l o c a l  edges .  I n  a d d i t i o n ,  t h e  pr2gram was capable o f  
growing a n  edge  and  de te rmin ing  t h e  shabe  of o b j e c t s .  
Although t h e  program sends  t h e  o u t p u t  d a t a  t o  a 
s t a n d a r d  d a t a  f i l e ,  i t  can  a l s o  b e  c a p t u r e d  i n  t h e  Virtual 
Memory S t o r a g e  (VMS) us ing  a Def ine /Use r  command. A copy of 
t h e  program is prov ided  i n  t h e  APPENDIX s e c t i o n  of t h e  
p a p e r ,  a l o n g  w i t h  p r i n t o u t s  of t h e  sampled d a t a .  
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A P P E N D I X  
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SRADAPRAY=APPAY[O, .CSIZE, 0.. RSIZEIOF REAL: 
ORISINAL=ARRAY 13. .CS:ZE,O, .RSI!EIOF CHAR; 
ORIG=ARPAYLO.. CSIZE.9. .PSIZE!CF PEAL; 
OELTAY-ARRAY t0, .CSI!E, 0. ,PSI:E:Ci REAL; 
OELTAX=ARPAYLO.,CSIZE,~..RSIZEIOF PEAL; 
?E!lP?YPE=ARRLY 13. ,CS!:E,3, ..SSI:E!OF !‘i7Ef?; 
DIRECT1 ON=APPAY 10, , CS I !E, 0. ,195 I iE I CF ! NTEGEF ; 
SOODVALS=ARRAYIO, .7?of REAL; 




q[;:-z; =“:z>y:;,,;;2c F;;ITI(y: 
var PICTURE: TEXT; 
OR !SP IC: OR1 6INRL : 










r m . ~ ) .  c ~ A I ) . ~ ~ . Y .  
3KHU~QnHUHfTEM1, 




















PROCED'JRE P I  Cn4TX (OF! IEP IC: OR IGIHAL) : 
VAF! X ,  Y: INTESER; 
BEGIN ! t I  PIC!?II?X I t )  b 
S E S E T  (PICTURE); 
WRITEL% 
B E 6 I H  
FOR 1:=9 TO PSIZE 99 
BESIN 
FOP Y:=O T i l  CSIZE 10 
BEGIN 
READ (PICTURE, OR! 6P!Ct X. Y ?  1 : 
REflDLN ( P I C E R E !  : 
END; 




END: ( END OF PICflII1)I 1 
DMGINAL PA4-GE IS 
OF POOR QUALITY 
t t t t t t f t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t f l l l l l l ; ; ~ ~ ; t  t t l t t t t ~ f t ~ t t f t t t t t t t t f t  
t 2 
I 1 
Procedare CHANGEP!C, ;can3 t h e  DiCtQro and ajsilzs r_ ;Iinber :C sach 
p o i n t  in  the oicture.  The number 10 i s  X S i p n E d  t a  J J l a i s  where an 
t asterisk resides and 0’s elsewhere, Thls nsw pic:ure 1 5  stcred in t 
t array NURP!C,tx,y!. 1 
t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t t l l l l ~ l t l l l : l l ~ l l l l ~ l l l l l l t t t l t l t l l t l :  
PROCEDURE C~AffiEP!C!ORIGPIC:ORI61tlAL: VA@ NUEP!C: O R I G I  ; 
VLR X,Y: INTESER; 
.I 
BE61W ( I t  CHAN6EPIC tll 
WRITELM(’ THIS IS THE PICTURE’); 
WR ITELA : 
FOR X:=O TO !?SIZE DO 
BESIN 
FOR Y:=0 TO CSIZE DO 
BE6IN 
IF ORIGPICLX, Y I= ’1’ 
ELSE 
?FEN NV!lPIC[X,YI:=lO 
NUFPIC[Y, Y l : = 3 :  




























t : : : t t : t t : l t t t t : l t t t t t l l t t t t f t l t t t t t t t l t ~ : l : ~ l t t l l l t t ~ l ~ l l : ~ t l ~ l t ~ : f : l ! l ~ l : t ~  
t 1 
t the vertical difference (DIFFzL~.yl) and the hori:ontal differ?ncs 1 
1 IDIFFytx,yl). T h i s  difference information i j  t h e  3pprcximat:on : 
: t o  the gradient ased i n  the orqrao. 1 
t t t ~ t t t : t : t t t t : t t t t t t : ~ : ~ t t t l t t t t t : t t : : ~ : ~ : ~ ~ : ~ : l : : t t : : ~ : : : : : : ~ l l t : ~ : : ~ : l ~ t ~ :  
PROCEDURE DIFFEP€NCE!NUI1PIC:CliIS:V~R b1FFX:DELTAX;VRR 9IFFY:DELTRY) i 
VAR X,Y: INTESER; 
This proceduro d i v : i e s  the ;::We :nta twc difference satr::es, 
I 
BESIN !tt  D!FFERENCE I:) 
FOR X:=O TO RSIZE DO 
YRITELN: 
YR ITELN I ' DIFF ( Y  ' 1 ; 
BESIN 
FOR Y:=O 10 
BESIN 
CSIZE 90 
DlFFYtX,YI:=(N~~PICLX, Y1) - (NU!PIC[X. Y*lll I?; 
WRITE (TRUNC (DIFFYtX,Y 1 1  : 4 )  ; 
dRITELN; 





WRITELN ( ' 
WRITELN: 
DIFF(X1' 1 ; 
FOR 1:s 0 TO (RSIZE - 11 DO 
BE61N 
WRI TELN; 
FOR Y:=O TO CSIZE DO 
BEfiIN 
IFFXLX, Y 1: = f NUWIC[X,  Y 1) - ! NUUP IC! X t I ,  Y 1) i 2: 






Wf! I TELN; 
END; C END OF DIFFEPENCE 1 
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t:::l:ftl::::::~!:!::~l::~::::::::l:lll::::ll:!::l:::ll;~::llf::lll~::!~!::: 
t Procedure SRADTHRSHLD conputes a gradient ;aagnit.;de a: e d y  F ixe l  wh1:h t 
t is  maoared t o  a threshold valxe  that t h e  cser jes iqnatzs .  Pgiat i  rhere t 
t tbe  jradiect magnitude is greater than the thr5shold are sarked with :*: t 
t t h e  nusber !, cthernise 3 0 i s  assigned. The l ’ j  and  0’ ars stored t 
t i n  array RESVLT[it~,ctylm t 
t:t::::::::::::::::::!::::::~::::::~::::!:::~:!l::::::::::::!:l::l::l::::: 
PROCEDURE SRADTHRSHLD!CTX, CTY: INTESER; VAR RESULT: TEYPTYPE; 
t 
V6R SRAD: GRADARRAY 1 : 
VIR THRESHOLD: REAL; 
BEGIN 
FOR CTX:=O TO RSIZE DO 
BEGIN 
FOR CTY:= 0 TO CSIZE DO 
IF SRADtCTX,CTY: != THRESHOLD THEN 
ELSE 








SRAD RESULT: ’ 1 : 
FOR CTX:=O TO FSIZE DO 
BESIN 
FOR fTY:=O TO CSIZE DO 
llRITE (RESULT[CTX , C Y  I: 4 )  ; 
WRITELN: 
9 D ;  
WRITELN; 
51R ITELN; 
END: (END OF SRADTHPSHLDI 
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ORIGINAL' PAGE rs 
OF POOR QUALITY: 
PROCEDURE FINDADJACENT (CTX, CTY: INTE6ER;VAR ADJPTARV: ADJARRAV); 
VAP I : INTE6EP: 
t 
FOR I:* TO 7 W 
B E ~  
AD JPTARY t I I, 1: t-95,; 
ADJPTARY [ I I . Y : 4 9 ;  
END: 
THEN IF CfX=tBOPOERX 
I F  CTY=:RVDERY 
THEN BESIN 
ADJPTFIPV[OI. X: =CTX* 1; 
ADJPTARY (31, Y: =CTY; 
4D:PTFIPY t !!. X: =CTX* I ;  
ADJPTARY I I. Y :=tTY*l;  
MJPTARYt?:. X:=CTX; 
ADJPTARY t2I. Y :WY + I  ; 
En0 
USE I F  CTX=UBORDERX 
1" BESIN 
ADJPTARY CJ. X: =CTX : 
ADJPTARY ttl, Y:=CTY+l; 
ADJPTARYlSI .  X:=CTI-1; 
ADJPTARY13J. Y: sCTY+l; 
hDJPtAPVI41. X:=ttX-!; 




ADJPTARY 01. Y: =CTY; 
AOJPTARY [ 11, X:=CTI+ 1; 
ADJPTARYt Il.Y:=CTV+I; 
ADJPTWY[ZI.X:=CTI; 
ADJPTARY [21. Y: =CTY+l; 
ADJPTARY 131. X:=CTX-l; 
RDJPTARY [31, Y: =CTY+1 ; 
MJPTARY t 41. I:=C?Y - 1 : 
ADJPTARY [ 41. Y: = U Y ;  
m 
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ELSE IF fTY:UtDPDEPY 
THEN IF CTIrLBORDERI  
THEN BESIN 
A D J P T A U t  01, X: *CTX* 1 ; 
A D P T M Y  t 0). Y: 4 T Y ;  
ADJPTAPY[bl ,  X: ~ C f l ;  
ADJPTACY 161, Y: .Cry- 1; 
ADJPTARY[71.X: .CTI+ 1 ; 
ADJPT ARY [ ?: , Y: .C?Y- 1 ; 
END 
ELSE IF CTX*UBOR@ERX 
THEN B E S I N  
ADJPTRPY [ 41. I : SCTX-! ; 
ACJP7ARY 141. 'I: 4 T Y ;  
nDJPTAPY[ 51. I :  4 T X - 1 ;  
ADJPTARY 13:. Y: 4 T Y - 1 ;  
ADJPTAPV! b I. I : rC?I ; 
ADJPTARY[bl. Y: SCTY-1; 
END 
ELSE BESIW 
ADJPTARY [ 41, I : =C!I - 1  : 
A D J P T W [ 4 1 1  Y :=tTY; 
AD JP! AP Y ! 51. I : 4 T X -  I ; 
ADJPTAFY! 61. I:=CTX: 
ADJPTAPY [ 71. I :=CTX* 1 : 
ADJPTARY t 7  2 .  Y : =C?Y -1 ; 
END 
aDJPTRPY [:I, Y: = " J Y - l ;  
.I.m.*u,l. Y -CTY-. 
f i U d ~ l f i E ~ l O J ~ l i % * ~  1; 
ELSE If CTIrLBORDERX 
TEN BE6IN 
ADJPTACY [OI. I: =CTI+l; 
ADJPTAPY 1 :. I: =CTI* 1 ; 
ADJPTAPV t 11. Y: +CTY* 1; 
ADJPTARY 121. I: =CTI;  
A D J P T A A ? t 2 1 . Y : = f T ~ * l ;  
kDJPTAPY[6 I .  X : =CT 1 ; 
ADJPTARY (b!, Y :-CTY - 1; 
ADJPTAP! t 71. X: =CTX+ 1 : 




I ’  
ELSE I F  tTX=UBORDERI 
MW E6II 
LDJPTARY I21.1 I rCTX ; 
ADJPTARY I2l.Y: . C T Y * l ;  
f i J P T A R Y  t 31.1:411-1; 
ADJP‘TARY 131. Y: * C T Y * l ;  
A D J P T M Y  I 41.1 : 4 T X -  1 ; 
ADJPTMY t 4 l . Y : = C P I ;  
ADJPTARY IS I. I : 41 I - I ; 
ADJPTARY 151 .Y: =CTY-l ;  
A D J P T M Y  t 61. I:=CTI; 
ADJPTARY 161. Y : sCTY - 1 ; 
aD 
h D J P I A R Y I O 1 . 1 : 3 T X * l ;  
IDJPTMY (01. Y: =ClY;  
hDJPTI1RY I 1 I. X:4TX* l ;  
ADJPTARY t 1 I. Y: =CfY* l ;  
ADJPTARY(Z1. 1 : =CT 1; 
ADJPTARY (21. V: =CTY* l ;  
ADJPTARY [ S I .  I : 411-1 ; 
ADJPTARY 131. Y: = C T Y * l ;  
A D J P T A R Y t I I .  I:=CTI-l; 
ADJPTRRY:4l.Y:=CTY; 
ADJPTARY [:I. I: XTX-1; 
ADJPTARY tf1.Y: 4 T Y - 1 ;  
ADJPTARY I b 1.1: =CTX: 
RDJPTARY b I. Y: =CTV- 1 ; 
M J P T A R Y  t 71. 1 : %TI*! ; 
ADJPTARY[?!. Y:=CTV-l ;  
ELSE BELIN 
END; {END OF IF) 
MRITWI: 
(MITELN ( ’  P O S I T I D ” ,  CTX, CTY 1 : ! 
MR ITEM; 
FOP 1:4 TC 7 DO 
YEITELW (ADJP?ARY[: 2 .  X ,  ADJPTRRY ~ 1 l . Y )  ;I  
( 






















RRlGINAG PA4-GE Fs 
OF PO02 QUALITY 
t t t t : : : : : : : : l : : t t : : : : : : t : ~ : : l : : l t : : t : l : : : : : : : l : : ~ : : : : : t : : l l : : : ~ : t t : t : : : : : : t ~ t  
t The foilor1n3 jrccedure i s  :sed t: : m u t o  3 coadness c f  ' it ieasure 1 
t for each p a i r  of adlacent jixels. This measure i e t e r s i n e s  whether  I 
t t 
t t 
t t t t t t t t t t  t t t t t t t t t t t t t t t t t t t t t t  t t t t~Xt t t : : t t t t t t t t : t t t t t t t t t t t t t t t t t t t t t : t t t  
an adjacent neighbor t o  a c e n t r a l  oi:el f i t s  w e l l  tcpether, 
PROCEDURE SOODNESS(CfX, CTY: I N T E 6 E R ; A D J P t A R Y : I ? D J A R ~ ~ Y :  VAR SESTG0CDN:REAL; 
VAR IDJX,ADJY: INTEGER;SRID:€RADIRRAY; CODE: DIRECTION) ; 
VIR 1 , k  INTE6ER; 
6OODN: REAL; 
BE6IN ( t t  503DHESS t t )  
BESTGOODN: :-9OO: 
ADJ X : =O; 
1DJY:=O: 
FOR I:=O TO 7 DO 
IF 'JD,:PT:P'J!I!.!'=C) WEN 
ai5 i H 
IF  (6RCID[ADJPTARY[ I I. X ,ADJPTARY[I I ,  Yl! =O THEN 
600DN: =O 
ELSE 
600DN:=(ABS( (DIFFXtCTX,CTYI tD1FV:ADJPTARY [ 11. X ,  ADJPTI?RY [ I]. Y I) + 
(DIFFY [CTX,CTY ItOIFFY [ADJPTARY[!l. X ,  ADJPTARY[I 1. Y I) 1 / 
(6RADMDJPTARYt I I. X ,  ADJPTARY t 11. Y I )  1; 
I F  BESl60UPN(6OODN 
THEN BE6IN 
BEST600DN: =600DN; 
ADJX:=ADJP?ARY [ I  1.X; 




WR ITELN (CTX, CTY: 2, (TRUHC (6RIID t CTX , CTYI 1 1 , ADJX , AD J Y : 2, ( TRUNC (BESTS00D1.I 1 ; 1 : 
WRITELN; 
W R ITELN : 
END: [END OF SOODHESSI 
87 



















t t l t t : t : t t l t : t t f t t : f f t t  l t l : t t : t t t t l l t t t t t t ! t t t t t t t f t t f t t t t t t t t l : l t : l : : t ! : l : : :  
t Procedure HEXTSEIRCH c a l l s  GrXedUreS ;INCBDJACENT and GCODNESS, then t 
t assigns a direction code which corresconds ! c  each respect ive  a 
I adjacent s o i n t .  ?he code ;s aenerated i n  t h i s  procedure i n  a t 
t clocknrse j:rection. The ccdes are  s t m d  i n  array COCELctx,cty!, t 
t t t t t t : t t t t t t t t t t t t t t t t t ) t t t t t t t t t t n t t t t : : : : : : t : : : : : : : ~ : : : : : : : l : ~ : : l f  t t t  
PROCEDURE NEXTSEARCH (CTX.CTY: INTE6ER:VAR CODE:OIRECT!ON) : 
SESIN ( t t  NEXTSEARCH t t l  
h 
FINDADJACENT(C1X. CTY,ADJPTARY); 
500DNESS(CTX,CTY,ADjPTdRY ,BESTSO3DN,ADJX,ADJY,GR~~,CODE) ; 
BEGIN 
IF (ADJX4DJPTRPY [ O l .  X 1 4MD (dDJY=ADJPTAPY [O 1 ,'{I THEN C C X [  CTX, CTY I: =1; 
I F  ( IDJX=f lDJPTARY[ l l .  XI AND (ADJY=ADJPTARV[ l l .  Y )  THEN CCCEt CTX, CTY I : = &  
IF (ADJX=ADJP?ARY[?I, X 1 AMD ( f iDJY=ADJPT~RYL? l .  Y 1 THEN C!JDE[C?X, CTY 1: =I; 
!F (ADJX4DJPTARYt;I. XI 4ND (ADJY=ADJPTARY GI, Y)  THEN COCE[CTX,CTY 1:=4; 
I F  (ADJX=hDJPTARY 141. X ) AND ( ADJY =ADJPTRRY 141. Y) THEN CUDElCTX , CTY 1 : =5:  
I F  (ADJX=ADJPTARYISI. X 1  AND (ADJY=dDJPTARY [51.Y) THEN C3DEtCTY ,C?Y! :=b;  
IF rADJX=ADJPTARY[61, X 1 M D  (XtJY=ADJP?ARY LO] ,  Y 1 TPEN CODEICTX , CTY 1 : =-; 
* c  ';j;~=y;:-p:~;, :: ;HZ ;:::=::;~:;~y~-~ :: T U E ~  ;;;~:~:~,~rv]:=-; 
WR!TEL4('?IFEZ:!~N Z E : '  , E C E i Y X , C T Y I :  e !  : 
























PRrJCEDURE FINAMTRX (TEIP: TE?IPTYPE:VAR tOY“E: 1IRECTION) ; 
VAR X,Y: INTE6EF: 
FE61N ( t t  FINclLHTRX I t )  t 
YRITELN : 
YRITELN(’ DIPECTION CllDE ?lATRIX: ’ )  : 
WR ITELN; 
FOR X:=O TO ! W E  30 
BESIN 
FOR Y:=9 TO CSIiE 90 

























CHAN6EPIC !OR I 5  PIC, NUflPICl ; 
D IFFEPENCE [HURP 1 C, P I  CX, P I  CY 1 : 
SRADTHRSHL3(CTX,C:Y,RESULT,~RADl ; 
t 
WRITELN(‘STAR1 POSITION’, ’ 16RADI’,’ ADJ-POSITION’,’ S E S T  S f l E S S ’ ) ;  
FOR CTX:=O TO RSIZE DO 
FOR CTY:=O T O  CSIZE DO 
IF RESULTtCTX,CTYI=l 
THEN B E S I N  




FINAIHTRX (TERP,CODEI ; 





















* I  
THE NUMERICALLY ENCODED PICTURE : , 
- The b l o c k  l e t t er  C 
0 0 0 0 0 0 0 0 0 0  
0 0 0 0 0 0 0 0 0 0  
0 0 10 10 10 10 10 10 0 0 
0 0 1 0  0 0 0 0 0 0 0 
0 0 1 0  0 0 0 0 0 0 0 
0 0 1 0  0 0 0 0 0 0 0 
0 0 1 0  0 0 0 0 0 0 0 
0 0 10 10 10 10 10 10 0 0 
0 0 0 0 0 0 0 0 0 0  
0 0 0 0 0 0 0 0 0 0  
DIFF( Y) 
0 0 0 0 0 0 0 0 0 0  
0 0 0 0 0 0 0 0 0 0  
0 - 5  5 5 5 5 5 1 0  0 0 
0.-5 10 0 0 0 0 0 0 0 
0 - 5 1 0  0 0 0 0 0 0 0 
0 - 5 1 0  0 0 0 0 0 0 0 
0 - 5 1 0  0 0 0 0 0 0 0 
0 - 5  5 5 5 5 5 1 0  0 0 
0 0 0 0 0 0 0 0 0 0  
0 0 0 0 0 0 0 0 0 0  
DIFF( X) 
0 0 0 0 0 0 0 0 0 0  
0 0 -5 -5 -5 -5 -5 -5 0 0 
0 0 5 10 10 10 10 10 0 0 
0 0 5 0 0 0 0 0 0 0  
0 0 5 0 0 0 0 0 0 0  
0 0 5 0 . 0  0 0 0 0 0 
0 0 5 -5 -5 -5 -5 -5 0 0 
0 0 10 10 10 10 10 io 0 0 























0 0 0 0 0 0  
0 0 0 0 0 0  
0 0 0 1 1 1  
0 0 1 0 0 0  
0 0 1 0 0 0  
0 0 1 0 0 0  
0 0 1 0 0 0  
0 0 1 1 1 1  
0 0 0 0 0 0  
0 0 0 0 0 0  
0 0 0 0  
0 0 0 0  
1 1 0 0  
0 0 0 0  
0 0 0 0  
0 0 0 0  
0 0 0 0  
1 1 0 0  
0 0 0 0  
0 0 0 0  
CHAIN-CODED IMAGE: 
0 0 0 0 0 0 0 0 0 0  
0 0 0 0 0 0 0 0 0 0  
n n n 3 3 3 7 7 0 0  
0 0 1 0 0 0 0 0 0 0  
0 0 1 0 0 0 0 0 0 0  
0 0 1 0 0 0 0 0 0 0  
0 0 5 0 0 0 0 0 0 0  
0 0 3 3 3 3 7 7 0 0  
0 0 0 0 0 0 0 0 0 0  
0 0 0 0 0 0 0 0 0 0  




















THE NUMERICALLY ENCODED PICTURE: 
- The l e t t e r  X 
0 0 0 0 0 0 0 0 0 0  
0 1 0  0 0 0 0 0 0 1 0  0 
0 0 1 0  0 0 0 0 1 0  0 0 
0 0 0 1 0  0 0 1 0  0 0 0 
0 0 0 0 1 0 1 0  0 0 0 0 
0 0 0 1 0  0 0 1 0  0 0 0 
0 0 1 0  0 0 0 0 1 0  0 0 
0 1 0  0 0 0 0 0 0 1 0  0 
0 0 0 0 0 0 0 0 0 0  
0 0 0 0 0 0 0 0 0 0  
DIFF(Y) 
0 0 0 0 0 0 0 0 0 0  
- 5 1 0  0 0 0 0 0 - 5 1 0  0 
0 - 5 1 0  0 0 0 - 5 1 0  0 0 
0 0 - 5 1 0  0 - 5 1 0  0 0 0 
0 0 0 - 5  5 i o  0 0 0 0 
0 0 - 5 1 0  0 - 5 1 0  0 0 0 
0 - 5 1 0  0 0 0 - 5 1 0  0 0 
- 5 1 0  0 0 0 0 0 - 5 1 0  0 
0 0 0 0 0 0 0 0 0 0  
0 0 0 0 0 0 0 0 0 0  
DIFF(X) 
0 - 5  0 0 0 0 0 0 - 5  0 
0 1 0 - 5  0 0 0 0 - 5 1 0  0 
0 0 1 0 - 5  0 0 - 5 1 0  0 0 
0 0 0 1 0 - 5 - 5 1 0  0 0 0 
0 0 0 - 5 1 0 1 0 - 5  0 0 0 
0 0 - 5 1 0  0 0 1 0 - 5  0 0 
' 0  -5 10 0 0 0 0 10 -5  0 
0 0 0 0 0 0 0 0 0 0  






















0 0 0 0 0 0 0 0 0 0  
0 1 0 0 0 0 0 0 1 0  
0 0 1 0  0 0 0 1 .o 0 
0 0 0 1 0 0 1 0 0 0  
0 0 0 0 1 1 0 0 0 0  
0 0 0 1 0 0 1 0 0 0  
0 0 1 0 0 0 0 1 0 0  
0 1 0 0 0 0 0 0 1 0  
0 0 0 0 0 0 0 0 0 0  
0 0 0 0 0 0 0 0 0 0  
CHAIN-CODED IiYAGE : 
0 0 0 0 0 0 0 0 0 0  
0 2 0 0 0 0 0 0 8 0  
0 0 2 0 0 u 0 4 0 0  
0 0 0 6 0 0 4 0 0 0  
0 0 0 0 3 2 0 0 0 0  
0 0 0 8 0 0 2 0 0 0  
0 0 4 0 0 0 0 2 0 0  
0 4 0 0 0 0 0 0 6 0  
0 0 0 0 0 0 0 0 0 0  
0 0 0 0 0 0 0 0 0 0  
94 











- T h e  number  8 in block f o r m  
0 0 0 0 0 0 0 0 ' 0  0 
0 0 0 0 0 0 0 0 0 0  
0 0 10 10 10 10 10 10 0 0 
0 0 1 0  0 0 0 0 1 0  0 0 
0 0 1 0  0 0 0 0 1 0  0 0 
0 0 10 10 10 10 10 10 0 0 
0 0 1 0  0 0 0 0 1 0  0 0 
0 0 1 9  0 0 0 0 1 0  0 0 
0 0 10 10 10 10 10 10 0 0 
0 0 0 0 0 0 0 0 0 0  
DLFF( Y) 
0 0 0 0 0 0 0 0 0 0  
0 0 0 0 0 0 0 0 0 0  
0 - 5  5 5 5 5 5 1 0  0 0 
0 - 5 1 0  0 0 0 - 5 1 0  0 0 
0 - 5 1 0  0 0 0 - 5 1 0  0 0 
0 - 5  5 5 5 5 5 1 0  0 0 
0 - 5 1 0  0 0 0 - 5 1 0  0 0 
0 - 5 1 0  0 0 0 - 5 1 0  0 0 
0 - 5  5 5 5 5 5 1 0  0 0 
0 0 0 0 0 0 0 0 0 0  
D I F F ( X )  
0 0 0 0 0 0 0 0 0 0  
0 0 -5 - 5  - 5  -5  -5 - 5  0 0 
0 0 5 1 0 1 0 1 0 1 0  5 0 0 
0 0 5 0 0 0 0 5 0 0  
0 0 5 - 5 - 5 - 5 - 5  5 0 0 
0 0 5 1 0 1 0 1 0 1 0  5 0 0 
0 0 5 0 0 0 0 5 0 0  
0 0 5 .  - 5  - 5  -5  -5 5 0 0 





















GRAD/THRESHOLD RESULT : 
0 0 0 0 0 0 0 0 0 0  
0 0 0 0 0 0 0 0 0 0  
0 0 0 1 1 1 1 1 0 0  
0 0 1 0 0 0 0 1 0 0  
0 0 1 0 0 0 0 1 0 0  
0 0 0 1 1 1 1 1 0 0  
0 0 1 0 0 0 0 1 ~ 0  
0 0 1 0 0 0 0 1 0 0  
0 0 1 1 1 1 1 1 0 0  
0 0 0 0 0 0 1 3 0 0 0  
0 0 0 0 0 0 0 0 0 0  
CHAIN-CODED IMAGE: 
- 0 0 0 0 0  
0 0 0 0 0  
0 0 0 3 3  
0 0 1 0 0  
0 0 1 0 0  
0 0 0 3 3  
0 0 1 0 0  
0 0 5 0 0  
0 0 3 3 3  
0 0 0 0 0  
0 0 0 0 0  
0 0 0 0 0  
0 0 0 0 0  
3 7 7 0 0  
0 0 1 0 0  
0 0 1 0 0  
3 7 1 0 0  
0 0 1 0 0  
0 0 5 0 0  
3 7 7 0 0  
0 0 0 0 0  





















T H E  N U M E R I C A L L Y  ENCODED P I C T U R E  : 
- The b l o c k  l e t t e r  A.  b 
0 0 0 0 0 0 0 0 0 0  
0 0 0 0 0 0 0 0 0 0  
0 0 10 10 10 10 10 10 0 0 
0 0 1 0  0 0 0 0 1 0  0 0 
0 0 1 0  0 0 0 0 1 0  0 0 
0 0 10 10 10 10 10 0 0 0 
0 0 1 0  0 0 0 0 1 0  0 0 
0 0 1 0  0 0 0 0 1 0  0 0 
0 0 10 0 0 0 0 1 0 , o  0 
0 0 0 0 0 0 0 0 0 0  
DIFF( Y) 
0 0 0 0 0 0 0 0 0 0  
0 0 0 0 0 0 0 0 0 0  
0 - 5  5 5 5 5 5 1 0  0 0 
0 - 5 1 0  0 0 0 - 5 1 0  0 0 
Q - 5 1 Q  0 0 Q - Z l C  !-J Q 
0 - 5  5 5 5 5 1 0  0 0 0 
0 - 5 1 0  0 0 0 - 5 1 0  0 0 
0 - 5 1 0  0 0 0 - 5 1 0  0 0 
0 -5 10 0 0 0 -5 i 3  0 0 
0 0 0 0 0 0 0 0 0 0  
D L F F (  X )  
0 0 0 0 0 0 0 0 0 0  
0 0 -5 -5 -5 -5 -5 -5 0 0 
0 0 5 1 0 1 0 1 0 1 9  5 0 0 
0 0 5 0 0 0 0 5 0 0  
0 0 5 -5 -5 -5 -5 10 0 0 
0 0 5 10 10 10 10 -5  0 0 
0 0 5 0 0 0 0 5 0 0  
0 0 5 0 0 0 0 5 0 0  






















GRAD/THRESHOLD RESULT: t 
0 0 0 0 0 0 0 0 0 0  
0 0 0 0 0 0 0 0 0 0  
0 0 0 1 1 1 1 1 0 0  
0 0 1 0 0 0 0 1 0 0  
0 0 1 0 0 0 0 1 0 0  
0 0 0 1 1 1 1 0 0 0  
0 0 1 0 0 0 0 1 0 0  
0 0 1 0 0 0 0 1 0 0  
0 0 1 0 0 0 0 1 0 0  
0 0 0 0 0 0 0 0 0 0  
CHAIN-CODED IISIAGE : 
0 0 0 0 0 0 0 0 0 0  
0 0 0 0 0 0 0 0 0 0  
0 0 0 3 3 3 7 1 0 0  
0 0 1 0 0 0 0 5 0 0  
0 0 5 n o o o ! 3 0 0  
0 0 0 3 3 7 4 0 0 0  
0 0 1 0 0 0 0 1 0 0  
0 0 5 0 0 0 0 5 0 0  
0 0 5 3 c c 0 5 0 0  





















THE NUMERICALLY ENCODED PICTURE : 
-The number 8 w i t h  squared 
0 0 0 0 0 0 0  
0 0 0 0 0 0 0  
0 0 0 10 10 10 10 
0 0 1 0  0 0 0 0 
0 0 1 0  0 0 0 0 
0 0 0 10 10 10 10 
0 0 1 0  0 0 0 0 
0 0 1 0  0 0 0 0 
0 0 0 10 10 10 10 
0 0 0 0 0 0 0  
d r n e r s .  
t 
0 0 0  
0 0 0  
0 0 0  
10 0 0 
10 0 0 
0 . 0  0 
10 0 0 
10 0 0 
0 0 0  
0 0 0  
D I F F (  Y) 
0 0 0 0 0 0 0 0 0 0  
0 0 0 0 0 0 0 0 0 0  
0 0 - 5  5 5 5 1 0  0 0 0 
0 - 5 1 0  0 0 0 - 5 1 0  0 0 
0 - 5 1 0  0 0 0 - 5 1 0  0 0 
0 0 - 5  5 5 5 1 0  0 0 0 
0 - 5 1 0  0 0 0 - 5 1 0  0 0 
0 - 5 1 0  0 0 0 - 5 1 0  0 0 
0 0 - 5  5 5 5 1 0  0 0 0 
0 0 ' 0  0 0 0 0 0 0 0 
DIFF( X )  
0 0 0 0 0 0 0 0 0 0  
0 0 0 - 5 - 5 - 5 - 5  0 0 0 
0 0 -5 10 10 10 10 -5 0 0 
0 0 5 0 0 0 0 5 0 0  
0 0 10 -5 -5 -5 -5 10 0 0 
0 0 -5 10 10 10 10 -5 0 0 
0 0 5 0 0 0 0 5 0 0  
0 0 10 -5 -5 -5 -5 10 0 0 






















GRAD/THRESHOLD RESULT: d 
0 0 0 0 0 0 0 0 0 0  
0 0 0 0 0 0 0 0 0 0  
0 0 0 1 1 1 1 0 0 0  
0 0 1 0 0 0 0 1 0 0  
0 0 1 0 0 0 0 1 0 0  
0 0 0 1 1 1 1 0 0 0  
0 0 1 0 0 0 0 1 0 0  
0 0 1 0 0 0 0 1 0 0  
0 0 0 1 1 1 1 0 0 0  
0 0 0 0 0 0 0 0 0 0  
t 
CHAIN-CODED I Y A G E  : 
0 0 0 0 0 0 0 0 0 0  
0 0 0 0 0 0 0 0 0 0  
0 0 0 3 3 7 2 0 0 0  
0 0 1 0 0 0 0 1 0 0  
0 0 2 0 0 0 0 8 0 0  
0 0 1 0 0 0 0 1 0 0  
0 0 2 0 0 0 0 8 0 0  
0 0 0 3 3 7 4 0 0 0  
0 0 0 0 0 0 0 0 0 0  




















THE NUMERICALLY ENCODED PICTURE : 
-The  l e t t e r  8. 
0 0 0 0 0 0 0 Q, 0 0 
0 0 10 10 10 10 10 0 ’ 0 0 0 0 0 0 0 0 0 0 0 0  
0 0 1 0  0 0 0 0 1 0  0 0 
0 0 1 0  0 0 0 0 1 0  0 0 
0 0 10 10 10 10 10 0 0 0 
0 0 1 0  0 0 0 0 1 0  0 0 
0 0 1 0  0 0 0 0 1 0  0 0 
0 0 10 10 10 10 10 0 0 0 
0 0 0 0 0 0 0 0 0 0  
D I F F (  Y) 
0 0 0 0 0 0 0 0 0 0  
0 0 0 0 0 0 0 0 0 0  
0 - 5  5 5 5 5 1 0  0 0 0 
0 - 5 1 0  0 0 0 - 5 1 0  0 0 
0 - 5 1 0  0 0 0 - 5 1 0  0 0 
0 - 5  5 5 5 5 1 0  0 0 0 
0 - 5 1 0  0 0 0 - 5 1 0  0 0 
0 - 5 1 0  0 0 0 - 5 1 0  0 0 
0 - 5  5 5 5 5 1 0  0 0 0 
0 0 0 0 0 0 0 0 0 0  
D I F F (  X )  
0 0 0 0 0 0 0 0 0 0  
0 0 -5 -5 -5 -5 -5 0 0 0 
0 0 5 10 10 10 10 -5 0 0 
0 0 5 0 0 0 0 5 0 0  
0 0 5 -5 -5 -5 -5 10 0 0 
0 0 5 10 10 10 10 -5 0 0 
0 0 5 0 0 0 0 5 0 0  
0 0 5 -5 -5 -5 -5 10 0 0 
0 0 10 10 10 10 10 0 0 0 
10 1 
GRAD/THRESHOLD RESULT: 
0 0 0 0 0 0 0 0 0 0  
0 0 0 0 0 0 0 0 , o  0 
0 0 0 1 1 1 1 0 0 0  
0 0 1 0 0 0 0 1 0 0  
0 0 1 0 0 0 0 1 0 0  
0 0 0 1 1 1 1 0 0 0  
0 0 1 0 0 0 0 1 0 0  
0 0 1 0 , o  0 0 1 0  0 
0 0 1 1 1 1 1 0 0 0  
0 0 0 0 0 0 0 0 0 0  
CHAIN-CODED IMAGE: 
3 0 0 0 0 0 0 0 0 0  
( 3 0 0 0 0 0 0 0 0 0  
0 0 0 3 3 7 2 0 0 0  
0 0 1 0 0 0 0 1 0 0  
0 0 5 0 0 0 0 8 0 0  
0 0 0 3 3 7 4 0 0 0  
0 0 1 0 0 0 0 1 0 0  
0 0 5 0 0 0 0 8 0 0  
0 0 3 3 3 7 4 0 0 0  





















THE NUMERICALLY ENCODED PICTURE : 
- The l e t t e r  A .  
0 0 0 0 0 0 0 0 0 0  
0 0 0  0 0 0  0 1 0  0 0 
0 0 0 0 1 0 1 0  0 0 , o  0 
0 0 0 1 0  0 0 1 0  0 0 0 
0 0 1 0  0 0 0 0 1 0  0 0 
0 0 10 10 10 10 10 10 0 0 
0 0 1 0  0 0 0 0 1 0  0 0 
0 0 1 0  0 0 0 0 1 0  0 0 
0 0 1 0  0 0 0 0 1 0  0 0 
0 0 0 0 0 0 0 0 0 0  
DIFF(Y) 
0 0 0 0 0 0 0 0 0 0  
~ n o o o o o o o o  
0. 0 0 - 5  5 1 0  0 0 0 0 
0 0 - 5  10 0 - 5  10 0 0 0 
0 - 5 1 0  0 0 0 - 5 1 0  0 0 
0 - 5  5 5 5 5 5 1 0  0 0 
0 - 5 1 0  0 0 0 - 5 1 0  0 0 
0 - 5  10 0 0 0 - 5  10 0 0 
0 - 5 1 0  0 0 0 - 5  10 0 0 
0 0 0 0 0 0 1 1 0 0 0  
D I F F ( X )  
0 0 0 0 0 0 0 0 0 0  
0 0 0 0 - 5 - 5  0 0 0 0 
0 0 - 5 1 0  0 0 1 0 - 5  0 0 
0 0 5 - 5 - 5 - 5 - 5  5 0 0 
0 0 5 1 0 1 0 1 0 1 0  5 0 0 
0 0 5 0 0 0 0 5 0 0  
0 0 5 0 0 0 0 5 0 0  
0 0 5 0 0 0 0 5 0 0  
0 0 5 0 0 0 0 5 0 0  
0 0 5 0 0 0 0 5 0 0  
103 
GRAD/THRESHOLD RESULT : 
0 0 0 0 0 0 0 0 0 0  
0 0 0 0 0 0 0 0 0 0  
0 0 0 1 0 0 1 0 0 0  
0 0 1 0 0 0 0 1 0 0  
0 0 0 1 1 1 1 1 0 0  
0 0 1 0 0 0 0 1 0 0  
0 0 1 0 0 0 0 1 0 0  
0 0 1 0 0 0 0 1 0 0  
0 0 0 0 0 0 0 0 0 ' 0  
0 0 0 0 1 1  0 0 0 , o  
CHAIN-CODED IMAGE : 
0 0 0 0 0 0 0 0 0 0  
0 0 0 0 0 0 0 0 0 0  
0 0 0 0 3 2 0 0 0 0  
0 0 0 4 0 0 6 0 0 0  
0 0 1 0 0 0 0 1 0 0  
0 0 0 3 3 3 7 1 0 0  
0 0 1 0 0 0 0 1 0 0  
0 0 5 0 0 0 0 1 0 0  
0 0 5 0 0 0 0 5 0 0  




















THE NUMERICALLY CODED PICTURE : 
- A diamond shaped f i g u r e .  
0 0 0 0 0 0 0 0 0 0  
0 0 0 0 1 0 1 0  0 O N 0  0 
0 0 1 0  0 0 0 0 1 0  0 0 
0 1 0  0 0 0 0 0 0 1 0  0 
0 0 1 0  0 0 0 0 1 0  0 0 
0 0 0 1 0  0 0 1 0  0 0 0 
0 0 0 0 1 0 1 0  0 0 0 0 
0 0 0 0 0 0 0 0 0 0  
0 0 0 0 0 0 0 0 0 0  
0 0 0 1 0  0 0 1 0  0 , o  0 
DIFF(Y) 
0 0 0 0 0 0 0 0 0 0  
0 0 0 - 5  5 1 0  0 0 0 0 
0 0 - 5 1 0  0 - 5 1 0  0 0 0 
0 - 5 1 0  0 0 0 - 5 1 0  0 0 
- 5 1 0  0 0 0 0 0 - 5 1 0  0 
0 - 5 1 0  0 0 0 - 5 1 0  0 0 
0 0 - 5 1 0  0 - 5 1 0  0 0 0 
0 0 0 - 5  5 1 0  0 0 0 0 
0 0 0 0 0 0 0 0 0 0  
0 0 0 0 0 0 0 0 0 0  
DIFF(X) 
0 0 0 0 - 5 - 5  0 0 0 0 
0 0 0 - 5 1 0 1 0 - 5  0 0 0 
0 0 - 5 1 0  0 0 1 0 - 5  0 0 
0 - 5 1 0  0 0 0 0 1 0 - 5  0 
0 1 0 - 5  0 0 0 0 - 5 1 0  0 
0 0 1 0 - 5  0 0 - 5 1 0  0 0 
0 0 0 1 0 - 5 - 5 1 0  0 0 0 
0 0 0 0 1 0 1 0  0 0 0 0 
0 0 0 0 0 0 0 0 0 0  
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GRAD/THRESHOLD RESULT : 
0 0 0 0 0 0 0 0 0 0  
0 0 0 0 1 1 0 O r ' O  0 
0 0 0 1 0 0 1 0 p 0  
0 0 1 0 0 0 0 1 0 0  
0 1 0 0 0 0 0 0 1 0  
0 0 1 0 0 0 0 1 0 0  
0 0 0 1 0 0 1 0 0 0  
0 0 0 0 1 1 0 0 0 0  
0 0 0 0 0 0 0 0 0 0  
0 0 0 0 0 0 0 0 0 0  
CHAIN-CODE IMAGE : 
0 0 0 0 0 0 0 0 0 0  
0 0 0 0 3 2 0 0 0 0  
0 0 0 8 0 0 2 0 0 0  
0 0 4 0 0 0 0 2 0 0  
0 2 0 0 0 0 0 0 6 0  
0 0 2 0 0 0 0 4 0 0  
0 0 0 6 0 0 4 0 0 0  
0 0 0 0 3 4 0 0 0 0  
0 0 0 Q O Q O O O C  
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APPENDIX 111. 
:*I ;n i rna l  F i n i t e  Autcrmata from F i n i t e  T r 3 i n i n g  Set= 
I : !eoar t rnent  zf M a t h e m a t i  cz1 a n d  C n m o u t e r  S c i e n c e s  
T h e  A t l a n t a  Univer -11  t y  
A t l a n t a .  GA 707.10 
I n t r o d u c l -  i 
T h i =  :!ii~er d e s c r i b e s  a s o l u t i a n  t o  t h e  f o l ' l o w i n g  p r o b l e m :  G i v e n  a 
f i n i t e  E.)::?!. .zf s t r i n g s  over a n  a l p h a b e t  A and a o o s i t i v a  i n t e g e r  n, 
f i n d  a : : . ! ~ . z r r n i n i s t i c  f i n i t e  a u t o m a t o n  (DFA) w i t h  a m i n i m a l  n u m b e r  of  
b s . t G , t e =  + I ,  ' r - e c n q n i z e s  t h e  s t r i n g s  i n  t h e  g i v e n  set b u t  d o e s  n o t  
r e c m q n  i ;I ,.ri,,' o t h e r  s t r i n g s  3f l e n g t h  l e z s  t h a n  n .  C 1 . e a r l y  s u c h  an 
.:.I CI ,:I jn s. 1,: r ]  : i . : tz,  i n d e e d  s e v e r a l  m i n i m a l  au' iomata exist  f a r  same 
c:: DIT1 t! 1 r1  A I .. A a n d  n. T h e  ch ie f  d i f C i c . l - . i l t ~ . . *  i n  s o l v i n g  this p r o b l e m  
w a z  d e t e ;  , . :  ,;.;nu a, ~ t t - i - t i - t u r e  t h a t  i s  u n i q u e 1 . y  d e t e r m i n e d  b y  the p r o b l e m  
-1 - I- .. 
LI CI 1. i., . 
n ., . I . I .. 3 f i n i t e  a l p h a b e t  
c le l  ' - . , : ; * *  . .  . t h e  set o f  s t r i n g s  s such t h a t  as is i n  C 
a 1s a s t r i n g  over A 
Ever-.,  I - e g u 1 . x  set IC- a s s o c i a t e d  !+i t h  a unique s e t  Df r e g u l a r  
sjet5, fr : t i  I .>li ich t h e  m i n i m a l  a u t o m a t o n  r e c o g n i z i n g  t h a t  r e g u l a r  set 
c a n  he  P: I I': r e c o v e r s d .  
D e f  I n i t ;  i ,  2: A FSRS :F,:, : F1, ... F 2 i ' i  g z n e c t e d  i f  the f o l l o w i n g  n 
( 3 )  1 f  F-' - 5 -  c o n n e c t e d .  t h e n  F' 15 a s iubspt  o f  G ' .  
Cb' I f  F '  n d  G' a r e  both c o n n e c t e d  t h e n  F' = 5.. 
j\igte: A I - i ~ i l a r  set 1 . 5  d e f i n e d  by 9 r e g c i l a r  g r a m m a r .  We u'+e the 
110 
F' rnof :  I-.-?/ s b e  d e f i n e d  b y  a g r a m m a r  n*./er A w i t h  n o n - t e r m i . n a l s  
: \ : * ,  . .  ; a n d  s t a r t  s v m b o l  Xo.  F o r  e J c h  I ,  l e t  R i  be t h e  r c g u l a r  
set def  t i  h v  the same g r a m m a r .  b u t  w i t h  :I-art s v m b o l  X So. S = Rg. 
L-tat F'  --: 1 -  
n u m b e r e d  ( %  t h a t  S = E 
(-1 1 
i '  
- ,  .. . F 2 be t h e  set clf a l l  u n i o n s  of t h o  s e t s  R i  , 
1-1 m b 
T h e  F'  L S  a F'SRS. T h i s  is s e e n  as (1) = (1) - 
b e  a l l  t h e  " 'g ( i .  j) a n d  a .E A,  let X --'... 'i 1 follows. 1- I~*. ZI g i v e n  
product i i : l i ; : . .  w i t h  left- h a n d  s i d e  X .  a n d  r i a h t  h a n d  s i d e  a f o l l o w e d  b y  a 
non- te rmi i - , .g . l .  I f  t h e r e  a re  no  s u c h  p r o d u c t i o n s  then d e l  ( R a) is 
O t h e r w i s e .  e m p  t G' , ~ ~ l - i i e h  i s  m e  Qf t h e  u n i  urt5 
w h i c h  i s  a l s o  o n e  o f  the d e l  ( R . ,  ' ;  = 
F '5. 2:: . .  'del ( C 0 D ,  a! = d e l (  C, a) rl d e l (  D ,  a), F' is s e e n  t o  
he ;7 FS'."'. ('I c i z n n e c t e d  FSRS c a n  be d e r i v e d  b*/ L e m m a  5 .  Bv L e m m a  4. i t  
1 
i '  
Fc:: 
R q ( i , i !  v ... R g r ( i , p ) '  1 
J 
t i  g t h e  r o h l e m  w e  z o l v e  h e r e  % s  t h i s .  G i v e n  a 
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P 
x x  
p a i r s  I 
(Cc,, no! : : i 3 t i ~ - f y i n g  t h e  f o l l o w i n g  c o n d i t i o n s :  
(a) n .  1.::; 1j.n i n t e g e r ,  (3. 4 A ( n i  ) .  
,-,, no!: ( E 1 ,  n l ) ,  ...( C", n m )  I.? w i t h  d i s t i n g u i s h e d  e l e m e n t  
1 1 
( b )  For -81 .1 .  '1) 3 i f m a n d  a 8 A. t h e r e  is 
*' 
del ( C i .  ' ; '  = c A A ( n i - l )  a n d  n 2, n i  - 1. 
j j t 
(c! For 1 1 1  0 .: j 6 m. t h e r e  a r e  1 a n d  a s u c h  t h  
a n d  n = n . - 1 .  
j I 
t d e l  (Ci9 a) = C 
j 
f o r  a l l  i 7 0. i nc) ' Lemma 8: 'r a FSFS C (Ec3, nO! : . . . 2 , n 
Froo f :  ( - ! I <  'i-l a  air !C , n .  1 with 1 . 0 .  WE? r a n  b u i l d  a c h a i n  of 
p a J . r s .  !-I - ~~uccessivelv a p p l y i n g  D e f i n i t i o n  7 ! c ) ,  h a v i n g  s t r l c t l y  
1 1 
i n c r e a s i m g  n A s  n o  p a i r  may b e  r e p e a t e d  i n  t h i s  c h a i n ,  i t  m u s t  be 
f i n i t e  i n  I . e n q t h .  T h e r e f o r e ,  i t  must e n d  w i t h  t h e  pair (Eo, n . ) *  !/ 
j 
(.I 
rrII-1 I - o n  (c) 1 5  p a r a l l e l  t o  t h e  cronncct.ed c o n d i t i o n  rln FSkS 's .  
I lowever ,  IIIi-lzher c o n d i t i o n  i s  n e e d e d  t o  Tc.11l.y m i n i m i z e  a FSPS. g i v e n  
1 l-7 d i s t  9 ,  , i ~ i  s h e d  p a i r .  
D e + i n i t i ; ~ r l  ": A PSFS C (E(:), n ) :  ... 2 is m i n i m a l  i f  for e v e r y  1 a n d  0 
I: ) = e .  A ( n  ) implies i = J .  1 n '  1 -1 1 -J c 
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i)s ' c?F'E can D e  r e d u c e d  to a c o n n e c ! - : - l  FSRS b y  r e m o v i n g  some o f  
I kc- mern !  J F - : : ~  50 a FSFS can b e  r e d u c e d  krl  d m i n i m a l  one. H o w e v c : r ,  the 
I.. i-l m m a . 
1- h ,? p p 5 t-r L 5  a FSFS w i t h  t h e  same d i s t i n g u i s h e d  p a i r .  
F'r 0 0 - F  : 1 t h e  new .=et of pairs C". F v  Lemma 8 .  j '7 (1'. 30 t h 5  
L" ' .  t 
S ~ \ p p ~ : ~ ~ ! ~ ?  t h a t ,  .for sc?me I.: a n d  a. d e l  (Ek, a )  = C A(n,:- l)  a n d  
--I . T h e n  d e l  !CI::, a) = C n A ( n  -1) = Ci A ( n  f\ F l ( n k - l )  
~?!n ---I! a n d  n .  3 n - 1. C l e a r l y ,  t h e n ,  7(b) is s a t i s f i e d  b y  
j 
j 3 I.:: j I:: J 
A b: 1 k: = c i  
C' ? .  
Si-ipr-;..r.s tIi3t + o r  zrjme I:: a n d  a. d e l  (C a a) = Ck a n d  n = n - 1. 
A ! n . - l !  a n d  n 1/ n i  - 1. Now, 
j k j 
1 t h a t  d e 1  (6 a! = C1 A i '  1 F ' i r l .  1 
"1 3 n .  1 :::. n j  - 1 = n\::' 5 0 c1 /I A ( " k )  
:T; (= I ,  .- 1 \ ,, RI:n 1 = d e l  ( C i ,  a) , r-?(n . )  = del(C a) = C . 
I-lowe.,,et !.::. c - o n t r a d i c t s  t h e  m i n i m a l i t v  crf n , so n o  s u c h  1.: exis ts .  
1 e? " i I.: k 3 '  I:: 
1 
C' ,? n r j  i .: i T 1  , , , ' ( -  ..-, \ af U e f i r i i t i o n  7 i s  t h u s  s a t i s f i e d  b y  C". i t  i s  a F'SFS. 
C: o r  o 1 i. &I ;r * '7:: Any FSFS c o n t a i n s  a ( u n i q u e )  I m i n i m a l  FSFS. w i t h  t h e  same 
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F e t c h  ( I3 .m)  f r @ m  UNFF:OC a n d  p u t  i t  i n  FROC 
.f l ,3r each a € A d o  
i f  t h e r e  is no p a i r  (E,,  I::) i n  FROC o r  UNFROC t h a t  
s a t i s f i e s  d e l  ( r13, a! = E , A ( n - 1 )  and 
.' 
I:: 5 n-1 t h e n  
a d d  t h e  p a i r  i d e l  (D, a ) ,  m - 1 )  to UNFROC 
Thp C t > , ~ 1  \ .al.ve c r f  FROC. w i t h  (C, nf 3s distinguished pa i r ,  i s  
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1 3 ' ~  c n n s t  ,.tian. ConditiDn (c) of Definitinn 7 is satisfied b y  t h e  
niaririer i r  l h : c h  new p a i r s  a r e  introduced. 
3 
x 
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