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Abstract
We deal with multilinear forms t defined on Hilbert spaces and we investigate the relationships between nuclearity of t (respec-
tively to be of Hilbert–Schmidt type) and summability properties of certain approximation numbers of t .
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1. Introduction
It is well known that approximation numbers {an(T )} of an operator T provide us with information about the
degree of compactness of T . Working with operators between Hilbert spaces, it turns out that
(A) T is nuclear if and only if
∑
an(T ) < ∞.
In that case, the nuclear norm ‖T ‖1 of T is given by ∑an(T ).
(B) T is a Hilbert–Schmidt operator if and only if
∑
an(T )
2 < ∞.
In that case, the Hilbert–Schmidt norm ‖T ‖2 of T is given by (∑an(T )2)1/2.
A. Pietsch and J. Peetre asked if results (A) and (B) can be extended to multilinear forms defined on Hilbert spaces.
Pietsch’s motivation was the extension of the theory of operator ideals to the nonlinear case, while Peetre (see [5])
was led by the investigation of Hankel operators. Pietsch [6] pointed out there are several possibilities to define the
rank ρ of a multilinear form t and, consequently, there are different sequences {an(t, ρ)} of approximation numbers
of t that we can consider. We work with the ranks σ and γ introduced in [6].
In Section 2 we set up notation and terminology.
In Section 3 we prove that results (A) and (B) can be extended to a certain class of forms working with the ranks
σ and γ (Theorem 1). And for the general case we prove (Proposition 1) that nuclearity of t (respectively to be
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studied in Section 3 but only for trilinear forms.
Trilinear case is different from the other ones (see [1,3] and [4]) because results (A) and (B) are satisfied for
bilinear forms. In Proposition 2 we prove that the condition
∑
an(t, σ )
2 < ∞ implies that t can be represented as the
following sum:
t (x1, x2, x3) =
∑
an〈x1, en〉Bn(x2, x3),
where {an} is a bounded sequence of scalars, {en} is an orthonormal sequence in H1 and {Bn} is an orthonormal
sequence in the Hilbert spaces of all Hilbert–Schmidt bilinear forms defined on H2 × H3.
Using this representation of the trilinear form we prove (Proposition 3) that the condition ∑an(t, σ ) < ∞ implies
that t is a Hilbert–Schmidt form. We finish Section 3 by proving that the condition
∑
an(t, σ ) < ∞ implies that t is
a nuclear form whenever {Bn} has bounded nuclear norm (Proposition 4).
2. Basic definitions
From now on H1,H2, . . . ,Hm (m  2) denote Hilbert spaces over the field K , where K = R or C, and
(e1,i1)i1∈I1, . . . , (em,im)im∈Im denote orthonormal bases of H1, . . . ,Hm, respectively. We will use the symbol R+ to
denote the set {r ∈ R; r > 0}.
We will denote by Lm the Banach space of all (bounded) m-multilinear forms t defined on the Cartesian product
H1 × · · · × Hm. The norm is given by
‖t‖ = sup{∣∣t (x1, . . . , xm)∣∣; ‖x1‖ = · · · = ‖xm‖ = 1}.
The simpler example of a form t is given by
t (x1, . . . , xm) = 〈x1, u1〉 . . . 〈xm,um〉 = u1 ⊗ · · · ⊗ um(x1, . . . , xm)
where u1, . . . , um are vectors in H1, . . . ,Hm. We will call them elementary products. The definition of the rank ϕ
(see [6]) implies that each elementary product has rank ϕ equal to one.
Let us recall a multilinear form t ∈ Lm is said to be nuclear if it can be represented as a sum
t =
∑
λnu1,n ⊗ · · · ⊗ um,n
where {λn}, {u1,n}, . . . , {um,n} are sequences in K , H1, . . . ,Hm, respectively, with ∑ |λn|‖u1,n‖ . . .‖um,n‖ < ∞. We
will denote by S1,m the Banach space of all nuclear forms equipped with the norm
‖t‖1 = inf
{∑
|λn|‖u1,n‖ . . .‖um,n‖
}
where the infimum is extended over all representations of t as above.
A form t is said to be a Hilbert–Schmidt form if
‖t‖22 =
∑
i1∈I1,...,im∈Im
∣∣t (e1,i1 , e2,i2, . . . , em,im)∣∣2 < ∞.
Notice that the quantity ‖t‖2 does not depend on the special choice of the orthonormal bases. The Hilbert–Schmidt
norm ‖t‖2 is generated by the inner product (see [2])
〈t, s〉 =
∑
i1∈I1,...,im∈Im
〈
t (e1,i1 , . . . , em,im), s(e1,i1 , . . . , em,im)
〉
.
We will denote by S2,m the Hilbert space of all Hilbert–Schmidt forms.
The following continuous embeddings hold: S1,m ⊂ S2,m ⊂ Lm.
In [2] authors proved that the inner product 〈t, s〉 can be still defined if t ∈ S1,m and s ∈ Lm and it is satisfied that∣∣〈t, s〉∣∣ ‖t‖1‖s‖.
As we have mentioned before, there are several possibilities to defined the rank of multilinear forms. From now on
we will work with the ranks γ and σ which were introduced by Pietsch in [6].
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represent t in the form
t =
p∑
n=1
u1,n ⊗ · · · ⊗ um,n.
If t does not admit any finite representation, then we put γ (t) = ∞.
On the other hand, the rank σ(t) is defined by
σ(t) = max{rankTk(t); 1 k m},
Tk(t) being the kth sectional operator given by
Tk(t) :Hk → Lm−1,
xk → t (·, . . . , ·, xk, ·, . . . , ·)
where t (·, . . . , ·, xk, ·, . . . , ·) is the (m − 1)-multilinear form which maps
(x1, . . . , xk−1, xk+1, . . . , xm) into t (x1, . . . , xm).
It is easy to see that the ranks γ and σ are different but they verify
σ(t) γ (t) σ(t)m−1
for every form t with γ (t) < ∞; i.e., for every finite form t (see [6]).
Under additional conditions on t, we may assume that the kth sectional operators act from Hk into S1,m−1 or into
S2,m−1. We will denote them by Tk(t) or by Tk(t), respectively; i.e.
Tk(t) : Hk → S1,m−1; xk → t (·, . . . , ·, xk, ·, . . . , ·),
Tk(t) : Hk → S2,m−1; xk → t (·, . . . , ·, xk, ·, . . . , ·).
Given t ∈ Lm and n ∈ N , the nth approximation numbers of the form t, an(γ, t) or an(t, σ ), associated to the rank
γ or σ respectively, are given by
an(t, γ ) = inf
{‖t − s‖; s ∈ Lm, γ (s) < n},
an(t, σ ) = inf
{‖t − s‖; s ∈ Lm, σ(s) < n}.
Finally, for any operator T : X → Y, defined between Banach spaces, KerT will denote the kernel of the opera-
tor T .
3. Nuclear and Hilbert–Schmidt forms
Before proving Theorem 1 we will give an idea of the class of forms that satisfy it. Remember that a form t is
compact if whenever the sequences {x1,n}, . . . , {xm,n} converge weakly to x1, . . . , xm in H1, . . . ,Hm respectively, then
t (x1,n, . . . , xm,n) converges to t (x1, . . . , xm). Hence, if t is compact, the sectional operators {Tk(t); 1  k  m} are
also compact and we can take for every k ∈ {1, . . . ,m} a countable orthonormal system {ek,n} such that the subspace
generated by it is the complemented of the KerTk(t). On the other hand, if t is compact, then the following sequence
of finite rank forms{
tn = t (P1,n, . . . ,Pm,n)
}
,
where Pk,n is the orthonormal projection of Hk into the subspace generated by {ek,1, . . . , ek,n}, for all k ∈ {1, . . . ,m},
converges to t in Lm (see [2, Theorem 1.1]).
This fact allows us to use the countable family of elementary products {e1,n1 ⊗ · · · ⊗ em,nm; n1  1, . . . , nm  1}
to represent t as the pointwise limit of a serie of this type:
t =
∑
λnu1,n ⊗ u2,n ⊗ · · · ⊗ um,n,
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H1, . . . , Hm respectively, such that
〈u1,i , u1,j 〉 . . . 〈um,i, um,j 〉 = 0 for all i 
= j.
In Theorem 1 we deal with forms defined as before; i.e.
t =
∑
λnu1,n ⊗ u2,n ⊗ · · · ⊗ um,n (3.1)
where {λn} is a bounded sequence of scalars and {u1,n}, . . . , {um,n} are sequences of vectors in the unit sphere of H1,
. . . , Hm respectively, such that {u1,n} is an orthonormal system and
〈u2,i , u2,j 〉 . . . 〈um,i, um,j 〉 = 0 for all i 
= j.
Observe that if t satisfies (3.1), then there exists an orthonormal system {u1,n} ⊂ H1 such that the rank of
t (u1,n, ·, . . . , ·) is one, which is not necessarily true for a compact m-multilinear form t with m > 2.
Nevertheless, the class of forms satisfying (3.1) does include diagonal forms introduced by Piestch in [6] as well
as the forms studied in [2, Theorem 4.3]: a form t =∑λnu1,n ⊗ u2,n ⊗ · · · ⊗ um,n, {λn} being a bounded sequence
of scalars, is diagonal if {u1,n}, . . . , {um,n} are orthonormal systems, while t is said to satisfy [2, Theorem 4.3] if the
{u1,n}, . . . , {um−1,n} are orthonormal systems and {um,n} ⊂ Hm is bounded.
We now give an example of a form t satisfying (3.1) which is completely different from the two examples men-
tioned above. Let {en; n = 0,1, . . .} be an orthonormal system in H . We define t as follows:
t =
∞∑
k=0
m∑
i=2
ekm+i ⊗ e1 ⊗ · · · ⊗ e1⊗
i
êkm ⊗ e1 ⊗ · · · ⊗ e1.
It is easy to see this form is not even compact.
Lemma 1. If a compact form t satisfies condition (3.1), then
1
2
λ2n  an(t, σ ) an(t, γ ) λn for all n.
Proof. As t is compact the scalar sequence {λn} converges to zero, therefore we can assume it is a nonincreasing
sequence in R+.
We begin proving an(t, γ ) λn. By the definition of the rank γ it is immediate that
an(t, γ )
∥∥∥∥∥t −
n−1∑
i=1
λiu1,i ⊗ · · · ⊗ um,i
∥∥∥∥∥=
∥∥∥∥∑
in
λiu1,i ⊗ · · · ⊗ um,i
∥∥∥∥
=
∥∥∥∥T1(∑
in
λiu1,i ⊗ · · · ⊗ um,i
)∥∥∥∥ ∥∥∥∥T1(∑
in
λiu1,i ⊗ · · · ⊗ um,i
)∥∥∥∥
= sup
{∥∥∥∥∑
in
λi〈x,u1,i〉u2,i ⊗ · · · ⊗ um,i)
∥∥∥∥
2
; ‖x‖ 1
}
= sup
{√∑
in
λ2i
∣∣〈x,u1,i〉∣∣2; ‖x‖ 1}= max{|λi |; i  n}= λn.
The inequality an(t, σ ) an(t, γ ) is due to the fact that σ(s) γ (s) for every finite form s. Finally, let us prove
1
2
λ2n  an(t, σ ) for all n.
Given a form s with σ(s) < n, there exists a subspace E ⊂ KerT1(s) ∩ [u1,1, . . . , u1,3n] such that dimE = 2n, as the
1-sectional operator T1(s) has a kernel of co-dimension less than n.
Let û1,i stand for the orthonormal projection of u1,i over E and denote by q the cardinal of the set of indexes i
such that ‖û1,i‖2  1 . It is easy to see that2
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2
>
3n∑
i=1
‖û1,i‖2 =
3n∑
i=1
2n∑
j=1
∣∣〈û1,i ,wj 〉∣∣2 ({wj } being an orthonormal base of E)
=
2n∑
j=1
3n∑
i=1
∣∣〈û1,i ,wj 〉∣∣2 = 2n∑
j=1
‖wj‖2 = 2n,
hence q > n and there exists i0 > 2n such that ‖û1,i0‖2  12 .
Now it is clear that
‖t − s‖ ∥∥t (u1,i0 , . . . , um,i0)∥∥= ∣∣λi0〈û1,i0, u1,i0〉∣∣= λi0〈û1,i0 , û1,i0〉 λ2n 12 .
As this inequality holds for all form s with σ(s) < n, it follows that an(t, σ ) 12λ2n. 
Theorem 1. If a form t satisfies condition (3.1), then the following are equivalent:
(i) t is nuclear (respectively t is Hilbert–Schmidt).
(ii) ∑an(t, γ ) < ∞ (respectively ∑an(t, γ )2 < ∞).
(iii) ∑an(t, σ ) < ∞ (respectively ∑an(t, σ )2 < ∞).
In addition:
‖t‖1 =
∑
|λn|
∑
an(t, γ )
∑
an(t, σ )
1
4
∑
|λn|(
respectively ‖t‖22 =
∑
λ2n =
∑
an(t, γ )
2 
∑
an(t, σ )
2  1
8
∑
λ2n
)
.
Proof. The proof is based on Lemma 1: note that all of the above conditions imply the compactness of t.
(i) ⇒ (ii) If t is nuclear, then the operator
T1(t) :H1 → S2,m−1,
x →
∑
λn〈x,u1,n〉u2,n ⊗ · · · ⊗ um,n
is nuclear and result (A) proves that ‖T1(t)‖1 =∑λn because {u2,n ⊗ · · · ⊗ um,n; n 1} is an orthonormal system
in the Hilbert space S2,m−1. On the other hand, we have∑
λn  ‖t‖1 =
∥∥T1(t)∥∥1  ∥∥T1(t)∥∥1 =∑λn.
The proof is completed by Lemma 1.
(ii) ⇒ (iii) ⇒ (i) are trivial consequences of the inequalities proved in Lemma 1.
As for the last assertion it remains to prove∑
an(t, σ )
1
4
∑
λn.
But we have
a1(t, σ ) = ‖t‖∞ =
∥∥T1(t)∥∥∞  ∥∥T1(t)∥∥= λ1 = ∣∣t (u1,1, . . . , um,1)∣∣ ‖t‖∞,
therefore a1(t, σ ) = λ1 and∑
an(t, σ ) = λ1 +
∑
n=2
an(t, σ )
1
4
(
4λ1 + 2
∑
n=2
λ2n
)
>
1
4
(
λ1 + λ3 +
∑
n=2
λ2n+1 + λ2 +
∑
n=2
λ2n
)
= 1
4
∑
λn.
The same proof works for Hilbert–Schmidt forms. 
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an(Tk(t)) with an(t, σ ).
Lemma 2. Given n ∈ N and t ∈ Lm, the following properties are satisfied:
(1) an(t, σ )
∑
1km an(Tk(t)).
(2) an(t, σ ) an(Tk(t)) for all k ∈ {1, . . . ,m}.
(3) an(t (·, . . . , ·, xk, ·, . . . , ·), σ ) ‖xk‖an(t, σ ) for all k ∈ {1, . . . ,m} and for all xk ∈ Hk.
Proof. We restrict ourselves to the proof of the first inequality, since the other ones are straightforward. Given any
operators {Sk : Hk → Lm−1}k∈{1,...,m} of rank less than n, there exist orthonormal projections {Pk : Hk → Hk}k∈{1,...,m}
such that Sk = Sk(Pk) and KerSk = KerPk . Then for any t ∈ Lm the form s = t (P1, . . . ,Pm) satisfies σ(s) < n and
an(t, σ ) ‖t − s‖
= sup{∣∣t (x1, . . . , xm) − t(P1(x1), . . . ,Pm(xm))∣∣; ‖x1‖ = · · · = ‖xm‖ = 1}
= sup{∣∣t(x1 − P1(x1), x2, . . . , xm)+ · · · + t(P1(x1), . . . , xm − Pm(xm))∣∣; ‖x1‖ = · · · = ‖xm‖ = 1}

∥∥T1(t)∣∣KerS1∥∥+ · · · + ∥∥Tm(t)∣∣KerSm∥∥

∥∥T1(t) − S1∥∥+ · · · + ∥∥Tm(t) − Sm∥∥.
Therefore, taking the infimum over all {Sk}k∈{1,...,m} we get (1). 
Proposition 1. Given t ∈ Lm the following properties are satisfied:
(1) If t is nuclear, then ∑an(t, σ ) < ∞ and ‖t‖1  (1/m)∑an(t, σ ).
(2) If t is a Hilbert–Schmidt form, then ∑an(t, σ )2 < ∞ and
‖t‖2  (1/m)
(∑
an(t, σ )
2
)1/2
.
(3) If ∑an(t, σ ) < ∞, then every operator Tk(t) : Hk → Lm−1, k ∈ {1, . . . ,m}, is nuclear.
Proof. (1) If t is nuclear then, the operators Tk(t) : Hk → S2,m−1 are nuclear for all k ∈ {1, . . . ,m} and satisfy
‖t‖1 =
∥∥Tk(t)∥∥1  ∥∥Tk(t)∥∥1 =∑an(Tk(t)) for all k ∈ {1, . . . ,m}.
On the other hand, as ‖s‖ ‖s‖2 for all s ∈ S2,m−1, we have
an
(
Tk(t)
)
 an
(
Tk(t)
)
for all n 1, k ∈ {1, . . . ,m}.
Therefore
m‖t‖1 =
∑
1km
∥∥Tk(t)∥∥1  ∑
1km
∥∥Tk(t)∥∥1 = ∑
1km
∑
n1
an
(
Tk(t)
)

∑
n1
∑
1km
an
(
Tk(t)
)

∑
n1
an(t, σ ).
Property (2) is proved in the same way.
Finally, Lemma 2 shows that property (3) is satisfied, for the condition ∑an(T ) < ∞ implies the nuclearity of T ,
even when T is defined between Banach spaces (see [7]). 
Up to now we have been working with m-multilinear forms, with m 2. The case m = 2 is complete different from
the others and the reason is that there exists a one-to-one correspondence between the bilinear form t and any one of
the kth sectional operators Tk(t), k = 1 or k = 2. The special properties of the bilinear forms reveal to be extremely
useful in the study of trilinear forms (see [1,3] and [4]).
Proposition 2. Given a trilinear form t the following properties are satisfied:
(1) If ∑an(t, σ ) < ∞, then Tk(t) : Hk → S1,2 is compact for all k ∈ {1,2,3}.
(2) If ∑an(t, σ )2 < ∞, then Tk(t) : Hk → S2,2 is compact for all k ∈ {1,2,3}.
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uous. Given x1 ∈ H1, t (x1, ·, ·) is nuclear if and only if T1(t (x1, ·, ·)) = T1(t (x1, ·, ·)) is nuclear. Since T1(t (x1, ·, ·))
acts between Hilbert spaces, it is nuclear if and only if
∑
an(T1(t (x1, ·, ·))) < ∞. By Lemma 2,
an
(
T1
(
t (x1, ·, ·)
))
 an
(
t (x1, ·, ·), σ
)
 ‖x1‖an(t, σ ) for all n.
It follows that t (x1, ·, ·) is nuclear and∥∥t (x1, ·, ·)∥∥1 = ∥∥T1(t (x1, ·, ·))∥∥1 =∑an(T1(t (x1, ·, ·))) ‖x1‖∑an(t, σ ).
We proceed to prove T1(t) : H1 → S1,2 is compact. Let {x1,j } be a weakly-null sequence in H1. For all j , p we have∑
n=p
an
(
T1
(
t (x1,j , ·, ·)
))
 sup
{‖x1,j‖; j ∈ N}∑
n=p
an(t, σ ).
Hence
lim
j→∞
∥∥t (x1,j , ·, ·)∥∥1 = 0
if limj→∞ an(T1(t (x1,j , ·, ·))) = 0 for all n, which is true since
lim
j→∞an
(
T1
(
t (x1,j , ·, ·)
))
 lim
j→∞an
(
t (x1,j , ·, ·), σ
)
 lim
j→∞a1
(
t (x1,j , ·, ·), σ
)= lim
j→∞
∥∥t (x1,j , ·, ·)∥∥
= lim
j→∞
∥∥T1(t)(x1,j )∥∥= 0
(the last equality being a consequence of Proposition 1). 
Let us observe that the 1th sectional operator
T1(t) : H1 → S2,2
act between Hilbert spaces, therefore when
∑
an(t, σ )
2 < ∞, the Schmidt Representation Theorem allows us to write
t in the following way
t (x1, x2, x3) =
∑
an
(
T1(t)
)〈x1, en〉Bn(x2, x3),
where {an(T1(t))} is a bounded sequence of scalars and {en}, {Bn} are orthonormal sequences in H1 and S2,2, respec-
tively. Obviously, we can do the same with T2(t) : H2 → S2,2 and T3(t) : H3 → S2,2.
Proposition 3. Let t be a trilinear form such that ∑an(t, σ ) < ∞. Then t is a Hilbert–Schmidt form and satisfies
‖t‖2 ∑an(t, σ ).
Proof. By Proposition 2 T1(t) : H1 → S2,2 admits a Schmidt representation as follows
T1(t)(x1) =
∑
an
(
T1(t)
)〈x1, en〉Bn.
We shall prove that for all n
an(t, σ )
an(T1(t))2
K
where K =∑an(t, σ ). From this inequality it is immediate that
‖t‖22 =
∥∥T1(t)∥∥22 =∑an(T1(t))2  (∑an(t, σ ))2.
Given a trilinear form s with σ(s) < n, there exists an orthonormal projection Pn−1 on H1 such that s(x1, x2, x3) =
s(Pn−1(x1), x2, x3) for all (x1, x2, x3) ∈ H1 × H2 × H3 and dimPn−1(H1)  n − 1. Then we can take a vector u ∈
KerPn−1 ∩ [e1, . . . , en] with ‖u‖ = 1. Now, it is clear that
‖t − s‖ ∥∥t (u, ·, ·)∥∥= ∥∥∥∥∥
n∑
ai
(
T1(t)
)〈u, ei〉Bi(·, ·)
∥∥∥∥∥.i=1
B. Hernando / J. Math. Anal. Appl. 341 (2008) 922–930 929On the other hand, we have shown in Proposition 2 that for all vector u the bilinear form t (u, ·, ·) is nuclear and
satisfies ‖t (u, ·, ·)‖1  ‖u‖∑an(t, σ ). Hence
∥∥t (u, ·, ·)∥∥ ‖t (u, ·, ·)‖22‖t (u, ·, ·)‖1  ‖
∑n
i=1 ai(T1(t))〈u, ei〉Bi(·, ·)‖22
K
=
∑n
i=1 ai(T1(t))2|〈u, ei〉|2
K
 an(T1(t))
2∑n
i=1 |〈u, ei〉|2
K
= an(T1(t))
2
K
.
As this inequality holds for all trilinear form s with σ(s) < n it follows that
an(t, σ )
an(T1(t))2
K
. 
Proposition 4. Given a trilinear form t if ∑an(t, σ ) < ∞ and one of the Schmidt representation of the operators
{Tk(t): k = 1,2,3} satisfies that
sup
{‖Bn‖1; n 1}= C < ∞,
then t is nuclear and ‖t‖1  5C2∑an(t, σ ).
Proof. Fix k = 1. We shall prove that for all n
an(t, σ )
a2n(T1(t))
2C
.
So the following representation of the operator T1(t) : H1 → S1,2
T1(t)(x) =
∑
an
(
T1(t)
)〈x, en〉Bn
is a nuclear representation and satisfies
‖t‖1 =
∥∥T1(t)∥∥1 ∑an(T1(t))‖Bn‖1  C∑an(T1(t)) C(a1(T1(t))+ 2∑a2n(T1(t)))
 C
(
a1
(
T1(t)
)+ 4C∑an(t, σ )).
On the other hand,
a1
(
T1(t)
)= ∥∥t (e1, ·, ·)∥∥2  ∥∥t (e1, ·, ·)∥∥1  ‖e1‖∑an(t, σ ),
the last inequality was proved in Proposition 2. Therefore
‖t‖1  5C2
∑
an(t, σ ).
It remains to prove that
an(t, σ )
a2n(T1(t))
2C
for all n.
As we have proved in Lemma 1, given a trilinear form s with σ(s) < n there exists some vector êi0 ∈ KerT1(s) ∩
[e1, . . . , e3n] such that ‖êio‖2  12 and i0 > 2n. So
‖t − s‖ ∥∥t (êi0, ·, ·)∥∥=
∥∥∥∥∥
3n∑
i=1
ai
(
T1(t)
)〈êi0, ei〉Bi(·, ·)
∥∥∥∥∥.
By [2, Theorem 2.3] for all compact bilinear form B we have ‖B‖ = sup{|〈B,A〉|: A nuclear with ‖A‖1  1}, there-
fore
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3n∑
i=1
ai
(
T1(t)
)〈êi0, ei〉Bi(·, ·)
∥∥∥∥∥
∣∣∣∣∣
〈 3n∑
i=1
ai
(
T1(t)
)〈êi0, ei〉Bi(·, ·), Bi0(·, ·)‖Bi0(·, ·)‖1
〉∣∣∣∣∣
=
∣∣∣∣〈ai0(T1(t))〈êi0, ei0〉Bi0(·, ·), Bi0(·, ·)‖Bpi0(·, ·)‖1
〉∣∣∣∣
= ai0
(
T1(t)
)‖êi0‖2 ‖Bi0(·, ·)‖22‖Bi0(·, ·)‖1
 a2n(T1(t))
2C
.
As this inequality holds for all trilinear form s with σ(s) < n, the proof is complete. 
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