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Abstract
This paper is devoted to the question, whether there is an order barrier p ≤ 2 for time integration
in computational elasto-plasticity. In the analysis we use an implicit Runge-Kutta (RK) method
of order p = 3 for integrating the evolution equations of plastic flow within a nonlinear finite
element framework. We show that two novel algorithmic conditions are necessary to overcome
the order barrier, (i) total strains must have the same order in time as the time integrator itself,
(ii) accurate initial data must be calculated via detecting the elastic-plastic switching point
(SP) in the predictor step. Condition (i) is for a consistent coupling of the global boundary
value problem (BVP) with the local initial value problems (IVP) via displacements/strains.
Condition (ii) generates consistent initial data of the IVPs. The third condition, which is not
algorithmic but physical in nature, is that (iii) the total strain path in time must be smooth
such that condition (i) can be fulfilled at all. This requirement is met by materials showing
a sufficiently smooth elastic-plastic transition in the stress-strain curve. We propose effective
means to fulfil conditions (i) and (ii). We show in finite element simulations that, if condition
(iii) is additionally met, the present method yields the full, theoretical convergence order 3 thus
overcoming the barrier p ≤ 2 for the first time. The observed speed-up for a 3rd order RK
method is considerable compared with Backward Euler.
Keywords: Finite elements; Elasto-plasticity; Time integration; Differential-algebraic
equations; Runge-Kutta; Order-barrier
1 Introduction
Time integration is the numerical workhorse of computational plasticity. It critically de-
termines the accuracy and efficiency of finite element calculations. Backward Euler has
been the very standard for time integration, see [39] and the references therein. Second
order methods (p = 2) have been used for plastic rate equations [33, 14, 34, 40, 12, 8, 2, 3]
but remarkably, the true convergence order was measured only in very few cases. The for-
mulation of even higher-order p ≥ 3 time-integration schemes for computational plasticity
without order reduction is a longstanding, unsolved problem. Order reduction in this con-
text means that higher-order Runge-Kutta (RK) methods with p ≥ 3 fail to achieve the
full, theoretical convergence order for integrating plastic evolution equations. Instead, the
integrators fall back to convergence order 2. But why so? And why order 2?
Suchlike order reduction is reported by [12] for Prandtl-Reuss plasticity (i.e. von-Mises
plasticity with zero hardening), where the 3rd order, stiffly-accurate, diagonally implicit
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RK method (SDIRK) of [1] was used. As a conclusion in [12], third order methods are seen
as not competitive for numerical hard problems like elasto-plasticity without hardening.
However, even considerable hardening cannot solve the problem of order reduction for p ≥
3 was the observation of [21]. The same authors observed that attempts to regularize the
solution of elasto-plasticity by means of a Perzyna-type viscosity-model do fail. Instead,
”only if an un-physically large viscosity is chosen, the expected order can be achieved”,
[21], p.34. Other authors observed order reduction from order 3 to 2 for the application
of a third-order RK scheme of Radau IIa to von-Mises plasticity, see [7].
Beyond these results there is – to the best knowledge of the authors – not any publication,
where time-integration for elasto-plasticity in finite element simulations achieves order 3
or higher. This suggests, that there exists an order-barrier p ≤ 2. In view of the relevance
of time integration in computational inelasticity, this order barrier would be severe. It
is an issue, that even the reason is not well understood. The notion of low regularity of
elasto-plastic problems as an explanation is rather vague and a deeper analysis is missed.
At best, precise conditions for the failure or success of 3rd order methods should be
formulated.
A famous example of an order-barrier describing the failure of integration algorithms is
Dahlquist’s 2nd barrier. It states that A-stable multistep methods (also called BDF for
backward difference formulas) have order of convergence at most 2. Interestingly, this
order barrier is the reason, why we will not attack the barrier p = 2 using multistep
methods. In some cases, A-stability might be not necessary, but for stiff problems as for
inelasticity, A-stability had turned out to be even not sufficient such that stricter and
additional stability notions were introduced like L-stability and S-stability, the latter by
[35]. For a nice description of the history of stiff problems, see [18]. Therefore, RK methods
as one-step, multistage integrators are used here to go for order p = 3.
Elasto-plastic continuum constitutive laws with internal variables typically exhibit the
format of differential algebraic equations (DAE), where the evolution of plastic flow is
described by ordinary differential equations (ODE) which are controlled by the yield
condition as an algebraic constraint. Since RK methods have shown the full, theoretical
convergence order beyond order 2 for various DAEs, a true order barrier as a strict,
proven upper bound for particular RK methods can be excluded. Hence, the order barrier
that is analyzed in the present work has its source in the model characteristics and is a
conditional one as it will turn out.
Elasto-plasticity from the algorithmic point of view is to solve an initial boundary value
problem (IBVP), where typically the semi-discrete (i.e. space-discrete) DAEs are solved
on the local level of quadrature points. This means that the solution of the IVPs in elasto-
plasticity is not isolated, but coupled to the solution of a BVP. From this perspective of
elasto-plasticity as a space-time coupled problem we take a new fresh look onto the order
barrier issue, cf. [9].
In summary, the problem of order reduction in computational elasto-plasticity is still
not solved. Despite considerable research efforts, there is no solution available and even
the reason is not well understood. The present paper attacks this problem and aims at
convergence order 3. In more detail, our main aim is three-fold:
(i) To put things into perspective, the algorithmic structure of inelastic stress anal-
ysis within the finite element method as a space-time coupled problem is briefly
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recalled. Two different concepts are described. In Sec. 2, the constitutive model of
a geometrically nonlinear, small-strain von-Mises plasticity1 is summarized which
serves the purpose of a prototype model for applying implicit Runge-Kutta methods
within nonlinear finite element calculations. For the two-stage, third order Radau
IIa method, which is a stiffly accurate RK-version, the solution algorithm is refor-
mulated for the chosen elasto-plasticity model.
(ii) The main thrust is to identify the reasons for order reduction and, based on that,
to propose simple and effective means to overcome order reduction in cases where
it is possible at all. Two aspects are crucial:
1. The first aspect is that the numerical solution of the plastic IVP needs consis-
tent ”initial data”. As it will turn out in the following, these ”initial data” is the
time and the corresponding total strain at the elastic-plastic transition2. This
is a new aspect that has not been considered in standard predictor-corrector
schemes so far. A possible explanation is that a missing detection of the ac-
curate elastic-plastic transition is inconsequential for the convergence order
of Backward-Euler as a linear method. But how does SP detection affect the
accuracy and convergence order of higher order methods with p ≥ 2?
2. The second aspect refers to the characteristic of RK methods that they are
multi-stage methods. As it will turn out in the present context of inelasticity,
the input of total strains is required at the RK stages in the considered time in-
terval. Since nodal displacements are the solution of the BVP, they are the link
of the global BVP to the local IVPs of elasto-plasticity. Hence, the perspective
of a space-time coupling comes into play, which can be stated more precisely:
Which is the correct, i.e. consistent format for the total strains serving as input
in the RK stages of the local IVPs?
The analysis of the above aspects and questions will lead to novel consistency con-
ditions and to the development of adequate algorithmic means to meet these con-
ditions.
(iii) The third thrust of the paper is an assessment of the proposed methodology in
representative finite element simulations, where the plastic evolution equations are
integrated by a fully implicit, 2-stage (3-stage), 3rd (5th) order RK method of Radau
IIa class. In particular, we carefully analyze the influence of SP detection and a
nonlinear approximation of the strain path onto the convergence order. Moreover,
the efficiency of the RKmethods will be measured in terms of the speed-up compared
with Backward-Euler.
1Since the model is based on the geometrically nonlinear Green-Lagrangean strain tensor, which is
objective opposed to the infinitesimal strain tensor, the present approach is even valid for finite rotations,
where strains remain small as it is the case for e.g. shell-structures.
2We use the term ”initial data” instead of ”initial values”, since plastic strain as the proper initial
values of the evolution equations do not belong to these ”initial data”.
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2 Elasto-plasticity in the finite element method
2.1 General algorithmic structure
The finite element method is typically used for implicit, quasi-static simulations of solids
and structures undergoing inelastic material behavior, which are modeled within the
framework of continuum constitutive models with internal variables.
Classical Concept. In standard (commercial/research) finite element codes the numer-
ical solution exhibits mostly the same algorithmic structure: The variational form of the
balance of momentum is discretized in space by finite elements, which leads to a set of
nonlinear algebraic equations with displacements as unknowns in the nodes of the tri-
angulation. These equations are typically solved using Newton’s method, which requires
a consistent linearization for the sake of quadratic convergence in the asymptotic range.
The displacements as the solution from the global level are passed over to and serve as
input (in the format of a total deformation tensor as derived from displacements) in the
local IVPs of elasto-plastic flow living on the local level of quadrature (typically Gauss)
points. Here the time integration algorithms, which are frequently called stress-update
algorithms, integrate the rate equations. One global-local or space-time Newton-iteration
circuit is completed, if the updated quantities from the quadrature level, i.e. stress and
the algorithmically consistent tangent, are passed over to the global level of equilibrium
iterations. This solution scheme will be called the partitioned ansatz and is the algorith-
mic backbone of the present work. Note, that here even for the case of e.g. a two-stage
mid-point rule the global solution of the global algebraic equations is required only once.
An Alternative: DAE/MLNA. An alternative is the understanding of inelasticity
within finite elements as a global DAE system, where displacements are the algebraic
unknowns and the internal variables are the differential variables. The corresponding
solution algorithm is referred to Multi-Level-Newton-Algorithm (MLNA). Of course, even
in this approach, the DAE-problem of elasto-plasticity on the local level of Gauss points
still exists. A description of this alternative concept is described in detail in [13] and
follow-up papers of the second author.
In the context of the present work, one aspect of the DAE-approach is of particular
relevance; the set of global algebraic equations for equilibrium is solved not only at the
end of the time interval, but additionally at each and every of the altogether s RK stages,
see p.687 in [13], Tab. 3. in [19], Tab. 3. [21]. Since the rest of the algorithmic structure
is the same as in the classical concept, the numerical effort increases by a factor of s.
2.2 Von-Mises constitutive model
Equations (1)–(9) summarize a small-strain von-Mises plasticity model in a geometrical
nonlinear setting. This model will be used in the following to showcase the numerical
solution of the corresponding evolution equations of DAE-type by RK methods within the
partitioned ansatz. For the modeling of elasto-plasticity in the framework of continuum
constitutive laws with internal variables we refer to the books of [27, 29, 22, 26, 4]. For a
sound introduction into the algorithmic treatment of elasto-plasticity we refer to [39].
The model is based on an additive decomposition of the Green-Lagrangean strain tensor
E = 1/2(F TF − 1) into an elastic part Ee and a plastic part Ep according to (1).
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decomposition of strain E = Ee +Ep (1)
decomposition of free energy Ψ = W (Ee) + Kˆ(α). (2)
elasticity law S = ∂EeΨ(E
e, α) ,SD = dev(S) (3)
yield function f(S, α) = ||SD|| −
√
2
3
(
σY + Kˆ ′(α)
)
(4)
associated flow rules E˙p = γ
∂f
∂S
= γ
SD
||SD||
:= γ n (5)
α˙ =
√
2
3
γ (6)
isotropic hardening Kˆ ′(α) = Hα+ (σ∞ − σY )(1− e−δα) (7)
Karush-Kuhn-Tucker conditions γ ≥ 0, f ≤ 0, γf = 0 (8)
consistency condition γf˙ = 0 if f = 0 (9)
Table 1: Elasto-plasticity model of von-Mises.
Here, F is the deformation gradient and 1 denotes the second order unity tensor with
components δij. It is assumed that the free energy Ψ in (2) can be additively decomposed
into a hyperelastic part W (Ee) and a plastic part Kˆ(α) for isotropic hardening with the
equivalent plastic strain α. In the hyperelasticity law, S is the Second Piola-Kirchhoff
stress tensor, which is energetically conjugate to Ee. The yield function f is the criterion
for the distinction of elastic states from plastic states. It enters the associated flow rule
for Ep according to (5), which is accompanied by the evolution equation for α according
to (6). The Lagrange-multiplier γ follows from the consistency condition (9). For the
isotropic hardening Kˆ ′(α) a format is assumed ((•)′ denotes a derivative with respect to
the argument, here: α) that is well-suited for adaption to experiments by the composition
of a linear part and a saturation part, see (7). The hardening modulus H , the initial yield
stress σY , the saturation stress σ∞ as well as δ are material parameters. Elastic-plastic
loading and unloading are governed by the Karush-Kuhn-Tucker optimality conditions
according to (8).
In the decompositions
ED = E −
1
3
tr(E)1 , SD = S − p 1 with p = 1/3 tr(S) , (10)
ED (SD) are the strain (stress) deviator, tr(E) = Eii is the trace operator and p is the
hydrostatic pressure.
2.3 Elasto-plasticity is a DAE
The von-Mises elasto-plasticity model is an instance of the broad class of constitutive
models of the type
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S = h(E,y)
y˙ = f (E,y) , y(t0) = y0
0 = f(S)
(11)
where S = h(E,y) represents an elasticity relation and y ∈ Rnz denotes the set of
internal variables describing plastic material behavior. Here, for y = {Ep, α} it holds
nz = 6+1 = 7. The evolution equations of plastic flow, (11)2, are subject to the algebraic
constraint of the yield condition (11)3 thus forming a set of DAEs. For plastic loading of
von-Mises plasticity (11)2,3 read
E˙p = γ
ED −Ep
||ED −Ep||
,
α˙ = γ
√
2
3
,
0 = 2µ||ED −Ep|| −
√
2
3
(
σY + Kˆ ′(α)
)
,
(12)
where we replace for notational convenience the stress deviator SD by 2µ(ED−Ep), µ is
the shear-modulus. We call Ep the differential variable, γ is the algebraic variable.
In the present work we will use RK methods of Radau IIa class, since they are well suited
for stiff problems, and inelasticity is a typical instance for stiff problems. For Radau IIa the
theoretical convergence orders of both the differential variables and the algebraic variables
of the elasto-plastic DAE system are listed in the left of Tab. 2 (from Table VII.4.1 in
[16]) and are contrasted against the reduced order as it was observed in finite element
simulations in [7].
variable type theoretical order reduced order
differential variable y 2s− 1 2
algebraic variable γ s 2
Table 2: Global, theoretical vs. reduced convergence order of s-stage (s ≥ 2) Radau IIa
methods for the DAE case of rate-independent elasto-plasticity.
2.4 Stiffly accurate RK methods for the integration of plastic flow
The solution of IVPs by implicit RK (IRK) methods is a standard task of numerical
mathematics. For a comprehensive overview we refer to the monographs [15, 16, 17].
The solution of the IVP of plastic flow by RK methods in s stages for a time step ∆t =
tn+1 − tn is obtained as follows. The nonlinear system of equations
Yni = yn +∆t
s∑
j=1
aijf (Ynj,Γnj)
0 = f(Yni)

 i = 1, ..., s (13)
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is solved for Yni and Γni (i = 1, ..., s), which are the stage solutions of y and γ. In (13), the
weighting factors aij are the coefficients of the Runge-Kutta-Matrix A = (aij)i,j=1,...,s. The
position of the time stages tni = tn+ci∆tn are prescribed by the coefficients ci, i = 1, ..., s.
The Butcher arrays for the Radau IIa schemes up to order 3 are listed in Appendix A.
Radau IIa schemes are an instance of stiffly accurate RK methods. They obey the relation
asi = bi for all i = 1, ..., s. As a consequence, it holds for the differential variable y
yn+1 = yn +∆t
s∑
j+1
bjY˙nj = yn +∆t
s∑
j=1
asjY˙nj = Yns . (14)
This characteristic, that the approximate solution yn+1 coincides with the last stage solu-
tion Yns is favorable, since then, the stress tensor Sn+1 satisfies the yield condition because
of (13)2, f(yn+1) = 0. Moreover, as (14) implies that yn+1 = Yns, yn+1 immediately follows
from the solution of (13) and the stage dervivatives do not need to be computed.
Next, we consider the application of stiffly accurate RK-methods to Eqs. (12)1−3 of von-
Mises plasticity with isotropic hardening within the partitioned framework. Here, we
introduce ∆γ := γ∆t. With the stage values {Epni,Λni} for {E
p, α}, ∆Γni for ∆γ and
tni = tn + ci∆t for t, the nonlinear set of equations for the stage values reads as
E
p
ni = E
p
n +
s∑
j=1
aij∆Γnj
ED(tnj)−E
p
nj
||ED(tnj)−E
p
nj||
Λni = αn +
s∑
j=1
aij
√
2
3
∆Γnj
0 = 2µ||ED(tni)−E
p
ni|| −
√
2
3
(
σY + Kˆ ′(Λni)
)


i = 1, ..., s . (15)
3 Reasons for and remedies against order reduction
In this section we identify and analyze two critical sources for order reduction. Based
on the findings we propose solutions to overcome the loss of the theoretical convergence
order. More specifically, we examine the influence of
1. Accurate, i.e. consistent strain interpolation in time, where not only the nonlinearity
of the strain path in time comes into play, but moreover its smoothness.
2. Consistent initial data for the IVP via (SP) detection between elastic state and
plastic state.
3.1 Consistent approximation of strain in time
Equations (15)1,3 indicate, that RK schemes require total strain values at their stages
E(tnj). Moreover, Fig. 1 hints at the fact, that the strain path in time of a material point
in an inelastic solid is typically nonlinear. If the strain path is nonlinear and smooth, strain
representation by higher-order polynomials yield a better approximation as e.g. linear
interpolation can do. Keeping the total strain tensor constant, which is the assumption
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En
En1
En+1
Eni
tn−1 tn+1tn tn1 tni t
∆tn+1∆tn
E
En−1
Figure 1: The exact, unknown strain path (black, solid line) in the time interval t ∈
[tn, tn+1] and its approximations by constant deformation E = En+1 (red, dotted line),
by linear (blue, dashed line) interpolation based on En and En+1 data, and by quadratic
(green, dot and dash line) interpolation based on En, En+1 and En−1 data.
of BE within a classical predictor-corrector scheme, is a very rough approximation of the
true strain path.
But which is the correct or consistent format to approximate total strains E(tnj) by Enj?
3.1.1 Linear strain approximation: order p = 2. Introducing a new time scale
t˜ := t−tn in the time interval t ∈ [tn, tn+1], the linear interpolation polynomial, supported
by (0,En) and (∆t,En+1), reads
p1(t˜) = En +
t˜
∆t
(En+1 −En) , (16)
which leads to the approximation of E at time t = tni = tn + ci∆t
E(t = tni) ≈ p1(t˜ = ci∆t) = En + ci(En+1 −En) . (17)
Under the assumption that the strains in time interval t ∈ [tn, tn+1] and t˜ ∈ [0,∆t] are
twice continuously differentiable, the interpolation error in the strains is |E(t˜)− p1(t˜)| ≤
M2/2(∆t)
2 with M2 = max{|E
′′(t˜)| : t˜ ∈ [0,∆t]}.
3.1.2 Quadratic strain approximation: order p = 3. Given that E(t˜) is
three times continuously differentiable in [−∆t,∆t], it holds for the interpolation error
|E(t˜)− p2(t˜)| ≤M3/6(∆t)
3 with M3 = max{|E
′′′(t˜)| : t˜ ∈ [−∆t,∆t]}. The interpolation
polynomial p2 reads
p2(t˜) =
1
2(∆t)2
(En−1 − 2En +En+1) t˜2 +
1
2∆t
(En+1 −En−1) t˜+En . (18)
Then, stage values of E at t = tni = tn + ci∆t and t˜ = ci∆t read
E(t = tni) ≈ p2(t˜ = ci∆t) =
ci
2
(ci − 1)En−1 + (1− c2i )En +
ci
2
(ci + 1)En+1 . (19)
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The fact that the error for linear interpolation is of the order O(∆t2) suggests that this
low-order approximation is a candidate to cause order reduction in elasto-plastic stress
computations when higher-order methods, p ≥ 3, are used. In [10] it was shown, that the
convergence order in viscoelastic stress computations directly depends on the approxima-
tion error in strain interpolation. More precisely, it was shown for a 3rd order RK method,
that quadratic interpolation based on tn−1, tn and tn+1 data enables convergence order 3
in viscoelastic time integration. Linear interpolation, however, leads to a reduced order of
2.
3.2 Consistent initial data via elasto-plastic switching point detection
S
D,tr
n+1
fn+1 = 0
SDn
SDn+1
SDn−1
fn = 0
Figure 2: Switching point (SP) detection for von-Mises elasto-plasticity with isotropic hard-
ening in the predictor step of the return-mapping scheme. Three versions are displayed: for
linear strain interpolation +, for quadratic strain interpolation ×, and for linear extrapola-
tion ◦.
The transition from an elastic state to a plastic state is characterized by the SP at time
tSP. Since the SP defines initial values for IVPs of time integration in elasto-plasticity,
its determination is crucial for the accuracy of inelastic stress calculations, in particular
for higher-order methods. Linear Backward Euler and BDF2, a second order backward-
difference formula, [34], [39], achieve full convergence order without SP detection.
In [28] and [5], the SP was termed contact point and considered for final stress calculations,
so without the use of a predictor-corrector scheme based on an operator split. In [2] the
SP was used for a novel exponential type integrator to decompose the strain increment
into its proper elastic and plastic parts. Therefore, this usage of the SP comes close to
the purpose it serves in the present analysis.
During an elastic state, f < 0, the consistency parameter γ is zero and the plastic variables
Ep and α remain constant. In a plastic phase f = 0, γ > 0, the evolution equations are
active. The strain path in time E(t) of a material point is continuous after the onset of
plastic flow. However, it is not necessarily continuously differentiable at t = tSP. Instead,
it often exhibits a kink at the SP indicating a characteristic loss of stiffness when plastic
yielding commences.
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The trial step value of the yield condition indicates, whether there is a SP within the
current time interval (tn, tn+1]. A SP exists, if it holds f
tr
n < 0 and f
tr
n+1 ≥ 0.
If switching occurs, the true time step size of inelastic flow is reduced to ∆t = tn+1 − tSP
and is therefore smaller than the nominal time step size ∆t = tn+1 − tn. Since plastic
variables are constant during the elastic state, it holds
E
p
SP = E
p
n , αSP = αn . (20)
The SP and the corresponding total strain E(tSP) have to be calculated. In the following,
we consider three different strategies to determine the SP consistent with the method of
strain interpolation. The first one is a simple ansatz for the approximate calculation of the
SP which is based on linear interpolation. Following our ideas of higher-order interpolation
of strain we adapt SP detection to the case of quadratic interpolation from Sec. 3.1.2. The
third method is based on linear extrapolation. All versions are visualized in Fig. 2.
3.2.1 Switching point detection for linear interpolation. If the strains within
the time interval [tn, tn+1] are calculated via linear interpolation according to (17), the
SP can be approximately calculated as described in [28] and similarly in [5] and [2]. It is
assumed that deformation in the considered material point is purely elastic in the first
subinterval [tn, tn+x) with x ∈ (0, 1) and that plastic flow is restricted to [tn+x, tn+1]. For
the calculation of parameter x, the scalar equation
2µ||(EDn + x(E
D
n+1 −E
D
n ))−E
p
n|| −
√
2
3
(
σY + Kˆ ′(αn)
)
= 0 (21)
has to be solved. Then, the SP is at tSP ≈ tn + x∆t with the corresponding total strain
E(tSP) ≈ En + x(En+1 − En). Consequently, the purely elastic, first step is calculated
using the reduced step size (1− x)∆t.
3.2.2 Switching point detection for quadratic interpolation. If total strains in
the interval [tn, tn+1] are approximated by quadratic interpolation according to (19), the
corresponding equation to determine x ∈ (0, 1) reads as
2µ||[
x
2
(x−1)EDn−1+(1−x
2)EDn +
x
2
(x+1)EDn+1]−E
p
n||−
√
2
3
(
σY + Kˆ ′(αn)
)
= 0 . (22)
Again it holds tSP ≈ tn + x∆t and time integration starts at tSP along with a reduced
time step size (1− x)∆t. For the total strains at the SP it holds
E(tSP) ≈
x
2
(x− 1)En−1 + (1− x
2)En +
x
2
(x+ 1)En+1. (23)
3.2.3 Switching point detection via linear extrapolation. If E(t) is not differen-
tiable in tSP ∈ (tn, tn+1], an approximation of the true strain path via linear interpolation
is inaccurate and quadratic interpolation is no improvement. Then, a piecewise bi-linear
approximation is a better choice to account for the kink in the strain path. For the ap-
proximation of the strains in [tn, tn+x) (i.e. before the SP tSP = tn+x) the strain values at
tn−1 and at tn are linearly extrapolated:
E(t) ≈ En +
t− tn
∆t
(En −En−1) . (24)
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The equation to determine parameter x with tSP ≈ tn + x∆t then reads
2µ||(EDn + x(E
D
n −E
D
n−1))−E
p
n|| −
√
2
3
(
σY + Kˆ ′(αn)
)
= 0 , (25)
and the strains at the SP are approximated by
E(tSP) ≈ ESP = En + x(En −En−1). (26)
If, for the approximation of strains in the plastic phase [tSP, tn+1] only values later than
the kink shall be used, then only data at ESP and En+1 are available, thus
E(t) ≈ ESP +
t− (tn + x∆t)
(1− x)∆t
(En+1 −ESP) . (27)
Since ESP cannot be determined exactly, it is not reasonable to use SP data for interpola-
tion in the consecutive time step. Then, the SP is within the time interval [tn−1, tn]. If no
values earlier than the switching point shall be used, linear interpolation is the method
of choice. In the consecutive steps, quadratic interpolation is to be used.
X
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Figure 3: Strain component Ezz in time: comparison of different methods for SP detection
along with strain interpolation
In Fig. 3 the three different variants for strain interpolation along with SP detection are
compared. The considered example is a homogeneous, biaxial tension-compression test. In
the diagram, the strain component in the direction of compression, here Ezz, is displayed.
It can be seen that the SP detection via linear extrapolation is quite accurate, if the strain
path before the SP is linear.
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3.3 Solution
Now, having determined the stage values of EDni by (linear or quadratic) interpolation,
the set of nonlinear equations (15) is reformulated according to
E
p
ni = E
p
n +
s∑
j=1
aij∆Γnj
EDnj −E
p
nj
||EDnj −E
p
nj||
Λni = αn +
s∑
j=1
aij
√
2
3
∆Γnj
0 = 2µ||EDni −E
p
ni|| −
√
2
3
(
σY + Kˆ ′(Λni)
)


i = 1, ..., s . (28)
Equation (28)2 is linear and can directly be inserted into (28)3. Then, the nonlinear set of
equations (28)1 and (28)3 have to be solved for the stage values (E
p
ni,∆Γni), (i = 1, ..., s).
Based on this, Λni is calculated according to (28)2. The number of unknowns in the
nonlinear set of equations amounts to (6 + 1)s = 7s. For the class of stiffly accurate
RK methods, the update at tn+1 coincides with the last stage solution s, hence E
p
n+1 =
Epns, αn+1 = Λns,∆γn+1 = ∆Γns. The values of E
p
n+1 and αn+1 are saved as history
variables for the following time step, whereas ∆γn+1 is not required for the next time
step.
4 Augmented consistency conditions
4.1 Consistent tangent moduli
In order to obtain quadratic convergence order of the Newton algorithm, the tangent mod-
uli must be algorithmically consistent, i.e. consistent with the time integration method,
C
ep
n+1 = ∂Sn+1/∂En+1. In the context of the present work, the moduli newly depend on
the chosen approximation of strain interpolation. With the 4th order elasticity tensor C,
the consistent tangent can be written as
C
ep
n+1 =
∂Sn+1
∂En+1
= C− 2µ
∂Epn+1
∂En+1
. (29)
Differentiation of (28)1 and (28)3 with respect to En+1 yields a linear set of equations for
calculating
∂Epn+1
∂En+1
=
∂Epns
∂En+1
. The explicit derivations are carried out in Appendix B.
The concept of the algorithmic tangent, that is consistent with the time integration al-
gorithm, was introduced by [31] for elasto-plasticity with linear isotropic hardening and
generalized to other hardening laws and non-associative elasto-plasticity by [38]. Since
then, it is a very standard in computational inelasticity and textbook knowledge. [30]
presents a general scheme to calculate algorithmic (consistent) tangent moduli by nu-
merical means in terms of difference formulae. Since this material-independent, simple
method overcomes the necessity of algebraic expressions (along with tedious and error-
prone analytical manipulations) it is a milestone in computational inelasticity.
Since the algorithmic tangent as well as stress are the result of time integration on
quadrature-point level, and which are then passed over to the global Newton-Raphson
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iterations, they can be understood as a local-global – or equally – time-space coupling-
agency, see [9]. This coupling in terms of Cepn+1 and Sn+1 along with its particular direction
of information passing is visualized in Fig. 4.
4.2 Novel conditions
Space-Time Coupling in Elasto-Plastic Finite Element Algorithms
variational form
of the BVP
– global level –
space-time
coupling
IVP as a DAE
– local level –
 
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 
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


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αn,E
p
n
E(t)
αn+1,E
p
n+1
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ep
n+1
tn
En
tSP tni tn+1
En+1
t
E˙p
y
z
x
consistency
of coupling:
• Cepn+1 =
∂Sn+1
∂En+1
• q = p for
E = O(∆tq)
Ep = O(∆tp)
• f trn+1(tSP) = 0
tSP ∈ (tn, tn+1] for
f trn < 0, f
tr
n+1 ≥ 0
E
p
n+1 = E
p
n +
tn+1∫
tn/tSP
E˙p(E,Ep) dτ
αn+1 = αn +
tn+1∫
tn/tSP
α˙ dτ
0 = f(Sn+1)
Figure 4: Augmented scheme for the consistent coupling of spatio-temporal discretizations
in elasto-plastic finite element algorithms for higher order methods p ≥ 2, [9].
If we follow this coupling perspective in the opposite direction, namely from the global-
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local or space-time coupling, an aspect shows up, which has been overseen so far, but
which is crucial for the order barrier issue. The coupling agency in the opposite direction
is the total strain tensor, here E(t), see Fig. 4. The approximation of total strains by
interpolation polynomials was addressed in Sec. 3.1. The correct, i.e. consistent format of
interpolation follows from a consistency analysis of the space-time coupling. The DAE
E˙p = f (E(t),Ep(t)) (30)
0 = f(Sn+1) (31)
describing plastic flow is solved by a time integration algorithm of the nominal order p,
Ep = O(∆tp) . (32)
Since the time-dependent, total strain tensor E(t) serves as argument in (30), its (polyno-
mial) approximation order in time will influence the order of time integration. Remarkably,
this dependency, though obvious, has been neglected in previous works with the exception
of [10]. An interpolation polynomial of degree q − 1 exhibits the approximation order q
E = O(∆tq) , (33)
which implies that q is due to (30) an upper bound for the convergence order in time
integration. Combining (30) with (32) and with (33), it follows, cf. [9]
Ep = O(∆tmin{p,q}) . (34)
Two conclusions are obvious. First, to empower time integration to its full order, the or-
der of strain approximation and the order of time integration must be consistent3, q = p.
Second, a polynomial of lower order q = p−m, m ≥ 1 will reduce the consistency order
of the differential variable Ep to p −m and, as a consequence, of the stress tensor S as
well.
Summarizing, the standard picture of consistency of space-time coupling in elasto-
plasticity has been restricted so far to the local-to-global or time-to-space coupling, which
is fulfilled by the algorithmically consistent tangent for the sake of quadratic convergence
of Newton’s method. For full convergence order in time integration however, this picture is
incomplete and therefore must be augmented. Two novel consistency requirements arise,
which are necessary conditions for order p ≥ 3. They are highlighted by boxes in Fig. 4.
(i) The novel consistency condition q = p ensures a strain approximation consistent to
the order of the integrator.
(ii) The condition f trn+1(tSP) = 0 for f
tr
n < 0 with tSP ∈ (tn, tn+1] detects the SP and
leads to its corresponding total strain, which improves the consistency of the initial
data ESP.
Remarks.
3Of course, for q > p, full convergence order p will equally be achieved.
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(i) Note, that Fig. 1 showing the nonlinear strain path of E(t) is part of Fig. 4. Figure 4
displays E˙p in the time interval ∆t and contains two distinct cases; the case that plastic
flow commences at tSP and the case that plastic flow continues at tn. For the first case
with a SP in ∆t, the rate E˙p is zero for t ∈ (tn, tSP ).
(ii) Backward-Euler is included as a special case in the consistency scheme of Fig. 4. As
a linear method, p = 1, it requires for q = 1 a constant strain approximation, hence
E(t) := En+1 in the considered time interval.
(iii) For RK methods of order p = 2 (e.g. a diagonally implicit RK method in two stages),
a consistent order of strain approximation q = 2 requires linear interpolation based on
total strain data at tn and tn+1. For p = 4, cubic polynomials have to be used based on
tn+1−i data with i = 0, 1, 2, 3 data. This generalization to arbitrary order 1 ≤ p ≤ 4 is
suggested in [9] and is analyzed for finite-strain viscoelasticity in [11].
(iv) It is worth to mention that in the RK stages (except of at the end of the time
interval) stress and strain only have to satisfy the equations (28) describing the numerical
solution of the plastic IVP. Hence, at the aforementioned RK stages strain may violate
compatibility and stress may violate the (weak form of the) balance of momentum. The
violation of meaningful physical laws at intermediate stages of a solution process is not
an exception to the rule but a common property of numerical methods. Of course, at the
end of the time interval all relevant mechanical equations must be and are in fact fulfilled;
strain is compatible, stress does fulfil the variational form of the balance of momentum
and it does not violate the yield condition.
Table 3 displays the consistent algorithmic embedding of RK methods for p = 3 into a
standard predictor-corrector algorithm, which is based on an elastic-plastic operator split.
The key new contribution is the SP detection as well as the quadratic strain interpolation,
which is the result of the presented consistency analysis.
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(I) Provide tn-history data {E
p
n, αn} and total strain data {En−1,En,En+1}.
(II) Elastic predictor and switching point (SP) detection:
S
D,tr
n+1 = 2µ(En+1 −E
p
n) f
tr
n+1 = ||S
D,tr
n+1|| −
√
2
3
σY (αn)
If f trn+1 < 0 then E
p
n+1 = E
p
n, αn+1 = αn, Sn+1 = p 1+S
D,tr
n+1, C
ep
n+1 = C, exit.
elseif f trn < 0 then calculate tSP = tn + x∆t with x from:
(i) 2µ||[
x
2
(x− 1)EDn−1 + (1− x
2)EDn +
x
2
(x+ 1)EDn+1]−E
p
n|| −
√
2
3
σY (αn) = 0
(ii) 2µ||(EDn + x(E
D
n −E
D
n−1))−E
p
n|| −
√
2
3
σY (αn) = 0
with (i) for quadratic interpolation, (ii) for linear extrapolation.
endif
(III) Calculate stage values Eni by the polynomial of consistent degree 2 (= p− 1):
If SP in ∆t Eni = ESP +
tni − (tn + x∆t)
(1− x)∆t
(En+1 −ESP)
with ESP = En + x(En −En−1)
else Eni =
ci
2
(ci − 1)En−1 + (1− c2i )En +
ci
2
(ci + 1)En+1
(IV) Plastic corrector: solve for Epni, i = 1, ..., s:
E
p
ni = E
p
n +
s∑
j=1
aij∆Γnj
EDnj −E
p
nj
||EDnj −E
p
nj||
Λni = αn +
s∑
j=1
aij
√
2
3
∆Γnj
0 = 2µ||EDni −E
p
ni|| −
√
2
3
σY (Λni)
(V) Update of internal variables {Epn+1, αn+1} and of stress Sn+1:
E
p
n+1 = E
p
ns , αn+1 = Λns , Sn+1 = C : En+1 − 2µE
p
n+1
(VI) Compute Cepn+1 with (B.9) and (B.10), see Appendix B.
C
ep
n+1 =
∂Sn+1
∂En+1
= C − 2µ
∂Epn+1
∂En+1
Table 3: Predictor-corrector scheme for von-Mises elasto-plasticity using RK methods of
order p = 3 via consistent strain interpolation of order q = p along with SP detection.
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5 Numerical assessment
In this section, we assess the effectivity of the two measurements undertaken to overcome
the order barrier of p ≤ 2; (i) the improved, quadratic approximation of the strain path
in time and (ii) the SP detection. For that aim the von-Mises plasticity model of Sec. 2
along with the third order (two-stage) Radau IIa scheme (Aij , ci, bj see Appendix A) have
been implemented into an 8-node hexahedron element within FEAP, a general purpose
finite element code [41]. The test sets considered are the following: (1) biaxial stretch and
(2) the radial contraction of an annulus.
For all test sets an accurate reference solution Xex for tensor X with X ∈ {E,Ep,S}
is calculated in each plastified Gauss-point by numerical overkill using a very small time
step size where the accuracy of the results is in the range of machine precision. Based
on this reference solution, a relative, global error for finite time step sizes is calculated
according to
e(X) =
1
Nel ·Ngauss
Nel∑
i=1
Ngauss∑
j=1
||X(ij)(∆t)−X(ij)ex||
||X(ij)ex||
, (35)
where X(∆t) is the tensor for a time step size ∆t, Nel is the number of elements in
the domain and Ngauss is the number of Gauss-points per element which exhibit plastic
deformation in the current time step.
In the following, the global relative error is displayed as a function of time step size ∆t
in double logarithmic scaling. For uniform convergence, the mean order of convergence is
calculated by means of linear regression.
Table 4 lists the methods and their variants and introduces abbreviations which will be
used in the following.
method abbreviation
• Backward Euler (i.e. Radau IIa, s = 1) BE
• Radau IIa, s = 2, 3, with linear/quadratic strain interpolation RIIa-l/q
as ”RIIa-l/q”, with SP detection by lin./quad. interpolation RIIa-l/q-SP
as ”RIIa-l/q”, with SP detection by lin. extrapolation RIIa-l/q-exSP
Table 4: Variants of Radau IIa with s stages of theoretical order p = 2s−1 of the differential
variables and their abbreviations.
5.1 Biaxial stretch
We study the elasto-plastic deformation of a cube subject to biaxial stretch which is
discretized with one hexahedron element of side length L = 1mm. Material parameters
are given in Tab. 5. Boundary conditions at Y = L/2 and at X = −L/2 are chosen to
avoid rigid body motions and to ensure a homogeneous, plane-stress deformation state
(Szz = Sxz = Syz = 0). The time-dependent loading is prescribed by displacement control,
at X = L/2 by ux(t) = 0.0005 t and at Y = −L/2 by uy(t) = −0.001 t.
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Figure 1: Displacement control for the bi-axial stretch of a cube.Figu e 5: Bi-axial stretch, mediated y displacement control.
E (N/mm2) ν (1) σY (N/mm
2) σ∞ − σY (N/mm2) H (N/mm2) δ (1)
700 000 0.2 875 211 1500 300
Table 5: Biaxial stretch: elasto-plastic material parameters for von-Mises plasticity with
nonlinear isotropic hardening.
The stress state is calculated at t = 1, 2, 5, 10 using different time step sizes ∆t, the SP is
at tSP = 0.6575. The reference solutions are calculated by Radau IIa employing quadratic
interpolation of strain along with extrapolation for SP detection (RIIaq-exSP) and with
∆t = 1.0E−04.
Table 6 and Fig. 6 summarize the results of the convergence study. For the application of
Radau IIa with two stages, the order of convergence is restricted to order two for linear
interpolation (RIIa-l and RIIa-l-SP) and SP detection does not cure order reduction. More
accurate results are obtained for quadratic interpolation. However, the two variants, RIIa-
q as well as RIIa-q-SP show no strictly uniform convergence behavior at t = 1 and at
t = 2. The improved SP detection via extrapolation along with quadratic interpolation
(RIIa-q-exSP) yields a more uniform convergence behavior and achieves the theoretical
convergence order of 3.
For the 5th order Radau IIa version with s = 3 stages, the same example is considered.
Figure 6 and Tab. 6 display the result of the convergence test at various evaluation times.
The results are similar to the case of the 3rd order Radau IIa version. The observed
convergence order is 3 at maximum for RIIa-q-SP and RIIa-q-exSP thus falling back
behind the theoretical order of 5. The reason is, that the interpolation error for total strain
interpolation is of order O(∆t3), which limits the convergence order of time integration.
The results underpin again the validity of (34) for the prediction of the convergence order
for the differential variables; for p = 5, q = 3 the order is O(∆tmin{p,q}) = O(∆t3).
5.2 Intermediate considerations: construction of two idealized cases
In the following, we aim to neatly separate the influence of the two sources for order
reduction. Therefore, two idealized cases are constructed:
5.2.1 Case I: Discarding switching points by setting σY = 0. For zero initial
yield stress σY , the yield surface degenerates into a point, and each material point starts
to yield at t = 0. Hence, the elastic branch is discarded and no elastic-plastic switching
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time t RIIa-l RIIa-l-SP RIIa-q RIIa-q-SP RIIa-q-exSP
s = 2, p = 3 1 : 2.05 2.07 2.31 2.19 3.02
2 : 1.89 1.90 2.20 2.47 3.00
5 : 2.22 2.23 3.19 3.15 3.24
10 : 2.02 2.07 2.63 2.87 3.01
s = 3, p = 5 1 : 2.05 2.08 2.21 2.18 2.96
2 : 2.04 2.05 2.02 2.42 3.51
5 : 2.30 2.31 3.12 3.23 3.42
10 : 2.09 2.15 2.60 2.99 3.23
Table 6: Biaxial stretch: convergence order of e(S) for variants of the 3rd order (upper
part) and the 5th order (lower part) Radau IIa method.
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Figure 6: Biaxial stretch: convergence of e(S) for different versions of the 2-stage Radau IIa
method at t = 1 (left) and t = 10 (right). First row: s = 2, p = 3, second row: s = 3, p = 5.
Note that the two versions show a very similar error pattern, which can be explained by the
same way of strain interpolation.
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occurs in deformation histories of monotonously increasing load. This implies that initial
conditions are given exactly and do not need to be approximately calculated by SP de-
tection. The second benefit of discarding the SP (and the necessity to detect it) is that
the strain path will be inherently smooth for monotonously increasing loading. Without
SP there is no sudden loss of stiffness manifesting in a kink in the strain path as in Fig. 3.
Then, quadratic interpolation is expected to become effective and 3rd order convergence
shall be obtained. This ”idealized” DAE-case of elasto-plasticity therefore comes close to
the smooth ODE-case of viscoelasticity, for an analysis of that latter case see [10].
For this particular case we consider the two-stage Radau IIa along with linear and
quadratic interpolation of the strain path in time.
E (N/mm2) ν (1) σY (N/mm
2) σ∞ − σY (N/mm2) H (N/mm2) δ (1)
700 000 0.2 0 211 1500 300
Table 7: Biaxial stretch, σY = 0: elasto-plastic material parameters for von-Mises plasticity
with nonlinear isotropic hardening.
The results of the convergence analysis are shown in Tab. 8 and in Fig. 7. Linear interpola-
tion results in order 2 and full convergence order 3 is achieved for quadratic interpolation.
These observations are in line with the results of previous simulations with nonzero yield
stress. In contrast to the aforementioned case, convergence is strictly uniform for σY = 0.
time t BE RIIa-l RIIa-q
1.5 : 1.05 1.72 2.84
3.0 : 1.08 1.74 2.86
Table 8: Case I: biaxial stretch with σY = 0, order of convergence for different methods.
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Figure 7: Case I: biaxial stretch for σY = 0, comparison of convergence order for e(S)
evaluated at t = 3.
5.2.2 Case II: Annihilating the strain interpolation error by direct discretiza-
tion of the evolution equations. Calculations so far have been carried out using
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time integration based on the partitioned ansatz. Within the partitioned ansatz, stage val-
ues of total strains have to be calculated via interpolation and therefore, a corresponding
approximation error is inevitable, see Sec. 3. In the following, we consider the special case,
where discretization in time is directly applied to the evolution equations without finite
element discretization in space. Of course, this is restricted to homogeneous deformation
states with prescribed displacement boundary conditions. This way, the strain interpola-
tion error is annihilated and the effect of SP detection onto the convergence order can be
analyzed separately.
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Figure 8: Case II: biaxial stretch using direct discretization of the evolution equations of
plastic flow. Error in Epzz versus time step size evaluated at (left) t = 1 and at (right) t = 10.
Full convergence order (5 for s = 3 and 3 for s = 2) is obtained by SP detection.
time t s = 1: p = 1 s = 2: p = 3 s = 3: p = 5
1 : ∆t ≤ 0.25: 0.98 ∆t ≤ 0.25: 2.86 0.025 ≤ ∆t ≤ 0.25: 5.22
2 : 0.94 ∆t ≤ 0.25: 2.86 ∆t ≥ 0.025: 5.08
5 : 1.36 2.94 5.25
10 : 0.68 2.69 4.65
Table 9: Case II: biaxial stretch using direct discretization of the evolution equations.
Convergence order of the s-stage Radau IIa method with switching point (SP) detection.
The theoretical order of convergence is p = 2s− 1 is obtained for s = 1, 2, 3.
We choose elastic Poisson’s ratio ν = 0 and prescribe strains in x-direction and y-direction
via Exx(t) and Eyy(t). Hence, we may write E = E
e + Ep = (Exx(t) , Eyy(t) , E
p
zz)
T
for the reduced set of nonzero strains, since Exy, Exz and Eyz identically vanish.
The DAE-system from the evolution equations and the yield condition can be solved
without solving the BVP. Hence, the partitioned ansatz is no longer necessary and the
rate-equations of plastic flow are directly accessible for discretization in time.
For the deviator of the reduced strain tensor the relation holds
ED =

ExxEyy
Epzz

− 1
3
(Exx + Eyy + E
p
zz)

11
1

 = 1
3

 2Exx − Eyy −Epzz−Exx + 2Eyy − Epzz
−Exx − Eyy + 2E
p
zz

 .
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For Ep ≡ 0 before the onset of plastic yielding, the SP can be calculated exactly from
the yield condition. Here the time of the SP is tSP = 0.693375.
In the considered case, stage values of ED can be expressed in terms of the stage
values Epni, Exx(tni) and Eyy(tni):
EDni =
1
3

 2Exx(tni)− Eyy(tni)−Epzz ni−Exx(tni) + 2Eyy(tni)−Epzz ni
−Exx(tni)− Eyy(tni) + 2E
p
zz ni

 .
For the convergence study, we choose the material parameters of Tab. 5 except of ν = 0.
Strains in x- and y-direction are prescribed by Exx(t) = 0.0005 t and Eyy(t) = 0.002 t.
In the present test we assess different variants of Radau IIa for s = {1, 2, 3} stages, with
and without SP detection. Recall, that the theoretical convergence order p for an s-stage
method of this RK-family is p = 2s− 1 for the differential variables.
The results for different evaluation times are displayed in Fig. 8 and in Tab. 9. For time
step sizes, where the simulation results come close to machine precision, and therefore no
longer show uniform convergence, we reduce the data set for linear regression to calculate
the mean convergence order.
As can be seen in Fig. 8 and in Tab. 9, full convergence order is obtained (3 and 5,
respectively) if SP detection is used. Without SP detection, Radau IIa suffers from order
reduction and shows a strongly non-uniform, even non-monotonous convergence; then the
2-stage solution coincides with the 3-stage solution.
Summary. The results of the cases I and II underpin the hypothesis, that order reduc-
tion in elasto-plasticity within a partitioned finite element ansatz is due to two reasons, (i)
inaccurate strain values at RK-stages, which are obtained by linear interpolation bound-
ing the convergence order to order 2 and (ii) a missing or inaccurate SP calculation giving
inaccurate initial data. Complementary, quadratic interpolation of total strain implying
approximation order 3 enables convergence order 3 in time integration, SP detection pro-
vides consistent initial data and thereby enables full convergence order.
Even without the highly idealized settings of case I and case II, the examples so far have
been homogeneous deformation states and are therefore of limited use for reliable con-
clusions concerning the quality of the time integration algorithms. This is true, since in
that case each and every Gauss-point passes the elasto-plastic SP at the same time. As
a consequence, no stress-redistribution will occur during plastic deformations, which is,
however, a very characteristic of elasto-plasticity. Its reason is the sudden loss of stiffness
at a material point when yielding commences and the ”flexibility” of the material to in-
stantaneously redistribute the loading. How this ”structural” effect of stress-redistribution
affects the characteristics of the strain path and the SP detection shall be studied in the
next example showing non-homogeneous deformation states.
5.3 Radial contraction of an annulus
This test set is the radial contraction of an annulus as displayed in Fig. 9. The annulus
exhibits inner and outer radii ri = 20mm, ro = 40mm and thickness h = 1mm. It
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Figure 9: Radial contraction of an annulus by displacement control applied to the inner
rim. Geometry, loading and finite element discretization of one quarter.
is supported at z = 0mm in z-direction, and two symmetry planes are exploited, such
that the simulation is carried out at a quarter system. It is discretized with 10 elements
in circumferential direction, 10 elements in radial direction and one element over the
thickness. The inner rim is continuously pulled in radial direction by displacement control
ur(t) = 1.0 mm · t. As a consequence, plasticity spreads out radially from the inner rim
to the outer rim.
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Figure 10: Radial contraction of an elasto-plastic annulus, design of a smooth transition
from elastic-to-plastic (left) in the stress-strain curve by a proper choice of the harden-
ing variable δ. A smooth stress-strain curve directly propagates to a corresponding (right)
smooth transition in the strain-path.
In the following, 4 distinct cases are analyzed, which differ in their plastic material pa-
rameters:
• A0 : σY = 0, linear hardening
• B0 : σY = 0, exponential hardening
• A : σY > 0, linear hardening
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• B : σY > 0, exponential hardening for a smooth elastic-plastic transition
In the left of Fig. 10 the stress-strain curve of a (homogeneous) bi-axial tension-
compression test is shown for various hardening parameters δ in the exponen-
tial/saturation part of isotropic hardening Kˆ ′(α) = Hα + (σ∞ − σY )(1 − e−δα), where
H = 600 N/mm2. For case B, we choose δ = 5 000 for the calculations, since it ensures
not only a truly seamless transition from elastic-to-plastic state in the stress-strain curve
but also a corresponding smooth transition in the strain components.
case E (N/mm2) ν (1) σY (N/mm
2) σ∞ − σY (N/mm2) H (N/mm2) δ (1)
A0 68 900 0.33 0.0 0.0 10 000 0.0
B0 0.0 200 3 000 5 000
A 300 0.0 10 000 0.0
B 300 200 3000 5 000
Table 10: Radial contraction of an annulus, elasto-plastic material parameters for different
cases.
5.3.1 Case A0: σY = 0, linear hardening. The reference solution for the error
analysis is calculated employing Radau IIa along with quadratic interpolation for a time
step size of ∆t = 1.0E−05.
error e(E) e(Ep) e(S)
time t 0.10 0.25 0.50 0.10 0.25 0.50 0.10 0.25 0.50
BE 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
RIIa-l 1.61 1.65 1.69 1.61 1.65 1.69 1.63 1.67 1.70
RIIa-q 2.05 2.06 2.05 2.05 2.06 2.04 2.07 2.05 2.02
Table 11: Radial contraction of an elasto-plastic annulus, case A0: order of convergence
for different methods.
The simulation results are shown in Tab. 11 and in Fig. 11. Radau IIa along with linear
interpolation (RIIa-l) exhibits a reduced order in the range of 1.6 − 1.7. Radau IIa with
quadratic interpolation (RIIa-q) is slightly better but hardly above 2nd order. The reason
is that plasticity starts at t = 0 and therefore, interpolation in the first plastic time step
is necessarily linear, since tn−1 data are missing.
A comparison of the absolute errors for different methods shows, that third order Radau
IIa is already more accurate for the maximum time step of ∆t = 0.125 than Backward-
Euler for the minimum time step size ∆t = 0.010, which even applies for Radau IIa
suffering from order reduction.
5.3.2 Case B0: σY = 0, exponential hardening. The reference solution for the
error analysis is calculated employing Radau IIa along with quadratic interpolation for a
time step size of ∆t = 1.0E−05.
B. Eidel, C. Kuhn 25
t = 0.1 t = 0.5
e(S)
|||||||||||
X
X
X
XXXXXXXX
x
x
x
xx
xx
x
x
xx
time step size
er
ro
r
10-3 10-2 10-1
10-10
10-9
10-8
10-7
10-6
10-5
10-4
10-3
BE
RIIa-l
RIIa-q
|
X
x
||||||||||||||
X
X
XX
X
X
XXXXXXXX
x
x
xx
x
x
xx
xx
x
xxx
time step size
er
ro
r
10-3 10-2 10-1 100
10-9
10-8
10-7
10-6
10-5
10-4
10-3
BE
RIIa-l
RIIa-q
|
X
x
Figure 11: Radial contraction of an annulus, case A0: convergence of e(S) at t = 0.1
(left) and at t = 0.5 (right).
error e(E) e(Ep) e(S)
time t 0.10 0.25 0.50 0.10 0.25 0.50 0.10 0.25 0.50
BE 0.91 0.86 0.77 0.91 1.00 0.77 0.91 0.85 0.93
RIIa-l 2.02 2.06 2.04 2.00 1.65 2.04 2.04 2.09 2.03
RIIa-q 3.10 2.97 2.69 2.98 2.06 2.69 3.08 2.96 2.71
Table 12: Radial contraction of an annulus, case B0: order of convergence for different
methods.
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Figure 12: Radial contraction of an elasto-plastic annulus, case B0: convergence of the
error e(S) at t = 0.1 (left) and at t = 0.5 (right).
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The simulation results are shown in Tab. 12 and in Fig. 12. Radau IIa along with linear
interpolation (RIIa-l) exhibits order reduction resulting in quadratic convergence. Radau
IIa with quadratic interpolation (RIIa-q) shows full convergence order 3.
A comparison of the errors for different methods shows, that third order Radau IIa is
already more accurate for the maximum time step of ∆t = 0.125 than Backward-Euler
for the minimum time step size ∆t = 0.010, which even applies for Radau IIa suffering
from order reduction.
error e(E) e(Ep) e(S)
time t 0.10 0.25 0.50 0.10 0.25 0.50 0.10 0.25 0.50
BE 0.92 0.94 0.85 0.89 0.94 0.85 0.96 0.94 0.93
RIIa-l 2.28 1.94 1.99 2.15 1.94 2.00 2.34 2.15 2.09
RIIa-l-SP 2.17 1.97 2.10 2.12 1.95 2.09 2.18 2.12 2.12
RIIa-q 2.73 2.29 1.99 2.36 2.20 2.00 2.65 2.39 2.13
RIIa-q-SP 2.17 2.36 2.34 2.24 2.34 2.32 2.33 2.19 2.18
RIIa-q-exSP 2.28 2.22 2.29 2.58 2.33 2.29 2.54 2.15 2.13
Table 13: Radial contraction of an annulus, case A: order of convergence for different
methods.
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Figure 13: Radial contraction of an elasto-plastic annulus, case A: convergence of the
error e(S) at t = 0.1 (left) and at t = 0.5 (right).
5.3.3 Case A: σY > 0, linear hardening. Opposed to the uniform convergence of
Backward-Euler, all variants of Radau IIa do not exhibit strictly uniform convergence
behavior, see Fig.13.
Radau IIa with linear interpolation, with or without SP detection shows order reduction
to second order. Radau IIa with quadratic interpolation slightly improves convergence,
but toggles in between order 2 and 2.7. SP detection does not lead to a clear improvement.
This is true for all considered quantities, for E, Ep and for S, all quantities show a similar
error pattern, see Tab.13.
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error e(E) e(Ep) e(S)
time t 0.10 0.25 0.50 0.10 0.25 0.50 0.10 0.25 0.50
BE 0.91 0.95 0.95 0.86 0.95 0.95 0.95 0.96 0.94
RIIa-l 2.05 2.03 2.05 2.02 2.02 2.06 2.09 2.02 2.17
RIIa-l-SP 1.99 2.03 2.06 1.96 2.02 2.06 2.00 2.02 2.17
RIIa-q 2.26 2.91 2.76 2.22 2.61 2.77 2.24 2.94 2.95
RIIa-q-SP 2.12 2.82 2.70 2.13 2.74 2.70 2.14 2.92 2.95
RIIa-q-exSP 2.25 2.84 2.63 2.40 2.75 2.64 2.47 2.93 2.94
Table 14: Radial contraction of an elasto-plastic annulus, case B: order of convergence for
different methods.
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Figure 14: Radial contraction of an elasto-plastic annulus, case B: convergence of error
e(S) for different methods at (left) time t = 0.1 and (right) t = 0.25.
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5.3.4 Case B: σY > 0, exponential hardening for a smooth elasto-plastic tran-
sition. For the present smooth case, Radau IIa along with quadratic strain interpola-
tion shows full convergence order 3, see Tab. 14 and Fig. 14. Remarkably, the additional
switching point detection does not improve the convergence. Full convergence order is ob-
served for E, which indicates that the total strain path in time is equally smooth as the
stress-strain curve. Note, that this smoothness was realized by the choice of the hardening
parameters. Then, the consistent quadratic interpolation is effective and enables the full
convergence order in time integration as reflected in the order of Ep as well as S.
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Figure 15: Radial contraction of an elasto-plastic annulus, case B: efficiency in terms of
the error e(S) versus the overall computation time (s) at time t = 0.5.
error tol. e(S) 1.0E-03 1.0E-04
speed-up speed-up
BE 1.0 1.0
RIIa-l 7.2 34.2
RIIa-l-SP 7.7 33.3
RIIa-q 8.1 29.9
RIIa-q-SP 8.7 29.3
RIIa-q-exSP 12.2 31.1
Table 15: Radial contraction of an elasto-plastic annulus, case B: Speed-up factors of differ-
ent methods compared with Backward-Euler for different error tolerances. Error calculations
at time t = 0.25.
Full convergence order 3 and the corresponding high accuracy of Radau IIa is a nice result,
but the method is due to its 2-stage, fully implicit characteristics more expensive than
Backward-Euler. The true improvement of the 3rd order method must be quantified in
terms of the realized speed-up compared with Backward-Euler. Figure 15 and Tab. 15
show, that for an error tolerance of 1.0E-03 Radau IIa already exhibits a speed-up of
7-12×. If a higher accuracy shall be achieved in terms of a smaller error tolerance of
1.0E-04, the speed-up is considerably increased to factors of approx. 30×.
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Figure 16 shows for Case B the annulus distribution of shear stresses and equivalent plastic
strain on the increasingly deformed structure.
40 60 80 100 120 140 160 180 200 220 240 260 280 300 0.002 0.004 0.006 0.008 0.01 0.012 0.014 0.016 0.018
Figure 16: Radial contraction of an elasto-plastic annulus for case B: (left) shear-stress
Sxy (N/mm
2), (right) equivalent plastic strain α for linearly increasing contraction of the
annulus from top to bottom.
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5.3.5 Discussion: The signature of elasto-plasticity. The results of the simula-
tions show, that it is not purely the hardening rate, which is the decisive agency for the
convergence order. Instead, it is the smoothness of the elasto-plastic stiffness that directly
transfers to a corresponding smoothness of the strain path in time.
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Figure 17: Radial contraction of an elasto-plastic annulus, case A vs. case B. Left: strain
component Eyz in Gauss point 1 of element 31 as a function of time. The symbols  (for
case A) and © (for case B) each indicate the event of a elastic-plastic switching occurring
in the neighborhood of the considered Gauss point (31/1). Right: Among the points in the
neighborhood we monitor the Gauss points (1, 5) in the elements (1, 11, 21, . . . , 91). Each
of these SPs are displayed in the strain paths in the left diagram.
The fundamental difference in the convergence between case A and case B shall be under-
pinned by data. To this end, the evolution of the strain component Eyz is instrumental.
Here, we choose Gauss point 1 in element 31, see the right of Fig. 17, for which Eyz is
monitored during the contraction of the annulus from time t = 0 to t = 0.5. A comparison
of case A with case B reveals remarkable differences. Right after the beginning at t = 0,
the strain paths are identical, since the deformation of the entire structure is still purely
elastic and materials A and B have identical elasticity laws. At time t = 0.08 plastic yield-
ing commences at the inner rim of the annulus (Gauss point 1 of the first inner element
row) and then, continuously spreads out to the outer rim. For case A, we observe several
kinks in the strain path which each coincide with the event, that a particular Gauss point
(the  symbol in Fig. 17) exhibits a SP.
Remarkably, such a kink in the strain path of the monitored material point (Gauss point
1 of element 31) does not only occur once, namely for the elastic-plastic transition for this
particular point itself. Instead, suchlike kinks equally occur before and after the plastic
frontier has been passing that particular material point, see Fig. 17 (left). Hence, we
can observe in a particular Gauss-point, when other material points in its neighborhood
undergo elastic-plastic transition, which is typically accompanied by an abrupt loss of
material stiffness.
The observed mutual interference of different quadrature points in terms of kinks in the
strain path is due to stress redistribution which is a signature for structures undergoing
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elasto-plastic deformations. Opposed to homogeneous deformations as in the considered
test sets of biaxial stretch, plastic flow commences in this elasto-plastic structure subse-
quently and not simultaneously. By the particular choice of case A0 to set σY = 0 plastic
flow starts in all points at the very beginning and no kinks in strain path are present.
The kinks in the strain-path of Fig. 17 visualize what is referred to as ”low regularity”
of elasto-plasticity. The fact that strains are not continuously differentiable in time is
not a deficiency or artefact of the time-discrete algorithmic treatment of elasto-plasticity,
and it is not an outcome of the spatially discretized problem. Quite in contrast, it is an
inherent property of the very continuous problem of elasto-plasticity. As a consequence,
the application of nonlinear strain interpolation by higher-order polynomials as proposed
in Sec. 3.1 is of limited use. For non-smooth strain paths as in the DAE-case of elasto-
plasticity, however, this concept can hardly cure order-reduction in all cases.
For case B, which is smooth in its elasto-plastic stress-strain curve, we observe – in
contrast to case A – an equally smooth strain path in terms of strain component Eyz of
Gauss point 1 of element 31; here, the event of elastic-plastic switching (symbol © in
Fig. 17) in neighboring points does not induce a kink. For that case, which comes close
to the viscoelastic ODE-case, see [10], the consistent, higher-order strain interpolation is
effective and overcomes the order-reduction.
While some modeling approaches as e.g. in [23] assume for algorithmic convenience a
smooth elastic-inelastic transition, the smooth transition in the stress-strain curve as in
case B is typical for a class of metals and metallic alloys. A look into timely experimental
data underpins, that this class of metals is very broad, covering not only aluminum and its
alloys, [24], but also high-performance dual-phase steels, [25], as well as e.g. high-purity,
polycrystalline α-titanium, [32], to mention but a few.
6 Summary and conclusions
In this paper we have identified and analyzed the reasons for order reduction in computa-
tional elasto-plasticity, where the evolution equations for plastic flow exhibit the format
of DAEs. For a consistent space-time coupling we have established novel consistency
conditions and have proposed simple and effective remedies to fulfil them. The main
findings shall be summarized:
(I) Reasons. The reasons for order reduction in computational elasto-plasticity from
predicted order p ≥ 3 to order 2 is twofold. It is (i) an inaccurate approxima-
tion of the displacement/strain path in time for the calculation of RK-stage values
introducing a local interpolation error that propagates to the convergence order
of stress-update algorithms. If the strain path is non-linear but smooth, then its
approximation by quadratic interpolation leads to superior convergence compared
with linear interpolation. Suchlike ”smooth” elasto-plasticity comes close to the vis-
coelastic case. If, instead, the strain path exhibits kinks, the remedy of high-order
polynomial approximation is of course a blunt knife which cannot improve conver-
gence. Suchlike kinks, however, typically occur, when a material point switches from
elastic to plastic state and hence passes the SP. Secondly (ii), it is a missing or inac-
curate SP detection between elastic phase and plastic phase which leads to an error
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in the initial values for time integration and therefore to order reduction.
(II) Remedies. For a third order, two-stage Runge-Kutta method of Radau IIa class,
we have shown by numerical tests that a necessary condition for full convergence
order 3 in the case of a smooth strain path is a quadratic interpolation of the
displacements/strains in time. Here we have chosen tn, tn+1 and, additionally, tn−1
data for the construction of a quadratic interpolation polynomial. Furthermore, we
have shown that the smoothness of the strain path requires a sufficiently smooth
transition from elastic to plastic state in the stress-strain curve. Hence, it is the
hardening behavior after the SP which avoids the abrupt loss of stiffness at the SP.
Complementary, a constant or linear strain approximation inevitably leads to an
order reduction to second order. Moreover we have demonstrated, that SP detection
is a necessary condition for full convergence order.
(III) Benefits.Amain advantage of the present approach is, that it solves a problem. Fur-
thermore the measurements for overcoming order reduction are easy to implement
and require minor changes of existing implementations based on Backward-Euler as
time integrator. The necessity to provide total strain data of the previous time-step
for quadratic strain interpolation yields a moderately increased overhead of history
data. But in view of the observed speed-up of at least a factor 8×, the 3rd RK
methods are most efficient and promising for further developments.
For materials, which exhibit a sharp kink in the stress strain curve indicating an abrupt
loss of material stiffness at the SP, it is very likely that this property directly transfers
into a corresponding non-smooth strain path in time. This non-smooth characteristics
of the strain paths substantiate the frequently used, but not very sharp attribute ”low
regularity” of elasto-plasticity. Here, the present work has elucidated this mathematical,
but still vague notion by linking it to the mechanics of elasto-plastic solids.
Great many metals exhibit a smooth elastic-to-plastic transition in the stress-strain curve.
For these materials a convergence order of 3 can be obtained, if the algorithmic means of
the present work are used and the strain paths are smooth. Then, RK methods of order 3
can be most efficient for time integration of elasto-plastic constitutive models as we have
underpinned by the obtained speed-up.
Outlook. In the future, the presented high-order time integration methods for elasto-
plasticity should be tested for more complex deformation histories with more than one
SP like for unloading and reloading. Moreover, in the simulation of a large number of
repeated cyclic loading the accumulation of the integration errors should be studied. This
will reveal the long term behavior of the improved RK integration algorithms, which is
necessary for applications like fatigue simulations.
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A Butcher tableaus
The RK methods, which are used in the present work, are displayed in the so-called
Butcher-array, in Tab. A.1. For s-stage methods, b, c ∈ Rs and A ∈ Rs×s. For the family
of Radau IIa methods, where it holds for the order p = 2s− 1, the Butcher schemes are
shown for p = 1, 2, 3 in the second row of Tab.A.1.
c A
b
c1 a11 a12 . . . a1s
c2 a21 a22 . . . a2s
...
...
. . .
...
cs as1 as2 . . . ass
b1 b2 . . . bs
c1 a11 a12 . . . a1s
c2 a21 a22 . . . a2s
...
...
. . .
...
1 b1 b2 . . . bs
b1 b2 . . . bs
1 1
1
1
3
5
12
−
1
12
1
3
4
1
4
3
4
1
4
4−√6
10
88−7√6
360
296−169√6
1800
−2+3√6
225
4+
√
6
10
296+169
√
6
1800
88+7
√
6
360
−2−3√6
225
1 16−
√
6
36
16+
√
6
36
1
9
16−√6
36
16+
√
6
36
1
9
Table A.1: Butcher arrays for (1st line, from left to right) the general case, for implicit
Runge-Kutta (IRK) methods and for stiffly accurate implicit RK methods, and for (2nd
line, from left to right) Radau IIa-schemes for s = 1, p = 1, i.e. Backward-Euler; for s = 2,
p = 3; and for s = 3, p = 5, respectively.
A nice survey on the historical development of the Radau IIa methods is given in [18]. It
has a focus on stiff problems including extended stability notions for stiff problems.
B Algorithmically consistent tangent
Introducing the fourth-order deviatoric tensor P with P := Id − 1
3
1 ⊗ 1 where Id is the
4th order unity tensor with components δijδkl such that P : E = E
D, the stress tensor
Sn+1 can be written as
Sn+1 = κ tr(En+1)1 + S
D
n+1
= κ(1⊗ 1) : En+1 + 2µ(P : En+1 −E
p
n+1) (B.1)
= C : En+1 − 2µE
p
n+1 .
Based on representation (B.1)3, the consistent tangent can be written as
C
ep
n+1 =
∂Sn+1
∂En+1
= C− 2µ
∂Epn+1
∂En+1
. (B.2)
Differentiation of (28)1 and (28)3 with respect to En+1 yields a linear set of equations for
calculating
∂Epn+1
∂En+1
=
∂Epns
∂En+1
.
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Introducing Nnj :=
EDnj −E
p
nj
||EDnj −E
p
nj||
, differentiation of (28)1 yields
∂Epni
∂En+1
=
s∑
j=1
aij
∂
∂En+1
(∆ΓnjNnj)
=
s∑
j=1
aij
(
∆Γnj
∂Nnj
∂En+1
+Nnj ⊗
∂∆Γnj
∂En+1
)
. (B.3)
With xnj := E
D
nj−E
p
nj and the chain rule the first derivative in (B.3)2 is readily obtained
∂Nnj
∂En+1
=
∂Nnj
∂xnj
:
∂xnj
∂En+1
=
[
Id−Nnj ⊗Nnj
||xnj||
]
:
[
∂EDnj
∂En+1
−
∂Epj
∂En+1
]
. (B.4)
Inserting this result into (B.3) yields
∂Epni
∂En+1
=
s∑
j=1
aij
(
∆Γnj
[
Id−Nnj ⊗Nnj
||EDnj −E
p
j ||
]
:
[
∂EDnj
∂En+1
−
∂Epnj
∂En+1
]
+Nnj ⊗
∂∆Γnj
∂En+1
)
−
∂Epni
∂En+1
+
s∑
j=1
aij
(
Nnj ⊗
∂∆Γnj
∂En+1
−∆Γnj
[
Id−Nnj ⊗Nnj
||EDnj −E
p
nj||
]
:
∂Epnj
∂En+1
)
= −
s∑
j=1
aij
(
∆Γnj
[
Id−Nnj ⊗Nnj
||EDnj −E
p
nj||
]
:
∂EDnj
∂En+1
)
. (B.5)
If the stage values of strain are constructed by linear interpolation according to (17), we
obtain
∂EDnj
∂En+1
=
∂
∂En+1
(
EDn + cnj(E
D
n+1 −E
D
n )
)
= cnj P . (B.6)
For quadratic interpolation it holds
∂EDnj
∂En+1
=
∂
∂En+1
(
cj
2
(cj − 1)E
D
n−1 + (1− c
2
j )E
D
n +
cj
2
(cj + 1)E
D
n+1
)
=
cj
2
(cj + 1)P . (B.7)
For notational convenience we avoid explicit case differentiation in the following by intro-
ducing a new stage variable c¯j.
c¯j :=
{
cj , for linear interpolation
cj
2
(cj + 1) , for quadratic interpolation
(B.8)
Inserting c¯j into the right-hand side of (B.5) yields[
Id−Nnj ⊗Nnj
||EDnj −E
p
nj||
]
:
∂EDnj
∂En+1
= c¯j
P−Nnj ⊗Nnj
||EDnj −E
p
nj||
,
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and finally (B.5) is obtained in the form
−
∂Epni
∂En+1
+
s∑
j=1
aij
(
Nnj ⊗
∂∆Γnj
∂En+1
−∆Γnj
[
Id−Nnj ⊗Nnj
||EDnj −E
p
nj||
]
:
∂Epnj
∂En+1
)
= −
s∑
j=1
aij
c¯j∆Γnj
||EDnj −E
p
nj||
(P−Nnj ⊗Nnj) . (B.9)
Moreover, (28)3 has to be differentiated with respect to En+1.
0 = 2µ
∂||EDni −E
p
ni||
∂En+1
−
√
2
3
Kˆ ′′(Λni)
∂Λni
∂En+1
0 = 2µNni :
∂(EDni −E
p
ni)
∂En+1
−
2
3
Kˆ ′′(Λni)
s∑
j=1
aij
∂∆Γnj
∂En+1
−2µNni : (c¯i P) = −2µNni :
∂Epni
∂En+1
−
2
3
Kˆ ′′(Λni)
s∑
j=1
aij
∂∆Γnj
∂En+1
c¯iNni = Nni :
∂Epni
∂En+1
+
Kˆ ′′(Λni)
3µ
s∑
j=1
aij
∂∆Γnj
∂En+1
c¯i
EDni −E
p
ni
||EDni −E
p
ni||
=
EDni −E
p
ni
||EDni −E
p
ni||
:
∂Epni
∂En+1
+
Kˆ ′′(Λni)
3µ
s∑
j=1
aij
∂∆Γnj
∂En+1
(B.10)
Equations (B.9) and (B.10) form the set of linear equations for the calculation of
∂Epni
∂En+1
and
∂∆Γni
∂En+1
such that
∂Epn+1
∂En+1
=
∂Epns
∂En+1
in (B.2) can be calculated which completes the
exercise.
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