Introduction

10
A deterministic motion planner is said to be complete if it returns a solution 11 whenever one exists [2] . A randomized planner is said to be probabilistically com-experiments can show that a planner works for a given robot, in a given environ-17 ment, for a given query, etc., a proof of completeness is a certificate that the planner 18 works for a precise set of problems. The size of this set depends on how strong the 19 assumptions required to make the proof are: the weaker the assumptions, the larger 20 the set of solvable problems.
21
Probabilistic completeness has been established for systems with geometric 22 constraints [4, 3] such as e.g. obstacle avoidance [5] . However, proofs for sys-23 tems with kinodynamic constraints [6, 7, 8, 9 ] have yet to reach the same level 24 of generality. Proofs available in the literature often rely on strong assumptions 25 that are difficult to verify on practical systems (as a matter of fact, none of the 26 previously mentioned works verified their hypotheses on non-trivial systems). In 27 this paper, we establish probabilistic completeness (Section 3) for a large class of 28 kinodynamic planners, namely those that interpolate trajectories in the state space.
29
Unlike previous works, our assumptions can be readily verified from the system's 30 equations of motion and the user-defined interpolation function.
31
The most important of these properties is second-order continuity (SOC), which x rand ← SAMPLE(X free )
4:
X parents ← PARENTS(x rand , V )
5:
for x parent in X parents do 6:
x steer ← STEER(x parent , x rand )
7:
if x steer is a valid state then 8: V ← V ∪ {x steer }
9:
E ← E ∪ {(x parent , x steer )} 10:
end if
11:
end for 12: end for 13: return (V, E) planners, PARENTS(q, V ) is usually implemented from the Euclidean norm over C as PARENTS(q, V ) := arg min 
Figure 1: Illustration of the extension routine of randomized planners. To grow the roadmap toward the sample x , the planner selects a number of parents PARENTS(x ) = {P1, P2, P3} from which it applies the STEER(Pi, 
return the last state of γ int 5: end if 6: return failure Compared to control-based steering, this approach seems to apply to a more 113 5 limited range of systems (those where inverse dynamic solvers are readily avail-114 able). However, it delivers control over the destination state, which is crucial, for 115 instance, in any robotic application where contacts need to be actively maintained.
116
Humanoids provide a canonical example for this: their high degree of freedom 117 and their need to maintain geometric constraints while moving (e.g. feet on the 118 floor) make them particularly unsuitable to control sampling. As a matter of fact,
119
to the best of our knowledge, all humanoid motion planners reported so far in the 
Previous works
122
Randomized planners such as RRT and PRM are both simple to implement 2 yet 123 efficient for geometric planning. The completeness of these planners has been es-
124
tablished for geometric planning in [6, 7, 8] . In their proof, Hsu et al. [8] quantified 125 the problem of narrow passages in configuration space with the notion of (α, β)-
126
expansiveness. The two constants α and β express a geometric lower bound on the 127 rate of expansion of reachability areas.
128
There is, however, a gap between geometric and kinodynamic planning [11] has been deemed as difficult as the initial planning problem [8] . In a parallel line cently when Kunz and Stilman [27] showed that RRTs with control-based steering While proof of completeness have been given for kinodynamic planners using Lipschitz when there exists a constant K f such that
The (smallest) constant K f is called the Lipschitz constant of the function f . 
A kinodynamic system can be written as a time-invariant differential system:
where u ∈ U denotes the control input and x(t) ∈ X . Let U adm ⊂ U denote Our model for an X -state randomized planner is given by Algorithm 1 using 190 state-based steering. We first assume that:
191 Assumption 1. The system is fully actuated.
192
Full actuation restricts our analysis to a range of systems that includes e.g. in- coordinates as:
where u ∈ U adm and we assume that the set of admissible controls U adm is compact 197 with non-empty interior. Since torque constraints are our main concern, we will 198 focus on 
is Lipschitz in both of its arguments.
205
4 The application of our proof of completeness to an arbitrary compact set presents no technical difficulty: one can just replace |u| ≤ τmax with d(u, ∂U adm ), with ∂U adm the boundary of U adm . Using Equation (4) avoids this level of verbosity. These two assumptions are satisfied when f is given by (3) as long as the 206 matrices M (q) and C(q,q) are bounded and the gravity term g(q) is Lipschitz.
207
Indeed, for a small displacement between x and x ,
Let us illustrate this on the double pendulum depicted in Figure 2 . When both links
209
have mass m and length l, the gravity term
is Lipschitz with constant K g = 2mgl, while the inertial term is bounded by 
Interpolation assumptions 215
We also require smoothness for the interpolated trajectories:
is a smooth Lipschitz functions, and its time-derivativeγ int is also Lipschitz. It sat-
218
isfies the boundary conditions (γ(0),γ(0)) = x and (γ(∆t),γ(∆t)) = x . Let us denote by ∆x = (∆q, ∆q) = x − x the displacement between two 226 states x = (q,q) and x = (q ,q ). We define the average velocity and discrete 227 time step between the two states as:
In order for ∆t disc to be well defined, one needs to ensure that: 
238
The discrete acceleration between two locally-consistent states x and x is then
, which can also be written:
The rationale behind these expressions is that the continuous analog ofq disc when
e. the continuous acceleration.
242
Prerequisite P2 is a loose restriction: The probability that uniform random sam-243 pling returns a pair (x, x ) violating it is on the scale of (divided by the maximum 244 velocity), which can be chosen arbitrarily small. Meanwhile, P1 delimits a half-245 space where the angle between ∆q andq avg is acute, thus non-empty and sampled 246 with 1/2 probability. 5 Also, note that local consistency does not precludeq orq
The sampling routine could also be adapted to always return new samples x locally consistent with a given x in the roadmap. from being zero, as usually happens at x init and x goal . The only case excluded is 248 when both are zero, orq = −q, which would imply that the trajectory halts at 249 some intermediate state. As we will see, such halts can always be excluded by 250 leveraging the fact that U adm has non-empty interior.
251
Assumption 5 (Discrete-acceleration convergence). When start and end states become close, accelerations of interpolated trajectories uniformly converge to the discrete acceleration between them, i.e. there exists some ν > 0 such that, if
These three assumptions ensure that the planner interpolates trajectories locally 252 and "continuously" when x and x are close and locally consistent (we will see that 253 the subset of pairwise locally-consistent states is sufficient to establish complete-254 ness). We will call them altogether second-order continuity, where "second-order" 
for ∆t = ∆t disc = (∆qq avg )/(q 2 avg ) = ∆q/q avg . One can then check thatγ s (0) = q,γ s (∆t) =q , γ s (0) = q and γ s (∆t) = 1 2 (∆q + 2q)∆t + q =q avg ∆t + q = ∆q + q = q .
The function being a second-order polynomial, itself and all of its derivatives are smooth and Assumption 3 is verified. One can check Assumption 4 by:
where ω is again the maximum angular velocity, while γ s (t) −q ≤ |∆q| ≤
262
x − x ; the assumption follows by taking e.g. η = 1 + (1 + 2ω)/2 . Finally, that γ (resp. γ ) is always greater than some constantm > 0 (resp.ṁ > 0).
273
We can now state our main theorem: the two states can be close enough so that (1) ∆q <ṁ/3 and (2) ∆q < 2 q .
288
Then:
All states sampled in the tube of radius ρ therefore satisfy property P2. Consider 290 their corresponding time instants on the trajectory:
Supposing without loss of generality that t > t, we denote by ∆t = t − t > 0. Next, we enforce that ρ/∆t = O(∆t), i.e. the radius ρ is at most quadratic in the time difference. Then, ∆q ·q avg = (∆q − ∆γ) ·q avg + ∆γ · (q avg −γ avg ) + ∆γ ·γ avg .
The first two terms are O(ρ) = O(∆t 2 ), while the third term ∆γ ·γ avg = γ 2 ∆t+ O(∆t 2 ). Therefore, ∆q ·q avg >ṁ 2 ∆t + r(∆t)
where the residual r(∆t) = O(∆t 2 ). Relying again on dense sampling, we assume 292 that ∆t is small enough so that r(∆t) <ṁ 2 ∆t/2. It follows that ∆q ·q avg > 0, bound the last two terms by
Both right-hand side expressions are O(∆t). Meanwhile, simple vector geometry shows that
so that the first term of the inequality is O(∆t) as well. Finally, note that ∆q =
that ∆t is O(∆q), from which we conclude that the sine above is O(∆q) and the 299 couple (x, x ) satisfies P3. To summarize, when sampling is dense enough with the 300 conditions that we have defined so far, we have seen how the states x and x are 301 locally consistent.
302
We can now define ∆t disc = (∆q ·q avg )/ q avg 2 > 0 the discrete time step 303 between two locally consistent states x and x . We further assume that ρ/∆t disc =
304
O(∆t), a quadratic upper bound similar to that already enforced on ρ, which will 305 prove useful thereafter. x . For τ ∈ [0, ∆t], the torque required to follow the trajectory γ int is u int (τ ) := 308 f (γ int (τ ),γ int (τ ),γ int (τ )). Since u has δ-clearance in control space,
13
(As previously, vector inequalities are component-wise.) Let us denote by | u int | 310 the first term of this inequality. We will now show that | u int | = O(∆t) → 0 when 311 ∆t → 0, and therefore that |u int (τ )| ≤ τ max for a small enough ∆t (i.e. when 312 sampling density is high enough). Let us first rewrite it as follows:
position-velocity term (PV)
.
The replacement of the norm · by · ∞ is possible because all norms of R n are 314 equivalent (a change in norm will be reflected by a different constant K f ). The x and x are locally consistent, convergence to the discrete-acceleration (yields the 320 ν factor in the distance term, as well as the acceleration term-note how, for the 321 latter, we used the expression from Equation (7), which is possible since x and x 322 are locally consistent).
323
The position-velocity term (PV) satisfies:
Since ρ = O(∆t), we have (PV) = O(∆t) and thus | u| ≤ (A) + O(∆t). Next, 324 the difference (A) can be bounded as: The factor 2 γ ∆γ ∆γ before (θ) is O(1) when ∆t → 0, while simple vector geometry then shows that
wherem := min t γ(t) . From Lemma 2, we can assume this minimum acceler- Finally,
Where we used the fact that ∆γ ≤ dist γ (x)+ ∆q +dist γ (x ) = ∆q +O(ρ), 336 and similarly for ∆γ . Because ∆q = q ∆t disc + O(∆t 2 disc ) and ρ/∆t disc =
337
O(∆t), the last two fractions are O(∆t), so our last term (N) = O(∆t).
338
Overall, we have derived an upper bound |u(τ )| ≤ (1 − δ)τ max + O(∆t).
339
As a consequence, there exists a constant δt > 0 such that, whenever ∆t ≤ 340 δt, interpolated torques satisfy |u| ≤ τ max and the interpolated trajectory γ int =
341
INTERPOLATE(x, x ) is admissible. Note that the constant δt is uniform, in the 342 sense that it does not depend on the index t on the trajectory. the interpolation between x and x will be successful and x will be added to the 349 roadmap. Since the volume of B t is non-zero, the event {SAMPLE(X free ) ∈ B t } 350 will happen with probability one as the number of extensions goes to infinity. At 351 the initialization of the planner, the roadmap is reduced to x init = (γ(0),γ(0)). that they apply to the double pendulum.
364
We assume that the single actuator of the pendulum, corresponding to the joint 
Bezier interpolation
373
A common solution [30, 31, 32] to connect two states (q,q) and (q ,q ) is the cubic Bezier curve (also called "Hermit curve") which is the quadratic function B(t) such that B(0) = q,Ḃ(0) =q, B(T ) = q andḂ(T ) = q , where T is the fixed duration of the interpolated trajectory. Its expression is given by:
This interpolation is straightforward to implement, however it does not verify our Assumption 5, as for instance
Our proof of completeness does not apply to such interpolators: even though a by Bezier curves with a fixed duration T cannot find non-quasi static solutions by 381 increasing sampling density.
382
Proof. When actuation power decreases, the pendulum needs to store kinetic energy in order to swing up, which implies that all swingup trajectories go through velocities |θ| >θ swingup (τ max ). The functionθ swingup increases to a positive limiṫ θ lim swingup as τ max → 0, whereθ lim swingup > 8g/l from energetic considerations. 6 Yet, feasible accelerations are also bound by |θ| ≤ Kτ max for some constant K > 0. Combining both observations in (9) yields:
Since the planner uses a constant T andθ swingup increases toθ lim swingup > 8g/l 383 when τ max decreases to 0, this inequality cannot be satisfied for arbitrary small ac-384 tuation power τ max . Hence, even with an arbitrarily high sampling density around 385 a feasible trajectory γ(t), the planner will not be able to reconstruct a feasible ap- 
Second-order continuous interpolation
388
Since the system has only one degree of freedom, one can interpolate trajecto-389 ries that comply with our Assumption 5 using constant accelerations by selecting 390 6 The expressionθ = 8g/l corresponds to the kinetic energy 1 4 mlθ 2 = mgl, the latter being the (potential) energy of the system at rest in the upward equilibrium. During a successful last swing, the kinetic energy at θ = 0 is a suitable trajectory duration. We propose here the example previously given in 391 Equation (8) 
403
Our implementation of RRT is that described in Algorithm 1, with the addi- our distance function is: The area between worst and best cases are filled in light green and red for Bezier and SOC, respectively. Red (resp. green) vertical lines indicate times when an RRT-SOC (resp. RRT-Bezier) successfully connected to the goal state. When it is possible to reach the goal in a single swing (τmax ≥ 7 Nm), RRT-Bezier finds solutions faster. However, for τmax = 6 Nm, more than half RRT-Bezier instances fail to find a solution after 10 5 iterations, and all of them fail for τmax = 5 Nm. Meanwhile, the RRT-SOC variant with suitable interpolations always finds solutions (Theorem 1).
https://scaron.info/files/pendulum-benchmark.tar.bz2 425 (File size: 229 MB, SHA1 sum: 71d4de12980a103c2496a25e93c703321d9069bf).
426
It includes all generated random samples, so that results can be reproduced using 
Conclusion
444
In this paper, we provided the first "operational" proof of probabilistic com- Reachable states are distributed in two major areas: a central, diamond shape corresponding to the states that the planner can connect at any rate, and two cones directed towards the goal (θ = π or θ = −π). Even after several days of computations, this planner could not find a successful motion plan in this run. Our completeness theorem does not apply to this planner because Bezier curves do not comply with discrete accelerations (Assumption 5).
space, then there exists δ < δ and a neighboring admissible trajectory γ with δ -555 clearance in control space whose acceleration and velocity never vanish, i.e. such 556 that γ (resp. γ ) is always greater than some constantm > 0 (resp.ṁ > 0).
557
Proof. The main idea behind the proof is to leverage the non-empty interior U adm full actuation. The amplitude of the wavelet δγ i needs to be sufficiently small to 564 achieve δ -clearance in U adm for some δ ≤ δ (a solution always exists thanks to 565 the openness and non-emptiness of its interior).
566
Suppose now that the roots ofγ form a discrete set {t 0 , t 1 , . . . , t m }. Let t 0 567 be one of the first of these roots, and let [t, t ] denote a neighborhood of t 0 . We 568 now add two wavelet functions δγ i and δγ j of zero integral over [t, t ] and arbitrary 569 small amplitude to two coordinates i and j, but this time enforcing that the sum 570 of the two wavelets satisfies |δγ i + δγ j | ≥ ij > 0. This method ensures that 571 the root t 0 is eliminated (eitherγ i (t 0 ) = 0 orγ j (t 0 ) = 0) while the positivity of 572 |δγ i + δγ j | ensures that no new root is created at the zero-crossing points ofγ i or 573γ j . We conclude by iterating the process on the finite set of roots.
574
Once γ ≥m for somem > 0, the velocityγ cannot be uniformly zero over 575 any interval. Let us suppose thatγ(t 0 ) = 0 for some time t 0 , and take an interval 576 [t, t ] around it. Again, we add two wavelet functions δγ i and δγ j of zero integral 577 over [t, t ], arbitrary small amplitude δa i , δa j and such that |δγ i + δγ j | ≥ ij > 0.
578
(An example of such function isγ i (w) = δa i (w) sin π w−t t −t .) For δȧ i and 579 δȧ j small enough, the wavelets can be added to the trajectory γ while enforcing 580 δ -clearance for some δ < δ, which concludes the argument. 
