Abstract. We recall briefly the displacement rank approach to the computations with structured matrices, which we trace back to the seminal paper by Kailath, Kung, and Morf [J. Math. Anal. Appl., 68 (1979), pp. 395-407]. The concluding stage of the computations is the recovery of the output from its compressed representation via the associated displacement operator L. The recovery amounts to the inversion of the operator. That is, one must express a structured matrix M via its image L(M ). We show a general method for obtaining such expressions that works for all displacement operators (under only the mildest nonsingularity assumptions) and thus provides the foundation for the displacement rank approach to practical computations with structured matrices. We also apply our techniques to specify the expressions for various important classes of matrices. Besides unified derivation of several known formulae, we obtain some new ones, in particular, for the matrices associated with the tangential Nevanlinna-Pick problems. This enables acceleration of the known solution algorithms. We show several new matrix representations of the problem in the important confluent case. Finally, we substantially improve the known estimates for the norms of the inverse displacement operators, which are critical numerical parameters for computations based on the displacement approach.
Introduction.
1.1. Displacement rank approach to computations with structured matrices. Structured matrices are omnipresent in computations for communication, sciences, and engineering (see the extensive bibliographies in [KS95] , [KS99] , and [P01] ). Figure 1 .1 displays the four most popular classes of structured matrices. They are generalized to various other highly important matrix structures in the displacement rank approach, which we trace back to the seminal paper [KKM79] . We next follow [P01] to outline this approach, which treats various matrix structures in a unified way, based on their association with the displacement operators, and then focus on its most fundamental stage of the inversion of the displacement operators.
An n×n structured matrix M can be associated with an appropriate displacement operator L such that r = rank(L(M )) is small, r n. The image matrix L(M ) is called the displacement of M , and r is called the displacement rank of M . The n 2 entries of the displacement L(M ) can be represented via only 2rn parameters. Such a compressed representation of L(M ) can be extended to the matrix M by inverting the displacement operator.
Example 1.1 (Cauchy-like matrices; see [HR84] , [GO94] ). Let D(s) = diag(s i ) the linear operator
L(M ) = D(s)M − MD(t).
Suppose that
. . , g l ), H = (h 1 , . . . , h l ). Similarly, the classes of Toeplitz, Hankel, and Vandermonde matrices are extended, and many other structured matrices are also compressed via (1.1) for appropriate operators L. This enables the performing of computations with the matrices M in terms of their displacement generators G, H by using much smaller amounts of computer memory and much less CPU time than with the general matrices as long as (a) the ranks of the displacements are kept small and (b) the desired output (e.g., the solution of a linear system) is easily recovered at the end. Here is a flowchart of [P01] for this approach: COMPRESS, OPERATE, DE-COMPRESS.
The COMPRESS stage consists in choosing a short displacement generator for the input matrix M (e.g., [P92] , [P93] , by computing the SVD of its displacement
Simple rules for operating with displacements at the OPERATE stage can be found in [P01, section 1.5]. They include expressions for displacements of the products, sums, linear combinations, Schur complements, and blocks of structured matrices. They also include algorithms for the recovery of a shorter generator from a longer one. These expressions and algorithms are stated for symbolic displacement, based on (1.1), where the operator L and matrix class M are not specified. Thus the rules and algorithms are unified over various classes of structured matrices. Application of these rules to some basic computations with structured matrices (such as the computation of short displacement generators for the inverses or for the bases of the null spaces) yields effective unified algorithms, which are superfast, that is, which run in O(n log d n) time for d ≤ 3, versus the orders of n 3 time in Gaussian elimination and n 2 time in some fast algorithms.
Furthermore, in [P90] , the displacement transformation was proposed as a means of extending any successful algorithm available for one class of structured matrices to other classes, and sample transformations among the four classes of matrices of Hankel, Toeplitz, Vandermonde, and Cauchy types were displayed. This approach was pushed forward extensively, yielding effective practical algorithms [H95] , [GKO95] , [KO96] , [G98] , [G98a] . On the other hand, the DECOMPRESS stage never enjoyed the systematic treatment it deserves, and thus the entire approach hinged on a few ad hoc formulae scattered in [KKM79] , [AG91] , [GO94] , and [BP94] . Particularly underdeveloped was this basic stage for the important applications using rectangular structured matrices (appearing, e.g., in structured least-squares computations) and singular displacement operators (appearing, e.g., in the study of the Nevanlinna-Pick celebrated problems). An important related issue is the estimation of L −1 , which is a critical numerical parameter. For example, whenever the solution of a linear system M x = b is recovered from the displacement L(M −1 ) computed numerically, the output errors are proportional to L −1 . In another example, a structured matrix is inverted numerically by means of Newton's iteration, and the COMPRESS stage is recursively applied in each iterative step [P92] , [P01] . The convergence rate of the process and even the convergence itself critically depend on the residual norm r i = I − MX i , where X i is an approximation to M −1 implicitly represented by its compressed displacement. The residual norm r i is proportional to L −1 , and so the convergence is faster where L −1 is smaller.
Our results and organization of the paper.
In the present paper, we fill the cited void in a systematic regular way. We specify bilinear expressions of structured matrices via their displacements or, equivalently, invert the linear displacement operators, covering the most popular classes of structured matrices and almost all known operators L (see Remark 6.4). We treat the general case of rectangular matrices M and supply general inversion techniques for possibly singular operators L. We first invert them on the orthogonal complement of their null spaces and then extend the inversion to all matrices by using the first or the last row and/or column of M (see Examples 5.1(3), 5.4(2), and 5.6(2) and sections 6.2(ii) and 6.3(ii)). Because of the high importance of the approach, our work should inevitably have substantial practical impact on the computations with structured matrices supplying a solid foundation for them to replace the collection of random ad hoc recipes available so far. Within the limited space of this paper, we point only to some impact on the solution of the Nevanlinna-Pick and Nehari problems in Remarks 5.8 and 6.4, referring the reader to [BGR90] , [OP98] , [P01] , and the bibliographies therein for further information on these problems and the impact. Sections 2-4 cover some simple and/or known auxiliary results. In sections 5 and 6, we derive the desired bilinear expressions. The derivation is elementary and rather straightforward in section 5 (apart from our novel treatment of the case of singular operators) but is more involved in section 6. There we invert the operators associated with a very general class of confluent matrices. The inversion of these operators is a basis for the design of effective algorithms for the confluent tangential Nevanlinna-Pick problem and was a highly important longstanding open issue. The superfast algorithms of [OP98] , [OS00] , and [P01] for the confluent Nevanlinna-Pick problem as well as their future amendments and improvements rely and must inevitably rely on the inversion of the associated displacement operators. In Remarks 5.9 and 6.4, we comment on the preceding works. In section 7, we briefly comment on the extension of our results to the products and inverses of structured matrices. Finally, in sections 8 and 9, we substantially advance the known results in [P92] , [P93] , [PRW02] , and [PKRC02] on estimating the norms of the inverse displacement operators.
Definitions and basic results.
Let us begin with some definitions and simple basic results (cf. [P01] for a detailed and systematic exposition of structured matrix computations). We assume computations in an arbitrary field F, which, in particular, covers computations in the fields of complex, real, or rational numbers (C, R, or Q). M ∈ F m×n denotes an m × n matrix with the entries in the field F.
T are the transposes of a matrix W and a vector v, respectively. W −T is the transpose of
• e i is the ith coordinate vector, having its ith coordinate 1 and all other coordinates 0, and so e 1 = (1, 0, . . . , 0)
. . , e n ) is the n × n identity matrix. 0 n is the n × n null matrix. J = J n = (e n , . . . , e 1 ) is the n × n reflection matrix.
is the m × n Vandermonde matrix defined by its
• ω n is a primitive nth root of 1 (that is, ω
is the vector of all nth roots of 1.
• Ω n = (ω
is the n × n matrix of the discrete Fourier transform (DFT). The DFT of a vector v of dimension n is the vector DF T (v) = Ω n v.
• x and x denote two integers closest to a real x such that x ≤ x ≤ x .
• For any matrix A, let σ i (A) be its ith largest singular value if i ≤ rank(A), and let σ i (A) = 0 if i > rank(A). For any n × n matrix A, let spectrum(A) = {λ 1 (A), . . . , λ n (A)} be the set of all of the eigenvalues of A. (We repeat m times any eigenvalue having algebraic multiplicity m.) The following simple results can be easily verified. Theorem 2.1.
Theorem 2.2. For the n × n matrix Z e and any scalar e, we have Z [CPW74] ). For the n × n matrix Z e and scalar e = 0, we
and t is a primitive nth root of e. 
The rest of this section is the basis for estimating the operator norms L −1 in sections 8-9.
Definition 2.5.
• m | n means that an integer m divides an integer n; m n means the opposite.
• lcm(m, n) is the least common multiple of two positive integers m and n. Definition 2.6 (norms of vectors, operators, and matrices).
• For a vector x = (x i ), we define its (Euclidean) norm by 
we define its Frobenius norm
A F = − → A = ( i,j |a i,j | 2 ) 1/2 .
Alternatively, we may view the matrix as a linear operator
L A : x → Ax (or R A : x → x T A
) and define its operator norm (2-norm)
(2) For any matrix A, we know from its SVD that A = A 1 + · · · + A r , where r = rank(A), each A i is a rank-1 matrix, and
Linear operators of Sylvester and Stein types. Let us associate structured matrices with displacement linear operators of Sylvester type, L
and Stein type, L = ∆ A,B , 
Furthermore,
Theorem 3.6. For any triple of matrices (A, B, M ) of compatible sizes, we have
Theorem 3.7. LetÂ = V AV −1 ,B = W −1 BW for some nonsingular matrices V and W . Then
Inversion of displacement operators.
Our explicit expressions for a matrix M via its displacement rely on the next simple theorem. (g 1 , . . . , g l ), H = (h 1 , . . . , h l ) , and l is "small" structured matrix with an L-generator (G, H) 
Example 5.1. The Stein-type operators L = ∆ Ze,Z f are associated with Hankellike matrices. Note that Z m e = eI m , Z n f = fI n . We begin with the special case in which e = 0 (the same tool applies to f = 0), then supply the expressions in the general nonsingular case, and finally cover all choices of e and f .
1. e = 0. Apply Theorem 4.7, take into account Remark 4.6, and obtain that
2. Let the operator ∆ Ze,Z f be nonsingular. Then the matrix I n − eZ m f is nonsingular due to Definition 3.2. Apply Theorem 4.7 for k = m, then recall Remark 4.6 and obtain that
3. If the operator ∆ Ze,Z f is singular, then we cannot recover the matrix M solely from its displacement. We need extra information about M . We begin with the matrix equation
apply Theorem 4.7 to the operator ∆ Ze,Z , recall Remark 4.6, and deduce that
where (M i,1 ) 1≤i≤m = M e 1 is the first column of M . Remark 5.2. In case 2, we involve the matrix (I n −eZ 1. If e = 0, then, by Theorems 3.1 and 2.2, we have
The latter equation immediately reduces the problem to the case of the Steintype operators ∆ Z T e ,Z f of Example 5.3. The same tool applies to the case f = 0. 2. If e = f = 0, then we have (cf. [BP93] , [BP94] for the proof)
Example 5.5. Similarly to Example 5.4, we express Hankel-like and Toeplitz-like matrices M associated with the Sylvester-type operators
are associated with the matrix structure of Vandermonde type.
If the operator ∆ D(v),Z T f is nonsingular, then the matrix I m − fD(v)
n is nonsingular, and it follows from Theorem 4.7 and Remark 4.6 that
2. To relax the nonsingularity assumption, observe that
Therefore, we deduce from Theorem 4.7 and Remark 4.6 that Remark 5.9. The bilinear expressions of this section have been known for square matrices M and the following operators L: 
, which is a Hankel matrix.
6.2. Case 2. e = 0, f = 0 (similarly if e = 0, f = 0).
, and combine the equation
with Theorem 2.3, Corollary 4.2, and Remark 4.6 to obtain
is the vector of all the mth roots of e.
(ii) (µ − λ) m = e, so the operator L is singular. Note that
6.3. Case 3. ef = 0.
(i) The operator L is nonsingular, so both matrices
m are nonsingular. Apply Corollary 4.2 for k = m and obtain that
Therefore, we have
where Θ 2 (s) = (
of Theorem 2.2, recall Remark 4.6, and rewrite this expression as follows:
(ii) The operator L is singular. For any 4-tuple (λ, µ, e, f ), apply the equation
, where Z n = 0, and, as in Case 2, deduce from Theorem 4.7 and Remark 4.6 that
Further remarks.
Remark 6.2. For ef = 0, we have (cf. Theorem 2.3)
where V e = (s 
Remark 6.4. For a Sylvester-type operator L = ∇ A,B for any pair of A and B, For P = I m , Q = I n , we arrive at the matrices M defining the tangential confluent Nevanlinna-Pick problem. In this case, extensively studied since [BGR90] , stages 1 and 4 are trivialized. In Case 1 of Example 6.1, a distinct expression for M via L(M ) is stated in [OS00] . With omitted proofs and restricted to the case of square matrices M , some of our results were announced in [P01] with reference to the present paper (see the notes of section 4.4 therein).
Two implications.
(a) The basic structured matrices can be multiplied by vectors in nearly linear time (see [P01] ). Our bilinear expressions of structured matrices via their generators enable immediate extension of these algorithms to more general classes of structured matrices. In particular, we multiply the n × n matrices of Examples 5.1, 5.3-5.5, and 6.1 by a vector by using O(ln log n) flops. Similarly, we yield the cost bound of O(ln log 2 n) flops for the n × n matrices of Examples 5.6 and 5.7.
(b) Theorem 3.5 enables the extension of all of our expressions to the inverse matrix M −1 via the products of this matrix with the 2l vectors g k and h k , k = 1, . . . , l.
8. Lower and upper bounds on the norms of the inverse displacement operators. In this section, we estimate the operator norm L −1 for the opera- D(v) . All of our proofs and estimates, however, are invariant to interchanging the operator matrices A and B and to transposing any of A and B, so the same estimates are immediately extended to the operators
, respectively. This covers the operators associated with the matrices of the most popular structures of Toeplitz, Hankel, Vandermonde, and Cauchy types.
Theorem 8.1. For any operator norm and any positive integer r, we have
where ⊗ is the Kronecker product and the lower bounds on ∆ Proof.
(1) Let g and h be two eigenvectors of A and B, respectively, such that (2) Recall that Theorem 8.2. Let = lcm(m, n). We have D(v) and then extend the bounds of Corollary 8.7 to the former operators. We arrive at a corollary showing the desired improvement of (8.3)-(8.6).
