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ABSTRACT The formalism of generalized Wigner transformations developped in a
previous paper, is applied to kinetic equations of the Lindblad type for quantum harmonic
oscillator models. It is first applied to an oscillator coupled to an equilibrium chain of
other oscillators having nearest-neighbour interactions. The kinetic equation is derived
without using the so called rotating-wave approximation. Then it is shown that the classical
limit of the corresponding phase-space equation is independent of the ordering of operators
corresponding to the inverse of the generalized Wigner transformation, provided the latter
is involutive. Moreover, this limit equation, which conserves the probabilistic nature of the
distribution function and obeys an H-theorem, coincides with the kinetic equation for the
corresponding classical system, which is derived independently and is distinct from that
usually obtained in the litterature and not sharing the above properties. Finally the same
formalism is applied to more general model equations used in quantum optics and it is shown
that the above results remain unaltered.
∗ Association Euratom, Etat Belge
1. INTRODUCTION
In a previous paper ([1], here after called paper I), we studied the properties
of generalized Weyl and Wigner transformations of quantum operators and
classical phase-space functions respectively and with their help we presented a
phase-space formulation of quantum evolution equations. In the case of open
systems interacting with a large equilibrium bath we gave an explicit phase-
space representation of quantum kinetic equations of the Lindblad type. As it
is well-known, such equations are satisfactory in the sense that they conserve
the probabilistic interpretation of the density matrix and obey an H-theorem
([2], [3], [4] section V, [5] proposition 4.3, [6] section 4.3.). They are obtained
in the context of various approaches to kinetic theory that employ some more
or less systematic approximation scheme to the exact dynamics of the system
([3]-[5], [7]-[12]). In the present paper we illustrate the formalism of paper I by
applying it to kinetic equations of this kind, for particular harmonic oscillator
models.
In section 2, we first apply the general kinetic equation for an open system
weakly interacting with a bath at equilibrium, that follows in the context
of the formal theory presented in [5], a brief account of which is given in
Appendix 3, to the case of a classical harmonic oscillator interacting with a
(linear) harmonic chain, assuming nearest neighbour interactions. Moreover,
the chain is considered to be at canonical equilibrium. We show that in the
thermodynamic limit of an infinite chain, the interaction Hamiltonian takes a
simple separable form. The derivation uses functional methods and leads to an
equation of the Fokker-Planck type in the phase-space of the oscillator.
Then in section 3 the corresponding quantum system is treated in the
context of the same formalism, leading to a kinetic equation well-known in the
litterature but either introduced phenomenologically or derived with the aid
of additional approximations. Its phase-space representation via an arbitrary
generalized Wigner transformation is accordingly given. It is also shown that
its classical limit is unique, as long as the corresponding generalized Moyal
bracket is a deformation of the Poisson bracket, and coincides with the classical
equation obtained in section 2, which for the sake of completeness was derived
there independently, thus exhibiting the consistency of our formalism, at least
in this special case.
Finally in section 4, a more general model equation of the Lindblad type
for a harmonic oscillator linearly coupled to a bath of other oscillators, that has
been considered in the litterature especially in quantum optics ([13], [14] and
references there in) is phase-space transformed with the aid of the formalism
of paper I. This generalizes previous results of [14] and easily implies that once
again its classical limit is unique under the condition stated above.
2. CLASSICAL OSCILLATOR LINEARLY COUPLED TO A
HARMONIC CHAIN
In this section we will study a classical harmonic oscillator model and
in the next section our results will be related to those of the corresponding
quantum system. The model consists of a harmonic oscillator (the subsystem
Σ) coupled to an infinite set of harmonic oscillators (the reservoir R), at
canonical equilibrium. It is assumed that the interaction is (bi)linear in the
coordinates of Σ and R. The Hamiltonian reads
H = HΣ+HR+λ
′HI (2.1)
HΣ =
p′2
2M
+
1
2
kq′2 (2.2a)
HR =
1
2m
∑
k
p′k
2+
1
2
∑
k,l
q′kh
′
k−lq
′
l (2.2b)
HI =
∑
k
ǫ′kq
′
kq
′ (2.2c)
where λ′ is a coupling parameter and the remaining symbols have an obvious
meaning. Performing the (canonical) scale transformation
p =M−
1
2 p′ q =M
1
2 q′
pk = m
− 1
2 p′k qk = m
1
2 q′k
we set
H = HΣ +HR + λHI , λ =
√
m
M
λ′ (2.3)
HΣ =
p2
2
+Ω20q
2, Ω20 =
k
M
(2.4a)
HR =
1
2
∑
k
p2k+
1
2
∑
k,l
qkhk−lql, hk =
h′k
m
(2.4b)
HI =
∑
k
ǫkqkq ǫk =
ǫ′k
m
(2.4c)
Actually in defining HR we may take any positive-definite symmetric matrix
hkl and not only a codiagonal one. This is readily seen for a finite chain by
taking an orthogonal matrix γmn diagonalizing hmn and making the (canonical)
transformation
(q′k, p
′
k)→ (q˜k, p˜k)
p˜m =
∑
k
γkmp
′
k, q˜m =
∑
k
γmkq
′
k
However for an infinite system the diagonalization procedure is more involved
since subtleties appear due to the (presummably simultaneous) existence of a
continuous and a point spectrum of hkl. Nevertheless, if it posseses a complete
set of eigenvectors, normal coordinates can be defined in analogy with (2.6)
below, hence (2.8) follows and consequently kinetic equation ((2.26) below)
remains unmodified. In view of the above discussion it is reasonable to assume
in the present case
hk = h
∗
k = h−k ≥ 0 (2.5)
where h∗k denotes the complex conjugate.
This model has been used extensively, particularly in the case of nearest
neighbour interactions the various calculations being performed for a finite
chain and then taking, the thermodynamic limit (see e.g. [15] eq(1), [16] eq(18),
[17]-[19] and indirectly [20]). It should be noted that one often considers
√
m
M
as a small parameter (Brownian motion proper) and not just the coupling
parameter λ′ as in this paper.
In case of an infinite number of nonvanishing hk’s it will be assumed that
hk → 0 as | k |→ +∞ sufficiently rapidly and as a matter of fact, they will be
defined as the coefficients of a periodic function. Normal coordinates are then
introduced by the Fourier series
φ(θ) =
1√
2π
+∞∑
k=−∞
qke
ikθ ⇔ qk = 1√
2π
∫ π
−π
dθφ(θ)e−ikθ (2.6a)
π(θ) =
1√
2π
+∞∑
k=−∞
pke
−ikθ ⇔ pk = 1√
2π
∫ π
−π
dθπ(θ)eikθ (2.6b)
This transformation is canonical and ξk(θ) ≡ 1√2π eikθ may be considered as a
complete orthonormal set of vectors
∑
k,l
ξ∗k(θ)ξl(θ
′) = δ(θ−θ′) (2.7a)
∫ π
−π
dθξk(θ)ξ
∗
l (θ) = δk,l (2.7b)
where δ(θ) is periodic with period 2π and δk,l is the Kronecker delta.
Introducing (2.6) in (2.4) we get
HR =
1
2
∫ π
−π
dθ(|π(θ)|2+ω2(θ)|φ(θ)|2) (2.8a)
HI =
∫ π
−π
dθu∗(θ)φ(θ)q (2.8b)
u(θ) =
1√
2π
+∞∑
n=−∞
ǫne
inθ ⇔ ǫn = 1√
2π
∫ π
−π
dθu(θ)e−inθ (2.9)
ω2(θ) ≡
+∞∑
k=−∞
hke
ikθ = ω2(−θ) ≥ 0 (2.10)
because of (2.5). Note that ǫn is real and that it is reasonable to consider that
ǫn = ǫ−n (cf. e.g. [15] eq.(10) for the finite case), so that u(θ) is real and even.
As we have used the basis { 1√
2π
eikθ}, the variables φ(θ), π(θ) are complex-
valued functions of θ. Had we chosen the basis { 1√
2π
, 1√
π
cos kθ, 1√
π
sin kθ, k ∈
N}, the corresponding variables would be real. Note also that by (2.9), only
the real part ℜφ(θ) contributes to HI in (2.8b).
In view of the above discussion, we will consider in the rest of this section
a simple version of the Hamiltonian (2.8) namely
HR =
1
2
∫
dω(π2(ω)+ω2φ2(ω)) (2.11a)
HI =
∫
dωu(ω)φ(ω)q ≡Wq (2.11b)
Where π(ω), φ(ω) are real, the intergration interval is symmetric about the
origin and u(ω) is real and even (this is not an essential assumption; see end
of Appendix 1). It will become evident that results for the general case (2.8)
follow by replacing u(ω) with u2(ω) dθ
dω
in the final expressions (see also the
discussion in Appendix 1).
Clearly Hamilton’s equations for the total system are
q˙(t) = p(t) (2.12a)
p˙(t) = −Ω20q − λ
∫
dωu(ω)φ(ω) (2.12b)
φ˙(ω) =
δH
δπ(ω)
= π(ω) (2.12c)
π˙(ω) = − δH
δφ(ω)
= −ω2φ(ω)−λu(ω)q (2.12d)
using functional derivatives. Because the Hamiltonian is quadratic and the
reservoir in a canonical equilibrium state) functional methods (see e.g. [24],[25])
will be used in the following to treat ab initio the infinite system.
Because of its linearity, the model is exactly solvable, the solution being
obtained by solving the generalized eigenvalue problem
Ω20Zν + λ
∫
dω′u(ω′)ξν(ω) = νZν
λu(ω)Zν + ω
2ξν(ω) = νξν(ω)
For ν outside the interval ω2 varies, we get
ξν(ω) = −λ u(ω)
ω2 − ν Zν
(
Ω20 − ν − λ2
∫
dω
u2(ω)
ω2 − ν
)
Zν = 0
Thus for nontrivial solutions
Ω20 − ν = λ2
∫
dω
u2(ω)
ω2 − ν
Nonnegativity of the Hamiltonian excludes negative values for ν which lead to
instabilities, hence we must impose the constraint (cf. [15] eq.(24))
Ω20 ≥ λ2
∫
dω
u2(ω)
ω2
(2.13)
which inter alia implies that at the origin u2(ω) is o(ω2) and if the range
of ω is infinite u2(ω) cannot grow at infinity more rapidly than | ω |2−ǫ for
0 < ǫ < 1. Clearly these considirations imply that Ω0 cannot vanish, otherwise
the model will necessarily lead to instabilities. Note however that, had we taken
HI =
∑
k uk(qk − q)2 the problem would not arise as Ω20 should be replaced by
Ω20 + λ
∑
k uk
Although the model is solvable in principle, we will consider weak coupling
of Σ with R, and we will obtain the kinetic equation for the oscillator by
employing the general formalism of [5] that was briefly discussed in section 4
of paper I and Appendix 3 here,that is, compute the generator Φ of Appendix
3. Because of the separability of HI , eq.(2.11b), we can use the corresponding
general formulas of [5] eqs (4.22), (4.22′). To this end we need
q(t) ≡ eiLΣtq = q cosΩ0t+ p
Ω0
sinΩ0t (2.14a)
W (t) ≡ eiLRtW ≡
∫
dω u(ω)φ(ω, t) =
∫
dω u(ω)(φ(ω) cosωt+
π(ω)
ω
sinωt) (2.14b)
where we write LΣ = i{HΣ, ·} etc for the various Liouville operators
corresponding to (2.1) and we used that for λ = 0, (2.12) gives the solution
q(t), φ(ω, t). In the present case eqs (4.22), (4.22′) of [5] for the probability
distribution f of the harmonic oscillator are (cf. (2.11b)):
∂f
∂t
= {HΣ − λ2F, f}+
+
λ2
2
∑
n
(h˜(ωn){(Pnq)∗, {Pnq, f}}+g˜(ωn){(Pnq)∗, (Pnq)f}) (2.15)
F =
1
2
∑
n
(h¯(ωn){(Pnq)∗, Pnq}+ g¯(ωn)(Pnq)∗Pnq) (2.16)
Here Pn, ωn are the eigenprojections and eigenvalues of LΣ,
h˜(ω) =
∫ +∞
−∞
ds eiωsh(s), h(s) ≡< W W (s) > (2.17a)
g˜(ω) =
∫ +∞
−∞
ds eiωsg(s), g(s) ≡< W W (s) > (2.17b)
h¯(ω) =
∫ +∞
0
ds eiωsh(s) (2.17c)
g¯(ω) =
∫ +∞
0
ds eiωsg(s) (2.17d)
and < > denotes the average over the chain, assumed in a canonical
equilibrium state
ρR =
1
Z
e
−β
2
∫
dω(π2(ω)+ω2φ2(ω))) =
1
Z
e−βHR (2.18a)
Z =
∫
δφδπ e−βHR (2.18b)
clearly
ωn = nΩ0, n ∈ Z
PnA(θ, ζ) =
1
2π
∫ π
−π
dθ′ein(θ−θ
′)A(θ′, ζ) (2.19)
with ζ, θ the action-angle variables of the oscillator:
q =
(
2ζ
Ω0
) 1
2
sin θ,
p
Ω0
=
(
2ζ
Ω0
) 1
2
cos θ (2.20)
A simple calculation using (2.19), (2.20) yields
Pnq =
1
2
(q − ip
Ω0
)δn,1 +
1
2
(q +
ip
Ω0
)δn,−1 (2.21)
On the other hand explicit calculation of (2.17) involves certain simple
functional integrals and derivatives. The details are given in Appendix 1. The
results are:
h˜(ω) =
2πu2(ω)
βω2
, g˜(ω) = iβωh˜(ω) (2.22)
h¯(ω) =
h˜(ω)
2
+i
∫
dω′
u2(ω′)
βω′
ω
ω2 − ω′2 (2.23a)
g¯(ω) =
g˜(ω)
2
−
∫
dω′
u2(ω′)
ω2 − ω′2 (2.23b)
Notice that because of (2.18), the second of (2.22) follows from the first and
proposition 4.5 of [5]. An elementary calculation using (2.21), (2.22) gives
dissipative part of (2.15)=
=
λ2π
2β
u2(Ω0)
Ω20
[
1
Ω20
∂2f
∂q2
+
∂2f
∂p2
+2β(
∂
∂q
(qf)+
∂
∂p
(pf))
]
(2.24)
Similarly (2.21), (2.23) substituted in (2.16) give
1
2
∑
n
h¯(ωn){(Pnq)∗, Pnq} = 1
2β
∫
dω
u2(ω)
ω2
1
Ω20 − ω2
= constant
12
∑
n
g¯(ωn)(Pnq)
∗Pnq = −HΣ 1
2Ω20
∫
dω
u2(ω)
Ω20 − ω2
Since the first does not contribute to the first term on the r.h.s. of (2.15) we
may write (2.16) as:
F =
∆(Ω0)
Ω0
HΣ, ∆(Ω0) =
1
2Ω0
∫
dω
u2(ω)
ω(ω − Ω0) (2.25)
where we used that the range of ω is symmetric about the origin.By (2.24),
(2.25), equation (2.15) takes the form
∂f
∂t
=
(
1− λ
2∆(Ω0)
Ω0
)
{HΣ, f}+
+
λ2π
2β
u2(Ω0)
Ω20
(
∂
∂q
( 1
Ω20
∂f
∂q
+2βqf
)
+
∂
∂p
(∂f
∂p
+2βpf
))
(2.26)
we may notice that as expected, the Maxwell-Boltzman (MB) distribution
e−βHΣ is a stationary solution of (2.26) and F is an integral of the unperturbed
motion, results that are special cases of proposition 4.1, 4.2 of the general
formalism of [5] that led to (2.15).
It may also be remarked that in the litterature, a different kinetic equation
has been derived for this model ([21] eq.(20) in connection with eq(31) of [15])
∂f
∂t
− (1− λ
2∆(Ω0)
Ω0
)Ω20q
∂f
∂p
+ p
∂f
∂q
=
λ2
∂
∂p
(
π
β
u2(Ω0)
Ω20
(
∂f
∂p
+ 2βpf) +
χ(Ω0)
Ω0
∂f
∂q
)
χ(Ω0) =
∫
dω
u2(ω)
ω2(ω − Ω0)
In fact it can be shown that this equation is the second order term in the λ-
expansion of the so-called Generalized Master equation (GME), that follows
by projecting the state of the total system Σ + R to that of Σ, namely eqs.
(3.7′) or (5.1) of [5] (see also Appendix 3). Clearly this equation has not
a nonegative-definite 2nd order coefficient matrix and therefore it does not
conserve the positivity of f and for that matter obeys no H-theorem. Moreover
it does not have the MB distribution ce−βHΣ as an equilibrium solution (cf. [5]
sections 4, 5, [23] section 4, 5). A somewhat different equation but still with
the structure of (2.27), hence the same undesirable features, has been obtained
by a similar analysis of the GME, ([30],[31]; see also [34] and the discussion
in [5] section [5]). Sometimes the mixed derivatives-term is neglected arguing
that it is ”small” ([21] p.60) so that a conventional Fokker-Planck equation
results. However even in this case the MB distribution is not stationary, that
is even for a chain at canonical equilibrium, the external oscillator does not
evolve toward such an equilibrium state! Moreover it should be noticed that in
this case this neglect leads to different coefficients for the conventional part of
the Fokker-Plank equation (compare (2.26), (2.27)). This is a general feature
that can be understood on the basis of the general formalism presented in [5],
since the markovian approximation of the GME leads to an equation ((3.7′) of
[5] for the generator Θ in Appendix 3) totally different from that obtained by
our formalism ((3.11′) of [5] for the generator Φ in Appendix 3). This fact has
been verified in other models as well (e.g. compare eqs (4.1), (4.2) with (4.4),
(4.5) of [33] section 4). A further argument in favor of (2.26) is provided in
the next section, where we show that (2.26) is the unique classical limit of the
kinetic equation of the Lindblad type for the corresponding quantum system,
which is well-known and widely used, e.g. in quantum optics.
3. KINETIC EQUATION FOR A QUANTUM HARMONIC
OSCILLATOR, WEAKLY-COUPLED TO A HARMONIC
CHAIN
In this section we consider the quantum system corresponding to the
classical model of the previous section. It is easily seen that the Hamiltonian
has the form (hated quantities denoting operators-cf. paper I section 2 for the
notation):
Hˆ = HˆΣ + HˆR + λHˆI =
= h¯Ω0aˆ
+aˆ+
∑
k
h¯ωkaˆ
+
k aˆk+λ
∑
k
h¯(ǫkaˆ
+
k +ǫ
∗
kaˆk)(aˆ+aˆ
+) (3.1)
where
aˆ =
1√
2h¯
(
√
Ω0qˆ+i
pˆ√
Ω0
) aˆ+ =
1√
2h¯
(
√
Ω0qˆ−i pˆ√
Ω0
) (3.2)
are the creation-annihilation operators for the oscillator and aˆ+k , aˆk the
corresponding quantities for the k-th bath oscillator, defined similarly(1), and
Ω0, ωk are nonegative.
(1) Non-unit masses can be absorbed into qˆ, pˆ by the same rescaling we did for the classical
system.
In fact it is readily seen that any generalized Wigner transformation
sending functions of qˆ or pˆ to functions of q or p respectively (i.e. (3.17)
of paper I holds) maps (3.1) to (2.4)(see the comments following it), provided
ǫk is real. For an infinite chain, in the thermodynamic limit we make the
replacements
ωk −→ω ǫk−→ ǫ(ω)
∑
k
−→
∫
dωσ(ω)
σ(ω) being the spectral density of the chain. Consequently, if σ = 1, i.e.
ǫ(k) = ǫ(ωk), then (3.1) is mapped to (2.11) with u
2(ω) ↔ 4ǫ2(ω)ωΩ0. A
detailed comparison of the results of the two sections obviously requires ω > 0
in the previous section and is discussed at the end of Appendix 1.
In the litterature, especially in quantum optics, the Hamiltonian (3.1) is
often treated in the so-called rotating-wave approximation where the terms
aˆ+k aˆ
+, aˆkaˆ are neglected (see e.g. [8] p. 336 and eq. (6.2.39), [9] ch. 3
section 3b, implicity in [12] ch. 12, [22], [36] section 5.14). Sometimes such
an approximation is made at the end of the derivation of the kinetic equation
([11] p. 743 eq. (3.1)). To derive a Markovian master equation for weakly
coupled systems, such an approximation is not necessary and for our purpose
not desirable, since the Hamiltonian should reduce to the classical one by a
generalized Wigner transformation (see also Appendix 3). We indicate here
the steps to apply the formalism of [5] that is, compute the generator Φ in
Appendix 3, noting that HˆΣ is separable (cf. [35] for rigorous estimates of the
approach to equilibrium). Specifically we apply (5.8) of paper I to (3.1), with
HˆI = Wˆ qˆ =
∑
k
Wˆkqˆ =
∑
k
h¯(ǫkaˆ
+
k + ǫ
∗
kaˆ
+
k )(aˆ+ aˆ
+) (3.3)
if ν = nω0,Fn are the eigenvalues and eigenprojections of 1h¯ [HˆΣ, ·] = LΣ ,
n ∈ Z, then clearly
Fnqˆ =
∑
m∈Z
PmqˆPm−n
where Pn are the eigenprojections of the number operator Nˆ = aˆ
+aˆ. Using the
well-known expression for its eigenvectors
Nˆ |n >= n|n > (3.4a)
aˆ|n >= √n |n− 1 > aˆ+|n >= √n+ 1 |n+ 1 > (3.4b)
a simple calculation gives
Fnqˆ = (aˆδn,−1 + aˆ+δn,1) (3.5)
On the other hand, similar expressions to (3.4) for the bath oscillator and
eiLRsAˆ = ei
HˆR
h¯
sAˆe−i
HˆR
h¯
s , LR =
1
h¯
[HˆR, ·]
give
eiLRsaˆk = e
−iωksaˆk eiLRsaˆ
+
k = e
iωksaˆ+k (3.6)
Therefore by (3.3)
Wˆk(s) ≡ eiLRsWˆk = h¯(ǫkeiωksaˆ+k + ǫ∗ke−iωksaˆ+k ) (3.7)
As in the previous section, we assume the bath to be in canonical equilibrium
ρˆR =
e−βHˆR
Tr(e−βHˆR)
(3.8)
A simple calculation using (3.1) gives
Tr(e−βHˆR) =
∏
k
Tr(e−βh¯ωkaˆ
+
k
aˆk) =
∏
k
(1− e−βhωk)−1
< aˆkaˆk′ >=< aˆ
+
k aˆ
+
k′ >= 0 (3.9a)
< aˆ+k aˆk′ >=
δk,k′
eβh¯ωk − 1 ≡
nk
h¯
δk,k′ (3.9b)
< aˆk′ aˆ
+
k >=
(
nk
h¯
+1
)
δk,k′ (3.9c)
where < Aˆ >= Tr(ρˆRAˆ) and the h¯-dependence in (3.9) is shown explicitly so
that nk has a finite value (βωk)
−1 in the classical limit. Using (3.9) we readily
find
h(s) ≡< Wˆ+Wˆ (s) >= h¯2
∑
k
|ǫk|2
(
eiωks
(
nk
h¯
+ 1
)
+ e−iωks
nk
h¯
)
Using (A.1.3) we get
h˜(ω) ≡
+∞∫
−∞
ds eiωsh(s) =
2πh¯2
∑
k
|ǫk|2
((
nk
h¯
+1
)
δ(ω+ωk)+
nk
h¯
δ(ω−ωk)
)
(3.10a)
s(ω) ≡ ℑ
+∞∫
0
ds eiωsh(s) = h¯2
∑
k
|ǫk|2
((
nk
h¯
+1
)
1
ω + ωk
+
nk
h¯
1
ω − ωk
)
(3.10b)
We are now ready to obtain the kinetic equation for the density matrix ρˆ of the
oscillator, by applying the above results to the general kinetic equation (5.8)
of paper I, which for the present model reads:
∂ρˆ
∂t
= − 1
h¯
[HˆΣ, ρˆ] +
iλ2
h¯2
[∑
n
s(nΩ0)(Fnqˆ)+(Fnqˆ), ρˆ
]
+
λ2
2h¯2
∑
n
h˜(nΩ0)
([
(Fnqˆ)ρˆ, (Fnqˆ)+
]
+
[
Fnqˆ, ρˆ(Fnqˆ)+
])
(3.11)
In the thermodynamic limit of an infinite chain, applying (3.10), (3.5) to (3.11)
using that ω > 0 and making straightforward reductions we get ([26] ch. III)
∂ρˆ
∂t
= − i
h¯
(
1− λ2∆(Ω0)
Ω0
)
[HˆΣ, ρˆ]+
+πλ2|ǫ(Ω0)|2σ(Ω0)
(
n(Ω0)
h¯
(
[aˆ+ρˆ, aˆ] + [aˆ+, ρˆaˆ]
)
+
(n(Ω0)
h¯
+ 1
)(
[aˆρˆ, aˆ+] + [aˆ, ρˆaˆ+]
))
(3.12)
∆(Ω0) =
+∞∫
0
dω
(
1
ω −Ω0 +
1
ω +Ω0
)
|ǫ(ω)|2σ(ω) (3.13)
As already mentioned, (3.13) is identical with the well-known kinetic
equation used in quantum optics and derived by making the rotating-wave
approximation ([8] eq.(6.2.59), [9] eq.(3b.7) p.118, [11] eq.(3.1), [36] eq.
(5.1.59)). On the other hand (3.13) is of the form (5.8) of paper I, with the
following identifications:
h˜αβ(ω)↔ δn,m , n, m = 1, 2
Bˆ1 ↔ h¯γ
√
n(Ω0)
h¯
aˆ+ Bˆ2 ↔ h¯γ
√
n(Ω0)
h¯
+ 1 aˆ (3.14a)
γ2 = π|ǫ(Ω0)|2σ(Ω0) (3.14b)
Therefore its phase-space representation via any involutive generalized Wigner
transformation (cf.(3.16) of paper I) follows from (5.17) of paper I. From (3.2)
we find the Wigner transforms of Bˆ1, Bˆ2
B1 ≡ γ
√
n(Ω0)
2
(√
Ω0q− ip√
Ω0
)
, B2 ≡ γ
√
n(Ω0) + h¯
2
(√
Ω0q+
ip√
Ω0
)
and consequently their Fourier transforms (paper I, section2)
B˜1(η, ξ) = 2πi
√
n(Ω0)
2
γ
(√
Ω0δ(ξ)δ
′(η)− i√
Ω0
δ′(ξ)δ(η)
)
B˜2(η
′, ξ′) = 2πi
√
n(Ω0) + h¯
2
γ
(√
Ω0δ(ξ
′)δ′(η′) +
i√
Ω0
δ′(ξ′)δ(η′)
)
Therefore (3.14) above and (5.18) of paper I finally give
B(σ′, σ) = −
(
Ω0D1δ(ξ)δ(ξ
′)δ′(η)δ′(η′) +
D1
Ω0
δ′(ξ)δ′(ξ′)δ(η)δ(η′)
)
+iD2
(
δ(ξ)δ′(ξ′)δ′(η)δ(η′)− δ′(ξ)δ(ξ′)δ(η)δ′(η′)
)
(3.15)
D1 = 2π
2γ2(2n(Ω0)+ h¯) , D2 = 2π
2γ2h¯ (3.16)
Substitution of (3.15) in (5.17) of paper I gives after a straightforward
calculation and with the aid of (2.12) of paper I, the phase-space representation
of (3.12):
∂ρ
∂t
=
1
ih¯
(
1− λ2∆(Ω0)
Ω0
)
[HΣ, ρ]−
− 2λ
2
(2π)3h¯2
ℜ
(
−Ω0D1
∫
dσeiσzρ˜(σ)
(
µ2ξ2 + iµξq − µξ ∂χ(σ)
∂η
)
+
D1
Ω0
∫
dσeiσzρ˜(σ)
(
−µ2η2 + iµηp− µη∂χ(σ)
∂ξ
)
+iD2
∫
dσeiσzρ˜(σ)
(
2µ+ iµ(qη+pξ)−µη ∂χ(σ)
∂η
−µξ ∂χ(σ)
∂ξ
))
(3.17)
where µ = ih¯2 , [ , ] is the bracket with respect to the ∗Ω- product, HΣ is the
classical Hamiltonian of the oscillator and the kernel of the generalized Wigner
transformation is
Ω(σ) = eχ(σ) (3.18)
since Ω is an entire (analytic) function without zeros (cf. paper I, section
2). Eq.(3.18) follows then from the Weierstrass factor theorem for several
variables (see e.g. [27]). Since the generalized Wigner transformation is
assumed involutive, so that
Ω(σ) = Ω∗(−σ) ⇔ χ(−σ) = χ∗(σ)
(cf. (3.16) of paper I), we get
ρ˜(−σ)∂χ(−σ)
∂(−η) = −
(
ρ˜(σ)
∂χ(σ)
∂η
)∗
that is the Fourier transform of ρ˜(σ)∂χ(σ)
∂η
(and for that matter, of ρ˜(σ)∂χ(σ)
∂ξ
)
is an imaginary function hence it does not contribute to (3.17). The same is
true for the second term in the first two integrals. Using this, simple reductions
transform (3.17) with the aid of (3.16), to
∂ρ
∂t
=
1
ih¯
(
1−λ2∆(Ω0)
Ω0
)
[HΣ, ρ]+
+
λ2γ2
2
[
∂
∂p
(
Ω0(n(Ω0) +
h¯
2
)
∂ρ
∂p
+ pρ+ p
Ψ
2π
⊙ ρ
)
+
+
∂
∂q
( 1
Ω0
(
n(Ω0)+
h¯
2
)∂ρ
∂q
+ qρ+ q
Ψ
2π
⊙ ρ
)]
(3.19)
where
Ψ(z) =
1
2π
∫
eiσzχ(σ)dσ (3.20)
and ⊙ is the convolution product. This is the desired phase-space equation
for the quantum oscillator, obtained via any involutive generalized Wigner
transformation. It is now trivial to obtain the classical limit of (3.19) (or
equivalently of (3.12)), since all quantities, except Ψ are h¯-independent.
However assuming that 1
ih¯
[ , ] is a deformation of the Poisson bracket,
proposition 3.2 of paper I and (3.18) imply that if (qˆ, pˆ) is mapped to (q, p)
then lim
h¯→0+
Ψ(z) = 0, hence if lim
h¯→0+
ρ = ρ0, then
∂ρ0
∂t
=
(
1−λ2∆(Ω0)
Ω0
)
{HΣ, ρ0}+
+
λ2γ2
2
(
∂
∂p
(
Ω0n(Ω0)
∂ρ0
∂p
+pρ0
)
+
∂
∂q
( 1
Ω0
n(Ω0)
∂ρ0
∂q
+qρ0
))
(3.21)
Taking account of (3.9b), (3.14d) and the remarks at the end of Appendix 1 we
see that (3.21) with σ = 1 is identical with the classical equation (2.26) since
u2(ω), ω > 0, corresponds to 4ǫ(ω)ωΩ0 as mentioned at the beginning of this
section. When σ 6= 1 the comparison should be made with the kinetic equation
following by using the Hamiltonian (2.8) instead of (2.11) in section 2. However
in view of the comments made at the end of Appendix 1, once again the two
equations turn to be identical.
4. KINETIC EQUATION FOR MORE GENERAL HARMONIC
OSCILLATOR MODELS
In the previous section we obtained the kinetic equation for a quantum
harmonic oscillator, weakly coupled to an equilibrium bath of other oscillators,
eq(3.12) within the context of the general formalism of [5]. Moreover its
phase-space repsesentation via an arbitrary involutive generalized Wigner
transformation was obtained, eq.(3.19), from which the uniqueness of its
classical limit,eq.(3.21), follows. Direct application of (3.2) to (3.12) shows
that the latter is a special case of the following more general equation
∂ρˆ
∂t
= − i
h¯
[HˆΣ, ρˆ]− i
h¯
(Λ + κ)[qˆ, [ρˆ, pˆ]+] +
i
h¯
(Λ− κ)[pˆ, [ρˆ, qˆ]+]
−D1
h¯2
[qˆ, [qˆ, ρˆ]]− D2
h¯2
[pˆ, [pˆ, ρˆ]] +
D
h¯2
([qˆ, [pˆ, ρˆ]] + [pˆ, [qˆ, ρˆ]]) (4.1)
with HˆΣ given by (3.1).
This equation has been considered in the litterature as a master equation
in quantum optics, describing an electromagnetic field mode interacting with
an equilibrium bath of bosons. It also includes many other master equations
used to study open systems in heavy ion collisions ([13] section 3,[14] section
1,2 and references therein). As it will be seen, it is of the Lindblad type. In
fact, it follows from it (eq.(5.10′′)) of paper I) assuming that as functions of
qˆ, pˆ, its non dissipative part is quadratic and the operators appearing in the
dissipative part, are linear ([13] section 3, eq.(3.6)).
In [14] its phase-space representation by means of Wigner’s transformation
or its generalizations corresponding to antinormal and normal ordering of
operators (Glauber repsesentation) have been given, showing that it is an
equation of the Fokker-Planck type, i.e. with nonegative-definite 2nd order
term, provided that
D1, D2 > 0 D1D2−D2 ≥ h¯
2Λ2
4
(4.2)
The formalism of paper I allows us to generalize this result obtaining the phase-
space analogue of (4.1) for any involutive generalized Wigner transformation.
The classical limit of (4.1) is then a simple matter, and as for the special case
of section 3, it turns out to be unique.
Rearranging the second term on the r.h.s. of (4.1), we get
∂ρˆ
∂t
= − i
h¯
[HˆΣ+κ[qˆ, pˆ]+, ρˆ]−
− 1
h¯2
(D1[qˆ, [qˆ, ρˆ]] +D2[pˆ, [pˆ, ρˆ]]−D([qˆ, [pˆ, ρˆ]] + [pˆ, [qˆ, ρˆ]])
− iΛ
h¯
(
[qˆ, [pˆ, ρˆ]+]− [pˆ, [qˆ, ρˆ]+]
)
(4.1′)
Comparison with (5.5) of paper I shows that (4.1′) is of the same form with
the identifications
λ2
2
h˜
q
αβ =
(
D1 −D
−D D2
)
,
λ2
2
g˜
q
αβ =
(
0 Λ
−Λ 0
)
Vˆ1 = Vˆ
+
1 = qˆ , V2 = Vˆ
+
2 = pˆ
Therefore it can be put in the form (5.8) of paper I, hence it is of the Lindblad
type, (eq.(5.10′′) of paper I) with Vˆ1, Vˆ2 as above and
λ2
2h¯2
h˜αβ =
1
h¯2
(
D1
ih¯Λ
2
−D
− ih¯Λ
2
−D D2
)
(4.3)
provided the latter is nonegative-definite, from which (4.2) follows). Hence its
phase-space representation is given by (5.17) of paper I with
B1 ≡ V1 ≡ Ω−1w (Vˆ1) = q, B2 ≡ V2 ≡ Ω−1w (Vˆ2) = p
and Ω−1w indicating the Wigner transformation (c.f. section 2.1 of paper I).
Consequently their Fourier transforms are
B˜1(η
′, ξ′) = 2πiδ′(η′)δ(ξ′) B˜2(η, ξ) = 2πiδ(η)δ′(ξ) (4.4)
so that with the usual notation σ = (η, ξ), z = (q, p) etc, (4.3), (4.4) substituted
in (5.18) of paper I, give
λ2
2
B(σ, σ′) ≡
2∑
n,m=1
V˜ ∗n (σ
′)h˜nmV˜m(σ) =
= −(2π)2
(
D1δ
′(η)δ′(η′)δ(ξ)δ(ξ′) +D2δ(η)δ(η′)δ′(ξ)δ′(ξ′)+
+(
ih¯Λ
2
−D)δ′(η′)δ(η)δ(ξ′)δ′(ξ)−( ih¯Λ
2
+D)δ′(η)δ(η′)δ(ξ)δ′(ξ′)
)
(4.5)
Substituting (4.5) to (5.17) of paper I gives the desired kinetic equation in
phase-space. The calculations are tedious but not difficult in principle and are
given in Appendix 2. The result is
∂ρ
∂t
= D1
∂2ρ
∂p2
+D2
∂2ρ
∂q2
+2D
∂2ρ
∂p∂q
+
+
∂
∂p
[(Ω20q + (Λ+ κ)p)(ρ+
Ψ
2π
⊙ ρ)] + ∂
∂q
[(− p
m
+ (Λ− κ)q)(ρ+ Ψ
2π
⊙ ρ)] (4.6)
where as in the previous section Ψ is given by (3.18), (3.20). Therefore it is
clear that if the generalized Moyal bracket defined by the generalized Wigner
transformation is a deformation of the Poisson bracket, and (qˆ, pˆ) are mapped
to (q, p) then, as in the previous section lim
h¯→0
Ψ(q, p) = 0 and (4.6) has the
unique classical limit ( lim
h¯→0
ρ ≡ ρ0)
∂ρ0
∂t
= {HΣ, ρ0}+
+
∂
∂p
(D1
∂ρ
∂p
+D
∂ρ
∂q
+(Λ+κ)pρ)+
∂
∂q
(D2
∂ρ
∂q
+D
∂ρ
∂p
+(Λ−κ)qρ) (4.7)
where HΣ is the classical hamiltonian for the oscillator, (2.4a)
To recover known results, we explicitly calculate the convolution terms in
(4.6) for
Ω(η, ξ) = ea
h¯
4
(Ω20ξ
2+ η
2
Ω0
)
a ∈ R (4.8)
The following cases are included in (4.8) ([28])
a = 0 : Weyl ordering
a = −1 : normal ordering (Glauber representation)
a = 1 : antinormal ordering
From (4.8), (3.20) we find
Ψ(q, p) = −2πλh¯
4Ω0
(δ(p)δ′′(q) + Ω20δ(q)δ
′′(p))
Since xδ′′(x) = −2δ′(x), xδ(x) = 0 a direct calculation gives
∂
∂p
[(Ω20q + (Λ + κ)p)(
Ψ
2π
⊙ ρ)] + ∂
∂q
[(− p
m
+ (Λ− κ)q)( Ψ
2π
⊙ ρ)] =
= − h¯a
2
Ω0(Λ + κ)
∂2ρ
∂p2
− h¯a
2Ω0
(Λ− κ)∂
2ρ
∂q2
Substituting this in (4.6), we finally get
∂ρ
∂t
= (D1 − ah¯ (Λ + κ)
2
Ω0)
∂2ρ
∂p2
+ (D2 − ah¯ (Λ− κ)
2Ω0
)
∂2ρ
∂q2
+ 2D
∂2ρ
∂q∂p
+
∂
∂p
[(Ω20q + (Λ + κ)p)ρ] +
∂
∂q
[(− p
m
+ (Λ− κ)q)ρ] (4.9)
Introducing the variables
x1 =
√
Ω0
2h¯
q x2 =
p√
2h¯Ω0
So that x = x1 + ix2 are the eigenvalues of aˆ corresponding to coherent states
(e.g. [8] p.107-108), (4.9) becomes
∂ρ
∂t
=
(
D1
2hΩ0
− a (Λ + κ)
4
)
∂2ρ
∂x22
+
(
D2Ω0
2h¯
− a (Λ− κ)
4
)
∂2ρ
∂x21
+
D
h¯
∂2ρ
∂x1∂x2
∂
∂x1
[((Λ− κ)x1 − ωx2)ρ] + ∂
∂x2
[((Λ + κ)x2 + ωx1)ρ] (4.9
′)
For a = 0,±1 this is identical with eq. (4.5) and Table III of [14], see also [13]
eq.(5.19) for the case a = 0
In the present paper the general formalism of paper I for the phase-space
representation of quantum kinetic equations, has been applied to models of
a harmonic oscillator damped by its interaction with an equilibrium bath of
other harmonic oscillators. These equations are of the Lindblad type, but
it should be emphasized that the methods of paper I allow for a phase-space
representation of any kinetic equation the evolution operator of which is formed
by algebraic operations between quantum operators. Other applications, as well
as some more fundamental problems of kinetic theory, already briefly discussed
in paper I section 1 and [29] section 4, will be examined in the third paper of
this series.
APPENDIX 1
Here we derive eqs (2.22), (2.23) by using simple functional integration
(see e.g. [24]): By (2.18), HR is quadratic in φ, π hence by the formula
δ
δφ(ω)
(
e−βHR
)
= −β δHR
δφ(ω)
e−βHR
and similarly for π(ω) we get
∫
δφδπ φ(ω)φ(ω′)ρR = −
∫
δφδπ
φ(ω)
βω′2
δρR
δφ(ω′)
=
=
1
βω′2
∫
δφδπ
δφ(ω)
δφ(ω′)
ρR =
1
βω′2
δ(ω − ω′)
where we have used integration by parts and have taken into account that
∫
δφδπ
δ
δφ
(
φ2ρR
)
= 0
Similar calculations give
∫
δφδπ π(ω)π(ω′)ρR =
1
β
δ(ω − ω′)
∫
δφδπ π(ω)φ(ω′)ρR = 0
∫
δφδπ φ(ω)φ(ω′) =
1
βω2
δ(ω − ω′)
Using this and (2.14b) in (2.17a) we find
h(s) =
∫
dω
u2(ω)
βω2
cosωs (A.1.1)
Similarly, using
δφ(ω)
δφ(ω′)
=
δπ(ω)
δπ(ω′)
= δ(ω − ω′), δφ(ω)
δπ(ω′)
= 0
and that
∫
δφδπ ρR = 1 , we find from (2.17b) that
g(s) =
∫
dω
u2(ω)
ω
sinωs (A.1.2)
Using the well-known formulas
+∞∫
−∞
ds eias = 2πδ(a),
+∞∫
0
ds eias = πδ(a) +
i
a
we get
+∞∫
−∞
ds eias cosωs = π
(
δ(a− ω) + δ(a+ ω)
)
(A.1.3a)
+∞∫
−∞
ds eias sinωs = π
(
δ(a− ω)− δ(a+ ω)
)
(A.1.3b)
+∞∫
0
ds eias cosωs =
π
2
(
δ(a−ω)+δ(a+ω)
)
+
ia
a2 − ω2 (A.1.3c)
+∞∫
0
ds eias sinωs =
iπ
2
(
δ(a−ω)−δ(a+ω)
)
− ω
a2 − ω2 (A.1.3d)
Substituting (A.1.1) in (2.17a) and using (A.1.3a) we get
h˜(a) = π
∫ (
δ(a−ω)+δ(a+ω)
)u2(ω)
βω2
dω (A.1.4)
which gives the first of (2.22). The expressions for g˜, h¯, g¯ in (2.22), (2.23′)
are similarly obtained. We may notice here that if instead of the Hamiltonian
(2.11) we consider (2.8), then nothing changes in the preceding calculations as
well as those of section 2, except that the integration in (A.1.1), (A.1.2) are
with respect to θ. Hence in (A.1.3) ω is replaced by ω(θ) and consequently by
a change of variables θ−→ω(θ), (A.1.4) gives
h˜(a) =
2π
(
u(θ(a))
)2
a2
σ(a) , σ(ω) =
dθ
dω
provided ω(θ) is an invertible, even function of θ (notice that because of (2.10),
ω(θ) is necessarily either even or odd). It is now clear that in the kinetic
equation (2.26) (and in (2.25) as well), u2 is replaced by u2σ, which has already
been remarked in section 2.
If the spectral variable ω in (2.11) is nonegative then u(ω) can be extended
by putting u(ω) = 0, for ω ≤ 0 and all calculations remain unaltered except
that
(i) in (A.1.4) (and the corresponding equation for g˜), the one δ-function does
not contribute
(ii) by (2.22), h˜(ω−1) = g˜(ω−1) = 0, hence the 2nd term of (2.21) does not
contribute to (2.15).
Then it is readily checked that these changes imply a factor 14 on the r.h.s. of
(2.24). The case ω > 0 is used in section 3 to show explicitly that (2.26) thus
modified, is the classical limit of the kinetic equation for the corresponding
quantum system.
APPENDIX 2
Here we derive (4.6). For the dissipative part we substitute (4.5) to
eq(5.17) of paper I. Specifically we compute
− 2λ
2
(2π)
3
h¯2
ℜ
∫
dσdσ′dσ′′
ei(σ+σ
′+σ′′)
Ω(σ + σ′ + σ′′)
B(σ′, σ)
ρ˜w(σ
′′)eµ(σ
′∧σ′′) sinhµ
(
σ ∧ (σ′ + σ′′)
)
where ρ˜w is the Fourier transform of the Wigner transform of ρˆ, σ = (η, ξ),
σ ∧ σ′ = ηξ′ − η′ξ (see section 2 of paper I for the notation). Substitution of
B(σ′, σ) from (4.5) and straightforward integrations of the δ-functions give
4
2πh¯2
ℜ
∫
dσeiσzρ˜(σ)
[
D1
(
µ2ξ2+ iµξq−µξ∂ηχ(σ)
)
+
+D2
(
µ2η2 − iµηp+ µη∂ηχ(σ)
)
−
( ih¯Λ
2
−D
)(
µ+ iµqη + µ2ηξ − µη∂ηχ(σ)
)
−
( ih¯Λ
2
+D
)(
µ+ iµpξ − µ2ηξ − µξ∂ξχ(σ)
)]
where we used (2.12) of paper I and (3.18). It is not difficult to see that this is(
µ = ih¯2
)
D1
∂2ρ
∂p2
+D2
∂2ρ
∂q2
+2D
∂2ρ
∂q∂p
+Λ
∂
∂p
[
p
(
ρ+
Ψ
2π
⊙ρ
)]
+Λ
∂
∂q
[
q
(
ρ+
Ψ
2π
⊙ρ
)]
(A.2.1)
For the nondissipative term of (4.1′) we proceed as follows: Since HˆΣ is given by
(3.1), (3.2) its Wigner transform is the classical Hamiltonian HΣ =
p2
2 +Ω
2
0q
2
hence its Fourier transform is
H˜Σ = −2π
(δ(η)δ′′(ξ)
2
+ Ω20δ
′′(η)δ(ξ)
)
Substituting this in (5.12b) of paper I we get after some simple reductions and
using (2.12) of paper I:
[HΣ, ρ] =
1
2π
(
−1
2
∫
dσeiσzρ˜(σ)
(
4iµηp− 4µη∂ξχ(σ)
)
+
Ω20
2
∫
dσeiσzρ˜(σ)
(
4iµξq − 4µξ∂ηχ(σ)
))
This is easily transformed to
− i
h¯
[HΣ, ρ] = {HΣ, ρ}+Ω2 ∂
∂p
(
q
Ψ
2π
⊙ρ
)
− ∂
∂q
(
p
Ψ
2π
⊙ρ
)
(A.2.2)
Finally, since (qˆ, pˆ) is mapped to (q, p) by the Wigner transformation, a similar
calculation using (5.15b) of paper I yields
− i
h¯
κ
[
[q, p]+, ρ
]
= κ
(
p
∂ρ
∂p
−q ∂ρ
∂q
− ∂
∂q
(
q
Ψ
2π
⊙ρ)
)
+
∂
∂p
(
p
Ψ
2π
⊙ρ)
))
(A.2.3)
Combining (A.2.1-3) gives (4.6).
APPENDIX 3
In sections 2, 3 we derive kinetic equations for a harmonic oscillator,
weakly-coupled to a harmonic chain, by applying the general formal theory of
open systems Σ weakly coupled to equilibrium baths R, developped in [5] (see
also paper I, section 4.2). The starting point of this formalism is the solution
of the Liouville (or von Neumann) equation for the total system, for positive
times. This implies that the corresponding resolvent operator is analytic on
the complex upper half-plane and has a cut along (part of) the real axis,
which contains its necessarily existing continuous spectrum. Assuming that
the restriction of this resolvent to the state space of the open system admits
a meromorphic analytic continuation through the cut in the lower half-plane,
it can be shown that the corresponding exponentially decaying contributions
to the solution of the exact dynamics satisfy a Markovian equation. Moreover,
its generator can be given a representation in the subspace of the open system
under certain assumptions which will not be discussed here (cf. [5] section
2). This generator, Φ say, has been computed to second order in the coupling
parameter of the open system with the bath ([5] section 3) and it has been
shown to be identical to that proposed by Davies ([3] eq.(2.17). See also [32]).
It is used in this paper for the particular system studied. Specifically if the
Liouville operator L of the total system is splitted as (see (4.6) of paper I)
L = LΣ + LR + λLI ≡ L0 + λLI
and P is the projection onto the subspace of the open system (see (4.7) of paper
I), then to second order in the coupling parameter λ, Φ is ([5] eq.(3.11′))
Φ = −iPLP − λ2 lim
T −→+∞
1
2T
T∫
−T
dt
+∞∫
0
ds PeiL0(s+t)LIQe
−iL0sQLIe−iL0tP
where Q is the complementary projection to P . Here it has been assumed that
P commutes with L0, i.e. for λ = 0, Σ evolves independently of R which stays
in equilibrium, and that LΣ has a point spectrum.
On the other hand, projecting Liouville’s (or von Neumann’s) equation
to the P subspace, the so-called Generalized Master Equation (GME) results,
which under the same assumptions, lead to a quite different generator, Θ say,
([33] section 2, eq.(2.10) and [5] eq.(3.7′))
Θ = −iPLP − λ2
+∞∫
0
ds PLIQe
−iL0sQLIeiL0sP
Notice that
Φ = lim
T −→+∞
1
2T
T∫
−T
dt eiL0tΘe−iL0t
Θ is essentially the generator that lead to kinetic equations with serious defects
(nonconservation of positivity of the states and for that matter, no H-theorem),
like (2.27) for classical systems (see the discussion in [5] section 5) and which call
for additional assumptions, like the rotating-wave approximation mentioned in
section 3, in order to get rid of these defects.
For a separable interaction Hamiltonian, Φ takes the form (4.22′) of [5],
which for the model of section 2 gives (2.15), whereas for its quantum analogue
it gives (3.11) (notice that PLIP = 0 in our case).
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