Intermediate States of Graphene Nanoribbons by Alldritt, Benjamin
Intermediate states of graphene
nanoribbons
Benjamin Alldritt
School of Science
Thesis submitted for examination for the degree of Master of
Science in Technology.
Otaniemi 22.05.2017
Thesis supervisor:
Prof. Peter Liljeroth
Thesis advisor:
D.Sc. (Tech.) Fabian Schultz
aalto university
school of science
abstract of the
master’s thesis
Author: Benjamin Alldritt
Title: Intermediate states of graphene nanoribbons
Date: 22.05.2017 Language: English Number of pages: 5+44
Depart of Applied Physics
Professorship: Atomic Scale Physics
Supervisor: Prof. Peter Liljeroth
Advisor: D.Sc. (Tech.) Fabian Schultz
The down-scaling of Si CMOS devices has encountered challenges related power
and heat dissipation resulting in the need for new material selection. The use of
single molecules, such as graphene nanoribbons (GNR), as transistors or device
interconnects holds the possibility of significantly improving the performance and
power consumption of consumer electronic devices. Recent developments in the
synthesis of graphene nanoribbons have allowed for atomically precise construction
via on-surface synthesis from molecular precursors. While the precursor toolbox
for different GNRs has expanded rapidly, specific reaction pathways and the role
of the catalytic metal substrate in the GNR growth have not yet been worked out
in detail.
In this work, low-temperature evaporation of planar dibromoperylene (DBP) was
performed on a Cu(111) surface to determine the reaction pathway from individual
DBP monomers to GNR formation. With controlled annealing, it was possible to
synthesize intermediate structures step by step. Scanning tunneling microscopy
(STM), non-contact atomic force microscopy (nc-AFM), and Kelvin-probe force
microscopy (KPFM) experiments performed at low-temperature were used to
confirm the evolution of the intermediate states to armchair nanoribbons. We find
that the interaction between the Cu(111) surface and the DBP precursor influences
the resulting GNR structure. The intermediate structures formed are stabilized by
the Cu(111) substrate and further annealing results in armchair GNR formation.
Keywords: Graphene, Self-Assembly, Scanning Tunneling Microscopy, Atomic
Force Microscopy, Kelvin Probe Force Microscopy, Ullmann Coupling
iii
Acknowledgments
None of us journey through life alone and there are many that I want to thank for
their time and dedication for assisting me to this point. First, I thank Prof. Peter
Liljeroth and my instructor Dr. Fabian Schultz for their guidance and patience
during the writing of my Master’s thesis. Both have been excellent mentors, pro-
viding advice, guidance, papers, criticism and experiences in experimental physics.
Additionally, I would like to thank the many members of the Atomic Scale Physics
group, particularly Avijit Kumar and Shawulienu Kezilebieke, for their assistance
and helping fix the many issues encountered.
I also extend thanks to my family for all of their support since I embarked on
this journey in Finland. Thank you to the Fulbright program for allowing me to come
to Finland many years ago to begin a new career as well as to all of those friends,
including Dustin, Daniel, and Win, who encouraged me to pursue this path. Finally,
a most sincere thank you to my partner, Maarit Sallanko, for all of her support these
past few years and keeping the light on during all those late nights.
Otaniemi, 22.05.2017
Benjamin W. Alldritt
iv
Contents
Abstract ii
Acknowledgments iii
Contents iv
Abbreviations v
1 Introduction 1
2 Background 4
2.1 Introduction to Scanning Tunneling Microscopy . . . . . . . . . . . . 4
2.1.1 Principles of Operation . . . . . . . . . . . . . . . . . . . . . . 5
2.1.2 Quantum Mechanical Tunneling and Square Potential . . . . . 6
2.1.3 Bardeen Transfer Hamiltonian Approach . . . . . . . . . . . . 9
2.1.4 Tersoff-Hamann Approximation . . . . . . . . . . . . . . . . . 11
2.2 Introduction to Atomic Force Microscopy . . . . . . . . . . . . . . . . 13
2.2.1 Principles of Operation . . . . . . . . . . . . . . . . . . . . . . 15
2.2.2 Amplitude and Frequency Modulation . . . . . . . . . . . . . 16
2.2.3 Short-Range and Long-Range Forces . . . . . . . . . . . . . . 17
2.2.4 Quartz Tuning Fork . . . . . . . . . . . . . . . . . . . . . . . 19
2.2.5 Feedback loops . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.2.6 Tip Functionalization . . . . . . . . . . . . . . . . . . . . . . . 20
2.3 Introduction to Kelvin Probe Force Microscopy . . . . . . . . . . . . 21
2.3.1 Principles of Operation . . . . . . . . . . . . . . . . . . . . . . 22
3 Experimental Setup 24
3.1 Createc STM/AFM Microscope . . . . . . . . . . . . . . . . . . . . . 24
3.2 Electronics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.3 Sample Preparation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.4 Tip Preparation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.5 Software . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
4 Results and Discussion 30
4.1 3,9(10)-DBP/Cu(111) to GNR . . . . . . . . . . . . . . . . . . . . . . 30
4.2 DBP on Cu(111) - 200 K . . . . . . . . . . . . . . . . . . . . . . . . . 30
4.3 DBP on Cu(111) - 300 K . . . . . . . . . . . . . . . . . . . . . . . . . 32
4.4 DBP on Cu(111) - 480 K . . . . . . . . . . . . . . . . . . . . . . . . . 33
4.5 DBP on Cu(111) - 530 K . . . . . . . . . . . . . . . . . . . . . . . . . 35
4.6 DBP on Cu(111) - 560 K . . . . . . . . . . . . . . . . . . . . . . . . . 35
5 Conclusion and Future Work 38
References 39
vAbbreviations
AFM Atomic Force Microscope
CPD Contact Potential Difference
CVD Chemical Vapor Deposition
DBP Dibromoperylene
DOS Density of States
FCC Face Centered Cubic
FET Field Effect Transistor
GNR Graphene Nanoribbon
KPFM Kelvin Probe Force Microscopy
LCPD Local Contact Potential Difference
LDOS Local Density of States
LEED Low Energy Electron Diffraction
MOSFET Metal-Oxide-Semiconductor Field Effect Transistor
QMS Quadropol Mass Spectrometer
RT Room Temperature
SEM Scanning Electron Microscopy
Si CMOS Silicon Complementary Metal-Oxide-Semiconductor
STM Scanning Tunneling Microscope
STS Scanning Tunneling Spectroscopy
TEM Transmission Electron Microscopy
UHV Ultra-High Vacuum
11 Introduction
At present, we have begun to see the limits of Moore’s Law [1], which states that the
number of transistors on a computer chip will double every two years. The 10 nm
chip class represents the most current level of manufacturing available from Samsung
and Intel [2], some of the world’s largest semiconductor chip manufacturers. Further
scaling-down of silicon complementary metal-oxide-semiconductor (Si CMOS) is
challenged by power dissipation or more specifically, short-channel effects such as
gate leakage current or an impaired drain-current saturation [3]. Minimum transistor
size is impacted by these limitations and will continue to affect future chip designs.
The need for alternative methods led to the development of molecular electronics.
The use of a single molecule as a rectifier was proposed initially by Aviram and
Ratner in 1974 [4], then realized in 1990 and 1993 by Sambles and Ashwell, later
confirmed by Metzger in 1997 [5, 6, 7]. Molecular electronics now can be seen as
a potential way of extending Moore’s law beyond the current limitations, allowing
for the replacement of not just individual components, but also the interconnects
between them.
Graphene nanoribbons (GNR) hold the possibility to significantly improve the
performance of nanoscale electronic devices due to the high carrier mobility in
graphene, a single layer of carbon atoms arranged in a honeycomb lattice structure
[8]. Ribbon width modification allows for control over the bandgap, where the
bandgap scales inversely with the width of the ribbon [9]. The band gap is a result
of quantum confinement in GNRs, as infinite graphene does not possess a band gap.
Realization of graphene nanoribbons with desired properties requires a control of the
structures, long-range order, and other features. In addition to ribbon width, the
symmetry and atomic structure of the edge influences the electronic properties of
GNRs. In Fig 1.1 (a), two edge types are seen: armchair and zigzag, each with a
particular local electronic state [10].
(a)
Figure 1.1: (a) Armchair and zigzag graphene nanoribbons structures. Reprinted
with permission from [11]
In order to prepare GNRs, two approaches are available: top-down and bottom-up.
2On a large scale, top-down methods for production of atomically precise graphene
nanoribbons, such as lithography and etching, are challenging to achieve. Additionally,
with the top-down approach results in chemical modifications to the edge structure,
potentially creating undesirable edge states. Finally, even with precise methods in
the lithographic and etching techniques, they result in an edge roughness of 5nm,
limiting the properties of the produced graphene nanoribbons [12].
Alternatively, bottom-up fabrication [13] [14], where atomically precise nanos-
tructures are constructed from molecular precursors through on-surface chemical
reactions or self-assembly, presents a method where precise design is possible. An
example of bottom-up fabrication is seen in Fig 1.2, where In this thesis, we study the
different intermediates states occurring during for the formation of GNRs through
an on-surface Ullmann coupling reaction.
(a)
Figure 1.2: (a) An example of bottom-up fabrication of graphene heterojunctions
from individual unit monomer to chevron nanoribbons. Reprinted with permission
from [15]
The energy barriers for the different reaction steps will depend on the metal
surface which is used to carry out the synthesis, because the interaction with the
surface determines the catalytic activity and adsorption geometry. This is most
evident from results for dibromo-bianthryl precusors, which result in armchair ribbons
on Au(111) and Ag(111), but yield chiral ribbons on Cu(111) [16] [17] [18]. This
difference between the metal surfaces and the molecules themselves all play a role in
the reaction pathway, where careful design of the molecule and the surface can yield
new understanding into nanostructure formation.
Usage of the bottom-up method has been enhanced significantly with the de-
velopment of scanning tunneling microscopy (STM). Controllable environmental
conditions in ultra-high vacuum avoids on-surface chemical reactions from other
solvents, gases or contaminants. Additionally, with STM, it is possible to observe
the transformations of the monomers during the intermediate states prior to the
formation of GNRs. Combined with atomic force microscopy (AFM) and Kelvin
probe force microscopy (KPFM), it is possible to identify the individual atoms and
map the electronic state of the local structures. By depositing monomers on the
surface and varying the temperature, it is possible to see the intermediate states that
exist prior to formation of the GNR.
The goal of this thesis is to probe the intermediate states of formation of graphene
nanoribbons with planar 3,9(10) dibromoperylene (DBP) and characterize the types
of structures that can be formed. DBP is known to yield the same armchair GNRs
on both Au(111) and Cu(111)[19][18]. However, in contrast to Au(111)[F. Schulz
and P. Liljeroth, in preparation], on Cu(111) the various intermediates are formed at
distinctively different temperatures and yet the resulting ribbons are of low quality
[18]. In order to gain more insight into the structures of these intermediates and shine
light on how they influence the entire reaction path, 5-atom wide armchair GNRs will
be prepared on Cu(111) substrate with precursor molecules deposited on the surface
and annealed at different temperatures. In the Background section, an overview of
the theory and operational principles of various scanning probe microscopy methods
will be made. In the Experimental Setup, an overview of the equipment settings and
details will be reviewed. Results and Discussion documents all of the data collected
from the experiments and discusses the major findings from the experiments. The
thesis concludes with the Conclusion and Future Work section by providing further
context on the meaning of the results and how they can be applied.
42 Background
This chapter provides an overview of the basics of scanning tunneling microscopy.
Section 2.1 addresses the principles of operation, theoretical foundations for STM,
quantum mechanical tunneling, and other background information that will be critical
to understand the operation of an STM. Section 2.2 reviews over the theoretical
background of atomic force microscopy, the forces involved, operating modes, and tip
modification. Section 2.3 addresses the Kelvin probe force microscopy, its connections
to AFM, and the theoretical framework.
2.1 Introduction to Scanning Tunneling Microscopy
The imaging of individual atoms was a challenge prior to the invention of the STM.
Spectroscopy, using information gathered from reciprocal space, was the dominate
method for surface science. However, these methods were limited to approximately
100 Å resolution due to the finite coherence of the beam and relied primarily on
scattering or diffraction [20]. This led to the development of a real space imaging
technique called scanning electron microscopy (SEM) which, using a tightly focused
electron beam, scans over a surface to generate an image. While achieving resolutions
less than 2 Å [20], SEM was limited by its need for conductive structures and vacuum
requirements.
(a) (b)
Figure 2.1: (a) Manipulation of 35 Xe atoms to spell IBM. Reprinted with permission
from [21]. (b) First real-space Si(111)(7x7) reconstruction with STM. Reprinted
with permission from [22].
STM was invented by Binning and Rohrer in 1982 [23] as a real space imaging
technique and in 1986 they were awarded the Nobel Prize in Physics for their design
of the scanning tunneling microscope. This technique allowed for sub-nanometer
resolution when imaging surfaces of conducting and semi-conducting, such as Si,
samples in real space and simultaneously allowed for researchers to manipulate
atoms and molecules (Fig 2.2 (a)) [21]. In 1983, the structure of Si(111)(7x7)
surface reconstruction (Fig 2.2 (b)) was observed and explained, marking a major
achievement for STM [22]. Additionally, STM allows for the study of local electronic
properties down to the atomic scale, such as the local density of states (LDOS). In
51985, scanning tunneling spectroscopy (STS) was used to observe the surface state of
Si(111)(7x7), where the dI/dV information obtained was proportional to the LDOS
[24]. One of the major factors in obtaining high quality images using STM is the tip
quality, more specifically structure of the tip apex. The theory underlying STM is
quantum mechanical tunneling, which describes the tunneling of particles through a
classically-forbidden potential barrier. The tip apex can be influenced by the location
of other atoms, causing a change in the signal. For instance, if a CO molecule is
attached to the tip apex, tunneling will occur through the degenerated πx and πy
orbitals [25]. The result is an increase in the p-wave contributions for the tunneling
current and an improvement in resolution. Due to its ability to not only identify and
image structures on a surface, but also manipulate those structures, STM is a useful
technique to research nanostructures with atomic resolution.
2.1.1 Principles of Operation
The STM setup consists of a sample and an atomically sharp probe tip attached to
a series of piezo elements. The piezoelectric effect refers to the application of voltage
on certain materials that cause material deformation, allowing for high accuracy tip
positioning. Tip positioning is adjusted laterally (x,y directions) and vertically (z
direction) by these piezos. The topography of the sample surface is determined by
the change in magnitude of the current between the tip and the sample where a bias
voltage is applied between them. The STM images the surface by scanning the tip
across the sample, where, at every point, the current and tip-sample distance are
recorded. In order to achieve atomic resolution of a surface, such as Cu(111), the
scanning tip must be sensitive enough and controllable with high precision.
(a)
Figure 2.2: (a) Schematic diagram of a scanning tunneling microscope Reprinted
with permission from Michael Schmid, TU-Wien.
The tip and the sample are separated by a few Ångstrom, resulting in an overlap
of the electron wavefunctions of the tip and sample, allowing the electrons to tunnel
through the vacuum barrier. Tunneling requires that the electrons cross the potential
barrier introduced by the vacuum gap. Looking at a simplified one-dimensional
6model, should the electron energy be lower than that of the potential barrier, the
probability of electron crossing it will decay exponentially with the potential width.
If a bias voltage, Vbias, is applied, the tunneling current depends upon the electronic
states between Fermi energy and the contribution of Vbias. The following relation
in Eq. 2.1 describes the exponential dependence of the tunneling current I on the
tip-sample distance z:
I ∝ I0e−2κz (2.1)
κ =
√
2m(U − Ve)
~
(2.2)
m is the electron mass, U is the barrier potential, Ve is the electron energy, and ~
is reduced Planck’s constant. The relation is sensitive to minor changes in the tip-
sample distance, which has a large impact on the tunneling current. To demonstrate
this, if the current work function is represented as a value of approximately 5eV,
the current changes by one order of magnitude if the tip-sample distance is change
by 1 Å. In Fig 2.3, the potential barrier model is shown as well as the tunneling
through vacuum barrier between the tip and the sample. At low bias values, the
work function, then U − Ve will approximately equal the work function of the sample.
Additionally, the small bias values will result in the electron states with an eV of the
Fermi energy are excited, so tunneling will occur by the electrons near the Fermi
energy. This is one of the reasons why STM is able to achieve atomic level resolution.
STM operation occurs through two common operation modes, constant height
mode and constant current mode. In constant height mode, the sample surface is
scanned by the tip at a fixed distance between the tip and the sample surface while
the tunneling current is recorded. In constant current mode, a fixed set point for
the tunneling current is kept by varying the height of the tip as it is scanned over
the sample surface. One of the challenges in interpretation of the signal is that the
topographic images are not necessarily the same as the actual surface curvature,
particularly in the case of constant-current scans. Instead, it is the convolution of
the tip and the local electronic states of the sample [27].
2.1.2 Quantum Mechanical Tunneling and Square Potential
In the classical picture for a one-dimensional (1D) potential barrier, an electron in a
potential well V(z) is described as
p2
2m
+ V (z) = E (2.3)
where p is the electron momentum, m is the electron mass and E is the energy.
Particles can only cross the barrier when E > V(z), meaning that for E < V(z),
it represents an impenetrable barrier. In the quantum mechanical picture where a
particle can be described by a wave function, a particle with an energy lower than
that of the barrier has a probability of tunneling through the barrier. This probability
is dependent on the barrier width.
7(a)
Figure 2.3: (a) Diagram of a one-dimensional potential barrier. (b) Diagram of the
tunneling from a tip to the sample through the vacuum barrier in an STM. Reprinted
with permission from [26]
Solving this problem requires separating the problem into three components, the
two sides of the potential barrier and the barrier itself. The left barrier defined by
the following wavefunction:
ΨL = eikz + Le−ikz, k =
√
2mE
~2
(2.4)
which represents the incoming wave and the reflected wave. In order to calculate the
probability of the electron to tunnel across the barrier, the following Schrödinger
equation needs to be solved:
− ~
2
2m
d2
dz2
Ψ(z) + V (z)Ψ(z) = EΨ(z) (2.5)
where h is the reduced Planck constant, m is the electron mass, and z is the position.
In contrast to the classical picture of Eq. (2.3), the momentum is now given as an
operator −i~d/dz acting on the electron’s wavefunction Ψ(z). For a free particle and
8assuming the potential outside the barrier is zero, it is represented by the following
equation:
− ~
2
2m
d2
dz2
ΨL = EΨL (2.6)
In the barrier region, the wavefunction is represented by
ΨB = Aeiωz +Be−iωz, ω =
√
2m(V0 − E)
~2
(2.7)
yielding for a rectangular shaped barrier of height U0
− ~
2
2m
d2
dz2
ΨB + V0ΨB = EΨB (2.8)
For the right side of the barrier, the wave function leaving the barrier is defined as:
ΨRT = Teiqz, q =
√
2m(V0 − E)
~2
(2.9)
− ~
2
2m
d2
dz2
ΨRT = EΨRT (2.10)
Defining a current density (flux) as:
j =
~
2
2im
(Ψ∗
∂Ψ
∂z
− ∂Ψ
∗
∂z
Ψ) (2.11)
and understanding that D = ΨRT
ΨL
, D can be solved as
D =
(2ω)2kq
ω2(k + q)2 + (ω2 + k2)(ω2 + q2)sinhωα
(2.12)
When this particular model is applied tunneling barriers, the barrier height is found
to be on a similar order to the work function while the barrier width corresponds
to the tip-sample distance. With similar work function values as the prior example,
it is found that the sinh term in the equation dominates, leading to the following
relation:
D ∝ e−2κz (2.13)
where
κ =
√
2m(V0 − E)
~
(2.14)
This is the decay constant for the exponentially decaying wave. In this case, the
wavefunction for an electron is continuous and describes it penetrating through the
barrier in the positive z direction. The probability for transmission through the
barrier depends on the barrier width as described earlier. The challenge with this
approach is that it does not consider the electronic structure of the surface or the tip,
nor does it consider the shape of the potential barrier. As a result, a more accurate
method is required and is developed in the Bardeen transfer Hamiltonian approach.
92.1.3 Bardeen Transfer Hamiltonian Approach
Bardeen’s approach [28] to tunneling viewed the process as an effect of independent
scattering events that transfer electrons across the potential barrier. Additionally,
if the electronic states of the sample and the tip were known, it would be possible
to resolve an expression for the tunneling current. This approach was based on the
following set of assumptions [28][29]:
1. first order approximation for tunneling is valid due to tunneling being weak
enough
2. the electronic states of the tip and sample remain unaffected despite being in
the presence of the other
3. electron-electron interaction in the potential barrier is ignored
4. the occupation probabilities of electrons are independent of each other and
constant
5. the tip and sample are in electrochemical equilibrium
6. the tip and sample atomic structures remain unperturbed
The following interpretation is based on the work of Gottlieb which refers to
the Duke’s interpretation of the Bardeen theory [29]. The result of ignoring the
electron interaction in the potential barrier allows for the electrons to be described
as a single-electron Hamiltonian:
− ~
2
2m
∆ψ(r) + V (r)ψ(r) = Hψ (2.15)
However, the challenges of resolving this single-electron Hamiltonian led to them
being described independently in terms of their electronic states. As a result, it
is possible to describe the system initially at t=0 as the tip and sample starting
far apart, where there Hamiltonians are described independently in terms of an
unperturbed tip or sample:
− ~
2
2m
∆ψ(r) + VS(r)ψ(r) = HSψ (2.16)
− ~
2
2m
∆ψ(r) + VT (r)ψ(r) = HTψ (2.17)
For the STM, it is separated into three sections: tip, barrier, and sample. The sample
potential is equal to zero inside the tip potential and the tip potential is equal to
zero in the sample potential. Both the tip and sample potential are equal to V(r) in
their respective regions and inside the barrier.
If an electron starts initially with energy E in the sample state ψ and the
wavefunction evolves from ψ at t = 0 to ψ(t) at a time t, then ψ(t) = e−itE/~ψ. It is
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assumed that the tip will approach the sample slowly and that the tip potential will
be turned on adiabatically, as the time scale for sample approach is in seconds, while
the tip potential is in femtoseconds. It is then possible to write ψ(t) as:
ψ(t) = e−itEs/~ψ +
∑
ak(t)φk (2.18)
where the the coefficients ak will be approximated in order to determine the tunneling.
The φk term refers to the bound states of tip Hamiltonian. It is important to consider
the nomenclature here, where the wave functions correspond to stationary states
being a solution only in tip or sample and what is valid for the entire system and
under which Hamiltonian they yield which energy. This offers a different approach
to the Bardeen paper, but perhaps gives further insight into the approach.
When inserted into the time-dependent Schrödinger equation i~ ∂
∂t
ψ(r, t) =
Hψ(r, t), the right-hand side gives:
Hψ(r, t) = H(e−itEs/~ψ) +
∑
ak(t)Hφk
= e−itEs/~Eψ + e−itEs/~(H −HS)ψ +
∑
ak(t)(Ekφk + (H −HT )φk)
(2.19)
and the left-hand side gives:
i~
∂
∂t
ψ(r, t) = Ee−itEs/~ψ + i~
∑ d
dt
ak(t)φk) (2.20)
Combining the two prior equations and taking the inner product of both sides in
after canceling out common terms gives:
i~
d
dt
aj(t) = e−itEs/~〈φj|H −HS|ψ〉+ Ejaj(t) +
∑
ak(t)〈φj|H −HT |φk〉 (2.21)
Since the tunneling is considered weak in this system, the ak term will be approxi-
mately zero based on our initial approximations. Further, by solving the system in
terms of aj with an initial condition of aj(t = 0) = 0,
|aj(t)|2 = 4sin
2((ET,j − ES)t/2~)
(ET,j − ES)2 |〈φj|H −HS|ψ〉|
2 (2.22)
At this point, the transmission probability |〈φj|ψ(t)〉|2 still needs to be related to
the aj(t) terms using equation (2.18). If assumed that 〈φj|ψ〉 is small compared to
aj(t), then |aj(t)|2 describes the transition probability. Thus, ddt
∑
j |aj(t)|2 yields the
tunneling rate where an electron initially in the sample state will transition into the
tip state, which is approximately
d
dt
∑
k
|ak(t)|2 = d
dt
∑ 4sin2((ET,k − ES)t/2~)
(ET,k − ES)2 |〈φk|H −HS|ψ〉|
2 (2.23)
Since this is based on an approximation where it is assumed that the states are
orthogonal, even an exact solution to equation (2.21) will only yield an approximation
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of the total scattering rate. This can be reduced further by Fermi’s Golden Rule
which is the general result of first order time-dependent perturbation theory. Defining
M2(φ, ψ) = |〈φ|H −HS|ψ〉 and Pt(x) = sin2(tx/2~)/x2 and converting the sum in
Eq. (2.23) into an integral, one receives:
d
dt
∑
k
|ak(t)|2 ≈ d
dt
4[M2(ψ)ρT (ES)
∫
Pt(E)dE]
=
d
dt
4[M2(ψ)ρT (ES)
πt
2~
] with (2.24)
where M2 = 1
NES
∑
k:|ET,k−ES |<2~/tM
2(φk, ψ), NES is the number of tip states, and
ρT (E) is the tip LDOS. The matrix elements of the sample state ψn can be approxi-
mated. This is derived from the way that Bardeen selected the potentials. Through
a series of integration steps, it is found that the integral of H −HT in regards to the
tip area is zero. Additionally, it is also found that integrating the matrix elements on
the sample side is also zero. It is then possible to approximate the matrix elements
M = 〈φj|H −HS|ψ〉 for the sample state at the energy of the tip, giving
〈φj|H −HS|ψn〉 ≈ − ~
2
2m
∫
(φ∗j(r)∆ψn(r)− ψn(r)∆φ∗j(r))dr (2.25)
Applying Gauss’ theorem, the previous equation then reduces to Bardeen’s approxi-
mation of the matrix element
M = − ~
2
2m
∫
surf
(ψ∗n∇φj − φj∇ψ∗n)dn (2.26)
As a result, this shows that rather than having to integrate over the entire region of
the tip-barrier, taking the surface integral of the barrier is a sufficient approximation.
2.1.4 Tersoff-Hamann Approximation
After the invention of the STM, Tersoff and Hamann [30] built on the Bardeeen
approach by combining the method with an s-type tip wave function which is radially
symmetric. One of the motivations was the difficulty to determine the tip states.
The STM tunneling current is a convolution of the tip and sample states, so a new
model was proposed that simplifies the tip states in order for them to be removed
and model the tip as a point. For the interpretation of large STM image features, the
TH model performs well, but breaks down when it predicts atomic scale resolution
features beyond the detection limit of the STM.
The matrix elements in Eq.2.26 were found by Tersoff and Hamann [30] to reduce
to the following relation:
I ≈∑
v
ψn(r)δ(E − EF ) = ρs(r, EF ) (2.27)
This can be interpreted that the STM measures the tunneling current which is
proportional to the Local Density of States (LDOS) at a given position of the STM
tip. Despite this development, the relation is still limited by a series of assumptions
including:
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• Low temperature
• Low bias voltage (up to 10mV)
• S-wave tip
• Uniform density of states at the Fermi energy
While the assumptions are limiting, they do provide a reasonably accurate model
for the STM data. In practice, the low temperature value is often not satisfied, in
addition to the tip, which are typically made from transition metals, where the d-wave
features cannot be ignored. In order to move beyond these limitations, another model
was proposed, called the WKB model [31], which is a semi-empirical approach. The
model predict the tunneling current as
I(V, d, r) =
∫ ∞
−∞
dǫρs(ǫ, r)τ(ǫ, V, d)[f(Ts, ǫ− eV )− f(Tt, ǫ)] (2.28)
with
τ(ǫ, V, d) = exp[−2d
√
2m
~
√
Φs − Φt
2
+
eV
2
− ǫ] (2.29)
representing the tunneling transmission probability of a single electron at a defined
bias voltage and energy. dǫρs(ǫ, r) is defined as the as the LDOS of the combined
tip and sample, while the Ts and Tt are the temperatures of the sample and tip
respectively.
From Eq.2.1.4, it is shown that the LDOS and the tunneling current are propor-
tional. For zero voltage bias, the tunneling current is also zero as a result of the
Fermi levels being equivalent in both the tip and the sample. It can also be shown
that the tunneling current is dependent on the density of the unoccupied states of
the sample. For example, for an applied positive bias voltage on the sample with
respect to the tip, electrons can tunnel into states above the Fermi energy.
Another interesting property of STM is the differential conductance. For instance,
f(ǫ) becomes a step function at the low temperature limit, which allows for a
simplification of Eq.2.1.4 to the following relation for the differential conductance
dI
dV
(V, d, r) = ρs(EF + eV, r)ρt(EF , r)τ(eV, eV, d)
+
∫ EF+eV
EF
dǫρs(ǫ, r)ρt(ǫ− eV, r) δδV τ(ǫ, eV, d) (2.30)
When the voltage bias is low, then the transmission probability will be a smooth and
varying function. This results in a smooth background where the δτ
δV
can be ignored
and the following simplification made:
dI
dV
= ρs(EF + eV, r) (2.31)
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which directly relates the data of a dI
dV
to the DOS as a function of energy at a
particular point. The challenge with the Bardeen approach was due to the tip states.
The imaging method of an STM relies upon the convolution of the electronic state
of the tip and the sample. Tersoff and Hamann proposed that by simplifying the tip
properties, it can be factored out of the calculation, allowing the STM image to be
related to the intrinsic surface properties, rather than a convolution of the tip and
sample properties. In the next section, this oscillating system will be discussed in
the context of measuring the forces between a tip and a sample.
2.2 Introduction to Atomic Force Microscopy
This chapter reviews over the basics of atomic force microscopy. Section 2.2.1 provides
a background on the principles of operation. Section 2.2.2 explains different types
of AFM modes. Section 2.2.3 addresses the forces involved in AFM. Section 2.2.4
introduces the reader to the quartz tuning fork used in experimental studies. Section
2.2.5 reviews over the AFM feedback loops. Section 2.2.6 reviews over tip modification
methods and carbon monoxide tips.
While the sharpness of an STM tip and the subsequent tunneling through the
final atom yield high resolution images, one of the limitations of STM is the need for
conductive samples or ultra-thin insulators on metals. The AFM builds upon the
advancements made by the STM, offering both similar equipment and techniques,
but instead operates by measuring the forces acting on a sharp tip rather than
the current. Invented by Binning et al. in 1986 [32], the AFM has been capable
of resolving true atomic resolution, mapping insulators, and providing a way of
mechanically manipulating atoms [33] [34] [21]. Additionally, AFM is sensitive to
chemical interactions and short-range forces between the oscillating tip and surface.
As a result, detailed images and spectroscopy can be performed on atoms and
molecules on a surface. Additionally, the AFM is sensitive to electrostatic, magnetic,
and long-range van der Waals forces. Initially, AFM was performed in contact with
the sample, but newer methods allow for non-destructive and non-contact methods
to map the sample, while measuring the tip-sample interaction.
With AFM, the atomically sharp tip mounted on a cantilever is scanned across a
surface while the cantilever is deflected by the tip-sample interaction. Originally, this
deflection was measured using a secondary STM [32], but was eventually replaced by
optical (Fig 2.4 (a)) and capacitive methods for detection.
The sensitivity and resolution of the measurements are determined by a few
primary parameters of the cantilever: the spring constant k, the quality factor Q, and
the eigenfrequency f0. In order to ensure sufficient sensitivity for short range forces,
a sensor of stiff piezoelectric material, quartz, is excited at sub-nanometer amplitudes.
Many AFM experiments operate with silicon cantilevers (Fig. 2.4) with optical
beam deflection that can be operated at sub-nm amplitudes with atomic resolution.
A more modern development is the qPlus force sensor, developed by Giessibl in
2000 [35], which is more commonly found in operation at UHV and low-temperature
environments. Originally developed from ordinary quartz tuning forks as used in
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(a)
Figure 2.4: (a) AFM silicon cantilever tip with optical beam deflection measurement.
Reprinted with permission from Nanosurf AG.
inexpensive wrist watches, the tuning fork is installed with one arm secured to a
mounting plate while the other arm is affixed with a tip and is free to oscillate.
The advantage of the qPlus over previous attempts to use quartz tuning forks was
that only one prong oscillates instead of both, which allows for similar operation
compared to a standard silicon cantilever, greatly simplifying image interpretation
and theoretical modeling. In ambient and low temperature environments, the sensors
have the ability to detect long-range forces and achieve atomic resolution, in addition
to atomic manipulation and imaging of the charge state [36] [37].
The versatility of the AFM allows it to function in static or dynamic mode. The
static operating mode relies upon the deflection of the cantilever when brought
close to the surface. The deflection of the cantilever corresponds directly to the
tip-sample interaction by the cantilever spring constant. Since the tip is operating
close to the sample, there is the risk of sample damage by a tip-sample collision
should the restoring force not be sufficient. In dynamic mode, the repulsive forces
are measured while being brought in contact with the sample. Previously, dynamic
mode used to measure the attractive forces during oscillation and had issues with the
snap-to-contact, resulting in further tip-sample distances or lower amplitude values.
With the development of the qPlus force sensor, its high stiffness value allows it to
probe the repulsive forces and remain at small tip-sample distances.
In the dynamic mode, the cantilever is oscillated at or near its resonance frequency
f0. The cantilever and tip then are brought close to the sample, where the resonance
frequency will change to a new frequency f0 + ∆f . The tip-sample interaction is
then detected using either amplitude modulation (AM) or frequency modulation
(FM) forms of AFM. In amplitude modulation AFM (AM-AFM), the cantilever
excitation is set close to resonance frequency with a constant amplitude and then
the phase between the excitation signal and the cantilever oscillation as well as
the amplitude of the cantilever’s oscillation will be related to changes in the force
gradient. In this mode, the topography traced along the surface originates from
constant amplitude contours. The changes are dependent on the time scales at which
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these changes occur [38], which results in a decrease in acquisition speeds in UHV.
This was improved upon in frequency modulation AFM (FM-AFM), which allows
for detailed quantitative force measurements and will be used throughout this work.
2.2.1 Principles of Operation
In AFM, the imaging signal is derived from a force which acts on the AFM tip and
the oscillatory frequency of the cantilever. The periodic motion of the cantilever can
be treated as a harmonic oscillator with one degree of freedom. In an unperturbed
system, this can be treated as a q(t) = Acos(2πf0t), where f0 is the resonance
frequency. f0 = 12pi
√
k
m
where m is the effective mass of the cantilever and k is the
spring constant. By introducing a force between the sample and the tip, the effective
spring constant changes by k∗ = k − ∂F/∂z, where z is the separation between the
tip and the sample. If the gradient of the force is assumed to be small compared to
k, the frequency shift is defined as:
∂f
f0
=
f − f0
f0
=
1
2πf0
(
√
k∗
m
√
k
m
) ≈ 1
2k
∂F
∂z
(2.32)
This approximation is only valid for small amplitudes in comparison of the decay
length of the force. At small oscillation amplitudes, this approximation is sufficient
to relate the frequency shift to the force gradient. If k is roughly constant over one
oscillation cycle, particularly when probing repulsive interactions, then this criterion
will not be valid anymore. A more general description of these oscillation amplitudes
is described by [39]. The frequency shift can be described more generally by the
Hamilton-Jacobi approach, which developed from first-order perturbation theory [40]
∆f = − f
2
0
kA
∫ 1/f0
0
F (z + A[1 + cos(2πf0t)])cos(2πf0t)dt (2.33)
∆f = − f0
πkA
∫ 1
−1
F (z + A[1 + u])
u√
1− u2du (2.34)
Should the F(z) value be known, this equation can be used to calculate the
frequency shift. This F(z) value is often experimentally derived as an analytic
solution to the equation is not known. Another approach to solving this equation was
developed by Sader and Jarvis [41], which provides results over different amplitude
situations. In the Sader-Jarvis method, the force is expressed in terms of the frequency
shift with a Laplace and inverse Laplace transform
F (z) = L[ kA
T (λA)
L−1[∆f(z)
f0
]] (2.35)
where T (x) = I1(x)exp(−x) where I1 is a modified Bessel function. By using the
following approximation of T
T (x) ≈ x
2
(1 +
1
8
√
x+
√
π
2
x3/2)−1 (2.36)
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it is then possible to find the expression describing the force
T (x) =
2k
f0
∫
[1 +
√
A
8
√
π(t− z)
]∆f(t)− A
3/2√
2(t− z)
∂∆f(t)
∂t
dt (2.37)
The Sader-Jarvis method has been shown to be accurate with deviations from
the actual force law of less than 5 percent [41].
2.2.2 Amplitude and Frequency Modulation
Numerous methods of AFM operation exist, but the two general operating modes of
AFM are contact mode and non-contact mode AFM. In contact mode, the tip is
brought down in mechanical contact with the sample surface. Mechanical contact,
in this case, refers to tip being brought to the repulsive regime. The tip is then
raster-scanned across the sample surface and the repulsive interaction being measured.
Non-contact mode AFM, which is the method that will be the only one discussed
later, operates at larger separation distances between the tip and sample. The tip is
dynamically oscillated close to the surface and depending on the precise tip-sample
distance, either short- or long-range forces will dominate the image contrast. Unlike
contact AFM, the non-contact oscillatory motion is performed at distances that will
ensure that the tip is not irrecoverably damaged. The oscillations of the cantilever
are measured and the amplitude, frequency and phase of each oscillation can be
recorded.
Present methods of AFM primarily utilize FM-AFM for experiments performed
under ultra-high vacuum (UHV) conditions and at low temperatures. In FM-AFM,
the cantilever is oscillated at its resonance frequency. Tip-sample interactions induce
a shift in the resonance frequency, which can be measured to generate a real-space
image of the surface. This frequency shift depends on the tip-sample separation and
under certain conditions, is approximately proportional to the vertical gradient of
the tip-sample forces. The frequency shift can be used to generate a real-space image
of the surface.
Unlike in contact mode, measurements occur further above the surface with the
oscillations of the cantilever allowing the tip to penetrate into the short-range regime
at only the closest approach point and only with the last few atoms of the tip apex.
The advantage is that this allows the tip is only within this regime for a brief part of the
entire oscillation period, reducing the possibility of unintended tip-sample interaction.
Both FM-AFM and AM-AFM can operate in both repulsive and attractive regimes
depending on the defined setpoints [42][43]. Repeated oscillations will result in an
amplitude reduction and requires additional input in order to maintain a constant
amplitude. Additionally, it is not possible to utilize the AM-AFM method for atomic
scale resolution in UHV, as the bandwidth limitations at higher Q values result in
delayed signal collection [43].
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2.2.3 Short-Range and Long-Range Forces
In STM, the tunneling current is a monotonic function of the tip-sample distance,
where the probability of an electron tunneling across the vacuum barrier decays
exponentially. This is not the case with AFM, where the total tip-sample force
is dependent on the relative contribution of the various forces which changes with
distances. In a simplified view, attractive van der Waals forces dominate at further
distances, while chemical forces dominate in the short-range and are repulsive. This
interaction range directly influences the achievable spatial resolution.
Despite this, the forces are not exclusively equal. For example, the two most
prominent model potential for interatomic short-range forces are the Lennard-Jones
potential and the Morse potential. Both potentials consist of attractive and repulsive
terms, but in the Lennard-Jones potential, the attractive term is a −1/r6 two-
atom like London dispersion, where there is no wave function overlap but instead
instantaneous multipoles) and the repulsive term is a 1/r12 term accounting for
Pauli repulsion, where there is wave function overlap. The Lennard-Jones potential
does not describe the chemical bonds, as it the description is too weak, but instead
describes the interaction between two inert noble gas atoms. For our experiments,
it can describe the interaction between a functionalized CO tip and a sample. The
Morse potential is a sum of exponential terms, describing covalent bonding in a
diatomic molecule and accounting for chemical interactions.
van der Waals
Long range interactions are those forces that can occur at distances up to several
nanometers. However, over a long distance, the interaction can occur between several
atoms on the surface and the tip, resulting in a degraded image of the surface as the
atomic structure becomes obscured. The AFM can detect these long-range forces,
such as the van der Waals (vdW) forces, which allow for the non-contact mapping of
a surface. The primary contributions of intermolecular van der Waals forces are:
• Keesom (orientation) forces between two permanent dipoles
• Debye (induction) forces between an induced dipole and a permanent dipole
• London (dispersion) forces between two induced dipoles
In UHV conditions, the vdW interaction is always positive, but can be made repulsive
by the selection of a separation medium. While the interaction energy may seem to
become small compared to the strength of the covalent bonds, the vdW force is a
cumulative effect. It is found that the relation for the potential energy between two
atoms and the distance is:
UvdW ∝ 1
z6
(2.38)
Approximating the macroscopic van der Waals force can be done by modeling the
system as a spherical tip of radius r close to the surface and a semi-infinite flat plane
for the surface. Rather than a discrete summation of the interactions of pairs of
atoms, integration can be used to reduce the calculations based on the following
assumptions:
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1. continuous medium of constant density,
2. constant material properties over the integration volume.
The force then becomes
FvdW = −Hr6z2 (2.39)
where H refers to the Hamaker constant, which is dependent upon the sample and
tip materials and calculated for a variety of materials. Atomic resolution imaging
requires a reduction of the long-range interaction effects, since the vdW force is
always occurring between sample and the tip. In UHV, the usage of atomically
sharp tips with high aspect ratios is desirable as the vdW force is reduced due to the
smaller integration volume. The tip apex will have a single atom, but the influence of
additional nearby atoms at the tip apex can impact the image contrast and resolution.
Electrostatic
An electrostatic force is defined as the attraction or repulsion of charged particles.
Charging can have a strong impact on the contrast of the images produced by AFM
[44]. Should a sample be cleaved or cleaned, the surface of the sample can remain in
a charged state. Annealing the crystal before inspection can cause any charges to
diffuse into the system, eliminating the issue.
Of more importance in this thesis is the potential difference between an AFM tip
and a sample. These two, when brought close together, form a capacitor where the
energy stored is:
E = −1
2
C(VTS − VLCPD)2 (2.40)
where VTS is the applied voltage between the tip and the sample, C is the capacitance
between the tip and sample, VLCPD is the contact potential difference between tip
and sample. This means that the even at zero applied bias, a potential difference
may be present across the SPM junction. Not only does VLCPD contain the difference
in work function, but it also contains the contributions from the dipoles and charges
. This results in the following electrostatic force:
Felec = −〈∂E
∂z
〉 = 1
2
〈∂C
∂z
〉(VTS − VLCPD)2 (2.41)
that is an attractive force. This relation is used later for Kelvin probe force microscopy.
Chemical Forces
These forces originate from the formation and breaking of chemical bonds between
the sample surface and tip. Due to the limited interaction outside of the electron
orbitals, this force primarily occurs between the nearest surface atom and the tip
apex. Both attractive and repulsive, the force is driven primarily by the type of the
interacting atoms. As the atoms are brought closer together, the valence orbitals
begin to be filled and gradually pushed to the molecular orbitals which then creates
an attractive force which only continues to bring the atoms together.
Despite the attractive component following the distance dependence in Eq.(2.39),
the repulsive component has no universal distance dependency. The repulsive force
originates from the Pauli exclusion principle and nuclei repulsion. While difficult to
19
predict how this interaction force behaves, there are several approximation methods
that describe the chemical interaction including: the Lennard-Jones potential and
the Morse potential. It should be noted that these two methods do not solve the
formation or breaking of bonds, but can provide insights to them and can be solved
analytically.
The Lennard-Jones (LJ) potential [45] is used due to the simplicity in theoretical
calculations:
ULJ = U0
[(z0
z
)12 − 2(z0
z
)6]
(2.42)
where z0 is the equilibrium distance and U0 is the energy at z0. The resulting force
of the LJ potential is
FLJ =
12U0
z0
[(z0
z
)13 − (z0
z
)7]
(2.43)
Another method to model the interaction energy is to utilize an exponential distance
dependence. Referring back to the theory in STM, the electron wave function in a
vacuum decays exponentially, justifying the relation for the repulsive component. The
Morse potential [46] builds upon this relation by applying the exponential distance
dependence to both the attractive and repulsive components
UMorse = 2U0(1− e−2β(z−z0)) (2.44)
where β is the decay constant. The Morse potential describes the chemical bond with
the bond energy U0. Careful selection of the bond energy, decay constant values, and
distance allow it to be used to model chemical bonds for H2+. The Lennard-Jones
potential does not show good agreement with metallic surfaces while the Morse
potential is anisotropy in chemical bonds. Despite their usage, neither potential
accurately describes the Pauli repulsion, but they can be used to qualitatively describe
the distance dependence of the tip-sample interaction.
2.2.4 Quartz Tuning Fork
The usage of quartz tuning forks (QTF) in scanning probe microscopy originated
from work in acoustic near field microscopy [47], where it detected the decrease in
resonance frequency and amplitude caused by hydrodynamic forces. Further advances
were made by Edwards et al. in 1997 where a quartz tuning fork was utilized as
an AFM cantilever, where both the prongs of the fork oscillated freely [48]. The
challenge with this setup was the asymmetry introduced by having a tip affixed to
one of the prongs, whereas the qPlus solution developed by Giessibl fixed one of the
prongs [49], allowing for the signals collected to be more easily interpreted. Fig 2.5
(a) shows an example of a typical QTF used in AFM experiments. Fig 2.5 (b) shows
a schematic of a nc-AFM QTF assembly with attached tip.
The quartz tuning fork is not a device novel to SPM, but is commonly found in
various watches and other time sensitive equipment. To ensure that only antisym-
metric oscillation modes in-plane are possible, the electrodes of each opposite face
on a single prong are connected, while the prongs themselves are connected in the
reverse.
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(a)
Figure 2.5: (a) Optical micrograph of a QTF. (b) Schematic diagram of a typical
nc-AFM QTF with attached tip. Reprinted with permission from [50].
QTFs are defined primarily by two properties: the stiffness and the quality factor
or Q-factor. A common value for the stiffness is 1800 N/m [35], which allows for
small oscillation amplitudes of <1 nm. The Q-factor represents the stability of
oscillation, which is connected to the number of cycles the fork has oscillated before
the amplitude has decreased to A/e. A high Q-factor, as seen in nc-AFM operated
in UHV conditions, ensures a more accurate measure of the frequency shift and
minimal heat dissipation. The small oscillation amplitudes and high Q-factor allow
for measurement of not just the forces, but also the tunneling current.
2.2.5 Feedback loops
The feedback loop is the critical component to controlling the tip-sample distance in
scanning probe microscopy. For AFM, high-resolution imaging and force spectroscopy
is achievable through measurement of the sensor’s frequency shift. By determining the
resonance frequency of the tip by moving far away from the sample, it is then possible
to compare the perturbed measured signal against the established unperturbed
resonance signal. In AFM, this is addressed by the phase-locked loop (PLL).
The PLL adjusts the phase and the frequency of a voltage controlled oscillator
(VCO) to match the signal of the reference oscillator. Initially, the phase difference
is zero, as the system will be synchronized, but as the system output changes, the
PLL will readjust the VCO until the phase difference is minimized or close to zero.
The output of the PLL is a DC voltage signal which is proportional to the frequency
shift of the QTF. Additionally, in comparison to STM, (FM) nc-AFM requires two
additional feedback loops for the frequency shift as well as the amplitude regulation.
STM operates only on a tip-height feedback loop.
2.2.6 Tip Functionalization
Achieving suitable contrast and resolution necessitates more than just an atomically
sharp tip to view the chemical structures of individual molecules. The reasoning is
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due to the fact that metallic tips are reactive, interacting strongly with the surface.
Additionally, molecules are manipulated or picked up before the tip-sample distances
are small enough for atomic resolution. Through a tip functionalization process, it is
possible to achieve atomic scale contrast [34]. The Pauli exclusion principle is the
basis for submolecular contrast and can be verified with density functional theory
(DFT) calculations [51], but this depends upon the tip-sample distance being quite
small and the tip termination being chemically inert. This also allows for the study
of molecules adsorbed onto surfaces due to the single pair of electrons of the oxygen
atom at the end of the tip being unable to form covalent bonds [52].
In this thesis, a single CO molecule was selected as the tip termination, but
others, such as pentacene, a single Xe atom, or a Cl atom are also possible[51]. The
selection of the CO molecule was due to the ease of tip and sample preparation as
well as the image quality, with established methods for both. The high resolution of
the AFM images with a CO molecule are determined is due to the strongly localized
wave function of the CO molecule [51] in addition to tip flexibility [53].
For STM, there is a distinct change in the images generated, particularly the
contrast, with a CO tip compared to a metal terminated tip. With a metal tip, the
s-wave states dominate further into the vacuum, while with a CO-terminated tip,
the π orbitals represent the p-wave tip states [30] [54] While not all metal tips are
well-described by s-wave tips. From the Tersoff-Hamann analysis, s-wave tips should
not be able to yield atomic scale resolution on close-packed metal surfaces. In those
cases, the metal tip potentially has a strong d-wave character. The tunneling matrix
elements of p-wave tips are proportional to the derivative of the LDOS [25] [27]:
MPx ∝
∂Ψ
∂x
(2.45)
MPy ∝
∂Ψ
∂y
(2.46)
2.3 Introduction to Kelvin Probe Force Microscopy
This chapter addresses the basics of Kelvin probe force microscopy. Section 2.3.1
discusses the theoretical background of KPFM.
The design and performance of nanoelectronic devices, including present and
future designs, depends on the properties of molecular junctions at a scale of only a
few nanometers. Various methods exist to characterize these properties, but only
one will be discussed at length: Kelvin probe force microscopy.
KPFM is a method where the local electrostatic potentials of a sample can be
measured with an AFM, similar in principle to a macroscopic Kelvin probe. Another
method, Electrostatic Force Microscopy (EFM), measures the force produced on a
charged tip based upon the surface electric field. KPFM minimizes the electrostatic
forces by adjusting the bias voltage between the tip and the sample. This allows
KPFM to then directly measure the contact potential difference (CPD) between the
tip and the sample, which contains contributions from the work function between
the tip and the sample structures as well as other contributions such charges trapped
in the structures.
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KPFM is used to determine the nanoscale electronic properties of various metal-
semiconductor surfaces and organic and semiconductor devices. It provides a unique
way of gathering information on electronic properties that would otherwise be unob-
tainable.
2.3.1 Principles of Operation
KPFM originates from observations and measurements by William Thomson, Lord
Kelvin, during an experiment of two electrically charged plates that were separated
by a small distance, forming a capacitor. The potential difference in this experiment
originates from the difference in the work function of the two plates. The technique
was implemented by Nonnenbacher et al. [55] in order to measure the local contact
potential difference (CPD) using AFM.
(a)
Figure 2.6: Electronic energy levels of the tip and sample: (a) tip and sample
are separated by distance d with no electrical contact, (b) tip and sample are in
electrical contact, and (c) external bias is applied between tip and sample to nullify
the CPD/tip–sample electrical force. Reprinted with permission from [56].
Similar to Kelvin’s macroscopic experiment, in KPFM, the tip and the sample
form a microscopic capacitor as seen in Fig 2.6 (a). The energy stored in the capacitor
is given by Eq. (2.40):
E =
1
2
C(VTS − VLCPD)2
where KPFM measures a CPD between the conducting tip and the sample. Both the
tip and the sample will have differing work functions, which is the difference between
the Fermi and the vacuum levels for each material (Fig 2.6 (b)). The difference
in work functions is defined as the CPD (VLCPD) The physics of KPFM can be
understood as the following: If two metals with different work functions are not in
contact, the vacuum level is the common reference, i.e. they will be the same for
both metals and their Fermi levels will be at different energies. Once the metals
are brought into contact, their Fermi levels will align, as the electrons all need to
have the same chemical potential to reach an equilibrium. This means that electrons
will flow from the metal with the lower work function the metal with the higher
work function until their Fermi levels are aligned. This redistribution of electrons
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gives rise to an electric field and thus the contact potential difference. This field is
compensated for in KPFM by adjusting the tip-sample voltage (Fig 2.6 (c)). The
electrostatic force Felec is then given by Eq. (2.41):
Felec = −〈∂E
∂z
〉 = 1
2
〈∂C
∂z
〉(VTS − VLCPD)2
In KPFM, only the electrostatic forces are dependent on the bias voltage, allowing
the detection of their contribution to the measured frequency shift. Any modulation
of VTS will cause a modulation in Felec and it is thus possible to compensate for
the contribution of the electrostatic force by modifying the bias voltage until the
frequency shift for a particular height is minimized.
In the frequency modulated detection scheme, the PLL is tracking the frequency of
the cantilever. The frequency shift output signal contains a electrostatic modulation
frequency, which is then filtered out in the feedback loop. This method then generates
a potentials map that shows where the electrostatic force gradient is minimized,
which is proportional to the frequency shift and written as:
kelecTS = 〈
∂Felec
∂z
〉 = 1
2
〈∂
2C
∂z2
〉(UTS − ULCPD)2 (2.47)
In present experiments, a grid of point spectroscopy, where the frequency shift
is measured as a function of the bias. Then, these values are fit to a second-order
polynomial to determine the voltage at which the frequency shift is minimal.
24
3 Experimental Setup
3.1 Createc STM/AFM Microscope
The work carried out in this thesis was performed on a commercial UHV low-
temperature scanning tunneling microscope (LT-STM) from Createc. The system
has undergone some additions and modifications since its initial installation, some of
which I have assisted with to help improve its performance. The following sections
describe the equipment setup, software to control the system, and some of the
challenges encountered when using the system.
The Createc LT-STM consists of two interconnected chambers separated by a
gate valve, one for sample preparation and the other for the STM. The entire system
is decoupled from the floor by four pneumatically damped feet in order to reduce
vibrational noise and provide system stability.
The preparation chamber consists of a manipulator arm, an evaporator, an ion-
bombardment sputtering gun, a quadropol mass spectrometer (QMS), and an ion
gauge. The STM chamber consists of an STM head and a liquid helium bath cryostat,
consisting of a liquid helium dewar surrounded by a liquid nitrogen dewar. Samples
and tools are transferred between chambers by the manipulator arm and can be used
to transfer the sample in and out of the STM head. The manipulator arm is used for
positioning samples in front of the sputtering gun and evaporator. It also functions
as a heating and cooling mechanism for samples.
Both chambers are connected to a gas insertion system, which allows for multiple
purified gases to be dosed into the system through leak valves via either the sample
preparation chamber or the sample analysis chamber. The sputtering gun connected
to the preparation chamber is supplied with neon gas via the gas insertion system.
A mass spectrometer is also attached the system in order to measure the different
gases in the vacuum.
Evaporation of organic molecules can be performed with a commercially available
Createc Triple Turbo Micro Effusion Cell with three independent crucibles. The flux
is controlled via a shutter in front of the crucibles, with the potential to use multiple
crucibles simultaneously. An additional home-made, double-crucible evaporator is
installed in the load-lock that allows for individual crucible temperature control.
Samples and tools are initially loaded from the ambient environment by means of
a turbo molecular pumped load-lock connected to the sample preparation chamber
via a gate valve. The turbo molecular pump (Pfeiffer) is connected to a rotary vane
pump (Pfeiffer) for pump down operation. Multiple samples can be stored in the
STM chamber at UHV in the sample storage rack while additional tools, STM tips,
and qPlus sensors can be stored on the manipulator arm. Due to the vibrational
noise, the turbo molecular pump can be switched off to improve the quality of the
STM images.
The UHV system is maintained by two Gamma Vacuum ion getter pumps with
titanium sublimation pumps (TSP) connected to the sample preparation and STM
chambers. This results in a base pressure of low 10−10 mbar throughout the system.
The advantage of the design of this system is that samples, tips, and other tooling
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(a) (b)
Figure 3.2: (a) 3D model of Pan-style slider STM microscope with sample plate
mounted. Reprinted with permission from CreaTec Fischer and Co. GmbH. (b)
qPlus force sensor.
is a Pan slider-style scanner consisting of a sapphire prism onto which a tube-piezo
scanner is attached. The Z-motion is linear on the sapphire prism, while the XY
coarse movement is provided by a separate set of shear piezos. At the end of the
tube scanner, a small ring piezo is mounted for excitation of the tuning fork. During
scanning operation, the entire system hangs free on a set of metal springs. These
springs function to isolate the system from external vibrations such as pump noise,
acoustic noise, or building noise.
3.2 Electronics
In order to amplify the signal from the STM microscope, the system is equipped with
an external preamplifier (FEMTO DLPCA-200). The STM can also be amplified
by an internal preamplifier with a gain of 10. The AFM signal is amplified first by
an internal preamplifier but does not pass through the FEMTO. Additionally, the
system also is equipped with an external phase-locked loop (PLL) detector (Nanonis
OC4) which is used to detect the frequency shift and keep the amplitude constant.
The major electronic components of the system include:
1. High-Voltage (HV) Generator
2. Digital Signal Processor (DSP)
3. External PLL
4. Lock-in Amplifier
Other electronics, such as the preamplifier, while important, do not warrant
further discussion. Starting from the PLL, a setpoint amplitude A is established by
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the user. The PLL reads the piezo signal from the qPlus tuning fork and extracts
the amplitude A and frequency shift ∆f . Then, the PLL calculates the necessary
excitation signal EXC that will allow the amplitude A to remain constant. The
excitation signal goes directly to the scanner and is sent to the DSP for recording.
The frequency shift is also sent to the DSP, where it can be used as a feedback
parameter for height. If not used, the user-established tunneling current I can be
used as a feedback parameter. Both feedback parameters, regardless of which is
used, are used to control the tip-sample distance via the HV generator. During a
scanning operation, the X and Y piezo will also be controlled by the DSP. Additional
information is obtained via the lock-in amplifier, which is used to modulate the
sample bias and measure the dI/dV by the response of the tunneling current.
3.3 Sample Preparation
The experiments were performed on clean single crystal copper, which were cleaned
inside the prep chamber with multiple sputtering and annealing cycles. Ne+ sputtering
was performed at an ion energy of approximately 1 keV for 20 minutes. Annealing
temperatures were set and held at 650◦C, as measured by a pyrometer, for 5 minutes.
Cu(111) is a close-packed surface with an interatomic distance of 2.55 Å. The
close-packed directions are labeled as: [001], [110], and [101]. Additionally, the (111)
surface for noble metals exhibits a Shockley surface state [57] with the Cu(111) band
minimum located at 450 mV below Fermi energy.
After sample preparation, STM overview images are gathered in order to visually
ensure that no molecules remain from prior experiments. Cu(111) was scanned at
increasingly smaller tip-sample distances in order to verify that the tip is metallic. In
3.3 (a), large Cu(111) islands are present while individual copper adatoms are visible
at closer tip-sample distances due to their bright contrast, as seen in Fig 3.3 (b). In
Fig 3.3, additional scans reveal the Cu(111) surface with atomic scale contrast.
3.4 Tip Preparation
In order to prepare the CO tip to investigate the intermediate states, the CO coverage
on the prepared Cu(111) surface should be low. After any contamination has been
removed, then the sample is placed inside the microscope. Initially, the tip is brought
in contact with the surface to yield a Cu-covered tip apex. CO is leaked from the
gas lines into the preparation chamber until it reaches a pressure of approximately
1 × 10−6 mbar. The ion getter guns are switched off in both the prep and STM
chambers with the valve between the two chambers open. The sample is allowed to
cool to approximately 4.2 K before the cryoshield is opened for 15s and then closed
again. The sample is allowed to cool down to approximately 4.2 K before the tip is
approached to the sample.
In Fig 3.5 (a), the STM image shows the standing wave pattern of the Cu(111)
surface state electrons which scatter at defects. The defects present are small and
large depressions having a larger apparent depth. The latter are identified as CO
molecules, due to the increase in coverage as additional CO is leaked into the chamber.
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5 Conclusion and Future Work
In this thesis, the objectives of this thesis were to determine the reaction mechanism
for the growth of graphene nanoribbons from 3,9(10) dibromoperylene utilizing
scanning tunneling, atomic force, and kelvin probe force microscopies. This addition
of the KPFM complemented the high-resolution imaging by STM and AFM by
providing qualitative data to sub-molecular resolution.
By starting with evaporation of DBP molecules onto a clean Cu(111) surface at
low temperatures, it was possible to confirm how DBP molecules organize, providing
an understanding for results at higher annealing temperatures. The AFM and LCPD
maps supported conclusions about the molecular structure and how debromiated
molecules behave, as the radical site becomes stabilized by the copper surface. In
the second experiment, higher temperatures caused the DBP molecules to rearrange
into long, uneven chains, without changing the DBP molecule itself. AFM and
LCPD maps confirmed that the structure of the molecules, in addition to their chain
orientation.
In the third experiment, increased annealing temperatures provided evidence
of the reaction mechanism and the influence of the copper surface. From STM,
it was possible to observe a strong contrast change at the binding site, signaling
the introduction of an intermediary atom which stabilized the perylene bi-radical
structure. This was confirmed with AFM and the LCPD maps which showed that
bond lengths were too long for a covalent carbon-carbon bond.
Finally, the sample was annealed further, which confirmed the reaction mechanism
as Ullmann coupling, demonstrating the critical role the surface plays in the formation
of these nanoribbons. The STM data showed a significantly brighter contrast than
in the prior bi-radical structure, providing the possibility that an additional copper
atom has been introduced into the chain. This was confirmed with AFM and LCPD
maps made of the chain, showing the bond lengths and charge location, providing
qualitative evidence towards the conclusion that a perylene tetradical structure was
formed.
While individually STM, AFM, and KPFM are powerful tools for the investigation
of single molecule properties, when combined, they offer a comprehensive way of
confirming analysis on changes in a system, discovering reaction pathways, and a
more detailed investigation into various systems. In order to ensure that this growth
mechanism is correct, further work needs to be done on investigating the copper
atom in the bonds. Questions remain about if it is raised out of the surface or
derives from adatoms found on the surface. Further work with these three combined
techniques and the knowledge acquired thus far will allow for confirmation of this
coupling mechanism.
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