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Abstract
This senior thesis contains two distinct parts:
The first part of the thesis explores key findings determined from plotting multiple waveband lumi-
nosity and redshift correlations in quasar data binned in redshift. By considering simulated observed
data sets, we find that with proper binning and analysis strategies we can effectively elucidate the true
nature of correlations between luminosities in different wavebands. We then apply these techniques to
real observed multiwaveband data. We find a quite strong intrinsic correlation between the mid-infrared
and optical emissions and a weaker but non-zero correlation between the radio and optical emissions in
quasars. These results will be presented in a forthcoming journal article [28], and have been summarized
in an already published conference proceeding [27].
The second part of the thesis concerns itself with applying Picard-Lefschetz theory to pair parti-
cle production in de Sitter space-time (with or without a constant electric field [16]). Electric fields as
well as gravitational fields can create pairs of particles via quantum tunneling (the Schwinger mecha-
nism [12, 17]). These processes are usually studied using quantum field theory on Minkowski or curved
space-times. There is an alternative to Feynman diagram loop calculations – the worldline formalism –,
which can offer insights into the space-time evolution of the produced particles. When the solutions of
the classical equations of motion are known, the path integral in the quantum mechanical propagator is
reduced to an ordinary integral over the internal time of the particle. We can then study the semiclas-
sical limit using Picard-Lefschetz theory [14], a set of mathematical tools for oscillatory integrals, which
has given exciting new results in recent years (in quantum cosmology, QCD lattice computation, non-
perturbative quantum field theory). We begin by applying Picard-Lefschetz theory to the Schwinger ef-
fect in Minkowski space-time to test our techniques in a simpler model. In the future, we intend to apply
the same techniques to the Schwinger effect in de Sitter space-time. The process, besides being inter-
esting in itself, could help model pair production in black holes, bubble nucleation, or the production of
universes.
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Part I
Waveband Luminosity Correlations in
Flux-LimitedMultiwavelength Data
7

1.1 Introduction
Determining the intrinsic correlations between the emissions in different wavelength bands (e.g. optical,
radio, infrared, X-ray, etc.) for astrophysical sources is important for addressing a large variety of scien-
tific questions. When dealing with multiwavelength observations of astrophysical sources the question
often arises whether the emissions in different wavebands are truly or only observationally correlated. A
common practice is to plot luminosities in two bands against each other and determine the correlation
empirically. However, for extragalactic sources with a range of redshifts from data which are flux-limited,
the fact that lower (or higher) luminosities in both bands are dominated by sources at lower (or higher)
redshifts introduces a significant correlation which is different than the true intrinsic correlation (e.g.
[21, 3, 13, 18, 9]). The situation is even more complicated, however, than merely issues with observa-
tional selection effects. In addition to the selection effects, other factors, most prominently the simi-
larities in the redshift evolutions of the luminosity functions, can complicate the situation and induce
correlations between different waveband luminosities that are not physically real (e.g. [22]). Figure 1.1
shows three examples of observed luminosity-luminosity correlations in multiwavelength flux-limited
data, including for both real and simulated data sets. In the latter case the population has no intrinsic
luminosity-luminosity correlation by design yet displays a strong observed luminosity-luminosity corre-
lation.
In this work we explore the question as to what extent observed correlations in multiwavelength flux-
limited data are indicative (or not) of intrinsic correlations, and develop and verify binning techniques
for directly determining correlations. In §1.2 we explore the efficacy of partial correlation analysis with
redshift binning in determining whether luminosity correlations are intrinsic. We focus on the particular
case of data from quasars, a class of active galaxies where the interaction of a supermassive blackhole
and its orbiting accretion disk of matter gives rise to enormous jets of particles and radiation across the
electromagnetic spectrum. Because of their high luminosity in multiple wavebands, quasars are a useful
class of objects to study luminosity correlations across a large range of redshifts.
In §1.3 we demonstrate how different redshift-binning techniques applied to quasar data can allow
us to compare evident correlations in real as well as simulated luminosities and consequently reveal
information about the intrinsic correlations of real luminosities and redshifts in flux-limited multiwave-
length data. We summarize the main results in §1.4.
1.2 Data and Techniques
Here we discuss our utilization of the regular Pearson moment correlation coefficient and the Pearson
partial correlation coefficient in order to effectuate correlational analysis on quasar data; the reasoning
behind as well as our methods of redshift-binning; and the sources of our real, simulated, and manipu-
lated data.
1.2.1 Correlation Techniques
We use the Pearson moment correlation coefficient (PMCC) as a measure of the linear luminosity-luminosity
and luminosity-redshift correlations, and the Pearson partial correlation coefficient (PPCC) as a measure
of the luminosity-luminosity correlation minus their mutual dependence on redshift. The PMCC for two
variables X and Y is
rx y =
∑
i (Xi −X )(Yi −Y )
Nσxσy
, (1.1)
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Figure 1.1: Three examples of observed luminosity-luminosity correlations in multiwavelength flux-
limited data. Plotted are the mid-infrared rest frame luminosity density (top) and the 1.4 GHz rest frame
radio luminosity density (middle) versus the 2500 Å rest frame optical luminosity density for quasars in
a real combined flux-limited infrared-optical data set and radio-optical data set from [29], respectively,
and a simulated (bottom) combined flux-limited radio-optical data set with known input parameters
and no intrinsic luminosity-luminosity correlation developed in this work (discussed in §1.2.3). Colors
represent different redshift bins. Black points are z ≤ 0.5, dark blue points are 0.5 < z ≤ 1.0, light blue
points are 1.0 < z ≤ 1.5, green points are 1.5 < z ≤ 2.0, yellow points are 2.0 < z ≤ 2.5, orange points are
2.5 < z ≤ 3.0, and red points are z > 3.0. It is clear that selection and redshift evolutions can induce a
correlation between the different waveband luminosities that is not intrinsic.
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where σx = ∑√ 1N (Xi −X )2 is the standard deviation of the X values, σy the is the standard deviation
trivially identical for the Y values, etc., and N is the total number of data points.
The PPCC, on the other hand, uses the PCCs for all three variables and expresses the degree of corre-
lation between X and Y neglecting their mutual dependence on a third variable Z and is given by
rx y,z =
rx y − rxz ry z√
(1− r 2xz )(1− r 2y z )
. (1.2)
It is important to note that the PMCC and PPCC are measures of the extent to which two variables
are perfectly correlated or not, in the sense of being related by some function. However, they do not shed
any light on the nature of the correlation function itself, and a higher value does not necessarily indicate
a steeper correlation function, only that the data more closely adhere to the function whatever it may be.
1.2.2 Redshift-Binning
The purpose of binning quasar data in redshift is to minimize flux-limit induced luminosity-luminosity
and luminosity-redshift correlations by using small redshift ranges. We observe the effects that arise in
full luminosity-redshift and luminosity-luminosity as well as partial luminosity-luminosity correlations
from attempting to bin data in the following different ways:
1. Uniform number of objects per bin, with bins created according to the desired number of bins,
2. Uniform redshift size for each bin, with bins created according to the desired number of of bins,
3. Uniform redshift size for each bin, with bins created according to the desired size of each bin.
Using the first method of binning, we made plots for five, ten, 20, 30, 40, and 50 bins, and for the second
method of binning we made plots for five, ten, 15, 20, 25, and 30 bins. The quasar data we worked with
included the following:
1. Real observed two-flux-limited data set of optical and radio luminosities,
2. Real observed two-flux-limited data set of optical and mid-infrared luminosities,
3. Simulated observed two-flux-limited data set of intrinsically correlated optical and radio luminosi-
ties,
4. Simulated observed two-flux-limited data set of intrinsically uncorrelated optical and radio lumi-
nosities
1.2.3 Data Sources
Our source for real optical data is the Sloan Digital Sky Survey data release 7 (DR7) quasar catalog, with
over 105,000 objects [23]. In order to have a well-defined optical flux-limit (because the catalog identified
quasars on the basis of X-ray data and radio matches as well as optical input) and reduced redshift distri-
bution bias, we use a subset of the DR7 catalog by restricting the full set, using a magnitude limit of 19.1,
and with certain objects excluded on the basis of target flags present in the SDSS data set as explained
in [26]. We obtain real mid-infrared data from the AllWISE catalog with detection in the 22µm band,
matching it with the restricted set of SDSS DR7, and achieving 20,063 objects in the matched optical-
mid-infrared catalog. For radio, we use data from the FIRST survey [5] observed at 1.4 GHz with a uni-
versal flux density of one mJy, yielding 5,445 objects detected in radio and optical.
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In order to explore the effects of redshift evolutions and observational selection on populations with
known intrinsic properties we use simulated populations with luminosities in two different wavebands,
labeled ‘optical’ and ‘radio’ for simplicity’s sake but entirely generalizable for other comparisons, that
are then observed with two hypothetical flux-limited surveys [28]. The luminosities were given intrinsic
characteristics similar to real data, with particular redshift density and luminosity evolutions. There are
three different sets of simulated data which differ in the intrinsic local (prior to any redshift evolution,
as discussed below in §1.2.4) luminosity-luminosity correlation assigned to them. There is either no
intrinsic correlation at all between the local luminosities, or there is intrinsic correlation that can be
expressed in the form of
L
′
r ad ∝ (L
′
opt )
α. (1.3)
Here, we acquire two different sets of intrinsically correlated local luminosities with α being set to either
0.5 or 1.0. With the populations simulated according to these characteristics, we then simulate flux-
limited observations in the two wavebands. For simplicity’s sake, the correlated data sets with α= 1.0 or
0.5 will henceforth be referred to as “1.0-correlated" data and “0.5-correlated" data respectively.
1.2.4 Redshift Evolutions and Local Luminosities
With both the real and simulated data sets we can determine the so-called “local luminosities" by re-
moving the best-fit redshift evolution from the ‘raw’ luminosities in order to give us a good measure of
the luminosities independent of redshift evolution effects. Quantitatively, we define local luminosity in
a particular waveband a as
L
′
a =
La
ga(z)
, (1.4)
where the ga(z) is the best-fit redshift dependent luminosity evolution for which we use a parametriza-
tion in the form of
ga(z)= (1+ z)
ka
1+ ( 1+zZcr )ka
, (1.5)
which is the form for the redshift evolution incorporated into the simulations and is also a good fit for real
datasets with many z > 2 objects [29, 26]. When finding the local luminosities for real populations, we use
Zcr = 3.7, kopt = 3.3, ki n f = 2.4, and kr ad = 5.5 as determined in previous works [29, 26]. In order to span
values approximately consistent with the intrinsic characteristics of real datasets we choose the same
value of 3.7 for Zcr and use kopt = 3.0 and kr ad = 4.5 for our simulated populations. It is important to note
here that determining the local luminosities is essential to aiding us in acquiring intrinsic luminosity-
luminosity correlations.
1.3 Results
The most effective binning method for our needs, taking into consideration the data that we deal with,
was found to be a uniform number of objects per bin since objects are distributed unevenly across red-
shift. If we divide bins with uniform redshift size per bin, the last few redshift bins end up with too
few objects, resulting in unrealistic, erratic, and unreliable correlation coefficients for these bins. (The
number of objects in the least populated bins could be increased by increasing the width of the bins
in redshift, but this leads to severely flux-limit induced correlations as discussed below.) On the flip
side, having a uniform number of objects per bin and many bins meant that there were bins with exces-
sively small redshift ranges due to a high number of objects at those redshifts. While this does not make
the luminosity-luminosity correlations unreliable, it does hide redshift-dependent correlations since the
redshift range is too small to detect redshift dependent correlations. This creates a conundrum because
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Figure 1.2: Radio-redshift, optical-redshift, and
radio-optical PMCs, and radio-optical partial with
redshift PPCCs in 20 bins of redshift with an equal
number of objects per bin for raw (top) and local
(bottom) luminosities for the intrinsically uncorre-
lated simulated observed radio and optical quasar
data. Points are plotted at the average redshift and
correlation values for each bin.
Figure 1.3: Radio-redshift, optical-redshift, and
radio-optical PMCs, and radio-optical partial with
redshift PPCCs in ten bins of redshift with an equal
number of objects per bin for raw (top) and local
(bottom) luminosities for the intrinsically uncorre-
lated simulated observed radio and optical quasar
data. Points are plotted at the average redshift and
correlation values for each bin.
we want to have as small a redshift size per bin as possible in order to diminish the influence of flux-limit
on the observed data. The optimum number of bins is thus the result of a trade-off between having some
of the bins be too narrow and some too wide.
We noticed that in certain cases a particular redshift range approaching z = 2 showed anomalous
correlations in all of our infrared-optical plots. We therefore dug into the actual data in these bins and
determined that there were a few anomalous objects that had luminosities some orders of magnitude
greater/less than most of the luminosities in the said redshift range, which lead to those few objects hav-
ing an out-sized effect on the calculated PMCCs. In order to minimize the wide differences in orders
of magnitudes that could occur, we tested calculating the PMCCs after first taking the log of our lumi-
nosities and redshifts. This technique fixed our problem with anomalous objects and also smoothed the
rest of our correlational data while preserving the correlational trends. Consequently, we determined
that calculating PMCCs with logarithmic luminosities and redshifts was the best strategy for accessing
reliable correlations.
Here we discuss the subsequent results we extract and the deductions we can make based on those
results.
1.3.1 Analysis: Simulated Data
Important considerations can be investigated by examining raw as well as local luminosities with ten
and 20 bins for the uncorrelated and 20 bins for the correlated simulated data sets.
Figure 1.2 shows intrinsically uncorrelated simulated radio-optical data in 20 bins of redshift for both
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Figure 1.4: Radio-redshift, optical-redshift, and
radio-optical PMCs, and radio-optical partial with
redshift PPCCs in 20 bins of redshift with an equal
number of objects per bin for raw (top) and lo-
cal (bottom) luminosities for the intrinsically 1.0-
correlated simulated observed radio and optical
quasar data. Points are plotted at the average red-
shift and correlation values for each bin.
Figure 1.5: Radio-redshift, optical-redshift, and
radio-optical PMCs, and radio-optical partial with
redshift PPCCs in 20 bins of redshift with an equal
number of objects per bin for raw (top) and lo-
cal (bottom) luminosities for the intrinsically 0.5-
correlated simulated observed radio and optical
quasar data. Points are plotted at the average red-
shift and correlation values for each bin.
raw (top panel) and local luminosities (bottom panel). As expected, the radio-optical partial correlation
coefficients for both raw and local luminosities are all approximately zero since this simulated data was
designed to have no intrinsic correlation between the optical and radio luminosities. As hypothesized,
in the top panel of Figure 1.2, we can see the radio-redshift and optical-redshift correlation coefficients
to be non-zero since the luminosities have an intrinsic dependence on redshift. Since we are not using
infinitesimally small redshift bins, there is an automatic influence of the flux-limit on the luminosities
vis-a-vis redshift, which further contributes to a higher radio-redshift and optical-redshift correlation.
Moreover, the radio-optical full correlation coefficients can be observed to be relatively higher than the
partial correlation coefficients because we are not disregarding their mutual dependence on redshift.
This plot also demonstrates the contrast between using large versus small bins. The last bin in the top
panel of Figure 1.2, at around average redshift of three, is the largest in redshift range since there are
many fewer objects at higher redshifts. We can see that this bin has a relatively much higher observed
dependence of the luminosities on redshift and thus has a higher radio-optical luminosity full correla-
tion as well. This phenomenon was expected and is due to two reasons: one, as we discussed earlier,
having larger redshift ranges brings in the flux-limit effect into the luminosity dependence on redshift,
automatically and misleadingly strengthening the correlation between luminosities and redshift; and
two, having a larger redshift range allows for a more accurate determination of the true correlation be-
tween the luminosities and redshift since with smaller redshift bins we potentially have an inadequate
redshift range to extract an accurate correlation from.
In comparison, we expected luminosity dependence on redshift and thus the radio-optical full cor-
relations to drop in the bottom panel of Figure 1.2 since the utilization of local luminosities removes
14
Figure 1.6: Median of binned PPCC values for the “correlation reduced local luminosity” (see equation
1.6) versus local optical luminosity for the cases of the (1) intrinsically 1.0 and (2) 0.5-correlated sim-
ulated observed radio and optical quasar data, using 20 equally populated redshift bins. The best-fit
correlation between the luminosities is the α value that gives a median PPCC value of zero, as discussed
in §1.3.2. The best-fit L–L correlation power-law index values are α=1.41±0.1 for the 1.0 correlated case
and α=0.65±0.1 for the 0.5 correlated case. We see that this technique is somewhat reliable for recover-
ing the known power-law form of the intrinsic correlation in the simulated data.
the best-fit redshift evolution from the raw luminosities, allowing us to observe correlations that exist
sans redshift dependence. This is exactly what we see, as the full radio-optical and the partial radio-
optical correlation coefficients align almost perfectly with each other in the bottom panel of Figure 1.2.
However, local luminosities still do not remove the effect of the flux-limit, which is why we do not see
a completely non-existent redshift dependence in luminosities, and which is why the last bin still has a
relatively higher luminosity dependence on redshift than the other bins.
Figure 1.3 shows intrinsically uncorrelated simulated infrared-optical data in ten bins of redshift for
both raw (top panel) and local luminosities (bottom panel). The top panel illustrates how larger redshift
ranges for bins give us higher luminosity-redshift as well as luminosity-luminosity correlations because
of the effects discussed above (i.e. greater influence of the flux-limit and a more accurate determination
of the true correlation between the luminosities and redshift, which in turn is dependent on redshift
range and the number of objects), but that the partial luminosity-luminosity correlations are still ap-
proximately zero, signifying the reliability of the partial correlation coefficient and verifying the lack of
intrinsic correlation that exists in our uncorrelated simulated data. The local luminosities in the bottom
panel of Figure 1.3 remove the intrinsic dependence of the luminosities on redshift but not the flux-limit
induced luminosity-redshift correlation (more noticeable in this case of ten bins than for the 20 bins
plotted in Figure 1.2), thus leaving us with a lower yet still observable luminosity-redshift correlation. As
expected, this correlation is higher for the lowest and highest redshift bins because the smaller number
of objects at these redshifts result in larger redshift bins and consequently a more substantial flux-limit
influence.
Figure 1.4 shows the case of intrinsically “1.0-correlated" simulated radio-optical data, in 20 bins of
redshift for both raw (top panel) and local luminosities (bottom panel), which manifests some distinctly
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contrasting features when compared to the uncorrelated cases. As anticipated, the radio-optical partial
correlation coefficients for both the top and bottom panels Figure 1.4 are all much higher than in Figures
1.2 and 1.3 since the simulated data was designed to have intrinsic correlation between the luminosities.
The luminosity-redshift correlations are generally non-zero in the top panel of Figure 1.4 because of
factors discussed earlier for the uncorrelated cases (i.e. an intrinsic luminosity-redshift dependence as
well as flux-limit induced luminosity-redshift correlation), but drop lower (almost to zero) in the bottom
panel of Figure 1.4 since using local luminosities removes their intrinsic dependence on redshift. Much
the same trends and features, but with slightly suppressed radio-optical partial correlation coefficients,
can be observed in Figure 1.5, which shows the case of intrinsically correlated luminosities with α= 0.5
instead of 1.0 in the power law defined in equation 1.3. A crucial feature of both the uncorrelated and
correlated data plots is the clear efficacy of the PPCC, as evidenced by the partial correlations’ equability
between the cases for raw and local luminosities as well as consistency with the correlational design of
the simulated data sets.
1.3.2 Determining Intrinsic Luminosity-Luminosity Correlations Form
Having determined that binned PPCCs provide a potentially reliable method of determining the pres-
ence of an intrinsic correlation between luminosities, we use the technique introduced in [22] to extract
the best-fit power-law form of that correlation assuming that the luminosity evolutions have been deter-
mined as in. We perform a variable transformation by defining the so-called “correlation reduced” local
luminosity as:
L′crr =
L′a(L′opt
Lfid
)α (1.6)
where Lfid is some fiducial luminosity to avoid exponentiating a dimensioned number, whose actual
value is irrelevant. Then for a range of values of δ we compute the median value of the PPCC between
L′crr and L′opt in bins. The value of δ that results in a median PPCC of zero is the best-fit value for the
power law exponent for the intrinsic correlation between L′a and L′opt.
Figure 1.6 shows such a median PPCC vs. δ for the intrinsically 1.0 (black)- 0.5(blue) -correlated
simulated observed radio and optical quasar data, along with those for two real data sets discussed in
§1.3.3. The 1σ range of uncertainties reported for these values is determined by considering the χ2 vs.
α distribution. We see that this technique recovers quite well the known power-law form of the intrinsic
correlation in the 0.5-correlated simulated data, and somewhat overestimates the power-law value in the
case of the 1.0-correlated simulated data [28].
1.3.3 Demonstration: Luminosity-Luminosity Correlations in Real Quasars
Let us first discuss the more evidently intrinsically correlated case in Figure 1.7 showing real mid-infrared
and optical data in 20 bins of redshift for both raw (top panel) and local luminosities (bottom panel).
Figure 1.7 can be observed to clearly have features quite similar to the case of intrinsically correlated
simulated data, as shown in Figure 1.4. Figure 1.7 displays high luminosity-luminosity PMCC and PPCC
values across all bins, signifying a high intrinsic correlation between mid-infrared and optical radiation
being emitted by the observed quasars. We can make this claim since we know from the simulated cases
that using 20 bins effectively removes much of the flux-limit induced luminosity-redshift correlation
from our data. In fact, once we remove the intrinsic redshift-evolution of the luminosities and use local
luminosities (bottom panel of Figure 1.7), the infrared-optical PMCCs drop slightly compared to the case
of raw luminosities (top panel of Figure 1.7) and align almost perfectly with the PPCCs. This indicates
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Figure 1.7: Mid-infrared-redshift, optical-redshift,
and infrared-optical PMCs, and infrared-optical
partial with redshift PPCCs in 20 bins of redshift
with an equal number of objects per bin for raw
(top) and local (bottom) luminosities for real ob-
served mid-infrared and optical quasar data from
[26]. Points are plotted at the average redshift and
correlation values for each bin.
Figure 1.8: Radio-redshift, optical-redshift, and
radio-optical PMCs, and radio-optical partial with
redshift PPCCs in 20 bins of redshift with an equal
number of objects per bin for raw (top) and local
(bottom) luminosities for the real observed radio
and optical quasar data from [29]. Points are plot-
ted at the average redshift and correlation values for
each bin.
that the non-intrinsic, flux-limit induced redshift dependence of the luminosities is almost negligible in
all but the last bin, where even in the bottom panel the full infrared-optical PMCC of the last bin is larger
than the PPCC. This anomalous behavior predictably signifies that the last bin still has a non-intrinsic
redshift dependence of luminosities owing to the relatively larger redshift range due to a smaller number
of objects.
The case of real radio-optical data, as shown in Figure 1.8 with 20 bins of redshift for both raw (top
panel) and local luminosities (bottom panel), is complicated in that it superficially appears to be similar
to the simulated uncorrelated case (Figure 1.2) but further investigation reveals that it shows small yet
nontrivial differences. As with the real infrared-optical case, a comparison of the top and bottom panels
demonstrates the efficacy of using 20 bins in practically eliminating the undesirable effects of the flux-
limit. Most of the radio-optical PPCCs hover above zero, and there are just five bins whose radio-optical
PPCCs lie on or below zero whereas the radio-optical PPCCs in most of the bins in Figure 1.2 lie on or
below zero. Based on this comparison with the simulated cases, we can claim that this difference is most
likely because there is a smaller yet not insignificant correlation between the real radio and optical lumi-
nosities. Because the combined radio and optical data set contains a much reduced number of objects
compared to the mid-infrared and optical data set, and about half the number of objects as the simu-
lated data sets, it is useful to consider the correlations in a smaller number of bins in order to have more
objects per bin, as shown in Figure 1.9 with ten bins of redshift. As can be seen there, the radio-optical
PPCCs are likewise small yet not insignificant, with only two bins exhibiting radio-optical PPCCs equal
to or less than zero. While the radio-optical, radio-redshift, and optical-redshift PPCs are higher than for
the 20 bins case (because of a larger flux-limit influence), the use of local luminosities greatly suppresses
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Figure 1.9: Radio-redshift, optical-redshift, and radio-optical PMCs, and radio-optical partial with red-
shift PPCCs in ten bins of redshift with an equal number of objects per bin for raw (top) and local (bot-
tom) luminosities for the real observed radio and optical quasar data from [29]. Points are plotted at the
average redshift and correlation values for each bin.
these correlations by at least removing the intrinsic redshift dependence of the luminosities. As a result,
the radio-optical PPCs align almost perfectly with the PPCCs in the bottom panel of Figure 1.9, indicating
the insignificance of the flux-limit despite having less bins. Regardless, the radio-optical PPCCs maintain
their magnitudes across both the panels of Figure 1.9, providing us a fairly reliable confirmation of the
small yet not insignificant correlation between radio and optical luminosities.
We can then apply the techniques of §1.3.2 to determine the best-fit power-law form of the intrinsic
correlations between the radio and optical and mid-infrared and optical luminosities. These are shown
in Figure 1.10. The results favor a higher power law of intrinsic correlation between the mid-infrared and
optical luminosities (favoring a α ∼ 0.7) than for the radio and optical luminosities (favoring a α ∼ 0.2)
[28].
1.4 Discussion
We have explored the efficacy of, and various issues to be considered when, evaluating correlations in
bins of redshift in order to minimize the effects of induced correlations. As discussed in §1.1, determining
intrinsic luminosity-luminosity correlations is complicated because a naive inspection of luminosity-
luminosity correlations carries the unwanted influence of induced luminosity-luminosity correlations
that arise from flux-limit truncation of the data set and similar redshift evolutions of the luminosities. By
utilizing methods and simulated data considered in §1.2, §1.3 probes luminosity-luminosity correlations
more wisely and reveals that the mid-infrared and optical luminosities are highly intrinsically correlated
whereas the radio and optical luminosities characterize a much smaller, although still present, intrinsic
correlation.
The results of this analysis are important in the context of models of how jets are launched by su-
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Figure 1.10: Median of binned PPCC values for the “correlation reduced local luminosity” (see equation
1.6) versus local optical luminosity for the cases of the (1) the real radio and optical and (2) real mid-
infrared and optical quasar data. 10 and 20 equally populated redshift bins were used for the former
and the latter respectively. The best-fit correlation between the luminosities is the α value that gives a
median PPCC value of zero, as discussed in §1.3.2. The best-fit L–L correlation power-law index values
are α=0.25±0.15 for raidio-optical and α=0.75±0.1 for min-infrared-optical.
permassive black holes and the multifaceted feedback effects in active galaxies between accretion disks,
jets, and tori. In active galaxy systems, radio luminosity is thought to be dominated by jet emission while
optical luminosity is either dominated by or at least significantly enhanced by accretion disk luminos-
ity (e.g. [25, 8]). Mid-infrared emission, on the other hand, may be dominated by the brightness of a
dusty torus which partially surrounds, and is heated by, the accretion disk (e.g. [19]). In the so-called
Blandford-Znajek mechanism, it is the spin energy of a supermassive black hole that is tapped for parti-
cle acceleration and therefore jet creation through a complex process that considers general relativistic
and magnetohydrodynamic effects [7, 6]. In light of this model, then, one would expect that larger black
hole size, leading to a larger accretion disk, would correlate highly with brighter optical luminosity from
the accretion disk and more mid-infrared luminosity from the heated torus, as well as brighter radio
emission from the jets as more matter is available for the black hole to accelerate. On the other hand,
one would hypothesize that faster black hole spin would affect only the radio emission, as the radio
emission alone of these is dominated by the strength of the jet in particular.
The very high degree of correlation seen in this analysis between mid-infrared and optical lumi-
nosities in quasars lends support to the picture of tori being heated primarily by accretion disks. The
significantly weaker correlation between radio and optical luminosities can be taken to support the no-
tion that radio emission is affected by both the accretion disk size and the black hole spin, and maybe
most importantly by the latter. These results support an overall picture where black hole size determines
accretion disk size and luminosity which then dominates the optical emission and becomes the primary
driver of infrared emission via heating of the torus, while both black hole spin and size, and perhaps
primarily spin, determine jet strength and therefore the radio luminosity.
These results will be presented in a forthcoming journal article [28].
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Part II
The Schwinger Effect inMinkowski & De
Sitter Space-times
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Figure 2.11: Electron-positron production due to a strong electric field
2.1 Background Information
Before diving fully into the project, i.e. to look at the Schwinger effect in Minkowski and de Sitter space-
time, we need to establish some foundational physical and mathematical concepts. These include a
basic treatment of pair particle production, the Schwinger effect, and the different geometries of space-
time; Einstein notation (along with tensors and the metric); and Feynman path integrals.
2.1.1 The Schwinger Effect
The emergence of relativity and quantum mechanics lead Dirac [10, 11] and Anderson [1, 2] to the pre-
diction of electron-positron pair production in the 1920s and 1930s. A rudimentary understanding of
relativity and quantum mechanics allows us to briefly see how this may occur.
We know from quantum mechanics that there are pairs of quantities that obey Heisenberg’s uncer-
tainty principle, such as position-momentum and energy-time:
σtσE ≥ ħ
2
. (2.7)
Low uncertainty in time means high uncertainty in energy, so energy can fluctuate immensely at very
short time scales. Moreover, from relativity we know that energy can be turned into mass (E = mc2).
Together, these ideas imply that this widely fluctuating energy can be turned into mass ephemerally, and
back, indicating the possible creation of virtual particles that annihilate quickly after they are created.
But these temporary virtual particles can gain energy from sources such as gravitational and electromag-
netic fields (including photons). If these fields are strong enough, virtual particles gain the threshold pair
creation energy 2mc2. As a result, these virtual particles can be said to have become real.
Real particle creation shows up in important cosmological contexts, such as Hawking radiation, the
Unruh efffect, and the Schwinger effect. For this project, we are concerned with the Schwinger effect.
While Hawking radiation and Unruh effect are due to curved spacetimes, the Schwinger effect is due
to electric fields. Virtual particles gain energy from a strong electric field in a vacuum and separate to
become real particles (electron and positron), as shown in Figure 2.11.
It is important to note here that Stueckelberg [31] described an antiparticle as a particle propagating
backward in time using classical relativity and without employing any quantum mechanics, representing
pair particle production as a single worldline in spacetime. Feynman’s path integral formalism operates
on the same interpretation but incorporates quantum mechanics by replacing the single classical trajec-
tory with a sum over an infinite number of possible trajectories, as described in §2.1.4.
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2.1.2 De Sitter andMinkowski Space-times
In the context of cosmology and closely associated with Einstein’s theory of relativity, Minkowski space-
time is the flat (no general relativistic curvature) geometry of space-time which has the usual three Eu-
clidean space coordinates along with an additional time coordinate. On the other hand, de Sitter space-
time is the spherical geometry of space-time with a positive cosmological constant (hint: dark energy)
and no matter and is used as a cosmological model of the physical universe. It is useful for approximating
the inflationary period of our universe. Refer to §2.1.3 for the Minkowski metric.
2.1.3 Einstein Notation & theMetric
In Euclidean space (Cartesian coordinates), the invariant squared distance is represented by ~a2 = a2x +
a2y +a2z , where ~a = (ax , ay , az ). Using index notation, we could write this as:
~a2 =
3∑
i=1
ai ai
where ai denotes each component of the vector, with i = 1,2,3.
Similarly, in relativity we have 4-component vectors in space-time, but here we use Greek letters to
represent indices. So, a 4-vector would then be aµ = (cat , ax , ay , az ), with µ = 0,1,2,3. Note that aµ
represents the full vector component-wise.
Why do we need to use this notation, called Einstein notation, among other names, in order to
talk about vectors in space-time? The need arises due to the geometry of Minkowski space and how
the Minkowskian geometry defines the invariant squared ‘distance’ in Minkowski space. This invariant
squared distance is −(cat )2 + a2x + a2y + a2z . Notice how we were easily able to represent the invariant
squared distance in Euclidean space merely by squaring a Euclidean vector. We can not, however, do the
same in Minkowski space since we have a minus sign with just the first term, and simply squaring a 4-
vector would not return such an invariant line element. Einstein (index) notation helps us overcome this
issue by allowing us to differentiate between different vectors and their components in a subtle manner.
Briefly, then, we can extract the invariant line element by doing the following:
aµaµ ≡
3∑
µ=0
aµaµ
where aµ = (cat , ax , ay , az ) and aµ ≡ (−cat , ax , ay , az ). The negative signs can be moved around, as some
authors do, as long as the final invariant line element remains the same. Regardless, it is not defined
to multiply two vectors together in this notation if both are ‘up’ or ‘down’ (in terms of how their indices
are placed). To be specific, the ‘up’ indexed vectors are called contravariant, and the ‘down’ indexed
covariant. Finally, note that the summation is implied without the sum sign.
In general relativity, when one generalizes to possibly curved 4-D space-times, Minkowski space
must then also be generalized. In that case we have to introduce the metric gµν. The metric is a rank
2 tensor, i.e. a 2-D matrix. Since it has Greek letter indices we know it is 4x4 in size (one Greek index
representing each dimension). When considering the metric, one must utilize operations from linear
algebra, such as matrix multiplication. For the special case of flat Minkowski space, for example, the
metric is
gµν =

−1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

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One can think ofµ= 0,1,2,3 and ν= 0,1,2,3 indexing the rows and columns. For a symmetric metric,
ν and µ are interchangable, so it is not so much that one of them corresponds to the rows and one to the
columns as that the presence of both indicates that there are both rows and columns, i.e. that it is a
matrix. However, for a general tensor, the indices are not interchangable. If there was only one Greek
letter index then it would indicate a vector.
Observe, then, that using matrix multiplication,
gµνa
ν =

−1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1


cat
ax
ay
az
=

−cat
ax
ay
az
= aµ
The result is a covariant (down index) vector because there is a minus sign in the 0-component. Then
the vector product aµaµ can be expressed in terms of only contravariant (up index) 4-vectors and the
metric:
aµaµ = aµgµνaν
Again, note that repeated indices are always summed or ‘collapsed’ over, and any summing or collaps-
ing must have one up index and one down index. It is simply not defined to have aµaµ (ultimately this
derives from the need to preserve a negative in the square of a 4-vector, as seen above). Also, it is impor-
tant to keep in mind that a Greek letter solely indicates that there are four components. aµ is no different
than aν – both represent a vector with four components.
There would also be a contravariant metric gµν such that gµνgµν = I4 where I4 is the 4x4 identity
matrix. Then gµνaν = aµ. In this way we speak of the metric “raising and lowering indices.”
In a general curved space-time the metric will be not a simple diagonal as above and would then
“mix” the different components of 4-vectors when acting on them. It gets difficult to visualize and write
all that out which is why Einstein notation is so useful [30].
Example: Field Dynamics
Let us derive the Klein-Gordon equation, as a sample problem of working with Einstein notation, us-
ing Lagrangian mechanics as applied on fields instead of particles. In order to do so, we first need to
establish a different form of the Euler-Lagrange equation to describe the dynamics of a field. Note that
since we desire to draw a parallel between regular vector notation and Einstein notation, we will write
down equations, or at least elaborate on the interpretation of specific elements of equations, using both
notations at each step.
The first step involves introducing the form of the action, but instead of starting with the Lagrangian,
we start with the Lagrangian density, which is the Lagrangian per unit spatial volume. For a Lagrangian
that depends on the field, φ(~x, t ), its time derivative, φ˙(~x, t ), and its gradient, ∇φ(~x, t ), we get
L(t )=
∫
d 3xL (φ,∂µφ),
where x is any of the three spatial dimensions,L is the Lagrangian density, and ∂µφ= (φ˙,∇φ) is the four-
gradient (i.e. the four-vector analogue of the gradient operator). Notice that the four-gradient allows the
consolidation of the time derivative and gradient dependence of the Lagrangian because we are dealing
with Minkowski space. The action is thus given by
S =
∫ t 2
t1
d t
∫
d 3xL =
∫
d 4xL ,
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where x is now representative of all four coordinates of space-time.
Employing the principle of least action,
δS =
∫
d 4xδL = 0. (2.8)
Here, the Lagrangian (density) is dependent on φ and ∂µφ, thus
δL = ∂L
∂φ
δφ+ ∂L
∂(∂µφ)
δ(∂µφ)
Plugging this back into Eq. 2.8 returns:
δS =
∫
d 4x
[
∂L
∂φ
δφ+ ∂L
∂(∂µφ)
δ(∂µφ)
]
=
∫
d 4x
[
∂L
∂φ
−∂µ
( ∂L
∂(∂µφ)
)]
δφ+∂µ
( ∂L
∂(∂µφ)
δφ
)
Since δφ= 0 at the end points, the last term, which is a total derivative, disappears. This necessitates the
following condition:
∂µ
(
L
∂(∂µφ)
)
− L
∂φ
= 0
which is the Euler-Lagrange equation for a field φ.
Now, having ascertained the Euler-Lagrange equation, the equations of motion can be determined
by using the Lagrangian density for a real scalar field φ(~x, t ),
L = 1
2
ηµν∂µφ∂νφ− 1
2
m2φ2,
using the (+ - - -) Minkowski space metric signature. In regular vector notation, the Lagrangian density
can be written as,
L = 1
2
φ˙2− 1
2
(∇φ)2− 1
2
m2φ2.
We know that the Lagrangian L = T −V , where T is the kinetic term and V is the potential term. In
our case,
T =
∫
d 3x
1
2
φ˙2
and,
V =
∫
d 3x
1
2
(∇φ)2+ 1
2
m2φ2.
In the expression for the potential energy, the first term is generally called the gradient energy and the
second term the potential energy.
In order to determine the equations of motion, we need to solve the Euler-Lagrange equation by first
computing,
∂L
∂φ
=−m2φ and ∂L
∂(∂µφ)
= ∂µφ≡ (φ˙,−∇φ)
Finally, putting our results together:
∂µ∂
µφ+m2φ= 0.
Or equivalently, in regular vector notation,
φ¨−∇2φ+m2φ= 0.
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2.1.4 Feynman Path Integrals
Without going into the details of fundamental ideas of quantum mechanics, we note that for a given
particle, there is a probability amplitude φ associated with each of the particle’s trajectories (or, to gen-
eralize, with each of the specific events that are associated with anything in nature), where the square of
the probability amplitude gives us the probability of the particle taking a particular trajectory. Given var-
ious alternative trajectories the particle can take from an initial point a to a final point b, the sum of the
amplitudes for each alternative trajectory returns an amplitude that can be associated with the overall
trajectory from a to b. The absolute square of the overall amplitude returns to us the probability of the
particle reaching b from a. Such an overall amplitude for an event is also called the kernel, which may
be given as K (b, a) for the trajectory in our case. In contrast, classical mechanics asserts the existence of
a single, unique trajectory for a particle going from a to b.
We know how the principle of least action can be employed in Lagrangian mechanics to describe the
behavior of a particle, so let’s take a look at the quantum-mechanical formalism. So far we have talked
about the amplitude without talking about what it actually is for each alternative trajectory, which is ex-
actly what we need to determine in order to devise the sum of the amplitudes of all possible trajectories.
It turns out that each trajectory of a particle contributes equally in terms of magnitude, but does so at
different phases. The overall amplitude of the trajectories from a to b is given by:
K (b, a)= ∑
paths from a to b
φ[x(t )]
and the contribution of each path to the amplitude is given by:
φ[x(t )]= k e(i /ħ)S[x(t )],
where k is a normalization constant and S is the action associated with the corresponding classical sys-
tem. More precisely, the overall amplitude can be defined as:
K (b, a)=
∫ b
a
Dx(t ) e(i /ħ)S[b,a],
whereDx(t ) denotes the fact that we are integrating over all paths. This form is called the path integral.
Phase differences between alternative trajectories cause constructive and destructive interference
between them, and it is the classical limit of this interference (i.e. when S is much bigger than ħ) that
results in the classical path. That is, for the particular trajectory that the particle would take in the clas-
sical case, with minimum action, the phase changes infinitesimally with an infinitesimal change in the
trajectory. These slightly different trajectories around the classically predicted trajectory will interfere
constructively, whereas elsewhere, slight changes in the trajectory result in substantial changes in the
phase such that their contributions to the amplitude will cancel out. Ultimately, this yields the classi-
cally predicted particular trajectory as the behavior of significance. In the semi-classical approximation,
the kernel can thus be expressed in the form:
K (b, a)= “smooth function” ·e i Scl/ħ (2.9)
where Scl knows about the boundary conditions a and b [15].
Example: Harmonic Oscillator
For a harmonic oscillator, the Lagrangian is:
L = m
2
x˙2− mω
2
2
x2
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We need to determine the equations of motion and solve them for x(t ) in order to find the classical
action. The Euler-Lagrange equation gives us:
d
d t
∂L
∂x˙
− ∂L
∂x
=mx¨+mω2x = 0
The equation of motion is a differential equation, which can be solved to get x(t ) with the boundary
conditions x(0) = xa and x(T ) = xb , where T = tb − ta , and tb is the final time and ta is the initial time,
which we set equal to zero. This returns:
x(t )= xa cos(tω)−xa cot(Tω)sin(tω)+xb csc(Tω)sin(tω)
Plotting the position x with respect to time t after defining the parameters yields the typical sinu-
soidal trajectory of a harmonic oscillator. This is illustrated in Fig. 2.12.
Figure 2.12: Red curve: xa = 2, xb = 4, ω= 1, m = 1, and T = 1. Green curve: xa = 0, xb = 4, ω= 1, m = 1,
and T = 1.
Substituting the solution for x(t ) into the action, the classical action for the boundary conditions
specified above is:
S =
∫ T
0
1
2
m(−xaωcos(tω)cot(Tω)+xbωcos(tω)csc(Tω)−xaωsin(tω))2−
1
2
mω2(xa cos(tω)−xa cot(Tω)sin(tω)+xb csc(Tω)sin(tω))2
= 1
2
mω(−2xa xb + (x2a +x2b)cos(Tω))csc(Tω) .
In the semiclassical limit, using Eq. 2.9, the kernel can be expressed as
K (0, xa ;T, xb)= F (T )exp
[{
i mω
2ħsinωT [−2xa xb + (x
2
a +x2b)cosωT ]
}]
,
where F (T ) is the “smooth function”, or the ‘prefactor’, and needs to be found [15].
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2.2 The Schwinger Effect inMinkowski Space-time
For a relativistic charged particle in an electric field, with motion restricted to just one spatial coordinate
x, the Lagrangian is typically expressed as:
L =−m
√
ηµνx˙µx˙ν+e Aµx˙µ , (2.10)
where ηµν is the metric, x˙µ is the proper time derivative of the space-time coordinate vector xµ, m is
the mass of the particle, e is the charge of the particle, and Aµ = E0 x ∇µt is the vector potential with E0
a constant electric field. The reparametrization τ = N T , τ being proper time, introduces the Lagrange
multiplier N (also known as the lapse), such that N goes from 0 to∞, and allows rescaling τ, which goes
from 0 to ∞, to a new temporal variable T , which goes from 0 to 1. The introduction of the Lagrange
multiplier enables us to reformulate the Lagrangian into an equivalent form which is more convenient
for manipulation:
L = m
2N
x˙µx˙µ− mN
2
+e Aµx˙µ (2.11)
= m(−t
′(T )2+x ′(T )2)
2N
− mN
2
+kx(T )t ′(T ) , (2.12)
with k := eE0. Note that we are working in Minkowski space, that E0 is the strength of the electric field
in the positive x-direction, and that the Minkowski metric signature being used here is (- + + +). The
equivalence of Eqs. 2.10 and 2.11 can be shown by reverse engineering Eq. 2.10 from Eq. 2.11. We can
solve for N given:
δL
δN
= δ
δN
(
m(−t ′(T )2+x ′(T )2)
2N
− mN
2
+kx(T )t ′(T )
)
= 0 (2.13)
∴N =±
√
t ′(T )2−x ′(T )2 . (2.14)
Plugging the result with the plus sign back into Eq. 2.12:
L = −m(t
′(T )2−x ′(T )2)
2
(√
t ′(T )2−x ′(T )2
) − m
(√
t ′(T )2−x ′(T )2
)
2
+kx(T )t ′(T ) (2.15)
=−m(t
′(T )2−x ′(T )2)√
t ′(T )2−x ′(T )2
+kx(T )t ′(T ) (2.16)
=−m
√
t ′(T )2−x ′(T )2+kx(T )t ′(T ) , (2.17)
which is exactly what we get from Eq. 2.10 using the relevant metric, coordinates, and vector potential.
Despite this equivalence, Eqs. 2.10 and 2.12 will lead to different quantum theories. However, classically
they yield the same equations of motion, and given that we work in the semi-classical approximation,
the predictions with either Lagrangian should be similar in the least.
2.2.1 Equations of Motion and the Classical Action
Using the Lagrangian in Eq. 2.12, we need to determine the equations of motion and solve them for x(T )
and t (T ) in order to find the classical action. The Euler-Lagrange equation gives us:
d
d t
∂L
∂x ′
− ∂L
∂x
=−kt ′(T )+ mx
′′(T )
N
= 0
d
d t
∂L
∂x ′
− ∂L
∂t
= kx ′(T )− mt
′′(T )
N
= 0
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(a) Schwinger effect trajectory (b) Single particle trajectory
Figure 2.13: Trajectory plots for a charged relativistic particle in an electric field.
The equations of motion are a system of differential equations, which can be solved to get x(T ) and t (T )
with the simplified boundary conditions x(0) = xa = 0, x(1) = xb , t (0) = ta = 0, and t (1) = tb , where xb
and tb are the final space-time coordinates and xa and ta are the initial space-time coordinates. This
returns:
x(T )= csch
(kN
2m
)(
xb cosh
(kN (T −1)
2m
)
+ tb sinh
(kN (T −1)
2m
))
sinh
(kN T
2m
)
t (T )= csch
(kN
2m
)(
tb cosh
(kN (T −1)
2m
)
+xb sinh
(kN (T −1)
2m
))
sinh
(kN T
2m
)
Plotting the time-coordinate t (T ) with respect to the spatial-coordinate x(T ) after defining and vary-
ing the parameters yields insightful graphical information, as in Figure 2.13, showing: (a) Pair produc-
tion occuring due to spacelike separation of intial and final events, juxtaposing trajectories with different
masses. The much lighter particle (red-dashed curve) results in a smaller critical distance and hence a
sharper edge in the trajectory. (b) Deflection of particle in the direction of the electric field (positive x
direction), where the green and red-dashed curves represent timelike separation with different values for
N . Timelike separation results in an initial momentum of particle in the opposite direction to the elec-
tric field before ultimately being ‘turned around’ by the field. Larger N , as with the green curve, means
greater internal time for the particle and hence a bigger initial momentum of particle in the opposite di-
rection to the electric field. The black curve in Figure 2.13(b) represents a lightlike trajectory, while both
curves in Figure 2.13(a) represent spacelike trajectories. Classically, no particle can travel along spacelike
or lightlike geodesics. However, as with the interesting physics that occurs in tunneling processes, where
classically there are no solutions to go through the barrier if the energy of the particle/wave is less than
the energy of the barrier but quantum mechanically this can happen because the solution for the wave
function is complex, in our quantum process spacelike and lightlike trajectories are possible.
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The trajectory we plotted in Figure 2.13(a) corresponds to the most likely trajectory given the bound-
ary conditions we specified, representing the classical trajectory of pair particle creation (see §2.1.1). Of
course, the path integral tells us that there are many possible paths from xa to xb , and that all have some
probability of happening (and, in fact, it also tells us what the probability of each path is). The “classical”
trajectory, however, is the path that is the most likely. However, to get predictions for the probability of
finding a particle simultaneously at xa and xb , we need the full path integral to calculate this.
For the given boundary conditions, with the solutions for x(T ) and t (T ) plugged in, and integrating
the Lagrangian over T from 0 to 1, the classical action is:
Scl =
1
4
(
−2(mN −ktb xb)−k(−tb −xb)(−tb +xb)coth
(kN
2m
))
.
.
Figure 2.14: Plot of the integrand F (N )e i Scl /ħ showing oscillatory behavior of the function. ()Parameters:
xa = 0, xb = 2, ta = 0, tb = 0, m = 1, k = 1, ħ= 0.1)
2.2.2 Propagator Approximation Using Picard-Lefschetz Theory
In the semiclassical limit, the kernel can then be expressed as
K =
∫ ∞
0
d N F (N )exp
[
i
4ħ
(
−2(mN −ktb xb)−k(−tb −xb)(−tb +xb)coth
(kN
2m
))]
,
where F (N ) is a “smooth function”, or the “prefactor”, which we know to be of the form: 1p
Det (M)
, where
M is the following matrix:
M =
(
∂2S
∂xa∂xb
∂2S
∂xa∂tb
∂2S
∂ta∂xb
∂2S
∂ta∂tb
)
=
(−k2 coth( kN2m ) k2
−k2 k2 coth( kN2m )
)
Putting this together, we obtain the prefactor:
F (N )= 2√
−k2 csch( kN2m )2
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Figure 2.15: Contour plot of the real part of i Scl showing saddle points and lines of steepest de-
scent/ascent (blue lines) for the dominant saddle point (red circle). The different saddle points are
shown as blue dots and correspond to the different expressions for N . (Parameters: xa = 0, xb = 6, ta = 0,
tb = 0, m = 1, k = 1, C =−1)
As we can see, the kernel is ultimately an integral over N from 0 to ∞. However, the original contour
of the function in the complex plane is quite oscillatory (Figure 2.14), with a diverging amplitude of
oscillation, which is why it is so challenging to solve the integral analytically. As a result, we need to use
an analytic approximation. If we allow N to be complex, we know from Cauchy’s theorem that we can
deform the original oscillatory contour of the function, which would be a line integral in the 3D-space
and restricted to real values of N , to any other “well-behaved” contour such that the contour does not
pass over any undefined points (i.e. the function needs to be holomorphic) and the endpoints of the
contour remain fixed. Then, Picard-Lefschetz theory gives us a precise description on how to evaluate
our oscillatory integral, telling us which contour we should take in the complex plane to evaluate the
integral by allowing us to deform the oscillatory integrand to pass through the highest stationary point(s)
of the integrand (function of N ). The path integral over this new contour would be equivalent to the
original contour integral. The path integral can then be approximated just by the values (or value) of the
maxima (or maximum) since it would be dominated by them. It turns out that the only extrema possible
in our case are saddle points, so we deform the path to pass through saddle points and use saddle-point
approximation [20].
We have been referring to the oscillatory “function” as the full integrand, but, ignoring the prefactor
for now, truly what is relevant is the classical action, Scl , because when we set
d(e i Scl /ħ)
d N = 0 in order to
find the extrema, we get d(i Scl /ħ)d N e
i Scl /ħ = 0, where the exponent term cannot go to 0, and i and ħ are
constants, so the extrema are given by d(Scl )d N = 0. Solving this equation returns infinitely many solutions
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Figure 2.16: Contour plot of the real part of i Scl ,
where ħ = e iα, showing saddle points. The lines of
steepest descent are perturbed with α= 0.1.
(Parameters: xa = 0, xb = 6, ta = 0, tb = 0, m = 1,
k = 1, C =−1)
Figure 2.17: Contour plot of the real part of i Scl ,
where ħ = e iα, showing saddle points. The lines of
steepest descent are perturbed with α=−0.1.
(Parameters: xa = 0, xb = 6, ta = 0, tb = 0, m = 1,
k = 1, C =−1)
as a set of four conditional expressions for N , each dependent on the same integer constant C :
N =

4ipiC m
k ±
2m sinh−1
(
k
p
ta2−2tatb+tb2−xa2+2xaxb−xb2
2m
)
k
4ipiC m
k ±
2m sinh−1
(
k
p
ta2−2tatb+tb2−xa2+2xaxb−xb2
2m
)
k + 2ipimk
We then evaluate each conditional expression with any viable given set of parameters (we use xa = 0,
xb = 6, ta = 0, tb = 0, m = 1, and k = 1) and with different choices of C to check for the possible relevant
saddle points. We find that all the saddle points lie in two vertical lines equidistant from the imaginary
axis on both sides (i.e. an infinite number of saddle points). The relevant saddle points would be the
ones whose lines of steepest ascent intersect with the original path integral and whose lines of steepest
descent run from zero to infinity (i.e. the endpoints of the original contour). This allows the contour
to be ‘pushed down’ to the saddle point to lie on its lines of steepest descent with the endpoints fixed.
Examining the contour plot for the real part of the exponent i Scl reveals that the relevant saddle points
lie in the fourth quadrant.
By testing different saddle points, we see that the saddle point closest to the original contour (i.e.
Im(N )= 0) in the fourth quadrant is found by setting C =−1 for N = 4ipiC mk +
2m sinh−1
(
k
p
ta2−2tatb+tb2−xa2+2xaxb−xb2
2m
)
k +
2ipim
k , as shown in Figure 2.15.
In order to determine whether all the saddle points in the fourth quadrant are relevant or just the
red one, since the lines of steepest descent/ascent (blue) for the red saddle point pass through all other
saddle points, we perturb the lines of steepest descent/ascent (Figure 2.16 & Figure 2.17) to lift the de-
generacy in the contours (called thimbles) between adjacent saddle points.
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Figure 2.18: Plot of the squared absolute value of the kernel, i.e. the probability of a pair particle produc-
tion event, against the particle separation l . (Parameters: ta = 0, tb = 0, m = 1, k = 1, and ħ= 1)
For positive alpha, we observe that only the saddle point in the lower right quadrant closest to the real
line is relevant since the contour of steepest ascent intersects the original contour. For negative alpha,
an infinite tower of saddle points is relevant, i.e. all the ones in the lower right quadrant of the complex
N plane. The previous saddle remains the dominant one among the tower, because the corresponding
exponent is smallest.
According to Picard-Lefschetz theory, the original integral can be written as a sum of integrals along
steepest descent contours of relevant saddles. For each relevant saddle, moreover, we can perform a
semiclassical expansion in ħ. By choosing to compute the propagator taking the positive alpha limit, we
would obtain a single perturbative series, with a single non-perturbative exponent corresponding to the
single relevant saddle. This perturbative expansion is also known to be Borel resummable to the exact
result, being an expansion along a thimble [24].
In the negative alpha limit, on the other hand, the propagator becomes the sum of an infinite number
of series. This case has the clear disadvantage of an infinite number of non-perturbative terms, whose
overall Borel resummability is not a priori guaranteed.
The two perturbative expansions can be seen as a manifestation of a relation between non-perturbative
saddles. We have found, in other words, that the perturbative series around a single non-perturbative
saddle (the dominant one) contains information about the expansions around all the sub-dominant sad-
dles. This may be seen as an extension of the perturbative/non-perturbative relations discussed in [4].
Since the two directions of the limit α→ 0 are equivalent, we can choose to use the positive pertur-
bation and work with a single relevant saddle. We determine, therefore, that the dominant saddle point
is the red one. Each saddle point has a different value of N , so the kernel can now be approximated by
plugging into the integrand the value for N corresponding to the red saddle point, which is given by:
N =
2m
(
sinh−1
(
k
p
−l 2
2m
)
− ipi
)
k
(2.18)
for a given set of parameters (we use C =−1, ta = 0, tb = 0, and ħ= 1) where l is xb −xa .
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Figure 2.19: Plot of the trajectory that is predicted by our semiclassically approximated model using the
dominant saddle point (i.e. the relevant value of N ). Given that N is now complex, our trajectory also
lies in the complex plane. (Parameters: xa = 0, xb = 3, ta = 0, tb = 0, m = 1, k = 1)
2.2.3 Results
We can now use the dominant value of N to determine the semiclassical approximation of the kernel.
The resulting, general expression for the kernel is:
K =
exp
−14 i
−2l 2m√1− k2l24m2p−l 2 + 4m
2
(
sinh−1
(
k
p
−l2
2m
)
−ipi
)
k

√
m2
l 2
Since we are interested in real and not virtual pair particle production, we need to find the proba-
bility for the pair to be produced at or beyond critical separation. Figure 2.18 shows how the probability
plateaus off at the critical distance for a given set of parameters. By taking the l derivative of the general
expression for the (Abs[K er nel ])2 and setting it equal to 0, we determine that the critical separation l is
given by:
l = 2m
k
Substituting this expression for l back into the kernel, setting ħ to 1, and then taking the squared
absolute value gives us the probability for a single semiclassical pair particle production event:
Probability = 4
k2
e−m
2pi/k (2.19)
We can also use the value of N (Eq. 2.18) corresponding to the dominant saddle point to replot
our particle trajectories (Figure 2.13) in the semiclassical approximation for any given set of parameters.
Since N is now complex, we plot the trajectories in complex space with real x and real and imaginary t ,
as shown in Figure 2.19.
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2.3 Conclusion
Using the worldline formalism, we arrive at sensible results in the case of the Schwinger effect in Minkowski
space-time. The typical quantum field theory approach to the Schwinger effect describes the scattering
of particles from the infinite past to the infinite future, allowing us to compare the system’s “in”-state in
the infinite past with its “out”-state in the infinite future - we cannot track what happens in between. The
worldline formalism does exactly that. We do not need to compare the infinite past and the infinite fu-
ture; we can start at any initial time and end at any final time and also get the entire evolution in between,
as we do in our case of the Schwinger effect in Minkowski space-time. The next steps in this project in-
volve using similar methodology to look at the Schwinger effect in de Sitter space-time. This can help us
model pair production in black holes, bubble nucleation, or the production of universes since they can
be thought of as quantum processes. All of these phenomena should have some type of path integral
description, hence a better understanding of the path integral in a Lorentzian context is beneficial.
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