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Ryozi Sakai and Noriaki Suzuki
Abstract
R. S. Varga proved a characterization of entire functions of nite order in terms of poly-
nomial approximation degree on [ 1; 1]. We will show an Lp version of Verga's result. Using
this version, we discuss weighted polynomial approximation on R for entire functions of nite
order.
x 1. Introduction
Let n 2 N and let C(I) be the set of all real valued continuous functions on I,




where Pn denotes the class of all real polynomials of degree not more than n. In [1],
S. Bernstein proved that f has an analytic extension to an entire function if and only
if limn!1En(f)1=n = 0. Note that the entire function discussed in this paper is a real
one, that is, it is an analytic function on whole complex plane C whose value is real on
R := ( 1;1). R. S. Varga ([9]) considered the rate at which En(f)1=n tends to zero,






Received January 31, 2013. Revised July 4, 2013.
2000 Mathematics Subject Classication(s): 41A25, 41A10, 30E10
Key Words: exponential weight, entire function, nite order, polynomial approximation
This work was supported in part by Grant-in-Aid for Scientic Research (C) No.22540209, Japan
Society for the Promotion of Science
Department of Mathematics, Meijo Universty, Nagoya 468-8502, Japan.
e-mail: ryozi@crest.ocn.ne.jp
Department of Mathematics, Meijo Universty, Nagoya 468-8502, Japan.
e-mail: suzuki@meijo-u.ac.jp
c 2013 Research Institute for Mathematical Sciences, Kyoto University. All rights reserved.
142 Ryozi Sakai and Noriaki Suzuki
if and only if f has an analytic extension to an entire function of order . Recall that






where M(r; f) := maxz2C;jzj=r jf(z)j.







for 0 < p <1 and kfkL1(Ia) := ess supx2Ia jf(x)j <1. For f 2 Lp(Ia) and n 2 N, we
set
Ep;n(f ; Ia) := inf
P2Pn
kf   PkLp(Ia):
Then the following Lp version of Varga's result is established. The proof is based on a
reduction to Varga's one.
Theorem 1.1. Let 0 < p  1 and a > 0. For a real valued function f 2 Lp(Ia),
we put





If p;a(f) < 1, then f is equal to an entire function of order p;a(f) on Ia almost
everywhere. Conversely, if f is an entire function of order (f) <1, then its restriction
to Ia satises (1.1) for 

p;a(f) = (f).
We remark that Varga's result is the case p =1.
We next discuss the above result for approximations on the whole real line R. Let
w(x) = exp( Q(x)) be an exponential weight on R which belongs to a relevant class
F(C2+). For w 2 F(C2+), set T (x) := xQ0(x)=Q(x). If T is bounded, then the
weight w is called a Freud-type weight, and if T is unbounded, then w is called an
Erdos-type weight. Since we assume that T is quasi-increasing, if w is Erdos-type, then
limx!1 T (x) =1 holds (for details see Section 3).







for 0 < p < 1 and kwfkL1(R) := ess supx2Rjw(x)f(x)j < 1. For f 2 Lpw(R) and
n 2 N, we set
(1:2) Ep;n(f ;w) := inf
P2Pn
kw  (f   P )kLp(R):
The following theorem is a main result of this paper.
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Theorem 1.2. Let w = exp( Q) 2 F(C2+) and 0 < p  1. For a real valued
function f 2 Lpw(R), we dene





Then f is equal to an entire function with nite order  on R almost everywhere if and














where T (x) := xQ0(x)=Q(x) and
(1:5) A := lim inf
jxj!1
T (x); B := lim sup
jxj!1
T (x):
Especially, if w is Erdos-type then  = p(f) holds true.
H. N. Mhaskar discussed the above result for a special Frued-type weight w(x) :=
exp( jxj) (  2) in [5]. In his case, T   so that 1=  1= = 1=p(f) holds. Note
also that, when w is Erdos-type, then limjxj!1 T (x) = A = B =1, so that (1.4) shows
 = p(f).
This paper is organized as follows. We give a proof of Theorem 1.1 in Section 2.
The denition of a class F(C2+) is given in Section 3. We prepare some lemmas in
Section 4. The proof of Theorem 1.2 is given in Section 5. We point out that basic
and essential facts of the weighted polynomial approximation on R are proved by using
logarithmic potential theory (cf. [7], see also [4] and [6]).
Throughout this paper, C will denote a positive constant whose value is not nec-
essary the same at each occurrences; it may vary even within a line.
The authors thank the referee for his/her careful reading and for valuable sugges-
tions which are very useful for improving the manuscript.
x 2. Proof of Theorem 1.1
We use the following lemmas. Recall that I = I1 = [ 1; 1].
Lemma 2.1. Let P 2 Pn. When 0 < p  q  1, we have
(2:1) kPkLp(I)  21=p 1=qkPkLq(I);
and when 0 < q  p  1, we have
(2:2) kPkLp(I)  21 q=pn2(1=q 1=p)kPkLq(I):
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Proof. The inequality (2.1) is shown by Holder's inequality. The second inequality
(2.2) follows by use of the method of [6, Proof of Theorem 4.2.4].
We also use Stirling's approximation.







Now we give a proof of Theorem 1.1. We rst assume a = 1. We will show that




1;1 holds for every 0 < p < 1.
Let 0 < p  1 and 0 < q  1. Suppose p;1 <1 and take r > p;1 arbitrarily. Since
p;1 = lim sup
n!1
(n+ 1) log(n+ 1)
log(1=Ep;n(f ; I))
;
there exists a large number N1 such that for n  N1, Ep;n(f ; I)  (n+1) (n+1)=r holds.
We rst consider the case p  1 and q  1. Take Rn 2 Pn which satises kf  
RnkLp(I)  2Ep;n(f ; I), and set P0 = R0 and Pn := Rn   Rn 1 for n  1. Since
kf RnkLp(I)+kf Rn 1kLp(I)  2Ep;n(f ; I)+2Ep;n 1(f ; I)  4Ep;n 1(f ; I), we have
(2:4) kPnkLp(I) = kf  Rn   (f  Rn 1)kLp(I)  4Ep;n 1(f ; I)  4n n=r:










that is, f =
P1
n=0 Pn converges in L
p-norm. From (2.4) and Lemma 2.1, we have
(2:5) kPnkLq(I) 6MnkPnkLp(I) 6 4Mnn n=r
where Mn := 2n
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and hence f 2 Lq(I). Especially, by the case q = 1, we may assume f 2 C(I).
Similarly, using (2.5) and Proposition 2.2, we see that for n  N2,
































k(k   1)    (n+ 1)
1=r
:



















k(k   1)    (n+ 1)
1=r





(2:6) Eq;n(f ; I)  Cn( n+K)=r:
When p  1 and 0 < q < 1, we repeat the above estimates for kfkqLq(I) and Eq;n(f ; I)q
instead of kfkLq(I) and Eq;n(f ; I), then we also have (2.6). Therefore, from the denition
(1.1),








= r lim sup
n!1
1
1  (r logC)=n logn K=n = r:
Since r > p;1 is arbitrary, we see 

q;1  p;1.
When 0 < p < 1, considering the estimates of kfkpLp(I) instead of kfkLp(I), we also
have q;1  p;1. Since 0 < p  1 and 0 < q  1 are arbitrary, q;1 = p;1 follows.
Especially, p;1 = 

1;1 for all 0 < p  1. Hence the result of Varga gives us
f 2 Lp(I); p;1 <1() f 2 L1(I); 1;1 = p;1 <1
() f is an entire function of order 1;1 = p;1 <1:
Next, we show the case of a > 0. Set fa(x) := f(ax). By a change of variable,
we have Ep;n(f ; Ia) = a




p;1(fa). On the other
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hand, since M(ar; f) =M(r; fa), we see (f) = (fa): Hence the assertion for the case
a > 0 follows from the case a = 1. This completes the proof of Theorem 1.1.
x 3. Denition of class F(C2+)
We say that f : (0;1) 7! (0;1) is quasi-increasing if there exists C > 0 such that
f(x)  Cf(y) for any 0 < x < y.
Denition 3.1. Following [4], we write w 2 F(C2+) if a weight w is the form
w(x) = exp( Q(x)), where Q is a real, nonnegative, continuous and even function on
R, and satises the following conditions:
(a) Q0(x) is continuous in R, with Q(0) = 0.
(b) Q00(x) exists and is positive in R n f0g.
(c) limx!1Q(x) =1:
(d) The function
(3:1) T (x) :=
xQ0(x)
Q(x)
; x 6= 0
is quasi-increasing in (0;1) and T (x)   for x 2 R n f0g with some constant  > 1.





; a:e: x 2 R:





; a:e: x 2 R n J:
We recall some examples (cf. [3], [4]). The weight w(x) := exp( jxj) ( > 1)
is Freud-type. For ` 2 N,  > 0 and   0 with  +  > 1, we set Q`;;(x) :=
jxjfexp`(jxj)  exp`(0)g, where exp`(x) := exp(exp(: : : (expx) : : :))) (` times). Then
w := exp( Q`;;) belongs to F(C2+) and it is an Erdos-type weight. Also Q(x) =
(1 + jxj)jxj   1;  > 1 denes an Erdos-type weight.
We need the Mhaskar-Rakhmanov-Sa numbers fang for w = exp( Q) 2 F(C2+).









Since Q0 is a positive increasing function on (0;1), we see easily limn!1 an =1. The
following estimates are shown in [8, Proposition 3]: There exists C > 0 such that for all
n 2 N,
(3:2) an  Cn1=;
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where  > 1 is the constant in Dention 3.1 (d). Furthermore, if w is Erdos-type, then
for any xed  > 0, there exists C > 0 such that for every n 2 N,
(3:3) an  Cn:
x 4. Lemmas
We prepare some lemmas which are used in the proof of Theorem 1.2. Fix w =
exp( Q) 2 F(C2+) and let fang be the Mhaskar-Rakhmanov-Sa numbers for w.
Lemma 4.1 ([4, Theorem 1.9]). Let 0 < p  1. Then there exists a constant
C > 0 such that for every n 2 N and every P 2 Pn, we have
(4:1) kwPkLp(R)  CkwPkLp(jxjan):
Lemma 4.2 ([2, p.11]). Let f be an entire function and
P1
k=0 dkz
k be its power
series expansion. Then the order of f is given by




Lemma 4.3 ([4, Theorem 10.3]). There exists a constant C > 0 such that for
every n 2 N and P 2 Pn, when 0 < p  q  1, we have
(4:3) kwPkLp(R)  Ca1=p 1=qn kwPkLq(R);
and when 0 < q  p  1, we have








Lemma 4.4 ([4, Theorem 1.15, Corollary 1.16]). Let 0 < p  1. Then, there
exists a constant C > 0 such that for every n 2 N and P 2 Pn,






Lemma 4.5 ([4, Lemma 3.4 (3.18),(3.17)]). There exists a constant C > 1 such






 Q(an)  Cnp
T (an)
:
Lemma 4.6 ([4, Lemma 3.7 (3.38)]). There exist 0 < "  2 and C > 0 such
that for every n 2 N, T (an)  Cn2 ".
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In the following Lemmas, we further assume that w 2 F(C2+) is Freud-type. The
constants A and B are those that are dened in (1.5). Note that 1 < A  B.
Lemma 4.7. Let w be Freud-type. For any " > 0, there exists C > 1 such that




n1=(B+")  an  Cn1=(A "):
Proof. Let " > 0. By the denition of A and B, there exists a constant N such
that for x  N , we have (A   ")=x  Q0(x)=Q(x)  (B + ")=x, so integrating this
against dx on [N; x], (x=N)A "  Q(x)=Q(N)  (x=N)B+". Hence if an > N , then we
see C1a
A "
n  Q(an)  C2aB+"n , where C1 = Q(N)N" A and C2 = Q(N)N " B . Since
T (x) > 1 is bounded, Lemma 4.5 implies aA "n =C  n  CaB+"n . These inequalities
also hold for n with an  N if we take C larger. Hence (4.7) follows.
Lemma 4.8 (cf. [5, Lemma 2]). Let w be Freud-type and let fpkg1k=0 be the se-
quence of orthonormal polynomials for the weight w2. For f 2 L2w(R), we dene Fourier-





2dt; k 2 N [ f0g:




jbkjkwp(n)k kL1(R)  Cn+1(n!)1 1=(B+") 1=
Proof. Let " > 0, and let B := 1   1=(B + ")   1=. We recall (1.3) for p = 2.
By Proposition 2.2,
2(f) = lim sup
n!1







so that if 2(f) < , there exists N > 1 such that for n  N , E2;n(f ;w)  ((n+1)!) 1= .
Since f =
P1
k=0 bkpk, for every P 2 Pn 1, we see
kw  (f   P )k2L2(R) = kw  (
1X
k=0
bkpk   P )k2L2(R) =
1X
k=n
b2k + kw ~Pk2L2(R);
where ~P = P  Pn 1k=0 bkpk 2 Pn 1. This implies E2;n 1(f ;w) = infP2Pn 1 kw  (f  





1=2, and hence for every n  N , we have
(4:10) jbnj  E2;n 1(f ;w)  (n!) 1= :
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Let n  N . By Lemma 4.4 for p(n 1)n 2 P1,




kwp(n 1)n kL1(R)  Ckwp(n 1)n kL1(R):
Since p
(n)
k 2 Pk n for k  n+1, by (4.4) with q = 2; p =1 and the boundedness of T
we have for n  N ,
1X
k=n




























because (k   n)=ak n  C holds (use (3.2)). By repeating application of Lemma 4.4,






























k(k   1)    (k   n)
akak 1    ak n
!
:
Here we use the fact that kwpkkL2(R) = 1 for every k  0, because fpkg are orthnormal
polynomials for w2. It follows from Lemma 4.7 and (4.10) that the last term in the








((k   n)!) B 1= :











 Cn(n!)B + Cn+1(n!)B
1X
k=n+1
((k   n)!) 1=  Cn+1(n!)B ;

















((k   n)!)1= :
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C  Cn+1(n!)B ;
so that (4.9) follows.
x 5. Proof of Theorem 1.2
The process of the proof of Theorem 1.2 is as follows: Let w 2 F(C2+); 0 < p  1
and let f 2 Lpw(R):
(I) If p(f) < 1, then f has an analytic extension to an entire function of order
(f)  p(f).
(II) Let fang be the Mhaskar-Rakhmanov-Sa numbers for w. If there exist  > 1
and C > 0 such that for every n 2 N,
(5:1) an  Cn1=
holds, then for every entire function f with (f) < , we have
(5:2) p(f)  (f)
   (f) :
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If (I)-(III) hold, then we have Theorem 1.2. In fact, by (I) and (II), p(f) = 0 if
and only if (f) = 0, so that we may assume that p(f) 6= 0 and (f) 6= 0. If w is
a Freud-type weight, then for any xed " > 0, Lemma 4.7 shows that (5.1) holds for
 = A ". Hence by (5.2), 1=p(f)  1=(f) 1=(A ") holds. Since " > 0 is arbitrary,
this inequality and (5.3) give us (1.4). For an Erdos-type weight w, by (3.3), we can
take  large enough as we desire, so we have p(f)  (f) by (5.2), and with (I) we
have p(f) = (f).
Proof of (I). Let a > 0 and suppose p(f) < 1. Let P 2 Pn. Since w(x)  w(a)
for x 2 Ia := [ a; a], we see
kf   PkLp(Ia)  w(a) 1kw  (f   P )kLp(Ia)  w(a) 1kw  (f   P )kLp(R);
so that
Ep;n(f ; Ia)  w(a) 1Ep;n(f ;w)
holds. Hence
p;a(f)  p(f) <1:
Then, by Theorem 1.1, f is the restriction to Ia of an entire function of order (f) =
p;a(f). Since we can take a > 0 arbitrarily, we conclude that f is the restriction to R
of an entire function of order (f)  p(f).
Proof of (II). Suppose that f(z) :=
P1
k=0 dkz
k is an entire function with order
(f) <1, and (5.1) holds. By Lemma 4.2, we see




When (f) < , we will show (5.2). We suppose p  1. Then








For exactness, we denote by C1 and C2 the constants in Lemma 4.1 and (5.1), respec-
tively. Then by Lemma 4.1,
kwxkkLp(R)  C1kwxkkLp(jxjak)  C1akkwxk 1kLp(jxjak)
 C21akkwxk 1kLp(jxjak 1)  C21akak 1kwxk 2kLp(jxjak 1)
 C31akak 1kwxk 2kLp(jxjak 2)      Ck1 akak 1    a1kwkLp(jxja1);
which implies
(5:6) Ep;n(f ;w)  kwkLp(R)
1X
k=n+1
jdkjCk1 akak 1    a1:
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Take  with (f) <  < . Then by (5.4) and Proposition 2.2, there exist a positive
constant C3 and a large number N1 such that for every n  N1,
















Since aj  C2j1= for every j 2 N by (5.1), (5.6) implies

















k(k   1)    (n+ 1)
1= 1=
;
where C4 = C3kwkLp(R). Let C5 = (C1C2)=( ) and take a number N2 such that




















Hence the above estimates, together with Proposition 2.2, imply
Ep;n(f ;w)  Cn+1(n!)1= 1=  Cn+1(nn)1= 1=e n(1= 1=)  Cn+1(nn)1= 1=:
This gives us
logEp;n(f ;w)  (n+ 1) logC + (1=   1=)n log n;
and hence







 (n+ 1) logC   (1=   1=)n log n =

    :
Letting  to (f), we have (5.2).
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and hence, we see
Ep;n(f ;w)
p  Cp(n+1)(nn)p(1= 1=)
so that as in the above argument, we have (5.2).
Proof of (III). We rst show that if p(f) <1, then p(f) = q(f) holds for every










Since T (an)  Cn2 " by Lemma 4.6 and since an  Cn1= by (3.2), we see Mn 
n2j1=p 1=qj for n large enough. Hence (4.3) and (4.4) show
kwPkLq(R)  Cn2j1=p 1=qjkwPkLp(R)
for every P 2 Pn. If we exchange kfkLq(I) and kPkLq(I) for kwfkLq(R) and kwPkLq(R)
in the proof of Theorem 1.1, respectively, we obtain the desired result.
We assume that p = 2 and f 2 L2w(R). Let fpkg1k=0 be the sequence of orthonormal
polynomials for the weight w2 and fbkg1k=0 be the Fourier-type coecients for f dened











converges uniformly on compact subsets of the complex plane. Interchanging the order
























This shows that the above entire function is the analytic extension of f , because f =P1
k=0 bkpk in L
2























jbkjjp(n)k (0)j  Cn+1(n!) 1=(B+") 1= ;
so that
(5:7) log(1=jdnj)  (1=(B + ") + 1=) log n!  (n+ 1) logC:
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By Lemma 4.2 and Proposition 2.2, the order (f) of f is given by
(f) = lim sup
n!1
n log n
log 1=jdnj = lim supn!1
logn!
log 1=jdnj :
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