The paper introduces a simple test for detecting bilinearity in a stochastic unit root process. It appears that such process is a realistic approximation for many economic and financial time series. It is shown that, under the null of no bilinearity, the tests statistics are asymptotically normally distributed. Proofs of this asymptotic normality requires the Gihman and Skorohod theory for multivariate diffusion processes. Finite sample results describe speed of convergence, power of the tests and possible distortions to unit root testing which might appear due to the presence of bilinearity. It is concluded that the twostep testing procedure suggested here (the first step for the linear unit root and the second step for its bilinearity) is consistent in the sense that the size of step one test is not affected by the possible detection of bilinearity at step two. The empirical part consists in testing the unit root bilinearity for 64 GARCH-adjusted stock market indices from mature and emerging markets. It is shown that for at least 70% of these countries, the hypothesis of no unit root bilinearity has to be rejected.
Introduction
Modelling of economic time series with the use of stochastic bilinear processes seemes to be an attractive alternative to the usual linear modelling. Nevertheless, since the seminal Sabba Rao and Gabr (1974) and Granger and Andersen (1978) volumes and occasional further results regarding estimation and statistical inference (see Sabba Rao, 1981 , Kim and Basava, 1990 , Liu, 1990 , Tong, 1990 , Grahn, 1995 , Brunner and Hess, 1995 , Terdik, 1999 little has been done regarding economic applications of bilinear models. A notable exception here is the Peel and Davidson (1998) paper on the bilinear error correction model.
Usually the bilinear process used in economic applications is defined as: 
where e t is white noise. In compact notation, it is denoted as a BL (p, r ,m ,k) process. This is clearly a wide family of processes, possibly too wide for specific empirical inquiry. Its general nature is a possible explanation for a lack of interest in this type of modelling. So far, inference into this model has concentrated on its stationary case which, for economic implementations, is of a limited use.
In this paper attention is paid to a much narrower, nonstationary class of these processes, the BL (1, 0, 1, 1) process, where a 1 = 1 and c 0 = 1. Such a process is called herein the unit root bilinear (URB) process. It seems to be of a particular interest to economists, since the linear unit root (URL) process is a straightforward and testable case of (1) with BL(1, 0, 1, 1), and b 11 = 0. This paper develops a simple testing procedure in which the existence of the bilinear part in the unit root process can be detected by testing whether b 11 > 0. Section 2 contains the general description of the problem and basics of the testing procedure. It is accompanied by Appendix A, describing the derivation of variance of the first difference of the analysed bilinear process. In Section 3 the main asymptotic results for the URB test statistics under the null hypothesis are given. They require utilisation of limit theorems for multivariate diffusion processes, which description is given in Appendix B. The detailed proofs of limit distributions for test statistics under the null hypothesis of no bilinearity are given in Appendix C. Section 4 analyses the problem of possible size and power distortions related to the fact that the proposed test is conditioned on the validity of the testable hypothesis of the URL process. The corresponding finite sample results describing speed of convergence, approximated power of the test and possible distortions to unit root testing which might appear due to the presence of bilinearity and given in Section 5. In Section 6 the empirical series for 66 stock market indices are tested for the bilinear unit root. It is revealed that for at least 70% of them the bilinearity hypothesis can be accepted. Details of the empirical results are given in Append ix D. Concluding remarks and suggestions for future research constitute Section 7.
The general testing procedure
Consider the following BL (1, 0, 1, 1) process:
where 2 (0,) ε εσ t IIDN , t = 1, 2, … , T. For a = 1 this process is similar to the stochastic unit root (STUR) process introduced by Granger and Swanson (1997) . The main difference between the URB and STUR processes is that the latter depends autoregressively on its own lagged values, while the URB explicitly relates the unit root dynamics to the lagged innovations. It seems that the URB formulation is more realistic. In fact some direct support for such a specification can be found in the economic literature related to speculative behaviour (see e.g. Diba and Grossman, 1988, Ikeda and Shibata, 1992 ). An illustration of differences between typical runs of the URL and URB processes is given by Figure 1 , where simulated series of (2) with a = 1 for T = 1,000 are presented for b = 0 (that is, for the URL process) and for b = 0.025 (the URB process). It appears that the URB process, with its clearly visible periods of ups and downs, better resembles a typical macroeconomic or financial time series, than the URL process. The stationarity condition for (2) is 222 1 ε σ +< ab (see e.g. Granger and Anderson, 1978) . Evidently, if a = 1 and b = 0, the process (2) becomes a random walk. Since it is common for economic and financial time series exhibit a unit root, we concentrate on testing whether b ¹ 0, assuming a = 1. A straightforward reparametrisation of (2) in this case is:
where D is the first difference operator. It can be noticed that, for e 0 = y 0 = 0, 
It confirms that, unlike the URL process, the ULB process is not stationary in first differences.
In this paper we consider the problem of testing the null b = 0 given a = 1, using equation of the type (3) or similar against the alternative of b > 0 (further in Section 4 the consequences of the fact that the hypothesis a = 1 has also to be tested are discussed). Given ε t-1 , and for a = 1 the Student-t test (t-ratio) based on the ordinary least squares estimation of b in (2) using (3) can be derived. However, such formulae are not operational for b ≠ 0, since in fact the term ε t-1 is not directly observed. Nevertheless, for small b's it can be noted that in (3) ε ∆≈ tt y and hence ε t-1 can be replaced by ∆y t-1
1 ) It leads to the following statistic: 
where ˆε σ is a consistent estimator of ε σ . In fact the statistic (5) is the Student-t statistic for b in the regression equation:
where e t are the regression residuals and ˆε σ can be estimated using e t . An analogous statistic can be formulated for a regression containing an intercept:
If the URB process contains a drift (intercept) µ, that is:
1 ) It can be shown that for positive 1/ bT < the ordinary least squares estimator of b and relevant statistics converge to well-defined random variables. See Charemza, Lifshits and Makarova (2002 
The statistic (9) is in fact a Student-t statistic for b in the following regression:
Also, ˆε σ can be computed from the regression (10).
Asymptotic properties of the URB test statistics
In this section we present the limit properties of the statistics suggested in Section 2 under the null hypothesis that b = 0. In particular, we discuss two data generating processes (DGP's) and three test statistics:
The data generating process is:
where
DGP 2: The data generating process is:
The test statistics are based on the regression without a constant, (6), with a constant,
, and on the regression with a constant on the demeaned differences (10). These tests are denoted respectively as Test 1 , Test 2 and Test 3. Limit distributions for DGP 1 and Tests 1, 2 and 3 are given by the following theorem:
Theorem 1. Let the series t y is generated by (11). For the regression models, either (6) (Test 1), (7) (Test 2) or (10) (Test 3) and under the null of b = 0, as
[ ]
where ⇒ denotes weak convergence and 12 , WW are independent Wiener processes.
For DGP 2 and Tests 2 and 3, the following theorem holds: 
As it is shown later, proofs of these theorems require convergence results for higher moments and nonlinear functions of random processes in (5) and (9). The usual lemmas of the univariate functional central limit theorem (the Donsker's theorem and its extensions, see e.g. Davidson, 1995, pp. 450-455 and Maddala and Kim, 1998, pp. 54-61) are not sufficient here. Therefore, it is necessarily to apply the more general Gihman and Skorohod (1979, pp. 200-208) Proofs of the Statement and other results related to the proof of two main theorems, which follow from Gihman -Skorohod approach, are given in Appendix B.
Two -step testing
The test presented in previous section is conditional on the existence of unit root in the DGP, that is, it assumes the URL process under the null. In practice, however, the existence of a unit root is a testable hypothesis. Generally, the testing procedure consists in applying one or more linear unit root tests (with the URL processes at null or alternative hypothesis) at the first step, then, provided that the URL hypothesis is in some way confirmed, applying the second test, with the URB as the alternative, at the second step. Clearly, the question arises as to what extent the testing procedure explained above is valid if it is conditional on an earlier result of unit root testing. Generally, in this case one must be careful in distinguishing between the conditional and unconditional probabilities of confirming and rejecting the tested hypotheses.
We consider the case where, at the first step, the null hypothesis is that of a URL and the alternative is that of stationarity. Usually, this is a case of the Dickey-Fuller test and its extensions, e.g. that of Leybourne (1995) DF max test. Let z 1 and z 2 be the statistics used respectively in the first and second step of the conditional testing that, is, z 1 is a unit root statistic and z 2 is a bilinearity statistic (5) or (9) . Let a be the nominal size of the test (for notational simplicity we are assuming that the nominal size of the test is identical in both steps). Let f 1 and f 2 be the density functions of the statistics z 1 and z 2 . Let us further denote:
where 1 α Ω denotes the critical region for the statistic z 1 at the nominal level of significance a. Hence, α is the probability of making the type 1 error at step one, conditional on a = 1 and b = 0, that is, on the random walk assumptions. It can be noted that the probability of making at step one type 1 error conditional on a = 1 and b > 0, that is:
will not usually be equal to a. In step two we have:
where 2 α Ω is the critical region for the statistic z 2 at the nominal level of significance a . Hence, α is also the probability of making type 1 error at step two conditio nal on a = 1 and b = 0 and, additionally, on the non-rejection of the null hypothesis at step one. This will be called here the conditional probability of the type 1 error. The unconditional probability of the type I error at the nominal significance level a at step two is given by: The above relation reveals an important practical problem related to the fact that testing at step one is performed at the nominal significance level a while, if in the second step the null hypothesis is rejected, the probability of rejecting the true null hypothesis at step one was in fact a 1 . If, however, 1 αα > , the true unconditional power is going to decrease relatively to the nominal unconditional power since, at step one, the null hypothesis was rejected too often. In this case, the size of the first step test is distorted, but in such a way that it affects power, and not size, of the second step testing. If, however, 1 αα < then, at step one, the null hypothesis was not rejected often enough and at the second step, the size of the test is distorted.
Some finite sample results
The previous section of this paper indicate that the entire testing procedure is dependent on the validity of the URL condition under the null of b = 0. This might be tested by a battery of well-known unit root tests (for a review of these tests see, for instance, Maddala and Kim, 1998) . These tests are usually developed under the null hypothesis of the URL and their finite sample distributions are examined (mainly by Monte Carlo simulations), in order to establish the critical values of these tests, that is, defining the sets 1 α Ω in (15). This creates a potential problem in application of the unit root bilinearity test, since this is conditional on an appropriate unit root test not rejecting the null. But it was shown in Section 4 of this paper that the true probability of rejecting the true null at step one might not be equal to a if, at step two, the null of no bilinearity is rejected.
In order to evaluate the potential effect of this inequality, a series of Monte Carlo experiments have been conducted, in which the usual unit root tests have been applied for data generated by (2) with a = 1 and for various values of the b parameter. For each of 25 different sample sizes ranging from 15 to 1,000 and b = 0.05, 0.10, 0.15, there were 50,000 series generated. For each series the Dickey-Fuller and DF max tests were applied and, for the nominal 5% significance level, the frequencies of the cases where the null hypothesis is rejected at the nominal significance level of 5%, was computed. This is in fact the numerical approximation of a 1 , as defined by (16). The nominal 5% critical values of the tests were obtained by the numerical approximation to (15) with the use of straightforward Monte Carlo experiments on (2) with b = 0. Figure 2 shows the frequencies of the cases where the null hypothesis was rejected at the 5% nominal level of significance in the case where b = 0.05 for the Dickey-Fuller and DF max tests. It indicates a possible inconsistency of the DF max test for very small sample sizes, since, for T = 15, the frequency of rejection is below 5%. However, for all other sample sizes, these frequencies are markedly greater than 5% which suggests that in fact 1 αα > and hence the power, and not size, of the second step testing is affected.
Although the results given in Section 3 of this paper confirm the convergence of the proposed test to the standard normal distribution, its finite sample properties, and in particular the speed of convergence to normality has to be investigated. Table 1 presents the p-values for the Jarque-Bera test for normality, obtained for 50,000 simulated values of the URB test statistics (DGP 1 , Test 1 ) under the null hypothesis (that is, where b = 0). It shows their reasonably quick convergence to normality. In partic ular, the URB statistics became approximately normally distributed for sample sizes of 150 and more. Convergence is even faster for the demeaned test, which might be used for samples as small as 75-150. Table 2 presents percentiles of simulated distributions the test statistics for T = 50, 100 and 200 obtained for 50,000 replications. It confirms that in relatively small samples the deviation of percentiles of the URB statistics from the percentiles of the normal distribution is of a magnitude of less than 0.1. It appears that, for most empirical applications, percentiles of the normal distribution can be used as a sufficient approximation of true small sample critical values.
Figures 3, 4 and 5 show empirical frequencies of the rejection of the null hypothesis by the URB tests for sample sizes of T = 50, 200 and 1,000, where data are generated by (2) for different values of b, ranging from zero to 0.15. For each sample size and for every value of b number of replications of the series is set at 10,000. For As it might be expected, the conditional power of the tests does not rise uniformly with the increase in true value of b. Initially, for 'small' b's, the power rises monotonously. It stabilises before reaching its maximum 'small' value and then, for 'large' b's, it is falling fast. It should be noted that for 'small' values of b large enough to be close to the maximal 'small' value', power of the tests using Student-t statistics in Test 1 and Test 2 that is, from the regressions (6) and (7), is close to unity. However, power of the demeaned test (Test 3) applied for data generated by the DGP 1 that is, without an intercept, is lower than that of two other tests. This is quite understandable, since it uses more degrees of freedom in an overspecified model. It can be noticed that the conditional power of the test increases considerably with the increase in variance of Dy t and decreases with the increase in b. This is, however, not the case for the unconditional power. With the increase in variance of Dy T the unconditional power of the URB test becomes more invariant for b. For practitioners such invariance is encouraging and suggests the rationale of using the URB test in series which exhibit relatively large variability in first differences.
Some empirical evidence
In order to evaluate the hypothesis of unit root bilinearity for stock market indices an empirical analysis of 64 stock market indices have been conducted. The analysed time series contain daily observations from the 1 st of September 1995 to the 18 th of September 1999 on stock market indices for 6 4 countries. Series of data were obtained from Datastream. For most of the series the length of data was full, containing 1,100 observations, or a few less, as a result of suspended trading. For some emerging markets, where stock markets were established relatively late (Estonia, Latvia, Lithuania, Croatia, Oman, Romania), the series of data are considerably shorter.
In empirical investigations of bilinear processes a difficulty might arise due to the fact that it is difficult to identify the ARCH and bilinear effects (see Bera and Higgins, 1997) . Since our purpose is to identify the bilinear effect in the unit root series with strong power, we decided to eliminate from the series possible ARCH effects. Hence, at first, the series of data, in their logarithms, were adjusted for a possible ARCH effect. After some experimenting, the GARCH(2 , 2) model was fitted to the series of daily returns (that is, first differences of the logarithms of the indices) and for each series the conditional variance h t . was evaluated. Then, the correction factor /() = ttt CFhmeanh was computed and used for computation of the adjusted series of returns. Next, this series were used in order to rebuild, in a recursive way, the series of ARCH-adjusted stock market indices.
Appendix D contains empirical results of the investigation. Table D1 in this Appendix shows descriptive statistics of the ARCH-adjusted returns, and also the mean correction factor, which indicates the average impact of the ARCH effect relatively to unconditional standard deviation. It reveals that the ARCH effect is reasonably strong and accounts for 2 to 8% of the unconditional standard error of returns. The table also shows substantial non-normality of distribution of the returns. With few exceptions, skewness, either positive, or negative, is significant and in all case, without any exceptions, kurtosis of the ARCH adjusted returns is very strong, resulting in the p-value being equal virtually to zero. Table D2 gives the McCulloch (1986) estimates of the parameters of stable (Pareto-Levy) distribution. Again, in all cases the estimates of the characteristic exponent of this distribution (the parameter alpha) are markedly below the value of 2 (for alpha = 2 the stable distribution becomes normal). Table D3 shows the results of testing of the first-step unit root hypothesis jointly by the augmented DF max (Leybourne, 1995) and the KPSS (Kwiatkowski, 1992) tests. Since these tests have been applied jointly, the critical values used here are these of Charemza and Syczewska (1998) which are appropriate for such joint testing. Second and fifth column indicate whether the statistic is significant ('0' means no significance; '+', '++' and '+++' denote respectively that is belongs to appropriate 90%, 95% and 99% critical regions). Hence, a pair of '0' for the DF max test and '+++' for the KPSS test indicates the joint confirmation of the unit root hypothesis at 99% confirmation level. The third column shows the longest significant length of augmentation and the B/F column gives information as to whether the maximum of the Dickey-Fuller statistic was achieved in the backward or forward regression. The table reveals that, with the exception of one country (New Zealand), there is a strong, universal, confirmation of the unit root hypothesis; all other statistics belong to the 99% joint confirmation region. Table D4 present s the results of the augmented URB test. As in earlier table, the 1%, 5% and 10% significance of the statistics is denoted by '+++', '++' and '+' respectively. It shows that for 46 out of 64 of the countries (70%) the hypothesis of no bilinearity has to be rejected at 1% and 5% level of significance. For another 5 countries the hypothesis of bilinearity can be rejected less strongly, at 10% level of significance. It left only 14 countries for which no signs of bilinearity have been detected and this includes New Zealand, ruled out after the first step.
Conclusions
It appears that the proposed concept of unit root bilinearity and testing procedures might be applied in various areas of empirical macroeconomics. The concept of stochastic unit root can substantially enrich the analysis traditionally conducted within the linear unit root framework. In particular, the URB tests can be used for detecting speculative bubbles in financial time series, which are widely regarded as being not treatable by traditional linear unit root tests (see e.g. Evans, 1991) . It is also possible to consider the bilinear unit root tests as an attractive alternative for unit root structural break tests. The paper also reveals that a substantial number of empirical financial time series exhibit unit root bilinearity. The asymptotic and finite sample properties of the tests and especially the asymptotic normality of the test statistics suggest robustness of the testing procedures proposed. The testing itself is simple and can easily be used without a need for developing of specialised software (a collection of procedures written in GAUSS for testing unit root bilinearity in empirical time series is available on request; see .
It might be conjectured that further development of statistical analysis of economic time series will aim towards the relaxation of assumptions of linear and deterministic nonstationarity in more complicated multivariate models. Consequently, a natural way of future extensions of works presented here is likely to be into a generalisation for vector autoregressive processes and processes with multiple stochastic roots. 
where: 
Appendix B: Gihman-Skorohod techniques in diffusion limit theorems
We describe here a simplified, but also, in some sense, extended, version of technique for proving limit theorems for discrete schemes with convergence to vector-valued diffusion process. The full version is available at Gihman and Skorohod (1979) , Chapter 2, Section 3 (pp. [200] [201] [202] [203] [204] [205] [206] [207] [208] . Under all conditions given above the Gihman Skorohod theorem (see Gihman and Skorohod (1979) , p.207, Theorem 12) may be applied and in our particular case it will be obtained that T X weakly converges to the solution of stochastic differential equation
Model and results

Consider
We also need a minor extension of this result given in Lemma B below.
Lemma B If, instead of (B1), we have:
with some positively defined matrix K, then the limit process satisfied the equation
where K W stands for m-dimensional Wiener process with covariance K.
Proof. At first, let us choose the coordinate system where K has a diagonal form, say, with some diagonal elements 
Proof of Statement, Section 3.
We present three examples below which follows from the scheme described above and which give us the proof of Statement from Section 3. These examples will be later recalled in Appendix C in order to prove the Theorems 1 and 2.
Let (e k ) k³1 be IID sequence with zero odd moments and variance The solution of the equation (B4) may be represented in the form:
WsdWs .
Hence the limit theorem provides:
where (1) 
These three examples complete the proof of Statement.
Appendix C: Proofs of Theorem 1 and Theorem 2
To proof Theorem 1 and Theorem 2 it is convenient to formulate a following Lemma C. Proof.
1) See (B5), Appendix B.
2) See (B6), Appendix B. 
3)
Maddala and Kim 1998), we get statement 5).
End of proof.
Proof of Theorem 1. Applying Lemma C, 1) and 4), we get (13). End of proof of (i).
(ii). Under the null, the t-ratio (9) for Test 3 given by (10), becomes: 
Next, consider expression in curly brackets in the denominator of (C1): 
BTyy
.
Analogously with 1 A we have:
Applying 1) and 4) from Lemma C and substituting (C2) and (C3) into (C1), we get:
[ ] 
Consider the term 2 A that gives the expression in curly brackets in the numerator of (C4). Analogously with the previous derivation we get:
( ) 
Analogously with the previous derivations we get that expression in curly brackets in the denominator of (C4) has the asymptotic:
Finally, substituting, (C5)-(C8) into (C4), we receive: End of proof of Theorem 2. 
