In this paper we consider a class of convex conic programming. In particular, we propose an inexact augmented Lagrangian (I-AL) method for solving this problem, in which the augmented Lagrangian subproblems are solved approximately by a variant of Nesterov's optimal first-order method. We show that the total number of first-order iterations of the proposed I-AL method for computing an ǫ-KKT solution is at most O(ǫ −7/4 ). We also propose a modified I-AL method and show that it has an improved iteration-complexity O(ǫ −1 log ǫ −1 ), which is so far the lowest complexity bound among all first-order I-AL type of methods for computing an ǫ-KKT solution. Our complexity analysis of the I-AL methods is mainly based on an analysis on inexact proximal point algorithm (PPA) and the link between the I-AL methods and inexact PPA. It is substantially different from the existing complexity analyses of the first-order I-AL methods in the literature, which typically regard the I-AL methods as an inexact dual gradient method. Compared to the mostly related I-AL methods [11], our modified I-AL method is more practically efficient and also applicable to a broader class of problems.
Introduction
In this paper we consider convex conic programming in the form of
The associated Lagrangian dual problem of (1) is given by
{f (x) + P (x) + λ, g(x) }.
We make the following additional assumptions on problems (1) and (3) throughout this paper.
Assumption 1 (a) The proximal operator associated with P can be evaluated. 1 The domain of P , denoted by dom(P ), is compact.
(b) The projection onto K can be evaluated.
(c) The functions f and g are continuously differentiable on an open set Ω containing dom(P ), and ∇f and ∇g are Lipschitz continuous on Ω with Lipschitz constants L ∇f and L ∇g , respectively.
(d) The strong duality holds for problems (1) and (3), that is, both problems have optimal solutions and moreover their optimal values F * and d * are equal.
Problem (1) includes a rich class of problems as special cases. For example, when K = ℜ m 1 + ×{0} m 2 for some m 1 and m 2 , g(x) = (g 1 (x), . . . , g m 1 (x), h 1 (x), . . . , h m 2 (x)) T with convex g i 's and affine h j 's, and P (x) is the indicator function of a simple convex set X ⊆ ℜ n , problem (1) reduces to an ordinary convex programming min In this paper we are interested in augmented Lagrangian (AL) methods for solving problem (1) . AL methods have been widely regarded as effective methods for solving constrained nonlinear programming (e.g., see [3, 23, 17] ). The classical AL method was initially proposed by Hestenes [7] and Powell [18] , and has been extensively studied in the literature (e.g., see [19, 2] ). Recently, AL methods have been applied to solve some special instances of problem (1) arising in various applications such as compressed sensing [27] , image processing [5] , and optimal control [8] . They have also been used to solve conic programming (e.g., see [4, 9, 28] ).
The classical AL method can be extended to solve problem (1) in the following manner. Let {ρ k } be a sequence of nondecreasing positive scalars and λ 0 ∈ K * the initial guess of the Lagrangian multiplier of (1) . At the kth iteration, x k+1 is obtained by approximately solving the AL subproblem
where L(x, λ; ρ) is the AL function of (1) defined as (e.g., see [22, Section 11 .K] and [24] )
L(x, λ; ρ) := f (x) + P (x) + 1 2ρ dist 2 λ + ρg(x), −K − λ 2 , and dist(x, S) := min{ x − z : z ∈ S} for any nonempty closed set S ⊆ ℜ m . Then λ k+1 is updated by λ k+1 = Π K * (λ k + ρ k g(x k+1 )), 1 The proximal operator associated with P is defined as prox P (x) = arg miny 1 2 y − x 2 + P (y) .
where Π K * (·) is the projection operator onto K * . The iterations for updating {λ k } are commonly called the outer iterations of AL methods. And the iterations of an iterative scheme for solving AL subproblem (4) are referred to as the inner iterations of AL methods.
In the context of large-scale optimization, first-order methods are often used to approximately solve the AL subproblem (4) . For example, Aybat and Iyengar [1] proposed a first-order inexact augmented Lagrangian (I-AL) method for solving a special case of (1) with affine mapping g. In particular, they applied an optimal first-order method (e.g., see [15, 25] ) to find an approximate solution x k+1 of the AL subproblem (4) such that
for some η k > 0. It is shown in [1] that this method with some suitable choice of {ρ k } and {η k } can find an approximate solution x of (1) satisfying
for some ǫ > 0 in at most O(ǫ −1 log ǫ −1 ) first-order inner iterations. In addition, Necoara et al. [14] proposed an accelerated first-order I-AL method for solving the same problem as considered in [1] , in which an acceleration scheme [6] is applied to {λ k } for possibly better convergence. It is claimed in [14] that this method with a suitable choice of {ρ k } and {η k } can find an approximate solution x of (1) satisfying (5) in at most O(ǫ −1 ) first-order inner iterations. More recently, Xu [26] proposed an I-AL method for solving a special case of (1) with K being a nonnegative orthant, which can also find an approximate solution x of (1) satisfying (5) in at most O(ǫ −1 log ǫ −1 ) first-order inner iterations. Since F * is typically unknown, (5) generally cannot be used as a termination criterion for AL methods. A common practical termination criterion for AL methods is as follows: dist(0, ∇f (x) + ∂P (x) + ∇g(x)λ) ≤ ǫ, dist(g(x), N K * (λ)) ≤ ǫ, (x, λ) ∈ dom(P ) × K * .
Such x is often referred to as an ǫ-approximate Karush-Kuhn-Tucker (KKT) solution of problem (1) . Though the first-order iteration complexity with respect to (5) is established for the I-AL methods [1, 14] , it is not clear what first-order iteration complexity they have in terms of the practical termination criterion (6) . In addition, for the I-AL methods [1, 14] , {ρ k } and {η k } are specifically chosen to achieve low first-order iteration complexity with respect to (5) . Such a choice, however, may not lead to a low first-order iteration complexity in terms of (6) . In fact, there is no theoretical guarantee on the performance of these methods with respect to the practical termination criterion (6) . Lan and Monterio [11] proposed a first-order I-AL method for finding an ǫ-KKT solution of a special case of (1) with g = A(·), K = {0} m and P being an indicator function of a simple compact convext set X, that is, min {f (x) : A(x) = 0, x ∈ X} ,
where A : ℜ n → ℜ m is an affine mapping. Roughly speaking, their I-AL method consists of two stages, particularly, primary stage and postprocessing stage. The primary stage is to execute the ordinary I-AL steps similar to those in [1] but with ρ k ≡ O(D Λ ǫ 7/4 ) until a certain approximate (x,λ) is found, where D Λ = min{ λ 0 − λ : λ ∈ Λ * } and Λ * is the set of Lagrange multipliers of problem (7) ǫ 11/4 )), starting with (x,λ). They showed that this method can find an ǫ-KKT solution of (7) in at most O(ǫ −7/4 ) firstorder inner iterations totally. Notice that this I-AL method uses the fixed ρ k and η k through all outer iterations and they may be respectively overly large and small, which is clearly against the common practical choice that ρ 0 and η 0 are relatively small and large, respectively, and {ρ k } gradually increases and {η k } progressively decreases. In addition, the choice of ρ k and η k in this method requires some knowledge of D Λ , which is not known a priori. A "guess-and-check" procedure is thus proposed in [11] to remedy it, which consists of guessing a sequence of estimates {t l } for D Λ and applying the above I-AL method with D Λ replaced by t l until an ǫ-KKT solution of (7) is found. These likely make this method practically inefficient, which is indeed observed in our numerical experiment.
In addition, Lan and Monterio [11] proposed a modified I-AL method by applying the above first-order I-AL method with D Λ replaced by D ǫ Λ to the perturbed problem
starting with (x 0 , λ 0 ), where D X = max{ x − y : x, y ∈ X} and D ǫ Λ = min{ λ 0 − λ : λ ∈ Λ * ǫ } and Λ * ǫ is the set of Lagrange multipliers of problem (8) associated with the constraint A(x) = 0. They showed that the modified I-AL method can find an ǫ-KKT solution of (7) in at most
first-order inner iterations totally. Since the dependence of D ǫ Λ on ǫ is generally unknown, it is not clear how complexity (9) depends on ǫ and also whether or not it improves the first-order iteration complexity O(ǫ −7/4 ) of the above I-AL method [11] .
Motivated by the above points, we propose in this paper a practical first-order I-AL method for computing an ǫ-KKT solution of problem (1) and study their iteration complexity. Our first I-AL method, analogous to the one [11] , consists of two stages, particularly, primary stage and postprocessing stage. The primary stage is to execute the ordinary I-AL steps with {ρ k } and {η k } changing dynamically until either an ǫ-KKT solution of (7) is obtained or a certain approximate (x,λ) is found. The postprocessing stage is to mainly execute a single I-AL step with ρ being the latest ρ k obtained from the primary stage and η = O(ǫ 2 min(ρ, 1/ρ)), starting with (x,λ). Our I-AL method distinguishes the one in [11] mainly in two aspects: (i) the parameters {ρ k } and {η k } of our method dynamically change with the iterations, but those of the latter one are static for all iterations; and (ii) our method does not use any information of D Λ , but the latter one needs to apply a "guess-and-check" procedure to approximate D Λ . We show that our I-AL method terminates in a finite number of iterations when {ρ k } and {η k } are suitably chosen. Moreover, this method attains its optimal worst-case iteration-complexity O(ǫ −7/4 ) for ρ k = O(k 3/2 ) and η k = O(k −5/2 √ ǫ). Though our method shares the same order of worst-case iteration-complexity as the one in [11] , it is deemed to be more practically efficient as it uses the dynamic {ρ k } and {η k } and also does not need a "guess-and-check" procedure, which is indeed corroborated in our numerical experiment.
Besides, we propose a modified I-AL method with improved worst-case iteration complexity than our above I-AL method for computing an ǫ-KKT solution of problem (1) . It modifies the latter method by adding a regularization term x − x k 2 /(2ρ k ) to the AL function L(x, λ k ; ρ k ) at each kth outer iteration and also solving the AL subproblems to a higher accuracy. Moreover, it uses a weaker termination criterion and does not need a postprocessing stage. Since this regularization term changes dynamically, it is substantially different from those in [14, 11] . We show that this modified I-AL method terminates in a finite number of iterations when {ρ k } and {η k } are suitably chosen. Moreover, this method attains its optimal worst-case iteration-complexity O(ǫ −1 log ǫ −1 ) for ρ k = O(α k ) and η k = O(β k ) for any α > 1 and 0 < β < 1/α. To the best of our knowledge, this method so far has the lowest iteration-complexity bound among all first-order I-AL type of methods for computing an ǫ-KKT solution of problem (1).
Our iteration-complexity analysis of the first-order I-AL methods is mainly based on an analysis on inexact proximal point algorithm (PPA) and a result that these methods are equivalent to an inexact PPA applied to a monotone inclusion problem. The iteration-complexity of the I-AL methods [1, 14, 11] is, however, obtained by regarding the I-AL methods as an inexact dual gradient method. Therefore, our analyis is substantially different from those in [1, 14, 11] . In addition, as the operator associated with the monotone inlcusion problem linked to the I-AL methods is closely related to the KKT conditions, our approach appears to be more appropriate than the one in [11] .
The rest of this paper is organized as follows. In Section 2, we introduce the concept of an ǫ-KKT solution of (1), and study inexact proximal point algorithm for solving monotone inclusion problems and also some optimal first-order methods for solving a class of structured convex optimization. In Section 3, we propose a first-order I-AL method and study its iteration-complexity. In Section 4, we propose a modified first-order I-AL method and derive its iteration-complexity. In Section 5, we present some numercial results for the proposed algorithms. Finally, we make some concluding remarks in Section 6.
Notations
The following notations will be used throughout this paper. Let ℜ n denote the Euclidean space of dimension n, ·, · denote the standard inner product, and · stand for the Euclidean norm. The symbols ℜ + and ℜ ++ stand for the set of nonnegative and positive numbers, respectively.
Given a closed convex function h : ℜ n → (−∞, ∞], ∂h and dom(h) denote the subdifferential and domain of h, respectively. The proximal operator associated with h is denoted by prox h , that is,
Given a non-empty closed convex set C ⊆ ℜ n , dist(z, C) stands for the Euclidean distance from z to C, and Π C (z) denotes the Euclidean projection of z onto C, namely,
The normal cone of C at any z ∈ C is denoted by N C (z). For the closed convex cone K, we use K * to denote the dual cone of K, that is, K * = {y ∈ ℜ m : y, x ≥ 0, ∀x ∈ K}.
The Lagrangian function l(x, λ) of (1) is defined as
which is a closed convex-concave function. The Lagrangian dual function d :
which is a closed concave function. The Lagrangian dual problem (3) can thus be rewritten as
Let ∂l : ℜ n × ℜ m ⇒ ℜ n × ℜ m and ∂d : ℜ m ⇒ ℜ m be respectively the subdifferential mappings associated with l and d (e.g., see [21] ). It can be verified that
It is well known that λ * is an optimal solution of the Lagrangian dual problem (12) if and only if 0 ∈ ∂d(λ * ), and (x * , λ * ) is a saddle point 2 of l if and only if (0, 0) ∈ ∂l(x * , λ * ). Finally, we define two set-valued operators associated with problems (1) and (3) as follows:
Technical preliminaries
In this section we introduce ǫ-KKT solutions for problem (1) . Also, we study an inexact proximal point algorithm for solving the monotone inclusion problem. Finally, we discuss some variants of Nesterov's optimal first-order method for solving a class of structured convex optimization.
ǫ-KKT solutions
The following result provides a characterization of an optimal solution of (1).
Proposition 1 Under Assumption 1, x * ∈ ℜ n is an optimal solution of (1) if and only if there exists
or equivalently, (x * , λ * ) satisfies the KKT conditions for (1) , that is,
Proof. The result (16) follows from [21, Theorem 36.6] . By (13), it is not hard to see that (16) holds if and only if 0 ∈ ∇f (x * ) + ∂P (x * ) + ∇g(x * )λ * , λ * ∈ K * , and g(x * ) ∈ N K * (λ * ). By the definition of K * and N K * , one can verify that g(x * ) ∈ N K * (λ * ) is equivalent to g(x * ) K 0 and λ * , g(x * ) = 0.
The proof is then completed.
⊔ ⊓
In practice, it is generally impossible to find an exact KKT solution (x * , λ * ) satisfying (16) . Instead, we are interested in seeking an approximate KKT solution of (1) that is defined as follows.
Definition 1 Given any ǫ > 0, we say (x, λ) ∈ ℜ n × ℜ m is an ǫ-KKT solution of (1) if there exists (u, v) ∈ ∂l(x, λ) such that u ≤ ǫ and v ≤ ǫ.
Remark 1 (a) By (13) and Definition 1, one can see that (x, λ) is an ǫ-KKT solution of (1) if and
It reduces to an ǫ-KKT solution introduced in [11] when g is affine and K = {0}, (b) For a given (x, λ), it is generally not hard to verify whether it is an ǫ-KKT solution of (1). Therefore, Definition 1 gives rise to a checkable termination criterion (6) that will be used in this paper.
Inexact proximal point algorithm
In this subsection, we review the inexact proximal point algorithm (PPA) for solving the monotone inclusion problem and study some of its properties.
A set-valued operator T : In what follows, we assume that the operator T : ℜ n ⇒ ℜ n is maximally monotone and moreover
Then J ρ is a single-valued mapping from ℜ n into ℜ n (see [13] ). Moreover, J ρ is non-expansive, that is,
and J ρ (z) = z if and only if 0 ∈ T (z). Furthermore, for any z * such that 0 ∈ T (z * ), one has (e.g., see [20 
which implies that
Analagous to the classical fixed-point method, the following inexact PPA was proposed for solving the monotone inclusion problem 0 ∈ T (z) (e.g., see [20] ).
Algorithm 1 (Inexact proximal point algorithm)
0. Input z 0 ∈ ℜ n , {e k } ⊂ ℜ + and {ρ k } ⊂ ℜ ++ . Set k = 0.
2. Set k ← k + 1 and go to Step 1.
End.
The following convergence result is established in [20, Theorem 1] .
Theorem 1 Let {z k } be generated by Algorithm 1. Suppose that inf k ρ k > 0 and ∞ k=0 e k < ∞. Then {z k } converges to a point z ∞ satisfying 0 ∈ T (z ∞ ).
We next study some properties of Algorithm 1, which will be used to analyze the first-order I-AL methods in later sections.
Theorem 2 Let z * be a vector such that 0 ∈ T (z * ), and {z k } be the sequence generated by Algorithm 1. Then it holds that
Moreover, for any K ≥ 0, we have
Proof. (18) and (19) with ρ = ρ k and z = z k , one has
Summing up the above inequality from k = t to k = s − 1 yields
Notice from (19) that ξ k ≤ e k for all k ≥ 0, which along with (22) leads to (20) . In addition, by the definition of ξ k , and (17) with J = J ρ k and z = z k , one has
Summing up the above inequality from k = K to k = 2K and using (22), we obtain that
where (23) follows from (22) with t = 0 and s = K. Again, by the definition of ξ k , one has
This together with (23) yields
which along with ξ k ≤ e k leads to (21) . The proof is then completed. ⊔ ⊓ Corollary 1 Let z * be a vector such that 0 ∈ T (z * ), and {z k } be the sequence generated by Algorithm 1. Then, it follows that
Moreover, for any K ≥ 1, we have
Proof. By (18) with ρ = ρ k and z = z k , one has
This together with (19) and (20) yields that
In addition, (25) follows directly from (21) . ⊔ ⊓
Optimal first-order methods for structured convex optimization
In this subsection we consider a class of structured convex optimization in the form of
where φ, h : ℜ n → (−∞, +∞] are closed convex functions, φ is continuously differentiable on an open set containing dom(h), and ∇φ is Lipschitz continuous with Lipschitz constant L ∇φ on dom(h). In addition, we assume that dom(h) is compact. Therefore, the optimal value φ * h of (26) is finite. We first study a property of problem (26) , which will be used subsequently.
where
Proof. Since ∇φ is Lipschitz continuous on dom(h) with Lipschitz constant L ∇φ , we have that (e.g.,
Let x ∈ dom(h) be arbitrarily chosen. By the definition of x + and (10), we have that x + ∈ dom(h) and
Notice that the objective function in (29) is strongly convex with modulus L ∇φ . Hence, we have
This together with (28) yields that
where the first inequality is due to (28) with y = x + , and the second one is by (30) with z = x.
It then follows that φ h (x + ) ≤ φ h (x). Moreover, the optimality condition of (29) yields that 0
. This gives
Hence, we have
where the second inequality is due to the Lipschitz continuity of ∇φ. Combining (31) and (32) gives
which is the desired inequality (27) . The proof is then completed.
⊔ ⊓
In the rest of this subsection we study some optimal first-order methods for solving problem (26) . We start by considering the case of problem (26) in which φ is convex but not necessarily strongly convex. In particular, we review a method presented in [25, Section 3] for solving (26) with a general convex φ, which is a variant of Nesterov's optimal first-order methods [15, 16] .
Algorithm 2 (An optimal first-order method for (26) with general convex φ)
3. Set
4. Set k ← k + 1 and go to Step 1.
End.
The main convergence result of Algorithm 2 is summarized below, whose proof can be found in [25, Corollary 1] .
Proposition 3 Let {x k } and {y k } be the sequences generated by Algorithm 2. Then we have
where D h and φ k h are defined as
Remark 2 Since h is proper and dom(h) is compact, it is not hard to see that D h and φ k h are finite for all k ≥ 0. From Proposition 3, one can see that Algorithm 2 finds an ǫ-optimal solution x k+1
Therefore, these two inequalities can be used as a termination criterion for Algorithm 2. The latter one is, however, a better termination criterion due to (34).
The following result is an immediate consequence of Proposition 3, which provides an iterationcomplexity of Algorithm 2 for finding an ǫ-optimal solution of problem (26) .
Corollary 2 For any given ǫ > 0, Algorithm 2 finds an approximate solution x k of problem (26) such that φ h (x k ) − φ * h ≤ ǫ in no more than K(ǫ) iterations, where
We next consider the case of problem (26) in which φ is strongly convex, that is, there exists a constant µ ∈ (0, L ∇φ ) such that
We now propose a slight variant of Nesterov's optimal method [16, 12] for solving problem (26) with a strongly convex φ.
Algorithm 3 (An optimal first-order method for (26) with strongly convex φ)
where ℓ(x; y) is defined in (33).
End.
Remark 3 Algorithm 3 differs from Nesterov's optimal method [16, 12] in that it executes a proximal step (37) to generate x 0 while the latter method simply sets x 0 = x −1 .
The main convergence result of Algorithm 3 is presented as follows.
Proposition 4 Suppose that (36) holds. Let {x k } be generated by Algorithm 3. Then we have
where D h is defined in (35).
Proof. Observe that {x k } k≥0 is identical to the sequence generated by the Nesterov's optimal method [16, 12] starting with x 0 . Hence, it follows from [12, Theorem 1] that
Notice that x 0 is computed by (37). It follows from (10) and (37) that
Let x * is be the optimal solution of (26) . By (40) and the Lipschitz continuity of ∇φ(x), one has that
where (41) follows from (28), (42) is due to (40) and the fact that the objective function in (40) is strongly convex with modulus L ∇φ , and (43) follows from the convexity of φ and x * − x −1 ≤ D h . Using (43), µ < L ∇φ and φ h = φ + h, we obtain that
This together with (39) leads to (38) as desired.
⊔ ⊓
The following result is a consequence of Propositions 2 and 4, regarding the iteration-complexity of Algorithm 3 for finding a certain approximate solution of problem (26) with strongly convex φ.
Corollary 3 Suppose that (36) holds. Let {x k } be the sequence generated by Algorithm 3
Then an approximate solutionx k of problem (26) satisfying dist(0, ∂φ h (x k )) ≤ ǫ is generated by running Algorithm 3 for at most K(ǫ) iterations, where
Proof. It follows from Proposition 2
By (38), it is not hard to verify that
which together with (44) implies that dist(0,
Hence, the conclusion of this corollary holds. ⊔ ⊓
Augmented Lagrangian function and its properties
In this subsection we introduce the augmented Lagrangian function for problem (1) and study some of its properties. The augmented Lagrangian function for problem (1) is defined as (e.g., see [24] )
where ρ > 0 is a penalty parameter. The augmented Lagrangian dual function of (1) is given by
For convenience, we let
It is clear to see that
Recall that g is continuously differentiable on an open set containing dom(P ). By this and the compactness of dom(P ), we know that
is finite. Moreover, there exists some L g > 0 such that g is Lipschitz continuous on dom(P ) with Lipschitz constant L g and also ∇g(x) ≤ L g for any x ∈ dom(P ). We next study some properties of the functions S(x, λ; ρ) and L(x, λ; ρ).
Proposition 5 For any (λ, ρ) ∈ ℜ m × ℜ ++ , the following statements hold.
(i) S(x, λ; ρ) is a convex function in x.
(ii) S(x, λ; ρ) is continuously differentiable in x and
Proof.
(i) Let x, x ′ ∈ ℜ n and α ∈ [0, 1] be arbitrarily chosen. By (2), one has
Using this and Lemma 3 in Appendix A with K replaced by −K, we have
In addition, by the convexity of dist
which along with (50) leads to
It thus follows that dist 2 (λ + ρg(·), −K) is convex. This together with the convexity of f implies that S(·, λ; ρ) is convex.
(ii) By the definition of dist(·, −K), one has
where the minimum is attained uniquely at v = Π −K λ + ρg(x) . Using Danskin' s theorem (e.g., see [3] ), we conclude that S(x, λ; ρ) is differentiable in x and
where the second equality follows from Lemma 4 in Appendix A.
(iii) Recall that ∇f , ∇g and g are Lipschitz continuous on dom(P ). By this and (49), we have that for any x, x ′ ∈ dom(P ),
where the third inequality is due to the non-expansiveness of the projection operator Π K * and ∇g(x ′ ) ≤ L g , and the last one follows from g(x) ≤ M g and the Lipschitz continuity of g on dom(P ).
⊔ ⊓
The following proposition is an extension of the results in [19] to problem (1) . For the sake of completeness, we include a proof for it.
Proposition 6 For any (x, λ, ρ) ∈ ℜ n × ℜ m × ℜ ++ , the following identity holds
In addition, if x ∈ dom(P ), the maximum is attained uniquely atλ = Π K * (λ + ρg(x)). Consequently, the following statements hold.
(ii) L(x, λ; ρ) is a convex function in x, and for any x ∈ dom(P ), we have
(iii) L(x, λ; ρ) is a concave function in λ, and for any x ∈ dom(P ), it is differentiable in λ and
Proof. We first show that (51) holds. Indeed, if x / ∈ dom(P ), (51) trivially holds since both sides equal ∞. Now suppose that x ∈ dom(P ). By the definition of l in (11), we have that for any η ∈ K * ,
Also, for any η / ∈ K * , l(x, η) − 1 2ρ η − λ 2 = −∞. Hence, the maximum in (51) is attained at λ = arg min
which is unique and equals Π K * (λ + ρg(x)). Substituting this into (53), we obtain that
where the third equality is due to Lemma 4. Therefore, (51) holds as desired.
By (46) and (51), one has
where the third equality is due to the fact that the function inside the brace is strongly concave in λ. Therefore, statement (i) holds. Finally, statements (ii) and (iii) follow from (51) and Danskin's theorem. ⊔ ⊓
A first-order I-AL method and its iteration-complexity
In this section we propose a first-order I-AL method for computing an ǫ-KKT solution of problem (1) and study its first-order iteration-complexity. From Remark 1(a), we know that (x, λ) is an ǫ-KKT solution of (1) if and only if it satisfy
In what follows, we propose an I-AL method to generate a pair (x, λ) to satisfy these conditions. Given that the proximal operator associated with P and the projection onto K can be evaluated (see Assumption 1), the first two conditions can be easily satisfied by the iterates of our proposed I-AL method. Observe that the last condition is generally harder to satisfy than the third one since it involves ∇f , ∇g and ∂P . Due to this, our I-AL method consists of two stages, particularly, the primary stage and the postprocessing stage. In the primary stage, the AL subproblems are solved roughly, and a pair (x k , λ k ) is found in the end that satisfies nearly the third condition but roughly the last condition. In the postprocessing stage, the latest AL subproblem arising in the primary stage is re-optimized to a higher accuracy to obtain some pointx, starting at x k . A proximal step is then applied to L(·, λ k , ρ k ) atx and l(x, ·) at λ k , respectively, to generate the output (x + , λ + ).
Our first-order I-AL method for solving problem (1) is presented as follows.
Algorithm 4 (A first-order I-AL method)
0. Input ǫ > 0, λ 0 ∈ K * , nondecreasing {ρ k } ⊂ ℜ ++ , and 0 < η k ↓ 0. Set k = 0.
Apply Algorithm 2 to the problem min
3. If (x k+1 , λ k+1 ) satisfies (6), set (x + , λ + ) = (x k+1 , λ k+1 ) and output (x + , λ + ).
4. If the following inequalities are satisfied
call the subroutine (x + , λ + ) = Postprocessing(λ k , ρ k , x k+1 , ǫ) and output (x + , λ + ).
5. Set k ← k + 1 and go to Step 1.
End.
The subroutine Postprocessing in Step 4 of Algorithm 4 is presented as follows.
Subroutine (x + , λ + ) = Postprocessing(λ,ρ,x, ǫ) 0. Inputλ ∈ K * ,ρ > 0,x ∈ dom(P ), and ǫ > 0.
2. Apply Algorithm 2 to the problem min x L(x,λ;ρ) starting withx to findx such that
3. Output the pair (x + , λ + ), which is computed by
where S is defined in (47).
For ease of later reference, we refer to the first-order iterations of Algorithm 2 for solving the AL subproblems as the inner iterations of Algorithm 4, and call the update from (x k , λ k ) to (x k+1 , λ k+1 ) an outer iteration of Algorithm 4. We now make some remarks on Algorithm 4 as follows.
Remark 4 (a) By Proposition 5, L(·, λ; ρ) is in the form of (26) with φ = S(·, λ; ρ) and h = P . Therefore, Algorithm 2 can be suitably applied to solve AL subproblems (54) and (57).
(b) The subroutine Postprocessing is inspired by [11] , where a similar procedure is proposed for solving a special case of problem (1) with affine g and K = {0}. The main purpose of this subroutine is to obtain a better iteration-complexity.
(c) The I-AL method [11] uses the fixed
Λ ǫ 7/4 ) through all outer iterations in the primary stage, where D Λ = min{ λ 0 − λ : λ ∈ Λ * } and Λ * is the set of Lagrange multipliers of problem (7) associated with the constraint A(x) = 0. Such {ρ k } and {η k } may be overly large and small, respectively. This is clearly against the common practical choice that ρ 0 and η 0 are relatively small and large, respectively, and {ρ k } gradually increases and {η k } progressively decreases. In addition, the choice of ρ k and η k in the I-AL method [11] requires some knowledge of D Λ , which is not known a priori. A "guess-and-check" procedure is thus proposed in [11] to remedy it, which consists of guessing a sequence of estimates {t l } for D Λ and applying their I-AL method with D Λ replaced by t l until an ǫ-KKT solution of (7) is found. These likely make this method practically inefficient, which is indeed observed in our numerical experiment. By contrast, our I-AL method uses a practical choice of {ρ k } and {η k }, which dynamically change throughout the iterations. Also, it does not use any knowledge of D Λ and thus a "guess-and-check" procedure is not required.
We next study global convergence of Algorithm 4, and also its first-order iteration-complexity for a special choice of {ρ k } and {η k }. To proceed, we establish a crucial result as follows, which shows that each outer iteration of Algorithm 4 can be viewed as a step of an inexact PPA applied to solve the monotone inclusion problem 0 ∈ T d (λ), where T d is defined in (14) . It generalizes the result of [19, Proposition 6] that is for a special case of problem (1) with
Proposition 7 Let {λ k } be the sequence generated by Algorithm 4 for solving problem (1). Then for any k ≥ 0, one has
Proof. It follows from the definition of dist(·, −K) and Lemma 4 (a) that for any ρ > 0, λ ∈ ℜ m and x ∈ dom(P ), dist(λ + ρg(x), −K) = min
and the minimum is attained uniquely atū = λ − Π K * λ + ρg(x) . These together with (45) yield
. By this and Step 2 of Algorithm 4, we have u k = λ k − λ k+1 . Moreover, it follows from (46) and (59) that
Since f +P is convex and g is convex with respect to K, it is not hard to see that v is also convex. Hence, the objective function in (61) is strongly convex in u and it has a unique minimizerū k . Claim that
Indeed, it follows from (61) and Danskin's theorem that
In addition, it follows from (52) and the definition of
and the maximum is attained uniquely at J ρ k (λ k ). By these and Danskin's theorem, we obtain that
as desired. By this, (60), (61) and (62), we obtain that
where (63) follows from (62) and the fact that
and (64) follows fromū k = arg min u {v(u)+
The conclusion then follows from (54) and (64).
⊔ ⊓
We are now ready to establish the global convergence of Algorithm 4.
Theorem 3 (i) If Algorithm 4 successfully terminates (i.e., at
Step 3 or 4), then the output (x + , λ + ) is an ǫ-KKT solution of problem (1).
(ii) Suppose that {ρ k } and {η k } satisfy that
Then Algorithm 4 terminates in a finite number of iterations. Moreover, its output (x + , λ + ) is an ǫ-KKT solution of problem (1).
Proof. (i) One can easily see that (x + , λ + ) is an ǫ-KKT solution of (1) if Algorithm 4 terminates at
Step 3. We now show that it is also an ǫ-KKT solution of (1) if Algorithm 4 terminates at Step 4. To this end, suppose that Algorithm 4 terminates at Step 4 for some iteration k, that is, the inequalities (55) hold at some k. For convenience, let (λ,ρ,x) = (λ k , ρ k , x k+1 ). It then follows that (x + , λ + ) = Postprocessing(λ,ρ,x, ǫ), and (57) and (58) hold for suchλ andρ. By Definition 1, it suffices to show that dist 0, ∂ x l(x + , λ + ) ≤ ǫ and dist 0, ∂ λ l(x + , λ + ) ≤ ǫ. We start by showing dist 0, ∂ x l(x + , λ + ) ≤ ǫ. For convenience, let ϕ p (x) = L(x,λ;ρ). Notice from Proposition 5 that ∇ x S(x,λ;ρ) is Lipschitz continuous on dom(P ) with Lipschitz constantL. Hence, ϕ p is in the form of (26) with φ = S(·,λ;ρ) and h = P . By (56), (57), (58) and Proposition 2, one has
In addition, it follows from (58) and Proposition 6 that
This together with (66) yields dist 0, ∂ x l(x + , λ + ) ≤ ǫ as desired. It remains to show that dist 0, ∂ λ l(x + , λ + ) ≤ ǫ. By (55) and Proposition 7, one has
Using this and the first inequality in (55), we have
which together withλ = λ k andρ = ρ k leads to λ − Jρ(λ) ≤ 7ρǫ/8. In addition, by ϕ p = L(·,λ;ρ), the second relation in (58), and the same arguments as those for (64), one has
This together with ϕ p (x + ) ≤ ϕ p (x), (56) and (57) yields that
Using this and λ − Jρ(λ) ≤ 7ρǫ/8, we obtain that
Moreover, by Proposition 6 and the second relation in (58), one has
Its first-order optimality condition yields that (λ + −λ)/ρ ∈ ∂ λ l(x + , λ + ). This together with (67) implies dist 0,
(ii) Suppose for contradiction that Algorithm 4 does not terminate. Let {λ k } be generated by Algorithm 4. By Proposition 7, one can observe that {λ k } can be viewed as the one generated by Algorithm 1 applied to the problem 0 ∈ T (λ) with T = T d and e k = √ 2ρ k η k . It then follows from
for any λ * satisfying 0 ∈ T d (λ * ), which, together with the assumption that {ρ k } is nondecreasing, implies that
By this and (65), one has that min k≤i≤2k λ i+1 − λ i /ρ i → 0 and η k /ρ k → 0 as k → ∞. It follows that the inequalities (55) must hold at some iteration k. This implies that Algorithm 4 terminates at iteration k, which leads to a contradiction. Hence, Algorithm 4 terminates in a finite number of iterations. It then follows from statement (i) that the output (x + , λ + ) is an ǫ-KKT solution of (1).
⊔ ⊓
In the remainder of this section, we study the first-order iteration-complexity of Algorithm 4. In particular, we derive an upper bound on the total number of its inner iterations, i.e., all iterations of Algorithm 2 applied to solve the AL subproblems of Algorithm 4. To proceed, we introduce some further notation that will be used subsequently. Let Λ * be the set of optimal solutions of problem (3) andλ * ∈ Λ * such that λ 0 −λ * = dist(λ 0 , Λ * ). In addition, we define
where M g is defined in (48), and L ∇f , L ∇g and L g are the Lipschitz constants of ∇f , ∇g and g on dom(P ), respectively.
We next establish two technical lemmas that will be used subsequently.
Lemma 1 If N is a nonnegative integer such that
then the number of outer iterations of Algorithm 4 is at most 2N + 1.
Proof. It follows from (68) that
By this, (71) and the assumption that {ρ k } is nondecreasing, there exists some N ≤k ≤ 2N such that
In addition, since {ρ k } is nondecreasing and {η k } is decreasing, we obtain from (71) that
Hence, the inequalities (55) hold for k =k. Sincek ≤ 2N , Algorithm 4 terminates within at most 2N + 1 outer iterations.
where B and C are given in (69) and (70).
In addition, recall that {λ k } can be viewed as the one generated by Algorithm 1 applied to the problem 0 ∈ T (λ) with T = T d and e k = √ 2ρ k η k . It thus follows from (69) and Theorem 2 that
whereλ * is defined above. By these and the definitions of B and C, we obtain the desired bound (72).
⊔ ⊓
We are now ready to establish the first-order iteration-complexity of Algorithm 4.
Theorem 4 Let ǫ > 0 be given, andC, D X , andD Λ be defined in (69) and (70). Suppose that {ρ k } and {η k } are chosen as
for some ρ 0 ≥ 1 and 0 < η 0 ≤ 1. Then, the total number of inner iterations of Algorithm 4 for finding an ǫ-KKT solution of problem (1) is at most O T min{1, ǫ} , where
Proof. For convenience, let ǫ 0 = min{1, ǫ}. LetN be the number of outer iterations of Algorithm 4. Also, let I k and I p be the number of iterations executed by Algorithm 2 at the outer iteration k of Algorithm 4 and in the subroutine Postprocessing, respectively. In addition, let T be the total number of inner iterations of Algorithm 4. Clearly, we have T = N −1
In what follows, we first derive upper bounds onN , I k and I p , and then use this formula to obtain an upper bound on T .
First, we derive an upper bound onN . By (73), we have that η k = η 0 (k + 1) −5/2 √ ǫ 0 for any k ≥ 0. Hence, for any K ≥ 0, it holds that
where the inequality follows by
and N = ⌈γ⌉. It follows from (73), (74), and γ ≤ N ≤ γ + 1 that
Notice thatD
where the first inequality is by γ ≤ N + 1 and the last inequality follows from ρ 0 ≥ 1 and ǫ 0 ≤ ǫ. Also, byD Λ ≥ 1, we have γ ≥ 7ǫ
. This together with γ ≤ N + 1, ρ 0 ≥ 1, and η 0 ≤ 1 yields 
Substituting the above two inequalities into (75), one has
In addition, using N + 1 ≥ γ ≥ 7ǫ
By (76), (77) and Lemma 1, we obtain
Second, we derive an upper bound on I k . Let L k be the Lipschitz constant of ∇ x S(x, λ k ; ρ k ). It follows from (72) and (73) that for any k ≥ 0,
This together with Corollary 2, (54) and (73) yields that
where the third inequality is due to ρ 0 ≥ 1 and η 0 ≤ 1, and the last inequality follows by
Third, we derive an upper bound on I p . Recall thatN is the number of outer iterations, that is, (55) is satisfied when k =N − 1. It then follows that (λ,ρ) = (λN −1 , ρN −1 ) andL = LN −1 . By these, Corollary 2, (56), (57) and ǫ 0 ≤ ǫ, we have
In addition, it follows from (79) that
By this and (73), we obtain that for anyN ≥ 1,
where the second inequality usesN ≥ 1, ρ 0 ≥ 1 and η 0 ≤ 1, and the last inequality follows by
not hard to verify that for allN ≥ 1,
Substituting (84) into (81), we arrive at
Finally, we use (78), (80) and (85) to derive an upper bound on the overall complexity T . By (78), N = ⌈γ⌉ and γ ≥ 7, one hasN − 1 ≤ 2N ≤ 2γ + 2 ≤ 3γ − 1. This together with (80) yields that
where the second inequality is due to
Recall that γ = 7D
. Substituting this into the above inequality, we obtain
In addition, byN ≤ 3γ, γ = 7D
and (85), we obtain that
This together with ǫ 0 = min{1, ǫ} yields the complexity bound in Theorem 4. (ii) Algorithm 4 shares the same order of worst-case iteration-complexity in terms of ǫ as the I-AL method [11] . It is, however, much more efficient than the latter method as observed in our numerical experiment. The main reason is perhaps that Algorithm 4 uses the dynamic {ρ k } and {η k }, but I-AL method [11] uses the static ones through all iterations and also needs a "guess-and-check" procedure to approximate the unknown parameter D Λ .
A modified I-AL method with improved iteration-complexity
In this section, we propose a modified first-order I-AL method and show that it has a better iterationcomplexity than Algorithm 4 for computing an ǫ-KKT solution of (1). In particular, it modifies the latter method by adding a regularization term x − x k 2 /(2ρ k ) to the AL function L(x, λ k ; ρ k ) at each kth outer iteration and also solving the AL subproblems to a higher accuracy. Moreover, it uses a weaker termination criterion and does not need a postprocessing stage. Since this regularization term changes dynamically, it is substantially different from those in [14, 11, 26] . Our modified first-order I-AL method is presented as follows.
Algorithm 5 (The modified I-AL method)
0. Input ǫ > 0, (x 0 , λ 0 ) ∈ dom(P ) × K * , nondecreasing {ρ k } ⊂ ℜ ++ , and 0 < η k ↓ 0. Set k = 0.
1. Apply Algorithm 3 to the problem min x ϕ k (x) to find x k+1 ∈ dom(P ) satisfying
2. Set λ k+1 = Π K * λ k + ρ k g(x k+1 ) .
3. If (x k+1 , λ k+1 ) satisfies (6) or the following two inequalities are satisfied
output (x + , λ + ) = (x k+1 , λ k+1 ) and terminate the algorithm.
End.
For ease of later reference, we refer to the iterations of Algorithm 3 for solving the AL subproblems as the inner iterations of Algorithm 5, and call the update from (x k , λ k ) to (x k+1 , λ k+1 ) an outer iteration of Algorithm 5. Notice from (87) that ϕ k is strongly convex with modulus 1/ρ k . Therefore, the AL subproblem min x ϕ k (x) arising in Algorithm 5 is in the form of (26) and it can be suitably solved by Algorithm 3 We next study the global convergence of Algorithm 5, and also its first-order iteration-complexity for a special choice of {ρ k } and {η k }. To proceed, we establish a crucial result as follows, which shows that each outer iteration of Algorithm 4 can be viewed as a step of an inexact PPA applied to solve the monotone inclusion problem 0 ∈ T l (x, λ), where T l is defined in (15) . It generalizes the result of [19, Proposition 8] that is for a special case of problem (1) with
Proposition 8 Let {(x k , λ k )} be generated by Algorithm 5. For any k ≥ 0, one has
Proof. By Proposition 6 and
By (86), there exists v ≤ η k such that
This together with (90) implies that
which, by the definition of T l , are equivalent with
It follows from this and
. By this and the non-expansion of J ρ k , we obtain
which yields (89) as desired.
⊔ ⊓
We are now ready to establish the global convergence of Algorithm 5.
Theorem 5 (i) If Algorithm 5 successfully terminates (i.e., at Step 3), then the output (x + , λ + ) is an ǫ-KKT solution of problem (1).
Then Algorithm 5 terminates in a finite number of iterations. Moreover, its output (x + , λ + ) is an ǫ-KKT solution of problem (1).
Proof. (i) Suppose that Algorithm 5 terminates at
Step 3 for some iteration k. It then follows that (x + , λ + ) is already an ǫ-KKT solution of problem (1) or the inequalities (88) hold for such k. We next show that for the latter case, (x + , λ + ) = (x k+1 , λ k+1 ) is also an ǫ-KKT solution of (1) . Notice that (91) holds for some v ≤ η k . By (91), one has
By this, (88) and (x + , λ + ) = (x k+1 , λ k+1 ), we obtain
In view of Definition 1, (x + , λ + ) is an ǫ-KKT solution of problem (1).
(ii) Suppose for contradiction that Algorithm 5 does not terminate. Let {(x k , λ k )} be generated by Algorithm 5. By Proposition 8, one can observe that {(x k , λ k )} can be viewed as the one generated by Algorithm 1 applied to the problem 0 ∈ T (x, λ) with T = T l and e k = ρ k η k . It then follows from Corollary 1 that
for any (x * , λ * ) satisfying 0 ∈ T l (x * , λ * ), which, together with the assumption that {ρ k } is nondecreasing, implies that
By this and (92), one has that min k≤i≤2k (x i+1 , λ i+1 ) − (x i , λ i ) /ρ i → 0 and η k → 0 as k → ∞. It follows that the inequalities (88) must hold at some iteration k. This implies that Algorithm 5 terminates at iteration k, which leads to a contradiction. Hence, Algorithm 5 terminates in a finite number of iterations. It then follows from statement (i) that the output (x + , λ + ) is an ǫ-KKT solution of (1) . ⊔ ⊓
In the rest of this section, we study the first-order iteration-complexity of Algorithm 5. In particular, we derive an upper bound on the total number of its inner iterations, i.e., all iterations of Algorithm 3 applied to solve the AL subproblems of Algorithm 5. Before proceeding, we introduce some further notation that will be used subsequently. Let X * be the set of optimal solutions of problem (7) andx * ∈ X * such that x 0 −x * = dist(x 0 , X * ). In addition, we definē
where D X , D Λ andλ * are defined in (69), and L ∇f and L ∇g are the Lipschitz constants of ∇f and ∇g on dom(P ), respectively.
Proposition 9
If N is a nonnegative integer such that
then the number of outer iterations of Algorithm 5 is at most N + 1.
Proof. Recall thatx * andλ * are the optimal solutions of problems (1) and (3), respectively. It then follows that 0 ∈ T l (x * ,λ * ). Also, recall that {(x k , λ k )} can be viewed as the one generated by Algorithm 1 applied to the problem 0 ∈ T (x, λ) with T = T l and e k = ρ k η k . These together with (24), (89), and (93) yield that for any k ≥ 0,
where the last relation is due to (93). By this and (94), one can see that (88) is satisfied when k = N . Hence, Algorithm 5 terminates within N + 1 outer iterations.
Then s k is continuously differentiable and moreover ∇s k is Lipschitz continuous on dom(P ) with a Lipschitz constant L k given by
where C andB are defined in (70) and (93), respectively.
Proof. By the definition of s k (x) and Proposition 5 (iii), one has
Recall from the proof of Proposition 9 that 0 ∈ T l (x * ,λ * ). Since {(x k , λ k )} can be viewed as the one generated by Algorithm 1 applied to the problem 0 ∈ T (x, λ) with T = T l and e k = ρ k η k , it follows from Theorem 2 that
where the last relation is due to (93). Substituting this into the above inequality, and using the definitions ofB and C, we obtain that ∇s k (x) − ∇s k (y) ≤ L k x − y for all x, y ∈ dom(P ). Hence, the conclusion holds.
⊔ ⊓
We are now ready to establish the first-order iteration-complexity of Algorithm 5.
Theorem 6 Let ǫ > 0 be given, andD X andD be defined in (93). Suppose that {ρ k } and {η k } are chosen as
for some ρ 0 ≥ 1, 0 < η 0 ≤ 1, α > 1, 0 < β < 1 such that γ = αβ < 1. Then, the total number of inner iterations of Algorithm 5 for finding an ǫ-KKT solution of problem (1) is at most
, and C andB are defined in (70) and (93), respectively.
Proof. LetN be the number of outer iterations of Algorithm 5, and let I k be the number of first-order iterations executed by Algorithm 3 at the outer iteration k of Algorithm 5. In addition, let T be the total number of first-order inner iterations of Algorithm 5. Clearly, we have T =
In what follows, we first derive upper bounds onN and I k , and then use this formula to obtain an upper bound on T .
We first derive an upper bound onN . Due to (96) and 0 < γ < 1, we have that
Let
Since N ≥ log α 2(D+ρ 0 η 0 )
(1−γ)ǫ , we have from (96) that
By this, (98), D ≤D, and ρ 0 ≥ 1, we obtain
In addition, one can observe that 1 < α < β −1 andD + ρ 0 η 0 ≥ 1 − γ. By these, we have
which together with (96), β < 1 and η 0 ≤ 1 implies that η N ≤ ǫ/2. It then follows from these and Proposition 9 thatN
We next derive an upper bound on I k . By (95), (96), α > 1 and ρ 0 ≥ 1, one has that for any k ≥ 0,
is strongly convex with modulus
and Corollary 3, we obtain that for any k ≥ 0,
Remark 6
One can see from Theorem 6 that the first-order iteration-complexity of Algorithm 5 for finding an ǫ-KKT solution of problem (1) is O(ǫ −1 log ǫ −1 ), which clearly improves that of Algorithm 4 in terms of dependence on ǫ.
Numerical results
In this section we conduct some preliminary numerical experiments to test the performance of our proposed algorithms (Algorithms 4 and 5), and compare them with a closely related I-AL method and its modified version proposed in [11] , which are denoted by I-AL 1 and I-AL 2 respectively for ease of reference. In particular, we apply all these algorithms to the linear programming (LP) problem
for some A ∈ ℜ m×n , b ∈ ℜ m , c ∈ ℜ n , and l, u ∈ ℜ. It is clear that (102) is a special case of problem (1) with f (x) = c T x, P being the indicator function of the set {x ∈ ℜ n : l ≤ x ≤ u}, g(x) = Ax − b, and K = {0} m . All the algorithms are coded in Matlab and all the computations are performed on a Dell desktop with a 3.40-GHz Intel Core i7-3770 processor and 16 GB of RAM.
In our experiment, we choose ǫ = 0.01 for all the aforementioned algorithms. In addition, the parameters {ρ k } and {η k } of these algorithms are set as follows. For Algorithm 4, we set them by (73) with ρ 0 = 100 and η 0 = 1. For Algorithm 5, we choose them by (96) with ρ 0 = 100, η 0 = 0.1, α = 1.1 and β = 0.8. For the algorithms I-AL 1 and I-AL 2 , we choose {ρ k } and {η k } as described in [11] and set t 0 = 1 as the initial value in their "guess-and-check" procedures.
We randomly generate 20 instances for problem (102), each of which is generated by a similar manner as described in [10] . In particular, given positive integers m < n and a scalar 0 < ζ ≤ 1, we first randomly generate a matrix A ∈ ℜ m×n with density ζ, whose entries are randomly chosen from the standard normal distribution. 5 We then generate a vector x ∈ ℜ n with entries randomly chosen from the uniform distribution on [−5, 5] and set b = Ax. Also, we generate a vector c ∈ ℜ n with entries randomly chosen from the standard normal distribution. Finally, we randomly choose l and u from the uniform distribution on [−10, −5] and [5, 10] , respectively.
The computational results of all the algorithms for solving problem (102) with the above 20 instances are presented in Table 1 . In detail, the parameters n, m, and ζ of each instance are listed in the first three columns, respectively. For each instance, the total number of first-order iterations and the CPU time (in seconds) for these algorithms are given in the next four columns and the last four columns, respectively. One can observe that Algorithm 5 performs best in terms of both number of iterations and CPU time, which is not surprising as it has the lowest first-order iteration complexity O(ǫ −1 log ǫ −1 ) among these algorithms. In addition, although Algorithm 4 and I-AL 1 share the same order of first-order iteration-complexity O(ǫ −7/4 ), one can observe that the practical performance of Algorithm 4 is substantially better than that of I-AL 1 . The main reason is perhaps that Algorithm 4 uses the dynamic {ρ k } and {η k }, while I-AL 1 uses the static ones through all iterations and also needs a "guess-and-check" procedure for approximating the unknown parameter D Λ . Finally, we observe that I-AL 2 performs much better than I-AL 1 and generally better than Algorithm 4, but it is substantially outperformed by Algorithm 5. 
Concluding remarks
In this paper we considered a class of convex conic programming. In particular, we proposed an inexact augmented Lagrangian (I-AL) method for solving this problem, in which the augmented Lagrangian subproblems are solved approximately by a variant of Nesterov's optimal first-order method. We showed that the total number of first-order iterations of the proposed I-AL method for computing an ǫ-KKT solution is at most O(ǫ −7/4 ). We also proposed a modified I-AL method and showed that it has an improved iteration-complexity O(ǫ −1 log ǫ −1 ), which is so far the lowest complexity bound among all first-order I-AL type of methods for computing an ǫ-KKT solution. Our complexity analysis of the I-AL methods is mainly based on an analysis on inexact proximal point algorithm (PPA) and the link between the I-AL methods and inexact PPA, which is substantially different from the existing complexity analyses of the first-order I-AL methods in the literature. The computational results on a set of randomly generated LP problems demonstrated that our modified I-AL method substantially outperforms those in [11] in terms of both total number of first-order iterations and CPU time.
Our current analyses of the I-AL methods rely on the assumption that the domain of the function P is compact. One natural question is whether this assumption can be dropped. In addition, can the first-order iteration-complexity O(ǫ −1 log ǫ −1 ) be improved for an I-AL method? These will be left for the future research.
A Some properties of closed convex cones
We review some properties of convex cones in this part. Let ∅ = K ⊆ ℜ m be a closed convex cone and K * its dual cone.
Lemma 3 For any u, v ∈ ℜ m , dist(u + v, K) ≤ dist(u, K) + dist(v, K). Moreover, if u K v, then dist(u, K) ≥ dist(v, K).
Proof. Notice that K = {w 1 + w 2 : w 1 , w 2 ∈ K}. It follows that dist(u + v, K) = min{ u + v − w : w ∈ K} = min{ u + v − w 1 − w 2 : w 1 , w 2 ∈ K} ≤ min{ u − w 1 : w 1 ∈ K} + min{ v − w 2 : w 2 ∈ K} = dist(u, K) + dist(v, K). Using these two equalities, it is not hard to verify that the statements in Lemma 4 hold. ⊔ ⊓
