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A POSITIVE MASS THEOREM FOR ASYMPTOTICALLY FLAT
MANIFOLDS WITH A NON-COMPACT BOUNDARY
SE´RGIO ALMARAZ, EZEQUIEL BARBOSA, AND LEVI LOPES DE LIMA
ABSTRACT. We prove a positive mass theorem for n-dimensional asymptotically
flat manifolds with a non-compact boundary if either 3 ≤ n ≤ 7 or if n ≥ 3 and
the manifold is spin. This settles, for this class of manifolds, a question posed in
a recent paper by the first author in connection with the long-term behavior of a
certain Yamabe-type flow on scalar-flat compact manifolds with boundary.
1. INTRODUCTION AND STATEMENTS OF THE RESULTS
Let (Mn, g) be an oriented Riemannian manifold with a non-compact boundary
Σ and dimension n ≥ 3. We denote by Rg the scalar curvature of (M, g). We also
assume that Σ is oriented by an outward pointing unit normal vector η, so that its
mean curvature is Hg = divgη.
We say that (M, g) is asymptotically flat with decay rate τ > 0 if there exists a
compact subset K ⊂M and a diffeomorphism Ψ : M \K → Rn+ \B
+
1 (0) such that
the following asymptotic expansion holds as r → +∞:
(1.1) |gij(x)− δij |+ r|gij,k(x)|+ r2|gij,kl(x)| = O(r−τ ).
Here, x = (x1, · · · , xn) is the coordinate system induced by Ψ, r = |x|, gij are
the coefficients of g with respect to x, the comma denotes partial differentiation,
Rn+ = {x ∈ Rn;xn ≥ 0} and B
+
1 (0) = {x ∈ Rn+; |x| ≤ 1}. The subset M∞ = M\K
is called the end of M . In the following we use the Einstein summation convention
with the index ranges i, j, · · · = 1, · · · , n and α, β, · · · = 1, · · · , n− 1. Observe that,
along Σ, {∂α}α spans TΣ while ∂n points inwards.
The simplest example, and in fact the model case, of a manifold in this class
is the closed half-space Rn+ endowed with the standard flat metric δ. This work is
devoted to the study of a certain geometric invariant which measures the deviation
at infinity of a general asymptotically flat manifold (M, g) from the model space
(Rn+, δ).
Definition 1.1. Suppose that τ > (n − 2)/2 and Rg and Hg are integrable in M and
Σ, respectively. In terms of asymptotically flat coordinates as above, the mass of (M, g) is
given by
(1.2) m(M,g) = lim
r→+∞
{ˆ
Sn−1r,+
(gij,j − gjj,i)µidSn−1r,+ +
ˆ
Sn−2r
gαnϑ
αdSn−2r
}
,
where Sn−1r,+ ⊂M is a large coordinate hemisphere of radius r with outward unit normal µ,
and ϑ is the outward pointing unit co-normal to Sn−2r = ∂Sn−1r,+ , viewed as the boundary
of the bounded region Σr ⊂ Σ (see Figure 1).
The three authors were partially supported by CNPq/Brazil grants.
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FIGURE 1. An asymptotically flat manifold.
It is not hard to verify that the limit on the right-hand side of (1.2) exists. More-
over, we shall see in Section 3 that its value does not depend on the particular
asymptotically flat coordinates chosen. Thus, m(M,g) is an invariant of the asymp-
totic geometry of (M, g).
Besides having an obvious intrinsic geometric relevance, this invariant appears
crucially in [A] in connection with the global convergence of a certain Yamabe-
type flow first considered by S. Brendle in [Br], which produces scalar-flat com-
pact domains with constant mean curvature boundary in the long-term limit. As
explained in [A], the following conjecture is expected to be true.
Conjecture 1.1. If (M, g) is asymptotically flat with decay rate τ > (n − 2)/2 as above
and satisfies Rg ≥ 0 and Hg ≥ 0 then m(M,g) ≥ 0, with the equality occurring if and
only if (M, g) is isometric to (Rn+, δ).
This conjecture has been confirmed in some special cases in [Es, Ra]. In this
work we show more generally that it holds true whenever the standard Positive
Mass Conjecture holds (see [SY1, SY2, Wi, Ba]). More precisely, the following result
holds.
Theorem 1.1. Conjecture 1.1 holds true if either 3 ≤ n ≤ 7 or if n ≥ 3 and M is spin.
Combined with the main result in [A], this guarantees the global convergence
of the Yamabe-type flow introduced in [Br] for any initial scalar-flat compact mani-
fold with boundary which meets the conditions of the theorem (i.e. either it is spin
or has dimension n ≤ 7). The following immediate consequence of the rigidity
statement in Theorem 1.1 is also worth noticing.
Corollary 1.1. Let (M, g) be as in Theorem 1.1 and assume further that there exists a
compact subset K ⊂ M such that (M \ K, g) is isometric to (Rn+ \ B
+
1 (0), δ). Then
(M, g) is isometric to (Rn+, δ).
We provide here two proofs of Theorem 1.1. In the proof presented in Section 4,
the first step consists of an improvement of the asymptotics of the given metric in
the spirit of the classical proof of the standard Positive Mass Theorem by Schoen
and Yau ([SY2]). Once this technical step is accomplished in Proposition 4.1, this
proof proceeds by a reduction to the classical cases via a doubling construction.
We employ a result by Miao ([Mi]), which covers the situation in which corners
along a compact inner hypersurface appear, to prove that the conjecture above
holds true whenever the classical Positive Mass Theorem holds for the doubled
manifold. We also use the improvement in the asymptotics to present an alterna-
tive proof of Theorem 1.1 in the case 3 ≤ n ≤ 7 which is more in the spirit of the
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classical arguments by Schoen-Yau ([SY1]). More precisely, we show that the as-
sumption of negative mass implies the existence of a stable minimal hypersurface
without boundary leading to a contradiction as in [SY1]. In these proofs, the rigid-
ity statement in the theorem follows by means of the variational characterization
of the mass given in Proposition 2.1. Finally, if n ≥ 3 and M is spin we present in
Theorem 5.1 the natural extension of Witten’s celebrated formula for the mass in
terms of a suitable harmonic spinor globally defined on M . The proof of Theorem
1.1 in this case is an immediate consequence of this expression.
Remark 1.1. We can conceive a version of Theorem 1.1 in which the manifold
(M, g) has two collections of finitely many ends, say {El}ml=1 and {E′l}m
′
l=1, which
we assume endowed with diffeomorphisms Ψl : El → Rn+ \ B
+
1 (0) and Ψ′l : E
′
l →
Rn \ B1(0) such that the expansion (1.1) holds. To each end El we associate the
mass given by (1.2), and to each end E′l we associate its standard ADM mass as
in [Ba, LP]. In this setting, the result says that if Rg ≥ 0 and Hg ≥ 0 then the
mass of each end is non-negative. Moreover, if at least one mass vanishes then
(M, g) actually has only one end, being isometric either to (Rn+, δ) or to (Rn, δ),
according to the type of the end. The proofs of these more general statements
follow by straightforward adaptations of the arguments presented here and there-
fore are omitted. Observe that, since we are not assuming that Σ is connected,
we allow for the presence of finitely many compact boundary components. If we
think of (M, g) as being the initial data set for a time-symmetric solution of Ein-
stein fields equations, then these components may be viewed as (past or future)
trapped hypersurfaces. In fact, the rigidity statement above actually implies that,
in the presence of such compact trapped hypersurfaces, the mass of each end is
actually positive. This is of course related to the positive mass theorem for black
holes first considered in [GHHP] (see also [H]). For more recent results along these
lines in the classical spin setting we refer to [DX] and the references therein.
This paper is organized as follows. In Section 2 we give a motivation for the
definition of the mass, by showing that it can be approached from a variational
perspective. In Section 3 we prove that the mass is a geometric invariant in the
sense that it does not depend on the asymptotic structure and varies smoothly
with the metric. The first proof of Theorem 1.1 is presented in Section 4. As already
mentioned, this proof makes use of a result due to Miao to reduce our positive
mass theorem to the classical version, for manifolds without boundary. In Section
5 we provide a second proof of our main theorem by adapting the arguments of
Schoen and Yau, for dimensions up to seven, and the arguments of Witten, for spin
manifolds. The appendix is devoted to the proof of a technical result concerning
some elliptic problems in weighted Ho¨lder spaces.
Acknowledgements: We first learned about the notion of mass in (1.2) from Pro-
fessor F. Marques. We would like to thank him for suggesting us that Theorem 1.1
should hold true and for helpful discussions. The first and second authors would
like to thank the hospitality of Professor A. Neves at Imperial College London
where part of this research was carried out. While at Imperial College, the first
author was supported by CAPES/Brazil and CNPq/Brazil grants and the second
one by a CNPq grant.
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2. THE VARIATIONAL APPROACH TO THE MASS
In this section we show how the mass m(M,g) can be approached from a varia-
tional perspective. This not only motivates Definition 1.1 but also plays a key role
in the proof of the rigidity statement in Theorem 1.1.
The arguments here are similar to those used in [LP, Section 8] for the ADM
mass and we start by recalling this procedure. We consider a manifold M of di-
mension n ≥ 3. Recall thatM, the space of Riemannian metrics on M , is an open
cone in Sym2(M), the space of bilinear symmetric tensors on M . Thus, if g ∈ M
and δg ∈ Sym2(M) is small enough then g + δg ∈ M. We recall that the corre-
sponding variation for the scalar curvature R = Rg is
δR = ∇i(∇kδgik −∇iδg)−Rikδgik,
where δg = gikδgik, ∇ is the Levi-Civita connection of g (extended to act on ten-
sors) and Rik is the Ricci tensor. Also, the variation of the volume element is
(2.3) δdMg =
1
2
δgdMg.
This allows us to compute the variation of the Hilbert-Einstein action given by
g ∈M 7→ A(g) =
ˆ
M
RdMg .
We have
(2.4) δA =
ˆ
M
∇i(∇kδgik −∇iδg)dMg −
ˆ
M
(
Rik − R
2
gik
)
δgikdMg.
Thus, if no boundary is present the first term in the right-hand side vanishes after
integration by parts and we obtain the usual variational formula, namely,
(2.5) δA = −
ˆ
M
(
Rik − R
2
gik
)
δgikdMg,
In particular, critical metrics for the Hilbert-Einstein action are precisely Ricci-flat
metrics. This applies if M is closed or, more generally, if the variation δg is com-
pactly supported.
If M is asymptotically flat (with an empty boundary) then it is natural to con-
sider variations preserving this kind of structure at infinity. This time a boundary
contribution appears and, as explained in [LP], the ADM mass is precisely the term
that should be subtracted from A to restore the expected form of the variational
principle. More precisely, if for any such metric g on M we define the ADM mass
of (M, g) as
(2.6) m(M,g) = lim
r→+∞
ˆ
Sr
(gij,j − gjj,i)µidSn−1r ,
where µ is the outward unit normal to a large coordinate sphere Sn−1r in the as-
ymptotic region, and set
B(g) = A(g)−m(M,g),
then it follows from (2.4) that
(2.7) δB = −
ˆ
M
(
Rik − R
2
gik
)
δgikdMg,
the obvious analogue of (2.5).
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Let us now assume that (M, g) is asymptotically flat with a non-compact bound-
ary as in Theorem 1.1. We claim that the natural analogue of A is the Gibbons-
Hawking-York action ([GH, Y]) given by
(2.8) A˜(g) =
ˆ
M
RdMg + 2
ˆ
Σ
HdΣh,
where h = g|Σ and H = Hg . As before, one must subtract the mass m(M,g) from
this in order to restore the expected form of the variational principle.
Proposition 2.1. If (M, g) is asymptotically flat and
B˜ = A˜ −m(M,g),
then
(2.9) δB˜ = −
ˆ
M
(
Rik − R
2
gik
)
δgikdMg −
ˆ
Σ
(Aαβ −Hhαβ) δhαβdΣh,
where A is the shape operator of Σ.
Proof. We adapt a classical computation ([Ar, Lo]) to the quantity
(2.10) A˜r(g) =
ˆ
Mr
RdMg + 2
ˆ
Σr
HdΣh,
where Mr is the compact domain whose boundary is Σr ∪ Sn−1r,+ ; see Figure 1.
Notice that this is not the standard GHY action for the compact manifold Mr since
the boundary integral over Sn−1r,+ is missing.
In order to compute δA˜r we note that from (2.4) the variation ofAr, the Hilbert-
Einstein action evaluated on Mr, is
δAr =
ˆ
Σr
ηi(∇kδgki −∇iδg)dΣh +
ˆ
Sn−1r,+
µi(∇kδgki −∇iδg)dSn−1r,+
−
ˆ
Mr
(
Rik − R
2
gik
)
δgikdMg,(2.11)
where dSn−1r,+ is the area element of S
n−1
r,+ . As usual, we adopt the index ranges
i, j, · · · = 1, · · · , n and α, β, · · · = 1, · · · , n − 1 and choose coordinates around p ∈
Σ so that {∂α}α spans TΣ while ∂n points inwards. Moreover, we assume that
η = −∂n at p.
Since
(2.12) η = −(gnn)−1/2gni∂i ,
the second fundamental form is
(2.13) Aαβ = −〈η,∇α∂β〉 = (gnn)−1/2Γnαβ .
and the mean curvature is
(2.14) H = hαβAαβ =
1
2
(gnn)1/2(2gnα,α − gαα,n).
This allows us to compute the variation of H . After evaluation at p, the final result
is
δH = ∇Σαδgαn −
1
2
hαβ∇nδhαβ − 1
2
Hδgnn,
where ∇Σ is the induced connection on Σ. From this and (2.3) we see that
(2.15) δ(2HdΣh) =
(
2∇Σαδgαn − hαβ∇nδhαβ +Hδhαα −Hδgnn
)
dΣh.
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On the other hand, at p we have
ηi(∇kδgki −∇iδg) = −
(∇αδgαn −∇nδg)
= −∇Σαδgαn + Γβnαδgαβ − Γαnαδgnn +∇n(gαβδgαβ),
so that
(2.16) ηi(∇kδgki −∇iδg) = −∇Σαδgαn + gαβ∇nδgαβ −Aαβδgαβ +Hδgnn .
Thus, if we combine (2.16), (2.15) and (2.11) we get
δA˜r = −
ˆ
Mr
(
Rik − R
2
gik
)
δgikdMg −
ˆ
Σr
(Aαβ −Hhαβ) δhαβdΣh
+
ˆ
Sn−1r,+
µi(∇kδgki −∇iδg)dSn−1r,+ −
ˆ
Σr
∇Σαδgαi ηidΣh.
The last integral is clearly a divergence so we can rewrite this as
δA˜r = −
ˆ
Mr
(
Rik − R
2
gik
)
δgikdMg −
ˆ
Σr
(Aαβ −Hhαβ) δhαβdΣh
+
ˆ
Sn−1r,+
µi(∇kδgki −∇iδg)dSn−1r,+ −
ˆ
Sn−2r
ϑαδgαiη
idSn−2r .
It follows from the results in the next section that the last two integrals converge as
r → +∞ to δm(M,g), the variation of the mass. From this, (2.9) follows easily. 
We thus see that Ricci-flat metrics are again critical for B˜ with respect to varia-
tions fixing the metric along the boundary (δh = 0).
3. THE MASS AS A GEOMETRIC INVARIANT
In this section we give a proof of the geometric invariance of the mass by adapt-
ing the standard arguments in [Ba, LP]. We also show that this invariant depends
smoothly on the asymptotically flat metric, thus justifying the computation lead-
ing to (2.9).
Let us define the function r(x) as any smooth, positive extension of the asymp-
totic parameter |x| to M . We start by recalling the expansions of the scalar curva-
ture and the mean curvature in the asymptotic region.
Proposition 3.1. One has
(3.17) R = Ci,i + Θ, Θ = O(r−2τ−2),
and
(3.18) H =
1
2
(−〈C, η〉+ gnα,α) + Θ′, Θ′ = O(r−2τ−1),
where Ci = gij,j − gjj,i is the ADM mass density.
Proof. The expansion (3.17) is well-known (see [Ba, LP]). Also, (3.18) follows easily
from (2.12) and (2.14). 
We now introduce the right functional spaces in order to handle this type of
question. Given a complete Riemannian manifold M (with or without boundary),
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k ≥ 0 an integer and γ ∈ R, we proceed as in [LP] and define the weighted Ck space
Ckγ (M) as the set of Ck functions u on M for which the norm
‖u‖Ckγ (M) =
k∑
i=0
sup
M
r−γ+i|∇iu|
is finite. Moreover, if 0 < α < 1 we define the weighted Ho¨lder space Ck,αγ as the set
of functions u ∈ Ckγ (M) such that the norm
‖u‖Ck,αγ (M) = ‖u‖Ckγ (M) + supx,y (min r(x), r(y))
−γ+k+α |∇ku(x)−∇ku(y)|
|x− y|α
is finite. Here, the supremum is over all x 6= y such that y is contained in a normal
coordinate neighborhood of x, and∇ku(y) is the tensor at x obtained by the pararel
transport along the radial geodesic from x to y.
We also define the weighted Lebesgue space Lq0,β(M), q ≥ 1, β ∈ R, as the set of
locally integrable functions u for which the norm
‖u‖q,0,β =
(ˆ
M
|r−βu|qr−ndMg
) 1
q
is finite. For k ≥ 0 an integer, q ≥ 1 and β ∈ R, we define the weighted Sobolev space
Lqk,β(M) to be the set of u for which |∇iu| ∈ Lq0,β−i(M) for i = 0, 1, ..., k, with the
norm
‖u‖q,k,β =
k∑
i=0
‖∇iu‖q,0,β−i.
Notice that for β = −n/q we recover the standard Sobolev spaces, denoted simply
by Lqk(M).
It is easy to check that these are Banach spaces whose underlying topologies
do not depend on the involved choices. As stated in [LP] for manifolds without
boundary, the following weighted Sobolev lemma also holds in our context.
Proposition 3.2. Let q > 1, l − k − α > n/q and  > 0. Then there are continuous
embeddings Cl,αβ−(M) ⊂ Lql,β(M) ⊂ Ck,αβ (M).
After fixing asymptotically flat coordinates on the end M∞ we consider, for
each τ > 0, the spaceMτ of all metrics on M so that
g − δ ∈ C1,α−τ (M∞), R ∈ L1(M), H ∈ L1(Σ).
If we fix a background metric g0 and write g = g0 + b, it is clear from Proposition
3.1 that we can identifyMτ to a subset of the affine space
{g0 + b; bij,ij − bii,jj ∈ L1(M∞), bαα,n ∈ L1(Σ ∩M∞)}.
In the topology induced by this identification we have gk → g if and only if
‖gk − g‖C1,α−τ (M) → 0
and
‖Rgk −Rg‖L1(M) + ‖Hgk −Hg‖L1(Σ) → 0.
The following proposition describes the main technical result on weighted Ho¨lder
spaces needed in this work. Its proof is postponed to Appendix A.
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Proposition 3.3. Let (M, g) be an asymptotically flat manifold (M, g) with g ∈ Mτ ,
τ > 0, and with a nonempty boundary Σ. Fix 2 − n < γ < 0 and let T : C2,αγ (M) →
C0,αγ−2(M)× C1,αγ−1(Σ) be given by
T (u) =
(−∆gu+ hu, ∂u/∂η + h¯u) ,
where ∆g is the Laplacian, η is the outward unit normal to Σ, h ∈ C0,α−2−(M) and
h¯ ∈ C1,α−1−(Σ), for some  > 0 small. If h ≥ 0 and h¯ ≥ 0 then T is an isomorphism.
We can use standard interpolation methods to define Lqk,β(Σ) for any k ∈ R+.
In particular, the restriction map
u ∈ C∞c (M) 7→ (u, ∂u/∂η) ∈ C∞c (Σ)× C∞c (Σ)
extends continuously to the so-called trace map
T : Lq2,β(M)→ Lq2−1/q,β(Σ)× Lq1−1/q,β(Σ),
which is known to be surjective. Hence, it makes sense to consider the subspaces
of Lq2,β(M) consisting of functions satisfying Neumann and Dirichlet boundary
conditions, namely,
WN = {u ∈ Lq2,β(M); ∂u/∂η = 0 on Σ}
and
WD = {u ∈ Lq2,β(M); u = 0 on Σ}.
Proposition 3.4. Consider ∆g : WN → Lq0,β−2(M). Then
(a) ∆g is an isomorphism if and only if 2− n < β < 0;
(b) ∆g is injective if 0 > β /∈ Z;
(c) ∆g is surjective if 2− n < β /∈ Z.
Proposition 3.5. Consider ∆g : WD → Lq0,β−2(M). Then
(a) ∆g is an isomorphism if and only if 2− n < β < 0;
(b) ∆g is injective if 0 > β /∈ Z;
(c) ∆g is surjective if 2− n < β /∈ Z.
Proofs of Propositions 3.4 and 3.5. We consider the the double (M˜, g˜) of (M, g) along
Σ defined by M˜ = M × {0, 1}/ ∼, where (y, 0) ∼ (y, 1) for all y ∈ Σ, and g˜(y, j) =
g(y) for all y ∈ M and j = 0, 1. Although g˜ is not smooth on M˜ , it satisfies the
hypotheses in [Ba, Definition 2.1]. Then both proofs follow from [Ba, Proposition
2.2] by means of reflection arguments of functions on M . The details are left to the
reader. 
Remark 3.1. Suppose β /∈ Z, β > 2 − n. As a consequence of Proposition 3.4,
standard arguments show that the Neumann problem
(3.19)
∆gu = f , inM ,∂u
∂η
= f¯ , on Σ ,
has a solution u ∈ Lq2,β(M) for any f ∈ Lq0,β−2(M) and f¯ ∈ Lq1−1/q,β(Σ). In fact,
we can solve the cases f ≡ 0 and f¯ ≡ 0 separately. The latter case follows directly
from Proposition 3.4. In order to solve the case f ≡ 0, we choose φ ∈ Lq2,β(M) such
that ∂φ/∂η = f¯ . Then we use Proposition 3.4 to find ψ ∈ WN satisfying ∆gψ =
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−∆gφ ∈ Lq0,β−2. Thus, u = ψ + φ is a solution to (3.19) when f ≡ 0. A similar
result holds for the Dirichlet problem in (3.19) as a consequence of Proposition 3.5.
The geometric invariance of the mass is described in the next proposition.
Proposition 3.6. If (M, g) is asymptotically flat with g ∈ Mτ , τ > (n − 2)/2, then
the mass m(M,g) only depends on the metric g. Moreover, this dependence is smooth with
respect to the topology onMτ described above.
The rest of this section is devoted to the proof of Proposition 3.6. The first step
is to integrate (3.17) over the region Mr,r′ determined by two coordinates hemi-
spheres, say Sn−1r,+ and Sn−1r′,+ , with r < r′. We find thatˆ
Mr,r′
RdMg =
ˆ
Sn−1
r′,+
〈C, µ〉dSn−1r′,+ −
ˆ
Sn−1r,+
〈C, µ〉dSn−1r,+
+
ˆ
Σr,r′
〈C, η〉dΣh +
ˆ
Mr,r′
ΘdMg,
where Σr,r′ is the portion of the boundary of Mr,r′ lying on Σ. On the other hand,
from (3.18) we getˆ
Σr,r′
〈C, η〉dΣh =
ˆ
Sn−2
r′
gαnϑ
αdSn−2r′ −
ˆ
Sn−2r
gαnϑ
αdSn−2r
−2
ˆ
Σr,r′
HdΣh + 2
ˆ
Σr,r′
Θ′dΣh.
Hence,ˆ
Sn−1
r′,+
〈C, µ〉dSn−1r′,+ +
ˆ
Sn−2
r′
gαnϑ
αdSn−2r′
=
ˆ
Mr,r′
RdMg + 2
ˆ
Σr,r′
HdΣh
+
ˆ
Sn−1r,+
〈C, µ〉dSn−1r,+ +
ˆ
Sn−2r
gαnϑ
αdSn−2r + o(r′),
where limr′→∞ o(r′) = 0. Taking into account that R ∈ L1(M) and H ∈ L1(Σ),
this clearly shows that the limit in the right-hand side of (1.2) exists and is finite
for any given asymptotically flat coordinate system.
If we repeat the above computation using φC instead of C, where φ is a cutoff
function which equals 1 in a neighborhood of infinity, then we easily see that the
mass is continuous as a function on Mτ , for the fixed asymptotically flat chart.
Since it is obviously affine, its smoothness follows at once. Thus, it remains to
check that the mass does not depend on the asymptotically flat chart used to com-
pute it. For this we need to show that Rn+ is rigid at infinity in a suitable sense.
This uses harmonic coordinates as in [Ba].
Proposition 3.7. Suppose (M, g) is asymptotically flat with g ∈ Mτ , τ > (n − 2)/2,
and {xi} are asymptotically flat coordinates defined on M∞. Then there exist smooth
functions {x′i} on M satisfying ∆gx
′
α = 0 inM ,
∂x′α
∂η
= 0 on Σ ,
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for α = 1, ..., n− 1, {
∆gx
′
n = 0 inM ,
x′n = 0 on Σ ,
and {
xi − x′i ∈ C2,α−τ+1(M∞) , if n ≥ 4 ;
xi − x′i ∈ C2,α−τ+1+(M∞) , if n = 3 .
Moreover, the functions {x′i} form an asymptotic flat coordinate system in a neighborhood
of infinity.
Proof. Let us first extend xi arbitrarily to smooth functions on M satisfying xn = 0
on ∂M .
If n ≥ 4, then −τ + 1 is negative and the result follows from Proposition 3.3.
Indeed, we use the fact that ∆gxi ∈ C0,α−τ−1(M) and ∂xα/∂η ∈ C1,α−τ (Σ), for α =
1, .., n − 1, to solve for zi ∈ C2,α−τ+1(M) the equations ∆gzα = ∆gxα and ∆gzn =
∆gxn with boundary conditions ∂zα/∂η = ∂xα/∂η and zn = 0, respectively. It is
clear that x′i = xi − zi meets the conditions of the proposition.
If n = 3,−τ+1 may be positive, so we will need to make use of Propositions 3.4
and 3.5 to find x′i as above. By Proposition 3.2, ∆gxi ∈ C0,α−τ−1(M) ⊂ Lq0,−τ−1+(M)
and ∂xα/∂η ∈ C1,α−τ (Σ) ⊂ Lq1−1/q,−τ+1+(Σ), for any q > 1 and  > 0. Assuming
that  is chosen such that β = −τ + 1 +  /∈ Z and β > 2 − n, it follows from
Remark 3.1 that there exist zi ∈ Lq2,β(M) satisfying ∆gzα = ∆gxα and ∆gzn =
∆gxn with boundary conditions ∂zα/∂η = ∂xα/∂η and zn = 0, respectively. For
q > n, Proposition 3.2 implies that zi ∈ C1,αβ (M), and Lemma A.2(a) ensures that
zi ∈ C2,α−τ+1+(M). Finally, we set again x′i = xi − zi.
That {x′i} form a coordinate system in some neighborhood of infinity follows
from the fact that |∇zi| = O(r−τ+). 
We now consider two asymptotically flat coordinate systems {xi} and {yi} on
the same manifold and let {x′i} and {y′i} be the corresponding harmonic coordi-
nate systems as in Proposition 3.7. The following result describes the relationship
between these coordinate systems.
Proposition 3.8. If (M, g) is as in Proposition 3.7 then there exists an orthogonal matrix
{Qji}ni,j=1 and constants ai, i = 1, ..., n, so that
x′i = Q
j
iy
′
j + ai ,
with Qnα = Qαn = an = 0, for α = 1, ..., n− 1.
Proof. We consider the double (M˜, g˜) as in the proofs of Propositions 3.4 and 3.5.
Since x′i ∈ ker ∆g ⊂ Lq2,β(M) for all 1 < β < 2 and q ≥ 1, we can define functions
x˜′i ∈ ker ∆g˜ ⊂ Lq2,β(M˜) by x˜′α(x, j) = x′α(x) and x˜′n(x, j) = (−1)jx′n(x) for j = 0, 1.
We define y˜′i in a similar way. Although the coordinates xi and yi define different
spaces Lqk,β(M˜) for k ≥ 1, ker ∆g˜ is independent of the chosen coordinates as
observed in [Ba, p. 676].
Since dim(ker ∆g˜) = n + 1 and the set {1, y˜′1, ..., y˜′n} is linearly independent,
we can write x˜′i = Q
j
i y˜
′
j + ai and then the result follows by using the boundary
conditions on x′i and y
′
i. We observe that {Qji} is orthogonal because the metric g
is asymptotially flat with respect to both x′i and y
′
i. 
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By eventually composing the coordinates with rigid motions of Rn+ we may
assume that
(3.20) ∂yi = Q˜
i
j∂xj ,
with
(3.21) Q˜ij = δ
i
j +O(r
−τ+), and Q˜αn = 0 along Σ.
This is the promised rigidity at infinity of Rn+, which we now explore to complete
the proof of Proposition 3.6.
As in [Ba, p.680] we write R ?g 1 = dC˜(x) + D in a given coordinate system
{xi}, where C˜(x) = gijωki ζkj , with ∇g∂xi = ωki ∂xk and ζkj = (∂xk ∧ ∂xj )y ?g 1, and
D = O(r−2τ−2). Observe that the mass density C(x) (defined in Proposition 3.1) in
this same coordinate system satisties
lim
r→+∞
ˆ
Sn−1r,+
〈C(x), µ〉dSn−1r′,+ = limr→+∞
ˆ
Sn−1r,+
C˜(x).
Proceeding as in [Ba, pp.681-682] it follows from (3.20)-(3.21) that
C˜(x) − C˜(y) = d
(
?δ
(
Q˜jidxj ∧ dxi
))
+O(r−2τ−1+2),
that is, the ADM densities differ by the sum of a total differential and a term that
integrates to zero as r → +∞. This is the ‘simple but curious cancellation’ men-
tioned in [Ba]. Observing the chosen orientation for Sn−2 in Definition 1.1, we find
that
lim
r→+∞
ˆ
Sn−1r,+
C˜(x) − lim
r→+∞
ˆ
Sn−1r,+
C˜(y) = lim
r→+∞
ˆ
Sn−2r
?δ
(
Q˜jidxi ∧ dxj
)
= lim
r→+∞
ˆ
Sn−2r
?δ
(
Q˜nαdxα ∧ dxn
)
.
On the other hand, by (3.20)-(3.21) we compute that
g(y)αn = 〈∂yα , ∂yn〉 = 〈Q˜αi ∂xi , Q˜nj ∂xj 〉
= Q˜αβQ˜
n
j g
(x)
βj = Q˜
n
j g
(x)
αj +O(r
−2τ+)
= g(x)αn + Q˜
n
α +O(r
−2τ+).
This completes the proof of Proposition 3.6.
Remark 3.2. In a coordinate system where gαn = 0 along Σ in the asymptotic
region, the expression (1.2) simplifies to
(3.22) m(M,g) = lim
r→+∞
ˆ
Sn−1r,+
(gij,j − gjj,i)µidSn−1r,+ .
In particular, this takes place if the metric is conformally flat near infinity, which
is the case of the metric g constructed in Proposition 4.1 below. As a concrete
example, consider the half Schwarzschild space, which is Mm = {x ∈ Rn+; |x| ≥
(m/2)
1
n−2 } endowed with the conformal metric
gm =
(
1 +
m
2
|x|2−n
) 4
n−2
δ, m > 0.
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Thus, gm is scalar-flat with a non-compact totally geodesic boundary given by
xn = 0 and a straightforward computation using (1.2) shows that
m(Mm,gm) = (n− 1)ωn−1m.
This means that m(Mm,gm) is half the ADM mass of the standard Schwarzschild
space, which is the double of (Mm, gm) along its totally geodesic boundary. A
similar remark applies for the mass invariants of the manifolds appearing in the
doubling construction used in the proof of Theorem 1.1 presented in the next sec-
tion.
4. A PROOF OF THEOREM 1.1
In the following we denote the dependence of geometric invariants on the un-
derlying metric by a subscript. In particular, we consider the conformal operators
Lg = −an∆g +Rg, an = 4(n− 1)
n− 2 ,
and
Bg = bn
∂
∂ηg
+Hg, bn =
2(n− 1)
n− 2 ,
acting on function on M and Σ, respectively. We also recall the function r(x) de-
fined in Section 3 as any smooth, positive extension of the asymptotic parameter
|x| to M .
The following result shows that, under the conditions of Theorem 1.1, the asymp-
totics of the metric g can be substantially improved. This follows an idea first put
forward by Schoen and Yau in their celebrated proof of the classical Positive Mass
Theorem ([SY2]).
Proposition 4.1. Let (M, g) be an asymptotically flat manifold with g ∈ Mτ , where
τ > (n − 2)/2, and assume that Rg ≥ 0 and Hg ≥ 0. Then for any  > 0 small enough
there exists an asymptotically flat metric g¯ ∈Mτ− satisfying:
i) Rg¯ ≥ 0 and Hg¯ ≥ 0, with Rg¯ ≡ 0 and Hg¯ ≡ 0 near infinity;
ii) g is conformally flat near infinity;
iii) |m(M,g¯) −m(M,g)| ≤ .
Proof. Our argument uses the conformal method and proceeds similarly to the
proof of [LP, Lemma 10.6]. Let χ : R → [0, 1] be a smooth cutoff function such
that χ(t) = 1 for t ≤ 1 and χ(t) = 0 for t ≥ 2. For R > 0 large define χR(x) =
χ(R−1r(x)) and set gR = χRg + (1− χR)δ. We are going to solve
(4.23)
{
LgRuR = χRRguR , inM ,
BgRuR = χRHguR , on Σ
for uR > 0 and R large enough, and check that the conformal metric g = u
4
n−2
R gR
has all the desired properties.
We write uR = 1 + vR and set
LR = −∆gR +
1
an
γR, BR =
∂
∂ηgR
+
1
bn
γ¯R,
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where γR = RgR − χRRg and γ¯R = HgR − χRHg . Thus, (4.23) is equivalent to
(4.24)
{
anLRvR = −γR , inM ,
bnBRvR = −γ¯R , on Σ ,
For any  > 0 we have ‖γR‖C0,α−τ−2+(M) → 0 and ‖γ¯R‖C1,α−τ−1+(Σ) → 0 as R → ∞.
In what follows we are going to solve (4.24) uniquely for vR ∈ C2,α−τ+(M), with
‖ψR‖C2,α−τ+(M) → 0 as R→∞.
Let us fix 0 <  < τ − n−22 . According to Proposition 3.3, the operator
T : C2,α−τ+(M)→ C0,α−τ+−2(M)× C1,α−τ+−1(Σ)
given by Tu = (∆gu,
∂u
∂ηg
) is an isomorphism.
Let us consider TRu = (LRu,BRu). It follows from the easily established esti-
mates
‖(∆gR −∆g)u)‖C0,α−τ+−2(M) ≤ ‖gR − g‖C1,α0 (M)‖u‖C2,α−τ+(M) ,
‖(∂/∂ηgR − ∂/∂ηg)u‖C1,α−τ+−1(Σ) ≤ ‖gR − g‖C0,α0 (M)‖u‖C2,α−τ+(M) ,
‖γRu‖C0,α−τ+−2(M) ≤ ‖γR‖C0,α−2 (M)‖u‖C0,α−τ+(M) ,
and
‖γ¯Ru‖C1,α−τ+−1(Σ) ≤ ‖γ¯R‖C1,α−1 (Σ)‖u‖C1,α−τ+(M)
that TR − T is arbitrarily small in the operator norm as R → ∞. From this we
conclude that TR is also an isomorphism for large R, which provides a unique
solution vR to (4.24).
Now we can choose g¯ = gR for R large, proving (i) and (ii). It is easy to prove
that gR → g inMτ−, as R→∞, so that the property (iii) also holds. 
We will now present our first proof of Theorem 1.1. We first observe that in
order to prove the inequality m(M,g) ≥ 0, it suffices to assume that g satisfies the
conclusion of Proposition 4.1. Thus, we may assume that Rg ≥ 0 and Hg ≥ 0
everywhere with Rg = 0, Hg = 0 and g conformally flat outside a compact set
K = {x ∈M ; r(x) ≤ C}.
Since Σ is umbilic and Hg = 0 outside K it follows that Σ\K is totally geodesic.
This suggests to consider the double (M˜, g˜) of (M, g) along Σ. More precisely,
M˜ = M × {0, 1}/ ∼, where (y, 0) ∼ (y, 1) for all y ∈ Σ, and g˜(y, j) = g(y) for
all y ∈ M and j = 0, 1. It is easy to check that g˜ is C2,α on M˜\K˜, where K˜ is
the double of K. Observe that, if we consider the compact hypersurface (with
boundary) ΣK = Σ ∩K, we have that both g˜|M˜\M and on g˜M\Σ induce the same
metric on Σ and hence on ΣK . Also, since ΣK has nonnegative mean curvature
Hg with respect to M\Σ and the unit normal η, it has nonpositive mean curvature
−Hg with respect to M˜\M and the same unit normal vector η.
We can extend ΣK to a closed hypersurface Σ′ in such a way that Σ′\ΣK ⊂
M˜\K˜ and η points to the unbounded connected component of M˜\Σ′; see Figure
2. Let H+ be the mean curvature of Σ′ with respect to this unbounded component
and H− be the one with respect to the bounded component, both calculated using
a smooth extension of η normal to Σ′. Observe that H− = −H+ = Hg ≥ 0 on
ΣK , the region where g˜ is possibly nonsmooth. On the other hand, since g˜ is C2,α
14 SE´RGIO ALMARAZ, EZEQUIEL BARBOSA, AND LEVI LOPES DE LIMA
in M˜\K˜ ⊃ Σ′\ΣK , we see that H+ = H− on Σ′\ΣK . Thus, M˜ together with Σ′
satisfy the assumptions of [Mi, Theorem 1], which allows us to infer that the ADM
mass m
(M˜,g˜)
of the doubled manifold is nonnegative. As in Remark 3.2, this mass
is precisely 2m(M,g), so we conclude that m(M,g) ≥ 0, as desired.
FIGURE 2. The doubling construction.
Remark 4.1. Although originally stated in a more restrictive setting, the result
in [Mi] also holds in our context where Σ′ may have finitely many connnected
components and the unbounded region N determined by this hypersurface does
not need to be diffeomorphic to Rn minus a ball. In fact, it is enough that N is
an asymptotically flat manifold in the classical sense. We can extend this result
even further to the case where M˜\N has a finite number of ends, allowing the
generalization stated in Remark 1.1.
We will now prove the rigidity statement in Theorem 1.1. The key result is
the lemma below, which says that a manifold (M, g) as in Theorem 1.1 which has
minimal mass necessarily is Ricci-flat and has totally geodesic boundary.
Lemma 4.1. Under the conditions of Theorem 1.1, if m(M,g) = 0 then Ricg = 0 and
Ag = 0.
Proof. As in the proof of [LP, Lemma 10.7], we will use the variational characteri-
zation of the mass; see Proposition 2.1. We set gt = g + tk, where k is a compactly
supported symmetric 2-tensor on M . These metrics do not necessarily satisfy the
positivity conditions on the scalar and mean curvatures but we remedy this as
follows. We consider the linear boundary value problem
(4.25)
{
Lgtut = Rgut , inM ,
Bgtut = Hgut , on Σ ,
for t ∈ R. If we write ut = 1 + vt this is equivalent to
(4.26)
{
−an∆gtvt + γtvt = −γt , inM ,
bn
∂vt
∂ηgt
+ γ¯tvt = −γ¯t , on Σ ,
where γt = Rgt − Rg and γ¯t = Hgt − Hg . Since γt and γ¯t are both compactly
supported and converge to zero in Ck as t→ 0, we see that ‖γt‖C0,α−τ−2(M) → 0 and
‖γ¯t‖C1,α−τ−1(Σ) → 0 as t → 0. Arguing as in the proof of Proposition 4.1, for small
t we can solve (4.26) uniquely for vt ∈ C2,α−τ (M), with ‖vt‖C2,α−τ (M) → 0 as t → 0.
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Thus, if we set g˜t = u
4
n−2
t gt, it follows from (4.25) that
(4.27) Rg˜t = u
− n+2n−2
t Lgtut = u
− 4n−2
t Rg ≥ 0 , Hg˜t = u
− nn−2
t Bgtut = u
− 2n−2
t Hg ≥ 0 .
Notice that we have already proved that m(M,g) ≥ 0 for any (M, g) as in The-
orem 1.1. Hence, the assumption m(M,g) = 0 means that g is a minimum for the
mass among the metrics g˜t, |t| small. On the other hand, if u˙ = ddtut|t=0 we easily
see that
d
dt
∣∣∣
t=0
Rg˜tdMg˜t = −
4
n− 2 u˙RgdMg +
1
2
Rg
〈
4
n− 2 u˙g + k, g
〉
dMg,
and
d
dt
∣∣∣
t=0
2Hg˜tdΣh˜t = −
4
n− 2 u˙HgdΣh +Hg
〈
4
n− 2 u˙g + k, g
〉
dΣh.
Using Propositions 2.1 and 3.6, and putting all these facts together, a straightfor-
ward computation gives
0 =
d
dt
∣∣∣
t=0
m(M,g˜t)
=
ˆ
M
〈k,Ricg〉 dMg +
ˆ
Σ
〈k,Ag〉 dΣh.
Since this holds for any compactly supported k, the conclusion follows. 
The proof of Theorem 1.1 is completed using the following lemma.
Lemma 4.2. If (M, g) as in Theorem 1.1 satisfies Ricg ≥ 0 andAg = 0 then it is isometric
to Rn+ with the standard flat metric.
Proof. The double (M˜, g˜) of (M, g) along its totally geodesic boundary Σ is a com-
pleteC2,α asymptotically flat manifold (with an empty boundary) satisfying Ricg˜ ≥
0, which is well-known to be isometric to Rn with the standard flat metric. The re-
sult follows. 
5. ANOTHER PROOF OF THEOREM 1.1
In this section we provide another proof of Theorem 1.1 which is more in line
with the classical arguments. Thus, in Subsection 5.1 we treat the case n ≤ 7 and
in Subsection 5.2 we treat the case when M is spin.
5.1. The case n ≤ 7. We present below another proof of Theorem 1.1 for this case,
following the ideas in [SY1, SY2].
Let us assume by contradiction that the mass m(M,g) is negative. We will con-
struct an embedded asymptotically flat minimal hypersurface H ⊂ M and obtain
a contradiction. The boundary Σ will work as a barrier when constructingH.
By Proposition 4.1 we can assume that (M, g) is asymptotically flat satisfying
g = u
4
n−2 δ and Rg ≡ 0 ≡ Hg near infinity. Hence,∆u = 0 , in R
n
+ ,
∂u
∂xn
= 0 , on ∂Rn+ ,
for |x| large. Thus we can write
(5.28) u(x) = 1 + C|x|2−n +O(|x|1−n)
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where C = c(n)m(M,g) and c(n) is a positive constant so that C < 0 by our as-
sumptions. (The proof of this asymptotic expansion is a simplified version of the
arguments used for the function v below. An alternative argument is a modifica-
tion of the one in [LP], p.83.)
If f1 and f2 are positive functions decaying rapidly on M and Σ respectively,
then we can find a solution to
(5.29)
{
Lgv = f1 , inM ,
Bgv = f2 , on Σ .
in the form v(x) = 1 + |x|2−n + O(|x|1−n), where we can make  > 0 arbitrarily
small. (See Section 4 for the definition of Lg and Bg .) In fact, as in the proof of
Proposition 4.1 we rewrite the system (5.29) by making v = 1 + ψ, ψ ∈ C2,α−τ (M),
and obtain a new system in terms of ψ, which is solvable if f˜1 = f1 − Rg ∈
C2,α−τ−2(M) and f˜2 = f2 − Hg ∈ C1,α−τ−1(Σ). The solvability of this problem re-
lies on the fact that Rg, Hg ≥ 0, which ensures its uniqueness and allows us to
use Proposition 3.3. Observe also that f˜j has the same decay rate of fj , j = 1, 2,
because both Rg and Hg have compact support.
In order to obtain the expansion for v, we rewrite the system forψ in terms of the
background metric u−
4
n−2 g , which is Euclidean outside a compact set. Then we
proceed as in the proof of Lemma A.4 to estimate |x|n−2|ψ(x)| by a constant which
can be assumed arbitrarily small by choosing f˜1 and f˜2 small with appropriate
decay at infinity. The details are left to the reader.
In particular, in what follows we can assume that Rg > 0 in M , Hg > 0 in Σ,
g = u
4
n−2 δ in the end M∞, and u has the asymptotic expansion (5.28) with C < 0.
Let us consider the unit vector field ν = u−
2
n−2 ∂
∂xn
defined on M∞ and inward
normal to Σ∩M∞. We can extend ν to M in such a way that it is still a unit vector
on M and still normal to Σ outside M∞. As in [S] we compute the divergence of ν
to find that
divgν = −2(n− 1)C xn|x|n +O(|x|
−n) ,
near infinity. So we can choose a0 > 0 sufficiently large such that divgν(x) > 0
whenever xn ≥ a0.
For σ > 0 large and a ≥ 0, we set
Γa,σ = {x = (x¯, xn); |x¯| = σ, xn = a}.
LetHσ,a ⊂M be the (n−1)-hypersurface of least area having Γσ,a as its boundary.
This is possible because Hg > 0 along Σ. We define
A(σ) = min{areag(Hσ,a); a ∈ [0, a0]}.
We setHσ = Hσ,aσ for aσ ∈ [0, a0] such that areag(Hσ,a) = A(σ).
For R > 0 large, let us set ΩR = {x ∈ M ; |x| < R}. As in [SY1], we can choose
R0 large such that x 7→ |x|2 is a convex function for |x| ≥ R0. For each σ large we
choose Rσ ≥ R0 such that
{x = (x¯, xn) ∈M∞; |x¯| = σ; xn ≤ a0} ⊂ ΩRσ .
By the maximum principle we see thatHσ ⊂ ΩRσ .
Since we have changed the metric g in such a way that Σ has positive mean
curvature, we have divgν < 0 along Σ. By continuity, one can choose σ > 0 small
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such that divgν(x) < 0 for any x ∈ ΩRσ such that dg(x,Σ) ≤ σ . In particular we
can conclude that
(5.30) Hσ ⊂ {x ∈ ΩRσ ; dg(x,Σ) ≥ ′σ}.
for some 0 < ′σ < σ . This is done by means of the divergence theorem and the
minimizing properties ofHσ .
Remark 5.1. If M has more than one end, the same arguments apply observing
that |x| = R, R large, works as a barrier in the other ends as well, preventing Hσ
from escaping to infinity.
Now the proof follows as in [S], observing that (5.30) ensures that the boundary
does not interfere when calculating the area first and second variations formula
for eachHσ . The limiting area minimizing hypersurfaceH, obtained as σ →∞, is
asymptotically flat without boundary, and we will be able to change conformally
the induced metric on H to a scalar-flat metric. In dimensions 4 ≤ n ≤ 7, by an-
alyzing the second variation formula of area on H we conclude that its mass is
negative, contradicting the classical version of the positive mass theorem. In di-
mension n = 3, the contradiction is given by analyzing the integral of the Gaussian
curvature of the surfaceH as well as its Euler number.
The rigidity statement follows as in the previous section.
5.2. The case M spin. In this subsection we establish a Witten-type formula for
the mass of asymptotically flat spin manifolds in any dimension n ≥ 3. As a
consequence, we obtain another proof of Theorem 1.1 in the spin setting.
Theorem 5.1. If (M, g) is an asymptotically flat spin manifold of dimension n ≥ 3 as in
Theorem 1.1 then
(5.31)
1
4
m(M,g) =
ˆ
M
(
|∇ψ|2 + R
4
|ψ|2
)
dMg +
1
2
ˆ
Σ
H|ψ|2dΣh,
where ψ is a suitable nontrivial harmonic spinor globally defined on M .
We start by recalling some basic facts on spinors in manifolds with boundary.
The reader will find a more detailed account of this preparatory material in [F,
HMZ, HMR1].
5.2.1. The integral Lichnerowicz formula on spin manifolds with boundary. We consider
a spin manifold Ω of dimension n ≥ 3 endowed with a Riemannian metric g. We
denote by SΩ the spin bundle of Ω and by∇ both the Levi-Civita connection of TΩ
and its lift to SΩ. The corresponding Dirac operator D : Γ(SΩ) → Γ(SΩ) is locally
given by
(5.32) Dψ =
n∑
i=1
γ(ei)∇eiψ, ψ ∈ Γ(SM),
where {ei}ni=1 is a local orthonormal frame and γ : TΩ × SΩ → SΩ is the Clifford
product.
If S is the boundary of Ω, which we assume oriented by its inner unit normal
ν = −η, then, given a spinor ψ ∈ Γ(SΩ), a well-known computation gives the
integral Lichnerowicz formula:
(5.33)
ˆ
Ω
(
|∇ϕ|2 − |Dϕ|2 + R
4
|ϕ|2
)
dΩ = −
ˆ
S
〈Bνϕ,ϕ〉 dS,
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where
BX = γ(X)D +∇X , X ∈ Γ(TM).
For our purposes it will be convenient to rewrite the left-hand side above in
terms of the mean curvature H of S. We first note that S carries the spin bundle
SΩ|S , obtained by restricting SΩ to S . This becomes a Dirac bundle if its Clifford
product is
γᵀ(X)ϕ = γ(X)γ(ν)ϕ, X ∈ Γ(TS), ϕ ∈ Γ(SΩ|S),
and its connection is
(5.34) ∇ᵀXϕ = ∇Xϕ−
1
2
γᵀ(AX)ϕ,
where A is the shape operator of S . The corresponding Dirac operator Dᵀ :
Γ(SΩ|S)→ Γ(SΩ|S) is
Dᵀϕ =
n−1∑
j=1
γᵀ(fj)∇ᵀfjϕ.
A well-known computation shows that
(5.35) Dᵀϕ =
H
2
ϕ−Bνϕ,
so that (5.33) is equivalent to
(5.36)
ˆ
Ω
(
|∇ϕ|2 − |Dϕ|2 + Rg
4
|ϕ|2
)
dΩ =
ˆ
S
〈
Dᵀϕ− H
2
ϕ,ϕ
〉
dS.
5.2.2. A boundary value problem for spinors. Here we follow [GN] and discuss a cer-
tain boundary value problem for spinors on an asymptotically flat manifold with
a non-compact boundary Σ. We start by observing that if ν is the inward unit nor-
mal to Σ then the linear map ε = iγ(ν) : SM |Σ → SM |Σ is a self-adjoint involution.
Thus, we have a (pointwise) decomposition,
(5.37) SM |Σ = V+ ⊕ V−,
corresponding to the eigenbundles of ε, that is, V± = {ϕ ∈ SM |Σ; εϕ = ±ϕ}. We
denote the corresponding projections by P± : SM |Σ → V±,
P± =
1
2
(Id± ε) ,
and we set ϕ = ϕ+ + ϕ−, ϕ± = P±ϕ. It is easy to check that DᵀP± = P∓Dᵀ.
Proposition 5.1. If ϕ ∈ Γ(V±) then 〈Dᵀϕ,ϕ〉 = 0.
Proof. We compute
〈Dᵀϕ,ϕ〉 = 〈DᵀP±ϕ, P±ϕ〉 = 〈P∓Dᵀϕ, P±ϕ〉 = 0,
where in the last step we used that the decomposition (5.37) is orthogonal. 
It turns out that the projections P± define nice boundary conditions for the
Dirac operator D of M . More precisely, the following result holds.
Proposition 5.2. If (M, g) is as in Theorem 1.1 and φ ∈ Γ(SM) satisfies∇φ ∈ L2(SM),
then there exists a unique ξ ∈ L21(SM) solving the boundary value problem{
Dξ = −Dφ in M
ξ− = 0 on Σ
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Proof. The assumption∇φ ∈ L2(SM) implies, via (5.32) and Cauchy-Schwarz, that
Dφ ∈ L2(SM). The result is then an immediate consequence of [GN, Corollary
3.16]. 
5.2.3. The proof of the Witten-type mass formula. In this subsection we prove Theo-
rem 5.1 by showing that the mass formula (5.31) holds true. As already mentioned
above, our proof adapts Witten’s well-known argument as reported in [LP] to the
class of asymptotically flat manifolds we consider here.
We first claim that, starting from an arbitrary asymptotically flat coordinate sys-
tem {xi}, we can always produce another such coordinate system {x′i} such that
gαn = 0 along Σ near infinity; see Remark 3.2. In effect, it follows from (2.12) that
∇l(η + ∂xn) = O(r−τ−l) for l = 0, 1, 2. Also, from (2.13) we see that A = O(r−τ−1)
and ∇A = O(r−τ−2). Thus, the claim is verified if we choose {x′i} so that x′α = xα
and ∂x′n = −η along Σ and extend this to the whole asymptotic region in the ob-
vious manner. In such a coordinate system, we can use the simplified expression
(3.22) to compute m(M,g).
With this preliminary remark at hand, we start the proof by fixing a constant
spinor φ with respect to the given asymptotically flat chart, which means that
∂iφ = 0 in the asymptotic region. Moreover, we may assume that |φ| → 1 and
φ− = 0 along the boundary of this region. We extend φ as zero to the rest of
Σ, so that φ− = 0 everywhere, and finally we extend φ to the rest of M in an
arbitrary manner. The well-known formula for the spin connection shows that
∇φ ∈ L2(SM), so we may find ξ ∈ L21(SM) as in Proposition 5.2. It is immediate
that
(5.38) ψ = ξ + φ
satisfies {
Dψ = 0 in M
ψ− = 0 on Σ
We now apply (5.33)-(5.36) in the usual way to the region Mr with boundary
Σr ∪ Sn−1r,+ to obtainˆ
Mr
(
|∇ψ|2 + R
4
|ψ|2
)
dM =
ˆ
Σr
〈Dᵀψ,ψ〉 dΣr − 1
2
ˆ
Σr
H|ψ|2dΣr
+<
ˆ
Sn−1r,+
〈Bνψ,ψ〉 dSn−1r,+ ,
where η = −ν is the outward unit normal and < denotes real part. The boundary
condition ψ− = 0 implies, via Proposition 5.1, that the first integral in the right-
hand side vanishes. By sending r → +∞we getˆ
M
(
|∇ψ|2 + R
4
|ψ|2
)
dM = −1
2
ˆ
Σ
H|ψ|2dΣr
+ lim
r→+∞<
ˆ
Sn−1r,+
〈∇ηψ,ψ〉 dSn−1r,+ ,
so we must check that
(5.39) lim
r→+∞<
ˆ
Sn−1r,+
〈∇ηψ,ψ〉 dSn−1r,+ =
1
4
m(M,g).
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We use (5.38) to split the integral as
<
ˆ
Sn−1r,+
〈∇ηψ,ψ〉 dSn−1r,+ = <
ˆ
Sn−1r,+
〈∇ηφ, φ〉 dSn−1r,+ + <
ˆ
Sn−1r,+
〈∇ηφ, ξ〉 dSn−1r,+
+<
ˆ
Sn−1r,+
〈∇ηξ, ξ〉 dSn−1r,+ + <
ˆ
Sn−1r,+
〈∇ηξ, φ〉 dSn−1r,+ .
As explained in [LP], algebraic cancellations and the decay properties of∇φ and ξ
imply that the first three terms eventually vanish at infinity, so we must evaluate
the fourth one as r → +∞.
In order to handle this limit we note that asymptotic flatness means that
gij = δij + aij , aij = O(r
−τ ).
Hence, the coordinate frame ∂i can be orthonormalized to yield
ei = ∂i − 1
2
aij∂j +O(r
−τ ),
which gives
(5.40) ei · ej · = ∂i · ∂j ·+O(r−τ ),
where from now on we represent Clifford product by a dot. Following [LP] we
introduce the (n− 2)-form
ω = 〈[el·, em·]φ, ξ〉 elyemydM.
A straightforward computation gives
dω = −4 (〈Belφ, ξ〉 − 〈φ,Belξ〉) elydM,
where
(5.41) Bel = ∇el + el ·D = (δlm + el · em·)∇em =
1
2
[el·, em·]∇em .
In particular,
(5.42)
ˆ
Sn−1r,+
〈Belξ, φ〉elydM −
ˆ
Sn−1r,+
〈Belφ, ξ〉elydM =
1
4
ˆ
Sn−2r
ω.
In Witten’s original argument, the boundary term in the right-hand side of
(5.42) vanishes because the integration in the left-hand side is performed over a
closed sphere. In our case, Sn−1r,+ is a hemisphere and this terms contributes with
an integral over Sn−2r = ∂Sn−1r,+ which, as we shall see, vanishes at infinity. To see
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this we integrate by parts to get
<
ˆ
Sn−1r,+
〈∇elξ, φ〉 elydM = <
ˆ
Sn−1r,+
〈(Bel − el ·D)ξ, φ〉 elydM
= <
ˆ
Sn−1r,+
〈Belφ, ξ〉 elydM +
1
4
<
ˆ
Sn−2r
ω
−<
ˆ
Sn−1r,+
〈el ·Dξ, φ〉 elydM
= <
ˆ
Sn−1r,+
〈Belφ, ξ〉 elydM +
1
4
<
ˆ
Sn−2r
ω
+<
ˆ
Sn−1r,+
〈el ·Dφ, φ〉 elydM,
where in the last step we used (5.38) and the fact that ψ is harmonic. Again due
to the decay properties, the first integral in the right-hand side above vanishes at
infinity. Also, the standard computation as in [LP] shows that
lim
r→+∞<
ˆ
Sn−1r,+
〈el ·Dφ, φ〉 elydM = lim
r→+∞
1
4
ˆ
Sn−1r,+
(gij,j − gjj,i)µidSn−1r,+ .
Thus, it remains to check that
(5.43) lim
r→+∞<
ˆ
Sn−2r
ω = 0.
Using (5.40) and restricting to Σ in the asymptotic region we have
(5.44) ω = 4〈∂α · ∂n · φ, ξ〉∂αy∂ndM + 〈O(r−τ ) · φ, ξ〉∂αy∂ndM.
Since ∂α∂nydM = dSn−2r = O(rn−2) we see that the last term in the right-hand
side integrates to zero at infinity. On the other hand, if † means transpose conju-
gation then (eα · en·)† = en · eα· and hence (∂α · ∂n·)† = ∂n · ∂α ·+O(r−τ ) by (5.40).
By using Clifford relations in the asymptotic region we get
0 = −2gαn
= ∂α · ∂n ·+∂n · ∂α ·
= ∂α · ∂n ·+(∂α · ∂n·)† +O(r−τ ),
which gives ∂α · ∂n· = O(r−τ ). Thus, the first term in the right-hand side of (5.44)
also integrates to zero as r → +∞. This completes the proof of Theorem 5.1.
With Theorem 5.1 at hand, we can easily produce a proof of Theorem 1.1 in the
spin case. First, it is immediate from (5.31) that a spin manifold as in Theorem
1.1 satisfies the mass inequality m(M,g) ≥ 0. Moreover, if m(m,g) = 0 then (M, g)
carries a non-trivial parallel spinor, say ψ. In particular, g is Ricci flat. Also, since
iν · ψ = ψ along Σ, we see after differentiation that AX · ψ = 0 for any X tangent
to Σ. Since (M, g) actually carries as many parallel spinors as the model space
(Rn+, δ), we conclude that Σ is totally geodesic and the rigidity statement follows
from Lemma 4.2.
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APPENDIX A.
THE PROOF OF PROPOSITION 3.3
In this technical appendix we present a proof of Proposition 3.3. The argument
follows from a series of lemmas which taken together establish the mapping prop-
erties of the operator T appearing in the proposition. Our proof is inspired by the
ideas in [CSCB], where the case of manifolds without boundary is treated.
Lemma A.1. If 2−n < γ < 0 there exists C = C(n) > 0 such that, for all u ∈ C2γ(Rn+),
we have
‖u‖C0γ(Rn+) ≤ C‖∆u‖C0γ−2(Rn+) + C
∥∥∥∥ ∂u∂xn
∥∥∥∥
C0γ−1(∂Rn+)
.
Proof. We set φ(x, y) = |x − y|2−n + |x − y˜|2−n, where y˜ = (y1, ..., yn−1,−yn) if
y = (y1, ..., yn). Observe that ∆xφ(x, y) = 0 for any x, y ∈ Rn+, and ∂∂xnφ(x, y) = 0
for any x ∈ ∂Rn+ and y ∈ Rn+. Then, for any y ∈ Rn+ with |y| < R , Green’s formula
yields
(n− 2)ωn−1u(y) = −
ˆ
x∈Rn+,|x|≤R
φ(x, y)∆u(x)dx
−
ˆ
x∈∂Rn+,|x|≤R
φ(x, y)
∂u
∂xn
(x)dσR(x)
+
ˆ
x∈Rn+,|x|=R
φ(x, y)
∂u
∂r
(x)dσR(x)
−
ˆ
x∈Rn+,|x|=R
∂φ
∂r
(x, y)u(x)dσR(x).
Choosing R ≥ 2|y| and using the fact that u ∈ C2γ(Rn+), one can check thatˆ
x∈Rn+,|x|=R
φ(x, y)
∣∣∣∣∂u∂r (x)
∣∣∣∣ dσR(x) ≤ C(n)Rγ .
Also, since ∣∣∣∣ ∂∂r |x− y|2−n
∣∣∣∣ ≤ C(n)R1−n ,
for any u ∈ Rn with R ≥ 2|y|, we get
ˆ
x∈Rn+,|x|=R
∣∣∣∣∂φ∂r (x, y)u(x)
∣∣∣∣ dσR(x) ≤ C(n)Rγ .
Hence, taking the limit asR→∞ in Green’s formula above and using the hypoth-
esis γ < 0 we obtain
(A.1) (n− 2)ωn−1u(y) = −
ˆ
x∈Rn+
φ(x, y)∆u(x)dx−
ˆ
x∈∂Rn+
φ(x, y)
∂u
∂xn
(x)dσ(x).
Since 2− n < γ, we can use the fact thatˆ
x∈Rn+
|x− y|2−n|x|γ−2dx+
ˆ
x∈∂Rn+
|x− y|2−n|x|γ−1dσ(x) ≤ C(n)|y|γ
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for any y ∈ Rn, so that it follows from (A.1) that
|y|−γ |u(y)| ≤ C
ˆ
x∈Rn+
|y|−γφ(x, y)∆u(x)|dx
+C
ˆ
x∈∂Rn+
|y|−γφ(x, y)
∣∣∣∣ ∂u∂xn (x)
∣∣∣∣ dσ(x),
≤ C
ˆ
x∈Rn+
|y|−γφ(x, y)|x|γ−2‖∆u(x)‖C0γ−2(Rn+)dx
+C
ˆ
x∈∂Rn+
|y|−γφ(x, y)|x|γ−1
∥∥∥∥ ∂u∂xn (x)
∥∥∥∥
C0γ−1(∂Rn+)
dσ(x)
≤ C‖∆u(x)‖C0γ−2(Rn+) + C
∥∥∥∥ ∂u∂xn (x)
∥∥∥∥
C0γ−1(∂Rn+)
,
which proves the lemma. 
Lemma A.2. Let (M, g) be an asymptotically flat manifold with g ∈ Mτ , τ > 0, and
boundary Σ, and let γ ∈ R. Then the following assertions hold:
(a) There exists C = C(M, g, γ) > 0 such that, if u ∈ C1,αγ (M), ∆gu ∈ C0,αγ−2(M) and
∂u/∂ηg ∈ C1,αγ−1(Σ), then u ∈ C2,αγ (M) and we have
‖u‖C2,αγ (M) ≤ C‖∆gu‖C0,αγ−2(M) + C
∥∥∥∥ ∂u∂ηg
∥∥∥∥
C1,αγ−1(Σ)
+ C‖u‖C0γ(M).
(b) Assume that g = δ outside a compact set and 2 − n < γ < 0. Then there exists
C = C(M, g, γ) > 0 and a compact set K ⊂M such that, for all u ∈ C2γ(M),
‖u‖C0γ(M) ≤ C‖∆gu‖C0γ−2(M) + C
∥∥∥∥ ∂u∂ηg
∥∥∥∥
C0γ−1(Σ)
+ C‖u‖C1(K).
In particular, if g = δ outside a compact set and 2 − n < γ < 0, then there exists
C = C(M, g, γ) > 0 and a compact set K ⊂ M such that, if u ∈ C0,αγ (M), then
u ∈ C2,αγ (M) and we have
‖u‖C2,αγ (M) ≤ C‖∆gu‖C0,αγ−2(M) + C
∥∥∥∥ ∂u∂ηg
∥∥∥∥
C1,αγ−1(Σ)
+ C‖u‖C1(K).
Proof. We can identify the end M∞ with Rn+\{x ∈ Rn+, |x| > 1} under the given
asymptotically flat chart. ForR ≥ 1 we will denote byKR the compact setM\{x ∈
M∞; |x| > R}. Finally, for any subset Ω ⊂M , we define ∂′Ω = Ω ∩ Σ.
For the proof of item (a), let us set A = {x ∈ M∞; 1 < |x| < 4} and A˜ = {x ∈
M∞; 2 < |x| < 3}. For R ≥ 1 we also set AR = {x ∈ M∞; R < |x| < 4R} and
A˜ = {x ∈ M∞; 2R < |x| < 3R} so that A1 = A and A˜1 = A˜. Let 0 ≤ χ ≤ 1
be a smooth cutoff function satisfying χ ≡ 1 in A˜ and χ ≡ 0 in M\A, and let
u ∈ C1,αγ (M). We set uR(x) = u(Rx) for x ∈ A and define a metric gR on A by
(gR)ij(x) = gij(Rx).
It follows from elliptic regularity that u ∈ C2,αloc (M) and
(A.2) ‖χuR‖C2,α(A) ≤ C‖∆gR(χuR)‖C0,α(A) + C
∥∥∥∥ ∂∂ηgR (χuR)
∥∥∥∥
C1,α(∂′A)
,
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for some C = C(M, g). Observe that
(A.3) ‖uR‖C2,α(A˜) ≤ ‖χuR‖C2,α(A) ,
(A.4) ‖∆gR(χuR)‖C0,α(A) ≤ C‖∆gRuR‖C0,α(A) + C‖uR‖C1,α(A)
and
(A.5)
∥∥∥∥ ∂∂ηgR (χuR)
∥∥∥∥
C1,α(∂′A)
≤ C
∥∥∥∥ ∂uR∂ηgR
∥∥∥∥
C1,α(∂′A)
+ C‖uR‖C1,α(∂′A) ,
so that
(A.6) ‖uR‖C2,α(A˜) ≤ C‖∆gRuR‖C0,α(A) + C
∥∥∥∥ ∂uR∂ηgR
∥∥∥∥
C1,α(∂′A)
+ C‖uR‖C1,α(A).
Expanding this in terms of C0 norms, multiplying by R−γ and rewriting the result
in terms of u and g, we get
(A.7) ‖u‖C2,αγ (A˜R) ≤ C‖∆gu‖C0,αγ−2(AR) + C
∥∥∥∥ ∂u∂ηg
∥∥∥∥
C1,αγ−1(∂′AR)
+ C‖u‖C1,αγ (AR).
Since this holds for R arbitrarily large, we conclude that u ∈ C2,αγ (M).
Combining (A.6) with a well-known interpolation inequality, namely,
‖v‖C1,α(A) ≤ ‖v‖C2,α(A) + C()‖v‖C0(A),
and procceding as in (A.7) we obtain
‖u‖C2,αγ (A˜R) ≤ C‖∆gu‖C0,αγ−2(AR) + C
∥∥∥∥ ∂u∂ηg
∥∥∥∥
C1,αγ−1(∂′AR)
+C()‖u‖C0γ(AR) + ‖u‖C2,αγ (AR).
Hence,
‖u‖C2,αγ (M\K2) ≤ C‖∆gu‖C0,αγ−2(M\K1) + C
∥∥∥∥ ∂u∂ηg
∥∥∥∥
C1,αγ−1(Σ\∂′K1)
+C()‖u‖C0γ(M\K1) + ‖u‖C2,αγ (M\K1),
which implies
‖u‖C2,αγ (M\K2) ≤ C‖∆gu‖C0,αγ−2(M) + C
∥∥∥∥ ∂u∂ηg
∥∥∥∥
C1,αγ−1(Σ)
(A.8)
+C()‖u‖C0γ(M) + ‖u‖C2,αγ (M) .
Let us now consider a smooth cutoff function 0 ≤ θ ≤ 1 satisfying θ ≡ 1 in K3
and θ ≡ 0 in M\K4. By elliptic regularity,
‖u‖C2,α(K3) ≤ ‖θu‖C2,α(K4) ≤ C‖∆g(θu)‖C0,α(K4) + C
∥∥∥∥ ∂∂ηg (θu)
∥∥∥∥
C1,α(∂′K4)
≤ C‖∆gu‖C0,α(K4) + C
∥∥∥∥ ∂u∂ηg
∥∥∥∥
C1,α(∂′K4)
+ C‖u‖C1,α(K4)
≤ C‖∆gu‖C0,α(K4) + C
∥∥∥∥ ∂u∂ηg
∥∥∥∥
C1,α(∂′K4)
+ C()‖u‖C0(K4)
+‖u‖C2,α(K4),
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so that
‖u‖C2,α(K3) ≤ C‖∆gu‖C0,αγ−2(M) + C
∥∥∥∥ ∂u∂ηg
∥∥∥∥
C1,αγ−1(Σ)
(A.9)
+C()‖u‖C0γ(M) + ‖u‖C2,αγ (M).
The estimate in item (a) follows immediately from (A.8) and (A.9).
In order to prove item (b), assume that g = δ in M\KR, R ≥ 1, and consider
a smooth cutoff function 0 ≤ θ ≤ 1 satisfying θ ≡ 1 in KR and θ ≡ 0 in M\K2R.
Since (1−θ)u has support inM∞, the restriction of (1−θ)u toM∞ can be seen as a
function v ∈ C2γ(Rn+). Hence, according to Lemma A.1, there exists C = C(n) > 0
such that
‖v‖C0γ(Rn+) ≤ C‖∆v‖C0γ−2(Rn+) + C
∥∥∥∥ ∂v∂xn
∥∥∥∥
C0γ−1(∂Rn+)
.
Since ‖u‖C0γ(M\K2R) ≤ ‖v‖C0γ(Rn+) we obtain
‖u‖C0γ(M\K2R) ≤ C‖∆gu‖C0γ−2(M\KR) + C
∥∥∥∥ ∂u∂ηg
∥∥∥∥
C0γ−1(Σ\∂′KR)
+C‖u‖C1(K2R\KR),
which clearly implies the estimate in item (b). 
Lemma A.3. Let (M, g) be as in Lemma A.2 and consider the operators L = ∆g +h and
B = ∂∂ηg + h¯ where h ∈ C
0,α
−2−(M) and h¯ ∈ C1,α−1−(Σ). If 2− n < γ < 0, we define by
T (u) = (Lu,Bu) the operator
T : C2,αγ (M)→ C0,αγ−2(M)× C1,αγ−1(Σ) .
If T is injective then there holds
(A.10) ‖u‖C2,αγ (M) ≤ C‖Lu‖C0,αγ−2(M) + C‖Bu‖C1,αγ−1(Σ),
for all u ∈ C2,αγ (M) and some C = C(M, g, γ, ‖h‖C0,α−2−(M), ‖h¯‖C1,α−1−(Σ)) > 0.
Proof. We retain the notation in the proof of Lemma A.2. We consider a smooth
cutoff function 0 ≤ θ ≤ 1 satisfying θ ≡ 1 in M\K2 and θ ≡ 0 in K1. Since
the support of θ is contained in M\K1, it makes sense to define θR, R ≥ 1, by
θR(x) = θ(R
−1x), which is supported in M\KR ⊂ M∞. Also, let us define the
metric gR on M by gR = θRδ + (1 − θR)g, so that gR = δ in M\K2R. For later use
we observe that
(A.11) g − gR = θR(g − δ).
By the last assertion in Lemma A.2 there exists C > 0 such that
‖u‖C2,αγ (M) ≤ C‖∆gRu‖C0,αγ−2(M) + C
∥∥∥∥ ∂u∂ηgR
∥∥∥∥
C1,αγ−1(M)
+ C‖u‖C1(KR′ )(A.12)
for some large R′ ≥ 2R.
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Let us first estimate ‖(L − ∆gR)u‖C0,αγ−2(M). Using the standard coordinate ex-
pression for the Laplacian we can verify that
‖(∆gR −∆g)u‖C0,αγ−2(M) ≤ C‖gR − g‖C0,α0 (M)‖∇
2
gu‖C0,αγ−2(M)
+ C‖gR − g‖C1,α0 (M)‖∇gu‖C0,αγ−1(M)
≤ C‖gR − g‖C1,α0 (M)‖u‖C2,αγ (M) .
Also, using (A.11) we have
‖gR − g‖C1,α0 (M) ≤ C‖θR(g − δ)‖C1,α0 (M)
≤ C‖g − δ‖C1,α0 (M\KR)
≤ CR−τ‖g − δ‖C1,α−τ (M\KR) ,
where the constant C is independent of R, which implies
‖(∆gR −∆g)u‖C0,αγ−2(M) ≤ CR
−τ‖u‖C2,αγ (M).
On the other hand, writing u = (1− θR)u+ θRu we have
‖hu‖C0,αγ−2(M) ≤ ‖h(1− θR)u‖C0,αγ−2(M) + ‖hθRu‖C0,αγ−2(M\KR)
≤ ‖h‖C0,α−2 (M)‖(1− θR)u‖C0,αγ (M) + ‖h‖C0,α−2 (M\KR)‖θRu‖C0,αγ (M\KR)
≤ C‖h‖C0,α−2−(M)‖u‖C0,α(K2R) +R
−‖h‖C0,α−2−(M\KR)‖u‖C0,αγ (M)
≤ C(‖u‖C0,α(K2R) +R−‖u‖C0,αγ (M)) ,
where the last constant C depends on ‖h‖C0,α−2−(M). Thus,
‖(L−∆gR)u‖C0,αγ−2(M) ≤ C‖u‖C0,α(K2R) + C(R
−τ +R−)‖u‖C2,αγ (M) .(A.13)
Similarly, if we make use of (2.12) we obtain∥∥(B − ∂
∂ηgR
)
u
∥∥
C1,αγ−1(Σ)
≤ C‖u‖C1,α(∂′K2R) +(A.14)
+C(R−τ +R−)‖u‖C2,αγ (Σ),
where C depends on ‖h¯‖C1,α−1−(Σ), so that (A.12), (A.13) and (A.14) lead to
‖u‖C2,αγ (M) ≤ C‖Lu‖C0,αγ−2(M) + C‖Lu−∆gRu‖C0,αγ−2(M)
+C‖Bu‖C1,αγ−1(Σ) + C
∥∥Bu− ∂
∂ηgR
u
∥∥
C1,αγ−1(Σ)
+C‖u‖C1(KR′ )
≤ C‖Lu‖C0,αγ−2(M) + C(R
−τ +R−)‖u‖C2,αγ (M)
+C‖Bu‖C1,αγ−1(Σ) + C‖u‖C1,α(KR′ ).
Hence, if we choose R large we finally obtain the key estimate
‖u‖C2,αγ (M) ≤ C‖Lu‖C0,αγ−2(M) + C‖Bu‖C1,αγ−1(Σ) + C‖u‖C1,α(KR′ ) .(A.15)
The rest of the proof of Lemma A.3 will follow by a contradiction argument
using the injectivity assumption and (A.15). Indeed, assuming that (A.10) does
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not hold we can choose {uj}∞j=1 ⊂ C2,αγ (M) satisfying
1 = ‖uj‖C2,αγ (M) ≥ j‖Luj‖C0,αγ−2(M) + j‖Buj‖C1,αγ−1(Σ) .
In particular, as j →∞,
(A.16)
{
Luj → 0 in C0,αγ−2(M) ,
Buj → 0 in C1,αγ−1(Σ) .
Since ‖uj‖C2,αγ (M) = 1 we can assume that {uj} converges in C1,α(KR′). Then,
using (A.15) with u = uj − uk, we see that {uj} is a Cauchy sequence in C2,αγ (M).
Hence, this sequence converges inC2,αγ (M) to some u ∈ C2,αγ (M) with ‖u‖C2,αγ (M) =
1. The fact that T = (L,B) is a continuous operator together with (A.16) implies
thatLu = 0 andBu = 0. Thus, u ≡ 0 by the injectivity hypothesis. This contradicts
the fact that ‖u‖C2,αγ (M) = 1 and concludes the proof of Lemma A.3. 
Lemma A.4. Let (M, g) be an asymptotically flat manifold as in Lemma A.3. If 2− n <
γ < 0 consider the operator
T : C2,α−γ (M)→ C0,αγ−2(M)× C1,αγ−1(Σ) .
given by T (u) = (∆gu, ∂u∂ηg ). If g = δ outside a compact subset of M then T is an
isomorphism.
Proof. We use the notation in the proof of Lemma A.3. We choose R large so that
g = δ in M\KR and consider the set M\KR ⊂M∞, which we still denote by M∞.
Then the diffeomorphism
φ : B+R−1(0)\{0} →M∞, φ(x) =
x
|x|2
extends to a coordinate system φ : B+R−1(0) → M∞ ∪ {∞}. Moreover, if {∂i}ni=1 is
the canonical frame on B+R−1(0), then φ induces the coordinate frame {φ∗∂i}ni=1 on
M∞ ∪ {∞}.
Let us define a metric g˜ = ζ4g on M , where ζ is a positive smooth function on
M satisfying ζ(φ(x)) = |x| for all x ∈ B+R−1(0)\{0}. Observe that g˜ can be extended
to a smooth metric on M ∪ {∞} = KR ∪M∞ ∪ {∞}, still denoted by g˜. In fact, for
any x ∈ B+R−1(0)\{0}, we have g˜φ(x)
(
φ∗∂i, φ∗∂j
)
= δij .
In this setting, let us consider the problem of finding u ∈ C2,αγ (M) satisfying{
−∆gu = f , inM ,
∂
∂ηg
u = f¯ , on Σ ,
(A.17)
for given f ∈ C0,αγ−2(M) and f¯ ∈ C1,αγ−1(Σ). Let us first assume that f and f¯ are
compactly supported.
By eventually multiplying f and f¯ by real constants and using the notation of
Section 4, this is equivalent to{
Lgu−Rgu = f , inM ,
Bgu−Hgu = f¯ , on Σ
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and using that Lg˜(ζ2−nu) = ζ−n−2Lgu and Bg˜(ζ2−nu) = ζ−nBgu, this becomes{
Lg˜v − ζ−4Rgv = ζ−n−2f , inM ,
Bg˜v − ζ−2Hgv = ζ−nf¯ , on Σ ,
(A.18)
where v = ζ2−nu. Now we shall find v ∈ C∞(M ∪ {∞}) solving{
Lg˜v − ζ−4Rgv = ζ−n−2f , inM ∪ {∞} ,
Bg˜v − ζ−2Hgv = ζ−nf¯ , on Σ ∪ {∞} ,
(A.19)
so that it solves (A.18) in particular. To that end it suffices to prove uniqueness for
this last problem. Thus, suppose that v satisfies{
Lg˜v − ζ−4Rgv = 0 , inM ∪ {∞} ,
Bg˜v − ζ−2Hgv = 0 , on Σ ∪ {∞} .
Then elliptic regularity implies that v ∈ C∞(M ∪ {∞}) and we shall see that ac-
tually v ≡ 0. Since multiplication is continuous in weighted Ho¨lder spaces (see
[CSCB, Lemma 1]), it follows that ζn−2v ∈ Ck2−n(M) for any k ≥ 0. But u = ζn−2v
satisfies {
∆gu = 0 , inM ,
∂
∂ηg
u = 0 , on Σ ,
which implies u ≡ 0, as we can check by a simple integration by parts. Hence,
v ≡ 0 and we have uniqueness for the problem (A.19). (In particular, T is injective.)
Thus, we can always find a solution v ∈ C∞(M ∪ {∞}) to (A.19) and hence a
solution u ∈ C2,αγ (M) to (A.17) in case both f and f¯ are compactly supported.
Let us now consider the general case where f ∈ C0,αγ−2(M) and f¯ ∈ C1,αγ−1(Σ).
We want to find u ∈ C2,αγ (M) such that (Lu,Bu) = (f, f¯). If 0 < α1 < α and
γ < γ1 < 0 we can find sequences {fj}∞j=1 ⊂ C∞c (M) and {f¯j}∞j=1 ⊂ C∞c (Σ) such
that, as j → +∞,
‖fj − f‖C0,α1γ1−2(M) → 0 , ‖f¯j − f¯‖C1,α1γ1−1(Σ) → 0 ,
and
‖fj‖C0,αγ−2(M) ≤ C‖f‖C0,αγ−2(M) , ‖f¯j‖C1,αγ−1(Σ) ≤ C|f¯‖C1,αγ−1(Σ) .
By the special case already proved, we can find uj ∈ C2,α−γ (M) so that (Luj , Buj) =
(fj , f¯j). It follows from Lemma A.3 that, as j, k → +∞,
‖uj − uk‖C2,α1γ1 (M) ≤ C‖fj − fk‖C0,α1γ1−2(M) + C‖f¯j − f¯k‖C1,α1γ1−1(Σ) → 0 ,
and
‖uj‖C2,αγ (M) ≤ C‖fj‖C0,αγ−2(M) + C‖f¯j‖C1,αγ−1(Σ) ≤ C .
Hence, we can assume that uj → u in C2,α1γ1 (M) for some u ∈ C2,αγ (M). As a
consequence, Luj → Lu in C0,α1γ1−2(M) and Buj → Bu in C1,α1γ1−1(Σ), as j → ∞, and
the result follows from the fact that Luj = fj → f in C0,α1γ1−2(M) and Buj = f¯j → f¯
in C1,α1γ1−1(Σ). 
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Proof of Proposition 3.3. First observe that all the operators T as in the proposition
are injective, as we can see by applying the maximum principle. Let C˜ be the set
of all these operators and let C ⊂ C˜ be the subset of isomorphisms. We consider C˜
with the operator norm topology. It follows from the Implicit Function Theorem
that C is open in C˜. We will prove that it is also closed.
We set X = C0,αγ−2(M), Y = C
1,α
γ−1(Σ) and consider X × Y with the norm
‖(f, f¯)‖X×Y = ‖f‖X + ‖f¯‖Y .
Let Tj ∈ C be a sequence converging to some T ∈ C˜ under the operator norm ‖ ‖op.
We shall prove that T is surjective.
Given (f, f¯) ∈ X × Y we must find u ∈ C2,αγ (M) such that T (u) = (Lu,Bu) =
(f, f¯). Let us write Tj = (Lj , Bj). By hypothesis, there exists uj ∈ C2,αγ (M) sat-
isfying T (uj) = (Ljuj , Bjuj) = (f, f¯), so that, by Lemma A.3, there exists C > 0
such that
‖uj‖C2,αγ (M) ≤ C‖(f, f¯)‖X×Y ,
for all j. In particular, uj is uniformly bounded in C2,αγ (M).
If we choose α1 ∈ (0, α) and γ1 ∈ (γ, 0), it follows from [CSCB, Lemma 3] that,
by eventually passing to a subsequence, we may assume that uj → u in C2,α1γ1 (M),
for some u ∈ C2,αγ (M).
We just need to prove that Ljuj → Lu in C0(M) and Bjuj → Bu in C0(Σ)
to conclude that (Lu,Bu) = (f, f¯). Observe that ‖T − Tj‖op → 0 implies that
‖L− Lj‖op → 0 and ‖B −Bj‖op → 0. We also have
‖Ljuj − Lu‖C0(M) ≤ ‖L(uj − u)‖C0(M) + ‖(Lj − L)uj‖C0(M) .(A.20)
The first term on the right-hand side of (A.20) converges to zero because uj → u
in C2,α1γ1 (M). As for the second one,
‖(Lj − L)uj‖C0(M) ≤ ‖(Lj − L)uj‖C0,αγ−2(M) ≤ ‖Lj − L‖op‖uj‖C2,αγ (M) → 0 ,
since ‖uj‖C2,αγ (M) is uniformly bounded. This proves that ‖Ljuj − Lu‖C0(M) → 0.
The proof that ‖Bjuj −Bu‖C0(Σ) → 0 is similar, which proves that C is closed in C˜.
Using the notation in the proof of Lemma A.3, we consider the family of metrics
gR for R ≥ 1, and observe that the operators of the form (−∆gR , ∂∂ηgR ) are isomor-
phisms, according to Lemma A.4. Thus, we just need to find a continuous family of
injective operators connecting one of those operators to T = (−∆gu+h, ∂∂ηg u+ h¯).
This is easily accomplished if we set Lt = −∆g(1−t)−1 + th, Bt = ∂/∂ηg(1−t)−1 + th¯
and define Tt = (Lt, Bt) for t ∈ [0, 1) and T1 = T . 
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