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Asynchrony of multimodal 
signals in real life 
 thunder & lightning 
 dubbing 
 subtitles in movies or video games 
 delays in online streaming or on 
Skype/facetime 
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Asynchrony of multimodal 
signals in research 
 thunder & lightning 
 dubbing 
 
 subtitles in movies 
or video games 
 delays in online 
streaming or on 
Skype/facetime 
 psychophysics 
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Perception of asynchrony – 
audiovisual integration (AVI) 
 thunder & lightning 
 dubbing 
 
 subtitles in movies 
or video games 
 delays in online 
streaming or on 
Skype/facetime 
 cause & effect 
 irritating to 
inacceptable 
 distracting to 
confusing 
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Asynchrony:  
speech-lips vs. speech-gesture 
 McGurk effect: 
 “fused percepts” 
(McGurk 1976) 
 temporal window of 
AVI: 
 lips up to 500ms 
before speech 
(Massaro et al. 1996) 
 speech up to 30 ms 
before lips 





 little research (yet) 
 synchrony is essential 
to production 
(e.g. McNeill 2005) 
 visual 160-360 ms 
before speech 
acceptable 
(Habets et al. 2011) 
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Do multimodal messages get 
the message across when the 
channels are not in synchrony? 
 
speech + lips   = yes (within a small 
     temporal window) 
 
speech + gestures =   ? 
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Study 1:  
Perceptual judgment study 




 conditions: head visible/obscured/invisible 





 visible: within known AVI window 
 obscured/invisible:  
>60% of people accepted  
-600 to +600ms 
for head-obscured conditions (p<.05) 
 Is speech-gesture synchrony less relevant? 
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But: Do the windows accepted  
differ from those reproduced?  
Caro Kirchhof  Bielefeld University 
Desynchronized speech-gesture signals 
still get the message across 
Studies 2 & 3: 
User-specified synchronization 
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Study 2 
 18 stimuli: 
 15 iconic gestures from Study 1 w/ blob with  
 5 pseudorandomized  initial asynchronies  
(277-1034ms) 
 Baseline: 3 “physical events” (hammer & snap) w/ 
902ms video advance 
 
 a slider-interface (ELAN) 
 20 participants (mean age 25, 6 male) 
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Study 2 - results 
physical events 
 audio first: 21/40 
 video first: 19/40  
 
 range: 
 (video first)  
-978 ms to +442 ms 
(audio first)           
 
 mean: +14 ms (stddev. 
246) 
gestures 
 audio first: 155/300  
 video first: 153/300  
 
 range:  
(gesture first)  
-1778 ms to +754 ms 
(speech first) 
 
 mean: -72 ms (stddev. 
422) 
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Study 3 – follow-up to study 2 
 19 stimuli: 
 gestures from Study 1 w/ blob: 
 6 iconic, 4 deictic, 3 emblematic 
 with 5 pseudorandomized initial asynchronies  
(277-1034ms) 
 6 “physical events” (book, clap, glass, keyboard, 
knock, champagne)  
 with 902ms video advance 
 
 23 participants (mean age 25, 12 male) 
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Study 2+3 - results 
physical events 
 audio first: 21/40 
 video first: 19/40  
 
 range: 
 (video first)  
-978 ms to +672 ms 
(audio first)           
 
 mean: +86 (stddev. 
214.4) 
gestures 
 audio first: 155/300  
 video first: 153/300  
 
 range:  
(gesture first)  
-1908 ms to +1216 ms 
(speech first) 
 
 mean: -54.5  
(stddev. 370.7) 
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Study 2+3 - results 
A wider temporal window for AVI is 
possible for speech-gesture stimuli than 
for physical events: The ranges from 
previous research do not hold. 
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Continua of Speech-Gesture 
Production & Perception  
After Kendon: 
(McNeill 2005, pp. 7 ff.)  
Hypothesis: 
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range: -607 to +1216 
median: - 141 
(stdev 284,4) 
range: -1908 to +778 
median: -44  
(stdev 386,4) 
range: -451 to +1171 
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Different gestures,  
different synchrony ties 
20 ckirchhof@uni-bielefeld.de 
• iconics: wider, flatter tolerance 
 
• deictics: preferred start before  
speech, still looser than physical events 
 
• emblems: even more preferred before speech  
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Findings 
1. Speech-gesture synchrony is tighter in 
production than necessary for 
perception. 
2. Synchronization for emblems is similarly 
critical as for deictics. 
3. Synchronization for deictics & emblems is 
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Do multimodal messages get 
the message across when the 
channels are not in synchrony? 
 
speech + lips   = yes (within a small 
     temporal window) 
 
speech + gestures = yes (within larger 
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Questions or comments? 
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Discussion 
 The hypothesis that gestures in general need only be 





 Deictic gestures correspond to deictic POS to which 
they are semantically/temporally bound. 
Their phases are short, the temporal window for AVI is small. 
 Emblematic gestures are redundant to certain POS to which 
they are semantically/temporally bound. 
Their phases are short, the temporal window for AVI is slightly 
larger. 
 Iconic gestures complement utterances. They do not target 
specific POS. 
Their phases are flexible in duration, the temporal window 








Speech-Gesture Synchrony in Perception 
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Alternative Hypothesis 
 In production, the gesture stroke is synchronized 
with the speech it corresponds to semantically 




 For perception, the duration of the gesture 
phrase is synchronized with the speech it 
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