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There are places where litter is acceptable and others where it is not. What is the
proper place for space junk? You could say it is the atmosphere: that abandoned
satellites and debris should be cremated, ashes to ashes, dust to dust. There’s a
contradiction here. We’ve placed junk where it is perpetually ‘out of place’ as a
human object, but in another sense, this is its natural place.
— Alice Gorman

CHAPTER 1

INTRODUCTION

1.1

Motivations

Nowadays, satellites are a pillar of the space industry by being the biggest
source of income for space companies and are invisible from the development of our
society. In fact, these objects that we will call Resident Space Objects (or RSO) are
orbiting around earth at a very high speed that can go up to 27,000 kph and allow
us some record breaking speed of telecommunications all around the globe. This new
opportunity for telecommunication, and earth observation data led some government
and companies to send a lot of RSO to fulfill current and upcoming needs. However,
this sudden appeal for the Low Earth Orbit (or LEO) leaves specialists perplexed and
worried since the beginning of the 80’s [1]: With all these objects being lauched month
after month, the danger of collision between them appeared despite how big is the
earth, and thus, how big space in LEO is in the common sense. This expected danger
turned to reality when the first in space collision was ever recorded. In 1996, on July
24th, The French small satellite ’Cerise’ collided with a space debris coming from
human space activity [2]. The space debris was the last and third stage of the French
launcher Ariane I of 1986. The debris broke the gravity gradient satellite’s mat and
1

left the RSO unable to control its attitude. This event didn’t have a significant impact
on how space was handled outside of France. The French government wrote the ’Loi
relative aux opérations spatiales’ (i.e. ’Space operations related law’) in 2008 [3].
This text describes the space operator status and enforces the return on Earth of all
objects sent from the French territory within 25 years after its period of operationnal
life. In 2009, on February 10th, the privately owned American satelllite, Iridium33, and a military Russian satellite, Kosmos-2251 collided with a relative velocity of
11.7 km/s, creating thousands of space debris that are still orbiting nowadays. This
collision occured between two operating satellites and was probably the first one to
worry scientists.
What worries the scientists is the possible domino effect, also known under
the name of Kessler effect [4], that would be caused by successive collisions. For each
collision, more debris are created, and the smaller they are, the more difficult they are
to track. And the more you may worry about your satellite if you are an operator.
This problem, and the fact of working to solve it as a whole is often called under
the name of ”Space situational awareness” or also ”Space Domain Awareness”. Two
types of solutions may exist. The first one that we may call active would consit of
directly cleaning space by launching spacecraft able to catch debris and unoperational
satellites and bring them back to a very Low Earth Orbit by using a robotic arm,
which would de-orbit these RSOs way faster due to the high athmospheric drag on a
very Low Earth Orbit [5]. Other projects are more focused on refueling old satellites
to boost their operation life length like a tanker aircraft would do with figther jets [6].
On the other hand, a passive solution that doesn’t require to launch anything in space,
2

and thus, use a lot of energy and ore is a permanent monitoring of the position of
all RSOs. Indeed, if we are able to locate, at any time where the operationnal and
unoperationnal satellites, rockets stages, and space debris resulting from collisions
are, we can supposedly predict, and therefore avoid collisions before they happen by
changing their orbit when we can [7].
So, the question is: ”What is the situation right now in space?”. Since the
Soviet Union put the first human originated spacecraft, Spoutnik, in 1957 on Low
Earth Orbit, the population of RSO consistently went up with time as you can see in
the Figure 1.1 [8]. Indeed, once an object is orbiting the Earth, it will take, at least,
decades to come back on Earth or be disintegrated in the athmosphere. But when
we consider higher orbit such as the geostationnary ones, this can go up to several
thousands of years.

Figure 1.1: Evolution of RSO population through time

3

Since debris and RSOs take so much time to be de-orbited, we can compare
this with a vicious circle: the more collisions there are, the greater is the risk, the
more difficult it is to manage the risk. And this can be seen on this Figure 1.1 as
the number of RSO only goes up through time.

1.2

Contributions

Being aware of the situation, we can explore and discuss about how this master
thesis can be a piece of solution for SDA in the future. The main problem of Space
Situationnal Awareness nowadays is the lack of knowledge and data of the RSO’s
location. In fact, we have access to a limited amount of observatories around the
Earth. And when these observatories spot what may be a space object, it is not
possible to know which object originated this observation. This second problem is
also designated as data association [9] since we can not associate some positional data
with a satellite’s identification. The research brought by this thesis might answer to
both of these problems by associating sensor tasking and Multiple Hypothesis Tree
(or MHT) [10] [11]. The first would be a solution to the lack of sensors. Whereas
the later would be an excellent solution to the data association problem. Other
challenges that we might face are the limited Field-Of-View (or FOV) of these Earthbased sensors and the sensor’s noise. Since these sensors are optic based, a photon
might be detected by the next door pixel to the one that was suppose to detect it.
Which would lead to an error in the observationnal data. We also have no idea of
the number of RSO we want to determine the orbits. Finally, in real life, a sensor
might give us some false detections by confusing a star with a satellite’s track, it can
4

also miss a track. In the end, we want to Develop an efficient and autonomous space
object detection and tracking methodology.
Nowadays, there are numerous space objects detection and tracking techniques. Some of them use in-space sensors [12], other use earth based sensors to
remotely determine orbits. The MHT is being studied for the past few years in order
to fulfill the data association problem [13]. And the first mention of this conecpt for
space object tracking come from the 90’s [14].

1.3

Assumptions

When we begin such a complex and vast project, we need to set some bondaries
and make some assumptions. Indeed, the goal is to reduce the amount of work before
obtaining the first results. In the case where the concept is not worth anything,
setting up the a complex and complete simulation only to end up with worthless
results would be a waste of time. Therefore, at the beginning of a project like this,
you want to make a simple version of the concept to make sure it works as intended.
It is what we call a proof of concept: We want to verify that an idea will function
and complete the task we wanted to complete.
In our case, we want to make sure that our idea will, once the algorithm is
written completly, be able to detect and keep track of the most objects around the
earth. During the project we were decided to not take into account the earth’s rotation
speed because to it would lead to a more complex algorithm for the initial orbit
determination and orbit determination. Moreover, we only work using a two-body
problem with the Earth and the tracked objects only. No Moon, nor Sun or bigger
5

planets of the solar systems are taken into account in the simulation’s perturbations.
To make the simulations even simplier and to focus more on the concept itself, we
don’t consider pertubrations such as the drag, J2 and the Solar Radiation Pressure
(also called SRP) [15].

Figure 1.2: Orbital sensitivity to Pertuation versus radius to the center of earth

The Figure 1.2 shows how the importance of the different pertubations we just
talked about. In this paper, it has been decided to not take them into account, but if
the proof of concept goes well, we might want to improve the accuracy of the model
by impletmenting them. Indeed, according to [16] we can see that, for LEO objects,
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all these perturbations combined can make the satellite oscilate periodicaly within a
20km zone. And here, we are only speaking of the semi-major axis.

7

CHAPTER 2

ORBIT DETERMINATION

2.1

Definitions

As discussed in the first chapter, we want to track the position of space objects.
And to do so, we need to be able to determine a precise orbit of these objects from
the observational data. This is called orbit determination. To determine an orbit,
we need some raw data to feed the orbit determination algorithm. Most of orbit
determination (or OD) algorithm are based on a batched least square method and
thus, need an initial guess that we don’t have directly from the raw data. Thus, the
very first step to determine an orbit from observations is to complete what we call the
Initial Orbit Determination (or IOD) [17] that will later be used as a guess for OD.
Once the orbit is determined properly, we can propagate the position and velocity
to any point in time. It can be a forward propagation, or a backward propagation,
meaning that we will obtain a position that happened in the past.
A satellite’s orbit is generally described by a total of 6 parameters that uniquely
describe the orbit. It is important to say that, since we are using a simplified model
without a lot of perturbations taken into account, Keplerian elements are ideal since
they represent a mathematical approximation of the trajectory at a particular time.
8

Keplerian elements describe a non-inertial trajectory. It means that the orbit described by these elements has the other body of the two-body problem at its center.
A single orbit is described by exactly six parameters:
• e - The eccentricity
• a - The semi-major axis
• i - The inclination
• Ω - The longitude of the ascending node
• ω - The argument of periapsis
• f - The true anomaly
With the first two elements only, we are able to describe the shape and size of
the orbit. With that being said, the eccentricity it goes from 0 to over 1 and represents
the shape, where 0 describes a circular orbit, 1 a parabollic orbit that is in fact not
a reality but just mathematically possible, and everything over 1 is hyperbolic. The
semi-major axis is the size and is determined by the sum of the periapsis and apoapsis
distances dived by two.
The next two elements allow us to get the plane of the orbit. The inclination
is how the orbit is tilted from the equator. Then Ω orients the orbit. The ascending
node is located at the intersection of orbit and the reference plane that refers to the
equator. Ω is an angle with origin the Vernal point, aka, the point on Earth that
crosses the equator and the greenwich meridien.

9

Finally, the last two elements locate the orientation of the orbit herself on that
orbital plane: ω is the angle between the periapsis and the ascending node. And the
true anomaly tells us where is our object on this completly defined orbit.

2.2

Initial Orbit Determination techniques

Let’s investigate on how we can determine these elements from observational
data. There are 6 keplerian elements for the 6 degree of freedom that a satellite has:
3 in position and 3 in velocity. The IOD method that we will use will depends on
the type of raw data we will have to work with. With an optic sensor, we will only
have an idea of line-of-sight. And one line of sight has 2 degree of freedom. Thus, we
woud need 3 line-of-sight and the time vector to lock all 6 degrees of freedom of the
orbit. Therefore, along this chapter will be shown the method we considered during
this thesis to use for the final algorithm.

10

2.2.1

Laplace’s method
This procedure, often called angle-only method was one of the first available to

determine an orbit from raw optical data. In fact, when Laplace revealed his work to
the world in 1780, he had only access to optical data since accurate range and rangerate measurements were unavailable. This method is able to estimate the position
and velocity of an on-orbit object at the second timestep in a set of 3 observations
by solving a two-body problem. A great thing with this method is the fact that it
works with data originated from different sensors around the Earth.
First, we define the line-of-sight unit vector, L̂ that we obtain from the observation site to the object.

L̂i =





cos δti cos αti














cos δti sin αti







sin δti









With (αti , δti ) the observational data gathered by the sensor, pairs of right ascension
and declination in term of time t. This unit vector, L̂ can be used to describe the
position of an orbiting object by the following equation:

⃗r = ρL̂ + ⃗rsite

(2.1)

Where ρ is the distance between the sensor and the observed object, and ⃗rsite the
observatory’s position. Furthermore, we can obtain the magnitude of this positon by
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taking the scalar product of equation 2.1

q
2
r = ρ2 + 2ρL̂ · ⃗rsite + rsite

(2.2)

We have the position expression and can obtain the velocity and acceleration expression by Differentiating 2.2:
˙
⃗r˙ = ρ̇L̂ + ρL̂ + ⃗r˙site

(2.3)

˙
¨
⃗r¨ = ρ̈L̂ + 2ρ̇L̂ + ρL̂ + ⃗r¨site

(2.4)

Since we are using a two body problem defined as follows:

−

µ
= ⃗r¨
r3

(2.5)

We can substitute the acceleration expression (Equation 2.4) and Equation 2.2 to get
this expression:
−

µ
¨
˙
(ρL̂ + ⃗rsite ) = ρ̈L̂ + 2ρ̇L̂ + ρL̂ + ⃗r¨site
r3

(2.6)

Which becomes, when we arrange the equation in a way that all the ρ’s are on the
left hand side, and all the ⃗r’s on the right hand side:

µ
µ
˙
¨
ρ̈L̂ + 2ρ̇L̂ + ρ(L̂ + 3 L̂) = −⃗r¨site − 3 ⃗rsite
r
r

(2.7)

While looking at the Equation 2.7, we can see that all the equation’s parameters are unknowns. Thus, we must continue our work and investigate. One solution
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that Laplace came up with is an interpolation. Nowadays, this method is called Lagrange interpolation. By applying a Lagrange interpolation, we can find a polynomial
that intersects with at least three arbitrary points. So the interpolation is able to
give us a polynomial from only three points of measures. Lagrange interpolation is
given as:
⃗r(t) =

n
X

⃗ri

i=1

Y t − tk
ti − tk
k̸=i

(2.8)

If we want to apply this Lagrange interpolation to our case and the line-of-sight
vectors, it would lead to replace the ⃗r by some L̂. Also, since we have 3 observations,
we would only have 3 terms:

L̂(t) =

(t − t2 )(t − t3 )
(t − t1 )(t − t3 )
(t − t1 )(t − t2 )
L̂1 +
L̂2 +
L̂3
(t1 − t2 )(t1 − t3 )
(t2 − t1 )(t2 − t3 )
(t3 − t1 )(t3 − t2 )

(2.9)

To fully solve 2.7, we do not only need L̂(t), but also its first and second derivative
to time t. Also, since we are using three observations, we will use the Lagrange
approximation to approximate the line-of-sight vector around the second state:

˙
L̂(t2 ) =

t2 − t3
2t2 − t1 − t3
t2 − t1
L̂1 +
L̂2 +
L̂3
(t1 − t2 )(t1 − t3 )
(t2 − t1 )(t2 − t3 )
(t3 − t1 )(t3 − t2 )

(2.10)

¨
L̂(t2 ) =

2
2
2
L̂1 +
L̂2 +
L̂3
(t1 − t2 )(t1 − t3 )
(t2 − t1 )(t2 − t3 )
(t3 − t1 )(t3 − t2 )

(2.11)

Right now, we have an expression for all the line-of-sight vectors that can be
found in Equation 2.7. However, we must find a way to express the expression relative
to the observatory location on Earth, rsite and its derivatives. By doing this, we make

13

the algorithm more general and able to compile with observations from a different
observation site. Since we know the Earth’s rotation speed, ωearth , it is pretty straight
forward:
r̂˙site = ω
⃗ earth × ⃗rsite

(2.12)

r̂¨site = ω
⃗ earth × ⃗r˙site

(2.13)

If we got back to the Equation 2.7, we have now an expression for all the
unknowns but the range ρ, its derivative, as well as the position magnitude, r. We
rearrange this equation in a matrix form since it will be more convinient to work
with.

 


ρ̈

 
 
˙ ¨

L̂ 2L̂ L̂ + rµ3 L̂ 
ρ̇ = − ⃗r¨site +
 
 
ρ


µ
⃗r
r3 site

(2.14)

We now have three equations, one for each derivative of the range, ρ. Laplace found
a possible way to solve them using Cramer’s rule [18]. Cramer’s rule is a formula in
linear algebra used to find a solution to a linear system of equations with as many
unknowns than equations. The solution is obtained in the form of a determinant by
replacing one column by the column vector of the right hand side of the equations.
Before we used Cramer’s rule, we must consider the determinant for the system of
equation:
¨
D = L̂ 2L̂˙ L̂
+

14

µ
L̂
r3

(2.15)

We can simplify this determinant by substracting the thrid column by the first
one time

µ
.
r3

Also, the determinant calculation rules allows us to extract the factor

2 from the second column and put it in front of the determinnant itself. We then
obtain:
¨
D = 2 L̂ L̂˙ L̂

(2.16)

We are now able to apply Cramer’s rule as explained before to solve for the
range. Since the range is represented by the thrid column of this determinant, we
replace this last column with the right-hand side of the initial Equation 2.7:

Dρ = −2 L̂ L̂˙ ⃗r¨site +

(2.17)

µ
⃗r
r3 site

To make our life easier solving this, we split the determinant in two parts. Where the
first part is called D1 and the second, D2 :

Dρ = −2 L̂ L̂˙ ⃗r¨site +

µ
⃗r
r3 site

−2

µ
˙
r3 L̂ L̂

µ
⃗r
r3 site

(2.18)

Since we are currently solving for the range, ρ, we can compute it by doing so:

ρ=

−2D1 2µD2
− 3
D
r D
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(2.19)

Since we have an expression for the range, we can now plug in it back in the
expression of the radius magnitude (Equation 2.2) that we previously squared:

r22 = (

−2D1 2µD2
−2D1 2µD2 2
2
− 3 ) + 2(
− 3 )L̂2 · ⃗rsite2 + rsite
2
D
r2 D
D
r2 D

(2.20)

Note the ’2’ indices that mark that fact that we used the Lagrange approximation at
the middle point with index 2. If we take the time to expand this expression 2.20, we
would get something like:

r28 + (

4L̂2 · ⃗rD1 4D12
4L̂2 · ⃗rD2 8D1 D2 3 4µ2 D22
2
6
− 2 − rsite
)r
+
µ(
−
)r2 −
= 0 (2.21)
2
2
D
D
D
D2
D2

For further simplifications, we take C = L̂2 · ⃗r. The result is the eigth-degree polynomial:

r28 + (

4CD2 8D1 D2 3 4µ2 D22
4CD1 4D12
2
6
− 2 − rsite
)r
+
µ(
−
)r2 −
=0
2
2
D
D
D
D2
D2

(2.22)

When we try to solve this polynomial equation, it turns out that up to eigth roots
exist. From these roots, Prussing and Conway [19] have shown that the roots we are
interessed in are real and positive. It may appear more than one root that satisfies
these requirements. This is the reason why we must use some extra data in order to
choose the correct root. Our strategy would be to propagate the final solution that
we find with all the ’correct’ roots, and compare with an extra observation data that
we have. Knowing the range, we can obtain the position using Equation 2.1.
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But for now, we only know the position. And to fully determine an orbit, we
also need the velocity. To do so, we use Cramer’s rule a second time. But this time,
we solve for the range velocity. Often called range-rate. Thus, the second column is
replaced by the right hand side of the initial equation:

Dρ̇ = − L̂ ⃗r¨site +

µ
⃗r
r3 site

¨
L̂

(2.23)

For convinience purposes, we split the determinant a second time:

¨
¨ − µ
Dρ̇ = − L̂ ⃗r¨site L̂
r3 L̂ ⃗rsite L̂

(2.24)

Where the first determinant of this expression is called D3 and the second one D4 .
Then, we solve for the range velocity, ρ̇:

ρ̇ = −

D3 µD4
− 3
D
r D

(2.25)

Now that we know the range-rate (velocity), we can compute the velocity of our object
knowing the line-of-sight vector of the middle point, the range previously found, and
finally the observation site’s velocity:

˙
⃗v2 = ρ̇L̂2 + ρL̂2 + ⃗r˙site2
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(2.26)

2.2.2

Double-r iteration
It has been said in the previous section about the Laplace initial orbit de-

termination method that it is relevant in the case of small angles and time between
observation. This is due to the fact that it uses the Laplace’s interpolation to determine the evolution of the L vectors in time. Unfortunately, since we want a model
that is robust enough to face eventualities, we can’t rely only on this method. What
if our measurements are done over more than one revolution? It would result a lot of
time in between observations. The result would be a bad interpolation and thus, a
bad result after IOD.
Thus, Escobal described in 1965 a new way to solve the angle only IOD problem. This new method can get a relevant orbit with observations that are far apart. It
uses a combination of numerical and dynamical techniques. There are 4 distinct parts
at this method: This first one guesses an orbit only from the available information.
Is called Double-r iteration and it will be explained in this section. It mainly consists
of determining intermediate guesses for the third section that will actually begin the
iterative process. The fourth and last step is just a differential correction
The mathematical and algorithmic loop details of the double-r iteration IOD
method can be found in the Appendix 5.
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2.3

Orbit Determination

As mentioned in the definitions rubric of this chapter, most orbit determination methods are based on a batched least square method. A least square method
estimation method is often used to find a model that represents the best a set of
data. It should also allows for the optimal determination of values or states within a
system. In our case, the model is the orbit of the object we are tracking and the set
of data is our observational data. A good example of a least square application is the
line of best fit.
A line of best fit is a straight line that best represents a given set of data.
Most engineers have drawn a line of best fit using an eyeball method by basically
trying to have the same amount of data point over and under the line. But it can be
done mathematically using the least square method. This method is pictured by the
following Figure 2.1.

Figure 2.1: Set of Data points; Line of best fit for this data set
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Mathematically, what we do to obtain the line of best fit is that we are looking
for the minimum of the sum of the distance between the data points and the line of
best fit. Speaking mathematically, we can summarize this statement this sum that
we try to minimize the follwing sum:

D=

X

Y (xi ) − yi

(2.27)

The line of best fit is obtained when we find the minimum of this sum.
As mentionned previously, we use a batched least square method to compute
to determine the orbit. Since all the work is done using Python, we used the function
′

leastsquare′ from the module ′ optimize′ of the scipy library. Applying the batched

least-square method to our data, we have the follwing summation that needs to be
minimized:
J(r̄0 , v̄0 ) =

n
X

(L̂i − Li )2

(2.28)

i=1

Where L̂i is the observationnal data at timestep i in the form of a line-of-sight vector.
And Li is the line-of-sight vector at the same timestep. This second vector is obtained
by propagating the position and velocity vectors: r̄0 and v̄0 from initial timestep to
the timestep i. This set of two vectors represents the initial guess needed to run this
least square method properly. Basically, this equation gives us the ’distance’ between
two vectors and square it to only keep the absolute value.
Having the initial guess in the form of r̄0 and v̄0 , the scipy function, least
square, will find a way to minimize the value of the Equation 2.28 that we introduced.
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It will iteratively compute the sum J with a new set of r̄0 and v̄0 until it finds the
minimum value. However, we found out quicky that this process takes a long time if
we only give this much information. This is the reason why the Python least square
method can also recieve a Jacobian matrix as an argument. Since the Jacobian matrix
is by definition the differential of a function for a specific value, the Jacobian matrix
will directly tell the function which will be the best guess for the next iteration.
Otherwise, without the Jacobian matrix in hand, the least sqaure method would
have to compute the result of the sum we want to minimize in both directions around
the current guess value in order to get the numerical differential. And this is done for
every iteration and takes a lot of time. The least square method’s approach toward
the minimum of the function will look like the Figure 2.2.

Figure 2.2: Next iteration point
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2.3.1

Derivation of the Jacobian Matrix
Here is the definition of the Jacobian matrix in our case:


P
n
δ L̄
δJ
 δr̄0   i=1 2(L̂i − L̃i ) δr̄0i 
dJ




= =

dt
P
n
δ L̄i
δJ
2(
L̂
−
L̃
)
i
i δv̄0
i=1
δv̄0




(2.29)

We also know by definition of the line-of-sight vector that :

L̂i =

r̄i
|r̄i |

(2.30)

Which gives us the opportunity to write the equation 2.29 as:






δJ


Pn

δ

r̄

 δr̄0   i=1 2(L̂i − L̃i ) δr̄0 |r̄ii | 
dJ
 

=
  = P

dt
n
δ r̄i
δJ
2(
L̂
−
L̃
)
i
i δv̄0 |r̄i |
i=1
δv̄0

(2.31)

In the equation 2.29 that represents the Jacobian matrix we will give to the least
square method, we don’t know either

δ r̄i
δv̄0 |r̄i |

or

δ r̄i
.
δr̄0 |r̄i |

First, let’s work on the first

and express it’s derivative in this way using the multiply rule:

δ r̄i
=
δv̄0 |r̄i |

δr̄i
|r̄ |
δr̄0 i

−

δ|r̄i |
r̄
δr̄0 i

|r̄i |2

In this equation we only know 3 of the 5 terms: |r̄i |, |r̄i |2 and r̄i are known and
δ|r̄i |
δr̄0

(2.32)

δr̄i
δr̄0

and

are unknowns. To get these two terms, we will use the state transition matrix, ϕ.

The state transition matrix, often called STM is by definition able to give the future
state vector of a system in a future time. This upcoming state can be obtained by
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the product of the STM with the initial state vector at time t0 . It is also important
to note that the state transition matrix is a approximation. Which means that we
would have some error if the time between the two states is big enough. See the
subsection 2.3.2 to learn more about the State-transition matrix.
Now let’s continue with the derivation of the Jacobian Matrix and how we can
find all the unknown terms that we have now. Let’s find a way to express

δ|r̄i |
δr̄0

in

something that we know.
 √

2 +r 2 +r 2
δ rix
iy
iz



  √ δr̄0x

  δ r2 +r2 +r2 
δ|r̄i | 



δ|r̄
|
ix
iy
iz 
= i=

δr̄0y
δr̄0y
δr̄0

  √


  δ r2 +r2 +r2 




δ|r̄i |
 δr̄0x 

δ|r̄i |
δr̄0z

ix

iy

(2.33)

iz

δr̄0z

Let’s now express the three partial derivatives to their respective axis:



δrix
 δr0x

+


1
δ|r̄i |
 δrix +
=q

δr̄0
2
2
2  δr0y
rix + riy + riz

δrix
+
δr0z

δriy
δr0x
δriy
δr0y
δriy
δr0z

+

δriz
δr0x 

+

δriz 
δr0y 

+




δriz
δr0z

(2.34)




It is now good to remember and look at the State-transition matrix in the section 2.3.2.
There we find that the terms of the 3 by 1 matrix in the equation 2.34 are defined as
elements of the State Transition matrix. Therefore, all terms of the Jacobian matrix
are now clarified.
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2.3.2

State Transition Matrix for a Keplerian Motion
In this subsection of the orbit determination part, we will derive the state

transition matrix that is required to have in order to obtain the Jacobian [20], and
thus, accelerate the orbit determination process. Since an analytical solution exists
for the two-body problem (get the reference here), there is also an analytical solution
that can be obtained for the state transition matrix of the two-body problem. Thanks
to (reference for x(t) with F and G), we can express the position and velocity vector,
r(t) and v(t), as a non linear function of time and the initial conditions: r0 = r(t0 )
and v0 = v(t0 ).








r(t) F · I3x3 G · I3x3
 x0
=
x(t) = 


 
Ḟ · I3x3 Ġ · I3x3
v(t)

(2.35)

Where F and G are only scalar coefficients. Their derivatives and themselfs are given
as:
a
(1 − cos Ê)
r0
√
µa
Ḟ =
sin Ê
rr0
s
a3
(sin Ê − Ê)
G = ∆t +
µ
F =1−

a
Ġ = 1 + (cos Ê − 1)
r
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(2.36)

(2.37)

(2.38)

(2.39)

With ∆t = t − t0 and E = E − E0 . Now, we can define the state transition matrix
for this nonlinear system as [21] [22]:








δr
Φ11 Φ12   δr0



Φ =
=
δ ṙ
Φ21 Φ22
δr0

 

δr
δ ṙ0 
δ ṙ
δ ṙ0




(2.40)

This matrix is a 6 by 6 matrix for the 6 degrees of freedom of a two-body problem.
this Φ matrix can be broken into four 3 by 3 matrices defined as follow:

Φ11 =

r̄
1
δv̄δv̄ T + 3 (r0 (1 − F )r̄r̄0T + C v̄r̄0T ) + F · I3x3
µ
r0

(2.41)

C
r0
(1 − F )(δr̄v̄0T − δv̄r̄0T ) + v̄v̄0T + G · I3x3
µ
µ

(2.42)

Φ12 =
Φ21 = −

1
1
µC
1 T
1
T
T
δv̄r̄
−
r̄δv̄
−
r̄r̄
+
Ḟ
(I
−
r̄r̄
+
(r̄v̄ T − v̄v̄ T )r̄δv̄ T ) (2.43)
3x3
2
3
2
3
2
r0
r
r r0
r
µr
Φ22 =

r0
1
δv̄δv̄ T + 3 (r0 (1 − F )r̄r̄0T − C r̄v̄0T ) + Ġ · I3x3
µ
r

(2.44)

With δv = v − v0 and δr = r − r0 . And where, in this case:
s
C=a

a3
(3 sin Ê − (2 + cos Ê)Ê) − ∆ta (1 − cos Ê)
µ

(2.45)

This big 6 by 6 matrix is then very useful to determine the future state of a
two-body system. Thanks to this, it is also able to determine a future difference in
position and velocity. See the Figure 2.3 where we call the true initial state r̄0 , v̄0
and actual final state r̄f , v̄f . The states labelled 1 and 2 can both represent states
obtained from observations.

25

Figure 2.3: State Transition Matrix utility

It is found that, having the initial difference between the two initial states, we
are able to find the delta in any future state, using the following equation:








∆r̄1 
∆r̄2 

 = Φ





∆v̄1
∆v̄2

(2.46)

Even though this ability is not used in the least square method, it is a pretty
good thing to have in hand if we need to check a result rapidly and analyticaly without
using a propagation method.
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CHAPTER 3

MULTI-HYPOTHESIS TRACKER

3.1

MHT introduction

As introduced in the first chapter of this thesis, the whole idea behind is
to use orbital mechanics along with a multiple hypothesis tree or tracker. If you
remember, when an Earth based sensor gathers some observational data using optics
or radars, it has no idea what it is currently observing. The result of this is an
uncertainty or ambiguity in assessing the origin of the measurements. But having
an idea of the current state of art tells us this is a very deep problem: most filters
such as Kalman and Particle assume the measurements to have been originated from
the target being tracked. If it is not the case, it will lead to some wrong estimates
and eventually lost tracks. The use of the Multiple Hypothesis Tree, also call MHT,
might give us a solution to our data association problem. In fact, by taking all
possible combinations of (old and new) to measurements association over sequential
time steps, one can run standard filtering algorithms for each combination and assess
the feasibility of the orbits to extract the true orbits. When this is completed, we are
able to use the Kalman filter [23], Particle filter [24] or finally a Gaussian sum mixture
filter [25] [26]. In addition to taking all the possible combination of observations, it
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also maintains probabilities for each branch of the tree. These probabilities indicate
the confidence that we have in this branch (observations combination) to be a feasible
track [27] [28] [29].

Figure 3.1: Example of a Multiple Hypothesis tree

In this thesis, we consider angle measurements and also range-range rate.
While the first provides some line-of-sight measurements from topo-centric observa-
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tion stations, the later can provide some range information as well as some range
rate. It also provide some rough angle information. Since most of the thesis was
conducted working with angle only methods for IOD, the process explained will be
suitable only for the use of these methods. The two angle-only methods that are
Laplace and Double-r will be extensively used to quickly estimate orbital elements of
the branches, and prune unlikely branches in order to restrict the exponential growth
of the tree.
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3.2

Building the MHT

Now that we are aware of what a Multiple Hypothesis Tracker is, we need to
know how to build it in a way that all the combinations of data association can be
found in it. The Figure 3.3 shows an example of how the MHT tree is built as new
measurements are gathered every timestep.

Figure 3.2: Example showing the Growth of the MHT tree

At the first timestep, k = 1, it turns out only one measurement was gathered
(m = 1). One root is created. Later on, at timestep k = 2, two measurements were
observed. The result is the creation of three new branches attached to the existing
branch: two being the measurements at this timestep, and the thrid being an ’empty’
measurement. This empty measurement is very important to keep in mind because it
helps the MHT tree to be as robust as possible. In fact, the sensor may have missed
a RSO during this timestep, and it may appears again in the next upcoming ones.
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The RSO might also not be in the field of view of the sensor anymore, the empty
measurement figures the MHT waiting for it to comes back in sight. Finally, the two
new measurements of the timestep are added as new roots for futrue branches. This
is to into account for possible new tracks originating from these measurements and
new space objects. This same process is repeated for the two measurements observed
again at time step k = 3. Each branch from a leaf-node of the tree to its root node,
corresponds to a possible track of a satellite. As you may imagine, since we are
creating new roots and adding (m + 1)n branches to the already existing branches,
the MHT tree is expected to grow very fast. Therefore, the need of limiting its growth
is pressing.

3.3

Pruning the MHT

As said before, there is a need in slowing the tree’s growth over time. To do so,
IOD methods that were presented in the Chapter 2 are used to quickly estimate orbital
parameters for the leaf nodes and even eliminate them. In the next subsections, the
process of prunning the tree or removes branches will be explained. A simple example
will be conducted throughout the whole Pruning the MHT section: a basic Multiple
Hypothesis Tracker Tree is built as follow:
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Figure 3.3: Example: Initial Tree before filtering

Every timestep, the measurements are added to the tree as described in the
previous section. Then, the process of pruning the tree can start. The first filter that
is applied is called Unscented Kalman Filter, also called UKF.

3.3.1

Unscented Kalman filter

3.3.1.1

Presentation and Definition

The unscented Kalman filter was presented by Julier and Uhlman [30]. The
main asset of a Kalman filter is the propagation of a Gaussian veriable through the
system dynamics. An Extended Kalman Filter (EKF) propagates the system using an
initial approximated state distribution. This initial state is a gaussian approximated
by the mean of it. This state distribution is then propagated analyticaly through
the first order linearization of the non linear system [31]. On the other hand, an
Unscented Kalman Filter also chose an initial approximated state distribution [32],
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but this time, the state is represented using a minimal set of carefully chosen sample
points. Since UKF uses a few points, they capture the mean and covariance of the
initial state and is way more accurate. In the UKF, these points of measurments are
called sigma points. The UKF is also able to reach the thrid order linearization using
Taylor’s series.

Figure 3.4: Gaussian approxiamation around the mean and other sigma points

As the Figure 3.4 shows, when a UKF is performed, some strategic points are
taken within the original gaussian defined in blue. When the state is propagated
in time, these points’ state will be computed in order to retrieve the gaussian at a
future state. If a point that falls within the original gaussian is propagated to the new
state, it will stay in the new state’s gaussian. The number of sigma point is defined
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following the equation:
n = 2N + 1

(3.1)

Where N is the number of degree of freedom of the system. In the case of a RSO
orbiting the Earth, there is 6 degree of freedom: 3 for the position and 3 for the
velocity vector. Thus, the number of sigma points in the algorithm is 13. Now,
another question that has to be answered is how the sigma points are determined in
space within the gaussian. And this is defined as follow:

χ0 = µ

χi = µ + (
χi = µ + (

(3.2)

p
(N + λ)Σ)i

p
(N + λ)Σ)i−n

for i=1,2,...,N

for i=N+1,2,...,2N

(3.3)

(3.4)

In these eqaution, χ are the sigma points, µ the mean of the gaussian, λ the scaling
factor and Σ, the Covariance matrix. The scaling factor tells us how much far from
mean the sigma points have to be choosen. In other words it just represents the confidence that we put in the gaussian. Another big asset of the UKF is the wieght of the
sigma points. Each points have their own importance that is defined mathematically:

w0 =

wi =

1
2(N + λ)

λ
N +λ

(3.5)

for i=N+1,2,...,2N

(3.6)
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Now that we know the specific points that will be propagated, and their respective
importance (weight), we can compute the future Mean and Covariance of the Gaussian. The following equation enables to retrieve the future Gaussian after it passes
through the non linear function g that represents the system:

′

µ =

2N
X

wi g(χi )

(3.7)

i=0

′

Σ =

2N
X

′

′

wi (g(χi ) − µ )(g(χi ) − µ )T

(3.8)

i=0

With g, the non linear function used to get the system from one point to the other.
To conclude on the presentation of the Unscented Kalman Filter, it is able
to get a future mean and covariance of a system with current mean and covariance
as inputs. I create and use strategic points to best represnet the Gaussian where
measurements can fall into.

3.3.1.2

The Use of UKF

Now that UKF’s has been introduced properly, its use in the researsh will
make more sense. The logic behind the algorithm is a big iterative loop. For each
iteration, the new measurements will be added to the tree as explained in the 3.2
section. The first tool that will be used to prune the MHT tree is the UKF. So
for every possible branches, a list of the nodes belonging to this branche and their
attached measurement is made. Since an Unscented Kalman Filter needs some mean
and covariance as inputs, a prior Orbit Determination has to be made to provide
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these inputs. Therefore, only the branches with some Orbit Determination results
and thus, long enough, are kept for the UKF.

Figure 3.5: Representation of the covariance test

The Figure 3.5 summarizes the process of filtering new measurements using
an Unscented Kalman Filter. When a branch has some orbit determination data like
represented in the figure, the algorithm takes this data and propagate it to the current
timestep. During this propagation the mean and the standard deviation is computed
using using the 13 Sigma points defined in the UKF method. On the Figure, the mean
is pictured by the black dot, and the standard deviation by the blue ellipse. Since
the information of the mean position and standard deviation of the supposed RSO
are known for the current time, the algorithm checks wether or not the measurements
attached to the branch studied currently within the covariance given by the UKF. If
the measurement belongs to the covariance, it is mathematically more likely that this
measurement has been originated by the supposed RSO that originated the whole
branch. On the other hand, if the measurement does not fall within the covariance’s
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shell (pictured in orange on the figure), the measurement will be set as inactive for
this branch. The threshold used for this filter is 3σ, meaning that the covariance used
for this test is 3 times bigger than the standard deviation.
How did the MHT used as an example would change after this stage? Well
obviously, this filter needs a long enough branch to be used, so the new branches
wouldn’t be affected by it. On the example, our tree has only 3 nodes long branches
as maximums. However, if a decently long branch is considered and connected before
the m1 measurement at k = 1, then a decent demonstration can be made: if some
OD has been done at k = 1, then the UKF filter can be used on the branch and his
nodes. On our example, only m1 at k = 2 and m2 at k = 3 remain after the UKF as
shown on the following figure.

Figure 3.6: Evolution of the MHT during a covariance test for 2 timesteps
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3.3.2

IOD and OD filtering
The main idea behind prunning the MHT tree using IOD and OD method is a

score based pruning. In other words, we will compute some scores for each branches
and remove the branches with a score greater than a thershold. One could imagine a
method that uses only IOD techniques. But since they rely on 3 measurements plus
one for the selection of the root, these IOD techniques are really suceptible to the
noise of the sensors used (mainly optics in our case): While the double-r iteration
method can handle long timesteps in between measurements, the Laplace method is
very sensitive the time between measurements and would fail to give any good results
if the total angle between the first and last measurement is greater than 90 degrees.
Both IOD methods can fail to produce a solution and many times can produce
a wrong solution that would make the process of eliminating a branch unreliable. The
solution that was found was an association of IOD and OD.
In the study, the algorithm scans all the active branches and gather the information of theses branches. Later on, for each branch, up 5 initial orbit determinations
will be conducted. Let’s say the branch currently under study has 10 measurements
originated from the same observatory as pictured on the Figure 3.7:
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Figure 3.7: Branch example

The 3 measurements of the 5 IOD that are conducted are selected following
these rules:
M1 = N m

(3.9)

M2 = N m − 1 − i

for i=1,2,...,5

(3.10)

M3 = N m − 1 − 2i

for i=1,2,...,5

(3.11)

In our example, the only 4 different measurement combinations exist as shown in the
following table:

Table 3.1: List of measurements combination for the 10 data points example
Combination n°

M1

M2

M3

1
2
3
4
5

10
10
10
10
10

9
8
7
6
5

7
5
3
1
-1
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The algorithm will proceed to do the Initial Orbit Determination for all these
combinations. All these IOD results will be kept along with all the IOD data already
saved on the branch. All IOD results of the branch are then propagated to the leafnode. The idea behind this process is that the more IOD data we gather, the better
will be our panel of choice for the orbit determination initial guess. The next question
is now how the best IOD choice is determined. The chosen method is to compute
the scores by doing a batched least squares for all of them. The IOD result with the
smallest score will be kept to be used as an initial guess for Orbit Determination.
This score, obtained by batched least square follow the following equation:

s(i) =

n
X

(L̂k − Lk )2

(3.12)

k=1

Where s(i) is the score for the IOD result number i, n is the number of measurements
on the branch, L̂k , the actual measurement at the timestep k on this branch, and
finally Lk , the measurement the sensor would have seen at this same timestep k if
the RSO had the orbit described by the IOD. The Figure 3.8 shows how a simplified
version of the situation.
On this figure, the blue dots represent the data gathered by the sensors. On
the other hand, the orange dots represent what the measurement would have been if
propagated backward in time from the IOD data currently studied. It can be seen
that at three different timesteps, the dots are mixed. This is normal since the IOD
result was obtained using these 3 points. So, the orbit resulting from these 3 points
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have to go through these points. The figure simplifies the problem and represents it
in 1-Dimension.

Figure 3.8: IOD score calculation scheme

The score of the IOD result is simply the sum of the squared distances between
the two dots for each timestep:
s=

n
X

Dk2

(3.13)

k=1

Unfortunately, and as mentionned in earlier this section, IOD alone is not
reliable enough to discriminize good and bad branches. Thus, Orbit determination
is used to fulfill this mission. The score of IOD results are compared and the result
with the lowest score is selected and used as an initial guess for Orbit Determination.
Once the algorithm determined the best IOD results of all active branches, it
will proceed to use the Orbit Determination process as shown in the Chapter 2. For
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all active branches, the OD will run using all past measurements on the branch and
the best IOD data as a guess. The new optimized orbit will be stored as OD data in
the current leaf-node of the branch. Furthermore, this newly obtained orbit is used to
compute the OD-leaf-score. This score is calculated the same way as the IOD score.
Once all the branches went through this IOD and OD association, the algorithm has everything in hand to remove the bad branches: if the OD leaf-score is
greater than a threshold, then the last node can be set as inactive.

3.3.3

Branch isolation
Once a branch is considered reliable, meaning that the IOD and OD scores are

below the set threshold, it is time to isolate the branch. The idea behind the process is
that is a branch is reliable, it means that the object that originated the measurements
of the branch can’t orignate any other banches. Thus, isolating a branch involves the
process of deleting all other branches that have any common measurement.
The problem can be schemed by the Figure 3.9. On this figure, all the leafnodes and their score are pictured and represented by the blue dot. Furthermore, if
there is an edge between two nodes, it means that there is a common measurement
within these two leaf-nodes’ branches. If it turns out two branches have common
measurements, the branch related to the leaft-node with the highest score will be
kept. The Figure 3.10 shows how the branches of the Figure 3.9 would be isolated.
The following process completed: iteratively, the node with the smallest error is
selected. And all the connected nodes are deleted with their relative branches.
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When the branch isolation is completed, the size of the MHT tree is considerably reduced. However, the drawback of this is that this process may remove true
branches that do not have reliable IOD and OD estimates yet. Thus, this branches
isolation process is not repeated every timestep of the simulation but only when the
tree becomes too big.

Figure 3.9: Branch network
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Figure 3.10: Branch network after isolation
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CHAPTER 4

RESULTS

In this last chapter, the results were obtained by running the previously described algorithm will be shown and analysed. Since the goal of this work is to
conduct a proof of concept, multiple simulations will be shown and described along
this chapter. Numerical simulations will be used to illustrate how well or bad the
Multiple Hypothesis Tracker is able to detect the space object and determine their
orbits. Even though the MHT technique could be used for all type of orbits, the only
type that we considered was elliptical orbits. Thus, for all simulations, the orbits that
we want to retrieve are randomly generated with the following orbital parameters:
• e - [0,1]
• a - [7000, 12000]
• i - [0, 2π]
• Ω - [0, 2π]
• ω - [0, π]
• f - [0, 2π]
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Following, a table summarizing all the objects and their randomly generated
orbits:

Table 4.1: Studied objects and their orbits
Object n°

a

e

i

Om

om

f

1
2
3
4
5
6
7
8
9
10

11507
10034
9674
11674
9511
9260
11575
8335
11465
11635

0.308
0.200
0.096
0.0765
0.032
0.091
0.416
0.097
0.330
0.150

0.324
2.561
2.195
1.681
1.590
0.782
2.348
0.862
0.355
0.516

1.227
0.141
1.883
1.921
2.139
2.567
1.874
2.262
1.498
0.910

2.385
0.529
2.126
2.265
1.250
2.699
1.911
2.728
2.282
1.471

0.667
4.252
1.976
4.547
6.245
3.629
3.914
3.706
2.813
6.176

Moreover, in all simulations, we consider three observatories around the world.
The sensors have a fixed conic field of view with half angle of 34.5°. These location
are far appart in order to cover the Earth’s sky to the maximum:
• Attacama, Peru - [23.0223°, 67.753°]
• Pressagny-L’Orgeuilleux, France - [49.133°, 1.44°]
• California - [35.28°, 116.783°]
The figure 4.7 shows the Earth in blue, the three observatories and their Field Of
View in red. When a space object is within a red cone that represents the FOV of
a sensor, it means it is observable. Thus, when an object is observable at a given
timestep, the sensors will return the observation originated by the said object.
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Figure 4.1: The earth, in Blue, and the 3 FOVs

4.1

First Simulation

The first simulation that was developed takes 10 space objects into account
on a timeframe of three days and a 1 minute long timestep. As said previously, these
object’s orbits are generated randomly. Moreover, it has been said in the assumptions
subsection of the first chapter that we take into account the sensor’s noise. Thus,
when a simulated object is observed, the observational data is slightly biased by
a small random noise characterized by angles. The simulation of clutter and false
positives are simulated by the fact that random measurements are added within the
FOV of the sensors. It will help us to prove how robust our tree pruning strategy
is against reality. In this first simple simulation, the OD process will not be given
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the analytical Jacobian matrix. As a consequence, we expect this process to take
quite long, but without biasing the result: the only change in the process would be
that the least square method now have to numerically determine the jacobian matrix
everytime in order to get the next guess point.

Figure 4.2: Simulation state at timestep k=1
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Figure 4.3: Simulation state at timestep k=81

Figure 4.4: Simulation state at timestep k=142
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Figure 4.5: Simulation state at timestep k=378

Figure 4.6: Simulation state at timestep k=576
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Figure 4.7: Simulation state at timestep k=754

On all these past figures, the true trajectories of the simulated space objects
are represented using black. And the red lines represent all the determined orbits
resulting from the MHT. At the timestep k = 1, we don’t have any data yet. Thus,
we only the Earth and the three FOV are pictured. If we wait for about 80 minutes
(timestep k = 81), we can spot some orbits that have been drawn. There are 10
in black, representing the true simulated objects. We can only see 3 groups of red
trajectories, which means that only 3 RSOs have been spotted by the three sensors.
As by now, it looks like the determined orbits are pretty close to the actual orbits: we
can’t see the black trajectory of an RSO when this RSO have been detected because
the red trajectory completly covers the black. When the simulation past the timestep
k = 142, most of the RSOs have been detected and cataloged. Indeed, only 3 of the
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10 are still missing after less than two hours and a half in the simulation. To talk
about accuracy, the red trajectories are still all covering the black ones. At k = 378,
All the space objects have been spotted in the simulation. However, we see for one
of the object that the determined orbit does not cover the true one. There is not
a lot more to say for now since these figures only show a very rough picture of the
results. Fast forward towards the end of this example, all objects have been detected
within 6 hours in the simulation. And there are apparently no determined orbit that
or not closely related to an actual simulated object. It is safe to say the concept that
consits of an association between MHT and orbit determination works efficiently for
a simple example.

Figure 4.8: Eccentricity vs. semi-major axis at k=754
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Figure 4.9: Inclination vs. Eccentricity at k=754

Figure 4.10: Longitude of the Ascending node vs. Inclination at k=754
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Figure 4.11: Argument of Periapsis vs. Longitude of the Ascending node at k=754
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These past Figures are quite insightfull. They picture the accuracy of the
determination of some orbital elements versus other orbital elements after around 9
hours in the simulation. Firsty, on all these Figures, the black star represents the
true orbit of the object. And the red dots represent all the determined orbits. The
first thing we spot that we did not notice in the previous figures, is the fact that
for one object, there are usually several orbits. Indeed, on all these Figures, we
see some clusters around the true orbital elements. This is due to the fact that in
addition to adding the measurement to an existing branch, we also create a whole
new branch. The result is that everytime an object is detected by a new sensor or
during a new revolution, a new branch is created. It is however important to note the
previously existing branch is still being grown by these newly added measurements.
Consequently, one of the further improvment that we can think about is dealing with
these clusters by only keeping the oldest one. In other words, the one with the most
measurements.
Let’s now talk a little bit more about the accuracy with which the object’s
orbits are determined. Firsty, on the Figure 4.8, it can be seen that the clusters
are forming a straight line on the semi-major axis. This can be interpreted in many
different ways, but the main one we can think about is that our process is more
performant in getting the eccentricity over the semi-major axis. We also notice a rough
correlation between how the eccentricity increases and how the clusters are spreaded
around the actual orbit. Moreover, if we look at the following figure, the figure 4.9
we notice the same correlation while the eccentricity is compared to another orbital
element: the bigger the eccentricity is, the bigger get the clusters. One hypothesis that
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explains this, is that the Laplace method used here struggles when the eccentricity
grows too much. The Figure 4.10 is the perfect example. It shows how pinpoint
the determination of the two orbital elements of Inclination and Longitude of the
ascending node are: all the clusters are extremly small. On the final figure of the
simulation, the Figure 4.11, most clusters stay small except for one. Moreover, it
turns out that on all these figures, the orbit for which the related cluster is big is
always the same. And this is the one with the biggest eccentricity and semi-major
axis.
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4.2

Second Simulation

This second simulation was quite bigger than the first one. Indeed, 100 objects were in the simulation this time and only one observatory was used to gather
the observational data. For this bigger simulation, the Analytical jacobian matrix
was used and given in to the least square method that proceed to do the Orbit Determination. It is found that for the same amount of data points, the leas-squares
method takes roughly half the time it used to take without the jcabobiaan matrix.
Thus, the Jacobian matrix ends up to be very important to make the whole process
faster. Following you will find some figures that summarize different states of the
simulation by showing the same Figures as the first simaultion.
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Figure 4.12: Simulation summary at timestep k=5
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Figure 4.13: Simulation summary at timestep k=81
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Figure 4.14: Simulation summary at timestep k=142
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Figure 4.15: Simulation summary at timestep k=378
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Figure 4.16: Simulation summary at timestep k=559
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Unlike the first simulation, some plots of the simulations at different timesteps
are shown. This is allows us to see how rapidly most of the oobjects are detected and
tracked by our method: within 7 hours in the simulation, at timestep k = 378, only
one object (black star) has not been detected. So, even with 10 times more object
than the first simulation and only one sensor on the Earth’s surface, almost all the
objects are able to be located with a fairly good precision. As for the first simulation,
the precision is here for the longitude of ascending node, Ω, and the inclination,
i. Which is what was expected since they represent the plane of the orbit and are
represented by an angle when observing from the Earth’s surface. On the other hand,
we see a bigger spread around the simulated orbit when speaking of the argument of
periapsis, ω, and eccentricity, e. Which, also make sense since they represent what
we could call the depth of the orbit. In other words, these two paramters define the
orbit on its own plane, which is difficult to do with optical sensors. If radars were
used, it would probablyy have been the opposite since they are able to get the range
and range-rate but are not able to get precise angle data.
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CHAPTER 5

CONCLUSION

To conclude, throughout this thesis, we have learned a lot of different things.
We are now very aware of how the Multiple Hypothesis tracker works, and how
multiple initial orbit determination angle-only methods work. The association of
Orbit determination techniques and Multiple Hypothesis Tracker was able to detect
and maintain all the good tracks and slowly eliminate the bad tracks that were not
originated by any space object. Thus, the concept shown in this thesis turns out to
be efficient in both a big and medium scale (10 and 50 objects).
Another thing we learned throughout this Master’s Thesis, is angle-only IOD
method such as Laplace and double-r iteration are very suseptible to noise and can’t
be used to eliminate tracks reliably. Thus, before eliminating a bad track, an accurate
association of IOD and OD have to be built. And to do so, we must keep potential
bad tracks for a longer time period to get more measurements. This increases the
computational complexity by a lot. Consequently, a cascade of pruning strategies
have been put in place to keep the size of the MHT while more and more branches
are added.
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Even though we proved that the concept works well, there is still a lot of
future work to reach a point were concept can be used: more pruning strategies have
to be put in place to shrink the computational time. And a big step would be the
clustering of the branches. Indeed, right now, there is more than one branch for
a singular object. So, a good improvment would be to merge these branches and
stop creating new branches with measurements that are obviously originated by this
object.
Some other future work ideas are sensor tasking and considering a massive
parallel and distributed computing framework. The first would be a good thing to
use as it would give the opportunity to ask for some spacific data and bypass the MHT.
Indeed, with a decently developed MHT tree, some robust branches would emerge.
Thus, one can imagine asking for some specific observation to specific sensors in order
to strenghen one particular branch. On the other hand, the second idea of using a
distributed computing framework would increase to the computationnal power that
have access to. Since all branches are by definition originated by different object, one
can parallelize the algorithm and allow it to work on different branches at the same
time.

65

REFERENCES

[1] B. G. Cour-Palais D. J. Kessler, P. M. Landry and R. E. Taylor. Collision
avoidance in space: Proliferating payloads and space debris prompt action to
prevent accidents. IEEE Spectrum, Vol. 17(No. 6):pp. 37–41, June 1980.
[2] N. P. Bean M. S. Hodgart M. N. Sweeting, Y. Hashida and H. Steyn. Cerise
microsatellite recovery from first detected collision in low earth orbit. Acta Astronautica, Vol. 55:pp. 139–147, 2004.
[3] T. Cakir. Le transfert de maı̂trise et de propriété des satellites en orbite en droit
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APPENDIX

DOUBLE-R ITERATION

This Double-r iteration process needs as inputs: L̂1 , L̂2 , L̂3 (the three observations vectors), JD1 , JD2 , JD3 , ⃗rsite1 , ⃗rsite2 , ⃗rsite3 (the three observation sites).

τ1 = JD1 − JD2

τ3 = JD3 − JD2

Then, we have the choice to either guess r1 and r2 or to choose r1 = 12756.274 km
and r2 = 12820.05537 km
ci = 2L̂i · ⃗rsitei , i = 1, 2

(5.1)

We then loop the following until we converge.

−ci +
ρi =

q

2
c4i − 4(rsite
− ri2 )
i

2

, i = 1, 2

r⃗i = ρi L̂i + rsite
⃗ i , i = 1, 2
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(5.2)

(5.3)

r⃗1 × r⃗2
|⃗
r1 ||⃗
r2 |

Ŵ =

(5.4)

−rsite
⃗ 3 · Ŵ
ˆ
L3 · Ŵ

(5.5)

r⃗3 = ρ3 L̂3 + rsite
⃗ 3

(5.6)

rho3 =

The next step is to compute for j = 2, 3 and k = 1, 2:

cos (∆vjk ) =

sin (∆vjk ) = tm

r⃗j · r⃗k
rj rk

q
1 − cos2 (∆vjk )

(5.7)

(5.8)

Then, we determine c1 , c3 to get p that we will use it to compute e cos (vi ) =
p/ri − 1, i = 1, 2, 3. Once we find e sin (v2 ), we can find the eccentricity, e, as follow:

e=

p
(e cos (v2 ))2 + (e sin (v2 ))2

(5.9)

Once we know the eccentricity, we compute the semi major axis, a, and the mean
motion ,n. In addition to this, S and C functions are obtained:

S=

r2 √
1 − e2 e sin (v2 )
p

(5.10)

C=

r2 2
(e + e cos (v2 ))
p

(5.11)
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Now, we must compute the values of E (what is it?)

r3
r3
sin (∆E32 ) = √ sin (∆v32 ) − (1 − cos (∆v32 ))S
ap
p

cos (∆E32 ) = 1 −

r2 r3
(1 − cos (∆v32 ))
ap

r1
r1
sin (∆E21 ) = √ sin (∆v21 ) − (1 − cos (∆v21 ))S
ap
p

cos (∆E2 ) = 1 −

r2 r
(1 − cos (∆v21 ))
ap

(5.12)

(5.13)

(5.14)

(5.15)

∆M32 = ∆E32 + 2S sin2 (

∆E32
) − C sin (∆E32 )
2

(5.16)

∆M21 = ∆E21 − 2S sin2 (

∆E21
) + C sin (∆E21 )
2

(5.17)

Right now, we have all the pieces to the two functions F1 and F2 :

F1 = τ1 −

∆M12
n

(5.18)

F2 = τ3 −

∆M32
n

(5.19)

We just computed F1 (r1 , r2 ) and F2 (r1 , r2 ), but we now compute these F values
for: F1 (r1 + ∆r, r2 ) and F2 (r1 , r2 + ∆r). We take for this step ∆ri = 0.005ri
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δF1
F1 (r1 + ∆r1 , r2 ) − F1 (r1 , r2 )
=
δr1
∆r1
f racδF2 δr1 =

F2 (r1 + ∆r1 , r2 ) − F2 (r1 , r2 )
∆r1

(5.20)

(5.21)

δF1
F1 (r1 , r2 + ∆r2 ) − F1 (r1 , r2 )
=
δr2
∆r2

(5.22)

δF2
F2 (r1 , r2 + ∆r2 ) − F2 (r1 , r2 )
=
δr2
∆r2

(5.23)

δF2 δF1
δF1 δF2
(
)−
(
)
δr1 δr2
δr1 δr2

(5.24)

∆1 =

δF1
δF2
F1 −
F2
δr2
δr2

(5.25)

∆2 =

δF1
δF2
F2 −
F1
δr1
δr1

(5.26)

∆=

∆r1 = −

∆r2
∆1
, ∆r2 =
∆
∆

q
Q = F12 + F22

(5.27)

(5.28)

We consider that our algorythm converged when Q − Qp rev < δ
End of the loop.
Once we are here, we are only a few steps away from the final result:

f =1−

a
(− cos (∆E32 ))
r2
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(5.29)

s
g = τ3 −

a3
(∆E32 − sin (∆E32 ))
µ

⃗v2 =

⃗r3 − f⃗r2
g
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(5.30)

(5.31)

