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We present a comprehensive theoretical study of the cross-resonance gate operation covering es-
timates for gate parameters and gate error as well as analyzing spectator qubits and multi-qubit
frequency collisions. We start by revisiting the derivation of effective Hamiltonian models following
Magesan et al. (arXiv:1804.04073). Transmon qubits are commonly modeled as a weakly anhar-
monic Kerr oscillator. Kerr theory only accounts for qubit frequency renormalization, while adopting
number states as the eigenstates of the bare qubit Hamiltonian. Starting from the Josephson non-
linearity and by accounting for the eigenstates renormalization, due to counter-rotating terms, we
derive a new starting model for the cross-resonance gate with modified qubit-qubit interaction and
drive matrix elements. Employing time-dependent Schrieffer-Wolff perturbation theory, we derive an
effective Hamiltonian for the cross-resonance gate with estimates for the gate parameters calculated
up to the fourth order in drive amplitude. The new model with renormalized eigenstates lead to
10–15 percent relative correction of the effective gate parameters compared to Kerr theory. We find
that gate operation is strongly dependent on the ratio of qubit-qubit detuning and anharmonicity.
In particular, we characterize five distinct regions of operation, and propose candidate parameter
choices for achieving high gate speed and low coherent gate error when the cross-resonance tone is
equipped with an echo pulse sequence. Furthermore, we generalize our method to include a third
spectator qubit and characterize possible detrimental multi-qubit frequency collisions.
I. INTRODUCTION
Fault-tolerant quantum computation schemes [1–4] re-
quire a universal set of high-fidelity quantum gates,
where an arbitrary quantum operation is decomposed in
terms of a set of single- and two-qubit gates [5]. Archi-
tectures based on superconducting qubits [6–9] provide
a promising platform for this purpose due to an optimal
combination of quantum control, coherence and flexibil-
ity in design. In particular, the transmon design [10, 11]
is a common choice because it strongly suppresses charge
noise at the expense of a weaker anharmonicity. Trans-
mon qubits are controlled via dipole coupled microwave
drives, which allows for arbitrary rotations in the Bloch
sphere by varying the envelope and phase of the mi-
crowave field. State of the art implementations for single
qubit gates can reach very low errors, close to 10−4 [12].
The difficult task, however, is entangling qubits to-
gether in such a way as to realize a low-error two-qubit
gate with a high on/off contrast. One method is to add
flux tunability to the circuit, where gates can be enabled
by dynamically tuning qubits into resonance conditions
[13, 14] or by parametric modulation of the tunable ele-
ments [15, 16]. However, tunability comes at a definite
cost in terms of coherence and scalability. By contrast, an
architecture based on fixed-frequency transmons with ex-
change coupling has a high degree of coherence, stability,
and ease of control [17–20]. In such a design, only two-
qubit gates enabled by microwave drives (all-microwave
gates) are possible. Although there are fewer options for
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all-microwave gates, there is one type – cross-resonance
(CR)– which has demonstrated tremendous promise in
multi-qubit setups and can achieve errors below 10−2
[21].
The idea of the CR gate is rather simple; apply a mi-
crowave drive to one qubit (the control) at the frequency
of another qubit (the target) [22–25]. Due to the static
interaction between the qubits, a Rabi oscillation will
occur on the target, where the axis of rotation will de-
pend on the state of the control. The ideal CR effect
generates a ZX interaction term. The first experimental
attempt of the CR gate [26] achieved a gate fidelity of
81%. This was later improved to 90% by the introducing
an echo pulse sequence canceling unwanted single qubit
terms during the gate [27]. Currently, gate fidelities ex-
ceeding 99% are possible using a combination of an echo
sequence and a secondary active cancellation tone on the
target qubit [21]. To improve the CR gate even further, a
better theoretical understanding of the gate is required.
Theoretical analysis of CR began with modeling phys-
ical qubits as two-level systems [22, 23]. Such models
provide a general understanding of the dominant ZX in-
teraction for the gate, while failing to capture the entirety
of two-qubit interactions such as the parasitic ZZ, and
the large single qubit terms, such as IX, which are the
same order of magnitude as ZX in true multi-level trans-
mons. Despite continuous experimental effort to improve
the gate operation, there has been a gap on the theoreti-
cal part until very recently [24, 25, 28]. In Ref. [24], it was
argued that higher transmon states have non-negligible
impact on the effective dynamics in the computational
basis. In particular, using Schrieffer-Wolff perturbation
theory (SWPT), analytical estimates for gate parameters
were derived that agrees well with experiment [21].
SWPT is a powerful analytical method for studying
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2effective low-energy physics of an underlying more com-
plex physical interaction [29, 30]. This method provides
great flexibility in determining the form of the desired
effective model depending on the nature of the problem.
A very common application is to find the eigenenergies
and eigenstates of a Hamiltonian by obtaining the trans-
formation to the diagonal frame. A prime example in
circuit-QED is the effective dispersive Jaynes-Cummings
model used to describe the dispersive readout scheme
[31]. In the context of the CR gate, the dominant (res-
onant) interactions occur between the lowest two states
of the target qubit when the control qubit is in a well-
defined quantum state. Therefore, we would like to de-
vise a Schrieffer-Wolff transformation, from the lab frame
to a new frame, in which the effective Hamiltonian be-
comes block-diagonal with respect to the Hilbert space of
the target qubit [24]. Since the CR gate time (100 ns) is
much shorter than the typical coherence times (100 µs),
we focus entirely on the Hermetian dynamics of the gate.
Nevertheless, if needed, dissipation can also be studied
within a SWPT framework. This was shown in a recent
study, by one of the authors, where SWPT was general-
ized to open quantum systems by deriving effective mas-
ter equations with renormalized eigenenergies as well as
dissipators [32, 33].
In this paper, we follow a similar SWPT as in Ref. [24]
to derive an effective Hamiltonian for the CR gate. We
propose a new starting Hamiltonian based on what we
call energy-basis representation of a transmon qubit. In
contrast to Kerr theory, the new model captures the
renormalization of the interaction rates between the two-
qubit states due to the counter-rotating contributions
in the Josephson potential. Using the new model, we
obtain estimates for CR gate parameters that deviate
up to 15% from the ones predicted by Kerr theory, but
converge to the old estimates as a limiting case. Using
the perturbative results, we provide an analytical under-
standing of the CR gate parameters with an echo pulse
[21, 27] devised to mitigate the unwanted two-qubit in-
teractions. Furthermore, we calculate the gate fidelity
and provide optimal operating parameters to achieve co-
herent gate error between 10−4 and 10−3. In order to
consider a more realistic scenario of CR gate operation,
we generalize our model to include a third spectator qubit
which could be coupled to either the control or the target
qubits. The goal is to quantify the impact of spectator
qubits on the intended CR gate operation and summarize
various multi-qubit frequency collisions that may occur
between the control qubit and the drive, between the con-
trol and target qubits, or between the control, target and
spectator qubits.
The rest of the main text is organized as follows:
In Sec. II, we demonstrate a new starting Hamiltonian
for the CR gate based on energy-basis representation
of transmon qubits. Section III discusses the derivation
of an effective Hamiltonian for the CR gate via a time-
dependent SWPT method. In Sec. IV, using the pertur-
bative results, we provide an analytical understanding
FIG. 1. Schematic circuit of the CR gate. The control qubit
is driven via a charge line by a continuous-wave tone of am-
plitude Ω(t) and frequency ωd = ω¯t that is set to the lowest
two-level transition frequency of the dressed target qubit. In
our analysis, we neglect the pulse shape of the drive amplitude
for simplicity and set Ω(t)→ Ω. The phase φd determines the
type of effective interaction in the equator of the target qubit.
For the most part, we assume φd = pi which results in an ef-
fective ZX interaction. Deviation from this assumption can
happen due to classical cross-talk, resulting in additional ZY
interaction, that is studied in Appendix D. Moreover, for sim-
plicity, we consider a direct exchange interaction between the
qubits, although the interaction is commonly mediated via a
common bus resonator [9].
of the CR gate parameters with an echo pulse [21] de-
vised to mitigate the unwanted two-qubit interactions. In
Sec. V, we generalize our model to include a third specta-
tor qubit. In Sec. VI, we summarize various multi-qubit
frequency collisions that arise from perturbative analysis
of CR. Sections VII and VIII are devoted to conclusion
and acknowledgements, respectively.
There are seven appendices, which will be referred to
in the main text when necessary. Appendix A provides
the derivation of energy-basis representation of a trans-
mon qubit. In Appendix B, we discuss the transforma-
tion to the basis that is dressed by the exchange inter-
action between the qubits. Appendix C discusses the
derivation of a time-dependent SWPT used to obtain an
effective Hamiltonian for the CR gate. Appendix D re-
visits the CR gate parameters in the presence of classi-
cal cross talk in the circuit. In Appendix E, we provide
an approximate estimate for the non-local properties of
the CR echo operation in terms of the Makhlin invari-
ants [34]. In Appendix F, we apply the semi-analytical
method of Ref. [25] to our revised starting model for the
CR gate and study saturation behavior of gate parame-
ters in strong drive regime. In Appendix G, we look at
prospects for observing the difference between the Kerr
and energy basis in experimentally measured quantities.
II. MODEL
Modeling the transmon circuit as a weakly anharmonic
oscillator, as opposed to a two-level system, provides a
broader possibility of interactions leading to a renormal-
ization of the parameters of the effective CR Hamiltonian
in the computational basis. For instance, besides the de-
sired ZX interaction, there also appears unwanted ZZ
interaction that would not exist if the qubits are modeled
as two-level systems [24]. Here, we introduce a new model
3that is slightly modified with respect to the Kerr theory
used in Refs. [24, 25]. In particular, we quantify the er-
ror in approximating the qubit as a Kerr oscillator. Note
that Kerr theory only accounts for the co-rotating contri-
butions in the lowest order expansion of the Josephson
nonlinearity (i.e. ϕˆ4), and hence provides relative cor-
rection of O(
√
2EC/EJ) to eigenenergies, where EC and
EJ are the charging and the Josephson tunneling energy
of the junction. Under this approximation, the num-
ber states remain eigenstates of the bare qubit Hamilto-
nian. In reality, however, transmon eigenstates are also
renormalized due to the counter-rotating terms in the
Josephson potential and accounting for this correction re-
sults in modified qubit-qubit and qubit-drive interaction,
which in turn leads to renormalized gate parameters. In
Sec. II A, we quantify the correction to Kerr theory that
arises from eigenstate renormalization. We then employ
the result of Sec. II A to come up with a new starting
Hamiltonian for the CR gate in Sec. II B.
A. Modified interaction in energy basis
In this section, instead of making a Kerr approxima-
tion, we start from the cosine potential describing the
Josephson junction and solve for the renormalized eigen-
states. Note that the spectrum of a transmon qubit can
be fully described with two alternative parameters: a
harmonic frequency ωh ≡
√
8ECEJ and a unitless an-
harmonicity measure  ≡ √2EC/EJ . This alternative
form can be derived from the common transmon Hamil-
tonian Hˆ = 4ECNˆ2 − EJ cos(ϕˆ) by replacing the phase
and number operators in terms of their zero-point fluc-
tuation amplitudes as
ϕˆ = ϕzpfxˆ =
(
2EC
EJ
)1/4 (
bˆ+ bˆ†
)
, (1a)
Nˆ = Nzpfyˆ =
1
2
(
EJ
2EC
)1/4 [
−i
(
bˆ− bˆ†
)]
, (1b)
resulting in a unitless form for the transmon Hamiltonian
as [32, 33, 35, 36]
Hˆq = ωh
4
[
yˆ2 − 2

cos(
√
xˆ)
]
. (2)
In Eq. (2), we have denoted xˆ ≡ bˆ+ bˆ† and yˆ ≡ −i(bˆ− bˆ†)
as the unitless phase (flux) and number (charge) quadra-
tures for the qubit.
We note that the spectrum of Hamiltonian (2) is in
principle exactly solvable in terms of Mathieu functions
[10]. In practice, however, the unitless anharmonicity
measure is small in the transmon regime (EJ  Ec)
so that we can develop a perturbative correction to the
eigenenergies and eigenstates of the transmon (See Ap-
pendix A and Ref. [36]). The first four eigenenergies up
to O(3) are found as
E1 − E0
ωh
= 1− 1
4
− 1
16
2 +O(3) , (3a)
E2 − E0
ωh
= 2− 3
4
− 17
64
2 +O(3) , (3b)
E3 − E0
ωh
= 3− 3
2
− 45
64
2 +O(3) , (3c)
with En denoting the eigenenergy of the n
th eigenstate
and the ground state is indexed as 0. The corresponding
lowest four eigenstate are also found up to O(3) in Ap-
pendix A [See Eqs. (A10a–A10d)]. The qubit frequency
in this notation equals the energy difference between the
first two eigenstates as ω ≡ E1 − E0. Moreover, from
Eqs. (3a) and (3b), we can find the qubit anharmonicity
as
α
ωh
≡ (E2 − E1)− (E1 − E0)
ωh
= −1
4
− 9
64
2 +O(3) .
(4a)
Note that although we here express qubit quantities in
powers of , it is not feasible to measure  directly. How-
ever, we can infer  from qubit frequency ω and anhar-
monicity α. Dividing Eq. (4a) by Eq. (3a) we find the
following approximate equation for  as[
9− 4
(α
ω
)]
2 + 16
[
1−
(α
ω
)]
+ 64
(α
ω
)
= 0,  > 0 .
(4b)
For typical IBM transmons with ω ≈ 5 GHz and α ≈
−330 MHz [21], one finds  ≈ 0.2 .
Moreover, based on Eqs. (3a–4a), we can express the
transmon qubit Hamiltonian under a four-level approxi-
mation in the energy basis as
Hˆq = ω |ψ1〉 〈ψ1|+ (2ω + α) |ψ2〉 〈ψ2|
+ (3ω + 3α+ β) |ψ3〉 〈ψ3| ,
(5)
where |ψn〉 denotes the nth energy eigenstate. Further-
more, β ≡ −(6/64)2ωh provides the deviation of the
energy of the third excited state from Kerr theory. For
IBM transmons, β can be as large as 20 MHz. We ne-
glect such a correction and use the Kerr eigenenergies in
our perturbative result for clarity. This would become
more relevant when the drive frequency is directly reso-
nant with the |ψ2〉 ↔ |ψ3〉 transition.
A more important consequence of eigenstate renor-
malization is that the resulting interactions between the
qubits are also modified. To quantify this correction, we
need to project the interactions into the transmon energy
eigenstates. Assuming that the interaction Hamiltonian
is linear in quadratures of each qubit, which is the case
for a capacitive or inductive interaction, it is sufficient
to find the matrix representation of the unitless flux and
charge operators in the new basis as µmn ≡ 〈ψm| xˆ |ψn〉
and νmn ≡ 〈ψm| yˆ |ψn〉. For simplicity, we separate the
4lowering (-) and raising (+) parts of the quadratures as
xˆ = xˆ− + xˆ+ and yˆ = −i (yˆ− − yˆ+), where xˆ+ = (xˆ−)†
and yˆ+ = (yˆ−)†. Using the perturbative solutions for the
first four eigenstates, we find the following matrix repre-
sentations for xˆ− up to the fourth level of transmon as
(See Appendix A)
xˆ− ≈
0 µ01 0 µ030 0 µ12 00 0 0 µ23
0 0 0 0
 , (6a)
where µmn are found up to O(
3) as
µ01 = 1 +
1
8
+
13
256
2 +O(3) , (6b)
µ12 =
(
1 +
1
4
+
95
512
2
)√
2 +O(3) , (6c)
µ23 =
(
1 +
3
8
+
105
256
2
)√
3 +O(3) , (6d)
µ03 = −
√
6
48
− 3
√
6
128
2 +O(3) . (6e)
Similarly, for the lowering part of charge operator yˆ−
we find the following matrix representation in the energy
basis:
yˆ− ≈
0 ν01 0 ν030 0 ν12 00 0 0 ν23
0 0 0 0
 , (7a)
where νmn read
ν01 = 1− 1
8
− 11
256
2 +O(3) , (7b)
ν12 =
(
1− 1
4
− 73
512
2
)√
2 +O(3) , (7c)
ν23 =
(
1− 3
8
− 79
256
2
)√
3 +O(3) , (7d)
ν03 = −
√
6
16
− 5
√
6
128
2 +O(3) . (7e)
Setting  = 0 in Eqs. (6b–6e) and (7b–7e), we recover
the harmonic/Kerr limit for the lowering operators, i.e.
lim
→0
xˆ− = lim
→0
yˆ− = bˆ.
Based on Eqs. (6b–6e) and (7b–7e), we find that the
matrix elements of the flux (charge) operator are en-
hanced (suppressed) with respect to Kerr theory. More-
over, there is also a direct interaction between the ground
and the third excited state proportional to ν03 (µ03) de-
pending on the nature of interaction. Processes involving
such a transition, if kept in our perturbation, contribute
very little (1-10 Hz) to the gate parameters and hence
are dropped to achieve simpler expressions. Since the
qubit-qubit interaction and the drive are commonly im-
plemented capacitively, we expect the resulting interac-
tions to be suppressed, i.e. Kerr theory overestimates the
interaction rates. In Sec. II B, we express the CR gate
Hamiltonian in the energy eigenstate of the qubits.
B. Cross-resonance Hamiltonian in energy basis
Following representation (2), our starting Hamiltonian
for the CR gate can be written as
Hˆ0 =
∑
j=c,t
ωjh
4
[
yˆ2j −
2
j
cos(
√
j xˆj)
]
, (8a)
Hˆint(t) = Jyˆcyˆt + Ωyˆc sin(ωdt+ φd) , (8b)
where xˆc,t ≡ (bˆc,t + bˆ†c,t) and yˆc,t ≡ −i(bˆc,t − bˆ†c,t) denote
the unitless flux and charge quadratures for the control
and the target qubits, respectively. Moreover, we have
considered a capacitive interaction Hamiltonian of the
form Jyˆcyˆt as well as a drive tone that couples capaci-
tively to the control qubit with strength Ω. Cross reso-
nance is achieved when the drive frequency is set to be
equal to the lowest transition of the dressed target qubit
denoted as ωd = ω¯t, where a bar notation is employed to
distinguish between bare and dressed quantities (See also
Appendix B). In our analysis, we keep the drive phase as
φd = pi in order to implement an effective ZX interaction
in the computational basis. At φd = pi/2, the situation
is reverse and an effective ZY is found, and anywhere in
between both types of interactions exist.
In writing Hamiltonian (8a–8b), we have considered
the bare qubit Hamiltonian as the zeroth-order and kept
the qubit-qubit exchange interaction and the drive as
the interaction part (See Sec. III for details). Follow-
ing Sec. II A, we can solve for the spectrum of each qubit
independently. Therefore, the bare qubit Hamiltonian
Hˆ0 can be represented as
Hˆ0 =
∞∑
m,n=0
(Ec,m + Et,n) |ψc,m〉 |ψt,n〉 , (9)
where the first index denotes the qubit and the second
denotes the corresponding state. Depending on the con-
text and for clarity, we may also use a shorthand notation
for the two-qubit state as |ψmn〉 ≡ |ψc,m〉 |ψt,n〉 (See e.g.
Fig. 2 and Tables II and III). The main distinction with
respect to Kerr theory appears in the renormalization of
the interaction Hamiltonian, where the transition rates
between the states are modified in terms of the matrix
elements νmn of Eqs. (7b–7e). For instance, the exchange
interaction between the qubits can be expressed as
HˆJ = −J(yˆ−c − yˆ+c )(yˆ−t − yˆ+t ) ≈ J(yˆ−c yˆ+t + yˆ+c yˆ−t )
≈
3∑
m,n=0
m<n
3∑
l,r=0
l<r
νc,mnνt,lrJ(Pˆc,mnPˆt,rl + Pˆc,nmPˆt,lr) ,
(10)
where we have defined the projection operators Pˆi,mn ≡
|ψi,m〉 〈ψi,n| into the subspace mn of qubit i = c, t. Sim-
5ilarly, the drive Hamiltonian in the energy basis reads
Hˆd = Ω
2
(
yˆ−c − yˆ+c
) (
eiωdt − e−iωdt)
≈ Ω
2
(
yˆ−c e
iωdt + yˆ+c e
−iωdt)
≈
3∑
m,n=0
m<n
1
2
νmnΩ
(
Pˆc,mne
iωdt + Pˆc,nme
−iωdt
)
.
(11)
Note that, for simplicity, we have only kept the co-
rotating contributions in both the exchange and the drive
interactions. We have checked, using our time-dependent
SWPT, that the impact of these counter-rotating terms
on gate parameters is negligible. Figure 2 provides a com-
parison between the new and the initial Kerr theory un-
der approximating transmon as a four-level system (See
also Fig. 5 for a comparison of different Hilbert space
cut-off numbers).
III. EFFECTIVE CR GATE HAMILTONIAN
In this section, we discuss the derivation of an effec-
tive Hamiltonian for the CR gate based on our modi-
fied model given by Eqs. (9–11). First, we discuss the
method of time-dependent SWPT that is used to obtain
the effective Hamiltonian (See also Appendix C). Next, in
Secs. III A and III B, we provide the lowest and the next
order non-zero corrections to the CR gate parameters,
respectively.
Note that, in principle, we first need to obtain the
renormalization of qubit states due to the exchange inter-
action J , and study the gate parameters when the drive
frequency is set to the dressed frequency of the target
qubit. In other words, the perturbation needs to be ap-
plied in two steps: 1) in exchange coupling J , and 2) in
the drive amplitude Ω as in Refs. [24, 25] (See also Ap-
pendix B for the dressed eignenstates and eigenenergies).
On the other hand, here, we implement a SWPT that
provides corrections jointly in J and Ω for two practical
reasons. Firstly, the exchange coupling for the CR gate
is typically of the order of a few MHz and is at least one
order of magnitude smaller than the drive amplitude Ω.
Secondly, performing perturbation in two stages makes
the bookkeeping of corrections more difficult. This will
become more challenging especially for larger network of
qubits, and in particular for our analysis of the specta-
tor qubit physics. We find that as long as the block-
diagonalization is done consistently, for each of the per-
turbative methods, the main difference between the two
calculations is the static frequency shifts of the qubits
(IZ or ZI ) proportional to J2 up to the lowest order.
In experiment, however, only the dynamic (caused by Ω)
part of the frequency shifts are observable. Hence, in
our predictions for the gate parameters and especially
the gate error we have to be careful to exclude the static
parts.
FIG. 2. Two-qubit energy ladder for the CR gate: a) Kerr rep-
resentation, and b) energy-basis representation that accounts
for eigenstate renormalization according to Eqs. (9–11). For
clarity, the ladder is shown in the rotating frame of the drive
(denoted by tilde), and we have used the shorthand notation
|ψ˜mn〉 ≡ |ψ˜c,m〉 |ψ˜t,n〉 to denote the two-qubit states. Com-
pared to the Kerr ladder, the interaction rates are modified
with the matrix elements of the charge operator in the en-
ergy basis, i.e. νi,mn. Importantly, replacing |ψ˜mn〉 → |˜m,n〉,
νi,01 → 1, νi,12 →
√
2 and νi,23 →
√
3 for i = c, t yields back
the Kerr model. Note that we have neglected the direct inter-
action between the ground and third excited state of strength
proportional to νi,03, since the resulting contributions to gate
parameters are small and keeping them would unnecessarily
complicate the perturbative expressions at higher order. Fur-
thermore, to compare our new model to Kerr theory, we de-
note the energy of the third excited level as 3∆ct+3αc, despite
having found a small deviation from Kerr level structure in
Eq. (5). Such a deviation become more relevant only when the
drive frequency is directly resonant with the |ψc,2〉 ↔ |ψc,3〉
transition.
To develop a perturbation theory simultaneously in J
and Ω, we introduce a fictitious expansion parameter λ
such that the total Hamiltonain is expressed as
Hˆs(t) = Hˆ0 + λHˆint(t) , (12)
with Hˆ0 and Hˆint = HˆJ + Hˆd given in Eqs. (9–11). Hav-
6ing the additional parameter λ helps to collect consistent
powers of the interaction during perturbation, while it is
eventually set to λ = 1. Since the interaction Hamilto-
nian consists of both the exchange interaction and the
drive simultaneously, O(λp) contributions contain any
combination of the form JmΩn such that m+ n = p. To
simplify the implementation of perturbation, we move to
the interaction frame with respect to Hˆ0 as
λHˆI(t) ≡ eiHˆ0t
[
λHˆint(t)
]
e−iHˆ0t . (13)
Equation (13) is the starting Hamiltonian for our per-
turbation theory. In order to find an effective Hamilto-
nian, we employ a time-dependent SWPT as
HˆI,eff(t) ≡ eiGˆ(t)
[
λHˆI(t)− i∂t
]
e−iGˆ(t) , (14)
where Gˆ(t) is the generator of SW transformation that
needs to be solved for order by order such that the ef-
fective Hamiltonian becomes block-diagonal with respect
to the Hilbert space of the target qubit. We follow a
series solution for the generator Gˆ(t) and the effective
Hamiltonian HˆI,eff(t) by expanding in terms of λ as
Gˆ(t) =
∞∑
λ=1
λnGˆn(t) , (15a)
HˆI,eff(t) =
∞∑
λ=1
λnHˆ(n)I,eff(t) . (15b)
Inserting Eqs. (15a–15b) into Eq. (14), employing the
BCH lemma, one finds operator-valued ordinary differen-
tial equations (ODE) for the successive orders of SWPT
up to O(λ4) (See Appendix C).
Since the interaction terms are not in the desired block-
diagonal form from the outset, the effective Hamiltonian
is zero up to the first order, while the generator Gˆ1(t) is
solved for in order to remove all the non-block-diagonal
parts as
O(λ) :
{
Hˆ(1)I,eff = 0 ,
˙ˆ
G1 = HˆI .
(16a)
Following the same procedure, up to the second order,
we obtain
O(λ2) :
{
Hˆ(2)I,eff = B( i2 [Gˆ1, HˆI ]) ,
˙ˆ
G2 = N ( i2 [Gˆ1, HˆI ]) ,
(16b)
where now the commutator [Gˆ1, HˆI ] can produce both
block-diagonal and non-block-diagonal contributions,
hence B(•) and N (•) denote these two parts with respect
to the energy basis of the target qubit, respectively. The
result for the third order can be summarized as
O(λ3) :

Hˆ(3)I,eff = B
(
− i
2
[Gˆ1,
˙ˆ
G2] +
i
2
[Gˆ2, HˆI ]
−1
3
[Gˆ1, [Gˆ1, HˆI ]]
)
,
˙ˆ
G3 = N
(
− i
2
[Gˆ1,
˙ˆ
G2] +
i
2
[Gˆ2, HˆI ]
−1
3
[Gˆ1, [Gˆ1, HˆI ]]
)
.
(16c)
Finally, the fourth order reads
O(λ4) :

Hˆ(4)I,eff = B
(
− i
2
[Gˆ1,
˙ˆ
G3]− i
2
[Gˆ2,
˙ˆ
G2]
+
1
6
[Gˆ1, [Gˆ1,
˙ˆ
G2]] +
i
2
[Gˆ3, HˆI ]
− 1
3
[Gˆ1, [Gˆ2, HˆI ]]− 1
3
[Gˆ2, [Gˆ1, HˆI ]]
− i
8
[Gˆ1, [Gˆ1, [Gˆ1, HˆI ]]]
)
,
˙ˆ
G4 = N
(
− i
2
[Gˆ1,
˙ˆ
G3]− i
2
[Gˆ2,
˙ˆ
G2]
+
1
6
[Gˆ1, [Gˆ1,
˙ˆ
G2]] +
i
2
[Gˆ3, HˆI ]
− 1
3
[Gˆ1, [Gˆ2, HˆI ]]− 1
3
[Gˆ2, [Gˆ1, HˆI ]]
− i
8
[Gˆ1, [Gˆ1, [Gˆ1, HˆI ]]]
)
.
(16d)
Equations (16a–16d) provide the main results for
SWPT that can be solved iteratively by finding the gen-
erator that removes the non-block-diagonal part at each
order. In practice, by keeping Nc,t levels for the control
and target qubits, we can calculate the generator and the
corresponding effective Hamiltonian by solving a system
of ODEs of dimension (NcNt)
2. We find that keeping en-
ergy states beyond the computational space of transmon
induce non-negligible renormalization of the gate param-
eters compared to a two-level model. Therefore, in our
analytical calculation of the gate parameters, we make
a four-level approximation (Nc = Nt = 4) and justify
this choice by quantifying the resulting error compared
to three- and two-level models (See Fig. 5).
Once the effective Hamiltonian in the extended Hilbert
space is obtained, we can infer the effective CR gate
Hamiltonian in the computational space as
HˆCR,eff ≡
∑
m,n=i,x,y,z
1
2
ωσmσn σˆm ⊗ σˆn , (17a)
ωσmσn ≡
1
2
Tr
(
(σˆm ⊗ σˆn) HˆI,eff
)
, (17b)
where σi,x,y,z are the Pauli operators, ωσmσn is the cor-
responding two-qubit gate parameter and the order of
Hilbert space components is control ⊗ target. In what
follows, for simplicity, we use the shorthand notation
7σˆi = Iˆ, σˆx = Xˆ, σˆy = Yˆ and σˆz = Zˆ and relax the
explicit tensor product notation as well. Following this
procedure, we find 5 non-zero two-qubit gate parameters
as
HˆCR,eff = ωix IˆXˆ
2
+ ωiz
IˆZˆ
2
+ ωzi
ZˆIˆ
2
+ ωzx
ZˆXˆ
2
+ ωzz
ZˆZˆ
2
,
(18)
indicating that additional unwanted two-qubit interac-
tions are also induced on top of the desired ZX term.
In Sec. IV, we discuss how the effect of unwanted terms
can be mitigated via the echo sequence commonly used
in experiments, e.g. Ref. [21]. Furthermore, note that
there are indeed two conventions for the definition of the
ZZ rate. The one according to Eq. (18) can be related to
the difference in the target qubit frequency conditioned
on the state of the control qubit as
ωzz ≡ 1
2
(
ωt|c=1 − ωt|c=0
)
. (19)
It is more common in experiment, however, to call the
total frequency shift of the target as the ZZ rate, which
would be twice the value we quote in this paper.
In the following, we provide the lowest and the next
order estimates for the gate parameters in Secs. III A
and III B, respectively.
A. Lowest order analytics
The lowest non-zero estimate for the gate parameters
arise from the O(λ2) contribution given in Eq. (16b).
Solving for Gˆ1(t) from the O(λ) Eq. (16a), we find the
lowest order effective Hamiltonian as
Hˆ(2)I,eff(t) = B
(
i
2
[∫ t
0
dt′HˆI(t′), HˆI(t)
])
, (20)
where B(•) denotes the block-diagonal part with respect
to the target qubit Hilbert space. Since we have ac-
counted for the exchange and the drive Hamiltonian on
equal footing through λ, at this order, we anticipate
quadratic corrections in J and Ω of either of the following
forms: Ω2, JΩ and J2.
Next, we discuss the effective gate parameters intro-
duced in Eq. (18). The ZX and IX rates are obtained
as
ω(2)zx =
1
2
(
νt,01ν
2
c,12
∆ct + αc
− 2νt,01ν
2
c,01
∆ct
)
JΩ , (21a)
ω
(2)
ix = −
νt,01ν
2
c,12
2 (∆ct + αc)
JΩ , (21b)
which are proportional to JΩ. An alternative and
more heuristic derivation of these rates can be under-
stood from the interaction rates a˜0 and a˜1 in Fig. 2,
in terms of which ωzx = a˜0 − a˜1 and ωix = a˜0 + a˜1
[25]. There are multiple processes that contribute to
these rates up to the lowest non-zero order in per-
turbation. The only contribution to a˜0 is the transi-
tion from |ψ00〉 to |ψ01〉 via |ψ10〉 with the net rate
(νc,01Ω/2)(−1/∆ct)(νc,01νt,01J). The first contribution
to a˜1 comes from the transition |ψ10〉 to |ψ11〉 via |ψ01〉
leading to the rate (νc,01νt,01J)(1/∆ct)(νc,01Ω/2). The
second contribution to a˜1 comes from the transition
|ψ10〉 to |ψ11〉 via |ψ20〉 resulting (νc,12Ω/2)[−1/(∆ct +
αc)](νc,12νt,01J). Adding these contributions accordingly
recovers expressions (21a) and (21b) for the ZX and the
IX rates. Importantly, note that neglecting the eigen-
state renormalization of qubits, i.e. setting νi,01 → 1 and
νi,12 →
√
2, yields the old results from Kerr theory in
Ref [24].
The ZZ interaction is understood as half of the differ-
ence in the target qubit frequency, when the control is in
the excited or the ground state and is obtained as
ω(2)zz =
1
2
(
ν2c,01ν
2
t,12
∆ct − αt −
ν2t,01ν
2
c,12
∆ct + αc
)
J2 . (21c)
In terms of the two-qubit ladder of Fig. 2, the first term
in Eq. (21c) is just a frequency renormalization of state
|ψ11〉 due to repulsion from the state |ψ02〉 with the corre-
sponding interaction matrix element νc,01νt,12J and fre-
quency difference ∆ct − αt. The second term is due to
state |ψ20〉 with the corresponding interaction matrix el-
ement νc,12νt,01J and frequency difference −(∆ct + αc).
Thus, the lowest order contribution to the ZZ rate comes
from the third level of each qubit. In other words, a two-
level model is unable to predict a ZZ rate for the CR
gate.
As brought up earlier, the qubit frequency shifts have
two distinct sources. The first static contribution comes
from the exchange interaction between the qubits result-
ing in dressed qubit frequencies (See also Appendix B)
ω¯c ≡ ωc + 1
2
(
ν2c,01ν
2
t,12
∆ct − αt −
ν2c,12ν
2
t,01
∆ct + αc
+
2ν2c,01ν
2
t,01
∆ct
)
J2,
(21d)
ω¯t ≡ ωt + 1
2
(
ν2c,01ν
2
t,12
∆ct − αt −
ν2c,12ν
2
t,01
∆ct + αc
− 2ν
2
c,01ν
2
t,01
∆ct
)
J2,
(21e)
where we have denoted the dressed frequencies with a
bar. We will not include these contributions in our es-
timate for ZI and IZ rate as such static terms are not
measurable. On top of this, there is a dynamic Stark
shift that is induced by the drive. At this order in per-
turbation, the Stark shift only appears in the frequency
of the control qubit as
ω
(2)
zi =
[
ν2c,12
4 (∆ct + αc)
− ν
2
c,01
2∆ct
]
Ω2 . (21f)
8Operator Coefficient (Kerr) Estimate (MHz) Coefficient (energy basis) Estimate (MHz)
1
2
IˆXˆ − 1
∆ct+αc
JΩ 1.462 − νt,01ν
2
c,12
2(∆ct+αc)
JΩ 1.250
1
2
ZˆIˆ
[
1
2(∆ct+αc)
− 1
2∆ct
]
Ω2 −15.865
[
ν2c,12
4(∆ct+αc)
− ν
2
c,01
2∆ct
]
Ω2 −14.371
1
2
ZˆXˆ
(
1
∆ct+αc
− 1
∆ct
)
JΩ -2.411 1
2
(
νt,01ν
2
c,12
∆ct+αc
− 2νt,01ν
2
c,01
∆ct
)
JΩ -2.118
1
2
ZˆZˆ
(
1
∆ct−αt − 1∆ct+αc
)
J2 0.138 1
2
(
ν2c,01ν
2
t,12
∆ct−αt −
ν2t,01ν
2
c,12
∆ct+αc
)
J2 0.114
TABLE I. Lowest order estimates for CR gate parameters. The left two columns summarize the result from Kerr theory
[24], while the right two columns present expressions using energy-basis representation. System parameters are chosen from
Refs. [21, 24] as ωc = 5114 MHz, ωt = 4914, ∆ct = 200 MHz, αc = αt = −330 MHz, J = 3.8 MHz and Ω = 50 MHz. From
Eq. (4b), one obtains an estimate for unitless anharmonicity measures as c = 0.217 and t = 0.224. Importantly, setting
νi,01 → 1 and νi,12 →
√
2 for i = c, t yields the lowest order estimates from Kerr theory.
For typical CR parameters the dynamic Stark shift on
the control is much larger (at least two orders of magni-
tude) compared to the static contributions. Table I sum-
marizes the lowest order perturbative result for the gate
parameters as well as an experimental estimate based on
circuit parameters of Refs. [21, 24].
B. Higher order analytics
In this section, we summarize the next order contri-
butions to the gate parameters. We find that non-zero
terms in the effective Hamiltonian of the CR gate come
in alternating orders in perturbation, i.e. the O(λ3)
Eq. (16c) leads to an indirect contribution through a non-
zero Gˆ3 while Hˆ(3)I,eff = 0. Therefore, the next non-zero
correction comes from the O(λ4) Eq. (16d), leading to
dominant terms of the form J2Ω2, JΩ3 and Ω4. Gen-
erally speaking, the diagonal gate parameters (ZI, IZ
and ZZ) will only adopt even powers of Ω, while the
off-diagonal gate parameters (ZX and IX) contain odd
powers.
Such higher order contributions, in particular to the
diagonal rates, contain a large number of independent
physical processes. Here, for simplicity, we only quote
the result for the the ZX rate as
ω(4)zx =
[
ν4c,01νt,01
2∆3ct
+
−ν2c,01ν2c,12νt,01 − 3ν2c,12ν2c,23νt,01
4∆2ct (∆ct + αc)
+
ν2c,01ν
2
c,12νt,01 − ν2c,12ν2c,23νt,01
4∆ct (∆ct + αc)
2 −
ν4c,12νt,01
4 (∆ct + αc)
3
− ν
2
c,01ν
2
c,12νt,01
4∆2ct (2∆ct + αc)
+
9ν2c,12ν
2
c,23νt,01
4∆2ct (2∆ct + 3αc)
]
JΩ3 ,
(22)
resulting in a correction proportional to JΩ3. Impor-
tantly, by mapping the interaction matrix elements to
the ones from Kerr theory, we recover the higher order
estimate found in Refs. [24, 25] as
ω
(4)
zx,Kerr =
(
3α5c + 11α
4
c∆ct + 15α
3
c∆
2
ct + 9α
2
c∆
3
ct
)
JΩ3
2∆3ct (∆ct + αc)
3 (2∆ct + αc) (2∆ct + 3αc)
.
(23)
Figure 3 compares the lowest and the next order per-
turbative estimates between Kerr and energy-basis rep-
resentations for the parameters of Refs. [21, 24] (same as
Table I). We find that the next order corrections to ZX
and IX rates come in opposite sign compared to the pre-
vious order, hence suppressing the rates at stronger drive.
Furthermore, we observe that the ZZ rate is slightly in-
creased with a correction proportional to J2Ω2 (Fig. 3e).
The Stark shift on the control qubit (ZI rate) is sup-
pressed by a correction proportional to Ω4 at higher drive
(dashed red curve in Fig. 3c). In comparison, the Stark
shift on the target qubit is much smaller and of the order
of 10 KHz for medium drive power (Fig. 3b). All in all,
roughly speaking, one observes a relative difference of up
to 15% between the two theories where in all instances
the energy basis predicts smaller rates in absolute value.
In Fig. 3 and Table I, we have considered a spe-
cific choice of parameters with control-target detuning
∆ct = 200 MHz that translates in terms of anharmonic-
ity as ∆ct ≈ −0.61αc. We find, however, that the gate
parameters are extremely sensitive to the qubit-qubit de-
tuning. The underlying reason is numerous possibili-
ties for a resonance between the two-qubit states in a
rather narrow frequency interval. These two-qubit reso-
nances can be better understood from the energy ladder
of Fig. 2 and are summarized in Table II. To make a con-
nection with our perturbative result, these resonances
translate as poles in our expressions for the gate param-
eters and hence break the landscape for the qubit-qubit
detuning ∆ct into multiple regions. Under a four-level
model for each qubit, we recognize the following five dis-
tinct regions in our calculation: I) −αt < ∆ct < 0,
II) 0 < ∆ct < −αc/2, III) −αc/2 < ∆ct < −αc, IV)
−αc < ∆ct < −3αc/2 and V) −3αc/2 < ∆ct < −2αc.
Assuming αc = αt = −330 MHz, the detuning range
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FIG. 3. Gate parameters as a function of drive amplitude Ω:
a) IX rate, b) IZ rate, c) ZI rate, d) ZX rate and e) ZZ
rate. System parameters are the same as Table I. The solid
blue curve shows the result for the lowest order Kerr theory,
the dashed blue shows the higher order Kerr theory, the solid
red shows the lowest order in the energy basis and the dashed
red shows the higher order in the energy basis. Note that we
have implemented the perturbation up to O(λ4), therefore it
will capture terms proportional to Ω4, if any, in the gate pa-
rameters. We find such behavior only in the ZI rate (dashed
red) of Fig. 3c. On the other hand, the available results from
Kerr theory were presented up to O(Ω3) in Refs. [24, 25].
translates as −330 MHz < ∆ct < 660 MHz.
Next, in Fig. 4, we take a closer look into the gate
parameters as a function of both drive amplitude Ω and
qubit-qubit detuning ∆ct. The aformentioned detuning
regions can be clearly distinguished with their distinct
behavior. Note that we expect the perturbation to be
valid close to the middle of each region and away from the
poles. In terms of achieving the largest ZX rate (fastest
gate), we find from Fig. 4d that the best operating point
is region III for ∆ct ≈ −0.61αc (200 MHz). This is fur-
ther confirmed in Appendix F, where we numerically cal-
culate ZX rate following the semi-analytical method of
Ref. [25]. Up to medium drive power, region II results
in a ZX rate that is comparable to region III (blue, yel-
States (|CT 〉 |D〉) Condition ∆ct Type
|ψ11〉 |nd〉 ∼ |ψ02〉 |nd〉 ∆ct = αt −330 IIB
|ψ01〉 |nd〉 ∼ |ψ10〉 |nd〉 ∆ct = 0 0 IIA
|ψ20〉 |nd〉 ∼ |ψ02〉 |nd〉 2∆ct = αt − αc 0 IIC
|ψ21〉 |nd〉 ∼ |ψ12〉 |nd〉 ∆ct = αt − αc 0 IID
|ψ00〉 |nd + 2〉 ∼ |ψ20〉 |nd〉 2∆ct = −αc 165 IA
|ψ11〉 |nd〉 ∼ |ψ20〉 |nd〉 ∆ct = −αc 330 IIB
|ψ10〉 |nd + 1〉 ∼ |ψ20〉 |nd〉 ∆ct = −αc 330 IC
|ψ00〉 |nd + 3〉 ∼ |ψ30〉 |nd〉 3∆ct ≈ −3αc 330 IB
|ψ10〉 |nd + 2〉 ∼ |ψ30〉 |nd〉 2∆ct = −3αc 495 ID
|ψ21〉 |nd〉 ∼ |ψ30〉 |nd〉 ∆ct = −2αc 660 IIE
|ψ20〉 |nd + 1〉 ∼ |ψ30〉 |nd〉 ∆ct = −2αc 660 IE
TABLE II. Summary of resonances that emerge under the
assumption of four energy states for each qubit and up to
the fourth-order perturbation in Ω and J . From left to right,
the first column denotes the underlying physical process in
terms of qubit and drive photon states, the second show the
corresponding resonance condition in terms of qubit-qubit de-
tuning, the third gives the experimental estimate in MHz as-
suming αc = αt = −330 MHz, and the fourth labels such
resonances in terms of broader categories for multi-qubit res-
onances (See Sec. VI). It is important to note that the reso-
nances are classified in terms of the underlying physical pro-
cess and the degeneracy between some of them is merely due
to ωd ≈ ωt. The above resonances translate as poles in our
perturbative solution and divide the parameter space for the
qubit-qubit detuning into distinct regions of operation.
low and green curves in Fig. 4d), while saturates to a
smaller maximum rate of approximately 0.6J (See also
Appendix F). In terms of achieving the lowest ZZ rate,
however, region II has an important advantage, where the
static ZZ is comparably small and increasing the drive
seems to further decrease the rate as shown in Fig. 4e.
On the other hand, region III has a larger static ZZ to
begin with and depending on the detuning can exhibit
distinct dependences on the drive: i) close to the pole at
−αc/2, ZZ rate is slightly increased, ii) in the middle
close to ∆ct ≈ −0.61αc, the rate becomes insensitive to
drive and iii) close to the pole at −αc, the rate becomes
substantially large. The ratio of the desired ZX rate to
the unwanted ZZ rate is a heuristic measure for finding
candidate detuning spots for achieving low coherent er-
ror for the CR gate. This is shown in Fig. 4f, where we
find ZX/ZZ is maximized in the middle of regions II, I
and III, respectively, and hence would expect to get rea-
sonable two-qubit coherent error. This intuitive under-
standing will be confirmed in Sec. IV, where we quantify
the gate error with a CR echo pulse sequence.
Lastly, we revisit the impact of Hilbert space cut-off
number for the qubits on the gate parameters in Fig. 5.
The results presented so far is with the assumption of
keeping the first four energy eigenstates for each qubit.
From a two- (solid black) to a three-level model (solid
blue), one observes a large correction for both ZX and
ZZ rates. In the case of ZZ, the two-level model is
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FIG. 4. Two-qubit rates as a function of qubit-qubit detuning
∆ct and drive amplitude Ω with other parameters the same as
Table I. According to the perturbative result, there exist poles
at detuning values ∆ct = αt, 0, −αc/2, −αc, −3αc/2, which
naturally divides the values for detuning into five regions: I)
−αt < ∆ct < 0, II) 0 < ∆ct < −αc/2, III) −αc/2 < ∆ct <
−αc, IV) −αc < ∆ct < −3αc/2 and V) −3αc/2 < ∆ct <
−2αc. a) IX, b) IZ, c) ZI, d) ZX, e) ZZ and f) ZX/ZZ
ratio.
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FIG. 5. Dependence of gate parameters on Hilbert space cut-
off: a) ZX rate and b) ZZ rate. The beige and the pink area
represents the correction in going from two to three and three
to four energy states, respectively.
unable to predict a non-zero rate. Adding the fourth level
(solid red) brings corrections that become significant at
higher drive amplitudes.
IV. EFFECTIVE HAMILTONIAN AND GATE
FIDELITY WITH ECHO PULSE
In this section, we study the CR gate operation
combined with an echo pulse sequence introduced in
Refs. [21, 27]. The echo pulse is designed to suppress the
unwanted gate parameters, while leaving the intended
ZX term intact. Figure 6 demonstrates the pulse se-
quence that is applied on the control qubit. In Sec. IV A,
we derive the resulting time-evolution operator and the
corresponding effective echo Hamiltonian. In Sec. IV B,
we provide an estimate for the coherent error of CR echo
and characterize optimal parameters (qubit-qubit detun-
ing in particular). Furthermore, in Sec. IV C, we discuss
local equivalence of two-qubit operations [37] and pro-
vide an estimate for the non-local CR echo fidelity [38]
and entangling power [39] in terms of Makhlin invariants
[34].
A. Effective echo Hamiltonian
The CR echo sequence consists of two CR tones with
flipped amplitudes accompanied with intermediate pi ro-
tations of the control qubit around its X axis as shown
schematically in Fig. 6. In the following, we derive ana-
lytical expressions for the time evolution operator of the
echo sequence as well as an approximate CR echo Hamil-
tonian.
The time-evolution operator with the CR echo pulse
can be expressed as
Uˆech(Ω, τp) ≡ RˆX(−pi)UˆCR,eff(−Ω, τp)RˆX(pi)UˆCR,eff(Ω, τp)
= e+i
pi
2 XˆIˆe−iHˆCR,eff(−Ω)τpe−i
pi
2 XˆIˆe−iHˆCR,eff(+Ω)τp ,
(24)
with τp being the half-CR pulse duration and HˆCR,eff has
the same form as in Eq. (18). In order to implement our
desired ZX operation of the form Uˆide ≡ exp[−ipiZˆXˆ/4],
τp needs to be set as
ωzx × (2τp) = pi
2
(mod 2pi) . (25)
The perturbative result for the two-qubit rates revealed
that ZX and IX are odd functions of the drive amplitude
Ω, while ZZ, ZI and IZ rates are even functions. Hence,
flipping the drive amplitude in the echo sequence yields
HˆCR,eff(+Ω) = ωix IˆXˆ
2
+ ωiz
IˆZˆ
2
+ ωzi
ZˆIˆ
2
+ ωzx
ZˆXˆ
2
+ ωzz
ZˆZˆ
2
,
(26a)
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FIG. 6. Schematic of the echo pulse sequence, where the
original CR pulse is broken into two parts of duration τp with
positive and negative amplitudes, i.e. a pi phase difference
in the CR tone, accompanied by two pi rotations around the
X axis in between. Equation 24 shows the time-evolution
operator under this pulse sequence.
HˆCR,eff(−Ω) = −ωix IˆXˆ
2
+ ωiz
IˆZˆ
2
+ ωzi
ZˆIˆ
2
− ωzx ZˆXˆ
2
+ ωzz
ZˆZˆ
2
.
(26b)
Next, we obtain an explicit solution for the time-
evolution operator by replacing Eqs. (26a–26b) into
Eq. (24). We find that the echo pulse removes ZI, IX
and ZZ interaction, but in turn induces effective echoed
IY , IZ and ZX interactions as
Uˆech(Ω, τp) = uiiIˆ Iˆ + uiy Iˆ Yˆ + uiz IˆZˆ + uzxZˆXˆ . (27)
The corresponding coefficients uii, uiy, uiz and uzx can
be found as
uii ≡ cos
(1
2
ω+τp
)
cos
(1
2
ω−τp
)
+
[ω2ix − ω2iz − ω2zx + ω2zz]
ω+ω−
× sin
(1
2
ω+τp
)
sin
(1
2
ω−τp
)
,
(28a)
uiy ≡ 2i(ωzxωzz − ωixωiz)
ω+ω−
× sin
(1
2
ω+τp
)
sin
(1
2
ω−τp
)
,
(28b)
uiz ≡ iωzz − ωiz
ω−
cos
(1
2
ω+τp
)
sin
(1
2
ω−τp
)
− iωzz + ωiz
ω+
sin
(1
2
ω+τp
)
cos
(1
2
ω−τp
)
,
(28c)
uzx ≡ iωix − ωzx
ω−
cos
(1
2
ω+τp
)
sin
(1
2
ω−τp
)
− iωix + ωzx
ω+
sin
(1
2
ω+τp
)
cos
(1
2
ω−τp
)
.
(28d)
According to Eqs. (28a–28d), the echo dynamics can be
understood as a beating between two collective two-qubit
frequencies ω± that are found in term of the bare rates
as
ω+ ≡
√
(ωzx + ωix)2 + (ωiz + ωzz)2 , (28e)
ω− ≡
√
(ωzx − ωix)2 + (ωiz − ωzz)2 . (28f)
a) b)
c)
FIG. 7. Echoed gate parameters based on Eqs. (28a–28d)
and (31a–31d). a) Echoed IY , b) echoed IZ and c) echoed
ZX. System parameters are the same as those of Fig. 4 and
Table I. Note that the splitting of the poles around ∆ct = 0
and ∆ct = −αc is an artifact of using the perturbative result
for ZX rate (Fig. 4d) to set the pulse time τp according to
Eq. (25). Hence, the result is valid only in the middle of each
region.
These collective frequencies slightly deviate from the in-
tended ZX frequency depending on the strength of un-
wanted terms in the effective Hamiltonian (ωix, ωzz and
ωiz). In Sec. IV B, we compare the explicit solutions (27–
28f) to the ideal CR unitary and provide estimate for the
error.
To visualize the impact of echo pulse on the two-qubit
rates, we can obtain an approximate effective echo Hamil-
tonian by writing
Uˆech(Ω, τp) ≈ exp[−iHˆech(Ω, τp)(2τp)] . (29)
Equation (29) is true under the assumptions that firstly
the single qubit rotations happen on a time scale much
smaller than τp of the CR tone, and secondly that all
pulses have constant amplitude and transient effects are
negligible. Substituting Eq. (27) for Uˆech into Eq. (29)
we find
Hˆech(Ω, τp) ≈ ωii,ech Iˆ Iˆ
2
+ ωiy,ech
Iˆ Yˆ
2
+ ωiz,ech
IˆZˆ
2
+ ωzx,ech
ZˆXˆ
2
,
(30)
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where the echoed gate parameters are obtained as
ωii,ech ≡ i
2τp
[ln(uii + u) + ln(uii − u)] , (31a)
ωiy,ech ≡ i
2τp
uiy
u
[ln(uii + u)− ln(uii − u)] , (31b)
ωiz,ech ≡ i
2τp
uiz
u
[ln(uii + u)− ln(uii − u)] , (31c)
ωzx,ech ≡ i
2τp
uzx
u
[ln(uii + u)− ln(uii − u)] , (31d)
with u ≡
√
u2iy + u
2
iz + u
2
zx.
The resulting echoed gate parameters are studied fur-
ther in Fig. 7. Comparing Figs. 7c and 4d, we observe
that the echoed and the bare ZX rates are more or less
equal, indicating that the pulse sequence barely touches
the intended ZX rate. On top of this, one finds residual
echoed IY and IZ rates. Looking at Fig. 7a we find that,
in terms of lowest IYech, regions II, I and III provide the
most optimal detuning values, respectively. On the other
hand, Fig. 7b suggests that smallest IZech is achieved in
regions I, III and II, respectively. All in all, we expect to
observe reasonable coherent error in the middle of each
of those aforementioned regions. This is studied in more
detail in the following subsection.
B. Gate fidelity
We define the CR echo Gate fidelity as the overlap
between Uˆech that is implemented via CR echo in Eq. (27)
and the ideal ZX operation Uˆide as [40]
F (Uˆech, Uˆide) ≡
Tr
(
Uˆ†echUˆech
)
d(d+ 1)
+
∣∣∣Tr(Uˆ†echUˆide)∣∣∣2
d(d+ 1)
,
(32)
where d = 4 is the dimension of the two-qubit Hilbert
space. Two-qubit gate error is hence defined as the
distance between the implemented and the ideal time-
evolution operators and is expressed in terms of the fi-
delity measure (32) as
Eech ≡ 1− F (Uˆech, Uˆide) . (33)
Figure 8a shows the resulting gate error as a function
of both qubit-qubit detuning and drive. As expected, we
observe a suppression of gate error in the middle of each
region. Generally speaking, increasing the drive ampli-
tude improves the coherent error and widens the optimal
interval in certain regions as the ratio of ZX over other
unwanted terms is enhanced. However, this continues
until a certain drive power in which the ZX rate start
to saturate. Furthermore, we find that the most opti-
mal qubit-qubit detuning lies in the middle of region II
(∆ct ≈ 100 MHz ≈ −0.30αc), for which an error of the
FIG. 8. a) CR echo error obtained from Eqs. (32–33), b)
Nonlocal CR echo error obtained from Eq. (38), c) entan-
gling power of CR echo found from Eq. (40) as a function
of qubit-qubit detuning ∆ct and drive amplitude Ω. Other
parameters are the same as those in Fig. 4 and Table I. The
dashed vertical lines separates the five regions of qubit-qubit
detuning. Note that the splitting of the poles around ∆ct = 0
and ∆ct = −αc is an artifact of using the perturbative re-
sult for ZX rate (Fig. 4d) to set the pulse time τp based on
Eq. (25). Hence, the result is valid only in the middle of each
region.
order of 10−4 is predicted. A similar error is also observed
in region I, centered around ∆ct ≈ −100 MHz ≈ 0.30αc,
with the caveat that the optimal region is much narrower
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and the error increases significantly as the detuning gets
closer to the pole at ∆ct = αt. This increase in error
for larger negative detuning can be traced back to two
simultaneous detrimental effects. Firstly, the ZZ rate
is noticeably enhanced as a result of resonance between
states |ψ11〉 and |ψ02〉 that occurs at ∆ct = αt (Fig. 4e),
and secondly the ZX rate is noticeably suppressed out-
side the detuning interval 0 < ∆ct < −αc (Fig. 4d). Re-
gion III (∆ct ≈ 200 MHz ≈ −0.61αc) provides a slightly
larger error compared to regions II and I, but with the
important advantage that the optimal detuning interval
is wide for any drive amplitude. This flexibility is crucial
for fixed frequency transmons, for which there is not a
precise control over the fabricated qubit frequency.
C. Non-local gate fidelity and entangling power
Two-qubit unitary operators can be categorized in
terms of local equivalence classes, where two operators
belong to the same class if they can be transformed into
one another merely by single-qubit operations. In this
section, we provide the error budget of CR echo sequence
in terms local and non-local contributions. The local
contribution can in principle be corrected by designing
a series of single-qubit operations. The non-local part,
however, provides a lower bound for the optimal CR echo
error and shows how close the implemented unitary is to
a perfect CNOT entangler [37–39, 41, 42].
An arbitrary two-qubit unitary operator is uniquely
determined in terms of 15 independent parameters.
Based on the above equivalence relation, there are only 3
independent parameters that determine the local equiv-
alence class, known as non-local invariants [34, 37]. In
the canonical form, a two-qubit unitary operator can be
uniquely represented in terms of its Cartan coordinates
cx, cy and cz as
Uˆ = KˆLAˆKˆR , (34a)
Aˆ ≡ e− i2 (cxXˆcXˆt+cyYˆcYˆt+czZˆcZˆt) , (34b)
with KˆL ≡ Lˆc ⊗ Lˆt and KˆR ≡ Rˆc ⊗ Rˆt acting locally on
the Hilbert space of each qubit.
Calculating the Cartan representation directly can be
challenging. Makhlin invariants [34], on the other hand,
can be computed more conveniently by rewriting the uni-
tary in the Bell (magic) frame, defined by the unitary
change of basis
Qˆ ≡ 1√
2

1 0 0 i
0 i 1 0
0 i −1 0
1 0 0 −i
 , (35)
as UˆM,ech ≡ Qˆ†UˆechQˆ. In particular, Makhlin proved
that the spectrum of the operator Mˆech ≡ UˆTM,echUˆM,ech
remains invariant under single-qubit operations [34], re-
sulting in an alternative set of invariants as
gx ≡ Re
{ Tr2(Mˆech)
16Det(UˆM,ech)
}
, (36a)
gy ≡ Im
{ Tr2(Mˆech)
16Det(UˆM,ech)
}
, (36b)
gz ≡ Tr
2(Mˆech)− Tr(Mˆ2ech)
4Det(UˆM,ech)
. (36c)
There is a one-to-one correspondence between Makhlin
invariants and Cartan coordinates and they uniquely de-
termine the equivalence class of an arbitrary two-qubit
operation. For instance, the ideal ZX unitary Uˆide be-
long to the CNOT class identified with gx = gy = 0,
gz = 1 and corresponding Cartan coordinates cx = pi/2
and cy = cz = 0.
We define the non-local CR echo fidelity in terms of
the overlap between the non-local parts of Uˆech and Uˆide
[Eqs. (34a–34b)] as [38]
F
(nl)
ech ≡ F (Aˆech, Aˆide) =
Tr
(
Aˆ†echAˆech
)
d(d+ 1)
+
∣∣∣Tr(Aˆ†echAˆide)∣∣∣2
d(d+ 1)
.
(37)
Given that the echo pulse produces a unitary evolution
that is sufficiently close to the CNOT class in the non-
local coordinates, it is possible to derive a rather simple
estimate for the non-local CR echo error only in terms of
the Makhlin invariants as (See Appendix E 1)
E
(nl)
ech ≡ 1− F (nl)ech =
1
10
(4gx − gz + 1) +O(∆c4) . (38)
This measure is shown in Fig. 8b alongside the regular
CR echo error. We observe that the generic behavior is
similar in terms of qubit-qubit detuning and drive, and
the result indicates that there is room for improvement
in all possible detuning values. In particular, in regions
II and I, the lower bound on the coherent error can be as
small as 10−8, while in region III it is 10−7.
Entangling power is another important measure that
quantifies the average entanglement that a unitary op-
erator can produce when acting on separable states [39].
The entangling power of a two-qubit unitary operator de-
pends only on its non-local properties and can be written
directly in terms of the Cartan coordinates as [42]
ep(Uˆ) =
1
18
[
3− cos(2cx) cos(2cy)
− cos(2cy) cos(2cz)− cos(2cz) cos(2cx)
]
.
(39)
The maximum value of entangling power is 2/9 and is
achieved if and only if the two-qubit unitary operator
belongs to the set of special perfect entanglers such as
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a)
b)
FIG. 9. Schematic circuit for CR with a) a control spectator,
and b) a target spectator qubit. For simplicity, we assume
the exchange interaction between all qubit pairs is the same.
CNOT, DCNOT and B classes [41, 42]. Given that Uˆecho
and Uˆide are sufficiently close in the Cartan space, a mod-
ified measure can be defined as the difference between the
entangling powers of the ideal CR and the implemented
CR echo unitary operators as
ep(Uˆide)− ep(Uˆech) = 2
9
gx +O(∆c
4) , (40)
where we have expressed the result in terms of Makhlin
invariant gx up to O(∆c
4) in the Cartan coordinate dif-
ference of Uˆecho and Uˆide (See Appendix E 2). Figure 8c
shows the entangling power based on Eq. (40), where
we observe a similar behavior as the non-local error in
Fig. 8b.
All in all, we conclude that there is a correlation be-
tween the regular gate fidelity, non-local gate fidelity and
entangling power of CR echo unitary such that the opti-
mal qubit-qubit detuning spots are more or less the same
for all considered measures. We note that finding the ex-
act single qubit rotations that map the local to non-local
coordinates, i.e. KˆL,R, is in general challenging and be-
yond the scope of this paper.
V. SPECTATOR QUBITS
So far, we have analyzed the operation of an isolated
CR gate. In reality, however, both the control and the
target qubits may be connected to neighboring qubits
in a quantum processor. The goal of this section is to
understand how the original two-qubit gate parameters
are influenced by the presence of a third spectator qubit.
We consider a minimal extension of our original model
for CR with either a control or a target spectator qubit
States (|SCT 〉 |D〉) Condition ∆st Type
|ψ111〉 |nd〉 ∼ |ψ030〉 |nd〉 ∆st = 2∆ct + 3αc -830 IIIE
|ψ120〉 |nd〉 ∼ |ψ030〉 |nd〉 ∆st = ∆ct + 2αc -580 IIE
|ψ101〉 |nd〉 ∼ |ψ002〉 |nd〉 ∆st = αt -330 IIIB
|ψ110〉 |nd〉 ∼ |ψ020〉 |nd〉 ∆st = ∆ct + αc -250 IIB
|ψ101〉 |nd〉 ∼ |ψ020〉 |nd〉 ∆st = 2∆ct + αc -170 IIID
|ψ100〉 |nd〉 ∼ |ψ001〉 |nd〉 ∆st = 0 0 IIIA
|ψ100〉 |nd〉 ∼ |ψ010〉 |nd〉 ∆st = ∆ct 80 IIA
|ψ210〉 |nd〉 ∼ |ψ120〉 |nd〉 ∆st = ∆ct + αc − αs 80 IID
|ψ200〉 |nd〉 ∼ |ψ101〉 |nd〉 ∆st = −αs 330 IIIB
|ψ200〉 |nd〉 ∼ |ψ110〉 |nd〉 ∆st = ∆ct − αs 410 IIB
States (|CTS〉 |D〉) Condition ∆st Type
|ψ111〉 |nd〉 ∼ |ψ030〉 |nd〉 ∆st = −∆ct + 3αt -1070 IIIE
|ψ101〉 |nd〉 ∼ |ψ020〉 |nd〉 ∆st = −∆ct + αt -410 IIID
|ψ011〉 |nd〉 ∼ |ψ020〉 |nd〉 ∆st = αt -330 IIB
|ψ101〉 |nd〉 ∼ |ψ200〉 |nd〉 ∆st = ∆ct + αc -250 IIIB
|ψ001〉 |nd〉 ∼ |ψ010〉 |nd〉 ∆st = 0 0 IIA
|ψ002〉 |nd〉 ∼ |ψ020〉 |nd〉 2∆st = αt − αs 0 IIC
|ψ001〉 |nd〉 ∼ |ψ100〉 |nd〉 ∆st = ∆ct 80 IIIA
|ψ102〉 |nd〉 ∼ |ψ201〉 |nd〉 ∆st = ∆ct + αc − αs 80 IIIC
|ψ002〉 |nd〉 ∼ |ψ011〉 |nd〉 ∆st = −αs 330 IIB
|ψ002〉 |nd〉 ∼ |ψ101〉 |nd〉 ∆st = ∆ct − αs 410 IIIB
TABLE III. Summary of three-qubit resonances with a con-
trol spectator qubit (top table) and a target spectator (bot-
tom table) that appear up to the fourth order in perturbation
theory and with four energy eigenstates for each qubit. From
left to right, the first column denotes the underlying phys-
ical process in terms of qubit and drive photon states, the
second show the corresponding resonance condition in terms
of qubit-qubit detuning, the third gives an experimental es-
timate in MHz for spectator-target detuning ∆st in terms of
a fixed control-traget detuning as ∆ct = 80 MHz, and the
fourth labels such resonances in terms of broader categories
for multi-qubit resonances (See Sec. VI). The resonances are
ordered increasingly for this particular choice of control-target
detuning. However, note that if the parameters change there
is possibility for the resonances to move around.
as shown in Fig. 9. We study each case independently in
Secs. V A and V B, respectively.
The main results of this section is presented as follows.
The three-qubit gate parameters are shown in Figs. 10
and 12 for the aforementioned two scenarios up to the
fourth-order in perturbation theory. In our analysis, we
have fixed the control-target detuning to lie in the opti-
mal detuning interval of region II based on our two-qubit
calculation in Section III B (∆ct = 80 MHz) and sweep
the spectator qubit frequency. The resulting three-qubit
resonances are summarized in Table III.
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FIG. 10. Three-qubit gate parameters as a function of spectator-target detuning ∆st with fixed control-target detuning ∆ct = 80
MHz for the circuit of Fig. 9a. Other parameters are set as J = 3.8 MHz and αc = αt = αs = −330 MHz. The order of gate
operators is taken as spectator ⊗ control ⊗ target. The observed resonances are understood in terms of two- and three-qubit
processes and are summarized in the top panel of Table III.
A. Control spectator
Here, we consider the impact of a control spectator
qubit on the CR gate parameters. The starting CR
Hamiltonian (8a–8b) is now modified according to Fig. 9a
as
Hˆ0 =
∑
j=s,c,t
ωjh
4
[
yˆ2j −
2
j
cos(
√
j xˆj)
]
, (41a)
Hˆint(t) = Jyˆsyˆc + Jyˆcyˆt − Ωyˆc sin(ωdt) , (41b)
where the spectator qubit operators and parameters are
labeled with s and we have considered a direct interac-
tion between the control and the spectator qubit of the
same strength J for simplicity. Furthermore, the order
of subsystems in the composite Hilbert space is taken as
spectator⊗ control⊗ target consistent with Fig. 9a.
Starting from Hamiltonian (41a–41a) and following
SWPT Eqs. (16a–16d), we obtain an effective Hamilto-
nian for this extended model via block-diagonalization
with respect to the Hilbert space of the target qubit.
The corresponding three-qubit gate parameters are then
read off of the effective Hamiltonian in the computational
basis. Note that, in principle, there are 64 distinct gate
parameters for the three-qubit problem under consider-
ation. However, only a few contain dominant resonant
processes. Since the drive is only resonant with the tar-
get qubit frequency, the dominant interactions may only
involve Iˆ, Zˆ for the control and the spectator sectors,
and all four Pauli matrices for the target sector. Fur-
thermore, we assume that the phase of the CR drive is
set such that it only induces a resonant Xˆ interaction
on the target. With all these considerations, there are
2×2×3−1 = 11 independent non-zero gate parameters,
where we neglect the irrelevant energy shift due to the
III term.
The lowest order estimates for the gate parameters
recover the original dominant gate parameters in the
control ⊗ target sector as those in Table I, as well as
a ZZ interaction between the control and the spectator
qubits. Fourth order expressions include a plethora of in-
dependent multi-qubit multi-photon processes and hence
are not given explicitly. In Fig. 10, we study the behavior
of all non-zero three-qubit gate parameters as a function
spectator-target detuning ∆st and up to the fourth order
in perturbation. To better understand the result, we can
break the gate parameters into two sub-categories.
The first category includes those gate parameters with
the spectator sector being idle such as IIX, IIZ, IZI,
IZX and IZZ as shown in Figs. 10a–10e, respectively.
We observe that these rates remain almost intact com-
pared to the ones found without a spectator qubit, unless
the spectator frequency is sufficiently close to specific val-
ues that are understood in terms of two- or three-qubit
16
FIG. 11. A closer look into the IZZ term for the case of a con-
trol spectator (same as Fig. 10e). The induced resonances by
the spectator qubit are labeled with the underlying physical
process according to Table III and Sec. VI. Ideally, the spec-
tator frequency should be tuned such that it is sufficiently far
from these resonances. The boundaries of the resulting detun-
ing regions can move around dependent on the control-target
detuning.
resonances (See top panel of Table III). Moreover, the
strength of each resonance, i.e. the numerator in the
perturbative expansion, determines its effective width in
frequency. Generally speaking, we find that resonances
involving nearest neighbors result in stronger and hence
wider peaks and are in turn more detrimental from design
perspective. This has been illustrated in Fig. 11 in terms
of observed resonances in the IZZ gate parameter. In
particular, we find that the strongest resonance occurs
when the control spectator qubit frequency, transition
|ψs,0〉 ↔ |ψs,1〉, is equal with transition |ψc,1〉 ↔ |ψc,2〉 of
the control qubit, which translates as ∆st = ∆ct + αc.
The second category contains gate parameters with
spectator sector set to the Z Pauli matrix as given in
Figs. 10f–10k. In particular, ZII and ZZI, Figs. 10f
and 10i, belong to the reduced spectator⊗ control sector
and hence exhibit a more pronounced dependence on ∆st.
On the other hand, gate parameters ZIX, ZIZ, ZZX
and ZZZ describe an effective mediated interaction be-
tween the target and the spectator qubits via the control.
The underlying processes are fourth-order in nature, and
the estimates can range from 0.1–10 KHz (Figs. 10g, 10h,
10j, 10k).
Lastly, we note that a specific gate parameter con-
tains specific combination of multi-qubit multi-photon
processes. For instance, the IIZ rate exhibits a reso-
nance at ∆st = 0, while the IIX rate does not. The
entirety of such multi-qubit resonances that emerge in
Fig. 10, as a result of a control spectator, have been ex-
plained in terms of their underlying physical process and
summarized in the top panel of Table III.
B. Target spectator
The case of a target spectator is shown schematically
in Fig. 9b, with the corresponding bare and interaction
Hamiltonian defined as
Hˆ0 =
∑
j=c,t,s
ωjh
4
[
yˆ2j −
2
j
cos(
√
j xˆj)
]
, (42a)
Hˆint(t) = Jyˆcyˆt + Jyˆtyˆs − Ωyˆc sin(ωdt) . (42b)
In contrast to the case of a control spectator, the order of
the composite Hilbert space is taken as control⊗target⊗
spectator in agreement with Fig. 9b.
Most of our discussions from the previous section ap-
plies to the target spectator as well. Hence, to avoid
repetition, we briefly summarize our main findings. Up
to the second order, we recover the results of two-qubit
calculation in addition to a ZZ interaction between the
target and the spectator qubits. There are again 11
non-zero gate parameters up to the fourth order in per-
turbation, which are shown in Fig. 12 as a function of
spectator-target detuning ∆st and drive amplitude Ω.
The observed resonances have been explained in terms
of two- and three-qubit processes in the bottom panel of
Table III.
VI. SUMMARY OF MULTI-QUBIT
RESONANCES
The two-qubit and three-qubit perturbative calcula-
tions in Secs. III and V revealed various possibilities for
multi-qubit resonances. Here, we summarize such reso-
nances in terms of three broader categories which have
been used to label and understand the similarity between
those particular resonances that appeared in Tables II
and III. Two key factors in our categorization are the
number of qubits involved in a particular resonance and
the underlying qubit states or the physical process. In
general, there are infinite possibilities and the purpose of
this section is to summarize only those resonances that
emerge within a four-level approximation for each qubit
and up to the fourth-order perturbation in drive ampli-
tude.
To make a connection with our perturbative results,
the analysis in this section only categorizes the distinct
energy denominators. The numerator of a process, on
the other hand, is determined by the matrix elements of
the underlying interaction Hamiltonian. Whether or not
a particular process appears in a physical quantity de-
pends on whether those states that are involved in that
process are occupied in the time-evolution of that phys-
ical quantity. A general rule of thumb is that the res-
onances involving higher energy states and next-nearest
neighboring qubits appear to be weaker. In the following,
we enumerate three resonance types, where the first in-
dex shows how many qubits are involved and the second
labels the sub-type.
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FIG. 12. Three-qubit gate parameters as a function of spectator-target detuning ∆st with fixed control-target detuning ∆ct = 80
MHz for the circuit of Fig. 9b. Other parameters are set as J = 3.8 MHz and αc = αt = αs = −330 MHz. We observe that
these rates are mainly renormalized only for the values of ∆st close to a frequency collision as summarized in Table III. Notice
the different order of gate operators, control⊗ target⊗ spectator, compared to the case of a control spectator in Fig. 10
Type I. This category includes the single-qubit reso-
nances that occur as a result of drive frequency ωd (ap-
proximately the same as ωt) being resonant with different
transition frequencies of the control qubit.
IA) A two-photon process, where twice the drive fre-
quency is resonant with the transition |ψc,0〉 →
|ψc,2〉 of the control qubit, resulting in the effec-
tive resonance condition 2∆ct = −αc.
IB) A three-photon process, where three times the drive
frequency is resonant with the transition |ψc,0〉 →
|ψc,3〉 of the control qubit, resulting in the effec-
tive resonance condition 3∆ct ≈ −3αc [approxi-
mate sign is due to neglecting βc in Eq. (5)].
IC) A single-photon process, where the drive frequency
is resonant with the transition |ψc,1〉 → |ψc,2〉 of the
control qubit, resulting in the effective resonance
condition ∆ct = −αc.
ID) A two-photon process, where twice the drive fre-
quency is resonant with the transition |ψc,1〉 →
|ψc,3〉 of the control qubit, resulting in the effec-
tive resonance condition 2∆ct = −3αc.
IE) A single-photon process, where the drive frequency
is resonant with the transition |ψc,2〉 → |ψc,3〉 of the
control qubit, resulting in the effective resonance
condition ∆ct = −2αc.
Type II. This category contains the resonances be-
tween any two neighboring qubits in the network denoted
by index m and n.
IIA) Transition |ψm,0〉 → |ψm,1〉 of qubit m is resonant
with transition |ψn,0〉 → |ψn,1〉 of qubit n resulting
in the resonance condition ∆mn = 0.
IIB) Transition |ψm,0〉 → |ψm,1〉 of qubit m is resonant
with transition |ψn,1〉 → |ψn,2〉 of qubit n, or vice
versa, resulting in the resonance condition ∆mn =
αn or ∆mn = −αm, respectively.
IIC) Transition |ψm,0〉 → |ψm,2〉 of qubit m is resonant
with transition |ψn,0〉 → |ψn,2〉 of qubit n resulting
in the resonance condition 2∆mn = αn − αm.
IID) Transition |ψm,1〉 → |ψm,2〉 of qubit m is resonant
with transition |ψn,1〉 → |ψn,2〉 of qubit n resulting
in the resonance condition ∆mn = αn − αm.
IIE) Transition |ψm,2〉 → |ψm,3〉 of qubit m is resonant
with transition |ψn,0〉 → |ψn,1〉 of qubit n, or vice
versa, resulting in the resonance condition ∆mn =
−2αm or ∆mn = 2αn, respectively.
Type III. This category contains possible three-qubit
resonances. We label the qubits as m, n and l and with-
out loss of generality we assume that m is connected to n,
and n is connected to l. Some of the types enumerated
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below resemble the ones in Type II as it involves only
two of the qubits. The important distinction, however, is
that here those resonance happen between next-nearest
neighboring qubits.
IIIA) Transition |ψm,0〉 → |ψm,1〉 of qubit m is resonant
with transition |ψl,0〉 → |ψl,1〉 of qubit l resulting
in the resonance condition ∆ml = 0.
IIIB) Transition |ψm,0〉 → |ψm,1〉 of qubit m is resonant
with transition |ψl,1〉 → |ψl,2〉 of qubit l, or vice
versa, resulting in the resonance condition ∆ml =
αl or ∆ml = −αm.
IIIC) Transition |ψm,1〉 → |ψm,2〉 of qubit m is resonant
with transition |ψl,1〉 → |ψl,2〉 of qubit l resulting
in the resonance condition ∆ml = αl − αm.
IIID) Sum of transition frequencies |ψm,0〉 → |ψm,1〉 and
|ψl,0〉 → |ψl,1〉 of qubits m and l is resonant with
transition |ψn,0〉 → |ψ0,2〉 of qubit n resulting in
the resonance condition ∆mn + ∆ln = αn.
IIIE) Sum of transition frequencies |ψm,0〉 → |ψm,1〉,
|ψn,0〉 → |ψn,1〉 and |ψl,0〉 → |ψl,1〉 of qubits m, n
and l is resonant with transition |ψn,0〉 → |ψ0,3〉
of qubit n resulting in the resonance condition
∆mn + ∆ln = 3αn.
Despite the fact that the broad resonance types enu-
merated above are found for only two- or three-qubit
systems, they lay out a realistic guideline for avoiding
frequency collisions and frequency crowding in a larger
network of qubits. This is true since the resonances in-
volving qubits beyond next-nearest neighbors only ap-
pear in higher order perturbation and tend to be orders
of magnitude weaker, unless for very strong drive regime.
VII. CONCLUSION
In this work, we followed a bottom-up approach in
our analysis of CR gate operation. Starting from a
slightly modified model that accounts for qubit eigen-
state renormalization, compared to previous theoretical
studies [24, 25], we first analyzed an isolated CR gate and
characterized candidate parameters to achieve reasonable
gate speed and gate error. Our calculations confirm that
for drive amplitude close to 50 MHz, a gate speed of the
order of 2 MHz can be achieved when control-target de-
tuning is in the straddling regime 0 < ∆ct < −αc. In
particular, detuning region III (−αc/2 < ∆ct < −αc)
results in the largest ZX rate and hence the fastest
gate. Analysis of the gate error with an echo pulse
sequence revealed that there are optimal spots in the
middle of detuning regions II (0 < ∆ct < −αc/2), I
(αt < ∆ct < 0) and III, where the coherent error can
range in 10−4 < Eech < 10−3. Splitting the error into lo-
cal (single-qubit) and non-local (two-qubit) parts shows a
wide room for error improvement provided that the echo
pulse is amended with additional single-qubit rotations.
Having understood the two-qubit physics, we considered
the simplest generalization consisting of three-qubits, in
which either the control or the target is coupled to a spec-
tator qubit. Spectator qubit analysis reveals a series of
multi-qubit processes causing detrimental frequency col-
lisions, which are crucial to avoid in designing a network
of qubits. In summary, our analysis lays out the ground-
work and provides a roadmap for designing optimal CR
gate operation in a quantum processor.
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Appendix A: Transmon spectrum and modified
two-qubit interactions
In this appendix, we revisit the spectrum of a transmon
qubit and provide perturbative results for its eigenener-
gies and eigenstates in terms of the unitless anharmonic-
ity scale  ≡ √2EC/EJ . The main difference with re-
spect to Kerr theory appears in the renormalization of
the eigenstates, which leads to modified matrix elements
for qubit-qubit interaction and drive.
We start from the transmon Hamiltonian in terms of
the charging (EC) and Jopsephson (EJ) energies as
Hˆq = 4ECNˆ2 − EJ cos(ϕˆ) , (A1)
where ϕˆ and Nˆ are the phase and number operators,
respectively. Next, we replace the quadratures in terms
of their zero-point fluctuation amplitudes as
ϕˆ = ϕzpfxˆ =
(
2EC
EJ
)1/4 (
bˆ+ bˆ†
)
, (A2a)
Nˆ = Nzpfyˆ =
1
2
(
EJ
2EC
)1/4 [
−i
(
bˆ− bˆ†
)]
, (A2b)
in terms of which we obtain a new representation of the
transmon Hamiltonian as
Hˆq = ωh
4
[
yˆ2 − 2

cos(
√
xˆ)
]
. (A3)
In Eq. (A3), ωh ≡
√
8ECEJ is the harmonic frequency of
the qubit and  ≡√2EC/EJ is a unitless anharmonicty
measure in terms of which we can solve for the spectrum
perturbatively. Moreover, xˆ ≡ bˆ+ bˆ† and yˆ ≡ −i(bˆ− bˆ†)
are the unitless phase and number operators.
Next, we expand Hamiltonian (A3) in powers of  as
Hˆq =
∞∑
p=0
pHˆ(p)q , (A4)
where the harmonic part is given as Hˆ(0)q = ωhbˆ†bˆ. The
nonlinear contributions for p ≥ 1 read
Hˆ(p)q ≡ ωh
(−1)p
2(2p+ 2)!
(
bˆ+ bˆ†
)2p+2
= ωh
p∑
m=0
l=m+1∑
l=−(m+1)
[ (−1)p
2p−m+1(p−m)!
×
(
bˆ†
)m+1+l
(m+ 1 + l)!
bˆm+1−l
(m+ 1− l)!
]
,
(A5)
where the first expression shows the Taylor expansion of
the cosine potential and the last step shows the normal-
ordered form. We then develop a perturbative expansion
of the eigenenergies and eigenstates of the transmon in
powers of  as
En =
∞∑
p=0
pE(p)n , (A6a)
|ψn〉 =
∞∑
p=0
p |ψ(p)n 〉 . (A6b)
Replacing Eqs. (A4), (A6a) and (A6b) into the eigen-
value problem Hˆq |ψn〉 = En |ψn〉, one can solve for the
spectrum recursively as (See also Ref. [36])
E(p)n =
p−1∑
r=0
〈n| Hˆ(p−r)q |ψ(r)n 〉 , (A7a)
|ψ(p)n 〉 =
∑
m6=n
{ 1
(n−m)ωh
[
〈m| Hˆ(p)q |n〉
+
p−1∑
r=0
〈m|
(
Hˆ(p−r)q − E(p−r)n
)
|ψ(r)n 〉
]}
|m〉 .
(A7b)
For our analytical calculation of the CR gate param-
eters, we keep four transmon levels which is essential to
correctly capture the higher order behavior of gate pa-
rameters in terms of drive amplitude Ω. Therefore, the
eigenenergies up to O(3) are found as
E1 − E0
ωh
= 1− 1
4
− 1
16
2 +O(3) , (A8a)
E2 − E0
ωh
= 2− 3
4
− 17
64
2 +O(3) , (A8b)
E3 − E0
ωh
= 3− 3
2
− 45
64
2 +O(3) , (A8c)
where Eq. (A8a) provides the expression for qubit fre-
quency ω ≡ E1 − E0. Furthermore, from Eqs. (A8a)
and (A8b) we obtain qubit anharmonicity α as
α
ωh
≡ (E2 − E1)− (E1 − E0)
ωh
= −1
4
− 9
64
2 +O(3) .
(A9)
The first four transmon eigenstates read
|ψ0〉 =
(
1− 13
3072
2
)
|0〉+
(
1
8
√
2
+
13
384
√
2
2
)
|2〉
+
(√
6
96
+
√
6
96
2
)
|4〉+ 23
768
√
5
2 |6〉
+
√
35
2
1536
2 |8〉+O(3) ,
(A10a)
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|ψ1〉 =
(
1− 35
1024
2
)
|1〉+
(
5
8
√
6
+
37
128
√
6
2
)
|3〉
+
(
1
16
√
5
6
+
41
64
√
30
2
)
|5〉+ 11
256
√
7
5
2 |7〉
+
1
512
√
35
2
2 |9〉+O(3) ,
(A10b)
|ψ2〉 =
(
− 1
8
√
2
− 5
96
√
2
2
)
|0〉+
(
1− 419
3072
2
)
|2〉
+
(
7
8
√
3
+
145
256
√
3
2
)
|4〉
+
(
1
16
√
5
2
+
103
96
√
10
2
)
|6〉
+
43
384
√
7
5
2 |8〉+ 5
512
√
7
2
2 |10〉+O(3) ,
(A10c)
|ψ3〉 =
(
− 5
8
√
6
− 13
32
√
6
2
)
|1〉+
(
1− 405
1024
2
)
|3〉
+
(
3
√
5
8
+
79
√
5
256
2
)
|5〉
+
(
1
16
√
35
6
+
103
64
√
7
30
2
)
|7〉
+
53
128
√
7
15
2 |9〉+ 5
512
√
77
6
2 |11〉+O(3) .
(A10d)
Based on Eqs. (A8a–A10d), we can write the qubit
Hamiltonian in the energy basis as
Hˆq = ω |ψ1〉 〈ψ1|+ (2ω + α) |ψ2〉 〈ψ2|
+ (3ω + 3α+ β) |ψ3〉 〈ψ3| ,
(A11)
where β ≡ −(6/64)2ωh provides the deviation from the
Kerr level structure for the third excited state of trans-
mon, which is negligible unless the drive frequency is di-
rectly resonant with the |ψ2〉 ↔ |ψ3〉 transition.
Eigenstate renormalization leads to modified interac-
tions between the qubits. To see this explicitly, we need
to project the interaction Hamiltonian into the energy
basis. If the interactions between the qubits is linear (ca-
pacitive or inductive), it is sufficient to first obtain the
matrix elements of xˆ and yˆ in the new basis as
µmn ≡ 〈ψm| xˆ |ψn〉 , (A12a)
νmn ≡ 〈ψm| yˆ |ψn〉 . (A12b)
For simplicity, we separate the lowering (-) and raising
(+) parts of the quadratures as
xˆ = xˆ− + xˆ+ , (A13a)
yˆ = −i (yˆ− − yˆ+) , (A13b)
where xˆ+ = (xˆ−)† and yˆ+ = (yˆ−)†. Note that in the har-
monic limit of the problem one finds lim
→0
xˆ− = lim
→0
yˆ− =
bˆ. Using Eqs. (A10a–A10d) we find the following matrix
representations for xˆ− up to the fourth level of transmon
as
xˆ− ≈

0 µ01 0 µ03
0 0 µ12 0
0 0 0 µ23
0 0 0 0
 , (A14a)
where µmn are found up to O(
3) as
µ01 = 1 +
1
8
+
13
256
2 +O(3) , (A14b)
µ12 =
(
1 +
1
4
+
95
512
2
)√
2 +O(3) , (A14c)
µ23 =
(
1 +
3
8
+
105
256
2
)√
3 +O(3) , (A14d)
µ03 = −
√
6
48
− 3
√
6
128
2 +O(3) . (A14e)
We find a similar matrix representation for yˆ− as
yˆ− ≈

0 ν01 0 ν03
0 0 ν12 0
0 0 0 ν23
0 0 0 0
 , (A15a)
where νmn read
ν01 = 1− 1
8
− 11
256
2 +O(3) , (A15b)
ν12 =
(
1− 1
4
− 73
512
2
)√
2 +O(3) , (A15c)
ν23 =
(
1− 3
8
− 79
256
2
)√
3 +O(3) , (A15d)
ν03 = −
√
6
16
− 5
√
6
128
2 +O(3) . (A15e)
Equations (A11) and (A14a–A15e) are the main results
of this appendix and are used to construct a new starting
Hamiltonian for the CR gate [See Eqs. (9–11) and Fig. 2
of the main text].
Appendix B: Two-qubit dressed basis
In this appendix, we obtain the dressing of transmon
energy eigenstates due to the exchange interaction J .
Note that J is at least one order of magnitude smaller
than the drive amplitude Ω. Hence, in practice, it is
sufficient to only obtain the lowest order correction to
eigenenergies and eigenstates due to the exchange in-
teraction. We note that the outcome of this appendix
is not directly utilized in the main body of the paper,
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since we performed a simultaneous perturbation in J and
Ω. However, we present the dressed two-qubit states for
completeness and for a sanity check on our simultaneous
perturbative results. Moreover, for more precise numeri-
cal analysis, the knowledge of the dressed frame becomes
essential.
The undriven system Hamiltonian for the CR gate can
be expressed as
Hˆs = Hˆqc + Hˆqt + HˆJ , (B1)
where Hˆqc and Hˆqt denote the control and the target
qubit Hamiltonians, and HˆJ is the exchange interaction,
respectively. We employ a four-level representation of
each qubit following our discussion in Appendix A. The
qubit Hamiltonian is then expressed as
Hˆqc = ωc |ψc,1〉 〈ψc,1|+ (2ωc + αc) |ψc,2〉 〈ψc,2|
+ (3ωc + 3αc) |ψc,3〉 〈ψc,3| ,
(B2)
Hˆqt = ωt |ψt,1〉 〈ψt,1|+ (2ωt + αt) |ψt,2〉 〈ψt,2|
+ (3ωt + 3αt) |ψt,3〉 〈ψt,3| ,
(B3)
with ωq/c and αc/t denoting the frequency and the an-
harmonicity for each qubit. The exchange Hamiltonian
is engineered through a charge-charge interaction of the
form
HˆJ = Jyˆcyˆt ≈ J
(
yˆ+c yˆ
−
t + yˆ
+
t yˆ
−
c
)
, (B4)
with the raising and lowering operators yˆ±c/t given in
terms of Eqs. (A15a–A15e).
In the following, we apply a time-independent per-
turbation theory in J/∆ct to obtain corrections to the
two-qubit eigenenergies and eigenstates (16 in total for a
four-level model of each transmon). We note that there
are multiple perturbation techniques available, namely
either the Rayleigh-Schrodinger perturbation used in Ap-
pendix A or the SWPT of Appendix C [Eqs. (C11b–
C11f)], and we confirm that regardless of the technique
the results agree. To visualize the underlying interac-
tions and understand the corrections better, we refer the
reader to Fig. 2.
We set the order of composite Hilbert space as
control⊗ target and group the results in terms of sectors
labeled by the state of the control qubit. The eigenen-
ergies in the c = 0 sector of the two-qubit Hilbert space
read
E¯00 = E00 , (B5a)
E¯01 = E01 −
ν2c,01ν
2
t,01J
2
∆ct
, (B5b)
E¯02 = E02 −
ν2c,01ν
2
t,12J
2
∆ct − αt , (B5c)
E¯03 = E03 −
ν2c,01ν
2
t,23J
2
∆ct − 2αt , (B5d)
where we have used a bar-notation to distinguish between
bare and dressed states. Similarly, when the control is in
the first excited state c = 1, the dressed eigenenergies are
found as
E¯10 = E10 +
ν2c,01ν
2
t,01J
2
∆ct
, (B5e)
E¯11 = E11 +
ν2c,01ν
2
t,12J
2
∆ct − αt −
ν2c,12ν
2
t,01J
2
∆ct + αc
, (B5f)
E¯12 = E12 +
ν2c,01ν
2
t,23J
2
∆ct − 2αt −
ν2c,12ν
2
t,12J
2
∆ct + αc − αt , (B5g)
E¯13 = E13 −
ν2c,12ν
2
t,23J
2
∆ct + αc − 2αt . (B5h)
The dressed eigenenergies in the c = 2 sector are obtained
as
E¯20 = E20 +
ν2c,12ν
2
t,01J
2
∆ct + αc
, (B5i)
E¯21 = E21 +
ν2c,12ν
2
t,12J
2
∆ct + αc − αt −
ν2c,23ν
2
t,01J
2
∆ct + 2αc
, (B5j)
E¯22 = E22 +
ν2c,12ν
2
t23J
2
∆ct + αc − 2αt −
J2ν2c,23ν
2
t,12J
2
∆ct + 2αc − αt , (B5k)
E¯23 = E23 −
J2ν2c,23ν
2
t,23
∆ct + 2αc − 2αt . (B5l)
Lastly, when the control qubit is in the third excited
state, i.e. c = 3 sector, we find
E¯30 = E30 +
ν2c,23ν
2
t,01J
2
∆ct + 2αc
, (B5m)
E¯31 = E31 +
ν2c,23ν
2
t,12J
2
∆ct + 2αc − αt , (B5n)
E¯32 = E32 +
ν2c,23ν
2
t,23J
2
∆ct + 2αc − 2αt , (B5o)
E¯33 = E33 . (B5p)
The lowest order corrections to eigenstates are propor-
tional to J . The states with c = 0 are renormalized as
|ψ¯00〉 = |ψ00〉 , (B6a)
|ψ¯01〉 = |ψ01〉 − νc,01νt,01J
∆ct
|ψ10〉 , (B6b)
|ψ¯02〉 = |ψ02〉 − νc,01νt,12J
∆ct − αt |ψ11〉 , (B6c)
|ψ¯03〉 = |ψ03〉 − νc,01νt,23J
∆ct − 2αt |ψ12〉 . (B6d)
In the c = 1 sector we find
|ψ¯10〉 = |ψ10〉+ νc,01νt,01J
∆ct
|ψ01〉 , (B7a)
|ψ¯11〉 = |ψ11〉+ νc,01νt,12J
∆ct − αt |ψ02〉
−νc,12νt,01J
∆ct + αc
|ψ20〉 ,
(B7b)
22
|ψ¯12〉 = |ψ12〉+ νc,01νt,23J
∆ct − 2αt |ψ03〉
− νc,12νt,12J
∆ct + αc − αt |ψ21〉 ,
(B7c)
|ψ¯13〉 = |ψ13〉 − νc,12νt,23J
∆ct + αc − 2αt |ψ22〉 . (B7d)
The eigenstates in the c = 2 sector read
|ψ¯20〉 = |ψ20〉+ νc,12νt,01J
∆ct + αc
|ψ11〉 , (B8a)
|ψ¯21〉 = |ψ21〉+ νc,12νt,12J
∆ct + αc − αt |ψ12〉
−νc,23νt,01J
∆ct + 2αc
|ψ30〉 ,
(B8b)
|ψ¯22〉 = |ψ22〉+ νc,12νt,23J
∆ct + αc − 2αt |ψ13〉
− νc,23νt,12J
∆ct + 2αc − αt |ψ31〉 ,
(B8c)
|ψ¯23〉 = |ψ23〉 − νc,23νt,23J
∆ct + 2αc − 2αt |ψ32〉 . (B8d)
Lastly, the eigenstates in the c = 3 sector are obtained
as
|ψ¯30〉 = |ψ30〉+ νc,23νt,01J
∆ct + 2αc
|ψ21〉 , (B9a)
|ψ¯31〉 = |ψ31〉+ νc,23νt,12J
∆ct + 2αc − αt |ψ22〉 , (B9b)
|ψ¯32〉 = |ψ32〉+ νc,23νt,23J
∆ct + 2αc − 2αt |ψ23〉 , (B9c)
|ψ¯33〉 = |ψ33〉 . (B9d)
Based on Eqs. (B5a), (B5b), (B5e) and (B5f) we find
static renormalizations of the qubit frequencies as well as
an effective static ZZ interaction. The resulting effective
Hamiltonian in the computational basis reads
Hˆs,TLA = ω¯iz IˆZˆ
2
+ ω¯zi
ZˆIˆ
2
+ ω¯zz
ZˆZˆ
2
, (B10a)
with static ω¯iz, ω¯zi and ω¯zz given as
ω¯zz ≡ 1
2
(
ν2c,01ν
2
t,12
∆ct − αt −
ν2c,12ν
2
t,01
∆ct + αc
)
J2 , (B10b)
ω¯iz ≡ −ωt − ω¯zz +
ν2c,01ν
2
t,01J
2
∆ct
, (B10c)
ω¯zi ≡ −ωc − ω¯zz −
ν2c,01ν
2
t,01J
2
∆ct
. (B10d)
Our knowledge of the dressed frame become important
when the CR drive is added to the picture. Since only
the dressed frequencies are accessible experimentally, the
drive frequency is hence tuned to the dressed frequency
of the target qubit as
ωd ≈ ωt + 1
2
(
ν2c,01ν
2
t,12
∆ct − αt −
ν2c,12ν
2
t,01
∆ct + αc
− 2ν
2
c,01ν
2
t,01
∆ct
)
J2.
(B11)
Therefore, the CR Hamiltonian can be expressed as
Hˆs(t) = Hˆs + Hˆd(t) , (B12)
with Hˆs given in Eq. (B1) and Hˆd(t) as
Hˆd(t) = −Ωyˆc sin(ωdt) ≈ Ω
2
(
yˆ−c e
iωdt + yˆ+c e
−iωdt) .
(B13)
So far, we found the diagonal form for Hˆs in terms of the
dressed two-qubit basis. On the other hand, we also need
to rotate Hˆd(t) into this new frame. Based on Eq. (B13),
it is sufficient to find the representation of the lowering
charge operator yˆ−c in the dressed basis as
yˆ−c =
3∑
m,n=0
l,p=0
〈ψ¯mn| yˆ−c |ψ¯lp〉 |ψ¯mn〉 〈ψ¯lp| . (B14a)
In principle, there are quite a few non-zero matrix ele-
ments which can be found from Eqs. (B6a–B9d) for the
dressed states and Eq. (A15a) for yˆ−c . Here, for simplic-
ity, we only quote the non-zero matrix elements in the
computational basis as
〈ψ¯00| yˆ−c |ψ¯01〉 = −
ν2c,01νt,01J
∆ct
, (B14b)
〈ψ¯00| yˆ−c |ψ¯10〉 = νc,01 , (B14c)
〈ψ¯01| yˆ−c |ψ¯11〉 = νc,01 , (B14d)
〈ψ¯10| yˆ−c |ψ¯11〉 =
ν2c,01νt,01J
∆ct
− ν
2
c,12νt,01J
∆ct + αc
, (B14e)
from which we find how the drive indirectly acts on the
target qubit while being mediated by the control.
To summarize the main results of this appendix, we
found the transformation between the energy-basis rep-
resentation of the CR gate to the basis that is dressed
by the exchange coupling J for the main reason that the
dressed basis is the one that is probed experimentally.
Consequently, we re-expressed the drive Hamiltonian in
this new frame, which serves as a perturbation to the sys-
tem. Note that the result in this section can be trivially
generalized to the spectator calculation, since up to the
lowest order the renormalizations are pairwise and will
not include next-nearest neighbor coupling.
Appendix C: Time-dependent Schrieffer-Wolff
perturbation theory
In this appendix, we provide the derivation of a time-
dependent SWPT up to the fourth order. The perturba-
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tive equations are used to find an effective Hamiltonian
for the CR gate. In Sec. C 1, we start our analysis in
the lab frame and present our results in terms of a set
of linear operator-valued ODEs for the generator of the
SW transformation. Next, in Sec. C 2, we argue that
the form of perturbative equations become simpler when
we re-express them in the interaction frame. Lastly, in
Sec. C 3, we fine-tune the generic perturbative equations
for the CR gate, where we are interested in transform-
ing to a frame in which the effective CR Hamiltonian is
block-diagonal with respect to the Hilbert space of the
target qubit.
1. Lab frame
The Hamiltonian in the lab frame can be written as
Hˆs(t) = Hˆ0 + λHˆint(t) , (C1)
where λ is a small expansion parameter and Hˆint(t) is
the time-dependent perturbation that is applied to the
system. We assume that the interaction is off-diagonal.
Otherwise, one can always add the diagonal parts of Hˆint
to Hˆ0 and redefine the zeroth order Hamiltonian.
In order to obtain an effective Hamilotnian, we apply
a SW transformation to the Floquet Hamiltonian as
Hˆeff(t) = eiGˆ(t)
[
Hˆs(t)− i∂t
]
e−iGˆ(t) , (C2)
where Gˆ(t) is the generator of the SW transformation
that can be solved for order by order in the small param-
eter λ.
To obtain a perturbative expansion, we use the BCH
lemma as
eAˆBˆe−Aˆ =
∞∑
n=0
1
n!
Cn[Aˆ]Bˆ
= Bˆ + [Aˆ, Bˆ] +
1
2
[Aˆ, [Aˆ, Bˆ]] + . . . ,
(C3a)
where Aˆ and Bˆ are two arbitrary operators and Cn[Aˆ](•)
is a nested commutator defined as
Cn[Aˆ](•) = [Aˆ, [Aˆ, [Aˆ, [. . .︸ ︷︷ ︸
n
, •]]] . (C3b)
According to Eq. (C2), there are three separate contri-
butions to the effective Hamiltonian found as the trans-
formations of Hˆ0, λHˆint(t) and the energy operator −i∂t.
In the following, we focus on each term separately. To
this aim, we write the generator as
Gˆ(t) =
∞∑
n=1
λnGˆn(t) , (C4)
where Gˆn(t) denotes the solution to the generator at or-
der λn.
We first consider the transformation of Hˆ0. Setting
Aˆ = iGˆ(t) and Bˆ = Hˆ0 in the BCH lemma (C3a) and
inserting the expansion for Gˆ(t) from Eq. (C4) we find
eiGˆ(t)Hˆ0(t)e−iGˆ(t) = Hˆ0 + i[Gˆ, Hˆ0]− 1
2
[Gˆ, [Gˆ, Hˆ0]]
− i
6
[Gˆ, [Gˆ, [Gˆ, Hˆ0]]] + 1
24
[Gˆ, [Gˆ, [Gˆ, [Gˆ, Hˆ0]]]] + . . .
= Hˆ0 + λ
(
i[Gˆ1, Hˆ0]
)
+ λ2
(
i[Gˆ2, Hˆ0]− 1
2
[Gˆ1, [Gˆ1, Hˆ0]]
)
+ λ3
(
i[Gˆ3, Hˆ0]− 1
2
[Gˆ1, [Gˆ2, Hˆ0]]− 1
2
[Gˆ2, [Gˆ1, Hˆ0]]
− i
6
[Gˆ1, [Gˆ1, [Gˆ1, Hˆ0]]]
)
+ λ4
(
i[Gˆ4, Hˆ0]− 1
2
[Gˆ1, [Gˆ3, Hˆ0]]
− 1
2
[Gˆ2, [Gˆ2, Hˆ0]]− 1
2
[Gˆ3, [Gˆ1, Hˆ0]]− i
6
[Gˆ1, [Gˆ1, [Gˆ2, Hˆ0]]]
− i
6
[Gˆ1, [Gˆ2, [Gˆ1, Hˆ0]]]− i
6
[Gˆ2, [Gˆ1, [Gˆ1, Hˆ0]]]
+
1
24
[Gˆ1, [Gˆ1, [Gˆ1, [Gˆ1, Hˆ0]]]
)
+O(λ5) ,
(C5)
where in the last step we have collected distinct powers
of λ and dropped the time-dependence of operators for
clarity.
In a similar manner, we can find the transformation of
the interaction term λHˆint(t) as
eiGˆ(t)
[
λHˆint(t)
]
e−iGˆ(t) = λHˆint + i[Gˆ, λHˆint]
− 1
2
[Gˆ, [Gˆ, λHˆint]]− i
6
[Gˆ, [Gˆ, [Gˆ, λHˆint]]] + . . .
= λHˆint(t) + λ2
(
i[Gˆ1, Hˆint]
)
+ λ3
(
i[Gˆ2, Hˆint]
− 1
2
[Gˆ1, [Gˆ1, Hˆint]]
)
+ λ4
(
i[Gˆ3, Hˆint]
− 1
2
[Gˆ1, [Gˆ2, Hˆint]]− 1
2
[Gˆ2, [Gˆ1, Hˆint]]
− i
6
[Gˆ1, [Gˆ1, [Gˆ1, Hˆint]]]
)
+O(λ5) ,
(C6)
where we find fewer terms due to the fact that the inter-
action Hamiltonian is of order λ to begin with.
Lastly, we need to transform the energy operator −i∂t.
We start from the time-derivative of an operator expo-
nential as
d
dt
eOˆ(t) =
∫ 1
0
dzezOˆ(t) ˙ˆO(t)e(1−z)Oˆ(t) . (C7)
Using identity (C7) we can write
eiGˆ(t)(−i∂t)e−iGˆ(t)
=
∫ 1
0
dzei(1−z)Gˆ(t)
[
− ˙ˆG(t)
]
e−i(1−z)Gˆ(t)
=
∫ 1
0
dzeizGˆ(t)
[
− ˙ˆG(t)
]
e−izGˆ(t) ,
(C8)
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where in the last line, we have employed the change of
variable z → 1− z to simplify the integral. Setting Aˆ =
izGˆ(t) and Bˆ = − ˙ˆG(t) in the BCH lemma (C3a) and
taking the resulting z-integral in Eq. (C8) we find
eiGˆ(t)(−i∂t)e−iGˆ(t) = −
n∑
n=0
in
(n+ 1)!
Cn[Gˆ] ˙ˆG
= − ˙ˆG− i
2!
[Gˆ,
˙ˆ
G] +
1
3!
[Gˆ, [Gˆ,
˙ˆ
G]] +
i
4!
[Gˆ, [Gˆ, [Gˆ,
˙ˆ
G]] + . . . .
(C9)
Inserting the expansion (C4) in the generic Eq. (C9) and
collecting powers of λ we find
eiGˆ(t)(−i∂t)e−iGˆ(t) = λ
(
− ˙ˆG1
)
+ λ2
(
− ˙ˆG2 − i
2
[Gˆ1,
˙ˆ
G1]
)
+ λ3
(
− ˙ˆG3 − i
2
[Gˆ1,
˙ˆ
G2]− i
2
[Gˆ2,
˙ˆ
G1] +
1
6
[Gˆ1, [Gˆ1,
˙ˆ
G1]]
)
+ λ4
(
− ˙ˆG4 − i
2
[Gˆ1,
˙ˆ
G3]− i
2
[Gˆ2,
˙ˆ
G2]− i
2
[Gˆ3,
˙ˆ
G1]
+
1
6
[Gˆ1, [Gˆ1,
˙ˆ
G2]] +
1
6
[Gˆ1, [Gˆ2,
˙ˆ
G1]] +
1
6
[Gˆ2, [Gˆ1,
˙ˆ
G1]]
+
i
24
[Gˆ1, [Gˆ1, [Gˆ1,
˙ˆ
G1]]
)
+O(λ5) .
(C10)
Adding equal powers of λ in Eqs. (C5), (C6) and (C10)
we find the effective Hamiltonian as
Hˆeff(t) =
∞∑
n=0
λnHˆ(n)eff (t) , (C11a)
where
Hˆ(0)eff = Hˆ0 , (C11b)
Hˆ(1)eff = − ˙ˆG1 + i[Gˆ1, Hˆ0] + Hˆint , (C11c)
Hˆ(2)eff = − ˙ˆG2 −
i
2
[Gˆ1,
˙ˆ
G1] + i[Gˆ2, Hˆ0]
− 1
2
[Gˆ1, [Gˆ1, Hˆ0]] + i[Gˆ1, Hˆint] ,
(C11d)
Hˆ(3)eff = − ˙ˆG3 −
i
2
[Gˆ1,
˙ˆ
G2]− i
2
[Gˆ2,
˙ˆ
G1]
+
1
6
[Gˆ1, [Gˆ1,
˙ˆ
G1]] + i[Gˆ3, Hˆ0]
− 1
2
[Gˆ1, [Gˆ2, Hˆ0]]− 1
2
[Gˆ2, [Gˆ1, Hˆ0]]
− i
6
[Gˆ1, [Gˆ1, [Gˆ1, Hˆ0]]] + i[Gˆ2, Hˆint]
− 1
2
[Gˆ1, [Gˆ1, Hˆint]] ,
(C11e)
Hˆ(4)eff = − ˙ˆG4 −
i
2
[Gˆ1,
˙ˆ
G3]− i
2
[Gˆ2,
˙ˆ
G2]− i
2
[Gˆ3,
˙ˆ
G1]
+
1
6
[Gˆ1, [Gˆ1,
˙ˆ
G2]] +
1
6
[Gˆ1, [Gˆ2,
˙ˆ
G1]] +
1
6
[Gˆ2, [Gˆ1,
˙ˆ
G1]]
+
i
24
[Gˆ1, [Gˆ1, [Gˆ1,
˙ˆ
G1]] + i[Gˆ4, Hˆ0]− 1
2
[Gˆ1, [Gˆ3, Hˆ0]]
− 1
2
[Gˆ2, [Gˆ2, Hˆ0]]− 1
2
[Gˆ3, [Gˆ1, Hˆ0]]
− i
6
[Gˆ1, [Gˆ1, [Gˆ2, Hˆ0]]]− i
6
[Gˆ1, [Gˆ2, [Gˆ1, Hˆ0]]]
− i
6
[Gˆ2, [Gˆ1, [Gˆ1, Hˆ0]]] + 1
24
[Gˆ1, [Gˆ1, [Gˆ1, [Gˆ1, Hˆ0]]]
+ i[Gˆ3, Hˆint]− 1
2
[Gˆ1, [Gˆ2, Hˆint]]− 1
2
[Gˆ2, [Gˆ1, Hˆint]]
− i
6
[Gˆ1, [Gˆ1, [Gˆ1, Hˆint]]] .
(C11f)
Equations (C11b–C11f) provide the generic result for the
effective Hamiltonian up to the fourth order in perturba-
tion. Depending on the nature of the problem, we de-
termine the successive orders Gˆn(t) to reach a desired
form.
2. Interaction frame
It is important to note that the form of corrections
become significantly simpler if we apply the perturbation
to the interaction frame from the outset. The interaction
frame Hamiltonian is defined as
λHˆI(t) ≡ eiHˆ0t
[
Hˆ0 + λHˆint(t)− i∂t
]
e−iHˆ0t
= eiHˆ0tλHˆint(t)e−iHˆ0t .
(C12)
Applying the perturbation theory on Hamiltonian (C12)
instead leads to
HˆI,eff(t) =
∞∑
n=0
λnHˆ(n)I,eff(t) , (C13a)
where
Hˆ(0)I,eff = 0 , (C13b)
Hˆ(1)I,eff = − ˙ˆG1 + HˆI , (C13c)
Hˆ(2)I,eff = − ˙ˆG2 −
i
2
[Gˆ1,
˙ˆ
G1] + i[Gˆ1, HˆI ] , (C13d)
Hˆ(3)I,eff = − ˙ˆG3 −
i
2
[Gˆ1,
˙ˆ
G2]− i
2
[Gˆ2,
˙ˆ
G1]
+
1
6
[Gˆ1, [Gˆ1,
˙ˆ
G1]] + i[Gˆ2, HˆI ]
− 1
2
[Gˆ1, [Gˆ1, HˆI ]] ,
(C13e)
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Hˆ(4)I,eff = − ˙ˆG4 −
i
2
[Gˆ1,
˙ˆ
G3]− i
2
[Gˆ2,
˙ˆ
G2]− i
2
[Gˆ3,
˙ˆ
G1]
+
1
6
[Gˆ1, [Gˆ1,
˙ˆ
G2]] +
1
6
[Gˆ1, [Gˆ2,
˙ˆ
G1]] +
1
6
[Gˆ2, [Gˆ1,
˙ˆ
G1]]
+
i
24
[Gˆ1, [Gˆ1, [Gˆ1,
˙ˆ
G1]] + i[Gˆ3, HˆI ]− 1
2
[Gˆ1, [Gˆ2, HˆI ]]
− 1
2
[Gˆ2, [Gˆ1, HˆI ]]− i
6
[Gˆ1, [Gˆ1, [Gˆ1, HˆI ]]] .
(C13f)
SWPT provides flexibility in determining the desired
form for the effective Hamiltonian and the corresponding
solution for the generator Gˆ(t) depending on the nature
of the problem. Important examples are obtaining di-
agonal or block-diagonal effective Hamiltonian. For CR,
since the drive frequency is resonant with target and off-
resonant from the control, we are interested in a block-
diagonal form with respect to the Hilbert space of the
target qubit.
3. Block-diagonalization
The CR interaction Hamiltonian HˆI(t) is not block-
diagonal with respect to the target qubit from the outset.
Hence, at the lowest order, we need to solve for Gˆ1 such
that it removes HˆI(t)
O(λ) :
{
Hˆ(1)I,eff = 0 ,
˙ˆ
G1 = HˆI ,
(C14a)
Replacing the solution for Gˆ1 from Eq. (C14a) into the
generic O(λ2) correction (C13d) we obtain
O(λ2) :
{
Hˆ(2)I,eff = B( i2 [Gˆ1, HˆI ]) ,
˙ˆ
G2 = N ( i2 [Gˆ1, HˆI ]) ,
(C14b)
where B(•) and N (•) denote the block-diagonal and non-
block-diagonal parts of an operator with respect to the
target qubit. Using Eq. (C14a), we can simplify expres-
sions (C13e–C13f) for higher orders as
O(λ3) :

Hˆ(3)I,eff = B
(
− i
2
[Gˆ1,
˙ˆ
G2] +
i
2
[Gˆ2, HˆI ]
−1
3
[Gˆ1, [Gˆ1, HˆI ]]
)
,
˙ˆ
G3 = N
(
− i
2
[Gˆ1,
˙ˆ
G2] +
i
2
[Gˆ2, HˆI ]
−1
3
[Gˆ1, [Gˆ1, HˆI ]]
)
,
(C14c)
Op. Coeff. (energy basis) Est. (MHz)
1
2
IˆXˆ νt,01AtΩ cos(φt)− νt,01ν
2
c,12
2(∆ct+αc)
J(1−Ac)Ω 3.603
1
2
IˆYˆ νt,01AtΩ sin(φt) 0.211
1
2
ZˆIˆ
[
ν2c,12
4(∆ct+αc)
− ν
2
c,01
2∆ct
]
(1−Ac)2Ω2 −12.969
1
2
ZˆXˆ 1
2
(
νt,01ν
2
c,12
∆ct+αc
− 2νt,01ν
2
c,01
∆ct
)
J(1−Ac)Ω -2.012
1
2
ZˆZˆ 1
2
(
ν2c,01ν
2
t,12
∆ct−αt −
ν2t,01ν
2
c,12
∆ct+αc
)
J2 0.114
TABLE IV. Lowest order CR gate parameters in the presence
of classical cross-talk based on Eq. (D1). System parameters
are the same as those in Table I, with the cross-talk parame-
ters chosen as Ac = At = 0.05 and φt = pi/36.
O(λ4) :

Hˆ(4)I,eff = B
(
− i
2
[Gˆ1,
˙ˆ
G3]− i
2
[Gˆ2,
˙ˆ
G2]
+
1
6
[Gˆ1, [Gˆ1,
˙ˆ
G2]] +
i
2
[Gˆ3, HˆI ]
− 1
3
[Gˆ1, [Gˆ2, HˆI ]]− 1
3
[Gˆ2, [Gˆ1, HˆI ]]
− i
8
[Gˆ1, [Gˆ1, [Gˆ1, HˆI ]]]
)
,
˙ˆ
G4 = N
(
− i
2
[Gˆ1,
˙ˆ
G3]− i
2
[Gˆ2,
˙ˆ
G2]
+
1
6
[Gˆ1, [Gˆ1,
˙ˆ
G2]] +
i
2
[Gˆ3, HˆI ]
− 1
3
[Gˆ1, [Gˆ2, HˆI ]]− 1
3
[Gˆ2, [Gˆ1, HˆI ]]
− i
8
[Gˆ1, [Gˆ1, [Gˆ1, HˆI ]]]
)
,
(C14d)
Equations (C14a–C14d) are the main results of this
appendix and have been used in the main text to both
study the isolated CR gate as well three-qubit models
with a spectator qubit, in Secs III and V, respectively.
Appendix D: Classical cross-talk
In this appendix, we study the dependence of CR gate
parameters on classical cross-talk between the control
and target qubits. To model cross-talk, we assume that
a portion of the CR drive will act directly on the target
qubit due to unwanted microwave channels in the circuit.
We consider a modified drive Hamiltonian of the form
Hˆd(t) = −(1−Ac)Ωyˆc sin(ωdt)−AtΩyˆt sin(ωdt+ φt)
≈ (1−Ac)Ω
2
(
yˆ−c e
iωdt + yˆ+c e
−iωdt)
+
AtΩ
2
(
yˆ−t e
i(ωdt+φt) + yˆ+t e
−(iωdt+φt)
)
,
(D1)
26
Ac,t=0.000
Ac,t=0.025
Ac,t=0.050
Ac,t=0.075
Ac,t=0.100
0 20 40 60 80 100 120 140
0
5
10
Ω(MHz)
IX
(MHz
)
a)
Ac,t=0.000
Ac,t=0.025
Ac,t=0.050
Ac,t=0.075
Ac,t=0.100
0 20 40 60 80 100 120 140
0.0
0.2
0.4
0.6
0.8
1.0
1.2
Ω(MHz)
IY
(MHz
)
b)
Ac,t=0.000
Ac,t=0.025
Ac,t=0.050
Ac,t=0.075
Ac,t=0.100
0 20 40 60 80 100 120 140
-0.10
-0.05
0.00
0.05
0.10
Ω(MHz)
IZ
(MHz
)
c)
A1,2=0.000
A1,2=0.025
Ac,t=0.050
Ac,t=0.075
Ac,t=0.100
0 20 40 60 80 100 120 140
-80
-60
-40
-20
0
Ω(MHz)
ZI
(MHz
)
d)
Ac,t=0.000
Ac,t=0.025
Ac,t=0.050
Ac,t=0.075
Ac,t=0.100
0 20 40 60 80 100 120 140
-3.0
-2.5
-2.0
-1.5
-1.0
-0.5
0.0
Ω(MHz)
ZX
(MHz
)
e)
Ac,t=0.000
Ac,t=0.025
Ac,t=0.050
Ac,t=0.075
Ac,t=0.100
0 20 40 60 80 100 120 140
0.0000
0.0002
0.0004
0.0006
0.0008
Ω(MHz)
ZY
(MHz
)
f)
Ac,t=0.000
Ac,t=0.025
Ac,t=0.050
Ac,t=0.075
Ac,t=0.100
0 20 40 60 80 100 120 140
0.15
0.20
0.25
0.30
Ω(MHz)
ZZ
(MHz
)
g)
FIG. 13. CR gate parameters as a function of drive and cross-
talk. a) IX, b) IY , c) IZ d), ZI, e) ZX, f) ZY and g) ZZ.
Circuit parameters are the same as those in Table I. Cross-
talk parameters are Ac = At that range in [0, 0.1] and φt = 0.
where Ac denotes the suppression in the supposed drive
on the control qubit, At denotes the relative strength on
the target qubit and φt is the phase difference as a result
of the distance between the control and the target qubits.
Following the results for SWPT from the previous
Appendix, Eqs. (16a–16d), and substituting the drive
Hamiltonian (D1), we solve for the CR gate parameters
order by order. The lowest order results for gate parame-
ters are summarized in Table IV. We find that the lowest
order expressions for gate parameters in the presence of
cross-talk can be inferred from table I (no cross-talk) in
the following manner. Dynamic contributions (depen-
dent on Ω) to gate parameters can be found by replacing
Ω → (1 − Ac)Ω, which is the ratio by which the drive
on the control qubit is suppressed. On top of this, there
is also direct contributions coming from the drive on the
target qubit to the IX and IY rates as νt,01AtΩ cos(φt)
and νt,01AtΩ sin(φt), respectively. Higher order correc-
tions to gate parameters are studied in Fig. 13.
Appendix E: Non-local invariants
Here, we provide estimates for the non-local gate fi-
delity [38] and entangling power [39, 42] in terms of
Makhlin invariants [34, 37] in Secs. E 1 and E 2, respec-
tively.
1. Non-local gate fidelity in terms of Makhlin
invariants
We define the non-local fidelity as the overlap between
the non-local parts of the ideal and implemented CR echo
unitary as
F
(nl)
echo ≡ F (Aˆech, Aˆide) =
Tr
(
Aˆ†echAˆech
)
d(d+ 1)
+
∣∣∣Tr(Aˆ†echAˆide)∣∣∣2
d(d+ 1)
,
(E1)
where Aˆ denotes the non-local part according to the de-
composition Uˆ = KˆLAˆKˆR introduced in Eqs. (34a–34b)
and d = 4 is the dimension of the two-qubit Hilbert space.
In the following, we first provide an estimate for Eq. (E1)
in terms of the difference between the Cartan coordinates
of Aˆech and Aˆide. Next, using the one-to-one correspon-
dence between the Makhlin and Cartan coordinates, we
rewrite our expression in terms of the Makhlin invariants.
The results of this section is valid given that the two uni-
tary transformations under consideration, i.e. Aˆech and
Aˆide, are sufficiently close such that |∆c|  1.
The non-local operators Aˆide and Aˆech can be repre-
sented in the canonical form as
Aˆide = e
−ipi4 XˆcXˆt , (E2a)
Aˆech = e
− i2 [(pi/2+∆cx)XˆcXˆt+∆cyYˆcYˆt+∆czZˆcZˆt] , (E2b)
where for Aˆide we have substituted the Cartan coordi-
nates (pi/2, 0, 0) denoting the CNOT class and we have
assumed that Aˆech only slightly deviates from this config-
uration with coordinates (pi/2+∆cx,∆cy,∆cz) such that
|∆c|  1. Under this assumption, we first re-express the
non-local fidelity (E1) in terms of ∆cx, ∆cy and ∆cz.
Since Aˆech is unitary, by construction, the first term in
Eq. (E1) is found as
Tr
(
Aˆ†echAˆech
)
d(d+ 1)
=
d
d+ 1
=
1
5
, (E3)
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with d = 4 being the dimension of the two-qubit Hilbert
space. Substituting Eqs. (E2a–E2b) into the second term
of Eq. (E1) we obtain
Tr
(
Aˆ†echAˆide
)
= 4 cos
(
∆cx
2
)
cos
(
∆cy
2
)
cos
(
∆cz
2
)
− 4i sin
(
∆cx
2
)
sin
(
∆cy
2
)
sin
(
∆cz
2
)
= 4
[
1− 1
8
(
∆c2x + ∆c
2
y + ∆c
2
z
)]
+O(∆c4) .
(E4)
Therefore, we find the non-local gate fidelity in terms of
the difference in the Cartan coordinates as
F (Aˆech, Aˆide) =
1
5
+
16
20
[
1− 1
4
(
∆c2x + ∆c
2
y + ∆c
2
z
)]
= 1− 1
5
(
∆c2x + ∆c
2
y + ∆c
2
z
)
+O(∆c4) .
(E5)
Since the Makhlin invariants are more straightforward
to compute for a given two-qubit unitairy, it is beneficial
to rewrite Eq. (E5) in terms of the new coordinates. The
Cartan and Makhlin coordinates are related as
gx =
1
4
[cos(2cx) + cos(2cy) + cos(2cz) (E6a)
+ cos(2cx) cos(2cy) cos(2cz)] ,
gy =
1
4
sin(2cx) sin(2cy) sin(2cz) , (E6b)
gz = cos(2cx) + cos(2cy) + cos(2cz) . (E6c)
Expanding cx, cy and cz around the CNOT class as cx =
pi/2 + ∆cx, cy = ∆cy and cz = ∆cz, we can simplify
Eqs. (E6a–E6c) up to the second order in ∆c as
gx = ∆c
2
x +O(∆c
4) , (E7a)
gy = −2∆cx∆cy∆cz +O(∆c5) , (E7b)
gz = 1 + 2
(
∆c2x −∆c2y −∆c2z
)
+O(∆c4) . (E7c)
Employing Eqs. (E7a) and (E7c) we rewrite ∆c2x+∆c
2
y+
∆c2z in terms of the Makhlin invariants as
∆c2x + ∆c
2
y + ∆c
2
z +O(∆c
4) = 2gx +
1− gz
2
. (E8)
Lastly, using Eqs. (E8) and (E5) we obtain the non-local
fidelity (error) as
F
(nl)
ech ≈ 1−
1
10
(4gx + 1− gz) +O(∆c4) , (E9a)
E
(nl)
ech ≡ 1− F (nl)ech ≈
1
10
(4gx + 1− gz) +O(∆c4) .
(E9b)
2. Entangling power in terms of Makhlin invariants
Entangling power of a unitary operator Uˆ over a bipar-
tite Hilbert space is defined as the average entanglement
that the operator can produce when acting on separable
states [39],
ep(Uˆ) ≡ Ent
(
Uˆ |ψc〉 ⊗ |ψt〉
)|ψc〉,|ψt〉
, (E10a)
where the bar denotes an average over separable states
and Ent(|ψ〉) is the entanglement measure of choice. It
is common to employ the linear entanglement measure,
as oppose to the von Neumann entropy, defined as
Ent(|ψ〉) = 1− Trc
(
ρˆ2c
)
, (E10b)
ρˆc ≡ Trt (|ψ〉 〈ψ|) . (E10c)
It can be shown that the entangling power of a two-
qubit unitary operator depends only on its non-local
properties, hence can be directly expressed in terms of
the corresponding Cartan coordinates [42]
ep(Uˆ) =
1
18
[
3− cos(2cx) cos(2cy)
− cos(2cy) cos(2cz)− cos(2cz) cos(2cx)
]
.
(E11)
Here, we derive an estimate for ep(Uˆech). Inserting
Ansatz (E2b) for Uˆech into Eq. (E11) and expanding in
terms of ∆c we find
ep(Uˆech) =
1
18
[
3 + cos(2∆cx) cos(2∆cy)
− cos(2cy) cos(2∆cz) + cos(2∆cz) cos(2∆cx)
]
=
2
9
− 2
9
∆c2x +O(∆c
4)
=
2
9
− 2
9
gx +O(∆c
4) ,
(E12)
where in the last step we employed Eq. (E7a) to replace
∆c2x with the Makhlin gx invariant. Therefore, the differ-
ence between the entangling power of an ideal CNOT and
the implemented CR echo unitary operators is obtained
as
ep(Uˆide)− ep(Uˆech) = 2
9
gx +O(∆c
4) . (E13)
Equations (E9a–E9b) and (E13) are the main results
of this appendix and have been used in Sec. IV C and
Fig. 8.
Appendix F: Saturation of cross-resonance gate
parameters at strong drive
SWPT provides reliable estimates for the gate param-
eters up to medium (50 MHz) drive amplitude. On the
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a)
b)
FIG. 14. a) Normalized ZX rate, b) normalized IX rate as a
function of drive amplitude with sample ratios of qubit-qubit
detuning over control qubit anharmonicity. Other parame-
ters are the same as Table I. The results are obtained by
applying the semi-analytical method of Tripathi et al. [25] to
our energy-basis model of Eqs. (9–11). One observes a for-
mation of bands depending on in which of the five regions
the detuning is set: I) −αt < ∆ct < 0 (shades of red), II)
0 < ∆ct < −αc/2 (shades of yellow), III) −αc/2 < ∆ct < −αc
(shades of green), IV) −αc < ∆ct < −3αc/2 (shades of blue)
and V) −3αc/2 < ∆ct < −2αc (shades of cyan).
other hand, it is also crucial to understand the behavior
of rates at strong drive power. Some important questions
are: 1) Is there an upper bound for the ZX rate? 2)
How does this bound depend on the circuit parameters,
especially qubit-qubit detuning and qubit anharmonic-
ity? 3) What is the lowest drive amplitude at which we
can reach a reasonable fraction of this bound? Note that
any perturbation theory in drive amplitude Ω is unable
to predict a saturation behavior, by construction, due to
the fact the results are always polynomials of Ω which
will inevitably diverge at strong drive. Reference [25] in-
troduced a semi-analytical method designed specifically
to study strong-drive behavior of the ZX rate. In the fol-
lowing, we apply this method to the modified CR Hamil-
tonian in terms of energy basis [Eqs. (9–11)].
The idea of semi-analytical method is to use the ana-
lytical expression for ZX and IX interactions in terms
of interaction constants an ≡ J〈ψn1|Hˆd |ψn0〉J as
ωix = a0 + a1 , (F1a)
ωzx = a0 − a1 , (F1b)
while calculating these interaction rates numerically. In
principle, an quantifies the interaction that is induced
by the drive between the two-qubit states in the frame
dressed by the exchange interaction J (See Fig. 2). How-
ever, at sufficiently strong drive, the exchange interaction
J is significantly smaller (at least one order of magni-
tude) than Ω. Hence, in practice, the drive needs to be
accounted for non-perturbatively, while the exchange in-
teraction acts as a small correction between the resulting
states dressed by the drive. Employing this interchanga-
bility, the semi-analytical method proposes the following
expression for the interaction rates an as
an = J〈ψn1|Hˆd |ψn0〉J ≈ Ω〈ψn1|HˆJ |ψn0〉Ω , (F2)
where the first expression shows the exact definition in
terms of the dressed states by J and the second provides
the semi-analytical approximation in terms of the dressed
states by Ω. Although no formal proof is presented for
the validity of this approximation, Tripathi et al. [25]
show a good agreement between the semi-analytical and
full numerical calculation of the ZX rate. It can be
shown that the drive will only substantially dress the
states of the control qubit and hence one can approxi-
mate the two-qubit problem by disentangling the target
qubit as
|ψnm〉Ω ≈ |ψc,n〉Ω |ψt,m〉 . (F3)
The dressed control qubit eigenstates are then obtained
numerically by solving a 1D Schrodinger equation as
(Hˆqc + Hˆd) |ψc,n〉Ω = Ec,n(Ω) |ψc,n〉Ω . (F4)
Figure 14 presents ZX over a wide range of drive am-
plitude Ω. Firstly, the results confirm our understand-
ing from SWPT, where depending on the relation qubit-
qubit detuning and control qubit anharmonicity com-
pletely distinct behavior is observed. In particular, sep-
arate bands are formed for each of the five parameter
regions (See Sec. III B). Secondly, in all cases, the satu-
ration limit of the ZX rate is the same order as exchange
interaction J . Importantly, curves belonging to the same
band asymptote to the same limit. Thirdly, in terms of
achieving the largest ZX rate at a smaller drive ampli-
tude Ω, we find that parameter region III (shades of green
in Fig. 14) serves as the best operating point. In partic-
ular, as was found from SWPT, the ratio ∆ct ≈ −0.61αc
leads to the largest ZX rate.
Appendix G: Experimental signatures of the
energy-basis corrections
The energy-basis corrections described in this
manuscript lead up to 15% relative correction in mea-
sured quantities such as ZI (the Stark shift), ZZ, ZX
and IX for a given J and Ω (see Table I). However, ex-
perimentally, J and Ω are inferred quantities and are
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FIG. 15. Plot of the absolute value of Eq. (G2) versus control-
target detuning for different fixed values of the control qubit
frequency (varying the target frequency). The anharmonicity
is fixed to -330 MHz. The shaded region shows the typical
operating regime for CR, where the difference in the theories
does not lead to a large error in the observable measured
quantities. However, outside this regime the error can be
close to 10%.
not known a priori. Hence, we can only look at consis-
tency between the measured quantities. Typically this
set of consistent quantities includes ZI, ZZ and ZX,
while IX is susceptible to classical crosstalk. Therefore,
we want to quantify the error in predicting one of the
measured quantities if we adopt the Kerr vs the energy
basis theory. To lowest order, ZX = AJΩ, ZZ = BJ2,
ZI = CΩ2, where A,B,C are the pre-factors in Table I
and we use coefficients A,B,C for the energy basis and
A˜, B˜, C˜ for the Kerr theory. Given the measurement for
ZZ and ZI, the predicted value of ZX in terms of the
measured quantities reads
ZX =
A
√
ZZ × ZI√
BC
. (G1)
Therefore, the relative experimental error between the
energy basis and Kerr can be defined as
ZX − ˜ZX
ZX
= 1− A˜
√
BC
A
√
B˜C˜
. (G2)
Substituting in the values from Table I for the parame-
ters, we plot the absolute relative error in Fig. 15. We
find that the error is less for higher frequency qubits as
they are better approximated by the Kerr theory.
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