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Abstract
The fermionic one loop vacuum energy of the superstring theory in a system of
non-parallel D1-branes is derived by applying the path integral formalism.
1 Introduction
The present work is sequel to the previous one in which we applied the path integral tech-
nique to derive the one loop vacuum energy (zero point energy) of a bosonic string in a
system of non-parallel D1-branes [1]. Here we shall derive the fermionic zero point energy
by engaging the path integral formalism for a superstring in the same system of D1-branes.
The path integral approach to the superstring theory is not a new subject. Indeed it stands
as an alternative approach to unveil the physics of string theory through calculating the
superstring S-matrix elements [2-9]. So, after a quick review of the path integral derivation
of the fermionic partition function of the open superstrings, a similar approach is followed
to derive the fermionic partition function in a system of angled D1-branes in section 3. We
show that the result is in agreement with one derived earlier using the harmonic oscillator
representation [10-12].
1
2 Fermionic Partition Function: Path Integral Approach
From the fermionic part of the superstring action
SF =
i
2π
∫
d 2σΨ¯µρa∂aΨ
µ + S[β, γ] (1)
the partition function can be achieved by evaluating the path integral
ZF =
∫
DΨµDβDγeiS[Ψ,Ψ¯]+iS[β,γ] (2)
Here the action S[β, γ] stands for the superconformal ghosts action. We skip the explicit
derivation of the contribution arising from the integration over the superconformal ghost
fields β and γ as its net effect is to decrease the space-time dimensions by 2. After some
algebra and upon introducing Ψµ = (ψµ, ψ˜µ)T the action (1) (with Euclidean signature for
world-sheet and target space manifolds) takes a more simple form
S[ψ, ψ˜] =
i
2π
∫
d2σ(ψµ∂¯ψµ + ψ˜µ∂ψ˜µ) (3)
where ∂ = ∂τ + i∂σ. Now, we introduce the notation (±,±) to distinguish the four fermionic
spin structures in such a way that the upper (lower) sign denotes the periodic (anti-periodic)
boundary conditions along the τ and σ directions, respectively [13, 14]. Therefore, the spin
structures (±,+) arise from the Ramond sector, which for the off-shell fluctuations implies
ψµ(τ, σ) =
∑
m∈Z+ 1
2
, n∈Z
ψµmn√
2
umn, ψ
µ(τ, σ) =
∑
m∈Z, n∈Z
ψµmn√
2
umn (4)
with the eigen-mode umn = e
iτωme−inσ. For the spin structures (±,−), arising from the
Neveu-Schwrtz sector, we have
ψµ(τ, σ) =
∑
m∈Z, n∈Z+ 1
2
ψµmn√
2
umn, ψ
µ(τ, σ) =
∑
m,n∈Z+ 1
2
ψµmn√
2
umn (5)
In a similar way the fourier expansions of ψ˜µ associated with different spin structures can
be achieved via the substitution umn(τ, σ) → umn(τ,−σ) ≡ u˜mn(τ, σ) in equations (4) and
(5). The eigen-modes fulfill the orthogonality relation
〈umnum′n′ + u˜mnu˜m′n′〉 = 2πsδm+m′δn+n′ (6)
2
Here we have defined
〈Q〉 =
∫ s
0
dτ
∫ pi
0
dσ Q (7)
Hence, by taking into account the Grassmannian nature of coefficients, i.e. {ψµmn, ψνm′n′} = 0
one obtains the partition function of the open superstring
Zψ =
∫
Dψµe−S[ψ
µ,ψ˜µ] =
∏
mn
λ
d
2
mn (8)
with λmn = − s2(ωm + in). The above infinite product can be easily calculated with the aid
of identities
∏
m∈Z
(mx+ y) = 2 sinh
( iπy
x
)
,
∏
m∈Z+ 1
2
(mx+ y) = 2 cosh
( iπy
x
)
(9)
and the zeta-function regularizations
∑
m∈N
m =
1
12
,
∑
m∈N− 1
2
m =
1
24
(10)
Therefore we find the open superstring partition function as [9] (q = e−
s
2 )
Zψ =
∏
mn
λ
d
2
mn =


2
d
2 q
d
12
∏
n∈N(1 + q
2n)d, m ∈ Z+ 1
2
q−
d
24
∏
n∈N(1 + q
2n−1)d, m ∈ Z+ 1
2
q−
d
24
∏
n∈N(1− q2n−1)d, m ∈ Z
(11)
We shall assign the symbols Z−+ψ , Z
−−
ψ and Z
+−
ψ to the terms of equation (11) from above
to below, respectively. One must note that Z++ψ = 0 because of the well-known property of
the Grassmann variables ∫
dψµmn = 0 (12)
3 Fermionic Partition Function: The Case of Angled D1-Branes
We specify the position of first D1-brane by
X i(τ, 0) = 0, i = 2, ..., d (13)
and the second one by
X2(τ, π) cosα = X1(τ, π) sinα (14)
Xr(τ, π) = lr
3
where r = 3, ..., d. We denote the deflection angle by α = πa and 0 ≤ a ≤ 1. Then, the
conditions satisfied by the ends of an open string at the boundaries, imposed by the classical
equations of motion, read [1, 10-12]
∂σX
1(0, τ) = X2(τ, 0) = 0, (15)
∂σX
1(τ, π, ) cosα = −∂σX2(τ, π) sinα
Similarly, for the fermionic degrees of freedom we find
ǫ¯ρ1ρ0ψ1(0, τ) = ǫ¯ρ1ρ1ψ1(0, τ) = 0 (16)
and
ǫ¯ρ1ρ0(ψ1 + tanαψ2) = ǫ¯ρ1ρ1(ψ2 + tanαψ1) = 0 (17)
at the other end σ = π. So, for the classical solutions one finds [10]
ψ1
ψ˜1

 = 1
2i
∑
n
ψn

 eina(τ−σ)
±eina(τ+σ)

 + complex conjugate (18)
and 
ψ2
ψ˜2

 = 1
2
∑
n
ψn

 eina(τ−σ)
∓eina(τ+σ)

+ complex conjugate (19)
The lower sign in expression (18) and (19) corresponds to the NS sector. Now let us consider
the fluctuations around the classical solutions in both sectors as
ψ1 =
1
2i
∑
m,n∈Z
(ψmnu
a
mn − ψ¯mnu¯amn) (20)
ψ2 =
1
2
∑
m,n∈Z
(ψmnu
a
mn + ψ¯mnu¯
a
mn) (21)
and
ψ˜1 =
1
2i
∑
m,n∈Z
(ψmnu˜
a
mn − ψ¯mn ¯˜uamn) (22)
ψ˜2 =
1
2
∑
m,n∈Z
(ψmnu˜
a
mn + ψ¯mn ¯˜u
a
mn) (23)
where uamn = e
iωmτe−inaσ and na = n + a. Thus one finds
2∑
A=1
〈ψA∂¯ψA〉 = 1
4
∑
mn
∑
m′n′
Ψtmn

 0 −2lam′n′〈uamnu¯am′n′〉
2lam′n′〈u¯amnuam′n′〉 0

Ψm′n′ (24)
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where we have introduced Ψtmn = (ψmn, ψ¯mn) and l
a
mn = (iωm − na). This expression when
combined with
∑2
A=1〈ψ˜A∂ψ˜A〉 yields the diagonalized action
S =
∑
mn
Ψtmn

 0 −λamn
λamn 0

Ψmn (25)
where we have gained
〈u¯amnuam′n′ + ¯˜uamnu˜am′n′〉 = 2πsδn,n′δm,m′ (26)
Thus integration over the fields ψ1 and ψ2, or equivalently over Ψ, yields
Zψ1ψ2 =
∫
DΨe−S[Ψ] =
∏
mn
det

 0 −λamn
λamn 0


1
2
=
∏
mn
λamn (27)
Therefore, on invoking the well-known formula
∞∑
n=1
(n+ a) =
1
24
− 1
2
(
a+
1
2
)2
(28)
we obtain
Zψ1ψ2 =


q
1
6
+a(a−1)(1 + q2a)
∏
n∈N(1 + q
2n+2a)(1 + q2n−2a), m ∈ Z+ 1
2
q−
1
12
+a2
∏
n∈N(1 + q
2n+2a−1)(1 + q2n−2a−1), m ∈ Z+ 1
2
q−
1
12
+a2
∏
n∈N(1− q2n+2a−1)(1− q2n−2a−1), m ∈ Z
(29)
The remaining bosonic degrees of freedom either satisfy the Neumann or the Dirichlet
boundary condition. So, the corresponding fermionic degrees of freedom are characterized
by the condition
ψ(τ, π) = ±ηψ˜(τ, π) (30)
with η = 1 (η = −1) for the Neumann (Dirichlet) boundary condition. The minus sign
refers to the Dirichlet boundary condition [15]. However, for a typical fermionic degree of
freedom the partition function regardless to the boundary condition satisfied by its bosonic
counterpart is given by equation (11) (with d = 1). So, by taking into account the invariance
under the modular transformation, we find the fermionic partition function ZF = ZψZβγ in
d = 10 dimensions as
ZF =
1
2
[
− Z+−
ψ1ψ2
(Z+−ψ )
6 + Z−−
ψ1ψ2
(Z−−ψ )
6 + Z−+
ψ1ψ2
(Z−+ψ )
6
]
(31)
5
where the factor 1
2
comes from the GSO projection. A similar result for fermionic partition
function is derived earlier by applying the harmonic oscillator representation [10-12]. The
one loop vacuum energy of the system becomes
A = lnZ =
∫
∞
0
ds
s
Z(s) (32)
where the superstring partition function in non-parallel D1-brane setup will be
Z = ZFZB (33)
= Tq
Y 2
pi2 (1− q2a)−1
∏
n∈N
(1− q2n)−6(1− q2n+2a)−1(1− q2n−2a)−1
× 1
2
[
− 8(1 + q2a)
∏
n=1
(1 + qn)6(1 + q2n+2a)(1 + q2n−2a)
+ q−1+a
∏
n∈N
(1 + q2n−1)6(1 + q2n+2a−1)(1 + q2n−2a−1)
+ q−1+a
∏
n∈N
(1− q2n−1)6(1− q2n+2a−1)(1− q2n−2a−1)
]
Here the partition function of bosonic part (in 26 dimensions) is [1, 10-12]
ZB =
T√
2πs
q
Y 2
pi2
+a(a−1)−2
1− q2a
∏
n∈N
(1− q2n)−22(1− q2n+2a)−1(1− q2n−2a)−1 (34)
where Y 2 stands for the distance between D-branes. The total interval of interaction time
T arises from integration over the zero mode of X0.
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