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Efficient electron spin manipulation in a quantum well by an in-plane electric field
E. I. Rashba1* and Al. L. Efros2
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Electron spins in a semiconductor quantum well couple to an electric field via spin-orbit interac-
tion. We show that the standard spin-orbit coupling mechanisms can provide extraordinary efficient
electron spin manipulation by an in-plane ac electric field.
PACS numbers: 71.70.Ej, 76.20.+q, 78.67.De, 85.75.-d
Efficient manipulation of electron spins by an exter-
nal ac field is one of the central problems of semicon-
ductor spintronics1, quantum computing and informa-
tion processing.2 The original proposals of spin manipu-
lation were based on using a time dependent magnetic
field B˜(t). However, there is a growing understand-
ing of the advantages of spin manipulation by a time-
dependent electric field E˜(t) that couples to the elec-
tron spin through different mechanisms of spin-orbit (SO)
interaction.3 Recently Kato et al. successfully manipu-
lated electron spins in a parabolic AlGaAs quantum well
(QW) by a gigahertz bias applied to a single gate; this
produced a field E˜(t) perpendicular to the well.4 The
structure was engineered to make the electron Lande´ ten-
sor gˆ small (|g| <∼ 0.1), highly anisotropic, and position-
dependent, and to achieve in this way a rather strong SO
coupling originating from the position-dependence of the
Zeeman energy. The present authors have shown5 that
for large g-factors typical of narrow-gap A3B5 semicon-
ductors such a field E˜(t) can provide efficient electrical
operation via the standard mechanisms of SO coupling
(Dresselhaus6 and Rashba7) but only for relatively wide
QWs. Indeed, the coupling of 2D electron spins to a per-
pendicular field E˜(t) develops due to a deviation from
the strict two-dimensional (2D) limit and is proportional
to w/λ (for w/λ ≪ 1), where w and λ are the confine-
ment and magnetic lengths, respectively. Using a tilted
magnetic field B is critical for the mechanisms of Refs. 4
and 5.
In this paper we show that using an in-plane electric
field E˜(t) results in a significant increase in the coupling
of this field to electron spins. Moreover, the coupling ex-
ists in the strict 2D limit (and usually increases with de-
creasing w) and for arbitrary orientations of B, including
a perpendicular-to-plane B. However, using a tilted field
B allows distinguishing the contributions coming from
the competing mechanisms of SO coupling. Of course,
producing an in-plane field E˜(t) needs designing a proper
coupling to the radio frequency or microwave source; this
problem can be solved.
We consider a 2D electron gas in a A3B5 crystal con-
fined in a (0,0,1) QW subject to a tilted magnetic fieldB.
The 2D kinetic momentum of electrons kˆ = −i∇+eA/h¯c
depends only on the normal component of B, Bz =
B cos θ, hence A(r) = (Bz/2)(−y, x, 0). The opera-
tors kˆx and kˆy obey the usual commutation relations
[kˆx, kˆy]− = −i/λ2, where λ = (ch¯/eBz)1/2; we assume
that Bz > 0. The total Hamiltonian Hˆ = Hˆ0 + HˆZ +
Hˆso + Hˆint includes the orbital term Hˆ0 = h¯
2
kˆ
2
/2m,
where m is the electron effective mass, the Zeeman term
HˆZ = gµB(σ ·B)/2, µB being the Bohr magneton, and
the coupling Hˆint(t) = e(r·E˜(t)) to an in-plane ac electric
field E˜(t). The SO interaction Hˆso = HˆD + HˆR includes
the Dresselhaus and Rashba terms that in the principal
crystal axes are
HˆD = αD(σxkˆx − σy kˆy), HˆR = αR(σxkˆy − σykˆx). (1)
It is convenient to change from the set of operators
(x, y,−i∂x,−i∂y) to the kinetic momenta (kˆx, kˆy) and the
coordinates of the center of the orbit, (xˆ0, yˆ0).
8 The latter
ones commute with (kˆx, kˆy) and with H0 and obey the
commutation relations [xˆ0, yˆ0]− = iλ
2. As usual, instead
of (kˆx, kˆy) the Bose-operators aˆ = λ(kˆx − ikˆy)/
√
2 and
aˆ+ = λ(kˆx + ikˆy)/
√
2 can be used. After these transfor-
mations, we come to the convenient expressions for the
coordinates that appear in the operator Hint(t)
x = xˆ0 − iλ(aˆ+ − aˆ)/
√
2, y = yˆ0 − λ(a+ + a)/
√
2. (2)
Without the SO interaction, the energy spectrum of
2D electrons is described by two sets of Landau levels
Eσ(n) = h¯ωc(θ)(n+1/2)+ h¯ωsσ for two spin projections
on the B direction, σ = ±1/2. Here ωc(θ) = eBz/h¯c =
ω⊥ cos θ and ωs = gµBB/h¯ are the cyclotron and spin
flip frequencies, respectively, and n ≥ 0. The energy
spectrum of a 2D system with a single term in Hˆso, ei-
ther HˆD or HˆR, can be found analytically but only for a
perpendicular field B. The problem with both terms in
Hso cannot be solved analytically. We consider in what
follows the limit of a strong magnetic field (that is of prin-
cipal physical interest and allows solving the problem for
an arbitrary direction ofB) and assume that the frequen-
cies ωc and ωs are large compared with the SO coupling,
Hˆso ≪ h¯ωc, h¯ωs. Then the SO term can be eliminated,
in the first order in Hˆso, by a canonical transformation
exp(Tˆ ).3 The operator Tˆ is non-diagonal in the orbital
quantum number n and its matrix elements are
〈n′, σ′|Tˆ |n, σ〉 = 〈n′, σ′|Hˆso|n, σ〉/[Eσ′ (n′)−Eσ(n)]. (3)
After the transformation, the time independent part of
Hˆ conserves the spin projection on the magnetic field.
2The operator r = (x, y) is diagonal in the spin indices,
and Hˆint(t) drives spin-flip transitions due to the level
mixing produced by Hˆso. After the T -transformation, r
acquires an anomalous part rso = [Tˆ , r]− that drives spin
transitions. The matrix elements of rso diagonal in n are
〈n ↑ | rso |n ↓〉 = −
{
ωc〈n ↑ |[Hˆso, r]+|n ↓〉
+ ωs〈n ↑ |[Hˆso, r]−|n ↓〉
}
/h¯(ω2c − ω2s); (4)
the subscripts + and − designate anticommutators and
commutators, respectively. Because Hˆso includes only
the operators (aˆ, aˆ+), the operators (xˆ0, yˆ0) appearing
in Eq. (2) make no contribution to the diagonal in n
matrix elements of Eq. (4). These matrix elements can
be calculated explicitly for HˆD and HˆR.
In the quantum limit, when only the lowest Lan-
dau level n = 0 is populated, for a magnetic field
B = B(sin θ cosϕ, sin θ sinϕ, cos θ) and an in-plane elec-
tric field E˜(t) polarized at an angle ψ to the x axis,
E˜(t) = E˜(t)(cosψ, sinψ, 0), the matrix elements l
‖
D,R =
〈0 ↑ |xso cosψ + yso sinψ|0 ↓〉D,R of the electric dipole
spin resonance (EDSR) are
l
‖
D =
αD
h¯(ω2c − ω2s)
[(ωc cos θ − ωs) sin(ϕ+ ψ)− i(ωc − ωs cos θ) cos(ϕ+ ψ)], (5)
l
‖
R = −
αR
h¯(ω2c − ω2s)
[(ωc cos θ + ωs) cos(ϕ− ψ) + i(ωc + ωs cos θ) sin(ϕ− ψ)]. (6)
We assume that cos θ > 0. When cos θ < 0, one should
also change the sign of ωc, hence, matrix elements are
even with respect to the reflections in the (x, y) plane.
For n 6= 0, the anticommutator in Eq. (4) acquires a fac-
tor (2n + 1) while the commutator does not depend on
n. Therefore, Eqs. (5) and (6) can be generalized by sub-
stituting ωc → (2n + 1)ωc, ωs → ωs in the numerators.
Let us first discuss the angular dependence of these
matrix elements. The Hamiltonian of the Rashba in-
teraction HˆR is an invariant of the group C∞v of the
continuous rotations about the z axis. Therefore, l
‖
R is
isotropic with respect to the joint rotations of E˜ and B
and depends only on the difference (ϕ − ψ). However,
this dependence is rather strong and the sign of the az-
imuthal anisotropy depends on θ, Fig. 1a. For the Dres-
selhaus interaction, l
‖
D is anisotropic, Figs. 1b and 1c.
When ϕ → ϕ + pi/2 and ψ → ψ + pi/2, l‖D changes sign.
As a result, the intensity of EDSR that is proportional to
l
‖
D
2
shows a four-fold symmetry with respect to the joint
rotations of B and E˜ about the z axis, Fig. 1c. Gen-
erally, the intensity is proportional to (l
‖
D + l
‖
R)
2, hence,
both contributions interfere and the intensity shows only
the two-fold symmetry in accordance with the symmetry
group C2v of the Hamiltonian Hˆso. When HˆD and HˆR
are of a comparable magnitude, as was found for GaAs
QWs,9,10,11,12 the effect of the interference is very strong,
see Fig. 1d. Therefore, the azimuthal dependence of the
intensity of EDSR is a powerful tool for measuring the
ratio of the coupling constants, αR/αD.
It is seen from Eqs. (5) and (6) that the EDSR driven
by an in-plane field E˜ should be seen for any direction of
B including perpendicular to the QW plane. However,
using a tilted field B provides special advantages. First,
FIG. 1: Angular dependence of the EDSR intensity
I(θ,ϕ, ψ) ∝ |l
‖
R
+ l
‖
D
|2 for a (0,0,1) QW calculated from
Eqs. (5) and (6) for: (a) – αD = 0 and ψ = pi/4; (b) –
αR = 0 and ψ = pi/4; (c) – αR = 0 and ψ = ϕ; and
(d) – αR = αD and ψ = ϕ; arbitrary units. The ratio
of the frequencies ωs/ω⊥ = −0.17 as in InAs. The pole in
I(θ,ϕ, ψ) at ω2c (θ) = ω
2
s was cut off by adding an imaginary
part iΓ = 0.1iω⊥ to ωc(θ). For large θ values, in the vicinity
of the pole and close to pi/2, the figure provides only qualita-
tive patterns of I(θ,ϕ, ψ) because of its high sensitivity to the
phenomenological line width Γ and the restrictions imposed
by the condition h¯ωc ≫ Hˆso.
it allows distinguishing the contributions of the different
SO coupling mechanisms. Second, because of the poles
in the denominators at ωc(θ) ≈ ωs, it can allow strong in-
crease in the EDSR intensity. A similar resonance in the
EDSR intensity when the frequency of an electric dipole
transition approaches ωs is known in the spectroscopy of
3local centers.3,13 Near the pole, where the denominator
of Eq. (4) vanishes, perturbation theory in the interac-
tion Hˆso fails and the sharpness of the resonance is cut
by the avoided level crossing and by the level width.
Let us estimate now the magnitudes of the matrix ele-
ments of Eqs. (5) and (6) for in-plane EDSR, E˜ ⊥ zˆ, and
compare them to the matrix elements for the different
mechanisms of spin-flip transitions. By the order of mag-
nitude, l
‖
D ≈ αD/h¯ωc and l‖R ≈ αR/h¯ωc for B ‖ zˆ. With
typical values of αD ≈ αR ≈ 10−9 eV cm, m ≈ 0.05m0,
and B ≈ 1 T, we get l‖D ≈ l‖R ≈ 10−5 cm. A similar
length for the electron paramagnetic resonance (EPR) is
lEPR ≈ |g|λC/4 ≈ 10−10 cm for |g| ≈ 10; λC = h¯/m0c
being the Compton length. Hence, l
‖
D, l
‖
R ≫ lEPR, and
EDSR strongly dominates over EPR.
In the perpendicular geometry, E˜ ‖ zˆ, the characteris-
tic length for the Rashba interaction is l⊥R ≈ αRωs/h¯ω20 ,
where ω0 ≈ h¯/mw2 is the confinement frequency. The
factor ωs appears as a result of the electron confinement
in the electric field direction; its presence is required by
the Kramers theorem.3 The ratio of the characteristic
lengths l⊥R/l
‖
R ≈ ωcωs/ω20 ≈ (mg/2m0)(w/λ)4. There-
fore, under strong confinement conditions, w ≪ λ, EDSR
in the in-plane geometry is much stronger than in the
perpendicular geometry because in the latter geometry it
develops due to the deviation from the 2D regime.5
For the Dresselhaus interaction, it is instructive to
compare the EDSR intensity in the in-plane geometry to
its intensity in 3D.14 Usually the 3D Dresselhaus length
is about l3DD ≈ δ/h¯ωcλ2. Here δ is the constant of the
bulk inversion asymmetry of A3B5 compounds and is re-
lated to αD as αD ≈ δ/w2.15 The ratio of the character-
istic lengths is about l
‖
D/l
3D
D ≈ (λ/w)2. There is a spe-
cial 3D geometry, E˜ ‖ B, when l3DD is especially large,
l3DD ≈ δ/h¯ωsλ2; indeed, ωs/ωc is usually numerically
small. However, in a similar 2D geometry, E˜ ‖ B ⊥ zˆ,
the length l
‖
D is also large, l
‖
D ≈ αD/h¯ωs, as follows
from Eq. (5) for cos θ = 0 and ωc = 0. Hence, again
l
‖
D/l
3D
D ≈ (λ/w)2. Therefore, under the conditions of a
strong confinement, w ≪ λ, in-plane EDSR in a QW is
stronger than in 3D. Absence of the potential confine-
ment in the direction of E˜ and a strong confinement in
z direction are highly advantageous for strong EDSR.
The most important quantity characterizing the spin
operation efficiency by a resonant electric field E˜(t) is
the Rabi frequency ΩR = eE˜l/h¯. With l ≈ l‖R, l‖D ≈ 10−5
cm as estimated above, we find that ΩR ≈ 1010s−1 in an
electric field as small as only about E˜ ≈ 0.6V/cm. This
estimate shows that the electron spin manipulation by an
in-plane electric field should be highly efficient.
Electron heating by the electric field and spin relax-
ation can hamper electrical operation of electron spins.
However, electron heating is suppressed by a strong mag-
netic field because, according to the Drude formula, it
decreases with B as (ωcτp)
−2, τp being the momentum
relaxation time. The spin relaxation is universal, i.e., it
does not depend on the specific mechanism of spin op-
eration. The above theory has been developed for the
2D limit but the qualitative conclusions related to the
high efficiency of in-plane operation are valid also when
ω0 ≈ ωc.
In conclusion, we have demonstrated an extraordinary
high efficiency for the electron spin operation in quantum
wells by an in-plane ac electric field. Spin coupling to
an in-plane ac electric field is many orders of magnitude
stronger than to an ac magnetic field, and is also much
stronger that the coupling to a perpendicular-to-well ac
electric field.
We are grateful to T. A. Kennedy for useful sugges-
tions. E.I.R. & Al.L.E. acknowledge the financial support
from DARPA/SPINS by the ONR Grant N000140010819
and from DARPA/QuIST and ONR, respectively.
* Also at the Department of Physics, MIT, Cambridge, Mas-
sachusetts 02139, USA; Email: erashba@mailaps.org
1 S. A. Wolf, D. D. Awschalom, R. A. Buhrman, J. M.
Daughton, S. von Molnar, M. L. Roukes, A. Y. Chtchelka-
nova, and D. M. Treger, Science 294, 1488 (2001); S. Das
Sarma, J. Fabian, X. Hu, and I. Zˇutic´, Solid State Com-
mun. 119, 207 (2001).
2 D. Loss and D. P. DiVincenzo, Phys. Rev. A 57, 120
(1998).
3 E. I. Rashba and V. I. Sheka, in Landau Level Spectroscopy
(North-Holland, Amsterdam, 1991), p. 131.
4 Y. Kato, R. C. Myers, D. C. Driscoll, A. C. Gossard, J.
Levy, and D. D. Awschalom, Science 299, 1201 (2003).
5 E. I. Rashba and Al. L. Efros, cond-mat/0306165.
6 G. Dresselhaus, Phys. Rev. 100, 580 (1955).
7 Yu. A. Bychkov and E. I. Rashba, JETP Lett. 39, 78
(1984).
8 H. M. Johnson and B. A. Lippman, Phys. Rev. 76, 828
(1949).
9 B. Jusserand, D. Richards, G. Allan, C. Priester, and B.
Etienne, Phys. Rev. B 51, 4707 (1995).
10 W. Knap, C. Skierbiszewski, A. Zduniak, E. Litwin-
Staszewska, D. Bertho, F. Kobbi, J. L. Robert, G. E.
Pikus, F. G. Pikus, S. V. Iordanskii, V. Mosser, K.
Zekentes, and Yu. B. Lyanda-Geller, Phys. Rev. B. 53,
3912 (1996).
11 J. B. Miller, D. M. Zumbu¨hl, C. M. Marcus, Y. B. Lyanda-
Geller, D. Goldhaber-Gordon, K. Campman, and A. C.
Gossard, Phys. Rev. Lett. 90, 076807 (2003).
12 S. D. Ganichev, V. V. Bel’kov, L. E. Golub, E. L.
Ivchenko, P. Schneider, S. Giglberger, J. Eroms, J. De-
Boeck, G. Borghs, W. Wegscheider, D. Weiss, and W.
Prettl, cond-mat/0306521.
13 M. Dobrowolska, A. Witowski, J. K. Furdyna, T. Ichiguchi,
H. D. Drew, and P. A. Wolf, Phys. Rev. B 29, 6652 (1984).
14 E. I. Rashba and V. I. Sheka, Sov. Phys. - Solid State 3,
1257 (1961).
15 A numerical coefficient in this formula depends on the
4shape of the confining potential. We disregard it similarly to the numerical coefficients in the different estimates.
