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Abstract
We study acts and modules of maximal growth over finitely generated free monoids
and free associative algebras as well as free groups and free group algebras. The
maximality of the growth implies some other specific properties of these acts and
modules that makes them close to the free ones; at the same time, we show that
being a strong “infiniteness” condition, the maximality of the growth can still be
combined with various finiteness conditions, which would normally make finitely
generated acts finite and finitely generated modules finite-dimensional.
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2
Introduction
Let us consider the following very general mathematical context. Suppose
that a finite collection of linear operators L1, . . . ,Lr acts on an (infinite-
dimensional) linear space V over a field Φ. We assume that there is a finite-
dimensional subspace V (0) ⊂ V such that V is generated by V (0) with the
help of the above operators. In other words, V =
⋃
V (i), where, for i > 0 we
set
V (i) = V (i− 1) + L1(V (i− 1)) + · · ·+ Lr(V (i− 1)). (1)
In this case g(n) = dimV (n) is the growth function of the space V with respect
to the fixed set of linear operators and fixed generating subspace V (0).
If we replace V (0) by any other finite-dimensional subspace V ′(0) then there
is some c ≥ 0 such that V ′(0) ≤ V (c), and so g′(n) ≤ g(n + c) where g′(n)
is the growth function of V defined by the subspace V ′(0). If we define the
equivalence of two functions g and g′ by the conditions g′(n) ≤ g(n + c) and
g(n) ≤ g′(n + c′), for some positive constants c and c′, then we will obtain
an invariant of the space V with the action of the given set of linear opera-
tors, which does not depend on the choice of a finite-dimensional generating
subspace. It is natural to call the respective equivalence class the growth of V
with respect to L1, . . . ,Lr. (As an example, the functions n and n + 100 are
equivalent while 2n and 4n are not; also 2n and 3n are not equivalent).
Now the action of L1, . . . ,Lr uniquely defines the action of all linear combina-
tions of the composition of there operators. Thanks to the universal property of
the free associative algebra Ar = A〈x1, . . . , xr〉, if we map x1 7→ L1, . . . , xr 7→
Lr then V becomes a finitely generated module over Ar.
If the linear operators L1, . . . ,Lr are invertible then it is natural to assume
that V is generated by V (0) with the use of L±11 , . . . ,L±1r . Then we will have
to replace (1) by
V (i) = V (i− 1) + L±11 (V (i− 1)) + · · ·+ L±1r (V (i− 1)). (2)
In this case the same mapping x1 7→ L1, . . . , xr 7→ Lr makes V into a module
over the group algebra Fr = ΦFr of the free group Fr = F (x1, . . . , xr) of rank
r over Φ. Again, the growth of the action of invertible operators L1, . . . ,Lr
translates into the growth of modules over Fr.
In the same way, it is natural to speak about the growth of an arbitrary
set S with a fixed set of transformations of any nature f1, . . . , fr; if Wr =
W (x1, . . . , xr) is the free monoid of rank r then mapping x1 7→ f1, . . . , xr 7→ fr
makes S into a Wr-act. If these transformations are bijective then, thanks to
the universal property of the free group Fr = F (x1, . . . , xr) of rank r, the set
S becomes an Fr-set. The similarly defined growth of S becomes its invariant,
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and two Fr-sets with different growth are not isomorphic, in the same way as
in the case of modules.
In this paper we consider actions with maximal growth. This means Fr- and
Wr-acts or Ar- and Fr-modules (r > 1), whose growth up to equivalence
coincides with the growth which is maximal possible, that is, the growth of
respective free acts and modules. One of the main examples of Fr-acts of
maximal growth is the right action of the free group Fr on the set Fr/H of
the right cosets of any finitely generated subgroup H of infinite index. In the
case of Ar and Fr, important examples of modules of maximal growth are
any infinite-dimensional modules with finite presentation, that is, given by
finitely many generators and defining relations. According to [4], any such
module has a free submodule of finite codimension, in particular, such module
is large. Given an algebra R over a field Φ, a right R-module M is called large
if it has a submodule of finite codimension which can be mapped onto the free
R-module R. Free actions in all four cases and large module in the case of Ar
and Fr have been studied in our previous paper [3].
We start with the discussion in Section 1 of the definition and general prop-
erties of the growth of actions over arbitrary monoids and algebras. Then
we prove some results which are common (or very close) for all our main
examples, like what happens to the growth when we consider subactions or
images of actions under the morphisms. We show that the growth function
g(n) of a finitely generated action in the case of Wr and Ar can be written
as g(n) = α(n)rn, where α(n) is a function converging to a limit C0 ≥ 0
at infinity. The growth is maximal if and only if C0 > 0. Similarly, in the
case of Fr and Fr the growth function g(n) of a finitely generated action can
be written as g(n) = α(n)(2r − 1)n, with the same property for α(n). Note
that there are some special properties in the individual cases, and they are
discussed individually in the respective sections of the paper.
For example, it is proved in Corollary 4 that in every module M over a free
associative algebra or a free group algebra there is a unique maximal submod-
ule N none of whose submodules have maximal growth while in the quotient
module M/N every nonzero submodule has maximal growth.
This should be compared with so called bound and unbound modules in the
sense of P. M. Cohn’s [4] where a module M over an algebra R is called bound
if HomR(M,R) = {0}. Any module N such that HomR(M,N) = {0} for any
bound M is called unbound. The unbound modules can also be defined as
modules without nonzero bound submodules. The class of all bound modules
over a ring R is closed under homomorphic images, extensions and direct limits
(in particular, arbitrary sums). It follows that in every R-module M there is a
unique maximal bound submodule Mb such that the quotient module M/Mb
is an unbound module. Thus one can view the class of bound modules as a
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radical class and that of unbound modules as a semisimple class.
Our result mentioned above says that in the case where R is a free associative
algebra or a free group algebra, both of rank r > 1, over a field the modules
none of whose submodules have maximal growth form a radical class while
those in which every submodule has maximal growth form a semisimple class.
Since in this case a module is bound if and only if it does not contain R
as a direct summand, our radical class is a proper subclass of the class of
bound modules while our semisimple class contains all unbound modules. An
advantage of our radical class is that, in addition to the closure properties of
bound modules, it is also closed under submodules.
It is interesting that if we replace the maximality of the growth by some other
condition, for example the popular exponentiality condition, then the just
mentioned result is no more true and one can find examples of this kind in
Subsection 4.2.
The theorem we just mentioned makes actions where every nontrivial sub-
action has maximal growth looking like “free” actions while those without
subactions of maximal growth like “torsion” actions. Another common prop-
erty of actions of maximal growth and free actions is that both types of actions
are faithful. However, when we begin examining the properties of actions of
maximal growth, we quickly learn that the situation is much more complex
than one would expect in the case of free actions. It turns out that actions of
maximal growth may satisfy strong finiteness conditions which by their name
are supposed to make finitely generated acts (respectively, modules) finite
(respectively, finite-dimensional).
A “popular” family of finiteness conditions comes down from the Burnside
Problems. Let us assume that R is an algebra over a field Φ and there is
a homomorphism ε : R → Φ (the “augmentation map”). Suppose ∆ is the
kernel of ε. We say that a right R-module M is nil if for each a in a module
M and each u ∈ ∆ there is a number n = n(a, u) such that aun = 0.
In the case of G-sets one may speak about the “periodic” action of G, meaning
that all the orbits of the action of each g ∈ G are finite. The study of such
G-sets amounts to G-sets of the form G/H, H a subgroup of the free group
G, where for any g ∈ G there is natural n such that gn ∈ H. One calls such
subgroups Burnside. If H is normal and Burnside then the factor group G/H
is periodic.
It is very easy to produce straightforward examples of finitely generated infinite-
dimensional nil-modules over free associative algebras or Burnside subgroups
of infinite index in finitely generated free groups if we use widely known exam-
ple of the negative solution of the Burnside problem in the case of associative
algebras or groups. However, as observed in Section 2.2, the growth of the acts
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associated with these examples is never maximal.
So, using different approaches, in Theorem 3 we show that given any graded
module M of maximal growth over a free associative algebra R there is a
submodule N such that M/N is an infinite-dimensional nil-module and still of
maximal growth. In Proposition 12 we show that this fails for any growth less
than maximal. In addition to the modules of maximal growth with “finiteness
conditions”, we also describe a procedure which enables us to construct highly
transitive acts and simple modules of maximal growth.
In the case of Fr-sets, we show in Section 5, among other results, that for any
finitely generated subgroup H of infinite index in a free nonabelian group Fr
there is a Burnside subgroup K of infinite index in Fr, such that H a free factor
in K and the growth of Fr-set Fr/K is still maximal. In addition, for any k > 0
the action of Fr on Fr/K is k-transitive so that K is a maximal subgroup
of Fr. In the associated cyclic module M = Φ(Fr/K) over the free group
algebra Fr, every element of Fr acts as a locally periodic linear transformation.
Additionally, M has a simple submodule N of codimension one. The growth
of both M and N is maximal.
In the case of modules over free associative algebras, we produce a number of
other examples of modules of maximal growth, as follows. A module M over an
algebra R is called residually finite if for any nonzero a ∈M there is N ⊂M
such that a /∈ N and dimM/N <∞. Free modules over free algebras are easy
examples of residually finite modules. But already the quotient modules of
free modules need not be residually finite: take any simple finitely generated
module of infinite dimension! (However, any submodule of a residually finite
module is residually finite.) What we manage to produce in Theorem 4, is an
example of a module M of maximal growth such that any factor-module M/P
is residually finite. In the setting of Group Theory first example of this kind
have been offered in [15].
In the study of Fr-sets S of maximal growth our main tool is the Cayley
graph of the action. In the case of Fr-sets, this graph is the graph of cosets
of a subgroup H of Fr, denoted by G(H). For the coset graphs of free groups,
J. Stallings in [17] introduced the notion of the core C as the subgraph of
G(H) consisting of the origin o = H and all reduced loop starting at o. This
core is finite if H is finitely generated. We introduce a useful notion of the
deficit of the core, which is nonzero if and only if the growth of the Fr-set
F/H is maximal (again H is finitely generated). Suppose we want to embed a
subgroup H of infinite index in a Burnside subgroup K, such that the growth
of Fr/K is still maximal. This can be done by adjoining to H, one by one,
sufficiently great powers of all elements of F . On each step we have a greater
subgroup, a new Cayley graph and its new core. We show that each consecutive
power can chosen in such a way that the change of the deficit is arbitrarily
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small. Since the growth function is essentially determined by the deficit, the
growth remains to be maximal even after we adjoin the powers of all elements
and obtain the Burnside subgroup K. Additionally, one can carry out the
construction in such a way that for any natural k the action of Fr on Fr/K is
k-transitive. In particular, K is a maximal subgroup of Fr.
In Section 6.1 we associate with every (cyclic) action a closed subset in the
measurable ultrametric space ∂Fr, respectively, ∂Wr, of infinite rays in the
Cayley graph of Fr (if we consider Fr-sets or Fr-modules) or Wr (if we consider
Wr-acts or Ar-modules), respectively. We prove that the growth is maximal if
and only if the measure of the set is positive.
Finally, let us emphasize once again that the structure of acts and modules
arises on a set S (or a linear space V ) after we fix on S (or V ) several (linear)
transformations f1, . . . , fr. This naturally selects a free basis X = {x1, ..., xr}
in the appropriate Wr, Fr, Ar or Fr and a map xi 7→ fi, i = 1, . . . , r. The
equivalence relation on the growth function introduced by us reflects the re-
quirement that the growth is invariant under the isomorphisms of acts and
modules. A coarser equivalences (hence, wider equivalence classes) arise when
one considers so called “semi-isomorphisms” of acts and modules. For example,
in the case of group actions, we say that Fr-sets S and S
′ are semi-isomorphic
if there is a bijection f : S → T and an automorphism ϕ : Fr → Fr such
that f(x ◦ g) = f(x) ◦ϕ(g), for any x ∈ S and g ∈ Fr. If we insist that the
growth functions should be equivalent under semi-isomorphisms then, as we
see, for instance, in [18], all functions with exponential growth fall into the
same equivalence class. Using recent results in [8] and [9], we give in Subsec-
tion 6.2 examples where S and S ′ are semi-isomorphic, the growth of S is
maximal and the growth of S ′ is not.
1 Growth of action
1.1 Right actions
Here we recall few definitions and facts about the actions. By monoid we will
understand a semigroup with identity element 1. A monoid M acts on the set
S if there is a structure map µ : S ×M → S, we write µ(s, x) = sx, for s ∈ S
and x ∈M , such that the following hold for any s ∈ S and x, y ∈M
(1) s(xy) = (sx)y,
(2) s = s1.
Then S is called a (right) act over M .
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An algebra R with 1 over a field Φ acts on a linear space V over Φ if there is
a bilinear structure map V ×R→ V satisfying (1) and (2). Of course, in this
case V is a (unital, right) R-module. In this paper all M -acts and R-modules
will be right, so we silently assume this in all what follows. If a monoid M
acts on a set S, R = ΦM is the semigroup algebra of M and V = ΦS is the
linear space with basis S, then the action of M on S uniquely extends to the
action of R on V , and V becomes an R-module.
Having in mind that the notions of acts are less familiar then those of modules,
we quickly review some further material concerning these objects. Given M -
acts S and T , the map ϕ : S → T is called a morphism of acts if for any s ∈ S
and m ∈M one has ϕ(sm) = ϕ(s)m. If ϕ has an inverse, ϕ−1, then ϕ−1 is also
a morphism of M -acts, and in this case we say that ϕ is an isomorphism of
M -acts S and T . The subset A is a generating set of an M -act S if S = AM .
If #A = 1 then we call S cyclic. Any monoid M is a cyclic act over itself, if
one choses µ : M ×M → M to be the product in M . The identity element 1
is the generator of M as an M -act.
Given an M -act L with a nonempty generating subset A we say that A is a
basis of L if for any a1, a2 ∈ A and m1,m2 ∈ M it follows from a1m1 = a2m2
that a1 = a2 and m1 = m2. An act L possessing a (necessarily unique, up to
permutation of elements!) basis A is called free. If #A = s then L is called
free of rank s and we write rankL = s. It follows from the definition that any
free act of rank s, s finite or infinite, is isomorphic to the disjoint union of s
copies of the free act of rank 1, which is isomorphic to the M -act M . If S is
an arbitrary M -act and ϕ : A→ S is an arbitrary map then one can uniquely
extend to a morphism of acts ϕ : L→ S. This latter property can be used as
a “more invariant” definition of free acts.
1.2 Growth functions
Let us fix a finite generating set in a monoid M with an ascending filtration
in M : {1} = M(0) ⊂ M(1) ⊂ · · · ⊂ M(n) ⊂ · · · where M(1) is the fixed
generating set, each M(n) is finite, M =
⋃∞
n=0 M(n), and M(m)M(n) ⊂
M(m+ n), for all m,n = 0, 1, . . . Let S be an M -act and A a finite subset of
S. We call B(A, n) = AM(n) the ball of radius n around A. The set-theoretic
difference S(A, n) = B(A, n) \ B(A, n − 1) will be called the sphere of radius
n around A, n ≥ 1. If A is a one-element set A = {a} then we simplify our
notation, write B(A, n) = B(a, n) and call B(a, n) the ball of radius n with
center a. Similarly, we write S(A, n) = S(a, n). Since M is an act over itself,
B(1, n) = M(n) and S(1, n) = M(n) \M(n− 1), for all appropriate n. Every
ball and every sphere are finite subsets of S.
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The chain of subsets: A = B(A, 0) ⊂ B(A, 1) ⊂ · · · ⊂ B(A, n) ⊂ · · · is an
ascending filtration in the subact T = AM generated by A in S, in the sense
that T =
⋃∞
n=0 B(A, n) and B(A, n)M(k) ⊂ B(A, n+ k). The growth function
gA,T is defined by setting gA,T (n) = #B(A, n). If A = {a} is a one-element
set then we write gA,T = ga,T .
The same approach works in the case of modules over algebras. We only need
to replace cardinalities of sets by dimensions of linear spaces. Specifically, let
Φ be a field and R a unital algebra over Φ with a fixed finite generating set
and filtration: Φ.1 = R(0) ⊂ R(1) ⊂ · · · ⊂ R(n) ⊂ · · · where R(1) is spanned
by the generating set, each R(n) is finite-dimensional, R =
⋃∞
n=0R(n), and
R(m)R(n) ⊂ R(m+ n), for all m,n = 0, 1, . . . Let V be a right R-module, A
a finite subset of V . The space B(A, n) = AR(n) is called the ball of radius n
around A or the ball of radius n with center a, if A = {a}. In the latter case we
write B(A, n) = B(a, n). As in the case of monoids, we have B(1, n) = R(n).
Every ball is finite-dimensional.
The chain of subspaces: A = B(A, 0) ⊂ B(A, 1) ⊂ · · · ⊂ B(A, n) ⊂ · · · is an
ascending filtration in the submodule U = AR generated by A in V , in the
sense that U =
⋃∞
n=0 B(A, n) and B(A, n)R(m) ⊂ B(A, n + m). The growth
function gA,U is defined by setting gA,U(n) = dimB(A, n).
As mentioned in the Introduction, the action of r transformations of any of
the four types we consider gives rise to an ascending filtration in the respective
universal algebra W (X), F (X), A〈X〉 and F〈X〉. Let us call these filtrations
standard and describe in greater detail.
The standard filtration on the free monoid W = W (X) is given by the word
length |w| in the alphabet X. Let Xm be the set of all words of length m in
X. Then Xm = S(1,m) and W (n) = B(1, n) = ⋃nm=0 Xm. In the case of the
free group F = F (X) we need to consider the symmetrized set of generators
Y = X ∪ X−1. Let Y mred be the set of all words of length m in Y which are
reduced, that is, have no subwords yy−1, where y ∈ Y . Then Y mred = S(1,m)
and F (n) = B(1, n) = ⋃nm=0 Y mred. Setting A(n) = ΦW (n) and F(n) = ΦF (n)
defines standard filtrations in the free associative algebra A = A〈X〉 and free
group algebra F = F〈X〉, respectively.
The growth function g1,W of W = W (X), with #X = r, as the free act over
itself can be easily computed considering that #Xm = rm, for m = 0, 1, 2, . . .
Then g1,W (n) = #W (n) = 1 + r + · · · + rn. For the free act L with basis A,
#A = s, we then have
gA,L(n) = s(1 + r + · · ·+ rn). (3)
In the case of F = F (X), with #X = r, we have that Y 0red = {1}, Y 1red = Y
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and if Y m−1red has been determined, we will obtain the elements of Y
m
red, m > 1,
each just once, if we multiply every word u = u′y ∈ Y m−1red by all letters of Y ,
except y−1. Consequently, we have #Y mred = (2r−1)(#Y mred) = 2r(2r−1)m−1, if
m ≥ 1. It then follows that g1,F (0) = #Y 0red = 1, g1,F (1) = 1 + (#Y ) = 1 + 2r,
and g1,F (n) = g1,F (n−1)+2r(2r−1)n−1 = 1+2r(1+(2r−1)+· · ·+(2r−1)n−1),
for n > 1. For the free F -act L with basis A, #A = s, we then have
gA,L(n) = s(1 + 2r(1 + (2r − 1) + · · ·+ (2r − 1)n−1)). (4)
Since the free modules of rank s for A〈X〉 and F〈X〉 are the linear spaces
whose bases are the free acts for W (X) and F (X) and their module structure
is just the bilinear extension of the action of these latter monoids, the growth
functions of the free module of rank s over the free associative algebra of rank
r is given by (3) and over the free group algebra of rank r by (4).
1.3 Growth functions of actions over free monoids and free associative alge-
bras
We start with an observation which holds in all four cases of actions we study.
Proposition 1 Let g = gA,S be the growth function of an action S with finite
generating set A over one of Wr, Fr, Ar or Fr. Set g(−1) = 0 and define
d(n) = g(n) − g(n − 1), for n ≥ 0. Then, for any n ≥ 1, d(n) ≤ rd(n − 1),
in the case of Wr and Ar, and d(1) ≤ 2rd(0), d(n+ 1) ≤ (2r − 1)d(n), in the
case of Fr and Fr.
Proof. The idea of the proof is the same in all four cases. One has to start
with the sequence of balls A = B(A, 0) ⊂ B(A, 1) ⊂ · · · ⊂ B(A, n) ⊂ · · · in
S. Using induction on n, one can select a subset En in B(A, n), consisting of
some elements of the form au, a ∈ A and u ∈ Xn (u ∈ Y nreg, in the case of Fr
and Fr), so that (⋃n−1m=0 Em) ∩ En = ∅ and E = ⋃∞n=0 En is either S, in the case
of Wr and Fr, or the basis of S, in the case of Ar and Fr. In the case of acts
we will have En = B(A, n) \ B(A, n− 1) while in the case of modules, En will
be a basis of B(A, n) modulo B(A, n− 1). Therefore, d(n) = #En. If one sets
E0 = A and assumes Ek defined for all k = 1, 2, . . . , n − 1 then the elements
of En can be selected among the products of all elements au ∈ En−1 by all
elements of X, in the case of Wr and Ar, and by all elements of Y , except
for y−1 if u = u′y, in the case of Fr and Fr. Since d(n) = #En, we have the
inequalities claimed in the statement of our proposition. 2
Notice that in the case of Wr and Fr the subset En is the same as the sphere
of radius n centered at A.
10
In the case of Wr and Ar we have a converse to the previous proposition, as
follows.
Proposition 2 Let a nondecreasing function g on the set {0, 1, 2, . . .} take
positive integral values. Consider d(n) = g(n) − g(n − 1) (for convenience,
we set g(−1) = 0). Suppose for all n = 1, 2, . . . we have d(n) ≤ rd(n − 1).
Then g is the growth function of a finitely generated act over a free monoid
W = W (X) and a graded finitely generated module over a free associative
algebra Ar = A〈X〉 over a field Φ.
Proof. It is sufficient to construct a Wr-act S act with such growth function.
To obtain an Ar-module, one simply can take a linear space V with basis S
and naturally extend the action of Wr on S to an action of Ar on V .
Let us assume g(0) = m. Then we can start with a free act S with basis
A = {a1, . . . , am}. The elements of S are of the form aw, where a ∈ A and
w ∈ Wr. Our future act T will be constructed by induction on the degree of
w, as a subset of S of the form T = ∪∞n=0T (n), where T (n) ⊂ W (n), for the
balls of radius n around A and Tn ⊂ Wn, for the spheres of radius n around
A. The action ◦ of W on T will appear in the process of construction.
We start by setting T0 = S0 = {A}. Proceeding by induction on n, we assume
that we have already selected the elements of the ball T (n) ⊂ W (n) and
the sphere Tn = {u1, . . . , ud(n)} ⊂ Wn and defined the action of W on Tn−1.
We write d(n + 1) = pr + q, where 0 ≤ q < r. Since d(n + 1) ≤ rd(n), we
have that p ≤ d(n), the inequality being strict if q > 0. We set ui ◦xj =
uixj, for all i = 1, . . . , p, j = 1, . . . , r, and add these uixj, to Tn+1. Then
we define up+1 ◦x1 = up+1x1, . . . , up+1 ◦xq = up+1xq and add the elements
up+1x1, . . . , up+1xq to Tn+1. Finally, we set up+1 ◦xq+1 = up+1, . . . , ud(n) ◦xr =
ud(n). Then the ball T (n + 1) will have exactly g(n + 1) elements, and the
action of W on T (n) has been defined. By induction both the elements of T
and the action of W on them have been defined, and by construction, the
growth of T is as claimed. 2
We complete this subsection with
Open Problem 1 Find necessary and sufficient conditions on a function
g(n) ensuring that g(n) is the growth function of some action of a free group.
1.4 The growth as an invariant.
If S is a finitely generated M -act with a finite generating set A, M a finitely
generated monoid, and B is a finite subset of S generating subact T = BM
then there is a nonnegative integer k such that B ⊂ AM(k), and so for any n
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we have B(B, n) ⊂ B(A, n + k). Then gB,T (n) ≤ gA,S(n + k). This inequality
shows that if we want to produce a well-defined notion of the growth that
does not depend on the choice of the finite generating set for S, then it is
natural to proceed as follows. Given two growth functions gB,T and gA,S, we
say that gA,S majorates gB,T if there is a nonnegative integer C such that
gB,T (n) ≤ gA,S(n + C), for all n = 0, 1, 2, . . .. If T = S, that is, B is another
generating set for S, then we say that gB,S is equivalent to gA,S(n+ k) if each
of these two functions majorates the other.
Speaking formally, let F be the set of all nondecreasing functions f : {0, 1, 2,
. . .} → {1, 2, . . .}. Given f, g ∈ F, we say that f  g (and say “f majorates
g”) if there is a nonnegative integer C such that f(n) ≤ g(n + C), for all
n = 0, 1, 2, . . .. This is a pre-order relation in the sense that it satisfies only
the reflexivity and transitivity axioms. Putting f ∼ g if and only if (f 
g) & (g  f), we obtain an equivalence relation on F. Finally, on the set F/∼
of equivalence classes [f ] of functions f from F under ∼, we obtain a genuine
partial order if we set [f ] ≤ [g] as soon as f  g. Notice that ∼ is a congruence
in the sense that if f ∼ g and f1 ∼ g1 then f + g ∼ f1 + g1.
Coming back to the acts or modules, notice that their growth functions are in
F. Suppose that B is another finite generating set for an M -act S with a finite
generating set A, then, as we have seen, gB,S  gA,S. From the symmetry
of A and B, we have gA,S  gB,S. So gA,S ∼ gB,S. The equivalence class
gS ∈ F/∼ containing all gA,S, where A runs through all the finite generating
sets of S, is called the growth of an M-act S. The growth is an invariant of
S, consequently, two acts with different growths cannot be isomorphic.
Now suppose that we have a morphism of M -acts ϕ : S → T and P = ϕ(S).
Then B = ϕ(A) is a finite generating set for T and the images of the balls
around A in S are respective balls around B in P : B(B, n) = B(ϕ(A), n) =
ϕ(B(A, n)). In this case, for any n = 0, 1, 2, . . ., gB,P (n) ≤ gA,S(n) and so
gB,P  gA,S. Thus, for the growths gP of P and gS of S we have gP ≤ gS. In
particular, for the growth of an s-generator act over a monoid M we always
have gS ≤ gL if L is the free act of rank s.
Similarly, let T be a finitely generated subact of a finitely generated M -act S.
As noted above, for the finite generating sets A and B of S and T , respectively,
we would have gB,T  gA,S. Thus for the growths we would have gT ≤ gS.
The case of finitely generated modules V over Φ-algebrasR is totally analogous
to the case of acts. If B a finite subset in an R-module V generated by a
finite set A, and U is a submodule generated by B, then B ⊂ AR(k), for
some nonnegative integer k, and so B(B, n) ⊂ B(A, n + k). It follows that
gB,U  gA,V . If U = V then by symmetry, gB,V  gA,V and gA,V  gB,V .
So gA,V ∼ gB,V , and so all gA,V are in the same equivalence class gV ∈ F/∼
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called the growth of an R-module V . As before, two R-modules with different
growths are non-isomorphic.
Exactly the same argument as above allows one to conclude that if an R-
module V is a homomorphic image of a finitely generated R-module U then
gV ≤ gU , and if a finitely generated module U is isomorphic to a submodule
in a finitely generated R-module V then gU ≤ gV .
A simple remark following from the formulas (3) and (4) is the following:
gWr = gAr = [r
n] and gFr = gFr = [(2r − 1)n].
One general result about the growth of modules is as follows.
Proposition 3 Let R = A〈X〉, #X = r ≥ 1, be the free associative algebra
over a field Φ, N is a submodule of finite codimension in a finitely generated
infinite-dimensional R-module M . Then N is also finitely generated and the
growth of M is the same as the growth of N .
Proof. We already know that gN ≤ gM where gN , gM are the growths of N
and M , respectively. To prove the converse we choose a finite generating set
A in M and a finite generating system C in N in accordance with Schreier -
Lewin procedure [12]. It follows then from the rewriting process of elements in
N in terms of C that any element in B(A, n)∩N is also an element in B(C, n).
Then we have the following chain of inequalities:
gC,N(n) = dimB(C, n) ≥ dim(B(A, n) ∩N)
= dimB(A, n)− dim(B(A, n)/(B(A, n) ∩N) ≥ gA,M(n)− d,
where d = dimM/N . Now, since N is infinite-dimensional, the values of gC,N
grow at least by 1 when we increase the argument by 1. In this case, gA,M(n) ≤
gC,N(n+ d), that is, gA,M  gC,N . It follows that gM ≤ gN , as needed. 2
2 Maximal growth
Using the above notions we can prove the following.
Lemma 1 Let S be a finitely generated act over the free monoid Wr of rank
r > 1. Then
(a) For any finite set A of generators for S there is c > 0 such that gA,S ≤ crn;
(b) Given any finite set A of generators for S, gA,S is majorated by r
n.
The same is true for a finitely generated module over a free associative algebra
Ar of rank r.
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Proof. If M is generated by s elements then S is an image under the morphism
of the free Wr-act L of rank s. So the gA,S ≤ gA,L, and we need to prove both
(a) and (b) for L. The growth function of L is given by (3). So we have
gA,L(n) =
s
r − 1(r
n+1 − 1) < crn with c = sr
r − 1, proving (a). If we take C
with c ≤ rC then crn ≤ rCrn = rn+C , for all n = 0, 1, 2, . . ., and so gA,L(n) is
majorated by rn. 2
If the reader uses (4) in place of (3) then the same argument proves the
following result.
Lemma 2 Let S be a finitely generated act over the free group Fr of rank
r > 1. Then
(a) For any finite set A of generators for S there is c > 0 such that gA,S ≤
c(2r − 1)n;
(b) Given any finite set A of generators for S, gA,S is majorated by (2r−1)n.
The same is true for a finitely generated module over a free group algebra Fr
of rank r > 1. 2
If we fix r > 1, then it is easily seen from the formulas (3) and (4), that
the function rn is majorated by the growth function of each free s-generator
action, for all s ≥ 1. On the other hand, as seen from Claim (2) of Lemma 1,
the converse is also true. Thus, with r > 1 fixed, the growth of the free action
of rank 1 is maximal among the growths of all finitely generated actions. Thus
it makes sense to give the following
Definition 1 In any of the four cases Wr, Fr, Ar, and Fr, we say that the
growth of a finitely generated action is maximal if it is the same as the growth
of the free action of rank 1.
Lemma 3 If r > 1 then the growth of a finitely generated act S (respectively,
module V ) over the free monoid Wr (respectively, free associative algebra Fr)
of rank r is maximal if and only if there is a finite generating set A in S
(respectively, in V ) and a positive c > 0 such that gA,S(n) ≥ crn (respectively,
gA,V (n) ≥ crn) for all n = 0, 1, 2, . . .. In this case the same inequality, with
probably a different positive constant c, will hold for any other finite set of
generators.
In the case of free groups or free group algebras, Lemma 3 takes the following
form.
Lemma 4 If r > 1 then the growth of a finitely generated act S (respectively,
module V ) over the free group Fr (respectively, the free group algebra Fr)
of rank r is maximal if and only if there is a finite generating set A in S
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(respectively, in V ) and a positive c > 0 such that gA,S(n) ≥ c(2r − 1)n
(respectively, gA,V (n) ≥ c(2r − 1)n) for all n = 0, 1, 2, . . .. In this case the
same inequality, with probably a different positive constant c, holds for any
other finite set of generators.
Proof. Since the proof in the case of both lemmas is very similar, we restrict
ourselves to the case of a finitely generated act S over the free monoid W
of rank r > 1. First, let us assume that the growth of S is maximal. Then
there is a finite generating set A such that the growth function g = gA,S is
equivalent to rn. In particular, rn  g. So there is a nonnegative integer C
with rn ≤ g(n + C) or g(n + C) ≥ r−Crn+C . As a result, g(n) ≥ r−Crn, for
all n ≥ C. If we now choose a positive integer c equal to the minimum of
r−C and all f(i)
ri
, i = 0, 1, . . . , C − 1, then g(n) ≥ crn, for all n = 0, 1, 2, . . .
Conversely, if there is c > 0 with g(n) = gA,S(n) ≥ crn, for all n = 0, 1, 2, . . .,
then we need to show [g] = [rn]. Indeed, the relation f  rn is true by Lemma
1(b). To prove that rn  g we choose a natural number C so that crC ≥ 1.
Then rn ≤ crn+C ≤ g(n + C) for any n = 0, 1, 2, . . ., proving that, rn  g, as
claimed, hence [g] = [rn], and thus the growth of S is maximal. 2
The reader will easily notice that actually our argument allows us to prove the
following. Suppose we are given real c and C with 0 < c < C, and an integer
s > 1. Let f, g ∈ F satisfy csn ≤ f(n), g(n) ≤ Csn, for all n = 0, 1, 2, . . . Then
f ∼ g.
One more result which is important for dealing with the actions of maximal
growth is the following.
Lemma 5 Let S be an act generated by a finite set A over Wr, r > 1, with
growth function g = gA,S. We can write g(n) = α(n)r
n, for a real-valued
function α(n). Then α(n) is a function converging to a finite limit C0 at
infinity. The growth is maximal if and only if C0 > 0. The same claim holds
if we consider the growth function of a finitely generated module M over the
free associative algebra Ar, r > 1.
Proof. Let A be a finite generating set for S, Wr = W (X). Then the ball of
radius n+ 1 around A can be written as
B(A, n+ 1) = B(A, n) ∪ B(A, n)X
=B(A, n− 1) ∪ B(A, n− 1)X ∪ B(A, n)X = · · · = A ∪ B(A, n)X. (5)
So for the growth function g = gA,S we have g(n + 1) ≤ rg(n) + s where
s = #A. Then we will have, for g(n) and α(n) as in the statement of the
theorem,
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α(n+ 1)rn+1 ≤ s+ rα(n)rn = s+ α(n)rn+1 or α(n+ 1)− α(n) ≤ s
rn+1
.
Now let us consider a function α¯(n) = α(n) + s
rn
. Then from the previous
inequality we will obtain
α¯(n+ 1)− α¯(n) ≤ 2s
rn+1
− s
rn
=
s(2− r)
rn+1
≤ 0.
Now we have that a positive-valued function α¯(n) is monotonously non -
increasing, hence there is C0 ≥ 0 such that C0 = lim
n→∞α¯(n). It is easy now
that C0 = lim
n→∞α(n), as claimed.
The claim that the growth is maximal if and only if C0 > 0 follows from
Lemma 3.
The proof for the modules is the same, except that the cardinalities should be
replaced by dimensions and in formula (5) all signs
⋃
should be changed to
“+”. 2
Remark 1 Using Proposition 2 one can show that for any ε > 0 it is possible
to produce examples of acts and modules with growth function α(n)(r − ε)n,
such that any nonnegative real number is a limit point for the values of α(n).
The proof of the following counterpart of the previous lemma for free groups
and free group algebras is left to the reader as an easy exercise. Do not forget
to replace X by Y = X ∪ X−1 in formula (5) and B(A, i)X by the set of
expressions au where a ∈ A and u ∈ Y jred where 1 ≤ j ≤ i+ 1.
Lemma 6 Let S be an act finitely generated by a set A over Fr, r > 1, with
growth function g = gA,S. We write g(n) = α(n)(2r − 1)n. Then α(n) is a
function converging to a limit C0 at infinity. The growth is maximal if and
only if C0 > 0. The same claim holds if we consider the growth function of a
finitely generated module over the free group algebra Fr, r > 1. 2
An easy consequence of Lemmas 5 and 6 is this.
Proposition 4 The growth of a finitely generated action over any of Wr, Fr
(Ar, Fr) of rank r is maximal if and only if it has a cyclic subaction whose
growth is maximal.
Proof. If an action has a subaction of maximal growth then, as we know, the
growth of the subaction cannot be greater that the growth of the action, and
so the growth of the action must be maximal, too. Conversely, if we have a
finitely generated action of maximal growth and none of its cyclic subactions
has maximal growth then we can write it as the finite union (sum) of cyclic
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subactions, each of which is not of maximal growth. The growth function
of the union (the sum) does not exceed the sum of the growth functions of
the constituent cyclic subactons. By Lemmas 5 and 6, these latter growth
functions have the form α(n)rn in the case of Wr and Ar or α(n)(2r − 1)n in
the case of Fr and Fr, with α(n)→ 0. Thus the growth function of the whole
of action has the same form, and so the growth of the act is not maximal. 2
Definition 2 An arbitrary (not necessarily finitely generated) action over any
one of Wr, Fr, Ar or Fr of rank r > 1 is called an action of maximal growth
if it contains a finitely generated subaction of maximal growth.
Observe that it follows by Proposition 4, that an action has maximal growth
if and only if it contains a cyclic subaction of maximal growth.
Corollary 1 In each of the four cases we consider, every act (module) has the
largest subact (submodule) which is not an act (module) of maximal growth.
This subact (submodule) is the union (sum) of all subacts (submodules) whose
growth is not maximal, or equivalently, of all cyclic subacts (submodules) whose
growth is not maximal.
Proof. This is immediate from Definition 2 and Proposition 4. 2
In the case of modules over R = Ar or Fr we will prove more (Theorem 2 be-
low): namely, if we denote by N (M) the largest submodule of an R-module M
whose growth is not maximal, then every nonzero submodule in M/N (M) has
maximal growth. This makes N (M) looking like a regular radical of modules.
Let us stipulate, for the future, that if an act S and its generating set A are
fixed then we will often omit indexes A and S in the notation for the growth
function gA,S(n), and simply write g(n). Similar convention will be used for
the modules.
Open Problem 2 Is it true that any graded module of maximal growth over
the free associative algebra Ar or free group algebra Fr possesses graded factor-
modules of arbitrary possible growth?
2.1 Growth and co-growth
According to Grigorchuk [7], the definition of amenability for finitely generated
groups is equivalent to the following. Let F = F (X) be the free group of rank
r, N a normal subgroup in F . The co-growth function for N , denoted by
cN(n) is the number of elements in the intersection of N with the ball F (n) in
(Cayley graph of) F , that is, the number of reduced words in free generators
of F of length at most n which are in N (relations for F/N). Then F/N is
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amenable if an only if
lim
n→∞
n
√
cN(n) = 2r − 1.
Now let L be a free module with basis A = {a1, . . . , as} over one of the
algebras R = A〈X〉, or R = F〈X〉, r > 1. Let N be a submodule in L
and M = L/N . We define the co-growth function cA,N(n) of M with respect
to A by setting cA,N(n) = dim(N ∩ B(A, n)), where B(A, n) is the ball of
radius n in L around A. As before in Subsection 1.4, the co-growth functions
corresponding to different bases are equivalent, so we can speak about the
co-growth of M = L/N .
Lemma 7 Let L is the free module with basis A over one of the algebras
R = Ar,Fr, r > 1, N a submodule in L, M = L/N , A is the image of A in
M under the natural epimorphism of L onto M . Then
gA,L = gA,M + cA,N .
Proof. Indeed, let E be a basis of B(A, n) ∩ N and E ′ its complement to a
basis of L(n), where n = 0, 1, 2, . . . Then
#E ′ = dimB(A, n)/(L(n) ∩N) = dim(B(A, n) +N)/N = gA,M(n).
However by definition, #E = cA,N(n). It follows that gA,L(n) = (#E) +
(#E ′) = cA,N(n) + gA,M(n), as claimed. 2
Proposition 5 Let L is a free module with basis A over one of the algebras
R = Ar,Fr, r > 1, N a submodule in L. If the growth of M = L/N is maximal
then there is 0 < θ < 1 such that its co-growth function cA,N satisfies
cA,N(n)
gA,L(n)
< θ.
If the growth of M is not maximal then
lim
n→∞
cA,N(n)
gA,L(n)
= 1.
Proof. Since the proofs in Ar- and Fr-cases are similar, we restrict ourselves to
the case of modules over free associative algebras. By formula (3), gA,L(n) <
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2srn; if M has maximal growth, then by Lemma 3, we have gA,M(n) > cr
n. In
this case,
cA,N(n)
gA,L(n)
= 1− gA,M(n)
gA,N(n)
< θ, where θ = 1− c
2s
.
Now suppose the growth is not maximal. Then, as we proved in Lemma 5,
gA,M(n) = α(n)r
n, where α(n)→ 0. By formula (3) we have gA,L(n) ≥ rn. So
it becomes obvious that
cA,N(n)
gA,L(n)
→ 1, and thus the proof is complete. 2
2.2 Faithfulness of actions with maximal growth
In this subsection we will establish the faithfulness of actions of maximal
growth in all for cases we study. In some arguments we will be using the
standard total ordering on the set of words, called ShortLex. An action is
called faithful if any two different elements of the acting monoid or algebra act
differently. The faithfulness follows quite easily from the following “folklore”
property of languages.
Given an alphabet X, any subset L of the free monoid W (X) is called a
language. One of the “folklore” facts about the languages is that if w is a
nonempty word in the alphabet A consisting of more than one letter and
L = N(w) is a language consisting of words which have no occurrences of w
as a subword then the growth of L is exponentially slower than the growth of
W (X). If Y = X ∪X−1 is a symmetric (“group”) alphabet and the languages
consist of reduced words this “folklore” property remains valid. In the group
case we can refer to a particular paper [16], which contains the proof. In the
case of monoids, the proof is very short, and we give it for completeness.
We start with giving a precise statement of the “folklore” property of lan-
guages. Recall that W (n) and F (n) stand for the nth terms of the standard
filtration in W (X) and F (X) (see Subsection 1.2).
Lemma 8 Let X be an alphabet, #X = r > 1, Y = X ∪ X−1. Suppose
W = W (X), respectively, F = F (X), is the free monoid, respectively, the free
group, both with basis X and standard filtrations defined in Subsection 1.2.
(a) Let u be a nonempty word in alphabet X, N(u) the set of words in W
which do not have u as a subword. Then there are positive numbers C
and ε, such that
# (N(u) ∩W (n)) ≤ C(r − ε)n for all n = 1, 2 . . . .
(b) Let v be a nonempty reduced word in alphabet Y , N(v) the set of reduced
words in F which do not have v as a subword. Then there are positive
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numbers C and ε, such that
# (N(v) ∩ F (n)) ≤ C(2r − 1− ε)n for all n = 1, 2 . . . .
Proof. Let deg u = m. Then the number of monomials of degree m not con-
taining u equals rm − 1. Hence the number of monomials of degree ms not
containing u is at most (rm − 1)s because such monomials are products of s
factors of degree m. It follows that the number of monomials of degree n not
containing u is at most
(rm − 1) nm rm−1 ≤ C(r′)n
where C = rm−1 and r′ is the m-th root of rm − 1 : r′ < r. 2
The results about the faithfulness of actions are valid under weaker restrictions
on the growth functions. We say that the function f : N→ N is subexponential
if
lim
n→∞
n
√
f(n) ≤ 1.
1. The case of acts. An act S over monoid M is called faithful if for any two
different u, v ∈M there is s ∈ S such that su 6= sv.
Proposition 6 Let S be a finitely generated act over the free monoid W =
Wr, r > 1, with the growth function g(n). If the function
rn
g(n)
is subexpo-
nential then S is faithful. In particular, any act of maximal growth is faithful.
Proof. Assume by contradiction, that there are two different elements u and
v in W that act in the same way. We assume that u > v in ShortLex. We
write S as the union of a finite number of cyclic subacts S = P1 ∪ . . .∪ Pm. If
ai is a generator of Pi, i = 1, . . . ,m, then B(ai, n) ⊂ ai(N(u) ∩W (n)), where
N(u) is the set of words in W which do not have u as a subword. Indeed, if
w = w1uw2 ∈ W , then by our assumption, aiw = aiw1uw2 = aiw1vw2, and
the word w′ = w1vw2 is smaller than w in ShortLex. If w′ ∈ N(u), our claim
is proven, otherwise we continue replacing u by v. Since the ordering is total,
at some step of the process we arrive at aiw˜ ∈ aiN(u). By Lemma 8 we can
find constants Ci > 0 and εi > 0 such that gai,Pi(n) = # B(ai, n) ≤ Ci(r−εi)n
for all n = 1, 2 . . .. Since g(n) ≤ ga1,P1(n) + · · · + gam,Pm(n), for some C > 0
and ε > 0 we have g(n) ≤ C(r − ε)n for all n = 1, 2 . . .. Now for the function
g(n) in the statement of the proposition, we obtain n
√
g(n) ≥ r
r − ε
1
n
√
C
, so
the upper limit in question exceeds
r
r − ε > 1, a contradiction.
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Now let S be an act of maximal growth, u, v are two different elements of
W . By definition, S has a finitely generated subact T of maximal growth. By
Lemma 3, there is a positive constant c > 0 such that g(n) = ga,T (n) ≥ crn.
For the function g(n), as in the statement of the proposition, we have g(n) ≤ 1
c
,
n
√
g(n) → 0, and so by our previous argument T is faithful. It follows that u
and v cannot act in the same way on T , hence on v. So, S is faithful. 2
Similarly, in the case of acts over the free group F , or F -sets, we prove the
following.
Proposition 7 Let S be a finitely generated Fr-set over the free group Fr of
rank r > 1, with the growth function g(n). If the function
(2r − 1)n
g(n)
is
subexponential then S is faithful. In particular, any Fr-set of maximal growth
is faithful. 2
An important corollary [16] is as follows.
Corollary 2 Let N be a nontrivial proper normal subgroup of a free group Fr
of rank r > 1. Then the growth of the Fr-set G = Fr/N is not maximal. 2
2. The case of modules. A right module M over a ring R is faithful if the
two-sided ideal AnnRM = {a ∈ R |Ma = 0} is zero. We are going to show
that every module of maximal growth is faithful. Again, as in the case of acts,
a slightly more general result holds.
Proposition 8 Let M be a finitely generated module over R = Ar with the
growth function g(n). If the function
rn
g(n)
is subexponential then M is a
faithful R-module. In particular, any module of maximal growth is faithful.
Proof. Arguing in the same way as in Proposition 6, we may restrict ourselves
to the case where M is a cyclic module. Any such module can be written as
M = R/J where J is a right ideal of R. However, if M is not faithful, J must
contain a nonzero two-sided ideal I. Since the growth of a factor-module of a
module cannot be greater than the growth of the module, any upper bounds
we obtain for the growth of R/I will be valid for the growth of M . Suppose
0 6= a ∈ I. We denote by u the leading term of a with respect to ShortLex.
Then any monomial v containing u, that is, v = v1uv2 for some monomials v1
and v2, can be reduced to a smaller monomial modulo I :
v1uv2 + I =
∑
v1u
′v2 + I where u′ < u.
It follows by induction on ShortLex that the ball of radius n around {1 + I}
in R/I is the linear span of all w+ I where w is a monomial not containing u.
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By Lemma 8 the number of such monomials is exponentially smaller than the
total number of all monomials of degree r, and so the function
rn
g1+I,M/I(n)
is exponential, and, as noted, then
rn
g(n)
is exponential, in contradiction with
our hypotheses.
Now if M is a module of maximal growth generated by a finite set A then by
Lemma 3 there is a positive constant c > 0 such that g(n) = gA,M(n) ≥ crn.
In this case, as in Proposition 6, the function f(n) =
rn
g(n)
is subexponential
and by the above, M is faithful. 2
Notice that the class of faithful modules is much wider than the class of mod-
ules of maximal growth. Faithful modules can be found among the modules
of an arbitrary infinite growth, for instance, modules of linear growth. As an
example, one can take the submodule N in the construction of Section 4.2. For
each i = 1, 2, . . ., this module has a submodule generated by fϕ(i)x2R, whose
annihilator is ∆di+1. Since di →∞, the total AnnRM = 0.
In the case of free group algebras we get the following result whose proof
follows the lines of Proposition 8.
Proposition 9 Let M be a finitely generated module over R = Fr, r > 1, with
the growth function g(n). If the function of
(2r − 1)n
g(n)
is subexponential
then M is a faithful R-module. In particular, any module of maximal growth
is faithful. 2
Notice that in the case of the action of Fr, r > 1, on a linear space V ,
that is, when V becomes an Fr-module, the faithfulness of an Fr-module is
a stronger property than the faithfulness of the representation of the group
Fr. The nontriviality of the kernel in Fr, obviously, implies the nontriviality
of the kernel in Fr but not the other way round. For example, Fr has an
ideal of codimension 4 with trivial intersection with Fr as soon as the field Φ
is not locally finite. This follows because Fr can be faithfully represented by
2× 2-matrices over Φ.)
3 Acts of maximal growth
In this section we give examples of acts of maximal growth which nevertheless
satisfy very restrictive conditions. Some of them readily provide examples of
modules over free associative algebras which have maximal growth and satisfy
other interesting properties.
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3.1 Highly transitive acts of maximal growth
In this section we will construct acts with maximal growth over the free monoid
Wr of rank r > 1, which have interesting additional properties. In the following
definition, S is a right act over a monoid M .
Definition 3 S is called k-transitive if for any 2k-tuple (s1, ..., sk, s
′
1, . . . , s
′
k)
of elements in S such that all s1, . . . , sk are pairwise different, there is m ∈M
such that sim = s
′
i, for all i = 1, . . . , k.
Theorem 1 Let Wr be the free monoid of rank r > 1. There exists a right
act S over Wr with the following properties
(a) S has maximal growth;
(b) for any k, S is k-transitive.
Proof. Let Wr = W (X) be the free monoid of words in the alphabet X,
#X = r > 1. Choose an infinite language P ⊂ Wr satisfying the following
condition.
(†) If a suffix of w ∈ P is a prefix of a w′ ∈ P , then w = w′.
An example of such a language P in the alphabet X = {x, y} is provided by
W = {x2(yx)ty2 | where t = 0, 1, ...}.
Let us write out all nonempty tuples v = (v1, . . . , vk; v
′
1, . . . , v
′
k) of elements
in Wr, for any k ≥ 1 such that v1, . . . , vk are pairwise different and nonempty:
v(1) = (v(1, 1), . . . , v(1, k(1)); v(1, 1)′, . . . , v(1, k(1))′),
v(2) = (v(2, 1), . . . , v(2, k(2)); v(2, 1)′, . . . , v(2, k(2))′),
. . .
v(n) = (v(n, 1), . . . , v(n, k(n)); v(n, 1)′, . . . , v(n, k(n))′),
. . .
With each tuple v(i) occurring on the ith position in this list we associate a
word wi ∈ P , i = 1, 2 . . .. All words wi are pairwise different, each of length
at least i+ k(i).
Now let U be the set of all products u(i, j) = v(i, j)wi, for all possible values
i, j = 1, 2, . . ., such that j ≤ k(i).
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By S we denote the set of words without prefixes in U .
We will make the language S into a right act for Wr. To draw distinction
between the product in Wr and the action of Wr on S, we denote the action
by ◦ . Since Wr is free with basis X, any well-defined action of X on S extends
to a well-defined action of Wr.
Let s ∈ S, x ∈ X. If sx /∈ U , then we set s ◦x = sx. If sx = u(i, j) then
s ◦x = v′(i, j).
This action is well-defined. Indeed, if we assume v(i, j)wi = v(i
′, j′)wi′ then
by Property (†), i = i′, hence v(i, j) = v(i, j′). Since the first k(i) letter in the
tuple v(i) are pairwise different, we must have j = j′, which proves our claim.
The k-transitivity of the action of Wr on S, for any k = 1, 2, . . ., can be
explained as follows. Let us consider any tuple of elements of S of the form
(v1, . . . , vk, v
′
1, . . . , v
′
k) such that all v1, . . . , vk are pairwise different. Then there
is i = 1, 2, . . . such that this tuple equals
v(i) = (v(i, 1), . . . , v(i, k(i)), v′(i, 1), . . . , v′(i, k(i))).
Let us consider v(i, j) ◦wi. Since v(i, j) = vj ∈ S, it has no prefixes in U . Also,
by Property (†) none of the proper prefixes of v(i, j)wi is in U . Therefore, in
process of acting by all consecutive letters of wi, except the last one, we use
the rule of the first kind, s ◦x = sx. But when we reach the last letter, we have
to apply the rule of the second kind which replaces u(i, j)wi by v
′(i, j) = v′j.
Thus, vj ◦wi = v′j, for all j = 1, . . . , k. This proves the k-transitivity of our
action.
In order to estimate the growth of S, we will estimate the number of words
in the r-letter alphabet X whose length is at most n and which do not have
any of u(i, 1), . . . , u(i, k(i)) as their prefixes. The length of each u(i, j) is at
least i+ j, by the choice of wi. In this case at most r
n−i−j of words of length
≤ n begins with u(i, j), hence at most rn−i words begins with any of the
words u(i, 1), . . . , u(i, k). If we perform summation over all i ≤ n, we will
see that in the number of elements in the “ball” of radius n in S is at least
rn + rn−1 + · · · − rn−1 − rn−2 − · · · = rn. By Lemma 3 the growth of S is
maximal. 2
A quick application of this theorem to modules over free associative algebras
is the following.
Corollary 3 Let Ar be the free associative algebra of rank r > 1 over a field
Φ. Then Ar has a simple module whose growth is maximal.
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Proof. Let us choose a linear space M whose basis is the Wr-act S from
Theorem 1. Here Wr = W (X) ⊂ A〈X〉 = Ar is the free monoid of the same
rank r > 1. If we extend the action of Wr on S by linearity to the action of
Ar on M , then M becomes a right Ar-module. Since the growth of Wr-act S
is the same as the growth of Ar-module M , we know that M is an Ar-module
of maximal growth. Let N be a subspace in M consisting of finite Φ-linear
combinations
∑
u∈S λuu with
∑
u∈S λu = 0. Being a Wr-invariant subspace, N
is an Ar-submodule. Since N has codimension 1 in M , by Proposition 3 we
have that N is an Ar-module of maximal growth. Let us prove that N is a
simple Ar-module. Any nonzero element a ∈ N can be written as the sum of m
summands λueu where λu 6= λv for some u, v (since M is infinite-dimensional,
one of coefficients can always be chosen zero). If we use the m-transitivity of
the action of Wr on the basis, we will obtain that a submodule Q generated
by a also contains the sum b which differs from a by changing places u and v.
Hence the difference a− b = λ(u−v) is an element of Q with λ = λu−λv 6= 0.
From the double transitivity it follows that u − v ∈ Q now for any u, v ∈ S,
and then Q = N , proving the simplicity of N . 2
3.2 Acts with maximal growth and locally finite action of “skinny” submonoids
The aim of this subsection is to construct an act of maximal growth over Wr,
r > 1, such that the action of all “truly” smaller submonoids is locally finite,
even locally nilpotent in the sense we define below.
Let Wr be a free monoid of rank r > 1 and V a submonoid. We will say that
V is fat in Wr if there are t ≥ 1 and h1, . . . , ht, g1, . . . , gt ∈ Wr such that
Wr = h1V g1 ∪ ... ∪ htV gt.
If no such h1, . . . , ht, g1, . . . , gt exist then the submonoid V is called skinny.
For example, the submonoid U of all words of even length is fat in Wr. On the
other hand, if r > 1 and V consists of all words except the positive powers of
x1, then V is skinny. Notice that V is not finitely generated.
To formulate the main result of this subsection, we recall that given a monoid
V , a V -act S is called locally finite if for any s ∈ S the subact s ◦V (we call
it the V -“orbit” of s, by analogy with the case of group actions) is finite.
If, additionally, S has 0, that is, a unique distinguished element 0 such that
0 ◦M = 0, we call S locally nilpotent if for any s ∈ S there is a natural n such
that ((s ◦m1) ◦m2) ◦ · · · ◦mn = 0, for all non-identity elements mi ∈ M . It is
quite obvious that if V is a fat submonoid in Wr whose action on a Wr-act
S is locally finite then also the action of Wr on S is locally finite. This easily
follows since each Wr-orbit can we written as sWr =
⋃
((sgi)V )hi. In contrast
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to this, the following is true.
Proposition 10 For any natural r > 1 there exists an act S with zero 0,
of maximal growth over the free monoid Wr, which is a locally finite, even
locally nilpotent V -act, for any finitely generated skinny submonoid V ⊂ Wr.
In particular, for any s ∈ S and u ∈ Wr there is natural n such that s ◦un = 0.
Proof. If V is skinny then, for any C > 0 there are words w ∈ Wr, which have
the following property
P (C) : w cannot be written as w = hvg, where v ∈ V and |h|+ |g| ≤
C.
The converse is also true.
Now let V be a nontrivial finitely generated skinny and l = l(V ) ≥ 1 be such
that V can be generated by the words of length ≤ l. Pick w ∈ Wr which does
not have P (2l− 2). Then w is not a subword of any v ∈ V . Indeed, otherwise,
v = v1 · · · vs, where v1, . . . , vs are in the generating set for V . It follows that
w = v′i−1(vi · · · vj)v′j+1, where v′i−1 (respectively, v′i+1) is a proper suffix (prefix)
of the word vi−1 (respectively, vj+1), and so w has P (2l − 2).
It follows that V is contained in the set N(w) of all words of Wr without
subword w. Using Lemma 8, it is easy to show that there exist ε > 0 and
natural n0, such that #(V ∩W (n)) < (r−ε)n, for all n ≥ n0. Here W (n) is the
nth term of the standard filtration in Wr. It should be noted that, conversely,
if V grows at such “slow” rate then it is skinny, no matter whether the number
of generators of V is finite or not; this is obvious considering the difference in
the growths of sequences {#V (n)} and {#W (n)}, where V (n) = V ∩W (n).
With l, ε as above, we fix c > 0 and choose the number t > n0 sufficiently
large to satisfy the inequality (r − ε)t+1 + ...+ (r − ε)t+l < crt.
Now let us introduce a collection of languages attached to V , as follows. Choose
any u ∈ Wr and consider the language L(u, V ) consisting of all words in Wr
which have a prefix of the form uv where v ∈ V and t < |v| ≤ t + l. It then
follows that #(L(u, V )∩W (n)) is bounded from above by crn, for all possible
n.
Let us enumerate all pairs (u, V ), where u is a word and V is a finitely gener-
ated skinny submonoid. For the ith pair (ui, Vi) by the above argument we will
have #(L(ui, Vi)∩W (n)) ≤ c
2i
rn. Therefore the number of words of length n
in the language L, which is the union of all L(ui, Vi), grows slower than cr
n.
It follows that the number of words of length n in the complement K of L
grows faster than c′rn, for some c′ > 0, provided that c < 1. As a result, we
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conclude that there is c′ > 0 such that #(K ∩W (n)) > c′rn for all natural n,
which implies that the growth of K is maximal.
To define our desired act S, we take the union of the complement K, and a
one-element set {0}, where 0 is an external element for S. Following the same
pattern as in Theorem 1, given s ∈ K and x ∈ X, we set s ◦x = sx, if sx ∈ K,
and s ◦x = 0 otherwise, that is, if sx ∈ L). Finally, we set 0 ◦x = 0. This
makes S into a Wr-act. By construction, this act has maximal growth.
Now let V be a finitely generated skinny submonoid, u ∈ S and u ◦V an
“orbit” of V in S. Let t = t(V ) and l = l(V ) be the numbers appearing in
our discussion of the pair (u, V ) above. Any nonzero element in u ◦V either
belongs to a finite set {u ◦ v | |v| ≤ t} or has the form of u ◦ v where v = v1v2,
where v1 ∈ V , t < |v1| ≤ t+ l. From the construction of the language L above,
it follows that uv ∈ L and the u ◦ v = 0. As a result, any orbit u ◦V is finite.
The same argument shows that u acted upon by any product of more than t
elements of V produces 0. So S is locally nilpotent with respect to the action
of V . 2
We do not have analogues of this result in other cases of actions. In the case
of groups, a subgroup H is fat in Fr if
F = (g1Hg
−1
1 )(g1h1) ∪ . . . ∪ (gsHg−1s )(gshs). (6)
B.H.Neumann [14] has shown that if a group is covered by finitely many cosets
of a set of subgroups then one of the subgroups in the set has finite index in
the groups. In our case, it follows from 6 that H is fat if H is of finite index in
Fr. It is quite obvious that if there is a finite orbit for a subgroup H of finite
index then the same is true for the whole of Fr.
Open Problem 3 Does there exist an Fr-set of maximal growth (or an in-
finite transitive Fr-set) such that the restriction of the action to any finitely
generated subgroup of infinite index is locally finite?
Let us call a subalgebra B with 1 in Ar fat if Ar equals to the span UBV
of all products ubv, u ∈ U , b ∈ B, v ∈ V , for some finite-dimensional sub-
spaces U, V ⊂ Ar. As an example one may take the linear span of monomials
whose degrees are divisible by a fixed number n. If B with 1 is not fat, it
is called skinny. It is easy to observe that if all cyclic B submodules are
finite-dimensional for some fat subalgebra B then M is finite-dimensional. In
particular, M cannot be of maximal growth as an Ar-module.
Open Problem 4 Does there exist an Ar-module of maximal growth (or a
cyclic infinite-dimensional Ar-module) which is locally finite as a module over
any skinny subalgebra of Ar?
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4 Modules of maximal growth
4.1 Radical defined by growth
Let R be a ring. In [4, Chapter 5], two classes of modules over R, M and N,
were called the annihilators of each other if
N = {U |Hom(U, V ) = 0 ∀V ∈M}, M = {V |Hom(U, V ) = 0 ∀U ∈ N}.
If the classes M and N are annihilators of each other in the above sense then
one calls M a semisimple class and N a radical class of R-modules.
Let R be one of A〈X〉 or F〈X〉, with #X > 1. Denote by M the class of
R-modules in which every nonzero submodule has maximal growth and by N
the class of R-modules in which no submodule has maximal growth. From the
general results and definitions of Sections 1 we know the following.
(1) If an R-module U is mapped onto an R-module V with maximal growth
then the growth of U is also maximal;
(2) If a submodule W of an R-module U has maximal growth then U itself
has maximal growth;
(3) An R-module has maximal growth if and only if one of its finitely gen-
erated submodules has maximal growth if and only if one of its cyclic
submodules has maximal growth.
It follows easily that the classes M and N defined by us are the annihilators
of each other and so can serve as respective semisimple and radical classes of
R-modules.
As we mentioned in Section 1, in every action there is the largest subaction
whose growth is not maximal. So in every module M there is the largest
submodule N (M) ∈ N. We now want to show that M/N (M) ∈M.
Theorem 2 Let R be either a free associative algebra A〈X〉 or a free group
algebra F〈X〉 of rank r > 1, M an R-module of maximal growth, N a submod-
ule of M . Then at least one of N , M/N is an R-module of maximal growth.
In other words, the radical class N is closed under extensions.
Proof. Let #X = r. The proof is the same in both cases, with maximal growth
rn in the case of free associative algebras and (2r−1)n in the case of free group
algebras. So we give the proof in the case of free associative algebras. Let us
assume that none of N , M/N is an R-module of maximal growth. Choose a
cyclic submodule uR in M whose growth is maximal. Then neither uR ∩ N
nor uR/uR ∩ N ∼= uR + N/N ⊂ M/N is an R-module of maximal growth.
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This allows one to restrict oneself to the case where M = uR is cyclic. If R(n)
is the ball of radius n with center 1 in R and uR + N/N is not of maximal
growth, then by Lemma 5 we will have
lim
n→∞
dim(uR(n) +N/N)
rn
= 0.
Let us define a subspace U(m) by setting U(m) = uR(m)∩N . Obviously, U(m)
is finite-dimensional and so the submodule U(m)R is finitely generated. If for
some m, U(m)R has maximal growth, then by Proposition 3 we have a cyclic
submodule of maximal growth in N , and the proof is complete. Otherwise, by
Lemma 5, we have
lim
n→∞
dim(U(m)R(n))
rn
= 0,
for any fixed m. Let us consider a subspace V (m) such that uR(m) = U(m)⊕
V (m). Then dimV (m) = dim(uR(m) + N/N) and so (dimV (m)/rm → 0 by
the above property (2) of submodules and our assumption about M/N . Notice
that dimuR(k) = dimU(k) + dimV (k), for all k. Choose any ε > 0. Then
there is m > 0 such that dimV (m) < εrm. Since U(m)R is not of maximal
growth there is n such that dimU(m)R(n) < εrn for all n > n0. Now we fix
n ≥ n0 and let t be any integer with t > m + n such that r−t+m+n < ε. Let
Ri = X
i, for i = 0, 1, . . .. Then
uR(t) = uR(m)(R0 +R1 + · · ·+Rt−m).
Then we will obtain
dimuR(t) = dimuR(m)(R0 +R1 + · · ·+Rt−m)
≤ dimV (m)(R0 +R1 + · · ·+Rt−m)
+ dimU(m)(Rn +Rn+1 + · · ·+Rt−m)
+ dimU(m)(R0 +R1 + · · ·+Rn−1)
<εrm(1 + r + · · ·+ rt−m)
+ (εrn + · · ·+ εrt−m) + dimuR(m+ n− 1)
<εrm(1 + r + · · ·+ rt−m) + εrn(1 + r + · · ·+ rt−m−n)
+ (1 + r + · · ·+ rm+n−1)
= εrm
rt−m+1 − 1
r − 1 + εr
n r
t−m−n+1 − 1
r − 1 +
rm+n − 1
r − 1
<εrt(r + r−m+1 + ε−1r−t+m+n) < εrt(r + r + 1) = ε(2r + 1)rt.
Since ε(2r + 1) is arbitrarily small, we have that
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lim
t→∞
dimuR(t)
rt
= 0.
and so M = uR is not of maximal growth, which contradicts our hypothesis.
2
Corollary 4 Let R be either a free associative algebra A〈X〉 or a free group
algebra F〈X〉 of rank r > 1. Then in every R-module M there is the largest
submodule N = N (M) whose growth is not maximal. At the same time, the
growth of every nonzero submodule of M/N is maximal.
Proof. Let N be the largest submodule in M whose growth is not maximal. Its
existence has been established in Corollary 1. The growth of any submodule
P of M which is not in N is maximal. Since P ∩N is not of maximal growth,
by Theorem 2, we must have that P +N/N ∼= P/P ∩N is of maximal growth.
Since any nonzero submodule of M/N has this form, our claim follows. 2
4.2 Growth and short exact sequences
The results in this section should be compared with Theorem 2: starting with
two modules whose growth is “very slow” we can construct their extension
whose growth is “arbitrarily fast” but not maximal, which would be impossible
by Theorem 2. Before we give the precise statement of our claim we recall that
according to Lemma 5, the growth function of any finitely generated module
over the free associative algebra of rank r > 1 has the form of α(n)rn where
α(n)→ C0 ≥ 0 as n→∞. The growth is maximal if and only if C0 > 0. The
precise statement is as follows.
Proposition 11 Let α : N → N be a function satisfying α(n) → 0 as n →
∞. Then there is a cyclic module M = ε1R over a free associative algebra
R = A〈x1, . . . , xr〉, r > 1, with a cyclic submodule N such that the growths
of N and M/N are linear while for the the growth function of M we have
gε1,M(n) > α(n)r
n, for all sufficiently large n.
Proof. Given α(n) as mentioned, there is an increasing sequence d1, d2, . . .
of natural numbers such that α(n) <
1
r3
for all n ≥ d1, α(n) < 1
r4
for all
n ≥ d2, etc. We will also need a function ϕ : N → N given by ϕ(1) = 1 and
ϕ(n) = 4rdn , for all n > 1.
Let us form a linear basis for M as the union of {εi | i ∈ N}, {ηi | i ∈ N}, and
{ζϕ(i),u | i ∈ N, u any monomial in R of degree at most di}.
We define the action of R on this basis as follows:
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εix1 = εi+1, εix2 = εi + ηϕ(i), εixk = 0 for any i ∈ N and k = 3, . . . , r
ηjx1 = ηj+1, ηjx2 =
 0 if j /∈ ϕ(N)ζj,1 if j ∈ ϕ(N) , ηjxk = 0, j ∈ N, k = 3, . . . , r
ζϕ(i),uxk =
 0 if deg u = diζϕ(i),uxk if deg u < di , for any i ∈ N and k = 1, . . . , r.
It is an easy remark that M is cyclic, M = ε1R. Indeed, applying x1 to ε1
repeatedly, we obtain all the εi, i ∈ N. Since ε1x2 = ε1 + η1 and ηjx1 = ηj+1
we have that all ηj, j ∈ N, are also in ε1R. Next, ζϕ(i),1 = ηϕ(i)x2 are in ε1R
and, finally, ζϕ(i),u = ζϕ(i),1u ∈ ε1R, for all monomials in R of degree at most
di.
If we set N = η1R then the basis of N will consist of all ηi and ζϕ(i),u. As we just
noted, M (hence M/N) are cyclic modules. Let us evaluate the dimension of
B(ε1, n), the ball of radius n in M , where di−1 < n ≤ di, i = 2, 3, . . .. Clearly,
ηϕ(i) = εix2 − εi is in the ball of radius i = i(n). Hence ζϕ(i),1 = ηϕ(i)x2 is
in the ball of radius i + 1. It follows that in the ball of radius n we find all
ζϕ(i),u where deg u ≤ n− i− 1. All these vectors are nonzero because n ≤ di.
Their number is at least rn−i−1. Hence for the growth function g = gε1,M we
have g(n) ≥ rn−i−1. On the other hand, we have α(n) < 1
ri+1
, following from
n ≥ di−1. Hence g(n) ≥ rn−i−1 ≥ rnα(n), as needed.
Let us evaluate the growth of N . We consider B(η1, n), the ball of radius
n ≥ 4rd2 in N . It obviously contains η1, . . . , ηn+1 and also some of the vectors
of the form ζϕ(i),u but only if ϕ(i) ≤ n. It follows then that
gη1,N(n) ≤ n+ 1 + 2(rd1 + · · ·+ rdi) where i is maximal with ϕ(i) ≤ n.
Let us additionally assume i ≥ 2. Then it follows from d1 < d2 < . . . that
2(rd1 + · · · + rdi) < 4rdi = ϕ(i) ≤ n, and so gη1,N(n) < 2n + 1, for n ≥ 4rd2 ,
that is, this growth is linear.
The factor-moduleM/N has basis {ε¯i = εi+N | i ∈ N} with action ε¯ix1 = ε¯i+1,
ε¯ix2 = ε¯i and ε¯ixk = 0, for all i ∈ N, k = 2, 3, . . .. Then B(ε¯1, n) has basis
{ε¯1, . . . , ε¯n+1}. Thus gε¯1,M/N(n) = n + 1, that is, the growth of M/N is also
linear. 2
Another interesting extension is provided by an example in Proposition 12: if
we fix α(n) as just above then there exists a cyclic module M which has a
locally finite submodule N such that the growth of M/N is linear and, as in
the previous example, the growth of M itself is greater than α(n)rn.
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In the following subsections we give example of modules of maximal growth
which satisfy strong finiteness conditions.
4.3 Nil modules of maximal growth
We recall that a free associative algebra R = A〈X〉 has a standard grading by
the subspaces ΦXn each of which is spanned by all monomials in X of degree
n. We will denote these subspaces by Rn, n = 0, 1, 2, . . ..
A module M over a free associative algebra R = A〈X〉 of rank r > 1 is called
graded if M =
⊕∞
n=0Mn, where each Mn is a subspace and MnRm ⊂ Mn+m,
for all m,n = 0, 1, 2, . . .. Now let Pn be a subspace of dimension dn in each
Mn, n = 0, 1, . . . We consider an R-submodule L in M generated by all Pn
and set Ln = L∩Mn. Then the following weak analogue of E. Golod’s Lemma
[6] is true.
Lemma 9
dimLn ≤
∑
i≤n
dir
n−i.
Proof. Ln is the sum of subspaces PiRn−i with i ≤ n, whose dimension is at
most dir
n−i, proving our claim. 2
Lemma 10 Let M = aR be a cyclic graded module and C a positive number
such that ga,M(n) ≥ Crn. Choose c with 0 < c < C. Let b = a · u, where u is a
monomial in R. We consider an arbitrary selection v1, . . . , vk of monomials of
degree at least 1 in R. Then there exists a natural q, and a graded submodule L
in M , such that the growth function of the graded R-module M/L is bounded
from below by crn, and b(s1v1 + · · · + skvk)q ∈ L for any choice of scalar
coefficients s1, . . . , sk.
Proof. We choose q, so that 2qk ≤ (C − c)rq. Then we write the polynomial
(s1v1 + · · ·+skvk)q as the sum of homogeneous polynomials wm1,...,mk of degree
at least q, with coefficients sm11 . . . s
mk
k , so that the coefficients inside wm1,...,mk
do not depend on s1, . . . , sk. Since mi ≤ q, the number of elements in the set
of all wm1,...,mk is at most q
k. Let us define L as a submodule generated by all
b · wm1,...,mk = au · wm1,...,mk . Then, obviously, b · (s1v1 + · · · + skvk)q ∈ L for
all choices of coefficients s1, . . . , sk.
Let us apply Lemma 9 to the space P spanned by the monomials wm1,...,mk .
Let Pn = P ∩Rn and suppose dn = dimPn. As mentioned, dimP ≤ qk and so∑
dn ≤ qk. Also, Pn = {0} if i < q. Now by Lemma 9, the dimension of the
nth homogeneous component Ln of L is at most
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∑
i≥q
dir
n−i ≤ qkrn−q.
Now suppose
M(m) =
m⊕
n=0
Mn and L(m) = L ∩M(m) =
m⊕
n=0
Ln.
Then it follows that
dimL(m) ≤ qk
n∑
m=q
rm−q ≤ 2qkrn−q.
In the factor-module M/L the generator is u¯ = u + L and the ball B(u¯, n)
equals M(n)/L(n). If we recall the choice of q then for the growth function of
M/L we can write:
gu¯,M/L(n) = dimM(n)/L(n) ≥ Crn − 2qkrn−q = rn
(
C − 2q
k
rq
)
≥ crn,
proving our claim about the lower bound for the growth function of M/L. 2
Now we can prove our result about nil-modules of maximal growth.
Theorem 3 Let R be a free associative algebra over a field Φ of rank > 1 and
M a graded R-module of maximal growth. Then M has a graded factor-module
of maximal growth, which, in addition, is a nil-module.
Proof. Let us enumerate all finite tuples of monomials (u, v1, . . . , vk). By
Lemma 10, the growth function gM(n) for M satisfies gM(n) ≥ Crn for some
C > 0. We choose any strictly decreasing infinite sequence c1 > c2 > . . . in
the interval (D,C) where D is a fixed number, D ∈ (0, C).
By Lemma 10, one can build a sequence of submodules L(1) ⊂ L(2) ⊂ . . . such
that if a tuple (u, v1, . . . , vk) occurs on the i
th place then for any choice of
coefficients s1, . . . , sk,
au · (s1v1 + · · ·+ skvk)ni ∈ L(i) for some ni.
The growth function gi = gM/L(i) of the respective factor-module satisfies
gi(n) > cir
n, for all n = 0, 1, 2, . . . and for each au ∈M and each s1v1 + · · ·+
skvk ∈ R there are positive integers i and ni such that au·(s1v1+· · ·+skvk)ni =
0 in M/L(i). Now let us set L =
⋃∞
i=1 L
(i) and N = M/L. For each n then
there is i such that L(n) = L(i)(n). As a result, if g is the growth function of
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N , then for each n, g(n) = gi(n) ≥ cirn > Drn, proving that the growth of
the module constructed by us is indeed maximal.
To complete the proof, it remains to notice that any b ∈ M is a linear com-
bination of the elements of the form a · u1, . . . , a · ul, where u1, . . . , ul are the
monomials; therefore, b · (s1v1 + · · ·+ skvk)n = 0 in M/L where n is the max-
imal exponent chosen for the tuples (u1, v1, . . . , vk), . . . , (ul, v1, . . . , vk) on the
respective steps of the construction.
The proof is complete. 2
As noted in Introduction, the following result cannot be obtained from Golod -
Shafarevich’s example of an infinite-dimensional finitely generated nil-algebra
because those algebras viewed as modules over free associative algebras do not
have maximal growth.
Corollary 5 Any free associative algebra of rank r > 1 has a cyclic graded
nil module whose growth is maximal. 2
The conclusion of Theorem 3 that M with maximal growth has a nil factor
module of maximal growth, that is, the same growth, is not true for any growth
which is not maximal.
Proposition 12 Let α(n) be a positive real valued function such that α(n) <
1 and lim
n→0α(n) = 0. Then there exists a graded cyclic R-module M = aR
whose growth function gM satisfies gM(n) ≥ α(n)rn, and which does not have
nil factor-modules of infinite dimension. Moreover, if m is a natural number
and ϕ is a homomorphism of M such that ϕ(a)xm1 = 0 then ϕ(M) is finite-
dimensional.
Proof. Choose a sequence d1, d2, . . . of natural numbers so that α(x) ≤ 1
ri+1
for all x ≥ di, i = 1, 2, . . . and a linear space M with a basis, which is the
union of two subsets: {εi | i = 1, 2, . . .} and
{ξi,u | i = 1, 2, . . . ; u is a monomial in R of degree at most di}.
The action of the generators x1, . . . , xr of R is given by εi x1 = εi+1, εi x2 = ξi,1,
εixj = 0 for j > 2, and
ξi,u xk =
 ξi,uxk if deg u < di0 otherwise .
Then M = ε1R. Let us prove that the growth of M is greater than α(n)r
n.
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Since α(n) → 0 and α(n) ≤ 1, given n there is an integer j ≥ 0 such that
1/rj ≥ α(n) > 1/rj+1. By the choice of dj, it follows that dj > n. Now in the
case where n ≤ j we have
g(n) ≥ 1 = (1/rn)rn ≥ (1/rj)rn ≥ α(n)rn.
In the case where j < n, we notice that ξj,1 = ε1x
j−1
1 x2 ∈ B(ε1, n), the ball
of radius j. Hence deg u ≤ n− j implies that each ξj,u = ξj,1u ∈ B(ε1, n), the
ball of radius n. It follows that g(n) > rn−j ≥ α(n)rn, as needed.
Now if we impose any relation ε1 x
m
1 = 0, then in the factor-module we will
have εm+1 = εm+2 = · · · = 0, hence ξi,u = 0 for i > n. So the module obtained
by imposing just one “nil”-relation of this form is already finite-dimensional,
as claimed. 2
4.4 Residually finite modules of maximal growth
Let R = A〈x1, . . . , xr〉, where r > 1. For each j = 1, . . . , r we choose an
infinite by i sequence (αji) of elements of the field Φ. For any monomial v =
xj1 · · ·xjd of degree d, 1 ≤ j1, . . . , jd ≤ r, we will define a “quasi-monomial”
ev = (xj1 − αj1,1) · · · (xjd − αjd,d) of degree d. We denote by ∆i the (“quasi-
augmentation”) right ideal of R generated by all (x1 − α1i), . . . , (xr − αri).
Lemma 11 The following are true.
(a) All ev form a linear basis in R.
(b) All ideals ∆i are two-sided.
(c) The quasi-monomials ev with deg v ≥ m form a basis in the product of
ideals ∆1 · · ·∆m.
Proof.
(a) Notice that v = ev + w where degw < d = deg(v). Using induction by
degree, we obtain that R is a linear span of all ev. The linear independence
follows because the leading terms (with respect to ShortLex) of ev is v.
(b) Follows because for each i all (x1 − α1i), . . . , (xr − αri) generate R as an
algebra with 1.
(c) Since the ith factor in the definition of ev is in ∆i, we have that ev ∈
∆1 · · ·∆m if deg v ≥ m. Conversely, as it follows from (b), any element in
∆1 · · ·∆m is in the right ideal generated by all ev, deg v = d ≥ m. Since
we have
evxj = evxj + αj,d+1ev, (7)
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the subspace spanned by all ev with deg v ≥ m is a right ideal and all
that remains is to refer to our claim (a).
2
Lemma 12 Let {v1, v2, . . .} be a set of monomials in R, deg vi = di, for
i = 1, 2, . . .. We denote by I the right ideal in R generated by all ev as above
such that v ∈ {v1, v2, . . .}. Let g(n) be the growth function of M = R/I with
respect to the generator 1 + I. Then
g(n) > 1 + r + · · ·+ rn − 2 ∑
j: dj≤n
rn−dj .
Proof. It follows from (7) that I is the linear span of those exactly ew, for
which w begins with one of v1, v2, . . . We denote the set of all such w by V
and the subset of all monomials of degree at most n in V by V (n). The number
of such monomials with degw = l ≤ n is at most ∑j: dj≤l rl−dj , meaning that
# V (n) < 2
∑
j: dj≤n
rn−dj .
It follows from Claim (a) of Lemma 11 that all the rest quasi-monomials of
degree at most n are linearly independent modulo I. Since the number of all
quasi-monomials of degree at most n equals the number of all monomials of
degree at most n, that is, 1 + r + · · · + rn, and all ev + I are in the ball of
radius n in M , the proof of the lemma is complete. 2
Let us enumerate all quasi-monomials u1, u2, . . . in accordance with Short-
Lex of their leading terms. Then we choose an increasing sequence of natural
numbers 1 < d1 < d2 < . . . such that deg ui ≤ di and form a sequence of
quasi-monomials
wi = ui(x1 − α1,deg(ui)+1) · · · (x1 − α1,di).
Finally, we denote by I the right ideal of R generated w1, w2, . . ..
Lemma 13 The following hold for the module M = R/I.
(a) M has maximal growth.
(b) For each w ∈ M there are natural numbers s and t such that s ≤ t and
w(x1 − α1,s) · · · (x1 − α1,t) = 0. If w ∈Mi = M∆1∆2 · · ·∆i then s ≥ i.
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Proof.
(a) By Lemma 12, for the growth function g(n) of M we have
g(n)> 1 + r + · · ·+ rn − 2 ∑
j: dj≤n
rn−dj
≥ 1 + r + · · ·+ rn − 2(rn−2 + rn−3 + · · · )
= rn + rn−1 − rn−2 · · · − 1 > rn.
According to Lemma 3, the growth of M is, indeed, maximal.
(b) Choose w ∈ ∆1∆2 · · ·∆i for some i ≥ 0. By Lemma 11, w is a lin-
ear combination of quasi-monomials ev, deg v ≥ i. For each such ev
we have ev = uj for some j ≥ i. If sv = deg uj + 1, tv = dj, then
ev(x1 − α1,sv) · · · (x1 − α1,tv) = uj(x1 − α1,deg uj) · · · (x1 − α1,dj) = wj ∈ I.
Let s be the minimum of all sv and t the maximum of all tv. Since the
binomials in x1 commute, for w we obtain w(x1−α1,s) · · · (x1−α1,t) ∈ I.
Since Mi = (I + ∆1∆2 · · ·∆i)/I, the proof is complete. 2
Lemma 14 Let every element of the field Φ occur in the sequence α(n) at
most finitely many times, L a module over R and any w ∈ Li = L∆1∆2 · · ·∆i
is annihilated by a quasi-monomial (x1 − α(s)) · · · (x1 − α(t)) and i ≤ s < t.
Then
⋂
Li = 0.
Proof. Assume w ∈ ⋂Li. Then w is annihilated by an infinite sequence of
monomials (x1 − α(si)) · · · (x1 − α(ti)), where the sequence si is unbounded.
But in their totality, these monomials in one variable are coprime, by the
condition on the sequence α(i). Hence w = 0, as needed for the proof. 2
Before we formulate the main result of this section, we recall two definitions.
A module M over an algebra R is called triangular if M has a linear basis
{ei |i = 1, 2, . . .}, such that eiu is an element of the linear span of {ei, ei+1, . . .},
for any u ∈ R and any i = 1, 2, . . ..
A right R-module Q is called a section of a right R-module M if Q ∼= N/P
where N,P are submodules of M with P ⊂ N .
Theorem 4 Let Φ be an infinite field. Then there exists a cyclic module M
over R = A〈x1, . . . , xr〉, r > 1, enjoying the following properties.
(a) M has maximal growth,
(b) M is triangular,
(c) For any factor-module L we have ∩Li = {0} where Li = L∆1 · · ·∆i,
(d) Any factor-module L of M (including M itself !) is residually finite,
(e) Any simple section Q of M is one-dimensional.
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Proof. We choose M = R/I, as in Lemma 13. Note that the choice of I
depends on the choice of infinite sequences α1i, . . . , αri. For our purposes, we
need to assume that none of these sequences has infinite repetitions of the
same number. Then we have the following.
(a) The growth of M is maximal by Claim (a) in Lemma 13.
(b) It follows by (7) that the basis of the ideal I consists of all ev, such that
v begins with a leading term of a quasi-monomial wi. By Claim (a) of
Lemma 11 the images of all the remaining ev form a basis in M = R/I.
If we order the set of these remaining ev by ShortLex, then the action of
the generators xj with respect to this basis is triangular, as readily seen
from (7).
(c) Let L = M/P be a factor-module of M . Since the condition of Lemma
14 holds for Mi = M∆1 · · ·∆i, it also holds for Li = L∆1 · · ·∆i. Then it
follows that ∩Li = {0}, as claimed.
(d) We continue the argument of the previous claim (c). It remains to explain
why all L/Li are finite-dimensional. If we set Ri = ∆1 · · ·∆i then L/Li
is a factor-module of R/Ri and so it is sufficient to prove the finite-
dimensionality of this latter. However, this easily follows since by Lemma
11 R/Ri has a basis of some ev where deg v < i.
(e) Let Q = N/P be a simple section. Here N and P are submodules of M ,
P ⊂ N . Let Qi = Li ∩ Q, where, as before, Li = L∆1 · · ·∆i. It follows
by (c) that
⋂
Qi = {0}. Applying (d), we find that Q must be finite-
dimensional. Since all Qi are submodules in a simple module Q, there
is s ≤ i, such that Qs−1 = Q, but Qs = Qs−1∆s = Q∆s = {0}, hence
v(xj − αj,s) = 0 for any j and any v ∈ Q. Thus, the one-dimensional
space Φv is an R-module, and so Q = Φv, and the proof is complete. 2
Open Problem 5 Is the analogue of Theorem 4 true in the case of modules
over free group algebras?
The statement of the next open problem reminds the following still open
problem due to M. I. Kargapolov [11, Problem 1.31]: “Is a residually finite
group with the maximum condition a finite extension of a polycyclic group?”
Open Problem 6 Do there exist residually finite Noetherian modules of max-
imal growth?
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5 Group actions of maximal growth
Let Fr = F (X) where #X = r be the free group of rank r > 1. In this section
we study acts over Fr, more commonly called Fr-sets.
5.1 Cayley graphs of Fr-sets
We start with a free group F with a symmetric basis A, that is, a union
{a1, . . . , ar} ∪ {a−11 , . . . , a−1r }, where {a1, . . . , ar} is a free basis of F . Suppose
F acts on a set S. We introduce a directed Cayley graph of this action, with
labeling G(S) = (V,E,Lab) as follows. For vertices, we set V = S. The edges
appear as follows. Given s ∈ S and a ∈ A, there is unique edge e ∈ E whose
source e−, respectively, target e+ equals s, respectively, s ◦ a, and Lab(e) = a.
So e− = f− and Lab(e) = Lab(f) always imply e = f . Two labeled edges e
and f are called inverses of each other, f = e−1, if e+ = f−, f+ = e− and
Lab(f) = Lab(e)−1. If ei, ei+1 are two consecutive edges in a path p = e1 · · · en
then (ei+1)− = (ei)+ = (e−1i )−. If also Lab(ei+1) = Lab(ei)
−1 = Lab(e−1i ) then
by definition ei+1 = e
−1
i . As a result, if a path p = e1 · · · en is reduced (that is,
has no subpaths ee−1) if and only if its label Lab(p) = Lab(e1) · · ·Lab(en) is
a reduced word in the free group F .
Given a Cayley graph G(S) as just above, the star of each vertex v ∈ G (we
denote it by star(v)) has exactly 2r outgoing edges labeled by all a ∈ A.
We will call such a star standard. If all stars of a graph G are standard (r-
standard), then their labels define the action of the free group F on G. It is
obvious that G is connected if and only if the action of F on S is transitive.
From now on we assume that G is connected. Let us distinguish one vertex o
of graph G(S) and denote by H the stabilizer of this vertex under the action
of F on G. Then the set V of vertices of G(S) is in one-to-one correspondence
with the set of right cosets of H : o ◦ g ↔ Hg, that is, one can identify G(S)
with the graph of right cosets of H in which there is an edge with label a from
Hg to Hg′ as soon as that Hga = Hg′.
Conversely, for each subgroup H of F the graph of right cosets G(F/H) is the
Cayley graph for the right action of F on F/H with H as the stabilizer of the
coset H.
If H ⊂ H1, then there is a well-defined map ϕ : F/H → F/H1 such that
ϕ(Hg) = H1g. Obviously, ϕ commutes with the natural action of F on F/H
and F/H1. Hence ϕ induces a surjective label-preserving morphism of graphs
G(F/H)→ G(F/H1). (Such morphisms of coset graphs have been introduced
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and studied by J. Stallings [17] in terms of foldings and covering maps. But for
our purposes it is more useful to remember that this morphism is a morphism
of Fr-sets, that is, if S = F/H and S1 = F1/H1 then we have a surjection
ϕ : S → S1, such that ϕ(s ◦u) = ϕ(s) ◦u for any s ∈ S and any u ∈ F .)
Now let B(n) = B(o, n), n = 0, 1, . . ., stand for the ball of radius n in G with
center o; each such ball consists of all vertices in the distance at most n from
o. Similarly one defines the sphere Sn = S(o, n). We recall that the growth
function g(n) = go,E(n) of an Fr-set E or of the action of Fr on E or else on
G is given by g(n) = #B(n).
Lemma 15 Let G be the Cayley graph of the action of a free group F of rank
r on the set F/H. Let us assume that #B(n) ≥ c(2r−1)n for some real c > 0
and integral n > 0. Then #B(m) ≥ 2r − 2
2r − 1c(2r − 1)
m for all m such that
0 < m < n.
Proof. Proving by contradiction, let us assume that #B(m) <
2r − 2
2r − 1c(2r−1)
m
for some m as above. We connect each vertex in B(n) \ B(m) with o by a
geodesic path p. Then p = p′p′′, where p′ has length ≤ n−m and connects v
with a vertex u on the sphere Sm. Here p
′′ depends only on the choice of u.
One can uniquely recover v by u and by the reduced label of p′. Now the last
letter of the label of p′ differs from the inverse of the first letter of the label
of p′′. It follows that the number of possible reduced labels for p′ is at most
(2r − 1) + · · ·+ (2r − 1)n−m < 2r − 1
2r − 2(2r − 1)
n−m. Hence
#B(n)≤ (#Sm)2r − 1
2r − 2 (2r − 1)
n−m + #B(m)
≤ (#B(m))
(
1 +
2r − 1
2r − 2(2r − 1)
n−m
)
<
2r − 2
2r − 1c(2r − 1)
m
(
1 +
2r − 1
2r − 2(2r − 1)
n−m
)
≤ 2r − 2
2r − 1c
(
1 +
1
2r − 2
)
(2r − 1)n.
It follows that #B(n) < c(2r − 1)n, a contradiction. 2
5.2 Core of the Cayley graph
In what follows we identify G(S) with G(F/H) and write simply G (or G1
in the case where H1 replaces H). For any path p = e1 . . . en in G the word
Lab(p) = Lab(e1) · · · Lab(en) is an element of F . Each element of H can be
read as the label of a unique reduced loop p such that p− = p+ = o. Conversely,
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by definition of the stabilizer of the vertex o, the label of each loop as above
is an element of H.
We denote by C the minimal subgraph of the graph G which contains the vertex
o and all reduced loops originating in o. One can write C = C(G, o) = C(H),
the latter because the choice of a subgroup H ≤ F is equivalent to the choice
of a connected graph G with standard stars of vertices and a distinguished
vertex o ∈ G. Following the above mentioned paper [17] we will call C(G, o)
the core of G.
Given a subgroup H of F , let p1, . . . , ps, . . . be reduced loops corresponding to
the reduced forms of some generators h1, . . . , hs, . . . of H. Then any element
of H can be written as a loop p resulting after all possible cancellations from a
product p(1) · · · p(t) where p(i) ∈ {p±11 , . . . , p±1s , . . .}. Therefore, the subgraph
C does not contain any edges other than those in the paths p1, . . . , ps, . . . In
particular, C is finite for a finitely generated subgroup H.
Since all edges of reduced loops with origin o are in C and G is a connected
graph, one obtains G by attaching labeled trees T1, T2, . . . to C in such a way
that one vertex of each tree is attached to one vertex of C. In each of these
trees all stars of its vertices are standard, except the root vertex o(Ti), which
is also a vertex of C. Still, all edges of Ti whose source is o(Ti) must have
different labels (but their number is at most 2r). We will call the star of a
vertex v (and v itself!) regular if the labels of all edges in star(v) are pairwise
different.
The trees T1, T2, . . . form a “forest” F .
Since all vertices in the Cayley graph G of the action of the free group F of
rank r have degree 2r, the trees will be attached precisely to those vertices v
of C whose degree dC(v) in C is less than 2r. In addition, if v ∈ C is identified
with o(Ti) then dC(v) + dTi(o(Ti)) = 2r, and the labeling of the star of o(Ti)
in Ti complements the labeling of the star of v in C.
It follows from that the above that the labeled graph G with a distinguished
vertex o can be uniquely (up to isomorphism) recovered by the subgraph C
with the distinguished vertex o. From the definition of C it is also clear how
C determines the subgroup H. It follows that every subgroup H in F can be
determined by a connected labeled graph C with the distinguished vertex o
such that the stars of all vertices in C are regular and have degree at least 2,
except possibly for o, which may have degree 1.
If H is a finitely generated subgroup then the number of vertices in G is finite
and so the “forest” F is nonempty if and only if S is infinite, that is, when
[F : H] is infinite.
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5.3 One lemma about graphs with bounded degrees of vertices
We consider graphs each of which has a distinguished vertex. We will associate
with each such graph a numerical invariant and show that it is bounded from
above by a constant that does not depend on the graph. At this point we do
not assume that the graphs are endowed by labeling or even that they are
directed. Given such a graph Γ and a vertex v ∈ V (Γ), we will denote by |v|
the combinatorial distance from o to v.
Lemma 16 Let Γ, as above, be an arbitrary connected graph with a distin-
guished vertex o. Fix an arbitrary integer m > 1. If we have dΓ(v) ≤ m for
the degree of every vertex v ∈ V (Γ) then∑
v∈V (Γ)
(m− dΓ(v))(m− 1)−|v| ≤ m. (8)
Proof. Notice that one can write Γ as the union of an ascending chain of
subgraphs Γ0 ⊂ Γ1 ⊂ . . . so that
(1) Γ0 = {o};
(2) each subgraph can be obtained from the previous one by adding one edge
and at most one vertex;
(3) if v ∈ Γi, then the distance from v to o in Γi is the same as in Γ.
Indeed, suppose i > 0 and the graphs Γk with k < i have been selected. Then,
if possible, adjoin an edge e ∈ E(Γ)\E(Γi−1) if e connects two vertices of Γi−1
and call the resulting graph Γi (type (a) transformation). Otherwise, enlarge
V (Γi−1) by adding a new vertex v ∈ V (Γ) with minimal distance to o and
E(Γi−1) by the last edge of a geodesic path from o to v; call the resulting graph
Γi (type (b) transformation). If none of (a) or (b) applies, then Γi = Γi−1 = Γ.
It is easy to check that the chain thus constructed satisfies all conditions (1)
to (3) and that Γ is the union of all Γi.
It is sufficient to prove (8) for each Γi since every finite portion of the left
hand side is majorated by the respective sum composed for a subgraph Γi for
i sufficiently big. So we will use induction by i = 0, 1, 2, . . . to prove (8) for
any Γi in place of Γ.
In the case of Γ0 the left hand side of (8) equals m(m − 1)0 ≤ m, as needed.
Assume the inequality is true for Γi−1 for some i > 0. Let us consider the two
types of transformations used while switching from Γi−1 to Γi. If we apply
(a) then all the vertices and their distances from o remain the same and at
the same time the coefficients m − deg(v) do not grow. Hence (8) remains
true also for Γi. If we apply (b), then we have to add to V (Γi−1) one new
vertex v and an edge e with endpoints u ∈ V (Γi−1) and v. We have then
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that dΓi(v) = 1 in Γi, and dΓi(u) = dΓi−1(u) + 1. This adds to the left side
of (8) a summand (m − 1)(m − 1)−|v| corresponding to v and subtracts from
the summand corresponding to u the value (m − 1)−|u| = (m − 1)−|v|+1. As
a result, while applying (b), the left hand side of (8) remains unchanged. By
induction, our claim is proven. 2
5.4 Deficit of graph
We return to the discussion of Subsection 5.2 and consider the core C of a
Cayley graph G(F/H), where H is a subgroup of a free group F of rank r. For
any vertex of a graph C we define its deficit by setting defC(v) = 2r − dC(v).
This is the number of edges outgoing from v in G, which are not in C but
rather belong to the forest F . We introduce also the deficit of C by setting
def(C) =
∑
v∈C
defC(v)(2r − 1)−|v|.
By Lemma 16 this value is finite and is at most 2r. To apply Lemma 16 to
C we have to remove all edges labeled by inverses of the generators of F and
erase all labels and directions (arrows) on the remaining edges. Notice that
def(C) is a measure of the “infiniteness” of the index of H in the following
sense. If H is a finitely generated subgroup of F then def(C) = 0 if and only
if H is of finite index in F , or, in other words, the forest F is missing.
Lemma 17 (1) If a subgroup H is finitely generated and g(n) is the growth
function of the action of F on F/H then there is a function f(n) with
|f(n)| bounded such that g(n) = def(C)
2r − 2 (2r − 1)
n + f(n).
(2) In any case,
g(n) ≥ def(C)
2r − 1 (2r − 1)
n
for all n > 0.
Proof. To start with, we find the number h(n) of vertices in the ball B(n),
outside C. Each vertex is in one of the trees T ∈ F . So we first need to compute
the number of vertices in T ∩B(n) which are not in C.
Let T be attached to C at the vertex v whose distance from o is m. Then the
distance from v′ ∈ T to o equals m + distT (v, v′). Since the degree of every
vertex in T , except v, is 2r, there are defC(v) vertices in T whose distance is
1 from v, hence m+ 1 from o. Next, there are defC(v)(2r − 1) vertices in the
distance 2 from v, hence m+ 2 from o. Finally, there are defC(v)(2r−1)n−m−1
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vertices in the distance n−m from v, hence n from o. As a result, if n > m,
then B(n) ∩ T has defC(v)(2r − 1)
n−m − 1
2(r − 1) vertices outside C. Otherwise the
set of such vertices is empty.
Performing summation over all vertices of C such that |v| < n, we will obtain:
h(n) =
1
2r − 2
∑
v∈C,|v|<n
defC(v)((2r − 1)n−|v|)− 1)
=
1
2r − 2
(2r − 1)n ∑
v∈C,|v|<n
defC(v)(2r − 1)−|v| −
∑
v∈C,|v|<n
defC(v)
 (9)
Notice that defC(v) ≤ 2r− 2 for all vertices except o, in which case defC(o) ≤
2r − 1. Therefore,
∑
v∈C,|v|<n
defC(v)
2r − 2 ≤ #(B(n) ∩ C) +
1
2r − 1 .
Using this and (9), we obtain
g(n) = h(n) + #(B(n) ∩ C)
≥ 1
2r − 2
(2r − 1)n ∑
v∈C,|v|<n
defC(v)(2r − 2)−|v| − 1
2r − 1
 (10)
If C is finite, then the first sum on the right side of (10) is def(C)
2r − 2 (2r−1)
n, for
all n greater than the diameter of C. Thus the proof of Claim (1) is complete.
To prove Claim (2), we set
Dn =
∑
v∈C,|v|<n
defC(v)(2r − 1)−|v|.
Then 0 ≤ Dn ≤ 2r, by Lemma 16, and for any ε > 0 we have 0 ≤ def(C)−Dn <
ε, if only n > N(ε). The right hand side in (10), for such large n is greater
than
1
2r − 2(def(C)− 2ε)(2r− 1)
n, following since the subtracted term in (10)
is bounded by a constant. By Lemma 15, g(n) ≥ 1
2r − 1(def(C)−2ε)(2r−1)
n,
where now n is any positive integer. Since ε can be chosen arbitrarily small,
our Claim follows. 2
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5.5 Elementary graphs
Before we formulate our next lemma, we briefly recall the construction of the
Schreier basis for a subgroup H of a free group. Let G = G(H) be the Cayley
graph of the F -set F/H. Using Zorn’s Lemma, one can select in G a maximal
subtree T . For any two vertices u, v ∈ G there is a unique reduced path in
T that goes from u to v. For some considerations it is important that T can
be chosen so that the length of the path from o to v within T is the shortest
among all the lengths of the paths from o to v within G. Such maximal subtrees
are called geodesic. With T fixed, the set of edges E(G) splits into two subsets:
the edges in E(T ), called tree edges, and the edges in E(G)\E(T ), called non-
tree edges. Suppose e is a non-tree edge. Let p be the reduced path on T from
H to e− while q the reduced path on T from H to e+. Suppose v = Lab(p),
a = Lab(e) and w = Lab(q); then vaw−1 is called a Schreier generator for H.
Since e−1 is also a non-tree edge, the Schreier generator defined by e−1 is the
inverse of the Schreier generator defined by e. The collection B = B(T ) of all
Schreier generators is known to be a symmetric basis of the free group H [13].
Lemma 18 Let H ⊂ H1 be subgroups of a free group F such that the restric-
tion of the induced morphism of the graphs of actions G → G1 to the core C is
an injective embedding of C to C1. Then H is a free factor of H1.
Proof. We will use the construction of the Schreier basis for H described just
before the statement of this lemma.
Notice that a maximal subtree of G consists of a maximal subtree of the core
C and the forest F . From our hypotheses using Zorn’s Lemma it follows that
a maximal subtree of C can be extended to a maximal subtree of C1. As a
result, the set of all non-tree edges of C (and G) can be included in the set of
all non-tree edges of C1 (and G). By the construction of the Schreier system
of free generators for H and H1 it follows that some free basis of H can be
included in a free basis of H1, proving our lemma. 2
Let us call a graph with labeling elementary if it has one of the following
forms.
(1) A simple cycle with one distinguished vertex;
(2) A cycle and a simple arc (the cycle with leg of the graph) glued together
by one vertex, with a distinguished vertex of degree 1;
(3) A simple arc with two endpoints distinguished.
The restriction on the labeling is as follows: all stars in the graph are regular
in the sense that in every star different edges have different labels.
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In each elementary graph there is a reduced distinguished path q as follows.
In the case (1), it starts at the distinguished vertex and goes around the cycle
until it reaches the distinguished vertex, where it terminates. In the case (2),
it starts at the distinguished point of the leg, goes in the direction of the cycle,
then goes around the cycle until it reaches the leg and then goes along the leg
toward the distinguished vertex, where it terminates. In the case (3), it starts
at one distinguished point and goes toward the second distinguished point,
where it terminates.
By attaching an elementary graph to a graph Γ with labeling and with regular
stars we mean identifying a distinguished vertex (or two vertices) with one
vertex of Γ (or with any two different vertices of Γ, respectively), so that in
the resulting graph all stars remain regular.
Lemma 19 Let H and H1 be finitely generated subgroups of a free group F
such that the core C1 = C(H1) is obtained from the core C = C(H) by attaching
an elementary graph with distinguished path q of length l. Then H1 = H ∗ 〈g〉,
where g is the label of an arbitrary reduced loop with source o which contains
each edge from q exactly once. For the deficits of the cores C and C1 one has
0 ≤ def(C)− def(C1) ≤ (2r − 1)2− l2 .
Proof. Using the proof of Lemma 18, we find a free basis {g1, h1, h2, . . .} in H1,
where {h1, h2, . . .} is a free basis of H and g1 is the label of a path containing
q, which includes each edge of q exactly once. In this case g = u1g1u2 for some
u1, u2 ∈ H, hence H1 = H ∗ 〈g〉, as claimed.
To simplify the proof of the main claim, we will not be assuming that the stars
in C and C1 are regular (see Case (2)) and even allow the multiplicity of the
stars being greater than 2r (the same as their deficits being negative!).
Case (1). Suppose we attach a simple arc or a cycle, so that |v0| = m and
|vl| = k, where v0 = q− and vl = q+. When we switch from C to C1, the
contribution of these vertices to the deficits of respective graphs goes down
by (2r− 1)−m and (2r− 1)−k, respectively. The total decrease from these two
vertices is (2r − 1)−m + (2r − 1)−k, even in the case where v0 = vl. At the
same time, there are l− 1 vertices with deficit 2r− 2 in C1 \ C, which provide
a positive contribution when computing def(C1).
Let v1, . . . , vl−1 be the vertices in C1 \ C. It is easy to observe that |vi| =
min(m+ i, k + (l − i)) so that the contribution of vi to def(C1) equals
(2r − 2)(2r − 1)−min(m+i,k+(l−i)).
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The sum of all these contributions to def(C1) is less than (2r − 2)∑∞i=1((2r −
1)−m−i + (2r − 1)−k−i) = (2r − 1)−m + (2r − 1)−k, which yields the desired
inequality def(C)− def(C1) > 0, in this case.
For the proof of the second inequality, we may assume 0 ≤ m − k ≤ l. Then
for s = [(l + k − m)/2], each vertex vj ∈ {v1, . . . , vs−1} is at the distance
j + m from o, and at the same time, each vj ∈ {vs, ...vl−1} is at the distance
k + (l− j). Therefore, the total contribution of all these vertices to def(C1) is
at least
(2r − 2)
(
s−1∑
i=1
(2r − 1)−m−i +
l−1∑
i=s
(2r − 1)i−l−k
)
= (2r − 2)
s−1∑
i=1
(2r − 1)−m−i +
k+l−s∑
j=k+1
(2r − 1)−j
 .
If we subtract this value from
(2r − 1)−m + (2r − 1)−k = (2r − 2)
 ∞∑
i=1
(2r − 1)−m−i +
∞∑
j=k+1
(2r − 1)−j
 ,
then we obtain
(2r − 2)
 ∞∑
i=s
(2r − 1)−m−i +
∞∑
j=k+l−s+1
(2r − 1)−j

< (2r − 1)−m−s+1 + (2r − 1)−k−l+s.
Since s = [(l + k −m)/2], this sum is less than (2r − 1)(−l/2)+2, proving the
second inequality, in this case.
Fig. 1. Transition from loop with leg
Case (2). Suppose we attach a “cycle with leg”. This can be done in two
stages: first, we attach a cycle and second, we identify, one by one, several
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edges of the cycle to form a leg. If we prove that the appropriate operations
of the second type do not change the deficit of the graph, then this case will
be completely reduced to the previous one.
We start with by attaching at one vertex v ∈ C of a cycle whose label is the
same as the label of the distinguished path q. Let us see what happens if we
identify two edges e and f of a cycle, both incident to v. Let d be the distance
of v from o. After the identification, the contribution of v to the deficit of
the graph increases by (2r− 1)−d. Now we need to measure the change of the
deficit produced by the endpoints u and w of e and f , respectively. Before
the identification, the contribution from these two vertices of degree 2 was
2(2r− 2)(2r− 1)−d−1. After the identification, we obtain one vertex of degree
3 contributing the value of (2r− 3)(2r− 1)−d−1 into the common deficit. The
decrease obtained is (2(2r − 2) − (2r − 3))(2r − 1)−d−1 = (2r − 1)−d, which
matches the increase produced by v. Since the contribution of other vertices
remains unchanged, the proof is now complete also in Case (2). 2
5.6 Adding a power of element
Given an element g of a group G, we denote by 〈g〉 the cyclic subgroup of G
generated by g. Our main result in this subsection is the following.
Theorem 5 Let H be a finitely generated subgroup in a free group F of finite
rank r > 1 and g ∈ F (g 6= e) such that H ∩ 〈g〉 is trivial. Then for any
ε ∈ (0, def(C)) there exists a natural n = n(g,H) and a subgroup H1 of infinite
index in F containing gn such that H1 = H ∗ 〈gn〉 and def(C) − def(C1) ≤ ε,
where C and C1 are the cores of the Cayley graphs G(F/H) and G(F/H1),
respectively.
Proof. Let us write g as the reduced product uwu−1 where w is a cyclically
reduced word. In this case all integral powers gn = uwnu−1 will also be re-
duced. Since all cosets Hgi are pairwise different for different values of i, all
cosets Huwi are pairwise different, as well.
Consider the core C = C(H) in the Cayley graph G of the action of F on F/H.
Since H is finitely generated, this graph is finite and for any l > 0 one can
choose vertices vi, vj of the G corresponding to some Huwi and Huwj, with
i > 0, j < 0, in the distance greater than l from C.
Let pi, pj be the shortest paths from the distinguished vertex o to vi and vj.
They look like pk = p
′
kp
′′
k, k = i, j , where p
′
k is a subpath in C while p′′k is a
subpath of the forest of the graph G and |p′′k| > l/2 for any given l.
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We are going to construct a new graph C1 by adding paths p′′i and p′′j to C and
by identifying their target vertices. In the graph thus obtained, the label on
the loop s = p
′′
i (p
′′
j )
−1 with origin o reads as the word uwiw−ju−1, which is
reduced and graphically equal to uwi−ju−1, following since i, j have different
signs and w is cyclically reduced. It follows that different edges in C1 with the
same source have different labels. This allows us to enlarge C1 by attaching
few trees to the “deficient” vertices of C1, in accordance with Subsection 5.2,
and to obtain a labeled graph G1 in which the stars of all vertices are standard.
Therefore, G1 is the graph of the action of F on F/H1 where H ⊂ H1, because
C ⊂ C1.
Finally, gn ∈ H1, for n = i − j > 0, following because the label of a certain
loop of the new graph C1, which is a subgraph of G1, can be read as the word
uwnu−1 Moreover, by Lemma 19, H1 = H ∗ 〈gn〉.
To compare the deficits of the cores C and C1, we have to choose the above
number l so that (2r − 1)2−l/2 < ε. By Lemma 19, def(C) − def(C1) ≤ ε, as
needed. Finally, from this inequality and our assumption about ε it follows
that def(C1) > 0, proving that the index of H1 in F is infinite. 2
As mentioned in Introduction, a subgroup K of a free group F is called Burn-
side if gn ∈ K for every element g ∈ F , where n = n(g) is a positive integer.
This property is equivalent to the fact that for any g ∈ F all orbits of the
right action of the subgroup 〈g〉 on F/K are finite. Indeed,
(Ku)vm = K(uvmu−1)u = Ku⇐⇒ (uvu−1)m ∈ K.
Corollary 6 Any finitely generated subgroup H of infinite index in the free
group F of rank r > 1 is contained as a free factor in a Burnside subgroup K.
One can choose K with the maximal growth of action of F on F/K. It follows
that there exists a transitive action of F , with maximal growth and with finite
orbits for each element g ∈ F , which factors through the action of F on F/H.
Proof. Let g1, g2, . . . be the list of all elements in F . If we apply the first
claim of Theorem 5, then we obtain an increasing chain of finitely generated
subgroups of infinite index H = H0 ⊂ H1 ⊂ H2 ⊂ . . . such that Hi−1 is
a free factor of Hi, for all i = 1, 2, . . ., g
mi
i ∈ Hi for a sequence of positive
integers m1,m2, . . . (If 〈gi〉 ∩Hi−1 6= 1 then we have Hi = Hi−1.) In this case
K =
⋃
Hi is a Burnside subgroup in F and H is a free factor of K. This
subgroup has infinite index because otherwise it would be finitely generated
and hence should coincide with one of the subgroups Hi, a contradiction. Thus
the proof of the first claim is complete.
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It follows from our remark before Lemma 17 that the deficit of the action of F
on F/H is positive, say, equal c > 0. The second claim of Theorem 5 enables us
to choose the numbers m1,m2, . . . co that def(Ci) > c− c
3
−· · ·− c
3i
>
c
2
for the
core Ci of the action of F on F/Hi. According to Claim (2) in Lemma 17, for the
growth function fi(n) of the action of F on F/Hi, we have fi(n) >
c
4r
(2r−1)n,
for any i, n. Using Lemma 19, we obtain the sequence of integral inequalities
f1(n) ≥ f2(n) ≥ . . . which, obviously, must stabilize for any fixed n. As a
result, for the limit function f¯ we obtain f¯(n) ≥ c
4r
(2r − 1)n. Now f¯ is the
growth function for F/K which follows since for any two words g, g′ of length
at most n we obtain Kg = Kg′ if and only if Hig = Hig′, for some i = i(n).
This proves the second claim of this corollary. 2
5.7 A construction based on generic properties
We will say that almost all reduced words w = w(x1, . . . , xr), r > 1, have a
certain property P , if the ratio of the number of all words of length m without
P to the number Nr(m) of all reduced words of length m in x1, . . . , xr tends
to zero when m→∞. Similarly one defines the properties which hold almost
for all k-tuples for k > 1.
For example, it is well-known that almost all words have the uniqueness prop-
erty of the occurrence of long subwords. More precisely, if one fixes any λ > 0,
then in almost any word w any of its subwords of length ≥ λ|w| has a unique
occurrence in w: w is graphically equal to uvu′, for a unique pair of words
(u, u′).
Hint:
(a) If |v| ≥ λ|w|, and v occurs in w in two different ways then one can find
in w two disjoint occurrences of a subword v′ of length ≥ (λ/3)|w|, that
is, w ≡ u1v′u2v′u3 (≡ is the graphic equality) .
(b) The number of such words w with fixed lengths |u1|, |u2|, |u3| is exponen-
tially small (with respect to n = |w|) when compared to Nr(n) because
w is uniquely defined by the quadruple of words (u1, v
′, u2, u3) such that
the sum of their lengths is at most ≤ (1− λ/3)n.
(c) The number of different triples of lengths |u1|, |u2|, |u3| is polynomial in
n.
Similarly, for any fixed natural k and any λ > 0 almost all k-tuples of reduced
words (w1, . . . , wk) have the following property of uniqueness of the occurrence
of long subwords : if v is a subword of length ≥ λ|wk| in one of wηk, η = ±1,
then the words u and u′ in the decomposition wηk ≡ uvu′ are uniquely defined
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by v, and v does not occur in wδl if (l, δ) 6= (k, η). We call this property P(k, λ).
According to Subsection 5.2, there is a vertex v with nonzero deficit in C =
C(H, o) if the subgroup H ⊂ F is finitely generated and has infinite index in
F . It follows (see [1]) that almost any reduced word w has no subwords of
length ≥ |w|/2, which one can read on the paths of the graph C. We call this
property P [A].
Suppose now that again we have a finitely generated subgroup H of infinite
index in a free group F of rank r > 1. Let us choose a natural k and fix in
the graph G of action of F on F/H two k-tuples of the vertices (v1, . . . , vk)
and (v′1, . . . , v
′
k), such that vi 6= vj and v′i 6= v′j, for any i 6= j. Let us draw in
G some reduced paths p1, . . . , pk from v1, . . . , vk with the same label w, and
from v′1, . . . , v
′
k the paths p
′
1, . . . , p
′
k with label w
′. The construction depends
on the choice of reduced words w and w′.
Let us note that the path pi = yiziqi where each yi is a path from vi through
the forest F to C; it is uniquely defined by vi. Also zi is a path on C and
again qi is a path through F . Note that some of these paths may be missing.
In a similar manner one defines the decompositions p′i = y
′
iz
′
iq
′
i. Since the y-
parts are fixed, it follows from the property P([A]) that for almost any pair
of words w and w′ of length ≤ m we will have |qi| > (2/5)|w| > m/3 and
|q′i| > (2/5)|w′| > m/3. (One has to keep in mind that for almost any pair of
words of length ≤ m it is true that |w|, |w′| > 5m/6.)
Since the paths qi are entirely in the forest, for any pair of paths qi, qj we
either have that they have no vertices in common or qi = s(i, j)t(i, j), where
s = s(i, j) = s(j, i), while t(i, j) and t(j, i) have no edges in common. Since
s is a subpath of different paths pi and pj, with common label Lab(s) (recall
that (pi)− 6= (pj)−), and the stars of vertices in G are regular, Lab(s) has
two different occurrences in w. It follows by P(k, 1/12), that for almost all
w we have |s(i, j)| < |w|/12 ≤ m/12, and hence |t(i, j)| = |qi| − |s(i, j)| >
(1/3− 1/12)m = m/4. Similarly, |t′(i, j)| > m/4 for almost all w′.
In a similar manner one can compare the common parts s¯(i, j) in the paths
qi and q
′
j, for any i, j. Their labels produce the same subwords in w and w
′.
It follows by the property P(2, 1/12) that these common parts have length
< m/12 for almost any pair of words w,w′ of length ≤ m.
It follows that our construction (depending on the words w,w′) has the fol-
lowing property:
(*) For almost any pair of words w,w′ of length ≤ m, all paths pi, p′i end
with the subpaths ti, t
′
i of length ≥ m/4 that follow through the forest T in the
direction FROM the subgraph C in such a way that no two of these 2k subpaths
have common vertices.
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In the statement of the following theorem that uses (*), given a subgroup H
(respectively, H1) of a free group F , we denote by C (respectively, C1) the core
of the graph of the action of F on F/H (respectively, F/H1).
Theorem 6 Let H be a finitely generated subgroup of infinite index in a free
group F of rank r > 1. Let (Hg1, . . . , Hgk) and (Hg
′
1, . . . , Hg
′
k) (k ≥ 1) be
two k-tuples of pairwise different cosets. Then for any ε ∈ (0, def(C)) there
are in F a finitely generated subgroup H1 of infinite index in F with 0 ≤
def(C)− def(C1) ≤ ε, and an element b ∈ F , such that H1gib = H1g′i, for any
i = 1, . . . , k. Additionally, H is a free factor of H1.
Proof. Let two k-tuples (v1, . . . , vk) and (v
′
1, . . . , v
′
k) of pairwise different ver-
tices of the graph G of action of F on F/H correspond to the k-tuples of
the cosets (Hg1, . . . , Hgk) and (Hg
′
1, . . . , Hg
′
k). We select two reduced words
w and w′ and perform the construction in G, according to the construction
preceding the statement of this theorem. Let us denote by Γ the minimal
connected subgraph in G containing C and all paths pi, p′i.
By Property (*), the words w and w′ can be selected in such a way that
|ti|, |t′i| > m/4, m > 2l for an arbitrarily large l, and all vertices in ti, t′i have
degree at most 2 in Γ, while the endpoints oi, o
′
i have degree 1.
For the last edges ei of the paths ti the label is one and the same letter
x ∈ x±11 , ...x±1r , since this letter is the last in the word w. Similarly, all e′i have
the same label x′. We will chose w and w′ with different last letters. This
is possible because, if necessary, we can always make the word w′ longer by
attaching an appropriate letter at the end.
By definition, the graph C1 can be obtained from Γ by identifying the endpoints
oi and o
′
i of the paths pi and p
′
i. Since x 6= x′, in C1 no two different edges
with the same source have equal labels. It is also obvious that the degrees of
all vertices in C1 are at least two, with possible exception of o. It follows that
attaching a forest to C1 (see Subsection 5.2) results in a graph G1 with labeling
such that the stars of all vertices are standard. Then G1 is the graph of action
of F on F/H1, where C1 = C(H1); since C ⊂ C1, it follows that H ⊂ H1, and
by Lemma 19 it follows that H is a free factor of H1. The vertices v1, . . . , v
′
k
are also in C1 but here they define the cosets H1g1, . . . , H1g′k. Since vi and v′i
are connected in G1 by the paths ri with label ww′−1, which do not depend on
i, for all i = 1, . . . , k we obtain: H1gib = H1g
′
i where b = ww
′−1.
Finally, in order to estimate the difference def(C) − def(C1), we will apply
Lemma 19 k times. Namely, when on the ith step we identify oi with o
′
i, we
attach to the core of the graph, arising after gluing together i − 1 previous
pairs of vertices, an elementary subpath of length greater than m/4+m/4 ≥ l,
because by the properties of the paths ti, t
′
i, all their vertices keep their degrees
after the first i − 1 steps (“nothing sticks to them”). By Lemma 19, after k
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steps we will obtain
0 ≤ def(C)− def(C1) ≤ k(2r − 1)2−l/2 < ε,
for l sufficiently big. As in Theorem 5, from the latter inequality and our
assumption about ε it follows that def(C1) > 0, proving that the index of H1
in F is infinite. 2
5.8 Main corollaries
Corollary 7 Any finitely generated subgroup H of infinite index in the free
group F of rank r > 1, is contained as a free factor in a subgroup K of infinite
index in F such that for any natural k the right action of F on F/K is k-
transitive. In particular, K is a maximal subgroup in F . One can choose K
in such a way that the growth of the action of F on F/K is maximal.
Proof. Let us enumerate the pairs of tuples (g1, ...gk), (g
′
1, . . . , g
′
k) of pairwise
different elements in F , for all natural k. Set H0 = H and assume the sequence
of subgroups H0 ⊂ H1 ⊂ . . . ⊂ Hi−1 already constructed, where Hi−1 is a free
factor in Hi, for all i = 1, 2, . . .. If for the i
th pair of tuples all classes Hi−1gj
are pairwise different for g1, .., gk and all Hi−1g′j also different then we proceed
as follows and if not, we set Hi = Hi−1. By Theorem 6 there is a finitely
generated subgroup Hi of infinite index in F such that Hi−1 is a free factor of
Hi, and element b ∈ F such that Higjb = Hig′j, for all j = 1, . . . , k.
We set K =
⋃
Hi. Then K is of infinite index in F because all Hi are of infinite
index and H is a free factor of K. For any two k-tuples of pairwise different
cosets Kg1, . . . , Kgk and Kg
′
1, . . . , Kg
′
k the k-tuples Hi−1g1, . . . , Hi−1gk and
Hi−1g′1, . . . , Hi−1g
′
k also consist of pairwise different elements each for all i.
Hence, for some i and some b ∈ F , we will obtain Higjb = Hig′j, for all
j = 1, . . . , k. It is immediate then that Kgjb = Kg
′
j, for all j and the k-
transitivity of the action of F on F/K follows.
Let us recall that any 2-transitive action of any group F is primitive and
that an action is primitive if and only if the stabilizer K of any point is a
maximal subgroup in the acting group (that is, if K ⊂ L ⊂ F then L = K or
L = F where L is a subgroup of F ). It follows that the subgroup K obtained
is maximal in F .
The maximality of the growth for F/K follows in the same way as in Corollary
6 but one has to replace reference to Theorem 5 by reference to Theorem 6.
Now the proof is complete. 2
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One can alternate the steps in the proofs of Corollaries 6 and 7 to obtain the
following.
Corollary 8 Any finitely generated subgroup H of infinite index in a free
group F of rank r > 1, is a free factor in a Burnside subgroup K of infinite
index such that for any natural k the action of F on F/K is k-transitive. One
can choose K so that the growth of the action of F on F/K is maximal. 2
The results obtained so far have an application to the modules of maximal
growth as follows.
Corollary 9 Let Φ be a field. Then there is a module M of maximal growth
over the free group F = F (X), or, equivalently, over the free group algebra
R = F〈X〉, both of rank r > 1, satisfying the following additional properties.
(a) The module M is monomial, that is, induced from a trivial one-dimensional
module of a subgroup of F ;
(b) The module M has a simple submodule N of codimension 1 (hence the
growth of N is also maximal);
(c) The modules M and N are periodic in the sense that for any a ∈M and
g ∈ F there is a positive m = m(a, g) such that agm = a (In other words,
the orbits of the action of any cyclic subgroup 〈g〉 of F on M are finite.)
Proof. Let us choose a linear space M with basis {ei, i ∈ F/K} where K is
the subgroup from the previous corollary. We expand by linearity the action
of F on F/K to M . It is obvious that M is induced from 1-dimensional trivial
K-module L: M = L⊗ΦK ΦF .
The growth of M is maximal since the growth of the action of F on F/K is
maximal.
As in Corollary 5, we obtain a simple module of maximal growth over F〈X〉 if
we consider the subspace N in M consisting of all finite Φ-linear combinations∑
λiei with
∑
λi = 0. The proof of simplicity and the maximality of the growth
are exactly the same as well.
Now let a =
∑
λiei ∈ M and g ∈ G. Since the subgroup K is Burnside, the
〈g〉-orbit of each ei ∈ F/H is finite and to obtain the equality agm = a one
has to set m equal the least common multiple of all mi such that eig
mi = ei
for all vectors in the decomposition of a as above.
Now the proof is complete. 2
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6 Other properties of maximal growth
6.1 Topological approach to maximal growth
We will use the notation and some facts from of Subsections 5.1 and 5.5.
Given a free group Fr with fixed symmetric basis (alphabet) B = A ∪ A−1,
A = {a1, . . . , ar}, we denote by ∂Fr the set of all functions w : {1, 2, . . .} → B
such that f(n) 6= f(n − 1)−1, for any n = 2, 3, . . .. One can view each such
function as a semi-infinite to the “right”, or right-infinite reduced word in the
alphabet B. One can also view ∂Fr as the set of (extended) labels of infinite
reduced rays in the Cayley graph of Fr originating in 1.
It is well-known that ∂Fr can be turned into a metric space if one defines
the distance between w1, w2 ∈ ∂Fr as 1
(2r − 1)n , where n is the length of
the maximal common prefix u of w1 and w2. As a result, ∂Fr becomes an
ultrametric compact space. A basis of topology in ∂Fr is given by the open
subsets
Ou = {s ∈ ∂Fr |u is a prefix of s}.
One can equip ∂Fr with a countably additive measure µ such that
µ(∂Fr) = 1 and µ(Ou) =
(2r − 1)−|u|+1
2r
for |u| ≥ 1.
Now suppose G is the Cayley graph of the action of Fr on Fr/H and T is a
maximal subtree in G. We denote by Y = Y (T ) the subset of ∂Fr consisting
of right-infinite words that can be read on the infinite rays of T originating
in o. The set Y is closed in ∂Fr. Indeed, if w is a limit point for Y then Y
includes the words which have arbitrarily long common prefixes with w. It
follows that all prefixes of w are in T hence w ∈ Y . We may conclude that Y
is measurable.
Theorem 7 If the growth of G is maximal then the measure of the subset
Y = Y (T ), T a fixed maximal geodesic Schreier subtree in G, is positive.
Conversely, if there is a maximal geodesic Schreier subtree T in G such that
the measure of the respective set Y is positive then the growth of G is maximal.
Proof. Suppose the growth is maximal. Then by Lemma 3 there is c > 0 such
that for any ball B(n) = B(o, n) with center o = H and radius n > 0 we must
have #B(n) ≥ c(2r − 1)n.
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Suppose µ(Y ) < c2
2r − 1
10r
. Then there exists ε < c2
2r − 1
10r
, such that we
can choose a countable open covering of the set Y by the subsets Ou, with
total measure < ε. Being a closed subset of a compact set ∂Fr, our set Y
is itself compact and so we may assume that our covering is finite, say, Y ⊂
Ou1∪· · ·∪Out . By our condition on the total measure, we have
∑
(2r−1)−|ui| <
2r
ε
2r − 1 < c
2/5.
Now let us consider all possible spheres Sn = S(o, n) of radius n with center
o in G, n = 1, 2, . . ..
Case 1. There is n > 0 such that the number of elements in the set Vn of
vertices on Sn which belong to the infinite rays in T is bounded by c
2
(#Sn) =
cr(2r − 1)n−1. Then the vertices x of Sn \ Vn can only belong to the finite
branches of T starting from o. It follows from the compactness principle that
the number of such branches can only be finite because otherwise x would also
belong to an infinite ray of T . It follows that if m > n then we would have
#Sm ≤ (#V )(2r − 1)m−n + C, where C does not depend on m. In this case,
#Sm ≤ cr(2r− 1)m−1 +C, and #B(m) ≤ c(2r− 1)m, for all sufficiently large
m. This contradicts our choice of c.
Case 2. For any n ≥ 1, we have that #Vn > c
2
(#Sn) = cr(2r − 1)n−1.
Each vertex of Vn is an element of both Sn and an infinite reduced in T ,
hence a ray in one of Oui . For each i ≤ t, the number of such rays is at most
max(1, (2r−1)n−|ui|), because ui is the prefix of the (infinite) label of each such
ray. As a result, #Vn ≤ t+ (2r−1)nK, where K = ∑(2r−1)−|ui| < 2r ε
2r − 1.
It follows that, for all spheres whose radius is sufficiently large, we have #Sn ≤
2
#Vn
c
< 3ε
(2r − 1)n
c
, hence for the balls we have #B(n) < 5
ε(2r − 1)n
c
<
c(2r − 1)n, by the choice of ε. Again, we have a contradiction with the maxi-
mality of the growth. Thus we have shown that if the growth is maximal then
the Y is the set of positive measure.
Conversely, suppose µ(Y ) = µ > 0. Let us set sn = #Sn. Then the number of
different prefixes of length n in the word from Y is at most sn hence Y can be
covered by sn different subsets Ou with µ(Ou) < (2r − 1)−n. Therefore, µ =
µ(Y ) < sn(2r− 1)−n. Hence sn > µ(2r− 1)n. Then also #B(n) > µ(2r− 1)n,
for all n > 0, and hence the growth of G is maximal by Lemma 3. 2
Similar topological characterization works also in the case of cyclic acts over
a free monoid W = W (X), #X = r > 1. Again, we have to consider the
ultrametric space ∂W , with 2r − 1 replaced by r when we define the metric
and the measure. For a cyclic act S over W we can define a directed graph
with labelling, in the same way as we defined the graph G(S) in Subsection
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5.1. One can choose in G a directed geodesic Schreier subtree T (all edges are
directed from the fixed vertex o, corresponding to the generator of the act),
select a measurable subset Y (T ) and proceed in the way described above for
the groups. The conclusion is the same: the growth of S is maximal if and only
if µ(Y (T )) > 0.
In the case of modules over a free associative algebra, respectively, a free
group algebra R = ΦM , M the free monoid, respectively, the free group, the
topological characterization of cyclic modules of maximal growth completely
reduces to the two cases described above. Indeed, the ambient ultrametric
topological space for R is ∂M , M as above. Now let us consider a cyclic R-
module V = R/I, where I a right ideal of R. By [12], there is a Schreier system
S of monomials which serve as representatives of elements of R modulo I. The
system S is prefix closed and geodesic in the sense that none of its terms can
be written modulo I as a linear combination of lesser monomials with respect
to ShortLex. One can view S as the set of labels written on the branches of a
tree T . As previously, this gives rise to the subset Y (T ) ⊂ ∂W , and we can
proceed in the same way as previously with ∂M , M = W (X) or M = F (X).
Again, the growth of R/I is maximal if and only if µ(Y (T )) > 0. Naturally,
in the proofs one has to replace the cardinality # by dimension dim.
6.2 Growth and semi-isomorphisms of Fr-sets
As it was mentioned in subsection 1.4, the growth is invariant under the iso-
morphisms of Fr-sets. Still, it is reasonable to ask what happens if we replace
isomorphisms of Fr-sets by more general “semi-isomorphisms”. Given Fr-sets
S and S ′, a bijection f : S → S ′ is called a semi-isomorphism of Fr-sets if
there is an automorphism ϕ : Fr → Fr such that f(x ◦ g) = f(x) ◦ϕ(g) for any
x ∈ S and g ∈ Fr. In other words, we would like to know what happens to the
growth if in our definition of the growth functions in subsection 1.2 we replace
a filtration of Fr associated with one free basis by a filtration associated with
another free basis. A simple example shows that the growth may change. Sup-
pose S = Z. We define an action of F2 = F (a, b) on S by m ◦ a = m ◦ b = m+1,
for any m ∈ S. Then #B(0, n) = 2n + 1 and the growth is equivalent to 2n.
However, if we replace the free basis {a, b} by {a, ab} then the ball of radius
n will contain 4n + 1 numbers and so the growth is equivalent to 4n. As we
noted in Introduction, 2n is not equivalent to 4n. Similar examples work in
all four cases considered by us in this paper. (As it is known, a semi-linear
isomorphism of modules need not be an isomorphism.)
An example of an Fr-set whose growth is maximal for one free basis of Fr and
not maximal for another is by far less obvious. The goal of this subsection is to
show that the notion of maximality of the growth does depend on the choice
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of a free basis in Fr. This means that when we speak about the maximality of
the growth we have to keep in mind a free basis of Fr. However, this does not
blur the notion of maximality of the growth of an action since usually a free
group comes with its free basis fixed, as it happened in the situation described
in the Introduction when the action of Fr was defined by the map ai → Ai,
where {a1, . . . ar} is a free basis of Fr and Ai are fixed transformations of the
set S.
Let us denote by wv the number of different occurrences of a word v in a
reduced word w and set sn = #Sn = 2r(2r− 1)n−1 the number of elements of
length n ≥ 1 in Fr. We we will need the following result, Proposition 5.3 from
a recent paper [9], based on the Large Deviation Theory.
Lemma 20 Let r be an integer, r > 1. Then the following are true (1) For
any ε > 0 and any letter in the symmetric alphabet {a1, . . . , ar, a−11 , . . . , a−1r }
it is true that
lim
#
{
w ∈ Fr
∣∣∣ |w| = n and wa
n
∈
(
1
2r
− ε, 1
2r
+ ε
)}
sn
= 1.
(2) For any two letters a, b such that b 6= a−1, and any ε > 0 it is true that
lim
#
{
w ∈ Fr
∣∣∣ |w| = n and wab
n
∈
(
1
2r(2r−1) − ε, 12r(2r−1) + ε
)}
sn
= 1.
In addition, the rate of convergence in both limits is exponential.
Given positive ε and natural l, we denote by Zε,l(n) the set of all reduced
words w of length n ≥ l such that for any m ∈ [l, n] and any prefix v of length
m of w, the following inequalities hold:
vu
m
∈
(
1
2r
− ε, 1
2r
+ ε
)
as soon as |u| = 1 and
vu
m
∈
(
1
2r(2r − 1) − ε,
1
2r(2r − 1) + ε
)
as soon as u is a reduced word with |u| = 2.
Lemma 21 For any ε > 0 there is l = l(ε, r) such that the ratio
#Z,l(n)
sn
is a monotonously decreasing function of n whose limit is a positive number
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ν = ν(r, ε).
Proof. It is obvious that the function is decreasing since sn+1 = (2r−1)sn and
each word in Zε,l(n + 1) is the product of a word in Zε,l(n) by one of 2r − 1
letters.
Next, Let Yε(n) be the set of all words w of length n such that the above
inequalities hold for wu
n
only, not necessarily for all possible subwords of various
lengths m. Finally, set Xε(n) = Sn \ Yε(n).
Using Lemma 20, the sequence
#Xε(n)
sn
converges to 0 at exponential rate.
In other words,
#Xε(n)
sn
is bounded from above by 2−δn, for some positive
δ = δ(ε, r) and all n ≥ l.
Let us increase l just chosen so that, additionally, σ =
∑∞
i=l 2
−δi < 1.
Let us prove that for any n ≥ l we always have #Zε,l(n)
sn
> 1 − σn, where
σn =
∑n
i=l 2
−δi < σ. Once this is done, the second claim of our lemma will
hold with ν = 1− σ.
If n = l then the inequality in question will follow from Zε,l(l) = Y(l) =
Sn \X(l) and by the choice of l. For the induction step from n to n + 1, we
notice that some of the products of the words in Z(n) = Zε,l(n) on the right by
one letter are not in Z(n+1); but then they will land in X(n+1) = X(ε, n+1).
Using the induction hypothesis and the equation sn+1 = (2r − 1)sn, we will
obtain the following:
#Z(n+ 1)
sn+1
≥ (2r − 1)(#Z(n))−#X(n+ 1)
sn+1
=
#Z(n)
sn
− #X(n+ 1)
sn+1
≥ 1− σn − 2−δ(n+1) = 1− σn+1.
Now the proof is complete. 2
Remark 2 It follows by the definition of the numbers σ and ν that ν can be
made arbitrarily close to 1, if we choose l appropriately.
Now let us fix ε <
2r − 3
6r(2r − 1) and choose l in agreement with Lemma 21. Using
an approach similar to that used in [8], we check that the stretching coefficient
λ of the Nielsen automorphism ϕ : a1 → a1, a2 → a1a2, ai → ai(i > 2)
is strictly greater than 1 on any word of any set Z(n), n ≥ l. Namely, the
following is true.
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Lemma 22 There exists λ > 1 such that, for the automorphism ϕ just defined
and any w ∈ Z(n) = Z,l(n) (n ≥ l, where l is chosen above), we have
|ϕ(w)| > λ|w|.
Proof. We write w = x1 · · ·xn, where x1, . . . , xn are not necessarily different
letters of the symmetrized alphabet {a±11 , . . . , a±1r }. Applying ϕ to every letter
w, we will obtain a not necessarily reduced product v = ϕ(x1) · · ·ϕ(xn). By
definition of Z(n), w has at least
(
1
2r
− ε
)
n entries of a1 (and at least the
same number of entries of a−11 ). Thus the number of factors of the form a1a2
(or a−12 a
−1
1 ) in the given decomposition of v is greater than
(
1
2r
− ε
)
n. It
follows that before we apply any cancellations, the length of v is greater than
n+
(
1
r
− 2ε
)
n.
To reduce v we only need to apply cancellations of the form a−11 (a1a2)→ a2,
(a−12 a
−1
1 )a1 → a2 because after them no further cancellations are possible.
These cancellations correspond to the occurrences of the 2-letter words a−11 a2
and a−12 a1 in the original word w. By definition of Z(n), the number of oc-
currences of these 2-letter words in w is less than
(
1
2r(2r − 1) + ε
)
n. Hence,
after all cancellations has been performed in w, the number of letters that
vanish is less than 4
(
1
2r(2r − 1) + ε
)
n. As a result, the length of the reduced
word ϕ(w) is greater than
n+
(
1
r
− 2ε
)
n−
(
2
r(2r − 1) + 4ε
)
n =
(
1 +
2r − 3
r(2r − 1) − 6ε
)
n.
By our choice of ε, the coefficient λ = 1 +
2r − 3
r(2r − 1) − 6ε is greater than 1,
and the proof of the lemma is complete. 2
Remark 3 From the description of cancellations in the word v, it follows that
any prefix of a reduced form of ϕ(w) can be obtained from the image ϕ(w1),
where w1 is a prefix of w, by multiplication on the right by a word whose length
is at most 1.
Now let ε and l are chosen as just before Lemma 22. Set Z =
⋃∞
n=0 Z(n),
where Z(n) in the case where n < l is defined as the set of all reduced words
of length n. Let us denote by V the set of all reduced words in Fr representing
the elements in ϕ(Z).
Let B be any symmetric subset in the fixed symmetric generating set {a±11 , . . . ,
a±1r } of Fr, that is, B is closed under inverses of its elements. By definition, the
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subset VB will be obtained if we replace in each word from V all occurrences
of letters from B by their inverses. We will “symmetrize” V to obtain a set U
as the union of all VB. Finally, let U be the closure of U under taking prefixes.
We denote by V (n), U(n), U(n) and Fr(n) the sets of all elements of length
at most n in each of the sets V , U , U and Fr, respectively.
Lemma 23 The ratio
#U(n)
#Fr(n)
converges to zero at exponential rate.
Proof. By Lemma 22, any sufficiently long word w ∈ V , say with |w| = n ≥ n0,
for some n0, is of the form ϕ(v), where λ|v| < |w|, t.e v ∈ Fr
(
n
λ
)
. Thus V (n)
has less than 2(2r−1)n/λ+C words, for some constant C = C(r, n0), and at the
same time, #Fr(n) > (2r−1)n. It follows that the ratio #V (n)
#Fr(n)
exponentially
fast goes down to 0. The same will happen to the ratio
#U(n)
#Fr(n)
, since replacing
some letters by their inverses does not change the lenghth of the words.
In what follows we will show that any word in U can be obtained as a result of
multiplying a word in U by a word whose length is at most 1. Thus #U(n) ≤
2r(#U(n)), and the claim of the lemma follows from the estimate of a previous
paragraph.
Obviously the above property of U follows from the same property for V (the
closure of V by prefixes) when we compare it with V . Finally, for V and V
this property follows from Remark 3 because, since by definition of Z, this set
is closed under prefixes. Now the proof is complete. 2
Since the set U is closed under prefixes, in the Cayley graph of Fr, with respect
to generators {a±11 , . . . , a±1r } there is a subtree T such that the set of labels
of reduced paths o − o ′ of T from the origin o to an arbitrary vertex o′ is
precisely U . Now let us consider the labelled graph T without its connection
to the ambient Cayley graph of Fr. Then some of the vertices of T may
carry a nonzero deficit, that is, for such a vertex, there are no outgoing edges
labelled by some x ∈ {a±11 , . . . , a±1r } and no incoming edges with inverse labels.
Such a vertex will be called x-deficit. Notice that thanks to the symmetry of
conditions on the words in U and U with respect to the change x ↔ x−1, on
each level n (on the sphere T (n) of T ) the number of x-deficit vertices is the
same as the number of x−1-deficit vertices.
Now, by adjoining only edges, but not vertices, we will embed T (with all
distances to o preserved) in a graph of transitive action of Fr on the same set
of vertices (which we identify with U). Namely, for each x-deficit vertex v on
an arbitrary level n we will find an x−1-deficit vertex v′ on the same level and
draw an edge with label x from v to v′ and an edge with label x−1 from v′ to v.
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We keep doing this until we obtain a connected graph G all of whose vertices
are standard in the sense of Subsection 5.1 and then, as it is mentioned there,
G is the graph of transitive action of Fr on the set Fr/H of right cosets of the
stabilizer H of the vertex o in Fr.
The subtree T of the graph G is a geodesic Schreier subtree. This follows
because additional edges connecting vertices of the same level cannot change
distances to o. Therefore, the reduced words written on all paths o − o ′ in
T form a geodesic transversal for the subgroup H. The growth of G is not
maximal by Lemma 21 and 3; moreover, by Lemma 21 it can be majorated
by a function of the form (2r − 1− γ)n, for some γ > 0.
Let us keep the same right action of Fr on Fr/H, but now consider the graph
G ′ of this action with respect to a new basis {b1 = a1, b2 = a1a2, bi = ai(i > 2)}
of the group Fr. Then V (G ′) = V (G), but the edges (and their labelling) are
different.
Let R(n) be the subset of those vertices o′ in G ′ (or in G) with which o is
connected in G by a path with label w ∈ V , where w is the reduced form of
ϕ(v), v ∈ Z(n).
It is obvious that after the change of our basis to {b±11 , . . . , b±1r } any vertex
o′ ∈ R(n) will be connected with o in G ′ by a path whose label is a b-copy
of the word v−1, because bi = ϕ(ai), for i = 1, .., r. Since v ∈ Z(n), for the
estimation of the growth of G ′ from below it is sufficient to obtain the lower
bound for the sequence of numbers #R(n). By construction, the vertices o′, o′′
of G are different when w′, w′′ ∈ V are different, hence when v′, v′′ ∈ Z(n)
are different. It follows that #R(n) ≥ #Z(n). Hence the growth of G is not
smaller then the growth of the sequence of numbers #Z(n). By Lemma 21
and Lemma 3, this growth is maximal.
The comparison of the estimates obtained by us for the graphs G and G ′ allows
us to draw the following conclusion.
Theorem 8 For any r > 1 there is a transitive action of the free group Fr,
whose growth with respect to one free basis of Fr is maximal and with respect
to another basis of Fr it is not just maximal but actually bounded from above
for sufficiently large values of n by a function of the form (2r − 1 − γ)n, for
some γ > 0. 2
Remark 4 It is easy to check that the growth of the action of Fr remains
to be the same when the change of bases is performed by a permutation of
elements of a basis or by an inner automorphism of Fr. In [8] the products of
the respective automorphisms are called simple. At the same time, on the basis
of a more thorough use of [9] and [8], one can expand the effect outlined in
Theorem 8 to any two basis which are connected by the automorphisms which
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are not simple.
It follows from Remark 3 that the action of the automorphism ϕ well defines
a homeomorphism ϕ˜ on the space ∂Fr of all infinite reduced words in the
alphabet {a±11 , . . . , a±1r }. For an arbitrary automorphism this follows from the
so called Bounded Cancellation Lemma in [5]. Since the labels of infinite rays
in the Schreier subtree of the transitive action form a closed subset in the
above space, we can apply Theorems 7 and 8 to obtain the following result,
which has no immediate connection to the action of Fr.
Corollary 10 For the homeomorphism ϕ˜ of the space ∂Fr induced by the
above Nielsen automorphism ϕ of Fr there is a closed subset W in ∂Fr with
positive measure such that the measure of ϕ˜(W ) equals 0.
Open Problem 7 Is there an analogue of Theorem 8 in the case of modules
over free associative algebras?
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