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Introdution
Many variational problems arising in several branhes of applied analysis (as image proessing, frature
mehanis, theory of nemati liquid rystals) lead to onsider minimum problems for funtionals whih
ouple a volume and a surfae integral, depending on a losed set K and a funtion u smooth outside K .
Following a terminology by E. De Giorgi, variational problems of this kind are alled free-disontinuity
problems, and, in the weak formulation proposed by E. De Giorgi and L. Ambrosio in [13℄, they appear
as minimum problems for funtionals of the form
F (u) =
Z


f(x; u;ru) dx+
Z
S
u
 (x; u
 
; u
+
; 
u
) dH
n 1
; (1)
where 
 is a bounded open subset of R
n
, and the unknown funtion u belongs to the spae SBV (
;R
N
)
of speial funtions of bounded variation in 
 with values in R
N
. We reall that ru denotes the
approximate gradient of u , S
u
is the set of essential disontinuity points of u , 
u
is the approximate
unit normal vetor to S
u
, and u
 
; u
+
the approximate limits of u on the two sides of S
u
(for a preise
denition see Chapter 1); nally, H
n 1
denotes the (n  1)-dimensional Hausdor measure.
A typial example is provided by the so-alled Mumford-Shah funtional, introdued in [31℄ in the
ontext of image segmentation, whih an be written as
MS
;
(u) :=
Z


jruj
2
dx+ H
n 1
(S
u
) + 
Z


ju  gj
2
dx; (2)
where g is a funtion in L
1
(
;R
N
), and  > 0 and   0 are onstants.
One of the main features of funtionals of the form (1) is that they are in general not onvex; there-
fore, all the equilibrium onditions whih an be obtained by innitesimal variations are neessary for
minimality, but in general not suÆient.
G. Alberti, G. Bouhitte, and G. Dal Maso have proposed in [2℄ a suÆient ondition for minimality,
whih is based on the alibration method and applies for funtionals of the general form (1) dened on
salar maps.
In this thesis we apply this minimality riterion to identify a wide lass of nontrivial minimizers for
the homogeneous version of the Mumford-Shah funtional (dened on salar maps)
MS(u) :=
Z


jruj
2
dx+H
n 1
(S
u
); (3)
whih ours in the theory of inner regularity for minimizers of MS
;
and is obtained by taking  = 1
and dropping the lower order term in (2). In the last part we develop the theory of alibrations for more
general funtionals with free disontinuities on vetor-valued maps and we desribe several appliations
of this result.
All the appliations and the examples shown throughout the thesis share the same purpose: we
onsider a andidate u satisfying the equilibrium onditions for a funtional of the form (1) and we prove
1
2 Introdution
by alibration that u is a minimizer of F in a suÆiently small domain; in other words, we show that
the equilibrium onditions are also suÆient to guarantee the minimality on small domains, as in many
lassial problems of the Calulus of Variations.
Before giving the details of the results, let us desribe the basi idea behind the alibration method
fousing our attention on Dirihlet minimizers of (1), that is minimizers with presribed boundary values.
Given a andidate u , if we are able to onstrut a funtional G whih is invariant on the lass of funtions
having the same boundary values as u , and satises
G(u) = F (u); and G(v)  F (v) for every admissible v, (4)
then u is a Dirihlet minimizer of F . Indeed, if suh a funtional exists, for every v with the same
boundary values as u we have that
F (u) = G(u) = G(v)  F (v):
In [2℄ the role of G is arried out by the ux of a suitable divergene-free vetoreld ' : 
R ! R
n
R
through the omplete graph  
v
of v , whih is dened as the boundary of the subgraph of v (the set of all
points (x; z) 2 
R suh that z  v(x)), oriented by the inner normal 
 
v
. Sine ' is divergene-free,
from the divergene theorem the ux turns out to be invariant with respet to the boundary values,
while suitable further onditions on ' guarantee (4). Consider for instane the ase of the homogeneous
Mumford-Shah funtional, for simpliity in two dimensions, and denote the variables in 
 by (x; y) and
the \vertial" variable in R by z . Then it is enough to require that ' = ('
xy
; '
z
) is a bounded regular
vetoreld satisfying the following assumptions:
(a1) '
z
(x; y; z) 
1
4
j'
xy
(x; y; z)j
2
for L
2
-a.e. (x; y) 2 
 and every z 2 R ;
(a2) '
xy
(x; y; u(x; y)) = 2ru(x; y) and '
z
(x; y; u(x; y)) = jru(x; y)j
2
for L
2
-a.e. (x; y) 2 
;
(b1)




Z
t
2
t
1
'
xy
(x; y; z) dz




 1 for H
1
-a.e. (x; y) 2 
 and every t
1
< t
2
in R ;
(b2)
Z
u
+
(x;y)
u
 
(x;y)
'
xy
(x; y; z) dz = 
u
(x; y) for H
1
-a.e. (x; y) 2 S
u
.
Indeed, the ux of ' through  
v
an be expressed as
Z


[h'
xy
(x; y; v);rvi   '
z
(x; y; v)℄ dx dy +
Z
S
v
Z
v
+
v
 
h'
xy
(x; y; z); 
v
i dz dH
1
; (5)
where v , rv , v

, and 
v
are omputed at (x; y); sine ondition (a1) implies that
h'
xy
(x; y; v);rvi   '
z
(x; y; v)  jrvj
2
for L
2
-a.e. (x; y) 2 
, (6)
while ondition (b1) implies
Z
v
+
v
 
h'
xy
(x; y; z); 
v
i dz  1 for H
1
-a.e. (x; y) 2 S
v
; (7)
by (5) we have that the inequality in (4) is satised for every admissible v . Moreover, onditions (a2)
and (b2) guarantee that the equality holds true in (6) and (7), respetively, so that the equality in (4) is
fullled for the andidate u . We will say that ' is a alibration for u with respet to the funtional MS
if ' is a vetoreld satisfying onditions (a1), (a2), (b1), (b2), and
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(1) ' is divergene-free on 
R .
Summarizing, if there exists a alibration ' for u with respet to MS , then u is a Dirihlet minimizer
of MS .
The rst appliations of this minimality riterion are ontained in [2℄, where the authors provide
several examples of nontrivial minimizers for the Mumford-Shah funtional with short and easy proofs.
The simple expression of the alibrations in all these examples is related to the fat that they onern only
minimizers having either a gradient vanishing almost everywhere or an empty disontinuity set. In the
rst part of this thesis we deal with andidates having a more ompliated struture, that is presenting
both a non vanishing gradient and a nonempty disontinuity set.
We reall from [6℄ and [31℄ that a Dirihlet minimizer u for MS in 
  R
2
must satisfy the following
equilibrium onditions (whih an be globally alled the Euler-Lagrange onditions for (3)):
(i) u is harmoni on 
 n S
u
;
(ii) the normal derivative of u vanishes on both sides of S
u
, where S
u
is a regular urve;
(iii) the urvature of S
u
(where dened) is equal to the dierene of the squares of the tangential
derivatives of u on both sides of S
u
;
(iv) if S
u
is loally the union of nitely many regular ars, then S
u
an present only two kinds of
singularities: either a regular ar ending at some point, the so-alled \rak-tip", or three regular
ars meeting with equal angles of 2=3, the so-alled \triple juntion".
In Chapters 2 and 3 we onstrut alibrations for solutions of the Euler equations with a regular
disontinuity set, while in Chapter 4 we onsider the ase of a triple juntion. All our results are in two
dimensions. The minimality of the rak-tip has been reently proved by dierent methods in [7℄, while
the problem of nding a alibration for it is still open.
We point out that we do not know of any general method to nd alibrations, but eah time, aording
to the geometry of the disontinuity set of the andidate, we have to perform a dierent onstrution. In
spite of the lak of a general formula, all our onstrutions present a rather similar struture.
First of all, in terms of alibrations the presene of both a non vanishing gradient and a nonempty
disontinuity set orresponds to a onit between onditions (a2) and (b2), sine (a2) and the Neumann
onditions (ii) imply that '
xy
is tangential to S
u
at the points (x; y; u

(x)) for (x; y) 2 S
u
, while (b2)
requires that its average between u
 
(x; y) and u
+
(x; y) is normal to S
u
for (x; y) 2 S
u
. It is therefore
onvenient to onstrut the alibration ' by piees in order to at dierently on the regions around
the (usual) graph of u , where ' will be somehow determined by ondition (a2), and an \intermediate"
region, whih will give the main ontribution to the integral in (b2). More preisely, we deompose the
ylinder 
R in a nite union of Lipshitz open sets A
i
and dene ' in suh a way that it agrees on A
i
with a suitable divergene-free vetoreld '
i
; in order to satisfy ondition (1) we have learly to require
that the vetorelds '
i
satisfy a ompatibility ondition along the boundary of the sets A
i
.
In a neighbourhood of the graph of u we have to onstrut a divergene-free vetoreld satisfying
(a2) and suh that for every (x; y) 2 S
u
there holds
h'
xy
(x; y; z); 
u
(x; y)i > 0 for u
 
< z < u
 
+ " and for u
+
  " < z < u
+
,
h'
xy
(x; y; z); 
u
(x; y)i < 0 for u
+
< z < u
+
+ " and for u
 
  " < z < u
 
(8)
for a suitable " > 0. These properties are ruial in order to obtain (b1) and (b2) simultaneously.
The aim of the denition of ' in the remaining region is to make (b2) exatly satised, that is to
annihilate the tangential ontribution and to orret the normal one due to the presene of the eld
around the graph. Of ourse, ' has to be arefully hosen in order to preserve onditions (a1) and (b1).
The sheme of our proofs is the following: we dene a vetoreld ' depending on some parameters
and satisfying onditions (a1), (a2), (b1), and (1); then we hoose the parameters in suh a way to full
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also ondition (b2). The Euler onditions are involved in the proof in a rather tehnial way: in general
they onern the denition of ' around the graph, whih an be therefore regarded as the ruial point
of the onstrution.
The rst examples of alibrations for disontinuous funtions whih are not loally onstant, are pre-
sented in Chapter 2. We prove that if u is a funtion satisfying all Euler onditions for the homogeneous
Mumford-Shah funtional and whose disontinuity set is a straight line segment onneting two points of

, then every point (x
0
; y
0
) in S
u
has an open neighbourhood U suh that u is a Dirihlet minimizer
of (3) in U , provided the tangential derivatives 

u and 
2

u do not vanish at (x
0
; y
0
).
In Theorem 2.1 we study the speial ase
u(x; y) :=
(
x if y > 0,
 x if y < 0,
whih, even if very simple, involves most of the main diÆulties. The main idea of the proof is in the
denition of ' near the graph of u : in order to verify (a2) and to introdue a normal omponent satisfying
(8) we take as '
xy
a suitable \rotation" of the vetor 2ru ; in other words, we apply to the vetors 2e
1
a suitable orthogonal matrix R depending on x; y; z and satisfying R(x; y;x) = I , and we set
'(x; y; z) = (2R(x; y; z)e
1
; 1):
This onstrution is then adapted in Theorem 2.4 to the ase of a general funtion u satisfying the Euler
onditions and having a retilinear disontinuity set. Near the graph of u we simply take
'(x; y; z) = (2R(u; v; z)ru; jruj
2
);
where v is the harmoni onjugate of u , while outside a neighbourhood of the graph we are fored to
introdue some additional parameters. We will see that it is atually onvenient to perform a hange of
variables through the mapping (x; y) 7! (u(x; y); v(x; y)), whih is onformal near (x
0
; y
0
), sine we are
assuming 

u(x
0
; y
0
) 6= 0. The additional assumption 
2

u(x
0
; y
0
) 6= 0 is instead related to the hoie
of the eld in the region far from the graph and to the proof of (b1): indeed, it guarantees that the
parameters appearing in the denition of ' an be hosen in suh a way that the funtion
I(x; y; t
1
; t
2
) :=




Z
t
2
t
1
'
xy
(x; y; z) dz




has a strit maximum at the points (x; y; u
 
(x; y); u
+
(x; y)) with (x; y) ranging in S
u
.
These rst examples are widely generalized in Chapter 3, where we onsider andidates u whose
disontinuity set an be any analyti urve and we prove the Dirihlet minimality in a uniform neigh-
bourhood of S
u
, without additional tehnial assumptions. More preisely, in Theorem 3.2 we show that,
if u is a funtion satisfying all Euler onditions for the Mumford-Shah funtional and S
u
is an analyti
urve onneting two points of 
, then there exists an open neighbourhood U of S
u
\ 
 suh that u
is a Dirihlet minimizer in U of (3).
We note that the analytiity assumption for S
u
does not seem too restritive, sine it has been proved
that the regular part of the disontinuity set of a minimizer is at least of lass C
1
and it is a onjeture
that it is in fat analyti (see Chapter 1).
The original idea of the new onstrution essentially relies on the following remark: we an dene
divergene-free vetorelds on an open set A  
R starting from a bration of A by graphs of harmoni
funtions. Indeed, if fu
t
g
t2R
is a family of harmoni funtions whose graphs are pairwise disjoint and
over A , then the vetoreld
'(x; y; z) = (2ru
t
(x; y); jru
t
(x; y)j
2
) (9)
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with t = t(x; y; z) satisfying z = u
t
(x; y), turns out to be divergene-free on A ; moreover, it automatially
fulls onditions (a1) and (a2).
We use this tehnique to onstrut the alibration around the graph of u : we take as fu
t
g the family
fu+ tvg , where v is a suitable harmoni funtion, and aording to formula (9) we dene
'(x; y; z) = (2ru+ 2
z u
v
rv; jru+
z u
v
rvj
2
);
the funtion v is hosen in suh a way that rv is normal to S
u
and (8) is veried.
This method of onstrution reminds of the lassial method of Weierstrass elds, where the proof of
the minimality of a andidate u is obtained by the onstrution of a slope eld starting from a family of
solutions of the Euler equation, whose graphs foliate a neighbourhood of the graph of u .
In Chapter 3 we deal also with a dierent notion of minimality: in Theorem 3.2 we ompare u with
perturbations whih an be very large, but onentrated in a xed small domain; we wonder if a minimality
property is preserved also on a large domain, when we admit as ompetitors only perturbations of u with
L
1
-norm very small outside a small neighbourhood of S
u
.
Aording to this idea, we will say that a funtion u is a Dirihlet graph-minimizer of the Mumford-
Shah funtional if there exists a neighbourhood A of the omplete graph of u suh that MS(u) MS(v)
for all v 2 SBV (
) having the same trae on 
 as u and whose omplete graph is ontained in A .
As proved in [2, Example 4.10℄, any harmoni funtion u : 
 ! R is a Dirihlet graph-minimizer
of MS , whatever 
 is. If we onsider instead a solution u of the Euler equations presenting some
disontinuities, what we disover is that the Dirihlet graph-minimality of u may fail when 
 is too
large, even in the ase of a retilinear disontinuity set, as the ounterexample at the beginning of
Setion 3.2 shows. Therefore, to ahieve this minimality property we have to add some restritions on
the domain 
. To this aim we introdue a suitable quantity whih seems useful to desribe the orret
interation between S
u
and 
. Given an open set U (with Lipshitz boundary) and a portion   of U
(with nonempty relative interior in U ), we dene
K( ; U) := inf

Z
U
jrv(x; y)j
2
dx dy : v 2 H
1
(U);
Z
 
v
2
dH
1
= 1; and v = 0 on U n  

:
As shown by the notation, K( ; U) is a quantity depending only on   and U , whih desribes a kind
of \apaity" of the presribed portion of the boundary with respet to the whole open set. Note that if
U
1
 U
2
, and  
1
  
2
, then K( 
1
; U
1
)  K( 
2
; U
2
), whih suggests that if K( ; U) is very large, then
U is thin in some sense. The qualitative properties of K( ; U) are studied in the nal part of Setion 3.2.
Theorem 3.5, whih is the main result of Setion 3.2, gives a suÆient ondition for the Dirihlet
graph-minimality in terms of K(S
u
;
) and of the geometrial properties of S
u
. More preisely, we
assume that   is a given analyti urve suh that   \ 
 onnets two points of 
, and 
 n   has two
onneted omponents 

1
, 

2
with Lipshitz boundary. We prove that there exists a positive onstant
( ) (depending only on the length and on the urvature of  ) suh that, if u is a funtion satisfying all
Euler onditions in 
, whose disontinuity set oinides with   \ 
 and suh that
min
i=1;2
K(  \ 
;

i
) > ( )

k

u
 
k
2
C
1
( \
)
+ k

u
+
k
2
C
1
( \
)

; (10)
then u is a Dirihlet graph-minimizer of MS .
We remark that ondition (10) imposes a restrition on the size of 
 depending on the behaviour
of u along S
u
: if u has large or very osillating tangential derivatives, we have to take 
 quite small
to guarantee that (10) is satised. In the speial ase of a loally onstant funtion u , ondition (10)
is always fullled whatever the domain is; so u is always a Dirihlet graph-minimizer whatever 
 is, in
agreement with a result proved in [2℄.
The proof of Theorem 3.5 is based again on the alibration method. Indeed, to prove the graph-
minimality of a andidate u it is enough to show that there exist a suitable neighbourhood A of the
6 Introdution
omplete graph of u , and a bounded vetoreld ' on A satisfying onditions (a1), (a2), (b1), (b2), and
(1) (where now (x; y; z), (x; y; t
i
) range in A). Condition (10) guarantees that we an extend to a
neighbourhood of  
u
a slightly modied version of the alibration of Theorem 3.2.
In Chapter 4 we study the minimality of solutions u of the Euler equations whose disontinuity set is
given by three line segments meeting at the origin with equal angles; in other words, S
u
is a retilinear
triple juntion, generating a partition of 
 in three setors of angle 2=3, that we all A
0
; A
1
; A
2
. In
Theorem 4.1 we prove by alibration that, setting u
i
:= uj
A
i
and assuming u
i
2 C
2
(A
i
), there exists a
neighbourhood U of the origin suh that u is a Dirihlet minimizer of MS in U . This result generalizes
Example 4 in [1℄ where the funtion u was pieewise onstant.
The proof is quite long and tehnial, and is split in several steps. The symmetry due to the presene
of 2=3-angles is exploited in the whole onstrution of the alibration. First of all, sine the funtion
u
i
has to be harmoni in A
i
with null normal derivative at A
i
, applying Shwarz reetion priniple
we obtain that u
i
an be harmonially extended to a neighbourhood of the origin, ut by a half-line;
moreover, from the Euler ondition (iii) it follows that the extension of u
i
oinides, up to the sign and
to additive onstants, with u
j
on A
j
for every j 6= i . Using this remark it is easy to see that eah u
i
must be either symmetri or antisymmetri with respet to the biseting line of A
i
.
In Setions 4.1 { 4.4 we dene ' in the symmetri ase and we prove that it is a alibration; in
Setion 4.5 we adapt the onstrution to the antisymmetri ase.
The ruial point of both onstrutions is, as usual, the denition of the eld near the graph of u ,
where we apply again the \bration" tehnique. Indeed, we brate a neighbourhood of the graph of
eah u
i
by a family of harmoni funtions of the form u
i
+ tv
i
. Unlike the onstrution of ' in the
proof of Theorem 3.2 where we hoose rv orthogonal to S
u
, in this ase it is onvenient to take as v
i
a
linear funtion whose gradient is parallel to the biseting line of A
i
. Thanks to the symmetry, this hoie
ensures that the tangential ontributions to the integral in (b2), given by the regions near u
 
and u
+
,
are always of opposite signs and annihilate eah other.
The assumption of C
2
-regularity for u
i
does not seem too restritive: indeed, by the regularity
results for ellipti problems in non-smooth domains (see [22℄), it follows that u
i
belongs at least to
C
1
(A
i
), sine u
i
solves the Laplae equation with Neumann boundary onditions on a setor of angle
2=3. Moreover, sine u
i
is either symmetri or antisymmetri with respet to the biseting line of A
i
,
one an see u
i
as a solution of the Laplae equation on a =3-setor with Neumann boundary onditions
or respetively mixed boundary onditions. By the regularity results in [22℄, it turns out that in the rst
ase u
i
belongs to C
2
(A
i
), while in the seond one u
i
an be written (in polar oordinates entred at
0) as u
i
(r; ) = ~u
i
(r; ) + r
3=2
os
3
2
 , with ~u
i
2 C
2
(A
i
) and  2 R . So, only the funtion r
3=2
os
3
2
 is
not reovered by our theorem: if we were able to onstrut a alibration also for this funtion, then we
would reover all possible ases.
Finally we remark that the ase where S
u
is given by three regular urves (not neessarily retilinear)
meeting at a point with 2=3-angles, is at the moment an open problem and it does not seem to be
ahievable with a plain arrangement of the alibration used for the retilinear ase, essentially beause
of the lak of symmetry.
The last part of the thesis orresponds to Chapter 5 where we generalize the alibration method
to funtionals of the form (1) dened on vetor-valued maps. The basi priniple is the same we have
explained at the beginning: in order to prove the minimality of a funtion u , we want to onstrut a
funtional G satisfying onditions (4) and invariant on the lass of the admissible ompetitors for u .
When u is a vetor-valued funtion, it is onvenient to onsider a dierent kind of invariant funtional:
the alibration is no longer a vetoreld, but a pair of funtions (S;S
0
), where S : 
R
N
! R
n
is
suitably regular, while S
0
belongs to L
1
(
); the omparison funtional for F is given by
G(v) :=  
Z


hS(x; v); 


i dH
n 1
+
Z


S
0
(x) dx; (11)
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where 


is the inner unit normal to 
. It is lear that the funtional (11) is onstant on the funtions
having the same values at 
. Moreover, by the divergene theorem we an rewrite (11) as
Z


d
v
+
Z


S
0
(x) dx;
where 
v
is the divergene (in the sense of distributions) of the omposite funtion S(; v()). A gener-
alized version of the hain rule in BV (whih is proved in Lemma 5.2) implies that

v
= ([div
x
S℄(x; v) + h(D
z
S(x; v))

;rvi)L
n
+ hS(x; v
+
)  S(x; v
 
); 
v
iH
n 1
bS
v
;
where [div
x
S℄ denotes the divergene of S with respet to the variable x 2 
, and (D
z
S)

the transpose
of the Jaobian matrix of S with respet to the variable z 2 R
N
. Therefore the funtional (11) turns
out to be equal to
Z


([div
x
S℄(x; v) + h(D
z
S(x; v))

;rvi+ S
0
(x)) dx +
Z
S
v
hS(x; v
+
)  S(x; v
 
); 
v
i dH
n 1
: (12)
By omparing this expression with the funtional (1), we nd pointwise onditions on S
0
, S , and the
derivatives of S , whih guarantee (4), and then the Dirihlet minimality of a given u . For instane, in
the ase of the Mumford-Shah funtional (3) dened on vetor-valued maps, it is enough to require the
following onditions:
(a1) [div
x
S℄(x; z) + S
0
(x)   
1
4
jD
z
S(x; z)j
2
for L
n
-a.e. x 2 
, and for every z 2 R
N
;
(a2) [div
x
S℄(x; u) + S
0
(x) =  jru(x)j
2
and (D
z
S(x; u))

= 2ru(x) for L
n
-a.e. x 2 
;
(b1) jS(x; z
1
)  S(x; z
2
)j  1 for H
n 1
-a.e. x 2 
 and for every z
1
; z
2
2 R
N
;
(b2) S(x; u
+
)  S(x; u
 
) = 
u
for H
n 1
-a.e. x 2 S
u
.
For a preise statement in the ase of a general funtional of the form (1) we refer to Lemma 5.4 and
Lemma 5.5 in Setion 5.1.
The onnetion between the onditions above in the ase N = 1 and those ones of the salar for-
mulation by Alberti, Bouhitte, Dal Maso, is studied in Remark 5.8. Here we only observe that, while
in the salar formulation we need ondition (1) to ensure that the omparison funtional is invariant
with respet to the boundary values, in this new framework this is guaranteed just by the expression of
the funtional (11); so, there is no ondition orresponding to (1). In fat, in the ase N = 1, given a
alibration (S;S
0
), the vetoreld ' = ('
x
; '
z
) : 
R ! R
n
R dened as
'
x
(x; z) := 
z
S(x; z); '
z
(x; z) :=  [div
x
S℄(x; z)   S
0
(x)
is a alibration in the sense of Alberti, Bouhitte, Dal Maso. Indeed, ' turns out to be divergene-free,
and the remaining onditions of the salar formulation follow from onditions (a1), (a2), (b1), and (b2)
stated above. Conversely, given any divergene-free vetoreld ' = ('
x
; '
z
), we an always write '
x
as the derivative with respet to z 2 R of a suitable funtion S : 
R ! R
n
, and using the relation

z
'
z
=  div
x
'
x
(whih follows from (1)), we an dedue that there exists a funtion S
0
of the variable
x suh that '
z
(x; z) =  [div
x
S℄(x; z)   S
0
(x). If we rewrite now onditions (a1), (a2), (b1), and (b2)
of the salar formulation by using these expressions of '
x
and '
z
, we obtain that the pair (S;S
0
) is a
alibration.
The formulation in terms of (S;S
0
) is related to lassial eld theory for multiple integrals of the
form
F
0
(u) =
Z


f(x; u;ru) dx:
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In this ontext a suÆient ondition for the minimality of a andidate u 2 C
1
(
;R
N
) is obtained by
omparing F
0
with the integral of a null-lagrangian of divergene type, whih is onstruted starting
from a suitably dened slope eld P , alled Weyl eld , and a funtion S 2 C
2
(
R
N
;R
n
), the eikonal
map assoiated with P (f., e.g., [18℄). In Setion 5.2 we prove that, under suitable assumptions on f
and  , whenever a Weyl eld exists for a funtion u 2 C
1
(
;R
N
) (so that u is a Dirihlet minimizer for
F
0
), then there exists a alibration for u with respet to the funtional F (whih is given by the eikonal
map S and by S
0
 0), so u is also a Dirihlet minimizer for F among SBV funtions.
Some examples and appliations are presented in Setion 5.3. In Examples 5.14, 5.16, 5.17, and 5.18
we deal with minimizers of the Mumford-Shah funtional, and we generalize some results proved in [2℄
for the salar ase. A purely vetorial example is given by Example 5.15, where we study the minimality
of ontinuous solutions of the Euler equations for a funtional arising in frature mehanis, whih an
be dened only on maps from 
  R
n
into R
n
.
Finally, we point out that, as mentioned in [2℄, one ould try to generalize the alibration theory from
the salar ase to the vetorial one by replaing divergene-free vetorelds by losed n-forms on 
R
N
,
ating on the graphs of the funtions v , viewed as suitably dened surfaes in 
R
N
. This ould lead
to the idea that our hoie of writing the alibration in terms of the pair (S;S
0
) is somehow restritive
when N > 1. This is not the ase at all, sine the existene of a alibration expressed via dierential
forms implies the existene of a alibration expressed in terms of a pair (S;S
0
), as shown in Setion 5.4.
The results of Chapter 2 are obtained in ollaboration with Gianni Dal Maso and Massimiliano Morini,
and are published in [11℄, while the results of Chapter 3 are ahieved in ollaboration with Massimiliano
Morini and published in [27℄. The ontent of Chapter 4 will appear in [25℄, while the ontent of Chapter 5
orresponds to the paper [26℄.
Chapter 1
Preliminary results
In this hapter we ollet some preliminary results whih will be useful in the sequel. In Setion 1.1 we
reall some basi results from the theory of funtions with bounded variation. In Setions 1.2 and 1.3
we deal with neessary and suÆient onditions for the minimality of the homogeneous Mumford-Shah
funtional on salar maps: in Setion 1.2 we write the Euler-Lagrange equations, while in Setion 1.3 we
present the theory of alibrations.
Let us x some notation. Given x; y 2 R
n
, we denote their salar produt by hx; yi , and the eulidean
norm of x by jxj . We set S
n 1
:= fx 2 R
n
: jxj = 1g . Given a set B  R
n
, we denote the Lebesgue
measure of B by L
n
(B) and the (n  1)-dimensional Hausdor measure of B by H
n 1
(B). If a; b 2 R ,
the maximum and the minimum of fa; bg are denoted by a _ b and a ^ b , respetively.
1.1 Funtions of bounded variation
Let 
 be a bounded open subset of R
n
, let u 2 L
1
lo
(
;R
N
), and let x
0
2 
. We say that u has an
approximate limit at x
0
2 
 if there exists z 2 R
N
suh that
lim
r!0
+
1
L
n
(B
r
(x
0
))
Z
B
r
(x
0
)
ju(x)  zj dx = 0; (1.1)
where B
r
(x
0
) is the ball of radius r entred at x
0
. The set S
u
of points where this property does not
hold is alled the approximate disontinuity set of u . For any x
0
2 
nS
u
the vetor z (whih is uniquely
determined by (1.1)) is alled the approximate limit of u at x
0
and denoted by ~u(x
0
).
We say that a funtion u : 
! R
N
has bounded variation in 
, and we write u 2 BV (
;R
N
), if u
belongs to L
1
(
;R
N
) and its distributional derivative Du is a nite Radon R
nN
-valued measure in 
.
If 
 has Lipshitz boundary, we an speak about the trae of u on 
, whih belongs to L
1
(
;H
n 1
)
and will be still denoted by u .
If u 2 BV (
;R
N
), then S
u
is ountably (H
n 1
; n   1)-retiable, that is, it an be overed, up to
an H
n 1
-negligible set, by ountably many C
1
-hypersurfaes. Moreover, for H
n 1
-a.e. x
0
2 S
u
there
exists a triplet (u
+
(x
0
); u
 
(x
0
); 
u
(x
0
)) 2 R
N
R
N
S
n 1
suh that u
+
(x
0
) 6= u
 
(x
0
), 
u
(x
0
) is normal
to S
u
in an approximate sense, and
lim
r!0
+
1
L
n
(B

r
(x
0
))
Z
B

r
(x
0
)
ju(x)  u

(x
0
)j dx = 0; (1.2)
where B

r
(x
0
) is the intersetion of B
r
(x
0
) with the half-plane fx 2 R
n
: hx   x
0
; 
u
(x
0
)i  0g . The
triplet (u
+
(x
0
); u
 
(x
0
); 
u
(x
0
)) is uniquely determined up to a permutation of (u
+
(x
0
); u
 
(x
0
)) and a
9
10 Chapter 1
hange of sign of 
u
(x
0
). Condition (1.2) says that 
u
(x
0
) points from the side of S
u
orresponding to
u
 
(x
0
) to the side orresponding to u
+
(x
0
).
For every u 2 BV (
;R
N
), by applying the Radon-Niodym theorem we an deompose the measure
Du as D
a
u+D
s
u , where D
a
u is the absolutely ontinuous part with respet to the Lebesgue measure
L
n
and D
s
u is the singular part. The density of D
a
u with respet to L
n
is denoted by ru and agrees
with the approximate gradient of u . The measure D
s
u an be in turn written as D
j
u + D

u , where
D
j
u is the restrition of D
s
u to S
u
and is alled the jump part, while D

u is the restrition to 
 n S
u
and is alled the Cantor part. The density of D
j
u with respet to the measure H
n 1
bS
u
is given by the
tensor produt (u
+
  u
 
)
 
u
. We also all the sum D
a
u+D

u the diuse part of the derivative of u
and denote it by
~
Du .
We say that a funtion u : 
 ! R
N
is a speial funtion of bounded variation, and we write u 2
SBV (
;R
N
), if u 2 BV (
;R
N
) and D

u = 0.
Finally, for every u 2 BV (
;R
N
) we dene as graph of u the set
graphu := f(x; ~u(x)) : x 2 
 n S
u
g:
In the salar ase N = 1, for every u 2 BV (
) we all 1
u
the harateristi funtion of the subgraph
of u in 
R , namely the funtion dened by 1
u
(x; z) := 1 for z  u(x) and 1
u
(x; z) = 0 for z > u(x).
We dene as omplete graph of u (and we denote it by  
u
) the measure theoreti boundary of the
subgraph of u , that is the singular set of 1
u
. We note that, assuming u and S
u
suÆiently regular, the
omplete graph  
u
onsists of the union of the graph of u and of all segments joining (x; u
 
(x)) and
(x; u
+
(x)) with x ranging in S
u
.
For more details we refer to the book [6℄ by L. Ambrosio, N. Fuso, and D. Pallara, where a self-on-
tained presentation of BV and SBV spaes an be found.
1.2 The Euler-Lagrange equations for the Mumford-Shah
funtional
Let 
 denote a bounded open subset of R
2
with Lipshitz boundary, and let us onsider the homogeneous
Mumford-Shah funtional
MS(u) =
Z


jruj
2
dx+H
1
(S
u
) (1.3)
for u 2 SBV (
).
In the sequel we will refer to the following denition of minimizers.
Denition 1.1 An absolute minimizer of (1.3) in 
 is a funtion u 2 SBV (
) suh that
Z


jruj
2
dx+H
1
(S
u
) 
Z


jrvj
2
dx+H
1
(S
v
) (1.4)
for every v 2 SBV (
) , while a Dirihlet minimizer in 
 is a funtion u 2 SBV (
) suh that (1.4) is
satised for every v 2 SBV (
) with the same trae on 
 as u .
Let us fous our attention on neessary optimality onditions near a regular portion of S
u
. Let u be
a Dirihlet minimizer of MS and let U  
 be an open set suh that S
u
\ U is a graph, that is
S
u
\ U = f(t;  (t)) : t 2 Dg
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for some open set D  R and  : D ! R . Set U
+
:= f(t; s) 2 U : s >  (t)g and U
 
:= f(t; s) 2 U :
s <  (t)g . Let ' 2 C
1
(U) be a funtion vanishing in a neighbourhood of U
+
n S
u
; by omparing u
with the funtion v := u+ "' , from the minimality of u we obtain that
Z
U
+
hru;r'i dx = 0:
This means that u is a weak solution of the following problem:
(
u = 0 in U
+
,


u = 0 on U
+
\ S
u
.
(1.5)
A similar problem is solved by u in U
 
.
The Euler equation (1.5) has been obtained by onsidering only variations of u and keeping S
u
xed.
By onsidering also variations of S
u
we expet to derive a transmission ondition for u along S
u
, whih
takes into aount the interation between the bulk and the surfae part of the funtional. Assume that
u belongs to W
2;2
(U
+
[ U
 
) and suppose that S
u
\ U is the graph of a C
2
-funtion (that is,  is of
lass C
2
). Then it an be proved that
 div
 
r 
p
1 + jr j
2
!
= j(ru)
+
j
2
  j(ru)
 
j
2
on S
u
\ U , (1.6)
where the left-hand side is the urvature of S
u
, while at the right-hand side (ru)

denote the traes of
ru on S
u
\ U from U

, respetively.
We note that, if  is known to be only of lass C
1;
, equation (1.6) atually still holds in a weak
sense. Then using (1.6) it is possible to prove that, as soon as we know that S
u
\ U is of lass C
1;
,
then S
u
\ U turns out to be in fat of lass C
1
.
The following onjeture is still an open problem.
Conjeture (De Giorgi). If u is a Dirihlet minimizer of MS , then S
u
is analyti near its regular
points.
We onlude this setion by some remarks on the regularity of the disontinuity set of a minimizer,
whih represents a very hallenging mathematial problem. In [31℄ D. Mumford and J. Shah onjetured
that, if u is a Dirihlet minimizer of MS , then S
u
is loally the union of nitely many C
1;1
embedded
ars; moreover, they showed that, if the onjeture is true, then only two kinds of singularity an our
inside 
: either a line terminates at some point, the so-alled \rak-tip", or three lines meet forming
equal angles of 2=3, the so-alled \triple juntion".
In [6, Theorem 8.1℄ the following regularity result is proved.
Theorem 1.2 If u 2 SBV (
) is a minimizer of MS , there exists an H
1
-negligible set   S
u
\ 

relatively losed in 
 suh that 
 \ S
u
n is a urve of lass C
1;1
.
This result is still far from Mumford-Shah onjeture, sine we are only able to say that  is H
1
-
negligible, and not that it has loally nite H
0
measure.
1.3 The alibration method for the Mumford-Shah funtional
In this setion we present the alibration method for the homogeneous Mumford-Shah funtional in two
dimensions and we briey reall how this riterion an be adapted to a general funtional with free
disontinuities dened on salar maps.
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We rst introdue a more general notion of minimality whih will be useful in the sequel. Let 
 be a
xed bounded open subset of R
2
with Lipshitz boundary, and 


its inner unit normal. Let A denote
an open subset of 
R with Lipshitz boundary, whose losure an be written as
A = f(x; y; z) 2 
R : 
1
(x; y)  z  
2
(x; y)g;
where the two funtions 
1
; 
2
: 
! [ 1;+1℄ satisfy 
1
< 
2
.
Denition 1.3 We say that a funtion u 2 SBV (
) is an absolute A -minimizer of MS if the omplete
graph of u is ontained in A and MS(u)  MS(v) for every v 2 SBV (
) suh that  
v
 A , while u
is a Dirihlet A -minimizer if we add the requirement that the ompeting funtions v have the same trae
on 
 as u .
For every vetoreld ' : A! R
2
R we dene the maps '
xy
: A! R
2
and '
z
: A! R by
'(x; y; z) = ('
xy
(x; y; z); '
z
(x; y; z)):
We shall onsider the olletion F of all pieewise C
1
-vetorelds ' : A ! R
2
R with the following
property: there exist a nite family (A
i
)
i2I
of pairwise disjoint open subsets of A with Lipshitz boundary
whose losures over A , and a family ('
i
)
i2I
of vetorelds in C
1
(A
i
;R
2
R) suh that ' agrees at any
point with one of the '
i
.
Let u 2 SBV (
) be suh that  
u
 A . A alibration for u on A (with respet to the funtional
MS ) is a bounded vetoreld ' 2 F satisfying the following properties:
(a1) '
z
(x; y; z) 
1
4
j'
xy
(x; y; z)j
2
for L
2
-a.e. x 2 
 and every z 2 [
1
; 
2
℄ ;
(a2) '
xy
(x; y; u(x; y)) = 2ru(x; y) and '
z
(x; y; u(x; y)) = jru(x; y)j
2
for L
2
-a.e. x 2 
;
(b1)




Z
t
2
t
1
'
xy
(x; y; z) dz




 1 for H
1
-a.e. (x; y) 2 
, and every t
1
; t
2
in [
1
; 
2
℄ ;
(b2)
Z
u
+
(x;y)
u
 
(x;y)
'
xy
(x; y; z) dz = 
u
(x; y) for H
1
-a.e. (x; y) 2 S
u
;
(1) ' is divergene-free in the sense of distributions in A .
If also the following ondition is satised:
(2) h'
xy
; 


i = 0 H
2
-a.e. on A \ (
R);
then ' is alled an absolute alibration for u on A .
We note that, in order to prove ondition (1), it is enough to show that div'
i
= 0 in A
i
for every
i 2 I , and the following transmission ondition is satised:
h'
i
; 
A
i
i = h'
j
; 
A
j
i H
2
-a.e. on A
i
\ A
j
,
where 
A
i
and 
A
j
denote the unit normal vetor to A
i
and A
j
, respetively.
We an now state the fundamental theorem of the alibration method, whih is proved in [1℄ and [2℄.
Theorem 1.4 Let u 2 SBV (
) be suh that  
u
 A . If there exists a alibration for u on A (with
respet to MS ), then u is a Dirihlet A-minimizer of the homogeneous Mumford-Shah funtional. If
there exists an absolute alibration for u on A , then u is an absolute A-minimizer.
The following lemma, whih allows to onstrut divergene-free vetorelds starting from families of
harmoni funtions, will be useful in the onstrution of the alibrations of Chapters 3 and 4.
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Lemma 1.5 Let U be an open subset of R
2
and I , J be two real intervals. Let u : UJ ! I be a
funtion of lass C
1
suh that
 u(;  ; s) is harmoni for every s 2 J ;
 there exists a C
1
-funtion t : UI ! J suh that u(x; y; t(x; y; z)) = z .
Then, if we dene in UI the vetoreld
'(x; y; z) := (2ru(x; y; t(x; y; z)); jru(x; y; t(x; y; z))j
2
);
where ru(x; y; t(x; y; z)) denotes the gradient of u with respet to the variables (x; y) omputed at the
point (x; y; t(x; y; z)) , ' is divergene-free in UI .
Proof. { Let us ompute the divergene of ' :
div'(x; y; z) = 2u(x; y; t(x; y; z)) + 2h
s
ru(x; y; t(x; y; z));rt(x; y; z)i
+ 2
z
t(x; y; z) hru(x; y; t(x; y; z)); 
s
ru(x; y; t(x; y; z))i; (1.7)
where u(x; y; t(x; y; z)) denotes the Laplaian of u with respet to (x; y) omputed at (x; y; t(x; y; z)),
and rt(x; y; z) denotes the gradient of t with respet to (x; y). By dierentiating the identity veried
by the funtion t rst with respet to z and with respet to (x; y), we derive that

s
u(x; y; t(x; y; z)) 
z
t(x; y; z) = 1; ru(x; y; t(x; y; z)) + 
s
u(x; y; t(x; y; z))rt(x; y; z) = 0:
Using these identities and substituting in (1.7), we nally obtain
div'(x; y; z) = 2u(x; y; t(x; y; z)) = 0;
sine by assumption u is harmoni with respet to (x; y). 2
Let us onsider now a general funtional of the form
F (u) :=
Z


f(x; u;ru) dx+
Z
S
u
 (x; u
 
; u
+
; 
u
)H
n 1
;
where 
 is a bounded open subset of R
n
with Lipshitz boundary, the unknown u belongs to SBV (
),
and f ,  are Borel funtions.
Let f

and 
 

f denote the onvex onjugate and the subdierential of f with respet to the last
variable. We reall that the subdierential of a funtion g : R
n
! [0;+1℄ at the point  2 R
n
is dened
as the set of vetors  2 R
n
suh that g() + h;    i  g() for every  2 R
n
.
As before, let A be an open subset of 
R with Lipshitz boundary whose losure an be written as
A = f(x; z) 2 
R : 
1
(x)  z  
2
(x)g;
where 
1
; 
2
: 
! [ 1;+1℄ satisfy 
1
< 
2
.
The regularity assumptions on ' an be weakened by requiring that ' is approximately regular, i.e.
it is bounded and for every Lipshitz hypersurfae M in R
n+1
there holds
ap lim
(x;z)!(x
0
;z
0
)
h'(x; z); 
M
(x
0
; z
0
)i = h'(x
0
; z
0
); 
M
(x
0
; z
0
)i for H
n
-a.e. (x; z) 2M \A ,
where 
M
(x
0
; y
0
) is the unit normal to M at (x
0
; y
0
). It is easy to see that, if ' 2 F , then ' is
approximately regular.
Let u 2 SBV (
) be suh that  
u
 A . A alibration for u on A with respet to the funtional F
is an approximately regular vetoreld ' = ('
x
; '
z
) : A! R
n
R satisfying the following onditions:
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(a1) '
z
(x; z)  f

(x; z; '
x
(x; z)) for L
n
-a.e. x 2 
 and every z 2 [
1
; 
2
℄ ;
(a2) '
x
(x; u(x)) 2 
 

f(x; u(x);ru(x)) and '
z
(x; u(x)) = f

(x; u(x); '
x
(x; u(x))) for L
n
-a.e. x 2 
;
(b1)
Z
t
2
t
1
h'
x
(x; z); i dz   (x; t
1
; t
2
; ) for H
n 1
-a.e. x 2 
, every  2 S
n 1
, and every t
1
< t
2
in
[
1
; 
2
℄ ;
(b2)
Z
u
+
(x)
u
 
(x)
h'
x
(x; z); 
u
(x)i dz =  (x; u
 
(x); u
+
(x); 
u
(x)) for H
n 1
-a.e. x 2 S
u
;
(1) ' is divergene-free in the sense of distributions in A .
If also the following ondition is satised:
(2) h'
x
; 


i = 0 H
n
-a.e. on A \ (
R);
then ' is alled an absolute alibration.
The following theorem is proved in [2℄.
Theorem 1.6 Let u 2 SBV (
) be suh that  
u
 A . If there exists a alibration for u on A with
respet to F , then u is a Dirihlet A-minimizer of F , that is F (u)  F (v) for every v 2 SBV (
) with
the same trae on 
 as u and suh that  
v
 A . If there exists an absolute alibration for u on A
with respet to F , then u is an absolute A-minimizer of F , that is F (u)  F (v) for every v 2 SBV (
)
suh that  
v
 A .
Chapter 2
Calibrations for minimizers with a
retilinear disontinuity set
In this hapter we show the rst examples of alibrations for disontinuous funtions, whih are not loally
onstant. In partiular, we onsider solutions w of the Euler-Lagrange equations for the homogeneous
Mumford-Shah funtional
MS(w) =
Z


jrw(x; y)j
2
dx dy +H
1
(S
w
); (2.1)
and we assume that the disontinuity set S
w
is a straight line segment onneting two boundary points
of the domain. We prove that, under the additional assumptions that the tangential derivatives 

w and

2

w of w do not vanish on both sides of S
w
, the Euler onditions are also suÆient for the Dirihlet
minimality in small domains.
Let 
 be a irle in R
2
with entre on the x-axis, and set


0
:= f(x; y) 2 
 : y 6= 0g; S := f(x; y) 2 
 : y = 0g:
If w 2 C
1
(

0
) with
R


0
jrwj
2
dx dy < +1 , then it is easy to see that w satises the Euler onditions
for the Mumford-Shah funtional (see Setion 1.2) if and only if w has one of the following forms:
w(x; y) =
(
u(x; y) if y > 0;
 u(x; y) + 
1
if y < 0;
(2.2)
or
w(x; y) =
(
u(x; y) + 
2
if y > 0;
u(x; y) if y < 0;
(2.3)
where u 2 C
1
(
) is harmoni with normal derivative vanishing on S and 
1
, 
2
are real onstants. For
our purposes, it is enough to onsider the ase 
1
= 0 in (2.2) and 
2
= 1 in (2.3).
In both ases we will onstrut an expliit alibration for w in the ylinder UR , where U is a
suitable neighbourhood of (x
0
; y
0
). Sine this onstrution is elementary when (x
0
; y
0
) =2 S
w
(see [2℄),
we onsider only the ase (x
0
; y
0
) 2 S
w
.
In Setion 2.1 we onsider the speial ase of the funtion
w(x; y) :=
(
x if y > 0;
 x if y < 0;
(2.4)
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and give in full details the expression of the alibration for w (see Theorem 2.1); then in Theorem 2.3
we adapt the same onstrution to the funtion
w(x; y) :=
(
x+ 1 if y > 0;
x if y < 0:
(2.5)
In Setion 2.2 we onsider the general ases (2.2) and (2.3): the former ase (2.2) is studied in Theorem
2.4 by a suitable hange of variables and by adding two new parameters to the onstrution used in
Theorem 2.1; the minor hanges for (2.2) are onsidered in Theorem 2.5.
2.1 A model ase
In this setion we deal with the minimality of the funtions (2.4) and (2.5). The aim of the study of these
simpler ases (but we will see that they involve the main diÆulties) is to larify the ideas of the general
onstrution.
Theorem 2.1 Let w : R
2
! R be the funtion dened by
w(x; y) :=
(
x if y > 0;
 x if y < 0:
Then every point (x
0
; y
0
) 6= (0; 0) has an open neighbourhood U suh that w is a Dirihlet minimizer in
U of the Mumford-Shah funtional (2.1).
Proof. { The result follows from Example 4.10 of [2℄ if y
0
6= 0. We onsider now the ase y
0
= 0,
assuming for simpliity that x
0
> 0. We will onstrut a loal alibration of w near (x
0
; 0). Let us x
" > 0 suh that
0 < " <
x
0
10
; 0 < " <
1
32
: (2.6)
For 0 < Æ < " we onsider the open retangle
U := f(x; y) 2 R
2
: jx  x
0
j < "; jyj < Æg
and the following subsets of UR (see Fig. 2.1):
A
1
:= f(x; y; z) 2 UR : x  (y) < z < x+ (y)g;
A
2
:= f(x; y; z) 2 UR : b+ () y < z < b+ () y + hg ;
A
3
:= f(x; y; z) 2 UR :  h < z < hg;
A
4
:= f(x; y; z) 2 UR :  b+ () y   h < z <  b+ () yg ;
A
5
:= f(x; y; z) 2 UR :  x  ( y) < z <  x+ ( y)g;
where
(y) :=
p
4"
2
  ("  y)
2
;
h :=
x
0
  3"
4
; () :=

4
 
1

; b := 2h+ () Æ;  :=
1  4"
2h
:
We will assume that
Æ <
x
0
  3"
8 j()j
; (2.7)
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z
y
y=δy=−δ
A 2
A 3
A 4
A 5
z=-x
z=x
A 1
Figure 2.1: Setion of the sets A
1
; : : : ; A
5
at x = onstant.
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so that the sets A
1
; : : : ; A
5
are pairwise disjoint.
For every (x; y; z) 2 UR , let us dene the vetor '(x; y; z) = ('
x
; '
y
; '
z
)(x; y; z) 2 R
3
as follows:
8
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
:
 
2("  y)
p
("  y)
2
+ (z   x)
2
;
 2(z   x)
p
("  y)
2
+ (z   x)
2
; 1
!
if (x; y; z) 2 A
1
;

0; ;

2
4

if (x; y; z) 2 A
2
;
(f(y); 0; 1) if (x; y; z) 2 A
3
;

0; ;

2
4

if (x; y; z) 2 A
4
;
 
 2("+ y)
p
("+ y)
2
+ (z + x)
2
;
2(z + x)
p
("+ y)
2
+ (z + x)
2
; 1
!
if (x; y; z) 2 A
5
;
(0; 0; 1) otherwise;
where
f(y) :=  
1
h
 
Z
(y)
0
"  y
p
t
2
+ ("  y)
2
dt 
Z
( y)
0
"+ y
p
t
2
+ ("+ y)
2
dt
!
:
Note that A
1
[ A
5
is an open neighbourhood of graphw \ (UR). The purpose of the denition
of ' in A
1
and A
5
(see Fig. 2.2) is to provide a divergene-free vetoreld satisfying ondition (a2) of
Setion 1.3 and suh that
'
y
(x; 0; z) > 0 for jzj < x;
'
y
(x; 0; z) < 0 for jzj > x:
These properties are ruial in order to obtain (b1) and (b2) simultaneously.
The role of A
2
and A
4
is to give the main ontribution to the integral in (b2). To explain this fat,
suppose, for a moment, that " = 0; in this ase we would have A
1
= A
5
= ; and
Z
x
 x
'
y
(x; 0; z) dz = 1;
so that the y -omponent of equality (b2) would be satised.
The purpose of the denition of ' in A
3
is to orret the x-omponent of ' , in order to obtain (b1).
We shall prove that, for a suitable hoie of Æ , the vetoreld ' is a alibration for w in the retangle
U .
Inequality (a1) is learly satised in all regions: the only nontrivial ase is A
3
, where using (2.6) we
have
jf(y)j 
4 ((y) + ( y))
x
0
  3"

8
p
3"
x
0
  3"
< 2:
On the graph of w we have
'(x; y; w(x; y)) =
(
(2; 0; 1) if y > 0;
( 2; 0; 1) if y < 0;
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y
x
y=−δ
y=δ
x=z
Figure 2.2: Setion of the set A
1
at z = onstant.
so ondition (a2) is satised.
Note that for a given z 2 R we have

x
'
x
(x; y; z) + 
y
'
y
(x; y; z) = 0 (2.8)
for every (x; y) suh that (x; y; z) 2 A
1
[ A
5
. This implies ' is divergene-free in A
1
[ A
5
. Moreover
div' = 0 in the other sets A
i
, and the normal omponent of ' is ontinuous aross A
i
: the hoie of
() ensures that this property holds for A
2
and A
4
(see Fig. 2.3). Therefore ' is divergene-free in
the sense of distributions in UR .
We now ompute
Z
x
 x
'
y
(x; y; z) dz:
Let us x y with jyj < Æ . Sine '
y
(x; y; z) depends on z   x , we have
Z
x
x (y)
'
y
(x; y; z) dz =
Z
x+(y)
x
'
y
(; y; x) d: (2.9)
Using (2.8) and applying the divergene theorem to the urvilinear triangle
T = f(; ) 2 R
2
:  > x;  < y; ("  )
2
+ (x  )
2
< 4"
2
g
(see Fig. 2.4), we obtain
20 Chapter 2
Figure 2.3: Setion of the set A
2
at x = onstant.
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y
ξ
η
ε
x
y
Figure 2.4: The urvilinear triangle T .
Z
x+(y)
x
'
y
(; y; x) d =
Z
y
 "
'
x
(x; ; x) d = 2(y + "): (2.10)
From (2.9) and (2.10), we get
Z
x
x (y)
'
y
(x; y; z) dz = 2(y + "): (2.11)
Similarly we an prove that
Z
 x+( y)
 x
'
y
(x; y; z) dz = 2( y + "): (2.12)
Using the denition of ' in A
2
, A
3
, A
4
, we obtain
Z
x
 x
'
y
(x; y; z) dz = 1: (2.13)
On the other hand, by the denition of f , we have immediately that
Z
x
 x
'
x
(x; y; z) dz = 0: (2.14)
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From these equalities it follows in partiular that ondition (b2) is satised on the jump set S
w
\ U =
f(x; y) 2 U : y = 0g .
Let us begin now the proof of (b1). Let us x (x; y) 2 U . For every t
1
< t
2
we set
I(t
1
; t
2
) :=
Z
t
2
t
1
('
x
; '
y
)(x; y; z) dz:
It is enough to onsider the ase  x  ( y)  t
1
 t
2
 x  (y). We an write
I(t
1
; t
2
) = I(t
1
; x) + I( x; x) + I(x; t
2
);
I(t
1
; x) = I(t
1
^ ( x+ ( y)); x) + I(t
1
_ ( x+ ( y)); x+ ( y));
I(x; t
2
) = I(x; t
2
_ (x  (y))) + I(x  (y); t
2
^ (x  (y))):
Therefore
I(t
1
; t
2
) = I( x; x) + I(t
1
^ ( x+ ( y)); x) + I(x; t
2
_ (x   (y)))
+ I(t
1
_ ( x+ ( y)); t
2
^ (x  (y)))   I( x+ ( y); x  (y)): (2.15)
Let B be the ball of radius 4" entred at (0; 4"). We want to prove that
I(x; t) 2 B (2.16)
for every t with x   (y)  t  x + (y). Let us denote the omponents of I(x; t) by a
x
and a
y
.
Arguing as in the proof of (2.11), we get the identity
a
y
= 2("  y)  2
p
(t  x)
2
+ ("  y)
2
 0:
As j'
x
j  2, we have also
(a
x
)
2
 4(t  x)
2
= (2("  y)  a
y
)
2
  4("  y)
2
:
From these estimates it follows that
(a
x
)
2
+ (a
y
+ 4")
2
 16"
2
;
whih proves (2.16). In the same way we an prove that
I(t; x) 2 B (2.17)
for every t with  x  ( y)  t   x+ ( y):
If f(y)  0, we dene
C := ([0; 2hf(y)℄[0;
1
2
  2"℄) [ (f2hf(y)g[0; 1  4"℄);
if f(y)  0, we simply replae [0; 2hf(y)℄ by [2hf(y); 0℄. >From the denition of ' in A
2
, A
3
, A
4
, it
follows that
I( x+ ( y); x  (y)) = (2hf(y); 1  4") (2.18)
and
I(s
1
; s
2
) 2 C (2.19)
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for  x+ ( y)  s
1
 s
2
 x  (y). Let D := C   (2hf(y); 1  4"), i.e.,
D = ([ 2hf(y); 0℄[ 1 + 4"; 
1
2
+ 2"℄) [ (f0g[ 1 + 4"; 0℄);
for f(y)  0; the interval [ 2hf(y); 0℄ is replaed by [0; 2hf(y)℄ when f(y)  0. >From (2.15), (2.13),
(2.14), (2.16), (2.17), (2.18) and (2.19) we obtain
I(t
1
; t
2
) 2 (0; 1) + 2B +D: (2.20)
As f(0) = 0, we an hoose Æ so that (2.7) is satised and
j2hf(y)j =
x
0
  3"
2
jf(y)j  " (2.21)
for jyj < Æ . It is then easy to see that, by (2.6), the set (0; 1) + 2B + D is ontained in the unit ball
entred at (0; 0). So that (2.20) implies (b1). 2
Remark 2.2 The assumption (x
0
; y
0
) 6= (0; 0) in Theorem 2.1 annot be dropped. Indeed, there is no
neighbourhood U of (0; 0) suh that w is a Dirihlet minimizer of the Mumford-Shah funtional in U .
To see this fat, let  be a funtion dened on the square Q = ( 1; 1)( 1; 1) satisfying the boundary
ondition  = w on Q and suh that S
 
= (( 1; 1=2) [ (1=2; 1))f0g . For every " , let  
"
be the
funtion dened on Q
"
:= "Q by  
"
(x; y) := " (x="; y="). Note that  
"
satises the boundary ondition
 
"
= w on Q
"
. Let us ompute the Mumford-Shah funtional for  
"
on Q
"
:
Z
Q
"
jr 
"
j
2
dx dy +H
1
(S
 
"
) = "
2
Z
Q
jr j
2
dx dy + ":
Sine
Z
Q
"
jrwj
2
dx dy +H
1
(S
w
) = 4"
2
+ 2";
we have
Z
Q
"
jr 
"
j
2
dx dy +H
1
(S
 
"
) <
Z
Q
"
jrwj
2
dx dy +H
1
(S
w
)
for " suÆiently small. 2
The onstrution shown in the proof of Theorem 2.1 an be easily adapted to dene a alibration for
the funtion w in (2.5).
Theorem 2.3 Let w : R
2
! R be the funtion dened by
w(x; y) :=
(
x+ 1 if y > 0;
x if y < 0:
Then every point (x
0
; y
0
) 2 R
2
has an open neighbourhood U suh that w is a Dirihlet minimizer in U
of the Mumford-Shah funtional (2.1).
Proof. { The result follows by Example 4.10 of [2℄ if y
0
6= 0. We onsider now the ase y
0
= 0; we will
onstrut a loal alibration of w near (x
0
; 0), using the same tehnique as in Theorem 2.1. We give only
the new denitions of the sets A
1
; : : : ; A
5
and of the funtion ' , and leave to the reader the veriation
of the fat that this funtion is a alibration for suitable values of the involved parameters.
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Let us x " > 0 suh that
0 < " <
1
24
; 0 < " <
1
32
: (2.22)
For 0 < Æ < " we onsider the open retangle
U := f(x; y) 2 R
2
: jx  x
0
j < "; jyj < Æg
and the following subsets of UR
A
1
:= f(x; y; z) 2 UR : x+ 1  (y) < z < x+ 1 + (y)g;
A
2
:= f(x; y; z) 2 UR : b+ () y + 3h < z < b+ () y + 4hg;
A
3
:= f(x; y; z) 2 UR : x
0
+ 3"+ 2h < z < x
0
+ 3"+ 3hg;
A
4
:= f(x; y; z) 2 UR : b+ () y < z < b+ () y + hg;
A
5
:= f(x; y; z) 2 UR : x  ( y) < z < x+ ( y)g;
where
(y) :=
p
4"
2
  ("  y)
2
;
h :=
1  6"
5
; () :=

4
 
1

; b := x
0
+ 3"+ () Æ;  :=
1  4"
2h
:
We will assume that
Æ <
1  6"
10j()j
; (2.23)
so that the sets A
1
; : : : ; A
5
are pairwise disjoint.
For every (x; y; z) 2 UR , let us dene the vetor '(x; y; z) 2 R
3
as follows:
8
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
:
 
2("  y)
p
("  y)
2
+ (z   x  1)
2
;
 2(z   x  1)
p
("  y)
2
+ (z   x  1)
2
; 1
!
if (x; y; z) 2 A
1
;

0; ;

2
4

if (x; y; z) 2 A
2
;
(f(y); 0; 1) if (x; y; z) 2 A
3
;

0; ;

2
4

if (x; y; z) 2 A
4
;
 
2("+ y)
p
("+ y)
2
+ (z   x)
2
;
2(z   x)
p
("+ y)
2
+ (z   x)
2
; 1
!
if (x; y; z) 2 A
5
;
(0; 0; 1) otherwise;
where
f(y) :=  
2
h
 
Z
(y)
0
"  y
p
t
2
+ ("  y)
2
dt+
Z
( y)
0
"+ y
p
t
2
+ ("+ y)
2
dt
!
for every jyj < Æ . 2
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2.2 The general ase
In this setion we denote by 
 a ball in R
2
entred at (0; 0) and we onsider as u in (2.2) and in (2.3)
a generi harmoni funtion with normal derivative vanishing on S . We add the tehnial assumption
that the rst and seond order tangential derivatives of u are not zero on S .
Theorem 2.4 Let u : 
 ! R be a harmoni funtion suh that 
y
u(x; 0) = 0 for (x; 0) 2 
 , and let
w : 
! R be the funtion dened by
w(x; y) :=
(
u(x; y) for y > 0;
 u(x; y) for y < 0:
Assume that u
0
:= u(0; 0) 6= 0 , 
x
u(0; 0) 6= 0 , and 
2
xx
u(0; 0) 6= 0 . Then there exists an open neighbour-
hood U of (0; 0) suh that w is a Dirihlet minimizer in U of the Mumford-Shah funtional (2.1).
Proof. { We may assume u(0; 0) > 0 and 
x
u(0; 0) > 0. We shall give the proof only for 
2
xx
u(0; 0) > 0,
and we shall explain at the end the modiation needed for 
2
xx
u(0; 0) < 0. Let v : 
 ! R be the
harmoni onjugate of u that vanishes on y = 0, i.e., the funtion satisfying 
x
v(x; y) =  
y
u(x; y),

y
v(x; y) = 
x
u(x; y), and v(x; 0) = 0.
Consider a small neighbourhood U of (0; 0) suh that the map (x; y) := (u(x; y); v(x; y)) is invertible
on U and 
x
u > 0 on U . We all 	 the inverse funtion (u; v) 7! ((u; v); (u; v)), whih is dened in
the neighbourhood V := (U) of (u
0
; 0). Note that, if U is small enough, then (u; v) = 0 if and only
if v = 0. Moreover,
D	 =


u
 
v


u
 
v


=
1
jruj
2


x
u 
x
v

y
u 
y
v

; (2.24)
where, in the last formula, all funtions are omputed at (x; y) = 	(u; v), and so 
u
 = 
v
 , 
v
 =  
u

and 
u
(u; 0) = 0, 
v
(u; 0) > 0. In partiular,  and  are harmoni, and

2
uu
(u; 0) = 0; 
2
vv
(u; 0) = 0: (2.25)
On U we will use the oordinate system (u; v) given by . By (2.24) the anonial basis of the tangent
spae to U at a point (x; y) is given by

u
=
ru
jruj
2
; 
v
=
rv
jrvj
2
: (2.26)
For every (u; v) 2 V , let G(u; v) be the matrix assoiated with the rst fundamental form of U in the
oordinate system (u; v), and let g(u; v) be its determinant. By (2.24) and (2.26),
g = ((
u
)
2
+ (
v
)
2
)
2
=
1
jru(	)j
4
: (2.27)
We set (u; v) :=
4
p
g(u; v).
The alibration '(x; y; z) on UR will be written as
'(x; y; z) =
1

2
(u(x; y); v(x; y))
(u(x; y); v(x; y); z): (2.28)
We will adopt the following representation for  : VR ! R
3
:
(u; v; z) = 
u
(u; v; z)
u
+ 
v
(u; v; z)
v
+ 
z
(u; v; z)e
z
; (2.29)
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where e
z
is the third vetor of the anonial basis of R
3
, and 
u
, 
v
are omputed at the point 	(u; v).
We now reformulate the onditions of Setion 1.3 in this new oordinate system. It is known from
dierential geometry (see, e.g., [9, Proposition 3.5℄) that, if X = X
u

u
+ X
v

v
is a vetoreld on U ,
then the divergene of X is given by
divX =
1

2
(
u
(
2
X
u
) + 
v
(
2
X
v
)): (2.30)
Using (2.26), (2.27), (2.28), (2.29), and (2.30) it turns out that ' is a alibration if the following onditions
are satised:
(a1) (
u
(u; v; z))
2
+ (
v
(u; v; z))
2
 4
z
(u; v; z) for every (u; v; z) 2 VR ;
(a2) 
u
(u; v;u) = 2, 
v
(u; v;u) = 0, and 
z
(u; v;u) = 1 for every (u; v) 2 V ;
(b1)

Z
t
s

u
(u; v; z) dz

2
+

Z
t
s

v
(u; v; z) dz

2
 
2
(u; v) for every (u; v) 2 V , s; t 2 R ;
(b2)
Z
u
 u

u
(u; 0; z) dz = 0 and
Z
u
 u

v
(u; 0; z) dz = (u; 0) for every (u; 0) 2 V ;
(1) 
u

u
+ 
v

v
+ 
z

z
= 0 for every (u; v; z) 2 VR .
Given suitable parameters " > 0, h > 0,  > 0, that will be hosen later, and assuming
V = f(u; v) : ju  u
0
j < Æ; jvj < Æg; (2.31)
with Æ < " , we onsider the following subsets of VR
A
1
:= f(u; v; z) 2 VR : u  (v) < z < u+ (v)g;
A
2
:= f(u; v; z) 2 VR : 3h+ (u; v) < z < 3h+ (u; v) + 1=g ;
A
3
:= f(u; v; z) 2 VR :  h < z < hg;
A
4
:= f(u; v; z) 2 VR :  3h+ (u; v)  1= < z <  3h+ (u; v)g ;
A
5
:= f(u; v; z) 2 VR :  u  ( v) < z <  u+ ( v)g;
where
(v) :=
p
4"
2
  ("  v)
2
;
and  is a suitable smooth funtion satisfying (u; 0) = 0, whih will be dened later. It is easy to see
that, if " and h are suÆiently small, while  is suÆiently large, then the sets A
1
; : : : ; A
5
are pairwise
disjoint, provided Æ is small enough. Moreover, sine (u; 0) = 
v
(u; 0) > 0, by ontinuity we may
assume that
(u; v) > 128" and 
v
(u; v) > 8" (2.32)
for every (u; v) 2 V .
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For (u; v) 2 V and z 2 R the vetor (u; v; z) introdued in (2.28) is dened as follows:
8
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
:
2("  v)
p
("  v)
2
+ (z   u)
2

u
 
2(z   u)
p
("  v)
2
+ (z   u)
2

v
+ e
z
in A
1
;
 (u; v)
v
p
(u  a)
2
+ v
2

u
+ (u; v)
u  a
p
(u  a)
2
+ v
2

v
+ e
z
in A
2
;
f(v)
u
+ e
z
in A
3
;
 (u; v)
v
p
(u  a)
2
+ v
2

u
+ (u; v)
u  a
p
(u  a)
2
+ v
2

v
+ e
z
in A
4
;
 
2("+ v)
p
("+ v)
2
+ (z + u)
2

u
+
2(z + u)
p
("+ v)
2
+ (z + u)
2

v
+ e
z
in A
5
;
e
z
otherwise,
where
a < u
0
  11Æ;  > 0 (2.33)
f(v) :=  
1
h
 
Z
(v)
0
("  v)
p
t
2
+ ("  v)
2
dt 
Z
( v)
0
("+ v)
p
t
2
+ ("+ v)
2
dt
!
;
(u; v) :=
1
2
(a+
p
(u  a)
2
+ v
2
; 0)  2": (2.34)
We hoose  as the solution of the Cauhy problem
8
>
<
>
:
(u; v)( v 
u
 + (u  a)
v
) = (  1)
p
(u  a)
2
+ v
2
;
(u; 0) = 0:
(2.35)
Sine the line v = 0 is not harateristi for the equation near (u
0
; 0), there exists a unique solution
 2 C
1
(V ), provided V is small enough.
In the oordinate system (u; v) the denition of the eld  in A
1
, A
3
, and A
5
is the same as the
denition of ' in the proof of Theorem 2.1. The ruial dierene is in the denition on the sets A
2
and
A
4
, where now we are fored to introdue two new parameters a and  . Note that the denition given
in Theorem 2.1 an be regarded as the limiting ase as a tends to +1 .
In order to satisfy ondition (a1), it is enough to take the parameter  suh that

2
4

2
(u; v)  
for every (u; v) 2 V , and require that
jf(v)j  2: (2.36)
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Sine
jf(v)j 
(v) + ( v)
h

4 "
h
; (2.37)
inequality (2.36) is true if we impose
2 "  h:
Looking at the denition of  on A
1
and A
5
, one an hek that ondition (a2) is satised.
By diret omputations it is easy to see that  satises ondition (1) on A
1
and A
5
. Similarly, the
vetoreld
 
 
v
p
(u  a)
2
+ v
2
;
u  a
p
(u  a)
2
+ v
2
!
is divergene-free; sine (u  a)
2
+ v
2
is onstant along the integral urves of this eld, by onstrution
the same property holds for  , so that  satises ondition (1) in A
2
and A
4
.
In A
3
, ondition (1) is trivially satised.
Note that the normal omponent of  is ontinuous aross eah A
i
: for the region A
3
this ontinuity
is guaranteed by our hoie of  . This implies that (1) is satised in the sense of distributions on VR .
Arguing as in the proof of (2.11), (2.12), (2.14) in Theorem 2.1, we nd that for every (u; v) 2 V
Z
 u+( v)
 u

u
(u; v; z) dz +
Z
h
 h

u
(u; v; z) dz +
Z
u
u (v)

u
(u; v; z) dz = 0;
Z
 u+( v)
 u

v
(u; v; z) dz +
Z
h
 h

v
(u; v; z) dz +
Z
u
u (v)

v
(u; v; z) dz = 4":
Now, it is easy to see that
Z
u
 u

u
(u; v; z) dz =  2(u; v)
v
p
(u  a)
2
+ v
2
; (2.38)
Z
u
 u

v
(u; v; z) dz = 4"+ 2(u; v)
u  a
p
(u  a)
2
+ v
2
; (2.39)
sine for v = 0 we have
(u; 0) =
1
2
(u; 0)  2";
ondition (b2) is satised.
By ontinuity, if Æ is small enough, we have
Z
u
 u

v
(u; v; z) dz >
7
8
(u; v) (2.40)
for every (u; v) 2 V .
From now on, we regard the pair (
u
; 
v
) as a vetor in R
2
. To prove ondition (b1) we set
I
";a
(u; v; s; t) :=
Z
t
s
(
u
; 
v
)(u; v; z) dz
for every (u; v) 2 V , and for every s; t 2 R . We want to ompare the behaviour of the funtions jI
";a
j
2
and 
2
; to this aim, we dene the funtion
d
";a
(u; v; s; t) := jI
";a
(u; v; s; t)j
2
  
2
(u; v):
Calibrations for minimizers with a retilinear disontinuity set 29
We have already shown (ondition (b2)) that
d
";a
(u; 0; u; u) = 0: (2.41)
We start by proving that, if V is suÆiently small, ondition (b1) holds for every (u; v) 2 V , for s lose
to  u and t lose to u . Using the denition of (u; v; z) on A
1
and A
5
, one an ompute expliitly
d
";a
(u; v; s; t) for js+ uj  ( v) and for jt  uj  (v). By diret omputations one obtains
r
v;s;t
d
";a
(u; 0; u; u) = 0 (2.42)
for (u; 0) 2 V .
We now want to ompute the Hessian matrix r
2
v;s;t
d
";a
at the point (u
0
; 0; u
0
; u
0
). By (2.34) and
(2.27), after some easy omputations, we get

2
vv
(u; 0) =
1
2(u  a)

u
(u; 0) =
1
2(u  a)

2
uv
(u; 0):
Using this equality and the expliit expression of d
";a
near (u
0
; 0; u
0
; u
0
), we obtain

2
vv
d
";a
(u
0
; 0; u
0
; u
0
) =  
8"
(u
0
  a)
2
(
v
(u
0
; 0)  4") +
2
u
0
  a

v
(u
0
; 0) 
2
uv
(u
0
; 0)  
2
vv
(
2
)(u
0
; 0):
Sine  and  do not depend on a and " , for every " satisfying (2.32) we an nd a so lose to u
0
that

2
vv
d
";a
(u
0
; 0; u
0
; u
0
) < 0: (2.43)
Moreover, we easily obtain that

2
tt
d
";a
(u
0
; 0; u
0
; u
0
) = 
2
ss
d
";a
(u
0
; 0; u
0
; u
0
) = 8 
4
"

v
(u
0
; 0);

2
vt
d
";a
(u
0
; 0; u
0
; u
0
) = 
2
vs
d
";a
(u
0
; 0; u
0
; u
0
) =  
4
u
0
  a
(
v
(u
0
; 0)  4");

2
st
d
";a
(u
0
; 0; u
0
; u
0
) = 8:
By the above expressions, it follows that
det
0


2
vv
d
";a

2
vt
d
";a

2
vt
d
";a

2
tt
d
";a
1
A
(u
0
; 0; u
0
; u
0
) =
16
(u
0
  a)
2

v
(u
0
; 0)(
v
(u
0
; 0)  4") +

1
(")
u
0
  a
+ 
2
(");
where 
1
("), 
2
(") are two onstants depending only on " . Then, if " satises (2.32), a an be hosen
so lose to u
0
that
det
0


2
vv
d
";a

2
vt
d
";a

2
vt
d
";a

2
tt
d
";a
1
A
(u
0
; 0; u
0
; u
0
) > 0: (2.44)
At last, the determinant of the Hessian matrix of d
";a
at (u
0
; 0; u
0
; u
0
) is given by
detr
2
v;s;t
d
";a
(u
0
; 0; u
0
; u
0
) =
32
"
2
(u
0
  a)
(
v
(u
0
; 0))
2

2
uv
(u
0
; 0)(
v
(u
0
; 0)  4") + 
3
(");
where 
3
(") is a onstant depending only on " . Sine, by (2.24),

2
uv
(u
0
; 0) =  

2
xx
u(0; 0)
(
x
u(0; 0))
3
;
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given " satisfying (2.32), we an hoose a so lose to u
0
that
detr
2
v;s;t
d
";a
(u
0
; 0; u
0
; u
0
) < 0: (2.45)
By (2.43), (2.44), and (2.45), we an onlude that, by a suitable hoie of the parameters, the Hessian
matrix of d
";a
(with respet to v; s; t) at (u
0
; 0; u
0
; u
0
) is negative denite. This fat, with (2.41) and
(2.42), allows us to state the existene of a onstant  > 0 suh that
d
";a
(u; v; s; t) < 0 (2.46)
for js+ u
0
j <  , jt  u
0
j <  , (u; v) 2 V , v 6= 0, provided V is suÆiently small. So, ondition (b1) is
satised for js+ u
0
j <  and jt  u
0
j <  . We an assume Æ <  < (v) for every (u; v) 2 V .
From now on, sine at this point the parameters " , a have been xed, we simply write I instead of
I
";a
. We now study the more general ase js+ uj < ( v) and jt  uj < (v).
Let us set
m
1
(u; v) := max fjI(u; v; s; t)j : js+ uj  ( v); jt  uj  (v); jt  u
0
j  g :
By the denition of A
1
; : : : ; A
5
, for  = (Æ) + Æ we have (
u
; 
v
) = 0 on (V[u
0
  ; u
0
+ ℄) nA
1
and
(V [ u
0
  ; u
0
+ ℄) nA
5
. This implies that
m
1
(u; v) = max fjI(u; v; s; t)j : js+ u
0
j  ;   jt  u
0
j  g
for (u; v) 2 V . The funtion m
1
, as supremum of a family of ontinuous funtions, is lower semion-
tinuous. Moreover, m
1
is also upper semiontinuous; indeed, suppose, by ontradition, that there exist
two sequenes (u
n
), (v
n
) onverging respetively to u , v , suh that (m
1
(u
n
; v
n
)) onverges to a limit
l > m
1
(u; v); then, there exist (s
n
), (t
n
) suh that
js
n
+ u
n
j  ( v
n
); jt
n
  u
n
j  (v
n
); jt
n
  u
0
j  ; (2.47)
and m
1
(u
n
; v
n
) = jI(u
n
; v
n
; s
n
; t
n
)j . Up to subsequenes, we an assume that (s
n
), (t
n
) onverge
respetively to s , t suh that, by (2.47),
js+ uj  ( v); jt  uj  (v); jt  u
0
j   ;
hene, we have that
m
1
(u; v)  jI(u; v; s; t)j = lim
n!1
jI(u
n
; v
n
; s
n
; t
n
)j = l;
whih is impossible sine l > m
1
(u; v). Therefore, m
1
is ontinuous.
Let B be the open ball of radius 4" entred at (0; 4"). Arguing as in (2.16), we an prove that
I(u; v; u; t) 2 B (2.48)
whenever 0 < jt  uj  (v). In the same way we an prove that
I(u; v; s; u) 2 B (2.49)
for 0 < js+ uj  ( v). We an write
I(u; v; s; t) = I(u; v; s; u) + I(u; v; u; u) + I(u; v; u; t): (2.50)
So, for js+ uj  ( v), jt  uj  (v), and jt  u
0
j   , by (2.49), (2.38), (2.39), and (2.48), we obtain
that
I(u; 0; s; t) 2 (0; (u; 0)) +B +B;
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hene, by (2.32), I(u; 0; s; t) belongs to the open ball of radius (u; 0) entred at (0; 0), and so, m
1
(u; 0) <
(u; 0). By ontinuity, if V is small enough,
m
1
(u; v) < (u; v) (2.51)
for every (u; v) 2 V .
Analogously, we dene
m
2
(u; v) := max fjI(u; v; s; t)j : js+ uj  ( v); js+ u
0
j  ; jt  uj  (v); g :
Arguing as in the ase of m
1
, we an prove that, if V is small enough,
m
2
(u; v) < (u; v) (2.52)
for every (u; v) 2 V .
By (2.51), (2.52), and (2.46), we an onlude that I(u; v; s; t) belongs to the ball entred at (0; 0)
with radius (u; v), for js+uj  ( v) and jt uj  (v). More preisely, let E(u; v) be the intersetion
of this ball with the upper half plane bounded by the horizontal straight line passing through the point
(0;
3
4
(u; v)): by (2.50), (2.40), (2.48), (2.49), and (2.32), we dedue that
I(u; v; s; t) 2 E(u; v) (2.53)
for js+ uj  ( v) and jt  uj  (v).
We an now onlude the proof of (b1). It is enough to onsider the ase  u   ( v)  s  t 
u+ (v). We an write
I(u; v; s; t) = I(u; v; s ^ ( u+ ( v)); t _ (u  (v)))
+ I(u; v; s _ ( u+ ( v)); t ^ (u  (v)))   I(u; v; u+ ( v); u  (v)): (2.54)
By (2.53), it follows that
I(u; v; s ^ ( u+ ( v)); t _ (u  (v))) 2 E(u; v): (2.55)
Let C
1
(u; v) be the parallelogram having three onseutive verties at the points
(2hf(v); 0); (0; 0); (u; v)
( v; u  a)
p
(u  a)
2
+ v
2
;
let C
2
(u; v) be the segment with endpoints
(2hf(v); 0); (2hf(v); 0) + 2(u; v)
( v; u  a)
p
(u  a)
2
+ v
2
;
and let C(u; v) := C
1
(u; v) [ C
2
(u; v).
From the denition of ' in A
2
, A
3
, A
4
, it follows that
I(u; v; u+ ( v); u  (v)) = (2hf(v); 0) + 2(u; v)
( v; u  a)
p
(u  a)
2
+ v
2
(2.56)
and
I(u; v; s
1
; s
2
) 2 C(u; v) (2.57)
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for  u+ ( v)  s
1
 s
2
 u  (v). Let
D(u; v) := C(u; v)  (2hf(v); 0)  2(u; v)
( v; u  a)
p
(u  a)
2
+ v
2
:
From (2.54), (2.55), (2.56), and (2.57) we obtain
I(u; v; s; t) 2 E(u; v) +D(u; v): (2.58)
As jvj < Æ < 10Æ < u  a by (2.33), the angle that the segment C
2
(u; v) forms with the vertial is less
than artan(1=10). Moreover, we may assume that the lenght 2(u; v) of the segment C
2
(u; v) is less
than (u; v); indeed, this is true for v = 0 and, by ontinuity, it remains true if Æ is small enough. By
(2.32) and (2.37), we have also that j2hf(v)j  (u; v)=16. Using these properties and simple geometri
onsiderations, it is possible to prove that E(u; v) + D(u; v) is ontained in the ball with entre (0; 0)
and radius (u; v). This onludes the proof of (b1).
If 
2
xx
u(0; 0) < 0, it is enough to hange the denition of  in the sets A
2
and A
4
, as follows:
(u; v)
v
p
(a  u)
2
+ v
2

u
+ (u; v)
a  u
p
(a  u)
2
+ v
2

v
+ e
z
;
where a > u
0
+ 11Æ and
(u; v) :=
1
2
(a 
p
(a  u)
2
+ v
2
; 0)  2":
2
Theorem 2.5 Let u : 
 ! R be a harmoni funtion suh that 
y
u(x; 0) = 0 for (x; 0) 2 
 , and let
w : 
! R be the funtion dened by
w(x; y) :=
(
u(x; y) + 1 for y > 0;
u(x; y) for y < 0:
Assume that 
x
u(0; 0) 6= 0 and 
2
xx
u(0; 0) 6= 0 . Then there exists an open neighbourhood U of (0; 0)
suh that w is a Dirihlet minimizer in U of the Mumford-Shah funtional (2.1).
Proof. { We will write the alibration ' as in (2.28) and we will adopt the representation (2.29) for
 . We will use the same tehnique as in Theorem 2.4. We give only the new denitions of the sets
A
1
; : : : ; A
5
and of the funtion  when 
x
u(0; 0) > 0 and 
2
xx
u(0; 0) > 0, and leave to the reader the
veriation of the fat that this funtion is a alibration for suitable values of the involved parameters.
The ase 
2
xx
u(0; 0) < 0 an be treated by the hanges introdued at the end of Theorem 2.4.
Let u
0
:= u(0; 0). Given " > 0, h > 0,  > 0, and assuming
V := f(u; v) : ju  u
0
j < Æ; jvj < Æg;
we onsider the following subsets of VR
A
1
:= f(u; v; z) 2 VR : u+ 1  (v) < z < u+ 1 + (v)g;
A
2
:= f(u; v; z) 2 VR : 5h+ (u; v) < z < 5h+ (u; v) + 1=g;
A
3
:= f(u; v; z) 2 VR : 2h < z < 4hg;
A
4
:= f(u; v; z) 2 VR : h+ (u; v) < z < h+ (u; v) + 1=g;
A
5
:= f(u; v; z) 2 VR : u  ( v) < z < u+ ( v)g;
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where
(v) :=
p
4"
2
  ("  v)
2
;
and  is a suitable smooth funtion satisfying (u; 0) = 0, whih will be dened later. For (u; v) 2 V
and z 2 R the vetor (u; v; z) is dened as follows:
8
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
:
2("  v)
p
("  v)
2
+ (z   u  1)
2

u
 
2(z   u  1)
p
("  v)
2
+ (z   u  1)
2

v
+ e
z
in A
1
;
 (u; v)
v
p
(u  a)
2
+ v
2

u
+ (u; v)
u  a
p
(u  a)
2
+ v
2

v
+ e
z
in A
2
;
f(v)
u
+ e
z
in A
3
;
 (u; v)
v
p
(u  a)
2
+ v
2

u
+ (u; v)
u  a
p
(u  a)
2
+ v
2

v
+ e
z
in A
4
;
2("+ v)
p
("+ v)
2
+ (z   u)
2

u
+
2(z   u)
p
("+ v)
2
+ (z   u)
2

v
+ e
z
in A
5
;
e
z
otherwise,
where a < u
0
  11Æ ,  > 0,
f(v) :=  
1
h
 
Z
(v)
0
("  v)
p
t
2
+ ("  v)
2
dt+
Z
( v)
0
("+ v)
p
t
2
+ ("+ v)
2
dt
!
;
(u; v) :=
1
2
(a+
p
(u  a)
2
+ v
2
; 0)  2";
and  is the solution of the Cauhy problem (2.35). 2
Chapter 3
Calibrations for minimizers with a
regular disontinuity set
In this hapter we onsider solutions u of the Euler-Lagrange equations for the homogeneous Mumford-
Shah funtional (2.1) whose disontinuity set is an analyti urve onneting two boundary points.
Setion 3.1 is devoted to the proof of the Dirihlet minimality of u in a uniform small neighbourhood
of S
u
. In Setion 3.2 we deal with a dierent notion of minimality: instead of omparing u with
perturbations whih an be very large, but onentrated in a xed small domain, as in Setion 3.1, we
onsider as ompetitors perturbations of u with L
1
-norm very small outside a small neighbourhood of
S
u
, but support possibly oiniding with 
. Aording to this idea we give the following denition.
Denition 3.1 We say that u is a Dirihlet graph-minimizer of the Mumford-Shah funtional (2.1) in

 if there exists an open neighbourhood A of the omplete graph  
u
of u suh that u is a Dirihlet
A -minimizer of (2.1).
In Theorem 3.5 we give a suÆient ondition for the graph-minimality in terms of the geometrial prop-
erties of S
u
(namely, the length and the urvature) and of a sort of apaity of S
u
with respet to the
domain 
, whih is dened in (3.58) and whose qualitative properties are studied in Subsetion 3.2.1.
We present also a ounterexample when the ondition of Theorem 3.5 is violated.
In the sequel the following notation and remarks will be useful. Given any subset U of R
2
and Æ > 0,
we denote by U
Æ
the Æ -neighbourhood of U , dened by
U
Æ
:= f(x; y) 2 R
2
: 9(x
0
; y
0
) 2 U suh that j(x   x
0
; y   y
0
)j < Æg:
Let   be a smooth urve in 
. Fix an orientation of   and all  the orresponding normal vetoreld
to  . If  7! (x(); y()) is a parameterization of   by the ar-length, then the (signed) urvature is
given by
urv  () =  h(x(); y()); ()i; (3.1)
sine the two vetors in (3.1) are parallel, it follows that
[urv  ()℄
2
= (x())
2
+ (y())
2
: (3.2)
We will denote the length of   by l( ), and the L
1
-norm of the funtion (urv  ) by k( ).
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3.1 The Dirihlet minimality
In this setion we prove that, if we assume that S
u
is an analyti urve, then the Euler-Lagrange equations
guarantee the Dirihlet minimality of u in small domains. This result generalizes Theorems 2.4 and 2.5
of the previous hapter in several diretions: the disontinuity set S
u
does not need any more to be
retilinear, there are no additional assumptions on the tangential derivatives of u along S
u
, and the
Dirihlet minimality of u is proved in a uniform neighbourhood of S
u
\ 
.
Let us give and prove the preise statement of the result.
Theorem 3.2 Let 

0
be a onneted open subset of R
2
and   be a simple analyti urve in 

0
on-
neting two points of the boundary. Let u be a funtion in H
1
(

0
n ) with S
u
=   , with dierent traes
at every point of   , and satisfying the Euler onditions in 

0
, that is,
i) u is harmoni in 

0
n   ;
ii) 

u = 0 on   ;
iii) jru
+
j
2
  jru
 
j
2
= urv  at every point of   ,
where ru

denote the traes of ru on   . Finally, let 
 be an open set with Lipshitz boundary,
ompatly ontained in 

0
, suh that 
 \   6= ; . Then there exists an open neighbourhood U of   \ 

ontained in 

0
suh that u is a Dirihlet minimizer in U of the Mumford-Shah funtional (2.1).
Proof. { In the sequel, the intersetion   \
 will be still denoted by  . Let
  :
(
x = x(s)
y = y(s)
be a parameterization by the ar-length, where s varies in [0; l( )℄ ; we hoose as orientation the normal
vetoreld (s) = (  _y(s); _x(s)).
By Cauhy-Kowalevski theorem (see [24℄) there exist an open neighbourhood U of   ontained in


0
and a harmoni funtion  dened on U suh that
( (s)) = s and 

( (s)) = 0:
We an suppose U simply onneted. Let  : U ! R
2
be the harmoni onjugate of  that vanishes on
 , i.e., the funtion satisfying 
x
(x; y) =  
y
(x; y), 
y
(x; y) = 
x
(x; y), and ( (s)) = 0.
Taking U smaller if needed, we an suppose that the map (x; y) := ((x; y); (x; y)) is invertible on
U . We all 	 the inverse funtion (; ) 7! (~x(; ); ~y(; )), whih is dened in the open set V := (U).
Note that, if U is small enough, then (~x(; ); ~y(; )) belongs to   if and only if  = 0. Moreover,
D	 =



~x 

~x


~y 

~y

=
1
jrj
2


x
 
x


y
 
y


; (3.3)
where, in the last formula, all funtions are omputed at (x; y) = 	(; ), and so


~x = 

~y and 

~x =  

~y: (3.4)
In partiular, ~x and ~y are harmoni.
On U we will use the oordinate system (; ) given by . By (3.3) the anonial basis of the tangent
spae to U at a point (x; y) is given by


=
r
jrj
2
; 

=
r
jrj
2
: (3.5)
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For every (; ) 2 V , let G(; ) be the matrix assoiated with the rst fundamental form of U in the
oordinate system (; ), and let g(; ) be its determinant. By (3.3) and (3.5),
g = ((

~x)
2
+ (

~y)
2
)
2
=
1
jr(	)j
4
: (3.6)
We set (; ) =
4
p
g(; ) .
From now on we will assume that V is symmetri with respet to f(; ) 2 (U) :  = 0g .
Note that we an write the funtion u in this new oordinate system as
u(; ) =
(
u
1
(; ) if (; ) 2 V ,  < 0,
u
2
(; ) if (; ) 2 V ,  > 0,
where we an suppose that u
1
and u
2
are dened in V (indeed, u
1
is a priori dened only on the set
f(; ) 2 V :  < 0g , but it an be extended to V by reetion; an analogous argument applies to u
2
),
0 < u
1
(; 0) < u
2
(; 0) for every (; 0) 2 V , and
i) 
2

u
i
(; ) + 
2

u
i
(; ) = 0 for i = 1; 2;
ii) 

u
1
(; 0) = 

u
2
(; 0) = 0;
iii) (

u
2
(; 0))
2
  (

u
1
(; 0))
2
= urv  ().
The alibration '(x; y; z) on UR will be written as
'(x; y; z) =
1

2
((x; y); (x; y))
((x; y); (x; y); z); (3.7)
where  : VR ! R
3
an be represented by
(; ; z) = 

(; ; z)

+ 

(; ; z)

+ 
z
(; ; z)e
z
; (3.8)
where e
z
is the third vetor of the anonial basis of R
3
, and 

, 

are omputed at the point 	(; ).
We now reformulate the onditions of Setion 1.3 in this new oordinate system. It is known from
dierential geometry (see, e.g., [9, Proposition 3.5℄) that, if X = X



+X



is a vetoreld on U , then
the divergene of X is given by
divX =
1

2
(

(
2
X

) + 

(
2
X

)): (3.9)
Using (3.5), (3.6), (3.7), (3.8), and (3.9) it turns out that ' is a alibration if the following onditions
are satised:
(a1) (

(; ; z))
2
+ (

(; ; z))
2
 4
z
(; ; z) for every (; ; z) 2 VR ;
(a2) 

(; ; u(; )) = 2

u(; ), 

(; ; u(; )) = 2

u(; ), and 
z
(; ; u(; )) = (

u(; ))
2
+
(

u(; ))
2
for every (; ) 2 V ;
(b1)

Z
t
s


(; ; z) dz

2
+

Z
t
s


(; ; z) dz

2
 
2
(; ) for every (; ) 2 V , s; t 2 R ;
(b2)
Z
u
2
u
1


(; 0; z) dz = 0 and
Z
u
2
u
1


(; 0; z) dz = (; 0) = 1 for every (; 0) 2 V ;
(1) 



+ 



+ 
z

z
= 0 for every (; ; z) 2 VR .
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Given suitable parameters " > 0 and  > 0, that will be hosen later, we onsider the following
subsets of VR :
A
1
:= f(; ; z) 2 VR : z < u
1
(; )  "g;
A
2
:= f(; ; z) 2 VR : u
1
(; )  " < z < u
1
(; ) + "g;
A
3
:= f(; ; z) 2 VR : u
1
(; ) + " < z < 
1
(; )g;
A
4
:= f(; ; z) 2 VR : 
1
(; ) < z < 
2
(; ) + 1=g;
A
5
:= f(; ; z) 2 VR : 
2
(; ) + 1= < z < u
2
(; )   "g;
A
6
:= f(; ; z) 2 VR : u
2
(; )  " < z < u
2
(; ) + "g;
A
7
:= f(; ; z) 2 VR : z > u
2
(; ) + "g;
where 
1
and 
2
are suitable smooth funtion suh that u
1
(; 0) < 
1
(; 0) = 
2
(; 0) < u
2
(; 0), whih
will be dened later. Sine we suppose u
2
> 0 on V , if " is small enough, while  is suÆiently large,
then the sets A
1
; : : : ; A
7
are nonempty and disjoint, provided V is suÆiently small.
The vetor (; ; z) introdued in (3.7) will be written as
(; ; z) = (

(; ; z); 
z
(; ; z));
where 

is the two-dimensional vetor given by the pair (

; 

). For (; ) 2 V and z 2 R we dene
(; ; z) as follows:
8
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
:
(0; !
1
(; )) in A
1
[ A
3
;

2ru
1
+ 2
z u
1
v
1
rv
1
;



ru
1
+
z u
1
v
1
rv
1



2

in A
2
;
((; )rw; ) in A
4
;
(0; !
2
(; )) in A
5
[ A
7
;

2ru
2
+ 2
z u
2
v
2
rv
2
;



ru
2
+
z u
2
v
2
rv
2



2

in A
6
;
where r denotes the gradient with respet to the variables (; ), the funtions v
i
are dened by
v
1
(; ) := "+M; v
2
(; ) := " M;
and M and  are positive parameters whih will be xed later, while
!
i
(; ) :=
"
2
M
2
v
2
i
(; )
  (

u
i
(; ))
2
  (

u
i
(; ))
2
(3.10)
for i = 1; 2, and for every (; ) 2 V . We hoose w as the solution of the Cauhy problem
8
>
>
>
<
>
>
>
:
w = 0;
w(; 0) =  
2"
1  2"M
Z

0
n(s)(

u
1
(s; 0) + 

u
2
(s; 0)) ds;


w(; 0) = n();
(3.11)
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where n is a positive analyti funtion that will be hosen later in a suitable way (if V is suÆiently
small, w is dened in V ). To dene  , we need some further explanations: we all p(; ) the solution
of the problem
8
<
:


p(; ) =


w


w
(p(; ); );
p(; 0) = ;
(3.12)
whih is dened in V , provided V is small enough. By applying the Impliit Funtion theorem, it is
easy to see that there exists a funtion q dened in V (take V smaller, if needed) suh that
p(q(; ); ) = : (3.13)
At last, we dene
(; ) :=
1
n(q(; ))
(1  2"M):
We hoose 
i
, for i = 1; 2, as the solution of the Cauhy problem
(
(; )

w(; )


i
(; ) + (; )

w(; )


i
(; )   =  !
i
(; );

i
(; 0) =
1
2
(u
1
(; 0) + u
2
(; 0)):
(3.14)
Sine the line  = 0 is not harateristi, there exists a unique solution 
i
2 C
1
(V ), provided V is
small enough.
The purpose of the denition of  in A
2
and A
6
is to provide a divergene-free vetoreld satisfying
ondition (a2) and suh that


(; 0; z)  0 for u
1
< z < u
2
;


(; 0; z)  0 for z < u
1
and z > u
2
:
These properties are ruial in order to obtain (b1) and (b2) simultaneously.
The role of A
4
is to give the main ontribution to the integral in (b2). The idea of the onstrution is
to start from the gradient eld of a harmoni funtion w whose normal derivative is positive on the line
 = 0, while the tangential derivative is hosen in order to annihilate the  -omponent of  , as required
in (b2). Then, we multiply the eld by a funtion  whih is dened rst on  = 0 in order to make
(b2) true, and then in a neighbourhood of  = 0 by assuming  onstant along the integral urves of
the gradient eld, so that rw remains divergene-free.
The other sets A
i
are simply regions of transition, where the eld is taken purely vertial.
Sine
!
i
(; 0) =M
2
  (

u
i
(; 0))
2
;
ondition (a1) is satised in A
1
[ A
3
and in A
5
[ A
7
if we require that
M > supfj

u
i
(; 0)j : (; 0) 2 V; i = 1; 2g;
provided V is small enough.
Arguing in a similar way, if we impose that
 > sup


2
4
(1  2"M)
2

1 +
4"
2
(1  2"M)
2
(

u
1
(; 0) + 

u
2
(; 0))
2

: (; 0) 2 V

;
ondition (a1) holds in A
4
, provided V is suÆiently small.
In the other ases (a1) is trivial.
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Looking at the denition of  on A
2
and A
6
, one an hek that ondition (a2) is satised.
Let us prove ondition (1). By Lemma 1.5 it follows that  is divergene-free in A
2
[ A
6
, noting
that it is onstruted starting from the family of harmoni funtions u
i
(; ) + tv
i
(; ).
In A
4
ondition (1) is true sine, as remarked above,  is the produt of rw with the funtion 
whih is onstant along the integral urves of rw by onstrution.
In the other sets ondition (1) is trivially satised.
Note that the normal omponent of  is ontinuous aross eah A
i
: for the regions A
2
, A
6
, and
for A
4
, this ontinuity is guaranteed by our hoie of !
i
and 
i
, respetively. This implies that (1) is
satised in the sense of distributions on VR .
By diret omputations we nd that
Z
u
2
u
1


dz = 2"

u
1
+ 2"

u
2
+ 


2
  
1
+
1




w; (3.15)
Z
u
2
u
1


dz = 2"

u
1
+ 2"

u
2
+
M"
2
"+M
+
M"
2
" M
+ 


2
  
1
+
1




w; (3.16)
for every (; ) 2 V .
By using (3.11) and the denition of  , we obtain
Z
u
2
(;0)
u
1
(;0)


(; 0; z) dz = 0 (3.17)
and
Z
u
2
(;0)
u
1
(;0)


(; 0; z) dz = 1; (3.18)
so ondition (b2) is satised.
The proof of ondition (b1) will be split in two steps: we rst prove that ondition (b1) holds if s
and t respetively belong to a suitable neighbourhood of u
1
(; ) and u
2
(; ), whose width is uniform
with respet to (; ) in V ; then, by a quite simple ontinuity argument we show that ondition (b1) is
true if s or t is not too lose to u
1
(; ) or u
2
(; ) respetively.
For (; ) 2 V and s; t 2 R , we set
I(; ; s; t) :=
Z
t
s


(; ; z) dz
and we denote its omponents by I

and I

.
Step 1.{ For a suitable hoie of " and of the funtion n (see (3.11)) there exists Æ > 0 suh that
ondition (b1) holds for js u
1
(; )j < Æ , jt u
2
(; )j < Æ , and (; ) 2 V , provided V is small enough.
To estimate the vetor whose omponents are given by (3.15) and (3.16), we use suitable polar oordinates.
If V is small enough, for every (; ) 2 V there exist 
";n
(; ) > 0 and  =2 < 
";n
(; ) < =2 suh
that
I

(; ; u
1
(; ); u
2
(; )) = 
";n
(; ) sin 
";n
(; ); (3.19)
I

(; ; u
1
(; ); u
2
(; )) = 
";n
(; ) os 
";n
(; ): (3.20)
In the notation above we have made expliit the dependene on the parameter " and on the funtion n
whih appears in the denition of w (see (3.11)).
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In order to prove ondition (b1), we want to ompare the behaviour of the funtions 
";n
and  for
jj small. We have already proved that 
";n
(; 0) = (; 0) = 1; we start omputing the rst derivative
of  and of 
";n
with respet to the variable  .
Claim 1.{ There holds that 

(jr
x;y
(	)j
2
)(; 0) =  2 urv ().
Proof of the laim. By (3.6) we obtain
jr
x;y
(	)j
2
=
1
(

~x)
2
+ (

~y)
2
;
hene


(jr
x;y
(	)j
2
) =  [(

~x)
2
+ (

~y)
2
℄
 2
(2

~x 
2

~x+ 2

~y 
2

~y): (3.21)
Using the fat that (

~x)
2
+ (

~y)
2
is equal to 1 at (; 0), and the equalities in (3.4), we nally get


(jr
x;y
(	)j
2
)(; 0) =  2( 

~x 
2

~y + 

~y 
2

~x) =  2 urv ();
where the last equality follows from (3.1): therefore the laim is proved.
Sine  = (jr
x;y
(	)j
2
)
 
1
2
, one has that 

 =  
1
2
(jr
x;y
(	)j
2
)
 
3
2


(jr
x;y
(	)j
2
); using the previous
laim we an onlude that


(; 0) =  
1
2


(jr
x;y
(	)j
2
)(; 0) = urv ():
Using the equality

2
";n
(; ) =

I

(; ; u
1
(; ); u
2
(; ))

2
+ [I

(; ; u
1
(; ); u
2
(; ))℄
2
;
we obtain



";n
=
1

";n


 
I

(; ; u
1
; u
2
)

I

(; ; u
1
; u
2
) +
1

";n


(I

(; ; u
1
; u
2
)) I

(; ; u
1
; u
2
):
By (3.17) it follows that the rst addend in the expression above is equal to zero at (; 0), while by (3.18)
it turns out that I

(; 0; u
1
; u
2
) = 
";n
(; 0) = 1; therefore,



";n
(; 0) = 

(I

(; 0; u
1
; u
2
)) : (3.22)
By (3.16) it follows that


(I

(; ; u
1
; u
2
)) = 2"
2

u
1
+ 2"
2

u
2
 
"
2
("+M)
2
M
2
+
"
2
(" M)
2
M
2
+ (


2
  


1
)

w + (
2
  
1
+ 1=)

(

w): (3.23)
From (3.14) and the Euler ondition iii), we have that
(


2
(; 0)  


1
(; 0))(; 0)

w(; 0) =  !
2
(; 0) + !
1
(; 0)
= (

u
2
(; 0))
2
  (

u
1
(; 0))
2
= urv  (); (3.24)
while


(

w)(; 0) =  

(

w)(; 0) = 

(2"

u
1
(; 0) + 2"

u
2
)(; 0);
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where we have used the fat that rw is divergene-free and the denition of  and w . Putting this
last fat together with (3.23), (3.24), and the harmoniity of u
i
, we nally get



";n
(; 0) = urv () = 

(; 0): (3.25)
Claim 2.{ There holds that 
2

(jr
x;y
(	)j
2
)(; 0) = 4 [urv  ()℄
2
:
Proof of the laim. By dierentiating with respet to  the expression in (3.21) and by (3.4), we
obtain

2

(jr
x;y
(	)j
2
) =  2[(

~x)
2
+ (

~y)
2
℄
 2
[(
2

~x)
2
+ 

~x 
3

~x+ (
2

~y)
2
+ 

~y 
3

~y℄
+8[(

~x)
2
+ (

~y)
2
℄
 3
(

~x 
2

~x+ 

~y 
2

~y)
2
=  2[(

~x)
2
+ (

~y)
2
℄
 2
[(
2

~y)
2
+ (
2

~x)
2
  

~x 
3

~x  

~y 
3

~y℄
+8[(

~x)
2
+ (

~y)
2
℄
 3
( 

~x 
2

~y + 

~y 
2

~x)
2
:
Note that
 

~x 
3

~x  

~y 
3

~y = (
2

~y)
2
+ (
2

~x)
2
 
1
2

2

((

~x)
2
+ (

~y)
2
):
Using (3.1), (3.2), and the fat that (

~x)
2
+ (

~y)
2
is equal to 1 at (; 0), we obtain the laim.
By using Claims 1 and 2, we an onlude that

2

(; 0) =

3
4
(jr
x;y
(	)j
2
)
 
5
2
[

(jr
x;y
(	)j
2
)℄
2
 
1
2
(jr
x;y
(	)j
2
)
 
3
2

2

(jr
x;y
(	)j
2
)





(;0)
= [urv  ()℄
2
: (3.26)
The seond derivative of 
";n
with respet to  is given by

2


";n
=
1

";n
n



 
I

(; ; u
1
; u
2
)

2
+ 
2

 
I

(; ; u
1
; u
2
)

I

(; ; u
1
; u
2
)
+ [

(I

(; ; u
1
; u
2
))℄
2
+ 
2

(I

(; ; u
1
; u
2
)) I

(; ; u
1
; u
2
)
o
 
1

";n
[

(
";n
)℄
2
:
By the equalities (3.17), (3.18), and (3.22), the expression above omputed at (; 0) redues to

2


";n
(; 0) =
h


 
I

(; ; u
1
; u
2
)



(;0)
i
2
+ 
2

(I

(; ; u
1
; u
2
))j
(;0)
: (3.27)
By dierentiating (3.15) and (3.23) with respet to  , we obtain that


 
I

(; ; u
1
; u
2
)

(; 0) = [(


2
  


1
)

w + 

 

w + 
2

w℄j
(;0)
; (3.28)
and

2

(I

(; ; u
1
; u
2
)) (; 0) =
4
"
M
3
+ [
2


2
(; 0)  
2


1
(; 0)℄(; 0)

w(; 0)
+ 2[


2
(; 0)  


1
(; 0)℄

(

w)(; 0) + 
2

(; 0)

w(; 0)
+ 2

(; 0)
2

w(; 0) + (; 0)
3

w(; 0); (3.29)
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while, by using the equation (3.14),
[(
2


2
  
2


1
)

w℄j
(;0)
= [

!
1
  

!
2
  

(


2
  


1
)

w   

(

w)(


2
  


1
)℄j
(;0)
= [ 
4
"
M
3
  

(


2
  


1
)

w + 

(

w)(


2
  


1
)℄j
(;0)
:
Sine by (3.24) and by the denition of  we have that
[


2
(; 0)  


1
(; 0)℄ =
urv  ()
1  2"M
;
and moreover,
(; 0)

w(; 0) =  2"(

u
1
(; 0) + 

u
2
(; 0));
we obtain that
[(
2


2
  
2


1
)

w + 2(


2
  


1
)

(

w)℄j
(;0)
=
=  
4
"
M
3
+
2"
1  2"M


((

u
1
  

u
2
) urv  )(; 0):
By using the denition of  , we an write


 =  (1  2"M)
n
0
()
n
2
()


q;

2

 =  (1  2"M)

 2
(n
0
())
2
n
3
()
(

q)
2
+
n
00
()
n
2
()
(

q)
2
+
n
0
()
n
2
()

2

q

:
In order to ompute the derivatives of q , we dierentiate the equality (3.13) with respet to  :


q(; 0) =  

p(; 0) =
2"
1  2"M
(

u
1
(; 0) + 

u
2
(; 0));

2

q(; 0) =  2
2

p(; 0)

q(; 0)  
2

p(; 0) =

 
(

w)
2
(

w)
3

2

w  
1


w

2

w

(; 0):
By the denition of w , we obtain

2

q(; 0) =  
n
0
()
n()
 
n
0
()
n()
4"
2
(1  2"M)
2
(

u
1
(; 0) + 

u
2
(; 0))
2
:
Finally, we have

2

w(; 0) =  
2

w(; 0) =
2"
1  2"M
[n
0
(

u
1
+ 

u
2
) + n(
2

u
1
+ 
2

u
2
)℄j
(;0)
;

3

w(; 0) =  
2



w(; 0) =  n
00
():
By substituting all information above in (3.28) and in (3.29), and by using (3.27), we nally obtain that

2


";n
(; 0) =  a
"
()
n
00
()
n()
+ h
"

;
n
0
()
n()

=  a
"
()

n
0
()
n()

0
+ h
"

;
n
0
()
n()

  a
"
()

n
0
()
n()

2
; (3.30)
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where
a
"
()! 1 uniformly in [0; l( )℄,
h
"
(; ) ! 2
2
uniformly on the ompat sets of [0; l( )℄R,
(3.31)
as "! 0.
Claim 3.{ There exists " > 0 suh that for every " 2 (0; "), we an nd an analyti funtion n :
[0; l( )℄! (0;+1) satisfying

2

(
";n
  )(; 0) =  

2
16 l
2
( )
and




n
0
()
n()




 N 8 2 [0; l( )℄; (3.32)
where N := 1 +max


4 l( )
; k( )

and k( ) = kurv  k
1
.
Proof of the laim. Set  := n
0
=n ; in order to prove the laim, by (3.30) and (3.26) we study the
Cauhy problem
8
<
:
 a
"
()
0
+ h
"
(; )  
2
  [urv  ()℄
2
=  

2
16 l
2
( )
;
(0) = 0;
(3.33)
and we investigate for whih values of " it admits a solution dened in the whole interval [0; l( )℄ , with
L
1
-norm less than N . As "! 0, by (3.31) we obtain the limit problem
8
<
:
 
0
+ 
2
  (urv  )
2
=  

2
16 l
2
( )
;
(0) = 0:
(3.34)
By omparing with the solutions 
1
and 
2
of the Cauhy problems
8
<
:
 
0
1
+ 
2
1
=  

2
16 l
2
( )
;

1
(0) = 0;
8
<
:
 
0
2
+ 
2
2
  k
2
( ) =  

2
16 l
2
( )
;

2
(0) = 0;
(3.35)
one easily sees that the solution of (3.34) is dened in [0; l( )℄ , with L
1
-norm less than the maximum
between k
1
k
1
and k
2
k
1
, whih is, by expliit omputation, less than maxf=(4l( )); k( )g . By
the theorem of ontinuous dependene on the oeÆients (see [23℄), we an nd " suh that, for every
" 2 (0; "), the solution of (3.33) is dened in [0; l( )℄ with L
1
-norm less than N .
For every " 2 (0; "), we set
n
"
() := e
R

0

"
(s) ds
; (3.36)
where 
"
is the solution of (3.33).
From now on we will simply write 
"
and 
"
instead of 
";n
"
and 
";n
"
.
We now want to estimate the angle 
"
(; ) by a quantity whih is independent of " . Sine by (3.15)
and (3.16)
tan 
"
=
2"

u
1
+ 2"

u
2
+ 
 

2
  
1
+
1




w
2"

u
1
+ 2"

u
2
+M"
2
("+M)
 1
+M"
2
(" M)
 1
+ 
 

2
  
1
+
2




w
;
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we have



"
(; 0) =  
2"
1  2"M
(

u
1
+ 

u
2
)

urv    2"(

u
1
+ 

u
2
)
n
0
"
()
n
"
()

+ (1  2"M)
n
0
"
()
n
"
()
;
and so, by Claim 3, if " is suÆiently small,
j


"
(; 0)j < N 8 2 [0; l( )℄: (3.37)
Let
~
() be an arbitrary ontinuous funtion with
~
(0) = 0 and
~

0
(0) = N ; (3.38)
by (3.37), it follows that
j
"
(; )j <
~
() sign  (3.39)
for every (; ) 2 V , provided V is suÆiently small.
Given h > 0, we onsider the vetors
b
h
1
(; ; s) :=
 
0; 2(s  u
1
(; ))

u
1
(; )  h(s  u
1
(; ))
2

;
b
h
2
(; ; t) :=
 
0; 2(t  u
2
(; ))

u
2
(; )  h(t  u
2
(; ))
2

for (; ) 2 V and s; t 2 R . We denote by B(r) the open ball entred at (0; r) with radius r .
Let us dene r
h
"
(; ; s; t) as the maximum radius r suh that the set
(
"
(; ) sin
~
(); 
"
(; ) os
~
()) + b
h
1
(; ; s) + b
h
2
(; ; t) +B(r)
is ontained in the ball entred at (0; 0) with radius (; ).
Claim 4.{ If we dene
d :=
1
1 + 16 l
2
( )N
2
=
2
; (3.40)
where N is the onstant introdued in the previous laim, then there exists h > 0 suh that for every
" 2 (0; ") (see Claim 3), there exists Æ 2 (0; ") so that, if V is small enough,
inf

2 r
h
"
(; ; s; t) : (; ) 2 V; js  u
1
(; )j  Æ; jt  u
2
(; )j  Æ
	
>
d
2
: (3.41)
Proof of the laim. Let 
h
"
(; ; s; t) > 0 and  =2 < 
h
"
(; ; s; t) < =2 be suh that


"
(; ) sin
~
(); 
"
(; ) os
~
()

+ b
h
1
(; ; s) + b
h
2
(; ; t) =
=


h
"
(; ; s; t) sin 
h
"
(; ; s; t); 
h
"
(; ; s; t) os 
h
"
(; ; s; t)

: (3.42)
To prove Claim 4, it is enough to show that, for every " 2 (0; "), there exists Æ 2 (0; ") with the property
that

1 
d
2
os 
h
"
(; ; s; t)


h
"
(; ; s; t) <

1 
d
2

(; ) (3.43)
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for js   u
1
(; )j  Æ , jt   u
2
(; )j  Æ , and (; ) 2 V with  6= 0, provided V is suÆiently small.
Indeed, if (3.43) holds, it follows in partiular that 
h
"
(; ; s; t) < (; ), and this inequality with some
easy geometri omputations implies that
2 r
h
"
(; ; s; t) =

2
(; )  (
h
"
(; ; s; t))
2
   
h
"
(; ; s; t) os 
h
"
(; ; s; t)
;
at this point, it is easy to see that, if V is small enough, inequality (3.43) implies that 2 r
h
"
(; ; s; t) > d=2,
that is Claim 4. So let us prove (3.43).
We set
f
d;h
(; ; s; t) :=

1 
d
2
os 
h
"
(; ; s; t)


h
"
(; ; s; t) 

1 
d
2

(; )
and we note that f
d;h
(; 0; u
1
(; 0); u
2
(; 0)) = 0. We will show that
1. r
;s;t
f
d;h
(; 0; u
1
(; 0); u
2
(; 0)) = 0 if (; 0) 2 V ,
2. r
2
;s;t
f
d;h
(; 0; u
1
(; 0); u
2
(; 0)) is negative denite if (; 0) 2 V ,
where r
;s;t
f
d;h
and r
2
;s;t
f
d;h
denote respetively the gradient and the Hessian matrix of f
d;h
with
respet to the variables (; s; t). Equality 1 follows by diret omputations and by (3.25). Using (3.42),
the equality in (3.32), and (3.38), we obtain

2

f
d;h
(; 0; u
1
(; 0); u
2
(; 0)) =  

2
16 l
2
( )

1 
d
2

+
d
2
N
2
;
then by the denition of d ,

2

f
d;h
(; 0; u
1
(; 0); u
2
(; 0)) =  

2
32 l
2
( )
< 0: (3.44)
Moreover we easily obtain that

2
tt
f
d;h
(; 0; u
1
(; 0); u
2
(; 0)) = 
2
ss
f
d;h
(; 0; u
1
(; 0); u
2
(; 0)) =  2h

1 
d
2

;

2
s
f
d;h
(; 0; u
1
(; 0); u
2
(; 0)) =  2

1 
d
2


2

u
1
(; 0);

2
t
f
d;h
(; 0; u
1
(; 0); u
2
(; 0)) = 2

1 
d
2


2

u
2
(; 0);

2
ts
f
d;h
(; 0; u
1
(; 0); u
2
(; 0)) = 0:
From the expressions it follows that
det
 

2

f
d;h

2
s
f
d;h

2
s
f
d;h

2
ss
f
d;h
!
(; 0; u
1
(; 0); u
2
(; 0)) = h(2  d)

2
32 l
2
( )
  (2  d)
2
[
2

u
1
(; 0)℄
2
;
and that the determinant of the Hessian matrix of f
d;h
at (; 0; u
1
(; 0); u
2
(; 0)) is given by
detr
2
;s;t
f
d;h
(; 0; u
1
(; 0); u
2
(; 0)) =  h
2
(2  d)
2

2
32 l
2
( )
+ h(2  d)
3
[(
2

u
1
(; 0))
2
+ (
2

u
2
(; 0))
2
℄:
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By the denition of d , if h satises
h >
32

2
(2  d)l
2
( )
2
X
i=1
k
2

u
i
k
2
L
1
( )
; (3.45)
then for every (; 0) 2 V we have
det
 

2

f
d;h

2
s
f
d;h

2
s
f
d;h

2
ss
f
d;h
!
(; 0; u
1
(; 0); u
2
(; 0)) > 0; (3.46)
and
detr
2
;s;t
f
d;h
(; 0; u
1
(; 0); u
2
(; 0)) < 0: (3.47)
By (3.44), (3.46), and (3.47), we an onlude that the Hessian matrix of f
d;h
at (; 0; u
1
(; 0); u
2
(; 0))
is negative denite: both (3.43) and Claim 4 are proved.
Claim 5.{ For every r > 0 and h > 0, there exists ~" > 0 with the property that, if " 2 (0; ~"), one an
nd Æ 2 (0; ") so that
I(; ; u
2
(; ); t) 2 B(r) + b
h
2
(; ; t);
I(; ; s; u
1
(; )) 2 B(r) + b
h
1
(; ; s);
provided V is small enough, for every jt  u
2
(; )j  Æ , js  u
1
(; )j  Æ .
Proof of the laim. By the denition of  in A
6
, we obtain that
I

(; ; u
2
(; ); t) = 2(t  u
2
(; ))

u
2
(; );
I

(; ; u
2
(; ); t) = 2(t  u
2
(; ))

u
2
(; ) M(" M)
 1
(t  u
2
(; ))
2
:
To get the laim, we need to prove that
(2(t  u
2
)

u
2
)
2
+
 
 M(" M)
 1
(t  u
2
)
2
+ h(t  u
2
)
2
+ r

2
< r
2
;
whih is equivalent to
(2(t  u
2
)

u
2
)
2
+
 
 M(" M)
 1
+ h

2
(t  u
2
)
4
+ 2r
 
 M(" M)
 1
+ h

(t  u
2
)
2
< 0:
The onlusion follows by remarking that, if V is small enough, the left-handside is less than

4(

u
2
)
2
+ 2hr  
2Mr
3"

Æ
2
+ o(Æ
2
);
whih is negative if " is suÆiently small. The proof for u
1
is ompletely analogous.
Let us onlude the proof of the step. By Claim 4, we an nd h > 0 suh that (3.41) is satised for
" 2 (0; "). If we hoose r suh that 2r < d=4, by Claim 5 there exists ~" > 0 suh that for every " 2 (0; ~")
there is Æ 2 (0; ") so that
I(; ; s; u
1
(; )) + I(; ; u
2
(; ); t) 2 B(2r) + b
h
1
(; ; s) + b
h
2
(; ; t) (3.48)
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for every js  u
1
(; )j < Æ , jt  u
2
(; )j < Æ , and (; ) 2 V . If we take "  minf~"; "g , then by Claim 4
we have that the set
B(2r) + (
"
(; ) sin
~
(); 
"
(; ) os
~
()) + b
h
1
(; ; s) + b
h
2
(; ; t)
is ontained in the ball entred at (0; 0) with radius (; ). Some easy geometri onsiderations show
that the relation between 
"
and
~
 (see (3.39)) implies that also the set
B(2r) + (
"
(; ) sin 
"
(); 
"
(; ) os 
"
()) + b
h
1
(; ; s) + b
h
2
(; ; t) (3.49)
is ontained in the ball entred at (0; 0) with radius (; ), if the ondition
jb
h
1
(; ; s) + b
h
2
(; ; t)j < 2r
holds (to make this true, take Æ and V smaller if needed). Sine
I(; ; s; t) = I(; ; s; u
1
(; )) + I(; ; u
1
(; ); u
2
(; )) + I(; ; u
2
(; ); t);
by (3.48), (3.19), and (3.20), it follows that I(; ; s; t) belongs to the set (3.49), and then to the ball
entred at (0; 0) with radius (; ) for every js  u
1
(; )j < Æ , jt  u
2
(; )j < Æ , and (; ) 2 V . This
onludes the proof of Step 1.
Step 2.{ If " is suÆiently small and Æ 2 (0; "), ondition (b1) holds for js   u
1
(; )j  Æ or
jt  u
2
(; )j  Æ , and (; ) 2 V , provided V is small enough.
Let us x Æ 2 (0; ") and set
m
1
(; ) := maxfjI(; ; s; t)j : u
1
(; )  "  s  t  u
2
(; ) + "; jt  u
2
(; )j  Æg:
It is easy to see that the funtion m
1
is ontinuous. Let us prove that m
1
(; 0) < (; 0) = 1.
Fixed (; 0) 2 V , u
1
(; 0)  "  s  t  u
2
(; 0) + " , with jt  u
2
(; 0)j  Æ , we an write
I(; 0; s; t) = I(; 0; s; u
1
(; 0)) + I(; 0; u
1
(; 0); u
2
(; 0)) + I(; 0; u
2
(; 0); t): (3.50)
Claim 6.{ For every r > 0 there exists " > 0 suh that
I(; 0; u
2
(; 0); t) 2 B(r); I(; 0; s; u
1
(; 0)) 2 B(r)
for 0 < js  u
1
(; 0)j  " , 0 < jt  u
2
(; 0)j  " , and (; 0) 2 V .
Proof of the laim. See the similar proof of Claim 5 above.
By (3.50), (3.17), (3.18), and Claim 6, it follows that
I(; 0; s; t) 2 (0; 1) +B(r) +B(r) = (0; 1) +B(2r) (3.51)
for 0 < js   u
1
(; 0)j  " , Æ  jt   u
2
(; 0)j  " . If r < 1=4, the set (0; 1) + B(2r) is ontained in the
open ball entred at (0; 0) with radius 1.
It remains to study the ase js   u
1
j  " and the ase jt   u
2
j  " . Let us onsider the latter; the
former would be ompletely analogous. We an write
I(; 0; s; u
1
(; 0)) = I(; 0; s ^ (u
1
(; 0) + "); u
1
(; 0)) + I(; 0; s _ (u
1
(; 0) + "); u
1
(; 0) + ");
I(; 0; u
2
(; 0); t) = I(; 0; u
2
(; 0); u
2
(; 0)  ") + I(; 0; u
2
(; 0)  "; t):
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Therefore, by (3.50)
I(; 0; s; t) = I(; 0; u
1
(; 0); u
2
(; 0)) + I(; 0; s ^ (u
1
(; 0) + "); u
1
(; 0))
+ I(; 0; u
2
(; 0); u
2
(; 0)  ") + I(; 0; s _ (u
1
(; 0) + "); t)
  I(; 0; u
1
(; 0) + "; u
2
(; 0)  "): (3.52)
If  2"(

u
1
(; 0) + 

u
2
(; 0))  0, we dene
C := [0; 2"(

u
1
(; 0) + 

u
2
(; 0))℄[0; 1  2"M ℄;
if  2"(

u
1
(; 0)+

u
2
(; 0)) < 0, we simply replae [0; 2"(

u
1
(; 0)+

u
2
(; 0))℄ by [ 2"(

u
1
(; 0)+


u
2
(; 0)); 0℄. From the denition of  in A
3
[ A
4
[A
5
, it follows that
I(; 0; u
1
(; 0) + "; u
2
(; 0)  ") = ( 2"(

u
1
(; 0) + 

u
2
(; 0)); 1  2"M) (3.53)
and
I(; 0; s; t) 2 C (3.54)
for u
1
(; 0) + "  s  t  u
2
(; 0)   " . Let D := C   ( 2"(

u
1
(; 0) + 

u
2
(; 0)); 1   2"M). Sine
I

(; 0; u
2
(; 0); u
2
(; 0)  ") =  M" , from (3.52), (3.17), (3.18), Claim 6, (3.53), and (3.54), we obtain
I(; 0; s; t) 2 [(0; 1) +B(r) +B(r)℄ \ f(x; y) 2 R
2
: y < 1  "Mg +D
= [(0; 1) +B(2r)℄ \ f(x; y) 2 R
2
: y < 1  "Mg +D:
If r < 1=4 and if " is suÆiently small, the set [(0; 1) + B(2r)℄ \ f(x; y) 2 R
2
: y < 1   "Mg + D is
ontained in the open ball entred at (0; 0) with radius 1 and this means that m
1
(; 0) < (; 0).
Analogously we dene
m
2
(; ) := maxfjI(; ; s; t)j : u
1
(; )  "  s  t  u
2
(; ) + "; js  u
1
(; )j  Æg:
Arguing as in the ase of m
1
, we an prove that m
2
is ontinuous and m
2
(; 0) < (; 0). By ontinuity,
if V is small enough, m
1
(; ) < (; ) and m
2
(; ) < (; ), for every (; ) 2 V . This onludes the
proof of Step 2.
By Step 1 and Step 2 we dedue that, hoosing " suÆiently small and n = n
"
(see (3.36)), ondition
(b1) is true for u
1
(; )   "  s; t  u
2
(; ) + " and in fat for every s; t 2 R , from the denition of 
in A
1
and A
7
. 2
3.2 The graph-minimality
We start this setion with a negative result: if the domain 
 is too large, the Euler onditions do not
guarantee the graph-minimality introdued in Denition 3.1, as the following ounterexample (proposed
by Gianni Dal Maso) shows.
Proposition 3.3 Let R be the retangle (1; 1 + 4l)( l; l) and let
u(x; y) :=
(
x if y  0,
 x if y < 0.
Then u satises the Euler onditions for the Mumford-Shah funtional in R , but it is not a Dirihlet
graph-minimizer in R for l large enough.
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Proof. { The Euler onditions are obviously satised by u in R .
Let R
0
be the retangle (0; 4)( 1; 0) and let w be any funtion in H
1
(R
0
) suh that w(x; 0) = x
for x 2 (0; 2), and w(x; y) = 0 for (x; y) 2 R
0
n ((0; 4)f0g).
The idea is to perturb u by the resaled funtion v(x; y) := lw(
x 1
l
;
y
l
). We dene the perturbed
funtion
~u(x; y) :=
8
>
<
>
:
x on R
1
n T
"
,
 x+  (x  1) on T
"
,
 x+  v(x; y) on R
2
,
where  is a positive parameter and the retangles R
1
, R
2
, and the triangle T
"
are indiated in Fig. 3.1.
We want to show that, if we set  :=
R
R
0
jrw(x; y)j
2
dx dy , for every l >  and for every "
0
, 
0
> 0 there
x
y
R
R
1
2
 x=1
ε
Tε
4l
2l
2l
Figure 3.1: the regions R
1
, R
2
and T
"
.
exist " < "
0
and  < 
0
suh that
Z
R
jru(x; y)j
2
dx dy +H
1
(S
u
) >
Z
R
jr~u(x; y)j
2
dx dy +H
1
(S
~u
):
By denition, ~u satises the boundary onditions. Sine by the onstrution of v the funtion ~u is
ontinuous on the interfae between T
"
and R
2
, then
H
1
(S
u
) H
1
(S
~u
) = 2l  2
p
l
2
+ "
2
=  
"
2
l
+ o("
2
): (3.55)
On the triangle T
"
, we obtain
Z
T
"
jru(x; y)j
2
dx dy  
Z
T
"
jr~u(x; y)j
2
dx dy = 2l"   l"
2
: (3.56)
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Finally, sine we have that jr~uj
2
= 1 + 
2
jrvj
2
  2 
x
v in R
2
, taking into aount the boundary
onditions of v , we get
Z
R
2
jru(x; y)j
2
dx dy  
Z
R
2
jr~u(x; y)j
2
dx dy =  
2
Z
R
2
jrv(x; y)j
2
dx dy
=  l
2

2
Z
R
0
jrw(x; y)j
2
dx dy: (3.57)
In order to onlude, by (3.55), (3.56), and (3.57), we have to show that for l large we an hoose " and
 arbitrarily lose to 0 suh that
 
"
2
l
  l
2

2
+ 2l"   l"
2
+ o("
2
) > 0:
If we hoose  = "=(l), then the equality above redues to
 
"
2
l
+
"
2

+ o("
2
) > 0;
whih is true if l >  . 2
As suggested by Proposition 3.3, to get the graph-minimality we have to add some restritions on the
domain 
. To this aim we introdue a suitable notion of apaity: given an open set U (with Lipshitz
boundary) and a portion   of U (with nonempty relative interior in U ), we dene K( ; U) by the
variational problem
K( ; U) := inf

Z
U
jrv(x; y)j
2
dx dy : v 2 H
1
(U);
Z
 
v
2
dH
1
= 1; and v = 0 on U n  

: (3.58)
First of all, it is easy to see that in the problem above the inmum is attained. Moreover, if U
1
 U
2
,
and  
1
  
2
, then K( 
1
; U
1
)  K( 
2
; U
2
); this suggests that, when K( ; U) is very large, U has to be
thin in some sense. It is onvenient to give the following denition.
Denition 3.4 Given a simple analyti urve   , we say that an open set 
 is  -admissible if it is
bounded,   \ 
 onnets two points of 
 , and 
 n   has two onneted omponents having a Lipshitz
boundary.
The following theorem gives a suÆient ondition for the graph-minimality in terms of K( ;
) and of
the geometrial properties of the urve. We reall that l( ) denotes the length of  , urv   its urvature,
and k( ) the L
1
-norm of urv  .
Theorem 3.5 Let 

0
, 
 , u , and   = S
u
satisfy the same assumptions as in Theorem 3.2; suppose
that 
 is  -admissible and denote by 

1
and 

2
the two onneted omponents of 
 n   , by u
i
the
restrition of u to 

i
, and by 

u
i
its tangential derivative on   . There exists an absolute onstant
 > 0 (independent of 

0
, 
 ,   , and u) suh that if
min
i=1;2
K(  \ 
;

i
)
1 + l
2
(  \
) + l
2
(  \ 
)k
2
(  \ 
)
> 
2
X
i=1
k

u
i
k
2
C
1
( \
)
; (3.59)
then u is a Dirihlet graph-minimizer on 
 .
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Remark that ondition (3.59) imposes a restrition on the size of 
 depending on the behaviour of u
along S
u
: if u has large or very osillating tangential derivatives, we have to take 
 quite small to
guarantee that (3.59) is satised. In the speial ase of a loally onstant funtion u , ondition (3.59) is
always fullled; so u is a Dirihlet graph-minimizer whatever 
 is, in agreement with a result of [2℄.
Proof. { From the denition of d and N (see (3.40) and Claim 3 in the proof of Theorem 3.2) it follows
that there is an absolute onstant ~ > 0 (independent of 

0
, 
,  , and u) suh that
~ (1 + l
2
( )k
2
( )) >
16
d
: (3.60)
The absolute onstant  , whih appears in (3.59), is dened by
 := max

~;
64

2

: (3.61)
Atually, to avoid problems of boundary regularity, we shall work not exatly in 
, but in a little bit
larger set. Let 

0
be a  -admissible set suh that 
  

0
 

0
, and
min
i=1;2
K(  \ 

0
;

0
i
)
1 + l
2
(  \

0
) + l
2
(  \ 

0
)k
2
(  \ 

0
)
> 
2
X
i=1
k

u
i
k
2
C
1
( \

0
)
;
where 

0
i
denote the onneted omponents of 

0
n  . This is possible by (3.59) and by the ontinuity
properties of K .
The idea of the proof is to onstrut rst a alibration ' in a ylinder with base an open neighbourhood
of   \ 

0
, and then to extend ' in a tubular neighbourhood of graphu .
Constrution of the alibration around  
We essentially reyle the onstrution of Theorem 3.2, but we need to slightly modify the denition
around the graph of u , in order to exploit ondition (3.59) and get the extendibility.
To dene the alibration '(x; y; z) we use the same notation and the oordinate system (; ) on U
(whih is supposed to be an open neighbourhood of  \

0
) introdued in the proof of Theorem 3.2. The
vetoreld will be written as
'(x; y; z) =
1

2
((x; y); (x; y))
((x; y); (x; y); z); (3.62)
where  an be represented by
(; ; z) = 

(; ; z)

+ 

(; ; z)

+ 
z
(; ; z)e
z
:
Given suitable parameters " > 0 and  > 0, we onsider the following subsets of VR :
A
1
:= f(; ; z) 2 VR : u
1
(; )  " v
1
(; ) < z < u
1
(; ) + " v
1
(; )g;
A
2
:= f(; ; z) 2 VR : u
1
(; ) + " v
1
(; ) < z < u
1
(; ) + 2"g;
A
3
:= f(; ; z) 2 VR : u
1
(; ) + 2" < z < 
1
(; )g;
A
4
:= f(; ; z) 2 VR : 
1
(; ) < z < 
2
(; ) + 1=g;
A
5
:= f(; ; z) 2 VR : 
2
(; ) + 1= < z < u
2
(; )   2"g;
A
6
:= f(; ; z) 2 VR : u
2
(; )  2" < z < u
2
(; )  " v
2
(; )g;
A
7
:= f(; ; z) 2 VR : u
2
(; )  " v
2
(; ) < z < u
2
(; ) + " v
2
(; )g;
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where the funtions v
i
are dened as
v
1
(; ) := 1 +M; v
2
(; ) := 1 M
with M positive parameter suh that
 (1 + l
2
(  \ 

0
) + l
2
(  \ 

0
)k
2
(  \ 

0
))
2
X
j=1
k

u
j
k
2
C
1
( \

0
)
< M < min
j=1;2
K(  \ 

0
;

0
i
); (3.63)
while 
1
and 
2
are the solutions of the Cauhy problems (3.14). Sine we suppose u
2
> 0 on V , if " is
small enough, while  is suÆiently large, then the sets A
1
; : : : ; A
7
are nonempty and disjoint, provided
V is suÆiently small.
The vetor (; ; z) introdued in (3.62) will be written as
(; ; z) = (

(; ; z); 
z
(; ; z));
where 

is the two-dimensional vetor given by the pair (

; 

). We dene (; ; z) as follows:
8
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
:

2ru
1
+ 2
z u
1
v
1
rv
1
;



ru
1
+
z u
1
v
1
rv
1



2

in A
1
;

2r(u
1
+ "v
1
) + 2
z u
1
 "v
1
~v
1
r~v
1
;



r(u
1
+ "v
1
) +
z u
1
 "v
1
~v
1
r~v
1



2

in A
2
;
(0; !
1
(; )) in A
3
;
((; )rw; ) in A
4
;
(0; !
2
(; )) in A
5
;

2r(u
2
  "v
2
) + 2
z u
2
+"v
2
~v
2
r~v
2
;



r(u
2
  "v
2
) +
z u
2
+"v
2
~v
2
r~v
2



2

in A
6
;

2ru
2
+ 2
z u
2
v
2
rv
2
;



ru
2
+
z u
2
v
2
rv
2



2

in A
7
;
where r denotes the gradient with respet to the variables (; ), the funtions ~v
i
are dened by
~v
1
(; ) := 2"+M
0
; ~v
2
(; ) := 2" M
0

while
!
i
(; ) := "
2

M +M
0
v
i
(; )
~v
i
(; )

2
  (

u
i
(; ))
2
  (

u
i
(; ))
2
for i = 1; 2, and for every (; ) 2 V ; we take the onstant  suÆiently large in order to get the
required inequality between the horizontal and the vertial omponents of the eld (see ondition (a1) of
Setion 1.3), and M
0
so large that !
i
is positive in V , provided V is small enough. We dene w as the
solution of the Cauhy problem
8
>
>
>
<
>
>
>
:
w = 0;
w(; 0) =  
4"
1  "M
0
  6"
2
M
Z

0
n(s)(

u
1
(s; 0) + 

u
2
(s; 0)) ds;


w(; 0) = n();
(3.64)
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where n is a positive analyti funtion that must be hosen in a suitable way. We dene
(; ) :=
1
n(q(; ))
(1  "M
0
  6"
2
M);
where the funtion q is onstruted in the same way as in (3.13).
Let us prove that for a suitable hoie of the involved parameters the vetoreld is a alibration in a
suitable neighbourhood U of   \ 

0
, whih is equivalent to prove that  satises (a1), (a2), (b1), (b2),
and (1) of page 37. The proof of onditions (a1), (a2), (b2), and (1) is the same as in Theorem 3.2.
The proof of (b1) is split again in two steps.
Step 1.{ For a suitable hoie of " and of the funtion n (see (3.64)) there exists Æ > 0 suh that
ondition (b1) holds for js u
1
(; )j < Æ , jt u
2
(; )j < Æ , and (; ) 2 V , provided V is small enough.
We essentially repeat the proof given in Theorem 3.2: Claims 1, 2, 3, and 4 are still valid with the same
proof (up to the obvious hanges due to the dierent denition of ). Claim 5 must be modied as
follows.
Claim 5.{ For h =
64

2
l
2
( )
P
2
i=1
k

u
i
k
2
C
1
( \

0
)
, there exist r 2 (0; d=8) and
~
Æ > 0 suh that for every
Æ 2 (0;
~
Æ)
I(; ; u
2
(; ); t) 2 B(r) + b
h
2
(; ; t);
I(; ; s; u
1
(; )) 2 B(r) + b
h
1
(; ; s);
provided V is small enough, for every jt  u
2
(; )j  Æ , js  u
1
(; )j  Æ .
Proof of the laim. Using the denition of  in A
7
, the laim is equivalent to prove
(2(t  u
2
)

u
2
)
2
+
 
 M(1 M)
 1
+ h

2
(t  u
2
)
4
+ 2r
 
 M(1 M)
 1
+ h

(t  u
2
)
2
< 0;
note that for a
1
2 (0; 1) the left-handside is less than
 
4
2
X
i=1
k

u
i
k
2
C
1
( \

0
)
+ 2hr  
2r
1 + a
1
M
!
Æ
2
+ o(Æ
2
);
provided V is small enough. To obtain the laim, it is suÆient to prove that
2
r
2
X
i=1
k

u
i
k
2
C
1
( \

0
)
<
1
1 + a
1
M   h: (3.65)
Sine by (3.63), (3.60), and (3.61) we an write
M =

16 + a
2
d
+
64

2
l
2
(  \ 

0
)

2
X
i=1
k

u
i
k
2
C
1
( \

0
)
;
with a
2
> 0, the inequality (3.65) is equivalent to
2
r
<

1
1 + a
1
  1

64

2
l
2
(  \ 

0
) +
16 + a
2
d
1
1 + a
1
;
whih is true if a
1
is suÆiently small and r is suÆiently lose to d=8. The proof for u
1
is ompletely
analogous.
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To onlude the proof of the step, let r and h be as in Claim 5. If we hoose " < " and Æ  minf
~
Æ; "g ,
by Claim 5 we have that
I(; ; s; u
1
(; )) + I(; ; u
2
(; ); t) 2 B(2r) + b
h
1
(; ; s) + b
h
2
(; ; t) (3.66)
for every js  u
1
(; )j < Æ , jt  u
2
(; )j < Æ , and (; ) 2 V ; sine h satises (3.45) and 2r < d=4, we
an apply Claim 4 to dedue that the set
B(2r) + (
"
(; ) sin
~
(); 
"
(; ) os
~
()) + b
h
1
(; ; s) + b
h
2
(; ; t)
is ontained in the ball entred at (0; 0) with radius (; ). Some easy geometri onsiderations show
that the relation between 
"
and
~
 (see (3.39)) implies that also the set
B(2r) + (
"
(; ) sin 
"
(); 
"
(; ) os 
"
()) + b
h
1
(; ; s) + b
h
2
(; ; t) (3.67)
is ontained in the ball entred at (0; 0) with radius (; ), if the ondition
jb
h
1
(; ; s) + b
h
2
(; ; t)j < 2r
holds (to make this true, take Æ and V smaller if needed). Sine
I(; ; s; t) = I(; ; s; u
1
(; )) + I(; ; u
1
(; ); u
2
(; )) + I(; ; u
2
(; ); t);
by (3.48), it follows that I(; ; s; t) belongs to the set (3.67), and then to the ball entred at (0; 0) with
radius (; ) for every js  u
1
(; )j < Æ , jt  u
2
(; )j < Æ , and (; ) 2 V . This onludes the proof of
Step 1.
Step 2.{ If " is suÆiently small and Æ 2 (0; "), ondition (b1) holds for js   u
1
(; )j  Æ or
jt  u
2
(; )j  Æ , and (; ) 2 V , provided V is small enough.
By using ondition (3.63), arguing as in the proof of Claim 5, we an prove the following laim.
Claim 6.{ There exist r < 1=4 and " > 0 suh that
I(; 0; u
2
(; 0); t) 2 B(r); I(; 0; s; u
1
(; 0)) 2 B(r)
for 0 < js  u
1
(; 0)j  " , 0 < jt  u
2
(; 0)j  " , and (; 0) 2 V .
We an onlude the proof of Step 2 in the same way as in Theorem 3.2, with the minor hanges due
to the dierent denition of the eld.
By Step 1 and Step 2, we onlude that, hoosing " suÆiently small and n in a suitable way,
ondition (b1) is true for u
1
(; )   "  s; t  u
2
(; ) + " . So, ' is a alibration.
Constrution of the alibration around the graph of u
Now the matter is to extend the eld in a tubular neighbourhood of the graph of u . From now on, we
reintrodue the Cartesian oordinates.
Let  
i
be the urve  = ( 1)
i
k , where k > 0. If k is suÆiently small, for i = 1; 2 the urve  
i
onnets two points of 

0
i
, divides 

0
i
(and then 
) in two onneted omponents, and the normal
vetor 
i
to  
i
whih points towards   oinides with ( 1)
i+1
r=jrj . Set U
0
:= U \ f(x; y) 2 

0
:
j(x; y)j < kg and U
00
:= U
0
\ 
. Sine krk = 1 on  , by (3.63) we an suppose that
M
1 Mk
max
i=1;2
krk
L
1
( 
i
)
< min
i=1;2
K( 
i
;

0
i
n U
0
): (3.68)
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Chosen Æ so small that (graphu)
Æ
\ ((U
00
\ 

1
) R)  A
1
and (graphu)
Æ
\ ((U
00
\ 

2
) R)  A
7
, we
dene the vetoreld
'^(x; y; z) = ('^
xy
(x; y; z); '^
z
(x; y; z)) 2 R
2
R;
as follows:
8
>
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
>
:
'(x; y; z) in f(x; y; z) 2 U
00
R : u
1
(x; y)  Æ < z < u
2
(x; y) + Æg,

2ru+ 2
z u
v^
1
rv^
1
;



ru+
z u
v^
1
rv^
1



2

in (graphu)
Æ
\ (

1
nU
00
)R,

2ru+ 2
z u
v^
2
rv^
2
;



ru+
z u
v^
2
rv^
2



2

in (graphu)
Æ
\ (

2
nU
00
)R.
The funtion v^
i
is the solution of the problem
min
(
Z


0
i
nU
0
jrvj
2
dx dy  
M
1 Mk
Z
 
i
jrj v
2
dH
1
: v 2 H
1
(

0
i
n U
0
); vj
(

0
i
nU
0
)n 
i
= 1
)
: (3.69)
Let us show that the problem (3.69) admits a solution. If fv
n
g is a minimizing sequene, then
sup
n
(
Z


0
i
nU
0
jrv
n
j
2
dx dy  
M
1 Mk
Z
 
i
jrj v
2
n
dH
1
)
< +1: (3.70)
We have only to show that fv
n
g is bounded in H
1
(

0
i
nU
0
). If we put v
n
:= v
n
  1, by (3.58) for every
 2 (0; 1) we have
Z


0
i
nU
0
jrv
n
j
2
dx dy =
Z


0
i
nU
0
jrv
n
j
2
dx dy =

Z
 
i
v
2
n
dH
1

Z


0
i
nU
0





r
 
v
n
(
R
 
i
v
2
n
dH
1
)
1
2
!





2
dx dy


Z
 
i
(v
n
  1)
2
dH
1

K( 
i
;

0
i
n U
0
)
 (1  )K( 
i
;

0
i
n U
0
)
Z
 
i
v
2
n
dH
1
+K( 
i
;

0
i
n U
0
)

1 
1


H
1
( 
i
); (3.71)
where we used Cauhy inequality. By (3.68), we an hoose  so small that
(1  )K( 
i
;

0
i
n U
0
) >
M
1 Mk
krk
L
1
( 
i
)
;
and substituting (3.71) in (3.70), we obtain
sup
n
Z
 
i
v
2
n
dH
1
< +1:
Using again (3.70) and Poinare inequality, we onlude that fv
n
g is atually bounded in H
1
(

0
i
n U
0
).
The solution of (3.69) satises
8
>
>
<
>
>
:
v^
i
= 0 in 

0
i
n U
0
,


v^
i
=
M
1 Mk
jrjv^
i
on  
i
,
v^
i
= 1 on (

0
i
nU
0
) n  
i
,
(3.72)
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and so, in partiular, belongs to C
1
(

i
nU
00
). By a trunation argument, it is easy to see that v^
i
 1,
so '^ is well dened.
Sine '^ is a alibration in the set f(x; y; z) 2 U
00
R : u
1
(x; y)  Æ < z < u
2
(x; y) + Æg , it remains to
prove only that the eld is globally divergene-free in the sense of distributions and that onditions (a1),
(a2), (b1) are veried in the regions (graphu)
Æ
\ (

i
nU
00
)R . First of all, note that by Lemma 1.5 the
eld '^ is divergene-free in the regions (graphu)
Æ
\ (

i
n U
00
)R , sine it is onstruted starting from
the family of harmoni funtions u(x; y) + tv^
i
(x; y). To omplete the proof, we need to hek that the
normal omponents of the traes of ' and of the extension eld are equal on the surfae of separation,
i.e.,
h'
xy
; 
i
i =

2ru+ 2
z   u
v^
i
rv^
i
; 
i

on  
i
; (3.73)
where 
i
= ( 1)
i+1
r=jrj . Using the denition of ' , we obtain that
h'
xy
; 
i
i =

( 1)
i+1


u+
z   u
1 Mk
M

jrj;
sine hru; 
i
i = ( 1)
i+1


ujrj , the equality (3.73) is equivalent to
M
1 Mk
jrj =
1
v^
i
hrv^
i
; 
i
i;
whih is true by (3.72).
Conditions (a1) and (a2) are obviously satised, while ondition (b1) is true if we take Æ satisfying
Æ  sup
(

4jruj+ 2
jrv^
i
j
v^
i

 1
: (x; y) 2 

i
nU
00
; i = 1; 2
)
:
Therefore, with this hoie of Æ , the vetoreld '^ is a alibration. 2
3.2.1 Some properties of K( ; U)
In this subsetion we investigate some qualitative properties of the quantity K( ; U) and we shall ompute
it expliitly in a very partiular ase. Let us start by a very simple result.
Proposition 3.6 Let   be a simple analyti urve and
~
  be an extension of   , whose endpoints do not
oinide with the endpoints of   . If  

Æ
are the two onneted omponents of  
Æ
n
~
  (whih are well
dened if Æ is suÆiently small), then
lim
Æ!0
+
K( ; 

Æ
) = +1:
Proof. { For onveniene we set
W

(Æ) :=

v 2 H
1
( 

Æ
) :
Z
 
v
2
dH
1
= 1; v = 0 on ( 

Æ
) n  

:
Suppose by ontradition that there exists a sequene fÆ
n
g dereasing to 0 suh that sup
n
K( ; 
+
Æ
n
) =
 < +1 ; this implies the existene of a sequene fv
n
g suh that
v
n
2 W
+
(Æ
n
) and
Z
 
+
Æ
n
jrv
n
(x; y)j
2
dx dy  
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for every integer n . From now on, we regard v
n
as a funtion belonging to H
1
( 
+
Æ
1
) whih vanishes on
 
+
Æ
1
n  
+
Æ
n
. By Poinare inequality it follows immediately that fv
n
g is bounded in H
1
( 
+
Æ
1
), and so it
admits a weakly onvergent subsequene fv
n
k
g . Let us all v the limit of the subsequene; sine v
n
k
vanishes on  
+
Æ
1
n 
+
Æ
n
k
for every k , then v must vanish a.e.; on the other hand, sine
R
 
v
2
n
k
dH
1
= 1, by
the ompatness of the trae operator, we have that
R
 
v
2
dH
1
= 1, and this is learly impossible. 2
We remark that by Theorem 3.5 and Proposition 3.6, if U
0
is a neighbourhood of   and u 2 SBV (U
0
)
satises the Euler onditions in U
0
with S
u
=  , then there exists a neighbourhood U of   ontained in
U
0
suh that u is a Dirihlet graph-minimizer in U . Atually, taking U smaller if needed, by Theorem
3.2 we get also the Dirihlet minimality.
Proposition 3.7 (Charaterization of K( ; U)) Let U be an open set with Lipshitz boundary and
  be a subset of U with nonempty relative interior in U . The onstant K( ; U) is the rst eigenvalue
of the problem
8
>
<
>
:
u = 0 on U ,


u = u on  ,
u = 0 on U n  .
(3.74)
Moreover, it is the unique eigenvalue with a positive eigenfuntion.
Proof. { If u is a solution of (3.58), then it is harmoni and there exists a Lagrange multiplier  suh
that
Z
U
hru;r'i dx dy = 
Z
 
u'dH
1
8' 2 C
1
(U) : ' = 0 on U n  ; (3.75)
whih means, by Green formula, that 

u = u on  . Using (3.75), one an easily see that K( ; U) is
in fat the minimal eigenvalue of (3.74) and that it has a positive eigenfuntion (indeed, if u is a solution
also juj is). Let u be a positive funtion belonging to the eigenspae of K( ; U) and v another positive
eigenfuntion assoiated with the eigenvalue  ; by Green formula we have
Z
 
v 

u dH
1
 
Z
 
u 

v dH
1
= 0;
therefore
(K( ; U)  )
Z
 
uv dH
1
= 0:
Sine both u and v are positive, from the last equality it follows that  = K( ; U). 2
Proposition 3.8 If U = (0; a)(0; b) and   = (0; a)f0g , then
K( ; U) =

a tanh
 
b
a

: (3.76)
Proof. { The funtion
v(x; y) = sin


a
x

sinh


a
(b  y)

is positive and satises (3.74) with  =

a tanh
 
b
a

. Then, by Proposition 3.7, this quantity oinides
with K( ; U). 2
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Proposition 3.9 Let g : [0; a
0
℄ ! [0;+1) be a Lipshitz funtion and denote the graph of g by   .
Given 0  a
1
< a
2
 a
0
and b > 0 , if we set  (a
1
; a
2
) := graph gj
(a
1
;a
2
)
and
R(a
1
; a
2
; b) := f(x; y) : x 2 (a
1
; a
2
); y 2 (g(x); g(x) + b)g;
then
lim
ja
2
 a
1
j!0
K ( (a
1
; a
2
); R(a
1
; a
2
; b)) = +1 uniformly with respet to b:
Proof. { The idea is to transform the region R(a
1
; a
2
; b) into the retangle (0; a
2
  a
1
)(0; b) by a
suitable dieomorphism in order to use (3.76).
Let  : (0; a
2
  a
1
)(0; b)! R(a
1
; a
2
; b) be the map dened by  (x; y) = (x+ a
1
; y+ g(x+ a
1
)). Let
v 2 H
1
(R(a
1
; a
2
; b)) be suh that v = 0 on R(a
1
; a
2
; b) n  (a
1
; a
2
) and
Z
 (a
1
;a
2
)
v
2
dH
1
=
Z
a
2
 a
1
0
v
2
( (x; 0))
p
1 + (g
0
(x))
2
dx = 1: (3.77)
If we all ~v(x; y) := v( (x; y)), then ~v 2 H
1
((0; a
2
  a
1
)(0; b)), ~v = 0 on the boundary of the retangle
exept (0; a
2
  a
1
)f0g , and by (3.77) there exists  > 0 suh that 
2

p
1 + kg
0
k
2
1
and

2
Z
a
2
 a
1
0
~v
2
(x; 0) dx = 1:
Therefore, sine J  1,
Z
R(a
1
;a
2
;b)
jrv(x; y)j
2
dx dy =
Z
(0;a
2
 a
1
)(0;b)
jrv( (x; y))j
2
dx dy
 (1 + kg
0
k
1
+ kg
0
k
2
1
)
 1
Z
(0;a
2
 a
1
)(0;b)
jr~v(x; y)j
2
dx dy
 
 2
(1 + kg
0
k
1
+ kg
0
k
2
1
)
 1
K

(0; a
2
  a
1
)f0g; (0; a
2
  a
1
)(0; b)

 (1 + kg
0
k
2
1
)
 3=2

2(a
2
  a
1
) tanh

b
a
2
 a
1

;
where the last inequality follows by the estimate on  and by (3.76). Sine v is arbitrary, using the fat
that 0 < tanh t  1 for every t > 0, we obtain that
K ( (a
1
; a
2
); R(a
1
; a
2
; b))  (1 + kg
0
k
1
)
 3=2

2(a
2
  a
1
)
;
so, the onlusion is lear. 2
We have already remarked (see Proposition 3.6) that the graph-minimality is guaranteed in small
neighbourhoods of the disontinuity set  . As a onsequene of Proposition 3.9, we obtain that the
graph-minimality holds also in the open sets, whih are narrow along the diretion parallel to   and may
be very large along the normal diretion. This is made preise by the following orollary.
Corollary 3.10 Let g be a positive funtion, analyti on [0; a
0
℄ , that is g admits an analyti extension,
and denote the graph of g by   . For every M > 0 there exists h = h(M; ) suh that, if 
 is  -
admissible (see Denition 3.4) and 
  (a
1
; a
1
+ h)R with a
1
2 [0; a
0
  h℄ , and if u is a funtion in
SBV (
) with S
u
=  \
 , with dierent traes at every point of  \
 , satisfying the Euler onditions in

 , and
P
2
i=1
k

u
i
k
C
1
( \
)
M (where u
i
is as above the restrition of u to the onneted omponent


i
of 
 n  ), then u is a Dirihlet graph-minimizer in 
 (see Fig. 3.2).
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Su
Ω
h
Figure 3.2: if the thikness of 
 is less than h , then u is a Dirihlet graph-minimizer in 
.
Proof. { By Proposition 3.9 there exists h > 0 suh that for every a
1
; a
2
2 [0; a
0
℄ with 0 < a
2
 a
1
 h
and for every b > 0,
K( (a
1
; a
2
); R(a
1
; a
2
; b))
1 + l
2
( ) + l
2
( )k
2
( )
> M
2
:
If 
  (a
1
; a
1
+h)R , then we an hoose b > 0 so large that, assuming that 

1
is the upper omponent,


1
 R(a
1
; a
1
+ h; b). Then by the monotoniity properties of K( ; A), it follows that
K(  \ 
;

1
)
1 + l
2
( ) + l
2
( )k
2
( )
> M
2
 
2
X
i=1
k

u
i
k
2
C
1
( \
)
:
Applying the same argument to 

2
, the onlusion follows from Theorem 3.5. 2
Chapter 4
Calibrations for minimizers with a
triple juntion
In this hapter we study the Dirihlet minimality of solutions of the Euler-Lagrange equations for the
Mumford-Shah funtional (2.1) whose disontinuity set presents a triple juntion.
The preise statement of the result is the following.
Theorem 4.1 Let 
 := B(0; 1) be the open dis in R
2
with radius 1 entred at the origin, and let
(A
0
; A
1
; A
2
) be the partition of 
 dened as follows:
A
i
:=

(r os ; r sin ) 2 
 : 0  r < 1;
2
3
(2  i) <  
2
3
(3  i)

8 i = 0; 1; 2:
Let S
i;j
:= A
i
\ A
j
for every i < j . Let u
i
2 C
2
(A
i
) be a harmoni funtion in A
i
, satisfying the
Neumann onditions on A
i
\ 
 and suh that jru
i
j = jru
j
j on S
i;j
for every i < j . If u is the
funtion in SBV (
) dened by u := u
i
a.e. in eah A
i
and u
0
(0; 0) < u
1
(0; 0) < u
2
(0; 0) , then there
exists a neighbourhood U of the origin suh that u is a Dirihlet minimizer in U of the Mumford-Shah
funtional.
The proof is very long and tehnial and is split in several steps. First of all, the symmetry due to the
2=3-angles allows to dedue from the other Euler onditions that eah u
i
must be either symmetri or
antisymmetri with respet to the biseting line of A
i
. In Setion 4.1 we onstrut an expliit alibration
' in the ase u
i
symmetri and we prove that ' satises onditions (a1), (a2), (b2), and (1) (see
Setion 1.3); in Setions 4.2 and 4.3 we show some estimates, whih will be useful in Setion 4.4 to prove
ondition (b1); nally, in Setion 4.5 we adapt the alibration to the antisymmetri ase.
4.1 Constrution of the alibration
Let fe
x
; e
y
g be the anonial basis in R
2
and for i = 1; 2 onsider the vetors 
i
= ( 1=2; ( 1)
i
p
3=2),

i
= (( 1)
i
p
3=2; 1=2), whih are tangent and normal to the set S
i 1;i
(see Fig. 4.1). As u
0
(0; 0) <
u
1
(0; 0) < u
2
(0; 0), there exists an open neighbourhood U of (0; 0) suh that the funtion u belongs to
SBV (U), the disontinuity set S
u
of u on U oinides with
S
i<j
(S
i;j
\ U), and the oriented normal
vetor 
u
to S
u
is given by

u
(x; y) =
8
>
<
>
:

1
for (x; y) 2 S
0;1
,

2
for (x; y) 2 S
1;2
,
e
y
for (x; y) 2 S
0;2
;
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by the assumptions on u
i
, the funtion u satises the Euler onditions for (2.1) in U . We will onstrut
a loal alibration ' = ('
xy
; '
z
) : UR ! R
2
R for u .
S0,1
A2
0A
A1
τ1
τ2 2ν
ν1
S
S0,2
1,2
y
x
Figure 4.1: the triple juntion.
Applying Shwarz reetion priniple with respet to S
0;1
and S
0;2
, the funtion u
0
an be har-
monially extended to U n S
1;2
, and analogously u
1
and u
2
an be extended to U n S
0;2
and U n S
0;1
,
respetively. By the hypothesis on u
i
and by Cauhy-Kowalevski theorem (see [24℄) the extension of u
0
oinides, up to the sign and to additive onstants, with u
1
on A
1
and with u
2
on A
2
; analogously,
the extension of u
1
oinides, up to the sign and to an additive onstant, with u
2
on A
2
. Sine the
omposition of the three reetions with respet to S
0;1
, S
1;2
, and S
0;2
oinides with the reetion with
respet to the biseting line of the setor A
0
, by the previous remarks we an dedue that u
0
is either
symmetri or antisymmetri with respet to the biseting line of A
0
.
We onsider rst the ase u
0
symmetri (the antisymmetri ase will be studied in Setion 4.5). Then
also u
1
; u
2
are symmetri with respet to the biseting line of A
1
; A
2
, respetively, and the extensions of
u
0
; u
1
; u
2
by reetion are well dened and harmoni in the whole set U .
In order to dene the alibration for u , let " > 0, l
i
2 (u
i 1
(0; 0); u
i
(0; 0)) for i = 1; 2, and  > 0
be suitable parameters that will be hosen later, and onsider the following subsets of UR :
G
i
:= f(x; y; z) 2 UR : u
i
(x; y)  " < z < u
i
(x; y) + "g for i = 0; 1; 2,
K
i
:= f(x; y; z) 2 UR : l
i
+ 
i
(x; y) < z < l
i
+ 2+ 
i
(x; y)g for i = 1; 2,
H
i
:= f(x; y; z) 2 UR : l
i
+ =2 < z < l
i
+ 3=2g for i = 1; 2,
where 
i
and 
i
are suitable Lipshitz funtions suh that 
i
(0; 0) = 
i
(0; 0) = 0, whih will be dened
later. If " and  are suÆiently small, then for every i; j the sets G
i
, K
j
are nonempty and disjoint,
while for every i the set H
i
is ompatly ontained in K
i
, provided U is small enough (see Fig. 4.2).
The aim of the denition of the alibration ' in G
i
is to provide a divergene-free vetoreld satisfying
ondition (a2) and suh that
h'
xy
(s
i
; z); 
i
i > 0 for u
i 1
< z < u
i 1
+ " and for u
i
  " < z < u
i
,
h'
xy
(s
i
; z); 
i
i < 0 for u
i 1
  " < z < u
i 1
and for u
i
< z < u
i
+ ",
Calibrations for minimizers with a triple juntion 63
K2
K1
   
   
   
   




G2
l +2λ+β1 1
l +α1 1
l +λ/21                               
               
               
               
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Figure 4.2: setion of the sets G
i
;K
i
; H
i
at x = onstant.
for i = 1; 2 and s  0, and analogously
h'
xy
(s; 0; z); e
y
i > 0 for u
0
< z < u
0
+ " and for u
2
  " < z < u
2
,
h'
xy
(s; 0; z); e
y
i < 0 for u
0
  " < z < u
0
and for u
2
< z < u
2
+ ";
these properties are ruial in order to obtain (b1) and (b2) simultaneously. Suh a eld an be obtained
by applying the tehnique shown in Lemma 1.5, starting from the family of harmoni funtions u
i
+ tv
i
,
where we hoose as v
i
the linear funtions dened by
v
0
(x; y) := h
2
; (x; y)i+ "; v
1
(x; y) := he
x
; (x; y)i+ "; v
2
(x; y) := h
1
; (x; y)i+ ":
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So for every (x; y; z) 2 G
i
, i = 0; 1; 2, we dene the vetor '(x; y; z) as
 
2ru
i
+ 2
z   u
i
(x; y)
v
i
(x; y)
rv
i
;




ru
i
+
z   u
i
(x; y)
v
i
(x; y)
rv
i




2
!
:
The role of K
i
is to give the exat ontribution to the integral in (b2). In order to annihilate the
tangential ontribution on S
u
given by the eld in G
i
, we insert in K
i
the region H
i
and for every
(x; y; z) 2 H
i
, i = 1; 2, we dene '(x; y; z) as

 
2"

(ru
i 1
+ru
i
) ; 

where  is a positive onstant whih will be suitably hosen later. By the harmoniity of u
i
this eld is
divergene-free and, as 

u
i
= 0 on S
u
for every i , its horizontal omponent is purely tangential on S
u
.
So, it remains to orret only the normal ontribution to the integral in (b2) due to the eld in G
i
. To
realize this purpose on the two segments S
i 1;i
, i = 1; 2, we ould require that 
i
(s
i
) = 
i
(s
i
) = 0 for
every s  0 (see the denition of K
i
) and dene '(x; y; z) for (x; y; z) 2 K
i
nH
i
as

1

g

h
i
; (x; y)i


i
; 

; (4.1)
where g is a funtion of real variable hosen in suh a way that (b2) is satised for (x; y) 2 S
i 1;i
, i.e.,
g(t) := 1 
p
3
"
2
v
0
(t; 0)
8t 2 R;
as we will see later in (4.19). Note that the two-dimensional eld g (h
i
; (x; y)i) 
i
is divergene-free, sine
it is with respet to the orthonormal basis f
i
; 
i
g , hene ' is divergene-free in K
i
nH
i
; moreover, sine
'
z
  on K
i
, the normal omponent of ' is ontinuous aross the boundary of H
i
, so that ' turns
out to be divergene-free in the sense of distributions in the whole set K
i
. Atually it is ruial to add a
omponent along the diretion 
i
to the eld in (4.1) in order to make (b1) true, as it will be lear in the
proof of Step 2 (see Setion 4.3); this omponent has to be hosen in suh a way that it is zero on S
i 1;i
(so that (b2) remains valid on these segments) and that it depends only on h
i
; (x; y)i (so that the eld
remains divergene-free). Therefore we replae in (4.1) the vetor g (h
i
; (x; y)i) 
i
by

i
(x; y) := ( 1)
i+1
f

h
i
; (x; y)i


i
+ g

h
i
; (x; y)i


i
; (4.2)
where f is an even smooth funtion of real variable suh that f(0) = 0 and whih will be hosen later
in a suitable way (see (4.74)). From this denition it follows that

x
2
(x; y) =  
x
1
(x; y); 
y
2
(x; y) = 
y
1
(x; y); (4.3)
so that

1
(x; 0) + 
2
(x; 0) = 2
y
1
(x; 0)e
y
;
i.e., if we assume that 
i
(x; 0) = 
i
(x; 0) for every x  0, the ontribution given by the elds (4.2) to
the integral in (b2) omputed at a point of S
0;2
is purely normal, as required in (b2), but its modulus
is in general dierent from what we need to obtain exatly the normal vetor e
y
. In order to orret it,
we multiply 
i
by a funtion 
i
whih is rst dened on S
i 1;i
[ S
0;2
(more preisely, 
i
is taken equal
to 1 on S
i 1;i
and to the orreting fator on S
0;2
); then, we extend it to a neighbourhood of (0; 0) by
assuming 
i
onstant along the integral urves of 
i
, so that 
i

i
remains divergene-free.
Calibrations for minimizers with a triple juntion 65
The integral urves of 
i
an be represented as the urves f(x; y) 2 U : y =  
i
(x; s)g , where  
i
(x; s)
is the solution of the problem
(

x
 
i
(x; s)
x
i
(x;  
i
(x; s))   
y
i
(x;  
i
(x; s)) = 0;
 
i
(s; s) = 0;
(4.4)
whih is dened in a suÆiently small neighbourhood of (0; 0). By applying the Impliit Funtion
theorem, it is easy to see that if U is small enough, then there exists a unique smooth funtion h
i
dened in U suh that
h
i
(0; 0) = 0;  
i
(x; h
i
(x; y)) = y: (4.5)
Note that the urve f(x; y) 2 U : h
i
(x; y) = sg oinides with the integral urve f(x; y) 2 U : y =  
i
(x; s)g
and that (h
i
(x; y); 0) gives the intersetion point of the integral urve passing through (x; y) with the
x-axis; in other words, the level lines of h
i
provide a dierent representation of the integral urves of 
i
in terms of their intersetion point with the x-axis.
S0,1
S0,2
1
{h1=1/2}
{h =0}1
ν1 x
y
{h =1}
{h1
{h1=-1}
=-1/2}
Figure 4.3: integral urves of the eld 
1
.
We state here some properties of h
i
and  
i
for further referenes. Sine  
i
(s; s) = 0, we have that
h
i
(s; 0) = s (4.6)
for every s suh that (s; 0) 2 U . By (4.4) and by dierentiating the initial ondition in (4.4) with respet
to s , we obtain

x
 
i
(0; 0) =

y
i
(0; 0)

x
i
(0; 0)
=

y
i

x
i
=
( 1)
i
p
3
; 
s
 
i
(0; 0) =  
x
 
i
(0; 0) =
( 1)
i+1
p
3
: (4.7)
By dierentiating the equation in (4.4) with respet to x and to s , and by using (4.2), it is easy to see
that

2
xx
 
i
(0; 0) = 
2
xs
 
i
(0; 0) = 0; (4.8)
66 Chapter 4
while by dierentiating twie with respet to s the initial ondition  
i
(s; s) = 0, we obtain that

2
ss
 
i
(0; 0) =  2
2
xs
 
i
(0; 0) = 0: (4.9)
By (4.7) and (4.8), the urve fh
i
= 0g (whih oinides with fy =  
i
(x; 0)g) is tangent to 
i
at 0,
whih may be an inetion point. Moreover, sine 
x
 
i
(0; 0) 6= 0, by ontinuity the funtion  
i
(; s) is
stritly monotone in a small neighbourhood of 0 for s suÆiently small; by this fat and by omparing
the values of the funtion  
i
(; h
i
(s
i
)) at the points h
i
(s
i
) and s
x
i
, it is easy to see that
h
i
(s
i
)  0 (4.10)
for every s  0 suh that s
i
2 U , provided U is small enough. Remark that by (4.6) and (4.10) it
follows that the segment S
0;2
is all ontained in the region fh
i
 0g , while S
i 1;i
in the region fh
i
 0g .
At last, we set

i
(x; y) :=
8
<
:
1 if h
i
(x; y)  0,
g(h
i
(x; y))
2
y
i
(h
i
(x; y); 0)
if h
i
(x; y) > 0;
sine by denition 
y
i
(0; 0) = g(0)
y
i
= g(0)=2, the funtion 
i
is ontinuous aross the urve fh
i
= 0g .
Moreover, remark that from (4.3) it follows that  
2
(x; s) =   
1
(x; s), h
2
(x; y) = h
1
(x; y), and then

2
(x; y) = 
1
(x; y): (4.11)
For every (x; y; z) 2 K
i
nH
i
, i = 1; 2, we dene '(x; y; z) as

1


i
(x; y)
i
(x; y); 

:
In the remaining regions of transition it is onvenient to take ' purely vertial. In order to make
' divergene-free in the whole set UR , we need the normal omponent of ' to be ontinuous aross
the boundary of G
i
and H
i
. To guarantee this ontinuity aross G
i
, we are fored to take as third
omponent of ' the funtion
!(x; y; z) :=
8
>
>
>
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
>
>
>
:
"
2
v
2
0
(x; y)
  jru
0
j
2
for z < l
1
+ ,
"
2
v
2
1
(x; y)
  jru
1
j
2
for l
1
+   z < l
2
+ ,
"
2
v
2
2
(x; y)
  jru
2
j
2
for z  l
2
+ .
(4.12)
Finally, we dene the funtions 
i
; 
i
in suh a way that the normal omponent of ' turns out to be
ontinuous also aross the boundary of K
i
; more preisely, for i = 1; 2 we hoose 
i
as the solution of
the Cauhy problem
8
<
:
1


i
(x; y)h
i
(x; y);r
i
(x; y)i    =  
"
2
v
2
i 1
(x; y)
+ jru
i 1
(x; y)j
2
;

i
(s
i
) = 0; 
i
(s; 0) = 0 for s  0,
while 
i
as the solution of
8
<
:
1


i
(x; y)h
i
(x; y);r
i
(x; y)i    =  
"
2
v
2
i
(x; y)
+ jru
i
(x; y)j
2
;

i
(s
i
) = 0; 
i
(s; 0) = 0 for s  0.
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Sine 
i
is not C
1
near the urve fh
i
= 0g , we annot expet a C
1
-solution. Nevertheless, if U is
small enough, then 
i
; 
i
are Lipshitz funtions dened in U , and the possible disontinuity points of
r
i
;r
i
onentrate only on the urve fh
i
= 0g ; indeed, if U is suÆiently small, the Cauhy problems
8
<
:
1

h
i
(x; y);r~
i
(x; y)i    =  
"
2
v
2
i 1
(x; y)
+ jru
i 1
(x; y)j
2
;
~
i
(s
i
) = 0 (s 2 R);
(4.13)
and
8
<
:
g(h
i
(x; y))
2
y
i
(h
i
(x; y); 0)
h
i
(x; y);r^
i
(x; y)i    =  
"
2
v
2
i 1
(x; y)
+ jru
i 1
(x; y)j
2
;
^
i
(s; 0) = 0 (s 2 R);
(4.14)
admit a unique solution ~
i
; ^
i
2 C
1
(U), sine the lines fs
i
: s 2 Rg and f(s; 0) : s 2 Rg are
not harateristi for these equations. Sine the urve fh
i
= 0g , whih oinides with the urve fy =
 
i
(x; 0)g , is a harateristi line of both equations (4.13) and (4.14) (use (4.4) and g(0)=(2
y
i
(0; 0)) = 1),
the funtions ~
i
; ^
i
assume the same value on the urve fh
i
= 0g . So, 
i
an be regarded as the funtion
dened by

i
(x; y) :=
(
~
i
(x; y) if h
i
(x; y)  0,
^
i
(x; y) if h
i
(x; y) > 0,
and therefore 
i
is C
1
in U n fh
i
= 0g , and all derivatives of 
i
have nite limits on both sides of
fh
i
= 0g . The same argument works for 
i
.
The omplete denition of the eld is therefore the following: for every (x; y; z) 2 UR , the vetor
'(x; y; z) = ('
xy
; '
z
)(x; y; z) 2 R
2
R is given by
8
>
>
>
>
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
>
>
>
>
:

2ru
i
+ 2
z u
i
(x;y)
v
i
(x;y)
rv
i
;



ru
i
+
z u
i
(x;y)
v
i
(x;y)
rv
i



2

in G
i
(i = 0; 1; 2),
 
1


i
(x; y)
i
(x; y); 

in K
i
nH
i
(i = 1; 2),
 
 
2"

(ru
i 1
+ru
i
) ; 

in H
i
(i = 1; 2),
(0; !(x; y; z)) otherwise.
Condition (a1) is trivial in G
i
for all i .
Sine ru
i
(0; 0) = 0 for all i (this fat easily follows by the assumptions on the regularity of u
i
and
by the Euler onditions), we have that
"
2
v
2
i
(0; 0)
  jru
i
(0; 0)j
2
= 1 > 0;
then, if U is small enough,
"
2
v
2
i
(x; y)
  jru
i
(x; y)j
2
> 0
for every (x; y) 2 U and for every i = 0; 1; 2, and so ! is always positive.
Arguing in a similar way, if we impose that  > 1=(4
2
), ondition (a1) holds in K
i
, provided U is
suÆiently small.
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By onstrution onditions (a2) and (1) are satised.
By diret omputations we nd that for every (x; y) 2 U
Z
u
i
u
i 1
'
xy
dz =
"
2
v
i 1
rv
i 1
 
"
2
v
i
rv
i
+
1

(
i
  
i
+ )
i

i
; (4.15)
for i = 1; 2, while
Z
u
2
u
0
'
xy
dz =
"
2
v
0
rv
0
 
"
2
v
2
rv
2
+
1

2
X
i=1
(
i
  
i
+ )
i

i
: (4.16)
Note that for i = 1; 2
v
i 1
(s
i
) = v
i
(s
i
) = v
0
(s; 0) =  
s
2
+ " 8s 2 R; (4.17)
rv
i 1
(x; y) rv
i
(x; y) =
p
3
i
8(x; y) 2 U: (4.18)
As h
i
(s
i
)  0 for every s  0 by (4.10), we have that 
i
(s
i
) = 1 for every s  0, while by denition

i
(s
i
) = 
i
(s
i
) = 0. From these fats, (4.15), (4.17), (4.18), and the denition of 
i
, we obtain
Z
u
i
(s
i
)
u
i 1
(s
i
)
'
xy
(s
i
; z) dz =
p
3
"
2
v
0
(s; 0)

i
+ ( 1)
i+1
f(0)
i
+ g(s)
i
= 
i
; (4.19)
where the last equality follows from the denition of g and the fat that f(0) = 0. Analogously, by the
equalities
v
0
(s; 0) = v
2
(s; 0) 8s 2 R; (4.20)
rv
0
(x; y) rv
2
(x; y) =
p
3e
y
8(x; y) 2 U; (4.21)
by the denition of 
i
and 
i
, and by (4.3), (4.11), (4.16), we have
Z
u
2
(s;0)
u
0
(s;0)
'
xy
(s; 0; z) dz =
p
3
"
2
v
0
(s; 0)
e
y
+ 2
1
(s; 0)
y
1
(s; 0)e
y
=
p
3
"
2
v
0
(s; 0)
e
y
+ g(s)e
y
= e
y
; (4.22)
where the two last equalities follow from (4.6) and from the denition of 
1
and g . So ondition (b2) is
satised.
The proof of ondition (b1) will be split in the next three setions: in Setion 4.2 we prove that on-
dition (b1) holds if t
1
and t
2
belong to suitable neighbourhoods of u
i 1
(0; 0) and u
i
(0; 0), respetively;
then, in Setion 4.3 we prove ondition (b1) for t
1
and t
2
belonging to suitable neighbourhoods of u
0
(0; 0)
and u
2
(0; 0), respetively; nally, in Setion 4.4, by a ontinuity argument we show that ondition (b1)
is true in all other ases.
4.2 Estimates for t
1
and t
2
near u
i 1
and u
i
For (x; y) 2 U and t
1
; t
2
2 R , we set
I(x; y; t
1
; t
2
) :=
Z
t
2
t
1
'
xy
(x; y; z) dz (4.23)
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and we denote its absolute value by  . In this setion, we will show that (x; y; t
1
; t
2
)  1 in a neigh-
bourhood of the point (0; 0; u
i 1
(0; 0); u
i
(0; 0)) for i = 1; 2, so that the following step will be proved.
Step 1.{ For a suitable hoie of the parameter " , there exists Æ > 0 suh that ondition (b1) holds
for jt
1
  u
i 1
(0; 0)j < Æ , jt
2
  u
i
(0; 0)j < Æ with i = 1; 2, provided U is small enough.
Note that  is a ontinuous funtion, but its derivatives with respet to x; y may be disontinuous
at the points (x; y; t
1
; t
2
) suh that h
1
(x; y) = 0 or h
2
(x; y) = 0; indeed, the urve fh
i
= 0g is the
boundary of the dierent regions of denition of the funtions 
i
, 
i
, and 
i
, whose derivatives may
present therefore some disontinuities. Nevertheless, if we set N
i
:= f(x; y) 2 U : h
i
(x; y) < 0g and
P
i
:= f(x; y) 2 U : h
i
(x; y) > 0g , the restritions of 
i
, 
i
, and 
i
to the sets N
i
and P
i
an be
extended up to the boundary fh
i
= 0g as C
1
-funtions; so, along the urve fh
i
= 0g the traes of the
derivatives of 
i
, 
i
, and 
i
are dened. Then, also the traes of the derivatives of  with respet to
x; y are dened at the points (x; y; t
1
; t
2
) with h
1
(x; y) = 0 or h
2
(x; y) = 0.
τ1
N1
ν1 x
y
 {h1=0}
P1
Figure 4.4: the regions P
1
and N
1
.
Sine we want to study the behaviour of  in a neighbourhood of (0; 0; u
i 1
(0; 0); u
i
(0; 0)), we an
suppose jt
1
 u
i 1
(0; 0)j  " and jt
2
 u
i
(0; 0)j  " , so that the possible disontinuities of the derivatives
of  onentrate only on the urve fh
i
= 0g . We study separately the two regions N
i
and P
i
.
Consider rst the ase (x; y) 2 N
i
, whih is the region ontaining S
i 1;i
. We will study the derivatives
of  at the points of the form
q
i
(s) := (s
i
; u
i 1
(s
i
); u
i
(s
i
)); s  0:
We have already shown (ondition (b2)) that (q
i
(s)) = 1 for every s  0; we want to prove that
r(q
i
(s)) = 0 8s  0 (4.24)
(where now r denotes the gradient with respet to x; y; t
1
; t
2
) and that the Hessian matrix of  with
respet to 
i
; t
1
; t
2
is negative denite at q
i
(0).
Let I

i
and I

i
be the omponents of the integral in (4.23) along the diretions 
i
and 
i
, respetively.
Sine by denition
(x; y; t
1
; t
2
) = [(I

i
(x; y; t
1
; t
2
))
2
+ (I

i
(x; y; t
1
; t
2
))
2
℄
1=2
;
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the gradient of  is given by
r =
1

(I

i
rI

i
+ I

i
rI

i
): (4.25)
Note that (4.19) implies that
I

i
(q
i
(s)) = 0 and I

i
(q
i
(s)) = 1 8s  0; (4.26)
hene
r(q
i
(s)) = rI

i
(q
i
(s)): (4.27)
By the denition of ' in G
i
and by (4.15) we an ompute expliitly the expression of I

i
at (x; y; t
1
; t
2
):
I

i
=  2(t
1
  u
i 1
)

i
u
i 1
+ 2(t
2
  u
i
)

i
u
i
+
1

(
i
  
i
+ )
i


i
i
+
p
3
2v
i 1
("
2
  (t
1
  u
i 1
)
2
) +
p
3
2v
i
("
2
  (t
2
  u
i
)
2
); (4.28)
where


i
i
(x; y) = ( 1)
i+1
f(h
i
; (x; y)i) and 

i
i
(x; y) = g(h
i
; (x; y)i): (4.29)
By dierentiating (4.28) with respet to the diretion 
i
we obtain


i
I

i
= 2(

i
u
i 1
)
2
  2(

i
u
i
)
2
  2(t
1
  u
i 1
)
2

i

i
u
i 1
+ 2(t
2
  u
i
)
2

i

i
u
i
+
1



i
(
i
  
i
)
i


i
i
+
1

(
i
  
i
+ )(

i

i


i
i
+ 
i


i


i
i
)
 
3
4v
2
i 1
("
2
  (t
1
  u
i 1
)
2
) +
3
4v
2
i
("
2
  (t
2
  u
i
)
2
)
+
p
3
v
i 1
(t
1
  u
i 1
)

i
u
i 1
+
p
3
v
i
(t
2
  u
i
)

i
u
i
: (4.30)
By the Euler onditions, 

i
u
i 1
(s
i
) = 

i
u
i
(s
i
) = 0 for every s  0. Moreover, sine jru
i 1
j = jru
i
j
on U (see the remark at the beginning of the proof), in the region N
i
the funtion 
i
  
i
oinides
with the solution 
i
of the problem
8
<
:
1



i
i


i

i
+
1



i
i


i

i
=
"
2
v
2
i 1
 
"
2
v
2
i
;

i
(s
i
) = 0 (s  0):
(4.31)
As 

i

i
(s
i
) = 0 and v
i 1
(s
i
) = v
i
(s
i
) for every s  0 (see (4.17)), we have that


i
(
i
  
i
)(s
i
) = 

i

i
(s
i
) = 0: (4.32)
By denition 

i


i
i
 0 and 
i
(x; y) = 1 for every (x; y) 2 N
i
; using these remarks and the rst equality
in (4.17), we an dedue that


i
I

i
(q
i
(s)) = 0 (4.33)
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for every s > 0, and the equality holds also for the trae of 

i
I

i
at q
i
(0). Sine the derivatives of I

i
with respet to t
1
and t
2
are given by

t
1
I

i
=  2

i
u
i 1
 
p
3
v
i 1
(t
1
  u
i 1
); 
t
2
I

i
= 2

i
u
i
 
p
3
v
i
(t
2
  u
1
); (4.34)
by the Euler onditions it follows that

t
1
I

i
(q
i
(s)) = 
t
2
I

i
(q
i
(s)) = 0: (4.35)
As I

i
(q
i
(s)) = 1 for every s  0, equalities (4.35) imply that 

i
I

i
(q
i
(s)) = 0. By this fat, (4.27),
(4.33), and (4.35), equality (4.24) is proved.
Now we need to ompute the trae of the Hessian matrix of  with respet to 
i
; t
1
; t
2
at the point
q
i
(0); using (4.26) (4.33), (4.35) and (4.24), the Hessian matrix at q
i
(0) redues to
r
2

i
;t
1
;t
2
(q
i
(0)) = [r

i
;t
1
;t
2
I

i

r

i
;t
1
;t
2
I

i
+r
2

i
;t
1
;t
2
I

i
℄(q
i
(0)); (4.36)
where r

i
;t
1
;t
2
denotes the gradient with respet to 
i
; t
1
; t
2
and 
 the tensor produt. As before, we
know the expliit expression of I

i
:
I

i
=  2(t
1
  u
i 1
)

i
u
i 1
+ 2(t
2
  u
i
)

i
u
i
+
1

(
i
  
i
+ )
i


i
i
 
1
2v
i 1
("
2
  (t
1
  u
i 1
)
2
) +
1
2v
i
("
2
  (t
2
  u
i
)
2
); (4.37)
hene, using the Euler onditions, (4.32), and the fat that 
i
 1 in N
i
, it results that


i
I

i
(q
i
(0)) =
1
2


i
v
i 1
(0; 0) 
1
2


i
v
i
(0; 0) + 

i


i
i
(0; 0) =
p
3
2
; (4.38)
where the last equality follows by (4.18) and by the equality


i


i
i
(0) = ( 1)
i+1
f
0
(0) = 0: (4.39)
By dierentiating (4.30) and by using the Euler onditions, (4.32), the onstany of 
i
in N
i
, and the
fat that 
2

i

i


i
i
 0, we have

2

i

i
I

i
(q
i
(0)) =
1



i
i
(0; 0)
2

i

i
(
i
  
i
)(0; 0) +
3
2"


i
v
i 1
(0; 0) 
3
2"


i
v
i
(0; 0) =  
p
3
2"
; (4.40)
where the last equality follows from
1



i
i
(0; 0)
2

i

i
(
i
  
i
)(0; 0) =  
2
p
3
"
; (4.41)
whih an be obtained by dierentiating (4.31). Using (4.36), (4.38), and (4.40), we obtain that

2

i

i
(q
i
(0)) = [

i
I

i
(q
i
(0))℄
2
+ 
2

i

i
I

i
(q
i
(0)) =
3
4
 
p
3
2"
< 0; (4.42)
provided " is suÆiently small. Sine 
t
1
I

i
(q
i
(0)) = 0 (this an be easily proved using the fat that
ru
i 1
(0; 0) = ru
i
(0; 0) = 0), by (4.36) we have that

2

i
t
1
(q
i
(0)) = 
2

i
t
1
I

i
(q
i
(0)); 
2
t
1
t
1
(q
i
(0)) = 
2
t
1
t
1
I

i
(q
i
(0)):
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By dierentiating (4.34) and by using the Euler onditions, it turns out that

2

i
t
1
I

i
(q
i
(0)) =  2
2

i

i
u
i 1
(0; 0); 
2
t
1
t
1
I

i
(q
i
(0)) =  
p
3
"
;
so that
det
 

2

i

i
 
2

i
t
1


2

i
t
1
 
2
t
1
t
1

!
(q
i
(0)) =
3
2"
2
 
1 
p
3
2
"
!
  4(
2

i

i
u
i 1
(0; 0))
2
:
Arguing in a similar way, one an nd that

2

i
t
2
(q
i
(0)) = 2
2

i

i
u
i
(0; 0); 
2
t
2
t
2
(q
i
(0)) =  
p
3
"
; 
2
t
1
t
2
(q
i
(0)) = 0;
so that
detr
2

i
;t
1
;t
2
(q
i
(0)) =  
3
p
3
2"
3
 
1 
p
3
2
"
!
+
4
p
3
"
[(
2

i

i
u
i 1
(0; 0))
2
+ (
2

i

i
u
i
(0; 0))
2
℄:
Sine for " suÆiently small it results that
det
 

2

i

i
 
2

i
t
1


2

i
t
1
 
2
t
1
t
1

!
(q
i
(0)) > 0; detr
2

i
;t
1
;t
2
(q
i
(0)) < 0; (4.43)
then, by (4.42) and (4.43) the Hessian matrix of  at q
i
(0) is negative denite.
At this point we have all the ingredients we need in order to ompare the value of  on S
i 1;i
with
its value at a point (x; y; t
1
; t
2
) for (x; y) 2 N
i
and jt
1
  u
i 1
(0; 0)j  " , jt
2
  u
i
(0; 0)j  " .
Remark that sine the urve fh
i
= 0g may have an inetion point at the origin, the set N
i
might
be not onvex. If the segment joining (x; y) with its orthogonal projetion on S
i 1;i
(whih is a point
of the form s
i
with s  0) is all ontained in N
i
, then we an onsider the restrition of  to the
segment joining (x; y; t
1
; t
2
) with q
i
(s) and write its Taylor expansion of seond order entred at q
i
(s).
By (4.24) and the fat that the Hessian matrix of  is negative denite at q
i
(0) (and then, by ontinuity
in a small neighbourhood), we have that there exist Æ; C > 0 suh that, if U is small enough and
jt
1
  u
i 1
(0; 0)j < Æ , jt
2
  u
i
(0; 0)j < Æ , then
(x; y; t
1
; t
2
)  1  Cjh
i
; (x; y)ij
2
  C(t
1
  u
i 1
(s
i
))
2
  C(t
2
  u
i
(s
i
))
2
 1:
In the general ase, sine the urve fy =  
i
(x; 0)g is C
2
with null seond derivative at 0, one an nd
s > 0, a 2 R suh that the segment joining (x; y) with s
i
+ a
i
is all ontained in N
i
and the ratio
j(x; y)   s
i
  a
i
j=a
2
is innitesimal as a ! 0. Sine s > 0, the segment joining s
i
+ a
i
with its
projetion s
i
on S
i 1;i
is all ontained in N
i
, so that we an apply to this point the estimate above; if
we all L the L
1
-norm of the gradient of  , we obtain that
(x; y; t
1
; t
2
)  (s
i
+ a
i
; t
1
; t
2
) + Lj(x; y)  s
i
  a
i
j
 1  a
2

C   L
j(x; y)  s
i
  a
i
j
a
2

  C(t
1
  u
i 1
(s
i
))
2
  C(t
2
  u
i
(s
i
))
2
;
whih is less than 1, provided U is small enough. So we have proved that, if " is suÆiently small, then
there exists Æ > 0 suh that
(x; y; t
1
; t
2
)  1 for (x; y) 2 N
i
; jt
1
  u
i 1
(0; 0)j < Æ; jt
2
  u
i
(0; 0)j < Æ; (4.44)
provided U is suÆiently small.
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Suppose now (x; y) 2 P
i
, jt
1
  u
i 1
(0; 0)j  " , jt
2
  u
i
(0; 0)j  " . In order to show that   1
also in this ase, we will ompute the traes of the gradient and of the Hessian matrix of  at the point
q
i
(0). The main dierene with respet to the previous ase is that in the region P
i
the funtion 
i
 
i
oinides with the solution 
i
of the problem
8
<
:
1


i
(x; y)h
i
(x; y);r
i
(x; y)i =
"
2
v
2
i 1
(x; y)
 
"
2
v
2
i
(x; y)
;

i
(s; 0) = 0 (s  0);
(4.45)
while the funtion 
i
is dened as

i
(x; y) =
g(h
i
(x; y))
2
y
i
(h
i
(x; y); 0)
8(x; y) 2 P
i
: (4.46)
By (4.26) and (4.25) it follows that
r(q
i
(0)) = rI

i
(q
i
(0)): (4.47)
By (4.28) we obtain the following expression for the gradient of I

i
with respet to 
i
; 
i
omputed at
the point q
i
(0):
r

i
;
i
I

i
(q
i
(0)) = g(0)r
i
(0; 0) +r

i
i
(0; 0) +
p
3
2

i
; (4.48)
where we have used the Euler onditions, the fat that r(
i
  
i
)(0; 0) = 0 by (4.45), and that
rv
i 1
(x; y) +rv
i
(x; y) =  
i
8(x; y) 2 U:
It follows immediately by (4.29) that
r

i
i
(x; y) = g
0
(h
i
; (x; y)i)
i
(4.49)
and by the denition of g that
g
0
(t) =
p
3"
2

x
v
0
(t; 0)
v
2
0
(t; 0)
=  
p
3
2
"
2
1
v
2
0
(t; 0)
(4.50)
for all t 2 R . By dierentiating (4.46), we obtain that
r
i
(x; y) =
1
2
p(h
i
(x; y))rh
i
(x; y); (4.51)
where we have set
p(t) :=
g
0
(t)

y
i
(t; 0)
 
g(t)
[
y
i
(t; 0)℄
2

x

y
i
(t; 0):
To ompute the gradient of h
i
it is enough to dierentiate the seond equality in (4.5): this provides

x
 
i
(x; h
i
) + 
s
 
i
(x; h
i
)
x
h
i
= 0; 
s
 
i
(x; h
i
)
y
h
i
= 1; (4.52)
by (4.7) we have that
rh
i
(0; 0) =  2
i
: (4.53)
Sine

x

y
i
(x; y) = ( 1)
i+1
3
4
f
0
(h
i
; (x; y)i) 
1
4
g
0
(h
i
; (x; y)i);
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we nd that p(0) = 3g
0
(0)=g(0), and substituting in (4.51), we have that
r
i
(0; 0) =  3
g
0
(0)
g(0)

i
: (4.54)
Sine the partial derivatives of I

i
with respet to t
1
and t
2
are still given by (4.34), they are equal to 0
at the point q
i
(0), as in the previous ase. Then, by (4.47), (4.48), (4.49), (4.54), and (4.50), we dedue
that
r(q
i
(0)) =
 
3
p
3
2

i
; 0; 0
!
: (4.55)
To onlude the study of  in this region, we write the Hessian matrix of  with respet to 
i
; t
1
; t
2
, whih
still satises (4.36). Dierentiating (4.37) and using the Euler onditions, the fat that r(
i
 
i
)(0; 0) =
0, 

i
i
(0; 0) = 0 and (4.39), we obtain that (4.38) still holds. Dierentiating (4.30) and omputing the
result at q
i
(0), we have that

2

i

i
I

i
(q
i
(0)) =
1

g(0)
2

i

i
(
i
  
i
)(0; 0) + g(0)
2

i

i

i
(0; 0) +
3
2"
(

i
v
i 1
(0; 0)  

i
v
i
(0; 0)); (4.56)
where we have used in partiular that 

i

i
(0; 0) = 0 by (4.54) and that 
2

i

i


i
i
 0. In order to
ompute the seond derivative of 
i
  
i
with respet to the diretion 
i
, we dierentiate (4.45) with
respet to x and with respet to y ; using the fat that 
x
(
i
  
i
)(s; 0) = 0 for every s  0, we obtain

2
xx
(
i
  
i
)(0; 0) = 0; 
2
xy
(
i
  
i
)(0; 0) =
6
"
( 1)
i+1

g(0)
; (4.57)

2
yy
(
i
  
i
)(0; 0) =  
2
p
3
"

g(0)
+
p
3( 1)
i+1

2
xy
(
i
  
i
)(0; 0) =
4
p
3
"

g(0)
: (4.58)
By the relation 
2

i

i
=
3
4

2
xx
+
p
3
2
( 1)
i

2
xy
+
1
4

2
yy
, it follows that

2

i

i
(
i
  
i
)(0; 0) =  
2
p
3
"

g(0)
:
Sine 

i
h
i
(0; 0) = 0 by (4.53), from (4.51) we obtain that

2

i

i

i
(0; 0) =
1
2

g
0
(0)

y
i
(0; 0)
 
g(0)
[
y
i
(0; 0)℄
2

x

y
i
(0; 0)


2

i

i
h
i
(0; 0) =
3
2
g
0
(0)
g(0)

2

i

i
h
i
(0): (4.59)
By dierentiating twie with respet to the diretion 
i
the seond equality in (4.5), we obtain that
(
x
i
)
2

2
xx
 
i
(x; h
i
) + 2
x
i

2
xs
 
i
(x; h
i
)

i
h
i
+ 
2
ss
 
i
(x; h
i
)(

i
h
i
)
2
+ 
s
 
i
(x; h
i
)
2

i

i
h
i
= 0;
sine 

i
h
i
(0; 0) = 0 by (4.53) and 
2
xx
 
i
(0; 0) = 0 by (4.8), we an onlude that 
2

i

i
h
i
(0; 0) = 0 and
then, by (4.59) also the limit of 
2

i

i

i
at (0; 0) is equal to 0. Taking (4.17) and (4.56) into aount, we
an onlude that

2

i

i
I

i
(q
i
(0)) =  
p
3
2"
;
i.e., (4.40) is still satised. Sine it is easy to see that also the other seond derivatives of  remain
unhanged, we an onlude that the Hessian matrix of  with respet to 
i
; t
1
; t
2
is negative denite at
q
i
(0).
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If the segment joining (x; y; t
1
; t
2
) with q
i
(0) is all ontained in P
i
, then we onsider the Taylor ex-
pansion of seond order entred at q
i
(0) of the funtion  restrited to this segment; sine the omponent
of (x; y) along 
i
is less or equal than 0, by (4.55) and by the fat that the Hessian matrix of  with
respet to 
i
; t
1
; t
2
is negative denite, we have that there exists Æ > 0 suh that (x; y; t
1
; t
2
)  1 for
jt
1
  u
i 1
(0; 0)j < Æ , jt
2
  u
i
(0; 0)j < Æ , provided U is small enough. In the general ase, we an nd
s  0, a 2 R suh that the segments joining (x; y) with s
i
+ a
i
, and s
i
+ a
i
with (0; 0) are all
ontained in P
i
, and j(x; y)  s
i
  a
i
j=a
2
is innitesimal as a! 0. Arguing as for the region N
i
, this
is enough to obtain the same onlusion. So we have proved that, if " is small enough, there exists Æ > 0
suh that
(x; y; t
1
; t
2
)  1 for (x; y) 2 P
i
; jt
1
  u
i 1
(0; 0)j < Æ; jt
2
  u
i
(0; 0)j < Æ; (4.60)
provided U is suÆiently small.
By (4.44) and (4.60) Step 1 is proved.
4.3 Estimates for t
1
and t
2
near u
0
and u
2
This setion is devoted to the proof of the following step.
Step 2.{ For a suitable hoie of the funtion f (see (4.2)), there exists Æ > 0 suh that ondition (b1)
holds for jt
1
  u
0
(0; 0)j < Æ , jt
2
  u
2
(0; 0)j < Æ , provided U is small enough.
In order to prove the step, we want to show that the funtion  , introdued at the beginning of Setion 4.2,
is less or equal than 1 in a neighbourhood of the point (0; 0; u
0
(0; 0); u
2
(0; 0)). We an assume that
jt
1
 u
0
(0; 0)j  " , jt
2
 u
2
(0; 0)j  " . Sine now the derivatives of  may be disontinuous on the urves
fh
1
= 0g and fh
2
= 0g , we have to onsider separately four dierent ases, one for (x; y) belonging to
eah one of the regions N
1
\N
2
, N
1
\ P
2
, N
2
\ P
1
, and P
1
\ P
2
.
Let I
x
and I
y
be the omponents of the integral in (4.23) with respet to e
x
and e
y
, that are the
tangent and the normal diretion, respetively, to the third part of the disontinuity set S
0;2
.
Consider rst the ase (x; y) 2 P
1
\ P
2
, whih is the region ontaining S
0;2
; as before, we will study
the derivatives of  at the points of the form
q
0
(x) := (x; 0; u
0
(x; 0); u
2
(x; 0)); x  0:
Condition (4.22) implies that (q
0
(x)) = 1 for every x  0; we want to prove that
r(q
0
(x)) = 0 8x  0 (4.61)
and that the Hessian matrix of  with respet to y; t
1
; t
2
is negative denite at q
i
(0). By the denition
of  , it follows that
r =
1

(I
x
rI
x
+ I
y
rI
y
):
Sine I
x
(q
0
(x)) = 0 and I
y
(q
0
(x)) = 1 for every x  0, we have that
r(q
0
(x)) = rI
y
(q
0
(x)):
By (4.16) and by the denition of ' in G
i
we an write the expliit expression of I
y
at (x; y; t
1
; t
2
):
I
y
=  2(t
1
  u
0
)
y
u
0
+ 2(t
2
  u
2
)
y
u
2
+
1

2
X
i=1
(
i
  
i
+ )
i

y
i
+
p
3
2v
0
("
2
  (t
1
  u
0
)
2
) +
p
3
2v
2
("
2
  (t
2
  u
2
)
2
); (4.62)
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and by dierentiating with respet to y , we obtain

y
I
y
= 2(
y
u
0
)
2
  2(
y
u
2
)
2
  2(t
1
  u
0
)
2
yy
u
0
+ 2(t
2
  u
2
)
2
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u
2
+
1

2
X
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[
y
(
i
  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)
i

y
i
+ (
i
  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+ )
y
(
i

y
i
)℄ 
3
4v
2
0
("
2
  (t
1
  u
0
)
2
)
+
3
4v
2
2
("
2
  (t
2
  u
2
)
2
) +
p
3
v
0
(t
1
  u
0
)
y
u
0
+
p
3
v
2
(t
2
  u
2
)
y
u
2
: (4.63)
Sine in the region P
1
\ P
2
the funtions 
i
  
i
oinide with the solutions of the problems (4.45), it
results that 
y
(
i
  
i
)(x; 0) = 0 for i = 1; 2. Moreover, dierentiating (4.11) and the seond equality
in (4.3) with respet to y , we have that

y

2
(x; y) =  
y

1
(x; y); 
y

y
2
(x; y) =  
y

y
1
(x; y); (4.64)
and then, using again (4.3) and (4.11),

y
1
(x; 0)
y

1
(x; 0) =  
y
2
(x; 0)
y

2
(x; 0); 
1
(x; 0)
y

y
1
(x; 0) =  
2
(x; 0)
y

y
2
(x; 0):
By the Euler onditions, 
y
u
0
(x; 0) = 
y
u
2
(x; 0) = 0 for every x  0; using all these remarks and (4.20),
we dedue that 
y
I
y
(q
0
(x)) = 0 for every x > 0 and the equality holds also for the trae of 
y
I
y
at
q
0
(0). Sine we have that

t
1
I
y
=  2
y
u
0
 
p
3
v
0
(t
1
  u
0
); 
t
2
I
y
= 2
y
u
2
 
p
3
v
2
(t
2
  u
2
); (4.65)
by the Euler onditions it follows that 
t
1
I
y
(q
0
(x)) = 
t
2
I
y
(q
0
(x)) = 0. As I
y
(q
0
(x)) = 1 for every
x  0, this implies that 
x
I
y
(q
0
(x)) = 0. Thus we have obtained equality (4.61).
By (4.61) and (4.22) the Hessian matrix of  omputed at q
0
(0) redues to
r
2
y;t
1
;t
2
(q
0
(0)) = [r
y;t
1
;t
2
I
x

r
y;t
1
;t
2
I
x
+r
2
y;t
1
;t
2
I
y
℄(q
0
(0)): (4.66)
As before, we know that
I
x
=  2(t
1
  u
0
)
x
u
0
+ 2(t
2
  u
2
)
x
u
2
+
1

2
X
i=1
(
i
  
i
+ )
i

x
i
 
1
2v
0
("
2
  (t
1
  u
0
)
2
) +
1
2v
2
("
2
  (t
2
  u
2
)
2
);
hene, by the Euler ondition, the fat that 
y
(
i
  
i
)(0; 0) = 0 for i = 1; 2, and (4.21), it results that

y
I
x
(q
0
(0)) =
p
3
2
+
2
X
i=1

y
(
i

x
i
)(0; 0) =
p
3
2
+ 2
y

x
1
(0; 0) + 2
x
1
(0; 0)
y

1
(0; 0);
where we have also used the rst equalities in (4.3) and in (4.64), and the relation 
y

x
2
(x; y) =

y

x
1
(x; y). From (4.54) we obtain that

y

1
(0; 0) =
3
p
3
2
g
0
(0)
g(0)
:
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Then, using the denition of 
x
1
and (4.50), we an onlude that

y
I
x
(0; 0) =
p
3
2
  3g
0
(0) = 2
p
3: (4.67)
By dierentiating (4.63) with respet to y and by using the Euler ondition and the fat that 
y
(
i
 

i
)(0; 0) = 0 for i = 1; 2, we obtain

2
yy
I
y
(q
0
(0)) =
1

2
X
i=1
[
2
yy
(
i
  
i
)
y
i
+ 
2
yy
(
i

y
i
)℄(0; 0) +
3
p
3
2"
:
Equality (4.58) implies that
1

2
X
i=1
[
2
yy
(
i
  
i
)
i

y
i
℄(0; 0) =
4
p
3
"
: (4.68)
In order to write expliitly 
2
yy

i
at (0; 0), we dierentiate the y -omponent in (4.51) with respet to y
and we pass to the limit, taking into aount that 
y
h
i
(0) = ( 1)
i+1
p
3 by (4.53):

2
yy

1
(0; 0) =
3
2
p
0
(0) +
1
2
p(0)
2
yy
h
i
(0):
By dierentiating with respet to y the seond equality in (4.52), we obtain that

2
yy
h
1
(0; 0) =  (
y
h
1
(0; 0))
2

2
ss
 
1
(0; 0)

s
 
1
(0; 0)
= 0;
where the last equality follows by (4.9). Sine
p
0
(0) = 2
g
00
(0)
g(0)
+ 3
[g
0
(0)℄
2
g
2
(0)
  4

2
xx

y
1
(0; 0)
g(0)
; (4.69)
while

2
xx

y
1
(0; 0) =  
3
p
3
8
f
00
(0) +
1
8
g
00
(0); 
2
yy

y
1
(0; 0) =  
p
3
8
f
00
(0) +
3
8
g
00
(0); (4.70)
and g
00
(0) =  
p
3=(2"), we an write that
1

2
X
i=1
(
i
  
i
+ )
2
yy
(
i

y
i
)(0; 0) = (2
y
1

2
yy

1
+ 4
y

1

y

y
1
+ 2
2
yy

y
1
)(0; 0)
= 2
p
3f
00
(0) + 3g
00
(0)
= 2
p
3f
00
(0) 
3
p
3
2"
: (4.71)
Substituting (4.68) and (4.71) in the expression of 
2
yy
I
y
, we nd that

2
yy
I
y
(q
0
(0)) = 2
p
3f
00
(0) +
4
p
3
"
: (4.72)
From (4.66), (4.67), and (4.72), we nally obtain that

2
yy
(q
0
(0)) = [
y
I
x
(q
0
(0))℄
2
+ 
2
yy
I
y
(q
0
(0)) = 12 +
4
p
3
"
+ 2
p
3f
00
(0): (4.73)
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As in the previous step, we an ompute expliitly the other elements of the Hessian matrix of  and we
nd that
det
 

2
yy
 
2
yt
1


2
yt
1
 
2
t
1
t
1

!
(q
0
(0)) =  
6
"
f
00
(0) 
12
p
3
"
 
12
"
2
  4(
2
yy
u
0
(0; 0))
2
;
detr
2
y;t
1
;t
2
(q
0
(0)) =
6
p
3
"
2
f
00
(0) +
36
"
2
+
12
p
3
"
3
+
4
p
3
"
[(
2
yy
u
0
(0; 0))
2
+ (
2
yy
u
2
(0; 0))
2
℄:
If we impose the following ondition on the seond derivative of f at 0:
f
00
(0) <  2
p
3 
2
"
 
2"
3
[(
2
yy
u
0
(0; 0))
2
+ (
2
yy
u
2
(0; 0))
2
℄; (4.74)
then the Hessian matrix of  is negative denite at q
0
(0).
To onlude, we restrit  to the segment joining (x; y; t
1
; t
2
) with q
0
(x) and we write its Taylor
expansion of seond order entred at q
0
(x); using (4.61) and hoosing f satisfying (4.74) (so that the
Hessian matrix of  is negative denite at q
0
(0), and then by ontinuity in a small neighbourhood), we
obtain that there exists Æ > 0 suh that
(x; y; t
1
; t
2
)  1 for (x; y) 2 P
1
\ P
2
; jt
1
  u
0
(0; 0)j < Æ; jt
2
  u
2
(0; 0)j < Æ; (4.75)
provided U is suÆiently small.
Let us onsider the set N
1
\ N
2
: in this region 
1
= 
2
= 1, while the funtions 
i
  
i
oinide
with the solutions of the problems (4.31). By (4.22) the gradient of  at the point q
0
(0) is given by
r(q
0
(0)) = rI
y
(q
0
(0)): (4.76)
By (4.62) we derive the expliit expression for the gradient of I
y
with respet to x; y ; using the Euler
ondition, the fat that r(
i
  
i
)(0; 0) = 0, the onstany of 
i
and the equality
rv
0
(x; y) +rv
2
(x; y) =  e
x
8(x; y) 2 U; (4.77)
we obtain that
r
x;y
I
y
(q
0
(0)) =
2
X
i=1
r
y
i
(0; 0) +
p
3
2
e
x
=  
1
2
g
0
(0)e
x
+
p
3
2
e
x
=
3
p
3
4
e
x
:
Sine the partial derivatives of I
y
with respet to t
1
and t
2
are still given by (4.65), they are equal to
0 at q
0
(0), as in the previous ase. Therefore, we have that
r(q
0
(0)) =
 
3
p
3
4
e
x
; 0; 0
!
: (4.78)
If (x; y) 6= (0; 0) belongs to N
1
\ N
2
and the segment joining (x; y) with (0; 0) is all ontained in
N
1
\N
2
, then by the Mean Value theorem, (4.78) and the fat that x is stritly negative, we an onlude
that there exists Æ > 0 suh that
(x; y; t
1
; t
2
)  1 for jt
1
  u
0
(0; 0)j < Æ; jt
2
  u
2
(0; 0)j < Æ; (4.79)
provided U is suÆiently small. If the segment joining (x; y) with (0; 0) is not ontained in N
1
\N
2
, then
we an nd a regular urve onneting (x; y) and (0; 0), along whih we an repeat the same estimate
as above.
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At last onsider the set N
2
\P
1
, sine the ase N
1
\P
2
is ompletely analogous. In this region, 
1
is
dened by (4.46), while 
2
is identially equal to 1; the funtion 
1
  
1
oinides with the solution of
the problem (4.45) for i = 1, while 
2
  
2
with the one of (4.31) for i = 2. Equality (4.76) still holds,
as well as the fat that r(
i
  
i
)(0; 0) = (0; 0) for all i ; sine r
1
is given by the formula (4.54) and
r
2
 0, by (4.2), (4.50), (4.62), and (4.77) we have that
r
x;y
I
y
(q
0
(0)) =
2
X
i=1
r
y
i
(0; 0) + 
y
1
(0; 0)r
1
(0; 0) +
p
3
2
e
x
=
3
p
3
4
(e
x
+ 
1
) =  
3
p
3
4

2
;
hene
r(q
0
(0)) =
 
 
3
p
3
4

2
; 0; 0
!
:
Sine the gradient of  vanishes along the diretion (
2
; 0; 0), we need to ompute the Hessian matrix of
 with respet to 
2
; t
1
; t
2
at the point q
0
(0); from the equality r

2
;t
1
;t
2
I
y
(q
0
(0)) = 0, we have that
r
2

2
;t
1
;t
2
(q
0
(0)) = [r

2
;t
1
;t
2
I
x

r

2
;t
1
;t
2
I
x
+r
2

2
;t
1
;t
2
I
y
℄(q
0
(0)): (4.80)
Using the fat that ru
0
(0; 0) = ru
2
(0; 0) = 0 and r(
i
  
i
)(0; 0) = 0, we obtain


2
I
x
(q
0
(0)) =
2
X
i=1


2

x
i
(0; 0) + 

2

1
(0; 0)
x
1
(0; 0) +
1
2


2
(v
0
  v
2
)
= 
y

x
1
(0; 0) 
9
4
g
0
(0) +
p
3
4
=
p
3;
where the seond equality follows from (4.54) and from the fat that 

2

x
1
+ 

2

x
2
= 
y

x
1
at (0; 0).
If we dierentiate (4.62) twie with respet to the diretion 
2
and we ompute the result at the point
q
0
(0), we obtain

2

2

2
I
y
(0; 0) =
 
1

2
X
i=1

2

2

2
(
i
  
i
)
i

y
i
+
2
X
i=1

2

2

2

y
i
+ 
2

2

2

1

y
1
+ 2

2

1


2

y
1
!
(0; 0) +
3
p
3
4"
:
(4.81)
From (4.57) and (4.58), and from (4.41) it follows respetively that

2

2

2
(
1
  
1
)(0; 0) =
4
p
3
"
3

g(0)
; 
2

2

2
(
2
  
2
)(0; 0) =  
2
p
3
"

g(0)
: (4.82)
Sine by (4.51) we have that 

2

1
(x; y) =
1
2
p(h
1
(x; y))

2
h
1
(x; y), then

2

2

2

1
(0; 0) =
1
2
p
0
(0)(

2
h
1
(0; 0))
2
+
1
2
p(0)
2

2

2
h
1
(0; 0):
Some easy omputations show that 
2

2

2
h
1
(0; 0) = 0; using (4.53) it results that

2

2

2

1
(0; 0) =
3
2
p
0
(0) =
9
2
[g
0
(0)℄
2
g
2
(0)
+
9
4
p
3
f
00
(0)
g(0)
; (4.83)
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where the last equality follows by (4.69) and by the rst equality in (4.70). At last, by using (4.3) and
(4.70), we obtain that
2
X
i=1

2

2

2

y
i
(0; 0) =
3
4

2
xx

y
1
(0; 0) +
1
4

2
yy

y
1
(0; 0) =  
5
8
p
3f
00
(0) +
3
8
g
00
(0); (4.84)
and by substituting (4.82), (4.83), and (4.84) in (4.81), we dedue that

2

2

2
I
y
(q
0
(0)) =
p
3
2
f
00
(0) +
p
3
"
;
hene

2

2

2
(q
0
(0)) = 3 +
p
3
"
+
p
3
2
f
00
(0):
By dierentiating (4.65) with respet to 
2
and by (4.80), we obtain

2

2
t
1
(q
0
(0)) =  2

2

y
u
0
(0; 0) =  
2
yy
u
0
(0; 0); 
2

2
t
2
(q
0
(0)) = 2

2

y
u
2
(0; 0) = 
2
yy
u
2
(0; 0):
At this point, it is easy to see that, if f satises the ondition
f
00
(0) <  2
p
3 
2
"
 
"
6
[(
2
yy
u
0
(0; 0))
2
+ (
2
yy
u
2
(0; 0))
2
℄ (4.85)
then the Hessian matrix of  with respet to 
2
; t
1
; t
2
is negative denite at the point q
0
(0). Arguing
as for the region P
i
in the previous setion, it an be proved that, if f satises (4.85), then there exists
Æ > 0 suh that
(x; y; t
1
; t
2
)  1 for (x; y) 2 N
2
\ P
1
; jt
1
  u
0
(0; 0)j < Æ; jt
2
  u
2
(0; 0)j < Æ; (4.86)
provided U is suÆiently small.
Sine ondition (4.74) implies (4.85), if we require that (4.74) holds, then by (4.75), (4.79), and (4.86),
we an onlude that Step 2 is true.
4.4 Proof of ondition (b1)
In this setion we omplete the proof of ondition (b1). To this aim it is enough to hek ondition (b1)
in the three ases studied in the following step, as it will be lear at the end of the setion.
Step 3.{ If " is suÆiently small, Æ 2 (0; "), and U is suÆiently small, ondition (b1) is true for
t
1
 t
2
whenever one of the following three onditions is satised:
1) jt
1
  u
0
(0; 0)j  Æ and jt
1
  u
1
(0; 0)j  Æ ;
2) jt
2
  u
1
(0; 0)j  Æ and jt
2
  u
2
(0; 0)j  Æ ;
3) jt
1
  u
0
(0; 0)j  Æ and jt
2
  u
2
(0; 0)j  Æ .
Let us x Æ 2 (0; ") and set
M
1
(x; y) := maxfjI(x; y; t
1
; t
2
)j : u
0
(x; y)  "  t
1
 t
2
 u
2
(x; y) + ";
jt
1
  u
0
(0; 0)j  Æ; jt
1
  u
1
(0; 0)j  Æg:
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It is easy to see that the funtion M
1
is ontinuous. Let us prove that M
1
(0; 0) < 1. For simpliity of
notation, from now on we will denote I(0; 0; t
1
; t
2
) simply by I(t
1
; t
2
) and u
i
(0; 0) by u
i
.
Let t
1
; t
2
be suh that u
0
  "  t
1
 t
2
 u
2
+ " with jt
1
  u
0
j  Æ and jt
1
  u
1
j  Æ . Suppose
furthermore that jt
1
  u
1
j  " ; then, we an write
I(t
1
; t
2
) = I(t
1
; u
1
) + I(u
1
; u
2
) + I(u
2
; t
2
);
I(u
2
; t
2
) = I(u
2
; t
2
_ (u
2
  ")) + I(u
2
  "; t
2
^ (u
2
  ")):
Therefore, we have
I(t
1
; t
2
) = I(t
1
; u
1
) + I(u
1
; u
2
) + I(u
2
; t
2
_ (u
2
  "))  I(t
2
^ (u
2
  "); u
2
  "): (4.87)
From the denition of ' in G
1
; G
2
it follows that
I(s
1
; u
1
) =  
1
"
(s
1
  u
1
)
2
e
x
for js
1
  u
1
j  ";
I(u
2
; s
2
) =
1
"
(s
2
  u
2
)
2

1
for js
2
  u
2
j  "; (4.88)
using ondition (b2), we have that
I(t
1
; u
1
) + I(u
1
; u
2
) + I(u
2
; t
2
_ (u
2
  ")) 2 
2
 
Æ
2
"
e
x
+R
1
; (4.89)
where R
1
is the parallelogram spanned by the vetors "
1
and  

" 
Æ
2
"

e
x
. Let C be the intersetion
of the half-plane f(x; y) 2 R
2
: h
2
; (x; y)i  1  
p
3"g with the open ball entred at 0 with radius 1;
some elementary geometri onsiderations show that

2
 
Æ
2
"
e
x
+R
1
 C: (4.90)
If T
i
is the segment joining 0 with g(0)
i
, then from the denition of ' in K
i
, it follows that
I(u
i 1
+ "; u
i
  ") = g(0)
i
; (4.91)
and
I(s
1
; s
2
) 2 T
i
(4.92)
for u
i 1
+ "  s
1
 s
2
 u
i
  " , i = 1; 2. Let D :=  T
2
; from (4.87), (4.89), (4.90), and (4.92), we
dedue that
I(t
1
; t
2
) 2 C +D;
sine g(0) = 1  
p
3" , the set C + D is ontained in the open ball entred at 0 with radius 1. This
onludes the proof when jt
1
  u
1
j  " .
If jt
2
  u
1
j  " , we onsider the deomposition
I(t
1
; t
2
) = I(t
1
; u
0
) + I(u
0
; u
1
) + I(u
1
; t
2
);
I(t
1
; u
0
) = I(t
1
^ (u
0
+ "); u
0
) + I(t
1
_ (u
0
+ "); u
0
+ ");
and the proof is ompletely analogous.
When jt
1
  u
1
j > " and jt
2
  u
1
j > " , we an write
I(t
1
; t
2
) = I(t
1
; u
0
) + I(u
0
; u
2
) + I(u
2
; t
2
);
I(t
1
; u
0
) = I(t
1
^ (u
0
+ "); u
0
) + I(t
1
_ (u
0
+ "); u
0
+ ");
I(u
2
; t
2
) = I(u
2
; t
2
_ (u
2
  ")) + I(u
2
  "; t
2
^ (u
2
  "));
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therefore, we have
I(t
1
; t
2
) = I(t
1
^ (u
0
+ "); u
0
) + I(u
0
; u
2
) + I(u
2
; t
2
_ (u
2
  "))
+ I(t
1
_ (u
0
+ "); t
2
^ (u
2
  "))  I(u
0
+ "; u
2
  "): (4.93)
Sine from the denition of ' in G
0
it follows that
I(s
0
; u
0
) =  
1
"
(s
0
  u
0
)
2

2
for js
0
  u
0
j  "; (4.94)
using ondition (b2) and (4.88), we have that
I(t
1
^ (u
0
+ "); u
0
) + I(u
0
; u
2
) + I(u
2
; t
2
_ (u
2
  ")) 2 e
y
 
Æ
2
"

2
+R
2
; (4.95)
where R
2
is the parallelogram spanned by the vetors "
1
and  

" 
Æ
2
"


2
. Let E be the parallelogram
having as onseutive sides T
1
and T
2
, and let F be the set E   g(0)e
y
; as I(u
1
  "; u
1
+ ") = 0, from
(4.91) it follows that
I(u
0
+ "; u
2
  ") = g(0)e
y
= (1 
p
3")e
y
; (4.96)
and from (4.92),
I(s
1
; s
2
) 2 E (4.97)
for every u
0
+ "  s
1
 s
2
 u
2
  " , with js
1
  u
1
j > " and js
2
  u
1
j > " . From (4.93), (4.95), (4.96),
(4.97), we obtain that
I(t
1
; t
2
) 2 e
y
 
Æ
2
"

2
+R
2
+ F:
The set e
y
 
Æ
2
"

2
+R
2
+ F is a polygon, sine it is the sum of two polygons, and it is possible to prove
that, if " <
p
3, its verties are all ontained in the open ball with entre 0 and radius 1. Then, under
this ondition, the whole set e
y
 
Æ
2
"

2
+R
2
+ F is ontained in this ball; this onludes the proof of the
inequality M
1
(0; 0) < 1.
By ontinuity, hoosing U small enough, we obtain that M
1
(x; y) < 1 for every (x; y) 2 U , whih
proves 1).
To prove 2) and 3), we dene analogously
M
2
(x; y) := maxfjI(x; y; t
1
; t
2
)j : u
0
(x; y)  "  t
1
 t
2
 u
2
(x; y) + ";
jt
2
  u
1
(0; 0)j  Æ; jt
2
  u
2
(0; 0)j  Æg;
M
3
(x; y) := maxfjI(x; y; t
1
; t
2
)j : u
0
(x; y)  "  t
1
 t
2
 u
2
(x; y) + ";
jt
1
  u
0
(0; 0)j  Æ; jt
2
  u
2
(0; 0)j  Æg:
It is easy to see that the funtions M
2
and M
3
are ontinuous and, arguing as in the ase of M
1
, we an
prove that M
2
(0; 0) < 1 and M
3
(0; 0) < 1, whih yield 2) and 3) by ontinuity. Step 3 is proved.
Conlusion.{ As in Step 3, we simply write u
i
instead of u
i
(0; 0). Let us show that, if f satises
(4.74), and " and U are suÆiently small, then ondition (b1) is true for u
0
(x; y) "  t
1
< t
2
 u
2
(x; y)+
" and in fat for every t
1
; t
2
2 R , sine '
xy
(x; y; z) = 0 for z  u
0
(x; y)  " and for z  u
2
(x; y) + " .
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We start by onsidering the ase jt
1
 u
0
j < Æ . If jt
2
  u
1
j < Æ , the onlusion follows from Step 1. If
jt
2
 u
1
j  Æ , the result is a onsequene of Step 2 when jt
2
 u
2
j < Æ , and of Step 3.2) in the other ase.
We onsider now the ase jt
1
  u
0
j  Æ . If jt
1
  u
1
j  Æ , the onlusion follows from Step 3.1). If
jt
1
 u
1
j < Æ , the result is a onsequene of Step 1 when jt
2
 u
2
j < Æ , and of Step 3.3) in the other ase.
This onludes the proof of ondition (b1) and then, of Theorem 4.1 in the ase u
0
symmetri. 2
4.5 The antisymmetri ase
In this setion we show how the onstrution of the alibration for u
i
symmetri an be adapted to the
antisymmetri ase.
If the funtion u
0
is antisymmetri with respet to the biseting line of A
0
, then the reetion of u
0
with respet to the S
0;1
and to S
0;2
provides an extension of u
0
, whih is harmoni only on 
nS
1;2
and
whih is multi-valued on S
1;2
, sine the traes of the tangential derivatives of u
0
on S
1;2
have dierent
signs. Sine u
1
; u
2
oinide, up to the sign and to additive onstants, with the reetions of u
0
with
respet to S
0;1
and S
0;2
, respetively, they are antisymmetri with respet to the biseting line of A
1
and A
2
, respetively, and then, their extensions by reetion are harmoni only on 
nS
0;2
and 
nS
0;1
,
respetively.
The alibration ' an be dened as before, just replaing the sets G
0
; G
1
; G
2
with
~
G
0
= f(x; y; z) 2 (U n S
1;2
)R : u
0
(x; y)  " < z < u
0
(x; y) + "g;
~
G
1
= f(x; y; z) 2 (U n S
0;2
)R : u
1
(x; y)  " < z < u
1
(x; y) + "g;
~
G
2
= f(x; y; z) 2 (U n S
0;1
)R : u
2
(x; y)  " < z < u
2
(x; y) + "g;
and the sets H
1
; H
2
with
~
H
1
= f(x; y; z) 2 (U n (S
1;2
[ S
0;2
))R : l
1
+ =2 < z < l
1
+ 3=2g;
~
H
2
= f(x; y; z) 2 (U n (S
0;1
[ S
0;2
))R : l
2
+ =2 < z < l
2
+ 3=2g:
Sine u
0
is harmoni in 
 n S
1;2
, the eld ' is divergene-free in
~
G
0
by Lemma 1.5. Moreover, the
normal omponent of ' is ontinuous aross the boundary of G
0
sine 

2
u
0
= 

2
v
0
= 0 on S
1;2
. The
same argument works for the sets
~
G
1
;
~
G
2
. By the harmoniity of u
0
and u
1
, the eld is divergene-free
in
~
H
1
and the normal omponent of ' is ontinuous aross the boundary of H
1
sine 

2
u
0
= 0 on S
1;2
and 
y
u
1
= 0 on S
0;2
. Therefore, ondition (1) is still satised in the sense of distributions on UR .
It is easy to see that onditions (a1), (a2), and (b2) are satised.
The proof of Step 1, Step 2, and Step 3 an be easily adapted; indeed, even if now the funtion
jI(x; y; t
1
; t
2
)j may present some disontinuities when (x; y) 2 S
i;j
, we an write U as the union of
nitely many Lipshitz open subsets U
i
suh that jI j is C
2
(U
i
R
2
) and study the behaviour of jI j
separately in eah U
i
. So, it results that also ondition (b1) is true. 2
Chapter 5
The alibration method for
funtionals on vetor-valued maps
The purpose of this hapter is to present and develop a generalization of the alibration method to
funtionals with free disontinuities dened on vetor-valued maps.
In the sequel 
 is a xed bounded open subset of R
n
with Lipshitz boundary, 


is its inner unit
normal, while U is a losed subset of 
R
N
. The letter x usually denotes the variable in 
 (or R
n
),
while y or z is the variable in R
N
. We will onsider funtionals of the form
F (u) =
Z


f(x; u;ru) dx+
Z
S
u
 (x; u
 
; u
+
; 
u
) dH
n 1
; (5.1)
where f : 
R
N
R
nN
! [0;+1℄ , and  : 
R
N
R
N
S
n 1
! [0;+1℄ are Borel funtions, S
n 1
:=
fv 2 R
n
: jvj = 1g , and the unknown funtion u belongs to the spae SBV (
;R
N
) of speial funtions
of bounded variation in 
. Sine the triplet (u
+
; u
 
; 
u
) is uniquely determined up to a permutation
of (u
+
; u
 
) and a hange of sign of 
u
(see Setion 1.1), we will assume that  satises the ondition
 (x; y; z; ) =  (x; z; y; ).
We start this hapter with the proof of a generalized hain rule in BV , whih will be useful in the
following. If u 2 BV (
;R
N
) and S is a Lipshitz ontinuous funtion from R
N
into R
M
, it is known
that S Æu belongs to BV (
;R
M
). When in addition S 2 C
1
(R
N
;R
M
), the following hain rule formula
an be written:
~
D(S Æ u) = DS(~u(x))
~
Du(x) on 
 n S
u
;
D
j
(S Æ u) = [S(u
+
)  S(u
 
)℄
 
u
H
n 1
bS
u
;
(5.2)
(see Theorem 3.96 in [6℄). Following an idea by [32℄, we generalize formula (5.2) to the ase of a funtion
S , whih may depend also on the variable x and is only pieewise C
1
in the sense of the following
denition.
Denition 5.1 We say that a Lipshitz ontinuous funtion S : U ! R
M
is pieewise C
1
if S an be
written as
S(x; y) =
X
2A
S

(x; y)1
U

(x; y); (5.3)
where (U

)
2A
is a nite family of pairwise disjoint Borel sets suh that [
2A
U

= U , and (S

)
2A
is a family of Lipshitz ontinuous funtions belonging to C
1
(
R
N
;R
M
) .
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Lemma 5.2 Let S : U ! R
M
be a Lipshitz ontinuous funtion, pieewise C
1
in the sense of Deni-
tion 5.1, and satisfying (5.3), and let u 2 BV (
;R
N
) be suh that graphu  U . Then, v := S(; u())
belongs to BV (
;R
M
) and
~
Dv =
X
2A
1
U

(x; ~u)(D
x
S

(x; ~u)L
n
+D
y
S

(x; ~u)
~
Du) on 
 n S
u
; (5.4)
D
j
v = [S(x; u
+
)  S(x; u
 
)℄
 
u
H
n 1
bS
u
: (5.5)
Proof. { Sine the funtion S an be extended to a Lipshitz funtion on the whole 
R
N
, by
Theorem 3.101 in [6℄ we have that the funtion v = S(; u()) belongs to BV (
;R
M
) and formula (5.5)
holds true.
Sine S

is globally Lipshitz and of lass C
1
on 
R
N
, by Theorem 3.96 in [6℄ the funtion
v

:= S

(; u()) belongs to BV (
;R
M
) and the diuse part of its derivative satises the following
equality:
~
Dv

= D
x
S

(x; ~u)L
n
+D
y
S

(x; ~u)
~
Du: (5.6)
Consider now the set
E

:= fx 2 
 n S
u
: ~v(x) = ~v

(x)g:
Sine v and v

are both BV funtions and their jump sets are both ontained in S
u
, by the loality
property of the derivative of a BV funtion (see Remark 3.93 in [6℄) it follows that DvbE

= Dv

bE

.
Sine E

 
 n S
u
, the previous equality an be rewritten as
~
DvbE

=
~
Dv

bE

: (5.7)
If we dene
P

:= fx 2 
 n S
u
: (x; ~u(x)) 2 U

g;
sine P

 E

, by (5.7) and (5.6) we an onlude that
~
DvbP

=
~
Dv

bP

= D
x
S

(x; ~u)L
n
bP

+D
y
S

(x; ~u)
~
DubP

;
whih immediately gives formula (5.4). 2
The plan of the hapter is the following: in Setion 5.1 we present the alibration method for fun-
tionals of the form (5.1) on vetor-valued maps; Setion 5.2 is devoted to the link between alibration
theory and lassial eld theory; Setion 5.3 ontains some appliations to the Mumford-Shah funtional
(for vetor-valued funtions) and to funtionals arising in frature mehanis; nally, in Setion 5.4 we
reformulate the theory of alibrations in terms of dierential forms and show that this formulation does
not lead to new results.
5.1 Calibrations for funtionals on vetor-valued maps
Aording to Denitions 1.1 and 1.3, we onsider the following denition of minimizers of F .
Denition 5.3 An absolute minimizer of (5.1) in 
 is a funtion u 2 SBV (
;R
N
) suh that F (u) 
F (v) for all v 2 SBV (
;R
N
) , while a Dirihlet minimizer in 
 is a funtion u 2 SBV (
;R
N
) suh that
F (u)  F (v) for all v 2 SBV (
;R
N
) with the same trae on 
 as u . A funtion u is a U -minimizer
if the graph of u is ontained in U and F (u)  F (v) for all v 2 SBV (
;R
N
) whose graph is ontained
in U , while u is a Dirihlet U -minimizer if we add the requirement that the ompeting funtions v have
the same trae on 
 as u .
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Before proving the key lemma about alibrations, we x some further notation.
Given two funtions S : U ! R
n
, and u : 
 ! R
N
, we will denote the divergene of the omposite
funtion S(; u()) by div
x
[S(x; u(x))℄ , while the divergene of S with respet to the variable x omputed
at the point (x; u(x)) by [div
x
S℄(x; u(x)). The Jaobian matrix of S with respet to y will be denoted
by D
y
S and its transpose by (D
y
S)

. Note that if S and u are suÆiently regular,
div
x
[S(x; u(x))℄ = [div
x
S℄(x; u) + h(D
y
S(x; u))

;rui:
As in Setion 1.3, we all f

and 
 

f the onvex onjugate and the subdierential of f with respet
to the last variable. It is well known that, if g is any funtion from R
nN
into [0;+1℄ , h; i g

()  g()
for every ;  2 R
nN
, and the equality holds if and only if  2 
 

g(). Moreover, if g is onvex and
dierentiable, then 
 

g() = f

g()g . Using these properties, we an prove the following lemma.
Lemma 5.4 Let F be the funtional dened in (5.1). Let S 2 C
1
(
R
N
;R
n
) be Lipshitz ontinuous
and let S
0
2 L
1
(
) . Assume that the following onditions are satised:
(a1) [div
x
S℄(x; y)+S
0
(x)   f

(x; y; (D
y
S(x; y))

) for L
n
-a.e. x 2 
 and for every y with (x; y) 2 U ;
(b1) hS(x; z)   S(x; y); i   (x; y; z; ) for H
n 1
-a.e. x 2 
 , for every  2 S
n 1
, and for every y; z
with (x; y) 2 U; (x; z) 2 U:
Then for every u 2 SBV (
;R
N
) suh that graphu  U we have that div
x
[S(; u())℄ is a Radon measure
on 
 , whih will be denoted as 
u
, and
F (u) 
Z


d
u
+
Z


S
0
(x) dx: (5.8)
Moreover, equality holds in (5.8) for a given u if and only if
(a2) [div
x
S℄(x; u) + S
0
(x) =  f

(x; u; (D
y
S(x; u))

) and (D
y
S(x; u))

2 
 

f(x; u;ru) for L
n
-a.e.
x 2 
;
(b2) hS(x; u
+
)  S(x; u
 
); 
u
i =  (x; u
 
; u
+
; 
u
) for H
n 1
-a.e. x 2 S
u
;
where u , u

, ru , and 
u
are always omputed at x .
Proof. { Let u 2 SBV (
;R
N
) be suh that graphu  U . By Theorem 3.96 in [6℄ the funtion
S(; u()) belongs to SBV (
;R
n
), and therefore, its divergene is a Radon measure on 
. Moreover, we
have that
D
x
i
[S
i
(x; u)℄ = 
x
i
S
i
(x; u)L
n
+D
y
S
i
(x; u)
x
i
uL
n
+ [S
i
(x; u
+
)  S
i
(x; u
 
)℄(
u
)
i
H
n 1
bS
u
;
so that the measure 
u
an be written as

u
(x) =
n
X
i=1
D
x
i
[S
i
(x; u(x))℄
= [div
x
S℄(x; u)L
n
+
X
i
D
y
S
i
(x; u)
x
i
uL
n
+
X
i
[S
i
(x; u
+
)  S
i
(x; u
 
)℄(
u
)
i
H
n 1
bS
u
= [div
x
S℄(x; u)L
n
+ h(D
y
S(x; u))

;rui L
n
+ hS(x; u
+
)  S(x; u
 
); 
u
iH
n 1
bS
u
;
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and the funtional at the right-hand side of (5.8) has the following expression
Z


d
u
+
Z


S
0
(x) dx =
Z


([div
x
S℄(x; u) + h(D
y
S(x; u))

;rui+ S
0
(x)) dx
+
Z
S
u
hS(x; u
+
)  S(x; u
 
); 
u
i dH
n 1
: (5.9)
Using assumption (a1) we obtain that for L
n
-a.e. x 2 

[div
x
S℄(x; u) + h(D
y
S(x; u))

;rui+ S
0
(x)   f

(x; u; (D
y
S(x; u))

) + h(D
y
S(x; u))

;rui
 f(x; u;ru);
and onsequently
Z


([div
x
S℄(x; u) + h(D
y
S(x; u))

;rui+ S
0
(x)) dx 
Z


f(x; u;ru) dx: (5.10)
Moreover, equality holds in (5.10) if and only if (D
y
S(x; u))

2 
 

f(x; u;ru) and [div
x
S℄(x; u)+S
0
(x) =
 f

(x; u; (D
y
S(x; u))

); whih is ondition (a2).
As for the seond integral in (5.9), ondition (b1) implies that
Z
S
u
hS(x; u
+
)  S(x; u
 
); 
u
i dH
n 1

Z
S
u
 (x; u
 
; u
+
; 
u
) dH
n 1
: (5.11)
Moreover, equality holds in (5.11) if and only if (b2) is satised.
The statement follows now from (5.9), (5.10), and (5.11). 2
The assumption of C
1
-regularity for S is often too strong for many appliations. We prove now a
new version of Lemma 5.4 under weaker regularity assumptions for S .
Lemma 5.5 Let F be the funtional dened in (5.1). Let S : U ! R
n
be a Lipshitz ontinuous
funtion, pieewise C
1
in the sense of Denition 5.1, and satisfying (5.3). Let S
0
2 L
1
(
) . Assume that
the following onditions are satised:
(a1) [div
x
S

℄(x; y) + S
0
(x)   f

(x; y; (D
y
S

(x; y))

) for every  2 A , for L
n
-a.e. x 2 
 , and for
every y 2 R
N
with (x; y) 2 U

;
(b1) hS(x; z)   S(x; y); i   (x; y; z; ) for H
n 1
-a.e. x 2 
 , for every  2 S
n 1
, and for every y; z
with (x; y) 2 U; (x; z) 2 U:
Then for every u 2 SBV (
;R
N
) suh that graphu  U we have that div
x
[S(; u())℄ is a Radon measure
on 
 , whih will be denoted as 
u
, and
F (u) 
Z


d
u
+
Z


S
0
(x) dx: (5.12)
Moreover, equality holds in (5.8) for a given u if and only if
(a2) [div
x
S

℄(x; u) + S
0
(x) =  f

(x; u; (D
y
S

(x; u))

) and (D
y
S

(x; u))

2 
 

f(x; u;ru) for every
 2 A , for L
n
-a.e. x 2 
 suh that (x; u(x)) 2 U

:
(b2) hS(x; u
+
)  S(x; u
 
); 
u
i =  (x; u
 
; u
+
; 
u
) for H
n 1
-a.e. x 2 S
u
;
where u , u

, ru , and 
u
are always omputed at x .
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Proof. { Let u 2 SBV (
;R
N
) be suh that graphu  U . By Lemma 5.2 the funtion S(; u())
belongs to SBV (
;R
n
), and therefore, its divergene is a Radon measure on 
. By (5.4) and (5.5) we
have that the measure 
u
an be written as

u
(x) =
X
2A
1
U

(x; u)[div
x
S

℄(x; u)L
n
+
X
2A
1
U

(x; u)h(D
y
S

(x; u))

;rui L
n
+ hS(x; u
+
)  S(x; u
 
); 
u
iH
n 1
bS
u
:
The proof of Lemma 5.4 an be now repeated simply replaing [div
x
S℄ with
P
2A
1
U

[div
x
S

℄ , and
D
y
S with
P
2A
1
U

D
y
S

. 2
Denition 5.6 We say that a pair of funtions (S;S
0
) is a alibration for u 2 SBV (
;R
N
) on U
with respet to the funtional (5.1) if S : U ! R
n
is a Lipshitz ontinuous funtion, pieewise C
1
in the sense of Denition 5.1, S
0
2 L
1
(
) , and they satisfy assumptions (a1), (b1), (a2), and (b2) in
Lemma 5.5.
We an now prove the main result of this setion.
Theorem 5.7 Let u be a funtion in SBV (
;R
N
) whose graph is ontained in U . Assume that there
exists a alibration (S;S
0
) for u on U with respet to the funtional (5.1). Then u is a Dirihlet U -
minimizer of F . If, in addition, the normal omponent of S at U \ (
R
N
) does not depend on y ,
namely for H
n 1
-a.e. x 2 
 there exists a onstant a(x) 2 R suh that
hS(x; y); 


(x)i = a(x) for every y suh that (x; y) 2 U , (5.13)
then u is also an absolute U -minimizer of F .
Proof. { Let v be a funtion in SBV (
;R
N
) suh that v = u on 
 and graphv  U . Then the
denition of the measure 
v
and the divergene theorem imply that
Z


d
v
=  
Z


hS(x; v); 


i dH
n 1
:
If v has the same trae on 
 as u , from this identity it follows that
Z


d
v
=
Z


d
u
; (5.14)
and by applying Lemma 5.5 we obtain
F (v) 
Z


d
v
+
Z


S
0
(x) dx =
Z


d
u
+
Z


S
0
(x) dx = F (u):
We have thus proved that u is a Dirihlet U -minimizer of F .
If we assume, in addition, that (5.13) holds true, then
R


d
v
=  
R


a dH
n 1
for every v 2
SBV (
;R
N
) whose graph is ontained in U ; so, the equality (5.14) is fullled even if the traes of
u and v on 
 dier. This proves that u is an absolute U -minimizer of F . 2
Remark 5.8 It is natural to wonder what is the link in the ase N = 1 between our vetorial theory
and the alibration method for the salar ase, realled in Setion 1.3, whih involves a divergene-free
vetoreld ' .
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Let N = 1. Let us suppose that (S;S
0
) is a alibration for u and assume furthermore that S is
globally C
1
. Take the vetoreld ' = ('
x
; '
z
) : U ! R
n
R dened by '
x
(x; z) := 
z
S(x; z) and
'
z
(x; z) :=  [div
x
S℄(x; z)   S
0
(x). Then ' satises all the assumptions of Setion 1.3. Indeed, by
Remark 2.3 in [2℄ ' is approximately regular on U . Moreover, onditions (a1) and (a2) on (S;S
0
)
learly imply that ' saties (a1) and (a2) of Setion 1.3, respetively. By denition of ' we have that
Z
t
2
t
1
'
x
(x; z) dz = S(x; t
2
)  S(x; t
1
);
so that onditions (b1) and (b2) on (S;S
0
) imply onditions (b1) and (b2) of Setion 1.3, respetively.
If S is C
2
and S
0
is C
1
, then it is trivial that ' is C
1
and div' = 0; in the general ase, one an prove
that ' is divergene-free by an approximation argument.
Analogously it is easy to see that, if ' is a bounded Lipshitz C
1
-vetoreld satisfying the alibration
onditions of Setion 1.3, then we an onstrut a alibration (S;S
0
). Take indeed
S(x; z) :=
Z
z
(x)
'
x
(x; t) dt and S
0
(x) := h'
x
(x; (x));r(x)i   '
z
(x; (x));
where  is any smooth funtion satisfying (x; (x)) 2 U for every x 2 
.
5.2 An appliation related to lassial eld theory
We reall now some lassial results from eld theory for multiple integrals of the form
F
0
(u) =
Z


f(x; u;ru) dx; (5.15)
where u 2 C
1
(
;R
N
) and f 2 C
2
(
R
N
R
nN
).
We will all extremals of F
0
or f -extremal the solutions u of lass C
2
of the Euler equations for the
integral F
0
, i.e.
n
X
i=1
D
x
i
[

ij
f(x; u(x);ru(x))℄   
u
j
f(x; u(x);ru(x)) = 0; 1  j  N: (5.16)
In the lassial eld theory for multiple integrals several suÆient onditions for the minimality of an
f -extremal have been proposed. Among the others, we reall Weyl eld theory, whih is stritly related
to the alibration theory for vetor-valued funtionals and ensures that a given f -extremal u is in fat a
minimizer of F
0
among all funtions of lass C
1
, with the same boundary values as u and whose graph
is ontained in a suitable neighbourhood of the graph of u . It onsists in the onstrution of a suitable
slope eld P , alled Weyl eld, and of a smooth funtion S , alled the eikonal map assoiated with the
eld, satisfying the system of equations (5.17) { (5.18). This set of onditions arises from the omparison
of F
0
with an invariant funtional of divergene type, whih is nothing but the funtional
Z


div
x
[S(x; v)℄ dx;
where S is the eikonal map (see, e.g. [18, Chapter 7, Setion 4℄).
We will show via alibrations that, if a Weyl eld exists for an f -extremal u (and then there exists
a neighbourhood U of the graph of u suh that u minimizes F
0
among C
1
-funtions with the same
boundary values as u and with graph ontained in U ), then u is also a Dirihlet U -minimizer of the
funtional (5.1) in the sense of Denition 5.3, provided U is a suÆiently small neighbourhood of the
graph of u and the funtion  satises the estimate (5.20); moreover, if S is the eikonal map assoiated
with the Weyl eld, then the pair (S;S
0
) with S
0
 0 is a alibration for u on U .
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Denition 5.9 Let U be a losed domain in 
R
N
. A mapping p : U ! UR
nN
is alled a slope eld
on U if it is of lass C
1
and of the form
p(x; y) = (x; y;P(x; y)) for every (x; y) 2 U ;
we denote P(x; y) = (P
ij
(x; y)) as the slope funtion of the eld p . We say that a map u 2 C
1
(
;R
N
)
ts the slope eld p if graphu  U and

x
i
u
j
(x) = P
ij
(x; u(x)) for every x 2 
 .
Finally, a slope eld p is said to be a Weyl eld if there is a map S 2 C
2
(U ;R
n
) suh that fS;Pg solves
the Weyl equations:
[div
x
S℄(x; y) = f(x; y;P(x; y))  hP(x; y); 

f(x; y;P(x; y))i; (5.17)

y
j
S
i
(x; y) = 

ij
f(x; y;P(x; y)): (5.18)
The funtion S is alled the eikonal map assoiated with p .
The main results in Weyl eld theory an be stated as follows. For a proof we refer to [18℄.
Theorem 5.10 (1) Assume that the funtion f satises
f(x; y; )  f(x; y; )  h   ; 

f(x; y; )i  0
for every (x; y) 2 U and ;  2 R
nN
, and let u 2 C
2
(
;R
N
) t a Weyl eld p : U ! UR
nN
with
the eikonal map S : U ! R
n
. Then u is a minimizer of F
0
among all v 2 C
1
(
;R
N
) suh that
vj


= uj


and graph v  U ; in partiular, u is an f -extremal. Moreover, if there is a onstant
 > 0 suh that
X
i;j;h;k

2

ij

hk
f(x; y; )
ij

hk
 jj
2
8(x; y) 2 
R
N
; ;  2 R
nN
; (5.19)
then u is a strit minimizer of F
0
in the same lass.
(2) Vie-versa, if f satises the strit onvexity ondition (5.19), then every f -extremal ts at least
loally a Weyl eld and is therefore loally minimizing F
0
. In other words, for every x
0
2 
 there
exist " > 0 and an open neighbourhood A of x
0
suh that u minimizes F
0
among all v 2 C
1
(A;R
N
)
suh that vj
A
= uj
A
and graphv  f(x; y) 2 AR
N
: jy   u(x
0
)j  "g .
Let us now state and prove a similar result for free-disontinuity problems.
Theorem 5.11 Let f : 
R
N
R
nN
! [0;+1℄ be a funtion of lass C
2
satisfying (5.19) and let
 : 
R
N
R
N
S
n 1
! [0;+1℄ be a Borel funtion satisfying
 (x; y; z; )   (jy   zj); (5.20)
where  is a positive onstant, while  is suh that lim
t!0
+
(t)
t
= +1 . Let u be an f -extremal. Then
for every x
0
2 
 there exist " > 0 , an open neighbourhood A (with Lipshitz boundary) of x
0
, and a
pair (S;S
0
) suh that (S;S
0
) is a alibration for u with respet to the funtional (5.1) on the set
U := f(x; y) 2 AR
N
: jy   u(x
0
)j  "g; (5.21)
therefore u is a Dirihlet U -minimizer of the funtional (5.1).
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Proof. { Let u be an f -extremal. By the seond part of Theorem 5.10 for every x
0
2 
 there exist
" > 0 and an open neighbourhood A (with Lipshitz boundary) of x
0
suh that u ts a Weyl el in the
set (5.21). Denote the Weyl eld by p(x; y) = (x; y;P(x; y)) and the eikonal map assoiated with p by
S .
We laim that, if we take S
0
(x) := 0 for every x 2 
, then the pair (S;S
0
) is a alibration for u
on U with respet to the funtional F dened in (5.1), provided " is suÆiently small. Let us prove it.
Sine f is onvex, for every  2 R
nN
we have that
f(x; y; )  h; 

f(x; y; )i =  f

(x; y; 

f(x; y; ));
this fat, jointly with (5.17), implies that
[div
x
S℄(x; y) =  f

(x; y; 

f(x; y;P(x; y)))
=  f

(x; y; (D
y
S(x; y))

); (5.22)
where the seond equality follows from (5.18). Therefore, ondition (a1) is satised.
Condition (a2) follows from (5.22) and (5.18), using the fat that u ts the eld P , hene P(x; u(x)) =
ru(x) for every x 2 
.
If we all L the L
1
-norm of the Jaobian matrix of S on U , then we have that
hS(x; z)  S(x; y); i  L jz   yj (5.23)
for every x 2 
, y; z 2 R
N
suh that (x; y) 2 U , (x; z) 2 U , and  2 S
n 1
. By the assumption on the
funtion  there exists Æ > 0 suh that (t)  Lt= for every t 2 (0; Æ); then from (5.20) it follows that
 (x; y; z; )  Ljy   zj for jy   zj < Æ. (5.24)
Taking " < Æ=2, from (5.23) and (5.24) we have that ondition (b1) is satised.
Sine S
u
= ; , ondition (b2) is trivial.
The onlusion follows now from Theorem 5.7. 2
As made preise in the next proposition, when the funtion f depends only on the variables x;  , we
are able to prove the minimality of an f -extremal u on the whole domain 
 and to give an estimate of
the width " of the neighbourhood of the graph of u where the minimality holds.
Proposition 5.12 In addition to the assumptions of Theorem 5.11, suppose that f = f(x; ) . Let u be
an f -extremal. For every (x; y) 2 
R
N
dene
S(x; y) := [

f(x;ru(x))℄

(y   u(x)) + (x); (5.25)
where  : 
 ! R
n
is a solution of the equation div = f(x;ru) . Then the pair (S;S
0
) with S
0
 0 is
a alibration for u with respet to the funtional (5.1) on the set
U := f(x; y) 2 
R
N
: jy   u(x)j  "(x)g; (5.26)
where
"(x) <
1
2
inf

t > 0 : 
(t)
t
< j

f(x;ru(x))j

; (5.27)
and ;  are the quantities appearing in (5.20). Therefore u is a Dirihlet U -minimizer of the funtional
(5.1).
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Proof. { Note that by the assumption on  , the inmum in (5.27) is stritly positive for every x 2 
.
Let us prove that (S;S
0
) satises all the onditions in Lemma 5.4.
By diret omputations we have that D
y
S(x; y) = [

f(x;ru)℄

; using the Euler equations (5.16),
the denition of  , and the onvexity of f , we nd out that
[div
x
S℄(x; y) =
X
ij
D
x
i
(

ji
f(x;ru))(y
j
  u
j
)  h[

f(x;ru)℄

;rui+ div
=  h[

f(x;ru)℄

;rui+ f(x;ru)
=  f

(x; [

f(x;ru)℄

):
Conditions (a1) and (a2) are therefore satised.
By the denition of S we obtain
jS(x; z)  S(x; y)j  j

f(x;ru(x))j  jz   yj;
sine jz   yj  2"(x), (5.27) implies that
j

f(x;ru(x))j  jz   yj   (jz   yj);
so ondition (b1) follows now from (5.20).
Condition (b2) is trivial sine S
u
is empty. This onludes the proof.
We notie that the thesis an be proved also in the following way: if we dene P(x; y) := ru(x) for
every (x; y) 2 
R
N
, it is easy to see that the eld p(x; y) := (x; y;P(x; y)) is a Weyl eld, S is the
eikonal map assoiated with p , and u ts p . Then we an follow the proof of Theorem 5.11: the hek
of ondition (a1), (a2), (b2) remains the same, while the estimate on the size of "(x) is given by a more
areful proof of ondition (b1). 2
Remark 5.13 When the funtional (5.1) satises some speial further onditions, it is enough to prove
the Dirihlet minimality of a given u on a neighbourhood of its graph to onlude that u is in fat
a Dirihlet minimizer on the whole ylinder 
R , reduing the domain 
 if needed. For istane, in
addition to the assumptions of Proposition 5.12, suppose that the two following onditions are satised:
(1) f(x; )  f(x; (I   e
j

e
j
) ) for every x 2 
,  2 R
nN
, j = 1; : : : ; N , where fe
1
; : : : ; e
N
g is the
anonial basis of R
N
;
(2)  (x; y; z; )   (x; T
b
a
(y); T
b
a
(z); ) for every (x; y) 2 
R
N
,  2 R
nN
,  2 S
n 1
, a; b 2 R
N
,
where we have set
T
b
a
: R
N
! R
N
; (T
b
a
)
j
(y) := (y
j
^ a
j
) _ b
j
:
If u is an f -extremal, then by Proposition 5.12 we know that u is a Dirihlet U -minimizer of F , where
U is the set (5.26). We want to show that for every x
0
2 
 there exists an open neighbourhood A (with
Lipshitz boundary) of x
0
suh that u is a Dirihlet minimizer of F in A .
First of all, we an nd an open neighbourhood A (with Lipshitz boundary) of x
0
and two vetors
m;M 2 R
N
suh that jM  mj < "(x) for every x 2 A and
m
j
 u
j
(x) M
j
8x 2 A; 1  j  N: (5.28)
Let v be a funtion in SBV (A;R
N
) with the same trae on A as u and dene v^ := T
M
m
(v), whih still
belongs to SBV (A;R
N
). Note that rv^
j
= 1
fm
j
<v
j
<M
j
g
rv
j
for every j , so that, if we all J
0
(x) the
set of all indexes j suh that v
j
(x) 62 (m
j
;M
j
), the matrix rv^(x) an be written as
rv^(x) = rv(x) 
X
j2J
0
(e
j

e
j
)rv(x):
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By using iteratively ondition (1), we obtain that f(x;rv^)  f(x;rv), whih implies
Z
A
f(x;rv^) dx 
Z
A
f(x;rv) dx: (5.29)
Sine S
v^
 S
v
, and v^
 
= T
M
m
(v
 
), v^
+
= T
M
m
(v
+
) on S
v^
, by ondition (2) we obtain
Z
S
v^
\A
 (x; v^
 
; v^
+
; 
v^
) dH
n 1

Z
S
v
\A
 (x; v
 
; v
+
; 
v
) dH
n 1
: (5.30)
On the other hand, by (5.28) the funtion v^ has the same trae on A as u , and its graph is ontained
in the set
f(x; y) 2 AR
N
: jy   u(x)j  "(x)g:
Sine u is a Dirihlet minimizer on this set, we have that
Z
A
f(x;ru) dx 
Z
A
f(x;rv^) dx+
Z
S
v^
 (x; v^
 
; v^
+
; 
v^
) dH
n 1
: (5.31)
Therefore by (5.29), by (5.30), and (5.31), u is a Dirihlet minimizer of F in A .
The same result an be ahieved by alibration: indeed, we an extend the funtion S in (5.25) to
the whole 
R
N
simply by taking
^
S(x; y) := S(x; T
M
m
(y)); it is easy to see that assumptions (1) { (2)
guarantee that the pair (
^
S ;S
0
) provides a alibration for u on AR
N
.
We onlude the remark with some omments on onditions (1) { (2). Condition (1) ensures that
the funtional dereases when any row of the matrix ru is annihilated, whih is what ours when a
omponent of u is trunated. For istane, (1) is fullled for f() =
P
ij
'
ij
(
ij
) where '
ij
are onvex
and positive, and '
ij
(0) = 0. As for ondition (2), note that it is satised whenever  depends on y; z
only through the distane jz   yj .
5.3 Some further appliations
In this setion we present some examples and appliations. In Examples 5.14, 5.16, 5.17, and 5.18 we deal
with minimizers of the Mumford-Shah funtional, and we generalize some results proved in [2℄ for the
salar ase. Example 5.15 is a purely vetorial example, sine it involves a funtional arising in frature
mehanis whih an be dened only on maps from 
  R
n
into R
n
.
Example 5.14 Let u : 
! R
N
be a harmoni funtion. It is well known that u is an extremal of the
funtional
R


jruj
2
, and a Dirihlet minimizer of it. We an prove via alibrations that u is a Dirihlet
minimizer also of the homogeneous Mumford-Shah funtional
MS(u) =
Z


jruj
2
dx +H
n 1
(S
u
); (5.32)
if the following ondition is satised:
os


u  sup


jruj  1; (5.33)
where os u denotes the modulus of the vetor in R
N
whose omponents are the osillations of the
omponents of u . When (5.33) is not fullled, u is still a Dirihlet U -minimizer of the funtional MS ,
where
U :=

(x; y) 2 
R
N
: jy   u(x)j 
1
4jru(x)j

: (5.34)
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This seond result diretly follows from Proposition 5.12, where f() = jj
2
and   1. Moreover, a
alibration is given by (S;S
0
) with S
0
 0 and
S(x; y) = 2[ru(x)℄

(y   u(x)) + (x);
where  : 
 ! R
n
is a solution of the equation div = jruj
2
. Sine u is harmoni in 
, it is easy to
see that we an take (x) := [ru(x)℄

u(x), so that
S(x; y) = 2[ru(x)℄


y  
u(x)
2

: (5.35)
As for the Dirihlet minimality of u , we an show that, under the assumption (5.33), the alibration
(S;S
0
) an be extended to the whole 
R
N
, applying a similar argument to the one used in Remark 5.13.
We reall that, in the ase of the funtional (5.32), onditions (a1), (a2), (b1), and (b2) in Lemma 5.5
beome
(a1) [div
x
S

℄(x; y) + S
0
(x)   
1
4
jD
y
S

(x; y)j
2
for every  2 A , for L
n
-a.e. x 2 
, and for every
y 2 R
N
with (x; y) 2 U

;
(a2) [div
x
S

℄(x; u)+S
0
(x) =  jru(x)j
2
and (D
y
S

(x; u))

= 2ru(x) for every  2 A , and for L
n
-a.e.
x 2 
 suh that (x; u(x)) 2 U

;
(b1) jS(x; z)   S(x; y)j  1 for H
n 1
-a.e. x 2 
 and for every y; z 2 R
N
suh that (x; y) 2 U ,
(x; z) 2 U ;
(b2) S(x; u
+
)  S(x; u
 
) = 
u
for H
n 1
-a.e. x 2 S
u
,
where S(x; y) =
P
2A
S

(x; y)1
U

(x; y).
Let m
j
and M
j
be the inmum and the supremum of u
j
in 
, respetively (then os u
j
=M
j
 m
j
).
Let T be the funtion from R
N
into R
N
dened as T
j
(y) = (y
j
_m
j
=2) ^M
j
=2. Dene
^
S(x; y) := 2[ru(x)℄

T

y  
u(x)
2

:
It is easy to see that (
^
S ;S
0
) satises onditions (a1) and (a2). Condition (b2) is trivial. Finally, for
every y; z 2 R
N
we have
j
^
S(x; z) 
^
S(x; y)j  2jru(x)j  jT (z   u=2)  T (y   u=2)j: (5.36)
Sine T
j
(z  u=2) and T
j
(y  u=2) belong to the interval [m
j
=2;M
j
=2℄ for every 1  j  N , we dedue
that jT (z   u=2)  T (y   u=2)j  jM  mj=2; so, ondition (b1) follows from (5.36) and (5.33).
These two minimality results generalize those obtained in [1℄ for salar harmoni funtions. Note that
the minimality of u an be proved by applying the salar argument to eah omponent u
j
, but this
provides a more restritive ondition on the size of the domains where the minimality holds. Indeed, by
the salar result in [1℄, sine u
j
is harmoni for every j , if
os


u
j
 sup


jru
j
j 
1
N
1  j  N; (5.37)
then
Z


jru
j
j
2
dx 
Z


jrv
j
j
2
dx+
1
N
H
n 1
(S
v
j
)
for every v
j
2 SBV (
) with the same boundary values as u
j
; summing over j , we obtain the Dirihlet
minimality of u in 
. On the other hand, it is easy to see that ondition (5.37) is stronger than (5.33).
Analogous remarks hold for the Dirihlet minimality of u in a neighbourhood of its graph.
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Example 5.15 In this example we onsider a funtional related to GriÆth and Barenblatt theories of
frature mehanis of the form
H(u) := 
Z


je(u)j
2
dx+

2
Z


(divu)
2
dx+
Z
S
u
(ju
+
  u
 
j) dH
n 1
where u is a funtion from 
  R
n
into R
n
, e(u) denotes the symmetrized gradient of u ,  is a
positive funtion satisfying lim
t!0
+
(t)=t = +1 , and ;  are real parameters. In the ontext of
frature mehanis, 
 is a referene onguration of an elasti body, possibly subjet to frature, and u
parameterizes its displaement; the bulk term represents the energy relative to the elasti deformation
outside the frature, while the surfae integral is the energy needed to produe the rak.
The funtional H is learly of the form (5.1) with f() =  j(

+ )=2j
2
+

2
(tr )
2
and  (y; z) =
(jz   yj). However, sine the bulk term in H involves only the symmetri part of the matrix ru , the
appropriate setting for the minimum problem for H is not exatly the spae SBV (
;R
n
), but the spae
SBD(
) of speial funtions with bounded deformation (for a omplete overview on the properties of
this spae see [5℄). Even if the alibration method has been developed only for SBV funtions, we an
atually prove by alibration that, if u is an f-extremal, i.e. u 2 C
1
(
;R
n
) \ C
2
(
;R
n
) and u solves
the equation
u+ (+ )r(divu) = 0 on 
, (5.38)
then u minimizes H among all funtions v 2 SBD(
) with the same trae on 
 as u , and whose
graph is ontained in the set
U := f(x; y) 2 
R
n
: jy   u(x)j  "(x)g;
where
"(x) <
1
2
inf

t > 0 :
(t)
t
< j2e(u)(x) + divu(x)I j

:
Indeed, sine 

ij
f() = (
ji
+
ij
)+(tr )Æ
ij
, Proposition 5.12 implies that u is a Dirihlet U -minimizer
of H in the lass SBV (
;R
n
) and a alibration is given by (S;S
0
) with S
0
 0 and
S(x; y) = [2e(u)(x) + divu(x)I ℄

y  
u(x)
2

; (5.39)
this last fat follows from formula (5.25) where we have taken (x) := [e(u)(x)+

2
divu(x)I ℄u(x), whih
is a solution of div = f(ru) thanks to (5.38).
On the other hand, we an show that the pair (S;S
0
) provides a alibration also in the spae SBD(
)
in the following sense: onsider the funtional
H
1
(v) :=  
Z


hS(x; v); 


i dH
n 1
;
whih is the same used as omparison funtional in the proof of Theorem 5.7; then, H
1
is well dened
on SBD(
), is invariant on SBD funtions having the same trae on 
, and satises the equality
H
1
(u) = H(u) and the inequality H
1
(v)  H(v) for every v 2 SBD(
). This implies that u is a
Dirihlet minimizer of the funtional H in the lass of SBD funtions.
Let us prove the properties of H
1
stated above. If we set for simpliity of notation A(x) := 2e(u)(x)+
divu(x)I , by (5.39) the funtional H
1
an be rewritten as
H
1
(v) =  
1
2
Z


hA(2v   u); 


i dH
n 1
;
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whene it is lear that it is well dened on SBD(
) and invariant on the lass of funtions in SBD(
)
having the same trae on 
. By the generalized Green's formula in SBD(
) we have that
 
1
2
Z


hA(2v   u); 


i dH
n 1
=
1
2
Z


h2v   u; divAi dx+
1
2
Z


Ad(2Ev  Eu)
=
1
2
Z


hA; 2e(v)  e(u)i dx+
Z
S
v
hA(v
+
  v
 
); 
v
i dH
n 1
;(5.40)
where the last equality follows by the fat that divA = 0, by the deomposition theorem for the measures
Ev;Eu and by the remark that S
u
= ; . Using the denition of the matrix A and (5.40) it is easy to see
that
H
1
(u) =
1
2
Z


hA; e(u)i dx = H(u); (5.41)
while, using also the elementary inequality 2h; i  jj
2
+ jj
2
for every ;  2 R
n
2
, we obtain
Z


hA; e(v)i dx = 2
Z


he(u); e(v)i dx+ 
Z


divu divv dx
 
Z


je(v)j
2
dx+

2
Z


(divv)
2
dx+H(u): (5.42)
Sine the graph of v is ontained in U , we have that hA(v
+
  v
 
); 
v
i  (jv
+
  v
 
j) H
n 1
-a.e. on S
v
,
so that
Z
S
v
hA(v
+
  v
 
); 
v
i dH
n 1

Z
S
v
(jv
+
  v
 
j) dH
n 1
: (5.43)
By (5.40), (5.41), (5.42), and (5.43), we dedue that H
1
(v)  H(v) for every v 2 SBD(
) whose graph
is ontained in U .
We onlude this example by notiing that the existene of a weak solution in W
1;2
(
;R
n
) for
the Dirihlet boundary value problem assoiated with the equation (5.38) is guaranteed if  > 0 and
2+ 3 > 0; moreover, the additional requirements of regularity for u are always satised in any open
subset 

0
 
 (see [10℄).
Example 5.16 Let 
 be a produt of the form (0; a)V , where V is a regular domain in R
n 1
, and
let u be the step funtion dened as u(x) := 0 for 0 < x
1
<  , and u(x) = h for  < x
1
< a , where
 2 (0; a) and h 2 R
N
, h 6= 0. Then, u is a Dirihlet minimizer of the Mumford-Shah funtional (5.32)
in 
 if jhj
2
 a .
This result generalizes Example 4.12 in [1℄, where u is a salar step funtion.
We prove the statement by alibration. Let fe
1
; : : : ; e
n
g be the anonial basis of R
n
. A alibration
for u is given by the pair (S;S
0
) with S
0
 0 and
S(x; y) :=
8
>
>
<
>
>
:
0 if hy;
h
jhj
i 

2
hx; e
1
i,
2

hy;
h
jhj
i  

2
hx; e
1
i

e
1
if

2
hx; e
1
i  hy;
h
jhj
i 

2
hx; e
1
i+

2
a,
a
2
e
1
if hy;
h
jhj
i 

2
hx; e
1
i+

2
a,
(5.44)
where  := 1=
p
a . Some diret omputations show that
jD
y
S(x; y)j
2
=
(
4
2
if

2
hx; e
1
i  hy;
h
jhj
i 

2
hx; e
1
i+

2
a,
0 otherwise,
divS(x; y) =
(
 
2
if

2
hx; e
1
i  hy;
h
jhj
i 

2
hx; e
1
i+

2
a,
0 otherwise,
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so that ondition (a1) is trivially satised, while ondition (a2) is true if jhj 

2
x
1
+

2
a for every
x
1
2 [; a), whih is guaranteed by the assumption jhj
2
 a .
One easily heks that the vetor S(x; z)   S(x; y) an always be written as e
1
with jj  1 (
depending on x; y; z ), so that ondition (b1) is fullled. As for ondition (b2), sine jhj 

2
( + a) by
the assumption jhj
2
 a , we have that S(x; h)   S(x; 0) = a
2
e
1
  0 = e
1
for every x 2 S
u
.
We note that the minimality of u an be proved by applying the salar result to one omponent of
u . Take, indeed, j 2 f1; : : : ; Ng suh that h
j
6= 0; we know that if h
2
j
 a , then
H
n 1
(S
u
j
) 
Z


jrv
j
j
2
dx+H
n 1
(S
v
j
)
for every v 2 SBV (
) with the same boundary values as u . Now, the left-hand side oinides with
MS(u), while the right-hand side is less than or equal to MS(v), sine S
v
j
 S
v
. So, the Dirihlet
minimality of u is shown, but under the stronger ondition h
2
j
 a .
Atually, sine the Mumford-Shah funtional is invariant by rotation (and then u is a Dirihlet
minimizer if and only if R Æ u is a Dirihlet minimizer, where R is any rotation in R
N
), the salar
result an be exploited in a more eÆient way. Let R be a rotation in R
N
transforming the vetor h=jhj
in e
1
and let u^ := R Æ u . Applying the argument above to the rst omponent of u^ , we have that u^
is a Dirihlet minimizer of MS if jhj
2
 a , whih is the same ondition we have found via vetorial
alibration theory. We also note that the alibration (5.44) an be obtained starting from the vetoreld
whih alibrates u^
1
simply replaing the one-dimensional vertial variable by the omponent of the vetor
y along h=jhj and following the instrutions of Remark 5.8.
Example 5.17 Let 
 := B(0; r) be the open ball in R
2
entred at the origin with radius r , and let
(A
1
; A
2
; A
3
) be the partition of 
 dened as follows:
A
i
:=

x = ( os ;  sin ) : 0   < r;
2
3
(i  1)   <
2
3
i

:
Let u 2 SBV (
;R
N
) be the funtion dened as u := a
i
in eah A
i
, where a
1
; a
2
; a
3
are three distint
vetors in R
N
. In [2, Example 4.14℄ it is proved that, when N = 1, u is a Dirihlet minimizer of the
Mumford-Shah funtional (5.32) if the values a
i
are suÆiently far apart, more preisely if
minfja
1
  a
2
j; ja
2
  a
3
j; ja
3
  a
1
jg 
p
2r: (5.45)
This result an be generalized to the vetorial ase N > 1, where beside ondition (5.45) we require that
maxfja
1
  a
2
j; ja
2
  a
3
j; ja
3
  a
1
jg 
q
(2 +
p
3)r: (5.46)
Note that when N = 1 ondition (5.46) is implied by (5.45): indeed, without loss of generality we an
assume that a
1
 a
2
 a
3
, so that the maximum in (5.46) is a
3
  a
1
; then by (5.45) we obtain
a
3
  a
1
= (a
3
  a
2
) + (a
2
  a
1
)  2
p
2r >
q
(2 +
p
3)r:
We prove the statement by alibration. For every i; j we all S
ij
the interfae between A
i
and A
j
,
whih is oriented by the normal 
ij
pointing from A
i
to A
j
and we suppose that the maximum in (5.46)
is given by ja
1
  a
2
j . Let S
0
 0 and
S(x; y) := [
1
(x; y) _ 0℄ 
31
+ [
2
(x; y) _ 0℄ 
32
;
where

1
(x; y) := 1 
jy   a
1
j
2
r   h
31
; xi
; 
2
(x; y) := 1 
jy   a
2
j
2
r   h
32
; xi
:
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For any r
0
< r the funtion S is Lipshitz in B(0; r
0
)R
N
. By diret omputations we have that
jD
y
S(x; y)j
2
= 4
jy   a
1
j
2
(r   h
31
; xi)
2
1
f
1
>0g
+ 4
jy   a
2
j
2
(r   h
32
; xi)
2
1
f
2
>0g
+ 4
hy   a
1
; y   a
2
i
(r   h
31
; xi)(r   h
32
; xi)
1
f
1
>0; 
2
>0g
; (5.47)
while
[div
x
S℄(x; y) =  
jy   a
1
j
2
(r   h
31
; xi)
2
1
f
1
>0g
 
jy   a
2
j
2
(r   h
32
; xi)
2
1
f
2
>0g
: (5.48)
Condition (a1) is therefore fullled if and only if hy   a
1
; y   a
2
i  0 for every y suh that there exists
x 2 B(0; r
0
) so that 
1
(x; y) > 0 and 
2
(x; y) > 0. Taking into aount the denition of 
1
; 
2
, this is
equivalent to require the following: if y belongs to the intersetion of the ball entred at a
1
with radius
(r   h
31
; xi) and the ball entred at a
2
with radius (r   h
32
; xi), then the angle spanned by the two
vetors y   a
1
and y   a
2
is greater or equal to =2. Some elementary geometri onsiderations show
that this is guaranteed if
ja
1
  a
2
j
2
 (2r   h
31
; xi   h
32
; xi) 8x 2 B(0; r
0
);
whih is implied by ondition (5.46).
From (5.45) it follows that 
2
(x; a
1
)  0, so that by (5.47) and (5.48) we have jD
y
S(x; a
1
)j
2
= 0 and
[div
x
S℄(x; a
1
) = 0. Sine (5.45) implies analogously that 
1
(x; a
2
)  0, and 
1
(x; a
3
)  0, 
2
(x; a
3
)  0,
we dedue that ondition (a2) is satised.
Let (x; y); (x; z) 2 B(0; r
0
)R
N
. If neither (x; y) nor (x; z) belongs to f
1
> 0; 
2
> 0g , then it is
easy to hek that the vetor S(x; z) S(x; y) an be written as a linear ombination 
1

31
 
2

32
with
either 
1
; 
2
2 [0; 1℄ or 
1
; 
2
2 [ 1; 0℄ (depending on x; y; z ); sine 
31
and  
32
span an angle equal to
2=3, the modulus of S(x; z) S(x; y) is in this ase less than or equal to 1. If (x; y) 2 f
1
> 0; 
2
> 0g ,
only two ases an our: either S(x; z)   S(x; y) is a linear ombination of 
31
and  
32
of the same
kind as before (so, the same onlusion holds), or S(x; z) S(x; y) an be written as 
1

31
+
2

32
with

i
2 [0; 
i
(x; y)℄ (depending on x; y; z ). In this seond ase, we obtain
jS(x; z)  S(x; y)j
2
 
2
1
(x; y) + 
2
2
(x; y) + 
1
(x; y)
2
(x; y)  (
1
(x; y) + 
2
(x; y))
2
:
It is easy to see that, under ondition (5.46), 
1
(x; y) + 
2
(x; y)  1 for every (x; y) 2 f
1
> 0; 
2
> 0g ,
so that (b1) is always satised.
Finally, using (5.45) we have that S(x; a
2
) S(x; a
1
) = 
32
  
31
= 
12
for every x 2 S
12
, S(x; a
3
) 
S(x; a
2
) =  
32
= 
23
for every x 2 S
23
, while S(x; a
1
)   S(x; a
3
) = 
31
for every x 2 S
31
; so, we an
onlude that (b2) holds true for every x 2 S
u
.
We have thus proved that under onditions (5.45) { (5.46), u is a Dirihlet minimizer of MS in
B(0; r
0
) for every r
0
< r . By an approximation argument this implies the Dirihlet minimality of u in
the whole B(0; r).
As in the previous example, the minimality of u an be proved by using the salar result in [2℄:
indeed, even if S
u
j
is stritly ontained in S
u
for every j , one an always nd a rotation R in R
N
tranforming the range of u in a set of three vetors whih dier eah other for the same omponent
and apply the salar result to this omponent. This proedure leads to the following ondition: u is a
Dirihlet minimizer if
max
v2R
N
;jvj=1
min fjha
1
  a
2
; vij; jha
2
  a
3
; vij; jha
3
  a
1
; vijg 
p
2r;
whih is always more restritive than (5.45) { (5.46), exept when the vetors a
i
  a
j
are ollinear.
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Example 5.18 In this example we deal with the omplete Mumford-Shah funtional
MS
;
(u) :=
Z


jruj
2
dx + H
1
(S
u
) + 
Z


ju  gj
2
dx; (5.49)
where 
  R
2
, g is a given funtion in L
1
(
;R
N
), and ;  are positive parameters.
Let f 
i
g
i2I
be a nite family of simple and onneted urves of lass C
2
suh that for every i  
i
is either a losed urve ontained in 
 or it orthogonally meets 
. Suppose also that  
i
\  
h
= ; if
i 6= h . If g is a pieewise onstant funtion, whose disontinuity set oinides with [
i2I
 
i
, then for large
values of  the funtion g itself is an absolute minimizer of (5.49).
We prove the statement by alibration. We reall that onditions (a1), (a2), (b1), and (b2) in
Lemma 5.5 read for the funtional (5.49) as
(a1) [div
x
S

℄(x; y) + S
0
(x)   
1
4
jD
y
S

(x; y)j
2
+ jy   g(x)j
2
for every  2 A , for L
2
-a.e. x 2 
, and
for every y 2 R
N
with (x; y) 2 U

;
(a2) [div
x
S

℄(x; u)+S
0
(x) =  jru(x)j
2
+ju  gj
2
and (D
y
S

(x; u))

= 2ru(x) for every  2 A , and
for L
2
-a.e. x 2 
 suh that (x; u(x)) 2 U

;
(b1) jS(x; z) S(x; y)j   for H
1
-a.e. x 2 
 and for every y; z 2 R
N
suh that (x; y) 2 U , (x; z) 2 U ;
(b2) S(x; u
+
)  S(x; u
 
) = 
u
for H
1
-a.e. x 2 S
u
,
where S(x; y) =
P
2A
S

(x; y)1
U

(x; y).
Let fE
j
g
j2J
be the partition of 
 generated by the family f 
i
g
i2I
. Then the funtion g an be
written as
g(x) =
X
j2J
a
j
1
E
j
(x);
where a
j
2 R
N
and a
j
6= a
k
if j 6= k . For j < k we all S
jk
the interfae between E
j
and E
k
, oriented
by the normal 
jk
pointing from E
j
to E
k
(in other words, S
jk
is the set of all x 2 S
g
suh that
g
 
(x) = a
j
and g
+
(x) = a
k
). In this way we have simply relabelled the urves  
i
.
For every j < k we an onstrut a C
1
-vetoreld  
jk
: 
! R
n
suh that it agrees with 
jk
on S
jk
,
is supported on a neighbourhood of S
jk
, is tangent to the boundary of 
, and j 
jk
j  1 everywhere.
Sine the urves S
jk
are disjoint, the funtions  
jk
an be onstruted in suh a way that their supports
are still disjoint; moreover, if S
jk
is losed, we an also assume that the support of  
jk
is relatively
ompat in 
. Finally, for every j < k we dene the funtions 
jk
: R
N
! R as

jk
(y) := 

hy   a
j
; a
k
  a
j
i
ja
k
  a
j
j
2

;
where  : R ! [0; ℄ is a nondereasing funtion of lass C
2
suh that (t) :=
1
3
t
3
for t 2 [0; 1=8℄,
(t) := +
1
3
(t  1)
3
for t 2 [7=8; 1℄, 
0
(t) 2 [0; 2℄ for every t , and j
00
(t)j  16 for every t .
Now we set
S(x; y) :=
X
(j;k):j<k

jk
(y) 
jk
(x); S
0
(x) :=  
X
(j;k):j<k
div 
jk
(x)1
E
k
(x);
and we laim that the pair (S;S
0
) is a alibration for g when  is large enough.
First of all, independently of the hoie of  , the funtion S has vanishing normal omponent on 

beause of the hoie of  
jk
, so that ondition (5.13) of Theorem 5.7 is satised.
Using the fat that the supports of the funtions  
jk
are disjoint, and that j 
jk
j  1, while 
jk
takes
values only on [0; ℄ , it is easy to see that ondition (b1) is fullled.
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Sine S
g
is the union of the disjoint urves fS
jk
g
j<k
, for every x 2 S
g
there exists one and only one
pair (j; k) with j < k suh that x 2 S
jk
, so that
S(x; g
+
(x))   S(x; g
 
(x)) = (
jk
(a
k
)  
jk
(a
j
)) 
jk
(x) = ((1)  (0)) 
jk
(x) = 
g
(x):
Therefore, also ondition (b2) is satised.
By diret omputations we obtain that
[div
x
S℄(x; y) =
X
(j;k):j<k

jk
(y) div 
jk
(x);
while
D
y
S(x; y) =
X
(j;k):j<k

0

hy   a
j
; a
k
  a
j
i
ja
k
  a
j
j
2

 
jk
(x) 

a
k
  a
j
ja
k
  a
j
j
2
:
If x 2 E
h
for any h 2 J , then
[div
x
S℄(x; g(x)) = [div
x
S℄(x; a
h
) =
X
j<h

jh
(a
h
) div 
jh
(x) +
X
k>h

hk
(a
h
) div 
hk
(x)
= 
X
j<h
div 
jh
(x);
where the last equality follows from the fat that 
jh
(a
h
) = (1) =  , while 
hk
(a
h
) = (0) = 0.
Arguing analogously, sine 
0
(0) = 
0
(1) = 0, we have that D
y
S(x; g(x)) = 0, so that, taking into
aount the denition of S
0
, ondition (a2) is satised.
It remains to prove ondition (a1). Let (x; y) 2 
R
N
. If x does not belong to any of the supports
of the funtions  
jk
, then [div
x
S℄(x; y) = 0, S
0
(x) = 0, and D
y
S(x; y) = 0, so (a1) is trivially satised.
If x belongs to the support of  
jk
for any j < k , then
[div
x
S℄(x; y) = 
jk
(y) div 
jk
(x); S
0
(x) =  div 
jk
(x)1
E
k
(x);
D
y
S(x; y) = 
0

hy   a
j
; a
k
  a
j
i
ja
k
  a
j
j
2

 
jk
(x) 

a
k
  a
j
ja
k
  a
j
j
2
;
if we write the vetor y   a
j
as the sum v + t(a
k
  a
j
) where v 2 R
N
is orthogonal to a
k
  a
j
, and
t 2 R , ondition (a1) turns to be equivalent to
div 
jk
(x)((t)   1
E
k
(x))   
1
4
j 
jk
(x)j
2
j
0
(t)j
2
+ jv + t(a
k
  a
j
) + a
j
  g(x)j
2
: (5.50)
Sine we are assuming that x is in the support of  
jk
, x belongs either to E
j
or to E
k
. When x 2 E
j
,
inequality (5.50) redues to
div 
jk
(x)(t)   
1
4
j 
jk
(x)j
2
j
0
(t)j
2
+ jvj
2
+ ja
k
  a
j
j
2
t
2
;
whih is implied by
div 
jk
(x)(t)   
1
4
j 
jk
(x)j
2
j
0
(t)j
2
+ ja
k
  a
j
j
2
t
2
: (5.51)
So, let us prove (5.51) for every t 2 R and x 2 E
j
. Sine in (5.51) the equality holds for t = 0, it is
enough to show the following inequality
div 
jk
(x)
0
(t) <  
1
4
j 
jk
(x)j
2
2
0
(t)
00
(t) + 2ja
k
  a
j
j
2
t for t > 0; (5.52)
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and the opposite inequality for t < 0. Sine 
0
 0 for t > 1, inequality (5.52) is trivially satised for
t > 1. For 0 < t  1, (5.52) follows immediately from
 kdiv 
jk
k
1

0
(t) >
1
2

0
(t)j
00
(t)j   2ja
k
  a
j
j
2
t;
whih is satised (taking into aount the struture of the funtion  ) for
ja
k
  a
j
j
2
> 8kdiv 
jk
k
1
+ 64
2
:
The same ondition implies also the opposite inequality for t < 0. Moreover, the same argument an be
applied in the ase x 2 E
k
.
In onlusion, ondition (a1) is fullled for  > 
0
, where 
0
is dened by

0
:= max
(j;k):j<k
1
ja
k
  a
j
j
2
 
8kdiv 
jk
k
1
+ 64
2

: (5.53)
We onlude this example by notiing that this result generalizes Example 5.5 in [2℄, where g is the
harateristi funtion of a regular set. As in the previous examples, the vetorial statement an be
proved by applying the salar result to one suitable omponent of g , but this leads to a worse estimate
on 
0
.
5.4 Calibrations in terms of losed dierential forms
In this setion we develop the theory of alibrations in terms of dierential forms. The salar method
presented in Setion 1.3 involves a divergene-free vetoreld on 
R (and its ux through the omplete
graph of the maps u), whih is now replaed by a losed n-form on 
R
N
, ating on the graphs of the
maps u , viewed as suitably dened n-surfaes in 
R
N
.
As we will see, this formulation is indeed not preferable to the one desribed in Setion 5.1, sine it
leads to the same kind of onditions, requiring a greater tehnial eort.
For simpliity we restrit our disussion to pieewise smooth funtions u 2 SBV (
;R
N
) in the sense
of the following denition.
Denition 5.19 We say that a funtion u 2 SBV (
;R
N
) is pieewise smooth, and we write u 2 A(
) ,
if the following onditions are satised: up to an H
n 1
-negligible set, S
u
is a nite union of pairwise
disjoint (n   1)-dimensional boundaryless C
1
-manifolds of R
n
; u is C
1
on 
 n S
u
up to S
u
, that is
u 2 C
1
(
 n S
u
;R
N
) and there exist the limits of u and ru on both sides of (the regular part of) S
u
.
For u 2 A(
) we dene the n-surfaes

u
:= f(x; y) 2 
R
N
: x 2 S
u
and 9 t 2 [0; 1℄ suh that y = tu
+
(x) + (1  t)u
 
(x)g;
 
u
:= graphu [ 
u
:
Using notation from [19℄, let us onsider an n-form
! : 
R
N
! ^
n
R
n+N
;
!(x; y) =
X
jj+jj=n
!

(x; y) dx

^ dy

;
whose oeÆients !

are of lass C
1
, and for u 2 A(
) the following funtional
Z
 
u
!; (5.54)
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where the orientation of  
u
will be dened later in a preise way.
If ! is a losed form, then the funtional (5.54) is onstant on the funtions u whih take the same
value on 
. Moreover, if F is the funtional (5.1), and if
Z
 
v
!  F (v) for every v 2 A(
),
and
Z
 
u
! = F (u) for a given u 2 A(
),
(5.55)
then u is a Dirihlet minimizer of F in the lass A(
).
Let us now look for pointwise onditions on the oeÆients of the form ! whih guarantee (5.55).
By denition we have that
Z
 
u
! =
Z
graphu
! +
Z

u
!: (5.56)
On the graph of u we onsider the natural orientation given by the parameterization x 2 
 n S
u
7!
(x; u(x)), so that
Z
graphu
! =
X
jj+jj=n
Z


!

(x; u(x))

(x) dx; (5.57)
where


(x) := () det

u

x
^
(x)

:
In the previous formula ^ denotes the inreasing omplement of  in f1; : : : ; ng , () is the sign of
permutation of (1; : : : ; n) into (; ^), and
u

x
^
is the jjjj matrix
u

i
x
^
j
.
On 
u
we onsider the orientation given by the following parameterization: sine u 2 A(
), without
loss of generality, we may assume that S
u
is an (n 1)-dimensional C
1
-manifold of R
n
without boundary
and that S
u
an be overed by just one parameter path  : S ! S
u
, where S is an (n  1)-dimensional
domain (the general ase an be easily obtained by summing over the C
1
-piees). Assume that  yields

u
as orientation, that is the vetor
(()) :=
n
X
i=1
( 1)
n i
det

d
^
d
()

e
i
(where fe
1
; : : : ; e
n
g is the anonial basis of R
n
) satises
(())
j(())j
= 
u
(()) 8 2 S:
We onsider as parameterization of 
u
the funtion  = (
x
; 
y
) : S[0; 1℄ ! 
R
N
dened as

x
(; t) := (), 
y
(; t) := tu
+
(()) + (1   t)u
 
(()) for every (; t) 2 S[0; 1℄, so that the seond
integral in (5.56) is given by
Z

u
! =
X
jj+jj=n
Z
1
0
Z
S
!

((; t)) det



(; t)
(; t)

ddt; (5.58)
where 

= (
x

1
; : : : ; 
x

p
; 
y

1
; : : : ; 
y

q
) for jj = p and jj = q = n  p . By diret omputations one
an nd that
det


^
00
(; t)

= 0;
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while for every 1  i  n , 1  j  N
det


^j
(; t)

= (u
+
j
  u
 
j
) det

d
^
d

= ( 1)
n i
(u
+
j
  u
 
j
)(
u
)
i
jj;
where all the funtions at the right-hand side are omputed at (). Finally, by straightforward ompu-
tations, if we set a := ^ , for jaj = jj = q  2 it results that
det



(; t)

=
q
X
m;k=1
(; a
b
k
)( 1)
n q+m a
k
(u
+

m
  u
 

m
) det
 
(tu
+
+ (1  t)u
 
)

m
x
a
b
k
!
(
u
)
a
k
jj;
where 
bm
, a
b
k
are the inreasing omplement of 
m
in f
1
; : : : ; 
q
g and of a
k
in fa
1
; : : : ; a
q
g , respe-
tively, while (; a
b
k
) is the sign of permutation of (; a
b
k
) in a
k
; again all the funtions at the right-hand
side are omputed at (). Set w
t
:= tu
+
+(1  t)u
 
and substitute all the above expressions in formula
(5.58); sine jj d is the area element of the manifold S
u
parameterized by  , we obtain
Z

u
! =
X
i;j
Z
1
0
Z
S
u
( 1)
n i
!
^j
(x;w
t
)(u
+
j
  u
 
j
)(
u
)
i
dH
n 1
dt
+
X
jaj=jj=q
q2
Z
1
0
Z
S
u
!
a^
(x;w
t
)
q
X
m;k=1
(; a
b
k
)( 1)
n q+m a
k
(u
+

m
  u
 

m
) det
 
w
t

m
x
a
b
k
!
(
u
)
a
k
dH
n 1
dt
=:
Z
S
u
g
!
(x; u
 
; u
+
;ru
 
;ru
+
; 
u
) dH
n 1
; (5.59)
where the last equality follows from hanging the order of integration and alling g
!
the integrand with
respet to H
n 1
. Now we wonder what kind of onditions on !

guarantee that
g
!
(x; u
 
; u
+
;ru
 
;ru
+
; 
u
)   (x; u
 
; u
+
; 
u
) on S
u
(5.60)
for every admissible u . The answer is given by the following proposition.
Proposition 5.20 Inequality (5.60) holds true for every u 2 A(
) if and only if the following onditions
are satised:
(b0') !

 0 for every ;  suh that jj  2 , jj+ jj = n ;
(b1')
X
i;j
Z
1
0
( 1)
n i
!
^j
(x; tz+(1 t)y)(z
j
 y
j
)
i
dt   (x; y; z; ) for every x 2 
 , for every y; z 2 R
N
,
and for every  2 S
n 1
.
Moreover, the equality holds for a given u if and only if
(b2')
X
i;j
Z
1
0
( 1)
n i
!
^j
(x; tu
+
+ (1  t)u
 
)(u
+
j
  u
 
j
)(
u
)
i
dt =  (x; u
 
; u
+
; 
u
) for every x 2 S
u
.
Proof. { Let (x; y) 2 
R
N
, and let us prove that !

(x; y) = 0 for j^j = jj = 2. By renumbering
the oordinates of x and y , we may suppose that  = (1; 2) and a = ^ = (1; 2). Given C 2 R , we
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an onstrut u 2 A(
) suh that x 2 S
u
, ru
 
(x) = ru
+
(x) (hene rw
t
(x) = ru
 
(x) for every
t 2 [0; 1℄), and 
x
i
w
t
j
(x) = 0 for every (i; j) 6= (1; 1) and 
x
1
w
t
1
(x) = C . With this hoie we have that
g
!
(x; u
 
; u
+
;ru
 
;ru
+
; 
u
) =
X
i;j
Z
1
0
( 1)
n i
!
^j
(x;w
t
)(u
+
j
  u
 
j
)(
u
)
i
dt
+ C
X
i6=1;j 6=1
Z
1
0
( 1)
i
!
(

1;i)(1;j)
(x;w
t
)(u
+
j
  u
 
j
)(
u
)
i
dt:
Sine the value of C is arbitrary and independent of u
 
(x); u
+
(x); 
u
(x), inequality (5.60) implies that
X
i6=1;j 6=1
Z
1
0
( 1)
i
!
(

1;i)(1;j)
(x;w
t
)(u
+
j
  u
 
j
)(
u
)
i
dt = 0 (5.61)
whatever are the values of u
 
(x); u
+
(x); 
u
(x). Choosing 
u
(x) suh that (
u
(x))
i
= 0 for every i 6= 2,
(
u
(x))
2
= 1, we have that (5.61) is equivalent to
X
j 6=1
Z
1
0
!
(

1;2)(1;j)
(x;w
t
)(u
+
j
  u
 
j
) dt = 0 (5.62)
whatever are the values of u
 
(x); u
+
(x). Choosing u
 
(x) = y , while u
+
j
(x) = y
j
for every j 6= 2,
u
+
2
(x) = y
2
+  with  6= 0, we obtain that (5.62) is equivalent to

Z
1
0
!
(

1;2)(1;2)
(x; y
1
; y
2
+ t; y
3
; : : : ; y
N
) dt = 0 (5.63)
for every  6= 0. By a hange of variables, (5.63) an be rewritten as
Z
y
2
+
y
2
!
(

1;2)(1;2)
(x; y
1
; s; y
3
; : : : ; y
N
) ds = 0: (5.64)
Sine (5.64) has to be true for every  6= 0, this implies that !
(

1;2)(1;2)
(x; y) = 0.
Using the fat that the oeÆients !

 0 for every jj = 2, we an repeat the same proof to show
that !

 0 for every j^j = jj = 3, and so on.
We have thus proved that (5.60) implies ondition (b0'). At this point, it is trivial that (5.60) implies
also ondition (b1'), and that the equality holds in (5.60) for a given u if and only if also (b2') is satised.
2
Summarizing, if onditions (b0') and (b1') hold true, by Proposition 5.20 inequality (5.60) is satised,
hene by (5.59) we have that
Z

u
! 
Z
S
u
 (x; u
 
; u
+
; 
u
) dH
n 1
(5.65)
for every u 2 A(
), while the equality holds in (5.65) for a given u if and only if also (b2') is veried.
Assuming that ! satises ondition (b0'), formula (5.57) redues to
Z
graphu
! =
Z


0

!
^
0
0
(x; u(x)) +
X
i;j
( 1)
n i
!
^j
(x; u(x))
x
i
u
j
(x)
1
A
dx
=
Z


(!
^
0
0
(x; u(x)) + hA
!
(x; u(x));ru(x)i) dx;
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where in the last equality (A
!
(x; y))
ji
:= ( 1)
n i
!
^j
(x; y). It is easy to see that, if we require the
following ondition:
(a1') !
^
00
(x; y)   f

(x; y; A
!
(x; y)) for L
n
-a.e. x 2 
 and every y 2 R
N
;
then
Z
graphu
! 
Z


f(x; u;ru) dx
for every u 2 A(
); moreover, the equality holds for a given u if and only if
(a2') (A
!
)
ij
(x; u(x)) 2 

ij
f(x; u(x);ru(x)) and !
^
00
(x; u(x)) =  f

(x; u(x); A
!
(x; u(x))) for L
n
-a.e.
x 2 
.
Therefore by (5.56) we an onlude that (5.55) is guaranteed if onditions (a1'), (a2'), (b0'), (b1'),
and (b2') are satised. In other words, we have proved the following theorem.
Theorem 5.21 Let u be a funtion in A(
) . Assume that there exists a losed n-dierential form
! : 
R
N
! ^
n
R
n+N
with oeÆient of lass C
1
and satisfying ondition (a1'), (a2'), (b0'), (b1'), and
(b2'). Then u is a Dirihlet minimizer of the funtional (5.1) in the lass A(
) .
We onlude this setion by proving that, if u 2 A(
) and there exists a dierential form ! whih
alibrates u in the sense of Theorem 5.21, then there exists a alibration (S;S
0
) for u in the sense of
Denition 5.6.
Proposition 5.22 Let u be a funtion in A(
) and let ! : 
R
N
! ^
n
R
n+N
be a losed n-dierential
form satisfying all the assumptions of Theorem 5.21. Then there exists a alibration (S;S
0
) for u , with
S 2 C
2
(
R
N
;R
n
) and S
0
2 C
1
(
) .
Proof. { First of all, we notie that from ondition (b0') it follows that
!(x; y) = !
^
0
0
(x; y) dx +
X
i;j
!
^j
(x; y) dx
^
^ dy
j
:
Sine ! is a losed form, by omputing expliitly the exterior derivative of ! , we obtain that the
oeÆients !
^
00
; !
^j
satisfy the two following equations:
n
X
i=1
( 1)
n i
!
^j
x
i
(x; y) 
!
^
00
y
j
(x; y) = 0 1  j  N; (5.66)
( 1)
n i
!
^j
y
k
(x; y) = ( 1)
n i
!
^k
y
j
(x; y) 1  i  n; 1  j; k  N: (5.67)
The last ondition is equivalent to require that for every i the vetor (( 1)
n i
!
^j
(x; y))
j=1;::: ;N
is
the gradient with respet to y of a funtion of lass C
2
; more preisely, there exists a funtion S 2
C
2
(
R
N
;R
n
) suh that

y
j
S
i
(x; y) = ( 1)
n i
!
^j
(x; y) 1  i  n; 1  j  N: (5.68)
Equation (5.66) an be therefore rewritten as
0 =
n
X
i=1

2
S
i
x
i
y
j
(x; y) 
!
^
00
y
j
(x; y) = 
y
j
"
n
X
i=1

x
i
S
i
(x; y)  !
^
00
(x; y)
#
1  j  N;
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and then there exists a funtion S
0
: 
! R of lass C
1
suh that !
^
00
(x; y) = [div
x
S℄(x; y) + S
0
(x). By
substituting this equality and (5.68) in onditions (a1') and (a2'), we diretly obtain that the pair (S;S
0
)
satises onditions (a1) and (a2) of Lemma 5.4. Sine the left-hand side in (b1') an be rewritten as
X
i;j
Z
1
0
( 1)
n+i
!
^j
(x; tz + (1  t)y)(z
j
  y
j
)
i
dt
=
X
i;j
Z
1
0

y
j
S
i
(x; tu
+
+ (1  t)u
 
)(u
+
j
  u
 
j
)(
u
)
i
dt
=
n
X
i=1
Z
1
0
d
dt
[S
i
(x; tu
+
+ (1  t)u
 
)℄(
u
)
i
dt
=
n
X
i=1
[S
i
(x; u
+
)  S
i
(x; u
 
)℄(
u
)
i
= hS(x; u
+
)  S(x; u
 
); 
u
i;
ondition (b1') implies that the funtion S satises ondition (b1) of Lemma 5.4, and in the same way
(b2') implies (b2). 2
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