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ABSTRACT
This paper presents a thorough comparison between a phase-based and an intensity-based optimization method for 3D
shape measurement with the binary dithering techniques. Since for a 3D shape measurement system utilizing digital fringe
projection techniques, the phase quality ultimately determines the measurement quality, and thus these two methods are
compared in phase domain. Both simulation and experiments find that the phase-based optimization method can generate
high-quality phase under given conditions. However, this method is sensitive to the amount of blurring (or defocusing).
On contrast, the intensity-based optimization method can consistently generate high-quality phase with various amounts of
defocusing. Both experiments and simulations will be presented to compare these two optimization methods.
Keywords: Fringe analysis, binary defocusing, 3-D shape measurement, dithering, optimization
1. INTRODUCTION
Digital fringe projection (DFP) techniques based on sinusoidal fringe patterns have been increasingly used for high-quality
3D shape measurement due to their flexibility and speed.1 However, the conventional DFP technique have the major
limitations of speed bottleneck (i.e., typically 120 Hz) and projection nonlinearity,2 making it difficult to apply to areas
where capturing high-speed deformation is required.
Our recently proposed binary defocusing technique3 has demonstrated the great promise of overcoming these two
major problems of the conventional DFP technique. Utilizing the binary patterns inherently avoids the problem associated
with nonlinear projection system; and taking advantage of the superfast binary image switching functionality provided by
the digital-light-processing (DLP) Discovery platform, we have successfully developed a system that could achieve tens
of kilohertz (kHz).4 Yet, the high-frequency harmonics substantially influence the measurement quality if the object is not
placed properly within the small depth range of the projector.5
The passive error compensation method developed by Xu et al.5 could substantially reduce the phase error caused by
the high-frequency harmonic. But the residual remains non-negligible for high-quality measurement or wide fringe stripes.
Actively modulating the binary patterns before projection could also improve the measurement quality with large depth
range. These methods could be divided into two categories: the 1-D pulse width modulation methods,6–9 and the 2-D area
modulation methods.10–12 The former strives to separate the fundamental frequency and the high frequency harmonics
further away by either shifting or eliminating high frequency harmonics. Though successful, such techniques fails to
substantially improve the measurement quality when fringe stripes are very wide.13
Taking advantages of the 2D nature of the structured patterns, area-modulation method could further improve the
binary defocusing method,10–12 with the dithering-based techniques being the most promising for DFP systems due to their
varieties and accuracy. Furthermore, the dithering techniques could be further optimized for phase-based DFP systems. The
optimization methods can be classified into two categories: the intensity based methods14, 15 and the phase-based method.16
The former is to approximate the dithered pattern to ideal sinusoids after defocusing (e.g., applying a Gaussian filter). The
latter is to approximate the phase to be ideal linear phase after defocusing. Since the ultimate goal of optimization is to
generate high-quality phase, it is intuitively natural to optimize the pattern in phase domain. Yet, because the involvement
of defocusing, the issue becomes more complex, making it important to compare these two methods under the same
scenario.
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This paper proposes a new optimization framework for fringe quality improvement. This framework could optimize
the patterns in the intensity domain or in the phase domain. This paper is to investigate its performance when the same
framework is used to optimize the pattern in the phase domain or in the intensity domain. In brief, instead of optimizing
the whole pattern, the framework is to solve the “best” smallest binary patches using a genetic algorithm, and tile the best
patch to generate the full-size pattern using symmetry and periodicity structure of the sinusoidal pattern. Both simulations
and experiments demonstrate that the proposed two methods can achieve substantial phase quality improvements when
the projector is at different amounts of defocusing; and overall, the intensity based method slightly outperforms the phase
based method .
Section 2 explains the N-step phase-shifting algorithm. Section 3 presents the proposed framework for constructing
binary patterns. Section 4 shows simulation results. Section 5 presents the experimental results, and finally Sec. 6 summa-
rizes this paper.
2. N-STEP PHASE-SHIFTING ALGORITHM
Phase-shifting algorithms are widely used in optical metrology due to their speed and accuracy.17 Numerous phase-shifting
algorithms have been developed including three-step, four-step, least squares. Typically, the more steps used, the better
measurement quality could be achieved. For an N-step phase-shifting algorithm with equal phase-shift, the fringe images
can be described as
Ik(x,y) = I′(x,y)+ I′′(x,y)cos(φ +2kpi/N), (1)
Where I′(x,y) is the average intensity, I′′(x,y) the intensity modulation, and φ(x,y) the phase to be solved for,
φ(x,y) = tan−1
[
∑Nk=1 Ik sin(2kpi/N)
∑Nk=1 Ik cos(2kpi/N)
]
. (2)
This equation provides the wrapped phase ranging [−pi , +pi) with 2pi discontinuities. A continuous phase map can be
obtained by adopting a spatial18 or temporal phase unwrapping algorithm. In this research, we used the temporal phase
unwrapping framework introduced in.19
It is well known that the phase quality determines the measurement quality for a DFP system. Therefore, to achieve
high-quality 3D shape measurement, it is important to generate high-quality phase.
3. COMPUTATIONAL FRAMEWORK FOR OPTIMIZING DITHERED PATTERN
As explained previously, obtaining high-quality phase is extremely important for high-quality 3D shape measurement. In
the intensity domain, the objective is to obtain the best fit of the binary patterns to the ideal sinusoidal pattern after Gaussian
smoothing. Mathematically, the problem can be described as the following least square problem:
min
B
||I(x,y)−G(x,y)⊗B(x,y)||F (3)
Where || · ||F is the Frobenius norm, I(x,y) is the ideal sinusoidal intensity pattern, G(x,y) is a 2D Gaussian kernel,
B(x,y) is the desired 2D binary pattern, and ⊗ represents convolution. Unfortunately, this problem is Non-deterministic
Polynomial-time (NP)-hard, making it impractical to solve the problem mathematically.
Instead of solving the whole NP-hard problem (3) (e.g., 800× 600), we proposed a method to solve subset problem:
namely obtain a subset called the best patch, and then tile the best patch to generate the full-size patterns using symmetry
and periodicity.
Assume that the desired sinusoidal fringe patterns vary along x direction: the best-fit binary pattern should be symmetric
along x direction for one fringe period (T ); and it should be periodic along the y direction. Row period, Sy, is defined as
the period along y direction. The patch size is formed as a dimension of Sx×Sy, here Sx = T/2 is one half fringe period T .
We propose to modulate a small binary patch for each fringe pattern by solving the best solution of the NP-hard problem
described above, and then tile the best patch together using symmetry and periodicity.
Mathematically, the best patch problem belongs to nonlinear integer (0-1) programming and the genetic algorithm
is adopted here to solve this problem. Genetic algorithm (GA) is a search heuristic that mimics the process of natural
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evolution, and the heuristic is routinely used to generate useful solutions to optimization and search problems. In our
practice, the population of candidate solutions were set to 200 and the generations were set to 100 (these numbers were
selected from our extensive experience and found sufficient).
The solutions of best binary patch can be achieved by either solving the problem in intensity domain, or in the phase
domain.
3.1 Intensity-based algorithm
Intensity-based algorithm searches best patches in intensity domain. The main steps of the proposed algorithm are follows:
• Step 1:Patch Initialization. This step initializes the patch size by the Row Period Sy and the fringe stripe T , and
assign each pixel of the patch with value 0 (or 1).
• Step 2:Objective Function. The objective function of intensity-based method is to find matrix B to minimize (3)).
That is, the solving process is in intensity domain. In this step, the algorithm uses a very small Gaussian filter (size:
5×5 pixels and standard deviation 5/3 pixels). The very small Gaussian filter was used to emulate the nearly focused
projector. The objective function is the fitness function of GA.
• Step 3: Patch Solution. Utilize the GA algorithm to solve the best patch for current patch size. GA algorithm may
have a tendency to converge towards local optima or even arbitrary points rather than the global optimum of the
problem. So the algorithm repeats this step for a number of times (ranging from 10-20 times) to generate a number
of good candidates for the current patch sizes.
• Step 4: Patch Size Mutation. Change Sy to another value (i.e., 2 to 10), and go to Step 3 to generate another number
of good candidates for different patch size.
• Step 5: Patch Selection. Select the best patch from the set of good patches generated from Step 3 and Step 4. The
selection criterion is to choose the one who has the best intensity root-mean-square (rms) error (in intensity domain)
among all the candidates.
• Step 6: Full-size Pattern Generation. Utilizing the symmetry and periodicity properties of the fringe patterns, the
desired size fringe pattern was generated by tiling the best patch together.
3.2 Phase-based algorithm
The major framework of the phase-based algorithm is almost identical to the intensity-based algorithm presented in Subsec.
3.1. The fundamental difference between these two methods is that the phase-based method solves the best patch in the
phase domain while the intensity based method solves best patch in the intensity domain. Namely, the differences are
• Difference 1. The objective function is different. The phase-based method extracts phase first by the four-step
phase shifting algorithm ((2)) when n = 4) after applying a Gaussian smooth filter (the filter size is 5× 5 with a
standard deviation of 5/3 pixels). The objective function of phase-based algorithm is performed to minimize the
phase root-mean-square (rms) error comparing with the ideal phase.
• Difference 2. The selection criterion is different. Phase-based method selects the patch who has the smallest phase
rms error (in phase domain) among all the candidates while the intensity-based method selects the patch with mini-
mum rms error in intensity domain.
3.3 Example
The GA can find many solutions as candidates because of the discrete nature of the problem. For example, when the fringe
period T = 16 pixels, the proposed phase-based method gives 12 different best solutions, as illustrated in Fig. 1. These 12
different patterns have the same level phase rms error when a Gaussian filter is applied (size of 5×5 pixels with a standard
deviation of 5/3 pixels). In other words, there are more than one solution even for narrow fringe patterns like this.
From these candidates, we select the best patch based on the previously described criteria. Figure 2 shows two examples
of best patterns when fringe period T = 16 pixels. Fig. 2(a) shows the best pattern from the intensity-based method while
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Figure 1. Example of the best final patterns from the phase-based algorithm. (a) T = 16, Sy = 2; (b) T = 16, Sy = 2; (c) T = 16, Sy = 3;
(d) T = 16, Sy = 3; (e) T = 16, Sy = 3; (f) T = 16, Sy = 4; (g) T = 16, Sy = 4; (h) T = 16, Sy = 5; (i) T = 16, Sy = 5; (j) T = 16, Sy = 6;
(k) T = 16, Sy = 6; (l) T = 16, Sy = 8.
(a) (b)
Figure 2. The best patterns with fringe period of T = 16 pixels using two different optimization methods. (a) Best pattern obtained from
the intensity-based method (Sy = 8); (b) Best pattern obtained from the phase-based method (Sy = 4).
Fig. 2(b) shows the best pattern by phase-based algorithm. The row period Sy for these two methods could be different, as
illustrated here (8 pixels for the intensity-based method and 4 pixels for the phase-based method).
It is important to note that the lowest phase rms error does not mean the lowest intensity rms error, and vice versa Fig. 3
shows the intensity rms error for the optimized fringe patterns with different periods after applying the Gaussian filter. It
clearly shows that the intensity rms error is consistently small (as anticipated). In contrast, we can optimize the same fringe
patterns using the phase-based method, and compute the intensity rms error for those patterns. This figure shows that the
intensity rms error is substantially larger for the phase-based method than for the intensity-based method. This is easy to
understand since the optimization criteria for this case is to minimize phase difference between the optimized pattern and
the ideal sinusoidal pattern, which might not ensure the smallest intensity difference.
4. SIMULATIONS
We compared these two optimization methods through simulation. Since the ultimate goal is to obtain high quality phase
(i.e., low phase rms error), these methods are compared in the phase domain by comparing their phase rms errors. The
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Figure 3. The intensity-based optimization method cannot ensure the best quality phase in terms of rms error.
optimization was performed for fringe patterns with different fringe periods to make the proposed optimization framework
generic. The phase rms error was calculated after applying the small Gaussian filter (size of 5× 5 pixels with a standard
deviation of 5/3 pixels) that was used for optimization. Figure 4(a) shows the results. In this simulation, the phase was
obtained by using a four-step phase-shifting algorithm with equal phase shifts and the phase rms error was calculated by
taking the difference between the phase obtained from the smoothed binary patterns and the phase obtained from the ideal
sinusoidal fringe patterns. One may notice that the phase-based method performs much better than the intensity-based
method under the particular amount of defocusing for optimization.
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Figure 4. Comparing the phase quality between the intensity-based method and the phase-based method. (a) The Gaussian filter size of
5×5 pixels and standard deviation of 5/3 pixels; (b) The Gaussian filter size of 13×13 pixels and standard deviation of 13/3 pixels.
Practically, it is difficult to ensure the the object is positioned to be perfectly under one particular amount of defocusing.
Therefore, it is necessary to understand how these methods perform if the amount of defocusing changes. To simulate this,
we applied a different size Gaussian filter (size of 13× 13 pixels and standard deviation of 13/3 pixels). This means that
the projector is more defocused. Figure 4(b) shows the result. Interestingly, the performance of the phase-based method
was mostly worse than the intensity-based method. In other words, the intensity-based method steadily improves with
increased amount of defocusing, while the phase-based method can perform better only under a certain given condition.
5. EXPERIMENTS
We also carried out experiments to compare the performance of these two optimization methods. We used a previously
developed DFP system that was composed of a digital-light-processing (DLP) projector (Samsung SP-P310MEMX) and a
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charge-coupled-device (CCD) camera (Jai Pulnix TM-6740CL). The camera is attached with a 16 mm focal length Mega-
pixel lens (Computar M1614-MP) with F/1.4 to 16C. The camera was set to capture images with a resolution of 640× 480
pixels. The projector has a native resolution of 800 × 600 with a projection distance of 0.49–2.80 m.
To start with, we measured a white flat board using these two optimized technologies. Figure 5 shows the result. Here,
the phase error was determined by taking the difference between the phase obtained by the proposed technologies and
the phase obtained by binary patterns using a nine-step phase-shifting algorithm with a fringe period of T = 18 pixels,
whose phase error was proved negligible due to the error caused high-order harmonics was automatically eliminated.20
Figure 5(a) illustrates the results with the projector being nearly focused, from which we can see that the phase-optimized
algorithm has better performance under this circumstance, which confirms our simulation results as shown in Fig. 4(a).
Figure 5(b) shows the result when the projector being more defocused. For this case, the intensity-optimized algorithm
is better in many cases, but the phase-optimized algorithm performs better than for some cases. This was similar to our
simulation findings as well (shown in Fig. 4(b)).
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Figure 5. Comparing the phase quality between the intensity-based method and the phase-based method. (a) The projector is nearly
focused; (b) The projector is more defocused.
Moreover, a more complex 3D sculpture was measured in order to better visualize the difference between the two
optimization technologies. We first carried out the experiment with the projector being nearly focused. Figure 6 shows the
experimental results. Figures 7(a)-7(b) show zoom-in views of the 3D results. These experimental results indicate that the
phase-optimized algorithm slightly outperforms the intensity optimized algorithm when the projector is nearly focused,
which conforms with our simulation results. It is important to note that the defocusing level we used in this experiment is
the same as the experiment illustrated in Fig. 5(a).
(a) (b) (c) (d)
Figure 6. Complex 3D shape measurement with a fringe period of T = 40 pixels when the projector is nearly focused. (a) One of
the captured fringe patterns using the intensity-optimized algorithm; (b) One of the captured fringe patterns using the phase-optimized
algorithm; (c) Reconstructed 3D results using the intensity-optimized fringe patterns shown in (a); (d) Reconstructed 3D results using
the phase-optimized fringe patterns shown in (b).
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Figure 7. Close-up visualization for 3D shape measurement results under different circumstances. (a) Zoomed-in view of Fig. 6(c); (b)
Zoomed-in view of Fig. 6(d); (c) Zoomed-in view of Fig. 8(c); (d) Zoomed-in view of Fig. 8(d).
We further defocused the projector and measured the same 3D sculpture again using these two optimization algorithms
(the defocusing level is the same as the experiment illustrated in Fig. 5(b)). Figure 8 shows the measurement results, and
Fig. 7(c)-7(d) show the zoom-in views of the 3D results. This experiment indicates that the intensity-optimized algorithm
can outperforms the the phase-optimized algorithm when the projector is more defocused, and which again conforms with
our simulation results.
(a) (b) (c) (d)
Figure 8. Captured sculpture fringes with fringe period T=40 when the projector is more defocused (a) intensity optimized; (b) phase
optimized; (c) Corresponding reconstructed 3D results of (a); (d) Corresponding reconstructed 3D results of (b).
6. CONCLUSION
This paper has presented two methods to improve high-quality sinusoidal fringe patterns with binary patterns. We found
that for a four-step phase-shifting algorithm, the phase-based method could generate higher quality fringe pattern in most
cases when the measurement condition is close to be optimal, while the intensity-optimized method could outperform the
phase-optimized method if the condition is away from optimal. This research suggests that if the measurement condition
can be precisely controlled, one may chose the phase-based optimization method to generate binary patterns. Otherwise,
for general DFP systems, choosing the optimization method could be a case-by-case problem depending upon the selection
of the fringe period.
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