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The d'Alembert formula expresses the general solution of the factored equation
N  .  . N  .  . drdt y A u s 0 as u t s  exp tA f . Here A , . . . , A are linearjs1 j js1 j j 1 N
commuting semigroup generators, and A y A is injective for i / j. The analoguei j
of this fails when A depends on t. But in this nonautonomous case we show thatj
 .  t  . 4  .  .the general solution has the form u t s H H exp H C r dr fm df l dn , whereP X 0 n
w .  4  .  . n : 0, ` ª 1, . . . , N is locally Riemann integrable, C r s A r , and m resp.n n  r .
.  .l is a finite measure on X resp. the space P of these functions n . In addition
N  .we discuss the general solution of the inhomogeneous equation  drdt y A ujs1 j
 .s h t for a rather general right-hand side h. Q 1996 Academic Press, Inc.
1. INTRODUCTION
The abstract d'Alembert formula says that all solutions of the factored
evolution equation
N
drdt y A u t s 0 1.1 .  . . j
js1
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0022-247Xr96 $18.00
Copyright Q 1996 by Academic Press, Inc.
All rights of reproduction in any form reserved.
GOLDSTEIN, GOLDSTEIN, AND OBRECHT462
are of the form
N
t A ju t s e f . 1.2 .  . j
js1
 .Here A , . . . , A generate C semigroups on a Banach space X which1 N 0
are mutually commuting:
 . t A j s A k s A k t A j  4A0 e e s e e for all t, s G 0 and all j, k g 1, . . . , N .
One can speak of either strong or mild solutions; we ignore this issue
w xfor the moment. Goldstein and Sandefur 7 established the abstract
 .d'Alembert formula under the hypotheses A0 ,
 .A1 A y A is injecti¨ e if j / k,j k
 .  .A2 Range A y A is large enough for j / k.j k
The motivating example is the concrete wave equation ¨ s ¨ , whicht t x x
 .  .  . 2 .we write in the form 1.1 with u t s ¨ t, ? in X s L R , A s yA s1 2
 .  .drdx. In this case 1.2 reduces to the classical concrete d'Alembert
formula
¨ t , x s f x q t q f x y t .  .  .1 2
 t A j . .   . jq1 .  w x .since e f x s f x q y1 t . See, e.g., 2 .
 .Assumption A1 is a necessary condition, since if A f s A f for some1 2
f / 0, then
u t s tet A1 f .
 .  .  .is a solution of 1.1 not of the form 1.2 . To explain A2 , we outline the
 .proof of the formula when N s 2. Let ¨ s u9 y A u. Then 1.1 implies2
 .¨ 9 y A ¨ s 0. Using the variation of parameters formula, with u s u 0 ,1 0
 .  .u s u9 0 , ¨ s ¨ 0 s u y A u ,1 0 1 2 0
tt A  tys. A2 2u t s e u q e ¨ s ds .  .H0
0
tt A  tys. A s A2 2 1s e u q e e ¨ dsH0 0
0
dt y1t A  tys. A s A2 2 1s e u q e e A y A ¨ ds .H0 1 2 0ds0
y1 y1t A t A2 1s e u q A y A ¨ q e A y A ¨ . 1.3 .  .  . .0 2 1 0 1 2 0
w r A2 s A1 xWe use the commutation condition e , e s 0 and the assumption
 .that Range A y A was large enough to contain u y A u for the1 2 1 2 0
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 4 initial data u , u of interest. For full details and domain considerations,0 1
w x .see 7 .
The abstract d'Alembert formula has been applied to equipartition of
w x w xenergy 7, 3 and scattering theory 3, 8, 10 ; it has been extended to
w xsemigroups that are not strongly continuous 4 .
The broad scope of the applications indicate that it would be quite
useful to extend the d'Alembert formula to various other contexts. Of
particular concern are nonautonomous evolution equations i.e., A sj
 ..A t and inhomogeneous equations. Here is some motivation.j
 .Consider the Euler]Poisson]Darboux EPD equation
r
u q u q Bu s 0, 1.4 .t t tt
where B s B* G 0 on a Hilbert space H; think of B s yD on H s
2 n.   .L R . One has uniqueness for the Cauchy problem specifying u 0 s u0
 . .and u9 0 s u if and only if r G 0. The case of negative r is interesting.1
 4  j. .If n - yr - n q 1 for some n g N s 0, 1, 2, . . . , then specifying u 00
for j s 0, 1, . . . , m q 1 uniquely determines u for m s n q 1, but it does
w xnot uniquely determine u for m s n. See 1 . In other words, uniqueness is
determined by a variable number of initial conditions which jumps by one
 .when r passes through a nonpositive integer going from right to left . The
factored EPD equation,
N
2 2d rdt q rrt drdt q B u t s 0, 1.5 .  .  . . j
js1
w xwas considered recently by Goldstein, Lightbourne, and Sandefur 5 . Here
B , . . . , B are commuting positive self-adjoint operators on H with1 N
 2 n.B y B injective for j / k think of H s L R , B s yb D, 0 - bj k j j 1
.  .- ??? - b . Pretend that every solution u of 1.5 is of the form u sN
N  .  . u , where u is a solution of 1.4 , which means 1.4 , but with B injs1 j j j j
place of B. This is not correct, but pretend it is so, nevertheless. Then for
 . w xr - 0, using the theory of 1.4 1 , one can count the precise number of
 .initial conditions needed to determine u uniquely if r is nonintegral .
w xThis is in fact the right number of conditions; see 5 for a proof. For
indications of how inhomogenous higher order equations arise in the
w xapplications, see, for instance, 6 .
In this paper we shall consider the structure of solutions in two cases:
N   ..Nonautonomous case:  drdt y A t u s 0.js1 j
N  .  .Inhomogeneous case:  drdt y A u s h t .js1 j
These are studied in Sections 2 and 3, respectively.
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 .We end this introduction with a comment about A2 . When A , . . . , A1 N
 .  .are commuting normal operators on a Hilbert space, A0 and A1 imply
 .  w x .A2 . See Goldstein and Shi 8 . This case covers many of the interesting
applications. In the general Banach space case it must be assumed in a
.precise form to make the proofs work, but it is normally easy to check; it
only involves some restrictions on the initial data.
2. NONAUTONOMOUS EQUATIONS
  . 4Suppose A t : t G 0 is a family of generators of mutually commutingj
 .C semigroup generators such that the corresponding evolution opera-0
  . 4  w x .tors U t, s : t G s G 0 exist. See, e.g., the books 2, 11 . Assume:j
 . w  .  .xB0 U t, s , U t , s s 0 for all j, k, t, s, t , s .j k
 .  .  .B1 A t y A s is injective for all t, s, j, k with j / k.j k
 .   .  ..B2 Range A t y A s is large enough for j / k and all t, s.j k
 .The proof in 1.3 breaks down in the nonautonomous case, since
recalling that
t
U t , s s exp A r dr , .  .Hj j /s
­ y1
U t , s U s, 0 ¨ s U t , s U s, 0 A s y A s ¨ .  .  .  .  .  . .2 1 0 2 1 1 2 0­ s
X  .holds when A is independent of s; otherwise terms involving A s arise.j k
In fact, the d'Alembert formula fails to hold and the structure of solutions
of
N
drdt y A t u t s 0 2.1 .  .  . . j
js1
is of a different nature.
We recall the construction of the evolution operators via the product
integral construction. It suffices to assume:
 . B3 For j s 1, . . . , N and some l ) 0, for all f g X, t ª lI y
 ..y1 w .A t f is locally bounded and piecewise continuous on 0, ` .j
 4 w xLet 0 F s - t - `. Fix j g 1, . . . , N . Define the partition p of s, t by
s s t - t - ??? - t s t ,0 1 L
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w xand choose t in t , t . Of concern isÄl ly1 l
u9 r s A r u r s F r F t , u s s u . .  .  .  .  .j 0
The approximation u is given at t byp
L
u t s exp t y t A t .  .  . 4Äp l ly1 j l
ls1
L
s exp t y t A t .  . 4Ä l ly1 j l
ls1
which converges to
t
u t s exp A r dr .  .H j 5
s
 .as the mesh of p tends to zero. But an approximate solution of 2.1 is
given by
w xu r s exp r y t A t u , r g t , t , .  .  . 4Ä0 j1 0 0 1
w xs exp r y t A t u t , r g t , t , .  . . 4Ä1 j2 2 1 1 2
...
w xs exp r y t A t u t , r g t , t . .  . . 4ÄLy1 jL L Ly1 Ly1 L
  . .Here u g X is the initial datum u s s u and j1, j2, . . . , jL g0 0
 41, . . . , N . That is, the solution may switch among the subscripts and piece
  ..together solutions of the separate equations drdt y A t u s 0 on dif-l
  .  .  . .ferent intervals. In the autonomous case when A , A , A hold , this0 1 2
 .gives nothing new beyond 1.2 . But it does give additional solutions in the
nonautonomous case.
Let S be the set of all step functions
w x  4n : s, t ª 1, 2, . . . , N .
Then
r
w xu r s exp C s ds u , r g s, t 2.2 .  .  .H n 0 5
s
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 .  .  . w xis a mild solution of 2.1 if C s s A s holds for each s g s, t .n n s .
  .We do not dwell on the notion of mild solution here. Equation 2.1 can
be written as a first-order equation,
dUrdt y A t U, .
w . N  .  .for U: 0, ` ª Y, where Y ; X and the first component of U t is u t .
  .This first-order system is governed by an evolution operator W t, s :
4  .  .  .t G s G 0 , and U t s W t, s U is the mild solution in the usual sense0
 .  .  .satisfying U s s U . Then u t given by 2.2 will be the first component0
 . 4of U t , provided u is the first component of U .0 0
 .Taking linear combinations and limits of solutions of the form 2.2 gives
mild solutions of the form
t
u t s exp C s ds fm df l dn , 2.3 .  .  .  .  .H H H n 5
P X s
 .  .  .where m resp. l is a Borel probability measure on P resp. X . Here
P consists of all locally Riemann integrable functions,
w  4n : 0, ` ª 1, . . . , N.
and for n g P,
C s s A s , s G 0. .  .n n s .
 .  .  .THEOREM 2.1. Let B0 ] B3 hold. Then 2.3 gi¨ es the most general
 .mild solution of 2.1 .
 .Proof. By our assumptions, all mild solutions of 2.1 are given by the
 4product integral construction. So fix j g 1, . . . , N and let
p : s s t - t - ??? - t s t0 1 L
w x  .be a partition of s, t with j chosen in I s t , t for each i. Leti i iy1 i
Ap r s A j ' B on I , 1 F i F L. .  .j j i ji i
Then
r
p¨ r s exp A s ds f .  .Hp j 5
s
is the unique mild solution of
p w xdrdr y A r ¨ s 0 on s, t , . .j p
¨ s s f , .p
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and
¨ r ' lim ¨ r .  .p
mesh pª0
is the unique mild solution of
w xu9 y A r u s 0 on s, t , .j
u s s f . .
This holds for 1 F j F N.
Now let f , f , . . . , f be given in X. The unique mild solution to0 1 Ny1
N
w xdrdr y A r u r s 0 on s, t , .  . . j
js1
u l . s s f , l s 0, 1, . . . , N y 1, . l
satisfies
w xu r s lim u r , r g s, t , .  .p
mesh pª0
where u is the unique solution ofp
N
p w xdrdr y A r u r s 0 on s, t , .  . . j p
js1
u l . s s f , 0 F l F N y 1. 2.4 .  .p l
w xOn t , t ,0 1
N
drdr y B u r s 0, . . j1 p
js1
u l . s s f , 0 F l F N y 1. .p l
 .  .  .  .By B0 ] B2 , the assumptions A0 ] A2 of the d'Alembert formula result
hold and, hence,
N
u r s exp r y t B g 2.5 .  .  . 4p 0 j1 j
js1
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w xholds on t , t for vectors g , . . . , g uniquely determined by f , . . . , f .0 1 1 N 0 Ny1
When N s 2,
y1g s f y B y B f y B f , .  .2 0 11 21 1 21 0
y1g s B y B f y B f . .  .1 11 21 1 21 0
In the case of N ) 2, the way to express g in terms of f , . . . , f isi 0 Ny1
w x .worked out in 7 .
 .Using 2.5 , we can determine
f 1 s u l . t .l p 1
for l s 0, 1, . . . , N y 1; and these f 1 are determined by f , . . . , f ,l 0 Ny1
  . 4together with A t : j, t vary .j
w x  .On t , t , the unique mild solution of the Cauchy problem 2.4 is1 2
given by
N
drdr y B u r s 0, . . j2 p
js1
u l . t s f 1 , l s 0, . . . , N y 1. .p 1 l
 .By the d'Alembert formula again, together with 2.5 , we can deduce that
N N
2u r s exp r y t B exp t y t B g , 4 .  .  . 4 p 1 j2 1 0 k1 jk
js1 ks1
 2 4where the vectors g : 1 F j, k F N are uniquely determined byjk
  4. w xf , . . . , f and A . By induction, for r g t , t ,0 Ny1 j my1 m
N N m
u r s exp t y t B g 2.6 .  . .Ä 5  p a ay1 k j k . . . kj 1 m
as1js1 k s1j
for 1 F m F L; here t s t for a s 1, . . . , m y 1 and t s r. TheÄ Äa a m
 4   4.g are uniquely determined by f , . . . , f and A .k ??? k 0 Ny1 j1 m
 .We can rewrite 2.6 as
Q r
u r s exp C s ds h , .  . Hp n i 5i
sis1
where n is a step function,i
C s s B s Ap r on I .  .n ji j ii
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for all i and h g X. Really h depends on m as well. From now on takei i
r s t.
 .As the mesh of p tends to zero, u t tends top
t
u t s exp C r dr u df l dn , .  .  .  .H H H n 5
P X s
 .  .where m is a finite Borel measure on X and l is a finite measure on
the space P of all locally Riemann integrable and, hence, necessarily
. w .  4Borel measurable functions from 0, ` to 1, . . . , N and where
w xC r s A r , r g s, t . .  .n n  r .
This completes the proof.
3. INHOMOGENEOUS EQUATIONS
The variation of parameters formula expresses the unique mild solution
of
u9 y Au s h t , u 0 s u .  . 0
as
tt A  tys. Au t s e u q e h s ds. 3.1 .  .  .H0
0
For
N
drdt y A u t s h t , 3.2 .  .  . . j
js1
u l . 0 s f , l s 0, 1, . . . , N y 1, . l
one can rewrite this as a first-order system for an N-component vector
 Ny1..  .u, u9, . . . , u , and then formula 3.1 can be applied. But this is an
N-fold integral, which we would prefer to reduce to a single integral.
 . 2Let iB be invertible and generate a C group, and let A s yB . Then0
the unique solution of
2 d ju0 y Au s q y1 iB u s h t , .  .  / /dtjs1
u 0 s u9 0 s 0 .  .
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is given by
t y1u t s sin t y s B B h s ds, .  .  . .H
0
 .  .y1 i rB yi rB.where sin rB s 2 i e y e .
 .Let A generate a C semigroup on X and let L be the operatorj 0 j
1w . .drdt y A . Thus A acts on C 0, ` ; X , and we restrict L by requiringj j j
 .  .that for u in its domain D L , u 0 s 0. Thus the unique solution ofj
L u s h satisfiesj
u9 y A u s h , u 0 s 0, .j
whence
ty1  tys. A ju s L h , i.e., u t s e h s ds. .  .Hj
0
One can rephrase this as u s e?A j ) h or say that Ly1 is convolution withj
 .  .  .  .exp ?A . In particular, if A0 , A2 , hold then the solution of 3.2 subjectj
 i. .to u 0 s 0, g s 0, 1, . . . , N y 1 is given by
u s Ly1 ??? Ly1 h s e?A1 ) ??? ) e?A N h.1 N
 .  .If also A1 holds, then the general solution of 3.2 is
N
y1 y1 t A ju t s L ??? L h t q e f .  . . 1 N j
js1
with f g X.j
Our goal is to replace N-fold integrals by single integrals. In Theorem
3.1 we shall make additional assumptions on A . This makes the proofj
considerably simpler. That the proof can be made to work in a more
general context will be illustrated by Theorem 3.2, Example 3.3, and the
discussion surrounding these results. Finally, we get a simple version of
d'Alembert's formula for the case when the inhomogeneity h is of a very
 .special type. But these h's are shown to form a large set Theorem 3.4 .
 . w xTHEOREM 3.1. Let A , . . . , A satisfy A and let h: 0, T ª X. Sup-1 n 0
pose, further, that
 .  .A19 0 g r A y A for 1 F i, j F N, i / j,i j
 . 1w x .  N w x w  .x. 1H1 h g C 0, T ; X j D C 0, T , D A .is1 i
Then
N d
y A u t s h t .  . j /dtjs1
uk . 0 s 0, k s 0, 1, . . . , N y 1, 3.3 .  .
1 w  .x  .D A is the Banach space D A equipped with the graph norm of A .i i i
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has a unique strict solution u gi¨ en by
N
t y1 tys. A ju t s e A y A h s ds 3.4 .  .  . . H j i /0 i/jjs1
 .for 0 F t F T. In the product here i goes from 1 to N but omits j . If any
one of the A generates an analytic semigroup, then the pre¨ious assertion isi
 .¨alid when H1 is replaced by
 . a w x .  xH19 h g C 0, T ; X for some a g 0, 1 .
 .  .  .Proof. Note that A19 is a stronger assumption than A1 and A2
 .   ..together. The theorem actually holds under A1 and A2 , provided that
more is assumed on h. This will be made clear in the sequel.
w xThe theorem is well known if N s 1; see, for instance, 2, pp. 84]87 . So
let N G 2, and we argue by induction. Assume the theorem is valid for
 .N y 1. By the commutativity hypothesis A0 , we may suppose that u g
w x w  .x.   .C 0, T ; D A for i - N. Recall that for u s 0, the u given by 3.4 isi 0
1w x . w x w  .x. 1w x .in C 0, T ; X if either h g C 0, T ; D A or h g C 0, T ; X . Thej
proofs are more-or-less the same, except for an integration by parts in the
latter case. Thus we may restrict ourselves to the case of h g
w x w  .x. .  .C 0, T ; D A for i - N. The function u given by 3.4 is well defined,i
w x  .  .y1  .continuous on 0, T , and satisfies u 0 s 0. Since A y A h s gj i
 . w x  .D A for all s g 0, T and j / i , we can differentiate the integrand inj
 . 3.4 with respect to t and get a continuous function. It is elementary but
.necessary to prove that
N
y1
A y A s 0, .  j i /
i/jjs1
 .  .when 1 F j F N and i / j in the product. Thus the integrand in 3.4 is
zero if s s t. For example, if N s 2 we get
y1 y1A y A q A y A s 0 .  .1 2 2 1
and if N s 3,
y1 y1 y1 y1A y A A y A q A y A A y A .  .  .  .1 2 1 3 2 1 2 3
y1 y1q A y A A y A .  .3 1 3 2
y1 y1s A y A y A q A q A y A A y A A y A .  .  .2 3 1 3 1 2 1 2 1 3
y1
= A y A s 0. . .2 3
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Thus u is differentiable and
N
t y1 tys. A ju9 t s e A A y A h s ds. .  . . H j j i /0 i/jjs1
 .  .It follows from the hypotheses that u t g D A andN
N
t y1 tys. A jA u t s e A A y A h s ds. .  . . HN N j i /0 i/jjs1
Consequently,
Ny1
t y1 tys. A j¨ t ' u9 t y A u t s e A y A h s ds. .  .  .  . . HN j i /0 i/jjs1
1FiFNy1
 .  .By the induction hypothesis, ¨ is the unique solution of the N y 1 th-
order Cauchy problem,
Ny1 d
y A ¨ t s h t , .  . k /dtks1
¨ k . 0 s 0, k s 0, 1, . . . , N y 2; .
 .this proves that u is a solution of the differential equation in 3.2 .
 .  .  .  .  .  .Furthermore, u9 0 s ¨ 0 q A u 0 s 0, u0 0 s ¨ 9 0 q A u9 0 sN N
Ny1. . Ny2. . Ny2. .  .0, . . . , u 0 s ¨ 0 q A u 0 s 0. Thus 3.3 holds.N
Finally, if A is the generator of an analytic semigroup, then using thej
 .commutativity assumption A0 again, we may assume without loss of
generality that j - N. Then the above argument can be applied to the
present situation. This completes the proof.
Now suppose that for i / j, A y A is closable and injective. Consideri j
the case of 0 g r A y A . First let N s 2. . .i j
 .  . w xTHEOREM 3.2. Let A , A satisfy A0 , A1 and let h: 0, T ª X.1 2
Suppose, further, that
A29 A y A is closable and 0 g r A y A , .  . .1 2 1 2
 . w x w  .x w  .x.  .H19 h g C 0, T ; D A l D A and h t g Range1 2
 . w xA y A for each t g 0, T .1 2
 .  .Then the Cauchy problem 3.3 with N s 2 has a unique strict solution u
 .gi¨ en by 3.4 .
EXTENSIONS OF D'ALEMBERT'S FORMULA 473
 .  . w xProof. Since h s g Range A y A for s g 0, t , the function u given1 2
 .  .by 3.4 is still well defined and continuous and satisfies u 0 s 0. Further-
 .y1  .  .  .more, since A y A h s g D A l D A holds for all s, the argu-1 2 1 2
ment used in the proof of Theorem 3.1 shows that u is differentiable and
t y1 tys. A1u9 t s e A y A A h s .  .  .H 1 2 1
0
y1 tys. A2ye A y A A h s ds. .  . 41 2 2
 .  .  .By A0 , u t g D A , and2
t y1 tys. A  tys. A1 2A u t s e y e A y A A h s ds, .  .  .  .H2 1 2 2
0
which implies
¨ t s u9 t y A u t .  .  .2
satisfies
t  tys. A1¨ t s e h s ds, .  .H
0
and now the proof proceeds as in Theorem 3.1.
The analogue of Theorem 3.2 is complicated to state for N ) 2. For
 .N s 3 the hypotheses become, besides A0 ,
 .  .i A y A is closable and injective for i / j 1 F i, j F 3 ;i j
 .ii 0 g r A y A for i / j, 1 F i, j F 3; .i j
 . w x 3 w  .x.iii h g C 0, T ; F D A ;is1 i
 . w x  .  .  .iv for each t g 0, T , h t g Range A y A l Range A y A1 2 2 3
 .y1  .  .  . and A y A h t g Range A y A l Range A y A , A y1 3 1 2 2 3 2
.y1  .  .A h t g Range A y A .3 2 1
We omit the details of the proof.
 .y1The case where A y A is unbounded for i / j submits to thei j
strategy of the proof of Theorem 3.1, but the details are really messy. The
simplest case, and one which arises in the applications, is when A s l L,j j
 .  .where L is the injective generator of a C semigroup or group and0
 .l , . . . , l are distinct positive or nonzero real numbers.1 n
 1 N .EXAMPLE 3.3. Let u s u , . . . , u be the displacement vector of an
elastic wave in R N. Assuming constant unit density, u satisfies the elastic
wave equation
ui y m Dui s l q m div u q g , 1 F i F n; .  . xt t ii
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N  .here t g R, x g R , g s g , . . . , g is the external forcing vector, and l,1 N
 .  w x.m are the positive Lame parameters of the elastic material cf. 9, p. 3 .Â
We have
­ 2 y l q 2m D ui s l q m ­ yui q u j q g ; .  . .   5t x x x ij j i
j/i
­ 2 y mD ­ 2 y l q 2m D ui . .  .t t
s l q m ­ y­ l q m ­ div u q g .  .  . x x x ij j i
j/i
2q­ l q m ­ div u q g q ­ y mD g .  .  .5x x j t ii j
s l q m ­ ­ g y ­ g q ­ 2 y mD g ' h .  . . x x j x i t i ij i j
j/i
for 1 F i F N. Thus each component of the inhomogeneous elastic wave
equation satisfies the fourth-order factored equation,
4 d
y l L u t s h t , .  . j /dtjs1
 .1r2 2 N .where L s i yD acts on X s L R and we have dropped the
superscript and subscript from ui and h , respectively; here l s yli 1 2’ ’s m and l s yl s l q 2m . It suffices to solve this with initial3 4
 j. .conditions u 0 s 0 for j s 0, 1, 2, 3. The general solution is obtained by
4  .  .adding to this one the general solution of  drdt y l L u t s 0,js1 j
which is given by d'Alembert's formula. Our resulting formula for the
solution will be of the form
4 4
ttl L  tys.l L y3j ju t s e f y c e L h s ds. .  .  Hj j
0js1 js1
We may write our equation as
2 2d
y l D u t s h t . .  . 2 jy12 /dtjs1
Let
¨ t s d2rdt 2 y l D u t , .  . .3
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 2 2 .  .  .so that d rdt y l D ¨ t s h t . Then, using the formula1
2 1 tjy1. t A  tys. A y tys. A y1g t s e g q e y e A k s ds .  .  . Hj 2 0js1
 2 2 2 .  .  .  .for the general solution of d rdt y A g t s k t with A injective , we
 .1r2obtain, for L s i yD ,
2
ty1tl L  tys.l L y1j ju t s e g q 2a e L ¨ s ds .  .  . Hj 1 5
0js1
2 2 4
ty1tl L  tys.l L y1 sl Lj j ls e g q 2l e L e g .  Hj 1 j
0js1 js1 ls3
sy1  syr .l L y1lq 2l e L h r dr ds .  .H3
0
4 2 4
y1tl Ljs e f q 4l l .  j 1 3
js1 js1 ls3
t t  tys.l L  syr .l L y2j l= e e L h s ds dr .H H
0 r
4 2 4
y1 jqltl Ljs e f q 4l l l y l y1 . 4 .  j 1 3 j l
js1 js1 ls3
t  tyr .l L  tyr .l L y3j l= e y e L h r dr . .  .H
0
Here we applied Fubini's theorem to change the order of integration in
 4the double integral. The vectors f , f , f , f determine and are deter-1 2 3 4
  .  .  .  .4mined by u 0 , u9 0 , u0 0 , u- 0 . The assumption on h is that either
 w  y3 .x. k w  yj .x.h g C R; D L or else h g C R; D L , where k, j are nonnega-
tive integers and k q j s 3. With the hypothesis on h, u is in
4 2 N .. 4  .  .  .C R; L R and satisfies  drdt y l L u t s h t , provided f gjs1 j j
 4.  2 . 4 N .D L s D D s H R for each j s 1, . . . , 4.
Now we restrict f to be of a special type.
 . t ALet h t s e f , where f g X, and if we define A s A, then theNq1
  ..given A , . . . , A in 3.1 , together with A are assumed to satisfy1 N Nq1
 .  .  .A0 ] A2 . Then the general solution of 3.1 is, again by the d'Alembert
formula,
Nq1
t A ju t s e f .  j
js1
for f g X.j
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Next let
h t s e tya . A f x t , .  .J
w .where A, f are as above and J is an interval in 0, ` . Then the general
 .solution of 3.1 is, if a , b denote the end points of J,
N
 tya . A1 ju t s e f for 0 F t F a , .  j
js1
Nq1
 tya . A2 js e g for a F t F b , j
js1
N
 tya . A3 js e h for b F t - `. j
js1
Here f , g , h are all vectors in X, and u is required to be continuous at ai i i
and b.
Finally, let
M
 tya .Bj jh t s e g x t , 3.5 .  .  . j J j
js1
w .where M is a positive integer, J is an interval in 0, ` , a is the left-handj j
 .endpoint of J , and B , . . . , B are generators of C semigroups suchj 1 M 0
 4that the collection A , . . . , A , B , . . . , B of N q M generators satisfies1 N 1 M
 .  .  . w .A0 , A1 , A2 . Then one can decompose 0, ` into pairwise disjoint
intervals K , . . . , K such that on K ,1 Q l
NqM
 tya . Aj ju t s e h , 3.6 .  . l j
js1
where A s B and h g X ; these vectors are such that u is continuousNq l l l j
at each endpoint of each K .l
The following result summarizes what has just been established and
 .further indicates that the inhomogeneous terms of the form 3.5 form a
large class.
 .  .THEOREM 3.4. Consider Eq. 3.2 with the right-hand side gi¨ en by 3.5 .
Then the general mild solution is gi¨ en by the generalized d' Alembert formula
 . p . .   .3.6 . Let Y s L 0, ` ; X , 1 F p - `, and let M s h: h is as in 3.5
4with each inter¨ al J bounded . Then M is dense in Y.j
Proof. By the remarks preceding the theorem, it only remains to prove
the density assertion. Given A , . . . , A , let A be an injective genera-1 N Nq1
EXTENSIONS OF D'ALEMBERT'S FORMULA 477
 .  4tor of a C semigroup such that the system A , . . . , A , A satisfies0 1 N Nq1
 .  .  .A0 , A1 , A2 . Given 0 - a - b - ` and h g X,
h t s e« t A Nq 1 hx t .  .« a , b .
approximates hx arbitrarily well in Y as « ª 0q. Here we takea , b .
B s « A for « ) 0 sufficiently small. Since finite linear combinations1 Nq1
 4of hx : h g X, 0 - a - b - ` are dense in Y, the theorem follows.a , b .
An alternate proof can be given, using a duality argument. We omit the
details.
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