A criterion in terms of differential invariants for a metric on a surface to be Liouville is established. Moreover, in this paper we completely solve in invariant terms the local mobility problem of a 2D metric, considered by Darboux: How many quadratic in momenta integrals does the geodesic flow of a given metric possess? The method is also applied to recognition of other polynomial integrals of geodesic flows.
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Introduction
The problem of recognizing by a metric, how many integrals admits its geodesic flow is classical. In this paper we study locally metrics on surfaces. We will look for the integrals analytic in momenta.
By Whittaker theorem [W] existence of such an integral is equivalent to existence of an integral polynomial in momenta. Note that locally geodesic flows are integrable, but the corresponding integrals are usually analytic only on T * M \ M . So in general polynomial integrability requires certain conditions even locally.
The integrals of degree one in momenta correspond to surfaces of revolution, locally ds 2 = f (x)(dx 2 + dy 2 ). It is an easy fact that if such integrals exist, then there are either one (generically) or three (space form). We provide a precise criterion for determining existence of a local linear integral (Killing vector field).
The next interesting case concerns geodesic flows with quadratic in momenta integrals. They correspond to Liouville metrics. The local analytic form of such metrics near a generic point is well-known [D, B] : ds 2 = (f (x)+h(y))(dx 2 +dy 2 ) and a metric has an additional quadratic integral iff it can be transformed into such a form.
However no criterion, when the metric is Liouville has been previously obtained, except for the paper [Su] (the first, rather unsuccessful attempt was done in [V] ). However the criterion of this work was not explicit. Neither did it contain invariant formulae, making it difficult even to decide how many differential invariants characterize Liouville metric and which order they have.
As the main result of this paper we resolve the classical problem of recognition for Liouville metrics and provide an explicit criterion written via a basis of scalar differential invariants of the metric.
Moreover we shall determine the number of quadratic integrals, which coincides with the degree of mobility of a Riemannian metric on a surface. It can be 6 (space form), 4 (case characterized in [D] though not through differential invariants; note that in classical works the Hamiltonian is disregarded, so that there are 5, 3 etc integrals in their way of counting), 3 (the case studied by Koening [Koe] ), 2 (general Liouville form) or 1 (metrics with no additional quadratic integrals). Each of these cases will be characterized via an invariant condition written in terms of differential invariants of the Riemannian metric.
The method of our study is the Cartan's prolongation-projection method: we write the system of PDEs for existence of a quadratic integral and subsequently calculate the compatibility conditions. If they are trivial, the system is compatible and we stop. Otherwise we add new equations, the space of solutions (which is a finite-dimensional linear space from the beginning -the system is of finite type) shrinks and we continue.
For effectiveness of the method we should have explicit formulas for compatibility conditions, but they are given by the result of [KL 2 ].
The procedure stops in several steps because finally we arrive to only one possible quadratic integral, which is just the Hamiltonian, an obvious integral of the geodesic flow. The prolongation-projection scheme usually is characterized by the rapidly growing complexity with each step. It is also true in our problem, but in this case we manage to arrive to the very end of the method and to establish the solvability criterion.
The problem of invariant characterization of Liouville metrics was initiated in paper [KL 3 ] in a collaboration with V.Lychagin as an application of our general compatibility criterion. The results are repeated in a revised form in sections 3-4. Moreover the general idea of solution to the problem was sketched there, but the complete answer appears here for the first time.
Let us also indicate that the solution of the problem presented here is expressed via scalar differential invariants and we especially care to minimize the number/order of the invariants.
At the end of the paper we discuss the problem of higher degree integrals and make some claims and conjectures about dimension of the space J n of polynomial in momenta integrals F of deg F = n. This paper deals mostly with local existence problem, so that whenever opposite is not explicitly stated all statements should be assumed local in M . Moreover we impose the usual regularity assumption. Regular points form a nonempty open set, but it does not need to be of full measure in the C ∞ case (in analytic case regular points are generic) and such pathological examples exist even in R 2 . Let (x, y) be local coordinates on M 2 and p x , p y be the corresponding momenta on T * M . Writing the metric ds 2 = g ij dx i dx j we express Hamiltonian of the geodesic flow as
y , where the matrix g ij is inverse to the matrix g ij of the metric g.
A homogeneous term of an integral is obviously an integral, and so we study a function
Involutivity condition, i.e. vanishing of the Poisson bracket {H, F n } = 0, is equivalent to (n + 2) equations E 1 = 0, . . . , E n+2 = 0 on (n + 1) unknown function u n0 (x, y), . . . , u 0n (x, y).
This system E is of generalized complete intersection type studied in [KL 3 ]. The compatibility criterion developed there states that the system is formally integrable iff the following multi-bracket vanishes:
For linear differential operators this is defined as follows.
are scalar differential operators). Then the multi-bracket equals (in this formula m = n + 1)
Reduction modulo the system in (1) means the following. Orders of differential operators E i are 1 and order of the multi-bracket {E 1 , . . . , E n+2 } is (no greater than) (n + 1). We prolong the system E = {E 1 = 0, . . . , E n+2 = 0} to the order (n + 1) (such prolongation exists!), i.e. take the space of all linear combinations n+2 i=1 ∇ i E i with linear scalar differential operators ∇ i of ord ∇ i ≤ n, and consider the class of the multi-bracket in the quotient space (see [KL 2 ] for details). Now the system E is of finite type, i.e. has no complex characteristics (we refer the reader for this and further notions from geometry of PDEs to [KLV, KL 4 ]), so if compatibility condition (1) is satisfied, the system is locally integrable.
If this condition is not satisfied we add the equation E n+3 = 0 to the system E and continue with solvability investigation of the new prolonged system E ′ . Prolongation means addition of derivatives of the generators. But if their combination (differential corollary) drops in order (projection), it is the compatibility condition, which should be added to the system. Thus we get new equations E ′′ etc, until we stabilize at a systemĒ in a finite number of steps (Cartan-Kuranishi theorem).
Denoting T = T (x,y) M the model tangent space for independent variables and N ≃ R n+2 (u i(n−i) ) the space of dependent variables, the system E has symbols g k ⊂ S k T * ⊗ N (respectively E ′ has symbols g ′ k etc). Codimension of this linear subspace (n + 2)(k + 1) − dim g k equals the number of independent equations in the prolonged system of order k.
Cohomology H k−1,2 (E) of the Spencer δ-complex
at the last term is the space of compatibility conditions ( [KLV, KL 4 ]). For the initial system E the only non-zero second Spencer δ-cohomology is H n,2 (E) ≃ R 1 and the only compatibility condition is the above reduced multi-bracket E n+3 . Thus E ′ = {E 1 = 0, . . . , E n+3 = 0}. Further compatibility conditions (for E ′ etc) will be indicated along with prolongation-projection process. Let J n = {(u i(n−i) )} denotes the solution space of the system E. This space is linear and dim J n = dimḡ k . In particular this is smaller than dim g k and since the latter quantity strictly decreases during prolongation-projection, the method stops in a finite number of steps giving either non-trivial locally integrable system of PDEs (solvability) or no solution result.
Differential invariants of a Riemannian metric
Here we describe the algebra A of scalar differential invariants of a Riemannian metric g on a two-dimensional surface M . It is well-known that the first such invariant occurs in order 2 and is given by the scalar curvature K.
Denote grad K be the g-gradient of the curvature and let sgrad K = J 0 grad K be its rotation by π/2 (one needs to fix orientation, which is possible as we treat (M, g) locally; alternatively we can square those invariants, which have undetermined sign). There are two invariant differentiations L grad K and L sgrad K (L is the Lie derivative). These differentiations and K do not generate A, but if we also allow commutators they do.
There are precisely (k − 1 − δ k3 ) functionally independent differential invariants of order k for k > 0. Let us briefly explain why (cf. [T] ). Consider the jet-space of Riemannian metrics
, where as usual J −1 = M . The pseudogroup Diff loc (M ) acts naturally on the jet-spaces. Its action is transitive up to 1st jets. Indeed, the action is clearly transitive on the base and let us consider the jets of the stabilizer of x ∈ M , i.e. the differential group
is not (though it has dimensional freedom to be!). Codimension of a generic orbit is 1 and curvature K is the only invariant.
The stabilizer disappears only on the next step and starting from k = 3 the actions of
Let us establish a basis in the space of invariants. For a tensor T denote d
, which is equal to multiplication by the curvature tensor). In particular, we obtain the forms d
The next differential is symmetric, because we consider metric (Levi-Civita) connection:
where T ∇ is the torsion tensor. In coordinates this is expressed via Christoffel symbols as (d
, but this (and higher) tensors are fully symmetric iff the metric is flat:
and the result follows.
Now to fix a basis in invariants of order i = 2 + l we consider the form d ⊗l ∇ K and denote (in non-flat case the order is essential!)
If we change the order, the expression will be changed by a lower order differential invariant. We will not use it and so omit the details, but for instance
The first invariants are: I 2 = K and I 3 = |∇K| 2 (the index refers to the order of differential invariant). Starting from i = 4 there are l + 1 = i − 1 invariants I ij and we re-enumerate the index j by letters (so we write I 4a instead of I 40 , I 5d instead of I 53 etc). For instance
The two approaches to describe the algebra A of differential invariants, one via the basic invariant I 2 with two invariant differentiations and another one via the basis I ij are closely related: the former is obtained from the latter via the Lie-Tresse approach [Tr] . Namely let say I 2 , I 3 be chosen as a basis, and∂/∂ I2 ,∂/∂ I3 be the corresponding Tresse derivatives (see [KL 1 ]). In local coordinates (x 1 , x 2 ) they can be expressed aŝ
where D i are total derivatives [KLV] and
is the determinant (basis requirement above means ∆ ≡ 0). Then the two invariant differentiations
Relation to the other side constitutes an infinite sequence of identities:
They can be obtained successively with the help of the commutation rule for invariant differentiations:
Linear integrals
A Riemannian metric g on a surface M 2 possesses a Killing vector field iff it has the following local form near the point, where the field does not vanish:
) is a surface of revolution. How to recognize such a metric?
Let us write the metric locally in isothermal hyperbolic coordinates (possibly over C): ds 2 = e λ(x,y) dxdy. If the metric is positive definite (not pseudoRiemannian), one should rather write e λ dzdz and this complexification popups as follows: while the gradient of a function K equals (2e
Moreover we shall encounter i as a factor at some coefficients below, but this does not lead to contradiction: vanishing of these coefficients turns out to be a real condition.
In [KL 3 ] we chose the general form, but since the answer will be expressed in differential invariants, the choice is not essential.
Function F 1 = up x + vp y is an integral of the geodesic flow iff the following 3 linear PDEs (coefficients of {H, F 1 }) are satisfied:
Denote them by E 1 , E 2 , E 3 respectively. This system E has symbols: dim g 0 = 2, dim g 1 = 1, dim g 2 = 0. The compatibility condition is given by the relation
In general case the bracket should have order 2 in pure form and 1 after reduction, but in our case E 4 is of order 0 and equals:
where K is the Gaussian curvature. Thus compatibility condition means (M 2 , g) is a spatial form: K = const. This is the case, when dim J 1 = 3.
If K is non-constant, to study solvability we add the equation E 4 = 0 to the system. To describe the new system E ′ we let u = K y w, v = −K x w and obtain the following system on one function w(x, y):
In order to have solutions the determinant of this matrix should vanish. It equals − i 4 e 2λ I 4b . Given this condition we can drop one equation and transform the system to the form
Its solvability is equivalent to a 3rd order relation on the curvature, which can be expressed as the condition I 3 (I 5b + I 5d ) = 2I 4b (I 4a + I 4c ). However when I 4b = 0, then I 5b = 0 and we obtain:
Otherwise there exist no local Killing vector fields.
Remark 1. This and further statements hold only near regular points (here this means dK = 0). Indeed in non-analytic case there exist pathological counterexamples. For instance for any
ε > 0 it is possible to construct a C ∞ -metric on the disk D 2 (1) satisfying I 4b = I 5d = 0, such
that the set of regular points (where a Killing field exist) has Lebesgue measure < ε.
We can reformulate this criterion as vanishing of the differential invariants Jac g (K, |∇K| 2 ) and Jac
is the Jacobian and
∇ F ] is the Laplacian. Indeed we have: ∆ g K = (I 4a + I 4c )/I 3 , so the claim follows from:
(note that I 4b = 0 implies I 5b = 0).
Remark 2. Some classical criteria for existence of local (global implications follow)
Killing fields are contained in [Nij, Nom] , but they are neither explicit conditions on the metric g nor finitely formulated. Our criterion in the form of dependence of |∇K| and ∆ g K on K is implicitly contained in [D] .
More than 3 quadratic integrals
We turn now to characterization of Liouville metrics. We will again use isometric hyperbolic coordinates, H = e −λ p x p y , which does not restrict generality.
y is a quadratic integral of the geodesic flow iff the following system E is satisfied:
Denote the equations respectively by E 1 , E 2 , E 3 , E 4 . The compatibility condition can be expressed via the multi-bracket
Even though it might be expected from the general theory that E ′ 5 has order 2, in our case it has order 1. Divided by 2e
λ it equals to
Thus the system E is formally integrable iff K = const. In this case dim g 0 = 3, dim g 1 = 2, dim g 2 = 1, g 2+i = 0 for i > 0 and the dimension of the solutions space is dim J 2 = dim g k = 6. Indeed J 2 = S 2 J 1 , i.e. a basis in the space of quadratic integrals is formed by pair-wise products of elements of a basis in is the space of linear integrals.
Suppose that K = const, so that E 5 is a differential relation of the first order in u, v, w. Adding E 5 = 0 we get the system 2 E ′ ⊂ J 1 (2, 3) of formal codimension 5.
Its symbols g
= 0 and thus the only non-zero second δ-cohomology groups
Multiplying this by 5K x and further simplifying modulo E 1 , E 2 , E 3 , E 4 , E 5 we obtain the following expression:
where
are differential invariants and provided I 4b = 0 (which implies I 5b = 0, see identities in §2) they reduce to J 5a | I 4b =0 = J 5b | I 4b =0 = J 5 , where
We see that the coefficients of E 6 (as well as that of other E i ) are not invariant (neither are real), but the condition of their vanishing is invariant (and real).
If E 6 vanishes, the system E ′ can be prolonged to the second jets, but is not yet formally integrable. Another curvature -Weyl tensor W ′ 2 -is the obstruction to prolongation to the third and henceforth infinite jets. Since g 
This new equationẼ 6 has coefficients of order 6, but they can be simplified modulo the conditions I 4b = 0, J 5 = 0. Indeed we can differentiate these along invariant fields ∇ 1 , ∇ 2 , see for instance the next section (this allows to express all the higher invariants I ij with i ≥ 5 through invariants of order ≤ 4). Thus the second obstruction to formal integrability W ′ 2 is the following equation, which turns out to be a linear function on J 0 (2, 3) (we multiply it by the factor 64e
, where
Notice that in expression for E 6 we simplified modulo the conditions I 4b = 0, J 5 = 0. Otherwise the coefficients are complex and more complicated, and in addition there are terms with v x and v. For instance the coefficient of v x term is 3 , but it simplifies to zero. Since formal (=local due to finite type condition) integrability of E ′ means existence of 4 integrals of the geodesic flow, we get the following statement:
Theorem 2. The condition of exactly 4 quadratic integrals dim J 2 = 4 can be expressed as 3 differential conditions on the metric:
Digression I: Darboux-Koening's theorem
We can deduce now the classical theorem due to Darboux and Koenning: To one side this was proved in [D] , while to the other it was given in [Koe] . It is instructive to see the equivalence by using differential invariants only (thus below is an alternative proof of this classical theorem):
Proof. Let us suppose at first that g has 4 quadratic integrals. We may assume K = const. Thus I 4b = 0 and J 5 = 0. We must show I 5d = 0 (this follows easily from the condition that v x -coefficient ofẼ 6 vanishes, but we will show that it suffices to use only the first two conditions of Theorem 2).
Note that under condition I 4b = 0 we have: ∇ 2 I 2 = 0, ∇ 2 I 3 = 0 and ∇ 2 I 4a = 0 (see identities of §2). The latter follows from I 5b = 0 as well as from the fact that the commutator [∇ 1 , ∇ 2 ] is proportional to ∇ 2 . Now equation J 5 = 0 can be written as
Applying ∇ 2 to this we get 2I 5d (I 4a + 4I 4c ) = 0, which yields either I 5d = 0 or I 4c = − 1 4 I 4a . The latter after application of ∇ 2 gives I 5d = 0 as well. Now suppose that g has a Killing vector field and an additional quadratic integral, so that the dimension of the space of quadratic integrals is at least 3. Since I 4b = 0, the equation E 6 is of order 0. If E 6 ≡ 0, then its prolongation adds a new first order equation to the system and the symbols satisfy: dim g 0 ≤ 2, dim g 1 = 0, so that the space of quadratic integrals cannot have dimension greater than 2. If all the coefficients of E 6 vanish, then J 5 = 0. If J 4 = 0, theñ E 6 is non-zero and of order 0. The same calculus for dimensions of symbols and solutions space leads to contradiction. On the other hand, if J 4 = 0, theñ E 6 ≡ 0 and we have 4 quadratic integrals. 
Digression II: On the number of invariants
Conditions I 4b = 0, J 5 = 0 do not imply J 4 = 0. This pair of relations for differential invariants can be considered as an overdetermined system, but it is compatible meaning they do not produce new differential relations of lower order. Actually, we showed in the previous section that the two relations imply I 5d = 0. Relations ∇ 1 I 4b = 0 gives I 5b = 0 and ∇ 2 I 4b = 0 yields I 5c = (I 4a I 4c − I Further derivations of these identities with ∇ s yield expressions for higher differential invariants I ij , i ≥ 6, via invariants of order ≤ 4 and they agree (there are 8 equations to determine 5 invariants of order 6, 12 equations to determine 6 invariants of order 7 etc), which manifests the above mentioned compatibility.
On the other hand, under certain genericity assumption, namely I 4c (2I 4a + 3I 4c ) = 5I 2 I 3 3 , the conditions I 4b = 0, J 4 = 0 imply J 5 = 0. Indeed if we express I 5a , I 5b , I 5c , I 5d from ∇ 1 I 4b = 0, ∇ 2 I 4b = 0, ∇ 1 J 4 = 0, ∇ 2 J 4 = 0, and substitute this into J 5 , the expression will have the factor J 4 . Thus in this case the criterion of 4 integrals can be expressed as two differential conditions
In general, however, we cannot remove the condition J 5 = 0 from Theorem 2. Example. For the metric g = ε 1 e (β+2)x dx 2 + ε 2 e βx dy 2 (ε k = ±1; this is one family from the classification of [BMM] ) we have (the first two identities are obvious because ∂ y is the Killing field):
1024 e −15(β+2)x β 10 (β − 1)(β + 2) 9 (3β + 22).
Since I 3 = ε1 4 e −3(β+2)x β 2 (β + 2) 2 , the cases β = −2, 0 correspond to constant curvature. Otherwise J 5 = 0 for β = 1 or β = 6. In the first case J 4 = 0 and we have dim J 2 (g) = 4. But in the second case dim J 2 (g) = 2.
Note also that J 4 = 0 for β = −22/3, but then I 4c (2I 4a + 3I 4c ) = 5I 2 I 3 3 and this does not imply J 5 = 0. 
Precisely 3 quadratic integrals
If the compatibility condition E 6 = 0 is not trivial, then we add it and get a new system E ′′ . In this section we consider the generic case when this new equation is of order 1 in u, v, w, i.e. I 4b = 0.
Then the symbol of the system E ′′ is g ′′ 1 = 0, i.e. it is of Frobenius type. Its Spencer cohomology group H 0,2 (E ′′ ) ≃ R 3 , so the obstruction to integrabilitycurvature tensor -W ′′ 1 has 3 components, represented by 3 linear relations on J 0 (2, 3). Indeed, we can express from E ′′ all derivatives u x , u y , v x , v y , w x , w y , calculate 3 difference of pairs of mixed derivatives and substitute the derivative expressions. We get the following equations:
where A, B are certain complex differential expressions of order 6 in metric (see below). One peculiarity of (2) is absence of v. Another is that there are only two equations, not three as expected from the general theory.
Vanishing of E 7 , E ′′ 7 is equivalent to four real conditions A = 0, B = 0, which can be expressed via differential invariants of order 6. In the following sections we will show that I 4b = 0, but J 5 = 0 or J 4 = 0 implies dim J 2 < 3 and so we obtain: the following criterion (note that I 6e does not enter the formulae):
Theorem 4. The condition of exactly 3 quadratic integrals is equivalent to two inequalities I 3 = 0, I 4b = 0 and 4 differential relations on the metric: 
Remark 4. Denoting the above four equations (i.e. l.h.s-r.h.s.) by
Example. Consider the metric
where q 2 (y) = ay 2 + by + c. This metric is in Liouville form and hence has an additional quadratic integral. We can calculate the invariants from the previous theorems to find when the space of quadratic integrals has dimension D > 2. Here's the result according to dimension:
Note that the integrable metric (x 2 + 4y 2 + 1)ds 2 Eucl was found in classification of Matveev [M 3 ]. However the methods used by him are global and do not apply to local non-complete situation.
Remark 5. One can substitute the general Liouville form ds
2 = Λ · (dx 2 + dy 2 ) in
local conformal coordinates into the above four expressions. The result is a system of 3 PDEs of order 6 in Λ together with the equation Λ xy = 0 (which simplifies the 3 PDEs a lot). This system is not of finite type (for instance because it contains the cases of 4 integrals depending on 1 function of 1 variable) and it is not formally integrable: an easy elimination reduces one PDE of order 6 to order 5. Then its prolongation yields two new PDEs of order 5, but they are too long to be treated effectively.
In fact, normal forms of metrics with 2 additional integrals are better obtained with a different approach, see [Koe] .
Digression III: Simplification of invariants
The four relations from Theorem 4 provide the complete set, characterizing the condition dim J 2 = 3, but they are not compatible in the following sense. If we deduce the differential corollaries via derivations ∇ 1 , ∇ 2 , some of them will have lower order and be simpler. Let us indicate this.
Substitution of the expressions of I 6a , I 6b , I 6c , I 6d from Theorem 4 to the identity (twice: before and after derivations!)
yields us the following new relation: 
Using similar identities for ∇ 1 I 6c − ∇ 2 I 6b , ∇ 1 I 6d − ∇ 2 I 6c , ∇ 1 I 6e − ∇ 2 I 6d and substitutions of the 6th order invariants via the lower ones, we get 3 differential relations of order 5 (but they are non-linear even in higher order basic invariants). The first of them is:
and the other two are more complicated.
Furthermore these three relations can be invariantly differentiated and then simplified with substitutions, which resembles Cartan's prolongation-projection method, though for differential invariants. In a sequel one gets "compatible" set of relations for differential invariants, but this involves consideration of cases (lots of inequalities and equalities) and will be omitted.
Generic case: Liouville form
Here we continue investigation of the previous section, when I 4b = 0. Suppose that not all equalities of the previous theorem hold. Then E 7 is a non-trivial equation. If E ′′ 7 is independent of it, we get u = w = 0 and then v = const ·e −λ , so that there exists no quadratic integral besides the Hamiltonian.
Thus for existence of an additional quadratic integral the corresponding determinant |A| 2 −|B| 2 should vanish (note that this implies w =ū, which could be predicted because integral F is real). In this case the symbols dimensions are dim g 0 = 2, dim g 1 = 0, so for Liouville (quadratic) integrability of the metric g the system E ′′′ = {E 1 = 0, . . . , E 7 = 0} should be compatible.
There are precisely two compatibility conditions: D x E 7 = 0 mod E ′′′ and D y E 7 = 0 mod E ′′′ . The reduction mod E ′′′ can be considered here as follows: all derivatives are expressed from the first 6 equations and substituted into derivatives of E 7 . Then the equations are again linear and contain only u-and w-terms. Writing linear dependence with E 7 we get vanishing of two (complex) determinants. This constitutes 4 real relations of order 7, but we write them as 2 complex relations.
In the theorem below A, B are differential invariants from (2) (expressions are given in Remark 4) and J 1 , J 2 , J 3 , J 4 are some differential invariants of order 7, precise form of which is given in Appendix.
Theorem 5. Suppose that K = const, I 4b = 0 and |A| 2 + |B| 2 = 0 (cases considered separately). Then the metric g is Liouville iff it satisfies one real relation of order 6: |A| 2 = |B| 2 and 4 real relations of order 7:
Thus the problem of invariant characterization of Liouville metrics is solved.
Remark 6. Similar to Section 8 one can reduce in order and simplify differential relations from Theorem 5, but since the resulting minimal set is very cumbersome (collection of cases involving equalities and inequalities)
, it won't be discussed.
Singular locus: 2 quadratic integrals
Consider now the last case I 4b = 0, but suppose that either J 5 = 0 or J 4 = 0. In this case the equation E 6 (resp.Ẽ 6 ) transforms into the equation (since K = const, we may assume K x = 0 or K y = 0; formulae below are easily adjustable to one of the cases):
Prolonging this equation and using the system E ′ = {E 1 = · · · = E 5 = 0} we can rewrite the new systemĒ (prolongation of E ′′ ) in the form:
considered together with (3). System (4) consists of a three pair of equations, two uncoupled and one coupled with the other two. The system is of Frobenius type. Writing compatibility conditions ofĒ modulo (3)+(4) we get 3 conditions on the system to be integrable. These three conditions are dependent (2 conditions), but modulo the condition I 4b = 0 they collapse to only one condition I 5d = 0.
Note that the system has dimension of symbols dimḡ 0 = 2, dimḡ 1 = 0, so that the maximal dimension of the solution space is 2. Since the minimum is 1, we arrive to the following statement: Note that if the space of such additional integrals is 1, a representative can be chosen as the square of a linear integral.
Liouville metrics: some global questions
Proposition 7. Let Liouville metric on M 2 have non-constant curvature and H be the corresponding Hamiltonian. Then for any two quadratic integrals F, G such that the triple (F, G, H) is linear independent (over R), the triple is functionally independent (in particular the integral {F, G} is non-zero).
Proof. Since F, G, H are quadrics in p, the only kind of functional dependence for them can be either linear or quadratic.
Assume at first that the integrals H, F, G are linear dependent over C ∞ (M ), i.e. H = a · F + b · G, where a, b ∈ C ∞ (M ) are non-constant. Then bracketing this with H we get {H, a}F + {H, b}G = 0, which would imply that F, G, H have a common factor:
Commutation of H and F, G, H gives {H, ζ} = {v, w}ζ, {H, η} = {v, w}η, {H, w} = {v, w}w.
Substitution of w = a · ζ + b · η into the last equality yields {H, a} = {H, b} = 0, i.e. a = const, b = const, so that F, G, H are linearly dependent.
If H, F, G are linear independent over C ∞ (M ), but are functionally dependent, then they must satisfy a quadratic relation:
are linear in p functions) with a constant non-degenerate transition matrix A:
Denoting Θ = {ζ, η} we observe this factor in all pair-wise Poisson brackets
Here α, β, γ are certain minors of the matrix A and since Proof. Indeed, if the metric has non-constant curvature and two additional integrals then the Hamiltonian flow is resonant: every trajectory is given by equation {H = c 1 , F = c 2 , G = c 3 } and hence is closed. Thus (M 2 , g) is either S 2 or RP 2 . An additional investigation of metrics on S 2 with all the geodesics closed leads to K = const. The standard round sphere has 3 Killing vector fields and thus 6 quadratic integrals. They all descend to the standard projective plane.
Consider now the case of constant curvature. If a closed surface has negative constant curvature, its metric is non-integrable [Koz, P] . For positive curvature we are already done. For zero curvature we get torus or Klein bottle. Torus has 2 Killing vector fields and the symmetric square yields 3 quadratic integrals. However a flat Klein bottle has only one Killing vector field and the number of quadratic integrals (including Hamiltonian) is two.
Global classification of Liouville metrics is discussed in [Ki, IKS, Kol, M 2 ]. The final classification was achieved in [M 1 ], see the review [BMF] for other contributions, results and references.
Cubic integrals
Let us consider next the case of integrals of degree 3. Again for brevity sake we bring the metric to hyperbolic conformal form H = e −λ(x,y) p x p y . Then function F = u(x, y)p 
Denoting this system of PDEs by E = {E 1 = E 2 = E 3 = E 4 = E 5 = 0} we get criterion of integrability:
Multiplied by 2 15 e λ this PDE has the form E 6 = K x u xx +K y v xx +1 st order terms, and its vanishing is equivalent to K = const. In this and only in this case the dimension of the solution space for E is dim J 3 = 10.
If K = const, we add equation E 6 and get a new system E ′ = E ∩ {E 6 = 0}, which has the following symbols: dim g 0 = 4, dim g 1 = 3, dim g 2 = 1, dim g 3 = 0. Thus its solution space has dimension at most 8. The only Spencer second δ-cohomology groups are:
Thus the Weyl tensor has two components W 2 and W 3 . The first can be obtained as follows.
Prolongation of E 6 to 3rd jets together with the system E yields 17 third order PDEs, while there's 16 third order differential monomials. Elimination gives the following equation of order 2:
th order terms = 0.
Thus vanishing of E 7 implies I 4b = 0 and I 5d = 0, so that there is a Killing vector field. Moreover further investigation of coefficients gives J 5 = 0 and
This latter condition (notice the expression is similar to J 4 , but different) leads however to contradiction: The conditions I 4b = 0, I 5d = 0, J 5 = 0 allows to express all invariants of order ≥ 5 through invariants I 2 , I 3 , I 4a , I 4c . Applying ∇ 1 to the above expression yields thus 3 polynomial equations on I 4a , I 4b , which are compatible only with I 3 = 0. Thus we get:
Theorem 8. If a metric g has non-constant curvature, then dim J 3 ≤ 7.
In fact, we can continue and consider the system E ′′ = E ′ ∩ {E 7 = 0}. It has symbols with dim g 0 = 4, dim g 1 = 3, dim g 2 = 0. The non-zero second Spencer δ-cohomology group is H 1,2 (E ′′ ) ≃ R 3 and the compatibility is the Frobenius condition on the second jets, which leads (by vanishing of coefficients) to a complicated overdetermined polynomial system on differential invariants of order ≤ 5 (higher order are expressed via these). Computer investigation indicates incompatibility, implying strict inequality in the above theorem.
In a similar way we can continue prolongation-projection method for 6 more times. Finally we arrive to high order (and highly non-linear in I στ ) differential invariants, which express existence of at least one cubic integral. Intermediate steps give more invariants, describing super-integrable cases, but it is rather complicated to decide what is the precise number of the conditions (because there are relations via derivations ∇ 1 , ∇ 2 ).
Moreover it seems that dim J 3 can be neither 6 nor 5, i.e. the next realized dimension of J 3 after 10 is 4! However this has no proof so far (as well as the fact that this implies 4 quadratic integrals). To the reverse side we have:
Proof. We will exploit the following statement, which can be derived from the works of V.Matveev:
Lemma 3. If two metrics g,ḡ are projectively equivalent, then for any k ≥ 1:
Actually the statement holds for any n = dim M (to a certain extent this can be found in [TM] for k = 2, but the case of general k is similar): A local diffeomorphism ϕ : (M, g) → (M ,ḡ) is a projective transformation iff the map Remark 7. Denote G(g) the space of metrics geodesically equivalent to g (ϕ = Id above). Then according to [TM] G(g) ≃ J 2 (g) with the equivalence being given byḡ
By the results of [BMM] (now again n = 2) any (pseudo-) Riemannian metric g with dim J 2 (g) = 4 is projectively equivalent to a metric of the family
Here ds 2 0 is the standard Euclidean or Minkovsky metric on R 2 (x, y).
By the above remark and Lemma 3 it is enough to investigate J 3 (g) for g = g 0 only. Since the latter representative for g 0 has the simplest form, this is an easy investigation and the result is dim J 3 (g 0 ) = 4.
Higher order integrals
When we pass to integrals of degree n, as we noted at the beginning, the system E is given by (n + 2) equations on (n + 1) unknowns. This system is of finite type and is a generalized complete intersection, so by theorem C of [KL 3 ] its solution space has dimension 1 2 (n + 1)(n + 2) iff the compatibility condition K = const holds. Otherwise the dimension drops at least by 2:
, then the inequality is strict and K = const.
Proof. Indeed, since the equations in the system E are linear of the first order E i = (∇ Further steps of prolongation-projection generalize Darboux-Koening theorem, but are more complicated. To understand this let us give more details on the integrals for the metric g 0 = x · (dx 2 + dy 2 ) from the previous section. The Killing form is K = q (with p, q being the momenta dual to x, y) and the 4 quadratic integrals are:
The latter integral can be considered as the additional integral from the Koening's theorem because {K, G} = 2F , but {K, F } = H (with a slight difference in generators, these relations were also observed in [KKW] ). For cubic integrals we have: J 3 (g 0 ) = J 1 (g 0 ) · J 2 (g 0 ) = HK, K 3 , KF, KG . In fact, Poisson brackets of J 2 (g 0 ) give nothing new: {G, F } = 16K
3 . For integrals of higher degree we have: J k (g 0 ) = J 2 (g 0 ) · J k−2 (g 0 ) for k > 2. There are however relations, which are generated by precisely 1 relation in degree 4: HG − F 2 = 4K 4 . Thus for d k (g) = dim J k (g) we have:
This implies: Proof. Indeed, by the same argument as in the last proof d 2 (g) = 4 implies d n (g) = d n (g 0 ) and the latter quantity for n = 2k or 2k + 1 due to formula (5) equals It is natural to expect that the cases from the last theorem are the next in prolongation-projection method after the space forms:
2 and the equality is attained for metrics with d 2 (g) = 4.
For n = 2 this obviously holds, for n = 3 we supported this by arguments in the previous section, while for n ≥ 4 this seems to be hardly treated via successive prolongation-projection scheme.
One is tempted to suggest a kind of monotonicity as an approach, i.e. that d 2 (g) < d 2 (h) could imply d n (g) < d n (h) for two metrics g, h, but this would be wrong. For instance there are Liouville metrics with d 2 (g) = 2, d 3 (g) = 0, but there are other metrics, for which the cubic integrals are the simplest polynomial integrals: d 2 (h) = 1, d 3 (h) = 1. Indeed, according to [Te] there are metrics g k such that d 2k+1 (g k ) ≥ 1, while for i ≤ k: d 2i−1 (g k ) = 0, d 2i (g k ) = 1 (the latter is nonzero because Hamiltonian is always an integral).
This was proved in the loc.sit. paper via a simple calculation, but it also follows from our approach, because the criterion of existence of non-trivial integrals of degree n (i.e. J n = 0 for odd n and d n > 1 for even n) is given by a criterion via differential invariants of order, which is monotonic in n. In particular, we can arrange d 2k+1 (g k ) = 1 for the above sequence.
A Long formulae
Below are the expressions for the seventh order differential invariants involved in Theorem 5. The calculations are performed using Mathematica 5 .
