The study of kinetic effects in heliospheric plasmas requires representation of dynamics at sub-proton scales, but in most cases the system is driven by magnetohydrodynamic (MHD) activity at larger scales. The latter requirement challenges available computational resources, which raises the question of how large such a system must be to exhibit MHD traits at large scales while kinetic behavior is accurately represented at small scales. Here we study this implied transition from kinetic to MHD-like behavior using particle-in-cell (PIC) simulations, initialized using an Orszag-Tang Vortex. The PIC code treats protons, as well as electrons, kinetically, and we address the question of interest by examining several different indicators of MHD-like behavior.
INTRODUCTION
Many astrophysical plasmas are believed to be collisionless and turbulent in nature. Prime examples are planetary magnetospheres (e.g. , Galeev 1975; Lysak & Carlson 1981; Saur et al. 2002; Borovsky & Funsten 2003; Retinò et al. 2007 ), solar corona (e.g., Crosby et al. 1993; Shimizu 1995; Dmitruk & Gomez 1997) , solar wind (e.g., Coleman 1968; Tu & Marsch 1995; Bruno & Carbone 2005; Marsch 2006) , and galactic cooling flows (e.g., Sarazin 1986; Carilli & Taylor 2002; Quataert 2003; Fujita et al. 2004; Peterson & Fabian 2006) . In the case of the terrestrial magnetosphere, the principal energy source is the solar wind flow, which buffets the system, creating a highly turbulent magnetosheath (Retinò et al. 2007) , and, when the configuration is correct, inducing magnetic reconnection and the transfer of magnetic flux into the magnetosphere proper (Sonnerup et al. 1981) . Energized in this way, the magnetosphere relaxes through sporadic reconnection in the magnetotail, producing a highly dynamic and turbulent tail region (e.g., Borovsky & Funsten 2003) . Likewise the dynamics of the corona are probably driven mainly by photospheric motions that tangle magnetic fields and launch Alfvén wave-like fluctuations (Beckers & Schneeberger 1977; Tomczyk et al. 2007 ) upward into the corona where turbulent motions with variations mainly across the large-scale magnetic field drive a cascade, including small scale brightenings usually associated with reconnection events known as nanoflares, that brings energy to a much smaller scale where it can be dissipated. The solar wind may also be driven by an upward traveling wave emanating from the sub-Alfvénic corona (Tomczyk et al. 2007 ), as well as by shear from high speed streams (Belcher & Davis 1971) . Again the energy enters at relatively large scales, but cascades through an inertial range, which ultimately terminates and is capable of supplying sufficient energy to account for the observed heating (Coleman 1968; Tu et al. 1984; Hollweg 1986) . In all of these cases the dynamics are fundamentally cross-scale: the energy injection is at scales comparable to the system size (outer scale) and the broadband cascade connects these larger "energycontaining" scales to the much smaller kinetic scales where dissipation processes can cause conversion to internal energy.
The common theme in all of the above systems is the cascade, a fundamental feature of collisionless plasma turbulence, and the eventual conversion of fluctuation energy into thermal degrees of freedom at kinetic scales. Many theoretical and observational studies have examined the dominant dissipative processes that heat protons (e.g., Howes et al. 2008; Parashar et al. 2009 Parashar et al. , 2010 Parashar et al. , 2011 Vasquez & Markovskii 2012; Wan et al. 2012a; Bourouaine & Chandran 2013; Karimabadi et al. 2013; TenBarge et al. 2013; Xia et al. 2013; Parashar et al. 2014b; Saito & Nariyuki 2014) , the nature of the cascade and fluctuations at sub-proton scales (e.g., TenBarge & Howes 1994; Shaikh & Zank 2009; Mithaiwala et al. 2012; Boldyrev et al. 2013; Chang et al. 2013) , intermittent structures at kinetic scales (e.g., Perri et al. 2012; Karimabadi et al. 2013; Wu et al. 2013a) , and the electron transport properties (e.g., Štverák et al. 2008; Rudakov et al. 2011; Wilson et al. 2013; Pulupa et al. 2014) .
Furthermore, various kinetic models and numerical schemes have been employed to study these fundamental questions, including hybrid codes (e.g., Parashar et al. 2014b) , Eulerian Vlasov codes (e.g., Servidio et al. 2012 ), closures such as gyrofluids (Goswami et al. 2005) or gyrokinetic (Schekochihin et al. 2009 ) models, and particle-in-cell (PIC) models are familiar examples. The selection of an appropriate model can be both important and subtle. For example, if proton cyclotron resonance is a central component of a question, a hybrid model might be the best choice, but if it is established that magnetic moments are conserved, then gyrokinetics might be preferred. Such choices are often made for efficiency. Including more physics is always a priority, in particular when simplifying assumptions cannot be persuasively defended. Similarly, higher dimensionality is another obvious preference-three-dimensions (3D) in space and in velocity space-although when justifiable, lower dimension, such as 2.5D (typically 2D in space and 3D velocity space; sometimes 3D in space and 2D in velocity space as in gyrokinetics) leads to much needed computational efficiency. When affordable, a fully self consistent approach including kinetic treatment of both protons and electrons-either of PIC or the Eulerian Vlasov types-contain the most complete treatment of the kinetic physics of interest.
With all of these choices for adding additional physics, and ever more accurate treatments of microphysics, it is sometimes possible to overlook the possible effects of the system size itself. In fact, all of the natural systems alluded to above are in some sense (to be presently defined; see below) to be considered as "large." On the other hand, the system sizes simulated using kinetic simulation codes vary from very small (e.g., TenBarge et al. 2013 ) to at most tens or hundreds of typical kinetic lengths (e.g., Karimabadi et al. 2013; Wan et al. 2015) . High resolution 2.5D simulations (Karimabadi et al. 2013) are still an exception and not the norm. 3D fully kinetic simulations are even more expensive. There is, however, an additional consideration not explicitly accounted for in the above discussion: heliospheric and astrophysical plasma systems are typically large in the sense that much of the energy resides in plasma flow and magnetic field at scales L that are much larger than typical scales where kinetic effects become important, say, the inertial length d i . For the natural systems of interest, the system sizes L vary from hundreds of d i for magnetospheres to millions of d i for the astrophysical scenarios.
For large values of the ratio L d , i 4 3 ( ) which acts as an effective Reynolds number (Matthaeus et al. 2005) , the large MHD scales and small kinetic scales are well separated, and typically connected by energy transfer associated with a turbulent cascade. Therefore the conditions experienced by the kinetic degrees of freedom are those determined largely by MHD dynamics. This cannot happen in a system too small to admit MHD physics, at least approximately. While it is clear that an extremely large system, such as the solar wind, with L d i 10 4 , will display this MHD-kinetic physics contrast. It is not well established, as far as we are aware, how and when MHD behavior emerges in a controlled plasma system as its size, defined as L d , i is increased in a series of experiments beginning from small system sizes for which MHD cannot be obtained. This is the question we address quantitatively in this paper. Taking proper account of the system size issue will have clear implications for strategies for kinetic simulations that are intended to be of relevance to high Reynolds number space plasmas. It is the main purpose of the present paper to examine the transition of physical effects going from small to moderate sized systems. We discuss implications for selection of code sizes after presenting our main results.
To have a fluid description, many possible representations of physics are possible, ranging widely in the scales described and the physics effects included. If we attempt to compare fully kinetic plasmas with "fluid models" we would have a plethora of models to which a comparison might be made: electron reduced MHD (e.g., Schekochihin et al. 2009 ), electron MHD (e.g., Gordeev et al. 1994; Shaikh & Zank 2010) , Landau-Fluid (e.g., Goswami et al. 2005) , Hall-FLR MHD (e.g., Ghosh & Parashar 2015) , Hall MHD (e.g., Ghosh & Goldstein 1997) , compressible MHD (e.g., Ghosh et al. 1993) , and incompressible MHD. All of these models might be applicable at different stages of the study. A comparison at different system sizes to the properties of various fluid models would become a cumbersome diversion from the questions of interest.
To avoid these diversions, we instead concentrate on the model applicable at largest scales, i.e., MHD, and define "MHD-like behavior" by the following two conditions:
1. The quantities of relevance in MHD, such as flow and magnetic energies, decay rates, etc., can be directly and quantitatively compared with kinetic plasma results to define an approach of the system to "MHD-like" behavior. 2. Accompanying the above sequence, other quantitiesthose not readily represented in MHD-such as plasma heating, are compared at varying system sizes and are seen to approach stable values.
Together these two tests qualify the system behavior to be MHD-like or non-MHD-like. To understand the transition from a fully kinetic to MHDlike regime we employ the PIC code P3D (Zeiler et al. 2002) to perform simulations with varying system size with the initial conditions, scaled to the global system size, as close to each other as possible. In order to characterize the transition to magnetofluid behavior, we focus on most common turbulence diagnostics: global energetics, spectra and intermittency statistics for the various cases.
PROBLEM SETUP AND DIAGNOSTIC TOOLS
We study the evolution of the Orszag-Tang Vortex (OTV; Orszag & Tang 1979; Dahlburg & Picone 1989; Parashar et al. 2009; Vasquez & Markovskii 2012) in a kinetic setup. OTV is a 2D MHD initial condition that involves a system size vortex stretching two large-scale magnetic islands in periodic geometry. The initial velocity v and magnetic field B are
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where B g is the strength of the out-of-plane mean magnetic field (guide field) that is added to the original OTV initial state to reduce compressibility effects. These equations are written, in effect, in Alfvén speed units, with the magnetic field normalized by pr 4 , with mass density ρ. Note that the initial state fluctuations reside entirely at long wavelengths in the simulation box of dimensionless size p 2 in each coordinate direction. The wave numbers of the initial state will remain scaled to the box size as that parameter is changed in different runs; in this way the ratio of energy containing scale to ion inertial length L d i will vary across the different runs.
OTV is a strongly nonlinear initial condition that evolves into turbulence very quickly. It is often employed to test the robustness of numerical schemes. Physical properties of OTV have been studied in great detail by Dahlburg & Picone (1989) , Parashar et al. (2009), and Markovskii (2012) in the compressible as well as kinetic regime. The latter studies were performed using hybrid codes that treat protons kinetically and electrons as a neutralizing fluid. Here we take that initial condition one step further by studying it in a particle-in-cell code P3D. This code has been used to study many plasma physics problems like reconnection as well as turbulence (e.g., Zeiler et al. 2002; Malakit et al. 2013; Wu et al. 2013a Wu et al. , 2013b . The details of the equations solved and the computational methodology can be found in Zeiler et al. (2002) .
Given the potential computational expense of such a study, we choose a strategy with some care. Recent hybrid and PIC simulations that are very large compared to kinetic scales (e.g., Karimabadi et al. 2013 Karimabadi et al. , 2014 appear to display large-scale behavior close to the expectations of MHD, but a comparison to MHD was not the prime focus of those studies. For example Karimabadi et al. (2013) found amplification of magnetic fields by large-scale shear, and the driving of secondary KelvinHelmholtz instabilities, both of which are expected in the MHD regime. Similarly Karimabadi et al. (2014) found the establishment of large-scale MHD-like magnetospheric structure in a hybrid simulation. A full quantitative comparison of MHD versus kinetic plasmas at very large system sizes, a grand challenge project itself, remains to be done, but is not our focus here.
We are interested here in examining the transitional behavior from purely kinetic behavior to MHD-like behavior, and therefore require more numerous runs, but of relatively modest system sizes as measured in units of d i . We also work mainly with 2.5D as the first step, with two control runs in 3D included for comparison.
Adopting this approach, multiple simulations with varied system sizes were performed. The run sizes and other parameters are shown in Table 1 and a time step of w = -dt 0.002 ci 1 was used. The only parameters that changed between simulations were the total number of grid points and accordingly the system size. For the 3D case, the 2.5D OTV initial condition is embedded in 3D, and although no MHD scale perturbation in the third (z) direction is included, the system is now free to exhibit additional kinetic instabilities and waves not present in the 2.5D case.
Note that the energy density (per units mass) of the initial velocity and magnetic fluctuations given by Equation (1) 
where the angle brackets denote a volume average; the magnetic fluctuation is = -b B B z. gˆI t is straightforward to verify that the initial energy density per unit mass is independent of the system size. Therefore the elementary estimate of the nonlinear timescale t nl will increase as system size increases, i.e., t l = Z nl c increases with l , c the energy containing scale, where Z is the turbulence amplitude in speed units. The first column of Table 1 lists the grid, second column the system size in d i and the third column lists the size of a characteristic large eddy (l c ) in these simulations.
An important note should be made here about initializing PIC codes. Electrons are given an extra initial flow speed to make the displacement current zero and hence to enforce ´= B J as an initial condition, appropriate to MHD behavior. If this condition is not satisfied, the system will launch fast time scale electromagnetic waves (light). This procedure can influence the energetics in small systems at early times in the evolution. Apart from the additional electron flow kinetic energy needed for this procedure, all the runs we employ in this study have the same initial condition, scaled to different system sizes.
RESULTS

Decay Rates
First we study the time evolution of the Elsässer energies = á + ñ = á ñ | | in incompressible hydrodynamics. The significance of such energy-like quantities in the fluid turbulence limit is that typically in hydrodynamics or MHD the decay of energy in time is governed by just a few parameters, such as turbulence amplitude and a length scale. In hydro these would be amplitude u and an energy containing a length scale λ such that l du dt u .
3
In the simplest extension to MHD, with zero cross helicity, the amplitude is~+
This type of decay is expected based on von Karmán similarity analysis of the fluid equations (De Karman & Howarth 1938; Wan et al. 2015) . Numerical simulations evidence this type of behavior, at least approximately, in fluid (Pearson et al. 2002) and MHD (Hossain et al. 1995) systems that have at least moderately large Reynolds numbers (or system sizes). Recent evidence (Wu et al. 2013a) shows that this behavior also may be found in magnetized collisionless plasmas of sufficiently large size. Given that a system size is related to an effective Reynolds in a kinetic plasma (Matthaeus et al. 2005) , one might then surmise that emergence of von Karmán similarity decay is evidence of approach to a high Reynolds number MHD-like description. Therefore it is relevant to the present goals to examine the time histories of energies in the set of kinetic simulations shown in Table 1 .
The first result of this examination is fundamental, although not surprising from the perspective of turbulence theory, in which global dynamics are controlled by macroscopic, rather than microscopic, timescales. Usually in studies of isolated kinetic plasma physics processes, one would plot quantities of interest such as the fluctuation energies  Z t 2 ( ) versus t in dimensionless time units tied to kinetic properties. A familiar example is the custom of examining time histories in units of a dimensionless cyclotron time W t.
ci The top panel of Figure 1 shows the time history of total incompressive fluctuation energy
ci for the collection of runs of varying size shown Table 1 . It is immediately apparent that the curves do not even approximately superpose. Larger runs decay much more slowly in these units, and it is evident that the effect shown is due to the progressive separation of cyclotron and nonlinear timescales, alluded to above. This disparity increases as system size (and energy containing length scale) increases. However, interpreting the evolution in terms of (even the simplest) estimated nonlinear timescale better organizes the time evolution data.
Plotting
) for all the runs (Figure 1 ) shows this effect rather clearly. This simple exercise demonstrates that energy decay is controlled by the timescales of the large energy containing fluctuations, and not by the fast small scale kinetic processes. This becomes particularly important when examining larger systems in which one expects MHD to become a progressively better description. To illustrate this point, the fluctuation energy versus time E t (t) for an incompressible spectral method MHD simulation with the same OTV initial data is also shown in Figure 1 . While the sequence of PIC runs does not strictly approach the MHD result, the smaller simulations are much further from the MHD case, while the larger PIC runs are beginning to cluster near the MHD curve.
The separate Elsässer energies + Z t 2 ( ) and -Z t 2 ( ) also display interesting behavior in this sequence of simulations. When these quantities are equal, the cross helicity
There is a theoretical expectation that the relative cross helicity H E t c may be amplified. The original theory of dynamic alignment (Dobrowolny et al. 1980 ) postulated that the cascade (decay) rates of the two Elsässer energies are typically equal, even when there is non-zero cross helicity. This leads to increase in dominance of the larger Elässser energy (the majority species) over the small, minority species. An alternative model (Matthaeus et al. 1983 ) notes that the nonlinear time for the minority species may be much shorter than that of the majority species, so the weaker field may be transferred to high wavenumber more rapidly than the stronger field. This accelerates dynamic alignment, by transferring the minority species preferentially to higher wavenumber, where it may be more rapidly dissipated. The minority species in the OTV is -Z and indeed it is found to decay faster than + Z in both our PIC and MHD systems (in terms of percentages; not shown Hossain et al. 1995; Wan et al. 2012b) . In this context, it is reasonable to expect that
( ) for the special case in which the two Elsässer fields have equal values for their respective energy containing scales L and their von Karmán constants α. We recall again that some systematic departures are expected because, among other things, here we are analyzing a system that is compressible, as well as admitting distinctive plasma dynamics. So, a close correspondence might not be expected here. To account for some of the higher frequency fluctuations, while maintaining the overall decay behavior, we fit the total energy curves with a polynomial that captures the global trend of the energy decay. We then normalize the fit decay rate dE dt as -+
where L is an estimate of the average correlation length (here very close to the largest available length scale). These normalized rates are illustrated in the final panel of Figure 1 . We omit depiction of the the initial and final transients that are artifacts of both the fitting procedure and the startup of the turbulence cascade. To a reasonable level of approximation, the the computed normalized decay rates for all the kinetic runs are the same, with a variability similar to what is seen in moderate Reynolds number MHD simulations (Hossain et al. 1995) . The relatively tight clustering of the normalized decay rates for system sizes as small as d 2.56 i is a bit of a surprise. Decay rates of fluctuations were shown previously to cluster around MHDvon Karmán rates for somewhat larger system sizes, i.e., d 25.6 i in Wu et al. (2013b) . However, here we show that the decay rates are approximately the same for a system that is smaller by an order of magnitude as compared to Wu et al. (2013b) and is well outside the traditional "inertial range" and inside the "kinetic dispersive/dissipative" regime withk d 2.45. min i
Spectra
Next we consider the behavior of the energy spectra. The magnetic spectral densities (energy per wavenumber) shown in Figure 2 are time-averaged for each run, with the average calculated for ten roughly equally spaced time slices between nonlinear times 4.9 and 10. To plot the MHD spectra on the same figure, we assumed the Kolmogorov scale (  h n = 3 1 4 ( ) ) aligns with the geometric mean of d i and d e . With this assumption, the MHD spectrum matches reasonably well with other runs in the inertial range. Spectra show similar qualitative behavior, and agree very well at the highest ( ) ( ) vs. nonlinear time; horizontal dotted lines in blue show the initial value of 1 in these panels; (e) decay rates of total energy normalized to the form expected in MHD for von Karmán-Howarth like energy decay (see Hossain et al. 1995) , ignoring start-up and final decay periods. The normalized decay rates are surprisingly similar for all the runs, with the exception of d 1.28 i simulations.
wavenumbers. This agreement is attributed to the noise floor, which is expected to be equal for all the runs, given that the grid spacing and the number of particles per cell are the same in all cases. There also are apparent breaks in slope near the physical scales kd i = 1 and kd e = 1. It is evident that the differences in system size produce noticeable dissimilarities at larger scales. Note the initial condition places the same energy per unit volume Z 2 in all simulations, and this is peaked at the largest scale present l. Therefore, the spectral density at wavenumber l 1 is~Z l, 2 which accounts for the spectral peaks moving to the right and downward for the smaller systems.
To obtain a different view of spectra that emphasizes scale dynamical similarity governed by the largest (energy containing) scales, we return briefly to the similarity theory of von Karmán and Howarth (De Karman & Howarth 1938) , and its self-similar extension introduced by Kolmogorov (1941) . The von Karmán-Howarth hypothesis allows that the spectra may be written as = E k Z lE k at least qualitatively to the long wavelength and short wavelength ranges of the simulation spectra described above. In this perspective, it is of interest to examine the behavior of the numerically computed spectra for different system sizes, when they are rescaled by a factor l . 2 3 The scaled spectra are shown in the bottom panel of Figure 2 . Almost all the spectra lie on top of each other including the MHD spectrum in the inertial range. The MHD spectrum is not expected to match with kinetic spectra in the kinetic regime as the dissipation function in MHD is artificial. The kinetic simulations line up very well down to the scaleskd 3.0.
e The 3D cases show considerably less noise than its 2.5D counterparts. This is understandable as the 3D case has more particles per Debye unit (sphere versus circle). Interestingly, the slopes in three regions < k kd , i < < kd k kd i e , and < kd k e are comparable to -5 3, -8 3, and -11 3 as indicated by the reference lines on the plot. This is another confirmation of Von-Kárman decay rates being same for these runs. Moreover, as far as capturing the beginnings of an MHD inertial range, a system size of 20.48 d i appears sufficient.
Energetics
Next, we examine issues related to exchange of energies, and, in particular, the onset of Alfvénic activity, by which we mean exchanges of energy between the magnetic field and plasma fluid flow velocity. First we show, in Figure 3 , that easily identifiable Alfvénic activity of the OTV magnetic energy E b and proton flow energy E if appears for system size as small as d 5.12 .
i This interchange of energy between the magnetic field and the flow is absent in the smaller system sizes of d 2.56 i and d 1.28 , i although in those smaller systems, small amplitude activity at much higher frequencies is evident, presumably associated with electrostatic exchanges of energy. That the Alfvénic exchange occurs at scales = k d 1.22 min i is somewhat surprising, since, in principle, this is outside the "inertial range" and one would not expect any MHD-like like behavior. However the magnetic energy does not converge toward a particular curve quickly even though, at larger sizes, its evolution shows the expected typical Alfvénic activity.
An important feature that is frequently studied using kinetic codes is the heating of protons and electrons. As discussed above, the heating of electrons converges slowly with system size, but as shown in Figure 3 , proton heating converges almost completely for system size d 20.48 . i 2 This suggests that to capture self consistent proton and electron heating along with other dynamics, in a kinetic code, we must have a system size that is at least~d 40 i in length. The fifth panel of Figure 3 shows the interesting result that the sum of magnetic energy and the electron thermal energy does converge as quickly as the proton flow energies, but this is as yet unexplained. The final two panels show the anisotropy for protons ( =^ A T T p p
) and for electrons ( =^ A T T e e ). Just like plasma heating, the anisotropies also converge well for protons, but not well for electrons. For the parameter regime in this figure, the anisotropy is weakly parallel for protons and is approaching weakly parallel from strongly parallel for the electrons. The 3D cases show almost the exact same energetics as 2.5D cases.
The details of the observed variation in heating behavior seen in Figure 3 will require further detailed analysis. However it is clear that as the system size increases the effective turbulent frequencies will decrease as the nonlinear time increases relative to the plasma time scales such as proton 2 3 The unscaled spectra show similar behavior but the similarity is particularly evident in the rescaled spectra.
cyclotron time (e.g., Matthaeus et al. 2014) . This is expected to vary the impact of waves and instabilities that might affect the protons, thus influencing the distribution of energy among the plasma species.
Intermittency
Finally we consider the intermittency statistics for these simulations. In Figure 4 we show the out of plane current for the 2.5D PIC simulations. The top panel shows the boxes in units of d i and the bottom panel shows the boxes rescaled to p 2 in order to highlight the dynamical current structures. The colors are the same in all panels. Minimum and maximum values have been forced to be equal to those for the d 20.48 i 2 system. Smaller systems have stronger "core currents"-the currents in the magnetic bubbles, because of the initial ´= B J enforcement at t = 0. However, the "dynamical current structures" that arise because of the system's nonlinear evolution, for example, the current sheets at center of the box, are stronger in larger systems. We further quantify this by computing the probability density functions (PDFs) of J z and kurtosis for the magnetic field increments. Figure 5 shows the PDFs of out of plane current J z for various runs. The PDFs were calculated for total data of 20 snapshots of the current between t = 5, 10 to get better statistics. Smaller runs show PDFs that are close to Gaussian. Larger systems show stronger super-Gaussian tails that are associated with strong dynamical currents (e.g., Greco et al. 2009 ). The strength of the current sheets (rms current) is larger for larger systems. MHD shows the strongest intermittent structures as expected.
The final Figure 6 shows kurtosis
of a single cartesian component of the magnetic field. The kurtosis is 3 for a Gaussian field and is larger for more strongly intermittent fields. The three panels of Figure 6 show kurtosis for increments of each of the magnetic field components, evaluated for two values of increment = r d i and = r d . e The kurtosis increases monotonically for increasing system sizes, the dependence being a power law. The relative difference in the power-law behavior of B x and B y kurtosis is likely because of the large scale inhomogeneity of the OTV. The power-law fits were done on runs with effective Reynolds numbers larger than 10. These power-law fits (k~R 0.1,0.5 { }
) have an index similar to the power law observed for the kurtosis of velocity derivatives obtained from high Reynolds number hydrodynamics experiments (k~R 3 16 ; Van Atta & Antonia 1980; Pope 2000) . The similarity in the power-law behavior for compressible kinetic plasmas and incompressible hydrodynamics is striking despite all the differences in the two systems. Moreover, this is a quantitative manifestation of the increase in strength of intermittency, and in the importance of coherent structures, for larger systems.
Figures 5 and 6 clearly show that smaller simulations cannot realistically capture intermittency statistics unless the system size is large. Consequently, to capture self consistent intermittent heating of a plasma, a suitably large system size is required. This conclusion supports previous similar findings (Wan et al. 2010; Wu et al. 2013a ). Intermittent structures have been suggested to be associated with plasma heating (e.g., Parashar et al. 2009 Parashar et al. , 2011 Osman et al. 2011; Wan et al. 2012a) . It is interesting that the PDFs of current density and the kurtosis of increments do not change significantly in going from 2.5D to 3D when systems of similar size are compared.
CONCLUSIONS
How big of a plasma system is big enough to capture self consistent MHD-like behavior? The answer is not simple and will depend on the quantity of interest. Some features of MHDlike behavior appear to persist down to scales much smaller than expected. However, some features start to converge slowly for large system sizes. The main conclusions of this study are as follows.
1. The evolution of proton flow energies and + Z Elsässer energy show MHD-like behavior up to scales > kd 1.
i This is unexpected. 2. The normalized decay rates were found to be comparable to MHD decay rates even for systems withL d 2.56 , i extending the conclusion of (Wu et al. 2013b ) to systems nearly an order of magnitude smaller. 3. Proton thermal energies start showing saturated behavior atkd 0.3 i , which is still significantly smaller than usual expectations. 4. The -Z energies, magnetic energies, and electron heating start converging very slowly for increasing system sizes. 5. The intermittency becomes stronger for larger systems, indicating that to capture realistic intermittency statistics, the system size to be simulated has to be suitably large. Based on the above conclusions, the requirements for accurate simulation of a large, strongly intermittent turbulent plasma become quite reminiscent of the well known requirements for computing high Reynolds number turbulent flows.
The diagnostics discussed here are not the only parameters to gauge MHD-like behavior. The problem of interest will dictate the diagnostics to be used. The present results document how the most common turbulence diagnostics of a kinetic plasma approach fluid-like behavior, beginning from a standard initial condition that leads rapidly to nonlinear behavior. In problems such as the "Turbulent Dissipation Challenge" (Parashar & Salem 2013; Parashar et al. 2015 Parashar et al. , 2014b , the goal is to accomplish comparisons of various models in computing Figure 4 . Out of plane current J z for the 2.5D PIC simulations with varying system size. The top panels show the box in d i units. The system size increases from left to right. The bottom panels show the same information with each box rescaled to p 2 , highlighting the dynamical current structures. The smaller simulations have stronger "core currents" as part of the initial condition because of the ´= B J enforcement at t = 0 as discussed above. However, the larger systems have stronger "dynamical currents" that are the consequence of dynamical evolution of the system. The smallest system is too small to have an increment of d i , hence we do not plot the blue point for that system. Triangles represent the 3D cases. We note that the kurtosis at a fixed small scale lag increases as a power law with increasing system size. We plot the power-law fits to k = r d i ( ) as a red dashed line, and to k = r d e ( ) as a cyan dashed line. The fit values are given in the same color text in each panel.
