Local feature descriptors and detectors have been widely used in computer vision in the last years for solving object detection and recognition tasks. Research efforts have been focused on reducing the complexity of these descriptors and improving their accuracy. However, these descriptors have not been tested until now on raw image data. This paper presents a study on the use of two of the most known and used feature descriptors, SURF and SIFT, directly on raw CFA images acquired by a digital camera. We are interested in understanding if the number and quality of the keypoints obtained from a raw image are comparable to the ones obtained in the grayscale images, which are normally used by these transforms. The results that we present show that the number and positions of the keypoints obtained from grayscale images are similar to the ones obtained from CFA images and furthermore to the ones obtained from grayscale images that resulted directly from the interpolation of a CFA image.
INTRODUCTION
Feature extraction has been studied intensively in the last years within the computer vision community. With the introduction of algorithms like Speeded Up Robust Features -SURF (H. Bay et al., 2008) and Scale Invariant Feature Transform -SIFT (Lowe, 2004) , generic objects at different scales or orientations can be successfully detected in images. These two algorithms are considered to be optimal but the price paid for a good object detection is a computational time of the orders of minutes.
Most modern digital cameras allow the acquisition of images as raw data, that have a pixel distribution following the Bayer pattern (Bayer, 1976) . A Bayer filter mosaic is a type of Color Filter Array (CFA) for arranging RGB color filters on a square grid of photosensors. The filter pattern is 50% green, 25% red and 25% blue, usually called BGGR, RGBG, GRGB, RGGB, etc. depending on the position of the filters.
For display purposes and better human visualization, interpolating or demosaicing algorithms are used, that convert the raw image to a certain color space, like RGB, YUV or HSV (Kimmel, 1999) . This is a digital image processing technique used to reconstruct a full color image from the incomplete color samples output from an image sensor overlaid with a CFA. Most modern digital cameras acquire images using a single image sensor overlaid with a CFA, so demosaicing is part of the processing pipeline required to render these images into a viewable format. However, in most of them, images in a raw format can be retrieved, allowing the user to demosaic them using software, rather than using the cameras built-in firmware.
A recent study (Neves and Trifan, 2015) shows that there are several advantages in using CFA images for colored object detection, mainly in what concerns speeding up the processing time and the reduction of the delay between perception and action. This is due to two reasons: dealing with a reduced volume of data (a single channel image instead of a three channel one) improves the speed of the image transmission between the camera and the computer; less time is taken by the processing pipeline since demosaicing is not performed. Moreover, it has been shown in the same study that the performance of colored object detection algorithms is not affected when processing directly the CFA images.
In this paper we are interested in finding out if the same applies for algorithms used for generic object detection. By using feature descriptors and detectors such as SURF or SIFT directly on the raw CFA images, the demosaicing step is not necessary. This reduces the complexity of an object detection system. Feature descriptors and detectors such as SURF or SIFT are normally applied to intensity images, which are single channel grayscale images obtained from the full RGB images by applying a transformation that relates the intensity of a pixel with its color. In this paper we quantify and qualify the keypoints obtained using the two mentioned feature descriptors when applied directly on CFA images and, for comparison, when applied to a grayscale image which has been obtained directly from a CFA one, based on the algorithm presented in Section 3.
The experimental results presented in this paper show that the number of keypoints obtained in the two types of images referred above are similar to the ones obtained in the intensity images and are located in similar positions. Comparing the obtained descriptors for each keypoint using the FLANN algorithm, we noticed that there are a considerable amount of them that have a match in the intensity image, mainly in the regions of the image with more detail, as desirable. We conclude that feature descriptors and detectors can be used with success directly in CFA images. As far as we know, no previous study on this matter has been presented before.
This paper is structured in 5 sections, first of them being this Introduction. An overview of the feature descriptors used in this study is presented in Section 2. Section 3 details the particularities of a Color Filter Array (CFA) image and presents the methods used for obtaining an intensity grayscale image from a CFA image. Experimental results of the use of the SIFT and SURF detectors on grayscale images, CFA images and grayscale images obtained directly from CFA images are presented in Section 4. Finally, section 5 draws the final remarks, followed by the acknowledgement of the institutions that supported this work.
FEATURE DESCRIPTORS AND DETECTORS
Scale-invariant feature transform (Lowe, 2004 ) is a popular algorithm for the detection and description of local features in an image. The SIFT descriptor is invariant to translations, rotations and scaling transformations in the image domain. It is robust to moderate perspective transformations and illumination variations. The SIFT algorithm operates in a stack of gray-scale images with increasing blur, obtained by the convolution of the initial image with a variablescale Gaussian. A differential operator is applied in the scale-space, and candidate keypoints are obtained by extracting the extrema of this differential. A SIFT keypoint is a selected image region with an associated descriptor. Their descriptors are stored in a vector that contains the information necessary to classify a keypoint. It is possible to obtain features, highly distinctive, useful in the matching process. In order to achieve rotation invariance, each keypoint is assigned a magnitude and an orientation, thus making this algorithm highly robust. Speeded Up Robust Feature (H. Bay et al., 2008 ) is a fast and robust algorithm for local, similarity invariant representation and comparison. Similarly to the SIFT approach, SURF is a detector and descriptor of local scale and rotation-invariant image features. The SURF method uses integral images in the convolution process, which speeds up the processing. Initial images are convolved with box filters at several different discrete size. To select interest point candidates, the local maxima of a Hessian matrix is computed and a quadratic interpolation is used to refine the location of candidate keypoints. Contrast signs of the interest point are stored to construct the keypoint descriptor. Finally, the dominant orientation of each keypoint is estimated and the descriptor is computed.
SURF keypoints are assigned a scale and a rotation invariance in order to achieve distinctive features in an image. The SURF descriptor is an improvement of SIFT with respect to the processing time taken. Integral images associated with the Laplacian of Gaussian approximation represent an ingenious construction to speed up the convolution operation.
Features from Accelerated Segment Test -FAST (Rosten and Drummond, 2006 ) is a more recent algorithm proposed originally for identifying corners in an image. This algorithm is an attempt to solve a common problem, the one of real-time processing, with applications in robotics. Unlike SIFT and SURF, FAST algorithm only detects corners/keypoints and does not produce descriptors. This detector can be used with other descriptors to detect keypoints.
The BRIEF (Calonder et al., 2010) algorithm was the first binary descriptor published, based on simple intensity difference tests. BRIEF takes only the information at single pixels location to build the descriptor. In order to improve its sensitiveness to noise, the image is first smoothed by a Gaussian filter. This is done by picking pairs of pixels around the keypoint, according to a random or non-random sampling pattern, and then comparing the two intensities.
Although these algorithms are of great interest within the Computer Vision research community, their use has not been tested so far on raw image data. A very recent work (Larabi and Setitra, 2015) presents a preliminary study on their use on binary images. In this paper we provide results on the use of SURF and SIFT descriptors on CFA images, acquired by a digital camera. Nowadays modern digital cameras allow the acquisition of images as raw data, that have a pixel distribution following the Bayer pattern (Bayer, 1976) . This work focuses on SURF and SIFT descriptors since even though they are more complex, they are the most reliable in terms of accuracy and invariance to scale and rotation (Miksik and Mikolajczyk, 2012) . Fig. 1 shows a typical Bayer arrangement of color filters. As it can be seen, the green information has double the size of the red or blue information. This is due as an attempt to mimic the physiology of the human eye, which is more sensitive to green light. To obtain a full-color image, various demosaicing algorithms can be used to interpolate a set of complete red, green, and blue values for each pixel. These algorithms make use of the surrounding pixels of the corresponding colors to estimate the values for a particular pixel. In Fig. 2 we can see an example of a CFA image and the corresponding RGB image obtained after demosaicing. In this paper we provide experimental results regarding the use of feature descriptors like SIFT and SURF directly on CFA images. Moreover, for comparison, we provide experimental results using intensity grayscale images obtained directly from the CFA images. To do that, we consider the neighbor information of red, green and blue to calculate the intensity information of each pixel without any interpolation.
BAYER IMAGES
The algorithm for transforming a CFA image into a grayscale image, considering the Bayer configuration presented in Fig. 1 Fig. 3 shows an example of the application of the previous algorithm. Visually, the image obtained represents the light intensity on each pixel without noise. For comparison, in Fig. 4 we present the grayscale version obtained from the full RGB image and the corresponding difference image. The difference image shows the absolute differences between this image and the one obtained directly from the CFA image. The most considerable differences are in the pixels where there are edges, as expected, since in more flat regions the interpolation process usually does not introduce new color information. 
EXPERIMENTAL RESULTS
In order to quantify and qualify the keypoints obtained using SIFT and SURF feature descriptors when applied directly on CFA images and, for comparison, when applied to a grayscale image obtained directly from the CFA ones, we used the SIFT and SURF implementation provided by the OpenCV library.
In order to perform the experiments reported in this paper, twenty-four 24-bit color images from the well known Kodak image set (kod, ) of size 512 × 768 each, as shown in Fig. 15 , were sub-sampled according to the Bayer pattern presented in Fig. 1 to form a set of 8-bit testing raw Bayer images. We obtained a set of 8-bit intensity grayscale images obtained directly from the RGB original images and another 8-bit intensity grayscale images obtained directly from the CFA images using the algorithm described in Sec- tion 3. Figure 5 shows the keypoints detected for image 04 of the used dataset, using SIFT. The results presented on the left have been obtained using the grayscale image. The keypoints of the central image have been obtained by applying the SIFT transform directly on the CFA image. The image on the right is the grayscale image that has been obtained directly from the CFA one. Figure 6 shows the keypoints detected for image 04 of the used dataset, using SURF. The results presented on the left have been obtained using the grayscale image of the dataset. The keypoints of the central image have been obtained by applying the SURF transform directly on the CFA image. The image on the right is the grayscale image that has been obtained directly from the CFA one.
The results presented in these images show that the number and position of the keypoints are similar between gray, CFA and grayscale images obtained from the CFA ones. Moreover, Table 1 and  Table 2 present detailed experimental results regarding the number of keypoints obtained using the SIFT and SURF algorithms when applied to the intensity grayscale image obtained from the full RGB image, when applied to the CFA image and when applied to the grayscale image obtained from the CFA image.
To measure the quality of the obtained descriptors, we compared the descriptors obtained for the keypoints in the CFA images and for the ones in grayscale images obtained from CFA images, with the ones in intensity grayscale images obtained from the full RGB images. This comparison was based on the FLANN matching algorithm (Muja and Lowe, 2009 ). FLANN is an algorithm for performing fast approximate nearest neighbor searches in high dimensional spaces. It contains a collection of algorithms found to work best for nearest neighbor search and a system for automatically choosing the best algorithm and optimum parameters depending on the dataset.
Experimental results presented in Table 1 and Table 2 show the number of matches for each pair of images. We can observe that there is a considerable number of matches below a low error. We considered an error of 0.08 for the SURF algorithm for all the images and an error of 100 for the SIFT algorithm.
In Fig. 7 and Fig. 8 we can see the average error in the position of the keypoints in the CFA image and the position of the keypoints in the grayscale image for both algorithms. The average error was obtained for all the 24 images of the dataset.
The threshold for the error between matches has an effect on the number of matches, as presented in Fig. 9 and Fig. 10 . If necessary in a specific application, we can improve the number of matches and the error in their position adjusting this threshold. Figure 11 shows the matches obtained using the FLANN matcher between the SURF keypoints found in intensity image 04 of the used dataset and the corresponding CFA image. Figure 12 shows the matches obtained using the FLANN matcher between the SURF keypoints found in intensity image 04 of the used dataset and the grayscale obtained from the CFA image. It can be observed that the position of Table 1: Table containing information about the number of keypoints obtained using the SIFT algorithm when applied to the grayscale image obtained from the full RGB image (column "#kG"), when applied to the CFA image (column "#kB") and when applied to the grascale image obtained from the CFA image (column "#kGB"). This table also shows the number of keypoints in the CFA image that corresponds to keypoints in the grayscale image using the FLANN algorithm (column "#mB") and the number keyoints in the grayscale image obtained from the CFA image that corresponds to keypoints in the grayscale image.
CONCLUSIONS
We have presented in this paper a study on the application of two of the most used feature descriptors, SURF and SIFT, on raw CFA images. The results that we presented prove that it is possible to use these descriptors directly on CFA images, discarding thus the need of interpolating a raw image into a full RGB one prior to processing it. We have presented comparative results of the use of the two transforms on intensity grayscale images obtained from full RGB images, CFA images and intensity grayscale images obtained from raw CFA images by direct conversion. This study is an important contribution for the Computer Vision community since it proves that generic object detection can be done directly on raw images and the demosaicing of these images is no longer a compulsory step in an image processing pipeline. Future work directions will focus on the use of these descriptors directly on the raw data for object detection. For this, a more detailed study on the threshold and parameters involved by the matching algorithm will be conducted. 
