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a b s t r a c t
The performance of a geometric multigrid method is analyzed for two-dimensional
Laplace, Navier, Burgers and two formulations of Navier–Stokes (streamfunction–vorticity
and streamfunction–velocity) equations. These equations are discretized with the Finite
Difference Method on uniform grids with numerical approximations of ﬁrst- and second-
orders of accuracy. The systems of equations are solved with a Modiﬁed Strongly Implicit
(MSI) and a Successive Over Relaxation (SOR) solver associated with the multigrid method
with a V-cycle and a Correction Scheme (CS) and a Full Approximation Scheme (FAS). The
effect of the number of inner iterations of the solver, the number of grid levels problems
with grid sizes of 1025  1025 points, the inﬂuence of differential equations numbers
and Reynolds number up to 1000 on Central Processing Unit (CPU) time are investigated.
The results show that (1) a solution of two coupled equations (Navier or Burgers) is
obtained with the same efﬁciency multigrid textbook that occurs in the solution of only
one equation (Laplace), (2) the efﬁciency of the multigrid method in the solution of two
coupled equations (Navier–Stokes streamfunction–vorticity formulation) or only one equa-
tion (the Navier–Stokes streamfunction–velocity formulation) decreases with increasing
Reynolds numbers, and (3) the poor performance of the multigrid method for solving
the Navier–Stokes seems to be related to the physics of the problem and not to the type
of formulation or coupling between the equations.
 2014 Elsevier Inc. All rights reserved.
1. Introduction
The discretization of problems in Computational Fluid Dynamics (CFD) with the Finite Difference Method (FDM) [1]
results in systems of algebraic equations of type
Ah/h ¼ f h; ð1Þ
where Ah is a discrete operator that depends on the discretization scheme, /h is an approximation of the solution, and fh is the
vector of independent terms. In this method, h represents the distance between two consecutive points in the discretized
ﬁeld. In practice, the linear system provided by Eq. (1) may involve millions of points, making the use of direct methods
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prohibitive in terms of CPU time and computer memory [2,3]. Moreover, iterative methods such as Gauss–Seidel, Jacobi, SOR
(Successive Over Relaxation), and MSI (Modiﬁed Strongly Implicit) [4] are more effective at solving linear systems such as Eq.
(1) when involving many points, although the convergence rate in ﬂuid ﬂow problems is almost always dependent on
parameters such as the Reynolds number and the size of h.
In recent years, several studies have been conducted with the aim of improving numerical methods to solve the system
shown in Eq. (1). These studies resulted in techniques that are more stable, efﬁcient, and require less CPU time and/or com-
putational memory to obtain a solution [5,6]. Among the most successful approaches is a multigrid method (MG) [7–10] that
uses a sequence of coarser grids to accelerate the convergence of the iterative procedure, with a computational effort of order
O(N), in elliptic problems. For problems dominated by diffusion, the multigrid method theoretically has a convergence rate
that is independent of h [12,12]; however, the same does not occur with problems dominated by advection. A more detailed
description of the multigrid method can be seen in [5,8,9].
Due to its importance in actual applications, several authors [14–16] have devoted efforts to improving the convergence
rate of multigrid Navier–Stokes equations, but their performance in reﬁned grids is still a challenge for numerical analysts.
Possible explanations (that motivate this work) may be related to the variation of parameters, the coupling of equations and
the effect of Reynolds numbers. A detailed study on some parameters of the multigrid method and its performance in two-
dimensional problems with linear and nonlinear coupling (including Navier–Stokes equations with Reynolds numbers up to
5000) can be found in [18]; preliminary results can be found in [19–21].
The aforementioned studies highlight efforts in improving the performance of the multigrid method for ﬂow problems.
However, more detailed studies of the method are required to improve its performance, primarily when involving more com-
plex problems and high Reynolds numbers.
More recently, a new paradigm for solving Navier–Stokes equations using a streamfunction–velocity formulation was
proposed in [23]. They discretized the governing equation (which is a fourth-order derivative) with a compact ﬁnite differ-
ence scheme of second-order accuracy using a stencil of nine points. The numerical solutions were obtained with a bi-con-
jugate gradient method in a square cavity test problem (without a multigrid) in grids up to 161  161 points for Reynolds
numbers up to 10,000. They concluded that it is possible with compact discretization to obtain numerical solutions with high
accuracy and efﬁciency. With this same formulation, Tian and Yu [24] used a new compact ﬁnite difference scheme of sec-
ond-order accuracy with the multigrid method, using a ﬁve-points approach aimed at reducing the computational complex-
ity. They obtained numerical solutions for Reynolds numbers up to 7500 adopting grids with maximum 129  129 points. No
systematic studies have been conducted on the performance of a multigrid method; however, according to the authors the
new scheme also provides solutions to second-order accuracy and computational efﬁciency. Other authors [25–26] also pro-
vided contributions to the analysis of numerical methods using Navier–Stokes equations with a streamfunction–velocity for-
mulation, but without adopting the multigrid method. This formulation has been used because it avoids the difﬁculties
inherent in the calculation of the boundary condition and the pressure that arises in conventional formulations: streamfunc-
tion–vorticity and primitive variable formulations [23].
The primary objective of this paper is to investigate the performance of a geometric multigrid method for ﬁve different
two-dimensional problems. The speciﬁc aim is to analyze the effect of some parameters on the CPU time caused by (i) the
inner iterations number of the solver, (ii) the number of grid levels, (iii) the number of grid points, (iv) the coupling of the
equations and (v) the Reynolds number in the Navier–Stokes equations. Furthermore, this paper presents signiﬁcant contri-
butions in demonstrating the behavior of a multigrid in reﬁned grids for linear and non-linear couplings equations, as well as
the alternative formulations for Navier–Stokes equations that do not address the pressure–velocity coupling. It is also ana-
lyzed the performance of a multigrid for a streamfunction–velocity formulation with a second order compact ﬁnite differ-
ence scheme and a nine-points approximation scheme in a lid-driven cavity problem with reﬁned grids. The
discretization scheme presented by [24] that adopt the same formulation with a second order compact ﬁnite difference
scheme with ﬁve-points discretization scheme is also analyzed in the present paper.
To achieve the primary objective, a preliminary study is performed with the 2D Laplace equation to obtain the optimal
parameters of a multigrid method and use these as a reference for analyzing the results of the other equations. It is known
from existing literature [1,12] that a multigrid method in a Laplace equation exhibits great performance. The analysis of the
parameters is extended to two problems: Navier (linear) and Burgers (nonlinear) equations. Finally, an analysis is made of
the Navier–Stokes equations in two formulations: streamfunction–vorticity [2,26] and streamfunction–velocity [23]. To our
knowledge, no studies in existing literature have used a multigrid method on reﬁned grids for a streamfunction–velocity
formulation.
Section 2 presents the ﬁve problems in a Dirichlet boundary condition. In Section 3, the numerical models are presented
with the discretization schemes and general aspects of the multigrid method. Section 4 presents the results and offers dis-
cussion, and Section 5 concludes the paper.
2. Mathematical models
2.1. Laplace equation
The two-dimensional Laplace equation (2D) [1], for the variable T(x, y), with constant properties, is given by
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@2T
@x2
þ @
2T
@y2
¼ 0; ð2Þ
where x and y are the spatial coordinates. The Dirichlet boundary condition types are T(x, 1) = x, T(0, y) = T(x, 0) = 0 and
T(1, y) = y. The analytical solution is given by T = xy.
2.2. Navier equations
The governing equations of the two-dimensional linear thermoelasticity permanent problem (also called Navier equa-
tions) can be reduced to two partial differential equations written in terms of displacements [28]:
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2u
@x2
þ @
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2v
@y2
¼ 2Cka @T
@y
þ Sv ; ð4Þ
where Ck ¼ ð1þ kÞ=ð1 kÞ, k is the Poisson ratio, a the thermal expansion coefﬁcient and u and v are the displacements in
the coordinate directions x and y, respectively. The parameters k and a are constants. The temperature ﬁeld T is given by an
analytical solution of a two-dimensional diffusion problem. The algebraic expressions for the portions of source terms Su and
Sv can be seen in detail in [18].
The boundary conditions are u(1, y) = b1sin(p)[(ey  1)/(e  1)], v(1, y) = b2y2, u(x, 1) = b1sin(p)[(e2x  1)/(e2  1)],
u(0, y) = v(0, y) = u(x, 0) = v(x, 0) = 0 and v(x, 1) = b2x. The analytical solutions (based on [18]) are u = b1sin(px)[(e2x  1)
(ey  1)]/[(e2  1)(e  1)] and v = b2xy2, where b1 = 0.01 and b2 = 1 are parameters.
2.3. Burgers equations
The two-dimensional Navier–Stokes equations (with some simpliﬁcations) are reduced to Burgers equations (or simply to
the equations of motion) as given by
@u2
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þ @ðvuÞ
@y
¼  @p
@x
þ @
2u
@x2
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2u
@y2
; ð5Þ
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@y
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þ @
2v
@y2
þ Bðx; y;Re ¼ 1Þ; ð6Þ
where p is the pressure (known analytically), u and v are the velocity components in the coordinate directions x and y,
respectively, and B is a source term. The variables p and B are provided in [29]. The boundary conditions are u(x, 1) =
16(x4  2x3 + x2), u(0, y) = u(1, y) = u(x, 0) = 0 and v(0, y) = v(1, y) = v(x, 0) = v(x, 1) = 0. The analytical solutions (based on
[29]) are u = 8(x4  2x3 + x2)(4y3  2y) and v = 8(4x3  6x2 + 2x)(y4  y2).
Due to their nonlinearity, the Burgers equations constitute an important problem-test for numerical methods. A literature
review of research on this problem is used as a benchmark and can be found in [30].
2.4. Navier–Stokes – streamfunction–vorticity formulation
The two-dimensional Navier–Stokes equations for an incompressible viscous ﬂow, written in terms of the streamfunc-
tion–vorticity (w,x) [31], are given by
@2w
@x2
þ @
2w
@y2
¼ x; ð7Þ
@2x
@x2
þ @
2x
@y2
¼ Re @w
@y
@x
@x
 @w
@x
@x
@y
 
; ð8Þ
wherex is the vorticity given byx = ov/ox  ou/oy, w the streamfunction and Re is the Reynolds number. Eqs. (7) and (8) are
Poisson-like equations and are coupled by the variables w and x.
The velocity components are deﬁned in terms of streamfunction as follows:
u ¼ @w
@y
and v ¼  @w
@x
: ð9Þ
The boundary conditions of Eqs. (7) and (8) are w = 0 and x as obtained by a numerical approximation of Eq. (7) at the
boundaries.
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2.5. Navier–Stokes – streamfunction–velocity formulation
The Navier–Stokes equations for an incompressible ﬂow and a Newtonian ﬂuid (written in the form of Eqs. (7) and (8))
can be reduced to a partial differential fourth-order equation in terms of the streamfunction w and the velocities u and v,
called the streamfunction–velocity formulation (w, v) [23], and given by
@4w
@x4
þ 2 @
4w
@x2@y2
þ @
4w
@y4
¼ Re u @
3w
@x3
þ @
3w
@x@y2
 !
þ v @
3w
@x2@y
þ @
3w
@y3
 !" #
; ð10Þ
where u and v are calculated by Eq. (9) and Re is the Reynolds number. The primary advantage of this formulation is that the
boundary conditions of the streamfunction–velocity are generally known and easily implemented computationally [24].
In the lid-driven cavity problem, the boundary conditions are u = 1 and v = w = 0 in the upper boundary and u = v = w = 0
in other boundaries.
3. Numerical models
This section discusses schemes used to discretize the governing equations, the multigrid method and the resolution of the
system of equations.
The domain was discretized into a uniform structured grid. The governing equations were approximated by the Finite
Difference Method [1]. The calculations were considered in a cartesian coordinate system partitioned into a number of nodes
(or points) given by N = NxNy, where Nx and Ny are the number of points in the directions x and y, respectively, including the
contours.
Each point is deﬁned in the computational grid as (xi, yj) = ((i  1)h, (j  1)h), where i = 1, . . ., Nx, j = 1, . . ., Ny and
h = 1/(Nx  1) = 1/(Ny  1); h is either the size of the grid element in the x and y directions or the distance between two
consecutive points, as shown in Fig. 1.
The basic idea of the multigrid method is to smooth the error in a coarse grid and approximate the solution in a ﬁne grid
by using a grid hierarchy. For linear problems, Brandt [7] recommends a CS scheme (Correction Scheme); for nonlinear prob-
lems, the FAS scheme (Full Approximation Scheme) is indicated. The two schemes can be associated with V-, W- and F-cycle
methodologies and a Full Multigrid (FMG). Details can be found in [8,9].
A multigrid V-cycle is a computational process that goes from the ﬁnest grid down to the coarsest grid to be used and
back from the coarsest up to the ﬁnest. Pre-and post-smoothing is normally performed at each grid level of a V-cycle.
Smoothing is equivalent to a few iterations of an iterative technique (e.g., Gauss–Seidel and Jacobi methods, which are
called smoothers in multigrid literature) that removes high-frequency error components faster than low-frequency compo-
nents. With transfer operators called restriction and prolongation operators, the information is transferred between the
grids.
In the CS scheme, the system of equations is approximated on only the ﬁnest grid with a zero initial estimate. The residue
is then transferred to the subsequent coarser grid, where the residual equation is solved with few iterations (pre-smoothing).
This procedure is repeated until reaching the coarsest speciﬁed grid, when the error is then interpolated to correct the
approach (post-smoothing) in subsequently ﬁner grids [7,8].
In an FAS scheme, the procedure is analogous, but the solution approach is also transferred to the subsequent coarser grid
in addition to the residue. In the coarser grid, the correction is interpolated and used to approximate the solution in
Fig. 1. Computational stencil.
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subsequent ﬁner grid. The main difference between the two schemes is that the FAS scheme is not solved to the equation
residual, but to equations with approximations to the solution in the coarse grid.
An inner iteration is performed by the solver at each level of grid (as a pre- or post-smoothing) and will be denoted by g;
the outer iteration is a full multigrid V-cycle. This research adopts the geometric multigrid method with V-cycle, CS and FAS
schemes, with a coarsening ratio of 2.
The CS scheme has been implemented to the two linear problems (Laplace and Navier equations), while the FAS scheme
has been implemented for all ﬁve problems. Multigrid algorithms for one and two equations can be seen in [18].
3.1. Laplace, Navier and Burgers equations
The second derivatives and cross-derivatives were approximated with a second-order Central Differencing Scheme (CDS).
The ﬁrst derivatives of Eqs. (5) and (6) were approximated with a ﬁrst-order Upwind Differencing Scheme (UDS). This dis-
cretization scheme with a ﬁve-point approximation results in a system of algebraic equations that can be generically repre-
sented by
aP;p/i;j ¼ aP;n/i;jþ1 þ aP;s/i;j1 þ aP;w/i1;j þ aP;e/iþ1;j þ b/P ; ð11Þ
where the coefﬁcient matrix has ﬁve diagonals and is valid for points within the discretized domain. The variable / repre-
sents the physical property involved in the numerical approximation. The term aP,p is the coefﬁcient of the center point, aP,n,
aP,s, aP,e and aP,w are the coefﬁcients north, south, east and west that connect with the point P, and b
/
P is the independent term
or right–hand side (RHS) term associated with the point P. For Eqs. (2)–(6), the coefﬁcients for the boundaries are given by
aP,e = aP,w = aP,n = aP,s = 0, aP,p = 1 and b
/
C ¼ /C ;where /C represents the known value of the property at each contour point. The
expressions for the internal coefﬁcients can be seen in [18]. The discretization of Eqs. (3) and (4) results in two systems of
coupled equations whose general form is analogous to Eq. (11).
The nonlinear terms of Eqs. (5) and (6) were linearized at the point (xi, yj) as in [13]. For example, in the x-direction,
ð@/2=@xÞi;j ¼ ð/0i;j/i;j  /0i1;j/i1;jÞ=h if /i,j > 0, and ð@/2=@xÞi;j ¼ ð/0iþ1;j/iþ1;j  /0i;j/i;jÞ=h if /i,j < 0; the superscript ‘‘´’’ indicates
that the values are known from the previous iteration. The expressions can be similarly obtained in the y-direction. In this
case, the discretization results in two systems (also coupled by velocity) in which each equation has the form of Eq. (11). The
term sources are expressed as a function of the pressure gradient [29]; in the case of the v component, the term also appears
as B. The resulting equations are buP ¼ @p=@x and bvP ¼ ð@p=@yþ BÞ.
The systems of algebraic equations obtained for the Laplace, Navier and Burgers equations of the form of Eq. (11) were
solved with the geometric multigrid method associated with the MSI solver and a zero initial estimate. In the multigrid
V-cycle, the residues and solution approximations were transferred by direct injection into the restriction and by bi-linear
interpolation in prolongation [9].
The iterative process was terminated when the maximum average norm [13] at the residue of each variable /, calculated
at the end of each V-cycle, was lower than 1012.
3.2. Navier–Stokes equations
The streamfunction–vorticity formulation ðw;xÞwas also approximated with the CDS, resulting in equations analogous to
Eq. (11). The coefﬁcients of Eq. (11) for w and x are the same and are given by aP,e = aP,w = aP,s = aP,n = 1 and aP,p = 4 for the
internal points. The conditions are analogous at the boundaries.
Approximations of the source terms of Eqs. (7) and (8) are given, respectively, by
bwP ¼ h2xP and bxP ¼ 0:25Re½ðwi;jþ1  wi;j1Þðxiþ1;j xi1;jÞ  ðwiþ1;j  wi1;jÞðxi;jþ1 xi;j1Þ: ð12Þ
Similar to the values obtained for the Burgers equations, the discretization of the streamfunction–vorticity formulation
results in two coupled systems of pentadiagonal algebraic equations that are solved to w and x in the internal points in
the domain.
The systems of equations were solved with a geometric multigrid method using an FAS scheme associated with an SOR
solver and a zero initial estimate for all Reynolds numbers. In the V-cycle, the residues and approximate solutions were
transferred by direct injection in restricting and by bi-linear interpolation in prolongation.
In each inner iteration, the vorticity was sub-relaxed with a parameter k 2 ð0;1Þ. The approximate solution of the system
of equations in the vorticity was used in RHS to obtain an approximation of the streamfunction during the iterative process
The vorticity was calculated in the boundaries in only the ﬁnest grid with approximations of Eq. (9) by using Jensen’s for-
mula [32], wherexc = (7wc  8w1 +w2)/2h2  3uc/h; subscript ‘‘c’’ refers to the points on contour, 1 refers to the points adja-
cent to the contour, 2 refers to the second line of points adjacent to the contour, uc refers to the velocity of the contour, with
its value being equal to 1 on the moving contour and 0 on the stationary contour. The velocity components were calculated
in post-processing with second-order approximations by using Eq. (9), as in [23].
The iterative process was terminated in the ﬁnest grid when maxðkRkwk1=kR1wk1; kRkxk1=kR1xk1Þ 6 107, where Rk is the
residual at iteration k, R1 is the residue in the ﬁrst iteration and the subscript indicates the variable.
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Equation (10) was discretized with a second-order compact ﬁnite difference scheme [23] involving nine points. In this
scheme, the point P is connected to its eight nearest neighbors, resulting in a coefﬁcient matrix with nine diagonals whose
system of equations is written in terms of streamfunction as follows:
aP;swwi1;j1 þ aP;nwwi1;jþ1 þ aP;swi;j1 þ aP;wwi1;j þ aP;pwi;j þ aP;ewiþ1;j þ aP;nwi;jþ1 þ aP;sewiþ1;j1 þ aP;newiþ1;jþ1 ¼ bP; ð13Þ
where aP,e = aP,w = aP,n = aP,s = 8, aP,ne = aP,se = aP,nw = aP,sw = 1 and aP,p = 28. The coefﬁcients on the contours are analogous to
previous cases.
The coefﬁcients aP,ne, aP,se, aP,nw and aP,sw connect the point P to its neighbors northwest, northeast, southeast and south-
west, respectively, as shown in Fig. 1. The resulting expression for the RHS is
bP ¼ 0:5Reh2 v i;jðuiþ1;j þ ui1;j þ ui;jþ1 þ ui;j1Þ  ui;jðv iþ1;j þ v i1;j þ v i;jþ1 þ v i;j1Þ
 þ 3hðui;j1 þ ui;jþ1 þ v iþ1;j þ v i1;jÞ:
ð14Þ
It can be veriﬁed that Eq. (14) depends on the term Reh2 and the product of the velocity components. This indicates that
the system of algebraic equations that arises in this formulation is highly nonlinear.
In this formulation, a system of equations was only solved with the multigrid method where the calculations began with
w = 0. In each inner iteration, the SOR solver was applied with a relaxation parameter of k 2 ð0;1:4Þ. In this formulation, the
residue and the approximated solution were transferred by full weighting in restriction.
The work [24] shows a discretization scheme for the stream-function in Eq. (11) where the coefﬁcients are aP,e = aP,w =
aP,n = aP,s = 12 and aP,p = 48. The resulting scheme for the RHS term is:
bP ¼ 6hðv iþ1;j  v i1;j  ui;jþ1 þ ui;j1Þ þ 0:5h v iþ1;jþ1  v i1;jþ1  v i1;j1 þ v iþ1;j1  2ðv iþ1;j  v i1;jÞ
 
 uiþ1;jþ1 þ ui1;jþ1  ui1;j1  uiþ1;j1  2ðui;jþ1  ui;j1ÞÞ
 	þ Reh2 v i;jðuiþ1;j þ ui1;j þ ui;jþ1 þ ui;j1Þ
 ui;jðv iþ1;j þ v i1;j þ v i;jþ1 þ v i;j1Þ

: ð15Þ
The resulting system obtained with the present approximations was also solved by a SOR solver, with k 2 ð0;2Þ. The res-
idue and the approximated solution in each multigrid level were transferred by restriction and bilinear interpolation,
respectively.
The velocity components in Eq. (9) were evaluated using ﬁnite difference approximations of fourth-order accuracy [23].
With this methodology, Eq. (9) yields two triangular linear systems that were solved with the TDMA method (Tridiagonal
Matrix Algorithm) [1] at the end of each V-cycle, after the stream-function w had been calculated with Eq. (13). The conver-
gence with the ﬁve and nine-points approximation schemes was similarly veriﬁed to the previous case using the
streamfunction.
To analyze the parameters of the multigrid method in the Navier–Stokes equations, a classic square cavity test problem
was used in which a recirculating incompressible ﬂow was induced by sliding the upper contour (y = 1) left to right [2,3,26],
as shown in Fig. 2.
This problem is extensively used for testing and veriﬁcation of numerical methods of computer codes for the
Navier–Stokes equations [32] due to the simplicity of its conﬁguration and geometry, even with discontinuities on two
corners. The results for high Reynolds numbers (Re) can be seen in [27,32]. For moderate Reynolds numbers, many results
are available in existing literature, obtained with various types of numerical procedures.
4. Results and discussion
The computational codes were written in FORTRAN 95 with double precision using the Compaq Visual Fortran 6.6
compiler. The simulations were performed on a computer with an Intel Core 2 Duo 2.66 GHz processor with 4 GB of RAM.
Fig. 2. Boundary conditions of the velocities in lid-driven cavity for the Navier–Stokes equations.
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Approximately 1000 simulations were performed to evaluate the inﬂuence on the CPU time, the parameters of the mul-
tigrid method, the Reynolds numbers, the number of equations and the parameters of the relaxation solver.
The results and their numerical solutions were analyzed according to the characteristics of each parameter. The accuracy
of the solutions were checked and compared with solutions available in existing literature and can be viewed in detail in
[18], including results for Re = 5000. This text presents the most relevant results for parameters of the multigrid method.
The optimal value of a parameter was used when the solution of the problem was obtained in less CPU time for the ﬁxed
values of the other parameters. It is denoted by gopt and Lopt (the optimal number of inner iterations in the solver and the
optimal number of grid levels), respectively.
4.1. Inner iterations (g)
For the Laplace, Navier and Burgers problems, the effect of the parameter g was examined in the grids N = 257  257,
513  513 and 1025  1025 with the maximum number of levels. Fig. 3 illustrates the inﬂuence of the number of inner iter-
ations (g) on the CPU time for the CS and FAS schemes.
Each curve indicates the value of g with the ‘‘star’’ symbol that results in less CPU time. Fig. 3(a) shows the results for the
Laplace and Navier problems with the CS scheme; it should be noted that the minor CPU time was obtained with two inner
iterations, namely gopt = 2, at any grid.
Fig. 3(b) shows the results with the FAS scheme, where the results are also observed for the Burgers equations. Note that
the optimal smoothing number is kept at 2 for the Navier equations. For the Laplace equation, however, it was obtained in
three grids gopt = 8. For the Burgers equations, it was obtained at gopt = 5 for three different grid sizes. In all examined cases, it
should be noted that when the value of g decreases or increases compared to gopt, the CPU time increases. This increase can
be signiﬁcant, depending on the value used for g.
This analysis also found that the increase in CPU time observed for the problem with one equation (Laplace) is equal or
very similar to that observed in problems with two equations (Burgers and Navier), as shown in Fig. 3.
A CS scheme was used in [1] in a two-dimensional Laplace equation with 129  129 grid points and Gauss–Seidel
smoothing. They found gopt = 3 or 4 as parameters that minimized the amount of CPU time. In [34], tests were performed
with three solvers in the same equation (for the MSI solver used in this work); they found that gopt = 1 or 2 for the CS scheme
and gopt = 4 in the case of the FAS scheme. These results show that the coupling equations, compared with the Laplace equa-
tion, do not inﬂuence the optimum number of inner iterations.
The analysis of the number of inner iterations in the two formulations of the Navier–Stokes equations was performed on
grids N = 65  65, 129  129, 257  257, 513  513 and 1025  1025 points, each of which with Re = 100, 400 and 1000.
Fig. 4 illustrates the effect of the parameter g on the CPU time in the two formulations.
With the velocity–stream-function formulation, it was found that the best results in terms of CPU time was obtained with
an iteration in the ﬁnest grid of g = 1 and g = 20 in the coarsest grid speciﬁed; therefore, the parameter g was analyzed for
the intermediate grids. It can be seen in Fig. 4 that gopt is not the same in all grids; it increases with the number of points for
any Reynolds number. For g < gopt (see Fig. 4(a)), the problem did not converge. The CPU time curves for Re = 100 exhibited a
growth pattern similar to those observed for the coupled Navier and Laplace equations (see Fig. 3). In this analysis, it was also
noted that the CPU time was very sensitive to the Reynolds number and the number of grid points, especially when Re > 100.
With the velocity–stream-function formulation adopting the ﬁve-points discretization scheme, the CPU time reaches
great values for all grid sizes and Reynolds numbers simulations. The increase in CPU time comparing with the nine-points
discretization scheme can be explained by the stronger interaction of the terms that appears in the RHS of Eq. (15). Many
simulations were performed with the Gauss–Seidel, SOR and MSI solvers, however, the best performance was obtained with
the SOR solver with 0 < k < 2, and some results are discussed in this paper. The analysis of the number of internal iterations
Fig. 3. Effect of the number of inner iterations (g) on the CPU time in different grids: (a) CS scheme; (b) FAS scheme.
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it was veriﬁed that the larger the Reynolds number the smaller the parameter and the relaxation solver and the gopt? 1. This
fact was also observed in nine-points discretization scheme with the vorticity–stream-function formulation. For example,
with the grid 129  129 for Re = 100 it was obtained gopt = 5 with k ¼ 1:9; in the same grid changing the value of Reynolds
number to Re = 400 or 1000, it was obtained gopt = 1 with k ¼ 1:7 and 0.9, respectively. For Reynolds number Re = 1000, if
g > gopt or k > 0:9 the solver does not converge to the solution. Tian and Yu [24] also found the dependence of the relaxation
parameter with the Reynolds number.
Tian and Yu [24] analyzed the accuracy of numerical solutions using grids with up to 129  129 points, and the informa-
tion about the CPU time has been reported for only few cases. They used a Samsung r23 plus computer with 2 GB of memory
in all simulations. The results obtained with the ﬁve and nine-points compact approximation schemes of the present study
were carried out on a Intel Core i7, 2.8 GHz processor and 4 GB of RAM computer. Although the comparison is not ideal, some
results in Table 1 with the values and CPU time obtained in this work, with the ﬁve and nine-points compact approximation
schemes and the CPU time of [24].
Table 1 shows that the CPU time increases with the number of grid points with the ﬁve-points approximation scheme
faster than with the nine-points approximation scheme of Tian and Yu. For Reynolds number Re 6 400, with the 65  65
Fig. 4. Effect of the number of inner iterations (g) on the CPU time for the Navier–Stokes equations in two formulations for different grids.
Table 1
CPU time and gopt for velocity–stream-function formulation with ﬁve and nine-points approximation schemes and CPU time with the Tian and Yu [24] scheme.
Grid Re (w, v) [24]
Nine-points Five-points
gopt CPU(s) gopt CPU(s) CPU(s)
65  65 100 1 1.00 1 8.12 97.44
400 4 2.59 1 26.05 89.20
1000 9 55.25 1 565.12 138.78
129  129 100 2 6.55 5 436.64 1687.73
400 8 42.25 1 878.33 –
1000 19 108.55 1 4630.39 –
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points, the CPU time obtained with the present scheme is much smaller than the one obtained with the method of [24], this
is also true for the 129  129 points with Re = 100. The nine-points discretization scheme showed signiﬁcant gain in CPU
time for all cases tested here. Due to the high computational cost in reﬁned grid with high Reynolds number grids (e.g.,
CPU time in the 257  257 points simulation with multigrid scheme and Re = 100 was more than 4 h), the remaining ana-
lyzes of parameters are not given here. More detailed analyzes of the compact ﬁve-points approximation scheme for the
streamfunction–velocity formulation, and other high-order approximation schemes, including the high-order exponential
scheme [35] is in development by the present authors and will be addressed in a future work.
With the streamfunction–vorticity formulation, gopt = 4 was obtained for Re = 100, with the exception of the 65  65 grid
with gopt = 3. For Re = 400, gopt = 4 was obtained on grids 257  257, 513  513 and 1025  1025 points. For Re = 400,
gopt = 5 on grids 65  65 and 129  129 points; in this case, the difference in CPU time for g = 4 was approximately 5%.
For Re = 1000, gopt = 4 was obtained on grids 65  65 and 1025  1025 points, and gopt = 2 on grids 129  129, 257  257
and 513  513 points. In all grids and Reynolds numbers, the CPU time decreased to gopt. However, it should be noted that
for g > gopt the problem diverged (except in the 65  65 grid with Re = 100), as shown in Fig. 4(a).
4.2. Number of grid levels (L)
The number of grid levels (L) was considered the optimal number of inner iterations found in the previous section because
the intention was to optimize the CPU time for a given number of levels.
For each grid, the problemwas solved with a number of levels of grid L such that 1 6 L 6 Lmax, where L = 1 is the singlegrid
(SG) case and L = Lmax is the maximum possible number of grids in a V-cycle, with the coarser grid having only one internal
point. For example, if N = 257  257, the grids are 257  257, 129  129, 65  65, 33  33, 17  17, 9  9, 5  5 and 3  3
points; in this case, Lmax = 8.
The objective of this analysis is to show the performance of the multigrid in relation to the number of levels for the ﬁve
problems. Fig. 5 shows the inﬂuence of L on the CPU time for three problems with CS and FAS schemes. Fig. 5(a) shows curves
for the Navier and Laplace equations to the CS scheme. Fig. 5(b) shows the curves of the FAS scheme and includes the Burgers
equations. The symbol ‘‘star’’ indicates the L that resulted in a lower CPU time on each curve. It should be noted that the
behavior of each curve and Lopt resembles both the Navier equations with CS and FAS schemes and the Burgers equations
(FAS) in any grid size.
For both schemes (CS and FAS) in the three grids, the optimal value of the number of levels may be regarded as Lopt = Lmax.
In some cases, the L < Lopt CPU time increases signiﬁcantly, but for L > Lopt it is practically the same. For example, in the ﬁnest
grid with the FAS scheme and Navier equations, the difference in CPU time between Lmax and Lopt is less than 0.3%; in the case
of the Burgers equations, this difference is 0.1%.
The results obtained as to the number of levels in the Laplace equation are consistent with existing literature: [34] rec-
ommended the use of L = Lmax; [1] found that the computational effort using L = 4 or 5 is practically the same as L = Lmax in a
grid with N = 129  129 points; [36] suggested no less than four levels in a two-dimensional advection–diffusion problem.
These analyses show that the parameter number of levels (L) is not modiﬁed in problems with two equations using FAS and
CS schemes.
In the Navier–Stokes equations, the analyses were made with grids of N = 129  129, 257  257 and 513  513, with
Re = 100, 400 and 1,000 for each problem size. The effect of the number of levels (L) on the CPU time is shown in Fig. 6.
In the streamfunction–velocity formulation, the CPU singlegrid time was too high for some grids and was not presented.
In the streamfunction–velocity formulation for Re = 100, Fig. 6(a) shows that in an analysis of g for any N, the curves dem-
onstrate similar behavior to the previous problems in Fig. 5. The optimal number of levels was obtained with the multigrid
Fig. 5. Effect of number of levels (L) on the CPU time: (a) CS scheme; (b) FAS scheme.
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covering all grids, i.e., Lopt = Lmax. However, the difference between Lopt and Lmax  ð1a3Þ is on average 1.5% for any N. For
example, with the 257  257 grid, the shortest CPU time was obtained with the maximum number of levels, i.e., Lopt = Lmax
with 51.45 s, and the CPU time for Lmax  3 was 52.11—a variation of 1.3%. When L < Lmax  3, the CPU time increases
signiﬁcantly.
For Re = 400 and 1000 (Fig. 6(b) and (c)), the shortest CPU time was obtained with the multigrid covering all grids, i.e.,
Lopt = Lmax. In this case, there was also a small variation as it reduced the number of levels to a certain L, being practically
stable when L > Lmax  ð1a4Þ. The only exception was observed when Re = 1000 in the 513  513 grid, where Lopt = Lmax  1
was obtained. For N = 129  129, it is apparent that the shortest CPU time occurred with the maximum number of levels, i.e.,
Lopt = Lmax.
With the streamfunction–vorticity formulation the results presented in Fig. 6 show similar behavior in the three grid
sizes, independent of the Reynolds number used. The smallest CPU time was obtained with the multigrid visiting all levels
grid, i.e., Lopt = Lmax in any case. For N = 513  513 with Re = 100 and Re = 1000, the variation of CPU time between
Lmax  ð1a3Þ and Lopt is relatively small at 9.5% and 10%, respectively.
This analysis qualitatively shows that the parameter number of levels (L) in the Navier–Stokes equations, when written in
terms of streamfunction–velocity with Re = 100, exhibit excellent agreement when compared with the results shown in
Fig. 5(b). These results also agree with other authors [1,33,36]. However, for other Reynolds numbers and the streamfunc-
tion–vorticity formulation, there is a slight difference in the curves shown in Fig. 5.
4.3. Size of problem (N)
In analyzing the inﬂuence of the size of the problem on the CPU time, the optimal number of inner iterations (gopt) and the
optimal number of grid levels (Lopt) are considered to be those obtained in the previous sections.
For the Laplace, Navier and Burgers equations, this analysis considers a grid size of N = 5  5 to be the highest supported
by the computer physical memory used (N = 2049  2049). For comparison, Fig. 7 shows the results obtained with the sin-
glegrid method (SG) with an MSI solution to the three problems.
Coarse grids (N < 33  33 points) obtained CPU times very close to zero in both the multigrid and singlegrid methods. In
this case, a methodology was adopted based on the average time to obtain the CPU time to eliminate the maximum possible
Fig. 6. Effect of number of levels on the CPU time for the Navier–Stokes equations.
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error due to the measurement uncertainty function TIMEF. Thus, for a given grid with a simulated CPU time of less than 10 s,
an outermost cycle was adopted for the program to perform the number of simulations required to achieve 10 s or more. The
simulation time for this grid is the average time spent in all simulations in this grid. For example, in the Navier problem with
a CS scheme for a 5  5 grid (simulated with the multigrid method), 38,175 simulations were required to achieve 10.02 s,
resulting in an average time of 0.000262 s for a simulation.
In the present analysis, the multigrid method was very efﬁcient; the greater the number of points in the grid, the greater
the advantage of the multigrid method over the singlegrid method—this was also observed in [13]. This property can also be
seen in Fig. 7, where the CPU time of the multigrid method is shorter than that of the singlegrid method beginning from
N = 33  33 in the CS scheme and from N = 17  17 in the FAS scheme. A linear increase in CPU time with N is also evident
from these grids. It is noteworthy that in the N = 513  513 grid with the FAS scheme, the multigrid method is approximately
1600 times faster than the singlegrid for the Navier equations and 2702 times faster for the Burgers equations.
For the problems with two equations (Burgers and Navier), Fig. 7(a) and (b) show that the multigrid CPU time exhibits
linear growth, similar to the problem with only one equation (Laplace). The CPU time observed for the Navier problem in
the ﬁnest grid was about four times greater than the time observed for the Laplace problem in the same grid. This increase
in CPU time is related to the complexity of the mathematical model.
Based on the results obtained in this analysis, it should be noted that the number of equations, their complexity, the cou-
pling of variables, and their (non)linearity have very little inﬂuence on the performance of the multigrid method.
For the Navier–Stokes equations in very coarse grids, it was not possible in some cases to obtain solutions to Re = 400 or
1000. In simulations without the multigrid method, the CPU time is too great when N was large; in this case, the present
analysis was limited to problems of sizes N = 17  17 up to N = 129  129 in the streamfunction–velocity formulation and
up to N = 513  513 in the streamfunction–vorticity formulation. Fig. 8 presents the curves of the CPU time for both the mul-
tigrid and singlegrid methods.
The greatest advantage of the multigrid method (with respect to singlegrid) is most evident in the streamfunction–veloc-
ity formulation when the nine-points approximation scheme is adopted. For example, with Re = 100 and 400 in the 65  65
Fig. 7. Effect of problem size on CPU time for Laplace, Navier and Burgers equations: (a) CS scheme; (b) FAS scheme.
Fig. 8. Multigrid vs. singlegrid performance for both formulations: (a) streamfunction–velocity formulation; (b) streamfunction–vorticity formulation.
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grid, it was found that the multigrid method was 203 and 60 times faster than the singlegrid, respectively, while these values
were 1543 and 185 in the 129  129 grid, respectively. With Re = 1000 in the 129  129 grid, the multigrid was 69 times
faster than the singlegrid. Fig. 8 shows that the CPU time curves on the multigrid tend to be much closer when the grid
is reﬁned. It was also found that the performance decreased for higher Reynolds numbers. These results are consistent with
results of other authors [13,15], who also observed a reduction in multigrid method performance (in relation to singlegrid)
with increasing Reynolds numbers. It can be seen in Fig. 8(a) that the computational effort is proportional to the size of the
problem. When it doubles, the number of grid elements in each direction (disregarding the contours, i.e., of 128  128 for
256  256) quadruples the number of elements; for Re = 100, the CPU time is 8 times greater. When the number of grid ele-
ments changes from 256  256 to 512  512, the CPU time is 9.6 times greater. At Re = 400, the factors are 14 and 7.5, and for
Re = 1000, 22.7 and 3.6, respectively.
In the streamfunction–vorticity formulation, Fig. 8(b) shows that the performance of the multigrid method was not sig-
niﬁcantly better than the singlegrid. It can be seen that for N > 65  65, the curves are close to each other and have almost
the same inclination. The advantage of the multigrid in relation to the singlegrid is 4 times faster in the 129  129 grid with
Re = 100; in the 513  513 grid, the efﬁciency rises to 6 times faster. For Re = 1000 in the 513  513 grid, the multigrid
method is 5 times faster than the singlegrid. These results are very close to those presented in [2], who used the same for-
mulation; however, the results in the present study were obtained with very reﬁned grids.
In comparing the two formulations, the results show that the streamfunction–velocity formulation CPU time multigrid
method is superior to the streamfunction–vorticity formulation. This occurs because the reference for each formulation is
its own singlegrid solution; note that the streamfunction–velocity formulation CPU time singlegrid solution is much higher
than that of the streamfunction–vorticity formulation.
Fig. 7 shows that the multigrid method exhibits superior performance when it is used to solve the two-dimensional
Laplace, Navier and Burgers equations. It is also known [13] that the convergence rate of the multigrid method is not
proportional to the number of grid points when used to solve two-dimensional Navier–Stokes equations in primitive
variables. The results observed in Fig. 8 show that the multigrid method also exhibits poor performance when it is used
to solve two-dimensional Navier–Stokes equations with alternative formulations, thus agreeing with the results provided
in [2].
4.4. Computational effort
To determine the order of the solver and the behavior of the curve with the CPU time, a curve ﬁtting uses geometric least
squares [38] whose function is given by
tCPUðNÞ ¼ cNp; ð16Þ
where p represents the order of the solver associated with the method employed (or the inclination of each curve of Figs. 7
and 8), and c is a coefﬁcient that depends on the adopted method and solver. The closer the unit is to the value of p, the better
the performance of the algorithm used. Theoretically, the multigrid method is ideal if p = 1; this means that the CPU time
increases linearly with the size of the grid.
Table 2 presents the exponents p of Eq. (16) obtained for the ﬁve problems and the CS and FAS schemes. The
results conﬁrmed that the CPU time multigrid method and MSI solver grows almost linearly with increasing N to
the Laplace, Navier and Burgers equations. In this case, the value of p is not signiﬁcantly affected by the number of
equations, the complexity (linear or nonlinear), or the type of scheme (CS or FAS); the relevant effect is the use of
the multigrid. Values of p near 2 for the singlegrid method agree with the theoretical values [38], as well as values
near unity obtained for the multigrid method. However, the same results were not observed for the Navier–Stokes
equations.
For the Navier–Stokes equations, the value of p was obtained for N P 17 17 points. The results indicated that the CPU
time of the multigrid method with the SOR solver does not grow proportionally with N. It can be observed in Table 2 that the
Table 2
Exponent (p) of Eq. (15) for Laplace, Navier and Burgers equations with MSI solver and Navier–Stokes with SOR solver.
Equations Re Singlegrid Multigrid
FAS CS
Laplace 2.06 1.08 1.06
Navier 2.01 1.15 1.05
Burgers 1.92 1.06
Navier–Stokes (w, v) 100 2.8 1.6
400 1.3 1.5
1000 2.3 1.3
(w,x) 100 2.2 2.0
400 2.0 1.7
1000 1.9 1.5
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order p of the solver in the multigrid method decreases with increasing Reynolds numbers in both formulations but still falls
short from the ideal value (i.e., p is close to the expected value 1 when Re = 1000); for smaller Reynolds numbers, the values
are not good.
In the case of the singlegrid in the streamfunction–velocity formulation, there is a signiﬁcant oscillation when the Rey-
nolds number varies. In the streamfunction–vorticity formulation, the values of p showed more stable behavior (close to 2),
which is the theoretical order of the adopted solver; it is noted, however, that the same does not occur in the multigrid.
The degeneration of the performance of the multigrid method for the solution of the Navier–Stokes equation seems to be
primarily due to the physics of the problem; other factors appear to play a secondary role on the performance of the mul-
tigrid method, including the mathematical formulation used and the speciﬁc components of the multigrid method
employed.
Although the results for the multigrid method have not reached a desirable linear convergence, it should be emphasized
that there was a considerable reduction in CPU time compared to the singlegrid method. Even with higher Reynolds num-
bers, there were signiﬁcant gains; however, the results are still important, as a greater number of points were used in the
computational grid, as seen in Fig. 8.
4.5. Analysis of problems with two equations and multigrid in one
This section presents the performance analysis of the multigrid method applied to only one equation when it solves prob-
lems with two coupled equations. Some authors only use the multigrid method in an equation when solving coupled prob-
lems, primarily those involving a Poisson equation. One explanation is that a Poisson equation requires more CPU time [36].
The present analysis adopted Burgers equations that involve the coupling of equations that conserved the momentum in
the coordinate directions, and Navier–Stokes equations in streamfunction–vorticity formulation that involved the coupling
of streamfunction–vorticity with Re = 100. The simulations were performed with N P 33 33, except in the streamfunc-
tion–vorticity formulation, whose CPU time with this grid is close to zero in both singlegrid and multigrid methods. The com-
puter codes were speciﬁcally written for each case. The procedure consists of updating one of the variables (u or v (Burgers
equations); w or x (streamfunction–vorticity formulation)) in only the ﬁnest grid, while the other variable visits all grids in
the V-cycle.
Fig. 9 shows the evolution of the CPU time with the grid reﬁnement obtained for both tested problems. Fig. 9(a) shows the
results for the Burgers equations, in which MG(u, v) solved the problem with the multigrid in two variables, MG(u)—only u
and MG(v)—only v. The same nomenclature was adopted for Fig. 9(b).
For both analyzed problems, the curves of Fig. 9 have shown that the convergence of the multigrid degenerated when it
was used in only one equation. The CPU time curves of the singlegrid and of only one equation in the multigrid are very close
and grow with the same inclination, independent of the variable that is solved with the multigrid. The small increase in CPU
time observed in the curves of Fig. 9, for MG(u), MG(v), MG(w) and MG(x) may be due to the increased complexity of the
operations of restriction and prolongation in the multigrid method.
5. Conclusions
This paper analyzed the inﬂuence of some parameters of the geometric multigrid method in resolving ﬁve problems, as
well as the effect of the number of differential equations and Reynolds numbers on the CPU time for the Navier–Stokes equa-
tions in two formulations.
Fig. 9. Performance of the multigrid method when applied to only one equation in problems with two equations: (a) Burgers equations; (b) Navier–Stokes
equations in streamfunction–vorticity formulation.
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The primary conclusions are as follows:
Number of inner iterations (g): (a) For a CS scheme and Laplace and Navier equations, an gopt = 2 was obtained. For an FAS
scheme, an gopt = 2 was obtained for Navier equations; an gopt = 5 for Burgers equations, and an gopt = 8 for Laplace equa-
tion. When the value of g is different from gopt, the CPU time increases, which can be signiﬁcant depending on the value
used for g. (b) In the Navier–Stokes equations using a streamfunction–velocity formulation, with the ﬁve or nine-points
approximation schemes, the parameter gopt is very sensitive to the Reynolds number and grid size; when using a stream-
function–vorticity formulation, the gopt is less sensitive to these two parameters. (c) The simpliﬁcation with the ﬁve-
points approximation scheme did not reduce the CPU time as expected.
Number of levels (L): (a) For the two schemes (CS and FAS), the three grids and the three problems in Fig. 5, the CPU time
when L = Lmax, Lmax  1, Lmax  2 and Lmax  3 does not signiﬁcantly change close to the optimal value; it may be consid-
ered that Lopt = Lmax. For L Lopt, the CPU time increases signiﬁcantly. (b) For the Navier–Stokes equations in two formu-
lations, the expected performance was obtained for the number of levels as in the case of Laplace, Navier and Burgers
equations. However, the results are qualitatively similar. The optimal number of levels is Lopt = Lmax, with the exception
of the streamfunction–velocity formulation with Re = 1000 in the 513  513 grid, which is Lopt = Lmax  1.
Size of problem (N): (a) The theoretical performance of the multigrid method for Laplace, Navier and Burgers equations
was conﬁrmed, i.e., p  1, according to Table 2. (b) In the streamfunction–velocity formulation, the parameters L, N
and Re strongly inﬂuenced the CPU time. However, in the streamfunction–vorticity formulation, the inﬂuence of these
parameters is less signiﬁcant. By varying of Reynolds number, the value of p also varies. These results indicate that the
performance of the multigrid method for the solution of the Navier–Stokes equation seems to be primarily affected by
the physics of the problem; other factors appear to play a secondary role on the performance of the multigrid method,
including the mathematical formulation used and the parameters of the multigrid method.
Equations with couplings: (a) For the Navier and Burgers equations, the number of equations involved did not affect the
order of p, conﬁrming the theoretical performance of the multigrid method for coupled equations. (b) The excellent per-
formance of the multigrid method veriﬁed with the coupled problems was not conﬁrmed for the Navier–Stokes formu-
lation written in the streamfunction–vorticity formulation. (c) Although the streamfunction–velocity formulation
involves only a partial differential equation in the multigrid cycle (i.e., without coupling), it was insufﬁcient to ensure
the order of p = 1.
Problems with two equations and a multigrid in one: For both analyzed problems, the results showed that the convergence
of the multigrid degenerated when it was used in only one equation.
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