Although priority scheduling in concurrent programs provides a clean way of synchronization, developers still additionally rely on hand-crafted schemes based on integer variables to protect critical sections. We identify a set of sufficient conditions for variables to serve this purpose. We provide efficient methods to verify these conditions, which enable us to construct an enhanced analysis of mutual exclusion in interrupt-driven concurrent programs. All our algorithms are build upon off-the-shelf inter-procedural analyses alone. We have implemented this approach for the analysis of automotive controllers, and demonstrate that it results in a major improvement in the precision of data race detection compared to purely priority-based techniques.
Introduction
Embedded computing is omnipresent in the automotive industry. Dedicated operating systems and standards, such as Autosar/OSEK [1, 11] , have been created and are used by many car manufacturers. These operating systems provide sophisticated synchronization primitives, such as priority-driven scheduling and resource acquisition. Still, developers sometimes rely on hand-crafted mechanisms for ensuring safe concurrent execution, e.g., for synchronizing two cooperating interrupts that do not affect any further interrupts. One such mechanism is to use global program variables as flags whose values control the access to critical sections. Accordingly, any analysis of OSEK programs, such as [15] , which only takes resources and priorities into account, will produce a large number of false alarms on real-world automotive code.
An example of a typical flag-based synchronization pattern used by developers is shown in Fig. 1 . This program consists of two interrupt service routines that are executed by a priority driven scheduler. The low-priority interrupt I sets a flag f to 1 before entering its critical section and resets it to 0 afterwards, whereas the higher-priority interrupt Q first checks whether the flag f has been set and only enters its critical section if f equals 0. This ensures, in a prioritydriven single-core concurrency setting, that the accesses to x will always be int f = 0; int x = 0;
exclusive. Note that priorities are crucial for such non-symmetric idioms: The higher-priority interrupt Q may safely assume that it cannot itself be preempted by the lower-priority interrupt I between checking the flag and accessing the data. Conversely, having checked the flag, it would be redundant for the high priority interrupt to set and reset the flag. Idioms like this, when properly used and implemented, can indeed protect critical sections. Still, being hand-crafted, they are error-prone and may be rendered insufficient if further priority levels are introduced. If, for example, another interrupt R is introduced whose priority exceeds that of Q, but uses the same pattern to access the variable x, a potential race condition arises between interrupts Q and R.
Our goal in this paper therefore is to provide practical methods for identifying and analyzing a wide range of synchronization patterns based on global variables, in order to provide a more accurate data-race analysis.
In principle, interrupt-driven programs with priority-based scheduling on a single-core can be analyzed by interpreting interrupts as function calls possibly occurring at every program point [4, 15] . Practically, though, context-and flowsensitive handling of the global program state is prohibitively expensive. The approach outlined in [15] is to arrive at a practical analysis of mutual exclusion for interrupt-driven programs by analyzing local data such as dynamic priorities and resources context-sensitively, while summarizing the global state into a single flow-and context-insensitive invariant. However, when global variables are used as flags, that approach is insufficient in precision.
The key contributions of this paper are, first, to identify general properties of global variables used as flags in a wide range of hand-crafted synchronization patterns, and second, using these properties to construct efficient dedicated analysis methods based on off-the-shelf inter-procedural analysis. In particular, the resulting analysis turns out to be interrupt-modular, meaning that each interrupt can be analyzed independently. In a second stage, the resulting summaries are combined to precisely and efficiently compute the set of values that a flag variable may take at any given program point. Finally, this information is exploited to ensure that two program points are not part of a data race.
In this paper we first consider a class of primitive flag-based synchronization patterns which allow a low-priority interrupt to protect its critical sections against cooperating interrupts from higher priority levels. For example, the synchronization pattern used in Fig. 1 falls into this class. For this restricted class of flags, it suffices to only consider the intra-interrupt value-sets of the flag
