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On the Sandpile Group of Dual Graphs
ROBERT CORI AND DOMINIQUE ROSSIN
The group of recurrent configurations in the sandpile model, introduced by Dhar [7], may be con-
sidered as a finite abelian group associated with any graph G; we call it the sandpile group of G. The
aim of this paper is to prove that the sandpile group of planar graph is isomorphic to that of its dual.
A combinatorial point of view on the subject is also developed.
c© 2000 Academic Press
0. INTRODUCTION
Self-organized criticality is a concept widely considered in statistical physics and other
various domains since Bak, Tang and Wiesenfeld introduced it 10 years ago [2]. An overview
of the applications of this concept is given in a recent book [1]. One of the paradigms in
this framework is the abelian sandpile model, introduced by Dhar [7] who pointed out some
important mathematical properties of this model.
The abelian sandpile model could be described informally as a cellular automaton as fol-
lows:
The cells of such automata are the vertices of a rooted graph and each cell contains a certain
number of grains of sand. The transitions of the automaton are given by the following rule
called the toppling rule, which is applied to any cell except the root: a cell xi containing at
least as many grains as its degree di transfers a grain of sand to each of its neighbors x j .
After a toppling of the vertex xi , the number of grains in this cell hence decreases by its
degree while the number of those of its neighbors increases by 1. The root does not topple and
could be considered as collecting all the grains leaving the system. If the graph is connected
it is easy to see that from any initial configuration the system reaches a stable configuration
in which the number of grains in each cell is less than its degree.
Dhar remarked also that some configurations, so-called recurrent configurations, play an
important role and possess some interesting mathematical properties: they form a finite abelian
group whose order is equal to the number of spanning trees of the graph. In this paper this
group is called the sandpile group of the graph.
Many authors have considered this sandpile automaton [11–13]. A very close automaton
was introduced independently by other authors under the name of chip-firing game [6, 12].
Biggs [4, 5] found many algebraic and combinatorial properties of the chip-firing game, some
of which correspond to Dhar’s results on sandpiles.
Since it is well known that the number of spanning trees of a planar graph G is equal
to that of its dual G∗, it follows from the previous discussion that the sandpile groups of
G and G∗ have equal orders. The main aim of this paper is to prove that these two groups
are isomorphic. We also give a simple introduction to the abelian sandpile model from a
combinatorial perspective, this differs from the algebraic one given by Biggs [4]. We also
show a close relationship between recurrent configurations of the complete graph and the
parking functions considered by many combinatorialists [10, 14, 15].
The paper is organized as follows.
In Section 1, we consider for any graph G a subgroup of Zn , where n is the number of
vertices of G; the elements of Zn may be considered as configurations in which the number
of grains of sand in each cell may be positive or negative. The subgroup is generated by n
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elements expressing the toppling rules. The fact that the quotient of Zn by this subgroup is
an abelian group, whose order is number of spanning trees of G, is a reformulation of the
classical matrix tree theorem. We also prove that any finite abelian group is isomorphic to the
sandpile group of some (planar) graph.
In Section 2 we consider configurations with a non-negative number of grains in each cell,
and recall the definition of the recurrent configurations introduced by Dhar, and called critical
configurations by Biggs [5]. We show that there is exactly one recurrent configuration in each
class of the quotient group. This result is more or less contained in [4, 7, 9] but presented here
in a different form. We also show a simple bijection between parking functions and recurrent
configurations of the complete graph.
In Section 3 we show that the group of a planar graph and that of its duals are isomorphic.
1. PRELIMINARIES
Let G = (X, E) be a multi-graph; X = {x1, . . . , xn} is the vertex set, and E is a symmetric
n × n matrix such that ei, j is the number of edges with endpoints xi , x j . We will assume that
for any i , ei,i = 0 so that the multi-graph has no loops. In most of the examples considered,
ei, j is either 0 or 1, and G is simply a graph. The degree of the vertex xi in G, denoted by di ,
is equal to
∑n
j=1 ei, j . A multi-graph is rooted if one of its vertices is distinguished as the root;
if not otherwise mentioned we will assume that the vertices are numbered in such a way that
xn is the root. Throughout this paper we assume that all the graphs considered are connected
graphs.
A configuration u on G is an assignment of integers (positive or negative) to the vertices of
the graph. Such a configuration will be denoted
u = (u1, . . . , un)
where ui is the integer assigned to the vertex xi . The set of configurations forms a free abelian
group with respect to the addition of two elements; it is isomorphic to Zn and generated by
the configurations xi = (0, . . . , 0, 1, 0, . . . , 0) (where 1 is in position i) for i = 1, . . . , n.
In this paper we are mainly concerned with the subgroup 1(G, xn) of Zn generated by xn
and the following elements 1i , i = 1, . . . , n given by
1i = di xi −
n∑
j=1
ei, j x j .
We will write
1(G, xn) = 〈xn,11, . . . , 1n〉.
Note that since
∑n
i=11i = 0, we may discard one of the 1i in the above definition.
A classical result in algebraic graph theory, often called the matrix tree theorem (see for
instance [3, Theorem 6.3]) states that the number of spanning trees of G is given by any
principal minor of the matrix whose rows are the 1i . Another way to express this theorem is
to say that the quotient group Zn/1(G, xn) is finite and its order is equal to the number of
spanning trees of G. We call this quotient group the sandpile group of G and we will denote
it by S P(G, xn).
We first prove the following.
PROPOSITION 1.1. For any multi-graph G the sandpile group S P(G, xn) is independent
of the root xn .
On the sandpile group of dual graphs 449
PROOF. We will prove that S P(G, xn) is isomorphic to S P(G, x1). Remark that the sub-
group
1(G, xn) = 〈xn,11, . . . ,1n〉
is also generated by xn and the following elements 1′i (i = 2, . . . , n):
1′i = 1i + ei,1xn .
Since di =∑nj=1 ei, j we may write 1′i as
1′i = di (xi − x1)−
n∑
j=1
ei, j (x j − x1)+ ei,1xn .
The following n elements y1, . . . , yn form a set of generators of Zn , since it is easy to express
the xi as linear combinations of the yi :
y1 = −xn, y2 = x2 − x1, y3 = x3 − x1, . . . , yn = xn − x1.
Expressed in terms of basis formed by the yi the 1′i become:
1′i = di yi −
n∑
j=2
ei, j y j − ei,1 y1.
However this is exactly the definition of 1i in which xi is replaced by yi . Hence
1(G, xn) = 〈y1,1′2, . . . , 1′n〉
is isomorphic to 1(G, x1), giving the result. 2
As a consequence of Proposition 1.1 we may denote by S P(G) the sandpile group of the
graph G, and omit the root in this notation.
We now consider an example of a graph for which we compute the sandpile group.
EXAMPLE. The graph W5 below, called the 5-wheel, consists of five vertices x1, . . . , x5
forming a cycle and all joined to another vertex x6 which is the root.
FIGURE 1. The 5-wheel W5.
The group 1(W5, x6) is generated by the elements:
x6, 3x1 − x5 − x2, 3x2 − x1 − x3, 3x3 − x4 − x2, 3x4 − x3 − x5, 3x5 − x4 − x1.
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Let x i be the image of xi in the group S P(G), we have:
x3 = 3x2 − x1, x4 = 3x3 − x2, x5 = 3x4 − x3, x1 = 3x5 − x4, x2 = 3x1 − x5.
Eliminating x3, x4, x5 gives the two following relations{
55x2 = 22x1
143x2 = 55x1
from which we obtain
11x2 = 0 11(2x2 − x1) = 0.
Hence, the group S P(W5) is the direct product of two cyclic groups of order 11 generated
by x2 and 2x2 − x1.
Let G be a connected graph with an articulation point v; the deletion of v splits G into
k > 1 connected components with vertex sets X1, X2, . . . , Xk . Let G1,G2, . . . ,Gk be the
subgraphs of G with vertex sets X i ∪ {v} (i = 1, . . . , k). Then we have the following.
PROPOSITION 1.2. The group S P(G) is isomorphic to the direct product
S P(G1)× S P(G2)× · · · × S P(Gk).
PROOF. By Proposition 1.1 we may suppose that the root of G and Gi is v. Then the group
S P(G) is isomorphic to the quotient of Zn−1 (where n is the number of vertices of G) by
relations which can be partitioned into classes such that each class contains elements of a
single X i . The result follows from the fact that each class corresponds indeed to the relations
for the graph Gi . 2
COROLLARY 1.3. Any finite abelian group is isomorphic to a sandpile group of a (planar)
simple graph.
PROOF. By Proposition 1.2 and since any finite abelian group is the cartesian product of
cyclic groups, it suffices to show that the result is true for cyclic groups. However, it is easy
to check that the sandpile group of a cycle with n vertices is the cyclic group of order n. 2
2. RECURRENT CONFIGURATIONS
In the model of the sandpile automaton the number of grains in each cell is of course as-
sumed to be non-negative; this leads to the consideration of positive configurations u where
ui ≥ 0 for any i = 1, . . . , n − 1. The toppling rule for cell i is equivalent to the subtraction
of 1i from the configuration u. This can be formalized as follows.
For two positive configurations u and v, we denote
u −→ v
if there exists an i ≤ n − 1 such that v = u −1i . The configuration v is said to be obtained
from u by toppling vertex xi ; we assume that the root does not topple. We denote by
∗−→ the
transitive closure of −→ , so that if u ∗−→ v we have u − v ∈ 1(G, xn), hence u and v have
the same image in the group S P(G). A positive configuration is said to be stable if no vertex
can topple, that is if ui < di for all vertices i = 1, . . . , n − 1.
PROPOSITION 2.1. For any positive configuration u there exists a stable configuration v
such that u ∗−→ v. Moreover this configuration is unique.
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PROOF. To prove existence, we consider the decomposition of the vertices of the graph G
induced by the distance to the root xn : we denote by Xk (k = 0, . . . , d) the set of vertices
whose distance to xn is k, hence X0 = {xn}, X1 is the set of neighbors of xn , and so on.
To any configuration u we associate the (d+1)-tuple µ(u) of integers µ = µ0, µ1, . . . , µd
given by
µk =
∑
i∈Xk
ui .
We consider the following lexicographic order ≺ on these d-tuples : µ ≺ ν if there exists an
integer k, 0 ≤ k ≤ d such that:
µ j = ν j for j = 1, . . . , k − 1 and µk < νk .
It is clear that u ∗−→ v implies µ(u) ≺ µ(v), moreover the sums |u| = ∑di=0 µ(u)i and
|v| = ∑di=0 µ(v)i are equal. Since there is no infinite ascending chain for ≺ in which all
elements have the same sum of coordinates, we have the existence part of the proposition.
To prove uniqueness, it suffices to show that the toppling sequence ‘cell i then cell j’ is
equivalent to that of ‘cell j then cell i’, but this is a consequence of:
(u−1i )−1 j = (u−1 j )−1i . 2
A configuration is recurrent in an evolving system if it could be observed after a long
period of the evolution of the system. In the case of the abelian sandpile model, the system
is considered to evolve by adding a grain of sand in any cell at random and then applying
toppling rules until a stable configuration is reached. This translates into the following notion
which is central.
DEFINITION 1. A configuration u is recurrent if it is stable and there exists a positive con-
figuration v 6= 0 such that u + v ∗−→ u.
Our aim is now to prove that for any configuration u there exists a unique recurrent config-
uration v such that u − v ∈ 〈11,12, . . . , 1n〉.
We will use the configuration δ such that δi = di for all vertices; remark that for any stable
configuration u, δ − u is a positive configuration.
The following simple remarks will be useful.
REMARK. (i) If u, v, u′, v′ are positive configurations satisfying u ∗−→ u′ and v ∗−→ v′
then u + v ∗−→ u′ + v′.
(ii) For any positive configuration u there exists an integer k and a configuration v (not
necessarily stable) such that
ku ∗−→ v and vi > 0 for 1 ≤ i ≤ n − 1.
(iii) A configuration u is recurrent if and only if there exists a positive configuration u′ such
that
δ + u′ ∗−→ u.
We will also need some new notation. For two positive configurations u and v we denote by
u ⊕ v the unique stable configuration such that
u + v ∗−→ u ⊕ v.
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For two (not necessarily positive) configurations we write
u - v
if there exists a vertex xi such that v = u − 1i , and ∗- denotes the transitive closure of
-
.
The following lemma is our first step towards proving the main result of this section.
LEMMA 2.2. Let u and v be two configurations such that
u − v ∈ 〈11,12, . . . ,1n〉
then there exists a configuration w satisfying
w
∗- u and w ∗- v.
PROOF. With the hypothesis of the lemma we may write
u = v +
n∑
i=1
αi1i
where αi are integers. We may decompose the set {1, . . . , n} into two disjoint subsets I and
J such that I = {i |αi ≥ 0} and J = {i |αi < 0}; then we have
u −
∑
i∈J
αi1i = v +
∑
i∈I
αi1i .
It is then clear that the configuration w = u −∑i∈J αi1i , satisfies the conditions w ∗- u
and w ∗- v. 2
Let ε be the configuration
ε = δ + (δ − δ ⊕ δ).
Then we have the following.
LEMMA 2.3. The configurations ε and δ satisfy
δ + ε ∗−→ δ.
PROOF. We have by definition of ε
δ + ε = δ + δ + (δ − δ ⊕ δ).
Since (δ − δ ⊕ δ) is a positive configuration we have by Remark 1
δ + ε ∗−→ δ ⊕ δ + (δ − δ ⊕ δ)
but this last configuration is obviously equal to δ. 2
LEMMA 2.4. A configuration u is recurrent if and only if
u + ε ∗−→ u.
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PROOF. If u+ ε ∗−→ u, u is recurrent since ε is positive. Conversely, if u is recurrent there
exists (by Remark 3) a positive configuration v such that v + δ ∗−→ u, hence by Remark 1
v + δ + ε ∗−→ u + ε
but by Lemma 2.3 we have
v + δ + ε ∗−→ v + δ ∗−→ u.
Since u is stable, using Proposition 2.1 we have u + ε ∗−→ u and hence the result. 2
We are now able to prove the main theorem of this section.
THEOREM 1. For any configuration u there exists a unique recurrent configuration v such
that
u − v ∈ 〈11,12, . . . , 1n〉.
PROOF. In order to simplify the notation let us denote 〈11,12, . . . , 1n〉 simply by 1. We
first prove the existence. We have trivially ε ∈ 1 since δ⊕ δ = δ+ δ+ t where t ∈ 1(G, xn),
hence ε = −t is also in 1(G, xn). Now ε has all its components strictly positive, hence for a
certain k > 0 the components of kε are greater than all the absolute values of those of u − δ,
and u + kε may be written as δ + u′, where u′ is a positive configuration. Then there exists a
stable configuration v such that u + kε ∗−→ v. The configuration v is recurrent by Remark 3,
and it clearly satisfies the condition of the theorem.
To prove uniqueness we show that if u and v are two recurrent configurations such that
u − v ∈ 1 then u = v. Let u be such that u − v ∈ 1; then by Lemma 2.2 there exists a
configuration w such that
w
∗- u w ∗- v.
Choosing a sufficiently large k we have
w + kε ∗−→ u + kε w ∗−→ v + kε.
Then by Lemma 2.4, since u and v are recurrent : u + kε ∗−→ u and v + kε ∗−→ v.
However, u and v are two stable configurations obtained from w + kε by ∗−→ they are
equal by Proposition 2.1. 2
An immediate corollary shows that the group S P(G) may be considered from a different
point of view:
COROLLARY 2.5. For any graph G, the set of recurrent configurations equipped with the
binary operation ⊕ is a group.
In order to characterize the recurrent configurations Dhar introduced the configuration β =
−1n ; which is such that β j = e j,n for j 6= n, and βn = −dn .
COROLLARY 2.6 (BURNING ALGORITHM). The configuration u is recurrent if and only
if
u + β ∗−→ u.
Moreover, in this sequence of topplings each vertex topples exactly once.
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PROOF. If u+β ∗−→ u then u is recurrent since β is positive. Conversely let u be a recurrent
configuration, then since β = −1n we have:
u − (u ⊕ β) ∈ 〈11, . . . , 1n〉 < .
Since u and u ⊕ β are recurrent we have u = u ⊕ β by Theorem 1.
Moreover
u + β = u +
n−1∑
i=1
1i
it is clear that each vertex xi , i = 1, . . . , n − 1 topples exactly once in u + β ∗−→ u. 2
EXAMPLE. Let us return to the example of the 5-wheel and compute the set of the recurrent
configurations. By the above characterization, a configuration u = u1, . . . , u6 is recurrent if
and only if:
(u1 + 1, u1 + 1, u1 + 1, u1 + 1, u1 + 1, u6 − 5) ∗−→ u.
This implies that at least one of the ui , i = 1, . . . , 5 is equal to 2, moreover if ui = 0 then
the two neighbors of xi in the cycle must topple before it, hence there are no two consecutive
symbols 0 in the cycle (u1, u2, u3, u4, u5). For the same reason, between two occurrences of
the symbol 0 in the cycle there cannot be a sequence of 1’s. Hence, the recurrent configurations
are the following:
• The 31 configurations with no ui = 0: all the combinations of 1 and 2 are allowed
except (1, 1, 1, 1, 1).
• The 75 configurations containing exactly one 0 (five possibilities for the position of 0,
and 15 choices for all the other values since a sequence of four consecutive 1’s is not
allowed).
• The 15 configurations containing two 0’s, which must have 2 and 2,1 or 2,2 between
them.
These add up to 121 which is the order of the group S P(W5) computed above.
REMARK. Using the Burning algorithm Majumdar and Dhar [8] gave a simple bijection
between spanning trees of a graph and recurrent configurations.
2.1. Groups of complete graphs In the complete graph Kn , the configurations 1i , 1 ≤ i ≤
n − 1 are given by
(n − 1)xi − (x1 + · · · + xi−1 + xi+1 + · · · + xn).
Replacing 1n−1 by the sum of all these and adding sufficiently many times xn we obtain
x1 + x2 + · · · + xn .
However this added to each 1i gives
∀i, i = 1, . . . n − 2 nxi ∈ 1(Kn, xn).
We thus find in concordance with Cayley’s formula:
PROPOSITION 2.7. The sandpile group of the complete graph Kn is the direct product of
n − 2 cyclic groups of order n.
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We show now how the recurrent configurations of Kn are related to parking functions.
Recall the definition of the parking functions:
DEFINITION 2. A sequence t1, t2, . . . , tn of non-negative integers is an n-parking function
if there exists a permutation a1, a2, . . . , an of 1, 2, . . . , n such that
∀i = 1, . . . , n, ai ≥ ti .
The relationship with recurrent configurations in the complete graph is given by:
PROPOSITION 2.8. The configuration u1, . . . un, un+1 of the complete graph Kn+1 is re-
current if and only if the sequence
n − u1, n − u2, . . . , n − un
is an n-parking function.
PROOF. By Corollary 2.6, the configuration u1, u2, . . . un, un+1 is recurrent if and only if
(u1 + 1, u2 + 1, . . . , un + 1, un+1 − n) ∗−→ u
and in this sequence of toppling each vertex topples exactly once. So we can define for each
instant t , 1 ≤ t ≤ n a vertex toppling at instant t , for i = 1, . . . n, let ai be the instant in which
vertex i topples, the ai ’s are not determined uniquely but any such sequence is valid. When xi
topples it had ui + 1 grains at the beginning of the toppling process, and has received ai − 1
from the vertices toppling before it, thus we have:
ui + 1+ (ai − 1) ≥ n.
Simplifying this gives ai ≥ n − ui so that n − ui is an n-parking function. The converse is
immediate. 2
3. SANDPILE GROUPS OF PLANAR DUALS
If G is a planar connected multi-graph, and M a planar representation of G, a dual G∗ of
G is a multi-graph whose vertices are the faces of M (including the unbounded face), where
to each edge e of G is associated an edge e∗ of G∗ connecting the two faces separated by e.
A planar graph and its dual are represented in Figure 2 below.
FIGURE 2. A planar graph and one of its duals.
This section is devoted to the proof of the following.
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THEOREM 2. For a planar graph G and any of its duals G∗ the groups S P(G) and S P(G∗)
are isomorphic.
In order to prove this theorem we use the dart-space of a multi-graph, also called edge-
space [3] or 1-chain group [16].
A dart of a multi-graph is an orientation of one of its edges; to each edge {x, y} are as-
sociated two darts one from x to y and another from y to x , and these two darts are said to
be opposite. Let G = (X, E) be a multi-graph, and let D denote the set of darts; a dart-
configuration is a mapping w of D to the set Z of integers such that for each pair of opposite
darts a and b, the following relation is satisfied
w(a)+ w(b) = 0.
We use the following convention in order to represent a dart-configuration, we draw an
orientation of G and a labeling of the arcs; each edge is oriented in such a way that it represents
the dart a such that w(a) ≥ 0, the label of e is then w(a); we use a line and not an arrow for
edges whose darts a satisfy w(a) = 0.
A dart-configuration of the graph above is given in Figure 3.
FIGURE 3. A dart-configuration.
To any dart-configurationw of G is associated a (vertex) configuration ∂w of G and a (face)
configuration ∂∗w of G∗ as follows:
• For any vertex xi , (∂w)i is equal to the algebraic sum of the w(a) for all darts a with
origin xi .
• For any face f j of G, (∂∗w) j is the algebraic sum of w(a) for all darts a bordering
face f j ; in such a sum the darts are considered in the positive trigonometric orientation
around face f j , the map being embedded in the oriented sphere.
The configurations ∂w and ∂∗w of w given in Figure 3 and those above are represented in
Figure 4.
We first prove the following.
PROPOSITION 3.1. For any configuration u on a connected multi-graph G = (X, E, xn),
and such that
n∑
i=1
ui = 0
there exists a dart-configuration w satisfying
∂(w) = u.
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FIGURE 4. Configurations induced by a dart-configuration.
PROOF. Let u be such a configuration on the multi-graph G. Choose a spanning tree T of
G with root xn , and orient the edges of T in such a way that for any vertex x there is a directed
path from x to the root xn . Define w as follows:
• For any dart a not in T , w(a) = 0.
• For a dart a whose origin xi is a leaf of the tree w(a) = ui .
• For any vertex xi such that w(a) is defined for all the darts a entering it, define w(b)
for the unique dart b leaving xi by:
w(b) = ui −
∑
a
w(a)
where the sum is taken over all the darts a with endpoint xi .
Then the relation ∂(w)i = ui is satisfied by construction for all vertices except possibly the
root xn , but since the sum of the ui is 0 and∑
a∈D
w(a) = 0
the relation is also satisfied for xn 2
This construction also holds for any configuration v of G∗ giving aw such that ∂∗w is equal
to v except for an arbitrary root vertex of G∗.
Let xi be a vertex of G. We define the dart-configuration Di such that Di (a) = 1 if a
starts from xi ; Di (a) = −1 if a ends at xi ; and Di (a) = 0 otherwise. It is easy to check
that ∂Di = 1i and ∂∗Di = 0. The dart-configuration D∗j associated to any face f j of a
representation of a planar graph G is also of interest, it is defined by D∗j (a) = 1 if a bordersf j in the positive orientation, D∗j (a) = −1 if a borders it in the negative orientation; and
D∗j (a) = 0 otherwise. One can easily check that ∂∗Di = 1i and ∂Di = 0.
Two dart-configurations Di and D∗j for the graph above are represented in Figure 5.
We will assume the following result which can be found (with a different notation) in [16].
PROPOSITION 3.2. Let G be a planar graph and w a dart-configuration of G such that
∂w = 0; then w is a linear combination of the D∗j .
REMARK. This result is often stated in the following and almost equivalent form ‘the faces
of a planar map M form a basis for the cycle space of M’, but here we assume more since the
sums are over the ring Z instead of the usual situation were one considers vector spaces over
a field (the complex numbers or Z/2Z).
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1 0
FIGURE 5. Configurations Di and D∗j .
PROOF OF THE THEOREM. We define an isomorphism ϕ from S P(G) to S P(G∗) as fol-
lows.
Let u be an element of S P(G) and u a configuration of the multi-graph G such that u is the
image of u and
∑n
i=1 ui = 0. Then there exists a dart-configuration w such that ∂w = u, and
we define ϕ(u) by
ϕ(u) = ∂∗w
where ∂∗w is the image of ∂∗w in S P(G∗).
We first have to prove that ϕ is well defined since we made two arbitrary choices in the
above definition: the first choice was to take a u whose image is u in S P(G), the second
was the choice of w such that u = ∂w. For this second choice note that if w′ is such that
∂w = ∂w′ = u, then by the above proposition w − w′ is an element of 〈D∗1 , . . . , D∗p〉, hence
∂w − ∂w′ ∈ 〈1∗1,1∗2, . . . , 1∗p〉
and ∂w = ∂w′. Consider the first choice, and let u and u′ be two configurations on G such that
u = u′, then u = u′ +∑αi1i . Consider w such that ∂w = u; it can easily be checked that
∂(w + αi Di ) = u′, but ∂∗Di = 0 hence w′ = w + αi Di defines ϕ(u′) and thus ∂∗w = ∂∗w′.
This proves the correctness of the definition of ϕ.
Let us prove that ϕ is a homomorphism of groups: for two configurations u and v of G and
two dart-configurations such that ∂w = u, ∂t = v we have ∂(w + t) = u + v, and hence:
ϕ(u + v) = ∂∗(w + t) = ∂∗w + ∂∗t.
The homomorphism ϕ is one-to-one since by a symmetric construction we can associate to
any configuration v∗ on G∗ a dart-configurationw∗ such that ∂∗w∗ = v∗ and ϕ(∂w∗) = v∗.2
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