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Abstract
We propose an interpolating formula for the amplitude induced by the axial
anomaly, concentrating on the 0γγ transition form factor. The QCD corrections
to this amplitude are generally described by two major contributions coming from
the qq¯ bound state and the background continuous spectrum, respectively.
For the first contribution, we include the lowest vector bound state using the
realization of the dynamical gauge boson of hidden local symmetry. The second
contribution is included as the triangle quark loop in which a constituent mass is
adopted as a internal quark mass and the amplitudes are smeared out around the
threshold. Using the resulting form factor, we fit the experimental data for the
0γ and the !0 transition form factors and show that our result describes the
experimental data well.
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1 Introduction
The non-Abelian anomaly is one of the most prominent features of quantum gauge theories,
and it has provided us with important information on the matter content of gauge theories.
In particular the well-studied 0 ! γγ process, which is controlled by the axial anomaly,
gave the rst clear indication of the physical existence of the color degrees of freedom in
the quark model.
As is well known, a low energy eective chiral Lagrangian may be written in terms of
the Nambu Goldstone (NG) bosons: this Lagrangian is based on the nonlinear realization
of the chiral symmetry of QCD. All relevant anomaly terms must be taken into account
in this low energy eective chiral Lagrangian. This is done by introducing Wess-Zumino
terms[1, 2], LWZ, which determine exactly the scattering amplitudes in the zero momentum
limit (the low energy theorem[3, 4, 5]). The values of the anomaly terms are determined by
calculating the well-known fermion triangle graph of Fig. 1. The value of the amplitude in
the low energy limit does not depend on either the higher order corrections or the internal
fermion masses.
If one wants to extend the Lagrangian to a small but nonzero energy scale, one should
also include the non-anomalous terms, and incorporate the QCD corrections to this triangle
graph into the eective Lagrangian. The QCD eects are represented as a rich spectrum
of intermediate states in each channel. Those may be quite well described by the following
two major contributions: the rst is a variety of quark-antiquark bound states (hadrons)
which come into the amplitudes as poles in each channel and the second is a continuous
spectrum which contributes to the background amplitudes.
The most important candidates for the bound states are the non NG boson low-mass
states, i.e., the vector mesons. It is known that the easiest way to include these in a
consistent and systematic formulation is to treat them in the framework of dynamical re-
alization of hidden local symmetry[6]. In this section the vector mesons are introduced
in the eective Lagrangian without any mismatch to the low energy theorem. The sec-
ond eect may be well modeled by including the triangle quark one-loop contributions.
In calculating these, however, one should adopt the non-perturbative \constituent quark
masses" instead of the current quark masses. The calculation should also be smeared out
around the qq threshold because quarks are conned and multi-hadron (pion) threshold
eects arise instead of multi-quarks.
On the other hand, the asymptotic freedom of QCD facilitates us to predict the hadronic
amplitudes in the extremely high energy region, where again the triangle diagram becomes
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dominant. The contributions have been extensively studied[7, 8] in connection with deep
scattering exclusive processes. The high energy behavior is obtained almost exactly up to
an ambiguity in the coecient factor. Thus it is important to notice that the anomaly
induced amplitudes are constrained not only by the low energy theorem but also by the
high energy behavior.
In this paper we propose an interpolating formula for the anomaly induced amplitudes
which matches the behaviors in both the low and high energy limits. We focus on the
electromagnetic pion transition form factor as an example, and check our interpolating
formula reproduces the existing experimental data.
This paper is organized as follows. Section 2 is devoted to the formulation and the
presentation of the basic tools for computing the anomaly induced decay amplitudes and
the corresponding form factors. In section 3, the quark triangle graph is studied, and
we propose how to take account of QCD corrections. Section 4 is devoted to a review of
the hidden local symmetry model and discussions on the low energy form factor including
the eects of the vector mesons. In sect. 5 we propose the interpolating form factors. In
sect. 6 we t our form factor with the experimental data for the 0γ transition form factor
and give the Z ! 0γ decay width. In sects. 7 and 8 we study the !0 transition form
factor and its related processes to check the validity of our form factor. Section 9 contains
summary and discussions.
2 Definition
Let us start with the anomalous Ward-Takahashi identity:
@j





where j5 is the axial-vector current
 which generally couples to NG bosons, and j5 is the




qi = (u; d), Ti = (1=2;−1=2), and 2m0j5  ∑i 2m0iqiTiiγ5qi, where m0i is the current
quark mass. Hereafter, we shall take as an example the case in which j5 couples to 
0
to demonstrate the concrete forms of the amplitudes, although general expressions can be
obtained straightforwardly. In the 0 case, only the u and d quarks come into play.
We consider the following three-point function:
TAB;(p; q) = −i
∫
d4xd4ye−iky+ipx h0jTjA(x)jB(0)j5 (y) j0i ; (2.2)
∗Here we restrict ourselves to neutral currents.
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where q  k − p, and jA(x) and jB(0) are the vector currents, jA = ∑i qiQAi γqi with
QAi being the vector charge of the ith quark qi. (The suces A and B run over γ, Z,
  , etc., depending on the gauge eld to which the current couples. The normalization of
QA is determined so that the coupling between the current and the gauge eld is given by
ejAA.)
PCAC in the presence of the anomaly gives the following relation[9, 10]:
kT











where Nc(= 3) is the number of colors, and
MAB;(p; q) = −fPm2P
∫
d4xd4y exp(ip  x) exp(−ik  y) h0jTjA(x)jB(0)P(y) j0i (2.4)
represents the anomaly induced amplitude for the NG boson, P(y), to couple to vector
currents jA and jB. If one denes the following function T (p2; q2; k2):










2; q2; k2); (2.5)
this function T (p2; q2; k2) determines the axial anomaly induced amplitude. In the low
energy limit this is determined exactly by the low energy theorem. The k2 = 0 limit of the





= T (p2; q2; k2 = 0): (2.6)
The low energy theorem requires the following normalization of this form factor:
F
(
0; γ(p2 = 0); γ(q2 = 0)
)
= 1: (2.7)
It is our purpose to investigate the properties of T (p2; q2; k2) not only in the low energy
limit but also in the high energy region where p2 or q2 is large.
3 Triangle Anomaly Graph and QCD Corrections
3.1 Triangle Quark One-Loop Graph
The quark triangle graph shown in Fig. 1 gives the main contribution to the LHS of Eq.(2.3)


































Figure 1: The quark triangle anomaly graph
where mi is the ith quark mass, f = 93MeV is the pion decay constant and the Feynman




dz1dz2dz3(1− z1 − z2 − z3): (3.2)
Thus, we get















m2i − z2z3k2 − z3z1p2 − z1z2q2
: (3.3)
It is easy to see that in the low energy limit in which k2 = p2 = q2 = 0, this reduces to




independently of mi. This is of course because the anomaly term is exactly reproduced
by the lowest order triangle graph. Here we dene the triangle graph contributions to
T (p2; q2; k2 = 0):
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m2 − z3z1p2 − z1z2q2 ; (3.7)
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whose high energy behavior is given by














If one photon is on its mass shell (e.g., p2 = 0), then the function I(p2; q2) reduces to




{ln p4m2 − q2 +p−q2p
4m2 − q2 −p−q2
}2 ; (3.9)
which gives the 0γ transition form factor. The high energy behavior of this function is
given by
J(q2  m2) ’ m
2
q2
2 − (ln m2
q2
)2




As we shall see later, this form factor, with the constituent quark mass used in place of
the current quark mass, is consistent with the short range behavior obtained from the
operator product expansion (OPE) technique[7, 11]. In the intermediate region, however,
we have to take account of the higher order corrections, especially, the QCD eects can
not be neglected.
3.2 QCD Corrections to Quark Triangle Anomaly Graph
It is well known that, in the low energy limit, the higher order corrections do not change
the value of the anomaly induced three-point function in Eq.(2.2), or T (p2 = q2 = k2 = 0)
itself. However, higher order corrections do contribute appreciably to its higher energy
behavior.
Generally QCD eects are represented as a rich hadron spectrum, with the most im-
portant contributions coming from the lowest energy bound states, i.e. the vector mesons.
This can be elegantly described in the framework of hidden local symmetry, which will
be briefly summarized in the section 4. All other QCD eects, including the higher reso-
nances with broader widths, are expressed as a background amplitude. This background
amplitude may be reasonably well described by the triangle quark contributions of Fig. 1,
in which, however, one should include the following two kinds of major non-perturbative
QCD eects: 1) the current quark masses should be replaced by the constituent quark
masses; 2) the amplitude should be smeared out around the qq threshold.
1) Since the chiral symmetry has been spontaneously broken and there appear NG
bosons, the quarks necessarily acquire dynamical masses. Thus, in this phase of broken
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chiral symmetry, it is natural to replace the current quark mass by the constituent quark
mass in the function I(p2; q2). Note that, however, this replacement never changes the
value of the low energy limit, because I(p2 = 0; q2 = 0) = 1 independently of the quark
mass (see Eq.(3.4)). Further, the asymptotic behavior of I(p2 = 0; q2) = 1 at large q2
has been found to be of order O(m2=q2), which is almost consistent with the short range
behavior obtained from the OPE[7, 11], because the constituent quark masses are of order
f (note that in the chiral limit use of m = 0 gives completely the wrong behavior.) It is
the asymptotic freedom of QCD that guarantees the validity of the perturbative expansion
at short distance. As a result the triangle graph becomes dominant.
2) The graph in Fig. 1 shows the contribution of the qq threshold at p2 = 4m2
(q2 = 4m2) from which an imaginary part emerges as shown in Fig. 2 (the dotted lines).
However, since the quarks are conned, the intermediate states are not multi-quark states
but actually multi-hadron states (2, 4, ... etc.). The above eect may be properly taken
into account by smearing out the original J(q2). Here we adopt the following function:














where x = q2=m2. Both J and J˜ are shown in Fig. 2, where we take the parameter choice
 = 1:4,  = 0:35 and  = 2:5. From this gure, we see that the modied amplitudes J˜
are properly smeared out. This form has been chosen so as to coincide with the original J
(the dotted lines) both in the high and low energy limits.
4 Hidden Local Symmetry and Vector Mesons
In order to get the full amplitude, we need further to take account of the dominant reso-
nances, which in our case are the vector meson poles in the relatively low energy region.
This can be done consistently and systematically in the framework of hidden local sym-
metry (HLS)[12].
4.1 Hidden Local Symmetry
First, following Ref.[6], we briefly review hidden local symmetry. In this framework the
vector mesons are introduced as the dynamical gauge bosons of hidden local symmetry[13].
For the case of the 0 form factor, the low energy QCD system is known to be described
by the model based on the manifold G=H = U(2)L  U(2)R=U(2)Vy. The low energy
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q2=m2
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q2=m2
Imaginary part of J(q2) and J˜(q2=m2)
Im [J ]
Im [J˜ ]
Figure 2: The QCD corrected-improved functions J˜(q2=m2) (solid lines) comparing with
the original functions J(q2) (dotted lines), where we take the parameter choice  = 1:4,
 = 0:35 and  = 2:5.
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2i=fpi (= U(x)) ; (4.1)
from which it is convenient to dene the algebra valued (covariantized) 1-form;
^k =
(





DL  yL −DR  yR
)
=2i; (4.2)
with the covariant derivatives dened by
DL = @L − igVL + ieLL;
DR = @R − igVR + ieRR; (4.3)









L and R denote the external gauge eld, g the hidden local gauge coupling and e the
electromagnetic coupling constant. The external elds are rewritten into the electroweak
gauge elds, B (photon), Z and W :
L = Q [B − tan WZ] + 1
sin W cos W
Tz  Z + 1p
2 sin W
W;
R = Q [B − tan WZ] ; (4.5)
with
W =
 0 W+ cos C












where W and C are the Weinberg and Cabibbo angles, respectively.
Since ^k and ^? transform as
^k;?(x) ! h(x)^k;?(x)hy(x); (4.8)
‡To be exact, we have to consider the [U(3)L  U(3)R]global  [U(3)V]hidden model[14], which contains
the nonet vector mesons , K∗, K¯∗, ! and . We only write the part concerning to the  for reasons of
mathematical simplicity, hereafter.
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where h(x) is an element of the hidden local gauge group, the Lagrangian is given by[6]
L0 = LA + aLV + Lkin(V);









where a is an arbitrary parameter to be determined from experiment. Experimentally, in
the real QCD system the hidden local gauge coupling is found to bex
g2
4
= 2:7  3:0: (4.10)
From the Lagrangian, Eq.(4.9), we get the V V mixing (V  (R + L)=2) as



















g = 3g! = agf
2
 ; gZ =
1− 2 sin2 W
2 sin W cos W
g; gZ! = − sin W
3 cos W
g: (4.12)
4.2 Hidden Local Symmetry with Anomaly Terms
This framework of HLS provides us with the easiest way to incorporate the vector mesons
consistently with the non-abelian anomaly. Following Ref.[6, 12], we introduce the non-
abelian anomaly into the HLS model. The general solution to the Wess-Zumino anomaly















where ΓWZ denotes the Wess-Zumino term[1, 2], ci are arbitrary constants and Li are the
gauge invariant 4-forms which conserve parity and charge conjugation but violate intrinsic
parity{:




; L2 = i tr h^L^R^L^Ri ;





§The upper (lower) value corresponds to a = 2 (2:2). The parameter choice a = 2 reproduces[13] the
complete  meson dominance for the electromagnetic form factor of the pion[15].
¶The intrinsic parity of a particle is defined to be even if its parity equals (−1)spin, and odd otherwise[12].
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where the gauge covariant building blocks are given by
^L;R  1
i




FV  g(dV − igV 2);
F^L;R = L;RFL;R
y
L;R; FL = e(dL − ieL2); FR = e(dR− ieR2): (4.15)
From Eq.(4.13) we nd the V V  vertex[12] as




@!@ρ  pi +   
]
; (4.16)
where the coupling constant g! is given by




Similarly, the V V vertex is given by
LV V = 2g!γ(c4 − c3)" tr hf@V ; @Vg  i
= g!γ(c4 − c3)"
[









@Z  0 +   
]
; (4.18)
where the coupling constant g!γ and r are given by
g!γ = − 3eg
162f
; r  1− 2 sin
2 W
2 sin W cos W
: (4.19)
Moreover, the VV vertex is given by










gγγ = − e
2
42f
; r  1− 4 sin
2 W
2 sin W cos W
: (4.21)
4.3 Transition Form Factors Based on Hidden Local Symmetry
Now, the total Lagrangian is given by




= L0 + LVV + LV V + LV V  +    ; (4.22)
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and we can write down the various transition form factors using this Lagrangian. The












































with Γ and Γ! being the widths of  and ! mesons, respectively. If we set one photon on
its mass-shell (p2 = 0), this reduces to
F (HLS)
(



















































































For p2 = q2 = 0, D and D! all reduce to 1. Then the RHS’s of Eq.(4.23) and Eq.(4.26)
become 1 independently of c3 and c4:
F (HLS)
(




This together with the coecient factor gγγ of Eq.(4.21), excellently reproduces the exper-
imental value of the 0 ! γγ process: this is nothing but the expression of the low energy
theorem. On the other hand, in the high energy limit, since D and D! are suppressed
by order 1=q2, the constant terms (1 − c4) in Eqs.(4.23) and (4.27) and 1 − (c3 + c4)=2
in Eqs.(4.26) and (4.28) become dominant. We know that these q2 independent terms
necessarily violate the unitarity bound in the high q2 (p2) limit. Thus it is necessary to
modify the form factor of Eqs.(4.27) and (4.28).
5 Expression for The Transition Form Factors
In the previous section, we have derived the transition form factors F (HLS) from the eective
chiral Lagrangian based on HLS. The transition form factors F (HLS) describe the low energy
processes induced by the axial anomaly very well. However, as we discussed in the previous
section, we can not extend these form factors to the high energy region in their original
forms. In this section, we propose a new expression for the transition form factors which
are applicable independent of the energy regions. Let us pay attention to the constant
anomaly terms appearing in the rst terms of the form factors Eqs.(4.23), (4.26), (4.27)
and (4.28), which come from LWZ of Eq.(4.22). In the low energy limit, we have seen that
the value of this anomaly term is given by calculating the famous triangle anomaly graph
of Fig. 1. In sect. 3, we have proposed J˜(q2) as the QCD corrected anomaly amplitudes.
We now further propose to use modied form factors where the constant anomaly terms
are replaced by the improved ones. The concrete expressions are as follows. The 0γγ
transition form factor is
F0γ∗γ∗(p
































in which the constant anomaly terms (1 − c4) and c4−c34 of Eq.(4.23) have been replaced
by the smeared functions (1− c4)I˜k and c4−c34 J˜ , respectively.
As expected, this form factor again satises the low energy theorem:
F
(
0; γ(p2 = 0); γ(q2 = 0)
)
= 1; (5.2)
‖The function I˜ is obtained by the same procedure as J˜ .
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which is independent of the parameters c3 and c4. In the high energy region, on the
other hand, we have D(q
2)  m2=q2 and D!(q2)  m2!=q2. If one notices that m 
m!  O(f), it is easy to see that  and ! pole contributions have the same high energy
properties as I˜ and J˜ .





















2; q2)  F
(
0; γ(p; );Z(q; )
)























































where r and r are dened in Eqs.(4.19) and (4.21).
The vector meson form factors can also be obtained. For the later convenience we give
the expression for the !0 transition form factor. By extracting the !-pole contributions
from Eq.(5.1) and by making proper normalization of the amplitude we nd
F!(q
2) = −~cJ˜(q2) + (1 + ~c)D(q2); ~c  c3 − c4
c3 + c4
: (5.6)
In the following sections, we compare the above formulae with the experimental data.
In doing this, it is important to bear in mind the following two points:
1) The complete vector meson dominance (VMD) hypothesis
Since the proposal of the VMD model[15], it has often been believed that VMD never
led to contradictions with the experimental data, and in many analyses VMD was
taken for granted. We should stress here that all the processes so far examined are
those which occur in either the low energy or the high energy limit. As may be seen
from the expressions for the form factors derived in this section, realization of the
VMD hypothesis depends on the parameters ci (c3 and c4 in our case). As we have
already mentioned, in the low and high energy limits the results are independent of
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the choice of these parameter. For example, Γ(0 ! γγ) can be evaluated correctly
either from the pure Wess-Zumino term or by using the VMD hypothesis. The results
are found to coincide completely. In the high energy limit, on the other hand, Arnellos
et al.[16] pointed out that the  meson dominant form factor gives the correct high
energy behavior. So we should remark that it is the intermediate energy phenomena
which determine the parameters ci.
So, the question is in what experimental process we can observe the deviation from
the complete VMD hypothesis, in which the triangle anomaly terms are appreciable.
2) Constant versus momentum dependent triangle anomaly terms
If nature is described by the VMD model, the triangle anomaly term does not con-
tribute either to the form factors or to the decay amplitudes: for example, the













and in this case the I˜ and J˜ terms disappear. However, as we shall see below,
complete VMD is not always realized in nature, so we need the information from
the triangle anomaly terms. For the low q2 region, most of the analyses use the
amplitude obtained directly from the Wess-Zumino term[1, 2]. Namely, they adopt
the form factors F (HLS) of section 4. For example, Bramon et al.[17] have made an
extensive analysis for relatively high q2 region using F (HLS).
If we further straightforwardly extend the amplitudes F (HLS) to the higher q2 region,
say, for example, q2 = M2Z , we would get an extraordinary large decay amplitude
for Z ! 0γ[18]. There have been many discussions concerning this process (see,
for example, Refs. [9], [10] and [11]), which have made it clear that the form factor
should be strongly suppressed.
Our interest here is in examining intermediate q2 phenomena to see how the anomaly
term depends on q2.
6 0γγ Process
In this section we apply our form factors of the previous section to the 0γ transition form
factor and also to the Z ! 0γ decay.
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6.1 0γ Transition Form Factor
















in which (c3 + c4)=2 is to be determined from the experimental data[19]. The experimental
data points are shown in Fig. 3, together with these theoretical curves. The thick line




and the thin (dotted) line corresponds to a 5% increase (decrease) in this value. The result




0 0.5 1 1.5 2
∣∣∣F0γ ∣∣∣2
−q2 [GeV2]
Figure 3: The 0γ transition form factor, where the dotted line corresponds to the param-
eter choice (c3 + c4)=2 = 0:95, the thick line, (c3 + c4)=2 = 1:0 (VMD) and the thin line,
(c3 + c4)=2 = 1:05, respectively.
6.2 Z ! 0γ Decay
By extrapolating the form factor FZ0γ(q
2) of Eq.(5.5) to q2 = M2Z , we obtain the decay
width Γ(Z ! 0γ) together with the coecient factor gZγ of Eq.(4.29):








3 ∣∣∣FZ0γ(q2 = M2Z)∣∣∣2 : (6.3)
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We have already seen that the parameter (c3 + c4)=2 is almost equal to 1, so the rst
term of Eq.(5.5) which is proportional to J˜ does not contribute to the decay width. We
therefore obtain
Γ(Z ! 0γ) = 0:8 10−11 (GeV); (6.4)
which is of roughly the same order as has been predicted by other authors[8, 9, 10, 11, 16].
7 Application to ! Process
The !0 transition form factor is given by Eq.(5.6):
F!(q
2) = −~cJ˜(q2) + (1 + ~c)D(q2); ~c  c3 − c4
c3 + c4
: (7.1)
where ~c is to be determined. We compare the above improved form factor with the following
unimproved form factor:
FC! (q
2) = −~c + (1 + ~c)D(q2); (7.2)
in which the triangle anomaly term is taken to be a constant.
7.1 ! ! 0γ Decay
First, we study the ! ! 0γ decay. Since all the external elds are on mass shell, the form
factor reduces to 1, and the decay width is given by














where g is the gauge coupling constant of the hidden local gauge boson.
From the experimental data[20]
Γ(! ! 0γ)=Γ! = (8:5 0:5) 10−2; (7.4)
or
Γ(! ! 0γ)exp = (7:2 0:5) 10−1 (MeV); (7.5)





= 32:6 2:3 : (7.6)
Using the value of g given in Eq.(4.10) we get
1
2
(c3 + c4) = 0:90  1:0 ; (7.7)
which is to be compared with the value we independently derived in sect. 6.1 (see Eq.(6.2)).
Thus HLS also describes the ! ! 0γ decay well[12]. In the form factor analysis below,
we take the ! ! 0γ decay width as an input.
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7.2 ! ! 0+− Decay
We now consider the ! ! 0+− decay. This gives information about the form factor at
high q2. It is convenient to write this decay width as[21]























3=2 ∣∣∣F!(q2)∣∣∣2 ; (7.8)
where q2 is the intermediate photon momentum (or invariant mass of nal muons), and
F!(q
2) is the !0 transition form factor given in Eq.(7.1).
We nd
Γ(! ! 0+−) =
(
8:97 + 1:79~c + 0:32~c2
)
 10−4  Γ(! ! 0γ) (MeV): (7.9)
The experimental value for the branching ratio of this mode is given by[20]
Γ(! ! 0+−)=Γ! = (9:6 2:3) 10−5; (7.10)
and using this and the branching ratio of ! ! 0γ in Eq.(7.4), we nd
Γ(! ! 0+−)
Γ(! ! 0γ) =
(9:6 2:3) 10−5
(8:5 0:5) 10−2 ’ (1:1 0:3) 10
−3: (7.11)
From these we obtain
~c = 0:49+0:12−0:13: (7.12)
This clearly shows that complete  meson dominance is incapable of describing the !0
form factor[21] (VMD corresponds to ~c = 0, see Eq.(7.1)).
8 Overall Fit of Form Factor
As we saw in the previous section, the transition form factor ! ! 0γ receives appreciable
contributions from the anomaly term, and we use this process to obtain information about
the q2 dependence from the experimental data. The available experimental data for !0γ
lies in a relatively wide energy range (up to 1:4GeV). We compare our form factor F! with
the unimproved form factor FC! .
∗∗The another solution c˜ = −2:5 0:1 is excluded by experiments.
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8.1 !0 Transition Form Factor below m!
First, we t our form factor given in Eq.(7.1) to the experimental data [21]. In the very
low energy region the function J˜(q2) is approximately 1 and so q2 dependent eects are
very small. The results are shown in Fig. 4, in which the thick line corresponds to the



















Figure 4: The !0 transition form factor in the energy range below m!: (a) our form
factor F!(q
2); (b) unimproved form factor FC! (q
2). We use the experimental data shown
in Ref.[21]. In (a) and (b), the thick line corresponds to the parameter choice ~c = 1, the
thin line, ~c = 0:5 and the dotted line, ~c = 0 (VMD).
Although the experimental data shows some deviation from the theoretical curve, we can
clearly exclude the VMD value ~c ’ 0. A rough estimate givesyy
~c = 0:5  1:0; (8.1)
††In Ref. [17], the value c˜ = 0:5 is used.
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which is to be compared with Eq.(7.12). So far as we only use the low energy data, we can
not clearly discriminate between our form factor F! and the unimproved one F
C.















Figure 5: Total cross section of the process e−e+ ! !0 in the energy region from 1 GeV
to 1.4 GeV using our form factor F!(q
2). The thick line corresponds to the parameter
choice ~c = 0:8, the thin line, ~c = 0:7 and the dotted line, ~c = 0:5. The experimental data
is given in Ref.[22].
Let us go to the higher q2 region and study the process e−e+ ! !0. In this case q2
is the total energy squared of the e+e− pair (q2 > (m! + m)2). The cross section for
e−e+ ! !0 is given by











2) and pγ denote the ! momentum and the photon momentum respectively.












(q2 − (m! + m)2) (q2 − (m! −m)2) : (8.4)
19
The results using our form factor F! are shown in Fig. 5, from which we nd that the eect
of the function J˜(q2) suppresses the cross section appreciably. This enables us to reproduce
the experimental data with the value ~c = 0:5  0:8. On the other hand, the predictions
using the unimproved form factor FC! (see Fig. 6) prefer the value ~c = 0:25  0:40, which















Figure 6: Total cross section of the process e−e+ ! !0 in the energy region from 1
GeV to 1.4 GeV using the unimproved form factor FC! (q
2). The thick line corresponds to
the parameter choice ~c = 0:4, the thin line, ~c = 0:25 and the dotted line, ~c = 0:5. The
experimental data is given in Ref.[22].
8.3 Overall Fit in the Energy Range below 1.4 GeV
To summarizing the result so far examined: Data for the 0γ transition form factor indi-
cates that (c3 + c4)=2 = 1, and so their experiment is consistent with VMD. It must be
noted, however, that VMD of 0γ transition form factor does not imply c3 = c4 = 1. In
fact, the experimental data for the !0 transition form factor shows ~c 6= 0 (~c = 0:5  0:8),
i.e., c3 6= c4, which implies some deviation from VMD. Bearing these facts in mind we
here study our form factor F! by comparing it with the experimental data over the whole
energy range below 1.4 GeV. To do this, it is convenient to convert the cross section data































Figure 7: The form factor in the energy range below 1.4 GeV. The low energy data (Exp.1)
is given in Ref.[21], and the high energy data (Exp.2) is translated from the cross section
data[22]. The thick line (~c = 0:5), the thin line (~c = 0:8) and the dotted line (~c = 0:0)
show the values of (a) our form factor F!(q
2) and (b) unimproved one FC! (q
2).
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The predicted curves are shown in Fig. 7. For reference we show the tting using the
unimproved form factor FC! .
9 Summary and Further Outlook
We have seen that the axial anomaly induced amplitudes are not always expressed in terms
of a VMD model. So far as the 0γ transition form factor is concerned, the experiments
indicate that VMD works well. On the other hand, in the experiments for !0 form factor,
it does not. Because of this deviation from VMD, the anomaly term contributions become
important.
It should be remarked that, even for the 0γ transition form factor, there may be cases
where the q2 dependence of the anomaly term becomes important. For example, if we adopt
a constant anomaly term, even very small deviation from VMD yields a large Z ! 0γ
decay width: let the deviation from VMD be ", so that c3+c4
2
= 1+", and let us suppose that
" is very small, say for example, 10−1. Since the suppression of D(q2)  m2=M2Z is of order
O(10−4), the rst term of Eq.(4.28) dominates, which yields Γ(Z ! 0γ)  O(10−5)GeV.
The 107 Z events at LEP then might include the rare decay 0γ events already.
The main task in this paper has been to investigate the q2 dependence of this anomaly
term. We proposed a form factor with the improved triangle anomaly amplitudes I˜ and J˜
of Eq.(5.1) and saw that this reproduces the existing !0 form factors (at least up to 1.4
GeV).
This form factor is found to also be consistent with the extremely high q2 behavior.
At present, however, there exists no data to check whether we can extend our form factor
to the region q2 > (1.4GeV)2. In this sense the Z ! 0γ process may be important.








T3 −Q sin2 W
]
; (9.1)
and the ratio of the coecient g2Zγ to g
2







1− 4 sin2 W
4 sin W cos W
)2
’ 10−3: (9.2)
This is why the Z ! 0γ decay width is predicted very small.
In the future, the W ! γ decay processes may give important information, because
this amplitude are not suppressed. Two photon processes will also provide us with the
another important informations on the function I˜.
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Finally we make comments on the future tasks.
1) We may expect a considerably larger amplitude for the high q2 region for decays
into NG bosons composed of heavy quarks. For example, the decay of Z into γ and heavy
quarkonia may be experimentally detected in the near future. So it is interesting to extend
our formula to heavy quark systems. To do this we have to take account of explicit chiral
symmetry breaking eects in the HLS framework.
2) A more interesting possibility is to apply our formulae to strong interacting systems
other than QCD. For example, technicolor systems may be one of those possibilities. Re-
cently, there have been proposed various types of technicolor-like dynamics whose scales
are of the of order several tens of GeV. In such cases, if the technicolor dynamics is of
a dierent type from QCD, one may expect very light vector bound states or relatively
small decay constants of the order of a few tens of GeV. Then the axial anomaly induced
processes might play an essential role and may be observed as very clear events.
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