Abstract. We define D-special varieties and formulate two weak versions of Pila's Modular Zilber-Pink with Derivatives (MZPD) conjecture, which is a Zilber-Pink type statement for the modular j-invariant and its derivatives. We then prove those conjectures assuming a weak existential closedness conjecture for the differential equation of the j-function. Using those results we establish a weak Modular André-Oort with Derivatives statement unconditionally. Finally, we give unconditional proofs for some special cases of one of the aforementioned weak MZPD conjectures.
where td stands for transcendence degree. This is considered out of reach now. Nevertheless, Zilber gave an interesting model theoretic approach to Schanuel's conjecture. He constructed algebraically closed fields with a unary function, called pseudo-exponentiation, satisfying some of the basic properties of the complex exponential function and, most importantly, satisfying (the analogue of) Schanuel's conjecture (see [Zil04] ).
Assuming Schanuel's conjecture, if one wants it to be part of the first-order theory of the complex exponential field C exp := (C; +, ·, exp, 0, 1), one needs a uniform version of Schanuel's conjecture to hold. To deduce this uniform version from Schanuel's conjecture one needs a finiteness statement. Zilber formulated a diophantine conjecture which serves that purpose. It generalises some famous diophantine conjectures such as Mordell-Lang and Manin-Mumford. He called it "Conjecture on Intersection with Tori", or briefly CIT. We will shortly formulate it but first we need to give some definitions.
Below (C; +, ·, 0, 1) is an algebraically closed field of characteristic zero. We will identify algebraic varieties defined over C with the sets of their C-points. Obviously, algebraic tori are algebraic subgroups of the Cartesian powers of the multiplicative group of C.
The following classical result explains the terminology used in the next definition. A proof can be found in [Sha13] . Theorem 1.2 (Dimension of intersection). Let U be a smooth irreducible algebraic variety and V, W ⊆ U be subvarieties. Then any non-empty component X of the intersection V ∩ W satisfies
The inequality is equivalent to codim X ≤ codim V + codim W (codimensions in U). Definition 1.3. Let U, V, W be as above. A non-empty component X of V ∩ W is said to be typical in U if dim X = dim V + dim W − dim U and atypical otherwise.
In other words atypical components have atypically large dimension. Definition 1.4. Let T ⊆ (C × ) n be a torus and V ⊆ T be an algebraic subvariety. A subvariety X ⊆ V is atypical if it is an atypical (in T ) component of an intersection V ∩ S where S ⊆ T is a torus.
Note that the notion of an atypical subvariety depends on the ambient variety T , which will normally be clear from the context. Conjecture 1.5 (CIT, [Zil02] ). Every algebraic variety in (C × ) n contains only finitely many maximal atypical subvarieties.
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Here algebraic tori are the special varieties. The form of the CIT conjecture is quite general in the sense that once there is a well defined notion of special varieties, one can formulate an analogous conjecture.
Pink independently posed a similar conjecture for mixed Shimura varieties [Pin05] . The general conjecture is now known as the Zilber-Pink conjecture. It generalises the Mordell-Lang and André-Oort conjectures. Also, Bombieri, Masser, and Zannier [BMZ07] independently gave other formulations of CIT. Their motivation came from number theory while Zilber came up with CIT in his work on the model theory of the complex exponential field and Schanuel's conjecture. In any case, the conjecture is purely diophantine.
The Zilber-Pink conjecture (as well as CIT) is wide open, though many special cases have been solved, e.g. Mordell-Lang (Faltings, Raynaud,Vojta) and André-Oort for arbitrary products of modular curves (Pila, [Pil11] ). However, Zilber noticed that a functional analogue of Schanuel's conjecture established by Ax can be used to prove a weak version of the CIT conjecture ( [Zil02] ). Theorem 1.7 (Zilber, "Weak CIT"). Let T ⊆ (C × ) n be an algebraic torus. For every subvariety V ⊆ T there is a finite collection {T 1 , . . . , T l } of proper subtori of T such that every atypical subvariety of V is contained in a coset of T i for some i.
In the modular setting special varieties are irreducible components of varieties defined by modular equations. We call them j-special varieties. Given this notion of special varieties, atypical subvarieties are defined as above. Then the following is a modular analogue of CIT.
Conjecture 1.8 (Modular Zilber-Pink). Every algebraic variety in C
n contains only finitely many maximal atypical subvarieties.
Zilber's argument for deducing weak CIT from Ax's theorem is quite general and goes through in various settings provided there is an appropriate analogue of Ax's theorem. In particular, the Ax-Schanuel theorem for the j-function established by Pila and Tsimerman in [PT16] can be used to prove a weak version of the Modular Zilber-Pink conjecture. Theorem 1.9 (Weak Modular Zilber-Pink). Every algebraic variety in C n contains only finitely many maximal strongly atypical 2 subvarieties.
This result was proven by Pila and Tsimerman in [PT16] using o-minimality. It is actually true uniformly in parametric families (like Weak CIT). We give a differential algebraic proof in Section 5 which is a direct analogue of the proof of weak CIT (we will follow Kirby's adaptation of Zilber's proof [Kir09] ).
However, the j-function satisfies an order 3 differential equation and one can actually formulate a Modular Schanuel conjecture including the derivatives of j. Furthermore, the aforementioned Ax-Schanuel type theorem of Pila and Tsimerman incorporates the j-function and its first two derivatives and hence is a functional analogue of the Modular Schanuel conjecture with Derivatives. So a natural question arises whether one can formulate a Modular Zilber-Pink conjecture with Derivatives (MZPD) and use Ax-Schanuel in that context to prove a weak version of that conjecture.
In unpublished notes Pila formulated such a conjecture and showed that the Modular Schanuel conjecture with Derivatives, along with Modular Zilber-Pink with Derivatives, implies a uniform version of itself.
In this case special varieties (which will be called J-special) are defined as follows. Let H be the complex upper half-plane. Denote J = (j, j ′ , j ′′ ) : H → C 3 where j is the modular j-function. A set U ⊆ H n is H-special if it is defined by some GL + 2 (Q)-relations. For an H-special U denote by U the Zariski closure (over Q alg ) of J(U) ⊆ C 3n . Then J-special varieties are irreducible components of sets of the form U .
3 For a variety V the union of all atypical subvarieties of V is denoted by Atyp(V ). Conjecture 1.10 (Pila, "Modular Zilber-Pink with Derivatives"). For every algebraic variety V ⊆ C 3n there is a finite collection of proper H-special subvarieties U i H n , i = 1, . . . , k, such that Atyp(V ) ∩ J(H n ) ⊆ 1≤i≤k γ∈SL 2 (Z) n γU i .
In this paper we define D-special varieties, which are functional analogues of J-special varieties, and formulate two weak (functional) variants of the above conjecture. For a j-special variety T and a geodesic variety U (which is defined by GL 2 (C)-relations) there is a D-special variety associated with T and U, the defining equations of which are similar to those of J-special varieties. The following are (simpler versions of) our functional MZPD conjectures (general and more precise statements will be given in Section 8).
Conjecture 1.11. Let C be an algebraically closed field of characteristic zero. Given a parametric family of algebraic subvarieties (Vc)c ∈C of C 3n , there is a finite collection of proper j-special subvarieties (T i ) i≤N of C n such that for everyc ∈ C, every strongly atypical subvariety of Vc is contained in a D-special variety associated with one of the varieties T i .
Note that here the definition of a strongly atypical subvariety is more delicate than in Theorem 1.9. It corresponds to the intersection of Atyp(V ) with the image of J in Conjecture 1.10. In the next conjecture instead of considering strongly atypical subvarieties we work with non-constant solutions of the differential equation of the j-function in arbitrary atypical subvarieties. Therefore, it may be seen as a direct functional analogue of the MZPD conjecture.
Conjecture 1.12. Let (F ; +, ·, δ) be a differential field with an algebraically closed field of constants C. Given a parametric family of algebraic subvarieties (Vc)c ∈C of C 3n , there is a finite collection of proper j-special subvarieties (T i ) i≤N of C n such that for everyc ∈ C every point J ∈ Atyp(Vc)(F ), which does not have constant coordinates and satisfies the differential equation of the j-function, is contained in a D-special variety associated with some T i .
We will see that adding derivatives significantly complicates things and apart from the AxSchanuel theorem we also need an Existential Closedness statement for the differential equation of the j-function (which is posed as a conjecture in [Asl18] ) to prove our weak MZPD conjectures. We find this connection intriguing since the general expectation is that Ax-Schanuel alone should be enough to deduce a weak Zilber-Pink statement. Nevertheless, we are able to establish a weak version of the Modular André-Oort with Derivatives (MAOD) conjecture (also proposed by Pila) unconditionally, which is an analogue of André-Oort for the function J and is a special case of MZPD. We also prove Conjecture 1.12 for non-singular pointsJ ∈ Vc unconditionally. Furthermore, using the weak MAOD we give an unconditional proof for another special case of Conjecture 1.12.
Note that Spence also proved a weak version of the MAOD conjecture using o-minimality techniques in [Spe17] . It seems that his result and our result are two different special cases of the general MAOD conjecture and none of them follows from the other. Spence's version of MAOD is more number theoretic while our version can be described as more functional.
Notation and conventions. We fix some notations and conventions here that will be used throughout the paper.
• For a set A and a tupleā ∈ A m we will writeā ∈ A when the length ofā is not essential.
• All fields considered in this paper are of characteristic 0.
• By a variety we mean a Zariski closed set which is not necessarily irreducible. Irreducible varieties are assumed to be absolutely irreducible. When we work in some algebraically closed field C we will identify algebraic varieties defined over C with the sets of their C-points and write V ⊆ C n . For a larger field F ⊇ C the set of F -points of V is denoted by V (F ).
• For a variety V the ideal of polynomials vanishing on V is denoted by I(V ).
• By "generic" we always mean generic in the sense of fields, i.e. Zariski generic, unless explicitly stated otherwise.
• We will consistently use C for a pure field (without additional structure), which will normally be algebraically closed, and K for a differential field possibly with several derivations. In the latter case the field of constants will be denoted by C. In all cases the reader may identify C with the field of complex numbers C. F will also be used for fields possibly with additional structure which will be specified each time.
• If W ⊆ C n+m is an algebraic variety defined over Q then for a tuplec ∈ C m we denote by Wc the fibre of the projection map pr : W → C m abovec. Then the collection (Wc)c ∈C is a parametric family of varieties. This notation is not actually precise since we should letc vary over the C-points of the projection of W , but we will writec ∈ C for simplicity.
• If K ⊆ F are fields, the transcendence degree of F over K will be denoted by td K F or td(F/K). The algebraic closure of a field F is denoted by F alg .
• We write span K (A) for the linear span of a subset A ⊆ Ω of a K-vector space Ω.
• When we work in the affine space F 2n (for some field F ), we will denote its coordinates by (x 1 , . . . , x n , y 1 , . . . , y n ), or concisely (x,ȳ). The coordinates of F 4n (or F 3n ) will be denoted by (x,ȳ,ȳ ′ ,ȳ ′′ ) (respectively (ȳ,ȳ ′ ,ȳ ′′ )). We will usex orȳ (depending on the context) for the coordinates of F n . In all those cases ifū is a subtuple of the coordinates of the affine space under consideration then prū denotes the projection on theū-coordinates.
• In a differential field (K; +, ·, D) for a non-constant element x ∈ K we define a derivation
Differential algebraic preliminaries
We assume the reader is familiar with basics of differential algebra and model theory of differential fields. The reader is referred to [Mar05] for a neat introduction to the topic. Nevertheless in this section we introduce some preliminary concepts and results that will be used in the proofs of the main results of the paper.
2.1. Differential forms. Let C ⊆ K be fields of characteristic zero. The vector space of abstract differential forms (or Kähler differentials) on K over C, denoted Ω K/C , is the quotient of the vector space generated by the set of symbols {dx : x ∈ K} by the relations
When no confusion can arise, we drop the subscript K/C from the notation of Ω.
The map d : K → Ω K/C is the universal derivation on K. It satisfies the following universal property: for every K-vector space V and every derivation δ : K → V with δ | C = 0 there is a unique linear map ξ :
It is easy to verify that arbitrary elements x 1 , . . . , x n ∈ K are algebraically dependent over C if and only if dx 1 , . . . , dx n are linearly dependent over K. Indeed, differentiating a relation p(x 1 , . . . , x n ) = 0 we get a linear relation for dx 1 , . . . , dx n . The other direction follows from the universal property of d.
In particular, td(K/C) = dim Ω K/C and ker(d) is equal to the relative algebraic closure of C in K. From now on we assume C is relatively algebraically closed in K, therefore ker(d) = C.
The vector space of derivations of K that vanish on C is denoted by Der(K/C). A differential form ω ∈ Ω can be considered as a linear functional ω : Der(K/C) → K. For x ∈ K we define dx(D) = Dx for every D ∈ Der(K/C) and extend it to Ω by linearity. Thus, differential forms on K over C can be defined as linear forms on Der(K/C). This establishes an embedding of Ω into (Der(K/C)) * , the dual space of Der(K/C). When td(K/C) is finite, we see that dim(Der(K/C)) * = dim Der(K/C) = td(K/C) = dim Ω K/C hence the above embedding is an isomorphism. So, Ω K/C can be identified with the space (Der(K/C)) * . Assume for some elements x 1 , . . . ,
We claim that its rank is equal to l. Suppose rk Jac(x) < l. Then for every
This means that for
However, D 1 , . . . , D l form a basis of Der(K/C), therefore ω = 0. Thus x i 1 , . . . , x i l are algebraically dependent over C. This implies td(C(x)/C) < l which is a contradiction. Now pick some differential forms ω 1 , . . . , ω k ∈ Ω and consider the subspace Λ of Der(K/C) defined by
Note that we still assume td(K/C) is finite and K = C(x) alg or K = C(x). Then the dual space Λ * can be identified with the quotient vector space Ω/Θ where Θ := span K {ω 1 , . . . , ω k }. Denote l := dim Λ and choose a basis D 1 , . . . , D l of Λ. We claim that
where the Jacobian is defined with respect to the derivations D 1 , . . . , D l . Indeed, the above argument shows that if rk Jac(x) < l then any l vectors among dx 1 , . . . , dx n are linearly dependent in Ω/Θ which contradicts the fact that dim Ω/Θ = dim Λ * = dim Λ = l.
2.2.
Non-commuting derivations. The Ax-Schanuel theorem for the j-function that we consider in Section 4 holds for differential fields with commuting derivations. However, we need a slightly general version of the theorem where the derivations satisfy a weaker condition than commutation. In this section we introduce the necessary tools for generalising some statements from commuting to non-commuting derivations. Let C ⊆ K be fields. We define the Lie bracket on Der(K/C) by Lemma 2.1. Let D 1 , . . . , D m ∈ Der(K) be linearly independent (over K) derivations. Assume that for each i, j
Then there exist K-linearly independent commuting derivations
In other words, any finite dimensional space of derivations which is closed under the Lie bracket has a commuting basis. Note that in this definition we do not assume that the derivations are linearly independent. However, if (2.1) holds for a K-linear basis of span K {D 1 , . . . , D m } then the latter is closed under the Lie bracket.
Background on the j-function
We do not need to know much about the j-function itself, nor need we know its precise definition. Being familiar with some basic properties of j will be enough for this paper. We summarise those properties below referring the reader to [Lan73, Ser73, Mas03, Sil09] for details.
Let GL 2 (C) be the group of 2 × 2 complex matrices with non-zero determinant. This group acts on the complex plane (more precisely, on the Riemann sphere) by linear fractional transformations. Namely, for a matrix g = a b c d ∈ GL 2 (C) we define
This action is obviously the same as the action of the subgroup SL 2 (C) consisting of matrices with determinant 1 (to be more precise, the action of GL 2 (C) factors through SL 2 (C)). The function j is a modular function of weight 0 for the modular group SL 2 (Z), which is defined and analytic on the upper half-plane H := {z ∈ C : Im(z) > 0}. It is SL 2 (Z)-invariant. Moreover, by means of j the quotient SL 2 (Z) \ H is identified with C (thus, j is a bijection from the fundamental domain of SL 2 (Z) to C).
Let GL + 2 (R) be the subgroup of GL 2 (R) consisting of matrices with positive determinant. 4 Let GL + 2 (Q) be its subgroup of matrices with rational entries. For g ∈ GL + 2 (Q) we let N(g) be the determinant of g scaled so that it has relatively prime integral entries. For each positive integer N there is an irreducible polynomial Φ N (X, Y ) ∈ Z[X, Y ] such that whenever g ∈ GL + 2 (Q) with N = N(g), the function Φ N (j(z), j(gz)) is identically zero. Conversely, if Φ N (j(x), j(y)) = 0 for some x, y ∈ H then y = gx for some g ∈ GL The j-function satisfies an order 3 algebraic differential equation over Q, and none of lower order (i.e. its differential rank over C is 3). Namely,
where S denotes the Schwarzian derivative defined by Sy = . Throughout the paper f will always denote the above rational function. Observe also that f is linear with respect to y ′′′ so the differential equation of the j-function can be written as y ′′′ = h(y, y ′ , y ′′ ) for some rational function h.
Ax-Schanuel for the j-function
Let (K; +, ·, D 1 , . . . , D m ) be a differential field with m commuting derivations and let C := i ker D i be the field of constants.
for all i and k. If the j i 's are pairwise modularly independent then
Lemma 4.2. The Ax-Schanuel theorem for the j-function holds in all Lie differential fields.
are the first, second and third derivatives of the complex j-function. Later, when j is an element in a (differential) field, j ′ , j ′′ , j ′′′ will be just some elements with f (j, j ′ , j ′′ , j ′′′ ) = 0. We do not use ′ to denote a derivation of an abstract differential field. 
But then it is clear that
Hence the inequality (4.2) holds and as we pointed out above rk(
Note however that in the applications we find it more convenient to use Lemma 2.1 to choose commuting derivations of the field under consideration and apply Theorem 4.1 instead of applying Lemma 4.2 directly. Also, Ax's theorem for the exponential differential equation holds for arbitrary differential fields so one does not need Lemma 2.1 there.
Corollary 4.3 (Ax-Schanuel without derivatives). Assume
for all i. If the j i 's are pairwise modularly independent then
This theorem implies in particular that the only algebraic relations between the functions j(z) and j(gz) for g ∈ SL + 2 (R) are the modular relations (corresponding to g ∈ GL + 2 (Q)). Let us establish the uniform versions of the above results. Below C is an algebraically closed field.
Definition 4.4. A j-special variety in C
n is an irreducible component of a Zariski-closed set defined by some modular equations. Note that we allow a modular equation of the form Φ N (x i , x i ) = 0 which is equivalent to allowing equations of the form x i = c where c is a special point (the image of a quadratic number under j). If no coordinate is constant on the variety then it is said to be strongly j-special. The j-special closure of a set A ⊆ C n is the smallest j-special variety containing A.
Notation. In K we define E (z,j) (K) ⊆ K 2 as the set of all pairs (z, j) ∈ K 2 for which there are elements j
holds for all k = 1, . . . , m. By abuse of notation we will also let E (z,j) (K) denote the set of all tuples (z,j) ∈ K 2n for which
consists of all E (z,j) -points that do not have any constant coordinate.
Similarly, we consider a predicate E (z,J) (z, j, j ′ , j ′′ ) which will be interpreted in K as
The set E × (z,J) consists of all E (z,J) -points that do not have any constant coordinate.
Remark 4.5. It is easy to see
, and j 1 , j 2 are modularly dependent then z 1 and z 2 are SL 2 (C)-related. However, the converse is not true: if z 2 = gz 1 for some g then this does not impose a relation on j 1 , j 2 (they can be algebraically independent). Nevertheless, in that case we know by Ax-Schanuel that j 1 and j 2 must be either algebraically independent or related by a modular relation.
Theorem 4.6 (Uniform Modular Ax-Schanuel without derivatives). Given a j-special variety S ⊆ C n and a parametric family of varieties
Proof. If the statement of the theorem is false, then we can use the compactness theorem of the first-order logic to find a differential field with m commuting derivations in which Corollary 4.3 is false.
Note that here N(W ) depends on W which imposes an implicit dependence on S and the number of derivations of K (as it is part of the language), but it does not depend on the point (z,j) or the specific differential field K. Now we formulate the uniform version of Ax-Schanuel with derivatives.
Theorem 4.7 (Uniform Modular Ax-Schanuel with Derivatives). Given a j-special variety S ⊆ S n and a parametric family of varieties (Wc)c ∈C ⊆ C n × S(C) × C 2n , there is a natural number N(W ) such that wheneverc ∈ C and (z,j,j ′ ,j ′′ ) ∈ E × (z,J) (K) ∩ Wc(K) with dim Wc < 3 dim S + rk Jac(z), then for some N ≤ N(W ) and some 1 ≤ i < k ≤ n we have S Φ N (y i , y k ) = 0 and Φ N (j i , j k ) = 0.
Weak Modular Zilber-Pink without derivatives
Definition 5.1. Let V ⊆ S ⊆ C n be an algebraic variety where S is j-special. An atypical subvariety of V is an irreducible component W of some V ∩ T , where T is a j-special variety, such that
An atypical subvariety W of V is said to be strongly atypical if it is not contained in any hyperplane of the form x i = a for some a ∈ C (i.e. no coordinate is constant on W ).
The following is an analogue of Zilber's conjecture on intersection with tori.
Conjecture 5.2 (Modular Zilber-Pink). Every algebraic variety V ⊆ C n contains only finitely many maximal atypical subvarieties.
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The following weak version of the above conjecture was proved by Pila and Tsimerman in [PT16] . Their proof uses tools of o-minimality, while the proof that we give below is purely algebraic and is based on Kirby's adaptation of Zilber's proof of weak CIT (see [Kir09] ).
Theorem 5.3 (Weak Modular Zilber-Pink). Given a parametric family of algebraic subvarieties (Vc)c ∈C of a j-special variety S in C n , there is a finite collection of proper j-special subvarieties (S i ) i≤N of S such that for everyc ∈ C, every strongly atypical subvariety of Vc is contained in some S i .
We will need the following definition in the proof.
Definition 5.4. A C-geodesic variety U ⊆ C n (with coordinatesx) is a variety defined by equations of the form x i = g i,k x k for some g i,k ∈ SL 2 (C). If S ⊆ C n (with coordinatesȳ) is a j-special variety, then U is said to be a C-geodesic variety associated with S if for any 1 ≤ i, k ≤ n we have Φ N (y i , y k ) = 0 on S for some N if and only if
Note that for a j-special variety S there are infinitely many geodesic varieties associated with S since the matrices g i,k are chosen arbitrarily. Actually, the family of all geodesic varieties associated with S forms a parametric family of varieties (Uc)c ∈C . In order to regard all geodesic varieties associated with all possible j-special varieties T ⊆ C n as members of a single parametric family of varieties we allow relations of the form x i = g i,k x k for g i,k = 0 (the zero matrix) which should be understood as the formula 0 = 0 (i.e. we multiply through by a common denominator), that is, it does not impose any relations between x i and x k . Thus, in a parametric family of geodesic varieties any two coordinates are related by an equation
Also, observe that if U is a geodesic variety associated with a j-special S then U is irreducible and dim U = dim S.
Proof of Theorem 5.3. Let W ⊆ Vc ∩T be a strongly atypical subvariety of Vc where T is a special subvariety of S. We know that
Letj ∈ W be a generic point over C. We may assume that T is the j-special closure ofj, i.e. the smallest j-special variety containingj (otherwise we would replace T by the j-special closure ofj and the above inequality would still hold). Consider the vector space Der(K/C) of derivations of the field K := C(j) over C. Its dimension is equal to td(K/C) which is equal to dim W . Obviously, Der(K/C) is closed under the Lie bracket hence by Lemma 2.1 we can choose a commuting basis D 1 , . . . , D l of Der(K/C). Now let U ⊆ K n be a geodesic variety associated with T which is defined by equations of the form x i = x k , i.e. all matrices g ∈ SL(C) occurring in the definition of U are chosen to be the identity matrix (or the zero matrix if x i and x k are not linked). Pick a generic (over K) pointz ∈ U. Further, take a tuple (j ′ ,j ′′ ) generic over K subject to the condition that if
These relations are obtained by differentiating the equation Φ(j i , j k ) = 0 (see also Section 7). Consider the field F := K(z,j ′ ,j ′′ ) and extend D i by defining
Claim 2 in the proof of Theorem 8.4) and (z k , j k ) ∈ E (z,j) (F ) for all k. Moreover, since no coordinate is constant on W , the elements j i are non-constant in the differential field (F ; +, ·, D 1 , . . . , D l ). It is also clear that rk Jac(z) = rk Jac(j) = l.
Observe that for different j-special varieties T we get different geodesic varieties U. Nevertheless, all of those can be regarded as members of a parametric family of geodesic varieties (Ud)d ∈C . Now if Ud is associated with T then dim Ud = dim T , and we have
Now we apply the uniform Ax-Schanuel without derivatives to the parametric family (Ud × Vc)c ,d∈C . There is a finite collection of modular polynomials Φ k (Y 1 , Y 2 ), k ≤ N, depending on this parametric family only (which, in its turn, depends only on the family (Vc)c ∈C ), such that two of the j i 's are related by a modular relation given by Φ k for some k ≤ N. Sincej is generic in W over C, W must be contained in a j-special variety defined by a modular equation Φ k = 0 for some k ≤ N. Theorem 4.6 also implies that these varieties do not contain S, therefore intersecting them with S we obtain proper j-special subvarieties of S with the required property.
Note that the finite collection of modular polynomials that we get from uniform Ax-Schanuel depends also on the number l of derivations of our field K. However, this number is bounded by n, so we can work with the union of all those finite collections of modular polynomials obtained for each l = 1, . . . , n.
Remark 5.5. When the parametric family consists of a single variety V we can choose the finite collection of j-special varieties S i so that each S i intersects V strongly atypically (we can achieve this by repeatedly applying Theorem 5.3). This shows that V contains only finitely many maximal strongly atypical subvarieties.
D-Special varieties in C 3n
Before defining special varieties in our setting we first give Pila's definition of J-special varieties and statement of the "Modular Zilber-Pink with Derivatives" (abbreviated as MZPD) conjecture.
Let J : H → C 3 be defined by
We extend J to H n by defining
Definition 6.1. A subvariety U ⊆ H n is called H-special if it is defined by some GL + 2 (Q)-relations. For such a U we denote by U the Zariski closure of J(U) (the image of U under J) over Q alg . A J-special subvariety of C 3n is an irreducible component of a set U where U is a special subvariety of H n .
Definition 6.2. For a J-special variety S ⊆ C 3n and a subvariety V ⊆ S we let the atypical part of V , denoted Atyp(V ), be the union of all atypical (in S) components of intersections V ∩ T where T ⊆ S is a J-special variety.
Conjecture 6.3 (Pila, "Modular Zilber-Pink with Derivatives"). For every algebraic variety V ⊆ C 3n there is a finite collection of proper H-special subvarieties
In his notes Pila shows that assuming this conjecture, the Modular Schanuel Conjecture with Derivatives implies its uniform version.
Remark 6.4. Note that here we may need infinitely many J-special subvarieties to cover the atypical part of V (see [Spe17] for an example). Thus, the atypical set of V is controlled by finitely many j-special (equivalently, H-special varieties) but not necessarily finitely many Jspecial varieties. Now we define special varieties in our context. We will call them D-special varieties (where D stands for differential). The difference between D-special and J-special varieties is that we allow the geodesic relations to come from GL 2 (C) rather than GL + 2 (Q).
Definition 6.5. Let T ⊆ C n be a j-special variety and U ⊆ C n be a C-geodesic variety associated with T . Define D to be the zero derivation on C and extend (C; +, ·, D) to a (sufficiently saturated) differentially closed field (K; +, ·, D). Now let (z,j,j ′ ,j ′′ ) ∈ K 4n be generic 8 over C (in the sense of differentially closed fields, that is, of maximal Morley rank) in
Then the Zariski closure of the point
over C is a D-special variety associated with T and U. We will also say that T (or U) is a jspecial (respectively, geodesic) variety associated with this D-special variety. As before we have a parametric family of geodesic varieties associated with T and hence we also have a parametric family of D-special varieties associated with T .
Observe that though we defined D-special varieties in a differential algebraic language, they are purely algebraic geometric objects. In particular, D-special varieties over C do not depend on the choice of the differentially closed extension K. Moreover, we could give an equivalent definition by using only algebraic language and completely avoiding mentioning derivations. Indeed, after choosing a geodesic variety associated with T , we could just differentiate the modular relations defining T and get some algebraic relations betweenj,j ′ ,j ′′ , possibly overz. Now eliminating z's from those equations, that is, existentially quantifying overz, we get algebraic equations defining our D-special variety. This is equivalent to taking the fibre above a Zariski genericz and taking its Zariski closure over C (this obviously does not depend on the choice ofz as long as it is generic).
Let us illustrate this point. In what follows we assume none of the coordinates is constant on a D-special variety. We will discuss the possibility of having constant coordinates later. Let T ⊆ C 2 be a j-special variety defined by an equation Φ(y 1 , y 2 ) = 0 where Φ is a modular polynomial. Let U ⊆ C 2 be a geodesic variety given by a single equation
Now pick a Zariski generic point
In fact, when T has a constant coordinate y i , we choose z i , j ′ i , j ′′ i to be constants from C so they are not generic over C. We ignore this issue since we will only work with varieties with no constant coordinates.
On the other hand
Hence we have
Now if c = 0, i.e. g is upper triangular, then (6.3) gives an algebraic relation between
. Differentiating (6.3) once more with respect to ∂ z 1 we will get an algebraic relation between j 1 , j 2 , j
If c = 0 then we do not get an algebraic relation between j 1 , j 2 , j
Nevertheless we see that z 1 is algebraic over j 1 , j 2 , j Now assume that in addition to the above modular relation we also have a modular relation between j 2 and j 3 . Note that this implies that j 1 and j 3 are also modularly dependent. Also, z 1 , z 2 , z 3 are pairwise linked by SL 2 (C)-relations. The above procedure can be used to write down the defining equation of the appropriate D-special variety S. If all matrices from SL 2 (C) linking z 1 , z 2 , z 3 are upper triangular then dim S = 3, otherwise dim S = 4.
The same is also true for each subtuple ofj the coordinates of which are pairwise modularly dependent. In general, we can apply the above procedure to each such subtuple and get the equations defining the D-special variety associated with T and U. For each such subtuple of maximal length k we will get a distinct set of equations defining a subvariety of K 3k . We will refer to those as j-blocks. Since there are no equations linking coordinates of different j-blocks we also see that the dimension of the obtained D-special variety is equal to the sum of dimensions of j-blocks (each of which is either 3 or 4). Definition 6.6. Let V ⊆ C 3n be an irreducible variety. A j-block of V is a projection of V onto the coordinates (y i 1 , . . . , y i k , y
the coordinates (y i 1 , . . . , y i k ) are pairwise modularly related on V and none of them is modularly related to a coordinate y l for any l / ∈ {i 1 , . . . , i k }. The number k is the size (or length The above analysis shows that every j-block of a D-special variety has dimension 0 (this corresponds to constant coordinates), 3 (this corresponds to upper-triangular matrices) or 4 and that every D-special variety is isomorphic to the product of its j-blocks. It also motivates the following definition. Observe that a D-special variety S associated with a j-special variety T is upper triangular if and only if dim S = 3 dim T . For example, C 3n is an upper triangular D-special variety.
Proposition 6.9. If T ⊆ C n is a j-special variety and U ⊆ C n is a geodesic variety associated with T defined by GL + 2 (Q)-relations so that the elements g ∈ GL + 2 (Q) correspond to the modular equations defining T (as described in Section 3) then the D-special variety S associated with T and U is J-special.
11 Furthermore, any J-special variety is D-special (defined over C).
Proof. The above analysis in an abstract differential field holds in particular for the complex j-function and its complex derivatives (and it was carried out by Pila in his unpublished notes).
10 One may also define weakly D-special varieties by allowing arbitrary constant coordinates.
11 If T has a constant coordinate y i = j(τ ) for some quadratic irrational τ ∈ H then we must assume y
Therefore, ifŨ ⊆ H n is defined by the same GL + 2 (Q)-relations as U then Ũ is the D-special variety associated with T and U.
Notation. Let E J be the projection of E (z,J) onto the last three coordinates, that is, in a differential field (K; +, ·, D 1 , . . . , D m ) the predicate E J (j, j ′ , j ′′ ) is interpreted as
Equivalently, E J is given by
Further, we denote by E × J the set of all points in E J with no constant coordinates. In general, the intersection of two D-special varieties may not be D-special since for the same modular relation Φ(y i , y k ) = 0 we have more than one possible relations between y i , y k , y
is not D-special. So we come up with the following definition. 
thenJ belongs to a proper D-special subvariety of S.
Remark 6.13. Here and later it is inferred that S is strongly D-special for it is defined over C and contains a point with no constant coordinates. We normally do not state explicitly that a D-special variety that we work with is strongly D-special but it is always implied by other conditions.
We prove a uniform version of this theorem.
Theorem 6.14 (Uniform Weak Ax-Schanuel). Assume (K; +, ·, D 1 , . . . , D m ) is a differential field (with commuting derivations) with constant field C. Let S ⊆ C 3n be a D-special variety associated with a j-special variety T ⊆ K n . Given a parametric family of varieties (Wc)c ∈C ⊆ S, there is a natural number N(W ) such that ifc ∈ C and (j,j ′ ,j ′′ ) ∈ E × J (K) ∩ Wc(K) and dim Wc < dim S − dim T + rk Jac(j), then for some N ≤ N(W ) and some 1 ≤ i < k ≤ n we have S Φ N (y i , y k ) = 0 and Φ N (j i , j k ) = 0.
Proof. Pick a C-geodesic variety U ⊆ K n associated with S. Then dim U = dim T . Let Vc be the subvariety of U × Wc defined by the equations
for each pair of coordinates (y i , y k ) for which a modular relation Φ(y i , y k ) = 0 holds on T . Note that this equation corresponds to (6.3).
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There are two possibilities. If c = 0 in the above equation then it is one of the defining equations of S and hence of Wc. So in this case no new equation is added. On the other hand if c = 0 then (6.4) gives a new equation. Indeed, on U × Wc the x-coordinates are not related to the (y, y ′ , y ′′ )-coordinates while on Vc they are. Now letz be generic (over C) in the fibre of Vc above (j,j ′ ,j ′′ ) such that
If we decompose S into a product of j-blocks as above then let t be the number of distinct j-blocks of dimension 4. Then dim Vc ≤ dim U − t + dim Wc < dim S − t + rk Jac(j) = 3 dim T + rk Jac(z). Now we can choose N(W ) to be the uniform bound given by Theorem 4.7 for the family of varieties Vc.
Existential closedness
In [Asl17] we gave a candidate for the first-order theory of the relation E (z,J) by which we mean the theory of a reduct (F ; +, ·, E (z,J) ) of a differentially closed field F with a single derivation D. It turns out that the variant of the weak Zilber-Pink conjecture that we are going to consider is closely related to one important axiom scheme known as Existential Closedness. So before proceeding with Zilber-Pink we describe the aforementioned theory below paying special attention to existential closedness. In this section all differential fields are ordinary, i.e. have only one derivation.
Definition 7.1. The theory T 0 (z,J) consists of the following first-order statements about a structure F in the language L j := {+, ·, E (z,J) , 0, 1}.
A1 F is an algebraically closed field with an algebraically closed subfield C := C F , which is defined by E (z,J) (0, y, 0, 0). Further, C 4 ⊆ E (z,J) (F ) and ifā = (z, j, j ′ , j ′′ ) ∈ E (z,J) (F × ) and one of the coordinates ofā is in C thenā ∈ C. A2 For any z, j ∈ F \ C there is at most one pair (j ′ , j ′′ ) in F with E (z,J) (z, j, j ′ , j ′′ ).
12 We do not add more equations involving y ′′ i , y ′′ k , which would correspond to the equations obtained from differentiating Φ(j i , j k ) = 0 twice, since those equations would follow from the given ones.
A3 If
Conversely, if for some j we have (z 1 , j, j
′′ 2 are determined from the following system of equations:
then Φ N (j i , j k ) = 0 for some N and 1 ≤ i < k ≤ n or j i ∈ C for some i.
Definition 7.2. An E (z,J) -field is a model of T 0 (z,J) . Notation. Let F be a field, n be a positive integer, k ≤ n and 1 ≤ i 1 < . . . < i k ≤ n. Denotē i = (i 1 , . . . , i k ) and define the projection map prī :
Further, define prī :
Also, define pr¯i :
It will be clear from the context in which sense pr¯i should be understood. is normal if and only if for any 1 ≤ i 1 < . . . < i k ≤ n we have dim pr¯i V ≥ 3k. We say V is strongly normal if the strict inequality dim pr¯i V > 3k holds.
Consider the following statements for an E (z,J) -field F . EC For each normal variety V ⊆ F 4n the intersection E (z,J) (F ) ∩ V (F ) is non-empty. WEC For each strongly normal variety V ⊆ F 4n defined over C the intersection E × (z,J) (F )∩V (F ) is non-empty.
GWEC For each irreducible strongly normal variety V ⊆ F
4n defined over a finitely generated subfield C 0 ⊆ C, the intersection E × (z,J) (F ) ∩ V (F ) contains a point generic in V over C 0 . Here EC, WEC and GWEC stand for Existential Closedness, Weak Existential Closedness and Generic Weak Existential Closedness respectively. It is easy to verify that (reducts of) differentially closed fields are models of T 0 (z,J) . In [Asl18] we conjectured that they also satisfy EC.
Conjecture 7.4 (EC). Differentially closed fields (with a single derivation) satisfy EC.
Conjecture 7.5 (WEC). Differentially closed fields (with a single derivation) satisfy WEC.
It is easy to see that for E (z,J) -fields EC implies WEC and hence Conjecture 7.4 implies Conjecture 7.5. However we do not need this result as we are going to use WEC only.
The above conjectures are related to the problem of "adequacy" of the Ax-Schanuel inequality for the j-function (see [Asl17, Asl18] for definitions and details). As we will see shortly, (a weaker version of) the WEC conjecture implies a weak MZPD conjecture. Thus, the model theoretic properties of the differential equation of the j-function are closely related to the MZPD conjecture. We find the connection of EC and MZPD intriguing since the general expectation is that Ax-Schanuel alone should be enough to deduce a weak Zilber-Pink statement.
The following is a standard result (see [Kir09, Asl17, Asl18] for example) but we present a proof for completeness. Definition 7.9. A free part of an algebraic variety V ⊆ F 4n (or V ⊆ F 3n ) is a projection W = pr¯i V which is free andī is of maximal length.
In other words a free part of an algebraic variety contains exactly one quadruple (triple) of coordinates from each j-block. Note that in general a variety has several free parts (unless it is free). Definition 7.10. A free irreducible algebraic variety V ⊆ F 3n is D-normal if and only if for any 1 ≤ i 1 < . . . < i k ≤ n we have dim prī V ≥ 2k. We say V is strongly D-normal if the strict inequality dim pr¯i V > 2k holds.
Equivalently, a free variety V ⊆ F 3n is D-normal if and only if F n × V ⊆ F 4n is normal.
Definition 7.11. Let V ⊆ C 3n be an irreducible variety with a D-special closure S and let T be the j-special closure of prȳ V . Then V is said to be D-normal if for all
If for allī the above inequality is strict then V is strongly D-normal.
Remark 7.12. It is easy to see that if V is strongly D-normal then its j-blocks are D-special. Then there is a unique D-special closure of V which is simply the product of its j-blocks. In particular strong D-normality does not depend on the choice of S. One can also show that D-normality does not depend on S either. However, to avoid any complications we could require in the above definition that all j-blocks of V be D-special and take S to be the product of those j-blocks.
Also, for free varieties the two definitions of (strong) D-normality coincide.
Conjecture 7.13 (J-WEC).
In differentially closed fields (with a single derivation) every strongly D-normal variety (defined over the field of constants) contains an E × J -point. Proposition 7.14. The WEC conjecture implies the J-WEC conjecture.
Proof. Let (F ; +, ·, D) be a differentially closed field with constant field C and V ⊆ F 3n be a strongly D-normal variety defined over C. Let also T be the j-special closure of prȳ V and V = pr¯i V ⊆ F 3k be a free part of V . If S is the D-special closure of V then the above remark shows that S is a D-special variety associated with T and some C-geodesic variety U and the j-blocks of V coincide with the jblocks of S. Let W be a subvariety of U × V defined by equations (6.4) exactly as in the proof of Theorem 6.14. DenoteW := prī W ⊆ F k ×Ṽ . ThenW is free and strongly normal. So by WEC it contains an E (z,J) -point with no constant coordinates. This point extends (by adding only algebraic elements) to a point (z,j,j ′ ,j ′′ ) of W which is an E (z,J) -point. Now it is easy to see that (j,j ′ ,j ′′ ) ∈ V is an E × J -point.
Proposition 7.15. Assume the J-WEC conjecture and let (F ; +, ·, D, 0, 1) be an ℵ 0 -saturated differentially closed field with field of constants C. Then for each strongly D-normal variety V ⊆ F 3n defined over a finitely generated subfield
Proof. This can be proven exactly as Proposition 7.6 by using Rabinovich's trick. One might expect strongly atypical subvarieties to be defined as before, that is, if W is atypical and no coordinate is constant on W then it is strongly atypical. However, the condition of not having a constant coordinate in the j-special case is equivalent to the statement that all projections of W have positive dimension. This is actually what the analogue of strong D-normality would be in that setting. So, from this point of view, the above notion of strong atypicality for D-special varieties is analogous to strong atypicality for j-special varieties. Furthermore, normality and existential closedness have been implicitly used in the proof of weak MZP without derivatives as well, and we did not see those explicitly since the appropriate notion of strong normality was simpler there (equivalent to not having constant coordinates) and the analogue of the J-WEC conjecture (which may be called j-WEC) holds trivially.
Moreover, the MZPD conjecture states that J-points of atypical components are governed by finitely many modular relations. In the differential setting this is reflected in the requirement that strongly atypical subvarieties be strongly D-normal since strong D-normality corresponds to having an E 3n be an upper triangular D-special variety associated with a j-special variety P ⊆ C n . Given a parametric family of algebraic subvarieties (Vc)c ∈C of S, there is a finite collection of proper j-special subvarieties (P i ) i≤N of P such that for everyc ∈ C, every strongly atypical subvariety of Vc is contained in a D-special variety associated with one of the varieties P i .
Remark 8.3. Note that while S is assumed to be upper triangular, the D-special varieties that we intersect with Vc to get atypical components are arbitrary. In particular, we can choose S = C 3n since the latter is upper triangular D-special. Proof. Let W ⊆ Vc ∩ T be a strongly atypical subvariety of Vc where T is a special subvariety of S. We know that
We may assume without loss of generality that T is the smallest D-special variety containing W , i.e. it is the D-special closure of W (which is unique since W is strongly D-normal). Indeed, otherwise we could replace T by the D-special closure of W and the above inequality would still hold.
Step 1. LetJ := (j,j ′ ,j ′′ ) ∈ W be a Zariski generic point over C. Denote K := (C(J)) alg and consider the vector space Der(K/C) of derivations of the field K over C. Its dimension is equal to dim W .
Let Λ := Λ(K/C) be the subspace of Der(K/C) defined as 
Proof. Let d : K → Ω be the universal derivation on K over C where Ω = Ω K/C is the vector space of the abstract differential forms of K over C (see Section 2.1). Denote
Assume that j 1 and j 2 are related by a modular equation. Then the coordinates y 1 , y 2 satisfy the same modular equation on T (since we assumed T is the D-special closure of W ). Hence dim pr 1,2 T is 3 or 4 depending on whether that projection is upper triangular or not. If it is upper triangular then ω 1 = ω
We need to prove that
It can be deduced by differentiating the equations linking j 1 , j
However, we give a briefer argument here. First observe that if Dj 1 = 0 then Dj . Let z 2 = gz 1 and choose g ∈ SL 2 (C) so that (z 1 , z 2 ) lies in a geodesic variety associated with pr i,k T . Then
and ∂ z 2 j 2 and j ′ 2 satisfy the same algebraic equation over j 1 , j
, that is, pr 1,2 T is not upper triangular. Let U ⊆ C 2 be a geodesic variety associated with pr 1,2 T and defined by an equation
We may assume Dj 1 = 0 as before. We know that Φ(j 1 , j 2 ) = 0 for some modular polynomial Φ(Y 1 , Y 2 ). Differentiating this we get
Differentiating this equality and using (8.5) and (8.6) we get
By definition of D-special varieties we know that in a differentially closed field (F ; +, ·, δ) there are two points
2 ) is generic in pr 1,2 T over the constants and
Differentiating the second equality and taking into account the fact that
we see that
2 ) is generic in pr 1,2 T over C (and that u 1 and z 1 satisfy the same algebraic equation over
, that is,
Now it is clear that j
. Therefore we can prove as in the upper triangular case that
where z 2 = az 1 +b cz 1 +d , which immediately implies the desired equality. Now if a third coordinate j 3 is modularly related to j 2 then j ′ 3 is algebraic over j 1 , j
and we can prove as above that ω 3 , ω
In the upper triangular case we obviously would have ω 3 , ω
Thus, each j-block of T of dimension 3 contributes at most 2 to dim Θ while each j-block of dimension 4 contributes at most 3. 
We claim that the expression in brackets is equal to zero. Indeed, after simplifying it we see that it suffices to prove that
This is equivalent to
Similarly, the equality
which does not depend on i. This finishes the proof.
Step 2. Denote l := dim Λ. By Lemma 2.1 we can take a commuting basis D 1 , . . . , D l of Λ and consider the differential field (K; +, ·, D 1 , . . . , D l ). We claim that none of the coordinates ofJ is constant in this differential field, that is, for each coordinate at least one of the derivations D i does not vanish at that coordinate. DenoteĈ := i ker(D i ).
Proof. Since every derivation in Λ is a linear combination of D 1 , . . . , D l , it suffices to prove that for each k there is a derivation D ∈ Λ such that Dj k = 0. Let C 0 ⊆ C be a finitely generated subfield over which W is defined. Denote K 0 := C 0 (J) alg ⊆ K. Consider C as a differential field with the zero derivation and extend it to an ℵ 0 -saturated differentially closed field (F ; +, ·, δ) with field of constantsC (which is an ℵ 0 -saturated algebraically closed extension of C and when C itself is ℵ 0 -saturated (e.g. when C = C) we may assumẽ C = C). By Proposition 7.15 there is a point (w,w ′ ,w ′′ ) ∈ W (F ), generic in W over C 0 , such that for each i = 1, . . . , n we have δw i = 0 and
We observe that the existence of D with the desired properties is equivalent to some system of algebraic equations having a solution. Let W be defined by a finite collection of polynomial equations
We also assume that the (prime) ideal
of polynomials vanishing on W is generated by p 1 , . . . , p k . Consider the following system of equations:
We want to solve this system in K with respect to Dj i , Dj
Once we find a solution, we can define D appropriately onJ and extend it uniquely to K. Now observe that F 0 := C 0 (w,w ′ ,w ′′ ) alg ⊆ F is isomorphic to K 0 as a pure field. Hence, K 0 can be embedded into F , again as a pure field. Since the above system does have a solution in F , namely δw i , δw 13 it has a solution in K 0 , and hence in K too.
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Step 3. Now let Ud ⊆ K n be a C-geodesic variety corresponding to T chosen from the parametric family of allĈ-geodesic subvarieties of K n . Then dim Ud = dimT . Extend (if necessary) the differential field (K; +, ·, D 1 , . . . , D l ) by adjoining elements (z 1 , . . . , z n ) ∈ Ud with
Let us stress that here we can choosez from Ud, which means that the geodesic relations linking z i 's come from SL 2 (C) rather than SL 2 (Ĉ), since W and T are defined over C. Note also that if z i corresponds to a j-block of T of dimension 3 then z i is transcendental over K, otherwise it is algebraic over (and hence belongs to) K. Simple calculations as in Claim 2 show that the derivations commute on z i 's and hence on K(z). Further, as we saw in Section 2.1 rk Jac(z) = rk Jac(J) = dim Λ. Thus
Now we apply the uniform Ax-Schanuel with derivatives to the parametric family (Ud ×Vc)c ,d∈Ĉ and get a finite collection of j-special varieties P i P, i = 1, . . . , N, depending on this parametric family only (which, in its turn, depends only on V and is independent of T and W ), such that j ∈ P i for some i. ThenJ belongs to a D-special variety associated with P i which is not necessarily defined over C (since it is possible that C Ĉ ). However, since W and T are defined over C, it follows that there is a D-special variety S i associated with P i and defined over C such that J ∈ S i . So we can conclude that W ⊆ S i asJ is generic in W over C. Now we can finish the proof as in Theorem 5.3. 8.2. Version 2. Now we formulate another functional analogue of the MZPD conjecture.
Definition 8.5. For a D-special variety S ⊆ C 3n and a subvariety V ⊆ S we let the atypical part of V , denoted Atyp(V ), be the union of all atypical (in S) subvarieties of V .
Conjecture 8.6 (WMZPD-2). Let (F ; +, ·, δ) be a differential field with an algebraically closed field of constants C. Let also S ⊆ C 3n be an upper triangular D-special variety defined over C associated with a j-special variety P ⊆ C n . Given a parametric family of algebraic subvarieties (Vc)c ∈C of S, there is a finite collection of proper j-special subvarieties (P i ) i≤N of P such that for everyc ∈ C the intersection Atyp(Vc)(F ) ∩ E × J (F ) is contained in the union of all D-special varieties associated with P i 's. Proof. The idea is to use the theorem on the dimension of intersection in smooth varieties (Theorem 1.2). Since it is local in nature, it is easy to see that the following generalisation holds. If U, V, W are irreducible varieties with U, V ⊆ W and if there is a non-singular pointw of W which also belongs to U and V then the dimension of every component of
Proof of Theorem 8.7. Let T ′ be a D-special variety which intersects Vc atypically. AssumeJ
The pointJ has a unique D-special closure which we denote by T . We claim thatJ belongs to an atypical (in S) component of Vc ∩ T .
Although D-special varieties are not smooth in general (and even modular curves have singularities), E × J -points on D-special varieties are non-singular since such points are generic in j-blocks and a D-special variety is just the product of its j-blocks. Thus,J is a smooth point of T ′ , hence by Lemma 8.8J belongs to an atypical component W of the intersection Vc ∩ T in S. Now Theorem 6.12 implies
whereT is the j-special variety associated with T . Moreover, this inequality holds for all projections of W and hence it is strongly D-normal. Therefore the conditions of Conjecture 8.2 are satisfied, and we are done.
8.3. An unconditional result. A special case of the WMZPD-2 conjecture can be proven unconditionally.
Theorem 8.9. Let (F ; +, ·, δ) be a differential field with an algebraically closed field of constants C and S ⊆ C 3n be an upper triangular D-special variety defined over C associated with a j-special variety P ⊆ C n . Given a parametric family of algebraic subvarieties (Vc)c ∈C of S, there is a finite collection of proper j-special subvarieties (P i ) i≤N of P such that for everyc ∈ C if
is a non-singular point of Vc thenJ is contained in a D-special variety associated with one of the P i 's.
We establish some auxiliary results first.
Notation. For a collection of polynomials p 1 , . . . , p k ∈ C[X 1 , . . . , X n ] we denote its Jacobian matrix by
Lemma 8.10. Let V ⊆ C n be an algebraic variety. Assume that I(V ), the (radical) ideal of V , is generated by polynomials p 1 , . . . , p k . If W ⊆ V is an irreducible component andw ∈ W is generic then for any polynomial q ∈ I(W )
Proof. Assume V = W ∪ U where W ⊆ U (note that U may be reducible). Sincew is generic in W , it does not belong to U, hence for some polynomial r ∈ I(U) we have qr ∈ I(V ) and r(w) = 0.
for some polynomials c l . Hence for each i
Evaluating this at the pointw we get
This immediately implies the desired equality of ranks.
Lemma 8.11. Let V and U be irreducible varieties in C n and W ⊆ V ∩ U be an irreducible component. Pick generic pointsv ∈ V,ū ∈ U,w ∈ W . Assume D 1 ∈ Der(C(v)/C) and D 2 ∈ Der(C(ū)/C) are derivations such that
for some rational functions f i . Assume further that each f i is defined atw. Then there is a derivation D ∈ Der(C(w)/C) such that Dw i = f i (w).
Proof. Let I(V ) = (p 1 , . . . , p k ) and I(U) = (q 1 , . . . , q s ) and I(V ∩ U) = (r 1 , . . . , r t ). Denote bȳ f (X) the n × 1 matrix with components f i (X) .
By Lemma 8.10 it suffices to prove that
Indeed, if this equality holds then the map D given by Dw i = f i (w) extends uniquely to a derivation of C(w) over C. The ideal I(V ∩ U) is the radical of the ideal I(V ) + I(U) = (p 1 , . . . , p k , q 1 , . . . , q s ). Pick a polynomial r(X) ∈ I(V ∩ U). We need to prove that ∂r ∂X
(w) ·f (w) = 0. We know that r m ∈ (p 1 , . . . , p k , q 1 , . . . , q s ) for some m. The case m = 1 is straightforward so we consider the case m > 1. We assume for simplicity that m = 2, it will make notations simpler but our argument will go through for an arbitrary m.
Thus, we assume
for some polynomials a i and b i . For a polynomial h(X) denoteĥ
Applying D 1 to (8.8) forX =v and taking into account that p i (v) = 0 we get
Applying D 1 once more we get
Sincev is generic in V ,w ∈ V , r(w) = q i (w) = 0, andf (X) is defined atw, we conclude that
Now we apply D 2 to the equality q i (ū) = 0 and obtain
Sinceū is generic in U andw ∈ U andf (X) is defined atw, we havê
Therefore,r(w) = 0 as required.
Lemma 8.12.
(i) Given a parametric family (Vc)c ∈C of algebraic varieties, there is a parametric family of varieties such that for everyc ∈ C every irreducible component of Vc is a member of that family.
(ii) Let (Vc)c ∈C be a parametric family of varieties in C n . Then there is a parametric family of polynomials (q i (X,c))c ∈C , i = 1, . . . , k, such that for eachc ∈ C if Vc is irreducible then I(Vc) is generated by q 1 (X,c) , . . . , q k (X,c).
Proof. We will use some well known results on bounds in polynomial rings over fields (see [vdDS84] ). In particular, those bounds show that for a variety being irreducible is first-order.
(i) We may assume that C is saturated, i.e. has infinite transcendence degree over Q. Assume also that V ⊆ C n+m . Denote the projection of V onto the last m coordinates by W (note that V and W are defined over Q). For eachc ∈ W (C) let
be the decomposition of Vc into a union of irreducible components. is the irreducible decomposition of Vx. Observe that ϕc is defined over the empty set (i.e. without parameters) and is true ofc. Then the infinite disjunction c∈W (C) ϕc(x) is equivalent to the formulax ∈ W . Hence by saturatedness of C we deduce that there are finitely many formulas ϕ 1 , . . . , ϕ l from the set {ϕc :c ∈ W (C)} such that for everyx ∈ W there is an i such that ϕ i (x). This easily yields the desired result.
(ii) As above if V ⊆ C n+m then denote the projection of V onto the last m coordinates by W . Fixc ∈ W (C) and let Vc be defined by polynomial equations
Let Ic be the ideal generated by p 1 (X,c) , . . . , p k (X,c). Assume I(Vc) = √ Ic is generated by r 1 (X,c) , . . . , r kc (X,c).
Let ψ(ȳ) be the formula stating thatȳ ∈ W and Vȳ is irreducible. For eachc ∈ W (C) consider a formula ϕc(ȳ) stating that ψ(ȳ) holds, (r 1 (X,ȳ), . . . , r kc (X,ȳ)) C[X] is a prime ideal and
Then the infinite disjunction c ϕc(ȳ) is equivalent to ψ(ȳ). Hence the polynomials r i form a parametric family as in the first part.
Notation. Consider a finite collection of polynomials
We denote by Mp = (M k,i ) k,i the m × n matrix with entries
Let us stress that the entries of M are rational functions and so we may speak of the value of M at a given point. In particular, in the following proof these rational functions will be defined at all points under consideration (this follows from the form of f , see Section 3).
We call Mp the E (z,J) -Jacobian of the given collection of polynomials.
Proof of Theorem 8.9. Let us prove the theorem for a single irreducible variety V . At the end it will be clear that our argument goes through for an arbitrary parametric family of varieties. Assume T is a D-special variety such thatJ belongs to an atypical component of V ∩ T . By Lemma 8.8 we may assume (as in the proof of Theorem 8.7) that T is the D-special closure ofJ.
The strategy of the proof is to find a subvariety W of V containingJ such that a generic point of W is an E × J -point for some derivation. Since we assumedJ is smooth in V , the intersection W ∩ T is atypical. We also ensure that W depends only on V and not onJ or T . More precisely, we will find a parametric family of subvarieties of V , depending on V only (and not onJ or T ), such that for everyJ some member of that family has the desired properties. Then we may proceed as in the proof of Theorem 8.4. This strategy works for upper triangular T but when T is not upper triangular we also need to work with a geodesic variety U associated with T . So the arguments given below are technically more involved but the main idea is the same.
Let U ⊆ C n be a geodesic variety associated with T defined by equations
where either g i,k ∈ SL 2 (C) or g i,k = 0 in which case x i and x k are not linked by an algebraic relation (see Section 5). Pick a generic point
LetṼ 0 be defined by a finite collection of polynomial equations
. Note that the geodesic relations defining U are included in the above system of equations. We inductively construct subvarieties U × V =Ṽ 0 Ṽ 1 Ṽ 2 . . . . Then we pick a generic point ofṼ 1 and repeat this procedure forṼ 1 and M 1 which is the E (z,J) -Jacobian of a finite system of polynomials generating the prime ideal ofṼ 1 . This process must terminate after finitely many steps because of Noetherianity of the Zariski topology. Assume it terminates after r steps, so the varietyṼ r has the property that for each minor of M r , it is zero at a generic point ofṼ r if and only if it vanishes at the point (z,J). We denoteṼ :=Ṽ r for simplicity. Note thatṼ depends on J. However, we observe that (and this is crucial)Ṽ belongs to a parametric family of varieties depending on V alone and not onJ or T . Indeed, all geodesic varieties U ⊆ C n form a parametric family and in the above procedure all minors that we considered depend on U × V only. When we take irreducible components or pick polynomials generating the appropriate prime ideals then we again get a parametric family due to Lemma 8.12.
Now letT be the subvariety of U × T defined by equations (6.4) as in the proof of Theorem 6.14. SinceJ belongs to an atypical component of V ∩ T , the intersection (U × V ) ∩T is atypical in U × S and (z,J) belongs to an atypical component of the intersection. On the other hand,J is smooth on V andz is evidently smooth on U, therefore the point (z,J) is smooth on U × V . Hence, by Lemma 8.8,Ṽ ∩T is atypical in U × S and (z,J) belongs to an atypical component W of the intersection. In particular, in (8.9) we have equations Denote the 1 × n matrix all entries of which are zero apart from the l-th one, which is equal to 1, by ε l . If the system (8.9) does not have a solution then ε l can be expressed as a linear combination of the rows of A. This is equivalent to a system of algebraic relations stating that some minors of A are zero and some are not. But then these equations and inequations also hold at the point (z,J). This means that ε l is a linear combination of the rows of the matrix Mq(z,J). This is a contradiction since if δz is the n × 1 matrix with non-zero entries δz i then Mq(z,J) · δz = 0.
Thus, the system (8.9) has a solution in C(ū,v,v ′ ,v ′′ ). Take a solution
where f i is a rational function. Since Du i = g ′ i,k (u k )Du k , we may assume that for g i,k = 0 (8.10)
. Further, as we know that f l (ū,v,v ′ ,v ′′ ) = 0 we may pick f l (X,Ȳ ,Ȳ ′ ,Ȳ ′′ ) = 1. Then we can choose f i 's such that they are defined at (z,J).
Clearly, the equations ξ i ξ k has rank 1 at the point (ū 0 ,t,t ′ ,t ′′ ) (here g
But δz i = 0, δz k = 0 so the rank of the matrix at the point (z,J) is 1. However, by Ax-Schanuel every non-constant E (z,J) -point in a j-block ofT is generic in that j-block. So pr i,k (ū 0 ,t,t ′ ,t ′′ ) and pr i,k (z,j,j ′ ,j ′′ ) have the same algebraic types (i.e. satisfy exactly the same algebraic equations over C). Therefore, the rank of the above matrix at (ū 0 ,t,t ′ ,t ′′ ) is 1.
Now pick a generic point (ū 1 ,w,w ′ ,w ′′ ) inW (recall thatW is an atypical component ofṼ ∩T containing (z,J)) and definê strongly D-special subvarieties of W are governed by finitely many j-special varieties and hence we are done. So assume W = C 3k . Pick a generic pointw in W and denote the fibre of Vc abovew by Vc(w). Then dim Vc(w) = dim Vc − 3k. This is a first order formula (in the language of rings) and is implied by the (generic) type tp(w/c). Hence, for some proper subvariety R W defined overc ifw 0 ∈ W \ R then dim Vc(w 0 ) = dim Vc − 3k.
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Now if T ⊆ R thenJī / ∈ R and dim Vc(Jī) = dim Vc − 3k. So we have dim(Vc ∩ S) = dim T + dim Vc(Jī) = dim T + dim Vc − 3k = dim Vc + dim S − 3n.
But this means that the intersection Vc ∩ S is typical in C 3n which contradicts our assumption. Thus, T ⊆ R C 3k and so we can apply WMAOD since all possible varieties R form a parametric family depending only on the family (Vc)c ∈C .
