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Abstract
In recent years, the success of the Koopman operator in dynamical systems analysis has also fueled
the development of Koopman operator-based control frameworks. In order to preserve the relatively
low data requirements for an approximation via Dynamic Mode Decomposition, a quantization ap-
proach was recently proposed in [1]. This way, control of nonlinear dynamical systems can be realized
by means of switched systems techniques, using only a finite set of autonomous Koopman operator-
based reduced models. These individual systems can be approximated very efficiently from data. The
main idea is to transform a control system into a set of autonomous systems for which the optimal
switching sequence has to be computed. In this article, we extend these results to continuous control
inputs using relaxation. This way, we combine the advantages of the data efficiency of approximating
a finite set of autonomous systems with continuous controls. We show that when using the Koop-
man generator, this relaxation — realized by linear interpolation between two operators — does not
introduce any error for control affine systems. This allows us to control high-dimensional nonlinear
systems using bilinear, low-dimensional surrogate models. The efficiency of the proposed approach is
demonstrated using several examples with increasing complexity, from the Duffing oscillator to the
chaotic fluidic pinball.
1. Introduction
Real-time control of high-dimensional dynamical systems is a very challenging task, in particular for
nonlinear systems; see, e.g., [2] for a recent survey on turbulent flow control. To this end, advanced
control techniques such as Model Predictive Control (MPC) [3] or machine learning-based control [4]
have gained more and more attention in recent years. In MPC, an open-loop optimal control is computed
repeatedly on a finite-time horizon using a model of the system dynamics. This results in a feedback
loop, but the open-loop problem has to be solved in a very short time, which is in general infeasible for
complex systems such as nonlinear partial differential equations (PDEs), at least when using classical
discretization approaches such as finite elements.
A remedy to this problem is to use a surrogate model which can be solved significantly faster; see [5, 6]
for overviews. Besides classical approaches such as Proper Orthogonal Decomposition (POD) [7, 8, 9,
10, 11], an approach that has attracted a lot of attention in recent years is to construct a reduced order
model (ROM) by means of the Koopman operator [12]. This is an infinite-dimensional but linear operator
describing the dynamics of observables, and the approach can even be applied to sensor measurements
or in situations where the underlying system dynamics are unknown. Significant advances have been
made over the past years both theoretically (see, e.g., [13, 14]) as well as numerically. In the latter
case, Dynamic Mode Decomposition (DMD) [15, 16, 17, 18] or Extended Dynamic Mode Decomposition
(EDMD) [19, 20, 21] are the most popular algorithms.
More recently, various attempts have been made to use Koopman operator-based ROMs for control
[22, 23, 24, 25, 26, 27]. In many of these approaches, the Koopman operator is approximated for an
augmented state (consisting of the actual state and the control) in order to deal with the non-autonomous
control system. Alternatively, the approach presented in [27] treats the control like a time-varying
parameter in order to learn EDMD-like models that interpolate Koopman operator approximations over
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the range of input. Since the input affects the Koopman operator and its eigenfunctions in a nonlinear
way, it is necessary to include many nonlinear functions of the input in addition to the state variables in
all of the above methods. For this reason, large amounts of data are required to cover a sufficiently large
range of the dynamics. An alternative approach has been presented in [1], where the control system is
replaced by a set of autonomous systems with constant inputs. This way, the optimal control problem
is transformed into a switching problem between linear systems in a nonlinear feature space. If enough
nonlinear features are taken, then the original objective can be approximated arbitrarily closely [28]. The
major advantage of this approach is that the required amount of data is very small [29]. However, a
drawback is that the resulting control problem is of combinatorial nature and that the input is restricted
to a finite set.
In this article, we begin to examine how the Koopman operators and generators can be properly
interpolated in the sense of [27] to yield efficient data-driven reduced-order models for model predictive
control (MPC). When the dynamics are control-affine, we show that the Koopman generators are affine
with respect to the input (which was also observed in [30] in a similar setting), thereby justifying the
use of affine interpolation between models based on the Koopman generator. This affine property is
advantageous since it allows us to construct bilinear reduced order models using a more data-efficient
version of the method in [27] to approximate the Koopman generators. Furthermore, we show that input-
affine interpolation of finite-time Koopman operators is accurate to first-order in time, yielding bilinear
discrete-time models that can efficiently predict dynamics with short zero-order holds on the input.
These efficient models in continuous and discrete time enable us to extend the MPC ideas of [1, 29]
to utilize continuous inputs, rather than switching between fixed input levels, without increasing the
training data requirements. In addition, we note that the affine interpolation methods we propose are
closely related to the relaxation approaches used to solve the switching problem in mixed-integer optimal
control [31]. When the control enters in a nonlinear way, our approach can therefore be viewed as a
relaxation of the switching MPC approaches [1, 29], allowing for intermediate control values. Embedded
in an MPC framework, we show that the affine interpolation approaches yields remarkable results for
several nonlinear control systems. As examples, we consider several systems of increasing complexity,
from the Duffing oscillator over the Burgers equation to the fluidic pinball [32], a fluid flow problem with
chaotic behavior governed by the 2D incompressible Navier–Stokes equations.
The remainder of the article is structured as follows. After introducing the control framework and the
switched systems approach using Koopman operator-based models in Sec. 2, we present the relaxation
extension for control affine systems in Sec. 3. The incorporation into an MPC framework is discussed in
Sec. 4, and numerical results are then presented in Sec. 5.
2. Koopman operator-based optimal control
The overall goal we pursue is to efficiently solve nonlinear optimal control problems (OCPs) such as the
following:
min
u∈L2([t0,te],U)
∫ te
t0
L(x(t),u(t), t) dt
s.t. x˙(t) = H(x(t),u(t)),
x(t0) = x0,
(1)
where x(t) ∈ X ⊆ Rn is the state and u(t) ∈ U is the control. The system dynamics are defined by
H : X × U → X . The system dynamics are formulated as an ordinary differential equation, but partial
differential equations can be considered analogously.
For real systems, it is often insufficient to determine open-loop control inputs. A remedy to this issue
is MPC [3], where the OCP is solved repeatedly in real-time over a prediction horizon of finite length
tp = te − t0, cf., e.g., [3]. A (small) part ∆t ≤ tp of the solution of (1) is then applied to the real system
while the optimization is repeated with the prediction horizon moving forward by tc.
The main challenge in MPC is that Problem (1) has to be solved within the time ∆t which can be very
challenging for high-dimensional nonlinear systems, and additional measures have to be taken in order to
achieve real-time applicability. One such approach is via the Koopman operator, which will be described
next.
2
2.1. Koopman operator and EDMD
For the moment, assume that u = 0; i.e., we consider the autonomous system x˙ = H0(x) = H(x,0). By
ψ : X → R we define a real-valued observable of the system. Then, the so-called Koopman semigroup of
operators {K∆t}∆t≥0 is defined as
(K∆tψ)(x) = ψ(Φ∆t(x)),
see [33, 14, 20]. Here,
x(t+ ∆t) = Φ∆t(x(t))
is the flow of the dynamical system. The Koopman operator K∆t is linear but usually acts on an infinite-
dimensional space of observables.
The most popular approach to numerically approximate the Koopman operator is Dynamic Mode De-
composition (DMD) [16, 15], which was later extended to nonlinear observables in the Extended Dynamic
Mode Decomposition (EDMD) [19, 20, 21]. It is a modal decomposition method for large data sets such
as fluid flow simulations. While being similar to Proper Orthogonal Decomposition, the main difference
is that instead of obtaining a basis with minimal L2 projection error, each of the DMD modes possesses
a frequency with which it oscillates, determined by the corresponding complex eigenvalue [16].
EDMD constructs an approximation of the Koopman operator from data (i.e., measurements) given by
z = ψ(x) ∈ Rno . For finite-dimensional systems, it is also possible to observe the entire (discretized) state
(full state observable). In order to obtain a larger feature space, these observations are often lifted using,
for instance, monomials, Hermite polynomials or radial basis functions. For a given set of observables
{ψ1, ψ2, . . . , ψno}, we define ψ : X → Rno by
ψ(x) =
[
ψ1(x) ψ2(x) . . . ψno(x)
]>
.
Note that for ψ(x) = x, we recover the standard DMD. The available measurement or simulation data
(either obtained from one long or multiple short time series) can be used to compute the values of the
observables at pairs of states xi and x˜i = Φ
∆t(xi) separated in time by ∆t. Arranging these data in
matrices
ΨX =
[
ψ(x1) ψ(x2) . . . ψ(xm)
]
and ΨX˜ =
[
ψ(x˜1) ψ(x˜2) . . . ψ(x˜m)
]
allows one to compute a matrix approximation K∆t ∈ Rk×k of the Koopman operator K∆t in the span
of the chosen observables given by
K∆t = ΨX˜Ψ
+
X =
(
ΨX˜Ψ
>
X
)(
ΨXΨ
>
X
)+
,
where ()+ denotes the Moore-Penrose pseudoinverse of a matrix.
2.2. Switched system control
As mentioned at the beginning of this Section, we want to solve Problem (1) in real-time. According to
the approach in [1], we realize this by taking two steps:
i) replace the dynamical control system in (1) by a finite number of autonomous systems
Hu¯(x) = H(x, u¯)
with constant input u¯ ∈ Uˆ = {u¯1, . . . , u¯nc};
ii) construct linear systems for low-dimensional observations of the Hu¯j using the Koopman operator.
In step i), Problem (1) is transformed into a switching problem, where the objective is to select the
optimal right hand side in each time step:
min
u: u(t)∈Uˆ
∫ te
t0
L(x(t),u(t), t) dt
s.t. x˙(t) = Hu(t)(x(t)),
x(t0) = x0,
(2)
3
which differs from (1) only in that U is replaced by Uˆ , and the dynamics is now governed by Hu(t). In
other words, u(t) describes which system Hu¯j , j ∈ {1, . . . , nc} to apply at time t. Problem (2) is a mixed
integer optimal control problem (MIOCP) which can be solved using relaxation and rounding techniques;
see, e.g., [34].
Solving either (1) or (2) numerically can quickly become very expensive for large scale systems such
that real-time applicability is infeasible. Furthermore, there are many systems where the dynamics is not
explicitly known. In both situations, we can use observations (i.e., data) to approximate the Koopman
operator and derive a linear system describing the dynamics of these observations. These observations
could consist of (part of) the system state as well as arbitrary functions of the state such as the lift
coefficient of an object within a flow field.
Following step ii), we would like to use a Koopman operator-based reduced order model (K-ROM) to
overcome the issue of large computational cost. To this end, we compute nc Koopman operators for the
nc different autonomous systems:
(K∆tu¯j ψ)(x) = ψ(Φ∆tu¯j (x)), j = 1, . . . , nc,
where Φ∆tu¯j is now the family of flow maps corresponding to the fixed control inputs u¯j . Using EDMD, we
can compute an approximation of the individual Koopman operators from observations of the respective
systems, and introducing the reduced state z = ψ(x), we obtain the following linear systems:
zi+1 = K
∆t
u¯j zi, j = 1, . . . , nc
z0 = ψ(x0).
(3)
If a zero-order hold is placed on the input over ∆t, these linear dynamics now replace the original dynamics
in (2), yielding the following K-ROM-based OCP over the prediction horizon of length `∆t:
min
u0,...,u`−1∈Uˆ
`−1∑
i=0
Lˆi+1(zi+1,ui+1)
s.t. zi+1 = K
∆t
ui zi for i = 0, . . . , `− 1,
z0 = ψ(x0).
(4)
Note that we have introduced a discrete-time formulation of problem (2) as the Koopman operator yields
a discrete-time system. Furthermore, Lˆi is an expression of the objective function value in terms of the
measurements z at time i∆t.
The key advantage over other approaches where one operator is computed for an augmented state
xˆ = (x,u) (see, e.g., [22, 23, 25]) is that the individual models (3) can be approximated with very low
data requirements. It is often sufficient to use fewer than 100 data points for each system [29].
3. Continuous control inputs
Using the switched systems approach presented in Section 2.2, PDE-constrained control problems can be
solved several orders of magnitude faster when replacing the PDE constraint by the K-ROM [1]. However,
several drawbacks occur:
i) the optimization problem is of combinatorial nature, and is thereby harder to solve;
ii) the control input is limited to a small number of values: i.e., to the finite set Uˆ ⊂ U ;
iii) the discrete-time setting additionally limits the control flexibility; whereas large lag times are of-
ten beneficial for the numerical approximation of the Koopman operator, they reduce the control
frequency.
In order to overcome these drawbacks, we shall instead build our K-ROMs from approximations of the
generators of the Koopman semigroups under piecewise constant input. For control-affine systems, we
shall find that the Koopman generators also have an affine property with respect to the input, enabling
continuous interpolation between models at different input levels.
4
3.1. Koopman generator-based models for control
Consider the case of control-affine dynamics H in (1):
x˙ = H(x,u) = F(x) + G(x)u.
If a constant input level u(t) ≡ u¯ ∈ U is supplied, then the system induces a family of flows x(t+ ∆t) =
Φ∆tu¯ (x(t)), on the state space parameterized by the input level u¯. Supposing that we can find a function
space V so that ψ ◦ Φ∆tu¯ ∈ V for every element ψ ∈ V, time interval ∆t ≥ 0, and input level u¯, then a
family of Koopman operators
K∆tu¯ ψ , ψ ◦Φ∆tu¯
can be defined on V.
Observe that at each fixed input level u¯, the family of Koopman operators {K∆tu¯ }∆t≥0 is a semi-group
generated by the operator Ku¯ : V → V defined according to
Ku¯ψ , lim
∆t→0+
ψ ◦Φ∆tu¯ − ψ
∆t
,
if the limit exists. Recall the well-known [35, 36, 37] relationship between the Koopman generator and
Koopman operator stated in the following theorem (3.1), originally due to Kolmogorov in the stochastic
setting. Intuitively, the Koopman generator applied to an observable ψ returns the new observable ψ˙u¯
which is the time derivative of ψ given by the dynamics. The finite time evolution of an observable is
then recovered by integrating these time derivatives to produce a trajectory in the space of observables.
The corresponding flow on this space is described by the exponential map of the Koopman generator.
Theorem 3.1 (Koopman-Kolmogorov). Given a constant input u(t) ≡ u¯, the system is autonomous. In
this setting, the family of Koopman operators parameterized by time is related to the Koopman generator
by
d
dt
Ktu¯ = Ktu¯Ku¯, ∀t ∈ [0, ), K0u¯ = I, (5)
yielding the identity
Ktu¯ = exp(Ku¯t) ,
∞∑
p=0
tp
p!
(Ku¯)p, (6)
where (Ku¯)p denotes repeated application of Ku¯ and (Ku¯)0 = I is the identity operator.
Proof. See appendix A for a simple and illustrative proof in the deterministic setting.
If V is a space of differentiable functions, then the action of the Koopman generator is described by
the differential operator
Ku¯ψ = F ·∇xψ + (Gu¯) ·∇xψ (7)
(see, e.g., [26, 21]). Defining Bu¯ , Ku¯ −K0, we obtain
Bu¯ψ = (Gu¯) ·∇xψ.
Remarkably, these operators Bu¯ are linear with respect to the input u¯. Specifically, if u¯1 and u¯2 are
inputs and α1, α2 ∈ R then
Bα1u¯1+α2u¯2 = α1Bu¯1 + α2Bu¯2 .
Furthermore, this means that the Koopman generators are affine with respect to the input (cf. also [30]),
as summarized in the following theorem.
Theorem 3.2 (Koopman generators are control-affine). If V is a space of differentiable functions and
the dynamics are control-affine, then the Koopman generators are control-affine: that is,
Kα1u¯1+α2u¯2 = K0 + α1Bu¯1 + α2Bu¯2 . (8)
Even though the Koopman generators are affine, the following example shows that the finite-time
Koopman operators do not share this affine property: that is, in general,
K∆tα1u¯1+α2u¯2 6= K∆t0 + α1(K∆tu¯1 −K∆t0 ) + α2(K∆tu¯2 −K∆t0 ). (9)
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Example 3.3 (Affine Koopman counter-example). Consider the control-affine dynamical system on the
unit circle
x˙ = u, x ∈ [0, 2pi],
whose constant-input flow map is given by Φ∆tu¯ (x) = x+ u∆t mod 2pi. The Koopman operator can then
be defined over V = L2([0, 2pi]). Furthermore, {ψk : x 7→ eıkx}k∈Z is an orthogonal basis of eigenfunctions,
since
(K∆tu ψk)(x) = eık(x+u∆t) = eıku∆tψk(x),
so the eigenvalues are λk = e
ıku∆t. Now let us check whether the input-affine property holds by applying
the operators on both sides of Eq. (9) to ψk, giving
K∆tα1u¯1+α2u¯2ψk = eık(α1u¯1+α2u¯2)∆tψk,
and
K∆t0 ψk + α1(K∆tu¯1 −K∆t0 )ψk + α2(K∆tu¯2 −K∆t0 )ψk = ψk + α1
(
eıku1∆t − 1)ψk + α2 (eıku2∆t − 1)ψk.
If the two operators act the same way on ψk, we must have
eık(α1u¯1+α2u¯2)∆t = 1 + α1
(
eıku1∆t − 1)+ α2 (eıku2∆t − 1) , ∀α1, α2.
But this clearly does not hold for all α1, α2, as one can verify by expanding the Taylor series for the
exponentials. Interestingly, the above equation does hold to first order in ∆t, as one might expect from
the input-affine property (8) of the Koopman generators. Furthermore, it is exact for linear systems with
affine observables, as we shall see in Section 3.3.
The input-affine property of the Koopman generators expressed in Eq. (8) can be used to create a
bilinear model for the time evolution of observations ψ(x) in terms of a finite number, nc, of Koopman
generators. Given any linear combination of constant inputs to the system,
u(t) ≡ u¯ =
nc∑
i=1
αiu¯i,
the dynamics of an observable are given by
ψ˙u¯(x) = (Ku¯ψ)(x) =
[(
K0 +
nc∑
i=1
αiBu¯i
)
ψ
]
(x). (10)
Remark 3.4 (Time-Varying Input). The assumption that the input is constant may actually be relaxed.
Suppose x(t) is a trajectory of the system under a time-varying input u(t) and that ψ is a differentiable
observable. Then the time-derivative of the observable is still expressible as
d
dt
ψ(x(t)) = H(x(t),u(t)) ·∇xψ(x(t)) = (Ku(t)ψ)(x(t)),
where Ku(t) is the Koopman generator associated with constant input at the value u(t) at time t. Hence,
Ku(t) varies in time with u(t). The control-affine property allows us to pass the time-variation of the
input onto the coefficients in an affine combination of fixed generators: expanding u(t) =
∑nc
i=1 ui(t)ei in
the canonical basis, we obtain
Ku(t) = K0 +
nc∑
i=1
ui(t)Bei .
3.2. EDMD for generator-based modeling
A numerical approximation of Eq. (10) can be used to create reduced-order models for the time evolution
of measurements z; cf. [21] for details. Similarly to the nonlinearly interpolated EDMD method of [27],
we shall construct an approximation of the generator Ku over a finite-dimensional subspace of observables
spanned by the elements in a dictionary ψ. The difference here is that we are approximating the gen-
erator and therefore need only consider affine interpolations, resulting in training data requirements no
higher than those involved in approximating nc + 1 Koopman operators at fixed input levels separately.
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Recall that the Koopman operators for each autonomous system at fixed input levels were approximated
separately in the switched optimal control formulation reviewed in section 2 above.
Without loss of generality, let u¯i = ei, i = 1, . . . , nc be the canonical basis for the space of inputs
U ⊆ Rnc . This allows us to express Eq. (10) directly in terms of the input components
ψ˙u(x) = (K0ψ) (x) +
nc∑
i=1
ui (Beiψ) (x). (11)
A finite-dimensional approximation of Eq. (11) expresses the dynamics of each element in the dictionary
ψ as a linear combination of ψ’s elements,
ψ˙u(x) = K0ψ(x) +
nc∑
i=1
uiBeiψ(x) + e(x,u), (12)
with some error e(x,u).
In order to find the matrices K0, Be1 , . . ., Benc , we shall minimize the errors e(x,u) in this finite-
dimensional approximation over a training data set consisting of state-input-derivative tuples
{(xj , uj , x˙j = H(xj ,uj))}mj=1 .
Letting B =
[
Be1 · · · Benc
]
, we may express the error in Eq. (12) compactly as
e(x,u) = ψ˙u(x)−
[
K0 B
] [ ψ(x)
u⊗ψ(x)
]
,
where ⊗ is the Kronecker product. It follows that minimizing the empirical error
E(K0,Be1 , . . . ,Benc ) =
m∑
j=1
‖e(xj ,uj)‖22 (13)
is a least-squares problem whose solution can be found using the training data.
The time derivatives can be found according to the chain rule by differentiating the dictionary elements
ψ˙j , ψ˙uj (xj) = Dxψ(xj)x˙j , (14)
or by smoothed finite-differences using neighboring points along trajectories of the form
ψ˙j =
1
∆t
s∑
k=−s
ckψ
(
Φk∆tuj (xj)
)
. (15)
We suggest using Eq. (14) only when the exact state derivatives can be evaluated using the governing
equations. Any noise in the state derivatives x˙j might be further amplified by the Jacobian matrix
Dxψ(xj), whereas Eq. (15) can work directly with measurements of the observables along (noisy) trajec-
tories. Constructing the matrices
ΨX,U =
[
ψ(x(1)) · · · ψ(x(m))
u(1) ⊗ψ(x(1)) · · · u(m) ⊗ψ(x(m))
]
and
Ψ˙X,U =
[
ψ˙
(1)
ψ˙
(2) · · · ψ˙(m)
]
,
we find that a solution minimizing Eq. (13) is given by[
K0 Be1 · · · Benc
]
= Ψ˙X,U (ΨX,U)
+
. (16)
Observe that the amount of data required to make the matrix ΨX,U full row-rank grows linearly with
the dimension of the input nc. Thus, the amount of data required to approximate the generators is
comparable to the amount of data needed to approximate the Koopman operators at different fixed input
levels as in Sec. 2.1. The advantage of using Eq. (16) is that the model can be learned from a data set
where the inputs uj take arbitrary values in U .
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With the above EDMD-like approximation via Eq. (16), we can now construct a surrogate model from
data. To this end, we will keep track of the observables z = ψ(x) and evolve them according to the
bilinear control system
z˙(t) = Ku(t)z(t) =
(
K0 +
nc∑
i=1
ui(t)Bei
)
z(t). (17)
If a small and informative dictionary of observables ψ can be found, then it will be much more efficient
to model the dynamics of the vector of observations z = ψ(x) using (17) than to evolve the full state x
directly using the original dynamics. Moreover, the affine property allows us to learn and compute with
the reduced model in a very efficient way.
3.3. Discrete vs. Continuous Approximation Methods
So far, we have exploited the input-affine property of the Koopman generators in order to construct the
bilinear reduced order model given in Eq. (17). In this section we will discuss how discrete approximations
of the these dynamics are connected with models based on finite-time Koopman operators. To make this
connection, we shall place a zero-order hold on the input over intervals of length ∆t. In this case, the
continuous-time dynamics in the space of observables become linear over each interval, where it can be
understood using Theorem 3.1 in terms of the finite-time Koopman operator.
Working with models based on approximating the finite-time Koopman operator appears advantageous
for two main reasons. First, approximating the finite-time Koopman operator on a finite dictionary does
not require differentiating noisy signals. Second, the models obtained are discrete-time, requiring only a
single matrix-vector product to evolve the chosen observables over an interval. This is in contrast to the
continuous-time models obtained using generator-based approaches, which must be integrated over each
interval.
On these grounds, it is worth investigating when and how approximations of the Koopman generator
can be replaced by approximations of the finite-time Koopman operator for the purpose of control-oriented
reduced-order modeling. In short, this is possible when the time interval ∆t of the zero-order hold is small
or when the dynamics and observables are affine. Furthermore, we will show that EDMD-like modeling
based on approximating finite-time Koopman operators is actually equivalent to a special case of the
generator-based approach described in Section 3.2.
Example 3.3 suggests that while the finite-time Koopman operators are not affine with respect to the
input, such a property might be true to first order in ∆t. Indeed, examining the series expansion in
Theorem 3.1 for K∆tu , one obtains
K∆tu = exp
(
K0∆t+
nc∑
i=1
ui(Kei −K0)∆t
)
= I +K0∆t+
nc∑
i=1
ui [(I +Kei∆t)− (I +K0∆t)] +O(∆t2)
= eK0∆t +
nc∑
i=1
ui
(
eKei∆t − eK0∆t)+O(∆t2)
= K∆t0 +
nc∑
i=1
ui
(K∆tei −K∆t0 )+O(∆t2).
(18)
This means that the EDMD-like method and continuous time model presented in Sec. 3.2 still retain
their accuracy to first order in ∆t when approximations of the Koopman generator are replaced by the
finite-time Koopman operator.
To make this claim precise, suppose that we know the future states x˜j = Φ
∆t
uj (xj) for each state-input
pair xj , uj in our training data set and construct the matrix
ΨX˜,U =
[
ψ(x˜1) ψ(x˜2) · · · ψ(x˜m)
]
.
Using the same argument as in Sec. 3.2, we obtain EDMD-like approximations K∆t0 , K
∆t
e1 , . . ., K
∆t
enc
for
the finite-time Koopman operators at input levels 0, e1, . . ., enc , by defining B
∆t
ei = K
∆t
ei − K∆t0 and
computing [
K∆t0 B
∆t
e1 · · · B∆tenc
]
= ΨX˜,U (ΨX,U)
+
. (19)
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The resulting discrete-time model for the evolution of observables zk = ψ(x(k∆t)) under the dynamics
with constant input u over ∆t is given by
zk+1 =
(
K∆t0 +
nc∑
i=1
uiB
∆t
ei
)
zk +O(∆t2). (20)
Note that the input-affine approximation for the finite-time Koopman operators in the above equation
cannot achieve more than first-order accuracy in the general case.
Remark 3.5. If greater accuracy is desired, more terms in the series expansion employed in (18) may
be retained, to obtain an expression analogous to (20), but nonlinear in the components ui.
The following Theorem 3.6 shows that the above technique based on approximating finite-time Koop-
man operators is (under a mild assumption) equivalent to a particular discretization of the method in
Sec. 3.2. In particular, it is equivalent to using a first-order forward difference in Eq. (15) and explicit
Euler integration to advance the model in Eq. (17).
Theorem 3.6 (Discrete and Continuous Models). Assume that ΨX,U has full row rank and that approx-
imations of the finite-time Koopman operators and infinitessimal generators are computed using Eq. (19)
and Eq. (16) with the finite-difference formula
ψ˙j =
ψ(x˜j)−ψ(xj)
∆t
. (21)
Then advancing the dynamics via the discrete-time model Eq. (20) is identical to advancing the dynamics
in the continuous-time model Eq. (17) using explicit Euler integration over ∆t. Furthermore, the matrix
approximations obtained using the two methods are related by the identities
K∆t0 = Ino + ∆tK0, and B
∆t
ei = ∆tBei , (22)
for all i = 1, . . ., nc. Hence, they are compatible in the sense of the operator-generator relationship
K∆tu = exp(Ku∆t) to first order in ∆t.
Proof. It suffices to show that the identities in Eq. (22) hold when the matrix approximations are com-
puted using the two EDMD-like approximation methods described in Eq. (16) and Eq. (19). If these
identities hold then it is clear that Eq. (20) is identical to an explicit Euler scheme
z(t+ ∆t) = z(t) + ∆t
(
K0 +
nc∑
i=1
uiBei
)
z(t)
for integrating Eq. (17). Compatibility is also clear from the identities together with series expansions of
the matrix exponentials. Using the finite-difference formula (21), we observe that
ΨX˜,U =
[
Ino 0no×ncno
]
ΨX,U + ∆tΨ˙X,U.
Since ΨX,U was assumed to have full row rank, (ΨX,U)
+ is a right inverse. Multiplying on the right by
(ΨX,U)
+, we obtain
ΨX˜,U(ΨX,U)
+ =
[
Ino 0no×ncno
]
+ ∆tΨ˙X,U(ΨX,U)
+.
Substituting Eq. (16) and Eq. (19) into the above equation, we obtain the desired identities.
As we have seen, for general control-affine systems, bilinear models based on approximate finite-time
Koopman operators cannot be justifiably used unless the time step is sufficiently small. However, for
linear systems, the finite-time Koopman operators are control-affine over the invariant subspace of affine
observables. In other words, when the underlying dynamics are linear, then we can justifiably make
control-affine approximations of the finite-time Koopman operators when the observables ψ are affine.
This fact may seem trivial, but modeling the system this way could achieve significant dimensionality
reduction if an approximately invariant subspace of affine observables can be found.
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To illustrate this idea, consider the linear time-invariant system
x˙ = Ax + Bu,
whose constant-input flow map is given by the well-known formula
Φ∆tu¯ (x0) = e
A∆tx0 +
(∫ ∆t
0
eA(∆t−τ)B dτ
)
u¯.
Clearly, the flow map is affine with respect to the input, since
Φ∆tα1u¯1+α2u¯2 = Φ
∆t
0 + α1
[
Φ∆tu¯1 −Φ∆t0
]
+ α2
[
Φ∆tu¯2 −Φ∆t0
]
,
and with respect to the state, since
Φ∆tu¯ (α1x1 + α2x2) = Φ
∆t
u¯ (0) + α1
[
Φ∆tu¯ (x1)−Φ∆tu¯ (0)
]
+ α2
[
Φ∆tu¯ (x2)−Φ∆tu¯ (0)
]
over any length of time ∆t. It follows immediately that the space of affine observables V = {ψ : x 7→
c + wTx : c ∈ R, w ∈ Rn} is invariant under composition with any constant-input flow map, i.e.
ψ ◦ Φ∆tu¯ ∈ V for every ψ ∈ V. Therefore, the entire family of finite-time Koopman operators K∆tu¯ over
constant inputs u¯ and intervals ∆t can be defined on V. Over this invariant space of affine observables
the finite-time Koopman operators are also input-affine, yielding the identity
K∆tu = K∆t0 +
nc∑
i=1
ui
(K∆tei −K∆t0 ) ,
which holds for any ∆t. Note also that if the finite-time Koopman operators are input affine and have V
as an invariant subspace, then the original system must be linear.
Remark 3.7. In practice, the input-affine interpolation approach for the continuous and finite-time
models show satisfactory results even for systems where the control input enters in a weakly nonlinear
manner. The loss in accuracy obviously depends on the degree of nonlinearity, but on short time horizons,
the MPC often yields the desirable control input.
3.4. Example: forced Duffing Equation
As a first example, we consider the Duffing equation
x˙(t) =
(
x2(t)
−δx2(t)− αx1(t)− βx31(t) + u(t)
)
, (23)
with an affine control input u(t) ∈ U = [−1, 1]. For the observable ψ we use all monomials in the state
variables x1 and x2 up to degree five, which results in a 21-dimensional linear system in feature space.
For the data collection, we randomly select 100 initial conditions from the interval [−3, 3]2 ⊂ R2 and
evaluate the right-hand side at these points for both u(t) = u¯1 = −1 and u(t) = u¯2 = 1. We then
test both formulations for constructing the K-ROM. In the first approach, we restrict the input (and
consequently, the data collection) to Uˆ = {−1, 1} and compute the matrix B1 via the difference between
the two corresponding Koopman operators, i.e., B1 =
1
2 (K1 −K−1). In the second approach, we use a
continuous input signal according to Eq. (16).
We observe that regardless of the approximation approach, the system can be predicted very accurately
for approximately one second for most initial conditions ξ0, one of which is visualized in Fig. 1. There,
the prediction of the states x1 and x2 is compared in (a) and (b), and the error for the x1 component is
shown in (c). We compare the solutions for the inputs u(t) = ±1 at which the data was collected (i.e., for
the individual generator approximations) as well as for interpolated values u(t) = 0 and u(t) = sin(pit).
Hence, it can be concluded that the incorporation into an MPC scheme is promising. The specific choice
of the modeling approach should depend on the problem setup.
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Figure 1: Comparison between the true solution and the surrogate model for two different K-ROM
approximations, i.e., construction via two Koopman operators at u± 1 (v1, dashed lines) or construction
according to Eq. (16) (v2, dotted lines). In both cases, a dictionary of monomials up to order five was
used. (a) x1. (b) x2. (c) Error ∆ for x1.
3.5. Example: Cylinder flow
The approach shows its full potential when considering PDEs, which we will illustrate in the following
example of a cylinder flow, governed by the two-dimensional incompressible Navier–Stokes equations at
a moderate Reynolds number of Re = 100 (see Fig. 2 (a) for the problem setup):
v˙(ξ, t) + v(ξ, t) · ∇v(ξ, t) = ∇p(ξ, t) + 1
Re
∆v(ξ, t),
∇ · v(ξ, t) = 0,
y(ξ, t0) = y
0(ξ),
where v and p are the flow velocity and the pressure, respectively, depending on space ξ and time t.
The problem is discretized using a finite volume method and the PISO scheme for time integration [38].
All calculations are performed using the open source solver OpenFOAM [39], and as we do not have
explicit access to the time derivative, we use the first-order approximation via the Koopman operator as
introduced in Sec. 3.3; i.e., predictions are performed using Eq. (20).
The system is controlled via rotation of the cylinder; i.e., u(t) is the angular velocity. The uncontrolled
system possesses a periodic solution, the well-known von Ka´rma´n vortex street.
In order to obtain a low-dimensional reduced model and achieve a high acceleration, we construct the
K-ROM only for the control relevant quantities, i.e., the lift L and drag force D of the cylinder acting
in vertical and horizontal direction, respectively. Additionally, we observe the vertical velocity at six
different positions (ξ1, . . . , ξ6) in the cylinder wake (see Fig. 2 (a)):
ψˆ((v(·, t), p(·, t)) = (L(t), D(t), v2(ξ1, t), . . . , v2(ξ6, t)) .
For a more accurate approximation via EDMD, we use as the observable ψ all monomials of ψˆ up to
order 2, which results in a K-ROM of dimension 45. We collect data from one long term simulation with
random control inputs ui ∈ Uˆ = {0, 2}. The time step in the time series is 0.25 in comparison to the time
step 0.01 in the finite volume scheme. Figs. 2 (b) and 2 (c) show a comparison between the PDE and the
K-ROM solution for constant control inputs u¯0 = 0 and u¯1 = 2. We see that in both cases, the solutions
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Figure 2: (a) Sketch of the problem setting. The system is controlled by rotating the cylinder. (b) and
(c) Observation of the PDE solution and K-ROM approximation for u¯a = 0 and u¯b = 2, respectively.
The lift is shown by the red line, the drag is shown in black and the two remaining lines are the vertical
velocities at two of the six positions shown in (a). (d) Observation of the PDE solution and K-ROM
approximation for u(t) = 1 + sin(t).
agree remarkably well, considering that the finite volume discretization for this case consists of 22, 000
cells (i.e., 66, 000 unknowns per time step) and the K-ROM is a 45-dimensional linear model. This results
in a speed-up of approximately five orders of magnitude (OpenFOAM vs. MATLAB). Fig. 2 (d) shows
a comparison of the solutions for a sinusoidal control and we see that the agreement is still satisfactory
even though the system is not control affine and the K-ROM is only first-order accurate.
4. MPC solution using EDMD-based ROMs
Having shown the predictive capabilities of the affine Koopman generator approach (17) as well as the
first-order approximation via the Koopman operator (20), we can use these models in an MPC framework
for feedback control. Similar to the K-ROM approximation (4) of the mixed-integer problem (2), we can
introduce a K-ROM approximation of the original problem (1). To this end, we restrict the allowable
input signals u to lie in a finite-dimensional subspace of L2([t0, te],U). For instance, if we discretize the
signal u(t) using zero-order holds over intervals of length ∆t, then we may choose this subspace to be all
piecewise constant functions over intervals Ik = t0 + [k, k + 1)∆t, which we denote
F([t0, te],U) ,

d(te−t0)/∆te∑
k=0
uk1Ik(t) : uk ∈ U
 .
Alternatively, our actuators might have limited bandwidth, in which case it might make sense to discretize
the input as a Fourier series up to some maximum frequency ωl, and this would give rise to a different
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finite-dimensional subspace. We then approximate the original optimal control problem (1) as
min
u∈F([t0,te],U)
J =
∫ te
t0
Lˆ(z(t),u(t), t) dt
s.t. z˙(t) =
(
K0 +
nc∑
i=1
ui(t)Bei
)
z(t)
z(0) = ψ(x0).
(K-MPC)
In this section, we will focus on solving the general problem (K-MPC). An adjoint-based approach
will be used to efficiently obtain gradients of the objective with respect to the input signal subject to
the dynamical constraints imposed by the K-ROM. These gradients together with the linearized reduced-
order model and adjoint equations yield necessary first-order conditions for optimality. We will also see
that the bilinear structure of the K-ROM enables an efficient Newton-type solver for these first-order
optimality conditions. Alternatively, if there are additional constraints on the input or allowable states
of the system, sequential quadratic programming or interior-point methods will also benefit from the
derived gradient.
4.1. Gradient and first-order optimality
In order to perform optimization, let us expand the input signal
u(t) =
d∑
k=1
uˆkϕk(t) = ϕ(t)uˆ
in an orthonormal basis {ϕ1, . . ., ϕd} for F([t0, te],U). Once the gradient ∇uJ has been computed with
respect to a general u ∈ L2([t0, te],U), it is easy to obtain the gradient over the subspace F([t0, te],U)
by computing
∇uˆkJ = 〈ϕk, ∇uJ〉 .
In order to find the gradient of the objective J with respect to the input signal u, let us introduce
small perturbations δz and δu that are related by the linearized model dynamics(
d
dt
−K0 −
nc∑
i=1
ui(t)Bei
)
δz(t) =
[
Be1z(t) · · · Bencz(t)
]
δu(t).
Since we are assuming the initial condition is fixed, the initial condition for the perturbation is zero
δz(0) = 0.
Denoting the inner product of real vector-valued signals by
〈z, λ〉 =
∫ te
t0
z(t)Tλ(t) dt,
the change in the objective corresponding to these small perturbations is given by
δJ = 〈γ, δz〉+ 〈ρ, δu〉,
where γ(t) =∇zLˆ(z(t),u(t), t) and ρ(t) =∇uLˆ(z(t),u(t), t).
We want to express the first inner product in the above equation in terms of δu. In order to do this,
define the adjoint variable λ that obeys the adjoint linear differential equation(
− d
dt
−KT0 −
nc∑
i=1
ui(t)B
T
ei
)
λ(t) = γ(t), (24)
subject to the final condition λ(te) = 0. This equation is easily solved backwards in time. Integration by
parts and substitution of the linearized model and adjoint dynamics yields the desired relationship
〈γ, δz〉 =
∫ te
t0
λ(t)T
(
d
dt
−K0 −
nc∑
i=1
ui(t)Bei
)
δz(t) dt
=
∫ te
t0
λ(t)T
[
Be1z(t) · · · Bencz(t)
]
δu(t) dt.
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From this, the gradient with respect to the input u(t) at time t is given explicitly by
∇u(t)J =
 z(t)
TBTe1
...
z(t)TBTenc
λ(t) + ρ(t). (25)
Having an efficient gradient expression at hand, we can now use a standard gradient-based optimization
algorithm such as the quasi-Newton method of Broyden, Fletcher, Goldfarb, and Shanno (BFGS) [40],
which we will use for the numerical examples in the following section. An alternative approach is to
“first discretize then optimize” approaches (as are popular in optimal control [41]); or, if a more efficient
solution method is required, one could use a Newton-solver, as is explained in more detail in appendix B.
Remark 4.1. In order to solve Problem (K-MPC) using the first-order accurate Koopman operator
interpolation discussed in Sec. 3.3, we use a discretization according to Eq. (20):
min
u∈U`
`−1∑
i=0
Lˆi+1(zi+1,ui+1)
s.t. zi+1 = K
∆t
0 zi +
nc∑
j=1
[ui]jB
∆t
ej zi
z0 = ψ(x0).
(K-MPCd)
Here, the operators K∆t, B∆tej can equivalently represent EDMD-based approximations of the Koopman
operators over ∆t using (20), or Euler integration of the generator approximations obtained using eqn. (17)
over the same time interval as shown in theorem 3.6. A similar reformulation for the adjoint equation
(24) can be made, and a discretized version of the gradient (25) can be computed.
5. Numerical examples
In this section, we demonstrate the remarkable performance of our data-efficient MPC framework using
the affine generator K-ROM as well as the first-order accurate Koopman operator version.
5.1. Forced Duffing Equation
For the Duffing equation, we use the same numerical approximation for the generator as presented in
Section 3.4. We discretize Problem (K-MPC) by integrating the generator over a time step of ∆t = 0.1
sec, which results in Problem (K-MPCd). We then set ` = 5 and prescribe a piecewise constant reference
trajectory in order to stabilize the system at different points on the x1-axis. The MPC problem is solved
repeatedly until the final time of 40 sec is reached. The result is shown in Fig. 3, where the stabilization
of three different points is shown. When comparing the performance to a controller using the nonlinear
dynamics, the results are indistinguishable.
(a)
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2
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-1
0
1
u
Figure 3: Model predictive control of the Duffing equation. (a) Stabilization of three different stationary
points. (b) The corresponding control input.
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5.2. 1D Burgers equation
As a second example, we consider the 1D Burgers equation with periodic boundary conditions and
ν = 0.01:
v˙(t, ξ)− ν∆v(t, ξ) + v(t, ξ)∇v(t, ξ) = u(t)χ(ξ).
Here, v denotes the state depending on space ξ and time t, and the system is controlled by a shape function
χ (see Fig. 4 (a)), scaled by the input u(t) ∈ [−0.025, 0.075]. Similar to the cylinder flow example, the
data is collected from one trajectory with a piecewise constant input signal u ∈ {−0.025, 0.075}. To
realize a fast controller, we do not observe the full state, but only four points distributed equidistantly in
space, cf. Fig. 4 (a). The observable ψ then contains all monomial of these observations up to a a degree
of two. Finally, we set the time step to ∆t = 0.5 and choose a prediction horizon ` = 3.
The aim is to track a sinusoidal reference trajectory, i.e.,
vref(t, ξ) = 0.05 sin(pit/30) + 0.5 for ξ ∈ {0, 0.5, 1, 1.5}.
The solution of the K-ROM MPC is shown in Fig. 4, where the optimal input is shown in (b) and the
optimal trajectory of the observable is shown in (c). Finally, the corresponding trajectory of the full-
state is shown in (d), and we see that we succeed in controlling the nonlinear Burgers equation using
a 15-dimensional bilinear surrogate model which can be solved many orders faster than the full-state
problem.
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Figure 4: Model predictive control of the 1D Burgers equation. (a) Shape function χ and the points at
which the state is observed. (b) The optimal control input. (c) The optimal trajectory of the observed
state as colored lines. The reference trajectory is identical for all four states. (d) The corresponding
full-state solution.
5.3. The fluidic pinball
As our final example, we use a flow control problem of high complexity. In particular, we consider
the fluidic pinball [32], which shows chaotic behavior already at moderate Reynolds numbers. The
fluidic pinball is a configuration with three cylinders placed on the edges of an equidistant triangle with
edge length 1.5R, where R is the cylinder radius, cf. Fig. 5. Similar to the cylinder flow example in
Section 3.5, we use the first order approximation via the Koopman operator, as we do not have an
explicit representation of the time derivative of the state. In order to entirely avoid pointwise evaluations
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Figure 5: Setup of the fluidic pinball according to [32].
Figure 6: The four surrogate models I to IV are locally valid in the control domain U .
of the flow field, we only observe the forces acting on the cylinders. To increase the number of observables,
we use delay coordinates, which is a very common approach [42, 43]:
zi =
(
L1i , L
2
i , L
3
i , D
1
i , D
2
i , D
3
i , L
1
i−1, L
2
i−1, L
3
i−1, D
1
i−1, D
2
i−1, D
3
i−1
)
,
where zi is the observed quantity at time ti, i.e., zi = z(ti). The goal is to control the lift forces of all
three cylinders by rotating the cylinders two and three. Hence, we simply have to track the corresponding
entries of z in the MPC problem:
min
u∈[0,1]2×`
∑`
i=0
 3∑
j=1
(
[zi]j − [zrefi ]j
)2
+ γ‖ui‖2

s.t. zi+1 =K
∆t
0 zi +
2∑
j=1
[ui]jB
∆t
ej zi for i = 0, . . . , `,
z0 =ψ(f(v0, p0)),
where γ is a weighting parameter. We want to allow control inputs between −2 and 2 in each direction
and since the control does not enter into the system in an affine manner, we create multiple K-ROMs
which are localized in the control domain. This means that we approximate five Koopman operators KI
with
I ∈
{(
0
0
)
,
( −2
−0
)
,
(
2
0
)
,
( −0
−2
)
,
(
0
2
)}
and construct four reduced models of the form (20), each of which is valid on the respective part of the
control domain, cf. Fig. 6. Similar ideas of localized reduced order models are often used in the reduced
basis community (cf., e.g., [44, 11]).
We now study the performance of the behavior of the K-ROM-based controller for different Reynolds
numbers. In [32] it was argued that the fluidic pinball without control possesses a quasi-periodic solution
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Figure 7: (a) Lift and corresponding reference trajectories for the three lift forces at Re = 100, computed
with the K-MPC approach with ` = 5. (b) The corresponding control inputs for the cylinders 1 and 2.
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Figure 8: (a) Similar to Fig. 7 (a) but with Re = 140. (b) The control error ∆z with increasing Reynolds
number.
for 90 < Re < 120, and that it behaves chaotically for Re ≥ 120. Consequently, it becomes more and
more challenging to construct accurate surrogate models with increasing Reynolds number.
As the first case, we set Re = 100, i.e., we have quasi-periodic dynamics in the uncontrolled system.
In this case, a simple DMD approximation (ψ(z) = z) is sufficiently accurate, and we obtain a twelve-
dimensional bilinear surrogate model with a time step of ∆t = 0.1. In comparison to solving the full
system (where we use adaptive time stepping such that the CFL number is below 0.5), a speed-up factor
of more than six orders of magnitude is obtained, and real-time applicability is achieved. The resulting
system behavior for a piecewise constant reference state is shown in Fig. 7 and we observe excellent
control performance.
As the second case, we set Re = 140 such that the system exhibits a mild form of chaos. We see in
Fig. 8 (a) that the fluctuations around the desired state are increased. There are two possible reasons
for the increased fluctuations: first, the system is chaotic and hence much more difficult to control;
furthermore, the accuracy of the K-ROM is lower than for the quasi-periodic case such that the MPC
problems (1) and (K-MPC) do not necessarily possess the same solutions any longer. Nevertheless, the
control task is still performed quite satisfactorily, considering that we have replaced a nonlinear PDE
with ≈ 150, 000 degrees of freedom by a twelve-dimensional linear system.
When further increasing the Reynolds number well into the chaotic regime, we observe still stronger
oscillations around the desired state; see Fig. 8 (b), where the tracking error ∆z =
∫ 60
0
∥∥z(t)− zref(t)∥∥2 dt
is shown. The increased oscillations are presumably due to the two reasons mentioned above: complexity
of the dynamics and prediction quality. In order to study the dependence of the prediction quality, we
compare the approximation via DMD to one where we additionally place 1000 radial basis functions in
the 12-dimensional observation space as a Halton set (i.e., quasi-randomly). The two runs are compared
17
(a)
0 20 40 60
t
-1
-0.5
0
0.5
1
z
L
3
L
1
L
2
(b)
0 20 40 60
t
-1
-0.5
0
0.5
1
z
L
3
L
1
L
2
Figure 9: Similar to Fig. 7 (a) but with Re = 200. (a) Approximation via DMD as for the two previous
cases. (b) Approximation via 1000 randomly distributed radial basis functions.
in Fig. 9 and also in Fig. 8 (b). We see that the much higher dimension of ψ has no positive impact on
the control performance, which indicates that the inaccuracy is mainly due to the chaotic dynamics.
6. Conclusion
We have presented a new approach for data-driven optimal control which is based on the Koopman gen-
erator. Multiple Koopman generators are approximated via EDMD at different constant control inputs,
and intermediate control values can be approximated by linear interpolation between these operators,
which yields a bilinear control system. For control affine systems, the interpolation does not introduce
an additional error. Furthermore, when using the Koopman operator instead of the generator (which is
often easier to compute numerically), the interpolation is accurate to first order in the timestep. Several
examples show that the approach leads to very good results even in situations where this assumption
does not hold.
Due to the larger step sizes and the linearity of the K-ROM, the reduced model can be solved sig-
nificantly faster, in the case of the 2D Navier–Stokes equations by five to six orders of magnitude. An
additional benefit is that since the model is bilinear, we can use efficient solution methods for the reduced
control problem. Due to the restriction to several autonomous systems, the training data requirements
are very low.
One further direction of research is to develop stronger statements about the error for the K-ROM
approach, e.g., concerning the basis size or the required data. From a control theoretic perspective,
it would be very interesting to investigate whether the notion of controllability can be carried over
to nonlinear systems. Moreover, feedback controllers specifically tailored to bilinear systems (using a
time-dependent Riccatti equation, for instance) could be used instead of MPC to further increase the
real-time capability. In terms of numerical efficiency, automated methods for choosing appropriate basis
functions for the system dynamics (e.g., via dictionary learning [45]) or Koopman approximations based
on neural networks [46] could help to further improve the prediction accuracy and consequently, the range
of applicability.
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A. Koopman-Kolmogorov Theorem Proof
Proof. Consider a trajectory x(t) of the system starting from any initial condition x0 ∈ X . The time
derivative of an observable ψ ∈ V along the trajectory x(t) may be expressed in terms of the Koopman
operator as
d
dt
ψ(x(t)) =
d
dt
(Ktu¯ψ)(x0) =
d
dt
ψ(Φtu¯(x0)).
Since the flow is autonomous, the flow map obeys
Φt+∆tu¯ (x0) = Φ
∆t
u¯ (Φ
t
u¯(x0)),
allowing us to express the time derivative along the trajectory as
d
dt
(Ktu¯ψ)(x0) = lim
∆t→0+
ψ(Φ∆tu¯ (Φ
t
u¯(x0)))− ψ(Φtu¯(x0))
∆t
.
By definition of the Koopman generator, the right hand side of the above equation reduces to
d
dt
(Ktu¯ψ)(x0) = (Ku¯ψ)(Φtu¯(x0)),
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and by definition of the Koopman operator,
d
dt
(Ktu¯ψ)(x0) = (Ktu¯Ku¯ψ)(x0).
This proves Eq. (5) because ψ ∈ V and x0 ∈ X were arbitrary. By direct substitution, one can verify that
(Ktu¯ψ)(x0) =
∞∑
p=0
tp
p!
((Ku¯)pψ)(x0)
satisfies the above ordinary differential equation, proving the validity of the expansion (6).
B. Efficient Newton-solver
We here show that the special bilinear structure of the K-ROM enables an efficient Newton-type solver.
For reasons that will become clear, let us assume that the objective function takes the quadratic form
Lˆ(z(t), u(t), t) = (z(t) − a(t))TQ(t)(z(t) − a(t)) + u(t)TR(t)u(t), (26)
where Q(t) and R(t) are symmetric, positive definite matrices. This means that the functions
γ(t) = 2Q(t) [z(t)− a(t)] and ρ(t) = 2R(t)u(t)
are linear with respect to z(t) and u(t).
Rather than minimizing the cost function by gradient descent, it is possible to solve for the input
signal u ∈ F([t0, te0,U ]) and resulting trajectory z that simultaneously satisfy the model dynamics and
∇uˆkJ = 0 for all k = 1, . . ., d. This is done by simultaneously solving the dynamics eq. (17) together with
the adjoint equation eq. (24) and the optimality condition ∇uˆkJ = 0 for all k = 1, . . ., d with gradients
found by eq. (25) using a Newton method.
Let us first restrict u to the subspace F([t0, te0,U ]) and define
Bˆk(t) =
nc∑
i=1
ϕk,i(t)Bei , Rˆ =
∫ te
t0
ϕ(t)TR(t)ϕ(t) dt,
yielding the transformation identities
nc∑
i=1
ui(t)Bei =
d∑
k=1
uˆkBˆk(t),
∫ te
t0
u(t)TR(t)u(t) dt = uˆT Rˆuˆ
respectively. Using the Newton method, we want to solve for the discretized input uˆ ∈ Rd and the signals
z and λ that make the residuals
rz(t) = z˙(t)−
(
K0 +
d∑
k=1
uˆkBˆk(t)
)
z(t), (27)
rλ(t) = 2Q(t) [z(t)− a(t)] + λ˙(t) +
(
K0 +
d∑
k=1
uˆkBˆk(t)
)T
λ(t), (28)
ruˆ =
∫ te
t0
ϕ(t)T
 z(t)
TBTe1
...
z(t)TBTenc
λ(t) dt+ 2Rˆuˆ, (29)
equal to zero. Notice that each of the above equations is bilinear, making it very easy to compute the
derivatives of the residuals with respect to the variables uˆ, z, and λ. Each step of the Newton solver
computes updates ∆z, ∆λ, and ∆uˆ on the current iterates z, λ, and uˆ by solving the linear systemDzrz 0 DuˆrzDzrλ Dλrλ Duˆrλ
Dzruˆ Dλruˆ Duˆruˆ

(z,λ,uˆ)
∆z∆λ
∆uˆ
 = −
rzrλ
ruˆ

(z,λ,uˆ)
.
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The iterates are updated according to
(z, λ, uˆ)← (z, λ, uˆ) + (∆z, ∆λ, ∆uˆ)
during each step until convergence.
We recommend using an iterative Krylov subspace algorithm like the Generalized Minimal Resisual
Method (GMRES) to solve the system eq. (B). This is because it is very easy to compute operator-
vector products like
[Dzruˆ Dλruˆ Duˆruˆ]h, for example, by applying linearized versions of the residual
equations (27), (28), (29), directly to h, rather than discretizing and storing the derivative operators as
large matrices.
Remark B.1 (The adjoints of bilinear models have favorable properties). If the model Eq. (17) had
general nonlinearities, then the Jacobian matrices would appear in the adjoint equation Eq. (24). In the
general case, these Jacobian matrices depend on z(t) and u(t) so that Eq. (28) is no longer bilinear.
The Newton method would then require differentiating the Jacobian matrices appearing in Eq. (28) with
respect to z(t) and u(t) to find Hessians of the model dynamics. These additional terms make solving the
optimization problem more costly, which could pose a problem for MPC applications.
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