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SUMMARY
For robotic systems to continue to move towards ubiquity, robots need to be more
autonomous. More autonomy dictates that robots need to be able to make better decisions.
Control theory and machine learning are fields of robotics that focus on the decision making
process. However, each of these fields implements decision making at different levels of
abstraction and at different time scales. Control theory defines low-level decisions at high
rates, while machine learning defines high-level decision at low rates. The objective of this
research is to integrate tools from both machine leaning and control theory to solve higher
dimensional, complex problems, and to optimize the decision making process.
Throughout this research, multiple algorithms were created that use concepts from both
control theory and machine learning, which provide new tools for robots to make better
decisions. One algorithm enables a robot to learn how to optimally explore an unknown
space, and autonomously decide when to explore for new information or exploit its current
information. Another algorithm enables a robot to learn how to locomote with complex
dynamics. These algorithms are evaluated both in simulation and on real robots. The
results and analysis of these experiments are presented, which demonstrate the utility of the
algorithms introduced in this work. Additionally, a new notion of “learnability” is introduced
to define and determine when a given dynamical system has the ability to gain knowledge




For robotic and cyber-physical systems to function properly in the real world, these systems
need to make a large number of calculated decisions. These choices range from fast low-level
decisions (e.g. stability control) to slow high-level decisions (e.g. path planning). The theory
behind the the fast low-level decisions generally comes from the field of control theory, while
the theory behind the slow high-level decisions generally comes from the field of machine
learning. As robotic systems advance and their corresponding tasks become more complex,
the line between the fast low-level decisions and the slow high-level decisions becomes blurred.
Thus, it is necessary to use tools from both control theory and machine learning for designing
the decision making algorithms used by these robotic systems. The objective of this research
is to integrate and to use tools from these two areas of robotics to solve higher dimensional,
complex problems, and to optimize the process of exploration and exploitation. Specifically,
by letting learning algorithms be informed by the underlying dynamics of the system, a
number of benefits are obtained, from reduced complexity to systematic trade offs between
exploration and exploitation.
The goal of any learning algorithm is to gather information that is useful for the desired
objective, then to use that information to complete the objective in the “best” possible way.
This goal raises an additional issue all learning algorithms must address: deciding when to
gather new information and when to use the information that has already been gathered to
complete the objective. This tradeoff is often called “exploitation versus exploration” [23],
which is discussed in Chapter 2 and Chapter 5.
The work outlined in Chapter 2 describes how to calculate a control policy for a single
agent system to optimally explore an unknown space to gather information that is distributed
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over that space. The agent’s goal is to optimally cover the space by gathering the most
information with the least amount of effort. The agent must learn the underlying information
distribution and then use that knowledge to plan an optimal trajectory to cover the space.
Thus, the agent must decide when to explore and when to exploit. The theory outlined
in Chapter 2 is tested in simulation and on real robots. The individual robot dynamics,
experimental setup, and results are detailed in Chapter 3.
Certain elements of this research can be viewed as a “nail”, while other elements can be
viewed as a “hammer”. The application, which describes an optimal coverage problem, is
a “nail”; while the theory, which describes how to optimally decide between exploitataion
and exploration, is a “hammer”. The objective is to integrate the two to develop an optimal
“exploitation versus exploration” theory, and to extend beyond solving an optimal coverage
problem for a single agent so it can benefit countless related problems in machine learning
and control theory that involve exploration and exploitation.
For the agent to optimally explore the unknown space and learn the underlying informa-
tion distribution, as briefly described above, it is assumed that it is possible for the agent to
learn this distribution given the agent’s sensor and actuator capabilities. What if the agent
that is tasked to explore a 3 dimensional space is a ground robot with wheels for actuation
and a sensor that only works in the plane? Will the agent be able to learn the underlying
distribution? What if instead the same robot, has a sensor that samples in the volume in-
stead of just in the plane, now will the robot be able to learn the underlying distribution? It
is not clear when learning is possible or when a problem is “learnable” given the objective,
the dynamics, the actuation, and the sensors. An attempt to remedy this challenge would
require a formal definition of learnability from a system-theoretic vantage-point. In Chap-
ter 4, a “learnability” definition is provided for a dynamical system with a given objective
function. Given this definition, a theorem and proof are provided on when a linear system
with a quadratic cost is “learnable”.
Another challenge with using learning for control design is that often the complexity of the
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system makes it impractical to use standard learning techniques because of limits in memory
usage and/or processing time. This issue is often called the “Curse of Dimensionality”, which
was created by Richard Bellman in the 1950’s. This curse is the exponential increase of
information that must be learned as the number of possible states and actions in the system
increases. A learning algorithm can overcome this complexity issue by using a particular
choice of discretization presented in Chapter 5, The algorithm uses boundary conditions
coupled with sets of primitive control laws to create motions for the locomotion of complex
robotic systems. In particular, the presented algorithm learns actions based on boundary
states instead of the actual system states, which greatly reduces the amount of learning that
must take place.
To illustrate how this learning algorithm may be used, imagine a situation where a
roboticist would like to build a robotic caterpillar, without having to (or even knowing how
to) explicitly design the control actions to move the robot forward or backward. Instead, the
roboticist simply “loads” the presented learning algorithm together with a library of primitive
feedback controllers onto the robotic caterpillar. On its own, the robotic caterpillar learns
to move forward and backward. This situation is demonstrated on the robotic caterpillar,
which is discussed further in Chapter 5.
Taken together, this research seeks to move the field of robotics closer to autonomy, by




LEARNING OPTIMAL COVERAGE (THEORY)
2.1 Introduction
This chapter presents an optimal exploration algorithm, Ergodic Environmental Exploration
(E3), that minimizes the effort to explore an unknown environment with areas of varying
degrees of importance. Applications for the use of E3 include any type of search over an un-
known area with an autonomous robot. Example applications include searching for wildfires
in a forest, monitoring areas of high crime in a city, monitoring national borders, and mili-
tary reconnaissance. The E3 algorithm removes the decision of when to explore for new areas
of importance and when to focus on, or exploit, the current estimate of important areas in
order maximize information gain. The algorithm deals with exploration verses exploitation
by exploring and exploiting simultaneously.
The E3 algorithm is a finite receding horizon optimal control algorithm for exploring and
obtaining information in regions with an unknown information distribution1. The E3 algo-
rithm builds off and modifies the Ergodic Exploration for Distributed Information (EEDI)
algorithm developed by the Neuroscience and Robotics (NxR) Lab at Northwestern Uni-
versity [38, 39, 50]. The EEDI algorithm is an iterative, receding horizon, optimal control
algorithm for controlling a mobile sensor to optimally acquire data. E3 uses the concept from
the EEDI algorithm that in each iteration an optimal trajectory is calculated that minimizes
the control effort and the ergodic cost with respect to some spatial distribution over the
system’s state space. The optimization of an ergodic trajectory with respect to effort was
developed by the NxR Lab [37].














(t4 − t3 + t2 − t1).
The ergodic cost relates the time-averaged behavior of a dynamical system’s state trajec-
tory to some spatial distribution. Mathew and Mezic [34] formulated this ergodicity metric
for trajectories to define how well the points of a trajectory produced by a dynamical system
cover a domain of interest. As shown in [37], the concept of an ergodic dynamical system
to a distribution is expressed in Fig. 1. The distribution ψ(x), depicted as level sets over
the domain X, is sampled by a sensor following the trajectory x(t) over the time interval
T = [t0, tf ]. The trajectory x(t) is ergodic with respect to the distribution ψ(x) if the per-
centage of time spent in any subset A of X from t = t0 to t = tf is equal to the measure of
A. For a dynamical system to be ergodic for the distribution φ(x), the condition shown for
subset A must hold for all possible subsets in X.
The novelty of the E3 algorithm is the distribution function used in the ergodic opti-
mization. The E3 algorithm assumes the underlying information distribution is stored in
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an occupancy grid across the search space, where each dimension in the grid has C cells.
The use of an occupancy grid is common practice in robot perception and navigation prob-
lems [14]. The distribution function in the E3 algorithm is comprised of the robot’s estimate
of the information distribution and its uncertainty in that estimate. Differently, the EEDI
algorithm assumes that the underlying information distribution is parameterized by ` un-
known parameter values. The EEDI solves for the ` parameters using the expected value of
Fisher information matrix, which is an `× ` matrix.
Using the EEDI algorithm to solve for the locally optimal trajectory with an occupancy
grid in an n-dimensional space and C cells in each dimension, requires ` = Cn parameters;
and thus, the Fisher information matrix has C2n elements. The size of the Fisher information
matrix becomes infeasible for a distributions modeled with an occupancy grid that has a large
number of cells. Additional differences in the E3 algorithm and the EEDI algorithm include
the generation of the initial trajectory used in each iteration of the algorithm and the process
in which the information distribution is updated from iteration to iteration.
Other work in exploration of unknown environments involves a variety of methods, in-
cluding reinforcement learning [29], extended information filters [32] [57], Markov decision
processes [1] [6], coverage controllers [20], and model predictive control [15]. The E3 al-
gorithm stands out from these other methods by focusing on control actions that ensure
exploration of the space while also minimizing the control effort to do so.
Experiments were performed to demonstrate the E3 algorithm’s ability to have a mobile
reconnaissance robot optimally explore a 2-dimensional map with non-uniform regions of
importance. The experiment details and results are discuss in Chapter 3.
2.2 Problem Statement
The problem statement that the E3 algorithm solves is defined in the following section and
is different from what has been done in previous work on this subject. In a space of interest,
X ⊂ Rn, it is known that there are regions in X with varying degrees of importance that may
6
change over time; any further knowledge of these regions is initially unknown. The regions
of varying degrees of importance at time t can be viewed as an information distribution
function, ψt(x), for all x ∈ X.
A mobile robot is used to explore and estimate the underlying information distribution.
The robot can move through the space and sample the unknown information distribution
for a specific region at a single time instance. Moreover, it is desirable to minimize the effort
needed to do the exploration.
The robot moves according to its dynamics, which are assumed deterministic and modeled
in the general form of
ẋ = f(x, u), (1)
where x ∈ X is the state of the robot and u ∈ U ⊂ Rm is the input to the robot.
As the robot moves through the space X and samples a set of values from the information
distribution, ψt, its state is assumed to be known. In this work it is assumed that the robot’s
sensor has a delta disc footprint of the form2
D(x; δ) = {x′ : ‖x′ − x‖ ≤ δ}. (2)
In other words, the robot is able to measure the exact values from the information distribu-
tion, ψt(x), for all the values in a radius δ of its state x at a given time instant. That being
the case, for each position x, the robot can update a set of values in its current estimate of
the information distribution, ψ̂t, with a set of measured values from the true distribution,
ψt, that correspond to the states in D(x; δ).
The robot is also capable of keeping track of the states it has previously sampled. This
capability is encoded in the indicator function It(x) : X → {0, 1}, which returns a zero if
the robot has never measured a value for the state x before time t, and a one otherwise. As
2x′ is used to represent an arbitrary state in X.
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the robot moves, it updates the function It(x) with the following update law,
It+∆t(x
′) =
 1 : x
′ ∈ D(x; δ)
It(x
′) : x′ /∈ D(x; δ)
, (3)
where ∆t is the measurement sampling time.
The robot can improve on its estimate of the information distribution for states outside
D(x; δ) with an update law. In this work the update law for the estimated information
distribution function, ψ̂t(x
′), when the robot is in state x at time t is defined by a two step
process:
Step 1: ψ̂†(x′) =
 ψt(x
′) : x′ ∈ D(x; δ)
ψ̂t(x





†(x′) : x′ ∈ D(x; δ)
Υ(x′, ψ̂†, It+∆t) : x
′ /∈ D(x; δ)
,
where Υ is the update function for values of the information distribution that are outside
D(x; δ). The Υ used in the E3 algorithm is detailed in Section 2.3.3. The initial value of the
estimated information distribution is defined with the function ψ̂0(x).
In addition to maintaining an estimate of the information distribution, in this work it is
assumed that the robot maintains confidence values for its estimate of the information dis-
tribution. Right after the robot has measured a value from the true information distribution
it has a high confidence in its estimate of those measurement locations and assigns those
locations a confidence value of one. This confidence value exponentially decreases in time.
This exponentially decrease in the confidence value allows for the algorithm to adopt to a
changing information distribution.
The confidence for a particular state x at a time t is encoded in the function Gt(x). The
update law for the confidence function with the robot at state x and time t is,
Gt+∆t(x
′) =
 1 : x





′) : x′ /∈ D(x; δ)
. (5)
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Thus, the update law in (5) means that for each state that is not measured, the confidence
value for that state exponentially decays with a time constant of τ . This exponential decay
is commonly seen in machine learning algorithms and is sometimes known as the “learning
rate”. The time constant should be chosen with respect to the time constant of the dynamics
of the underlying information distribution. In this work, the information distribution is
constant but a non-infinite time constant is used to demonstrate the utility of the confidence
function if the information distribution were not constant. The initial confidence value is
G0(x
′).
The goal of the robot is to find an input and state trajectory that minimize the effort
and maximizes the cumulative sum of information and confidence over time and space. This
goal promotes the robot to visit areas of greatest possible information gain more often than
places with lower possible information gain. Areas with high information gain are areas with
high uncertainty (i.e. low confidence) and high information content. A function to represent
areas of high uncertainty and high information content is
H(x) = (1−G(x))ψ(x), (6)
where 1−G(x) represents uncertainty and ψ represents information content.
2.3 E3 Algorithm Details
The E3 algorithm (shown in Algorithm 1) drives the robot to explore the space X, which
will maximize information gain and minimize effort. The algorithm initializes the estimate





∀x′ ∈ X. (7)
In this way, all states are assumed equally important. In addition, the initial confidence
value is set to zero
G0(x
′) = 0 ∀x′ ∈ X, (8)
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meaning there is zero confidence in the initial estimate of the information distribution.
In each iteration of the algorithm a locally optimal trajectory for the information gain
map, Hi(x), is updated based on the current estimate of the information distribution and
the current confidence value of that estimate. With the updated information gain map, an
initial trajectory, u0i (t), is calculated that visits l number of “peaks” of the information gain
map (see Section 2.3.2). This initial trajectory is not optimized for effort or ergodicity, it
is a heuristic to “seed” the ergodic optimization algorithm with a good initial guess at the
trajectory. Empirically, this method for generating an initial trajectory has shown to provide
stable continuous exploration over the entire space.
Next, the locally optimal ergodic state trajectory, x∗i (t), and locally optimal input tra-
jectory, u∗i (t), are updated based on u
0
i (t) and Hi(x) for a time horizon duration of tD (see
Section 2.3.1) after which the locally optimal trajectories are executed. While executing the
locally optimal trajectory, the robot measures the true information distribution at each time
step and updates the confidence values and estimated information distribution values (see
Section 2.3.3). The iteration repeats, incrementing the iteration counter, i. This process
takes place until the final time of the exploration, tF .
Each component of the algorithm is described in more detail in the following subsections.
As described in Section 2.1, the E3 algorithm builds off of the EEDI algorithm; however, there
are several differences between the E3 algorithm and the EEDI algorithm. These differences
are also discussed in more detail in the following subsections.
2.3.1 Ergodic Trajectory Optimization
It is ideal to have a trajectory for the robot where the amount of time that the robot spends
in any given area of the state space is proportional to the integral of the distribution over
that same area (ergodicity cost) weighted against the effort to perform that trajectory (effort
cost). Thus, a locally optimal trajectory for the robot has a cost function that involves two
parts: the ergodicity cost and the effort cost.
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Algorithm 1 Ergodic Exploration of Entropy (E3)
1: Define tD finite receding horizon time duration
2: Define τ confidence decay time constant
3: Define l number of waypoints in u0i (t)
4: Define the Q’s, R’s, S’s optimization weighting matrices
5: Init. t to 0
6: Init. x(0) state of robot
7: Init. ψ̂0(x) to uniform distribution
8: Init. G0(x) and I0(x) to all zeros
9: Init. i to 0
10: while t < tF do
11: Update time variables t0 ← t and tf ← t+ tD
12: Update Hi(x)← (1−Gt(x))ψ̂t(x)
13: Calc. initial u0i (t)
14: Calc. optimal u∗i (t) and x
∗
i (t) using u
0
i (t) and Hi(x)
15: Execute trajectory, updating ψ̂t(x) and Gt(x)
16: Increment counter i← i+ 1
17: end while
The ergodicity cost, as defined in [37] [34], is a norm on the differences in the Fourier












In (9) and (10), fk(x) represents the kth Fourier basis function,
fk(x) = e
2πjξTkx, (11)
where ξk ∈ Rn is the kth spatial frequency (a.k.a wavenumber). The norm on the differences








3fk(x) represents the complex conjugate of the function fk(x).
4Notation notes: x(t) represents the state location at time t (i.e x(t) ∈ X), where x(T ) represents the
state spatial trajectory over all T = [t0, tf ], (i.e. x(T ) ∈ X ⊂ Ln2 [T ]).
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Λk ‖Fk(x(T ))− Φk‖ , (13)
where Qe ≥ 0 is weighting value on the ergodicity cost, K = {0, 1, . . . , N1 − 1} × · · · ×
{0, 1, . . . , Nn − 1} is the set of Fourier coefficient indices and N ∈ Nn is the number of
Fourier coefficients in each dimension of the state space5.







where Re = R
T
e  0 is the weighting matrix on the input.
Therefore, the total cost is
J(x(t), u(t)) = Jergo(x(t)) + Jeffort(u(t)), (15)
and the locally optimal ergodic state trajectory, x∗(t), and input, u∗(t), are ones that min-
imizes J and satisfy the dynamics of the robot in (1). Thus, as in [37], the locally optimal
state and input trajectories are
(x∗(t), u∗(t)) = arg min
x(t),u(t)
J(x(t), u(t)). (16)
Solving (16) is done iteratively using the projection-based trajectory optimization method
[37] [17]. In each iteration two Linear Quadratic Regulator (LQR) problems are solved. The
first LQR problem finds a non-feasible trajectory pair that reduces the cost in (15) and the
second LQR problem projects this non-feasible trajectory pair back onto the manifold of
feasible trajectory pairs. This iteration of solving LQR problems is continued until the cost
can not be reduced any further.
Each one of the LQR problems has a trio of weighting matrices that weight the state,
input, and final state cost. These weighting matrices are commonly denoted as Q, R, and
5The Fourier basis functions and Fourier coefficients indices used in this chapter differ slightly from those
used in [37] and [34].
6Lnp [D] represents the space of Lebesgue integrable functions of nth-dimension with pth-power over the
domain D.
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S, respectively. In the E3 algorithm these matrices are defined as Qd, Rd, and Sd for the
first LQR problem that solves for the descent direction and Qp, Rp, and Sp for the second
LQR problem that projects back onto the feasible trajectory manifold. Further details on
the solving the minimization problem of (16) is provided in more detail in Section 2.5.
The distribution used in the ergodic trajectory optimization, φ(x), are different in the
E3 algorithm and the EEDI algorithm. The E3 algorithm sets φ(x) to a representation of
information gain across the space encoded with the function H(x), which uses the predicted
information distribution, ψ̂(x), and the confidence of the predicted information distribution,
G(x). The EEDI algorithm sets φ(x) to a map of expected value of the Fisher information
of the measurement model with respect to the belief value of the parameters, which is called
the Expected Information Density (EID).
2.3.2 Initializing Input Trajectory for Ergodic Optimization
The initial input trajectory has a large influence on the locally optimal trajectory returned by
the ergodic optimization, as demonstrated empirically in this work as well as in the original
work [37]. The impact of the initial trajectory is due to the algorithm’s inability to find a
globally optimal solution, but instead it finds a locally optimal solution based on this initial
trajectory. In addition, if the same initial trajectory is provided to the ergodic optimization
algorithm over each iteration of the finite receding horizon control algorithm (e.g. EEDI or
E3), the locally optimal trajectory will likely converge to the same trajectory over and over
again. This convergence does not produce desirable results for on going exploration.
In the E3 algorithm the initial input trajectory, u0i (t), is calculated based on the current
information gain map, Hi(x). The information gain map is treated like an elevation contour
map or an intensity grayscale image. An image processing algorithm known as the Watershed
algorithm [64] is used to find the highest l peaks in the information gain map. The shortest
path between the robot’s current location and the l peaks is then calculated. Finding this
type of shortest path is known as the “Traveling Salesman Problem” [46] and, in general, is
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a very hard problem to solve. When l is small (say less than 10) the shortest path can be
solved quickly using a dynamic programming technique [33]. A small l works well for the
E3 algorithm, so solving for the shortest path becomes straight forward. The initial input
trajectory, u0i (t), is set to the input that gives the state trajectory that follows the shortest
path between the “peaks” in the information gain map. The projection operation discussed
in Section 2.3.1 is used to find an input trajectory given a state trajectory. The method
used to generate the initial trajectory in the EEDI algorithm is not discussed in the various
publications.
2.3.3 Updating Estimate of Information Distribution
As the robot executes the trajectory produced by the ergodic optimization algorithm, it
collects samples from the underlying information distribution, ψt(x), at each sample time.
Each measurement collected updates the robot’s estimate of the information distribution,
ψ̂t(x), following the update law in (4).
The update law in the E3 algorithm uses the fact that the total information integrates
to one; thus, the amount of information yet to be sampled is one minus the total amount of
information already sampled. The total amount of information yet to be sampled is




The update law distributes the total amount of information yet to be sampled, to all
states that have yet to be sampled, proportionally to the state’s geodesic distance away from
other states that have already been sampled and from the boundary of the search area. This
geodesic distance of a state x is defined with the function L(x, I). If the indicator function,
I, is treated as a binary image, the geodesic distance from any state that has been sampled
can be quickly calculated with an image processing algorithm known as the Fast Marching
Method [49]. Fig. 2 shows a 2-dimensional example of the geodesic distances (normalized by
|X|
C
) of the non-sampled states (shaded areas) from the boundary of the search area (black
areas) and from others states that have already been sampled (white areas) for a given robot
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Figure 2: Geodesic distances (normalized by |X|
C
) for non-sampled states (shaded areas) from
the search area boundaries (black areas) and from other sampled states (white areas) for a
given robot trajectory (solid line).
trajectory (solid line).
Thus, the update function is defined as
Υ(x, ψ̂, I) =




Assuming that the distribution integrates to one is a big assumption. This assumption
allows for a natural way to estimate the underlying distribution for areas that have never been
sampled. In most cases it is reasonable to assume what is the total amount of information
in the given space; thus, the distribution can always be normalized to unity. However, if the
total amount of information is not known or can not be reasonably estimated then this could
cause problems for the E3 algorithm. If the total amount of information is under estimated
then the robot can get stuck in one region thinking it has sufficiently explored the space. If
the total amount of information is over estimated then the robot can expend too much effort
exploring areas that have already been sufficiently explored.
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2.3.4 Additional Notes on E3
It is worth noting a few aspects of the Fourier transform that may cause problems for
the ergodic optimization (Section 2.3.1) that have not been explicitly stated in previous
work on this subject. The ergodic optimization as it is formulated in [38] assumes that
the distribution, φ(x), is a continuous function across the state space with finite support.
Therefore, because of the bounds on X, the continuous Fourier transform of the distribution
produces discrete values (Fourier series coefficients) that are used in calculating the ergodic
cost and, thus, the locally optimal trajectories. However, the inverse Fourier transform of
these Fourier series coefficients produces an unbound periodic function with period defined
by the bounds of X. This periodic function means that the locally optimal trajectory will
not respect the bounds of X and will attempt to be ergodic for not only states inside of X
but also states outside of X.
Often if the ergodic trajectory is initialized near the edge of the state space X it will
get stuck on the boundary while trying to optimize for areas of the state space that it can
not reach. To fix this problem, the distribution given to the ergodic optimization can be
“padded” with zeros. This zero padding spreads out the bounds on X; thus, focusing the
optimization of the ergodic trajectory more heavily on information inside X verses outside
of X.
Additionally, it is worth noting that if the estimate of the information distribution, φ̂t(x),
is a discrete function across the state space, X, then some additional precautions most be
taken while performing the ergodic optimization. In calculating the ergodic cost, the discrete
Fourier transform is required to calculate the Fourier coefficients of the discrete distribution.
Using the discrete Fourier transform will produce periodic discrete Fourier coefficients. These
Fourier coefficients will have a period equal to the inverse of the sampling spacing of the
discrete distribution in X. If the distribution has frequency information that is more than
half the sampling frequency (Nyquist frequency) then that information will be aliased to the
lower frequencies in the Fourier coefficients. Since the lower frequency are predominately
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used in weighting variable Λk, this aliasing will produce a non-optimal ergodic trajectory.
This can be fixed by increasing the sampling frequency of the information distribution in
the state space.
2.4 Exploration vs. Exploitation
The E3 algorithm eloquently deals with the common problem of when to explore for new
information and when to exploit the current information to get the best desired performance
[23]. The E3 algorithm does not explicitly decide when to explore or when to exploit, but
instead it is always exploiting the current estimate of the underlying information distribution.
However, while exploiting the current information, the robot will naturally explore for new
information, due to fact that the trajectory is ergodic with respect to the given distribution.
There are number of methods for dealing with exploration and exploitation [67]. These
methods fall into two main categories: undirected exploration and directed exploration [58].
Undirected exploration does not utilize exploration-specific knowledge and explores using
randomness in the decision process [42]. The simplest example of undirected exploration is
the random walk method, where every decision is decided on randomly with some chosen
distribution (usually uniform) over the possible choices. Directed exploration uses knowledge
of the learning process itself and directs exploration to maximize knowledge gain. An example
of directed exploration is the counter-based exploration method, where decisions are made
based on how often states have occurred due to the past decisions that have been made [48].
The E3 algorithm actually combines characteristics from both the undirected and directed
methods of exploration. There is a undirected method of exploration known as utility-
driven probability distributions, where a decision is made based on the utility of gaining new
information. This type of exploration has the characteristic that it explores and exploits
simultaneously [58]. There is a a directed method of exploration known as counter-based
exploration with decay, which is similar to counter-based exploration but the state counts
decay with some exponential rate over time. This method will favor exploration decisions
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which visit states that have not been recently encountered. This type of exploration has
shown to perform well in dynamic state spaces [59].
Looking at (6) one can see why the E3 algorithm has characteristics of both the utility-
driven probability distributions method and the counter-based exploration with decay method.
The information content, ψ(x), is the utility function needed for the utility-driven probability
distributions method and the uncertainty, (1 − G(x)), is essentially an exponentially de-
caying counter for the states that have been visited, which is needed for the counter-based
exploration with decay method. Thus, the information gain function, H(x), is what allows
the E3 algorithm to eloquently and effortlessly deal with the exploration verse exploitation
conundrum.
2.5 Minimizing Ergodicity and Effort
An objective, as stated in Section 2.2, is to minimize ergodicity and effort in order to preform
optimal coverage. To perform this minimization it is necessary to find an optimal feasible
state and input trajectory tuple, z∗(T ), which minimizes the cost J(z(T )),
z∗(T ) = arg min
z∈Z
J(z(T )), (19)
where z(T ) = (x(T ), u(T )) represents a feasible state and input trajectory tuple.
An iterative approach is used to solve optimization problem in (19). At each iteration
of the optimization algorithm, a descent direction, ζ(T ), in the trajectory tuple, z(T ), is
calculated. The solution is found by moving along this descent direction. The descent
direction is the one that minimizes the quadratic model of the form 7,8
ζ∗(T ) = arg min
ζ(T )∈Tσ(T )Σ
Dσ(T )J(z(T )) ◦ ζ(T ) +
1
2
‖ζ(T )‖2Qd,Rd,Sd . (20)
Intuitively, the first term of (20) picks the decent direction that moves from the current
feasible trajectory tuple, z(T ), to the local optimal infeasible trajectory tuple. The second
7◦ represents a general linear operator.
8DxJ(x) represents the derivative of J with respect to x. The subscript will be left off when there is only
one argument in the function.
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term of (20) limits the norm on the on decent direction so that multiple steps are required
and prevents instability in the iterations of the algorithm. A cartoon representation of this











Figure 3: Cartoon intuitive representation of how the projection optimization works. Start-
ing at a feasible trajectory (all feasible trajectories line on the thick black line) zi, the decent
direction (green arrow), ζ, that moves the the trajectory to a minimal cost (contours of cost
are shown in thin black lines), which is an infeasible trajectory. The projection operator
projects (red dash line) the infeasible trajectory back to the feasible manifold, zi+i. This is
repeated until the trajectory reaches the local feasible optimal trajectory at z∗.
The trajectory tuple is updated by moving in the descent direction with some step size γ.
This in general will result an infeasible trajectory tuple, σ(T ) = z(T ) +γζ(T ). An infeasible
trajectory tuple, σ(T ) = (χ(T ), µ(T )) ∈ Σ, is one where the an arbitrary input trajectory,
µ(T ) ∈ U , to the dynamical system does result in the state trajectory, χ(T ) ∈ X . This
infeasible trajectory tuple is projected back onto the feasible manifold with the projection
operator P ,
zi+1(T ) = P (σi(T )) = P (zi(T ) + γiζi(T )). (21)
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This continues until
∥∥Dσ(T )J(zi(T ))∥∥ < ε.
Both (20) and (21) are solved by formulating them into Linear Quadratic (LQ) optimal
control problems. These LQ problems are solved in the standard way of integrating the
Riccati equation backwards in time
2.5.1 Descent Direction Derivation
The descent direction minimization problem of (20) can be rewritten into a quadratic form
with the first term written as,9



























ΛkEk(χ(T ))(fk(χ(T )) ◦ ξk)
rd(µ(T )) ∈ Lm2 [T ] and rd(µ(T )) = Re ◦ µ(T ).














where Qd = Q
T
d  0, Rd = RTd  0, and Sd = STd  0 are arbitrary weighting matrices on
the quadratic terms for the descent direction. Substituting (22) and (23) into (20) produces
ζ(T )∗ = arg min
ζ(T )∈Tσ(T )Σ


















which is quadratic in ζ(T ).
9T is overloaded to represent conjugate transpose and the adjoint.
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Since ζ(T ) = (η(T ), ν(T )) must lie in the tangent space of the trajectory manifold (i.e.
ζ(T ) ∈ Tσ(T )Σ), it must satisfy the linearized system dynamics. This property means







Thus, solving for ζ(T )∗ = (η(T ), ν(T ))∗ is equivalent to solving a generalized LQ problem,
and is solved by integrating the following differential equations backwards in time,
Ṗd(t) = −Pd(t)A(t)− A(t)TPd(t)−Qd + Pd(t)B(t)R−1d B(t)
TPd(t),




T − A(t)T)Wd(t)− qd(χ(t))− Pd(t)B(t)R−1d rd(χ(t)),
Wd(tf) = 0.
ν(t) = −R−1d B(t)
TPdη(t)−R−1d (B(t)
TWd + rd(χ(t))),
η̇(t) = A(t)η(t) +B(t)ν(t).
2.6 Feasible Trajectory Projection
The η(T ) and ν(T ) found by solving the LQ problem in Section 2.5.1 form the decent
direction tuple, ζ(T ), which in general will not point to a feasible trajectory tuple, z(T ) =
(x(T ), u(T )), but instead to an infeasible trajectory tuple, σ(T ) = (χ(T ), µ(T )). A projection
operation is used to project the infeasible trajectory onto the feasible trajectory manifold,
z(T ) = P (σ(T )),
where
P (σ(T )) :
 u(t) = µ(t) +Kp(t)(χ(t)− x(t))ẋ(t) = f(x(t), u(t)) .
The optimal feedback gain Kp(t) is found by solving an additional LQ problem,
Ṗp(t) = −Pp(t)A(t)− A(t)TPp(t)−Qp + Pp(t)B(t)R−1p B(t)TPp(t), Pp(tf ) = Sp,
Kp(t) = −R−1p B(t)TPp(t),
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where Qp = Q
T
p  0, Rp = RTp  0, and Sp = STp  0 are weighting matrices.
Interesting results occur when adjusting the weighting matrices for the projector operator.
An intuitive explanation of each weighting matrix is as follows:
Qp: Sets difficulty in moving the state trajectory from the initial infeasible state trajectory.
Rp: Sets difficulty in moving the input trajectory from the initial infeasible input trajectory.
Sp: Sets importance for the final state value to be close to the given final state value.
The plots in Fig. 4 give insight into how the weighting matrices affect the projection
from an infeasible input and state trajectory tuple to a feasible tuple. The plots show the
results doing the trajectory projection for a simple system with single integrator dynamics.
In the top left mini-plot of Fig. 4 the optimal input trajectory (input equals to zero for
all time) and the optimal state trajectory are shown (state trajectory distribution equals
desired distribution). However, this input and state trajectory tuple is infeasible (i.e. does
not satisfy the system dynamics). The goal is to project the infeasible trajectory tuple to a
feasible feasible trajectory tuple with the an input trajectory (top-left mini-plots) as close to
as possible to the optimal input trajectory (zero for all time) and the state trajectory spatial
distribution (bottom-right mini-plots) (or histogram (bottom-middle mini-plots)) as close as
possible to the the desired distribution. The cost on how close the state trajectory spatial
distribution is to the desired distribution is measured in the transformed space (top-right
mini-plots).
Two different weighting matrix combinations are used to project the infeasible input and
state trajectory tuple to a feasible tuple, these results are shown in Fig. 4b and Fig. 4c. As
can be seen in the figures, one must chose these weighting matrices carefully. A much higher
cost on effort must be tolerated to allow for a decent fit in the state trajectory distribution,
which can be seen in the bottom right mini-plots of Fig. 4b and Fig. 4c.
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(a) Initial infeasible optimal trajectories (input equal to zero, state distribution equal to desired
distribution) before being applied to projection operator.
(b) Feasible trajectories.
Rp = 1 and Sp = 1
(c) Feasible trajectories.
Rp = 0.01 and Sp = 0.01
Figure 4: Results from applying projection operator to simple single integrator system. Plot-
ted is the input (top left), state (top middle), and spatial transform components (top right),
histogram of the state trajectory (bottom right), and the desired and actual information
distribution (bottom right).
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Algorithm 2 Armijo Step Size Calculation Algorithm
1: function armijo(α, β, J , P , z(T ), ζ(T ))
2: κ← 0
3: J0 ← J(σ(T ))
4: J1 ←∞
5: while J1 − J0 > −αβκ
∥∥Du(T )J(z(T ))∥∥ do
6: γ ← βκ
7: χ(T )← x(T )− γη(T )
8: µ(T )← u(T )− γν(T )
9: z(T )← P (σ(T ))
10: J1 ← J(z(T ))
11: κ← κ+ 1
12: end while
13: end function
2.7 Armijo Step Size Calculation
The descent direction step size, γ, is calculated using an Armijo line search algorithm [2].
The algorithm is shown in Algorithm 2.
For intuition into the Armijo parameters, one can think about α as determining how
much one cares about the improvement of the cost. If α is large the improvement will be
a larger fraction of the norm of the signal and the convergence will be slower. However, if
α is too small several iteration will need to be performed to reach satisfactory convergence
results.
One can think of β as determining how course of a search takes place. If β is large the
search will be very fine and the convergence will be slower. However, if β is too small the
search may be too course and the optimal will not be found.
2.8 Conclusion
This chapter introduced the Ergodic Environmental Exploration (E3) algorithm, which opti-
mally explores unknown environments with areas of varying degrees of importance. The E3
algorithm generates a trajectory for a dynamical system to discover and collect information
from an unknown underlying information distribution in the space of interest. The algo-
rithm minimizes control effort while also minimizing the ergodic cost of the trajectory; the
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difference between the time average behavior of the trajectory to the spatial distribution of
maximum information gain. By using the of the information gain as the distribution for the
generation of the optimal ergodic trajectory, the algorithm effectively and easily deals with
the issue of when to explore and when to exploit.
This chapter presented the theory underlying the E3 algorithm, or the “hammer”, used
to optimally guide an agent through the exploration of an unknown space. The next chapter
introduces the “nail” to the E3 algorithm. Experiments are discussed involving real robots
that run the E3 algorithm to explore a space in the ground and in the air.
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CHAPTER III
LEARNING OPTIMAL COVERAGE (EXPERIMENTS)
3.1 Experimental Setup Introduction
The E3 algorithm outlined in Section 2.3 was experimentally tested in simulation and vali-
dated on real robots. The first robot that was used for the experiment was the Khepera 3,
a differential drive robot that is approximately 13 cm in diameter (see Fig. 5a). The second
robot that was used for the experiment was a quadrotor, which is approximately 25 cm in
diameter (see Fig. 5b).
Experiments were conducted in a lab equipped with a 10 camera OptiTrack R© motion
capture system and a work station to run control computations and for communication with
the robots. The reflective balls mounted on the robots in Fig. 5 are used by the motion
capture cameras to identify the robots and compute their position and orientation.
3.2 Differential Drive Robot
Differential drive robots are ground robots that consist of two independently powered wheels
that are non-holonomic (i.e. contain velocity constraints); the wheels can not slide perpen-
dicular to the rolling direction. In addition, a differential drive robot often has a caster wheel
or support ball that is holonomic (i.e. contains no velocity constraints); the caster wheel is
free to move in any direction. The powered wheels are positioned parallel to one another and
control the robots linear and angular velocities by varying the rotational angular velocity of
the each wheel.
3.2.1 Differential Drive Dynamics
The Khepera robot is a differential drive robot, which has states consisting of its position in
the plane, (p1, p2), and its heading angle, θ. Thus, the state vector of a differential drive robot
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(a) Khepera 3 robot with motion capture reflec-
tor ball hat.
(b) Quadrotor robot with motion capture reflec-
tor ball hat.
Figure 5: Robots used for E3 experiments
is x = [p1, p2, θ]
T.n The inputs to the robot are the left and right motor values, (wL, wR),
which directly control wheel angular velocities. In defining the dynamics it is easier to use
the robot’s linear velocity, v, and angular velocity, ω, as the inputs to the robot; thus, the
input vector is u = [v, ω]T. Using the linear and angular velocity in the input is possible
because there is a one-to-one mapping between [v, ω]T and [wL, wR]
T for differential drive
robots, via the function wL
wR




where KB, KR, and KC are the robot’s wheel base, wheel radius, and wheel angular velocity
to motor value constant; respectively. For the Khepera 3 robot the parameters are shown in
Table 1.
















Figure 6: Differential drive robot cartoon. The positional portion of the state is at x while
the diffeomorphic positional portion of the state is at x̃.
dynamics,






3.2.2 Differential Drive Control
The dynamics of a differential robot (e.g Khepera robot), as seen in (26), are non-linear
and non-holonomic. The non-linear dynamics are due to the trigonometric functions of
the heading angle. The non-holonomic dynamics are due to the velocity constraint in that
robot can not instantaneously move perpendicular to its heading angle. Control design for
a non-linear and non-holonomic system is more difficult.
There are several strategies for controlling differential drive robots [10]. The strategy
employed in this work is to not control the true state of the system, but instead control
a diffeomorphic state that has holonomic dynamics. The holonomic state dynamics are
linearized at each instance in time and a linear quadratic regulator (LQR) is then used to
control the robot.
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3.2.2.1 Differential Drive Diffeomorphic State Dynamics
The main idea for a differential drive robot’s diffeomorphic state is to project a state out in
front of the robot by some distance d, and to control this state instead of the true state of
the robot. One can imagine that this state sits at the end of a rigid rod of length d that is
connected to the front of the robot. The end of this rod has no velocity constraints because
it can move both forward and backward as well as left and right instantaneously, hence it
is holonomic. Since this new state is diffeomorphic to the true state, any motion from the
diffeomorphic state can be directly mapped to motion in the true state. One other caveat in
controlling a diffeomorphic state instead of the true state is that the diffeomorphism has to
be applied to the desired state as well.
We can derive the new diffeomorphic state, x̃, and diffeomorphic state dynamics using




p1 + d cos θ
p2 + d sin θ
θ
 . (27)
Taking the time derivative of (27) we get the diffeomorphic state dynamics
˙̃x = f̃(x, u) =

ṗ1 − d sin θθ̇




v cos θ − dω sin θ
v sin θ + dω cos θ
ω
 . (28)
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cos θ −d sin θ
sin θ d cos θ
0 1
 . (30)
The above linear system is not completely controllable for x̃. This lack of controllability here
sufficient because we are only interested controlling the robot’s diffeomorphic position in the
plane not its orientation. Thus, we can ignore the last column and row in (29) and the last
row in (30) to get our linearized diffeomorphic state dynamics





 , B(θ; d) =
cos θ −d sin θ
sin θ d cos θ
 . (32)
It makes sense that the A matrix equals zero because all differential drive robots are drift
free systems (i.e. state time derivative equals zero with zero input).
3.2.2.2 Differential Drive Position Controller
Using the linearized diffeomorphic state dynamics derived in (31) a state feedback linear
quadratic regulator is used to drive the differential drive robot from its current state, x, to
any other state, x̄ =∈ R2, in the plane. The current state will determine a diffeomorphic
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The diffeomorphic position and the desired diffeomorphic position determine the state-





eTQe+ uTRu dt, (35)
subject to the dynamics in (31). For this work the parameters used to control the Khepera
are listed in Table 1.
3.2.3 Differential Drive Robot Experimental Setup
In this study, the robot was given the task of exploring a 2-dimensional area with a simulated
underlying information distribution. The approximate size of the area to explore is 5 m ×
3.75 m (18.75 m2), which was partitioned into a 36× 36 grid1. Each cell of the grid contains
a constant amount of the information distribution. The information distribution used in the
experiment is shown in Fig. 9a. With a sensor delta disc footprint δ value set to 0.1 m, the
1To efficiently calculate Fourier coefficients grids with 2p cells are used.
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robot is able to measure the information distribution in the cell it is currently in as well as
each adjacent cell2.
The laboratory where the experiments took place is equipped with a motion capture sys-
tem to estimate the robot’s state. A computer in the lab ran the E3 algorithm, maintained the
information distribution values, and simulated the robot’s information distribution sensor.
In addition, the computer collected the state information from the motion capture system
and sent motor input commands to the robot in real-time via WiFi. To better visualize
the exploration in the area of interest, a projector system, which is mounted on the ceiling
of laboratory, was used to project the confidence function’s values onto the floor where the
robot was operating. The robot was set to explore the area of interest for 10 minutes.
The heading state’s Fourier components are all set to zero in the ergodic optimization,
since the area of exploration and information distribution are in two, (p1, p2), of the three
state components. Consequently, the robot does not attempt to be ergodic in its trajec-
tory with respect to its heading information. The other constants values needed in the E3
algorithm that were used in the experiment are listed in Table 2.
28-connected grid adjacency is used.
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3.3 Quadrotor Robot Experimental Setup
In addition to the Khepera differential drive ground robot, the E3 algorithm was tested on
a custom built quadrotor (see Fig. 5b), called the GRITS quad. The GRITS quad uses a
custom designed 250 mm in diameter carbon fiber chassis. The mass of the quad with the
chassis, motors, electronic speed controls, microcontroller, wireless transmitter, battery, and
reflector ball hat is 425 grams. Making the GRITS quad as small as possible was necessary
so that the quadrotor was able to be operated in the same laboratory space that was used
for the Khepera, which contains the motion capture equipment, projector, and computer
running the E3 algorithm.
The states and dynamics for the GRITS quad are more complex than that of the Khepera
because it moves around in 3-dimensions in the air verses 2-dimensions on the ground. The
full state of a quadrotor are made from its position, ξ = [x, y, z]T; its attitude, η = [φ, θ, ψ]T,
represented as Euler angles; its linear velocity, ξ̇ = [ẋ, ẏ, ż]T; and its angular velocity, η̇ =
[φ̇, θ̇, ψ̇]T, represented as Euler angle rates. The generalized coordinates consist of its position








∈ SO(3)× R3 × R3 (36)
The force, F1, F2, F3, F4, and torque, T1, T2, T3, T4, generated by the four motors of a
quadrotor are the input to the dynamical system. For modeling the dynamical system is it
more convenient to use torques around the Euler angle rotational axes, τη = [τφ, τθ, τψ]
T, and
the total force parallel to the quadrotor’s z-axis, Fz, as inputs to the dynamical system.
3.3.1 Quadrotor Dynamics
Each quadrotor has intrinsics properties that are unique to each system: mass, moment of
inertia, arm length, motor force constants, and motor torque constants. It is assumed that
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the center of mass is at the origin of the quadrotor reference frame and that the principle
axes align with the axes of this reference frame. It is assumed that the magnitude of force
and torque generated by each motor is related to the the motor input, which is a pulse width
modulated (PWM) signal, with the following relationship,
Fi = M
2
i CFi > 0 ∀i, (37)
Ti = M
2
i CTi > 0 ∀i. (38)
F = F1 + F2 + F3 + F4 > 0, (39)
The quadrotor can be model as rigid body with the full state consisting of position, linear
velocity, orientation, and angular velocity. The orientation (or attitude) of the quadrotor
lives in the space SO(3), and for almost all orientations can be expressed uniquely using
Euler angles,
η = [φ, θ, ψ]T. (40)
These are the roll, pitch, and yaw angles, respectively, expressed from the quadrotor nominal
frame (see Fig. 7) to the current quadrotor frame. The linear and angular velocities are the
time derivatives of the position and orientation of the quadrotor and are expressed as
ξ̇ = [ẋ, ẏ, ż]T, (41)
η̇ = [φ̇, θ̇, ψ̇]T. (42)
Thus, the generalized coordinates for the quadrotor are expressed as
q = [ξ, η]T. (43)
It is important to note that for intuition and representation it is easier to use Euler angles
(roll, pitch, yaw) and Euler angular rates (roll rate, pitch rate, yaw rate) to represent ori-
entation and angular velocity. For derivation of the dynamics it necessary to use a rotation
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matrix that expresses the quadrotor frame in the local inertial frame3,
R = LRQ ∈ SO(3), (44)
and a angular velocity vector, which is the derivative of the quadrotor frame to the local
inertial frame expressed in the quadrotor frame,
Ω = QωLQ ∈ R3. (45)
The Euler angles used here are roll, pitch, and yaw angles. These are rotations around
the current frame. Starting with rotating around the nominal quadrotor frame z-axis by ψ
radians, then around the new y-axis by θ radians, and finally around the new x-axis by φ
radians. Thus, the representation of the current frame in the nominal quadrotor frame and























LRQ = LRQ QRQ =

cθsψ cφcψ + sφsψsθ cφsψsθ − cψsφ
cψcθ cψsφsθ − cφsψ sφsψ + cφcψsθ
sθ −cθsφ −cφcθ
 . (48)
3Here the left subscript signifies the frame the quantity is expressed in, or projected onto. The right
subscript is a label or the name of the frame or vector. For velocity the right subscript signifies the which

















Figure 7: Quadrotor robot cartoon. The positional portion of the state is located at the
center of the quadrotor at ξ and the diffeomorphic state is offset from xi by a distance d.
The angular velocity vector in the quadrotor frame is related to the Euler angle rates by the
following




























































There are two main approaching for solving for the dynamics of a system (1) Newton-
Euler and (2) Euler-Lagrange. Newton-Euler solves for the dynamics by using the law of
conservation of momentum and Euler-Lagrange uses the law of conservation of energy. To










where Q is the external actions (forces / torques) and L is the Lagrangian, defined as the
kinetic energy minus the potential energy,
L(q, q̇) = Ttrans + Trot − U, (55)















Here the rotational kinetic energy is define with the Euler rates using J , which acts as an
inertia matrix. Since, the Lagrangian contains no cross terms between the translational




The external force applied to the the quadrotor is always pointing in the negative z-direction
of the quadrotor frame because the motors only rotate in one direction. Thus,



























= −mg[0, 0, 1]T = −mgEz
⇒ (61)
mξ̈ +mgEz = LF ⇒ (62)





The external torque applied to the quadrotor comes from the moment generated from the
force of each motor that is offset from the center of mass by the length of the arm and from
the moment generated from the rotation of the propellers. The external torque as a vector










(F2 + F3 − F1 − F4)
l√
2
(F1 + F3 − F2 − F4)







 = W (η)−1τ. (65)
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Thus,








































η̇ = τη ⇒ (69)
J(η)η̈ + C(η, η̇)η̇ = τη ⇒ (70)
η̈ = J(η)−1(τη − C(η, η̇)η̇). (71)
The C(η, η̇) function is known as the Coriolis term and can be deceptively difficult to calcu-
late. This difficulty is because it is not obvious how to take the derivative of J with respect






















0 −sφφ̇ cφcθφ̇− sφsθθ̇
0 −cφφ̇ −sφcθφ̇− cφsθθ̇
 (75)
and
























4Note, ∂W∂η is a tensor.
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3.3.2.3 Equations of Motion
Therefore, the full state equation of motion for a quadrotor is









Often for control and estimation it is beneficial (e.g. Linear Quadratic Regulator and Extend
Kalman Filter) to have a linearization of the nonlinear system around a given operating point.
Linearization gives a linear system for the dynamics of a perturbation of the state from the
state operating point given a perturbation of the input from the input operating point. The
linearization for a quadrotor is derived as follows
ẋ = f(x, u) =
 x = x̄ + δxu = ū+ δu
⇒ (79)
ẋ = ˙̄x + δ̇x = f(x̄ + δx, ū+ δu) = {Taylor Expand} (80)






















3.3.4 Diffeomorphic State Dynamics
The linearization of the full state dynamics of a quadrotor is not completely controllable.
This is easy to see in the equation of motions. When the rotation matrix between the
quadrotor frame and the local fixed frame is identity then the input force, F , only affects the
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z-direction of the position dynamics. Since, the equation of motion for position and rotation
are decoupled, the linearized rotation dynamics will have no affect on the position dynamics.
This lack of control means there is no control action that can move the quadrotor in the x-
or y-directions. However, a new state can be chosen to represent the state of the quadrotor
that is completely controllable in the linearized dynamics. If the state of the quadrotor is
represented at some distance d in its negative z-direction instead of at its center of mass,
then the linearization of this new state will be completely controllable, which implies that the
nonlinear dynamics of this diffeomorphic state are locally controllable. The diffeomorphic
state can be thought of as the position of a ball that is at the end of a d length rod that is
colinear to the quadrotor’s z-axis. It is easy to imagine that this ball can be moved in all
directions by the quadrotor. The equations of motion for the diffeomorphic state are almost
the same as the equations of motion of the quadrotor. The rotational dynamics are the same
and the position dynamics are similar, with just an addition of additional term that captures
the movement of the diffeomorphic state position due to the rotation of the quadrotor. The
dynamics are




where α is the angular velocity vector of the quadrotor with respect to the local fixed frame
expressed in the quadrotor frame
α = ω̇ =
d
dt
(W (η)η̇) = Ẇ η̇ +Wη̈ (87)

































































which is an affine system. Also, note that the dynamics of the diffeomorphic state do not
depend on the αz, which makes sense because rotating around the z-axis of the quadrotor
has no affect of the position of the diffeomorphic state. Combining the diffeomorphic state
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r13 dr12 −dr11 0
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r33 dr32 −dr31 0

















and can be written concisely as an affine system as
χ̈ = Aχ+Bµ+G. (98)
To go from angular acceleration to attitude torques
τη = JW
−1(α− Ẇ η̇) + Cη̇. (99)
3.3.5 Quadrotor Control
This section is dedicated to outlining the fundamentals of two different controllers: Linear
Quadratic Regulator (LQR) and Controlled Lyapunov Function (CLF). In addition, simula-
tion results of the implementation of these controllers on the quadrotor are shown.
3.3.5.1 Linear Quadratic (LQ) Problem
A general linear system with quadratic cost has the dynamics of
ẋ = Ax+Bu, (100)














Q = QT  0, S = ST  0, R = RT  0. (102)
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The LQ problem is to find the input that minimizes the cost,
u∗ = arg min
u
J(u). (103)
To solve this problem need tools from optimal control theory are needed, specifically the













J∗(x, tf ) = Ψ(x), (105)
where
f(x, u) = Ax+Bu, (106)
L(x, u) = xTQx+ uTRu, (107)
Ψ(x) = xTSx. (108)
Plugging everything into the HJB and turning the math crank, the following for the input
is derived (derivation shown in the Appendix in Appendix B.1),
u(t) = −R−1BTP (t)x(t). (109)
This is a stabilizing controller with a time varying gain. In (109) P is known as the costate
and is the solution to the differential Riccati equation,
Ṗ = PBR−1BTP − PA− ATP −Q, (110)
P (tf ) = S. (111)
The differential Riccati equation can be solved numerically via backwards integration; noticed
P is specified at the final time. In (110), P is connected to the cost, J , in the HJB by what




xTPx, P = PT  0. (112)
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In summary, given a a linear system, pick a cost by choosing weights for the state, input,
and final state via the Q, R, and S matrices. Solve the differential Riccati equation by
integrating backwards from the final time to the initial time to get P (as a trajectory). Then
use the costate, P , and the state, x, at time t to get the current input, u. Apply this input
to apply to the system.
3.3.5.2 Linear Quadratic Regulator (LQR)
The Linear Quadratic Regular is a stabilizing constant gain feedback controller for a linear
system with quadratic cost. The solution for LQR is one component of a larger class of
problems from optimal control known as LQ (Linear Quadratic) problems, described in
above in Section 3.3.5.1. The LQR solution gives the optimal constant feedback gains to
stabilize the system given desired weighting matrices on the state and input.
It turns out that if the linear system is completely controllable (i.e. the controllability
matrix, [A,AB,A2B, ...A(n−1)B], is full rank) and the time horizon is taken out to infinity,
then the result of turning the crank on the HJB in Section 3.3.5.1 is the algebraic Riccati
equation instead of the differential Riccati equation,
0 = PBR−1BTP − PA− ATP −Q. (113)
Note here S from (104) is meaningless in the cost because time goes out to infinity, so there
is no terminal time. Thus, S is dropped from the cost. The solution to the algebraic Riccati
equation (ARE) is a constant P and can be solved analytically. This means the feedback
gain is constant for all time,
u(t) = −R−1BTPx(t), (114)
which is often expressed as
u(t) = −Kx(t), (115)
K = R−1BTP, (116)
where is K is the constant feedback gain.
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3.3.5.3 Quadrotor Attitude Control via Linearization and LQR
Given that the quadrotor dynamics are nonlinear, one might wonder how LQR is useful
for a quadrotor because it is meant for linear systems, not a nonlinear system. A common
technique for nonlinear systems is to linearize the system at each time point. Then use
this linear system to solve the algebraic Riccati equation at each time point to get a new
feedback constant gain; and, therefore, an input to apply to the system for the given time.
An explanation of linearization is shown in Section 3.3.3. Fig. 8a and Fig. 8b show attitude
stabilization for a quadrotor using an LQR controller.
3.3.5.4 Control-Lyapunov Function (CLF)
Alternatively to trying to make a nonlinear system linear and using linear control tools to
control, one can use tools from nonlinear control theory directly for the control. The biggest
hammer in the nonlinear control theorist’s tool belt is Lyapunov theory. For an autonomous
(no input) nonlinear system, ẋ = f(x), Lyapunov theory says if you can find a Lyapunov
function, a function that is always positive for all nonzero states, zero when the state is zero,
continuously differentiable, and has a time derivative that is never positive, i.e.
V (x) > 0, ∀x 6= 0, (117)
V (0) = 0, (118)
V ∈ C, (119)
V̇ ≤ 0, ∀x ∈ D \ 0, (120)
V̇ (0) = 0, (121)
then the system is stable (i.e. will not blow up) in the region D. If the time derivative is
strictly negative then the system is asymptotically stable (i.e. will converge to zero) in D.
There is a restriction on f that it must be locally Lipschitz (i.e. have finite derivative in D).
Thus, if given a system and a valid Lyapunov function then that system is a stable system
for given region [24]
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But how can Lyapunov theory be used for feedback control of nonautonomous system of
the form ẋ = f(x, u)?
The key to using Lyapunov theory for feedback control is to pick an input, u, that
makes the time derivative of the candidate Lyapunov function strictly negative. A feedback
controller that does this is called a Control Lyapunov Function (CLF).
3.3.5.5 Quadrotor Attitude Control via CLF
To create an attitude controller for the quadrotor using a CLF, one needs to first write out
the nonlinear dynamics (derived in Section 3.3.2),
η̈ = J(η)−1(τη − C(η, η̇)η̇). (122)
The dynamics must be rewritten to get in the form of ẋ = f(x, u) (i.e. as a single integrator),
u = τη, (123)
x1 = η, (124)








Then pick a candidate Lyapunov function that satisfies the requirements listed above (actu-
ally this is not positive definite, so not really a Lyapunov function, but one can use LaSalle





T(x1 + x2). (127)
5Finding a Lyapunov function that works is the hard part in this entire process. Many people devote
their entire careers to figuring out how to pick the right Lyapunov function.
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The next step is to differentiate V with respect to time, then pick the special input, u, value
to make sure it is always negative,
V̇ (x) = (x1 + x2)
T(ẋ1 + ẋ2) (128)
= xT1 x2 + x
T
2 x2 + x
T
1 J
−1(u− Cx2) + xT2 J−1(u− Cx2) (129)
= {u = Jû+ Cx2} (130)
= xT1 x2 + x
T





= {û = −(x1 + 2x2)} (132)
= −xT1 x1 − 2xT1 x2 − xT2 x2 (133)
= −(x1 + x2)T(x1 + x2) < 0. (134)
The derivative of V is not negative definite but only negative semidefinite. However, using
LaSalle Invariance Principle the system the the CLF feedback controller can still be shown
to be stable [24]. LaSalle Invariance Principle says that if V is continuous and V̇ is negative
semidefinite for all x ∈ Ω then x will converge to the largest invariant set in V0 = {x ∈
Ω|V̇ (x) = 0}, meaning the largest set where both ẋ and V̇ (x) equal zero. Solving for the
largest invariant set M can be done with the following,
V0 = {x ∈ R2|V̇ (x) = 0} (135)
= {x ∈ R2|x1 = x2} (136)
ẋ = 0⇒ x2 = 0⇒ (137)
M = {x ∈ R2|x1 = 0, x2 = 0}. (138)
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Thus, the origin is asymptotically stable with the following stabilizing CLF feedback con-
troller
u = Jû+ Cx2 (139)
= J(−(x1 + 2x2) + Cx2) (140)
= −Jx1 − 2Jx2 + Cx2 (141)





It turns out this specific CLF is equivalent to a feedback linearization controller. This can
be seen because the input is plugged back into the system it becomes a linear autonomous
system.
The plots in Fig. 8 show the results for stabilizing the attitude of a quad from two different
initial conditions using both an LQR and a CLF feedback controller. One should take notice
how smooth the input trajectory is in the CLF controller verses to the LQR controller.
49
(a) LQR with initial conditions number 1. (b) LQR with initial conditions number 2.
(c) CLF with initial conditions number 1. (d) CLF with initial conditions number 2.
Figure 8: These plots show the response from an LQR and CLF feedback controller to
stabilize the attitude of a quad from two different initial conditions. Initial condition 1: roll
= 0.6, pitch = 0.6, and yaw = 0.6. Initial condition 2: roll = 1.0, pitch = -0.5, and yaw =
1.0.
3.4 Experimental Results
Experiments were conducted with the E3 algorithm for both the differential drive robot and
the quadrotor. Limitations on the vertical space in which the motion capture system could
see the quadrotor constrained the real quadrotor to only explore in 2 dimensions. The full 3
dimensional exploration was performed in simulation. To limit the real quadrotor to only in
explore in 2 dimensions the information distribution was only applied to the first two states
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of the system, similar to what was done with the differential drive robot to eliminate the
heading angle state.
3.4.1 Differential Drive Robot Experimental Results
The E3 algorithm was run 100 times in simulation with a variety of different underlying
unknown information distributions and was compared against two other algorithms. The
first algorithm is the same as the E3 algorithm without the ergodic optimization portion;
it simply uses the initial trajectory, u0i (t) (see Section 2.3.1) of the algorithm. The second
algorithm uses random trajectories to explore the space. It was infeasible to test the EEDI
algorithm for this problem since calculating the expected Fisher information matrix with
C = 36 would require a matrix of 364 (approximately 1.68 million) elements, with each
element requiring an associated density function.











where QM ∈ R penalizes the information uncertainty and RM ∈ Rm×m penalizes the robot’s
input effort. In the results, QM = 3 and RM = diag([1, 1]), demonstrating that information
gain is three times more important than effort. Table 3 show the average and standard
deviation of the cost for each of the algorithms over the 100 trials.
The E3 algorithm had a significant improvement over random exploration, which was
not surprising. In addition, using the locally optimal ergodic optimization demonstrated
an improvement over the initial trajectory generated as an heuristic for the exploration
trajectory. The results for running the E3 algorithm on the differential drive robot are
shown in Fig. 9 and Fig. 10, where the latter figures illustrates each iteration of the E3
algorithm.
In robotics there is always a gap between simulation and reality. This gap can be seen in
the results shown in Fig. 10, where the true trajectory of the robot does not exactly match
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Table 3: Simulation Results: Mean Cost For 100 Trials
E3 Algorithm Initial Traj. Only Random Traj.
705± 42 780± 45 1071± 87
the locally optimal ergodic trajectory. This error is most notably due to acceleration not
being accounted for in the dynamics of the robot and due to the motion capture system
losing track of the robot, which causes erroneous motor commands. However, even with
the true trajectory not exactly matching the locally optimal ergodic trajectory, the robot
still effectively explores the space and was ergodic with respect to the underlying unknown
information distribution, as seen in Fig. 9b.
(a) (b)
Figure 9: Experimental results of running the E3 algorithm on a differential drive robot
exploring an area with an underlying unknown information distribution. (a) Underlying
unknown information distribution and exploration trajectory of the robot (solid line) from
the start location (dot) to the final location (X). (b) Distribution of differential drive robot
locations over time while exploring the space.
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Figure 10: Evolution of E3 algorithm implemented on the Khepera differential drive robot
exploring a 2-dimensional space with an underlying unknown information distribution. Each
sub-figure shows the confidence value of the occupancy grid (black-gray-white regions), in-
formation gain map (dotted contour lines), initial trajectory (dotted line), locally optimal
trajectory (dashed line), and actual trajectory the robot followed (solid line) from its start
location (dot) to stop location (X).
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3.4.2 Quadrotor Experimental Results
Similar to the differential drive robot, the E3 algorithm was implemented on a quadrotor with
a variety of different distributions. The real quadrotor was unable to perform 3-dimensional
exploration in the lab due to limitation in vertical movement allowed by the motion capture
system. Thus, 3-dimensional exploration was only performed in simulation and 2-dimensional
exploration was performed on the real quadrotor.
In the simulation experiments, the quadrotor was tasked with exploring a space of 20
cubic meters. The unknown information density is normally distributed with its mean at the
center of the volume and diagonal covariance matrix with values of 10 for the entries. The
quadrotor initially begins at the location [3, 3, 3]T and explores the space for 400 seconds.
Results of the final trajectory and unknown information distribution are shown in Fig. 11.
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(a) 3D perspective (b) XY-plane
(c) XZ-plane (d) YZ-plane
Figure 11: Plots of simulation results using the E3 algorithm to have a quadrotor explore a
3D space. All four plots are of the same data from different perspectives. The black line is
the quadrotor’s trajectory, starting from the green circle and ending at the red cross.
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The results for the real quadrotor are presented in the same form as presented for the
differential drive robot in Section 3.4.1. Fig. 12 shows the complete trajectory of the quadro-
tor and the distribution of the trajectory from a top-down perspective. Fig. 13 shows the
evolution of the algorithm, also from a top-down perspective.
(a) (b)
Figure 12: Experimental results of running the E3 algorithm on a quadrotor exploring an
area with an underlying unknown information distribution. (a) Underlying unknown infor-
mation distribution and exploration trajectory of the quadrotor (solid line) from the start
location (dot) to the final location (X). (b) Distribution of quadrotor locations over time
while exploring the space.
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Figure 13: Evolution of E3 algorithm implemented on the quadrotor exploring a space with an
underlying unknown information distribution. Each sub-figure shows the confidence value of
the occupancy grid (black-gray-white regions), information gain map (dotted contour lines),
initial trajectory (dotted line), locally optimal trajectory (dashed line), and actual trajectory
the robot followed (solid line) from its start location (dot) to stop location (X).
3.5 Conclusion
These last two chapters described the theory and experimental results of a an agent learning
an underlying information distribution in order to optimally explore an unknown space. The
results of two types of experiments for optimal exploration were shown; the first involved a
ground robot and the second involved an aerial robot. What if the same ground robot was
tasked with exploring not only a 2 dimensional plane, over which it can navigate and measure
the distribution, but also tasked with exploring a 3 dimension volume? If the ground robot
was equipped with a sensor to measure the information density in 3 dimensions, then this
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would be possible. Otherwise, it is easy to see that the ground robot does not have the
necessary actuators (because it is a ground robot) or the necessary sensory components to
accomplish the given learning objective of exploring the 3 dimension volume.
To determine the type of robot that can accomplish a given optimal exploration task,
we must consider a larger question: when can a given dynamical system succeed at a given
learning objective? In other words, what is the “learnability” of a dynamical system? The
next chapter defines “learnability” for a dynamical system with a given objective function.
Given this definition, a theorem and proof are provided on when a linear system with a
quadratic cost is “learnable”. Following this theorem, it becomes clear that the ground
robot used in the experiments for optimal exploration would not succeed if it had to explore




4.1 Introduction to Learnability
As robotic systems becomes more interconnected, complex, and large-scale, machine learning
tools are used with increasing frequency to design controllers. This integration is typically
in conjunction with more standard control design methodologies. However, it is not clear
when such methods are appropriate or effective, and this ambiguity has to do, in part, with
the lack of a formal characterization of when the solution to a problem is “learnable” by
a particular system. In this chapter, we attempt to remedy this problem by proposing a
formal definition for learnability from a system-theoretic vantage-point, and then apply this
definition to different types of mobile robots.
In order to produce a definition of learnability that is both relevant and applicable, one
must first understand what “learning” itself implies. In the Merriam-Webster dictionary [36],
to learn is “to gain knowledge or understanding of a skill by study, instruction, or experience.”
But, some skills are clearly not learnable by a particular system. For example, a wheeled
ground robot cannot learn to fly no matter the sophistication of its algorithms. Or, a
robot with no sensors whatsoever can not learn how to approach a landmark. These two
rather extreme examples both hint at the roles that classic system theoretic notions such as
controllability and observability might take on when defining learnability.
In the traditional machine learning community, learning has been analyzed and character-
ized in different settings, and a working definition [40,68], states that “A computer program
is said to learn from experience E with respect to some class of tasks T and performance
measure P, if its performance at tasks in T, as measured by P, improves with experience
E”. From this rather informal definition one can deduce that if the performance measure
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never improves no matter what the experience might be, then the computer program can
not learn. We will follow this intuitive notion when defining the learnability concept for
dynamical systems.
The main contribution of this chapter is a definition of what it means for a dynamical
system to have the learning capability to improve its performance relative to a given per-
formance cost. We call this notion learnability. Armed with such a definition, one can test
whether a given dynamical system can learn a given task; similar to how one can test whether
a given system is controllable or observable. The condition for learnability differs from these
other standard conditions in that not only does it depend on the dynamical model of the
system, but also on the cost function that is associated with the task. This means that a
given system might not have learnability for one type of task but does for another type.
The term “learnability” has been used in other contexts before. The notion of learnabil-
ity is most widely used in the field of statistical learning theory, which is the mathematical
analysis of machine learning. Campi and Vidyasagar define probably approximately correct
(PAC) learnable for a function class if there exists an algorithm that PAC-learns that func-
tion. An algorithm is PAC if the probability of the generalized error of the hypothesis for a
target function being greater than ε goes to zero as time goes to infinity [9] [63]. This notion
was proposed by Valiant in 1984 [60]. Distribution-free PAC learnablility is equivalent to a
finite VC-dimension, which is named after the foundation work done in learning theory by
Vapnik and Chervonenkis [61]. Learnability is also used in other areas. For example, learn-
ability is used in software testing and is defined in ISO 9126 [22] as attributes of a software
product that have a tolerance on the effort required by its users to learn its application.
Within the domains of controls, robotics, and dynamical systems, related ideas have been
pursued in the contexts of system identification and optimal control through the investigation
of conditions under which system parameters can be identified or optimal solutions do exist
[8]. For example, Vidyasagar and Karandikar use a learning theoretic approach for system
identification and use PAC learning as a condition on which the system can be identified [62].
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Optimal control is also related to reinforcement learning, which was developed in the
artificial intelligence community. In fact, strong connections between optimal control and
reinforcement learing are made by Sutton and Barto [54]. This is because both optimal
control and reinforcement learning seek to find a policy that minimizes some cost function (or
maximizes some reward function) for a given task. The difference is in the type of problems
that each technique is better suited for solving. Given this connection it is reasonable to
assume that a condition on when a system can learn depends on the cost function and the
optimal control policy that minimizes that cost function. This is in fact what is used in this
chapter to define learnability.
4.2 Learnability Definition
Even though the word “learnability” has been used in a number of different fields and has
different (mostly informal) definitions, the semantics, which defines when knowledge can
be gained, is consistent. The motivation behind this work is to produce a precise system
theoretic definition based on the idea that a system is learnable if and only if the system is
capable of both performing actions and observing outputs that relate to the cost function
that the system is attempting to minimize. Particularly, the system will be able to acquire
the necessary knowledge to complete its objective if and only if (i) there are different initial
conditions that result in different optimal control input trajectories and (ii) there are different
initial conditions that produce different perceived costs for at least some input signal. We
use perceived cost because it is assumed that the system does not have direct access to its
state information; therefore, it must estimate both its state and the cost that is associated
with that estimated state.
The intuition for the first criterion is that if the best action to take from every initial
condition gives the same terminal cost then there is nothing that the system is capable
of doing to reduce the cost. Therefore, every initial condition will have the same optimal
control input trajectory. Thus, learning can not take place because the performance is not
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being improved with added experience. The intuition for the second criterion is that if the
perceived cost is the same no matter where the system is located then no matter what the
system does the cost will not be reduced. Again, learning will not be possible.
To make this more precise, consider a system whose dynamics are of the form
ẋ = f(x, u), y = h(x, u), z = g(x, u), (145)
where x(t) ∈ X is the state, u(t) ∈ U is the input, y(t) ∈ Y is the measurement, and z ∈ Z is
the signal-of-interest to the problem that is to be solved. The system dynamics are encoded
by the function f , the sensors are encoded through h, and the signal-of-interest is encoded
by the function g. The signal-of-interest is the signal that actually affects the cost. The
space of input signals is denoted as U . Moreover, given that the state can not be measured
directly it must be estimated. Let us assume that the estimated state has been obtained
through an observer, e.g.,
˙̂x = l(x̂, y, u), (146)
for some observer dynamics l. We will denote the estimated signal-of-interest as ẑ = g(x̂, u).
Learning only makes sense if something is actually supposed to be learnt, (i.e. there is
a cost to be minimized). For instance, this cost could be total distance traveled by a robot
towards a landmark, and so forth. In this chapter, the cost function that the system is




Λ(u, z)dt+ Ψ(z(T )), (147)
where Λ : U × Z → R+ is the instantaneous cost and Ψ : Z → R+ is the terminal cost for
the final time T . For our purposes it is convenient to include the initial state of the system
x0 = x(0) into the argument of the cost. Thus, J(u, x0) denotes the cost defined over two
arguments; the control input and the initial condition. Let us denote the minimizer to the
cost for a given initial condition as




and we assume that this minimizer exists. Given that the state can not be measured directly




Λ(u, ẑ)dt+ Ψ(ẑ(T )). (149)
With the above system definition we can formally define learnability.
Definition 1 (Learnability). The tuple (f, h, g, l, J) is said to be learnable if
1. the optimal input is influenced by the state, i.e.




2. the cost is influenced by the output, i.e.
∃x0, x′0, u s.t. Ĵ(u, x0) 6= Ĵ(u, x′0). (151)
This definition may seem obvious, but it does capture the two essential ingredients,
namely that the state impacts the optimal input (or actuation) and the output (or measure-
ments) impacts the perceived cost.
4.3 A Simple Yet Illustrative Example
Let us demonstrate the learnability condition on a simple example. Imagine a caterpillar that
is inching along on a thin straight branch that is lying on the ground. The caterpillar can
only move along the length of the branch – let us call that direction the x-direction – and its
head is turned to the side, so it can only see to the side of the branch – the y-direction. The
caterpillar uses its eyes as perfect sensors to measure distances in the y-direction. Moreover,
the caterpillar’s goal is to reach a delicious green leaf high above in the tree that hangs
directly over the caterpillar – the z-direction – at distance η. Will the caterpillar be able to
learn the necessary actions to reach its desired meal?
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Let us set up the problem as follows to answer our question; the dynamics are
ẋ = [1, 0, 0]Tu, (152)
y = [0, 1, 0]x, (153)
z = [0, 0, 1]x, (154)




‖u‖2 dt+ (z(T )− η)2. (155)
This cost says that the caterpillar would like to exert the least amount of energy while getting
as close as possible (in terms of height off the ground) to the leaf. However, no matter where
the caterpillar starts on that branch the optimal actions are to do nothing. This is because
z = 0 for all possible x values that the caterpillar can obtain. This implies that Ψ = η2 and
therefore u∗ = 0 ∀x0. The first condition of learnability is violated. Therefore, learning is
not possible. Let us look at the second condition (151) just for demonstration. For any given
input that the caterpillar uses the cost will always be Ĵ(u, x0) = Ĵ(u, x
′
0), this is because
the measurements that the caterpillar is taking in the y-direction do not affect the cost.
Therefore, the second condition is also violated. The caterpillar has no hope of learning how
to get to that delicious green leaf.
4.4 Learnability for Linear Systems With Quadratic Cost
The definition of learnability establishes a particularly direct result for when a linear system
is learnable with respect to a quadratic cost. In this section we formulate this linear system




Consider a continuous-time linear time-invariant system of the form
ẋ = Ax+Bu, x ∈ Rn, u ∈ Rk, (156)
y = Cx, y ∈ Rm, m ≤ n,
where x is the state, u is the control signal, and y is the measurement. In addition, let us
define the signal-of-interest as
z = Gx, z ∈ Rl, l ≤ n. (157)
Furthermore, let us assume that an estimate of the state is accomplished using a Luenberger
observer of the form
˙̂x = Ax̂+Bu+ L(y − Cx̂). (158)
Therefore, our estimated signal-of-interest is
ẑ = Gx̂. (159)
We do not want to impose unnecessary constraints on the choice of observer gain in (158);
however, we do need to assume that the observer is not harmful in the sense that the observer
should reflect different state estimates (after a while) if the difference between two different
initial states are observable. In other words, we assume that1
R(CT) ⊆ R(L), (160)
which is sufficient to ensure that at least some initial conditions on the state result in different
state estimates.
The objective is for the system to learn how to transition from z(t) (a point in Rl
corresponding to the current output) to another point η (a desired point in Rl) with minimal
1R() and N () denote the range space and null space, respectively.
65








‖u‖2 dt+ (ẑ(T )− η)TS(ẑ(T )− η), (162)
where x0 = x(0), T is the in final time, and S = S
T  0 is a weighting on the distance to
the goal for each output component as compared with the input signal.
4.4.2 Linear System With Quadratic Cost Learnability Theorem
Here we state the theorem for learnability on a linear system given a quadratic cost. Let
us first introduce some notation. The controllability Gramian is denoted as Γ and the











Theorem 1 (Learnability). A linear system with quadratic cost is learnable if 2
R(GT ) ⊆ R(Γ) ∩N (Ω)⊥ and G 6= 0. (165)
Theorem 1 declares that the states that affect the output must be states that are both
controllable and observable. However, it is worth noting that learnability does not imply
complete controllability or complete observability. A partially controllable and partially
observable linear system may still be learnable. And, one might argue that this theorem is
almost a truism, i.e., that it states almost exactly what one would expect. This is indeed
the case and we do not take the lack of any major surprises here as a negative. Rather, it
shows that the definition of learnability coincides well with what learnability should indeed
mean.
2Please refer to Theorem 4.4.3 for the proof of Theorem 1.
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4.4.3 Linear System With Quadratic Cost Learnability Proof
To prove Theorem 1 it must be shown that both conditions in Definition 1 will always
be satisfied if (165) is true. The proof is divided into two parts: (i) the first condition
of Definition 1 is satisfied by R(GT ) ⊆ R(Γ) and (ii) the second condition is satisfied by
R(GT ) ⊆ N (Ω)⊥. For the first part of the proof we need an expression for the minimizer
u∗x0 and for the second part of the proof we need an expression for Ĵ(u, x0)− Ĵ(u, x
′
0).
Before we begin let us write the controllability and observability Gramians, respectively,
as
Γ = K(T )[K∗(t)], (166)
Ω = M(T )[M∗(t)]. (167)





and K∗(t) is the adjoint of K,
K∗(t) = BTeA
Tt. (169)






and M∗(t) is the adjoint of M ,
M∗(t) = CeAt. (171)
4.4.3.1 First condition
Let us solve for the minimizer u∗x0 by using a method of projections in a Hilbert space.
Egerstedt and Martin outline this method in more detail in [13]. We will begin by defining
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a Hilbert space as the combination of two inner product spaces H : L2 × RlS, where




RlS :< p, q >RlS= p
TSq, (173)
i.e.
< (v; p), (w; q) >H=< v,w >L2 + < p, q >RlS . (174)
Here we are using v and w as dummy variables for control signals in U and p and q as dummy
variables for points in Rl. We know that
x(t) = eAtx0 +
∫ t
0
eA(t−s)Bu(s)ds = β(x0) +Ku, (175)
where K is a linear operator on u as it is defined in (168) and β(x0) = e
Atx0. We can then
express the output as
z = Gβ +GKu, (176)
where we will drop the dependence on t and x0 for now. Let us define an affine variety
Vβ ⊆ H, where
Vβ = {(u; z) | GKu− z = −Gβ}. (177)
Now, we can reformulate the minimization of (148) for the linear system in (156) and the
cost in (161) as
min
(u;z)∈Vβ






‖(u; z)− (0; η)‖2H . (178)
Let us define p ≡ (0; η) ∈ H, which is the point in the Hilbert space H with the absolute
minimum value to (178). However, p does not satisfy the dynamics of the system (i.e.
p /∈ Vβ). The projection of p onto Vβ (a point that satisfies the dynamics of the system) will
be the point in Vβ that minimizes (178), which is also defines the optimal u
∗ for (148). This
projection is done in four steps:
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1. Find the subspace V0 that is parallel to Vβ,
V0 = {(u; z) | GKu− z = 0}.
2. Find the subspace V ⊥0 that is perpendicular to V0,
V ⊥0 = {(w; ρ) | < (w; ρ), (u; z) >H= 0, (u; z) ∈ V0}.
Which is rewritten by using the fact that we can write the inner product equation as
< (w; ρ), (u; z) >H= 0 ⇔
< w, u >L2 + < ρ, z >RlS= 0 ⇔
< w, u >L2 + < ρ,GKu >RlS= 0 ⇔
< w, u >L2 + < Sρ,GKu >Rl= 0 ⇔
< w, u >L2 + < K
∗GTSρ, u >L2= 0 ⇔
< w +K∗GTSρ, u >L2= 0 ⇔
w +K∗GTSρ = 0.
Thus,
V ⊥0 = {(w; ρ) | w = −K∗GTSρ}.
3. Find the affine variety Vp that is parallel to V
⊥
0 and contains p. The affine variety Vp
is V ⊥0 + p, or
Vp = {(w′; ρ′) | w′ = w, ρ′ = ρ+ η, (w; ρ) ∈ V ⊥0 }
= {(w′; ρ′) | w′ = −K∗GTS(ρ′ − η)}.
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4. Find the intersection of Vβ and Vp, which is the projection of p onto Vβ,
Vβ ∩ Vp ⇔
GKu− z = −Gβ
∣∣
u=−K∗GTS(z−η) ⇔
GK(−K∗GTS(z − η))− z = −Gβ ⇔
−GΓGTS(z − η)− z = −Gβ ⇔
−GΓGTSz +GΓGTSη − z = −Gβ ⇔
(GΓGTS + I)z = GΓGTSη +Gβ ⇔
z = (GΓGTS + I)−1(GΓGTSη +Gβ).
Note that (GΓGTS + I) is always positive definite.
Therefore, the minimizer u∗x0 to (148) is
u∗x0 = −K
∗GTS((GΓGTS + I)−1(GΓGTSη +Gβ(x0))− η), (179)
remember we described β as a function of x0 in (175).
4.4.3.2 Second condition
Now, let us derive the an expression for Ĵ(u, x0)− Ĵ(u, x′0). Before we do, let us recall that
x0 6= x′0 and ẑ = Gx̂. In addition, we will say that ẑ′ = Gx̂′. So,
Ĵ(u, x0)− Ĵ(u, x′0)⇔∫ T
0
‖u‖2 dt+ (ẑ(T )− η)TS(ẑ(T )− η)−∫ T
0
‖u‖2 dt+ (ẑ′(T )− η)TS(ẑ′(T )− η) ⇔
(ẑ(T )− η)TS(ẑ(T )− η)− (ẑ′(T )− η)TS(ẑ′(T )− η) ⇔
ẑ(T )TSẑ(T )− ẑ′(T )TSẑ′(T )T − 2ηTS(ẑ(T )− ẑ′(T )) ⇔
(ẑ(T ) + ẑ′(T ))TS(ẑ(T )− ẑ′(T ))− 2ηTS(ẑ(T )− ẑ′(T )) ⇔
((ẑ(T ) + ẑ′(T ))TS − 2ηTS)(ẑ(T )− ẑ′(T )) ⇔
(ẑ(T ) + ẑ′(T )− 2η)TS(ẑ(T )− ẑ′(T )). (180)
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Notice that Ĵ(u, x0)−Ĵ(u, x′0) is only guaranteed to be zero for all η values if ẑ(T )−ẑ′(T ) = 0.
Let us expand ẑ(T ) − ẑ′(T ) to show when this term equals zero. But first we will need
an expression for x̂(t), which is estimated by the observer. We defined the express for the
observer in (158), let us simplify that expression to
˙̂x = Âx̂+Bu+ LCx, (181)
where Â = (A− LC). Therefore,













Now we plug (182) into ẑ(T )− ẑ′(T ) to get

















We can expand this further by using the expression for x(t) from (175),
















eÂ(t−s)LM∗ds(x0 − x′0). (183)
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We will condense (183) further to
ẑ(T )− ẑ′(T ) = GM̂M∗(x0 − x′0), (184)





Note that with our assumption on L from (160) we have that
R(CT) ⊆ R(L) ⇔
R(M) ⊆ R(M̂) ⇔
R(MM∗) ⊆ R(M̂M∗). (186)
With the expression in (179), (180), (184), and (186) we have all the parts in place to
prove Theorem 1, which we restate below.
Theorem 1 (Learnability). A system is learnable if
R(GT ) ⊆ R(Γ) ∩N (Ω)⊥ and G 6= 0. (187)
Proof. Let us begin with R(GT) ⊆ R(Γ), which implies the following
R(GT) ⊆ R(Γ) ⇔
R(GT) ⊆ R(K) ⇔
R(GT) ⊆ N (K∗)⊥ ⇔
∃ζ s.t. K∗GTSζ 6= 0 ⇔





Next, R(GT) ⊆ N (Ω)⊥ implies the following
R(GT) ⊆ N (Ω)⊥ ⇔
R(GT) ⊆ R(ΩT) ⇔
R(GT) ⊆ R(MM∗) ⇒
R(GT) ⊆ R(M̂M∗) ⇒
R(M̂M∗) * R(GT)⊥ ⇔
R(M̂M∗) * N (G) ⇔
∃ζ s.t. GM̂M∗ζ 6= 0 ⇔
∃x0, x′0 s.t. GM̂M∗(x0 − x′0) 6= 0 ⇔
∃x0, x′0 s.t. ẑ(T )− ẑ′(T ) 6= 0 ⇔
∃x0, x′0, u s.t. Ĵ(u, x0)− Ĵ(u, x′0) 6= 0 ⇔
∃x0, x′0, u s.t. Ĵ(u, x0) 6= Ĵ(u, x′0).
Thus,
R(GT) ⊆ R(Γ) ∩ N (Ω)⊥ and G 6= 0⇒




∃x0, x′0, u s.t. Ĵ(u, x0) 6= Ĵ(u, x′0),
which satisfies the two conditions for learnability.
4.5 Inverted Pendulum Robot
Let us give an example of learnability by determining if a two-wheel inverted pendulum
robot can learn to move towards a goal. The dynamics of a two-wheel inverted pendulum
robot can be found in [25] and [12] and an illustration of the system is shown in Fig. 14.
The state of this systems is








Figure 14: Illustration of two-wheel inverted pendulum robot [12].
where x1 and x2 is the position of the robot in the 2D plane, v is the forward velocity, ψ is
the angle of the robot’s orientation relative to the x1-axis, and φ is the angle of the robot’s
posture relative to the straight up unstable configuration.
The linearization of these dynamics around an operating point of
x̄ = [x̄1, x̄2, 0, ψ̄, 0, 0, 0]
T and ū = [0, 0]T,
for a particular set of parameters that were used in [25] are shown here,
A =

0 0 cos(ψ̄) 0 0 0 0
0 0 sin(ψ̄) 0 0 0 0
0 0 0 0 0 2.16 0
0 0 0 0 1 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 1













We will say that the system has direct measurements of its x1 and x2 position, thus
C =
 1 0 0 0 0 0 0
0 1 0 0 0 0 0
 .
The cost function J(u, x0) is the same as it is written in (161). It is straight forward to
show that this is not completely controllable (rank(Γ) = 6) and not completely observable
(rank(Ω) = 5); however, that does not mean it is not learnable.
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For this system the intersection of the controllable space and observable space is











































First, we will assume that the goal location is along the x1-axis and that the robot is
linearized around the orientation of ψ̄ = 0. In this case G is written as
G =
[
1 0 0 0 0 0 0
]
.
and R(GT) is obviously subset of R(Γ) ∩N (Ω)T; therefore, the system is learnable.
Now let us assume that the goal location is not on the x1-axis and that the robot is still
linearized around the orientation of ψ̄ = 0. In this case G is written as
G =
 1 0 0 0 0 0 0
0 1 0 0 0 0 0
 .
HereR(GT) is not a subset ofR(Γ)∩N (Ω)T; therefore, the linearized system is not learnable.
This illustrative example demonstrates that if a system is not inherently linear then
one must be careful in using The 1 to test for learnability with the linearization of the
system. This is similar to how one must be careful in testing for controllability by using the
linearization of the system.
4.6 Simple Example Revisited On A Real Robot
In Section 4.3 we show why a caterpillar is unable to learn how to get to a delicious green leaf
when it is constrained to a branch on the ground. To further demonstrate this caterpillar
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example we built a simple robot that captures the constrained controllable actions and
observable measurements of the caterpillar. A picture of this robot is shown in Fig. 16.
This robot consists of a body and two moveable appendages. Each appendage has only
one rotational degree of freedom that are parallel. This limits the robot to moving only
forward and backward along a straight line. In addition, the robot has a sensor to measure
distance. The objective of the robot is to learn how to move forward towards a goal that is
some distance away.
The model we used to approximate the robot is a linear system of form used in Sec-
tion 4.4.1. Let us use Theorem 1 to show when the robot can and can not learn. For this
system
A = 02×2, B = [1, 0, ]T, and G = [1, 0].
Here the states are the (x, y) location of the robot in the ground plane. We have assumed
the input drives the robot forward or backward along the x-axis and is not an input to each
individual appendage. It is easy to see from these dynamics that
R(GT) = span{[1, 0]T} and R(Γ) = span{[1, 0]T}.
We ran two experiments where we changed the position of the sensor for the robot. In
the first experiment we position the robot’s sensor so that it is aligned with the direction of
movement (x-axis). Thus,
C1 = [1, 0] and N (Ω)⊥ = span{[1, 0]T}.
In the second experiment we position the robot’s sensor so that it is aligned orthogonal to
the direction of movement (y-axis). Thus,
C2 = [0, 1] and N (Ω)⊥ = span{[0, 1]T}.
According to Theorem 1 the objective is learnable in the first experiment and not learn-
able in the second experiment. For both experiments we ran a standard reinforcement
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learning algorithm, specifically Q-learning [54], and observed how well the robot learned to
move towards the goal. The results are shown in Fig. 15.
In both experiments the robot is trying to learn how to reach a goal that is at 35 cm in
the x-direction (robot’s position is dark dash line). In the first experiment the robot explores
for roughly the first 60 seconds of the experiment attempting to figure out which actions
brings it closer to the goal. After exploring (dark areas of horizontal line) it starts exploiting
(light areas of horizontal line) what it has learned and eventually reaches the goal. The
total accumulated cost does not continue to increase (light gray dotted line). In the second
experiment the robot continuously explores the different actions attempting to learn which
action will consistently move it towards the goal. It is unable to learn the actions because
it does not have the measurement information to inform it on which actions have moved it
forward. The accumulated cost continues to increase 3.
3A video of the physical robot learning can be viewed at http://www.youtube.com/watch?v=cniTpI2oOjI
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Figure 15: The top plot shows the results from experiment 1, which is when the robot is
measuring distances in the direction it is moving. The bottom plot shows the results from
experiment 2, which is when the robot is not measuring distances in the direction it is
moving. The dashed black line is the distance the robot has moved. The dotted light gray
line is the accumulated cost. The horizontal line along the bottom of the plots shows when
the robot is exploring new learned actions (dark areas of the line) and exploiting previous
learned actions (light areas of the line)
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4.7 Conclusion
This chapter provides a formal definition for when a dynamical system can make progress
to reduce the cost of a given objective function. This is equivalent to saying when can
a dynamical system make progress in acquiring knowledge for a particular problem. This
concept is defined as “learnability”. For a linear system with a quadratic cost, a theorem is
provided that states whether the system is “learnable”. While the definition and associated
learnability theorem identifies when a system can learn in theory, it does not mandate that
the system can learn in practice. The difference in practice and theory is mostly attributed to
the computational complexity of the system to explore the entire space; the space to explore
is often too big to make any head way on the learning objective. In the next chapter, an




LOW-DIMENSIONAL LEARNING FOR COMPLEX ROBOTS
5.1 Introduction to Low-Dimensional Learning
When control design is prohibitive due to complexities of the specifications and the systems
themselves, machine learning provides a possible way forward. In fact, learning as a means to
produce control strategies has been used on a number of complex systems, such as helicopters
[3], humanoid robots [18, 28], robotic arms [52], biological systems [11], and wind turbines
[30]. Despite the success associated with these particular applications, a hurdle that almost
all learning algorithms face is the “curse of dimensionality”; coined by Richard Bellman
in the 1950s. This is the exponential increase of information that must be learned as the
number of possible states and actions in the system increases.
In this chapter, a model-free learning algorithm is presented that overcomes this com-
plexity issue by a particular choice of discretization. The algorithm uses boundary conditions
coupled with sets of primitive control laws to create motions for the locomotion of complex
robotic systems. In particular, the presented algorithm learns actions based on boundary
states instead of the actual system states, which greatly reduces the amount of learning that
must take place.
To illustrate how this learning algorithm may be used, imagine a situation where a
roboticist would like to build a robotic caterpillar, without having to (or even knowing how
to) explicitly design the control actions to move the robot forward or backward. Instead, the
roboticist simply “loads” the presented learning algorithm together with a library of primitive
feedback controllers onto the robotic caterpillar. On its own, the robotic caterpillar learns
to move forward and backward.
This chapter uses reinforcement learning, which is a subset of machine learning, where
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an agent learns how to make a sequence of decisions to maximize some cumulative long-term
expected reward; typically by interacting with the environment [54]. The scalability of rein-
forcement learning to high-dimensional continuous state-action systems can be problematic,
as observed in [55]. The scalability problem derives from the fact that, in general, reinforce-
ment learning is attempting to learn the best action to take for each state of the system (a
state-action pair) based on a given reward function. In order to facilitate such a formulation,
the state-space and action-space must be discretized, partitioned, or parameterized in some
way. Unfortunately, the number of possible state-action pairs grows exponentially with the
growth of both the state-space and the action-space dimensions. Reinforcement learning
quickly becomes infeasible because its complexity scales linearly in the number of actions
and quadratically with the number of states [27].
Previous work has been done to try to mitigate this problem. For example, Kuo et
al. [31] discuss different sampling techniques that can be used for numerical integration in
high dimensional spaces. In our work, we are not attempting to do numerical integration but
face the same problem of feasibly preforming some task in a high dimensional space. Most
techniques in dealing with this problem of high dimensionality are tackled by sampling the
space in an intelligent fashion. Zoppoli et al. do this with neural approximators [70]. Other
techniques use clustering [19], function approximation [35], or adaptive dynamic program-
ming with neural networks [66]. We cope with the problem in a similar fashion as is done
in previous work; by sampling the space in an intelligent way. Our technique differs in that
it hones in on the most important states of the state space and only addresses those states
while ignoring the rest. These important states are the switching boundaries of the hybrid
system.
The method outlined here to ameliorate this scalability problem is inspired by nature. It
has been shown that animals and insects use a small set of motor primitives to construct and
control movements [4,26,43,56]. Moreover, the transitions between motor primitives do not
occur everywhere in the state space and we interpret this switching between motor primitives
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in terms of boundaries on which transitions may take place. This set of motor primitives
suggest that the action-space can be reduced to a finite space where the dimension is equal to
the cardinality of the primitive control set. In addition, the state-space used for reinforcement
learning can also be reduced to a finite set of boundaries. Therefore, the reinforcement
learning algorithm will only need to learn boundary-controller pairs instead of state-action
pairs. The real strength with this approach is that for highly complex systems—particularly
those where it is infeasible to formulate an accurate model of the system dynamics due to
imprecise manufacturing, unknown material properties, or complex physical interactions (e.g
friction and fluid dynamics)—control for locomotion may still be learned in a computationally
feasible manner.
This work uses reinforcement learning, which is a subset of machine learning, where an
agent learns how to make a sequence of decisions to maximize some cumulative long-term
expected reward; typically by interacting with the environment [54]. The scalability of rein-
forcement learning to high-dimensional continuous state-action systems can be problematic,
as observed in [55]. The scalability problem derives from the fact that, in general, reinforce-
ment learning is attempting to learn the best action to take for each state of the system (a
state-action pair) based on a given reward function. In order to facilitate such a formulation,
the state-space and action-space must be discretized, partitioned, or parameterized in some
way. Unfortunately, the number of possible state-action pairs grows exponentially with the
growth of both the state-space and the action-space dimensions. Reinforcement learning
quickly becomes infeasible because its complexity scales linearly in the number of actions
and quadratically with the number of states [27].
The use of reinforcement learning with the reduced number of boundary-controller pairs
presented in this chapter closely relates to Iterative Learning Control (ILC). ILC refines the
input signal over repeated task iterations so that the output approaches the desired output for
all points in the trajectory [41]. ILC in combination with adaptive switching of feedback gains
has been used for control of robot manipulators with repetitive tasks [21,44,45,53,65]. Our
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Figure 16: Physical robotic system used to test the learning algorithm.
algorithm differs in that it is not switching between different controller gains but completely
different controllers. In addition, our algorithm may switch between controllers several times
per cycle of the states instead of switching once per cycle or task execution.
The main contributions of this chapter are (i) the introduction of a hybrid system method-
ology and reinforcement learning algorithm to learn control actions based on boundary con-
ditions to mitigate the “curse of dimensionality”, and (ii) the demonstration of the algorithm
on both a simulated system and on a real robot shown in Fig. 16.
The chapter is organized in the following way. In Section 5.2 we describe the properties
of a hybrid systems used for learning. In Section 5.3 we present the learning algorithm. In
Section 5.4 we show results for two simulated systems and for a physical robotic system.
5.2 System Overview
This section introduces a learning algorithm for the locomotion of complex robotic systems.
The form of the system that the learning algorithm is applicable to is outlined in detail
below, but in general it is a continuous time system with the objective of moving in some
direction. The algorithm described here learns the appropriate sequence of control laws and
the switching protocol that produces a motion that moves the system the “best”, based on
a cost function. The switching between the control actions occurs at discrete time instants
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when the state of the system reaches the learned boundary conditions.
In the learning algorithm, the switching between primitive controllers creates a dynamical
system that has both continuous time and discrete time dynamics, thus making it a hybrid
system. This notion of a hybrid system differs from other uses of hybrid systems, for example
in [69]. Before describing this hybrid system, the dynamics and constraints of the system
will be described in detail.
5.2.1 System Dynamics
The system dynamics under consideration in this chapter can be written as
ẋ = f(x, u) =
 ẋI = fI(xI , u)ẋE = fE(xE, xI), (189)
where the system state, x ∈ Rn, is composed of two parts: an internal state xI ∈ RnI and
an external state xE ∈ RnE . Thus, x := [xI , xE]T and n = nI + nE. The internal state, xI ,
describes the configuration of the system in reference to itself (e.g. actuator positions, joint
angles, component velocities, etc.). The external state, xE, describes the configuration of
the system in reference to the outside world (e.g. location and velocity of the system in some
global reference frame). An alternate way of describing these states is that the internal state
needs proprioceptive sensors to measure its value while the external state needs exteroceptive
sensors to measure its value.
It is assumed that the internal state is rectangularly bounded.1 Let these bounds be
described by xImin ∈ RnI and xImax ∈ RnI , where
xImin(j) ≤ xI(j) ≤ xImax(j), ∀j ∈ {1, . . . , nI}.
In other words, each element in xImin is less than the corresponding element in xImax. The
external state is allowed to be unbounded. The input to the system is given by u ∈ Rm.
For this class of systems, the input affects the internal state through fI(xI , u) while it only
indirectly affects the external state through the coupling with xI .
1This bound can be generalized to any polytopic boundary.
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5.2.2 Primitive Controllers and Decision Conditions
It is assumed that the primitive controllers have been designed such that they will always
move the internal state of the system until the state encounters a boundary2. In other words,
the closed-loop system does not have any equilibrium points in the internal state space. Let
ξ index the controller selection, the primitive controllers are defined as κξ(xI) : RnI → Rm,
which determine the input, u = κξ(xI). Let the set of all primitive controllers be given by
E := {1, . . . , k} (with ξ ∈ E), where k is the number of different primitive controllers. Define
the system dynamics while a particular controller is being applied as fξ(x) := f(x, κξ). Since,
κξ(xI) can be any nonlinear function both the internal state and the external state can be
controlled in arbitrary ways with the controller κξ(xI).
Decisions are made on what control law to use when the internal state of the system
intersects a decision boundary. Decision boundaries are used in the internal state space
to greatly reduce the number of state-action pairs that are needed to decide when a new
primitive controller needs to be applied. These decision boundaries are represented by nI−1
dimensional hyperplanes in RnI . Each hyperplane pi is parameterized by two variables oi ∈
RnI and di ∈ RnI , where oi and di describe the origin and unit normal direction, respectively,
of the ith hyperplane. Therefore, the hyperplanes are defined as pi := {xI | (xI−oi)Tdi = 0}.
The set of all hyperplanes is P = {p1, . . . , pη}, where η is the total number of hyperplanes.
The boundary that was last intersected by xI is encoded with the boundary state variable
β ∈ B, where B := {0, 1, . . . , η}. Initially, when the internal state has not yet intersected a
boundary β = 0.
In order to ensure that the system can indeed learn how to locomote, constraints on the
set of controllers and boundaries are needed. In particular, there must be a guarantee that
a control law is always applicable. This means the system can always move away from a
boundary once the boundary has been encountered. Also, it ensures the system will always
2The assumption is valid because this equates to the motion of low level motor controllers that are usually
built into the hardware of a robotic system, which have limited operating range.
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eventually encounter a boundary.
To establish this guarantee, it is assumed that the hyperplanes intersect to form a convex




∣∣ (xI − oi)Tdi < 0 ∀i ∈ {1, . . . , η}} . (190)
The set D̄ is the set of all points inside the polytope formed by the intersection of the
hyperplanes in P . Thus, the constraint is that D̄ must be convex. This constraint also gives
a minimum to the number of hyperplanes needed, i.e., ηmin = nI + 1.
The set of primitive controllers move the internal state of the system around in the
polytope defined by D̄. A valid set of primitive controllers is a set such that, for each
point along a given hyperplane, there is at least one primitive control action that moves the
state away from that hyperplane and back into the convex polytope defined by D̄ for all
hyperplanes in P . Thus, we assume that the boundary conditions and control laws have
been designed such that
∀i ∈ {1, . . . , η}, ∃j ∈ E [ ] s.t. dTi fj(x) < 0 ∀x ∈ pi. (191)
We also impose a non-transversality condition on the primitive controllers and the deci-
sion boundaries. This condition restricts the internal state to not move along the decision
boundaries. Two important effects are caused by this condition. The first is that the internal
state can not return to the same boundary without first encountering another boundary and
the second is that the internal state can not stay in the interior of D̄ forever.
Verification of these effects can be seen by looking at the trajectories of the primitive
controllers when initialized at different points along the boundaries. By continuity, these
trajectories can never cross each other and, therefore, if a controller brings a state back
to the same boundary then there must be a stationary, singular point on that boundary.
This would violate the non-transversality condition in (191), thus the primitive controllers
will never bring the internal state back to a boundary that it has just encountered. The
second effect is verified by a similar reasoning as the first. For the internal state to stay
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in the interior of the boundaries forever with the same primitive controller there must be a
point along its trajectory that is tangential to the hyperplanes that make up the boundaries.
Again, this violates the non-transversality condition in (191); and as result, the internal state
will always eventually encounter a decision boundary.
In order to keep the notation simple it is assumed that the internal state will not encounter
more than one decision boundary at a time. This assumption is reasonable because, for all
but contrived systems, it is improbable for the internal state to intersect more than one
hyperplane due to the non-transversality condition, which prevents the potentially non-
pathological sliding along a boundary.
5.2.3 Hybrid System Formulation
Following the definition and notation in [16], the hybrid system is composed of four parts:
(i) the flow map, which describes the continuous time evolution of the system; (ii) the flow
set, which determines when the flow map takes place; (iii) the jump map, which describes
the discrete time updates to the system; and (iv) the jump set, which determines when the
jump map takes place. The interpretation is that the system flows during the continuous
time evolution and jumps at the discrete time updates. Combine all the system information
into a generalized state variable q := [x, β, ξ]T ∈ Q, where Q = Rn × B × E .
The flow set is defined with the bounds on xI ,
C = {q ∈ Q | xImini ≤ qi ≤ xImaxi, i ∈ {1, . . . , nI}} . (192)




∣∣ [InI×nI 0nI×(nE+2)]q /∈ D̄} . (193)
In words, (193) states that the jump set is the set of q’s where the first nI components of q
are not elements of D̄. An illustration of an example internal state-space with boundaries,
flow set, and jump set can be seen in Fig. 17.
Before defining the flow map and jump map for the system two other functions must first






















Figure 17: Illustration of the internal state xI ∈ R2 being controlled into a limit cycle
with controllers κ1, . . . , κ4 and with the location of the decision boundaries defined by the
parameters oi and di. The flow set C is the interior of the box and the jump set D is the
exterior of the triangle formed by p1, p2, and p3. The interior of this triangle must be convex.
state to a boundary state. The second is the controller selector map, e(β) : B → E , which
selects which controller to use given a boundary state. The controller selector map for a
given boundary must satisfy the condition in (191).
















q̇ = fH(q, u) q ∈ C




Learning only makes sense if there is something to learn. To this end, a reward function and
value function need to be associated to the system, which is usually determined trivially by
what is desirable (e.g. if forward progress is desirable then distance forward is the reward or
it can be as simple as a positive value for a reward and a negative value for a penalty as in
a traditional reward function). Let the reward function be R(xE, u) : RnE × Rm → R and
the corresponding value function becomes




where t0 is the initial time and tπ is length of time that is being optimized over.
Given the above definitions, the objective is to maximize the value function, V (xE, u),
without explicit knowledge of the system dynamics, f(x, u), and the controllers, κi(xI , τ),
by learning the controller selector map, e(β), and the set of boundaries, P . Two things to
note are (i) the primitive controllers depend on xI and not on xE and (ii) that the reward
and value functions depend on xE and not xI , which is why this is referred to a locomoting
problem.
To relate the above framework to the example given about the robotic caterpillar in
Section 5.1, the external state is the position of the caterpillar and the value function is how
far forward it has moved. The internal states are the current configuration of its body. These
internal states are bounded by how far the body can move back and forth, which defines
the flow set. The primitive controllers could be to oscillate the body at different points or
with different frequencies. Setting different decision boundaries with different jump maps
will cause the body to move fast or slow and in or out of unison with other parts of the body.
The goal is to find the setting that makes the robotic caterpillar move forward the “best”
(as defined by the value function) by deciding when the given controllers are implemented.
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5.3 Learning Algorithm
Learning the controller actions and the decision boundaries are the main focus of this section
and reinforcement learning is primarily use to this end. This type of learning is often done
as an online process, which adds the additional caveat that the agent must decide when it
has sufficiently learned the environment and start utilizing its knowledge. As mentioned in
Chapter 1, this is known as “exploration versus exploitation” [23]..
Reinforcement learning is usually modeled as a Markov Decision Process (MDP) [54] with
four components: S, A, P , and R. S is the set of states for the agent and the environment.
A is the set of actions or decisions that agent can take. P is a function that defines the
probabilities of transitioning from the current state to the next state given a certain action.
R is the function that determines the reward that is received after choosing a action from a
given state.
With reinforcement learning the agent is attempting to learn an optimal policy, π, for the
MDP, which is a description of how the agent chooses the actions to perform given a certain
state. To do this the agents often learns the value function, which in turn will produce
a policy. The value function, V , gives the maximum reward that can be earned from a
given state. A variant of the value function is the value-action function, Q, which gives the
maximum reward that can be earned from a given state after performing a given action.
For the system framework presented in Section 5.2 the learning algorithm components are
S = B, A = E , R = R(xE, u), and P is not explicitly used.
5.3.1 Learning Controller Actions
A type of reinforcement learning known as Q-learning was one of the most important break-
throughs in the field of reinforcement learning [54]. Q-learning is an iterative update al-
gorithm for the value-action function, Q; hence the name. The value-action function is a
variant of the value function, which gives the maximum reward that can be earned from
a given state after performing a given action. A model that maps from actions to states
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Figure 18: Learning To Locomote Algorithm
x← 0 . Initialize state to all zeros
Q← 0 . Initialize Q to all zeros
while xI is not a stable limit cycle do
if variance on Q(β, ξ) > vth then
ξ ← rand(E) . Pick random action to use
else
ξ ← argmax(Q(β, :)) . Pick maximizing action
end if
x← simulate(x) . Simulate the system forward until boundary is encountered
β ← b(x) . Update the boundary state
Q← update(Q, q) . Update Q with (198)
pi ← c ∂R∂pi . Update boundary locations
end while
for each β ∈ B do
e(β)← argmax(Q(β, :))
end for
is not needed for either the learning or the action selection in Q-learning. For this reason,
Q-learning is called a model-free method. This learning algorithm is guaranteed to converge
to the optimal, Q∗, if all state-action pairs continue to be updated. Q-learning is used to
learn controller actions given decision boundaries for the hybrid system defined in (196).
The algorithm has a simple update rule,







where st is the boundary state (β) and at is the primitive controller (ξ) at time t. In (198), α
is known as the learning rate and γ is known as the discount factor. Fundamentally, equation
(198) states that the update Q for state s and action a will be the old Q for that pair plus a
scaled sum of the instantaneous reward and the discounted maximum value that is currently
known for the next state. A smaller α means old information will be trusted more than new
information. And a smaller γ means instantaneous rewards are more important than future
rewards. From (198) a policy, π, is generated from Q in a “greedy” manner. This the action
that is selected for a given state is the one that maximizes the Q value for that state.
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5.3.2 Learning Decision Boundaries
A different approach is used to find the optimal decision boundary locations. A gradient
ascent algorithm is used to iteratively move the boundaries to the optimal locations. The
boundaries are moved proportional to the positive of the gradient of the value function with
respect to the boundary locations, ∂V
∂pi
. This proportion is set by the parameter c.
To estimate the gradient, each time the internal state xI reaches one of the boundaries
in P the position of that boundary is randomly changed by some small amount, ∆p. The
change in the reward function, ∆R, is calculated over this change in the boundary position.
The ratio of ∆R to ∆p is used as an approximation for the gradient ∂V
∂pi
. The boundaries are
moved by the amount equal to c∆R
∆p
. This results in the boundaries moving in a “greedy”
direction; in other words, a direction that maximizes the short term reward not necessarily
the long term value.
The orientation of the boundaries, di, are currently chosen in one of two ways. The
boundary orientations are chosen to either align with the axes of the state space or chosen
randomly but with the constraint that the interior of the boundaries form a convex polytope.
The number of decision boundaries, η, can be no lower than ηmin = ni + 1, but there is
no upper limit on η. As η increases a larger number of decisions are made for each cycle of
the interior state, thus the better the results as is shown in the results in Section 5.4.1. The




5.3.3 Exploration vs. Exploitation
Deciding when the agents have learned sufficient information and deciding when to begin
executing the learned policy is a current area of research in reinforcement learning. Explo-
ration and exploitation is done by knowing that the learning process is Q-learning, which
guarantees that the Q values will converge to the optimal value if the state-action pairs con-
tinue to be updated. Thus, the variance in the Q values will converge to zero. The variance
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in the Q values is used to determine when the learning algorithm should explore or exploit.
Exploration strategies are usually grouped into two categories: undirected and directed
[58]. Undirected techniques use no knowledge of the learning process and ensure exploration
by merging randomness into the action selection. Directed techniques utilize knowledge of
the learning process to preform exploration in more directed manner.
Exploitation takes place when the maximum variance in the last σ2n updates of Q for a
particular state, s, is below a threshold of σ2th. Otherwise exploration is performed. This
variance for a state is denoted as σ2(s). During exploration actions are picked randomly with
a distribution that is proportional to σ2(s). If a state-action pair in Q has not been updated
more that σ2n times the variance is set to a large number, σ
2
inf . This method assures that
exploitation will not take place until each state-action pair has been attempted σ2n times and
that the variance on the estimated Q values for each state-action pair is below σ2th.
5.4 Examples
The efficacy of the learning algorithm from Section 5.3 is demonstrate on three systems in
this section. Two system are simulated systems and one is a real robotic system.
5.4.1 Example Simulated System
We demonstrate the ability of our learning algorithm on the nonholonomic integrator [5]
known as “Brockett’s system” [47]. Brockett’s system is an ideal example system to test
and demonstrate the learning algorithm outlined in Section 5.3 because it is one of the
simplest systems that fits the model defined in Section 5.2. In addition, due to the so-called
topological obstruction there is no continuous control law to stabilize Brockett’s system [47].
The dynamics of Brockett’s system are
f(x) = [u1, u2, xI1u2 − xI2u1]T , (199)
where u ∈ R2, xI ∈ R2, and xE ∈ R. Brockett’s system is a surprisingly rich system given
its innocuous appearance.
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For this system, we define the primitive controllers such that they move the internal state,
xI , with unit magnitude. The direction for each controller is random and is drawn from eight
uniform random distributions. The domain of these distributions are each equal to one-eighth
partitions of the unit circle, which guarantees that the condition in (191) is satisfied. We
use 32 controllers and set the bounds on xI as xImin = [−1,−1]T and xImax = [1, 1]T.
Lastly, we select four boundaries (η = 4) for the learning algorithm. The directions of
the boundaries are fixed to d1 = 0, d2 = π/2, d3 = π and d4 = 3π/2. The origin’s of the
boundaries, oi, are chosen randomly such the constraint that D̄ is convex is satisfied.
From (199) it is seen that for this example system m = 2, nI = 2, nE = 1, n = 3, η = 4,
and Q is a 4×32 matrix. The reward function is defined as R(xE, u) = dxEdt . The parameters
used for the learning algorithm were found empirically and are as follows: α = 0.75, γ = 0.25,
c = 0.1, σ2n = 3, σ
2
th = 0.025
2, and σ2inf = 10
2. To simulate the system the algorithm shown
in Fig. 18 is executed in Matlab.
Using this learning algorithm we were able to learn the optimal control sequence and
boundary locations given the setup described above. Results of the learning algorithm are
shown in Fig. 19 and explained further in Section 5.4.2. It is known that the optimal
continuous controller for Brockett’s system is sinusoidal of the form u1(t)
u2(t)
 =






where λ and u(0) can be solved for given initial and desired final states of the system [47].
We compared the external state value after running both the optimal control law in (200)
and the control law learned with our learning algorithm. The results after running 100 trials
for two different cases are shown in Table 4. These results for varying η and k in this way
agree with the theory shown in Section 5.3.2.
5.4.2 Explanation of Results For Simulated System
The results of an experiment using the learning algorithm (described in Section 5.3) on the
Brockett’s system (described in Section 5.4.1) are shown in Fig. 19. The top plot shows the
94
Table 4: External state with different parameters using 100 trials of our learning compared
against the optimal state value.
η k avg. # iterations avg. % of optimal
4 32 420 90.3%(±3.8%)
8 64 3377 96.1%(±2.7%)
internal state components, xI1 and xI2, as well as the state constraints. The second plot
shows the external state xE and the value of the reward function. The third plot shows the
controller state ξ and boundary state β. And the bottom plot shows the maximum variance
in the Q values, max(σ2(s)), as well as the threshold value for when exploitation takes place,
σ2th. The times when the learning algorithm is exploring and exploiting are shown in each of
the four plots. The boundary locations are implicitly shown in the top plot by the envelope
of the internal states.
In this experiment the states are all initialized to zero. It can be seen that during the first
portion of this experiment (time 0 to 220) the learning algorithm is only exploring. During
exploration the control state is random and the boundaries locations are moving but not in a
consistent direction. In addition, the external state and reward value have an average output
of zero. The first time exploitation takes place is when the time approximately equals 220,
which can be seen in the bottom plot because max(σ2(s)) falls below σ2th. Exploration and
exploitation trade off for the middle portion of the experiment (time 220 to 420). In the last
portion of the experiment only exploitation takes place (time 420 to 600). The control state
and boundary state settle into a repeating pattern and the value of xE quickly increases.
Note that even after the time when only exploitation is taking place (approx. time of 420)
the boundaries are still moving. The boundaries are moving towards positions that give
maximum reward. The boundaries settle at the limits of xI and the average reward value
stops increasing.
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5.4.3 Simulated High Dimensional System
Another simulated system was constructed to demonstrate the learning algorithm’s capabil-
ities on a system of high dimension. The dynamics of this system were created to resemble
that of an N -jointed serpent swimming through water (see Fig. 20). The serpent is con-
strained to move in the xy-plane. Its “head” is at the position (x, y) and it is always
oriented along the x-axis. The serpent has N movable body parts or links. The ith link is of
length li and begins with a 1-dimensional rotational joint with angle θi and angular velocity
θ̇i. It has a mass, mi, at the center of the link, and a fin with an associated constant ci.
Rotating the joint causes a force, fi, to be applied to the mass that is proportional to ci and
the square of the angular velocity of joint, θ̇2i . The direction of the force fi is the negative of
the direction of the linear velocity of the mass mi. The acceleration of the serpent is equal
to the sum of the forces divided by the sum of the masses. The serpent has direct control of
the angular velocity of each of its N joints. Thus, the input, u, to the system is an element
of RN .
Figure 20: An illustration of the N -link high dimensional simulate serpent system.
The goal of the serpent is to learn to move its joints in such a way that it moves as
quickly as possible in the x-direction with no concern for its movement in the y-direction.
The serpent has set of k primitive controllers to use that it innately knows and can use
accomplish this goal.
Since the serpent resembles a serial link robotic manipulator the kinematics of serpent
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are solved in a similar fashion to that of an N -link robotic manipulator [51]. In other words,
given the serpent’s current joint angles and angular velocities the positions, p, and velocities,
ṗ, of the masses of all the links can be computed. To compute the positions and velocities
of the masses given the current state of the serpent let us define the forward kinematics
function FK(x, ẋ, y, ẏ, θ, u) = [p, ṗ].










where ṗxi and ṗyi are the speed of mi in the x-direction and y-direction, respectively. From
this the internal state is defined as xI = θ, the external state is defined as xE = [x, y]
T (with
some abuse of notation for x).
The boundaries for the learning algorithm have fixed orientations such that they form a
“hyper rectangular prism” in the internal state space. This means there are 2N boundaries.
The k primitive controllers for the serpent are chosen randomly from elements in RN , with
the constraint that there is always at least one controller with a positive sign and another
controller with a negative sign for each of the N elements. This guarantees that the non-
transversality condition in (191) is satisfied. It also means k ≥ 2N .
Relating the serpent dynamics of (201) to the hybrid system of (196) we have m = N ,
nI = N , nE = 2, n = 2N+2, η = 2N , and k ≥ η. The bounds on xI as xImin = [−π, ...,−π]T
and xImax = [π, ..., π]
T and reward function is defined as R(xE, u) = ẋ.
Lastly, the authors are well aware that the dynamics as they are written in (201) are not
an accurate representation of the actual dynamics for a N -link swimming serpent. The con-
tribution of this section is not to present high fidelity serpent dynamics but to demonstrate
the capabilities of the learning algorithm on a high dimensional system.
The learning algorithm was applied to a 15-link serpent system with 315 primitive con-
trollers. It would be infeasible to discretize the internal state space of this system and learn
state-action pairs for each possible combination. Even just discretizing each internal state
dimension into 2 parts would create over 1 million state-action pairs to test and learn. With
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our learning algorithm using 30 boundaries for this system creates 9450 boundary-action
pairs to test and learn. The results in Fig. 21 show that the system reaches a steady limit
cycle with the external state increasing at a steady maximum rate after approximately 8×104
updates.
Figure 21: Forward movement verse update number of a 15-link serpent simulated system
learning to move forward. After 8× 104 updates the system has entered a stable limit cycle
and moves forward at the maximum rate.
5.4.4 Physical Robotic System
In addition to running our learning algorithm on a simulated system, we tested the algorithm
on a physical robotic system. A photograph of this robot is shown in Fig. 16. The fabrication
of this robot was for the sole purpose of testing the learning algorithm. This robot consists
of a body and two movable appendages. Each appendage has only one rotational degree of
freedom. The body of the robot holds an Arduino microcontroller, two servos, ultrasonic
distance sensor, XBee wireless transmitter, and two 9V batteries. To maintain a low cost
and rapid construction time the entire structure of the robot is made out of cardboard,
which is held together with hot glue and two small cabinet hinges. The learning algorithm
does not run directly on the hardware of the robot but runs on a separate computer and
communicates with the robot over a wireless link. The computer sends actuation commands
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wirelessly to the robot and the robot sends servo positions and distance readings back to the
computer.
This robot is limited to moving along a straight line and the objective of the robot is to
move as far along that line as possible. It is impossible for the appendages of the robot to
lose contact with the ground, thus for the robot to move it must “scoot”. Locomotion is only
possible with differences in frictional forces from the two appendages and the ground. This
complexity makes conceptualizing the necessary sequence of movements for forward progress
difficult and not intuitive.
Instead of attempting to design the sequence of actuations for the robot, it learns them
with our learning algorithm. The internal state, xI , are the positions of its two appendages
and the external state, xE, is the distance from the origin. The primitive controllers are all
possible combinations of moving the appendages up, down, and not at all. However, the
case when both are not moving is not included as a primitive controller. This makes eight
possibilities, therefore k = 8. The boundaries are the same as in the simulated example
(Section 5.4.1), thus η = 4.
Using the learning algorithm presented in Section 5.3, the robot is able to learn the
necessary movements to move forward and backward. After running the learning algorithm
several times, we observe that the robot learns to move forward by positioning the forward
appendage at a large angle relative to the ground and proceeding to move the back appendage
back-and-forth. This causes the robot to scoot forward at approximately 1 cm/s. To move
backward, the robot lays its front appendage down flat and uses the back appendage to pull
itself backward. It moves backwards at roughly 0.25 cm/s. Plots of the robot’s movements
are shown in Fig. 22 3.
3A movie of the robot learning can be viewed at http://gritslab.gatech.edu/home/2012/11/learning-to-
locomote/.
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Figure 22: (Top) Plot shows the physical robot learning to move forward. The forward
progress is shown (blue (dark) line with plus sign markers) as well as when the robot is
exploring (red (dark) marks) and exploiting (green (light) marks). (Bottom) Plot shows the
robots movements after learning how to move both forward (line with plus sign markers)
and backwards (line with circle markers).
5.5 Conclusion
This chapter has introduced a new algorithm to learn how to maximize an objective function
of a complex locomoting system by learning when to switch between primitive controllers.
The system is described as a hybrid system because it contains both continuous time and
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discrete time dynamics due to the switching between primitive controller actions. The hy-
brid system formulation allows for a concise representation of the system and the switching
boundaries. The primitive controllers act directly on what is referred to as the internal
state and the objective function is based only on what is referred to as the external state.
The switching boundaries and the primitive controllers are used as state-action pairs for a
Q-learning algorithm, which learns the controller to apply at each boundary encountered
by the internal state. The locations of the boundaries are adjusted using a gradient ascent
algorithm. The capacity of this learning algorithm is demonstrated on both a simulated
system with a known analytical solution, a simulated system of high dimensionality, and on
a real robot with complex dynamics due to fiction. By learning boundary-controller pairs to

























































Figure 19: These plots show the results of running the learning algorithm on Brockett’s
system. Top: Plot of the internal state components, xI1 (blue (dark) line) and xI2 (green
(light) line), verses time. The internal state constraints are also shown (black dashed lines).
Second: Plot of the external state and reward, xE (orange (dark) line) and R(xE, u) (blue
(light) line), respectively, verses time. Third: Plot of the control state and boundary state, ξ
(top pink (dark) line) and β (bottom yellow (light) line), respectively, verses time. Bottom:
plot of the maximum variance in the Q values for a given state, max(σ2(s)) (purple (dark)
line), verses time. The variance threshold for deciding between exploration and exploitation
is also shown (straight solid black line). In all the plots it is shown when the learning
algorithm is exploring or exploiting with the red (dark) and green (light) marks, respectively,




The 18th century offered major innovations in materials, the 19th century offered major inno-
vations in industrial machines, and the 20th century offered major innovations in electronics.
The 21st century will make major innovations in robotics as the frequency of robot-people
interactions grow exponentially. This growth will emulate Moores law of the 20th century
that describes the growth rate of personal computers. For robots to achieve this level of hu-
man interaction, Rodney Brooks has said robots must have a 2 year olds ability to recognize
objects, a 4 year olds ability to understand language, a 6 year olds ability to manipulate
objects, and an 8 year olds ability to understanding social behavior [7]. For a robot to have
the capacity to perform these tasks at the levels of a human child, significant research still
needs to be done in the areas of machine learning and control theory. The research covered
in this work makes advancements in these two areas of research and moves robots closer to
having the abilities to be more autonomous and make better decisions on their own.
This research began by defining the Ergodic Environmental Exploration (E3) algorithm,
which is used to optimally explore unknown environments with areas of varying degrees of
importance. The E3 algorithm generates a trajectory for a dynamical system to discover
and collect information from an unknown underlying information distribution in the explo-
ration space of interest. The algorithm minimizes control effort and the ergodic cost of the
trajectory; the difference between the time average behavior of the trajectory to the spatial
distribution of maximum information gain.
Following the theoretical introduction of the E3 algorithm, experimental results of a
an agent using the algorithm to learn an underlying information distribution to optimally
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explore an unknown space were presented. These experiments showed successful employ-
ment of the E3 algorithm on real robots to explore a space in the ground and in the air,
demonstrating the utility of the algorithm. To fully realize the impact of this research, it
is important to optimize the E3 for computational speed and run validation experiments in
higher dimensions. In doing so, roboticists will be able use this research on more complex
systems in real-time.
To determine if a robot can even accomplish a given learning task, this research considered
the conditions under which a given dynamical system could succeed at a given learning
objective. This research defined the “learnability” of a dynamical system, which defines
when a dynamical system can and can not learn. Given this definition, a theorem and
proof were provided on when a linear system with a quadratic cost is “learnable”. Following
this theorem, it becomes clear that the ground robot used in the experiments for optimal
exploration would not succeed if it had to explore a 3 dimensional volume.
Finally, this research introduced a new algorithm to learn how to maximize an objective
function of a complex locomoting system by learning when to switch between primitive
controllers. The system is described as a hybrid system because it contains both continuous
time and discrete time dynamics due to the switching between primitive controller actions.
The capacity of this learning algorithm was demonstrated on a simulated system with a
known analytical solution, a simulated system of high dimensionality, and on a real robot
with complex dynamics due to fiction. By learning boundary-controller pairs to maximize
the objective function this algorithm mitigates the “curse of dimensionality”.
The overall thread that ties the different aspects of this research together is that by
looking at learning problems from a control theoretic point of view, reveals new information
derived from the system dynamics, which helps direct and focus the learning process. In
conclusion, this research moves the field of robotics closer to autonomy, by advancing the






• Left-hand subscript indicate epoch iteration number. Example iφ(x) is the ith value
of φ(x).
• Generally an uppercase variable is the domain set for corresponding lowercase variable.
Example X is the domain set for x.




tf : Final time.
T : Time domain, T = [t0, tf ].
tD: Time duration, tD = |T | = tf − t0.
t: An arbitrary point in time, t ∈ T .




Nt: Number discrete time indices or size of discrete time domain set, Nt ∈ N.
Kt: Discrete time index domain set, Kt = {0, 1, . . . , Nt − 1}.
kt: An arbitrary value in the time index domain, kt ∈ Kt.
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Ts: Discrete time domain set, Ts = {t0, t0 + t∆, . . . , t0 + (Nt − 1)t∆}.
ts: An arbitrary point in discrete time, ts ∈ Ts.
Spacial state variables:
n: State space dimensionality.
xm: Minimum state value vector, xm ∈ Rn.
xM : Maximum state value vector, xM ∈ Rn.
xD: State domain size vector, xD ∈ Rn and xDi = xMi − xmi .
X: Spacial state domain. Rectangular region in Rn defined as [xm1 , xM1 ]×· · ·×[xmn , xMn ] ⊂
Rn.
x: An arbitrary point in spatial state space, x ∈ X.
xi: Represents the ith component of x, x = [x1, . . . , xn]
T.
X : State spatial trajectory domain, X ⊂ Ln2 [T ]. 1
x(t): The state location at time t, x(t) ∈ X.
x(T ): The state spatial trajectory over all T , x(T ) ∈ X .
x[kt]: The state location at time index kt, x[kt] = x(ktt∆).
x∆: State quantize step size vector, x∆ ∈ Rn+ and chosen s.t.
(xMi−xmi )
x∆i
∈ N for i ∈
{1, . . . , n}.
Nx: Number quantized state indices in each component of x, Nx ∈ Nn.
Kx: Discrete state index domain set, Kx = {1, 2, . . . , Nx1} × · · · × {1, 2, . . . , Nxn} ⊂ Nn.
1Lnp [D] represents the space of Lebesgue integrable functions of nth-dimension with pth-power over the
domain D.
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kx: An arbitrary value in the state index domain, kx ∈ Kx.
Xs: Quantized state domain set, Xs = {xm1 , xm1 + x∆1 , . . . , xm1 + (Nx1 − 1)x∆1} × · · · ×
{xmn , xmn + x∆n , . . . , xmn + (Nxn − 1)x∆n}
xs: An arbitrary quantized point in state space, xs ∈ Xs.
Input variables:
m: Input space dimensionality.
um: Minimum input value vector, um ∈ Rm.
uM : Maximum input value vector, uM ∈ Rm.
U : Input spatial domain. Rectangular region inRm defined as [um1 , uM1 ]×· · ·×[umm , uMm ] ⊂
Rm
u: An arbitrary point in input space, u ∈ U .
U : Input spatial trajectory domain, U ⊂ Lm2 [T ].
u(t): The input location at time t, u(t) ∈ U .
u(T ): The input spatial trajectory over all T , u(T ) ∈ U .
Dynamics variables:
f(x, u): State dynamics, f : X × U → Rn and ẋ = f(x, u).
A(t): Linearized state dynamics with respect to the state, A(t) ∈ Rn×n and A(t) = ∂f(x(t),u(t))
∂x
.
B(t): Linearized state dynamics with respect to the input, B(t) ∈ Rn×m andB(t) = ∂f(x(t),u(t))
∂u
.
Tuple (State and Input) variables:
Σ: State and input (feasible or infeasible) trajectories domain, Σ ⊂ Ln×m2 [T ].
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σ(T ): Tuple of (feasible or infeasible) state and input trajectories, σ(T ) = (χ(T ), µ(T )) where
χ(T ) ∈ X and µ(T ) ∈ U , and σ(T ) ∈ Σ.
Z: State and input feasible trajectories domain, Z ⊂ Σ.
z(T ): Tuple of feasible state and input trajectories, z(T ) = (x(T ), u(T )) where x(T ) ∈ X
and u(T ) ∈ U , and z ∈ Z.
Spectral state variables:
N : Vector of the number of spectral state coefficients in each dimension of the state.
N ∈ Nn.
K: Spectral state coefficient index domain. K = {0, 1, . . . , N1−1}×· · ·×{0, 1, . . . , Nn−1}.
k: Spectral state coefficient index. k ∈ K.
E : Spectral state coefficient domain, E ⊂ Rn.
ξk: An arbitrary point in spatial frequency space (i.e wavenumber), ξk ∈ E and ξk = kxD
(element-wise inverse of xD).
fk(x): kth Fourier basis function, fk : X → C and fk(x) = e2πiξ
T
kx.










φ(X): Spatial distribution function on the domain X, φ(X) ∈ S(Rn). 3










2f(x) represent the complex conjugate of the function f(x).
3S(Rn) represents the space of Schwartz functions on Rn (i.e. space of rapidly decreasing functions on
Rn).
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Spatial distribution estimation variables:
s2: Spatial distribution measurement noise variance, s2 ∈ R.
w: Spatial distribution measurement noise, w ∼ N(0, s2).
ỹ(x): Spatial distribution measurement model, ỹ ∈ R+ and ỹ(x) = max(φ(x) + w, 0).
y: Spatial distribution measurement, y ∈ R+ and y(x) = max(φ(x) + w, 0).
y(t): Spatial distribution measurement at time t, y(t) ∈ R+.
y[kt]: Spatial distribution measurement at time index, kt, y[kt] = y(ktt∆).
y[Kt]: Spatial distribution measurement series for all indices in Kt, y([Kt]) ∈ RNt+ .












c(x): Normalizing function, c : X → R.
φ̂(x): Estimate of spatial distribution value at location x, φ̂ : X → R+,
∫
X
φ̂(x)dx = 1, and
φ̂(x) = c(x)ŷ(x).
Objective function variables:











4Remember inner product of a complex numbers involves the conjugate transpose of one of the numbers.
5Remember the norm on a function y[D] ∈ Lnp [D] is ‖y(D)‖
2







is used because Φk is discrete and Fk(x(T )) is continuous, so only first half of
components would line up.
Ek(x(T )): kth ergodicity cost functional. Ek : X → C and Ek(x(T )) = (Fk(x(T ))− Φk).






Qe: Weighting on ergodicity cost, Qe ∈ R+.
Re: Weighting matrix on input effort, Re ∈ Rm×m and Re = RTe  0.
Optimization variables:
P (σ(T )): Projection operator, P : Σ→ Z.
Qp: Quadratic cost of state error in projection LQ problem, Qp ∈ Rn×n and Qp = QTp  0.
Rp: Quadratic cost of input error in projection LQ problem, Rp ∈ Rm×m and Rp = RTp  0.
Pp(t): Solution to algebraic Riccati equation for the projection LQ problem, Pp(t) ∈ Rn×n
and Pp = P
T
p  0.
Kp(t): Optimal feedback gain for projection LQ problem, Kp(t) ∈ Rm×n.
Tσ(T )Σ: Tangent space of trajectory manifold at the point σ(T ) in Σ, Tσ(T )Σ ⊂ Σ.
ζ(T ): Variation in σ(T ) and descent direction for J(σ(T )). ζ(T ) ∈ Tσ(T )Σ and is a tuple
ζ(T ) = (η(T ), ν(T )), where η(T ) ∈ X is the variation in the state trajectory and
ν(T ) ∈ U is the variation in the input trajectory.
Qd: Quadratic cost in state descent direction, Qd ∈ Rn×n and Qd = QTd  0.
Rd: Quadratic cost in input descent direction, Rd ∈ Rm×m and Rd = RTd  0.
Sd: Quadratic cost in final state descent direction, Sd ∈ Rn×n and Sd = STd  0.
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rd(u(T )): Linear cost in input descent direction, rd(u(T )) ∈ Lm2 [T ] and rd(u(T )) = Reu(T ).
Pd(t): Solution to quadratic terms in algebraic Riccati equation for the generalized LQ prob-
lem, Pd(t) ∈ Rn×n and Pd = PTd  0.
Wd(t): Solution to linear terms in algebraic Riccati equation for the generalized LQ problem,
Wd(t) ∈ Rn.
γ: Decent direction step size, γ ∈ R.




B.1 Generalized Linear Quadratic Problem and Solution










uTRu+ qTx+ rTu dt
1
2
xT(tf )Sx(tf ) (202)
satisfying the linear system dynamics
ẋ = Ax+Bu (203)
where
Q = QT  0, R = RT  0, S = ST  0. (204)






























J(x, tf ) =
1
2
xT(tf )Sx(tf ) (206)












Thus, to solve we take the partial of M with respect to u and set equal to zero,
∂M
∂u




































































xTPx+WTx+ V, P = PT  0. (210)











= xTP + wT. (212)
We can then equate (209) to (211) and plug in (212) to get
−1
2





(xTP + wT)BR−1BT(xTP + wT)T+ (213)
(xTP + wT)Ax− 1
2
rTR−1r + qTx− rTR−1BT(xTP + wT)T,
and remembering the the final time condition from (206),
J(x, tf ) =
1
2
xTP (tf )x+ w
T(tf )x+ v(tf ). (214)















− ẆTx = −wTBR−1BTPx+ wTAx+ qTx− rTR−1BTPx,






Factoring out the state x we a system of differential equations with the final conditions
Ṗ = −PA− ATP −Q+ PBR−1BTP, P (tf ) = S (215)







wTBR−1BTw + rTR−1BTw, V (tf ) = 0. (217)
Plugging (212) into the optimal input, u∗, from equation (208), we get
u∗ = −R−1BTPx−R−1(BTw + r). (218)
Finally, the optimal input u∗ and state x∗ can be solved for by integrating the (215), (216),
and (217) backwards in time from their final conditions and plugging the values into the
optimal input from (218) and into the state dynamics from (203).
B.2 Spatial Fourier Transform of a Trajectory
Often the Fourier transform on a signal, or function that depends on time, is applied over
the time domain. But the Fourier transform can also be applied to a trajectory, a vectored
signal that depends on time, and lives in the spatial domain. To take the Fourier transform
of a trajectory, the trajectory must be written as the integral of Dirac delta functions for
trajectories that live in continuous domains or the sum of Kronecker delta functions for
trajectories that live in discrete domains. In either case, the scaling of the delta functions
should be set so norm of the trajectory equals unity.
B.2.1 Fourier Transform of a Continuous Trajectory Over Continuous Domain
A continuous trajectory, x(T ) ∈ Ln2 [T ], can be written as a function of the spatial variable,





































The continuous time Fourier transform is calculated by projecting the trajectory onto the
Fourier basis function, fk(x) = e
2πiξTkx,



























B.2.2 Fourier Transform of a Discrete Trajectory Over Continuous Domain
The discrete Fourier transform of a discrete trajectory over a continuous domain is calculated





































Finally, projecting onto the Fourier basis functions gives the answer,



























B.3 Decent Direction Derivation
The decent direction used in the minimization of the cost involving ergodicity and effort can
calculated in the following manner. First, the Fourier basis functions need to be rewritten









= 1− 2πiξTk η(t)ε+ o(ε).
Next, the Taylor expanded form the basis functions are used in the directional derivative,
or Gateaux derivative, of the Fourier coefficients of the state trajectory with respect to the
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variation in the state trajectory,




















































































(ξkfk(χ(T )) ◦ η(T ))⇒




Using the above directional derivative formulation the derivative of the ergodic cost with



































Next, the directional derivative, or Gateaux derivative, of the effort cost with respect to the



































































= Reµ(T ). (224)
Finally, using the derivative of the ergodic cost and the the effort cost with respect to the
variations of the state trajectory and input trajectory, respectively, one can calculate the
derivative of the state and input trajectory tuple with respect to the variation to get the
decent direction,
























◦ η(T ) + (Reµ(T )) ◦ ν(T ).
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