Introduction
Over the last two decades there has been a growing realization that many apparently random temporal processes and irregular geometrical structures possess intrinsic order that is amenable to quantitative analysis, and that even simple systems governed by deterministic (i.e. nonrandom) laws can behave in a surprisingly complex, socalled 'chaotic' fashion. While the distensibility of the aorta and its major distributive conduit arteries helps to convert the oscillatory nature of the heart beat into essentially continuous tissue perfusion, at the microcirculatory level there is nevertheless both marked spatial and temporal heterogeneity of blood flow in vivo. l -4 This review will outline the applications of nonlinear chaos theory in elucidating the mechanisms which underlie local temporal fluctuations in vascular diameter (and thus flow and pressure), and the related method of fractal analysis in characterizing vascular branching patterns, which appear to be largely responsible for determining the spatial heterogeneity of tissue perfusion.
Fractal dimension
We are all instinctively familiar with the integral Euclidean dimension of a point (=0), a line (=1), a plane (=2) and objects in physical space (=3). Less familiar is the idea of a nonintegral, 'fractal' or fractional dimension, a concept pioneered by Mandelbrot.> His work was stimulated by an apparently simple question posed by the mathematician Richardson: 'How long is the coastline of Britain?' The answer, perhaps surprisingly, is that it depends critically on the size of the 'yardstick' with which the measurement is made. A small yardstick will penetrate and explore the 'nooks and crannies' of a coastline, whereas such fine structure will be largely ignored when the yardstick is long. Consequently, the length of the coastline will appear to increase as the size of the yardstick becomes smaller. A remarkable finding is that a logarithmic plot of the length of the coastline against the length of the yardstick yields a straight line, whose slope differs for different countries, thereby uniquely providing a measure of their geometrical complexity (Figure 1 ). This reflects a fundamental property of fractal processes and structures which appear 'self-similar' (i.e. equally complex) when viewed on different magnification scales, namely that the slope of such plots (which is directly related to the fractal dimension of the coastline) remains the same over a wide range of yardstick sizes. A variety of 'tiling' or 'gridding' techniques which employ small boxes or volumes of progressively increasing size, rather than a yardstick, have in analogous fashion shown that the structure of many naturally occurring two-and three-dimensional objects such as clouds, plants, coral, as well as vascular and bronchial trees are also fractal in this sense. S ,6 It is intuitively easy to see how fractal analysis can be applied to an irregularly fluctuating signal in the time domain, which may in a sense be considered as an 'opened out' coastline. A commonly employed method of implementing such an analysis will be detailed below.
Chaos and motion in phas. spac.
The mechanisms which underlie the chaotic dynamics of a nonlinear continuous-time system can be understood by considering trajectories in 'phase space'. This is a portrait of the behaviour of the system in which a different co-ordinate axis is given to each of the contributing variables ( Figure 2) . In a two-variable system motion is confined to a plane on which only two types of response are possible, namely steady-state behaviour corresponding to a fixed point, or following a so-called 'bifurcation', a periodic cycle which encircles the fixed point and corresponds to oscillations in the time domain. More complex patterns are made impossible by the restriction that trajectories on the plane cannot intersect, as there would otherwise be no unique solution to the equations governing their dynamics. In a three-or higher dimensional system, however, trajectories can pass over and under each other without crossing, thus permitting more complex motion. An example of this occurs when two independent oscillations interact, the simultaneous rotations 4 .0 .. Figure 1 Logarithmic points of the total length. L(~), of different coastlines and land-frontiers as a function of the length of the yardstick, e. used to make the measurement. These are linear over a wide range of values of~(the hallmark of 'self-similarity'), and can be described by the equation L(~)~~1-0, where Dis the fractal dimension. In marked contrast, progressively smaller, and therefore more precise, measurements made on a circle rapidly stabilize, so that it is not fractal. (Reproduced with permission from ref. 5.) then tracing out the surface of a ring-shaped 'torus'. This type of behaviour is known as quasiperiodicity (Figure 2a) .
A higher degree of complexity characterizes chaos which is possible only when there are three (or more) control variables in a continuous-time dynamical system. The trajectory of the motion then explores a three-(or higher) dimensional phase space more extensively than quasiperiodic responses, but still does not fill it completely. The essential difference between chaotic and periodic Or quasiperiodic motion is that trajectories then diverge from each other in an exponential fashion.? As they continually spread apart and yet stay within a bounded space this necessarily means that a folding process must also occur to bring them back together again -in much the same way that a baker folds dough to make puff pastry. The uniqueness of solutions of differential equations with smooth vector fields nevertheless forbids the merging of distinct trajectories, so that there always remains a gap between them ( Figure  2b ). This becomes more and more apparent at high magnification scales, and ultimately confers a complex, fractal structure to the portrait of the overall motion.
This spreading of trajectories has profound consequences in that any uncertainty in start-ing position is amplified exponentially as they progressively separate with time, a phenomenon known as 'sensitivity to initial conditions' , which in the context of the global weather system led Lorenz to conjecture that even a minute perturbation such as the 'flap of a butterfly's wing in Brazil' could, at least in theory, 'cause a tornado in Texas', This phenomenon is consequently now widely known as the ' butterfly effect'. An illustration of how the final steady-state of the three-variable Lorenz equations, which simulate convection , may depend on the initial starting point is provided in Figure 2 .
Vasomotion and flowmotion
There is accumulating evidence that temporal fluctuations in vascular calibre ('vasomotion'), and red cell velocity or flow ('flawmation') have a nonlinear deterministic origin and may therefore be classified as 'chaotic'. [8] [9] [10] [11] Intaglietta> has classified the normal spontaneous rhythmic contraction and relaxation of arterioles in vivo into two distinct types , with oscillations in the 'fast wave' range of seconds and in the 'slow wave' range of the order of minutes. These patterns of response are found at the level of terminal and For R = 16 the motion spirals to one of two possible stable nonoscillatorv POints, depending on the starting point (51 or 52) , This is an example of the sensitivity of nonlinear systems to 'initial conditions' , proximal arterioles, respectively, and there is a general consensus that their frequency becomes faster and their relative amplitude progressively larger in more distal microvessels, such that terminal arterioles may intermittently open and close ( Figure 3 ). Rhythmic behaviour thus encompasses a wide range of frequencies and amplitudes within the same vascular bed and may also appear highly irregular.3. 12-15 Slow wave activity is enhanced by haemorrhagic shock and low arterial pressure, whereas hypotension tends to suppress fast vasomotion. 3, [15] [16] [17] factors that are extrinsic to vascular smooth muscle.18 Spontaneous oscillations in the diameter of large conduit arteries have also been detected in normal human subjects.t? While such temporal fluctuations in vasomotor tone may simply represent epiphenomena which are obligatory and therefore expected consequences of deterministic, yet chaotic, control mechanisms, they may nevertheless carry biological benefits which remain to be fully explored. There are a number of possibilities. The hydraulic resistance of a blood vessel exhibiting periodic variations in diameter is, on average, less than that of a vessel with the same mean diameter, suggesting a role in the control of blood pressure. 20 The intermittent opening and closing of small vessels may also ensure that all tissue elements receive at least intermittent blood flOW. 21 Vasomotion may also minimize fluid filtration into the extravascular space by reducing distal hydrostatic pressure during periods of low flow, and enhance lymphatic drainage through a 'pumping' action upon lymphatics closely adjacent to small arterioles. 21, 22 This effect would be mechanically facilitated by the presence of valves which prevent retrograde lymphatic flow. Rhythmic activity may also represent a homeostatic response to abnormal conditions of perfusion as it is promoted by tissue hypoxia, ischaemia and normovolaemic haemodilution.s-e-> In shock, for example, intense sympathetic vasoconstriction may significantly impede flow, and this would be partially offset by intermittent dilatation.> In normal subjects, capillary perfusion fluctuates at a frequency of six to ten cycles per minute with intermittent cessation of flow, a pattern which is lost in diseases associated with acute microcirculatory disturbance such as bacterial meningitis, when re-establishment of vasomotion is indicative of a return to normal.s' There is some uncertainty as to whether fluctuations in capillary flow reflect 'upstream' arteriolar events or intrinsic capillary contractility, although it is clear that the dominant control mechanisms must be located close to or distal to the precapillary level, as the exact pattern of activity in a given capillary may not be mirrored in immediately adjacent 100ps. 26, 27 Rheological factors such as the presence of leucocytes and their adhesion to endothelium may also contribute to the intermittent nature of capillary flow. 28
How many control variables contribute to rhythmic vasomotor activity?
To gain insights into the mechanisms that underlie rhythmic vascular activity we have analysed (8) Chaos and fractals in vascular biology 165 the roles of an exogenous constrictor agonist, histamine, and the potent endogenous nitrovasodilator~ndothelium-d~rived relaxing factor (EDRF) 10 the genesis of irregular pressure oscillations.IO,ll EDRF is now believed Theoretically, an m-dimensional phase portrait constructed from a single variable is equivalent to one constructed from measurement of M independent variables, provided that m>2M+ 1. 42 (b) The number of vector pairs lying within a variable distance lof each other are then counted for different values of I, just two values of distance and eight vectors being illustrated here.
106-1010 such vectors may in fact be created during the analysis of experimental data. In essence, 1corresponds to the 'yardstick' used by Richardson to quantify the complexity of a coastline. A correlation integral is then calculated as: C(I) = lim _1_ x number of pairs (i, J) whose distance from each other, IZj -Zit. is less than 1
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When the data is fractal C(I)IXf', where v is nonintegral. 39 (c) A so-called correlation dimension, Dc, which is a measure of the fractal dimension of the signal, is calculated by estimating v from plots of log C(I) against log I for increasing values of the embedding dimension m. v theoretically plateaus at a constant value (=Dd when the system under investigation is deterministic (e) and m is sufficiently large (m>2M+ 1). For 'random' white noise v increases monotonically and no plateau is found (0). to be the gas nitric oxide (NO) synthesized from L-arginine by the enzyme nitric~xide synthase, and is responsible for the endot~ehum-dependent relaxation that can be evoked 10 many types of blood vessel by agonists such as acetylc~oline, ATP and bradykinin. 2 9-3 I EDRF release IS also sensitive to the mechanical stimulus of shear stress, and consequently flow velocity, thereby enabling changes in flow to modulate vascular tone. 32 -37 EDRF is avidly scavenged by haemoglobin and its synthesis is blocked by substituted L-arginine analogues such as NOnitro-L-arginine methyl ester (L-NAME) and NO-monomethyl-ester-L-arginine. 29 ,34 ,38 The model employed was an isolated, bufferperfused resistance artery f~om t~e ra~bit~ar (approx. 150 JLm diameter) 10 which histamine does not directly stimulate EDRF release~hr~u~h occupation of specific receptors.w The~~tnnslc complexity of the responses were quantified by calculating their fractal dimension. Importantly, when 'rounded-up' to the nearest integer the fractal dimension of a chaotic signal provides an estimate of the minimum number of independent control variables that are involved in the genesis of the overall dynamics. 3 9-42 Thus, for example, the fractal dimension of chaos generated by the threevariable Lorenz system (see Figure 2b ) necessarily lies between 2 and 3. 39 One commonly employed method of implementing such an analysis was devised by Grassberger and Procaccia-? and involves the construction of a multidimensional phase space representation fro~the measurement of a single time-dependent vanable (such as~ed cell velocity, arteriolar diameter or perfus!on pressure). This leads to a so-called correlation dimension, Dc, which is a measure of the fractal dimension ( Figure 4 ). The signal is repeatedly sampled at m discrete points in time that are each separated by a 'time-delay'. Ea~h set of m sampled points is then regarded as a single vec~or in an m-dimensional 'hyperspace', and a counting algorithm applied to determine the number of vectors which lie within a variable distance of each other. This distance is, in a sense, analogous to the Richardson 'yardstick'.
While such techniques provide evidence as to whether or not an irregular time-series is fractal, they cannot be used to deduce the cause of its being fractal, or rigorously differentiate between fractal deterministic signals and fractal random paths (e.g. Brownian motion), since 'coloured' noise possessing an inverse power law spectrum (as opposed to 'white' noise) may also exhibit a finite correlation dimension.P Potentially more powerful predictive algorithms have now been developed but have not yet been applied in the context of vascular biology.44 These utilize a 'past' time-series to forecast the 'future' behaviour of a system: if deterministic laws apply, then in the short-term at least there will be predictability, unlike the situation with 'pure' noise.
Modulatory roles of histamine and EDRF
The fluctuations in perfusion pressure induced by histamine in rabbit ear resistance arteries werg enerally irregular, but in some cases were pe~l odic or nearly-periodic ( Figures 5, [7] [8] [9] . While the precise concentration employed affected the superficial form and appearance ?f t~e res~on~~s in addition to perfusion pressure, It did not significantly affect the fractal dimension, Dc,ofthe .overall responses (Figure 5a ). This was generally 10 the range 2-3, although was occasionally between 3 and 4, thus indicating the involvement of at least three independent control variables and consistent with a classification as chaotic. Stimulation of EDRF activity by acetylcholine in endotheliumintact arteries caused a concentration-dependent fall in mean perfusion pressure and in the amplitude of the pressure oscillations, to the ext~nt of abolishing them completely at a concentration of 1 JLM in almost all instances, but again did not affect Dc (Figure 5b ). As D; was not critically dependent on either histamine concentration. or EDRF activity, they may be regarded as permissive and modulatory factors, respectively, that do not fundamentally alter the interactions between the key control variables involved in the genesis of the oscillations. Nevertheless, there is an increase in the low frequency (0.01-0.5 Hz) power spectrum of blood pressure variability in conscious dogs following inhibition of nitric o~ide synth~se activity, suggesting a role for EDRFm dampemng rhythmic activity to a physiologically 'acceptable level' .45 
Routes to chaos
Several mathematically well-characterized routes for the transition from regular (I:e. periodic) to irregular chaotic oscillatory dynamiCS to Suppress all rhythmic activ ity .
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Bifurcation maps generated by iteration of the discrete variable logistic equation ractal nature of chaot ic dynamics . This simple one-variable system is somewhat 'art ificial' as x is discrete :
In cont inuous-time systems at least three variables are required to generate chaos (see te xt).
were observed in the responses, consistent with a deterministic origin.
Even relatively 'simple' iterative mathematical algorithms such as the logistic equation are capable of generating such behaviour ( Figure 6 ). Experimentally, period 2 dynamics, represented by repetitive oscillations of alternating large and small amplitude, were observed in about 10% of all preparations following administration of histamine, thus providing evidence for the existence of such a period-doubling mode of transition to chaos (Figures 7a, 8 ). Figure 9a also illustrates a period 4-type response. Some pressure traces
. .
::
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Period-doubling In the so-called period-doubling cascade, which possesses scaling properties that are common to many nonlinear systems and may therefore be regarded as 'universal', a steady response becomes unstable and splits successively into 2, 4, 8 .. .2 n (n-+ oo ) possible oscillatory patterns before the onset of chaotic behaviour. 7 ,4o ,41 exhibited exact-integral periodicity, a characteristic of deterministic nonlinear systems which undergo period-doubling, such as the logistic map ( Figure 6 ), and included period 3 and period 5 dynamics ( Figure 7b ). These patterns of response could be observed both in the presence and in the absence of haemoglobin or L-NAME and were therefore not directly related to EDRF activity. Indeed, rhythmic responses could still be observed following endothelial denudation (Figure 7a ).
Intermittency
In some experiments, episodes of nearlyperiodic fluctuations in pressure alternated with irregular behaviour (Figure 7c ). This phenomenon is known as intermittency, and can be observed in relatively simple systems such as the logistic map and the Lorenz system.', 40, 46 The most common type of intermittency observed experimentally arises when a trajectory in phase space is confined for variable periods of time to a narrow, spatially well-defined channel (thus producing a nearly-periodic oscillation), is then ejected into a chaotic region, but after a variable period of time re-enters the channel, allowing the process to repeat. 46 
Quasiperiodicity
The responses of some arteries provided clear evidence for the interaction of two distinct oscillatory subsystems whose periods were of the order of five to 20 seconds and one to five minutes (i.e. 'fast' and 'slow') and could therefore be classified as quasiperiodic (Figure 8a, b) . Such motion is confined to the surface of a torus in phase space ( Figure 2 ), but can readily become unstable, thereby directly leading to chaos. This scenario is illustrated in Figure 8b which provides evidence for period-doubling followed by quasiperiodic and subsequently chaotic behaviour (with D c>2) after administration of histamine.
Contribution of Ca2+ and K+ fluxes
The 'fast' and 'slow' components of the irregular responses induced by histamine could be dissociated by pharmacological manipulation of Ca 2+ and K+ fluxes. The fast subsystem involved movements of these ions at the level of cell membrane, being inhibited by both charybdotoxin (Figure 8c ), which blocks medium and high conductance Ca 2+-activated K+ channels mediating Chaos and fractals in vascular biology 169 membrane hyperpolarization.e? and by verapamil (Figure 9b ), which blocks plasmalemmal voltagedependent channels mediating Ca 2+ influx.ss In contrast, the slow component of the pressure oscillations was generated by intracellular Ca 2 + movements, being selectively inhibited by ryanodine (Figure 8d ), which blocks Ca 2 +induced Ca 2 + release from intracellular stores (CICR).49 Such interventions, imposed singly, generally decreased the mean value of D; from a value >2 to <2, thus removing one degree of freedom from the complexity of the responses and identifying a key control mechanism. Nonlinear analysis of vascular responses may thus offer advantages over 'conventional' isolation and characterization of specific pharmacological and biochemical mechanisms, which may provide relatively limited insights into overall functional integration.
As discussed earlier, chaotic dynamics demands the involvement of at least three independent control variables, the apparently central participation of CICR indicating that two of these are likely to be free cytosolic Ca 2 + and the concentration of Ca 2+ within the sarcoplasmic reticulum. Two further contributory variables could be the open state probability of Ca-t-activated K+ channels and the membrane potential of the vascular smooth muscle cell which regulates Ca2+ influx. While temporal fluctuations in membrane potential and mechanical activity may occur synchronously in some vessel types, in others bursts of depolarization are functionally 'integrated' over time to produce a tonic increase in force development, so that the two cannot be equated absolutely in functional terms. [50] [51] [52] [53] [54] Possible 'butterfly' effects?
The exquisite sensitivity of chaotic systems to pertubation was illustrated by observations that verapamil sometimes promoted the appearance of slow, large-amplitude relaxation oscillations, whereas in other preparations it suppressed virtually all rhythmic activity (Figure 9 ). Such unpredictability of response to Ca 2+-antagonists is also apparent in the distal microcirculation in vivo. In rat cremaster muscle arterioles nifedipine, which also blocks voltage-dependent Ca 2+ channels, can induce relatively slow largeamplitude oscillations in diameter.V whereas in the hamster skinfold preparation verapamil suppresses all rhythmic activity.w Nonlinearity may also explain why rhythmic fluctuations in tone can be induced by EDRF or provision of 'exogenous' nitric oxide in the hamster aortas? ( Figure 10 ) and canine renal vessels.v but in other preparations, including rabbit ear~rte~e.s, they are EDRF-independent. 5I,59,60 WhIle It IS clear that different cellular mechanisms may operate in different artery types, the chaotic nature of rhythmic responses also potentially explains, at leas~in part, why manipulation of ion fluxes, me~hamcal stretch, flow rate and pharmacologically mduced tone can induce a wide variety of apparently contradictory and unpredictable responses in various artery types,14,15,51.57-61 Thus, th~ult~mate response of a nonlinear system to a given m~er vention critically depends on its state at the .tlme point at which the intervention is made, as Illustrated earlier for the Lorenz system (Figure 2c ). This has potentially important clinical implications. Theoretically, the cardiovascular response of two patients to administration of a drug suc.h as verapamil may be very different, and even differ in the same patient depending on whether the drug is given on a Monday or a Friday.
Chaos in vascular networks: possible functional role
Many other factors potentially contribute to nonlinearity in cardiovascular control in vivo. Chaos may be generated by periodically 'forcing' nonlinear systems, the nature of the resulting dynamics being dependent on the strength of the coupling.s-Mechanical forcing in a vascular network could theoretically arise as a consequence of cell-eell interactions within the arterial wall, the pulsatile nature of blood flow, or mechanical coupling between arteries in successive arterial generations not only through 'upstream-downstream' changes in the distribution of intravascular pressure, but also directly. Thus, there is evidence that in the microcirculation of rabbit tenuissimus muscle in vivo, waves of contraction propagate from 'pacemaker' sites at vascular bifurcations into both parent and daughter vessels, their intrinsic frequency being relatively independent of intravascular pressures.e-s! Such wave-like activity could introduce time-delay into nonlinear feedback loops, a mechanism well-recognized to lead to chaos.w EDRF synthesis is influ-enced both by the mean value and rate of change of intimal shear stress, being maximal at perfusion frequencies of 4-6 Hz, and is depressed by increased mean intraluminal pressure and pressure pulse amplitude. 36 • 63 Spontaneous irregular oscillatory changes in intimal shear stress and pressure may therefore influence EDRF release in a complex fashion. EDRF also exerts an inhibitory prejunctional effect on catecholamine release from adrenergic neurones, the increased shear stress induced by sympathetic vasoconstriction thereby mediating negative feedback through the dilator influence of EDRF.J7 Because there is a significant (order of seconds) time-delay in the activation of this mechanism.s-instability and oscillations in vascular diameter could result. noted that in spite of these additional factors the fractal dimension of fluctuations in microvascular diameter and red cell velocity in rabbit tenuissimus muscle in vivo reportedly lies between 3 and 4,9 thus implying a degree of complexity similar to that which we have found in isolated segments of artery. The functional consequences of chaos in vascular networks at present remain speculative, but nonlinearity may permit far greater flexibility in dynamic control than could ever be achieved in a linear system (i.e. one in which output is proportional to input) and relatively large error signals are therefore required to bring about significant changes in state. Chaotic systems may indeed be 'controlled' with relatively little energy expenditure by exploiting their sensitivity to initial conditions, large changes in the trajectory of a system following minor perturbations. A 'targeting algorithm' can be applied repeatedly to direct an orbit in phase space to a desired periodic motion or a steady-state, thereby specifically selecting one pattern of behaviour from the infinite variety permitted by chaotic dynamics. This is analogous to the problem of balancing an unstable vertical stick on the palm of the hand (one possible state of the system) by making repeated small motions (i.e. perturbations) in a horizontal direction. Such an approach has, for example, also been used to modify and direct chaotic chemical reactions, electronic circuits and lasers.st Indeed, NASA scientists have shown that it is possible to 'nudge' a spacecraft with a dwindling fuel supply 50 million miles across the Solar System by making use of the intrinsically chaotic nature of the three-body problem of celestial mechanics.ss
In biological systems, chaos may thus confer an ability to 'learn' and 'adapt' by permitting escape from a pattern of response which has become disadvantageous.s! but may also, when necessary, contribute to the stability and spatial organization of overall responses.w Indeed, the presence of chaos in the living organism is generally thought to be indicative of normal function, and a diminution in complexity (e.g. loss of heart rate or blood pressure variability or a reduction in the fractal dimension ofthe electroencephalogram) to be indicative of a pathological state.s?
Fractal nature of flow heterogene ity in the spatial domain
Under normal in vivo conditions there is profound regional variation in tissue perfusion in certain circulations (e.g. the coronary), which can be characterized in terms of temporal and spatial stability by repeated intra-arterial injection of microspheres (approx. 15 ILm diameter) labelled with radioisotopes of different energies. 1,4,68-70 Results obtained in this way correspond closely with those obtained with the 'molecular microsphere' (31l]iododesm ethylimipram ine (IDMI), so that methodologic al problems resulting from blockage of capillaries and potentially altered patterns of flow distribution can be excluded.i-s Under resting conditions, blood flow to small volumes of myocardium may vary spatially as much as six-fold, heterogeneity being most marked in areas of low relative flow and persisting for long (> 24 hours) periods of time, 1 This implies different amounts of reserve from one microregion to another, and may explain the patchy nature of myocardial infarction as some areas may consequently be particularly vulnerable to ischaemia.s-?"
Because of finite injection and mixing times, microspheres provide a long-exposur e 'snapshot' of perfusion over tens of seconds or minutes, thereby effectively averaging any dynamic component directly attributable to rhythmic vasomotor activity within this timescale. It follows that the architecture of vascular networks exerts a dominant influence on the spatial heterogeneity of microvascula r perfusion.se Indeed, in the myocardium of conscious primates, temporal fluctuations account for only about a third of the overall spatial variation in flow, and may never bring the mean value within a given region to the same as that for the whole organ.' Extremely heterogeneou s patterns of flow are also apparent when maximal vasodilatation is induced pharmacologi cally (e.g, by adenosine) or physiologicall y (e.g. by hypoxia). While there is a reasonably strong correlation between perfusion patterns in neighbouring regions in both situations, resting and maximal flow patterns are completely uncorrelated. " How such observations are influenced by local tissue metabolism is unknown.
Spatial heterogeneity in the distribution of flow can be quantified by fractal analysis of a Chaos and fractals in vascular biology 173 pa~ame.ter k~own as relative disperson (RO), which IS defined as the standard deviation of the microsphere radioactivity present in small tissue samples of t~e same size divided by the mean value.s" To Implement the analysis, the organ under study is first divided into several undred blocks in eac~of~hic h radioactivity IS measured. The relative dispersion of tissue perfusion is then determined as a function of the m~ss .(~) of progressively larger aggregates of the individual tissue samples. By analogy with the example of a coastline (Figure 1) , if a fractal relationship applies:
where RD(1) is the relative dispersion of a reference mass of 1 gram, and D is a fractal dimension. Nearly linear logarithmic relationships between RO(m) and m have been obtained in this way for rabbit, sheep and baboon hearts both with microspheres and IOMI, consistent with the hypothesis that over a wide range of tissue volume sizes spatial heterogeneity in flow exhibits self-similarity on different measurement scales ( Figure 11 ). Relative dispersion is consequently a function of sample size and generally takes a value between 10% and 30%.1,4, [68] [69] [70] Dynamic nonlinear control mechanisms may nev~rtheless also contribute to the heterogeneou s spatial pattern of flow in small tissue volumes. In rabbit.tenuiss imus~~scle, for example, there can sometimes be a striking synchronizati on between the p~tterns of~pontane ous rhythmic activity of adjacent ter.mmal arteri<;>les and the parent transverse artenole from which they arise. 21 This may. simply r.eflect the ability of two interacting nonhnear oscillators to lock or entrain, a phenomenon first described by the astronomer Huygens over 300 years ago, who noted how two pendulum clocks mounted back to back on a wall separating two rooms would synchronize their ticking perfectly."! Recent theoretical studies have showñ hat mutual ent~ainmenta nd synchronizati on may 10 fact oc~ur in large populations of weakly coupled oscillators with progressive recruitment to a 'pacemaker' which grows in size and produces a larger collective pulse, thus explaining how crickets may chirp in unison and fireflies synchronize their flashes. 72 Local control mechanisms, such as flowdependent EORF activity and the myogenic 32 paralleling and potentially explaining the fractal nature of spatial heterogeneity in flow. Early studies assessed the 'optimality' of arterial branching by correlating experimentally measured diameters and branching angles at arterial bifurcations with those predicted by mathematical models which minimize physical parameters such as total surface area, volume, drag (shear stress) and power losses. Such analyses assumed that the origin of the parent artery and the termination of the daughter vessels were fixed, so that the problem reduces to finding the optimum position for the bifurcation point. 7 In this context a useful parameter is the junction exponent, x, which is defined by the equation.
where do is the parent, and d l and d 2 the daughter artery diameters at a bifurcation. Murray's analysis predicted that x would take the value 3 if intravascular volume and power losses were minimized simultaneously and that flow was steady and Newtonian, thus contributing to cardiovascular 'efficiency' by increasing tissue perfusion for a given level of cardiac work, and limiting the intrinsic biochemical 'energetic cost' of a high blood volurne.P This hypothesis also implies that the optimal angle between the two daughter arteries at vascular bifurcations should ideally be in the range of 75-80°, whatever the degree of diameter and branching asymmetry between them. 75. 77
Estimates of the exponent x obtained by construction of casts from a variety of vascular beds and species, including the coronary, cerebral, pulmonary, renal and mesenteric circulations, have indeed provided values of just less than 3 over a wide range of vessel sizes. 78 Evidence supporting Murray's hypothesis has also been obtained in the rat cremaster microcirculation in vivo, where a value of almost exactly 3 was obtained.t? To investigate how x varies with flow and vasomotor tone, we have determined its value at bifurcations in the isolated rabbit ear and employed a nomogram developed by Woldenberg and Horsefield"? to relate x to the angle between the daughter branch arteries at bifurcations (Figure 12 ). Under such dynamic conditions x changes in a way that depends on the balance between constrictor tone and dilator EDRF activity.80,8l Basal/flow-induced EDRF activity is sufficient to keep branching georn- Optimal arterial branching geometry and scaling: the junction exponent response evoked by changes in intravascular pressure, are also likely to influence the distribution of flow. In the isolated rabbit ear, for example, EDRF activity maintains constancy in the relative diameters of arteries in successive branch generations, implying constancy in the relative spatial distribution of vascular resistance and thus a central role in maintaining a specific pattern of flow distribution. 34, 35 Indeed, inhibition of EDRF activity markedly reduces oxygen uptake (by about 40%) in the rabbit hindlimb, and widens the differences between the lowest and highest tissue p02 tensions, implying a shift from nutritive to nonnutritive perfusion.P There is good evidence that vascular branching patterns themselves exhibit self-similarity, thus etry close to the Murray optimum when there is moderate elevation of vasomotor tone. However, at high levels of pharmacological constriction x significantly decreases, but is restored towards 3 by stimulating EDRF activity, so that EDRF thus promotes optimality of branching geometry in the sense formulated by Murry ( Figure 12 ). Two considerations nevertheless weaken !V1urray's hyp.othesis. First, th~statistical spread In the numencal value of the Junction exponent at bifurcations within a given vascular network is relatively large, with a frequency distribution that is skew to the right 80,82 ( Figure 12 ). Secondly, the calculated energetic cost of departure from the theoretical optimum is only a few per cent over a relatively large range of values for the junction exponent (x = 1 to 10).82,83 Mandelbrot invoked a less restrictive fractal hypothesis which obviates the necessity for physical optimality principles to be encoded genetically," in which iteration of a single rule produces a self-similar branching tree whose geometry is determined by the width/length ratio of the branches and the junction exponent x at each bifurcation. Indeed, there is evidence that various parameters in the coronary, renal and mesenteric arteriolar vascular trees exhibit linear log-log, and thus fractal, relationships in terms of the ratios of junction exponents, branch lengths, radius/length ratios and even intravascular pressures over a 200-fold range of lengths,?8,84
A junction exponent of 3 which scales at successive bifurcations is in fact the value for a fractal that fills three dimensions and may therefore simply reflect the fact that a large number of vessels should be nearly space-filling in order to maximize surface area for the exchange of oxygen and metabolites. Otherwise, after a finite number of divisions, successive arterial generations would either 'run out' of space in which to grow or, conversely, occupy less than the amount of space available to them. It is likely, however, that the ideal value x = 3 for this purpose is unattainable, because a perfectly space-filling vascular system would leave too little space for other cell types. Indeed, as noted above, values obtained experimentally are generally found to be slightly less than 3.
Fractal modelling of the vascular tree
Mathematically, fractal structures can be generated by relatively simple recursive algorithms whereby each new state is derived from the preceding in a fixed, specified way.> The pattern of recursion may be purely deterministic, as in the case of the Mandelbrot set which is generated by iteration of the equation Zn+l = Zn 2 + C, where Z and C are complex numbers, or stochastic, such as Brownian motion which is an example of a random fractal walk, or a combination of deterministic and random processes, when noise is superimposed on a deterministic algorithm in a 'controlled' fashion.> Van Beek et al. 85 developed four models of dichotomous arterial branching in which asymmetry was introduced in different ways by the application of recursive fractal algorithms at each bifurcation point. They found that relatively small deviations from a symmetrical distribution of flow were enough to explain the marked regional differences in relative dispersion in the myocardial circulation of sheep and baboons. The fit was particularly good for a deterministic model in which the degree of branching asymmetry increased at successive branch points and a model in which asymmetry was introduced stochastically at each bifurcation. It therefore seems unlikely to be possible to deduce on purely theoretical grounds whether deterministic or random fractal branching mechanisms actually contribute to the generation of biological vascular trees.
Nevertheless, by analysing data from casts of the porcine kidney, Bittner et al» have shown how it is possible to reconstruct highly realistic three-dimensional branching structures from simple algorithms, such models permitting estimation of path lengths from the macro-to the microcirculation, intravascular volume, pressure distribution and exchange characteristics ( Figure  13 ). VanBavel and Spaan have similarly used anatomical data from casts of the porcine coronary circulation to estimate the relative dispersion (RD) of flow at the tissue level. Results obtained by computer simulation correspond well with experiment and confirm the expected fractal relationship between RD and sample volume size. 86 It is difficult, however, to see how fractal space-filling algorithms could play a dominant role in large vessels, whose branching and form appear to be genetically determined in any given species. Furthermore, in the capillary circulation angiogenesis may be driven by concentration gradients in oxygen tension, growth factor molecules and metabolites. In this context, nonbiological branching structures that are nevertheless reminiscent of plant structure and vascular trees can be generated by a fractal process known as diffusion-limited aggregation.s? In diffusionlimited aggregation, single molecules perform a random fractal walk until becoming incorporated into the aggregate, producing a pattern character- ized by a self-similar dendritic design with fjords and crevices on many size scales ( Figure 14) . Different sites on the aggregate have different growth probabilities, determined by the gradient of the diffusion field, this being high near the tips and low within the deep structure of the fractal pattern, so that wandering molecules settle preferentially near one of the tips of the branches.
Haemodynamic forces such as shear stress also influence the function and structure of the vascular tree, adaptive changes in arterial diameter induced by long-term changes in flow being endothelium-dependent and associated with altered DNA levels, endothelial cell number, elastin content and wall mass. 8 8 ,89 This process may involve altered endothelial expression of plateletderived growth factor and transforming growth factor f31, which affect both vascular cell growth and extracellular matrix production .w-?' as well as EDRF activity which is physiologically 'upregulated' by increased flow and, in addition to modulating vasomotor tone, inhibits angiogenesis and proliferation of vascular smooth muscle. 92 -94 
Conclusions
The complexity of the processes which generate dynamic vasomotor activity and determine vascular branching patterns can be simplified conceptually by nonlinear temporal and fractal geometrical analysis. Ultimately, these approaches may lead to a better understanding of the integrated relationship between the structure and function of the vascular tree.
For further applications of chaos theory to physiology the interested reader is referred to Glass and Mackey" and West. 96 Gleick?? provides an excellent account of the development of the whole subject.
Glossary
Bifurcation An abrupt change in the number of possible dynamical states of a nonlinear system. A single behaviour is first exchanged for two, and subsequently for higher multiples of two possible states under the variation of a single parameter. Butterfly effect The widely diverging and apparently unpredictable behaviour of a nonlinear system with time when slightly different starting points are chosen. Chaos A type of dynamic behaviour sensitive to initial conditions and parameter changes. Characterized by trajectories diverging exponentially on a small scale, but contained within a finite area. This is possible through successive stretching and folding of the space in which the motion takes place. Deterministic A dynamical system whose equations of motion, parameters, and initial conditions are specified exactly. Through this information the motion of the system, however tangled, can be followed indefinitely, forwards or backwards in time. Opposite to stochastic in the sense of random. Equilibrium point A point where trajectories may come to rest. The system then acquires zero speed and acceleration. Equilibrium points may be stable or unstable. Fractal dimension A measure of the extent to which a certain figure, motion or pattern fills n-dimensional space. In this sense, a straight line has fractal dimension one while a plane fractal dimension two. Intermediate structures have a nonintegral value of dimension. Intermittency A type of dynamic behaviour in which chaotic motion is intermittently switched into distinct intervals of regular, periodic dynamics. The length of both the chaotic and regular intervals may vary. Limit cycle A generalization of an equilibrium point. A closed trajectory on which the periodic motion of a dynamical system retraces its contour indefinitely. Other trajectories converge to or diverge from a limit cycle depending on whether it is stable or unstable. Linear operator A mathematical operator with the property L(ax+by) = aL(x)+bL(y). That is, an action on a combined system is equal to the sum of the actions on each one separately.
Lorenz equations The first set of three nonlinear differential equations exhibiting chaotic behaviour. Derived by EN Lorenz in 1963as a model for atmospheric movement dependent on heat convection from the earth's surface. Mandelbrot set A nonlinear operator that maps a plane onto itself results in a fractal pattern, through successive folding and stretching of the plane. The mathematician Mandelbrot mapped the complex plane onto itself through the rule:
Z_Z2+C.
Map, mapping The correspondence of a set of points or patterns between one n-dimensional space and another. This correspondence is based on a mathematical rule, also called an operator. Typical in the chaos literature are iterative maps, where a pattern is mapped from its present state into the future in a stepwise fashion. Stochastic noise A small magnitude random disturbance present in all experimental systems which may, for example, be of mechanical, thermal, or electrical origin. It can never be eliminated completely and therefore often presents a problem in the interpretation of data. Nonlinear Defined as a mathematical operation, in which the superposition property does not apply (see Linear operator). Nonlinear operators generally introduce a curvature in the space in which they are applied, so that straight lines do not remain straight. In three or higher dimensions this causes the tangling which is a feature of chaotic behaviour. Period-doubling A common occurrence in nonlinear dynamical systems following a parameter change. A simple limit cycle first doubles its period taking an 8 shape. The new limit cycle then doubles its period once again taking a double-8 shape, and so on. Successive period doubling occurs after smaller and smaller changes in the control parameter being varied, leading regularly to a region of chaotic dynamic behaviour. Phase space A space whose coordinates are the position coordinates and directional momentum of a pointlbody in motion. A point in this space thus fullydefines the position and velocity characteristics of the system. Quasiperiodic A dynamical oscillation characterized by two or more incommensurate frequencies. The effect is that the system returns arbitrarily close to but never exactly at any previous point of its trajectory. Self-similarity The property that a pattern appears the same at any magnification. A natural example is the shape of a coastline. Strange attractor 1,he set of trajectories, followed by a chaotic system in phase space. It is not a generic attractor, i.e. an equilibrium point, a limit cycle, or a quasiperiodic attractor, is created through the stretching and folding effected through the nonlinearities of the chaotic system. Torus A visualization of the trajectory of two coupled undamped oscillators. The two oscillation cycles are drawn perpendicular to each other resulting in a doughnut-shaped surface.
If the two periods are commensurate, the trajectory will be closed and is therefore periodic.
If the periods are incommensurate the motion is quasiperiodic and a trajectory will never repeat itself. Transient chaos Behaviour of a dynamic system that demonstrates all the characteristics of chaos, before, eventually, settling into a generic periodic or aperiodic motion. Universal property A common characteristic value or property of a class of dynamical systems that remains unchanged throughout the class, in spite of structural variations in the systems included.
